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Abstract

Background: For the classification of facial paresis, various systems of description and evaluation in the form of clinician-graded or software-based scoring systems are available. They serve the purpose of scientific and clinical assessment of the spontaneous course of the disease or monitoring therapeutic interventions. Nevertheless, none have been able to achieve universal acceptance in everyday clinical practice. Hence, a quick and precise tool for assessing the functional status of the facial nerve would be desirable. In this context, the possibilities that the TrueDepth camera of recent iPhone models offer have sparked our interest.

Objective: This paper describes the utilization of the iPhone’s TrueDepth camera via a specially developed app prototype for quick, objective, and reproducible quantification of facial asymmetries.

Methods: After conceptual and user interface design, a native app prototype for iOS was programmed that accesses and processes the data of the TrueDepth camera. Using a special algorithm, a new index for the grading of unilateral facial paresis ranging from 0% to 100% was developed. The algorithm was adapted to the well-established Stennert index by weighting the individual facial regions based on functional and cosmetic aspects. Test measurements with healthy subjects using the app were performed in order to prove the reliability of the system.

Results: After the development process, the app prototype had no runtime or buildtime errors and also worked under suboptimal conditions such as different measurement angles, so it met our criteria for a safe and reliable app. The newly defined index expresses the result of the measurements as a generally understandable percentage value for each half of the face. The measurements that correctly rated the facial expressions of healthy individuals as symmetrical in all cases were reproducible and showed no statistically significant intertest variability.

Conclusions: Based on the experience with the app prototype assessing healthy subjects, the use of the TrueDepth camera should have considerable potential for app-based grading of facial movement disorders. The app and its algorithm, which is based on theoretical considerations, should be evaluated in a prospective clinical study and correlated with common facial scores.
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Introduction

Due to significant functional and cosmetic restrictions, facial palsy is a clinical symptom that is associated with a very high degree of psychological strain for those affected [1]. The incidence of peripheral facial palsy is 23-35 cases per 100,000 people; the incidence of the central form remains unknown. Both sexes are often affected equally, and those in the age groups of 30-50 years and 60-70 years are especially affected [2]. Affected patients can have severe functional problems...
ranging from asymmetry at rest, decreased facial movement, incomplete eye closure, problems eating and drinking, and a decreased sense of taste [3,4]. The fact that no underlying disease can be identified in about three-quarters of the cases (currently designated as idiopathic) also represents an unsatisfactory diagnostic situation [2]. There is still a great need for research in this area in order to ultimately be able to offer targeted therapy for these cases. Restoring facial function to the greatest possible extent can lead to improved self-confidence and a higher quality of life [5-7]. However, not only the diagnosis but also the quantification of facial palsy are still problematic.

Current Methods for Quantifying Facial Palsy

Various systems have been established for the scientific and clinical classification of the degree of facial palsy, assessment of therapeutic interventions, and spontaneous disease course. These standardized systems facilitate effective communication with patients and professionals. The most widely established clinician-graded scoring systems are the Stennert index [8], House-Brackmann scale [9], and Sunnybrook Facial Grading System [10]. Numerous efforts to generally improve facial grading systems have been described in the literature. For example, an approach was published by Banks et al [11] with the electronic, clinician-graded facial function scale (eFACE), which was subsequently evaluated internationally [11-13]. Nevertheless, like other clinician-graded scoring systems, eFACE is also subject to bias and human error [14]. While a comparatively simple measuring method with a conventional hand ruler was propagated by Manktelow et al [15] in 2008, the immense technological progress of the past few years has led to software-based methods. Here, the measurement of facial expressions with Adobe Photoshop [16], for example, but also semiautomatic photographic assessment tools [17] were developed. Katsumi et al [18] described an advanced 3-dimensional (3D) facial motion measurement system, consisting of a color charge-coupled device camera and 2 laser scanners in combination with their proprietary software. In this experimental setting, the test subjects were asked to perform various facial movements. The authors describe that the measurement time was less than 5 minutes in each case. After the measurement, the data were transferred to a computer and then evaluated and compared with the clinical results from the Yanagihara and House-Brackmann grading scales, whereby a good correlation could be demonstrated [18]. Furthermore, several machine learning approaches [19-21] have been developed. Despite all efforts in the description and validation of various systems, none could achieve universal acceptance in everyday clinical practice. This is due to the fact that many systems are characterized as being very time-consuming or requiring expensive and complicated hardware, which is why some can hardly be used in routine practice [14].

Hence, it would be desirable to have a quick and precise tool for assessing the functional status of the facial nerve. This would improve and streamline the data situation for symptom severity in the case of facial palsy and the effectiveness of different treatment methods like the application of prednisolone or acyclovir [4]. In addition, it would enable patients without any required training to perform a reproducible measurement of the extent and course of their own disease, which might lead to an increase in motivation for performing therapeutic activities like facial exercises. For the latter, positive effects in the treatment of facial paralysis have been demonstrated [6,22-27].

Smartphone Sensors as Sophisticated Medical Tools

Since the first smartphone was announced by Apple in 2007, the technical development of smartphones has progressed rapidly. In addition to an immense increase in computing power and storage options, the devices have been gradually equipped with high-precision sensors. For example, newer smartphone generations have an acceleration sensor, 3-axis gyroscope, barometer, proximity sensor, ambient light sensor, GPS, digital compass, microphone(s), and sophisticated camera system(s) [28]. In addition, high speed wireless communication platforms, such as long-term evolution, allow connection to health care providers at any time [29,30].

With regard to measurements of different facial muscles, one feature of recent smartphones is of high interest: the TrueDepth camera system. It enables user authentication via face recognition with the Face ID system and has been implemented since the iPhone generation X. The exact registration of facial data works via the projection of 30,000 infrared points, which are recorded at 60 times per second via an infrared camera and processed by a neural engine of the smartphone chip. An infrared flood illuminator adds infrared light to enable measurements also in the dark (Figure 1). An accurate 3D depth map of the face is calculated from the measurement data, which is converted together with the infrared image to a mathematical representation of the user’s facial features. According to the manufacturer, the technology works so precisely that the probability of false-positive detection of a random person is 1:1,000,000. In addition, the technology functions even with modifiers of the user’s appearance such as makeup or beard growth as well as hats, glasses, contact lenses, or scarves [31,32].
Apple’s ARKit framework enables developers to use face tracking with the TrueDepth camera for applications that go beyond Face ID. It is possible to access 52 predefined facial movement features, the extent of which is expressed in a numerical value ranging from 0.0 (neutral) to 1.0 (maximum movement) [33]. These features are also calculated 60 times per second, which results in a very high temporal resolution of the recorded facial movements.

The aim of the present study was to develop an app prototype that objectively and reproducibly quantifies facial asymmetries with the data from the iPhone’s TrueDepth camera system. With the developed app, it was possible to perform the measurement within a few seconds and without any additional external devices or the need for calibration. The extracted data were used to calculate a new index for the grading of unilateral facial palsy, called the Digital Facial Index (DFI), which is represented in a numerical value of 0%-100% for intuitive understanding.

Conception of the App
During the content-related conception, the following features of the app were defined:

- Start screen with navigation elements and a setting option for the duration of the actual measurement to meet the needs of different users (for inexperienced users, for example, a time window for the measurement of 10 seconds might be too short, whereas for other users, 5 seconds is sufficient)
- Measuring mode with a simple instruction on 3 functionally relevant facial movements (“raise your eyebrows,” “close your eyes,” “pull up the corners of your mouth”) and a countdown timer over the previously set duration of the measurement
- Evaluation screen with an easily understandable representation of the individual measurement parameters and the calculated output of the newly developed index (DFI)
- Buttons to save the DFI measurement results within the app for simple statistics and repeating the measurement
- Raw data output for scientific evaluation

Methods

App Development
A native app architecture under iOS (Apple Inc, Cupertino, CA) was chosen to develop the app. One of the reasons why Apple devices and Apple’s ecosystem were chosen is that the Face ID technology, which is based on 3D data collection, is considered unrivalled compared to the 2-dimensional technology of its competitors [34]. In addition, iOS is primarily suitable for the development of medical apps due to its high security standards, compatibility, usability, and stability, even if it is not possible to prove these factors objectively in their full extent.

The user interface was designed with Adobe Creative Suite products (Photoshop 2020, Illustrator 2020; Adobe Inc, San José, CA) and the Sketch App (Version 61.2; Bohemian Coding, London, UK), which is specially optimized for the design of mobile apps. Then, the app was implemented using the Swift programming language in the latest version of the Xcode development environment (Apple Inc; Figure 2). An open-source library (ScrollableGraphView [35]) was integrated with the dependency manager CocoaPods [36] to graphically display the stored data in the form of a graph. As far as possible with a prototype, the Mobile App Rating Scale was used as a template for compliance with established quality criteria [37].
**Calculation of the Digital Facial Index**

Since the data output for the specific facial features via the ARKit framework has a value ranging from 0.0 to 1.0, the expression of the movement extent in the form of an easily understandable percentage value seemed rational. Similar to the description by Stennert et al [8], individual facial regions should be matched with a defined weighting based on functional and cosmetic aspects, namely with the proportions of 10% for the forehead, 40% for the eye area, and 50% for the mouth region. The newly developed DFI should adhere exactly to this weighting for optimal follow-up correlation using the Stennert index that applies an easily comparable scaling (0-10). The algorithm for calculating the DFI is shown in Figure 3: The so-called blend shape coefficients, which describe the movement of the eyebrows, closure of the eyelids, and upward movement of the corners of the mouth (in accordance with the Apple Developer Documentation) are recorded at 60 times per second and saved as an array. From this data record, the respective maximum for the individual feature is determined. For each facial region (forehead: x; eyes: y; mouth: z), it is assumed that in a patient suffering from unilateral facial palsy, the side with the greater maximum corresponds to the healthy side. The numerical value of the facial movement of the opposite side in each specific region is used to compare with the maximum of the stronger (healthy) side. The difference in facial motility $\Delta M(x_{ABS}, y_{ABS}, z_{ABS})$ for the 3 regions is calculated by subtracting these 2 numerical values. As it was observed in test runs with the prototype in healthy subjects, the respective absolute values often do not total 100% despite a complete raising of the eyebrows, a full closure of the eyelids, and a maximal lifting of the corners of the mouth; therefore, a correction factor $f_c$ was introduced. This scales the value of the half of the face with higher values in 1 of the 3 areas to 100% and the half of the face with the lower values proportionally. This aims to obtain a realistic evaluation of facial symmetry, derived from theoretical considerations. Thus, relative values and the corresponding relative differences $\Delta M(x_{REL}, y_{REL}, z_{REL})$ are calculated, which are ultimately used in the calculation of the DFI. For the 3 regions, the relative differences are summed up for the left and the right depending on the identified side of facial palsy by comparison of the maximum values for each region. A patient affected by facial palsy will initially have higher differences calculated in this way in terms of facial asymmetry. In most patients, these differences become smaller [38]. In order to represent the course of the disease in a positive trajectory, the maximum extent of the facial palsy was set to 0% and a perfectly symmetrical face to 100%. Graphically represented, an increasing rather than a decreasing curve should result in most cases. Thus, this procedure is reciprocal to Stennert’s index, in which the highest value (10) corresponds to complete facial palsy.
Figure 3. Algorithm for the calculation of the Digital Facial Index (DFI): (A) The TrueDepth camera tracks 30,000 infrared dots projected by the iPhone’s dot projector, and the data are rendered as so-called blend shape coefficients for the (B) measurement time window for the forehead, eyes, and mouth (exemplary data shown), and the maxima of both sides are compared for each facial region; the half of the face with the larger maximum corresponds to 100% (relative value). (C) The DFI is calculated by adding the relative differences (ΔM based on absolute and relative values) of the 3 facial regions, with a weighting, similar to Stennert’s index.

Data Display and Sharing Options

Following a successful measurement, a screen opens automatically displaying the analyzed data. It shows all calculated values of the 3 facial regions including the resulting DFI values. There are also buttons for repeating the measurement and storing the current data, as well as a button that enables raw data output for scientific purposes. This was implemented using the UIActivityViewController class from Apple’s UIKit, which allows the sharing of data (eg, via AirDrop, email, or text message).
Test Measurements
Applying the prototype developed as described in the previous section, all 4 authors of this publication carried out 10 consecutive self-measurements using an iPhone XR to evaluate the intertest variability. In this setting, all test subjects looked straight ahead into the smartphone's front camera or display while holding the device in their hands.

To check the robustness under unfavorable conditions, the results were compared with those obtained from one individual to determine whether different angles of the smartphone front camera relative to the face (reference point: median of the head at eye level; distance: 37.5 cm, which is within the distance of 25-50 cm recommended by the manufacturer and roughly corresponds to a natural holding position) leads to different results. During this measurement, the positions of both the smartphone and the subject's face were fixed with a tripod. In addition, we checked whether incorrect measurements occur if the smartphone is held deliberately and intermittently leaves the camera's field of view.

No ethic committee approval at a named institution was needed and applied for, since only data from the authors were used. All authors provided written informed consent for their data and pictures used in the study.

Statistical analysis was performed using one-way analysis of variance in GraphPad Prism (Version 8.2.1; GraphPad Software Inc, San Diego, CA). Differences were considered significant when $P \leq 0.05$.

The raw data of the measurements were imported as a text file in Microsoft Excel (Version 16.34; Microsoft Corporation, Redmond, WA) for rendering as a graph and to double check that the calculations within the app were correct. The measurements were also partially documented in the form of a screen recording with QuickTime Player (Version 10.5; Apple Inc) and the iPhone connected to a Mac computer (Apple Inc) using a lightning cable.

For demonstration purposes, conventional photographs of test sequences were taken with a Canon 80 D digital single-lens reflex camera (Canon Inc, Tokyo, Japan), with a Canon 35 mm f2.0 lens attached (Figures 4A-4C). In addition, an infrared image was recorded with a Sony DCR-TRV25E Camcorder (Sony Corporation, Tokyo, Japan) in “NightShot” mode during the measurement (Figure 4D).

**Results**

On the basis of the described theoretical considerations, a functioning, stable app prototype could be developed that utilizes the TrueDepth camera system and the ARKit framework to measure the extent of facial motions fast and objectively. In the latest version of the prototype, no runtime nor buildtime errors occurred. The requirements for the app that were initially defined could be fully met.

The complex underlying technology was successfully integrated into a user-friendly interface (Figure 5; Multimedia Appendix 1). When using the measurement mode, a real-time overlay of a polygon grid over the user’s face provides immediate feedback on the precise registration of the face.
Figure 5. User interface of the Digital Facial Index (DFI) Tracker App, including the (A) start screen with a setting for the measurement duration (5 to 15 seconds) and buttons to get to the measurement mode or statistics; (B) measurement mode with a real-time polygon grid overlay for immediate feedback on the precise registration of the user’s face; (C) results showing absolute and relative values, their difference, and calculated DFI values; and (D) statistics with a simple graphical representation of the last measured values. The depicted author provided written informed consent for her photos to be used for this paper.

With the newly defined DFI, the measurement result was an easily understandable numerical value expressed as a percentage for each half of the face. After a brief explanation (<1 minute; the authors were initially not exactly familiar with the measuring principle of the app prototype), measurement with the app prototype was easily and independently carried out by the respective test person within a time window of less than 10 seconds each (Multimedia Appendix 1). For scientific analysis, the raw data can be easily transferred to a computer via the “share raw data” button as a text file. The import into Microsoft Excel, for example, for statistical analysis was also an easy and efficient process due to the text file’s raw data structure, which was optimized for this purpose.

The measurements were reproducible and showed no statistically significant intertest variability (Figure 6; Multimedia Appendix 2). The DFI was ≥99% for both sides in all measurements and in all subjects with just one exception in a single measurement (97% on one side). Hence, all healthy test persons were identified correctly as having no facial movement disorder.

When comparing the calculated absolute and relative values and the resulting DFI values, there were no discrepancies in the visual comparison with the video recordings and the curves derived from the raw data (Figure 7A). Simulating facial asymmetries by grimacing also gave consistent results (Figure 7B). It should be noted here that a healthy test person is not able to correctly simulate all aspects of facial palsy. With maximum voluntary movement of the facial muscles on one side, the opposite side also moves to a small extent. In the example shown, our subject also found it more difficult to raise the right eyebrow as high as the left as part of the movements combined here. This results in a barely noticeable deflection of the absolute measured values for the right eyebrow.
Figure 6. Intertest variability and SD (bars) of measurements with the app prototype and 4 healthy subjects (10 measurements each); no asymmetry of facial motor skills was found.

Figure 7. Test measurements with one of the (healthy) authors, showing the raw data (absolute values) over time, which are recorded 60 times per second, for a (A) normal measurement sequence, in which the test subject makes 3 grimaces that result in symmetrical facial motor skills as Digital Facial Index (DFI) values of 100% for both sides, and (B) simulation of asymmetrical facial features alternately for each side. The video stills shown here are mirrored horizontally, as is usual when shooting with the front camera of smartphones. The depicted author provided written informed consent for her photos to be used for this paper.
Nevertheless, there is a symmetrical lifting of the eyebrows with higher measured values during the regular measurement process (Figure 7A). Manually checking the app's internal calculations with the raw data in Microsoft Excel did not identify any detectable errors.

The measurement from different angles (Figure 8) relative to the face gave consistent results when looking straight into the camera (DFI<sub>R</sub> 100% [SD 0.0%], DFI<sub>L</sub> 99.0% [SD 0.0%]), 22.5° from above (DFI<sub>R</sub> 100% [SD 0.0%], DFI<sub>L</sub> 99.0% [SD 0.0%]), 22.5° from below (DFI<sub>R</sub> 100% [SD 0.0%], DFI<sub>L</sub> 99.1% [SD 0.3%]), and 45° from below (DFI<sub>R</sub> 100% [SD 0.0%], DFI<sub>L</sub> 99.4% [SD 0.5%]). The measurements with a lateral deviation of 22.5° resulted in side differences for the opposite half of the face: The measurements 22.5° from the right resulted in DFI<sub>R</sub> of 100% (SD 0.0%) and DFI<sub>L</sub> of 94.4% (SD 1.1%) and 22.5° from the left resulted in DFI<sub>R</sub> of 94.8% (SD 0.6%) and DFI<sub>L</sub> of 100.0% (SD 0.0%). There were significant deviations at angles of 45° from above (DFI<sub>R</sub> 100% [SD 0.0%], DFI<sub>L</sub> 96.8% [SD 1.0%]) and 45° from the right (DFI<sub>R</sub> 100% [SD 0.0%], DFI<sub>L</sub> 75.4% [SD 2.8%]) and the left (DFI<sub>R</sub> 74.8% [SD 1.8%], DFI<sub>L</sub> 100% [SD 0.0%]). Interestingly, with these large angles, the mouth component is decisive for the measurement error, whereas no relevant errors occur for the forehead and eye regions. If measurements were made with deliberately shaky hand movements and occasionally leaving the face out of the camera's field of view, there were no relevant measurement errors (DFI<sub>R</sub> 99.3% [SD 0.3%], DFI<sub>L</sub> 99.3% [SD 0.5%]).

Figure 8. To simulate unfavorable measurement conditions, 10 measurements (mean [SD] shown) were carried out on a (healthy) test person at different angles relative to the median of the head at eye level and at 37.5 cm, with tripods to fix the position of the smartphone and the head of the test person; in addition, a measurement was made with deliberately shaky hand movements and occasionally leaving the face out of the camera's field of view.

Discussion

Smartphones, tablets, and related widely used devices such as smartwatches offer immense potential for the development of medical applications thanks to highly advanced sensors and computing power, as well as high storage capacities. For health monitoring and diagnosis, smartphone sensors have already proven to be highly potent tools in many medical specialties. To name just a few examples, smartphones are suitable for measuring heart rate and its variability [39-41]. Even the accurate automated detection of atrial fibrillation is possible [42-44]. For pulmonary medicine, low-cost spirometers were developed using the microphones of smartphones [45,46]. Smartphone cameras are suitable for retinal fundus imaging for assessing ophthalmic diseases [47-49], as well as for laboratory applications, like the detection of specific DNA sequences in combination with specific assays [50,51]. Other applications are for skin health monitoring [52-55], detection of anemia [56], sleep monitoring [57-59], and mental health assessment [60-66].
In addition, smartphones are highly available worldwide and are an integral part of everyday life. In September 2019, the number of active smartphones reached 3.6 billion. Although this work only describes an implementation for iPhones, which limits the potential target group to Apple’s smartphone market share of 22.3% [67], a comparable solution for iPads and Android devices would be technically easy to implement. It is currently assumed that other manufacturers such as Samsung will also integrate a similar depth mapping camera system in future smartphones [68].

Regarding possible security concerns with respect to the TrueDepth data, Apple states that the data are protected by the so-called Secure Enclave (a coprocessor that provides cryptographic operations for data security) and do not leave the device or are backed up in an online storage medium without user permission [31,69]. The measurement results collected in the app prototype described are also not assigned to any user data nor are saved in a cloud without any active user action (eg, via the button for raw data export that is currently intended for further scientific analysis). In a future user version, features such as integration into electronic patient records would be desirable while maintaining correspondingly high security standards.

One limitation of this study is the fact that the newly developed app is only aimed for patients with unilateral facial palsy. However, bilateral facial palsy is very rare, with an annual incidence rate of 1:5,000,000 and only accounts for 0.3%-3.0% of all cases with facial palsy [70-72].

Selecting 3 of 52 possible facial features that can be extracted simultaneously using ARKit was intended to test movements that are also carried out when the motility criteria of Stennert’s index are assessed. The presence of facial synkinesis as well as the resting tone are not determined using the method described. However, as Stennert et al [8] stated in their description of the Stennert index in 1977, motility reveals more about the degree of residual innervation or reinnervation of the facial nerve than resting tone.

The formulas described here for interpreting the TrueDepth data and for calculating the DFI were created on the basis of theoretical considerations and aim for a symmetry of the facial motor skills by matching the face in 3 areas. Since the range of motion of the healthy half of the face—with the idea of symmetry as the ideal state—represents a reasonable measure for the sick side, the absolute values of the healthy side are scaled to 100% and compared with the proportionally scaled opposite side. However, it has to be stated that this approach was not chosen to achieve ultimate scientific accuracy, but to allow for a simple and realistic evaluation of facial symmetry. In combination with the existing functionality of the TrueDepth camera, there is no need for calibration. At present, it is not possible to estimate to what extent the newly designed app reflects the “reality” in patients with facial palsy and the course of their disease, which is currently expressed by established clinician-graded scoring systems. Nevertheless, based on the first experiences with the app prototype and with no statistically significant intertest variability in healthy subjects, it seems possible to advance a precise classification of the severity of facial palsy by the use of this app.

If you compare our approach with clinical scoring systems such as the Stennert Index, House-Brackmann scale, Sunnybrook Facial Grading System, or eFACE, we see our method clearly having an advantage in terms of intraobserver and interobserver variability and the duration of the measurement (a few seconds for the DFI measurement compared to a few minutes such as when collecting the 19 eFACE parameters). When compared with technical solutions, the solution described by Katsumi et al [73] has broad similarities in terms of the functional principle. However, this requires a relatively complex hardware setup. Since smartphones are ubiquitous and global and area-wide distribution of software via app stores is possible, we consider app-based solutions as described here to be much more practical and cheaper. The, from our experience, simple, fast, and practically self-explanatory measuring process should also make it possible for laypeople to measure themselves for self-assessment.

The DFI measurements from different angles and with deliberately shaky hands show that the measurement method is sufficiently robust in realistic scenarios. Since the user, from the experience of our test runs, intuitively looks into the camera during the measurement so that his face is completely shown in the display, relevant lateral axis deviations and the associated measurement errors are unlikely. Nonetheless, in a future end-user solution, it could make sense to provide the user with appropriate information about the correct measurement process.

Another positive aspect of the measurement method is that changes in external appearance, such as facial hair or glasses, should not have any effect on the results [32,33]. Weight increases or decreases in the time interval in which measurements of facial symmetry are made (eg, 6 months) should not have any relevant effects, except in extreme cases, due to the pure assessment of the maximum range of facial movements.

On the other hand, acquired or congenital asymmetries such as scars, deformities, or grafts on the face could of course contribute to a relevant falsification of the measurable range of motion. However, these can also influence established rating systems such as the Stennert’s index, based on our everyday clinical experience.

The decision to configure the DFI reciprocal to Stennert’s index was based on clinical considerations. Following a regular course of healing, an increasing numerical value is graphically represented as an increasing curve. Although this is only a small detail, maybe it can contribute to a positive psychological effect for those affected.

The possibilities of the TrueDepth camera in everyday life, such as authorization of payments or unlocking of the mobile phone, are very popular among users. However, it is currently not possible to anticipate whether mobile phone manufacturers might cease the integration of depth mapping cameras into its products or replace it by another technology. Nevertheless, the fact that Apple is currently considering integrating TrueDepth technology into notebooks [74] makes it likely that TrueDepth
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cameras will also be installed in future device generations. In general, the focus in Apple's marketing concept has recently been placed intensely on privacy. FaceID, which is based on TrueDepth camera technology, is an integral part of this concept [75]. In addition, even rear-facing depth mapping cameras may be added to enable improved augmented reality applications, for example. To what extent such a camera would then also be suitable for facial measurements (eg, by the physician at the patient's bedside for better documentation of the facial nerve status) is currently unclear. In summary, the medical application described here should therefore also be feasible in the future.

With the app prototype described in this work, a highly precise, easy-to-use solution for the grading of facial movement disorders via the 3D-based measurements of the TrueDepth camera system was successfully designed. It does not require any expert knowledge to operate and delivers reproducible, easy-to-understand results within a few seconds. This empowers patients suffering from facial palsy to independently determine the progress of their therapy for this functionally and cosmetically severely impairing disease. The necessary hardware is widely available, and no external equipment is needed. Nevertheless, to our knowledge, this is the first time that the TrueDepth camera system has been used for this type of medical usage.

A prospective clinical study is necessary to check the validity by correlation with established clinician-graded scoring systems and to objectively assess the usability of the app. Depending on the result of such a study, the underlying algorithm might have to be adjusted to achieve an optimal fit. The app-based design enables large-scale, decentralized data collection for multicenter clinical studies, which can advance different fields in medical science.

In addition, the export of raw data with a temporal resolution of 60 times per second opens the interesting possibility of further scientific evaluation and development of other medical fields of application. It is conceivable that the evaluation of TrueDepth data could be used for purposes such as facial training methods with real-time biofeedback or the surveillance of dysfunctions of facial movement associated with conditions such as Parkinson’s disease, where spontaneous facial expressions appear to be selectively affected [76], or motor tic disorders with facial affection [77]. Automated, fast, objective tracking of facial motor skills could generate valuable data on the individual course of these diseases and on the response to different treatments.

Another possible application area would be in studies of affective psychology. For example, depressed individuals show fewer Duchenne smiles and less facial animation. This implies that automated facial analysis may prove to be useful in mental health screening too [78]. In a similar context, a smartphone-based solution has already been demonstrated with the Loki app as a proof-of-concept, which was developed in a Canadian hackathon project. By training a simple neural network with two hidden layers, it was able to map TrueDepth facial data to 4 emotions in real-time (happy, sad, angry, surprised) [79].

Furthermore, a comparable integration of machine learning into the current algorithm might even enable automated stroke screening using a smartphone in the future, as facial palsy is a very common consequence of strokes [80].
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Multimedia Appendix 1
Exemplary measurement sequence with the app prototype. After the measurement, the absolute and relative values for the different facial regions as well as the calculated DFI score are displayed. The time course of the DFI scores can be shown in a diagram. The depicted author provided written informed consent for the video to be used for this paper.
[MP4 File (MP4 Video), 13128 KB-Multimedia Appendix 1]

Multimedia Appendix 2
Absolute and relative values measured and calculated by the app prototype and four healthy subjects.
[DOCX File, 39 KB-Multimedia Appendix 2]

References
26. Ross B, Nedzelski JM, McLean JA. Efficacy of feedback training in long-standing facial nerve paresis. Laryngoscope 1991 Jul;101(7 Pt 1):744-750. [doi: 10.1289/0050537-199107000-00009] [Medline: 2062155]

27. Teixeira LJ, Soares BGDO, Vieira VP, Prado GF. Physical therapy for Bell’s palsy (idiopathic facial paralysis). Cochrane Database Syst Rev 2008 Jul 16;(3):CD006283. [doi: 10.1002/14651858.CD006283.pub2] [Medline: 18646144]

28. iPhone 11 Pro - Technical Specifications. Apple Inc. 2019. URL: https://www.apple.com/de/iphone-11-pro/specs/ [accessed 2020-01-27]

29. Majumder S, Aghayi E, Noferesti M, Memarzadeh-Tehran H, Mondal T, Pang Z, et al. Smart Homes for Elderly Healthcare-Recent Advances and Research Challenges. Sensors (Basel) 2017 Oct 31;17(11) [FREE Full text] [doi: 10.3390/s17112496] [Medline: 29088123]

30. Majumder S, Mondal T, Deen M. Wearable Sensors for Remote Health Monitoring. Sensors (Basel) 2017 Jan 12;17(1):130 [FREE Full text] [doi: 10.3390/s17010130] [Medline: 28085085]

31. About Face ID advanced technology. Apple Inc. 2020. URL: https://support.apple.com/en-us/HT208108 [accessed 2020-01-21]

32. What is the TrueDepth camera system? iPhoneFAQ. 2019. URL: https://www.iphonefaq.com/archives/976228 [accessed 2021-01-10]

33. ARKit: Apple Developer Documentation. Apple Inc. 2021. URL: https://developer.apple.com/documentation/arkit [accessed 2021-01-10]

34. Face ID weiter unerreicht: Wie Samsung zum wiederholten Mal bei der Gesichtserkennung patzt. MacTechNews. 2019.

35. philackm / ScrollableGraphView. Github. 2017. URL: https://github.com/philackm/ScrollableGraphView [accessed 2021-01-10]

36. CocoaPods. 2021. URL: https://cocoapods.org [accessed 2021-01-10]

37. Stoyanov SR, Hides L, Kavanagh DJ, Zelenko O, Tjondronegoro D, Mani M. Mobile app rating scale: a new tool for assessing the quality of health mobile apps. JMIR Mhealth Uhealth 2015 Mar 11;3(1):e27 [FREE Full text] [doi: 10.2196/mhealth.3422] [Medline: 25760773]

38. Adour KK, Byl FM, Hilsinger RL, Kahn ZM, Sheldon MI. The true nature of Bell’s palsy: analysis of 1,000 consecutive patients. Laryngoscope 1978 May;88(5):787-801. [doi: 10.1002/lary.1978.85.787] [Medline: 642672]

39. Bánáhalmi A, Borbás J, Fidrich M, Bilicki V, Ginli Z, Rudas L. Analysis of a Pulse Rate Variability Measurement Using a Smartphone Camera. J Healthc Eng 2018;2018:4038034 [FREE Full text] [doi: 10.1155/2018/4038034] [Medline: 29666670]

40. Koenig N, Seeck A, Eckstein J, Mainka A, Huebner T, Voss A, et al. Validation of a New Heart Rate Measurement Algorithm for Fingertip Recording of Video Signals with Smartphones. Telemed J E Health 2016 Aug;22(8):631-636. [doi: 10.1089/tmj.2015.0212] [Medline: 26938673]

41. Siddiqui SA, Zhang Y, Feng Z, Kos A. A Pulse Rate Estimation Algorithm using PPQ and Smartphone Camera. J Med Syst 2016 May 11;40(5):126. [doi: 10.1007/s10916-016-0485-6] [Medline: 27067432]

42. Bumgarner JM, Lambert CT, Hussein AA, Cantillon DJ, Baranowski B, Wolski K, et al. Smartwatch Algorithm for Automated Detection of Atrial Fibrillation. J Am Coll Cardiol 2018 May 29;71(21):2381-2388 [FREE Full text] [doi: 10.1016/j.jacc.2018.03.003]

43. Rajakariar K, Koshy AN, Sajeek JK, Nair S, Roberts L, Teh AW. Accuracy of a smartwatch based single-lead electrocardiogram device in detection of atrial fibrillation. Heart 2020 May 07;106(9):665-670. [doi: 10.1136/heartjnl-2019-316004] [Medline: 31911507]

44. Turakhia MP, Desai M, Hedlin H, Rajmone A, Talati N, Ferris T, et al. Rationale and design of a large-scale, app-based study to identify cardiac arrhythmias using a smartwatch: The Apple Heart Study. Am Heart J 2019 Jan;207:66-75 [FREE Full text] [doi: 10.1016/j.ahj.2018.09.002] [Medline: 30392584]

45. Goel M, Saba E, Stiber M, Whitmire E, Fromm J, Larson EC, et al. SpiroCall: Measuring Lung Function over a Phone Call. Proceedings of the 2016 CHI Conference on Human Factors in Computing Systems (CHI’16) 2016:280-288 [FREE Full text] [doi: 10.1145/2858036.2858401]

46. Larson EC, Goel M, Boriello G, Heltsha S, Rosenfeld M, Patel SN. SpiroSmart: using a microphone to measure lung function on a mobile phone. Proceedings of the 2012 ACM Conference on Ubiquitous Computing (UbiComp ’12) 2012:280-289. [doi: 10.1145/2370216.2370261]

47. Bastawrous A. Smartphone fundoscope. Ophthalmology 2012 Feb;119(2):432-433.e2; author reply 433. [doi: 10.1016/j.opth.2011.01.014] [Medline: 22305322]

48. Haddock LJ, Kim DY, Mukai S. Simple, inexpensive technique for high-quality smartphone fundus photography in human and animal eyes. J Ophthalmol 2013;2013:518479-518475 [FREE Full text] [doi: 10.1155/2013/518479] [Medline: 24171108]

49. Lord RK, Shah VA, San Filippo AN, Krishna R. Novel uses of smartphones in ophthalmology. Ophthalmology 2010 Jun;117(6):1274-1274.e3. [doi: 10.1016/j.opth.2010.01.001] [Medline: 20522348]
50. Ho NRY, Lim GS, Sundah NR, Lim D, Loh TP, Shao H. Visual and modular detection of pathogen nucleic acids with enzyme-DNA molecular complexes. Nat Commun 2018 Aug 13;9(1):3238 [FREE Full text] [doi: 10.1038/s41467-018-05733-0] [Medline: 30104566]

51. Kühnemund M, Wei Q, Darai E, Wang Y, Hernández-Neuta I, Yang Z, et al. Targeted DNA sequencing and in situ mutation analysis using mobile phone microscopy. Nat Commun 2017 Jan 17;8:13913 [FREE Full text] [doi: 10.1038/ncomms13913] [Medline: 28094784]

52. Börve A, Dahlén Gyllencreutz J, Terstappen K, Johansson Backman E, Aldenbratt A, Danielsson M, et al. Smartphone teledermoscopy referrals: a novel process for improved triage of skin cancer patients. Acta Derm Venereol 2015 Feb;95(2):186-190 [FREE Full text] [doi: 10.2340/00015555-1906] [Medline: 24923283]

53. Hubiche T, Valéro L, Boralevi F, Mahe E, Bodemer Skandalis C, Phan A, Research Group of the French Society of Pediatric Dermatology Groupe de Recherche de la Société Française de Dermatologie Pédiatrique. Visualization of Patients' Skin Lesions On Their Smartphones: A New Step During Dermatology Visits. JAMA Dermatol 2016 Jan 01;152(1):95-97. [doi: 10.1001/jamadermatol.2015.2977] [Medline: 26443967]

54. Kim S, Cho D, Kim J, Kim M, Youn S, Jang JE, et al. Smartphone-based multispectral imaging: system development and potential for mobile skin diagnosis. Biomed. Opt. Express 2016 Nov 28;7(12):5294. [doi: 10.1364/boe.7.005294]

55. Wadhawan T, Situ N, Lancaster K, Yuan X, Zouridakis G. SkinScan©: A Portable Library for Melanoma Detection on Handheld Devices. Proc IEEE Int Symp Biomed 2011 Mar 30;2011:133-136 [FREE Full text] [doi: 10.1109/ISBI.2011.5872372] [Medline: 21892382]

56. Mannino RG, Myers DR, Tyburski EA, Caruso C, Boudreaux J, Leong T, et al. Smartphone app for non-invasive detection of anemia using only patient-sourced photos. Nat Commun 2018 Dec 04;9(1):4924 [FREE Full text] [doi: 10.1038/s41467-018-07262-2] [Medline: 30514831]

57. Min JK, Doryab A, Wiese J, Amini S, Zimmerman J, Hong JI. Toss 'n' turn: smartphone as sleep and sleep quality detector. Sleep 2014;37(6):1146-1151 [FREE Fulltext] [PMID: 25073186] [Medline: 25562888.25572653]

58. Nandakumar R, Gollakota S, Watson N. Contactless sleep apnea detection on smartphones. 2015 Presented at: 13th Annual International Conference on Mobile Systems, Applications, and Services; May 18-22, 2015; Florence, Italy p. 45-57. [doi: 10.1145/2742647.2742674]

59. Natale V, Drejak M, Erbacci A, Tonetti L, Fabbri M, Martoni M. Monitoring sleep with a smartphone accelerometer. Sleep 2014;37(1):132-137 [FREE Fulltext] [PMID: 24923283] [Medline: 24923283]

60. Burns MN, Begale M, Duffecy J, Gergle D, Karr CJ, Giangrande E, et al. Harnessing context sensing to develop a mobile intervention for depression. J Med Internet Res 2011 Aug 12;13(3):e55 [FREE Full text] [doi: 10.2196/jmir.1838] [Medline: 21840837]

61. Saeb S, Zhang M, Karr CJ, Schueller SM, Corden ME, Kording KP, et al. Mobile Phone Sensor Correlates of Depressive Symptom Severity in Daily-Life Behavior: An Exploratory Study. J Med Internet Res 2016 Mar 29;18(3):e72 [FREE Fulltext] [PMID: 26755254] [Medline: 26755254]

62. Wahle F, Kowatsch T, Fleisch E, Rufer M, Weidt S. Mobile Sensing and Support for People With Depression: A Pilot Trial in the Wild. JMIR Mhealth Uhealth 2016 Sep 21;4(3):e111 [FREE Fulltext] [PMID: 27426477] [Medline: 27426477]

63. Ben-Zeev D, Scherer EA, Wang R, Xie H, Campbell AT. Next-generation psychiatric assessment: Using smartphone sensors to monitor behavior and mental health. Psychiatr Rehabil J 2015 Sep;38(3):218-226 [FREE Full text] [doi: 10.1037/prj0000130] [Medline: 25844912]

64. Asselbergs J, Ruwaard J, Ejdys M, Schrader N, Sijbrandij M, Riper H. Mobile Phone-Based Unobtrusive Ecological Momentary Assessment of Day-to-Day Mood: An Exploratory Study. J Med Internet Res 2016 Mar 29;18(3):e72 [FREE Fulltext] [PMID: 27025287] [Medline: 27025287]

65. Ma Y, Xu B, Bai Y, Sun G, Zhu R. Infer Daily Mood using Mobile Phone Sensing. Ad Hoc & Sensor Wireless Networks 2013;20(1):133-152.

66. Beiwinkel T, Kindermann S, Maier A, Kerl C, Moock J, Barbian G, et al. Using Smartphones to Monitor Bipolar Disorder Symptoms: A Pilot Study. JMIR Ment Health 2016 Jan 06;3(1):e2 [FREE Fulltext] [doi: 10.2196/mental.4560] [Medline: 26740354]

67. Gu T. Top Five Smartphone Brands by Active Devices: Samsung Is Still Top, But Chinese Brands Are on the Rise. Newszoo. 2019 Dec 4. URL: https://newszoo.com/insights/articles/top-five-smartphone-brands-by-active-devices-samsung-is-still-top-but-chinese-brands-are-on-the-rise/ [accessed 2021-01-10]

68. Lee G. Sunny Optical to supply ToF modules to next-gen Galaxy S11. TheElec. 2019 Oct 23. URL: http://en.thelec.kr/news/articleView.html?id=xno=567 [accessed 2021-01-10]

69. Security certifications for SEP: Secure Key Store. Apple Inc. 2020 Sep 18. URL: https://support.apple.com/en-us/HT209632 [accessed 2021-01-10]

70. Jain V, Deshmukh A, Gollomp S. Bilateral facial paralysis: case presentation and discussion of differential diagnosis. J Gen Intern Med 2006 Jul;21(7):C7-10 [FREE Full text] [doi: 10.1111/j.1525-1497.2006.00466.x] [Medline: 16808763]
71. Gaudin RA, Jowett N, Banks CA, Knox CJ, Hadlock TA. Bilateral Facial Paralysis: A 13-Year Experience. Plast Reconstr Surg 2016 Oct;138(4):879-887. [doi: 10.1097/PRS.0000000000002599] [Medline: 27307336]

72. Stahl N, Ferit T. Recurrent bilateral peripheral facial palsy. J Laryngol Otol 1989 Jan;103(1):117-119. [doi: 10.1017/s0022215100108199] [Medline: 2921543]

73. Katsumi S, Esaki S, Hattori K, Yamano K, Umezaki T, Murakami S. Quantitative analysis of facial palsy using a three-dimensional facial motion measurement system. Auris Nasus Larynx 2015 Aug;42(4):275-283 [FREE Full text] [doi: 10.1016/j.anl.2015.01.002] [Medline: 25655983]

74. MacBook mit Face ID: Apple reicht Patentantrag ein. MacTechNews. 2020 Jan 15. URL: https://www.mactechnews.de/ne ws/article/MacBook-mit-Face-ID-Apple-reicht-Patentantrag-ein-174166.html [accessed 2021-01-10]

75. Privacy. Apple Inc. 2021. URL: https://www.apple.com/privacy/ [accessed 2021-01-10]

76. Smith MC, Smith MK, Ellgring H. Spontaneous and posed facial expression in Parkinson's disease. J Int Neuropsychol Soc 1996 Sep 26;2(5):383-391. [doi: 10.1017/s1355617700000145] [Medline: 9375163]

77. Singer HS. Tourette's syndrome: from behaviour to biology. The Lancet Neurology 2005 Mar;4(3):149-159. [doi: 10.1016/S1474-4422(05)01012-4] [Medline: 15721825]

78. Cohn JF, De La Torre F. Automated face analysis for affective computing. In: Calvo R, D'Mello S, Gritch J, Kappas A, editors. The Oxford Handbook of Affective Computing. Oxford, England: Oxford University Press; Jan 2015.

79. Chu L, Yap K, Tannar N, Huber P. Proof-of-concept of emotion-targeted content delivery using machine learning and ARKit. GitHub. 2018. URL: https://github.com/nwhacks-loki/loki [accessed 2021-01-10]

80. Kang J, Chun MH, Choi SJ, Chang MC, Yi YG. Effects of Mirror Therapy Using a Tablet PC on Central Facial Paresis in Stroke Patients. Ann Rehabil Med 2017 Jun;41(3):347-353 [FREE Full text] [doi: 10.5535/arm.2017.41.3.347] [Medline: 28758071]

Abbreviations

3D: 3-dimensional
DFI: Digital Facial Index
eFACE: electronic, clinician-graded facial function scale

©Johannes Taeger, Stefanie Bischoff, Rudolf Hagen, Kristen Rak. Originally published in JMIR mHealth and uHealth (http://mhealth.jmir.org), 26.01.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR mHealth and uHealth, is properly cited. The complete bibliographic information, a link to the original publication on http://mhealth.jmir.org/, as well as this copyright and license information must be included.