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Abstract
This article studies clogging phenomena using a velocity-based model for pedestrian dynamics. First, a method to identify prolonged clogs in simulations was introduced. Then bottleneck simulations were implemented with different initial and boundary conditions. The number of prolonged clogs were analyzed to investigate the decisive factors causing this phenomenon. Moreover, the time lapse between two consecutive agents passing the exit, and the trajectories of agents were analyzed. The influence of three type of factors was studied: parameters of the spatial boundaries, algorithmic factors related to implementation of the model, and the movement model. Parameters of the spatial boundaries include the width and position of the bottleneck exit. Algorithmic factors are the update methods and the size of the time step. Model parameters cover several parameters describing the level of motivation, the strength and range of impact among agents, and the shape of agents. The results show that the occurrence of prolonged clogs is closely linked to parameters of the spatial boundaries and the movement model but has virtually no correlation with algorithmic factors.
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1. Introduction

Clogging is a phenomenon that usually arises when particles pass through narrow bottleneck structures [1]. It is often expressed as the jamming arch formed by several interactive particles in front of the bottleneck, which significantly decreases or even stops the flow through the bottleneck.

The phenomenon occurs in different systems of inert particles such as granular material in the silo [1,2,3], dense suspension of colloidal particles [4,5,6,7] or electrons on the surface of liquid helium [8,9]. This type of clogging is usually stable if there is no external disturbance to break the balance between the particles that form the clogging [1,10]. Clogging can also
be observed in the movement of animals [11] and humans [12] when congestion and high motivation coincide, for instance, when a large number of passengers at a train station enter carriages through a narrow train door with high motivation, or when fans at entrances to a concert hall are all trying to get in and find places near the stage [13].

Unlike with the clogging of inert particles, clogging in systems with humans is temporary. The duration of clogs depends on the motivation level of the pedestrians involved in the clogging [5, 11, 12, 13]. Although the clogging of humans may last a relatively long time in some extreme cases and sometimes even leads to severe injuries [14, 15], in most normal cases, its duration is short even in competitive situations [13]. In the literature, the short-term nature of the clogs is often attributed to the fluctuation in the load to the humans in the clog. This fluctuation, in turn, may be the result of the flexibility and elasticity of the human body. Moreover, some clogs are avoided before forming, through complex steering mechanisms that include cognitive processes and control of the body.

However, microscopic models based on physical principles merely focus on guaranteeing volume exclusion. They do not take the above-mentioned factors sufficiently into account, which could lead to prolonged clogs (clogs interrupting flow for a long time) or even stable clogs similar to inert particles. One study, [16], examined this phenomenon using a cellular automaton (CA) model. A friction parameter was introduced for an improved description of the clogging of pedestrians. In another study, [17], the friction parameter was extended to a function of the number of agents in clogging for a more realistic description of the pedestrian outflow through the exit. The effect of queuing and pushing behavior in front of the bottleneck on the overall dynamics of the crowd is explored using another CA model in [18], where a local pushing mechanism is used [19]. Another global pushing mechanism is proposed in [20]. Furthermore, game theory is combined with CA models in some studies to better reproduce the movement of pedestrians [21, 22]. Prolonged clogs and stable clogs can also be observed in the social force models for pedestrian dynamics by increasing the desired velocity of the agents [23]. Introducing random behavioral variations is important to mitigate these clogs in simulations [24, 25]. Further studies [26, 27] used the social force model to study the effect of desired velocity and the exit door on the duration of clogs. Clogs caused by higher desired velocity in force-based models result in lower flow through bottlenecks, a phenomenon also known as “faster-is-slower” [24, 26, 27, 28, 29].

In this paper, we focus on prolonged clogs occurring in the generalized collision-free velocity model (GCVM) [30], a first-order microscopic model for pedestrian dynamics. It is based on the collision-free speed model [31], and strictly follows the principle of volume exclusion to guarantee that there is no overlap among agents. Therefore, clogs that result in long-term interruption of flow occur frequently in simulations of bottlenecks, particularly in narrow exits. We aim to quantify these prolonged clogs by exploring decisive factors behind their occurrence in the bottleneck scenario, to purposefully improve the GCVM for reproducing pedestrians’ movement more realistically. The effect of three types of factors is examined in this study. The first category includes two parameters of the spatial boundaries, i.e., the width and the position of the bottleneck exit. The second category consists of algorithmic factors related to the implementation of the GCVM, including the time step size and the update scheme (e.g., sequential or parallel update) for the agents in the simulations.
Third, several model parameters such as the strength of impact among agents in the GCVM, and the shapes of the agents are analyzed. The results are used to ascertain the relationship between these factors and the occurrence of prolonged clogs.

This paper is organized as follows. Section 2 introduces the bottleneck scenario for the simulations. In section 3 we briefly define the GCVM and introduce the method used for identifying prolonged clogs in numerical simulations. Section 4 compares simulation results obtained with various factors and shows the corresponding analysis. Finally, we conclude with a discussion in section 5.

2. The bottleneck scenario for simulations

The bottleneck scenario for simulations in this study is shown in figure 1. It is composed of three parts separated by red dashed segments. The source area, a 8 m $\times$ 8 m square in gray, the moving area, a rectangular room with an area of 10 m $\times$ 8 m, and the exit, a corridor measuring 2 m $\times$ w. In section 4 different values of w and d (the position of the exit with respect to the lower horizontal wall) are used to determine the effect of the structure of the bottleneck has on the occurrence of the prolonged clogs.

![Figure 1: The bottleneck scenario for simulations.](image)

In order to determine the decisive factors behind the appearance of prolonged clogs, simulations are implemented in the bottleneck scenario with different initial and boundary conditions. In each simulation, 400 agents are generated with a constant rate at random positions in the source area and these move through the moving area to leave the scenario by the exit. During this process, clogs may appear, leading to an interruption of the bottleneck flow. A clog interrupting the flow longer than the time threshold $T_w$ is identified as a prolonged clog. Since prolonged clogs can last a long time and so as to ensure that the blockage does not stop the dynamics of the system, resulting in an impractically long simulation time, we manually solve them by moving one of the agents involved in the clog to free space in the source area. The details of this manual clog-solving procedure will be elaborated in the next section. The number of prolonged clogs in each simulation is recorded. Then the results of...
different simulations are compared to explore the relationship between these factors and the occurrence of prolonged clogs.

The model for pedestrian dynamics and the approach to identify clogs are presented in the following section.

3. Introducing the model and identifying prolonged clogs

We begin this section with a brief introduction to the GCVM, which is the model used in this study. It is defined as

\[
\dot{X}_i(X_i, X_j, \ldots) = \vec{e}_i(X_i, X_j, \ldots) \cdot V_i(X_i, X_j, \ldots),
\]

(1)

where \(X_i\) is the position of agent \(i\), \(V_i\) is a scalar denoting its speed, and \(\vec{e}_i\) is a unit vector representing its direction of movement.

The direction of movement \(\vec{e}_i\) is calculated first by using the equation

\[
\vec{e}_i = u \cdot \left( \vec{e}_i^0 + \sum_{j \in J_i} k \cdot \exp \left( -\frac{s_{i,j}}{D} \right) \cdot \vec{n}_{i,j} + \vec{w}_i \right).
\]

(2)

Here, \(u\) is a normalization constant such that \(\|\vec{e}_i\| = 1\). \(\vec{e}_i^0\) is a unit vector representing the desired direction of the agent. This is calculated according to reference lines indicated by the red dashed segments in figure [1]. The vector \(\vec{e}_i^0\) points to the middle of the reference line when agent \(i\) is not in the range of the reference line; otherwise, it points to the nearest point on the reference line. More details of the calculation method are given in [32]. \(J_i\) is the set of agents that contains all neighbors affecting the moving direction of agent \(i\). The magnitude of the impact from these neighbors is a function of \(s_{i,j}\), which is the distance between the edges of agent \(i\) and \(j\) along the line connecting their centers. Parameters \(k > 0\) and \(D > 0\) are used to calibrate the strength and range of the impact, respectively. The effect of \(k\) and \(D\) on the strength of impact is shown in figure [2](a) and a similar analysis for the effect of \(k\) and \(D\) can be found in [33]. The direction of the impact from agent \(j\) to \(i\) is denoted by the unit vector \(\vec{n}_{i,j}\), which depends on the relative positions of both agents. \(\vec{w}_i\) is the effect from walls and obstacles in the room, which is calculated analogously to the effect from neighbors.
Then the speed on the new moving direction is obtained using the equation

$$V_i = \min \left\{ V_{i}^0, \max \left\{ 0, \frac{s_i}{T} \right\} \right\}. \quad (3)$$

The speed is a function of $s_i$, which is the maximum space of agent $i$ in the new direction of movement $\vec{e}_i$ without overlapping with other agents. In equation (3), $V_{i}^0$ is the free speed of agent $i$, the speed that is achieved by moving without interference from other agents. The parameter $T > 0$ is the slope of the speed-headway relationship. The speed functions with different $V_{i}^0$ and $T$ are shown in figure 2(b). The value of $T$ could be used to model the level of motivation in simulations. A decrease of $T$ at constant $s_i$ leads to a smaller distance between agent $i$ and the nearest agent in front, which corresponds to behavior with a higher level of motivation. A more detailed introduction to the GCVM can be found in [30].

Since there is no overlapping among agents in the GCVM, the space occupied by one agent is not available to other agents. Therefore, clogging occurs when the direction of movement, $\vec{e}_i$, of two agents point toward each other and the distance $s_{i,j}$ between them is too small for them to move. A representative case is shown in figure 3(a). It could be formalized by

$$\begin{align*}
    s_{i,j} &\leq \epsilon, \\
    V_i + V_j &\leq \lambda, \\
    \vec{e}_{i,j} \cdot \vec{e}_i &< 0, \\
    \vec{e}_{i,j} \cdot \vec{e}_j &> 0,
\end{align*} \quad (4)$$

where $\vec{e}_{i,j}$ is the unit vector points from the center of agent $j$ to $i$, $\epsilon$ is a threshold used to determine whether the distance between these two agents is small enough to form a clog, and $\lambda$ is the threshold of speed to ascertain whether these two agents are almost stationary. The last two conditions in equation (4) denote that these two agents are moving toward each
other. In the present study, $\epsilon$ is equal to the radius of agents, and $\lambda$ is set as $(V_i^0 + V_j^0)/100$. A clog formed by more than two agents contains at least two agents satisfying equation (4).

There could be many pairs of agents that satisfy the definition of clogging in equation (4) at any time and any place in the simulation. We treat clogs that interrupt the flow longer than time period $T_w$ as prolonged clogs. These prolonged clogs occur almost around exits, as the degree of freedom in the direction of movement is limited by the wall. An example of prolonged clogs is shown in figure 3(b), a clog consisting of four red agents is formed in front of the bottleneck and interrupts the flow. After $T_w = 2$ s, the clog is solved manually by moving one of the agents in the clog. As for clogs that do not interrupt the flow or last less than $T_w$ seconds, we do not destroy them artificially since these can be solved automatically by agents adjusting their direction of movement. A clog formed by two red agents, which can be automatically solved in $T_w = 2$ s, is shown in figure 3(c).

The flowchart in figure 4 illustrates how to count the prolonged clogs in simulations, where $t$ is the current time, $t_p$ is the time at which the last agent enters the exit, $t_m$ is the time of the last manual clog-solving process, $N_s$ is the number of prolonged clogs, $\Delta t$ is the time step size in the simulation, and $t_c$ is the smaller of $t - t_p$ and $t - t_m$. 

Figure 3: (a): When two agents are about to cause clogging, $\vec{e}_i$ and $\vec{e}_j$ are directions of movement of agent $i$ and $j$, $s_{i,j}$ is the unit vector points from the center of agent $j$ to $i$, $s_{i,j}$ is the distance between the edges of agent $i$ and $j$ along the line connecting their centers. (b): A prolonged clog is manually solved after interrupting the flow for 2s. (c): A clog is solved automatically by agents adjusting their direction of movement.
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Figure 4: The process of solving and counting prolonged clogs. $t$ is the current time, $t_p$ is the time of the last agent entering the exit, $t_m$ is the time of the last manual clog-solving process, $N_s$ is the number of prolonged clogs, $\Delta t$ is the time step size in the simulation, $t_c$ is the smaller of $t - t_p$ and $t - t_m$, $T_w$ is the time threshold.
For each time step of a simulation, a non-zero flow through the measurement line between moving area and exit is an indicator that no prolonged clogs occur. Otherwise, we will check whether $t_c$ is greater than the threshold $T_w$, and whether there are agents satisfying the definition of clogging in equation (4). A prolonged clog is identified if these two conditions are met. It is treated as a new clog if $t_p$, the time when the last agent crossed the bottleneck, is not less than $t_m$, the time of the last manual removal of an agent. Regardless of whether the clog is new or already existing, one of the two agents forming the closest clog to the exit is moved manually to free space in the source area. It should be noted that breaking up a prolonged clog may require more than one manual clog-solving process, which results in $t_p < t_m$. The number of prolonged clogs is counted from the beginning of the simulation to the last agent leaving the simulation scenario.

4. Simulation results

In each simulation, one or two factors were selected for variation. The other factors were set to default values as shown in Table 1.

| Factors               | Default values |
|-----------------------|----------------|
| Agent generation rate | 8 Agents/s     |
| Agent shape           | circle ($r = 0.2$ m) |
| Update method         | parallel update|
| $\Delta t$            | 0.05 s         |
| $w$ (figure 1)        | 0.8 m          |
| $d$ (figure 1)        | 4 m            |
| $k$ (equation 2)      | 3              |
| $D$ (equation 2)      | 0.1 m          |
| $V_0^i$ (equation 3)  | 1.34 m s$^{-1}$|
| $T$ (equation 3)      | 0.3 s          |

To improve the efficiency of simulations, a series of simulations were implemented firstly to select the suitable $T_w$, the time span between the formation, and artificial termination of a prolonged clog for subsequent simulations. We ran simulations in four bottleneck scenarios, where the value of $w$ was 0.8, 1.0, 1.2, and 1.6 m, respectively. For each scenario, simulations with $T_w$ from 0s to 4s were implemented. We ran each simulation four times with different distributions of agents in the source area. The relationship between $T_w$ and the mean values of $N_s$, the number of prolonged clogs, from the four runs are shown in figure 5, where the error bars indicate the standard deviations. The results in scenarios with a different value of $w$ are represented by different marks and colors. In all four scenarios, $N_s$ did not change significantly when $T_w$ was longer than 2s. Therefore, this value for $T_w$ was selected for the following simulations.
In the following, we ran each simulation four times. The mean value of $N_s$ from the four runs reflects the effect of the factors observed on the occurrence of prolonged clogs. Moreover, the time lapse between two consecutive agents entering the exit, and the trajectories of agents were analyzed for the selected factors.

4.1. Parameters of spatial boundaries

The effects of the width and the position of the exit are explored in this subsection. Three exit positions ($d = 4.0, 2.0, \text{ or } w/2 \text{ m}$) and six widths ($w = 0.8, 1.0, 1.2, 1.6, 2.0, \text{ or } 2.5 \text{ m}$) were selected for the simulations. The exit was located in the middle of two lateral walls of the moving area when $d = 4 \text{ m}$ and adjacent to the lower horizontal wall when $d = w/2$.

Figure 6 shows the correlation between $N_s$ and $w$ for different values of $d$. The position of the exit does not alter the fact that $N_s$ decreases to zero as $w$ increases. Moreover, there is no prolonged clog when the exit is wider than 1.6 m for all three positions. Besides the effect of $w$, when $d = w/2$ (the exit is adjacent to the lower horizontal wall of the moving area), $N_s$ was significantly less than with the other two locations. We assumed that this difference was caused by the reduced degree of freedom in the possible directions in which agents will move.
In order to quantitatively analyze the influence of the width of the exit \( w \) on the clogs, we examined the time lapses \( \delta \) between two consecutive agents passing the exit, for different values of \( w \). The value of \( \delta \) reflects the sustained time of clogs interrupting the flow. The probability distribution function \( P(t > \delta) \), also known as the survival function, is sensitive to changes in the spatial boundaries, e.g. the width of the bottleneck [5, 11, 12, 34]. We analyzed the results of simulations when \( d = 4 \) m. The survival functions of different values of \( w \) are compared in figure 7(a). It can be observed that the probability of a higher value of \( \delta \) decreases as \( w \) increases. Besides, the occurrence of prolonged clogs leads to plateaus in the survival functions of \( w = 0.8 \) and \( w = 1.0 \) m. Basically, in these two cases, the actual values of \( \langle \delta \rangle \), the mean time lapse, are unknown as clogs lasting longer than 2 s are manually solved. In fact, the actual value of \( \langle \delta \rangle \) without manually removal of clogs may probably tend to infinite. Nevertheless, in order to obtain an estimate for the lower bound of \( \langle \delta \rangle \) and study its dependence on \( w \), we treated all \( \delta > 2 \) s as \( \delta = 2 \) s in the calculation of the mean value of \( \delta \). The correlation between the value of \( \langle \delta \rangle \) and \( w \) is shown in figure 7(b). The mean value and standard deviation of \( \delta \) both decrease with increasing \( w \).
Figure 7: (a): The survival functions of $\delta$ for simulations with different values of $w$ when $d = 4$ m. (b): The correlation between the $\langle \delta \rangle$ (the mean time lapse between two consecutive agents entering the exit) and $w$ when $d = 4$ m. The error bars show the standard deviations.

4.2. Algorithmic factors

The effect of update methods and the time step sizes $\Delta t$ to solve the equation of motion are analyzed in this subsection. Two update methods were adopted: the parallel update and the sequential update. When we used the parallel update, the direction of movement, speed and location of all the agents were updated at the same time. When the sequential update was used, the direction of movement, speed and location of agents were updated one by one according to the distance to the exit. The agents near the exit had more effect on the dynamic of the system than the agents further away from the exit. Therefore, the agent with a greater effect, i.e., the agent closer to the exit, was updated first in the sequential update. For each update method, simulations were performed with different values of $\Delta t$ from 0.01 s to 0.125 s.

The correlation between $N_s$ and $\Delta t$ for two update methods is shown in figure 8. The effect of $\Delta t$ on $N_s$ is marginal for both update methods.

To explain the reason behind the results, an extreme case is considered here where two agents $i$ and $j$ are moving directly toward each other, which means $\vec{e}_i = -\vec{e}_j$. We assume that their direction of movement is fixed, and $s_{i,j} < T \cdot V_0^i$. According to equation (3), their speeds $V_i$ and $V_j$ are both equal to $s_{i,j}/T$. They will not overlap and, consequently, form a clog if their speeds satisfy

\[(V_i + V_j) \cdot \Delta t \leq s_{i,j},\]

which can be transformed to $2 \cdot \Delta t \leq T$. This example illustrates that adopting a lower value of $\Delta t$ or substituting the sequential update cannot hinder the occurrence of clogging, since the scarcity of available space is not changed.

Therefore, the occurrence of prolonged clogs in the simulations with the GCVM is not an algorithmic issue.
Figure 8: The correlation between \( N_s \) (the number of prolonged clogs) and \( \Delta t \) (time step size) for different update methods. The error bars show the standard deviations.

4.3. Parameters of the GCVM

In this subsection, the effect of several parameters in the GCVM is examined, including the slope of the speed-headway relationship \( T \) and the free speed \( V^0 \) in equation (3). The strength and range of the effect of neighbors in the direction of movement, \( k \) and \( D \) in equation (2), and the shapes of agents are also studied.

First, we looked at the effect of \( T \) and \( V^0 \). We ran simulations with different \( V^0 \) (1.34, 3.34, or 5.34 m s\(^{-1}\)) and different \( T \) (0.1, 0.3, 0.5, 0.8, or 1.0 s). The correlation between \( N_s \) and \( T \) for different values of \( V^0 \) is shown in figure 9(a). For all three values of \( V^0 \), as \( T \) increased, \( N_s \) decreased initially, then remained relatively stable. A decrease in \( T \) led to a smaller slope of the speed-headway function, see equation (3) and figure 2(b). With decreasing \( T \) agents move closer, which reduces the space available to resolve clogs. This is in accordance with the finding that clogging is more likely to occur in scenarios with higher level of motivation [12, 25, 28, 34].

Figure 9(b) shows the survival functions of \( \delta \) in the simulations with \( V^0 = 3.34 \) m s\(^{-1}\), which is similar to the result of granular media experiment [28]. These survival functions can be approximately separated into two successive regimes by \( \delta = 1.2 \) s. For \( \delta \leq 1.2 \) s, increasing \( T \) leads to a higher value of \( P(t > \delta) \), while for \( \delta > 1.2 \) s, increasing \( T \) reduces \( P(t > \delta) \). The mean time lapse \( \langle \delta \rangle \) for each regime is shown in figure 9(c). As we mentioned above, the actual values of \( \langle \delta \rangle \) for the region of \( \delta > 1.2 \) s are unknown as clogs lasting longer than 2 s are manually solved. Therefore, we treated all \( \delta > 2 \) s as \( \delta = 2 \) s in the calculation of the mean value of \( \delta \). The obtained values are the lower bound of the real ones. Decreasing \( T \) can be interpreted as increasing the level of motivation, which results in an increase in the free flow rate (\( \delta \leq 1.2 \) s) as well as an increase in the probability of clogging (\( \delta > 1.2 \) s).
Figure 9: (a): The correlation between $N_s$ (the number of prolonged clogs) and $T$ (the slope of the speed-headway relation) for different values of $V_0$ (the free speed). The error bars show the standard deviations. (b): The survival functions of $\delta$ (the time lapse between two consecutive agents entering the exit) in the simulations with different values of $T$ when $V_0 = 3.34 \text{ m/s}$. (c): The mean time lapse $\langle \delta \rangle$ versus $T$ when $V_0 = 3.34 \text{ m/s}$, for $\delta \leq 1.2 \text{ s}$ and $\delta > 1.2 \text{ s}$, respectively. (d): The survival functions of $\delta$ (the time lapse between two consecutive agents entering the exit) in the simulations with different values of $V_0$ when $T = 0.8 \text{ s}$.

However, a higher value of $V_0$, which can be interpreted as the expression of a higher motivation level, leads to lower values of $N_s$. We analyzed the results of simulations with $T = 0.8 \text{ s}$. The survival functions of different values of $V_0$ are compared in figure 9(d). The probability of a higher value of $\delta$ decreases as $V_0$ increases. According to equation (3), the speed of agents in the GCVM depends on the overlapping-free spaces in their directions of movement. Although a higher $V_0$ increases the maximum possible speed of agents, it has little effect in congested areas due to limited space. Therefore, the effect of $V_0$ in the GCVM on the motivation level of present simulations is marginal, as most of the investigated situations represent congested conditions. Moreover, a higher $V_0$ allows agents to move faster in low density situations, which results in the reduction of $N_s$. Note, that in force-based
models the driving force increases with increasing $V^0$, hence $V^0$ can have an effect in congested situations as well.

Then we examined the effect of $k$ and $D$. Higher values of $k$ and larger $D$ led to agents being more stimulated to deviate from their desired directions. We ran simulations with different values of $k$ (0.2, 0.5, 1, 2, 3, 4, 5, or 6) and different values of $D$ (0.01, 0.02, 0.05, or 0.1 m). The correlation between $N_s$ and $k$ for different values of $D$ is shown in figure 10.

![Figure 10](image)

Figure 10: The correlation between $N_s$ (the number of prolonged clogs) and $k$ for different values of $D$. The error bars show the standard deviations.

It can be seen that $N_s$ increases with increasing $k$ and increasing $D$. We assume the reason for this is that lower values of $k$ and $D$ decrease the neighbor’s impact on agents, which leads to the queuing behavior. We show in figure 11(a) the trajectories of agents in the simulation when $k$ is 0.2 and $D$ is 0.01 m, which shows a strong queuing behavior. When the impact among agents increased consistently, agents began to deviate from their desired direction until the queuing behavior was broken. Figure 11(b) shows the trajectories of agents in the simulation when $k$ is 3 and $D$ is 0.01 m.
The final factor analyzed was the shapes of agents. In the previous sections, a pedestrian’s shape was modeled as circles with a constant radius. To study the influence of the shape, we also performed simulations where pedestrians were modeled as velocity-based ellipses. The length of the semi-axis along the walking direction is a constant value \( a \). The length of the other semi-axis along the shoulder equals \( b \), which is defined as

\[
b = b_{\text{min}} + \frac{b_{\text{max}} - b_{\text{min}}}{1 + e^{\beta(V-\gamma)}},
\]

where \( b_{\text{max}} \) is the maximum value which is equal to half of a static pedestrian’s width, \( b_{\text{min}} \) is equal to the half of a moving pedestrian’s minimum width, \( V \) is the speed of the agent, and parameters \( \beta \) and \( \gamma \) are used to adjust the shape of the function.

Simulations in this part are performed with three constant circles with different radius values \( r \) (0.15, 0.20, or 0.25 m) and a velocity-based ellipse \( a = 0.20 \text{ m}, \ b_{\text{min}} = 0.15 \text{ m}, \ b_{\text{max}} = 0.25 \text{ m}, \ \beta = 50, \ \gamma = 0.1 \). Figure 12(a) shows the correlation between \( N_s \) and \( w \) for different shapes. The result of the ellipse is close to the result of the circle with \( r = 0.20 \text{ m} \), which is between the result of the smallest circle \( (r = 0.15 \text{ m}) \) and of the biggest circle \( (r = 0.25 \text{ m}) \). The possible explanation of this result is that the shape of the dynamic ellipse varies with the speed of agents. For example if the speed of an agent is \( 0.1 \text{ m s}^{-1} \), the dynamic ellipse becomes a circle with \( r = 0.2 \text{ m} \). Which means that in high density situations the agents tend to have a circular shape instead.
A finding in [35] is that the probability of clogs stopping the flow decreases with an increasing ratio between the size of the orifice and the size of the beads. Therefore, we plot figure 12(b) with $w/r$ (the ratio between the width of the exit and the radius of the agents) as the horizontal axis. It seems that the number of prolonged clogs is not affected by the absolute values of $w$ and $r$, provided that $w/r$ remains the same.

5. Conclusion

In the present paper, we focus on prolonged clogs that occur in bottleneck scenarios with the GCVM. A general definition of prolonged clogs has been given. Then a series of simulations in a bottleneck scenario were implemented to analyze the effect of various factors on the occurrence of prolonged clogs.

From the simulation results, the following conclusions can be drawn. First, the number of prolonged clogs decreases as the width of the exit increases. Second, the occurrence of prolonged clogs cannot be eliminated by adopting a smaller time step size or updating the positions of agents sequentially. Third, a decrease in $T$ in the GCVM leads to smaller distance between agents, which corresponds to a behavior with a higher level of motivation. Meanwhile, decreasing $T$ reduces the space available for agents to resolve clogs, which increases the number of prolonged clogs. This is in accordance with the fact that clogging is more likely to occur in scenarios with a higher level of motivation. Fourth, reducing the degree of freedom in the possible directions in which agents will move can reduce or even eliminate the occurrence of prolonged clogs. For instance, this can be facilitated by the queuing behavior in figure 11(a) as well as by locating the exit adjacent to the lower horizontal wall of the moving area. Finally, when the ratio between the width of the exit and the radius of agents increases, the number of prolonged clogs decreases.
Acknowledgments

The authors are grateful to the HGF Knowledge-transfer project under Grant No. WT-0105. Qiancheng Xu thanks the funding support from the China Scholarship Council (Grant No. 201706060186).

References

[1] I. Zuriguel, Invited review: Clogging of granular materials in bottlenecks, Papers in Physics 6 (2014) 060014–060014.
[2] R. Arévalo, I. Zuriguel, Clogging of granular materials in silos: effect of gravity and outlet size, Soft Matter 12 (1) (2016) 123–130.
[3] R. Hidalgo, C. Lozano, I. Zuriguel, A. Garcimartín, Force analysis of clogging arches in a silo, Granular Matter 15 (6) (2013) 841–848.
[4] M. van Hecke, Jamming of soft particles: geometry, mechanics, scaling and isostaticity, Journal of Physics: Condensed Matter 22 (3) (2009) 033101.
[5] I. Zuriguel, D. R. Parisi, R. C. Hidalgo, C. Lozano, A. Janda, P. A. Gago, J. P. Peralta, L. M. Ferrer, L. A. Pugnaloni, E. Clément, et al., Clogging transition of many-particle systems flowing through bottlenecks, Scientific reports 4 (2014) 7324.
[6] A. Guariguata, M. A. Pascall, M. W. Gilmer, A. K. Sum, E. D. Sloan, C. A. Koh, D. T. Wu, Jamming of particles in a two-dimensional fluid-driven flow, Physical review E 86 (6) (2012) 061311.
[7] D. Genovese, J. Sprakel, Crystallization and intermittent dynamics in constricted microfluidic flows of dense suspensions, Soft Matter 7 (8) (2011) 3889–3896.
[8] D. G. Rees, I. Kuroda, C. A. Marrache-Kikuchi, M. Höfer, P. Leiderer, K. Kono, Point-contact transport properties of strongly correlated electrons on liquid helium, Physical review letters 106 (2) (2011) 026803.
[9] D. Rees, H. Totsuji, K. Kono, Commensurability-dependent transport of a wigner crystal in a nanoconstriction, Physical review letters 108 (17) (2012) 176801.
[10] C. Lozano, G. Lumay, I. Zuriguel, R. Hidalgo, A. Garcimartín, Breaking arches with vibrations: the role of defects, Physical review letters 109 (6) (2012) 068001.
[11] A. Garcimartín, J. Pastor, L. Ferrer, J. Ramos, C. Martín-Gómez, I. Zuriguel, Flow and clogging of a sheep herd passing through a bottleneck, Physical Review E 91 (2) (2015) 022808.
[12] A. Garcimartín, D. R. Parisi, J. M. Pastor, C. Martín-Gómez, I. Zuriguel, Flow of pedestrians through narrow doors with different competitiveness, Journal of Statistical Mechanics: Theory and Experiment 2016 (4) (2016) 043402.
[13] J. Adrian, A. Seyfried, A. Sieben, Crowds in front of bottlenecks at entrances from the perspective of physics and social psychology, Journal of the Royal Society Interface 17 (165) (2020) 20190871.
[14] P. S. Taylor, The Hillsborough Stadium Disaster: 15 April 1989; Inquiry by the Rt Hon Lord Justice Taylor; Final Report; Presented to Parliament by the Secretary of State for the Home Department by Command of Her Majesty January 1990, HM Stationery Office, 1990.
[15] B. Krausz, C. Bauckhage, Loveparade 2010: Automatic video analysis of a crowd disaster, Computer Vision and Image Understanding 116 (3) (2012) 307–319.
[16] A. Kirchner, K. Nishinari, A. Schadschneider, Friction effects and clogging in a cellular automaton model for pedestrian dynamics, Physical review E 67 (5) (2003) 056122.
[17] D. Yanagisawa, A. Kimura, A. Tomoeda, R. Nishi, Y. Suma, K. Ohtsuka, K. Nishinari, Introduction of frictional and turning function for pedestrian outflow with an obstacle, Physical Review E 80 (3) (2009) 036110.
[18] M. Fischer, G. Jankowiak, M.-T. Wolfram, Micro-and macroscopic modeling of crowding and pushing in corridors, Networks & Heterogeneous Media 15 (3) (2020) 405.
[19] C. A. Yates, A. Parker, R. E. Baker, Incorporating pushing in exclusion-process models of cell migration, Physical Review E 91 (5) (2015) 052711.
[20] A. A. Almet, M. Pan, B. D. Hughes, K. A. Landman, When push comes to shove: exclusion processes with nonlocal consequences, Physica A: Statistical Mechanics and its Applications 437 (2015) 119–129.

[21] A. von Schantz, H. Ehtamo, Spatial game in cellular automaton evacuation model, Physical Review E 92 (5) (2015) 052805.

[22] X. Zheng, Y. Cheng, Conflict game in evacuation process: A study combining cellular automata model, Physica A: Statistical Mechanics and its Applications 390 (6) (2011) 1042–1050.

[23] D. Helbing, I. Farkas, T. Vicsek, Simulating dynamical features of escape panic, Nature 407 (6803) (2000) 487.

[24] D. Helbing, L. Buzna, A. Johansson, T. Werner, Self-organized pedestrian crowd dynamics: Experiments, simulations, and design solutions, Transportation science 39 (1) (2005) 1–24.

[25] R. C. Hidalgo, D. R. Parisi, I. Zuriguel, Simulating competitive egress of noncircular pedestrians, Physical Review E 95 (4) (2017) 042319.

[26] D. R. Parisi, C. O. Dorso, Microscopic dynamics of pedestrian evacuation, Physica A: Statistical Mechanics and its Applications 354 (2005) 606–618.

[27] D. R. Parisi, C. O. Dorso, Morphological and dynamical aspects of the room evacuation process, Physica A: Statistical Mechanics and its Applications 385 (1) (2007) 343–355.

[28] J. M. Pastor, A. Garcimartín, P. A. Gago, J. P. Peralta, C. Martín-Gómez, L. M. Ferrer, D. Maza, D. R. Parisi, L. A. Pugnaloni, I. Zuriguel, Experimental proof of faster-is-slower in systems of frictional particles flowing through constrictions, Physical Review E 92 (6) (2015) 062817.

[29] G. A. Patterson, P. I. Fierens, F. S. Jimka, P. König, A. Garcimartín, I. Zuriguel, L. A. Pugnaloni, D. R. Parisi, Clogging transition of vibration-driven vehicles passing through constrictions, Physical review letters 119 (24) (2017) 248301.

[30] Q. Xu, M. Chraibi, A. Tordeux, J. Zhang, Generalized collision-free velocity model for pedestrian dynamics, Physica A: Statistical Mechanics and its Applications (2019) 122521.

[31] A. Tordeux, M. Chraibi, A. Seyfried, Collision-free speed model for pedestrian dynamics, in: Traffic and Granular Flow’15, Springer, 2016, pp. 225–232.

[32] M. Chraibi, Validated force-based modeling of pedestrian dynamics, Vol. 13, Forschungszentrum Jülich, 2012, chapter 5.2.3.

[33] B. Hein, Agent-based modelling for crowding and queuing in front of bottlenecks, Master’s thesis, University of Wuppertal, chapter 3.4.2 (2019).

[34] A. Garcimartín, I. Zuriguel, J. Pastor, C. Martín-Gómez, D. Parisi, Experimental evidence of the “faster is slower” effect, Transportation Research Procedia 2 (2014) 760–767.

[35] I. Zuriguel, A. Garcimartín, D. Maza, L. A. Pugnaloni, J. Pastor, Jamming during the discharge of granular matter from a silo, Physical Review E 71 (5) (2005) 051303.