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Abstract: Computer security is a matter of great interest. In the last decade there have been numerous cases of cybercrime based on the exploitation of software vulnerabilities. This fact has generated a great social concern and a greater importance of computer security as a discipline. In this work, the most important vulnerabilities of recent years are identified, classified, and categorized individually. A measure of the impact of each vulnerability is used to carry out this classification, considering the number of products affected by each vulnerability, as well as its severity. In addition, the categories of vulnerabilities that have the greatest presence are identified. Based on the results obtained in this study, we can understand the consequences of the most common vulnerabilities, which software products are affected, how to counteract these vulnerabilities, and what their current trend is.
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1 Introduction

Computers in general, and the Internet in particular, have a great social importance nowadays; the network of networks allows us to live interconnected in a relatively easy way. Currently, 50% of the world’s population uses the Internet, that is, more than 3.77 billion people are connected online[1]. From the point of view of companies, this technological globalization means both advantages and disadvantages. There has been a longstanding consensus on the idea that being connected to the Internet has its risks[2]; when the company’s data is no longer confined under full control, the likelihood of a third party being able to violate that data increases[3]. Despite the security measures currently used in any Internet service, information systems are frequently exposed to different threats and potential damages[4,5].

A software vulnerability is a flaw in the system that allows an attacker to breach the security measures implemented[6]. Errors and bugs are not new in the software world; a large and complex software system could contain a large number of bugs[7], and security bugs can sometimes be exploited by malicious users to produce damage or obtain benefits. Security problems due to software vulnerabilities can become particularly worrisome in the case of compromising information of a private nature, such as, for example, information related to a patient’s health history[8–10].

In order to fight against software vulnerabilities, Internet databases have been created that record all these vulnerabilities to inform companies and programmers. A vulnerability database is a platform that stores, maintains, and disseminates information about vulnerabilities discovered in real computer systems[11]. These databases allow for security measurement and vulnerability management. In addition, these data can be listed and each vulnerability can be saved with a unique identifier, which in turn facilitates the sharing of information on those vulnerabilities.

Currently, one of the most extensive vulnerability databases is the National Vulnerability Database (NVD) from the U.S. government (https://nvd.nist.gov/).
This governmental repository stores the vulnerability management data. The body in charge of this database is the National Institute of Standards and Technology (NIST). This database provides the data according to the Security Content Automation Protocol (SCAP) specifications. SCAP is a set of NIST specifications for expressing and manipulating information related to failures and configurations in a standardized way\[^{12}\]. SCAP has a number of components on which NVD relies, as in the case of the Common Vulnerabilities and Exposures (CVE) vulnerability dictionary. The CVE has related Common Vulnerability Scoring System (CVSS) scores that indicate the severity of a vulnerability\[^{13}\].

CVE is the vulnerability dictionary that contains all the vulnerabilities with their respective identification (https://cve.mitre.org/about/). All these vulnerabilities are grouped into categories. Common Weaknesses Enumeration (CWE) offers that categorization and the required functionality to provide the security industry with a list of types of weaknesses. The agency responsible for the management of both CVE and CWE is MITRE Corporation, a non-profit company that offers information technology support to the United States Government.

This article is structured as follows: Section 2 introduces different studies related to the identification and categorization of software vulnerabilities. Section 3 explains in detail the methodology followed to carry out this work about software vulnerabilities, and presents the tool that was developed to gather the data to perform the study. Section 5 shows the results and information obtained after analyzing the data. Section 6 discusses the results of this work. Finally, Section 7 presents our conclusion and future work.

2 Related Work

Li et al.\[^{14}\] classified vulnerabilities according to the complexity of their identification, repair, and exploitation. The vulnerabilities are thus divided into those that are (1) easy to identify and exploit (Bohr-Vulnerability, BOV); (2) complex to identify and exploit (Non-aging-related Mandel Vulnerability, NMV); (3) exploited by attackers to degrade performance (Aging-Related Vulnerability, ARV); and (4) not classified in any of the other three categories (Unknown Vulnerability, UNK). Once the study was done, the results indicated that the most common type of vulnerabilities is NMV. In addition, the study concludes that the time to repair a vulnerability according to its type is 66.8 days in BOV, 70.5 in NMV, and 60.6 in ARV.

Venter et al.\[^{15}\] focused on performing a categorization of vulnerabilities following this process: (1) acquiring data sources (for example, the CVE list); (2) data preprocessing to add important information and eliminate vulnerabilities that are not of interest; (3) making a data storage using a Self-Organized Map (SOM); and (4) inspecting and labeling the clusters in order to categorize the CVE database. In this work, vulnerabilities are divided into seven categories: buffer overflow, Denial of Service (DoS), scripting metacharacters, privilege escalation, data corruption, information gathering, and configuration vulnerabilities. The results obtained show that out of a total of 167 vulnerabilities, the most common type was DoS (61) and the least common was the buffer overflow (4).

Alhazmi et al.\[^{16}\] carried out measurements of the security of the systems according to their density of vulnerability. This metric is the number of vulnerabilities multiplied by code size, and it helps, for example, a provider to know when a product should be placed on the market. This work studies this metric in the five most used operating systems in 2005. In Windows XP, it showed a lower density compared to Windows 95 and Windows 98 because it was more recent and not so many vulnerabilities were discovered so far. This article concludes by stating the benefits of this metric and the possibility to expand it with additional data.

Alqahtani et al.\[^{17}\] used a research methodology focused on a unified ontological representation that processes vulnerabilities and project information. The objective is to establish a bidirectional relationship between the vulnerability databases and traditional software repositories. This study focuses on high-level security vulnerabilities, creating its own ontology to relate products with vulnerabilities, and vulnerabilities with a series of properties such as date, weakness, author, source, etc. The product has a series of properties such as library, application, and operating system. With this ontological representation, the authors\[^{17}\] expect to make their analysis accessible to developers.

Cruz et al.\[^{18}\] established a categorization of existing vulnerabilities in the context of cloud computing. The
objective of this work is to study existing security research on cloud computing to analyze the state of the art and identify future directions in this field. Finally, security companies also release periodic reports on computer security threats and general information about the latest news in the security world. For example, McAfee\cite{19} highlighted at the end of 2016 the increase of threats in Mac OS and mobile devices, the increase of malware based on macros, or the decrease of phishing URLs within the web.

In addition to these research articles, there are different classifications available on the Internet. The CVE Details database makes a series of interesting classifications on its website. For example, the top 50 products by total number of distinct vulnerabilities are reported (https://www.cvedetails.com/top-50-products.php). The same top 50 ranking is also presented but concerning vendors instead of products (https://www.cvedetails.com/top-50-vendors.php). In other databases, such as NVD, the percentage of vulnerabilities of each type found in their database is shown in a chart (https://nvd.nist.gov/vuln/visualizations/cwe-over-time). In addition, they offered a study of how the frequency of the type of vulnerabilities has changed with time, based on the CWE vulnerability classification.

3 Method

The method proposed in this work offers an approach for the study of software vulnerabilities. It is focused on the number of software products affected by each vulnerability in the NVD database (the presence metric), and the measure of severity of those vulnerabilities. Both parameters are related by means of a formula with which a metric called impact is calculated. Each year is investigated individually to later unify the results and conduct a general study.

3.1 Data collection

We relied on the NVD database website to obtain data, which provides a series of XML files that contain information about the emergence of software vulnerabilities following the SCAP specifications. Vulnerabilities from the year 2015 to 2017 were studied in order to analyze the current situation on this regard.

The information used to carry out this study is as follows:

- **entry id** (Identifier). It is a unique vulnerability identifier per file.
- **cvss:score** (Severity). Each vulnerability has a degree of severity from 0 to 10 that is given according to the CVSS metric. Within this metric, the classification of a vulnerability is mild if the value is between 0.0–3.9, medium if the value is between 4.0–6.9, high if the value is between 7.0–8.9, and critical if the value is between 9.0–10.0\cite{13}.
- **vuln:cwe** (Category). Categories are used to group the vulnerabilities. These categories are defined according to the SCAP component called CWE and there are about 1000 different categories of vulnerability types.

3.2 Obtaining the annual impact

We initially address each year separately. For each year, a process to obtain the impact of a vulnerability is carried out. In the context of this study, the impact is defined as a relation between the number of software products that are affected by a vulnerability in a specific year, and the severity that is assigned to that vulnerability. For example, if two vulnerabilities affect 100 different systems and one has a severity of 5 and another one has a severity of 7, the vulnerability with a severity of 7 will have more impact than the other. The process described below is followed to calculate the impact:

- The software products that are affected by each of the vulnerabilities are identified, and their severity is obtained.
- The percentage of software products that are affected by a vulnerability with respect to the total number of products of that year is obtained.

\[
\text{Presence}_{\text{val}} = \frac{\text{Products}_{\text{val}}}{\text{TotalProducts}}.
\]

Once the frequency of appearance is obtained (i.e., the presence), the severity of the vulnerability is also considered to compute the impact of the vulnerability. In this way, a value is obtained that allows us to relate presence and severity giving a similar importance to both values.

\[
\text{Impact}_{\text{val}} = \text{Presence}_{\text{val}} \times \text{Severity}_{\text{val}}.
\]

3.3 Obtaining the annual category

The vulnerabilities are split up into categories once the presence of each vulnerability is obtained. Despite the large amount of information available in NVD, there are many vulnerabilities that do not have a category within this data source. Part of the desired information can thus be missing. Even so, all existing categories are studied and the most repeated ones are obtained.
4 Data Collection Tool

A tool was developed using the Java programming language to work with the XML files, allowing for the extraction and presentation of data in the CSV format, which is compatible with spreadsheet solutions such as Libreoffice Calc and Microsoft Excel. The developed tool is also a contribution of this work, and it is open source, so it is possible to download, use, and modify it through a repository (https://github.com/mariocalin/nistAnalysis).

This tool is developer-oriented; neither graphical user interface nor command-line program is therefore provided. In order to use the tool, the repository must be downloaded or cloned, and imported into your preferred Java Integrated Development Environment (IDE). Then, the tool can be run, and its parameters can be changed as desired.

4.1 Source code description

The complete Java documentation of the tool can be found in the doc folder inside the mentioned repository. In this section, however, the most important aspects of the tool in terms of development are described.

Firstly, the package src/nist/functions is presented. There are three important files in this package:

- INistDataAnalysis.java: Interface that defines the operations a NIST data analyzer must have. This interface is created to provide parsers to different file formats (e.g., XML or JSON).
- INistDataResult.java: Interface that defines the elements a NistDataResult must have. Every NistDataAnalyzer must create NistDataResults.
- XMLNistParser.java: It implements INistDataAnalysis. This parser processes the XML Data Feed. It will parse the XML into the tool model.

Secondly, the package src/nist/model includes the three main concepts that can be found in the model:

- Entry represents a vulnerability entry.
- Category represents a CWE vulnerability category.
- Result represents a summary of a year in terms of vulnerabilities. It offers two different types of Result: (1) per categories, and (2) per entries.

Thirdly, in the package src/nist/utils, there is only one class. It contains some utilities in terms of readability.

Finally, the Main.java file is the entry point for the tool and contains the main function to be run with the IDE.

4.2 Usage of the tool

A usage example of the data collection tool is shown in Fig. 1.

A typical execution flow of the tool is illustrated in Fig. 2. As shown in the diagram, an XML file is injected into the XMLNistParser, which processes the file and creates a Result that includes yearly data, either focused on categories of vulnerabilities or vulnerabilities.

4.3 XML data feeds

In order to run the tool and get results, it is mandatory to download the data feeds that NIST provides in their official website (https://nvd.nist.gov/vuln/data-feeds), and place them into the corresponding folder with the same exact name that is initially defined. At the moment, only XML feeds are allowed and the folder is XML Data.

4.3.1 XML data feed structure

Each XML file contains multiple elements of the type entry. This element represents a vulnerability registered in the database. There are some elements appended as children of each entry; among other info elements (e.g., vuln:cve-id or vuln:published-datetime), the most interesting elements are as follows:

- vuln:vulnerable-configuration. This element refers to the configuration in which the vulnerability

```java
public static void main(String[] args) throws Exception {
    // Creates an analyzer instance with the year to analyze
    XMLNistParser analyzer = new XMLNistParser(XMLNistParser.XMLFiles.FULL_YEAR_2017);
    
    // Creates a result
    Result result = analyzer.createResult();
    
    // Prints the entries result to a CSV file or String
    result.entriesResult().toCSV("entries-2017.csv", true);
    result.entriesResult().toString();
    
    // Prints the categories result to a CSV file or String
    result.categoriesResult().toCSV("categories-2017.csv", true);
    result.categoriesResult().toString();
    
    System.out.println("END OF PROGRAM");
}
```

Fig. 1 A usage example of the data collection tool.

Fig. 2 Data collection tool diagram.
was found. NIST provides a list of configurations where they test the vulnerabilities.

- **vuln:vulnerable-software-list.** It contains the specific software products that are affected by the vulnerability.
- **vuln:cvss.** It includes the CVSS metrics of the vulnerability. Among them, it is of special interest the score given by the cvss:score element.
- **vuln:cwe.** This element refers to the category of the vulnerability in the CVE dictionary.

### 4.3.2 Parsing mechanism

The parsing mechanism implemented to process the XML files is described below:

1. The `XMLNistParser` receives an XML file path that corresponds to the NIST XML year data feed. It loads the file and, by using the Java libraries of `javax.xml.parsers` and `org.w3c.dom`, it creates a `Result` object containing the information needed in a object oriented way.

2. With the `Result` object, it can be chosen whether to print the entries results or the categories results (via CSV or console). The only difference between them is the way of representing the information:
   - **EntryResult** is focused on vulnerability entries; it shows information about the entry code, the entry CVSS score, and the products affected by the vulnerability.
   - **CategoryResult** is focused on CWE categories; it shows information about the total number of vulnerability entries that a category has, and its average vulnerability CVSS score.

### 5 Results

The next step is to present the results. As it has been defined in the method, the results are extracted on an annual basis (see Section 5.1) and after that, the global results are shown (see Section 5.2).

Some vulnerabilities have different identifiers but they can be analyzed together for the sake of simplicity. Since both their causes and their consequences are similar and have little differences between them, we have grouped these vulnerabilities into one.

#### 5.1 Annual analysis

Firstly, Fig. 3a shows the results regarding the impact of vulnerabilities in 2015. The vulnerability with the greatest impact (CVE-2015-1290) is buffer overflow in the Google Chrome browser versions ranging from 0.1 through 43, which allow attackers to obtain operating system privileges.

The second, third, and fourth vulnerabilities with the greatest impact this year (CVE-2015-0569/70/71) are also buffer overflow, but this time in the Linux kernel, in versions 3.x and 4.x. These vulnerabilities allow attackers to obtain privileges through an application ran on the mentioned platform.

The fifth (CVE-2015-0573) vulnerability also affects the Linux 3.x kernel through a driver that is used in the Qualcomm Innovation Center (QuIC), allowing guest users to obtain operating system privileges or produce a DoS.

Figure 3b shows a breakdown by categories of the vulnerabilities with greater presence detected in 2015. Among them, there is a category (CWE-119) that refers to Improper Restriction of Operations within the Bounds of a Memory Buffer that has been registered 1073 times, followed by CWE-79 (i.e., Improper Neutralization of Input During Web Page Generation (“Cross-site Scripting”)) with 773 records. The third most important category is CWE-200, which refers to Information Exposure, with a record of 690 times.

It should be noted that there are 1911 vulnerabilities not associated with a specific category whose average severity is 6.68, which represent 24% of the total number of vulnerabilities registered in 2015.

Secondly, the results of the year 2016 are presented in Fig. 3c. As shown in the chart, the vulnerability with the greatest impact (CVE-2016-6380), which refers to obtaining sensitive information or causing DoS, occurs in the DNS forwarder in Cisco IOS 12.0 through 12.4 and 15.0 through 15.6 and IOS XE 3.1 through 3.15.

The vulnerability with the second highest impact is CVE-2016-1409, referring to DoS. It affects the Neighbor Discovery (ND) protocol implementation in the IPv6 stack in Cisco IOS XE 2.1 through 3.17S, IOS XR 2.0.0 through 5.3.2. The occurrence of this vulnerability reaches 9795 cases, but a severity score of just 5 (i.e., medium) is assigned.

The third vulnerability with the greatest impact is CVE-2016-6393, referring to inadequate management of system resources. It mainly affects CISCO DNS forwarders from 4.1 through 7.2.

With respect to the categories, as shown in Fig. 3d, the most repeated category of vulnerabilities is again CWE-119, with 1322 cases out of 9431 records. The next category with the highest representativeness, with 823 cases, is CWE-200. The third category in this ranking is CWE-264, which refers to Permissions, Privileges, and Access Controls, with a total of 725
A significant percentage of vulnerabilities are not associated with a category, with a total of 2292 cases and an average severity of 6.3. This represents 24.3% of the total registered vulnerabilities.

Finally, the results of the year 2017 are shown in Fig. 3e. The vulnerability with the greatest impact is CVE-2017-5055, which refers to out-of-bounds reads, and allows the attacker to access information from unauthorized memory areas or cause a failure.

The second vulnerability with the greatest impact is CVE-2017-12240, referring to a buffer overflow condition in the DHCP relay subsystem of Cisco IOS 12.2 through 15.6 and Cisco IOS XE Software. It could allow an attacker to execute arbitrary code and gain full control of the system, and also perform a DoS attack.

The third vulnerability with the greatest impact is CVE-2017-5130, which refers to an integer overflow that may allow an attacker to potentially exploit heap corruption. It affects Google Chrome versions prior to 62.0.3202.62, and the libxml2 library before version 2.9.5.

With respect to the vulnerability categories, which are shown in Fig. 3f, the most repeated category is again CWE-119 with 2219 cases out of 14 027. The next category with greatest presence is CWE-79. This category has 1183 cases, followed by the 1140 cases of the CWE-284 category, which refers to Improper Access Control.

The number of vulnerabilities not associated with specific categories is 1944, with an average severity of 5.42. This amount represents 13.8% of total vulnerabilities.

5.2 Interannual analysis

The total grouped results of this study are presented
below. Figure 4a shows the 20 vulnerabilities with the greatest impact of the three years under study, and Fig. 4b shows a breakdown of the categories with the largest number of vulnerabilities detected during that time.

Our results indicate that the vulnerability with the greatest impact in the period of time analyzed was CVE-2015-1290, referring to buffer overflow. The second and third vulnerabilities with the greatest impact occurred in 2016 (i.e., CVE-2016-6380 and CVE-2016-1409). The next vulnerability is the one with the greatest impact of the year 2017, CVE-2017-12240. Of the 20 vulnerabilities with the greatest general impact, 17 of them are from the year 2015 and two of the year 2016.

With respect to the categories, CWE-119 is the most repeated category throughout the different years. It includes 4614 vulnerabilities, which represents 14.68% of the total. Secondly, the CWE-79 category has 2636 vulnerabilities or 8.39%. The category CWE-200 has 2606 vulnerabilities, being thus the third with the largest global presence, 8.29%. Out of a total of 31,426 vulnerabilities, 6147 of them (or 19.5%) do not specify category.

6 Discussion

Once the global data of the three years were presented, some conclusions can be outlined about the most relevant vulnerabilities according to the metrics proposed in this study, its type and its category.

The vulnerabilities with the greatest impact identified in this work have as a consequence the DoS, and are of the utmost importance for software products. This type of vulnerability causes a service or resource to be inaccessible to legitimate users.

Another consequence of the vulnerabilities that are among those with the greatest impact is the escalation of privileges. Vulnerabilities of this nature are among the most serious that exist today; there are, however, fewer cases of this type of vulnerabilities. When privilege management is inadequate or fails, an attacker can compromise the security of the software by unauthorized appropriation of permissions (e.g., reading, modification) on files and directories that could contain sensitive information.

Inferential statistical analysis has been performed to formally check whether the probability that an observed difference between the impact of vulnerabilities in different years has happened by chance. The statistical software package IBM SPSS Statistics (https://www.ibm.com/products/spss-statistics) version 20 was used to carry out the data analysis.

The assumptions about the data that are entailed by statistical tests must be taken into consideration to apply the correct technique. In this regard, parametric tests require the variables coming from a normal distribution; when this requirement is not satisfied, a non-parametric test is recommended. In addition, the number of groups is a key factor to decide upon the technique. Typically, the one-way ANalysis Of VAriance (ANOVA) and the Kruskal-Wallis test (parametric and non-parametric techniques, respectively) are used to test for differences among at least three groups. Indeed, since our analysis encompasses three years, either the ANOVA or the Kruskal-Wallis test should to be used.

When applying the Kruskal-Wallis test to compare the medians of the impact of the vulnerabilities between the years 2015 ($M = 0.00314710$), 2016 ($M = 0.00257254$), and 2017 ($M = 0.00477200$), statistically significant differences were observed ($\chi^2(2) = 2689.536, p < 0.001$). In the post-hoc contrasts, it can be seen that in 2017 the impact of the vulnerabilities was greater than in 2016 ($p < 0.001$) and 2015 ($p < 0.001$). Statistically significant differences were also found between the year 2015 and 2016 ($p < 0.001$) that show a greater impact of the
vulnerabilities in 2015.

With respect to the categories, it is noteworthy that despite the fact that the CWE organism has defined 125 categories, the 14 most common categories represent 66.13% of the total number of vulnerabilities. The rest of the categories represent only 14.31% of the total vulnerabilities. Likewise, in the three years under study (i.e., 2015, 2016, and 2017), 19.56% of the vulnerabilities have not been associated with a category. Figure 5 shows all these details graphically.

Within these categories, buffer overflow (CWE-119) is by far the most common problem, with almost twice as many cases as the second largest in the ranking. A buffer overflow is a read or write to a memory location outside the buffer limit\textsuperscript{[20]}. This category, which represents 14.68% of the vulnerabilities, provides an indication of the type of weaknesses the attackers are taking advantage of, as well as where the most significant problems are in terms of security of the main software products. The typical consequences of vulnerabilities in this category are usually running unauthorized code, modifying or reading memory, DoS, and consuming resources, among others (http://cwe.mitre.org/data/definitions/119.html).

The categories placed next in the list also have a considerable presence. CWE-79 corresponds to failure to neutralize user input that is used as a web page that is served to others; CWE-200 refers to disclosure of information to someone who does not have authorization to have access to the information; finally, CWE-264 is described as weaknesses related to access control (i.e., permissions, privileges, and other security features).

The four categories mentioned above (i.e., CWE-119, CWE-79, CWE-200, and CWE-264) represent 38.82% of the total. This is an important detail, since it could have been initially thought that the amount of information about categories would be too extensive to be studied in this way. However, in the end the categories of vulnerabilities are constantly repeated. Therefore, attackers frequently use the same strategies against different software. In other words, a large number of weaknesses are common to different software products.

To provide more information about the categories of vulnerabilities that stand out throughout the three-year period, Table 1 shows a relationship between these categories and the affected programming languages, paradigms, technologies, and platforms.

| Category     | Programming language | Paradigm   | Technology | Platform       |
|--------------|----------------------|------------|------------|----------------|
| CWE-119      | C, C++, and assembler| Independent| Independent| Independent    |
| CWE-79       | Independent           | Independent| Web technology| Independent    |
| CWE-200      | Independent           | Independent| Independent| Mobile environment |
| CWE-264      | Independent           | Independent| Independent| Independent    |

In summary, buffer overflow is currently the most common vulnerability category; on the other hand, the main consequence of vulnerabilities is DoS.

7 Conclusion and Further Work

This work can be of help to inform users, researchers, and security practitioners about the vulnerabilities with the greatest impact in recent years, and the software that is affected by them. This information can be useful, for example, to apply the corresponding security
functions such as strcpy is also recommended that developers replace insecure level code, and work only with high-level code. It is better to not allow users to work with low-level code, and avoid this problem. For this reason, when possible, Java or Visual Basic prohibit direct access to memory such as C or C++, while higher level languages such as Python or Java are more frequently used.

The results of this study indicate that the vulnerabilities with the greatest impact are usually found in free and open source software. The most repeated software products in the ranking are different versions and products of CISCO (IOS, XE, etc.), versions 3.x and 4.x of the Linux Kernel, and Mozilla software (Firefox and Thunderbird). To a lesser extent, there is also presence of software products from NTP, ImageMagick, Moodle, Tryton, Django, etc.

It is worth mentioning the notable presence of vulnerabilities in the Linux kernel and Apple’s Mac OS X operating system, despite their good reputation in terms of security features. In this sense, the information of the NVD database contains more vulnerabilities and with greater impact of the Linux Kernel and Apple’s Mac OS X operating system than those of Microsoft’s Windows operating system in the three years under study. According to Ref. [23], 384 vulnerabilities were detected in Mac OS X, 77 in the Linux kernel, and 53 in Microsoft Windows 10 in 2015. This fact may be motivated by the greater or lesser willingness to make public a vulnerability detected in the system, which the free and open source software community seems to do more frequently than Microsoft[24].

As shown in Section 6, buffer overflow is the most common software vulnerability. This vulnerability causes problems ranging from a DoS to the total appropriation of the control of the application by the attacker. It is mainly a problem of low-level languages, such as C or C++, while higher level languages such as Java or Visual Basic prohibit direct access to memory and avoid this problem. For this reason, when possible, it is better to not allow users to work with low-level code, and work only with high-level code. It is also recommended that developers replace insecure functions such as strcpy, strcat, and so on[20].

Among other solutions, there is a series of well-known countermeasures to protect against buffer overflow[25]:

- **Dynamic linking of secure libraries.** These libraries replace unsafe functions with other functions with the same purpose that incorporate measures that protect against this attack. An example of this countermeasure is the library libsafe (https://directory.fsf.org/wiki/Libsafe).

- **Compiler tools.** The compilers insert instructions that allow verifying the integrity of the stack, as well as eliminate the conditions that an attacker needs to perform a buffer overflow attack. The best known solutions are StackGuard (http://www.angelfire.com/sk/stackshield/info.html) and StackGuard[26].

Our future work includes the monitoring of vulnerabilities that can compromise the main operating systems for mobile devices (i.e., iOS and Android). Owing to the strong presence of this type of devices in our daily life[27], we consider this topic of the utmost importance. Another possible line of future work is the study of the variation of the consequences of the vulnerabilities with the greatest impact. This kind of study would analyze the situation of a vulnerability or category of vulnerabilities in a given year, and compare it to the situation in the previous years. As presented in Section 5, DoS attacks in 2017 are not as frequent as in 2015 and 2016. This suggests that we could be witnessing a change of trend, which could be caused by a greater ability or interest of the cybercriminals to attack other software weaknesses that were less common in the past[28]. In this sense, the study of the evolution over time of vulnerabilities in software products is another interesting line of work for researchers in this field.
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