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Abstract

We construct Gibbs perturbations of the Gamma process on $\mathbb{R}^d$, which may be used in applications to model systems of densely distributed particles. First we propose a definition of Gibbs measures over the cone of discrete Radon measures on $\mathbb{R}^d$ and then analyze conditions for their existence. Our approach works also for general Lévy processes instead of Gamma measures. To this end, we need only the assumption that the first two moments of the involved Lévy intensity measures are finite. Also uniform moment estimates for the Gibbs distributions are obtained, which are essential for the construction of related diffusions. Moreover, we prove a Mecke type characterization for the Gamma measures on the cone and an FKG inequality for them.
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1. Introduction

Analysis and stochastics on configuration spaces in the continuum may be considered, in particular, as a mathematical background of several statistical physics models. For example, the equilibrium states of classical free gases are given by Poisson measures (Poisson point processes) on configuration spaces. The states of interacting gases may be defined as Gibbs measures which are «singular perturbations» of Poisson measures in the framework of the well-known Dobrushin-Lanford-Ruelle (DLR) formalism, see, e.g., [7, 8, 25, 28]. For complex systems with a non-trivial internal structure of their elements (like, e.g., ecological systems in the presence of biological diversity), the notion of a free system shall be specified in any particular case. As possible candidates for the role of equilibrium states here, Lévy processes on corresponding location spaces may be used. Then a construction of equilibrium states in the presence...
of interactions needs a proper generalization of the DLR approach. The latter is the main aim of our paper.

In particular, this framework is well-suitable to model a new class of interacting particle systems in the continuum $\mathbb{R}^d$, $d \in \mathbb{N}$, in which to each particle $x \in \mathbb{R}^d$ one attaches an additional positive characteristic (mark) $s_x$ being distributed according to some infinite Lévy measure $\lambda(ds)$ on $\mathbb{R}^*_+ := (0, \infty)$. A drastic difference between marks and position is reflected in the special properties of the corresponding Gibbs states. A new topological issue is that these states are supported by locally finite, positive discrete measures on the location space $\mathbb{R}^d$. The cone $\mathcal{K}(\mathbb{R}^d)$ of such measures constitutes an intermediate «coordinate» space between the spaces $\Gamma(\mathbb{R}^d)$ and $\mathcal{M}(\mathbb{R}^d)$ of locally finite configurations resp. Radon measures over $\mathbb{R}^d$.

Each measure $\eta \in \mathcal{K}(\mathbb{R}^d)$ can be written in the form

$$\eta = \sum_i s_i \delta_{x_i} \quad \text{with } s_i > 0.$$ 

Because of a possibly high concentration of the intensity measure $\lambda(ds)$ near zero, the positions of particles $x \in \mathbb{R}^d$ form typically a dense countable set in $\mathbb{R}^d$, i.e., in each open $\Delta \subset \mathbb{R}^d$ there are a.s. infinitely many $x_i$'s. This is principally different from the case of marked configuration spaces with finite measures on marks, which was mostly studied in the literature (cf., e.g., [1, 2, 23, 26] and the references therein).

Although the results of our considerations below hold for quite general Lévy processes (cf. Section 5), for simplicity, we focus here on the particular case of so-called Gamma measures corresponding to the choice of

$$\lambda(ds) := \theta e^{-s}/sds \quad \text{with } \theta > 0.$$ 

This case is especially interesting in applications and has several additional analytic properties, e.g., related with the quasi-invariance of Gamma measures.

Gamma processes on general location spaces $X$ and associated Gamma measures on the corresponding cone $\mathcal{K}(X)$ appear in quite different areas of modern analysis and probability. One of the most impressive highlights here is an essential role of Gamma measures in the representation theory of big groups, as it was discovered first by Vershik, Gelfand and Graev in [43]. Furthermore, Gamma measures are closely related to additive and multiplicative Lebesgue measures in infinite dimensions (cf. [41, 42]). On the other hand, they deliver an example of measures admitting a closed form of the analytic generating functional for orthogonal polynomials. The latter yields the corresponding chaos decomposition and leads to a well developed version of the white noise analysis (cf., e.g., [24]). Along with Gaussian measures on linear spaces and Poisson measures on configuration spaces, Gamma measures on the cone constitute the third prominent example of measures in infinite dimensions due to a version of Meixner’s classification (cf. [31]). And, finally, Gamma measures (and more general compound Poisson measures) form an important class of random fields in statistics and applications to the theory of interacting particle systems. So, in [40], the Gamma measures appear as examples of “invariant probability measures for a class of continuous state branching processes with immigration”\(^5\).

\(^5\)This is cited from [40, Abstract].
The paper is organized as follows: In Section 2 we introduce a family of Gamma measures \( \mathcal{G}_\theta \), \( \theta > 0 \), on the cone \( \mathbb{K}(\mathbb{R}^d) \) and discuss their basic properties. In Section 3, we fix a (not necessarily nonnegative) stable pair potential \( \phi(x, y) \) and define the corresponding Gibbs reconstructions \( \mu \in G(\phi) \) of the «free» measure \( \mathcal{G}_\theta \) as a solution of the DLR equation (3.19). We further reduce our considerations to a proper subset \( G^t(\phi) \) of so called tempered Gibbs measures with controlled growth (cf. Eq. (3.22)). In Section 4 we prove the main Theorems 4.11 and 4.12 on existence and a-priori moment bounds for \( \mu \in G^t(\phi) \). Note that, just as in most of the continuous particle systems, the existence problem for Gibbs states on the cone \( \mathbb{K}(\mathbb{R}^d) \) is far from being evident (even in the simpler case of \( \phi \geq 0 \)). Since the interacting potentials appearing here void, in general, the usual assumptions of integrability and translation invariance, Ruelle’s technique of superstability estimates (cf. \[2, 29, 38, 39\]) does not apply directly. Another basic method, which relies on a fundamental Dobrushin’s existence criterium (cf. \[7, 8\]), is neither applicable because of missing regularity properties of the interaction (cf. Remark 4.1). Therefore, we develop an analytic approach to the existence problem of Gibbs measures in this situation. It employs Lyapunov functionals, weak dependence of the Gibbs specification on perturbations of Poisson point fields with spatially irregular intensity measures. In Section 5, we comment on the results obtained so far and outline some core extensions of the initial model. Finally, in Section 6, we have a closer look at the intrinsic relation between Gamma and compound Poisson measures and derive a Mecke type identity and an FKG inequality for \( \mathcal{G}_\theta \).

2. Gamma measures

As a location space, let us fix the \( d \)-dimensional Euclidean space \( (\mathbb{R}^d, |\cdot|) \). It is endowed with the Lebesgue measure \( m(dx) \) on the Borel \( \sigma \)-algebra \( \mathcal{B}(\mathbb{R}^d) \). By \( \mathcal{B}_c(\mathbb{R}^d) \) we denote the ring of all bounded (i.e., those with compact closure) sets from \( \mathcal{B}(\mathbb{R}^d) \). The continuous and compactly supported functions \( \varphi : \mathbb{R}^d \rightarrow \mathbb{R} \) form a locally convex vector space \( C_0(\mathbb{R}^d) \), which is given a natural topology of uniform convergence on sets from \( \mathcal{B}_c(\mathbb{R}^d) \). By the Riesz representation theorem, the dual space of \( C_0(\mathbb{R}^d) \) can be identified with the space \( \mathcal{M}(\mathbb{R}^d) \) of all signed Radon (i.e., locally finite) measures on \( (\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d)) \). By definition, each \( \nu \in \mathcal{M}(\mathbb{R}^d) \) is finite on all \( \Delta \in \mathcal{B}_c(\mathbb{R}^d) \). The space \( \mathcal{M}(\mathbb{R}^d) \) will be equipped with the vague topology, which is the coarsest topology making all mappings

\[
\mathcal{M}(\mathbb{R}^d) \ni \nu \mapsto \langle \varphi, \nu \rangle := \int_{\mathbb{R}^d} \varphi(x) \nu(dx), \quad \varphi \in C_0(\mathbb{R}^d),
\]

continuous. It is well known (see e.g. \[20, 15.7.7\]) that \( \mathcal{M}(\mathbb{R}^d) \) is Polish, i.e., there exists some separable and complete metric on \( \mathcal{M}(\mathbb{R}^d) \) generating the vague topology. By \( \mathcal{B}(\mathcal{M}(\mathbb{R}^d)) \) we denote the corresponding Borel \( \sigma \)-algebra on \( \mathcal{M}(\mathbb{R}^d) \); the one-point sets (e.g., \( \{ \nu = 0 \} \)) clearly belong to \( \mathcal{B}(\mathcal{M}(\mathbb{R}^d)) \). Let us abbreviate \( \mathbb{R}_+ := [0, +\infty) \) and \( \mathbb{R}_+^* := (0, +\infty) \). By \( C_0^+(\mathbb{R}^d) \) resp. \( \mathcal{M}_+(\mathbb{R}^d) \) we denote the cone of all nonnegative functions \( \varphi \in C_0(\mathbb{R}^d) \) resp. the dual cone of all nonnegative measures \( \nu \in \mathcal{M}(\mathbb{R}^d) \).
The Gibbs states considered below will be supported by the cone of (non-negative) discrete Radon measures over $\mathbb{R}^d$ defined as
\[
\mathbb{K}(\mathbb{R}^d) := \left\{ \eta = \sum_i s_i \delta_{x_i} \in \mathcal{M}(\mathbb{R}^d) \left| s_i \in \mathbb{R}_+, x_i \in \mathbb{R}^d \right. \right\}, \tag{2.2}
\]

Here, $\delta_{x_i}$ are Dirac measures, the atoms $x_i$ are assumed to be distinct and their total number is at most countable. By convention, the cone $\mathbb{K}(\mathbb{R}^d)$ contains the null mass $\eta = 0$, which is represented by the sum over the empty set of indexes $i$. We will refer to each $s_i$ as a mark and to each $x_i$ as a position.

This terminology is motivated by marked configuration spaces (cf. e.g. [24] and Section 6 below). However, our setting does not fit in that framework because the set of all positions of an arbitrarily chosen $\eta \in \mathbb{K}(\mathbb{R}^d)$, i.e., its support
\[
\tau(\eta) := \{ x \in \mathbb{R}^d | 0 < \eta(\{ x \}) =: s_x(\eta) \}, \tag{2.3}
\]
is typically not a (locally finite) configuration in $\mathbb{R}^d$. Whenever it is clear which discrete measure $\eta \in \mathbb{K}(\mathbb{R}^d)$ is meant, we write for short just $s_x$ instead of $s_x(\eta)$. 

The closure of $\mathbb{K}(\mathbb{R}^d)$ w.r.t. the vague topology is the whole space $\mathcal{M}_+(\mathbb{R}^d)$. By $\mathcal{B}(\mathbb{K}(\mathbb{R}^d))$ resp. $\mathcal{B}(\mathcal{M}_+(\mathbb{R}^d))$ we denote the trace $\sigma$-algebra of $\mathcal{B}(\mathbb{M}(\mathbb{R}^d))$ on the cone $\mathbb{K}(\mathbb{R}^d)$ resp. $\mathcal{M}_+(\mathbb{R}^d)$. Note (see e.g. [20, Lemmas 2.1 and 2.3]) that each $\nu \in \mathcal{M}_+(\mathbb{R}^d)$ obeys a unique decomposition $\nu = \nu_0 + \eta$ into a diffusive (i.e., non-atomic) component $\nu_0 \in \mathcal{M}_+(\mathbb{R}^d)$ and a discrete one $\eta \in \mathbb{K}(\mathbb{R}^d)$. Furthermore, the mappings $\nu \mapsto \nu_0$ and $\nu \mapsto \eta$ are measurable, which implies that $\mathbb{K}(\mathbb{R}^d) = \{ \nu \in \mathcal{M}_+(\mathbb{R}^d) | \nu_0 = 0 \} \subset \mathcal{B}(\mathbb{M}(\mathbb{R}^d)) \subset \mathcal{B}(\mathcal{M}_+(\mathbb{R}^d)) \subset \mathcal{B}(\mathbb{M}(\mathbb{R}^d))$. The latter also yields that $(\mathbb{K}(\mathbb{R}^d), \mathcal{B}(\mathbb{K}(\mathbb{R}^d)))$ is a standard Borel space (cf. [33, Theorem V.2.2]).

\textbf{Remark 2.1.} It is an open problem whether one can introduce a metric on $\mathbb{K}(\mathbb{R}^d)$ making it a Polish space and being compatible with the vague topology inherited from $\mathcal{M}(\mathbb{R}^d)$. A possible way would be to show that $\mathbb{K}(\mathbb{R}^d)$ is a $G_\delta$-set in $\mathcal{M}_+(\mathbb{R}^d)$ and then to apply the Alexandrow-Hausdorff theorem. It was shown in [4] that all probability measures from $\mathbb{K}(\mathbb{R}^d)$ constitute an $F_{\sigma, \delta}$-set in $\mathcal{M}_+(\mathbb{R}^d)$, which still does not solve the metrization problem.

By $\mathcal{P}(\mathbb{M}(\mathbb{R}^d))$, resp. by $\mathcal{P}(\mathcal{M}_+(\mathbb{R}^d))$ and $\mathcal{P}(\mathbb{K}(\mathbb{R}^d))$, we denote the space of all probability measure on $\mathcal{M}(\mathbb{R}^d)$, resp. $\mathcal{M}_+(\mathbb{R}^d)$ and $\mathbb{K}(\mathbb{R}^d)$. (In the terminology of [20] they are called random measures.)

Our basic example of a measure on $\mathbb{K}(\mathbb{R}^d)$ is a Gamma measure. A Gamma measure $G_\theta$, $\theta > 0$ being a fixed parameter, is characterized by its Laplace transform (cf. [5, Theorem 3.7])
\[
\mathbb{E}_{G_\theta}[\exp (-\langle \varphi, \cdot \rangle)] = \exp \left[ -\theta \int_{\mathbb{R}^d} \log(1 + \varphi(x))m(dx) \right], \quad \varphi \in C_0^+(\mathbb{R}^d). \tag{2.4}
\]

Note that Eq. (2.4) extends to any bounded, compactly supported Borel function $\varphi : \mathbb{R}^d \to (-1, \infty)$ (for which, of course, $\log(1 + \varphi) \in L^1(\mathbb{R}^d, m)$).

\textbf{Remark 2.2.} 1. Fix $\Delta \in \mathcal{B}_c(\mathbb{R}^d)$. In the later proofs, we also use the cone $\mathbb{K}(\Delta) \in \mathcal{B}(\mathbb{K}(\mathbb{R}^d))$ which consists of those discrete measures $\eta \in \mathbb{K}(\mathbb{R}^d)$
which are supported by $\Delta$. There is a canonical projection 
\[ \mathbb{P}_{\Delta} : \mathbb{K}(\mathbb{R}^d) \ni \eta \mapsto \eta_{\Delta} := \sum_{x \in c(\eta) \cap \Delta} \Delta x \delta_x \in \mathbb{K}(\Delta). \] (2.5) 

Respectively, we consider the Gamma measure $\mathcal{G}_{\Delta, \theta} := \mathcal{G}_\theta \circ \mathbb{P}_{\Delta}^{-1}$, which has full support on $\mathbb{K}(\Delta)$. It is also characterized via its Laplace transform, whose formula one obtains by replacing $\mathbb{R}^d$ by $\Delta$ in (2.4).

2. Each Gamma measure is uniquely determined by (2.4) because the exponents $\mathbb{K}(\mathbb{R}^d) \ni \eta \mapsto \exp(-\eta \varphi)$, $\varphi \in C_0^+ (\mathbb{R}^d)$, constitute a measure defining class on $\mathcal{B}(\mathbb{M}(\mathbb{R}^d))$. The existence (and uniqueness) of $\mu \in \mathcal{P}(\mathbb{K}(\mathbb{R}^d))$ with the Laplace transform (2.4) follows by the general result [5, Theorem 3.7]. Alternatively, one can apply Minlos’ theorem giving the existence of the corresponding $\mu$ on the nuclear space of Schwartz distributions $\mathcal{D}'(\mathbb{R}^d)$ and then prove that $\mu$ is indeed supported by the cone $\mathbb{K}(\mathbb{R}^d)$ (see e.g. [10]).

3. There is an explicit construction of the Gamma measure $\mathcal{G}_\theta$ observed first in [41]. Namely, one deduces its existence as an image measure of a Gamma-Poisson measure $\mathcal{P}_\theta$ on the configuration space $\Gamma(\mathbb{R}^d \times \mathbb{R}^d)$ over the product space $\mathbb{R}^d \times \mathbb{R}^d$ with intensity measure $\theta \frac{1}{2} e^{-ds} \otimes m(dx)$, where $m$ is the Lebesgue measure on $\mathbb{R}^d$. For more details see Section 6.

4. Consider the probability space $(\mathbb{K}(\mathbb{R}^d), \mathcal{B}(\mathbb{K}(\mathbb{R}^d)), \mathcal{G}_\theta)$. The support 
\[ \mathbb{K}(\mathbb{R}^d) \ni \eta \mapsto \tau(\eta) \in \mathcal{B}(\mathbb{R}^d) \]

can be seen as a stationary countable dense random set in $\mathbb{R}^d$. By the general theory, it has quite specific properties, see [3, 21]. Furthermore, for each nonempty $\Delta \in \mathbb{G}_\theta$ we have
\[ \int_{\mathbb{K}(\mathbb{R}^d)} |\tau(\eta) \cap \Delta| \mathcal{G}_\theta(d\eta) = \infty, \]

which manifests an additional distinction from Lebesgue-Poisson measures on the configuration space $\Gamma(\mathbb{R}^d)$ (cf. [1] for their detailed properties).

From the explicit form of the Laplace transform (cf. Eq. (2.4)) one obtains two important properties of $\mathcal{G}_\theta$:

- All local polynomial moments exist, i.e., for $n \in \mathbb{N}$ and for each bounded Borel function $\varphi : \mathbb{R} \rightarrow \mathbb{R}$ being supported by $\Delta \in \mathbb{G}_\theta$, we have
\[ \mathbb{E}_{\mathcal{G}_\theta} [\langle \varphi, \cdot \rangle^n] \leq n! \| \varphi \|_{\infty}^n \max \{1; \theta m(\Delta)^n\} < \infty. \] (2.6)

For such $\varphi$, the right-hand side of Eq. (2.1) defines a measurable linear functional $\mathbb{M}(\mathbb{R}^d) \ni \nu \mapsto \langle \varphi, \nu \rangle \in \mathbb{R}$.

- The random measure $\mathcal{G}_\theta$ has independent increments (or the locality property) in the sense that $\eta(\Delta_1), \ldots, \eta(\Delta_N)$ are independent for any $N \in \mathbb{N}$ and disjoint $\Delta_1, \ldots, \Delta_N \in \mathcal{B}_\theta(\mathbb{R}^d)$. In other words, 
\[ \int_{\mathbb{K}(\mathbb{R}^d)} \prod_{i=1}^N \varphi_i(\eta(\Delta_i)) \mathcal{G}_\theta(d\eta) = \prod_{i=1}^N \int_{\mathbb{K}(\mathbb{R}^d)} \varphi_i(\eta(\Delta_i)) \mathcal{G}_\theta(d\eta) \] (2.7)

for any collection of $\varphi_i \in L^\infty(\mathbb{R}), 1 \leq i \leq N$.

The latter property will be crucial for constructing Gibbs perturbations of the Gamma measure, which will be done in the next section.
3. Gibbsian formalism on $\mathbb{K}(\mathbb{R}^d)$

Fixing a proper pair potential, we introduce the notion of related Gibbs measures via a local Gibbs specification. We proceed in the spirit of the Dobrushin-Lanford-Ruelle (DLR) approach to Gibbs states in statistical physics (see, e.g., the monograph [13]).

**Assumption (φ)** Let us be given a symmetric pair potential

$$\phi : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$$

being a bounded and $\mathcal{B}(\mathbb{R}^d \times \mathbb{R}^d)$-measurable function such that the following conditions hold:

**(FR) Finite range:** There exists $R \in (0, \infty)$ such that

$$\phi(x, y) = 0, \text{ if } |x - y| > R.$$ 

**(LB) Lower bound constant:**

$$\|\phi^-\|_\infty := -\inf_{x, y \in \mathbb{R}^d} \{\phi(x, y) \land 0\} < \infty.$$ 

**(RC) Repulsion condition:** There exists $\delta > 0$ such that

$$A_\delta := \inf_{x, y \in \mathbb{R}^d, |x-y| \leq \delta} \phi(x, y) > 2m_\delta^\phi \|\phi^-\|_\infty,$$ 

with interaction parameter (cf. (3.5) below)

$$m_\delta^\phi := \nu_d\delta^{d/2} [R/\delta + 1]^d,$$ 

where $\nu_d := \pi^{d/2} / \Gamma(\frac{d}{2} + 1)$ is the volume of the unit ball in $\mathbb{R}^d$.

Merely speaking, the relation (3.2) means that the repulsion part $\phi^+ := \phi \lor 0$ of $\phi$ dominates its attraction part $\phi^- := -\phi \lor 0$. Note that neither translation invariance nor continuity of $\phi$ need to be assumed.

3.1. Partition of the space $\mathbb{R}^d$

Let $\delta > 0$ be such that the repulsion condition (RC) holds and define the parameter $g := \delta/\sqrt{d}$. Consider the cubes indexed by $k \in \mathbb{Z}^d$

$$Q_k := [-1/2g, 1/2g]^d + gk \subset \mathbb{R}^d$$

constituting a partition of $\mathbb{R}^d$. Each cube $Q_k$ is centered at the point $gk$ and has edge length $g > 0$. Lebesgue volume $m(Q_k) = g^d$ and diameter

$$\text{diam} (Q_k) := \sup_{x, y \in Q_k} |x - y|_{\mathbb{R}^d} = \delta.$$ 

The latter implies that $\phi(x, y) \geq A_\delta$ for all $x, y \in Q_k$. To explain the choice of the constant $m_\delta^\phi$ in (3.3), we introduce some more concepts and notation. For
each $k \in \mathbb{Z}^d$, the family of «neighbor» cubes of $Q_k$ (i.e., those $Q_j$, $j \neq k$, having a point $y \in Q_j$ that interacts with a point $x \in Q_k$) is indexed by

$$\partial_\phi^k := \{ j \in \mathbb{Z}^d \setminus \{k\} \mid \exists x \in Q_k, \exists y \in Q_j : \phi(x,y) \neq 0 \}. \quad (3.4)$$

The number of such «neighbor» cubes for every $Q_k$, $k \in \mathbb{Z}^d$, can be roughly estimated by

$$\sup_{k \in \mathbb{Z}^d} |\partial_\phi^k| \leq m_\phi^k, \quad (3.5)$$

where $m_\phi^k$ was defined in (3.3).

To each index set $K \subset \mathbb{Z}^d$ (this notation means that $K$ is a non-void finite subset of $\mathbb{Z}^d$) there corresponds

$$\Delta_K := \bigcup_{k \in K} Q_k \in \mathcal{B}(\mathbb{R}^d); \quad (3.6)$$

the family of all such domains is denoted by $Q_c(\mathbb{R}^d)$. Respectively, for $\Delta \in \mathcal{B}(\mathbb{R}^d)$ we define

$$K_\Delta := \{ j \in \mathbb{Z}^d \mid Q_j \cap \Delta \neq \emptyset \}; \quad (3.7)$$

then $|K_\Delta|$ is the number of cubes $Q_k$ having non-void intersection with $\Delta$. Note that

$$|K_\Delta| < \infty, \quad \forall \Delta \in \mathcal{B}_c(\mathbb{R}^d).$$

### 3.2. Local Gibbs specification

For each $\eta = \sum_{x \in \tau(\eta)} s_x \delta_x$, $\xi = \sum_{y \in \tau(\xi)} s_y \delta_y \in \mathbb{K}(\mathbb{R}^d)$ and $\Delta \in \mathcal{B}_c(\mathbb{R}^d)$, we define the relative energy (Hamiltonian)

$$H_\Delta(\eta|\xi) := \int_{\Delta} \int_{\Delta} \phi(x,y) \eta(dx) \eta(dy) + 2 \int_{\Delta} \int_{\Delta} \phi(x,y) \eta(dx) \xi(dy). \quad (3.8)$$

In the particle picture, the Hamiltonian can be written as

$$H_\Delta(\eta|\xi) = \sum_{x,x' \in \tau(\eta) \cap \Delta} \phi(x,x') s_x s_{x'} + 2 \sum_{x \in \tau(\eta) \cap \Delta} \sum_{y \in \tau(\xi) \cap \Delta^c} \phi(x,y) s_x s_y.$$

**Lemma 3.1.** The relative energy is finite, i.e.,

$$|H_\Delta(\eta|\xi)| < \infty, \quad \text{for all } \eta, \xi \in \mathbb{K}(\mathbb{R}^d) \text{ and } \Delta \in \mathcal{B}_c(\mathbb{R}^d).$$

**Proof.** Note that

$$H_\Delta(\eta|\xi) \leq \eta(\Delta) \eta(\Delta) ||\phi||_{\infty} + 2 \eta(\Delta) \xi(\mathcal{U}_\Delta) ||\phi||_{\infty},$$

where

$$\mathcal{U}_\Delta := \bigcup_{k \in \mathbb{Z}^d} \{ Q_k \mid \partial_\phi^k \cap K_\Delta \neq \emptyset \} \cap \Delta^c \in \mathcal{B}_c(\mathbb{R}^d)$$

and $K_\Delta$ was defined in (3.7). Since $\eta, \xi \in \mathbb{K}(\mathbb{R}^d)$, the assertion follows. \qed
To show upper and lower bounds for the partition function, the following «stability» estimate for local Hamiltonians is essential. Everywhere below, we suppose that Assumption (φ) holds with a fixed $\delta > 0$ and in general omit the index $\delta$.

**Lemma 3.2.** Let Assumption (φ) hold. Then for each $\eta, \xi \in \mathbb{K}(\mathbb{R}^d)$ and $\Delta \in B_c(\mathbb{K}(\mathbb{R}^d))$

$$H_\Delta(\eta|\xi) \geq \left[A - 2m^\phi||\phi^-||_\infty\right] \sum_{j \in \mathcal{K}_\Delta} \eta_\Delta(Q_j)^2 - m^\phi||\phi^-||_\infty \sum_{l \in \mathcal{K}_{\Delta^c}} \xi_{\Delta^c}(Q_l)^2.$$  \hspace{1cm} (3.9)

More precisely, we have for each $k \in \mathbb{Z}^d$

$$H_{Q_k}(\eta|\xi) \geq \left[A - m^\phi||\phi^-||_\infty\right] \eta(Q_k)^2 - ||\phi^-||_\infty \sum_{j \in \partial^\phi k} \xi_{Q_k}(Q_j)^2 \hspace{1cm} (3.10)$$

and, choosing $\xi = 0$,

$$H_{Q_k}(\eta_k) := H_{Q_k}(\eta_k|0) \geq \left[A - 2m^\phi||\phi^-||_\infty\right] \eta(Q_k)^2. \hspace{1cm} (3.11)$$

**Proof.** By definition and obvious calculations

$$H_\Delta(\eta|\xi) = H_\Delta(\eta_\Delta|\xi_{\Delta^c}) = \sum_{j \in \mathcal{K}_\Delta} \int_{Q_j} \int_{Q_l} \phi(x, y) \eta_\Delta(dx) \xi_{\Delta^c}(dy)$$

$$+ 2 \sum_{j \in \mathcal{K}_\Delta} \int_{Q_j} \xi_{\Delta^c}(Q_l). \hspace{1cm} (3.12)$$

By (LB) and (RC) the right-hand side of Eq. (3.12) is not less than

$$A \sum_{j \in \mathcal{K}_\Delta} \eta_\Delta(Q_j)^2 - ||\phi^-||_\infty \sum_{j \in \mathcal{K}_\Delta} \sum_{l \in \mathcal{K}_{\Delta^c \cap \partial^\phi j}} \eta_\Delta(Q_j) \eta_\Delta(Q_l)$$

$$- 2||\phi^-||_\infty \sum_{j \in \mathcal{K}_\Delta} \sum_{l \in \mathcal{K}_{\Delta^c \cap \partial^\phi j}} \eta_\Delta(Q_j) \xi_{\Delta^c}(Q_l).$$

Because of (3.4) and the elementary inequality $ab \leq 1/2(a^2 + b^2)$ for $a, b \geq 0$, the above term is bounded below by

$$A \sum_{j \in \mathcal{K}_\Delta} \eta_\Delta(Q_j)^2 - ||\phi^-||_\infty \sum_{j \in \mathcal{K}_\Delta} m^\phi \eta_\Delta(Q_j)^2$$

$$- ||\phi^-||_\infty \left( \sum_{j \in \mathcal{K}_\Delta} m^\phi \eta_\Delta(Q_j)^2 + \sum_{j \in \mathcal{K}_\Delta} \sum_{l \in \mathcal{K}_{\Delta^c \cap \partial^\phi j}} \xi_{\Delta^c}(Q_l)^2 \right)$$

$$= \left[A - 2m^\phi||\phi^-||_\infty\right] \sum_{j \in \mathcal{K}_\Delta} \eta_\Delta(Q_j)^2 - ||\phi^-||_\infty \sum_{j \in \mathcal{K}_\Delta} \sum_{l \in \mathcal{K}_{\Delta^c \cap \partial^\phi j}} \xi_{\Delta^c}(Q_l)^2. \hspace{1cm} (3.13)$$

By (FR) and (3.5), the last summand in (3.13) dominates

$$- m^\phi||\phi^-||_\infty \sum_{l \in \mathcal{K}_{\Delta^c}} \xi_{\Delta^c}(Q_l)^2.$$
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Note that for $\Delta = Q_k$ we even have
\[
H_{Q_k}(\eta_k | \xi) \geq A|\eta_k|^2 - 2\|\phi^-\|_{\infty}|\eta_k| \sum_{l \in \partial \phi} \xi_{Q_l}^k(Q_l) \geq [A - m\phi\|\phi^-\|_{\infty}]|\eta_k|^2 - \|\phi^-\|_{\infty} \sum_{l \in \partial \phi} \xi_{Q_l}^k(Q_l)^2,
\]
which proves (3.10) and (3.11).

For each $\Delta \in B_c(\mathbb{R}^d)$ and $\xi \in K(\mathbb{R}^d)$, we define the partition function
\[
Z_{\Delta}(\xi) := \int_{K(\Delta)} \exp \{-H_{\Delta}(\eta|\xi)\} G_{\Delta,\theta}(d\eta_{\Delta}).
\]

Lemma 3.3. Let Assumption $(\phi)$ hold. For any $\Delta \in B_c(\mathbb{R}^d)$ and $\xi \in K(\mathbb{R}^d)$
\[
0 < Z_{\Delta}(\xi) < \infty.
\]
If $\phi \geq 0$, then obviously $Z_{\Delta}(\xi) \leq 1$.

Proof. We define for each $\Delta \in B_c(\mathbb{R}^d)$ and $\eta, \xi \in K(\mathbb{R}^d)$
\[
H_{\Delta}^+(\eta|\xi) := \int_{\Delta} \int_{\Delta} \phi^+(x,y)\eta(dx)\eta(dy) + 2 \int_{\Delta} \int_{\Delta} \phi^+(x,y)\eta(dx)\xi(dy),
\]
where $\phi^+ := \phi \vee 0$. By Jensen’s inequality
\[
Z_{\Delta}(\xi) \geq \int_{K(\Delta)} \exp \{-H_{\Delta}^+(\eta|\xi)\} G_{\Delta,\theta}(d\eta) \geq \exp \left\{-\int_{K(\Delta)} H_{\Delta}^+(\eta|\xi) G_{\Delta,\theta}(d\eta) \right\}
\]
\[
\geq \exp \left\{ -\|\phi\|_{\infty} \int_{K(\Delta)} \left[ (\eta(\Delta))^2 + 2\eta(\Delta)\xi_{\Delta^c}(H_{\Delta}) \right] G_{\Delta,\theta}(d\eta) \right\}.
\]
Using (2.6), we get that
\[
Z_{\Delta}(\xi) \geq \exp \left\{ -\|\phi\|_{\infty} \left[ (C_{\Delta})^2 + C_{\Delta} \cdot \xi_{\Delta^c}(H_{\Delta}) \right] \right\} > 0
\]
with
\[
C_{\Delta} := 2\max \{1; \theta |K_{\Delta}| g^d\} < \infty.
\]
Moreover, by (3.9) we deduce an upper bound
\[
Z_{\Delta}(\xi) \leq \int_{K(\mathbb{R}^d)} \exp \left\{ -\left[ A - 2m\phi\|\phi^-\|_{\infty} \right] \sum_{j \in K_{\Delta}} \eta_{\Delta}(Q_j)^2 \right\} G_{\Delta,\theta}(d\eta_{\Delta})
\]
\[
\times \exp \left\{ m\phi\|\phi^-\|_{\infty} \sum_{l \in \partial \phi} \xi_{\Delta^c}(Q_l)^2 \right\} < \infty,
\]
which completes the proof.
For each $\Delta \in B_c(\mathbb{R}^d)$, the local Gibbs measures with boundary conditions $\xi \in K(\mathbb{R}^d)$ are given by

$$
\mu_\Delta(d\eta|\xi) := \frac{1}{Z_\Delta(\xi)} e^{-H_\Delta(\eta|\xi)} G_{\Delta,\theta}(d\eta).
$$

Lemma 3.3 guarantees that each $\mu_\Delta(d\eta|\xi)$ is well-defined as a probability measure on $K(\Delta)$.

**Definition 3.4.** The local specification $\Pi = \{\pi_\Delta\}_{\Delta \in B_c(\mathbb{R}^d)}$ on $K(\mathbb{R}^d)$ is a family of stochastic kernels

$$
B(K(\mathbb{R}^d)) \times K(\mathbb{R}^d) \ni (B, \xi) \mapsto \pi_\Delta(B|\xi) \in [0,1]
$$

given by $\pi_\Delta(B|\xi) := \mu_\Delta(B_{\Delta,\xi}|\xi)$, where

$$
B_{\Delta,\xi} := \{\eta_\Delta \in K(\Delta) | \eta_\Delta \cup \xi_{\Delta^c} \in B\} \in B(K(\Delta)).
$$

**Remark 3.5.** The family (3.17) obeys the consistency (or Markovian) property, which means that for all $\Delta, \tilde{\Delta} \in B_c(\mathbb{R}^d)$ with $\tilde{\Delta} \subseteq \Delta$

$$
\int_{K(\mathbb{R}^d)} \pi_\tilde{\Delta}(B|\eta) \pi_\Delta(d\eta|\xi) = \pi_\Delta(B|\xi),
$$

for all $B \in B(K(\mathbb{R}^d))$ and $\xi \in K(\mathbb{R}^d)$. By the additive structure of the relative energy (cf. Eq. (3.8)) and the independency property of the Gamma measure (cf. Eq. (2.7)), this property immediately follows by the construction of the family $\Pi$ (cf. [34, Proposition 6.3] or [35, Proposition 2.6]).

**Definition 3.6.** A probability measure $\mu$ on $K(\mathbb{R}^d)$ is called a Gibbs measure (or state) with pair potential $\phi$ if it satisfies the Dobrushin-Lanford-Ruelle (DLR) equilibrium equation

$$
\int_{K(\mathbb{R}^d)} \pi_\Delta(B|\eta)\mu(d\eta) = \mu(B)
$$

for all $\Delta \in B_c(\mathbb{R}^d)$ and $B \in B(K(\mathbb{R}^d))$. The associated set of all Gibbs states will be denoted by $G(\phi)$.

We will mainly be interested in the subset $G^t(\phi)$ of tempered Gibbs measures which are supported by $K^t(\mathbb{R}^d)$, i.e.,

$$
G^t(\phi) := G^t(\phi) \cap P(K^t(\mathbb{R}^d)),
$$

where

$$
P(K^t(\mathbb{R}^d)) := \{\mu \in P(K(\mathbb{R}^d)) | \mu(K^t(\mathbb{R}^d)) = 1\}.
$$

Here, we define the set of tempered discrete Radon measures by

$$
K^t(\mathbb{R}^d) := \bigcap_{\alpha > 0} K_{\alpha}(\mathbb{R}^d),
$$
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where

\[
K_\alpha(\mathbb{R}^d) := \left\{ \eta \in \mathbb{K}(\mathbb{R}^d) \left| M_\alpha(\eta) < \infty \right. \right\} \in \mathcal{B}(\mathbb{K}(\mathbb{R}^d)),
\]  

and

\[
M_\alpha(\eta) := \left( \sum_{k \in \mathbb{Z}^d} \eta(Q_k)^2 e^{-\alpha|k|} \right)^{1/2}.
\]  

Note that \(M_\alpha\) extends to a seminorm on the vector space of all tempered Radon measures from \(\mathcal{M}(\mathbb{R}^d)\). The above property means that the tail of the discrete measure \(\eta\) does not increase too much.

Clearly, by the consistency property it is sufficient to check the DLR equation just for some order generating (i.e., ordered by inclusion and exhausting the whole \(\mathbb{R}^d\)) sequence \(\{\Delta_N\}_{N \in \mathbb{N}} \subset \mathcal{Q}_c(\mathbb{R}^d)\).

4. Existence for general potentials

The existence problem for Gibbs measures of continuous particle systems is by non mean trivial, even in the (more familiar) case of configuration spaces, each of which admits a Polish metrization.

Remark 4.1. Obviously, we can transform the existence problem of a Gibbs measure on \(\mathbb{K}(\mathbb{R}^d)\) to the configuration space \(\Gamma(\mathbb{R}^* \times \mathbb{R}^d)\) over \(\mathbb{R}^* \times \mathbb{R}^d\) (cf. Section 6 for the precise definition) via the canonical map

\[
\mathbb{K}(\mathbb{R}^d) \ni \eta \mapsto \sum_{x \in \tau(\eta)} \delta_{(\eta(x), x)} \in \Gamma(\mathbb{R}^* \times \mathbb{R}^d).
\]  

Anyhow, the existence problem cannot be covered by the results previously known on (marked) configuration spaces ([2, 26, 27, 29]). First of all, the involved potential

\[
\tilde{\psi}(t, x, s, y) := ts\phi(x, y), \quad (t, x, s, y) \in \mathbb{R}^* \times \mathbb{R}^d,
\]  

is not translation invariant on \(\mathbb{R}^* \times \mathbb{R}^d\), so Ruelle’s approach [38, 39] is not applicable. Even the usual uniform integrability condition (cf. [2, 26]) is void: In the simplest case of \(\phi(x, y) := a(|x - y|)\) with a nonzero \(a \in C_0(\mathbb{R})\) we already get

\[
\text{ess sup}_{(s, x) \in \mathbb{R}^* \times \mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| e^{-s\phi(x, y)} - 1 \right| \lambda_\theta(dt) \otimes m(dy) = \infty.
\]  

Secondly, \(\tilde{\phi}\) has an infinite interaction range in \(\mathbb{R}^* \times \mathbb{R}^d\) and corresponds to infinite measures on marks, whereas only finite ones on marks seem to be covered so far (see e.g. [26, 29]). The crucial difference to these works is that the projection of a marked configuration to the position space \(\mathbb{R}^d\) is again a locally finite configuration, whereas in our case it is not anymore, due to the infinite Lévy measure \(\theta \frac{1}{t} e^{-t} dt\) on the marks. For \(\mathcal{G}_\theta\)-almost all \(\eta \in \mathbb{K}(\mathbb{R}^d)\), the projection is even a dense (support) set \(\tau(\eta) \subset \mathbb{R}^d\).
Lemma 3.3 (cf. Eq. (3.14)) yields the claim, where we note that
\[ \varepsilon > 0. \]
By Lemma 3.2 the integral in (4.1) does not exceed
\[ \text{Proof.} \]
check that the net of Gibbs specification kernels \( \{\pi_{\Delta}(d\eta|\xi)\}_{\Delta \in \mathcal{Q}_c(\mathbb{R}^d)} \), with a fixed tempered boundary condition \( \xi \in \mathbb{R}^4(\mathbb{R}^d) \), is locally equicontinuous. To that end, for each \( k \in \mathbb{Z}^d \) we introduce the map \( \mathbb{R}^d \ni \eta \mapsto \lambda \eta(Q_k)^2 \), which will play the role of a Lyapunov functional in our theory, and show that it is exponentially integrable (cf. Lemma 4.2). After that we establish a weak dependence of the specification kernels on boundary conditions, which is stated for small volumes \( \Delta := Q_k \) in Lemma 4.3 and in the «thermodynamic » limit \( \Delta \nearrow \mathbb{R}^d \) respectively in Proposition 4.5. More precisely (cf. Eq. 4.7), for each \( \lambda \in [0, A - m^0||\phi^-||_\infty] \) we can find \( C_{\lambda} > 0 \) such that uniformly for all \( k \in \mathbb{Z}^d \) and \( \xi \in \mathbb{R}^4(\mathbb{R}^d) \)
\[ \limsup_{K \nearrow \mathbb{Z}^d} \int_{K(\mathbb{R}^d)} \exp \{\lambda \eta(Q_k)^2\} \pi_K(d\eta|\xi) \leq C_{\lambda}. \]
By the weak dependence, we deduce first the mentioned local equicontinuity of the Gibbs specification (cf. Proposition 4.9) and then the existence of a tempered Gibbs measure (cf. Theorem 4.11). As a preliminary step, we check that \( \exp\{\lambda \eta(Q_k)^2\} \) is integrable w.r.t. all \( \pi_{\Delta}(d\eta|\xi), \Delta \in \mathcal{B}_c(\mathbb{R}^d) \).

**Lemma 4.2.** Fix \( k \in \mathbb{Z}^d, \xi \in \mathbb{R}^d, \Delta \in \mathcal{B}_c(\mathbb{R}^d) \) and \( \lambda \in [0, A - 2m^0||\phi^-||_\infty] \). Then
\[ \int_{K(\mathbb{R}^d)} \exp \{\lambda \eta(Q_k)^2\} \pi_K(d\eta|\xi) \]
\[ \leq \exp \left\{ \Upsilon_{\Delta, \varepsilon} + \left( \frac{1}{2}\varepsilon \|\phi\|_\infty C_{\Delta} + m^0\|\phi^-\|_\infty \right) \sum_{l \in K_{\Delta\Delta}} \xi(l)^2 \right\} < \infty, \quad (4.1) \]
where \( \varepsilon > 0 \) is arbitrary, \( C_{\Delta} \) was defined in (3.20) and
\[ \Upsilon_{\Delta, \varepsilon} := \|\phi\|_\infty \left( C_{\Delta}^2 + \frac{1}{2\varepsilon} C_{\Delta} |K_{\Delta\Delta}| \right) < \infty. \]

**Proof.** By Lemma 3.2 the integral in (4.1) does not exceed
\[ \frac{1}{Z_{\Delta}(\xi)} \int_{K(\mathbb{R}^d)} \exp \left\{ - \left[ A - 2m^0||\phi^-||_\infty \right] \eta_{\Delta}(Q_k)^2 \right. \]
\[ \left. - \left[ A - 2m^0||\phi^-||_\infty \right] \sum_{j \in K_{\Delta}, j \neq k} \eta_{\Delta}(Q_j)^2 \right\} G_{\Delta, \varepsilon}(d\eta_{\Delta}) \]
\[ \times \exp \left\{ m^0||\phi^-||_\infty \sum_{l \in K_{\Delta\Delta}} \xi_{l^*}(Q_l)^2 \right\}. \quad (4.2) \]

Lemma 3.3 (cf. Eq. (3.14)) yields the claim, where we note that
\[ \sum_{j \in K_{\Delta\Delta}} \xi(Q_j) \leq \frac{1}{2\varepsilon} |K_{\Delta\Delta}| + \frac{\varepsilon}{2} \sum_{j \in K_{\Delta\Delta}} \xi(Q_j)^2. \quad (4.3) \]

In Section 4.1, we will improve this result by showing that the right-hand side of (4.1) can be bounded uniformly as \( \Delta \nearrow \mathbb{R}^d \).
4.1. Weak dependence on boundary conditions

In this section we prepare some technical estimates on the local specification kernels, which will be crucial to prove the existence of an associated Gibbs measure \( \mu \in G_t(\phi) \). To this end, we use an inductive scheme that is based on the consistency property (3.18). We start by deducing the following bound in the elementary cubes \( Q_k, k \in \mathbb{Z}^d \).

**Lemma 4.3.** Fix \( k \in \mathbb{Z}^d, \xi \in K(\mathbb{R}^d), \Delta \in \mathcal{B}_c(\mathbb{R}^d) \) and \( \lambda \in [0, A - m^\phi \|\phi^-\|_\infty] \). Then

\[
\int_{K(\mathbb{R}^d)} \exp \left\{ \lambda \eta(Q_k)^2 \right\} \pi_k(d\eta|\xi) \leq \exp \left\{ \Upsilon_\varepsilon + (\|\phi^-\|_\infty + \varepsilon C_\phi) \sum_{j \in \partial^s k} \xi(Q_j)^2 \right\},
\]

(4.4)

where \( \varepsilon > 0 \) is arbitrary and

\[
C_\phi := \theta g^d \|\phi\|_\infty, \\
\Upsilon_\varepsilon := C_\phi \left( 4\theta g^d + \frac{m^\phi}{\varepsilon} \right).
\]

(4.5)

**Proof.** The claim follows immediately by (3.10) and by the proof of Lemma 4.2.

\[\square\]

**Remark 4.4.** Estimate (4.4) states the so-called weak dependence on boundary conditions. Analytically this means, by choosing \( \lambda \in (m^\phi \|\phi^-\|_\infty, A - m^\phi \|\phi^-\|_\infty) \), that

\[
(\|\phi^-\|_\infty + \varepsilon C_\phi) m^\phi < \lambda < A - m^\phi \|\phi^-\|_\infty,
\]

which is always possible by (3.2) for small enough \( \varepsilon > 0 \). Applying Jensen’s inequality to both sides in (4.4), we get a Dobrushin’s type estimate (cf. Eq. (4.9) in [34])

\[
\int_{K(\mathbb{R}^d)} \eta(Q_k)^2 \pi_k(d\eta|\xi) \leq \frac{1}{\lambda} \left\{ \Upsilon_\varepsilon + (\|\phi^-\|_\infty + \varepsilon C_\phi) \sum_{j \in \partial^s k} \xi(Q_j)^2 \right\}.
\]

(4.6)

However, we cannot make a straightforward use of the Dobrushin existence [34, Theorem 1] for several technical reasons caused, e.g., by lacking a Polish metric on \( K(\mathbb{R}^d) \) and by the discontinuity of the specification kernels \( \pi_{\Delta}(d\eta|\xi) \) subject to the boundary condition \( \xi \in K(\mathbb{R}^d) \).

Consider now arbitrary large domains \( \Delta \subseteq \mathbb{R}^d \) as \( \mathcal{K} \ni \Delta \). Using the estimate (4.4) and the consistency property (3.18), our next step will be to get similar moment estimates for all specification kernels \( \pi_k(\eta|\xi) := \pi_{\Delta_k}(\eta|\xi) \).

**Proposition 4.5.** Let \( 0 \leq \lambda \leq A - m^\phi \|\phi^-\|_\infty \). Then there exists \( C_\lambda < \infty \) such that for all \( k \in \mathbb{Z}^d \) and \( \xi \in K(\mathbb{R}^d) \)

\[
\limsup_{\mathcal{K} \ni \Delta} \int_{K(\mathbb{R}^d)} \exp \left\{ \lambda \eta(Q_k)^2 \right\} \pi_{\Delta}(d\eta|\xi) \leq C_\lambda.
\]

(4.7)
Moreover, for each \( \alpha > 0 \) one finds proper \( \nu_{\alpha} > 0 \) and \( C_{\alpha} < \infty \) such that

\[
\limsup_{K, R \to \infty} \int_{K(\mathbb{R}^d)} \exp \left\{ \nu_{\alpha} M_{\alpha}(\eta)^2 \right\} \pi_K(d\eta|\xi) \leq C_{\alpha}. \tag{4.8}
\]

**Proof.** Without loss of generality, we assume that \( \lambda \in (m^\phi \|\phi^-\|_\infty, A - m^\phi \|\phi^-\|_\infty] \).

Let us define

\[
0 \leq n_k(K|\xi) := \log \left\{ \int_{K(\mathbb{R}^d)} \exp \left\{ \lambda \eta_j(Q_k)^2 \right\} \pi_K(d\eta|\xi) \right\}, \quad k \in \mathbb{Z}^d, \tag{4.9}
\]

which are finite by Lemma 4.2. In particular,

\[
n_k(K|\xi) := \Phi(\xi_k) \quad \text{if} \quad k \notin K.
\]

Next, we will find a global bound for the whole sequence \((n_k(K|\xi))_{k \in \mathbb{Z}^d}\), which then implies the required estimates on each of its components.

Integrating both sides of (4.4) with respect to \( \pi_K(d\eta|\xi) \) with an arbitrary \( \xi \in K \cap (\mathbb{R}^d) \) and taking into account the consistency property (3.18), we arrive at the following estimate for any \( k \in K \)

\[
n_k(K|\xi) \leq \Upsilon_\varepsilon + \log \left\{ \int_{K(\mathbb{R}^d)} \exp \left[ \left( \|\phi^-\|_\infty + \varepsilon C_\phi \right) \sum_{j \in \partial^\phi k} \xi(Q_j)^2 \right] \pi_K(d\eta|\xi) \right\}
+ \log \left\{ \int_{K(\mathbb{R}^d)} \exp \left[ \left( \|\phi^-\|_\infty + \varepsilon C_\phi \right) \sum_{j \in K \cap \partial^\phi k} \xi(Q_j)^2 \right] \pi_K(d\eta|\xi) \right\}. \tag{4.10}
\]

We will apply the multiple Hölder inequality

\[
\mu \left( \prod_{j=1}^K t_j^{f_j} \right) \leq \prod_{j=1}^K \mu^{f_j}(f_j), \quad \mu(f_j) := \int f_j \, d\mu, \tag{4.11}
\]

valid for any probability measure \( \mu \), nonnegative functions \( f_j \), and \( t_j \geq 0 \) such that \( \sum_{j=1}^K t_j \leq 1 \), \( K \in \mathbb{N} \). Choose \( \delta, \varepsilon > 0 \) such that

\[
0 < B_\varepsilon := (\|\phi^-\|_\infty + \varepsilon C_\phi) m^\phi < \delta \lambda < \lambda_0 := A - m^\phi \|\phi^-\|_\infty, \tag{4.12}
\]

where \( C_\phi \) is defined by (4.5). In our context \( f_j := \exp \left\{ \lambda \eta_j(\mathbb{R}^d)^2 \right\} \) and

\[
t_j := 1/\lambda \left( \|\phi^-\|_\infty + \varepsilon C_\phi \right), \quad \text{for} \quad j \in K \cap \partial^\phi k.
\]

Using this setting for (4.11), we deduce that the last summand in (4.10) is dominated by

\[
\sum_{j \in K \cap \partial^\phi k} \log \left\{ \int_{K(\mathbb{R}^d)} \exp \left( \lambda \eta_j(Q_j) \right) \pi_K(d\eta|\xi) \right\}^{t_j}
= 1/\lambda \left( \|\phi^-\|_\infty + \varepsilon C_\phi \right) \sum_{j \in K \cap \partial^\phi k} n_j(K|\xi). \tag{4.13}
\]
Let $\mathcal{K} \subseteq \mathbb{Z}^d$ contain a fixed point $k_0 \in \mathbb{Z}^d$. Let $\vartheta := R/g + \sqrt{d}$ be such that $|j - k_0| \leq \vartheta$ for all $j \in \partial \mathcal{K}$. Let us pick an $\alpha > 0$ small enough, so that $B_e e^{\alpha \vartheta} < \lambda$. We take the sum over $k \in \mathcal{K}$ of the terms $n_{k_0}(\mathcal{K}|\xi)$ with the weights $\exp\{-\alpha|k|\}$. After rearranging, by Eqs. (4.10) and (4.13) we get for each $k \in \mathcal{K}$

$$n_{k_0}(\mathcal{K}|\xi) \leq \sum_{k \in \mathcal{K}} [n_k(\mathcal{K}|\xi) \exp\{-\alpha|k|\}] \leq \left[1 - B_e e^{\alpha \vartheta}\right]^{-1} \left[\Upsilon_\varepsilon + B_e e^{\alpha \vartheta} ||\xi_{\mathcal{K}}||^2\right].$$

Note that

$$\left[1 - B_e e^{\alpha \vartheta}\right]^{-1} = 1 + \frac{B_e e^{\alpha \vartheta}}{\lambda - B_e e^{\alpha \vartheta}} \leq \frac{1}{1 - \delta e^{\alpha \vartheta}},$$

where we used (4.12). Plugging this back into (4.14), we get

$$n_{k_0}(\mathcal{K}|\xi) \leq \sum_{k \in \mathcal{K}} [n_k(\mathcal{K}|\xi) \exp\{-\alpha|k|\}] \leq \left[\Upsilon_\varepsilon + B_e e^{\alpha \vartheta} M_\alpha(\xi_{\mathcal{K}})\right] \left(\frac{1}{1 - \delta e^{\alpha \vartheta}}\right).$$

Since $M_\alpha(\xi_{\mathcal{K}})$ tends to zero as $\mathcal{K} \nearrow \mathbb{Z}^d$, we obtain for each $k_0 \in \mathbb{Z}^d$

$$\limsup_{\mathcal{K} \nearrow \mathbb{Z}^d} \sum_{k \in \mathcal{K}} [n_k(\mathcal{K}|\xi) \exp\{-\alpha|k|\}] \leq \Upsilon_\varepsilon \left(\frac{1}{1 - \delta e^{\alpha \vartheta}}\right),$$

and thus, by letting $\alpha \searrow 0$, we complete the proof of (4.7)

$$\limsup_{\mathcal{K} \nearrow \mathbb{Z}^d} n_{k_0}(\mathcal{K}|\xi) \leq \frac{1}{1 - \delta} \Upsilon_\varepsilon =: \log C_{\lambda}.$$

So, we have for each $\lambda$ fulfilling (4.12) (and hence also for all $\lambda \leq \lambda_0 := A - m^{\vartheta}||\phi^-||_\infty$)

$$\limsup_{\mathcal{K} \nearrow \mathbb{Z}^d} \int_{\mathcal{K}^{(\mathcal{K})}} \exp\left\{\lambda \eta(Q_k)^2\right\} \pi_{\mathcal{K}}(d\eta|\xi) \leq C_{\lambda}.$$

By the Hölder inequality (4.11) we see that Eq. (4.8) holds with

$$\nu_\alpha := \lambda \left[\sum_{k \in \mathbb{Z}^d} \exp\{-\alpha|k|\}\right]^{-1}.$$  

Indeed, we have

$$\int_{\mathcal{K}^{(\mathcal{K})}} \exp\left\{\nu_\alpha \sum_{k \in \mathbb{Z}^d} \eta(Q_k)^2 e^{-\alpha|k|}\right\} \pi_{\mathcal{K}}(d\eta|\xi) \leq \left(\sum_{k \in \mathcal{K}} n_k(\mathcal{K}|\xi) \exp\{-\alpha|k|\}\right) e^{M_\alpha(\xi_{\mathcal{K}})^2}. $$
Hence, using also (4.16), we deduce

\[
\limsup_{K \nearrow \mathbb{R}^d} \int_{K(\mathbb{R}^d)} \exp \left\{ \nu \alpha M(\alpha) \right\} \pi_K(\eta) \leq \exp \left\{ \Upsilon \left( \frac{1}{1 - \delta e^\alpha} \right) \right\} =: C_\alpha, \tag{4.20}
\]

which completes the proof of (4.8).

An important corollary of the above proposition claims uniform bounds for local Gibbs states:

**Corollary 4.6.** Let Assumption (φ) hold. Then for all \( \Delta \in \mathcal{Q}_c(\mathbb{R}^d) \) and \( N \in \mathbb{N} \) there exists \( C(\Delta, N) < \infty \) such that

\[
\limsup_{\Delta \nearrow \mathbb{R}^d} \int_{\mathbb{R}^d} \eta(\Delta)^N \pi_\Delta(\eta) \leq C(\Delta, N) < \infty,
\]

where \( C(\Delta, N) \) can be chosen uniformly for all \( \xi \in \mathbb{K}(\mathbb{R}^d) \).

### 4.2. Local equicontinuity

A Gibbs measure \( \mu \in G(\phi) \) will be constructed as a cluster point of the net of specification kernels \( \{\pi_\Delta\}_{\Delta \in \mathcal{Q}_c(\mathbb{R}^d)} \). To this end, an important step is to establish the equicontinuity of the local specification, which yields the existence of limit points in a proper topology.

**Definition 4.7.** On the space of all probability measures \( \mathcal{P}(\mathbb{K}(\mathbb{R}^d)) \) we introduce the topology of \( \mathcal{Q} \)-local convergence. This topology, which we denote by \( \mathcal{T}_\mathcal{Q} \), is defined as the coarsest topology making the maps \( \mathcal{P}(\mathbb{K}(\mathbb{R}^d)) \ni \mu \mapsto \mu(\mathcal{B}) \) continuous for all sets \( \mathcal{B} \in \mathcal{B}_\mathcal{Q}(\mathbb{K}(\mathbb{R}^d)) \). Here,

\[
\mathcal{B}_\mathcal{Q}(\mathbb{K}(\mathbb{R}^d)) := \bigcup_{\Delta \in \mathcal{Q}_c(\mathbb{R}^d)} \mathcal{B}_\Delta(\mathbb{K}(\mathbb{R}^d)) \tag{4.21}
\]

denotes the algebra of all local events associated with the partition cubes, where \( \mathcal{B}_\Delta(\mathbb{K}(\mathbb{R}^d)) := \mathbb{P}_\Delta^{-1}(\mathcal{B}(\Delta )) \) and the canonical projections \( \mathbb{P}_\Delta \) were defined by (2.5).

Note that the topology of local convergence is not metrizable (see [12, p. 57]. So, to describe the corresponding convergence one has to consider nets instead of sequences. Let us recall that a subset of measures from \( \mathcal{P}(\mathbb{K}(\mathbb{R}^d)) \) is relative compact iff each of its net has a cluster point in \( \mathcal{P}(\mathbb{K}(\mathbb{R}^d)) \); furthermore, every cluster point can be obtained as a limit of a certain subnet. A sufficient condition for the existence of cluster points is the so-called equicontinuity property.

More precisely, we modify [13, Definition 4.6] to fit our setting:

**Definition 4.8.** Fix \( \xi \in \mathbb{K}(\mathbb{R}^d) \). The net \( \{\pi_\Delta(\eta) \mid \Delta \in \mathcal{Q}_c(\mathbb{R}^d)\} \) is called \( \mathcal{Q} \)-locally equicontinuous if for all \( \Delta \in \mathcal{Q}_c(\mathbb{R}^d) \) and for each sequence \( \{B_N\}_{N \in \mathbb{N}} \subset B_\Delta(\mathbb{K}(\mathbb{R}^d)) \) with \( B_N \downarrow \emptyset \)

\[
\lim_{N \to \infty} \limsup_{\Delta \nearrow \mathbb{R}^d} \pi_\Delta(B_N) = 0. \tag{4.22}
\]
A crucial issue (resulting from [13, Proposition 4.9]) is that each $Q$-local equicontinuous net has at least one $\tau_Q$-cluster point in $P(K(\mathbb{R}^d))$ (cf. [35, Proposition 5.3]). As indicated above, our first aim is to prove the $Q$-local equicontinuity for the specification kernels.

**Proposition 4.9.** Let Assumption (\(\phi\)) hold. Then for each fixed $\xi \in K^1(\mathbb{R}^d)$ the net $\{\pi_{\Delta}(d\eta|\xi) | \Delta \in Q_c(\mathbb{R}^d)\}$ is locally equicontinuous.

**Corollary 4.10.** Let Assumption (\(\phi\)) hold and fix some order generating sequence $\{\Delta_N\}_{N \in \mathbb{N}} \subset Q_c(\mathbb{R}^d)$. Then, for each boundary condition $\xi \in K^1(\mathbb{R}^d)$, (a subsequence of) $\{\pi_{\Delta_N}(\xi)\}_{N \in \mathbb{N}}$ converges $Q$-locally to a probability measure $\mu \in P(K(\mathbb{R}^d))$, that means for all $B \in B_Q(K(\mathbb{R}^d))$

$$\pi_{\Delta_N}(B(\xi)) \to \mu(B) \text{ as } N \to \infty.$$  

**Proof.** The claim follows by combining Proposition 4.9 with [13, Propositions 4.9 and 4.15] and [33, Theorem V.3.2].

**Proof of Proposition 4.9.** We will split the set $B_N$ and then use the support property (cf. Corollary 4.6), the consistency property (3.18) and the lower bound for a partition function (cf. Lemma 3.3) to estimate the two summands. (The basic idea is given by an adaption of the arguments used for proving [13, Theorem 4.12 and Corollary 4.13]{c} to the configuration space setting, cf. also [25].)

Let us fix any $\Delta \in Q_c(\mathbb{R}^d)$, and let $\{B_N\}_{N \in \mathbb{N}}$ be any sequence of sets from $B_{\Delta}(K(\mathbb{R}^d))$ such that $B_N \nrightarrow \varnothing$ as $N \to \infty$. Consider the following Borel subsets in $K(\mathbb{R}^d)$ consisting of those measures $\eta$ whose local masses over $U$ are bounded by a given $T > 0$,

$$K[U,T] := \{ \eta \in K(\mathbb{R}^d) \mid \eta(U) \leq T \}, \quad T > 0,$$

where we define, using (FR),

$$U := \bigcup_j \{Q_j \mid \exists x \in Q_j, \exists y \in \Delta : |x - y| \leq R \} \in Q_c(\mathbb{R}^d). \quad (4.23)$$

For each $\xi \in K(\mathbb{R}^d)$ and $\Delta \in Q_c(\mathbb{R}^d)$ which contains $\Delta$, we have by the consistency property

$$\pi_{\Delta}(B_N|\xi) = \pi_{\Delta}(B_N \cap [K(U,T)]^c|\xi) + \int_{K(\mathbb{R}^d)} \pi_{\Delta}(B_N \cap [K(U,T)]|\eta)\pi_{\Delta}(d\eta|\xi)$$

$$= \pi_{\Delta}(B_N \cap [K(U,T)]^c|\xi) + \int_{K(\mathbb{R}^d)} \frac{1}{Z_{\Delta}(\eta)} \int_{K(\Delta)} \|B_N \cap [K(U,T)](\rho_{\Delta} \cap \eta_{\Delta}) \| \exp \{-H_{\Delta}(\rho_{\Delta}|\eta)\} \phi_{\Delta}(d\rho_{\Delta}) \pi_{\Delta}(d\eta|\xi). \quad (4.24)$$

By Chebyshev’s inequality and Corollary 4.6 we get

$$\limsup_{\Delta \in Q_c(\mathbb{R}^d)} \pi_{\Delta}(K[U,T]|\xi) = \limsup_{\Delta \in Q_c(\mathbb{R}^d)} \pi_{\Delta}(\{ \eta \in K(\mathbb{R}^d) : \eta(U) > T \}|\xi)$$

$$\leq \limsup_{\Delta \in Q_c(\mathbb{R}^d)} \int_{K(\mathbb{R}^d)} \frac{\eta(U)}{T} \pi_{\Delta}(d\eta|\xi) \leq \frac{1}{T} C(U,1) < \infty, \quad (4.25)$$
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which vanishes as $T \nearrow \infty$.

On the other hand, for all $\eta \in \mathcal{K}(\mathbb{R}^d)$ and $\Delta \in \mathcal{Q}_c(\mathbb{R}^d)$ containing $\hat{\Delta}$, we estimate the outer integrand (using (3.14), (3.9) and the elementary inequality $|ab| \leq 1/2(a^2 + b^2)$ for $a, b \in \mathbb{R}$) as follows

$$
\frac{1}{Z_{\Delta}(\eta)} \int_{\mathcal{K}(\hat{\Delta})} \mathbb{I}_{B_{\Delta} \cap \mathcal{K}(U,T)}(\rho_{\Delta} \cup \eta_{\Delta^v}) \exp \{-H_{\hat{\Delta}}(\rho_{\Delta} | \eta_{\Delta_v})\} \mathcal{G}_{\Delta}(d\rho_{\Delta})
$$

$$
\leq \exp \left\{ \|\phi\|_\infty \left( C_{\Delta}^2 + C_{\Delta_v} \cdot \eta_{\Delta^v}(U) \right) \right\} \int_{\mathcal{K}(\hat{\Delta})} \mathbb{I}_{B_{\Delta} \cap \mathcal{K}(U,T)}(\rho_{\Delta} \cup \eta_{\Delta^v}) \exp \left\{ \|\phi\|_\infty \left( \rho(\hat{\Delta})^2 + 2 \rho(\hat{\Delta}) \eta_{\Delta^v}(U) \right) \right\} \mathcal{G}_{\Delta,\rho}(d\rho)
$$

$$
\leq \exp \left\{ \|\phi\|_\infty \left( C_{\Delta}^2 + 1/2T^2 + 1/2C_{\Delta}^2 \right) \right\} e^{3\|\phi\|_\infty T} \mathcal{G}_{\Delta,\rho}(B_{\Delta} \cap \mathcal{K}(U,T))
$$

$$
\leq C e^{4\|\phi\|_\infty T} \mathcal{G}_{\Delta,\rho}(B_{\Delta}) < \infty,
$$

where $C$ is an appropriate constant. Summing up, we get

$$
\pi_{\Lambda}(B_{\Delta} \cap \mathcal{K}(U,T) | \xi) \leq C e^{4\|\phi\|_\infty T} \mathcal{G}_{\Delta,\rho}(B_{\Delta}) ,
$$

which tends to zero for $B_{\Delta} \nearrow \emptyset$. Plugging (4.25) and (4.26) back into (4.24), we get the equicontinuity of the family $\{\pi_{\Lambda}(d\eta | \xi) | \Lambda \in \mathcal{Q}_c(\mathbb{R}^d)\}$ required in Eq. (4.22).

4.3. Existence of Gibbs measures

Now we are in position to deduce the main result. Namely, we show that each limit point that we obtained by the local equicontinuity proved above is indeed a Gibbs measure.

**Theorem 4.11.** Let $\phi : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be such that Assumption $(\phi)$ holds. Then there exists a Gibbs measure $\mu$ (at least one) corresponding to the potential $\phi$ and the Gamma measure $G_0$, which is supported by $\mathbb{R}^k(\mathbb{R}^d)$. Therefore,

$G^k(\phi) \neq \emptyset$.

Furthermore, the set $G^k(\phi)$ is relatively compact in the topology $\mathcal{T}_\mathcal{Q}$.

**Proof.** Fix some order generating sequence $\Delta_N \nearrow \mathbb{R}^d$, $\Delta_N \in \mathcal{Q}_c(\mathbb{R}^d)$, and a boundary condition $\xi \in \mathbb{R}^k(\mathbb{R}^d)$. By Corollary 4.10, (a subsequence of) $\{\pi_{\Delta_N}(d\eta | \xi)\}_{N \in \mathbb{N}}$ converges $\mathcal{Q}$-locally to a probability measure $\mu \in \mathcal{P}(\mathbb{R}^d)$. The limit point $\mu$ is surely Gibbs. Indeed, the DLR property can be derived easily: Fix $\Delta \in \mathcal{Q}_c(\mathbb{R}^d)$ and $B \in \mathcal{B}_\mathcal{Q}(\mathbb{R}^d)$ arbitrarily. By (FR) and (4.23) we can justify the following equations to get the (DLR) one.

$$
\int_{\mathbb{R}^d} \pi_{\Delta}(B | \eta) \mu(d\eta) \overset{1}{=} \lim_{N \to \infty} \int_{\mathbb{R}^d} \pi_{\Delta}(B | \eta_{\Delta_N}) \pi_{\Delta_N}(d\eta | \xi)
$$

$$
\overset{2}{=} \lim_{N \to \infty} \int_{\mathbb{R}^d} \pi_{\Delta}(B | \eta_{\Delta_N}) \pi_{\Delta_N}(d\eta | \xi)
$$

$$
\overset{3}{=} \lim_{N \to \infty} \int_{\mathbb{R}^d} \pi_{\Delta}(B | \eta) \pi_{\Delta_N}(d\eta | \xi)
$$

$$
\overset{4}{=} \lim_{N \to \infty} \pi_{\Delta_N}(B | \xi)
$$

$$
\overset{5}{=} \mu(B).
$$

(4.27)
The first and third equality follow by the choice of $U_\Delta$, the second and fifth one by the definition of $\mu$ and the fourth one by the consistency of the local specifications (cf. (3.18)).

The relative compactness of $G^t(\phi)$ follows analogously. Indeed, similarly as above one shows that every net in $G(\phi)$ has a $T_\mathcal{Q}$-cluster point in $\mathcal{P}(K(\mathbb{R}^d))$, which is (reasoning as in Eq. (4.27)) a Gibbs measure.

4.4. Moment estimates for Gibbs measures

**Theorem 4.12.** Let Assumption $(\phi)$ hold. Then, for each $\lambda \in [0, M - m^0 \| \phi \|_\infty]$ there exists an (explicitely computable) $C_\lambda < \infty$ such that uniformly for all $\mu \in G^t(\phi)$

$$
\sup_{k \in \mathbb{Z}^d} \int_{K(\mathbb{R}^d)} \exp \{ \lambda \eta(Q_k)^2 \} \mu(d\eta) \leq C_\lambda. \tag{4.28}
$$

Furthermore, for each $\alpha > 0$ one finds a certain $\nu_\alpha > 0$ such that for all $\mu \in G^t(\phi)$

$$
\int_{K(\mathbb{R}^d)} \exp \{ \nu_\alpha M(\eta)^2 \} \mu(d\eta) \leq C_\alpha. \tag{4.29}
$$

Here, $C_\lambda$ and $C_\alpha$ are the same constants as in (4.18) resp. (4.20).

**Proof.** Let us only prove (4.29); the proof of (4.28) is similar. Using Beppo Levi, we have

$$
\int_{K(\mathbb{R}^d)} \exp \{ \nu_\alpha M(\eta)^2 \} \mu(d\eta) = \lim_{M \to \infty} \int_{K(\mathbb{R}^d)} \exp \{ \nu_\alpha M(\eta)^2 \wedge M \} \mu(d\eta). \tag{4.30}
$$

By the DLR equation the right-hand side equals

$$
\lim_{M \to \infty} \lim_{\Delta \to \mathbb{R}^d} \int_{K(\mathbb{R}^d)} \int_{K(\mathbb{R}^d)} \exp \{ \nu_\alpha M(\eta)^2 \wedge M \} \pi_\Delta(d\eta|\xi) \mu(d\xi).
$$

By Lebesgue’s dominated convergence theorem, the latter equals

$$
\lim_{M \to \infty} \int_{K(\mathbb{R}^d)} \left( \lim_{\Delta \to \mathbb{R}^d} \int_{K(\mathbb{R}^d)} \exp \{ \nu_\alpha M(\eta)^2 \wedge M \} \pi_\Delta(d\eta|\xi) \right) \mu(d\xi).
$$

Since $\mu(K^t(\mathbb{R}^d)) = 1$, we may apply the uniform bound proven in Proposition 4.5 (cf. (4.8)). Thus, the right-hand side in (4.30) is dominated by $C_\alpha$, which was to be shown.

**Corollary 4.13.** Let Assumption $(\phi)$ be fulfilled. For each $\Delta \in \mathcal{Q}_c(\mathbb{R}^d)$ and $\lambda > 0$, there exists $C_\lambda(\Delta) > 0$ such that for all $\mu \in G^t(\phi)$

$$
\int_{K(\mathbb{R}^d)} e^{\lambda \phi(\Delta)} \mu(d\eta) < C_\lambda(\Delta). \tag{4.31}
$$
One important consequence of the \textit{a-priori} bound \eqref{eq:4.28} is that any \( \mu \in G^t(\phi) \) is \textit{a-posteriori} carried by the (much smaller) Borel subset

\[
\mathcal{K}^s(\mathbb{R}^d) := \{ \eta \in \mathcal{K}(\mathbb{R}^d) \mid \forall b > d \, \exists K_{\eta,b} \in \mathbb{N} : \eta(Q_k)^2 \leq b \log(1 + |k|) \quad \text{if} \; k \in \mathbb{Z}^d \text{ with } |k| > K_{\eta,b} \}.
\]

\textbf{Proposition 4.14.} For all \( \mu \in G^t(\phi) \)

\[
\mu(\mathcal{K}^s(\mathbb{R}^d)) = 1.
\]

\textit{Proof.} Obviously, \( \mathcal{B}(\mathcal{K}(\mathbb{R}^d)) \supset \mathcal{K}^s(\mathbb{R}^d) \subset \mathcal{K}^t(\mathbb{R}^d) \). The compliment to \( \mathcal{K}^s(\mathbb{R}^d) \) can be written as

\[
[\mathcal{K}^s(\mathbb{R}^d)]^c = \bigcup_{b > d} \bigcap_{K \in \mathbb{N}} \bigcup_{|k| \geq K} [\mathcal{K}_k(b)]^c,
\]

where

\[
\mathcal{K}_k(b) := \{ \eta \in \mathcal{K}(\mathbb{R}^d) \mid \eta(Q_k)^2 \leq b \log(1 + |k|) \}.
\]

By Chebyshev’s inequality and Eq. \eqref{eq:4.28}

\[
\mu([\mathcal{K}_k(b)]^c) \leq C^s \lambda (1 + |k|)^{-b};
\]

and therefore by \eqref{eq:4.32}

\[
\mu \left( [\mathcal{K}^s(\mathbb{R}^d)]^c \right) \leq C^s \lambda \lim_{b \downarrow d} \lim_{K \to \infty} \sum_{|k| \geq K} (1 + |k|)^{-b} = 0.
\]

\[\square\]

5. Some remarks and generalizations

1. The existence result also holds for \textit{all} nonnegative (bounded) potentials \( \phi \) with finite interaction range. For these potentials, we have for all \( \Delta, \tilde{\Delta} \in Q_c(\mathbb{R}^d) \) the following estimate (cf. \cite[Propositions 4.2.3 and 4.5.5]{16})

\[
\int_{\mathcal{K}(\mathbb{R}^d)} \eta(\Delta) \pi_{\Delta}(d\eta|\xi) \leq \theta m(U\Delta) + \xi_{\tilde{\Delta}}(\Delta).
\]

Plugging this into \eqref{eq:4.25} and using that even \( Z_{\tilde{\Delta}}(\gamma) \leq 1 \), one obtains the local equicontinuity. The rest of the arguments works simultaneously (cf. \cite[Section 4.2]{16}).

2. In general, Theorems 4.11 and 4.12 can be extended to any locally compact \textit{Polish space} \( X \), which is equipped with a non-atomic measure \( m \). But, the conditions on the potential are much more complex and technical (cf. \cite[Chapter 5, esp. Theorem 5.2.8]{16}). Moreover, the results presented here can be reformulated in the setting of configuration spaces over \( \mathbb{R}^*_+ \times \mathbb{R}^d \). Then, the class of potentials and measures for which one can construct Gibbs perturbations on \( \Gamma(\mathbb{R}^*_+ \times \mathbb{R}^d) \) so far (cf. Remark 4.1) is considerably enriched. All details, including the precise general framework, can be found in \cite[Chapters 4 and 5]{16}.
3. The above results (including Theorems 4.11 and 4.12) also hold for any Lévy process on the cone $\mathbb{K}(\mathbb{R}^d)$, instead the Gamma process $G_\theta$ we mainly deal with in this paper. The only thing needed is the assumption that the first two moments of the corresponding Lévy intensity measure $\lambda$ are finite. In other words, $\lambda$ is a Radon measure on $\mathbb{R}^*_+$ satisfying

$$\lambda(\mathbb{R}^*_+) = \infty, \quad \int_{\mathbb{R}^*_+} s\lambda(ds) < \infty \quad \text{and} \quad \int_{\mathbb{R}^*_+} s^2\lambda(ds).$$

According to [41], a Lévy measure $G_\lambda$ on the cone $(\mathbb{K}(\mathbb{R}^d), B(\mathbb{K}(\mathbb{R}^d)))$ over the location space $(\mathbb{R}^d, B(\mathbb{R}^d), m)$ with Lévy (intensity) measure $\lambda$ on $\mathbb{R}^*_+$ is characterized by its Laplace transform

$$E_{G_\lambda} \left[ \exp \left( -\langle \varphi, \cdot \rangle \right) \right] = \exp \left( -\int_{\mathbb{R}^*_+ \times \mathbb{R}^d} (1 - e^{-\varphi(z)s})\lambda(ds)m(dx) \right), \quad \varphi \in C^+_0(\mathbb{R}^d). \quad (5.1)$$

The existence of such $G_\lambda$ follows from the observation (cf. e.g. [43] or [24, Proposition 3.2]) that the Laplace transform (5.1) defines a so-called compound Poisson measure (with $\int_{\mathbb{R}^*_+ \times \mathbb{R}^d} (1 - e^{-\varphi(z)s})\lambda(ds)$ being the Kolmogorov characteristic) on $(\mathcal{D}'(\mathbb{R}^d), B(\mathbb{R}^d))$. Then, a standard analysis shows that this measure is supported by $\mathbb{K}(\mathbb{R}^d)$ and hence coincides with $G_\lambda$.

4. More generally, the construction scheme for Gibbs measures on $\mathcal{M}_+(\mathbb{R}^d) \supset \mathbb{K}(\mathbb{R}^d)$ outlined above works for any reference measure $\nu \in \mathcal{P}(\mathcal{M}_+(\mathbb{R}^d))$ fulfilling the following properties (cf. (2.6) and (2.7)):

(a) For all $\Delta \in B_c(\mathbb{R}^d)$, we have

$$C_\Delta := \int_{\mathcal{M}_+(\mathbb{R}^d)} \left[ \eta(\Delta) + \eta(\Delta)^2 \right] \nu(d\eta) < \infty. \quad (5.2)$$

(b) For any $N \in \mathbb{N}$, disjoint $\Delta_1, \ldots, \Delta_N \in B_c(\mathbb{R}^d)$ and $\varphi_1, \ldots, \varphi_N \in L^\infty(\mathbb{R})$, it holds

$$\int_{\mathbb{K}(\mathbb{R}^d)} \prod_{i=1}^N \varphi_i(\eta(\Delta_i)) G_\theta(d\eta) = \prod_{i=1}^N \int_{\mathbb{K}(\mathbb{R}^d)} \varphi_i(\eta(\Delta_i)) G_\theta(d\eta). \quad (5.3)$$

Indeed, the first property ensures that Lemma 3.3 holds and the second one that the local specification is consistent. Then the rest of the arguments also work. All random measures on $\mathcal{D}'(\mathbb{R}^d)$ obeying the independency (or locality) property (5.3) are completely described by a Lévy-Khintchine-type formula for their characteristic functionals (see Chapter III in [10] for $d = 1$ and Theorem 5 in [37] for $d \geq 2$). According to Theorem 7.1 in [20], each random measure on $\mathcal{M}(\mathbb{R}^d)$ with independent increments is infinitely divisible, apart from at most countable many fixed atoms. For a general theory of such so-called (completely) random measures on Polish spaces and their connection with Poisson processes, see Chapter 8 in [22].

5. Analogously to the case of Gamma measures (cf. [18]), equilibrium diffusions corresponding to theses Gibbs measures can be constructed via the general Dirichlet form approach for these Gibbs measures. For positive
potentials this is presented in [16, Theorem 7.4.4]. For the case of general stable interactions see the forthcoming paper [17]. This construction presumes additional information about the integrability of \( \mu \in G^t(\phi) \) (like those established in Theorem 4.12).

6. It is an challenging open problem to extend Ruelle’s technique of super-stable estimates to Gibbs states on the cone \( K(R^d) \). So far, this has been worked out on marked configuration spaces with bounded marks \( s_i \)’s or finite measures \( \lambda(ds) \) on them (cf. [29]). As it is seen from Lemma 3.2, to modify Ruelle’s estimates in our setting it would be natural to use the local masses \( \eta(Q_k) \in R_+ \) instead of the counting mappings \( |\tau(\eta_k)| \in Z^d \).

7. In this paper we do not touch the uniqueness problem for \( \mu \in G^t(\phi) \). The required uniqueness can be achieved by small values of \( \|\phi^-\|_\infty \) or the shape parameter \( \theta \). To this end, one can apply an appropriate modification of Dobrushin’s uniqueness criterion, which will be done in a subsequent paper. An important ingredient of the uniqueness proof is the «one-point» moment bound established in (4.6).

6. More properties of the Gamma measure

For the interested reader, we give some more useful details concerning properties of the Gamma measures. Namely, we show that a Gamma measure is closely related to a certain Poisson measure and that it admits a Mecke type characterization.

6.1. Explicit construction of the Gamma measures

Let \( m \) be a non-atomic Radon measure on \( (R^d, B(R^d)) \). On \( R_+^* := (0, \infty) \) being equipped with the metric

\[
d_{R_+^*}(s_1, s_2) := \left| \log \frac{s_1}{s_2} \right|, \quad s_1, s_2 \in R_+^*
\]

and with the Borel \( \sigma \)-algebra \( B(R_+^*) \) (that coincides, of course, with \( B(R) \cap R_+^* \)), we consider the Lévy measure

\[
\lambda_\theta(dt) := \frac{\theta}{t} e^{-t} dt
\]

with a fixed shaped parameter \( \theta > 0 \). Each \( \hat{x} = (s_x, x) \) from the product space \( \hat{R}^d := R_+^* \times R^d \) may describe a particle with a mark \( s_x \) being located at a position \( x \in R^d \).

In our considerations the configurations space \( \Gamma(\hat{R}^d) \) over \( \hat{R}^d \) will play a central role. It is defined as

\[
\Gamma(\hat{R}^d) := \{ \gamma \subset \hat{R}^d \mid |\gamma_\Lambda| < \infty, \quad \forall \Lambda \in B_c(\hat{R}^d) \},
\]

where \( \Lambda \in B_c(\hat{R}^d) \) is a Borel set with compact closure and \( |\gamma_\Lambda| \) denotes the set cardinality of \( \gamma_\Lambda := \gamma \cap \Lambda \).

It is well-known that \( \Gamma(\hat{R}^d) \) is a Polish space in the vague topology inherited from \( M(\hat{R}^d) \). By \( B(\Gamma(\hat{R}^d)) \) we denote the associated Borel \( \sigma \)-algebra, which also coincides with the smallest \( \sigma \)-algebra generated by the cylinder sets \( \{ \gamma \in \hat{R}^d \mid \)
\[ \Gamma(\hat{\mathbb{R}}^d) \mid |\gamma| = n, \, \Lambda \in B_c(\hat{\mathbb{R}}^d), \, n \in \mathbb{Z}_+ := \mathbb{N} \cup \{0\}. \] On \((\Gamma(\hat{\mathbb{R}}^d), B(\Gamma(\hat{\mathbb{R}}^d)))\), we consider the Poisson measure \(P\), the Poisson measure within the set of all probability measures \((\hat{\mathbb{R}}^d, B(\hat{\mathbb{R}}^d))\). It is given through its Laplace transform (see, e.g., [1, 5, 10, 20]),

\[
\int_{\Gamma(\hat{\mathbb{R}}^d)} \exp\{-\langle f, \gamma \rangle\} P(d\gamma) = \exp \left\{ \int_{\hat{\mathbb{R}}^d} \left( e^{-f(\hat{x})} - 1 \right) \lambda_\theta \otimes m(d\hat{x}) \right\}, \quad f \in C_0^+ (\hat{\mathbb{R}}^d).
\]

Here, we define for any \(B(\hat{\mathbb{R}}^d)\)-measurable function \(f : \hat{\mathbb{R}}^d \to \mathbb{R}_+\) the pairing \(\langle f, \gamma \rangle := \sum_{\hat{x} \in \gamma} f(\hat{x})\).

We explain a constructive approach to define \(P_\theta\). For each \(\Lambda \in B_c(\hat{\mathbb{R}}^d)\), the Poisson measure \(P_\theta^\Lambda\) on

\[
\Gamma(\Lambda) := \{ \gamma \in \Gamma(\hat{\mathbb{R}}^d) \mid |\gamma| \leq n \} = \bigcup_{n \geq 0} \{ \gamma \in \Gamma(\Lambda) \mid |\gamma| = n \}
\]

with intensity measure \(\lambda_\theta \otimes m\) is given by

\[
P_\theta^\Lambda := e^{-\lambda_\theta \otimes m(\Lambda)} \sum_{n \geq 0} \frac{1}{n!} (\lambda_\theta \otimes m)^{\otimes n}.
\]

Due to the consistency of the family \(\{P_\theta^\Lambda \mid \Lambda \in B_c(\hat{\mathbb{R}}^d)\}\), by Kolmogorov’s theorem there exists a unique probability measure \(P_\theta\) on \((\Gamma(\hat{\mathbb{R}}^d), B(\Gamma(\hat{\mathbb{R}}^d)))\) such that

\[
P_\theta \circ \mathbb{P}_\Lambda^{-1} = P_\theta^\Lambda,
\]

where \(\mathbb{P}_\Lambda\) is the projection from \(\Gamma(\hat{\mathbb{R}}^d)\) to \(\Gamma(\Lambda)\): \(\mathbb{P}_\Lambda(\gamma) := \gamma \cap \Lambda\).

**Remark 6.1.** The Mecke identity (cf. Satz 3.1 in [30]) is a useful characterization of the Poisson measure within the set of all probability measures \(\nu\) in \(\mathbb{M}_+(\hat{\mathbb{R}}^d)\) having finite first local moments, i.e.,

\[
\int_\Lambda \langle 1, \gamma \rangle \nu(d\gamma) < \infty \text{ for all } \Lambda \in B_c(\hat{\mathbb{R}}^d).
\]

Let \(F : \hat{\mathbb{R}}^d \times \mathbb{M}_+(\hat{\mathbb{R}}^d) \to \mathbb{R}_+\) be a \(B(\hat{\mathbb{R}}^d) \times B(\mathbb{M}_+(\hat{\mathbb{R}}^d))\)-measurable function. Then

\[
\int_{\mathbb{M}_+(\hat{\mathbb{R}}^d)} \int_{\hat{\mathbb{R}}^d} F(\hat{x}, \gamma) \gamma(d\hat{x}) P_\theta(d\gamma)
= \int_{\hat{\mathbb{R}}^d} \int_{\mathbb{M}_+(\hat{\mathbb{R}}^d)} F(\hat{x}, \gamma + \delta_\gamma) P_\theta(d\gamma) \lambda_\theta \otimes m(d\hat{x})
\]

and the family of these equations with all such \(F\)'s uniquely determines \(P_\theta\).

We identify a smaller set \(\Gamma_P(\hat{\mathbb{R}}^d) \subset \Gamma(\hat{\mathbb{R}}^d)\) that carries \(P_\theta\): To that end, we introduce the set of pinpointing configurations

\[
\Gamma_P(\hat{\mathbb{R}}^d) := \{ \gamma \in \Gamma(\hat{\mathbb{R}}^d) \mid \forall (s_1, x_1), (s_2, x_2) \in \gamma: x_1 = x_2 \Rightarrow s_1 = s_2 \}.
\]
For all $\gamma \in \Gamma_p(\hat{\mathbb{R}}^d)$ and $\Delta \in B_c(\mathbb{R}^d)$ we define a local mass via

$$\gamma(\Delta) := \sum_{\hat{x} = (s_x, x) \in \gamma} s_x \mathbb{1}_\Delta(x) = \int_{\mathbb{R}^d} s_x \mathbb{1}_\Delta(x) \gamma(d\hat{x}).$$

Combining these two definitions, we specify the set of pinpointing configurations with finite local mass

$$\Gamma_f(\hat{\mathbb{R}}^d) := \{ \gamma \in \Gamma_p(\hat{\mathbb{R}}^d) \mid \gamma(\Delta) < \infty, \forall \Delta \in B_c(\mathbb{R}^d) \} \quad (6.2)$$

and the corresponding $\sigma$-algebra $B(\Gamma_f(\hat{\mathbb{R}}^d)) := \{ A \cap \Gamma_f(\hat{\mathbb{R}}^d) \mid A \in B(\Gamma(\hat{\mathbb{R}}^d)) \}$.

An important observation (cf. [24, Proposition 3.4] and [16, Theorems 2.2.4 and 2.2.9]), which enables us to construct the Gamma measure, is

$$P_\theta(\Gamma_f(\hat{\mathbb{R}}^d)) = 1. \quad (6.3)$$

For our further considerations it is crucial that there exists a bijection between $\Gamma_f(\hat{\mathbb{R}}^d)$ and the cone of discrete Radon measures $\mathbb{K}(\mathbb{R}^d)$ (cf. Eq. (2.2)). This bijection, being even a homeomorphism, is defined by

$$T : \Gamma_f(\hat{\mathbb{R}}^d) \rightarrow \mathbb{K}(\mathbb{R}^d) \quad \gamma = \{(s_x, x) \mid \sum_{(s_x, x) \in \gamma} s_x \delta_x. \quad (6.4)$$

**Theorem 6.2.** The image $\sigma$-algebra of $B(\Gamma_f(\hat{\mathbb{R}}^d))$ and $B(\mathbb{K}(\mathbb{R}^d))$ coincide, i.e.,

$$B(\mathbb{K}(\mathbb{R}^d)) = \{ T(A \cap \Gamma_f(\hat{\mathbb{R}}^d)) \mid A \in B(\Gamma(\hat{\mathbb{R}}^d)) \}. \quad (6.5)$$

Moreover, the image measure $P_\theta \circ T^{-1}$ of (the restriction of) $P_\theta$ (to $\Gamma_f(\hat{\mathbb{R}}^d)$) under $T$ coincides with the Gamma measure $G_\theta$, i.e., for all bounded measurable $F : \mathbb{K}(\mathbb{R}^d) \rightarrow \mathbb{R}$

$$\int_{\mathbb{K}(\mathbb{R}^d)} F(\eta) G_\theta(d\eta) = \int_{\Gamma_f(\hat{\mathbb{R}}^d)} F(T(\gamma)) P_\theta(d\gamma). \quad (6.6)$$

In particular, for $g \in C^\infty_b(\mathbb{R}^N)$, $\varphi_1, \ldots, \varphi_N \in C^\infty_c(\mathbb{R}^d)$ and $N \in \mathbb{N}$

$$\int_{\mathbb{K}(\mathbb{R}^d)} g (\varphi, \eta, \ldots, \varphi_N, \eta) G_\theta(d\eta) = \int_{\Gamma_f(\hat{\mathbb{R}}^d)} g (s \otimes \varphi_1, \gamma, \ldots, s \otimes \varphi_N, \gamma) P_\theta(d\gamma). \quad (6.7)$$

**Proof.** For the details, cf. [16, 18]. The main idea to prove the first property is to apply subsequently Kuratowski’s theorem (cf. [33, Theorem V.2.4]) and to use that $\Gamma_f(\hat{\mathbb{R}}^d) \in B_c(\Gamma(\hat{\mathbb{R}}^d))$ (cf. [16, Theorems 2.2.4 and 2.2.9]) equipped with the trace $\sigma$-algebra is a separable Borel space (cf., [33, Theorem V.2.2]).

For the second property, by [5, Theorem 3.7], it is sufficient to check that the Laplace transforms coincide.
Note that by (6.1) and (6.4)
\[ G_\theta \{ \eta \in \mathbb{K}(\mathbb{R}^d) | \tau(\eta_\Delta) = n \} = 0, \quad \forall n \in \mathbb{Z}_+, \forall \Delta \in \mathcal{B}_c(\mathbb{R}^d). \]
But (cf. (2.5)),
\[ \mathbb{E}_{G_\theta}[\eta(\Delta)^m] < \infty, \quad \forall m \in \mathbb{N}, \Delta \in \mathcal{B}_c(\mathbb{R}^d). \]
This immediately follows (cf. Eqs. (6.2) and (6.5)) from the following properties of the intensity measure \( \lambda \otimes m \): for any \( 0 < s_1 < s_2 < \infty, x \in \mathbb{R}^d \) and \( \Delta \in \mathcal{B}_c(\mathbb{R}^d) \)
\[ \lambda_\theta \otimes m((s_1, s_2) \times \{ x \}) = 0 \quad \text{and} \quad \int_{\mathbb{R}^d} s \mathbb{1}_{\Delta} \lambda_\theta \otimes m(ds, dx) < \infty. \]

6.2. Mecke and GNZ identities

Similar as for the Poisson measure (cf. Remark 6.1), we have a Mecke-type characterization for the Gamma measures.

**Theorem 6.3.** Fix \( \theta > 0 \) and let \( \nu \in \mathcal{P}(\mathcal{M}_+(\mathbb{R}^d)) \) have finite first local moments, i.e., for each \( \Delta \in \mathcal{B}_c(\mathbb{R}^d) \)
\[ \int_{\mathcal{M}_+(\mathbb{R}^d)} \eta(\Delta) \nu(d\eta) < \infty. \]
Then the following are equivalent:
1. The measure \( \nu \) is a Gamma measure, i.e., \( \nu = G_\theta \).
2. For any measurable function \( F : \mathbb{R}^d \times \mathcal{M}_+(\mathbb{R}^d) \to \mathbb{R}_+ \)
\[ \int_{\mathcal{M}_+(\mathbb{R}^d)} \int_{\mathbb{R}^d} F(x, \eta) \eta(dx) \nu(d\eta) = \int_{\mathcal{M}_+(\mathbb{R}^d)} \int_{\mathbb{R}^d} \int_{\mathbb{R}_+^d} sF(x, \eta + s\delta_x) \lambda_\theta(ds)m(dx) \nu(d\eta). \quad (6.6) \]

**Proof.** By Remark 6.1 and Theorem 6.2, the first property implies the second one. Indeed, consider the functions \( F \) of the special form
\[ F(x, \eta) := f(x)g(\langle \varphi_1, \eta \rangle, \ldots, \langle \varphi_N, \eta \rangle) \quad (6.7) \]
with \( f, \varphi_1, \ldots, \varphi_N \in C_0(\mathbb{R}^d), g \in C_0(\mathbb{R}^N) \) and \( N \in \mathbb{N} \). Then one can rewrite the left-hand side of Eq. (6.6) for \( \nu = G_\theta \) as
\[ \int_{\mathbb{K}(\mathbb{R}^d)} \int_{\mathbb{R}^d} F(x, \eta) \eta(dx) G_\theta(d\eta) = \int_{\mathbb{K}(\mathbb{R}^d)} \langle f, \eta \rangle g(\langle \varphi_1, \eta \rangle, \ldots, \langle \varphi_N, \eta \rangle) G_\theta(d\eta) = \int_{\mathbb{K}(\mathbb{R}^d)} (s \otimes f, \gamma) g(\langle s \otimes \varphi_1, \gamma \rangle, \ldots, \langle s \otimes \varphi_N, \gamma \rangle) \mathcal{P}_\theta(d\gamma) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{K}(\mathbb{R}^d)} g(\langle s \otimes \varphi_1, \gamma + \delta(s, x) \rangle, \ldots, \langle s \otimes \varphi_N, \gamma + \delta(s, x) \rangle) \times s f(x) \mathcal{P}_\theta(d\gamma) \lambda_\theta(ds)m(dx) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{K}(\mathbb{R}^d)} g(\langle \varphi_1, \eta + s\delta_x \rangle, \ldots, \langle \varphi_N, \eta + s\delta_x \rangle) f(x) G_\theta(d\eta) s \lambda_\theta(ds)m(dx) = \int_{\mathbb{K}(\mathbb{R}^d)} \int_{\mathbb{R}^d} F(x, \eta + s\delta_x) s \lambda_\theta(ds)m(dx) G_\theta(d\eta). \]
Since the cylinder functions of the form (6.7) generate the product σ-algebra \( B(\mathbb{R}^d) \otimes B(\mathbb{K}(\mathbb{R}^d)) \), by the monotone class theorem (see e.g., Theorem I.8 in [36]) the identity (6.6) extends to all bounded \( B(\Delta) \otimes B(\mathbb{K}(\mathbb{R}^d)) \)-measurable \( F \) with arbitrary \( \Delta \in B_\sigma(\mathbb{R}^d) \). Note that for such \( F \) all integrals above are finite by (2.5). Finally, using a standard cut-off argument and the Beppo Levi monotone convergence theorem, one proves the validity of (6.6) for all \( B(\mathbb{R}^d) \otimes B(\mathbb{K}(\mathbb{R}^d)) \)-measurable \( F \geq 0 \).

For the other direction, we employ Eq. (6.6) to characterize the involved measure \( \nu \in P(M_+(\mathbb{R}^d)(\mathbb{R}^d)) \) by identifying its Laplace transform. Indeed, fix \( \varphi \in C_0^+ (\mathbb{R}^d) \) and define

\[
\mathbb{R}_+ \ni t \mapsto L(t) := \int_{M_+(\mathbb{R}^d)} \exp \{-t(\varphi, \eta)\} \nu(d\eta) \in \mathbb{R}_+.
\]

Using that all local moments are finite, Young’s inequality and Lebesgue’s dominated convergence theorem, we see that the function \( L \) is strictly positive, continuous on \([0, \infty)\) and continuously differentiable on \((0, \infty)\). Then we have, differentiating and using Eq. (6.6) for \( t > 0 \),

\[
\frac{d}{dt} L(t) = - \int_{\mathbb{R}^d} \int_{\mathbb{R}^d_+} \int_{\mathbb{K}(\mathbb{R}^d)} s \exp \{-t(\varphi, \eta + s\delta_x)\} \varphi(x) \mu(d\eta) \lambda_\theta(ds)m(dx) = -C(t)L(t),
\]

where the continuous function \( \mathbb{R}_+ \ni t \mapsto C(t) \in \mathbb{R}_+ \) is defined by

\[
C(t) := \int_{\mathbb{R}_+^*} \int_{\mathbb{R}^d} s\varphi(x)e^{-ts\varphi(x)} \lambda_\theta(ds)m(dx).
\]

This is an exactly solvable equation of Gronwall type. Its unique continuous solution with the initial data \( L(0) = 1 \) is given by

\[
L(t) = L(0) \exp \left\{ - \int_0^t C(r)dr \right\} = \exp \left\{ - \int_{\mathbb{R}_+^*} \int_{\mathbb{R}^d} (e^{-s\varphi(x)} - 1) \lambda_\theta(ds)m(dx) \right\}.
\]

Since the latter holds for all \( \varphi \in C_0^+ (\mathbb{R}^d) \), we get by the uniqueness of the Laplace transform that \( \nu = G_\theta \).

For all Gibbs measures \( \mu \in G^t(\phi) \), an equation similar to (6.6) is also true. It is called Georgii-Nquen-Zessin identity (GNZ for short) and was first established on configuration spaces in [11] and [32].

**Theorem 6.4.** For any measurable function \( F : \mathbb{R}^d \times \mathbb{K}(\mathbb{R}^d) \to \mathbb{R}_+ \) and any \( \mu \in G^t(\phi) \)

\[
\int_{\mathbb{K}(\mathbb{R}^d)} \int_{\mathbb{R}^d} F(x, \eta)\eta(dx)\mu(d\eta) = \int_{\mathbb{K}(\mathbb{R}^d)} \sum_{x \in \tau(\eta)} s_x F(x, \eta)\mu(dx)
\]

\[
= \int_{\mathbb{K}(\mathbb{R}^d)} \int_{\mathbb{R}^d} F(x, \eta + s\delta_x)e^{-\Phi((s,x),\eta)}s\lambda_\theta(ds)m(dx)\mu(d\eta), \tag{6.8}
\]
Proof. As was explained in the proof of Theorem 6.3, it suffices to establish (6.8) for all functions \( F \) of the form \( F(x, \eta) := f(x)g(\eta_{\Delta}) \), where the support of \( f \in C_{0}(\mathbb{R}^{d}) \) lies in \( \Delta \in \mathcal{B}_{c}(\mathbb{R}^{d}) \) and \( g : \mathbb{K}(\Delta) \to \mathbb{R} \) is bounded and measurable.

Then by the DLR equation (3.14) and the Mecke identity (6.6)

\[
\int_{\mathbb{K}(\mathbb{R}^{d})} \int_{\mathbb{R}^{d}} F(x, \eta)g(dx)\mu(d\eta) = \int_{\mathbb{K}(\mathbb{R}^{d})} \langle f, \eta_{\Delta} \rangle g(\eta_{\Delta}) \mu(d\eta)
\]

\[
= \int_{\mathbb{K}(\mathbb{R}^{d})} \int_{\mathbb{K}(\mathbb{R}^{d})} \langle f, \eta_{\Delta} \rangle g(\eta_{\Delta}) \pi(\eta_{\Delta}) \mu(d\eta) \mu(d\xi)
\]

\[
= \int_{\mathbb{K}(\mathbb{R}^{d})} \int_{\mathbb{K}(\Delta)} \int_{\mathbb{R}^{d}_{+}} F(x, \eta_{\Delta} + s\delta_{x}) \frac{1}{Z(\xi)} \exp \{-H(\eta_{\Delta} + s\delta_{x}|\xi_{\Delta})\} \mu(d\eta_{\Delta}) \pi(\eta_{\Delta}) \mu(d\xi)
\]

\[
= \int_{\Delta} \int_{\mathbb{R}^{d}_{+}} \int_{\mathbb{K}(\mathbb{R}^{d})} \int_{\mathbb{K}(\mathbb{R}^{d})} F(x, \eta_{\Delta} + s\delta_{x}) \frac{1}{Z(\xi)} \exp \{-H(\eta_{\Delta} + s\delta_{x})\} \pi(\eta_{\Delta}) \mu(d\eta_{\Delta}) \mu(d\xi)
\]

The last line equals

\[
\int_{\Delta} \int_{\mathbb{R}^{d}_{+}} \int_{\mathbb{K}(\mathbb{R}^{d})} F(x, \eta + s\delta_{x}) \exp \{-\Phi((s,x);\eta)\} \pi(\eta) \mu(d\eta)
\]

which proves the GNZ identity (6.8).

\[\square\]

### 6.3. FKG inequality

We introduce a partial order on the cone \( \mathbb{K}(\mathbb{R}^{d}) \). For any two measures

\[ \eta = ((s, x))_{s \in \tau(\eta)} \quad \eta' = ((s', x'))_{s' \in \tau(\eta')} \in \mathbb{K}(\mathbb{R}^{d}) \]

we write \( \eta \leq \eta' \) if \( \eta(\Delta) \leq \eta'(\Delta) \) for all \( \Delta \in \mathcal{B}_{c}(\mathbb{R}^{d}) \). In the language of particles, this means that \( \tau(\eta) \subseteq \tau(\eta') \) and \( s_{x} \leq s'_{x} \) for each \( x \in \tau(\eta) \). A function \( F : \mathbb{K}(\mathbb{R}^{d}) \to \mathbb{R} \) is called increasing if

\[ F(\eta) \leq F(\eta') \text{ whenever } \eta \leq \eta'. \]

A typical example of such \( F \) is given by the following cylinder functions

\[
F(\eta) := f(\langle \varphi_1, \eta \rangle, \ldots, \langle \varphi_N, \eta \rangle),
\]

where \( \varphi_1, \ldots, \varphi_N \in C_{0}^{+}(\mathbb{R}^{d}), N \in \mathbb{N} \) and \( f : \mathbb{R}^{N} \to \mathbb{R} \) is monotonically increasing in each argument.
Proposition 6.5 (FKG inequality). The Gamma measure $G_\theta$ obeys the FKG inequality, which says that $G_\theta$ has positive correlations

$$\text{Cov}_{G_\theta}(F,G) := \int_{K(\mathbb{R}^d)} FGdG_\theta - \int_{K(\mathbb{R}^d)} FdG_\theta \int_{K(\mathbb{R}^d)} GdG_\theta \geq 0$$

for all bounded increasing measurable functions $F,G : K(\mathbb{R}^d) \to \mathbb{R}$.

By the monotone or dominated convergence, the result immediately extends to unbounded functions provided $F,G \geq 0$ or $F,G \in L^2(K(\mathbb{R}^d), G_\theta)$.

The FKG inequality is well-known for Poisson measures on configuration spaces (see Lemma 2.1 in [19] and Corollary 1.2 in [14]) or more generally, for infinitely divisible $M(\mathbb{R}^d)$-valued random variables (see Theorem 1.1 in [9] and [6]). In statistics, the random measures satisfying the FKG inequality are called associated.

Proof of Proposition 6.5. We use the identity $G_\theta = P_\theta T^{-1}$ and the FKG inequality for $P_\theta$ on $\Gamma(\hat{\mathbb{R}}^d)$. Consider a pair of bounded monotone functions $F,G : K(\mathbb{R}^d) \to \mathbb{R}$. Then $\hat{F} := F \circ T$ and $\hat{G} := G \circ T$ are monotone functions on $\Gamma(\hat{\mathbb{R}}^d)$. To this end, note that the homeomorphism $T : \Gamma_f(\hat{\mathbb{R}}^d) \to K(\mathbb{R}^d)$ is order preserving, i.e., $\gamma_1 \geq \gamma_2$ in $\Gamma_f(\hat{\mathbb{R}}^d)$ implies $T\gamma_1 \geq T\gamma_2$ in $K(\mathbb{R}^d)$. The latter is equivalent to checking that for any $\varphi \in C_0^+ (\mathbb{R}^d)$

$$\langle \varphi, T\gamma_1 \rangle = \langle s \otimes \varphi, \gamma_1 \rangle \geq \langle s \otimes \varphi, \gamma_2 \rangle = \langle \varphi, T\gamma_2 \rangle.$$ 

Therefore, we have

$$\int_{K(\mathbb{R}^d)} F(\eta)G(\eta)G_\theta(\eta)d\eta = \int_{\Gamma(\hat{\mathbb{R}}^d)} F(\gamma)G(T\gamma)P_\theta(d\gamma)$$

$$= \int_{\Gamma_f(\hat{\mathbb{R}}^d)} \hat{F}(\gamma)\hat{G}(\gamma)P_\theta(d\gamma) \geq \int_{\Gamma_f(\hat{\mathbb{R}}^d)} \hat{F}(\gamma)P_\theta(d\gamma) \int_{\Gamma_f(\hat{\mathbb{R}}^d)} \hat{G}(\gamma)P_\theta(d\gamma)$$

$$= \int_{K(\mathbb{R}^d)} F(\eta)G_\theta(\eta) \int_{K(\mathbb{R}^d)} G(\eta)G_\theta(\eta)d\eta,$$

which yields the result. 

Remark 6.6. There is a standard way of extending FKG correlation inequalities to ferromagnetic models. However, pure attractive pair interactions are not physically relevant for particle systems in the continuum. In [15] FKG inequalities have been proven for particle systems on marked configuration spaces with so-called weakly attractive interactions and then used to study existence and uniqueness of the corresponding Gibbs states.
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