Robust and Secure Data Fusion Algorithm Based on Intelligent Sensing in Wireless Sensor Networks
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Presently, the wireless sensor network (WSN) plays an important role in smart farming. However, due to the limitation of wireless sensor network resources, the time and space correlation of data acquisition is strong. In order to reduce the number of nodes participating in data compression, the robust and secure data fusion algorithm based on intelligent sensing is proposed. The algorithm can divide the whole network into many clusters. In order to maintain energy balance of nodes in the cluster, the probability of each node in each cluster participating in each round of data collection is computed according to the residual energy of the node. On the sink node, the number of sampling rounds of joint reconstruction of collected data is designated according to the application requirements and reconstruction accuracy requirements, and the number of nodes participating in is further reduced. The simulation results show that the number of nodes participating in the data collection of the proposed scheme in this paper is lower than that of the ordinary intelligent sensing LEACH data acquisition scheme. Meanwhile, the proposed scheme can dramatically extend the network lifetime. This paper provides an insight into various needs of WSN used in agriculture and challenges involved in the deployment of WSN.

1. Introduction

The wireless sensor network consists of many low-cost tiny sensor nodes, with the ability to compute, communicate, and acquire data [1–3]. It is used for robust data collection, and it has been widely used in military, environmental monitoring, disaster monitoring, industrial production monitoring, healthcare, smart homes, and other fields in social life. Sensor nodes have limited energy, because its power supply is a battery, and these nodes formed in wireless multihop ad hoc networks through collaborating with each other. Data gathering in the wireless sensor network is a typical form of transmission. In meteorological and environmental monitoring, all nodes periodically send data to the sink node, until the lifetime of the network is over. The real-time requirements for data transmission are often lower, but it is required that each node must periodically send information to the sink node. In meteorological-environmental monitoring, it is required to deploy a large number of meteorological sensor nodes, which will increase network deployment costs. On the other hand, the bandwidth of the network and the energy of the sensor nodes are very limited; thus, how to use the limited resource efficiently to transmit and process meteorological data which are collected by the nodes in the network is one of the most important problems in meteorological sensor network research. In a microclimate sensing network observation system, the spatiotemporal continuity exists between the meteorological factors which leads to the massive node data with high temporal and spatial correlation and high redundancy. Enabling a certain degree of error and time delay of the premise and fusing the meteorological data can improve the data collection rate and reduce the energy consumption, which can prolong the network life [4–10].

Donoho et al. proposed the theory of compressive sensing [11], which provides a new way of thinking data fusion for a meteorological sensor network. The theory states that as long as the signal is sparse or the sparseness can be represented by a sparse basis, you can use a measurement matrix
which is not related to the sparse basis to project this high dimension signal into a low-dimensional space and then by solving a nonlinear optimization problem to reconstruct the original signal from a few projections with high probability. Compressive sensing theory has been applied in wireless sensor networks [12–20], in order to ensure that the original signal can be under the premise of the sparse representation; it applies an encoding algorithm with low complexity in computing and storage capacity of sensor nodes, obtaining vector projection, and then transmits it to the sink node. Due to the idea that the sink nodes’ energy is adequate, its computation and storage capacity are strong; hence, it can run a higher complex degree decoding algorithm to recover the original signal. By this way, it can significantly reduce the network data transmission times and energy consumption and also can prolong the lifetime of the network.

Due to the dense deployment of the sensor nodes, there is a lot of spatial correlation between the sensing data [21–26]. Many researches use data spatial correlation to compress the data and use the intelligent sensing theory in the data collection in wireless sensor networks to get a significant compression effect [27–30]. However, the existing research on the data gathering in large-scale wireless sensor networks based on compressive sensing is limited in the simple application of intelligent sensing theory to the process of data collection, and the improvement of network performance is not obvious. Compressive sensing theory is a new information acquisition theory, which is also in the rapid development. If the theory of intelligent sensing is applied in the actual data collection in large-scale wireless sensor networks, there are still many problems to solve and perfect. Therefore, based on the intelligent sensing of wireless sensor network data collection, related research has important practical application value and academic significance. This paper provides an insight into various needs of WSN used in agriculture and challenges involved in the deployment of WSN. Smart farming (SF) has played a major role to enhance more production in the field of agriculture. The solution proposed in this work has been a WSN composed of several units with different sensors, allowing the monitoring of the farming procedure. These sensors send their sensing data to a coordinating unit that processes them and sends them to a database so that any farmer can obtain information about the state of his agricultural exploitation and can act on it adequately.

The remainder of this article is organized as follows. We review related work in Section 2. In Section 3, we describe the robust data fusion method based on intelligent sensing. Section 4 presents the simulation results to illustrate the key features as well as the performance of the designed rating protocol. Finally, conclusions are drawn in Section 5.

**2. Related Works**

At present, the research on a data collection problem in large-scale wireless sensor networks mainly focuses on three aspects: (1) improving the compression performance of sensing data, so as to reduce the number of the collecting measurements [31, 32]; (2) designing a better projection matrix to reduce the transmission cost of a single measurement [33]; and (3) designing a better routing strategy to match the projection matrix and routing strategy [34–36].

Based on the intelligent sensing data collection process, values for almost all nonzero elements in the measurement matrix are data collected by dense random projection scheme. A dense random projection data collection scheme is used in References [37, 38].

A lot of data collection strategies for sparse random projection are also proposed, such as in Reference [34]; data collection is based on sparse random projection. Sparse random projection can reduce the transmission cost of a single measurement. However, it needs to collect much data. So it cannot improve the network performance. At the same time, the sparse random projection is not suitable for the data collection of a sparse signal. In References [39, 40], the authors also make the measurement matrix become more sparse, which can reduce the communication cost of a single measurement. Due to the randomness of the nonzero elements in the sparse random projection, it is very difficult to match the routing paths in the matrix and real networks.

The design principle of the measurement matrix is to satisfy the RIP (Restricted Isometry Property) condition or low correlation with arbitrary orthogonal representation, whether it is a dense random projection or a sparse random projection. This is also the reason why the measurement matrix cannot be sufficiently sparse, and we can only use the measurement matrix to match the application scene.

References [8, 14, 41–43] proposed an information acquisition scheme, which combines intelligent sensing and LEACH (Low-Energy Adaptive Clustering Hierarchy) for underwater sensor networks. The scheme in [14] is called CS-LEACH. The main idea of this information acquisition scheme is using the LEACH algorithm to divide the sensor network into $M$ clusters at first. In the stable data acquisition phase, the nodes of each cluster use the independent and identically distributed Bernoulli random generator to generate probability $p$; these nodes of the cluster participate in the data collection with the probability $p$ in each round. The sink node collects data from $M$ cluster head nodes. Each data that the sink node received is a weighted sum of data which are collected by the node participants in collection of the clusters.

So the vector of the measured value received by the sink node can be represented as follows:

$$y(n) = \phi(n)u(n) + z(n),$$

where $n$ represents rounds, $z(n)$ represents the noise caused by surroundings, $u(n)$ represents the data collection in the whole sensor network, and $\phi(n)$ represents the measurement matrix; the procedure of establishing the measurement matrix $\phi(n)$ is as follows: if node $j$ belongs to the $i$th cluster and this node will participate in the data collection, the corresponding $\phi_{ij}$ will be set to 1; otherwise, the $\phi_{ij}$ will be set to 0. Therefore, the data that the sink node receives from each cluster head node is $y_i = \sum_{j=1}^{N} \phi_{ij} u_j$.

After a data collection round, the sink node can use an orthogonal matching pursuit algorithm (OMP) to reconstruct the information of the whole environment monitoring area.
according to the measurement vector \( y(n) \) that is received by the sink node, measurement matrix \( \phi(n) \), and basis \( \psi \).

The intelligent sensing theory is introduced into the data fusion of the meteorological sensor network. The temporal and spatial correlation of the cluster head nodes is intelligent and fused, the data transmission of the cluster head is reduced, and the network lifetime is prolonged by constructing the diagonal Gauss matrix. In this model, each node in the model needs to be involved in the process of data acquisition, and how to reduce the amount of data transmission and reduce the number of nodes participating in data acquisition is a problem that needs to be considered.

However, the CS-LEACH does not give the process of constructing the measurement matrix \( \phi(n) \) in detail, and also, it does not take the redundant energy of nodes into consideration during the process of constructing the measurement matrix \( \phi(n) \). There is no solution to solve the possible abnormal data during the process of collecting data. On the sink node side, the CS-LEACH just reconstructs the information alone for each round of sampling data and does not consider the temporal correlation of data.

So this paper proposes the energy balance data fusion algorithm based on intelligent sensing (EBDFACS), in order to reduce the number of nodes that participates in data compression.

### 3. Robust Data Fusion Method Based on Intelligent Sensing

#### 3.1. Problem Description.

In an environmental monitoring area with the length \( L \), the width \( W \), as shown in Figure 1, we can collect the meteorological data of the environment monitoring area such as temperature and humidity by deploying wireless sensor nodes regularly on the monitoring area. These deployed sensor nodes can communicate with sink nodes which are located in a point outside of the monitoring area. By selecting part of all nodes to participate in data collection and fusion processing, the problem we need to solve is how to decrease the number of the nodes that participate in data collection in each round and get the information of all nodes in the meteorological environment monitoring at the sink node finally.

#### 3.2. Method Model.

It divides the entire monitoring area into many cells of \( u \times u \); if we need the meteorological element information of every cell, we need to deploy a sensor node in every cell to collect the data and transmit the data to the sink node. The number of cells in the entire monitoring area is \( N = (L \times W)/u^2 \).

In temperature monitoring, for example, \( x(l, w) \) represents the temperature value collected by the node in location \( (l, w) \), where \( l \) and \( w \) are the coordinates of the node. So the data of the entire area in a sampling round can be represented as follows:

\[
F = \begin{bmatrix}
x_{1,1} & x_{1,2} & \cdots & x_{1,j} \\
x_{2,1} & x_{2,2} & \cdots & x_{2,j} \\
\vdots & \vdots & \ddots & \vdots \\
x_{i,1} & x_{i,2} & \cdots & x_{i,j}
\end{bmatrix}
\]

It is convenient to express data collected from the network in the form of a vector \( f = \text{vec}(F) \); in the formula,
The expression $(\cdots)^T$ represents the vector transpose. As shown in Figure 2, in a sampling round, the nodes collect data with spatial continuity.

When the nodes are deployed evenly in the network, first of all, the clustering algorithm is used to select the cluster head, and the $M$ cluster heads are selected in the cluster head election. Namely, $M$ cluster structures are established in the whole network.

After the establishment of the cluster structure, the stable data collection and transmission stage is started. In this stage, we can combine the intelligent sensing random measurement process with the random selection of nodes in the cluster, in which not every node in clusters needs to be involved in the data collection. Each cluster node generates a random number, and compared with the probability threshold, it decides whether this node anticipates the data acquisition process in the sampling round. A weight coefficient is set on every node. The node multiplies the weight coefficients of the node by its own collecting value after collecting the data value and then sends the results to the next node. The next node multiplies the weight coefficients of the node by its own collecting value, and the result includes the value of the parent nodes. The results continue forwarding. In the process of forwarding, the data is processed until transmitted to the cluster head. The cluster head node receives the fusion result and sends the result value to the sink node by the shortest path algorithm. This process corresponds to the random measurement process of intelligent sensing, equivalent to building a measurement matrix $\phi$ to observe the data collected from the nodes for the entire network, that is, $y = \phi f$, $y \in \mathbb{R}^{M \times N}$. Each node involved in the data acquisition in a cluster fuses into a set of data and sends this set to the sink node, and the sink node in a sampling turn can receive $M$ data in all.

Due to the data sequence existing in temporal correlation, this temporal correlation can be used to reconstruct the sampled data, repeat data acquisition, and transfer operation by $T$ sampling rounds totally. The sink node received these fusion results of the $T$ times sampling round; then, it ran a decoding algorithm of compression sensing. Moreover, it can recover data of $T$ sampling rounds by joint
reconstruction in the whole network. The sampling round number \( T \) can change according to application requirements. If it needs to reconstruct the original data sequence effectively, it is required to meet the prerequisites for intelligent sensing; the dimension of measured values of \( M \) is the number of clusters that need to satisfy inequality as follows:

\[
M > cK \log^{N/K},
\]

where \( c \) is a constant and it is more than 1, \( N \) is the length of the original data sequence, and \( K \) is the data sparse degree. An energy balance data fusion model based on intelligent sensing is shown in Figure 2.

When the nodes in the clusters collected abnormal data, it will destroy the sparse of sampling data of the entire network. The abnormal data are transmitted to the sink node, the reconstruction algorithm on the sink node cannot effectively recover the abnormal data, and the data error between the recovered data and the original collected data is too large; it cannot meet the requirements of the application; at this time, it needs to deal with the abnormal data, and the abnormal value will be discarded or sent to the sink node to make early warning.

It sets an exception threshold \( e \) in the entire network, and the nodes compare the collected data to the threshold \( e \); when the acquisition data \( x_e \) is larger than the threshold \( e \), then \( x_e \) is identified as abnormal data and needs to be processed. Then, the node does not need to participate in the data overlay fusion. The fusion data is transmitted directly to the next node which is involved in the data acquisition process, and the node immediately discards the abnormal data or directly transmits it to the sink node for processing.

3.3. Algorithm Description

3.3.1. Observation Measure. In the data stable transmission stage, the cluster head knows the location information of each member node, and the member nodes send the information to the cluster head node in a certain sequence. Each sensor node has a random number generator to generate random number \( w_i \); if the random number \( w \) is less than the probability threshold \( p \), the node is involved in the data acquisition; the calculation of the probability threshold \( p \) can be expressed as follows:

\[
p = \max \left( \frac{E_{\text{resident}}}{E_o}, C_{\text{prob}} \right),
\]

where \( E_{\text{resident}} \) is the residual energy of the node, \( E_o \) is the initial energy of the node, and \( C_{\text{prob}} \) is the percentage of the remaining energy and the initial energy of the nodes. Each of these sampling round nodes with higher residual energy values has higher probability to participate in data acquisition, and the counter is involved in the control of the number of data acquisition nodes, achieving balanced energy consumption. Since the process of clustering is random, \( w \) is also randomly generated, so the sensor node selection based on residual energy cannot destroy this randomness. The number of nodes participating in the data acquisition is consistent in each cluster; each node has a weight coefficient \( \varphi_{i,j} \), and the coefficient \( \varphi_{i,j} \) will be set as 1 when the cluster node will participate in the data acquisition round; the cluster head specifies a staring node; the path from the starting node to a cluster head is according to the shortest route principle; the node-collected data is multiplied by the weight coefficient \( \varphi_{i,j} \) sent to the next participating node; the next node multiplies the weight coefficients of the node by its own collected value; and the result is added to the data forwarded by the former node. The results continue forwarding; the final results reach the cluster head node. The cluster head node will send the result of the fusion and the node number of the data acquisition nodes to the sink node.

In a sampling round, the weight coefficients of each node in the whole network can be abstracted into matrix \( \phi \), and the matrix \( \phi \) can be expressed as follows:

\[
\phi = \begin{bmatrix}
    \varphi_{1,1} & \varphi_{1,2} & \cdots & \varphi_{1,j} & \cdots & \varphi_{1,N} \\
    \varphi_{2,1} & \varphi_{2,2} & \cdots & \varphi_{2,j} & \cdots & \varphi_{2,N} \\
    \vdots & \vdots & \ddots & \vdots & \cdots & \vdots \\
    \varphi_{M,1} & \varphi_{M,2} & \cdots & \varphi_{M,j} & \cdots & \varphi_{M,N}
\end{bmatrix},
\]

where \( M \) is the number of clusters within the whole sensor network and \( N \) is the number of nodes in the network sensor. Each row in the matrix corresponds to each cluster in the network, and each column corresponds to each sensor node. In the matrix \( \phi \), if the node \( j \) belongs to the cluster \( i \) and the node is involved in the sampling data acquisition, the weight coefficient \( \varphi_{i,j} \) is 1 and the other position is 0, and if one node weight coefficient is 0, the node does not participate in data acquisition.

Matrix \( \phi \) is corresponding to the observation matrix of the compressive sensing, and the data fusion process is corresponding to the random measurement of the intelligent sensing. The received data which was sent by \( M \) clusters in the sink node is as follows:

\[
y = \phi f = \begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_M
\end{bmatrix} = \begin{bmatrix}
    \varphi_{1,1} & \varphi_{1,2} & \cdots & \varphi_{1,j} & \cdots & \varphi_{1,N} \\
    \varphi_{2,1} & \varphi_{2,2} & \cdots & \varphi_{2,j} & \cdots & \varphi_{2,N} \\
    \vdots & \vdots & \ddots & \vdots & \cdots & \vdots \\
    \varphi_{M,1} & \varphi_{M,2} & \cdots & \varphi_{M,j} & \cdots & \varphi_{M,N}
\end{bmatrix} \begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_n
\end{bmatrix}.
\]

(7)

The fusion result of the cluster head node transmitted to the sink node is \( y = \sum_{i=1}^{N} \varphi_{i,j} x_j \), where \( y \) is the data that is collected from the node of the \( i \)th cluster, and \( \varphi_{i,j} \) is the weight coefficient of the corresponding node in the \( i \)th cluster. \( y \) is the measurement result. \( y \) is also the data sequence of the fusion value collected from each cluster. \( y \) is a \( M \times 1 \) column vector, where \( y \in R^M \). After the completion of a sampling round,
each cluster head node sends the fusion data to the sink node. After receiving the data from the sample round, the node id can be used to rebuild the observation measurement matrix $\phi$, and the data from each cluster makes the measurement value vector $y$.

$$y = \phi f = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_M \end{bmatrix} = \begin{bmatrix} \varphi_{1,1} & \varphi_{1,2} & \cdots & 0 & \cdots & \varphi_{1,N} \\ \varphi_{2,1} & \varphi_{2,2} & \cdots & \varphi_{2,j} & \cdots & \varphi_{2,N} \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ \varphi_{M,1} & \varphi_{M,2} & \cdots & \varphi_{M,i} & \cdots & \varphi_{M,N} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_a \\ \vdots \\ x_N \end{bmatrix}$$

(8)

When the collected data compared with the abnormal data threshold $\varepsilon$ of a node is confirmed as abnormal data $x_a$, the node needs to deal with the abnormal data to avoid abnormal data impact on the measurement and reconstruction. Processes are as follows: the node detects the abnormal data, the nonabnormal data, and the received data fusion, and the node detects the abnormal data, the nonabnormal data, and the received data fusion. We discard the abnormal data directly and forward the normal data to the next nodes till to the sink node. In the first cluster, for example, an abnormal value is collected and the processing procedure is shown in formula (8).

3.3.2. Joint Reconstruction. When the sink node receives the data from each cluster all over the network in a sampling round, the data is temporarily stored, and the sink node does not run the intelligent sensing reconstruction algorithm immediately. When performing the data acquisition process in the network, it runs $T$ times and $T$ sampling rounds in all. Each cluster head node transmits the data to the sink node in each round.

After the sink node receives the fusion result of the $T$ sampling rounds, the measurement value $y$ of each sampling round is reformed to the new measurement value $Y$. $Y = [y(1), y(2), \ldots y(i), \ldots y(T)]^T$, where $y(i)$ represents the measurement sequence of the $i$th sampling round of the entire network. That is, a diagonal matrix is recomposed of the measurement matrix of each sampling round.

$$\phi = \begin{bmatrix} \phi(1) \\ \phi(2) \\ \vdots \\ \phi(i) \\ \vdots \\ \phi(T) \end{bmatrix}$$

(9)

$$Y = \phi F = \begin{bmatrix} \phi(1) \\ \phi(2) \\ \vdots \\ \phi(i) \\ \vdots \\ \phi(T) \end{bmatrix}$$

(10)

because $F$ can be sparsely represented as follows:

$$F = \psi \theta.$$  

(11)

Formula (11) is a transformation of formula (10). The problem can be transformed to the convex optimization problem of the L1 norm. $\min ||\psi^T F||_1$ is subjected to $Y = \phi F = \Theta \theta$. The sink node can run common reconstruction algorithms to solve the equation $\theta = \arg \min ||\psi^T F||_1$, subject to $Y = \phi F$. There are many reconstruction algorithms, such as the orthogonal matching pursuit algorithm. It can get the approximate vector $\tilde{\theta}$ of the sparse coefficient $\theta = \psi^T F$, it runs inverse transformation $\tilde{F} = \psi \tilde{\theta}$ again, and it can get the approximate value $\tilde{F}$ of the original signal. $\tilde{F}$ is a sampling...
Figure 3: The three-dimensional graph of collected data for a sampling round.

Figure 4: The three-dimensional graph of recovered data for a sample round on the sink node.
data recovery value of the data from all nodes of $T$ sampling rounds in the entire network.

The process of joint reconstruction on the sink node is not a fixed sampling round $T$ process, because encoding and decoding are relatively independent. Sink nodes can be used to change the $T$ value; when $T$ is 1, it can be adapted to a different scale.

The steps of the energy balance data fusion algorithm based on intelligent sensing are as follows:

**Step 1.** After deploying meteorological sensor nodes in the monitoring area, the node runs the clustering algorithm in the network to establish $M$ clusters, and each cluster head communicates with the sink node by the shortest path routing. The cluster head of each cluster transmits its node information to the sink node; then, the network enters the stable data acquisition stage.

**Step 2.** In one sampling round, the nodes in each cluster are generated by a random number generator and $W$ is compared with the probability threshold $p$. If $p$ is less than the threshold value, it is involved in the data collection. At the beginning, we build the shortest path and the packets are transmitted along this path. In this transmission, the data is collected and the relay nodes do the multiplication process until the cluster head node. In the process of forwarding and merging, the nodes will collect data and abnormal $e$. If the abnormal data is directly transmitted to the received data and then the weight is set to 0, the value is processed according to the application requirements.

**Step 3.** The data is transmitted to the cluster head node of each cluster, and the cluster head node forwards the data $y_i(y_i = \sum_{j=1}^{N} \omega_{ij}x_j)$ and the node id of the data acquisition to the sink node in a multihop way.

**Step 4.** According to different application requirements, the sink node constructs the fusion result of $T$ sampling rounds, it constructs a new measurement value vector $YY = Y(1) \cdots Y(T)$, and the measurement matrix $\phi(T)$ of each sampling round is reconstructed by using the node information of data acquisition. The diagonal measurement matrix $\phi$ is composed of the measurement matrix of each sampling round. The reconstruction algorithm of intelligent sensing runs on the sink node; then, it recovers the sampling data of $T$ sampling rounds of all nodes in the whole network.

4. Performance Analysis

In this paper, the performance of the energy balance data fusion algorithm based on intelligent sensing is evaluated by using the MATLAB tool. The data is the measurement
of ambient environment temperature from EPFL Sensor Scope WSN [13]. 100 adjacent nodes of the data set in the network are extracted as 100 meteorological sensor nodes. The data acquisition interval is set to 4 minutes. The calculation formula of data reconstruction error adopts the calculation formula of relative error $\varepsilon$, as shown as follows:

$$\varepsilon = \frac{\|\hat{f} - f\|_2}{\|f\|_2} = \sqrt{\frac{\sum_{i=1}^{n} (\hat{x}_i - x_i)^2}{\sum_{i=1}^{n} x_i^2}}.$$  \hspace{1cm} (12)

The reconstruction algorithm on the sink node uses the orthogonal matching pursuit algorithm. In the simulation, the data recovery algorithm runs 400 times, the average value of the reconstruction error of all times is the same as that of the data reconstruction error, and the related experimental parameters are shown in Table 1. In the experimental network, there are 100 sensor nodes which are deployed in the 100 $\times$ 100 square meter monitoring region, that is, about a sensor node within each 10 $\times$ 10 square meter region.

In the simulation experiment, the relationship between the reconstruction error of the algorithm and the number of clusters $M$ in the network is considered. The relationship between the reconstruction error and the number of nodes $L$ in the data acquisition is also considered. And the performance comparison between EBDFACS and CS-LEACH [14] and the abnormal data processing are verified.

There is a high spatial correlation for sampling values of the dense sensor node deployment; Figure 3 shows the spatial three-dimensional graph of all nodes in a sampling round. It can be seen that there is continuous change of the node data in the space. There is a high spatial correlation.

First of all, this simulation verifies the validity of the EBDFACS algorithm (data in Figure 3 for joint reconstruction) and restores the data series (three-dimensional graph shown in Figure 4); as can be seen from Figure 4, the difference between the collected data in Figure 3 and the recovered
data in Figure 4 is not large, and data reconstruction error of only 0.0081 meets the validity of data reconstruction.

In the energy balance data fusion algorithm based on compressive sensing, the number of clusters in the network corresponds to the measured value $M$ of the intelligent sensing. With the increase in measured values, the relative error of data recovery is smaller; that is, with the increase in the number of clusters in the network, the error of data recovery will be less. To randomly select 2 nodes within each cluster to participate in a sample round of data collection, for example, it can be seen from Figure 5 that with the increase in the number of clusters within the network structure, the reconstruction error of CS-LEACH and EBDFACS ($T = 2, T = 3$) shows a downward trend. In the CS-LEACH protocol, when the number of clusters was increased from 4 to 5, the reconstruction error showed a rapid decline. When the number of clusters is more than 7, the change in reconstruction error is very small, and when the number of clusters is less than 4, it is unable to reconstruct the original data. And in the EBDFACS algorithm, the decline trend of the reconstruction error is relatively small. When the number of sampling rounds is 2 and the cluster number reaches 3, it can effectively reconstruct the original data. When $T$ equals 3 and the number of clusters in the network is 1, the original data sequence cannot be reconstructed, and the reconstructed error can reach 0.0512; when the number of clusters is 2, the reconstruction effect is better. When the number of clusters is larger than 4, the reconstruction error is stable. When the number of clusters is 4, the reconstruction error of EBDFACS ($T = 3$) is better than that of the data recovery of CS-LEACH (0.1723). From the figure, it can be seen that in the EBDFACS algorithm, the requirements for the cluster number is relatively low for the entire network; as long as the number of clusters is more than two, it can effectively recover the original data; this algorithm is more suitable to the network with fewer clusters.

The number of clusters in the network affects the quality of data reconstruction on the sink node. In each cluster, the number of nodes involved in data collection also affects the quality of reconstruction error. It can be seen from Figures 4–6 that reconstruction error decreases with the increase in the number of sampling nodes in the cluster; when the proportion of the sample node in the cluster tends to 100%, reconstruction error tends to 0. When the number of clusters in the network is small, the number of nodes participating in the data acquisition of the CS-LEACH protocol

![Figure 7: The relationship between the reconstruction error and the number of nodes involved in data acquisition in each cluster, when the cluster number is 10.](image-url)
has a big influence on the reconstruction error. In the case of four clusters in the network, the reconstruction error is 1.3032; in the same case, the reconstruction error of EBDFACS \((T = 3)\) is 0.0529. In order to achieve the same reconstruction error, the CS-LEACH needs three nodes to participate in the data acquisition in each cluster. After the number of nodes participating in the collection reaches four, the reconstruction error of CS-LEACH and EBDFACS \((T = 3)\) is close to having the same values.

When the number of clusters is relatively large in the network, as shown in Figure 7, only one node in the cluster participates in data acquisition, the EBDFACS \((T = 3)\) reconstruction error is only 0.0086, relative to 0.0446 of CS-LEACH, and the effect is much better. And they can achieve the same error in at least 4 nodes. Thus, in the energy balance data fusion algorithm based on the intelligent sensing algorithm, the requirement for the number of nodes participating in data acquisition is lower.

From the comparison between Figures 6 and 7, it can be seen that relative to the number of nodes participating in data acquisition, the number of clusters in the network has a great influence on the reconstruction error. When the number of clusters is relatively large, even if the number of nodes participating in the collection is relatively small, it can also achieve a better reconstruction effect. From the comparison between EBDFACS \((T = 2)\) and EBDFACS \((T = 3)\), it can be seen that when the number of nodes involved in the data acquisition is small, the reconstruction error of \(T = 2\) is 0.002 higher than that of \(T = 3\). However, when the number of nodes involved in the data acquisition is big, the reconstruction error of \(T = 2\) is lower than that of \(T = 3\). This is due to the increase in the number of sampling rounds; the correlation between the data becomes small but the error increases.

Joint reconstruction of the energy balance data fusion algorithm based on compressive sensing is a kind of flexible joint reconstruction, and the number of sampling rounds can change according to the application requirements. From the above analysis, we can see that EBDFACS is very suitable for smaller numbers of clusters within the network, better suited for a small-scale short sampling period of meteorological sensor networks. Our scheme is also suitable for large-scale networks by adjusting the sample number of rounds. Relative to CS-LEACH, EBDFACS can reach smaller reconstruction error, higher precision for data recovery, and lower demands on clusters within the number of nodes involved in the data collection.

When the network is involved in the data acquisition of the abnormal data, it is necessary to deal with the abnormal data. If the abnormal value is not processed, the original data sequence cannot be recovered. As shown in Figure 8, if the nodes do not deal with the abnormal value of the data sequence, the deviation between the recovered data sequence and original data sequence is very large, the green recovery value and the red value of the original basic do not coincide, and the reconstruction error is 0.7735. When the processing method of this paper can be used to deal with the abnormal data, it is necessary to deal with the abnormal data. If the abnormal value is not processed, the original data sequence cannot be recovered. As shown in Figure 8, if the nodes do not deal with the abnormal value of the data sequence, the deviation between the recovered data sequence and original data sequence is very large, the green recovery value and the red value of the original basic do not coincide, and the reconstruction error is 0.7735. When the processing method of this paper can be used to deal with the abnormal data.
value, the blue line is the basic and the red value of the recovery value is basically maintained. The reconstruction error of the data is only 0.0086. It can be seen that the reconstruction effect is very good after processing the abnormal value.

Figure 9 is a life cycle comparison for different methods; when we run the experiment in the 853rd round, there appears the first node death for the LEACH protocol, while after the CS-LEACH in the 967th round, the first dead node comes in the 1113th round for EBDFACS \((T = 3)\).

5. Conclusion

According to the problems in the meteorological sensor network, such as sensor nodes being deployed in a large scale and network bandwidth resource and node energy constraints in the network, for efficient transmission and processing of data acquisition, this paper proposed the energy balance data fusion algorithm based on intelligent sensing. In the process of random selection of nodes participating in the data acquisition process, in order to promote uniform energy consumption of nodes, the node residual energy is introduced to calculate the probability \(p\). In view of the abnormal data in the network, in order to avoid the effect of outliers on the fusion and reconstruction operations, this paper proposed an algorithm to process the data and which can process the data according to the application requirements of the abnormal value. In order to reduce the number of clusters and the number of nodes involved in data acquisition, measurement values of \(T\) sampling rounds are jointly reconstructed using temporal and spatial correlation of perception data on the sink node. And this kind of joint reconstruction is a kind of flexible joint reconstruction; it can be adjusted according to the application requirements. This paper designs experimental simulation of the algorithm to analyze the effectiveness of the proposed algorithm, and the requirements for the number of clusters and the number of nodes are shown in performance comparison. The research results show that EBDFACS can effectively recover the original data sequence, relative to CS-LEACH, it can get better recovery results in the case of the small number of clusters in the network, and the requirements for the number of nodes participating in data collection are lower. Due to the flexibility of the sampling rounds \(T\), the algorithm is suitable for all kinds of network scale, especially for the small number of clusters in the network. Finally, the validity of the algorithm is verified. The energy balance data fusion algorithm based on intelligent sensing has a good recovery effect; moreover, it can reduce the number of nodes that participate in data acquisition and also can effectively extend the network lifetime.
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