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Abstract

We generalize several classical theorems in extremal combinatorics by replacing a global constraint with an inequality which holds for all objects in a given class. In particular we obtain generalizations of Turán’s theorem, the Erdős-Gallai theorem, the LYM-inequality, the Erdős-Ko-Rado theorem and the Erdős-Szekeres theorem on sequences.

1 Introduction

In this paper we will consider a systematic way to generalize some classical problems in extremal combinatorics. In an extremal problem one typically seeks to maximize the number of some object among a class of finite structures (graphs, hypergraphs, sequences etc.) avoiding some other object. We seek to reformulate such problems in the following more general setting. Rather than considering structures of some class forbidding a given object, we define a weight function which holds for arbitrary structures from that class. We then prove a bound on this weight function that immediately implies the original extremal theorem.

We begin by discussing the case of graphs. For a graph \(G\), we denote the set of vertices and edges of \(G\) by \(V(G)\) and \(E(G)\), respectively. A clique with \(r\) vertices is denoted by \(K_r\). For a given graph \(F\), the Turán number \(\text{ex}(n, F)\) is the maximum number of edges possible in an \(n\)-vertex graph which does not contain \(F\) as a subgraph.

Turán’s theorem asserts that for all \(r\) we have \(\text{ex}(n, K_{r+1}) \leq \frac{(r-1)n^2}{2r}\), and equality holds when \(r\) divides \(n\) and we take a complete \(r\)-partite graph with classes of equal size. Now we attempt to generalize this result by considering an arbitrary \(n\)-vertex graph \(G\) and looking at the behavior of the edges. Since for any \(r\) we wish to recover the bound of \(\frac{(r-1)n^2}{2r}\) in the case when no edge is in a copy of \(K_{r+1}\), we define a weight on the edges based on the size of the cliques in which that edge occurs. To this end, let

\[ c(e) = \max\{r : e \text{ occurs in a subgraph of } G \text{ isomorphic to } K_r\}. \]

It is then natural to assign each edge a weight \(1/\left(\frac{(c(e)-1)n^2}{2c(e)}\right)\) with denominator matching the corresponding extremal bound. We wish to prove that the sum of these weights is at most 1. Moving the \(n^2/2\) factor to the other side of the inequality we arrive at the following natural assertion.
Theorem 1. Let $G$ be any $n$-vertex graph, then

$$\sum_{e \in E(G)} \frac{c(e)}{c(e) - 1} \leq \frac{n^2}{2},$$

and equality holds if and only if $G$ is a multipartite graph with classes of equal size.

We prove Theorem 1 in Section 2 using an inductive argument. Theorem 1 was very recently proved independently by Domagoj Bradač [4] using the method of Motzkin and Straus [15]. Bradač [4] communicates that the statement of Theorem 1 was proposed by Balogh and Lidický and discussed at a conference in Oberwolfach in 2022. Moreover he mentions that stability results in the case of $K_5$-free graphs have been obtained by Balogh and Lidický. We will refer to Theorem 1 as a localized version of Turán’s theorem since the weight assigned to each edge depends only on the structures which it participates in. The bound from Turán’s theorem for any $r$ is easily recovered by noting that in a $K_r + 1$-free graph each edge has weight at most $\frac{r}{r-1}$.

Next we turn our attention to the case of paths. Erdős and Gallai [5] proved that an $n$-vertex graph without a copy of a path of length $k$ contains at most $(k - 1)n^2$ edges. Let $P_k$ denote the path of length $k$ (that is, with $k$ edges). Again we introduce a function on the edges

$$p(e) = \max\{k : e \text{ occurs in a subgraph of } G \text{ isomorphic to } P_k\}.$$

Then we have the following localized version of the theorem of Erdős and Gallai.

Theorem 2. Let $G$ be any $n$-vertex graph, then

$$\sum_{e \in E(G)} \frac{1}{p(e)} \leq \frac{n}{2},$$

and equality holds if and only if every connected component of $G$ is a clique.

Again, the original theorem of Erdős and Gallai is easily recovered by taking a $P_k$-free graph $G$ and using that $p(e) \leq k - 1$. Also one can rather simply give a similar result for stars. For any graph $G$, let $s(e)$ be the maximum number of edges in a star containing $e$.

Proposition 1. Let $G$ be any $n$-vertex graph, then

$$\sum_{e \in E(G)} \frac{1}{s(e)} \leq \frac{n}{2},$$

and equality holds if and only if each connected component of $G$ is regular.

Abstractly we are looking for theorems of the following form. Suppose we have an infinite sequence of graphs $F_1, F_2, \ldots$ with the property that for all $i$, $F_i$ is a subgraph of $F_{i+1}$. Let $G$ be an arbitrary $n$-vertex graph, and for each edge $e \in E(G)$ set

$$f(e) = \max\{i : e \text{ is an edge of a subgraph of } G \text{ isomorphic to } F_i\}.$$

Then we would like to know when it holds that

$$\sum_{e \in E(G)} \frac{1}{\text{ex}(n, F_{f(e)} + 1)} \leq 1. \quad (1)$$
A bound of this form simultaneously generalizes each of the corresponding results for extremal numbers \( \text{ex}(n, F_i) \). Indeed, if \( G \) does not contain a particular \( F = F_i \) as a subgraph, then by the monotonicity of the extremal function \( \text{ex}(n, F) \) with respect to taking subgraphs, we have

\[
\frac{|E(G)|}{\text{ex}(n, F)} \leq \sum_{e \in E(G)} \frac{1}{\text{ex}(n, F_{f(e)+1})} \leq 1,
\]

and consequently \( |E(G)| \leq \text{ex}(n, F) \). A stronger corollary of a bound of the form (1) is the following. Suppose for an infinite sequence of graphs \( F_1 \subset F_2 \subset \cdots \) we have a bound of the form (1). Fix \( F = F_i \) for some \( i \), and partition the edge set \( E(G) \) into two parts \( S \) and \( T \) where 
\[
S = \{ e \in E(G) : e \text{ is an edge of a subgraph of } G \text{ isomorphic to } F \}
\]
and 
\[
T = E(G) \setminus S.
\]

Then
\[
\frac{|S|}{\text{ex}(n, F)} + \frac{|T|}{\binom{n}{2}} \leq 1.
\]
(2)

The bound (2) follows by replacing \( \text{ex}(n, F_j) \) with \( \text{ex}(n, F_i) \) for all \( j < i \) and replacing \( \text{ex}(n, F_j) \) with \( \binom{n}{2} \) for all \( j > i \). Note that Theorems 1 and 2 are not precisely of the form (1) since the corresponding extremal bounds which we generalize are only tight in certain divisibility cases. It would be interesting to extend these results so that the inequality is sharp in all divisibility cases. Note that inequalities of the form (1) do not hold for any possible graph sequence. Indeed, if \( F_1 \) is a triangle, \( F_2 \) is a bow tie and \( G \) is a balanced complete bipartite graph plus an edge, then (1) is violated.

In extremal set theory bounds of the form (2) sometimes have had applications for ‘cross’-versions [8] (also termed ‘multicolor’-versions [2, 11]) of various problems. We now turn our attention to finding localized versions of some theorems in extremal set theory.

First we recall the classical LYM-inequality [1, 12, 13, 17] which generalizes Sperner’s theorem [16] about antichains in the Boolean lattice. Let \( A \subset 2^{[n]} \) be a family of sets forming an antichain with respect to the subset relation, then we have

\[
\sum_{A \in A} \frac{1}{\binom{|A|}{n}} \leq 1.
\]
(3)

Daykin and Frankl proved the following natural extension of the LYM-inequality. Suppose that \( A \) is any family of subsets of \([n]\) and let \( S \subset A \) be the collection of those sets in \( A \) incomparable to every set in \( A \). Write \( T = A \setminus S \), then

\[
\sum_{A \in S} \frac{1}{\binom{|A|}{n}} + \frac{|T|}{2^n} \leq 1.
\]
(4)

The inequality (4) can be used to directly bound the sum of the sizes of a family of cross-Sperner families.

A \((k+1)\)-chain in \( 2^{[n]} \) is a collection of sets \( A_1, A_2, \ldots, A_{k+1} \) such that for all \( i \) we have \( A_i \subset A_{i+1} \). Another natural extension of the LYM-inequality is the following. Suppose \( A \subset 2^{[n]} \) contains no \((k+1)\)-chain, then

\[
\sum_{A \in A} \frac{1}{\binom{|A|}{n}} \leq k.
\]
(5)
The inequality (5) can be proved by applying a Mirsky-type [4] decomposition to the set family or directly by imitating Lubell’s proof of the LYM-inequality [9]. Our main result in this topic is a generalization of (5). For an arbitrary $A \subset 2^{[n]}$, let
\[ c(A) = \max \{ k : A \text{ participates in a } k \text{-chain consisting of sets from } A \}. \]

**Theorem 3.** Let $A \subset 2^{[n]}$ be an arbitrary family of sets, then
\[ \sum_{A \in A} \frac{1}{\binom{|A|}{c(A)}} \leq 1. \]
Moreover equality holds if and only if $A$ consists of a union of complete levels.

A further extension of Theorem 3 to the setting of posets is given in Section 4, Corollary 1.

Observe that if $A$ is a $(k+1)$-chain free family, then $c(A) \leq k$ and we recover (5). The inequality in Theorem 3 and (4) seem to be independent of each other.

Next we consider intersecting set families. Recall that the Erdős-Ko-Rado [6] theorem asserts than if $r < n/2$, then a pairwise intersecting family consisting of sets of size $r$ has size at most $\binom{n-1}{r-1}$.

In order to find a shorter proof for a theorem of Hilton [8], Borg [3] proved the following generalization of the Erdős-Ko-Rado theorem. Let $r < n/2$ and let $A$ be an arbitrary family of $r$-element subsets of $[n]$. Let $S = \{ A \in A : \text{for all } B \in A, A \text{ and } B \text{ intersect} \}$ and $T = A \setminus S$, then
\[ |S| + \frac{r}{n} |T| \leq \binom{n-1}{r-1}. \] (6)

We now give a localized version generalizing Borg’s result.

**Theorem 4.** Let $A$ be a collection of $r$-element subsets of $[n]$. Let $m$ be the function on $A$ defined by setting $m(A) = n/r$, if $A$ is contained in some matching of $\lfloor n/r \rfloor$ sets from $A$, and setting $m(A)$ equal to the size of the largest matching in $A$ containing $A$, if that matching has fewer than $\lfloor n/r \rfloor$ sets, then
\[ \sum_{A \in A} \frac{1}{m(A)} \leq \binom{n-1}{r-1}. \]

Note that there are at least three distinct constructions attaining equality in Theorem 4. In addition to a star or a full level we may take the construction consisting of all sets of size $r$ containing at least one of two fixed elements.

Finally, we turn out attention to perfect graphs, posets and sequences. Recall that a perfect graph is one in which the chromatic number and clique number of all induced subgraphs are equal. In particular for a perfect graph $G$ we have $\omega(G) = \chi(G)$ and so $\alpha(G)\omega(G) = \alpha(G)\chi(G) \geq n$. In Section 4 we prove the analogous localized version of this bound as a corollary of a more technical statement about functions on perfect graphs that may be of independent interest.

Let $G$ be a perfect graph, and for each $v \in V(G)$ let $c(v)$ be the largest size of a clique containing $v$, and let $i(v)$ be the largest size of an independent set containing $v$.

**Theorem 5.** For any $n$-vertex perfect graph $G$, we have
\[ \sum_{v \in V(G)} \frac{1}{c(v)i(v)} \leq 1. \]

As a consequence of Theorem 5 we deduce a localized version of the classical theorem of Erdős and Szekeres [7] about sequences.
2 Proofs of localized versions of extremal graph theorems

Proof of Theorem 1. We prove the claim by induction on $n$. The result holds trivially for $n = 1$, so assume $n > 1$ and let $G$ be an $n$-vertex graph with edge set $E$. If the graph contains no edges, then the bound follows trivially so assume $G$ has at least one edge. Let $k$ be the size of the largest clique in $G$, and let $C$ be a clique of size $k$. We split the edges $E$ into three parts: $E_C$, the edges within $C$; $E_{G\setminus C}$, the edges within $G \setminus C$; and $E_S$, the edges that connect $C$ and $G \setminus C$. We bound the contribution to the sum from each of these separately.

1. Since $C$ is a clique of maximum size in $G$, we know that $E_C$ contains $k(k - 1)/2$ edges, all with $c(e) = k$. So we can see that
\[
\sum_{e \in E_C} \frac{c(e)}{c(e) - 1} = \frac{k(k - 1)}{2} \frac{k}{k - 1} = \frac{k^2}{2}.
\]

2. For all $v \in V(G \setminus C)$, let $C_v = \{w \in C \mid \{v, w\} \in E\}$. Note that $C_v \cup \{v\}$ is itself a clique, and so we may conclude that $|C_v| + 1 \leq k$, and $c(e) \geq |C_v| + 1$ for all edges $e$ that connect $v$ to $C$. Thus, we obtain that
\[
\sum_{e \in E_S} \frac{c(e)}{c(e) - 1} \leq \sum_{v \in V(G \setminus C)} (|C_v| + 1) \leq \sum_{v \in V(G \setminus C)} k = (n - k)k.
\]

3. Lastly, our induction hypothesis implies that
\[
\sum_{e \in E_{G\setminus C}} \frac{c(e)}{c(e) - 1} \leq \frac{(n - k)^2}{2}.
\]

Combining all three of the estimates above we obtain that
\[
\sum_{e \in E} \frac{c(e)}{c(e) - 1} \leq \frac{k^2}{2} + k(n - k) + \frac{(n - k)^2}{2} = \frac{n^2}{2}, \tag{7}
\]
as required.

Now suppose we have equality in (7), then all three of the estimates above must be tight. From the third estimate we obtain that $G \setminus C$ is a complete multipartite graph with $m$ equal size classes where $m \leq k$. Moreover, for each edge $e$ in $E_{G\setminus C}$, we have that $m = c_{G\setminus C}(e) = c_G(e)$. By the second estimate each vertex from $G \setminus C$ must have exactly $k - 1$ neighbors in $C$. Consequently if we take a vertex from each class in $G \setminus C$, we obtain that these vertices have a common neighborhood in $C$ of at least $k - m$. Thus every edge in $E_{G\setminus C}$ is part of a $k$-clique in $G$ and so $m = c_G(e) = k$. Finally, any selection of $k$ vertices from distinct classes of $G \setminus C$ must have an empty common neighborhood in $C$ for otherwise we would have a larger clique. It follows that for every class in $G \setminus C$ there is exactly one vertex in $C$ to which all vertices in that class are nonadjacent, and this vertex is distinct for each class in $G \setminus C$. Adding each such vertex from $C$ to its respective class in $G \setminus C$, we see that $G$ is a balanced multipartite graph as required.

Now we give the proof of the localized version of the Erdős-Gallai theorem.
Proof of Theorem \[4\]. We prove the claim by induction on \(n\). The claim follows trivially for \(n = 1\), so assume \(n > 1\). Furthermore, assume that \(G\) is connected; if \(G\) is not connected, we may simply apply the induction hypothesis to each connected component in turn, and sum the results to arrive at our claim.

Assume the longest path in \(G\) has length \(k\), and let \(P\) be a path achieving this length, with endpoints \(v\) and \(w\). We use \(R(v)\) to denote the edges that have \(v\) as an endpoint; note that \(R(v)\) cannot contain any edges to vertices outside of \(P\), since otherwise \(P\) is not maximal. We define \(R(w)\) similarly, and note it has the same property.

If there exists a circuit \(C\) that includes all the vertices on \(P\), then we can see that \(P\) must include all the vertices in \(G\). Otherwise, since \(G\) is connected, we can find a path from \(C\) to any vertex \(u\) not lying on it; but the path that starts at \(u\), goes to \(C\), and then goes around \(C\) is strictly longer that \(P\), a contradiction. So in this case, we have that \(k = n - 1\). Furthermore, every edge in the graph either lies on the circuit \(C\) or forms a chord in \(C\). In either case, we can easily construct a path of length \(n - 1\) containing it. So we can see that

\[
\sum_{e \in E(G)} \frac{1}{p(e)} = \left|E(G)\right| \frac{1}{n-1} \leq \left(\frac{n}{2}\right) \frac{1}{n-1} = \frac{n}{2},
\]

and we are done. Equality in the theorem implies \(R\) is tight and so \(G\) is a clique.

Now we assume that there is no circuit \(C\) that includes all of the vertices of \(P\). Note that this means that \(\{v, w\} \notin E(G)\). Furthermore, let \(\{v', w'\}\) be any internal edge of \(P\), where \(v'\) is closer to \(v\) along \(P\) (and so \(w'\) is closer to \(w\) along \(P\)). Note that \(P \setminus \{\{v', w'\}\} \cup \{\{v, w\}\}, \{v', w\}\) would be a circuit, so either \(\{v, w\} \notin E(G)\) or \(\{v', w\} \notin E(G)\). Recalling that \(R(v)\) and \(R(w)\) contain no edges to vertices outside \(P\), we may thus conclude that

\[
|R(v)| + |R(w)| \leq 2 + (k - 2) = k.
\]

So without loss of generality, we assume that \(|R(v)| \leq k/2\). Note that any \(e \in R(v)\) has \(p(e) = k\), since there is always some \(e' \in P\) that can be replaced with \(e\) to form a new path \(P'\). Thus, if we apply our induction hypothesis to \(G \setminus v\), we get that

\[
\sum_{e \in E(G)} \frac{1}{p(e)} = \sum_{e \in R(v)} \frac{1}{p(e)} + \sum_{E(G) \setminus R(v)} \frac{1}{p(e)} \leq \sum_{e \in R(v)} \frac{1}{p(e)} + \sum_{E(G) \setminus R(v)} \frac{1}{p_G(v)} \leq \frac{k}{2} + \frac{n - 1}{2} = \frac{n}{2}. \tag{9}
\]

Equality in the theorem statement implies that both inequalities in \(9\) hold with equality for all \(e \in E(G)\). This means that for the edges \(e\) in \(E(G) \setminus v\) we have \(p(e) = p_G(v,e)\). Moreover by induction \(G \setminus v\) must be a disjoint union of cliques. If \(k = 1\) the graph consists of just an edge and we are done, so assume \(k \geq 1\). Consider the edge \(e\) incident to \(v\) in \(P\) and the next edge \(f\) in the path. Since \(f\) belongs to a connected component which is a clique in \(G \setminus v\) and \(f\) is adjacent to \(e\), we can easily find a longer path in \(G\) containing \(f\) and so \(p(e) > p_G(v,e)\). Thus in the present case, equality cannot hold in \(9\).

We conclude this section with the proof of the analogous statement about stars.

Proof of Proposition \[7\]. For a vertex \(v\) of \(G\) set \(w(v)\) equal to the sum of \(\frac{1}{\delta(e)}\) across edges \(e\) which are incident to \(v\). Then for all \(v\),

\[
w(v) \leq \sum_{e \in E(G)} \frac{1}{\delta(v)} = 1. \tag{10}
\]
Then we have
\[ 2 \sum_{e \in E(G)} \frac{1}{s(e)} = \sum_{v} w(v) \leq n, \]
and the result follows.

Suppose we have equality in (10), then for every \( v \) every edge \( e \) incident to \( v \) must satisfy \( s(e) = d(v) \). It is then immediate that each component is regular, as claimed.

Given that we have localized versions of the extremal results of paths and stars it would be natural to investigate what happens in the case of an arbitrary sequence of trees: \( T_1 \subset T_2 \subset \cdots \). However, such an investigation may be difficult since we only know the validity of the Erdős-Sós conjecture in certain cases. Nonetheless one could hope to prove localized versions conditional on the Erdős-Sós conjecture.

3 Proofs of localized versions of extremal hypergraph theorems

We begin by proving the localized version of the LYM-inequality.

\textit{Proof of Theorem 3.} Let \( A \subset 2^n \) be any family of sets. Call a chain of sets \( C \) maximal if it contains a set of every possible cardinality. We will double count pairs \((A,C)\) where \( A \in A \) and \( C \) is a maximal chain in \( 2^n \) using a weight function \( w \). We define \( w \) by
\[ w(A,C) = \begin{cases} \frac{1}{c(A)} & \text{if } A \in A \text{ and } A \in C, \\ 0 & \text{otherwise.} \end{cases} \]

First fix a set \( A \in A \). There are \(|A|!(n - |A|)! \) maximal chains containing \( A \) and so
\[ \sum_{A \in A} \sum_{C} w(A,C) = \sum_{A \in A} \frac{|A|!(n - |A|)!}{c(A)}. \tag{11} \]

Now, fix a maximal chain \( C \). Suppose \( C \) contains \( m \) sets from \( A \); then we have \( c(A) \geq m \) for all such sets, since these \( m \) sets themself form a chain of length \( m \). Thus, we have
\[ \sum_{C} \sum_{A \in A} w(A,C) \leq \sum_{C} m = n!. \tag{12} \]

Comparing (11) and (12) yields
\[ \sum_{A \in A} \frac{1}{c(A) \binom{n}{|A|}} \leq 1, \tag{13} \]
as desired. Suppose we have equality in (13). Then the total weight on every chain must be 1. Note that this trivially holds in the case where \( A \) equals a union of levels. We claim that this is the only case where equality holds. Suppose \( A \) is not a union of levels. Then there is at least one level of \( 2^n \) containing both a set from \( A \) and one not from \( A \). Moreover, there must be such a pair with symmetric difference 2. Call these sets \( A \) and \( B \) where \( A \in A \) with \( c(A) = m \) and \( B \notin A \). Since \( |A| = |B| = t \) and \( A \) and \( B \) have symmetric difference 2, it follows that the intersection, \( A \cap B \), is of size \( t - 1 \) and the union, \( A \cup B \), is of size \( t + 1 \).
Consider any chain of the form \( C_1 = \{ \emptyset, A_1, A_2, \ldots, A_{t-2}, A \cap B, A, A \cup B, A_{t+2}, \ldots, [n] \} \), then the total weight along \( C_1 \) must be 1 in the equality case and so \( C_1 \) contains \( m \) sets from \( \mathcal{A} \) each with weight \( 1/m \). Now, consider the chain \( C_2 = \{ \emptyset, A_1, A_2, \ldots, A_{t-2}, A \cap B, B, A \cup B, A_{t+2}, \ldots, [n] \} \). Since this chain contains the same sets as \( C_1 \) except with \( B \notin \mathcal{A} \) instead of \( A \in \mathcal{A} \), the total weight of \( C_2 \) is \( 1 - 1/m \), a contradiction.

Proof. We will use Katona’s method of cyclic permutations \([10]\). By a cyclic permutation, \( \sigma \), we mean a cyclic ordering \( a_1 < a_2 < \cdots < a_n < a_1 \) of \([n]\). A set \( A \in \mathcal{A} \) is an interval in \( \sigma \) if its elements are consecutive in \( \sigma \). An interval starts at \( a_i \) if \( a_i \) is the smallest element in the order on \( \mathcal{A} \) induced by \( \sigma \). We will double count pairs \((A, \sigma)\) where \( A \in \mathcal{A} \) and \( \sigma \) is a cyclic permutation of \([n]\) with the following weight function:

\[
w(A, \sigma) = \begin{cases} \frac{1}{m(A)}, & \text{if } A \in \mathcal{A} \text{ and } A \text{ is an interval in } \sigma, \\ 0, & \text{otherwise}. \end{cases}
\]

Every set \( A \in \mathcal{A} \) is an interval in exactly \( r!(n-r)! \) cyclic permutations. Thus, we have

\[
\sum_{A \in \mathcal{A}} \sum_{\sigma} w(A, \sigma) = \sum_{A \in \mathcal{A}} \frac{r!(n-r)!}{m(A)}.
\]

Now we switch the order of summation and fix a cyclic permutation \( \sigma \). In Lemma\([11]\) whose proof is given below, we will show that the the total weight contributed by intervals along any cyclic permutation is at most \( r \). It follows that

\[
\sum_{\sigma} \sum_{A \in \mathcal{A}} w(A, \sigma) \leq \sum_{\sigma} r = (n - 1)!r.
\]

Dividing through by \((n-r)!r!\) gives the desired result. \(\square\)

**Lemma 1.** Let \( \sigma \) be a cyclic permutation and denote by \( \mathcal{A}^\sigma \) the collection of those sets in \( \mathcal{A} \) which are intervals in \( \sigma \). Let \( m(A) \) be defined as in the theorem, then

\[
\sum_{A \in \mathcal{A}^\sigma} \frac{1}{m(A)} \leq r.
\]

**Proof.** Let \( n = tr + s \) where \( t \) and \( s \) are integers and \( 0 \leq s < r \). Similarly, let \( |\mathcal{A}^\sigma| = lr + k \) where \( l \) and \( k \) are integers and \( 0 \leq k < r \).

First, we show that every set in \( \mathcal{A}^\sigma \) is contained in an \( l \)-matching. Notice that if an interval \( A \) does not begin less than \( r \) positions before or after an interval \( B \), then \( A \) and \( B \) are disjoint. Consider the cyclic order attained by removing all of those elements from \( \sigma \) at which no \( A \in \mathcal{A}^\sigma \) begins. If two elements \( a \) and \( b \) are more than \( r \) positions apart in this contracted order, then they must have been at least \( r \) positions apart in the original order, and so the interval beginning at \( a \) in \( \sigma \) must be disjoint from the interval beginning at \( b \). Now take an arbitrary element of the contracted order and move along the order \( r \) elements at a time. After \( l - 1 \) repetitions we are still a distance of at least \( r \) from the starting element. The starting element, along with the elements
encountered at each of the \( l - 1 \) steps constitute an \( l \)-matching. Since our choice of starting element in the contracted order was arbitrary, it follows that every \( A \in \mathcal{A}^\sigma \) is contained in an \( l \)-matching.

Now, we distinguish two cases based on whether \( l = t \) or \( l < t \). If \( l = t \), then since every \( A \in \mathcal{A}^\sigma \) is contained in an \( l \)-matching we have,

\[
\sum_{A \in \mathcal{A}^\sigma} \frac{1}{m(A)} = \frac{|\mathcal{A}^\sigma|}{n/r} \leq \frac{n}{n/r} = r.
\]

It remains to show the bound for the case \( l < t \). Since \( l < t \) there are at least \( r - k \) elements of \( \sigma \) at which no set in \( \mathcal{A}^\sigma \) begins. Choose any \( r - k \) such elements.

We will refer to these elements as “fake” starting positions as we will imagine additional intervals beginning at them. The size of \( \mathcal{A}^\sigma \) plus the number of fake starting positions is then \((l + 1)r \). As before, we consider the contracted order containing only elements beginning sets in \( \mathcal{A}^\sigma \) and the fake starting positions. Since \((l + 1)r \) is a multiple of \( r \), we may partition the elements of the resulting order into \( r \) classes each containing \( l + 1 \) elements such that in any class the distance between two elements is a multiple of \( r \). There are only \( r - k \) fake starting positions, so it follows that some \( k \) of these classes consist of only elements corresponding to sets in \( \mathcal{A}^\sigma \). For each set \( A \) contained in one of the \( k \) classes consisting only of sets in \( \mathcal{A}^\sigma \), we know that \( m(A) \geq l + 1 \) since \( A \) is in a \( l + 1 \)-matching with the other sets in the class. It follows that the net weight contributed by such sets is at most

\[
\frac{k(l + 1)}{l + 1} = k.
\]  

(14)

Subtracting off the sets in \( \mathcal{A}^\sigma \) which fill one of the classes and the fake starting positions leaves

\[ r(l + 1) - k(l + 1) - (r - k) = l(r - k) \]

sets. Since every set in \( \mathcal{A}^\sigma \) is contained in matching of size at least \( l \), we have that the weight contribution of the remaining sets is at most

\[
\frac{l(r - k)}{l} = r - k.
\]  

(15)

Thus, adding (14) and (15) we have that

\[
\sum_{A \in \mathcal{A}^\sigma} \frac{1}{m(A)} \leq k + (r - k) = r,
\]

as desired.

\[ \square \]

4 Results on perfect graphs, posets and sequences

**Theorem 6.** Let \( G \) be a perfect graph, and \( f \) be a function on the set of pairs \((H,v)\) where \( H \) is an induced subgraph of \( G \) and \( v \in V(H) \). Assume that \( f \) satisfies \( f(H,v) \leq f(G[V(H) \cup \{w\}],v) \) for induced subgraphs \( H \) of \( G \) and \( w \in V(G) \setminus V(H) \). Also assume that if \( H \) is an independent set in \( G \), then we have

\[
\sum_{v \in V(H)} \frac{1}{f(H,v)} \leq 1.
\]
For an induced subgraph $H$ of $G$, let $c(H, v)$ be the size of the largest clique in $H$ that contains $v$. Then, we have

$$\sum_{v \in V(H)} \frac{1}{f(H, v)c(H, v)} \leq 1.$$ 

Proof. We use induction on the size of the largest clique in $H$. If $H$ is an independent set, then we have $c(H, v) = 1$ for all $v \in V(H)$ and the desired bound follows by assumption. Otherwise, let $k$ be the size of the largest clique in $H$, and assume we have the desired bound whenever the maximum clique has size strictly less than $k$. Define $B$ as the set of all vertices contained in a $k$-clique, that is $B = \{v \in V(H) : c(H, v) = k\}$. Since $G$ is perfect, we may conclude that the chromatic number of $H$ is also $k$. Let $R$ be any $k$-coloring of $H$. We form the natural partition of $B$ based on $R$ as

$$B_r = \{v \in B : v \text{ has color } r \text{ under } R\}.$$ 

Now, for any color $r \in R$, we know that every $k$-clique in $H$ must contain exactly one vertex with color $r$, and so the largest clique in $H \setminus B_r$ must have size exactly $k - 1$. We apply induction to get that

$$\sum_{v \in V(H \setminus B_r)} \frac{1}{f(H \setminus B_r, v)c(H \setminus B_r, v)} \leq 1 \quad (16)$$

for every $r \in R$.

Now, for all $v \in H$ and all $r \in R$, we have by assumption that $f(H, v) \geq f(H \setminus B_r, v)$ and trivially that $c(H, v) \geq c(H \setminus B_r, v)$. Recall that $B_r$ contains exactly one vertex from each $k$-clique with vertices in $B$ (which is every $k$-clique in $H$). Thus, for any $v \in B \setminus B_r$, it is clear that $c(H \setminus B_r, v) = k - 1$, and so for all $v \in B$ we have $c(H \setminus B_r, v) = \frac{k - 1}{k}c(H, v)$. Summing Equation (16) over all $r$ gives us

$$k \geq \sum_{r \in R} \sum_{v \in V(H \setminus B_r)} \frac{1}{f(H \setminus B_r, v)c(H \setminus B_r, v)}$$

$$= \sum_{r \in R} \sum_{v \in V(H \setminus B)} \frac{1}{f(H \setminus B_r, v)c(H \setminus B_r, v)} + \sum_{r \in R} \sum_{v \in V(G \setminus [B \setminus B_r])} \frac{1}{f(H \setminus B_r, v)c(H \setminus B_r, v)}$$

$$\geq k \sum_{v \in V(G \setminus [B \setminus B])} \frac{1}{f(H, v)c(H, v)} + (k - 1) \sum_{v \in V(G \setminus [B])} \frac{1}{f(H, v)c(H, v)}$$

$$= k \sum_{v \in V(H)} \frac{1}{f(H, v)c(H, v)}.$$

Dividing both sides by $k$ yields the desired inequality. 

The following corollary is a natural generalization of Theorem 3 to any poset satisfying the LYM-inequality.

**Corollary 1.** Let $P$ be a ranked poset with $N_i$ elements of rank $i$. For $x \in P$, let $|x|$ denote the rank of $x$. Suppose that any antichain $S \subset P$ satisfies the LYM-type inequality:

$$\sum_{x \in S} \frac{1}{N_{|x|}} \leq 1.$$
Then, given any set \( T \subset P \) we have
\[
\sum_{x \in T} \frac{1}{N_{|x|} c(T, x)} \leq 1.
\]

**Proof.** Let \( G \) be the comparability graph of \( P \). A set \( S \subset P \) corresponds to an induced subgraph \( G_S \) of \( G \). Observe that \( S \) is an antichain if and only if \( G_S \) is an independent set. Moreover the chains in the poset \( P \) are in one-to-one correspondence with the cliques in \( G \). The assumption that an antichain \( S \) in \( P \) satisfies the LYM-inequality shows that the conditions of Theorem 6 are satisfied when \( f(G_S, x) \) is taken to be \( N_{|x|} \) for all \( S \) and \( x \). Then the conclusion of Corollary 1 is immediate from the conclusion of Theorem 6.

Now we deduce Theorem 5 from Theorem 6.

**Proof of Theorem 5.** Let \( G \) be a perfect graph and for an induced subgraph \( H \) and \( x \in V(H) \) let \( f(H, v) \) be the maximum size of an independent set in \( H \) which contains \( v \). It is easy to see \( f \) satisfies the condition increasing condition. If \( H \) is an independent set then \( f(H, v) = |V(H)| \) and the other condition of Theorem 6 is satisfied. Then taking \( G = H \), the conclusion of Theorem 6 gives the required bound:
\[
\sum_{v \in V(G)} \frac{1}{i(v) c(v)} = \sum_{v \in V(G)} \frac{1}{f(G, v) c(G, v)} \leq 1.
\]

Again by considering the comparability graph the following corollary is immediate from Theorem 5. For any poset \( P \) and \( x \in P \) let \( C(x) \) denote the size of the largest chain \( x \) belongs to and \( A(x) \) the size of the largest antichain \( x \) belongs to.

**Corollary 2.** Let \( P \) be any poset we have,
\[
\sum_{x \in P} \frac{1}{A(x) C(x)} \leq 1.
\]

By considering the natural poset defined on sequences of numbers \( x_1, x_2, \ldots, x_N \) where \( x_i < x_j \) if \( i < j \) and \( x_i < x_j \) we obtain a localized version of the classical result of Erdős and Szekeres [7]. For a finite sequence of real numbers let \( i(x) \) and \( d(x) \) denote the longest increasing and decreasing subsequence containing \( x \), respectively. Then we have the following.

**Corollary 3.** For any finite sequence \( S \) of real numbers
\[
\sum_{x \in S} \frac{1}{i(x) d(x)} \leq 1.
\]
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