Security Evaluation of Negative Iris Recognition

Osama OUDA††††, Slim CHAOUI†††, Nonmembers, and Norimichi TSUMURA††††, Member

SUMMARY  Biometric template protection techniques have been proposed to address security and privacy issues inherent to biometric-based authentication systems. However, it has been shown that the robustness of most of such techniques against reversibility and linkability attacks are overestimated. Thus, a thorough security analysis of recently proposed template protection schemes has to be carried out. Negative iris recognition is an interesting iris template protection scheme based on the concept of negative databases. In this paper, we present a comprehensive security analysis of this scheme in order to validate its practical usefulness. Although the authors of negative iris recognition claim that their scheme possesses both irreversibility and unlinkability, we demonstrate that more than 75% of the original iris-code bits can be recovered using a single protected template. Moreover, we show that the negative iris recognition scheme is vulnerable to attacks via record multiplicity where an adversary can combine several transformed templates to recover more proportion of the original iris-code. Finally, we demonstrate that the scheme does not possess unlinkability. The experimental results, on the CASIA-IrisV3 Interval public database, support our theory and confirm that the negative iris recognition scheme is susceptible to reversibility, linkability, and record multiplicity attacks.
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1. Introduction

With the increased deployment of biometric-based authentication systems, protecting stored and/or transmitted biometric data against unauthorized disclosure, eavesdropping, malicious or accidental alteration has become a key requirement to secure non-revocable biometric templates and safeguard users’ privacy. As a result, several biometric template protection schemes have been proposed over the past few years [1]. These schemes can be broadly classified into two main categories; namely, cancelable biometrics and biometric cryptosystems. The main goal of both categories is to authenticate/identify individuals without leaking much information about their inherent biometric data via deriving irreversible identities from such data. Schemes in both categories should not deteriorate the recognition accuracy of the underlying biometric recognition system. Moreover, such schemes should resist various types of security and privacy attacks.

Although authors of most existing biometric template protection schemes payed much attention to prove that their proposed schemes preserve recognition accuracy, the security of such schemes is ignored or superficially discussed and is therefore suspected to be highly overestimated [2], [3]. A rigorous security analysis of existing schemes is thus required in order to ensure that they can resist reversibility and linkability attacks before they are deployed in real-world applications that require high security. Some recent studies [4], [5] have already shown that several template protection schemes are vulnerable to different types of attacks. As a result, remedies to the discovered defects have been proposed to enhance the security of some flawed schemes [6]–[8].

Fuzzy commitment [9] and fuzzy vault [10] schemes are two popular biometric cryptosystems that utilize error-correcting codes to handle intra-class variations in biometric data. The fuzzy commitment scheme (FCS) follows a key binding approach in which a biometric key is generated via XOR-ing a randomly selected codeword with the binary string derived from the biometric sample. Although the FCS has been successfully applied to several biometric modalities such as iris [11], fingerprint [12], face [13], and online signature [14], it has been shown that it is vulnerable to the decodability attack [15] which facilitates matching protected templates across different applications. Kelkboom et al. [7] suggested to implement a random bit shuffling process on the binary biometric vector before applying the FCS to it in order to prevent cross-matching. However, Tams [16] showed that this countermeasure can not completely prevent attackers from cross-matching biometric keys generated using the FCS.

Unlike the FCS, the fuzzy vault scheme (FVS) is suitable for protecting unordered sets of biometric features and thereby it can be applied to various biometric modalities without the need for preprocessing steps (such as binarization). The idea of the FVS is to use biometric features to lock a random key encoded as the coefficients of a selected polynomial $p$ by projecting these features onto $p$ and adding chaff points in order to obscure the projected biometric features. The FVS is one of the most accepted and well-studied [17], [18] approaches for binding biometric data with cryptographic keys. However, several studies showed that it is vulnerable to various attacks such as brute-
force [19], correlation [20], record multiplicity [21], and collusion [22] attacks.

In addition to biometric cryptosystems, cancelable biometrics (CB) schemes offer a means for protecting biometric data through the application of non-invertible transforms that can derive several different distorted versions of the same biometric sample. BioHashing [23] is a well-known scheme that has been applied to a variety of biometrics modalities [24]–[26]. The basic idea behind BioHashing is to apply user-specific random projections to biometric features in order to obtain cancelable templates. CB schemes based on the basic concept of BioHashing suffer from several vulnerabilities that would enable attackers to launch reversibility [27] and pre-image attacks [5]. BioEncoding [28], [29] is another CB scheme that can be used to protect binary biometric data such as iris-codes. This transform divides a binary template into words of fixed size and then apply random Boolean functions to each word so that each word is mapped to a single random bit. The protected template consists of the resulting bits. Lacharme [30] pointed out that BioEncoding is susceptible to correlation and invertibility attacks since it is possible to reconstruct several pre-images from the protected template. Ouda et al. [31] suggested to randomly shuffle bits of the iris-code using an application-specific permutation prior to applying the BioEncoding transformation in order to thwart correlation attacks as well as to ensure diversity.

Rathgeb et al. [32] proposed a CB iris biometric template protection scheme based on Bloom filters. This scheme divides the iris-code into a number of sub-matrices and transforms each sub-matrix into a Bloom filter using predetermined application-specific secret value. Hermans et al. [4] presented a simple attack that illustrates that this scheme does not achieve unlinkability. Gomez-Barrero et al. [6] proposed to integrate an additional structure-preserving feature re-arrangement step to improve the robustness of the original scheme in [32] against cross-matching attack.

A novel cancelable iris biometric technique, referred to as the negative iris recognition scheme, has been recently proposed by Zhao et al. [33] to protect iris-codes. This scheme utilizes the concept of negative database (NDB) [34], which is a new technique for privacy preservation, to generate revocable iris templates. The authors claim that their scheme is secure against possible reversibility and linkability attacks since reversing the NDB has been demonstrated to be an NP-hard problem [35].

In this paper, we present a thorough security analysis of the negative iris recognition scheme and demonstrate that it is vulnerable to reversibility, linkability and record multiplicity attacks. In order to confirm the presented analysis, we tested the proposed attacks on a publicly available iris images dataset. The obtained experimental results illustrate the effectiveness of the proposed attacks and show that, contrary to the claims stated in [33], the scheme does not satisfy irreversibility and unlinkability requirements.

The remainder of this paper is structured as follows. Section 2 provides a brief overview of the negative iris recognition scheme. Section 3 presents our security analysis and describes three different attacks against the negative iris scheme. The experimental results are presented in Sect. 4. Finally, Sect. 5 concludes the paper.

2. Negative Iris Recognition

The negative iris recognition scheme is based on the concept of negative database which was firstly proposed by Esponda et al. [36] to protect data privacy. Rather than storing the actual data, the basic idea behind NDB is to store elements in the complementary set of the original database. Consider a set \( U = \{0, 1\}^n \) and a database \( DB \subset U \). An NDB of \( DB \) covers only the elements in \( U - DB \) and is said to be complete if \( NDB = U - DB \); otherwise, it is incomplete. Typically, a negative database is expressed in a compressed form using the notation \( \ast \ast \) that can represent both 0 and 1. Thus, for each entry \( t \in \{0, 1, \ast\}^n \) in \( NDB \), the positions that have the value \( \ast \) are called unspecified positions whereas positions that have the values 0 or 1 are called specified positions.

Table 1 demonstrates different examples of complete \( (NDB_1 \) and \( NDB_2 \)) and incomplete \( (NDB_3 \) and \( NDB_4 \)) negative databases of a database containing two 3-bit entries.

Several algorithms for generating NDBs have been proposed [37], [38] in the literature. However, the irreversibility of most of these algorithms cannot be ensured or controlled. The \( p \)-hidden algorithm proposed by Liu et al. [37] has been demonstrated to have strong security against reversibility attacks [35]. Therefore, Zhao et al. [33] chose this algorithm to implement their negative iris recognition scheme. The \( p \)-hidden algorithm can generate a hard-to-reverse negative database \( (NDB_s) \) with \( m \times n \times r \) entries from a database with a single \( n \)-bit binary string \( s \), where \( r \) is a parameter that controls the number of entries in \( NDB_s \) (often set to 6.5). At each iteration of the \( p \)-hidden procedure, one entry \( t \), with three randomly selected specified positions and \( n - 3 \) unspecified positions, is generated and added to \( NDB_s \). The values at the specified positions in \( t \) differ from the values of the corresponding positions in \( s \) according to two probability parameters, \( p_1 \) and \( p_2 \). Specifically, values at the specified positions of \( s \) and \( t \) could differ at one, two, or three positions with probabilities \( p_1 \), \( p_2 \), or \( 1 - p_1 - p_2 \), respectively. Since the positions that have different values across \( s \) and \( t \) are selected randomly and with different probabilities, it would be difficult for an attacker to reverse the generated \( NDB \) and recover the original \( DB \).
Liu et al. [37] demonstrated that \( p_1 \) and \( p_2 \) should satisfy \( 4p_1 + 2p_2 - 2 > 3 \) and \( p_1 + p_2 < 1 \). Besides, they analyzed the hardness level of reversing NDBs generated by the \( p \)-hidden algorithm for different values of \( p_1, p_2, \) and \( r \) and found that the highest security level can be achieved when \( p_1 = 0.80, p_2 = 0.14, \) and \( r = 6.5 \). Thereby, the same parameter settings have been adopted in the implementation of the negative iris recognition scheme [33].

3. Attacks on Negative Iris Recognition

The security of the negative iris recognition scheme is based on the fact that reversing the \( p \)-hidden-NDB to recover the protected template is equivalent to solving the 3-SAT problem that has at least one solution. However, in the context of biometric systems, the authentication process succeeds if the sample presented to the system during verification is sufficiently similar to the stored template. In other words, the adversary does not need to obtain an exact version (solution) of the stored template in order to spoof the authentication system. Typically, the standard deployed matching threshold for iris recognition systems is 0.32 fractional Hamming distance [39]. That is, it is sufficient for the adversary to recover at least 68% of the iris-code bits in order to break into iris-code based authentication systems. In this section, we show that although it might be difficult to completely recover the original iris-code from the \( p \)-hidden-NDB, it is possible to obtain a bit-string that is similar enough to spoof the authentication system. Moreover, the vulnerability of the scheme to attacks via record multiplicity as well as linkage attacks is analyzed.

3.1 Reversibility Attacks

In this section, we discuss the robustness of the negative iris recognition scheme against reversibility, a.k.a. invertibility, attacks. As described in the previous section, for a DB containing a single iris-code \( x \in \{0, 1\}^n \), a corresponding negative database, \( NDB_N \), of \( m = r \times n \) entries, \( t_i \in \{0, 1, \ast\}^n, i = 1, 2, \ldots, m \), can be generated using the \( p \)-hidden algorithm. Let \( t_i(k) \), the bit at position \( k \) of an entry \( t_i \) in \( NDB_N \), be a specified bit. According to the \( p \)-hidden algorithm, one, two, or three of the (three) specified bits of any entry in \( NDB_N \) are flipped with probabilities \( p_1, p_2, \) and \( p_3 = 1 - (p_1 + p_2) \), respectively. Thus, the probability, \( P_{diff} \), that \( t_i(k) \) is a flipped version of \( x(k) \) is given as:

\[
P_{diff} = P(x(k) \neq t_i(k)) = \frac{p_1 + 2p_2 + 3p_3}{3}. \tag{1}
\]

Similarly, the probability, \( P_{same} \), that \( t_i(k) \) is not a flipped version of \( x(k) \), i.e., \( x(k) = t_i(k) \), is given as:

\[
P_{same} = P(x(k) = y_i(k)) = \frac{2p_1 + p_2}{3}. \tag{2}
\]

Reversing \( NDB_N \), and hence recovering the original iris-code \( x \), would be difficult if \( P_{same} = P_{diff} \). However, as pointed out in [37], the \( p \)-hidden algorithm can generate hard-to-reverse NDBs if and only if the conditions \( 4p_1 + 2p_2 - 2 > 3 \) and \( p_1 + p_2 < 1 \) are satisfied. Consequently, form (3), we have \( 0.5 < P_{same} < 2/3 \); that is, \( P_{same} > P_{diff} \).

Moreover, it has been shown that the security of NDBs generated using the \( p \)-hidden algorithm increases when \( p_1 \) increases, i.e., \( p_1 \gg p_2 \). Specifically, the results reported in [37] have shown that the highest hardness level of reversing NDBs generated using the \( p \)-hidden algorithm is achieved at \( p_1 = 0.80, p_2 = 0.14, \) and \( r = 6.5 \). This implies that, under these recommended settings, the probability that any bit at a specified position \( k \) in \( NDB_N \) is equal to \( x(k) \) is 0.58.

The above parameter settings were adopted in [33] to secure iris-codes using negative databases. Here we show that under these parameter settings, the attackers can recover more than 75% of \( x \) using a single NDB. Let \( S_k \) be the number of times each position \( k \) in \( NDB_N \) is selected as a specified position, and let \( sum_k \) be the sum of all bits at that position. Algorithm 1 demonstrates a simple yet powerful method that can be followed by the adversary to recover the value of \( x(k) \). At each position \( k \), he/she can simply compute \( \alpha = sum_k/S_k \) and then use the following rule:

\[
\hat{x}(k) = \begin{cases} 1 & \alpha > 0.5 \\ 0 & \text{otherwise}, \end{cases}
\]

where \( \hat{x}(k) \) is the guessed value of \( x(k) \). Obviously, the expectation of \( \alpha = P_{same} \). Therefore, the probability that \( x(k) \) is guessed correctly using the above rule is:

\[
P_{correct} = P(\hat{x}(k) = x(k)) = \sum_{i=\lfloor S_k \rfloor/2+1}^{S_k} \binom{S_k}{i} \times P_{same}^i \times (1 - P_{same})^{S_k-i}. \tag{3}
\]

Let \( \gamma \) denote the proportion of correctly guessed iris-code bits. Thus, the expectation of \( \gamma \), \( E(\gamma) \), is equal to \( P_{correct} \). Figure 1 shows the relationship between \( E(\gamma) \) and \( P_{same} \). As it can be seen in the figure, \( E(\gamma) \) increases with \( P_{same} \) and has its minimum value when \( P_{same} \) is approximately equal to 0.5. Since smaller values of \( E(\gamma) \) imply...
higher irreversibility levels of $NDBs$, one should consider values of $p_1$ and $p_2$ that give small values of $P_{same}$, i.e. $p_1 \approx p_2 \approx 0.5$. However, as discussed in [37], with such values of $p_1$ and $p_2$, it is not possible to generate hard-to-reverse negative databases. On the other hand, under the recommended values of $p_1$ and $p_2$ ($p_1 = 0.80$, $p_2 = 0.14$), attackers can recover more than 75% of the original iris-code (see Fig. 1, $P_{same} = 0.58$). Precisely, from (4), the expected percentage of correctly recovered iris-code bits is 76.15% at $P_{same} = 0.58$ which is a sufficient percentage for launching spoofing (pre-image) attacks against iris recognition systems since the standard.

Obviously, the time complexity of computing $\hat{x}$ using the attack described in Algorithm 1 depends primarily on the iris-code length as well as the number of entries in the negative iris database. Thus, the required time complexity is $O(mn)$. This poses a serious threat to the negative iris recognition scheme even if it adopts hard-to-reverse NDBs.

3.2 Attacks via Record Multiplicity

The analysis presented in the previous subsection assumes that the adversary has an access to a single enrollment NDB. However, attackers might be able to collect multiple enrollment templates and try to combine them somehow to recover the original iris-code. This type of attacks is commonly referred to as attacks via record multiplicity (ARM) [40]. In this subsection, we investigate the possibility of retrieving the original iris-code via combining different numbers of compromised NDBs.

Assume that the attacker could have access to $l$ NDBs, $\{NDBs\}_{i=1}^{l}$, generated from the same iris-code $x$. The attacker can follow a straightforward strategy to retrieve $x$ by firstly reversing each compromised template separately following the procedure described in the previous subsection to obtain $\hat{x}_i$. Then, he/she can consider bits at the same position $k$ across the $l$ recovered bit-strings as an $l$-bit binary repetition code, of the $k$th bit of $x$, that might have been corrupted due to the applied cancelable negative database transformation. A simple majority decision for each $l$-bit codeword can be utilized to decide whether to consider the correct bit value is zero or one. After decoding all bits, a recovered version, $\hat{x}$, of $x$ can be obtained.

As discussed in the previous subsection, the probability of correctly guessing each bit of $x$, $P_{correct}$, is 0.7615 given a single compromised template (under the parameter settings adopted in [33]). This implies that the number of bits in $x$ that can be retrieved correctly will increase as $l$ increases (since $P_{correct} \gg 0.5$). The probability, $P_{decode}$, of correctly decoding each $l$-bit word composed from bits at the same position $k$ across the bit-strings $\{\hat{x}_i\}_{i=1}^{l}$ can be found as follow:

$$P_{decode} = \sum_{i=\lceil \frac{l}{2} \rceil+1}^{l} \binom{l}{i} \times P_{correct}^i \times (1 - P_{correct})^{l-i}.$$  \hspace{1cm} (4)

The relationship between $E(\gamma)$ and $l$, under the recommended parameter settings, is depicted in Fig. 2. It is clear from this figure that the percentage of correctly recovered bits of $x$ jumps from approximately 76% to more than 85% at $l = 3$. Obviously, this increase in percentage continues as $l$ increases. Thus, we can conclude that the $p$-hidden based negative iris-codes are susceptible to ARM.

3.3 Linkage Attacks

Unlinkability is another major security requirement that is expected to be fulfilled by biometric template protection schemes. A template protection scheme is said to satisfy unlinkability if different secured templates that are generated from the same biometric data are not linkable across applications. Zhao et al. [33] claim that attackers cannot determine whether any two different $p$-hidden-NDBs are generated from the same iris data (and thereby their negative iris recognition scheme possesses unlinkability) since this is equivalent to the problem of determining whether two satisfiable SAT instances have the same solution. As we mentioned earlier, in the context of biometric systems, the attacker does not need to find an exact version (solution) of the original biometric data in order to violate users’ privacy. In this section, we show how an attacker can utilize Algorithm 1 to launch a linkage attack on Zhao et al.’s negative
irreversible iris recognition scheme given two negative iris databases.

Let $NDB_x$ and $NDB_y$ be two negative iris databases stored in two different applications. The attacker can use Algorithm 1 to obtain $\hat{x}$ and $\hat{y}$ and then find the Hamming distance between them, $d_H(\hat{x}, \hat{y})$. Let $X$ be the random variable that denotes the Hamming distance between $\hat{x}$ and $\hat{y}$. Based on the analysis presented in Sect. 3-A, the expected Hamming distance, $E(d_H(x, \hat{x}))$, between the original, $x$, and recovered, $\hat{x}$, strings can be found using $\gamma$. Specifically, if $NDB_x$ and $NDB_y$ are generated from the same iris-code (i.e. $x = y$), then $E(d_H(x, \hat{x})) = E(d_H(x, \bar{y})) = 1 - E(\gamma)$. In this case, $X$ follows a binomial distribution, $B(n, p)$, with parameters $n$ and $p = 2 \times P_{\text{correct}} \times (1 - P_{\text{correct}})$. On the other hand, if $NDB_x$ and $NDB_y$ are generated from iris-codes belonging to two different classes (eyes), then $X$ satisfies $B(n, 0.5)$. Figure 3 depicts the relationship between $E(\gamma)$ and $E(X)$. The figure clearly shows that $E(X)$ increases as $E(\gamma)$ decreases. This implies that as the probability of guessing bits of the original iris-code (i.e. $P_{\text{correct}}$) increases, the Hamming distance between reversed negative databases generated from the same iris-code decreases. Specifically, under the parameter settings adopted in the negative iris recognition scheme [33], the expected Hamming distance between strings recovered from two protected negative databases of the same iris-code is 0.36, compared to 0.50 for strings obtained from negative databases generated from different iris-codes. It is worth noting that the above analysis assumes that $x = y$. In practice, however, iris-codes generated from the same eye are not identical. Therefore, the relationship between $d_H(\hat{x}, \hat{y})$ and $d_H(x, y)$ should be investigated.

Our goal is to find the expectation of $d_H(\hat{x}, \hat{y})$ at any value of $d_H(x, y)$. Let us consider that each bit $x'$ in $\hat{x}$ is equal to the corresponding bit $y'$ in $\hat{y}$ with probability $(1 - q)$ (see Fig. 4(a)). Then, the expectation of $d_H(\hat{x}, \hat{y})$ is equal to $q$. To find $q$, we need to find the values of two other probabilities, $q_1$ and $q_2$ (see Fig. 4(b)), defined as follows:

$$q_1 = P(x \neq x') = P(y \neq y'),$$
$$q_2 = P(x \neq y),$$

(5)

where $x, y, x'$, and $y'$ denote bits at the same position in the strings $x, y, \hat{x}$ and $\hat{y}$, respectively. Given $d_H(x, y)$ and recalling from the previous subsection that $q_1 = 1 - P_{\text{correct}}$, $q$ can be computed as follows (see Fig. 4(b)):

$$q = q_1^2 q_2 + (1 - q_1)^2 q_2 + 2(1 - q_1)(1 - q_2)q_1.$$  

(6)

Figure 5 depicts the relationship between $d_H(x, y)$ and $E(d_H(\hat{x}, \hat{y}))$. This figure illustrates that the expectation of the Hamming distance between the recovered iris-codes increases linearly with the Hamming distance between the original codes. The figure also shows that even if the Hamming distances between similar (generated from the same eye) unprotected iris-codes are relatively large ($\leq 0.3$), the expectation of the Hamming distances between their corresponding recovered bit-strings is distinguishable from those obtained from matching iris-codes generated from different eyes. That is, negative iris-codes based on the $p$-hidden algorithm are vulnerable to linkage attacks since, as opposed
to what is claimed in [33], attackers can easily determine whether two p-hidden-NDBs are generated from the same class or not.

4. Experimental Results

We investigated the effectiveness of the proposed attacks against negative iris recognition on the widely used iris dataset CASIA-IrisV3-Interval [41]. This dataset consists of 2639 iris images captured from 295 eyes (classes) of 249 different people. Iris-codes were obtained from all images in the dataset using the method proposed by Masek in [42].

In order to generate the protected iris-codes, we have implemented the p-hidden-based negative database algorithm described in [33], [40] using MATLAB R2017a running on a 2.4GHz 64bit Windows 10 with 8GB memory. The correctness of our implementation has been verified by evaluating the recognition accuracy of the protected iris-recognition system adopting the parameter values tested in [33] and matching the obtained results with the results reported in [33].

4.1 Reversibility

In this experiment, we investigated the average fraction of recovered bits obtained using our proposed reversibility attack. Cancelable iris-codes were obtained by applying the p-hidden NDB algorithm to the iris-codes generated from all images in the utilized database. Although Liu et al. [37] suggested to set \( p_1 = 0.80 \) and \( p_2 = 0.14 \) in order to achieve high security, we evaluated the proposed reversibility attack using different values of \( p_1 \) and \( p_2 \) (including the recommended values). All tested values satisfy the two conditions \( (p_1 + p_2 < 1 \) and \( 4p_1 + 2p_2 > 3 \) that are required to generate hard-to-reverse NDBs. In all experiments, we set \( r \) to 6.5 as suggested in [33], [37]. The tested values of \( p_1 \) and \( p_2 \) along with the corresponding values of \( P_{\text{same}} \) are listed in Table 2.

The proposed reversibility attack was then employed to recover the original iris-codes from the cancelable NDBs. The Hamming distance between each iris-code and the string obtained from reversing its corresponding cancelable NDB was calculated and the average distance was obtained for all iris-codes. For each set of chosen parameters, experiments were repeated 100 times to check the reliability of our results. Figure 6 shows the average fraction of recovered bits obtained experimentally and analytically (Eq. 3) at the tested values of \( p_1 \) and \( p_2 \).

The experimentally obtained average values are displayed as squares with error bars that show the standard deviation for each average value. The small error bars indicate the reliability of the average value as a representative number for the obtained experimental results. The figure clearly shows that the obtained experimental results are almost identical to the analytical results. The figure also illustrates that the average fraction of recovered bits increases as the value of \( P_{\text{same}} \). Moreover, the average fraction of recovered bits is larger than 0.75 at the recommended values of \( p_1 \) and \( p_2 \) \((p_1 = 0.80, p_2 = 0.14, P_{\text{same}} = 0.58)\).

4.2 Attacks via Record Multiplicity

In this experiment, we investigated the effectiveness of combining multiple iris negative databases generated from the same iris sample in order to recover the original iris-code. For each iris-code in the utilized dataset, 21 different NDBs were generated using the p-hidden algorithm employing the recommended parameter settings \((p_1 = 0.80, p_2 = 0.14, r = 6.5)\). The average fractions of correctly recovered bits resulting from combining different numbers of iris NDBS (ranging from 3 to 21 step 2) were calculated as described in Sect. 3-B. Figure 7 shows the results obtained experimentally as well as analytically. Obviously, the experimental results confirm the analytical result and shows that the fraction of correctly recovered bits increases as the number \((l)\) of the combined NDBs increases.

4.3 Linkability

In this experiment, we investigate the robustness of Zaho
et al.’s negative iris recognition scheme against linkability attacks. For each class in the adopted iris dataset, we randomly chose two different iris images and obtained the protected iris NDBs by applying the $p$-hidden algorithm to their corresponding iris-codes. Then, both NDBs were reversed using the algorithm described in Sect. 3-A and the Hamming distance between the recovered bit-strings was calculated.

The relationship between the Hamming distances between the original pairs of iris-codes (belonging to the same class) and the Hamming distances between the corresponding recovered bit-strings is depicted in Fig. 8. We can observe from the figure that the obtained results supports the analytical result (blue circles) and indicates that if the Hamming distance between two iris-codes is less than 0.25 (average Hamming distance between iris-codes generated from the same eye), the Hamming distance between their corresponding recovered bit-strings is less than 0.44. This can give attackers a valuable clue for guessing whether two iris-codes are belonging to the same class or not.

5. Conclusion

In this paper, we presented a security analysis of the negative iris recognition scheme that has recently been proposed to secure iris-codes utilizing the concept of negative database. In contrast to what is claimed by its authors, we have shown that this scheme is vulnerable to reversibility attacks. Precisely, we demonstrated a simple yet powerful approach that can recover more than 75% of the original iris-code using a single protected template. The recovered code can be utilized to launch a pre-image attack to spoof iris-code based authentication systems. Besides, we have also shown that attackers can combine multiple negative iris-codes to recover larger proportion of the original iris-code. Precisely, the obtained results demonstrated that it is possible to recover more than 85% of the original iris-code using a record-multiplicity attacks that combines only three compromised NDBs. Moreover, in contrast to what is claimed by Zhao et al., the presented security analysis pointed out that the negative iris recognition scheme is vulnerable to linkage attacks since the attacker can easily determine whether two $p$-hidden-NDBs are generated from the same iris template or not. Overall, we conclude that the scheme does not possess irreversibility and unlinkability requirements that should be satisfied by secure biometric template protection schemes.
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