Competing Order and Asymmetric Tunneling Spectrum in High Temperature Cuprate Superconductors
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We show that the asymmetric tunneling spectrum observed in the Cuprate superconductors stems from the existence of a competing order. The competition between the competing order and superconductivity can create a charge depletion region near the surface. The asymmetric response of the depletion region as a function of the external voltage causes the asymmetric tunneling spectrum. The effect is very general in a system which is near the phase boundary of two competing states favoring different carrier densities. The asymmetry which has recently been observed in the point-contact spectroscopy of the heavy fermion superconductor CeCoIn$_5$ is another example of this effect.
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I. INTRODUCTION

One important characteristic of the strongly correlated systems is the possibility of the existence of many competing orders. To identify these competing orders and study the interplay between them are two major tasks in this field. In high temperature cuprate superconductors, competing orders, such as magnetic, stripe, d-density wave, microscopic current orders, and so on, have been proposed. Although it is still a matter of debate, the competing orders have been widely considered to be responsible for the unusual properties and the universal phase diagrams of the materials. The competition between superconductivity and antiferromagnetism or other orders is also present in other strongly correlated electron systems such as heavy fermions.

In the cuprates, although the static global competing phases are rarely detected and the direct transition between the superconducting and the competing orders has not been observed, recent STM experiments have suggested that a static order may exist. The competing phases are expected to exist in the underdoped region. In the multiple layer cuprate materials, the middle layer is naturally underdoped. In this case, the competition between the competing orders and superconductivity has been used to explain the behavior of $T_c$ as a function of the number of layers. In this paper, we show that the carrier distribution close to the surface can also be naturally inhomogeneous along c-axis and the competing order is generically enhanced at the surface. The competition between the competing order and superconductivity can lead to an asymmetric tunneling spectrum. The effect could be the natural explanation of the asymmetry universally observed in the STM experiments in the cuprates and the metal contact tunneling experiments in heavy fermion systems.

A particle-hole asymmetry is observed universally in different cuprate compounds. In traditional BCS type superconductors, tunneling spectrum is expected to be symmetric between negative and positive bias voltage. Such a large and universal asymmetry observed in high temperature superconductors remains a challenging puzzle to be solved. A comprehensive theory to understand the phenomena may be tied to the ultimate understanding of high temperature superconductivity since there are only a few universal features identified crossing different types of cuprate materials. A few theoretical ideas based on the t-J model have been proposed.

In this paper, we propose that the origin of this asymmetry is indeed tied to one fundamental physics in cuprates, the existence of the hidden competing order. We show that the asymmetry stems from the competing order at surface, which has been detected by the same STM measurement. When an external voltage is applied, the competing order near the surface can be weakened or strengthened depending on the sign of voltage. Therefore, the region of competing phases can be asymmetrically responded to the external field. This effect leads to asymmetric tunneling matrix elements. Such an effect is expected to be universal as soon as the competing orders favor different doping concentrations from the superconducting states. Interestingly, we notice that the similar effect indeed has been observed in tunneling experiments in heavy fermion systems. The sample used in the experiment is also very close to the phase transition boundary between the AFM and SC orders.

In a semiconductor, charges can be accumulated on the surface due to the electronic surface states. In the bulk close to the surface, the space charges can be induced to screen the surface charge. This effect creates a space charge layer at the semiconductor interface. In the cuprates, even without electronic surface states, a natural charge depletion region near the surface can be created since the carriers are introduced stoichiometrically. The number of the carriers induced in the Cu-O layer close to the surface from the neighboring layer A-O where A is La (Sr) in LSCO (BSCCO) can be very different from that inside the bulk. On the surface, free charges can be attached to the A-O plane to reduce the electrostatic energy and effectively reduces the doping concentration. Such an effect leads to the lower carrier density in the Cu-O plane close to the surface. In Figure 1, we plot
a schematic picture to show that in the presence of the surface, the electrostatic field can be reduced close to
the surface to save the electrostatic energy which is the
origin of the doping inhomogeneity in the layered com-
ponents of the type Tl₂Ba₂Caₙ₋₁CuₙO₂₋₄ and related
structures. The effective carrier contribution from the
A-O layer on the surface is diminished in order to save
the electrostatic energy. As a result, the doping con-
centration on the Cu-O layer close to the surface is lower
than that in the bulk. Therefore, in the hole (electron)
doped cuprates, a hole (electron) depletion region can
be created near the surface. In the semiconductor, it is
well known that an external voltage can change the space
depositional field distribution along the c-axis in a double
layer structure. The solid and darker solid lines represent
the A-O and Cu-O planes respectively and the dash arrows
represent the electrostatic field. (a) and (b) represent the
distributions in the bulk and close to the surface respectively.

FIG. 1: Schematic picture of the carrier distribution and
electrostatic field distribution along the c-axis in a double
layer structure. The solid and darker solid lines represent
the A-O and Cu-O planes respectively and the dash arrows
represent the electrostatic field. (a) and (b) represent the
distributions in the bulk and close to the surface respectively.

II. MODEL AND FORMULATION

We start to discuss about the physics in the struc-
ture shown in Figure 1. The total charge carrier energy
near the surface is given by

\[ F_c = \sum_{(i,j)} V_{ij} \delta_j, \]

where \( (i,j) \) is a pair of any layers and \( V(x_i - x_j) \) are Coulomb
energy between two layers if \( i \neq j \) and band energy if

\[ i = j. \]

Since the physics is very general, we simply assume
the sheet-charge model, in which the uniform distribu-
tion of carriers in the Cu-O plane forms two-dimensional
sheets of charge. The charge in the A-O layers, except
the one exposed on the surface, are fixed and determined
by doping concentration. The charge in the layer at the
surface can be freely adjusted since it is exposed to out-
side. Therefore, we can consider a uniformly doped su-
perconductor with negative charge accumulated on the
surface with density \(-\delta_0\). This surface charge induces a
non-uniform doping distribution of charges \( \delta_i \) in the \( i \)th
Cu-O plane. Then the band energy under the carrier distribu-
tion, \( \rho_i = \delta_i/\delta \) along the c axis can be written as

\[ U_B = (\pi \hbar^2/2m^*)\delta^2 \sum_i \rho_i^2, \]  

(1)

with \( m^* \approx 4m_e \). And the electric field is

\[ E(k) = (4\pi/\epsilon)\delta(1 - \sum_i \rho_i), \]

where \( \epsilon \) is the background dielectric constant. The relevant electrostatic energy density is

\[ U_e(i) = (e^2/8\pi) \sum_k E_k^2. \]

The total charge carrier energy can be written as

\[ F_c = \frac{2\pi e^2 d_0}{\epsilon} \delta^2 \left[ \frac{1}{C} \sum_i \rho_i^2 + \sum_i \left(1 - \sum_k \rho_k\right)^2 \right], \]  

(2)

where \( C = 4m^*e^2d_0/\hbar^2 \epsilon \) and \( d_0 \) is the distance between
the adjacent planes. Using the values \( d_0 = 11.69A \) and
\( \epsilon \approx 12\epsilon_0 \), one obtains \( C \approx 7.4 \).

In the presence of a competing order, we adopt the
Ginzburg-Landau free energy of a multi-layer system
given in Ref.\textsuperscript{13},

\[ F_o = \sum_j \left[ \alpha(\delta_j) |\psi_j|^2 + \lambda |\psi_j|^4 - \rho_c |\psi_j|^{p_j+1} + c.c. \right] 
+ \alpha'(\delta_j) \phi_j^2 + \lambda' \phi_j^4 + g |\psi_j|^2 |\phi_j^2|, \]

(3)

where \( \alpha(\delta_j) \) and \( \alpha'(\delta_j) \) are functions of the doping \( \delta_j \) for
each layer and all other parameters are assumed to be
Here is a summary of the key points:

1. The doping concentration at zero bias near the surface is given by:
   \[ f(V) = c_0 V. \]  

2. If the applied voltage increases from negative to positive, the competing order parameter \( \phi \) increases with the increasing voltage from negative to positive. The charge depletion region can be defined by the average depth of the competing order parameter, \( l_d \), as:
   \[ l_d = \sum_j |\phi_j|^2 / \sum_j |\phi_j|^2. \]

3. The total free energy of the system is given by:
   \[ F = \sum_i F_i = F_c + F_o. \]

4. The curve in the figure is calculated at \( V = 100.0, -100 \) meV, respectively. The parameter values in Table III are chosen to be 0.2. This choice of the parameters gives the right shape and magnitude of the superconducting dome for the generic superconducting phase diagram. In Figure 3, we plot the length of charge depletion region, \( l_d \), as the function of the voltage. The doping concentration recover very quickly to the average values inside the bulk. The result also simplifies the numerical calculation to search a global minimum for the total free energy since only variables in a few layers need to be considered.

5. The configurations of (a) the competing and (b) superconducting order parameters when the voltage is applied. V is the voltage dropped near the surface. The curves are calculated at \( V = 100.0, -100 \) meV respectively. The absolute value of \( V \) is expected to be less than the bias voltage of the sample with respect to the tip.

6. Our natural assumption here is that
   \[ f(V) = c_0 V. \]

III. TUNNELING SPECTRUM

The doping concentration at zero bias near the surface are also calculated and shown in Figure 2 where the average doping concentration in the bulk is taken to be 0.2. This figure shows how the configurations of the order parameters respond to the applied voltage \( V \), which is the voltage dropped near the surface. The curves in the figure are calculated at \( V = 100.0, -100 \) meV, respectively. The absolute value of \( V \) is expected to be less than the bias voltage of the sample with respect to the tip. The positive \( V \) corresponds to electrons tunneling into the sample. As the applied voltage increases from negative to positive, the competing order on the second and third layers increases whereas superconducting order decreases on the second layer. In the deep inside the sample, the superconducting order is uniform. Near the surface, however, the competing order parameter is dominant over the superconductivity. This means that the depletion region, where the competing order parameter \( \phi \) is dominant, increases with the increasing voltage from negative to positive. The charge depletion region can be defined by the average depth of the competing order parameter, \( l_d \), as:
   \[ l_d = \sum_j |\phi_j|^2 / \sum_j |\phi_j|^2. \]
of wavefunctions between the tip and the measured material, the change of the competing order near surface can result in a significant variation of the tunneling matrix element. A slight variation of competing order near surface could lead to large change of the tunneling-matrix element.

The effect is universal as soon as a competing order exists close to superconducting phase, regardless of the nature of the competing order. The effect is large if the competing phase is insulating. One promising competing order is the antiferromagnetic (AFM) order which is an insulating phase. It has been suggested that the transition between AFM and SC orders are controlled by chemical potential which can be changed by the doping concentration. Moreover, it has also been argued that the superconducting materials are locked at the AFM and SC transition point in the large range of doping concentration which inevitably results in a microscopic phase separation. In this case, near the surface, the material should be very sensitive to external electric field since it effectively changes the chemical potential. If the competing order is metallic, such as d-density wave (DDW), the effect can be small. The value of asymmetry is also expected to depend on the disorder which is generically present in the cuprates. Although it is hard to make an quantitative estimation since the different competing orders will lead to different magnitude of the asymmetry, we can make a reasonable assumption to obtain quantitative result to see whether the experimental result can be naturally explained.

In a simple approximation, we can assume that the depletion region plays as a tunnelling barrier in the STM measurement between the STM tip and the superconducting phase. The energy of the barrier is determined by the single-particle energy gap \( E_g \). Since the depletion region is close to half filling, \( E_g \) should be expected in order of \( U \) in the microscopic Hubbard model. This approximation leads to an exponential dependence of the tunneling matrix element as a function of the length of the depletion region,

\[
G(V) \approx G_0(V)e^{-\frac{2m^*E_g(V)d_0}{\hbar^2}},
\]

where \( G_0(V) \) is the tunneling conductance for a d-BCS state which is assumed to be symmetric for negative and positive bias voltages i.e. \( G_0(V) = G_0(-V) \). \( d_0 \) is the lattice constant along c-axis and \( l_d(V) \) is the depletion length in the unit of lattice constant in c axis. In Figure 5 we calculated a typical spectrum following the above approximation. The asymmetry between positive and negative bias voltage, \( G(-V) - G(V) \) is also shown in the inset. Amazingly, the experimental data can be fitted to this crude approximation. The dotted points in the inset of figure 5 are the extracted experimental values from Ref. 14. Using the result of \( l_d(V) \) calculated by Equation 6, there is only one fitting parameter \( E_g \). For the experimental result, we obtain \( E_g = 0.79 \) eV, which is indeed in the order of \( U \). Therefore, this result shows that the suppressed superconducting order parameter by the dominance of competing order parameter close to the surface of the sample can explain the asymmetry of the tunneling conductance background of high temperature superconductors.

IV. CONCLUSION AND DISCUSSION

This theory provides several explicit predictions. First, there is an onset temperature for the tunneling asymmetry since there is onset temperature for the competing order. In cuprates, a natural onset temperature could be \( T^* \) associated with the pseudogap. We expect that the tunneling asymmetry disappears above \( T^* \). Secondly, the tunneling asymmetry should be larger if the bias voltage is larger. It is a monotonically increasing function.
of the voltage, which is consistent with the experimental result of the tunneling asymmetry as the function of voltage. The experimental result shows that the asymmetry is small in low voltage and becomes larger and larger as the voltage becomes large. The theory predicts that there could be a large enhancement of the asymmetry at high bias voltage if the nature of the transition between the competing order and superconductivity is the first order transition. For example, the transition between AFM and SC is typically first order. Finally the asymmetry which has recently been observed in the point-contact spectroscopy of the heavy fermion superconductor CeCoIn can also be naturally explained by this effect since the material in this experiment is close to the boundary of the AFM and SC phase transition. Our theory predicts that the asymmetry should be weakened when the material moves away from the boundary toward superconducting zone by tuning the pressure.

In conclusion, we have presented that in the presence of competing orders at surface, the tunneling matrix elements can strongly depend on externally applied voltage. This effect can lead to a natural explanation of the tunneling asymmetry observed in the STM experiments. We have shown that this effect could exist universally in materials where the superconducting phase is close to a competing order and our prediction can be easily tested experimentally.
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