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ABSTRACT. We investigate the relations between algebraic structures, spectral invariants, and persistence modules, in the context of monotone Lagrangian Floer homology with Hamiltonian term. Firstly, we use the newly introduced method of filtered continuation elements to prove that the Lagrangian spectral norm controls the barcode of the Hamiltonian perturbation of the Lagrangian submanifold, up to shift, in the bottleneck distance. Moreover, we show that it satisfies Chekanov type low-energy intersection phenomena, and non-degeneracy theorems. Secondly, we introduce a new averaging method for bounding the spectral norm from above, and apply it to produce precise uniform bounds on the Lagrangian spectral norm in certain closed symplectic manifolds. Finally, by using the theory of persistence modules, we prove that our bounds are in fact sharp in some cases. Along the way we produce a new calculation of the Lagrangian quantum homology of certain Lagrangian submanifolds, and answer a question of Usher.
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In both Morse and Floer theory, one deals with the homology of a natural filtered complex, whose differential is given by counting trajectories of the negative gradient vector field of a certain functional connecting certain pairs of critical points. Since the Morse function, or the action functional in the Floer case, decreases along these trajectories, for each \(s \in \mathbb{R}\) the generators whose critical values are strictly smaller than \(s\) form a subcomplex. In the case of a Morse function \(f\) on a closed manifold \(X\), the homology \(V_s^*(f)\) of this subcomplex with coefficients in a field \(\mathbb{K}\) is isomorphic to the homology \(H_*\left(\{f < s\}, \mathbb{K}\right)\) of the sublevel set \(\{f < s\}\) with coefficients in \(\mathbb{K}\). This is a vector space of finite dimension, which is trivial for all \(s \ll 0\). Inclusions \(\{f < s\} \subset \{f < t\}\) for \(s \leq t\) yield maps \(\pi_{s,t} : V_s^*(f) \to V_t^*(f)\) such that \(\pi_{s,t} \circ \pi_{r,s} = \pi_{r,t}\) for \(r \leq s \leq t\). This family of vector spaces parametrized by a real parameter forms an algebraic structure called a persistence module which was introduced and studied extensively since the early 2000s in the data analysis community (see e.g. \([12, 22, 23, 31, 34, 36, 49, 121]\)). Recently, persistence modules found applications in symplectic topology, see for example \([6, 42, 93, 94, 108, 116, 120]\), with precursors in \([10, 32, 46, 113, 114]\).

One of the main features of the theory of persistence modules, is the normal form theorem, whereby a persistence module \(V\) is determined, up to isomorphism, by a multiset \(\mathcal{B}(V) = \{(I_j, m_j)\}\) of intervals \(I_j \subset \mathbb{R}\), that are either finite, or infinite bounded from below, coming with multiplicity \(m_j \in \mathbb{Z}_{>0}\). The isometry theorem for persistence modules states that the interleaving distance \(d_{\text{inter}}(V, W)\) between two persistence modules \(V, W\), that is controlled from above by \(|f - g|_{C^0}\) in the case \(V = V(f), W = V(g)\), of persistence modules of Morse functions, is completely recovered by the bottleneck distance between the associated barcodes \(\mathcal{B}(V), \mathcal{B}(W)\), which is roughly speaking the minimal distance by which one can move the endpoints of the bars in \(\mathcal{B}(V)\) to obtain the barcode \(\mathcal{B}(W)\). We refer to Section 2.3 for further details. We denote by \(\mathbf{pmod}\) the category of persistence modules over the base field \(\mathbb{K}\), which we sometimes consider as a metric space endowed...
with \( d_{\text{inter}} \) and by \textbf{Barcodes} the space of barcodes with the bottleneck distance. It shall also be convenient to consider the quotients \((\text{pmod}, d'_{\text{inter}})\) and \((\text{Barcodes}', d'_{\text{bottle}})\) of \((\text{pmod}, d_{\text{inter}})\) and \((\text{Barcodes}, d_{\text{bottle}})\) by the isometric \(\mathbb{R}\)-action by shifts: \(V \mapsto V[c], \mathcal{B} \mapsto \mathcal{B}[c] \) for \(c \in \mathbb{R}\), defined by \(V[c]' = V[c + t], \mathcal{B}[c] = \{(I_j - c, m_j)\} \) for \(\mathcal{B} = \{(I_j, m_j)\}\). The induced metrics are the quotient metrics: for example \(d'_{\text{inter}}([V],[W]) = \inf_{c \in \mathbb{R}} d_{\text{inter}}(V,W[c])\). We will formulate our results in the language of \((\text{pmod}, d_{\text{inter}})\) primarily, however we keep in mind that by the isometry theorem, they are equivalent to the analogous statements for \((\text{Barcodes}, d_{\text{bottle}})\). We remark that elements of \textbf{Barcodes}' have well-defined bar lengths.

In symplectic topology, for a symplectic manifold \((M, \omega)\), persistence modules have been associated to Hamiltonians \(H \in \mathcal{H} = C^\infty([0,1] \times M, \mathbb{R})\) in the absolute case, and more generally to pairs \((L, H)\) where \(H \in \mathcal{H}\) and \(L \subset M\) is a Lagrangian submanifold in the relative case. We remark that the relative case can be alternatively described by associating persistence modules to certain pairs \((L, L')\) of Lagrangian submanifolds. Let us briefly describe the relative case.

A Lagrangian submanifold \(L \subset M\) of a symplectic manifold \((M, \omega)\) is called weakly monotone if there exists a positive constant \(\kappa = \kappa_L\) such the relative cohomology class \(\omega_L \in H^2(M,L;\mathbb{R})\) of \(\omega\) and the Maslov class \(\mu_L\) satisfy

\[\omega_L = \kappa \cdot \mu_L\]
on \(H^2_\mathcal{P}(M,L;\mathbb{Z}) = \text{im}(\pi_2(M,L) \to H_2(M,L;\mathbb{Z}))\). We assume in addition that \(N_L \geq 2\) for the positive generator \(N_L\) of \(\text{im}(\mu_L) \subset \mathbb{Z}\). If \(\mu_L = 0, \omega_L = 0\) on \(H^2_\mathcal{P}(M,L;\mathbb{Z})\), we call \(L\) weakly exact. Finally, we call \(L\) monotone if it is weakly monotone, and not weakly exact. We call a symplectic manifold \((M, \omega)\) weakly monotone, symplectically aspherical, or monotone, if respectively, the Lagrangian diagonal \(\Delta_M \subset M \times M^-\) is weakly monotone, weakly exact, or monotone, where \(M^-\) denotes the symplectic manifold \((M, -\omega)\). Finally, for a Hamiltonian \(H \in \mathcal{H}\) we denote by \(\{\phi^t_H\}_{t \in [0,1]}\) the Hamiltonian isotopy generated by \(H\) : it is given by integrating the time-dependent vector field \(X^t_H\) determined uniquely by \(\iota_{X^t_H} \omega = -dH_t\), where \(H_t(-) = H(t,-) \in C^\infty(M,\mathbb{R})\). The group of Hamiltonian diffeomorphisms \(\text{Ham}(M, \omega)\) consists of the time-one maps of such isotopies (see [91]).

Given \(L \subset M\) weakly monotone, and \(H \in \mathcal{H}\), such that the intersection \(\phi^t_H L \cap L\) is transverse, filtered Floer theory in the contractible class of paths from \(L \to L\), can be considered to be essentially Morse theory on a suitable cover \(\tilde{\mathcal{P}}_{\mu\text{L}}(L, L)\) of the path space \(\mathcal{P}_{\mu\text{L}}(L, L)\) for the action functional

\[A_{L,H}(x, \overline{x}) = \int_0^1 H(t, x(t)) - \int_\overline{x} \omega\]

where \(\overline{x}\) is a capping of \(x\) relative to \(L\), that is a smooth map \(\overline{x} : \mathbb{D} \to M\) with \(\overline{x}(e^{i\pi t}) = x(t)\), for \(t \in [0,1]\) and \(\overline{x}(e^{i\pi t}) \in L\) for \(t \in [1,2]\). It gives for each \(r \in \mathbb{Z}\) a persistence module \(V_r(L,H) \in \text{pmod}\). We can similarly consider the action functional \(A_H\) on a suitable cover \(\tilde{\mathcal{L}}_{\mu\text{L}} M\) space of contractible loops \(\mathcal{L}_{\mu\text{L}} M\). In this case, if the intersection \((\phi \times \text{id}) \Delta_M \cap \Delta_M\) is transverse in \(M \times M^-\), Floer theory provides for each \(r \in \mathbb{Z}\) a persistence module \(V_r(H) \in \text{pmod}\). Moreover, \(V_r(L,H), V_r(H)\) depend up to isomorphism only on the class

\[[H] = [\{\phi^t_H\}_{t \in [0,1]}] \in \widetilde{\text{Ham}}(M, \omega)\]
in the universal cover of the group of Hamiltonian diffeomorphisms of \((M,\omega)\). Hence the barcode \(B_r(L, [H])\) of \(V_r(L, H)\) is defined canonically. We also note that in fact by \([114]\) Proposition 6.2, if \(\phi_F^1(L) = \phi_G^1(L)\), there exist constants \(C \in \mathbb{R}\) and \(I \in \mathbb{Z}\) such that for all \(r \in \mathbb{Z}\), \(V_r(L, F) \cong V_{r+I}(L, G)[C]\). Similarly, by \([114]\) Proposition 5.3, if \(\phi_F = \phi_G\) then for all \(r \in \mathbb{Z}\), \(V_r(F) \cong V_{r+I}(G)[C]\), for certain \(C \in \mathbb{R}\), and \(I \in \mathbb{Z}\). Finally, if we choose the covers \(\bar{\mathcal{P}}(L, L)\) and \(\bar{\mathcal{P}}(M)\) to be sufficiently large (see Section 2.4), then \(V_{r+1}(L, H) \cong V_r(L, H)[−\kappa_L]\) and \(V_{r+2}(H) \cong V_r(H)[−2\kappa_D]\). This way, for \(L \subseteq M\) a weakly monotone Lagrangian submanifold, and \(\phi \in \text{Ham}(M, \omega)\), satisfying suitable non-degeneracy assumptions, we obtain elements \(B'(L, \phi(L)) \in \text{Barcodes'}\) and \(\mathcal{B}'_0(\phi), \mathcal{B}'_1(\phi) \in \text{Barcodes'}\), that depend only on \(\phi(L)\). In the latter case, we may take a larger cover and get \(\mathcal{B}'(\phi) \in \text{Barcodes'}\), which should be considered as the union of \(\mathcal{B}_0([H]) \cup \mathcal{B}_1([H])[−\kappa_D]\) considered modulo shifts. As explained in \([93]\), these definitions can be extended to the case when \((L, H)\) or \(H\) are degenerate, by taking suitable sufficiently \(C^2\)-small perturbations of \(H\).

Finally, we note that similarly to the case of Morse theory, natural distances between Hamiltonian diffeomorphisms control the interleaving distance between the associated persistence modules. For example \([93]\) for \(F, G \in \mathcal{H}\) with zero mean,

\[
\text{(1)} \quad d_{\text{inter}}(V_r(F), V_r(G)) \leq d_{\text{Hofer}}([F], [G]),
\]

where \(d_{\text{Hofer}}(\cdot, \cdot)\) is the bi-invariant pseudo-metric on \(\tilde{\text{Ham}}(M, \omega)\) given in the following two equivalent ways

\[
\text{(2)} \quad d_{\text{Hofer}}([F], [G]) = \inf_{[H]=\{F\}^{-1}[G]} \int_0^1 (\max_M H_t - \min_M H_t) \, dt,
\]

Moreover for all \(f, g \in \text{Ham}(M, \omega)\),

\[
d'_{\text{bottle}}(\mathcal{B}'(f), \mathcal{B}'(g)) \leq d_{\text{Hofer}}(f, g),
\]

where

\[
d_{\text{Hofer}}(f, g) = \inf_{\phi_F^1 = f, \phi_G^1 = g} d_{\text{Hofer}}([F], [G])
\]

is the bi-invariant Hofer metric on \(\text{Ham}(M, \omega)\) introduced in \([93]\) and proved to be non-degenerate in \([63, 90, 118]\). Moreover, one can replace \(\mathcal{B}'(\cdot)\) by either \(\mathcal{B}'_0(\cdot)\) or \(\mathcal{B}'_1(\cdot)\). Similarly, one shows following closely the absolute case

\[
d_{\text{inter}}(V_r(L, F), V_r(L, G)) \leq d_{\text{Hofer}}([F], [G]),
\]

where \(F, G \in \mathcal{H}\) have zero mean. In fact, reinterpreting the Floer complex \((L, H)\) for \(H \in \mathcal{H}\) up to a shift in action, via the Lagrangian Floer complex of \((L, \phi_H^1(L))\), and replacing the Floer continuation maps by suitable Floer equations with moving boundary conditions (cf. \([82]\) and \([86, 100]\) and the references therein), one can show that:

\[
d_{\text{inter}}'(V_r(L, F), V_r(L, G)) \leq d_{\text{Hofer}}([F] \cdot [L], [G] \cdot [L]),
\]
where for $H \in \mathcal{H}$ we denote by $[H] \cdot L$ the class of $\{\phi^t_H(L)\}_{t \in [0,1]}$ in the universal cover $\widetilde{O}_L$ of the orbit $O_L = \text{Ham}(M, \omega) \cdot L$ of $L$ under the action of the Hamiltonian group. The pseudo-metric is given by

$$d_{\text{Hofer}}([F] \cdot L, [G] \cdot L) = \int_0^1 (\max_L H(t, -) - \min_L H(t, -)) \, dt,$$

with the infimum now running over $H \in \mathcal{H}$ with $[H] \cdot L = [F]^{-1}[G] \cdot L$. We shall show this, as well as the following bound in a different way, when $L \subset M$ is wide, as a consequence of Theorem 3 and Inequality (4). Finally,

$$d_{\text{bottle}}'(\mathcal{B}'(L, f \cdot L), \mathcal{B}'(L, g \cdot L)) \leq d_{\text{Hofer}}(f \cdot L, g \cdot L),$$

the latter being the Lagrangian Hofer metric $d\text{Hofer}$, defined as

$$d_{\text{Hofer}}(f \cdot L, g \cdot L) = \inf_{\phi^t_H \mid \phi^t_H \equiv fL, \phi^t_H \equiv gL} d_{\text{Hofer}}([F] \cdot L, [G] \cdot L).$$

Equivalently (115), for $L' = \phi^1_H(L) \in \mathcal{O}_L$, we have

$$d_{\text{Hofer}}(L, L') = \inf \int_0^1 (\max_L H(t, -) - \min_L H(t, -)) \, dt,$$

$$= \inf \int_0^1 (\max_{\phi^t_H(L)} H(t, -) - \min_{\phi^t_H(L)} H(t, -)) \, dt,$$

$$= \inf \int_0^1 (\max_M H(t, -) - \min_M H(t, -)) \, dt,$$

the infimum running over all $H \in \mathcal{H}$ with $\phi^1_H(L) = L'$.

We call the maximal length of a finite bar in $\mathcal{B}'(L, \phi(L))$, respectively $\mathcal{B}'(\phi)$, the boundary depth $\beta(L, \phi(L)) = \beta(L, \phi^1_H) = \beta(L, H)$, respectively $\beta(\phi) = \beta(H)$. It was introduced and studied by Usher in (113 114) in a different way, and proven to depend only on $\phi^1_L$, resp. $\phi^1_H$ in (114) Theorem 1.7, Section 6).

Finally, by the PSS isomorphisms in Floer theory, $V_*(H)\infty = \lim_{s \to \infty} V_*(H) \cong QH_*(M; \Lambda)$ the quantum homology of $M$, with a suitable choice $\Lambda$ of Novikov coefficients, and similarly $V_*(L, H)\infty = \lim_{s \to \infty} V_*(L, H)^s \cong QH_*(L; \Lambda)$, the Lagrangian quantum homology, as introduced in (115 116) with suitable coefficients $\Lambda$. Considering a non-zero class $a \in QH(M; \Lambda)$, resp. $a \in QH(L; \Lambda)$ we obtain the numbers $c(a, H)$, and $c(L; a, H)$ by looking at the infimum of levels $s \in \mathbb{R}$ with $a$ being in the image of $V^s(H) \to QH(M; \Lambda)$, resp. in the image of $V^s(L, H) \to QH(L; \Lambda)$. Spectral invariants enjoy various remarkable properties, and allow one to prove many interesting results. They were first introduced in symplectic topology by Viterbo in (118) by means of generating functions, then in Floer theory by Schwarz (97), and Oh (84, 85), and in Lagrangian Floer theory by Leclercq (64) and Leclercq-Zapolsky (65) (see also (111 77 81)). We refer to (65) for a review of the literature.

In terms of Lagrangian (resp. Hamiltonian) spectral invariants, the relative, resp. absolute, spectral pseudo-norms are given for $H \in \mathcal{H}$ by

$$\gamma(L, H) = c(L; [L], H) + c(L; [L], \overline{L}),$$
\[\gamma(H) = c([M], H) + c([M], \bar{T}).\]

We will omit \(L\) in the notation for Lagrangian spectral invariants, once it is clear which Lagrangian submanifolds are being discussed. Recall from [17] that a weakly monotone Lagrangian submanifold \(L \subset M\) is called wide if \(QH(L, \Lambda) \cong H(L, \Lambda)\). Note that weakly exact Lagrangians are always wide.

We refer to Section 2 for further preliminaries related to Floer homology.

It has long been known [39], via Lemma 4, that
\[\gamma(H) \leq A,\]
\[\gamma(L, H) \leq A,\]
for all Hamiltonians \(H\) on \(\mathbb{C}P^n\), and all wide weakly monotone Lagrangian submanifolds \(L \subset \mathbb{C}P^n\), where \(A = \langle [\omega_{FS}], [\mathbb{C}P^1] \rangle\).

Usher [112] has asked whether the boundary depth \(\beta(H)\) and \(\beta(L, H)\) is similarly uniformly bounded in this case.

We give a preview of our results in the following statement, that answers the question of Usher. This statement is expanded and refined in Sections 1.1 and 4.

**Theorem A.** Let \(L \subset M\) be wide. Then for each Hamiltonian \(H \in \mathcal{H}\),
\[\beta(L, H) \leq \gamma(L, H),\]
\[\beta(H) \leq \gamma(H),\]

Remark 1. We note that it follows from [65] that \(\gamma(L, H)\) depends only on the class \([H] \cdot L \in \bar{O}_L\), hence we write \(\gamma(L, H) = \gamma(L, [H]) = \gamma(L, [H] \cdot L)\). In the absolute case, we get the number \(\gamma(H) = \gamma([H])\).

Theorem A therefore implies in the relative case that if \(L\) is wide, then
\[\beta(L, \phi_H^1) \leq \gamma(L, \phi_H^1),\]
where the latter is defined as follows. Denote by \(\text{Ham}_L\) the group of Hamiltonian diffeomorphisms \(f\) of \(M\) that satisfy \(f(L) = L\). Let \(\Gamma_L\) be the space of paths \(\eta : [0, 1] \to \text{Ham}(M)\) such that \(\eta^0 = 1\) and \(\eta^1 \in \text{Ham}_L\). Let \(P_L = \pi_0(\Gamma_L)\). Then
\[\gamma(L, \phi_H^1) = \inf_{\eta \in P_L} \gamma(L, \eta \cdot [H]) \geq 0.\]
Of course the infimum in the right hand side is the same as
\[\inf_F \gamma(L, [F])\]
running over all \(F \in \mathcal{H}\) with \(\phi_F^1(L) = \phi_H^1(L)\). In other words we minimize \(\gamma(L, -)\) over all elements of \(\bar{O}_L\) that project to \(\phi_H^1(L)\) under the natural covering map \(\bar{O}_L \to O_L\).

It is well-known that the absolute analogue \(\gamma(\phi_F^1) = \inf_F \gamma([F])\), over all \(F \in \mathcal{H}\) with \(\phi_F^1 = \phi_H^1\), is non-degenerate, and hence defines a norm on \(\text{Ham}(M, \omega)\), called the spectral norm [85 Theorem A(1)] (see also [75 Theorem 12.4.4], [111 Remark 2.2]). The Lagrangian spectral norm \(\gamma(L, -)\) was introduced in [118] for \(L = 0_Q\), the zero section in the cotangent bundle \(M = T^*Q\), wherein its non-degeneracy was proven (see also [61, 69, 77]). Since the introduction of Lagrangian spectral invariants [61, 65] for weakly monotone closed Lagrangian submanifolds with non-vanishing Floer homology
In fact, the notion of Lagrangian spectral norm was extended to these cases, and its non-degeneracy has remained a mystery. We settle it in Theorem E by proving a strong version of a relative energy capacity inequality.

Finally, we note that by the Lagrangian control property of Lagrangian spectral invariants, similarly to the absolute case, $\gamma(L, -)$ is bounded from above by the Lagrangian Hofer norm:

$$\gamma(L, L') \leq d_{\text{Hofer}}(L, L').$$

1.1. Filtered continuation elements and their applications. We first recall the idea of the proof of Inequality (1). Given $F, G \in \mathcal{H}$ non-degenerate with zero mean, the Floer continuation maps $C(F, G) : CF(F; \mathcal{D}) \to CF(G; \mathcal{D})$, $C(G, F) : CF(G; \mathcal{D}) \to CF(F; \mathcal{D})$, with $\mathcal{D}$ suitable perturbation data with zero Hamiltonian part, yield $\delta$-interleavings between the persistence modules $V_r(F)$ and $V_r(G)$ for $\delta = \int_0^1 (\max_M (F_t - G_t) - \min_M (F_t - G_t)) dt$. Since $V_r(F), V_r(G)$ only depend on $[F], [G]$ up to isomorphism, this finishes the proof, by Equation (2).

Following [104], inspired by [2] [18], we observe that the continuation map $C(F, G)$ is chain homotopic to the multiplication operator $m_2(x, -) : CF(F; \mathcal{D}) \to CF(G; \mathcal{D})$ with a cycle $x \in CF(G\# F; \mathcal{D})$ representing $PSS_{G\# F, \mathcal{D}}([M])$. Now, instead of the Hofer norm, it is the minimal filtration levels, in other words, spectral invariants $c([M], G\# F), c([M], F\# G)$ that govern the shifts in filtrations of the maps, which allows to connect the spectral norm to the interleaving distance. Similar observations apply in the relative case. The method of filtered continuation elements hence consists of replacing continuation maps by multiplication operators with certain cycles of minimal filtration level in their homology class. We provide two main applications of this method. The homology classes of these cycles are called continuation elements in the literature.

1.1.1. Interleaving distance up to shift, and spectral norm. The first application of this method whose proof is described in Section 4 is the following result. Theorem A is its immediate consequence.

**Theorem B.** Let $L$ in $M$ be wide. Then the barcode of $(L, H)$, as a function of $H$, is Lipschitz in the spectral norm up to $\mathbb{R}$-shifts: for each $r \in \mathbb{Z}$, $F \in \mathcal{H}$, $G \in \mathcal{H}$ there exists $c \in \mathbb{R}$, such that

$$d_{\text{inter}}(V_r(L, F), V_r(L, G)[c]) \leq \frac{1}{2} \gamma(L, G\# F).$$

In fact $c = -\frac{1}{2}(-c([L], G\# F) + c([L], F\# G))$.

Theorem B has the following corollary on the absolute Hamiltonian case. This is immediate from [65 Sections 2.7, 4.2.2].

**Theorem C.** Let $M$ be a weakly monotone symplectic manifold. Then for each $r \in \mathbb{Z}$, $F \in \mathcal{H}$, $G \in \mathcal{H}$ there exists $c \in \mathbb{R}$, such that

$$d_{\text{inter}}(V_r(F), V_r(G)[c]) \leq \frac{1}{2} \gamma(G\# F).$$

In fact $c = -\frac{1}{2}(-c([M], G\# F) + c([M], F\# G))$. 
Remark 2. In fact Theorem C admits a direct proof [104] that is somewhat shorter, since, in the absolute setup, Proposition 28 is immediate.

Remark 3. If $L$ is wide, and in its quantum homology $QH(L;A_{\min})$ the unit $[L]$ decomposes as $[L] = e_1 + \ldots + e_N$ for idempotents $E = \{ e_j \}$ in $QH_n(L)$, satisfying $e_j \ast e_k = \delta_{j,k}e_j$, then a similar bound is attained with $\gamma_{E}(L,H) = \frac{1}{2}\max\{c(e_j;L,H) + c(e_j;\overline{L},\overline{H})\}_{1 \leq j \leq N} + R(E)$, with error term $R(E) = \max\{A(e_j)\}_{1 \leq j \leq N}$, in the right hand side. See [104] for details in the absolute case: the relative case is proven analogously. Since in this paper we focus on sharp bounds, which seem unlikely to be attained with splittings into $N \geq 2$ idempotents, because of the error term $R(E) \geq A_L$, we do not discuss the details of this generalization here, deferring them elsewhere.

We note that Theorem A is a direct corollary of Theorems B and C. Moreover, it seems fit to note that the two spectral norms $\gamma(H)$, $\gamma(L;H)$ for $H \in \mathcal{H}$ featured above are related as follows.

Lemma 4. Let $L$ in $M$ be monotone, with $N_L \geq 2$. Then for each $H \in \mathcal{H}$,

$$\gamma(L,H) \leq \gamma(H).$$

Proof. Using Proposition 4 in [65], we have the following relation between the relative and absolute spectral invariants.

$$c(L;\overline{[L]}),H) \leq c([L]),H) + c(L,[L],0) = c([L]),H).$$

Since $[M] \ast [L] = [L]$ (see [16] Theorem 2.5.2), we get

$$c(L,[L],H) \leq c([M]),H),$$

and hence

$$\gamma(L,H) = c(L,[L],H) + c(L,[L],\overline{H}) \leq c([M]),H) + c([M],\overline{H}) = \gamma(H).$$

□

Remark 5. Lemma 4 can be generalized to show that for an idempotent $\tau \in QH_{2n}(M,\Lambda)$, $\tau^2 = [M]$ with $\tau \ast [L] = [L],$

$$\gamma(L,H) \leq \gamma_{\tau}(H) = c(\tau,H) + c(\tau,\overline{H}).$$

This leads to additional uniform bounds on the Lagrangian spectral norm, which we have found, however, to be less sharp than the ones given by Proposition 15.

We briefly discuss applications to $C^0$ symplectic topology. Consider a distance function $d$ on a closed symplectic manifold $(M,\omega)$, coming from an auxiliary Riemannian metric. Define the $C^0$ metric on $\text{Ham}(M,\omega)$ by

$$d_{C^0}(f,g) = \min_{x \in M} d(f(x),g(x)).$$

The topology this metric induces is independent of the Riemannian metric, and is called the $C^0$ topology. The completion $\overline{\text{Ham}}(M,\omega)$ of $\text{Ham}(M,\omega)$ with respect to this topology is called the group of Hamiltonian homeomorphisms of $(M,\omega)$. Theorem C and Lemma 4 have the following immediate corollary:
Corollary 6. If the spectral norm $\gamma : \text{Ham}(M,\omega) \to \mathbb{R}_{\geq 0}$ on a weakly monotone symplectic manifold is $C^0$-continuous so are the maps $(\text{Ham}(M,\omega), d_{C^0}) \to (\text{Barcodes}', d_{\text{bottle}}')$, $\phi \mapsto \mathcal{B}'(\phi)$, $\phi \mapsto \mathcal{B}'(L,\phi)$, for each weakly monotone closed Lagrangian submanifold $L$ of $M$. In the weakly aspherical resp. weakly exact case, $\mathcal{B}'(\phi)$, resp. $\mathcal{B}'(L,\phi)$ stand for the degree $r \in \mathbb{Z}$ barcodes $\mathcal{B}_r(\phi)$, $\mathcal{B}_r(L,\phi)$, for each $r \in \mathbb{Z}$, considered up to shifts. In the monotone case, $\mathcal{B}'(\phi), \mathcal{B}'(L,\phi)$ stand for the degree 0 or 1, resp. degree 0 barcodes with coefficients respectively in $\Lambda_{M,\text{mon},\mathbb{K}}, \Lambda_{L,\text{mon},\mathbb{K}}$, with respective quantum variables $s$ of degree 2 and $t$ of degree 1, considered up to shifts. In particular these maps extend to $\overline{\text{Ham}}(M,\omega)$, taking values in $\overline{\text{Barcodes}}'$.

Remark 7. In view of [114] Proposition 5.3, Proposition 6.2] (see also Lemma 30 Equation (5) and the index calculation [93 p. 245]) it is easily seen that $\mathcal{B}'(\phi), \mathcal{B}'(L,\phi)$ indeed depend only on $\phi$, resp. $\phi(L)$.

Remark 8. Corollary 6 immediately implies the $C^0$-continuity of barcodes of Hamiltonian diffeomorphisms of surfaces $(\Sigma, \sigma)$ by work of Seyfaddini [102]. The paper [68] proves this result in a different way, and computes examples of barcodes of Hamiltonian homeomorphisms, allowing one to distinguish different conjugacy classes in $\overline{\text{Ham}}(\Sigma,\sigma)$. This shows as a corollary that there exist Hamiltonian homeomorphisms on surfaces that are not conjugate to any Hamiltonian diffeomorphism. Moreover, as pointed out to us by S. Seyfaddini, it is shown in [68] that the map $(\text{Ham}(\Sigma,\omega), d_{C^0}) \to (\text{Barcodes}, d_{\text{bottle}})$, where the barcodes are not considered up to shift, is $C^0$ discontinuous. This implies that the non-zero, in general, shift $c$ in Theorem C (and hence in Theorem B) cannot be removed.

Remark 9. In [20] and [103], the spectral norm is proven to be $C^0$-continuous, and Corollary 6 is consequently used to establish the $C^0$-continuity of barcodes of Hamiltonian diffeomorphisms, in the case of closed symplectically aspherical symplectic manifolds and of $(\mathbb{C}P^n, \omega_{FS})$, respectively, with applications to conjugacy classes in the group of Hamiltonian homeomorphisms.

1.1.2. Chekanov type theorems for the spectral norm. Further, using filtered continuation elements, we sharpen two results of Chekanov [29, 30] as follows. We start with the following definitions.

Definition 10. Let $(M, \omega)$ be a closed symplectic manifold and $L \subset M$ a closed connected Lagrangian submanifold. For an $\omega$-compatible almost complex structure $J$ on $M$, let $h(J, L) > 0$ be the minimal area of a non-constant $J$-holomorphic disk on $L$, or a non-constant $J$-holomorphic sphere in $M$. If no such disks or curves exist, set $h(J, L) = +\infty$.

Remark 11. If $L$ is rational, that is $\omega_L(H^2_c(M, L; \mathbb{Z})) = \rho \cdot \mathbb{Z}$ for $\rho > 0$, then $h(J, L) \geq \rho$ for all $J$.

Definition 12. Let $(M, \omega)$ be a symplectic manifold, $L$ a Lagrangian submanifold of $M$, and $A \subset M$ a subset. Then the relative Gromov width $w(L; A)$ of $L$ with respect to $A$ is defined as

$$w(L; A) = \sup\left\{ \frac{\pi r^2}{2} \mid \exists \epsilon : B_r \to M, e^{-1}(L) = B_r \cap \mathbb{R}^n, e^{-1}(A) = \emptyset \right\},$$

where $B_r \subset \mathbb{C}^n$ is the standard ball of radius $r$ endowed with the standard symplectic form $\omega_{st}$, the map $e : (B_r, \omega_{st}) \to (M, \omega)$ is a symplectic embedding, and $\mathbb{R}^n \subset \mathbb{C}^n$ is the real part. Set the relative
Gromov width of \( L \) to be

\[
\text{w}(L) := \text{w}(L; \emptyset).
\]

As a matter of terminology, the symplectic embedding \( e : (B_r, \omega_{st}) \to (M, \omega) \) satisfying the condition \( e^{-1}(L) = B_r \cap \mathbb{R}^n \) with respect to the Lagrangian submanifold \( L \subset M \), will be called a symplectic ball embedding \textit{relative to} \( L \).

First, following Chekanov’s argument for his non-displacement theorem [29] (see also [11, 26, 33]) one has the following consequence of a Hamiltonian \( H \in \mathfrak{H} \) having small spectral norm. Whenever it applies, this statement sharpens the previous results in this direction by Inequality (4).

**Theorem D.** Let \( (M, \omega) \) be weakly monotone, and \( L \subset M \) a closed connected Lagrangian submanifold. If for an \( \omega \)-compatible almost complex structure \( J \) on \( M \), a Hamiltonian diffeomorphism \( \phi \) satisfies

\[
\gamma(\phi) < \hbar(J, L),
\]

then

\[
L \cap \phi(L) \neq \emptyset.
\]

If in addition \( L \) and \( \phi(L) \) intersect transversely, then

\[
\#(L \cap \phi(L)) \geq \dim_{\mathbb{F}_2} H_*(L; \mathbb{F}_2).
\]

**Remark 13.** It was proven in [50] that each Hamiltonian pseudo-rotation of \( \mathbb{C}P^n \), that is \( \phi \in \text{Ham}(\mathbb{C}P^n, \omega_{FS}) \) that has precisely \( n+1 \) periodic points (of all periods) satisfies the following property. There exists a constant \( C > 0 \), and integer \( d \geq n \) depending on \( \phi \), such that for each \( \epsilon > 0 \),

\[
\liminf_{k \to \infty} \frac{1}{k} \cdot \# \{ 1 \leq l \leq k | \gamma(\phi^l) < \epsilon \} \geq C \epsilon^d;
\]

moreover, for each subset \( L \subset \mathbb{C}P^n \) with positive homological capacity, as defined \textit{ibid.}, \( c_{\text{hom}}(L) > 0 \), the following Poincaré recurrence statement holds: \( \liminf_{k \to \infty} \frac{1}{k} \cdot \# \{ 1 \leq l \leq k | \phi(L) \cap L = \emptyset \} \geq C(c_{\text{hom}}(L))^d \). Theorem D implies that for each closed Lagrangian submanifold \( L \) of \( \mathbb{C}P^n \)

\[
\liminf_{k \to \infty} \frac{1}{k} \cdot \# \{ 1 \leq l \leq k | \phi^l(L) \cap L = \emptyset \} \geq C(h(J, L))^d > 0,
\]

whereby there exists a sequence \( k_j \in \mathbb{Z} \), \( \lim_{j \to \infty} k_j = +\infty \) such that for all \( j \), \( \phi^{k_j}(L) \cap L \neq \emptyset \). This generalizes the Poincaré recurrence result from [50] in the case of Lagrangian submanifolds, as it is not currently known that each closed Lagrangian submanifold of \( \mathbb{C}P^n \) has positive homological capacity. Furthermore, if we assume the non-empty intersections \( \phi^{k_j}(L) \cap L \) to be transverse, Theorem D gives the lower bound \( \dim H_*(L; \mathbb{F}_2) \) on the multiplicity of the intersection.

We proceed to recall the Lagrangian spectral pseudo-distance, and a certain extrinsic version of this pseudo-distance.

**Definition 14.** Let \( (M, \omega) \) be a symplectic manifold, and \( L \subset M \) be a closed connected Lagrangian submanifold, and let \( L' \in \mathcal{O}_L \).

(1) If \( M \) is closed weakly monotone we define

\[
\gamma_{\text{ext}}(L, L') = \inf \{ \gamma([H]) | \phi^1_H(L) = L' \}.
\]
(2) If $M$ is weakly monotone, closed, open tame at infinity, or compact with convex boundary, $L$ is closed weakly monotone, and $QH(L) \neq 0$, recall that
\[
\gamma_{\text{int}}(L, L') = \gamma(L, L') = \inf \{ \gamma(L, [H]) \mid \phi_H^1(L) = L' \}.
\]
Both $\gamma_{\text{ext}}$ and $\gamma_{\text{int}}$, when they are defined, are invariant under shifts by Hamiltonian diffeomorphisms, and define pseudo-metrics $d_{\gamma, \text{ext}}$, $d_{\gamma, \text{int}}$ on the orbit $O_L = \text{Ham}(M, \omega) \cdot L$ of $L$ under $\text{Ham}(M, \omega)$.

In this setting the following sharper version of Chekanov’s non-degeneracy theorem [30] (see also [11, 26, 33]) holds. It is indeed a sharpening by Inequality 4.

**Theorem E.** The pseudo-metrics $d_{L, \gamma, \text{ext}}$ and $d_{L, \gamma, \text{int}}$, whenever defined, are non-degenerate, and hence define genuine $\text{Ham}$-invariant metrics on $O_L$. Moreover, for each $\epsilon > 0$ with $\epsilon < w(L, L')$ there exists an $\omega$-compatible almost complex structure $J_\epsilon$, such that
\[
\gamma_{\text{ext}}(L, L') \geq \min \{ w(L, L') - \epsilon, h(J_\epsilon, L), h(J_\epsilon, L') \} > 0,
\]
\[
\gamma_{\text{int}}(L, L') \geq \min \{ w(L, L') - \epsilon, h(J_\epsilon, L), h(J_\epsilon, L') \} > 0.
\]

We note that Theorem [E] can be considered to be a new energy-capacity inequality for the Lagrangian spectral norm. Indeed, whenever $\omega_L(H^2(M, L; \mathbb{Z})) \subset \rho \cdot \mathbb{Z}$, for a constant $\rho \in (0, \infty]$, the lower bound in both cases takes the form
\[
\gamma_{\text{ext}}(L, L') \geq \min \{ w(L, L'), \rho \},
\]
\[
\gamma_{\text{int}}(L, L') \geq \min \{ w(L, L'), \rho \}.
\]

Finally, combining the proof of Theorem [B] and Theorem [E] we obtain the following alternative version of control on barcodes.

**Theorem F.** Let $L$ in $M$ be weakly monotone. Then for each $r \in \mathbb{Z}$, $F \in \mathcal{H}$, $G \in \mathcal{H}$ there exists $c \in \mathbb{R}$, such that
\[
d_{\text{inter}}(V_r(L, F), V_r(L, G)\{c\}) \leq \frac{1}{2} \gamma(G \# \bar{F}).
\]
In fact $c = -\frac{1}{2}(-c([M], G \# \bar{F}) + c([M], F \# \bar{G}))$.

1.2. **An averaging technique and sharp upper bounds on the spectral norm.** In this section we introduce a new technique for producing upper bounds on the spectral norm, and prove that in certain cases the upper bound on boundary depth that we obtain is sharp. Moreover, we find the unexpected fact that this bound is strictly smaller than the minimal area of a non-constant holomorphic disk with boundary on our given Lagrangian (or a holomorphic sphere in the Hamiltonian case)!

It was observed in [27, 58, 59, 100] that Hamiltonian paths with time-one map sending a Lagrangian submanifold $L$ to itself, induce automorphisms of the Floer homology of $L$, similarly to the well-known Seidel representation [99] in Hamiltonian Floer theory. We use this notion to prove the following bound on the spectral norm. We refer to Section 2.9 for related notation and preliminaries.
Proposition 15. Let $L \subset M$ be wide. Set $n = \dim(L)$, and $A_L = \kappa N_L$. Let $t$ be a monotone Novikov variable of degree 1. For an element $\eta \in P_L$ and section class $\sigma$, let $S = S_{n,\sigma}([L])$ denote the associated Lagrangian Seidel element. Assume that

1. $N_L > n$, and hence there is a well-defined class $[pt] \in \mathcal{QH}_0(L)$,
2. $S^k = c_1 \cdot [pt] t^n$ for some $k \geq 1$, $c_1 \in \mathbb{K} \setminus \{0\}$ and
3. $S^m = c_2 \cdot [L]$, for some $m > k$, $c_2 \in \mathbb{K} \setminus \{0\}$.

Then for each Hamiltonian $H$ on $M$,

$$\beta(L, H) \leq \gamma(L, \phi_H^1) \leq n N_L \cdot A_L.$$  

In particular this bound is strictly smaller than $A_L$. 

We present the proof of this statement now, because it summarizes our new averaging method for bounding the spectral norm.

Proof of Proposition 15. Assumption 1 implies by Poincaré duality for Lagrangian spectral invariants and our choice of coefficients in $\mathbb{F}_2$ that for each $H \in \mathcal{H}$

$$c([L], H) = -c([pt], H).$$

Indeed, since $N_L > n = \dim(L)$, and $L$ is wide, taking coefficients in the Novikov field $A_{\min, \mathbb{K}}$ with quantum variable of degree $N_L$, we see that $[pt]$ is the unique degree 0 element (up to $\mathbb{K} \setminus \{0\}$ multiples). This yields by [65, Theorem 27], which we reproduce in Proposition 29 below, the desired inequality with coefficients in $A_{\min, \mathbb{K}}$. Therefore by [17, Section 5.4] the same equality holds for spectral invariants with coefficients in any field extension of $A_{\min, \mathbb{K}}$, and in particular for coefficients in our Novikov field $A_{\mon, \mathbb{K}}$. Strictly speaking, we should first work with non-degenerate pairs $(L, H)$, and then use continuity of spectral invariants [65] to extend this equality to all $H \in \mathcal{H}$.

Therefore

$$\gamma(L, [H]) = c([L], H) - c([pt], H),$$

where we denote by $[H]$ the class of the path $\{\phi_{H}^t\}_{t \in [0,1]}$ in $\tilde{\text{Ham}}(M, \omega)$. Consequently by Assumption 2 we obtain

$$\gamma(L, [H]) = c([L], H) - c(S^k, H) + \frac{n}{N_L} \cdot A_L.$$ 

Therefore, by Corollary 31 below, for each $0 \leq j \leq m - 1$, we have

$$\gamma(L, [H] \cdot \eta^{-j}) = c(S^j, H) - c(S^{k+j}, H) + \frac{n}{N_L} \cdot A_L.$$ 

Summing up these equalities, and using $S^m = c_2 \cdot [L]$, $c_2 \in \mathbb{K} \setminus \{0\}$, we obtain

$$\frac{1}{m} \sum_{j=0}^{m-1} \gamma(L, [H] \cdot \eta^{-j}) = \frac{n}{N_L} \cdot A_L.$$ 

Since the minimum of a finite set does not exceed its average, we get

$$\gamma(L, \phi_H^1) \leq \min_{0 \leq j \leq m-1} \gamma(L, [H] \cdot \eta^{-j}) \leq \frac{n}{N_L} \cdot A_L.$$
and hence by Theorem A

$$\beta(L, \phi^1_H) \leq \frac{n}{N_L} \cdot A_L.$$  

□

At this point we introduce the following two invariants measuring the best possible uniform bound on $\beta(L, -)$, and $\gamma(L, -)$:

$$\overline{\beta}(M, L) := \sup_{H \in \mathfrak{H}} \beta(L, H),$$

$$\overline{\gamma}(M, L) := \sup_{H \in \mathfrak{H}} \gamma(L, \phi^1_H).$$

Similarly, in the absolute case, we define

$$\overline{\beta}(M) = \sup_{H \in \mathfrak{H}} \beta(H),$$

$$\overline{\gamma}(M) = \sup_{H \in \mathfrak{H}} \gamma(\phi^1_H).$$

Remark 16. In [114] it was shown that $\overline{\beta}(M, L) = +\infty$ in a large collection of cases when $L$ is weakly monotone and $HF(L, L) \neq 0$. However, no examples with $\overline{\beta}(M, L) < +\infty$ were known to date. In fact, Usher [112] posed the question of whether $\overline{\beta}(\mathbb{C}P^1, \mathbb{R}P^1)$ is finite or not.

As a corollary of Proposition 15, using variations on the computations of the Lagrangian Seidel element in [61], we obtain uniform bounds on $\gamma(L, \phi^1_H)$ and $\beta(\phi^1_H)$ in the following four cases. Moreover, adapting arguments of Stevenson [108], we show that in some of these cases, our bounds are the best ones possible, uniform in $H$. This provides a class of examples with finite $\overline{\beta}(M, L)$ and provides a more precise answer to Usher’s question.

**Theorem G.** Let the ground field be $\mathbb{K} = \mathbb{F}_2$. Then the following identities hold:

1. $\overline{\beta}(\mathbb{R}P^1, \mathbb{C}P^1) = \tau(\mathbb{R}P^n, \mathbb{C}P^n) = \frac{1}{4} \omega([\mathbb{C}P^1])$,

   $$\frac{1}{4} \omega([\mathbb{C}P^1]) \leq \overline{\beta}(\mathbb{R}P^n, \mathbb{C}P^n) \leq \tau(\mathbb{R}P^n, \mathbb{C}P^n) \leq \frac{n}{2n+2} \omega([\mathbb{C}P^1]),$$

   for $n > 1$

2. $\overline{\beta}(\Delta_{\mathbb{C}P^n}, \mathbb{C}P^n \times (\mathbb{C}P^n)^-) = \tau(\Delta_{\mathbb{C}P^n}, \mathbb{C}P^n \times (\mathbb{C}P^n)^-) = \frac{n}{n+1} \omega([\mathbb{C}P^1])$,

3. $\overline{\beta}(L, Q^n) = \tau(L, Q^n) = \frac{1}{2} \omega([\mathbb{C}P^1])$, for $n > 1$,

   where $Q^n \subset \mathbb{C}P^{n+1}$, is the complex $n$-dimensional smooth quadric (of real dimension $2n$), $L \cong S^n$ is a natural monotone Lagrangian sphere in $Q^n$, and $\omega = \omega_{FS}$ on $\mathbb{C}P^{n+1}$,

4. $\frac{1}{2} \omega([\mathbb{C}P^1]) \leq \overline{\beta}(\mathbb{H}P^n, Gr(2, 2n+2)) \leq \tau(\mathbb{H}P^n, Gr(2, 2n+2)) \leq \frac{n}{n+1} \omega([\mathbb{C}P^1])$, for $n \geq 1$,

   where $\omega$ is the standard symplectic form on $Gr(2, 2n+2)$, the complex Grassmannian of complex $2$-planes in $\mathbb{C}^{2n+2}$, and $L = \mathbb{H}P^n$ is the quaternionic projective space of real dimension $4n$, embedded as the fixed point set of the involution on $Gr(2, 2n+2)$ induced by multiplying $\mathbb{C}^{2n+2} \cong \mathbb{H}^{n+1}$ on the right by the quaternionic root of unity $j$. Here $\mathbb{C}P^1$ is a complex line in $Gr(2, 2n+2)$ such that $[\mathbb{C}P^1]$ is a generator of $H_2(Gr(2, 2n+2); \mathbb{Z})$. 


Remark 17. It would be interesting to investigate the sharpness in Cases (1), $n > 1$, and (4) of Theorem G.

1.3. Calabi quasimorphisms with precise bounds on the defect. We recall the following basic definition.

**Definition 18.** A quasimorphism $\sigma : G \to \mathbb{R}$ on a group $G$ is a function satisfying the bound

$$D_\sigma = \sup_{x,y \in G} |\sigma(xy) - \sigma(x) - \sigma(y)| < \infty.$$ 

For each quasimorphism $\sigma$ there exists a unique homogeneous, that is additive on each abelian subgroup of $G$, quasimorphism $\overline{\sigma}$, such that $\sigma - \overline{\sigma}$ is a bounded function. This homogeneization is given by the formula

$$\overline{\sigma}(x) = \lim_{k \to \infty} \frac{\sigma(x^k)}{k}.$$ 

Homogeneous quasimorphisms that are non-trivial, that is they are not homomorphisms, in general reflect non-commutative features of group and are an important notion of study in geometric group theory (see [21]).

Quasimorphisms on the (universal cover of) the Hamiltonian group of closed symplectic manifolds were constructed in many cases, starting with the work [39] (see [37] for a review of the literature). In particular, it was shown in [39] that $\tilde{\text{Ham}}(\mathbb{C}P^n, \omega_{FS})$ admits a non-trivial homogeneous quasimorphism, with the additional property that its composition with the natural map $\tilde{\text{Ham}}_c(U, \omega_{FS}|_U) \to \tilde{\text{Ham}}(\mathbb{C}P^n, \omega_{FS})$ coincides, for each displaceable open subset $U \subset \mathbb{C}P^n$, with a non-zero constant multiple of the Calabi homomorphism

$$\text{Cal} : \tilde{\text{Ham}}(\mathbb{C}P^n, \omega_{FS}) \to \mathbb{R}$$

$$[H] \mapsto \int_0^1 \int_U H(t, x)(\omega_{FS}|_U)^n dt,$$

with the Hamiltonian normalized to have $\text{supp} H \subset [0,1] \times U$. In fact, more is true: this quasimorphism vanishes on $\pi_1(\text{Ham}(\mathbb{C}P^n, \omega_{FS}))$, and hence descends to a homogeneous quasimorphism $\text{Ham}(\mathbb{C}P^n, \omega_{FS}) \to \mathbb{R}$.

As a corollary of Case 2 of Theorem G, we improve the best known bound $D_\sigma \leq \omega([C^1])$ [92, Chapter 3] on the defect of the Calabi quasimorphism on $\tilde{\text{Ham}}(\mathbb{C}P^n)$. However, we do not know whether or not it is optimal.

**Corollary 19.** Let $M = \mathbb{C}P^n$, and let $\sigma : \tilde{\text{Ham}}(M, \omega) \to \mathbb{R}$ be the Calabi quasimorphism. The defect of $\sigma$ satisfies

$$D_\sigma \leq \frac{n}{n+1} \omega([C^1]).$$

**Proof.** Since $[H] \mapsto c([M], [H])$ is a conjugation invariant function $\tilde{\text{Ham}}(M, \omega) \to \mathbb{R}$, by [92, Proposition 3.5.3] we obtain

$$|\sigma([G][H]) - \sigma([G]) - \sigma([H])| \leq \min\{\gamma([G]), \gamma([H])\},$$
for all \([G], [H] \in \widehat{\text{Ham}}(M, \omega)\). Moreover, by [39 Section 4.3], \(\sigma\) vanishes on \(\pi_1(\widehat{\text{Ham}}(M, \omega)) \subset Z(\widehat{\text{Ham}}(M, \omega))\). Hence, since \(\sigma\) is a homogeneous quasimorphism, \(\sigma([H])\) depends only on \(\phi^1_H\). Hence for all \([G], [H] \in \widehat{\text{Ham}}(M, \omega)\),

\[
|\sigma([G][H]) - \sigma([G]) - \sigma([H])| \leq \min\{\gamma(\phi^1_G), \gamma(\phi^1_H)\} \leq \frac{n}{n+1} \omega([\mathbb{C}P^1]),
\]

by Theorem [G].

In a similar direction, Theorem [G] yields the following corollary on the existence of quasimorphisms with precise bounds on the defect.

**Corollary 20.** Let \((M, \omega)\) be one of \(\mathbb{C}P^n \times (\mathbb{C}P^n)^{-}, \text{Gr}(2, 2n+2), \mathbb{Q}^n\). Then the universal cover \(\widehat{\text{Ham}}(M, \omega)\) admits a non-zero quasimorphism \(\sigma\) of defect bounded by \(\frac{2n}{n+1} \omega([\mathbb{C}P^1]), \frac{2n}{n+1} \omega([\mathbb{C}P^1]), \frac{1}{2} \omega([\mathbb{C}P^1])\) respectively. This quasimorphism satisfies the Calabi property: for \(H \in \mathcal{H}\) with \(\text{supp} \; H \subset [0,1] \times U\), where \(U \subset M\) is a displaceable open set, one has

\[
\sigma([H]) = -\frac{1}{\text{vol}(M, \omega)} \int_0^1 \int_U H(x,t) \omega^n dt.
\]

**Proof.** The function \(\sigma_0([H]) = c([L], H)\), for \(H\) normalized to have zero mean, on \(\widehat{\text{Ham}}(M, \omega)\) is a quasimorphism of defect \(D\) at most \(\frac{n}{n+1} \omega([\mathbb{C}P^1]), \frac{n}{n+1} \omega([\mathbb{C}P^1]), \frac{1}{2} \omega([\mathbb{C}P^1])\) by Theorem [G] and the triangle inequality for Lagrangian spectral invariants. Indeed, it is immediate that

\[
c([L], F\#G) \leq c([L], F) + c([L], G),
\]

\[
c([L], F) \leq c([L], F\#G) + c([L], G),
\]

so that

\[
c([L], F) + c([L], G) - \gamma([L], [G]) \leq c([L], F\#G),
\]

whence the statement follows. Therefore the homogenization \(\sigma\) of \(\sigma_0\) has defect at most \(2D\), by [21 Corollary 2.59]. The quasimorphism \(\sigma\) is non-zero. Indeed by the Lagrangian control property of the spectral invariant \(c([L], -)\), for a mean-normalized Hamiltonian \(H\) that is identically constant equal to \(c\) on \(L\) we have \(c([L], H) = c\), and hence \(\sigma([H]) = c\), since the constant property is invariant under iterations. We note that for the same reason \(L\) is superheavy with respect to the corresponding symplectic quasi-state (see [40, 65]).

Finally, if \(H = F - \langle F \rangle\), for a Hamiltonian \(F\) supported in a displaceable open subset \(U \subset M\), and \(\langle F \rangle(t) = \frac{1}{\text{vol}(M, \omega)} \int_M F(x,t) \omega^n\), then arguing as in [39 Proposition 3.3], together with Lemma [4] we obtain for \(K \in \mathcal{H}\) such that \(\phi^1_K(U) \cap U = \emptyset\), that

\[
\frac{1}{m} c([L], [K\#H\#^m]) \leq \frac{1}{m} c([M], K\#H\#^m) \xrightarrow{m \to \infty} - \langle \langle F \rangle \rangle,
\]

where \(\langle \langle F \rangle \rangle = \int_0^1 \langle F \rangle(t) dt\). As left hand side converges, by the quasimorphism property, to \(\sigma([H])\), we have

\[
\sigma([H]) \leq - \langle \langle F \rangle \rangle.
\]

Applying the same argument to \(\overline{H}\), we have

\[
\sigma([H]^{-1}) \leq \langle \langle F \rangle \rangle,
\]
hence as $\sigma$ is homogeneous, we obtain the reverse inequality

$$\sigma([H]) \geq -\langle\langle F\rangle\rangle.$$ 

\[\square\]

Remark 21. The existence of Calabi quasimorphisms for $\mathbb{C}P^n \times (\mathbb{C}P^n)^-$, $Gr(2, 2n + 2)$ was known since [39], and the one for $Q^n$ can be deduced from [38, Remark after Theorem 3.1] in a fairly straightforward way. However, the above upper bounds on the defect seem to be new.
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2. Preliminaries

In this section we briefly recall the by-now standard definitions of various Floer complexes associated to Lagrangian submanifolds and Hamiltonian perturbations, maps relating them, basic algebraic structures, and associated numerical invariants: persistence modules and spectral invariants.

2.1. Floer homology with Hamiltonian perturbations: absolute and relative. In this paper we consider closed connected symplectic manifolds $(M, \omega)$. Certain arguments could be adapted to a setting of open symplectic manifolds tame at infinity, or compact with convex boundary. We work with Lagrangian submanifolds that we assume to be closed and connected. Moreover we assume that $(M, \omega)$ and $L$ are weakly monotone: there exists a constant $\kappa > 0$, such that

$$\langle [\omega], A \rangle = \kappa \cdot \langle \mu_L, A \rangle$$

for all $A \in H^2_P(M, L; \mathbb{Z})$, where $\mu_L \in H^2(M, L; \mathbb{Z})$ is the Maslov class, and $H^2_P(M, L; \mathbb{Z}) \subset H^2(M, L; \mathbb{Z})$ is the image of the Hurewicz homomorphism $\pi_2(M, L) \to H^2_P(M, L; \mathbb{Z})$. It is easy to see that in this case $(M, \omega)$ is (spherically) weakly monotone:

$$\langle [\omega], A \rangle = 2\kappa \cdot \langle c_1(TM, \omega), A \rangle$$

for all $A \in H^2_S(M; \mathbb{Z})$, the image of the Hurewicz map $\pi_2(M) \to H_2(M; \mathbb{Z})$. Moreover, we assume that the positive generator $N_L \in \mathbb{Z}_{>0}$ of $\text{im}(\mu_L) \subset \mathbb{Z}$, called the minimal Maslov number, satisfies

$$N_L \geq 2.$$
We call the respective positive generator $N_M \in \mathbb{Z}_{>0}$ of $\text{im}(c_1(TM,\omega)) \subset \mathbb{Z}$ the minimal Chern number. If $L \subset M$ is monotone, then $2N_M = N_L$. By a suitable rescaling of the symplectic form, we may assume that $\kappa = 1$, which we shall do freely throughout the paper. Finally, define

$$A_L = \kappa N_L > 0.$$ 

If, for all $A \in H^D_2(M,L;\mathbb{Z})$, 

$$\langle [\omega], A \rangle = 0, \mu_L(A) = 0$$

we call $L$ weakly exact. Similarly, we call a symplectic manifold for which 

$$\langle [\omega], A \rangle = 0, \langle c_1(TM,\omega), A \rangle = 0,$$

for all $A \in H^S_2(M;\mathbb{Z})$ symplectically aspherical. We shall call a Lagrangian, resp. a symplectic manifold, monotone if it is weakly monotone and not weakly exact, resp. monotone and not symplectically aspherical. Moreover, the above definitions apply to define Floer homology in the contractible class of paths in $M$ with boundary on $L$, resp. loops in $M$; if we wish to define Floer homology in a certain non-contractible class of loops, we can adapt those definitions to this class (cf. [93, 94]).

Fix a base field $K$. We shall assume for this paper that $K = \mathbb{F}_2$. However for part of our examples, including the case of absolute Hamiltonian Floer homology, one could in fact work with an arbitrary base field $K$, when a proper system of coherent or canonical (see [119], [100], [1] and references therein) orientations has been set up. We shall discuss these cases when necessary.

**Lagrangian Floer homology with Hamiltonian term:**

We shall define a few versions of Lagrangian Floer homology that differ primarily by the choice of Novikov rings. This material is quite standard, but since we use a different versions of Floer homology, we present it briefly in this section (we refer to [86],[65],[114] and references therein for details). We mostly restrict to the component of contractible chords in the suitable path space, since the fundamental class, when non-zero, is represented by a Floer chain in this component. We now make our basic set up.

Let $\mathcal{H}_0$ denote the space of Hamiltonians $H \in \mathcal{H} = C^\infty([0,1] \times M, \mathbb{R})$ normalized by $\int_M H \omega^n = 0$. We note that any Hamiltonian path $\{\phi_t\}_{t \in [0,1]}$ can be reparametrized in time to be constant for $t$ near $\{0\} \cup \{1\}$. In this case its new generating Hamiltonian $H(t,x)$ will vanish for $t$ near $\{0\} \cup \{1\}$. We use the convention that our Hamiltonian term $H$ is of this form, since it is useful for the construction of product structures.

Consider a free homotopy class $\eta \in \pi_0 \mathcal{P}(L,L)$ of paths in $M$ from $L$ to $L$. Denote by $\mathcal{P}_\eta(L,L)$ the corresponding connected component of the path space $\mathcal{P}(L,L)$ in $M$ from $L$ to $L$. We denote by $\eta = pt$ the component of a constant path in $L$. Consider the set $\mathcal{O}_\eta(L,H) \subset \mathcal{P}_\eta(L,L)$ of chords $\gamma : [0,1] \to M$ of the Hamiltonian flow of $H$ from $L$ to $L$. This means that $\gamma \in \mathcal{P}_\eta(L,L)$ and

$$\dot{\gamma}(t) = X^t_H(\gamma(t))$$

for all $t \in [0,1]$, where $X^t_H$ is the time-dependent Hamiltonian vector field of $H$ defined by the Hamiltonian construction: for each $t \in [0,1]$ let $H_t \in C^\infty(M,\mathbb{R})$ be defined by $H_t(x) = H(t,x)$, then
\(X_H^t\) is determined uniquely by
\[ t\cdot X_H^t \omega = -dH_t. \]
We denote by \(\{\phi_H^t\}_{t \in [0,1]}\) the flow on \(M\) generated by \(X_H^t\), with \(\phi_H^0 = \text{id}\). Finally, we denote by \([H]\) the class \([\{\phi_H^t\}_{t \in [0,1]}]\) of \(\{\phi_H^t\}_{t \in [0,1]}\) in the universal cover \(\tilde{\text{Ham}}(M, \omega)\) of \(\text{Ham}(M, \omega)\).

We denote by \(\mathcal{O}(L, H) = \sqcup_{\eta \in \pi_0\mathcal{D}(L, L)} \mathcal{O}_\eta(L, H)\) the set of all Hamiltonian chords of \(H\) from \(L\) to \(L\).

Given that all the intersections of \(L\) with \(\phi_H^t(L)\) are transverse, the Floer complex in each component \(\eta\) will be given by a free module over a suitable coefficient ring, with basis isomorphic to \(\mathcal{O}_\eta(L, H)\), endowed with a differential given by counting solutions of the Floer equation connecting between different chords in the same free homotopy class. In the non-transverse case, we shall introduce a small additional Hamiltonian perturbation that makes the equation equivalent to the transverse case.

We define a coefficient ring
\[ A_{0, \text{univ}, K} = \left\{ \sum_{j \geq 0} a_j \cdot T^{\lambda_j} : a_j \in K, \lambda_j \nearrow +\infty \right\} \]
for a formal variable \(T\). This is the universal Novikov ring over \(K\). Its ring of fractions is the universal Novikov field over \(K\), given explicitly by
\[ A_{\text{univ}, K} = \left\{ \sum_{j \geq 0} a_j \cdot T^{\lambda_j} : a_j \in K, \lambda_j \nearrow +\infty \right\}. \]

In our monotone case, we let \(t\) be a formal graded variable of degree \(\text{deg}(t) = 1\) and set
\[ A_{\text{mon}, K} = \left\{ \sum_{j \geq 0} a_j \cdot t^{-l_j} : a_j \in K, l_j \in \mathbb{Z}, l_j \nearrow +\infty \right\}. \]

We note that \(t \mapsto T^{-\kappa}\), where \(\kappa = A_L/N_L > 0\), defines an ungraded embedding of fields \(\iota_{1,0} : A_{\text{mon}, K} \to A_{\text{univ}, K}\). Our different complexes shall be connected by this map. We record another coefficient ring,
\[ A_{\text{min}, K} = \left\{ \sum_{j \geq 0} a_j \cdot q^{-l_j} : a_j \in K, l_j \in \mathbb{Z}, l_j \nearrow +\infty \right\}, \]
where now \(\text{deg}(q) = N_L\), and \(q \mapsto q^{N_L}\) gives a finite graded extension of fields \(\iota_{N_L,1} : A_{\text{min}, K} \to A_{\text{mon}, K}\).

When we wish to underline the fact that \(A_{\text{min}, K}\) is associated to \(L\), we write \(A_{L, \text{min}, K}\).

Finally we remark that for a general, not necessarily monotone, Lagrangian submanifold \(L\) of a symplectic manifold \(M\), we may, in certain settings, define Floer homology with coefficients in the Novikov field \(A_{L, \Gamma_\omega, K}\), defined identically to the universal Novikov field \(A_{\text{univ}, K}\), with the exception that the exponents are taken in the subgroup \(\Gamma_\omega\) of \(\mathbb{R}\) given by \(\Gamma_\omega = \text{im}(\omega_L : H^D(M, L; \mathbb{Z}) \to \mathbb{R})\).

The Novikov ring \(A_{0, L, \Gamma_\omega, K}\) is defined similarly to \(A_{0, \text{univ}, K}\), and consists of those elements of \(A_{L, \Gamma_\omega, K}\) that have non-zero valuation.

We denote by \(\mathcal{J}_M\) the space of \(\omega\)-compatible almost complex structures on \(M\) depending smoothly on a parameter \(t \in [0,1]\), and by \(\mathcal{J}'_M\) its subspace of time-independent \(\omega\)-compatible almost complex
structures. Now we fix a Floer perturbation datum \( \mathcal{D}^{L,H} = (K^{L,H}, J^{L,H}) \) where \( K^{L,H} \in \mathcal{H} \) is a time-dependent Hamiltonian perturbation, and \( J^{L,H} = \{ J^t_t \}_{t \in [0,1]} \in \mathcal{J}_M \) is a time-dependent \( \omega \)-compatible almost complex structure on \( M \). When we restrict our attention to the component \( \eta \), then in the case that all the intersections in \( L \cap \phi^1_H(L) \) corresponding to endpoints of paths in \( \mathcal{O}_\eta(L,H) \) are transverse, we can assume that \( K^{L,H} \equiv 0 \). Otherwise, we can take \( K^{L,H} \) small in \( C^2 \)-topology, and consider the Hamiltonian \( H^D = H + K^{L,H} \) generating the flow \( \{ \phi^1_H \circ \phi^J_{K^{L,H}} \}_{t \in [0,1]} \), for \( \mathcal{K}^{L,H}(t,x) = K^{L,H}(t,\phi^1_H x) \) instead of \( H \), making all intersections in the class \( \eta \) transverse. We denote by \( \mathcal{O}_\eta(L,H; \mathcal{D}) \) the Hamiltonian chords of \( H^D \) from \( L \) to \( L \).

Given \( x_-, x_+ \in \mathcal{O}_\eta(L,H; \mathcal{D}) \), to any smooth map \( u : Z \to M \), where \( Z = \mathbb{R} \times [0,1] \), such that \( u|_{\{0\} \times \mathbb{R}} \) and \( u|_{\{1\} \times \mathbb{R}} \) have values in \( L \), and \( u(s,-) \xrightarrow{s \to \pm \infty} x_\pm \) uniformly in \( C^1 \)-topology, one can associate an index \( \text{ind}(u, x_-, x_+ ) \), called the Maslov-Viterbo index \([117]\). It is now standard that the space \( \tilde{\mathcal{M}}(x_-, x_+) \) of solutions of the Floer equation

\[
(du - X^t_H(u) \otimes dt)^{(0,1)} = 0,
\]

or equivalently \( \partial_t u + J(u)(\partial_t u - X^t_H(u)) = 0 \), for \((s,t) \) the natural coordinates on \( Z = \mathbb{R} \times [0,1] \), with \( u(s,-) \xrightarrow{s \to \pm \infty} x_\pm \) uniformly and \( \text{ind}(u, x_-, x_+ ) = k \) is, for all \( J^{L,H} \) in a co-meager set of \( \mathcal{J}^{eq}_M \subset \mathcal{J}_M \), a smooth manifold of dimension \( k \), admitting a free action of \( \mathbb{R} \). Moreover, for \( k = 1 \), the quotient space by the \( \mathbb{R} \)-action is a compact smooth zero-dimensional manifold \( \mathcal{M}(x_-, x_+) = \tilde{\mathcal{M}}(x_-, x_+)/\mathbb{R} \).

Now we proceed with the definitions of Floer complexes. In our monotone case, when \( \eta = pt \), we consider the cover \( \mathcal{O}_{pt}(L,H; \mathcal{D}) \) corresponding to \( \ker([\omega]) \cap \ker(\mu_L) = \ker([\omega]) \), where \([\omega] : \pi_1(\mathcal{P}_{pt}(L,L)) \cong \pi_2(M,L) \to \mathbb{R} \) is given by integrating with respect to the symplectic form, and \( \mu_L : \pi_2(M,L) \to \mathbb{Z} \) is the Maslov class. This means that up to a suitable equivalence relation, we look at pairs \((x, \mathcal{X}) \) where \( x \in \mathcal{O}_{pt}(L,H; \mathcal{D}) \) and \( \mathcal{X} \) is a capping of \( x \), that is to say: a map \( \mathcal{X} : \mathcal{D} \cap \mathcal{H} \to M \) with \( \mathcal{X}|_{\mathcal{D}\cap \mathcal{H}} \), suitably reparametrized, coincides with \( x \), i.e. \( \mathcal{X}(2t-1) = x(t) \) for all \( t \in [0,1] \), and \( \mathcal{X}|_{\mathcal{D}\cap \mathcal{H}} \) has values in \( L \). Here \( \mathcal{D} = \{ z \in \mathbb{C} : |z| \leq 1 \} \), and \( \mathcal{H} = \{ z \in \mathbb{C} : \text{Im}(z) \geq 0 \} \). We consider two cappings \( \mathcal{X}, \mathcal{X}' \) equivalent if \( v = \mathcal{X}|_{\mathcal{D}\cap \mathcal{H}} \cdot \mathcal{X}'|_{\mathcal{D}\cap \mathcal{H}} : (\mathcal{D}, \partial \mathcal{D}) \to (M,L) \), defined by \( \mathcal{X}(z) \) for \( z \in \mathcal{D} \cap \mathcal{H} \), and \( \mathcal{X}'(z) \) for \( z \in \mathcal{D} \cap \mathcal{H} \), satisfies \( \langle [\omega], [v] \rangle = \langle [\mu_L], [v] \rangle = 0 \).

For general \( \eta \), one chooses a reference path \( \gamma_{0,\eta} \in \mathcal{P}_\eta(L,L) \) and as cappings of \( x \in \mathcal{O}_\eta(L,H; \mathcal{D}) \) considers equivalence classes of paths in \( \mathcal{P}_\eta(L,L) \) from \( \gamma_{0,\eta} \) to \( x \), with respect to a similar equivalence relation: \((x, \mathcal{X}) \sim (x, \mathcal{X}') \) if and only if \( \langle [\omega], [v] \rangle = \langle [\mu_L], [v] \rangle = 0 \), where \( v \) is now a map from an annulus to \( M \), with boundary mapped to \( L \), obtained from a loop in \( \mathcal{P}_\eta(L,L) \) based at \( \gamma_{0,\eta} \) given by composing the path \( \mathcal{X} \) with the path \( \mathcal{X}' \) traversed in the reverse direction.

In fact it is easy to see that \( \mathcal{O}_\eta(L,H; \mathcal{D}) \) are the critical points of the action functional

\[
\lambda_{H; \mathcal{D}}(z, \mathcal{X}) = \int_0^1 H^D(z(t)) - \int_{\mathcal{X}} \omega
\]

on a suitable cover \( \mathcal{P}_\eta(L,L) \) of \( \mathcal{P}_\eta(L,L) \) (given by the construction with the above equivalence relation). We shall use this functional to induce a filtration on our complex. We also set \( \text{Spec}(L,H; \mathcal{D}) = \text{im}(\lambda_{H; \mathcal{D}}) \subset \mathbb{R} \) and \( \text{Spec}(L,H) = \text{Spec}(L,H; 0) \). These are known \([33]\) to be closed nowhere dense subsets of \( \mathbb{R} \).
Finally, one can assign to each \((x, \bar{x}) \in \tilde{O}_\eta(L, H; D)\) an index \(\mu_{CZ}(x, \bar{x}) \in \mathbb{Z}\), by equipping the reference path \(\gamma_{0, \eta} \in \tilde{O}_\eta(L, L)\) with a symplectic trivialization of \(\gamma_{0, \eta}^*TM\), and a section of the Lagrangian Grassmannian \(\mathcal{L}(\gamma_{0, \eta}(TM)) \to [0, 1]\), connecting \(T_{\gamma_{0, \eta}(0)}(L)\) and \(T_{\gamma_{0, \eta}(1)}(L)\). This induces a symplectic trivialization of \(\mathbb{F}(TM)\), and computing the Maslov index of a loop of Lagrangian subspaces of a now-fixed symplectic vector space, obtained by extending the path \(l(H, x, \bar{x}; D) = \{D(\phi^H_{\eta})(x(0))T_{x(0)}L\}\) in a canonical way. One can describe \(\mu_{CZ}\) alternatively as a suitably normalized Conley-Zehnder (or Robbin-Salamon \([95]\)) index of the path \(l(H, x, \bar{x}; D)\) under the above trivialization. We take the index normalized in such a way that for \(H\) being a lift to a Weinstein neighborhood of a \(C^2\)-small Morse function \(f\) on \(L\), and \(K^{L,H} = 0\), we get for \((x, \bar{x})\) a constant path and capping at a critical point \(q = x(0)\) of \(f\), \(\mu_{CZ}(x, \bar{x}) = \text{ind}(q)\), the Morse index of \(q\) as a critical point of \(f : L \to \mathbb{R}\). Finally
\[
\text{ind}(u, x_-, x_+) = \mu_{CZ}(x_-, \bar{x}^-) - \mu_{CZ}(x_+, \bar{x}^- \# u).
\]

**Remark 22.** We note that for purposes of computing \(\text{ind}(u, x_-, x_+)\) as such a difference, we may take any uniform shift of the above normalization of the Robbin-Salamon index. This will be useful later.

In our first definition, fixing \(\eta\), we consider for each \(r \in \mathbb{Z}\), the \(\mathbb{K}\)-vector space \(CF_r(L, H; D)\) freely generated by \((x, \bar{x}) \in \tilde{O}_\eta(L, H; D)\) that have \(\mu_{CZ}(x, \bar{x}) = r\). It is easy to see that in the monotone case this is a finite-dimensional vector space. This makes \(CF(L, H; D)\) into a \(\mathbb{Z}\)-graded vector space over \(\mathbb{K}\). We then define the differential \(d_{L,H;D} : CF(L, H; D) \to CF(L, H; D)[-1]\) by extending by linearity from
\[
d_{L,H;D}(x_-, \bar{x}^-) = \sum_{[u] \in \tilde{M}(x_-, x_+), \text{ind}(u, x_-, x_+) = 1} (x_+, \bar{x}^- \# u).
\]
By, again, a standard Gromov-Floer compactness argument, one obtains \(d^2_{L,H;D} = d_{L,H;D} \circ d_{L,H;D} = 0\).

In other words, the differential \(d_{L,H;D}\) is given by counting the isolated unparametrized solutions to the Floer equation from \(x_-\) to \(x_+\), in the zero-dimensional component. In the above first version, the "weight" with which a solution is counted is given essentially by the homotopy class of the solution (up to identification based on the symplectic area, and Maslov index).

We note that \(A_{\text{min}, \mathbb{K}}\) acts on \(CF(L, H; D)\) by \(q^{\mu_{L,H;D}(x, \bar{x})/N_L}(x, \bar{x}) = (x, \bar{x} \# A)\), turning \((CF(L, H; D), d_{L,H;D})\) into a finite rank free complex over \(A_{\text{min}, \mathbb{K}}\). Finally we introduce a filtration-level function on this complex by
\[
\mathcal{A}(\sum \lambda_j(x_j, \bar{x}_j)) = \max \{\mathcal{A}_{H;D}(x_j, \bar{x}_j) - \nu(\lambda_j)\}
\]
for \(\lambda_j \in A_{\text{min}, \mathbb{K}}\) and a basis \(\{(x_j, \bar{x}_j)\} \subset \tilde{O}_\eta(L, H; D)\) of \(CF(L, H; D)\) over \(A_{\text{min}, \mathbb{K}}\). Clearly this definition does not depend on the choice of such a basis.

We also record the versions with coefficients extended to \(A_{\text{mon}, \mathbb{K}},\) and \(A_{\text{univ}, \mathbb{K}}\) given respectively by
\[
CF(L, H; D, A_{\text{mon}, \mathbb{K}}) = CF(L, H; D) \otimes_{A_{\text{min}, \mathbb{K}}} A_{\text{mon}, \mathbb{K}},
\]
\[
CF(L, H; D, A_{\text{univ}, \mathbb{K}}) = CF(L, H; D) \otimes_{A_{\text{min}, \mathbb{K}}} A_{\text{univ}, \mathbb{K}},
\]
with differential \(d_{L,H;D}\) extended by linearity.
The homology \( HF_*(L, H; \mathcal{D}) \), \( HF_*(L, H; \mathcal{D}, \Lambda_{\text{mon}, \mathbb{K}}) \) of the complexes \((CF_*(L, H; \mathcal{D}), d_{L,H;\mathcal{D}}), (CF_*(L, H; \mathcal{D}, \Lambda_{\text{mon}, \mathbb{K}}), d_{L,H;\mathcal{D}})\) respectively, is a graded module of finite rank over \( \Lambda_{\text{min}, \mathbb{K}} \), respectively \( \Lambda_{\text{mon}, \mathbb{K}} \), with each graded component a finite-dimensional vector space over \( \mathbb{K} \).

Finally, given two Hamiltonians \( H_-, H_+ \in \mathcal{H} \), and perturbations \( \mathcal{D}_-, \mathcal{D}_+ \), by counting index 0 isolated solutions for generic \( J \) depending on \((s, t) \in Z\), with \( J_{s,t} = J^{L,H-}, s \ll -1 \), and \( J_{s,t} = J^{L,H+}, s \gg 1 \), to a Floer equation

\[
(du - X^\mathcal{D}_K(u) \otimes dt)^{(0,1)} = 0
\]

with boundary values on \( L \), and \( K(s, t, x) = H^{\mathcal{D}_-}_-, s \ll -1 \), and \( K(s, t, x) = H^{\mathcal{D}_+}_+, s \gg 1 \), we obtain a canonical graded isomorphism

\[
\Phi_{(H_-; \mathcal{D}_-), (H_+; \mathcal{D}_+)} : HF_*(L, H_-; \mathcal{D}_-) \to HF_*(L, H_+; \mathcal{D}_+)
\]
called the Floer continuation maps. These isomorphisms satisfy

\[
\Phi_{(H_1; \mathcal{D}_1), (H_2; \mathcal{D}_2)} \circ \Phi_{(H_0; \mathcal{D}_0), (H_1; \mathcal{D}_1)} = \Phi_{(H_0; \mathcal{D}_0), (H_2; \mathcal{D}_2)},
\]

for each three pairs \((H_0; \mathcal{D}_0), (H_1; \mathcal{D}_1), (H_2; \mathcal{D}_2)\) of Hamiltonians with perturbation data, as above. The colimit of the resulting indiscrete groupoid of graded \( \Lambda_{\text{min}, \mathbb{K}} \)-modules, is called the abstract Floer homology \( HF_*(L) \) of \( L \). The same observation holds for coefficients extended to \( \Lambda_{\text{mon}, \mathbb{K}} \).

In our second definition, which is good to keep in mind, even if it is not used per se in our arguments, fixing \( \eta \), and suppressing it from further notation, we consider the set \( \mathcal{O}_\eta(L; H; \mathcal{D}) \), and the free \( \Lambda_{0, \text{univ}, \mathbb{K}} \)-module \( CF_{\text{univ}}(L, H; \mathcal{D}) \) generated by it. We define the differential by

\[
d_{\text{univ}, L, H; \mathcal{D}}(x) = \sum_{[u] \in \mathcal{M}(x_-, x_+), \text{ind}(u,x_-, x_+) = 1} T^{E(u)} x_+,
\]

where \( E(u) > 0 \) denotes the energy of the Floer trajectory \( u \), given by

\[
E(u) = \int_Z |\partial_s u|^2 ds \wedge dt,
\]

where the norm of \( \partial_s u(s, t) \) is taken with respect to the Riemannian metric given by \( \omega \) and \( J^L_t H \).

An alternative, more general, description is that \( J^L H \) and \( \omega \) endow \( u^*(TM) \) with the structure of a Hermitian vector bundle \( (\mathcal{E}, h) \) over \( Z \), and \( (du - X^\mathcal{D}_H \otimes dt)^{(0,1)} \) gives a section \( \phi \) of \( \Omega^{(0,1)}(Z) \otimes \mathbb{C} \mathcal{E} \).

Taking an area form \( \sigma \) on \( Z \), we obtain by way of the complex structure \( j \) on \( Z \) a Hermitian metric on \( TZ \), and thus a norm \( |\cdot| \sigma \) on \( \Omega^{(0,1)}(Z) \otimes \mathbb{C} \mathcal{E} \). Then

\[
E(u) = \frac{1}{2} \int_Z |du - X^\mathcal{D}_H|^2 |\sigma| \sigma.
\]

Finally, the integrand is independent of \( \sigma \), since it can be written as the anti-symmetrization of the tensor on \( Z \) obtained by evaluating \( h \) on \( \phi \otimes \phi \).

The homology \( HF_{\text{univ}}(L, H; \mathcal{D}) \) of \( (CF_{\text{univ}}(L, H; \mathcal{D}), d_{\text{univ}, L, H; \mathcal{D}}) \) is a finitely generated \( \Lambda_{0, \text{univ}, \mathbb{K}} \)-module. Moreover,

\[
HF_{\text{univ}}(L, H; \mathcal{D}) \otimes_{\Lambda_{0, \text{univ}, \mathbb{K}}} \Lambda_{\text{univ}, \mathbb{K}} \cong HF(L, H; \mathcal{D}, \Lambda_{\text{univ}, \mathbb{K}}),
\]
the latter being the homology of \( (CF_*(L, H; \mathcal{D}, A_{univ,K}), d_{L,H;\mathcal{D}}) \) from the first version. However, the torsion component of \( HF_{univ}(L, H; \mathcal{D}) \), as a \( A_{0,univ,K} \)-module, depends on the choice of \( (H, \mathcal{D}) \).

**Hamiltonian Floer homology:**

The absolute case of Floer theory with Hamiltonian term is defined similarly to the relative one, with various simplifications. As above, we let \( (M, \omega) \) be a closed weakly monotone symplectic manifold, and \( H \in \mathcal{H} \). We denote by \( \mathcal{O}(H; \mathcal{D}) \) the contractible 1-periodic orbits of the Hamiltonian flow \( \{ \phi^t_{H^{\mathcal{D}}} \} \) of a perturbation \( H^{\mathcal{D}} = H + K^H \) of \( H \) that is non-degenerate, in the sense that \( D(\phi^1_{H^{\mathcal{D}}})(x) : T_xM \to T_xM \) does not have 1 as an eigenvalue, for each starting point \( x = z(0) \in M \) of \( z \in \mathcal{O}(H; \mathcal{D}) \). If \( H \) itself is non-degenerate in this sense, we take \( K^H \equiv 0 \).

We consider suitable coefficient rings. Let \( s \) be a formal graded variable of degree \( \text{deg}(s) = 2 \) and set

\[
A_{M,\text{mon},K} = \left\{ \sum_{j \geq 0} a_j \cdot s^{-l_j} : a_j \in \mathbb{K}, l_j \in \mathbb{Z}, l_j \not\rightarrow +\infty \right\}.
\]

We note that \( t \mapsto T^{-2\mathcal{K}} \) defines an ungraded embedding of fields \( \iota_{2,0} : A_{M,\text{mon},K} \to A_{univ,K} \). The other coefficient ring,

\[
A_{M,\text{min},K} = \left\{ \sum_{j \geq 0} a_j \cdot p^{-l_j} : a_j \in \mathbb{K}, l_j \in \mathbb{Z}, l_j \not\rightarrow +\infty \right\},
\]

where now \( \text{deg}(p) = 2N_M \), and \( p \mapsto s^{N_M} \) gives a finite graded extension of fields \( \iota_{N_M,2} : A_{M,\text{min},K} \to A_{M,\text{mon},K} \).

The Floer complex \( CF_*(H; \mathcal{D}) \) has, as above, as basis over \( A_{M,\text{min},K} \) the set \( \mathcal{O}(H; \mathcal{D}) \), and the differential counts isolated, up to \( \mathbb{R} \)-translation, solutions \( u : S \to M \), \( S = \mathbb{R} \times S^1 \), to the Floer equation

\[
(du - X^t_{H^{\mathcal{D}}}(u) \otimes dt)^{(0,1)} = 0,
\]

or in other words

\[
\partial_s u + J_t(u)(\partial_t u - X_{H^{\mathcal{D}}}(u)) = 0,
\]

with \( u(s,-) \xrightarrow{s \to \pm \infty} x_{\pm} \) uniformly in \( C^1 \)-topology, for \( x_{-}, x_{+} \in \mathcal{O}(H; \mathcal{D}) \). Again, for generic choice of almost complex structure \( J = J^H \), the spaces of solutions of index \( k \geq 1 \) are smooth manifolds of dimension \( k \), admitting a free action of \( \mathbb{R} \) and for index 1, the quotient is a compact manifold of dimension 0, hence a finite number of points. The differential \( d_{H;\mathcal{D}} : CF_*(H; \mathcal{D}) \to CF_*(H; \mathcal{D})[-1] \) is given by the counts in \( \mathbb{K} \) of the number of points in these moduli spaces:

\[
d_{H;\mathcal{D}}(x_{-}, \overline{x}_{-}) = \sum_{[u] \in \mathcal{M}(x_{-}, x_{+}), \text{ind}(u, x_{-}, x_{+}) = 1} (x_{+}, \overline{x}_{-} \# u).
\]

By considering the Gromov-Floer compactification of the space of solutions of index 2, modulo the \( \mathbb{R} \)-action, one shows that \( d^2_{H;\mathcal{D}} = 0 \).
Over $A_{0,\text{univ},\mathcal{K}}$, the differential $d_{\text{univ},H;\mathcal{D}}$ on the free $A_{0,\text{univ},\mathcal{K}}$-module $CF_{\text{univ}}(H;\mathcal{D})$ generated by $\mathcal{O}(H;\mathcal{D})$ counts trajectories with weight given by their energy:

$$d_{\text{univ},H;\mathcal{D}}(x_-) = \sum_{[u] \in M(x_-,x_+), \text{ind}(u,x_-,x_+)=1} T^{E(u)} x_+,$$

where $E(u) > 0$ denotes the energy of the Floer trajectory $u$, given by

$$E(u) = \int_Z |\partial_s u|^2 ds \wedge dt,$$

the norm of $\partial_s u(s,t)$ being taken with respect to the Riemannian metric given by $\omega$ and $J^H_t$.

We obtain $(CF_*(H;\mathcal{D}), d_{H;\mathcal{D}})$, its extension of coefficients $(CF_*(H;\mathcal{D}, A_{\text{mon},\mathcal{K}}), d_{H;\mathcal{D}})$, to $A_{\text{mon},\mathcal{K}}$, and $(CF_{\text{univ},\mathcal{K}}(H;\mathcal{D}), d_{\text{univ},H;\mathcal{D}})$, whose homologies we denote by

$$HF_*(H;\mathcal{D}), \quad HF_*(H;\mathcal{D}, A_{\text{mon},\mathcal{K}}), \quad HF_{\text{univ},\mathcal{K}}(H;\mathcal{D}).$$

We note that when discussing absolute Floer homology in the presence of a Lagrangian submanifold, we shall consider, by default, further extensions of coefficients

$$(CF_*(H;\mathcal{D}, A_{\text{min},\mathcal{K}}), d_{H;\mathcal{D}}), \quad (CF_*(H;\mathcal{D}, A_{\text{mon},\mathcal{K}}), d_{H;\mathcal{D}}),$$

given by $A_{\text{min},\mathcal{K}} \to A_{\text{min},\mathcal{K}}, s \mapsto t^2, A_{\text{mon},\mathcal{K}} \to A_{\text{mon},\mathcal{K}}, q \mapsto p^2$ respectively, with homologies

$$HF_*(H;\mathcal{D}, A_{\text{min},\mathcal{K}}), \quad HF_*(H;\mathcal{D}, A_{\text{mon},\mathcal{K}}).$$

Finally there exist continuation maps, as above, between various pairs $(H, \mathcal{D})$ of Hamiltonians and perturbation data, the colimit along which is the abstract Floer homology of $(M,\omega)$, that is isomorphic to the quantum homology of $(M,\omega)$ by [39].

### 2.2. Absolute Floer homology as relative

We briefly explain how to see the latter case of Hamiltonian Floer homology as a particular case of the former, Lagrangian setting. We refer to [65 Section 2] for details. Let $H \in \mathcal{H}$ be a non-degenerate Hamiltonian on weakly monotone symplectic manifold $(M,\omega)$, and $\mathcal{D} = (K^H, J^H)$ be a regular Floer datum, with $K^H = 0$. Assume that $J_t = J^H_t$ coincides with a fixed almost complex structure for $t$ near $0$, near $1/2$, and for $t \in [1/2,1]$. By reparametrization, assume that $H_t$ vanishes for the same values of $t$. Consider the weakly monotone symplectic manifold $M \times M^- = (M \times M, \omega \oplus -\omega)$, and its weakly monotone diagonal Lagrangian submanifold $\Delta_M \subset M \times M^-$. Then for $(x,y) \in M \times M^-$, $\hat{H}(t,x,y) = \frac{1}{2}H_{t/2}(x) \in \mathcal{H}_{M \times M^-}$ with perturbation $\hat{\mathcal{D}} = (\hat{J}, \hat{K})$, for $\hat{J} = J_{t/2} \oplus -J_0$, and $\hat{K} \equiv 0$, is non-degenerate, and there is a canonical chain-isomorphism of filtered complexes over $A_{M,\text{min},\mathcal{K}} = A_{\Delta,\text{min},\mathcal{K}}$,

$$(CF(H;\mathcal{D}), d_{H;\mathcal{D}}) \to (CF(\Delta, \hat{H};\mathcal{D}), d_{\Delta,H;\mathcal{D}}).$$

Similarly, we observe that the Lagrangian quantum homology $QH(L)$ for $L = \Delta_M$ is isomorphic to the quantum homology $QH(M)$. Moreover, an element $\eta_M \in \pi_1(\text{Ham}(M,\omega))$ and section class $\sigma_M$ define, via the map $\text{Ham}(M,\omega) \to \text{Ham}(M \times M^-), \phi \mapsto \phi \times \text{id}$, an element $\eta_L \in \mathcal{P}_L$ and a relative section class $\sigma_L$, such that their Seidel elements $S_{\eta_M,\sigma_M} \in QH(M)$ and $S_{\eta_L,\sigma_L} \in QH(L)$ (see Section 2.9) are identified by the above isomorphism.
2.3. **Persistence modules and boundary depth.** We recall briefly the category \( \text{pmod} \) of persistence modules that we work with, together with their relevant properties. For detailed treatment of these topics see [12, 22, 23, 34, 49, 121].

Let \( K \) be a field. A persistence module over \( K \) is a pair \((V, \pi)\) where, \( \{V_t\}_{t \in \mathbb{R}} \) is a family of finite dimensional vector spaces over \( K \) and \( \pi_{s,t} : V_s \to V_t \) for \( s \leq t \), \( s, t \in \mathbb{R} \) is a family of linear maps, called **structure maps**, which satisfy:

1) \( V_t = 0 \) for \( t \ll 0 \) and \( \pi_{s,t} \) are isomorphisms for all \( s, t \) sufficiently large;
2) \( \pi_{t,r} \circ \pi_{s,t} = \pi_{s,r} \) for all \( s \leq t \leq r \); \( \pi_{s,s} = \text{id} \) for all \( s \);
3) For every \( r \in \mathbb{R} \) there exists \( \varepsilon > 0 \) such that \( \pi_{s,t} \) are isomorphisms for all \( r - \varepsilon < s \leq t \leq r \);
4) For all but a finite number of points \( r \in \mathbb{R} \), there is a neighbourhood \( U \ni r \) such that \( \pi_{s,t} \) are isomorphisms for all \( s \leq t \) with \( s, t \in U \).

The set of the exceptional points in 4), i.e. the set of all points \( r \in \mathbb{R} \) for which there does not exist a neighbourhood \( U \ni r \) such that \( \pi_{s,t} \) are isomorphisms for all \( s, t \in U \), is called the **spectrum** of the persistence module \((V, \pi)\) and is denoted by \( \delta(V) \). One easily checks that for two consecutive points \( a < b \) of the spectrum and \( a < s < t \leq b \), \( \pi_{s,t} \) is an isomorphism. This means that \( V_t \) only changes when \( t \) "passes through points in the spectrum".

We define a morphism between two persistence modules \( A : (V, \pi) \to (V', \pi') \) as a family of linear maps \( A_t : V_t \to (V')_t \) for every \( t \in \mathbb{R} \) which satisfies

\[
A_t \pi_{s,t} = \pi'_{s,t} A_s \quad \text{for } s < t.
\]

Note that the kernel \( \ker A \) and the image \( \text{im} A \) are naturally persistence modules whose families of vector spaces are \( \{\ker A_t \subset V_t\}_{t \in \mathbb{R}} \), \( \{\text{im} A_t \subset (V')_t\}_{t \in \mathbb{R}} \), since the structure maps \( \pi_{s,t} \) restrict to these systems of subspaces. In fact, it is not difficult to prove that \( \text{pmod} \) forms an abelian category, with the direct sum of two persistence modules \((V, \pi)\) and \((V', \pi')\) given by

\[
(V, \pi) \oplus (V', \pi') = (V \oplus V', \pi \oplus \pi').
\]

**Example 23.** Let \( X \) be a closed manifold and \( f \) a Morse function on \( X \). For \( t \in \mathbb{R} \) define \( V^f_t = H^*_s(\{f < t\}, K) \) to be homology of sublevel sets of \( f \) with coefficients in a field \( K \), and let \( \pi_{s,t} : V^f_s \to V^f_t \) be the maps induced by inclusions of sublevel sets. One readily checks that \((V^f, \pi)\) is a persistence module. The spectrum of \( V(f) \) consists of critical values of \( f \). Similarly fixing a degree \( r \in \mathbb{Z} \), one obtains a persistence module \( V^r_t = H^r(\{f < t\}, K) \). It is easy to see that the spectrum of \( V^r_t(f) \) is contained in the set of critical values of \( f \) of critical points of index \( r \) or \( r + 1 \). Finally \( V(f) = \oplus V^r_t(f) \). Hence \( V(f) \) has the structure of a persistence module of \( \mathbb{Z} \)-graded vector spaces.

An important object in our story is the barcode associated to a persistence module. It arises from the structure theorem for persistence modules, which we now recall. Let \( I \) be an interval of the form \((a, b]\) or \((a, +\infty)\), \( a, b \in \mathbb{R} \) and denote by \( Q(I) = (Q(I), \pi) \) the persistence module which satisfies \( Q^t(I) = K \) for \( t \in I \) and \( Q^t(I) = 0 \) otherwise and \( \pi_{s,t} = \text{id} \) for \( s, t \in I \) and \( \pi_{s,t} = 0 \) otherwise.
Theorem H (The structure theorem for persistence modules). For every persistence module \( V \) there is a unique collection of pairwise distinct intervals \( I_1, \ldots, I_N \) of the form \((a_i, b_i]\) or \((a_i, +\infty)\) for \( a_i, b_i \in S(V) \) along with the multiplicities \( m_1, \ldots, m_N \) such that

\[
V \cong \bigoplus_{i=1}^{N} (Q(I_i))^{m_i}.
\]

The multi-set which contains \( m_i \) copies of each \( I_i \) appearing in the structure theorem is called the barcode associated to \( V \) and is denoted by \( \mathcal{B}(V) \). Intervals \( I_i \) are called bars.

Remark 24. One feature of Example 23 is the existence of additional structure that comes from identifying \( V^\infty := \lim_{\rightarrow} V^t \) with \( H_*(X, \mathbb{K}) \). Put \( \Psi : V^\infty \to H_*(X, \mathbb{K}) \) for the natural isomorphism. Given \( a \in H_*(X, \mathbb{K}) \) with \( a \neq 0 \), we can produce the number \( c(a, f) := \inf\{ t \in \mathbb{R} | \Psi^{-1}(a) \in \text{im}(V^t \to V^\infty) \} \). This number is called a spectral invariant, and has many remarkable properties. One can prove that for each \( a \neq 0 \), \( c(a, f) \) is a starting point of an infinite bar in the barcode of \( f \), and each such starting point can be obtained in this way.

For an interval \( I = (a, b] \) or \( I = (a, +\infty) \), let \( I^{-c} = (a-c, b+c] \) or \( I^{-c} = (a-c, +\infty) \), and similarly \( I^c = (a+c, b-c] \) or \( I^c = (a+c, +\infty) \), when \( b-a > 2c \). We say that barcodes \( \mathcal{B}_1 \) and \( \mathcal{B}_2 \) admit a \( \delta \)-matching if it is possible to delete some of the bars of length \( \leq 2\delta \) from \( \mathcal{B}_1 \) and \( \mathcal{B}_2 \) (and thus obtain \( \overline{\mathcal{B}}_1 \) and \( \overline{\mathcal{B}}_2 \)) such that there exists a bijection \( \mu : \mathcal{B}_1 \to \mathcal{B}_2 \) which satisfies

\[
\mu(I) = J \Rightarrow I \subset J^{-\delta}, \ J \subset I^{-\delta}.
\]

We define the bottleneck distance \( d_{\text{bottle}}(\mathcal{B}_1, \mathcal{B}_2) \) between barcodes \( \mathcal{B}_1, \mathcal{B}_2 \) as the infimum over \( \delta > 0 \) such that there exists a \( \delta \)-matching between them.

For a persistence module \( V = (V, \pi) \) denote by \( V[\delta] = (V[\delta], \pi[\delta]) \) the shifted persistence module given by \( V[\delta]^t = V^{t+\delta}, \pi_{s,t} = \pi_{s+\delta, t+\delta} \) and by \( sh(\delta)V : V \to V[\delta] \) the canonical shift morphism given by \( (sh(\delta)V)_t = \pi_{t,t+\delta} : V^t \to V^{t+\delta} \). Note also that a morphism \( f : V \to W \) induces a morphism of \( f[\delta] : V[\delta] \to W[\delta] \). We say that a pair of morphisms \( f : V \to W[\delta] \) and \( g : W \to V[\delta] \) is a \( \delta \)-interleaving between \( V \) and \( W \) if

\[
g[\delta] \circ f = sh(2\delta)V \quad \text{and} \quad f[\delta] \circ g = sh(2\delta)W.
\]

Now we can define the interleaving distance \( d_{\text{inter}}(V, W) \) between \( V \) and \( W \) as infimum over all \( \delta > 0 \) such that \( V \) and \( W \) admit a \( \delta \)-interleaving. The isometry theorem for persistence modules states that \( d_{\text{inter}}(V, W) = d_{\text{bottle}}(\mathcal{B}(V), \mathcal{B}(W)) \) (see [12]).

2.4. Variants of Floer persistence. In this section we describe a persistence module that arises from the Floer complex \( CF(L, H; D) \) (recall that it has coefficients in \( A_{\text{min,K}} \)) of a monotone Lagrangian submanifold, and describe two alternative ways of computing the set of its finite bar-lengths.

Fix a degree \( m \in \mathbb{Z} \), and a real number \( t \in \mathbb{R} \). Let \( CF(L, H; D)^{<t} \) be the subcomplex of \( CF(L, H; D) \) spanned by all generators \((z, \tau) \in \tilde{\mathcal{O}}_m(L, H; D) \) with \( A_{H; D}(z, \tau) < t \). In this paper we work with the contractible orbit class \( \eta = pt. \) Now we set \( V_m(L, H; D)^{t} = HF_m(L, H; D)^{<t} = H_m(CF(L, H; D)^{<t}) \). Since there are only a finite number of generators (in class \( \eta \)) of index \( m -
1, m, m + 1, this homology is of finite rank over \( \mathbb{K} \) for all \( t \in \mathbb{R} \). The structure maps are given (in homology) by the inclusions \( CF(L, H; \mathcal{D})^{<s} \subset CF(L, H; \mathcal{D})^{<t} \) of complexes, for \( s \leq t \). Hence we get a persistence module \( V_m(L, H; \mathcal{D}) \in \text{pmod}_{\mathbb{K}} \). We denote its barcode by \( B_m(L, H; \mathcal{D}) \). We note that multiplication by \( q \) induces an isomorphism

\[
V_m(L, H; \mathcal{D}) \to V_{m+N_L}(L, H; \mathcal{D})[-A_L],
\]

hence, if we wish, for example, to compute the possibly distinct bar-lengths, we can restrict to

\[
V(L, H; \mathcal{D}) = \bigoplus_{0 \leq m < N_L} V_m(L, H; \mathcal{D}).
\]

Finally, as in \([93, 94]\), continuation maps corresponding to changing the \( J^D \) component of the perturbation datum induce isomorphisms of persistence modules, hence when \( (L, H) \) is non-degenerate, the Hamiltonian term in \( \mathcal{D} \) can be taken to be identically zero, and we have a well-defined persistence modules that we denote \( V_m(L, H) \) and \( V(L, H) \) in this case. Moreover, Hamiltonian continuation maps induce interleavings between the persistence modules showing that

\[
d_{\text{inter}}(V_m(L, F), V_m(L, G)) \leq d_{\text{Hofer}}([F], [G]).
\]

Furthermore, we remark that if we used coefficients in \( A_{\text{mon}, \mathbb{K}} \), and defined analogously the persistence module \( V_m(L, H; \mathcal{D}, A_{\text{mon}, \mathbb{K}}) \), all the distinct bar-lengths would be captured by \( V_0(L, H; \mathcal{D}, A_{\text{mon}, \mathbb{K}}) \), since as above, multiplication by \( t \) would induce an isomorphism

\[
(5) \quad V_m(L, H; \mathcal{D}, A_{\text{mon}, \mathbb{K}}) \to V_{m+1}(L, H; \mathcal{D}, A_{\text{mon}, \mathbb{K}})[-\kappa],
\]

recalling that \( \kappa = A_L/N_L \). In fact, it follows by an immediate chain-level inspection that

\[
V_r(L, H; \mathcal{D}, A_{\text{mon}, \mathbb{K}}) = \bigoplus_{0 \leq m < N_L} V_{r+m}(L, H; \mathcal{D})[-m\kappa].
\]

We define the \textit{bar-length spectrum} of \( (L, H; \mathcal{D}) \) as the tuple \( (\beta_1, \ldots, \beta_K) \) of all lengths of finite bars in \( V_0(L, H; \mathcal{D}, A_{\text{mon}, \mathbb{K}}) \), arranged in increasing order: \( \beta_1 \leq \ldots \leq \beta_K \). The boundary depth is then given by \( \beta = \beta_K \). It is sometimes beneficial to also formally add \( \beta_{K+1} = +\infty, \ldots, \beta_{K+B} = +\infty \), for \( B \) equal to the number of infinite bars in the bar-code.

It is useful to keep in mind the following alternative way of describing the bar-length spectrum, due to Fukaya-Oh-Ohta-Ono \([45, \text{Chapter 6}]\), \([16]\). Via a normal form theorem, which holds for \textit{finitely generated} modules over \( A_{\text{univ}, \mathbb{K}, 0} \), there is a direct sum decomposition

\[
HF(L, H; \mathcal{D}, A_{\text{univ}, \mathbb{K}, 0}) \cong F \oplus T,
\]

where \( F \) is a free module over \( A_{\text{univ}, \mathbb{K}, 0} \) with \( F \otimes A_{\text{univ}, \mathbb{K}, 0} \cong HF(L, H; \mathcal{D}, A_{\text{univ}, \mathbb{K}}) \) as vector spaces over \( A_{\text{univ}, \mathbb{K}} \), and \( T \) is a canonical torsion submodule of \( HF(L, H; \mathcal{D}, A_{\text{univ}, \mathbb{K}, 0}) \) over \( A_{\text{univ}, \mathbb{K}, 0} \). In turn \( T \cong \bigoplus_{1 \leq j \leq K} A_{\text{univ}, \mathbb{K}, 0}/T^j A_{\text{univ}, \mathbb{K}, 0} \). The entries in the bar-length spectrum are called the torsion exponents in \([45, 16]\). Finally, the above two descriptions are equivalent by the work of Usher-Zhang \([116]\). Indeed, it follows from their arguments that there exists a non-Archimedean orthogonal homogeneous (that is each element lies in \( CF_m(L, H; \mathcal{D}) \) for some degree \( 0 \leq m < N_L \)) basis

\[
\{x_1, \ldots, x_B, y_1, \ldots, y_K, z_1, \ldots, z_K\}
\]
of $CF(L, H; \mathcal{D})$ as a Floer type complex over $\Lambda_{\min,K}$, satisfying
\[ dx_j = 0, \quad dy_k = z_k \]
for all $1 \leq j \leq B$, $1 \leq k \leq K$. Moreover, they prove that for each such basis, ordered suitably, $\beta_k = \mathcal{A}(y_k) - \mathcal{A}(z_k)$ for all $1 \leq k \leq K$. Note that the number $K = K(C, d)$ is characterized by $K = \dim(\text{im}(d))$. Note that the normal form over $\Lambda_{\text{univ},K,0}$ is obtained by a similar basis
\[ \{x_1, ..., x_B, \overline{y}_1, ..., \overline{y}_K, \overline{x}_1, ..., \overline{x}_K \} \]
over $\Lambda_{\text{univ},K,0}$ with the property that $dx_1 = 0, ..., dx_B = 0$ and $d\overline{y}_k = T^\beta_k \overline{x}_k$. This basis immediately gives a basis of the previous kind over $\Lambda_{\text{univ},K,0}$, whence the two definitions of the bar-length spectrum agree.

2.5. **Product structures on Lagrangian Floer homology.** Above we have described Lagrangian Floer theory as a (filtered) complex. In this section we describe product structures on these complexes, and discuss their associativity. We follow [100] and [65, 119], as well as [18], for these constructions.

**Punctured Riemann surfaces:** we consider the standard closed disk $\mathbb{D} \subset \mathbb{C}$, or $\mathbb{C}P^1$, as a Riemann surface $\Sigma$ with boundary $\partial \Sigma = S^1$, respectively $\partial \Sigma = \emptyset$. Let $\Gamma : P \to \Sigma$ be an embedding, where $P = I_+ \cup I_- \cup B_+ \cup B_-$, for finite sets $I_+, B_+$. The image $\Gamma(P)$ is called the set of punctures, with interior punctures being $\Gamma(I_+) \subset \text{int}(\Sigma) = \overline{\Sigma} \setminus \partial \Sigma$, and boundary punctures being $\Gamma(B_{\pm}) \subset \partial \Sigma$. We call $\Gamma(P_-)$, for $P_- = I_- \cup B_-$, the input punctures, and $\Gamma(P_+)$, for $P_+ = B_+ \cup I_+$, the output punctures. Our object of interest shall be the punctured Riemann surface $\Sigma = \overline{\Sigma} \setminus \Gamma(P)$. In this paper we shall be interested in the case when $|I_-| \in \{0, 1, 2\}$, $|I_+| = 0$, $|B_-| \in \{0, 1, 2, 3\}$ and $|B_+| = 1$.

**Cylindrical ends:** we endow each puncture $z \in \Gamma(B_-)$ with a cylindrical end
\[ \epsilon_z : (-\infty, 0) \times [0, 1) \to U_z \setminus \{z\}, \]
and similarly for $z \in \Gamma(B_+)$ and
\[ \epsilon_z : (0, \infty) \times [0, 1] \to U_z \setminus \{z\}, \]
\[ z \in \Gamma(I_-) \] and
\[ \epsilon_z : (-\infty, 0) \times S^1 \to U_z \setminus \{z\}, \]
\[ z \in \Gamma(I_+) \] and
\[ \epsilon_z : (0, \infty) \times S^1 \to U_z \setminus \{z\}, \]
where each $\epsilon_z$ is a biholomorphism to a punctured open neighborhood $U_z \setminus \{z\}$ of $z$ in $\Sigma$, and $S^1 \cong \mathbb{R}/\mathbb{Z}$. Finally, in the case $z \in \Gamma(I_+)$ we require that $\epsilon_z(s, 0)$, be asymptotically, as $s \to \pm \infty$, tangent to a fixed direction $\vartheta \in \mathbb{P}_+ T_z \overline{\Sigma}$ in the positive projectivization of $T_z \overline{\Sigma}$, and call it an asymptotic marker at $z$. We note that the space of boundary cylindrical ends at a given boundary puncture $z \in \Gamma(B)$ or at a given interior puncture $z \in \Gamma(I)$, with a fixed asymptotic marker $\vartheta$, are contractible ([100, 119 Addendum 2.3]). In the case of interior punctures, we shall specify the asymptotic markers in our definitions.
Cylindrical strips: we make use of the following notion to introduce curvature-zero Hamiltonian perturbations to Floer equations on Riemann surfaces. Consider a directed graph $G$, without multiple edges and loops, and fix a homotopy class $\mathcal{G}$ of embeddings of $G$ in $\Sigma$, with vertices $V(G)$ corresponding to a subset of $\Gamma(P)$, and edges $E(G)$ corresponding to simple curves between points in this subset. For a vertex $z \in V(G)$, let $v(z)$ denote its valency in $G$. For each edge $e = (z_-, z_+) \in E(G)$, where $z_\pm \in \Gamma(P)$, a cylindrical strip corresponding to it is a smooth and proper embedding $\varepsilon_e : \mathbb{R} \times (0, 1) \to \Sigma$ of a strip, that satisfies for all $\pm \rho \geq \rho_\pm$,

$$
\varepsilon_{z_-, z_+}(\rho, \theta) = \varepsilon_{z_\pm} \circ \tau_{z_\pm}(\rho \mp \rho_\pm, \frac{1}{2v(z_\pm)} \theta \mp \theta_\pm),
$$

for some sufficiently large constants $\rho_\pm \in \mathbb{R}_{>0}$, $\theta_\pm \in \frac{1}{2v(z_\pm)} \mathbb{Z} \cap [0, \frac{1}{2})$, where $(\rho, \theta)$ are the natural coordinates on $\mathbb{R} \times (0, 1)$, and $\tau_{z_-}(\rho, \theta) = (-\rho, \frac{1}{2} - \theta)$ if $z_-$ is an output, $\tau_{z_-} = \text{id}$ otherwise, while $\tau_{z_+}(\rho, \theta) = (-\rho, \frac{1}{2} - \theta)$ if $z_+$ is an input, $\tau_{z_+} = \text{id}$ otherwise. Finally, we require that different cylindrical strips have disjoint images, and their longitudinal lines $\{\varepsilon_e(\mathbb{R} \times \{0\})\}_{e \in E(G)}$, suitably compactified by their endpoints, represent the chosen class $\mathcal{G}$ of embeddings of $G$.

Remark 25. Note that for interior punctures, condition (6) requires the cylindrical strips to enter into the cylindrical end at $z$ in the positive half-space determined by the asymptotic marker at $z$ and the complex structure on $\Sigma$.

Hamiltonian terms, and perturbation data: to describe the Floer equations on punctured Riemann surfaces with cylindrical ends, we first recall that in this paper we distinguish between fixed Hamiltonian terms in the Floer equation, which can be large, and a small Hamiltonian part of the perturbation data, that is used to render the Floer equations regular. In general, the Floer equation takes the form

$$(du - X_K(u))^{(0,1)} = 0$$

for a Hamiltonian 1-form $K \in \Omega^1(\Sigma, C^\infty(M))$, and a domain-dependent almost complex structure $J$ on $M$ (that depends on points of a suitable universal curve $S$ with fiber diffeomorphic to $\Sigma$).

We require that $K$ restricted to each component of $\partial \Sigma := \partial \Sigma \cap \Sigma$ take values in functions that vanish on $L$. Moreover, we ask that $K$ be a $C^1$-small perturbation of the Hamiltonian 1-form $K_0$ defined as follows: for each edge $e = (z_-, z_+) \in E(G)$,

$$
\varepsilon_{z_-, z_+}^* K_0 = (H_{z_-, z_+})_t \otimes dt
$$

for a Hamiltonian $H_{z_-, z_+} \in \mathcal{H}$, while outside the cylindrical strips, $K_0$ is set to be 0. Note that this means that for each $z \in \Gamma(P)$,

$$
\varepsilon_z^* K_0 = (H_z)_t \otimes dt
$$

for a Hamiltonian $H_z \in \mathcal{H}$, which is completely determined via (6) and extension by 0, by the collection of Hamiltonians $\{H_{z_-, z_+}\}_{(z_-, z_+) \in E(G)}$. By a $C^1$-small perturbation we mean that for each cylindrical end,

$$
\varepsilon_z^* K = (F_z)_t \otimes dt,
$$
where $F_z \in \mathcal{H}$ is a $C^1$-small regular perturbation $F_z = H^D_z$ of $H_z \in \mathcal{H}$. We require that $\epsilon^* J \equiv J_z = J^{L,H_z}$ be $s$-independent on the cylindrical ends, and such that $(L, F_z, J_z)$ yields a well-defined Floer complex $CF(L, H_z; \mathcal{D})$. If $(L, H_z)$ is regular, then we shall take $H^D_z = H_z$.

Finally, we require that $\epsilon^* J \equiv J_z = J^{L,H_z}$ be $s$-independent on the cylindrical ends, and such that $(L, F_z, J_z)$ yields a well-defined Floer complex $CF(L, H_z; \mathcal{D})$.

**Remark 26.** The curvature term $R(K) \in \Omega^2(\Sigma, \mathcal{H})$ of a Hamiltonian 1-form $K$ is calculated in local coordinates $(s, t)$ on $\Sigma$ as

$$R(K)(\partial_s, \partial_t) = \partial_s K(\partial_t) - \partial_t K(\partial_s) + \{K(\partial_t), K(\partial_s)\},$$

where $\{F, G\} = -\omega(X_F, X_G)$ denotes the Poisson bracket of $F, G \in C^\infty(M, \mathbb{R})$. We note that by construction, as the Hamiltonians $H_{z-,z+}, H_{z-,z+}, H_{z+} \in \mathcal{H}$ do not depend on the $s$-variable, the curvature term of $K_0$ vanishes

$$R(K_0) = 0.$$ 

We could of course consider also the case when these Hamiltonians do depend on $s$, but then $R(K_0)$ would not vanish in general. Moreover, for a similar reason

$$\epsilon^* R(K) = 0$$

for all $z \in \Gamma(P)$.

In the list below, we describe the key moduli spaces of punctured Riemann surfaces that we use in this paper, along with their cylindrical data. Our moduli spaces $\mathcal{R}_{ij:kl}$ will consist of marked Riemann surfaces, where $i = |B_-|, j = |B_+|, k = |I_-|, l = |I_+|$, and the marked points will be suitably constrained. The underlying Riemann surface is $\overline{\Sigma} = \mathbb{D}$, unless $i = 0$ and $j = 0$, in which case it is $\Sigma = \mathbb{C}P^1$. The embedding classes $\mathcal{S}$ that we consider are determined by the graph $G$, hyperbolic geodesic (for $\Sigma = \mathbb{D}$) or spherical geodesic (for $\Sigma = \mathbb{C}P^1$) segments between the endpoints, and the additional assumption that in the case of $\Sigma = \mathbb{C}P^1$ and $k + l \geq 3$ all edges are embedded on the positive side of the circle through the marked points, determined by its direction and the complex structure. For our moduli spaces of curves, this can be made compatible with the compactification, for instance by a suitable adaptation of the uniformization theorem.

- $\mathcal{R}_{11:00}$: here $B_- = \{z_-\}, B_+ = \{z_+\}$, and the cylindrical strip graph is $E(G) = \{(z_-, z_+)\}$.
- $\mathcal{R}_{01:00}$: here $B_- = \{z_-\}$, and $E(G) = \emptyset$.
- $\mathcal{R}_{20:00}$: here $B_- = \{z_{1,-}, z_{2,-}\}$, and $E(G) = \{(z_{1,-}, z_{2,-})\}$.
- $\mathcal{R}_{21:00}$: here $B_- = \{z_{1,-}, z_{2,-}\}, B_+ = \{z_+\}$, with $z_{1,-}, z_{2,-}, z_+$ ordered in clockwise order, and $E(G) = \{(z_{1,-}, z_+), (z_{2,-}, z_+)\}$.
- $\mathcal{R}_{31:00}$: here $B_- = \{z_{1,-}, z_{2,-}, z_{3,-}\}, B_+ = \{z_+\}$, with $z_{1,-}, z_{2,-}, z_{3,-}, z_+$ ordered in clockwise order, and $E(G) = \{(z_{1,-}, z_+), (z_{2,-}, z_+), (z_{3,-}, z_+)\}$.
- $\mathcal{R}_{11:10}$: here $B_- = \{z_-\}, B_+ = \{z_+\}, I_- = \{w_-\}$, with $w_-$ on the hyperbolic geodesic from $z_-$ to $z_+$ equipped with asymptotic marker $\mathcal{D}$ tangent to this geodesic and agreeing with its direction, $E(G) = \{(z_-, w_-), (w_-, z_+)\}$.
Consider a strip-like end $\epsilon_+$, in this order, equipped with asymptotic markers $\vartheta_1, \vartheta_2$ tangent to this geodesic and agreeing with its direction, $E(G) = \{(z_-, w_{1,-}), (w_{1,-}, w_{2,-}), (w_{2,-}, z_+)\}$.

For the given fixed graph $G$, following [100, Chapter 9] it is rather easy to see that there exists a choice of cylindrical ends and cylindrical strips for the given fixed graph $G$, that extends to this partial compactification. The choice is done essentially by a gluing construction for punctured surfaces with cylindrical ends, at a puncture. It is made recursively from the lower-dimensional boundary strata in $\overline{\mathcal{R}}$ to higher ones: in our case we must simply extend from the zero-dimensional strata to the one-dimensional stratum. Consider a strip-like end $\epsilon_+$ of a boundary (resp. interior) output in one Riemann surface $\Sigma_+$, and each consist of a single point $*$. The space $S$ admits a partial compactification $\overline{S} = \overline{S}_{ij;kl} \rightarrow \overline{\mathcal{R}}$. 

Following [100, Chapter 9] it is rather easy to see that there exists a choice of cylindrical ends and cylindrical strips for the given fixed graph $G$, that extends to this partial compactification. The choice is done essentially by a gluing construction for punctured surfaces with cylindrical ends, at a puncture.
a strip-like end $\epsilon_-$ of a boundary (resp. interior) input of another one $\Sigma_-$. Choosing a gluing length $l > 0$, one then glues $\Sigma_+ \setminus \epsilon_+(Z_{l,+}) \sqcup \Sigma_- \setminus \epsilon_-(Z_{l,-})$ where $Z_{l,+} = (l, \infty) \times [0, 1]$, $Z_{l,-} = (-\infty, -l) \times [0, 1]$ (resp. $Z_{l,+} = (l, \infty) \times S^1$, $Z_{l,-} = (-\infty, -l) \times S^1$), along the maps

\begin{align}
[0, l] \times [0, 1] &\to \Sigma_+, \quad (s, t) \mapsto (s, t), \\
[0, l] \times [0, 1] &\to \Sigma_-, \quad (s, t) \mapsto (s - l, t)
\end{align}

(resp. $[0, l] \times S^1 \to \Sigma_+, \quad (s, t) \mapsto (s, t)$, and $[0, l] \times S^1 \to \Sigma_-, \quad (s, t) \mapsto (s - l, t)$).

We remark the gluing length goes to 0, the glued curve converges to the boundary of the moduli space (more precisely, to the disjoint union of the curves $\Sigma_+, \Sigma_-$ which represents a point in the compactification). Assume that we are given graphs $G_+, G_-$ and embedding homotopy classes $\mathcal{G}_+, \mathcal{G}_-$ that glue to the class $\mathcal{G}$ under the above procedure. Then the glued curve, that depends on $l$, inherits cylindrical ends from the two surfaces (other than $\epsilon_{\pm}$), and this can be done consistently with the initial choice of cylindrical ends on $\mathcal{G}$ ([100, Chapter 9]) and cylindrical strips. This gives a choice of cylindrical data in the neighborhood of a particular boundary stratum. If we can make the choices of homotopy classes of graph embeddings consistent among the different boundary strata, extending the cylindrical data from the boundary to the interior of the moduli space is elementary (cf. [107, Section 12.2],[51, Section 6.4]). In our particular setting, our choice of graphs and their embedding classes guarantees the required topological consistency.

Remark 27. While in this paper we consider only zero and one-dimensional moduli spaces $\overline{\mathcal{R}}$ of decorated curves, a more general setting is worth mentioning. Consider the space $\mathcal{R}_*$ of stable marked curves with boundary $S^1$, or without boundary, decorated with asymptotic markers at the interior punctures. A compactification $\overline{\mathcal{R}}_*$ of $\mathcal{R}_*$ due to Kimura-Stasheff-Voronov [109], and Liu [71], of this space (see also [101, Section 5]) combines features of the Deligne-Mumford compactification for dealing with boundary punctures, and involves codimension one boundary strata to deal with interior punctures, by adding an angular parameter at the interior node. We note that as the various strata of $\overline{\mathcal{R}}_*$ are not simply-connected, a consistent choice of cylindrical strips is not in general possible. It is enough, for instance, to consider the moduli space of spheres with two marked points with asymptotic markers. This space is identified with $S^1$, and the monodromy of the universal curve $\mathcal{S}_*$ over a generator of $\pi_1(S^1) \cong \mathbb{Z}$ is a non-trivial Dehn twist in the suitable mapping class group of the sphere with asymptotic markers, which, moreover, acts non-trivially on homotopy classes of cylindrical strips (incidentally, this is related to why, in general, the BV-operator cannot be defined with zero-curvature perturbation data). However, if we consider a compact submanifold with corners $\overline{\mathcal{R}}$ of $\overline{\mathcal{R}}_*$, with all its strata simply connected, then a consistent choice of cylindrical strips should be possible to achieve along the above lines.

Consistent perturbations, Floer moduli spaces: Consider the universal curve $\mathcal{S} \to \mathcal{R}$, with partial compactification $\overline{\mathcal{S}} \to \overline{\mathcal{R}}$, endowed with a fixed choice of strip-like ends and cylindrical strips associated to a fixed embedding $\mathcal{G}$ of a graph $G$, extended consistently to the partial compactification.

Floer data for this family of curves consist of a family $\{K_r\}_{r \in \mathbb{R}}$ of Hamiltonian 1-forms on $\mathcal{S}_r$ for each $r \in \mathbb{R}$, and of a family $\{J_r\}_{r \in \mathbb{R}}$ of $\omega$-compatible almost complex structures on $M$ depending on
$z \in S_r$. These data are required to be consistent with the compactification, essentially in the sense that they are smooth over the compactified space (see Chapter 9). Moreover, they are given as above, with a fixed choice of Hamiltonians $\{H_z\}_{z \in V(G)}$, and $\{H_{z_+,z_-}\}_{(z_-,z_+)} \in E(G)$, over $\mathcal{R}$. We also fix the choice of perturbations $\{F_z = H^0_z\}_{z \in \Gamma(P)}$ and $\{J_z\}_{z \in \Gamma(P)}$ on the cylindrical ends.

Finally, considering orbits $\{(x_z, \overline{z}_z)\}_{z \in \Gamma(P_-)}$ and $\{x_z\}$ for $\{z\} = \Gamma(P_+)$ (note that in all our cases $|P_+| = 1$), of $F_z$ with boundary on $L$, if $z \in \Gamma(B)$, or of $F_z$ that are closed (1-periodic) if $z \in \Gamma(I)$, we consider the parametric moduli space

$$M(\{x_z\}_{z \in \Gamma(P)}; \mathcal{R}, G, \{K_r\}, \{J_r\})$$

of all the pairs

$$\{(u, r) \mid r \in \mathcal{R}, u : S_r \to M, (*)\}$$

satisfying the following asymptotic-boundary value problem (*):

$$u(\partial S_r) \subset L,$$

$$u \circ \epsilon_z(s, -) \xrightarrow{s \to -\infty} x_z, z \in \Gamma(P_-)$$

$$u \circ \epsilon_z(s, -) \xrightarrow{s \to +\infty} x_z, z \in \Gamma(P_+),$$

$$(du - X_{K_r}(u))^{(0,1)} = 0$$

$$E(u) = \int_{S_r} |du - X_{K_r}|^2 \sigma < \infty,$$

(9)

For a generic choice of Floer data, $M(\{x_z\}_{z \in \Gamma(P)}; \mathcal{R}, G, \{K_r\}, \{J_r\})$ for $\mathcal{R} = \mathcal{R}_{ijkl}$ is a smooth manifold, and its zero dimensional component $\mathcal{M}_0 = \mathcal{M}_0(\{x_z\}_{z \in \Gamma(P)}; \mathcal{R}_{ijkl}, G, \{K_r\}, \{J_r\})$ is compact, and hence consists of a finite number of points. Counting its elements as matrix coefficients yields an operation

$$\mu_{\Gamma; \mathcal{R}} : \bigotimes_{z \in \Gamma(B_-)} CF(L, H_z; \mathcal{D}) \otimes \bigotimes_{z \in \Gamma(I_-)} CF(H_z; \mathcal{D}) \to CF(L, H_{z+}; \mathcal{D}),$$

if $P_+ = B_+ = \{z_+\}$ or

$$\mu_{\Gamma; \mathcal{R}} : \bigotimes_{z \in \Gamma(B_-)} CF(L, H_z; \mathcal{D}) \otimes \bigotimes_{z \in \Gamma(I_-)} CF(H_z; \mathcal{D}) \to CF(H_{z+}; \mathcal{D}),$$

if $P_+ = I_+ = \{z_+\}$.

More precisely, this operation in Floer homology with coefficients in the Novikov field, $A_{\text{min, } \mathcal{R}}$, or $A_{\text{mon, } \mathcal{R}}$, is defined by the sum

$$\mu_{\Gamma; \mathcal{R}}(\otimes_{z \in \Gamma(P_-)} (x_z, \overline{z}_z)) = \sum_{x_{z+}(u, r) \in \mathcal{M}_0} (x_{z+}, \overline{z}_{z+}),$$

where the sum runs over all possible values of $x_{z+} \in \mathcal{O}(L, H_{z+}; \mathcal{D})$ or $x_{z+} \in \mathcal{O}(H_{z+}; \mathcal{D})$ depending on the case, as above, and the output capping $\overline{z}_{z+}$ is chosen in such a way that the connect sum of $\{\overline{z}_z\}_{z \in \Gamma(P)}$ and $u$, has trivial symplectic area, and Maslov class (or Chern class in the absolute
and \( \epsilon > 0 \) (10)

Standard index formulas, give, in our normalization, that for \( i_z = 2n - |\langle x_z, \overline{u}_z \rangle|, \ z \in \Gamma(I) \), \( i_z = n - |\langle x_z, \overline{u}_z \rangle|, \ z \in \Gamma(B) \), we have the relation

\[
i_{z+} = \sum_{z \in \Gamma(P_{-})} i_z - \dim(\mathcal{R}).
\]

This operation in Floer homology with coefficients in the Novikov ring \( A_{0,\text{uni,}K} \) is defined similarly by the sum

\[
\mu_{\Gamma,K}(\otimes_{z \in \Gamma(P_{-})} x_z) = \sum_{x_{z+},(u,r) \in \mathcal{M}_0} T^{E(u)} \cdot x_{z+}.
\]

Finally, for each given \( \{H_z\}_{z \in \Gamma(P)} \), it is easy to see by the fact that \( R(K_r,0) = 0 \) for all \( r \in \mathcal{R} \), that for each \( \epsilon' > 0 \), there exists perturbation data \( \{H^0_x\} \), and \( \{K_r\} \) agreeing with this data at the punctures, with the property that \( |K_r|_{C^{1}} < \epsilon_1 \) uniformly for all \( r \in \mathcal{R} \), where the \( C^1 \)-norm is taken in all directions (see [18]).

Moreover, by the energy formula

\[
E(u) = \sum_{z- \in \Gamma(P_{-})} A_{H,\mathcal{D}}(x_{z-}, \overline{x}_{z-}) - A_{H,\mathcal{D}}(x_{z+}, \overline{x}_{z+}) + \int_{S_r} R(K)(u),
\]

for a solution of (3), and the fact that \( R(K) \) is supported compactly in \( \overline{S} \), one deduces that for each \( \epsilon > 0 \), one can pick \( |K_r|_{C^{1}} < \epsilon_1 \) sufficiently small, so that

\[
E(u) \leq \sum_{z- \in \Gamma(P_{-})} A_{H,\mathcal{D}}(x_{z-}, \overline{x}_{z-}) - A_{H,\mathcal{D}}(x_{z+}, \overline{x}_{z+}) + \epsilon,
\]

\[
A_{H,\mathcal{D}}(x_{z+}, \overline{x}_{z+}) \leq \sum_{z- \in \Gamma(P_{-})} A_{H,\mathcal{D}}(x_{z-}, \overline{x}_{z-}) + \epsilon.
\]

We note that the moduli spaces \( \mathcal{R}_{11:00} \) and \( \mathcal{R}_{00:11} \) yield by the above construction the relative and absolute Floer continuation maps (after relaxing, in general, the condition \( R(K_0) = 0 \)), while if we take the perturbation datum invariant with respect to a natural \( \mathbb{R} \)-action on our Riemann surface given by dilations preserving the marked points and their asymptotic markers, we obtain the absolute and relative Floer differential. Both these maps were described above. Let \( \Lambda \) denote Novikov coefficients as discussed above. We summarize the new operations obtained in this way from the moduli spaces listed above:

\( \mathcal{R}_{01:00} \) yields a map \( U : \Lambda \to CF(L,0;\mathcal{D}) \), with the property that \( u_L = U(1) \in CF(L,0;\mathcal{D}) \) represents the unit in \( H_{\ast}(L,0;\mathcal{D}) \);

\( \mathcal{R}_{20:00} \) yields a non-degenerate pairing \( CF(L,H;\mathcal{D}) \otimes CF(L,\overline{H};\mathcal{D}) \to \Lambda \);

\( \mathcal{R}_{21:00} \) yields the product

\[
\mu_2 = \mu_2 : CF(L,H_1;\mathcal{D}) \otimes CF(L,H_2;\mathcal{D}) \to CF(L,H_1 \# H_2;\mathcal{D});
\]

where \( H_1 = H_{z_1,-}, \ H_2 = H_{z_2,-} \), and \( H_{z+} = H_1 \# H_2 \).

\( \mathcal{R}_{31:00} \) yields the associator

\[
\mu_3 = \mu_3 : CF(L,H_1;\mathcal{D}) \otimes CF(L,H_2;\mathcal{D}) \otimes CF(L,H_3;\mathcal{D}) \to CF(L,H_1 \# H_2 \# H_3;\mathcal{D}),
\]

where \( H_1 = H_{z_1,-}, \ H_2 = H_{z_2,-}, \ H_3 = H_{z_3,-} \) and \( H_{z^+} = H_1 \# H_2 \# H_3 \).
\( R_{11;10} \) yields the module action
\[
\mu_{1:1} : CF(L, H_1; D) \otimes CF(H_2; D) \to CF(L, H_1 \# H_2; D);
\]
\( R_{11;20} \) yields the right associator for the module action
\[
\mu_{1:2} : CF(L, H_1; D) \otimes CF(H_2; D) \otimes CF(H_3; D) \to CF(L, H_1 \# H_2 \# H_3; D);
\]
\( R_{21;10} \) yields the left associator for the module action
\[
\mu_{2:1} : CF(L, H_1; D) \otimes CF(L, H_2; D) \otimes CF(H_3; D) \to CF(L, H_1 \# H_2 \# H_3; D);
\]
below we will use the version where the marked point \( z_* \) is not considered as an edge of the graph, work in a restricted setting preventing bubbling, and look at configurations of trajectories determined by the Floer equation and negative gradient flow trajectories of a Morse function \( f \) on \( L \), suitably incident at the image of \( z_* \); this will also give a left associator
\[
\mu'_{2:1} : C(L, f) \otimes CF^{I_1}(L, H_2; D) \otimes CF(H_3; D) \to CF^{I_2}(L, H_2 \# H_3; D)
\]
for suitable action windows \( I_1, I_2 \), where \( C(L, f) \) is the Morse complex of \( f : L \to \mathbb{R} \), with respect to a suitable auxiliary Riemannian metric;
\( R_{00;01} \) yields a map \( U : A_{\min, k} \to CF(0; D) \), with the property that \( u_L = U(1) \in CF(0; D) \) represents the unit in \( H_*(0; D) \cong H_*(M; A) \);
\( R_{00;20} \) yields a non-degenerate pairing \( CF(L, H; D) \otimes CF(L, \overline{H}; D) \to A; \)
\( R_{00;21} \) yields the product
\[
\mu_2 : CF(H_1; D) \otimes CF(H_2; D) \to CF(H_1 \# H_2; D);
\]
\( R_{00;31} \) yields the associator
\[
\mu_3 : CF(H_1; D) \otimes CF(H_2; D) \otimes CF(H_3; D) \to CF(H_1 \# H_2 \# H_3; D).
\]

Considering compactness and gluing of Floer trajectories of the above parametric equations, one obtains, as usual, the following few identities (we work over \( \mathbb{F}_2 \), and refer to \[100,119\] for a treatment of signs). The compactification of \( R_{31;00} \) gives us
\[
\mu_1 \mu_3(x, y, z) + \mu_3(\mu_1(x), y, z) + \mu_3(x, \mu_1(y), z) + \mu_3(x, y, \mu_1(z)) = \\
= \mu_2(\mu_2(x, y), z) + \mu_2(x, \mu_2(y, z)),
\]
where \( \mu_1 \) is the differential in the Lagrangian Floer complex, and \( x, y, z \) are arbitrary chains in \( CF(L, H_1; D), CF(L, H_2; D), CF(L, H_3; D) \). This is one term of the usual \( A_\infty \)-relations in Lagrangian Floer homology. Meanwhile, the compactification of \( R_{11;20} \) gives us
\[
\mu_1 \mu_1 : \mu_1(x : y, z) + \mu_1(\mu_1(x : y), z) + \mu_1(x : \mu_1(y), z) + \mu_1(\mu_1(x : y, \mu_1(z)) = \\
= \mu_1(\mu_1(x : y), z) + \mu_1(x : \mu_2(y, z)),
\]
where now, in addition, \( \mu_1 \) is the differential in the absolute Floer homology, and \( x, y, z \) are arbitrary chains in \( CF(L, H_1; D), CF(H_2; D), CF(H_3; D) \).
2.6. Quantum homology of a Lagrangian submanifold. We briefly recall the construction of the Lagrangian quantum homology (see [15, 16, 17] and [119]). Fix pearl data \( D = (f, \rho, J) \), where \( f : L \to \mathbb{R} \) is a Morse function, \( \rho \) is a Riemannian metric on \( L \), and \( J \in \mathfrak{g}_M' \), is an almost complex structure compatible with \( \omega \). Set \( K = \mathbb{F}_2 \). Let \( C(L; D) := \mathbb{K} \langle \text{Crit}(f) \rangle \otimes A \), be the complex generated by critical points of \( f \), where \( A = A_{\min,K} \). We then grade \( C(L; D) \) by the Morse indices of \( f \) and the grading of \( A \). Given two points \( x, y \in \text{Crit}(f) \), and a class \( A \in \pi_2(M, L) \), consider the space of sequences \((u_1, \ldots, u_t)\), where:

- \( u_i : (D, \partial D) \to (M, L) \) is a non-constant \( J \)-holomorphic disc.
- \( u_1(-1) \in W^u(x) \).
- For each \( i \in \{1, \ldots, l - 1\} \), \( u_{i+1}(-1) \in W^u(u_i(1)) \).
- \( y \in W^u(u_t(1)) \).
- \( [u_1] + \ldots + [u_t] = A \).

Two sequences \((u_1, \ldots, u_t)\) and \((u'_1, \ldots, u'_l)\) are considered equivalent if \( l = l' \) and for each \( i = 1, \ldots, l \) there exists \( \sigma_i \in \text{Aut}(D) \) with \( \sigma_i(-1) = -1, \sigma_i(1) = 1 \), and \( u_i = u'_i \circ \sigma_i \). Let \( M(x, y; A; D) \) be the quotient space with respect to this equivalence relation. We call the elements in \( M(x, y; A; D) \) pearly trajectories. The virtual dimension of \( M(x, y; A; D) \) is \( \text{ind}(x) - \text{ind}(y) + \mu(A) - 1 \). For generic \( J \), \( M(x, y; A; D) \) is a smooth compact 0-dimensional manifold. Denote

\[
d(x) = \sum_{y,A} \#_t M(x, y; A; D) y q^{-\mu(A)},
\]

and extend \( d \) by linearity to \( C(L; D) \). Denote \( QH(L) \) to be the homology of \( (C(L; D), d) \). We remark that \( QH(L) \) has an associative ring structure as well and refer to [15, 16, 17, 119] for the details.

Let us define the natural action filtration \( A : C(L; D) \to \mathbb{R} \). Take the valuation on \( A_{\text{univ}} \) and consider its pullback \( \nu \) under the map \( A_{\text{min}} \to A_{\text{univ}} \) given by \( q \mapsto T^{\kappa N_L} \). Recall that \( A_L = \kappa N_L \) is the minimal positive area of a disc with boundary on \( L \). For each critical point \( x \) of the Morse function \( f \), set \( A(x) = 0 \), and extend this to \( C(L; D) \) by

\[
A(\lambda_1 x_1 + \ldots + \lambda_k x_k) = \max_{1 \leq j \leq k} \{ A(x_j) - \nu(\lambda_j) \}.
\]

We consider the quantum homology \( QH_m(L) \) of a monotone Lagrangian submanifold \( L \) in \( M \), with \( N_L \geq 2 \), in a fixed degree \( m \) as a persistence module. This is done by the action filtration. It is then easy to see, by the usual proof of the independence of \( QH(L) \) on the pearl data, that the persistence module \( V_m(L)^t = QH_m(\{ A \leq t \}) \) does not depend on the pearl data.

We require the following statement. Recall that \( L \) is called wide if \( QH(L) \cong H(L) \otimes A \). Moreover, we call a persistence module \( V \) free if it contains no finite bars; equivalently its boundary depth satisfies \( \beta(V) = 0 \).

**Proposition 28.** Let \( L \) be a wide Lagrangian submanifold of \( M \). For each \( m \in \mathbb{Z} \), the persistence module \( V_m(L) \) is free.

This proposition is due to Usher [114, Theorem 1.7 (ii)]. It can alternatively be rather quickly deduced from the Oh spectral sequence [80] (cf. [14, 17, 119], and [19] Appendix A).
2.7. Piunikhin-Salamon-Schwarz isomorphism. Fix a regular Floer datum \((H, D)\) and a regular quantum datum \(D_{\text{pearl}}\) for \(L\). There are well-defined ring isomorphisms 
\[ PSS : QH(L; D_{\text{pearl}}) \rightarrow HF(L, H; D) \]
which also commute with the Floer continuation maps.

Let us briefly recall their construction (for the details see e.g. \([5, 15, 16, 17, 62, 87, 89]\)). Given \(x \in \text{Crit}(f)\), \((\gamma, [\gamma]) \in \text{Crit}(A_H)\), and \(A \in \pi_2(M, L)\). Consider the sequence \((u_2, \ldots, u_l)\) of pseudo-holomorphic discs like in the definition of the differential (see Section 2.6), where \(x \in W_{u_l(1)}\), and define \(u_1 : \mathbb{R} \times [0, 1] \rightarrow M\) where \(u_1(\mathbb{R}, \{0, 1\}) \in L\), \(u_1(-\infty, t) = \gamma(t)\), and \(u_1(\infty, t) = q\) with \(u_2(-1) \in W^u(q)\). In addition \(u_1\) satisfies the equation
\[ \partial_s u_1 + J(u_1)(\partial_t u_1 - \beta(s)X^H(u_1)) = 0, \]
where \(\beta\) is a cutoff function which decreases and vanishes for \(s \geq \frac{1}{2}\), and equals 1 for \(s \leq 0\). We require that \([u_1#[\gamma]] + [u_2] + \ldots + [u_l] = A\). The virtual dimension of the relevant moduli space is \(\mu(\gamma) + \text{ind}(x) + \mu(A) - n\), where \(\text{ind}(x)\) is the Morse index of \(x\).

Let \(n(x, (\gamma, \gamma))\) be the number modulo 2 of the elements in this moduli space if the dimension is zero, and zero otherwise. Then
\[ \Phi_{PSS}(x) = \sum n(x, (\gamma, \gamma))(\gamma, \gamma). \]
Extend this map by linearity.

2.8. Lagrangian spectral invariants. Spectral invariants were introduced into symplectic topology by Viterbo \([118]\) in the context of generating functions, and by Schwarz \([97]\) and Oh \([84]\) in Hamiltonian Floer theory (see also \([110]\)). Here we use the version of spectral invariants for Lagrangian Floer homology, in the monotone case, as developed in \([65]\); we refer there for a further review of the literature. In this section we work with Novikov coefficients \(A = A_{\text{min}, R}, A_{\text{mon}, R}\) or \(A_{\text{univ}, R}\), over an arbitrary commutative ground ring \(R\), for the Lagrangian quantum homology, and Floer homology.

Let \(i^\infty_m : HF_m(L; H, J)^{<t} \rightarrow HF_m(L; H, J)\) be the structure maps of the Floer persistence modules as described in Section 2.4. Assuming that \((H, L)\) is regular, we define the spectral invariant \(c(L; -, H) : QH(L) \setminus \{0\} \rightarrow \mathbb{R}\) to be
\[ c(L; a, H) = c(a, H) = \inf\{t : PSS(a) \in \text{Im}(i^\infty_m)\}. \]
Note that \(c(a, H)\) is a left end-point of an infinite interval in the barcode associated to the Floer persistence module. This invariant satisfies a continuity property with respect to the \(H\) variable, that allows one to extend it to a map
\[ c : QH(L) \setminus \{0\} \times C^\infty(M \times [0, 1]) \rightarrow \mathbb{R}. \]
We formally set \(c(0, H) = -\infty\), and denote
\[ c_+(H) := c([L], H). \]
The following proposition summarizing the properties of the resulting function is proved in \([65]\).
Proposition 29. Let $L$ be a closed monotone Lagrangian of $(M, \omega)$ with minimal Maslov number $N_L \geq 2$. The function

$$c : QH_*(L) \setminus \{0\} \times C^\infty(M \times [0,1]) \to \mathbb{R}$$

is well-defined, and satisfies the following properties.

**Spectrality:** For $H \in C^\infty(M \times [0,1])$, $c(a; H) \in \text{Spec}(H, L)$.

**Ring action:** For $r \in \mathbb{R}$, $c(r \cdot a; H) = c(a; H)$. In particular, if $r$ is invertible, then $c(r \cdot a; H) = c(a; H)$. If $R = \mathbb{K}$ is a field, $c(\lambda \cdot a; H) = c(a; H) - \nu(\lambda)$, for all $\lambda \in \Lambda$.

**Symplectic invariance:** Let $\psi \in \text{Symp}(M, \omega)$ and $L' = \psi(L)$. Let

$$c' : QH_*(L') \times C^0(M \times [0,1]) \to \mathbb{R}$$

be the corresponding spectral invariant. Then $c(a; H) = c'(\psi_*(a); H \circ \psi^{-1})$.

**Normalization:** If $\alpha$ is a function of time then

$$c(a; H + \alpha) = c(a; H) + \int_0^1 \alpha(t) \, dt.$$

We have $c(a; 0) = A(a)$ and $c_+(0) = 0$.

**Continuity:** For any $H$ and $K$, and $a \neq 0$:

$$\int_0^1 \min_M (K_t - H_t) \, dt \leq c(a; K) - c(a; H) \leq \int_0^1 \max_M (K_t - H_t) \, dt.$$

**Monotonicity:** If $H \leq K$, then $c(a; H) \leq c(a; K)$.

**Triangle inequality:** For all $a$ and $b$, $c(a \ast b; H \# K) \leq c(b; H) + c(a; K)$.

**Lagrangian control:** If for all $t$, $H_t|_L = c(t) \in \mathbb{R}$ (respectively $\leq, \geq$), then

$$c_+(H) = \int_0^1 c(t) \, dt \quad (\text{respectively } \leq, \geq).$$

Thus for all $H \in \mathcal{H}$:

$$\int_0^1 \min_L H_t \, dt \leq c_+(H) \leq \int_0^1 \max_L H_t \, dt.$$

**Duality:** Let $a^\vee \in QH^{n-k}(L)$ be the element corresponding to $a \in QH_k(L)$ under the natural duality isomorphism. Then we have

$$c(a; \overline{H}) = -\inf \{ c(b; H) \mid b \in QH_{n-k}(L; \mathcal{L}) : \langle a^\vee, b \rangle \neq 0 \}.$$  

**Non-negativity:** $c_+(H) + c_+(\overline{H}) \geq 0$.

**Maximum:** $c(a; H) \leq c_+(H) + A(a)$.

---

$^1$This works for coefficients in $\mathbb{F}_2$ in the relative case, and for arbitrary coefficients in the absolute case. For arbitrary coefficients in the relative case one should take $a^\vee \in QH^{n-k}(L; \mathcal{L})$ in the quantum cohomology of $L$ twisted by a suitable orientation local system $\mathcal{L}$ - see [35]. We refer *ibid.* for the definition of the duality isomorphism.
In view of non-negativity we define the spectral norm \( \gamma(L; H) := c_+(H) + c_+(H) \). If \( N_L > n \), one can use the duality property to get \( c_+(H) = -c([pt], H) \), and hence \( \gamma = c_+(H) - c_+(H) \) where \( c_+(H) := c([pt], H) \).

2.9. **Lagrangian Seidel representation.** Here we give a brief description of the Seidel automorphism \( S_{\eta, \sigma} : QH(L) \to QH(L) \) (see [58, 59], and [27] for alternative descriptions).

Denote by \( \text{Ham}_L \) the group of Hamiltonian diffeomorphisms \( f \) of \( M \) that satisfy \( f(L) = L \). Let \( \Gamma_L \) be the space of paths \( \eta : [0, 1] \to \text{Ham}(M) \) such that \( \eta^0 = \text{id} \) and \( \eta^1 \in \text{Ham}_L \). Let \( P_L = \pi_0(\Gamma_L) \).

An element \( [\eta] \in P_L \) defines a canonical up to isomorphism Hamiltonian fibration over \( \mathbb{D} \) as follows. Let \( \mathbb{D}_\pm := \mathbb{D} \cap (\mathbb{H}_\pm) \), where \( \mathbb{H}_+ = \mathbb{H} \subset \mathbb{C} \) is the upper half plane, and \( \mathbb{H}_- = \overline{\mathbb{H}} \subset \mathbb{C} \) is the lower half plane. The fibration induced from \( \eta \) is given by

\[
P_\eta := M \times \mathbb{D}_+ \cup M \times \mathbb{D}_- / \sim,
\]

where

\[
(x, (1 - 2t, 0)) \sim (\eta_t(x), (1 - 2t, 0)).
\]

In other words we glue the two half-discs along \( \mathbb{D} \cap \mathbb{R} \) where the \( M \)-coordinate is glued by \( \eta \).

We define a symplectic form \( \tau + C\pi^*\omega_0 \) on \( P_\eta \), where \( \tau \) is the coupling form of the Hamiltonian generating \( \eta \), \( C \) is a large constant, and \( \omega_0 \) is the area form on \( \mathbb{D} \). Along the \( S^1 \)-boundary we have the Lagrangian submanifold \( N := \cup_{t \in S^1} (L, t) \). Let \( \pi : (P_\eta, N) \to (\mathbb{D}, S^1) \) denote the projection.

Let \( F : N \to \mathbb{R} \) be a Morse function which satisfies that \( F|_{\langle L, -1 \rangle}, F|_{\langle L, 1 \rangle} \) are Morse functions on \( L \), \( \text{Crit}(F) = \text{Crit}(F|_{\langle L, -1 \rangle}) \cup \text{Crit}(F|_{\langle L, 1 \rangle}) \), and \( \max(F|_{\langle L, -1 \rangle}) + 1 < \min(F|_{\langle L, 1 \rangle}) \).

Let \( \rho \) be a generic metric on \( P_\eta \). Let \( J \) be a compatible almost complex structure on \( P_\eta \) which is compatible with the fibration, i.e. \( J \) restricted to a fiber is an \( \omega \)-compatible almost complex structure, and the projection \( \pi \) is \( (J, j) \)-holomorphic with respect to the standard complex structure \( j \) on \( \mathbb{D} \). We call a class \( B \in \pi_2(P_\eta, N) \) a section class if \( \pi_2(\mathbb{D}, S^1) \) is the positive generator.

We say that \( B \) is a fiber class if \( B \) is in the image of the map \( \pi_2(M, L) \to \pi_2(P_\eta, N) \) induced from the inclusion of a fiber. Let \( x_- \in \text{Crit}(F|_{\langle L, -1 \rangle}) \) and \( y_+ \in \text{Crit}(F|_{\langle L, 1 \rangle}) \). We consider pearly trajectories in \( (P_\eta, N) \), where exactly one of the \( J \)-holomorphic discs in the configuration represents a section class, and all other discs represent fiber classes. This amounts to consider the moduli space \( \mathcal{M}(P_\eta, N; \sigma; F, \rho, J; x_-, y_+) \), where \( \sigma \in \pi_2(P_\eta, N) \) is a section class.

One can check that

\[
\dim \mathcal{M}(P_\eta, N; \sigma; F, \rho, J; x_-, y_+) = \text{ind}(x_-) - \text{ind}(y_+) + \mu^v(\sigma),
\]

where \( \mu^v \) is the vertical Maslov index.

Let \( \sigma \in \pi_2(P_\eta, N) \) denote a particular choice of reference section class. Denote \( f_- := F|_{\langle L, -1 \rangle} : L \to L \) and \( f_+ := F|_{\langle L, 1 \rangle} : L \to L \). The chain level Seidel automorphism is

\[
S_{\eta, \sigma} : \text{Crit}(f_-) \otimes \Lambda \to \text{Crit}(f_+) \otimes \Lambda,
\]

defined by

\[
S_{\eta, \sigma}(x_-) = \sum_{B, y_+} \#_2 \mathcal{M}(P_\eta, N; \sigma; F, \rho, J; x_-, y_+) q^{v(B)} y_+.
\]
Let $\eta \in \Gamma_L$ and $\overline{\eta}$ be a capping of $\{\eta^t(x_0)\}_{t \in [0,1]}$ for some $x_0 \in L$. Let us consider the action of $(\eta, \overline{\eta})$ on $HF(L; H)$:

$$P_{\eta, \overline{\eta}} : CF(L; H) \to CF(L, K\# H),$$

where $K$ is the Hamiltonian generating $\eta$. For the details of the construction see for example [59]. Figure 1 shows this construction.

**Figure 1.** Definition of $P_{\eta, \overline{\eta}}$: For $x$ a path from $L$ to itself, and $\overline{x}$ a capping, we think of $\overline{x}$ as a homotopy from the constant path $x_0$ to $x$. We then get a new path and capping as described in the figure.

In [59] it is proven that for any $\eta$ and any $\sigma$, there is a capping $\overline{\eta}$ so that the following diagram is commutative. In fact there is a bijection between the section classes $\sigma$ and cappings $\overline{\eta}$ with this property.

$$\begin{array}{ccc}
HF(L; H) & \xrightarrow{P_{\eta, \overline{\eta}}} & HF(L; K\# H) \\
\downarrow \text{pss} & & \downarrow \text{pss} \\
QH(L) & \xrightarrow{S_{\eta, \sigma}} & QH(L)
\end{array}$$

In other words, $\overline{\eta}$ satisfies

$$PSS \circ P_{\eta, \overline{\eta}} = S_{\eta, \sigma} \circ PSS.$$ 

In order to calculate $c(L; [L], \eta \phi)$ one needs to understand how the action changes after applying $P_{\eta, \overline{\eta}}$, and how the class in $QH(L)$ changes after applying $S_{\eta, \sigma}$.

**Proposition 30.** We have the following relation on the action after applying $P_{\eta, \overline{\eta}}$.

$$(P_{\eta, \overline{\eta}}^* A_{K\# H})(x, \overline{x}) = A_H(x, \overline{x}) + A_K(\eta, \overline{\eta}).$$
Proof.

\[
(P^*_\eta,\pi^A\#H)(x,\pi) = \int_0^1 K_t(\eta_t(x(t))) + H_t(\eta_t^{-1} \circ \eta_t(x(t)))dt - \int_{D^2} (\eta_t \circ \pi(s, t))^* \omega - \int_{D^2} \eta^* \omega
\]

\[
= \int_0^1 H_t(x(t))dt + \int_0^1 K_t(\eta_t(x(t))) - \int_0^1 \int_0^1 \omega(\eta_t \circ \pi(s, t), \eta_t^* \frac{\partial \pi}{\partial s})dsdt - \int_{D^2} \eta^* \omega
\]

\[
= \mathcal{A}_H(x, \pi) + \int_0^1 K_t(\eta_t(x(t))) - \int_0^1 d(K_t \circ \eta_t)dsdt - \int_{D^2} \eta^* \omega
\]

\[
= \mathcal{A}_H(x, \pi) + \int_0^1 K_t(\eta_t(x(t))) - \int_0^1 K_t(\eta_t(x(t))) - K_t(\eta_t(x(0)))dt - \int_{D^2} \eta^* \omega
\]

\[
= \mathcal{A}_H(x, \pi) + \int_0^1 K_t(\eta_t(x(0)))dt - \int_{D^2} \eta^* \omega
\]

\[
= \mathcal{A}_H(x, \pi) + \mathcal{A}_K(\eta, \pi).
\]

\[\square\]

Corollary 31. For any class \(a \in QH(L)\), and \(H \in \mathfrak{H}\) we have

\[c(L; a, H) = c(L; S_{\eta, \sigma}(a), K\#H) - \mathcal{A}_K(\pi).\]

Proof. Let \(p \in HF(L; H)\). From the fact that \(PSS \circ P_{\eta, \pi} = S_{\eta, \sigma} \circ PSS\) we get

\[PSS(p) = a \iff PSS(P_{\eta, \pi}p) = S_{\eta, \sigma}a.\]

Let \(\epsilon > 0\). There exists \(p \in HF(L; H)\) with \(PSS(p) = a\) and \(\mathcal{A}_H(p) \leq c(a; L, H) + \epsilon\). We get that \(PSS(P_{\eta, \pi}p) = S_{\eta, \sigma}a\) so

\[\mathcal{A}_{K\#H}(P_{\eta, \pi}p) \geq c(L; S_{\eta, \sigma}(a), K\#H).\]

However from Proposition \[30\] we have \(\mathcal{A}_{K\#H}(P_{\eta, \pi}p) = \mathcal{A}_H(p) + \mathcal{A}_K(\pi)\) so we get

\[c(L; S_{\eta, \sigma}(a), K\#H) \leq c(L; a, H) + \mathcal{A}_K(\pi).\]

The argument for \(\geq\) is similar. \[\square\]

3. Lagrangian circle actions

In this section we prove the upper bounds in Theorem \[G\] It consists of verifying that the pairs \((M, L),\) with \(L \subset M\) a Lagrangian submanifold, that appear in Theorem \[G\] satisfy the conditions of Proposition \[15\].

For use in this section, we recall that an \(S^1\)-action on a space \(X\) is called semi-free if the stabilizer of each point \(x \in X\) is either 0 or \(S^1\). The main references for this section are \[76\] and \[61\].

3.1. \(\mathbb{C}P^n\). We start with Case \[2\] of Theorem \[G\] and show that it satisfies the conditions of Proposition \[15\].
Lemma 32. Let $M = \mathbb{C}P^n$. In the construction of $QH(M)$, choose the quantum variable $q$ to be with action $\frac{1}{\pi + 1}$ and degree 2. Then there exists a subgroup of $\pi_1(\text{Ham}(M))$ isomorphic to $\mathbb{Z}/(n + 1)\mathbb{Z}$, with generator $\eta$ such that there exists a choice of section class $\sigma$ for which we have

$$S_{\eta, \sigma}(\lfloor pt \rfloor) = q^{-n}[M].$$

Proof. The suitable loop is $\eta(t) : [z_0 : z_1 : \ldots : z_n] \mapsto [e^{-2\pi i t} z_0 : z_1 : \ldots : z_n]$ for $t \in [0, 1]$. This follows by the original computation of Seidel element [99] (see also [39, 76], and note that this action is semi-free).

This statement implies an analogous one for $L = \Delta_{\mathbb{C}P^n}$ in $M = \mathbb{C}P^n \times (\mathbb{C}P^n)^{-}$, by Section 2.2. This shows that $L \subset M$ satisfies the conditions of Proposition 15.

3.2. $\mathbb{R}P^n$. We continue with Case (1) of Theorem $\mathbb{G}$.

Lemma 33. Let $M = \mathbb{C}P^n$ and $L = \mathbb{R}P^n$. In the construction of $QH(L)$, choose the quantum variable $t$ to be with action $\frac{1}{2n+2}$ and degree 1. Then there exists a subgroup of $\mathcal{P}_L$ isomorphic to $\mathbb{Z}/(n + 1)\mathbb{Z}$, with generator $\eta$ for which there exists a choice of $\sigma$ such that we have

$$S_{\eta, \sigma}(\lfloor pt \rfloor) = t^{-n}[L].$$

Proof. Let $\eta(t) : [z_0 : z_1 : \ldots : z_n] \mapsto [e^{-\pi it} z_0 : z_1 : \ldots : z_n]$ for $t \in [0, 1]$. Note that $\eta$ concatenated with $\eta \circ \eta(1)$, is a circle action $\eta^2$ that generates a subgroup $\mathbb{Z}/(n + 1)\mathbb{Z} \subset \pi_1(\text{Ham}(\mathbb{C}P^n))$ (see [76]). In [61] it is shown how to calculate the Seidel element of a curve $\eta \in \mathcal{P}_L$, with $\eta^2 \in \pi_1(\text{Ham})$ a circle action, for a particular choice of $\sigma$. Following the same notations as in [61], we note that the action is semi-free, the fixed point set of $\eta^2$ where the moment map takes its maximal value, is $F_{\text{max}} = \mathbb{C}P^{n-1} \subset \mathbb{C}P^n$. (The other fixed point set is $F_{\text{min}} = [1 : 0 : \ldots : 0].$) Denote $F_{\text{max}}^L := F_{\text{max}} \cap L = \mathbb{R}P^{n-1}$ and observe that it is a Lagrangian submanifold of $F_{\text{max}}$. The sum of weights of $\eta^2$ in $F_{\text{max}}$ is $w_{\text{max}} = -1$, so we get $S_{\eta, \sigma}(\lfloor L \rfloor) = [\mathbb{R}P^{n-1}] t$, and the section class we consider is determined by the constant sections at points of $F_{\text{max}}^L$. Hence, by [61], we obtain

$$S_{\eta, \sigma}(\lfloor pt \rfloor) = [\mathbb{R}P^{n-1}] \ast \lfloor pt \rfloor t = t^{-n}[L].$$

3.3. $S^n \subset Q^n$ - the sphere in the quadric. Now we prove that Case (3) of Theorem $\mathbb{G}$ satisfies the requirements of Proposition 15. We first describe the geometric and topological setting following [17], [106], and [98].

Let $n \geq 2$. Consider the quadric $Q^n \subset \mathbb{C}P^{n+1}$ defined by

$$Q^n = Q^n(q) = \{[z_0, \ldots, z_{n+1}] \mid q(z) = 0\},$$

where $q : \mathbb{C}^{n+1} \rightarrow \mathbb{C}$ is a non-degenerate quadratic form. This is a symplectic manifold, endowed with the Kalher form $\omega_{Q^n} = \omega_{FS}|_{Q^n}$. By Moser’s argument, up to symplectomorphism $(Q^n, \omega_{Q^n})$ does not depend on the choice of $q$. Therefore we will freely choose suitable $q$ at different points. For $n = 2$, by a suitable choice of $q$, $Q^n$ takes the form of the image of the Segre embedding $\mathbb{C}P^1 \times \mathbb{C}P^1 \hookrightarrow \mathbb{C}P^2$, and
is hence symplectomorphic to \((\mathbb{CP}^1 \times \mathbb{CP}^1, \omega_{FS} \oplus \omega_{FS})\). The symplectic manifold \(Q_n\) is monotone, with monotonicity constant \(2\kappa = \frac{1}{n}\), and minimal Chern number \(N_{Q^n} = n\).

The choice \(q = \sum_{j=0}^{n} z_j^2 - z_{n+1}^2\) allows us to observe that \(Q^n\) admits a Lagrangian sphere \(L \cong S^n\), given for this choice by \(L = Q^n \cap \mathbb{RP}^{n+1}\) (we refer to [106, Section 4.1] for an alternative interpretation via Lefschetz pencils). This Lagrangian submanifold is monotone, with monotonicity constant \(\kappa = \frac{1}{2n}\), and minimal Maslov number \(N_L = 2n\). From now on, we separate the following two cases: \(n = 2k\) - even, and \(n = 2k + 1\) - odd.

In the case when \(n = 2k\) is even, considering \(\mathbb{CP}^{n+1}\) with homogeneous coordinates

\[
[z_0, \ldots, z_k, w_0, \ldots, w_k],
\]
we can describe the quadric as the zero locus \(Q^n = \{\sum_{j=0}^{k} z_j w_j = 0\}\). Our Lagrangian sphere will correspond to

\[
L = \{w_j = \overline{z}_j, 1 \leq j \leq k - 1, z_k \in \mathbb{R}, w_k \in \mathbb{R}\}.
\]

In these new coordinates, \(Q^n\) inherits the Hamiltonian \(S^1\)-action

\[
\lambda \cdot [z_0, \ldots, z_k, w_0, \ldots, w_k] = [\lambda^{-1} \cdot z_0, \ldots, \lambda^{-1} \cdot z_k, w_0, \ldots, w_k]
\]
for \(\lambda \in S^1\), considered as a subgroup of \(\mathbb{C}^\times\). This action is semi-free. Consider the Hamiltonian loop \(\eta_t = \{(e^{2\pi i t} \cdot -)\}_{t \in [0,1]}\). It tautologically defines a Lagrangian circle action for \(L\).

In the case when \(n = 2k + 1\) is odd, write the homogeneous coordinates on \(\mathbb{CP}^{n+1}\) as

\[
[u, z_0, \ldots, z_k, w_0, \ldots, w_k],
\]
and write \(Q^n = \{\sum_{j=0}^{k} z_j w_j + u^2 = 0\}\). The Lagrangian sphere corresponds to

\[
L = \{w_j = \overline{z}_j, 1 \leq j \leq k - 1, z_k \in \mathbb{R}, w_k \in \mathbb{R}, u \in \mathbb{R}\}.
\]

The quadric \(Q^n\) inherits the Hamiltonian \(S^1\)-action

\[
\lambda \cdot [u, z_0, \ldots, z_k, w_0, \ldots, w_k] = [\lambda^{-1} \cdot u, \lambda^{-2} \cdot z_0, \ldots, \lambda^{-2} \cdot z_k, w_0, \ldots, w_k]
\]
for \(\lambda \in S^1\). This action is not semi-free, since at all points with \(u = 0\), outside the maximum and minimum components, have two-fold isotropy. Nevertheless, it is easy to see that the path \(\eta_t = \{(e^{2\pi i t} \cdot -)\}_{t \in [0,1/2]}\) defines a Lagrangian circle action for \(L\), and we shall compute its Lagrangian Seidel element by a direct argument.

**Lemma 34.** Let \(M = Q^n\) and \(L \cong S^n\) as above. Take coefficients in \(\mathbb{K} = \mathbb{F}_2\). Then

1. If \(n = 2k\) is even, the absolute Seidel invariant of \(\eta_n\), with respect to a suitable section class \(\sigma\), satisfies

\[
S_{\eta_n, \sigma}^{abs} = t^n[F],
\]
for the homology class \([F]\) of the \(k\)-plane

\[
F = \{[z_0, \ldots, z_k, w_0, \ldots, w_k] | z_j = 0, \forall j\}.
\]

2. If \(n\) is even, the relative Seidel invariant of \(\eta_n\), with respect to a suitable relative section class \(\sigma\), satisfies

\[
S_{\eta_n, \sigma}^{rel} = t^n[pt], \quad S_{\eta_n, \sigma}^2 = [L].
\]
(3) If $n$ is odd, the relative Seidel invariant of $\eta_n$, with respect to a suitable relative section class $\sigma$, satisfies

$$S_{\eta_n,\sigma}^{rel} = t^n[pt], \quad S_{\eta_n,\sigma}^2 = [L].$$

Remark 35. We note that Case (3) implies that the quantum homology $QH(L,\Lambda_{\min,\mathbb{K}})$ with $\mathbb{K} = \mathbb{F}_2$ is isomorphic as a ring to

$$(13) \quad \Lambda_{\min,\mathbb{K}}[X]/\langle X^2 = q \cdot 1 \rangle,$$

with 1 corresponding to $[L]$, and $X$ corresponding to $[pt]$. This is known by [17] in the case $n$-even. For $\mathbb{K} = \mathbb{C}$, the identity

$$(14) \quad QH(L,\Lambda_{\min,\mathbb{K}}) \cong \Lambda_{\min,\mathbb{K}}[X]/\langle X^2 = c_n q \cdot 1 \rangle$$

for $c_n \in \mathbb{C} \setminus \{0\}$ holds by [106]. We expect that suitably extending Cases (2) and (3) to Novikov coefficients $\Lambda_{\mathbb{Z},\min}$ with ground ring $\mathbb{Z}$, for example along the lines of [27], would extend (13) to these coefficients, and hence to coefficients in every commutative ground ring. Since this would require a digression on orientations in Lagrangian Floer theory in general, and in the Lagrangian Seidel invariant in particular, this shall appear elsewhere.

Proof of Lemma 34. Case (1) is again a direct consequence of [76, Theorem 1.10], since

$$\text{codim} F = 2k + 2 < 2N_M = 2n = 4k.$$ 

Case (2) can either be computed directly, along the lines of [61], similarly to Case (3) below, or one can argue as follows. By [58, Corollary 3.16], the relative and absolute Seidel elements of $\eta_n$ are related by

$$S_{\eta_n,\sigma}^{rel} = S_{\eta_n,\sigma}^{abs} * [L],$$

where $*$ denote the structure of $QH(L,\Lambda_{\min,\mathbb{K}})$ as a module over $QH(M,\Lambda_{\min,\mathbb{K}})$ (see [15, 16]), and $\sigma^{rel}$ is the relative section class obtained from the absolute section class $\sigma^{abs}$ (see [58, Lemma 3.13]). From the latter references, and Case (1), it is now direct to see that

$$S_{\eta_n,\sigma}^{abs} * [L] = t^n[F] * [L] = t^n[F] \circ [L] = t^n[pt].$$

Indeed, as $N_L = 2n > n = \dim(L) + 2n - \dim(L) - \dim(F)$, there are no quantum correction terms in this module product.

We turn to Case (3). While the Hamiltonian $S^1$-action resulting from doubling $\eta_n$ is not semi-free, and $F_{\max}^L = F_{\max} \cap L = \{ p = [0, 0, \ldots, 0, 1] \}$ is not a Lagrangian submanifold of $F_{\max}$

$$F_{\max} = \{ (u, z_0, \ldots, z_k, w_0, \ldots, w_k) \mid u = 0, z_j = 0 \ \forall j \}$$

(these are assumptions (A1),(A2) in [61, Theorem 1.3]), we will still compute the relative Seidel by modifying the argument in [61]. Indeed, following the same steps verbatim, with the addition that only terms appearing from the maximal section class may contribute to $S(\eta_n,\sigma_{\max})$, since $N_L = 2n > n = \text{codim}(p)$, where $p$ is considered as a 0-dimensional submanifold of $L$ (compare [61, Proposition 4.3]), the answer readily follows, given that we prove the regularity of the constant
$J$-holomorphic section at the fixed point $p \in L$ of the action. As in [61], this regularity follows from the Fredholm regularity of the following Riemann-Hilbert problem in a trivial complex vector bundle over the standard unit disk $\mathbb{D} \subset \mathbb{C}$, with boundary conditions in a loop of linear Lagrangian subspaces: the trivial complex vector bundle is given by $T_pQ$, with the standard complex structure, and the linear loop of Lagrangian boundary conditions is given by $L_{e^{i\theta}} = D_p\eta_n(\theta/4\pi)T_pL$, where $\theta \in [0, 2\pi]$, and $e^{i\theta} \in \partial \mathbb{D}$.

Since $p$ lies in the affine chart given by $w_k = 1$, we work therein, and see that

$$(u, z_0, \ldots, z_{k-1}, w_0, \ldots, w_{k-1})$$

provide holomorphic coordinates on $Q$ near $p$. Using these coordinates, we identify $T_pQ$ with $\mathbb{C}^n = \mathbb{C} \times \mathbb{C}^k \times \mathbb{C}^k$ (recalling that $n = 2k + 1$), and $T_pL$ with the Lagrangian subspace $A \cdot \mathbb{R}^n$, where $A \in GL(n, \mathbb{C})$ is given by

$$A = \text{id}_\mathbb{C} \times A', \quad A' = \left( \begin{array}{cc} \text{id}_{\mathbb{C}^k} & i \cdot \text{id}_{\mathbb{C}^k} \\ \text{id}_{\mathbb{C}^k} & -i \cdot \text{id}_{\mathbb{C}^k} \end{array} \right)$$

In the above coordinates, the Lagrangian loop $\{L_{e^{i\theta}}\}_{\theta \in [0, 2\pi]}$ corresponds to

$$\tau(\theta) = A(\theta) \cdot \mathbb{R}^n, \quad A(\theta) = e^{-i\theta/2} \cdot \text{id}_\mathbb{C} \times e^{-i\theta} \cdot A'.$$

Now we calculate

$$A(\theta) \cdot \overline{A}(\theta)^{-1} = e^{-i\theta} \cdot \text{id}_{\mathbb{C}^n},$$

whence according to [79, Theorem 2], the partial indices of our Riemann-Hilbert problem on the trivial bundle $\mathbb{C}^n \times \mathbb{D}$ over the standard disk $\mathbb{D}$, with boundary conditions on $\tau \subset \mathbb{C}^n \times \partial \mathbb{D}$, $\tau_{e^{i\theta}} = \tau(\theta) \subset \mathbb{C}^n \times \{e^{i\theta}\}$, are all equal to $-1$, and this Fredholm problem is regular.

\[\square\]

3.4. $\mathbb{H}P^n \subset Gr(2, 2n + 2)$. Finally, we prove that Case 4 of Theorem \[\Box\] satisfies the requirements of Proposition \[\Box\]

We recall that $M = Gr(2, 2n + 2)$ has $N_M = 2n + 2$, and $L = \mathbb{H}P^n$ is simply connected, whence $N_L = 2N_M = 4n + 4$. Since $N_L > n_L + 1$, where $n_L = \dim L = 4n$, $L$ is wide by degree reasons. It is useful to observe that $L$ is the fixed point set of the anti-symplectic involution on $M$ given by right multiplication by the quaternion $j$, viewing $\mathbb{C}^{2n+2}$ as $\mathbb{H}^{n+1}$. Now consider the Hamiltonian $S^1$-action $\eta_n$ on $M$ induced by the following Hamiltonian $S^1$-action on $\mathbb{C}^{2n+2}$:

$$\lambda \cdot (z_1, z_2, \ldots, z_{2n+2}) = (\lambda^{-1}z_1, z_2, \ldots, z_{2n+2}).$$

This action is semi-free. Denote by $e \in \mathbb{C}^{2n+2}$ the standard basis vector $(1, 0, \ldots, 0)$. The maximum set of the action $\eta_n$ is

$$F = F_{\max} = \{ E \in Gr(2, 2n + 2) : E \perp e \} \cong Gr(2, 2n + 1).$$
Its minimum set is \( F_{\text{min}} = \{ E \in Gr(2, 2n + 2) : E \ni e \} \), and it has no other fixed points. Applying the McDuff-Tolman theorem [76], we obtain
\[
S_{h_n, \sigma}^{\text{abs}} = [F]t^2,
\]
where \(|t| = 1\), and \( \sigma \) is the constant section class corresponding to fixed points in \( F \). Now we compute
\[
S_{h_n, \sigma}^{\text{rel}} = S_{h_n, \sigma}^{\text{abs}} * [L] = t^2[F] * [L] = t^2[H],
\]
where \( H \subset L \) is the subspace \( H = \{ [h_0, \ldots, h_n] \in \mathbb{H}P^n : h_0 = 0 \} \cong \mathbb{H}P^{n-1} \). Here \( * \) denotes the module action of \( QH(M) \) on \( QH(L) \), and \( [F] * [L] = [F] \circ [L] = [H] \) since by degree reasons there are no quantum corrections to the module action.

Finally, we observe that by degree reasons again, since \( N_L = 4n + 4 > n_L = 4n \), we have for all \( 1 \leq k \leq n \), \( [H]^{*k} = [H]^k = [H_k] \), for \( H = \{ [h_0, \ldots, h_n] \in \mathbb{H}P^n : h_j = 0, \forall 1 \leq j \leq k \} \cong \mathbb{H}P^{n-k} \). Note that \( H_1 = H \) and
\[
[H]^{*n} = [pt].
\]
Moreover,
\[
[H]^{*(n+1)} = q^{-1}[L] = t^{-N_L}[L],
\]
where we used a degree calculation, and the fact that \([H] = t^{-2}S_{h_n, \sigma}^{\text{rel}}\) is invertible.

4. Interleavings and Continuation Elements

In this section we prove Proposition 36 by applying the philosophy of the filtered Yoneda lemma introduced in [18] for somewhat different purposes (see also [43]). The basic idea is that each continuation map in Floer homology is a part of an isomorphism of suitable \( A_\infty \)-modules, and as such, whenever the modules are homologically unital, it can be given, in homology, by the operator of multiplication by a suitable homology class. This class is called a continuation element in the literature (cf. [2, 4, 48, 66]). Finally, considering the chain level and filtrations, it turns out beneficial to replace the continuation map by the operator of multiplication with the cycle of least action that represents the continuation element. This yields sharper bounds on the distance between Floer persistence modules, and in particular the following statement, whose proof occupies this section.

**Proposition 36.** Let \( L \) in \( M \) be weakly monotone with \( QH(L) \neq 0 \). Then for each \( r \in \mathbb{Z} \), \( F \in \mathcal{H} \), \( G \in \mathcal{H} \) there exists \( c \in \mathbb{R} \) such that
\[
d_{\text{int}}(V_r(L, F), V(L, G)[c]) \leq \frac{1}{2}(\gamma(L, G\#F) + \beta(L, 0)),
\]
where \( \beta(L, 0) \) is the boundary depth of the pearl complex \((C(L; D), d_{L; D})\) computing \( QH(L) \). In fact \( c = -\frac{1}{2}(\beta(L, 0) - c([L], G\#F) + c([L], F\#G)) \).

**Remark 37.** In fact, a closer look at the proof shows that \( \beta(L, 0) \) in Proposition 36 can be replaced by \( \beta_n(L, 0) \), the maximal length of a finite bar obtained from the degree \( n \) persistence module.

**Remark 38.** Note that in particular, Proposition 36 answers Usher’s question [112] for all weakly monotone \( L \subset M \), with \( QH(L) \neq 0 \), with, perhaps, the weaker bound \( \beta(L, H) \leq A + \beta(L, 0) \), for all \( H \in \mathcal{H} \).
Proposition 36 combined with Proposition 28 immediately gives Theorem B.

4.1. Filtered multiplication operators. For \( F, G \in \mathcal{H} \), set \( \Delta_{F,G} := G \# \overline{F} \). Fix \( \epsilon > 0 \). Now take three functions \( F, G, H \in \mathcal{H} \). It is clear that there is Floer perturbation data \( \mathcal{D} \), such that \( F^\mathcal{D}, J^F, G^\mathcal{D}, J^G, H^\mathcal{D}, J^H, \Delta^\mathcal{D}_{F,G}, \Delta^\mathcal{D}_{F,G,H}, \Delta^\mathcal{D}_{G,H} \) are regular, and the Hamiltonian terms \( K^F, K^G, K^H, \Delta^\mathcal{D}_{F,G}, \Delta^\mathcal{D}_{G,H} \) are of \( C^2 \)-norm \( \ll \epsilon \). We observe that if \( \mathcal{D} \) is suitably chosen on the moduli space of discs with 3 and 4 boundary punctures, with cylindrical ends marked by the above Floer data, and boundary conditions on \( L \), then, for homogeneous cycles \( x \in CF_k(L, \Delta_{F,G}; \mathcal{D}) \), \( y \in CF_l(L, \Delta_{G,H}; \mathcal{D}) \), with \( a = A(x) \), \( b = A(y) \) and for \( \epsilon' \ll \epsilon \), the maps

\[
\begin{align*}
\mu_2(x,-) : CF_*(L, F; \mathcal{D}) & \to CF_{*+k-n}(L, G; \mathcal{D})[a + \epsilon'] \\
\mu_2(y,-) : CF_*(L, G; \mathcal{D}) & \to CF_{*+l-n}(L, H; \mathcal{D})[b + \epsilon'] \\
\mu_2(y, x) : CF_*(L, \Delta_{F,G}; \mathcal{D}) & \to CF_{*+l-n}(L, \Delta_{F,H}; \mathcal{D})[b + \epsilon']
\end{align*}
\]

are well-defined and filtered. Moreover, by (11) and the discussion in Section 2.5, the following associativity relation holds.

**Lemma 39.** The following chain maps, obtained by post-composing with suitable inclusions,

\[
\begin{align*}
\mu_2(y, \mu_2(x,-)) : CF_*(L, F; \mathcal{D}) & \to CF_{*+k+l-2n}(L, H; \mathcal{D})[a + b + 3\epsilon'] \\
\mu_2(\mu_2(y, x),-) : CF_*(L, F; \mathcal{D}) & \to CF_{*+k+l-2n}(L, H; \mathcal{D})[a + b + 3\epsilon']
\end{align*}
\]

are well-defined, filtered, and filtered-chain-homotopic.

4.2. Filtered continuation elements. First, since \( QH(L) \) is a unital algebra (over the Novikov field \( A_{\text{mon}, \mathbb{K}} \)), the condition \( QH(L) \neq 0 \) holds if and only if its unit \([L]\) does not vanish.

Consider two homogeneous cycles \( x \in CF_n(L, \Delta_{F,G}; \mathcal{D}) \), \( y \in CF_n(L, \Delta_{G,F}; \mathcal{D}) \), with

\[
[x] = PSS_{\Delta_{F,G}; \mathcal{D}}([L]), \quad [y] = PSS_{\Delta_{G,F}; \mathcal{D}}([L]),
\]
and action \( a = A(x) \), \( b = A(y) \) satisfying

\[
\begin{align*}
c([L], \Delta_{F,G}; \mathcal{D}) & \leq a < c([L], \Delta_{F,G}; \mathcal{D}) + \epsilon' \\
c([L], \Delta_{G,F}; \mathcal{D}) & \leq b < c([L], \Delta_{G,F}; \mathcal{D}) + \epsilon'
\end{align*}
\]

and \( \epsilon' \ll \epsilon \). All these numbers are finite, since \([L] \neq 0\).

Now we note that \([\mu_2(y,x)] = PSS_{0, \mathcal{D}}([L]) \) and \([\mu_2(x,y)] = PSS_{0, \mathcal{D}}([L]) \). It is easy to see that for a choice of perturbation that is sufficiently small in \( C^1 \)-norm, \( PSS_{0, \mathcal{D}}([L]) \) is represented by a cycle \( z \in CF(L, 0; \mathcal{D}) \) with \( A(z) < \epsilon'/2 \ll \epsilon \). Indeed, \( z \) can be taken to be the image under the chain-level PSS map \( \Phi_{PSS} : C(L; \mathcal{D}^{\text{pearl}}) \to CF(L, 0; \mathcal{D}) \) of a chain \( w \) in the pearl complex of \( L \) of filtration level \( A(w) = 0 \), that represents \([L] \in QH_n(L) \). Moreover the persistence module \( V_*(L, 0; \mathcal{D}) \) is \( \epsilon'/2 \)-interleaved, by the PSS map and the PSS map in the reverse direction, with the persistence module \( V_*(L; \mathcal{D}^{\text{pearl}}) \) determined by the pearl complex for Lagrangian quantum homology, whence

\[
\beta(L, 0; \mathcal{D}) \leq \beta(L, 0) + \epsilon'.
\]
The interleaving bounds, as well as the bound on $A(z)$, follow from standard action estimates (cf. Lemma 3.11 and references therein).

Finally, by the same argument as for associativity, together with standard action estimates for the PSS map, we note that the multiplication maps

$$m_2(z,-) : CF_*(L,F;D) \to CF_*(L,F;D)[\epsilon'], \quad m_2(z,-) : CF_*(L,G;D) \to CF_*(L,G;D)[\epsilon'],$$

are filtered chain-homotopic to the standard inclusions, and hence induce the $\epsilon'$-shift maps on the respective persistence modules. Now, by Lemma 39, the compositions (post-composed with suitable inclusion maps)

$$\mu_2(y,\mu_2(x,-)) : CF_*(L,F;D) \to CF_*(L,F;D)[a + b + 3\epsilon'],$$
$$\mu_2(y,\mu_2(x,-)) : CF_*(L,G;D) \to CF_*(L,G;D)[a + b + 3\epsilon']$$

of the maps

$$\mu_2(x,-) : CF_*(L,F;D) \to CF_*(L,G;D)[a + \epsilon'],$$
$$\mu_2(y,-) : CF_*(L,G;D) \to CF_*(L,F;D)[b + \epsilon']$$

are filtered chain-homotopic to the multiplication operators

$$\mu_2(\mu_2(y,x),-) : CF_*(L,F;D) \to CF_*(L,F;D)[a + b + 3\epsilon'],$$
$$\mu_2(\mu_2(y,x),-) : CF_*(L,G;D) \to CF_*(L,G;D)[a + b + 3\epsilon'].$$

However $\mu_2(y,x) \in CF_*(L,0;D)$ satisfies $\mu_2(y,x) = z + \rho a b x y$, with $A(b_{y,x}) \leq a + b + \beta(L,0) + 2\epsilon'$, and similarly $\mu_2(x,y) \in CF_*(L,0;D)$ satisfies $\mu_2(x,y) = y + \rho a b x y$, with $A(b_{x,y}) \leq a + b + \beta(L,0) + 2\epsilon'$. Therefore, composed with suitable inclusions, we obtain the fact that the compositions

$$\mu_2(y,\mu_2(x,-)) : CF_*(L,F;D) \to CF_*(L,F;D)[a + b + \beta(L,0) + 5\epsilon'],$$
$$\mu_2(y,\mu_2(x,-)) : CF_*(L,G;D) \to CF_*(L,G;D)[a + b + \beta(L,0) + 5\epsilon']$$

are filtered chain-homotopic to the multiplication operators

$$\mu_2(z,-) : CF_*(L,F;D) \to CF_*(L,F;D)[a + b + \beta(L,0) + 5\epsilon'],$$
$$\mu_2(z,-) : CF_*(L,G;D) \to CF_*(L,G;D)[a + b + \beta(L,0) + 5\epsilon'],$$

with the last two chain-homotopies being given by $\mu_2(b_{y,x},-) = \mu_2(b_{x,y},-)$. This implies immediately that on the level of filtered homology, we obtain the identity of persistence module morphisms:

$$[\mu_2(y,-)] \circ [\mu_2(x,-)] = [\mu_2(z,-)] = sh_{\rho a b, L + 6\epsilon'} : V_*(L,F;D) \to V_*(L,F;D)[\rho a b, L + 6\epsilon'],$$
$$[\mu_2(x,-)] \circ [\mu_2(y,-)] = [\mu_2(z,-)] = sh_{\rho a b, L + 6\epsilon'} : V_*(L,G;D) \to V_*(L,G;D)[\rho a b, L + 6\epsilon']$$

for shift

$$\rho a b, L = a + b + \beta(L,0).$$

Finally, we recall that if $(L,F)$ and $(L,G)$ are regular, then the Hamiltonian terms $K^F, K^G$ in the perturbation data can be chosen to be identically zero. By continuity of spectral invariants, we can assume that

$$a < c([L], \Delta_{F,G}) + 2\epsilon',$$
Remark 41. For \( J \in \mathcal{J}_M' \) and \( F \in \mathcal{K} \), consider \( J = \{ (\phi^t_F)_* J' \} \in \mathcal{J}_M \) It is immediate that in this case \( h(J, L) = \min \{ h(J', L), h(J', (\phi^t_F)^{-1}(L)) \} \).

Remark 42. By a simple application of Gromov compactness, \( h(J, L) \) is lower semi-continuous in the \( C^\infty \)-topology in the variable \( J \in \mathcal{J}_M \).

5. A Chekanov type theorem for the spectral norm

5.1. Non-displacement. In this section we prove Theorem \([1]\) using notions from Section \([4]\) and the approach in \([11, 26, 29, 33]\). Since these methods are by now quite standard, we outline the main points, leaving the details to the interested reader. We start with a slight generalization of \( h(J, L) \), which we defined for \( J \in \mathcal{J}_M' \) so far.

**Definition 40.** Let \( (M, \omega) \) be a closed symplectic manifold and \( L \subset M \) a closed connected Lagrangian submanifold. For \( J = \{ J_t \}_{t \in [0, 1]} \in \mathcal{J}_M \) we set \( h(J, L) > 0 \) to be the minimal area of a non-constant \( J_0 \) or \( J_1 \) holomorphic disk on \( L \), or a non-constant \( J_t \)-holomorphic sphere in \( M \) for some \( t \in [0, 1] \). If no such disks or curves exist, set \( h(J, L) = +\infty \).
We continue by observing that given $F \in \mathcal{H}$ and $J' \in \mathcal{J}'_M$, for each interval $[v, w]$ of length $0 < w - v < \hbar = h(J', L)$, with $v, w \notin \text{Spec}(L, F) \cup \text{Spec}(L, 0)$ the Floer complexes $\text{CF}(L, 0; D)^{[v, w]}$, $\text{CF}(L, F; D)^{[v, w]}$ generated by capped orbits in $\text{O}_\eta(L, F; D)$ with actions in $[v, w]$ are well-defined, for perturbation data $D$ with Hamiltonian term sufficiently $C^2$-small, and almost complex structure $J^D$ being a small perturbation of $J'$. This follows by Gromov compactness, and associated standard bubbling analysis (see [33 Section 3.5]). We denote their homologies by $HF(L, 0; D)^{[v, w]}$, $HF(L, F; D)^{[v, w]}$. We focus on the contractible class $\eta = pt$ of chords in this section. We remark that $\text{CF}(L, F; D)^{[v, w]}$ and $HF(L, F; D)^{[v, w]}$ are naturally modules over $A_{L, \Gamma, t, \varepsilon}$. Let $\phi \in \text{Ham}(M, \omega)$ be a Hamiltonian diffeomorphism with $\gamma(\phi) < h(J', L)$ for $J' \in \mathcal{J}'_M$. For the rest of this section, fix a constant $\delta > 0$, such that $\delta \ll h(J', L) - \gamma(\phi)$.

There exists $H \in \mathcal{H}$ with $\phi = \phi_H^1$, and perturbation data $D$, with complex structure $J^D$ being a small perturbation of $J'$, such that

$$c([M], H; D) + c([M], \overline{H}; D) < h(J^D, L).$$

Note that in view of Remark 42, $h(J^D, L)$ can be made arbitrarily close to $h(J, L)$, by suitably choosing $D$, and hence we may assume that $h(J^D, L) > h(J, L) - \delta$, and use the continuity property of spectral invariants.

We pick representatives $x \in \text{CF}(H; D)$, $y \in \text{CF}(\overline{H}; D)$ with $[x] = \text{PSS}([M]), \ [y] = \text{PSS}([M])$ and $A_{H, D}(x) = c([M], H; D) = a, \ A_{H, D}(y) = c([M], \overline{H}; D) = b$. It is convenient for the next section to choose $F = \overline{H}$ to compute Floer homology in action windows. Note that $\gamma([H]) = \gamma([H]^{-1}) = \gamma([\overline{H}])$, and the same identity holds for the relative spectral pseudo-norm $\gamma(L, -)$.

Now, applying Section 2.5 for suitable consistent choices of perturbation data $D$ for the various functions involved (see Section 4) from the moduli space $\mathcal{R}_{11:10}$ we obtain multiplication operators

$$
\mu_{1:1}(- : x) : \text{CF}(L, 0; D)^{[-a - b + 4\delta, 4\delta]} \to \text{CF}(L, \overline{H}; D)^{[-b - 3\delta, a + 5\delta]},$$

$$
\mu_{1:1}(- : y) : \text{CF}(L, \overline{H}; D)^{[-b - 3\delta, a + 5\delta]} \to \text{CF}(L, 0; D)^{[-2\delta, a + b + 6\delta]},
$$

where $\delta > 0$ is sufficiently small so that

$$a + b + 10\delta < h(J^D, L).$$

Note that these operators induce chain maps, because bubbling is prohibited by (15), and hence induce multiplication maps

$$
[\mu_{1:1}(- : x)] : HF(L, 0; D)^{[-a - b - 4\delta, 4\delta]} \to HF(L, \overline{H}; D)^{[-b - 3\delta, a + 5\delta]},
$$

$$
[\mu_{1:1}(- : y)] : HF(L, \overline{H}; D)^{[-b - 3\delta, a + 5\delta]} \to HF(L, 0; D)^{[-2\delta, a + b + 6\delta]}.
$$

Moreover, choosing perturbation data $D$ with Hamiltonian terms sufficiently small relative to $\delta$, we obtain from (12), and the bubbling threshold condition (15), the associativity relation:

$$
[\mu_{1:1}(- : y)] \circ [\mu_{1:1}(- : x)] = [\mu_{1:1}(- : \mu_2(y, x))] : HF(L, 0; D)^{[-a - b - 4\delta, 4\delta]} \to HF(L, 0; D)^{[-2\delta, a + b + 6\delta]}.
$$

In turn, $\mu_2(y, x) \in \text{CF}(0; D)$ represents the class $[M]$ of the unit. Hence, if $D$ is chosen sufficiently small, $\mu_2(y, x) = z + db_{y, x}$, where $A_{0; D}(z) \ll \delta, \ A_{0; D}(b_{y, x}) \ll \delta$, and $z = \text{PSS}_{0; D}(m)$, where $m$ is the
unique maximum of a Morse function \( f \) on \( M \). It is now clear that \([\mu_{1:1}(-: \mu_{2}(y,x))]\) induces the interval shift map 
\[ [\mu_{1:1}(-: z)] : HF(L,0;\mathcal{D})[-a-b-4\delta,4\delta) \to HF(L,0;\mathcal{D})[-\delta,a+b+7\delta). \]

This map is non-zero, and in fact has rank at least \( \dim_{\mathbb{K}} H_{*}(L;\mathbb{K}) \), since it commutes with the PSS-type injections
\[
\text{(18)} \quad pss_{L,0,\mathcal{D},[-a-b-4\delta,4\delta)} : H_{*}(L;\mathbb{K}) \to HF(L,0;\mathcal{D})[-a-b-4\delta,4\delta),
\]
\[
\text{(19)} \quad pss_{L,0,\mathcal{D},[-\delta,a+b+7\delta)} : H_{*}(L;\mathbb{K}) \to HF(L,0;\mathcal{D})[-\delta,a+b+7\delta).
\]

that are well defined because of \( \text{(15)} \). Moreover, these injections admit left inverses.

Finally by \( \text{(17)} \) we obtain that \( \dim_{\mathbb{K}} HF(L,\overline{T};\mathcal{D})[-b-3\delta,a+5\delta) \geq \dim_{\mathbb{K}} H_{*}(L;\mathbb{K}) \). If \( \phi_{H}(L) \cap L = \emptyset \), then \( L \cap \phi_{H}^{1}L = L \cap (\phi_{H}^{1})^{-1}(L) = \emptyset \), and for sufficiently small perturbation data \( \mathcal{D} \), we have \( L \cap \phi_{H}^{1}(L) = \emptyset \), in contradiction with this estimate.

If \( L \cap \phi(L) = L \cap \phi_{H}^{1}(L) \), and \( k := \#L \cap \phi(L) = \#L \cap \phi_{H}^{-1}(L) \) satisfies \( k < l := \dim_{\mathbb{K}} H_{*}(L,\mathbb{K}) \), then one can choose perturbation data \( \mathcal{D} = (J^{L,\overline{T}},K^{L,\overline{T}}) \) with \( K^{L,\overline{T}} = 0 \). Then \( CF(L,\overline{T};\mathcal{D})^{v,w} \) will be generated over \( \mathbb{K} \) by the capped orbits \( (x,\overline{x}) \in \mathcal{O}_{pt}(L,\overline{T}) \) with \( x \in \mathcal{O}_{pt}(L,\overline{T}) \) and \( v \leq A_{L,\overline{T}}(x,\overline{x}) < w \). We set \( v = -b - 3\delta, w = a + 5\delta \).

Now consider a basis \((v_{1},\ldots,v_{l})\) of \( H_{*}(L,\mathbb{K}) \), and let \((v'_{1},\ldots,v'_{l})\), respectively \((y_{1},\ldots,y_{l})\), be its image under \( pss_{L,0,\mathcal{D},[-a-b-4\delta,4\delta)} \), respectively \([\mu_{1:1}(-: x)] \circ pss_{L,0,\mathcal{D},[-a-b-4\delta,4\delta)} \). Consider chain representatives \( \tilde{Y} = (\tilde{y}_{1},\ldots,\tilde{y}_{l}) \) of \((y_{1},\ldots,y_{l})\) in \( CF(L,\overline{T};\mathcal{D})[-b-3\delta,a+5\delta) \).

It is straightforward to deduce from \( k < l \) that the chains \( \tilde{Y} \) are contained in a \( A_{0,L,\Gamma_{\omega},\mathbb{K}} \)-submodule of \( CF(L,\overline{T};\mathcal{D})[-b-3\delta,a+5\delta) \) with \( k \) generators over \( A_{0,L,\Gamma_{\omega},\mathbb{K}} \). Representing \( \tilde{Y} \) in terms of the \( k \) generators, and applying the Smith normal form\(^2\) over \( A_{0,L,\Gamma_{\omega},\mathbb{K}} \), shows that there are elements \( c_{1},\ldots,c_{l} \in A_{0,L,\Gamma_{\omega},\mathbb{K}} \) such that
\[
\text{(20)} \quad \sum_{j} c_{j} \cdot y_{j} = 0,
\]
and moreover, at least one of \( c_{1},\ldots,c_{l} \) has valuation 0, so that the vector \((c_{1,0},\ldots,c_{l,0}) \in \mathbb{K}^{l} \), of valuation 0 parts of \((c_{1},\ldots,c_{l}) \), is non-zero in \( \mathbb{K}^{l} \). Applying \( \text{pss}_{L,0,\mathcal{D},[-\delta,a+b+7\delta)} \circ [\mu_{1:1}(-: y)] \) to \((20)\), we obtain the relation \( \sum_{j} c_{j,0} \cdot v_{j} = 0 \), in contradiction to \((v_{1},\ldots,v_{l})\) being a basis of \( H_{*}(L,\mathbb{K}) \).

Indeed it is easy to see that for each \( y_{j} \) and each element \( c_{+} \in A_{0,L,\Gamma_{\omega},\mathbb{K}} \) with \( \text{val}(c_{+}) > 0, \)

\[
\text{pss}_{L,0,\mathcal{D},[-\delta,a+b+7\delta)} \circ [\mu_{1:1}(-: y)](c_{+} \cdot y_{j}) = \text{pss}_{L,0,\mathcal{D},[-\delta,a+b+7\delta)}(c_{+} \cdot [\mu_{1:1}(-: z)](v'_{j})) = 0.
\]

\( \text{Remark 43.} \) Another proof, using Floer homology with coefficients in \( A_{0,\text{univ},\mathbb{K}} \), is also possible.

\(^2\)While, similarly to \( A_{0,\text{univ},\mathbb{K}} \), the ring \( A_{0,L,\Gamma_{\omega},\mathbb{K}} \) is not in general a principal ideal domain, it is easy to see that each of their finitely generated ideals is principal, and that the theory of the Smith normal form of matrices applies in this setting.
5.2. Non-degeneracy. We continue with the setup of Section 5.1 to prove Theorem 12. As in Sections 3.8, 3.9, this statement relies on $HF(L, 0; D)^{[v,w]}$ and $HF(L, \overline{\mathcal{D}}; D)^{[v,w]}$ where $v < 0 < w$, and $w - v < h(J, L)$, and $\mathcal{D}$ is a perturbation datum with sufficiently small Hamiltonian part, being modules over $HF_*(L; \mathbb{K})$. This module structure is given by requiring in the Floer equation that the image one boundary marked point in $\mathbb{G}_{21;00}$ over $R_{21,00}$ be incident with a negative gradient trajectory defined for times $t \in (-\infty, 0]$ of a given Morse function $f$ on $L$, at $t = 0$. Similarly $HF_*(L; \mathbb{K})$ is a module over itself, given by the intersection product, which can be described in Morse-theoretical terms by requiring the negative gradient flow-lines of another given Morse function $g$ to be incident at a given interior point with negative gradient half-flow-lines of $f$. Moreover, the maps $[\mu_{1,1}(-; x)]$, $\mathcal{H}_{1,1}(-; y)$, $p^{\mathcal{H}_{1,1}}_{L,0,0; a-b-4\delta,b}$, $p^{\mathcal{H}_{1,1}}_{L,0,0; a-\delta,b+4\delta}$, $p^{\mathcal{H}_{1,1}}_{L,0,0; \delta,a-b+7\delta}$ from $S_{1,21}$, $1,1$, and $19$, are module morphisms with respect to these module structures. This is shown analogously to the associativity properties of the various maps we have considered, notably using the compactified moduli space $\mathcal{X}_{21,10}$ for the case of $[\mu_{1,1}(-; x)], [\mu_{1,1}(-; y)]$.

Now given an embedding $e : B_r \to M$, as in Definition 12 of $w(L; L')$ for $L' = \phi^1_{H}(L) \neq L$, with $\frac{\pi r^2}{4} > w(L; L') - \epsilon'$, for $\epsilon' \ll \epsilon$, we choose an almost complex structure $J_\epsilon \in \mathfrak{J}_M$ that coincides with $e_*(J_{st})$ on $e(B_{r'})$ where

$$\frac{\pi (r')^2}{2} > w(L; L') - 2\epsilon' > w(L; L') - \epsilon.$$

Note that by the formulation of the statement, we can assume that

$$\gamma(H) < \min \{h(J_\epsilon, L), h(J_\epsilon, \phi^1_{H}(L))\} = h(J, L)$$

for $J = \{J_1\}$, $J_\epsilon = (\phi^1_{H})_*J_\epsilon$ and prove that in this case $\gamma(H) \geq w(L; L') - \epsilon$.

Now we choose $f$ to have a unique minimum at $R = e(0)$, and note that by the module-morphism property above, and the obvious relation $[pt] \circ [L] = [pt] \neq 0$ in $H_*(L; \mathbb{K})$, we obtain that there exists a solution $u : \mathbb{R} \times [0, 1] \to M$ with boundary on $L$ of energy $E(u) < a + b + 8 \delta < h(J^D, L)$ of the Floer equation $\partial_u + J^D(u)(\partial_t u - X_{H^D})(u) = 0$, with the property that $u(0, 0) = R$, where $J^D$ can be chosen arbitrarily close to $\{(\phi^1_{H})_*J_\epsilon\}$. By the standard naturality transformation $v(s, t) = (\phi^1_{H})^{-1}(u(s, t))$, we get a $(\phi^1_{H})^{-1}$-chain homomorphic curve $v : \mathbb{R} \times [0, 1] \to M$ with $u(\mathbb{R} \times \{0\}) \subset L$, $u(\mathbb{R} \times \{1\}) \subset L''$, with energy $E(v) = E(u) < a + b + 8 \delta < \gamma(H) + 10 \delta$, and constraint $v(0, 0) = R$, where $L'' = (\phi^1_{H})^{-1}(L)$ can be chosen sufficiently $C^1$-close to $L'$ so that $L'' \cap e(B_{r'}) = \emptyset$. Note that $J_{\epsilon, D} = \{(\phi^1_{H})^{-1}_{r'}J^D_{r'}\}$ can be made arbitrarily close to $J_\epsilon$.

Choosing a sequence $D_k$ of perturbation data with $J_{\epsilon, D_k}$ converging to $J_\epsilon$, we obtain a sequence $v_k$ of $J_{\epsilon, D_k}$-holomorphic curves of energy $E(v_k) < \gamma(H) + 10 \delta$, with constraint $v_k(0, 0) = R$, and boundary conditions as before. Applying Gromov compactness to the sequence $\{v_k\}$ we obtain a $J_\epsilon$-holomorphic curve $v_\infty$ with boundary conditions as above, and energy

$$E(v_\infty) \leq \gamma(H) + 10 \delta.$$

Now, by a standard Lelong inequality argument we obtain that

$$E(v_\infty) \geq \frac{\pi (r')^2}{2} > w(L; L') - \epsilon.$$
Combining this with the bound on the energy of \( v_\infty \), we obtain
\[
\gamma(\overline{P}) + 10\delta \geq \gamma(\overline{P}^D) + 8\delta > w(L; L') - \epsilon.
\]
In the limit \( \delta \to 0 \), we obtain the required inequality
\[
\gamma(H) = \gamma(\overline{P}) \geq w(L; L') - \epsilon.
\]

The second part of Theorem \( E \) on the non-degeneracy of \( d_{L,\gamma,\text{int}} \) is proven essentially identically, with the only difference being replacing the maps \([\mu_1; (-: x)], [\mu_1; (-: y)]\) by the maps \([\mu_2(x, -)], [\mu_2(y, -)]\), as in Section \( 4 \) and we leave its proof to the interested reader.

**Remark 44.** We note, that fixing an \( \omega \)-compatible almost complex structure \( J \) on \( M \), and fixing \( h = h(J, L) \) we could, following Chekanov [30], prove the non-degeneracy of \( d_{L,\gamma,\text{ext}} \) that is implied by the first part of that theorem by considering the split product \( L' = L \times L_h \subset (P, \Omega) = (M \times T^2, \omega + \sigma) \) of \( L \subset (M, \omega) \) with a displaceable circle \( L_h \subset T^2 \) in \( T^2 \) bounding a disk of area \( h \), where \( T^2 \) is endowed with a symplectic form \( \sigma \) of large area \( A > 2h \). In this case \( \gamma(H + \Omega) \leq \gamma(H) \), for all \( H \in \mathcal{H} \), by the Künneth theorem for spectral invariants (see [30] Theorem 5.1]), whence \( \gamma(\phi \times \text{id}_{T^2}) \leq \gamma(\phi) \) and consequently \( d_{L',\gamma,\text{ext}}(\phi \times \text{id}_{T^2}) \leq d_{L,\gamma,\text{ext}}(L, \phi(L)) \) for all \( \phi \in \text{Ham}(M, \omega) \). Now since by definition \( d_{L',\gamma,\text{ext}}(\phi(L_1') \times \phi(L_2')) = d_{L',\gamma,\text{ext}}(L_1', L_2') \) for all \( \phi \in \text{Ham}(P, \Omega) \) and \( L_1', L_2' \in \mathcal{D}_L \), the argumentation in [30] Theorem 2, Lemma 9] shows that \( d_{L',\gamma,\text{ext}} \) is either non-degenerate, in which case so is \( d_{L,\gamma,\text{ext}} \), or identically zero. However, the latter option does not hold, as by Theorem \( D \) if \( h \in \text{Ham}(T^2, \sigma) \) displaces \( L_h \), then \( d_{L',\gamma,\text{ext}}(\phi \times \text{id}_{T^2}) \geq h = H(J \times j_{T^2}, L') \), for \( j_{T^2} \) the standard complex structure on \( T^2 \).

### 6. Sharpness in Theorem \( G \)

**6.1. Example using radially symmetric Hamiltonian functions.** The goal of this section is to give examples of Lagrangian submanifolds \( L \subset M \) with large boundary depths \( \beta(M, L) \). The main reference for this section is [108], where examples for radially symmetric Hamiltonian diffeomorphisms with large boundary depths are constructed. Here we work out variants of these examples in the relative case. By way of terminology, it will be more convenient to think of Hamiltonian chords of \( H \in \mathcal{H} \) from \( L \) to \( L \) as intersections points \( L \cap (\phi_{\lambda}^L)^{-1}(L) \); indeed the two relevant sets are in a bijective correspondence.

Suppose that \( L \subset M \) is a weakly monotone closed Lagrangian submanifold. Let \( B(2\pi R) \subset M \) be a symplectically embedded ball of radius \( \sqrt{2R} \), so that \( B \cap L \) coincides with the real part \( \mathbb{R}^n \cap B \subset B \subset \mathbb{R}^{2n} \) of \( B \). Let \( f : [0, R] \to \mathbb{R} \) be a smooth function so that its derivative of all orders vanish at \( r = R \), and \( f'(0) \) is not an integer multiple of \( \pi \). In addition, suppose that the points \( r_i \) in which \( f' \) is an integer multiple of \( \pi \) are isolated, and moreover \( f''(r_i) \neq 0 \). Let \( F : M \to \mathbb{R} \) be defined as follows. For \( x \in \partial B(2\pi r) \subset B \), \( F(x) = f(r) \). For \( x \not\in B \), \( F(x) = G(x) + f(R) \), where \( G \) is a smooth extension of a \( C^2 \)-small Morse function defined on \( L \) to a small Weinstein neighborhood of \( L \). The flow of \( F \) inside \( B \) is \( x \mapsto e^{\sqrt{-1}f'(\frac{|x|^2}{2})}\pi \). Hence for \( x \in L \cap B \), \( \phi_{\lambda}^L(x) \in L \) if \( f'\left(\frac{|x|^2}{2}\right) = \pi l \), where \( l \in \mathbb{Z} \). In every sphere \( \frac{|x|^2}{2} = r_i \) there are an \( S^{n-1} \) worth of intersection points \( \phi_{\lambda}^L(L) \cap L \). We therefore perturb \( F \) there by adding an extension of a perfect Morse function on \( S^{n-1} \) to a
small tubular neighborhood of this sphere, for all \(r_i\). The perturbation splits each \(S^{n-1}\) into two intersection points, whose Maslov indices, if one takes cappings inside \(B\), are \(-ln + n, -ln + 1\) if \(f''(r_i) < 0\) and \(-ln + n - 1, -ln\) if \(f''(r_i) > 0\). One way to calculate the indices is by calculating the Robbin–Salamon index of the Lagrangian path \((\phi'_F)_*, T_2L\) (see a similar computation for the absolute case in \([78, \text{Section 3.3}]\)) and then add \(\frac{n}{2}\), which is the Robbin–Salamon index of the canonical short path from \((\phi'_F)_* T_2L\) to \(T_{\phi'_F(x)}L\) (see \([9]\) for the definition of the canonical short path). The actions of the intersection points are approximately \(f(r_i) - l\pi r_i\). There is an additional intersection point at the origin, with action \(f(0)\) and index \(-ln\) with the trivial capping, if the slope \(s\) of \(f\) coming out of \(r = 0\) satisfies \(l\pi < s < (l + 1)\pi\). For every critical point of \(G\) outside of \(B\) with Morse index \(j\), there is an intersection point of index \(j\) with the trivial capping and its action is approximately \(f(R)\).

Let us consider a piecewise linear function \(f : [0, R] \to \mathbb{R}\), where \(f'\) is not a multiple of \(\pi\), when defined. Let \(\{r_i\}\) be the points where \(f\) is not differentiable. We follow \([108]\) and consider a sequence of standard perturbations \(f_j\) of \(f\), where we take small neighborhoods around the \(r_i\)'s, and pick smoothings in these neighborhoods which have strictly monotonic first derivatives. Let \(F_j\) be the Hamiltonian function induced from \(f_j\) for any \(j \in \mathbb{N}\). One can check (or see the proof in \([108, \text{Claim 4.1}]\)) that the barcodes in any degree \(d\) of \((L, F_j)\) converge in the bottleneck distance to a unique barcode which we denote by \(\mathcal{B}_d(f)\). We call numbers that are either left endpoints of bars in \(\mathcal{B}_d(f)\) or right endpoints in \(\mathcal{B}_{d-1}(f)\) the degree \(d\) actions of \(f\). Note that by construction, continuity of barcodes (see e.g. \([119]\)) also applies for the case of piecewise linear radially symmetric functions. More precisely,

\[
d_{\text{bottle}}(\mathcal{B}_d(f_1), \mathcal{B}_d(f_2)) \leq C \max_{r \in [0, R]} |f_1(r) - f_2(r)|,
\]

where \(C\) is a constant greater than 1. Recall from Section \([1.1]\) that \(w(L)\) is the relative Gromov width of \(L\).

**Lemma 45.** Let \(M^{2n}\) be a weakly monotone symplectic manifold that is either closed, or compact with convex boundary, or open tame at infinity, and \(L \subset M\) a weakly monotone closed Lagrangian submanifold. Let \(A_L\) be the smallest positive symplectic area of a disc with boundary on \(L\), and \(N_L\) be the minimal Maslov number. Set \(B_L = \frac{n}{N_L} A_L\) if \(L\) is monotone, and \(B_L = +\infty\) if \(L\) is weakly exact. If \(L\) is monotone, and \(n > 1\), suppose that \(N_L > n\), and that the greatest common divisor of \(N_L\) and \(n\) satisfies \(\gcd(N_L, n) > 1\). Then for each \(\varepsilon > 0\), there exists a Hamiltonian diffeomorphism \(\phi\) with boundary depth

\[
\beta(L, \phi) > \min\{w(L), B_L\} - \varepsilon.
\]

**Proof.** We first assume that \(L\) is monotone, that \(n > 1\), and that \(M\) is closed. Then we explain how to modify this lemma to the other situations.

From the definition of \(w(L)\), there exists an embedded symplectic ball \(B(2\pi R) \subset M\) of radius \(\sqrt{2n}\) with \(\pi R\) arbitrarily close to \(w(L)\), so that \(B \cap L\) coincides with the real part \(\mathbb{R}^n \cap B \subset B \subset \mathbb{R}^{2n}\) of \(B\). In case \(w(L) > A_L\frac{n}{N_L}\) we consider a smaller ball satisfying that \(B \cap L\) coincides with \(\mathbb{R}^n \cap B\) and so that \(\pi R = A_L\frac{n}{N_L}\).

Let \(f : [0, R] \to \mathbb{R}\) be a piecewise linear function so that \(f'\) is not a multiple of \(\pi\). Let \(\{r_i\}\) be the points where \(f\) is not differentiable. We call \(r_i\) a concave up kink if \(f'\) increases right after \(r_i\), and a
concave down kink if $f'$ decreases right after $r_i$. After small standard perturbations in neighborhoods of the $r_i$’s, there are two intersection points in $\phi^1_F(L) \cap L$ for every $l$ so that $\pi l$ is between the slope of $f$ before $r_i$ and the slope of $f$ after $r_i$. The actions of these intersection points converge to actions in the barcode of $f$.

Let $R - \epsilon < r_1 < r_2 < r_3 < R$. Let $f_0$ be the piecewise linear function connecting the points $(0, -m_0r_2), (r_2, 0), (r_3, \pi R), (R, \pi R + m_1(R - r_3))$, where $-1 << m_0 < 0 < m_1 << 1$.

Let $r(t) = (1 - t)r_2 + tr_1$.

Let $f_t$ (see Figure 2) be the piecewise linear function connecting

$$(0, -m_0r(t) + \pi Rt), (r(t), \pi Rt), (r_2, 0), (r_3, \pi R), (R, \pi R + m_1(R - r_3)).$$

This is a homotopy between $f_0$ and $f_1$ which is a piecewise linear function connecting the points

$$(0, -m_0r_1 + \pi R), (r_1, \pi R), (r_2, 0), (r_3, \pi R), (R, \pi R + m_1(R - r_3)).$$

Let $r = r_2$ be the concave up kink of $f = f_t$. The action $A = f(r) - \pi rl + kA_L$, appears with the degrees

$$d_1 = -ln + N_L k,$$
$$d_2 = -ln + n - 1 + N_L k,$$

for any $l \in \mathbb{Z}$ with $f'(r - \epsilon) < \pi l < f'(r + \epsilon)$ (for $\epsilon$ small enough), where $N_L k$ is the Maslov index of the relative disc in the recapping. Note that a concave up kink cannot have a degree $n + 1$ action appearing as a right endpoint of a bar in the barcode. Indeed, the first possibility is

$$-ln + N_L k = n + 1,$$

i.e.,

$$n(-1 - l) + N_L k = 1,$$
Figure 3. The first part of the homotopy \( \{ h_\tau \} \), where at \( \tau = 0 \) the only kink is at \( r = r_3 \)

which is impossible since \( \gcd(N_L, n) > 1 \). The second possibility is

\[
-ln + n - 1 + N_L k = n + 1,
\]

i.e.,

\[
-ln + N_L k = 2.
\]

Denote this degree \( n + 1 \) action by \( c^{n+1} \). Our next goal is to show that for each \( t \in [0, 1] \), \( c^{n+1} \) appears only as a left endpoint of a bar in the barcode. For this we follow the proof of Lemma 4.9 in [108], and we consider the homotopy \( h_\tau \), where \( h_0 \) is a piecewise linear function with only one kink at \( r = r_3 \), where \( h_0(r_3) = f_t(r_3), h_0(r_2) = f_t(r_2), \) and \( h_0(R) = f_t(R) \), and the homotopy can be described by taking \( h_0 \)'s graph and folding it along the kinks at \( r = r_2 \) and at \( r = r(t) \) until \( f_t \)'s graph is created (see Figure 3 and Figure 4). More precisely, let \( h_1 \) be a piecewise linear function with two kinks at \( r = r_3 \), and at \( r = r_2 \), where \( h_1(R) = f_t(R), h_1(r_3) = f_t(r_3), h_1(r_2) = f_t(r_2), h_1(r(t)) = f_t(r(t)) \), and let \( h_1 = f_t \), and define the homotopy

\[
h_\tau = \begin{cases} 
(1 - 2\tau)h_0 + 2\tau h_1 & , \quad 0 \leq \tau \leq \frac{1}{2} \\
(2 - 2\tau)h_2 + (2\tau - 1)h_1 & , \quad \frac{1}{2} \leq \tau \leq 1 
\end{cases}
\]
Let $s(\tau)$ denote the slope of the line coming from $r = 0$ in $h_\tau$. The time $\tau_0 \in [0, \frac{1}{2}]$ for which $s(\tau_0) = l\pi$, is the first time where our $n + 1$ action $c^{n+1}$ exists in the spectrum of $h_\tau$. Hence from continuity of barcodes, one gets that right after $\tau = \tau_0$ there is a degree $n$ action or a degree $n + 2$ action that converges to $c^{n+1}$ as $\tau \to \tau_0$. Note that the only actions changing with time are the actions coming from $r = 0$. Since $h_\tau(0) = -s(\tau)r_2$, the $n + 2$ action coming from $r = 0$ right after $\tau_0$, i.e. when $s(\tau) < l\pi$, is equal to $c^{n+1}$. Hence for $\tau$ right after $\tau_0$, $c^{n+1}$ is a left endpoint of a bar in the barcode. Since along the entire homotopy $h_\tau$ the only actions changing with time are the ones coming from $r = 0$, there is no degree $n + 1$ action changing with time. The only way that $c^{n+1}$ stops being a left endpoint, is that a degree $n + 2$ action changing with time $c^{n+2}(\tau)$ is part of a bar $[c^{n+1}, c^{n+2}(\tau)]$ and there in some time $\tau = \tau_1$, one has $c^{n+2}(\tau_1) = c^{n+1}$. If $c^{n+2}(\tau)$ keeps decreasing right after $\tau_1$, then this is impossible because there must be a left or a right endpoint to the bar that includes $c^{n+2}(\tau)$ and hence a new bar is formed, but again from continuity of barcodes, there must be a degree $n + 1$ or a degree $n + 3$ action that equals $c^{n+1}$, as $\tau \to \tau_1$. There are no candidates for these actions and hence we get a contradiction. Thus $c^{n+1}$ remains a left endpoint in the entire homotopy, and hence it is also a left endpoint in the barcode of $f_t$.

Our next step is to consider the degree $n + 1$ actions coming from the concave down kinks. If $r$ is a concave down kink one has the action $A = f(r) - \pi rl + kA_L$ with the degrees
\[d_1 = -ln + 1 + N_L k,\]
\[d_2 = -ln + n + N_L k,\]
for any $l \in \mathbb{Z}$ that satisfies $f'(r - \epsilon) > \pi l > f'(r + \epsilon)$. The only possibility for a degree $n + 1$ action comes from the first option. Indeed, if
\[-ln + n + N_L = n + 1,\]
then
\[-ln + N_L k = 1,\]
which is impossible since $gcd(N_L, n) > 1$. 

**Figure 4.** The second part of the homotopy $\{h_\tau\}$ whose end at $\tau = 1$ is $f_t$’s graph.
Since the slope of $f_t$ coming out of the origin for each $t$ is negative and close to zero, the action $A = f_t(0) + kA_L$ is the only one coming from the origin with the degree $d = n + N_Lk$.

Using the above observations, the degree $n + 1$ actions that appear as right endpoints can only come from the concave down kinks at $r = r_3$, and at $r = r(t)$, and from the external points. We wish to show that all degree $n + 1$ actions not coming from $r = r(t)$ satisfy that their actions are greater than $2\pi R$.

In $r = r_3$, the slopes before and after the kink are positive, so one has $l > 0$ for each $l$ satisfying $f'(r_3 - \epsilon) > \pi l > f'(r_3 + \epsilon)$. One has a degree $n + 1$ action if

$$-ln + 1 + N_Lk = n + 1,$$

i.e.,

$$k = \frac{ln + n}{N_L}.$$

After plugging this in the formula for the action one gets

$$A = \pi R - \pi rl + \frac{ln + n}{N_L}A_L \geq \pi R - \pi rl + \frac{ln + n}{N_L} - \pi \frac{N_L}{n}$$

$$= \pi R - \pi rl + \pi R(l + 1)$$

$$= 2\pi R + l\pi(R - r)$$

$$> 2\pi R.$$

For an external point, i.e., a critical point of $G$ with Morse index $j$, since $j \leq n$, one has $k \geq 1$, and $A > \pi R + kA_L \geq \pi R + k\pi R\frac{N_L}{n} > 2\pi R$.

Consider the intersection point of degree $n + 1$ one gets from $f_t$ in the point $r = r(t)$ with $l = -1$ and the trivial capping. Its action is $\pi(Rt + r(t))$.

When $t$ tends to 0, $r(t) \to r_2$, and the action tends to $\pi r_2$. Note that there are no other degree $n + 1$ actions with action close to $\pi r_2$. Since this action does not appear in the barcode of $f_0$, from continuity of barcodes one gets that the action must cancel out with a degree $n + 2$ or a degree $n$ action that tends to the same action as $t \to 0$ (to make a bar of length 0). One can eliminate the possibility that this action does not come from $r = r_2$ by doing a small perturbation. After maybe another perturbation, one can make sure that $\pi r_2$ and $A_L$ are rationally independent, and hence the only possibility for the action $\pi r_2$ is the action coming from $r = r_2$ of degree $n$, with $l = -1$, and $k = 0$. Hence, when $t$ is sufficiently small, there is a bar $(\pi r_2, \pi(Rt + r(t)))$.

Since all other degree $n + 1$ actions appearing as right endpoints are greater than $2\pi R$, the right endpoint of the bar stays $\pi(Rt + r(t))$ throughout the homotopy.

The left endpoint of the bar can change only if a degree $n$ action that changes with time, crosses the value $\pi r_2$. The only actions changing with time are those coming from $r = r(t)$ or from $r = 0$. The degree $n$ actions coming from $r = r(t)$ satisfy $-ln + n + N_Lk = n$, i.e. $k = \frac{lN_L}{n}$, and since from
looking at the slopes one has \( l < 0 \), their actions satisfy

\[
A = \pi R t - l \pi r(t) + \frac{l n}{N_L} A_L
\]

\[
\leq \pi R t - l \pi r(t) + \frac{l n}{N_L} \pi R \frac{N_L}{n}
\]

\[
= \pi R t + l(\pi R - \pi r(t))
\]

\[
\leq \pi R t - (\pi R - \pi r(t))
\]

\[
= \pi R(t - 1) + \pi r(t) \leq \pi r(t)
\]

\[
< \pi r_2.
\]

Hence the only possibility for a degree \( n \) action changing with time that crosses the action \( \pi r_2 \) is the degree \( n \) action coming from \( r = 0 \). Its action is \( \pi R t + \varepsilon \).

We get that in \( f_1 \) one must has a bar of length greater than or equal to

\[
(\pi R + \pi r_1) - (\pi R + \varepsilon) = \pi r_1 - \varepsilon \geq \pi R - 2\varepsilon.
\]

Hence \( \beta \geq \pi R - 2\varepsilon \). Since one can choose \( \pi R > w(L) - \varepsilon \) if \( w(L) < A_L \frac{n}{N_L} \), or \( \pi R = A_L \frac{n}{N_L} \) otherwise, one gets an example where \( \beta \geq \min(w(L), A_L \frac{n}{N_L}) - 3\varepsilon \) for any \( \varepsilon > 0 \).

In the case when \( L \) is weakly exact, one proceeds precisely as above, except that the arguments are made considerably easier by the absence of recapping. When the symplectic manifold \( M \) has convex boundary, or is tame at infinity, Lagrangian Floer theory of the closed Lagrangian submanifold \( L \) is well-defined, and the same arguments for it go through.

Finally, in the case \( n = 1 \), the Lagrangian submanifold \( L \) is a simple closed curve in a surface. In case the surface is symplectically aspherical, the above proof applies verbatim. Otherwise \( L \) must be separating, one component of the complement being a disk of area \( A_L \). In this case its minimal Maslov number is \( N_L = 2 \). If the other component is not a disk, it is easy to see that the quantum homology of \( L \) vanishes, hence the spectral norm is not well-defined, however the boundary depth still is. For the constant Hamiltonian \( H \equiv 0 \), it is easy to calculate in this case that \( \beta(L, H) = A_L \).

This brings us to the case when \( L = \mathbb{R}P^1 \), \( M = \mathbb{C}P^1 = S^2 \), and \( L \) divides \( S^2 \) into two disks of equal areas \( A = A_L \). We normalize the symplectic form on \( S^2 \) to have \( A = 1/2 \). Section 6.2 explains a combinatorial approach to the construction of a Hamiltonian deformation \( L' = \phi^1_H(L) \) of \( L \) with boundary depth \( \beta(L, H) > 1/2 - \varepsilon \). However, in this section we explain a different description of this example.

Consider the radial function \( f(r) \) as before, but with the profile depicted in Figure 5.

More precisely choose \( R > 0 \) with \( \pi R = A \). Then the graph of \( f(r) \) joins the points

\[
(0, -\pi Ra/2), (R/2, 0), (R, -\pi Ra/2)
\]

for \( 0 < a < 1 \). We observe that this function, considered on the open ball of capacity \( A \), embedded as described in Section 6.3.1 relative to \( L \), extends to a smooth function on \( S^2 \). However, a more general approach would be to slowly and monotonically increase the slope to 0 near \( r = R \).
A suitable non-degenerate small perturbation \( H \) of \( f(r) \) gives one generator of \( CF(L, H) \) at \( r = 0 \) with index 0 and action \(-\pi Ra/2\) and consequently recapped generators with index \( kN_L \) and action \(-\pi Ra/2 + kA\), two generators at \( r = R/2 \) with index \( d = 1 \) and action 0 hence recapped generators with index \( 1 + kN_L \) and action \( kA \), and finally one generator at \( r = R \), of index 0 and action \(-\pi Ra/2\), hence recapped generators of index \( kN_L \) and action \(-\pi Ra/2 + kA\). Since \( N_L = 2 \) we obtain that there are precisely two generators in each index \( r \in \mathbb{Z} \). This implies for example that either the barcode \( \mathcal{B}_1(L, H) \) in degree 1 or \( \mathcal{B}_0(L, H) \) in degree 0 has finite bars. In either case, one can check that the barcode that has finite bars consists of a unique finite bar, and a unique infinite bar, however this is not important for this argument. The index 1 generators have action 0, the index 2 generators have action \(-\pi Ra/2 + A\), and the index 0 generators have action \((-\pi Ra/2\)). If \( \mathcal{B}_0(L, H) \) has finite bars, then its finite bars have length at least \( \pi Ra/2 \), and if \( \mathcal{B}_1(L, H) \) has finite bars, then its finite bars have length at least \(-\pi Ra/2 + A\). Hence \( \beta(L, H) \geq \min\{\pi Ra/2, -\pi Ra/2 + A\} = \pi Ra/2 \), by the condition that \( \pi R = A \). Fixing \( \epsilon > 0 \), and taking \( a \) sufficiently close to 1, we obtain an example with \( \beta(L, H) > \frac{A}{2} - \epsilon \).

6.2. Example using combinatorial Floer homology. In this section we give another example for a Lagrangian submanifold of \( S^2 \) with boundary depth arbitrarily close to \( \frac{1}{4} \). For this we follow a combinatorial construction of Floer homology on surfaces described, and proven to be equivalent to Floer homology in the framework of Lagrangian intersections, in [35]. For a detailed review of Floer theory in the framework of Lagrangian intersections we refer to [86], and the references therein. In particular, see [86, Section 14.4] where the equivalence of the Floer theory for \( L \) with Hamiltonian perturbation \( H \in \mathcal{K} \) as described in Section 2 and the Floer theory in the framework of Lagrangian intersections of the pair \( L, \phi_H^1(L) \), with suitable additional choices, is shown. The boundary depth does not depend on these choices, and hence can equivalently be computed in either framework.
While in [35] the equivalence of the combinatorial construction and the Floer construction was not fully proven for the case of equators on $S^2$, all indications are that this can be carried out in a quite straightforward way. Since in this section we wish to discuss empirically an additional example, obtained directly from computer experiments carried out by AK, we leave the analytic details to the interested reader, and use the combinatorial Floer homology as it is expected to work.

Let $L_{\text{std}} \subset S^2$ be the standard equator. Let $L \subset S^2$ be the equator described in Figure 6. The order of the intersections of $L$ and $L_{\text{std}}$ are described via the permutation $(1, 4, 3, 2)$. From the fact that each equator divide $S^2$ into two components of area $\frac{1}{2}$ we have the following.

\[
|A_1| + |A_2| + |A_3| = \frac{1}{2},
\]
\[
|A_4| + |A_5| + |A_6| = \frac{1}{2},
\]
\[
|A_2| + |A_5| + |A_6| = \frac{1}{2},
\]
\[
|A_1| + |A_3| + |A_4| = \frac{1}{2}.
\]

One can check that for every choice of $|A_1|, \ldots, |A_6| \in \mathbb{R}^+$ that satisfy these constraints, one can find an appropriate $L$ with the required areas.

We wish to calculate the boundary depth of $CF(L_{\text{std}}, L)$. We will work with the combinatorial definition of Floer homology described in [35]. Note that for the calculation of the Floer complex we only need to know the permutation of the intersections, and the areas of the components of $S^2 \setminus (L \cup L_{\text{std}})$.

The combinatorial Floer complex is generated by $a_1, \ldots, a_4$ over the Novikov ring with coefficients in $\mathbb{F}_2 = \mathbb{Z}/2\mathbb{Z}$, where the quantum variable $q$ has index 2 and action $\frac{1}{2}$. Note that the definition in [35] describes how to calculate the action difference, and the boundary operator $\partial$, but there is freedom in the choice of cappings and indices. One can check that if there is a lune from $a_i$ to $a_j$ then the parity of $i$ and the parity of $j$ are different. This gives us the ability to choose the indices of $a_1, a_3$ to be 0, and those of $a_2, a_4$ to be 1. Then for odd $i$, $\partial a_i = \sum q a_j$, where the sum runs over all even $j$’s that satisfy that there is exactly one lune from $a_i$ to $a_j$ (the other possibilities are zero lunes or two lunes). Similarly for even $i$, $\partial a_i = \sum a_j$, where the sum runs over all odd $j$’s that satisfy that there is exactly one lune from $a_i$ to $a_j$.

One could go over all the possibilities for lunes in our example and get the following.

\[
\partial a_1 = 0,
\]
\[
\partial a_2 = a_1 + a_3,
\]
\[
\partial a_3 = 0,
\]
\[
\partial a_4 = a_1 + a_3.
\]

\footnote{We thank Michael Khanevsky for explaining this to us.}
Figure 6. The blue line is the standard equator, and the green line represents the equator $L$. The intersections are the points $a_1, \ldots, a_4$, and $A_1, \ldots, A_6$ are the areas of connected components of $S^2 \setminus (L \cup L_{std})$. Note that the sum of the areas inside (or outside) each equator must be $\frac{1}{2}$.

The boundary depth is the length of the bar coming from the boundary $a_1 + a_3$, which is the action difference between the minimum between the actions of $a_2$ and $a_4$, and the action of $a_1 + a_3$ which is the maximum between the actions of $a_1, a_3$. We get that the boundary depth is

$$\min(a_2 - a_1, a_2 - a_3, a_4 - a_1, a_4 - a_3).$$

Since the action difference equals the area of the lune between the intersection points, we get that the boundary depth is

$$\min(|A_5|, |A_3|, |A_1|, |A_6|).$$

One can check that under our constraints for $A_1, \ldots, A_6$, an upper bound for the boundary depth is $\frac{1}{4}$, and if we put

$$|A_1| = |A_3| = |A_5| = |A_6| = \frac{1}{4} - \epsilon,$$

$$|A_2| = |A_4| = 2\epsilon,$$

then all the constraints are satisfied, and the boundary depth is $\frac{1}{4} - \epsilon$.

Finally, we remark that roughly the same example gives a boundary depth arbitrarily close to $\frac{1}{2}$ on the annulus $D^*S^1$, where we normalize the total area to be 1. Indeed, one can take the sphere with the Lagrangian submanifolds $L_{std}$ and $L$, and then place two holes inside the areas $A_1$ and $A_5$ respectively. The combinatorics of the lunes stays the same, except that one should remove lunes that pass through $A_1$ or $A_5$. One gets that the boundaries change to

$$\partial a_2 = \partial a_4 = a_3,$$
and still
\[ \partial a_1 = \partial a_3 = 0. \]
Hence the boundary depth is
\[ \min(a_2 - a_3, a_4 - a_3) = \min(|A_3|, |A_6|). \]
By taking
\[ |A_3| = |A_6| = 1/2 - 2\epsilon, \]
\[ |A_1| = |A_2| = |A_4| = |A_5| = \epsilon, \]
one gets that the boundary depth is \( 1/2 - 2\epsilon \), and all the constraints are satisfied.

6.3. Relative ball embeddings. In this section we show the existence of symplectic ball embeddings into a symplectic manifold \( M \) relative to a Lagrangian submanifold \( L \), satisfying Lemma [45] and hence providing lower bounds on \( \overline{\beta}(M, L) \). In particular this proves the sharpness part of Theorem [G]. In this section, for \( R > 0 \), we denote by \( D(R) \) the standard symplectic ball of capacity \( R \) (corresponding to radius \( r = \sqrt{R/\pi} \)).

6.3.1. \( S^1 \subset S^2 \). Recall that we let the total area of \( S^2 \) be equal to 1. Taking a point \( p \) on \( L = S^1 \), it is easy to see that \( S^2 \setminus \{p\} \) is symplectomorphic to the standard open disk \( D \) of area 1, by a symplectomorphism \( \varphi \) sending \( S^1 \setminus \{p\} \) to the real axis intersected with \( D \). Taking the preimage by \( \varphi \) of the closed disk \( \overline{D}(1/2) \) yields the required embedding. This example generalizes to produce an open ball \( D \) of capacity 1 symplectically embedded in \( \mathbb{C}P^n \) isomorphically onto \( D_{st} = \mathbb{C}P^n \setminus \mathbb{C}P^{n-1} \) intersecting \( \mathbb{R}P^n \) exactly along the real part. We call \( D_{st}(1-\epsilon) \) the restriction of this embedding to \( D(1-\epsilon) \). Together with Lemma [45] this shows that the bound in Case \([1]\) for \( n = 1 \), of Theorem [G] is sharp.

6.3.2. \( S^1 \subset D^*S^1 = [-1/2, 1/2] \times S^1 \). It is easy to construct the embedding of a ball of capacity \( 1-\epsilon \) relative to \( L = S^1 \times \{0\} \) by considering \([-1/2, 1/2] \times \{p\} \), for a point \( p \in S^1 \). This, together with Lemma [45] this gives the lower bound
\[ \overline{\beta}(M, L) \geq 1/2 \]
in this case. This generalizes to the existence of a symplectic embedding of a ball of capacity \( 1-\epsilon \) inside \( \mathbb{C}P^n \setminus Q^{n-1} \) relative to \( \mathbb{R}P^n \). The construction follows [74] Section 3. One considers the holomorphic automorphism \( \sigma_t([z_0, \ldots, z_n]) = [z_0, \ldots, t^{-1} \cdot z_n] \) for \( t > 0 \), notes that it preserves \( L = \mathbb{R}P^n \), and that for \( t = T \) sufficiently large, \( \sigma_T(Q^{n-1}) \) lies in the complement of the ball \( \overline{D}_{st}(1-\epsilon) \) from the above example. Considering the preimage \( \overline{D}_0(1-\epsilon) = (\sigma_T)^{-1}(\overline{D}_{st}(1-\epsilon)) \), and observing that \( \sigma_T^*\omega_{FS,n} \) is a Kähler form cohomologous to \( \omega_{FS,n} \), we finish the construction by applying Moser’s method relating these two forms, which can be arranged to produce diffeomorphisms preserving \( L \). In conclusion we obtain the embedding of a ball \( \overline{D}(1-\epsilon) \) of capacity \( 1-\epsilon \) relative to \( L \).

Remark 46. Section [6.2] describes a combinatorial example showing the lower bound \( \overline{\beta}(M, L) \geq 1/2 \). Moreover, it is interesting to observe that this lower bound is twice larger than the one in Case \([1]\) for \( n = 1 \), of Theorem [G].
6.3.3. $\mathbb{C}P^n \cong \Delta \subset \mathbb{C}P^n \times (\mathbb{C}P^n)^{-}$. Observe that $\mathbb{C}P^n \setminus \mathbb{C}P^{n-1}$, where we take $\mathbb{C}P^{n-1} = \{z_n = 0\}$, is symplectomorphic to the open $2n$-dimensional ball $B$ of capacity 1. We shall construct the required ball embedding inside $B \times B^{-}$ so that it intersect $\Delta_B$ exactly along the real part. First of all $B \times B^{-}$ contains a symplectically embedded copy of the open $4n$-dimensional disk $D$ of capacity 1. By a suitable unitary transformation it can be reparametrized to intersect $\Delta_B \subset B \times B^{-}$ exactly along the real part. Then taking the preimage of $\overline{D}(\frac{n}{n+1})$ yields the required embedding into $M = \mathbb{C}P^n \times (\mathbb{C}P^n)^{-}$. We note that this provides the lower bound $\frac{n}{2(n+1)} \beta(M, L)$, which is twice smaller than the upper bound from Theorem G.

However, running the same argument as that for Lemma 45, but in the absolute case, which can in fact be extracted from [108], and applying it to the ball $D_{st}(\frac{n}{n+1}) \subset \mathbb{C}P^n \setminus \mathbb{C}P^{n-1}$ yields, given $\epsilon > 0$, a Hamiltonian $H \in \mathcal{H}_{\mathbb{C}P^n}$, with $\beta(H) > \frac{n}{n+1} - \epsilon$. Applying Section 2.2, we obtain a Hamiltonian $\bar{H} \in \mathcal{H}_{\mathbb{C}P^n \times (\mathbb{C}P^n)^{-}}$ with $\beta(\bar{H}, L) > \frac{n}{n+1} - \epsilon$. We note that instead of the disk $D^{4n}(\frac{n}{n+1})$, the Hamiltonian $\bar{H}$ is supported in the product $D_{st}(\frac{n}{n+1}) \times D_{st}(\frac{n}{n+1})^{-}$. This shows that the bound in Case (2) of Theorem G is sharp.

6.3.4. $S^n \subset Q^n$. As the cases $n = 1, 2$ were covered in previous examples, let $n \geq 3$. The quadric $Q^n$ admits a degree 2 branched cover $\pi : Q^n \to \mathbb{C}P^n$ ramified over $Q^{n-1} \subset \mathbb{C}P^n$, with branch locus $Q^{n-1} \subset Q^n$, such that $L = S^n$ is the preimage of $\mathbb{R}P^n \subset \mathbb{C}P^n$ [7]. An elementary calculation shows that the restriction $\omega_{FS,n+1}|Q^n$ of the Fubini-Study form on $\mathbb{C}P^{n+1}$ to the quadric is cohomologous to $\pi^{*}(\omega_{FS,n})$. Hence fixing $\epsilon > 0$, and considering the preimage under $\pi$ of the ball $D(1 - \epsilon)$ of capacity $1 - \epsilon$, embedded relative to $\mathbb{R}P^n$ inside $\mathbb{C}P^n \setminus Q^{n-1}$ we obtain, by an application of the Moser method relating $\pi^{*}(\omega_{FS,n})$ and $\omega_{FS,n+1}|Q^n$, which can be arranged to produce diffeomorphisms preserving $L$, a symplectic embedding of two disjoint balls of capacity $1 - \epsilon$ each, with real part of each lying exactly on $L$. We note that as $L$ is simply connected, $A_L = A_{Q^n} = 1$ in this case. We refer to [74] Section 3 for related constructions.

Applying Lemma 45 to one of the balls of capacity $1 - \epsilon$, we obtain a Hamiltonian $H \in \mathcal{H}_{Q^n}$ with $\beta(L, H) > \frac{1}{2} - \epsilon$. Since $\epsilon > 0$ was arbitrary, this proves that the bound in Case (3) of Theorem G is sharp.

Remark 47. We expect the upper bound in Theorem G for $L = \mathbb{R}P^n$, $n > 1$, to be sharp, however we were not able to prove this. Note that Lemma 45 does not apply in this case, because $L$ is monotone, with $n > 1$, and $\gcd(N_L, \dim L) = \gcd(n+1, n) = 1$. The best lower bound we were able to produce in this case, by very slightly modifying the argument for case $n = 1$ of Lemma 45, is $\frac{1}{3} \leq \bar{\beta}(M, L)$, and $\frac{1}{4}$ is strictly smaller than the upper bound $\frac{n}{2n+2}$ for $n > 1$. Somewhat similarly, in the case of $\mathbb{H}P^n \subset Gr(2, 2n + 2)$ the explicit embedding of [72] of a ball of capacity $A = \omega([\mathbb{C}P^1])$ adapted in such a way as to intersect $L = \mathbb{H}P^n$ precisely along its real part, yields the lower bound $\frac{1}{2}A$, that is strictly smaller, for $n > 1$, than the upper bound $\frac{n}{n+1}A$ that we have produced.

7. Discussion

We collect a few remarks on related topics and possible future extensions of our results.
Remark 48. Considering the boundary depth $\beta$ of a Hamiltonian diffeomorphism of the sphere $S^2$, for instance, or that of the Lagrangian equator $L_{eq}$ in $S^2$ with a Hamiltonian perturbation, one may wonder whether one can show the existence of a sequence in $\text{Ham}(S^2)$ or in the Hamiltonian orbit of $L_{eq}$ on which $\beta$ tends to infinity. By [113, 114] this would have implied that such a sequence is not contained in a $R$-neighborhood in the Hofer metric of a given quasi-geodesic, or respectively $L_{eq}$, for each $R > 0$. This would have provided an answer to a well-known question of Polterovich and Kapovich from 2006. However, we have shown that this approach, per se, is rather naive, by providing a uniform upper bound on the boundary depth in these two cases.

Remark 49. We discuss the generality in Theorem D. The assumption that $(M,\omega)$ is monotone is not essential for the proof, as soon as the absolute Hamiltonian Floer theory, with associative pair-of-pants products, is well-defined with coefficients in $\mathbb{F}_2$. If in addition $L$ is orientable, one expects this statement to hold in full generality, with coefficients in a field of characteristic 0, by techniques of virtual fundamental cycles in Hamiltonian Floer theory (see [47, 70, 88], [45, 54, 55, 56], and see also [57, 73] for a recent description of the state of the art and further references). In case when the cohomology class of symplectic form is rational, one may instead invoke classical transversality in a suitable way, following [25]. Finally, in case when $L$ is connected, orientable, and relatively spin, following [105] one may improve the bound $h(J,L)$ to the invariant $\Psi(L)$, introduced ibid., that depends only on $L \subset M$ (using virtual techniques for general closed $(M,\omega)$, or [24, 25] when $(M,\omega)$ is rational). Moreover, one can improve the lower bound $\#(L \cap \phi(L)) \geq 1$ to $\#(L \cap \phi(L)) \geq \text{cl}(L,K)+1$, via the cup-length of $L$ for the suitable coefficient field $K$, in the general, possibly non-transverse case, following [11, 52, 96]. These variations would require digressions on perturbation techniques, and on Lusternik-Schnirelman results in Floer theory, and hence shall appear elsewhere.

Remark 50. We remark that the class of examples in Theorem G, $\mathbb{R}P^n, \mathbb{C}P^n, \mathbb{H}P^n, S^n$, consists of compact symmetric spaces of rank one. These are Zoll manifolds, that is they admit metrics all of whose prime geodesics are closed, and have the same period (cf. [13]). Moreover, their Lagrangian embeddings into monotone symplectic manifolds that we consider above can all be obtained by the so-called Zoll cut (see [8]), which is a particular case of the symplectic cut construction [67], applied to the cotangent bundle of these manifolds. The remaining symmetric space with the same property is $\mathbb{O}P^2$, the Cayley projective plane, and it should satisfy the conditions of Proposition 15, with respect to the Zoll cut embedding. However, as this case would require a digression on the octonions and exceptional Lie groups, it shall appear elsewhere.

Remark 51. Finally, we expect it to be possible to extend Theorems E and F to the case when $(M,\omega)$ is (monotone or symplectically aspherical) open tame at infinity, or compact with convex boundary, by working everywhere in the language of Floer cohomology instead of homology.
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