Quantifying the Independent Influences of Land Cover and Humidity on Microscale Urban Air Temperature Variation in Hot Summer: Methods of Path Analysis and Genetic SVR
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Abstract: Mitigating high air temperatures and heat waves is vital for decreasing air pollution and protecting public health. To improve understanding of microscale urban air temperature variation, this paper performed measurements of air temperature and relative humidity in a field of Wuhan City in the afternoon of hot summer days, and used path analysis and genetic support vector regression (SVR) to quantify the independent influences of land cover and humidity on air temperature variation. The path analysis shows that most effect of the land cover is mediated through relative humidity difference, more than four times as much as the direct effect, and that the direct effect of relative humidity difference is nearly six times that of land cover, even larger than the total effect of the land cover. The SVR simulation illustrates that land cover and relative humidity independently contribute 16.3% and 83.7%, on average, to the rise of the air temperature over the land without vegetation in the study site. An alternative strategy of increasing the humidity artificially is proposed to reduce high air temperatures in urban areas. The study would provide scientific support for the regulation of the microclimate and the mitigation of the high air temperature in urban areas.
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1. Introduction

High air temperatures and heat waves, which alter the air physicochemical process and then increase air pollution [1,2], exert severe impacts on both the environment and public health. Many studies have reported that high air temperatures and heat waves are associated with mortality risks and substantial illnesses around the world [3–10]. With the background of global warming [11,12] and heat waves increasing in frequency and intensity [13,14], the global and the regional increases in air temperature continually and increasingly receive special attention from the public and academics [15,16]. As urbanization continues, mitigating high air temperatures and heat risks is a vital challenge for the sustainable development of cities [17], as well as for sustainable development of human society as a whole.

Although it has gradually become a common view that the increase in concentrations of greenhouse gases, which trap outgoing long-wave radiation from the Earth to space, is an influential factor leading to the increase in global air temperature [12,18,19], there is a growing consensus that land cover variation exhibits more local effects on air temperature rather than the global effects produced by greenhouse gas emissions [20,21]. The change of land cover directly modifies the energy budget and
the matter exchange with the atmosphere, and also modifies the circulation of the atmosphere near the land surface, thereby inducing the variation of the local and regional air temperature and leading to the modification of the microclimate [22–24]. This effect, in some cases caused by processes such as deforestation, agricultural practices, and urbanization, may even exceed the effect of greenhouse gases [25,26].

Taking into account the replacements of natural land cover in the city, the increase in urban vegetation is often a recommended strategy for cooling urban areas and mitigating high air temperatures [27–29]. However, increasing vegetation is usually accompanied with an increase in humidity [30,31]. It is difficult to distinguish between the contributions of vegetation and humidity increases to temperature decreases. A key process of vegetation affecting air temperature is evapotranspiration, the loss of water from a plant as a vapor into the atmosphere, which consumes surface energy and increases latent heat, cooling the ambient air temperature. Similarly, higher humidity might lead to dissipation of more of the surface energy as latent heat flux, thereby decreasing the air temperature. According to the energy budget model [32], latent heat flux is proportional to the specific humidity gradient in the vertical direction. Thus, the humidity may also have an important influence on urban air temperature variation. Thereafter, water-based technologies, such as water sprays and fountains, are also proposed to mitigate urban heat and improve thermal comfort through experimental and numerical studies [33–35]. Moreover, the effects of water sprays and fountains are especially significant in cities which are characterized by a high urban density with a low percentage of green areas [36]. In addition, these technologies have been implemented to create pedestrian cool spots during international exhibitions in cities such as Osaka, Seville, Aichi, and Shanghai [37]. Additionally, previous studies have shown that urban heat island (UHI) changes were negatively related to humidity variation, with higher UHIs in lower humidity areas [38,39].

Although the effects of land cover and humidity on air temperature are recognized, the relative magnitude of their influences remains inadequately uncovered, and quantifying the independent contributions of these two factors to the variation of air temperature has received less attention. To improve understanding of microscale air temperature variation in urban areas, we attempt to quantify the independent influences of land cover and humidity on variation of air temperature in hot summer. We conducted air temperature and relative humidity measurements in a field containing two different types of land cover in Wuhan city, China, in the afternoons of hot summer days. We then conducted a path analysis to examine the effects of the land cover and the humidity difference impacting on air temperature differences, with the purpose of quantifying the direct and indirect causal contribution of them. Furthermore, we used support vector regression (SVR), which was combined with a genetic algorithm (GA) to obtain optimal parameters, to fit the relationship of air temperature differences with these two factors. Afterward, we simulated the independent contributions of the two factors to air temperature differences. The direct and indirect links between these two factors and air temperature differences, combined with individual contribution analysis, would provide sound information for urban heat adaptation. The efforts of this work are intended to serve for the microclimate regulation and potential strategies to mitigate high air temperatures and heat waves in urban areas.

2. Materials and Methods

2.1. Field Measurements

Our study site is located at latitude 30°28′30″ and longitude 114°21′27″, in Hongshan District, Wuhan, China. Wuhan, the capital of Hubei Province, is a city with the largest population in Central China. The city has a humid subtropical climate with abundant rainfall, cool winters, and hot summers, and its average elevation is about 37 m above sea level. As one of the Four Furnaces of China, Wuhan is always suffering heat waves and high air temperatures in the summertime. The study site is a flat field consisting of a plot of bush woodland and a plot of concrete land, where we performed the measurements of air temperature and relative humidity. We focus on the period of the hottest time of a
day in hot summer. Therefore, we carried out the measurements between 2:00 p.m. and 2:30 p.m. in the afternoon during sunny days from 17 July to 21 July 2017 by using portable meteorographs. The sky was clear with little cloud on those days. The sensors equipped in the portable meteorographs have an operating range of −35 to 100 °C for temperature and 0% to 100% for relative humidity, and have an accuracy of ±0.5 °C for temperature and ±2% for relative humidity.

In order to clearly quantify the influence of the land cover and the humidity on the air temperature variation, we set a reference point at the boundary between the bush woodland and the concrete land. Meanwhile, we set observation points at every 5 m toward the bush woodland and toward the concrete land from the boundary in the horizontal direction. Both the reference point and the observation points are at a height 1.5 m above the land cover with the purpose of corresponding to the thermal perception of people. A schematic of the points for measurements is shown in Figure 1, consisting of the 26 observation points and one reference point, which are distributed in a line. Two portable meteorographs were used in the measurements. One was used to measure the observation points, another was used to measure the reference point. While the air temperature and the relative humidity of one observation point were measured, those of the reference point were measured simultaneously. We also pay attention to the distance from the observation point to the boundary of the two land plots. The value was set to be negative when the observation point was away from the boundary toward the bush woodland, and was set to be positive when toward the concrete land. This value can represent the impact of the land cover on the observation point.

2.2. Parameter Derivation and Variable Definition

Additionally, the parameter of specific humidity was adopted for analysis in this study. This parameter can be derived from other field measured parameters. We calculated it through the ideal-gas equation of state, the specific humidity could be obtained by

\[ q = \frac{\xi e}{p - (1 - \xi)e} \tag{1} \]

where \( p \) is the total pressure of the air; \( \xi \) is the ratio of the molar mass of water vapor to that of dry air, with a value of approximately 0.622; \( e \) is the vapor pressure of water, which is related to relative humidity (\( \phi \)) by

\[ e = \phi e_s \tag{2} \]

where \( e_s \) is the saturation vapor pressure of water, which is a function of temperature only. Theoretically, the saturation vapor pressure over a plane surface of pure water is calculated by using Clapyron–Clausius equation. In practice, it is usually satisfactory to use the Tetens formulation [40], which is given as
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\[
e_s = w \cdot \exp \left[ \frac{a(T - 273.16)}{T - b} \right]
\]

where \( w = 6.1078 \) hPa, \( a = 17.2693882 \), \( b = 35.86 \), and \( T \) is the thermodynamic temperature.

The objective of this study is to analyze the causality of the microscale air temperature variation. In order to offset the background influence of the weather, especially on different days, we focused on the differences of the air temperature and the relative humidity. Since the mean wind speed of the study site during the measurement time was less than 0.8 m/s and the wind direction often changed, we did not consider the effects of the wind speed and the wind direction in the study; that is, their effects were considered as part of the stochastic error in the models of this study. With the purpose of presenting the analysis process more clearly, the following variables were defined based on the field measurements.

Air Temperature Difference (\( \Delta Ta \)) is the difference between the air temperature of the observation point and that of the reference point; Relative Humidity Difference (\( \Delta RH \)) is the difference between the relative humidity of the observation point and that of the reference point; Specific Humidity Difference (\( \Delta SPH \)) is the difference between the specific humidity of the observation point and that of the reference point; Distance (\( \Delta X \)) is the space between the observation point and the reference point; its value was set to be positive at the concrete land and negative at the bush woodland. This variable was used to indicate the influence of the land cover.

2.3. Path Analysis

Path analysis was used to explore the causality of air temperature variation in the study site. In a path analysis model, the path coefficients describe the strength of causal relationships between variables; the standardized forms of the path coefficients, also called standardized regression weights, are directly analogous to partial correlation coefficients. With the paths, the method can evaluate direct and indirect causal effects of one variable on another [41]. Two priori models representing the relationships between variables are considered in our study, which are illustrated in Figure 2. We hypothesize that increases in \( \Delta X \) would decrease \( \Delta RH \) and \( \Delta SPH \), and would increase \( \Delta Ta \), and that increases in \( \Delta RH \) or \( \Delta SPH \) would decrease \( \Delta Ta \). The direct link path between two variables represents the direct effect between them, while the path between two variables mediated by other variables represents the indirect effect. We then conducted the path analysis based on maximum likelihood (ML) estimation in R by using the lavaan package [42]. The path analysis models were estimated by using t-statistics tests to evaluate the significance of the individual path coefficients. Additionally, the R-squared value was also calculated to reflect the proportion of variance in the response variable that can be accounted for by the explanatory variables.

2.4. Genetic Support Vector Regression

In this study, the genetic support vector regression, a combination of genetic algorithm and support vector regression (SVR), was used to fit the relationship of Air Temperature Difference (\( \Delta Ta \)) with Distance (\( \Delta X \)) and humidity difference (\( \Delta RH \) or \( \Delta SPH \)). The framework of the method is illustrated in Figure 3. Whether to use variable \( \Delta RH \) or \( \Delta SPH \) for input depends on the results of the path analysis. The traditional support vector regression requires some parameters to be set with priority, and the values of these parameters affect the precision of the regression model. Thus, finding the proper values of these parameters is crucial for SVR. Since the genetic algorithm is good at searching for the globally optimal solution of a problem, we introduced it to SVR training to find the optimal values of the parameters. Then, we used the optimal values to obtain the SVR model that represent the approximate relationship of \( \Delta X \) and humidity difference (\( \Delta RH \) or \( \Delta SPH \)) to \( \Delta Ta \). Thereafter, we use the obtained SVR model to simulate the independent contributions of \( \Delta X \) and humidity difference (\( \Delta RH \) or \( \Delta SPH \)) to \( \Delta Ta \). The short description of the SVR is presented in Section 2.4.1, and the description of using the genetic algorithm to find the optimal parameters values for SVR is presented in Section 2.4.2. The SVR
process was implemented by employing the LIBSVM package [43], which is a library for support vector machines.

\[ y = f(x) = w^T \varphi(x) + b \]  

(4)

where \( \varphi \) represents the nonlinear mapping function transforming \( x \) into a higher dimensional feature space; \( w \) is a weight vector of which the dimension is same as the feature space of \( \varphi \); \( b \) is the bias. In the situation of this study, \( x \) represents a vector that consists of \( \Delta X \) and humidity difference (\( \Delta SPH \)), and \( y \) represents \( \Delta Ta \). To evaluate the fitting error of the model, a loss function was used in SVR. The most commonly used loss function is the \( \varepsilon \) insensitive, which is defined as

\[ V(x, y, f) = \left| y - f(x) \right|_\varepsilon = \max\{0, \left| y - f(x) \right| - \varepsilon \} \]  

(5)

Figure 2. Two priori models for path analysis. (a) Priori model one; (b) Priori model two.

**Figure 3.** Framework of the genetic support vector regression.

### 2.4.1. Support Vector Regression

Support vector regression (SVR) is a statistical technique to fit regression models by using support vector machine (SVM), which is a supervised learning method based on statistical learning theory and is also widely used in classification. Through introducing kernel function, SVR has a remarkable advantage in dealing with nonlinear problems. Given a training sample \( S = \{(x_1, y_1), \ldots, (x_n, y_n)\} \), the regression function that approximates the true relationship between \( y_i \) and \( x_i \) in SVR is specified in the following form:
A desirable solution of regression requires the model both to be flat and have a small fitting error. Flatness means that the norm of the weight coefficient vector $w$, representing the length in the high dimensional feature space, should be small; the small fitting error emphasizes that the sum of the loss function should be minimum. Then, the problem can be written as an optimization:

$$\min \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} V(x_i, y_i, f),$$

where $C$ is a constant ($C > 0$) controlling the trade-off between the flatness and the tolerable fitting error. By using Lagrangian transformation and applying the Karush–Kuhn–Tucker (KKT) complementary conditions, we acquire the dual form of the optimization problem, which is described as

$$\max -\frac{1}{2} \sum_{i,j=1}^{n} (\alpha_i - \alpha_i^*) (\alpha_j - \alpha_j^*) \langle \varphi(x_i), \varphi(x_j) \rangle - \frac{1}{2} \sum_{i=1}^{n} (\alpha_i + \alpha_i^*) + \sum_{i=1}^{n} y_i (\alpha_i - \alpha_i^*),$$

subject to:

$$\sum_{i=1}^{n} (\alpha_i - \alpha_i^*) = 0,$$

$$0 \leq \alpha_i, \alpha_i^* \leq C, i = 1, \cdots, n,$$

where $\alpha_i$ and $\alpha_i^*$ are Lagrange multipliers, and $\langle \varphi(x_i), \varphi(x_j) \rangle$ donates the inner product of $\varphi(x_i)$ and $\varphi(x_j)$. Since Equation (7) is a quadratic function depending only on $\alpha_i$ and $\alpha_i^*$, it can be solved by Sequential Minimal Optimization (SMO) algorithm or Quadratic Programming (QP) techniques. Furthermore, using the so-called kernel function expressed as an inner product,

$$k(x_i, x_j) = \langle \varphi(x_i), \varphi(x_j) \rangle,$$

the regression function of Equation (4) can be given as

$$f(x) = \sum_{i=1}^{n} (\alpha_i - \alpha_i^*) k(x_i, x) + b.$$

Four types of kernel functions are commonly used in SVR models; these are linear, polynomial, radial basis function, and sigmoid. In this study, we adopted the sigmoid kernel, for it performs similarly to the radial basis function for certain parameters [44] but may be better than radial basis functions in global trends. The sigmoid kernel is defined as:

$$k(x, x') = \tanh(\gamma x^T x' + r), \gamma > 0,$$

where $\gamma$ is the regularization coefficient and $r$ is the bias term.

2.4.2. Genetic Algorithm to Optimize SVR Parameters

In SVR training, the values of parameters $C$, $\varepsilon$, $\gamma$ and $r$, respectively, in Equations (6), (7) and (11), must be given with priority, and these values would affect the precision of the regression model. To find the optimum values, Genetic algorithm (GA) and a five-fold cross-validation were employed in this study. The derivative-free optimization strategy, as a type of population-based evolutionary algorithm, allows GA to always yield a global optimum solution. We used the mean square error (MSE) between predicted values and observed values to measure the prediction accuracy of the regression model. The MSE is defined as

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2,$$
where \( \hat{y}_i \) is the predicted value of the regression model with respect to \( x_i \); \( y_i \) is the \( i \)th observed value of \( y \) in the training sample. In addition, the coefficient of determination was calculated to indicate the prediction accuracy of the model in this study, which is given as

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (\hat{y}_i - y_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2} = 1 - \frac{n \cdot MSE}{\sum_{i=1}^{n} (y_i - \bar{y})^2}.
\]  
(13)

The overall procedure of a genetic algorithm for finding optimum values of \( C, \varepsilon, \gamma \) and \( r \) is shown in Figure 4. The algorithm begins with the random initialization of a population, in which each chromosome denotes a set values of \( C, \varepsilon, \gamma \) and \( r \) that use a real-number representation. Then SVR training with five-fold cross-validation was performed, and the fitness values of the population were calculated. The fitness function is as follows:

\[
F = \frac{1}{MSE}.
\]  
(14)

![Figure 4. Over flowchart of genetic support vector regression (SVR) training to optimize parameters.](image)

The GA operators, which consist of selection, crossover, and mutation, as well as SVR training were repeatedly conducted. Additionally, the fitness values of the population were repeatedly evaluated until the fitness function becomes steady in the sense that its value of the best population does not change for several generations. In this case, GA is said to be converged. The best population provided by GA convergence will be close to the global minimum of the MSE, thus obtaining the optimum values of \( C, \varepsilon, \gamma \) and \( r \). Then, we introduced these optimum values to SVR training, and used the whole measured data for it, without cross-validation. Thereafter, we obtained the SVR model that represents the relationship of \( \Delta X \) and humidity difference (\( \Delta RH \) or \( \Delta SPH \)) to \( \Delta Ta \), in the form of Equation (10).

After establishing the SVR model, we used it to simulate the \( \Delta Ta \) with \( \Delta X \) and humidity difference (\( \Delta RH \) or \( \Delta SPH \)). In detail, we ran the SVR model by varying the value of one input and fixing the value of another input to obtain the output value, and then evaluated the range of the variation of the output to explore the relationship of the output with the varied input, thereafter quantifying the independent contributions of \( \Delta X \) and humidity difference (\( \Delta RH \) or \( \Delta SPH \)) to \( \Delta Ta \).
3. Results and Discussion

3.1. Distributions of $\Delta T_a$ and $\Delta R_H$ of the Two Land Covers

Through field measurements, a dataset with a sample size of 130 was obtained. Figure 5 displays the box plots of the Air Temperature Difference ($\Delta T_a$) and the Relative Humidity Difference ($\Delta R_H$) of the bush woodland and the concrete land. It can be seen that the $\Delta T_a$ is obviously different between these two land covers, as is the $\Delta R_H$. Furthermore, the $\Delta T_a$ of the concrete land is generally larger than 0, which indicates that the air temperatures of the concrete land are generally higher than those of the reference point. When considering the bush woodland, the $\Delta T_a$ is generally less than 0, indicating the air temperatures generally lower than those of reference point. As to the relative humidity, the values of the bush woodland are generally higher, and the values of the concrete land are generally lower than those of the reference point.

![Figure 5. Box plots of Air Temperature Difference ($\Delta T_a$) (a) and Relative Humidity Difference ($\Delta R_H$) (b).](image)

Additionally, Kruskal–Wallis one-way analysis of variance (ANOVA) was performed to further validate whether the $\Delta T_a$ and the $\Delta R_H$ distributions significantly vary by land covers. The results are shown in Table 1 and suggest that the distributions of $\Delta T_a$ and $\Delta R_H$ are significantly distinguished between the two land covers ($p < 0.001$).

| Variable                          | Chi-Square | DF | Prob (> Chi-Square) |
|-----------------------------------|------------|----|---------------------|
| Air Temperature Difference ($\Delta T_a$) | 94.13      | 1  | 0.0000              |
| Relative Humidity Difference ($\Delta R_H$) | 83.26      | 1  | 0.0000              |

3.2. Effects of Variables on $\Delta T_a$ in Priori Models

We conducted the path analyses of the two priori models illustrated in Figure 2, respectively. The path analysis results of priori model one are shown in Table 2. As can be seen, $\Delta X$ and $\Delta R_H$ explain 87% variation of the $\Delta T_a$, and $\Delta X$ and $\Delta R_H$ have direct effects of 0.143 and $-0.822$, respectively. The fact that the effect of $\Delta X$ is positive indicates that the farther away from the reference point toward concrete land, the higher the air temperature, and the farther toward bush woodland, the lower the air temperature. This suggests that the land cover has a direct effect on air temperature; that is, the concrete land has higher air temperature than the bush woodland. As to $\Delta R_H$, the negative effect indicates that an increase in relative humidity is to cause a decrease in air temperature.
The corresponding physical meanings may be changed when considering other priori models. For this study, to identify the direct and the indirect effects of land cover on air temperature in physics, as seen from the models in Figure 2, it can be argued that the direct effect is the impact from the processes including net radiation absorption, sensible heat conduction, etc., but excluding the evapotranspiration. In contrast, the indirect effect is the impact from the evapotranspiration process. The corresponding physical meanings may be changed when considering other priori models.

| Response Variable | Path            | Standardized Path Coefficient | t-Statistic | Prob (>|t|) | R-Square |
|-------------------|-----------------|-------------------------------|-------------|------------|----------|
| Air Temperature Difference (ΔTa) | ΔTa ← ΔX \(^1\) | 0.143                         | 4.181       | 0.000      | 0.870    |
| Relative Humidity Difference (ΔRH) | ΔRH ← ΔX | −0.740                        | −12.741     | 0.000      | 0.547    |

\(^1\) Representing the path from ΔX to ΔTa.

Moreover, the absolute value of the direct effect of ΔRH is much larger than that of ΔX. However, 54.7% variation of the ΔRH can be explained by the ΔX, and the direct effect of ΔX on ΔRH is −0.740. Then, we can obtain that the indirect effect of ΔX on ΔTa is 0.608 = (−0.822) × (−0.740), and the total effect of the ΔX on ΔTa is 0.751 = 0.143 + 0.608, which is very large and only a little less than the absolute value of the effect of ΔRH. This explains why the land cover significantly affects the variation of the local air temperature, but the results also indicate that most of this effect is indirect and mediated through the ΔRH, which implies that we can modify the effect through the mediated factor without land cover change.

The path analysis results of priori model two are shown in Table 3. As to this model, the t-statistics test results of the path coefficients are also significant. However, ΔX and ΔSPH only explain 57.4% of the variation of the ΔTa. Additionally, ΔX can only explain 15% variation of the ΔSPH, while ΔX explains 54.7% of the ΔRH in priori model one. The results suggest that there would be additional factors combined to explain the variation of the ΔSPH. For example, the area with higher saturation specific humidity may be more likely to have higher specific humidity. As to ΔTa, the latent heat flux accounts for part of its variation in physical perspective. Meanwhile, the latent heat flux is directly proportional to the vertical specific humidity gradient. This gradient may perhaps also be affected by saturation specific humidity. Perhaps even the same specific humidity near the land surface in the condition with higher saturation specific humidity may present a smaller specific humidity gradient in the vertical direction compared with in the condition with lower saturation specific humidity, for the upper specific humidity might be higher in the former condition than in the latter condition. Thus, ΔSPH may be not enough to explain the variations of the ΔTa affected by latent heat flux. The results of path analysis with respect to priori model two also indicate that the absolute value of the effect of ΔSPH on ΔTa is very small, although the effect is negative.

| Response Variable | Path            | Standardized Path Coefficient | t-Statistic | Prob (>|t|) | R-Square |
|-------------------|-----------------|-------------------------------|-------------|------------|----------|
| Air Temperature Difference (ΔTa) | ΔTa ← ΔX | 0.709                         | 13.025      | 0.000      | 0.574    |
| Specific Humidity Difference (ΔSPH) | ΔSPH ← ΔX | −0.387                        | −4.776      | 0.000      | 0.150    |

For the end of this section, we want to further clarify the terminologies of “direct effect” and “indirect effect” in this study to avoid possible misunderstandings. The two terminologies, which are defined in Section 2.3, are just based on the priori path analysis model. Their meanings may not exactly correspond with the physical processes but are just convenient to reflect the links between the factors considered in the study. In physics, we note that sometimes it is difficult to distinguish between direct and indirect effects, for almost any physical process can be broken down into many subprocesses. For this study, to identify the direct and the indirect effects of land cover on air temperature in physics, as seen from the models in Figure 2, it can be argued that the direct effect is the impact from the processes including net radiation absorption, sensible heat conduction, etc., but excluding the evapotranspiration. In contrast, the indirect effect is the impact from the evapotranspiration process. The corresponding physical meanings may be changed when considering other priori models.
3.3. Independent Contributions of $\Delta X$ and $\Delta RH$

Since $\Delta X$ and $\Delta RH$ explain more variation of the $\Delta Ta$ than $\Delta X$ and $\Delta SPH$ according to path analysis, we used genetic SVR to fit the relationship of $\Delta Ta$ with $\Delta X$ and $\Delta RH$. We carried out the SVR training combined with GA to find the optimum values of $C$, $\varepsilon$, $\gamma$, and $r$, which are, respectively, 85.214, 0.1250, 0.6153, and $-1.3775$. The MSE of the five-fold cross-validation was 0.4378, and the corresponding coefficient of determination was 0.878. Then, we set the parameters $C$, $\varepsilon$, $\gamma$, and $r$ to the optimum values, and used the whole measured data for SVR training without cross-validation. This time, the MSE was 0.3703 and the coefficient of determination was 0.897. These results indicate that the SVR model is with good fitness. Thereafter, we used the SVR model to simulate independent contributions of $\Delta X$ and $\Delta RH$ to $\Delta Ta$.

First, we varied the $\Delta X$ from $-65$ to 65 m, keeping the $\Delta RH$ at 0, and then used the SVR model to calculate $\Delta Ta$. The simulation results are shown in Figure 6. It can be seen that at the concrete land ($\Delta X > 0$), the $\Delta Ta$ is positive and increases as the $\Delta X$ increases. When at the bush woodland, the $\Delta Ta$ is negative, and its absolute value also increases as the absolute value of $\Delta X$ increases.

![Figure 6. Air Temperature Difference ($\Delta Ta$) varying with Distance ($\Delta X$) at $\Delta RH = 0$.](image)

We also analyzed the derivative of $\Delta Ta$ to $\Delta X$. The derivative reached a peak of 0.013 °C/m at the $\Delta X$ of around 0 (Figure 6). When only considering the effect of the land cover, it means that the change rate of the air temperature is at its maximum at the boundary between the two land plots, and that the increase rate at the concrete land and the decrease rate at the bush woodland both become slower as the distances from the boundary increase.

Second, we maintained the $\Delta X$ at 0 and varied the $\Delta RH$ from $-15\%$ to 15%, calculating the $\Delta Ta$ by using the SVR model. As seen from Figure 7, the $\Delta RH$ has considerable influence on the $\Delta Ta$. When the relative humidity is 15% less than the reference point, the air temperature could be about 5 °C higher than the reference point; when the relative humidity is 15% larger, the air temperature could be about 2 °C lower. In contrast, as $\Delta X$ varies from $-65$ to 65 m, the absolute values of the $\Delta Ta$ are not more than 0.6 °C (Figure 6).

Additionally, Figure 7 shows the derivative of the $\Delta Ta$ to the $\Delta RH$. As can be seen, the absolute value of the derivative is maximum at the $\Delta RH$ of about $-11.5\%$, not at the $\Delta RH$ of 0. This is because the temperature decrease rate is influenced by the context of the relative humidity. In this study, the average value of the relative humidity with respect to the reference point is 47.1%. Thus, the influence of increasing relative humidity on decreasing air temperature might be largest when the relative humidity is 35.6%. In this situation, relative humidity increasing by 1% would lead to air temperature decreasing by approximately 0.37 °C (Figure 7).
According to the simulation results, the values of ∆Ta correspond to these two values of the ΔRH are, respectively, 2.45 and 3.38 °C (Figure 8), which are almost consistent with the average and the 75% quantile values of observed ΔTa in observations are 2.42 and 3.43 °C mentioned above. Now, it could be safe to conclude that the contribution of the land cover is about 0.40 °C (at the point of ΔRH = 0 in Figure 8) and the contributions of the relative humidity differences are about 2.05 and 2.98 °C. By only considering the point at ΔRH of −6.84%, which is the average ΔRH of the concrete land, the percentage contribution of the land cover and the relative humidity difference could be obtained with 16.3% = 0.40/2.45 and 83.7% = 2.05/2.45, which could be considered as the average contribution levels of these two factors to the rise of the air temperature at the concrete land in the study site.

Figure 7. Air Temperature Difference (ΔTa) varying with Relative Humidity Difference (ΔRH) at ΔX = 0.

Furthermore, considering the concrete land, the average value of the ΔTa in observations is 2.42 °C, and the 75% quantile value of the ΔTa in observations is 3.43 °C (Figure 5a). Since the contribution of the ΔX is less than 0.6 °C (Figure 6), the contributions of the ΔRH are nearly 1.82 and 2.83 °C. We further simulated the ΔTa with the ΔX of 30 m, near the center of the concrete land, by varying the ΔRH. The simulation results are shown in Figure 8. Meanwhile, the average and the 25% quantile observed values of the ΔRH at the concrete land are −6.84% and −9.80%, respectively (Figure 5b). According to the simulation results, the values of ΔTa corresponding to these two values of the ΔRH are, respectively, 2.45 and 3.38 °C (Figure 8), which are almost consistent with the average and the 75% quantile values of observed ΔTa (2.42 and 3.43 °C mentioned above). Now, it could be safe to conclude that the contribution of the land cover is about 0.40 °C at the point of ΔRH = 0 in Figure 8) and the contributions of the relative humidity differences are about 2.05 and 2.98 °C. By only considering the point at ΔRH of −6.84%, which is the average ΔRH of the concrete land, the percentage contribution of the land cover and the relative humidity difference could be obtained with 16.3% = 0.40/2.45 and 83.7% = 2.05/2.45, which could be considered as the average contribution levels of these two factors to the rise of the air temperature at the concrete land in the study site.
3.4. Implication for High Air Temperature Mitigation

To mitigate high air temperatures and heat waves in a city, increasing green land is an often-proposed strategy. However, when in the built-up area, this strategy might be difficult to apply. The results of this study would shed light on the mitigation of high air temperatures in this situation. Although the concrete land appears with higher air temperature than the vegetated land, path analysis results show that, actually, the direct effect of $\Delta X$ on $\Delta T_a$ is small, while its indirect effect mediated through $\Delta RH$ is larger than four times the value of the direct effect. Moreover, the direct effect of $\Delta RH$ is nearly six times that of $\Delta X$, even larger than the total effect of the $\Delta X$. The simulation results by using the SVR model also show that the independent contribution of the $\Delta X$ is not more than one-fifth that of the $\Delta RH$.

The study results suggest that the relative humidity difference plays a key role in air temperature difference. If a land cover experiences no change, it might be impossible to offset its direct effect on air temperature difference. However, it is possible to modify the indirect effect by controlling the linkages. The fact that the indirect effect of the land cover is much larger than the direct effect is also benefit for decreasing the total effect on air temperature difference by regulating the mediated factor, relative humidity difference.

Therefore, an alternative strategy to reduce the local high air temperature of the city, especially in the built-up area, is to increase the humidity artificially. In fact, an increase in relative humidity by 5–10% might obtain a good effect. As can be seen from Figure 8, the 10% lower relative humidity could lead to a 3.0 °C higher air temperature, and 5% lower relative humidity could lead to a 1.5 °C higher temperature, compared with the reference point. Thus, we can assume that if we compensate the relative humidity with a 5–10% increase in the concrete land of the study site, the air temperature might decrease 1.5–3.0 °C.

In fact, the measures associated with the strategy of increasing humidity to reduce ambient air temperature have been known for centuries, and have recently been developing and are being tested around the world. Santamouris et al. [45] reviewed the systems with respect to these measures such as pools, ponds, water sprinklers, and fountains, and found that water spraying was the most effective at cooling air temperature. The case studies of theoretical calculations in Beirut, Lebanon, and experiments in Seville, Spain, displayed that the average temperatures of the ambient air decreased between 3 and 4 °C by using water spray systems. Additionally, in Japan, where most of the cities have humid subtropical climates, use of water mist spraying is increasing popular to cool urban spaces and yields temperature reductions about 2–3 °C on hot summer days [46,47]. These studies support our discussion above to some extent, and indicate that increasing the humidity artificially, such as by water spraying, is a workable solution for mitigating high urban air temperatures in many cities. As to our study, the path analysis and the SVR simulation results illustrate that increasing humidity could be an effective strategy available to cool air temperature compared with expanding vegetation.

Furthermore, spray cooling is easily integrated in existing city infrastructures and is extremely versatile, with high local impacts in a cost-effective and controllable way [47]. The technology can be implemented on pavements and squares without vegetation. Of course, the application of this technology depends on the climatic context. Previous studies suggested that the water mist system should be stopped when the relative humidity is over 70% [33,48,49].

4. Conclusions

Given the adverse influences posed by high air temperatures and heat waves and in the light of the views that land cover changes impact on local climate, this study performed the field measurements of air temperature and relative humidity. Thereafter, the study used path analysis to examine the direct and indirect effects of land cover and humidity differences on air temperature differences, and employed an SVR simulation to quantify the independent contributions of the two factors to it. The test results of the path analysis indicate that land cover and relative humidity difference can explain most variation of the air temperature difference, and that the path coefficients are very significant.
Additionally, the training results of the SVR model, combined with genetic algorithm, show that the SVR model could fit the air temperature difference very well.

The path analysis illustrates that the total effect of land cover on air temperature difference is large. However, most of the effect is indirect and mediated through relative humidity difference, with a small direct effect on air temperature difference. In contrast, the direct effect of relative humidity difference on air temperature difference is very large, even a little larger than the total effect of land cover. Moreover, the SVR simulation further reveals that the relative humidity difference could contribute much more to air temperature difference compared with land cover. These results suggest that relative humidity differences significantly affect air temperature differences. The higher air temperature on land cover without vegetation might be mostly due to the lower humidity compared with vegetated land cover.

Even though expanding vegetation is often recommended by many studies, the results of this study imply that increasing humidity artificially could be an alternative strategy to reduce the local high air temperature of the city. This strategy might be especially useful and effective in built-up areas. Our study identifies the effect of relative humidity difference and quantifies its contribution to air temperature differences in the study site, and thereby would provide additional scientific support for the effectiveness of the strategy relevant to increasing humidity.

One limitation of this study is that there is a need to further illustrate the physical mechanism of the effect of relative humidity difference on air temperature difference. Thus, the effect of relative humidity difference on the specific humidity gradient in the vertical direction should be addressed. The study has illustrated that the effect of specific humidity differences on air temperature differences is small. Therefore, only considering the specific humidity variation would be not enough. Instead, the variation of the vertical specific humidity gradient must be focused on in future. Another limitation of the study is that the effects of wind speed and wind direction are not considered, although the wind speed of the study site is small. Since the wind speed and the wind direction often change, their effects on air temperature variation are complex. To address this problem, it is required to redesign the study. We will focus on the above limitations in future work. Regardless of the limitations, however, the studies are encouraging.
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