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Abstract

In this work, we describe a toolbox to realize and probe synthetic axial gauge fields in engineered Weyl semimetals. These synthetic electromagnetic fields, which are sensitive to the chirality associated with Weyl nodes, emerge due to spatially and temporally dependent shifts of the corresponding Weyl momenta. First, we introduce two realistic models, inspired by recent cold-atom developments, which are particularly suitable for the exploration of these synthetic axial gauge fields. Second, we describe how to realize and measure the effects of such axial fields through center-of-mass observables, based on semiclassical equations of motion and exact numerical simulations. In particular, we suggest realistic protocols to reveal an axial Hall response due to the axial electric field $E_5$, as well as axial cyclotron orbits and chiral pseudo-magnetic effect due to the axial magnetic field $B_5$.

1. Introduction

Gauge theories—those that are invariant under a group of local transformations—span various subjects of modern physics. Artificial generation of gauge fields, such as those emanating from electromagnetism, can be realized and probed not only in condensed matter [1], but also in engineered lattice systems, such as cold atoms in optical lattices [2–5] and photonic crystals [6, 7]. A recent example in solid state physics was the realization and successful manipulation of artificial gauge fields in Graphene [8]. In this case, the effective gauge fields emerge from a strain field that couples to the Dirac quasiparticles in this material. Spatial derivatives of the strain field define a gauge field that, unlike the electromagnetic gauge field, couples with opposite signs to each valley (Dirac node). In parallel, synthetic systems have also been successful in emulating and controlling effective electromagnetic gauge fields [2–4, 6, 7]. Examples include the recent optical lattice realization and characterization of the Hofstadter and Haldane models [9–16], which open the possibility of probing exotic topological states in ways that are challenging to realize in condensed matter, such as monitoring ‘heating’ [17]. Interestingly, effective magnetic fields could also be engineered by combining strain methods and optical lattice technologies, as was recently proposed in [18].

Engineered gauge fields not only provide an intriguing and promising avenue towards the control of electronic properties of two-dimensional materials [1], they also lie at the core of the recently discovered three-dimensional Weyl semimetals [19–31]. The band structure of Weyl semimetals hosts a set of band-touching points around which quasiparticles disperse as massless Weyl fermions [32–35]. This description assigns quasiparticles chirality, a quantum number that reflects the parallel or anti-parallel orientation of the spin with respect to the momentum of massless particles. Weyl fermions appear in the Brillouin zone in pairs of opposite chirality [36–39]: they are separated in energy-momentum space by a four-vector $b_\mu = (b_0, \mathbf{b})$. Unlike in Graphene, the gapless touching points, known as the Weyl nodes, do not necessarily coincide with a high-symmetry point of reciprocal space in the absence of strain. However, similar to Graphene, it was recently realized [19] that strain can...
promote $b_\mu$ to a local vector field that couples with opposite signs to opposite chiralities, termed the chiral or axial gauge field. This identification enables one to define an axial magnetic field $B_5 = \nabla \times b(r, t)$ and an axial electric field $E_5 = - \nabla \cdot \rho_b(r, t) - \partial_t b(r, t)$ in analogy with the usual electromagnetic fields.

Several groups have used this powerful analogy to predict novel phenomena and provide a different perspective on the properties of Weyl semimetals [20–22, 24–27, 30, 40–45] and Helium-3 [32, 46, 47]. Analogous to the positive magneto-conductivity proportional to magnetic field anomaly [48], a strain field that creates a constant as the zeroth pseudo-Landau levels due to a strain induced pseudo-magnetic oscillations [27]. Moreover, the contribution of axial gauge fields to pseudo-magnetic oscillations [27, 30, 40] is predicted to result in a strain enhanced conductivity [20, 21]. Additionally, a strain induced $B_5$ can lead to pseudo-magnetic oscillations [27]. Moreover, the surface states of Weyl semimetals can be reinterpreted as the zeroth pseudo-Landau levels due to a $B_5$ field localised at the boundary [21, 49]. This is a fruitful re-interpretation of the origin of the surface states: it is a natural framework to treat smooth interfaces between topological states [21, 50–53], as well as edge states in the strained Haldane model [54]. Finally, through this identification, the contribution of axial gauge fields to $3 + 1$ dimensional anomalies known in the high-energy literature [55] could be in principle explored in full [20, 21, 40, 56]. Of particular interest is the difference between covariant and consistent versions of the anomaly (see [57] and references therein for a review) which have been shown to matter even at the kinetic theory level [25].

Despite the intriguing predictions and exciting prospects above, the realization of controllable and sizeable axial gauge fields is challenging in condensed matter. Although realistic proposals exist, they rely on interface strain effects, defects [21] or bulk strain patterns that are so far difficult to engineer at will [20].

In this work, we investigate a host of phenomena that are made possible by axial gauge fields in engineered Weyl semimetals. We specifically focus on ultra-cold atomic realizations, where we show that simple tuning of the lattice enables arbitrary control over the axial fields of interest. We argue that these axial fields are more readily controllable over a larger dynamic range than their condensed matter counterpart, which combined with the pristine nature of optical lattices for ultra-cold atoms suggests these systems as ideal platforms for studying Weyl physics. Furthermore, while it is not straightforward to perform conventional transport experiments in cold-atom experiments (see [58] for a review), these synthetic systems are conducive to dynamical (in situ) density measurements. In particular, wavepacket dynamics often serve as ideal probes for extracting electromagnetic responses [11, 59–62]. Therefore, using a semiclassical wavepacket formalism, we show how various responses to engineered gauge and axial gauge potentials give rise to measurable quantities in realistic experimental settings that are unique to axial electro-magnetic fields. Our work complements previous Kubo-based approaches on lattice models [22, 23, 27] that compute transport properties arising due to the presence of axial fields.

In section 2 we set the stage by introducing notations and discussing two realistic models that allow to control axial-gauge fields in realistic setups. In section 3 we discuss signatures of the axial fields that can be probed in experiment monitoring wavepacket dynamics. Finally in section 4 we discuss our results and present some concluding remarks.

2. Models and axial gauge fields

In this section, we discuss the basic ingredients that are needed for the realization of axial gauge fields in (engineered) Weyl semimetals. Based on two experimentally-relevant lattice models, we describe how such axial gauge fields naturally emerge as one modulates the model parameters in space or in time; this analysis also highlights the tunability of these fields under realistic conditions. Finally, we discuss optical lattice realizations of these two toy models.

2.1. Axial gauge fields

As a starting point we review how, in the low-energy theory close to the Weyl nodes, the four-vector, $b_\mu = (b_0, \mathbf{b})$ denoting the separation between two Weyl points can be reinterpreted as a chiral or axial gauge field [19]. The time-like component $b_0$ denotes the Weyl node separation in energy space, and the space-like component $\mathbf{b}$ denotes their separation in momentum space. This identification naturally follows from the low-energy Hamiltonian for the two decoupled Weyl nodes, which can be generically represented as

$$H_{\text{WSM}}^{\text{eff}} = \sum_{\eta = \pm 1} \left[ \eta b_0 \mathbf{L} + \sum_{i,j=x,y,z} \left[ \mathcal{D}^{(\eta)} \right]_{ij} \sigma^i (k_j - \eta b) \right],$$

where $\text{sgn}(\text{Det}[\mathcal{D}^{(\eta)}]) = \eta (= \pm 1)$ denotes the chirality of the Weyl node located at momentum $k = \eta \mathbf{b}$ and energy $\varepsilon = \eta b_0$. Comparing equation (1) with that of a fermion of charge $e$ minimally coupled to an external gauge field $A_\mu = (\Phi, \mathbf{A})$ via $\mathcal{H}(k) \rightarrow \mathcal{H}(k) - e \mathcal{A}_\mu$ immediately leads to the identification of the Weyl node separation $b_\mu$ as an effective gauge potential experienced by the Weyl fermions. Henceforth we work in units where $e = \hbar = 1$. Also, all lengths are in units of the lattice constant and all time scales are in units of inverse hopping amplitude of the lattice Hamiltonians, which we specify below.

A few remarks are in order. First, the axial gauge potential $b_\mu$ couples to the Weyl fermions with different signs, depending on their chirality, and thus it resembles an axial gauge field $A_\mu^a$ for Weyl fermions employed in high-energy physics [55]. However, it is
important to keep in mind that, unlike the axial gauge field \( A_0^\mu \) introduced in the high-energy context, a gauge configuration of \( b^\mu \) is in fact observable in the present framework. This seemingly innocent remark has key implications, such as the vanishing of the chiral magnetic effect in Weyl semimetals [56, 63]. Second, the effective model \( \mathcal{H}_{\text{WSM}}^{\text{eff}} \) breaks inversion symmetry \( (I) \) if \( b_0 \neq 0 \) and time-reversal symmetry \( (T) \) if \( b_0 \neq 0 \). These symmetries can be restored by introducing a suitable number of copies of the Hamiltonian (1), as will be explained shortly.

In the following, we are interested in situations where the parameters of a microscopic lattice Hamiltonian \( \mathcal{H}_{\text{WSM}} \), which describes a Weyl semimetal, are varied in space and/or time. We will assume that such modulations are performed on timescales that are much slower than the intrinsic timescales of the system (e.g. as set by the bandwidth of the single-particle energy spectrum), and on length-scales that are much longer than the intrinsic length-scales (e.g. the lattice spacing). Under such assumptions, these modulations then directly affect the low-energy Hamiltonian (1) through smooth spatiotemporal dependences, in particular \( b_\mu \rightarrow b_\mu (\mathbf{r}, t) \). This immediately allows for the definition of an axial electric and magnetic fields,

\[
E_\mu (\mathbf{r}, t) = - \nabla_\mu b_0 (\mathbf{r}, t) - \partial_\mu b_\mu (\mathbf{r}, t), \tag{2a}
\]

\[
B_\mu (\mathbf{r}, t) = \nabla \times b_\mu (\mathbf{r}, t), \tag{2b}
\]

which, at low energies can be regarded as effective external fields, which have direct consequences on transport properties (see section 3). In a lattice tight-binding model, the locations and energies of Weyl nodes would generically depend on all the parameters entering the microscopic Hamiltonian. However, the identification of realistic schemes realizing non-trivial configurations of \( E_\mu (\mathbf{r}, t) \) or \( B_\mu (\mathbf{r}, t) \) requires a careful analysis of simple Weyl semimetal models, as we now illustrate.

### 2.2. Axial gauge fields from a simple lattice model

In this subsection, we discuss how arbitrary configurations of \( E_\mu \) and \( B_\mu \) (equation (2)) can be obtained by modifying a simple Weyl semimetal Hamiltonian, suitable for cold-atom implementations [64]. The lattice model of [64] is defined on a cubic lattice, and is captured by the tight-binding Hamiltonian

\[
\mathcal{H}_{\text{WSM}} = - \sum_{\mathbf{r}} \left[ (1)^{s+y} (c_\mathbf{r}^\dagger \sigma_x c_{\mathbf{r}+\mathbf{a}_x} + c_{\mathbf{r}+\mathbf{a}_x}^\dagger \sigma_x c_{\mathbf{r}}) + c_\mathbf{r}^\dagger \sigma_y c_{\mathbf{r}+\mathbf{a}_y} \right] + \text{h.c.}, \tag{3}
\]

where \( c_{\mathbf{r}} \) creates a particle at lattice site \( \mathbf{r} \), \( J \) denotes the hopping amplitude, and \( \hat{x} \) denotes the unit vector along the \( x \) direction. Importantly, the sign of the tunneling matrix elements alternates for hopping processes taking place along the \( x \) and \( z \) directions. This leads to a two-site sublattice structure, corresponding to sites with even or odd values of \( x + y \), as illustrated in figure 1(a). Diagonalizing the Hamiltonian in equation (3) reveals two pairs of Weyl nodes in the first Brillouin zone. Specifically, this model realizes a Weyl semi-metal with time-reversal symmetry (see [64]).

#### 2.2.1. The staggered mass model \( \mathcal{H}_{\text{WSM}}^M \)

In order to realize tunable axial gauge fields, we must introduce additional ingredients to the model of [64]. As a first example, we propose to build on the sublattice structure of this model by adding a staggered potential that shifts the on-site energy of one sublattice with respect to the other. The corresponding Hamiltonian therefore takes the form

\[
\mathcal{H}_{\text{WSM}}^M = - J \sum_\mathbf{r} \left[ (1)^{s+y} (c_\mathbf{r}^\dagger \sigma_x c_{\mathbf{r}+\mathbf{a}_x} + c_{\mathbf{r}+\mathbf{a}_x}^\dagger \sigma_x c_{\mathbf{r}}) + c_\mathbf{r}^\dagger \sigma_y c_{\mathbf{r}+\mathbf{a}_y} \right] + \text{h.c.} + M \sum_\mathbf{r} (1)^{s+y} c_\mathbf{r}^\dagger c_{\mathbf{r}}, \tag{4}
\]

with a staggered potential of strength \( M \).

For the sake of simplicity, we will analyze this model in a reference frame that is rotated by \( \pi/4 \) about the \( z \)-axis, such that each sublattice forms a cubic lattice with its primary lattice vectors given by \( \sqrt{2} \hat{x}, \sqrt{2} \hat{y}, \) and \( \sqrt{2} \hat{z} \) respectively; for the rest of the paper we will also set \( a = 1/\sqrt{2} \). In this rotated frame, the Hamiltonian in equation (4) can now be expressed as

\[
\mathcal{H}_{\text{WSM}}^M = - J \sum_\mathbf{r} \left[ c_{\mathbf{A}, \mathbf{r}}^\dagger (\hat{c}_{\mathbf{A}, \mathbf{r}} - \hat{c}_{\mathbf{B}, \mathbf{r}}, -\hat{c}_{\mathbf{B}, \mathbf{r}+\mathbf{a}_y} + \hat{c}_{\mathbf{B}, \mathbf{r}+\mathbf{a}_x}) - c_{\mathbf{B}, \mathbf{r}}^\dagger \hat{c}_{\mathbf{A}, \mathbf{r}+\mathbf{a}_x} + \text{h.c.} \right]
+ M \sum_\mathbf{r} \left[ c_{\mathbf{A}, \mathbf{r}}^\dagger c_{\mathbf{A}, \mathbf{r}} - c_{\mathbf{B}, \mathbf{r}}^\dagger c_{\mathbf{B}, \mathbf{r}} \right], \tag{5}
\]

where \( c_{\mathbf{A}, \mathbf{r}}^\dagger (c_{\mathbf{B}, \mathbf{r}}^\dagger) \) denotes the creation operator on the \( (A \) (B) sublattice within the unit cell located at position \( \mathbf{r} \). Owing to the bipartite structure of Hamiltonian (5), it may be represented in a simple form in reciprocal space, \( \mathcal{H}_{\text{WSM}}^M (\mathbf{k}) = \mathbf{d} (\mathbf{k}) \cdot \mathbf{\sigma} \), where \( \sigma^\alpha \sigma^\beta \) are Pauli matrices and the Pauli vector \( \mathbf{d} (\mathbf{k}) \) is

\[
d_x = J (1 - \cos k_x + \cos k_y + \cos (k_x + k_y)),
\]

\[
d_y = J (-\sin k_x + \sin k_y + \sin (k_x + k_y)),
\]

\[
d_z = 2J \cos k_x + M. \tag{6}
\]

Analyzing the energy spectrum, \( \varepsilon_k = \pm |\mathbf{d}_k| \) reveals that there remain two pairs of Weyl nodes in the spectrum, one pair being the time-reversed partner of the other [64]. The locations of the four Weyl nodes in momentum-space are given by

\[
\mathbf{k}_W = \pm (\pi/2, \pi/2, \pm \cos^{-1} (-M/2J)). \tag{7}
\]

Importantly, the Weyl node locations (and separations) are found to only depend on one dimensionless parameter: \( M/J \equiv M, \) setting \( J = 1 \). Hence, a spatiotemporal variation of the parameter \( M \) should generate axial fields (equation (2)), as we will now show explicitly.

In the presence of multiple pairs of Weyl nodes, only those pair(s) for which the spatiotemporally varying parameter leads to a relative shift in the position of the two Weyl nodes can lead to axial fields. Thus, in this
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In this paragraph, we propose an alternate modification of the model in equation (3), which allows for more flexibility over the pseudo-field orientation. Instead of introducing a staggered potential, we propose to modulate the tunneling matrix elements along \( \mathbf{k}_s \), the spatiotemporal variation of the staggered-potential strength \( M(\mathbf{r}, t) \) produces axial fields with highly-constrained orientations: \( \mathbf{E}_5 \) is necessarily directed parallel to the \( \mathbf{z} \) axis, while \( \mathbf{B}_5 \) lies in the \((x, y)\) plane. In particular, we find that \( \mathbf{E}_5 \) is restricted to the direction set by the Weyl node separation, while \( \mathbf{B}_5 \) is restricted to be perpendicular to this direction.

One should note that the spatiotemporal variation of the parameter \( M \) does not only generate axial fields in the equations of motion. It also modulates the shape of the band structure, and hence introduces spatiotemporal dependences in the band velocity \([65]\). This effect is apparent in our model, where from equation (8) we observe that the Fermi velocity along \( \mathbf{z} \) depends on \( M \). When analyzing the classical equations of motion in section 3, we will neglect this spatiotemporal variation of the Fermi velocity, which is well justified when the variations of \( M \) are taken to be small. Furthermore, within the linearized regime, the relative momentum will also be taken to be small, and hence any variation of the Fermi velocity will appear as a second order effect, which can hence be neglected. Such spatiotemporal Fermi velocity effects have been considered previously in \([41,42]\).

### 2.2.2. The staggered hopping model \( \mathcal{H}^\Delta_{\text{WSM}} \) and gauge field tunability

Inspection of equation (11) reveals that a spatiotemporal variation of the staggered-potential strength \( M(\mathbf{r}, t) \) produces axial fields with highly-constrained orientations: \( \mathbf{E}_5 \) is necessarily directed parallel to the \( \mathbf{z} \) axis, while \( \mathbf{B}_5 \) lies in the \((x, y)\) plane. In particular, we find that \( \mathbf{E}_5 \) is restricted to the direction set by the Weyl node separation, while \( \mathbf{B}_5 \) is restricted to be perpendicular to this direction.

In this paragraph, we propose an alternate modification of the model in equation (3), which allows for more flexibility over the pseudo-field orientation. Instead of introducing a staggered potential, we propose to modulate the tunneling matrix elements along the \( y \) direction, as described by the following Hamiltonian

\[
\mathcal{H}^\Delta_{\text{WSM}} = -\sum_r \left( (-1)^{x+y} J(r) c^\dagger_{r+a\mathbf{k}} c_{r+a\mathbf{k}} + \text{c.c.} \right)_y + J_y(r) c^\dagger_{r+a\mathbf{p}} c_{r+a\mathbf{p}} + \text{h.c.},
\]

where

\[
J_y(r) = \frac{1}{2} \left[ \Delta(r) + (-1)^{x+y} (J - \Delta(r, t)) \right].
\]

As illustrated in figure 1(b), the alternating hopping amplitudes \((J, \Delta)\) along \( y \) preserve the sublattice structure of the original model (3). Therefore, as for the staggered mass model (equation (5)), we write the Hamiltonian in a rotated frame, which reads

\[
\mathcal{H} = (k_x - k_y) \sigma^x - (k_x + k_y) \sigma^y + \sqrt{4 - M^2} \sigma^z,
\]

where \( k_x = k_x(r, t) - \pi/2 \). Comparing the form of the linearized Hamiltonian (8) with equation (1), one can make the identification

\[
\mathcal{D}^{(\eta)} = \begin{pmatrix}
1 & -1 & 0 \\
-1 & -1 & 0 \\
0 & 0 & -\eta \sqrt{4 - M^2}
\end{pmatrix},
\]

which shows that the two Weyl nodes considered above are indeed associated with opposite chiralities, since \( \text{Det}[\mathcal{D}^{(\eta)}] = 2\eta \sqrt{4 - M^2} \). Importantly, this comparison allows for the identification of the axial gauge potential

\[
b = (0, 0, \cos^{-1}(-M/2)),
\]

which can also be directly identified through equation (7). Hence, allowing \( M(\mathbf{r}, t) \) to depend parametrically on space and time, leads to the axial fields

\[
\mathbf{E}_5(\mathbf{r}, t) = \frac{\partial M(\mathbf{r}, t)}{\sqrt{4 - M^2}} \hat{z},
\]

\[
\mathbf{B}_5(\mathbf{r}, t) = \frac{\partial M(\mathbf{r}, t) \hat{x} - \partial M(\mathbf{r}, t) \hat{y}}{\sqrt{4 - M^2}}.
\]

Note that, for the pair of Weyl points at \( \mathbf{k}_{y,\pm} = (\pm \pi/2, \pm \pi/2, \pm \cos^{-1}(-M/2)) \), the analysis remains unchanged except for a flip in the chiralities. On the other hand, choosing the pair of Weyl points located at the same value of \( k_0 \), for instance the pair \( \mathbf{k}_{x,\pm} = (\pm \pi/2, \pm \pi/2, \pm \cos^{-1}(-M/2)) \) does not result in axial fields since any variation in \( M \) leads to an overall shift in the Weyl points and not a relative shift between the two. The effective low-energy Hamiltonian for such pair does not possess an axial gauge potential.
\[ H_{\text{WSM}}^W = -J \sum_r |c_{A,r}^+ (c_{B,r} - c_{B,r-\hat{x}} + c_{B,r-\hat{y}} + c_{A,r+\hat{z}} + (\Delta/J) c_{B,r-\hat{y}} - c_{B,r+\hat{z}} + h.c). \]

In reciprocal space, this Hamiltonian can be written in the form \( H_{\text{WSM}}^W(k) = d(k) \cdot \sigma \) with
\[
\begin{align*}
  d_x &= J(1 - \cos k_x + \cos k_y + (\Delta/J) \cos(k_x + k_y)), \\
  d_y &= J(-\sin k_x + \sin k_y + (\Delta/J) \sin(k_x + k_y)), \\
  d_z &= 2J \cos k_z.
\end{align*}
\]

Analyzing the energy spectrum of the Hamiltonian \( H_{\text{WSM}}^W(k) \) reveals that the Weyl nodes are now located at
\[
  k_W = \pm(K, \pi - K, \pm \pi/2),
\]
where
\[
  K = \tan^{-1} \left[ \frac{\sqrt{3\Delta - J}(J + \Delta)}{J - \Delta} \right].
\]

Note that the original Weyl nodes, in the absence of perturbation \( (\Delta = J) \), are located at
\[
  k_W = \pm(\pi/2, \pi/2, \pm \pi/2).
\]

As for the staggered mass model, \( (4) \), we focus on the Weyl node pairs which will lead to emergent axial fields. In this case, these include those for which the nodes are located at the same value of \( k_z \), say \( k_z = \pi/2 \), denoted by
\[
  k_{W,\pm} = (\pm K, \pm(\pi - K), \pi/2).
\]

The axial gauge potential can then be identified as
\[
  b = (K, \pi - K, 0).
\]

Hence, using equations \((2), (17)\) and \((19)\), we find that a spatiotemporal variation of the tunneling parameter \( \Delta(r, t) \) can be used to produce the axial fields \( E_5 \) and \( B_5 \), which can be expressed as
\[
\begin{align*}
  E_5(r, t) &= -\partial_t K(r, t)[\hat{x} - \hat{y}] + \hat{z}; \\
  B_5(r, t) &= \partial_t K(r, t)[\hat{x} + \hat{y}] - [\partial_x K(r, t) + \partial_y K(r, t)] \hat{z}.
\end{align*}
\]

In contrast with the staggered-mass model \( (4) \), this approach allows one to generate a field \( E_5(r, t) \) that is perpendicular to the direction set by the original separation between the Weyl nodes \( (b \propto \hat{x} + \hat{y}) \); see equation \((19)\) for \( \Delta = J \). Moreover, we note that the field \( B_5(r, t) \) now has components that are parallel to the Weyl node separation.

As a final remark, we note that one could combine the ingredients of the staggered-mass \( (4) \) and staggered-hopping models \( (12) \), in order to generate axial fields of any arbitrary directions (with respect to the original Weyl node separation).

2.3. Optical lattice implementation

In this section, we describe realistic schemes that realize the staggered mass and staggered hopping models, defined by equations \((4)\) and \((12)\) respectively, using accessible optical lattice technologies.

A promising scheme realizing the simple model in equation \((3)\) has already been carefully described in [64]. The scheme is based on the observation that, in this model, the sign of tunneling matrix elements alternates for hopping processes taking place along the \( x \) and \( y \) directions. In order to modify these tunneling matrix elements, modulation-induced tunneling \([66–69]\) is performed along these two directions. This is realized by tilting a 3D optical lattice along the \( x \) and \( z \) direction, for instance by using magnetic field gradients, and then restoring tunneling using an external resonant time-modulation via, e.g. superimposing a moving optical lattice whose frequency is resonant with the energy offsets generated by the tilt. The phase of this time-modulation, which is typically space dependent, can then be tuned so as to generate the pattern of alternating hopping amplitudes along both \( x \) and \( z \); see [64] for details.

It is important to note that the time-modulated optical lattice of [64] realizes synthetic \( n \)–fluxes in a set of plaquettes defined in the \( x - y \) and \( x - z \) planes; hence, this artificial magnetic field \([3–5]\) will be present in the following discussion, independently of the axial gauge fields (on which the focus will be set). As will become apparent below, the schemes realizing standard (non-axial) synthetic gauge fields (e.g. through light-induced or shaking methods \([3–5]\)) are compatible with those generating axial gauge fields.

2.3.1. Realizing the staggered-mass model

The only difference between the staggered-mass model Hamiltonian in equation \((4)\) and that of [64] in equation \((3)\) is the presence of a staggered mass term \( M \), which will be required to depend on both time and space. A simple way to realize the staggered mass model, starting from the configuration laid out in [64], would consist in adding an additional square lattice in the \( xy \) plane, with spacing \( a\sqrt{2} \) and aligned with the blue sites in figure 1(a). This would generate the staggered potential of equation \((4)\) by changing the on-site energy of the even sublattice only. Time dependence of \( M \) is trivially generated by modulating the intensity of the laser field that generates this extra lattice potential. Space dependence is most easily generated by either slightly detuning the wavelength of the additional \( M \) lattice from the original one to yield long-distance changes in \( M \), or offsetting the \( M \) lattice from the main lattice beams such that spatial intensity variations towards the edge of the beam waist give rise to spatial dependence of the staggered mass.

Another option for implementing the staggered mass model is based on directly exploiting the checkerboard (sublattice) structure displayed in the \( xy \) plane (figure 1(a)). Following [70], we note that such a 2D checkerboard configuration can be implemented by trapping two internal states of an atom (e.g. \( g \) and \( e \))
with an optical square lattice field that is set at an ‘anti-magic’ wavelength, i.e. a special wavelength such that the $g$ ($e$) states are trapped at the potential’s minima (maxima), leading to a checkerboard configuration of $g$ and $e$ states in the 2D plane. As shown in [70], tunneling between the neighboring sites of this checkerboard lattice can be activated by resonantly coupling the $g$ and $e$ states [71]. Interestingly, the tunneling along the $x$ and $y$ directions can be activated and tuned independently by exploiting transitions between degenerate Zeeman sublevels of the $g$ and $e$ manifolds [70,72]. The latter feature can be exploited to generate the alternating tunneling matrix elements ($\pm J$) in the $xy$ plane, as required in equation (3). Then, the staggered potential of equation (4) can be simply obtained by detuning the $g - e$ transitions, i.e. by slightly shifting the state dependent potential out of resonance (which could be realized in a spatiotemporal manner). Finally, tunneling along the $z$-direction could be modulation-induced so as to realize the desired tunneling matrix elements $\pm J$. Here, one could use an optical lattice along the $z$ direction that is set at a ‘magic’ wavelength, meaning that both $g$ and $e$ states feel the same potential along $z$. Modulation-induced tunneling can then be implemented as explained above by tilting the lattice and activating the hopping through an additional moving optical lattice.

2.3.2. Realizing the staggered-hopping model

The staggered hopping model in equation (12) builds on a very specific ingredient: the tunneling amplitudes should be ‘dimerized’ in the $xy$ plane, with amplitudes $J$ and $\Delta$ (figure 1(b)). In order to achieve such a configuration, one could start from the tunable optical lattice potential that was introduced by Tarruel et al in [73]: through a proper adjustment of the optical potential, the lattice sites can be combined by pairs, hence leading to strong coupling within ‘dimers’ (with coupling $\Delta$) and weaker couplings between the dimers (with amplitudes $J_1$ and $J_2$, along $x$ and $y$ respectively); see figure 1(b) in [73]. By tuning the optical potential such that $J_1 \sim J_2$, one can generate the alternating pattern of hopping amplitudes in the $xy$ plane ($J, \Delta$), as depicted in figure 1(b). In this scheme, $\Delta$ can be varied in space and time by modulating the optical potential of [73], as required for the generation of axial fields; see also [74] for a scheme realizing smooth spatial modulations of this tunable lattice potential. Tuning the sign of the tunneling matrix elements along $x$ and $z$ could then be realized through modulation-induced tunneling methods [64], as explained above for the staggered mass model. We have verified that the difference $J_1 \neq J_2$, which is usually present in the ‘dimer’ potential of [73], does not modify the properties of axial fields in a significant manner. Finally, we note that the staggered mass and staggered hopping models could be combined, through a fusion of the schemes proposed in this section.

3. Semiclassical probes for $E_5$ and $B_5$

In this section, we discuss how dynamics of wavepackets analyzed semiclassically can serve as probes for the axial fields. As we noted earlier, while conventional transport experiments are difficult in the context of ultra-cold atoms, unconventional probes such as direct non-equilibrium measurement of wavepacket dynamics are much more feasible. Apart from the corrections corresponding to the usual anomalous Hall velocity [75], the semiclassical equations we use also contain corrections due to the slow and parametric spatiotemporal dependence of the Hamiltonian parameters, which are accounted for via gradient corrections [76].

3.1. General formalism and methodology

Let us start by considering the behavior of a wavepacket, centered around the position $r$, and momentum $\mathbf{k}$, and prepared in the Bloch band associated with an eigenstate $|\mathbf{k}, t\rangle$. A generic Hamiltonian $H(\mathbf{k}, r, t)$, the generalized semiclassical equations then read [76]

$$\begin{aligned}
\dot{r}_j &= \nabla_k \varepsilon_k - \Omega_{\mathbf{k}r} r_j - \Omega_{\mathbf{kk}} \dot{\mathbf{k}}_j + \Omega_{\mathbf{k}r} , \\
\dot{\mathbf{k}}_j &= - \nabla_r \varepsilon_k + \Omega_{\mathbf{rr}} r_j + \Omega_{\mathbf{kk}} \dot{\mathbf{k}}_j - \Omega_{\mathbf{rr}} ,
\end{aligned}$$

where $\Omega_{\mathbf{kk}}$, $\Omega_{\mathbf{rr}}$, and $\Omega_{\mathbf{rr}}$ are generalized Berry curvature matrices with their elements given by

$$\begin{aligned}
(\Omega_{\mathbf{kk}})^ho &= \Omega_{\mathbf{kk}} = i \left[ \langle \partial_k u | \partial_k u \rangle - \langle \partial_k u | \partial_k u \rangle \right] , \\
(\Omega_{\mathbf{rr}})^ho &= \Omega_{\mathbf{rr}} = i \left[ \langle \partial_r u | \partial_r u \rangle - \langle \partial_r u | \partial_r u \rangle \right] ,
\end{aligned}$$

and similarly for $\Omega_{\mathbf{kk}}$ and $\Omega_{\mathbf{rr}}$, while the components of the vector $\Omega_{\mathbf{k}k}$ are defined as

$$\begin{aligned}
(\Omega_{\mathbf{k}k})^ho &= \Omega_{\mathbf{k}k} = i \left[ \langle \partial_k u | \partial_k u \rangle - \langle \partial_k u | \partial_k u \rangle \right] , \\
\end{aligned}$$

and similarly for $\Omega_{\mathbf{rr}}$. Note that the energy dispersion $\varepsilon_k$ can also depend parametrically on $r$ and $t$, through the spatiotemporally-varying Hamiltonian parameters.

Let us note some important technical remarks about the applicability of equations (23) and (24). In order for these semiclassical approaches to be valid, the temporal variations of the lattice system should occur on a much slower time scale as compared to the intrinsic time scales of the system (e.g. the inverse of hopping energies). Similarly, the spatial variations should occur on much longer length scales than the intrinsic length scales (e.g. the lattice spacing). When this assumption holds, equations (23) and (24) are meaningful attempts to ‘coarse grain’ the dynamics. For cold-atom experiments, which are the main focus of this work, the wavepackets are typically much larger than the lattice spacing, and much smaller than the cyclotron orbits (which are much smaller than the total size of the optical lattice). It is thus not surprising that such semiclassical equations of motions are found to well describe recent cold-atom experiments on Berry curvature effects [11, 61]. Additionally, as explained in detail in [76], this formalism naturally allows us to treat external magnetic and electric fields in the same
footing as perturbations due to spatio-temporal variations of the Hamiltonian parameters, as they enter through the Berry curvatures defined above. In what follows, we assume that there are no synthetic electromagnetic fields acting on the models in section 2, focusing instead on perturbations that generate external axial fields as we now describe.

For the two-band models described in section 2 and defined by equations (4), (12), (23) and (24) can be simplified to

$$\Omega_{k} = \mathbf{d} \cdot [\partial_{\mathbf{k}} \mathbf{d} \times \partial_{\mathbf{k}} \mathbf{d}] / |\mathbf{d}|^3,$$  

(25)

where \( \mathbf{d} \) is the Pauli vector representing the Hamiltonian in momentum space defined by equations (6) and (15) for models (5) and (12), respectively.

For concreteness, we shall use the model described in equations (5) and (6) throughout this section. To generate the \( \mathbf{E} \) and \( \mathbf{B} \) fields, \( \mathbf{M} \) is taken to be spatiotemporally inhomogeneous and linear, namely

$$\mathbf{M}(\mathbf{r}, t) = \mathbf{M}_0 + \mathbf{M}_1^{(t)} t + \mathbf{M}_1^{(x)} x.$$  

(26)

As the semiclassical equations of motion solely depend on local gradients of the various fields and pseudo-fields, this linear approximation plays no important physical role, and is thus invoked to simplify the analysis. More general (slow) spatio-temporal dependence can easily be treated by locally linearizing the equations.

In the following subsections, we shall show that finite \( \mathbf{E} \) and \( \mathbf{B} \) fields can be detected via anomalous Hall-like drifts and cyclotron orbits of a wavepacket, as well as through a pseudo chiral magnetic effect. In doing so, we will obtain a more transparent expression for the equations of motion given in equations (21) and (22). Indeed, we will show that the latter can be recast in the more standard form [75]

$$\dot{\mathbf{r}}_q = \nabla_q \bar{\varepsilon} - \Omega_{q \mathbf{q}} q^0,$$  

(27)

$$\dot{q}^0 = \eta E_3 + \eta \mathbf{r}_k \times \mathbf{B}_3,$$  

(28)

where the reference frame was changed so as to measure the momentum relative to the Weyl nodes: specifically, for each node labelled by \( \eta = \pm \), we defined the relative momentum \( q^0 = \mathbf{k} - \eta \mathbf{b} \), where \( \eta \mathbf{b} \) is the location of the Weyl node with respect to the wavepacket’s momentum. Note that this alternative form (27) and (28) is reminiscent of the standard semiclassical equations of motion, as modified by conventional external electromagnetic fields [75]. In particular, \( \mathbf{E}_3 \) and \( \mathbf{B}_3 \) can indeed be directly detected and characterized through wavepacket dynamics, as we now investigate in more detail.

### 3.2. Anomalous Hall drifts due to \( \mathbf{E}_3 \)

#### 3.2.1. Analytical description

We first consider the case where \( M_1^{(t)} = 0 \) and \( M_1^{(x)} \neq 0 \), which leads to a finite \( \mathbf{E}_3 \) but zero \( \mathbf{B}_3 \); see equation (11). Since there is no spatial dependence on the Hamiltonian, one obtains from equation (22) that \( \mathbf{k}_c = 0 \), i.e. translational symmetry implies that the momentum of the wavepacket is a constant of motion. Using this in equation (21) results in \( \mathbf{r}_c = \nabla_k \bar{\varepsilon} + \Omega_{k} k \) where the first term is the trivial group velocity and the second term is a Berry curvature correction. We now show that the second term \( \Omega_{k} k \) is precisely the anomalous Hall velocity due to \( \mathbf{E}_3 \), as suggested by equation (27). Using equation (25), together with equations (6) and (26), we obtain

$$\Omega_{k} k = -\varepsilon^{lnm} d_i (\partial_k d_m) / |\mathbf{d}|^3$$

$$= -\varepsilon^{lnz} d_i (\partial_k d_m) M_1^{(t)}/ |\mathbf{d}|^3,$$  

(29)

where \( \varepsilon^{lnz} \) is the three dimensional Levi-Civita symbol.

For concreteness, we explicitly use the specifics of the model from equation (6). A more general analysis in the linearized regime is presented in appendix.

We now connect equation (29) to an anomalous Hall response due to \( \mathbf{E}_3 \), following a two-step approach: We first evaluate \( \mathbf{E}_3 \) using equation (6), and then, using a coordinate change, we show that the anomalous Hall response resulting from equations (27) and (28) is precisely given by (29). To this end we first expand \( d_i \) in equation (6) (as it is the only time dependent term) to linear order in momentum around the Weyl points \( \eta \cos^{-1}(-M/2) \), where \( 0 \leq \cos^{-1}(-M/2) \leq \pi \), to obtain

$$d_i^{(n)} \approx -\eta \sqrt{4-M^2} k_z - \eta \cos^{-1}(-M/2)$$

$$\approx -\eta \left[ \cos^{-1}(-M/2) \right] + \frac{M_1^{(t)}}{\sqrt{4-M_0^2}},$$

(30)

where in the second step we have also expanded the terms to leading order in \( M_1^{(t)} \). However, since we consider \( M_1^{(t)} \) small, and also the analysis stays valid as long as \( k_z \) is close to the Weyl node, we ignore the dependence on \( M_1^{(t)} \) of the Fermi velocity to obtain

$$d_i^{(n)} \approx -\eta \sqrt{4-M_0^2} \left[ k_z - \eta \cos^{-1}(-M/2) + \frac{M_1^{(t)}}{\sqrt{4-M_0^2}} \right].$$

(31)

Hence \( \mathbf{b} \) can be identified as

$$\mathbf{b} = \left( 0, 0, \cos^{-1}(-M_0/2) + \frac{M_1^{(t)}}{\sqrt{4-M_0^2}} \right),$$

(32)

and consequently \( \mathbf{E}_3 \) as

$$\mathbf{E}_3 = -\partial_t \mathbf{b} = -\frac{M_1^{(t)}}{\sqrt{4-M_0^2}} \hat{z}.$$  

(33)

We now make the change of reference for the momentum, such that \( k_z \) is now measured relative to the time-dependent momentum of the Weyl node. The transformed momenta to linear order in \( M_1^{(t)} \) takes the form
\[ q(r) = k_{x(r)}, \quad q_z = k_z - \eta \left( \cos^{-1} \left( \frac{-M_0}{2} \right) + \frac{M^{(1)}_1}{\sqrt{4 - M^2_0}} \right). \]  

(34)

Since the transformed momentum is time-dependent, via equation (28) it can be regarded as coming from a net force acting on the wavepacket in this reference frame, which is given by the time-derivative of the momentum as

\[ \dot{q} = -\frac{\eta}{\sqrt{4 - M^2_0}}. \]  

Note that, the magnitude of the force is concomitant with \( E_5 \) derived in equation (33) and the factor of \( \eta \) is due to the chiral nature of \( E_5 \).

The anomalous Hall response due to this field can then be calculated from equation (27) as

\[ -\left( \Omega_{q_{ij}} \right)^2 = -\Omega_{q_{ij}} q_{ij} = -\epsilon^{lmn} d_l (\partial_{q_{l}} d_m) (\partial_{q_{m}} d_n) q_{ij}/|d|^3, \]  

where we have used that only the z-component of \( q \) depends on time and only \( d_z \) is dependent on \( q_z \).

Using \( \partial_{q_l} d_z = -\eta \sqrt{4 - M^2_0} \) from equation (31) and the form of \( \dot{q} \) from equations (34) in (35), we finally obtain the form of the anomalous Hall response as

\[ -\left( \Omega_{q_{ij}} \right)^2 = -\epsilon^{lmn} d_l (\partial_{q_{l}} d_m) M^{(1)} /|d|^3, \]  

(36)

which is exactly equal to the gradient correction to the velocity due to the time-dependent term \( \Omega_{t_k} \) in equation (29).

Hence, we have shown that the interpretation of the \( E_5 \) as an axial electric field leading to a Hall response is equivalent to the generalized Berry curvature-like correction \( \Omega_{t_k} \) in equation (21). It is interesting to note that this geometrical contribution is independent of the chirality of the Weyl node. This is a consequence of the axial nature of \( E_5 \); the axial electric field and Berry curvature have different signs at the two Weyl nodes and thus conspire to give the same effective Hall drift.

3.2.2. Numerical analysis

We now corroborate these results by studying wavepacket trajectories obtained by solving the equations of motion (21) for a lattice model. The
parametric dependence of the energy spectrum (including the Weyl node location) on time for $M_1(t) \neq 0$ is shown in figures 2(a) and (b). Without loss of generality, we consider the initial conditions $r_i(t = 0) = 0$. The trajectories at any later time are then given by $r_i(t) = \int_0^t df' \hat{r}_i(f') + \hat{r}_i(t')$, where $\hat{r}_i(t) = \nabla_k \omega_k$ is the group velocity and $r_i(t) = \omega_k$. Their explicit forms for the model (3) are

\[
\begin{align*}
\dot{x}_g &= \frac{-2 \cos k_x \sin k_y}{\sqrt{4 - 4 \sin k_x \sin k_y + (M(t) + 2 \cos k_x)^2}}, \\
\dot{y}_g &= \frac{-2 \sin k_x \cos k_y}{\sqrt{4 - 4 \sin k_x \sin k_y + (M(t) + 2 \cos k_x)^2}}, \\
\dot{z}_g &= \frac{-2 \sin k_x (M(t) + 2 \cos k_x)}{\sqrt{4 - 4 \sin k_x \sin k_y + (M(t) + 2 \cos k_x)^2}}, \\
\end{align*}
\tag{37}
\]

and

\[
\begin{align*}
\dot{x}_b &= \frac{2 M_1(t) (1 - \cos k_x - \sin k_x \sin k_y)}{[4 - 4 \sin k_x \sin k_y + (M(t) + 2 \cos k_x)^2]^{3/2}}, \\
\dot{y}_b &= \frac{2 M_1(t) (1 + \cos k_x - \sin k_x \sin k_y)}{[4 - 4 \sin k_x \sin k_y + (M(t) + 2 \cos k_x)^2]^{3/2}}, \\
\dot{z}_b &= 0,
\end{align*}
\tag{38}
\]

where $\hat{r}_g = (x_g, y_g, z_g)$ and similarly for $\hat{r}_b$. The following important observations can be made from the expressions in equations (37) and (38). First we note that $\hat{r}_g$ is invariant under $k_x \rightarrow -k_x$, which is indicative of the fact that the anomalous Hall velocity is the same for the two Weyl points. This is consistent with what was deduced from the linearized regime by the absence of any $y$ dependence in equation (36). It is indeed a signature that the two Weyl nodes experience the effective electric field with different signs. Further, since the anomalous Hall velocity is always perpendicular to the effective electric field, which in our case is along $z$, we have $\dot{z}_b = 0$.

To isolate the effect of $\hat{E}_b$ via the wavepacket trajectories, it is necessary to extract the geometric contribution to the wavepacket dynamics. Thus the probing protocols should be such that the effect of the group velocity $\hat{r}_g$ is factored out of the dynamics [59]. This can be achieved by preparing a wave-packet such that its momentum $k_{cx}$ minimizes the group velocity contribution. From equation (37), it can be deduced that if the momentum of the wavepacket is $k_{cx} = \pi/2$ but $k_{cy} \neq \pi/2$, then $\dot{x}_g = 0$. Hence the entire contribution to $x_g(t)$ is determined by $\omega_k$, which was shown to encode information about $\hat{E}_b$ via the equivalence of equations (29) and (36). The result for such a protocol is shown in figure 2(c). The group velocity contribution $x_g(t)$ stays zero for all times, and $x_g(t) = x_b(t) \neq 0$. Note that the velocity increases as the Weyl node moves closer to the wavepacket momentum (see figure 2(a)). This is indicative of the fact that the response due to $\omega_k$ is equivalent to the response due to the interplay of the emergent field $\hat{E}_b$ and the Berry curvature $\omega_k$. Although the momentum of the wavepacket $k_x$ is a constant of motion, the effective Berry curvature experienced by the wavepacket increases in magnitude as the location of the Weyl node moves closer to $k_x$, and it diverges when they coincide. A similar protocol can be carried out for $y_g(t)$ with the choice $k_{cy} = \pi/2$ but $k_{cx} \neq \pi/2$, the results of which are shown in figure 2(d).

Although the above steps isolate the geometric contribution, it might be more desirable from an experimental point of view to have a protocol that does not depend on the preparation of the wavepacket at precise momenta. To this end, we now discuss a procedure which relies on monitoring the evolution for two distinct situations: a differential measurement between the two will cancel the effect of the group velocity and will enable the extraction of the geometrical contribution [59].

For concreteness, consider preparing a wavepacket with momentum close to the Weyl node at $k_{W,z} \in [0, \pi]$. We will study its time evolution first when $M_1(t) > 0$, denoting the corresponding trajectories as $r_{x1} = r_{x2} + r_{x1}(t)$ and second when the sign of $M(t)$ is flipped, i.e. $M_0 \rightarrow -M_0$ and $M_1(t) \rightarrow -M_1(t)$, labelling the trajectories as $r_{x2} = r_{x2} + r_{x2}(t)$. Note that in the second case, the Weyl node then shifts to $\pi - k_{W,z}$, hence the wavepacket is then prepared with $\pi - k_{cx}$. The two situations are shown in figures 2(a) and (b). From equations (37) and (38), it can be deduced that $x_{x1}(t) = \pm x_{x2}(t)$, whereas $x_{x1}(t) = -x_{x2}(t)$. Hence, the geometric contribution may be isolated by simply subtracting the responses of the two protocols as $x_0(t) = [x_{x1}(t) - x_{x2}(t)]/2$ (the coordinate $y(t)$ follows analogously, unlike $z(t)$). The numerical results in figures 2(e) and (f) confirm that the group velocity contributions are identical (blue circles and orange squares) while the Berry velocity contribution are opposite (green up and red down triangles) and thus a differential measurement will isolate the geometric contribution $r_b$.

To summarize this subsection, we have shown that the geometric Hall-like response due to $\hat{E}_b$ can be interpreted via the generalized semiclassical equations of motion with gradient corrections for the temporal dependence in the Hamiltonian, and the results have been corroborated with exact wavepacket trajectories calculated using a lattice model with discussions of possible experimental protocols to isolate the geometric contribution.

3.3. Cyclotron orbits and pseudo-chiral magnetic effect due to $\hat{E}_b$

In this subsection, we consider $M_1^{(0)} \neq 0$ and $M_1^{(1)} = 0$ such that $\hat{E}_b$ is finite and $\hat{E}_3 = 0$; see equation (11). We
begin by showing that the semiclassical equations of motion with the gradient corrections, (21) and (22), can be recast in the form of the usual semiclassical equations, (27) and (28), in the presence of a magnetic field. We then study the corresponding cyclotron orbits analytically in the linearized regime and compare them to exact numerical simulations of the wave-packet evolution, confirming their validity. In the process, we discuss the geometrical contribution to the motion of the wave-packet, which is related to the so-called pseudo-chiral magnetic effect [21, 57, 77]. We end the section by discussing the effects due to inhomogeneous profiles of $B$, that are to be expected in realistic experimental situations.

3.3.1. Analytical description

We start with a Weyl semimetal Hamiltonian linearized around the two Weyl nodes, (8), and as in section 3.2, we consider a change of reference frame for the momentum:

$$\mathbf{q} = \mathbf{k} - \eta \mathbf{b}(\mathbf{r}), \quad \eta = \pm 1,$$  \hspace{1cm} (39)

where the Weyl nodes are located at $\eta \mathbf{b}$ and $\mathbf{b}(\mathbf{r})$ is the Weyl node location depending parametrically on the position $\mathbf{r}$. In the absence of an explicit time dependence, the semiclassical equations of motion with the gradient corrections, (21) and (22), can be expressed as

$$\dot{r}_{c,i} = \frac{\partial \mathcal{H}}{\partial k_i} - \Omega_{k_i} \dot{r}_{c,i} - \Omega_{k_k} \dot{k}_{c,i},$$  \hspace{1cm} (40)

$$\dot{k}_{c,i} = \frac{\partial \mathcal{H}}{\partial r_{c,i}} + \Omega_{r_{c,i}} \dot{r}_{c,i} + \Omega_{k_k} \dot{k}_{c,i}. \hspace{1cm} (41)$$

To make the analogy to the axial magnetic field $B$, we first look at the transformation of the various Berry curvature-like terms under the change of reference (39):

$$\Omega_{k_k} = \Omega_{q_0 q_0},$$  \hspace{1cm} (42)

$$\Omega_{k_i} = \frac{i}{\hbar} \left[ \frac{\partial u}{\partial \mathbf{k}_i} \frac{\partial u}{\partial \mathbf{r}_{c,j}} - \frac{\partial u}{\partial \mathbf{r}_{c,j}} \frac{\partial u}{\partial \mathbf{k}_i} \right],$$  \hspace{1cm} (43)

$$\Omega_{r_{c,i}} = -\frac{\partial \mathcal{H}}{\partial \mathbf{r}_{c,i}} \eta, \hspace{1cm} (44)$$

Using equations (42)–(44) the equation of motion equation (40) can be written as

$$\dot{r}_{c,i} = \frac{\partial \mathcal{H}}{\partial q_i} - \frac{\partial \mathcal{H}}{\partial \mathbf{r}_{c,i}} [\dot{q}_{c,i} + \eta \dot{r}_{c,i}],$$  \hspace{1cm} (45)

Similarly, the equation of motion for the momentum, (41), can be recast as

$$\dot{k}_{c,i} = \frac{\partial \mathcal{H}}{\partial q_i} - \Omega_{q_0 q_0} (\dot{q}_{c,i} + \eta \dot{r}_{c,i}) \dot{r}_{c,i} = \frac{\partial \mathcal{H}}{\partial q_i} - \Omega_{q_0 q_0} \dot{q}_{c,i}, \hspace{1cm} (46)$$

Using the relation $\dot{q}_{c,i} = \eta \dot{r}_{c,i} (\partial_{r_{c,i}} b_1 - \partial_{r_{c,i}} b_1)$ from equation (39), one obtains

$$\dot{q}_{c,i} = \eta \dot{r}_{c,i} (\partial_{r_{c,i}} b_1 - \partial_{r_{c,i}} b_1) = \eta \dot{r}_{c,i} + \eta c \dot{b}_1. \hspace{1cm} (47)$$

Comparing with equations (27) and (28), it is apparent that, in terms of the shifted momentum $\mathbf{q}$, equations (45) and (47) take the form of the usual semiclassical equations [75] where the role of the magnetic field $B$ is played by the axial magnetic field $B_z$. Together with the equivalence of equations (29) and (36) regarding the axial electric field, we have established that the moving frame, defined in equations (27) and (28), is convenient to describe axial gauge fields.

Having established that a spatial variation in the Weyl node separation does indeed lead to an effective axial magnetic field, we expect cyclotron orbits to occur. To study these, we discuss the semiclassical equations of motion analytically in the linearized regime which will serve to analyze the exact numerical simulations of the wave-packet evolution. We will discuss as well the observable imprints of a pseudo-chiral magnetic effect [21, 57, 77].

We start with the linearized Hamiltonian (8), also expanded to leading order in $M_1^{(k)}$ as

$$\mathcal{H}_0 = (k_{x}' - k_{y}') \sigma^x - (k_{x}' + k_{y}') \sigma^y - \frac{\eta v}{\mathbf{B}_z} \sigma^z,$$  \hspace{1cm} (48)
\[ v^2 \left[ x_c(t) - \frac{\eta k_{c,z} - \eta \beta_0}{\beta_1} \right]^2 + 2 \left[ z_c(t) + \eta \frac{k_{c,0}}{\beta_1} \right]^2 = \frac{1}{\beta_1^2} \left[ 2k_{c,0}^2 + v^2(k_{c,2} - \eta \beta_0)^2 \right]. \]  

Note that the cyclotron orbits have opposite chiralities for the two Weyl nodes which is indicative of the fact that the two Weyl nodes feel an opposite effective magnetic field. Also the anisotropic group velocities of the Weyl node lead to elliptical orbits with the semi-major and semi-minor axes proportional to \( 1/\beta_1 \propto 1/M_1^2 \); this is consistent with the fact that increasing effective magnetic field causes the cyclotron orbits to become smaller.

The solution to the equations of motion also show a ballistic motion of the wavepacket along \( y \)

\[ y_c(t) = \frac{2v\beta_1 t}{v^2(k_{c,2} - \eta \beta_0)^2 + 2k_{c,0}^2}. \]  

Unlike the motion of the wave-packet along a magnetic field \( \mathbf{B} \), the motion along the direction of the axial field is independent of the node’s chirality \( \eta \) and is solely due to \( \mathbf{B}_5 = \beta_1 \hat{y} \). Such wavepacket motion is inherited from the axial field analog of the chiral magnetic effect [57, 77–83], which has been termed the pseudo-chiral magnetic effect [21, 57, 77]. For each node the axial field induces a current parallel and proportional to it (\( \mathbf{j} \parallel \mathbf{B}_5 \)). Physically, this contribution can be reinterpreted as a magnetization current [21, 30] and is consistent with the fact that \( \mathbf{b} \) itself breaks time-reversal symmetry; note it enters as a Zeeman magnetization coupling in equation (1). Thus \( \mathbf{B}_5 = \nabla \times \mathbf{b} \) is physically the curl of a magnetization which is by definition a magnetic (or bound) current [21].

Although the focus of the present work is on the realization of pseudo electric and magntic fields, it is important to stress that the results in this section highlight how the dynamical nature of experiments with ultracold atoms is well suited to probe also the chiral magnetic effect originating from a magnetic field \( \mathbf{B} \). The difficulty of probing this effect in a solid-state set-up is that it vanishes in equilibrium [56, 63], unlike the pseudo chiral magnetic effect which is a magnetization current [21]. Thus, our results suggest that the chiral magnetic effect can be probed by studying the cyclotron orbits of a wavepacket in the presence of a synthetic magnetic field, in an analogous way to the results presented in this section.

### 3.3.2. Numerical analysis: constant \( \mathbf{B}_5 \)

We corroborate the above results by solving the equations of motion numerically for the full lattice model beyond the linearized regime. The results are shown in figure 3. Although there are slight deviations due to the non-linear effects of the lattice, the qualitative behavior is rather similar suggesting that the validity of the interpretations beyond the linearized regime. The essential features of the dynamics of the
wavepacket remain the same, namely the cyclotron orbits become smaller on increasing $M_1(x)$ and there is ballistic motion along $y$, the velocity of which also linearly increases with $M_1(x)$. Also note that, between figure 3(a) and its inset, the wavepacket is prepared with $k_{c,z} = \eta(\beta_0 + \delta k_z)$ but the same $k_{c,x}$. Hence, from the equation (49), one expects that the $x$ component of the trajectories are the same between the two, whereas the $z$ component is opposite. This leads to a different chirality of the cyclotron orbit between the two Weyl nodes, as seen in figure 3(a).

3.3.3. Numerical analysis: inhomogeneous $B_5$

So far, our discussion assumed that $B_5$ was taken to be finite and constant (to linear order) everywhere within the sample. However $B_5$ is by construction a bounded field and thus every region with $B_5 > 0$ must be compensated with regions where $B_5 < 0$, even at linear order [57]. This implies that, if $B_5$ is taken as a positive constant in the bulk, as in our previous considerations, the boundaries of the sample must be compensated with $B_5 < 0$. This fact has been used recently to re-interpret the topological surface states of Weyl semimetals, the Fermi arcs, as zeroth pseudo-Landau levels of $B_5$. Our results above are therefore valid for wavepackets that have an average center of mass where $B_5$ is a constant, so that edge-effects and inhomogeneous contributions to $B_5$ can be safely disregarded.

However, in realistic experimental set-ups the vector $b$ will be finite only within a local spatial region and zero otherwise. This implies that $B_5$ will be localized at specific, narrow regions of the system. In solid state systems it is the boundary with vacuum which will impose such discontinuity in $b$. In cold atomic systems the atomic trap potential can act as a boundary, but it will typically impose a smooth, step-like profile of the Weyl node separation. Within the two-band model (5) such profile in $b$ can be modelled by $M(x) \equiv M_0 + f[\tanh(\alpha(x - x_s)) - \tanh(\alpha(x + x_s))], \tag{51}$ and is plotted in figure 4(a). Its corresponding Weyl node separation is given in figure 4(b). Here, $\pm x_s$, $\alpha$ and $f$ control the location, sharpness and height of the step.

Figure 4. Configurations for inhomogeneous $B_5$ and resulting wavepacket trajectories. (a) Profile of $M(x)$ for different values of $x_s$. Throughout the figure, data with the same color corresponds to the same value of $x_s$. (b) Location of Weyl node as a function of $x$. The horizontal dashed corresponds to $k_{c,x}$ of the wavepacket. (c) Drift of the wavepacket along $x$ (solid) and $z$ (dashed) as a function of time. Vertical lines represent times of maximum velocity along $y$. (d) Drift of the wavepacket along $y$ as a function of time. Vertical lines are the same as (c) which denote the times where $x_c(t) = x_c$. (e) Trajectories of the wavepacket with the arrows showing the direction of time. The parameters are $k_{c,x} = 1.6$, $k_y = \pi/2$, $k_z = 0.55$, $M_0 = -1.95$, $f = 0.1$, and $\alpha = 0.7$.
To study the effect of profile equation (51) on the wavepacket dynamics numerically, we consider a wavepacket with \( k_c, y = \pi/2 \) so as to avoid the effect of the band group velocity along \( y \), as described in previous sections. It is illustrative to describe what is expected for a wavepacket released from an initial position \( x_i \) with \( M(x_i) \sim M_0 \) and thus \( B_5 \) equal to zero. Intuitively, this amounts to releasing a wave packet from the left of figure 4(a) and monitoring its evolution as it encounters the step at \( M(x_s) \) due to the profile equation (51). Before the wavepacket reaches the vicinity of \( \pm x_s \), there is no drift of the wavepacket along the \( y \) direction and its velocity along the \( x \) and \( z \) are simply given by the group velocities, which remain approximately constant in the vicinity of the Weyl nodes. As the wave packet reaches the vicinity of \( \pm x_s \), the inhomogeneity of \( M(x) \), or equivalently a finite \( B_5 \) field along \( y \), will affect its motion. Semiclassically, this induces a velocity along the \( y \) direction by making the terms \( \dot{k}_y \) and \( \Omega k_x \) (see equations (40) and (41)) finite, as those are terms which rely on the derivative with respect to \( x \) being finite. During the course of the evolution we also expect that the velocities along \( x \) and \( z \) change as they reach \( x_s \).

As the wavepacket moves away from \( x_s \), the drift along \( y \) due to \( B_5 \) stops and the wavepacket moves only in the \((x, z)\) plane.

Equivalently, such description of the dynamics can also be phrased in terms of the pseudo-Landau level emerging due to \( B_5 \) [21]. As the wavepacket reaches the vicinity of \( x_s \), it finds a Landau level in the spectrum which disperses parallel to \( B_5 \) along \( y \), imprinting a finite drift along the \( y \) direction. Following [21], the motion of the wave packet along \( \hat{y} \) is thus the motion along the Fermi arc occurring between a system with \( b \neq 0 \) and a system with \( b = 0 \).

To confirm and extend this picture we have performed a numerical analysis and study the motion of the wave packet as a function of the step parameters \( x_n, \alpha \) and \( f \). The semiclassical trajectories for different step positions, set by \( x_s \) are shown in figure 4. The wavepacket starts without any velocity along \( y \) and shows no drift until it reaches the vicinity of \( x_s \). This can be seen directly from figure 4(c). The wavepacket drift along the \( y \) direction starts to be finite for later times for larger values of \( x_s \). In (c) and (d), the vertical lines corresponds to the times where the velocity along the \( y \) is the maximum, and from the horizontal lines in
it can be seen that at these times, the $x$ component of the wavepacket position is precisely $x_s$. Also at these times, the velocity along $x$ and $z$ also show a change as expected. These observations are further corroborated by the projection of the trajectory of the wavepacket on the $(x,y)$ plane as shown in (e). Note that here also, for smaller values of $x_s$ the wavepacket drifts along the $y$ direction earlier. Due to the motion along $x$, as the wavepacket moves past the region of inhomogeneity, the velocity along $y$ again goes to zero and the $y$ coordinate of the wavepacket flattens out with time.

Next we consider the trajectories for different values of $\alpha$, which controls the width or sharpness of the profile (see figures 5(a) and (b)). The results are shown in figures 5(c)–(e); as $\alpha$ is increased, the wavepacket drift along $y$ becomes sharper as apparent in figure 5(c). From figure 5(e), as the profile of $M(x)$ converges towards a step function, the jump in the $y$ coordinate of the wavepacket also progressively moves closer to $x = x_s$ which is set to $x_s = 5$.

From figures 4 and 5 it is apparent that the net $y$-drift of the wavepacket, the total drift once the wavepacket has moved past the region of inhomogeneity along $x$ is the same irrespective of the details of the profile of $b(x)$. This is a consequence of the fact that the net change in $b$ which is controlled by the step height $f$ is, for all previous cases, the same across the inhomogeneity. The effect of varying the parameter $f$ in equation (51) is shown in figure 6. The figure shows that the net $y$ drift is proportional to $f$. These observations suggest that if the wavepacket is prepared at a momentum where the group velocity along $y$ is zero and travels from $r_i$ to $r_f$ then the net $y$ drift is given by

$$y_f - y_i \propto \int_{x_i}^{x_f} \text{d}x \ (B_s(x)_y = b_z(x_f) - b_z(x_i))$$

which we now justify.

Consider the case where $b_z$ takes two different constant values in two spatial regions separated by the region of inhomogeneity, such that $b_z(x)$ is some smooth function interpolating between the two. As $b_z(x)$ is smooth, we will approximate by a series of linear segments of a width that we will take to be zero at the end of the calculation. Then, in order to show that equation (52) indeed holds, we need to show that it holds for each of the linear segments. With the initial condition $r_i = 0$, the trajectory along $x$ from the solutions of equations (40) and (41) is given by

---

**Figure 6.** Same as figure 4 except now $x_s = 5$ where as the different colors represent different values of $f$. The inset in (d) shows the net displacement along $y$ as a function of $f \propto B_s$. The approximate linear behavior numerically corroborates the prediction of equation (52).
\[ x(t) = \frac{(k_{x0} - \eta \beta_0) - (k_{x0} - \eta \beta_0) \cos(\omega t) + \sqrt{\frac{\eta \beta_0}{\eta \beta_1}} \sin(\omega t)}{\eta \beta_1}, \]  

(53)

where \( \omega = \sqrt{2 \eta \nu / \sqrt{\nu^2 (k_{x0} - \eta \beta_0)^2 + 2 k_{x0}^2}}. \) The above equation indicates that the dynamics for an infinitesimally small linear segment is equivalent to considering very short time dynamics. Thus we expand the trajectory to linear order in \( t, \) resulting in

\[ x(t) \approx \frac{2 k_{x0}^2 t}{\sqrt{\nu^2 (k_{x0} - \eta \beta_0)^2 + 2 k_{x0}^2}}. \]  

(54)

From time \( t = 0 \) to \( t, \) the net \( y \)-drift from equation (50) is

\[ y(t) = \frac{\nu \beta_0 x(t)}{k_{x0} \sqrt{\nu^2 (k_{x0} - \eta \beta_0)^2 + 2 k_{x0}^2}}. \]  

(55)

This may be recast as

\[ y(t) = \frac{\nu [b_x(x(t)) - b_x(x(t = 0))]}{k_{x0} \sqrt{\nu^2 (k_{x0} - \eta \beta_0)^2 + 2 k_{x0}^2}}, \]  

(56)

showing that equation (52) holds for infinitesimal segments. Applying this argument sequentially results in equation (52).

The short time approximation can be reinterpreted as the requirement that the length scale of the perturbation is short compared to the cyclotron radius. Note that in our units the cyclotron radius in equation (49) is equivalent to the inverse cyclotron frequency, which in turn is the time scale entering the sines and cosines in the trajectory equations of equation (53). Therefore, the expansion in \( t \) is only valid for times much smaller than the inverse cyclotron frequency. Alternatively, this statement can also be reinterpreted in the position language: the expansion is valid for an \( x \)-displacement that covers length scales much smaller than the cyclotron radius.

4. Conclusions

In conclusion, we have presented evidence that cold atomic systems are ideal platforms for creating and probing axial gauge fields for engineered Weyl semimetals. We have demonstrated two realistic models that enable this. We have further shown that semiclassical wavepacket dynamics in these models exhibit a variety of features characteristic of the geometric properties of the Weyl spectrum. While some of these, such as the anomalous Hall responses and the cyclotron orbits, are two-dimensional responses embedded in the three-dimensional system, responses like the chiral pseudo-magnetic effect are exclusive to three dimensions. We particularly note that, while some of these predictions are known to be difficult to experimentally realize in condensed matter platforms, we propose how they may be readily probed by using the fundamentally dynamical nature of ultracold atoms. For instance, the chiral magnetic effect \([57, 77–83]\) vanishes in equilibrium \([56, 63]\) making the proposed synthetic platforms suitable for its direct detection.

Our work opens a number of future research directions. The tunability of these cold atom realizations should enable access to non-linear effects of the axial gauge fields, such as the chiral anomaly. Given the explicit experimental realizability of these models, they should serve as an ideal platform for helping to address experimentally how anomalies occur in the lattice and in particular the differences between the consistent and covariant anomaly representations \([22, 23, 56, 57]\). Furthermore, unlike in condensed matter, both the real and the axial gauge fields may be taken to be strongly varying over the length of a unit cell. While this work has only addressed the semiclassical response, for which weak (in the Hofstadter sense) and slowly varying fields are assumed, recent work has shown that the chiral anomaly has a fractal nature inherited from the Hofstadter butterfly when these systems are placed in large electric and magnetic fields \([84]\). In addition, axial gauge fields naturally occur in interface regions between topological phases \([21]\). The example we considered in the main text, which lead to cyclotron orbits in regions of finite axial magnetic field, could be generalized to more intricate scenarios where topological phases of different kind meet \([50, 53]\). Finally, the controllability of both disorder and interactions in ultracold atomic and molecular systems will yield the interesting experimental possibility of studying the effects of interaction and disorder on anomalous responses, which can help isolate and discern between intrinsic and extrinsic signatures on the negative magnetoresistance measurements in condensed matter Weyl semimetals \([85, 86]\). In short, our theoretical work provides a realistic basis from which one may explore multiple avenues towards realizing and probing axial gauge fields effects in synthetic systems. We thus expect it to be a good starting point to explore a rich phenomenology of novel physical effects in synthetic Weyl semimetals.
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Appendix. Anomalous Hall response due to $E_5$ from semiclassical equations

In this appendix, we show how the response due to $\Omega_{A_k}$ in equation (21) is equivalent to an anomalous Hall response due to $E_5$ for a generic Weyl semimetal model in the linearized regime. Following equation (1), we start with a generic low-energy effective model described by

$$\mathcal{H}_{\text{WSM}}^{\text{eff}} = \sum_{\eta=\pm 1} \sum_{i,j=x,y,z} D_i^{(n)} \sigma^i (k_j - \eta b_j(t)),$$  \hspace{1cm} (A.1)

where the time-dependence in $b(t)$ leads to an $E_5 = \partial_t \mathbf{b}$. The Hamiltonian for the Weyl node corresponding to $\eta$ can be expressed as

$$\sum_{i=x,y,z} \delta_i^{(n)} \sigma^i,$$

where $\delta_i^{(n)} = D_i^{(n)} (k_j - \eta b_j(t))$. Expressing the eigenspinors $|\mu\rangle$ in equation (24) in terms of $\delta_i^{(n)}$, one finds that

$$(\Omega_{A_k})^{\eta} = \eta \sum_{n,m} \delta_m^{(n)} \delta_n^{(n)} i \partial_t b_j / |\delta_i^{(n)}|^3.$$  \hspace{1cm} (A.2)

Now, consider the change of reference for momenta as

$$q = k - \eta \mathbf{b}(t).$$

In this modified reference frame, the anomalous Hall response is $-\Omega_{A_k} q$, which can be expressed in terms of $\delta_i^{(n)}$ as

$$- (\Omega_{A_k})^{\eta} = -\eta \sum_{n,m} \delta_m^{(n)} \partial_t \delta_n^{(n)} q_j / |\delta_i^{(n)}|^3,$$  \hspace{1cm} (A.3)

which is indeed identical to the response due to $\Omega_{A_k}$ as calculated in equation (A.2).

While $k$ is a constant of motion, $q$ has an explicit time-dependence via $\mathbf{b}(t)$ which can be interpreted as coming from the axial electric field $\eta E_5$ as

$$q = -\eta \partial_t \mathbf{b} = \eta E_5.$$

Hence the response due to $\Omega_{A_k}$ is shown to be equal to an anomalous Hall response due to $E_5$.
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