Piezoelectric beam with magnetic effect, time-varying delay and time-varying weights
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Abstract

The main result of this work is to obtain the exponential decay of the solutions of a piezoelectric beam model with magnetic effect and delay term. The dampings are inserted into the equation of longitudinal displacement. The terms of damping, whose weight associated with them varies over time, are of the friction type, and one of them has delay. This work will also address the issue of existence and uniqueness of solution for the model.
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1 Introduction

It is already known, since the 19th century that materials such as quartz, Rochelle salt and barium titanate under pressure produces electric charge/voltage, this phenomenon is called the direct piezoelectric effect and was discovered by brothers Pierre and Jacques Curie in 1880. This same materials, when subjected to an electric field, produce proportional geometric tension. Such a phenomenon is known as the converse piezoelectric effect and was discovered by Gabriel Lippmann in 1881 [47].

Currently, there is unanimity among researchers of the area, in characterizing piezoelectric materials such as those that have the physical property of transforming mechanical energy into electrical energy and vice versa [41, 45, 50], more precisely, they undergo mechanical deformations when placed in an electric field and under mechanical loads they become electrically polarized. This type of special property has great applicability in the modern industry, therefore, these materials have been widely used in the production of electromechanical devices, such as sensors for data collection, transducers for converting electric energy to mechanical energy or vice versa, resonators for timekeeping and telecommunication and actuators.

The ability of piezoelectric structures to generate deformations controlled by electrical field applications and vice versa, attracts the attention of scientists from various areas in order to design mathematical and computational models capable of providing new knowledge and applications of these materials. In particular, Mathematics can provide several tools for studying the solution behavior of piezoelectric beam models, including Numerical Analysis, Dynamic Systems, Controllability and Stabilization.

Due to the fact that magnetic energy has a relatively small effect on the general dynamics, magnetic effects are neglected in piezoelectric beam models. However, in closed loop, the magnetic effect can cause oscillations in the output which results in the instability of the system, this tells us that the magnetic effect can cause a limitation in the performance of the system [35, 52].

In many studies related to piezoelectric structures, the magnetic effect is neglected and only the mechanical and electrical effects are considered. In general the mechanical effects are modeled using Kirchhoff, Euler-Bernoulli or Mindlin-Timoshenko assumptions for small displacements [4, 14, 43, 50] and electrical and magnetic effects are added to the system generally using electrostatic, quasi-static and fully dynamic approaches [45]. The electrostatic and quasi-static approaches (see for example [9, 14, 16, 22, 41, 43, 45, 46]), despite being widely used, completely exclude the magnetic effect as well as its couplings with mechanical and electrical effects.

*corresponding author
Morris and Özer in [26, 27], proposed, a variational approach, a piezoelectric beam model with a magnetic effect, based on the Euler-Bernoulli and Rayleigh beam theory for small displacement (the same equations for the model are obtained if Mindlin-Timoshenko small displacement assumptions are used [53]), they considered an elastic beam covered by a piezoelectric material on its upper and lower surfaces, isolated at the edges and connected to an external electrical circuit to feed charge to the electrodes. As the voltage is prescribed at the electrodes, the following Lagrangean was considered

$$\mathcal{L} = \int_0^T [K - (P + E) + B + W] \, dt,$$

where $K, P + E, B$ and $B$ represent the (mechanical) kinetic energy, total stored energy, magnetic energy (electrical kinetic) of the beam and the work done by external forces, respectively. For a beam of length $L$ to thickness $h$ and considering $v = v(x,t), \ w = w(x,t)$ and $p = p(x,t)$ as functions that represent the transverse displacement of the center line, transverse displacement of the beam and the total load of the electric displacement along the transverse direction at each point $x$, respectively. So, one can assume that

$$P + E = \frac{h}{2} \int_0^L \left[ \alpha \left( \frac{v_x^2}{2} + \frac{h^2}{12} w_{xx}^2 - 2 \gamma \beta v_x p_x + \beta p_x^2 \right) \right] \, dx, \quad B = \frac{\mu h}{2} \int_0^L p_x^2 \, dx,$$

$$K = \frac{\rho h}{2} \int_0^L \left( \frac{v_t^2}{2} + \frac{h^2}{12} w_t^2 + w_x^2 \right) \, dx$$

and

$$W = \int_0^L p V(t) \, dx,$$

where $V(t)$ is the voltage applied at the electrode. From Hamilton’s principle for admissible displacement variations $(v, w, p)$ of $L$ the zero and observing that the only external force acting on the beam is the voltage at the electrodes (the bending equation is decoupled), they got the system

$$\rho v_{tt} - \alpha v_{xx} + \gamma \beta p_{xx} = 0,$$

$$\mu p_{tt} - \beta p_{xx} + \gamma \beta v_{xx} = 0,$$

where $\rho, \alpha, \gamma, \mu$ and $\beta$ denote the mass density, elastic stiffness, piezoelectric coefficient, magnetic permeability, water resistance coefficient of the beam and the prescribed voltage on electrodes of beam respectively, and in addition, the relationship is considered

$$\alpha = \alpha_1 + \gamma^2 \beta,$$

they assumed that the beam is fixed at $x = 0$ and free at $x = L$, and thus they got (from modeling) the following boundary conditions

$$v(0, t) = \alpha v_x(L, t) - \gamma \beta p_x(L, t) = 0,$$

$$p(0, t) = \beta p_x(L, t) - \gamma \beta v_x(L, t) = -\frac{V(t)}{h}.$$

Then, the authors consider $V(t) = kp_t(L, t)$ (electrical feedback controller) in (1.5) and establish strong stabilization for almost all system parameters and exponential stability for system parameters in a null measure set.

It is worth mentioning that it is well known that piezoelectric beams without the magnetic effect, in which they are represented by a wave equation [27], are exactly observable [23] and exponentially stable [14].

Ramos et al. in [36] inserted a (mechanical) dissipative term $\delta v_t$ in (1.3), where $\alpha > 0$ is a constant and considered the following boundary condition

$$v(0, t) = \alpha v_x(L, t) - \gamma \beta p_x(L, t) = 0,$$

$$p(0, t) = \beta p_x(L, t) - \gamma \beta v_x(L, t) = 0.$$

Note that, using (1.4), condition (1.6) is equivalent to Dirichlet-Neumann condition

$$v(0, t) = p(0, t) = v_x(L, t) = p_x(L, t) = 0.$$

The authors showed, by using energy method, that the system’s energy decays exponentially. This means that the friction term and the magnetic effect work together in order to exponentially stabilizes the system.

Ramos et al. in [38] considered the piezoelectric beam with magnetic effect [13] with boundary conditions given by

$$v(0, t) = \alpha v_x(L, t) - \gamma \beta p_x(L, t) + \xi_1 \frac{v_t(L, t)}{h} = 0,$$

$$p(0, t) = \beta p_x(L, t) - \gamma \beta v_x(L, t) + \xi_2 \frac{p_t(L, t)}{h} = 0.$$
They showed that the system is exponentially stable regardless of any relationship between system parameters and exponential stability is equivalent to exact observability at the boundary.

In parallel to this, due to technological advances in the production and design of precision control mechanisms such as sensors and actuators, there was an increasing need to study the effects of information delay in order to improve the performance and control of these devices \cite{15}. Delay effects are present in almost every real mechanical system and in most situations such an effect is inevitable. Therefore, models that take into account the effect of delay are more realistic \cite{6}.

An important example of the delay effect is the active control of civil engineering structures in which different control systems are installed in tall buildings. The control process involves several steps such as vibrational data measurement, filtering and conditioning of this data, computing control forces, transmission of data and signals to actuators, application of control forces necessary to the structure. If force applications are not synchronized due to time delay, it can make the structure unstable \cite{1}.

In the context of models consisting of partial differential equations, when we insert delay feedback terms into models that were stable, they can become unstable \cite{8, 7, 28}. Therefore, for these types of models (formed by partial differential equations) we should be careful to analyze each case.

Nicaise et al. in \cite{30}, studied the following wave equation with boundary time-varying delay
\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2} - \Delta u &= 0 \quad \text{in} \quad \Omega \times (0, \infty), \\
u \frac{\partial u}{\partial n} &= -\mu_1 u_t - \mu_2 u_t(x,t-\tau(t)) \quad \text{in} \quad \Gamma_D \times (0, \infty), \\
\frac{\partial u}{\partial n} &= 0 \quad \text{in} \quad \Gamma_N \times (0, \infty), \\
\left. u \right|_{t=0} &= u_0(x) \quad \text{and} \quad \left. u_t \right|_{t=0} = u_1(x) \quad \text{in} \quad \Omega, \\
\left. u_t(x,t-\tau(0)) \right|_{t=0} &= f_0(x,t-\tau(0)) \quad \text{in} \quad \Gamma_N \times (0, \tau(0)),
\end{align*}
\] (1.9)

where $\Omega \subset \mathbb{R}^n$ is a bounded and smooth domain, $\mu_1$ and $\mu_2$ are positive constants, $\nu$ is the direction of the outward unit normal vector to the point $x \in \Gamma$ and $\frac{\partial}{\partial n}$ is the normal derivative, $\Gamma = \Gamma_D \cup \Gamma_N$ is the boundary of $\Omega$. At work, it was considered
\[
\tau \in W^{2,\infty}([0,T]), \quad \forall T > 0, \\
0 < \tau_0 \leq \tau(t) \leq \tau, \quad \forall t > 0,
\] (1.10)

for some constants $\tau_0$ and $\tau$ and there exists $d > 0$ such that
\[
\mu_2 < \sqrt{1-d}\mu_1
\] (1.12)

with
\[
\tau'(t) \leq d < 1, \quad \forall t > 0.
\] (1.13)

With these assumptions, the authors showed that the system is exponentially stable.

Kirane et al. in \cite{21}, considered the following one-dimensional Timoshenko beam model with variable delay $\tau(t)$ in the rotation angle equation
\[
\begin{align*}
\rho_1 \ddot{\psi} - \kappa (\dot{\phi}_x + \dot{\psi})_x &= 0 \quad \text{in} \quad (0, 1) \times (0, \infty), \\
\rho_2 \ddot{\psi} - b \psi_{xx} + \kappa (\phi_x + \dot{\psi}) + \mu_1 \ddot{\psi} + \mu_2 \dot{\psi}(x,t-\tau(t)) &= 0 \quad \text{in} \quad (0, 1) \times (0, \infty),
\end{align*}
\] (1.14)

where $\rho_1$, $\rho_2$, $\kappa$ and $b$ are positive constants related to the beam’s physical properties, the delay function $\tau(t)$ satisfies \cite{110}, \cite{111} and \cite{115}. The authors showed that if \cite{112} and $\rho_1/\kappa = \rho_2/b$ holds, then the system is exponentially stable.

Benaissa et al. in \cite{5} considered the following wave equation with delay and damping weights depending on the time
\[
\begin{align*}
\ddot{u} - \Delta u + \mu_1(t) u_t + \mu_2(t) u_t(x,t-\tau) &= 0 \quad \text{in} \quad \Omega \times (0, \infty), \\
u \frac{\partial u}{\partial n} &= 0 \quad \text{in} \quad \Gamma \times (0, \infty), \\
\left. u \right|_{t=0} &= u_0(x) \quad \text{and} \quad \left. u_t \right|_{t=0} = u_1(x) \quad \text{in} \quad \Omega, \\
\left. u_t(x,t-\tau(0)) \right|_{t=0} &= f_0(x,t-\tau(0)) \quad \text{in} \quad \Omega \times (0, \tau(0)),
\end{align*}
\] (1.15)

where $\Omega \subset \mathbb{R}^n$ is a bounded domain with boundary $\Gamma$. Unlike previous works, the dampings $\mu_1$ and $\mu_2$ depend on the time $t$, however the delay time $\tau$ is constant. Under appropriate assumptions about the weights of the damping $\mu_1$ and $\mu_2$ the authors obtained the exponential decay of the energy of the system.

Barros et al. in \cite{1} studied the problem \cite{115} with $\Omega = (0,L) \subset \mathbb{R}$ and $\tau = \tau(t)$ a function of time $t$. Under appropriate assumptions for $\mu_1(t)$ and $\mu_2(t)$ and considering \cite{110}, \cite{111} and \cite{113} the authors showed that the energy of the system decays exponentially.
Our intention in mentioning the last three works was to show situations in which time-dependent delay feedback appears $\tau = \tau(t)$ as well as to show situations in which the weight of the damping may vary, which make the problem worse, undoubtedly more attractive and challenging.

There are numerous studies on exponential stability of linear systems considering the case where the delay is constant \cite{12,29,20,25,30,10,12,29}. There are also several studies considering non-linear models with delay where the existence of attractors is investigated, among them, Timoshenko systems \cite{11,13,37,51}, poroelastic \cite{10} and suspension bridge \cite{41,48}.

Based on the work mentioned above about piezoelectric beam and delay feedback, we design and propose to study and question the exponential stability for the following systems \cite{10} and suspension bridge \cite{31,48}, where the existence of attractors is investigated, among them, Timoshenko systems \cite{11,13,37,51}, poroelastic \cite{10} and suspension bridge \cite{41,48}.

In (1.16) we are admitting that the delay is being considered in the longitudinal displacement of the beam, \[(2.3)\] In (1.16) we are admitting that the delay is being considered in the longitudinal displacement of the beam, \[(2.4)\]

\begin{align}
\rho v_{tt} - \alpha v_{xx} + \gamma \beta p_{xx} + \mu_1(t)v_t + \mu_2(t)v_t(x, t - \tau(t)) &= 0 & \text{in} & & (0, L) \times (0, \infty), \\
\mu p_{tt} - \beta p_{xx} + \gamma \beta v_{xx} &= 0 & \text{in} & & (0, L) \times (0, \infty),
\end{align}

with boundary conditions given by (1.6) and initial conditions

\begin{align}
v(x, 0) = v_0(x), & \quad v_t(x, 0) = v_1(x), & p(x, 0) = p_0(x), & \quad p_t(x, 0) = p_1(x), & \quad x \in (0, L), \\
v_t(x, -s\tau(0)) &= v_2(x, s), & (x, s) \in (0, L) \times (0, 1),
\end{align}

where $v_0, v_1, v_2, p_0, p_1$ are known functions belonging to appropriate functional spaces.

In (1.16) we are admitting that the delay is being considered in the longitudinal displacement of the beam, this seems to us very natural since there are several studies on piezoelectric structures considering the effect of delay on the mechanical part of the system \cite{10,24,33,34}. We will use the standard multiplicative method to obtain the main result. The novelty of the work is found, basically, in the application of this technique in a relatively new model (piezoelectric beam with magnetic effect).

The article is organized as follows: in section 2 we will consider the assumptions for the functions present in (1.16) as well as, through a change of variable, obtain a system equivalent to (1.16). In section 3 using the semigroup theory of linear operators found in \cite{19}, the question of the existence, uniqueness and regularity of the solution will be addressed. In section 4 we will obtain the main result of this work, which is the proof of the exponential decay for the system (1.1).

2 Preliminaries and Assumptions

In this work we will consider the following assumptions:

(A1) The delay function $\tau = \tau(t)$, satisfies

\[ \tau \in W^{2, \infty}([0, T]), \quad \forall T > 0, \quad (2.1) \]

there exist positive constants $\tau_0, \tau_1$ and $d$, satisfying

\[ 0 < \tau_0 \leq \tau(t) \leq \tau_1, \quad \forall t > 0 \quad (2.2) \]

and

\[ \tau'(t) \leq d < 1, \quad \forall t > 0; \quad (2.3) \]

(A2) $\mu_1 : \mathbb{R}_+ \to (0, +\infty)$ is a non-increasing function of class $C^1(\mathbb{R}_+)$. In addition, there exists a constant $M_1 > 0$, such that

\[ \left| \frac{\mu_1'(t)}{\mu_1(t)} \right| \leq M_1, \quad \forall \mu \geq 0; \quad (2.4) \]

(A3) $\mu_2 : \mathbb{R}_+ \to \mathbb{R}$ is a function of class $C^1(\mathbb{R}_+)$, which is not necessarily positives or monotones. In addition, there exist constants $M_2 > 0$ and $d$, with $0 < d < \sqrt{1 - d}$, such that

\[ |\mu_2(t)| \leq \delta \mu_1(t), \quad (2.5) \]

and

\[ |\mu_2'(t)| \leq M_2 \mu_1(t). \quad (2.6) \]

Let us now consider the following procedure that can be found in \cite{30}, in order to obtain a new (independent) variable

\[ z(x, y, t) = v_t(x, t - \tau(t)y), \quad (x, y, t) \in (0, L) \times (0, 1) \times (0, \infty). \quad (2.7) \]
Therefore, by using (2.7) and (2.8) we can rewrite (1.16) as follows

\[ \rho \varepsilon u_t - \alpha v_{xx} + \gamma \beta p_{xx} + \mu_1(t) v_x + \mu_2(t) z(x,1,t) = 0 \quad \text{in} \quad (0,L) \times (0,\infty), \]

\[ \begin{align*}
\mu p_{tt} - \beta p_{xx} + \gamma \beta v_{xx} &= 0 \quad \text{in} \quad (0,L) \times (0,\infty), \\
\tau(t) z_1 + (1 - \tau'(t)) y_x &= 0 \quad \text{in} \quad (0,L) \times (0,1) \times (0,\infty),
\end{align*} \]

subject to boundary conditions given in (1.5), that is,

\[ v(0,t) = p(0,t) = v_x(L,t) = p_x(L,t) = 0 \]  

and initial conditions

\[ v(x,0) = v_0(x), \quad v_t(x,0) = v_1(x), \quad p(x,0) = p_0(x), \quad p_t(x,0) = p_1(x), \quad \text{in} \quad (0,L), \]

\[ z(x,y,0) = v_2(x,y), \quad \text{in} \quad (0,L) \times (0,1). \]  

3 Well-posedness

In this section, using the theory of semigroups of linear operators found in [18], a result of existence, uniqueness and regularity will be obtained for the problem (2.9)-(2.11). Similar procedures are found in [21, 25, 30].

Firstly, consider the following spaces

\[ H_*(0,L) = \{ \eta \in H^1(0,L); \eta(0) = 0 \} \]  

and

\[ \mathcal{H} = H_*(0,L) \times L^2(0,L) \times H_*(0,L) \times L^2(0,L) \times L^2((0,L) \times (0,1)). \]

We define on \( \mathcal{H} \) the following inner product

\[ \langle U, \tilde{U} \rangle_{\mathcal{H}} = \rho \int_0^L u(t) \tilde{u}(t) + \mu \int_0^L q(t) \tilde{q}(t) + \alpha_1 \int_0^L v(t) \tilde{v}(t) + \beta \int_0^L (\gamma v(t) - p(t)) (\gamma \tilde{v}(t) - \tilde{p}(t)) \]  

\[ \quad + \int_0^L z(t) \tilde{z}(t) \]  

for any \( U = (v,u,p,q,z), \tilde{U} = (\tilde{v},\tilde{u},\tilde{p},\tilde{q},\tilde{z}) \) in \( \mathcal{H} \).

Introducing \( U(t) = (v(t), v_t(t), p(t), p_t(t), z(t)^T) \) and \( U_0 = (v_0, v_1, p_0, p_1, v_2)^T \), the system (2.9)-(2.11) can be written as the following abstract initial value problem in \( \mathcal{H} \)

\[ \begin{cases}
U_t(t) = \mathcal{A}(t)U(t), & t > 0, \vspace{1ex} \\
U(0) = U_0,
\end{cases} \]  

where the operator \( \mathcal{A}(t) : D(\mathcal{A}(t)) \subset \mathcal{H} \to \mathcal{H} \) is given by

\[ \begin{pmatrix} v \\
\quad u \\
\quad p \\
\quad q \\
\quad z \end{pmatrix} = \begin{pmatrix} u \\
\rho^{-1}(\alpha v_{xx} - \gamma \beta p_{xx} - \mu_1(t) u - \mu_2(t) z(1,1)) \\
q \\
\mu^{-1}(\beta p_{xx} - \gamma v_{xx}) \\
-\frac{1 - \tau'(t)}{\tau(t)} z_y \end{pmatrix}, \]  

with

\[ D(\mathcal{A}(t)) = \{(v,u,p,q,z) \in \mathcal{H}; v,p \in H^2(0,L); u,q \in H_*(0,L); z \in L^2(0,1; H_0^1(0,L)), z(\cdot,0) = u\}. \]

Note that \( D(\mathcal{A}(t)) \) is independent of \( t \), that is,

\[ D(\mathcal{A}(t)) = D(\mathcal{A}(0)), \quad \forall t > 0. \]  

A general theory for not autonomous operators given by equations of type (3.4) has been developed using semigroup theory, see [17, 18, 32]. The simplest way to prove existence and uniqueness results is to show that the triplet \( (\mathcal{A}, \mathcal{H}, Y) \), with \( \mathcal{A} = \{ \mathcal{A}(t); t \in [0,T] \} \), for some fixed \( T > 0 \) and \( Y = \mathcal{A}(0) \), forms a CD-systems (Constant Domain system, see [17, 18]). More precisely, the following theorem, which is due to Tosio Kato (Theorem 1.9 in [18]) gives the existence and uniqueness results:
Theorem 3.1. Assume that

(i) $Y = D(A(0))$ is dense in $\mathcal{H}$;
(ii) $D(A(t)) = D(A(0))$, $\forall t > 0$;
(iii) for all $t \in [0, T]$, $A(t)$ generates a strongly continuous semigroup on $\mathcal{H}$ and the family $A = \{A(t); t \in [0, T]\}$ is stable with stability constants $C$ and $m$ independent of $t$ (i.e., the semigroup $(S_t(s))_{s \geq 0}$ generated by $A(t)$ satisfies $||S_t(s)W||_{\mathcal{H}} \leq C e^{ms}$, for all $W \in \mathcal{H}$ and $s \geq 0$);
(iv) $\partial_t A(t)$ belongs to $L^\infty([0, T], B(Y, \mathcal{H}))$, which is the space of equivalent classes of essentially bounded, strongly measurable functions from $[0, T]$ into the set $B(Y, \mathcal{H})$ of bounded operators from $Y$ into $\mathcal{H}$.

Then, problem (3.4) has a unique solution

$$U \in C([0, T]; Y) \cap C^1([0, T]; \mathcal{H})$$

for any initial datum in $Y$.

In this way, we are ready to state and prove the main result of this section, which is

Theorem 3.2 (Global solution). For any $U_0 \in D(A(0))$, there exists a unique solution $U$ of (3.4) satisfying

$$U \in C([0, +\infty); D(A(0))) \cap C^1([0, +\infty); \mathcal{H}).$$

Proof. We must show that $A(t)$ meets the conditions of Theorem 3.1. In fact, (i) this condition can be proven using arguments analogous to those found in [21, 25, 29, 30].

(ii) It has been observed in (3.7).

(iii) In order to show that the operator $A(t)$ generates a $C_0$-semigroup on $\mathcal{H}$, given $t$, we introduced the time-dependent inner product on $\mathcal{H}$ (this internal product is equivalent to (3.3))

$$\langle U, \tilde{U} \rangle_t = \rho \int_0^L w(t) \tilde{w} dx + \mu \int_0^L q(t) \tilde{q} dx + \alpha_1 \int_0^L v(t) \tilde{v} dx + \beta \int_0^L (\gamma v(t) - p(t)) (\tilde{v}(t) - \tilde{p}(t)) dx + \xi(t) \tau(t) \int_0^L \int_0^1 \tilde{z} \tilde{y} dy dx,$$

for any $U = (v, u, p, q, z)$, $\tilde{U} = (\tilde{v}, \tilde{u}, \tilde{p}, \tilde{q}, \tilde{z})$ in $\mathcal{H}$, where

$$\xi(t) = \frac{\xi}{\mu_1(t)}$$

and $\xi$ is a positive constant such that

$$\frac{\delta}{\sqrt{1-d}} < \xi < 2 - \frac{\delta}{\sqrt{1-d}}.$$ (3.12)

Note that

$$\langle A(t)U, U \rangle_t = -\mu_1(t) \int_0^L u^2 dx - \mu_2(t) \int_0^L z(x, 1) u dx$$

$$- \frac{\xi(t)}{2} \int_0^L \int_0^1 (1 - \tau(t)y) \frac{\partial}{\partial y} z^2(x, y) dy dx,$$ (3.13)

for any $U = (v, u, p, q, z)^T \in D(A(t))$. Since

$$(1 - \tau(t)y) \frac{\partial}{\partial y} z^2 = \frac{\partial}{\partial y} ((1 - \tau(t)y)z^2) + \tau(t)z^2,$$ (3.14)

from (3.13) and (3.14) we have

$$\langle A(t)U, U \rangle_t = -\mu_1(t) \int_0^L u^2 dx - \mu_2(t) \int_0^L z(x, 1) u dx + \frac{\xi(t)}{2} \int_0^L u^2 dx$$

$$- \frac{\xi(t)(1 - \tau(t))}{2} \int_0^L z^2(x, 1) dx - \frac{\xi(t)\tau(t)}{2} \int_0^L z^2 dy dx.$$ (3.15)
Now, applying Young’s inequality to the second term on the right side of (3.15), we get

\[
\langle A(t)U, U \rangle_t \leq - \left( \mu_1(t) - \frac{\xi(t)}{2} - \frac{\xi(t)\tau(t)}{2} \right) \int_0^L u^2 \, dx \\
- \left( \frac{\xi(t)\tau'(t)}{2} \right) \int_0^L z^2(x, 1) \, dx \leq - \frac{\xi(t)\tau'(t)}{2} \int_0^L z^2(x, 1) \, dx.
\]  

(3.16)

Therefore we conclude that

\[
\langle A(t)U, U \rangle_t \leq - \mu_1(t) \left( \frac{\lambda - \delta}{2} \right) \int_0^L u^2 \, dx \\
+ \kappa(t) \langle U, U \rangle_t,
\]

where

\[
\kappa(t) = \frac{\sqrt{1 + \tau'(t)^2}}{2\tau(t)}.
\]  

(3.17)

(3.18)

From (2.2), (2.3) and (3.12), we have

\[
\kappa(t) = \frac{\sqrt{1 + \tau'(t)^2}}{2\tau(t)} > 0 \\
\text{and} \\
\frac{\xi(t)}{2} - \frac{\delta}{2\sqrt{1 - d}} > 0.
\]  

(3.19)

Therefore we conclude that

\[
\langle A(t)U, U \rangle_t - \kappa(t) \langle U, U \rangle_t \leq 0,
\]  

(3.20)

which means that operator \( \tilde{A}(t) = A(t) - \kappa(t)I \) is dissipative (in the next steps we will use \( \tilde{A} \) as a pivot to then recover the intended properties of \( A \)).

Now, we will prove the surjectivity of the operator \( \lambda I - A(t) \), for fixed \( t > 0 \). For this purpose, given \( F = (f_1, f_2, f_3, f_4, f_5)^T \in H \), we seek \( U = (v, u, p, q, z)^T \in D(A(t)) \) which is solution of

\[
(\lambda I - A(t))U = F,
\]  

(3.21)

that is, the entries of \( U \) satisfy the system of equations

\[
\lambda v - u = f_1, \\
\lambda pu - \alpha v_{xx} + \gamma \beta p_{xx} + \mu_1(t)u + \mu_2(t)z(x, 1) = \rho f_2, \\
\lambda p - q = f_3, \\
\lambda \mu q - \beta p_{xx} + \gamma \beta v_{xx} = \mu f_4, \\
\lambda \tau(t)z + (1 - \tau'(t)y)z_y = \tau(t)f_5.
\]  

(3.22)

(3.23)

(3.24)

(3.25)

(3.26)

Suppose that we have found \( v \) and \( p \) with the appropriated regularity. Therefore, from (3.22) and (3.24) we have

\[
u = \lambda v - f_1, \\
q = \lambda p - f_3.
\]  

(3.27)

(3.28)

it is clear that \( u, q \in H_s(0, L) \). Furthermore, if \( \tau'(t) = 0 \), then

\[
z(x, y) = u(x)e^{-\lambda \tau(t)y} + \tau(t)e^{-\lambda \tau(t)y} \int_0^y f_5(x, s)e^{\lambda \tau(t)s} \, ds
\]  

(3.29)

is solution of (3.20) satisfying

\[
z(x, 0) = u(x).
\]  

(3.30)
Otherwise,

$$z(x, y) = u(x)e^{\sigma(y,t)} + \tau(t)e^{\sigma(y,t)} \int_0^t f_5(x, s)e^{-\sigma(s,t)} ds,$$

(3.31)

where

$$\sigma(y, t) = \frac{\lambda\tau(t)}{\tau'(t)} \ln(1 - \tau'(t)y),$$

(3.32)

is solution of (3.20) satisfying (3.30). From now on, for practicality purposes, we will consider $\tau'(t) = 0$ (the case $\tau(t) \neq 0$ is analogous), this way we have (taking into account (3.24))

$$z(x, 1) = u e^{-\lambda\tau(t)} + \tau(t)e^{-\lambda\tau(t)} \int_0^1 f_5(x, s)e^{\lambda\tau(t)s} ds$$

$$= \left(\lambda v - f_1\right)e^{-\lambda\tau(t)} + \tau(t)e^{-\lambda\tau(t)} \int_0^1 f_5(x, s)e^{\lambda\tau(t)s} ds$$

(3.33)

where

$$\eta := \lambda^2 \rho + \lambda \mu_1(t) + \lambda \mu_2(t)e^{-\lambda\tau(t)},$$

$$g_1 := \rho f_2 + \lambda \rho f_1 + \mu_1(t)f_1 + \mu_2(t)f_1 e^{-\lambda\tau(t)} - \mu_2(t)\tau(t)e^{-\lambda\tau(t)} \int_0^1 f_5(x, s)e^{\lambda\tau(t)s} ds,$$

$$g_2 := \mu f_4 + \mu \mu f_3.$$  

(3.34)

In order to solve (3.34), we use a standard procedure, considering bilinear form $\Upsilon : ((H_* (0, L) \times H_* (0, L))^2 \to \mathbb{R},$  

given by

$$\Upsilon((v, p), (\tilde{v}, \tilde{p})) = \eta \int_0^L v\tilde{v} dx + \alpha \int_0^L v_x\tilde{v}_x dx - \gamma\beta \int_0^L p_x\tilde{p}_x dx$$

$$+ \lambda^2 \mu \int_0^L p\tilde{p} dx + \beta \int_0^L p_x\tilde{p}_x dx - \gamma\beta \int_0^L v_x\tilde{v}_x dx.$$  

(3.36)

It is not difficult to show that $\Upsilon$ is continuous and coercive, so by applying the Lax-Milgram’s Theorem, we obtain a solution for $(v, p) \in H_0(0, L) \times H_0(0, L)$ for (3.34). In addition, it follows from (3.23) and (3.25) that $v, p \in H^2(0, L)$ and so $(v, u, p, q, z) \in D(A(t)).$

Therefore, the operator $\lambda I - A(t)$ is surjective for all $t > 0.$ Since $\kappa(t) > 0,$ we have

$$\lambda I - A(t) = (\lambda + \kappa(t))I - A(t) \text{ is surjective } \forall t > 0.$$  

(3.37)

To complete the proof of (iii), it’s suffices to prove that

$$\frac{||\Phi||_t}{||\Phi||_s} \leq e^{c\tau(t-s)}, \text{ } \forall t, s \in [0, T],$$

(3.38)

where $\Phi = (v, u, p, q, z)^T,$ $\eta$ is a positive constant and $||\cdot||_t$ is the norm associated to the inner product (3.10). For $t, s \in [0, T],$ we have

$$||\Phi||^2_ t - ||\Phi||^2_s e^{c \tau(t-s)} = \left(1 - e^{c \tau(t-s)}\right) \int_0^L \left[\rho u^2 + \mu q^2 + \alpha_1 v_x^2 + \beta(v_x - p_x)^2\right] dx$$

$$+ \left(\xi(t)\tau(t) - \xi(s)\tau(s)e^{c \tau(t-s)}\right) \int_0^L \int_0^1 z^2(x, y) dy dx.$$  

(3.39)

It is clear that $1 - e^{c \tau(t-s)} \leq 0.$ Now we will prove $\xi(t)\tau(t) - \xi(s)\tau(s)e^{c \tau(t-s)} \leq 0$ for some $c > 0.$ In order to do this, from (2.11) and MVT, we have

$$\tau(t) = \tau(s) + \tau'(r)(t - s),$$

(3.40)
for some \( r \in (s, t) \). Since \( \xi \) is a non increasing function and \( \xi > 0 \), we get
\[
\xi(t)\tau(t) \leq \xi(s)\tau(s) + \xi(s)\tau'(r)(t - s) ,
\] which implies
\[
\frac{\xi(t)\tau(t)}{\xi(s)\tau(s)} \leq 1 + \frac{|\tau'(r)|}{\tau(s)}|t - s|.
\] (3.42)

Using (2.1) and that \( \tau' \) is bounded, we deduce that
\[
\frac{\xi(t)\tau(t)}{\xi(s)\tau(s)} \leq 1 + \frac{c}{\tau_0}|t - s| \leq e^{\frac{c}{\tau_0}|t - s|},
\] which proves (3.38) and therefore (iii) follows.

(iv) Note that, from (A1), we have
\[
\kappa'(t) = \frac{\tau'(t)\tau''(t)}{2\tau(t)\sqrt{1 + \tau'(t)^2}} - \frac{\tau'(t)\sqrt{1 + \tau'(t)^2}}{2\tau(t)^2}
\] (3.44)
is bounded on \([0, T]\) for all \( T > 0 \). Moreover
\[
\frac{d}{dt}\tilde{A}(t)U = \begin{pmatrix} 0 & 0 & 0 \\ -\rho^{-1}[\mu'_1(t)u + \mu'_2(t)z(\cdot, 1)] & 0 & 0 \\ \tau''(t)\tau(t)\rho - \tau'(t)\rho - 1 & \tau(t)\rho - 1 & -1 \\ \end{pmatrix}
\] (3.45)

Since \( \frac{\tau''(t)\tau(t)\rho - \tau'(t)\rho - 1}{\tau(t)^2} \) is bounded on \([0, T]\) by (A1), and considering (A2) and (A3), we have
\[
\frac{d}{dt}\tilde{A}(t) \in L^\infty([0, T], B(D(H(0)), \mathcal{H})),
\] (3.46)

where \( L^\infty([0, T], B(D(H(0)), \mathcal{H})) \) is the space of equivalence classes of essentially bounded, strongly measurable functions from \([0, T]\) into \( B(D(H(0)), \mathcal{H}) \).

Then, (3.20), (3.37) and (3.38) imply that the family \( \tilde{A} = \{\tilde{A}(t) : t \in [0, T]\} \) is a stable family of generators in \( \mathcal{H} \) with stability constants independent of \( t \), by Proposition 1.1 from [18]. Therefore, the assumptions (i)-(iv) of Theorem [3.1] are verified. Thus, the problem
\[
\begin{cases} 
\tilde{U}_t = \tilde{A}(t)\tilde{U}, \\
\tilde{U}(0) = U_0
\end{cases}
\] (3.47)
has a unique solution \( \tilde{U} \in C([0, +\infty), D(\tilde{A}(0))) \cap C^1([0, +\infty), \mathcal{H}) \) for \( U_0 \in D(\tilde{A}(0)) \). The requested solution of (3.41) is then given by
\[
U(t) = e^{\int_0^t \kappa(s)ds}\tilde{U}(t),
\] (3.48)

because
\[
U(t) = \kappa(t)e^{\int_0^t \kappa(s)ds}\tilde{U}(t) + e^{\int_0^t \kappa(s)ds}\tilde{U}(t)
\] (3.49)
which concludes the proof.
4 Exponential stability

This section is dedicated to study of the asymptotic behavior. We show that the solution of problem \([2.9]-[2.11]\) is exponentially stable using the multiplier technique.

We define the energy associated to the solution \(U(t) = (v(t), v_t(t), p(t), p_t(t), z(t))\) of problem \([2.9]-[2.11]\) by the following formula

\[
E(t) = \frac{1}{2} \int_0^L \left[ \rho v_t^2 + \mu p_t^2 + \alpha_1 v_z^2 + \beta (\gamma v_x - p_x)^2 \right] dx + \frac{\xi(t)\gamma(t)}{2} \int_0^L \int_0^1 z^2 dy dx.
\]  

(4.1)

Our effort consists in building a suitable Lyapunov functional by the energy method. The main goal in this section is to prove the following result.

**Theorem 4.1.** Let \(U(t) = (v(t), v_t(t), p(t), p_t(t), z(t))\) be the solution of \([2.9]-[2.11]\) with initial data \(U_0 \in D(A(0))\) and \(E(t)\) the energy of \(U\). Then there exist positive constants \(M\) and \(\gamma\) such that

\[
E(t) \leq M E(0) e^{-\gamma t}, \quad \forall t \geq 0.
\]  

(4.2)

For the proof of Theorem 4.1 we need several lemmas. Our first result states that the energy is a non-increasing function and uniformly bounded above by \(E(0)\).

**Lemma 4.2.** Let \(U(t) = (v(t), v_t(t), p(t), p_t(t), z(t))\) be the solution of \([2.9]-[2.11]\). Then the energy \(E(t)\) satisfies

\[
\frac{d}{dt} E(t) \leq -\mu_1(t) \left(1 - \frac{\xi}{2} - \frac{\delta}{2\sqrt{1-d}}\right) \int_0^L v_t^2 dx - \mu_1(t) \left(\frac{\xi(1-\tau(t))}{2} - \frac{\delta\sqrt{1-d}}{2}\right) \int_0^L z^2(x,1) dx \leq 0.
\]  

(4.3)

**Proof.** Multiplying \([2.9]_1\) by \(v_t\) and \([2.9]_2\) by \(p_t\) and integrating each of them by parts over \([0,L]\), we get

\[
\frac{1}{2} \int_0^L \left( \rho v_t^2 + \alpha_1 v_z^2 \right) dx + \gamma \int_0^L (\gamma v_x - p_x) v_{xt} dx + \mu_1(t) \int_0^L v_t^2 dx + \mu_2(t) \int_0^L z(x,1) v_t dx = 0,
\]  

(4.4)

\[
\frac{1}{2} \int_0^L \mu p_t^2 dx - \beta \int_0^L (\gamma v_x - p_x) p_{xt} dx = 0.
\]  

(4.5)

Now multiplying \([2.10]_3\) by \(\xi(t) z\) and integrating over \([0,L] \times [0,1]\), we obtain

\[
\frac{\tau(t)\xi(t)}{2} \int_0^L \int_0^1 \frac{d}{dt} z^2 dy dx + \frac{\xi(t)}{2} \int_0^L \int_0^1 \left(1 - \tau'(t) y\right) \frac{\partial}{\partial y} z^2 dy dx = 0,
\]  

(4.6)

which is equivalent to

\[
\frac{d}{dt} \left( \frac{\xi(t)\tau(t)}{2} \int_0^L \int_0^1 z^2 dy dx \right) = \frac{\xi(t)}{2} \int_0^L v_t^2 dx - \frac{\xi(t)}{2} \int_0^L z^2(x,1) dx + \frac{\xi(t)\tau(t)}{2} \int_0^L z^2(x,1) dx
\]  

(4.7)

\[
+ \frac{\xi'(t)\tau(t)}{2} \int_0^L \int_0^1 z^2 dy dx.
\]

Combining (4.4), (4.5) and (4.7), we obtain

\[
\frac{d}{dt} E(t) = -\mu_1(t) \int_0^L v_t^2 dx - \mu_2(t) \int_0^L z(x,1) v_t dx + \frac{\xi(t)}{2} \int_0^L v_t^2 dx - \frac{\xi(t)}{2} \int_0^L z^2(x,1) dx
\]

\[
+ \frac{\xi(t)\tau(t)}{2} \int_0^L \int_0^1 z^2 dy dx + \frac{\xi'(t)\tau(t)}{2} \int_0^L \int_0^1 z^2 dy dx.
\]  

(4.8)

Applying Young’s inequality and taking into account (5.12), (A2) (which results in \(\xi'(t) \leq 0\)), we have

\[
\frac{d}{dt} E(t) \leq - \left(\mu_1(t) - \frac{\xi(t)}{2} - \frac{\mu_2(t)}{2\sqrt{1-d}}\right) \int_0^L v_t^2 dx
\]

\[
- \left(\frac{\xi(t)}{2} - \frac{\xi(t)\tau(t)}{2} - \frac{\mu_2(t)}{2\sqrt{1-d}}\right) \int_0^L z^2(x,1) dx
\]

\[
+ \frac{\xi'(t)\tau(t)}{2} \int_0^L \int_0^1 z^2 dy dx
\]  

(4.9)

\[
\leq -\mu_1(t) \left(1 - \frac{\xi}{2} - \frac{\delta}{2\sqrt{1-d}}\right) \int_0^L v_t^2 dx - \mu_1(t) \left(\frac{\xi(1-\tau(t))}{2} - \frac{\delta\sqrt{1-d}}{2}\right) \int_0^L z^2(x,1) dx \leq 0.
\]
Hence, the proof is complete.

In the previous result we observe that the energy functional restores some energy terms with a negative sign. We are interested in building a Lyapunov functional that restores the full energy of the system with negative sign, and for this goal, we consider the following lemmas.

**Lemma 4.3.** If \( U(t) = (v(t), v_t(t), p(t), p_t(t), z(t)) \) is a solution of (2.9)-(2.11), then the functional \( I_1 \), defined by

\[
I_1(t) = \rho \int_0^L v v_t \, dx + \gamma \mu \int_0^L v p_t \, dx
\]

(4.10)

satisfies the estimative

\[
\frac{d}{dt} I_1(t) \leq -\alpha_1 \int_0^L v^2 \, dx + \varepsilon_1 \int_0^L p_t^2 \, dx + c_1 \int_0^L z^2(x,1) \, dx + c_1 \left( 1 + \frac{1}{\varepsilon_1} \right) \int_0^L v_t^2 \, dx,
\]

(4.11)

for any constants \( \varepsilon_1 > 0 \) and \( c_1 > 0 \).

**Proof.** Taking derivative of \( I_1(t) \), using (2.9) and integrating by parts, we arrive at

\[
\frac{d}{dt} I_1(t) = -\alpha_1 \int_0^L v^2 \, dx + \rho \int_0^L v_t^2 \, dx + \gamma \mu \int_0^L p_t v_t \, dx
\]

\[
- \mu_1(t) \int_0^L v_t v \, dx - \mu_2(t) \int_0^L z(x,1)v \, dx.
\]

From (A2) and (A3), we have

\[
\frac{d}{dt} I_1(t) = -\alpha_1 \int_0^L v^2 \, dx + \rho \int_0^L v_t^2 \, dx + \gamma \mu \int_0^L p_t v_t \, dx
\]

\[
+ \mu_1(0) \int_0^L |v_t| \, dx + \delta \mu_1(0) \int_0^L z(x,1)v \, dx.
\]

Estimate (4.11) follows thanks to Young’s and Poincaré’s inequalities.

**Lemma 4.4.** If \( U(t) = (v(t), v_t(t), p(t), p_t(t), z(t)) \) is a solution of (2.9)-(2.11), then the functional \( I_2 \), defined by

\[
I_2(t) = \rho \int_0^L v(\gamma v - p) \, dx + \gamma \mu \int_0^L p(\gamma v - p) \, dx
\]

(4.14)

satisfies the estimative

\[
\frac{d}{dt} I_2(t) \leq -\gamma \mu \int_0^L p_t^2 \, dx + 3\alpha_1 \varepsilon_2 \int_0^L (\gamma v_x - p_x)^2 \, dx + \frac{c_2}{\varepsilon_2} \int_0^L v_t^2 \, dx
\]

\[
+ \frac{c_2}{\varepsilon_2} \int_0^L z^2(x,1) \, dx + c_2 \left( 1 + \frac{1}{\varepsilon_2} \right) \int_0^L v_t^2 \, dx
\]

(4.15)

for any constants \( \varepsilon_2 > 0 \) and \( c_2 > 0 \).

**Proof.** Taking derivative of \( I_2(t) \), using (2.9) together with integration by parts, we obtain

\[
\frac{d}{dt} I_2(t) = -\alpha_1 \int_0^L v(\gamma v - p) \, dx + \rho \gamma \int_0^L v_t^2 \, dx - \rho \int_0^L v_t p_t \, dx + \gamma^2 \mu \int_0^L p_t v_t \, dx
\]

\[
- \gamma \mu \int_0^L p_t^2 \, dx - \mu_1(t) \int_0^L v_t(\gamma v - p) \, dx - \mu_2(t) \int_0^L z(x,1)(\gamma v - p) \, dx.
\]

From (A2) and (A3), we obtain

\[
\frac{d}{dt} I_2(t) = -\alpha_1 \int_0^L v(\gamma v - p) \, dx + \rho \gamma \int_0^L v_t^2 \, dx - \rho \int_0^L v_t p_t \, dx + \gamma^2 \mu \int_0^L p_t v_t \, dx
\]

\[
- \gamma \mu \int_0^L p_t^2 \, dx + \mu_1(0) \int_0^L |v_t(\gamma v - p)| \, dx + \delta \mu_1(0) \int_0^L |z(x,1)(\gamma v - p)| \, dx.
\]

We then use Young’s and Poincaré’s inequalities to obtain (4.15).
Lemma 4.5. If $U(t) = (v(t), v_1(t), p(t), p_1(t), z(t))$ is a solution of \eqref{2.9} - \eqref{2.11}, then the functional $I_3$, defined by

$$I_3(t) = \rho \int_0^L v t v \, dx + \mu \int_0^L p n p \, dx$$

satisfies the estimative

$$\frac{d}{dt} I_3(t) \leq -\frac{\alpha_1}{2} \int_0^L v_t^2 \, dx - \beta \gamma^2 \int_0^L v_t^2 \, dx + 2 \beta \gamma \int_0^L p_x v_x \, dx - \beta \int_0^L p_t^2 \, dx + \mu \int_0^L p_t^2 \, dx$$

$$+ c_3 \int_0^L v_t^2 \, dx + c_3 \int_0^L z^2(x, 1) \, dx,$$

for any constant $c_3 > 0$.

Proof. Taking derivative of $I_3(t)$, use \eqref{3.9} and integrating by parts, yield

$$\frac{d}{dt} I_3(t) \leq -\alpha_1 \int_0^L v_t^2 \, dx - \beta \gamma^2 \int_0^L v_t^2 \, dx + 2 \beta \gamma \int_0^L p_x v_x \, dx - \beta \int_0^L p_t^2 \, dx + \mu \int_0^L v_t^2 \, dx$$

$$+ \mu \int_0^L p_t^2 \, dx - \mu_1(t) \int_0^L v_t v \, dx - \mu_2(t) \int_0^L z(x, 1) v \, dx.$$

From (A2) and (A3), and taking into account

$$-\beta (\gamma v_x - p_x)^2 = -\beta \gamma^2 v_x^2 + 2 \beta \gamma v_x p_x - \beta p_x^2,$$

we have

$$\frac{d}{dt} I_3(t) \leq -\alpha_1 \int_0^L v_t^2 \, dx - \beta \int_0^L (\gamma v_x - p_x)^2 \, dx + \mu \int_0^L v_t^2 \, dx + \mu_1(0) \int_0^L |v_t v| \, dx + \delta \mu_1(0) \int_0^L |z(x, 1) v| \, dx.$$

Exploiting Young’s and Poincaré’s inequalities, we obtain the estimates \eqref{3.19} and conclude the prove. \qed

As in \cite{21}, taking into account the last lemma, we introduce the functional

$$J(t) = \xi \tau(t) \int_0^L \int_0^1 e^{-2\tau(t) y} z^2(x, y) \, dy \, dx.$$  

For this functional we have the following estimate.

Lemma 4.6 (\cite{21} Lemma 3.7). Let $U(t) = (v(t), v_1(t), p(t), p_1(t), z(t))$ be solution of \eqref{2.9} - \eqref{2.11}. Then the functional $J(t)$ satisfies

$$\frac{d}{dt} J(t) \leq -2 J(t) + \xi \int_0^L v_t^2 \, dx.$$

Now we are in position to prove our principal result.

Proof of Theorem \ref{4.1}. We will to construct a suitable Lyapunov functional $\mathcal{L}$ satisfying the following equivalence relation

$$\gamma_1 E(t) \leq \mathcal{L}(t) \leq \gamma_2 E(t), \quad \forall t \geq 0,$$

for some $\gamma_1, \gamma_2 > 0$ and to prove that

$$\frac{d}{dt} \mathcal{L}(t) \leq -\lambda \mathcal{L}(t), \quad \forall t \geq 0,$$

for some $\lambda > 0$, which implies

$$\mathcal{L}(t) \leq \mathcal{L}(0) e^{-\lambda t}, \quad \forall t \geq 0.$$

Let us define the Lyapunov functional

$$\mathcal{L}(t) = NE(t)(t) + \sum_{i=1}^3 N_i I_i(t) + J(t),$$
where \( N_i, i = 1, 2, 3 \) are positive real numbers which will be chosen later. By the Lemma 4.2 there exists a positive constant \( K \) such that

\[
\frac{d}{dt} E(t) \leq -K \left( \int_0^L v_t^2 \, dx + \int_0^L z^2(x, 1) \, dx \right). \tag{4.29}
\]

We have that

\[
|\mathcal{L}(t) - NE(t)| \leq N_1 \left( \rho \int_0^L |v_v| \, dx + \gamma \mu \int_0^L |p_v| \, dx \right)
+ N_2 \left( \rho \int_0^L |v_\gamma (\gamma v - p)| \, dx + \gamma \mu \int_0^L |p_\gamma (\gamma v - p)| \, dx \right)
+ N_3 \left( \rho \int_0^L |v_t| \, dx + \mu \int_0^L |p_t| \, dx \right).
\]

Now, taking derivative \( L(t) \), substitute the estimates (4.11), (4.15), (4.19), (4.23), (4.29) and setting \( \eta = \frac{\beta \gamma}{48 \alpha_1} \), therefore, from (4.1), we have

\[
\gamma_1 E(t) \leq \mathcal{L}(t) \leq \gamma_3 E(t), \quad \forall t \geq 0 \tag{4.32}
\]

It follows from (4.11), Young’s and Poincaré’s inequalities and from the fact that \( \tau(t) \leq \tau_1 \) for all \( t \geq 0 \) and \( e^{-2\tau(t)y} \leq 1 \) for all \( y \in (0, 1) \) that

\[
|\mathcal{L}(t) - NE(t)| \leq \gamma_3 \int_0^L \left[ v_t^2 + p_t^2 + v_x^2 + (\gamma v_x - p_x)^2 + \int_0^1 z^2 \, dy \right] \, dx \leq \gamma_3 E(t) \tag{4.31}
\]

for some constant \( \gamma_3 > 0 \). So, we can choose \( N \) large enough that \( \gamma_1 := N - \gamma_3 \) and \( \gamma_2 := N + \gamma_3 \), then

\[
\gamma_1 E(t) \leq \mathcal{L}(t) \leq \gamma_3 E(t), \quad \forall t \geq 0 \tag{4.32}
\]

holds.

Now, taking derivative \( L(t) \), substitute the estimates (4.11), (4.15), (4.19), (4.23), (4.29) and setting

\[
N_2 = \frac{8}{\gamma}, \quad N_3 = 1, \quad \varepsilon_1 = \frac{\mu}{N_1}, \quad \text{and} \quad \varepsilon_2 = \frac{\beta \gamma}{48 \alpha_1}.
\]

we obtain that

\[
\frac{d}{dt} \mathcal{L}(t) \leq - \left[ NK - c_1 \left( 1 + \frac{N_1}{\mu} \right) N_1 - c_2 \left( 1 + \frac{48 \alpha_1}{\beta \gamma} \right) \frac{8}{\gamma} - c_3 - \xi \right] \int_0^L v_t^2 \, dx
- \left( NK - c_1 N_1 - \frac{384 \alpha_1 c_2}{\beta \gamma^2} - c_3 \right) \int_0^L z^2(x, 1) \, dx
- \left[ \frac{\alpha_1}{2} N_1 - \frac{384 \alpha_1 c_2}{\beta \gamma^2} + \frac{\alpha_1}{2} \right] \int_0^L v_x^2 \, dx
- 2 \mu \int_0^L p_t^2 \, dx - \frac{3}{2} \int_0^L (\gamma v_x - p_x)^2 \, dx - 2J(t). \tag{4.34}
\]

First, let us choose \( N_1 \) large enough such that

\[
\frac{\alpha_1}{2} N_1 - \frac{384 \alpha_1 c_2}{\beta \gamma^2} + \frac{\alpha_1}{2} > 0. \tag{4.35}
\]

Now, since \( \xi(t) \tau(t) \) non-negative and limited and choosing \( N \) large enough that (4.35) is taken into the following estimate

\[
\frac{d}{dt} \mathcal{L}(t) \leq - \eta \int_0^L \left[ v_t^2 + p_t^2 + v_x^2 + (\gamma v_x - p_x)^2 + z^2(x, 1) + \int_0^1 z^2 \, dy \right] \, dx \tag{4.36}
\]

for some positive constant \( \eta \). Therefore, from (4.11), we have

\[
\frac{d}{dt} \mathcal{L}(t) \leq -\eta E(t), \quad \forall t > 0. \tag{4.37}
\]
In view of (4.32) and (4.37), we note that

$$\frac{d}{dt} \mathcal{L}(t) \leq -\lambda \mathcal{L}(t), \quad \forall t > 0,$$

which leads to

$$\mathcal{L}(t) \leq \mathcal{L}(0)e^{-\lambda t}, \quad \forall t > 0.$$  \hspace{2cm} (4.39)

The desired result (4.2) follows by using estimates (4.32) and (4.39). Then, the proof of Theorem 4.1 is complete.
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