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Abstract

In this paper, we investigate the effectiveness of different affective lexicons through sentiment analysis of phrases. We examine how phrases can be represented through manually prepared lexicons, extended lexicons using computational methods, or word embedding. Comparative studies clearly show that word embedding using unsupervised distributional method outperforms manually prepared lexicons no matter what affective models are used in the lexicons. Our conclusion is that although different affective lexicons are cognitively backed by theories, they do not show any advantage over the automatically obtained word embedding.

1 Introduction

Sentiment analysis aims to infer the polarity expressed in a text, which has important applications for data analysis, such as product review (Pang et al., 2008), stock market performance (Nguyen and Shirai, 2015), and crowd opinions (Rosenthal et al., 2015). Sentiment lexicons play a critical role in sentiment analysis (Hutto and Gilbert, 2014). A sentiment lexicon contains a list of words with sentiment polarity (positive or negative) or polarity intensity, such as the NRC Hashtag Lexicon (Mohammad et al., 2013) and VADER sentiment lexicon (Hutto and Gilbert, 2014). However, sentiment lexicons may fail for compositional methods to obtain sentiment of larger text units, such as phrases and sentences. For example, the phrase avoid imprisonment expresses positive sentiment. However, when we use sentiment lexicon, it is hard to classify this phrase because both avoid and imprisonment are negative in both VADER (Hutto and Gilbert, 2014) and NRC Hashtag (Mohammad et al., 2013) lexicons.

In addition to polarity based sentiment lexicons, which can be considered as one-dimensional affective lexicons, different multi-dimensional affect models are also proposed to represent affective information of words, such as the evaluation-potency-activity (EPA) model (Osgood, 1952) and the valence-arousal-dominance (VAD) model (Ressel, 1980). Sentiment can be seen as one of the dimensions under these affective models, such as the evaluation dimension of EPA, and the valence dimension of VAD. Aside from the EPA based lexicon (Heise, 2010), VAD based lexicons include ANEW (Bradley and Lang, 1999), extended ANEW (Warriner et al., 2013), and CVAW (Yu et al., 2016). Although multi-dimensional affective lexicons are theoretically sound, there are mainly two issues. The first one is how to obtain good coverage for affective lexicons. The second one is how to infer the representation of larger text units using word information in the affective lexicons. A previous work uses the average value of the component words as the final representation of larger texts (Yu et al., 2016).

Word embedding has recently been used to represent word semantics, such as word2vec (Mikolov et al., 2013) and Glove (Pennington et al., 2014). Word embedding represents a word as a dense vector, which can be used to measure semantic similarity of words more accurately.

To infer the representation of larger text units based on word embedding, different composition models are proposed, such as weighted addition and multiplication (Mitchell and Lapata, 2008), tensor product (Zhao et al., 2015), recursive neural network (Socher et al., 2013), recurrent neural network (Irsoy and Cardie, 2014), and convolutional neural network (Kim, 2014). Attempts have also been made to infer the affective labels.
of phrases based on the VAD model using compositional methods (Palogiannidi et al., 2016). However, between the VAD representation and word embedding, it is not clear which one is more effective for sentiment analysis.

Sentiment lexicons, multi-dimensional affective lexicons, and word embedding all represent a word with semantic information. Other than word embedding, all the other lexicons are specifically built for sentiment/affective analysis. Although these representations can be used for sentiment analysis of larger text units, there is no systematic comparison to test their effectiveness. In this paper, we investigate whether the manually annotated sentiment/affective lexicons have some advantage over automatically obtained word embedding on sentiment analysis tasks. Our approach is to use different word level representations to predict the sentiment of phrases to determine which representation of words is more effective. Experiments clearly show that word embedding outperforms manual affective lexicons and extended affective lexicons.

2 Related Work

To apply a sentiment lexicon in sentiment analysis, the simplest way is to take word present in a lexicon as a simple feature (Pang et al., 2008). For intensity-based sentiment lexicons, the sentiment value can be aggregated by addition of every sentiment linked word in a sentence (Hutto and Gilbert, 2014; Vo and Zhang, 2016). Another method is to use sentiment related features, such as total count of sentiment tokens, total sentiment score, maximal sentiment score, etc. (Mohammad et al., 2013; Tang et al., 2014).

Many efforts have been made to construct multi-dimensional affective lexicons, such as ANEW for English (Bradley and Lang, 1999; Warriner et al., 2013), CVAW for Chinese (Yu et al., 2016), and other languages (Montefinese et al., 2014; Imbir, 2015). However, only few works use multi-dimensional affective lexicons for affective analysis. The work by Yu et al. (2016) uses the average VAD values of individual words as the VAD value of a sentence. In (Palogiannidi et al., 2016), affective representation of phrases is obtained through matrix-vector multiplication, where modifier words are represented by matrices and head words are represented as VAD vectors.

When word embedding is used for sentiment analysis, different composition methods are used to infer the representation of a sentence, such as simple addition, weighted addition (Mitchell and Lapata, 2008), recurrent neural networks (Irsoy and Cardie, 2014), and convolutional neural networks (Kim, 2014).

However, there is no systematic comparison between lexicon based representations and word embedding representations for sentiment analysis. This is the motivation of our work.

3 Comparison Method

Our objective is to study the effectiveness of different word representations for units longer than words for sentiment analysis. To focus more on the effectiveness of representations, we only study bigram phrases in this paper. The following is the list of lexicon resources and embeddings used for this comparative study.

1. The VADER sentiment lexicon of size 7,502, annotated through crowdsourcing (Hutto and Gilbert, 2014). Its value range is [-4, 4].

2. The NRC Hashtag sentiment lexicon (denoted as HSenti) of size 54,129, constructed automatically based on hashtags (Mohammad et al., 2013).

3. The multi-dimensional EPA lexicon of size 2,000, annotated manually (Heise, 2010) in three dimensions of evaluation, potency, activity in the range of [-4.3, 4.3].

4. The multi-dimensional VAD lexicon of size 13,915, annotated through crowdsourcing (Warriner et al., 2013). The annotation is in three dimensions of valence, arousal, dominance in the range of [1, 9].

5. Word embedding of 300 dimension with size of 2,196,017 trained by the the Glove model using unsupervised matrix factorization on a corpus of size 840 billion (Pennington et al., 2014), denoted as g300.

The manually annotated lexicons have limited sizes. For fair comparison, we use the state-of-the-art method proposed by Li et al. (2016), which train a Ridge regression model using word embedding as features to automatically extend the manually constructed lexicons so that all the vocabularies of different lexicons are the same size of g300.

Let us use the term base representations to refer to the different word representations used in this...
comparative study. We first construct the representation of a phrase from the base representations of its component words using some composition functions. Then, we perform sentiment prediction for phrases to evaluate which of the base representations is more effective.

In a composition model, the representation of a phrase is inferred from that of its component words. Given a phrase \( p \) with two component words \( w^1 \) and \( w^2 \) and their respective base representations \( \tilde{w}^1 \) and \( \tilde{w}^2 \), the representation of \( p \), denoted by \( \tilde{p} \), can be constructed by a function \( f \):

\[
\tilde{p} = f(\tilde{w}^1, \tilde{w}^2).
\]  

(1)

Different composition models are proposed for \( f \) (Mitchell and Lapata, 2008). An addition composition model can be defined as

\[
\tilde{p} = \tilde{w}^1 + \tilde{w}^2. 
\]  

(2)

The multiplication composition model is defined by element-wise vector multiplication:

\[
\tilde{p} = \tilde{w}^1 \ast \tilde{w}^2. 
\]  

(3)

The concatenation composition function that simply concatenates the two vectors:

\[
\tilde{p} = [\tilde{w}^2, \tilde{w}^1]. 
\]  

(4)

A more advanced composition model is the Recurrent Neural Network (RNN). Here we use the most widely used Long Short Term Memory (LSTM) network (Hochreiter and Schmidhuber, 1997) as our composition model. It models a word sequence as:

\[
\tilde{t}_t = \sigma(U_i \tilde{x}_t + W_i \tilde{h}_{t-1} + \tilde{b}_i), 
\]  

(5)

\[
\tilde{f}_t = \sigma(U_f \tilde{x}_t + W_f \tilde{h}_{t-1} + \tilde{b}_f), 
\]  

(6)

\[
\tilde{o}_t = \sigma(U_o \tilde{x}_t + W_o \tilde{h}_{t-1} + \tilde{b}_o), 
\]  

(7)

\[
\tilde{q}_t = \tanh(U_q \tilde{x}_t + W_q \tilde{h}_{t-1} + \tilde{b}_q), 
\]  

(8)

\[
\tilde{p}_t = \tilde{f}_t \ast \tilde{p}_{t-1} + \tilde{i}_t \ast (\tilde{q}_t - \tilde{f}_t \ast \tilde{q}_t), 
\]  

(9)

\[
\tilde{h}_t = \tilde{o}_t \ast \tanh(\tilde{p}_t). 
\]  

(10)

Here \( \tilde{x}_t \) is the representation of an input word representation at step \( t \), \( \tilde{w}^1 \) or \( \tilde{w}^2 \). \( \tilde{t}_t, \tilde{f}_t, \tilde{h}_t, \tilde{p}_t, \tilde{q}_t \) are internal representations and \( \tilde{h}_t \) is current output representation. \( U_i, U_f, U_o, U_q \) are the model matrix parameters. Sentiment prediction is performed on the output representation the final step.

In this work, we use different composition functions to evaluate the effectiveness of different base representations.

4 Evaluation on the Comparisons

The five lexicons introduced in Section 3 are used for evaluations.

4.1 Experiment Setting

For comparison, we first extracted a set of phrases with sentiment ratings from the Stanford Sentiment Treebank (SST) (Socher et al., 2013), in which every sentence is parsed and each node in the parsed tree has a sentiment score ranging between \([0, 1]\), and obtained by crowdsourcing. We only extract adjective-noun phrases, noun-noun phrases and verb-noun phrases, and the size of the final phrase collection in SST is 9,922. Note that only 6,736 words are used for this set of phrases and they are present in all the five lexicons used.

Based on this phrase set, we construct three sentiment analysis tasks: (1) a regression task to predict the sentiment score of phrases (labeled as SST-R); (2) a binary classification task by converting sentiment scores to discrete labels, where positive label is no less than 0.6 and negative label is no more than 0.4 (labeled as SST-2c); (3) a ternary classification task similar to SST-2C except that there is an addition of neutral label in the range of 0.4-0.6 (labeled as SST-3c).

Different evaluation metrics are used for the three different tasks. Mean absolute error (mae) and Kendall rank correlation coefficient (\( \tau \)) are used for SST-R. Accuracy and F-score are used for SST-2c. Weighted accuracy and weighted F-score are used for SST-3c. Ridge regression and SVM with the linear kernel are used for regression and classification task, respectively\(^1\). For LSTM, the output layer is set differently for regression and classification tasks respectively\(^2\). The number of hidden dimensions in LSTM is set to 4. In all the experiments, 5-fold cross validation is used. Results are based on the best parameters we can obtain in our experiments.

4.2 Result and Analysis

Table 1 shows the result of the three tasks. Let us first take a look at the different composition functions. Multiplication performs the worst in all categories. On the other hand, LSTM, as a deep learning method, is the best performer. Addition and concatenation do have comparable performance and not too off from LSTM.

\(^1\)Using the scikit-learn tool: scikit-learn.org/
\(^2\)Using the Keras tool: https://keras.io/
Table 1: Performance of different word representations under different composition functions for SST phrase sentiment analysis. mul: multiplication composition. add: addition composition. conc: concatenation composition.

| Feature Comp | SST-R mae | SST-R τ | SST-2c acc | SST-2c f | SST-3c acc | SST-3c f |
|--------------|-----------|---------|------------|---------|------------|---------|
| VADER mul    | 0.093     | 0.819   | 0.802      | 0.749   | 0.839      | 0.802   |
| VADER add    | 0.091     | 0.827   | 0.805      | 0.754   | 0.841      | 0.805   |
| VADER conc   | 0.092     | 0.825   | 0.808      | 0.757   | 0.843      | 0.808   |
| VADER lstm   | 0.090     | 0.824   | 0.806      | 0.759   | 0.845      | 0.806   |
| HSent2 mul   | 0.110     | 0.820   | 0.807      | 0.763   | 0.844      | 0.807   |
| HSent2 add   | 0.102     | 0.827   | 0.810      | 0.768   | 0.847      | 0.810   |
| HSent2 conc  | 0.102     | 0.830   | 0.813      | 0.771   | 0.849      | 0.813   |
| HSent2 lstm  | 0.100     | 0.830   | 0.816      | 0.777   | 0.850      | 0.816   |
| EPA mul      | 0.097     | 0.837   | 0.801      | 0.757   | 0.842      | 0.801   |
| EPA add      | 0.092     | 0.842   | 0.804      | 0.760   | 0.845      | 0.804   |
| EPA conc     | 0.092     | 0.842   | 0.807      | 0.763   | 0.847      | 0.807   |
| EPA lstm     | 0.091     | 0.843   | 0.808      | 0.765   | 0.848      | 0.808   |
| VAD mul      | 0.089     | 0.846   | 0.810      | 0.768   | 0.851      | 0.810   |
| VAD add      | 0.090     | 0.848   | 0.812      | 0.770   | 0.854      | 0.812   |
| VAD conc     | 0.089     | 0.849   | 0.814      | 0.773   | 0.855      | 0.814   |
| VAD lstm     | 0.090     | 0.846   | 0.816      | 0.779   | 0.857      | 0.816   |
| g300 mul     | 0.106     | 0.826   | 0.782      | 0.757   | 0.842      | 0.782   |
| g300 add     | 0.074     | 0.564   | 0.923      | 0.775   | 0.749      | 0.923   |
| g300 conc    | 0.073     | 0.566   | 0.920      | 0.775   | 0.748      | 0.920   |
| g300 lstm    | 0.070     | 0.573   | 0.926      | 0.775   | 0.749      | 0.926   |

Table 2: Performance of manually annotated VAD and corresponding word embedding representations under different composition functions for phrase sentiment analysis.

| Feature Comp | SST-R mae | SST-R τ | SST-2c acc | SST-2c f | SST-3c acc | SST-3c f |
|--------------|-----------|---------|------------|---------|------------|---------|
| VADER add    | 0.093     | 0.450   | 0.901      | 0.927   | 0.614      | 0.554   |
| VADER conc   | 0.092     | 0.465   | 0.905      | 0.931   | 0.624      | 0.568   |
| VADER lstm   | 0.093     | 0.471   | 0.885      | 0.916   | 0.620      | 0.594   |
| g300 add     | 0.075     | 0.575   | 0.926      | 0.945   | 0.759      | 0.754   |
| g300 conc    | 0.075     | 0.575   | 0.931      | 0.949   | 0.762      | 0.757   |
| g300 lstm    | 0.071     | 0.588   | 0.934      | 0.951   | 0.754      | 0.753   |

5 Conclusion

Automatically obtained word embedding clearly outperforms both manually and automatically obtained affective lexicons including sentiment lexicons and multi-dimensional affective lexicons. Although different affective models are backed by cognitive theories and affective lexicons are designed specifically for affective analysis, building them consumes too much resources and annotation quality may still be questioned due to added complexity. Through a downstream task of sentiment labeling of phrases, we conclude that the manually annotated affective lexicons have no advantage over word embedding under different composition models. However, affective lexicons as resources can still be used as additional features rather than being used alone.
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