Dynamics of a two-phase flow through a minichannel: Transition from churn to slug flow
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Abstract. The churn-to-slug flow bifurcations of two-phase (air-water) flow patterns in a 2 mm diameter minichannel were investigated. With increasing a water flow rate, we observed the transition of slugs to bubbles of different sizes. The process was recorded by a digital camera. The sequences of light transmission time series were recorded by a laser-phototransistor sensor, and then analyzed using the recurrence plots and recurrence quantification analysis (RQA). Due to volume dependence of bubbles velocities, we observed the formation of periodic modulations in the laser signal.

1 Introduction

Two-phase flow in a minichannel is a complex phenomenon which depends on the physical properties of given phases as: density, viscosity, surface tension as well as the channel geometry. In the minichannel one can observe various flows types including isolated, confined, and elongated bubbles, slugs and semi-annular flows, as well as churn and annular flows [1–3]. The liquid flows which accompany the bubble flows can be laminar and turbulent depending on the liquid and gas flow rates [4].

Due to the high complexity of these phenomena non-periodic (chaotic) flows usually occur. As these flows are difficult to control, possible applications of the microchannel flow systems are significantly reduced. To identify such flows, one has to apply the non-linear analysis, which enables identification of flow patterns. Wang et al. [5] showed that the non-linear analysis allows us to identify flow patterns in a oil-gas-water mixture. The results of a non-linear analysis of temperature and pressure fluctuations in microchannels are discussed by Mosdorf et al. [6]. On the other hand, Wang et al. [7] used the non-linear analysis of the pressure fluctuations to identify the flow patterns of air in water. It has been shown that the methods characterizing the non-linear dynamics of the flow of oil-water [8] are useful for identification of the flow patterns and for assessment of the complexity of these patterns. In addition, Jin et al. [9] showed that the correlation dimension and Kolmogorov entropy are sufficient to identify the flow patterns.

Recently, Faszczewski et al. [10] used the recurrence plot method to analyze the flow patterns in a vertical minichannel, finding that this method enables determination of the parameters which define the borders between flow patterns. Partitioning of air slugs into air bubbles of different sizes and small air bubbles aggregation into larger air bubbles were identified by recurrences [11,12].

Zhou et al. [13] examined the separation contours between two phases during the air-water mixture flow in a horizontal tube by using the fractal dimension, Shannon entropy, the maximal Lyapunov exponent. Finally, the Recurrence Quantification Analysis (RQA) with the characteristic parameters for dynamics identification was also proposed [14,15]. In the present paper, we discuss the transition from non-periodic to periodic flow patterns in a horizontal minichannel by using RQA.
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2 Experimental setup and the measurement procedure

A schematic design of the experimental stand is shown in fig. 1(a). Flow patterns were recorded with using a Phantom digital camera at 5000 fps (1280 × 64 pixels). The video records were used to identify the mechanism of small bubble creation by a turbulent flow (fig. 1(d)). The content of the minichannel (i.e. bubbles or liquid) was qualitatively assessed using the laser-phototransistor sensor. A schematic view of the laser-phototransistor sensor is shown in fig. 1(a). The sensor consisted with a laser generating a 3 mm laser beam, a lens and a silicon sensor placed in the focal point of the lens. Data from the laser-phototransistor sensors were acquired by the acquisition system (an accuracy of 1 mV for voltages in the range of −10 V to 10 V) at a sampling rate of 5 kHz. Examples of the data recorded by the laser-phototransistor sensors are presented in figs. 1(b), (c). In the first case (fig. 1(b)), the velocity of the bubble front was 3.37 m/s while in the second case (fig. 1(c)) it was 1.85 m/s. Figure 1(d) illustrates the defragmentation of the air slug caused by vortices. These vortices occur at the end of the slug flow due to the differences in air slugs and water velocities. Here the decreasing width of the slug tail leads to the variations in pressure and the tearing of air bubbles.

Figure 2 shows the digital camera snapshots of the selected flow cases with decreasing the water volume flow rate \( q \) from the bottom to top cases. Interestingly, the initial flow pattern (at the bottom of fig. 2) with different sizes of bubbles transformed into a slug flow through a churn phase. Actually, the flow seems to be more regular or and periodic after the formation of the optimal length slugs. This is the principal effect studied in this paper. For the identification of this transition we propose to use the Recurrence Plots (RP) and Recurrence Quantification Analysis (RQA).

3 Recurrence analysis

Generally, the periodicity of the underlying dynamics can be investigated by means of recurrences which is calculated for each point of the reconstructed trajectory. This method was developed by Eckmann et al. [16] and extended by
Fig. 2. Photos of the selected flow cases with decreasing water volume flow rate $q$ [l/min] ranging from 0.73 at the bottom to 0.11 on the top. The experimental data were collected by a quasistatic change of $q$ from higher to lower values. The corresponding air volume flow rate was $q_a = 0.11$/min.

Fig. 3. Laser light transmission and the corresponding recurrence plots of the lines from fig. 2: No. 4 (a) from the top ($q = 0.169$ l/min) No. 3 (b) from the bottom ($q = 0.632$ l/min). $i, j$ are related to the measurement instants expressed in the sampling units $\Delta t = 0.2$ ms. For recurrence plots estimations we used the Cross Recurrence Plot Toolbox [24].

Webber and Zbilut [17], Casdagli [18] and later by Marwan and others [19]. This method can be applied for both short deterministic and noisy experimental data (see [20, 21]). Two points on a trajectory are marked as neighbours if they are close enough to each other and this can be expressed by the distance matrix $R$ with its element $R^{\epsilon}_{ij}$ given by [16]:

$$R^{\epsilon}_{ij} = \Theta(\epsilon - \|x_i - x_j\|),$$

where $\epsilon$ is the threshold value and $\Theta(\cdot)$ denotes the Heaviside function. The number of recurrence points depends on both the underlying dynamics and the threshold value. A standard technique for approximations is that the threshold value should not be higher than several percentage of the total number of points [19].

Figure 3 shows the laser light transmission time series and the corresponding RPs for two different water volume flow rates $q$. In these cases, the RP $\epsilon = 3\sigma$ calculated with Euclidean distance in the reconstructed phase space. The embedding dimension $m = 8$, the delay in the reconstructed coordinates $\delta t = 8$ calculated by standard methods using the first minimum of averaged mutual information and the nodal fraction of the false neighbours [22]. Following
Fig. 4. The RQA results: Recurrence rate - $RR$, Determinism - $DET$, Laminarity - $LAM$, and $1/L_{\text{max}}$ as functions of the water volume flow rate $q$ for (a)-(d), respectively. The RQA and embedding assumptions [24] were $\epsilon = 3 \sigma$, the embedding parameters as in fig. 3.

Takens [23] we define the following vectors $x$ based on the laser light transmission $x(t)$ which can be written in the embedded space:

$$x(t) = (x(t), x(t - \delta i \Delta t), x(t - 2\delta i \Delta t), \ldots, x(t - (m - 1)\delta i \Delta t)), \tag{2}$$

where $\Delta t$ is a sampling period. $x_i$ and $x_j$ appearing in eq. (1) are related to discrete time $t_i = i \Delta t$ and $t_j = j \Delta t$, respectively via $x_i \text{ or } j = x(t_i \text{ or } j)$. The horizontal and vertical axes represent the time instants $i$ and $j$ for which the distance formula (eq. (1)) is applied.

Note that for $q = 0.1691/\text{min}$ (a) the RP clearly indicates the periodic changes signalled by the diagonal lines formed by the recurrence points. On the other hand, the second case for $q = 0.6321/\text{min}$ (b) shows a definitely nonperiodic behaviour.

To throw more light on the transition we use the RQA parameters [19]. The recurrence rate, $RR$, is a measure the systems ability to return to the neighbourhood of its previous state and has the following definition:

$$RR = \frac{1}{N^2} \sum_{i,j \neq i} R_{ij}^e, \tag{3}$$

where $N$ is a number of sampling points.

Regarding other parameters the RQA provides the probability $p(l)$ or $p(v)$ of line distribution according to their lengths $l$ or $v$ (for diagonal and vertical lines). They are calculated as

$$p(z) = \frac{P^e(z)}{\sum_{x = x_{\text{min}}}^N P^e(z)}, \tag{4}$$

where $z = l$ or $v$ depend on the diagonal or vertical structures in a specific recurrence plot. $P^e(z)$ denotes the histogram of $z$ lengths and a fixed value of $\epsilon$.

Such measures as determinism $DET$, laminarity $LAM$, are based on probabilities $P^e(z)$

$$DET = \frac{\sum_{l = l_{\text{min}}}^N lP^e(l)}{\sum_{l = 1}^N lP^e(l)}, \tag{5}$$

$$LAM = \frac{\sum_{v = v_{\text{min}}}^v vP^e(v)}{\sum_{v = 1}^v vP^e(v)}, \tag{6}$$

where $l_{\text{min}}$ and $v_{\text{min}}$ denote minimal values which should be chosen for a specific dynamical system. In our case we assumed $l_{\text{min}} = v_{\text{min}} = 2$. The determinism $DET$ is a measure of the predictability of the examined dynamical system.
and provides the ratio of the recurrence points formed in diagonals to all recurrent points. Note that in a periodic system all recurrence points would be included in the lines parallel to the main diagonal. On the other hand, the laminarity $LAM$ is a similar measure which corresponds to the points formed in vertical lines. This measure indicates the dynamics of potential periodic fluctuations. High values correspond to the slow predictable changes, while small ones to sudden changes in dynamics. Finally $L_{\text{max}}$ is the maximum diagonal length (beyond the central diagonal), the inverse of which, $1/L_{\text{max}}$, can be a measure of non-periodicity (chaoticity) of the examined motion [25].

Figure 4 shows the results of the RQA. Note that the recurrence rate, $RR$, shows the minimum for a moderate water volume flow rate, $q$. This minimum corresponds to the bifurcation region. In the limits of small and large $q$ we observe the slug and bubble flow patterns, while in the middle they are mixed. Both laminarity, $DET$, and lamininarity, $LAM$, decrease with increasing $q$, which can be explained by the fact that air bubble velocities depend on their volume and they are stabilized for small $q$ leading to the periodic mass flow transport. This trend is simultaneously confirmed by $1/L_{\text{max}}$ (fig. 4(d)) which increases with $q$. Obviously, it signals the occurrence of a chaotic flow of the air-water mixture.

4 Conclusions

In summary, it is worth drawing attention to the fact that the minichannel two phase flow is very sensitive to the water volume rate, $q$. The destruction and fragmentation of slugs by churn with increasing $q$, causes the occurrence of various size air bubbles embedding in the water environment. Furthermore, the different size bubbles have different velocities and, thus, introduce various time scales to the dynamical system. These multiple velocities are the main reason for the global change in the flow patterns from the periodic to chaotic flow.
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