Deep Reinforcement Learning Designed RadioFrequency Waveform in MRI
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ABSTRACT

Carefully engineered radiofrequency (RF) pulses play a key role in a number of systems such as mobile phone, radar, and magnetic resonance imaging. The design of an RF waveform, however, is often posed as an inverse problem with no general solution. As a result, various design methods each with a specific purpose have been developed based on the intuition of human experts. In this work, we propose an artificial intelligence (AI)-powered RF pulse design framework, DeepRF, which utilizes the self-learning characteristics of deep reinforcement learning to generate a novel RF pulse. The effectiveness of DeepRF is demonstrated using four types of RF pulses that are commonly used. The DeepRF-designed pulses successfully satisfy the design criteria while reporting reduced energy. Analyses demonstrate the pulses utilize new mechanisms of magnetization manipulation, suggesting the potentials of DeepRF in discovering unseen design dimensions beyond human intuition. This work may lay the foundation for an emerging field of AI-driven RF waveform design.
In less than a decade, artificial intelligence (AI) has been widely applied to a number of tasks which were once considered as unique human abilities, such as winning the game Go\(^1\), translating books\(^2\), and even blushing paints\(^3\). More recently, AI-driven scientific designs have become a new direction for research, finding solutions in chemical synthesis\(^4\), RNA design\(^5\), electric circuit design\(^6\), and drug discovery\(^7\). In particular, deep reinforcement learning (DRL), in which an AI agent learns a skill by self-exploring an environment and receiving feedback (or reward) from the environment\(^8\), has been utilized to achieve novel design results\(^5\)\(^-\)\(^7\) that surpass conventional outcomes by discovering unseen opportunities that exist beyond human intuition.

A radiofrequency (RF) pulse plays an important role in numerous applications, including broadcasting (e.g., radio and TV), wireless technology (e.g., mobile phone, satellite, and WiFi), military (e.g., radar), and medical systems (e.g., ultrasound, RF ablation, and magnetic resonance imaging). In many of these areas, the careful design of an RF pulse shape is required to achieve a complex goal. For example, in a radar system, an RF pulse is created to classify target objects (e.g., air balloon vs. fighter jet)\(^9\). In ultrasound imaging, a set of RF pulses are jointly designed to image microbubbles in tissue\(^10\). In magnetic resonance imaging (MRI), a variety of RF pulses are developed to control tissue magnetization, forming images.

In a broad sense, such RF pulse designs are subject to an inverse problem\(^11\), which is a process of calculating causal factors from a set of observations in a given model. In MRI, for example, an RF pulse (i.e., causal factor) is designed to achieve desired tissue magnetization (i.e., observation) according to Bloch equations\(^12\) (i.e., model). This task, however, has no general solution. As a result, various design methods each with a specific purpose have been developed based on the intuition of human experts (e.g., Shinnar-Le Roux (SLR) algorithm for
a slice-selective RF pulse\textsuperscript{13} and adiabatic principle for a $B_1$-insensitive RF pulse\textsuperscript{14}) or optimization algorithms (e.g., optimal control\textsuperscript{15-22} and convex optimization\textsuperscript{23,24}).

In this study, we propose a new RF pulse design framework, DeepRF (Deep Reinforcement Learning Designed RF Waveform), which utilizes the power of the self-learning characteristic of DRL, combined with optimization, to explore novel mechanisms for magnetization manipulation beyond conventional methods. This feature clearly differentiates DeepRF from previously proposed deep learning-based RF design methods using supervised learning\textsuperscript{25-28}. Moreover, unlike conventional RF design algorithms that are tailored for a specific RF pulse type, DeepRF can produce RF pulses of different goals via a customized reward function. Here, we develop four DeepRF pulses of different characteristics, slice-selective excitation pulse, slice-selective inversion pulse, $B_1$-insensitive volume inversion pulse, and $B_1$-insensitive selective inversion pulse, that are commonly utilized in MRI. Additionally, analyses on the characteristics of DeepRF pulses, reproducibility, and ablation studies of the DeepRF algorithm are included to explore the newly proposed method.

**DeepRF algorithm**

An overview of DeepRF is summarized in Fig. 1. DeepRF is performed as a sequential execution of two modules: RF generation and RF refinement (Fig. 1a). In the RF generation module, DRL produces a large number of RF pulses, some of which are utilized as seed RF pulses for the RF refinement module, which further improves the characteristics of the pulses (Fig. 1a). The DRL in the RF generation module utilizes a recurrent neural network (RNN; see RNN agent in Supplementary Information)\textsuperscript{29} agent to produce an RF pulse (i.e., actions), which is evaluated by a virtual MRI simulation (i.e., environment), calculating a reward (e.g.,
difference from a target slice profile) (Fig. 1b). This reward is fed back to the agent, updating weights of RNN for improved RF pulse generation. Through this iteration, pulses with higher rewards are produced. Finally, the top 256 RFs out of 38,400,000 RFs are selected as the seed RFs for the RF refinement module (see RF generation module in METHODS for details).

In the RF refinement module, the 256 RFs are iteratively refined via gradient ascent (Fig. 1c). For the RF pulses of \(i\)\(^{th}\) gradient ascent iteration, the virtual MRI simulation generates slice/inversion profiles, calculating rewards for each RF. The derivatives of the average reward, \(\text{Reward}_{\text{avg}}\), are calculated, then scaled, and added to the \(i\)\(^{th}\) RFs, creating the next \((i+1)\)\(^{th}\) RFs. After 10,000 iterations, the RF pulse with the highest reward is chosen as the final result (see RF refinement module in METHODS for details).

To demonstrate that DeepRF generates effective RF pulses of different goals, we design four types of RF pulses that have matching characteristics with commonly used conventional RF pulses: slice-selective excitation pulse and slice-selective inversion pulse using the SLR algorithm\(^{13}\); \(B_1\)‐insensitive volume inversion pulse and \(B_1\)‐insensitive selective inversion pulse using the hyperbolic secant (HS) pulse design\(^{30}\) (see Conventional pulses in METHODS). All pulses are designed from scratch. A reward function is customized for each of the RF pulses (see Reward functions in METHODS). All DeepRF and conventional RF pulses are evaluated by simulations and experiments for the characteristics of pulse shapes such as slice profiles and RF energy (ENG; \(\int_0^T |B_1(t)|^2dt\) where \(T\) is the pulse duration, \(B_1\) is the pulse shape, and unit is Gauss\(^2\)·second; see METHODS). The computational times of the DeepRF and conventional pulses are reported. Note that the computational time of a DeepRF pulse is expected to be high because of the large number of pulses generated and optimized via iterations to ensure high reproducibility (see Computational time of DeepRF in
Supplementary Information).

Slice-selective excitation pulse

To design a slice selective excitation pulse using DeepRF, we define the reward function to have the same mean transverse magnitude over a bandwidth (BW; full width at half maximum) and the same maximum stopband ripple (= 1.5%) as those of an SLR excitation pulse (parameters: angle = 90°, duration = 2.56 ms, time-bandwidth product (TBW) = 6.6, least-squares design; see Conventional pulses in METHODS) while minimizing RF ENG. The results show a reduced ENG while retaining a comparable slice profile to the conventional RF design (Fig. 2a-h). The amplitude of the DeepRF pulse mimics that of the SLR pulse (Fig. 2a) while showing a lower peak amplitude, which results in 17% smaller ENG in the DeepRF pulse. The phase of the DeepRF pulse is also similar but reveals a continuous change compared to that of the SLR pulse (Fig. 2e). The slice profiles of the computer simulation are close to each other (Fig. 2b; zoomed-in image in Fig. 2f), reporting the same mean transverse magnitude over the BW (= 0.93 in Fig. 2f). The experimental slice profiles match the simulation results well (Fig. 2b vs. Fig. 2c; Fig. 2f vs. Fig. 2g) and also report similar mean transverse magnitude over the BW for both designs (= 0.93 for SLR and 0.92 for DeepRF in Fig. 2g). The maximum stopband ripples (= 1.5%) are the same (Fig. 2h), while the maximum passband ripple, which is not a design criterium in DeepRF, is higher in the DeepRF pulse (2.2% for DeepRF and 0.4% for SLR in Fig. 2d; see Alternative designs and Maximum passband ripple of slice-selective excitation pulse in Supplementary Information). The computational time for DeepRF was approximately 40 hours whereas that of SLR was less than a second. When the DeepRF results are compared with those of the equi-ripple-designed SLR pulse, ENG gain is slightly improved
(= 20%), and the slice profiles are consistent (mean transverse magnitude = 0.92; maximum stopband ripple = 1.2%; see Supplementary Fig. 1). To demonstrate the scalability of DeepRF for a design parameter, we perform additional simulations with different TBWs (8.2, 9.9, and 11.5), and the results are summarized in Supplementary Fig. 2, reporting consistent ENG efficiency.

Slice-selective inversion pulse

The summary of the slice-selective inversion pulse design is shown in Fig. 2i-p. The pulses are designed with a pulse duration of 5.12 ms, TBW of 4.3, and least-squares design (see Conventional pulses in METHODS for details). For DeepRF, the reward function is defined to reduce the mean squared error (MSE) of z-magnetization (Mz) between DeepRF and SLR profiles while minimizing RF ENG. Unlike the excitation pulse, both amplitude and phase shapes of the DeepRF pulse are substantially different from those of the SLR pulse (Fig. 2i and m). This suggests that a different inversion mechanism may exist in the DeepRF pulse, which is illustrated later (see Analyses of DeepRF pulses). The ENG of the DeepRF pulse is smaller by 11% than that of the SLR pulse (Fig. 2i). The simulated slice profiles are highly comparable (Fig. 2j and n), showing the same values of the mean longitudinal magnitude over the BW (mean Mz over a BW; -0.81 in Fig. 2n). The experimental results also show good matches with the simulation results (Fig. 2j vs. Fig. 2k; Fig. 2n vs. Fig. 2o) and report the same mean Mz over the BW (=-0.76 in Fig. 2o). The maximum stopband ripples are the same in both designs (0.3% in Fig. 2p), whereas the maximum passband ripple is slightly higher in the DeepRF profile (1.9% for DeepRF and 1.7% for SLR; not included in the design criteria for DeepRF). The computational times were the same as the excitation pulses. Similar findings are observed
when the DeepRF results are compared with those of the equi-ripple-designed SLR pulse (the same ENG gain, mean $M_z$ over a BW, and maximum stopband ripple; see Supplementary Fig. 3). When three additional results with different TBWs (5.6, 6.8, and 8.1) are tested for scalability, the results reveal consistent slice profiles to the conventional method while providing ENG efficiency (Supplementary Fig. 4).

**B$_1$-Insensitive Volume Inversion Pulse**

The results of the B$_1$-Insensitive volume inversion pulse design are shown in Fig. 3a-h. The conventional HS pulse is optimized to achieve the mean $M_z$ of -0.9 over the target region (frequency range = -200 Hz to 200 Hz, B$_1$ range = 0.5 to 2.0; see Conventional pulses in METHODS). The reward function of DeepRF is defined to satisfy the same mean $M_z$ over the target region while minimizing RF ENG. When the amplitude shape of the DeepRF pulse is compared with that of the HS pulse, it shows a substantially different characteristic (Fig. 3a). The ENG of the DeepRF pulse is smaller by 9% than that of the HS pulse, demonstrating the advantage of the new method. The simulated inversion profiles (i.e., $M_z$ for a range of B$_1$ and frequencies; Fig. 3b and f) reveal that the mean $M_z$ over the target region (red dotted boxes) are the same ($= -0.906$ for both RFs), although the details of the profiles in Fig. 3d and h are different. For the profiles outside of the target region, no constraint was imposed, and the results reveal the substantial difference between the two pulses. The experimental profiles closely mimic the simulated profiles (Fig. 3b vs. Fig. 3c; Fig. 3f vs. Fig. 3g), reporting similar values of the mean $M_z$ over the target region (-0.886 for HS and -0.890 for DeepRF). The computational time for DeepRF was approximately 27 hours whereas that of HS using a simple grid search was 5 hours. When three additional DeepRF and HS pulses with different target
regions (frequency range = -300 Hz to 300 Hz, -400 Hz to 400 Hz, and -500 Hz to 500 Hz) are produced, they report consistent ENG reductions in the DeepRF pulses (Supplementary Fig. 5).

**B$_1$-insensitive selective inversion pulse**

For the B$_1$-insensitive selective inversion pulses, the reward function is defined to reduce the MSE of M$_z$ between the DeepRF and HS profiles while minimizing RF ENG. The HS pulse is designed to have the mean M$_z$ of -0.9 over the target region (frequency range = -200 Hz to 200 Hz, B$_1$ range = 0.5 to 2.0; see Conventional pulses in METHODS). The results are shown in Fig. 3i-p. The amplitude and phase shapes of the two pulses are surprisingly similar to each other (Fig. 3i and m), despite the fact that no knowledge of the adiabatic principle\textsuperscript{14} nor any of the conventional RF pulses are utilized for training DeepRF. The DeepRF pulse results in a small ENG reduction (= 2%). The simulated profiles from both pulses are well-matched (Fig. 3j vs. Fig. 3n), and the experimental profiles agree well with the simulated profiles (Fig. 3j vs. Fig. 3k; Fig. 3n vs. Fig. 3o). The zoomed-in versions of the experimental profiles report the mean M$_z$ over the target region of -0.886 for HS and -0.892 for DeepRF (red dotted boxes in Fig. 3l and p). The computational time for DeepRF was approximately 56 hours whereas that of HS using a grid search was 5 hours. When simulated for three additional RFs with different target regions (frequency range = -300 Hz to 300 Hz, -400 Hz to 400 Hz, and -500 Hz to 500 Hz), the results show matching pulse shapes and profiles (Supplementary Fig. 6).

**Analyses of DeepRF pulses**
To understand the characteristics of the DeepRF pulses, we explore the temporal changes of the magnetizations in the slice-selective inversion pulse and B₁-insensitive volume inversion pulse that show different RF shapes from the conventional pulses. For the slice-selective inversion pulse, the progression of the slice profile is plotted at six-time points of the RF pulse (from 1.92 ms to 5.12 ms; Fig. 4a-f). The results demonstrate that the DeepRF pulse may have a different inversion process from that of the SLR pulse.

For the B₁-insensitive volume inversion pulse, the analysis is performed for two different conditions of B₁ and off-resonance frequencies (B₁ = 1.0 and frequency = 0 Hz; B₁ = 1.5 and frequency = 150 Hz). When the trajectory of the spin is plotted over the pulse duration (Fig. 4g vs. Fig. 4k; Fig. 4i vs. Fig. 4m), the DeepRF and HS pulses reveal substantially different trajectories, suggesting different mechanisms for inversion. For further analysis, we examine the adiabaticity of the two pulses (K(t) = \( \frac{\omega_{\text{eff}}(t)}{\dot{\alpha}} \)) where \( \omega_{\text{eff}} \) is an effective magnetic field and \( \dot{\alpha} \) is an instant angular velocity of \( \omega_{\text{eff}} \)\(^{14,31,32}\) (Fig. 4h, j, l, and n). In the HS pulse, the minimum adiabaticity is 3.6 and 3.1 for the two conditions (Fig. 4h and j), satisfying the adiabatic condition throughout the pulse duration (i.e., K(t) >> 1). In the DeepRF pulse, on the other hand, adiabaticity is often smaller than the minimums of the HS pulse (red dotted lines in 4h, j, l, and n), reporting the minimum adiabaticity of 0.1 in Fig. 4l and 0.04 in Fig. 4n. These results suggest that DeepRF severely violates the conventional adiabatic condition and indicate that the DeepRF pulse utilizes an inversion mechanism that is difficult to be explained by the conventional design principle.

Reproducibility
Because DRL is known for low reproducibility due to stochasticity in the learning process\textsuperscript{33}, we explore the reproducibility of DeepRF by repeating each design three times using different initialization via Xavier\textsuperscript{34}. The results demonstrate that the RF shapes and slice/inversion profiles of the repetitions are similar (Supplementary Figs. 7-10), reporting consistent RF ENG reductions and slice/inversion profile metrics (Table 1; all values are given as mean ± standard deviation). In particular, the two $B_1$-insensitive inversion pulse designs generate almost identical pulse shapes over the repetitions (Supplementary Figs. 9 and 10).

**Ablation study**

To examine the effects of the RF generation module or the RF refinement module on the final RF pulse, we ablate each module in the design process of DeepRF (Fig. 1a). When the RF generation module is removed, and the four types of RFs are repeatedly designed three times with random seeds (amplitude: uniform sampling from 0 to 0.2 Gauss; phase: from $-\pi$ to $\pi$), the results are failures, reporting no reduction in RF ENG or lower ENG gains with poor reproducibility, except for the $B_1$-insensitive volume inversion pulse (Supplementary Table 1 and Supplementary Figs. 11-14; see Ablation study of $B_1$-insensitive volume inversion pulse in Supplementary Information). In particular, the ablation results of the $B_1$-insensitive selective inversion pulse suggest that DeepRF without DRL is incapable of designing an RF pulse that satisfies the target inversion profile (Supplementary Fig. 14).

When the RF refinement module is ablated, the slice/inversion profiles and/or RF ENG reductions are poorer than those of the original DeepRF pulses, demonstrating the needs for both modules (Supplementary Figs. 15-18). For the slice-selective excitation and inversion pulses, the ablation results reveal no reduction in ENG and degraded slice profiles.
(Supplementary Figs. 15 and 16). The ablation results of the $B_1$-insensitive volume inversion pulse report no reduction in ENG (Supplementary Fig. 17), and the results of the $B_1$-insensitive selective inversion pulse show a degraded inversion profile (Supplementary Fig. 18).

Alternative designs

In this work, the reward functions are defined to match the design specifications of the conventional RF pulses (matching design spec; slice-selective excitation RF and $B_1$-insensitive volume inversion RF) or to minimize the MSE between the inversion profiles of the two pulses (minimizing MSE; slice-selective inversion RF and $B_1$-insensitive selective inversion RF). For additional investigations, we test alternative reward functions (see Alternative reward functions in METHODS). Supplementary Fig. 19 summarizes the alternative design (minimizing MSE) results of the slice-selective excitation pulse, revealing a lower ENG gain than that of the original DeepRF design (5% for minimizing MSE vs. 17% for matching design spec (original)). For the $B_1$-insensitive volume inversion pulse, the results also report a lower ENG gain than that of the original DeepRF design (4% for minimizing MSE vs. 9% for matching design spec (original); Supplementary Fig. 20). When we tested the reward functions of matching design specifications for the slice-selective inversion RF and $B_1$-insensitive selective inversion RF, the results show the same or improved ENG gain with slightly different slice profiles (see Supplementary Figs. 21 and 22 for details).

DISCUSSION

In this study, we proposed an AI-powered RF design method and demonstrated the method
could successfully design four commonly used RF pulses in MRI. In particular, the power of self-learning characteristics in DRL, which was well-highlighted in Go\textsuperscript{1} and StarCraft\textsuperscript{35}, enabled the method to discover novel RF pulses, revealing new mechanisms of magnetization manipulation beyond conventional examples. Furthermore, the sequential combination of the RF generation module, which acted as an exploration step, searching for new RF pulse candidates, and the RF refinement module, which served as an exploitation step, optimizing the seed RF pulses, substantially improved the final outcome as demonstrated in the ablation study. Finally, the reproducibility results support the stability of our algorithm, yielding reliability for future applications.

Recently, supervised learning-based RF pulse designs have been demonstrated to create multidimensional or parallel transmit RF pulses, providing advantages in inference time (7 ms to 130 ms)\textsuperscript{25-28}. Different from these studies, DeepRF can produce various types of RF pulses as shown in this work. Moreover, DeepRF performs self-learning, allowing the network to explore new strategies as demonstrated in the example of AlphaGo Zero\textsuperscript{1}.

In previous studies of MRI, DRL was suggested to develop a part of a sequence, such as encoding gradient\textsuperscript{36}, sequence parameters\textsuperscript{37}, and k-space sampling trajectory\textsuperscript{38-40}. For example, Bo Zhu, et al. demonstrated DRL could generate a readout gradient that mimicked conventional Fourier encoding\textsuperscript{36}. In the work by Samuel, et al., DRL was utilized for the real-time control of pulse sequence parameters (e.g., repetition time and flip angle) to guess the shape of a scanned object\textsuperscript{37}. In the studies by Zeng, et al. and Pineda, et al., k-space under-sampling patterns were optimized with respect to reconstructed image quality\textsuperscript{38,39}. While these methods applied DRL for designing a part of a pulse sequence, none of them designed novel RF pulses nor investigated their mechanisms, differentiating our work from them (see DeepRF\textsubscript{SLR} in...
Supplementary Information).

The RF refinement module shares similarity to optimal control (OC)-based RF pulse design methods\textsuperscript{15-22} which update an RF pulse iteratively via a numerical optimization method to maximize (or minimize) an objective function. When we implemented the optimal control method with energy-constraint\textsuperscript{15} and compared the results with those of DeepRF and SLR for the slice-selective excitation and inversion pulses, DeepRF pulses showed larger ENG reduction than the OC pulses (OC: -4% for excitation and -4% for inversion; DeepRF: -17% for excitation and -11% for inversion; Fig. 5), although the reduction may be improved via optimization.

In this study, the feasibility of designing a DeepRF pulse was demonstrated for commonly utilized RF pulses. The method, however, is not restricted to these pulses and may be applied to develop more complicated pulses such as a spatial-spectral pulse\textsuperscript{41}, a multidimensional pulse\textsuperscript{42}, etc. Furthermore, a more complex-shaped slice profile that has not been suggested might be created via a careful design of the reward function. Additionally, it may be utilized to design gradient waveforms as well, potentially opening a new way toward designing a new sequence.

So far, we have restricted our attention to an RF pulse design in MRI, where the physical model is governed by Bloch equations\textsuperscript{12}. One might expand the concept of DeepRF to design waveforms of other systems that have different physical models such as the point target model for radar\textsuperscript{9} or scattering model for ultrasound\textsuperscript{10}. We expect DeepRF may be utilized in such systems to design a more effective RF waveform of a new mechanism, as demonstrated in this study.
METHODS

RF generation module

In the RF generation module, a large number of RF pulses (38,400,000 RFs) are produced using DRL (Fig. 1b) to ensure reproducibility. DRL consists of the following components. The agent is an RNN\textsuperscript{29}. The state represents a pair of amplitude and phase values at each RF time step (in radians; see Supplementary Table 2 for hyperparameters). The action is the generation of this pair. The environment is a virtual MRI simulation, which produces a slice/inversion profile for an input RF. The reward function is customized for each type of RF pulse (e.g., reduce RF ENG while matching the target slice profile; see Reward functions).

The RNN consists of a gated recurrent unit (GRU)\textsuperscript{43} and four cascaded fully-connected (FC) layers (Supplementary Fig. 23a and 24). At the time step $t$, the GRU takes an amplitude and phase RF pair $(A_t, P_t)$ and a hidden state vector $(H_t \in \mathbb{R}^{256})$, which carries the information of RF pairs in previous time steps with $H_0$ being a zero vector, as the input and produces a next hidden state as the output. This output is fed to the FC layers, generating the mean values for the normal distributions of the amplitude $(\mu_{A_{t+1}})$ and phase $(\mu_{P_{t+1}})$, and value estimate $(V_{t+1})$ which is used to stabilize the learning process\textsuperscript{44}. Finally, the amplitude and phase values of the next time step $(A_{t+1}, P_{t+1})$ are sampled from the two normal distributions, $N(\mu_{A_{t+1}}, \sigma_{A}^2)$ and $N(\mu_{P_{t+1}}, \sigma_{P}^2)$ where $\sigma_{A}^2$ and $\sigma_{P}^2$ are fixed variance values (see Supplementary Table 2).

The detailed procedure of generating an RF pulse is summarized in Supplementary Fig. 23b. The RNN agent sequentially creates $T$ (= 32) number of amplitudes, phases, and value estimates (i.e., $[(A_1, P_1, V_1) \ldots (A_T, P_T, V_T)]$). After that, the amplitudes and phases are mirrored and concatenated, producing $[(A_1, P_1) \ldots (A_T, P_T)(A_T, P_T) \ldots (A_1, P_1)]$, which is
then up-sampled to \([A^u_1, P^u_1) \ldots (A^u_L, P^u_L)]\) using linear interpolation \((L = 256)\), completing an RF generation. The mirroring and interpolation procedures are motivated by the observation of symmetric and slow-varying nature in conventional RF pulses (e.g., SLR\(^{13}\) and HS\(^{30}\) pulses), although asymmetric designs exist (e.g., minimum phase SLR inversion pulse). The final RF pulse is fed into the virtual MRI simulation, generating a slice/inversion profile. Then, a reward is evaluated using this profile and the ENG of the RF pulse. All the data of the RF pulse (i.e., amplitudes, phases, value estimates, and reward) are saved into a buffer.

When the buffer is filled up with a prefixed number (= 256) of the RF pulse data, RNN weights are updated using the proximal policy optimization method\(^{44}\) (see Loss function of DRL in Supplementary Information). A single run of the RF generation module updates the RNN weights 300 times, generating 768,000 RF pulses. The run is repeated 50 times with different initialization of the RNN, creating 38,400,000 RF pulses in the RF generation module. Among them, the top 256 RF pulses with the highest rewards are selected as seed RFs for the RF refinement module. The number of the seed RFs is limited by GPU memory.

**RF refinement module**

The final RF pulses of the RF generation module are utilized as seed RFs \([(\textbf{RF}^0_1 \ldots \textbf{RF}^0_{256})] \in \mathbb{C}^{L \times 256}\) for the RF refinement module. These RF pulses are iteratively refined using gradient ascent (Fig. 1c). For the RF pulses of \(i\)th iteration \([(\textbf{RF}^i_1 \ldots \textbf{RF}^i_{256})] \in \mathbb{C}^{L \times 256}\), the virtual MRI simulation generates 256 slice/inversion profiles. Then, these profiles and ENGs of the RF pulses are used to calculate 256 reward values (see Reward functions), which are averaged for an averaged reward function, \(\text{Reward}_{\text{avg}}\). Then the derivatives of \(\text{Reward}_{\text{avg}}\) with
respect to the input \( \left[ \frac{\partial \text{Reward}_{\text{avg}}}{\partial \text{RF}_1^i} \ldots \frac{\partial \text{Reward}_{\text{avg}}}{\partial \text{RF}_{256}^i} \right] \in \mathbb{C}^{L \times 256} \) are calculated using reverse-mode automatic differentiation\(^45\), finding derivatives for individually pulses. Finally, the RF pulses are updated as follows:

\[
\begin{bmatrix}
\text{RF}_{1}^{i+1} \\
\vdots \\
\text{RF}_{256}^{i+1}
\end{bmatrix} = 
\begin{bmatrix}
\text{RF}_{1}^{i} \\
\vdots \\
\text{RF}_{256}^{i}
\end{bmatrix} + 
\alpha \cdot 
\begin{bmatrix}
\frac{\partial \text{Reward}_{\text{avg}}}{\partial \text{RF}_1^i} \\
\vdots \\
\frac{\partial \text{Reward}_{\text{avg}}}{\partial \text{RF}_{256}^i}
\end{bmatrix}
\]

where \( \alpha \) is a step size of the gradient ascent using Adam optimizer\(^46\) with the initial input step size of 0.01, determined empirically. The gradient ascent iteration is repeated 10,000 times. After the iterations, the RF pulse with the highest reward is chosen as the final design result of DeepRF.

**Reward functions**

DeepRF is a goal-oriented RF design framework and, therefore, can produce RF pulses of various characteristics via constraints in the reward function. In our study, two types of reward functions are defined: One is to satisfy the design specifications of a conventional RF pulse, and the other is to reduce the difference in the slice/inversion profile from that of a conventional RF pulse. A detailed description of the reward function for each of the four RF pulses is as follows.

The reward function of the slice-selective excitation pulse (Fig. 2) is designed to have the same mean transverse magnitude over a BW (full width at half maximum) and the same maximum stopband ripple as those of the SLR slice profile while minimizing ENG. This is defined as follows:
where $E[ ]$ is an expectation, $M_{x,\text{DeepRF}}(f)$ and $M_{y,\text{DeepRF}}(f)$ are x- and y-magnetizations over a frequency range $(f)$, $f_b$ and $f_s$ represent BW and stopband frequency ranges ($f_b$: from -1285 Hz to 1285 Hz with a step size of 2.6 Hz; $f_s$: from -32000 Hz to -1614 Hz and 1614 Hz to 32000 Hz with a step size of 20.3 Hz), respectively, $c_1$, $c_2$ and $c_3$ are constants, and $\text{ENG}_{\text{RF}}$ represents the ENG of the RF pulse in $\mu G^2$ sec. In the first term, \[
\sqrt{E[M_{x,\text{DeepRF}}(f_b)]^2 + E[M_{y,\text{DeepRF}}(f_b)]^2}
\] denotes the mean transverse magnitude over the BW, which is bounded by $c_1$ (= 0.92724; the mean transverse magnitude over the BW of the SLR profile). In the second term, \[
\sqrt{M_{x,\text{DeepRF}}(f_s)^2 + M_{y,\text{DeepRF}}(f_s)^2}
\] represents the magnitudes at the stopband (i.e., stopband ripples), and the second term returns zero if the maximum stopband ripple is smaller than $c_2$ (= 0.0146) which is the maximum stopband ripple of the SLR profile. Finally, the last term penalizes the ENG of the RF pulse ($c_3 = 10^{-5}$). These constants and all the subsequent constants along with other hyperparameters (see Supplementary Table 2) were empirically determined.

For the slice-selective inversion pulse (Fig. 2), the reward function is set to reduce the mean squared error (MSE) of $M_z$ between the DeepRF and SLR profiles while minimizing ENG, which is defined as follows:

\[
-c_1 \cdot \text{MSE} \left( M_{z,\text{DeepRF}}(f), M_{z,\text{SLR}}(f) \right) - c_2 \cdot \text{ENG}_{\text{RF}} \tag{3}
\]

where $f$ is a frequency range from -8000 Hz to 8000 Hz with step sizes of 1.2 Hz within the
BW and 5.0 Hz outside of the BW, \( M_{z,\text{DeepRF}} \) and \( M_{z,\text{SLR}} \) are the longitudinal magnetizations of the DeepRF and SLR profiles, respectively, \( c_1 (= 0.25) \) and \( c_2 (= 10^{-6}) \) are constants.

In the case of the B\(_1\)-insensitive volume inversion pulse (Fig. 3), the reward function is designed to achieve the mean \( M_z \) of -0.9 over the target region (frequency range = -200 Hz to 200 Hz and B\(_1\) range = 0.5 to 2.0) while minimizing ENG. This is defined as follows:

\[
- \max \left( \mathbb{E}[M_{z,\text{DeepRF}}(B_1, f)], c_1 \right) - c_2 \cdot \text{ENG}_{\text{RF}} \tag{4}
\]

where B\(_1\) is B\(_1\) scaling factors from 0.5 to 2.0 with a step size of 0.03, \( f \) is a frequency range from -200 Hz to 200 Hz with a step size of 8 Hz, and \( c_1 (= -0.9; \text{target mean } M_z) \) and \( c_2 (= 0.004) \) are constants. The maximum value of \( \mathbb{E}[M_{z,\text{DeepRF}}(B_1, f)] \) is bounded by \( c_1 \).

The reward function of the B\(_1\)-insensitive selective inversion pulse (Fig. 3) is set to reduce the MSE of \( M_z \) between the DeepRF and HS profiles while minimizing ENG. The definition is as follows:

\[
- c_1 \cdot \text{MSE} \left( M_{z,\text{DeepRF}}(B_1, f), M_{z,\text{HS}}(B_1, f) \right) - c_2 \cdot \text{ENG}_{\text{RF}} \tag{5}
\]

where B\(_1\) is B\(_1\) scaling factors from 0.5 to 2.0 with a step size of 0.03, \( f \) is a frequency range from -8000 Hz to 8000 Hz with step sizes of 10 Hz within the target region (-200 Hz to 200 Hz) and 75 Hz outside of the target region, \( M_{z,\text{DeepRF}} \) and \( M_{z,\text{HS}} \) are the longitudinal magnetizations of the DeepRF and HS profiles, respectively, and \( c_1 (= 0.25) \) and \( c_2 (= 10^{-5}) \) are constants.

**Alternative reward functions**
For all pulses, additional RF pulse designs (Supplementary Figs. 19 to 22) were performed using alternative reward functions different from those of the original designs (Figs. 2 and 3). The alternative reward functions are defined as follows.

The alternative reward function of the slice-selective excitation pulse (Supplementary Fig. 19) is set to reduce the sum of the MSEs of x- and y-magnetizations between the DeepRF and SLR profiles while minimizing ENG, which is defined as follows:

\[-c_1 \cdot \left( \text{MSE} \left( M_{x\text{DeepRF}}(f), M_{x\text{SLR}}(f) \right) + \text{MSE} \left( M_{y\text{DeepRF}}(f), M_{y\text{SLR}}(f) \right) \right) - c_2 \cdot \text{ENG}_{\text{RF}}\]

(6)

where \( f \) is a frequency range from -32000 Hz to 32000 Hz with step sizes of 3.1 Hz within the BW (-1285 Hz to 1285 Hz) and 20.3 Hz outside of the BW, \( M_{x\text{DeepRF}} \) and \( M_{y\text{DeepRF}} \) are the x- and y-magnetizations of the DeepRF profile, respectively, \( M_{x\text{SLR}} \) and \( M_{y\text{SLR}} \) are the x- and y-magnetizations of the SLR profile, respectively, and \( c_1 \) (= 0.125) and \( c_2 \) (= 10\(^{-6}\)) are constants.

The alternative reward function of the B\(_1\)-insensitive volume inversion pulse (Supplementary Fig. 20) is designed to reduce the MSE of \( M_z \) between the DeepRF and HS profiles while minimizing ENG. The definition is as follows:

\[-c_1 \cdot \text{MSE} \left( M_{z\text{DeepRF}}(B_1, f), M_{z\text{HS}}(B_1, f) \right) - c_2 \cdot \text{ENG}_{\text{RF}}\]

(7)

where \( B_1 \) is \( B_1 \) scaling factors from 0.5 to 2.0 with a step size of 0.03, \( f \) is a frequency range from -200 Hz to 200 Hz with a step size of 8 Hz, \( M_{z\text{DeepRF}} \) and \( M_{z\text{HS}} \) are the longitudinal magnetizations of the DeepRF and HS profiles, respectively, and \( c_1 \) (= 0.25) and \( c_2 \) (= 10\(^{-5}\)) are constants.
The alternative reward function of the slice-selective inversion pulse (Supplementary Fig. 21) is defined to match the design specifications (the same mean $M_z$ over BW and the same maximum stopband ripple as those of the SLR inversion pulse) while minimizing ENG. The definition is given as follows:

$$-\max\left(\mathbb{E}[M_{z,\text{DeepRF}}(f_b)], c_1\right) - \max_{\text{element}} \left(\|1 - M_{z,\text{DeepRF}}(f_s)\| - c_2, 0\right) - c_3 \cdot \text{ENG}_\text{RF}$$

(8)

where $\mathbb{E}[\ ]$ is an expectation, $M_{z,\text{DeepRF}}(f)$ is $z$-magnetizations over a frequency range $(f)$, $f_b$ and $f_s$ represent BW and stopband frequency ranges ($f_b$: from -418 Hz to 418 Hz with a step size of 0.8 Hz; $f_s$: from -8000 Hz to -588 Hz and 588 Hz to 8000 Hz with a step size of 4.9 Hz), respectively, $c_1 (= -0.80838)$, $c_2 (= 0.0028)$, and $c_3 (= 10^{-5})$ are constants.

The alternative reward function of the $B_1$-insensitive selective inversion pulse (Supplementary Fig. 22) is set to have the same design specifications (the same mean $M_z$ over the target region (frequency range = -200 Hz to 200 Hz and $B_1$ range = 0.5 to 2.0)) as that of the HS pulse and the negligible magnitudes of $M_z$ outides of the target region while minimizing ENG. The definition is as follows:

$$-\max\left(\mathbb{E}[M_{z,\text{DeepRF}}(B_1, f_b)], c_1\right) - \max_{\text{element}} \left(\|1 - M_{z,\text{DeepRF}}(B_1, f_s)\| - c_2, 0\right)$$

$$-c_3 \cdot \text{ENG}_\text{RF}$$

(9)

where $M_{z,\text{DeepRF}}(B_1, f)$ is $z$-magnetizations over the target region, $B_1$ is $B_1$ scaling factors from 0.5 to 2.0 with a step size of 0.03, $f_b$ and $f_s$ represent frequency ranges over the target region and outside of the target region ($f_b$: from -200 Hz to 200 Hz with a step size of 4 Hz;
\( f_x \): from -8000 Hz to -568 Hz and 568 Hz to 8000 Hz with a step size of 74.3 Hz), respectively, 
\( c_1 = -0.906 \), \( c_2 = 0.01 \), and \( c_3 = 10^{-5} \) are constants.

**Conventional pulses**

For the conventional slice-selective pulses, SLR algorithm\(^ {13} \) implemented in MATPULSE (cind.ucsf.edu/education/software/matpulse)\(^ {47} \) and SigPy (github.com/jonbmartin/sigpy-rf)\(^ {48} \) was used. The input parameters for the excitation pulse were as follows: angle = 90°, time-step = 0.01 ms, number of time-steps = 256, duration = 2.56 ms, bandwidth = 2 kHz, maximum passband/stopband ripples = 1%, and the full width at half maximum of the slice profile was 2570 Hz. For the inversion pulse, the parameters were as follows: angle = 180°, time-step = 0.02 ms, number of time-steps = 256, duration = 5.12 ms, bandwidth = 500 Hz, maximum passband/stopband ripples = 1%, and the full width at half maximum of the slice profile was 836 Hz. In both pulses, the bandwidth convention was set as the maximum, and the filter option was tested for both least-squares using MATPULSE (default) and equi-ripple using SigPy. When designed, the maximum ripple conditions were slightly violated (1.5% maximum stopband ripple for excitation and 1.7% maximum passband ripple for inversion) as reported in the other studies\(^ {13,47} \).

For the conventional \( B_1 \)-insensitive volume inversion pulse, we tested four adiabatic pulse designs: Hanning, Gauss, Lorentz, and HS pulses\(^ {31,32} \). The target inversion ranges of \( B_1 \) and frequencies (i.e., target region) were from 0.5 to 2.0 and from -200 Hz to 200 Hz, respectively, which are common ranges at 3T\(^ {49} \) (time-step = 0.03125 ms, and number of time-steps = 256, duration = 8 ms). We aimed to optimize each adiabatic pulse to have the mean \( M_z \) less than -0.9 over the target region with the smallest ENG. To achieve this aim, a grid search of the pulse
parameters \( \omega_1^{\text{max}}, \beta, \text{and } A \)\(^{32} \) was performed for the ranges of \( \omega_1^{\text{max}} \) (from 2 mG to 200 mG), \( \beta \) (from 100 rad/sec to 10000 rad/sec), and \( A \) (from 10 Hz to 2000 Hz) for each adiabatic pulse. After the search, an HS pulse with \( \omega_1^{\text{max}} = 82 \text{ mG}, \beta = 3600 \text{ rad/sec}, \text{ and } A = 340 \text{ Hz} \) reported the smallest ENG, and, therefore, was chosen as the final design.

In the case of the \( B_1 \)-insensitive selective inversion pulse, the optimized HS pulse above was set as the reference pulse, and a grid search was performed for the four adiabatic pulse designs to find a better RF pulse that satisfies the following criteria: the mean \( M_z \) was less than -0.9 in the target region, and both ENG and BW (full width at half maximum) at \( B_1 = 1 \) were smaller than those of the reference pulse. The search found no RF better than the reference pulse, so the reference pulse was chosen as the final design.

**MRI experiments**

MRI scans were performed at a 3T MRI system (Siemens MAGNETOM Trio) using a body coil for transmission and a 32-channel head coil for reception. A cylindrical water phantom was scanned. To obtain the experimental slice profile of the DeepRF or SLR slice-selective excitation pulse, a sagittal plane image was acquired after an axial excitation. Then, the central 100 lines of the sagittal image were averaged to generate the slice profile. The scan parameters were as follows: field of view = 256×256 mm\(^2\), resolution = 0.5×0.5 mm\(^2\), echo time (TE) = 4.6 ms, repetition time = 500 ms, and bandwidth = 540 Hz/Px. For the inversion profile of the DeepRF or SLR slice-selective inversion pulse, an axial inversion was followed by an adiabatic half passage pulse\(^{32} \) (AHP; angle = 482° and duration = 4.5 ms) when the phantom signal is nulled (inversion time = 69.4 ms; phantom \( T_1 = 100 \) ms). After that, the inversion profile was created by averaging the central 100 lines of the sagittal image. The scan parameters were the
same as the excitation pulse experiment except for TE = 7.8 ms. In the case of the B₁-insensitive volume inversion or selective inversion pulses, a two-dimensional inversion profile (i.e., M₂ over ranges of B₁ and frequencies) was acquired by obtaining multiple images with scaled B₁ amplitudes from 0.5 to 2.0 with a step size of 0.1 for the inversion pulse. A sagittal image was acquired after axial inversion and AHP excitation same as the slice-selective inversion pulse experiment. The inversion profile was created by filling each row (i.e., M₂ over frequencies for fixed B₁) with the mean of the central 100 lines of each image. In all scans, the receive coil sensitivity was corrected by dividing the image by a reference image, which was obtained from a reference scan (gradient-echo; excitation RF = AHP; no inversion pulse; all other parameters the same as above including the body coil for transmission and the head coil for reception).

**Other information**

DeepRF was implemented by modifying the Python codes of Niraj Amalkanti (github.com/namalkanti/bloch-simulator-python) using PyTorch⁴⁵. The computing environment was Intel® Xeon® Gold 5218 2.30 GHz CPU, NVIDIA Quadro RTX 8000 GPU, and 128 GB memory.
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|                        | RF energy reduction (%) | Mean magnitude or $M_z$ over BW (%) | Maximum passband ripple (%) | Maximum stopband ripple (%) | Mean $M_z$     |
|------------------------|-------------------------|------------------------------------|-----------------------------|-----------------------------|----------------|
| Slice-selective excitation | 15.6 ± 1.2              | 0.93 ± 0.00                        | 2.3 ± 0.2                   | 1.5 ± 0.0                   | -              |
| Slice-selective inversion | 10.8 ± 0.0              | -0.81 ± 0.00                       | 1.9 ± 0.0                   | 0.4 ± 0.0                   | -              |
| $B_1$-insensitive volume inversion | 9.3 ± 0.0              | -                                  | -                           | -                           | -0.91 ± 0.00  |
| $B_1$-insensitive selective inversion | 1.6 ± 0.0              | -                                  | -                           | -                           | -0.90 ± 0.00  |

**Table 1.** Summary of the reproducibility results of the four DeepRF pulses. All values are given as mean ± standard deviation.
Figure 1. The design process of DeepRF. (a) In DeepRF, an RF pulse is created by a sequence of an RF generation module and an RF refinement module. In the RF generation module, deep reinforcement learning is utilized to produce a large number of RF pulses from which the top 256 pulses with the highest rewards are chosen as seed RF pulses. These seed RF pulses are further improved via gradient ascent in the RF refinement module. Finally, the RF pulse with the highest reward is chosen as the final design. (b) The RF generation module utilizes a recurrent neural network (RNN) agent to produce an RF pulse, which is fed into a virtual MRI simulation for a slice/inversion profile and RF energy. Then, these results are evaluated, calculating a reward which is fed back to the RNN agent, updating the weights of RNN for improved RF pulse generation. (c) In the RF refinement module, the seed pulses from the RF generation module are optimized via gradient ascent by iteratively updating RF pulses using gradient, which had a similar loop as the generation module.
Figure 2. The results of the slice-selective excitation pulses (a-h) and inversion pulses (i-p). In the slice-selective excitation pulses, the amplitude (a) and phase (b) of the DeepRF pulse mimic those of the SLR pulse, while reporting 17% smaller RF ENG. The simulated slice profiles of the two pulses match well (b; zoomed-in figure in f), and the experimental slice profiles are also similar (c; zoomed-in figure in g). A detailed analysis of the ripples is shown for passband (d) and stopband (h). In the slice-selective inversion pulses, the amplitude (i) and phase (m) of the DeepRF pulse are substantially different from those of the SLR pulse, reporting 11% smaller RF ENG. The simulated slice profiles are highly comparable (j; zoomed-in figure in n), and the experimental slice profiles show a good match between the two pulses (k; zoomed-in figure in o). A ripple analysis is shown for passband (l) and stopband (p). Comparison results between equi-ripple-designed SLR pulses and DeepRF pulses are in Supplementary Fig. 1 for excitation and Supplementary Fig. 3 for inversion.
Figure 3. The results of the B₁-insensitive volume inversion pulses (a-h) and selective inversion pulses (i-p). In the B₁-insensitive volume inversion pulses, the amplitude of the DeepRF pulse is substantially different from that of the HS pulse, reporting 9% smaller RF ENG (a: amplitude; b: phase). Over the target region, the simulated inversion profiles show a good match between the two pulses (b vs. f; see red dotted boxes for the target region), but their details are different (d vs. h). The experimental profiles agree with the simulation results (b vs. c; f vs. g). For the B₁-insensitive selective inversion pulses, the amplitude (i) and phase (m) of the two pulses are surprisingly similar to each other despite the fact that no knowledge of any conventional RF pulses is trained in DeepRF. The simulated profiles of the two pulses are well-matched (j vs. n), and the experimental profiles agree well with the simulated profiles (j vs. k; n vs. o; see l and p for zoomed-in images).
**Figure 4.** The analysis results of the DeepRF pulses. The snapshots of the slice profile of the slice-selective inversion pulses are shown at six-time points, revealing substantially different inversion processes in the two pulses (a-f). The spin trajectories and adiabaticity of the B₁-insensitive volume inversion pulse are plotted for the two conditions of B₁ and off-resonance frequencies (B₁ = 1.0 and frequency = 0 Hz; B₁ = 1.5 and frequency = 150 Hz) (g-n). The DeepRF pulse reveals substantially different spin trajectories from the HS pulse in the two conditions (g vs. k; i vs. m). In the HS pulse, the adiabatic condition (adiabaticity >> 1) are well-satisfied throughout the pulse duration (h, j). On the other
hand, the adiabaticity of the DeepRF pulse is often smaller than the minimum values of the HS pulse (l, n; see red dotted lines), reporting the minimum adiabaticity of 0.1 (l) and 0.04 (n). This result indicates that DeepRF violates the adiabatic condition and has a different inversion mechanism from the conventional design principle.

**SLR vs. optimal control vs. DeepRF designs (slice-selective excitation)**

**SLR vs. optimal control vs. DeepRF designs (slice-selective inversion)**
Figure 5. The comparison results between the SLR, OC, and DeepRF pulses in the slice-selective excitation and inversion RF designs. The DeepRF pulses show larger ENG reduction than the OC pulses when compared with those of the SLR pulses (OC: -4% for excitation and -4% for inversion; DeepRF: -17% for excitation and -11% for inversion).
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