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Abstract

A new data-driven reference vector guided evolutionary algorithm has been successfully implemented to construct surrogate models for various objectives pertinent to an industrial blast furnace. A total of eight objectives have been modeled using the operational data of the furnace using twelve process variables identified through a principal component analysis and optimized simultaneously. The capability of this algorithm to handle a large number of objectives, which has been lacking earlier, results in a more efficient setting of the operational parameters of the furnace, leading to a precisely optimized hot metal production process.
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1. INTRODUCTION

Iron blast furnace is an immensely complex reactor and running it in an optimized fashion is a very complex task [¹]. Although analytical models exist for this type of
reactors that produces hot metal \cite{2}, such models are often quite cumbersome and of limited applicability in a real-life industrial scenario. In addition, a complete understanding of the blast furnace process involves handling several objectives together, which so far has been only marginally successful \cite{3}. Thus, it is extremely complex, if not impossible, to build a simulator for blast furnace optimization and one has to rely upon limited amount of noisy data collected in daily operations to perform optimization.

Another challenge in optimization of blast furnaces is that it involves multiple conflicting objectives, which is often known as multiobjective optimization \cite{4}. The evolutionary algorithms have been widely used to solve multiobjective optimization problems \cite{5}. However, the efficacy of most multiobjective evolutionary algorithms deteriorates as the number of objectives becomes more than four \cite{4}, which makes them less suited for blast furnace optimization. Fortunately, many-objective optimization to solve problems with more than three objectives, has received increasing attention recently and many evolutionary algorithms have been developed for such problems \cite{3,6}.

Purely data-driven evolutionary optimization has received little attention with few exceptions. Most recently, Wang et al. \cite{7} have also categorized data-driven optimization into two types: on-line and off-line. In on-line optimization, small amount of new data is available during the optimization while in off-line optimization, no extra data other than those in hands is available. The authors have also proposed a surrogate-based data-driven approach, capable of optimizing a trauma system involving two conflicting objectives in an evolutionary way. Although trauma system optimization belongs to offline data-driven
optimization \cite{7}, there are a large amount of data available. By contrast, as indicated by Guo et al. \cite{8}, off-line optimization becomes extremely challenging, when amount of historical data is small and noisy. Unfortunately, blast furnace optimization that is being studied here requires off-line optimization where a very limited amount of data is available.

Data-driven evolutionary optimization when conducted off-line with a small amount of information must address the following two major challenges. First, how to construct a reliable surrogate model based on the limited amount of data and how to manage the surrogates without a true objective function, which are two most important questions in surrogate assisted evolutionary optimization \cite{9}. Second, how to handle the several objectives simultaneously, in order to efficiently obtain a set of representative Pareto optimal solutions.

Many real-world complex problems do not have any analytical functions or simulation model, and optimal solutions can only be obtained based on the available data. Moreover, collecting the data is usually very expensive and may involve a higher-level information, e.g. from a decision maker. In such cases, getting incremental data or online data can be cumbersome and expensive. Therefore, surrogates are built for the limited amount of offline data to generate the Pareto optimal solutions. In addition, solutions obtained via the offline approach can further be used to generate more incremental or online data based on the performance of the algorithm.
This article presents an application of a new off-line data driven evolutionary many-objective optimization algorithm to blast furnace optimization to address the above mentioned two main challenges in off-line data-driven optimization. To this end, a new surrogate management strategy is incorporated in a recently proposed surrogate assisted many-objective evolutionary algorithm. Details of the algorithm will be presented below.

2. METHOD

2.1 The Strategy For Implementing Pareto Optimality For Many Objectives

In many problems, like the blast furnace problem studied during the present investigation, optimization leads to set of multiple optimal solutions, each representing its own trade-off between the objectives. This set of solutions is known as a Pareto optimal solution and locus connecting them constitutes the Pareto front \[^{[10]}\]. Evolutionary multiobjective optimization (EMO) algorithms that imitate the evolution process in nature to evolve a population of candidate solutions to generate a representative set of Pareto optimal solutions are commonly used for this purpose \[^{[11]}\]. But the efficacy of most evolutionary multiobjective optimization algorithms, judged in terms of their ability to generate a diverse set of representative Pareto optimal solutions, in general, is limited to problems with up to two or three objectives \[^{[9]}\].

In many practical problems ranging from aircraft design \[^{[12]}\] to molecular design \[^{[13]}\] the number of objectives often exceeds three. Such optimization problems in the literature are referred to as many-objective optimization problems \[^{[6]}\]. Traditional EMO algorithms developed cannot be simply used to solve problems with many-objectives due to
difficulties in managing convergence and diversity. Recently many-objective optimization has received increased attention and several high performing algorithms have been proposed [6,14]. But often such algorithms are tested on benchmark problems with a substantial number of function evaluations. In real-world problems, where evaluating an objective function usually take a substantial amount of computation time, applicability of such algorithms is often not possible or recommended. To tackle this problem, several surrogate-assisted evolutionary algorithms [15] have been proposed in the literature to obtain solutions in few function evaluations. Despite the existence of such algorithms, problems with only two or three objectives are solved [9]. To elevate the scope of the surrogate assisted optimization to many-objective problems, recently, an algorithm called K-RVEA [16] was developed for computationally expensive problems, where Kriging models [17] are used in part of the computationally expensive objective functions. This algorithm is based on a recently proposed evolutionary algorithm called RVEA [18]. However, K-RVEA algorithm assumes that a small number of candidate solutions can be evaluated using the expensive fitness evaluation method during optimization. Therefore, we implement a data-driven RVEA to handle many objectives. The essential details of the data-driven RVEA approach are presented below.

2.2 RVEA: The Data-Driven Reference Vector Guided Evolutionary Algorithm

RVEA algorithm is adapted to optimize the problem where objective functions are built using Kriging models. In contrast to other many-objective evolutionary algorithms e.g. NSGA-III [19] and MOEA/D [20] which use a set of reference points and weights, RVEA adopts a set of reference vectors. Another important component in RVEA which makes it
efficient for many-objective problems is its selection strategy. In RVEA, selection is based on a criterion known as angle penalized distance (APD) to balance between convergence and diversity. A pseudo-code of the algorithm is presented in Figure 2. The algorithm consists of four major components, generation of reference vectors, assignment of individuals to reference vectors, selection and adaption of reference vectors.

In RVEA, the canonical simplex-lattice design method \cite{21} is used to generate a set of uniformly distributed reference vectors in the objective space. An illustration of reference vectors is presented in Figure 1 for a two objective optimization problem, where the dots represent the reference points generated on a unit hyperplane. These points are then projected from the hyperplane to hypersphere to obtain the reference vectors. After generation of the reference vectors, objective values of all individuals at the current generations are translated to make sure that initial point of all reference vectors is origin and the translated values lie inside the positive orthant. Translated individuals are then assigned to the reference vectors and form subpopulations based on the acute angle measurement between the individual and the reference vector. In this way, population at the current generation is partitioned into a number of subpopulations.

Selection in RVEA performed afterward in each subpopulation. The selection criterion consists of convergence and diversity and to combine these two, the following angle penalized distance (APD) is defined:

\[
d^j = 1 + P \theta^j \cdot \| \bar{f}^j \|,
\]
where $\| \vec{f_i} \|$ is the distance from the translated objective vector corresponding to the $j^{th}$ individual to the origin, and $\theta^j$ is the angle between the $j^{th}$ individual and the reference vector it is assigned to and $P \theta^j$ is the penalty function. After calculating APD for all individuals in each subpopulation, one individual with the minimum APD value is selected from each subpopulation for the next generation. In addition, reference vectors generated are made adaptive to handle the problems with different scales of objective function values. For a detailed description of RVEA, see $[18]$. We also create an archive of nondominated solutions in running RVEA which is used to obtain the final solutions.

2.3 The Blast Furnace Problem Description

As indicated before, during this study the data obtained from an industrial blast furnace was used for an off-line data driven evolutionary optimization algorithm to generate a representative set of Pareto optimal solutions for more than three objectives. The data pertaining to several months of actual operation of the furnace was used to create the surrogate models of a total of eight objectives using a total of twelve process variables for simultaneous optimization, as shown in Table 1. The total number of process variables in an actual industrial blast furnace is actually formidably large. This set of 12 variables is deemed to be significant in this study on the basis of a Principal Component Analysis (PCA), already in use in the materials domain $[22]$. The blast furnace always uses a surplus amount of coke. As explained in the standard texts $[23]$, in this reactor coke is not just the reducing agent for the iron oxides; above the melting temperature of the ore, in the so-called melting and softening zone of the furnace, it remains solid and supports the enormous total weight of the charge materials above it. It also acts as a filter for soot and
dust. A large excess of ore free coke is usually present at the center of the furnace, which effectively acts like a chimney and ensures optimum gas distribution throughout the furnace. The presence of excess amount of coke in the blast furnace thus is not negotiable and does not lead to any environmental concerns. Therefore, the amount of coke charged in the furnace is excluded from the list of variables considered in this study.

The data obtained from the blast furnace expectedly was noisy and contained outliers. To make the function landscape smooth with less peaks and troughs, local regression smoothing was used. In local regression smoothing a locally weighted linear regression is used to smoothen the data and each data point is associated with regression weights. The smoothened data point is calculated using the values of its neighboring data points. Further information is available elsewhere [24].

3. RESULTS AND DISCUSSION

During this study, numerical experiments were conducted with the algorithm 1 on the current blast furnace problem with eight objectives and 12 decision variables. Extra five percent of the extreme values of each variable from the original data are used as the bounds for each decision variable. During the optimization runs, the number of reference vectors (population size) was taken as 156, a maximum of 10000 function evaluations with a training data set of size210.
A plot of nondominated solutions using parallel coordinates is presented in Figure 3. To normalize objective function values obtained using Algorithm 1, we use maximum and minimum objective function values for $i^{th}$ objective function in following way:

$$f_i = \frac{f_i - f_i^{\text{min}}}{f_i^{\text{max}} - f_i^{\text{min}}}$$

where the maximum and minimum objective function values of $i^{th}$ objective function are represented by $f_i^{\text{max}}$ and $f_i^{\text{min}}$. To be able to show the efficiency of the algorithm, we count the number of solutions obtained which dominate the objective function values in the original data. We observed that 763 solutions obtained with the present algorithm dominate the ones in the original data. This not only provides the decision maker with a very large number of options, but also opens the possibilities of further upgrade of the current practice. Some representative optimized solutions obtained using k-means clustering\cite{25} are presented in Table 2. The blast furnace for which the current surrogate models were derived, apparently function at a substantially high coke rate. The optimized results indeed suggest that the coke rate can indeed be lowered even when a higher productivity is targeted. The higher productivity expectedly would require a higher volume of gas flow and a larger gas velocity at the tuyere and the optimized results indeed follow such trends.

We also present a surface plot in Figure 4 using the nondominated solutions obtained, where relationship between gas flow (shown in the legend) ($f_2$) and other three objectives productivity ($f_3$), coke rate ($f_6$) and tuyere heating loss ($f_1$) is shown. As different objectives have different ranges of values, we present them on a normalized scale. As can be seen, a true conflicting nature is visible between gas glow and tuyere heat loss. In
other words, heat loss will be increased to achieve a high blast furnace gas flow. On the other hand, one can also see that productivity increases and coke rate decreases with the increase in the blast furnace gas flow.

Another surface plot is presented in Figure 5 to show the effect on productivity \( f_5 \) with tuyere velocity \( f_3 \), heat loss \( f_4 \) and carbon rate \( f_8 \). As can be seen, to achieve a high productivity, one has to compromise on heat loss. Another interesting observation in Figure 5 is that a high productivity is achieved with the increase in the tuyere velocity and decrease in the carbon rate which is desirable. The studies show importance of the burden distribution on the coke rate and the present study points towards the burden composition as well. The slag basicity and flux consumption are also known factors controlling it, which are also corroborated in the present study.

A running blast furnace routinely collects information on numerous process parameters and it is always not readily known which of them actually affect any targeted objective. In this study the significant process variables were successfully identified. Since blast furnace is a fully developed process, where any additional technological breakthrough is very unlikely, the major challenge is to run its operation optimally keeping in mind the environmental and economic requirements. Because of the increasingly stiff economic challenges and environmental regulations, an urgent requirement however remains in this field in terms of fine tuning the decision variables, so that a number of objectives, which are very often mutually conflicting, could be simultaneously optimized. This however is a very complicated task. For example, if one attempts to solve an eight objective
optimization problem as reported here, through the numerical solution of the pertinent fluid flow, heat transfer or thermodynamic equations, it would be computationally prohibitive and very likely to go out of hand. The major advantage of the present approach is to replace those theoretical equations by simple surrogate models derived from the available data, which can be computed very fast without any significant loss of accuracy. The results reported here are fully reproducible and verifiable through the RVEA algorithm described in this paper.

4. CONCLUSIONS

The conventional blast furnace modeling strategies are based upon transport phenomena, thermodynamics or for that matter statistical techniques and RIST diagram based approaches [26,27,28,29]. Recently the efficacy of data-driven approaches involving strategies like neural network, support vector machine, fuzzy logic and certainly various evolutionary algorithms are gaining ground, as evidenced in a huge volume of blast furnace related articles in these areas, some of which are referred here [30,31,32,33,34,35,36,37]. The present work extends a newly developed evolutionary algorithm to data-driven blast furnace optimization. The major contributions are the following:

- An efficient algorithm is proposed that have successfully reduced noise and removed outliers from the raw data generated from an operational blast furnace.
- A total of twelve most significant process variables were identified, for the first time, out of a very large set of possible alternates that are most relevant to the eight objectives to be optimized.
A major difficulty for the operational blast furnaces is to run the process optimally, in particular when a large number of conflicting objectives need to be optimized simultaneously. Even with an evolutionary approach, handling a large number of objectives simultaneously for the optimization purpose and many of the previous studies[^32,^33,^34] could only handle less than three objectives at a time. This work presents an efficient and novel evolutionary algorithm that is able to solve problems having eight conflicting objectives. Unlike a previous work that used the notion of k-optimality[^36] to deal with a large number of objectives, the present work could implement the condition of Pareto optimality and can be further utilized in blast furnace research.

The present approach uses simple surrogate models for optimization, which makes the computation very fast and quite acceptable accurate. Data-driven models are becoming increasingly popular in other areas of ferrous production metallurgy[^38], where again till date only a small number of objectives could be handled for simultaneous optimization. The present approach therefore is of very high relevance in many practical problems in the metallurgical and materials domain discussed earlier[^39] where the relevance of an evolutionary approach[^40,^41] is already well established.

**ACKNOWLEDGEMENTS**

This research reported here was supported by FiDiPro project DeCoMo funded by TEKES, The Finnish Funding Agency for Innovation. The authors very much appreciate several suggestions of Professor Kaisa Miettinen, which significantly enhanced the quality of this work.
REFERENCES

[1] A. K. Biswas, *Principles of Blast Furnace Ironmaking: Theory and Practice*, Cootha Publication House, Australia.

[2] J. I. Park, U. H. Baek, K. S. Jang, H. S. Oh, and J. W. Han, “Development of the burden distribution and gas flow model in the blast furnace shaft,” *ISIJ International*, vol. 51, no. 10, pp. 1617–1623, 2011.

[3] K. Mohanty, T. Mitra, H. Saxén, and N. Chakraborti, “Multiple Criteria in a Top Gas Recycling Blast Furnace Optimized through a k-Optimality-Based Genetic Algorithm,” *Steel Research International*, 2015.

[4] H. Helle, M. Helle, F. Pettersson, and H. Saxén, “Multi-objective Optimization of Ironmaking in the Blast Furnace with Top Gas Recycling,” *ISIJ International*, vol. 50, no. 10, pp. 1380–1387, 2010.

[5] F. Pettersson, N. Chakraborti, and H. Saxén, “A genetic algorithms based multi-objective neural net applied to noisy blast furnace data,” *Applied Soft Computing*, vol. 7, pp. 387–397, 2007.

[6] H. Ishibuchi, N. Tsukamoto, and Y. Nojima, “Evolutionary many-objective optimization: A short review,” in *Proceedings of IEEE Congress on Evolutionary Computation*, 2008, pp. 2419–2426.

[7] H. Wang, Y. Jin, and J. O. Jansen, “Data-driven surrogate-assisted multi-objective evolutionary optimization of a trauma system,” *IEEE Transactions on Evolutionary Computation*, vol. accepted, 2016.
[8] D. Guo, T. Chai, J. Ding, and Y. Jin, “Small data driven evolutionary multi-objective optimization of fused magnesium furnaces,” in *proceedings of IEEE Symposium Series on Computational Intelligence (IEEE SSCI 2016)* (submitted).

[9] T. Chugh, K. Sindhya, J. Hakanen, and K. Miettinen, “Handling computationally expensive multiobjective optimization problems with evolutionary algorithms-A survey.” *Reports of the Department of Mathematical Information Technology, Series B, Scientific Computing No. B 4/2015, University of Jyvaskyla*, 2015.

[10] K. Miettinen, *Nonlinear Multiobjective Optimization*. Boston: Kluwer, 1999.

[11] K. Deb, *Multi-Objective Optimization using Evolutionary Algorithms*. Chichester: Wiley, 2001.

[12] R. A. Shah, P. M. Reed, and T. W. Simpson, “Multi-objective Evolutionary Optimisation for Product Design and Manufacturing,” L. Wang, A. H. C. Ng, and K. Dec, Eds. Springer, 2011, pp. 137–159.

[13] J. W. Kruisselbrink, M. T. M. Emmerich, T. Bäck, A. Bender, A. P. IJzerman, and E. van der Horst, “Combining Aggregation with Pareto Optimization: A Case Study in Evolutionary Molecular Design,” in *In proceedings of Evolutionary Multi-Criterion Optimization: 5th International Conference*, M. Ehrgott, C. M. Fonseca, X. Gandibleux, J.-K. Hao, and M. Sevaux, Eds. Berlin, Heidelberg: Springer Berlin Heidelberg, 2009, pp. 453–467.

[14] B. Li, J. Li, K. Tang, and X. Yao, “Many-objective evolutionary algorithms: A survey,” *ACM Computing Surveys*, vol. 48, pp. 13–35, 2015.

[15] Y. Jin, “Surrogate-assisted evolutionary computation: Recent advances and future challenges,” *Swarm and Evolutionary Computation*, vol. 1, no. 2, pp. 61–70, 2011.
[16] T. Chugh, Y. Jin, K. Miettinen, J. Hakanen, and K. Sindhya, “A surrogate-assisted reference vector guided evolutionary algorithm for computationally expensive many-objective optimization,” *IEEE Transactions on Evolutionary Computation (submitted)*, 2016.

[17] A. Forrester and A. Keane, “Recent advances in surrogate-based optimization,” *Progress in Aerospace Sciences*, vol. 45, pp. 50–79, 2009.

[18] R. Cheng, Y. Jin, M. Olhofer, and B. Sendhoff, “A reference vector guided evolutionary algorithm for many objective optimization,” *IEEE Transactions on Evolutionary Computation*, vol. accepted, 2016.

[19] K. Deb and H. Jain, “An evolutionary many-objective optimization algorithm using reference-Point-based nondominated sorting approach, Part I: solving problems with box constraints,” *IEEE Transactions on Evolutionary Computation*, vol. 18, pp. 577–601, 2014.

[20] Q. Zhang and H. Li, “MOEA/D: A multiobjective evolutionary algorithm based on decomposition,” *IEEE Transactions on Evolutionary Computation*, vol. 11, pp. 712–731, 2007.

[21] J. A. Cornell, *Experiments with Mixtures: Designs, Models, and the Analysis of Mixture Data*. John Wiley & Sons, 2011.

[22] F. Pettersson, C. Suh, H. Saxen, K. Rajan, and N. Chakraborti, “Analyzing Sparse Data for Nitride Spinels Using Data Mining, Neural Networks, and Multiobjective Genetic Algorithms,” *Materials and Manufacturing processes*, vol. 24, pp. 2–9, 2009.

[23] M. Geerdes, R. Chaigneau, I. Kurunov, O. Lingiardi, and J. Ricketts, *Modern Blast Furnace Ironmaking An Introduction*, 3rd ed. IOS Press BV, Amsterdam, 2015.
[24] Mathworks, “Filtering and Smoothing Data.” [Online]. Available: http://se.mathworks.com/help/curvefit/smoothing-data.html#bq_6ys3-3.

[25] A. K. Jain, M. N. Murty, and P. J. Flynn, “Data Clustering: A Review,” ACM Computing Surveys, vol. 31, pp. 264–323, 1999.

[26] R. Östermark and H. Saxén, “VARMAX-modelling of blast furnace process variables,” European Journal of Operational Research, vol. 90, no. 1, pp. 85–101, 1996.

[27] J. A. de Castro, H. Nogami, and J. Yagi, “Three-dimensional Multiphase Mathematical Modeling of the Blast Furnace Based on the Multifluid Model,” ISIJ International, vol. 42, no. 1, pp. 44–52, 2002.

[28] X. F. Dong, A. B. Yu, S. J. Chew, and P. Zulli, “Modeling of Blast Furnace with Layered Cohesive Zone,” Metallurgical and Materials Transactions B, vol. 41, no. 2, pp. 330–349, 2010.

[29] R. K. Sahu, S. K. Roy, and P. K. Sen, “Applicability of Top Gas Recycle Blast Furnace with Downstream Integration and Sequestration in an Integrated Steel Plant,” Steel Research International, vol. 86, no. 5, pp. 502–516, 2015.

[30] C. Gao, L. Jian, and S. Luo, “Modeling of the Thermal State Change of Blast Furnace Hearth With Support Vector Machines,” IEEE Transactions on Industrial Electronics, vol. 59, no. 2, pp. 1134–1145, 2012.

[31] R. D. Martín, F. Obeso, J. Mochón, R. Barea, and J. Jiménez, “Hot metal temperature prediction in blast furnace using advanced model based on fuzzy logic tools,” Ironmaking & Steelmaking, vol. 34, no. 3, pp. 241–247, 2007.
[32] V. R. Radhakrishnan and A. R. Mohamed, “Neural networks for the identification and control of blast furnace hot metal quality,” *Journal of Process Control*, vol. 10, no. 6, pp. 509–524, 2000.

[33] J. Zeng, C. Gao, and H. Su, “Data-driven predictive control for blast furnace ironmaking process,” *Computers & Chemical Engineering*, vol. 34, no. 11, pp. 1854–1862, 2010.

[34] F. Pettersson, H. Saxén, and K. Deb, “Genetic Algorithm-Based Multicriteria Optimization of Ironmaking in the Blast Furnace,” *Materials and Manufacturing Processes*, vol. 24, no. 3, pp. 343–349, 2009.

[35] R. Jha, P. K. Sen, and N. Chakraborti, “Multi-Objective Genetic Algorithms and Genetic Programming Models for Minimizing Input Carbon Rates in a Blast Furnace Compared with a Conventional Analytic Approach,” *Steel Research International*, vol. 85, no. 2, pp. 219–232, 2014.

[36] T. Mitra and H. Saxén, “Evolution of Charging Programs for Achieving Required Gas Temperature Profile in a Blast Furnace,” *Materials and Manufacturing Processes*, vol. 30, no. 4, pp. 474–487, 2015.

[37] Y. Yu and H. Saxén, “Experimental and DEM study of segregation of ternary size particles in a blast furnace top bunker model,” *Chemical Engineering Science*, vol. 65, no. 18, pp. 5237–5250, 2010.

[38] S. Pal and C. Halder, “Optimization of Phosphorous in Steel Produced by Basic Oxygen Steel Making Process Using Multi-Objective Evolutionary and Genetic Algorithms,” *Steel Research International*, 2016.
[39] N. Chakraborti, “Promise of multiobjective genetic algorithms in coating performance formulation,” *Surface engineering*, vol. 30, pp. 79–82, 2014.

[40] F. Bertelli, C. H. Silva-Santos, D. J. Bezerra, N. Cheung, and A. Garcia, “An Effective Inverse Heat Transfer Procedure Based on Evolutionary Algorithms to Determine Cooling Conditions of a Steel Continuous Casting Machine,” *Materials and Manufacturing Processes*, vol. 30, pp. 414–424, 2015.

[41] M. Kovačič, “Modeling of Total Decarburization of Spring Steel with Genetic Programming,” *Materials and Manufacturing Processes*, vol. 30, pp. 434–443, 2015.
Table 1 The objectives and the decision variables

(i) Objectives

| Sr. No. | Task       | Objective                              |
|---------|------------|----------------------------------------|
| 1       | Minimize   | Tuyere cooling heat loss (GJ/hr)       |
| 2       | Maximize   | Total BF gas flow (Nm$^3$/hr)          |
| 3       | Maximize   | Tuyere velocity (m/s)                 |
| 4       | Minimize   | Heat loss (GJ/hr)                     |
| 5       | Maximize   | Corrected productivity (WV) (t/m$^3$/day) |
| 6       | Minimize   | Coke rate (Dry) (kg/tHM)              |
| 7       | Minimize   | Plate cooling heat loss (GJ/hr)        |
| 8       | Minimize   | Carbonate (kg/tHM)                    |

(ii) Decision variables

| Sr. No. | Decision variable            |
|---------|-----------------------------|
| 1       | Pellet (%)                  |
| 2       | Sp. Flux consumption (kg/tHM) |
| 3       | Limestone (kg/tHM)          |
| 4       | Dolomite (kg/tHM)           |
| 5       | LD slag (kg/tHM)            |
| 6       | Quartzite (kg/tHM)          |
| 7       | Mn (%)                      |
| 8       | Alkali – additives (kg/tHM) |
| 9       | Alumina-additives (kg/tHM)  |
| 10      | FeO ore (%)                 |
|   |   |
|---|---|
| 11 | SiO$_2$(%) |
| 12 | CaO (%) |
Table 2 Decision variable values

| Sr. No. | Pelle (kg/tHM) | Sp.Flux consumption (kg/tHM) | Lime (kg/tHM) | Dolomite (kg/tHM) | LD slag (kg/tHM) | Quar tzite (kg/tHM) | Mn (%) | Alkali – Additives (kg/tHM) | alum ina-Additives (kg/tHM) | FeO ore (%) | SiO₂ (%) | CaO (%) |
|---------|----------------|-----------------------------|---------------|------------------|------------------|-------------------|--------|----------------------------|-----------------------------|-------------|----------|----------|
| 1       | 12.55          | 84.79                       | 0.35          | 11.28            | 1.83             | 75.29             | 0.40   | 0.09                       | 0.58                       | 0.71        | 3.88     | 0.10     |
| 2       | 13.70          | 87.34                       | 0.00          | 10.48            | 0.24             | 75.28             | 0.44   | 0.24                       | 0.58                       | 0.84        | 3.73     | 0.09     |
| 3       | 13.85          | 70.74                       | 8.61          | 0.31             | 4.15             | 68.79             | 0.13   | 0.54                       | 0.43                       | 0.72        | 3.07     | 0.05     |
| 4       | 13.82          | 84.53                       | 0.00          | 1.04             | 0.00             | 61.53             | 0.43   | 0.26                       | 1.00                       | 0.93        | 3.11     | 0.09     |
| 5       | 12.58          | 87.34                       | 0.07          | 9.53             | 0.13             | 72.29             | 0.47   | 0.23                       | 0.61                       | 0.79        | 3.58     | 0.09     |
| 6       | 12.43          | 67.79                       | 0.00          | 2.30             | 0.00             | 66.43             | 0.29   | 0.37                       | 0.46                       | 0.73        | 2.15     | 0.22     |
| 7       | 25.16          | 89.84                       | 8.24          | 0.00             | 10.73            | 70.82             | 0.12   | 0.53                       | 1.32                       | 0.63        | 1.83     | 0.09     |
| 8       | 12.54          | 87.17                       | 0.07          | 15.61            | 0.64             | 76.42             | 0.44   | 0.18                       | 0.63                       | 0.55        | 3.73     | 0.09     |
| 9       | 11.95          | 87.80                       | 0.35          | 9.84             | 0.71             | 71.79             | 0.36   | 0.41                       | 0.59                       | 1.44        | 3.91     | 0.04     |
| 10      | 12.76          | 87.92                       | 1.34          | 11.44            | 0.29             | 72.84             | 0.45   | 0.18                       | 0.62                       | 0.58        | 3.73     | 0.05     |
| 11      | 12.59          | 90.04                       | 0.32          | 11.27            | 1.50             | 83.79             | 0.33   | 0.18                       | 0.53                       | 0.78        | 3.72     | 0.09     |
| 12      | 12.76          | 87.28                       | 1.95          | 11.48            | 0.34             | 79.87             | 0.44   | 0.49                       | 0.53                       | 0.70        | 3.73     | 0.07     |
| 13      | 12.48          | 81.80                       | 0.55          | 11.66            | 1.81             | 75.82             | 0.47   | 0.31                       | 0.61                       | 0.98        | 3.90     | 0.07     |
| 14      | 13.01          | 84.33                       | 0.37          | 10.66            | 2.48             | 72.32             | 0.39   | 0.20                       | 0.69                       | 0.82        | 3.89     | 0.04     |
| 15      | 12.50          | 79.41                       | 0.35          | 12.12            | 5.21             | 75.25             | 0.46   | 0.41                       | 0.59                       | 1.49        | 3.90     | 0.07     |
| 16      | 12.67          | 87.29                       | 0.34          | 9.72             | 2.74             | 75.29             | 0.47   | 0.50                       | 0.57                       | 0.64        | 3.73     | 0.07     |
|    |     |     |     |    |    |    |    |    |    |    |    |
|----|-----|-----|-----|----|----|----|----|----|----|----|----|
| 17 | 12.98 | 85.87 | 0.25 | 10.62 | 0.08 | 80.48 | 0.44 | 0.42 | 0.53 | 0.55 | 3.73 | 0.09 |
| 18 | 13.08 | 87.39 | 0.02 | 13.72 | 0.03 | 76.45 | 0.47 | 0.29 | 0.57 | 0.65 | 3.73 | 0.09 |
| 19 | 12.26 | 80.96 | 1.23 | 9.86  | 0.68 | 74.59 | 0.47 | 0.34 | 0.59 | 1.47 | 4.08 | 0.10 |
| 20 | 12.45 | 79.64 | 0.35 | 9.41  | 0.65 | 71.84 | 0.46 | 0.41 | 0.60 | 1.49 | 3.79 | 0.05 |
Table 3 Objective function values (absolute scale)

| Sr. No. | Tuyere cooling heat loss (GJ/hr) | Total BF gas flow (Nm³/hr) | Tuyere velocity (m/s) | HEAT LOS S (GJ/hr) | Corrected productivity (WV) (t/m³/day) | Coke rate (Dry) (kg/tHM) | Plate cooling heat loss (GJ/hr) | Carbo n rate (kg/tHM) |
|--------|----------------------------------|---------------------------|-----------------------|-------------------|----------------------------------------|------------------------|-------------------------------|---------------------|
| 1      | 19.40                            | 255180                    | 195.3                 | 67.57             | 2.72                                   | 467.61                 | 28.13                         | 463.51              |
| 2      | 18.34                            | 181420                    | 131.66                | 53.15             | 2.65                                   | 549.56                 | 35.93                         | 511.72              |
| 3      | 36.10                            | 270440                    | 213.75                | 88.59             | 2.65                                   | 438.66                 | 48.60                         | 461.75              |
| 4      | 19.92                            | 272810                    | 207.48                | 82.98             | 2.91                                   | 422.81                 | 60.32                         | 452.73              |
| 5      | 19.45                            | 209450                    | 149.48                | 56.51             | 2.68                                   | 536.25                 | 34.80                         | 506.21              |
| 6      | 25.15                            | 276890                    | 210.39                | 75.87             | 2.74                                   | 426.09                 | 48.10                         | 453.05              |
| 7      | 36.19                            | 270880                    | 206.86                | 67.74             | 2.69                                   | 431.97                 | 29.83                         | 456.91              |
| 8      | 22.66                            | 252870                    | 193.07                | 58.37             | 2.57                                   | 452.50                 | 28.65                         | 471.00              |
| 9      | 19.60                            | 244830                    | 182.77                | 62.84             | 2.34                                   | 460.13                 | 30.23                         | 483.40              |
| 10     | 16.15                            | 226500                    | 165.42                | 56.23             | 2.27                                   | 508.16                 | 28.68                         | 481.68              |
| 11     | 19.80                            | 253360                    | 183                   | 61.10             | 2.71                                   | 489.57                 | 29.78                         | 473.80              |
| 12     | 19.48                            | 254670                    | 195.16                | 70.14             | 2.72                                   | 430.91                 | 32.09                         | 456.00              |
| 13     | 18.27                            | 197650                    | 143.76                | 51.80             | 2.49                                   | 535.14                 | 27.08                         | 520.24              |
| 14     | 17.94                            | 213840                    | 157.66                | 54.85             | 2.21                                   | 525.44                 | 25.82                         | 487.10              |
| 15     | 20.05                            | 232260                    | 174.77                | 61.61             | 2.60                                   | 473.30                 | 28.75                         | 477.98              |
| 16     | 21.18                            | 267530                    | 203.76                | 74.23             | 2.77                                   | 409.55                 | 32.39                         | 451.13              |
|   |    |    |    |    |    |    |
|---|----|----|----|----|----|----|
| 17| 18.81 | 228300 | 174.44 | 65.82 | 2.69 | 456.17 | 34.54 | 473.16 |
| 18| 19.36 | 208240 | 152.45 | 51.96 | 2.60 | 515.46 | 32.51 | 515.19 |
| 19| 21.22 | 220080 | 165.29 | 60.17 | 2.74 | 491.03 | 35.08 | 499.92 |
| 20| 19.77 | 244730 | 186.8  | 64.77 | 2.52 | 437.52 | 32.03 | 463.48 |
Figure 1 An illustration of reference vectors for a biobjective optimization problem
Figure 2 A pseudo-code of the data-driven reference vector guided evolutionary algorithm

**Algorithm 1: RVEA with Kriging models**

**Input:** $FE_{\text{max}} =$ maximum number of function evaluations; $N =$ number of reference vectors; $V_0=$ {$v_01, v_02, \ldots, v_{0N}$} a set of unit reference vectors;

**Output:** nondominated solutions from the archive $A$

1. Train Kriging models for each objective function from the selected data points ($P$)
2. Initialize $FE = 0$
3. **while** $FE < FE_{\text{max}}$ **do**
   a. Generate offspring $Q$ and update $FE = FE + |Q|$
   b. Combine parent and offspring populations, $R = P \cup Q$
   c. Select parents $P$ for the next generation
   d. Update reference vectors and $A = A \cup P$
4. **end while**
Figure 3 A parallel coordinate plot of nondominated solutions obtained with Algorithm 1 on a normalized scale
Figure 4 A surface plot showing the relationship between total blast furnace gas flow \( (f_2) \) and other three objectives, namely productivity \( (f_5) \), coke rate \( (f_6) \) and tuyere heat loss \( (f_1) \)
Figure 5 A surface plot showing the relationship between productivity \((f_5)\) and other three objectives, namely tuyere velocity \((f_3)\), heat loss \((f_4)\) and carbon rate \((f_8)\)