Evaluation of Joint Multi-Instance Multi-Label Learning For Breast Cancer Diagnosis
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Abstract—Multi-instance multi-label (MIML) learning is a challenging problem in many aspects. Such learning approaches might be useful for many medical diagnosis applications including breast cancer detection and classification. In this study subset of digiPATH dataset (whole slide digital breast cancer histopathology images) are used for training and evaluation of six state-of-the-art MIML methods.

At the end, performance comparison of these approaches are given by means of effective evaluation metrics. It is shown that MIML-kNN achieve the best performance that is 65.3 average precision, where most of other methods attain acceptable results as well.

I. INTRODUCTION

Breast cancer is the most prevalent form of cancers among women [1]. Although those who live in the developed world have more survival rates [2], patients have less change in developing countries. Medical image processing might have a huge contribution to experts for analysis of histopathology images by improving interpretation or indicating candidate disease locations [1].

Some different types of breast cancers on histopathology images are shown in Fig. 1. Breast cancers does not have a particular shapes and their types are not necessarily consecutive. This make its detection and classification very hard for both experts and computer aid systems. There are so many information about breast cancer and its types in the literature but we omit the informations that require expertise in this field and focus on learning from labelled data by the experts in this study.

We introduce a well-collected dataset of digital histopathology images: digiPATH project in which consists of 240 digital images (in average size of 90,000×70,000 pixels) of breast biopsies from 14 different diagnostic categories of cancer [3]. Each H&E stained biopsy slide which were scanned at 40X magnification, labeled by 203 pathologists where 3 of them are world-class expert in this area. Rectangular part of the image that is visible on the pathologist’s screen are logged while they diagnosis the images where world-class experts marked a bounding box in each image to indicate disease.

Diagnosis of a particular histopathology image might differentiate among experts and there might be more than one label from an expert for an image as it can be seen in the dataset. Thus, detection and classification of a case become more complicated than the traditional machine learning aspect, as we know one digital image might have healthy and different type of diseased regions at the same time. Such data set can be used for machine learning by only combining multi-instance and multi-label learning approaches.

Multi instance learning is a variation of the supervised learning. In classical supervised learning (Fig.1a), each sample in the training set is assigned to a specific label.

In multi-instance learning as illustrated in Fig.1b, each image has one or more regions of interest associated with a label. So, each training image is considered as a bag of instances. In binary case, the image is labeled as positive if...
During the past few years, many MIML algorithms have been introduced. To name a few state-of-the-art MIML methods, Zhou and Zhang [4] proposed MIMLSVM by decomposing MIML to single-instance multi-label learning and MIMLBOOST by decomposing MIML to multi-instance single-label learning. Zhang et al. [6] proposed M3MIML, (i.e. Maximum Margin Method) which learns from multi-instance multi-label examples by maximum margin strategy and an adaptation of radial basis function (RBF) method [7]. MIMLRBF which is a neural network style algorithm is proposed by Zhang et al. [8]. A MIML nearest neighbor method MIML-kNN is proposed by Zhang and Min-Ling [9], that uses the popular k-nearest neighbor techniques. Yu-Feng Li et al. [10] proposed KISAR (Key Instances Sharing Among Related labels) which is a MIML algorithm tries to observe the relation between instance and label by considering the fact that highly relevant labels share some instances.

III. Experiments

In this study, we compare the effectiveness of state-of-the-art algorithms that combine multi-instance and multi-label learning on a subset of digiPATH project dataset which is mentioned earlier.

Firstly, we extract LBP features from regions that consist dense information about existence and type of a cancer from the behaviour of experts. The methods mentioned in section II then, trained and tested with these features. Finally performance of these methods are evaluated.

A. Feature Extraction

For brevity, we use only 120 images from the set and their corresponding diagnoses that are labelled by 3 world-class experts. Note that each expert might label a particular case with more than one diagnosis. View-logs of these experts are used to detect region of interests (ROI) of the images by the proposed method in the study [4], where these ROIs are detected by considering zoom peaks, slow pannings and fixation durations that are longer than 2 seconds.

Most of the time mutual spatial arrangement of nuclei in a tissue is enough information for detection of a breast cancer and its classification to a cancer type. Thus, we first apply a transformation based on the method in [11] to cropped ROI images (i.e Fig. 3(a)) that are originally in RGB color space where the transformation generate a map (i.e. Fig. 3(b)) that unveil nuclei. Then we extract LBP features (i.e. Fig. 3(c)) of this gray-scale nuclei image by comparing each pixel to each of its 8 neighbours and normalize features such that they add up to 1. Only 5 classes of disease types over 14 classes, are considered as labels in the experiments that are ‘Non proliferative changes only’, ‘Usual ductal hyperplasia’, ‘Atypical ductal hyperplasia’, ‘Ductal carcinoma in situ’, ‘Invasive carcinoma’.

In the experiments we consider a bag of features of detected ROIs and labels of a particular expert on a particular image as a ‘case’. We divide 360 cases (120 images and 3 experts) into well-balanced training and testing sets with respect to their disease types. When we remove cases that does not include any significant ROI, training and testing sets end up with 173 and 153 cases respectively.

B. Methods

We experimented six algorithms on our dataset and evaluated results according to some popular evaluation criteria. All of the algorithms return a predicted label set after testing phase. We used this predicted label set and the actual test label set while doing evaluations. Short description of algorithms are as follows:

MIML-kNN: This algorithm solves MIML problem by using the popular k-nearest neighbor techniques. Given a set of MIML training examples, it considers their neighbors and citers which regard it as their own neighbors. The MIML-kNN algorithm involves two different parameters, i.e. r (the number of nearest neighbors considered) and c (the number
Fig. 3. (a) Region of interest that is densely invested by an expert. This region is cropped from the whole slide image according to the view-log data by the method proposed by [3]. (b) Extracted nuclei of (a) in gray-scale with a transformation based on [11]. (c) Histogram of LBP features of (b) with 8 neighbour setup.

of citers considered). According to experiments in [9], we selected those parameters as $r = 10$, $c = 20$.

MIMLRBF: In this algorithm, two layer neural network structure is used. This neural network gets a bag $X$ consisting of $n$ instances $x_1, x_2, \ldots, x_n$, where each instance $x_k$ is a d-dimensional feature vector and each output unit of it is related to a possible class label. The first layer of this neural network is constituted by using k-medoids clustering. After that, the weights between first and second layer are computed. Finally, the test set is given to the trained neural network for prediction. MIMLRBF algorithm involves two different parameters, i.e. the fraction parameter and the scaling factor $\mu$. We chose those parameters as $\alpha = 0.1$, $\mu = 0.6$ according to experiments in [8].

MIMLSVM: This algorithm decomposes the multi instance multi label problem into single instance single label problems instead of considering the problem as a whole. Let $X$ denotes the bag of instances and $Y$ the set of class labels. MIMLSVM maps the bag of instances $X_i$ into a single instance $z_i$ with the help of constructive clustering. In this step, the algorithm reduces the problem to single instance multi label problem. After that MIMLSVM produces a number of independent single instance single label components by using MLSVM algorithm [4]. Parameters of the MIMLSVM are type of svm, gamma value of svm, cost and ratio; we chose type of the svm as RBF and gamma as 1; ratio is the number of clusters, cost parameter is the value used for the base svm classifier, these values were selected as 0.2 and 1, respectively.

MIMLBOOST: This is another algorithm that reduces the problem into simpler ones like MIMLSVM. The algorithm decomposes the multi instance multi label problem into multi instance single label problems by converting each MIML example to MISL one. After this step intermediate MIBOOSTING algorithm reduces the MISL problems to single instance single problems [4]. The algorithm takes three parameters; round, svm, cost. Svm and cost parameter are the same ones with the MIMLSVM algorithm and we selected the same values for them. Round parameter determines the number of boosting round which is 25 in our experiment.

KISAR: This algorithm tries to find a relation between the bag of instances and class labels. The algorithm provides a mapping from a bag of instances to a feature vector, each bag of instances can be represented with these vectors so the vectors can be regarded as prototypes. According to the KISAR algorithm similarity of the prototypes of cases having relevant labels should be higher. Parameters are selected according to [10].

M3MIML: This algorithm finds a linear model for each class. The outputs of each class is set according to maximum prediction of MIML example over the linear model. Then, the outputs on all possible classes are combined to define the margin of the MIML example. So, the relation between the instances and the labels of an MIML example are exploited by M3MIML. The cost parameter is chosen according to [6].

C. Evaluation Metrics

In traditional supervised learning accuracy is often used as the performance evaluation criterion. However, while learning with multi-instance images associated with multiple labels, accuracy becomes less meaningful. Therefore, we used some other popular metrics that are more suitable for MIML such as hamming loss, one-error, coverage, ranking loss and average precision [12].

- Hamming loss: It evaluates how many times an
example-label pair is misclassified, i.e., false alarm or misclassification. Since this is a loss function, optimal value for hamming loss is zero.

- One-error: It evaluates how many times the top-ranked label is not in the set of proper labels of the example. The performance is perfect when one-error = 0; the smaller the value of one-error, the better the performance.

- Ranking loss: It evaluates the average fraction of label pairs that are misordered for the example. The performance is better when the value of ranking loss is closer to zero.

- Coverage: It evaluates how many steps are need, on the average, to go down the list of labels in order to cover all the proper labels of the example. The performance is better when the value of coverage is smaller.

- Average precision: The average precision evaluates the average fraction of proper labels ranked above a particular label. The performance is perfect if the value of average precision equal to one.

We obtained predicted labels from six algorithms by using our dataset. We evaluate their effectiveness according to the metrics above. Results are shown in the table below:

| Algorithms    | h.l. | o.e. | r.l. | co. | a.p. |
|---------------|------|------|------|-----|------|
| MIML-kNN      | 0.203| 0.261| 0.570| 0.856| 0.653|
| M3MIML        | 0.580| 0.601| 0.286| 0.921| 0.634|
| MIMLRBF       | 0.210| 0.339| 0.640| 1.130| 0.586|
| MIMLBOOST     | 0.200| 0.632| 0.360| 1.176| 0.581|
| MIMLSVM       | 0.329| 0.804| 0.524| 1.705| 0.460|
| KISAR         | 0.741| 0.656| 0.546| 1.784| 0.461|

IV. DISCUSSION

MIML-kNN obtained the best performance over other methods with respect to all evaluation criteria, although MIMLRBF and MIMLBOOST also achieved close performances according to only hamming loss. In addition, KISAR has the worst performance compared to others. Although the performances achieved in the experiments are not bad there is still room for improvement. For instance, we used shrank version of whole slide images by the rate of one over sixteen, when the original images are used the performance is expected to be improved. Since running time of such computation would be very high, we kept it like this.

We used LBP features due to their simplicity, robustness and efficiency. We did not consider any histopathological structure that a particular cancer type might have to keep it brief. A new research topic might be investigating such meaningful structures. Also, we extracted the LBP features only from nuclei channel. This might be improved by extracting features from H&E staining, LAB channels etc. additionally. Moreover, label of other 200 pathologist that we did not use in this study can improve the performance as well as the other 120 unused histopathology images.

While applying algorithms to our dataset we chose parameters according to optimum values obtained in previous works. In contrast to the study [10], which shows that KISAR and MIMLSVM achieved better performance than others, they are the worst two methods in our study in terms of average precision. This inconsistency might stem from the difference of datasets used.

Since each approach is robust to different problem characteristics, one can increase the performance by combining all these approaches in a smart manner.

V. CONCLUSION

In conclusion, we compared six different multi-instance multi-label supervised learning algorithms on a subset of digi-PATH dataset. Then, we used some popular MIML evaluation criteria to measure their performances. Considering that the dataset has limited number of samples and MIML learning is a highly complicated learning problem compared to traditional machine learning, we achieve significant performances almost in all approaches, especially MIML-kNN gave the best performance that is %65.3 in average precision.
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