Implementation of Vector Hysteresis Model Utilizing Enhanced Neural Network Based on Collaborative Algorithm
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ABSTRACT A hysteresis model, based on the enhanced neural network with parallel strategy, is put forward for the prediction of the accurate magnetic behavior of electrical steel sheets (ESSs). Aimed at overcoming the drawbacks such as low convergence rate and convenient to trap into local optimum in the conventional back-propagation neural network (BPNN), a novel collaborative BPNN learning algorithm is introduced according to the error back propagation mechanism and particle swarm optimization (PSO). The reasonable selection of the test point set by the uniform design of experiment methodology, has the potential of lowering the measurement cost, together with guaranteeing the accuracy of the hysteresis modeling. A parallel strategy, which is based on the fast Fourier transformation (FFT), is applied for enhancing the train efficiency of BPNNs. The proposed algorithm is applied for the purpose of modeling the vector hysteresis behavior of ESS. Together, the comparison of the measured and predicted results of H-locus and core loss is discussed as well.

INDEX TERMS Back-propagation neural network, collaborative algorithm, design of experiment, parallel strategy, particle swarm optimization, vector hysteresis model.

I. INTRODUCTION

The electric machines that have high power density and efficiency are being required in not just an electric traction system but the general industrial area as well. In order to cater to these requirements, in the design phase of electric machines, an accurate magnetic field analysis is deemed as essential, which considers the rotating magnetic field as well as the alternating one. As it is fully known the rotating magnetic fields leave a significantly more impact on the core loss in comparison with the alternating one [1]. The behavior of the rotating magnetic fields could be analyzed with the help of a coupling vector hysteresis model with performance analysis according to the finite element method (FEM).

The majority of the previous research works, for instance, the generalized Jiles-Atherton model, Preisach model [2]–[6] and Play model [7]–[9], puts efforts into making use of less measurement data for their simplicity. Nonetheless, it is, significantly hard expecting the high accuracy with the less experimental data. Conversely, the E&S model is put forward according to the extensive amount of experimental data. Nevertheless, its reluctivity expression is significantly hard extending to the higher harmonic components for the enhancement of accuracy [10]–[12]. Some research works have introduced neural networks (NN) in hysteresis modeling, meanwhile, being constrained to the alternating magnetic field condition [13]–[20]. The NN and actual frequency transplantation are combined for the purpose of predicting the hysteresis when the exciting field is highly contaminated by harmonics [13]. The current paper puts forward a methodology based on genetic algorithms and NN, which is suitable for finding the five parameters of the Jiles–Atherton model for generalization to the dynamic hysteresis loops [14]. A method of hysteresis loop evaluation based on NN and Fourier Descriptor technique is put forward. The dependence of the hysteresis loop from the magnetic field frequency, is evaluated by NN, on the other hand, with the help of the Fourier Descriptor, the effects of the magnetic field distortion
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are predicted [15]. An NN to implement a hysteresis model for a magnetic material within a finite element program is described as well [16]. A methodology, based on NN and a multidimensional optimization procedure, is put forward for lowering the time taken and for enhancing the accuracy in the evaluation of the parameters of the Jiles–Atherton model of magnetic hysteresis [17]. A dynamic hysteresis model, based on NN, is put forward, which is capable of carrying out the simulation of any kind of dynamic loop generated by any of the assigned arbitrarily distorted excitations into a fixed range of frequencies [18]. A scalar hysteresis model, based on NN, put forward for the purpose of modeling the behavior of magnetic materials [19]. An Ising hysteresis model is put forward on the basis of NN aimed at predicting the effect of the temperature, the field amplitude and the field frequency on the hysteresis properties [20]. Recently, some scholars have developed the vector magnetic hysteresis model in accordance with the conventional NN [21], [22], nonetheless, in the papers, the conventional feed-forward NN (FFNN) is applied, and the inherent shortcomings of the FFNN are not taken into account, for instance, easier to fall into the local minima.

The current paper puts forward an enhanced back-propagation neural network (BPNN) model with parallel strategy for the modeling of the vector hysteresis properties of electrical steel sheets (ESSs). The proposed model has parallel networks for each of the harmonic components for not just lowering the training efforts but augmenting the prediction accuracy as well. In the learning mechanism, the model adopts the error back propagation mechanism, combined with the particle swarm optimization (PSO) algorithm. The training data are attained from the \( B\)- and \( H\)-waveforms that are experimentally measured with the help of a self-developed two-dimensional single sheet tester.

### II. VECTOR MAGNETIC PROPERTIES MEASUREMENT

#### A. MEASUREMENT APPARATUS

Fig. 1(a) sheds light on the measurement apparatus of vector magnetic properties for ESS. Both the rotating magnetic field and alternating magnetic field could be generated and measured by using this apparatus. The elliptic rotating magnetic flux density locus is defined in accordance with the three characteristic parameters, that include the maximum magnetic flux density \( B_{\text{max}} \), magnetization angle \( \theta_B \), and the axis ratio \( \alpha \), as illustrated in Fig. 1(b). \( B_{\text{max}} \) represents the maximum value of the flux density vector in the elliptic locus. \( \alpha \) is the ratio of \( B_{\text{min}} \) to \( B_{\text{max}} \). \( \theta_B \) is defined as the inclined angle between \( B_{\text{max}} \) and RD direction. With regard to each of the measurement cases, the magnitude and the initial phase (fundamental and higher harmonic components) of \( H\)-waveform are stored by the fast Fourier transformation (FFT).

Owing to the nonlinearity of the magnetic properties of ESS, the \( B\) waveform is distorted subjected to the strong sinusoidal excitation. In the relevant magnetic characteristic measurement standard, the measured \( B\) typically requires a sinusoidal waveform. That is why, in the current paper, \( B\)-waveform is controlled to be sinusoidal. A feedback control system is developed between the excitation voltage waveform \( u(k) \) and \( B\), together with applying the Proportional-Integral (PI) control algorithm. Eventually, through the adjustment of the excitation voltage waveform signal \( u(k) \) and induced voltage of B-probe \( e_B \), a sinusoidal \( B\) waveform, satisfying the measurement criterion is attained. The schematic diagram of its feedback control system is illustrated in Fig 2.

The detection of the magnetic flux density signal is fulfilled based on a probe method. In the current paper, four retractable metal probes are employed for the purpose of detecting the flux density signals along rolling direction (RD) and transverse direction (TD). The magnetic field strength signals are picked up with the use of the \( H\)-coil methodology. The double composite \( H\)-coils are applied for detecting the magnetic field strength signals along RD and TD, simultaneously. The surface magnetic field intensity signal of the sample cannot be directly measured by just one composite \( H\)-coil for the small gap between sample and coil frame. Accordingly, the double composite \( H\)-coil method mandatorily required to be adopted. The double composite \( H\)-coil method refers to the detection of the magnetic field strength signal at different positions above the measurement sample by the two sets of composite \( H\)-coils; accordingly, the magnetic field strength of the sample surface could be calculated according to the extrapolation algorithm. Fig. 3 demonstrates the physical device of the vector B-H sensor and the diagrammatic sketch of the B-probe and \( H\)-coil.

#### B. DESIGN OF EXPERIMENT

The quality of hysteresis modeling depends on not just the testing data but their accuracy as well. In general, the measurement conditions are selected by uniform sampling with
TABLE 1. Measurement conditions.

| Variable | Different Cases |
|----------|-----------------|
| $B_{\text{max}}$ (T) | 0.5 0.5 0.5 0.6 0.6 0.6 0.7 0.7 0.7 0.8 |
| $\theta_B$ (°) | 60° 20° 80° 40° 0° 60° 20° 90° 50° 10° |
| $\alpha$ | 0.8 0.4 0 1 0.6 0.2 1 0.8 0.4 0 |
| $B_{\text{max}}$ (T) | 0.8 0.8 0.9 0.9 1 1.0 1.0 1.1 1.1 |
| $\theta_B$ (°) | 70° 30° 90° 50° 10° 80° 40° 0° 60° 20° |
| $\alpha$ | 0.8 0.6 0.2 1 0.6 0.4 0 0.8 0.4 0.2 |
| $B_{\text{max}}$ (T) | 1.1 1.2 1.2 1.2 1.3 1.3 1.3 1.4 1.4 1.4 |
| $\theta_B$ (°) | 80° 40° 0° 70° 30° 90° 50° 10° 70° 30° |
| $\alpha$ | 1 0.6 0.2 0 0.8 0.4 0 1 0.6 0.2 |

FIGURE 4. Measurement results.

C. MEASUREMENT RESULTS
Through the aforementioned measurement apparatus, the magnetic characteristics of non-oriented ESS B50A600 are measured under the frequency of 50Hz based on TABLE 1. As Fig. 4 demonstrates, even for the non-oriented ESS, the magnetic properties are anisotropic.

III. VECTOR HYSTERESIS MODELING
A. NEURAL NETWORK
An artificial neural network is a massively parallel distributed processor, comprising one or more neurons. Neurons refer to the basic information processing units for the neural network operations, besides constituting the basis for designing neural networks. The input of the neuron is multiplied by the corresponding weight, weighting and summing, and subsequent to that, the output of the neuron is generated by the transfer function. Transfer functions include the linear transfer functions and nonlinear transfer functions. The neurons are arranged linearly in a so-called layer and then connected to other layers. Through the selection of the number of layers, the number of neurons per layer, and the type of transfer function, the optimal neural network for a specific problem could be created.

The Back Propagation (BP) network refers to a multi-layer feed forward network, which is a kind of error back propagation network, and it is counted among the most extensively employed neural network models. The BP network comprises an input layer, some hidden layers and an output layer. Without the limitation of the number of hidden layer nodes, a BP network with just one hidden layer is capable of implementing any nonlinear mapping. The neurons are connected between the layers and layers by a full interconnection, and the neurons between the same layer are not connected to each other.

The learning of BP network comprises two stages: the first stage involves the input of the known learning samples through the hidden layer, followed by calculating the actual output value of each neuron. This stage is termed as the forward propagation process and the other stage is called the back-propagation process. It refers to the process of the adjustment of the weight and threshold value. The difference (error) between the actual output and the expected output is calculated, together with propagating the error back to the layer by layer, which modifies the weight threshold of the network according to the gradient descent methodology. The two processes are repeated alternately, eventually minimizing the error function. The updated formula for weights and...
threshold values is presented as hereunder:

\[ v_{jk}(t+1) = v_{jk}(t) + \lambda \delta_k H_j \quad (1) \]
\[ w_{ijh}(t+1) = w_{ijh}(t) + \lambda \sigma_j I_h \quad (2) \]
\[ B_k(t+1) = B_k(t) + \beta \delta_k \quad (3) \]
\[ b_j(t+1) = b_j(t) + \beta \sigma_j \quad (4) \]

where \( v_{jk}(k = 1, 2, \ldots, N_o; j = 1, 2, \ldots, N_h) \) indicates the weight between the hidden node \( j \) and the output layer node \( k \); \( w_{ijh}(l = 1, 2, \ldots, N_h; i = 1, 2, \ldots, N_i) \) refers to the weight between the input node \( h \) and the hidden layer node \( j \); \( B_k \) denotes the threshold of the output layer node \( k \), and \( b_j \) stands for the threshold of the hidden layer node \( j \). \( H_j \) denotes the output of the hidden node \( j \); \( I_h \) represents the input of input node \( h \); \( \lambda \) and \( \beta \) are learning rates, correspondingly; \( t \) denotes the number of iterations; \( \delta_k \) is the error of the output node \( k \); and \( \sigma_j \) indicates the error of the hidden node \( j \).

The above standard BP network is optimized in accordance with the gradient descent method, usually having a slow convergence rate, together with being convenient to fall into local optimum. For the purpose of searching the global optimum, a number of improvement strategies regarding the traditional global optimizer have been put forward, for instance, particle swarm optimization (PSO), genetic algorithm, and differential evolution. For example, the PSO methodology is employed for the replacement of the gradient descent methodology of BP network, aimed at optimizing the network connection weight as well as threshold values. The position and velocity vector are updated as hereunder:

\[ X_i(t+1) = X_i(t) + V_i(t+1) \quad (5) \]
\[ V_i(t+1) = \eta(t) V_i(t) + c_1 r_1 [P_i(t) - X_i(t)] + c_2 r_2 [P_g(t) - X_i(t)] \quad (6) \]
\[ \eta(t) = \eta_{\text{max}} - t \cdot (\eta_{\text{max}} - \eta_{\text{min}})/t_{\text{max}} \quad (7) \]

where \( c_1 \) and \( c_2 \) refer to the learning factor; \( \eta \) indicates the weight; \( r_1 \) and \( r_2 \) represent the two random numbers; \( P_i \) and \( P_g \) are the individual extremum and global extremum, correspondingly.

Most of the network weight adjustments of this algorithm are directly optimized by the PSO iterative algorithm, nonetheless, as the results indicate, the particles in particle swarm often gather, resulting into the premature phenomenon. Accordingly, the direct use of PSO algorithm for BP network optimization is also expected to cause the network to easy to fall into local extremum. This paper not just combines the PSO with the BP algorithm but also puts forward a collaborative network learning algorithm.

**B. VECTOR HYSTERESIS MODEL BASED ON COLLABORATIVE ALGORITHM**

The conventional BPNN is extensively applied in the different kinds of engineering fields. Nonetheless, in practical applications, the algorithm typically has some inherent flaws such as lower convergence rate as well as easier to fall into local minima. For the avoidance of these drawbacks, a collaborative network learning algorithm, based on PSO and back-propagation, is put forward. PSO refers to a type of global optimization algorithm, and its multi-point search pattern is capable of enhancing the global search capability and convergence speed. Accordingly, introducing the PSO algorithm to search weight and threshold coefficients could overcome the flaws associated with the conventional BP algorithm. In the meantime, the mechanism of error backward propagation is introduced into PSO algorithm, which could further enhance the search capability.

When the cooperative algorithm employed for training the neural network, the parameters of the network are regarded as the position vector of the particles in the particle swarm. \( N_i, N_h, \) and \( N_o \) refer to the numbers of the neurons in input, hidden, and output layers, correspondingly; subsequent to that, the network determined by the position vector of the \( i_{th} \) particle could be demonstrated as hereunder:

\[ X_i = \{ v_{i11}, v_{i12}, \ldots, v_{iN_o N_h}, w_{i11}, w_{i12}, \ldots, w_{iN_h N_i}, B_1, \ldots, B_{N_o}, b_1, \ldots, b_{N_h} \} \quad (8) \]

In the proposed algorithm, the back propagation is introduced in the PSO algorithm. In accordance with the weight value and the threshold value of per layer of the neural network, the location updating formula of PSO is enhanced and utilized for updating the position of the particles in order to realize the optimal adjustment and updating of the network parameters. In the process of optimization, the global search performance of the PSO algorithm is entirely utilized, and the back-propagation characteristic of the BP algorithm itself is effectively maintained as well. The position of \( i_{th} \) particle is updated as hereunder:

\[ X_{im}(t + 1) = \]
\[ \begin{cases} 
X_{im}(t) + \frac{V_{im}(t + 1) + \lambda \delta_k H_j}{\lambda} & \text{if } m \in (0, L_1] \\
X_{im}(t) + \frac{V_{im}(t + 1) + \lambda \sigma_j I_h}{\lambda} & \text{if } m \in (L_1, L_2] \\
X_{im}(t) + \frac{V_{im}(t + 1) + \beta \delta_k}{\beta} & \text{if } m \in (L_2, L_3] \\
X_{im}(t) + \frac{V_{im}(t + 1) + \beta \sigma_j}{\beta} & \text{if } m \in (L_3, L_4] \\
\end{cases} \quad (9) \]
\[ V_{im}(t + 1) = \eta(t) V_{im}(t) + c_1 r_1 [P_{im}(t) - X_{im}(t)] + c_2 r_2 [P_g(t) - X_{im}(t)] \quad (10) \]
\[ D = N_o N_h + N_i N_h + N_h + N_o \quad (11) \]

**TABLE 2. Test conditions.**

| Case | \( B_{\text{max}}(T) \) | \( \theta_b(\circ) \) | \( \alpha \) | Case | \( B_{\text{max}}(T) \) | \( \theta_b(\circ) \) | \( \alpha \) |
|------|----------------|----------------|-----|------|----------------|----------------|-----|
| 1    | 1.2            | 30\(^\circ\)   | 0   | 7    | 1.3            | 45\(^\circ\)   | 0.2 |
| 2    | 1.2            | 30\(^\circ\)   | 0.6 | 8    | 1.3            | 45\(^\circ\)   | 0.4 |
| 3    | 1.2            | 30\(^\circ\)   | 1   | 9    | 1.3            | 45\(^\circ\)   | 0.6 |
| 4    | 0.8            | 0\(^\circ\)    | 0   | 10   | 1.3            | 90\(^\circ\)   | 0.2 |
| 5    | 0.8            | 0\(^\circ\)    | 0.4 | 11   | 1.3            | 90\(^\circ\)   | 0.6 |
| 6    | 0.8            | 0\(^\circ\)    | 0.6 | 12   | 1.3            | 90\(^\circ\)   | 1   |
where \( m = 1, 2, \ldots, D \); \( L_1 = N_aN_h; L_2 = L_1 + N_iN_h; L_3 = L_2 + N_o; L_k = L_3 + N_h; k = [mN_h]; j_1 = m - (k - 1)N_h; j_2 = [(m - L_1)/N_i]; h = m - L_1 - (j_2 - 1)N_i; k_1 = m - L_2; \) and \( f_3 = m - L_3 \).

\[
\delta_k = (T_k - O_k)O_k (1 - O_k) \quad (12)
\]

\[
\sigma_j = \sum_k \delta_k w_{jk} H_j (1 - H_j) \quad (13)
\]

where the \( T_k \) denotes the target output of the sample at the output node \( k \), \( O_k \) and \( H_j \) stand for the actual output values of the output node \( k \) and the hidden node \( j \) of the sample in the network, correspondingly. The formula for the calculation of the output of the hidden layer is demonstrated as hereunder:

\[
H_j = F \left[ \sum_{l=1}^{N_i} w_{jl} I_l + b_j \right] \quad (14)
\]

where \( F \) suggests activation function. The output calculation formula of the output layer is presented as hereunder:

\[
O_k = \sum_{j=1}^{N_h} v_{jk} H_j + B_k \quad (15)
\]

With regard to an optimization problem to be minimized, the individual extremum of each particle is updated on the basis of the formula presented as follows:

\[
p_{im}(t + 1) = \begin{cases} 
    x_{im}(t + 1), & f(x_{im}(t + 1)) \leq f(p_{im}(t)) \\
    p_{im}(t), & f(x_{im}(t + 1)) > f(p_{im}(t))
\end{cases} \quad (16)
\]

where \( f() \) denotes the fitness function defined as hereunder:

\[
f_j = \frac{1}{2N} \cdot \sum_{i=1}^{N} e_j^2(x) \quad (17)
\]

where \( e_j(x) \) denotes the error of \( j_{th} \) neuron and \( N \) represents the number of samples. In addition, the global extremum of all particles is updated as hereunder:

\[
p_{gm}(t + 1) = \arg\min_{p_{im}(t + 1)} \{ f [p_{im}(t + 1)] \} \quad (18)
\]

The numerical implementation of cooperative algorithm in the current is demonstrated in Fig.5. As a matter of fact, the proposed collaborative algorithm is quite flexible. Together with the PSO, it could be combined with any other global optimizer like genetic algorithm and differential evolution. Concerning the space limit, in the following contents, only the results attained by PSO and BP are provided and discussed.

For the verification of the availability of the algorithm, three standard test functions named by Ackley function in (19), Griewank function in (20), and Rastrigin function in (21) are selected. The Ackley function has many local optima with a global optimum at 0. The Griewank function is a complex oscillation function with multiple peaks. The Rastrigin function is composed of De Jong’s function and cosine function, which owns stronger nonlinearity and many local optima. They are optimized based on the collaborative algorithm as well as the conventional BP algorithm and conventional PSO-BP algorithm, and the algorithm performance is compared as illustrated in Fig. 6.

\[
f(x) = -20 \exp \left[ -0.2 \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2} \right] \exp \left[ -\frac{1}{4000} \sum_{i=1}^{n} x_i^2 \right] + 20 + \exp (1) x \in [-32, 32] \quad (19)
\]

\[
f(x) = \frac{1}{4000} \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos \left( \frac{x_i}{\sqrt{i}} \right) + 1x \in [-600, 600] \quad (20)
\]

\[
f(x) = 10n + \sum_{i=1}^{n} \left( x_i^2 - 10 \cos (2\pi x_i) \right) x \in [-5.12, 5.12] \quad (21)
\]

As evident from Fig. 6, as compared with the conventional BP learning algorithm and conventional PSO-BP algorithm, the collaborative algorithm put forward in the current paper, could attain the higher network learning accuracy, in addition to overcoming the flaws associated with the convergence accuracy of the traditional methodology.

C. TRAINING PROCESS WITH PARALLEL STRATEGY

As mentioned earlier, the \( H \)-waveform is distorted under sinusoidal \( B \)-waveform due to saturation. In other words, there are abundant higher harmonics in \( H \)-waveform. In general, in hysteresis model, the \( B \)-waveform is taken as input and \( H \)-waveform is taken as the output of the model. The sinusoidal \( B \) vector can be described by \( B_{\text{max}}, \alpha, \) and \( \theta_B \). The non-sinusoidal \( H \)-waveform can be expressed as the sum of fundamental component and higher harmonic ones,
as hereunder:

\[
\begin{align*}
H_x(t) &= \sum_{i=1}^{N} H_{xi} \cos(i\omega t + \varphi_{xi}), \\
H_y(t) &= \sum_{i=1}^{N} H_{yi} \cos(i\omega t + \varphi_{yi}), \quad (i = 1, 3, \ldots, N)
\end{align*}
\]  

(22)

According to our experience, it is essential that the higher harmonic components are remain until to 15\textsuperscript{th} to express the real $H$-waveform accurately. Furthermore, in the light of the characteristic of $H$-waveform, only odd harmonic components should be considered in the model. For these reasons, the number of input node $N_i$ is 3 and the one of output node $N_o$ is 32, as presented in Fig. 7. Based on the empirical formula, the number of hidden layer node $N_h$ is determined to be 14, the total number of the weight and threshold value, requiring optimization is $3^1 14 + 14^1 32 + 32 = 536$, that would take significant amount of time for the solution of this kind of a high dimension problem through the optimization algorithm proposed in this paper.

Aimed at lowering the cost of training time, the present paper splits output parameters into 8 categories on the basis of harmonic orders, as illustrated in Fig. 8. $B_{\text{max}}, \alpha$, and $\theta_B$ refer to the input of the neural network. The amplitude and phase of the fundamental wave of vector $H$-waveform are taken as the output of the ANN1, and the ones of the third harmonic of vector $H$-waveform are taken as the output of the ANN3, and so on. Eventually, the frequency domain prediction results of the $H_x$ and the $H_y$ are transferred into $H_x(t)$ and $H_y(t)$ by inverse FFT.

The eight sub-networks are independent of each other, besides sharing the same training sample set. The structure of each network is 3-7-4. The weight and threshold value requiring optimization for each network is $3^1 7 + 7^1 4 + 4 = 60$, and the reduction of dimension lowers the difficulty of network training, whereas 8 independent networks could be trained in the parallel way on the server, thereby considerably lowering the cost of training time. The transfer function of hidden layer neuron is tansig(), whereas the transfer function of output layer neuron is purelin(). They could be trained at the same time. Accordingly, both the difficulty and calculating cost of network training could be lowered considerably. Together, establishing the model replaces the large-scale measurement data, besides having the ability to better predict the unknown data.

IV. RESULTS AND DISCUSSION

In this section, the certain example is put to use for the purpose of further verifying the accuracy of the model. With the use of a single hidden layer network structure, $N_i$ is 3, $N_h$ is 7, $N_o$ is 4, and the training set is 30 sets of data, with the remaining data of model for the purpose of testing
The iron loss of test conditions is calculated by the proposed collaborative algorithm, traditional PSO-BPNN and conventional BPNN model, respectively. The calculation and measured results are compared and the errors are demonstrated in TABLE 3. From the comparison results, the proposed algorithm shows the best prediction under the most test conditions.

As Fig. 9 highlights, in the region where the magnetic field intensity waveform is not smooth, the error existing between the model curve and the measurement curve is large, mainly for the reason that the weights and threshold of ANN7 and ANN8 have not discovered the optimal solution; conversely, the amplitude and phase of the high order harmonics of ANN7 and ANN8 correspond to the magnetic field intensity waveform. In some of the cases, the error between the calculated value and the measured value of iron loss in TABLE 3 is comparatively larger. In addition, the reason giving rise to two problems highlighted earlier is that the training algorithm of neural network is insufficiently perfect, whereas the optimization algorithm of the network also requires additional enhancement.

V. CONCLUSION

In the current paper, the vector magnetic characteristics of ESSs are modeled by means of neural network, and the following work is performed.

1. Through the introduction of the uniform design of experiment method for the determination of the measurement case, the measurement cost and training burden could be lowered considerably.

2. For overcoming the flaws of the convergence accuracy of the algorithm, the conventional back-propagation algorithm is enhanced.

3. For lowering the enhanced BPNN training time further, the original neural network output is split, together with adopting the parallel strategy.

As the verification results indicate, the modeling methodology put forward in the current paper could effectively simulate the vector magnetic characteristics of ESS, and the model possesses good applicability as well. While taking into account the other factors such as frequency, stress and so on, the proposed model is capable of simulating the hysteretic characteristics better and simpler in comparison with the other hysteresis models.

| TABLE 3. Comparison of the iron loss values with different algorithms. |
|---------------------------------------------------------------------|
| case | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| iron loss (W/kg) | | | | | | | | | | | | |
| Measurement | 3.291 | 4.645 | 6.908 | 1.607 | 2.313 | 2.644 | 4.138 | 4.604 | 5.426 | 2.845 | 3.600 | 4.818 |
| Collaborative Algorithm | 3.281 | 4.624 | 7.093 | 1.570 | 2.301 | 2.608 | 4.101 | 4.571 | 5.410 | 2.822 | 3.580 | 4.806 |
| Conventional BP | 2.943 | 4.213 | 7.201 | 1.543 | 2.521 | 2.447 | 4.315 | 4.326 | 5.145 | 3.095 | 3.307 | 5.165 |
| Conventional PSO-BP | 3.146 | 4.787 | 6.757 | 1.564 | 2.387 | 2.585 | 4.043 | 4.742 | 5.537 | 2.703 | 3.758 | 4.695 |
| Collaborative Algorithm | 0.304 | 0.452 | 2.678 | 2.302 | 0.519 | 1.362 | 0.894 | 0.717 | 0.295 | 0.808 | 0.555 | 0.249 |
| error (%) | | | | | | | | | | | | |
| Conventional BP | 10.574 | 9.300 | 4.241 | 3.983 | 8.993 | 7.451 | 4.277 | 6.038 | 5.179 | 8.787 | 8.139 | 7.202 |
| Conventional PSO-BP | 4.406 | 3.057 | 2.186 | 2.676 | 3.199 | 2.231 | 2.296 | 2.997 | 2.046 | 4.991 | 4.389 | 2.553 |

The iron loss is given by the following equation:

$$P_c = \frac{1}{\rho T} \int_{T} \left( h_x(t) \frac{db_x(t)}{dt} + h_y(t) \frac{db_y(t)}{dt} \right) dt \ (W/kg)$$

where $\rho$ refers to the mass density of ESSs.
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