Baselines for higher-order cumulants of net-charge distributions from balance function
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In studies of heavy-ion collisions, fluctuations of conserved quantities are considered as an important signal of the transition between the hadronic and partonic phases of matter. In this paper, connection between the balance function and several integrated observables used in studies of net-charge fluctuations is discussed. It is highlighted that a difference between balance function definitions used in various experiments has implications on its physical meaning and on the interpretation of balance function integrals as well, for that, several illustrative models are considered. In the second half of the paper, simple expressions for higher-order cumulants of net-charge distribution are derived under the assumption that particle-antiparticle pairs are produced in local processes from sources that are nearly uncorrelated in rapidity. For calculations with these expressions, one needs to know only the balance function integral and low-order cumulants of particle number distribution measured within an experimental acceptance. Values estimated in such a way could be considered as baselines for direct measurements of higher-order net-charge fluctuations.

I. INTRODUCTION

Heavy-ion collisions at relativistic energies allow investigating properties of nuclear matter at extreme conditions. One of the key theoretical predictions confirmed by LQCD calculations \cite{1} is that at high energy densities, reached at RHIC and LHC, nuclear matter transforms into a deconfined state of quarks and gluons known as Quark-Gluon Plasma (QGP). As a possible signature of the transition between the hadronic and partonic phases, it is theoretically shown that higher-order fluctuations of conserved quantities, such as net-charge, net-baryon, net-strangeness, should greatly enhance near the critical point \cite{2}. At LHC energies, a temperature-driven second order phase transition between a hadron gas and the QGP is expected \cite{3}.

A number of observables are used to study the net-charge fluctuations. Among them are charge balance functions \cite{4} that allow studying in a differential way the separation of the opposite charges in a momentum space. The balance functions have been extensively studied in experiments \cite{5-9}. There are also integrated quantities expressed via moments of net-charge distributions of particles registered within an experimental acceptance. The second moment of net-charge distribution is often studied in experiments \cite{10}, and there is a plenty of experimental results based on this observable \cite{11-13}. Alternatively, the ratio of the second moment to average numbers of protons and antiprotons could be measured, see, for instance, recent ALICE results on net-proton \cite{14} and net-Λ \cite{15} fluctuations. The higher moments of net-charge distributions are extensively studied as well \cite{16}, in particular, the STAR collaboration reported the energy dependence of net-proton \cite{17} as well as net-kaon \cite{18} number fluctuations in terms of cumulants up to the forth order. Net-proton and net-kaon fluctuations are usually considered as a proxy for the net-baryon and net-strangeness, respectively.

There are mathematical connections between observables mentioned above. In particular, the balance function could be integrated over available pair separation range and in this way be connected to the $\nu_{dyn}$ observable \cite{6,10,19}, as well as to the second moment of net-charge distribution \cite{20}. There are caveats, however, in details of how this integration is being performed. This is discussed in Section II of the current paper.

Mentioned observables possess different sensitivity to various physical processes. For example, cumulants of particle distributions, starting already from the second-order cumulant, are sensitive to fluctuations in number of emitting sources - the so-called "volume fluctuations", discussed, for instance, in \cite{21,22}, which makes interpretation of the experimental measurements highly non-trivial, especially for higher-order cumulants. On the other hand, the second-order observable $\nu_{dyn}$ is robust to volume fluctuations (under the assumption that the sources are independent).

It should be mentioned also, that there are charge conservation laws that influence the net-charge distributions measured within some (limited) experimental acceptance. One may distinguish global conservation laws, which should obviously be fulfilled in each collision as a whole, and local conservation laws, which lead to production of particle pairs with opposite charges that are close in space. The conservation laws should be taken into account when one tries to extract signals of critical behaviour from measured observables \cite{21,23,24}.

Both volume fluctuations and conservation laws lead to the need of some solid baselines for experimentally measured values of the higher-order cumulants. In the present paper, the baselines for higher-order cumulants of net-charge distributions at LHC energies are derived under the assumption that oppositely charged particle pairs in each event are produced in independent local processes.
from sources that are loosely correlated in rapidity. This allows reducing expressions for higher-order cumulants, so that only the second cumulant of net-charge distribution and several low-order cumulants of positive (or negative) particle number distribution are required for calculations. In turn, the net-charge second order cumulant may be expressed via the balance function integral.

The paper organized as follows. In Section II, a connection between the \( \nu_{\text{dyn}} \) and the balance function at LHC energies is recollected, a notion of the balance function integral is clarified, and differences in physics interpretation of these quantities are discussed. The case of multiple types of emitting sources is also considered. In Section III, connection between the second cumulant of net-charge distribution and the balance function is recalled. The main part of the paper is Section IV, where expressions for higher-order cumulants of net-charge distributions are derived under the assumption of local production of charge pairs mentioned above. These expressions are then applied to simple models as well as to events from monte-carlo generators in order to compare with cumulants calculated directly. After that, basing on available ALICE data, a predictions for forth-to-second contributions are derived under the assumption of local pro-
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\[ \nu_{\text{dyn}}^{AB} = \frac{1}{\langle N_S \rangle} \nu_{\text{dyn}}^{AB}, \]  

where \( \nu_{\text{dyn}}^{AB} \) characterizes the fluctuations for a single source. Denoting multiplicities from a single source as \( n_A \) and \( n_B \), we have \( \langle N_A \rangle = \langle n_A \rangle \langle N_S \rangle \) and \( \langle N_B \rangle = \langle n_B \rangle \langle N_S \rangle \), and the 1/\( \langle N_S \rangle \) scaling could be eliminated, for example, by introducing the following observable:

\[ \nu_s^{AB} = \frac{-\nu_{\text{dyn}}^{AB}}{1/\langle N_A \rangle + 1/\langle n_B \rangle} = \frac{-\nu_{\text{dyn}}^{AB}}{1/\langle n_A \rangle + 1/\langle n_B \rangle}, \]  

where the subscript \( s \) implies “scaled”. Quantities that depend neither on \( \langle N_S \rangle \) nor on event-by-event fluctuations of \( N_S \) are usually referred to as strongly-intensive observables, and the scaled quantity \( \nu_s^{AB} \) belongs to this class of measures. In fact, \( \nu_s^{AB} \) is closely related to the \( \Sigma^{AB} \) observable introduced in [25], the connection between the two reads as \( \nu_s^{AB} = 1 - \Sigma^{AB} \).

Let the symbols \( A \) and \( B \) denote the electric charge.

At LHC energies at mid-rapidity, numbers of positive and negative particles are on average the same, so that \( \langle N^+ \rangle = \langle N^- \rangle \) and \( \langle N^+ N^+ \rangle = \langle N^- N^- \rangle \), thus \( \nu_s^{AB} \) (3) can be rewritten as

\[ \nu_s^{++} = \frac{\langle N^+ \rangle - \langle N^- \rangle - \langle N^+ N^- \rangle}{\langle N^+ \rangle} = \frac{-\nu_{\text{dy}}^{++}}{2 \langle N^+ \rangle}. \]

Note that at the LHC energies the same expression (4) holds not only for electric charges, but also for baryon-antibaryon and strange-antistrange particle pairs. Below, the superscript in \( \nu_s^{++} \) will be omitted.

If a system consists of (possibly correlated) sources and each source emits a pair of oppositely charged particles (so that produced particles do not interact in any charge-dependent way with the rest of the system), the minus sign in the numerator of (3) allows turning the values of \( \nu_s \) to be positive and thus to acquire a meaningful interpretation for the values of \( \nu_s \) (4): under assumptions mentioned above, it provides a conditional probability for a particle, registered within an experimental acceptance, to observe an oppositely charged partner within the same acceptance. This clear physical meaning of \( \nu_s \) makes it preferable to the \( \Sigma \) observable. Note, however, that \( \nu_s \) in principle may have negative values in case if significant final state correlations between same-charged particles are present [12].

Another handy observable used in studies of heavy-ion collisions is the balance function (BF) that was proposed as a convenient measure of the resulting correlations between the opposite charges in the momentum space [4]. Balance function at some (pseudo)rapidity gap \( \Delta y = y_1 - y_2 \) between two particles, detected at rapidities \( y_1 \) and \( y_2 \), is defined through the single-particle densities

\[ \nu_{\text{dy}}^{++} = \frac{\langle N^+ \rangle - \langle N^- \rangle - \langle N^+ N^- \rangle}{\langle N^+ \rangle} = \frac{-\nu_{\text{dy}}^{++}}{2 \langle N^+ \rangle}. \]
\( \rho_1(y) \) and two-particle densities \( \rho_2(y_1, y_2) \) as follows:

\[
B(\Delta y) = \frac{1}{2} \left[ \frac{\rho_2^+(\Delta y)}{\rho_1^+(y_1)} + \frac{\rho_2^-(\Delta y)}{\rho_1^+(y_1)} - \frac{\rho_2^{++}(y_1, y_2)}{\rho_1^+(y_1)} - \frac{\rho_2^{--}(y_1, y_2)}{\rho_1^+(y_1)} \right], \tag{5}
\]

where superscripts + and − denote signs of particle electric charges (the strangeness or baryonic charges may be considered as well). The BF was extensively measured in experiments, see, for instance, [5, 7, 8]. At LHC energies at mid-rapidity, we may put \( \rho_1^+ = \rho_1^- \) at all \( y \), and \( \rho_2^{++} = \rho_2^{--} \) at each \( \Delta y \), thus, (5) simplifies to

\[
B(\Delta y) = \frac{\rho_2^{+ -}(\Delta y) - \rho_2^{++}(\Delta y)}{\rho_1^+}. \tag{6}
\]

In the model with particle sources, the balance function does not depend on an average number of sources in a system, as well as on source number fluctuations (i.e. it’s a strongly intensive observable, similarly to \( \nu_s \)). Note that this holds also for the case when multiple types of charge-neutral sources are present in a system and relative fractions of source numbers are fixed on average. In this case, a BF that is a “weighted average” over sources could be considered, this is discussed later in Section II.D. If each source decays into a pair of opposite charges, the balance function (5) has a meaning of a conditional probability density for a given particle to have an oppositely charged partner at a gap \( \Delta y \) [4]. However, similarly to what was noted about the \( \nu_s \) observable above, this interpretation does not hold if there are charge-dependent correlations between the produced particles, for example, due to HBT effects.

In case when particle registration efficiency is a constant in a considered kinematic range, both \( \nu_s \) and \( B(\Delta y) \) can be trivially corrected for the efficiency, since correction is needed only for the first moments of particle numbers.

**B. Connection between observables**

In addition to \( B(\Delta y) \), one may also consider a balance function between particular rapidity points \( y_1 \) and \( y_2 \):

\[
B(y_1, y_2) = \frac{1}{2} \left[ \frac{\rho_2^+(y_1, y_2)}{\rho_1^+(y_1)} + \frac{\rho_2^-(y_1, y_2)}{\rho_1^+(y_1)} - \frac{\rho_2^{++}(y_1, y_2)}{\rho_1^+(y_1)} - \frac{\rho_2^{--}(y_1, y_2)}{\rho_1^+(y_1)} \right]. \tag{7}
\]

In an experiment with the rapidity acceptance \( Y \), in order to get \( B(\Delta y) \) as a function of the gap \( \Delta y \), one typically does the following integration of (7):

\[
B(\Delta y) = \frac{1}{\Omega(\Delta y)} \int_{-\Delta y/2}^{\Delta y/2} \int_{-\Delta y/2}^{\Delta y/2} B(y_1, y_2) \delta(\Delta y - y_1 + y_2) d_3(\bar{y} - (y_1 + y_2)/2) dy_1 dy_2 d\bar{y}, \tag{8}
\]

where \( \Omega(\Delta y) = Y - \Delta y \) is the so-called *acceptance correction factor* that represents the width of the acceptance in \( \bar{y} = (y_1 + y_2)/2 \) at a given \( \Delta y = y_1 - y_2 \) [9]. This correction implies that the \( B(\Delta y) \) for a given separation \( \Delta y \) is obtained by averaging over all possible positions \( y \) of the middle between the two particles. Results obtained with the event-mixing technique [6, 7] are corrected for the size of the acceptance as well, since division by a mixed-events pair distribution effectively corresponds to division by the factor \( \Omega(\Delta y) \) (see also [26]).

We may also introduce the integral of the balance function:

\[
I_{BF} = \int_{-Y}^{Y} B(\Delta y) d(\Delta y), \tag{9}
\]

where the limits correspond to maximum separation between the particles within the acceptance\(^1\). In the model of emitters that produce oppositely-charged particle pairs, the integral (9) can be interpreted as a probability for a particle to have an oppositely charged partner at \( y \)-separation range from \(-Y\) to \( Y \). We will see in Section IV.C, however, that there could be caveats in such an interpretation at certain conditions.

Definitions (8) of the balance function and (9) of its integral are adopted in ALICE collaboration (see [6–9]), and, because of the acceptance correction, they allow interpretation in terms of probability of separation distance \( \Delta y \) between the opposite charges, irrespective of the acceptance of a detector used for the study. However, the balance function may be defined also in a different way, namely, without the division by the \( \Omega(\Delta y) \) factor in (8) [10, 19]. In this case, the physics interpretation of the balance function changes, namely, such a BF can be interpreted as a probability density for a given particle to observe an oppositely charged partner within the experimental acceptance, consequently, it depends on the acceptance width \( Y \). This definition is used, for instance, in STAR collaboration (in particular, in [5]). It is crucial to realize the difference between these two definitions of BF when one compares experimental results from different collaborations, as it is emphasized, for instance, in [6].

We may integrate \( B(y_1, y_2) \) (7) over \( Y \) directly. At LHC energies, \( \langle N^+ \rangle = \langle N^- \rangle \) and the translational invariance within the acceptance \( Y \) is assumed, so the integration gives

\[
\int_{-Y/2}^{Y/2} \int_{-Y/2}^{Y/2} B(y_1, y_2) dy_1 d y_2 = Y \langle N^+ \rangle \left[ \langle N^+ N^- \rangle - \langle N^+(N^+ - 1) \rangle \right] = Y \nu_s, \tag{10}
\]

\(^1\) When one plots experimental data for the \( B(\Delta y) \), the sign of \( \Delta y \) is usually taken into account, so that the \( B(\Delta y) \) is drawn symmetrically with respect to \( \Delta y = 0 \).
where $\rho^\pm(y)$ is rewritten as $\langle N^+ \rangle / Y$. Using (8) and (10), it is now straightforward to express $\nu_s$ as a weighted integral of $B(\Delta y)$:

$$
\nu_s = \int_{-Y}^{Y} B(\Delta y) \left( 1 - \frac{|\Delta y|}{Y} \right) d(\Delta y). \tag{11}
$$

As it was discussed in the previous section, under certain conditions the $\nu_s$ can be interpreted as a a probability for a registered particle to observe an oppositely charged partner within acceptance $Y$. This interpretation differs from the interpretation of the integral $I_{BF}$ defined by (9).

Thus, we get two integrals of the balance function -- $I_{BF}$ (9) and $\nu_s$ (11) -- that have different meanings. The connection between the two may be written as

$$
\nu_s = I_{BF} - \frac{2}{Y} \int_{0}^{Y} B(\Delta y) \Delta y d(\Delta y). \tag{12}
$$

Similarly what was said about balance functions above, when one mentions a balance function integral, it is important to clarify explicitly which of the two definitions is being discussed. Note also, that if $B(\Delta y)$ as a function of $\Delta y$ is available from an experiment, one may readily calculate both $\nu_s$ and $I_{BF}$. In the following text, the definition of balance function (8) with acceptance correction will be used by default.

### C. Specific cases

Consider the case when particles are 100% detectable once they appear within the acceptance $Y$. In models with particle-antiparticle pair sources, from (12) it immediately follows that $\nu_s = I_{BF} = 1$ only for an infinitely narrow balance function (i.e. when the gap $\Delta y$ between the correlated opposite-sign charges is always zero), and $\nu_s < I_{BF}$ in other cases. As an another extreme, one can imagine the case when correlated opposite charge pairs are always separated by a gap $|\Delta y| = (Y - \delta)$ with $\delta \to 0$, so that the gap is slightly less then the acceptance width $Y$ -- in this case, $I_{BF} = 1$, while $\nu_s \to 0$.

Now, let us consider three more instructive models of pair emission that allow analytical calculations. The first two models specify $B(\Delta y)$ for each particle source, while the distribution of the sources is flat in a wide rapidity range $\gg Y$. The third model implies complete “thermalization” of the charges within some rapidity range $Y_{\max}$.

(i) Gaussian balance function $B(\Delta y) = \int \frac{1}{\sqrt{2\pi} \sigma} e^{-\Delta y^2/2\sigma^2}$ (solid line in Figure 1). Expressions (9) and (11) give

$$
I_{BF} = \text{erf} \left( \frac{Y}{\sqrt{2}\sigma} \right), \quad \nu_s = \text{erf} \left( \frac{Y}{\sqrt{2}\sigma} \right) - \sqrt{\frac{2}{\pi}} \frac{\sigma}{Y} \left( 1 - e^{-\frac{Y^2}{2\sigma^2}} \right). \tag{13}
$$

Dependences of these quantities on the experimental acceptance $Y$ for the case when $\sigma = 0.7$ are shown in Figure 2 (a). Circles denote values calculated in a corresponding toy monte-carlo model. Bottom panel shows the ratio

$$
\frac{\nu_s}{I_{BF}} = 1 - \sqrt{\frac{2}{\pi}} \frac{\sigma}{Y} \left( 1 - e^{-\frac{Y^2}{2\sigma^2}} \right) / \text{erf} \left( \frac{Y}{\sqrt{2}\sigma} \right). \tag{14}
$$

Within sufficiently large acceptance $Y \gtrsim 3\sigma$, the $I_{BF}$ comes very close to unity, while $\nu_s$ approaches the unity slower.

(ii) A somewhat more artificial case is the balance function that is uniform within $|\Delta y| \leq d$ and has a constant value $B(\Delta y) = \frac{1}{2\sigma}$, while it’s zero at $|\Delta y| > d$ (dashed line in Figure 1). The $I_{BF}$ for $\nu_s$, for this case (Figure 2, b) are

$$
I_{BF} = \begin{cases} \frac{Y}{d}, & Y \leq d \\ 1, & Y > d \end{cases}, \quad \nu_s = \begin{cases} \frac{Y}{2d}, & Y \leq d \\ 1 - \frac{d}{2Y}, & Y > d \end{cases}, \tag{15}
$$

and the ratio is

$$
\frac{\nu_s}{I_{BF}} = \begin{cases} \frac{1}{2}, & Y \leq d \\ 1 - \frac{d}{2Y}, & Y > d \end{cases}. \tag{16}
$$

In this model (ii), the BF integral reaches unity as soon as the $Y$ acceptance is large enough to cover the range of possible particle separations, while the $\nu_s$ reaches unity only at $Y \to \infty$.

(iii) One may consider a model where in each event positive and negative particles are produced in pairs, but then the particle rapidities are “thermalized”, i.e. distributed uniformly within some range $Y_{\max}$ (a “thermal bath”), while the measurements are done in an acceptance $Y \in Y_{\max}$. In this model, the $B(\Delta y)$, measured within acceptance $Y$, equals $1/Y_{\max}$ at all $\Delta y$, and

$$
I_{BF} = \frac{2Y}{Y_{\max}}, \quad \nu_s = \frac{Y}{Y_{\max}}. \tag{17}
$$

FIG. 1. Balance functions with Gaussian ($\sigma = 0.7$, solid line), uniform (width $d = 1.2$, dashed line) shapes. Dotted line shows the BF for the “thermal bath” model. Experimental acceptance $Y = 1.6$. 

For the interpretation of the integral of $\nu_s$ weighted $B$ is important to clarify explicitly which of the two definitions is being discussed. Note also, that if $B(\Delta y)$ as a function of $\Delta y$ is available from an experiment, one may readily calculate both $\nu_s$ and $I_{BF}$. In the following text, the definition of balance function (8) with acceptance correction will be used by default.
In particular, when $\gamma = \gamma_{\max}$, the $I_{BF}$ reaches value 2. Figure 2 (c) shows the $I_{BF}$ and $\nu_s$ in this model as a function of $\gamma$ for the case when $\gamma_{\max} = 8$, namely, when particles are randomly distributed within $\gamma \in [-4, 4]$. It may be noticed, that the interpretation of the BF integral $I_{BF}$ (9) as a conditional probability fails for the thermal model (iii), and the values may go beyond 1. The origin of the fact that the BF integral $I_{BF}$ exceeds unity is in a subtle detail of the model (iii): the probability for a particle, observed at some $\gamma$, to have an oppositely charged partner at a gap $\Delta \gamma$ is not the same as to find it at $-\Delta \gamma$ (this “asymmetry” is introduced by “thermalization” of the particle rapidities within the rigid global boundaries of the system in this model). In this case, the boost-invariance condition for $B(\gamma)$ is violated, while this condition is essential for treatment of the BF integral as a conditional probability. At the same time, interpretation of $\nu_s$ as a probability of finding a balancing charge within the acceptance $\gamma$ holds.

D. Composition of sources

It is instructive to get explicit expressions for observables $\nu_s$ and $B(\Delta \gamma)$ for the case when charge-neutral sources of multiple types are present in the system. We may consider, for example, a system with neutral resonances like $p^0$ and $\omega$, quark-gluon strings (if they are long enough in rapidity so that charges at the string ends do not play a role), etc. If there are $M_s$ different types of neutral sources (the sources may be correlated) with known balance functions $B^i(\Delta \gamma)$ for each type, the overall balance function can be constructed [27] as a sum

$$B(\Delta \gamma) = \sum_{i=1}^{M_s} \alpha^i B^i(\Delta \gamma),$$

where $\alpha^i$ are weights defined as

$$\alpha^i = \frac{\langle N^i \rangle}{\sum_{i=1}^{M_s} \langle N^i \rangle}.$$  

Here, $\langle N^i \rangle$ is an average number of particles from all sources of $i$-th type. If each source decays into a pair of oppositely charged particles, expression (18) decomposes a probability for a given particle to observe an oppositely charged partner at gap $\Delta \gamma$ as a sum of products of (a) fraction of particles emitted from sources of $i$-th type and (b) probability for this source type to have a separation $\Delta \gamma$ between the produced charges.

Integration of (18) over $\Delta \gamma$ gives a “decomposition” for the BF integral (9):

$$I_{BF} = \sum_{i=1}^{M_s} \alpha^i I_{BF}^i,$$

while integration using (11) gives a decomposition for $\nu_s$:

$$\nu_s = \sum_{i=1}^{M_s} \alpha^i \nu_s^i.$$  

The last result is similar to formula (38) in [26] (see also [28]), which was derived in terms of the $\Sigma$ observable for the model with superposition of strings of different types.
For illustrative purposes, model calculations of $B(\Delta y)$, $I_{BF}$ and $\nu_s$ with two distinct types of particle-antiparticle sources are shown in Figure 3. In model shown in the first row, 1/3 of all the sources (on average) have Gaussian balance function with width $\sigma_1 = 0.7$, other 2/3 of the sources also have Gaussian BF, but with $\sigma_2 = 1.1$. In the second row, 1/3 of the sources (on average) have Gaussian BF with $\sigma = 0.8$ and 2/3 – thermal BF within the range $Y_{\max} = 8$. Calculations for source superpositions, done using (18), (20) and (21), are plotted as solid lines. The possibility of such decompositions preserves the probabilistic interpretation of the observables in a much wider range of models and is useful to be kept in mind.

III. CONNECTION BETWEEN BALANCE FUNCTION AND SECOND CUMULANT OF NET-CHARGE DISTRIBUTION

The second cumulant of net-charge distribution is defined by

$$\kappa_2(\Delta N) = \langle (\Delta N)^2 \rangle - \langle \Delta N \rangle^2,$$

where $\Delta N = N^+ - N^-$ is the difference between numbers of particles of opposite charges, measured within the $Y$ rapidity acceptance in a given event. When distribution of each of these numbers is Poissonian, their difference has the so called Skellam distribution, with cumulants $\kappa_r(\Delta N) = \langle N^+ \rangle - (-1)^r \langle N^- \rangle$, $r = 1, 2, ...$ [21]. The Poissonian particle production is usually considered as a baseline model, so it is helpful to define the ratio of the $\kappa_2(\Delta N)$ to the second cumulant of the Skellam distribution

$$r_{\Delta N} = \frac{\kappa_2(\Delta N_p)}{\langle N^+ \rangle + \langle N^- \rangle},$$

which is used in experimental studies [14]. In [20], it was shown that at the LHC energies the ratio $r_{\Delta N}$ is connected to the $\nu_{\text{dyn}}$ observable by the following expression:

$$1 - r_{\Delta N} = \frac{\langle N^+ \rangle - \langle N^- \rangle}{2 \nu_{\text{dyn}}}.$$

It is also claimed in [20] that the quantity on the RHS of (24) is equal to the integral of the balance function. It should be noted, however, that this connection is valid only if the balance function is defined as in STAR [5], namely, if it is not corrected for the acceptance factor $\Omega(\Delta y)$, discussed in Section II, while such a correction is typically performed in ALICE [6, 7]. Indeed, the RHS of (24) is actually the $\nu_s$ observable, defined by (4), and we can rewrite expression (24) as

$$r_{\Delta N} = 1 - \nu_s,$$

where $\nu_s$ itself can be evaluated with (11), provided the balance function of the system is known:

$$r_{\Delta N} = \frac{\kappa_2(\Delta N_p)}{\langle N^+ \rangle + \langle N^- \rangle} = 1 - \int_{-Y}^Y B(\Delta y) \left(1 - \frac{|\Delta y|}{Y}\right) d\Delta y.$$
Thus, if the BF of the system is measured, one can readily calculate the cumulant ratio via (26). After establishing this connection between the balance function and the cumulant ratio, we may now plot the dependence of the \( r_{\Delta N} \) on acceptance \( Y \) for the three models of balance function (i)-(iii), discussed in the previous section. These dependences are shown in Figure 4. Calculations are done analytically, by substituting \( \nu_s \) from (13), (15) and (17) into (25).

When the numbers \( N^+ \) and \( N^- \) are treated as numbers of baryons and antibaryons in the system, so that \( \Delta N \) is a baryonic net-charge, we may note that the model (iii) of the “thermal bath”, discussed in the previous section, is equivalent to the model of global baryon number conservation considered in [21] (in this case, \( Y_{\text{max}} \) corresponds to 4\( \pi \) acceptance). Next, the BF model (ii) is similar to the model with baryon-antibaryon pairs, considered numerically in [24], where distance between baryon and antibaryon in each pair is distributed uniformly within \( |\Delta y| < d \), which emulates the law of local baryon conservation. In case of flat rapidity distribution of baryon–antibaryon sources, one may substitute \( \nu_{s} \) (15), obtained in the model (ii), into (25) in order to get analytical values of \( r_{\Delta N} \) for the numerical model from [24].

When there are multiple types of sources in a system, we may write the “superposition” expression for \( r_{\Delta N} \) using (21) as

\[
r_{\Delta N} = 1 - \sum_{i=1}^{M_s} \alpha_i^s \nu_{s}^i.
\]  

\[   (27) \]

IV. HIGHER-ORDER CUMULANTS FROM BALANCE FUNCTION AT LHC ENERGIES

Ratios of higher-orders cumulants of \( \Delta N \) distribution to the second cumulant are of great interest to be precisely measured because of their direct connection to theoretically calculated susceptibilities, for example, in the lattice QCD. In collisions of hadrons at the LHC energies, incoming baryonic and electric charges in final state are found to be outside the mid-rapidity acceptance, and practically all opposite-charge pairs at mid-rapidity there are produced in some local processes, in particular, from resonance decays or in fragmentation of quark–gluon strings. In this part of the paper, it is investigated how the local production of particle-antiparticle pairs, characterized by the balance function, is reflected on the higher-order cumulants of net-charge distributions.

A. Cumulants for composition of sources

Suppose that a system, produced in each event, consists of sources that emit particles independently, a number of sources \( N_S \) fluctuates event-by-event, and each source is characterized by an (extensive) quantity \( x \), so that the total sum from all the sources in each event is \( X = \sum_{i=1}^{N_S} x_i \). In this case, cumulants \( \kappa_r \) of order \( r \) of \( X \)-distribution could be expressed through a combination of cumulants \( k_q \) \( (q = 1, ..., r) \) of the \( x \)-distribution of a single source and cumulants\(^2\) \( K_p \) \( (p = 1, ..., r) \) of the distribution of the number of sources \( N_S \). Such derivations can be performed via moment generating function \( M_X(t) = (M_x(t))^{N_S} \), see [21] and also the Appendix, where expressions for the cumulants up to 8th order are provided.

Putting this into the context of net-charge fluctuations, we set \( x = \Delta n \) for a net-charge of the single source and \( X = \Delta N \) for the overall net-charge. The second cumulant of the \( \Delta N \) distribution decomposes then as [21]

\[
\kappa_2(\Delta N) = k_2(\Delta n)\langle N_S \rangle + \langle \Delta n \rangle^2 K_2(N_S).
\]  

\[   (28) \]

It can be seen, that the second cumulant \( \kappa_2(\Delta N) \) depends on the fluctuations in number of sources through \( K_2(N_S) \) term (the variance of \( N_S \)). At this point, we take into account that at the LHC energies \( (\Delta N) \approx 0 \), and it is assumed that the same holds also for sources, \( \langle \Delta n \rangle \approx 0 \), therefore (28) simplifies to just

\[
\kappa_2(\Delta N) = k_2(\Delta n)\langle N_S \rangle.
\]  

\[   (29) \]

Note, that dependence on the volume fluctuations has gone. The Skellam baseline for a system of sources is

\[
\langle N^+ \rangle + \langle N^- \rangle = (\langle n^+ \rangle + \langle n^- \rangle)\langle N_S \rangle,
\]  

\[   (30) \]

\(^2\) Different notations for cumulants (\( \kappa \), \( k \) and \( K \)) serve only for better visual distinction which distribution they are referred to. The first cumulant \( \kappa_1 \) is just the mean value of \( X \), the second and third cumulants coincide with the 2nd and 3rd central moments, in particular, \( \kappa_2 \) is the variance of \( X \). For higher orders, relations between cumulants and moments are more complicated.
where \( n^+ \) and \( n^- \) are multiplicities from a single source within the \( Y \) acceptance, so the ratio (23) equals
\[
\kappa_2 (\Delta N) = \frac{\kappa_2 (\Delta N)}{\langle N^+ \rangle + \langle N^- \rangle} = \frac{k_2 (\Delta n)}{(n^+) + (n^-)} \quad (\kappa_2 = 1 - \nu_s),
\]
(31)
and it is essential that it does not depend on volume fluctuations. This is the reason why these fluctuations were not discussed in previous two sections. Note also the connection between \( k_2 (\Delta n) \) and the \( \nu_s \) in (31).

The 4th cumulant of \( \Delta N \) (derived in [21], see also the Appendix), in the case when \( \langle \Delta n \rangle = 0 \), is decomposed as
\[
\kappa_4 (\Delta N) = k_4 (\Delta n) \langle N_S \rangle + 3k_2^2 (\Delta n) K_2 (N_S),
\]
(32)
thus, the ratio of the 4th to the 2nd cumulant reads as
\[
\frac{\kappa_4}{\kappa_2} (\Delta N) = \frac{k_4 (\Delta n)}{k_2} + 3k_2 (\Delta n) \frac{K_2 (N_S)}{\langle N_S \rangle},
\]
(33)
Note, that in this case the volume fluctuations do not cancel – they contribute via the scaled variance \( K_2 (N_S) / \langle N_S \rangle \). Similarly, the ratio of the 6th cumulant to the 2nd could be derived (see Appendix):
\[
\frac{\kappa_6}{\kappa_2} (\Delta N) = \frac{k_6 (\Delta n)}{k_2} + \left(10 \frac{k_2^2}{k_2} + 15k_4 \right) \frac{K_2 (N_S)}{\langle N_S \rangle}
+ 15k_2^2 \frac{K_3 (N_S)}{\langle N_S \rangle},
\]
(34)
where the \( (\Delta n) \) argument for the \( k_i \) terms is omitted for clarity. It can be seen, that in (34) the contribution from volume fluctuations comes already from the two terms that are proportional to \( K_2 (N_S) \) and to the third cumulant \( K_3 (N_S) \). Obtained expressions for the ratios will be used below.

In a case when positive and negative particles from each source are sampled from independent Poisson distributions and if there are no volume fluctuations \( (K_2 (N_S) = K_3 (N_S) = 0) \), the ratios (33) and (34) become unity.

### B. Particle-antiparticle pairs as sources

Formulae (28)–(34) from previous subsection are valid for any types of sources. Let us now make an additional assumption about the nature of the sources, namely, suppose that each source has some rapidity position and it produces exactly one particle-antiparticle pair characterized by some balance function\(^3\). Moreover, produced particles either do not interact with particles from other sources or may undergo some effective (charge-independent) rescattering within the surrounding “medium”. The letter leads only to some modification (widening) of the balance functions of each type of sources, keeping, however, the superposition expressions from Section IID valid. It means that we can consider only an “averaged source” of the system, which is characterized by the balance function averaged over sources of different types according to (18).

For such particle-antiparticle sources, all cumulants \( k_q \) of orders \( q > 2 \) can be expressed via the second-order cumulant \( k_2 (\Delta n) \). This can be shown by expressing the cumulants through the factorial moments, corresponding relations are provided, for instance, in the appendix of the paper [29]. Indeed, factorial moments are defined as

\[
f_{i,j} = \left( \frac{n^+}{(n^+ - i)!} \right) \left( \frac{n^-}{(n^- - j)!} \right),
\]
(35)
and for plus-minus pairs all of them, except \( f_{0,1} = (n^+) \), \( f_{0,1} = (n^-) \) and \( f_{1,1} = (n^+ n^-) \), vanish, because there could not be more than one positive and one negative particle from such a source registered within an acceptance \( Y \). In this way, using formulæ from [29], the fourth cumulant of the net-charge distribution for a single source is expressed through the second cumulant as

\[
k_4 (\Delta n) = k_2 (\Delta n) - 3k_2^2 (\Delta n),
\]
(36)
and the 6th-order cumulant – as

\[
k_6 (\Delta n) = k_2 (\Delta n) \left[ 1 - 15k_2 (\Delta n) + 30k_2^2 (\Delta n) \right].
\]
(37)
Substituting (36) into (33), we get the 4-to-2 cumulant ratio for the full system:

\[
\frac{\kappa_4}{\kappa_2} (\Delta N) = 1 + 3k_2 (\Delta n) \left( \frac{K_2 (N_S)}{\langle N_S \rangle} - 1 \right),
\]
(38)
and substitution of (37) into (34) gives the 6-to-2 cumulant ratio

\[
\frac{\kappa_6}{\kappa_2} (\Delta N) = 1 - 15k_2 + 30k_2^2 + 15k_2 (1 - 3k_2) \frac{K_2 (N_S)}{\langle N_S \rangle} + 15k_2^2 \frac{K_3 (N_S)}{\langle N_S \rangle}.
\]
(39)
In both relations (38) and (39), the information about the decaying sources is now contained only in \( k_2 (\Delta n) \), which, in turn, can be expressed by inverting (29):

\[
k_2 (\Delta n) = \frac{1}{\langle N_S \rangle} \frac{\kappa_2 (\Delta N)}{\kappa_2}.
\]
(40)
Note also, that for the forth-to-second cumulant ratio one needs to know only the first and the second cumulants \( \langle N_S \rangle \) and \( K_2 (N_S) \) of the source distribution, while for the sixth-to-second cumulant ratio the \( K_3 (N_S) \) is required in addition.

\(^3\) This differs from a more typical interpretation of a source as a “wounded nucleon”, adopted, for instance, in [21].
C. Relation to measurable quantities

Expression (40) for the second cumulant of the source could be plugged into the cumulant ratios (38) and (39) to get formulae in terms of the measurable quantity $\kappa_2(\Delta N)$ and cumulants of the number of sources $N_S$. However, before doing this, it is convenient to invoke the quantities that will allow simplification of the final expressions. Namely, the $r$-th order factorial moment of the distribution of the number of sources $N_S$ is given by

$$F_r(N_S) = \langle \frac{N_S^r}{(N_S-r)!} \rangle,$$  \hspace{1cm} (41)

and its scaled version minus unity is

$$R_r(N_S) = \frac{F_r(N_S)}{\langle N_S \rangle^r} - 1,$$  \hspace{1cm} (42)

so that

$$R_2(N_S) = \frac{\langle N_S(N_S-1) \rangle}{\langle N_S \rangle^2} - 1$$  \hspace{1cm} (43)

and

$$R_3(N_S) = \frac{\langle N_S(N_S-1)(N_S-2) \rangle}{\langle N_S \rangle^3} - 1.$$  \hspace{1cm} (44)

The quantities $R_r$ are “robust” in the following sense: if rapidities of the sources are independently sampled from some distribution, while we observe sources only in a restricted acceptance window $Y$ so that we see on average only a fraction $\varepsilon$ of all the sources, then $R_r$ do not depend on $\varepsilon$. It means that the quantities $R_r$ remains the same independently of the acceptance, in which we count the sources. Another property of $R_r$ is that they vanish when $N_S$ has Poisson distribution. These properties are discussed, for instance, in [10] for a particular case of $R_2$ – the so-called robust variance – in the context of its robustness to efficiency losses: in this case, $\varepsilon$ plays a role of particle registration efficiency. Note also that values of $R_r$ could be negative as well as positive.

Using (40), (43) and (44), the cumulant ratios (38) and (39) can be rewritten as

$$\frac{\kappa_4}{\kappa_2}(\Delta N) = 1 + 3\frac{\kappa_2(\Delta N)}{\langle N_S \rangle} \left( \frac{K_2(N_S)}{\langle N_S \rangle} - 1 \right) = 1 + 3\kappa_2(\Delta N)R_2(N_S),$$  \hspace{1cm} (45)

and

$$\frac{\kappa_6}{\kappa_2}(\Delta N) = 1 + 15\kappa_2(\Delta N) \left[ (1 - 3\kappa_2(\Delta N))R_2(N_S) + \kappa_2(\Delta N)R_3(N_S) \right].$$  \hspace{1cm} (46)

Taking into account the robustness of $R_r$ mentioned above, it may be noted that, if sources are sampled from their rapidity distribution independently, it is irrelevant for (45) and (46) in which acceptance we calculate $R_2(N_S)$ and $R_3(N_S)$.

Recall now that, in our interpretation, each source produces an oppositely charged particle pair. Let us make an assumption that we can replace cumulants of source number distribution by the cumulants of number distribution of one of its daughter particles (for example, positive ones$^4$): $K_r(N_S) \rightarrow K_r(N^+)$, where $N^+$ is a number of positive particles measured within the $Y$ acceptance. This assumption is fulfilled if the width of the balance function of a source is significantly narrower then the width of the rapidity distribution of the sources ($\sigma_{BF} \ll \sigma_{N_S}$), in order not to “smear” the source rapidity distribution too much (in this case, a positive particle produced from a source can serve as a “proxy” for the source counting). This is typically true at the LHC energies, where the rapidity distribution is nearly flat at mid-rapidity.

After the replacement $K_r(N_S) \rightarrow K_r(N^+)$, which implies also $R_r(N_S) \rightarrow R_r(N^+)$, the expressions (45) and (46) read as

$$\frac{\kappa_4}{\kappa_2}(\Delta N) = 1 + 3\frac{\kappa_2(\Delta N)}{\langle N^+ \rangle} \left( \frac{K_2(N^+)}{\langle N^+ \rangle} - 1 \right) = 1 + 3\kappa_2(\Delta N)R_2(N^+),$$  \hspace{1cm} (47)

and

$$\frac{\kappa_6}{\kappa_2}(\Delta N) = 1 + 15\kappa_2(\Delta N) \left[ (1 - 3\kappa_2(\Delta N))R_2(N^+) + \kappa_2(\Delta N)R_3(N^+) \right].$$  \hspace{1cm} (48)

Thus, with assumptions and approximations done above, in order to calculate the forth-to-second order cumulant ratio it is enough to measure within the $Y$ acceptance the second cumulant $\kappa_2(\Delta N)$ and the second-order robust quantity $R_2(N^+)$, while for the six-to-second order ratio, $R_3(N^+)$ is needed in addition. All the quantities $\kappa_2(\Delta N)$, $R_2(N^+)$ and $R_3(N^+)$ are experimentally measurable$^5$.

Values of the cumulant ratios calculated with formulae (47) and (48) could be considered as baselines for experimental measurements of the ratios (instead of, for instance, the Skellam baseline), since the formulae are obtained in the simple but physically motivated model of local charge pair production from sources that are uncorrelated in rapidity and when there is no critical behaviour in the system. Possible signals from critical phenomena

---

$^4$ Equally, we can take $K_r(N^-)$ instead, since they are the same as $K_r(N^+)$ in mid-rapidity region at the LHC energies.

$^5$ Recall, that $R_r(N^+)$ are robust to efficiency losses (provided that the efficiency is nearly a constant within the acceptance), so the only quantity that should be corrected for efficiency is $\kappa_2(\Delta N)$. 
would be indicated by some deviations from these baselines.

Note also, that expressions (47) and (48) could be expressed in terms of $\nu_s$: since $\langle N^+ \rangle = \langle N^- \rangle$, according to (31), we have

$$\kappa_2(\Delta N) = 2\langle N^+ \rangle(1 - \nu_s),$$  \hspace{1cm} (49)

and (47) becomes

$$\frac{\kappa_4}{\kappa_2}(\Delta N) = 1 + 6(1 - \nu_s)\langle N^+ \rangle R_2(N^+).$$  \hspace{1cm} (50)

A formula for $\kappa_6/\kappa_2(\Delta N)$ can be written in a similar way.

D. Cumulant ratios in simple models

Before using formulae (47) and (48) for studies of realistic events, it is useful to demonstrate behaviour of the cumulant ratios $\kappa_4/\kappa_2$ and $\kappa_6/\kappa_2$ in simple models. From (31) we may get the following relation between the $k_2(\Delta n)$ of a source and $\nu_s$:

$$k_2(\Delta n) = 2\langle n \rangle(1 - \nu_s),$$  \hspace{1cm} (51)

where $2\langle n \rangle$ is an average multiplicity from a single source within the $Y$ acceptance ($\langle n \rangle = \langle n^+ \rangle = \langle n^- \rangle$). The expression (38) becomes

$$\frac{\kappa_4}{\kappa_2}(\Delta N) = 1 + 6\langle n \rangle(1 - \nu_s)\left(\frac{K_2(N_S)}{N_S} - 1\right).$$  \hspace{1cm} (52)

If we now recall the model (iii) of the “thermal bath”, discussed earlier, where $\nu_s = Y/Y_{\text{max}}$ and $\langle n \rangle = Y/Y_{\text{max}}$ (since both positive and negative particles are thermalized within the $Y_{\text{max}}$ acceptance), and thus $\langle n \rangle = \nu_s$, (52) reads as

$$\frac{K_4}{K_2}(\Delta N) = 1 + 6\nu_s(1 - \nu_s)\left(\frac{K_2(N_S)}{N_S} - 1\right).$$  \hspace{1cm} (53)

In particular, when volume fluctuations are absent, (53) becomes

$$\frac{K_4}{K_2}(\Delta N) = 1 - 6\nu_s(1 - \nu_s).$$  \hspace{1cm} (54)

This result is similar to what was obtained in [30] within the Canonical Ensemble formulation of statistical mechanics (and $\nu_s$ corresponds to the acceptance factor $\alpha$ considered in [21, 23, 30]). In a similar way, it can be shown that the sixth-to-second order cumulant ratio (39) for the “thermal bath” model with no volume fluctuations equals

$$\frac{K_6}{K_2}(\Delta N) = 1 - 30\nu_s(1 - \nu_s)[1 - 4\nu_s(1 - \nu_s)].$$  \hspace{1cm} (55)
Dependence of the cumulant ratios $\kappa_4/\kappa_2$ and $\kappa_6/\kappa_2$ on the size of the acceptance $Y$, calculated with \(^{(54)}\) and \(^{(55)}\), is shown in Figure 5 in panels (a) and (d) with solid magenta lines. To emulate a more realistic case, events with volume fluctuations (i.e. with fluctuations of $N_S$), where each source is characterized by the “thermal” balance function, were generated in a monte-carlo model. Circle markers in Figure 5 correspond to direct analysis of the monte-carlo events, while the dashed lines stand for calculations “as in a real experiment” with \(^{(47)}\) and \(^{(48)}\). An exact correspondence, expected by construction, could be seen.

In case of Gaussian balance function, corresponding results could be obtained by plugging $\nu_\alpha$ given by \(^{(13)}\) into \(^{(51)}\). Analytical calculations for the case with no volume fluctuations are shown in Figure 5 (b, e) by magenta lines, markers stand for values from direct analysis of the toy events with volume fluctuations, calculations with \(^{(47)}\) and \(^{(48)}\) – by dashed lines. Panels (c) and (f) show the case of a mixture of the sources, namely, when a source with probability 1/3 has the “thermal” balance function and with probability 2/3 – Gaussian BF. It can be seen that calculations with \(^{(47)}\) and \(^{(48)}\) agree to the values from the direct analysis of toy events.

### E. Application to realistic models

Validity of the assumptions about charged pair production, which led to relations \(^{(47)}\) and \(^{(48)}\) for the cumulant ratios, can be put into test with more realistic events simulated in monte-carlo generators. As an example, net-proton fluctuations ($\Delta N = N_p - N_p$) in PYTHIA8 \(^{(31)}\) in $pp$ collisions at $\sqrt{s} = 2.76$ TeV are considered. Protons and antiprotons are selected within a mid-rapidity range $y \in (-1.5, 1.5)$, additionally, the transverse momentum ($p_T$) cuts 0.6-2.0 GeV/c are applied, which are similar to the cuts used in net-proton fluctuation analysis in ALICE \(^{(14)}\) and STAR \(^{(17)}\) experiments.

Dependences of cumulant ratios on the size of the acceptance window $Y$ are shown in Figure 6. Panel (a) demonstrates the ratio of the second cumulant to the Skellam baseline calculated directly (circles) and through the balance function using formula \(^{(26)}\) (lines). As expected, agreement between the values is observed. Results in magenta color correspond to all events (0-100%, “minimum bias”), in red – to events with high particle multiplicity (0-25% of multiplicity percentiles) and in blue – to the lowest multiplicities (75-100%). The difference in the three curves indicates an evolution of the balance function and its integral with event multiplicity (the integral grows in high-multiplicity events). Recall that volume fluctuations does not play any role here.

Panels (b) and (c) of the Figure 6 show, respectively, $\kappa_4/\kappa_2$ and $\kappa_6/\kappa_2$ ratios calculated directly and with expressions \(^{(47)}\) and \(^{(48)}\). It can be seen that values from minimum-bias events (0-100%, in magenta) are much...
higher than in a narrower multiplicity class (“peripheral” collisions 75-100%, in blue) due to higher fluctuations in a number of sources. Note, that in PYTHIA, as in any realistic monte-carlo event generator, different kinds of particle emitting sources are present, such as resonances of various species, quark-gluon strings, jets. In the minimum bias case, there is a mixture of events that may significantly differ in terms of spectra, fractions of different resonances, that may produce correlations between number of emitting sources and their balance functions. This violates the assumptions done for derivation of (47) and (48), therefore, in case of minimum-bias (0-100%) events, a visible deviation between the direct and analytical calculations could be seen. At the same time, in the narrow 75-100% multiplicity class a better agreement between the direct and calculated values is observed.

Similar analysis of net-proton fluctuations is performed also in Pb-Pb collisions simulated in HIJING event generator at \( \sqrt{s_{NN}} = 2.76 \) TeV. Centrality classes were selected using sum of particle multiplicities in symmetric \( 3 < |\eta| < 5 \) ranges, which approximately emulates the way how the centrality is determined in real experiments. Protons and antiprotons were selected in a range \( p_T \in 0.6-2.0 \text{ GeV/c} \). Figure 7 demonstrates the \( \kappa_2(\Delta N) \) to Skellam ratio in peripheral (90-100%) and non-peripheral (50-60%) classes. Again, direct and BF-based calculations are in agreement. It could be seen also that results in the two centrality classes are very close to each other. In fact, it was checked that in all non-peripheral classes in a range 0-90% values of \( \kappa_2/\text{Skellam} \) ratio at a given \( Y \) are almost identical, because there are no significant collective effects in HIJING and thus the balance function does not evolve with centrality.

Figure 8 (a) shows the \( \kappa_4/\kappa_2 \) ratios, calculated directly (circles) and by expression (47) (lines), in several centrality classes of HIJING events\(^6\). A good agreement between the calculations can be seen in all classes, indicating that the assumption about the plus-minus pairs as nearly independent sources is approximately valid in HIJING, at least for the net-proton fluctuations. Since the balance function (and thus the \( \kappa_2/(N_p) \) ratio) in all the classes is the same, a change of a line “slope” in different classes in Fig. 8 is determined, according to (47), solely by the \( K_2(N_p)/(N_p) \) ratio, that is, by the volume fluctuation term. Panel (b) demonstrates a decrease of \( \kappa_4/\kappa_2 \) values with the width of a centrality class (when the width changes from 20% down to 5%), which is explained by reduction of the volume fluctuations with the narrowing of the class.

It is essential for calculations (and useful in general) to check also the behaviour of the robust quantities \( R_r \) within the acceptance, since in Section IV C we assumed that the sources are nearly uncorrelated and thus the \( R_r \) values should stay constant as a function of the rapidity acceptance width \( Y \). Figure 9 shows the \( Y \)-dependence of the robust variance \( R_2(N_p) \) of the number of protons in HIJING in several centrality classes – indeed, the values as a function of \( Y \) are stable, indicating that rapidities of protons (number of which is taken as a proxy for a number of proton-antiproton pairs) are almost uncorrelated.

\(^6\) Available HIJING statistics (about 1.5 mln events) is not enough to get statistically meaningful results for the higher-order \( \kappa_6/\kappa_2 \) ratio.
F. Baseline for net-proton $\kappa_4/\kappa_2$ ratio in real data

In order to do an estimation for the $\kappa_4/\kappa_2$ ratio of net-proton fluctuations with expression (47), one needs to know only $\kappa_2(\Delta N)$ and $R_2(N_p)$ within some rapidity acceptance. It is possible to do a prediction for the $\kappa_4/\kappa_2$ ratios for real Pb-Pb events at $\sqrt{s_{NN}} = 2.76$ TeV basing on ALICE results published in [14], namely, taking ratios $r_1 = \kappa_2(\Delta N)/(N_p + N_\bar{p}) = \kappa_2(\Delta N)/(2\langle N_p \rangle)$ and $r_2 = K_2(N_p)/(N_p)$ shown in Figure 1 in this publication for each centrality class. Using these notations, the equality (47) can be rewritten as

$$\frac{\kappa_4}{\kappa_2}(\Delta N) = 1 + 6r_1(r_2 - 1).$$

Markers in Figure 10 show $\kappa_4/\kappa_2$ ratios estimated by (56) in several centrality classes. The first two classes that correspond to central collisions have a width of 5% (0-5% and 5-10%), while the width of other classes is 10%. Since in narrower classes the volume fluctuations are suppressed, the first two red points are lower then other points. Corresponding direct analysis of HIJING events performed with the same kinematic cuts (a dashed line) shows a trend that is similar to the prediction for data. An increase towards central collisions is explained by a rise in the volume fluctuations with centrality. Note that the rapidity ranges used for centrality selection in HIJING and in real data slightly differ.

The points in Figure 10 may be considered as a baseline for direct calculations of the $\kappa_4/\kappa_2$ ratios in data, within the same centrality classes as in [14]. We might expect deviations from these values in case if the assumptions, done about the sources in order to obtain (47) and then (56), are violated, namely, if the protons (which play a role of sources in this approach) are highly correlated and/or when protons and antiprotons, produced locally, experience subsequent charge-dependent interactions at late stages of the system evolution. Deviation from the baseline may be also a sign of some critical phenomena. Therefore, it seems interesting to perform this analysis also in narrower centrality bins, which would lead to smaller volume fluctuations, and check the validity of the formula (47) by comparing the calculated values with the results of the direct analysis.

V. SUMMARY

In this paper, connections between the balance function and several integrated observables used in studies of net-charge fluctuations were discussed. In the first part of the paper, relation between the balance function integral and the scaled version of the $\nu_{dyn}$ observable ($\nu_s$), that holds at LHC energies, was recalled. A difference between balance function definitions that are used in various experiments was highlighted, and the role of the acceptance correction factor in the interpretation of the balance function and its integral was emphasized. For several illustrative cases of the balance function shapes, analytical dependences of the balance function integral and the scaled $\nu_{dyn}$ on the size of the acceptance window were given. In case of a system with different types of neutral particle-antiparticle sources, simple superposition formulae for balance function, its integral and scaled $\nu_{dyn}$ were provided.

In the second part of the paper, relations for higher-order cumulants ($\kappa_4/\kappa_2$ and $\kappa_6/\kappa_2$) of net-charge distribution are derived under the assumption that particle-antiparticle pairs are produced in local processes from
sources that are nearly uncorrelated in rapidity. It turns out that for calculation of these ratios it is enough to know the second moment of net-charge distribution (connected to the balance function and the scaled \( \nu_{d\eta} \)) and low-order cumulants of number of positive (or negative) particles within the acceptance. It was demonstrated that in realistic events from PYTHIA and HIJING event generators the values, obtained with the derived expressions, match with direct calculations of the cumulant ratios. Finally, using the obtained expressions and basing on available experimental results on the second cumulants, a prediction for the \( \kappa_4/\kappa_2 \) ratio in Pb-Pb collisions at \( \sqrt{s_{NN}} = 2.76 \) TeV has been done for centrality classes of the width 10% (5% for the two most central classes). It would be interesting to compare direct and analytical calculations of the ratios in narrower centrality classes as well, since in this case the volume fluctuations will be suppressed. Values of the \( \kappa_4/\kappa_2 \) and \( \kappa_6/\kappa_2 \) ratios, obtained with the derived expressions, could be considered as baselines for direct calculations, since discrepancies may indicate signs of some critical behaviour present in the system.
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**Appendix: Expressions for cumulants in models with multiple sources**

In this Appendix, analytical formulae for cumulants up to 8th order are derived in a model with a superposition of sources. Obtained results are used in the main text in Section IV A.

If a number of sources \( N_S \) fluctuates event-by-event, and each source is characterized by an extensive quantity \( x \), so that the total sum from all the sources in each event is \( X = \sum_{i=1}^{N_S} x_i \), then cumulants \( \kappa_r \) of order \( r \) of \( X \)-distribution can be expressed through a combination of cumulants \( k_q \) \( (q = 1, ..., r) \) of the \( x \)-distribution for a single source and cumulants \( K_p \) \( (p = 1, ..., r) \) of the distribution of the number of sources \( N_S \) using moment generating function \( M_X(t) = [M_x(t)]^{N_S} \), in a way it is done in [21]. Recall, that different notations for cumulants \( (\kappa, k \) and \( K \) serve only for the purpose of better visual distinction. The first four cumulants of \( X \)-distribution are expressed as follows:

\[
\kappa_1 = k_1 K_1, \tag{A.1}
\]

\[
\kappa_2 = k_2 K_1 + k_2^2 K_2, \tag{A.2}
\]

\[
\kappa_3 = k_3 K_1 + 3k_2 k_1 K_2 + k_3^3 K_3, \tag{A.3}
\]

\[
\kappa_4 = k_4 K_1 + (3k_2^2 + 4k_1 k_3) K_2 + 6k_2 k_1^2 K_3 + k_4^4 K_4. \tag{A.4}
\]

Formulae (A.1)–(A.4) were obtained in [21]. Following the same strategy, we can write down expressions for higher orders, which are given below up to order 8:

\[
\kappa_5 = k_5 K_1 + 5(2k_2 k_3 + k_1 k_4) K_2 + 5 \left( 3k_2^2 k_1 + 2k_2 k_3 \right) K_3 + 10k_2 k_1^2 K_4 + k_3^3 K_5, \tag{A.5}
\]

\[
\kappa_6 = k_6 K_1 + (10k_3^3 + 15k_2 k_4 + 6k_1 k_5) K_2 + \left( 15k_2^3 + 15k_4 k_1^2 + 60k_2 k_3 k_1 \right) K_3 + \left( 45k_2^2 k_1^2 + 20k_3 k_2^2 \right) K_4 + 15k_2 k_1^2 K_5 + k_6^6 K_6, \tag{A.6}
\]

\[
\kappa_7 = k_7 K_1 + 7(5k_3 k_4 + 3k_2 k_5 + k_1 k_6) K_2 + \left( 21k_5 k_1^2 + 70k_2^3 k_1 + 105k_2 k_4 k_1 + 105k_2^2 k_3 k_1 \right) K_3 + \left( 35k_4 k_1^3 + 210k_2 k_3 k_2^3 + 105k_3^3 k_1 \right) K_4 + \left( 105k_2^3 k_1^3 + 35k_3 k_1^4 \right) K_5 + 21k_2 k_1^3 K_6 + k_7^7 K_7, \tag{A.7}
\]

\[
\kappa_8 = k_8 K_1 + \left( 35k_2^4 + 56k_3 k_5 + 28k_2 k_6 + 8k_1 k_7 \right) K_2 + \left( 280k_3 k_4 k_1 + 168k_2 k_5 k_1 + 280k_2 k_4^2 + 210k_2 k_4 + 28k_6 k_1^2 \right) K_3 + \left( 56k_5 k_1^3 + 280k_3^2 k_4^2 + 420k_2 k_4 k_1^2 + 840k_2 k_3 k_1 + 105k_4^4 \right) K_4 + \left( 70k_4 k_1^4 + 560k_2 k_3 k_1^3 + 420k_2 k_1^2 \right) K_5 + \left( 56k_3 k_1^5 + 210k_2 k_1^4 \right) K_6 + 28k_2 k_1^6 K_7 + k_8^8 K_8, \tag{A.8}
\]

At the LHC energies, in the context of net-charge fluctuations, \( k_1 = \langle \Delta n \rangle = 0 \), so equations (A.1)–(A.8) sim-
\( \kappa_1 = 0 \), \hspace{1cm} (A.9)  
\( \kappa_2 = k_2 K_1, \) \hspace{1cm} (A.10)  
\( \kappa_3 = k_3 K_1, \) \hspace{1cm} (A.11)  
\( \kappa_4 = k_4 K_1 + 3 k_2^2 K_2, \) \hspace{1cm} (A.12)

\( \kappa_5 = k_5 K_1 + 10 k_2 k_3 K_2, \) \hspace{1cm} (A.13)  
\( \kappa_6 = k_6 K_1 + (10 k_2^2 + 15 k_2 k_4) K_2 + 15 k_2^2 K_3, \) \hspace{1cm} (A.14)  
\( \kappa_7 = k_7 K_1 + 7(5 k_3 k_4 + 3 k_2 k_5) K_2 + 105 k_3 k_2^2 K_3, \) \hspace{1cm} (A.15)  
\( \kappa_8 = k_8 K_1 + (35 k_4^2 + 56 k_3 k_5 + 28 k_2 k_6) K_2 + (210 k_1 k_2^2 + 280 k_2^2 k_3) K_3 + 105 k_2^2 K_4. \) \hspace{1cm} (A.16)
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