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Abstract. Waves in the foreshock region are studied on the basis of a hypothesis that the linear process first excites the waves and further wave-wave nonlinearities distribute scatter energy of the primary waves into a number of daughter waves. To examine this wave evolution scenario, the dispersion relations, the wave number spectra of the magnetic field energy, and the dimensionless cross helicity are determined from the observations made by the four Cluster spacecraft. The results confirm that the linear process is the ion/ion right-hand resonant instability, but the wave-wave interactions are not clearly identified. We discuss various reasons why the test for the wave-wave nonlinearities fails, and conclude that the higher order statistics would provide a direct evidence for the wave coupling phenomena.

1 Introduction

1.1 Origin of foreshock waves

The physics of the collisionless shock waves is one of the most interesting subjects in space plasma. While the shock waves in the ordinary gas dynamics dissipate the kinetic energy of the supersonic flow into the heat on a scale within a few mean free paths of particles, the collisionless shock waves exhibit a variety of dissipation mechanisms in a dilute plasma. When the flow speed is sufficiently large compared to the Alfvén speed, the collisionless shock waves specularly reflect a portion of the incoming charged particles (supercritical shock). The reflected particles either gyrate about the magnetic field just in front of the shock wave when it is quasi-perpendicular to the shock normal direction, or stream toward upstream along the magnetic field when the field is quasi-parallel to the shock normal. In the latter case the reflected particles form a field-aligned beam against the incoming flow. Although both the ions and the electrons can be reflected at the shock, the ions play more important roles in the shock dissipation. This is because the ions carry the most of energy and momentum in the plasma. The back-streaming ions “warn” the upstream plasma about the existence of the shock wave, and brake the upstream flow a little before it reaches the shock wave. The back-streaming ions encounter the incoming ion population and they form an unstable beam-beam velocity distribution (the incoming and the reflected ions). The upstream plasma is therefore subject to waves and turbulence in order to relax the unstable velocity distribution. The region where the back-streaming ions exist is called the foreshock, which is often accompanied by fluctuations of the magnetic field and the plasma. The foreshock itself belongs to one of the dissipation mechanisms of the collisionless shock waves and provides pre-thermalization processes before the plasma stream reaches the shock wave.

Some hints about the wave processes in the foreshock are already given by the dispersion relations and the wave number spectra which are experimentally determined on the basis of the four point measurements in space. (Narita et al., 2003, 2006; Narita and Glassmeier, 2005). The results of the dispersion analysis imply that a certain linear, micro-instability process is operating and reorganizing the beam-beam velocity distribution. On the other hand turbulence-like energy spectra are identified, suggesting that some nonlinear, wave-wave interaction processes be also present. Yet it is not clear how these processes are related to each other, or under what conditions the transition from the linear process to the nonlinear process takes place. We therefore put a hypothesis about the evolution of the foreshock waves. It consists of two stages as follows.
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1.2 Stage 1 – parent wave excitation

We assume that the primary waves are excited by the ion/ion right-hand resonant instability for the following reasons. In the linearized Vlasov equation model, the field-aligned ion beam injected into a plasma is subject to three kinds of electromagnetic micro-instabilities: right-hand resonant, left-hand resonant, and non-resonant ion/ion instabilities. Here the term “ion/ion” means the core ions and the beam ions. These instabilities are well documented by Gary (1993). These instabilities are linear in the sense that the fluctuation amplitude (or the envelope of the fluctuation) grows exponentially as a function of time.

The right-hand instability stems from a resonance between the ion beam and the right-hand circularly polarized wave and it is the fastest growing under typical foreshock parameters. The instability excites the waves propagating along the magnetic field. The waves follow the magnetosonic/whistler branch in the dispersion relation, which becomes the Alfvén waves at the small wave number limit. Here we mean the Alfvén waves by the ones that satisfy the dispersion relation, which becomes the Alfvén speed. The maximum growth rate is typically at the branch in the dispersion relation, which becomes the Alfvén magnetic field. The waves follow the magnetosonic/whistler and it is the fastest growing under typical foreshock parameters.

These instabilities are linear in the sense that the fluctuation amplitude (or the envelope of the fluctuation) grows exponentially as a function of time.

The right-hand instability stems from a resonance between the ion beam and the right-hand circularly polarized wave and it is the fastest growing under typical foreshock parameters. The instability excites the waves propagating along the magnetic field. The waves follow the magnetosonic/whistler branch in the dispersion relation, which becomes the Alfvén waves at the small wave number limit. Here we mean the Alfvén waves by the ones that satisfy the dispersion relation, that is, $\omega = k_1 V_A$, where $\omega$ denotes the frequency, $k_1$ the wave number parallel to the mean magnetic field, and $V_A$ the Alfvén speed. The maximum growth rate is typically at the wave number $|k_1 V_A / \Omega_p| \approx 0.1$, where $\Omega_p$ denotes the ion cyclotron frequency. We assume protons for the ions (subscript $p$). In observations the waves are often termed as the Alfvén waves, as they propagate along the background magnetic field. The experimentally determined dispersion relations confirm the magnetosonic/whistler branch (Narita et al., 2006a).

The resonance between the left-hand polarized waves and the ion beam is also possible, but it is easier to excite the right-hand mode under cool beam conditions because at the low thermal velocities of the beam there are only few ions which can resonate with the left-hand mode. While the right-hand and the left-hand resonant modes excite waves parallel to the ion beam direction, the non-resonant mode excites waves in the opposite direction. The non-resonant mode is basically a firehose instability, caused by the inertia of the fast ion beam exerting a centrifugal force on the bent magnetic field. This mode has a larger threshold to grow, since it has to overcome the restoring forces of perpendicular pressure.

1.3 Stage 2 – daughter wave excitation

When the primary wave amplitude exceeds a certain threshold, excess power spills into the daughter waves at the expense of the primary wave. If the amplitude is increased further, the daughter waves generate further daughter waves successively. Hence doubling the wave amplitude may not be stable any more but result in a cascade of daughter waves. Such a process represents the wave-wave nonlinearities and is referred to as the parametric instabilities.

The parametric instabilities themselves exhibit different processes between the high and the low $\beta$ regimes, where $\beta = p_B / p_m$, the ratio of the thermal to the magnetic pressure. The decay of circularly polarized, parallel-propagating Alfvén waves with respect to the mean magnetic field through the nonlinear interaction was first suggested by Galeev et al. (1963) and Sagdeev and Galeev (1969), where a parent Alfvén wave collapses into plasma density fluctuations and a backward-propagating daughter Alfvén wave (decay instability). This process was studied in detail using dispersion relations for ideal magnetohydrodynamics (MHD) (Derby, 1978; Goldstein, 1978). However, Alfvén waves are also subject to “modulational instability”, where all the daughter waves propagate in the same direction as the parent wave (Mio et al., 1976; Mjølhus, 1976; Nariryuki and Hada, 2006a). These two instability processes have been systematically studied in the framework of the Hall-MHD (Longtin and Sonnerup, 1986; Terasawa et al., 1986; Wong and Goldstein, 1986) and it was found that the dispersion plays an important role and the different instability processes prefer different plasma $\beta$ regimes. While the decay instability is more characteristic to the low $\beta$ conditions, the modulational instability dominates under the high-$\beta$ conditions. For $\beta$ of the order of unity ($\beta \approx 1$) the beat instability plays also an important role (Hollweg, 1994).

For simplicity we assume the following scenario for the second stage of the foreshock wave evolution. The parent wave excited at the first stage by the right-hand resonant instability is subject to the decay instability, generating backward propagating waves (with respect to the parent wave direction) in the low $\beta$ regime, while it is subject to the modulational instability, generating forward propagating waves in the high $\beta$ regime (modulational instability). Therefore the cascade of the daughter waves results in both forward and backward propagating waves in the low $\beta$ regime, and only forward in the high $\beta$ regime.

1.4 Cross helicity

Examination on the above scenario is conveniently made by investigating the cross helicity density, defined as

$$ h_c = v \cdot \frac{B}{\sqrt{\mu_0 \rho_0}}, \quad (1) $$

where $v, B, \mu_0, \rho_0$ denote the flow velocity, the magnetic field, the permeability of free space, and the background mass density, respectively. The cross helicity density measures the correlation between the velocity and the magnetic field fluctuations, and its magnitude is maximized when the fluctuations are the Alfvénic, $v \times \pm B$. We introduce the Elsässer variables

$$ z^\pm = v \pm \frac{B}{\sqrt{\mu_0 \rho_0}}, \quad (2) $$
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in which case the cross helicity density is written in the form

\[ h_c = E^+ - E^-, \]  

\[ \text{where } E^\pm = |z^\pm|^2. \]  

This means that the cross helicity is essentially a measure of the energy difference between the two oppositely propagating Alfvén waves. The cross helicity density can be normalized to unity as

\[ \sigma_c = \frac{E^+ - E^-}{E^+ + E^-}. \]  

For example, \( \sigma_c = 1 \) means the presence of the forward propagating (e.g. parallel to mean magnetic field) only, and vice versa. In the following we call \( \sigma_c \) simply the cross helicity.

1.5 Test for the hypothesis

To test the hypothesis for the foreshock waves we assume the Alfvénic fluctuations and determine the cross helicity in which case the cross helicity density is written in the form

\[ \sigma_c = \frac{E^+ - E^-}{E^+ + E^-}. \]  

Here the matrix \( \mathbf{M} \) is the 12\x12 cross spectral density matrix a function of frequency. It is determined by the measurements of the magnetic field fluctuations as

\[ \mathbf{M}(\omega) = \frac{1}{\Delta \omega} \langle \mathbf{B} \mathbf{B}^\dagger \rangle, \]  

where the symbol \( \langle \cdot \rangle \) denotes the ensemble average and the dagger \( \dagger \) means the Hermitian conjugate. \( \mathbf{M} \) consists of the incorporated vector \( \mathbf{B} \) for each component of the magnetic field fluctuations (the x-, y-, and z-directions) and for each measurement point (spacecraft 1, \( \cdots \), 4),

\[ \mathbf{B}(\omega) = \begin{pmatrix} b_{1x} \\ b_{1y} \\ \vdots \\ b_{4z} \end{pmatrix}. \]  

The matrix \( \mathbf{H} \) is called the steering matrix, as it steers the output matrix \( \mathbf{E} \) for various wave vectors \( \mathbf{k} \), and defined as

\[ \mathbf{H}(\mathbf{k}) = \begin{pmatrix} I e^{i \mathbf{k} \cdot \mathbf{r}_1} \\ I e^{i \mathbf{k} \cdot \mathbf{r}_2} \\ I e^{i \mathbf{k} \cdot \mathbf{r}_3} \end{pmatrix}, \]  

where \( I \) denotes the 3\x3 unit matrix, and \( \mathbf{r}_j \) the position vector of the measurements. The matrix \( \mathbf{V} \) imposes a further constraint on the spectral matrix, reflecting the fact that the magnetic field is divergence-free. It is defined as

\[ \mathbf{V}(\mathbf{k}) = I + \frac{\mathbf{k} \mathbf{k}^\dagger}{\mathbf{k}^2}, \]  

where \( k = |\mathbf{k}|. \) Its algorithm was tested on simulated data to retrieve the input model. See, for example, Pinçon and Lefeuvre (1991); Motschmann et al. (1996) and Glassmeier et al. (2001). Derivation of Eq. (6) is shown in Appendix A.

We choose a coordinate system with the z axis aligned to the mean magnetic field direction. The z axis is parallel to the mean field when its sunward component is positive, and vice versa, so that the z-axis is always oriented in the direction away from the bow shock. We use the Earth-to-sun direction projected into the plane perpendicular to the mean field as the x-axis. Namely, our coordinate system is spanned by the following unit vectors

\[ \mathbf{e}_x = \mathbf{e}_y \times \mathbf{e}_z \]  

\[ \mathbf{e}_y = \mathbf{e}_{\text{sun}} \times \mathbf{e}_b \]  

\[ \mathbf{e}_z = \frac{\mathbf{B}_x}{|\mathbf{B}_x|} \mathbf{e}_b, \]  

where \( \mathbf{e}_b \) and \( \mathbf{e}_{\text{sun}} \) denote the unit vectors in the mean magnetic field direction and toward the sun, respectively. \( B_x \) is the sunward component of the magnetic field, i.e. in the GSE-X direction.
We investigate the total wave power $e(\omega, k)$ by taking trace of the matrix $E$,

$$e(\omega, k) = \text{tr} E. \quad (14)$$

We apply the dispersion analysis to the measurements provided by the four Cluster spacecraft (Escoubet et al., 2001). The magnetic field measurements of the FGM instrument (Balogh et al., 2001) are used to determine the pairs of the frequency and the wave vector which yield peaks in the total wave power. It is worthwhile to note that the wave telescope estimator assumes the fluctuations as a set of incoherent wave fields, and therefore it is subject to interference, for example, when two waves possess exactly the same frequency. The frequencies can be transformed from the spacecraft frame frequency $\omega_{sc}$ to the plasma rest frame frequency $\omega_{re}$ (co-moving with the plasma bulk flow) using the Doppler relation $\omega_{re}=\omega_{sc}-k\cdot V_0$, when $k$ is determined by the wave telescope method and $V_0$ (the mean flow velocity vector) is known.

We apply the dispersion analysis to the measurements provided by the four Cluster spacecraft (Escoubet et al., 2001). The magnetic field measurements of the FGM instrument (Balogh et al., 2001) are used to determine the pairs of the frequency and the wave vector, and the ion measurements of the CIS-HIA instrument (Rème et al., 2001) are used to determine the mean flow velocity. Various kinds of curves of the dispersion relations are identified in the foreshock region by this analysis. Figure 1 displays three distinct cases of the dispersion curves for the field-aligned wave numbers, $\omega_{re}(k)$. Hereafter $\omega_{re}$ is normalized to the proton cyclotron frequency $\Omega_p$, and $k_z$ is normalized to the ion inertial wave number $\Omega_i/V_A$. The Alfvén speed is determined by the magnetic field and the ion measurements for each time interval. Table 1 summarizes the plasma and magnetic field parameters for the three cases: the ion beta $\beta_i$ (assuming protons); the Alfvén Mach number $M_A$; the mean magnetic field strength $B_0$; and the plasma density $n_0$.

| Case | $\beta_i$ | $M_A$ | $B_0$ (nT) | $n_0$ (cm$^{-3}$) |
|------|----------|-------|-------------|------------------|
| A    | 0.29     | 5.05  | 6.64        | 5.88             |
| B    | 0.22     | 4.19  | 10.23       | 6.05             |
| C    | 2.02     | 4.83  | 8.02        | 1.98             |

2.2 Dispersion relations

One of the useful applications of the wave telescope estimator is to determine the dispersion relations from the observations. We compute the total wave power $e(\omega, k)$ by taking trace of the matrix $E$,

$$e(\omega, k) = \text{tr} E. \quad (14)$$

We investigate the total wave power $e$ at various frequencies (in the spacecraft frame of reference) and wave vectors, and identify the pairs of the frequency and the wave vector which yield peaks in the total wave power. It is worthwhile to note that the wave telescope estimator assumes the fluctuations as a set of incoherent wave fields, and therefore it is subject to interference, for example, when two waves possess exactly the same frequency. The frequencies can be transformed from the spacecraft frame frequency $\omega_{sc}$ to the plasma rest frame frequency $\omega_{re}$ (co-moving with the plasma bulk flow) using the Doppler relation $\omega_{re}=\omega_{sc}-k\cdot V_0$, when $k$ is determined by the wave telescope method and $V_0$ (the mean flow velocity vector) is known.

We apply the dispersion analysis to the measurements provided by the four Cluster spacecraft (Escoubet et al., 2001). The magnetic field measurements of the FGM instrument (Balogh et al., 2001) are used to determine the pairs of the frequency and the wave vector, and the ion measurements of the CIS-HIA instrument (Rème et al., 2001) are used to determine the mean flow velocity. Various kinds of curves of the dispersion relations are identified in the foreshock region by this analysis. Figure 1 displays three distinct cases of the dispersion curves for the field-aligned wave numbers, $\omega_{re}(k)$. Hereafter $\omega_{re}$ is normalized to the proton cyclotron frequency $\Omega_p$, and $k_z$ is normalized to the ion inertial wave number $\Omega_i/V_A$. The Alfvén speed is determined by the magnetic field and the ion measurements for each time interval. Table 1 summarizes the plasma and magnetic field parameters for the three cases: the ion beta $\beta_i$ (assuming protons); the Alfvén Mach number $M_A$; the mean magnetic field strength $B_0$; and the plasma density $n_0$.

In the case A (16 February 2002, 07:00–07:30 UT) almost all of the waves are identified in the direction away from the shock. Only few waves propagate in the opposite direction at very low frequencies ($\omega_{re}<0$). The dispersion branch starts at ($\omega_{re}, k_z$)=($0$, $0$) and extends solely in the anti-parallel direction, keeping the phase speed almost at the Alfvén speed $v_A$ at low frequencies, $\omega_{re}/k_z\sim v_A$. At $\omega_{re}\sim 0.5$ the dispersion branch starts to be bent and deviates from the linear branch toward higher frequencies. This is characteristic to the low frequency part of the magnetosonic/whistler waves.

The case B (27 April 2002, 02:00–02:30 UT) exhibits waves that are counter-propagating at low frequencies. Most of the identified waves propagate in the +z direction at various frequencies ($\omega_{re}<3$), but some waves propagate in the opposite direction at low frequencies ($\omega_{re}<0.4$). The dispersion branch in the +z direction, can be approximated by a straight line (linear dispersion relation), but the phase speed does not agree with the Alfvén speed ($\omega_{re}>k_z v_A$). In the −z direction it is not clear if the waves follow any dispersion relation, since only few waves are identified.

The case C (6 March 2002, 00:30–01:00 UT) exhibits an example of the enhanced counter-propagating waves. Compared to the case B, the identified waves look rather scattered in the dispersion diagram. One branch starts at ($\omega_{re}, k_z$)=($0$, $0$) and extends in the +z direction to ($\omega_{re}, k_z$)=($3$, $-1.5$), while the branch in the −z direction stops at $\omega_{re}=1.5$. The scatter in the dispersion diagram makes it difficult to identify the dispersion relation, but roughly speaking, the waves follow the magnetosonic/whistler branch.

2.3 Wave number spectra

The second application of the wave telescope estimator is the wave number spectra (energy spectra in the wave number domain). We determine two kinds of wave number spectra: $E^+(k_z)$ and $E^-(k_z)$. They represent the energy for the Alfvénic fluctuations propagating along the magnetic field away from the shock ($E^+$), and toward the shock ($E^-$), respectively, and are determined as follows.

$$E^+(k_z)=\frac{\alpha}{\Delta k} \int \omega_{re} \left[ E_{xx}(\omega_{re}, k_z) + E_{yy}(\omega_{re}, k_z) \right]$$

$$E^-(k_z)=\frac{\alpha}{\Delta k} \int \omega_{re} \left[ E_{xx}(\omega_{re}, -k_z) + E_{yy}(\omega_{re}, -k_z) \right],$$

where the integration is made over the frequency in the plasma rest frame.

In the wave telescope procedure each elements of the matrix $E_{ij}(\omega, k)$ is given in unit of nT$^2$/Hz, which originates in the cross spectral density matrix $M$ in the frequency domain. The integration in the above equations provides the spectra in units of the squared amplitude (nT$^2$), and then it is divided by $\Delta k$ to transform the unit from the squared amplitude to nT$^2$ km. We use an equidistant grid in the logarithmic scale of the wave number, which results in a scaling law $\Delta k \propto k$. The factor $\alpha$ scales the wave number spectrum such that it yields the variance (which is the mean squared amplitude) of the magnetic field fluctuations when integrated over the wave number domain. We use the magnetic field variance.
Fig. 1. Wave frequencies in the plasma rest frame and wave numbers aligned to the mean magnetic field. The $+z$ direction is away from the shock toward upstream.

in the time domain for the normalization, assuming that the fluctuations are homogeneous.

The wave number spectra for the three cases A, B, and C are displayed in Fig. 2. The wave numbers are scaled to the ion inertial wave number and the energy spectra are scaled to $E_0 = B_0^2 V_A / \Omega_p$ (the squared mean magnetic field strength divided by the ion inertial wave number). Qualitatively the three wave number spectra exhibit common features, while they are quantitatively different from one another. There are two characteristics that are common. One is that $E^+$ (solid line) is always greater than $E^-$ (dotted line) for the wave number away from the shock (solid curve) and for the wave number toward the shock (dotted curve).
Fig. 3. Energy spectra of the magnetic field fluctuations perpendicular to the mean field in the frequency domain.

(A) 16 Feb, 2002, 0700–0730 UT

(B) 27 Apr, 2002, 0200–0230 UT

(C) 06 Mar, 2002, 0030–0100 UT

line), that is the foreshock fluctuations contain more energy in the waves propagating away from the shock than that for the waves toward the shock. Another point is that the spectra exhibit humps which are an indication of the energy injection. The humps can be seen only in $E^+$, while $E^-$ shows only monotonously decaying curves toward the larger wave numbers. The injection scale is, however, slightly different from case to case. It becomes shifted gradually toward the larger wave numbers from the case A to the case C. A closer inspection yields the values of the normalized wave numbers for the injection scales: $k_z \approx 0.05–0.1$ (case A); $0.1–0.2$ (case B); and $0.3$ (case C). The difference between $E^+$ and $E^-$ becomes also smaller from the case A to the case C.

Frequency spectra

For comparison, frequency spectra for the three events are displayed in Fig. 3, where the wave power for the magnetic field fluctuation perpendicular to the mean field $P_\perp$ is scaled using $P_0 = 2\pi B_0^2 V_A / V_0 \Omega_p$ and the spacecraft frame frequency is scaled to the proton cyclotron frequency. It is important to note that one cannot distinguish between $E^+$ and $E^-$ from the magnetic field measurements only in the frequency spectra. Of course, the frequency spectra can be determined using the Elsässer variables, but still one cannot reach smaller scales due to the limited sampling rate for the particle measurements, which is typically the time scale of the spacecraft spin, a few seconds. The frequency spectra exhibit more or less resemblance to the wave number spectra. But this is not surprising, as the solar wind streams at the supersonic and super-Alfvénic speed and the spatial structures are recorded as the temporal variations by the spacecraft. However, the frequency spectra exhibit spikes on various scales. Some are small scale, sharp spikes and some are large scale, blunt spectral hump. Generally speaking, it is difficult to identify the energy injection scale and the power-law decay of the spectra unambiguously.

2.4 Dimensionless cross helicity

The third application of the wave telescope estimator is the dimensionless cross helicity $\sigma_c$. We apply the two energy spectra $E^+$ and $E^-$ as determined in Eqs. (15) and (16) to the Eq. (4). In our coordinate system $E^+$ denotes the waves propagating away from the shock, hence $\sigma_c = 1$ means that all the Alfvénic fluctuation energy represents waves propagating in this direction.

The cross helicity for the three cases are displayed in Fig. 4, which reinterprets the difference between the two spectra $E^+$ and $E^-$ in Fig. 3. The cross helicity is positive at various wave numbers in all three cases. The case A exhibits an increase of the cross helicity from 0.2 to 0.9 toward the wave number $k_z \approx 0.1$. The largest values is kept at $\sigma_c \approx 0.9$ for the wave numbers $0.1 < k_z < 1$, and falls into $\sigma_c \approx 0.3$ on the smaller scales ($k_z > 1$). The case B exhibits a moderate peak in the cross helicity at $\sigma_c \approx 0.5$ at the wave number $k_z \approx 0.1$, and the case C exhibits an even more moderate peak at $\sigma_c \approx 0.4$ at the wave number $k_z \approx 0.3$. It is interesting to note that the information in the dispersion curves displayed in Fig. 1 is also stored in the cross helicity. The more counter-propagating waves are present in the $-z$ direction in the dispersion diagram, the smaller the cross helicity becomes. The wave numbers yielding the peaks in the cross...
helicity also agrees with the energy injection scale obtained in the previous section.

3 Statistical study

3.1 Event selection

The dimensionless cross helicity $\sigma_c$ is investigated for various time intervals of the observations in the foreshock region. Following criteria are imposed to select the time intervals for the foreshock wave observations: (1) mission phase with the smallest inter-spacecraft distance, 100 km, to resolve as smallest wavelengths as possible (February to May 2002), (2) existence of supra-thermal ion populations, namely backstreaming ions in addition to the solar wind ion population, (3) enhanced level of magnetic field fluctuations. We select the time intervals with the fluctuating energy more than 30% of the mean field energy,

$$\langle |\delta B_x|^2 + |\delta B_y|^2 + |\delta B_z|^2 \rangle^{1/2} \geq 0.3,$$

(17)

where $\delta B_x$, $\delta B_y$, and $\delta B_z$ denote the three components of the fluctuating magnetic field, and $B_0$ denotes the mean magnetic field strength. The mean field is defined by averaging the field strength $B_0=(\mathbf{B})$ so that $B_0$ can be treated as a uniform constant vector for each 30 min interval. The ion measurements of the CIS-HIA instrument are used in step (2). As a result we obtain 32 intervals for the statistical study.

3.2 Distribution of cross helicity

Figure 5 displays the superposed cross helicity for all the events. As the three case studies show in the previous section, the cross helicity is positive at various wave numbers. Statistically the foreshock is indeed dominated by the waves propagating away from the shock. On the largest scale ($k_z \sim 0.01$, where $k_z$ is normalized to the ion inertial scale) the cross helicity approaches to zero. At the wave numbers $k_z \sim 0.1$ the cross helicity reaches its maximum, but the distribution of the maximum cross helicity ranges from almost zero to almost unity. On the smaller scales ($k_z > 1$) the cross helicity is diminished. We estimate the injection scale of the cross helicity for the wave numbers yielding the maximum cross helicity. Figure 6 displays the histogram of the peak wave numbers on the logarithmic scale, and the distribution peaks at about $\log_{10}(k_z) = -1$, namely $k_z = 0.1$. This value agrees well with the typical wave numbers for the maximum growth rate of the right-hand resonant instability (Gary, 1993) and also justifies the first part of our hypothesis. The reason for the decrease of the cross helicity on the smaller scales is not clear. It may mean the dissipation of the forward propagating waves or it may come from the wave-wave interactions.

3.3 Relation to $\beta$

Finally we are ready to study the relation between the cross helicity and the plasma parameter $\beta$. We use the density and the temperature data obtained by the ion instrument (CIS-HIA) to determine the ion beta, $\beta_i$. We investigate three kinds of the cross helicity under various conditions of the

![Fig. 4. Dimensionless cross helicity in the wave number domain. Positive cross helicity means dominance of Alfvén waves propagating away from the shock.](image-url)
\( \beta_i \): the maximum cross helicity, the large scale mean, and the small scale mean. Concluding the result first of all, none of them exhibit a clear relation to \( \beta_i \). The maximum cross helicity varies from 0.1 to 0.9, while \( \beta_i \) varies from 0.3 to 6. The maximum cross helicity is distributed relatively uniformly over \( \beta_i \) (Fig. 7). When averaged over the larger scales (0.01 < \( k_z \) < 0.1), the cross helicity exhibits the values between 0 and 0.5, and it is distributed again relatively uniformly over \( \beta_i \) (Fig. 8a). The cross helicity averaged over the smaller scales (\( k_z > 1 \)) also displays a relatively flat distribution over \( \beta_i \), though the cross helicity is more concentrated around \( \sigma_c \approx 0.2 \) (Fig. 8b).

For comparison, Fig. 9 displays schematically the regimes of the three instabilities (the right-hand resonant instability, the decay and the modulational instabilities) expected in our hypothesis. The ion/ion right-hand resonant instability is a driver of the primary waves and we expect its presence at various values of \( \beta \). On the other hand, the decay and the modulational instabilities are dependent on \( \beta \). The decay instability prefers the low \( \beta \) condition, and produces counter-propagating waves (backward to the parent wave direction), which reduces the cross helicity. The modulational instability produces prefers the high \( \beta \) condition and produces waves propagating only in the forward direction. The sketch shows the regime of the right-hand resonant instability at the enhanced cross helicity (\( \sigma_c \sim 1 \)) regardless of the magnitude of \( \beta \). The sketch also exhibit the decay instability at the reduced cross helicity (\( \sigma_c \sim 0 \)) and low \( \beta \) (smaller than unity), and the modulational instability at enhanced cross elicits and high \( \beta \) (larger than unity).

It is true that some events shown in Figs. 7, 8a, and 8b agree with the expectations, for example, the distribution of the maximum cross helicity (Fig. 7) qualitatively overlaps with the regime for the right-hand resonant instability, but some of the events deviate from the expectation for the decay and the modulational instabilities. The hypothesis with the decay and the modulational instabilities seems to fail in our study.

4 Discussion

4.1 Right-hand resonant instability

The result that the maximum cross helicity is always on the positive side suggests that the primary waves propagate in the direction away from the shock. This excludes the ion/ion non-resonant mode for the most likely source of the foreshock waves, since this mode excites the waves in the opposite direction to the ion beam (i.e. toward the shock). Furthermore, the dispersion relations in Fig. 1 prefers the right-hand mode, as the dispersion branch is connected beyond the ion cyclotron frequency and the curves of the dispersion relation are reminiscent of the magnetosonic/whistler mode. This justifies the first stage of our hypothesis that the right-hand

---

Fig. 5. Superposed plot of dimensionless cross helicity in the wave number domain.

Fig. 6. Histogram of wave numbers corresponding to maximum cross helicity.

Fig. 7. Maximum cross helicity plotted versus \( \beta_i \). The horizontal bars in gray represent the error of \( \beta_i \) (standard deviation).
resonant instability is the most likely source for the primary waves.

4.2 Parametric instabilities

It is interesting that the cross helicity is almost arbitrary between 0 and 1 at various values of $\beta_i$. This cannot be explained by a simple picture of the parametric instabilities as proposed in the hypothesis. Spangler et al. (1997) argue on the basis of the frequency spectra that the evidence for the decay instability was only rarely present, but be present when the theoretical growth rate is high. Therefore it is not decided yet if the parametric instability really occurs in the foreshock, but here we summarize possible explanations about the reason why the parametric instability model fails.

1. The $\beta$-dependence is altered if kinetic effects are included (Mjølhus and Wyller, 1988; Spangler, 1989; Vasquez, 1995; Araneda, 1998; Bugnon et al., 2004; Nariyuki and Hada, 2006b). For example, Vasquez (1995) argues that the right-hand polarized wave is also subject to the decay instability even in the high-$\beta$ regime.

2. The existence of broadband waves or inhomogeneity of the background medium may be important as well. A different kind of instability process may exist when the parent wave is not monochromatic but a mixture of side-band waves (Nariyuki and Hada, 2007).

3. While the models of the parametric instabilities are usually discussed in the one-dimensional context (e.g. variations only in the x-direction), the waves may be unstable in the y-, or z-directions like wave refraction (Mjølhus and Hada, 1990; Vinaz and Goldstein, 1991; Laveder et al., 2002).

4. In the present paper we used only the ion measurements for estimating $\beta$. The ratio of the electron to the proton temperature is, however, typically between 1 and 4 in the solar wind (Newbury et al., 1998), thus inclusion of the electron temperature effect could increases the estimated values of $\beta$.

5. Steepened waves or even discontinuities such as shocklets may have been decomposed into forward and backward waves. In this picture the number of the steepened wave is more important than the the parametric instabilities.

6. Furthermore, the waves that already exist in the solar wind should be taken into account. For example, the Alfvén waves coming from the sun may have been counted in our study, which results in a smaller value of the cross helicity. From this point of view, the foreshock observations should be further classified into the fast and the slow solar wind intervals.

Our study is based on the second order moments such as the energy and the cross helicity. It is worthwhile to note that the direct evidence of the parametric instabilities can be achieved only by determining higher order moments, e.g. 3 wave field correlation at different frequencies and wave numbers is able to examine the three wave interaction process (Dudok de Wit et al., 1999). This kind of analysis method is currently developed to apply to the multi-point measurements.

Also, one needs to identify on what scales the dissipation effect is operating, as both the backward propagating waves and the dissipation of the forward propagating waves tend to reduce the cross helicity. For this purpose, careful
investigations of the energy spectra both in the frequency and in the wave number domain would be of some help. Thanks to the recent instrumentation providing high time resolution in the field measurements, the dissipation of the energy should be visible in the frequency spectra, but one cannot obtain the exact spatial scales. But combining the frequency and the wave number spectra would enable one to determine the dissipation scales.

5 Conclusions

We have used data analysis from 32 Cluster crossings of the foreshock to show that there are a variety of wave populations in the foreshock. Some propagate in the direction of the ion beam away from the shock, and some propagate in the opposite direction. Also some waves follow the dispersion branch for the magnetosonic/whistler mode, and some deviate from the dispersion branch. The first stage of the foreshock wave evolution is realized by the ion/ion right-hand resonant instability. The ion beams originating in the specular particle reflection are indeed the ultimate source for the foreshock wave. However, it is not clear what really happens at the second stage. The origin of the backward propagating waves is still an unsolved problem. Nevertheless, The higher order statistics will be a powerful tool to identify the wave-wave interactions, where the frequency and the wave number resonance conditions can be directly investigated.

Appendix A

Derivation of Eq. (6)

We consider a constrained optimization problem minimizing the cost matrix

\[ C = W^\dagger M W + \lambda \left( W^\dagger H - I \right). \]  

(A1)

The first term on the right-hand side denotes the cross spectral density matrix \( E \) in the frequency and the wave number domain, and the second term denotes a constraint. \( M \) is the cross spectral density matrix for all the measured variables at frequency \( \omega \)

\[ M(\omega) = \frac{1}{\Delta \omega} \begin{pmatrix} \langle b_{1x} b_{1x}^* \rangle & \langle b_{1x} b_{1y}^* \rangle & \cdots & \langle b_{1x} b_{4z}^* \rangle \\ \langle b_{1y} b_{1x}^* \rangle & \langle b_{1y} b_{1y}^* \rangle & \cdots & \langle b_{1y} b_{4z}^* \rangle \\ \vdots & \vdots & \ddots & \vdots \\ \langle b_{4z} b_{1x}^* \rangle & \langle b_{4z} b_{1y}^* \rangle & \cdots & \langle b_{4z} b_{4z}^* \rangle \end{pmatrix} \]  

(A2)

\( W \) is the weight matrix subject to

\[ W^\dagger H = I \]  

(A3)

See Eq. (9) for the definition of \( H \) (the steering matrix). This constraint imposes a unit gain of the wave amplitude for every pair of the frequency and the wave number, while the weights are chosen to minimize the output from all other portions of the spectrum. \( \lambda \) is the Lagrangian multiplier \( \lambda \).

This optimization problem can be solved analytically, yielding the weight matrix

\[ W(\omega, k) = \frac{M^{-1} H}{H^\dagger M^{-1} H}. \]  

Therefore \( E \) is given as

\[ E(\omega, k) = W^\dagger M W \]  

\[ \left[ H^\dagger M^{-1} H \right]^{-1} \]  

(A5)

In addition, we put the second constraint for the divergence-free magnetic field, which results in the replacement

\[ H \rightarrow HV, \]  

(A6)

where \( V \) is defined in Eq. (10). This gives the estimator for the cross spectral density matrix as presented in Eq. (6).
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