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Abstract: Knowledge Distillation (KD), which transfers the knowledge from a teacher to a student network by penalizing their Kullback–Leibler (KL) divergence, is a widely used tool for Deep Neural Network (DNN) compression in intelligent sensor systems. Traditional KD uses pre-trained teacher, while self-KD distills its own knowledge to achieve better performance. The role of the teacher in self-KD is usually played by multi-branch peers or the identical sample with different augmentation. However, the mentioned self-KD methods above have their limitation for widespread use. The former needs to redesign the DNN for different tasks, and the latter relies on the effectiveness of the augmentation method. To avoid the limitation above, we propose a new self-KD method, Memory-replay Knowledge Distillation (MrKD), that uses the historical models as teachers. Firstly, we propose a novel self-KD training method that penalizes the KD loss between the current model’s output distributions and its backup outputs on the training trajectory. This strategy can regularize the model with its historical output distribution space to stabilize the learning. Secondly, a simple Fully Connected Network (FCN) is applied to ensemble the historical teacher’s output for a better guidance. Finally, to ensure the teacher outputs offer the right class as ground truth, we correct the teacher logit output by the Knowledge Adjustment (KA) method. Experiments on the image (dataset CIFAR-100, CIFAR-10, and CINIC-10) and audio (dataset DCASE) classification tasks show that MrKD improves single model training and working efficiently across different datasets. In contrast to the existing fancy self-KD methods with various external knowledge, the effectiveness of MrKD sheds light on the usually abandoned historical models during the training trajectory.
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1. Introduction

Despite the appealing performance of the Deep Neural Networks (DNNs), as their parameter size grows dramatically and consumes enormous computational resources [1–3], there is a trend to use light but powerful models [4–7] to match the low-performance sensor devices. With a carefully designed supernet space and model searching strategy, Neural Architecture Search (NAS) techniques [8,9] can find proper models to fit various hardware and sensor requirements (flops, memory).

Knowledge Distillation (KD) [10] is also a popular technique that has been investigated quite intensively for model compression recently. KD compressed the knowledge from the teacher model, which is a larger model or a set of multiple models, to a single small student model. The teacher model is trained stand-alone beforehand. In the procedure of student training, the teacher model’s parameters are frozen, and the Kullback–Leibler (KL) divergence loss between their output probabilities is penalized. KD is applied to various tasks. Cho et al. [11] used group sparsity regularization to improve student learning. Park et al. [12] introduced channel and spatial correlation loss and the adaptive Cross-Entropy (CE) loss for applying KD to semantic segmentation problem. Choi et al. [13]...
investigated KD on serial number recognition task and applied the Bayesian optimization method to automatically tune KD’s hyper-parameters. Chechlinski et al. [14] develop a light system for weeds and crops identification with KD.

Besides model compression, KD can also improve network training, such as multiple models collaborative learning [15–17], and single model self-KD [18–21]. Zhang et al. [18] proposed a self-KD method that divides a single network into several sections and the knowledge in the deepest classifier of the network is squeezed into the shallower ones. Xu et al. [20] designed a more elegant self-KD mechanism to transfer knowledge between different augmented versions of identical training data. As an online training method, Self-KD is more suitable for applications on intelligent sensors with limited memory and computational resources than the two-stage traditional KD method, which needs to train a cumbersome teacher beforehand. However, the mentioned self-KD methods above have their limitation for widespread use. Multi-branch KD methods [18,21] need to redesign the DNN for different tasks, and the data-distortion methods [20,22] rely on the effectiveness of the augmentation method.

The motivation of this article is to try to provide a universal KD approach that can be combined with different DNNs and applied to different tasks with no extra modification. The proposed self-KD method is called Memory replay Knowledge Distillation (MrKD), illustrated in Figure 1 above. No extra model [15,16] or structure [18] is required in our strategy: the knowledge is distilled from the model backups during the training trajectory. The method is based on the assumption that a student can be improved by reflecting on his own experience. In the training session, \(n\) model backups are used as teachers. In every \(\kappa\) steps during the training procedure, the network backup \(n'\) parameter \(\hat{\theta}_{n'}\) is updated as backup \(n - 1\), while \(\hat{\theta}_{n-1}\) is updated as \(\hat{\theta}_{n-2}\), and so on. Finally, \(\hat{\theta}_1\) is updated as the current model parameters \(\theta\). Besides the traditional supervised learning CE loss, the averaged KL loss between the current and the backup models will also be penalized for regularizing the model to a more general solution. In the test session, since the label information is unknown, the auxiliary KL loss with the corrected logits is abandoned. The network predicts test data similar to a regularly trained network.

This model backup strategy is rarely used in conventional supervised learning but is a common practice in the Deep Reinforcement Learning (DRL) method [23] for the target network renewal. By offering a stable temporal q-value for the current network training, the target network design is critical to DRL for achieving a robust network and surpassing human-level control on Atari games. Similarly, in the supervised learning problem, the whole stochastic gradient descent (SGD) training procedure can be regarded as a Markov Chain trajectory sampled from a dynamic transition distribution parameterized by learning rate, mini-batch size, sampling order, and the model weight initialization [24]. The diverse distribution of the model backup \(\kappa\) steps ago can be an informational reference for the model to achieve a more general minimum.

Although it is convenient to use the training trajectory model backups as teachers, these teachers have obvious flaws comparing to multiple model methods [15,16]: inaccuracy and similarity. As we mentioned above, since the teachers are historical model backups that are inevitably worse than the current student, the plain MrKD method may degrade the student learning. Furthermore, because the teachers and the student belong to the same training procedure, their similarity would also deteriorate the performance.

To relieve the disadvantages of MrKD above, we ensemble the backup teachers by a simple Fully Connected Network (FCN). As Figure 1 shows, by ensembling the backup output logits, the FCN acts as the new teacher for the current student network training. The student is trained with the CE loss and KL loss as MrKD, whereas the FCN is only trained by the KL loss. The ensembling output is usually more accurate than the backup outputs. Meanwhile, by re-processing the backup logits, FCN can decouple the similarity between backups and the current student. In conclusion, MrKD-FCN can alleviate the inaccuracy and similarity problems of MrKD. Additionally, we introduce the Knowledge Adjustment (KA) [25] method to assure the maximum of each teacher logit is reached.
at ground truth label by swapping the value of the ground truth with the value of the predicted class.

The contributions of this work are summarized as follows:

1. We propose a new self-distillation method, MrKD, which distills knowledge from the training trajectory model backups. By FCN ensembling and Knowledge Adjustment, MrKD offers reliable knowledge to improve the generalization of current training network.

2. The Knowledge Adjustment method was originally used in static teacher-student KD methods. For the first time, we apply KA in self-KD to reduce the misleading risk of the imperfect teacher.

3. The proposed methods are evaluated exhaustively on image classification datasets (CIFAR-100, CIFAR-10 [26], and CINIC-10 [27]) with various networks (ResNet [1], WideResNet [28], ResNeXt [29]). We also conduct MrKD on audio datasets DCASE’18 acoustic scene classification (ASC) [30] and DCASE’20 Low Complexity ASC [31]. Our experiments demonstrate that MrKD can help improve model training across different network architectures and different datasets consistently.
The remainder of the paper is organized as follows. In Section 2, we briefly review the related work, and Section 3 describes the MrKD method. Section 4 shows the experimental results, and Section 6 summarizes the whole work.

2. Related Work

Self-Knowledge Distillation: Furlanello et al. [15] proposed a Born Again Network (BAN) that a teacher parameterized identically to the student can improve student training significantly. For the next iteration of training, the trained student is set as the teacher. However, the recurrent distillation of BAN requires high computation and storage costs. Zhang et al. [18] divided a single network into several branches connected with extra bottlenecks and densely connected layers to comprise multiple classifiers. Then the deepest classifier acts as a teacher to guide the shallower branches learning by KL loss. Their study of self-KD is promising; they claimed that the teacher branch improves the shallower sections’ learning features. Ref. [21] deepened the shallower section’s bottleneck classifier and applied mutual learning distillation instead of the teacher-student method and achieve better performance. This improvement of MSD indicates that the self-distillation method can be regarded as a Deep Mutual Learning (DML) [16] method of four peers with different low-level weight sharing. We evaluate four-model DML directly and found comparable results. Except with fewer parameters, this self-distillation method [18] can also be regarded as a multi-model KD method as DML. These network remodeling or model ensembling methods [18,32,33] have the limitation of generalization and flexibility.

Furthermore, there are other types of self-KD methods that do not need extra model peers; we roughly categorize them as data-based and model backup-based self-KD. Data-based self-KD tried to regularize the model output consistency of similar training samples, such as augmented data and original data [22], or samples from the same classes (CS-KD [19]). However, the former method relies on the augmentation method’s efficacy, and the latter needs a carefully designed training procedure. The model backup-based self-KD is introduced in the next paragraph.

KD with historical models: Ref. [34] revealed that larger models are not making good teachers because of capacity mismatching: small students cannot mimic large teachers. To alleviate the capacity mismatching problem, Ref. [35] introduces multi-step KD, which uses an intermediate-sized model (teacher assistant) to bridge the gap between the student and teacher. Route Constrained Optimization (RCO) [36] supervises the student model with some anchor points selected from the route in parameter space that the teacher pass by, instead of the converged teacher model. Our MrKD method extracts the anchor points progressively from the student itself during the training. Inspired by the fact that averaging model weights over training steps tend to find a flatter solution [37], the Mean Teacher [38] method distilled the knowledge from a teacher that averages successive steps model weights and improved the performance of semi-supervised tasks. Ref. [39] fine-tuned the BERT model in Natural Language Processing problems by distilling the knowledge of the averaged weight parameter of κ recent steps. The recent time steps historical model KD can help semi-supervised learning or model fine-tuning but scarcely improve common classification problems.

As Figure 2b shows, Kim et al. [40] proposed Self-KD, which progressively distills a model’s own knowledge one epoch ago to soften hard targets during training. Their work also used the historical model, except that they use the historical model output to smooth the one-hot ground truth instead of being a standalone teacher. Self-KD fixed the update frequency κ to one epoch, while MrKD reveals that the model backups far away from the current training can regularize supervised learning effectively. A properly tuned κ can effectively improve the performance of MrKD.
Figure 2. Simplified graphical illustration for different self-knowledge distillation methods. (a) Class-wise self-Knowledge Distillation [19]; (b) self-Knowledge Distillation [21]; (c) memory replay Knowledge Distillation.

Summary: Some of the typical KD methods mentioned above are summarized in Table 1 with their implementation and computation complexity. MrKD has advantages in every aspect. Firstly, as an online KD method, MrKD does not need to pre-train a teacher. Secondly, since MrKD uses its own historical models, the parameters engaged do not need to be doubled as other KD methods rely on peer output. Thirdly, MrKD only adjusts some training procedures; the model structure is untouched. Finally, compared to the collaborative KD method (DML and MSD), MrKD is a single model knowledge method learning from its own backups; thus, MrKD only needs one backward propagation in one training step. Overall, as a self-KD method, MrKD has many advantages for application and is worthy of further study.
Table 1. Summary of different Knowledge Distillation (KD) methods in implementation and computation complexity. Note that we adopt ‘f’ and ‘b’ as units to indicate the forward propagation and backward propagation time of the student network. The results are shown with only one teacher (Born Again Network—BAN and Memory-replay Knowledge Distillation—MrKD), peer (Deep Mutual Learning—DML), or branch (MSD).

| KD Method | Need Pre-Trained Teacher | Need Model Redesign | #Parameters Engaged | Training Time | Test Time |
|-----------|--------------------------|---------------------|---------------------|--------------|----------|
| BAN [15]  | Yes                      | No                  | 2×                  | 2f + 1b      | 1f       |
| DML [16]  | No                       | No                  | 2×                  | 2f + 2b      | 1f       |
| MSD [21]  | No                       | Yes                 | 1.75×               | 2f + 2b      | 1f       |
| MrKD      | No                       | No                  | 1×                  | 2f + 1b      | 1f       |

3. Method

In this section, we first formulate the traditional knowledge distillation method (Section 3.1). Next, we introduce the plain self-knowledge distillation method using historical models as teachers in Section 3.2. Then, we improve it by reprocessing the model output logits with a fully connected network (Section 3.3) and knowledge adjustment (Section 3.4). Finally, we summarize our proposed full MrKD method in Section 3.5.

3.1. Knowledge Distillation

We consider a standard classification problem. Given a training dataset \( D = \{ (x^i, y^i) \}_{i=1}^{N} \), where \( x^i \) is the \( i \)-th sample from \( M \) classes and \( y^i \in \{1, 2, \ldots, M\} \) is the corresponding label of sample \( x^i \), the parameters \( \theta \) of a deep neural network (DNN) that best fit to the dataset need to be determined.

The softmax function is employed to calculate the \( m \)-th class probability from a given model:

\[
p_m(\theta; \tau) = \frac{\exp(z_m(\theta)/\tau)}{\sum_{i=1}^{M} \exp(z_i(\theta)/\tau)}.
\]

(1)

Here \( z_m(\theta) \) is the \( m \)-th logit output of the model’s fully connected layer. \( \tau \) indicates the temperature of softmax distribution normally set to 1 in traditional cross-entropy loss but greater than 1 in knowledge distillation loss [10]. A larger \( \tau \) means a softer probability distribution that reveals more detail than a hard softmax output (\( \tau = 1 \)).

Firstly, for \( M \)-class classification, the traditional cross-entropy loss of a sample is as follows:

\[
L_{CE}(p(\theta; \tau = 1), q) = -\sum_{m=1}^{M} q_{m} \log(p_m(\theta; \tau = 1)),
\]

(2)

where \( q_m \) is the \( m \)-th element of one-hot label vector \( q \). Note that the temperature \( \tau \) is set to 1.

In the KD method, a teacher network is trained beforehand. The parameter of the pre-trained teacher is then frozen, and only forward-propagation is conducted during the student training. The teacher outputs a corresponding logit \( z^i \). To transfer the knowledge from the teacher model to the student, KL Divergence between their output probabilities is penalized:

\[
L_{KL}(p(\theta^t; \tau)||p(\theta; \tau)) = \sum_{m=1}^{M} p_m(\theta^t; \tau) \log \left( \frac{p_m(\theta^t; \tau)}{p_m(\theta; \tau)} \right).
\]

(3)

Here the temperature \( \tau \) is a hyper-parameter need to be tuned, and the \( p_m(\theta^t; \tau) \) is obtained by Equation (1) with \( z_m(\theta^t) \). During training, the KD method calculates the sum of two losses above with a hyper-parameter \( \alpha \):

\[
L_{KD} = (1 - \alpha) \times L_{CE}(p(\theta; \tau = 1), q) + \alpha \times \tau^2 \times L_{KL}(p(\theta^t; \tau)||p(\theta; \tau)),
\]

(4)
where $\tau^2$ is a factor in ensuring that the relative contribution of the ground-truth label and teacher output distribution remains roughly unchanged [10].

### 3.2. Knowledge Distillation with Historical Models

Unlike the traditional KD method above, the historical models during the training trajectory can also help the current model training. Figure 3 shows the plain self-knowledge distillation method without using the other two components. In every $\kappa$ steps during the training, the backup model weights $\hat{\theta}$ will be updated to the current model $\theta$. The identical structure model with parameter $\hat{\theta}$ is used as a teacher in Equation (4). Thus, the plain MrKD loss is:

$$L_{MrKD-plain} = (1 - \alpha) \times L_{CE}(p(\theta; \tau = 1), q) + \alpha \times \tau^2 \times L_{KL}(p(\hat{\theta}; \tau)||p(\theta; \tau)).$$

The proposed method can extend to $n$ memory copies $\hat{\theta}^1, \ldots, \hat{\theta}^n$, with $\kappa$ training steps interval. The KL loss in Equation (5) is substituted as:

$$L_{KL}(p(\hat{\theta}^1; \tau), \ldots, p(\hat{\theta}^n; \tau)||p(\theta; \tau)) = \frac{1}{n} \sum_{i=1}^{n} L_{KL}(p(\hat{\theta}^i; \tau)||p(\theta; \tau)).$$

The training procedure is shown in Algorithm 1. With every $\kappa$ steps, all the model copies’ parameters $\hat{\theta}^1, \ldots, \hat{\theta}^n$, are updated recursively. In each step, a mini-batch $d$ is sampled and fed into the current model and its copies. With the models’ logit outputs $z(\theta), z(\hat{\theta}^1), \ldots, z(\hat{\theta}^n)$, we can get the probabilities of mini-batch $d$ by Equation (1). Then the loss is calculated by Equation (5). Finally, the current model parameters $\theta$ are updated by SGD as Equation (7). Note that this algorithm can benefit from multiple GPU training. If $n+1$ GPUs are available, where $n$ is the number of copies, distributed forward pass can
be implemented for n+1 models, then the training time will be identical to the standard training method.

Algorithm 1 Self-Knowledge Distillation with Historical Models

Require: training set D, learning rate $\lambda$, kd loss ratio $\alpha$, copy step interval $\kappa$, copy amount $n$, temperature $\tau$, total training steps $T$

Initialize: model parameters $\theta$, $\hat{\theta}_1$, ..., $\hat{\theta}_n$

for $t = 1, \ldots, T$ do
   if $(t \mod \kappa) == 0$ then
      for $i = n, \ldots, 2$ do
         $\hat{\theta}_i := \hat{\theta}_{i-1}$
      end for
      $\hat{\theta}_1 := \theta$
   end if
   Sample a mini-batch of data $d$ from D
   Feed $d$ to networks $\theta$, $\hat{\theta}_1$, ..., $\hat{\theta}_n$, and get the logits $z(\theta)$, $z(\hat{\theta}_1)$, ..., $z(\hat{\theta}_n)$
   Compute the predictions $p(\theta; \tau=1)$, $p(\theta; \tau)$, $p(\hat{\theta}_1; \tau)$, ..., $p(\hat{\theta}_n; \tau)$ by Equation (1)
   Compute loss $L_{MrKD-plain}(\theta)$ by Equation (5)
   Update $\theta$ with SGD
   \[
   \theta := \theta - \lambda_t \frac{\partial L_{MrKD-plain}}{\partial \theta}
   \] (7)
end for

Output: $\theta$

3.3. Fully Connected Network Ensemble

In MrKD-plain, the historical models, which are inevitably worse than the current student, have the risk of degrading the student learning. Moreover, because the teachers and the student belong to the same training procedure, the similarity between them would also deteriorate the performance.

Overall, to deal with the inaccuracy and similarity issue of plain MrKD, we introduce the FCN ensemble. Instead of adopting the training trajectory models’ outputs as teachers directly in the previous section, the backup output logits $\hat{z}_1$, $\hat{z}_2$, ..., $\hat{z}_n$ with size $M \times 1$ are concatenated as a single $nM \times 1$ feature vector and fed into a two-layers FCN. As Figure 4 shows, the FCN can further process the information that backups offered and output the ensembled logit $\hat{z}_{ens}$.

The parameter sizes of the two layers including the bias are $(nM + 1) \times M$, $(M + 1) \times M$ respectively, where $M$ is the number of classes. Thus, the total parameter number is $(nM + 1) \times M + (M + 1) \times M$. For example, on the CIFAR-100 dataset which the class number $M$ is 100, and with $n$ set to 3, the parameter size of FCN is 420. This small parameter number is negligible comparing to the main deep neural networks, which always have millions or billions of parameters. Thus, the FCN procedure consumes negligible computational resources than the plain MrKD method.
3.4. Knowledge Adjustment

To further improve the teacher probability distribution, we adopt the Knowledge Adjustment (KA) [25] method. Given the output $z_{\text{ensemble}}(\phi)$ of FCN, KA swaps the value of ground truth (the theoretical maximum) with the value of predicted class (the predicted maximum) and obtains the corrected logit $z_{\text{correct}}(\phi)$. As shown in Figure 5 below, KA assures the maximum of each logit is reached at the ground truth label.

The KA method was originally used in static teacher-student KD methods for model compression, where the teacher is pre-trained. Since the teacher always has a larger capacity and is well trained before teaching the student learning. The teacher tends to overfit the training set and rarely makes mistakes on it. Thus, KA helps marginally on the traditional KD training. For online knowledge distillation like our method, where the teacher accuracy is growing up as the student in the training procedure, the miss
classification issue is more serious. In this case, KA is more critical to reduce the misleading risk of the imperfect teacher.

3.5. Memory Replay Knowledge Distillation

Over all, the total loss of MrKD with FCN and KA is as follows:

\[
L_{\text{MrKD}} = (1 - \alpha)L_{\text{CE}}(p(\theta; \tau = 1), q) + \alpha \times \tau^2 L_{\text{KL}}(p_{\text{correct}}(\phi; \tau)||p(\theta; \tau)),
\]

where \(p_{\text{correct}}(\phi; \tau)\) is the soft target of \(z_{\text{correct}}(\phi)\) obtained by Equation (1). Additionally, the parameter \(\phi\) for FCN is also trained by the second term of Equation (8).

The training procedure of our proposed MrKD with Fully Connected Network and Knowledge Adjustment is shown in Algorithm 2. The different part comparing to Algorithm 1 is highlighted in bold. With the backups’ logit outputs \(z(\theta), z(\hat{\theta}^1), \ldots, z(\hat{\theta}^n)\), we can get the ensembled logit \(z_{\text{ensemble}}(\phi)\). Then the \(z_{\text{correct}}(\phi)\) is obtained by Knowledge Adjustment refer to ground truth label \(p\). Based on the logit values, we can get the probabilities \(p(\theta; \tau = 1), p(\theta; \tau), p_{\text{ensemble}}(\phi; \tau)\) of mini-batch \(d\) by Equation (1) and the loss is calculated by Equation (8). Finally, the current model parameters \(\theta\) and the FCN parameter \(\phi\) are updated by SGD as Equations (9) and (10) respectively. Note that this algorithm can still benefit from multiple GPU training as mentioned in Section 3.2.

**Algorithm 2 Memory Replay Knowledge Distillation**

**Require:** training set \(D\), learning rate \(\lambda_t\), kd loss ratio \(\alpha\), copy step interval \(\kappa\), copy amount \(n\), temperature \(\tau\), total training steps \(T\)

**Initilize:** model parameters \(\theta, \hat{\theta}_1, \ldots, \hat{\theta}_n, \phi\)

for \(t = 1, \ldots, T\) do

if \((t \mod \kappa) == 0\) then

for \(i = n, \ldots, 2\) do

\(\hat{\theta}_i := \hat{\theta}_{i-1}\)

end for

\(\hat{\theta}_1 := \theta\)

end if

Sample a mini-batch of data \(d\) and label \(p\) form \(D\)

Feed \(d\) to networks and get logits \(z(\theta), z(\hat{\theta}^1), \ldots, z(\hat{\theta}^n)\)

Feed \(z(\hat{\theta}^1), \ldots, z(\hat{\theta}^n)\) to Fully Connected Network and get logits \(z_{\text{ensemble}}(\phi)\)

Correct the value \(z_{\text{ensemble}}(\phi)\) to \(z_{\text{correct}}(\phi)\) refer to label \(p\) by Knowledge Adjustment method

Compute the predictions \(p(\theta; \tau = 1), p(\theta; \tau), p_{\text{ensemble}}(\phi; \tau)\) by Equation (1)

Compute loss \(L_{\text{MrKD}}(\theta)\) by Equation (8)

Update \(\theta\) and \(\phi\) with stochastic gradient descent:

\[
\theta := \theta - \lambda_t \frac{\partial L_{\text{MrKD}}}{\partial \theta}
\]

\[
\phi := \phi - \lambda_t \frac{\partial L_{\text{MrKD}}}{\partial \phi}
\]

end for

**Output:** \(\theta\)
4. Experiments

In this section, we conduct experiments to evaluate MrKD on five datasets for image and audio classification: CIFAR100, CIFAR10 [26], CINIC10 [27] DCASE’18 ASC [30] and DCASE’20 Low Complexity [31]. For a fair comparison, all results on the same dataset are obtained with the identical setting. We implement the networks and training procedures in PyTorch and conduct all experiments on a single NVIDIA TITAN RTX GPU. Besides baseline and MrKD, we also provide the results of two peer self-knowledge distillation methods, self-KD [40] and MSD [21], that are introduced in Section 2.

4.1. CIFAR-100

The CIFAR-100 [26] dataset consisted of 50,000 training images and 10,000 test $32 \times 32$ color images in 100 classes, with 600 images per class in total. A random horizontal flip and crop with 4 pixels zero-padding were carried out for data augmentation in the training procedure. The networks used below were implemented as their official papers for $32 \times 32$ images, including ResNet [1], WideResNet [28], ResNeXt [28]. See Figure 6.

For all runs, including the baselines, we trained a total epoch of 200, with batch size 128. The initial learning rate of 0.1 decreased to zero with linear annealing. The SGD optimizer was used with a weight decay of 0.0001, and momentum was set to 0.9. We averaged the last epoch results of four runs for all presented results because choosing the best epoch results was prone to benefiting unstable and oscillating configurations.

Experimental results are shown in Table 2. The best result for every network is in bold. It can be observed in Table 2 that MrKD improved the baseline consistently. With historical model teachers’ knowledge, MrKD decreased the error rate from 1.03% to 1.96% on the CIFAR100 test set. Although MSD obtained competitive results for some networks, we argue that MSD was a multi-branch method that needed to redesign each of the networks. On the other hand, self-KD, which smoothed the one hot label by a historical teacher, reduced the error rate not as significantly as MSD and MrKD.

### Table 2. Test error rate comparison on CIFAR-100 [26] dataset (mean($\pm$ standard deviation), in %).

| Model                  | #Parameter | Baseline       | Self-KD [40]       | MSD [21]      | MrKD          |
|------------------------|------------|----------------|--------------------|---------------|---------------|
| ResNet-32 [1]          | 0.5M       | 30.08 ($\pm$0.57) | 28.15 ($\pm$0.28)  | 28.31 ($\pm$0.18) | 28.12 ($\pm$0.27) |
| ResNet-56              | 0.9M       | 27.76 ($\pm$0.24) | 26.24 ($\pm$0.35)  | 26.18 ($\pm$0.27) | 26.23 ($\pm$0.16) |
| ResNet-110             | 1.7M       | 25.79 ($\pm$0.44) | 24.91 ($\pm$0.62)  | 25.38 ($\pm$0.35) | 24.76 ($\pm$0.15) |
| ResNet-164             | 1.7M       | 23.46 ($\pm$0.31) | 21.85 ($\pm$0.33)  | 21.72 ($\pm$0.22) | 22.12 ($\pm$0.21) |
| WRN-16-8 [28]          | 11.0M      | 20.35 ($\pm$0.37) | 19.33 ($\pm$0.51)  | 19.34 ($\pm$0.18) | 19.12 ($\pm$0.16) |
| WRN-28-10              | 36.5M      | 19.60 ($\pm$0.22) | 18.71 ($\pm$0.35)  | 18.56 ($\pm$0.16) | 18.32 ($\pm$0.09) |
| ResNeXt-29, 8×64d [29] | 34.5M      | 18.57 ($\pm$0.24) | 17.55 ($\pm$0.31)  | 17.46 ($\pm$0.25) | 17.23 ($\pm$0.18) |

Influence of each component: We empirically demonstrate the influence of MrKD with each component. Table 3 shows that the plain historical model distillation without FCN ensemble and Knowledge Adjustment could improve the networks from 0.6% to 1.2%. The FCN ensemble could decrease the error rate further by around 0.4–0.7%. Finally,
compared to MrKD without KA, the full MrKD method showed more improvement when the networks went deeper. We argue that a deeper network was more sensitive to the correctness of the teacher distribution. Thus ResNet-164 and WRN-28-10 benefited more from KA than their shallower siblings.

Table 3. Test error rate comparison on CIFAR-100 [26] dataset with different components. The ‘w/o’ stands for ‘without’.

| Model      | #Parameter | Baseline | MrKD w/o FCN and KA | MrKD w/o KA | MrKD |
|------------|------------|----------|---------------------|-------------|------|
| ResNet-32  | 0.5M       | 30.08    | 28.85               | 28.17       | 28.12|
| ResNet-56  | 0.9M       | 27.76    | 26.74               | 26.02       | 26.23|
| ResNet-110 | 1.7M       | 25.79    | 25.17               | 24.79       | 24.76|
| ResNet-164 | 1.7M       | 23.46    | 22.85               | 22.46       | 22.12|
| WRN-16-8   | 11.0M      | 20.35    | 19.63               | 19.24       | 19.12|
| WRN-28-10  | 36.5M      | 19.60    | 19.01               | 18.58       | 18.32|

Update frequency $\kappa$: The critical hyper-parameter for the MrKD method was the model backups’ update frequency $\kappa$. Following the setting in Section 3.1, we evaluated MrKD with different $\kappa$ on the CIFAR-100 dataset within the range of $\{1/391, 4/391, 10/391, 40/391, 0.25, 1, 2.5, 10, 25, 50, 100, 200\}$. Note that the unit of $\kappa$ was the epoch. As the batch size we set was 128 on CIFAR-100, the total iteration of an epoch was 391; thus, the $\kappa = 10/391$ meant we updated the copies every 10 steps, and $\kappa = 200$ means that we never updated the copies during the 200 epochs training. Overall, the range selected above covered the frequency from updating in each step to never renewing the copies during the whole training procedure. The widest range allowed us to observe the influence of update frequency $\kappa$ thoroughly. The control variates method was used below to show the result, which meant that we set other hyper-parameters to the optimal value except for the one we wanted to evaluate.

In Figure 7, we can see that if the step interval of the model backups was quite small, the error rate rose because the copy was too similar to the current model, then the regularization would not be helpful and may stumble the current model from learning. On the other hand, if the step was too large, the copies would be worse and lagging, then MrKD would also mislead and destabilize the learning. In conclusion, two ambivalent factors influenced the performance of MrKD while $\kappa$ was changing: accuracy and diversity. For high accuracy, we needed to be updated the copies frequently, while for diversity, the copies needed to be far from the current model.

The shallower model (ResNet56) was relatively insensitive to $\kappa$. On ResNet110 and ResNet164, we can see clearly in Figure 7 that the optimum value of $\kappa$ was 25. The short standard deviation bars indicated that the optimal values were very stable. These optimal values of $\kappa$ were out of our expectation because updating copies every 25 epochs meant more than a 10% rise of training error than the current model. The large update step interval indicated that diversity was more important than accuracy.

Copy amount $n$: Figure 8 demonstrates the influence of more model backups being available. For ResNet-110 and ResNet-164, the performance gain was saturated with around three historical models. However, on shallower networks ResNet-56, more improvement was obtained with five copies. A similar trend could be found from multiple model distillation methods [15–17]. As our experiments showed in Sections 4.1–4.3, setting copies to three was a reasonable choice that could achieve significant improvement, yet, for shallower networks, more than three copies were worth trying for further improvement if computation resources were sufficient.
Figure 7. Performance on CIFAR-100 with different update frequency $\kappa$.

Figure 8. Performance on CIFAR-100 with different copy amount $n$.

Fully Connected Network: For the Fully Connected Network, we only used the KL loss to update the parameters. Table 4 shows the loss options. Compared to the baseline, the plain CE loss improved the least. The KL loss between the FCN output and the model output decreased the error rate by 0.3% to 0.5%. The combination of CE and KL loss obtained similar results as KL loss only. We used the KL loss for ensembling only as of the online KD methods [41,42].
Table 4. Test error rate comparison on CIFAR-100 [26] with different loss setting (mean (± standard deviation), in %).

| Model      | Parameter | Baseline | CE loss  | KL loss  | CE+KL loss |
|------------|-----------|----------|----------|----------|------------|
| ResNet-56  | 0.9 M     | 27.96 (±0.42) | 26.64 (±0.15) | 26.33 (±0.16) | 26.42 (±0.16) |
| ResNet-110 | 1.7 M     | 25.97 (±0.39) | 25.21 (±0.23) | 24.76 (±0.15) | 24.89 (±0.14) |
| ResNet-164 | 1.7 M     | 23.66 (±0.31) | 22.55 (±0.25) | 22.12 (±0.21) | 22.02 (±0.16) |

To determine the depth of FCN, we evaluated different layers for CIFAR-100 classification. Note that layers = 0 indicates the logits were averaged evenly with no parameter in FCN. As illustrated in Figure 9, MrKD achieved the optimal improvement when layer number equals two. With fewer layers, the FCN was too simple to conduct the model copy logits. With the network going too deep, the FCN was prone to overfit the training set and impair the performance of MrKD.

Figure 9. Performance of MrKD on CIFAR-100 with different depth FCN.

4.2. CIFAR-10 and CINIC-10

In CIFAR-10 [26] dataset experiments, the official divide of training data and test data was used, consisting of 50,000 images and 10,000 images, respectively, with a resolution of 32 × 32. As Figure 10 shows, the CINIC-10 [27] dataset was an extended version of CIFAR-10. It contained all images from the CIFAR-10 dataset and derived 210,000 images downsampled to 32 × 32 from the ImageNet dataset. Like CIFAR-100 implementation, a random horizontal flip and crop with four pixels zero-padding was for the training set. For CIFAR-10 and CINIC-10, we used the same hyper-parameters as on CIFAR-100 to keep universality. We believed that there would be better results on both datasets through a thorough search than we report in this paper.

Tables 5 and 6 show similar improvements as in Table 2. MrKD improved the network error rates of CINIC-10 from 0.70 % to 1.24% and improved CIFAR-10 from 0.50% to 0.61%. Compared to the performance on CIFAR-100, it should be noted that self-KD performs better on 10-class classification datasets, which were more manageable and had less error rate gap between the training set and test set. Especially on the CIFAR-10 dataset, self-KD outperformed our method on WRN-16-8 and ResNeXt-29 network. We argue that the networks distilled less information on 10-class datasets problems. Furthermore, the gap between the test and training error rate on CIFAR10 was much lower than on CIFAR100;
then, KD methods’ generalization effect was not significant. In this case, the smoothed target of self-KD may have become more effective than KD loss in MSD and MrKD.

Figure 10. Samples from the CINIC-10 dataset. Upper: inherit from the CIFAR-10 dataset. Lower: extended from ImageNet dataset. The labels from left to right: plane, ship, bird, dog, car, cat, horse, and deer.

### Table 5. Test error rate comparison on the CINIC-10 [27] dataset (mean(± standard deviation), in %).

| Model          | #Parameter | Baseline | Self-KD [40] | MSD [21] | MrKD    |
|----------------|------------|----------|--------------|----------|---------|
| ResNet20 [1]   | 0.3M       | 17.86 (±0.21) | 16.88 (±0.23) | 16.75 (±0.09) | 16.62 (±0.08) |
| ResNet32       | 0.5M       | 16.63 (±0.17) | 15.61 (±0.27) | 15.76 (±0.08) | 15.55 (±0.14) |
| ResNet56       | 0.9M       | 15.44 (±0.20) | 14.75 (±0.16) | 14.91 (±0.07) | 14.74 (±0.07) |
| WRN-16-8 [28]  | 11.0M      | 11.85 (±0.16) | 11.09 (±0.09) | 11.12 (±0.09) | 11.15 (±0.06) |
| ResNeXt-29, 8 × 64d [29] | 34.5M | 11.35 (±0.15) | 10.25 (±0.22) | 10.33 (±0.15) | 10.17 (±0.10) |

### Table 6. Test error rate comparison on the CIFAR-10 [26] dataset (mean(± standard deviation), in %).

| Model          | #Parameter | Baseline | Self-KD [40] | MSD [21] | MrKD    |
|----------------|------------|----------|--------------|----------|---------|
| ResNet20 [1]   | 0.3M       | 7.61 (±0.16) | 7.27 (±0.25) | 7.14 (±0.15) | 7.08 (±0.15) |
| ResNet32       | 0.5M       | 6.53 (±0.14) | 6.26 (±0.15) | 6.18 (±0.17) | 5.96 (±0.15) |
| ResNet56       | 0.9M       | 6.14 (±0.19) | 5.62 (±0.13) | 5.73 (±0.09) | 5.58 (±0.21) |
| WRN-16-8 [28]  | 11.0M      | 4.42 (±0.14) | 3.75 (±0.22) | 3.88 (±0.10) | 3.81 (±0.11) |
| ResNeXt-29, 8 × 64d [29] | 34.5M | 4.11 (±0.19) | 3.51 (±0.09) | 3.66 (±0.08) | 3.61 (±0.06) |

### 4.3. DCASE Datasets

Acoustic scene classification (ASC) is a regular task in the Detection and Classification of Acoustic Scene and Event (DCASE) challenge. The objective of ASC is to categorize the short audio samples into predefined acoustic scene classes using the supervised learning method. In this section, the proposed MrKD is evaluated on two ASC datasets. The results presented are obtained by the official development dataset train/test split in which 70% of the data for each class is included for training, 30% for testing.

DCASE’18 ASC [30]: The dataset contained 8640 audio segments of 10-s length, where 6122 clips were included in the training set and 2518 clips in the test subset. The 10 acoustic scenes were airport, shopping mall, metro station, pedestrian street, public square, street, traveling by tram, bus and underground, and urban park. As Figure 11 shows, the 10-s audio clips were down-sampled to 22.05 kHz. For feature extraction, the perceptually weighted Mel spectrograms were computed similar to Koutini et al. [43]. The result was a 256 × 431 tensor with 256 Mel frequency bins and 431 frames.

DCASE’20 Low Complexity ASC [31] was a three-class supervised learning dataset that comprised 14,400 segments of 10-second length. The data were recorded from 10 acoustic scenes as with DCASE’18 ASC and summarized into three categories, indoor, outdoor, and transportation. As Figure 12 shows, the feature extraction procedure was the same as the DCASE’18 ASC experiment. We chose this dataset because it was a low complexity three-class classification task and required the model parameter less than the 500 KB size limit.
Figure 11. The 10-s audio clips from DCASE’18 ASC [30]. Left: the raw waveform data. Right: the corresponding log Mel spectrogram. The acoustic scenes from top to down: airport, park, shopping mall, bus.

Figure 12. The 10-second audio clips from DCASE’20 Low Complexity ASC [31]. Left: the raw waveform data. Right: the corresponding log Mel spectrogram. The acoustic scenes from top to down: transportation (traveling by tram), indoor (metro station), outdoor (park).

For both datasets, the presented baselines are the corresponding model trained with only regular classification cross-entropy loss. For DCASE’18 ASC, the network CP-ResNet from Koutini et al. [44] was used as the baseline to evaluate the methods proposed in this paper. We ran a total epoch of 200, with batch size 10. The learning rate was set to 0.0001 and decreased to zero with linear decay. The SGD optimizer was used with a momentum...
of 0.9 and zero weight decay. The classification accuracy was used as the measure of
the performance, and all the results reported below were averaged over four runs. We
also report the result of CP-ResNet combined with Mixup [45], which is a widely used
augmentation method in ASC tasks. For DCASE’20 Low Complexity ASC, the baseline of
self-KD methods was frequency damping [44]. A similar training setup was used as for
DCASE’18 ASC.

As Table 7 shows, MrKD improved both CP-ResNet and the combination with Mixup
by 1.06% and 0.53%, respectively. Although our method improved the baseline perfor-
ance, no significant improvement was shown comparing to the second-best results of
other self-KD methods in Table 7. Note that MSD obtained similar result as our method
on CP-ResNet but failed to get improvement when combining with Mixup. We argue
that Mixup was a strong augmentation method. In this case, the knowledge offered by
standalone peers was no longer helpful, while the similarity of the student and historical
model in MrKD made our method effective. Self-KD obtained less improvement on CP-
ResNet, both with or without Mixup, than ours. To make this conclusion more concrete, we
performed the t-test of the equality of means hypothesis between the results of self-KD and
ours. The level of confidence of rejection without and with Mixup was 98.9% and 91.5%,
respectively.

| Model               | #Parameter | Baseline | Self-KD [40] | MSD [21] | MrKD   |
|---------------------|------------|----------|--------------|----------|--------|
| CP-ResNet [43]      | 3.57M      | 77.26    | 78.08        | 78.26    | 78.32  |
| +Mixup [45]         | 3.57M      | 79.99    | 80.28        | 79.03    | 80.52  |

The evaluation on DCASE’20 Low Complexity ASC is shown in Table 8. The accuracy
drop of baseline with Mixup indicated that as a strong label-mixing augmentation method,
Mixup was not effective when the accuracy gap between training set and test set was small.
Similar to DCASE’18 ASC, although MSD obtained similar improvement as MrKD on
Freq-damp, it failed to improve the combination with Mixup. Self-KD and MrKD obtained
improvement consistently on DCASE’20 Low Complexity ASC, while MrKD had higher
means. The rejection confidence of the equality of means hypothesis was 97.7% and 98.9%,
without and with Mixup, respectively. Particularly, MrKD achieved better performance on
DCASE’20 Low Complexity ASC when combined with Mixup augmentation. As illustrated
in Figure 1, since our method MrKD redesigned the training procedure and did not modify
the final student network, the 500 KB size limit of DCASE’20 Low Complexity ASC was
still satisfied.

| Model               | #Parameter | Baseline | Self-KD [40] | MSD [21] | MrKD   |
|---------------------|------------|----------|--------------|----------|--------|
| Freq-damp [44]      | 0.25M      | 97.05    | 97.22        | 97.32    | 97.34  |
| +Mixup [45]         | 0.25M      | 96.65    | 97.37        | 96.84    | 97.52  |

5. Discussion

We investigate MrKD, a self-knowledge distillation method with historical mod-
eels for improving the DNN classification tasks. Three components are involved in our
method: MrKD-plain, FCN ensemble, and Knowledge Adjustment. As the ablation study
in Section 4.1 shows, MrKD-plain with only historical model replay boosts the performance
most. FCN ensemble can reduce the classification error rate in a certain extent. Knowl-
edge Adjustment makes more obvious progress on deeper networks. The experiment on
CIFAR-10 (Table 6) shows that when the error rate gap between training and test set is
small, the mixture of backup output and ground truth label in self-KD [40] may perform
better than standalone KL loss in MrKD. The difference between self-KD and MrKD is
shown in Figure 2.
If one wants to apply the proposed method to other classification problems, it is necessary to modify the FCN network size for the different class amounts. We determine the update frequency \( \kappa \) to be 25 epochs with a simple grid search with the total epoch set as 200. Some problems may need more or less total epoch to train. If the total epoch for training is changed, the update frequency needs to adjust proportionally for optimal performance.

Moreover, one can process the multiple feed-forward propagations of MrKD in parallel. Since the time cost by communication, FCN ensemble, and KA is negligible compared to the forward and backward propagation, the training time will be similar to typical classification solutions with CE loss. However, each extra GPU will cost identical memory as the current student. If only one GPU is available, each model backup will cost an extra 25% of training time for its forward propagation, empirically. In this case, each backup’s extra memory cost is only 2.5% since the GPU only needs to keep one graph structure for all models, and the specific value of each parameter occupies only a small amount of memory. Note that all the analysis above is for the training procedure. For testing or deployment of a trained student network, since the teacher model is abandoned and only the student is used for prediction, the computational cost is identical to a regularly trained model.

The historical models during training trajectory are always considered useless and abandoned immediately after the current model parameters are updated. However, this paper insists on the idea proposed by Self-KD [40]. That is, historical models can also help the current model training by knowledge distillation. Instead of the backup’s output logits, other types of knowledge which have been investigated in traditional KD methods may also be mined from the model backups in future work, such as weights regularization, intermediate layer outputs [46], or attention maps [47,48]. Furthermore, Knowledge Adjustment is proved to be useful in MrKD and may generalize to other online KD methods in which the teacher is prone to make mistakes in the earlier training stage, such as DML[16], CS-KD[19], MSD [21].

6. Conclusions

To low-capacity sensor devices, knowledge distillation is an essential technique for model compression. Furthermore, self-knowledge distillation can improve the supervised learning model training directly without the pre-trained teacher in traditional KD methods. In this paper, we propose a simple but effective self-KD method without external knowledge. Adopting model parameter backups as the teachers of self-distillation, MrKD can improve classification problems. Experimental results show that MrKD can decrease the classification error rate of DNN architectures (ResNet, WideResNet, ResNeXt) on image datasets (CIFAR-100, CINIC-10, CIFAR-10) effectively from 0.50% to 1.96%. MrKD also improves the audio classification DCASE’18 ASC and DCASE’20 Low Complexity ASC tasks with 0.3% to 1.0% accuracy raise. The results above indicate that MrKD can improve both image and audio supervised-learning tasks consistently.

The ablation study on CIFAR-100 shows that Fully Connected Network ensembling and Knowledge Adjustment are two useful components for MrKD.
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