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Abstract. Intention deception involves computing a strategy which deceives the opponent into a wrong belief about the agent’s intention or objective. This paper studies a class of probabilistic planning problems with intention deception and investigates how a defender’s limited sensing modality can be exploited by an attacker to achieve its attack objective almost surely (with probability one) while hiding its intention. In particular, we model the attack planning in a stochastic system modeled as a Markov decision process (MDP). The attacker is to reach some target states while avoiding unsafe states in the system and knows that his behavior is monitored by a defender with partial observations. Given partial state observations for the defender, we develop qualitative intention deception planning algorithms that construct attack strategies to play against an action-visible defender and an action-invisible defender, respectively. The synthesized attack strategy not only ensures the attack objective is satisfied almost surely but also deceives the defender into believing that the observed behavior is generated by a normal/legitimate user and thus failing to detect the presence of an attack. We show the proposed algorithms are correct and complete and illustrate the deceptive planning methods with examples.
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1 Introduction

We study a class of intention deception where an attacker pretends to be a legitimate agent with a benign intention, in order to achieve an adversarial objective without being detected. Such deceptive behaviors are seen in many strategic interactions between players with conflicts. For example, in a cyber network, an attacker who carries out advanced persistent attacks can exploit the limitations of the network monitoring capability and operate in a “low-and-slow” fashion to avoid detection [6]. Intention deception is the feature of a masquerade attack [18], in which an attacker uses a fake identity to achieve the attack objective without being detected. The success of the intention deception attacks may depend on three factors: First, the defender has incomplete knowledge about the presence
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and intention of the attacker; Second, the defender has imperfect information during an active attack and the lack of information imposes limitations to detect the attack; Third, the attacker can strategically hide his intention behind some behavior that is deemed normal/legitimate from the defender’s viewpoint.

The synthesis of deception enables us to assess the vulnerabilities of a defense system against stealthy, intention deception attacks and will aid in developing effective detection methods. Motivated by this need, we develop a formal-methods approach to synthesize intention deception attack strategies. We model the interaction between the attacker and the targeted system as a Markov Decision Process (MDP), in which the attacker has a stealthy reach-avoid objective, i.e., to reach a set of target states \( \text{with probability one} \) without being detected or running into any unsafe states. Meanwhile, the defender employs a detection mechanism based on the promise that any attack behavior will sufficiently deviate from a normal user’s behavior and thus can be recognized prior to the success of the attack. Our technical approach is motivated by the following question, “when the defender has an imperfect sensing capability, does the attacker have a stealthy intention deception strategy to achieve the goal, \( \text{almost-surely(with probability one)} \), while deceiving the defender into thinking his behavior is normal?”

Our main contribution is a class of non-revealing intention deception planning algorithms. Non-revealing deception means that the mark (deceivee) is unaware that deception is being used. Assuming that the state is partially observable to the defender, we study two cases, referred to as action visible and action invisible defenders, depending on whether the defender observes the actions of the agent (either a normal user or an attacker). The two cases differ in how the defender refines her belief based on her observations and also what she considers to be rational actions for a normal user. For each case, we develop an attack planning algorithm which constructs an augmented MDP that incorporates, into the planning state space, the attacker’s information and higher-order information—what the attacker knows that the defender’s information. We show that the synthesis of an almost-sure winning, non-revealing intention deception strategy reduces to the computation of an almost-sure winning strategy in the augmented MDP. We formally prove the correctness and completeness of the proposed algorithms and illustrate the proposed methods with both illustrative examples and adversarial motion planning examples.

Related Work Intention deception in MDPs has been investigated by [10]. In their formulation, the optimal deceptive planning is to minimize the Kullback–Leibler (KL) divergence between the (observations of) agent’s strategy and (that of) the reference strategy, provided by the supervisor. Comparing to their information-theoretic approaches, our formulation focuses on qualitative planning with intention deception which exploits the partial observations of the defender/supervisor and does not assume that the attacker/defender knows any specific reference strategy except for an intention of a legitimate user. Such a formulation is similar to the work in goal/plan obfuscation [16], in which an agent performs path planning in a deterministic environment while making an observer, equipped with goal recognition algorithms, unable to recognize its goal until the last mo-
Recent works on goal obfuscation \cite{11,19,3,12} study how a deceptive agent hides its true goal among finitely many possible decoy goals from an observer. In \cite{16}, the authors study deceptive path planning and define the dissimulation (hiding the real) to occur when the planner ensures the probability of reaching the true goal is smaller than the probability of reaching any other decoy goals. This dissimulation does not extend to almost-sure deceptive planning when the agent is to ensure that, the probability of satisfying the normal user’s objective is one from the defender’s partial observations, while also satisfying the attack objective with probability one. The authors \cite{3} formulate an optimization-based approach for goal obfuscation given uncertainty in the observer’s behaviors. Intention deception is also related to opacity-enforcing control for discrete event system \cite{7,15,9,17}, where the supervisor is to design a controller that enforces initial state opacity or its target language from an intruder with partial observations. However, the discrete-event system models the deterministic transition systems with controllable and uncontrollable actions, i.e., two-player deterministic games, while our work considers planning in MDPs, i.e., one-player stochastic games, monitored by a defender with imperfect observations.

Our problem formulations and solutions are different from existing work in several aspects: 1) we consider probabilistic planning given a partially observable defender, as opposed to deterministic planning in goal obfuscation and path planning. In deterministic planning problems, it does not matter whether the observer observes the agent’s actions. This is not the case with probabilistic planning where the deceptive strategies computed against action-visible and action-invisible defenders require different algorithms; 2) The attacker aims to ensure, with probability one, one of the goals is reached and undetected. In addition, the attacker also needs to satisfy some safety constraints before reaching the goal. This objective is different from goal obfuscation where the agent only plans to reach a single goal, but hides its intention behind multiple decoys; 3) Intention deception is also different from opacity. Opacity in discrete event systems means that from the observer’s perspective, the observer cannot infer whether a property is true or false, whereas intention deception is to ensure the observation of a strategy given the attack intention can be mistaken as an observation of a strategy given a benign intention.

The paper is structured as follows: In the next section, we introduce the problem formulation. Section 3 presents the main result for synthesizing almost-surely, non-revealing, intention deception attack strategies against two types of defenders (action visible/invisible and state partially invisible). Section 4 illustrates the attack planning algorithms with examples. Section 5 concludes.

2 Problem Formulation

Notations Let $\Sigma$ be a finite set of symbols, also known as the alphabet. A sequence of symbols $w = \sigma_0 \sigma_1 \ldots \sigma_n$ with $\sigma_i \in \Sigma$ for any $0 \leq i \leq n$, is called a finite word. The set $\Sigma^*$ is the set of all finite words that can be generated with alphabet $\Sigma$. The length of a word is denoted by $|w|$. Given a finite and discrete set $X$, 

let $D(X)$ be the set of all probability distributions over $X$. Given a distribution $d \in D(X)$, let $\text{Supp}(d) = \{x \in X \mid d(x) > 0\}$ be the support of this distribution.

We consider the interaction between an agent (pronoun he/him/his) and a stochastic environment, monitored by a defender (pronoun she/her) with partial observations. There are two classes of agents: One is an attacker and another is a normal user. The stochastic dynamics of the interaction between the agent and his environment is captured by a Markov decision process (without the reward function but a reach-avoid objective).

**Definition 1 (Markov decision process (MDP) with a reach-avoid objective).** An MDP with a reach-avoid objective is a tuple $M = (S, A, s_0, P, (U, F))$, where $S$ and $A$ are finite state and action sets, and $A(s)$ is the set of actions enabled at state $s$, $s_0$ is the initial state, $P : S \times A \to D(S)$ is the probabilistic transition function such that $P(s' \mid s, a)$ is the probability of reaching $s' \in S$ given action $a \in A$ is chosen at state $s \in S$. The last component is a pair $(U, F)$ that includes a set $U \subseteq S$ of unsafe states and a set $F \subseteq S \setminus U$ of target/goal states. The reach-avoid objective is defined as $\neg U \cup F$, where $U$ is a temporal operator for “until”. It reads “Not $U$ until $F$” and represents a set of runs $\{s_0a_0s_1\ldots \in \text{Plays}(M) \mid \exists k \geq 0 : s_k \in F \land \forall i < k : s_i \not\in U \cup F\}$ in which a target state in $F$ is visited at least once and prior to reach a state in $F$, a state in $U$ is never visited.

The consideration of reach-avoid objectives is motivated by the fact that for MDPs with more complex objectives described by a subclass of temporal logic formula $[13]$, one can employ a product construction to reduce the planning into an MDP with a reach-avoid objective (see Chap.10 of [1] and [14]). It is also noted that general goal-reaching objectives (also known as reachability objectives) are special cases of reach-avoid objectives when the unsafe set $U$ is empty. Likewise, the safety objective in which the agent is tasked to avoid a set of states is also a special case of reach-avoid objectives with $F = \emptyset$.

A history $h = s_0a_0s_1a_1\ldots s_n$ is an alternating sequence of states and actions, which starts from an initial state and ends in a state and satisfies $P(s_{i+1} \mid s_i, a_i) > 0$ for each $0 < i < n$. Let $H \subseteq (S \times A)^* S$ be the set of finite histories generated from the MDP. A history at time $t$ is a prefix $s_0a_0s_1a_1\ldots s_{t-1}a_{t-1}s_t$ of a history $h$. A path $\rho$ is a projection of a history onto the state set $S$, i.e. , for history $h = s_0a_0s_1\ldots s_n$, the path is $\rho = s_0s_1\ldots s_n$. The last state of a history is denoted $\text{Last}(h)$. The state-occurrence function $\text{Occ} : H \to 2^S$ maps a history to a set of states visited by that history, i.e. , $\text{Occ}(s_0a_0s_1a_1\ldots s_n) = \{s_i \mid i = 0, \ldots, n\}$.

A randomized, finite-memory strategy is a function $\pi : H \to D(A)$ that maps a history into a distribution over actions. A randomized, Markov strategy is a function $\pi : S \to D(A)$ that maps the current state to a distribution over actions. Let $\Pi$ be the set of randomized finite-memory strategies and $\Pi^M$ be the set of randomized, Markov strategies. We denote $M_\pi = (H, P_\pi, s_0)$ as the stochastic
d
1 In temporal logic, the reachability objective is expressed as $\text{true} \cup F$ and the safety objective is expressed as $\neg (\text{true} \cup U)$. 
process induced by strategy \( \pi \in \Pi \) from the MDP \( M \), where \( P_{\pi}(\text{has} s' \mid h) = P(s'|s,a) \cdot \pi(h,a) \) where \( s \) is the last state in the history \( h \).

An event \( E \) is a measurable set of histories. Given an MDP and a strategy \( \pi \), the probability of events are uniquely defined. We denote by \( \Pr(E; M_{\pi}) \) the probability of event \( E \) occurring in the stochastic process \( M_{\pi} \). For a reach-avoid objective \( \varphi := \neg U \cup F \), we denote by \( \Pr_s(\varphi; M_{\pi}) \) the probability that \( \varphi \) is satisfied, starting from \( s \) given the stochastic process \( M_{\pi} \).

**Definition 2 (Almost-sure winning strategy and region).** Given an objective \( \varphi \), a strategy \( \pi : H \rightarrow D(A) \) is almost-sure winning for state \( s \) if and only if \( \Pr_s(\varphi; M_{\pi}) = 1 \). A set of states from which there exists an almost-sure winning strategy is called the almost-sure winning region, denoted \( \text{ASW} \). Formally, 

\[
\text{ASW}(\varphi) = \{ s \in S \mid \exists \pi \in \Pi : \Pr_s(\varphi; M_{\pi}) = 1 \}.
\]

It is known that for MDPs with reach-avoid objectives, Markov strategies can be sufficient for almost-sure winning. We provide an algorithm to compute the Almost-Sure Winning (ASW) Markov strategy in the Appendix.

For simplicity, we introduce a function called the “post”, defined as follows: For a subset \( X \subseteq S \) of states and an action \( a \in A \), \( \text{Post}(X,a) = \{ s \in S \mid \exists s' \in X, P(s|s',a) > 0 \} \), which is the set of states that can be reached by action \( a \) with a positive probability from a state in the set \( X \).

**The attacker’s and user’s objectives** The attacker’s reach-avoid objective is given by \( \varphi_1 := \neg U_1 \cup F_1 \) and the user’s objective is given by \( \varphi_0 := \neg U_0 \cup F_0 \), where \( U_i, F_i \subseteq S, i = 1,2 \).

We refer an attacker and a normal user as an agent and consider the setting when the agent’s activities are monitored by a supervisor/defender, who has however imperfect observations. Specifically, the defender’s observation is defined by his observations of states and actions of the agent:

**Definition 3 (State-observation function).** The state-observation function of the defender is \( \text{DObs}_S : S \rightarrow 2^S \) that maps a state \( s \) to a set \( \text{DObs}_S(s) \) of states that are observation equivalent to \( s \). For any \( s' \in \text{DObs}_S(s) \), it holds that \( \text{DObs}_S(s') = \text{DObs}_S(s) \).

The observation equivalence relation defined by \( \text{DObs}_S \) forms a partition over the state set \( S \). For the observation function to be properly defined, it holds that \( s \in \text{DObs}(s) \) for any \( s \in S \). The following standard assumption is made.

**Assumption 1** For any state \( s' \in \text{DObs}_S(s) \) that \( s \neq s' \), the sets of enabled actions satisfy \( A(s) = A(s') \).

That is, if two states are observation equivalent, then the agent have the same set of actions enabled from these two states. Similarly, We define the action-observation function.

**Definition 4 (Action-observation function).** The action-observation function of the defender \( \text{DObs}_A : A \rightarrow 2^A \) maps an action \( a \) to a set of actions observation equivalent to \( a \). For any \( a' \in \text{DObs}_A(a) \), it holds that \( \text{DObs}_A(a') = \text{DObs}_A(a) \).
In the scope of this work, we restrict to two special cases with action observation: 1) The defender is action invisible if she cannot observe which action is taken by the agent. In this case, \( \text{DObs}_A(a) = A \)—that is, all actions generate the same observation and are indistinguishable. 2) Otherwise, the defender is said to be action visible and \( \text{DObs}_A(a) = \{a\} \). These two classes of action observation functions are commonly considered in qualitative analysis of partially observable stochastic systems [4].

We combine the state observation and action observation functions into a single observation function \( \text{DObs} : A \times S \rightarrow 2^A \times 2^S \) such that \( \text{DObs}(a, s) = (\text{DObs}_A(a), \text{DObs}_S(s)) \). The observation function extends to histories of the MDP recursively, that is, given a history \( h = s_0a_0s_1a_1\ldots s_na_n \), the defender’s observation history is \( \text{DObs}(h) = \text{DObs}_S(s_0)\text{DObs}_A(a_0)\ldots \text{DObs}_S(s_n) \).

3 Main Results

We are interested in the following question: Given an attacker who aims to achieve an attack objective in the MDP, does he has a strategy to do so while the defender, who observes his behaviors, mistakes the attacker as a normal user? If the answer is affirmative, the strategy used by the attacker is called non-revealing, intention deception strategy. We investigate the problem for both action-invisible and action-visible defenders, with partial state observations.

3.1 Nonrevealing intention deception attack planning against action-visible defender

The following information structure is considered for the attacker, the normal user, and the defender.

Information structure: An action-visible defender against an attacker with perfect information 1) Both the attacker and the defender know the user’s objective \( \varphi_0 \). 2) The defender does not know the attacker’s objective \( \varphi_1 \). 3) The defender has partial observations over states, defined by the state-observation function \( \text{DObs}_S : S \rightarrow 2^S \) and is action visible.

Definition 5 (Observation-equivalent histories and strategies). Two histories \( h, h' \) are observation equivalent if and only if \( \text{DObs}(h) = \text{DObs}(h') \). Two strategies \( \pi_0, \pi_1 \) are qualitatively observation-equivalent if and only if the following condition holds:

\[
\forall h \in H, \Pr(h; M_{\pi_0}) > 0 \implies \exists h' \in H, (\text{DObs}(h') = \text{DObs}(h)) \text{ and } \Pr(h'; M_{\pi_1}) > 0,
\]

and vice versa.
Intuitively, for an attacker’s strategy to be qualitatively observation equivalent to a user’s strategy, it means that when the attacker carries out his attack strategy, for any history $h$ with a nonzero probability to be generated, there is an observation-equivalent history $h'$ that has a nonzero probability to be generated by the user’s strategy.

The reason for us to define the observation equivalence in this manner is because for qualitative planning with the almost-sure winning objective, the planner only needs to reason about whether a history has a positive probability to be sampled but not the exact probability. This is due to the following property of almost-sure winning strategy.

**Proposition 1.** Let $\pi$ be an ASW strategy in the MDP $M = \langle S, A, s_0, P, (U, F) \rangle$ with reach-avoid objective, for any history $h$ such that $\Pr(h, M_\pi) > 0$ and $\text{Occ}(h) \cap F = \text{Occ}(h) \cap U = \emptyset$, $\Pr(\exists h' \in (A \times S)^* : \text{Occ}(hh') \cap F \neq \emptyset$ and $\text{Occ}(hh') \cap U = \emptyset; M_\pi) = 1$.

In words, any finite history with a positive probability to be sampled in $M_\pi$ will have a suffix that visits a state in $F$ while avoiding $U$. It directly follows from the definition of almost-sure winning strategy (see also [2]).

Based on Def.6 we now define formally the attacker’s non-revealing, intention-deception, ASW strategy.

**Definition 6.** An attack strategy $\pi^*_1$ is called non-revealing intention deception, ASW strategy if and only if it satisfies the following conditions: 1) $\pi^*_1$ is qualitatively observation-equivalent to an ASW strategy $\pi_0$ of the user in the MDP $M$ with the objective $\varphi_0$. 2) $\pi^*_1$ is almost-sure winning in the MDP $M$ with the objective $\varphi_1$.

Note that the user may have multiple (potentially infinite, randomized) ASW strategies. Thus, instead of following a specific user’s ASW strategy, the attacker would like to know what set of actions will be rational for the user in any ASW strategy. This brings us to define the set of permissible actions.

**Definition 7 (Permissible Actions).** Given an MDP $M$ with a reach-avoid objective $\varphi := \neg U U F$, for $s \in \text{ASW}(\varphi)$, an action $a \in A(s)$ is permissible if there exists an ASW strategy $\pi : S \rightarrow D(A)$ such that $\pi(s, a) > 0$.

**Lemma 1.** Given an MDP $M$ with a reach-avoid objective $\varphi := \neg U U F$, for $s \in \text{ASW}(\varphi)$, action $a \in A(s)$ is permissible only if $\text{Post}(s, a) \subseteq \text{ASW}(\varphi)$.

In words, a permissible action ensures the agent stay within his almost-sure winning region.

Let $\text{Allowed} : S \rightarrow 2^A$ be a function defined by $\text{Allowed}(s) = \{a \in A(s) \mid \text{Post}(s, a) \subseteq \text{ASW}(F)\}$.

**Proposition 2.** Given MDP $M$ with a reach-avoid objective $\varphi := \neg U U F$, a Markov strategy $\pi : \text{ASW}(\varphi) \rightarrow D(A)$ that satisfies $\text{Supp}(\pi(s)) = \text{Allowed}(s), \forall s \in \text{ASW}(\varphi)$, is almost-sure winning.
The proof is in the Appendix. With this proposition, we will allow the attacker to "hide" his attack strategy behind a user's ASW strategy by calculating the permissible actions for the user. We denote by \( \text{Allowed}_0 \) the function that maps a state to a set of user's permissible actions.

Next, we construct an MDP with augmented state space for synthesizing a non-revealing, intention deception, ASW strategy for the attacker.

**Definition 8 (Attacker's deceptive planning against action-visible defender).** Given the MDP \( M \) and two objectives \( \varphi_0 = \neg U_0 \cup F_0, \varphi_1 = \neg U_1 \cup F_1 \) capturing the normal user and attacker's objectives, respectively. The following augmented MDP is constructed:

\[
\tilde{M} = (S \times 2^S, A, \tilde{P}, (s_0, \text{DObs}_S(s_0)), (\tilde{U}_1, \tilde{F}_1)),
\]

where

- \( S \times 2^S \) is a set of states. A state \((s, B)\), where \( B \subseteq S \), consists of a state \( s \) in the original MDP \( M \) and a belief \( B \subseteq S \) of the defender about the state from past observations;
- The transition function \( \tilde{P} \) is constructed as follows. For \((s, B) \in S \times 2^S \) and \( B \neq \emptyset \), if there exists \( s^o \in B \), \( a \in \text{Allowed}_0(s^o) \), then for each state \( s'' \in \text{Post}(s, a) \), let \( \tilde{P}((s'', B'))((s, B), a) = P(s''|s, a) \) where

\[
B' = \bigcup_{s^o \in B:a \in \text{Allowed}_0(s^o)} \{ s' \mid s' \in \text{Post}(s^o, a) \text{ and } \text{DObs}_S(s') = \text{DObs}_S(s'') \}.
\]

For any \( s \in S \), any \( a \in A(s) \), let \( \tilde{P}((s, \emptyset)|(s, \emptyset), a) = 1 \).
- \((s_0, \text{DObs}_S(s_0))\) is the initial augmented state.
- \( \tilde{U}_1 = \{(s, X) \mid s \in U_1, X \subseteq S, X \neq \emptyset\} \cup \{(s, \emptyset) \mid s \in S\} \) and \( \tilde{F}_1 = F_1 \times (2^S \setminus \emptyset) \) are the set of unsafe states and the set of target states in the augmented MDP for the attacker, respectively. The attacker's objective is a reach-avoid objective \( \neg \tilde{U}_1 \cup \tilde{F}_1 \).

The transition function in \( \tilde{M} \) is well-defined because given the next state, the observation is determined and thus the new belief given the state and action observations is determined.

The second component of an augmented state represents the defender's belief given past observations. The probabilistic transition function is understood as follows: Consider the defender holds a belief \( B \) about the current state, and observes that action \( a \) is taken. Then, for each state \( s^o \in B \), the defender considers if \( a \) is a permissible action at \( s^o \). If the answer is yes, then the defender will compute the set of reachable states from \( s^o \) using \( \text{Post}(s^o, a) \) and removes a subset of reachable states that are not consistent with the observation generated by the actually reached state \( s'' \). In this process, the defender eliminates some states in \( B \) for which the action \( a \) is not permissible, under the rationality assumption for the normal user.

Finally, the objective is defined using an unsafe set \( \tilde{U}_1 \). By definition, if any state in \( \tilde{U}_1 \) is reached, then either 1) the attacker reaches an unsafe state
s ∈ U₁ in the original MDP and thus violate the reach-avoid objective; or 2) the defender’s belief given past observation becomes an empty set. This means the defender knows the observed behavior is not a normal user’s behavior. Thus, (s, ∅) is a sink state. Once a sink (s, ∅) is reached, the attack is revealed.

Given the augmented MDP ̃M and the attack objective ̃U₁ ∪ ̃F₁, we can compute an ASW strategy ̃π₁ : S × 2S → D(A) such that for any state (s, B) where ̃π₁ is defined, by following ̃π₁, the attacker can ensure a state in ̃F is reached with probability one. It is observed that ̃π₁ cannot be reduced to a Markov strategy in the original MDP because for the same state, say s, but different belief states B ̸= B’, ̃π₁(s, B) may not equal ̃π₁(s, B’). As the size of belief states is finite, the attack strategy ̃π₁ can be viewed as a finite-memory strategy in the original MDP, with memory states as the defender’s belief states. The finite-memory strategy induces a stochastic process M̃π₁ from the original MDP.

**Theorem 1.** An intention deception, non-revealing, almost-sure winning strategy for the attacker is the ASW strategy in the augmented MDP ̃M with reach-avoid objective ̃U₁ ∪ ̃F₁.

**Proof.** We show that the ASW strategy ̃π₁ : S × 2S → D(A) obtained from the augmented MDP is qualitatively observation-equivalent to an ASW strategy for the user, as per Def. 6 and Def. 5.

Consider a history ̃h = s₀a₀s₁a₁ . . . sₙ, which is sampled from the stochastic process M̃π₁, and satisfies sᵢ ∉ ̃F₁ ∪ ̃U₁ for 0 ≤ i < n and sₙ ∈ ̃F₁. The history is associated with a history in the augmented MDP,

\[ ̃h = (s₀, B₀)a₀(s₁, B₁)a₁ . . . (sₙ, Bₙ), \]

where B₀ = DObsₕ(s₀) is the initial belief for the defender. Due to the construction of the augmented MDP, for all 0 ≤ i ≤ n − 1, Bᵢ ∉ ∅. Otherwise if there exists i = 1, . . . , n − 1, Bᵢ = ∅, then ̃F₁ will not be reached because state (s, ∅) for any s ∈ S is a sink state. By the definition of qualitatively observation-equivalence, we only need to show that there exists a history h’ = s’₀a₀s’₁a₁ . . . s’ₙ where s’ᵢ ∈ Bᵢ, i = 0, . . . , n, such that Pr(h’; Mπ₀) > 0 where Mπ₀ is the Markov chain induced by a user’s ASW strategy π₀ from the MDP M.

Suppose, for any state-action sequence h’ = s’₀a₀s’₁a₁ . . . s’ₙ where s’ᵢ ∈ Bᵢ for 0 ≤ i ≤ n, it holds that Pr(h’; Mπ₀) = 0. When Pr(h’; Mπ₀) = 0, there are two possible cases: First case: there exists some i ≥ 0 such that for all s ∈ Bᵢ, aᵢ ∉ Allowed₀(s); second case: for any s ∈ Bᵢ that aᵢ ∈ Allowed₀(s), there does not exist s’ ∈ Bᵢ₊₁ such that P(s’|s, aᵢ) > 0.

Clearly, the first case is not possible because in that case, no transition will be defined for action aᵢ given the belief Bᵢ (See 1.) and thus Bᵢ₊₁ = ∅. It contradicts the fact that Bᵢ₊₁ ̸= ∅. In the second case, it holds that Post(s, aᵢ) ∩ Bᵢ₊₁ = ∅ for any s ∈ Bᵢ. However, by construction, we have Bᵢ₊₁ = \( \bigcup_{s ∈ Bᵢ, aᵢ ∈ Allowed₀(s)} \) Post(s, aᵢ) ∩ DObsₕ(sᵢ₊₁) and thus Bᵢ₊₁ ⊆ \( \bigcup_{s ∈ Bᵢ, aᵢ ∈ Allowed₀(s)} \) Post(s, aᵢ). If Post(s, aᵢ) ∩ Bᵢ₊₁ = ∅ for any s ∈ Bᵢ, then it is only possible that Bᵢ₊₁ = ∅, which is again a contradiction.
Combining the analysis of these two cases, we show that there exists such a history $h'$ such that $\text{DObs}(h) = \text{DObs}(h')$ and $\Pr(h'; M_{\pi_0}) > 0$. As the history $h$ is chosen arbitrarily, it holds that for any history sampled from $M_{\tilde{\pi}_1}$, we can find an observation-equivalent history that has a non-zero probability to be generated in the Markov chain $M_{\pi_0}$.

### 3.2 Non-revealing intention deception against action-invisible defender

We anticipate that the attacker have more advantages in non-revealing intention deception if the defender is action-invisible. To this end, we construct the attacker’s planning problem against an action-invisible defender. The information structure is similar to that for the action-visible defender, except the defender cannot observe the attacker/user’s actions.

**Definition 9 (Attacker’s deceptive planning against action-invisible defender).** Given the MDP $M$ and $\varphi_0, \varphi_1$ capturing the user’s and attacker’s objectives, respectively. Assuming that the defender is action invisible and partially observes the states, the attacker constructs the following augmented MDP:

$$\hat{M} = (S \times 2^S, A, \tilde{P}, (s_0, \text{DObs}_S(s_0)), (\hat{U}_1, \hat{F}_1)),$$

where

- $S \times 2^S$ is a set of states. A state $(s, B)$, where $B \subseteq S$, consists of a state $s$ in the original MDP $M$ and a belief $B \subseteq S$ of the defender about the state from past observations;
- The transition function $\tilde{P}$ is constructed as follows. For $(s, B) \in S \times 2^S$, If $\bigcup_{s^o \in B} \text{Allowed}_0(s^o) \neq \emptyset$, then for each action $a \in \bigcup_{s^o \in B} \text{Allowed}_0(s^o) \cap A(s)$, let $\tilde{P}((s^o, B')|(s, B), a) = P(s^o|s, a)$ where the new belief $B'$ is computed as

$$B' = \bigcup_{s^o \in B} \{s' \mid \exists a^o \in \text{Allowed}_0(s^o), s' \in \text{Post}(s^o, a^o) \text{ and } \text{DObs}_S(s') = \text{DObs}_S(s'')\}. \tag{2}$$

Note that action $a^o$ does not necessarily equal action $a$.

If $\bigcup_{s^o \in B} \text{Allowed}_0(s^o) = \emptyset$, $\tilde{P}((s, \emptyset)|(s, B), a) = 1$, and $\tilde{P}((s, \emptyset)|(s, \emptyset), a) = 1$ for any $a \in A(s)$.

- $(s_0, \text{DObs}_S(s_0))$ is the initial augmented state.
- $\hat{U}_1 = \{(s, X) \mid s \in U_1, X \subseteq S, X \neq \emptyset\} \cup \{(s, \emptyset) \mid s \in S\}$ and $\hat{F}_1 = F_1 \times (2^S \setminus \emptyset)$ is a set of unsafe states and target states in the augmented MDP for the attacker. The attacker’s objective is a reach-avoid objective $\neg \hat{U}_1 \cup \hat{F}_1$.

The main difference between the augmented MDP $\hat{M}$ and $\tilde{M}$ is in the definition of the transition function: For action-invisible defender, its belief update takes into account of all possible and permissible actions for a normal user, and the observation of that reached state. For action-visible defender, the belief update will be employ the action observation.
Theorem 2. An intention deception, non-revealing, almost-sure winning strategy for the attacker is the ASW strategy in the augmented MDP \( \hat{M} \) with the reach-avoid objective \( \neg \hat{U}_1 \cup \hat{F}_1 \).

The proof is similar to that of the action visible defender case and thus omitted. The reader can find the complete proof in the Appendix.

It is not difficult to see the following statement holds.

Lemma 2. Any non-revealing intention-deception ASW attack strategy against an action-visible defender is a non-revealing intention-deception ASW attack strategy against an action-invisible defender.

Proof (Sketch of the proof). If the defender cannot detect a deviation from the user’s strategy given the observations of states and the actions, he cannot detect such a deviation when he has no action information.

Remark 1. It is noted that the qualitative objective for almost-sure winning does not consider the cost/time it takes for the attacker to achieve the objective. The ASW strategy is not unique (See Proposition 2). Therefore, additional planning objectives can be considered to compute an ASW strategy, such as, minimizing the expected number of steps or total cost to reach the target set while avoiding unsafe states.

3.3 Complexity analysis

The time complexity of ASW strategy in an MDP is polynomial in the size of the MDP \( [8,2] \). Therefore, the computation of nonrevealing intention deception ASW strategy for either action-visible or action-invisible defender is polynomial in the size of the augmented MDP and thereby exponential in the original MDP due to the subset belief construction. This is expected for qualitative analysis of partially observable stochastic games on graphs \( [5,4] \).

4 Examples

This section includes a number of illustrative examples and examples with real-world security applications to demonstrate the methods.

4.1 Illustrative examples

We first use an illustrative example, shown in Fig. 1, to show the construction of deceptive policies. In this example, the attacker is to reach \( F_1 = \{ f_1 \} \) and the user is to reach set \( F_0 = \{ f_0 \} \), where the unsafe sets \( U_0 \) and \( U_1 \) are empty. The edges are labeled with actions that triggers a probabilistic transition. For example, if action \( a \) is taken at state 2, then the next state is either 2 or 3, with some positive probabilities. For clarity, we omitted the exact probabilities on these transitions in Fig. 1. States \( f_0, f_1 \) are sink states. First, we synthesize the
user’s ASW region (see Algorithm in the supplement) to compute the permissible actions for each state: $\text{Allowed}_0(1) = \{a, b\}$, $\text{Allowed}_0(2) = \{a, b\}$, $\text{Allowed}_0(3) = \{a\}$, and $\text{Allowed}_0(4) = \{a\}$. It can be shown that at each state, if the user takes an allowed action with a positive probability, he can reach $f_0$ with probability one. Clearly, if the attacker does not play intention detection, he will select action $b$ from state 3 to reach $f_1$ directly, but also reveal himself to the defender, had the defender knows that the current state is 3 and is action-visible.

**Deceiving an action-visible defender** We construct the augmented MDP according to Def. 8 and solve the non-revealing deceptive attack policy. The transitions

![Figure 1: An MDP without reward. Each box includes a set of observation-equivalent states.](image1)

![Figure 2: The augmented MDP for attack planning against an action-visible defender. The red notes are the attacker’s ASW region for nonrevealing intention deception.](image2)

in the augmented MDP in Fig. 2 is understood as follows: Consider for example the state $(2, \{2\})$ which means the current state is 2 and the defender’s belief is $\{2\}$. When the defender observes action $a$ being taken, he can deduce that
the next state can be either 2 or 3. The transitions $(2, \{2\}) \xrightarrow{a} (2, \{2, 3\})$ and $(2, \{2\}) \xrightarrow{b} (3, \{2, 3\})$ describe the probabilistic outcomes to reach states 2 and 3, and the defender’s belief is updated to \{2, 3\}. At state \(3, \{2, 3\}\), if the action \(b\) is taken, then the only possible next state is \(f_1\). However, because the defender does not know the exact state (3 in this case), she observes \{4, \(f_1\}\) and thinks the behavior is still normal if the current state is 2. This is because state 4 is still in the ASW region for the user.

However, if action \(b\) is observed at the state \(3, \{3\}\), then with probability one, the next state is \((f_1, \emptyset)\), which is a sink state. The reason for the second component to be \(\emptyset\) is because action \(b\) is not permissible from 3 for the user.

Similarly, when action \(b\) is taken from \(3, \{2, 3\}\), the next state is \((f_1, \{4\})\) because \(b \in \text{Allowed}_0(2)\). \(\text{Post}(2, b) \cap \text{DObs}_S(f_1) = \{f_0, 4\} \cap \{4, f_1\} = \{4\}\). This is an interesting case where the defender’s belief no longer contains the true state. The reason for this to happen is that the defender assumes that only permissible actions will be taken by a user.

Next, we compute the ASW policy for the attacker in the augmented MDP given the goal to reach \((f_1, \{4\})\). The policy is the following: \(\pi((3, \{2, 3\})) = b\), \(\pi(2, \{2, 3\}) = \pi(2, \{2\}) = a\), and \(\pi(1, \{1\}) = a\). The red nodes are the attacker’s ASW region for intention deception. This policy ensures the state \(f_1\) will be reached with probability one and from the defender’s partial observation, the behavior is possible for a normal user. For example, a history \(h\) can be \(1 \xrightarrow{a} 2 \xrightarrow{a} 2 \xrightarrow{b} 4\), which is consistent with the defender’s observation and the user’s policy. It is a prefix of a history \(1 \xrightarrow{a} 2 \xrightarrow{a} 2 \xrightarrow{b} 4\xrightarrow{a} f_0\) that reaches \(f_0\).

The true history \(h^*\) is \(1 \xrightarrow{a} 2 \xrightarrow{a} 3 \xrightarrow{a} f_1\), which is observation equivalent to \(h\).

Deceiving an action-invisible defender We construct the augmented MDP according to Def. 9. The transition in the augmented MDP in Fig. 3 is understood as follows: Consider for example the state \((1, \{1\})\), \(\hat{P}((3, \{2, 3\}) \mid (1, \{1\}), b) > 0\), where 2 is included in the belief is because the action \(a\) is allowed at 1 for user and with that action, 2 can be reached with a positive probability and \(\text{DObs}_S(2) = \text{DObs}_S(3)\). Note that states \((2, \{2\})\) and \((3, \{3\})\) are not reachable in the action-invisible case because the defender cannot observe if action \(a\) or
$b$ is taken at the initial state. One of the attacker’s ASW deceptive policy is $\hat{\pi}_1((1, \{1\})) = b$ and $\hat{\pi}_1((3, \{2, 3\})) = b$. When the attacker commits to this policy, the observation obtained by the defender is $\{1\}, \{2, 3\}, \{4\}$, for which the following history $1 \xrightarrow{b} 3 \xrightarrow{a} 4$ is possible and may be generated by an ASW user policy as from state 4, the user can still reach $f_0$ with probability one by taking action $a$. It is interesting to see that this non-revealing ASW policy for the attacker would be revealing if the defender is action-visible.

4.2 Intention deception planning against a security monitoring system

![Fig. 4: (a) A stochastic gridworld. (b) The probabilistic sensor scheduler.](image)

We now use another example to demonstrate the applications of the methods in security applications. Consider a stochastic gridworld environment shown in Fig. 4a in which an agent (a user or an attacker, shown as the red ghost) is to achieve some reach-avoid objective. The agent has four actions: “up”, “down”, “left”, “right”. For each cell $s \in S$, after taking an action, the robot transits to the correct cell with probability $p$ and slips to unintended cells with probability $1 - p$. As illustrated in the figure: When the agent decides to go “up”, with probability $p$, it reaches the intended cell 6, and with $\frac{1-p}{2}$ probability to reach 10 and 12, respectively. Red cells are obstacles. If the agent runs into an obstacle, it gets stuck. The environment is surrounded by bouncing walls. If the agent takes an action and hits a wall, then the agent stays in the original cell.
The environment is monitored by a sensor network with a randomized schedule shown in Fig. 4b. The monitoring system runs a finite-memory probabilistic scheduler with four states: \( Q = \{1, 2, 3, 4\} \) with the probabilistic transition dynamics shown in Fig. 4b. At every time step, the scheduler has a 50% chance of staying in the same state for next time step and 50% chance of switching to a different state. At each state \( q \in Q \), the sensor coverage is given by \( \gamma(q) \). We consider two types of sensors: 1) type (B) is a Boolean sensor that returns true if the agent’s state is in the coverage. For example, if \( \gamma(1) = \{5, 6, 7, 8, 9\} \), then under the sensor state 1, if the agent is in one of the cells in \( \gamma(1) \), the sensor returns true. Otherwise, the sensor returns false. 2) Type (P) is a precise range sensor that returns the exact agent’s state if the agent’s state is in the coverage. For example, if \( \gamma(1) = \{5, 6, 7\} \) and the agent is in state 5 and the sensor is in state 1, then the sensor returns \{5\}. Different sensor types and coverages as well as different finite memory schedulers will generate numerous sensor configurations for the defender to obtain the state information of the agent. We consider three sensor configurations (different coverages but the same scheduler) in Table. 5a, 5b, and 5c. The configurations (b), (c) have essentially two sensors that are switched on and off probabilistically. We assume that the defender knows the agent’s state at the beginning of the game.

**User’s and attacker’s intentions:** The user’s objective is to avoid obstacles and state 4 until the goal 0 is reached, i.e., \( \varphi_0 := \neg U_0 F_0 \) where \( U_0 = \{1, 7, 16, 17, 4\} \) and \( F_0 = \{0\} \). The attacker’s objective is to avoid obstacle until the goal \{4\} is reached, i.e., \( \varphi_1 := \neg U_1 F_1 \) where \( U_1 = \{1, 7, 16, 17\} \) and \( F_1 = \{4\} \). Given that the two objectives conflict with each other, \( \varphi_0 \land \varphi_1 = \text{false} \), if the defender has complete observations over the state space, regardless action visible or not, the defender should be able to detect the attacker.

To illustrate the exploitability of such a sensor network, we sample a number of sensor configurations and investigate when the attacker has an intention deception strategy in each of the configurations. The result is concluded in Table. 17. The sensor configuration id is shown as \((x)-Y-Z\) where \( x \in \{a, b, c\} \) represents to the sensor coverage configurations in Fig. 5, \( Y \in \{B, P\} \) represents if the sensor type is Boolean (B) or precise (P), and \( Z \in \{I, V\} \) represents if action is invisible (I) or visible (V). We show the sets of initial states from which the attacker has an ASW deception strategy, regardless of the sensor states. These states are referred to as the winning initial states. Comparing (a)-B-I with (b)-B-I, it shows that (b)-B-I includes more initial states that are deceptively winning for the attacker, as well as a larger ratio of states in the augmented MDP belonging to the almost-sure winning region. In this example, when the defender is action visible, the winning initial state sets for both configuration (a), (b) are empty.

In the case of sensor configuration (c), when the defender is action invisible, the attacker has a non-revealing, intention deception, ASW strategy for a set of initial states for both Boolean and precise sensor types. The set of winning

---

The computation is performed in a MacBook Pro with 16 GB memory and Apple M1 Pro chip. The computation time is the total time taken to compute the attacker’s intention deception ASW region in the augmented MDP.
initial states is smaller when the sensors are precise. However, when we have both action visible and precise sensor type, the winning initial state set is empty for (c)-P-V. The non-empty ASW region in the case of (c)-P-V includes these states in the augmented MDP at which the defender’s belief is not a singleton.

Note that the attack strategy outputs a set of actions to be taken at each augmented state. An ASW strategy only needs to take each action with a nonzero probability to ensure the objective is satisfied with probability one. It is possible to compute a non-revealing, intention deception ASW strategy that minimizes the number of time steps for the attacker to reach the goal. This is solved using a stochastic shortest path algorithms in the augmented MDP where the attacker’s actions are restricted to actions allowed by the deception ASW strategy. Next, we exercise the optimal attack strategy in the the game with different sensor configurations to obtain sampled winning runs for the attacker. In Fig. 6, the blue lines describes the size of the defender’s belief over time and the red crosses represents if the current state is in the belief of the defender (1 for yes and 0 for no). Comparing (a)-B-I to (b)-B-I, it is observed that the defender can reduce the uncertainty in his belief more frequently in the case of (a)-B-I and the attacker has to spend a longer time in order to satisfy the attack objective with deceptive strategy. In the case of (b)-B-I, the defender is uncertain of the attacker’s state for a majority of time steps. When it comes to the sensor configuration (c)-B-I, (c)-P-I, we observe that the attacker achieves the objective in a much shorter time comparing to the previous cases. As expected, prior to reaching the attack goal states 4, the defender’s belief no longer contains the true state 3.

Given this analysis, the synthesized intention deception attack strategy can be used to effectively evaluate the blind spots of a security monitoring system. It is also possible to use that attack strategy as a counterexample for counterexample guided security system design.

Table 1: Experiment results with different sensor configurations.

| Sensor config | Win initial states | Computation time | Size of augmented MDP | ASW |
|---------------|--------------------|------------------|-----------------------|-----|
| (a)-B-I       | [20..24]           | 0.233            | 1091                  | 374 |
| (b)-B-I       | 5, 10, 15, [20..24]| 0.4086           | 1339                  | 682 |
| (c)-B-I       | 5, 10, 15, [20..24]| 0.0569           | 497                   | 340 |
| (c)-P-I       | [20..24]           | 0.0415           | 359                   | 170 |
| (c)-P-V       | 0                  | 0.0562           | 519                   | 20  |

5 Conclusion and future work

We develop a formal-method approach to synthesize an almost-sure winning strategy with intention deception in stochastic systems. Such a strategy exploits

---

3 Videos of the sampled runs for case (c)-B-I, (c)-P-I can be found at [https://bit.ly/3BiPRb9](https://bit.ly/3BiPRb9) where the light green cells are states in the defender’s belief.
the defender’s partial observations over state-action space. With the proposed methods, it is possible to assess whether a defender’s monitoring capability is vulnerable to such intention deception attacks. This work has several future extensions: First, the insight from synthesizing intention deception can lead to possible counter-deception. For example, the defender can design her observation function/sensing modality to eliminate the existence of such deceptive attack strategies; Second, the paper investigates an attacker to hide his identity as one normal user. If there are multiple normal user behaviors, we hypothesize that the attacker can have more advantages by exploiting the defender’s uncertainty about the type of normal user whose behavior is being observed. Third, the relation between qualitative intention deception and quantitative intention deception using information-theoretic approaches [10] may be established. Instead of finding the almost-sure nonrevealing intention deception strategy, it may be practical to also compute an intention deception strategy that has a low probability of revealing the true intention. Lastly, the synthesis of intention deception can be extended to general observation functions for practical applications in cyber-physical systems.
A Proof of Proposition 2 and the construction of ASW region.

Proof. First, we provide the algorithm to solve the ASW region $\text{ASW}(\varphi)$ where $\varphi := \neg U U F$ where $U \cap F = \emptyset$.

1. Initiate $X_0 = F$ and $Y_0 = S \setminus U$. Let $i = j = 1$.
2. Let $X_{i+1} = \{X_i\} \cup \{s \in Y_j \setminus X_i \mid \exists a \in A(s), \text{Post}(s, a) \cap X_i \neq \emptyset \text{ and Post}(s, a) \subseteq Y_j\}$
3. If $X_{i+1} \neq X_i$, then let $i = i + 1$ and go to step 2; else, let $n = i$ and go to step 4.
4. Let $Y_{j+1} = X_i$. If $Y_{j+1} = Y_j$, then $\text{ASW}(\varphi) = Y_j$. Return $\{X_i, i = 1, \ldots, n\}$ computed from the last iteration. Else, let $j = j + 1$ and $i = 0$ and go to step 2.

The algorithm returns a set of level sets $X_i$, $i = 0, \ldots, n$ for some $n \geq 0$ and the ASW region $\text{ASW}(\varphi)$. Recall that $\text{Allowed}: S \rightarrow 2^A$ is defined by $\text{Allowed}(s) = \{a \in A(s) \mid \text{Post}(s, a) \subseteq \text{ASW}(\varphi)\}$. The following property holds: For each $s \in X_i \setminus X_{i-1}$, there exists an action $a \in \text{Allowed}(s)$ that ensures, with a positive probability, the next state is in $X_{i-1}$ and with probability one, the next state is in $\text{ASW}(\varphi)$.

Let's define a function $\text{Prog}: \text{ASW}(\varphi) \rightarrow 2^A$ such that for each $s \in X_i \setminus X_{i-1}$, $\text{Prog}(s) = \{a \in \text{Allowed}(s) \mid \text{Post}(s, a) \cap X_{i-1} \neq \emptyset\}$. Intuitively, the set $\text{Prog}(s)$ is a set of actions, each of which ensures that a progress (to a lower level set) can be made with a positive probability.

Therefore, by following a policy $\pi$ that selects any action in $\text{Allowed}(s)$ with probability $> 0$, the probability of starting from a state $s \in X_i \setminus X_{i-1}$ and not reaching a state in $X_0 = F$ in $i$ steps is less than $(1 - p)^i$ where $p = \min_{0 < i \leq n, s \in S, a \in \text{Prog}(s)} \pi(s, a)P(s' \mid s, a)$ and is nonzero. If in the $i$-th step, the set $X_0$ is not reached, the agent will reach a state $s' \in \text{ASW}(\varphi)$ from which an action in $\text{Prog}(s')$ will be selected with a nonzero probability. Thus, the probability of never reaching a state in $F$ is $\lim_{k \rightarrow \infty} (1 - p)^k = 0$. In other words, the policy $\pi$ ensures $F$ is eventually reached with probability one. At the same time, because the set $Y_j \cap U = \emptyset$ for all $j > 0$ during iterations, $\text{ASW}(\varphi) \cap U = \emptyset$ and thus the probability of reaching a state in $U$ is zero by following the policy $\pi$.

B Proof of Theorem 2

Proof. We show that the ASW policy $\hat{\pi}_1: S \times 2^S \rightarrow D(A)$ obtained from the augmented MDP is qualitatively observation-equivalent to an ASW policy for the user.

Consider a history $h = s_0a_0s_1a_1 \ldots s_n$ which is sampled from the stochastic process $M_{\hat{\pi}_1}$ and satisfies $s_i \notin F_1 \cup U_1$ for $0 \leq i < n$ and $s_n \in F_1$. The history is associated with a history in the augmented MDP, $\hat{h} = (s_0, B_0)a_0(s_1, B_1)a_1 \ldots (s_n, B_n)$ where $B_0 = D\text{Obs}_S(s_0)$ is the initial belief for the defender. Due to the construction of the augmented MDP, for all $0 \leq i \leq n$, $B_i \neq \emptyset$. 
By the definition of qualitatively observation-equivalence, we only need to show that there exists $h' = s_0'a_0's_1'a_1' \ldots s_n'$ where $s_i' \in B_i$ for all $i = 0, \ldots, n$, such that $\Pr(h', M_{\pi_0}) > 0$ where $M_{\pi_0}$ is the Markov chain induced by a user’s ASW policy $\pi_0$ from the MDP $M$. It is observed that $a_i$ and $a_i'$ may not be the same. By way of contradiction, suppose, for any state-action sequence $h' = s_0'a_0's_1'a_1' \ldots s_n'$ where $s_i' \in B_i$ and $a_i' \in A(s_i')$ for $0 \leq i \leq n$, it holds that $\Pr(h', M_{\pi_0}) = 0$. When $\Pr(h', M_{\pi_0}) = 0$, there are two possible cases: First case: there exists some $i \geq 0$ such that for all $s \in B_i$, $\text{Allowed}(s) = \emptyset$; second case: there does not exists an action $a$ enabled from the belief $B_i$ and a state $s' \in B_{i+1}$ such that $P(s'|s, a) > 0$.

The first case is not possible because when for all $s \in B_i$, $\text{Allowed}(s) = \emptyset$, then the next state reached will be $(s, \emptyset)$ which is a sink state, contradicting the fact that $\hat{h}$ satisfies the reach-avoid objective. In the second case, if for any state $s \in B_i$, for any action $a$ enabled from $s$, $\text{Post}(s, a) \cap B_{i+1} = \emptyset$, then $B_{i+1} = \emptyset$, this again contracts that $\hat{h}$ visits a state in $\hat{F}$.

Thus, it holds that there exists $h'$ such that $\text{DObs}_S(h) = \text{DObs}_S(h')$ and $\Pr(h', M_{\pi_0}) > 0$.
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