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ABSTRACT: We compute four-derivative corrections to the AdS supergravity actions arising from the near-horizon geometry of N M5-branes wrapped on either one or two Riemann surfaces. This setup features the novel presence of both gauged isometries as well as nontrivial hypermultiplets. We argue that the 5d Chern-Simons terms receive not only higher-derivative corrections but also contributions from Killing vector parameters, which we find must also be corrected. We check the central charges found by our supergravity methods against the dual field theory results and find perfect agreement at leading and subleading order in N. Along the way, we find higher derivative corrections to general AdS₅ and AdS₃ × Σ₉ geometries.
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1. Introduction

Conformal anomalies provide an important tool for analyzing CFTs in various dimensions. In particular, they were instrumental in the early tests of the AdS/CFT correspondence, where the large-$N$ central charges of $\mathcal{N} = 4$ SYM were successfully reproduced by a gravity computation in [1]. Subsequently, the match was extended to finite $N$ in this theory and others by taking into account higher order effects in the bulk; theories with $1/N$ effects were discussed in [2], and theories with $1/N^2$ corrections were explored in [3, 4, 5, 6]. The higher-derivative corrections for related quiver theories were studied in [7, 8]. In some cases, exact knowledge of the field theory central charges was used to infer the precise form of higher-derivative supergravity corrections, as in [9].

In this paper, we are concerned with $\mathcal{N} = (0, 2)$ and $\mathcal{N} = 1$ superconformal field theories in two and four dimensions, respectively. In such theories, the stress-energy tensor is part of a supermultiplet that includes the $U(1)_R$ R-symmetry current. As a consequence, the central charges can be derived exactly from the knowledge of the $U(1)_R$ 't Hooft anomalies. Since there might be many global $U(1)$ symmetries, the determination of the central charges is tantamount to identifying the correct $U(1)_R$ symmetry among the many possibilities. In [10] it was proven that the exact R-symmetry of $\mathcal{N} = 1$ theories in four dimensions is the one that maximizes the central charge $a$. More recently, a similar result was proven for two-dimensional $\mathcal{N} = (0, 2)$ theories [11], where it was shown that the exact R-symmetry extremizes the right-moving central charge $c_R$. The supergravity duals of these procedures were described first in [12] and subsequently [13, 14] for $a$-maximization and in [15] for $c$-extremization at the two-derivative level.

Theories with these amounts of supersymmetry appear in numerous string theory constructions, where they describe the low-energy worldvolume physics of various brane configurations. Of particular interest to us will be setups consisting of $N$ parallel M5-branes, whose worldvolume is described by a six-dimensional $\mathcal{N} = (2, 0)$ supersymmetric theory. Very little is known about this theory, but one fruitful approach has been to wrap the branes around one or two Riemann surfaces and study the resulting low-energy effective theories [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31].
This procedure can give rise to interesting four-dimensional $\mathcal{N} = 1$ as well as two-dimensional $\mathcal{N} = (0,2)$ superconformal field theories. The exact central charges of these theories were computed by $a$-maximization \cite{34, 35, 36} and $c$-extremization \cite{37, 38}.

The near-horizon limit of the backreacted geometries that arise from these M5-brane setups interesting dual $AdS_5$ \cite{38} and $AdS_3$ \cite{39} solutions in supergravity. The central charges can then be computed at leading order in $N$ using standard holographic techniques, and they agree with the exact CFT results. Typically, these leading order contributions scale as $N^3$. In this paper we wish to reproduce the first subleading (order $1/N^2$) corrections to these central charges by considering various higher-derivative corrections to the supergravity theory and computing the corrections to the $AdS_5$ and $AdS_3$ geometries describing the near-horizon limit of these brane setups. The case of M5-branes wrapped around 4-cycles of Calabi–Yau manifolds has been considered earlier in the literature \cite{40}, where they give rise to $AdS_3 \times S^2$ solutions of ungauged 5d $\mathcal{N} = 1$ supergravity. In our setups we will have to deal with two additional complications: the presence of gauged isometries and non-trivial hypermultiplets.

Since the eight-derivative corrections to 11d supergravity are not known in closed form, we will use a rather indirect strategy. We will focus on $\mathcal{N} = 1$ five-dimensional supergravity, which is a consistent truncation of the eleven-dimensional theory that contains all the solutions of interest. The advantage of the five-dimensional formulation is the availability of powerful off-shell techniques which have made it possible to compute the supersymmetric completion of the $Weyl^2$ \cite{17} as well as the $R^2$ \cite{41} terms.

Our strategy will be as follows: first we consider the well-known CP-odd eight-derivative correction of 11d supergravity $C_3 \wedge X_8$ to derive the subleading corrections to the five-dimensional Chern–Simons terms. We then embed both the leading and subleading Chern–Simons terms in a fully supersymmetric five-dimensional Lagrangian. Finally, using off-shell techniques, we compute the corrections to the $AdS_5$ and $AdS_3 \times \Sigma_g$ geometries and reproduce the central charges of the dual theories.

A tantalizing outcome of our analysis is that on top of the “explicit” higher-derivative corrections to the action, it is necessary to introduce $1/N$ corrections to the Killing vectors that gauge the global symmetries of the hypermultiplet sector. This can be seen as the gauged counterpart of $1/N$ corrections to the universal hypermultiplet geometry studied in \cite{42, 43, 44, 45, 46} for compactifications of M-theory on Calabi–Yau manifolds.

The paper is organized as follows. In section 2 we review the main field theory results that we wish to reproduce from the supergravity side. In particular, we will briefly review the techniques of $a$-maximization and $c$-extremization and present the central charges for the IR SCFTs describing M5 branes wrapped on one or two Riemann surfaces. In section 3 we present the supergravity conventions and
techniques that will be used throughout the paper. More importantly, we construct general $\text{AdS}_5$ and $\text{AdS}_3 \times \Sigma_g$ solutions in the presence of higher-derivative corrections. In section 4 we specialize the considerations of the previous section to the case of M5-branes wrapped on one or two Riemann surfaces. This allows us to holographically reproduce the central charges of the dual SCFTs and derive the specific subleading corrections to the Killing vectors. We conclude in section 5 with some open problems and possible directions for future work.

2. Field Theory

In this section, we review the results from two- and four-dimensional field theory that we will aim to reproduce from a supergravity perspective.

2.1 Four Dimensions

The bosonic sector of the four-dimensional $\mathcal{N} = 1$ superconformal algebra is $SO(4, 2) \times U(1)_R$. The latter factor is the four-dimensional R-symmetry, the knowledge of which has many useful consequences. In particular, knowing the R-charges of a given theory allows the computation of the central charges $a$ and $c$, which are given by:

$$a = \frac{3}{32} \left[ 3 \text{Tr} R^3 - \text{Tr} R \right]$$

$$c = \frac{1}{32} \left[ 9 \text{Tr} R^3 - 5 \text{Tr} R \right].$$

(2.1)

One advantage of these formulae is that the traces can sometimes be computed even in theories which have no known Lagrangian descriptions, such as theories that come from compactifying M5-branes.

In many cases of practical interest, the R-symmetry is not immediately obvious. In particular, for any candidate symmetry $R_0$, it is possible that a putative superconformal R-symmetry could mix with non-R global symmetries $F_I$, yielding a family of R-symmetries $R_t(s^I) = R_0 + \sum_I s^I F_I$. To determine the values of $s^I$ that correspond to the unique superconformal R-symmetry, we must employ $a$-maximization, and find the (local) maximum of $R_t(s^I)$. Since this cubic function can have at most one local maximum, this procedure uniquely determines the R-symmetry.

A useful alternate perspective on $a$-maximization can be found by using the anomaly polynomial. Recall that a chiral fermion in a four-dimensional theory with charge $q$ under a $U(1)$ global symmetry $\mathcal{F}$ has a six-form anomaly polynomial given by:

$$I_6 = \text{ch}(\mathcal{F}) \hat{A}(T)|_6 = \frac{q^3}{6} c_1(\mathcal{F})^3 - \frac{q}{24} c_1(\mathcal{F}) p_1(T),$$

(2.2)

where $c_1(\mathcal{F})$ is the first Chern class of $\mathcal{F}$ and $p_1(T)$ is the first Pontryagin class of the tangent bundle of the four-dimensional spacetime. For theories that come from M5-branes wrapped on a Riemann surface $\Sigma$, we have the advantage of knowing
the 8-form anomaly polynomial $I_8$ of the $(2,0)$-theory, and can reproduce the four-
dimensional anomaly polynomial by integrating $I_8$ over $\Sigma$. In particular, the M5-
brane anomaly polynomial is given by [47, 48, 49]:

$$ I_8 = \frac{r_G}{48} \left[ p_2(N) - p_2(T) + \frac{1}{4} (p_1(T) - p_1(N))^2 \right] + \frac{r_G h_G (h_G + 1)}{24} p_2(N), $$

(2.3)

where $N$ and $T$ are the normal and tangent bundles, $p_i$ is the $i$th Pontryagin class,
and $r_G$ and $h_G$ are the rank and Coxeter number, respectively, of the type of $(2,0)$
theory being considered. For example, for the $A_{N-1}$ theory, $r_G = N - 1$ and $h_G = N$.
The dimension of the group is given by $d_G = r_G (h_G + 1)$.

Consider wrapping an M5-brane on a Riemann surface $\Sigma$ whose normal bundle
is $U(1)^2$, with Chern numbers $p$ and $q$. Supersymmetry requires that $p + q = 2g - 2$,
where $g$ is the genus of $\Sigma$. It will be useful to parametrize the supersymmetric
solutions via:

$$ p = (1 + z)(g - 1), \quad q = (1 - z)(g - 1). \quad (2.4) $$

Some linear combination of these two $U(1)$’s is the R-symmetry, which can then
potentially mix with a linear combination corresponding to a non-R symmetry. We
can encode this mixing into an ambiguity in the individual Chern roots, which is
then reflected in the coefficients of the 6-form anomaly polynomial we get when
integrating $I_8$ over $\Sigma$ [35]. By identifying the coefficients of Eq. (2.2) with Tr $R_i^3$
and Tr $R_t$, we can then use $a$-maximization to find the superconformal R-symmetry.
A major advantage of this technique is that it not only gives the exact (i.e., not
only large $N$) answer, but can also be used despite the absence of a four-dimensional
Lagrangian.

The final result for the central charges is [35]:

$$ a = |g - 1| r_G \frac{\zeta^3 + \kappa \sigma^3 - \kappa (1 + \sigma) (9 + 21 \sigma + 9 \sigma^2) z^2}{48 (1 + \sigma)^2 z^2}, $$

(2.5)

$$ c = |g - 1| r_G \frac{\zeta^3 + \kappa \sigma^3 - \kappa (1 + \sigma) (6 - \kappa \zeta + 17 \sigma + 9 \sigma^2) z^2}{48 (1 + \sigma)^2 z^2}, $$

(2.6)

where the two parameters $\sigma$ and $\zeta$ are defined as:

$$ \sigma = h_G (1 + h_G), \quad \zeta = \sqrt{\sigma^2 + (1 + 4 \sigma + 3 \sigma^2) z^2}, \quad (2.7) $$

while $\kappa = 1$ for $S^2$ and $\kappa = -1$ if the Riemann surface is hyperbolic ($g > 1$). The
case of $T^2$, with $g = 1$ and $\kappa = 0$, must be treated separately and leads to the central
charges:

$$ a = |z| \frac{r_G (1 + 3 \sigma)^{3/2}}{48 \sqrt{1 + \sigma}}, \quad (2.8) $$

$$ c = |z| \frac{r_G (2 + 3 \sigma) \sqrt{1 + 3 \sigma}}{48 \sqrt{1 + \sigma}}. \quad (2.9) $$
Notice that for $A_{N-1}$ these central charges grow as $N^3$ in the large $N$ limit. Furthermore, they contain an infinite number of $1/N$ corrections. The order $N^3$ coefficient of these central charges was successfully matched to a supergravity computation \[35\]. In this paper we will extend this matching to the first subleading coefficient of order $N$. For this reason, it is useful to write the explicit form of the leading and subleading terms of the above expressions. For $\kappa = \pm 1$ we have:

\[
a = |g - 1 | \left( \frac{\kappa - 9 \kappa z^2 + (3z^2 + 1)^{3/2}}{48z^2} N^3 \right. \\
\left. - \frac{(z^2 + 1)(\kappa + \sqrt{3}z^2 + 1)}{16z^2} N + \ldots \right), \tag{2.10}
\]

\[
c = |g - 1 | \left( \frac{\kappa - 9 \kappa z^2 + (3z^2 + 1)^{3/2}}{48z^2} N^3 \\
- z^2 \left(2\sqrt{3}z^2 + 1 - \kappa \right) + 3(\kappa + \sqrt{3}z^2 + 1) N + \ldots \right), \tag{2.11}
\]

while the $\kappa = 0$ case leads to:

\[
a = \frac{\sqrt{3}|z|}{16} N^3 - \frac{\sqrt{3}|z|}{16} N + \ldots, \tag{2.12}
\]

\[
c = \frac{\sqrt{3}|z|}{16} N^3 - \frac{|z|}{8\sqrt{3}} N + \ldots. \tag{2.13}
\]

We will derive these results from a gravity computation in section 4.4.

### 2.2 Two Dimensions

A two-dimensional analog of $a$-maximization was recently found by Benini and Bobev in \[13, 37\]. In two-dimensional theories with $(0, 2)$ SUSY, there is a $U(1)_R$ associated with the right-movers. In general, the superconformal R-symmetry is related to the right-moving central charge $c_R$ by $c_R = 3k^{RR}$, where $k^{RR}$ is the leading coefficient in the two-point function of the right-moving R-current. If there are additional Abelian global symmetries in the theory, then just as in four dimensions, the R-symmetry can appear to be ambiguous. The main result of \[13, 37\] is that the superconformal R-symmetry is determined by extremizing:

\[
c_{R,I}(t_I) = 3 \left( k^{RR} + 2 \sum_I t_I k^{IR} + \sum_{IJ} t_I t_J k^{IJ} \right). \tag{2.14}
\]

where the $k^{IJ}$ are the coefficients of the flavor current two-point functions (albeit, for left-movers, with an additional minus sign). Since $c_{R,I}$ is quadratic, it has a unique extremizing solution, which is a minimum for the directions corresponding to right-moving symmetries and maximum for the directions along the left-moving symmetries. Thus this procedure is simply called “c-extremization”.

Also, just as in four dimensions, we can consider the anomaly polynomial for a two-dimensional fermion charged under Abelian symmetries $F^I$. The anomaly
four-form is given by:

\[ I_4 = k^{IJ} c_1(F^I) c_1(F^J) - \frac{k}{24} p_1(T) \]  (2.15)

where \( k^{IJ} = \text{Tr}F^I F^J \) and \( k = \text{Tr} \gamma^3 = n_R - n_L \), the difference in the number of right-moving vs. left-moving Weyl fermions. Just as in four dimensions, if we wrap M5-branes on a suitable four-dimensional space, we can integrate the 8-form over the compact space and read the appropriate charges off of \( I_4 \). These charges can then be used to do \( c \)-extremization.

The particular example we are going to study in the following is M5-branes wrapped on the product of two Riemann surfaces. In this case, the \( c \)-extremization procedure leads to the left and right central charges \[ 15 \]:

\[ c_R = r_G \eta_1 \eta_2 \frac{\sigma^2 \mathcal{P} + 3 \sigma (z_1^2 z_2^2 - 6 \kappa_1 \kappa_2 z_1 z_2 + \kappa_1^2 \kappa_2^2) - 9 \kappa_1 \kappa_2 z_1 z_2}{\sigma(\kappa_1 \kappa_2 - 3 z_1 z_2) - 3 z_1 z_2}, \]  (2.16)

\[ c_L = r_G \eta_1 \eta_2 \frac{\sigma^2 \mathcal{P} + 2 \sigma (3 z_1^2 z_2^2 - 8 \kappa_1 \kappa_2 z_1 z_2 + \kappa_1^2 \kappa_2^2) + 3 z_1 z_2 (z_1 z_2 - 2 \kappa_1 \kappa_2)}{\sigma(\kappa_1 \kappa_2 - 3 z_1 z_2) - 3 z_1 z_2}, \]  (2.17)

where we have defined:

\[ \mathcal{P} = 3 z_1^2 z_2^2 + \kappa_1^2 z_2^2 + \kappa_2^2 z_1^2 - 8 \kappa_1 \kappa_2 z_1 z_2 + 3 \kappa_1^2 \kappa_2^2, \]  (2.18)

\[ \sigma = h_G (h_G + 1) \] as before, and for each Riemann surface we define:

\[ \eta_i = \begin{cases} 1, & g_i = 1, \\ 2 |g_i - 1|, & g_i \neq 1. \end{cases} \]  (2.19)

As before, it is convenient to expand the expressions above for \( A_{N-1} \) to order \( N \):

\[ \frac{1}{2} (c_L + c_R) = \frac{\eta_1 \eta_2}{4} \left[ \frac{\mathcal{P}}{\kappa_1 \kappa_2 - 3 z_1 z_2} N^3 + \frac{9 z_1^3 z_2^3 + 12 \kappa_1^2 z_1 z_2^3 + 12 \kappa_2^2 z_1^3 z_2 + \kappa_1 \kappa_2 (9 z_1^2 z_2^2 - 2 z_1^2 \kappa_2^2 - 2 z_2^2 \kappa_1^2 + 3 \kappa_1 \kappa_2 z_1 z_2 - \kappa_1^2 \kappa_2^2)}{2 (\kappa_1 \kappa_2 - 3 z_1 z_2)^2} N \right] + \ldots \]  (2.20)

\[ c_R - c_L = \frac{\eta_1 \eta_2}{4} (\kappa_1 \kappa_2 + z_1 z_2) N + \ldots \]  (2.21)

These results will be derived from a gravity computation in section 4.5.

3. \( N = 1 \) SUGRA Review & Solutions

In this section, we will discuss \( N = 1 \) supergravity in five dimensions with supersymmetric higher-derivative corrections, and construct supersymmetric \( AdS_5 \) and
$AdS_3 \times \Sigma_g$ solutions in this higher-derivative theory. The discussion of this supergravity theory takes place using the superconformal tensor calculus, but we will omit the details of the derivations of the actions and the gauge fixing that needs to happen to obtain Poincaré supergravity from the superconformal supergravity. Some more details of this gauge fixing (and references) are given in appendix [B], however, since all that is needed to find the solutions we are interested in are the gauge-fixed actions and supersymmetry variations, these details can safely be skipped.

### 3.1 Off-shell Multiplets & Variations

For computations involving higher-derivative corrections to supergravity theories, it is very useful to have an off-shell formulation of the supersymmetry multiplets, because the off-shell supersymmetry transformations are exact and do not receive any corrections at higher-derivative orders. In contrast, if the supersymmetry algebra only closes on-shell, then as the equations of motion get modified by higher-derivative corrections, the supersymmetry transformations must also get corrected in order to maintain closure of the algebra.

In five dimensional $\mathcal{N} = 1$ supergravity, there is an off-shell superconformal formulation available for the Weyl multiplet containing the graviton as well as for vector multiplets. Unfortunately, the theories we will obtain from the near-horizon limit of M5-branes wrapping a Riemann surface also have a hypermultiplet sector, and for these we only have an on-shell representation of the multiplet. However, we will find that having off-shell information even for only part of the theory will aid us in our analysis.

The off-shell standard Weyl multiplet contains the fünfbein $e^a_\mu$, the gravitini $\psi^i_\mu$, and bosonic auxiliary fields $V^{ij}_\mu$, $T_{ab}$, $D$, and $b_\mu$, along with a fermion auxiliarino $\chi^i$. Here, $\mu$ and $a$, $b$ are curved and flat five-dimensional indices respectively, while $i$ and $j$ are doublet indices ($i, j = 1, 2$) of $SU(2)$. $T_{ab}$ is an antisymmetric tensor, while $V^{ij}_\mu$ is symmetric in its upper indices. Our conventions for $SU(2)$ and for spinors are detailed in appendix [A.1]. We will also have $n_V + 1$ off-shell U(1) vector multiplets, each containing a gauge field $A^I_\mu$ (with field strength $F^I_{\mu\nu}$), a real scalar $\rho^I$, a gaugino $\lambda^I$, and an auxiliary field $Y^I_{ij}$ which is also a doublet of $SU(2)$.

Finally, we will have $n_H$ on-shell physical hypermultiplets with scalars $q^X$ and fermions $\zeta^A$. Here $X$ runs from 1 to $4n_H$, while $A$ runs from 1 to $2n_H$, so we have four real scalars and two $SU(2)$-Majorana fermions in each hypermultiplet. The superconformal tensor calculus will also require an extra, non-physical compensator hypermultiplet [5]. To get Poincaré supergravity in the superconformal formalism, we need to gauge fix the superconformal symmetries, which will entirely fix this compensator hypermultiplet (so that it disappears from the action) as well as set the Weyl multiplet field $b_\mu = 0$. We give more details on the superconformal fields and

---

1The off-shell formalism for hypermultiplets requires an infinite number of fields [50].
actions including compensators in appendix B here we will always use the gauge-fixed variations and actions.

The $n_H + 1$ hypermultiplets (i.e., including the compensator) parametrize a hyperkähler manifold, of which the physical hypermultiplets parametrize a quaternionic submanifold.\footnote{We refer to appendix B for more details and references.} Important data of this manifold is given by the vielbein $f_X^A(q)$ and associated quaternionic metric $h_{XY}(q)$ (both quantities are of the physical quaternionic manifold, so $X$ runs from 1 to $4n_H$), and Killing vector parameters $k_i^X(q)$ which determine the charges of the physical hyperscalars under the gauge group. These parameters also determine associated moment maps $P_i^X(q)$. More details on the hyperscalar quantities can be found in appendix D (especially section D.4).

In summary, the bosonic fields that survive the superconformal gauge fixing are

$$V_{ij}^a, A^I_{\mu}, \rho^f, Y_{ij}^I (I = 1, \cdots, n_V + 1); q^X (X = 1, \cdots, n_H).$$

For bosonic solutions, all the gauge-fixed fermionic variations are:

$$\delta \psi^i_{\mu} = \left( \partial_{\mu} + \frac{1}{4} \alpha_{\mu}^{ab} \gamma_{ab} \right) \epsilon^i - V_{ij}^{\mu ij} \epsilon_j + i T^{ab} \left( \gamma_{ab} \gamma_{\mu} - \frac{1}{3} \gamma_{\mu} \gamma_{ab} \right) \epsilon^i + \frac{1}{6} g \rho^f \gamma_{\mu} P_i^f \epsilon_j,$$

$$\delta \chi^i = \frac{D}{4} \epsilon^i - \frac{1}{64} \gamma_{ab} F^{ij} \epsilon_j + \frac{i}{24} \gamma_{ab} \gamma_{\epsilon} T_{ab} \gamma_{\epsilon} \epsilon_j - \frac{1}{6} \gamma_{abcd} T_{ab} T_{cd} \epsilon^i + \frac{i}{24} g \rho^f \gamma_{ab} T_{ab} P_i^f \epsilon_j + \frac{i}{8} \gamma_{ab} \gamma_{\epsilon} \gamma_{\alpha} T_{ab} \epsilon^i - \frac{i}{8} \gamma T_{ab} \epsilon^i,$$

$$\delta \lambda^{ij} = -\frac{1}{4} \gamma_{ab} F^{ij} \epsilon^i - \frac{i}{2} \gamma_{ab} \partial_{\alpha} \rho^f \epsilon_j - Y^{ij} \epsilon_j + \frac{4}{3} \rho^f \gamma_{ab} T_{ab} \epsilon^i + \frac{i}{3} \rho^f \gamma_a \gamma_i \epsilon_j + \frac{1}{6} g \rho^f \rho^j P_i^f \epsilon_j,$$

$$\delta \zeta^A = \frac{i}{2} (\partial_{\alpha} q^X + g A^I_{\alpha} k^X_i) f_i^A \gamma^a \epsilon_i - \frac{1}{2} g \rho^f \rho^j P_i^f \epsilon_i,$$ (3.1)

(3.2)

(3.3)

where we have defined:

$$\nabla_{\mu} T_{ab} = \partial_{\mu} T_{ab} - 2 \omega^{\mu}_{ab} \epsilon^c T_{bc},$$

$$F_{\mu\nu} = 2 \partial_{[\mu} V_{\nu]}^{ij} - 2 V_{[\mu}^{ij} V_{\nu]}^{ij},$$

$$T_{ij} = V_{ij}^{\mu} - \frac{1}{2} g A^I_{\mu} P_{ij}^{\mu} - \omega^X_{ij} \partial_{\alpha} q^X,$$ (3.4)

(3.5)

(3.6)

where $\omega^X_{ij}$ is the $SU(2)$ part of the spin connection on the hyperscalar manifold (see appendix B).

In the following, it will sometimes be useful to split objects with $SU(2)$ indices into a trace and a traceless part. We will denote the latter with a prime, so e.g.:

$$V_{ij}^{\mu} = \frac{1}{2} \delta_{ij} V_{\mu} + V_{ij}^{\mu ij}.$$ (3.7)

Note that $SU(2)$ indices are raised and lowered with $\epsilon_{ij}$ and $\epsilon^{ij}$, not with $\delta_{ij}$, in equations like (3.5). Our conventions for $SU(2)$ indices are detailed in appendix A.
3.2 Two- and Four-Derivative Actions

Here we will discuss the two- and four-derivative actions in the off-shell formalism. Once again, we only report the gauge-fixed Lagrangians; for more information about the gauge fixing, see appendix B.2.

3.2.1 Two Derivative Supergravity

The two-derivative supergravity action is constructed in the superconformal formalism by first constructing the superconformal-invariant action and then gauge fixing to Poincaré supergravity. More details on the superconformal action is given in appendix B; here we will only state the gauge-fixed Poincaré supergravity Lagrangian. Note that the Weyl multiplet field $b_\mu = 0$ everywhere.

At two derivatives, the action is completely specified by a gauge coupling parameter $g$ and a cubic polynomial in the $\rho^I$:

$$
C = C_{IJK} \rho^I \rho^J \rho^K,
$$

where $C_{IJK}$ are totally symmetric constants.

Let us also define:

$$
C_I = 3 C_{IJK} \rho^J \rho^K, \\
C_{IJ} = 6 C_{IJK} \rho^K,
$$

and $(C^{-1})^{IJ}$ is the matrix inverse to $C_{IJ}$ (which we assume exists).

In terms of these, the two-derivative bosonic Lagrangian is:

$$
e^{-1} L_R = \frac{1}{4} C_{IJ} F^{I\alpha} F_{\alpha J} + \frac{1}{2} C_{IJ} \partial_\alpha \rho^I \partial^\alpha \rho^J - C_{IJ} Y_{ij} Y^{ij} + 8(C - 1) D + \left(\frac{208}{3} - \frac{16}{3}\right) T^{ab} T_{ab} + \left(\frac{C}{4} - \frac{3}{4}\right) R - 8 C_{K} F_{ab} T^{ab} + \frac{1}{4} \epsilon^{\mu \nu \rho \sigma} C_{IJK} A^I_{\mu} F^{J}_{\nu} F^{K}_{\rho \sigma}
$$

$$
- h_{XY} (\partial_\alpha q^X + g A^{a}_{I} k^I_{a}) (\partial^\alpha q^Y + g A^{b}_{I} k^I_{b}) + 2 g Y_{ij} P_{IJ} - g^2 \rho^I \rho^J k^X_I k^Y_J h_{XY} + \frac{1}{2} g^2 \rho^I \rho^J P_{IJ} + 2 \Upsilon_{ij} \Upsilon^a_{ij},
$$

(3.10)

The full equations of motion can be found in appendix B.3. Here, we mention that the equations of motion for the auxiliary fields $Y_{ij}^I$, $T_{ab}$, $V_{ij}^{a}$, and $D$ respectively give:

$$
Y_{ij}^I = g (C^{-1})^{IJ} P_{IJ},
$$

(3.11)

$$
T_{ab} = C_{I} F_{ab}^I,
$$

(3.12)

$$
V_{ij}^{a} = \frac{1}{2} g A_{I}^{a} P_{IJ} + \omega_{ij}^{a} \partial q^X \Rightarrow \Upsilon_{ij}^{a} = 0,
$$

(3.13)

$$
C = 1.
$$

(3.14)

Note that $D$ is not determined by its own equation of motion, but can be determined by the other equations of motion. Rather, its equation of motion (B.14) gives
a constraint on the scalars that can be seen to give the correct normalization factor 1 for the Einstein-Hilbert term in the action. Using these equations of motion, we can write the full two-derivative on-shell Lagrangian:

\[ e^{-1}L_{\text{on-shell}} = R + \frac{1}{2}C_{IJ}\partial_a \rho^I \partial^a \rho^J + \frac{1}{4} (C_{IJ} - C_I C_J) F^{Iab} F^J_{ab} \]

\[ + \frac{1}{4} e^{-1} \varepsilon^{\mu \nu \rho \sigma} C_{IJK} A^I_{\mu} F^J_{\nu \lambda} F^K_{\rho \sigma} - h_{XY} (\partial_a q^X + gA^I_a k^X_I)(\partial^a q^Y + gA^I_a k^Y_I) \]

\[ + g^2 (C^{-1})^{IJ} P^{ij} P^{ij} - g^2 \rho^I \rho^J k^X_I k^Y_J h_{XY} + \frac{1}{2} g^2 \rho^I \rho^J P^{ij} P_{ij}, \] (3.15)

which has to be supplemented with the constraint \( C = 1 \), which should be solved before taking variations of (3.15).

### 3.2.2 Four Derivative Corrections

We would now like to consider the higher-derivative corrections to this action. There are three curvature-squared terms which could appear in principle, but we can remove one of them by a field redefinition.\(^3\) We can choose to remove the Ricci squared term, leaving a Weyl squared term and a Ricci scalar squared term. The full supersymmetric action at four derivatives will be given by the supersymmetric completions of these two four-derivative curvature terms.\(^4\) These two actions will introduce two new sets of parameters \( c_I, b_I \), which should be seen as small parameters compared to the curvature of solutions in order for the derivative expansion to be meaningful.

The supersymmetric completion of the Weyl squared term was first calculated in [17] and contains a mixed gauge-gravitational Chern-Simons term \( A \wedge R \wedge R \). The bosonic part of the action is given by [17, 41]:

\[ L_{C^2} = \sqrt{-g} C_I \left\{ \frac{1}{8} \rho^I C_{\mu \nu \rho \sigma} C^{\mu \nu \rho \sigma} + \frac{64}{3} \rho^I D^2 + \frac{1024}{9} \rho^I T^2 D - \frac{32}{3} DT_{\mu \nu} F^{I \mu \nu} \right\} \]

\[ - \frac{16}{3} \rho^I C_{\mu \nu \rho \sigma} T_{\mu \nu} T_{\rho \sigma} + 2 C_{\mu \nu \rho \sigma} T_{\mu \nu} F^{I}_{\rho \sigma} + \frac{1}{16} \varepsilon^{\mu \nu \rho \sigma \lambda \tau} A^I_{\mu} C^{\nu \rho \lambda} C^{\sigma \tau \delta} - \frac{1}{12} \varepsilon^{\mu \nu \rho \sigma \lambda \tau} A^I_{\mu} F^{ij}_{\nu \rho} F^{\sigma \lambda}_{ij} \]

\[ + \frac{16}{3} \delta_{ij} T^{\mu \nu} F^{ij}_{\mu \nu} - \frac{1}{3} \rho^I F_{\mu \nu} F^{ij}_{\mu \nu} + \frac{64}{3} \rho^I \nabla^\lambda T_{\mu \nu} \nabla^{\mu \nu} T^{\mu \nu} - \frac{128}{3} \rho^I T_{\mu \nu} \nabla^{\nu} \nabla^{\mu} T^{\mu \nu} \]

\(^3\)In pure general relativity with no cosmological constant, we can remove two of the invariants by the two-parameter field redefinition

\[ g'_{\mu \nu} = g_{\mu \nu} + \ell^2 (\alpha R g_{\mu \nu} + \beta R_{\mu \nu}). \] (3.16)

However, in the given theory, a general redefinition of this form would also change Newton’s constant by something proportional to the effective cosmological constant, essentially the potential for the scalars. Since we choose to leave the Newton’s constant fixed (though we will see in (4.50) that the effective \( G_N \) does get shifted), we are left with only a one-parameter field redefinition.

\(^4\)In principle, one could wonder whether there are any other four-derivative Lagrangians that contain, say, higher derivatives in the hyperscalars only. However, since for all our solutions we are only interested in hyperscalars that are constant and moreover covariantly constant, any such possible Lagrangians could not contribute to our results.
\[- \frac{256}{9} \rho^I R^{\mu \rho} T_{\mu \rho} - \frac{32}{9} \rho^I R T^{\mu \nu} T_{\mu \nu} - \frac{64}{3} \rho^I \nabla_\mu T_{\nu \rho} \nabla^\mu T^{\nu \rho} + 1024 \rho^I T^{\mu \nu} T_{\mu} T_{\nu} T_{\rho \sigma} - \frac{2816}{27} \rho^I T^{\mu \nu} T^{\rho \sigma} T_{\mu \rho \sigma} - \frac{64}{9} T^{\mu \nu} T_{\mu \sigma} F^I_{\rho \sigma} - \frac{256}{3} T^{\mu \nu} T_{\mu} T_{\nu} T_{\rho \sigma} F^I_{\rho \sigma} - \frac{128}{3} \rho^I \epsilon^{\mu \nu \rho \sigma \lambda} T_{\mu} T_{\nu \rho \sigma} \nabla^\lambda T_{\tau} \right \},
\]

where the Weyl tensor in five dimensions is:

\[ C_{\mu \nu \rho \sigma} = R_{\mu \nu \rho \sigma} - \frac{1}{3} (g_{\mu \rho} R_{\nu \sigma} - g_{\nu \rho} R_{\mu \sigma} + g_{\mu \sigma} R_{\nu \rho} + g_{\nu \sigma} R_{\mu \rho}) + \frac{1}{12} (g_{\mu \rho} g_{\nu \sigma} - g_{\mu \sigma} g_{\nu \rho}) R. \]

The supersymmetric completion of the Ricci scalar squared term was computed in [41] using the superconformal formalism, but using a linear multiplet compensator. This linear multiplet, together with the Weyl multiplet, can then be embedded in a composite vector multiplet that is needed for the construction of the Ricci scalar squared action. Since we use a hypermultiplet compensator instead of a linear one, we need to map our hyperscalar compensator multiplet into a linear multiplet.\(^5\) We can do this using the formulae in [52] for embedding hyperscalar multiplets into linear multiplets. Finally, the bosonic parts of the composite vector multiplet needed for the action is given by (after gauge fixing):

\[ \rho = \frac{1}{\sqrt{2}} g^I P_I, \]

\[ Y^{ij} = \frac{1}{\sqrt{2}} \delta^{ij} \left( \frac{3}{8} R - \frac{1}{8} (g^I P_I)^2 - \frac{1}{8} \nabla^2 + \frac{8}{3} T^2 + 4D - V^{ijkl} V_{ijkl} \right) + \frac{1}{\sqrt{2}} \Gamma^a V^{aij} - \sqrt{2} \nabla^a V^{aij}, \]

\[ F^{ab} = 2 \sqrt{2} \partial^a \left( V^b + \frac{1}{2} \nabla^b \right), \]

where we have used the trace and traceless parts of \( V^{ij}_a, \Gamma^{ij}_a, P^i_l \) as in (3.7). In terms of this composite vector multiplet and the other fields, the bosonic part of the supersymmetric Ricci scalar squared action is given by [11]:

\[ \mathcal{L}_{R^2} = \sqrt{-g} b_I \left\{ \rho^I Y^{ij} Y^{ij} + 2 \rho^I Y^{ij} Y^I_{ij} - \frac{1}{8} \rho^I P^2 R - \frac{1}{4} \rho^I F_{\mu \nu} F^{\mu \nu} - \frac{1}{2} \rho^I F_{\mu \nu} F^I_{\mu \nu} + \frac{1}{2} \rho^I \partial_\mu \rho \partial^\mu \rho + \rho^I \rho \nabla^2 \rho - 4 \rho^I \rho^2 (D + \frac{26}{3} T^2) + 4 \rho^2 F^I_{\mu \nu} T_{\mu \nu} + 8 \rho^I \rho F_{\mu \nu} T^{\mu \nu} - \frac{1}{8} \epsilon_{\mu \nu \rho \sigma \lambda} A^I F^{\mu \nu} F^{\rho \sigma \lambda} \right\}. \]

\(^5\)Note that the Weyl squared Lagrangian is completely independent of which compensator is used, so such a translation between compensator multiplets is never necessary there.
The total Lagrangian is then given by $\mathcal{L}_R + \mathcal{L}_C + \mathcal{L}_R^2$; the equations of motion for the auxiliary fields $D$ and (the trace part of) $Y^I_{ij}$ following from this action give:

$$C = 1 - c_I \left( \frac{16}{3} \rho^I D + \frac{1}{18} \rho^I (C_J F^J)^2 - \frac{1}{12} C_J F^J \cdot F^I \right)$$

$$- b_I \left( 4 \rho^I D + \frac{1}{2} g \rho^J P_J Y^I - \frac{3}{8} R \rho^I - \frac{3}{8} \rho^I g^2 (\rho^J P_J)^2 + \frac{1}{96} \rho^I (C_J F^J)^2 \right),$$

where we have used the leading order (two-derivative) equation of motion for $T$ and $V$ to simplify the higher-order piece. The auxiliary equation of motion for $V$ and $T$ are quite a bit more complicated, so we omit them here.

### 3.3 Supersymmetric Solutions

Now, we can discuss finding $AdS_5$ and $AdS_3 \times \Sigma_g$ solutions in our $\mathcal{N} = 1$ supergravity theory with higher-derivative corrections. For our solutions, we will always take constant hyperscalars (which implies constant $k^X_I$, $P^{ij}_I$), and moreover we will demand that:

$$k^X_I \rho^I = 0,$$

$$k^X_I A^I_\mu = 0.$$  

These conditions will clearly set the hyperino variation (3.3) identically to zero. See appendix [A.2.2](#) for more discussion on the hyperino variation and the conditions (3.25) and (3.26).

We will also take a diagonal $SU(2)$ ansatz, which is an ansatz often used to find solutions to this theory. This ansatz consists of taking all fields in the Weyl and vector multiplets that have symmetric $SU(2)$ indices to only consist of the trace part, i.e. $V^{\mu ij} = P^{ij}_I = Y^{\mu ij} = 0$ in the notation of (3.7). See also appendix [A.2.1](#) for more information. Note that this is actually a restriction on the allowed possible $P^{ij}_I$ and thus a restriction on the hypermultiplets.

When we take this ansatz, the supersymmetry variations can be seen to simplify to (again, see appendix [A.2.1](#) for more discussion on the simplification of the variations):

$$\delta \psi_\mu = \left( \partial_\mu + \frac{1}{4} \epsilon^{\alpha \beta \gamma \delta} \gamma_\alpha - \frac{i}{2} V_\mu - \frac{i}{12} \gamma_\mu T + i T^{ab} (\gamma_\alpha \gamma_\mu - \frac{1}{3} \gamma_\mu \gamma_\alpha) + \frac{1}{2} g \rho^I P_I \gamma_\mu \right) \epsilon, $$

(3.27)
\[\begin{align*}
\delta \chi &= \left(\frac{1}{4} D - \frac{i}{64} \gamma^{ab} \partial_a V_b + \frac{i}{8} \gamma^{ab} \nabla T_{ab} - \frac{i}{8} \gamma^a \nabla^b T_{ab} + \frac{1}{6} T^2 - \frac{1}{4} \gamma^{abcd} T_{ab} T_{cd} \right. \\
&\quad \left. + \frac{1}{12} (\gamma \cdot T)^2 + \frac{i}{48} \gamma \cdot T \rho^I P_I - \frac{1}{48} \gamma \cdot T \Upsilon \right) \epsilon, \\
\delta \lambda^I &= \left( -\frac{1}{4} \gamma \cdot F^I - \frac{i}{2} \partial \rho^I - \frac{i}{2} Y^I + \frac{4}{3} \rho^I \gamma \cdot T + \frac{i}{12} g \rho^I \rho^J P_J - \frac{1}{12} \rho^I \Upsilon \right) \epsilon.
\end{align*}\]

(3.28)  
(3.29)

where we have defined \( \epsilon = \epsilon^1 + i \epsilon^2 \) and similar for the other spinors involved. We do not need to consider the hyperino variations anymore as we have set them to zero by demanding (3.25) and (3.26).

### 3.3.1 Supersymmetric AdS\(_5\) Solutions

To find (maximally) supersymmetric AdS\(_5\) solutions, we set all spin \( >0 \) fields to zero (i.e. \( V_a = T_{ab} = F_{ab} = 0 \), which also automatically implies \( \Upsilon_a = 0 \) since we have constant hyperscalars) and set all scalars to be constants. We take the metric to be:

\[ ds^2 = \frac{L^2}{r^2} \left( -dt^2 + dr^2 + dx^2 + dy^2 + dz^2 \right), \]

(3.30)

which has Ricci scalar \( R = -20 L^{-2} \).

The variations (3.28) and (3.29) respectively give:

\[ D = 0, \]

(3.31)

\[ Y^I = \frac{1}{6} \rho^I (g \rho^J P_J). \]

(3.32)

Additionally, the variation (3.27) must read:

\[ \delta \psi_\mu = D_\mu \epsilon + \frac{1}{2L} \epsilon, \]

(3.33)

in order for there to be eight linearly independent solutions \( \epsilon \) to \( \delta \psi_\mu = 0 \), and thus for the solution to preserve maximum supersymmetry. This fixes the radius of AdS to be:

\[ L^{-1} = \frac{1}{6} (g \rho^I P_I). \]

(3.34)

We can use the equations of motion (3.23) and (3.24) with our ansatz to get:

\[ C = 1 + 3b_1 \rho^I L^{-2}, \]

(3.35)

\[ C_I = \pi_I \equiv (g P_I) \frac{L}{2} + 9b_1 L^{-2}. \]

(3.36)

This can be solved exactly when the vector-scalar manifold \( \mathcal{M}_v \) is a homogeneous space with metric \( g_{IJ} = C_I C_J - C_{IJ} \), since in this case the following tensor has constant entries:

\[ \hat{C}^{IJK} = \frac{1}{C^2} g^{IL} g^{JM} g^{KN} C_{LMN}, \]

(3.37)
and obeys the following identity:
\[ \hat{C}^{IJK} C_{J(LM} C_{NP)K} = \frac{1}{27} \delta^I_{(L} C_{MNP)} . \]  
(3.38)

Then the solution to (3.36) is:
\[ \rho^I = \frac{3}{2} \frac{\hat{C}^{IJK} \pi_J \pi_K}{\sqrt{\hat{C}^{IJK} \pi_I \pi_J \pi_K}} \]  
(3.39)

The radius \( L \) is given by:
\[ L^{-1} = \frac{1}{2} P \left( 1 + \frac{1}{4} b_P \right), \]  
(3.40)

where we have defined:
\[ P = (g^3 \hat{C}^{IJK} P_I P_J P_K)^{1/3}, \]  
(3.41)
\[ b_P = 3g^2 \hat{C}^{IJK} b_I P_J P_K. \]  
(3.42)

As an example we now present the STU-model more explicitly: we have three vector multiplets and the symmetric tensor \( C_{IJK} \) has \( C_{123} = 1/6 \) and permutations thereof, with other components vanishing. In this case we have non-vanishing components \( \hat{C}^{123} = 1/6 \) and permutations, and we can write the solution for the scalar fields explicitly as:
\[ \rho^I = \frac{P}{g P_1} \left( 1 + g^2 (b_2 P_1 P_3 + b_3 P_1 P_2 - \frac{5}{4} b_1 P_2 P_3) \right), \quad \text{(similarly for } \rho^2, \rho^3 \). \]  
(3.43)

Finally, we note that (3.26) is automatically satisfied but (3.25) is not. We should see (3.25) as determining the constant values for the hyperscalars as follows: \( P_I(q) \) is a function of the hyperscalars, so \( \rho^I(q) \) are as well (due to (3.43)). Then (3.25) gives us the equation \( k^I \rho^I(q) = 0 \), which should be thought of as equations determining the possible (constant) values for the hyperscalars \( q^X \). We will see an explicit example of this below in section 4.4 once we specify the specific hyperscalar manifold and \( k^X, P_1 \) for our M5-brane system.

### 3.3.2 Supersymmetric \( AdS_3 \times \Sigma_g \) solutions

We can follow the same procedure to find (quarter-)supersymmetric \( AdS_3 \times \Sigma_g \) solutions to our theory: first, we consider the off-shell supersymmetric variations on our ansatz; then, we use a few of the simpler auxiliary field equations of motion to fully determine the solution. This procedure is very similar to that used in [41, 53] to find \( AdS_3 \times S^2 \) solutions in higher-derivative ungauged supergravity.

Our metric ansatz is taken to be:
\[ ds^2 = \frac{e^{2f_0}}{r^2} (-dt^2 + dz^2 + dr^2) + e^{2g_0 + 2h(x,y)} (dx^2 + dy^2), \]  
(3.44)
with $f_0, g_0$ constants and $h(x, y)$ the metric function of the Riemann surface of genus $g$ spanned by $(x, y)$:

$$
h(x, y) = \begin{cases} 
- \log \frac{1+x^2+y^2}{2}, & \text{for } g = 0, \\
\frac{1}{2} \log 2\pi, & \text{for } g = 1, \\
- \log y, & \text{for } g > 1.
\end{cases}
$$

(3.45)

Note that these satisfy:

$$e^{-2h}(\partial_x^2 + \partial_y^2)h = -\kappa,$$

(3.46)

where $\kappa$ is 1, 0, or $-1$ for $g = 0$, $g = 1$, or $g > 1$ respectively.

We will use the obvious choice for vielbeins:

$$e^\hat{\mu} = 1_{ref} dx^\mu, \quad (\mu = t, z, r)$$

(3.47)

$$e^\hat{\mu} = e^{g_0 + h} dx^\mu, \quad (\mu = x, y).$$

(3.48)

All scalars are taken to be constants. We take the components of the gauge fields $F^I$ and the auxiliary field $T$ along $\hat{x}\hat{y}$ to be their only non-zero components. We note that for such an ansatz, clearly $F \wedge F = 0$. We can also see that the equation of motion for $V$ at higher-derivative order simplifies to:

$$\Upsilon_\mu = 0,$$

(3.49)

in other words, the higher-derivative terms do not contribute to this equation of motion. We will use this to immediately set $\Upsilon_\mu = 0$ in the supersymmetry variations.

We also impose the projection conditions (effectively killing all but one-quarter of the supersymmetries) on the Killing spinor:

$$\gamma_{\hat{r}} \epsilon = \epsilon,$$

(3.50)

$$\gamma_{\hat{x}\hat{y}} \epsilon = i\epsilon.$$

(3.51)

Further, we take the Killing spinor $\epsilon$ to only depend on $r$.

The gravitino variation (3.27) along $\hat{t}, \hat{z}$ sets $V_{\hat{z}} = V_{\hat{t}} = 0$ and in addition gives us:

$$\frac{3}{2} \omega_{\hat{z}\hat{t}} - 4T_{\hat{z}\hat{y}} + \frac{1}{4} g\rho^I P_I = 0.$$

(3.52)

Similarly, the gravitino variation along $i = \hat{x}, \hat{y}$ gives $V_i = \omega_{\hat{x}\hat{y}}$ and:

$$8T_{\hat{x}\hat{y}} + \frac{1}{4} g\rho^I P_I = 0.$$

(3.53)

Finally, the $\hat{r}$ component of the variation gives $V_{\hat{r}} = 0$ and:

$$\partial_r \epsilon = \left( \frac{4}{3} T_{\hat{z}\hat{y}} - \frac{1}{12} g\rho^I P_I \right) \epsilon.$$

(3.54)
The gaugino variation (3.29) gives us:

\[ Y^I = -F_{x\bar{y}}^I + \frac{16}{3} \rho^I T_{x\bar{y}} + \frac{1}{6} g \rho^I \rho^J P_J. \] (3.55)

Finally, the auxiliarino variation (3.28) gives us:

\[ D = -\frac{1}{8} \partial_{\bar{z}} V_{\bar{g}} + \frac{1}{6} g \rho^I P_I T_{x\bar{y}} + \partial_{\bar{t}} T_{\bar{x}\bar{y}}. \] (3.56)

These SUSY variations can be seen to completely determine the auxiliary fields as well as provide a relationship between the AdS\(_3\) radius parametrized by \( f_0 \) and the scalars \( \rho^I \):

\[ g \rho^I P_I = 4 e^{-f_0}, \] (3.57)
\[ T_{x\bar{y}} = -\frac{1}{8} e^{-f_0}, \] (3.58)
\[ Y^I = -F_{x\bar{y}}^I, \] (3.59)
\[ D = -\frac{1}{16} e^{-2g_0} \kappa - \frac{1}{12} e^{-2f_0}, \] (3.60)
\[ F_{x\bar{y}} = e^{-2g_0} \kappa. \] (3.61)

Now, we turn to the equations of motion for the auxiliary fields \( V, Y, D \). First of all, the equation of motion for \( V \) was discussed above in (3.49) and gives us:

\[ \frac{1}{2} e^{2g_0} g F_{x\bar{y}}^I P_I = \kappa. \] (3.62)

We see that \( F_{x\bar{y}}^I \) should be constant, which we parametrize by:

\[ F_{x\bar{y}}^I = -a^I e^{-2g_0}, \] (3.63)

so that the equation of motion for \( V \) reduces to:

\[ \frac{1}{2} g a^I P_I = -\kappa. \] (3.64)

Next, we take the equations of motion for \( D \) (3.23) and \( Y^I \) (3.24). These simplify to:

\[ C = 1 - \frac{c_I}{6} e^{-2g_0} g P_J \left( \rho^I a^J - \frac{1}{2} \rho^J a^I \right) \]
\[ - b_I \left( 2 a^I e^{-2g_0} e^{-f_0} - \rho^I e^{-2g_0} \kappa - 4 e^{-2f_0} \rho^J \right). \] (3.65)

\[ a^I e^{-2g_0} = (C^{-1})^{IJ} g P_J - \frac{2}{3} (C^{-1})^{IJ} c_{IJ} e^{-f_0} e^{-2g_0} \]
\[ - 4(C^{-1})^{IJ} b_{IJ} \kappa e^{-f_0} e^{-2g_0}. \] (3.66)
These equations, together with the constraint \( g \rho' P_I = 4e^{-f_0} \) found above, fully determine the \( AdS_3 \) solution \( \rho', f_0, g_0 \). We can explicitly solve these equations in general. We first define:

\[
C_{IJ} a^J = \tilde{C}_{IJ} \rho^J, \tag{3.67}
\]

i.e. \( \tilde{C}_{IJ} = 6C_{IJK}a^K \). We assume this matrix is invertible, with \( \tilde{C}^{-1} \equiv (\tilde{C}^{-1})^{IJ} \). We define the shorthands:

\[
K_{I,1} = -\frac{2}{3} c_I \kappa - 4b_I \kappa, \tag{3.68}
\]

\[
L = g^2 \tilde{C}^{IJ} P_IP_J, \tag{3.69}
\]

\[
M_1 = g\tilde{C}^{IJ} P_I K_{J,1}, \tag{3.70}
\]

\[
N = g^3 C_{IJK} \tilde{C}^{IJ} \tilde{C}^{KM} P_LP_MP_N, \tag{3.71}
\]

\[
\tilde{N}_1 = 3g^2 C_{IJK} \tilde{C}^{IL} \tilde{C}^{JM} \tilde{C}^{KN} P_LP_MP_{N,1}, \tag{3.72}
\]

where the sub/superscript 1 denotes that a quantity is at subleading order (so is proportional to \( c_I, b_I \)). Then the general solutions can be found for \( f_0, g_0, \rho^I \):

\[
\rho^I = g\tilde{C}^{IJ} P_I e^{2g_0} + \tilde{C}^{IJ} K_{J,1} e^{-f_0}, \tag{3.73}
\]

\[
e^{-f_0} = \frac{1}{4} L e^{2g_0} \left( 1 + \frac{1}{4} M_1 \right), \tag{3.74}
\]

\[
e^{6g_0} = \frac{1}{N} \left( 1 + \frac{1}{2} L a^I \left( \frac{1}{6} c_I - b_I \right) + g_\kappa \tilde{C}^{IJ} P_J \left( \frac{1}{3} c_I + b_I \right) - \frac{\tilde{N}_1 L}{4N} + \frac{L^2 g\tilde{C}^{IJ} P_I b_J}{N} \right). \tag{3.75}
\]

For the STU model, with \( C_{123} = 1/6 \) as the only components, at leading order \((c_I = b_I = 0)\) these solutions simplify to [37]:

\[
(e^3 f_0)_{(0)} = -\frac{8a^1 a^2 a^3 \Pi}{\Theta^3}, \tag{3.76}
\]

\[
(e^{6g_0})_{(0)} = \frac{(a^1 a^2 a^3)^2}{\Pi}, \tag{3.77}
\]

\[
(\rho^I)_{(0)}^3 = \frac{(a^I)^2 A_I^2}{a^2 a^3 A_2 A_3}, \quad \text{(similar for } \rho^2, \rho^3). \tag{3.78}
\]

The solutions are given in terms of the following combinations of \( a^I, gP_I \):

\[
\Pi = A_1 A_2 A_3, \tag{3.79}
\]

\[
\Theta = \frac{1}{2} \left( \tilde{A}_1 + \tilde{A}_2 + \tilde{A}_3 \right), \tag{3.80}
\]

\[
A_1 = \frac{g}{2} (-a^1 P_1 + a^2 P_2 + a^3 P_3) = -\kappa - g a^1 P_1 \quad \text{(similar for } A_2, A_3), \tag{3.81}
\]

\[
\tilde{A}_1 = \left( \frac{g}{2} \right)^2 \left( (a^2 P_2)^2 + (a^3 P_3)^2 - a^1 P_1 (a^2 P_2 + a^3 P_3) - 2 a^2 P_2 a^3 P_3 \right) \quad \text{(similar for } \tilde{A}_2, \tilde{A}_3), \tag{3.82}
\]
We stress that we will not actually need the higher-derivative corrections to the $AdS_3$ background (as opposed to the situation in $AdS_5$ above) to calculate the central charges, as we will see when we specify the M5 brane system.

We note that both (3.26) and (3.23) still need to be satisfied. As in the $AdS_5$ case, we can view (3.23) as fixing the (constant) hyperscalars. The equation (3.26) represents a real restriction on the possible gauge field strengths given by $a^I$ that preserve supersymmetry. These constants $a^I$ thus must satisfy:

\[ \frac{1}{2} g a^I P_I = -\kappa, \]  
\[ k^X_I a^I = 0. \]  

These are two non-trivial relations the $a^I$ must satisfy. In the M5-brane solution below in section 4.5, we will have three parameters ($a^1, a^2, a^3$); we can then view $k^X_I a^I = 0$ as fixing $a^3$ in terms of $a^1, a^2$, and view $g a^I P_I/2 = -\kappa$ as allowing us to parametrize $a^1, a^2$ in terms of $\kappa$ and a free parameter $z$.

4. M5-branes wrapped on Riemann surfaces

In this section we determine the specific form of the actions that describe M5-branes wrapped on one or two Riemann surfaces. Our strategy will be as follows:

- We determine the geometry of the scalars in the vector and hyper multiplets. The former was determined in [18], and we will argue that the latter is described by $SU(1,2)/U(2)$.

- Using the results of [17] we derive the form of (some of) the Chern-Simons terms appearing in the 5d effective action at subleading order.

- We fix the form of the four-derivative terms by completing the Chern-Simons terms to supersymmetric invariant structures.

This allows us to derive the main results of this paper, the subleading corrections to $a$ and $c$ for M5-branes wrapped on one Riemann surface, and $c_L$ and $c_R$ for M5-branes wrapped on two Riemann surfaces. When compared to the field theory results derived using $a$-maximization [34] and $c$-extremization [15] respectively, we find complete agreement.

4.1 The scalar geometry at two derivatives

We begin by briefly reviewing the reduction of 7d $U(1)^2$ gauged supergravity on a Riemann surface $\Sigma_2$ of genus $g_2$, as presented in [18]. This will immediately give us the scalar geometry for the vector multiplet. As explained in [18], only two of the four hyperscalars are kept in this truncation, so the geometry of the scalars in the hyper-multiplet is not immediately visible from the resulting 5d action. We will show that
we can introduce two additional hyperscalars that, together with the two retained in the compactification, parametrize the quaternionic manifold $SU(1, 2)/U(2)$. Even though the final results will not be affected by the precise quaternionic geometry in the hypermultiplet sector, this allows us to make the discussion more concrete. Some details and references on the 7d $U(1)^2$ gauged supergravity can be found in appendix C. For the purposes of defining some useful symbols, however, we note here that the truncation we consider contains a gauge coupling $m$, and its field content has two scalars $\lambda_1, \lambda_2$, two $U(1)$ vector fields $F^{(1)}, F^{(2)}$, and a three-form potential $S$.

We take the metric, field strength, and 3-form to be:

$$ds_7^2 = e^{-\frac{4B}{3}}ds_5^2 + e^{2B}ds_{\Sigma_2}^2,$$

$$F^{(i)} = \frac{1}{2}F^I + \frac{1}{4}p_i\text{vol}_{\Sigma_2},$$

$$S = c_3 + c_1 \wedge \text{vol}_{\Sigma_2},$$

where the 7d index $i$ runs over $i \in \{1, 2\}$. The equation of motion for the 3-form $S$ in 7d leads to the constraint:

$$c_3 = -\frac{1}{m}e^{-8B/3+4\lambda_1+\lambda_2} \star_5 \left[ dc_1 + \frac{1}{\sqrt{3m}}(p_1 F^1 + p_2 F^2) \right],$$

which allows us to eliminate the 3-form in 7d. If we want to have diagonal kinetic terms for the three vectors thus obtained, we can use the basis $(A^3, A^1, A^2)$, where:

$$A^3 = -\sqrt{3} \left( 2c_1 - \frac{2}{\sqrt{3m}}(p_2 A^1 + p_1 A^2) \right).$$

We also note that we can parametrize $p_A$, where $A \in \{1, 2\}$, as:

$$p_1 = -\frac{\kappa_2 - z_2}{m}, \quad p_2 = -\frac{\kappa_2 + z_2}{m},$$

so that $m(p_1 + p_2)/2 = -\kappa_2$, as required by 7d SUSY.

If we define:

$$X^3 = e^{\frac{4B}{3}-2\lambda_1-2\lambda_2}, \quad X^1 = e^{-\frac{4B}{3}+2\lambda_1}, \quad X^2 = e^{-\frac{4B}{3}+2\lambda_2}, \quad H = e^{B+\lambda_1+\lambda_2},$$

the resulting 5d Lagrangian reads:

$$L_5 = R \star 1 - \frac{1}{2} \sum_I \frac{1}{(X^I)^2} F^I \wedge * F^I - \frac{1}{2} \sum_I \frac{1}{(X^I)^2} dX^I \wedge * dX^I - 2 \frac{1}{H^2} dH \wedge * dH$$

$$+ A^1 \wedge F^2 \wedge F^3 - V \star 1$$

$$- \left( \frac{m^2}{2H^4} A^3 \wedge * A^3 + \frac{p_2^2}{8H^4} A^1 \wedge * A^1 + \frac{p_2^2}{8H^4} A^2 \wedge * A^2 \right)$$
\[ + \frac{p_1 p_2}{4 H^4} A^1 \wedge * A^2 - \frac{m}{2 H^4} A^3 \wedge *(p_2 A^1 + p_1 A^2) \), \quad (4.8) \]

where the potential \( V \) is given by:

\[
V = - \frac{2 m^2}{H^2} \left( \frac{1}{X^1} + \frac{1}{X^2} \right) - \left( 4 m^2 - m p_1 + p_2 \right) \left( \frac{1}{X^3} \right) + \frac{p_2^2}{8 H^4} (X^1)^2 + \frac{p_2^2}{8 H^4} (X^2)^2 + \frac{m^2}{2 H^4} (X^3)^2. \quad (4.9) \]

It is immediately obvious that in this basis, the geometry of the scalars in the vector multiplets is given by a symmetric rank three tensor \( C_{IJK} \) whose only non-zero components are \( C_{123} = 1/6 \) and permutations thereof. However, as pointed out in \[18\], this Lagrangian retains only one hyperscalar while a full hypermultiplet contains four. We will now argue that the hyperscalars can be chosen to parametrize the quaternionic manifold \( SU(2,1)/U(2) \), and we will identify the isometries that are gauged.

**SU(2,1)/U(2) geometry**

We parametrize \( SU(2,1)/U(2) \) by the coordinates \( q^X = (\rho, \psi, x, y) \). A brief review of quaternionic geometry is presented in appendix D.1. The metric is given by:

\[
ds^2 = \frac{d\rho^2}{2 \rho^2} + \frac{1}{\rho^2} \left( d\psi + \frac{1}{2} (y dx - x dy) \right)^2 + 2 \frac{1}{\rho} (dx^2 + dy^2). \quad (4.10)\]

It is apparent from (4.10) that the metric has translational symmetry in the coordinate \( \psi \) and rotational symmetry in the \((x, y)\) plane.\(^6\) The corresponding Killing vectors are given by\(^7\):

\[
\vec{k} = \begin{pmatrix} 0 \\ \alpha \\ 0 \end{pmatrix} + \begin{pmatrix} 0 \\ \beta \\ 0 \end{pmatrix} \times \begin{pmatrix} x \\ \psi \\ y \end{pmatrix}, \quad (4.11)
\]

where the symbol \( \times \) denotes the three-dimensional cross product. In the \( U(1)^3 \) case, we need to specify how we gauge these isometries for each of the three vectors, so that we have a triplet of vectors \( k_I^X \), \( I = 0, A, B \), and correspondingly \( \alpha_I \) and \( \beta_I \). A straightforward computation gives the corresponding moment maps:

\[
\vec{P}_I = \left( \beta_I + (2 \alpha_I - \beta_I r^2) \frac{1}{\rho} \right) \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} + \frac{1}{\sqrt{\rho}} \begin{pmatrix} 0 \\ \beta_I \\ 0 \end{pmatrix} \times \begin{pmatrix} x \\ \psi \\ y \end{pmatrix}, \quad (4.12)
\]

where we have defined \( r^2 = x^2 + y^2 \).

\(^6\)For a more complete treatment of the isometries, see \[54\].

\(^7\)The vector quantities are formed with the \((x, \psi, y)\) components of the corresponding vector, for example \( \vec{k} = (k^x, k^\psi, k^y) \).
In order to match the action (4.8) with the on-shell two-derivative action (3.15), we take:

\[
g_{\alpha 3} = \frac{m}{4}, \quad g_{\alpha 1} = -\frac{p_2}{8}, \quad g_{\alpha 2} = -\frac{p_1}{8},
\]

(4.13)

\[
g_{\beta 3} = 0, \quad g_{\beta 1} = m, \quad g_{\beta 2} = m,
\]

(4.14)

In fact, when \( x = y = 0 \), we have:

\[
g_{P 3} = \frac{1}{\rho}, \quad g_{P 1} = 2m - \frac{p_2}{2} \frac{1}{\rho}, \quad g_{P 2} = 2m - \frac{p_1}{2} \frac{1}{\rho}.
\]

(4.15)

Here we have defined \( \vec{P}_I = P_I/2 \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \), which leads to \( P_{ij} = P_I \delta_{ij}/2 \). Moreover, we identify:

\[
\rho = H^2.
\]

(4.16)

If we plug this, together with the moment maps (4.13) and the metric (4.10), into the Lagrangian (3.10), the resulting scalar potential does not depend on \( \psi \). Furthermore, \( x = y = 0 \) is an extremum of this potential.\(^8\) It is now straightforward to check that for \( x = y = 0 \) the resulting Lagrangian reproduces precisely the Lagrangian in (4.8).

We note that while the above can be taken as evidence that the hyperscalars parametrize the manifold \( SU(2,1)/U(2) \), it does not constitute a proof of this fact, since we have used a truncation with only one hyperscalar rather than the four required to form a complete hypermultiplet.

### 4.2 The Chern–Simons terms at four derivatives

In this section we compute the Chern–Simons couplings that appear in the 5d effective action by reducing the relevant terms directly from 11d. We follow closely the notation and results of [47]. The main result that we use is the CS terms in 7d at leading and subleading order:

\[
\mathcal{L}_{CS}^{7d(0)} + \mathcal{L}_{CS}^{7d(1)} = \frac{2\pi N^3}{24} \left( \frac{m}{2} \right)^4 p_2^{(0)}(A)
\]

\[
- \frac{2\pi N}{48} \left( \frac{m}{2} \right)^4 \left( \frac{2}{m} \right)^2 p_2(R) + p_2(A) - \left( \frac{2}{m} \right)^2 p_1^2(R) + \left( \frac{2}{m} \right) p_1(R)p_1(A),
\]

(4.17)

where \( p(A) \) and \( p(R) \) are the Pontryagin classes built out of the \( SO(5) \) and tangent bundle connections, respectively. The superscript \( (0) \) simply means that we have to

\(^8\)We have checked that it is in fact a minimum of the potential for the solutions of interest in this paper.
take the Chern–Simons form of the various terms, so that for example \( dp_2^{(0)}(A) = p_2(A) \).

We only need:
\[
p_1(A) = -\frac{1}{2} \left( \frac{1}{2\pi} \right)^2 \text{tr}F^2,
\]
\[
p_2(A) = \frac{1}{8} \left( \frac{1}{2\pi} \right)^4 ((\text{tr}F^2)^2 - 2\text{tr}F^4),
\]

and analogous formulae for \( p(R) \) where \( F \) is replaced by \( R \) (the curvature two-form).

As a consequence, we have for example:
\[
(p_1^2(A))^{(0)} = \frac{1}{4} \left( \frac{1}{2\pi} \right)^4 \text{tr}(AF)\text{tr}(F^2) + \ldots,
\]
\[
(p_2^2(A))^{(0)} = \frac{1}{8} \left( \frac{1}{2\pi} \right)^4 \left( \text{tr}(AF)\text{tr}(F^2) - 2\text{tr}(AF^3) \right) + \ldots,
\]

where the ellipses denote terms that do not contribute when we truncate to the Cartan subalgebra of \( SO(5) \).

We temporarily reintroduce the \( SO(5) \) indices for the gauge fields: \( A = A^{IJ} \). The two Cartan generators are taken to be:
\[
A^1 \equiv \left( \frac{1}{2} \right) A^{12} \quad A^2 \equiv \left( \frac{1}{2} \right) A^{34}.
\]

The factor \( 1/2 \) ensures that the normalization of the vector fields is consistent with the one we have been using for the 5d gauge fields, as we show at the end of this subsection. We have:
\[
\text{tr}(F^2) = F^{IJ}F^{IJ} = F^{12}F^{21} + F^{21}F^{12} + F^{34}F^{43} + F^{43}F^{34} + \ldots
\]
\[
= -8(F^1)^2 - 8(F^2)^2 + \ldots
\]

where once again the ellipses denote generators that are not in the Cartan subalgebra. Analogously, we have:
\[
\text{tr}(AF)\text{tr}(F^2) = 4 \times 16(A^1 F^1 + A^2 F^2)((F^1)^2 + (F^2)^2),
\]
\[
\text{tr}(AF^3) = 2 \times 16 A^1 (F^1)^3 + 2 \times 16 A^2 (F^2)^3.
\]

We can now write down the explicit form of the relevant CS terms:
\[
\mathcal{L}_{(0)CS}^{7d} = \frac{N^3}{12\pi^3} \left( \frac{m}{2} \right)^4 (A^1 F^1(F^2)^2)
\]
\[
\mathcal{L}_{(1)CS}^{7d} = -\frac{N}{24\pi^3} \left( \frac{m}{2} \right)^4 \left( -\frac{1}{4} A^1 (F^1)^3 - \frac{1}{4} A^2 (F^2)^3 \right)
\]
\[
+ \frac{1}{2} A^1 F(F^2)^2 - \frac{1}{4m^2} \left( A^1 F^1 + A^2 F^2 \right) \text{tr}(R^2) + \ldots, \quad (4.28)
\]

where the ellipses denote terms that involve only the curvature two-form and which vanish when integrated over one Riemann surface. It is now straightforward to reduce the above terms to 5d, using \( F^A = p_A/2 \) on the Riemann surface (which is consistent with (4.22)):

\[
\mathcal{L}_{5d}^{(0)CS} = \frac{N^3}{6\pi^2} \left( \frac{m}{2} \right)^4 \eta_2 \left( p_2 A^1 F^1 F^2 + p_1 A^1 F^2 F^2 \right),
\]

\[
\mathcal{L}_{5d}^{(1)CS} = -\frac{N}{24\pi^2} \left( \frac{m}{2} \right)^4 \eta_2 \left( -p_1 A^1 (F^1)^2 - p_2 A^2 (F^2)^2 + p_2 A^1 F^1 F^2 + p_1 A^1 F^2 F^2 \right)
- \frac{1}{2m^2} \left( p_1 A^1 + p_2 A^2 \right) \text{tr}(R^2) + \ldots. \quad (4.29)
\]

Here \( \eta_2 \) is related to the volume of the Riemann surface\(^9\) on which we have reduced from seven to five dimensions:

\[
\text{vol}(\Sigma_2) = 2\pi \eta_2 = \begin{cases} 2\pi, & g_2 = 1, \\ 4\pi |g_2 - 1|, & g_2 \neq 1. \end{cases} (4.30)
\]

Here \( \eta_2 \) is related to the volume of the Riemann surface\(^9\) on which we have reduced from seven to five dimensions:

\[
\text{vol}(\Sigma_2) = 2\pi \eta_2 = \begin{cases} 2\pi, & g_2 = 1, \\ 4\pi |g_2 - 1|, & g_2 \neq 1. \end{cases} (4.32)
\]

It is now straightforward to check that the normalization we have been using in (4.22) is the correct one. For the 7d system of M5 branes, we have:

\[
G_{7d}^N = \left( \frac{2}{m} \right)^5 \frac{3\pi^2}{16} \frac{1}{N^3}, \quad (4.33)
\]

which, using \( G_{7d}^N = G_{5d}^N \text{vol}(\Sigma_2) \), leads to:

\[
\frac{1}{16\pi G_N^5} = \left( \frac{m}{2} \right)^5 \frac{N^3}{3\pi^2} \frac{2}{\eta_2}. \quad (4.34)
\]

Many conventions fix units as \( m = 2 \), which is equivalent to fixing \( R_{S^4} = 1/2 \) (and \( R_{AdS_7} = 1 \) for the \( AdS_7 \times S^4 \) solution) in the 11d reduction to 7d. Our CS term coming from the two-derivative action \( \mathcal{L}_R \) in (3.10) is:

\[
\mathcal{L}_R \supset \frac{1}{2\kappa^2} C_{IJK} A^I \wedge F^J \wedge F^K \quad (4.35)
\]

\[
= \frac{1}{16\pi G_N} \left( -k_3^\psi A^1 F^1 F^2 - k_3^\psi A^1 F^2 F^2 \right), \quad (4.36)
\]

where we have used the correct \( C_{IJK} \) and used \( k_3^\psi A^I = 0 \) to find the “effective” CS terms for \( A^1, A^2 \). Now, using (4.34) and the expressions derived earlier for the constants \( k_3^\psi \), we can see that our CS terms (4.36) are identical to (4.29).

\(^9\) We are working with a metric on \( \Sigma \) of fixed scalar curvature \( R_\Sigma = 2\kappa \). Then for \( g \neq 1 \), the formula for the Euler character gives:

\[
2 - 2g = \chi(\Sigma) = \frac{1}{4\pi} \int \sqrt{g_\Sigma} R_\Sigma = \frac{\kappa}{2\pi} \text{vol}(\Sigma), \quad (4.31)
\]

from which the result follows. The convention for \( g = 1 \) is fixed separately.
4.3 Supersymmetric completion of the Chern–Simons terms at four derivatives

Once we have found all of the Chern-Simons terms at four-derivative order, in principle we can determine the full Lagrangian from supersymmetrizing these terms. This was originally done in $\mathcal{N} = 1$ 5d supergravity for the four-derivative Chern-Simons term $A \wedge \text{Tr} R^2$ in [17], and recently more general four-derivative supersymmetric invariant Lagrangians in this theory have been constructed in [41]. Note that the process of finding these completions crucially depends on the off-shell formalism, because the off-shell SUSY variations are independent of the action.

As explained in section 3, we only need the two supersymmetric higher-derivative Lagrangians found in (3.17) and (3.22). The constants $c_I, b_I$ are a priori arbitrary constants, as they are not fixed by any SUSY considerations; in fact they depend on the details of the higher-dimensional theory that the 5d theory originates from. In our case, we can fix these constants by considering the coefficients of the Chern-Simons terms we found in the previous subsection. However, we are immediately faced with a puzzle; equations (3.17) and (3.22) show that the higher-derivative corrections to the Chern–Simons terms are of the form (after integrating out the auxiliary field $V$):

$$d_I A^I \wedge P_J F^J \wedge P_K F^K,$$

where $d \in \{b, c\}$, and it is easy to see that there is no possible value for $d_I$ that can reproduce the terms in (4.30).

However, we are overlooking another possible contribution to the order $N_{CS}$ terms. Indeed, the Killing vector parameters $k^\psi_I$ are not determined by SUSY, but depend on the details of the compactification — in our case they were determined from the reduction from 7d to 5d of the two-derivative 7d supergravity Lagrangian. This means that they too might receive corrections at higher order. We will allow $k^\psi_A$ (again, with $A \in \{1, 2\}$) but not $k^\psi_3$ to receive corrections and parametrize them as:

$$k^\psi_A = k^\psi_{(0)} + k^\psi_{(1)}.$$

This modifies the moment maps as:

$$gP_3 = \frac{m}{H^2}, \quad gP_1 = 2m - \frac{p_2}{2H^2} + k^{(1)}_1 \frac{4}{H^2}, \quad gP_2 = 2m - \frac{p_1}{2H^2} + k^{(1)}_2 \frac{4}{H^2}. \quad (4.39)$$

We need to clarify an important point. In the formula above we have used the relation between Killing vectors $k^X_I$ and moment maps $P_I$ induced by the leading order metric on the hyperscalar manifold. However, it is known that this metric receives higher-order corrections as well [42, 43, 44, 45, 46]. In our case we expect these corrections to shift the value of $H$ on-shell. Fortunately, as we will see in sections 4.4 and 4.5, subleading corrections to $H$ do not affect the computation of the central charges.
The change in the Killing vectors will also modify the relation between $A^3$ and $A^A$ from the demand that $k_7^X A^I = 0$, giving:

$$A^3 = \frac{p_2}{2m} A^1 + \frac{p_1}{2m} A^2 - \frac{4k_1^{(1)}}{m} A^1 - \frac{4k_2^{(1)}}{m} A^2. \quad (4.40)$$

In turn, this will contribute to the order $N$ CS terms when we integrate out $A^3$ through the two-derivative CS term $A^3 \wedge F^1 \wedge F^2$. Fortunately, such corrections cannot give rise to terms like $A^A \wedge F^A \wedge F^A$, so the latter must necessarily come from the four-derivative CS terms in (3.17) and (3.22). In fact, we will now show that we can determine the parameters $c_A$ through the two-derivative CS term our expression (4.43) to the known coefficients of the CS terms in (4.30) and solve the resulting six non-degenerate linear equations. The result is:

$$P^A = 1$$

and moreover we have used that $k_7^X A^I$ in favor of

$$k_2^{(1)}$$

from the demand that $A^3 \wedge F^1 \wedge F^2$. Then, to go from (4.42) to (4.43) we used the relation $k_7^X A^I = 0$ to eliminate $A^3$ in favor of $A^A$, and introduced the notation:

$$\tilde{c}_A = c_A - \frac{k_A^{(1)}}{k_3} c_3, \quad \tilde{b}_A = b_A - \frac{k_A^{(1)}}{k_3} b_3, \quad (4.44)$$

and moreover we have used that $P_A = P_A k_A^{(1)}/k_3 = 2m$ (at least at leading order).

As discussed before, the leading order expressions for $k_7^{(1)}$ and thus for $P_I$ are such that the CS term at leading order (3.30) is correct. Now, to find the six higher order coefficients $\tilde{c}_A, \tilde{b}_B, k_A^{(1)}$, we simply need to compare the coefficients of the terms in our expression (4.43) to the known coefficients of the CS terms in (3.30) and solve the resulting six non-degenerate linear equations. The result is:

$$\tilde{c}_A = -\frac{1}{N^2} \frac{p_A}{4m^3}, \quad \tilde{b}_A = \frac{1}{3} \tilde{c}_A, \quad (4.45)$$
Note that we have thus determined two out of three linear combinations of the $c_I$ (and $b_I$), so we have not completely determined these coefficients yet. However, we can easily see that the third linear combination of the $c_I$ (and $b_I$) will never play a role in calculating the on-shell actions (which will be necessary in the following to calculate the central charge): e.g. $c_I$ always enters the action (4.17) contracted with $\rho^I$ or $A^I$ (or $Y^I$, but on the solutions we are interested in, $Y^I$ is proportional to one of these two by (3.32) and (3.59)). Then, we see that e.g.:

$$c_I \rho^I = c_A R^A + c_3 \rho^3 = \tilde{c}_A R^A + \frac{c_3}{k_3^2} (k_1^\psi \rho^I) = \tilde{c}_A R^A, \quad (4.47)$$

because $k_1^X \rho^I = 0$ from SUSY for all the solutions we are considering. Thus, even though we have not fully determined $c_3$, its actual value is irrelevant to compute the central charges because $k_1^X \rho^I = k_1^X A^I_0 = 0$. Of course, the same reasoning applies to $b_3$.

4.4 Four-dimensional central charges

Calculating the central charges of 4d CFTs from the $AdS_5$ dual was originally discussed in [1], and further extended to include higher-derivative corrections in [53, 56, 57, 58]. We will use the notation of [58]. Here, we are interested in calculating the central charge for the 4d CFTs discussed in section 2.1, which arise from $N$ M5-branes wrapping a Riemann surface with genus $g$ (and corresponding twist parameters $z, \kappa$). We will be using the explicit $AdS_5$ solutions we derived in section 3.3.1.

The effective gravitational Lagrangian can be written as:

$$e^{-1} \mathcal{L} = \frac{1}{16 \pi G_N^\text{eff}} \left( R + 12 g_{eff}^2 + \alpha R^2 + \beta R_{\mu \nu}^2 + \gamma R_{\mu \nu \rho \sigma}^2 \right). \quad (4.48)$$

Our effective Lagrangian, which we obtain by integrating out everything except the gravitational parts, is given by:

$$e^{-1} \mathcal{L} = \frac{1}{16 \pi G_N} \left[ R \left( 1 - \frac{3}{32} b_P \right) + \left( 3 P^2 + \frac{33}{64} b_P P^2 \right) + R^2 \left( \frac{9}{64} b_P + \frac{P}{48} [c_I(P_I)^{-1}] \right) \right]$$

$$- \left( \frac{P}{6} [c_I(P_I)^{-1}] \right) R_{\mu \nu} R^{\mu \nu} + \frac{P}{8} [c_I(P_I)^{-1}] R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}. \quad (4.49)$$

Note that $[c_I(P_I)^{-1}] = \sum_I c_I(P_I)^{-1}$, and we have used the quantities $P$ and $b_P$ as defined in (3.41) and (3.42). To maintain the correct normalization for the Einstein-Hilbert term, our effective Newton constant is given by:

$$\frac{1}{G_N^\text{eff}} = \frac{1}{G_N} \left( 1 - \frac{3}{32} b_P \right). \quad (4.50)$$
Note that this shift in $G_N$ affects the value of $g_{\text{eff}}$. We can then identify the AdS radius $L$ from the relation:

$$g_{\text{eff}} = \frac{1}{L} \left(1 - \frac{1}{3L^2} (10\alpha + 2\beta + \gamma)\right),$$

which gives:

$$L = \frac{2}{P} - \frac{b_P}{2P},$$

which coincides with the expression derived earlier for the AdS$_5$ radius in (3.40).

Finally, we should have [58]:

$$a_{\text{grav}} = \frac{\pi L^3}{8G_N^{\text{eff}}} \left[1 - \frac{4}{L^2} (10\alpha + 2\beta + \gamma)\right] = \left(\frac{m}{2}\right)^5 \left(\frac{4N^3}{3}\right) \eta_2 \left(\frac{2}{P}\right)^3 \left(1 - \frac{9}{4}b_P\right),$$

$$c_{\text{grav}} = \frac{\pi L^3}{8G_N^{\text{eff}}} \left[1 - \frac{4}{L^2} (10\alpha + 2\beta - \gamma)\right] = \left(\frac{m}{2}\right)^5 \left(\frac{4N^3}{3}\right) \eta_2 \left(\frac{2}{P}\right)^3 \times \left(1 - \frac{9}{4}b_P + \frac{P^3}{4} [c_I(P_I)^{-1}]\right).$$

A final piece of information we need is an explicit expression for $H$, since it appears in the $P_I$’s given in (4.39). As mentioned in section 3.3.1, $H$ is found by solving the equation $k_I^\psi \rho^I(H) = 0$, where we have put in the solutions (3.43) for the $\rho^I$ in terms of $P_I$ (thus introducing $H$ through the $P_I$ to the equation). Then, the solution to $k_I^\psi \rho^I = 0$ to leading order is:

$$H^2 = \frac{1}{4m} \left(p_1 + p_2 + \sqrt{p_1^2 - p_1p_2 + p_2^2}\right).$$

In principle, we could similarly determine the subleading expression for $H$ as well, but we omit its expression as the subleading piece of $H$ can be seen not to contribute to $P$ at subleading order.

We can now fill in the explicit expressions for $P_I$, taking into account the subleading corrections of (4.39) and using our expression for $H$ (4.55), and the expressions (4.45)-(4.46) for the coefficients $b_I, c_I, k_A^{\psi(1)}$. Doing this, and expressing all $p_A$’s in terms of $\kappa_2, z_2$ using (4.6), we find (leaving out the subscript 2 for $\kappa, z$):

$$a_{\text{grav}} = \frac{N^3 \eta z^2(-3\kappa + \sqrt{3z^2 + \kappa^2}) + \kappa^2(\kappa + \sqrt{3z^2 + \kappa^2})}{96 z^2} = \frac{N \eta (\kappa + \sqrt{3z^2 + \kappa^2})(z^2 + \kappa^2)}{32 z^2},$$

$$c_{\text{grav}} = \frac{N^3 \eta z^2(-3\kappa + \sqrt{3z^2 + \kappa^2}) + \kappa^2(\kappa + \sqrt{3z^2 + \kappa^2})}{96 z^2} + \frac{N \eta z^2(\kappa - 2\sqrt{3z^2 + \kappa^2}) - 3\kappa^2(\kappa + \sqrt{3z^2 + \kappa^2})}{96 z^2},$$

$$28$$
which gives us a perfect match to order \( N \) with the field theory expressions for the central charges \( a \) and \( c \) for \( \kappa = \pm 1 \) given in (2.10)-(2.11) and \( \kappa = 0 \) given in (2.12)-(2.13).

### 4.5 Two-dimensional central charges

Calculating central charges of 2d CFTs for Lagrangians with higher-derivative corrections (generalizing Brown-Henneaux [59]) was derived in [60, 61, 62] and reviewed in [63]. We will use the notation of [40, 63]. We will be calculating the central charges of the 2d CFTs discussed in section 2.2, which arise from \( N \) M5-branes wrapping two Riemann surfaces with genus \( g_1, g_2 \) (and corresponding parameters \( z_1, \kappa_1, z_2, \kappa_2 \)). We will be using the explicit \( AdS_3 \times \Sigma_g \) solutions we derived in section 3.3.2; by convention, the \( \Sigma_g \) of the 5d solution of section 3.3.2 will be the first Riemann surface with parameters \( z_1, \kappa_1 \) (meaning the reduction of the 7d system to 5d happened over the second Riemann surface) — of course, this does not affect the final answers at all.

The central charge can be calculated by giving the on-shell Lagrangian:

\[
\frac{1}{2} (c_R + c_L) = -\frac{3}{8G_5} [e^{2g_0} Vol(\Sigma_1)] e^{3f_0} \mathcal{L} = -8N^3 \left( \frac{m}{2} \right)^5 \eta_1 \eta_2 e^{2g_0} e^{3f_0} \mathcal{L}. \tag{4.58}
\]

The leading part of (4.58) will be given by the on-shell leading order Lagrangian \( \mathcal{L}_R \) in (3.10). The subleading part will have three contributions: one from each of the higher order on-shell Lagrangians \( \mathcal{L}_{C^2} \) in (3.17) and \( \mathcal{L}_{R^2} \) in (3.22), and a third contribution from \( \mathcal{L}_R \) coming from the subleading corrections to the \( k_I^\psi \)'s and corresponding changes to the \( P_I \)'s as given in (4.39).

We still need to specify the values of the parameters \( a^I \), which are the fluxes through the Riemann surface in the \( AdS_3 \) solution given in section 3.3.2. As mentioned at the end of section 3.3.2, these parameters must satisfy two restrictions:

\[
k_I^\psi a^I = 0 \tag{4.59}
\]

\[
\frac{1}{2} g a^I P_I = -\kappa_1. \tag{4.60}
\]

We take the first equation to determine \( a^3 \), so:

\[
a^3 = -\frac{k_1^\psi}{k_3^\psi} a^1 - \frac{k_2^\psi}{k_3^\psi} a^2. \tag{4.61}
\]

We can fill in this expression into the second equation to obtain:

\[
-\kappa_1 = \frac{1}{2} g a^A \tilde{P}_A = m(a^1 + a^2), \tag{4.62}
\]

\[\text{Note that one might think that } (e^{2g_0} e^{3f_0} \mathcal{L}_R) \text{ actually receives more than only these subleading corrections, due to subleading corrections of the } \rho^I \text{'s, } e^{f_0}, e^{g_0}, \text{ and } H. \text{ However, it is quite easy to see that the (leading order) equations of motion actually imply } \partial((e^{2g_0} e^{3f_0} \mathcal{L}_R))/\partial\rho^I = 0 \text{ in our particular case (and similar for } e^{f_0}, e^{g_0} \text{ and } H), \text{ so that these subleading corrections vanish. Thus, the only ones that survive are those due to the actual correction of the } k_I^\psi \text{'s and the corresponding changes to the } P_I \text{'s and } A^3.\]
where we have used the definition of $\tilde{P}$ as in section 4.3. Thus, we can parametrize $a^1, a^2$ as:

$$a^1 = -\frac{\kappa_1 - z_1}{2m}, \quad a^2 = -\frac{\kappa_1 + z_1}{2m}. \quad (4.63)$$

As an aside, note that this is perfectly consistent with (4.2) and the fact that it should be equivalent to reduce (from 7d to 5d) over the first or the second Riemann surface.

Also, as in the above AdS$_5$ case, we still need to determine the explicit expression for $H$; as mentioned in section 3.3.2, $H$ is once again found by solving the equation $k_1^{\psi} \rho'(H) = 0$, where we have put in the solutions (3.73) for the $\rho^I$ in terms of $P_I$ (thus introducing $H$ through the $P_I$ to the equation). Then, the solution to $k_1^{\psi} \rho^I = 0$ to leading order is:

$$H^2 = \frac{1}{2m} \frac{(a^1 p_2)^2 + (a^2 p_1)^2 + a^1 a^2 p_1 p_2}{(a^2)^2 p_1 + (a^1)^2 p_2}. \quad (4.64)$$

In principle, we could similarly determine the subleading expression for $H$ as well, but we omit its expression as the subleading piece of $H$ can be seen not to contribute to the on-shell Lagrangian.

Now, we can evaluate (1.58) on-shell for our solution, filling in our expressions for $b_I, c_I, k_1^{\psi,(1)}$ that we found in (4.45)-(4.46), as well as the explicit values for $a^I$ in (4.63) and the expression for $H$ found above in (4.64). This gives us:

$$\frac{1}{2} (c_R + c_L) = \frac{N^3 \eta_1 \eta_2}{4} \frac{3z_1^2 z_2^2 + z_2^2 \kappa_1^2 - 8z_1 z_2 \kappa_1 \kappa_2 + z_1^2 \kappa_2^2 + 3\kappa_1^2 \kappa_2^2}{\kappa_1 \kappa_2 - 3z_1 z_2}$$

$$+ \frac{N \eta_1 \eta_2}{8(\kappa_1 \kappa_2 - 3z_1 z_2)^2} \left( 9z_1^3 z_2^2 + 12z_1 z_2 \kappa_1^2 + 9z_1^2 z_2 \kappa_1 \kappa_2 - 2z_2^2 \kappa_1 \kappa_2 
+ 12z_1^3 z_2 \kappa_2^2 + 3z_1 z_2 \kappa_1^2 \kappa_2^2 - 2z_1^2 \kappa_1 \kappa_2^3 - \kappa_1^3 \kappa_2^3 \right), \quad (4.65)$$

which is once again a perfect match with the field theory expression (2.24).

Finally, the quantity $c_R - c_L$ is related to the gravitational anomaly of the field theory and thus should come from the coefficient of the gravitational CS term in 3d, which in turn should come from the (reduction of the) 5d mixed gauge-gravitational CS term $A \wedge \text{Tr} R^2$. To integrate this CS term down to 3d, we need to integrate out the $A$ piece, which (after partial integration) will simply give a factor of $-a^I \text{vol}(\Sigma_1)$. Thus, the coefficient of the 3d gravitational CS term, which is proportional to $c_R - c_L$, is given by [54, 55, 56, 53]:

$$\frac{1}{96\pi} (c_L - c_R) = \frac{1}{16\pi G_5} \left( -\frac{1}{4} \right) \text{vol}(\Sigma_1)(-c_I a^I) = \frac{N^3}{3\pi} \left( \frac{m}{2} \right)^5 \eta_1 \eta_2 \frac{c_I a^I}{N}$$

$$= -\frac{N}{384\pi} \eta_1 \eta_2 (z_1 z_2 + \kappa_1 \kappa_2), \quad (4.66)$$

which matches with the field theory result (2.21).
5. Conclusions

In this paper we have considered higher-derivative corrections to $\mathcal{N} = 1$ supergravity in five dimensions. Using off-shell techniques, we have been able to compute the corrections to $AdS_5$ and $AdS_3 \times \Sigma_g$ geometries in the presence of gauged isometries as well as non-trivial hypermultiplets.

The main application of our results is for various supersymmetric setups involving M5-branes wrapped around one or two Riemann surfaces. We were able to reproduce the first subleading corrections to the central charges of the dual SCFTs, which are known exactly from $a$-maximization and $c$-extremization. We extracted the precise data needed to characterize the supergravity corrections from the subleading corrections to the Chern–Simons terms, which in turn can be derived from the CP-odd eight-derivative correction of eleven-dimensional supergravity. A very intriguing outcome of our analysis is that the Killing vectors associated to the gauged isometries also receive $1/N$ corrections. This is very reminiscent of the analogous corrections to the universal hypermultiplet metric which were analyzed in [12, 13, 14, 15, 16] in the context of Calabi–Yau compactifications of M-theory, where the changes to the quaternionic metric are proportional to the Euler characteristic of the compactification manifold. Whether this is just a coincidence or a sign of something deeper is a matter that we leave to future investigation.

There are many interesting questions left to explore. One is to understand what the gravity dual of $c$-extremization is. While the answer is known in the case of $a$-maximization [10], the analogous results for $c$-extremization [19, 21] were analyzed only at the two-derivative level. In this paper we studied $O(N)$ corrections to the central charges, but it should also be possible to get a handle on the $O(1)$ corrections by employing techniques along the lines of [14, 15, 12]11. It would be intriguing to analyze the corrections to the Killing vectors in a more systematic way, and to try to understand their structure in more general gauged supergravity setups. Another very compelling direction would be to extend our results to asymptotically $AdS_5$ supersymmetric black holes, in analogy to what has been done for asymptotically flat black holes in ungauged supergravity [23]. In particular, it would be extremely important to determine whether these geometries remain supersymmetric when higher-derivative corrections are taken into account. If the answer turned out to be negative, this might constitute a first step towards resolving the 1/16-BPS black hole puzzle in maximal five-dimensional supergravity [68, 69].
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A. SU(2) Conventions & Variations

A.1 SU(2) & Spinor Conventions

We use the same SU(2) index conventions as [51], see also [70] for even more details. Indices \( i, j, k \) will always denote SU(2) indices and run over 1, 2. Lowering and raising SU(2) indices happens with the \( \epsilon \) symbol in usual NW-SE contractions, e.g.:

\[
A^i = \epsilon^{ij} A_j, \quad A_i = A^j \epsilon_{ji}, \quad \epsilon_{12} = -\epsilon_{21} = \epsilon^{12} = 1.
\] (A.1)

Note that \( \epsilon_{jk} \epsilon^{ik} = \delta^i_j \).

Often we will deal with SU(2) doublets that have a pair of symmetric SU(2) indices, e.g. \( A^{ij} \). We will also use the equivalent three-vector notation \( \vec{A} \). In general switching between doublet \( ij \) and vector \( r \) indices is accomplished by:

\[
V^{ij} = i V^r \sigma^r_{ij},
\] (A.2)

where the regular Pauli matrices are defined with indices as \( (\sigma^r)^i_j \). Note that, using \( \epsilon \) to raise/lower indices, we have e.g. \( \sigma^r_{ij} = i \delta_{ij} \).

Our spinor conventions can also be found explicitly in appendix A of [50]. Here we list the most important facts. We define the charge conjugation operator as:

\[
(\lambda^i)^C = \alpha^{-1}(C\gamma_0)^{-1}\epsilon^{ij}(\lambda^j)^*,
\] (A.3)

where \( C \) is the unitary charge conjugation matrix and \( \alpha = \pm 1 \) or \( \alpha = \pm i \) depending on conventions for complex conjugation. Symplectic Majorana spinors, the minimal spinors in 5d, are spinors \( \lambda^i \) where for \( i = 1, 2 \) the resulting spinor has four complex components; however, they satisfy \( \lambda^C = \lambda \) and thus symplectic Majorana spinors in 5d have only 8 independent real components in total.

A.2 SU(2) Structure of SUSY variations

In this section we derive some general properties regarding the SU(2) structure of the fermion SUSY variations for our ansatze in section 3.3.
A.2.1 SU(2) Fermions

We first consider the SUSY variations of the SU(2) symplectic Majorana fermions, namely $\psi^i_\mu$, $\chi^i$ and $\lambda^I_i$. They are of the general form:

$$\delta \phi^i = \left( A \delta^i_j + B(i \vec{s} \cdot \vec{\sigma})^i_j \right) \epsilon^j = 0,$$

where $\vec{s}$ is a (real) unit vector and $A$ and $B$ depend on the fields and are real. This particular form is not well-suited for explicit computations, because it is difficult to implement projection conditions. As a consequence, we define the two projectors:

$$2 (P_+)_{nm} = \delta_{nm} + (\vec{s} \cdot \vec{\sigma})_{nm},$$

$$2 (P_-)_{nm} = \delta_{nm} - (\vec{s} \cdot \vec{\sigma})_{nm},$$

and the two spinors:

$$\epsilon_+^m = (P_+)_{nm} \epsilon^n,$$

$$\epsilon_-^m = (P_-)_{nm} \epsilon^n,$$

which satisfy $(\vec{s} \cdot \vec{\sigma})^i_j \epsilon^j_{\pm} = \pm \epsilon^i_{\pm}$. The original spinor can be recovered as:

$$\epsilon^i = \epsilon^i_+ + \epsilon^i_-.$$

Using (A.4), it is straightforward to show that:

$$(A \pm iB) \epsilon_{\pm}^m = 0.$$

It is easy to check explicitly that the spinors $\epsilon^1_+$ and $\epsilon^2_+$ are proportional to each other, and similarly for $\epsilon^1_-$ and $\epsilon^2_-$. To study supersymmetric solutions, one can now impose the projection conditions on, say, $\epsilon \equiv \epsilon^1_\pm$ and work with the simple equation:

$$(A + iB) \epsilon = 0.$$

We can explain the equation above in a different way, which will be useful in the next subsection. Writing the SUSY variation as $\delta \phi^i = Q^i_j \epsilon^j$, we notice that the projectors $P_{\pm}$ have been designed to commute with $Q$:

$$0 = (P_\pm)^k_j Q^i_j \epsilon^j = Q^k_i (P_\pm)^i_j \epsilon^j = Q^k_i \epsilon^i_{\pm} = (A + iB) \delta^k_i \epsilon_{\pm}.$$

Our “diagonal” SU(2) ansatz with $V^{nij} = Y^{nij} = P^n_{ij} = 0$ means that:

$$\vec{s} = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix},$$

so that the SU(2) structure is aligned with $\sigma^2$, which leads to:

$$\epsilon_{\pm} = \epsilon^1 \pm i \epsilon^2.$$
A.2.2 The hyperino

The discussion in the previous section does not immediately apply to the hyperino $\zeta^A$, which is a $USp(2n_H)$ symplectic spinor rather than $SU(2)$. The variation reads:

$$\delta\zeta^A = \frac{1}{2}i\gamma^a(\partial_a q^X + gA^I_a k^X_I) f^i_A \epsilon_i + \frac{1}{2}g\rho^I k^X_I f^A_i \epsilon^i. \quad (A.15)$$

In order to work with $SU(2)$ structures, we use the vielbein:

$$f^Y_i A \delta\zeta^A = \frac{1}{2} (i\gamma^a(\partial_a q^X + gA^I_a k^X_I) - g\rho^I k^X_I) f^Y_i A f^A_j \epsilon_j. \quad (A.16)$$

This variation is of the form:

$$f^Y_i A \delta\zeta^A = T^X Q^Y X^j \epsilon_j, \quad T^X = \frac{1}{4} (i\gamma^a(\partial_a q^X + gA^I_a k^X_I) - g\rho^I k^X_I) , \quad (A.17)$$

where the $SU(2)$ matrix $Q$ is given by:

$$Q^Y X^j = 2f^Y_i A f^i A X^j = \delta^Y X^j + J^Y X^j, \quad (A.18)$$

where $J^Y X^j$ are the complex structures of the physical hyperscalar manifold [5 1].

If we want to make use of the projection conditions on the Killing spinor, the discussion in the previous subsection shows that we should demand that $T^X Q^Y X^j$ commutes with the projectors $P_\pm$. The condition turns out to be:

$$\vec{s} \times (T^X \vec{J}^Y X) = 0. \quad (A.19)$$

Using the fact that the $\vec{J}$’s obey the quaternionic algebra, one can prove that any vector $\vec{v}$ can be written as:

$$\vec{v} \delta^Y X = \frac{1}{2} \vec{v} \times \vec{J}^Z X - \frac{1}{2} \vec{J}^Y X \times (\vec{v} \times \vec{J}^Z). \quad (A.20)$$

Using this relation, the Jacobi identity of the vector product, and (A.19), one sees that the only solution to (A.19) is $\vec{s} = 0$. As a consequence, the only (general) solution to (A.17) is:

$$\partial_a q^X + gA^I_a k^X_I = 0, \quad k^X_I \rho^I = 0. \quad (A.21)$$

With constant hyperscalars, these conditions reduce to (3.25) and (3.26).

B. Details on $\mathcal{N} = 1$ Superconformal Supergravity

We use the superconformal actions and variations from [51] (mainly appendices A & B therein), following their notation with the main exceptions that $\sigma^I_i$ theirs $= \rho^I_i$ ours and $\psi^I_i$ theirs $= \lambda^I_i$ ours.
B.1 Superconformal Action and Variations

We have a Weyl multiplet with fields $\psi_\mu^i$, $V_{ij}^a$, $T_{ab}$, $\chi^i$, $D$, $b_\mu$; $n_v + 1$ $U(1)$ vector multiplets with fields $A_{\mu}^a$, $Y_{ij}^a$, $\chi^{ij}$, $\rho^j$; and $n_H + 1$ hypermultiplets with fields $q^{\hat{X}}$, $\zeta^{\hat{A}}$ (the hatted indices go over the full $n_H + 1$ hypermultiplets, while unhatted indices will only run over the $n_H$ physical ones). To make further contact with [51], note that we are not considering any tensor multiplets; moreover, because we have $U(1)$ gauge fields, $t_{ij}^K = f_{ij}^K = 0$.

One can construct a supersymmetric Lagrangian for the vector multiplets given a symmetric tensor $C_{1JK}$, and we define $C = C_{1JK}\rho^j \rho^K$ and $C_1 = 3C_{1JK} \rho^j \rho^K, C_{IJ} = 6C_{IJJK} \rho^K$. The superconformal vector multiplet bosonic action is then given by [51]:

$$\mathcal{L}_{\text{vector}} = \frac{1}{4} C_{1IJ} F^I \cdot F^J + \frac{1}{2} C_{1IJ} \partial_a \rho^I \partial_b \rho^J - C_{1IJ} Y_{ij}^I Y_{ij}^J + 8C(D + \frac{26}{3} T^2 + \frac{1}{32} R) - 8 C_K F^K \cdot T + \frac{1}{4} \epsilon^{-1} \epsilon^{\mu \nu \rho \sigma} C_{1JK} A^I_{\mu} F^I_{\nu \rho} F^K_{\sigma}. \quad (B.1)$$

For the hypermultiplets, there are a number of quantities that are relevant. First, there is a hypermultiplet metric $g_{\hat{X}\hat{Y}}$ with corresponding vielbeins $f_{i\hat{X}}$; this should define a hyperkähler manifold [71, 72]. There are generators of dilatation and $SU(2)$ symmetries given by resp. $k^\hat{X}, k_\hat{X}$. There are also Killing vectors $k^\hat{X}$, which describe how the hyperscalars are charged under the vector multiplet gauge group; these (together with the complex structures of the hyperscalar manifold) also determine the moment maps $P_{ij}^\hat{X}$. Note that $\hat{X}$ indices are raised or lowered with the metric $g_{\hat{X}\hat{Y}}$, so e.g. $k^2 = k^\hat{X} k_\hat{X} = g_{\hat{X}\hat{Y}} k^\hat{X} k_\hat{Y}$. For more information on these hyperscalar quantities, see (especially sections 2.3.2-2.3.3 and section 3.3.2 of) [72].

The superconformal hypermultiplet bosonic action is then given by [51]:

$$\mathcal{L}_{\text{hyper}} = -\frac{1}{2} g_{\hat{X}\hat{Y}} (\partial_a q^{\hat{X}} - V_{ij}^a k^\hat{X}) (\partial^a q^\hat{Y} - V_{ij}^a k^\hat{Y}) + 4 \frac{1}{9} Dk^2 + \frac{8}{27} T^2 k^2 - \frac{1}{24} Rk^2 + 2 g Y_{ij}^a P_{ij}^\hat{X} k_\hat{X} k_\hat{Y}. \quad (B.2)$$

The relevant total superconformal action before gauge-fixing will be given by:

$$\mathcal{L}_{\text{SC,total}} = \mathcal{L}_{\text{vector}} + \mathcal{L}_{\text{hyper}} \quad (B.3)$$

The multiplets we are using are superconformal multiplets, which means they transform under with regular supersymmetries $Q$ with parameters $\epsilon^i$ as well as superconformal symmetries S with parameters $\eta^i$. The superconformal fermionic variations on a bosonic background are given by [51]:

$$\delta \psi_\mu^i = (\partial_\mu + \frac{1}{4} \omega_\mu^{ab} \gamma_a b) \epsilon^i - V_{ij}^a \gamma_\mu \epsilon_j + i \gamma_\mu T \gamma_{ij} \epsilon^i - i \gamma_\mu \eta^i \epsilon^i. \quad (B.4)$$

We will already put $b_\mu = 0$ in some relations in anticipation of the superconformal gauge fixing. However, note that $D_\alpha b_\mu \neq 0$ even if $b_\mu = 0$. See [52] for more details.
\[ \delta \chi^i = \frac{1}{4} \epsilon^i D - \frac{1}{64} \gamma \cdot \mathcal{F}^{ij} \epsilon_j + \frac{1}{8} i \gamma^{ab} \nabla T_{ab} \epsilon^i - \frac{1}{8} i \gamma^a \nabla^b T_{ab} \epsilon^i - \frac{1}{4} \gamma^{abcd} T_{ab} T_{cd} \epsilon^i - \frac{1}{6} T^2 \epsilon^i + \frac{1}{4} \gamma \cdot T \eta^i, \]  
(B.5)

\[ \delta \lambda^I = - \frac{1}{4} \gamma \cdot F^I \epsilon^i - \frac{1}{2} i \eta^I \epsilon^i - \frac{1}{2} i \partial^I \epsilon^i - Y^{ij} \epsilon_j + \rho^I \gamma \cdot T \epsilon^i + \rho^I \eta^i, \]  
(B.6)

\[ \delta \zeta^{\hat{A}} = \frac{1}{2} i \gamma^a (\partial_a q^{\hat{X}} - V^a_{jk} k^{\hat{X}} + g A^0_a k^a_i) f^i \hat{A} \epsilon_i - \frac{1}{3} \gamma \cdot T k^{\hat{X}} f^i \hat{A} \epsilon_i + \frac{1}{2} g \rho^I k^i \hat{X} f^i \hat{A} \epsilon_i + k^{\hat{X}} f^i \hat{A} \epsilon_i. \]  
(B.7)

### B.2 Gauge-fixing to Poincaré Supergravity

To go from superconformal supergravity to the regular Poincaré supergravity, we need to gauge fix the (super)conformal symmetries. This is done by identifying one of the the hypermultiplets as non-physical and fixing it in order to fix the superconformal symmetries. This procedure is a bit involved; we sketch the highlights of it here but refer to [51] (especially section 4) for more details and derivations regarding this gauge-fixing procedure. See also appendix D on more information regarding the hyperscalar manifold and the gauge fixing.

#### Splitting of hypermultiplets

We split the hypermultiplet coordinates into \( \hat{X} = (x, X) \) where \( x = 1, \ldots, 4 \) and \( X = 5, \ldots, 4(n_H + 1) \). The hyperscalars are then given by:

\[ q^{\hat{X}} = (z^0, z^\alpha, q^X). \]  
(B.8)

The metric \( g_{\hat{X} \hat{Y}} \) splits as (see appendix D.4):

\[ ds^2 = g_{\hat{X} \hat{Y}} dq^{\hat{X}} dq^{\hat{Y}} = - \frac{(dz^0)^2}{z^0} + z^0 \left\{ h_{XY} dq^X dq^Y - g_{\alpha \beta} \left[ dz^\alpha + A^\alpha_X dq^X \right] \left[ dz^\beta + A^\beta_Y dq^Y \right] \right\}, \]  
(B.9)

which essentially defines the \( SU(2) \) connections \( A^\alpha_X \) and the metrics \( g_{\alpha \beta}, h_{XY} \). The \( SU(2) \) connection \( \omega^{ij}_X \) is given by:

\[ \bar{\omega}_X = - \frac{1}{2} A_X. \]  
(B.10)

Note that it is the metric \( h_{XY} \) on the physical hypermultiplet space that must be quaternionic [51] [71]; there are also corresponding complex structures \( J^Y_X \) that satisfy the quaternionic algebra (see also appendix D). The explicit vielbeins of the hyperscalar metric are needed for computations are are listed in section 3 of [51].

The quantities \( k^{\hat{X}} \) and \( k^i_{\hat{X}} \) are the dilatation and \( SU(2) \) transformations, and we can choose them to be:

\[ k^{\hat{X}} = (3z^0, 0, 0), \quad k^i_{\hat{X}} = (0, k^\alpha_{ij}, 0). \]  
(B.11)
The Killing vectors $k^X_I$ split as:

$$k^X_I = (0, -2\vec{k}^\alpha \cdot (\vec{\omega}^X k^X_I - \frac{1}{z^0} \vec{P}_I), k^X_I).$$  \hspace{1cm} (B.12)

Note that e.g.:

$$k^2 = g_{\hat{X}\hat{Y}} k^\hat{X} k^\hat{Y} = -9z^0,$$  \hspace{1cm} (B.13)

$$k_I^X k_{\hat{X},J} = 2h_{XY} k_I^X k_J^Y + (\vec{k}^\alpha \cdot \vec{P}_I)(\vec{k}_{\alpha} \cdot \vec{P}_J).$$  \hspace{1cm} (B.14)

The fermionic sector is split into:

$$\zeta^\hat{A} = (\zeta^i, \zeta^A),$$  \hspace{1cm} (B.15)

where $i = 1, 2$ and $A = 1, \cdots , 2n_H$. Only $\zeta^i$ should transform under superconformal $S$-transformations.

**K-gauge**

This is fixed by setting $b_\mu = 0$. Keeping this gauge fixed, i.e. $\delta b_\mu = 0$, fixes the superconformal transformation parameter $\Lambda_{K\mu}$ which we have ignored in the previous discussion as it is not relevant for us.

**D-gauge**

To get a factor of 1 multiplying $R$ in the two-derivative action (on-shell, after imposing the equation of motion for $D$ which will be $C = 1$), we want to set $k^2 = -18$, i.e.:

$$z^0 = 2.$$  \hspace{1cm} (B.16)

**SU(2)-gauge**

We fix:

$$q^\alpha_{ij} = z^\alpha_{ij} = z^\alpha_{ij,0},$$  \hspace{1cm} (B.17)

i.e., they are constants.

The vector $\vec{k}^\alpha$ generates an $SU(2)$ algebra and are left-invariant vector fields. We can then choose the constants $z^\alpha_{ij,0}$ such that (see appendix D.3):

$$\vec{k}^\alpha = k^{r,\alpha} = \delta^{r\alpha},$$  \hspace{1cm} (B.18)

to make expressions involving $\vec{k}^\alpha$ simple. This also means:

$$k^\alpha_{ij} = i\sigma^\alpha_{ij}.$$  \hspace{1cm} (B.19)
**S-gauge**

Finally, we want to fix:

\[ \zeta^i = 0, \]  

(B.20)

Keeping the S-gauge fixed means fixing \( \delta \zeta^i = 0 \), which will fix the S-transformation parameter \( \eta^i \) as a function of \( \epsilon^i \):

\[
\delta \zeta^k = -\frac{1}{4} i \gamma^a \left[ \kappa_{\alpha}^\mu \nabla_{\alpha} - A_{\alpha}^i \partial_{\alpha} q^i - g A_{\alpha}^I (k_\alpha \cdot \vec{P}_I) \right] (k_\alpha \cdot \vec{P}_J) \epsilon_j - i \gamma \cdot T e^k + 3i \eta^k \\
- \frac{1}{4} g \rho^I (k_\alpha \cdot \vec{P}_I) (k_\alpha \cdot \vec{P}_J) \epsilon_j.
\]

(B.21)

Setting this to zero has as solution:

\[
\eta^i = \frac{i}{6} \gamma^a \gamma^j \epsilon_j + \frac{1}{3} \gamma \cdot T e^i + \frac{1}{6} g \rho^I P^i_j \epsilon_j.
\]

(B.22)

**Gauge-fixed Lagrangian & Variations**

Using the above formulae to fix the relevant quantities, we find the gauge-fixed Poincaré supergravity Lagrangian given by (3.10). Also, fixing \( \eta^i \) as given above gives us the gauge-fixed supersymmetry variations given by (3.1)-(3.3).

### B.3 Full Two-derivative Equations of Motion

The full two-derivative equations of motion that follow the action (3.10) are:

\[
0 = 8 (C - 1),
\]

\[
0 = 4 \Upsilon_{ij},
\]

\[
0 = -2 C_{IJ} Y^{J,ij} + 2 g P_{ij}^I,
\]

\[
0 = \frac{32}{3} (13 C - 1) T_{ab} - 8 C_{IJ} F_{IJ}^I,
\]

\[
0 = C_{IJ} \nabla_b F_{IJ}^J + 6 C_{IJK} \nabla_b \rho^J F_{IJ}^K - 16 C_{IJ} \nabla_b T_{ab} - 16 C_{IK} \nabla_b \rho^J T_{ab}
\]

\[
+ \frac{3}{2} \epsilon^{abcde} C_{IJK} F_{bc}^I F_{de}^K - 2 g h_{XY} k_l^X (\partial^a q^Y + g A^J a k_l^Y) - 2 g P_{ij}^I \eta^a,
\]

\[
0 = -\frac{3}{2} C_{IJK} F_{IJ}^I F_{IJ}^J - 3 C_{IJK} \partial^a \rho^J \partial_a \rho^K - C_{IJ} \nabla^2 \rho^J - 6 C_{IJK} Y^{J,ij} Y^{K}_{ij}
\]

\[
+ C_I \left( 8 D + \frac{208}{3} T_{ab} T_{ab} + \frac{1}{4} R \right) - 8 C_{IJ} F_{IJ}^I T_{ab} - 2 g^2 \rho^I k_l^X k_l^Y h_{XY} + g^2 \rho^J P_{ij}^I P_{ij}^J,
\]

\[
0 = \frac{1}{2} g^{\mu \nu} \left[ \frac{1}{4} C_{IJK} F_{IJ}^I F_{IK}^J - C_{IJK} Y^{I,ij} Y^{J}_{ij} + 8 (C - 1) D + \frac{16}{3} (13 C - 1) T_{ab} T_{ab}
\]

\[
+ \frac{1}{4} (C + 3) R - 8 C_{IJ} F_{IJ}^I T_{ab} - h_{XY} (\partial^a q^X + g A^I a k_l^X) (\partial_a q^Y + g A^J a k_l^Y)
\]

\[
+ 2 g Y_{ij}^I P_{ij}^J - g^2 \rho^I k_l^X k_l^Y h_{XY} + \frac{1}{2} g^2 \rho^J P_{ij}^I P_{ij}^J + 2 \Upsilon_{ij} \Upsilon_{ij} - \frac{1}{2} C_{IJK} \nabla^2 \rho^J
\]

\[
- \frac{1}{4} (C + 3) R^{\mu \nu} + \frac{1}{4} C_{IJK} \nabla^\mu \nabla^\nu \rho^J - \frac{1}{4} C_{IJK} \partial^a \rho^J \partial_a \rho^K - \frac{1}{2} C_{IJK} F_{IJ}^I \rho^F J^J_{\rho}
\]
\[-\frac{32}{3} (13\mathcal{C} - 1) T^\mu\rho T^\nu_\rho + 16\mathcal{C}_I F^I (\rho\mu) T^\nu_\rho \\
+ h_{XY} (\partial^\mu q^X + gA^I \mu k^X_I) (\partial^\nu q^Y + A^J \nu k^Y_J) - 2 \Upsilon^{\mu ij} \Upsilon^{\nu ij}, \]

along with the equation of motion for the hyperscalars, which we omit. We can solve (B.23) for \( D \):

\[
D = \frac{1}{284} (2\mathcal{C}_I \mathcal{C}_J - 3\mathcal{C}_{IJ}) F^{Iab} F^{J}_{ab} + \frac{g^2}{64} (6 (C^{-1})^{IJ} - \rho^I \rho^J) P^i_{I} P_{J}^{ij} + \frac{g^2}{32} \rho^I \rho^J k^X_I k^Y_J h_{XY} \\
- \frac{3}{64} \mathcal{C}_{IJ} \partial^\rho \rho^I \partial_\rho \rho^J - \frac{1}{32} h_{XY} (\partial^\rho q^X + gA^I \rho k^X_I) (\partial_\rho q^Y + gA^J_{\rho} k^Y_J),
\]

(B.24)

C. 7d Supergravity Conventions

Here we give a quick sketch of the 7d \( U(1)^2 \) gauged supergravity theory that we are considering. This theory is a truncation of \( SO(5) \) gauged maximal supergravity in 7d, so we first give an overview of this theory. We give the relevant references where more information on these theories can be found.

C.1 Gauged Maximal Supergravity

The theory that is obtained by reducing M-theory on an \( S^4 \) is gauged \( N = 4 \) (maximal) supergravity in 7d. This was first derived in [73]; we will sketch the (bosonic) theory here using the notation of [74].

The Lagrangian takes the form [73, 74]:

\[
2\kappa^2 e^{-1} \mathcal{L}_{7d} = R + \frac{1}{2} m^2 (T^2 - 2T_{ij} T^{ij}) - \text{Tr} (P_{\mu} P^\mu) - \frac{1}{2} (V_I^i V_J^j F^{IJ}_{\mu\nu})^2 + m^2 (V_I^{-1} C^{I}_{\mu\rho})^2 \\
+ e^{-1} \left( \frac{1}{2} \delta^{IJ} (C_3)_I \wedge (dC_3)_J + m \epsilon_{IJKLM} (C_3)_I F^{JK}_L F^{LM} + m^{-1} p_2 (A, F) \right).
\]

(C.1)

The gauge group is \( SO(5)_g \) and \( I, J \in \{ 1, \cdots, 5 \} \) are fundamental indices of this group. The bosonic field content consists of the graviton, ten Yang-Mills gauge fields \( A^{IJ} \) in the adjoint of \( SO(5)_g \), five antisymmetric three-tensors \( (C_3)_I \) in the fundamental of \( SO(5)_g \), and 14 scalars which parametrize a \( SL(5, \mathbb{R}) / SO(5)_c \) coset; \( i, j = \{ 1, \cdots, 5 \} \) are fundamental indices of \( SO(5)_c \). These scalar degrees of freedom are contained in \( V_I^i \), an element in the coset; the other relevant scalar quantities are defined through:

\[
V_I^{-1} D_\mu V_I^j = (Q_\mu)_{[ij]} + (P_\mu)_{(ij)},
\]

(C.2)

where \( D \) is the fully gauge-covariant derivative so that \( D_\mu V_I^i = \partial_\mu V_I^j + (2m) A^{I}_{\mu} V_I^j \).

The \( T \)-tensor is defined as:

\[
T_{ij} = V_I^{-1} V_I^{-1} J \delta_{IJ}, \quad T = T_{ij} \delta^{ij}.
\]

(C.3)
The gauge coupling \( m \) is related to the radius of the \( S^4 \) in 11d by \( R_{S^4} = 1/m \). Finally, \( p_2(A, F) \) denotes the CS terms involving only the gauge fields \( F^{IJ}_{\mu\nu} \); these are discussed in detail in section 4.2.

The fermionic variations are given by:

\[
\delta \psi_\mu = \left[ D_\mu + \frac{m}{20} T \tilde{\gamma}_\mu - \frac{1}{40} (\tilde{\gamma}_\mu \nu \lambda - 8 \delta_\mu \nu \tilde{\gamma}_\lambda) \Gamma^{ij} V_i^I V_j^J F^{IJ}_{\nu\lambda} \right. \\
\left. + \frac{m}{20 \sqrt{3}} (\tilde{\gamma}_\mu \nu \sigma - \frac{9}{2} \delta_\mu \nu \tilde{\gamma}_\lambda) \Gamma^{i} V_i^{-1} f C^{I}_{\nu\lambda} \right] \epsilon, \tag{C.4}
\]

\[
\delta \lambda_i = \left[ \frac{m}{2} (T_{ij} - \frac{1}{5} \delta_{ij} T) \Gamma^j + \frac{1}{2} \tilde{\gamma}_\mu P_{\mu ij} \Gamma^j + \frac{1}{16} \tilde{\gamma}^\mu \nu \sigma (\Gamma^{kl} \Gamma^{ij} - \frac{1}{5} \Gamma^i \Gamma^j) V_K^K V_L^L F_{\mu\nu}^{KL} \right. \\
\left. + \frac{m}{20 \sqrt{3}} \tilde{\gamma}^{\mu\nu\lambda} (\Gamma^{ij} - 4 \delta_{ij}) V_j^{-1} j C_{\mu\nu\lambda}^{J} \right] \epsilon, \tag{C.5}
\]

for resp. the gravitini and gaugini. The supersymmetry parameter \( \epsilon \) transforms as the spinor of \( SO(5)_c \) with corresponding Dirac matrices \( \Gamma^i \); \( \tilde{\gamma}^\mu \) are the 7d spacetime gamma matrices.

### C.2 U(1)^2 Truncation

There is a simple truncation of the field content to a \( U(1)^2 \) gauge group, as described in [38, 74] and also used in [18]. We will sketch the relevant information about this truncation from [74] here.

We restrict ourselves to the Cartan gauge fields:

\[
A^{(1)}_\mu \equiv A^{12}_\mu, \quad A^{(2)}_\mu \equiv A^{34}_\mu, \tag{C.6}
\]

and also restrict the scalars to:

\[
V_i^I = \text{diag} \left( e^{-\lambda_1}, e^{-\lambda_1}, e^{-\lambda_2}, e^{-\lambda_2}, e^{2\lambda_1+2\lambda_2} \right), \tag{C.7}
\]

thus defining the two independent scalars \( \lambda_{(i)} \). We also restrict to a single three-form, \( S_{\mu\nu\rho} \equiv C_{\mu\nu\rho}^5 \).

Thus, this truncation contains two Abelian gauge fields, two scalars, and a single three-form. This does not necessarily correspond to a consistent truncation of the maximal theory, as discussed in [74]. The truncated bosonic Lagrangian has the form:

\[
2 \kappa^2 e^{-1} \mathcal{L} = R - \frac{1}{2} m^2 V - 5 (\partial_\mu (\lambda_1 + \lambda_2))^2 - (\partial_\mu (\lambda_1 - \lambda_2))^2 - e^{-4\lambda_1} F_{(1)}^2 - e^{-4\lambda_2} F_{(2)}^2 \\
+ m^2 e^{-4\lambda_1-4\lambda_2} S_{\mu\nu\lambda}^2 S_{\mu\nu\rho} S_{\mu\nu\sigma} \frac{m}{6} \epsilon^{\mu\nu\lambda\sigma} \partial_\alpha S_{\beta\gamma\delta} \\
+ \frac{1}{\sqrt{3}} e^{\mu\nu\lambda\sigma} S_{\mu\nu\lambda} F_{\alpha\beta}^{(1)} F_{\gamma\delta}^{(2)} + m^{-1} p_2(A, F), \tag{C.8}
\]

\[
V = -8 e^{2\lambda_1+2\lambda_2} - 4 e^{-2\lambda_1-4\lambda_2} - 4 e^{-4\lambda_1-2\lambda_2} + e^{-8\lambda_1-8\lambda_2}. \tag{C.9}
\]
We will not give all of the explicit equations of motion following from this Lagrangian or the explicit expressions of the supersymmetry variations for this truncation; both can be found in [74]. Here we will only show the self-duality equation for the three-form (which is its equation of motion):

\[ e^{-4\lambda_1-4\lambda_2} S = \star \left( \frac{1}{m} dS - \frac{2}{\sqrt{3}m^2} F^{(1)} \wedge F^{(2)} \right). \]  

(D.10)

D. Hypercomplex and quaternionic geometries

In this appendix we collect some useful facts about the geometry of the hyperscalars. We will first describe hypercomplex and quaternionic geometries. We then describe how quaternionic manifolds can be embedded in hypercomplex manifolds with conformal symmetry. The precise map between the two allows us to show that the gauge-fixing can be chosen in a convenient way, thus justifying the choice made in (B.18). We will not discuss various subtleties, such as \( \xi \)-transformations and the possibility that no metric exists, for the sake of clarity. We will use the notation and conventions of [76] throughout. For applications to supergravity, see [77], [72] and especially [51].

D.1 Quaternionic like manifolds

On-shell local supersymmetry implies that the hyperscalars parametrize a quaternionic manifold. In the following, we will use local coordinates \( q^X, X = 1, \ldots, 4r \), where \( r \) is the number of hypermultiplets. Furthermore we always assume the existence of a (invertible) vielbein \( f^i_X \), \( i = 1, 2 \), \( A = 1, \ldots, 2r \). This quantity appears in the supersymmetry transformations of the hyperscalars:

\[ \delta q^X = f^i_X \bar{\epsilon}^i \zeta^A, \]  

(D.1)

where the inverse vielbein is defined as:

\[ f^i_i f^X_X = \delta^X_i, \quad f^i_i f^X_j = \delta^i_j \delta^A_B. \]  

(D.2)

Furthermore the vielbein satisfies a reality condition defined by the matrices \( E^i_j \) and \( \rho^A_B \) such that:

\[ EE^* = -\mathbb{1}_{2}, \quad \rho \rho^* = -\mathbb{1}_{2r}, \]  

(D.3)

namely:

\[ (f^i_i)^* = f^j_j E^i_j \rho^A_B. \]  

(D.4)

The vielbein and its inverse can be used to define a quaternionic structure:

\[ J_X^Y \equiv -i f^i_i \bar{\sigma}^j f^j_X f^Y_i, \]  

(D.5)
where \( \vec{\sigma} \) are the Pauli matrices. The name “quaternionic” comes from the fact that these quantities obey the quaternion algebra:
\[
J^r_X Z J^s_Y = -\delta^{rs} \delta_X^Y + \epsilon^{rst} J^t_X Y .
\] (D.6)

In order for the manifold to be quaternionic, however, the quaternionic structure needs to be integrable, which amounts to the existence of a torsionless affine connection \( \Gamma_{XY}^Z \), a \( GL(r, \mathbb{R}) \) connection \( \omega_{XA}^B \) and a \( SU(2) \) connection \( \omega_{X, i}^j \) with respect to which the vielbein is covariantly constant:
\[
\mathcal{D}_X f^i_Y A \equiv \partial_X f^i_Y A - \Gamma_{XY}^Z f^i_Z A + f^i_Y A \omega_{X, j}^i + f^i_Y B \omega_{X, B}^A = 0 .
\] (D.7)

This equation tells us that the holonomy of the manifold is restricted. Indeed, consider the spin connection defined as:
\[
\Omega_{XjB}^i A \equiv f^j_Y (\partial_X f^i_Y A - \Gamma_{XY}^Z f^i_Z A) .
\] (D.8)

If \( \Omega_{XjB}^i A \) were a general \( 4r \times 4r \) matrix, the holonomy would be (a generic subgroup of) \( GL(4r) \). Equation (D.7) is equivalent to:
\[
\Omega_{XjB}^i A = -\omega_{Xj}^i \delta_B^A - \omega_{X, B}^A \delta_i^j ,
\] (D.9)

where \( \omega_{Xj}^i \) is traceless. This implies that the holonomy group is restricted to \( SU(2) \times GL(r, \mathbb{H}) \). If the \( SU(2) \) connection is zero (or rather, pure gauge), the manifold is called hypercomplex. The conditions above imply that the quaternionic structure is covariantly constant as well, in the sense that:
\[
\mathcal{D}_X \vec{J}_Y^Z \equiv \partial_X \vec{J}_Y^Z - \Gamma_{XY}^W \vec{J}_W^Z + \Gamma_{XW}^Z \vec{J}_Y^W + 2 \vec{\omega} \times \vec{J}_Y^Z = 0 .
\] (D.10)

Quaterrionic and hypercomplex manifolds that admit a Hermitian invertible metric \( g \) compatible with the affine connection are called quaternionic-Kähler and hyperkähler respectively. In an appropriate basis, such a metric can be written as
\[
g_{XY} = f^A_X C_{AB} \epsilon_{ij} f^B_Y ,
\] (D.11)

where \( C = \epsilon \otimes 1_r \). In this case, the holonomy is further restricted to the maximal compact subgroup of \( SU(2) \times GL(r, \mathbb{H}) \), namely \( SU(2) \times USp(2r) \).\(^{14}\) Such manifolds are Einstein and the \( SU(2) \) curvatures are proportional to the complex structures:
\[
R_{XY} = \frac{1}{4r} g_{XY} R , \quad \bar{R}_{XY} = \frac{1}{2} \nu \vec{J}_{XY} , \quad \nu = \frac{1}{4r(r + 2)} R .
\] (D.12)

Notice also that in supergravity, supersymmetry connects \( \nu \) to the normalization of the Einstein term in the action, so that we have \( \nu = -\kappa^2 \), \( \kappa \) being the gravitational coupling constant.

\(^{13}\)The compatibility condition is quite subtle, see \[76\], however we can roughly think of it as being the requirement that the affine connection in the formulae above is the Levi-Civita connection associated to this metric.

\(^{14}\)In principle, one could have \( USp(2p, 2r - 2p) \).
D.2 Conformal symmetry

For the applications to the superconformal tensor calculus, we are interested in hyper-complex manifolds with conformal symmetry. We will see that it is always possible to embed any \(4r\)-dimensional quaternionic manifold (the \textit{small} space in the following) into a \((4r + 4)\)-dimensional hypercomplex manifold with conformal symmetry (the \textit{big} space in the following). We will denote quantities on the small space with hats; for example the coordinates on the small space will be denoted by \(\hat{X} = 1, \ldots, 4r\) and coordinates on the big space by \(\hat{X} = 1, \ldots, 4r + 4\).

Conformal symmetry is defined by the existence of a so called “homothetic” Killing vector \(k^\hat{X}\) defined as:

\[
\mathbf{D}_{\hat{Y}} k^\hat{X} \equiv \partial_{\hat{Y}} k^\hat{X} + \Gamma_{\hat{Y}\hat{Z}} k^{\hat{Z}} = \frac{3}{2} \delta_{\hat{Y}}^\hat{X}.
\]

Three more vectors can be constructed:

\[
\vec{k}^\hat{X} \equiv \frac{1}{3} k^{\hat{Y}} \hat{J}_{\hat{Y}}^\hat{X}.
\]

In the absence of a metric, one needs to impose some additional requirements that will not be important for us; see [76].

One can choose coordinates so that the \(k\)'s take a convenient form. Concretely, we choose:

\[
q^\hat{X} = (z^0, z^\alpha, q^X), \quad \alpha = 1, 2, 3, \quad X = 1, \ldots, 4r,
\]

such that:

\[
k^{\hat{X}} = 3z^0 \delta_0^\hat{X}, \quad \vec{k}^0 = \vec{k}^X = 0.
\]

Therefore the only non-zero components of the \(\vec{k}\)'s are \(\vec{k}^\alpha\). One also introduces the inverse vectors \(\vec{m}_\beta\) so that:

\[
\vec{k}^\alpha \cdot \vec{m}_\beta = \delta_\alpha^\beta.
\]

It is also convenient to define a vector \(\vec{A}_X\) as:

\[
\vec{A}_X \equiv \frac{1}{z^0} \hat{J}_X^0
\]

This leads to the following decomposition for the quaternionic structure:

\[
\hat{J}_0^0 = 0, \quad \hat{J}_\alpha^0 = -z^0 \vec{m}_\alpha, \quad \hat{J}_X^0 = z^0 \vec{A}_X, \quad \hat{J}_0^\beta = \frac{1}{z^0} \vec{k}^\beta, \quad \hat{J}_\alpha^\beta = \vec{k}^\beta \times \vec{m}_\alpha, \quad \hat{J}_X^\beta = \vec{A}_X \times \vec{k}^\beta + \hat{J}_X^Z (\vec{A}_Z \cdot \vec{k}^\beta), \quad \hat{J}_0^Y = 0, \quad \hat{J}_\alpha^Y = 0, \quad \hat{J}_X^Y = \hat{J}_X^Y.
\]

The last equation means that the components \(X, Y\) of the quaternionic structure form a (almost) quaternionic structure in the small space. The integrability of the
hypercomplex structure $\hat{J}$ leads to non-trivial conditions on $\vec{k}_\alpha$, $\vec{A}_X$ and $\vec{J}_X^Y$. In the following, we only consider the most important ones; the complete list can be found in [76]. First, $\vec{k}_\alpha$ and $\vec{m}_\beta$ are independent of $z^0$ and "satisfy" the $SU(2)$ algebra, in the sense that:
\[
\vec{k}_\gamma \times \partial_{\gamma} \vec{k}_\alpha = \vec{k}_\alpha, \quad \partial_{[\alpha} \vec{m}_{\beta]} = -\frac{1}{2} \vec{m}_\alpha \times \vec{m}_\beta. \tag{D.22}
\]

The geometric meaning of these equations will become apparent when we explicitly construct these vectors in the next section. Furthermore, we have:
\[
\begin{align*}
\partial_0 \vec{A}_X &= 0, & (\partial_\alpha + \vec{m}_\alpha \times) \vec{A}_X + \partial_X \vec{m}_\alpha &= 0, \tag{D.23} \\
\partial_0 \vec{J}_X^Y &= 0, & (\partial_\alpha + \vec{m}_\alpha \times) \vec{J}_X^Y &= 0. \tag{D.24}
\end{align*}
\]

Finally, we have:
\[
\partial_{[X} \vec{A}_{Y]} - \frac{1}{2} \vec{A}_X \times \vec{A}_Y = -\frac{1}{2} h_{Z[X} \vec{J}_{Y]}^Z, \tag{D.25}
\]

where $h_{XY}$ is the induced metric\footnote{In the equation that follows, we are assuming that there is a metric $\hat{g}_{XY}$ on the big space. However, $h_{XY}$ can be defined independently of whether a good metric exists or not, we refer again to [76] for further details.} on the small space defined as:
\[
h_{XY} = \frac{1}{z^0} \hat{g}_{XY} + \vec{A}_X \cdot \vec{A}_Y. \tag{D.26}
\]

It can be shown that the remaining conditions imply that the small space is quaternionic, and that its spin connection $\vec{\omega}_X$ can be chosen to be:
\[
\vec{\omega}_X = -\frac{1}{2} \vec{A}_X. \tag{D.27}
\]

### D.3 The map from quaternionic to hypercomplex

In the previous section, we have shown that a hypercomplex manifold with conformal symmetry can be related to a “small” quaternionic manifold. We now construct the inverse map, that is, an explicit prescription to embed a quaternionic manifold characterized by the $SU(2)$ spin connection $\vec{\omega}_X$ and complex structures $\vec{J}_X^Y$ into a hypercomplex manifold with conformal symmetry. This construction is outlined in [76], here we will construct the embedding explicitly. To conform with the notation of the previous section, the extra coordinates are labeled by $z^0$ and $z^\alpha$, so that $q^X = (z^0, z^\alpha, q^X)$, with the $q^X$ being the coordinates on the small space. The $\vec{k}_\alpha(z^\alpha, q^X)$ need to be left-invariant vector fields on $SU(2)$. The dependence on $q^X$ is not fixed at this point, but in the following we will take these vectors to be independent of $q^X$. This means that our construction differs slightly from the one outlined in [76]. The advantage will be that we can construct the hypercomplex manifold explicitly.
given the quaternionic data. We first need to introduce an explicit parametrization of $SU(2)$. We use the Euler parametrization:

$$U(\psi, \theta, \varphi) = e^{i \sigma^3 \varphi} e^{i \sigma^2 \theta} e^{i \sigma^3 \psi} = \left( \begin{array}{c} \cos \frac{\theta}{2} e^{\frac{i}{2}(\psi + \varphi)} & \sin \frac{\theta}{2} e^{-\frac{i}{2}(\psi - \varphi)} \\ -\sin \frac{\theta}{2} e^{\frac{i}{2}(\psi - \varphi)} & \cos \frac{\theta}{2} e^{-\frac{i}{2}(\psi + \varphi)} \end{array} \right),$$

(D.28)

so that the (left-invariant) Maurer-Cartan forms $(L^1, L^2, L^3)$ and left-invariant vector fields $(\xi^1, \xi^2, \xi^3)$ read:

$$L^1 = \sin \varphi \, d\theta - \cos \varphi \, \sin \theta \, d\psi,$$
$$L^2 = \cos \varphi \, d\theta + \sin \varphi \, \sin \theta \, d\psi,$$
$$L^3 = d\varphi + \cos \theta \, d\psi,$$

(D.29)

and:

$$\xi^1 = \frac{-\cos \varphi}{\sin \theta} \frac{\partial}{\partial \psi} + \sin \varphi \frac{\partial}{\partial \theta} + \cot \theta \cos \varphi \frac{\partial}{\partial \varphi},$$
$$\xi^2 = \frac{\sin \varphi}{\sin \theta} \frac{\partial}{\partial \psi} + \cos \varphi \frac{\partial}{\partial \theta} - \cot \theta \sin \varphi \frac{\partial}{\partial \varphi},$$
$$\xi^3 = \frac{\partial}{\partial \varphi}.$$

(D.30)

In particular, notice the important property (which follows from the definition of the Maurer-Cartan forms):

$$dU = i L^k \sigma^k U.$$

(D.31)

We set:

$$\vec{k} \alpha \partial \alpha = \vec{\xi},$$

(D.32)

where the $\vec{\xi} = (\xi^1, \xi^2, \xi^3)$ is the triplet of vectors defined in (D.30) and we have identified $(z^1, z^2, z^3) \equiv (\psi, \theta, \varphi)$. Analogously, the $\vec{m}_\alpha$ are defined from the $L$’s in (D.29) as:

$$\vec{m}_\alpha \, dz^\alpha = \vec{L}.$$

(D.33)

It is now evident that $\vec{k}$ and $\vec{m}$ satisfy the relations (D.23), since the latter reduce to the conditions:

$$[\xi^r, \xi^s] = \epsilon^{rst} \xi^t,$$
$$dL^r = -\frac{1}{2} \epsilon^{rst} L^s \wedge L^t,$$

(D.34)

which are nothing else than the definitions of left-invariant vector fields and left-invariant 1-forms respectively.

Recall that the vector $\vec{A}_X \equiv \frac{1}{2 \omega} \hat{J}_X^0$ induces the spin connection on the small space after gauge-fixing, which is accomplished by taking the $z^\alpha$ to be constants $z_0^\alpha$. Therefore we need to set:

$$\vec{A}_X(z_0^\alpha, q^X) = -2 \vec{\omega}_X(q^X).$$

(D.35)
Analogously, we take:
\[ \hat{J}_X^Y(z_0^\alpha, q^X) = \tilde{J}_X^Y(q^X). \]  
(D.36)
The \( z^\alpha \) dependence of these quantities is essentially fixed by the requirement that the complex structures of the big space are integrable. In particular we need to satisfy (D.23)-(D.24). We therefore take \( \tilde{A}_X \) and \( \tilde{J}_X^Y \) to be independent of \( z^0 \). We then need to know how \( SU(2) \) transformations act on \( SO(3) \) indices. We have:
\[ A_i^j = i \tilde{\sigma}_i^j \cdot \tilde{A}, \quad \tilde{A} = -\frac{1}{2} i \tilde{\sigma}_i^j A_i^j. \]  
(D.37)
As a consequence, given a \( SU(2) \) transformation \( U \), the corresponding \( SO(3) \) transformation \( M^{rs} \) is given by:
\[ M^{rs} = \frac{1}{2} \text{Tr}(U \sigma^r U^\dagger \sigma^s), \]  
(D.38)
where the trace is taken over the \( SU(2) \) indices. Using (D.31), we easily see that:
\[ dM^{rs} = -\frac{1}{2} \epsilon^{skt} L^k M^{rt}. \]  
(D.39)
This means that we can always “covariantize” a fixed (that is, independent of the Euler angles) \( SO(3) \) vector \( \tilde{A} \) by considering \( \tilde{A}_{\text{cov}} = M^T \cdot \tilde{A} \equiv M^{rs} A^r \). In fact it is easy to check that:
\[ (d + \tilde{L} \times) A_{\text{cov}} = 0, \]  
(D.40)
where we have defined the vector of 1-forms \( \tilde{L} = (L_1, L_2, L_3) \).

In view of property (D.40), we can use the matrix \( M \) defined in (D.38) to extend \( \tilde{A}_X \) and \( \tilde{J}_X^Y \) to general \( z \):
\[ \tilde{A}_X(z^\alpha, q^X) = (M^T(z^\alpha)M_0) \cdot \tilde{A}_X(z_0^\alpha, q^X), \]  
(D.41)
\[ \tilde{J}_X^Y(z^\alpha, q^X) = (M^T(z^\alpha)M_0) \cdot \tilde{J}_X^Y(q^X), \]  
(D.42)
where \( M_0 \) is \( M(z_0^\alpha) \), so that when we gauge fix we obtain the spin connection and complex structures we started with. With this choice, \( \tilde{\kappa}^\alpha \) does not depend on \( q^X \). This is basically all we need, and the big space is hypercomplex \([76]\). Notice that while we always refer to the Euler parametrization, the definitions above are valid in general. However, the analysis above shows that once we gauge fix the extra coordinates associated to the compensator hypermultiplet, we can always choose a particularly convenient gauge as follows:
\[ z_1^1 = z_3^3 = 0, \quad z_0^2 = \frac{3}{2} \pi. \]  
(D.43)

\[ \text{---} \]

16Once again, there are subtleties when the manifolds do not have a metric, but these are not important for our purposes and we refer to \([76]\) for a detailed discussion.
which leads to the conditions:

\[ k^r \alpha = \delta r \alpha, \quad m^r \alpha = \delta r \alpha. \quad \text{(D.44)} \]

This can be accomplished for arbitrary small quaternionic spaces, justifying the choice made in (B.18).

### D.4 Metric and symmetries

When we have a metric on the small space (so that it is quaternionic-Kähler), we can also construct a metric on the big space as follows. We use \( \hat{A} = (i, A) \), where \( i = 1, 2 \). First, the vielbein on the large space is determined from (D.19) to be:

\[
\begin{align*}
\hat{f}_{ij}^0 &= -i \varepsilon_{ij} \sqrt{\frac{1}{2} z^0}, \\
\hat{f}_{iA}^0 &= 0, \\
\hat{f}_{ij}^a &= \sqrt{\frac{1}{2} z^0 m^a} \cdot \hat{\sigma}_{ij}, \\
\hat{f}_{iA}^a &= f_{iA}^a, \\
\hat{f}_{iA}^X &= 0, \\
\hat{f}_{ij}^X &= \sqrt{\frac{1}{2} z^0} \hat{A}_X \cdot \hat{\sigma}_{ij}, \\
\hat{f}_{iA}^X &= f_{iA}^X. 
\end{align*}
\]

Notice that the index structure in the definition of Pauli matrices is taken to be \( \hat{\sigma}_i^j \), so the indices in the Pauli matrices used above are raised and lowered using the \( \varepsilon \) tensor with the usual conventions. As explained in the first section, the metric can be obtained by defining an appropriate matrix \( \hat{C}_{AB} \). We take:

\[
\hat{C}_{AB} = C_{AB}, \quad \hat{C}_{ij} = \varepsilon_{ij}, \quad \hat{C}_{iA} = 0. \quad \text{(D.46)}
\]

The metric on the big space is then simply:

\[
\begin{align*}
d\hat{s}^2 &= -\left( \frac{dz^0}{z^0} \right)^2 + \left\{ z^0 h_{XY}(z) dq^X dq^Y + \hat{g}_{\alpha\beta} \left( dz^\alpha - \hat{A}_X(z, q) \cdot \hat{k}^\alpha dq^X \right) \left( dz^\beta - \hat{A}_Y(z, q) \cdot \hat{k}^\beta dq^Y \right) \right\}, \\
\text{(D.47)}
\end{align*}
\]

where \( g_{XY} = z^0 h_{XY} \) is the metric induced on the small space.

Now we briefly turn to symmetries, which are important when we consider gauged models. Working once again with spaces equipped with a metric, symmetries can be characterized by vectors \( k_I^X \):

\[
\delta q^X = \Lambda^I k_I^X(q), \quad \text{(D.48)}
\]

which satisfy the Killing equation:

\[
\mathcal{D}_{(X} k_{Y)I} = 0. \quad \text{(D.49)}
\]

The moment maps \( \nu \hat{P}_I(q) \) are defined via:

\[
\nu \hat{P}_I = -\frac{1}{4r} \hat{f}_{X}^Y \mathcal{D}_Y k_I^X. \quad \text{(D.50)}
\]
The extension of these symmetries to the hyperkähler manifold is straightforward. Let us define \( \hat{k}_I^X \) as:

\[
\hat{k}_I^0 = 0, \quad \hat{k}_I^\alpha = \vec{k}_I^\alpha \cdot \vec{r}_I, \quad \hat{k}_I^X = k_I^X, \tag{D.51}
\]

where \( \vec{r}_I \) is defined by:

\[
\mathcal{L}_{k_I} \vec{J}_X^Y = \vec{r}_I \times \vec{J}_X^Y. \tag{D.52}
\]

Equivalently, it is not difficult to show that:

\[
\vec{r}_I = -\frac{1}{8r} \vec{J}_Y^X \times \mathcal{L}_{k_I} \vec{J}_X^Y. \tag{D.53}
\]

As a consequence, we have:

\[
\nu \vec{P}_I = -\frac{1}{2} \vec{r}_I - k_I^X \vec{\omega}_X. \tag{D.54}
\]
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