Approximate Modified Policy Iteration
Bruno Scherrer, Mohammad Ghavamzadeh, Victor Gabillon, Matthieu Geist

To cite this version:
Bruno Scherrer, Mohammad Ghavamzadeh, Victor Gabillon, Matthieu Geist. Approximate Modified Policy Iteration. 29th International Conference on Machine Learning - ICML 2012, Jun 2012, Edinburgh, United Kingdom. hal-00758882

HAL Id: hal-00758882
https://inria.hal.science/hal-00758882
Submitted on 29 Nov 2012

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Approximate Modified Policy Iteration

Bruno Scherrer
INRIA Nancy - Grand Est, Team Maia, FRANCE
Bruno.Scherrer@inria.fr

Mohammad Ghavamzadeh
Victor Gabillon
INRIA Lille - Nord Europe, Team SequeL, FRANCE
Mohammad.Ghavamzadeh@inria.fr
Victor.Gabillon@inria.fr

Matthieu Geist
Suplec, IMS Research Group, Metz, FRANCE
Matthieu.Geist@supelec.fr

Abstract

Modified policy iteration (MPI) is a dynamic programming (DP) algorithm that contains the two celebrated policy and value iteration methods. Despite its generality, MPI has not been thoroughly studied, especially its approximation form which is used when the state and/or action spaces are large or infinite. In this paper, we propose three implementations of approximate MPI (AMPI) that are extensions of well-known approximate DP algorithms: fitted-value iteration, fitted-Q iteration, and classification-based policy iteration. We provide error propagation analysis that unifies those for approximate policy and value iteration. For the classification-based implementation, we develop a finite-sample analysis that shows that MPI’s main parameter allows to control the balance between the estimation error of the classifier and the overall value function approximation.

1. Introduction

Modified Policy Iteration (MPI) (Puterman & Shin, 1978) is an iterative algorithm to compute the optimal policy and value function of a Markov Decision Process (MDP). Starting from an arbitrary value function $v_0$, it generates a sequence of value-policy pairs

$$\pi_{k+1} = \hat{G} v_k$$  \hspace{1cm} \text{(greedy step)} \hspace{1cm} (1)$$

$$v_{k+1} = (T_{\pi_{k+1}})^m v_k$$  \hspace{1cm} \text{(evaluation step)} \hspace{1cm} (2)$$

where $\hat{G} v_k$ is a greedy policy w.r.t. $v_k$, $T_{\pi_k}$ is the Bellman operator associated to the policy $\pi_k$, and $m \geq 1$ is a parameter. MPI generalizes the well-known dynamic programming algorithms Value Iteration (VI) and Policy Iteration (PI) for values $m = 1$ and $m = \infty$, respectively. MPI has less computation per iteration than PI (in a way similar to VI), while enjoys the faster convergence of the PI algorithm (Puterman & Shin, 1978). In problems with large state and/or action spaces, approximate versions of VI (AVI) and PI (API) have been the focus of a rich literature (see e.g., Bertsekas & Tsitsiklis 1996; Szepesvári 2010). The aim of this paper is to show that, similarly to its exact form, approximate MPI (AMPI) may represent an interesting alternative to AVI and API algorithms.

In this paper, we propose three implementations of AMPI (Sec. 3) that generalize the AVI implementations of Ernst et al. (2005); Antos et al. (2007); Munos & Szepesvári (2008) and the classification-based API algorithm of Lagoudakis & Parr (2003); Fern et al. (2006); Lazaric et al. (2010); Gabillon et al. (2011). We then provide an error propagation analysis of AMPI (Sec. 4), which shows how the $L_p$-norm of its performance loss can be controlled by the error at each iteration of the algorithm. We show that the error propagation analysis of AMPI is more involved than that of AVI and API. This is due to the fact that neither the contraction nor monotonicity arguments, that the error propagation analysis of these two algorithms rely on, hold for AMPI. The analysis of this section unifies those for AVI and API and is applied to the AMPI implementations presented in Sec. 3. We detail the analysis of the classification-based implementation of MPI (CBMPI) of Sec. 3 by providing its finite sample analysis in Sec. 5. Our analysis indicates that the parameter $m$ allows us to balance the estimation error of the classifier with the overall quality of the value.
approximation. We report some preliminary results of applying CBMPI to standard benchmark problems and comparing it with some existing algorithms in Appendix G.

2. Background

We consider a discounted MDP \((\mathcal{S}, \mathcal{A}, P, r, \gamma)\), where \(\mathcal{S}\) is a state space, \(\mathcal{A}\) is a finite action space, \(P(ds'|s,a)\), for all \((s,a)\), is a probability kernel on \(\mathcal{S}\), the reward function \(r: \mathcal{S} \times \mathcal{A} \to \mathbb{R}\) is bounded by \(R_{\text{max}}\), and \(\gamma \in (0,1)\) is a discount factor. A deterministic policy is defined as a mapping \(\pi: \mathcal{S} \to \mathcal{A}\). For a policy \(\pi\), we may write \(r_\pi(s) = r(s, \pi(s))\) and \(P_\pi(ds'|s) = P(ds'|s, \pi(s))\). The value of policy \(\pi\) in a state \(s\) is defined as the expected discounted sum of rewards received starting from state \(s\) and following the policy \(\pi\), i.e., \(v_\pi(s) = E\left[ \sum_{t=0}^{\infty} \gamma^t r_\pi(s_t) | s_0 = s, \pi_{t+1} \sim P_\pi(\cdot|s_t) \right] \). Similarly, the action-value function of a policy \(\pi\) at a state-action pair \((s,a)\), \(Q_\pi(s,a)\), is the expected discounted sum of rewards received starting from state \(s\), taking action \(a\), and then following the policy. Since the rewards are bounded by \(R_{\text{max}}\), the values and action-values should be bounded by \(R_{\text{max}} \gamma^{t+1} \), i.e., \(v_\pi(s) = v_{\text{max}} = R_{\text{max}}/(1-\gamma)\). The Bellman operator \(T_\pi\) of policy \(\pi\) takes a function \(f\) on \(\mathcal{S}\) as input and returns the function \(T_\pi f\) defined as \(\forall s, \; [T_\pi f](s) = E[r_\pi(s) + \gamma f(s') | s' \sim P_\pi(\cdot|s)]\), or in compact form, \(T_\pi f = r_\pi + \gamma P_\pi f\). It is known that \(v_\pi\) is the unique fixed-point of \(T_\pi\). Given a function \(f\) on \(\mathcal{S}\), we say that a policy \(\pi\) is greedy w.r.t. \(f\), and write it as \(\pi = \mathcal{G} f\), if \(\forall s, \; (T_\pi f)(s) = \max_a(T_\pi f)(s)\), or equivalently \(T_\pi f = \max_a(T_\pi f)\). We denote by \(v_\pi\) the optimal value function. It is also known that \(v_\pi\) is the unique fixed-point of the Bellman optimality operator \(T: v \mapsto \max_\pi T_\pi = T_\mathcal{G}(v)\), and that a policy \(\pi_\pi\) that is greedy w.r.t. \(v_\pi\) is optimal and its value satisfies \(v_\pi = v_\pi\).

3. Approximate MPI Algorithms

In this section, we describe three approximate MPI (AMPI) algorithms. These algorithms rely on a function space \(\mathcal{F}\) to approximate value functions, and in the third algorithm, also on a policy space \(\Pi\) to represent greedy policies. In what follows, we describe the iteration \(k\) of these iterative algorithms.

3.1. AMPI-V

For the first and simplest AMPI algorithm presented in the paper, we assume that the values \(v_k\) are represented in a function space \(\mathcal{F} \subseteq \mathbb{R}^{\mathcal{S}}\). In any state \(s\), the action \(\pi_{k+1}(s)\) that is greedy w.r.t. \(v_k\) can be estimated as follows:

\[
\pi_{k+1}(s) = \arg \max_{a \in \mathcal{A}} \frac{1}{M} \left( \sum_{j=1}^{M} r_a^{(j)} + \gamma v_k(s_a^{(j)}) \right),
\]

where \(\forall a \in \mathcal{A}\) and \(1 \leq j \leq M\), \(r_a^{(j)}\) and \(s_a^{(j)}\) are samples of rewards and next states when action \(a\) is taken in state \(s\). Thus, approximating the greedy action in a state \(s\) requires \(M|\mathcal{A}|\) samples. The algorithm works as follows. It first samples \(N\) states from a distribution \(\mu\), i.e., \(\{s^{(i)}\}_{i=1}^{N} \sim \mu\). From each sampled state \(s^{(i)}\), it generates a rollout of size \(m\), i.e., \(s^{(i)}, a_0^{(i)}, r_0^{(i)}, s_1^{(i)}, \ldots, a_{m-1}^{(i)}, r_{m-1}^{(i)}, s_m^{(i)}\), where \(a_k^{(i)}\) is the action suggested by \(\pi_{k+1}\) in state \(s_k^{(i)}\), computed using Eq. 3, and \(r_k^{(i)}\) and \(s_k^{(i)}\) are the reward and next state induced by this choice of action. For each \(s^{(i)}\), we then compute a rollout estimate \(\hat{v}_{k+1}(s^{(i)}) = \sum_{t=0}^{m-1} \gamma^t r_t^{(i)} + \gamma^m v_k(s_m^{(i)})\), which is an unbiased estimate of \(\left(T_{\pi_{k+1}}\right)^{m} v_k\left(s^{(i)}\right)\). Finally, \(v_{k+1}\) is computed as the best fit in \(\mathcal{F}\) to these estimates, i.e.,

\[
v_{k+1} = \operatorname{Fit}_\mathcal{F}\left(\left\{\left(s^{(i)}, \hat{v}_{k+1}(s^{(i)})\right)\right\}_{i=1}^{N}\right).
\]

Each iteration of AMPI-V requires \(N\) rollouts of size \(m\), and in each rollout any of the \(|\mathcal{A}|\) actions needs \(M\) samples to compute Eq. 3. This gives a total of \(Nm(|\mathcal{A}|+1)\) transition samples. Note that the fitted value iteration algorithm (Munos & Szepesvári, 2008) is a special case of AMPI-V when \(m = 1\).

3.2. AMPI-Q

In AMPI-Q, we replace the value function \(v: \mathcal{S} \to \mathbb{R}\) with an action-value function \(Q: \mathcal{S} \times \mathcal{A} \to \mathbb{R}\). The Bellman operator for a policy \(\pi\) at a state-action pair \((s,a)\) can then be written as

\[
[T_\pi Q](s,a) = E[r_\pi(s,a) + \gamma Q(s',\pi(s')) | s' \sim P(\cdot|s,a)],
\]

and the greedy operator is defined as

\[
\pi = \mathcal{G} Q \iff \forall s, \; \pi(s) = \arg \max_{a \in \mathcal{A}} Q(s,a).
\]

In AMPI-Q, action-value functions \(Q_k\) are represented in a function space \(\mathcal{F} \subseteq \mathbb{R}^{\mathcal{S} \times \mathcal{A}}\), and the greedy action w.r.t. \(Q_k\) at a state \(s\), i.e., \(\pi_{k+1}(s)\), is computed as

\[
\pi_{k+1}(s) = \arg \max_{a \in \mathcal{A}} Q_k(s,a).
\]

The evaluation step is similar to that of AMPI-V, with the difference that now we work with state-action pairs. We sample \(N\) state-action pairs from a distribution \(\mu\) on \(\mathcal{S} \times \mathcal{A}\) and build a rollout set.
**Input:** Value function space $\mathcal{F}$, policy space $\Pi$, state distribution $\mu$

**Initialize:** Let $\pi_1 \in \Pi$ be an arbitrary policy and $v_0 \in \mathcal{F}$ an arbitrary value function

for $k = 1, 2, \ldots$

- **Perform rollouts:**
  Construct the rollout set $\mathcal{D}_k = \{(s^{(i)}, a^{(i)})\}_{i=1}^n$, $(s^{(i)}, a^{(i)}) \sim \mu$
  for all states $s^{(i)} \in \mathcal{D}_k$
  Perform a rollout and return $\hat{v}_k(s^{(i)})$

end for

- **Approximate value function:**
  $v_k \in \arg \min_{v \in \mathcal{F}} L_k^v(\hat{\mu}; v)$ (regression)

- **Approximate greedy policy:**
  $\pi_{k+1} \in \arg \min_{\pi \in \Pi} L_k^\pi(\hat{\mu}; \pi)$ (classification)

end for

---

**Approximate Modified Policy Iteration**

$\mathcal{D}_k = \{(s^{(i)}, a^{(i)})\}_{i=1}^N$, $(s^{(i)}, a^{(i)}) \sim \mu$. For each $(s^{(i)}, a^{(i)}) \in \mathcal{D}_k$, we generate a rollout of size $m$, i.e., $(s^{(i)}, a^{(i)}, r_0^{(i)}, s_1^{(i)}, a_1^{(i)}, \ldots, s_m^{(i)}, a_m^{(i)})$, where the first action is $a^{(i)}$, $a_t^{(i)}$ for $t \geq 1$ is the action suggested by $\pi_{k+1}$ in state $s_t^{(i)}$ computed using Eq. 4, and $r_t^{(i)}$ and $s_t^{(i)}$ are the reward and next state induced by this choice of action. For each $(s^{(i)}, a^{(i)}) \in \mathcal{D}_k$, we then compute the rollout estimate

$$Q_{k+1}(s^{(i)}, a^{(i)}) = \sum_{t=0}^{m-1} \gamma^t r_t^{(i)} + \gamma^m Q_k(s_m^{(i)}, a_m^{(i)}),$$

which is an unbiased estimate of $[T^{\pi_{k+1}} v_k] (s^{(i)}, a^{(i)})$. Finally, $Q_{k+1}$ is the best fit to these estimates in $\mathcal{F}$, i.e.,

$$Q_{k+1} = \mathop{\text{Fit}}_{\mathcal{F}} \left\{ \{(s^{(i)}, a^{(i)}, Q_{k+1}(s^{(i)}, a^{(i)}))\}_{i=1}^N \right\}.$$ 

Each iteration of AMPI-Q requires $Nm$ samples, which is less than that for AMPI-V. However, it uses a hypothesis space on state-action pairs instead of states. Note that the fitted-Q iteration algorithm (Ernst et al., 2005; Antos et al., 2007) is a special case of AMPI-Q when $m = 1$.

### 3.3. Classification-Based MPI

The third MPI algorithm presented in this paper, called classification-based MPI (CBMPI), uses an explicit representation for the policies $\pi_k$, in addition to the one used for value functions $v_k$. The idea is similar to the classification-based PI algorithms (Lagoudakis & Parr, 2003; Fern et al., 2006; Lazarić et al., 2010; Gabillon et al., 2011) in which we search for the greedy policy in a policy space $\Pi$ (defined by a classifier) instead of computing it from the estimated value or action-value function (like in AMPI-V and AMPI-Q).

In order to describe CBMPI, we first rewrite the MPI formulation (Eqs. 1 and 2) as

$$v_k = (T\pi_v)^m v_{k-1} \quad \text{(evaluation step)} \quad (5)$$

$$\pi_{k+1} = \mathcal{G}[(T\pi_v)^m v_{k-1}] \quad \text{(greedy step)} \quad (6)$$

Note that in the new formulation both $v_k$ and $\pi_{k+1}$ are functions of $(T\pi_v)^m v_{k-1}$. CBMPI is an approximate version of this new formulation. As described in Fig. 1, CBMPI begins with arbitrary initial policy $\pi_1 \in \Pi$ and value function $v_0 \in \mathcal{F}$.

At each iteration $k$, a new value function $v_k$ is built as the best approximation of the $m$-step Bellman operator $(T\pi_v)^m v_{k-1}$ in $\mathcal{F}$ (evaluation step). This is done by solving a regression problem whose target function is $(T\pi_v)^m v_{k-1}$.

To set up the regression problem, we build a rollout set $\mathcal{D}_k$ by sampling $n$ states i.i.d. from a distribution $\mu$.

For each state $s^{(i)} \in \mathcal{D}_k$, we generate a rollout $(s^{(i)}, a_0^{(i)}, r_0^{(i)}, s_1^{(i)}, a_1^{(i)}, \ldots, s_m^{(i)}, a_m^{(i)})$ of size $m$, where $a_t^{(i)} = \pi_k(s_t^{(i)})$, and $r_t^{(i)}$ and $s_t^{(i)}$ are the reward and next state induced by this choice of action. From this rollout, we compute an unbiased estimate $\hat{v}_k(s^{(i)})$ of $[T^{(T\pi_v)^m v_{k-1}}](s^{(i)})$ as

$$\hat{v}_k(s^{(i)}) = \sum_{t=0}^{m-1} \gamma^t r_t^{(i)} + \gamma^m v_{k-1}(s_m^{(i)}), \quad (7)$$

and use it to build a training set $\{(s^{(i)}, \hat{v}_k(s^{(i)}))\}_{i=1}^n$.

This training set is then used by the regressor to compute $v_k$ as an estimate of $(T\pi_v)^m v_{k-1}$.

The greedy step at iteration $k$ computes the policy $\pi_{k+1}$ as the best approximation of $\mathcal{G}[(T\pi_v)^m v_{k-1}]$ by solving a cost-sensitive classification problem. From the definition of a greedy policy, if $\pi = \mathcal{G}[(T\pi_v)^m v_{k-1}]$, for each $s \in \mathcal{S}$, we have

$$[T\pi_v(T\pi_v)^m v_{k-1}](s) = \max_{a \in \mathcal{A}} \left[ T_a(T\pi_v)^m v_{k-1} \right](s). \quad (8)$$

By defining $Q_k(s, a) = [T_a(T\pi_v)^m v_{k-1}](s)$, we may

---

Note that the function space $\mathcal{F}$ and policy space $\Pi$ are automatically defined by the choice of the regressor and classifier, respectively.

Here we used the same sampling distribution $\mu$ for both regressor and classifier, but in general different distributions may be used for these two components.
rewrite Eq. 8 as

\[ Q_k(s, \pi(s)) = \max_{a \in A} Q_k(s, a). \]  

(9)

The cost-sensitive sensitive function used by CBMPI is of the form

\[ \mathcal{L}_{\pi_k, v_{k-1}}^B(\mu; \pi) = \int_S \left[ \max_{a \in A} Q_k(s, a) - Q_k(s, \pi(s)) \right] \mu(ds). \]

To simplify the notation we use \( \mathcal{L}_k^B \) instead of \( \mathcal{L}_{\pi_k, v_{k-1}}^B \). To set up this cost-sensitive classification problem, we build a rollout set \( D'_k \) by sampling \( N \) states i.i.d. from a distribution \( \mu \). For each state \( s^{(i)} \in D'_k \) and each action \( a \in A \), we build \( M \) independent rollouts of size \( m+1 \), i.e.,

\[ \left( s^{(i)}, a, r_0^{(i,j)}, s_1^{(i)}, a_1^{(i,j)}, \ldots, a_m^{(i,j)}, r_{m}^{(i,j)}, s_{m+1}^{(i,j)} \right)_{j=1}^M, \]

where for \( t \geq 1 \), \( a_t^{(i,j)} = \pi_k(s_t^{(i,j)}) \), and \( r_t^{(i,j)} \) and \( s_{t+1}^{(i,j)} \) are the reward and next state induced by this choice of action. From these rollouts, we compute an unbiased estimate of \( Q_k(s^{(i)}, a) \) as \( \hat{Q}_k(s^{(i)}, a) = \frac{1}{M} \sum_{j=1}^M R_k^{(i)}(s^{(i)}, a) \) where

\[ R_k^{(i)}(s^{(i)}, a) = \sum_{t=0}^m \gamma_t r_{t}^{(i,j)} + \gamma^{m+1} v_{k-1}(s_{m+1}^{(i,j)}). \]

Given the outcome of the rollouts, CBMPI uses a cost-sensitive classifier to return a policy \( \pi_{k+1} \) that minimizes the following empirical error

\[ \hat{L}_k^B(\hat{\mu}; \pi) = \frac{1}{N} \sum_{i=1}^N \left[ \max_{a \in A} \hat{Q}_k(s^{(i)}, a) - \hat{Q}_k(s^{(i)}, \pi(s^{(i)})) \right], \]

with the goal of minimizing the true error \( L_k^B(\mu; \pi) \).

Each iteration of CBMPI requires \( nm + M |A| N (m+1) \) (or \( M |A| N (m+1) \)) in case we reuse the rollouts, see Footnote 3) transition samples. Note that when \( m \) tends to \( \infty \), we recover the DPI algorithm proposed and analyzed by Lazaric et al. (2010).

4. Error propagation

In this section, we derive a general formulation for propagation of error through the iterations of an AMPI algorithm. The line of analysis for error propagation is different in VI and PI algorithms. VI analysis is based on the fact that this algorithm computes the fixed point of the Bellman optimality operator, and this operator is a \( \gamma \)-contraction in max-norm (Bertsekas & Tsitsiklis, 1996; Munos, 2007). On the other hand, it can be shown that the operator by which PI updates the value from one iteration to the next is not a contraction in max-norm in general. Unfortunately, we can show that the same property holds for MPI when it does not reduce to VI (i.e., \( m > 1 \)).

**Proposition 1.** If \( m > 1 \), there exists no norm for which the operator that MPI uses to update the values from one iteration to the next is a contraction.

Proof. Consider a deterministic MDP with two states \( \{s_1, s_2\} \), two actions \( \{\text{change, stay}\} \), rewards \( r(s_1) = 0, r(s_2) = 1 \), and transitions \( P_{ch}(s_2|s_1) = P_{ch}(s_1|s_2) = 0 \), \( P_{st}(s_1|s_1) = P_{st}(s_2|s_2) = 1 \). Consider the following two value functions \( v = (\epsilon, 0) \) and \( v' = (0, \epsilon) \) with \( \epsilon > 0 \). Their corresponding greedy policies are \( \pi = (st, ch) \) and \( \pi' = (ch, st) \), and the next iterates of \( v' \) can be computed as \( (T_{\pi'})^m v' = \left( \frac{\gamma^m \epsilon}{1 - \gamma} \right) \) and \( (T_{\pi'})^m v' = \left( \frac{\gamma^m \epsilon}{1 - \gamma} \right) \).

while \( v' = v \left( \frac{\gamma^m \epsilon}{1 - \gamma} \right) \). Since \( \epsilon \) can be arbitrarily small, the norm of \( (T_{\pi'})^m v' - (T_{\pi'})^m v \) can be arbitrarily larger than the norm of \( v' - v \) as long as \( m > 1 \). \( \square \)

We also know that the analysis of PI usually relies on the fact that the sequence of the generated values is non-decreasing (Bertsekas & Tsitsiklis, 1996; Munos, 2003). Unfortunately, it can be easily shown that for \( m \) finite, the value functions generated by MPI may decrease (it suffices to take a very high initial value). It can be seen from what we just described and Proposition 1 that for \( m \neq 1 \) and \( \infty \), MPI is neither contracting nor non-decreasing, and thus, a new line of proof is needed for the propagation of error in this algorithm.

To study error propagation in AMPI, we introduce an abstract algorithmic model that accounts for potential errors. AMPI starts with an arbitrary value \( v_0 \) and at each iteration \( k \geq 1 \) computes the greedy policy w.r.t. \( v_{k-1} \) with some error \( \epsilon_k \), called the greedy step error. Thus, we write the new policy \( \pi_k \) as

\[ \pi_k = \hat{G}_k v_{k-1}. \]

(10)

Eq. 10 means that for any policy \( \pi' \),

\[ T_{\pi'} v_{k-1} \leq T_{\pi_k} v_{k-1} + \epsilon_k. \]

AMPI then generates the new value function \( v_k \) with some error \( \epsilon_k \), called the evaluation step error

\[ v_k = (T_{\pi_k})^m v_{k-1} + \epsilon_k. \]

(11)

Before showing how these two errors are propagated through the iterations of AMPI, let us first define them.
in the context of each of the algorithms presented in Section 3 separately.

**AMPI-V:** $\epsilon_k$ is the error in fitting the value function $v_k$. This error can be further decomposed into two parts: the one related to the approximation power of $\mathcal{F}$ and the one due to the finite number of samples/rolls. $\epsilon_k$ is the error due to using a finite number of samples $M$ for estimating the greedy actions.

**AMPI-Q:** $\epsilon'_k = 0$ and $\epsilon_k$ is the error in fitting the state-action value function $Q_k$.

**CBMPI:** This algorithm iterates as follows:

$$ v_k = (T_{\pi_k})^n v_{k-1} + \epsilon_k $$

$$ \pi_{k+1} = \hat{G}_{\epsilon_{k+1}} (T_{\pi_k})^n v_{k-1} $$

Unfortunately, this does not exactly match with the model described in Eqs. 10 and 11. By introducing the auxiliary variable $w_k \triangleq (T_{\pi_k})^n v_{k-1}$, we have $v_k = w_k + \epsilon_k$, and thus, we may write

$$ \pi_{k+1} = \hat{G}_{\epsilon_{k+1}} [w_k]. \hspace{1cm} (12) $$

Using $v_{k-1} = w_{k-1} + \epsilon_{k-1}$, we have

$$ w_k = (T_{\pi_k})^n v_{k-1} = (T_{\pi_k})^n (w_{k-1} + \epsilon_{k-1}) $$

$$ = (T_{\pi_k})^n w_{k-1} + (\gamma P_{\pi_k})^n \epsilon_{k-1}. \hspace{1cm} (13) $$

Now, Eqs. 12 and 13 exactly match Eqs. 10 and 11 by replacing $v_k$ with $w_k$ and $\epsilon_k$ with $(\gamma P_{\pi_k})^n \epsilon_{k-1}$.

The rest of this section is devoted to show how the errors $\epsilon_k$ and $\epsilon'_k$ propagate through the iterations of an AMPI algorithm. We only outline the main arguments that will lead to the performance bound of Thm. 1 and report most proofs in (Scherrer et al., 2012). We follow the line of analysis developed by Thiery & Scherrer (2010). The results are obtained using the following three quantities:

1) **The distance between the optimal value function and the value before approximation at the $k$th iteration:**

$$ d_k \triangleq v_* - (T_{\pi_k})^n v_{k-1} = v_* - (v_k - \epsilon_k). $$

2) **The shift between the value before approximation and the value of the policy at the $k$th iteration:**

$$ s_k \triangleq (T_{\pi_k})^n v_{k-1} - v_{\pi_k} = (v_k - \epsilon_k) - v_{\pi_k}. $$

3) **The Bellman residual at the $k$th iteration:**

$$ b_k \triangleq v_k - T_{\pi_{k+1}} v_k. $$

We are interested in finding an upper bound on the loss $l_k \triangleq v_* - v_{\pi_k} = d_k + s_k$. To do so, we will upper bound $d_k$ and $s_k$, which requires a bound on the Bellman residual $b_k$. More precisely, the core of our analysis is to prove the following point-wise inequalities for our three quantities of interest.

**Lemma 1** (Proof in Appendix. A). Let $k \geq 1$, $x_k \equiv (I - \gamma P_{\pi_k})\epsilon_k + \epsilon'_{k+1}$ and $y_k \equiv -\gamma P_{\pi_k}\epsilon_k + \epsilon'_{k+1}$. We have:

$$ b_k \leq (\gamma P_{\pi_k})^m b_{k-1} + x_k, $$

$$ d_{k+1} \leq \gamma P_{\pi_k} d_k + y_k + \sum_{j=1}^{m-1} (\gamma P_{\pi_{k+1}})^j b_k, $$

$$ s_k = (\gamma P_{\pi_k})^m (I - \gamma P_{\pi_k})^{-1} b_{k-1}. $$

Since the stochastic kernels are non-negative, the bounds in Lemma 1 indicate that the loss $l_k$ will be bounded if the errors $\epsilon_k$ and $\epsilon'_k$ are controlled. In fact, if we define $\varepsilon$ as a uniform upper-bound on the errors $|\epsilon_k|$ and $|\epsilon'_k|$, the first inequality in Lemma 1 implies that $b_k \leq O(\varepsilon)$, and as a result, the second and third inequalities give us $d_k \leq O(\varepsilon)$ and $s_k \leq O(\varepsilon)$. This means that the loss will also satisfy $l_k \leq O(\varepsilon)$.

Our bound for the loss $l_k$ is the result of careful expansion and combination of the three inequalities in Lemma 1. Before we state this result, we introduce some notations that will ease our formulation.

**Definition 1.** For a positive integer $n$, we define $P_n$ as the set of transition kernels that are defined as follows:

1) **for any set of $n$ policies $\{\pi_1, \ldots, \pi_n\}$, $(\gamma P_{\pi_1}) (\gamma P_{\pi_2}) \cdots (\gamma P_{\pi_n}) \in P_n$**, 2) **for any $\alpha \in (0, 1)$ and $(P_1, P_2) \in P_n \times P_n$, $\alpha P_1 + (1 - \alpha) P_2 \in P_n$**.

Furthermore, we use the somewhat abusive notation $\Gamma^n$ for denoting any element of $P_n$. For example, if we write a transition kernel $P = \alpha_1 \Gamma^1 + \alpha_2 \Gamma^{y+k}$, it should be read as there exist $P_1 \in P_i$, $P_2 \in P_j$, $P_3 \in P_k$, and $P_4 \in P_{k+j}$ such that $P = \alpha_1 P_1 + \alpha_2 P_2 P_3 = \alpha_1 P_1 + \alpha_2 P_2$.

Using the notation introduced in Definition 1, we now derive a point-wise bound on the loss.

**Lemma 2** (Proof in Appendix. B). After $k$ iterations, the losses of AMPI-V and AMPI-Q satisfy

$$ l_k \leq \sum_{i=1}^{k-1} \sum_{j=i}^{\infty} \Gamma^j |\epsilon_{k-i}| + \sum_{i=0}^{k-1} \sum_{j=i}^{\infty} \Gamma^j |\epsilon'_{k-i}| + h(k), $$

while the loss of CBMPI satisfies

$$ l_k \leq \sum_{i=1}^{k-2} \sum_{j=i+m}^{\infty} \Gamma^j |d_0| \text{ or } h(k) \leq \sum_{i=0}^{k-1} \sum_{j=i}^{\infty} \Gamma^j |b_0|, $$

where $h(k) \triangleq \sum_{j=k}^{\infty} \Gamma^j |d_0|$ or $h(k) \triangleq \sum_{j=k}^{\infty} \Gamma^j |b_0|$.
Remark 1. A close look at the existing point-wise error bounds for AVI (Munos, 2007, Lemma 4.1) and API (Munos, 2003, Corollary 10) shows that they do not consider error in the greedy step (i.e., $\epsilon_k = 0$) and that they have the following form:

$$\limsup_{k \to \infty} l_k \leq 2 \limsup_{k \to \infty} \sum_{i=1}^{k-1} \sum_{j=i}^{\infty} \Gamma^j |\epsilon_{k-i}||\epsilon_i|.$$

This indicates that the bound in Lemma 2 not only unifies the analysis of AVI and API, but it generalizes them to the case of error in the greedy step and to a finite horizon $k$. Moreover, our bound suggests that the way the errors are propagated in the whole family of algorithms VI/PI/mpi does not depend on $m$ at the level of the abstraction suggested by Definition 1.4

The next step is to show how the point-wise bound of Lemma 2 can turn to a bound in weighted $L_p$-norm, which for any function $f : S \to \mathbb{R}$ and any distribution $\mu$ on $S$ is defined as $\|f\|_{p,\mu} \Delta (\int |f(x)|^p \mu(dx))^{1/p}$. Munos (2003; 2007); Munos & Szepesvári (2008), and the recent work of Farahmand et al. (2010), which provides the most refined bounds for API and AVI, show how to do this process through quantities, called concentrability coefficients, that measure how a distribution over states may concentrate through the dynamics of the MDP. We now state a lemma that generalizes the analysis of Farahmand et al. (2010) to a larger class of concentrability coefficients. We will discuss the potential advantage of this new class in Remark 4. We will also show through the proofs of Thms. 1 and 3, how the result of Lemma 3 provides us with a flexible tool for turning point-wise bounds into $L_p$-norm bounds. Thm. 3 in Appendix D provides an alternative bound for the loss of AMPI, which in analogy with the results of Farahmand et al. (2010) shows that the last iterations have the highest impact on the loss (the influence exponentially decreases towards the initial iterations).

Lemma 3 (Proof in Appendix C). Let $\mathcal{I}$ and $(\mathcal{J}_i)_{i \in \mathcal{I}}$ be sets of positive integers, $\{\mathcal{I}_1, \ldots, \mathcal{I}_n\}$ be a partition of $\mathcal{I}$, and $f$ and $(g_i)_{i \in \mathcal{I}}$ be functions satisfying

$$|f| \leq \sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{J}_i} \Gamma^j |g_i| = \sum_{i=1}^{n} \sum_{j \in \mathcal{J}_i} \Gamma^j |g_i|.$$

Then for all $p, q$ and $q'$ such that $\frac{1}{q} + \frac{1}{q'} = 1$, and for all distributions $\rho$ and $\mu$, we have

$$\|f\|_{p,\rho} \leq \sum_{i=1}^{n} (C_q(l))^\frac{1}{p} \sup_{i \in \mathcal{I}_i} \|g_i\|_{p',\mu} \sum_{i \in \mathcal{I}_i} \sum_{j \in \mathcal{J}_i} \gamma^j,$$

with the following concentrability coefficients

$$C_q(l) \Delta \sum_{i \in \mathcal{I}_i} \sum_{j \in \mathcal{J}_i} \gamma^j c_q(j),$$

with the Radon-Nikodym derivative based quantity

$$c_q(j) \Delta \max_{\pi_1, \ldots, \pi_j} \||d\rho \mid \propto P_{\pi_1} P_{\pi_2} \cdots P_{\pi_j}||_q \mu. \quad (14)$$

We now derive a $L_p$-norm bound for the loss of the AMPI algorithm by applying Lemma 3 to the point-wise bound of Lemma 2.

Theorem 1 (Proof in Appendix D). Let $\rho$ and $\mu$ be distributions over states. Let $p$, $q$, and $q'$ be such that $\frac{1}{q} + \frac{1}{q'} = 1$. After $k$ iterations, the loss of AMPI satisfies

$$\|l_k\|_{p,\rho} \leq \frac{2(\gamma - \gamma_k)^{\frac{1}{p}}}{(1 - \gamma)^{\frac{1}{p}}} \sup_{1 \leq j \leq l_k} \|\epsilon_j\|_{p',\mu} + g(k).$$

while the loss of CBMPI satisfies

$$\|l_k\|_{p,\rho} \leq \frac{2\gamma^m(\gamma - \gamma_k^{k-1})^{\frac{1}{p}}}{(1 - \gamma)^{\frac{1}{p}}} \sum_{1 \leq j \leq k} \|\epsilon_j\|_{p',\mu} + g(k).$$

where for all $q, l, k$ and $d$, the concentrability coefficients $C_q^{l,k,d}$ are defined as

$$C_q^{l,k,d} \Delta \frac{(1 - \gamma)^{\frac{1}{p}}}{\gamma^l - \gamma^k} \sum_{j=1}^{\infty} \gamma^j c_q(j + d),$$

with $c_q(j)$ given by Eq. 14, and $g(k)$ is defined as $g(k) \Delta \frac{2\gamma^{k}}{1 - \gamma} \left(2 C_q^{k+1} \frac{1}{p'} \right)^{\frac{1}{2}} \min(\||d\rho\|_{p',\mu}, \|b_0\|_{p',\mu}).$

Remark 2. When $p$ tends to infinity, the first bound of Thm. 1 reduces to

$$\|l_k\|_{\infty} \leq \frac{2(\gamma - \gamma_k)}{(1 - \gamma)^2} \sup_{1 \leq j \leq l_k} \|\epsilon_j\|_{\infty} + \frac{1 - \gamma_k}{(1 - \gamma)^2} \sup_{1 \leq j \leq k} \|\epsilon_j\|_{\infty} \left(\frac{2\gamma^{k}}{1 - \gamma} \right)^{\frac{1}{2}} \min(\||d\rho\|_{\infty}, \|b_0\|_{\infty}).$$

When $k$ goes to infinity, Eq. 17 gives us a generalization of the API $(m = \infty)$ bound of Bertsekas & Tsitsiklis (1996, Prop. 6.2), i.e.,

$$\limsup_{k \to \infty} \|l_k\|_{\infty} \leq \frac{2 \sup_j \|\epsilon_j\|_{\infty}}{(1 - \gamma)^2} \sup_j \|\epsilon_j\|_{\infty}.\quad (17)$$

Moreover, since our point-wise analysis generalizes those of API and AVI (as noted in Remark 1), the $L_p$-bound of Eq. 15 unifies and generalizes those for API (Munos, 2003) and AVI (Munos, 2007).
Remark 3. Canbolat & Rothblum (2012) recently (and independently) developed an analysis of an approximate form of MPI. Also, as mentioned, the proof technique that we used is mainly based on that in Thiery & Scherrer (2010). While Canbolat & Rothblum (2012) only consider the error in the greedy step and Thiery & Scherrer (2010) that in the value update, our work is more general in that we consider both sources of error – this is required for the analysis of CBMPI. Thiery & Scherrer (2010) and Canbolat & Rothblum (2012) provide bounds when the errors are controlled in max-norm, while we consider the more general $L_p$-norm. At a more technical level, Thm. 2 in Canbolat & Rothblum (2012) bounds the norm of the distance $v_* - v_k$, while we bound the loss $v_* - v_{\pi k}$. If we derive a bound on the loss (using e.g., Thm. 1 in Canbolat & Rothblum 2012), this leads to a bound on the loss that is looser than ours. In particular, this does not allow to recover the standard bounds for AVI/API, as we managed to (c.f. Remark 2).

Remark 4. We can balance the influence of the concentrability coefficients (the bigger the $q$, the higher the influence) and the difficulty of controlling the errors (the bigger the $q'$, the greater the difficulty in controlling the $L_{pq'}$-norms) by tuning the parameters $q$ and $q'$, given the condition that $\frac{1}{q} + \frac{1}{q'} = 1$. This potential leverage is an improvement over the existing bounds and concentrability results that only consider specific values of these two parameters: $q = \infty$ and $q' = 1$ in Munos (2007); Munos & Szepesvári (2008), and $q = q' = 2$ in Furuhmand et al. (2010).

Remark 5. For CBMPI, the parameter $m$ controls the influence of the value function approximator, cancelling it out in the limit when $m$ tends to infinity (see Eq. 16). Assuming a fixed budget of sample transitions, increasing $m$ reduces the number of rollouts used by the classifier, and thus, worsens its quality; in such a situation, $m$ allows to make a trade-off between the estimation error of the classifier and the overall value function approximation.

5. Finite-Sample Analysis of CBMPI

In this section, we focus on CBMPI and detail the possible form of the error terms that appear in the bound of Thm. 1. We select CBMPI among the proposed algorithms because its analysis is more general than the others as we need to bound both greedy and evaluation step errors (in some norm), and also because it displays an interesting influence of the parameter $m$ (see Remark 5). We first provide a bound on the greedy step error. From the definition of $\epsilon'_k$ for CBMPI (Eq. 12) and the description of the greedy step in CBMPI, we can easily observe that $\|\epsilon'_k\|_{1,\mu} = \mathcal{L}^{\Pi}_{k-1}(\mu; \pi_k)$.

Lemma 4 (Proof in Appendix. E). Let $\Pi$ be a policy space with finite VC-dimension $h = VC(\Pi)$ and $\mu$ be a distribution over the state space $S$. Let $N$ be the number of states in $D_{k-1}$ drawn i.i.d. from $\mu$, $M$ be the number of rollouts per state-action pair used in the estimation of $Q_{k-1}$, and $\pi_k = \arg\min_{\pi \in \Pi} \mathcal{L}^{\Pi}_{k-1}(\mu; \pi)$ be the policy computed at iteration $k - 1$ of CBMPI. Then, for any $\delta > 0$,

$$\|\epsilon'_k\|_{1,\mu} = \mathcal{L}^{\Pi}_{k-1}(\mu; \pi_k) \leq \inf_{\pi \in \Pi} \mathcal{L}^{\Pi}_{k-1}(\mu; \pi) + 2(\epsilon'_1 + \epsilon'_2),$$

with probability at least $1 - \delta$, where

$$\epsilon'_1(N, \delta) = 16Q_{\max} \sqrt{\frac{2N}{h} \log \frac{eN}{\delta}} + \frac{32}{\delta},$$

$$\epsilon'_2(N, M, \delta) = 8Q_{\max} \sqrt{\frac{2MN}{h} \log \frac{eMN}{\delta}} + \frac{32}{\delta}.$$

We now consider the evaluation step error. The evaluation step at iteration $k$ of CBMPI is a regression problem with the target $(T_{\pi_k})^m v_{k-1}$ and a training set $\{(s^{(i)}, \hat{v}_k(s^{(i)}))\}_{i=1}^n$ in which the states $s^{(i)}$ are i.i.d. samples from $\mu$ and $\hat{v}_k(s^{(i)})$ are unbiased estimates of the target computed according to Eq. 7. Different function spaces $\mathcal{F}$ (linear or non-linear) may be used to approximate $(T_{\pi_k})^m v_{k-1}$. Here we consider a linear architecture with parameters $\alpha \in \mathbb{R}^d$ and bounded (by $L$) basis functions $\{\phi_j\}_{j=1}^d$, $\|\phi_j\|_{\infty} \leq L$

We denote by $\phi : \mathcal{X} \rightarrow \mathbb{R}^d$, $\phi(\cdot) = (\phi_1(\cdot), \ldots, \phi_d(\cdot))^\top$ the feature vector, and by $\mathcal{F}$ the linear function space spanned by the features $\phi_j$, i.e., $\mathcal{F} = \{f_\alpha(\cdot) = \phi(\cdot)^\top \alpha : \alpha \in \mathbb{R}^d\}$. Now if we define $v_k$ as the truncation (by $V_{\max}$) of the solution of the above linear regression problem, we may bound the evaluation step error using the following lemma.

Lemma 5 (Proof in Appendix. F). Consider the linear regression setting described above, then we have

$$\|\epsilon_k\|_{2,\mu} \leq 4 \inf_{f \in \mathcal{F}} \|(T_{\pi_k})^m v_{k-1} - f\|_{2,\mu} + \epsilon_1 + \epsilon_2,$$

with probability at least $1 - \delta$, where

$$\epsilon_1(n, \delta) = 32V_{\max} \sqrt{\frac{2N}{n} \log \left(\frac{27(12e^2)^{2(d+1)}}{\delta}\right)},$$

$$\epsilon_2(n, \delta) = 24 \left(V_{\max} + \alpha_{\star} \cdot \sup_{x} \|\phi(x)\|_2\right)^2 \sqrt{\frac{2n}{\delta} \log \frac{9}{\delta}},$$

and $\alpha_{\star}$ is such that $f_{\alpha_{\star}}$ is the best approximation (w.r.t. $\mu$) of the target function $\{(T_{\pi_k})^m v_{k-1}\}$ in $\mathcal{F}$. From Lemmas 4 and 5, we have bounds on $\|\epsilon'_k\|_{1,\mu}$ and $\|\epsilon_k\|_{1,\mu} \leq \|\epsilon_k\|_{2,\mu}$. By a union bound argument, we thus control the r.h.s. of Eq. 16 in $L_1$-norm. In the context of Thm. 1, this means $p = 1$, $q' = 1$ and $q = \infty$, and we have the following bound for CBMPI:
Theorem 2. Let $d' = \sup_{\theta \in \mathcal{X}, \pi} \inf_{\pi \in \Pi} L_{\mathcal{X}, \theta}^\Pi (\mu; \pi)$ and $d_m = \sup_{\theta \in \mathcal{X}, \pi} \inf_{f \in \mathcal{F}} \|(T_{\theta})_{\pi}^m y - f\|_{2, \mu}$. With the notations of Thm. 1 and Lemmas 4 and 5, after $k$ iterations, and with probability $1 - \delta$, the expected loss $E_{\mu}[l_k] = \|l_k\|_{1, \mu}$ of CBMPI is bounded by

$$2\gamma^m (\gamma - \gamma^{-k+1})^2 \left( d_m + \epsilon_1(n, \delta) + \epsilon_2(n, \delta) \right)$$

$$+ \frac{(1 - \gamma) \gamma^k \epsilon_0^k}{(1 - \gamma)^2} \left( d' + \epsilon_1'(N, \delta) + \epsilon_2'(N, M, \delta) \right) + g(k).$$

Remark 6. This result leads to a quantitative version of Remark 5. Assume that we have a fixed budget for the actor and the critic $B = nm = NM|A|m$. Then, up to constants and logarithmic factors, the bound has the form $\|l_k\|_{1, \mu} \leq O \left( \gamma^m (d_m + \sqrt{\frac{C}{\mu}}) + d' + \sqrt{\frac{M|A|m}{2B}} \right)$. It shows the trade-off in the tuning of $m$: a big $m$ can make the influence of the overall (approximation and estimation) value error small, but that of the estimation error of the classifier bigger.

6. Summary and Extensions

In this paper, we studied a DP algorithm, called modified policy iteration (MPI), that despite its generality that contains the celebrated policy and value iteration methods, has not been thoroughly investigated in the literature. We proposed three approximate MPI (AMPI) algorithms that are extensions of the well-known ADP algorithms: fitted-value iteration, fitted-Q iteration, and classification-based policy iteration. We reported an error propagation analysis for AMPI that unifies those for approximate policy and value iteration. We also provided a finite-sample analysis for the classification-based implementation of AMPI (CBMPI), whose analysis is more general than the other presented AMPI methods. Our results indicate that the parameter of MPI allows us to control the balance of errors (in value function approximation and estimation of the greedy policy) in the final performance of CBMPI. Although AMPI generalizes the existing AVI and classification-based API algorithms, additional experimental work and careful theoretical analysis are required to obtain a better understanding of the behaviour of its different implementations and their relation to the competitive methods. Extension of CBMPI to problems with continuous action space is another interesting direction to pursue.
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