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Abstract

In the past few years, supervised networks have achieved promising performance on image denoising. These methods learn image priors and synthetic noise statistics from plenty pairs of noisy and clean images. Recently, several unsupervised denoising networks are proposed only using external noisy images for training. However, the networks learned from external data inherently suffer from the domain gap dilemma, i.e., the image priors and noise statistics are very different between the training data and the corrupted test images. This dilemma becomes more clear when dealing with the signal dependent realistic noise in real photographs. In this work, we provide a statistically useful conclusion: it is possible to learn an unsupervised network only with the corrupted image, approximating the optimal parameters of a supervised network learned with pairs of noisy and clean images. This is achieved by proposing a “Noisy-As-Clean” strategy: taking the corrupted image as “clean” target and the simulated noisy images (based on the corrupted image) as inputs. Extensive experiments show that the unsupervised denoising networks learned with our “Noisy-As-Clean” strategy surprisingly outperforms previous supervised networks on removing several typical synthetic noise and realistic noise. The code will be publicly released.

1 Introduction

Image denoising is an ill-posed inverse problem aiming to recover a clean image \( x \) from the observed noisy image \( y = x + n \), where \( n \) is the corrupted noise. One popular assumption on \( n \) is the additive white Gaussian noise (AWGN) with standard deviation (std) \( \sigma \). AWGN serves as a perfect test bed for supervised methods in the deep neural networks (DNNs) era [1–5]. To achieve success on image denoising, existing supervised networks [6–13] explore to learn the image priors and noise statistics on plenty pairs of clean and corrupted images, and achieving promising performance on recovering the images with similar priors and noise statistics (e.g., AWGN).

While advancing the problem of synthetic AWGN noise removal, researchers recently have shifted their interests to the real-world scenarios, where the noise is more complex than AWGN [14]. Since the realistic noise is signal dependent [14,16], its statistics in a test real photograph is very different from the simulated ones in the training images. That is, the supervised networks unavoidably suffer from a domain gap dilemma: both the training images and simulated noise are very different from the test ones in real scenarios. Therefore, training supervised networks by simulating the realistic noise (e.g., as mixed Poisson and Gaussian) is still problematic [17]. Supervised networks would stagnate on current stage useless this domain gap dilemma is solved fundamentally. Recently, several unsupervised networks [18–21] have been proposed to consider the problem in real-world scenarios,
motivated by the largely impossible acquisition of clean training targets. Two interesting work along this line are Noise2Noise [18] and Deep Image Prior [19]. These methods are effective based on the assumption that the noise is zero-mean distributed [18, 19]. However, the signal dependent Poisson noise dominating real photographs is not necessarily zero-mean. Besides, these unsupervised networks did not solve the domain gap dilemma, which will be explained in §2.

In this work, we provide a simple and useful conclusion: it is statistically possible to learn an unsupervised network for image denoising only with the observed noisy image, and the learned optimal parameters are very close to those of a supervised network, which is trained with pairs of observed noisy images and their clean counterparts. This is achieved by learning networks in a proposed “Noisy-As-Clean” strategy: we take the observed noisy image as the “clean” target and take the simulated noisy images as inputs, each of which is produced by adding to the observed noisy image simulated noise, which is statistically the same (or similar) to the observed noise.

The domain gap dilemma in supervised denoising networks is naturally tackled with the “Noisy-As-Clean” strategy. On one hand, the observed noisy image we test is taken as the target image for learning, thus the gap in image priors is bridged. On the other, since the simulated noise is statistically close to the observed noise, the gap in noise statistics is largely decreased. Though being very simple, the proposed “Noisy-As-Clean” strategy is very effective for image denoising. For example, when trained with the “Noisy-As-Clean” strategy, an unpolished ResNet [4] can surprisingly outperform, by a large margin, the supervised denoising networks like DnCNN [11] and CBDNet [17], on removing AWGN and realistic noise. This work contributes to the practical image denoising problem by minimizing the requirements, i.e., only the corrupted image, on availability of training data.

2 Related Work

Existing image denoising networks can be roughly divided into supervised and unsupervised categories. In Table 1, we compare recently developed networks [8, 9, 11–13, 18–22] from the aspects of image prior and noise statistics. Due to limited space, we do not introduce many equally excellent image denoising methods [23–37]. For more references, please refer to [38].

| Category         | Example                  | Image Prior | Noise Statistics |
|------------------|--------------------------|-------------|------------------|
| Supervised Networks | Noise2Clean ([8, 9, 11, 13, 22], etc.) | ✓           | ✓                |
| Unsupervised Networks | Noise2Noise [18]          | ✓           | ✓                |
|                   | Deep Image Prior [19]     | ✓           | ✓                |
|                   | Noise2Void [20]           | ✓           | ✓                |
|                   | Noise2Self [21]           | ✓           | ✓                |
|                   | Noisy-As-Clean (Ours)     | ✓           | ✓                |

Table 1: Summary of different networks for image denoising. The networks are divided into two categories: supervised networks and unsupervised ones. In each category, some representative works are listed as examples. “Image Prior” includes internal and external priors. “Internal” image priors are directly learned on the input test image itself, without access to external images for training. “External” image priors need to be learned with external images (as long as not the test input). “Noise Statistics” indicates that the network is able to learn the noise statistics from the training data.

**Supervised networks** are trained with plenty pairs of noisy and clean images by minimizing a loss function. The process can be viewed as learning a mapping function from the noisy inputs to the clean targets. This category of networks can learn external image priors and noise statistics from the training data. Numerous deep neural network based methods [6, 11, 13] have been developed with achieving promising performance on synthetic noise (e.g., AWGN). However, several supervised networks perform surprisingly worse than BM3D [24] when applied to noisy images in real scenarios [39, 42].

**Unsupervised networks** for image denoising are developed mainly due to the lack of clean target images in real-world photographs captured by camera sensors. Along this direction, Noise2Noise [18] learns a mapping function between two images with the same scene, but independently sampled with different noise. This work is feasible to learn external image prior and noise statistics from the training data. However, its requirements are very challenging, since capturing two exactly the same signal in two independent samplings is really difficult in real-world scenarios. To alleviate this problem, Noise2Void [20] predicts a pixel from its surroundings by learning blind-spot networks, so that the network only use noisy images during training. This work assumes that the corruption
is zero-mean and independent between pixels. However, as Noise2Self [21] studied, Noise2Void significantly reduces the training efficiency, and reduces the denoising performance at test time. Recently, the work of Deep Image Prior [19] indicates that the structure of networks can resonate with the natural image priors, and can be utilized in image restoration without external training data. However, for each test corrupted image, this method needs to choose a suitable network and interrupt its training process at a right moment, which is usually unpredictable for different images.

Image priors are widely used for different image restoration tasks [25, 27, 30, 43, 44]. They can be divided into internal priors and external priors. The internal image priors are directly learned on the input test image itself, while the external image priors need to be learned with external images (as long as not the test input). The internal priors are adaptive to its contents, but somewhat affected by the corruptions [25, 43, 44]. By contrast, the external priors are effective for restoring general images, but not optimal for specific test image [26, 27, 30].

Noise statistics is of the key importance for the image denoising task. The AWGN noise is one representative type with widespread study. Recently, more attention has been paid to the realistic noise generated in camera sensors. This type of noise is often modeled to be mixed Poisson and Gaussian distributed [15]. The Poisson component mainly comes from the irregular photons hitting the sensor [16], while the AWGN part is majorly produced by the dark current [14]. Though performing well on the synthetic noise being trained with, supervised denoisers [6–11, 13, 17] still suffer from the domain gap dilemma when handling the observed noisy image in real-world scenarios.

3 Theoretical Background of “Noisy-As-Clean” Strategy

Training a supervised network \( f_0 \) (parameterized by \( \theta \)) requires many pairs \( \{(y_i, x_i)\} \) of noisy image \( y_i \) and clean image \( x_i \), by minimizing an empirical loss function \( \mathcal{L} \) as

\[
\arg\min_{\theta} \sum_{i=1}^{n} \mathcal{L}(f_0(y_i), x_i). \tag{1}
\]

Assume that the probability of occurrence for pair \( (y_i, x_i) \) is \( p(y_i, x_i) \), then statistically we have

\[
\theta^* = \arg\min_{\theta} \sum_{i=1}^{n} p(y_i, x_i) \mathcal{L}(f_0(y_i), x_i) = \arg\min_{\theta} \mathbb{E}_{(y_i, x_i)}[\mathcal{L}(f_0(y), x)], \tag{2}
\]

where \( y \) and \( x \) are random variables of noisy and clean images, respectively. The paired variables \( (y, x) \) are dependent, and their relationship is \( y = x + n_o \), where \( n_o \) is the random variable of observed noise. By exploring the dependence of \( p(y_i, x_i) \) and \( p(y_i|x_i) \), we observe that training on whole sampled data can be decomposed into the same minimization problem at every pair of training images. Through simple manipulations, Eqn. (2) is equivalent to

\[
\theta^* = \arg\min_{\theta} \sum_{i=1}^{n} p(x_i) p(y_i|x_i) \mathcal{L}(f_0(y_i), x_i) = \arg\min_{\theta} \mathbb{E}_y[\mathbb{E}_x|\mathcal{L}(f_0(y), x)]. \tag{3}
\]

Eqn. (3) indicates that the network \( f_0 \) can minimize the loss function by solving the same problem separately for each clean image sample.

Different with the “zero-mean” assumption in [18, 20], here we study a practical assumption on noise statistics, i.e., the expectation \( \mathbb{E}[x] \) and variance \( \text{Val}[x] \) of signal intensity are much stronger than those of noise \( \mathbb{E}[n_o] \) and \( \text{Val}[n_o] \) (such that they are negligible but not necessarily zero):

\[
\mathbb{E}[x] \gg \mathbb{E}[n_o], \text{ Val}[x] \gg \text{Val}[n_o]. \tag{4}
\]

This is actually valid in real-world scenarios, since we can clearly observe the contents in most real photographs, with little influence of the noise. The noise therein is often modeled by zero-mean Gaussian, or mixed Poisson and Gaussian (for realistic noise). Hence, the noisy image \( y \) should have similar expectation with the clean image \( x \):

\[
\mathbb{E}[y] = \mathbb{E}[x + n_o] = \mathbb{E}[x] + \mathbb{E}[n_o] \approx \mathbb{E}[x]. \tag{5}
\]

Now we add simulated noise \( n_s \) to the observed noisy image \( y \), and generate a new noisy image \( z = y + n_s \). Ideally, \( n_s \) is with the same statistics to \( n_o \): \( \mathbb{E}[n_s] = \mathbb{E}[n_o] \) and \( \text{Val}[n_s] = \text{Val}[n_o] \). Then we have

\[
\mathbb{E}[z] \gg \mathbb{E}[n_s], \text{ Val}[z] \gg \text{Val}[n_s]. \tag{6}
\]
Therefore, the simulated noisy image $z$ has similar expectation with the observed noisy image $y$:

$$E[z] = E[y + n_s] \approx E[y].$$  \hfill (7)

By the Law of Total Expectation (or Tower Rule) $^{[45]}$, we have

$$E_y[E_z[z|y]] = E[z] \approx E[y] = E_x[E_y[y|x]].$$  \hfill (8)

Since the loss function $L$ (usually $\ell_2$) and the conditional probability density functions $p(y|x)$ and $p(z|y)$ are all continuous everywhere, the optimal network parameters $\theta^*$ of Eqn. (3) changes little with the addition of negligible noise $n_o$ or $n_s$. With Eqns. (4)-(8), when the $x$-conditioned expectation of $E_y[x|L(f_0(y), x)]$ are replaced with the $y$-conditioned expectation of $E_z[y|L(f_0(z), y)]$, $f_\theta$ obtains similar $y$-conditioned optimal parameters $\theta^*$:

$$\arg\min_\theta E_y[E_z[y|L(f_0(z), y)]] \approx \arg\min_\theta E_x[E_y[y|x|L(f_\theta(y), x)]] = \theta^*.$$ \hfill (9)

The network $f_\theta$ minimizes the loss function $L$ for each input image pair separately, which equals to minimize it on all finite pairs of images. Through simple manipulations, Eqn. (9) is equivalent to

$$\arg\min_\theta \sum_{i=1} p(y_i)p(z_i|y_i)L(f_\theta(z_i), y_i) = \arg\min_\theta E_y[E_x[E_y[y|x|L(f_\theta(y), x)]] = \theta^*. \hfill (10)$$

By exploring the dependence of $p(z_i, y_i) = p(y_i)p(z_i|y_i)$, Eqn. (10) is equivalent to

$$\arg\min_\theta E_{(z, y)}[L(f_\theta(z), y)] = \arg\min_\theta \sum_{i=1} p(z_i, y_i)L(f_\theta(z_i), y_i) \approx \theta^*. \hfill (11)$$

The conclusion is very simple and useful: as long as the noise is weak, the optimal parameters of unsupervised network trained on noisy image pairs $\{(z_i, y_i)\}$, are very close to the optimal parameters of the supervised networks trained on noisy and clean image pairs $\{(y_i, x_i)\}$.

**Consistency of noise statistics.** Since our contexts are the real-world scenarios, the noise can be modeled by mixed Poisson and Gaussian distribution $\[15\]$. Fortunately, both the two distributions are linear additive, i.e., the addition variable of two Poisson (or Gaussian) distributed variables are still Poisson (or Gaussian) distributed. Assume that the observed (or simulated) noise $n_o$ (or $n_s$) follows a mixed $x$-dependent (or $y$-dependent) Poisson distribution parameterized by $\lambda_o$ (or $\lambda_s$) and Gaussian distribution $N(0, \sigma_o^2)$ (or $N(0, \sigma_s^2)$), i.e.,

$$n_o \sim x \odot P(\lambda_o) + N(0, \sigma_o^2), \quad n_s \sim y \odot P(\lambda_s) + N(0, \sigma_s^2) \approx x \odot P(\lambda_s) + N(0, \sigma_s^2), \hfill (12)$$

where $x \odot P(\lambda_o)$ and $y \odot P(\lambda_s)$ indicates that the noise $n_o$ and $n_s$ are element-wisely dependent on $x$ and $y$, respectively. The ”≈” indicates that the observed noise $n_o$ is negligible. Thus we have

$$n_o + n_s \approx x \odot P(\lambda_o + \lambda_s) + N(0, \sigma_o^2 + \sigma_s^2 + 2\rho\sigma_o\sigma_s). \hfill (13)$$

Here, $\rho$ is the correlation between $n_o$ and $n_s$, and $\rho = 0$ if they are independent from each other. This indicates that the summed noise variable $n_o + n_s$ still follows a mixed $x$ dependent Poisson and Gaussian distribution, guaranteeing the consistency in noise statistics between the observed realistic noise and the simulated noise. As can be seen in the experimental section ($\S5$), this property makes our “Noisy-As-Clean” strategy consistently effective on different noise removal tasks.

## 4 Learning “Noisy-As-Clean” Networks for Unsupervised Image Denoising

Based on the our statistical analysis, here we proposed to learn unsupervised networks with the “Noisy-As-Clean” strategy for image denoising. Note that we only need the observed noisy image $y$ to generate noisy image pairs $\{(z, y)\}$ with simulated noise $n_s$. The idea is illustrated in Figure 1.

**Training stage.** In real-world images captured by camera sensors, one can hardly separate the noise from the signal, observation is that the signal intensity $x$ is usually stronger than the noise intensity. That is, the expectation of the noise $n_o$ is usually much smaller than the latent clean image $x$. We can observe that, if we train a image-specific network for the new noisy image $z$ and regard the original noisy image $y$ as the ground-truth image, then the trained image-specific network basically joint learn the image-specific prior and as well as the image-specific noise statistics. It has the power to remove the noise $n_s$ from the new noisy image $z$. Then if we perform denoising on the original noisy
image $y$, then the realistic noise $n_o$ can easily be removed. Note that we do not use any clean image $x$ as target "ground-truth" in the training stage.

**Testing** is performed by directly regarding an observed noisy image $y = x + n_o$ as input. We only test the image $y$ once. The denoised image can be represented as $\hat{y} = f_{θ^*}(y)$, with which the objective metrics such as PSNR and SSIM [46] can be computed with the clean image $x$.

**Implementation details.** We employ the ResNet-50 network used in [19] as the backbone network (implemented in PyTorch [47]), which includes 10 residual blocks. Its parameters are randomly initialized without being pretrained. The optimizer is Adam [48] with default parameters. The learning rate is fixed at 0.001 in all experiments. We use the $l_2$ loss function. The network is trained in 1000 epochs for each test image. For data augmentation, we employ 4 rotations $\{0°, 90°, 180°, 270°\}$ combined with 2 mirror (vertical and horizontal) reflections, resulting in totally 8 transformations.

## 5 Experiments

In this section, we perform extensive experiments on image denoising to evaluate the denoising performance of the networks learned with the proposed “Noisy-As-Clean” (NAC) strategy. In all experiments, we train a denoising network using only the observed noisy image $y$ as the target, and the simulated noisy image $z = y + n_s$ as the input. For all comparison methods, the source codes or trained models are downloaded from the corresponding authors’ websites, and we use the default parameter settings, unless otherwise specified. The PSNR, SSIM [46] and visual quality of different methods are compared to evaluate the performance. We first test with simple noise statistics such as additive white Gaussian noise (AWGN), signal dependent Poisson noise, and mixed Poisson-AWGN noise in §5.1 and continue to more complex realistic noise in §5.2. In §5.3, we perform comprehensive ablation studies to gain deeper insights into the proposed NAC strategy.

### 5.1 Synthetic Noise Removal

We evaluate NAC networks on images corrupted by synthetic noise, including AWGN noise, signal dependent Poisson noise, and mixture of both. More results and comparisons on visual quality are provided in the Supplementary File.

**Training NAC network** is performed for each test image. Here, we train an image-specific denoising network using the observed noisy image $y$ as the target, and the simulated noisy image $z$ (with data augmentation) as the input. For all comparison methods, the source codes or trained models are downloaded from the corresponding authors’ websites, and we use the default parameter settings, unless otherwise specified. The PSNR, SSIM [46] and visual quality of different methods are compared to evaluate the performance. We first test with simple noise statistics such as additive white Gaussian noise (AWGN), signal dependent Poisson noise, and mixed Poisson-AWGN noise in §5.1 and continue to more complex realistic noise in §5.2. In §5.3, we perform comprehensive ablation studies to gain deeper insights into the proposed NAC strategy.
Testing datasets. We evaluate the comparison methods on the Set12 and BSD68 datasets, which are widely tested by supervised denoising networks [8][11][13]. The Set12 dataset contains 12 images of sizes 512 × 512 or 256 × 256, while the BSD68 dataset contains 68 images of different sizes. Most of the grayscale images are widely tested by traditional methods [24][27][30][33].

Results on AWGN noise. We test AWGN noise with σ ∈ {5, 10, 15, 20, 25}, i.e., the observed noise $n_o$ is AWGN with standard deviation (std) of σ. Since AWGN noise is signal independent, the simulated noise $n_s$ is set with the same σ as that of $n_o$. The comparison results are listed in Tables 2 and 3. It can be seen that, the network trained with the proposed NAC networks achieve much better performance on PSNR and SSIM [46] than BM3D [24] and DnCNN [11], two previous leading image denoising methods. Note that DnCNN are supervised networks trained on clean and synthetic noisy image pairs. When compared to the unsupervised methods such as N2N [18] and DIP [19], the networks trained by the proposed NAC strategy outperform by a larger margin on PSNR and SSIM.

| Noise Level | Metric | $\sigma = 5$ | $\sigma = 10$ | $\sigma = 15$ | $\sigma = 20$ | $\sigma = 25$ |
|-------------|--------|-------------|-------------|-------------|-------------|-------------|
|             | PSNR† | SSIM†       | PSNR†       | SSIM†       | PSNR†       | SSIM†       | PSNR†       | SSIM†       | PSNR†       | SSIM†       |
| BM3D [24]  | 38.07 | 0.9580      | 34.40       | 0.9234      | 32.38       | 0.8957      | 31.00       | 0.8717      | 29.97       | 0.8503      |
| DnCNN [11] | 38.76 | 0.9633      | 34.78       | 0.9270      | 32.86       | 0.9027      | 31.45       | 0.8799      | 30.43       | 0.8617      |
| N2N [18]   | 40.82 | 0.9665      | 36.95       | 0.9446      | 33.99       | 0.9149      | 31.80       | 0.8788      | 30.72       | 0.8446      |
| DIP [19]   | 32.49 | 0.9344      | 31.49       | 0.9299      | 29.59       | 0.8636      | 27.67       | 0.8531      | 25.82       | 0.7723      |
| NAC (Ours) | 41.43 | 0.9794      | 37.31       | 0.9530      | 34.67       | 0.9206      | 32.92       | 0.8849      | 31.40       | 0.8459      |

Table 2: Average PSNR (dB) and SSIM [46] results of different methods on Set12 datasets corrupted by AWGN noise. The best results are highlighted in bold.

Results on Poisson noise. Here, the observed noise $n_o$ is signal dependent Poisson distributed with parameter $\lambda \in \{5, 10, 15, 20, 25\}$. During training, the simulated noise $n_s$ is with the same $\lambda$ as that of $n_o$. Note that $n_o$ is $y$-dependent, which is different with the $x$-dependent $n_o$. The comparison results are listed in Tables 4 and 5. It can be seen that, the network trained with the proposed NAC strategy achieve much better performance on PSNR and SSIM [46] than ANSC [49], the state-of-the-art method for signal dependent Poisson noise removal. When compared to the unsupervised methods such as N2N [18] and DIP [19], the proposed NAC networks achieve prior results by a large margin on average PSNR and SSIM. This demonstrates the advantages of the proposed NAC strategy on removing Poisson noise.

| Noise Level | Metric | $\lambda = 5$ | $\lambda = 10$ | $\lambda = 15$ | $\lambda = 20$ | $\lambda = 25$ |
|-------------|--------|-------------|-------------|-------------|-------------|-------------|
|             | PSNR† | SSIM†       | PSNR†       | SSIM†       | PSNR†       | SSIM†       | PSNR†       | SSIM†       | PSNR†       | SSIM†       |
| BM3D [24]  | 37.59 | 0.9640      | 33.32       | 0.9163      | 31.07       | 0.8720      | 29.62       | 0.8292      | 28.57       | 0.8017      |
| DnCNN [11] | 38.07 | 0.9695      | 33.88       | 0.9270      | 31.73       | 0.8706      | 30.27       | 0.8563      | 29.23       | 0.8278      |
| N2N [18]   | 38.58 | 0.9627      | 34.07       | 0.9290      | 31.81       | 0.8770      | 30.14       | 0.8550      | 28.67       | 0.8123      |
| DIP [19]   | 29.74 | 0.8435      | 28.16       | 0.8310      | 27.07       | 0.7867      | 25.80       | 0.7205      | 24.63       | 0.6680      |
| NAC (Ours) | 39.00 | 0.9707      | 34.66       | 0.9295      | 32.97       | 0.8779      | 30.33       | 0.8229      | 28.89       | 0.7798      |

Table 3: Average PSNR (dB) and SSIM [46] results of different methods on BSD68 datasets corrupted by AWGN noise. The best results are highlighted in bold.

Results on mixed Poisson-AWGN noise. Each noisy image is generated by adding mixed Poisson-AWGN noise. Here, the parameters $\lambda$ and $\sigma$ for Poisson and AWGN noise, respectively, are set as $\{(\lambda = 5, \sigma = 5), (\lambda = 5, \sigma = 10), (\lambda = 15, \sigma = 5), (\lambda = 25, \sigma = 10)\}$. From Tables 6 and 7, one can see that the network trained with the proposed NAC strategy achieve much better performance on PSNR and SSIM [46] than ANSC [49], the current state-of-the-art method for signal dependent Poisson noise removal. When compared to the unsupervised method DIP [19], one can see that the networks trained by the proposed NAC strategy outperform by a larger margin on PSNR and SSIM. Since N2N [18] did not deal with this type of noise, here we do not compare with this method.

| Noise Level | Metric | $\lambda = 5$ | $\lambda = 10$ | $\lambda = 15$ | $\lambda = 20$ | $\lambda = 25$ |
|-------------|--------|-------------|-------------|-------------|-------------|-------------|
|             | PSNR† | SSIM†       | PSNR†       | SSIM†       | PSNR†       | SSIM†       | PSNR†       | SSIM†       | PSNR†       | SSIM†       |
| ANSC [49]   | 40.26 | 0.9478      | 38.03       | 0.9311      | 35.68       | 0.9196      | 34.19       | 0.9082      | 32.85       | 0.8974      |
| N2N [18]    | 41.27 | 0.9679      | 38.97       | 0.9483      | 36.68       | 0.9303      | 34.49       | 0.9205      | 32.78       | 0.9116      |
| DIP [19]    | 31.31 | 0.8725      | 29.92       | 0.8458      | 27.95       | 0.8145      | 26.89       | 0.7860      | 25.40       | 0.7554      |
| NAC (Ours)  | 44.20 | 0.9923      | 41.01       | 0.9813      | 38.75       | 0.9701      | 37.10       | 0.9579      | 35.88       | 0.9445      |

Table 4: Average PSNR (dB) and SSIM [46] results of different methods on Set12 dataset corrupted by signal dependent Poisson noise. The best results are highlighted in bold.
### 5.2 Practice on Real Photographs

With the promising performance on synthetic noise removal, here we tackle the realistic noise for practical applications. The observed realistic noise $n_o$ can be roughly modeled as mixed Poisson noise and AWGN noise [15, 17, 51]. Hence, for each observed noisy image $y$, we generate the simulated noise $n_s$ by sampling the $y$-dependent Poisson part and the independent AWGN noise.

#### Training NAC network

This is also performed for each test image, i.e., the observed noisy image $y$. In real-world scenarios, each observed noisy image $y$ is corrupted without knowing the specific noise statistics of the observed noise $n_o$. Therefore, the simulated noise $n_s$ is directly estimated on $y$ as mixed $y$-dependent Poisson and AWGN noise. For each transformation image in data augmentation, the Poisson noise is randomly sampled with parameter $\lambda$ in $0 < \lambda \leq 25$, and the AWGN noise is randomly sampled with parameter $\sigma$ in $0 < \sigma \leq 25$.

#### Comparison methods

We compare with state-of-the-art methods on real-world image denoising, including CBM3D [52], the commercial software Neat Image [53], two supervised networks DnCNN+ [54] and CBDNet [17], and two unsupervised networks Noise2Noise [18], DIP [19]. Note that DnCNN+ [54] and CBDNet [17] are two state-of-the-art supervised networks for real-world image denoising, and DnCNN+ is an improved extension of DnCNN [11] (the authors provide us the models/results of DnCNN+).

#### Testing dataset

We evaluate the comparison methods on the Cross-Channel dataset [14], which includes noisy images of 11 static scenes captured by Canon 5D Mark 3, Nikon D600, and Nikon D800 cameras. The real-world noisy images were collected under a highly controlled indoor environment. Each scene is shot 500 times using the same camera and settings. The average of the 500 shots is taken as the “ground-truth”. We use the default 15 images of size $512 \times 512$ cropped by the authors to evaluate different image denoising methods.

#### Results on PSNR and SSIM

The comparisons on average PSNR and SSIM results are listed in Table 7. As can be seen, the proposed NAC networks achieve better performance than all previous denoising methods, including the CBM3D [52], the supervised networks DnCNN+ [11] and CBDNet [17], and the unsupervised networks N2N and DIP [19]. This demonstrates that the proposed NAC networks can indeed handle the complex, unknown, and realistic noise, and achieve better performance than supervised networks such as DnCNN+ [11] and CBDNet [17].
### Speed
The work most similar to ours is Deep Image Prior (DIP) \cite{DIP}, which also trains an image-specific network for each test image. Averagely, DIP needs 909.2 seconds to process a 512 × 512 color image, on which our NAC network only needs 982.4 seconds (on an NVIDIA Titan X GPU).

| Type Method | Traditional Methods | Supervised Networks | Unsupervised Networks |
|-------------|---------------------|---------------------|-----------------------|
| CBM3D       | 8                   | 8                   | 8                     |
| NI          | 30                  | 36                  | 36                    |
| DnCNN       | 12                  | 16                  | 16                    |
| DnCNN+      | 20                  | 24                  | 24                    |
| N2N         | 5                   | 7                   | 7                     |
| DIP         | 10                  | 12                  | 12                    |
| NAC         | 25                  | 30                  | 30                    |

Table 8: Average PSNR (dB) and SSIM \cite{FastNN} results of different methods on the default 15 cropped real-world noisy images in Cross-Channel dataset \cite{SSIM}. The best results are highlighted in bold.

### 5.3 Ablation Study

![Figure 2: PSNR (dB) and SSIM results on the Set12 dataset by NAC networks w.r.t.: (a) number of augmented images on AWGN noise removal (σ = 15); (b) number of residual blocks on AWGN noise removal (σ = 15, 25); and (c) number of residual blocks on Poisson noise removal (λ = 15, 25).](image)

![Figure 3: Comparisons with the Oracle version of NAC networks trained on the pair of observed noisy image y and the clean image z in the Set12 dataset when (a) corrupted by AWGN noise with σ = 5, 10, 15, 20, 25; (b) corrupted by Poisson noise with λ = 5, 10, 15, 20, 25. (c) PSNR (dB) and SSIM results by BM3D \cite{BM3D}, DnCNN \cite{DnCNN}, and the proposed NAC networks performed on the Set12 dataset corrupted by strong AWGN noise (σ = 50).](image)

**Data augmentation** is essential since our NAC strategy is statistically effective, requiring multiple simulated noisy images \{z\} for each observed noisy image y. Here, we study the performance of NAC on image denoising trained with 1 input (the original z), 2 inputs (z with its horizontal reflection), 4 inputs (z in 4 different rotations), and 8 inputs (all 8 transformations). From Figure 2 (a), one can see that with more transformations, the NAC networks achieve better performance on PSNR and SSIM over the Set12 dataset for AWGN noise removal (here we use σ = 15, 25).

**Number of residual blocks.** Our backbone network is the ResNet-50 \cite{FastNN}, including 10 residual blocks, each block is of 5-layer consisting of “Conv-BN-ReLU-Conv-BN”. Now we study how the number of blocks influence the performance of NAC on image denoising. From Figure 2 (b) and Figure 2 (c), one can see that, with different number of residual blocks, the NAC networks achieve similar PSNR and SSIM performance on the Set12 dataset corrupted by AWGN noise (σ = 15, 25) and signal dependent Poisson noise (λ = 15, 25), respectively. This indicates that the number of blocks has little influence on PSNR and SSIM metrics. Hence, we use 10 blocks the same as \cite{DIP}.

**Comparison with Oracle.** We also study the “Oracle” performance of our NAC networks. The experiments are performed on Set12 dataset corrupted by AWGN or signal dependent Poisson noise. The noise levels are in \{5, 10, 15, 20, 25\}. In “Oracle”, we trained our NAC networks on the pair of observed noisy image y and its clean image z corrupted by AWGN noise or signal dependent Poisson noise. Figure 3 (a) and Figure 3 (b) show comparisons with the “Oracle” networks on PSNR.
and SSIM. It can be seen that, the “Oracle” networks trained on noisy-clean image pairs \((y, x)\) only perform slightly better than the original NAC networks trained with the simulated-observed noisy image pairs \((z, y)\). With the proposed NAC strategy, we can achieve similar denoising performance only with the observed noisy image \(y\), at small noise levels.

**Performance on strong noise.** Our NAC strategy is based on the assumption of “weak noise”. It is natural to wonder how well NAC performs against strong noise. To answer this question, we compare the NAC networks with BM3D [24] and DnCNN [11], on Set12 corrupted by AWGN noise with \(\sigma = 50\). The PSNR and SSIM results are plotted in Figure 3 (c). One can see that, our NAC networks are limited in handling strong AWGN noise, when compared to the BM3D [24] and DnCNN [11].

6 Conclusion

In this work, we proposed a “Noisy-As-Clean” (NAC) strategy for learning unsupervised image denoising networks. In NAC, we take an observed noisy image as target, and generate simulated noisy images by adding simulated noise to it. The simulated noise is close to the noise in observed noisy image. This strategy can be seamlessly embedded into existing supervised denoising networks. We provided a statistically useful conclusion: it is possible to learn an unsupervised network only with an observed noisy image, approximating the optimal parameters of a supervised network learned with pairs of noisy and clean images. Comprehensive experiments on benchmark datasets demonstrate that, the networks trained with the proposed NAC strategy can achieve better performance than previous supervised learning based networks on image denoising. The image-specific NAC networks can better capture the specific image priors and noise statistics from the observed noisy image to be restored.

7 Appendix: Comparisons on the visual quality of denoised images by different methods

Here, we compare the visual quality of the denoised images by different methods on synthetic AWGN noise and realistic noise on the Set12, BSD68, and Cross-Channel [14] datasets. The synthetic noise removal are evaluated on Set12 and 68 datasets, while the realistic noise removal are performed on the Cross-Channel dataset. For each comparison, the PSNR and SSIM [46] results are provided for reference. We compare with BM3d [24], DnCNN [11], N2N [18], and DIP [19] on synthetic AWGN noise removal; ANSC [49], N2N [18], and DIP [19] on synthetic Poisson noise removal; ANSC [49] and DIP [19] on mixed Poisson-AWGN noise removal; CBM3D [52], NI [53], DnCNN+ [11], CBDNet [17], N2N [18], and DIP [19] on realistic noise removal. From Figures 4–7, one can see that, in all cases, the proposed NAC networks preserve the image details (signals) better than other methods, while other methods remove out these small but visually important signals.
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