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Abstract. Deep neural networks have been extensively studied for undersampled MRI reconstruction. While achieving state-of-the-art performance, they are trained and deployed specifically for one anatomy with limited generalization ability to another anatomy. Rather than building multiple models, a universal model that reconstructs images across different anatomies is highly desirable for efficient deployment and better generalization. Simply mixing images from multiple anatomies for training a single network does not lead to an ideal universal model due to the statistical shift among datasets of various anatomies, the need to retrain from scratch on all datasets with the addition of a new dataset, and the difficulty in dealing with imbalanced sampling when the new dataset is further of a smaller size. In this paper, for the first time, we propose a framework to learn a universal deep neural network for undersampled MRI reconstruction. Specifically, anatomy-specific instance normalization is proposed to compensate for statistical shift and allow easy generalization to new datasets. Moreover, the universal model is trained by distilling knowledge from available independent models to further exploit representations across anatomies. Experimental results show the proposed universal model can reconstruct both brain and knee images with high image quality. Also, it is easy to adapt the trained model to new datasets of smaller size, i.e., abdomen, cardiac and prostate, with little effort and superior performance.
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1 Introduction

Magnetic Resonance Imaging (MRI) is a non-invasive imaging modality with superior soft-tissue visualization, but it is slow due to the sequential acquisition scheme. One direct approach to accelerating MRI is to sample less k-space data; however, the images directly reconstructed from the undersampled data are blurry and full of artifacts. Conventionally, compressed sensing (CS) \cite{lee2007image} has been exploited to recover high-quality images from the undersampled measurements. Recently, deep learning (DL) \cite{liu2018deep,xu2018deep,li2019deep,li2020prior,li2022prior,li2023prior} has been extensively studied for higher accuracy and faster speed.

While DL achieves state-of-the-art reconstruction performance \cite{liu2018deep,xu2018deep,li2019deep,li2020prior,li2022prior,li2023prior}, such success is often within the same dataset; in other words, the network trained on a
dataset specific to one anatomy hardly generalize to datasets of other anatomies. To reconstruct images of various anatomies, the existing DL-based reconstruction framework usually needs to train an individual model for each dataset separately; and then multiple models are deployed on machines for application [21]. There are drawbacks to this approach. First, numerous models lead to a large number of parameters, which makes it hard to deploy on commercial MRI machines. Second, datasets of various anatomies contain shared prior knowledge [14]; separately trained networks do not exploit such common knowledge, which may limit the effectiveness of the trained models. While authors in [16] attempted to generalize DL-based reconstruction, the network is trained purely on natural images with limited anatomical knowledge. Therefore, it is highly desirable to train a universal model that exploits cross-anatomy common knowledge and conducts reconstruction for various datasets, even when some datasets are very small.

A straightforward way to have one model for all anatomies is by simply mixing various datasets during training. While this reduces the number of parameters, it unfortunately faces a variety of challenges. As demonstrated in [6,29], various datasets have different distributions, that is, there exist statistical shifts among datasets. Training a network with datasets of varying distributions degrades performance; therefore, simply mixing all data for training does not lead to an ideal universal model. In addition, when a dataset of new anatomy becomes available later, the model needs to be retrained from scratch on all datasets. It is time-consuming and storage-hungering for training and storing all the datasets. Finally, while there exist large-scale datasets, the newly collected datasets are normally small-scale. Mixing datasets of varying sizes for training causes imbalanced sampling [29], so the network may not be sufficiently optimized and the performance is questionable.

To address the issues mentioned above, for the first time, we propose a framework to train a universal network, which can reconstruct images of different anatomies and is generalizable to new anatomies easily. The base of the universal model is a convolutional network regularly used for MRI reconstruction, capturing commonly shared knowledge. To compensate for statistical shift and capture the knowledge specific to each dataset, we design an Anatomy-Specific Instance Normalization (ASPIN) module to accompany the base model for reconstructing multiple anatomies. When a new anatomy dataset is available, a new set of ASPIN parameters is inserted and trained with the base of universal model fixed. The new ASPIN only needs few parameters and can be trained fast. Moreover, we propose to distil information from available models, trained purely on one anatomy, to the universal model. Model distillation allows the universal network to absorb multi-anatomy knowledge. In this study, we used public large-scale brain and knee data as currently available datasets. We took the abdomen, cardiac and prostate datasets as the new-coming small datasets. The experimental results show that the universal model can recover brain and knee images with better performance and fewer parameters than separately trained models. When generalizing to the new cardiac dataset, and much smaller ab-
dren and prostate datasets, the universal model also presents superior image qualities to the individually trained models.

2 Methods

2.1 The Overall Framework

Reconstructing an image $x \in \mathbb{C}^N$ from undersampled measurement $y \in \mathbb{C}^M$ ($M \ll N$) is an inverse problem, which is formulated as [19,30]:

$$\min_x R(x) + \lambda \| y - F_u x \|^2_2,$$

(1)

where $R$ is the regularisation term on $x$, $\lambda \in \mathbb{R}$ denotes the balancing coefficient between $R$ and data consistency (DC) term, $F_u \in \mathbb{C}^{M \times N}$ is an undersampled Fourier encoding matrix. In model-based learning, Eq. (1) is incorporated in the network architecture with $R$ approximated by the convolutional layers. Taking D5C5 in reference [19] as an example, Eq. (1) is unrolled into a feed-forward network path, cascading five inter-leaved DC blocks and learnable convolutional blocks that capture the prior knowledge of the training data.

Let $\{d_1, d_2, ..., d_A\}$ be $A$ datasets of different anatomies to be reconstructed. Based $d_a$ for an anatomy $a$, a convolutional network $f_a$ is trained to recover its image. For example, in D5C5, $f_a$ comprises $\{\text{CNN-t}; t=1:5\}$, where CNN-t is a learnable convolutional block. Conventionally, to recovery images of $A$ anatomies, different networks $\{f_1, f_2, ..., f_A\}$ are trained, one for each anatomy. In this paper, we aim to train a universal network $f_u$ that simultaneously recovers the images of various anatomies, with each convolutional block captures both common and anatomy-specific knowledge. We name such a block as a universal CNN (uCNN); overall $f_u$ is composed of $\{\text{uCNN-t}; t=1:5\}$.

The universal network $f_u$ in this work is designed to achieve two aims: (A1) it can recover images of different anatomies exemplified by the currently available datasets, which are brain and knee datasets in this study; (A2) when the dataset of new anatomy is available, the trained $f_u$ can be generalized to the new dataset by adding a very few number of parameters.

Fig. 1 depicts the overall framework of training $f_u$, which is comprised of four steps. (S1) We train two D5C5 networks ($f_1, f_2$) separately for brain and knee image recovery, and name them as independent models. These models are trained following [19], where CNN-t contains five convolutional layers with four ReLU layers and the residual connection. (S2) We pre-train $f_u$ with both datasets. As shown in Fig. 1 Step (S2), CNN-t is replaced with uCNN-t, where two ASPIN modules are inserted, one for each anatomy. Although multi-anatomy knowledge is captured in this step, representation of single anatomy has not yet been fully utilized. (S3) We further optimize the pre-trained $f_u$ with model distillation. As illustrated in Fig. 1 Step (S3), the knowledge captured in the third layer of CNN-t in $f_1$ and $f_2$ is transferred to that of uCNN-t. After this step, the universal model can perform reconstruction on both datasets. (S4) When the model is needed for a new anatomy, we insert additional ASPIN to adapt the trained
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Fig. 1. The overall framework for universal undersampled MRI reconstruction.

$f_u$ to the new dataset. The new dataset is only used to optimize the parameters of the newly inserted ASPIN, whereas all the other parameters are fixed. The generalized universal model learn to reconstruct new anatomy without forgetting the knowledge of old anatomies, capable of multi-anatomy reconstruction. Overall, Steps (S1-S3) achieves aim (A1), and Step (S4) achieves aim (A2).

2.2 Anatomy-Specific Instance Normalization (ASPIN)

One issue of mixing data from all anatomies as the training dataset is the statistical shift among datasets of various anatomies. To compensate for the distribution shift, we design the ASPIN module in the network.

Instance normalization (IN), proposed in [24], uses the statistics of an instance to normalize features. Let the output activation of a given layer be $h \in \mathbb{R}^{C \times H \times W}$, where $C$ is the number of channels, $H$ is the height of the feature map, and $W$ is the width of the feature map. Here we ignore the batch dimension for simplicity. The IN function is defined as:

$$\text{IN}(h) = \gamma \left( \frac{h - \mu(h)}{\sigma(h)} \right) + \beta,$$

where $\gamma$ and $\beta$ are the learnable affine parameters, $\mu(h)$ and $\sigma(h)$ are the mean and standard deviation of the feature map computed across spatial dimensions ($H \times W$) independently for each channel.

ASPIN is designed by stacking multiple parallel IN functions, each of which is reserved for one anatomy. Specifically, for anatomy $d_a$, anatomy-specific affine parameters $\gamma_a$ and $\beta_a$ are learnt during the training process. The specific ASPIN
function for anatomy \( a \) is defined as:

\[
\text{ASPIN}_a(h) = \gamma_a \left( \frac{h - \mu(h)}{\sigma(h)} \right) + \beta_a, \quad a = 1, 2, ..., A. \tag{3}
\]

where \( a \) is the index of anatomy corresponding to the current input image. It is expected that ASPIN captures anatomy-specific knowledge by learning the separate affine parameters for each anatomy. ASPIN allows the antecedent convolutional layer to capture anatomy-invariant knowledge, and the anatomy-specific information is presented by exploiting the captured statistics for the given anatomy. In this way, ASPIN is designed to compensate for the statistical difference of dataset distributions from various anatomies; and the sharable knowledge across anatomies is preserved with the shared convolutional layers.

2.3 Model Distillation

Independent models trained purely on a single anatomy capture more precise representation specifically for one dataset. Transferring the information from the fully-trained independent models to the universal model enables the network to capture more knowledge for each anatomy. To exploit the independent models’ representations, we propose model distillation to further optimize the universal model.

The trained \( f_1 \) and \( f_2 \) in Step (S1) capture the knowledge of one anatomy. As in Fig. 1 Step (S3), we distil the knowledge learnt in the third layer of each CNN-t in \( f_1 \) and \( f_2 \) to that of each uCNN-t in the pre-trained \( f_a \). The distillation is conducted by minimizing the attention transfer loss \[15\] between the independent models and the universal model. Let \( m_c \in \mathbb{R}^{H \times W}, c = 1, 2, ..., C \) be the \( c^{th} \) channel of the output activation \( h \). The spatial attention map of \( h \) is defined as \( O = \sum_{c=1}^{C} |m_c|^2 \). In each cascade \( t \), the attention transfer loss is expressed as:

\[
l_T^{\text{AT}} = \frac{||O_T^I||_1}{||O_T^I||_2} - \frac{||O_T^U||_1}{||O_T^U||_2}, \tag{4}
\]

where \( O_T^I \) and \( O_T^U \) represent the spatial attention map of the third layer in CNN-t in independent models \( (f_1 \) or \( f_2 \)) and in uCNN-t in \( f_a \), respectively. Overall, the attention transfer loss for D5C5 is \( L_{AT} = \sum_{t=1}^{5} l_T^{\text{AT}} \).

2.4 Network Training Pipeline

Individual models in Step (S1) are trained with mean-absolute-error (MAE) loss \( (L_{MAE}) \) on each of the datasets separately, to fully learn anatomy-specific knowledge. In Step (S2), the universal model is pre-trained on both datasets with \( L_{MAE} \). During the training, we sample a batch of data from the same anatomy in a round-robin fashion in each iteration, and the model with the ASPIN specific to the batch’s anatomy is optimized. This training strategy allows each dataset
to contribute to the anatomy-invariant representation learning and anatomy-specific representation learning. The pre-trained universal model is further fine-tuned in Step (S3) with combined $L_{MAE}$ and $L_{AT}$ as its loss function: $L = L_{MAE} + \omega L_{AT}$, where $\omega$ denotes a balancing coefficient between two terms. In Step (S4), when the new anatomy is available, the newly inserted ASPIN is trained with $L_{MAE}$ while freezing all the other parameters.

3 Experimental Results

3.1 Datasets And Network Configuration

We used five public datasets to evaluate the proposed method. The brain and knee datasets are large-scale DICOM images from the NYU fastMRI\(^4\) database\[^{[13,27]}\]. These datasets are used to train the individual base models in Step (S1) and the universal model in Step (2-3). Three small-scale datasets are used to evaluate the generalization ability on new anatomies in Step (S4). They are cardiac dataset from ACDC challenge\[^{[2]}\], abdomen dataset from CHAOS challenge\[^{[8,9,10]}\] and prostate dataset from Medical Segmentation Decathlon challenge\[^{[20]}\]. In total we have 310,798 brain slices, 274,079 knee slices, 25,251 cardiac slices, 1,268 abdomen slices and 904 prostate slices. For each dataset, 80% of the volumes are randomly extracted for training, 10% for validation, and 10% for testing.

In this study, all the data are emulated single-coil magnitude-only images. We cropped (brain and knee datasets) or resized (cardiac, abdomen and prostate datasets) the images into $320 \times 320$. Then, we retrospectively undersampled the Cartesian k-space with 1D Gaussian sampling pattern. The evaluation is conducted under acceleration rates of $4 \times$ and $6 \times$ using structural similarity index (SSIM) and peak signal-to-noise ratio (PSNR). We calculated and reported the mean value of the metrics for reconstructed test images.

All the experiments were carried out on NVIDIA SXM-2 Tesla V100 Accelerator Units, and the network was implemented on Pytorch. We trained networks using Adam optimizer with weight decay to prevent over-fitting. The size of all convolutional kernels is $3 \times 3$, the number of feature maps in CNN-t and uCNN-t are 32, and $\omega$ in the loss function of step 3 is empirically chosen to be 0.0001.

3.2 Algorithm Comparison

We compared the proposed universal model with two cases. In the first case, we trained five D5C5 models (“Independent”) separately for each anatomy. This is the conventional approach that has good performance but uses the most parameters. In the second case, we mixed brain and knee datasets to train a single D5C5 model (“Shared”) and then tested its generalization ability to all datasets.

The quantitative results are shown in Table\[^{[1]}\]. Comparing along the columns, we observed the proposed method has the highest PSNR and SSIM on all
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Table 1. Quantitative comparison under acceleration rates of 4× and 6×.

|                  | PSNR (dB) |                     | SSIM (%) |                     |
|------------------|-----------|---------------------|----------|---------------------|
|                  | Brain     | Knee                | Card.    | Abdo.               | Pros.      | Avg.         | Brain     | Knee                | Card.    | Abdo.               | Pros.      | Avg.         |
| Undersampled     |           |                     |          |                     |            |              | 78.69     | 76.47               | 80.62     | 75.58                | 71.55      | -              |
| Independent 4×   | 31.60     | 30.45               | 29.20    | 33.52               | 26.28      |              | 78.69     | 76.47               | 80.62     | 75.58                | 71.55      | -              |
| Shared 4×        | 40.85     | 35.46               | 37.05    | 40.81               | 30.91      | 37.02        | 97.30     | 89.84               | 96.07     | 96.79                | 86.03      | 93.21         |
| Proposed 4×      | 43.16     | 36.39               | 37.30    | 42.76               | 31.61      | 38.24        | 98.28     | 91.39               | 96.51     | 98.20                | 87.72      | 94.42         |
| w/o MD 4×        | 42.80     | 36.25               | 37.10    | 42.59               | 31.51      | 38.05        | 98.17     | 91.19               | 96.42     | 98.14                | 87.51      | 94.28         |
| Undersampled     |           |                     |          |                     |            |              | 58.47     | 60.90               | 61.87     | 51.66                | 56.57      | -              |
| Independent 6×   | 38.04     | 32.57               | 33.32    | 37.97               | 28.51      | 34.08        | 95.48     | 85.01               | 92.76     | 94.43                | 79.33      | 89.40         |
| Shared 6×        | 37.51     | 32.31               | 32.09    | 37.90               | 27.74      | 33.51        | 94.90     | 84.55               | 91.05     | 92.08                | 77.98      | 88.11         |
| Proposed 6×      | **40.03** | **33.66**           | **33.72**| **39.67**           | **29.26**  | **35.27**    | **97.02** | **87.25**           | **93.53** | **96.37**            | **81.80**  | **91.19**   |
| w/o MD 6×        | 39.49     | 33.36               | 33.50    | 39.48               | 29.13      | 34.99        | 96.63     | 86.71               | 93.23     | 96.08                | 81.41      | 90.81         |

datasets under both acceleration rates. The results of “Shared” is the lowest on all cases, which confirms that simply mixing all the datasets does not lead to an ideal model. The proposed method overcomes the issue and improved about 1.7 dB in PSNR on average under both acceleration rates. The improvement of the proposed method over “Shared” is also observed in SSIM, which records around 1.7% (4×) and 3% (6×) increase on average. The “Independent” model, optimised on each anatomy, achieved moderate performance on all datasets. The proposed method absorbed the knowledge from individual base models, and it outperformed “Independent” with considerable margin on brain and knee datasets. It is worth noting that, on the new cardiac, abdomen and prostate datasets, the proposed method also achieved superior performance to the “Independent” models. This indicates that the learned base of the universal model captures the anatomy-common knowledge and using ASPIN further allows adaptation to a new anatomy even with small-scale data. The effectiveness of the large-scale data is also seen in [3,5,16].

We visualized the reconstructed images of different anatomies under 6× acceleration in Fig.2. Both “Independent” and “Shared” reduced the artifacts presented in the undersampled images. “Proposed” further improved the reconstructed images, with clearer details and reduced error maps observed.

3.3 Ablation Study

To examine the effectiveness of the proposed ASPIN and model distillation, we further conducted ablation study. We removed Step (S3) and trained a network only with Step (S2) for the multi-anatomy reconstruction, named as “w/o MD”. In other words, “w/o MD” improves Shared with ASPIN. When generalizing on the new anatomies, the newly inserted ASPIN in “w/o MD” still needs to be trained as in Step (S4).

The effectiveness of ASPIN is illustrated by comparing “Shared” with “w/o MD” in Table [3]. We observed that “w/o MD” improves around 2dB in PSNR on brain dataset and about 1dB on knee dataset, respectively. This shows the significance of ASPIN in compensating for statistical shift when the training dataset contains data of various anatomies. Comparing “Proposed” with “w/o
Fig. 2. Visualization of reconstructed images under acceleration rates of 6×. The zoomed-in area and the error maps are presented beside the images.

we observed model distillation improved the quantitative results for brain and knee datasets on both acceleration rates. The improvement means incorporating the knowledge of individual base models in the universal model can further improve the performance. The increase in PSNR and SSIM is also consistently reported on cardiac, abdomen and prostate datasets, which further illustrates the importance of knowledge from individual base models. More ablation studies on different layer for distillation are provided in the supplementary materials, showing network with model distillation consistently outperformed “w/o MD”.

3.4 Model Complexity

A D5C5 model has 144,650 parameters, and we take it as an unit, or 1×. “Shared” uses one D5C5 model, so it has least of parameters. For “Independent”, reconstructing both brain and knee needs to train two D5C5 networks, leading to 2× parameters. To reconstruct a new anatomy, “Independent” needs another 144,650 parameters. In total, “Independent” needs 5× parameters for five anatomies. On the other hand, the proposed method only has additional parameters on ASPIN for each anatomy. One set of ASPIN for one anatomy has 1,280 parameters, so the proposed method only needs less than 0.1% of additional parameters for each anatomy. Overall, the proposed method has superior performance and only needs few additional parameters to reconstruct multiple anatomies.
4 Conclusion

We propose a novel universal deep neural network to reconstruct MRI of multiple anatomies. Experimental results demonstrate the proposed approach can reconstruct both brain and knee images, and it is easy to adapt to new small datasets while outperforming the individually trained models. While the current design is based on the popular D5C5 architecture, the proposed framework is extendable to other network architectures [28] for improved results. The current study is based on the single-coil magnitude-only images for proof-of-concept. In the future, the network can be adapted to multi-coil complex-valued datasets.

References

1. Aggarwal, H.K., Mani, M.P., Jacob, M.: MoDL: Model-based deep learning architecture for inverse problems. IEEE transactions on medical imaging 38(2), 394–405 (2018)
2. Bernard, O., Lalande, A., Zotti, C., Cervenansky, F., Yang, X., Heng, P.A., et al.: Deep learning techniques for automatic MRI cardiac multi-structures segmentation and diagnosis: is the problem solved? IEEE transactions on medical imaging 37(11), 2514–2525 (2018)
3. Dar, S.U.H., Özbey, M., Çath, A.B., Çukur, T.: A transfer-learning approach for accelerated MRI using deep neural networks. Magnetic resonance in medicine 84(2), 663–685 (2020)
4. Hammernik, K., Klatzer, T., Kobler, E., Recht, M.P., Sodickson, D.K., Pock, T., Knoll, F.: Learning a variational network for reconstruction of accelerated MRI data. Magnetic resonance in medicine 79(6), 3055–3071 (2018)
5. Han, Y., Yoo, J., Kim, H.H., Shin, H.J., Sung, K., Ye, J.C.: Deep learning with domain adaptation for accelerated projection-reconstruction MR. Magnetic resonance in medicine 80(3), 1189–1205 (2018)
6. Huang, C., Han, H., Yao, Q., Zhu, S., Zhou, S.K.: 3D U2-Net: A 3D universal u-net for multi-domain medical image segmentation. In: International Conference on Medical Image Computing and Computer-Assisted Intervention. pp. 291–299. Springer (2019)
7. Huang, X., Belongie, S.: Arbitrary style transfer in real-time with adaptive instance normalization. In: Proceedings of the IEEE International Conference on Computer Vision. pp. 1501–1510 (2017)
8. Kavur, A.E., Gezer, N.S., Bars, M., Aslan, S., Conze, P.H., Groza, V., et al.: CHAOS challenge-combined (CT-MR) healthy abdominal organ segmentation. Medical Image Analysis 69, 101950 (2021)
9. Kavur, A.E., Gezer, N.S., Bars, M., Şahin, Y., Özkan, S., Baydar, B., et al.: Comparison of semi-automatic and deep learning-based automatic methods for liver segmentation in living liver transplant donors. Diagnostic and Interventional Radiology 26(1), 11 (2020)
10. Kavur, A.E., Selver, M.A., Dicle, O., Bars, M., Gezer, N.S.: CHAOS - Combined (CT-MR) Healthy Abdominal Organ Segmentation Challenge Data (Apr 2019). https://doi.org/10.5281/zenodo.3362844
11. Knoll, F., Hammernik, K., Kobler, E., Pock, T., Recht, M.P., Sodickson, D.K.: Assessment of the generalization of learned image reconstruction and the potential for transfer learning. Magnetic resonance in medicine 81(1), 116–128 (2019)
12. Knoll, F., Murrell, T., Sriram, A., Yakubova, N., Zbontar, J., Rabbat, M., Defazio, A., et al.: Advancing machine learning for MR image reconstruction with an open competition: Overview of the 2019 fastMRI challenge. Magnetic resonance in medicine 84(6), 3054–3070 (2020)

13. Knoll, F., Zbontar, J., Sriram, A., Muckley, M.J., Bruno, M., Defazio, A., et al.: fastMRI: A publicly available raw k-space and DICOM dataset of knee images for accelerated mr image reconstruction using machine learning. Radiology: Artificial Intelligence 2(1), e190007 (2020)

14. Lustig, M., Donoho, D., Pauly, J.M.: Sparse MRI: The application of compressed sensing for rapid MR imaging. Magnetic Resonance in Medicine: An Official Journal of the International Society for Magnetic Resonance in Medicine 58(6), 1182–1195 (2007)

15. Murugesan, B., Vijayarangan, S., Sarveswaran, K., Ram, K., Sivaprakasam, M.: KD-MRI: A knowledge distillation framework for image reconstruction and image restoration in MRI workflow. In: Medical Imaging with Deep Learning. pp. 515–526. PMLR (2020)

16. Ouyang, C., Schlemper, J., Biffi, C., Seegoolam, G., Caballero, J., Price, A.N., Hajnal, J.V., Rueckert, D.: Generalising deep learning MRI reconstruction across different domains. arXiv preprint arXiv:1902.10815 (2019)

17. Qin, C., Schlemper, J., Caballero, J., Price, A.N., Hajnal, J.V., Rueckert, D.: Convolutional recurrent neural networks for dynamic MR image reconstruction. IEEE transactions on medical imaging 38(1), 280–290 (2018)

18. Recht, M.P., Zbontar, J., Sodickson, D.K., Knoll, F., Yakubova, N., Sriram, A., Murrell, T., Defazio, A., et al.: Using deep learning to accelerate knee MRI at 3T: Results of an interchangeability study. American Journal of Roentgenology 215(6), 1421–1429 (2020)

19. Schlemper, J., Caballero, J., Hajnal, J.V., Price, A.N., Rueckert, D.: A deep cascade of convolutional neural networks for dynamic MR image reconstruction. IEEE transactions on Medical Imaging 37(2), 491–503 (2017)

20. Simpson, A.L., Antonelli, M., Bakas, S., Bilello, M., Farahani, K., Van Ginneken, B., et al.: A large annotated medical image dataset for the development and evaluation of segmentation algorithms. arXiv preprint arXiv:1902.09063 (2019)

21. Sriram, A., Zbontar, J., Murrell, T., Defazio, A., Zitnick, C.L., Yakubova, N., Knoll, F., Johnson, P.: End-to-end variational networks for accelerated MRI reconstruction. In: International Conference on Medical Image Computing and Computer-Assisted Intervention. pp. 64–73. Springer (2020)

22. Sriram, A., Zbontar, J., Murrell, T., Zitnick, C.L., Defazio, A., Sodickson, D.K.: GrappaNet: Combining parallel imaging with deep learning for multi-coil MRI reconstruction. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. pp. 14315–14322 (2020)

23. Ulyanov, D., Vedaldi, A., Lempitsky, V.: Instance normalization: The missing ingredient for fast stylization. arXiv preprint arXiv:1607.08022 (2016)

24. Wang, S., Su, Z., Ying, L., Peng, X., Zhu, S., Liang, F., Feng, D., Liang, D.: Accelerating magnetic resonance imaging via deep learning. In: 2016 IEEE 13th International Symposium on Biomedical Imaging. pp. 514–517. IEEE (2016)

25. Yang, G., Yu, S., Dong, H., Slabaugh, G., Dragotti, P.L., Ye, X., et al.: DAGAN: Deep de-aliasing generative adversarial networks for fast compressed sensing MRI reconstruction. IEEE transactions on medical imaging 37(6), 1310–1321 (2017)

26. Yang, Y., Sun, J., Li, H., Xu, Z.: Deep ADMM-Net for compressive sensing MRI. In: Proceedings of the 30th international conference on neural information processing systems. pp. 10–18 (2016)
27. Zbontar, J., Knoll, F., Sriram, A., Murrell, T., Huang, Z., Muckley, M.J., et al.: fastMRI: An open dataset and benchmarks for accelerated MRI. arXiv preprint arXiv:1811.08839 (2018)

28. Zhou, B., Zhou, S.K.: DuDoRNet: Learning a dual-domain recurrent network for fast MRI reconstruction with deep T1 prior. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. pp. 4273–4282 (2020)

29. Zhou, S.K., Greenspan, H., Davatzikos, C., Duncan, J.S., van Ginneken, B., Madabhushi, A., Prince, J.L., Rueckert, D., Summers, R.M.: A review of deep learning in medical imaging: Image traits, technology trends, case studies with progress highlights, and future promises. arXiv preprint arXiv:2008.09104 (2020)

30. Zhou, S.K., Rueckert, D., Fichtinger, G.: Handbook of medical image computing and computer assisted intervention. Academic Press (2019)

5 Supplementary Materials

Table S2. Ablation studies on different layers in D5C5 for model distillation. The proposed method uses the third layer’s knowledge for distillation. w/o MD is the results without model distillation. The proposed method with model distillation consistently outperformed w/o MD, with the third layer for distillation being the best.

| Rates | Layer | Brain | Knee | Card. | Abdo. | Pros. | Avg. | Brain | Knee | Card. | Abdo. | Pros. | Avg. |
|-------|-------|-------|-------|-------|-------|-------|------|-------|-------|-------|-------|-------|------|
| 4×    | w/o MD | 42.80 | 36.25 | 37.10 | 42.59 | 31.51 | 38.05 | 98.17 | 91.19 | 96.42 | 98.14 | 87.51 | 94.29 |
|       | 1<sup>st</sup> | 43.15 | 36.37 | 37.20 | 42.73 | 31.58 | 38.21 | 98.27 | 91.37 | 96.48 | 98.19 | 87.67 | 94.40 |
|       | 2<sup>nd</sup> | 43.14 | 36.37 | 37.23 | 42.74 | 31.59 | 38.21 | 98.26 | 91.37 | 96.49 | 98.20 | 87.68 | 94.40 |
|       | 3<sup>rd</sup> | **43.16** | **36.39** | **37.30** | **42.76** | **31.61** | **38.24** | **98.28** | **91.39** | **96.51** | **98.20** | **87.72** | **94.42** |
|       | 4<sup>th</sup> | 43.14 | 36.38 | 37.19 | 42.74 | 31.60 | 38.21 | 98.27 | 91.37 | 96.48 | 98.20 | 87.70 | 94.40 |
|       | 5<sup>th</sup> | 43.14 | 36.38 | 37.24 | 42.75 | 31.60 | 38.22 | 98.27 | 91.38 | 96.49 | 98.20 | 87.70 | 94.41 |
| 6×    | w/o MD | 39.49 | 33.46 | 33.50 | 39.48 | 29.13 | 34.99 | 96.63 | 86.71 | 93.23 | 96.08 | 81.41 | 90.81 |
|       | 1<sup>st</sup> | 39.95 | 33.62 | 33.70 | 39.63 | 29.24 | 35.23 | 97.00 | 87.20 | 93.51 | 96.31 | 81.74 | 91.15 |
|       | 2<sup>nd</sup> | 39.94 | 33.61 | 33.69 | 39.62 | 29.25 | 35.22 | 96.99 | 87.22 | 93.50 | 96.28 | 81.76 | 91.15 |
|       | 3<sup>rd</sup> | **40.03** | **33.66** | **33.72** | **39.67** | **29.26** | **35.27** | **97.02** | **87.25** | **93.53** | **96.37** | **81.80** | **91.19** |
|       | 4<sup>th</sup> | 39.96 | 33.59 | 33.67 | 39.61 | 29.23 | 35.21 | 97.00 | 87.19 | 93.48 | 96.27 | 81.71 | 91.13 |
|       | 5<sup>th</sup> | 39.95 | 33.63 | 33.71 | 39.61 | 29.24 | 35.23 | 96.97 | 87.22 | 93.52 | 96.26 | 81.75 | 91.14 |