The discovery of iron-based high-$T_c$ superconductor\(^1\)\(^{-2}\) has triggered a number of studies on its superconducting mechanism and properties. It is now well-known through various experiments\(^3\)\(^{-16}\) that multiple bands contribute to the superconductivity and multiple superconducting full ($s$-wave) gaps open below the transition temperature. On the other hand, several theoretical works\(^16\)\(^{-26}\) have proposed that a sign change occurs between the $s$-wave gaps when a strong repulsion works between the quasiparticles on the disconnected Fermi surfaces. The symmetry with such a sign change has been called $\pm s$-wave\(^10\)\(^{-15}\), and its peculiar features have been intensively explored\(^16\)\(^{-26}\).

In cuprate high-$T_c$ superconductors, the experimental quest for the superconducting gap symmetry has a long history\(^27\), in which an epoch-making work was the detection of a half quantized vortex in corner or tri-crystalline junctions\(^28\). The discovery was so conclusive that such a measurement has been regarded as the most reliable way to confirm unconventional pairing symmetry since then. Is such a type of phase sensitive measurement also available for identifying $\pm s$-wave symmetry in iron-based superconductors? The answer is not so simple\(^21\), because it seems to be rather difficult for $s$-wave case to detect the sign change in spatially twisted geometries.

In this paper, we propose an alternative way based on the observation of a Josephson vortex to identify $\pm s$-wave symmetry. The size of the Josephson vortex unexpectedly enlarges for $\pm s$-wave compared to the size estimated without the sign change. Such an enlargement is widely observable in various junction configurations, e.g., a heterotic junction composed of an iron-based superconductor, an insulator, and a single-gap superconductor (SIS)\(^27\), a grain-boundary junction formed by two iron-based superconductor grains\(^26\), an intrinsic Josephson junction only for highly anisotropic compounds\(^4\), and so on. The detection will be possible if one uses the scanning superconducting quantum interference device\(^29\). In this paper, we derive the “coupled sine-Gordon equations” for the Josephson junctions with multiple tunneling paths stemming from the multigap character. The equations predict an anomalous structure for the Josephson vortex in the $\pm s$-wave case, in which the sign of the Josephson critical current density depends on the tunneling channel.

The theory of Josephson junctions with multiple tunneling channels is in great demand for examining and understanding weak link properties of multi-gap superconductors. A theoretical development was done by Brinkman \textit{et al.}\(^30\) and Agterberg \textit{et al.}\(^30\), as for MgB\(_2\) and NbSe\(_2\). The modification in the conventional Ambegaokar-Baratoff relation\(^31\) was shown in these literatures. In addition, proximity effects were studied in a heterotic structure composed of a normal metal and a multigap superconductor\(^28\). The observation of collective modes in two-gap superconductors via Josephson junctions was also proposed\(^33\). We note that a peculiar effect of the sign change between the superconducting gaps on the Josephson current was suggested by Agter-
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**FIG. 1:** Schematic for Josephson junctions with multiple tunneling channels. (a) A heterotic junction between single- and two-gap superconductors. (b) A grain-boundary junction between two-gap superconductors.
is given by studied, except for our previous work with multiple tunneling channels has been never so far studied, except for our previous work. Thus, we develop theory of Josephson vortex in such a system on the basis of a microscopic approach for Josephson junctions.

First, we examine the heterotic SIS junction. The situation is shown in Fig. 1(a), where the electrode 2 (1) is a two-(single-)gap superconductor with width $s$ ($s'$), and the superconducting phases are expressed as $\varphi^{(1)}$ and $\varphi^{(2)}$ ($\varphi'$). The free energy density on the $zz$ plane is given by

$$F = \frac{s'}{8\pi\lambda^2} (a'^2) + \sum_{i=1}^{2} \frac{s}{8\pi\lambda_i^2} (a_i^2) + V_j + \frac{d}{8\pi}(B^y)^2,$$  \(1\)

where

$$V_j = -\sum_{i=1}^{2} \frac{h_j}{e^*} \cos \theta^{(i)} - \frac{h_{jn}}{e^*} \cos \chi,$$  \(2\)

$$\theta^{(i)} = \varphi^{(i)} - \varphi' - \frac{e^*d}{hc} A^z,$$  \(3\)

$$\chi = \varphi^{(1)} - \varphi^{(2)} = \theta^{(1)} - \theta^{(2)}.$$  \(4\)

The label $i$ represents the band index ($i = 1, 2$). We define $a^x$ and $a_i^x$ as, respectively, $a^x = (hc/e^*)\partial_x \varphi' - A^x_1$ and $a_i^x = (hc/e^*)\partial_x \varphi^{(i)} - A^x_i$, where $e^* = 2e$. The penetration depth of the superconducting state in the electrode 2 (1) is written as $\lambda_i (\lambda')$. The third term in Eq. (1) describes the Josephson coupling energy. As shown in Eq. (2), the first term represents the contribution from two different tunneling channels, $j_1$ and $j_2$, and the last one is the internal Josephson coupling microscopically originating from an inter-band interaction. The sign of $J_n$ determines the relative phase difference, $\chi$ between the two order parameters in the two-gap superconducting electrode 2. When $J_n < 0$, the preferable value of $\chi$ becomes $\pi$, which corresponds to $s$-wave. The final term in Eq. (1) is the magnetic field energy, in which $B^y = d^{-1}(A^y_2 - A^y_1) - \partial_x A^z$.

Using Eq. (3) and the Euler-Lagrange equations with respect to $A^y_1$, we have

$$\sum_{i=1}^{2} \frac{\eta}{\eta_i} \partial_x \theta^{(i)} = (1 + \eta' + \tilde{\eta}) \frac{e^*d}{hc} B^y,$$  \(5\)

where $\eta' = \lambda'^2/s'd$, $\eta_i = \lambda_i^2/sd_i$, and $\tilde{\eta} = \eta_1^{-1} + \eta_2^{-1}$. Equation (5) is called modified Josephson relation. Combined Eq. (4) with the Euler-Lagrange equations with respect to $A^y_2$, we have

$$\frac{\partial^2 \theta^{(1)}}{\lambda_1^2} = \frac{1 + \eta' + \eta_1}{\lambda_1^2} \sin \theta^{(1)} + \frac{1 + \eta' + \eta_2}{\lambda_2^2} \sin \theta^{(2)} + \text{sgn}(J_n) \frac{\eta_1}{\lambda_1^2} \sin (\theta^{(1)} - \theta^{(2)}),$$  \(6\)

$$\frac{\partial^2 \theta^{(2)}}{\lambda_2^2} = \frac{1 + \eta' + \eta_1}{\lambda_1^2} \sin \theta^{(1)} + \frac{1 + \eta' + \eta_2}{\lambda_2^2} \sin \theta^{(2)} - \text{sgn}(J_n) \frac{\eta_2}{\lambda_2^2} \sin (\theta^{(1)} - \theta^{(2)}),$$  \(7\)

where $\lambda_i^2 = 4\pi d^* j_i/hc^2$ and $\lambda_{i0}^{-2} = 4\pi d^* |J_n|/hc^2$. The coefficients of the coupling terms have opposite signs. Then, we call the equations \pm coupled sine-Gordon equations. We note that \pm is not relevant to $s$-wave but common for Josephson junctions having multiple tunneling channels.

Figure 2 displays a single Josephson vortex solution numerically obtained from Eqs. (6) and (7). The spatial scale is normalized by $\lambda_1$, and the total length in the direction of $x$-axis is $L_x = 2.5\lambda_1$. The boundary condition is given by $\theta^{(1)}(-L_x/2) = 0$, $\theta^{(1)}(L_x/2) = 2\pi$, $\theta^{(2)}(-L_x/2) = \chi_0$, and $\theta^{(2)}(L_x/2) = \chi_0 + 2\pi$. The internal phase difference $\chi$ is automatically chosen so that the free energy becomes minimum. We initially choose $-\pi(0)$ for $\chi_0$ when $J_n < 0 (> 0)$, and solve Eqs. (6) and (7) iteratively. For the junction parameters, we set $\eta' = 10^3$, $\eta_1 = 10^3$, $\eta_2 = 1.56 \times 10^3$, $j_2/j_1 = 0.8$, and $|J_n|/j_1 = 5.0$. The width of the current core of the Josephson vortex for $\pm s$-wave as shown in Fig. 2(b) is much wider than that in Fig. 2(a) for $s$-wave without
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the sign change. Moreover, one finds an antisymmetric current pattern for $s\bar{s}$-wave. We can find that $\chi$ is slightly modulated around the vortex center, although it is almost fixed to be a specific constant (0 or $\pi$). Using Eq. (5), we evaluate the magnetic field distribution around the Josephson vortex, as is shown in Fig. 2(c). We find a significantly enlarged distribution for $s\bar{s}$-wave compared to $s$-wave without the sign change.

For further understanding of the above enlargement results, we turn back to Eqs. (6) and (7). When $\chi$ is rigidly fixed as 0 or $\pi$, we have the following equation, which are asymptotically valid except for the Josephson vortex core (i.e., $|x| \rightarrow \infty$):

$$\partial_x^2 \theta^{(1)} \sim \tilde{\eta}_1(\chi) \sin \theta^{(1)}, \quad \partial_x^2 \theta^{(2)} \sim \tilde{\eta}_2(\chi) \sin \theta^{(2)},$$

where $\tilde{\eta}_1(\chi) = (1 + \eta'/\tilde{\eta}_1)/\lambda_{11} + \cos \chi (1 + \eta'/\lambda_{21} + \tilde{\eta}_2(\chi) = (1 + \eta'/\lambda_{11} + \cos \chi (1 + \eta'/\tilde{\eta}_2)$. Here, we emphasize that the characteristic spatial scale in Eq. (5) strongly depends on the type of pairing symmetry. Since $\tilde{\eta}_1(\pi) < \tilde{\eta}_1(0)$, we claim that the solutions for $s\bar{s}$-wave are more widely spread than that for $s$-wave without the sign change. This asymptotic analysis well explains Figs. 2(a) and 2(b). In addition, using Eq. (5), the magnetic field distribution inside the junction is asymptotically obtained as

$$\frac{L_x d}{\Phi_0} B_y \sim A \sum_{i=1}^2 \tilde{\eta}_i \frac{2\sqrt{\tilde{\eta}_i(\chi)}}{\eta_i \cosh[\sqrt{\tilde{\eta}_i(\chi)}x]}$$

where $A = (1 + \eta' + \tilde{\eta})^{-1} L_x / 2\pi$. Thus, we clearly find that $s\bar{s}$-wave leads to an enlargement of the magnetic field distribution due to $\tilde{\eta}_1(\pi) < \tilde{\eta}_1(0)$. The origin of such an enlargement is the cancellation between multiple tunneling channels as shown in Fig. 2(b). In addition, we point out that the relative phase difference between the superconducting gaps slightly fluctuates around a fixed value when $|J_{in}| \gg J_1, J_{22}$. The asymptotic forms are valid in this case. The above qualitative discussion, Eqs. (5) and (9) does not depend on precise values of the junction parameters, as long as the condition is satisfied. On the other hand, a quantitative evaluation of the magnetic field distribution requires the detailed information of the junction parameters. We will discuss the quantitative way to identify the symmetry, i.e., $s$-wave or $s\bar{s}$-wave at the end of this paper.

Second, we examine the grain-boundary junction as schematically shown in Fig. 1(b). Both the electrodes are assumed to be identical (two-gap) superconductors. This type of junction is observed in a weak-link between grains of a polycrystalline iron-based superconductor. Alternatively, the situation is theoretically equivalent to the intrinsic junctions stacked along the c-axis. The free energy density is basically similar to Eq. (1), but there are two differences. The first term in Eq. (1) is substituted with $-\sum_{i=1}^2 (s/8\pi \lambda_i^2)(a_{x1,i})^2$, where $a_{x1,i} = (\hbar c/e^*) \partial_x \varphi^{(i)}_1 - A^i_1$. The Josephson coupling energy term is replaced by

$$V_J = -\sum_{i=1}^2 \frac{\hbar j_i}{e^*} \cos (\varphi_{2,1}^{(i)} - \varphi_{1,1}^{(i)} - \chi_1) - \frac{\hbar j_{21}}{e^*} \cos (\varphi_{1,1}^{(i)} + \chi_1) - \sum_{\ell=1}^{2} \frac{\hbar J_{in}}{e^*} \cos \chi_\ell, \quad (10)$$

where $\theta^{(i)}_{2,1} = \varphi_{2,1}^{(i)} - \varphi_{1,1}^{(i)} - (e^* d / \hbar c) A^i_{2,1}$ and $\chi_\ell = \varphi_{2,1}^{(1)} - \varphi_{2,1}^{(2)}$. The first (second) term in Eq. (10) is the intragrain (intergrain) Josephson coupling energy between the two electrodes. The interband Josephson coupling originate microscopically from incoherent (momentum nonconserved) tunneling, which is the dominant process at rough boundaries.

Repeating the same treatment as the previous case, we have the modified Josephson relation,

$$\sum_{i=1}^2 \tilde{\eta}_i \partial_x \theta^{(i)}_{2,1} = (1 + 2\tilde{\eta}) \frac{e^* d}{\hbar c} B_y^{(2,1)}$$

and the $\pm$ coupled sine-Gordon equations,

$$\partial_x^2 \theta^{(1)}_{2,1} = \frac{1 + 2\tilde{\eta}}{\lambda_{11}} \sin \theta^{(1)}_{2,1} + \frac{1}{\lambda_{21}} \sin \theta^{(2)}_{2,1} + f^{\text{inter}}\eta_1 \sin (\chi_2 - \chi_1), \quad (12)$$

$$\partial_x^2 \theta^{(2)}_{2,1} = \frac{1}{\lambda_{11}} \sin \theta^{(1)}_{2,1} + \frac{1 + 2\tilde{\eta}}{\lambda_{21}} \sin \theta^{(2)}_{2,1} - f^{\text{inter}}\eta_2 \sin (\chi_2 - \chi_1), \quad (13)$$

$$\partial_x^2 \chi_1 = \frac{\eta_1}{\lambda_{11}} \sin \theta^{(1)}_{2,1} + \frac{\eta_2}{\lambda_{21}} \sin \theta^{(2)}_{2,1} - \frac{\tilde{\eta}_1}{\lambda_{11}} \sin (\theta^{(2)}_{2,1} - \chi_1) + \frac{\tilde{\eta}_2}{\lambda_{21}} \sin (\theta^{(1)}_{2,1} + \chi_1) + f^{\text{inter}}\eta_1 \eta_2 \sin \chi_1, \quad (14)$$

where

$$f^{\text{inter}} = \frac{1 + \tilde{\eta}}{\lambda_{11}} \sin (\theta^{(2)}_{2,1} - \chi_1) + \frac{1 + \tilde{\eta}}{\lambda_{21}} \sin (\theta^{(1)}_{2,1} + \chi_1). \quad (15)$$

Another relative phase difference $\chi_2$ is determined by the identity

$$\theta^{(1)}_{2,1} - \theta^{(2)}_{2,1} = \chi_2 - \chi_1. \quad (16)$$

Equation (14) can be regarded as the sine-Gordon equation with respect to an interband phase difference.

Assuming the physical situation in which superconductivity fully grows in each superconducting electrode and $\chi_1$ and $\chi_2$ are fixed as the same specific value inside the grain, we choose $\theta^{(i)}_{2,1} (L_x/2) = 0$, $\theta^{(i)}_{2,1} (L_x/2) = 0$, $\chi_1 (L_x/2) = \chi_0$ as the boundary condition for the single Josephson vortex. We choose $\pi (0)$ as $\chi_0$ when $J_{in} < 0 (> 0)$. From Eq. (10), we
have \( \chi_2(-L_x/2) = \chi_2(L_x/2) = \chi_0 \). Figure 3 displays the single Josephson vortex solution. The ratios, \( j_{12}/j_1 = j_{21}/j_1 = 0.6 \), and the values of the other junction parameters are the same as the previous. Figures 3(a) and 3(b) shows the shape of the single vortex solution for \( s \)-wave without the sign change and \( \pm s \)-wave, respectively. The \( \pm s \)-wave superconductivity leads to \( \chi_i(\pi) \). Thus, Eq. 16 means that no phase difference between \( \theta_{j,1}^{(1)} \) and \( \theta_{j,1}^{(2)} \) appears even though the electrodes are \( \pm s \)-wave superconductors. We find that no antisymmetric current pattern for \( s \)-wave appears. Figure 3(c) shows the spatial distribution of the magnetic field, which is evaluated via Eq. 11. We find the enlarging \( \Delta S \) in the case of \( j_{12}/j_1 = j_{21}/j_1 = 0.6 \). The magnetic field penetrating into the Josephson junction for the \( s \)-wave symmetry without sign change. The resistance of the junction in the normal state associated with the tunneling channel \( j_1 \) is written as \( R_{n,j} \). We note that \( R_{n,j} = r_{n,1} + r_{n,2} \) and \( j_{2}/j_1 = j_{12}/j_1 = \Delta^2/\Delta^0 \). We define \( \Delta^i \) as \( \Delta^i = 2\Delta_{k,i} K(k_i)/\pi \), where \( \Delta_{k,i} = \min\{\Delta_s, \Delta^i\} \), \( k_i = [1 - (\Delta_{k,i}/\Delta^i)^2]^{1/2} \), and \( K(k_i) \) is the complete elliptic integral of the first kind. The superconducting gap amplitude in the electrode 1 (2) is written as \( \Delta^i \) (\( \Delta^j \)) as shown in Fig. 4(a). Here, an important point is that the quantity \( \Delta^i \) depends on only the superconducting gap amplitudes. The direct evaluation of each resistance, \( r_{n,1} \) or \( r_{n,2} \), is not practical, but the combined one \( R_n \) is measurable in the normal state. Thus, one can evaluate \( J_c^0 \) from \( R_n \) and \( \Delta_n \), both of which are supposed to be experimentally measured, and define a spatial scale \( \lambda_c^0 = (\hbar c/\pi e^2 J_c^0) \). Normalizing Eqs. 6 and 7 via \( \lambda_c^0 \), we can find that the equations have a free parameter \( r = r_{n,1}/r_{n,2} \). Next, we estimate the magnetic field distribution by employing Eq. 6. We also check the dependence of \( r \) on the magnetic field distribution. Figure 4(a) shows distributions of the magnetic field obtained from Eq. 6 in various \( r \) for the \( s \)-wave without the sign change. We then find that \( r \) dependence of the distribution is not at all significant. Hence, one can adopt the result for \( r = 1 \) as a theoretical prediction for no sign change. Figure 4(b) presents a comparison with the \( \pm s \)-wave case. We find that the field distributions in the \( \pm s \)-wave case are much wider than that in the case without sign change except for the cases, e.g., \( r = 1/9 \) or \( r = 9/1 \). When \( r = 1/9 \), \( j_{2}/j_1 \approx 0.09 \), indicating that one of the multiple tunneling channels is inactive and the system is approximately described by a single-channel junction. This is not the case of the present iron-based superconductors. We emphasize that the magnetic field distribution of the Josephson vortex for the \( \pm s \)-wave su-
perconductivity never obeys the prediction on the basis of the s-wave without the sign change except for such extreme cases. In other words, the observed length of the magnetic field extent is much larger than the theoretical size for the s-wave symmetry.

In conclusion, we studied the single Josephson vortex solutions in the heterotic SIS Josephson and the grain-boundary junctions, and revealed an anomalous enlargement of the vortex core size for ±s-wave compared to the size estimated by the Ambegaokar-Baratoff relation for no sign change. All phenomena were explained on the basis of the cancellation between different tunneling channels due to the ±s-wave superconductivity. As for the heterotic SIS Josephson junction, the cancellation appears between the two Josephson currents $j_1$ and $j_2$. On the other hand, the cancellation between the intra- and inter-grain Josephson currents occurs in the case of the grain-boundary junction. Such a cancellation leads to an effective change in a characteristic spatial length (e.g., penetration depth). Consequently, the Josephson vortex widely provides a reliable way to detect the gap symmetry in iron-based superconductors.
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