Homogenization and transport equations: the case of desert and sand piles
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Abstract
In this paper we build models for short-term, mean-term and long-term dynamics of dune in desert. They are models that are degenerated parabolic equations which are, moreover, singularly perturbed. We, then give existence and uniqueness results for the models, followed by homogenization ones and a corrector result is given.
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1 Introduction
This paper deals about sand transport problems in desert. Desertification is a natural phenomenon caused by climate variations and now days by human activities. The problem of aeolian transport of sand, which aroused from few years many research represents interest from the physicians community of granular media. The aim ultimately is to achieve a comprehensive understanding of sand transport by wind, in order to understand the phenomena of formation and migration of the dunes in desert environments. This represents a challenge scientifically. First, the wind flow in the atmosphere is unsteady, turbulent and influenced by the earth’s topography. The modeling of turbulent
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flows still raises many questions. The objective will be to study mathematically, deformation and spread sand dunes under the flow effect of the air. First we will explain how to build models with participation of parameters and framework. Then we plan to do a study theoretical mathematical models proposed. This mathematical study will focus on the homogenization of tools by considering a periodic environment.

The location of the dune forms is directly dependent on the particle size of the soil particles. The wind exerts its action on well-defined size of materials.

Dune formation is related to the movement of sand particles. There are three different ways of driving the particles: saltation, creeping on the surface and the suspension.

- **Saltation:**
  The initial movement of soil particles is a series of jumps. The particle diameter saltation is between 0.5 and 1.1 mm. After jumping, the particles fall under the action of gravity. The descending portion of the path is inclined towards the ground and substantially straight. Few particles reach an altitude of over 1 m and about 90 per cent of them are less than jumps 30 cm. The horizontal amplitude of a jump is generally between 0.5 and 1 m.

The saltation phenomenon is essential to initiate wind erosion. It is because of the two other modes of soil components by the wind creeping surface and airborne.

- **The creep surface**
  Particles of larger size roll or slide overground. Too heavy to be lifted, their movement is triggered by the impact of particles saltation rather than by the action of the wind. The particles which move and have diameters between 0.5 and 2 mm depending on their density and wind speed.

- **Suspension**
  Generally fine dust can be swept away as if they were projected into the air by the impact of larger grains. Once arrived in the turbulent layer they can be raised to great heights by air updrafts and form dust clouds often reaching heights of 3-4000 meters. Although their appearance may be impressive, the essential mechanism of wind erosion remains saltation because without such clouds could occur. For additional details see \[2, 4, 5, 6\].

The paper is organized as follows: In the second section we give the modeling of sand transport problems. In the section 3, we give existence and uniqueness result for the models. The section 4 deals with homogenized method and a corrector result is also given in the last section.

## 2 Models of interest

In this section, we present several models of linear parabolic equations described phenomena of transport. These models derived from the Exner equation, which models sand transport. It is given by the expression

\[
\frac{\partial z}{\partial t} + \frac{1}{1 - p} \nabla \cdot q = 0, \tag{2.1}
\]

where \(p\) is the porosity of the surface i.e. the percentage of void in the sediment, \(q\) is the sand volume flow and \(z = z(x, t)\) is the height of the layer of sediment in position \(x\) and at time \(t\).

The flow of materials transported consider the flow \(q_r\) rated thrust and the quantity being transported in suspension \(q_s\). There are two approaches to determine \(q\) : the first one is to estimate separately the flows \(q_r\) and \(q_s\) and to sum to obtain the total flux and the second one is to estimate directly the total flow.
2 Models of interest

- The flow from the substances carried in suspension $q_s$ expressed in $m^2.s^{-1}$ by:
  \[ q_s = \int_{y_0}^{\eta} u_p(x, y, t)\phi(x, y, t) dy, \]
  with $\eta$ being the free surface of the fluid, $y_0$ the thickness of the movable bottom layer, $u_p(x, y, t)$ is the speed of a grain and $\phi(x, y, t)$ is the sediment concentration.

- The flow from the materials transported by thrusting: We will mention some approaches
  b-1. Du Bays pioneering approach: $q_r = C_B F_c (F_c - F_0)$
  where $F_c$ is the shear stress, $C_B$ stands for the characteristic coefficient of the flow and $F_0$ depends on layer thickness
  b-2. The Yang approach: $q_r = \frac{k}{k'\rho g U^2 (U^2 - U_s^2)}$
  where $U$ is the flow velocity, $g$ is the gravity, $\rho$ is the density, $U_s$ is the flow of power and $C$ is the friction coefficient.

So we shall mention a few of them according to the flow and friction velocity. These approaches are based on the Saint-Venant and Navier Stokes equations.

1. The first is related to the speed and is proposed by Gekerma [9]. It is given by
   \[ q = \alpha \left| \frac{u}{|u|} \right|^3 u - \Gamma \nabla z, \]  
   where $z$ is the height of the layer of sediment, $\alpha$ proportional to the coefficient drag is taken to equal to $10^{-4}m^{-1}s^2$, $1 < \Gamma < 3$ is a constant and $u$ stands for the velocity of the winds.

2. Bagnold flow is based on an energy approach and is modified by Gadd et al by including a critical speed for moving [4, 8]. The flow $q_{s0}$ is given by
   \[ q_{s0} = B_G \left( \frac{u(z) - u_c(z)}{\varphi_s} \right)^3. \]  
   assume $z = 1$ below the bottom, the hypothesis logarithmic wire is satisfied.
   \[ u(z = 1) = \frac{\sqrt{\tau_b}}{k\sqrt{\tau}} \ln \frac{7.5}{D_G} \]  
   which gives
   \[ q_{s0} = \alpha (|\tau|^{\frac{1}{b}} - \tau_b^{\frac{1}{b}})^3 \]  
   The total flow is then given by
   \[ q_s = q_{s0} \left( \frac{u}{|u|} - \lambda_s \nabla z, \right) \]  
   where $u$ is the fluid velocity and $\lambda_s$ is the inverse value of the maximum slope of the sediment surface when the velocity is 0.
3. The flow of Komarova et al. [10, 11] is given by

\[ q = \alpha |\tau|^\frac{1}{2} \left( \tau - \Gamma \nabla z \right), \tag{2.7} \]

with $\Gamma$ can take values between $\frac{1}{2}$ and 6 and $\tau$ is given by $\tau = \rho \frac{|u|^3}{C^3 |u|}$, where $u$ is the velocity of the wind, $\rho$ the area density. Komarova et al. [10] consider that the speed is zero in bed bottom. The speed of fluid in the bed bottom is not the parameter that moves the grains size but the wall friction.

From these different flows of transport, we obtain different models describing the transport of the sand. Thus, injecting (2.2), (2.6), (2.7) in (2.1), we get different formulas modeling the sand transport in the desert. The first one of sand transportation due to Gekema is given by:

\[ \frac{\partial z}{\partial t} - \frac{\Gamma}{1 - p} \Delta z = - \frac{\alpha}{1 - p} \nabla \cdot \left( |u|^3 \frac{u}{|u|} \right), \tag{2.8} \]

This partial differential equation is called the Gekema’s model. The model due to Bagnold is given by

\[ \frac{\partial z}{\partial t} - \frac{\Gamma}{1 - p} \nabla \cdot \left( \alpha |\tau|^b |\nabla z| - \lambda s \nabla z \right) = 0, \tag{2.9} \]

and the Komarova’s one is given by

\[ \frac{\partial z}{\partial t} - \frac{\Gamma}{1 - p} \nabla \cdot \left( \alpha |\tau|^b \nabla z \right) = - \frac{1}{1 - p} \nabla \cdot \left( \alpha |\tau|^b \tau \right). \tag{2.10} \]

2.1 Scaling and parameterized models

In this section, we shall do the scaling techniques on the equations (2.8), (2.9), (2.10) to write their dimensionless versions. Let us introduce a characteristic time $\bar{t}$ and a characteristic length $\bar{L}$, then

\[ t = t' \bar{t}, \quad x = x' \bar{L}, \tag{2.11} \]

where $t'$ and $x'$ are the dimensionless variables. Let us introduce also the characteristic height of the dunes and velocity of wind by

\[ z(t', \bar{t} \bar{L}) = z'(t, x) \bar{z}, \quad \text{and} \quad u(t', \bar{t} \bar{L}) = u'(t, x) \bar{u}, \tag{2.12} \]

where $z'$ and $u'$ are the rescaled variables.

We shall, in the sequel give dimensionless models already stated previously. Using (2.11) and (2.12) and the fact that $\frac{\partial z'}{\partial t'} = \frac{\bar{t}}{\bar{t}} \frac{\partial z}{\partial t}$ and $\Delta z = \frac{\bar{L}^2}{L^2} \Delta z'$ we get for the Gekema model’s

\[ \frac{\partial z'}{\partial t'} - \frac{\bar{t} \bar{L}}{(1 - p) L^2} \Delta z' = - \frac{\bar{t}}{\bar{t}} \frac{\alpha \bar{u}^3}{(1 - p) \bar{L}^2} \nabla' \cdot \left( |u'|^3 \frac{u'}{|u'}| \right), \tag{2.13} \]

The dimensionless Bagnold model’s is given by

\[ \frac{\partial z'}{\partial t'} - \frac{\lambda \alpha \bar{t} \bar{u}^3 |\nabla' \cdot \left( (|u'| - u_c)^3 \nabla' z \right)}{L^2 (1 - p) \bar{C}^3 \bar{L}} = \frac{\alpha \rho \bar{u}^3 \bar{L}^3}{L(1 - p) \bar{C}^3 \bar{z}} \cdot \nabla' \cdot \left( (|u'| - u_c)^3 \frac{u'}{|u'|} \right), \tag{2.14} \]
where \( C = \frac{1}{k} \ln \left( \frac{30z}{D_G} \right) \) with \( D_G \) is the diameter of the sand grains.

The last model, due to Komarova is given by

\[
\frac{\partial z'}{\partial t'} - \frac{t_\Lambda}{(1 - p) L^2} \zeta \cdot (|\zeta|^b \nabla z') = \frac{-\alpha \zeta^b}{\bar{z}(1 - p)} \nabla' \cdot (|\zeta'|^b \zeta').
\]  \hspace{1cm} (2.15)

Having these dimensionless models, we shall fix the characteristic values corresponding to different situations of dunes. We will consider short, mean and long-term dynamics of the sand dunes of the desert. In this work, we consider various situations

A) A dynamical study of deformation of dunes in the short term

Consider a small dune height \( z = 1m \) course 300m/year. The mean residence time of the grains in these cases the dunes is worth \( \bar{t} = 100 \text{days} \sim 2400 \text{hours} \sim 8.610^6 \text{s} \). \( \bar{t} \) will be compared to the average period of day and night alternately winds which is of the order of \( \frac{1}{w} = 13 \text{hours} = 4.710^4 \text{s} \).

We then get a small parameter \( \epsilon \) given by \( \epsilon = \frac{1}{\bar{t}w} = \frac{1}{200} \).

In addition, the magnitude coefficient \( \frac{\Lambda}{\bar{p}} \) is 1, then we get \( \frac{\Lambda}{\bar{p}} = 1 \) and \( \frac{\bar{p}}{w} = 2 \).

In the sequel, we are going to estimate the coefficients of the dimensionless models (2.13), (2.14), (2.15) to obtain their parameterized model.

A-1) Gerkerma’s model is given by:

\[
\frac{\partial z'}{\partial t'} - \frac{t_\Lambda}{(1 - p) L^2} \zeta \cdot (|\zeta|^b \nabla z') = \frac{-\alpha \zeta^b}{\bar{z}(1 - p)} \nabla' \cdot (|\zeta'|^b \zeta'),
\]  \hspace{1cm} (2.16)

with \( \alpha = 10^{-4} m^{-1} s^2 \) and we take \( \Lambda = 3, \bar{u} = 1m/s, \bar{L} = 300m, \bar{z} = 1m \) and \( \bar{t} = 1 \text{month} \).

We first calculate the coefficients of the equation:

\[
\frac{1}{\bar{w}} \zeta \sim \frac{1}{200} \zeta \approx \zeta,
\]

\[
\frac{t_\Lambda}{(1 - p) L^2} \approx \frac{3}{\zeta},
\]

\[
\frac{\bar{z}(1 - p) L}{10 \bar{u}^3} \approx 6.
\]

So finally we get the following model:

\[
\frac{\partial z'}{\partial t'} - \frac{3}{\zeta} \Delta z' = 6 \nabla' \cdot (|\zeta'|^3 \frac{u'}{|u'|}),
\]  \hspace{1cm} (2.17)

A-2) The Komarova’s model is given by:

\[
\frac{\partial z'}{\partial t'} + \frac{1}{1 - p} \nabla' \cdot (\alpha |\zeta|^b \zeta) - \frac{1}{1 - p} \nabla' \cdot (\Lambda \alpha |\zeta|^b \nabla' f) = 0 \quad b = 1/2
\]  \hspace{1cm} (2.18)

with \( \Lambda = 6 \) and \( \alpha = 100 \). The shear stress \( \tau \) is given by the relation \( \tau = \rho \frac{|u|^2}{C |u|} \) with \( \rho \) standing for the area density, \( C = \frac{1}{k} ln(\frac{30z}{D_G}) \) with \( D_G \) being the sand grain diameter. After nondimensionalization of the equation we get:

\[
\frac{\partial z'}{\partial t'} + \frac{\alpha \bar{u}^3 \rho^{3/2} t_\Lambda}{\bar{z}(1 - p) C^3 L} \nabla' \cdot (|\zeta'|^3 u') - \frac{\bar{u}^{1/2} \bar{z} t_\Lambda}{(1 - p) C^3 L^2} \nabla' \cdot (|u'| \nabla z') = 0
\]  \hspace{1cm} (2.19)

with \( \Lambda = 6 \) and \( \alpha = 100 \). In this case we take the sand grain diameter \( D_G = 3 \times 10^{-4} \) and \( k = 0, 4 \).

So, we can calculate the parameters in the equation:

\[
\frac{1}{\bar{w}} \zeta \approx \frac{1}{200} \zeta \approx \zeta,
\]

\[
C = \frac{1}{k} ln(\frac{30z}{D_G}) \approx 33, 5,
\]
\[ \frac{\alpha \bar{u}^3 \rho^{3/2} \bar{t}}{\bar{z}(1 - p) C^3 L} \simeq \frac{3}{2 \varepsilon} \],
\[ \frac{\bar{u} \rho^{1/2} \bar{t} \Lambda \alpha}{(1 - p) C L^2} \simeq \frac{3}{\bar{z}}, \]
with \(( \bar{u} = 1 m/s, \bar{L} = 300 m, \bar{z} = 1 m, \bar{t} = 100 days). \]
So finally we get the following model:
\[ \frac{\partial z'}{\partial t'} + \left( \frac{3}{2 \varepsilon} \nabla' \cdot (|u'|^2 u') - \frac{3}{\varepsilon} \nabla' \cdot (|u'| \nabla' z') \right) = 0 \tag{2.20} \]

**B) Dynamic study of deformation of mean term of dunes**

In the case of residence in medium term dunes, we consider a large dune height \( z = 10 m \) travels \( 30 m/years \). The mean residence time of the grains in these cases the dunes is 8 years so we have \( \frac{1}{\bar{w}} = 4 days \) the average period between two weather depressions, \( \bar{L} = 30 m, \bar{z} = 10 m, \bar{t} = 8 years \), \( \bar{u} = 1 m/s, \frac{\Lambda}{1 - p} = 1 \) and \( \frac{1}{\bar{t} - p} = 2 \).

**B-1) The Gerkerma’s model is given by:**
\[ \frac{\partial z'}{\partial t'} - \frac{\bar{t} \bar{L} (1 - p) \bar{L}}{(1 - p) L^2} \Delta z' = - \frac{\bar{t} \alpha \bar{u}^3}{\bar{z} (1 - p) L} \nabla' \cdot (|u'|^3 \frac{u'}{|u'|}) \tag{2.21} \]
with \( \alpha = 10^{-4} m^{-1} s^2 \) and we take \( \Lambda = 3 \).

First we calculate the factors of the equation
\[ \frac{1}{\bar{w}} = \frac{8 \times 365 \text{days}}{4 \text{days}} \simeq 10^{-3}, \]
\[ \frac{\bar{t} \bar{L}}{(1 - p) L^2} \simeq \frac{16}{\varepsilon}, \]
\[ \frac{\bar{t} \alpha \bar{u}^3}{\bar{z} (1 - p) L} \simeq \frac{1}{4 \varepsilon}. \]
Then we have the following model:
\[ \frac{\partial z'}{\partial t'} - \frac{16}{\varepsilon} \Delta z' = - \frac{1}{4 \varepsilon} \nabla' \cdot (|u'|^3 \frac{u'}{|u'|}). \tag{2.22} \]

**B-2) The Komarova’s model is given by:**
\[ \frac{\partial z'}{\partial t'} + \frac{\alpha \bar{u}^3 \rho^{3/2} \bar{t}}{\bar{z}(1 - p) C^3 L} \nabla' \cdot (|u'|^2 u') - \frac{\bar{u} \rho^{1/2} \bar{t} \Lambda \alpha}{(1 - p) C^3 L^2} \nabla' \cdot (|u'| \nabla' z') = 0 \tag{2.23} \]
with \( \Lambda = 6, \alpha = 100, \bar{L} = 100m, \bar{z} = 10m, \bar{t} = 8 \text{years} \) and \( \bar{u} = 1 m/s \).

In this case we take the sand grain diameter \( D_G = 3 \times 10^{-4} \) and \( k = 0.4 \). So we can calculate the parameters of the equation:
\[ \frac{1}{\bar{w}} = \frac{8 \times 365 \text{days}}{4 \text{days}} \simeq 10^{-3}, \]
\[ C = \frac{2}{\varepsilon} \ln\left(\frac{40}{D_G^2}\right) = 34.5, \]
\[ \frac{\alpha \bar{u}^3 \rho^{3/2} \bar{t}}{\bar{z}(1 - p) C^3 L} = \frac{1}{10 \varepsilon}, \]
\[ \frac{\bar{u} \rho^{1/2} \bar{t} \Lambda \alpha}{(1 - p) C L^2} = \frac{39}{\varepsilon}, \]
then, we have:
2 Models of interest

\[ \frac{\partial z'}{\partial t'} + \frac{1}{10\varepsilon} \nabla' \cdot (|u'|^2 u') - \frac{39}{\varepsilon} \nabla' \cdot (|u'| \nabla' z') = 0 \]  \hfill (2.24)

C) Dynamic study of long-term deformation of dunes

In the case of residence in medium term dunes, we consider a large dune height \( \bar{z} = 50m \) travels 300m/years. In these cases, the dunes are 2 centuries which will be compared to the average annual period is cyclical winds of about \( \frac{1}{w} = 1 \) year. Furthermore, the order of magnitude of coefficient \( \frac{\Lambda}{1-p} \) is 1 then we get \( \frac{\Lambda}{1-p} = 1 \) and \( \frac{1}{1-p} = 2 \)

C-1) The Gerkerma’s model is given by:

\[ \frac{\partial z'}{\partial t'} - \frac{t\Lambda}{(1-p)L^2} \nabla' z' = -\bar{t} \frac{\alpha \bar{u}^3}{\bar{z}(1-p)\bar{L}} \nabla' \cdot (|u'|^3 \frac{u'}{|u'|}) \]  \hfill (2.25)

with \( \alpha = 10^{-4}m^{-1}s^2 \) and we take \( \Lambda = 3 \), \( \bar{u} = 1m/s \), \( \bar{L} = 300m \) and \( \bar{z} = 50m \).

We first calculate the factors of the equation:

\[ \frac{1}{\bar{w}t} \approx \frac{1}{200 \approx \varepsilon}, \]
\[ \frac{1}{(1-p)L^2} \approx \frac{\bar{z}}{2\pi}, \]
\[ \frac{1}{\bar{t} \bar{u}^3} \approx \frac{\bar{z}}{2\bar{u}}. \]

Then we have the following model:

\[ \frac{\partial z'}{\partial t'} - \frac{5}{4\varepsilon^2} \Delta z' = \frac{1}{2\varepsilon} \nabla' \cdot (|u'|^3 \frac{u'}{|u'|}) \]  \hfill (2.26)

C-2) The Komorava’s model is given by:

\[ \frac{\partial z'}{\partial t'} + \frac{\alpha u^3 \rho^{3/2} \bar{t}}{\bar{z}(1-p)C^3 \bar{L}} \nabla' \cdot (|u'|^2 u') - \frac{\bar{u} \rho^{1/2} \bar{t} \Lambda \alpha}{(1-p)C^3 \bar{L}^2} \nabla' \cdot (|u'| \nabla' z') = 0 \]  \hfill (2.27)

with \( \Lambda = 6 \), \( \alpha = 100 \), \( \bar{L} = 300m \), \( \bar{z} = 50m \), \( \bar{t} = 200\bar{a}ns \) and \( \bar{u} = 1m/s \).

We take the sand grain diameter \( D_G = 3 \times 10^{-4}m \) and \( k = 0.4 \). Then we have:

\[ \frac{1}{\bar{w}t} = \frac{1}{200 \bar{a}ns} \approx 0.005 \approx \varepsilon, \]
\[ C = \frac{1}{k} \ln\left(\frac{30\bar{G}}{2\bar{z}}\right) = 39, \]
\[ \frac{\alpha \bar{u}^3 \rho^{3/2} \bar{t}}{\bar{z}(1-p)C^3 \bar{L}} \approx \frac{9}{\varepsilon}, \]
\[ \frac{\bar{u} \rho^{1/2} \bar{t} \Lambda \alpha}{(1-p)C^3 \bar{L}^2} \approx \frac{5}{8\varepsilon^2}. \]

By replacing the parameters in the equation we get:

\[ \frac{\partial z'}{\partial t'} + \frac{9}{\varepsilon} \nabla' \cdot (|u'|^2 u') - \frac{5}{8\varepsilon^2} \nabla' \cdot (|u'| \nabla' z') = 0. \]  \hfill (2.28)

In all the following, we will remove the ‘ and consider that \( z'(t, x) = z'(t, x) \).
3 Existence results and uniqueness

In this section, we are going to quote the different results of the paper. The models in the short, mean and long term dynamics of sandbanks in the desert can be rewritten as follows:

\[
\begin{aligned}
\frac{\partial z^i}{\partial t} - \frac{\nu}{\gamma} \nabla \cdot (g^i(t, x) \nabla z^i) = \frac{b}{\gamma} \nabla \cdot f^i(t, x) & \quad |0, T) \times T^2, \\
z^i(0, x) = z_0(x), & \quad x \in T^2,
\end{aligned}
\] (3.1)

where \(i = 0, 1, j = 0, 1, 2, \ z_0 \in L^2(T^2), \ z_0 \in L^2(T^2)\) and

\[
f^i(t, x) = \left( g_a(\| u^i(t, x) \|) \frac{u^i(t, x)}{\| u^i(t, x) \|} \right), \quad \text{and} \quad g^i(t, x) = g_a(\| u^i(t, x) \|),
\]

where \(g_a \) and \(g_c\) satisfy the following hypotheses.

\[
\begin{aligned}
g_a \geq g_c \geq 0, \quad g_c(0) = g_c'(0) = 0, \\
\exists d \geq 0, \sup_{u \in \mathbb{R}^n} g_a(u) + \sup_{u \in \mathbb{R}^n} g_c(u) \leq d, \quad \sup_{u \in \mathbb{R}^n} g_a(u) + \sup_{u \in \mathbb{R}^n} g_c'(u) \leq d, \quad (3.3)
\end{aligned}
\]

Equation (3.1) obtained in the models of sand transportation is similar to the one obtained in [7], but (3.1) is more general because it contains more cases.

The vectors fields \(u^i : [0, T) \times T^2 \rightarrow \mathbb{R}^2\) is the dimensionless wind velocity.

At first, we shall establish existence and uniqueness of \(z^i(t, x)\) solution to (3.1). And in the second case, we prove estimates in norms of \(z^i\), which do not depends on \(\epsilon\).

3.1 Existence and uniqueness for a weak solution

Let us first suppose that

\[
|f^i|, \ |\nabla \cdot f^i(t, x)| \leq c^i \gamma, \quad i = 0, 1,
\]

where \(c^i\) is a constant not depending on \(\epsilon\).

**Theorem 3.1** Let \(\epsilon > 0, \ a > 0\) and \(b\) and \(c\) reals. Under hypotheses (3.3) and (3.4) and if \(z_0 \in H^1(T^2)\), for any \(T > 0\), there exists a unique solution \(z^i \in L^2(0, T], L^2(T^2))\) to (3.1) satisfying

\[
\int_{T^2} \frac{\partial z^i}{\partial t} dx = 0,
\]

and

\[
\|z^i\|_{L^2(0, T) \times T^2} \leq \gamma.
\]

Before proving the above main existence result we need to show preliminaries key results. As the diffusion coefficient of equation (3.1) may cancel, we will start by regularizing equation (3.1). Let \(\nu > 0\), we consider the following regularizing equation:

\[
\begin{aligned}
\frac{\partial z^{i, \nu}}{\partial t} - \frac{\nu}{\gamma} \nabla \cdot ((g^i(t, x) + \nu) \nabla z^{i, \nu}) = \frac{b}{\gamma} (f^i(t, x)) & \quad \text{in} \ [0, T) \times T^2, \\
z^{i, \nu}(0, x) = z_0(x) & \quad \text{in} \ T^2.
\end{aligned}
\]

They are stated and showed as follows.
PROPOSITION 3.2 Under the same hypotheses as in theorem 3.1 for all $\epsilon > 0$, for all $\nu > 0$ there exists a unique solution $z^{\epsilon,\nu} \in L^2([0,T),L^2(T^2))$ to (3.7).

**Proof** Let $z_1^{\epsilon,\nu}$ and $z_2^{\epsilon,\nu}$ two solutions of (3.7). Their difference is solution to
\[
\begin{align*}
\frac{\partial(z_1^{\epsilon,\nu} - z_2^{\epsilon,\nu})}{\partial t} - \frac{\partial}{\partial x} \nabla \cdot ((g'(t,x) + \nu)\nabla (z_1^{\epsilon,\nu} - z_2^{\epsilon,\nu})) &= 0 \text{ in } [0,T) \times T^2, \\
z_1^{\epsilon,\nu}(0,x) - z_2^{\epsilon,\nu}(0,x) &= 0 \text{ in } T^2,
\end{align*}
\]
Multiplying (3.8) by $(z_1^{\epsilon,\nu} - z_2^{\epsilon,\nu})$ and integrating over $T^2$ we get
\[
\frac{1}{2} \frac{d}{dt}\|z_1^{\epsilon,\nu} - z_2^{\epsilon,\nu}\|^2 + \frac{a}{\epsilon^j} \int_{T^2} (g' + \nu)|\nabla z_1^{\epsilon,\nu} - z_2^{\epsilon,\nu}|^2 dx = 0,
\]
which gives because of the positivity of the second term of the equality
\[
\frac{1}{2} \frac{d}{dt}\|z_1^{\epsilon,\nu} - z_2^{\epsilon,\nu}\|^2 \leq 0.
\]
Integrating this last equality from 0 to $t$, we get
\[
\|z_1^{\epsilon,\nu}(t) - z_2^{\epsilon,\nu}(t)\|^2 \leq 0.
\]
From this last equality, we get $z_1^{\epsilon,\nu}(t) = z_2^{\epsilon,\nu}(t)$, $\forall t \in [0,T)$, which gives uniqueness. Existence of $z^{\epsilon,\nu}$ follows from adaptations of results of Ladyzenskaja, Solonnikov and Ural’Ceva [13] and Lions [14]. In the following, we prove estimates of $z^{\epsilon,\nu}$ solution to (3.7) which does not depend on $\nu$ and $\epsilon$.

PROPOSITION 3.3 Under the same hypotheses as in the theorem 3.1 $\forall \nu > 0$ the sequence of solutions $z^{\epsilon,\nu}$ solution to (3.7) satisfies the following inequalities:
\[
\|z^{\epsilon,\nu}\|_{L^\infty([0,T),L^2(T^2))} \leq \sqrt{\|z_0\|^2 + 2b^2\gamma T},
\]
\[
\|\nabla z^{\epsilon,\nu}\|^2_{L^\infty([0,T),L^2(T^2))} \leq \frac{e^j}{aG_{thr}} (\|z_0\|^2 + 2b^2\gamma), \quad j = 0, 1.
\]
\[
\|\frac{\partial z^{\epsilon,\nu}}{\partial t}\|_{L^2([0,T),L^2(T^2))} \leq \frac{e^j}{G_{thr}} b^2\gamma, \quad j = 0, 1.
\]

**Proof** For all $\epsilon > 0$, $i = 0, 1$, $j = 0, 1, 2$ multiplying (3.7) by $z^{\epsilon,\nu}$ and integrating over $T^2$, we obtain
\[
\frac{1}{2} \frac{d\|z^{\epsilon,\nu}\|^2}{dt} + \int_{T^2} \frac{a}{\epsilon^j} ((g' + \nu)|\nabla z^{\epsilon,\nu}|^2 dx \leq \int_{T^2} \frac{b}{\epsilon^j} |f|^2 |\nabla z^{\epsilon,\nu}| dx.
\]
Integrating (3.14) from 0 to $T$ we get
\[
\frac{1}{2}\|z^{\epsilon,\nu}(T)\|^2 + \int_0^T \int_{T^2} \frac{a}{\epsilon^j} ((g' + \nu)|\nabla z^{\epsilon,\nu}|^2 dx dt \leq \frac{b\gamma}{\epsilon^j} \int_0^T \left( \int_{T^2} |\nabla z^{\epsilon,\nu}|^2 dx \right)^{\frac{\nu}{2}} dt + \frac{1}{2}\|z_0\|^2.
\]
From this last inequality, using (3.13), we get:
\[
G_{thr} \int_0^T \int_{T^2} |\nabla z^{\epsilon,\nu}|^2 \leq \frac{b\gamma e^j}{a} \int_0^T \left( \int_{T^2} |\nabla z^{\epsilon,\nu}| dx \right)^{\frac{\nu}{2}} dt + \frac{e^j}{2a}\|z_0\|^2.
\]
There exists a constant $\tilde{\gamma}$ depending only on $\|z_0\|^2$, $G_{thr}$, $a$ and $b$ such that
\begin{equation}
\|\nabla z^{\varepsilon,\nu}\|_{L^2([0,T],L^2(\mathbb{T}^2))} \leq \tilde{\gamma};
\end{equation}
Using the fact that $(g^\varepsilon + \nu) > 0$ and $a > 0$ we obtain from (3.14)
\begin{equation}
\frac{1}{2} \frac{d}{dt}\|z^{\varepsilon,\nu}\|^2_2 \leq \int_{\mathbb{T}^2} \frac{b}{\epsilon^j} |f^\varepsilon| d^\nu \cdot z^{\varepsilon,\nu} dx
\end{equation}
and using hypotheses (3.4) and (3.17), we get
\begin{equation}
\frac{d}{dt}\|z^{\varepsilon,\nu}\|^2_2 \leq b\tilde{\gamma}.
\end{equation}
Integrating this last inequality, from $0$ to $t \in [0, T)$ we get
\begin{equation}
\|z^{\varepsilon,\nu}(t)\|_2 \leq \sqrt{\|z_0\|^2_2 + b\tilde{\gamma}T};
\end{equation}
and then $\sup_{t \in [0,T]} \|z^{\varepsilon,\nu}(t)\|_2 \leq \sqrt{\|z_0\|^2_2 + b\tilde{\gamma}T}$. This last inequality gives (3.11).
From (3.14) we get
\begin{equation}
\frac{1}{2} \int_{\{t \in [0,T): |u| \geq U_{thr}\}} \frac{d}{dt}\|z^{\varepsilon,\nu}\|^2_2 dt + \int_{\{t \in [0,T): |u| \geq U_{thr}\}} \int_{\mathbb{T}^2} \frac{a}{\epsilon^j} ((g^\varepsilon + \nu)|\nabla z^{\varepsilon,\nu}|^2 dxdt
\leq \int_0^T \int_{\mathbb{T}^2} \frac{b}{\epsilon^j} \nabla \cdot f^\varepsilon \|z^{\varepsilon,\nu}\| dxdt.
\end{equation}
From this last inequality, using (3.3), we have
\begin{equation}
G_{thr} \frac{a}{\epsilon^j} \int_{\{t \in [0,T): |u| \geq U_{thr}\}} \int_{\mathbb{T}^2} |\nabla z^{\varepsilon,\nu}|^2 dxdt
\leq \int_0^T \int_{\mathbb{T}^2} \frac{b}{\epsilon^j} \nabla \cdot (f^\varepsilon) \|z^{\varepsilon,\nu}\| dxdt + 2\|z_0\|^2_2 + b\tilde{\gamma}T.
\end{equation}
There exists $t_0 \in \{t \in [0,T): |u| < U_{thr}\}$ such that
\begin{equation}
G_{thr} \int_{\mathbb{T}^2} |\nabla z^{\varepsilon,\nu}(t_0)|^2 dxdx \leq \frac{\epsilon^j}{a} \left(2b\tilde{\gamma} + 2\|z_0\|^2_2\right),
\end{equation}
which gives
\begin{equation}
\|\nabla z^{\varepsilon,\nu}(t_0, \cdot)\|_2^2 \leq \frac{\epsilon^j}{aG_{thr}} \left(2b\tilde{\gamma} + 2\|z_0\|^2_2\right), \quad j = 0, 1.
\end{equation}
Multiplying (3.7) by $\frac{\partial z^{\varepsilon,\nu}}{\partial t}$ and integrating over $\mathbb{T}^2$, we get
\begin{equation}
\int_{\mathbb{T}^2} \frac{\partial z^{\varepsilon,\nu}}{\partial t} \left|\nabla \left((g^\varepsilon + \nu)\nabla z^{\varepsilon,\nu}\right) \frac{\partial z^{\varepsilon,\nu}}{\partial t}\right| dxdx = \frac{b}{\epsilon^j} \int_{\mathbb{T}^2} \nabla \cdot f^\varepsilon \frac{\partial z^{\varepsilon,\nu}}{\partial t} dxdx.
\end{equation}
\begin{equation}
\int_{\mathbb{T}^2} \left|\frac{\partial z^{\varepsilon,\nu}}{\partial t}\right|^2 dxdx + \frac{a}{\epsilon^j} \int_{\mathbb{T}^2} (g^\varepsilon + \nu)\nabla z^{\varepsilon,\nu} \nabla \frac{dx^{\varepsilon,\nu}}{dt} dx = \frac{b}{\epsilon^j} \int_{\mathbb{T}^2} \nabla \cdot f^\varepsilon \frac{\partial z^{\varepsilon,\nu}}{\partial t} dxdx.
\end{equation}
which gives

\[
\int_{\mathbb{T}^2} \left| \frac{\partial z^\epsilon}{\partial t} \right|^2 dx + \frac{a}{2c^\epsilon} \int_{\mathbb{T}^2} (g^\epsilon + \nu) \left| \nabla \frac{\partial z^\epsilon}{\partial t} \right|^2 dx \leq \frac{b}{c^\epsilon} \int_{\mathbb{T}^2} |f^\epsilon| \left| \nabla \frac{\partial z^\epsilon}{\partial t} \right| dx, \tag{3.26}
\]

using the fact that the first term is positive, we get

\[
\frac{a}{c^\epsilon} \left( \sqrt{g^\epsilon + \nu} \left| \nabla \frac{\partial z^\epsilon}{\partial t} \right| \right)^2 \leq \frac{b}{c^\epsilon} \left( \nabla \frac{\partial z^\epsilon}{\partial t} \right)^2 \tag{3.27}
\]

which integrating in \( \{ t \in [0, T), \ |u| < U_{thr} \} \), gives

\[
\frac{a}{c^\epsilon} G_{thr} \int_{t \in [0, T), \ |u| < U_{thr}} \left( \nabla \frac{\partial z^\epsilon}{\partial t} \right)^2 dt \leq \frac{b}{c^\epsilon} \int_{t \in [0, T), \ |u| < U_{thr}} \left( \nabla \frac{\partial z^\epsilon}{\partial t} \right)^2 dt. \tag{3.28}
\]

From this last inequality, there exists \( t_0 \in \{ t \in [0, T), \ |u| < U_{thr} \} \) such that

\[
\left( \nabla \frac{\partial z^\epsilon}{\partial t} (t_0, \cdot) \right)^2 \leq \frac{b}{c^\epsilon} \frac{G_{thr}}{a_{G_{thr}}} \text{ for a given } t_0. \tag{3.29}
\]

From (3.29), we get using Fourier series of \( \frac{\partial z^\epsilon}{\partial t} \) that

\[
\left( \frac{\partial z^\epsilon}{\partial t} (t_0) \right)^2 \leq \frac{b}{c^\epsilon} \frac{G_{thr}}{a_{G_{thr}}}. \tag{3.30}
\]

Then

\[
\sup_{t_0 \in [0, T)} \left( \frac{\partial z^\epsilon}{\partial t} (t_0) \right)^2 \leq \frac{b}{c^\epsilon} \frac{G_{thr}}{a_{G_{thr}}}. \tag{3.31}
\]

which gives, estimate (3.13).

**Proof** of **Theorem 3.1** Existence of \( z^\epsilon \) solution to (3.1) follows from proposition 3.3. As estimates (3.11), (3.12), (3.13) do not depends on \( \nu \), letting \( \nu \to 0 \), we obtain \( z^\epsilon \) with the same properties. Integrating (3.1) with respect to \( x \) over \( \mathbb{T}^2 \), we get equality (3.5).

### 3.2 Existence in a general case

In the following, we shall consider the general case i.e. we do not assume (3.4) for \( i = 1 \). From (3.3) we prove that \( \nabla \cdot f^\epsilon \) is in fact bounded by a constant \( \gamma \). Since we aim to get qualitative information about the asymptotic behavior of \( z^\epsilon \) as \( \epsilon \) goes to 0, we need estimates of \( z^\epsilon \) which do not depends on \( \epsilon \) or which is bounded when \( \epsilon \) goes to zeros. To prove estimates of \( z^\epsilon \) which do not depends on \( \epsilon \) we are going to consider the following periodic case.

As the frequency of winds is considered periodic in desert, we can assume that

\[
\begin{align*}
\mathbf{u}'(t, x) &= \mathcal{U}(t, \frac{x}{\epsilon}, x) \\
\text{and } \theta &\mapsto \mathcal{U}(t, \theta, x) \text{ is periodic of period 1.}
\end{align*}
\tag{3.32}
\]
Moreover this solution satisfies the following inequalities:

where \( g^\epsilon \) and \( f^\epsilon \) are defined in [3.2].

**Theorem 3.4** Let \( \epsilon > 0 \), \( a > 0 \) and \( b \) and \( c \) reals. Under hypotheses [3.3] and [3.32] and if \( z_0 \in H^1(T^2) \), for any \( T > 0 \), there exists a unique solution \( z^\epsilon \in L^2((0,T] \times T^2) \) to [3.4] satisfying

\[
\int_{T^2} \frac{\partial z^\epsilon}{\partial t} \, dx = 0,
\]
and

\[
\|z^\epsilon\|_{L^2((0,T] \times T^2)} \leq \gamma
\]
for a constant \( \gamma \) not depending on \( \epsilon \).

The proof theorem 3.4 is inspired by Faye et al works in [7] where they study the long-term dynamics of sand dunes in areas subjected to the tide.

In the following we are going to focus our efforts on existence and uniqueness of time-space periodic parabolic equations. From this, we then get existence of the solution to equation (3.1).

## 3 Existence results and uniqueness

In the following [3.4] is bounded independently of \( \epsilon \) and let us set

\[
\begin{align*}
\text{Theorem 3.5} \quad &\text{Under hypotheses [3.3], [3.32] and [3.33] and if } z_0 \in H^1(T^2), \text{for any } T > 0, \text{there exists a unique solution } z^\epsilon \in L^2((0,T] \times T^2) \text{ to [3.30]. Moreover this solution satisfies the following inequalities}
\end{align*}
\]

\[
\int_{[0,T]} \int_{T^2} |\nabla z^\epsilon|^2 \, dx \, d\theta \leq \epsilon^i \frac{\gamma}{G_{thr}}, \quad i = 0, 1,
\]
From this inequality, we get
\[ \|\nabla Z^\nu(\theta_0, \cdot)\|_2 \leq \frac{\gamma \epsilon^i}{\sqrt{G_{thr}}}, \ i = 0, 1 \] (3.40)
\[ \|Z^\nu(\theta_0, \cdot)\|_{L^\infty_\nu(\mathbb{R}, L^2(\mathbb{T}^2))} \leq \frac{\gamma \epsilon^i}{\sqrt{G_{thr}}} + 2\gamma. \] (3.41)
\[ \|\frac{\partial Z^\nu(\theta_0, \cdot)}{\partial \theta}\|_{L^\infty_\nu(\mathbb{R}, L^2(\mathbb{T}^2))} \leq \frac{\gamma f(\epsilon)}{\sqrt{G_{thr}}} \] (3.42)
where \( f(\epsilon) \to \lambda > 0 \) as \( \epsilon \to 0 \).

**Proof** Multiplying (3.36) by \( S^\nu \) and integrating in \( \mathbb{T}^2 \) and in \([0, 1]\), we get
\[ \int_0^1 \int_{\mathbb{T}^2} \frac{\partial Z^\nu}{\partial \theta} Z^\nu dx d\theta + \frac{a}{\epsilon^i} \int_0^1 \int_{\mathbb{T}^2} (g_\epsilon + \nu) |\nabla Z^\nu|^2 dx d\theta \leq \int_0^1 \int_{\mathbb{T}^2} |f_\epsilon| |\nabla Z^\nu| dx d\theta \] (3.43)
From this inequality, we get
\[ \frac{a}{\epsilon^i} \int_0^1 \int_{\mathbb{T}^2} g_\epsilon |\nabla Z^\nu|^2 dx d\theta \leq \int_0^1 \int_{\mathbb{T}^2} |f_\epsilon| |\nabla Z^\nu| dx d\theta \] (3.44)
then from (3.36) we have
\[ \|\sqrt{G_{thr}} |\nabla Z^\nu|\|_{L^2(\mathbb{R}, L^2(\mathbb{T}^2))} \leq \frac{\epsilon^i \gamma}{a}. \] (3.45)
Integrating from \( \theta_\alpha \) to \( \theta_\omega \) we get
\[ \int_{\theta_\alpha}^{\theta_\omega} \int_{\mathbb{T}^2} |\nabla Z^\nu|^2 dx d\theta \leq \epsilon^i \frac{\gamma}{a \sqrt{G_{thr}}}, \ i = 0, 1. \] (3.46)
Using (3.46), there exists \( \theta_0 \in [\theta_\alpha, \theta_\omega] \) such that
\[ \|\nabla Z^\nu(\theta_0, \cdot)\|_2^2 \leq \epsilon^i \frac{\gamma}{a \sqrt{G_{thr}}}, \ i = 0, 1. \] (3.47)
Using Fourier series of \( Z^\nu \), we can prove that
\[ \|Z^\nu(\theta_0, \cdot)\|_2^2 \leq \|\nabla Z^\nu(\theta_0, \cdot)\|_2^2 \leq \epsilon^i \frac{\gamma}{a \sqrt{G_{thr}}}, \ i = 0, 1. \] (3.48)
Multiplying (3.36) by \( Z^\nu \), and integrating over \( \mathbb{T}^2 \), we get
\[ \frac{1}{2} \frac{d}{d\theta} \|Z^\nu(\theta, \cdot)\|_2^2 + \frac{a}{\epsilon^i} \int_{\{x \in \mathbb{T}^2, \ g_\nu(\|U(t, \theta, x)\|) = 0\}} \nu |\nabla Z^\nu|^2 dx + \frac{a}{\epsilon^i} \int_{\{x \in \mathbb{T}^2, \ g_\nu(\|U(t, \theta, x)\|) \neq 0\}} (g_\epsilon + \nu) |\nabla Z^\nu|^2 dx \\
\leq \int_{\{x \in \mathbb{T}^2, \ g_\nu(\|U(t, \theta, x)\|) \neq 0\}} |f_\epsilon \cdot \nabla Z^\nu| dx \] (3.49)
But we have,
\[ \int_{\{x \in \mathbb{T}^2, \ g_\nu(\|U(t, \theta, x)\|) \neq 0\}} |f_\epsilon \cdot \nabla Z^\nu| dx \leq \int_{\{x \in \mathbb{T}^2, \ g_\nu(\|U(t, \theta, x)\|) \neq 0\}} \frac{(g_\epsilon + \nu)}{4} |\nabla Z^\nu|^2 dx \]
Since \(3.37\) we deduce

\[
\int_{\{x \in T^2, g_{\nu}((u(t,\theta,x)) \neq 0\}} |f|^2 \, dx \geq 2\nu + \nu d\theta.
\] (3.50)

Using (3.50) in (3.49) and passing the first term in the right hand side in the left hand side, we get

\[
d\|Z_{\nu}(\theta,)\|^2 \leq 2\gamma.
\] (3.51)

Integrating this last inequality from \(\theta_0\) to another \(\theta \in [\theta_0, \theta_0 + 1]\) we get using (3.48) the following

\[
\|Z_{\nu}(\theta, )\|^2 \leq \epsilon^i \frac{\gamma}{a \sqrt{G_{\nu r}}} + 2\gamma, i = 0, 1.
\] (3.52)

Since \(Z_{\nu}\) is periodic, we get inequality (3.41).

\(\frac{\partial Z_{\nu}}{\partial t}\) is solution to

\[
\frac{1}{2} \frac{\partial \|Z_{\nu}\|^2}{\partial \theta} \leq \frac{a}{c^j} \int_{T^2} (g_{\nu} + \nu) \nabla \cdot \left( \nabla Z_{\nu} \right) dx + \frac{a}{c^j} \int_{T^2} \nabla \cdot \left( \nabla Z_{\nu} \right) dx.
\] (3.53)

and multiplying (3.53) by \(\frac{\partial Z_{\nu}}{\partial t}\) and integrating in \(x \in T^2\), we get

\[
\frac{1}{2} \frac{\partial \|Z_{\nu}\|^2}{\partial \theta} + \frac{a}{c^j} \int_{T^2} (g_{\nu} + \nu) \nabla \cdot \left( \nabla Z_{\nu} \right) dx \leq \gamma \int_{T^2} \nabla \cdot \left( \nabla Z_{\nu} \right) dx \leq \gamma \|\nabla \frac{\partial Z_{\nu}}{\partial t}\|_2.
\] (3.54)

But the first term of right hand side can be written using hypothesis (3.37) and (3.3) as follows

\[
\gamma \int_{T^2} \nabla \cdot \left( \nabla Z_{\nu} \right) dx \leq \gamma \int_{T^2} \nabla \cdot \left( \nabla Z_{\nu} \right) dx \leq \gamma \|\nabla \frac{\partial Z_{\nu}}{\partial t}\|_2.
\] (3.55)

From hypothesis (3.37) we deduce

\[
\int_{T^2} \left\| \frac{\partial g_{\nu}}{\partial t} \right\|_2 \nabla Z_{\nu} \nabla \cdot \left( \nabla Z_{\nu} \right) dx \leq \left\| \frac{\partial g_{\nu}}{\partial t} \right\|_2 \nabla \cdot \left( \nabla Z_{\nu} \right) dx \leq \gamma \left\| \nabla \frac{\partial Z_{\nu}}{\partial t}\right\|_2.
\] (3.56)

From this inequality, using (3.55) and (3.56) we have

\[
\frac{1}{2} \frac{\partial \|Z_{\nu}\|^2}{\partial \theta} + \frac{a}{c^j} \int_{T^2} (g_{\nu} + \nu) \nabla \cdot \left( \nabla Z_{\nu} \right) dx \leq \gamma \left\| \nabla \frac{\partial Z_{\nu}}{\partial t}\right\|_2^2 + \frac{a}{c^j} \gamma^2 \left\| \nabla \frac{\partial Z_{\nu}}{\partial t}\right\|_2.
\] (3.57)

Integrating from 0 to 1 we get

\[
\frac{a}{c^j} \int_0^1 \int_{T^2} g_{\nu} \nabla \cdot \left( \nabla Z_{\nu} \right) dx \, d\theta \leq \int_0^1 \gamma \left\| \nabla \frac{\partial Z_{\nu}}{\partial t}\right\|_2^2 \, d\theta + \frac{a}{c^j} \gamma^2 \left\| \nabla \frac{\partial Z_{\nu}}{\partial t}\right\|_2.
\] (3.58)
Using Holder inequality in the second term, we get

\[
\frac{a}{\epsilon^2} \left\| \sqrt{g_\theta} \left| \frac{\partial Z^\nu}{\partial t} \right| \right\|_{L^2(R, L^2(T^2))}^2 \leq \gamma \left\| \sqrt{g_\theta} \left| \nabla \frac{\partial Z^\nu}{\partial t} \right| \right\|_{L^2(R, L^2(T^2))}^2 + \frac{a}{\epsilon^2} \gamma^2 \left\| \sqrt{g_\theta} |\nabla Z^\nu| \right\|_{L^2(R, L^2(T^2))} \left\| \sqrt{g_\theta} \left| \frac{\partial Z^\nu}{\partial t} \right| \right\|_{L^2(R, L^2(T^2))},
\]

which gives

\[
\frac{a}{\epsilon^2} \left\| \sqrt{g_\theta} \left| \frac{\partial Z^\nu}{\partial t} \right| \right\|_{L^2(R, L^2(T^2))} \leq \gamma + \frac{a}{\epsilon^2} \gamma^2 \left\| \sqrt{g_\theta} |\nabla Z^\nu| \right\|_{L^2(R, L^2(T^2))}. \tag{3.60}
\]

Using (3.40), we have

\[
\left\| \sqrt{g_\theta} \left| \frac{\partial Z^\nu}{\partial t} \right| \right\|_{L^2(R, L^2(T^2))} \leq \frac{\epsilon^j}{a} + \epsilon^j \gamma^3. \tag{3.61}
\]

From hypothesis (3.37), we get

\[
\left\| \nabla \frac{\partial Z^\nu}{\partial t} \right\|_{L^2(R, L^2(T^2))} \leq \gamma \frac{f(\epsilon)}{\sqrt{G_{thr}}}. \tag{3.62}
\]

Integrating from \( \theta_\alpha \) to \( \theta_\omega \) we get

\[
\int_{\theta_\alpha}^{\theta_\omega} \left\| \nabla \frac{\partial Z^\nu}{\partial t} \right\|_{L^2(R, L^2(T^2))} d\theta \leq \gamma \frac{f(\epsilon)}{\sqrt{G_{thr}}}. \tag{3.63}
\]

From (3.63), there exists \( \theta_0 \in [\theta_\alpha, \theta_\omega] \) such that

\[
\left\| \nabla \frac{\partial Z^\nu(\theta_0, \cdot)}{\partial t} \right\|_{L^2(R, L^2(T^2))} \leq \gamma \frac{f(\epsilon)}{\sqrt{G_{thr}}}. \tag{3.64}
\]

Using Fourier series of \( Z^\nu \), we can prove that

\[
\left\| \nabla \frac{\partial Z^\nu(\theta_0, \cdot)}{\partial t} \right\|_{L^2(R, L^2(T^2))} \leq \left\| \nabla \frac{\partial Z^\nu(\theta_0, \cdot)}{\partial t} \right\|_{L^2(R, L^2(T^2))} \leq \gamma \frac{f(\epsilon)}{\sqrt{G_{thr}}}, \tag{3.65}
\]

which gives (3.48). \( \blacksquare \)

**Theorem 3.6** Under hypothesis (3.3), (3.32), (3.33), (3.37), and (3.38) there exists \( Z = Z(t, \theta, x) \in L^\infty_\#(R, L^2(T^2)) \), solution to

\[
\frac{\partial Z}{\partial \theta} = \frac{a}{\epsilon^2} \nabla \cdot (g_\nu \nabla Z) = \nabla \cdot f_\nu \text{ in } [0, T) \times T^2. \tag{3.66}
\]

Moreover, this solution satisfies the following inequalities:

\[
\int_{\theta_\alpha}^{\theta_\omega} \int_{T^2} \nabla Z^i dx d\theta \leq \epsilon^i \frac{\gamma}{G_{thr}}, \quad i = 0, 1, \tag{3.67}
\]

\[
\| \nabla Z(\theta_0, \cdot) \|_2 \leq \frac{\gamma \epsilon^i}{\sqrt{G_{thr}}}, \quad i = 0, 1 \tag{3.68}
\]

\[
\| Z(\theta_0, \cdot) \|_{L^2(R, L^2(T^2))} \leq \frac{\gamma \epsilon^i}{\sqrt{G_{thr}}} + 2\gamma. \tag{3.69}
\]
where $f(\epsilon) \to \lambda > 0$ as $\epsilon \to 0$.

**Proof** Existence of $Z$ follows from theorem 3.5. In fact it suffices that to let $\nu$ going to zero and the desired result is obtained letting $\nu$ to zero.

**Proof of Theorem 3.4**

Having this theorem on hand, let $Z^\epsilon(t,x) = Z(t, \frac{t}{\epsilon}, x)$. Then $z^\epsilon(t,x) = Z(t, \frac{t}{\epsilon}, x)$ is solution to

$$
\frac{\partial(z^\epsilon - Z^\epsilon)}{\partial t} - \frac{a}{\epsilon} \nabla \cdot \left(g^\epsilon \nabla (z^\epsilon - Z^\epsilon)\right) = \frac{\partial Z}{\partial t}(t, \frac{t}{\epsilon}, x)
$$

$z^\epsilon(0,x) - Z^\epsilon(0,x) = z_0(x) - Z(0,0,x);$

Multiplying (3.71) by $z^\epsilon - Z^\epsilon$ and integrating over $T^2$, we get

$$
\|z^\epsilon(t,\cdot) - Z^\epsilon(t,\cdot)\|_2 \leq \gamma.
$$

From this last inequalities, we get that $z^\epsilon(t,x)$ is not far from $Z^\epsilon(t,x)$ and as $Z^\epsilon(t,x) = Z(t, \frac{t}{\epsilon}, x)$ is bounded in $L^\infty(\mathbb{R},L^2(T^2))$ we conclude that $z^\epsilon$ is also bounded in $L^\infty(\mathbb{R},L^2(T^2))$.

**4 Homogenization results**

Let us consider (3.1) with coefficients given by (3.2). We are interested by the behavior of $z^\epsilon$ when $\epsilon \to 0$. In fact our aim in this section is to study the homogenization problem associated to (3.1).

By theorem 3.1, we have showed that, there exists a unique solution $z^\epsilon$ to (3.1) which is bounded independently in $\epsilon$ in $L^\infty(\mathbb{R},L^2(T^2))$.

It is obvious that,

$g^\epsilon(t,x)$ two scale converges to $\tilde{g}(t,\theta,x) \in L^\infty([0,T),L^\infty(\mathbb{R},L^2(T^2)))$

and

$f^\epsilon(t,x)$ two scale converges to $\tilde{f}(t,\theta,x) \in L^\infty([0,T),L^\infty(\mathbb{R},L^2(T^2)))$

where $\tilde{g}$ and $\tilde{f}$ are given by

$$
\tilde{g}(t,\theta,x) = g_a(|U(t,\theta,x)|) \text{ and } \tilde{g}(t,\theta,x) = g_a(|U(t,\theta,x)|) \frac{U(t,\theta,x)}{\overline{U}(t,\theta)}.
$$

**Theorem 4.1** Under assumptions (3.32), (3.33) and (3.37)-(3.38), for any $T^*$ not depending on $\epsilon$, the sequence $(z^\epsilon)$ of solutions to (3.1), with coefficients given by (3.2), two-scale converges to the profile $U \in L^\infty([0,T),L^\infty(\mathbb{R},L^2(T^2)))$ which is characterized by:

1. $$
\frac{\partial U}{\partial \theta} - \nabla \cdot (\tilde{g} \nabla U) = \nabla \cdot \tilde{f}
$$

in the short and mean terms of dynamics of dunes and
4 Homogenization results

2. \( \nabla \cdot (\tilde{g} \nabla U) = 0 \) (4.5)

\[ \nabla \cdot (\tilde{g} \nabla U) = 0 \]

in the case of long terms dynamics of dunes.

where \( \tilde{g} \) and \( \tilde{f} \) are given by (4.3).

Proof Defining test function \( \psi^\varepsilon(t, x) = \psi(t, \frac{x}{\varepsilon}, x) \) for any \( \psi(t, \theta, x) \) regular with compact support in \( [0, T) \times \mathbb{T}^2 \), and periodic in \( \theta \) with period 1. Then multiplying (3.1) by \( \psi^\varepsilon \) and integrating in \( [0, T) \times \mathbb{T}^2 \), we have

\[
\int_{\mathbb{T}^2} \int_0^T \frac{\partial z^\varepsilon}{\partial t} \psi^\varepsilon \, dt \, dx - \frac{a}{\varepsilon^i} \int_{\mathbb{T}^2} \int_0^T \nabla \cdot (g^\varepsilon(t, x) \nabla z^\varepsilon) \psi^\varepsilon \, dt \, dx = \frac{b}{\varepsilon^j} \int_{\mathbb{T}^2} \int_0^T \nabla \cdot f^\varepsilon(t, x) \psi^\varepsilon \, dt \, dx
\] (4.6)

Then integrating by parts in the first integral in \( [0, T) \) and using the Green formula in \( \mathbb{T}^2 \) in the second integral we have

\[
- \int_{\mathbb{T}^2} z_0^\varepsilon(x) \psi(0, 0, x) \, dx - \int_{\mathbb{T}^2} \int_0^T \frac{\partial \psi^\varepsilon}{\partial x} z^\varepsilon \, dt \, dx + \frac{a}{\varepsilon^i} \int_{\mathbb{T}^2} \int_0^T g^\varepsilon(t, x) \nabla z^\varepsilon \nabla \psi^\varepsilon \, dt \, dx
= \frac{b}{\varepsilon^j} \int_{\mathbb{T}^2} \int_0^T \nabla \cdot f^\varepsilon(t, x) \psi^\varepsilon \, dt \, dx
\] (4.7)

Again thanks to the Green formula in the third integral we get

\[
- \int_{\mathbb{T}^2} z_0^\varepsilon(x) \psi(0, 0, x) \, dx - \int_{\mathbb{T}^2} \int_0^T \frac{\partial \psi^\varepsilon}{\partial x} z^\varepsilon \, dt \, dx - \frac{a}{\varepsilon^i} \int_{\mathbb{T}^2} \int_0^T z^\varepsilon \nabla \cdot (g^\varepsilon(t, x) \nabla \psi^\varepsilon) \, dt \, dx
= \frac{b}{\varepsilon^j} \int_{\mathbb{T}^2} \int_0^T \nabla \cdot f^\varepsilon(t, x) \psi^\varepsilon \, dt \, dx
\] (4.8)

But \( \frac{\partial \psi^\varepsilon}{\partial x} = (\frac{\partial \psi}{\partial t})^\varepsilon + \frac{1}{\varepsilon} (\frac{\partial \psi}{\partial \theta})^\varepsilon \). And then we have

\[
- \int_{\mathbb{T}^2} \int_0^T \left( \frac{\partial \psi}{\partial t} \right)^\varepsilon + \frac{1}{\varepsilon} \left( \frac{\partial \psi}{\partial \theta} \right)^\varepsilon + \frac{a}{\varepsilon^i} \nabla \cdot (g^\varepsilon(t, x) \nabla \psi^\varepsilon) \right) z^\varepsilon \, dt \, dx
= \frac{b}{\varepsilon^j} \int_{\mathbb{T}^2} \int_0^T \nabla \cdot f^\varepsilon(t, x) \psi^\varepsilon \, dt \, dx + \int_{\mathbb{T}^2} z_0^\varepsilon(x) \psi(0, 0, x) \, dx
\] (4.9)

Using the two-scale convergence due to Nguetseng [16] and Allaire [1], if a sequence \( f^\varepsilon \) is bounded in \( L^\infty(0, T; L^2(\mathbb{T}^2)) \), then there exists a profile \( U(t, \theta, x) \), periodic of period 1 with respect to \( \theta \), such that for all \( \psi(t, \theta, x) \), regular with compact support with respect to \( (t, x) \) and periodic of period 1 with respect to \( \theta \), we have

\[
\int_{\mathbb{T}^2} \int_0^T f^\varepsilon \psi^\varepsilon \, dt \, dx \rightarrow \int_{\mathbb{T}^2} \int_0^T U \psi \, dt \, dx \, d\theta
\] (4.10)

In the case of short and mean term dynamics of dunes, the exponent of the parameter \( \varepsilon \) in the equation is \( i = j = 1 \) or \( j = 1 \) and \( i = 0 \).
Multiplying (4.9) by $\epsilon$ and using (4.10) we have
\[
\int_{T^2} \int_0^T \left[ \epsilon \left( \frac{\partial \psi}{\partial t} \right)^\epsilon + \epsilon \left( \frac{\partial \psi}{\partial \theta} \right)^\epsilon + \nabla \cdot (g^\epsilon(t,x) \nabla \psi) \right] z^\epsilon \, dt \, dx = 
\int_{T^2} \int_0^T \nabla \cdot f^\epsilon \psi \, dx \, dt + \epsilon \int_{T^2} z_0^\epsilon(x) \psi(0,0,x) \, dx 
\] (4.11)

As $g^\epsilon$ and $f^\epsilon$ are bounded (see (3.37) and $\psi^\epsilon$ is a regular function, $g^\epsilon(t,x) \nabla \psi^\epsilon$ and $\nabla \psi^\epsilon$ can be considered as test functions. Using (4.1) and (4.2) we have the equation satisfied by $U^1$:
\[
\frac{\partial U}{\partial \theta} + \nabla \cdot (\tilde{g} \nabla U) = \nabla \tilde{f}. 
\] (4.12)

In the case of long term dynamics of dunes, i.e. $j = i = 2$ or $j = 2$ and $i = 1$, then multiplying (4.9) by $\epsilon^2$ and using (4.11) we have
\[
\int_{T^2} \int_0^T \left[ \epsilon^2 \left( \frac{\partial \psi}{\partial t} \right)^\epsilon + \epsilon \left( \frac{\partial \psi}{\partial \theta} \right)^\epsilon + \lim_{\epsilon \to 0} \int_{T^2} \int_0^T \left( \nabla \cdot (g^\epsilon(t,x) \nabla \psi^\epsilon) \right) \right] z^\epsilon \, dt \, dx 
= \int_{T^2} \int_0^T \nabla \cdot f^\epsilon \psi \, dx \, dt + \epsilon^2 \int_{T^2} z_0^\epsilon(x) \, dx 
\] (4.13)

Passing to the limit as $\epsilon \to 0$, using two scale convergence we obtain from (4.13) the equation satisfied by the two-scale limits $U^1$:
\[
\nabla \cdot (\tilde{g} \nabla U) = 0. 
\] (4.14)

5 A corrector result

The two-scales convergence result shows that the solution $z^\epsilon$ of equation (3.1) can be expressed as follows:
\[
z^\epsilon(t,x) = \sum_{i=0}^{+\infty} \epsilon^i U^i(t,\frac{t}{\epsilon},x),
\]
where $\theta \to U(t,\theta,x)$ is periodic of period $1$. The aim in this section is to characterize the equation satisfied by $U^1$. Following the idea of two-scales convergence, we suppose that the coefficients $g^\epsilon$ and $f^\epsilon$ two scale converge respectively to $\tilde{g}$ and $\tilde{f}$. This leads to writing
\[
g^\epsilon(t,x) = \tilde{g}^\epsilon(t,x) 
\] (5.1)
and
\[
f^\epsilon(t,x) = \tilde{f}^\epsilon(t,x) 
\] (5.2)
where
\[
\tilde{g}^\epsilon(t,x) = \tilde{g}(t,\frac{t}{\epsilon},x) \text{ and } \tilde{f}^\epsilon(t,x) = \tilde{f}(t,\frac{t}{\epsilon},x) 
\] (5.3)
where $\tilde{g}$ and $\tilde{f}$ are the two scales limits of $g^\epsilon$ and $f^\epsilon$.
Theorem 5.1 Under assumptions (3.32), (3.33), and (3.37)-(3.38), for any $T$ not depending on $\epsilon$, considering the sequence $(z^\epsilon)$ of solutions to (3.1), with coefficients given by (5.1), (5.2) and $U^\epsilon(t,x) = U(t, \frac{t}{\epsilon}, x)$ where $U$ is solution to (4.4), the following estimate holds for $z^\epsilon - U^\epsilon$,

$$\left\| \frac{z^\epsilon - U^\epsilon}{\epsilon} \right\|_{L^\infty([0,T),L^2(\mathbb{T}^d))} \leq \alpha.$$  

Furthermore, the sequence $(z^\epsilon - U^\epsilon)$ two-scale converge to the profile $U^1 \in L^\infty([0,T),L^\infty(\mathbb{R},L^2(\mathbb{R},L^2(\mathbb{T}^d))))$ which is the unique solution to

$$\frac{\partial U^1}{\partial \theta} - \nabla \cdot \left( \tilde{g} \nabla U^1 \right) = \frac{\partial U}{\partial t}.$$  

Proof We have

$$\frac{\partial U^\epsilon}{\partial t} \left( \frac{\partial U}{\partial t} \right)^\epsilon + \frac{1}{\epsilon} \left( \frac{\partial U}{\partial \theta} \right)^\epsilon,$$

where

$$\left( \frac{\partial U}{\partial t} \right)^\epsilon(t,x) = \frac{\partial U}{\partial t}(t, \frac{t}{\epsilon}, x)$$

then $U^\epsilon$ is solution to

$$\frac{\partial U^\epsilon}{\partial t} - \frac{1}{\epsilon} \nabla \cdot \left( \tilde{g} \nabla U^\epsilon \right) = \frac{1}{\epsilon} \nabla \cdot \tilde{f}^\epsilon + \left( \frac{\partial U}{\partial t} \right)^\epsilon.$$  

Using (5.1) and (5.2) and equation (5.1), one can proof that $z^\epsilon - U^\epsilon$ is solution to

$$\frac{\partial}{\partial t} \left( \frac{z^\epsilon - U^\epsilon}{\epsilon} \right) - \frac{1}{\epsilon} \nabla \cdot \left( \tilde{g} \nabla \frac{z^\epsilon - U^\epsilon}{\epsilon} \right) = \frac{1}{\epsilon} \left( \frac{\partial U}{\partial t} \right)^\epsilon.$$  

Following the idea developed in [1] and a result of Ladyzenskaja, Sollonnikov and Ural’Ceva [13], $(\frac{\partial U}{\partial t})^\epsilon$ is solution to a parabolic linear and bounded coefficient, then is bounded. Then, using the same arguments as in the proof of theorem 1.1 we obtain that $\frac{z^\epsilon - U^\epsilon}{\epsilon}$ is bounded, and it two-scale converges to a profile $U^1 \in L^\infty([0,T);L^\infty(\mathbb{R};L^2(\mathbb{T}^d)))$ and that this profile $U^1$ satisfies equation (5.5).
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