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ABSTRACT

We review enzymatic systems which involve biocatalytic reactions utilized for information processing (biocomputing). Extensive ongoing research in biocomputing, mimicking Boolean logic gates has been motivated by potential applications in biotechnology and medicine. Furthermore, novel sensor concepts have been contemplated with multiple inputs processed biochemically before the final output is coupled to transducing “smart-material” electrodes and other systems. These applications have warranted recent emphasis on networking of biocomputing gates. First few-gate networks have been experimentally realized, including coupling, for instance, to signal-responsive electrodes for signal readout. In order to achieve scalable, stable network design and functioning, considerations of noise propagation and control have been initiated as a new research direction. Optimization of single enzyme-based gates for avoiding analog noise amplification has been explored, as were certain network-optimization concepts. We review and exemplify these developments, as well as offer an outlook for possible future research foci. The latter include design and uses of non-Boolean network elements, e.g., filters, as well as other developments motivated by potential novel sensor and biotechnology applications.
1. Introduction

This article offers a review of recent advances in the emerging field of biochemical information processing based on logic systems realized by enzyme-catalyzed reactions. Figure 1 offers a schematic of topics covered or commented on in our presentation. We will use “computing” as a short-hand for “information processing.” Unconventional computing is a rather broad research field\(^1\) with loosely interrelated topics ranging from quantum computing which aspires to achieve significant speed-up over the conventional electronic computers for some problems, to biomolecular computing with a “soup” of (bio)chemical reactions which are being researched for multi-input, several-step information processing for advanced sensor applications.\(^2,3\) In fact, biochemical reactions are at the core of the mechanism of Life itself, and therefore one could set rather ambitious expectations for how far can (bio)chemical reaction systems be scaled up in complexity, if not speed, for information processing.

The next section (Section 2) offers an overview of the chemical computing research. Our emphasis in the present review is on enzyme-based systems used to realize Boolean gates and small to ultimately moderate and large networks composed of gates and other, non-Boolean elements (to be specified later), with sensor applications in mind. Therefore, in Section 3 we briefly outline some considerations of the information processing paradigms for network fault-tolerance and scalability, and we point out that while biomolecules offer specificity and functionalities designed by Nature, we do not attempt to use them to duplicate cell processes (thus, we avoid the issues of “artificial life” here). Rather, the gate and network designs presently being researched, in many ways parallel the electronic computers with their digital information-processing approach.

Chemical\(^4\) and biomolecular\(^5\) (biochemical) computing involve processing of input signals, as well as the “gate machinery” that is expected and experimentally observed to have a relatively large level of noise, at least several per-cent on the scale of variables normalized to the digital 0 to 1 range of values. Therefore, considerations of avoiding noise amplification by gate and other network element design, and of error correction by using proper network architecture, are quite important even for small networks. We outline aspects of error control in Section 3, cf.
Figure 1. However, we do not address the issue of stochastic sources of noise (see Figure 1) in such reactions, mostly because this subject is not well studied specifically for enzymatic reactions, whereas considerations of the origins of noise generally in chemical reactions would take us into topics in statistical mechanics which are outside the scope of this review. Most of the noise-control related considerations presented (Section 3), apply, in fact, to many other “unconventional computing” systems.

The rest of the review is devoted primarily to the enzyme-based and related information processing (“computing”). In Section 4, we illustrate how Boolean gates are realized in such systems. Section 5 is devoted to analog error suppression by gate design for scalability/robustness/fault-tolerance, whereas some aspects of network optimization are presented in Section 6. In Sections 5 and 6, we also address challenges with semi-quantitative rate-equation modeling of biochemical processes in the context of understanding and optimizing gate functions for enzyme-based computing, which is an important topic on its own (see Figure 1) because of the complexity of typical enzymatic reactions. Section 7 addresses the interfacing of the output signal with stimuli-responsive materials, while Section 8 outlines the coupling of the enzyme logic systems with switchable electrodes and bioelectronic devices (e.g. biofuel cells). Finally, Section 9 offers a summarizing discussion of long-term challenges in this field of research and applications.

2. From Chemical to Biomolecular Computing

Chemical computing, as a research sub-area of unconventional computing, aims at using molecular or supra-molecular systems to perform various computing operations mimicking processes typical for electronic computing devices. Chemical reactions observed as changes of bulk material properties or structural re-organizations at the level of single molecules can be described in the information processing language, thus allowing formulation of chemical processes in terms of computing operations rather than traditional for chemistry materials transformations. Many of the chemical systems used for information processing are based on molecules or supra-molecular ensembles existing in different states reversibly switchable from
one to another upon application of various external physical or chemical inputs. Chemical transformations in switchable molecular systems used for mimicking computing operations can be based on redox changes, acid-base or chelating reactions, and isomerization processes. Chemical reactions in switchable systems can be induced by external physical signals (e.g., light, magnetic field, or electrochemical potential) and, sometimes, by chemical signals (e.g., pH changes or metal cation additions). Some of the studied switchable systems can respond to two kinds of physical or physical/chemical signals (e.g., potential applied to an electrode and illumination, or pH change and illumination, or ion addition and applied potential). The output signals generated by the chemical switchable systems are usually read by optical methods (absorbance or fluorescence spectroscopy) or by electrochemical means (currents or potentials generated at electrodes or in field-effect transistors).

Switchable chemical systems can be simple solutions of molecules responding to external physical or chemical signals, or systems assembled at interfaces (frequently at surfaces of conducting electrodes or Si-chips electronically communicating with the support). Ingenious supra-molecular ensembles operating as molecular machines with translocation of their parts upon external signals were designed and used to operate as chemical switchable elements performing logic operations. Based on molecular switchable systems various Boolean logic operations such as \textbf{AND}, \textbf{OR}, \textbf{XOR}, \textbf{NOR}, \textbf{NAND}, \textbf{INHIB}, \textbf{XNOR}, etc., were realized. Sophisticated molecular designs have allowed reversible, reconfigurable and resettable logic gates for processing chemical information. Other chemical systems mimicking various components of digital electronic devices were designed, including molecular comparator, digital demultiplexer, encoder-decoder, keypad lock, as well as flip-flop and Write/Read/Erase memory units. Chemical systems can solve computing problems at the level of a single molecule resulting in nano-scaling of the computing units and allowing parallel computations performed by numerous molecules involved in various reactions.

Despite the fact that chemical computing is a rapidly developing area of research, the field is still in very early experimental and theoretical stages, though great future potential has been envisioned. Chemical (molecular) computing is not considered as a competitor for conventional silicon-based computing, but rather a novel approach to selective applications.
Microrobotics and bioimplantable computing systems are among the most likely applications to benefit from advances in molecular computing. Future progress in these areas will depend on the development of novel computing concepts and design of new signal-responsive and information processing materials contributing to molecular information technology.45

One of the most important challenges in chemical computing field is scalability of the systems. Impressive results have recently been achieved in this direction.4 Combination of chemical logic gates in groups or networks resulted in simple computing devices performing basic arithmetic operations46 such as half-adder/half-subtracter47 or full-adder/full-subtracter.48 Integration of several functional units in a molecular structure resulted in multi-signal responses to stimuli of various chemical or physical natures, thus allowing different logic operations or even simple arithmetic functions to be performed within a single polyfunctional molecule.49 Artificial abiotic systems mimicking elementary properties of neuron networks were developed demonstrating that scaling up the complexity of chemical computing systems can be inspired by biological principles.50 However, most of the recently developed chemical computing systems4 operate as single logic gates without possibility to be concatenated in networks. In many systems the physical nature of the input and output signals is different, making the assembly of multi-component logic networks difficult or impossible. Complex multi-component chemical logic systems usually require ingenious supramolecular ensembles to allow compatibility of the information processing sub-units.4 Supramolecular systems functioning as molecular machines have been designed and used to operate as chemical computing elements, but they performed rather simple functions despite their extreme synthetic complexity.51

Many of the problems hardly addressable by synthetic chemical systems can be solved naturally by utilization of biomolecular systems. The emerging research field of biocomputing, based on application of biomolecular systems for processing chemical information, has achieved higher complexity of information processing while using much simpler chemical tools, due to the natural specificity and compatibility of biomolecules.52 Different biomolecular tools, including proteins/enzymes,53 DNA,54 RNA,55 and whole cells56 were used to assemble computing systems processing biochemical information. Various Boolean logic operations were mimicked by enzyme systems57,58 allowing concerted operation of multi-enzyme assemblies performing
simple arithmetic functions (half-adder/half-subtractor).

Although similar logic operations and arithmetic functions were also realized using non-biological chemical systems, the advantage of the biomolecular systems has been in a relative simplicity of the various assembled logic schemes. The complexity of information processing systems with enzymes could be easier scaled up, resulting in artificial biocomputing networks performing various logic functions (e.g., implication) and mimicking natural biochemical pathways.

Some of the designed biomolecular computing assemblies (particularly DNA-based biocomputing systems) have been devised for solving complex combinatorial problems, promising to have an advantage over silicon-based electronic computers due to parallel computing performed by numerous biomolecular units. However, the main advantage of biomolecular computing systems over electronic computers is their ability to process biochemical information received in the form of chemical inputs directly from biological systems with the possibility to operate in a biological environment (biomedical/diagnostic applications).

3. Information Processing Paradigms and Control of Noise for Scalability

Figure 2 offers a schematic of the presently known/researched paradigms of information processing that are expected to allow “scalability” for large-network, complex functioning with fault-tolerance, i.e., with the ability to devise the system’s architecture to control buildup of noise with non-prohibitive resources. We intentionally use “non-prohibitive” instead of “non-exponential,” etc., because we do not want to go into the mathematical definitions of concepts such as fault-tolerance. Furthermore, some of the items in Figure 2 will probably be questioned by purists on the grounds of not being proven scalable to indefinitely large complexity, or simply not yet well understood, such as Life. Indeed, all the information processing paradigms listed are presently actively researched. Specifically, processes in living things are the subject of Systems Biology. Quantum computing has been an explosively growing field of research with presently only very limited systems of few qubits (quantum bits) realized. DNA and certain other biomolecule-based computing is a subfield of biomolecular information processing specifically relying on various forms of “ensemble” parallelism.
The enzyme-based computing approach reviewed here, follows the conventional information processing paradigm of modern electronics: digital\textsuperscript{66} approach based on analog gates and other elements operating in a network. The reasons for this choice have been several-fold. Firstly, mimicking natural processes in a cell requires an extremely complicated set of coupled biochemical reactions. Enzymatic computing is presently far from the complexity needed to attempt “artificial life” realizations. Secondly, most applications of enzyme-based systems are expected to be in novel sensing approaches\textsuperscript{3} involving processing of several input signals. The ultimate outcome in these systems is of the Yes/No type, corresponding to “Sense/Act” or “Sense/Diagnose/Treat.” Thus, the output is by definition digital, and at some point, either in the biochemical stages or during signal transduction to electrodes/electronic computers for the “Act” (“Treat”) step, the Yes/No digitization will be imposed.

Thirdly, and most importantly, the use of the digital information processing paradigm for enzyme-based computing offers a well established approach for control of the level of noise buildup in networks of biochemical information processing reactions. Chemical and biochemical systems are much more prone to noise than electronic computer components: Their applications are in environments where the inputs (reactant chemicals’ concentrations) and the “gate machinery” (other chemicals’ concentrations) are all expected to fluctuate within at least a couple of percent of the range of values between the “digital” 0 and 1. Therefore, consideration of control of noise is required already in concatenating as few as 2-3 gates.\textsuperscript{3,67–69}

We note that digital information processing is actually carried out by network elements which are analog in nature. This is illustrated in Figure 3. Figure 3(a) shows the simplest possible logic function: an identity “gate” with one input and one output. However, the actual system response in various applications can be, for instance, of the type shown in Figure 3(b-c). These are the simplest possible concave and convex response curves. The details of the response, especially the linear regions, are important in certain sensor applications. In fact, more complicated shapes are possible; cf. Figure 3(d). However, in most catalytic biochemical reactions the convex response curve, Figure 3(c), is found, because the output signal — a product of the reaction — is controlled by and typically proportional to the input-signal chemical
concentration for small inputs. However, for large inputs, the output is usually limited for example by the reactivity of the available biocatalyst. Therefore the curve reaches saturation.

While most biochemical gates realized have two inputs, as described in Sections 4-8 below, the above single-input discussion provides a useful background to outline the issue of controlling noise amplification. Indeed, consider Figure 4, which shows a typical actual signal value distribution (peaked at 1) in the situation when the digital result expected is 1 (with a similar distribution for digital 0, peaked at 0, and, for situations when this value is also the physical zero of a chemical concentration, spread to positive values only). By “analog” noise we denote the mere spread of the values in the range about 1, which for chemical computing is unfortunately rather broad, typically at least a couple of percent. In order not to broaden this spread, we have to pass the signal through “filters” of the type shown in Figure 3(d). In fact, ideally we would like such a sigmoid property (small slopes/gradients at and near the digital points) to be present in all or most of our gates. Filters can also be used as separate elements/steps. There is evidence that both of these solutions for suppressing analog noise buildup are present in Nature.70

However, filtering can push values which are away from the correct digital result (in our case, values in the tail of the distribution close to 0, see Figure 4, i.e., far from the expected 1) to the wrong answer (here, to 0). Thus, the process of digitization itself introduces also the “digital” type of noise. However, such errors are not very probable and only become important to actively correct for larger networks. Standard techniques based on redundancy are available71 for digital error correction. In enzyme-based computing, for the presently realized network sizes and levels of noise, it is the analog error correction that is important and has recently received significant attention,2,3,67–69,72,73 as reviewed in Sections 5 and 6.

4. Examples of Boolean Gates Involving Enzyme-Catalyzed Biochemical Reactions

Various logic gates were designed with the use of enzyme reactions: XOR, INHIBIT A, INHIBIT B, AND, OR, NOR, Identity and Inverter.58,59 In the most studied experimental
approaches, the enzyme systems carrying out Boolean logic operations were used in solutions, performing simple biocatalytic reactions. Recently, experiments have been reported with enzymes as a “gate machinery” immobilized on solid supports\textsuperscript{57,74} or at interfaces\textsuperscript{2,75} allowing their separation from the reacting species. Our examples below are of the former, “chemical soup in solution” type. Note that enzymes have been used not only as the biocomputing gate “machinery” processing chemical signals,\textsuperscript{58,59} but also as the input signals activating a “soup” of chemicals.\textsuperscript{57}

In the examples below we follow the convention commonly practiced for enzyme-based computing systems, that the logic 0 and 1 are represented, respectively, by the lower (in this section, physical zero) and higher (bio)chemical concentrations. The actual values for “model” experiments are conveniently selected to have reasonable time scales and signal intensities. However, in applications, many (bio)chemical concentrations are actually pre-defined, for example by the physiological concentrations, and the role of 0 and 1 may have to be redefined appropriately.

For illustration, let us consider a two-enzyme system composed of soluble glucose oxidase (GOx) and catalase (Cat) constituting the logic gate “machinery” which was activated with two chemical input signals: H\textsubscript{2}O\textsubscript{2} and glucose; see Figure 5(A).\textsuperscript{58} The product of the biocatalytic oxidation of glucose — gluconic acid — was detected by optical means in the presence of special “developing” reagents, and the resulting optical absorbance change, |\Delta A|, was considered as the output signal of the gate, Figure 5(B). The oxidation reaction required the presence of glucose and O\textsubscript{2}, where the latter was produced \textit{in situ} upon H\textsubscript{2}O\textsubscript{2} reacting with Cat. Thus, the output signal appeared only in the presence of both inputs (combination \textbf{1,1}), while in the absence of any or both input signals (combinations \textbf{0,1}; \textbf{1,0}; \textbf{0,0}, respectively) the system did not produce gluconic acid. In order to define digital values of the output signal, a threshold value separating small background optical changes defined as \textbf{0} output and large absorbance changes defined as \textbf{1} output was used, Figure 5(C). The features of this biocatalytic system resemble the Boolean AND logic gate.
As another example, let us illustrate the Boolean XOR logic operation performed by enzymes. Here glucose dehydrogenase (GDH) and horseradish peroxidase (HRP) produce NADH and NAD$^+$ in the presence of glucose and H$_2$O$_2$, respectively, Figure 6(A).$^{58}$ The system has two different reaction pathways: reductive and oxidative, biocatalyzed by GDH and HRP, respectively. When both of them are balanced (input signals combinations $0,0$ or $1,1$) the ratio of the reduced and oxidized cofactor is not changing. However, unbalancing the reactions results in the increase or decrease of the NADH concentration, thus affecting its optical absorbance, see Figure 6(B). When the output signal was defined as the absolute value of the absorbance changes, the system demonstrated the features of the Boolean XOR logic gate, Figure 6(C).

The above examples are based on simple biocatalytic reactions. Additional illustrations of enzyme-based gates will be given in Sections 7 and 8. Upon scaling up the information processing reactions by concerted operation of many enzymes the complexity can be substantially increased. Coordinated operation of several enzyme-based logic gates was demonstrated,$^{60}$ revealing new properties of information processing by enzyme reactions. For example, a biocomputing security system was designed mimicking a keypad lock device, where the final output signal “YES” was achieved only when all chemical input signals were applied in the correct order (Implication logic function).$^{61}$ By combining the AND and XOR or the XOR and INHIBIT A gates, the half-adder and half-subtractor were constructed, respectively, opening the way to elementary computing with enzymes.$^{59}$ For example, a sequence of biochemical reactions biocatalyzed by GDH, HRP, GOx and Cat, activated by the additions of glucose and H$_2$O$_2$ can produce a simple arithmetic function operating as a half-adder.$^{59}$ Two chemical input signals represented the first and second digits to be summed, while the two output signals were the carry and sum digits of the result, Figure 7. Similarly, a half-subtractor has been realized.$^{59}$

5. Modeling of Enzymatic Reactions and Gate Design for Control of Analog Noise

In this section, we consider how and to what extent can a single two-input, one-output enzymatic gate be analyzed and optimized for avoiding the amplification and preferably actually suppressing the spread of the distribution of the signals about their digital values. For
definiteness, we consider AND gates; and we will focus on a specific example. Let us first address a generalization of the discussion in connection with Figure 3, to two-input gates. This is presented in Figure 8, which shows a typical biocatalytic gate function with the initially linear increase in response to both inputs, and ultimate saturation, as well as the desired, but difficult to realize with a single biocatalytic reaction, sigmoid response in both variables. Two recently realized gate functions$^{2,73}$ which allow avoiding noise amplification, as detailed later, are also shown.

We begin our discussion by considering as an example the AND gate realized by two specific chemicals as inputs into a particular enzyme-catalyzed reaction, Figure 9. The substrate, hydrogen peroxide (H$_2$O$_2$), of time-dependent concentration $I_1(t) = [H_2O_2](t)$, constitutes the first input at time 0, $I_1(0) = [H_2O_2](t = 0)$. It reacts with the biocatalyst: here enzyme horseradish peroxidase (HRP), of concentration to be denoted $E(t) = [HRP](t)$. The produced complex of concentration $C(t)$, then reacts with the co-substrate 2,2'-azino-bis(3-ethylbenzthiazoline-6-sulphonic acid) (ABTS), the resulting oxidized form of which is optically detected. Note that actually two molecules of ABTS are consumed for each H$_2$O$_2$, but due to the rate differences, one of the steps is rate-determining, as commented on later. Thus, the co-substrate of concentration $I_2(t) = [ABTS](t)$, represents the second input signal at time 0, $I_2(0) = [ABTS](0)$, whereas the concentration of it’s oxidized form, which is the reaction product, to be denoted $P(t) = [ABTS_{ox}](t)$, detected at a certain time $t^{\text{gate}}$, is the output signal $P(t = t^{\text{gate}})$.

Ideally, the gate should be operated with all the input/output chemical concentrations at logic-0 or 1 values. However, due to noise, signal values not precisely at 0 or 1 are also realized. We define the dimensionless “logic” variables

$$\begin{align*}
x &= \frac{I_1(0)}{I_1^{\text{gate}}}, \quad y = \frac{I_2(0)}{I_2^{\text{gate}}}, \quad z = \frac{P(t^{\text{gate}})}{P^{\text{gate}}},
\end{align*}$$  

(1)
where \( I_1^{\text{gate}}, I_2^{\text{gate}}, P^{\text{gate}} \) are identified as the logic-1 reference values. Note that the inputs \( I_1^{\text{gate}}, I_2^{\text{gate}} \) might be set by the application: The environment of the gate sets those input values \( I_1(0) = [H_2O_2](t=0) \) and \( I_2(0) = [ABTS](0) \) which constitute logic-1 (we assume that logic-0 is at zero). However, the output \( P^{\text{gate}} \) is set by the gate-function itself (up to a possible noise in it, as mentioned later, implying that \( P^{\text{gate}} \) is, for instance, defined as the mean value).

The output of the gate, \( P(t^{\text{gate}}) \), is a function of the inputs, \( I_{1,2}(0) \), but also of many other parameters, such as the initial enzyme concentration, \( E(0) \), the gate time, \( t^{\text{gate}} \), and the properties of the reaction kinetics: rate constants, e.g., \( r, R \), etc., which in turn depend on the chemical and physical conditions of the gate’s environment. For the logic-implementation analysis, we seek a parameterization of the gate-response function when it is expressed in terms of the normalized variables in Eq. (1),

\[
z = F(x,y) = F(x,y;E(0),t^{\text{gate}},r,R,\ldots) .
\]

This function should be considered for general \( x, y, z \) ranging from 0 to 1 (and to values somewhat larger than 1). The second expression in Eq. (2) emphasizes that the gate response function also depends on the potentially controllable parameters mentioned earlier, \( E(0), t^{\text{gate}}, r, R, \ldots \) that can in principle be adjusted to improve the gate performance, as well as on those parameters (marked by the second “…” which are externally fixed, such as additional chemicals in the environment. As mentioned, the function \( F(x,y) \) can also have a stochastic noise component in it, but we will ignore this issue for the moment.

There are two aspects of the gate-response function that should be addressed for optimization. One involves the implications of its shape for noise buildup in the system. However, another, no less important matter is the development of modeling approaches to enzymatic reactions with would yield few-adjustable-parameter representations for the function \( F(x,y) \). We will discuss the latter aspect presently, with our specific example as an illustration.
Quality of experimental data for mapping out the response surface is illustrated in Figure 10. Typically, the available information (the number of data points) is limited, even for somewhat more detailed mappings as illustrated below, because of the issues of enzymes’ stability for the duration of the experiment and reproducibility of their properties (variations in activity). Therefore, a rule of thumb has been to seek few-parameter model representations\textsuperscript{2,3,67–69,73} for the gate-response surface. For example, for the present reaction we will use the following simplified reaction scheme,

\[
E + I_1 \xrightarrow{r} C, \quad (3)
\]

\[
C + I_2 \xrightarrow{R} P + E. \quad (4)
\]

This two-parameter model involves two rate constants. The model obviously entails several approximations. Specifically, the actual pathways for the present biocatalytic system are rather complicated\textsuperscript{76} and not fully understood. They involve several intermediate compounds. We already mentioned earlier that even our definition of the “complex” \(C\), is not precise because the intake of ABTS is two-molecule (two-step) albeit with rates different enough so that one of them can be approximately regarded as rate-determining. The latter assumption has allowed us to write a single Eq. (4). Similarly, Eq. (3) involves the assumption of no back reaction (which, if included, would yield the standard Michaelis-Menten model). This seems appropriate\textsuperscript{73} in the regime of the present experiment, due to the fact that the rate \(r\) is large.\textsuperscript{77}

Whatever the specific arguments are used for zeroing in on the key reaction pathways and rate parameters for each particular gate-realizing system, the available experimental data are simply not detailed and consistent enough for a multi-parameter fit of the full complexity of the enzymatic reactions involved. Thus, the approach taken has been that, for the logic-function analysis, we need a semi-quantitative representation of the features of the shape of the response surface, in most cases accomplished by a two-, at most three-parameter model. The actual kinetic rate equations\textsuperscript{73} corresponding to Eq. (3–4), are derived in the standard way and are not detailed here. For our HRP-catalyzed reaction, the data fit according to Eq. (3–4) is shown in Figure 10.
When rescaled to the logic-variable range [0,1], the experimental and fitted surfaces in Figure 10 are obviously of the typical biocatalytic type alluded to in Figure 8(A). Analog noise is in general identified as a certain spread in the inputs, $x, y$, about 0 or 1. The output, $z$, is then also not precisely at 0 or 1. If we assume that the widths of the input distributions, $\delta x$ and $\delta y$, are small and comparable to each other, $\delta x \approx \delta x \ll 1$, then the resulting deviation, $\delta z$, for smoothly varying gate functions such as the one in Figure 10, can be estimated as

$$\delta z \approx |\bar{\nabla} F| \delta x + \delta F.$$  \hspace{1cm} (5)

Here $|\bar{\nabla} F|$ is the magnitude of the gradient vector of the gate function at the appropriate logic point: 00, 01, 10, or 11. In addition, if the gate function itself is somewhat noisy, with spread $\delta F(x, y)$ about the average $F(x, y)$, then this contribution should be added at each logic point, as shown in Eq. (5). If we ignore the latter effect, then depending on the value of the largest of the four logic-point gradients, $|\bar{\nabla} F|_{\text{max}}$, the gate can amplify the noise level ($\delta z \approx \delta x, \delta y$), suppress it ($\delta z < \delta x, \delta y$), or keep it approximately constant ($\delta z \approx \delta x, \delta y$).

The best-case scenario (not yet experimentally realized for enzyme-based gates) is, of course, a noiseless (negligible $\delta F$) function $F(x, y)$ with a “sigmoid” shape in both $x$ and $y$ variables, Figure 8(B), will all the gradients smaller than 1 (thus suppressing analog noise). Typically, however, enzyme-based gates, both those with enzymes as the “machinery” and those with enzymes as inputs, for conveniently selected experimental parameters show response of the convex type, Figure 8(A), with the largest gradient well over 1. In fact, values for $|\bar{\nabla} F|_{\text{max}}$ as large as ~5 (means, 500% noise amplification factor) are common.

The difficulty with gate optimization for the typical convex shape, Figure 8(A), can be clarified as follows. Dependence on some parameters that control the intensity of the reaction output, specifically, the initial enzyme concentration, $E(0)$, and the reaction time, $t^{\text{gate}}$, is approximately linear over a broad range of reaction conditions and therefore largely cancels out
when rescaling the output to the “logic” range [0,1]. Specifically, biocatalytic reactions are frequently utilized in the regime of approximately steady-state output, i.e., linear dependence on $t_{\text{gate}}$. Thus, in order to adjust the shape of the response function, variation of these parameters over several orders of magnitude is needed, which is not practical. Variation of other parameters, such as reaction rates, even when possible, encounters a different type of difficulty. Indeed, reaction rates generally depend on the physical and chemical conditions of the system. However, this dependence for enzymatic reactions is not well understood theoretically or studied experimentally. For example, the fit of the data in Figure 10, collected for $t_{\text{gate}} = 60\,\text{sec}$, with the initial $E(0) = 0.5\,\text{nM}$, yielded estimates for the rate constants: $r = 18\,\mu\text{M}^{-1}\text{s}^{-1}$ and $R = 5\,\mu\text{M}^{-1}\text{s}^{-1}$. With this parameterization, the model has allowed a scan over a range of possible $E(0)$ and $t_{\text{gate}}$ values, which, however, suggested that getting the noise amplification factor below about 300% was impractical.

Even when parameter adjustment is possible, empirical evidence has been accumulated suggesting that typical convex response-surface shapes can be at best optimized to have the largest gradient somewhat below 1.2, i.e., 20% added noise per each gate function. This implies that without additional network features or elements, such as dedicated filters, and even if we ignore the noise due to the gate function itself, $\delta F$ in Eq. (5), then only about 10 gates can be connected in a network before useful signal will be completely lost to noise. Interestingly, recent experiments have suggested a similar picture for networking of neurons.

Returning to our example involving the enzyme HRP, we note that it is known to take on a variety of co-substrates with a large variation in the rate $R$. Our earlier system corresponded to comparable (in order of magnitude) rates $R$ and $r$. We will now explore a system for which $R \ll r$: Instead of changing the physical or chemical conditions, which leads to rate variations which are not well studied, we simply select an appropriate co-substrate known to have a much smaller ratio $R/r$, i.e., ferrocyanide. The product of the gate, serving as the output signal (optically detected) is then ferricyanide. The experimental data are shown in Figure 11. The
theoretical fit yielded the reaction rate estimates $r = 17 \mu M^{-1}s^{-1}$ and $R = 32 \cdot 10^{-3} \mu M^{-1}s^{-1}$, consistent with earlier studies. Note that this particular experiment was done with $E(0) = [\text{HRP}](t = 0) = 0.05 \mu M$, $t_{\text{gate}} = 60 \text{ sec}$. Interestingly, while the data are well fitted by the rate equations corresponding to same reaction scheme, Eq. (3–4) with $I_2(t) = [\left(\text{Fe(CN)}_6\right)^{4-}](t)$, the gate-function response surface is actually not smooth in this case. Rather, it has a rounded ridge reminiscent of, but less symmetrically positioned than that in Figure 8(C).

For gate-function response surfaces of the type shown in Figures 8(C) and 11, as well more generally for relatively wide noise distributions, analysis slightly more complicated than just calculating the maximal gradient at the four logic points is required. To estimate noise amplification, we study the width, $\sigma_{\text{out}} = \sigma_z$, of the output signal distribution as a function of the width of the input noise distributions assumed equal for simplicity, $\sigma_{\text{in}} = \sigma_x = \sigma_y$. The specific numbers below are for $\sigma_{\text{in}} = 0.1$. Furthermore, we assume uncorrelated, Gaussian input noise distributions, $G_{0,1}(x)$, with half-Gaussian for $x$ at logic-$0$ and full Gaussian at logic-$1$, and similarly for $y$. The output distribution width is then estimated from $\sigma_{\text{out}}^2 = \langle z^2 \rangle - \langle z \rangle^2$ for logic-$1$ (and $\sigma_{\text{out}}^2 = \langle z^2 \rangle$ for logic-$0$), with the moments such as $\langle z^2 \rangle$ of the gate response function $z = F(x,y)$ computed with respect to the product input distribution $G_{0,1}(x)G_{0,1}(y)$.

The computation yields spread of the output signal near the respective logic outputs 0 or 1 for the four logic input combinations 00, 01, 10, and 11. In general, one would want to have the maximum of these spreads, $\sigma_{\text{out}}^{\text{max}}$, as small as possible. In fact, for network scalability the actual value of the noise spread is not as important as the degree of noise amplification at each gate, measured by $\sigma_{\text{out}}^{\text{max}} / \sigma_{\text{in}}$. (This gate quality measure may somewhat depend on the choice of $\sigma_{\text{in}}$; see, e.g., Ref. 2.) As described earlier, the fact that our “gate machinery” enzyme HRP is not expected to have a double-sigmoid gate-function shape, Figure 8(B), limits the optimized-gate $\sigma_{\text{out}}^{\text{max}} / \sigma_{\text{in}}$ to values somewhat larger than or equal to 1.
The “ridged” area of the response surfaces such as those in Figures 8(C) and 11, has a larger-than-1 gradient but limited angular spread. When a two-variable distribution (the product of the two Gaussians) is mapped onto a single-variable one, the “weight” of this angular region is small. Indeed, detailed analysis\textsuperscript{73} of the data in Figure 11, suggest that in fact the quality measure $\sigma_{\text{out}}^{\max} / \sigma_{\text{in}}$ can be made very close to 1, which the “ridge” positioned symmetrically as in Figure 8(C), for rather reasonable and easily experimentally achievable adjustments of the parameters. For example, if we had a system with a somewhat smaller reference logic-1 value for the input hydrogen peroxide, 0.15µM instead of the initially selected 0.25µM, then we would get the quality measure very close to 1, and a symmetrically positioned ridge, as can be discerned directly from Figure 11. (Note that the value of $\sigma_{\text{out}}^{\max} / \sigma_{\text{in}}$ in Figure 11 “as is,” without any parameter optimization, is close to 2.)

Recently, yet another not smooth-convex gate-function shape was realized. Electrode-immobilized enzyme glucose-6-phosphate dehydrogenase (G6PDH) was used\textsuperscript{2} to catalyze an enzymatic reaction which carries out an AND logic gate with the response of the type shown in Figure 8(D) — sigmoid in one of the inputs. A kinetic model was developed\textsuperscript{2} and utilized to evaluate the extent to which the experimentally realized gate was close to optimal, which in this case also corresponds to virtually no analog noise amplification.

However, there have been no experiments reported thus far that would realize the double-sigmoid gates, of the type of Figure 8(B), which actually suppress analog noise. Furthermore, even for one-sided-sigmoid gates, Figure 8(D), there has been no experimental utilization of those biocatalysts which have confirmed kinetic self-promoter properties with respect to one of the inputs, as is typical for many allosteric enzymes.\textsuperscript{80} (In the above G6PDH case the origin of the self-promoter property is not fully understood\textsuperscript{2} and could be electrode-immobilization induced.) Thus, a lot of experimental work is still needed to fully explore the richness of single-enzyme-based biocatalytic reactions for low-noise-amplification Boolean gate realizations.
6. Networking Enzyme-Based Biochemical Reactions

As exemplified and discussed in Section 5, optimization of enzyme-based gates one at a time is in most cases not straightforward. Therefore, relative optimization of a network of enzymatic reactions as a whole has also been explored. In this section, we illustrate this approach for an example of a network of three AND gates, shown in Figure 12. The coupled reactions are shown in Figure 12(A), and they include steps common in sensor development for maltose and its sources. Figure 12(B) offers a modular network representation of the processes involved, in terms of three AND gates.

We note that this convenient representation is actually approximate to some extent, because it obscures some of the complexity of the processes involved. Specifically, β-amylase cuts β-maltose molecules off starch, whereas maltose phosphorylase takes in α-maltose. One of its products, in turn, is α-D-glucose, whereas the next enzyme, GDH, takes in β-D-glucose. Considering also that water is not really a variable input, a more precise, but not modular in terms of only AND gates, network representation is shown in Figure 12(C): The network actually involves two identity, I, functions, including one corresponding to the transduction of the output concentration to the optical readout signal. The two delayed-identity functions, D, correspond to β-maltose naturally converting to α-maltose in aqueous environment, and α-glucose naturally converting to β-glucose. These interconversion processes, involving equilibration between the α and β anomeric forms for each of the two saccharides, have time scales of order 15 to 40 minutes. To speed up the dynamics, these experiments were carried out at (50.0 ± 0.1) °C; each data point was taken at \( t_{\text{gate}} = 1000 \) sec. Additional experimental details can be found in Ref. 68.

As mentioned in Section 5, we favor the use of a simple, few parameter description of the network elements that will allow us to “tweak” the relative gate activities in the network to improve its stability. For a one-variable convex function, variation of a gate’s parameters rebalances the slopes near 0 and 1 with respect to each other: We need at least one phenomenological parameter to describe this. A convenient fit function is, for instance, \( x(1 + a)/(x + a) \). For a “generic” AND gate with response surface of the type of Figure 8(A), we...
use the product form,

\[ F(x, y) = xy(1 + a)(1 + b)/(x + a)(y + b), \quad (6) \]

with two adjustable parameters, \( 0 < a, b \leq \infty \).

If this proposed approximate description is accurate for a given gate, then the parameters \( a(E(0), t_{\text{gate}}, ..., r, R, ..., ...) \) and \( b(E(0), t_{\text{gate}}, ..., r, R, ..., ...) \) will be functions of the directly adjustable variables such as concentrations of the enzyme, \( E(0) \), and of other chemicals, the reaction time, \( t_{\text{gate}} \), etc., as well as functions of parameters adjustable via changes in the physical or chemical conditions, such as the various process rates, here denoted by \( r, R, \ldots \). Without detailed rate-equation kinetic modeling, this parameter dependence is not known, and we cannot guarantee that this functional form provides a good approximation for the actual \((x, y)\)-dependence of the gate-function response surface. We will not attempt such a modeling for each gate in the network. Instead, we use the approximate parameterization, Eq. (6), to derive information on the relative network functioning by selective probes of responses to inputs, and we attempt to optimize the overall network performance.

The largest of the four gradient values of the fitting function, Eq. (6), is minimized at

\[ a_{\text{optimal}} = b_{\text{optimal}} = 1/(\sqrt{2} - 1) \approx 5.3. \]

We also define

\[ A = a/(1 + a), \quad B = b/(1 + b), \quad (7) \]

with optimal values \( A_{\text{optimal}} = B_{\text{optimal}} = 2^{-1/4} \approx 0.84 \). The range for these parameters is \( 0 < A, B \leq 1 \). We note that the actual gradient values in the symmetric \((a = b)\) case are \( \sqrt{2}a/(1 + a) = \sqrt{2}A \) for the logic-11, \( 1/A = 1/B \) for 01 (10), and 0 for 00. With the optimal parameter selections, the gradients at the three logic points 01, 10, 11, are \( \sqrt{2} \approx 1.189 \). This means that the optimized gate-functions still somewhat amplify analog noise, by adding \( \sim 19\% \).
per processing step. This property of the convex gate response functions was mentioned in Section 5.

For the network in Figure 12(B), we follow the convention of numbering the gates in their sequence, counting from the output. Suppose that we set the inputs $x_{2,3} = 1$, and measure the function $z(x_1)$. Then it follows from Eq. (6) that the data should be fitted to the functional form $z(x_1) = x_1 /[(1-A_1)x_1 + A_1]$, where for brevity we omitted all the fixed arguments. For variation of the output as a function of the other two inputs, we have $z(x_2) = x_2 /[(1-A_2B_1)x_2 + A_2B_1]$ and

$$z(x_3) = x_3 /[(1-A_2B_2B_1)x_3 + A_2B_2B_1].$$ \hspace{1cm} (8)

In terms of the variables $A$ and $B$ defined in Eq. (7), not only the input $x_1$ dependence, but also the input $x_{2,3}$ dependences require single-parameter fits. Thus, variation of $x_1$ provides information on one of the phenomenological parameters, $a_1$, of gate 1. Variation of $x_{2,3}$ does not actually lead to a more complicated several-parameter data fit, even though the signal being varied, goes through more than one gate before affecting the output. Instead, we get information on a combination of parameters from more than one gate.

The initial sets of data, one of which, for Eq. (8), is exemplified in Figure 13 for the fixed gate-time output signal definition (data were also gathered for the steady-state rate-of-output signal definition), were collected with the experimentally convenient but otherwise initially randomly selected values for the adjustable “gate machinery” parameters\textsuperscript{68} which we will limit here to the initial enzyme concentrations, $E_i(0)$, $E_2(0)$, $E_3(0)$, for definiteness. The data were rescaled into the logic variable ranges and fitted according to the above single-parameter equations. We note that since not all the inputs of all the gates are varied to probe the response of the final output, we do not get all the 6 phenomenological fit parameters. We only get one parameter and two additional combinations of parameters. Thus, we can only draw a limited set of conclusions regarding the network functioning. For the following discussion, the data were
recast, see Table 1, in terms of the geometric means of the parameters that are known only as combinations (as products). Furthermore, since in the optimal-value case the gradients at the three non-00 logic-points are actually $1/A$ (or $1/B$) and $\sqrt{2}A$ (or $\sqrt{2}B$), we took the maxima of these quantities to compare with the optimal (the smallest possible) value of the gradients, $\sqrt{2} \approx 1.19$.

The following semi-quantitative conclusions follow from considering the initial data in Table 1. Both the time-dependence-slope based and the value (at $t^{\text{gate}}$) based signal definitions\textsuperscript{68} give qualitatively similar results. Gate 3 seems to be the least noisy, whereas the larger “noise amplification measure” values that involve the other two gates should be attributed to gate 1 which contributes to both measures and is thus the primary candidate for parameter modification. In fact, for the initial experiment the maximal values in Table 1 were all realized with the $1/A$ or $1/B$ type value combinations, rather than the combinations involving $\sqrt{2}A (= \sqrt{2a/(1+a)}$ or $\sqrt{2}B$ type expressions. This suggests that the gradients are generally larger at logic-01 points and 10 points, as compared to logic-11 points. One way to decrease noise amplification in our network is thus to “shift” the gradients from lower to higher input concentrations. Larger variation of the output at large input values, will occur if we work less close to saturation, i.e., decrease the rates of (some of) the reactions.

Since gate 1 was already identified as candidate for adjustment, we selected to decrease the (initial) amount of the enzyme GDH. In fact, from arguments in Section 5 we expect that a significant reduction is needed to achieve a noticeable effect. A new set of data was measured,\textsuperscript{68} with the concentration of GDH reduced by an order of magnitude (from 2.00 units to 0.18 units), as illustrated in Figure 13 for one of the inputs. The results of these “optimized” data fits are also summarized in Table 1. As already emphasized, we are aiming at identifying the regime of reduced noise amplification. From this point of view, the results are quite promising: With the use of our simple phenomenological data fitting functions, the noise-amplification measures (see Table 1) came out consistently lower (closer to the optimal) for the modified (improved) network as compared to the original one. Inspection of Figure 13 confirms out expectation that the data fits by the phenomenological two-parameter functional forms are at best semi-quantitative.
However, as far as avoiding noise amplification, the numbers in Table 1 are quite encouraging and support the validity of such “global” approaches to network modeling.

7. Interfacing of Enzyme Logic with Signal Responsive Materials

Signals generated by enzyme logic systems in the form of concentration changes of reacting species can be read out using various analytical techniques: optical\textsuperscript{57-59} and electrochemical\textsuperscript{2,75} Sensitive analytical methods and instruments are required because the concentration changes produced upon biocatalytic reactions occur usually at rather low levels. Application of highly sensitive techniques requires electronic transduction and amplification of the output signals produced by enzyme logic systems. This approach was actually also applied to most of chemical computing systems based on non-biological molecules\textsuperscript{4} Chemical changes in enzymatic biocatalytic systems can be coupled to signal-responsive materials resulting in changes of their bulk properties, thus amplifying the output signals generated by enzymes. Signal-responsive materials coupled with enzyme logic systems could be realized by polymers responding to external chemical signals by restructuring between swollen and shrunken states\textsuperscript{85} The structural reorganization of polymers will substantially amplify the chemical changes generated by the enzyme reactions, thus excluding the need for highly sensitive analytical techniques to observe the output signals from the biocomputing systems. Application by signal-responsive polymers in a biochemical environment already has a well established background, thus allowing their integration with biocomputing systems\textsuperscript{86}.

This approach has lead to fabrication of “smart” multi-signal-responsive materials equipped with built-in Boolean logic\textsuperscript{87} Generally, such systems should be capable of switching physical properties (such as optical, electrical, magnetic, wettability, permeability, etc.) upon application of certain input chemical signals and according to the build-in logic program. Chemical reactions biocatalyzed by enzymes thus respond to the input chemical signals according to the Boolean logic and transfer the output signal to the responsive polymeric support. The chemical coupling between the enzymatic systems and polymeric supports can be based on electron or proton exchange between them. Electron exchange between the redox-
active polymeric support and enzymatic system results in the reduction or oxidation of the redox polymer. Proton exchange between the polymeric support (polyelectrolyte in this case) and enzyme system yields different ionic states (protonated or deprotonated) of the polyelectrolyte support. The expected transformations of the polymeric support upon transition between different oxidation or protonation states result in changes of the composition/structure of the polymeric matrix. This in turn causes corresponding changes of the matrix-specific properties to be considered as the final output signals, see Figure 14. It should be noted that two distinct parts of the integrated systems will be responsible for the process: (i) The biochemical (enzymatic) systems responsive to the external chemical input signals will provide the variation of the system composition/structure according to the build-in Boolean logic. (ii) The polymeric supports will transduce the composition/structure changes to changes of the matrix properties, thus providing the transduction of the input chemical signals (addition of chemicals) into output physical signals (change of the optical, electrical, magnetic properties, change of wettability, permeability, etc., of the matrix). It should be emphasized that this transduction process follows the logic operations provided by the biochemical systems. Macroscopic changes in polymeric structure induced by enzyme reactions can eventually be used to design chemical actuators controlled by the signals processed by the enzyme logic systems.

Recent studies have shown that chemical transformations occurring at various interfaces and in polymeric matrices (induced by photochemical, electrochemical, magnetic, or chemical/biochemical means) can result in substantial changes in the properties of the materials (optical density, reflectivity, electrical conductivity, porosity/permeability, density/volume, wettability, etc.). Mixed-polymer systems (specifically polymer “brushes”) were shown to be highly efficient responsive systems substantially changing their physical properties upon re-configuration of the components included in the mixed system. Functional integration of enzymes, which operate as logic gates, with the polymeric matrices allows Boolean treatment of the input chemical signals and the respective changes in the material properties. For example, two different input signals coming to the system will change the material properties according to the Boolean treatment of the input signals, mediated by electronic or ionic coupling between the enzymes and responsive polymer (exchange of electrons or protons resulting in the alteration of the oxidation or protonation state of the polymer), see Figure 14. It should be noted that the
changes schematically shown in Figure 14 will only occur when the output signal of the enzyme logic gate is “TRUE” (1), while the “FALSE” (0) output will result in no changes in the system. If the system is changed (the “TRUE” output signal), it might be reset to the original state by chemical or electrochemical means (addition of chemicals to the solution or application of a potential on the conductive solid support). Then, the system will be ready to respond to the next set of input signals that may (or may not) change the polymer state according to the Boolean treatment of the new inputs.

Since many polymer systems are pH-sensitive and switchable, enzyme-based logic gates have been designed using enzymes as biocatalytic input signals, processing information according to the Boolean functions AND / OR, and generating pH changes as the outputs of the gates. The AND gate performed a sequence of biocatalytic reactions, Figure 15(A): sucrose hydrolysis was biocatalyzed by invertase (Inv) yielding glucose, which was then oxidized by oxygen in the presence of glucose oxidase (GOx). The later reaction resulted in the formation of gluconic acid and therefore lowered the pH value of the solution. The absence of the enzymes was considered as the input signals 0, while the presence of them at the experimentally convenient concentrations was interpreted as the input signals 1. The biocatalytic reaction chain was activated only in the presence of both enzymes (Inv and GOx: input signals 1,1) resulting in the decrease of the solution pH value, Figure 15(B). The absence of any of the two enzymes (input signals 0,1 or 1,0) or both of them (input signals 0,0) resulted in the inhibition of the gluconic acid formation and thus no pH changes were produced. This biocatalytic chain mimics the AND logic operation expressed by the standard truth table, Figure 15(C). After completion of the biocatalytic reactions and reaching the final pH value, the system might be reset to the original pH by using another biochemical reaction in the presence of urease and urea resulting in the production of ammonia and elevating pH, Figure 15(A). The performance of the biochemical system can be described in terms a logic circuitry with AND/Reset function, Figure 15(D).

Another gate, operating as Boolean OR logic function was composed of two parallel reactions, Figure 15(E): hydrolysis of ethyl butyrate and oxidation of glucose biocatalyzed by esterase (Est) and glucose oxidase (GOx), respectively, and resulting in the formation of butyric acid and gluconic acid. Any of the produced acids and both of them together resulted in the
formation of acidic solution, Figure 15(F). Thus, in the absence of both enzymes (Est and GOx: input signals \(0,0\)) the two reactions were inhibited and the pH value was unchanged. When either enzyme (Est or GOx: input signals \(0,1\) or \(1,0\)) or both of them together (input signals \(1,1\)) were present, one or both of the reactions proceeded and resulted in the acidification of the solution. The features of the system correspond to the OR logic operation and can be expressed by the standard truth table, Figure 15(G). Similarly to the preceding example, the system can be reset to the initial pH by the urease catalyzed reaction allowing sequence of OR / Reset functions, Figure 15(H).

Enzyme-logic systems producing pH changes were coupled with various pH-sensitive polymer-functionalized nanostructured systems: membranes,\(^93\) nanoparticle suspensions\(^{24,94}\) and water/oil emulsions.\(^95\) For example, the pH changes produced by the AND / OR enzyme logic gates shown in Figure 15 were coupled with a pH-responsive membrane, resulting in the opening/closing of the membrane pores, thus transducing the biochemical logic operation into the bulk material property change,\(^93\) see Figure 16. The membrane was prepared by salt-induced phase separation of sodium alginate and gelatin and cross-linked by CaCl\(_2\), Figure 16(A). The membrane operates by swelling its gel body in response to changes in pH. This leads to shrinkage of the pores and consequently to a change in its permeability. The membrane was deposited onto an ITO-glass electrode for electrochemical characterization or onto a porous substrate (track-etched polycarbonate membrane) for permeability measurements. The Scanning Probe Microscopy (SPM) topography images obtained \textit{in situ} in a liquid cell, Figure 16(B), electrochemical impedance spectroscopy, Figure 16(C), and probe molecules (fluorescent dye Rhodamine B) diffusivity through the polyelectrolyte membrane, Figure 16(D), were all utilized to monitor the behavior of the membrane coupled with the enzyme-based logic gates. Strong dependence of the swelling of the polyelectrolyte membrane on pH was found: the pores are open at pH \(< 4\) and completely closed at pH \(> 5\). The pH changes were induced \textit{in situ} using the enzyme logic gates shown in Figure 15. The corresponding SPM images, impedance and permeability changes were characteristic of the AND / OR logic gates, and after completion they were followed by the reset generated in the presence of urea and urease as described above.
Similarly to the logically controlled switchable membrane, other signal-responsive nanostructured materials were functionally coupled with enzyme logic systems. Reversible aggregation-dissociation of polymer-functionalized nanoparticles\textsuperscript{94} and inversion of water-oil emulsion stabilized with nanoparticles\textsuperscript{95} were controlled by the enzyme signals processed according to the \textbf{AND} / \textbf{OR} Boolean logic outlined in Figure 15. All the studied signal-responsive systems demonstrated Boolean logic operations encoded in the biochemical systems.

8. \textbf{Interfacing of Enzyme Logic with Switchable Electrodes and Bioelectronic Devices}

pH-switchable materials immobilized on interfaces of electronic/electrochemical transducers, e.g., Si-chips\textsuperscript{96} or conducting electrodes,\textsuperscript{97-100} were coupled with enzyme logic systems producing pH changes in solutions as logic responses to input signals. This allowed electronic transduction of the generated output signals, converting the systems into multi-signal biosensors chemically processing various patterns of the input signals using logic “programs” built-in in the enzyme systems. For example, enzyme logic systems mimicking Boolean \textbf{AND} / \textbf{OR} logic operations and producing the output signal in the form of solution pH changes were coupled with charging-discharging organic shells around Au nanoparticles associated with a Si-chip surface, Figure 17(A).\textsuperscript{96} This resulted in the capacitance changes at the modified interface allowing electronic transduction of the biochemical signals processed by the enzyme logic systems, Figure 17(B-C).

Another approach to electrochemical transduction of the output signals generated by enzyme logic systems in the form of pH changes has been based on the application of polyelectrolyte-modified electrode surfaces.\textsuperscript{97-100} Polyelectrolytes covalently bound to the electrode surface as polymer brushes offer pH-sensitivity allowing control of the electrode interfacial properties by varying pH values. Charged states of polymer brushes produce hydrophilic swollen thin-films at the electrode surface resulting in high permeability for transport of soluble redox probes to the conducting supports, thus yielding the electrochemically active state of the modified electrode. Upon discharging the polymer chains, the resulting hydrophobic shrunken brush isolated the conducting supports yielding the inactive state of the modified
electrode. Switching between the ON and OFF states of the electrode modified with the polymer brush was achieved by varying the pH value of the solution. This property of the polymer brush-functionalized electrodes was used to couple them with an enzyme logic system composed of several networked gates. The logic network composed of three enzymes (alcohol dehydrogenase, glucose dehydrogenase and glucose oxidase) operating in concert as four concatenated logic gates (AND / OR), was designed to process four different chemical input signals (NADH, acetaldehyde, glucose and oxygen), see Figure 18. The cascade of biochemical reactions resulted in pH changes controlled by the pattern of the applied biochemical input signals. The “successful” set of the inputs produced gluconic acid as the final product and yielded an acidic medium, lowering the pH of the solution from its initial value of pH 6-7 to the final value of ca. 4, thus switching ON the interface for the redox process of a diffusional redox probe, \([\text{Fe(CN)}_6]^{3-/4-}\). The chemical signals processed by the enzyme logic system and transduced by the sensing interface were read out by electrochemical means using cyclic voltammetry, see Figure 19(A). Reversible activation-inactivation of the electrochemical interface was achieved upon logic processing of the biochemical input signals and then by the reset function activated in the presence of urease and urea, Figure 19(A)-inset. The whole set of the input signal combinations included 16 variants, while only \(0,0,1,1; 0,1,1,1; 1,0,1,1; 1,1,1,0\) and \(1,1,1,1\) combinations resulted in the ON state of the electrochemical interface, Figure 19(B). The present system exemplifies a multi-gate / multi-signal processing enzyme logic system associated with electrochemical transduction readout of the output signal.

Another pH-sensitive polymer-brush loaded with an electron transfer mediator (Os(dmo-bpy)_2, where dmo-bpy = 4,4’-dimethoxy-2,2’-bipyridine), was applied to switch ON-OFF bioelectrocatalytic reactions upon receiving pH-signals from enzyme logic gates processing various biochemical inputs. In this way, electrocatalytic oxidation of NADH and bioelectrocatalytic oxidation of glucose were controlled by enzyme logic gates coupled with the switchable electrocatalytic interface through pH changes. This electrode was also integrated into an enzyme-based biofuel cell serving there as a switchable biocatalytic cathode for oxygen reduction, see Figure 20. Glucose oxidation in the presence of soluble glucose oxidase (GOx) and methylene blue (MB) mediating electron transport to a bare ITO electrode was used as an anodic process. The biofuel cell was switched ON on-demand upon
processing biochemical signals by enzyme logic gates and reset back to the OFF state by another biocatalytic reaction in the presence of urea and urease. The coupling of the in situ enzyme reactions with the switchable electrochemical interface was achieved by pH changes generated in the course of the enzymatic reactions resulting in swelling/shrinking the redox polymer at the electrode surface as described above. Early on, single logic gates AND / OR were used to control the biofuel cell power production. Recently, a higher complexity biocatalytic system based on the concerted operation of four enzymes activated by four chemical input signals was designed, Figure 21(A), to mimic a logic network composed of three logic gates: AND / OR connected in parallel and generating two intermediate signals for the final AND gate, see Figure 21(B). The switchable biofuel cell was characterized by measuring polarization curves at its “mute” and active states. A low voltage-current production was characteristic of the initial inactive state of the biofuel cell at pH ca. 6, Figure 22(A-a). Upon receiving an output signal in the form of a pH decrease from the enzyme logic network, the voltage-current production by the biofuel cell was dramatically enhanced when pH reached ca. 4.3, Figure 22(A-b). When activation of the biofuel cell was achieved, another biochemical signal (urea in the presence of urease) resulted in increase of pH, thus resetting the cell to its inactive state with the small voltage-current production, Figure 22(A-c). This cyclic operation of the biofuel cell in response to receiving biochemical signals can be followed by reversible changes of the current production, Figure 22(A)-inset. The biofuel cell switching from the “mute” state with low activity to the active state was achieved by the appropriate combination of the input signals processed by the enzyme logic network. Only three combinations of the input signals: 1,1,1,0; 1,1,0,1 and 1,1,1,1 from the 16 possible variants resulted in the solution pH change, thus switching the biofuel cell to its active state, Figure 22(B). The studied biofuel cells exemplify a new type of biofuel cell devices with the bioelectronic function controlled by a biocomputing system. Such devices will provide a new dimension in bioelectronics and biocomputing benefiting from the integration of both concepts.
9. Conclusions and Future Challenges

In summary, we reviewed various aspects of enzyme-based logic gates, their networking, and their interfacing with systems that offer transduction of the biochemical output into electronic or other signals. Let us now briefly comment on future challenges for this field of research.

We point out that an important development in enzyme-based logic has been initiated\(^3,^{104}\) with the introduction of the novel sensor concepts, with multiple input signals processed biochemically before transduction to the output. Such systems would require utilization of realistic, rather than model, biochemical inputs, with proper ranges for the “digital” 0 and 1 signal cutoffs, as well as “gate machinery” compatible with the environment of the sensing application. Furthermore, new demands for the biochemical gate networking will require a strategy to systematize the modeling,\(^3\) utilizing modular network analysis and detailed network optimization approaches, supplemented with single-gate optimization of key elements in the network. As the biocomputing networks become larger and more complex, new gates and non-Boolean network elements will have to be realized, characterized, and modeled. The latter, non-Boolean elements should include filters, functioning, for instance, by diverting some of the output or input(s): It has been argued\(^67\) that this can induce sigmoid behavior. More long-term projects will also address issues of signal slitting/balancing, and signal amplification. Ultimately, for larger networks the issues of network design for digital error correction will also come into play. Enzyme properties not presently explored for information processing, might offer interesting avenues for optimization. As already mentioned, allosteric enzymes\(^80\) frequently have the self-promoter (sigmoid-response) property with respect to their substrate concentrations. Combination of enzymes with other biomolecules, specifically, with immune-recognition biomolecules (antigens–antibodies), offers interesting avenues for new information processing designs and applications. Preliminary work has already demonstrated logic operations performed by antigen–antibody interactions coupled with enzyme logic gates.\(^105\) The logically processed immune-signals were utilized to control the operation of a biofuel cell.\(^106\)
A variety of biomedical and biotechnological applications could be envisaged for the developed hybrid systems. These applications can range from biochemical processes (e.g., biomolecular oxidative damage)\textsuperscript{107} to bioelectronic devices (e.g., biofuel cells)\textsuperscript{102,103,106} controlled by enzyme logic systems. As mentioned, the biocomputing approach reviewed here, paves the way to novel digital biosensors processing multiple-biochemical signals and producing a combination of outputs dependent on a complex pattern of inputs. The biochemical signals can be processed by chemical means based on the enzyme logic systems and the difference between different physiological scenarios can be directly derived from the chemically processed information, hence obviating the need for computer analysis of the biosensing information. In addition to analysis of the data, the output signals might be directed to chemical actuators (e.g., signal responsive membranes) leading to on-demand drug release. A diverse range of “smart” (stimuli-responsive) materials, with switchable physical properties, has been developed for \textit{in vivo} drug delivery.\textsuperscript{108} The new hybrid materials with built-in Boolean logic will be capable of switching physical properties in response to the output of an enzyme-logic system towards autonomous on-demand drug delivery. The output signals generated by enzyme logic networks will activate “smart” chemical actuators, resulting, for example, in the opening of a membrane releasing a drug, could lead to a novel unconventional approach to the decision-making (sense-and-treat) biosensor. We anticipate that such devices controlled by biochemical logic networks will facilitate decision-making in connection to autonomous feedback-loop drug-delivery systems and will revolutionize the monitoring and treatment of patients, and many other biomedical applications.

The demonstrated approaches to interfacing of biomolecular computing systems with signal-responsive materials enable the use of various biocatalytic reactions to control the properties of responsive materials and systems with built-in Boolean logic. This approach would be an efficient way to fabricate “smart” multi-signal responsive drug delivery systems, sensors, miniaturized switchers, microfluidic devices, etc., which can function without communication with an external electronic computer revolutionizing many biotechnological applications.
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Table 1. Gate-function “quality measures” for the three-AND-gate network, derived from the data fits for the initially selected parameter set and after optimization of the network functioning. Results for two definitions of the output signal: at fixed gate-time and via the steady-state time-dependence slope, are shown; see Ref. 68 for details.

| Input Varied | Quality Measures\(^{a,b}\) (the best possible value of these quantities is \(\sqrt{2} \approx 1.19\)) | Slope | Gate-Time | Slope | Gate-Time | Gates Involved |
|--------------|-----------------------------------------------------|-------|-----------|-------|-----------|----------------|
|              |                                                     | Signal| Signal    | Signal| Signal    |                |
| \(x_1\)     | \(\max[\sqrt{2}A_1, 1/A_1]\)                       | 1.52\(^a\) | 1.92\(^a\) | 1.23  | 1.41      | 1              |
| \(x_2\)     | \(\max[\sqrt{2}\sqrt{A_2B_1}, 1/\sqrt{A_2B_1}]\)  | 2.04\(^a\) | 1.56\(^a\) | 1.41  | 1.41      | 1, 2           |
| \(x_3\)     | \(\max[\sqrt{2}\sqrt[3]{A_3B_2B_1}, 1/\sqrt[3]{A_3B_2B_1}]\) | 1.26\(^a\) | 1.21\(^a\) | 1.21\(^b\) | 1.24      | 1, 2, 3        |

\(^a\) For the initial experiment, all the \(\max[\ldots]\) values were realized as inverses, rather than as products with \(\sqrt{2}\).

\(^b\) For the optimized experiment, this single value was realized as an inverse; all the other values were \(\sqrt{2}\ldots\).
**Figure 1.** Top: Schematic of the interrelation of unconventional computing approaches, as addressed in this review. Middle: Topics in controlling the level of noise, which is a particularly important aspect for applications of enzyme-based information processing. Bottom: Approaches to modeling the relevant enzymatic reactions must be adjusted for proper analysis and design of “biocomputing” systems.

**Various paradigms for scalable information processing:**

- Digital electronic circuitry
- Life
- Quantum parallelism
- “Ensemble” parallelism

**Examples of presently known systems/realizations:**

- Modern electronic computers
- Living organisms
- Few-qubit register
- DNA computing

**Figure 2.** Schematic of the presently known paradigms for scalable, supposedly “fault-tolerant” information processing.
Figure 3. (a) The identity function mapping digital 0 and 1 to the same values, shown by the two bold dots in the figure. (b) A concave response curve with the shaded region indicating the approximately linear section utilized in “proportional” sensor applications. The input and output signals are not limited to the range bounded by the “digital” values and they do not have to be at the physical zero and some specific positive value. They can also be considered for values beyond the selected “digital” range: the broken-line sections. (c) The convex response typical of catalytic biochemical reactions. Here there is still an identifiable linear regime, typically near the physical zero concentrations, as well as the saturation regime for larger concentrations. The signals are shown normalized to the “digital” range between 0 and 1. Most studies of the (bio)chemical gates thus far have focused on the digital values, and more recently on the range between 0 and 1, ignoring the values beyond that range. (d) The sigmoid, filter-like response, which can (and should) also be considered above the digital value 1, as well as below the digital value 0 if it is not defined at the physical zero of concentrations. This is shown by the curve protruding beyond the “logic” interval.
Figure 4. Spread of the signal about the expected digital-1 result.

Figure 5. (A) Enzyme-based Boolean AND logic gate. (B) Optical changes in the system upon indirect analysis of gluconic acid$^{58}$ generated in the presence of different combinations of the input signals: (a) 0,0; (b) 0,1; (c) 1,0; (d) 1,1; and (e) prior to the signals application. (C) Bar diagram showing the absorbance changes,$^{58}$ $|\Delta A|$, derived from the spectra for various combinations of the input signals, and the threshold value (here 0.2) above which the digital 1 is registered.
Figure 6. (A) Enzyme-based Boolean XOR logic gate. (B) Optical changes in the system generated\textsuperscript{58} in the presence of different combinations of the input signals: (a) 0,0; (b) 0,1; (c) 1,0; (d) 1,1; and (e) prior to the signals application. (C) Bar diagram showing the absorbance changes,\textsuperscript{58} $|\Delta A|$, for various combinations of the input signals, and the threshold value (0.2) above which the digital 1 is registered.

Figure 7. Enzyme based half-adder.\textsuperscript{59}
Figure 8. Two-input (one-output) analog-function surfaces: (A) Typical response surface for biocatalytic reactions. (B) Desirable response, sigmoid in both inputs. (C) Response surface that allows elimination of noise amplification without sigmoid behavior. (D) Response surface sigmoid in one of the inputs, which also avoids noise amplification for a proper choice of the parameters.
Figure 9. Schematics of the illustrative single-enzyme HRP-based AND logic gate.

Figure 10. **Upper panel:** Experimental data for the AND gate carried out by HRP as the biocatalyst, with $\text{H}_2\text{O}_2$ and ABTS as the two inputs. The data are not scaled to the “logic” ranges in order to show the reference logic-1 values. Details of the experiment, as well as values of additional parameters, can be found in Ref. 73. **Lower panel:** Theoretical data fit according to Eq. (3–4).
Figure 11. Upper panel: Experimental data for the AND gate carried out by HRP as the biocatalyst, with inputs $\text{H}_2\text{O}_2$ and ferrocyanide (introduced into solution as potassium ferrocyanide). The data are not scaled to the “logic” ranges in order to show the reference logic-1 values (selected as experimentally convenient values, not related to those in Figure 10). Details of the experiment, as well as values of additional parameters, can be found in Ref. 73. Lower panel: The theoretical data fit according to Eq. (3–4).
Figure 12. (A) Sequence of three enzyme-based biocatalytic reactions carried out in solution, with the output detected optically, as described in Ref. 68, where details of the experiment can be found. The inset offers a legend for the biochemical name abbreviations. (B) Modular representation of the realized sequence of enzymatic reactions as a network of three AND gates. (C) A more realistic, but not modular, network representation involving AND, Identity and Delayed identity gates, as detailed in the text.
Figure 13. Upper panel: Experimental data for the optical-signal output at fixed time, $t^{\text{gate}}$, as a function of the input 3 (starch: cf. Figure 12), before any network optimization. The solid line is the data fit according to Eq. (8). Lower panel: The same after network optimization. Details of the experiments, as well as the values of the various parameters, can be found in Ref. 68. Note that all the variables here were rescaled to the “logic” ranges [0,1].

Figure 14. Scheme showing the general concept of interfacing enzyme-based logic systems with signal-responsive polymers operating as “smart” chemical actuators controlled by the gate output signals.
Figure 15. Biochemical logic gates with the enzymes used as input signals to activate the gate operation: the absence of the enzyme is considered as “0” and the presence as “1” input signals. The Reset function was catalyzed by urease. (A) The AND gate based on GOx and Inv catalyzed reactions. (B) pH-changes generated in situ by the AND gate upon different combinations of the input signals: a) “0,0”, b) “0,1”, c) “1,0” and d) “1,1”. Inset: Bar diagram showing the pH changes as the output signals of the AND gate. (C) The truth table of the AND gate showing the digital output signals corresponding to the pH changes generated upon different combinations of the input signals. (D) Equivalent electronic circuit for the biochemical AND-Reset logic operations. (E) The OR gate based on GOx and Est catalyzed reactions. (F-H) The same as (B-D) for the OR gate.
Figure 16. Signal-responsive membrane coupled with enzyme-based logic gates. (A) Schematic representations of a single pore of the polyelectrolyte membrane switched between the closed (a) and open (b) states. (c) The structure of the alginate hydrogel constituted of D-mannuronic acid and L-guluronic acid residues cross-linked with divalent ions (Ca$^{2+}$) in (d) an egg-box-like conformation. The swelling and shrinking of the hydrogel is attributed to the ionization (a) and protonation (b) of the unbound carboxyl groups at pH > 5 and pH < 4, respectively. (B) SPM topography images (10×10 µm$^2$) of the swollen (a) and shrunken (b) membrane. (C) Electron transfer resistance, $R_{\text{ct}}$, of the membrane deposited on the electrode surface derived from the impedance spectroscopy measurements obtained upon different combinations of input signals. (D) Relative permeability (ratio of the membrane permeability deposited on the supporting filter to the permeability of the filter with no membrane) for Rhodamine B obtained upon different combinations of the input signals. Blue and red bars correspond to the AND / OR gates, respectively (a.u. denotes arbitrary units).
**Figure 17.** Electronic scheme (A) of the signal-transducing device based on a Si-chip modified with Au nanoparticles coated with a pH-sensitive organic shell (FRA = frequency response analyzer; RE = reference electrode). The bar diagrams showing the output signals generated by **OR** (B) / **AND** (C) enzyme logic gates and transduced by the Si-chip in the form of capacitance changes. The dashed lines correspond to the threshold values: the output signals below the first threshold were considered as 0, while the signals above the second threshold were treated as 1. (Adapted from Ref. 96 with permission.

**Figure 18.** (A) Multi-gate / multi-signal processing enzyme logic system producing *in situ* pH changes as the output signal. (B) The equivalent logic circuitry for the biocatalytic cascade.
**Figure 19.** Electrochemical transduction of the chemical signals processed by the enzyme logic network shown in Figure 18. (A) Cyclic voltammograms obtained for the ITO electrode modified with the P4VP-polymer brush in: a) the initial OFF state, pH ca. 6.7, b) ON state enabled by the input combinations resulting in acidifying the solution to pH ca. 4.3, and c) *in situ* reset to the OFF state, pH ca. 8.8. Inset: reversible current changes upon switching the electrode ON-OFF. The dotted lines show threshold values separating logic 1, undefined, and logic 0 output signals. (See Ref. 98 for the details of the experiment.)

**Figure 20.** Biofuel cell composed of the pH-switchable logically controlled biocatalytic cathode and glucose oxidizing anode.
Figure 21. (A) The cascade of reactions biocatalyzed by alcohol dehydrogenase (ADH), amyloglucosidase (AGS), invertase (INV) and glucose dehydrogenase (GDH) and triggered by chemical input signals: NADH, acetaldehyde, maltose and sucrose, added in different combinations. (B) The logic network composed of three concatenated gates, corresponding to the cascade of enzymatic reactions in (A).

Figure 22. (A) V-i polarization curves obtained for the biofuel cell with different load resistances: (a) in the inactive state prior to the addition of the biochemical input signals (pH value in the cathodic compartment ca. 6); (b) in the active state after the cathode was activated by changing pH to ca. 4.3 by the biochemical signals; (c) after the Reset function activated by the addition of 5 mM urea. Inset: Switchable $i_{sc}$ upon transition of the biofuel cell from the mute to active state and back, performed as biochemical signals are being processed by the enzyme logic network. (B) The bar diagram showing the power density produced by the biofuel cell in response to different patterns of the chemical input signals. Dashed lines show thresholds separating digital 0, undefined, and 1 output signals produced by the system.