ON CHARACTER VARIETIES WITH NON-CONNECTED STRUCTURE GROUPS

CHENG SHU

Abstract. For any connected complex reductive group $G$, any finitely generated discrete group $\Pi$ and a normal subgroup $\bar{\Pi}$ with quotient group $\Gamma$, we study the associated $G \rtimes \Gamma$-character variety, the space of admissible $G \rtimes \Gamma$-representations of $\Pi$. We study the relation between this variety and the $\Gamma$-fixed points in the usual $G$-character variety associated to $\bar{\Pi}$. In the process, we give the classification of the isomorphism classes of the semi-direct products $G \rtimes \Gamma$, with fixed $G$ and $\Gamma$. In the case where $\bar{\Pi}$ and $\Pi$ are fundamental groups of Riemann surfaces, a genericity condition on the conjugacy classes of monodromy is introduced as a sufficient condition for the irreducibility of $G \rtimes \Gamma$-representations. The example of $GL_n \rtimes <\sigma>$-character varieties is discussed in detail.
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Introduction

Given a connected complex reductive group $G$ and a Riemann surface $X$, the Riemann-Hilbert correspondence and the non abelian Hodge correspondence identify three moduli spaces: the moduli space of Higgs $G$-bundles on $X$, the moduli space of flat $G$-connections on $X$, and the $G$-character variety of $X$. (This picture generalises to the case of punctured Riemann surfaces by introducing restrictions on monodromies around the punctures.) We will call $G$ the structure group of the character variety. We may regard $G$-bundles as torsors under the constant group scheme $G \times X$ and generalise the situation by considering a non constant (i.e. non-split) group scheme on $X$. For example, torsors under a unitary group scheme on $X$ as in [LN08]. In this more general setting, the corresponding character varieties should have a structure group of the form $G \rtimes \Gamma$, where $\Gamma$ is the Galois group of a finite Galois covering $\bar{X}/X$ such that the non constant group scheme lifts to a constant one. (A complete classification of the isomorphism classes of the groups of the form $G \rtimes \Gamma$ with given $G$ and $\Gamma$ is given by Theorem[1.15] which may be of independent interest. See [BL99] Theorem 5.1] for a theorem of Taunt in the context of finite groups.) The definition of such a character variety is simple, as is explained below.
Fix a homomorphism \( \psi : \Gamma \to \text{Aut} G \) so that we have a semi-direct product \( G \rtimes \Gamma \). The representation variety consists of those homomorphisms \( \pi_1(X) \to G \rtimes \Gamma \) that make (the right hand side of) the following diagram commute, and these homomorphisms will be called admissible \( G \rtimes \Gamma \)-representations.

\[
\begin{array}{c}
1 \longrightarrow \pi_1(\tilde{X}) \longrightarrow \pi_1(X) \longrightarrow \Gamma \longrightarrow 1 \\
\downarrow \tilde{\rho} \quad \downarrow \rho \quad \quad = \quad = \\
1 \longrightarrow G \longrightarrow G \rtimes \Gamma \longrightarrow \Gamma \longrightarrow 1 .
\end{array}
\]

An admissible \( \rho : \pi_1(X) \to G \rtimes \Gamma \) can be restricted to \( \tilde{\rho} : \pi_1(\tilde{X}) \to G \). We will call \( \tilde{\rho} \) the underlying \( G \)-representation of \( \rho \). The conjugation of \( G \) on \( G \rtimes \Gamma \) induces an action on this variety and the corresponding categorical quotient is called the \( G \rtimes \Gamma \)-character variety.

In this article, we study a couple of facets of this variety. As in the case of usual character varieties, the closed orbits and stable orbits in the representation variety consist exactly of semi-simple representations and irreducible representations, and the points in the character variety are in bijection with the closed orbits. The semi-simple and irreducible \( G \rtimes \Gamma \)-representations are defined in terms of completely reducible and irreducible subgroups of non-connected algebraic groups. The definition of \( G \rtimes \Gamma \)-character varieties as well as these fundamental results are given in Section 1.5. The classification of the semi-direct products \( G \rtimes \Gamma \), with fixed \( G \) and \( \Gamma \), is given in §1.6.

It is tempting to ask about the relation between an admissible \( G \rtimes \Gamma \)-representation \( \rho \) and its underlying \( G \)-representation \( \tilde{\rho} \). For simplicity, in the rest of this introduction we assume \( G = \text{GL}_n(\mathbb{C}) \). Denote by \( \text{Ch}(\hat{X}, G) \) the usual \( G \)-character variety associated with \( \hat{X} \) and denote by \( \text{Ch}^\circ(\hat{X}, G) \) the open subvariety of irreducible \( G \)-representations. With the homomorphism \( \psi : \Gamma \to \text{Aut} G \) that defines the semi-direct product \( G \rtimes \Gamma \), we have a \( \Gamma \)-action on \( \text{Ch}(\hat{X}, G) \).

For the definition of this action, see (2.1.1) and Remark 2.3. We present below our first result, which concerns the relation between \( G \rtimes \Gamma \)-character varieties associated to \( \hat{X}/X \) and the variety \( \text{Ch}^\circ(\hat{X}, G)^\Gamma \) of \( \Gamma \)-fixed points.

Denote by \( \Omega(\psi) \) the composition of \( \psi \) and the natural homomorphism \( \text{Aut} G \to \text{Out} G \). The fixed-points locus \( \text{Ch}(\hat{X}, G)^\Gamma \) only depends on \( \Omega(\psi) \). The equivalence classes of those \( \psi' \) such that \( \Omega(\psi') = \Omega(\psi) \) are parametrised by the pointed set \( H^1(\Gamma, \text{Inn} G) \) with base point \( \psi \), where \( \text{Inn} G = G/Z_G \) and \( Z_G \) is the centre of \( G \). An element of \( H^2(\Gamma, \text{Inn} G) \) will be represented by some \( \psi' \). Let \( \delta : H^1(\Gamma, \text{Inn} G) \to H^2(\Gamma, Z_G) \) be the natural map.

**Theorem 1.** For any semi-simple representation \( \tilde{\rho} : \tilde{\Pi} \to G \), denote by \([\tilde{\rho}]\) its \( G \)-orbit, i.e., the corresponding element of \( \text{Ch}(\tilde{\Pi}, G) \). We have:

(i) For each \([\tilde{\rho}]\) \( \in \text{Ch}^\circ(\tilde{\Pi}, G)^\Gamma \), there is a well-defined element \( \epsilon([\tilde{\rho}]^\Gamma) \in H^2(\Gamma, Z_G) \). This defines a partition of \( \text{Ch}^\circ(\tilde{\Pi}, G)^\Gamma \);

(ii) \( \tilde{\rho} \) is the underlying \( G \)-representation of some admissible \( G \rtimes \Gamma \)-representation of \( \Pi \) if and only if \( \epsilon([\tilde{\rho}]^\Gamma)^{-1} = \delta(\psi') \) for some \( \psi' \) such that \( \Omega(\psi') = \Omega(\psi) \). In this case, the semi-direct product \( G \rtimes \Gamma \) is defined by \( \psi' \).
Remark 2. We do not know whether the map $[\bar{\rho}] \mapsto \sigma([\bar{\rho}])$ is surjective. We do not know whether a $G \rtimes \psi \Gamma$-character variety can be isomorphic to a $G \rtimes \psi' \Gamma$-character variety if $\delta(\psi) \neq \delta(\psi')$.

For the proof, see Proposition 2.8 and Proposition 2.9 (By Lemma 1.14 below, the isomorphism class of $G \rtimes \psi \Gamma$ only depends on $\delta(\psi')$.) The first part of the theorem already appeared in [Wu15] and [Sch17a].

Our most important examples of such character varieties are the $GL_n \rtimes \langle \sigma \rangle$-character varieties associated to a double covering $\tilde{X} \to X$, where $\sigma$ is an order 2 outer automorphism of $GL_n$. These are character varieties that are unitary in the global sense. Suppose that $\tilde{X} \to X$ is exactly the unbranched part of a branched double covering $\tilde{X}' \to X'$ of compact Riemann surfaces. If we restrict the monodromy around the punctures (removed ramification points) to some $GL_n$-conjugacy classes in the connected component $GL_n \sigma$ denoted by $(C_j)_j$, then we obtain the character variety $Ch_{\Gamma,C}(X,G)$ as defined in §3.4. It can be written as

\begin{equation}
\{(A_i,B_i)(Y_j)_j \in GL_n^{2g} \times \prod_{j=1}^g C_j | A_1 \sigma(B_1)A_1^{-1}B_1^{-1} \prod_{i=2}^g [A_i,B_i] \prod_{j=1}^g Y_j = 1) / \text{GL}_n, \}
\end{equation}

where $g$ is the genus of $X$. Note that there are necessarily an even number of ramification points in the branched covering $\tilde{X}' \to X'$ so that $\prod_{j} Y_j$ indeed lies in the identity component $GL_n$. We may also start with an unbranched covering $\tilde{X}' \to X'$ and define $\tilde{X} \to X$ by removing a finite set. In this case, we can restrict the monodromy around the punctures to some conjugacy classes of $GL_n$, denoted by $(C_j)_j$. Now the character variety $Ch_{\Gamma,C}(X,G)$ can be written as

\begin{equation}
\{(A_i,B_i)(X_j)_j \in GL_n^{2g} \times \prod_{j=1}^g C_j | A_1 \sigma(B_1)A_1^{-1}B_1^{-1} \prod_{i=2}^g [A_i,B_i] \prod_{j=1}^g X_j = 1) / \text{GL}_n, \}
\end{equation}

Since these character varieties are also defined by a simple equation resembling the usual character variety, its $E$-polynomial can be calculated following the method in [HLRV11], which involves point-counting over finite fields. One of the major motivation of this article is to prepare some technical results for this point-counting project, especially the notion of generic conjugacy classes. The generic condition is a sufficient condition for all elements of the character variety to be irreducible $GL_n \rtimes \langle \sigma \rangle$-representations. Beware that this does not imply that the underlying $GL_n(\mathbb{C})$-representations are irreducible, so working with non-connected groups is essential. Below we give an explicit description of generic tuple of conjugacy classes in the case of $GL_n(\mathbb{C}) \rtimes \langle \sigma \rangle$-character varieties. The definition for general reductive group $G$ and finite group $\Gamma$ will be given in Section 3 which will be the most technical part of the article.

We first restrict ourselves to the case of branched covering and two semi-simple classes $(C_1,C_2)$ in $GL_n \sigma$. According to the parametrisation of semi-simple conjugacy classes in the connected component $GL_n(\mathbb{C})\sigma$, they have representatives of the form

$$\text{diag}(a_1, \ldots, a_N, a_1^{-1}, \ldots, a_N^{-1}), \text{ diag}(b_1, \ldots, b_N, b_1^{-1}, \ldots, b_N^{-1}),$$

for some $a_i, b_i \in \mathbb{C}^\ast$, $1 \leq i \leq N$. (So we have assumed $n = 2N$.) Then the genericity condition says the following. For any integer $1 \leq l \leq N$, any two subsets $A, B \subset \{1,2,\ldots,N\}$ of
cardinality \( l \), and any two \( l \)-tuples of signs \((e_i)_{i \in A}, (e'_i)_{i \in B}\), with \( e_i, e'_i \in \{\pm 1\} \), we have

\[
\prod_{i \in A} a_i^{2e_i} \prod_{i \in B} b_i^{2e'_i} \neq 1.
\]

In the case of unbranched covering, suppose that we have two semi-simple classes \((C_1, C_2)\) in \( \text{GL}_n \) with eigenvalues \((a_1, \ldots, a_n), (b_1, \ldots, b_n)\).

Now the genericity condition says the following. For any \( 1 \leq l \leq N \), any four subsets \( A_1, A_2, B_1, B_2 \) of \( \{1, \ldots, n\} \) such that

- \(|A_1| = |A_2| = |B_1| = |B_2| = l\);
- \( A_1 \cap A_2 = \emptyset, B_1 \cap B_2 = \emptyset \),

we have

\[
\prod_{i \in A_1} a_i \prod_{i \in B_1} b_i \prod_{i \in A_2} a_i^{-1} \prod_{i \in B_2} b_i^{-1} \neq 1.
\]

**Remark 3.** In the unbranched case, we have a tuple of conjugacy classes of \( \text{GL}_n \), very much the same as in the case of usual \( \text{GL}_n \)-character variety. However, the definitions of generic conjugacy classes in these two cases are very different. Recall that for the usual \( \text{GL}_n \)-character variety, the generic condition for \((C_1, C_2)\) says: for any \( 1 \leq l < n \), any two subsets \( A, B \) of \( \{1, \ldots, n\} \) such that \(|A| = |B| = l\), we have

\[
\prod_{i \in A} a_i \prod_{i \in B} b_i \neq 1.
\]

The generic condition for one single conjugacy class is obtained by removing the \( B_1 \) and \( B_2 \) terms in (4), and the \( B \) terms in (3). As an example, let us consider the unbranched case where \( n = 2, g = 1 \), and we have a single conjugacy class \( C = \{-\text{Id}\} \). This class is generic for the usual \( \text{GL}_2 \)-character variety, but not for the \( \text{GL}_2 \rtimes <\sigma> \)-character variety in the unbranched case. In fact, in the \( \text{GL}_2 \rtimes <\sigma> \)-character variety defined by

\[
A\sigma(B)A^{-1}B^{-1}X = \text{Id},
\]

with \( X = -\text{Id} \), there exists an element defined by \( A = \text{Id}, B = \text{diag}(\sqrt{-1}, \sqrt{-1}) \), which is obviously not an irreducible representation. For the precise definition of irreducible \( \text{GL}_n \rtimes <\sigma> \)-representation, see §1.5.

In the last section, we apply our general results given in previous sections to \( \text{GL}_n \rtimes <\sigma> \)-character varieties. We will see that even in this simple case, the statements of Theorem 1 are non-trivial. We will also prove that the \( \text{GL}_n(C) \rtimes <\sigma> \)-character varieties with generic conjugacy classes are smooth, and give a dimension formula. Let \( \text{Ch}_{\Gamma,C}(X, \text{GL}_n) \) denote the variety defined by (1) or (2).

**Theorem 4.** If the tuple of conjugacy classes \( C = (C_j) \) is generic, then the variety \( \text{Ch}_{\Gamma,C}(X, \text{GL}_n) \) is smooth and its dimension is given by

\[
\dim \text{Ch}_{\Gamma,C}(X, \text{GL}_n) = (2g - 2) \dim \text{GL}_n + \sum_{all \; j} \dim C_j.
\]
Finally, let us remark that Boalch and Yamakawa have studied the moduli space of twisted Stokes representations in [BY15]. In the "tame" case, i.e. trivial Stokes data case, the Stokes representations are reduced to torsors under a non-constant local system of groups on $X$. So our character variety is the tame case of theirs.
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1. Preliminaries

Throughout the article, the base field will be $k = \mathbb{C}$ unless otherwise stated. We begin by collecting some results on non-connected algebraic groups.

1.1. Let $G$ be a linear algebraic group, which is not necessarily connected. The identity component of $G$ will be denoted by $G^0$. An algebraic group $G$ is called reductive if $G^0$ is reductive. For any subgroup $H \subset G$ and subsets $X, Y \subset G$, we will write $C_H(X) = \{ g \in H \mid gx = xg \text{ for all } x \in X \}$, $N_H(X) = \{ g \in H \mid gX = Xg \}$ and $N_H(X, Y) = \{ g \in H \mid gX = Xg, gY = Yg \}$. If $G$ is connected and $T \subset G$ is a maximal torus, then $W_G(T)$ denotes its Weyl group defined by $T$.

A closed subgroup $P \subset G$ is parabolic if $G/P$ is complete. By [Spr98] Lemma 6.2.4, $P$ is parabolic in $G$ if and only if $P^o$ is parabolic in $G^0$. Any $G$ is the semi-direct product of its unipotent radical and a Levi factor. A closed subgroup of $G$ is called a Levi subgroup if it is a Levi factor of some parabolic subgroup. Given a parabolic subgroup $P^o \subset G^0$, $N_G(P^o)$ is the largest parabolic subgroup of $G$ that has $P^o$ as its identity component. Note that $P^o$ itself is also a parabolic subgroup of $G$.

1.2. In general, for an arbitrary parabolic subgroup $P^o$ of $G^0$, $P := N_G(P^o)$ does not necessarily meet all connected components of $G$. The connected components of $G$ that meet $P$ are determined as follows.

Let $G^1$ be a connected component of $G$ and denote by $P$ the $G^0$-conjugacy class of $P^o$. Observe that the conjugation of $G^1$ on $G^0$ induces a well-defined bijection from the set of $G^0$-conjugacy classes of parabolic subgroups of $G^0$ to itself. Then $P$ meets $G^1$ if and only if some element of $G^1$ normalises $P^o$, if and only if $G^1$ leaves $P$ stable. The set of conjugacy classes of parabolic subgroups of $G^0$ are in bijection with the set of subsets of vertices of the Dynkin diagram of $G^0$ (if $G^0$ is reductive). Therefore, $P$ meets $G^1$ if and only if the Dynkin subdiagram corresponding to $P$ is stable under the induced action by $G^1$.

1.3. Quasi-Semi-Simple Elements. An element $g \in G$ is quasi-semi-simple if it normalises a maximal torus $T$ and a Borel subgroup $B \subset G^0$ containing $T$ ([DM94, Définition 1.1]). In other words, $g$ is contained in some group of the form $N_G(T, B)$. By [Ste68, Theorem 7.5], semi-simple elements are quasi-semi-simple. Note that the identity component of $N_G(T, B)$
is $T$, and $N_C(T,B)$ meets all connected components of $G$, because all Borel subgroups and all maximal tori of $G^\circ$ are conjugate under $G^\circ$. A quasi-semi-simple element $s \in G$ is called quasi-central if there is no $g \in G^\circ$ such that $\dim C_G(gs) > \dim C_G(s)$ ([DM94, Définition 1.15]). For characteristic reasons ([DM94, Remarque 2.7]), all unipotent elements of $G$ are contained in $G^\circ$ and all quasi-semi-simple elements are semi-simple.

Now assume $G/G^\circ$ is a cyclic group and denote by $G^1$ a connected component generating the component group. Let $\sigma \in G^1$ be a semi-simple element, and let $T$ be a $\sigma$-stable maximal torus contained in a $\sigma$-stable Borel subgroup $B \subset G^\circ$. Denote by $[T,\sigma]$ the commutator and by $T^\sigma$ the centraliser $C_T(\sigma)$. The following proposition will be frequently used.

**Proposition 1.1.** ([DM18, Proposition 1.16]) Semi-simple classes in $G^1$ have representatives in $(T^\circ)^\sigma$. Two elements $t_\sigma, t'^\sigma \in (T^\circ)^\sigma$ represent the same $G^\circ$-conjugacy class if and only if $t$ and $t'$, when passing to the quotient

$$T/[T,\sigma] \cong (T^\circ)^\sigma/[T,\sigma] \cap (T^\circ)^\sigma,$$

belong to the same $W^\sigma$-orbit, where $W^\sigma$ is the subgroup of $W_G(T)$ consisting of the elements fixed by $\sigma$.

1.4. Completely reducible and irreducible subgroups. Let $G$ be a (not necessarily connected) reductive algebraic group. A closed subgroup $H$ of $G$ is $G$-completely reducible if for any parabolic subgroup $P \subset G$ containing $H$, there is a Levi factor of $P$ containing $H$. A closed subgroup $H$ of $G$ is $G$-irreducible if it is not contained in any subgroup of the form $N_G(P^\circ)$ with $P^\circ \subset G^\circ$ being a proper parabolic subgroup. Clearly, if $G = G^\circ$, then the above definition coincides with the definitions for connected reductive groups.

**Remark 1.2.** Our definitions of irreducible subgroup and completely reducible subgroup are slightly different from those in [BMR05], which use R-parabolic subgroups and R-Levi subgroups. In this article, we only consider irreducible subgroups $H \subset G$ that meet all connected components of $G$. (These groups will appear as the image of $\rho$ in the diagram (1.5.1).) For such a subgroup, our definitions agree with those in [BMR05]. An R-parabolic subgroup $P \subset G$ is always contained in $N_G(P^\circ)$. If it meets all connected components of $G$, then it must be the entire normaliser group $N_G(P^\circ)$. An R-Levi subgroup is just a usual Levi factor of an R-parabolic subgroup. Conversely, every subgroup of the form $N_G(P^\circ)$ is an R-parabolic according to [Ric88, Proposition 2.4].

Given $x = (x_1,\ldots,x_n) \in G^n$, denote by $H(x)$ the closed algebraic subgroup of $G$ such that $H(x)(k)$ is the Zariski closure of the abstract group generated by $\{x_1,\ldots,x_n\}$. Consider the diagonal action of $G^\circ$ on $G^n$ by conjugation. Denote by $\text{Stab}_{G^\circ}(x)$ the stabiliser. Obviously $\text{Stab}_{G^\circ}(x) = \text{Stab}_{G^\circ}(H(x))$. Recall that for a $G^\circ$-action on an algebraic variety $X$, an orbit $G^\circ \cdot x$, $x \in X$, is called stable, if it is closed and $\text{Stab}_{G^\circ}(x)/Z_X$ is finite, where $Z_X := \cap_{x \in X} \text{Stab}_{G^\circ}(x)$.

**Example 1.3.** Suppose that $G^\circ = \text{GL}_n$, and that a connected component $G^1$ of $G$ acts on $Z_G \cong G_n$ by $t \mapsto t^{-1}$, so that $Z_G = \{\pm 1\}$. Let $X = G^n$, so $Z_X = Z_G$. If $H(x)$ is an irreducible subgroup contained in $G^\circ$, then $\text{Stab}_{G^\circ}(x) = Z_G$. Therefore $\text{Stab}_{G^\circ}(x)/Z_X$ is not finite and the orbit $G^\circ \cdot x$ is not stable.
Theorem 1.4. Let $G$ and $x$ be as above. Then the orbit $G\cdot x$ is closed if and only if $H(x)$ is completely reducible. Suppose that $H(x)$ meets all connected components of $G$. Then the $G$-orbit of $x \in G^n$ is stable if and only if $H(x)$ is an irreducible subgroup of $G$.

Proof. The first part is [Ric88, Theorem 3.6]. Note that in [Ric88], $G$ being "linearly reductive" simply means that $G^\circ$ is reductive. The proof of [Ric88, Theorem 4.1] can be adapted to the current situation. □

Remark 1.5. This theorem also holds in positive characteristic. The proof is a combination of [BMR05, §6.3], [Mar03, Proposition 8.3] and [Ric88, Proposition 16.7].

1.5. $G \rtimes \Gamma$-Character Varieties. For any connected reductive group $G$ and a finitely generated discrete group $\Pi$, the set of homomorphisms $\text{Hom}(\Pi, G)$ has an algebraic structure induced from that of $G$, and we define the $G$-representation variety $\text{Rep}(\Pi, G)$ as this algebraic variety. Its elements are called $G$-representations of $\Pi$. The conjugation by $G$ on the target induces an action on $\text{Rep}(\Pi, G)$. We will denote by $\text{Ch}(\Pi, G)$ the resulting categorical quotient, called the $G$-character variety.

Let $\Gamma$ be a finite quotient of $\Pi$ and fix a homomorphism $\psi : \Gamma \to \text{Aut} G$, where $\text{Aut} G$ is the group of automorphisms of $G$. Let $G \rtimes \Gamma$ be the semi-direct product defined by $\psi$.

Definition 1.6. We say that a homomorphism of groups $\rho : \Pi \to G \rtimes \Gamma$ is an admissible $G \rtimes \Gamma$-representation of $\Pi$ if the right square of the following diagram commutes

$$
\begin{array}{ccc}
1 & \longrightarrow & \tilde{\Pi} \\
\rho & \downarrow & \rho \\
1 & \longrightarrow & G \\
\end{array}
\begin{array}{ccc}
\longrightarrow & \longrightarrow & \longrightarrow \\
\longrightarrow & \Gamma & \longrightarrow \ 1 \\
\longrightarrow & \longrightarrow & \longrightarrow \\
G \rtimes \Gamma & \longrightarrow & \Gamma & \longrightarrow \ 1
\end{array}
$$

where $\tilde{\Pi}$ is the kernel and $\tilde{\rho}$ is just the restriction of $\rho$. We call $\tilde{\rho}$ the underlying $G$-representation of $\rho$. (The left hand side of the diagram automatically commutes.)

Write $\tilde{G} = G \rtimes \Gamma$. The set $\text{Rep}_\Gamma(\Pi, G)$ of admissible $\tilde{G}$-representations of $\Pi$ is an algebraic variety, which can be constructed as follows. Suppose that $\Pi_0$ is a free group with $n$ generators such that we have a surjective group homomorphism $\Pi_0 \to \Pi$ with kernel $R$. Then each element $r \in R$ defines a closed subvariety of $\tilde{G}^n$. As an example, let $\Pi$ be the fundamental group of a compact Riemann surface of genus $g$, then $n$ can be taken to be $2g$ and $R$ is generated by one single element $r = \prod_{i=1}^{2g} [\alpha_i, \beta_i]$, where $\alpha_i$'s and $\beta_i$'s are the generators of the free group $\Pi_0$. Then $r$ defines a closed subvariety

$$
\{(A_i, B_i) : \prod_{i=1}^{2g} [A_i, B_i] = 1\} \subset \tilde{G}^{2g}.
$$

The admissibility of $\tilde{G}$-representations amounts to requiring the images of the generators of $\Pi$ to lie in some specific connected components of $\tilde{G}$ according to (1.5.1). In the general case, we define $\text{Rep}_\Gamma(\Pi, G)$ as the intersection of all these subvarieties as $r$ runs over $R$. The conjugation by $G$ on $G \rtimes \Gamma$ induces an action of $G$ on $\text{Rep}_\Gamma(\Pi, G)$, and we will denote by $\text{Ch}_\Gamma(\Pi, G)$ the categorical quotient, called the $G \rtimes \Gamma$-character variety.
Let $\rho : \Pi \to \tilde{G}$ be an admissible $\tilde{G}$-representation, let $x$ be a tuple of elements of $\tilde{G}$ which are images of a finite set of generators of $\Pi$, and let $H(x)$ be as defined in §1.4. We say that an admissible $\rho$ is semi-simple if $H(x)$ is a completely reducible subgroup of $\tilde{G}$. We say that an admissible $\rho$ is irreducible if $H(x)$ is an irreducible subgroup of $\tilde{G}$. Let $\rho$ be a $G$-representation of $\Pi$. We say that $\rho$ is strongly irreducible if $\rho$ is irreducible and $\text{Stab}_{\tilde{G}}(\rho) = Z_G$.

**Theorem 1.7.** The $G$-orbit of $\rho \in \text{Rep}_G(\Pi, G)$ is closed if and only if $\rho$ is a semi-simple $\tilde{G}$-representation of $\Pi$. The $G$-orbit of $\rho \in \text{Rep}_G(\Pi, G)$ is stable if and only if $\rho$ is an irreducible $\tilde{G}$-representation of $\Pi$.

**Proof.** By Theorem 1.4, the assertions hold when $\Pi$ is a free group with $n$ generators. Since our representation variety can be realised as a closed $G$-invariant subvariety of $\tilde{G}^n$ for some $n$, we are done. \qed

1.6. **The Group** $G \rtimes \Gamma$. We give the classification of the semi-direct products $G \rtimes \Gamma$, with fixed $G$ and $\Gamma$. Our reference for group cohomology is [Ser94, Chapitre I, §5].

Denote by $Z_G$ the centre of $G$ and denote by $\text{Inn} G = G/Z_G$ the group of inner automorphisms, which is a normal subgroup of $\text{Aut} \tilde{G}$. Denote by $\text{Out}(G)$ the quotient group $\text{Aut} G / \text{Inn} G$. Let $\Gamma$ be a discrete group. For any homomorphism $\psi : \Gamma \to \text{Aut} G$, denote by $\Omega(\psi)$ its composition with the quotient map $\text{Aut} G \to \text{Out} G$.

A homomorphism $\psi : \Gamma \to \text{Out} G$ defines a semi-direct product $G \rtimes_{\psi} \Gamma$, which will often be written as $G \rtimes \Gamma$. Each semi-direct product is equipped with a natural section $s : \Gamma \to G \rtimes \Gamma$, which is a group homomorphism, satisfying

$$
\psi_\sigma(g) = s_\sigma g s_\sigma^{-1}, \text{ for any } g \in G \text{ and } \sigma \in \Gamma,
$$

where we write $s_\sigma = s(\sigma)$ and $\psi_\sigma = \psi(\sigma)$ for any $\sigma \in \Gamma$.

**Lemma 1.8.** Let $H$ be a group. Let $s : \Gamma \to G \rtimes_{\psi} \Gamma$ be the natural section. Let $\Phi : G \rtimes_{\psi} \Gamma \to H$ be a map of set. Suppose that the restriction of $\Phi$ to $G$ is a group homomorphism and that

- $\Phi(g s_\sigma) = \Phi(g) \Phi(s_\sigma)$, for any $g \in G$ and $\sigma \in \Gamma$;
- $\Phi(s_\sigma) \Phi(s_\tau) = \Phi(s_{\sigma \tau})$;
- $\Phi(s_\sigma) \Phi(g) \Phi(s_\tau)^{-1} = \Phi(\psi_\sigma(g))$, for any $\sigma, \tau \in \Gamma$.

Then $\Phi$ is a group homomorphism.

**Proof.** Obvious. \qed

**Lemma 1.9.** Let $\psi \in \text{Hom}(\Gamma, \text{Aut} G)$. Let $\Phi_0 \in \text{Aut} G$ and let $f \in \text{Aut} \Gamma$. Write $\tilde{\psi} = \text{ad} \Phi_0 \circ \psi \circ f$, where $\text{ad} \Phi_0 : \text{Aut} G \to \text{Aut} G$ is the conjugation by $\Phi_0$. Then there is an isomorphism $\Phi : G \rtimes_{\psi} \Gamma \to G \rtimes_{\tilde{\psi}} \Gamma$ that coincides with $f^{-1}$ modulo $G$ and restricts to $\Phi_0$ on $G$.

**Proof.** Let $s : \Gamma \to G \rtimes_{\psi} \Gamma$ and $\tilde{s} : \Gamma \to G \rtimes_{\tilde{\psi}} \Gamma$ be the natural sections. For any $g \in G$, we have $s_\sigma g s_\tau^{-1} = \Phi_0 \circ \psi_\sigma \circ \Phi_0^{-1}(g)$. For any $g \in G$ and $\sigma \in \Gamma$, define $\Phi(g s_\sigma) = \Phi_0(g) s_{f^{-1}(\sigma)}$. This is obviously a bijection. It suffices to verify that the conditions of Lemma 1.8 are satisfied. \qed

**Proposition 1.10.** Let $\psi, \psi' \in \text{Hom}(\Gamma, \text{Aut} G)$. Then there is an isomorphism $\Phi : G \rtimes_{\psi} \Gamma \to G \rtimes_{\psi'} \Gamma$ if and only if there exists $f \in \text{Aut} \Gamma$ and $\Phi_0 \in \text{Aut} G$ such that the following conditions hold.

(i) $\Omega(\psi) = \Omega(\text{ad} \Phi_0 \circ \psi' \circ f^{-1})$.

(ii) Write $\psi'' = \text{ad} \Phi_0 \circ \psi' \circ f^{-1}$. There exists an isomorphism $\Phi' : G \rtimes_{\psi'} \Gamma \to G \rtimes_{\psi''} \Gamma$ satisfying:
Remark 1.11.

follows.

inner automorphism of any isomorphism equivalent if there exists \(g\) such that \(\Phi = \psi \circ f\). Put \(\tilde{\Phi} = \Phi' \circ \Phi\), then \(\tilde{\Phi}\) induces the identity map on the component group. Denote by \(s : \Gamma \to G \rtimes \psi\Gamma\) and \(\tilde{s}' : G \rtimes \psi' \Gamma\) the corresponding natural sections. For any \(\sigma \in \Gamma\), we can write \(\tilde{\Phi}(s_{\sigma}) = g_{\sigma}s'_{\sigma}\) for some \(g_{\sigma} \in G\). We apply \(\tilde{\Phi}\) to \(s_{\sigma}g_{\sigma}^{-1}\) and get

\[
\tilde{\Phi}(\psi_{\sigma}(g)) = g_{\sigma}\psi'_{\sigma}(\tilde{\Phi}(g))g_{\sigma}^{-1}
\]

for any \(g \in G\). This shows that \(\psi_{\sigma}\) is equal to \(\Phi^{-1} \circ \psi_{\sigma}' \circ \Phi\) up to an inner automorphism. Now let \(\Phi_0\) be the automorphism of \(G\) obtained by restricting \(\Phi\) to \(G\), then apply Lemma 1.9 to \(\Phi_0^{-1}\) and \(f = \text{Id}\). \(\Box\)

\textbf{Proof.} If \(f\) and \(\Phi_0\) exist, then \(\Phi'\) composed with the isomorphism in Lemma 1.9 gives the desired isomorphism.

Conversely, suppose that there is an isomorphism \(\Phi : G \rtimes \psi\Gamma \to G \rtimes \psi' \Gamma\). Let \(f\) be the automorphism of \(\Gamma\) induced by \(\Phi\) on the component group. Applying Lemma 1.9 to \(f\) and \(\Phi_0 = \text{Id}\), we get an isomorphism \(\tilde{\Phi}' : G \rtimes \psi' \Gamma \to G \rtimes \psi' \Gamma\), where \(\tilde{\Phi}' = \psi \circ f\). Put \(\tilde{\Phi} = \Phi' \circ \Phi\), then \(\tilde{\Phi}\) induces the identity map on the component group. Denote by \(s : \Gamma \to G \rtimes \psi\Gamma\) and \(\tilde{s}' : G \rtimes \psi' \Gamma\) the corresponding natural sections. For any \(\sigma \in \Gamma\), we can write \(\tilde{\Phi}(s_{\sigma}) = g_{\sigma}s'_{\sigma}\) for some \(g_{\sigma} \in G\). We apply \(\tilde{\Phi}\) to \(s_{\sigma}g_{\sigma}^{-1}\) and get

\[
\Phi'(\psi_{\sigma}(g)) = g_{\sigma}\psi'_{\sigma}(\tilde{\Phi}(g))g_{\sigma}^{-1}
\]

for any \(g \in G\). This shows that \(\psi_{\sigma}\) is equal to \(\Phi^{-1} \circ \psi_{\sigma}' \circ \Phi\) up to an inner automorphism. Now let \(\Phi_0\) be the automorphism of \(G\) obtained by restricting \(\Phi\) to \(G\), then apply Lemma 1.9 to \(\Phi_0^{-1}\) and \(f = \text{Id}\). \(\Box\)

\textbf{Remark 1.11.}

(i). In the proof of the above proposition we use the fact that \(G\) is a connected group so that any isomorphism \(\Phi\) must map \(G\) to \(G\).

(ii). The isomorphisms \(\Phi'\) in the statement of the proposition can be characterised as follows. Let \(s'' : \Gamma \to G \rtimes \psi'\Gamma\) be the natural section. For any \(\sigma \in \Gamma\), write \(\Phi'(s_{\sigma}) = h_{\sigma}^{-1}s''_{\sigma}\) for some \(h_{\sigma} \in G\). Then \((h_{\sigma})_{\sigma \in \Gamma}\) defines a cocycle. Conversely, let \((h_{\sigma})_{\sigma} \in (\prod_{\sigma \in \Gamma} G)\) be a cocycle and put \(\tilde{\psi}_{\sigma} := (\text{ad} h_{\sigma})\psi_{\sigma}\) for any \(\sigma \in \Gamma\). Then \(\tilde{\psi}\) is a group homomorphism from \(\Gamma\) to \(\text{Aut} G\) with \(\tilde{\psi}(\sigma) = \Omega(\tilde{\psi}) = \Omega(\psi)\). Thus we have a semi-direct product \(G \rtimes \tilde{\psi} \Gamma\) with natural section \(\tilde{s} : \Gamma \to G \rtimes \tilde{\psi} \Gamma\). It can be checked that \(\Phi(h_{\sigma}) : G \rtimes \tilde{\psi} \Gamma \to G \rtimes \tilde{\psi} \Gamma\), which sends \(gs_{\sigma}\) to \(gh_{\sigma}^{-1}s_{\sigma}\), defines an isomorphism of groups satisfying the conditions in (ii) of the above proposition. Therefore, the isomorphisms \(\Phi'\) are necessarily of the form \(\Phi(h_{\sigma})\).

Let \(\psi\) and \(\psi' \in \text{Hom}(\Gamma, \text{Aut} G)\) be such that \(\Omega(\psi') = \Omega(\psi)\). We say that \(\psi\) and \(\psi'\) are equivalent if there exists \(g \in G\) such that \(\psi'_{\sigma} = (\text{ad} g)\psi_{\sigma}(\text{ad} g^{-1})\) for all \(\sigma \in \Gamma\), where \(\text{ad} g\) is the inner automorphism of \(G\) defined by \(g\).

\textbf{Lemma 1.12.} Suppose that \(\Omega(\psi') = \Omega(\psi)\) and that \(\psi'\) is equivalent to \(\psi\). Then there is an isomorphism \(\Phi : G \rtimes \psi\Gamma \to G \rtimes \psi' \Gamma\) satisfying

- \(\Phi|_{\Gamma} = \text{Id}\);
- \(\Phi \equiv \text{Id} \mod G\).

\textbf{Proof.} Let \(g \in G\) be such that \(\psi'_{\sigma} = (\text{ad} g)\psi_{\sigma}(\text{ad} g^{-1})\). Let \(s\) and \(s'\) be the natural sections. For each \(\sigma \in \Gamma\), put \(g_{\sigma} = \psi_{\sigma}(g)g_{\sigma}^{-1}\), and define \(\Phi(xs_{\sigma}) = xg_{\sigma}s'_{\sigma}\), for any \(x \in G\) and \(\sigma \in \Gamma\). This is obviously a bijection. Unwinding the definitions, we see that the conditions of Lemma 1.8 are satisfied. \(\Box\)

\(\Box\) I thank a referee for suggesting this to me.
Lemma 1.13. Fix \( \psi \in \text{Hom}(\Gamma, \text{Aut } G) \). Then the equivalence classes of those \( \psi' \) such that \( \Omega(\psi') = \Omega(\psi) \) are parametrised by the pointed set \( H^1(\Gamma, \text{Inn } G) \) with the equivalence class of \( \psi \) corresponding to the trivial cohomology class.

In what follows we will identify these equivalence classes with \( H^1(\Gamma, \text{Inn } G) \) and regard \( \psi \) as the base point.

Proof. The group of inner automorphisms \( \text{Inn } G \) is a normal subgroup of \( \text{Aut } G \). For any \( \sigma \in \Gamma \), \( \psi_\sigma \) acts by conjugation on \( \text{Inn } G \). Recall that \( (z_\sigma)_{\sigma \in \Gamma} \in (\text{Inn } G)^{\#\Gamma} \) is a cocycle if \( z_\sigma \psi_\sigma(z_\tau) = z_{\sigma\tau} \) for any \( \sigma, \tau \in \Gamma \). Two cocycles \( (z_\sigma)_{\sigma \in \Gamma} \) and \( (z'_\sigma)_{\sigma \in \Gamma} \) are equivalent if there exists \( y \in \text{Inn } G \) such that \( z'_\sigma = y z_\sigma y^{-1} \) for all \( \sigma \in \Gamma \). Then \( H^1(\Gamma, \text{Inn } G) \) is the set of equivalence classes of cocycles. It is a pointed set with the base point being the class of the trivial cocycle.

If \( \Omega(\psi') = \Omega(\psi) \), then \( \psi'_\sigma = x_\sigma \psi_\sigma \) for some \( x_\sigma \in \text{Inn } G \) and each \( \sigma \in \Gamma \). Since both \( \psi \) and \( \psi' \) are group homomorphisms, we deduce that \( x_\sigma \psi_\sigma(x_\tau) = x_{\sigma\tau} \) for any \( \sigma, \tau \in \Gamma \). Therefore \( (x_\sigma)_{\sigma \in \Gamma} \) defines a cocycle. It is easy to check that the equivalence relation of homomorphisms translates into the equivalence relation of cocycles. \( \square \)

By Lemma 1.12 and Lemma 1.13 to each element of \( H^1(\Gamma, \text{Inn } G) \) is associated an isomorphism class of \( G \rtimes \Gamma \). It remains to determine whether two elements of \( H^1(\Gamma, \text{Inn } G) \) define isomorphic semi-direct products, with an isomorphism satisfying the assumptions of Proposition 1.10(ii).

Lemma 1.14. Fix \( \psi \in \text{Hom}(\Gamma, \text{Aut } G) \) and let \( H^1(\Gamma, \text{Inn } G) \) be defined by \( \psi \) so that it has \( \psi \) as the base point. Let \( \psi' \) and \( \psi'' \) be homomorphisms such that \( \Omega(\psi') = \Omega(\psi'') = \Omega(\psi) \). We denote their equivalence classes also by \( \psi' \) and \( \psi'' \) respectively. Let \( \delta : H^1(\Gamma, \text{Inn } G) \rightarrow H^2(\Gamma, Z_G) \) be the natural map. Then there is an isomorphism \( \Phi : G \rtimes_{\psi'} \Gamma \cong G \rtimes_{\psi''} \Gamma \) satisfying

- \( \Phi|_G = \text{Id} \);
- \( \Phi \equiv \text{Id} \mod G \).

if and only if \( \delta(\psi') = \delta(\psi'') \).

Proof. Suppose that \( \psi'_\sigma = (\text{ad } x_\sigma) \psi_\sigma \) and \( \psi''_{\sigma} = (\text{ad } y_\sigma) \psi_\sigma \) for some \( x_\sigma, y_\sigma \in G \) and each \( \sigma \in \Gamma \). Then \( \delta(\psi') \) is by definition the cohomology class of the cocycle \( (d_{\sigma\tau})_{\sigma, \tau \in \Gamma} \), with

\[
d_{\sigma\tau} := x_{\sigma\tau}^{-1} x_\sigma \psi_\sigma(x_\tau).
\]

The equality \( \delta(\psi') = \delta(\psi'') \) is equivalent to the existence of a cochain \( (c_\sigma)_{\sigma \in \Gamma}, c_\sigma \in Z_G \), such that

\[
x_{\sigma\tau}^{-1} x_\sigma \psi_\sigma(x_\tau) \cdot c_\sigma^{-1} c_\sigma \psi_\sigma(c_\tau) = y_{\sigma\tau}^{-1} y_\sigma \psi_\sigma(y_\tau),
\]

which is equivalent to

\[
y_{\sigma\tau} x_{\sigma\tau}^{-1} c_\sigma^{-1} = y_{\sigma\tau} x_{\sigma\tau}^{-1} c_\sigma^{-1} x_\sigma \psi_\sigma(y_\tau x_{\sigma\tau}^{-1} c_\sigma^{-1} x_\sigma^{-1})^{-1}.
\]

For each \( \sigma \in \Gamma \), put \( z_\sigma = y_\sigma x_{\sigma\tau}^{-1} c_\sigma^{-1} \in G \). Note that \( z_\sigma \) always equals to 1. Denote by \( s' \) and \( s'' \) the natural sections of \( G \rtimes_{\psi'} \Gamma \) and \( G \rtimes_{\psi''} \Gamma \) respectively. Define a bijection \( \Phi(hs'_\sigma) := h z_\sigma^{-1} s''_\sigma \), for any \( \sigma \in \Gamma, h \in G \). With these definitions, the conditions of Lemma 1.8 are satisfied:

(i) \( \Phi(s'_\sigma) \Phi(s'_\tau) = \Phi(s'_{\sigma\tau}) \);
(ii) \( \Phi(s'_\sigma) g \Phi(s'_\tau)^{-1} = \psi'_\sigma(g), \) for any \( \sigma, \tau \in \Gamma \).
Thus $\Phi$ is indeed an isomorphism.

Conversely, suppose that there is an isomorphism $\Phi : G \rtimes_{\psi'} \Gamma \cong G \rtimes_{\psi''} \Gamma$ satisfying the two assumptions. Write $\Phi(\sigma') = z_\sigma^{-1} x_\sigma''$ for some $z_\sigma \in G$ and each $\sigma \in \Gamma$. Then condition (ii) above is equivalent to $z_\sigma = y_\sigma x_\sigma^{-1} c_\sigma^{-1}$ for some $c_\sigma \in Z_G$ and each $\sigma \in \Gamma$. Condition (i) above is equivalent to

$$z_\sigma x_\sigma \psi_\sigma(z_\tau) x_\sigma^{-1} = z_{\sigma \tau}.$$ 

These two conditions combined recover (1.6.1).

Consider the left action of $\text{Aut} G \times \text{Aut} \Gamma$ on $\text{Hom}(\Gamma, \text{Out} G)$ by

$$(\Phi_0, f) : \Psi \mapsto \text{ad} \Phi_0 \circ \Psi \circ f^{-1},$$

regarding $\Phi_0$ as an element of $\text{Out} G$. Denote by $A(\Gamma, G)$ the set of $\text{Aut} G \times \text{Aut} \Gamma$-orbits under this action. For any $\Psi \in \text{Hom}(\Gamma, \text{Out} G)$, denote by $S(\Psi)$ the stabiliser of $\Psi$ in $\text{Aut} G \times \text{Aut} \Gamma$.

Let $H^1(\Gamma, \text{Inn} G)$ be defined by some $\psi$ such that $\Omega(\psi) = \Psi$. Then $S(\Psi)$ acts on $H^1(\Gamma, \text{Inn} G)$, sending $\psi'$ to $\Phi_0 \circ \psi' \circ f^{-1}$. By Lemma 1.9 and Lemma 1.14 it descends to an action on $\text{Im} \delta$. Denote by $B(\Gamma, G, \Psi)$ the set of $S$-orbits in $\text{Im} \delta$.

**Theorem 1.15.** For each $a \in A(\Gamma, G)$, we choose a representative $\Psi_a \in \text{Hom}(\Gamma, \text{Out} G)$. Then the isomorphism classes of the semi-direct products $G \rtimes \Gamma$ are parametrised by the pairs $(a, b)$, with $a \in A(\Gamma, G)$ and $b \in B(\Gamma, G, \Psi_a)$.

**Proof.** This is a combination of Proposition 1.10, Lemma 1.13 and Lemma 1.14.

2. $\text{Ch}_\Gamma(\Pi, G)$ and $\text{Ch}(\hat{\Pi}, G)^\Gamma$

In this section, we investigate the relation between $\text{Ch}_\Gamma(\Pi, G)$ and $\Gamma$-fixed points in $\text{Ch}(\hat{\Pi}, G)$.

2.1. Let $\Pi$ be a finitely generated discrete group and let $p : \hat{\Pi} \to \Pi$ be a finitely generated normal subgroup with finite index, i.e. we have the short exact sequence

$$1 \to \hat{\Pi} \xrightarrow{p} \Pi \xrightarrow{\gamma} \Gamma \to 1.$$ 

We choose once and for all a section $\gamma : \Gamma \to \Pi$. In general, it is only a map of sets, but we can always require that $\gamma_1 = 1$. We will write $\gamma_{\sigma} = \gamma_{\sigma}(\sigma)$ for $\sigma \in \Gamma$.

Fix a group homomorphism $\psi : \Gamma \to \text{Aut} G$.

**Definition 2.1.** For any $\bar{\rho} \in \text{Rep}(\hat{\Pi}, G)$, we say $\bar{\rho}$ is pre-$\Gamma$-$\psi$-invariant if there exists some cochain $h_{\sigma} = (h_{\sigma})_{\sigma \in \Gamma} \in C^1(\Gamma, G)$ such that for any $\sigma \in \Gamma$,

$$\text{ad} h_{\sigma} \circ \bar{\rho} = \psi_{\sigma} : \bar{\rho} : \bar{\rho} \circ C_{\sigma},$$

where $C_{\sigma}$ is the automorphism

$$\hat{\Pi} \xrightarrow{\psi_{\sigma}} \hat{\Pi}$$

$$\alpha \mapsto \gamma_{\sigma}^{-1} \gamma_{\sigma} \alpha.$$ 

In this case, we say that $(\bar{\rho}, h_{\sigma})$ is a pre-$\Gamma$-$\psi$-invariant pair.
Definition 2.2. Let \((\tilde{\rho}, h_*)\) be a pre-(\(\Gamma, \psi\))-invariant pair. For any \(\sigma_1, \sigma_2 \in \Gamma\), put \(g_{\sigma_1\sigma_2} := \tilde{\rho}(\gamma_{\sigma_1}\gamma_{\sigma_2}\gamma_{\sigma_1\sigma_2}^{-1})\). We say that \((\tilde{\rho}, h_*)\) is \((\Gamma, \psi)\)-invariant if \(h_1 = 1\) and the equality
\[
(2.1.3) \quad g_{\sigma_1\sigma_2} = h_{\sigma_1}^{-1}\psi_{\sigma_1}(h_{\sigma_2}^{-1})h_{\sigma_1\sigma_2}
\]
holds for any \(\sigma_1, \sigma_2 \in \Gamma\).

We will simplify the notation in what follows by writing \(h_\alpha \circ \tilde{\rho}\) as \(h_\alpha \tilde{\rho}\), which is more natural from the point of view of \(G\)-action on \(\text{Rep}(\tilde{\Pi}, G)\). However, when we evaluate \(\tilde{\rho}\) at a particular element, say \(\alpha\), we will use the usual notation \(h_\alpha \tilde{\rho}(\alpha)h_\alpha^{-1}\).

Remark 2.3. Note that \(\tilde{\rho} \mapsto \sigma \tilde{\rho}\) does not define a group action of \(\Gamma\) on \(\text{Rep}(\tilde{\Pi}, G)\) because \(\gamma_\tau \gamma_\sigma\) is not necessarily equal to \(\gamma_{\tau\sigma}\) for any \(\sigma, \tau \in \Gamma\). But since \(\tilde{\rho}(\gamma_\tau \gamma_\sigma \gamma_{\tau\sigma}^{-1}) \in G\), we do have an action of \(\Gamma\) on \(\text{Ch}(\tilde{\Pi}, G)\).

2.2. Recall that an admissible \(G \rtimes \Gamma\)-representation \(\rho : \Pi \rightarrow G \rtimes \Gamma\) restricts to a homomorphism \(\tilde{\rho} : \tilde{\Pi} \rightarrow G\), which is called the underlying \(G\)-representation. Also recall that the semi-direct product \(G \rtimes \Gamma\) is equipped with a natural section \(s : \Gamma \rightarrow G \rtimes \Gamma\).

Lemma 2.4 and Lemma 2.5 below will give a bijection between \((\Gamma, \psi)\)-invariant pairs \((\tilde{\rho}, h_*)\) and admissible \(G \rtimes \Gamma\)-representations.

Lemma 2.4. If \(\tilde{\rho}\) is the underlying \(G\)-representation of some admissible \(G \rtimes \Gamma\)-representation \(\rho\), then there exists some cochain \(h_*\) such that \((\tilde{\rho}, h_*)\) is \((\Gamma, \psi)\)-invariant.

Proof. By the commutativity of the diagram (1.5.1), we have \(s_\alpha \rho(\gamma_\sigma)_{-1} \in G\) for any \(\sigma \in \Gamma\). So we define \(h_\sigma := s_\sigma \rho(\gamma_\sigma)_{-1}\). We calculate, for any \(\alpha \in \Pi\),
\[
(2.2.1) \quad \sigma \tilde{\rho}(\alpha) = \psi_\sigma \circ \rho \circ p \circ C_\sigma(\alpha) = \psi_\sigma \circ \rho(\gamma_\sigma^{-1} \alpha \gamma_\sigma) = s_\sigma (\rho(\gamma_\sigma^{-1}) \tilde{\rho}(\alpha) \rho(\gamma_\sigma)) s_\sigma^{-1} = h_\alpha \tilde{\rho}(\alpha) h_\alpha^{-1}.
\]

The equality (2.1.3) is then equivalent to
\[
\rho(\gamma_{\sigma_1}\gamma_{\sigma_2}\gamma_{\sigma_1\sigma_2}^{-1}) = \rho(\gamma_{\sigma_1}) \rho(\gamma_{\sigma_2}) \rho(\gamma_{\sigma_1\sigma_2})^{-1},
\]
which is obvious. \(\square\)

2.3. Conversely, we want to extend a \((\Gamma, \psi)\)-invariant \((\tilde{\rho}, h_*)\) to an admissible \(G \rtimes \Gamma\)-representation \(\rho\). The proof of the above lemma suggests defining
\[
(2.3.1) \quad \rho(\gamma_\sigma) := h_\sigma^{-1} s_\sigma.
\]
Any element of \(\Pi\) can be uniquely written as \(\eta \gamma_\sigma\) for some \(\sigma \in \Gamma\) and \(\eta \in \tilde{\Pi}\). We then define
\[
(2.3.2) \quad \rho(\eta \gamma_\sigma) := \tilde{\rho}(\eta) \rho(\gamma_\sigma).
\]
In particular, \(\rho|_\Pi = \tilde{\rho}\).

Lemma 2.5. Let \((\tilde{\rho}, h_*)\) be a pre-(\(\Gamma, \psi\))-invariant pair. Then,

(i) The equality
\[
g_{\sigma_1\sigma_2} = h_{\sigma_1}^{-1}\psi_{\sigma_1}(h_{\sigma_2}^{-1})h_{\sigma_1\sigma_2}
\]
holds up to multiplication by $\text{Stab}_C(\bar{\rho})$ on the left; (ii) The formulae (2.3.1) and (2.3.2) define a homomorphism of groups $\Pi \to G \rtimes \Gamma$ if and only if $(\bar{\rho}, h_\tau)$ is $(\Gamma, \psi)$-invariant.

In fact, $\text{Stab}_C(\bar{\rho})$ commutes with $g_{\sigma_1\sigma_2}$ which by definition lies in the image of $\bar{\rho}$.

Proof. (i). Write $\sigma = \sigma_1\sigma_2$. Let us compute $\Phi := \sigma_1(\sigma_2(\psi^{-1}_\sigma \circ \bar{\rho} \circ C^{-1}_\sigma)))$. Note that the equality $\psi_{\sigma} \circ \bar{\rho} \circ C_{\sigma} = h_\sigma \bar{\rho}$ implies $\psi^{-1}_\sigma \circ \bar{\rho} \circ C^{-1}_{\sigma} = \psi^{-1}(h^{-1}_{\sigma} \bar{\rho})$.

On the one hand, using the equality $\bar{\rho} = \psi_\sigma \circ \bar{\rho} \circ C_{\tau}$ for $\tau$ equal to $\sigma_1$ and $\sigma_2$, we have,

$$\Phi = \bar{\rho} \circ C^{-1}_{\sigma_1} \circ C_{\sigma_2} \circ C_{\sigma_1}. \tag{2.3.3}$$

Since $g_{\sigma_1\sigma_2} = \bar{\rho}(\gamma_{\sigma_1}\gamma_{\sigma_2}\gamma_{\sigma}^{-1})$, the above equation gives $\Phi = g_{\sigma_1\sigma_2}^{-1} \bar{\rho}$.

On the other hand, using the equality $\bar{\rho} = h_\tau \bar{\rho}$ for $\tau$ equal to $\sigma_1$, $\sigma_2$ and the equality at the beginning of the proof, we have,

$$\Phi = h^{-1}_{\sigma_1} \psi_{\sigma_1}(h_{\sigma_2})h_{\sigma_1}\bar{\rho}. \tag{2.3.4}$$

whence the first part.

(ii). Since $\gamma_1 = 1$ and $s_1 = 1$, the equality (2.3.1) implies that $h_1$ must be 1. The $(\Gamma, \psi)$-invariant property implies

$$\rho(\gamma_{\alpha_1}\gamma_{\alpha_2}\gamma_{\alpha}^{-1}) = \rho(\gamma_{\alpha_0})\rho(\gamma_{\alpha_2})\rho(\gamma_{\alpha})^{-1},$$

for any $\alpha_1, \alpha_2 \in \Gamma$. One checks by direct comutation that this equality implies $\rho(\eta_1\gamma_{\alpha_1}\eta_2\gamma_{\alpha_2}) = \rho(\eta_1\gamma_{\alpha_0})\rho(\eta_2\gamma_{\alpha_2})$, for any $\eta_1, \eta_2 \in \Pi$. \hfill \Box

2.4. Remarks on Fundamental Groups. Let $\rho : \tilde{X} \to X$ be a covering of topological spaces with Galois group $\Gamma$ (the group of covering transformations $\text{Aut}(\tilde{X}/X)$). Choose base points $\tilde{x} \in \tilde{X}$ and $x = p(\tilde{x})$. Our convention is that by a juxtaposition $\beta\alpha$ of paths we mean the path starting from $\alpha$ and ending along $\beta$, so that we have the short exact sequence

$$1 \to \pi_1(\tilde{X}, \tilde{x}) \to \pi_1(X, x) \to \Gamma^\text{op} \to 1. \tag{2.4.1}$$

Then the general arguments for discrete groups apply to $\Pi = \pi_1(\tilde{X})$ and $\Pi = \pi_1(X)$. We choose a section $\gamma_\alpha = (\gamma_{\alpha})_{\alpha \in \Gamma}$ of the natural map $\pi_1(X) \to \Gamma^\text{op}$ as in the general setting.

Let $\lambda_\alpha$ be the unique lift of $\gamma_\alpha$ starting from $\tilde{x}$. For any $\alpha \in \Gamma$, let $\sigma$ also denote the isomorphism $\pi_1(\tilde{X}, \tilde{x}) \to \pi_1(\tilde{X}, \sigma(\tilde{x}))$ and denote by $C_{\lambda_\sigma}$ the isomorphism

$$\pi_1(\tilde{X}, \sigma(\tilde{x})) \to \pi_1(\tilde{X}, \tilde{x}) \tag{2.4.2}$$

$$\alpha \mapsto \lambda^{-1}_\alpha \alpha \lambda_\sigma, \quad \text{for any } \alpha \in \pi_1(\tilde{X}, \tilde{x}).$$

For any $\alpha \in \pi_1(\tilde{X}, \tilde{x})$, $C_{\lambda_\alpha} \circ \sigma(\alpha) = \lambda^{-1}_\alpha \sigma(\alpha)\lambda_\sigma$ is the unique lift of $\gamma^{-1}_\alpha \gamma_\sigma \in \pi_1(X)$ in $\pi_1(\tilde{X})$, therefore $C_{\lambda_\alpha} \circ \sigma$ can be identified with the conjugation by $\gamma^{-1}_\sigma$. Now pre-$(\Gamma, \psi)$-invariant $G$-representation should be defined by

$$\text{ad} h_\alpha \circ \bar{\rho} = \psi^{-1}_{\alpha} \circ \bar{\rho} \circ C_{\lambda_\alpha} \circ \sigma, \tag{2.4.3}$$

The reason why we have $\psi^{-1}_{\alpha}$ instead of $\psi_{\alpha}$ is as follows. Let $\psi^{\text{op}} : \Gamma^\text{op} \to \text{Aut} G$ be the composition of $\psi$ and $\Gamma^\text{op} \to \Gamma$, $\lambda \mapsto \lambda^{-1}$. It defines a semi-direct product $G \rtimes_{\psi^{\text{op}}} \Gamma^\text{op}$, which is
equipped with a section \( s : \Gamma^\text{op} \to G \rtimes \psi \text{op} \Gamma^\text{op} \). In this circumstance, the section \( s \) satisfies
\[
(2.4.4) \quad \psi s^{-1}(g) = \psi_i(\gamma g) = s_i \gamma s_i^{-1}.
\]

In case \( \tilde{\Pi} = \pi_1(X) \) and \( \Pi = \pi_1(X) \) are fundamental groups of some topological spaces, we may write \( \text{Rep}(\tilde{X}, G), \text{Rep}(X, G), \text{Ch}(\tilde{X}, G) \) and \( \text{Ch}(X, G) \).

2.5. Fix \( \Psi \in \text{Hom}(\Gamma, \text{Out} G) \) and let \( \psi \in \text{Hom}(\Gamma, \text{Aut} G) \) be such that \( \Omega(\psi) = \Psi \). As always, we choose a section \( \gamma : \Gamma \to \Pi \) with \( \gamma_1 = 1 \). According to Remark 2.3 there is a \( \Gamma \)-action on \( \text{Ch}(\tilde{\Pi}, G) \). Denote by \( \text{Ch}(\tilde{\Pi}, G)^\Gamma \) the subvariety of \( \Gamma \)-fixed points. The action of \( \Gamma \) and the fixed points locus \( \text{Ch}(\tilde{\Pi}, G)^\Gamma \) only depend on \( \Psi \).

**Lemma 2.6.** Let \( \tilde{\rho} \) be a semi-simple \( G \)-representation of \( \tilde{\Pi} \) and denote by \( [\tilde{\rho}] \) its \( G \)-orbit. Then there exists some cochain \( h \), such that \( (\tilde{\rho}, h) \) is a pre-(\( \Gamma, \psi \))-invariant pair if and only if \( [\tilde{\rho}] \) lies in \( \text{Ch}(\tilde{\Pi}, G)^\Gamma \).

**Proof.** Obvious. \( \square \)

2.6. Denote by \( \text{Ch}^\circ(\tilde{\Pi}, G) \subset \text{Ch}(\tilde{\Pi}, G) \) the open subvariety of strongly irreducible representations. (The locus of irreducible representations is open, since it coincides with the stable locus. In this open subset, the stabiliser of each point is a finite extension of the centre of \( G \). The locus of strongly irreducibles consists of those points with the smallest possible stabiliser, i.e. the centre of \( G \), and so is open since our base field has characteristic 0.) Let \( \tilde{\rho} : \tilde{\Pi} \to G \) be such that \( [\tilde{\rho}] \in \text{Ch}^\circ(\tilde{\Pi}, G)^\Gamma \) and choose some cochain \( h \), such that \( (\tilde{\rho}, h) \) is a pre-(\( \Gamma, \psi \))-invariant pair. For such a pair, we define a cochain \( (k_{\sigma \tau})_{\sigma, \tau \in \Gamma} \in \text{C}^2(\Gamma, Z_G) \) by
\[
(2.6.1) \quad k_{\sigma \tau} := h_i^{-1} \psi_i(h_{\tau}) h_{\sigma} g_{\sigma \tau}.
\]
This is well-defined by Lemma 2.5(i), since \( \text{Stab}_G(\tilde{\rho}) = Z_G \).

**Remark 2.7.** If we were to work in the setting of §2.4 we should define \( k_{\sigma \tau} = h_i^{-1} \psi_i(h_{\tau}) h_{\tau} g_{\sigma \tau} \) instead. We should also use the right action of \( \Gamma \) on \( Z_G \) with \( \sigma \in \Gamma \) acting by \( \psi_{\sigma^{-1}} \), and the differential map on cochains should be changed accordingly.

**Proposition 2.8.** Let \( (k_{\sigma \tau}) \) be the cochain associated to the given \( \tilde{\rho} \) defined as above. Then,

(i) The cochain \( (k_{\sigma \tau}) \) is a cocycle;

(ii) The cohomology class of \( (k_{\sigma \tau}) \) does not depend on the choice of \( h \);

(iii) The cochain \( h \) can be modified (by \( Z_G \) componentwise) to satisfy (2.1.3) if and only if \( (k_{\sigma \tau}) \) is a coboundary.

We will denote by \( c_{\psi}(\tilde{\rho}) \) the cohomology class of \( (k_{\sigma \tau}) \), which only depends on \( \psi \) and \( \tilde{\rho} \). The cohomology group \( H^2(\Gamma, Z_G) \) only depends on \( \Psi \).

**Proof.** That \( (k_{\sigma \tau}) \) is a cocycle can be proved by direct computation. Since this is a known fact ([Wu15] and [Sch17a]), we omit the proof. If \( (h_{\sigma}) \) is replaced by \( (h_{\sigma} x_{\sigma})_{\sigma \in \Gamma} \) for a family \( x_{\sigma} \in Z_G \), \( k_{\sigma \tau} \) is multiplied by \( x_{\sigma \tau}^{-1} \psi_i(x_{\tau}) x_{\sigma} \), which is exactly \( (dx_{\sigma\tau})_{\sigma \tau} \). Therefore \( [k_{\sigma \tau}] \) does not depend on \( h \). We also deduce from this that \( (h_{\sigma}) \) can be modified to satisfy the desired equality if and only if \( (k_{\sigma \tau}) \) is a coboundary. \( \square \)

\( \oplus \)As is pointed out by a referee, in positive characteristics, there are examples where the cardinality of the stabiliser group is not upper-semicontinuous.
2.7. We have obtained a partition of \( \text{Ch}^e(\tilde{T}, G)^r \) into subsets indexed by \( H^2(\Gamma, Z_G) \), and the subset corresponding to the trivial cohomology class consists of the underlying \( G \)-representations of some admissible \( G \times \Gamma \)-representations. The following proposition shows that more subsets in this partition can be obtained as restrictions of admissible \( G \times \Gamma \)-representations.

Let \( \delta \) be the natural map \( H^1(\Gamma, \text{Inn} G) \to H^2(\Gamma, Z_G) \). Recall that \( H^1(\Gamma, \text{Inn} G) \) parametrises the equivalence classes of \( \psi' \in \text{Hom}(\Gamma, \text{Aut} G) \) with \( \Omega(\psi') = \Psi \).

**Proposition 2.9.** Let \( \tilde{\rho} \in \text{Ch}^e(\tilde{T}, G)^r \) with \( c_\psi(\tilde{\rho}) \) not necessarily equal to 1. Then there exists some \( \psi' \) with \( \Omega(\psi') = \Psi \) such that \( c_\psi(\tilde{\rho}) = 1 \) if and only if \( c_\psi(\tilde{\rho})^{-1} = \delta(\psi') \) for some \( \psi' \).

**Proof.** Given \( \psi' : \Gamma \to \text{Aut} G \), such that \( \psi'_\sigma = \text{ad} x_\sigma \circ \psi_\sigma \) with \( x_\sigma \in G \), we put \( h'_\sigma = x_\sigma h_\sigma \) and define a cocycle with respect to \( \psi' \) by

\[
(2.7.1) \quad k'_{\sigma \tau} := h'^{-1}_\sigma \psi'_\sigma(h'_\tau)h'_\sigma g_{\sigma \tau}.
\]

Since both \( \psi' \) and \( \psi \) are group homomorphisms, there exists some \( (d_{\sigma \tau}) \in C^2(\Gamma, Z_G) \) such that

\[
d_{\sigma \tau} = x'^{-1}_{\sigma \tau} x_\sigma \psi'_\sigma(x_\tau).
\]

Now we compute

\[
(2.7.2) \quad k'_{\sigma \tau} = h'^{-1}_\sigma \psi'_\sigma(h'_\tau)h'_\sigma g_{\sigma \tau}
= h'^{-1}_\sigma x'^{-1}_{\sigma \tau} x_\sigma \psi'_\sigma(x_\tau) h_\sigma h'^{-1}_\sigma h_\sigma g_{\sigma \tau}
= d_{\sigma \tau} k_{\sigma \tau}.
\]

We see that \( k'_{\sigma \tau} \) is a coboundary if and only if the cohomology class of \( (k_{\sigma \tau}) \) and that of \( (d_{\sigma \tau}^{-1}) \) are equal. By definition, \( \delta(\psi') \) is the cohomology class of \( (d_{\sigma \tau}) \).

We have completed the proof of Theorem 1.

3. Generic Conjugacy Classes

Now we restrict ourselves to the case of Riemann surfaces. We introduce punctures on Riemann surfaces and study the local monodromy in twisted conjugacy classes. The goal is to give a suitable definition of generic conjugacy classes for \( G \times \Gamma \)-character varieties that guarantees irreducibility of \( G \times \Gamma \)-representations. The definition will be a natural generalisation of the tame case of [Boa14, Corollary 9.7, Corollary 9.8].

3.1. Notations. Let \( p' : \tilde{X}' \to X' \) be a possibly branched Galois covering of compact Riemann surfaces with \( \text{Aut}(\tilde{X}' / X') \cong \Gamma \). Denote by \( h \) the genus of \( X' \) and \( g \) the genus of \( \tilde{X}' \). Let \( R \subset X' \) be a finite set of points such that \( p' \) is unbranched over \( X := X' \setminus R \). Let \( I \) be the index set of the elements of \( R \) so that each point of \( R \) is written as \( x_j, j \in I \). Denote by \( \tilde{R} \subset \tilde{X}' \) the inverse image of \( R \) and write \( \tilde{X} := \tilde{X}' \setminus \tilde{R} \). Denote by \( p \) the restriction of \( p' \) to \( \tilde{X} \). We fix the base points \( \tilde{x} \in \tilde{X} \) and \( x = p(\tilde{x}) \in X \). For each \( x_j \in R \) and some \( \tilde{x}_j \in p^{-1}(x_j) \), put \( n_j = |\text{Stab}_\Gamma(\tilde{x}_j)| \) with \( \text{Stab}_\Gamma(\tilde{x}_j) = \langle \sigma_j \rangle \) so \( \sigma_j \in \Gamma \) is of order \( n_j \). (It is well-known that the stabiliser group is necessarily cyclic. See for example [Moo70, §2].) The number \( n_j \) only depends on \( x_j \). Thus \( p' \) is of the form \( z \mapsto z^{n_j} \) around each point of \( p'^{-1}(x_j) \).
For each \( j \in I \), let \( V_j \) be a sufficiently small neighbourhood of \( x_j \). For each \( j \), choose a point \( y_j \in V_j \) and a loop \( l_j \) around \( x_j \) based at \( y_j \) with all the same orientation. We can choose paths \( \gamma_j \) from \( x \) to \( y_j \) such that \( \gamma_j := \lambda_j^{-1}I_j \lambda_j \), together with the generators \( \alpha_i, \beta_i \), \( 1 \leq i \leq h \), associated to the genus of \( X \), generate \( \pi_1(X) \) and satisfy the relation

\[
\prod_{i=1}^{h} [\alpha_i, \beta_i] \prod_{j \in I} \gamma_j = 1.
\]

The choice of the path \( \lambda_j \) determines a point \( \tilde{y}_j \) over \( y_j \) and thus the connected component of \( p^{-1}(V_j) \) containing \( \tilde{y}_j \). Let us denote this connected component by \( U_j \) and denote by \( \tilde{x}_j \) the point in \( U_j \) over \( x_j \). All other connected components of \( p^{-1}(V_j) \) are of the form \( \tau(U_j) \) for some \( \tau \in \Gamma \). For each such component, we fix such a \( \tau \) and thus a point \( \tau(\tilde{y}_j) \) in it. The objects associated to these connected components will be indicated by a subscript \((j, \tau)\), for example \( U_{j, \tau} = \tau(U_j) \), \( \tilde{y}_{j, \tau} = \tau(\tilde{y}_j) \), and in particular, \( U_{j, 1} = U_j \). If \( r_j \) is the lift of \( l_j \) starting from \( \tilde{y}_j \), then

\[
\tilde{l}_j := (\sigma_j \cdot r_j) \cdots (\sigma_j \cdot r_j) r_j
\]

is a loop in \( U_j \) based at \( \tilde{y}_j \), where \( \sigma_j \cdot r_j \) is the image of \( r_j \) under \( \sigma_j \). Let \( \tilde{l}_{j, \tau} = \tau(\tilde{l}_j) \). Again, we can choose paths \( \tilde{\lambda}_{j, \tau} \) for \( \tilde{x} \) to \( \tilde{y}_{j, \tau} \) such that \( \tilde{\gamma}_{j, \tau} := \tilde{\lambda}_{j, \tau}^{-1} \tilde{l}_{j, \tau} \tilde{\lambda}_{j, \tau} \) together with \( \tilde{\alpha}_i, \tilde{\beta}_i \), \( 1 \leq i \leq g \), associated to the genus of \( \tilde{X} \), generate \( \tilde{\pi}_1(\tilde{X}) \) and satisfy a similar relation as for \( \gamma_j \)'s. Note that the \( \tilde{\lambda}_{j, 1}'s \) are not necessarily the lifts of the \( \lambda_j \)'s.

### 3.2. Monodromy of \( \rho \)

Let \( \rho : \pi_1(X) \to G \rtimes \Gamma \) be as in [1.5.1]. Fix \( \psi : \Gamma \to \text{Aut} \, G \) and write \( \tilde{G} = G \rtimes \psi \Gamma \) and denote by \( \tilde{\rho} \) the underlying \( G \)-representation. Since the end point of the lift of \( \gamma_j \) is \( \sigma_j(\tilde{x}) \), \( \gamma_j \) belongs to the \( \pi_1(\tilde{X}) \)-coset in \( \pi_1(X) \) corresponding to \( \sigma_j \), and so \( \rho(\gamma_j) \) lies in the connected component \( G_{\sigma_j} \). Let \( C_j \) be the \( G \)-conjugacy class of \( \rho(\gamma_j) \). A different choice of \( \lambda_j \) results in a conjugation of \( \gamma_j \) in \( \pi_1(X) \), whence a conjugation by \( G \) of \( C_j \). Therefore, unlike usual character varieties, the classes \( C_j \) depend on the choices of \( \lambda_j \). In practice, we always fix the \( \lambda_j \) throughout.

Now we consider what happens on \( \tilde{X} \). The lift of \( \gamma_j^{n_j} \) is conjugate to \( \tilde{\gamma}_{j, 1}^{n_j} \), therefore \( \tilde{\rho}(\tilde{\gamma}_{j, 1}^{n_j}) \) must lie in the conjugacy class \( \tilde{C}_j := C_j^{n_j} := \{ g^{n_j} \mid g \in C_j \} \subset G \). Then we take \( \tau \) to be an element that takes \( U_j \) to some \( U_{j, \tau} \) that does not meet \( U_j \). The lift of \( \gamma_j^{n_j} \gamma_j^{n_j} \gamma_j^{n_j} \gamma_j^{n_j} \) is given by the fixed section \( \Gamma \to \pi_1(X) \) is conjugate to \( \tilde{\lambda}_{j, \tau}^{-1} \tilde{\lambda}_{j, \tau} \tilde{\lambda}_{j, \tau} = \tilde{\gamma}_{j, \tau} \) in \( \tilde{\pi}_1(\tilde{X}) \), therefore

\[
\tilde{\rho}(\tilde{\gamma}_{j, \tau}) \text{ is conjugate to } \rho(\gamma_j)^{n_j} \rho(\gamma_j)^{n_j} \rho(\gamma_j)^{n_j} \rho(\gamma_j)^{n_j} \text{ by } \text{Im} \tilde{\rho}
\]

which lies in the conjugacy class \( \rho(\gamma_j)^{-1} \tilde{C}_j \rho(\gamma_j) = s_{\tau}^{-1} \tilde{C}_j s_{\tau} = \psi_{\tau}(\tilde{C}_j) =: \tilde{C}_{j, \tau} \). Similarly, \( \rho(\gamma_j^{-1} \gamma_j \gamma_j) \in s_{\tau}^{-1}(C_j) s_{\tau} =: C_{j, \tau} \) which lies in the connected component \( G_{\sigma_j, \tau^{-1}} \). We have \( C_{j, \tau} \) is a cyclic subgroup.

### 3.3. In what follows, we need the following assumption:

**(CYC):** The image of

\[
\Omega(\psi) : \Gamma \to \text{Aut} \, G \to \text{Out} \, G
\]

is a cyclic subgroup.
Lemma 3.1. Let $L$ and $P$ be as above. Denote by $Z_L$ one of the following situations:

(i) $G$ is $GL_n$ or almost-simple with root system not of type $D_4$;
(ii) $\Gamma$ is cyclic.

3.4. Recall that $s : \Gamma^p \to G \cong \Gamma^p$ is the natural section. Fix a maximal torus $T$ and a Borel subgroup $B \subset G$ containing $T$. In each connected component $G_{\sigma_0}$, $\sigma \in \Gamma$, we choose a quasi-central element $s_\sigma \in N_C(T, B)$, so that $N_C(T, B) = \sqcup_{\sigma \in \Gamma} T s_\sigma$. Such $s_\sigma$ exists by [DM94] Proposition 1.16. By proposition [1.1] the semi-simple $G$-conjugacy classes in $G_{\sigma_0}$ are parametrised by the $W^{s_\sigma}$-orbits in

$$\bar{T}_\sigma := T/[T, s_\sigma] \cong (T^{s_\sigma})^\circ/(T^{s_\sigma})^\circ \cap [T, s_\sigma].$$

with $t \in (T^{s_\sigma})^\circ$ representing the class of $ts_\sigma$. Denote by $T_\sigma$ the quotient $\bar{T}_\sigma/W^{s_\sigma}$. When $\sigma = \sigma_j$ for some $j \in I$, we will write $s_j$, $T_j$ and $T_\sigma$ instead of $s_{\sigma_j}$, $T_{\sigma_j}$ and $T_{\sigma_j}$.

Let $C = (C_j)_{j \in I}$ be a tuple of $G$-conjugacy classes of $\bar{G}$, with $C_j$ contained in $G_{\sigma_j}$. Denote by $\text{Rep}_{G, \bar{C}}(X, G) \subset \text{Rep}_G(X, G)$ the subvariety consisting of $\rho$ satisfying $\rho(\gamma_j) \in C_j$ for all $j \in I$. Semi-simple tuples $C$ are parametrised by $\prod_j T_j$. We will define a non-empty subset $T^C \subset \prod_j T_j$ so that $\rho \in \text{Rep}_G(X, G)$ is irreducible whenever $\rho$ lies in $\text{Rep}_{G, \bar{C}}(X, G)$, for some tuple $C$ whose semi-simple parts correspond to a point of $T^C$. The quotient of $\text{Rep}_{G, \bar{C}}(X, G)$ by $G$ will be denoted by $\text{Ch}_{G, \bar{C}}(X, G)$.

3.5. Let $P \subset G$ be a parabolic subgroup containing $B$ and let $L$ be the unique Levi factor of $P$ containing $T$ ([Spr98] Corollary 8.4.4]). In this case we will simply say that $(L, P)$ contains $(T, B)$. There are only finitely many such pairs $(L, P)$. Suppose that $N_C(L, P)$ meets all connected components of $\bar{G}$. This implies that for any $\sigma \in \Gamma$, the $G$-conjugacy class of $(L \subset P)$ is stable under $s_\sigma$. But $(s_\sigma(L), s_\sigma(P))$ also contains $(T, B)$, so it is necessary that $(s_\sigma(L), s_\sigma(P)) = (L, P)$ for any $\sigma \in \Gamma$. Therefore $N_C(L, P) = \sqcup_{\sigma \in \Gamma} L s_\sigma$. Write $\bar{L} = N_C(L, P)$.

Lemma 3.1. Let $L$ and $P$ be as above. Denote by $Z_L$ and $Z_G$ the centres of $\bar{L}$ and $\bar{G}$ respectively. If $L \neq G$, then $\dim Z_L > \dim Z_G$.

Proof. Because of [CYC], there is some $\sigma_0 \in \Gamma$ such that $\text{ad} s_{\sigma_0}$ generates the image of $\Omega(\psi)$. Let $\sigma \in \Gamma$, then $\text{ad} s_\sigma$ and $\text{ad} s_{\sigma_0}$ lie in the same connected component of $\text{Aut}G$, for some integer $r$. Since $\text{ad} s_\sigma$ and $\text{ad} s_{\sigma_0}$ both preserve $T$ and $B$, they only differ by $\text{ad} t$ for some $t \in T$. We deduce that they induce the same action on $T$. Therefore $Z_L = C_{Z_L}(s_{\sigma_0})$ and $Z_G = C_{Z_G}(s_{\sigma_0})$, since $Z_L$ and $Z_G$ are contained in $T$.

Now $L' := C_L(s_{\sigma_0})^\circ$ is a Levi subgroup of $G' := C_G(s_{\sigma_0})^\circ$. By [DM94] Corollaire 1.25], if $L \neq G$, then $L' \neq G'$. By [DM94], Proposition 1.23], $Z_L^\circ = C_L(s_{\sigma_0})^\circ$ and $Z_G^\circ = C_G(s_{\sigma_0})^\circ$. Then the lemma follows from the result for Levi subgroups of connected groups.

Remark 3.2. If $s_{\sigma_1}$ and $s_{\sigma_2}$ are unrelated, then we do not have a good control over the dimension of $C_{Z_L}(s_{\sigma_1}) \cap C_{Z_L}(s_{\sigma_2})$. This is the reason why we impose [CYC].

3.6. For any connected reductive algebraic group $H$, denote by

$$D_H : H \longrightarrow Z_H^\circ/(Z_H^\circ \cap [H, H])$$

This technical assumption will be used in a dimension estimate. It is typically satisfied in one of the following situations:

(i) $G$ is $GL_n$ or almost-simple with root system not of type $D_4$;
(ii) $\Gamma$ is cyclic.
the natural projection, identifying \( H/[H, H] \cong Z_{H}^{\circ}/(Z_{H}^{\circ} \cap [H, H]) \). For \( H = \text{GL}_n \), it can be identified with the determinant map. Note that \( Z_{H}^{\circ} \cap [H, H] \) is a finite group.

Each element \( t_{\sigma} \in T_{\sigma} \) is a \( W^{\sigma} \)-orbit. Each element \( t_{\sigma} \in t_{\sigma} \) is a coset in \( (T^{\sigma})^{\circ} \). We fix a representative in \( (T^{\sigma})^{\circ} \) of each such \( t_{\sigma} \), also denoted by \( t_{\sigma} \). The choice of such representative will not matter. If \( \sigma = \sigma_j \) for some \( j \in I \), then we write \( t_j \) and \( t_j \) instead of \( t_{\sigma_j} \) and \( t_{\sigma_j} \).

**Definition 3.3.** A tuple of semi-simple conjugacy classes parametrised by \( (t_{j})_{j \in I} \) is generic if the following condition is satisfied. For

- any \( (L, P) \) containing \( (T, B) \) with \( P \neq G \) such that \( N_{G}(L, P) \) meets all connected components of \( G \), and
- any tuple \( (t_{j})_{j \in I} \) with \( t_{j} \in t_{j} \),

the element

\[
(3.6.1) \quad \prod_{j \in I} \prod_{\tau \in \Gamma/\langle \sigma_j \rangle} D_{L}(s_{\tau}(t_{j}^{n_{j}})) = Z_{L}^{\circ} / (Z_{L}^{\circ} \cap [L, L])
\]

is not equal to the identity, where \( s_{\tau} \) acts on \( T \) by conjugation and \( \tau \) runs over a set of representatives of \( \Gamma/\langle \sigma_j \rangle \). A tuple of conjugacy classes \( C \) is generic if the tuple of the conjugacy classes of the semi-simple parts of \( C \) is generic.

One can verify that \( D_{L}(s_{\tau}(t_{j}^{n_{j}})) \) has constant value for \( t \in [T, s_{j}] \) so it only depends on the coset \( t_{j} \).

**Remark 3.4.** Since \( s_{j}^{n_{j}} \in T \), the morphism of varieties \( (T^{\sigma})^{\circ} \rightarrow T, ts_{j} \rightarrow (ts_{j})^{n_{j}} \), surjects onto a connected component of \( T^{\sigma} \).

**Lemma 3.5.** Put

\[
(Z_{L}^{\circ})^{\Gamma} = \{ z \in Z_{L}^{\circ} \mid s_{\tau}(z) = z, \text{ for all } \tau \in \Gamma \},
\]

and similarly for \( (Z_{L}^{\circ} / (Z_{L}^{\circ} \cap [L, L]))^{\Gamma} \). Then we have

\[
\dim (Z_{L}^{\circ} / (Z_{L}^{\circ} \cap [L, L]))^{\Gamma} = \dim (Z_{L}^{\circ})^{\Gamma} = \dim Z_{L}.
\]

**Proof.** The first equality is obvious. We have \( Z_{L} = Z_{L}^{\Gamma} \) whence the second equality.

**Lemma 3.6.** For any \( j \in I \), the map

\[
\prod_{\tau \in \Gamma/\langle \sigma_j \rangle} D_{L} \circ s_{\tau} : T^{\sigma_j} \longrightarrow (Z_{L}^{\circ} / (Z_{L}^{\circ} \cap [L, L]))^{\Gamma}
\]

is a group homomorphism under which each connected component of \( T^{\sigma_j} \) is mapped surjectively onto a connected component of the target.

Note that the image of \( D_{L} \) lies in \( Z_{L}^{\circ} / (Z_{L}^{\circ} \cap [L, L]) \). The point of this lemma is to show that after taking the "average" over \( \Gamma/\langle \sigma_j \rangle \), the image is \( \Gamma \)-invariant.

**Proof.** Let \( t \in T^{\sigma_j} \) and \( \sigma \in \Gamma \). We have

\[
s_{\sigma} \left( \prod_{\tau \in \Gamma/\langle \sigma_j \rangle} D_{L}(s_{\tau}(t)) \right) = \prod_{\tau \in \Gamma/\langle \sigma_j \rangle} D_{L}(s_{\sigma} s_{\tau}(t)).
\]
Proof. Fix \( P \) there exists some proper parabolic subgroup \( \text{Rep}_P \) of \( \bar{G} \).

Proposition 3.8. We conclude this section by the following proposition.

is open and non-empty.

Note that \( s, s' \) differs from \( s_{(T)} \) by an element of \( T \), and therefore they have the same action on \( T \). Also, all elements in a coset \( \tau\langle s_j \rangle \) have the same action on \( T^{s_j} \). The right hand side of the equality is thus equal to \( \prod_{\tau\in \Gamma/\langle s_j \rangle} D_{\bar{L}}(s_j(t)) \).

Let \( z \in (Z^\circ_\Gamma)^T \). Then

\[
\prod_{\tau\in \Gamma/\langle s_j \rangle} D_{\bar{L}}(s_j(z)) = z^{\mid \Gamma/\langle s_j \rangle}.
\]

The map \( z \mapsto z^{\mid \Gamma/\langle s_j \rangle} \) is a surjection onto \( (Z^\circ_\Gamma)^s \), whence the surjectivity for other components.

\[ \square \]

3.7. Denote by \( \hat{T} \subseteq \prod_j \hat{T}_j \) the closed subvariety defined by

\[
(3.7.1) \quad \prod_j \prod_{\tau\in \Gamma/\langle s_j \rangle} D_{\bar{L}}(s_j(t_j^{s_j})) = 1,
\]

with \( t_j \in \hat{T}_j \). Write \( W := \prod_j W^{s_j} \). Then \( \prod_j T_j = (\prod_j \hat{T}_j)/W \) and the action of \( W \) preserves \( \hat{T} \).

Define \( T := \hat{T}/W \subseteq \prod_j T_j \).

Proposition 3.7. The subset of generic semi-simple conjugacy classes \( T^\circ \subseteq T \) is Zariski open and non-empty.

Proof. Let \( Z \subseteq \prod_j \hat{T}_j \) be the closed subset defined by: \( (t_j) \) belongs to \( Z \) if for some \( (L, P) \supset (T, B) \) with \( P \neq G \) such that \( \overline{N}_C(L, P) \) meets all connected components of \( \overline{G} \),

\[
(3.7.2) \quad \prod_j \prod_{\tau\in \Gamma/\langle s_j \rangle} D_{\bar{L}}(s_j(t_j^{s_j})) = 1.
\]

By Remark 3.4 and Lemma 3.6 the image of the map:

\[
\prod_j \prod_{\tau\in \Gamma/\langle s_j \rangle} D_{\bar{L}} \circ s_j(-)^{s_j} : \prod_j \hat{T}_j \longrightarrow \left( Z^\circ_{\bar{L}} / (Z^\circ_{\bar{L}} \cap [L, L]) \right)^T
\]

is a connected component. By Lemma 3.1 and Lemma 3.3 we have \( \dim Z < \dim \hat{T} \).

The finite group \( W \) acts on \( \prod_j \hat{T}_j \) and preserves the closed subsets \( \hat{T} \) and \( \bigcup_{w \in W} w \cdot Z \). Define

\[
\hat{T}^w := \hat{T} \setminus \bigcup_{w \in W} w \cdot Z.
\]

It is a \( W \)-invariant open subset of \( \hat{T} \), and is non-empty for dimension reason. Then by definition \( (t_j) \in \hat{T}^w \) if and only if all of its fibres in \( \hat{T} \) are contained in \( \hat{T}^w \) and so \( \hat{T}^w = \hat{T}^w / W \) is open and non-empty.

\[ \square \]

3.8. We conclude this section by the following proposition.

Proposition 3.8. Suppose that \( C \) is a tuple of generic conjugacy classes. Then every element of \( \text{Rep}_{T, C}(X, G) \) is an irreducible \( \bar{G} \)-representation.

Proof. Fix \( T \subseteq B \) and \( s_j \) as in 3.4 Suppose that \( \rho \in \text{Rep}_{T, C}(X, G) \) is not irreducible. Then there exists some proper parabolic subgroup \( P \subseteq G \) such that \( \overline{N}_C(P) \) meets all connected components of \( G \) and \( \text{Im} \rho \subseteq \overline{N}_C(P) \).

Up to a \( G \)-conjugation we can assume that \( P \) contains \( B \). Let \( L \) be the unique Levi factor of \( P \) containing \( T \).
Put \( c_j := \rho(y_j) \in P s_j \), then \( c_j^n \in P \). For \( \tau \) representing a coset in \( \Gamma / \langle \sigma \rangle \), \( \bar{\rho} \bar{y}_{j, \tau} \) is \( P \)-conjugate to \( s_j (c_j^n) \) by \((3.2.1)\). Let \( \tau \pi_L : \hat{P} \rightarrow L \) be the natural projection. Using a presentation of \( \pi_1(\hat{X}) \) by \( \{ y_{j, \tau}, \delta_i, \beta_i \} \), we find

\[
\prod_{j \in I} \prod_{\tau \in \Gamma / \langle \sigma \rangle} D_L \circ \pi_L (s_j (c_j^n)) = 1.
\]

Note that the value of \( D_L \) only depends on the semi-simple parts. The semi-simple part \( c_{j,s} \) of \( c_j \) is contained in \( G s_j \) because all unipotent elements are contained in \( G \). In particular, \( c_{j,s} \in P s_j \). It is therefore \( P \)-conjugate to an element of \( N_G (T, B) \) and is further \( L \)-conjugate to an element of \( (T^*)^s s_j \) by Proposition \([1.1] \). Now, the above relation contradicts the definition of generic conjugacy classes.

\[ \square \]

4. Double Coverings

We apply our previous results to a simple but important example: \( GL_n \times <\sigma> \)-character varieties. The geometric setting of this section is as follows. We have a double covering of compact Riemann surfaces \( p' : \hat{X}' \rightarrow X' \). It has Galois group \( \Gamma \cong \mathbb{Z}/2\mathbb{Z} \). By Hurwitz formula, there can only be an even number of ramification points. Let \( R \subset X', \tilde{R} \) and \( p : \hat{X} \rightarrow X \) be as in \((3.1)\). The induced map between fundamental groups will also be denoted by \( \bar{p} : \hat{\Gamma} \rightarrow \Gamma \).

To simplify the discussion, we will make the following assumption on \( R \): If \( p' \) is branched, then \( \tilde{R} \) is exactly the set of ramification points, and we write \( |\tilde{R}| = 2k \); Otherwise \( \tilde{R} \) is a non empty finite set, and we write \( |\tilde{R}| = k \).

4.1. Automorphisms of \( GL_n(k) \). We will write \( G = GL_n(k) \). Let \( J_0 \) be the skew-diagonal matrix defined by \((J_0)_{ij} = \delta_{i,n+1-j} \), and if \( n \) is even, put

\[
t = \text{diag}(1, \ldots, 1, -1, \ldots, -1)
\]

with an equal number of 1 and -1. Put \( J = t J_0 \). We define \( \sigma_o \) as the automorphism \( g \mapsto J_0 g^{-1} J_0^{-1} \). If \( n \) is even, we also consider the automorphism \( \sigma_s \) which sends \( g \) to \( g t J^{-1} \).

By \([LS12, Lemma 2.9] \), there exists a unique conjugacy class of outer automorphisms of order 2 of \( G \) if \( n \) is odd, and there are two such conjugacy classes if \( n \) is even. These two conjugacy classes have \( \sigma_o \) and \( \sigma_s \) as representatives respectively. The centralisers of \( \sigma_o \) and \( \sigma_s \) are orthogonal groups and symplectic groups respectively.

A choice of an involution \( \sigma \in \text{Aut} G \) defines a semi-direct product \( G \rtimes \mathbb{Z}/2\mathbb{Z} \), which we will denote by \( G \rtimes <\sigma> \).

Proposition 4.1. \( The \) semi-direct products \( G \rtimes <\sigma_o>, G \rtimes <\sigma_s> \) and \( G \rtimes \mathbb{Z}/2\mathbb{Z} \) are not isomorphic, unless \( n \) is odd, in which case \( G \rtimes <\sigma_o> \) is isomorphic to \( G \rtimes <\sigma_s> \). Any semi-direct product \( G \rtimes <\sigma> \) defined by an involution is isomorphic to one of these groups.

\[ \textbf{Proof}. \] We apply Theorem \([1.15] \) to this special case. A homomorphism \( \Psi : \mathbb{Z}/2\mathbb{Z} \rightarrow \text{Out} G \) is determined by the image of 1 \( \in \mathbb{Z}/2\mathbb{Z} \). There are two cases: \( \Psi(1) = 1 \) or \( \Psi(1) \neq 1 \). In the first case, \( H^2(\mathbb{Z}/2\mathbb{Z}, \mathbb{Z}^*) \) is trivial and the resulting semi-direct product is the direct product. In the second case, \( H^2(\mathbb{Z}/2\mathbb{Z}, \mathbb{Z}^*) = \{ \pm 1 \} \), and we need to distinguish the case of even \( n \) and odd \( n \). It is easy to see that the set of conjugacy classes of involutions in \( \text{Aut} G \setminus \text{Inn} G \) is in bijection with \( H^1(\mathbb{Z}/2\mathbb{Z}, \text{PGL}_n) \). If \( n \) is odd, then \( H^1(\mathbb{Z}/2\mathbb{Z}, \text{PGL}_n) \) consists of one point,
mapped to +1 by $\delta$. If $n$ is even, then $H^1(\mathbb{Z}/2\mathbb{Z}, \text{PGL}_n)$ consists of two points, mapped surjectively onto $H^2(\mathbb{Z}/2\mathbb{Z}, \mathbb{k}^*)$. Therefore, there are two isomorphism classes if $n$ is even and one isomorphism class if $n$ is odd.

If $n$ is even, we will write $\bar{G} = G \rtimes <\sigma_s>$ and $\bar{G} = G \rtimes <\sigma_o>$. We write $\bar{G} = \bar{G}$ or $\bar{G}$ when there is no need to distinguish them. When $n$ is odd, we will simply write $\bar{G} = \bar{G}$. Note however, that the above classification also works for $G = \text{SL}_n(\mathbb{k})$. But if $G = \text{PGL}_n(\mathbb{k})$, the centre is trivial, so $\bar{G}$ is isomorphic to $\bar{G}$, and they are actually isomorphic to $\text{Aut}(G)$.

**Example 4.2.** Let $\sigma$ be an outer automorphism. By Theorem [1] and the fact that $H^2(\Gamma, \mathbb{k}^*) \cong \{\pm 1\}$, the fixed points locus $\text{Ch}^0(\bar{\Gamma}, G)^\Gamma$ in the usual character variety of $\bar{\Gamma}$ is divided into two parts. The two subsets corresponding to $+1$ and $-1$ are the underlying representations of admissible $\bar{G}$-representations and admissible $\bar{G}$-representations of $\bar{\Gamma}$ respectively.

**Remark 4.3.** The $\bar{G}$-character variety can also be regarded as a moduli of local systems. Given a local system $\mathcal{L}$ on $X'$, we say that $\mathcal{L}$ is invariant of signature "$^+$" if there is an isomorphism $\Phi : \mathcal{L} \cong \theta^\sigma \mathcal{L}'$, where $\theta^\sigma \mathcal{L}'$ is the pull-back of the dual local system via the non-trivial covering transformation $\theta$, satisfying $\theta^\sigma \Phi^{-t} \circ \Phi = \text{Id}$, where $\Phi^{-t}$ is the transpose-inverse. We say that $\mathcal{L}$ is invariant of signature "$^-$" if there is such an isomorphism satisfying $\theta^\sigma \Phi^{-t} \circ \Phi = - \text{Id}$. The $\bar{G}$-character variety (resp. $\bar{G}$) is then the moduli of invariant $(\mathcal{L}, \Phi)$ on $X'$ of signature $^+$ (resp. $^-\)$.  

### 4.2. Maximal Parabolic Subgroups of $G \rtimes <\sigma>$

Let $\sigma = \sigma_s$ or $\sigma_o$. We are only interested in those parabolic subgroups that meet both connected components.

By §1.2 a parabolic subgroup $P \subset \bar{G}$ of the form $N_\sigma(P^o)$ meets the connected component $G\sigma$ if and only if the $G$-conjugacy class of $P^o$ corresponds to a $\sigma$-stable subdiagram of the Dynkin diagram of $G^\sigma$. Therefore if we take for $T$ and $B$ the subgroups of diagonal matrices and of upper triangular matrices, a standard parabolic $P^o$ containing $B$ such that $N_\sigma(P^o)$ meets $G\sigma$ and is maximal among the parabolics satisfying these properties must consist of matrices of the form

$$
(4.2.1) \begin{pmatrix}
A & * & * \\
0 & B & * \\
0 & 0 & C
\end{pmatrix},
$$

where $A$ and $C$ are square matrices of the same size. Normalisers of such $P^o's (= P^o \sqcup P^o \sigma)$ are the representatives of the $G^\sigma$-conjugacy classes of maximal parabolic subgroups of $\bar{G}$ that meet $G\sigma$.

### 4.3. Semisimple Conjugacy Classes of $G \rtimes <\sigma>$

Let $\sigma = \sigma_s$ or $\sigma_o$. Let $T \subset G$ be the maximal torus of diagonal matrices and let $W = W_\sigma(T)$, which admits an action of $\sigma$ induced from $G$. Denote by $W^\sigma$ the subgroup of $\sigma$-fixed points. The Borel subgroup of upper triangular matrices is also stable under $\sigma$.

Denote by $(T^\sigma)^\circ$ the connected centraliser of $\sigma$ in $T$. It consists of matrices of the form

$$
(4.3.1) \text{diag}(a_1, \ldots, a_m, a_m^{-1}, \ldots, a_1^{-1}), \ a_i \in \mathbb{k}^*
$$
if \( n = 2m \), and with an extra 1 in the middle if \( n \) is odd.

Denote by \([T, \sigma]\) the commutator. It consists of

\[ \text{diag}(b_1, \ldots, b_m, b_m, \ldots, b_1), \ b_i \in \mathbb{k}^*, \]

if \( n = 2m \), and with an extra entry \( b \in \mathbb{k}^* \) in the middle if \( n \) is odd.

So \( S := (T^o)^o \cap [T, \sigma] \) consists of

\[ \text{diag}(e_1, \ldots, e_m, e_m, \ldots, e_1), \ e_i \in \{\pm 1\}, \]

if \( n = 2m \), and with an extra 1 in the middle if \( n \) is odd.

By Proposition 4.3.1 the semisimple conjugacy classes in \( G\sigma \) are parametrised by the \( W^o \)-orbits on the quotient \((T^o)^o/S\). The two automorphisms \( \sigma_a \) and \( \sigma_b \) have the same action on \( T \) and on \( W \), so we see that there is no difference between them regarding the parametrisation. We have \( W^o \cong (\mathbb{Z}/2\mathbb{Z})^m \rtimes \mathbb{S}_m \), where \( \mathbb{S}_m \) acts by permuting the factors. According to the proposition, the following operations leave a representative 4.3.1 in the same conjugacy class:

- Interchanging \( a_i \) and \( a_i^{-1} \) (action of \( \mathbb{Z}/2\mathbb{Z} \));
- Changing any pair \((a_i, a_i^{-1})\) to \((-a_i, -a_i^{-1})\) (quotient by \( S \));
- Symmetrically permuting the \( a_i \)'s and \( a_i^{-1} \)'s (action of \( \mathbb{S}_m \)).

### 4.4. Generic conjugacy classes in \( \text{GL}_n \rtimes <\sigma> \).

We consider two situations.

(i). Branched covering. Let \( C = (C_1, \ldots, C_{2k}) \) be a 2\( k \)-tuple of semi-simple \( G \)-conjugacy classes contained in \( G\sigma \). Each \( C_j \) is determined by an \( m \)-tuple \((a_{j1}, \ldots, a_{jm})\) with each \( a_{ji} \in \mathbb{k}^* \) (See 4.3.1). Write \( \Lambda = \{1, \ldots, m\} \). For any \( j \), any subset \( \Lambda \subset \Lambda \) and any \( |\Lambda| \)-tuple of signs \( e = (e_i)_{i \in \Lambda}, e_i \in \{\pm 1\}, \) write \([A, e] = \prod_{i \in \Lambda} (a_i^{e_i})^2 \).

We explain below that the tuple \( C \) is generic if and only if for any \( 1 \leq l \leq m \), any \( 2k \)-tuple \((A_1, \ldots, A_{2k})\) of subsets of \( \Lambda \) such that \(|A_1| = \cdots = |A_{2k}| = l \), and any \( 2k \)-tuple of \( l \)-tuples \((e^1, \ldots, e^{2k})\) of signs, we have

\[ [A_1, e^1] \cdots [A_{2k}, e^{2k}]_{2k} \neq 1. \]

Here we unravel Definition 4.3. Since \( p' \) is branched at each \( \chi_j \), we have \( n_j = 2 \) and the set \( \Gamma/\langle \sigma_j \rangle \) is trivial. Let \( t_j \sigma = t_j s_j \) be a representative of \( C_j \) and \( t_j \) is of the form 4.3.1. Then \( t_j^2 a^2 = t_j^2 \). We then take a maximal \( \sigma \)-stable standard parabolic subgroup as in 4.2.1. The map \( D_L \) consists of three determinant maps: \( \det A, \det B \) and \( \det C \). The map \( \det B \) always vanishes and \( \det C \) gives the inverse of \( \det A \) in view of 4.3.1. Suppose that the matrix \( A \) has rank \( l \), then the \( \det A \)-component of \( D_L(t_j^2) \) is \( \prod_{1 \leq i \leq l} a_{ji}^2 \). But we could have used other representatives of \( C_j \) that are different from \( t_j \sigma \). Consequently, instead of using \( 1 \leq i \leq l \), we can use \( i \in A \) for any subset \( A \subset \Lambda \) of size \( l \). An \( l \)-tuple of signs \( e \) arises from the action of \((\mathbb{Z}/2\mathbb{Z})^m \subset W^o \). We get \([A, e] = \prod_{i \in A} (a_i^{e_i})^2 \) as defined above.

**Remark 4.4.** The definition of generic conjugacy classes (Definition 4.3) involves all pairs \((L, P)\), whereas the above discussion only considers those maximal \( P \). If \( P \) is not maximal, then \( D_L \) would have more components, say, \( \det A' \) and \( \det C' \) with \( \det C' = \det A'^{-1} \). Then the genericity condition requires that some certain product of the eigenvalues that arises as \( \det A' \) is not equal to one. But this gives no new restriction on the eigenvalues.
(ii). Unbranched covering. Let \( C = (C_1, \ldots, C_k) \) be a \( k \)-tuple of semi-simple conjugacy classes in \( G \). For each \( j \), let \((a_{1,j}, \ldots, a_{n,j}) \in \mathbb{k}^n\) be the eigenvalues of \( C_j \). Write \( \Lambda = \{1, \ldots, n\} \). For any \( j \), any subset \( A \subset \Lambda \), write \( [A]_j = \prod_{i \in A} a_{i,j} \).

In this case, the tuple \( C \) is generic if and only if for any \( 1 \leq l \leq m \), any two \( k \)-tuples \((A_1, \ldots, A_k) \) and \((B_1, \ldots, B_k)\) of subsets of \( \Lambda \) such that

\begin{itemize}
  \item \(|A_1| = \cdots = |A_k| = |B_1| = \cdots = |B_k| = l; \)
  \item \( A_j \cap B_j = \emptyset \), for all \( j \),
\end{itemize}

we have
\[
[A_1]_1 \cdots [A_k]_k [B_1]_1^{-1} \cdots [B_k]_k^{-1} \neq 1.
\]

Again we unravel Definition 3.3. Now \( p' \) is unbranched at each \( x_j \), so we have \( n_j = 1 \) and \( \Gamma / \langle x_j \rangle = \Gamma \). The representative \( t_j \) of \( C_j \) as in Definition 3.3 is now a diagonal matrix with eigenvalues \((a_{1,j}, \ldots, a_{m,j})\). The map \( D_L \) is the same as in the branched case, consisting of three determinant maps, but we should evaluate at \( t_j \sigma(t_j) \) due to the product over \( \Gamma \). The determinant map \( \det_A \) gives a term of the form \([A]_j[B]_j^{-1}\) and \( \det_C \) gives its inverse.

4.5. Irreducible Subgroups of \( \text{GL}_n \times \langle \sigma \rangle \). Let \( H_0 \subset \text{GL}_n \) be a topologically finitely generated closed subgroup, i.e. \( H_0 = H(x) \) for some finite tuple \( x \) of closed points of \( \text{GL}_n \) (see S1.4 and let \( H \subset \text{GL}_n \times \langle \sigma \rangle \) be a closed subgroup generated by \( H_0 \) and an element \( x_0 \sigma \in \text{GL}_n \sigma \) satisfying

\begin{itemize}
  \item \( x_0 \sigma \) normalises \( H_0 \);
  \item \( (x_0 \sigma)^2 \in H_0 \).
\end{itemize}

In particular, \( H_0 = H \cap \text{GL}_n \).

**Proposition 4.5.** If \( H \) is irreducible, then the natural representation \( \mathbb{k}^n \) of \( \text{GL}_n \) is a direct sum of pairwise non isomorphic irreducible \( H_0 \)-representations, say \( \bigoplus_j V_j \), and the centraliser \( C_{\text{GL}_n}(H) \) is a finite abelian group.

**Proof.** The second statement follows from the proof of the first.

Since \( H \) is irreducible, \( H_0 \) is completely reducible in \( \text{GL}_n \) by [BMR15, Lemma 6.12], and so \( \mathbb{k}^n \) can be written as a direct sum of irreducible \( H_0 \)-representations, say
\[
\mathbb{k}^n \cong \bigoplus_j V_j^{x_0 \sigma},
\]
where \( V_j \) is not isomorphic to \( V_{j'} \) whenever \( j \neq j' \). We see that
\[
C_{\text{GL}_n}(H_0) \cong \prod_j \text{GL}_{r_j},
\]
where each entry of an element of \( \text{GL}_{r_j} \) is identified with a scalar endomorphism of \( V_j \).

Let us now prove that \( r_j = 1 \) for all \( j \). Note that the centre of \( \text{GL}_n \times \langle \sigma \rangle \) is \( \{\pm \text{Id}\} \), so the irreducibility of \( H \) is equivalent to having finite centraliser in \( \text{GL}_n \) by Theorem 1.4. (The group \( H \) is topologically generated by finitely many, say \( m \), elements. Then consider the conjugation action of \( G^0 \) on \( G^m \), \( G = \text{GL}_n \times \langle \sigma \rangle \). The proof is achieved by exploiting the fact that \( C_{\text{GL}_n}(H) \) has zero dimension. Since \( x_0 \sigma \) normalises \( H_0 \), it normalises \( C_{\text{GL}_n}(H_0) \). Also, \((x_0 \sigma)^2 \in H_0 \), so \( x_0 \sigma \) defines an order 2 (in particular, semi-simple) automorphism of \( C_{\text{GL}_n}(H_0) \).
as an algebraic group. In order for an element of $C_{GL_n}(H_0)$ to centralise $H$, it suffices for it to commute with $x_0\sigma$. Choose a $x_0\sigma$-stable maximal torus of $C_{GL_n}(H_0)$ and consider its root system with respect to this maximal torus. (Such maximal torus exists because $x_0\sigma$ induces a semi-simple automorphism.) If the action of $x_0\sigma$ permutes two root subgroups of $C_{GL_n}(H_0)$, then $C_{GL_n}(H)$ would contain a root subgroup, and so have positive dimension, which is a contradiction. So $x_0\sigma$ fixes all roots of $C_{GL_n}(H_0)$. But then it would be an inner semi-simple automorphism of the derived subgroup of $C_{GL_n}(H_0)$, thus fixes pointwise a maximal torus of it. Again using the zero-dimension of $C_{GL_n}(H)$, we deduce that the derived subgroup of $C_{GL_n}(H_0)$ must have rank 0, i.e. $C_{GL_n}(H_0)$ is a torus. This means that $r_j = 1$ for all $j$. As a subgroup, $C_{GL_n}(H)$ must be abelian.

Remark 4.6. (i). The proof of the above proposition also works in odd positive characteristics. (ii). Taking the Lie algebras, we get

$$C_{\mathfrak{g}_0}(H_0) \cong \bigoplus_j \mathfrak{k}, \quad C_{\mathfrak{g}_0}(H) = \{0\},$$

unde our assumption that $\mathfrak{k} = \mathbb{C}$.

Remark 4.7. Here is an alternative proof of the assertion that $C_{GL_n}(H_0)$ is a torus. By Theorem 7.2, $x_0\sigma$ normalises a Borel subgroup $B_0$ of $C_{GL_n}(H_0)$. Let $U_0$ be the unipotent radical of $B_0$. Since $U_0 \subset C_{GL_n}(H_0)$, we have $H_0 \subset C_{GL_n}(U_0)$, and so $H \subset N_G(U_0)$. By Proposition 3.1, there exists a parabolic subgroup $P \subset GL_n$ such that $N_G(U_0) \subset N_G(P)$ and $U_0 \subset R_u(P)$, where $R_u(P)$ is the unipotent radical of $P$. Now we have $H \subset N_G(P)$. If $U_0 \neq \{1\}$, then $P \subset GL_n$ is a proper subgroup, since $GL_n$ is reductive. But this contradicts the assumption that $H$ is $G$-irreducible. We deduce that $B_0$ is a torus, and so $C_{GL_n}(H_0)$, being reductive, must be a torus as well.

4.6. Smoothness and Dimension. Let $g$ be the genus of $X$. In the branched case, we have a $G$-conjugacy class $C_j \subset G\sigma$ for each $1 \leq j \leq 2k$, and the $GL_n \times \langle \sigma \rangle$-character variety $Ch_{\Gamma,C}(X,G)$ is defined by

$$\{(A_i,B_i)_j(Y_j) \in GL_n^{2g} \times \prod_{j=1}^{g} \prod_{i=1}^{k} C_j | [A_i,B_i] \prod_{j=1}^{g} Y_j = 1 \}/GL_n. \tag{4.6.1}$$

In the unbranched case, we have a conjugacy class $C_j \subset G$ for each $1 \leq j \leq k$, and the character variety $Ch_{\Gamma,C}(X,G)$ is defined by

$$\{(A_i,B_i)_j(X_j) \in GL_n^{2g} \times \prod_{j=1}^{k} C_j | A_1\sigma(B_1)A_1^{-1}B_1^{-1} \prod_{i=2}^{g} [A_i,B_i] \prod_{j=1}^{k} X_j = 1 \}/GL_n. \tag{4.6.2}$$

Theorem 4.8. If the tuple of conjugacy classes $C = (C_j)_j$ is generic, then the variety $Ch_{\Gamma,C}(X,G)$ above is smooth and its dimension is given by

$$\dim Ch_{\Gamma,C}(X,G) = (2g - 2) \dim GL_n + \sum_{all j} \dim C_j.$$
Proof. The proof is completely analogous to [HLRV11 Theorem 2.1.5] and is a combination of [HRV08 Theorem 2.2.5] and [EGO06 Proposition 5.2.8]. We only indicate the necessary modifications.

We first consider the branched case. We regard \( \text{Rep}_{\Gamma, \mathcal{C}}(X, G) \) as a subvariety of \( \text{GL}_{n^2} \times \prod_j C_j \) and consider the map

\[
\mu : \text{GL}_{n^2} \times \prod_j C_j \to \text{GL}_n
\]

\[
(A_i, B_i)(Y_i \sigma)_j \mapsto \prod_j (A_i, B_i) \prod_j (Y_j \sigma).
\]

We will prove that its differential \( d\mu \) is surjective onto \( \text{gl}_n \) at any point of \( \text{Rep}_{\Gamma, \mathcal{C}}(X, G) \). Note that for the usual \( \text{GL}_n \)-character variety, the image is always contained in \( \text{sl}_n \). A tangent vector at \( Y_i \sigma \in C_j \) can be written as \([P_{ij}, Y_j \sigma]\) for some matrix \( P_{ij} \in \text{gl}_n \). In this expression, we understand that \( \sigma P_{ij} \) can be identified with \(-P_{ji}' \) where \( P_{ji}' \) means the transpose. Then for any tangent vector \((a_i, b_i)([P_{ij}, Y_j \sigma])_j\) at a point \((A_i, B_i)(Y_i \sigma)_j\) of \( \text{Rep}_{\Gamma, \mathcal{C}}(X, G) \), we have

\[
d\mu \left( (a_i, b_i)([P_{ij}, Y_j \sigma])_j \right)
= \sum_{j=1}^{g} [A_1, B_1] \cdots [A_{i-1}, B_{i-1}] a_i b_i A_i^{-1} B_i^{-1} [A_{i+1}, B_{i+1}] \cdots [A_g, B_g] \times \prod_j (Y_j \sigma)
\]

\[
+ \sum_{j=1}^{g} [A_1, B_1] \cdots [A_{i-1}, B_{i-1}] a_i b_i A_i^{-1} B_i^{-1} [A_{i+1}, B_{i+1}] \cdots [A_g, B_g] \times \prod_j (Y_j \sigma)
\]

\[
- \sum_{j=1}^{g} [A_1, B_1] \cdots [A_{i-1}, B_{i-1}] a_i b_i A_i^{-1} a_i^{-1} B_i^{-1} [A_{i+1}, B_{i+1}] \cdots [A_g, B_g] \times \prod_j (Y_j \sigma)
\]

\[
- \sum_{j=1}^{g} [A_1, B_1] \cdots [A_{i-1}, B_{i-1}] a_i b_i A_i^{-1} B_i^{-1} b_i B_i^{-1} [A_{i+1}, B_{i+1}] \cdots [A_g, B_g] \times \prod_j (Y_j \sigma)
\]

\[
+ \sum_{j=1}^{2k} \prod_{i=1}^{g} [A_i, B_i] Y_1 \sigma \cdots Y_{j-1} \sigma [P_{ij}, Y_j \sigma] Y_{j+1} \sigma \cdots Y_{2k} \sigma.
\]

Now we take \( Z \in \text{gl}_n \) and assume \( \text{Tr}(Z \text{Im} d\mu) = 0 \). The arguments for usual character varieties show that \( Z \) must commute with \( A_i, B_i, Y_j \sigma, 1 \leq i \leq g, 1 \leq j \leq 2k \).

Observe that \( A_i, B_i, Y_j \sigma, 1 \leq i \leq g, 1 \leq j \leq 2k \), generate the image \( H \) of \( \pi_1(X) \to \text{GL}_n \times<\sigma> \), which is also generated by the image of \( \pi_1(\tilde{X}) \) and one extra element of \( \pi_1(X) \setminus \pi_1(\tilde{X}) \). Besides, by Proposition 3.8 \( H \) is an irreducible subgroup. Now we are in the situation of Proposition 4.5 Applying Remark 4.6 to \( H \), we deduce that \( Z = 0 \). We conclude that \( d\mu \) is surjective, and the dimension formula follows.
In the case of unbranched coverings, we define
\[ \mu : \text{GL}_n^{2g} \times \prod_j \mathbb{C}_j \rightarrow \text{GL}_n \]
\[ (A_i, B_i)(X_j) \rightarrow A_1 \sigma(B_1) A_1^{-1} B_1^{-1} \prod_{i=2}^{g} ([A_i, B_i] \prod_j X_j). \]

We will only explain how the vanishing of trace \( \text{Tr}(Z \text{Im} \, d\mu) = 0 \) implies that \( Z \) commutes with \( A_1 \sigma \). Recall that \( \sigma(g) = fg^{-1}f^{-1} \). Taking the derivatives with respect to \( A_1 \) and \( B_1 \), we get the following two summands of \( d\mu \):
\[ f(a) = a A_1^{-1} - A_1 \sigma(B_1) A_1^{-1} a \sigma(B_1)^{-1} A_1^{-1}, \]
\[ g(b) = A_1 \sigma(B_1) \sigma(b) A_1^{-1} - A_1 \sigma(B_1) A_1^{-1} B_1^{-1} b A_1 \sigma(B_1)^{-1} A_1^{-1}, \]
with \( a \) and \( b \) lying in \( \mathfrak{gl}_n \), and \( \sigma(b) = -jb^{t}j^{-1} \). From \( \text{Tr}(Z f(a)) = 0 \) for any \( a \), we deduce that \( Z \) commutes with \( A_1 \sigma(B_1) A_1^{-1} \). Then we calculate
\[ \text{Tr}(Z A_1 \sigma(B_1) \sigma(b) A_1^{-1}) \]
\[ = -\text{Tr}(Z A_1 B_1^{-1} b^{t} j^{-1} A_1^{-1}) \]
\[ = -\text{Tr}(A_1^{-1} j^{-1} b B_1^{-1} J A_1^t Z) \]
\[ = -\text{Tr}(B_1^{-1} J A_1^t Z A_1^{-1} j^{-1} b), \]

and
\[ \text{Tr}(Z A_1 \sigma(B_1) A_1^{-1} B_1^{-1} b A_1 \sigma(B_1)^{-1} A_1^{-1}) = \text{Tr}(Z B_1^{-1} b). \]

The vanishing of the trace \( \text{Tr}(-B_1^{-1} J A_1^t Z A_1^{-1} j^{-1} b - Z B_1^{-1} b) \) for any \( b \) implies
\[ B_1^{-1} \sigma(A_1)^{-1} \sigma(Z) \sigma(A_1) B_1 = Z. \]

Together with the commutativity with \( A_1 \sigma(B_1) A_1^{-1} \), this shows that \( Z \) commutes with \( A_1 \sigma \), i.e. \( A_1 \sigma(Z) A_1^{-1} = Z. \)

\[ \square \]
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