Entanglement entropy in \((2+1)\)D interacting theory: A dimension reduction approach
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A formidable perspective in understanding collective quantum phenomena of a given many-body system is through its entanglement contents. Yet apart from well-established knowledge for free theories, so far much less is known about entanglement structure of interacting particles, especially for the cases beyond \((1+1)\) dimension. Here, we develop an efficient scheme to study the entanglement entropy for \((2+1)\)-dimensional quantum field theories, which is able to go beyond the non-interacting or conformal settings. Within this framework, we exactly derive the area-law entanglement entropy for \((2+1)\)-dimensional free scalar field and Dirac field, which are consistent with the expectations from existing studies. As a concrete example of interacting theory, we investigate the entanglement entropy of \((2+1)\)-dimensional Dirac fermion under a random magnetic field, which cannot be straightforwardly solved via previous approaches. We analytically prove the area-law entanglement entropy remains, with a minor modification of the area-law coefficient by disorder. Additionally, our analytical solution is further validated by the corresponding lattice simulation. This advance not only offers a tool to exploring the correlations and quantum criticality, but also achieves a deepened understanding of the entanglement structure of quantum many-body systems.

I. INTRODUCTION

Entanglement expresses non-local connotations inherent to quantum mechanics, which has prompted remarkable insights into various fields of modern physics, bridging microscopic laws in quantum matters and macroscopic structure of space-time [1–10]. Compared to the traditional methods by inspecting various order parameters and their responses to external perturbations, the study of many-body wave function via entanglement-based analysis developed in quantum information science is able to unveil novel properties in a large variety of collective quantum phenomena, ranging from the presence of topological order to the onset of quantum criticality [11–19]. Indeed, the overwhelming majority of works done so far are in support of entanglement-based analysis as a profitable tool to diagnose strong correlations for both in and out-of-equilibrium systems [20–26].

A simple way to analyze the entanglement structure is to bipartition a target system into subsystems \(A\) and its complement \(\overline{A}\), then a measure of the entanglement between \(A\) and \(\overline{A}\) is given by the von Neumann entropy associated with reduced density matrix \(\rho_A\): \(S = -\text{Tr}[\rho_A \ln \rho_A]\), which is also referred as the entanglement entropy (EE). Intriguingly, the EE is typically not an extensive quantity for many-body ground states, instead it usually satisfies an area-law [1, 2]. That is, the EE is proportional to the area of surface separating two subsystems, in sharp contrast with the thermal entropy that should obey the volume-law. The emergent area-law EE partially reflects a decay of correlation function associated with quantum many-body states [27, 28]. Especially, in \((1+1)\) dimension, the area-law is a character of massive theories with exponentially decaying correlations [29–32], and the logarithmic correction on the EE is expected for critical systems [11–13]. In higher dimensions, the area-law is believed to be generally hold in quantum field theories (QFTs), as a consequence of the locality of physical interactions. Such strong restriction of the entanglement alludes a deep connection with black hole physics [5, 33–35], and also offers crucial implications on the numerical computations on lattice models [22, 36–39], thus it is of vital importance.

To rigidly prove the EE fulfilling an area-law is challenging, despite a numerical answer has been found [1, 2]. In discrete (quasi)free bosonic or fermionic models, a rigorous proof of an area-law is given by information-theoretical tools, with mostly a logarithmic violation in presence of a Fermi surface [40–45]. In parallel, for free continuum QFTs, the area-law EE can be exactly derived by using the “replica” trick and/or conformal field theory (CFT) techniques [13, 46–53]. Moreover, with the help of the AdS/CFT correspondence, the EE is related to the area of a certain extreme surface in the anti-de Sitter (AdS) space, which leads to a holographic interpretation known as Ryu-Takayanagi (RT) formula [5, 54]. The RT formula brings new insights and possibilities of calculating the EE in generic QFTs, however, since the holographic principle remains a conjecture, it is far away to be a proof of the area-law. Taken as a whole, there are several independent ways to approach the area-law EE (summarized in Tab. 1), however, no exact results are known for many-body systems with general interactions. Here the following question arises: For higher-dimensional models beyond (quasi)free and conformal settings, can one find rigorous expressions for the EE? This question is important not only in concept, but also in practice [55–62].

In this paper, we aim to address this problem, and explore an efficient scheme to study the EE for generic \((2+1)\)-dimensional \((2+1)\)D QFTs in flat spacetime. In particular, we develop a dimensional reduction method that transforms the calculation of higher-dimensional replicated Green’s function to infinite series of diagrams.
TABLE I. A summary of existing methods on calculating EE.

| Method                        | Advantages                                                                 | Limitations                                                                 |
|-------------------------------|----------------------------------------------------------------------------|----------------------------------------------------------------------------|
| **Real-Time Approach**        |                                                                            |                                                                            |
| Numerical determination of $\rho_A$ | Applicable to any theory with discretization on a lattice                  | Exponential growth of computational complexity in non-integrable systems    |
| Correlation matrix technique [63–65] | Polynomial computational complexity in system size                        | Restricted to the Gaussian states                                          |
| Resolvent technique [66]      | Applicable to analytical solution with multi-regions                      | Restricted to (1 + 1)D free massless fermions and chiral bosons            |
| **Euclidean-Time Approach**   |                                                                            |                                                                            |
| (Replica Trick) [3, 13, 48]   |                                                                            |                                                                            |
| Heat-kernel technique [4, 49, 52, 67] | Applicable to analytical solution                                         | Restricted to the quadratic order in quantum fluctuations                 |
| Green’s function technique [13, 48] | Applicable to analytical solution; Applicable to higher dimensions       | Capability and feasibility in interacting theories are yet to be explored  |
| **CFT Approach** [11, 13, 49, 50, 68] |                                                                            |                                                                            |
| **Holographic Approach** [5, 10, 54] |                                                                            |                                                                            |
| Extensive mutual information model [69, 70] (a quasiparticle picture of entangled pairs) [27, 28] | Reduced to a geometric problem (much simpler than holography) | Does not correspond to an actual CFT beyond (1 + 1) dimensions |
| **Dimensional Reduction**     |                                                                            |                                                                            |
| Summation of (1 + 1)D EE with (effective) mass [71] | Quick evaluation of EE in free theories                                | Assuming EE to be extensive                                                |
| Summation of (1 + 1)D entropic-c function [72] | Quick evaluation of EE in free theories                                | Assuming EE to be extensive                                                |

on lower-dimensional replica manifold. As a benchmark, we apply this method to free scalar field and Dirac field, and successfully reproduce the area-law EE that in agreement with previously known results. Moreover, as a concrete example beyond free theories, we investigate a (2 + 1)D Dirac field subjected to a random static gauge field (magnetic field). We analytically derive an area-law scaling of the EE, which signals the critical behavior of the ground state. Lastly, we perform a numerical simulation on the corresponding lattice model after discretization, and obtain consistent entanglement scaling with the analytical solution. In this context, our work not only offers a tool to faithfully calculate the EE for interacting QFTs in (2 + 1) dimension, but also gives qualitative answer to some long-standing problems.

This paper is structured as follows. Sec. II A summarizes the existing methods of calculating EE in QFTs. We then discuss the general strategy of the dimensional reduction scheme in Sec. II B, and show how our idea is developed. As a benchmark, we apply our method to (2 + 1)D free scalar field in Sec. III and free Dirac field in Sec. IV, which faithfully recover the previously known area-law behavior of the EE. The calculation is further extended into an interacting theory of (2 + 1)D Dirac fermion under a random magnetic field in Sec. V, with an introduction to the background of investigating this model presented in Sec. V A. The derivation of an analytical solution of the EE in this interacting theory is addressed in Sec. V B, which is validated by the corresponding lattice simulation in Sec. V C. At last, we discuss a quasiparticle picture to understand the observed area-law in the point of view of correlations in Sec. V D. These results are concluded in Sec. VI, with outlooks for some open questions. Appendixes contain technical details about the current calculation and known results of the investigated model.

II. TECHNICAL OVERVIEW

In this work, we focus on the EE of a pure ground state. It is expected that the EE of a $(d + 1)$D QFT $(d > 1)$ satisfies an area-law scaling [13, 48]

$$S \sim c_{\text{cut-off}} \mathcal{A}/\epsilon^{d-1} + \gamma dm^{d-1},$$

where $\mathcal{A}$ is the area of the codimension-one entangling surface, and $\epsilon$ is a microscopic cut-off. Here, the leading term of EE depends on the ultraviolet (UV) cut-off, and its coefficient $c_{\text{cut-off}}$ is sensitive to the choice of regularization scheme. It reflects the intrinsic nature of the system only when it becomes a function of the coupling constants. The second term vanishes at the massless limit, but its coefficient is expected to be universal. It appears when perturbing away from a quantum critical point by a finite correlation length, and the scaling might provide useful information for characterizing the universality. [52, 55, 57]

As mentioned in introductory part, to prove the form Eq. (1) for an interacting theory in dimensions higher
than (1 + 1)D, is generally hard, which motivates us to develop a novel scheme for calculating it. Before presenting the detailed implementation, we start from a brief review of existing methods on calculating EE in QFTs (see Table. 1). Based on this, we will show how the previous investigations inspire us to propose an exact dimensional reduction method. The connection to and distinction from the existing studies will be also addressed in detail.

A. Existing methods of calculating EE

1. Real-time approach

By definition, the calculation of EE requires the spectrum information of the reduced density matrix $\rho_A$. The most straightforward way is to diagonalize it directly in Minkowski spacetime, which is so-called real-time approach. In principle, numerical methods (e.g. exact diagonalization technique) can determine the spectrum of $\rho_A$ for any discretized system (lattice model). However, due to the exponentially growing Hilbert space, the computationally accessible size (typically about $10 - 20$ qubits) is extremely small comparing with the realistic systems.

For free theories, the full information of their ground state is encoded in two-point correlators $C_{ij} = \langle c_i^\dagger c_j \rangle$. This fact leads to the implementation of correlation matrix method $[63-65]$ for calculating EE

$$S = - \text{Tr} [C_A \ln C_A + (1 - C_A) \ln (1 - C_A)], \quad (2)$$

where $C_A$ is the correlation matrix for subsystem $A$. It only requires diagonalization of a $N \times N$ matrix and $N$ is number of lattice sites. This method has been widely used in numerical simulations.

Notably, for certain cases, the correlation matrix method can give an analytical solution of EE and entire spectrum of the reduced density matrix $[66]$. By taking Eq. (2) as an integral operator with kernel $C_A$ inside certain intervals, the EE can be written in terms of a contour integral of its resolvent. This technique is valuable to determine multi-interval EE of (1 + 1)D free massless fermions and chiral bosons, however it is restricted to these cases due to the mathematical difficulty on calculating the exact resolvent.

With introducing a replica index of $n$, the EE can be rewritten as

$$S = - \frac{\partial}{\partial n} \ln \text{Tr} (\rho^n_A) \bigg|_{n \to 1}. \quad (3)$$

The physical meaning of the index $n$ is to make $n$ decoupled identical copies of the theory. Analytic continuation of $n$ is then assumed before taking the replica limit $n \to 1$.

Since we are interested in the case of ground state, the trace of $\rho^n_A$ has a natural Euclidean path integral representation $[9, 13, 21]$

$$\text{Tr} (\rho^n_A) = \frac{Z^{(n)}}{Z^{(1)}}, \quad (4)$$

where $Z^{(n)}$ represents the partition function defined on the $n$-fold replica spacetime manifold with the entanglement cut along $A$. The calculation of EE is then reduced to the problem of solving the partition function $Z^{(n)}$ on a certain $n$-fold non-smooth manifold as

$$S = - \frac{\partial}{\partial n} \left[ \ln Z^{(n)} - n \ln Z^{(1)} \right] \bigg|_{n \to 1}. \quad (5)$$

Geometrically, the manifold is equivalent to an Euclidean spacetime with conical singularities at coincident points that is described by the metric $[4, 9, 13]$

$$ds^2 = dp^2 + n^2 p^2 d\theta^2 + \sum_{i=3}^{d_M} dx_i^2, \quad (6)$$

where $n$ is the replica index that characterizes this metric, $d_M$ is the spacetime dimension, and the $(x_1, x_2)$ plane is written in terms of the polar coordinates $(p, \theta)$. In this paper, we focus on the case of an infinite cone, i.e. $\rho \in [0, \infty)$, $\theta \in [0, 2\pi)$ and $\{x_i\}$ in the whole space. For solving the functional integral and differential equations, this metric can be described by changing boundary condition from the ordinary period of $\theta \sim \theta + 2\pi$ to $\theta \sim \theta + 2\pi n$.

For free theories, the partition function is one-loop divergent, so that the heat-kernel technique is quite standard for calculating it $[73]$. Several models, including free scalar, Dirac and Maxwell fields with/without curvature coupling, were investigated in previous works $[3, 4, 51, 52, 67, 74]$. However, the heat-kernel technique meets difficulty when dealing with generic interacting theories on a manifold with conical singularities, since it captures only the quadratic order of quantum fluctuations (effective action at one-loop level) and there is no closed analytical expression for higher-order heat-kernel coefficients on replica manifold with conical singularities.

Another possible way to estimate the partition function $Z^{(n)}$ is through the Green’s function $G^{(n)}$ on replica manifold $[13, 48, 55, 58]$. They are related by taking a
derivative with respect to the mass\(^1\)
\[- \frac{\partial}{\partial m^2} \ln Z^{(n)} = \frac{1}{2} \text{Tr} G^{(n)}. \tag{7}\]

Here the concept of the Green’s function is not limited to its original meaning in solving differential equations, but is extended to the two-point correlation function of QFTs. This is important for calculating EE in the theories with no direct field-equation representation, e.g. disordered systems. However, unlike the universal expansion procedure in heat-kernel technique, there is no general way for calculating replicated Green’s function in higher-dimensional interacting theories. Fortunately, the calculation of Green’s function of QFTs in curved spacetime with conical singularities has been attracted considerable attentions in various contexts, such as scattering of electromagnetic waves [75–78] and orbifold conformal field theory [79–83]. These studies provide valuable knowledge for calculating EE in QFTs.

3. Conformal field theory approach

The above discussion are made for generic QFTs. For critical systems described by CFT, there are some universal behaviors of the EE that are analytically accessible. In \((1 + 1)\) dimension, CFT techniques (combine with the replica trick) have received great achievement of calculating the EE in critical systems, demonstrating a logarithmic divergent EE with a prefactor of central charge that characterizes universality of the quantum criticality [11, 13, 68]
\[S_{2D \text{ CFT}} = \frac{c}{3} \ln \frac{l}{\epsilon} + c_{\text{finite}}, \tag{8}\]
where \(l\) is the size of a single-interval subsystem in an infinite chain, \(\epsilon\) is a UV cut-off of lattice constant, and \(c_{\text{finite}}\) is a non-universal finite term.

For higher dimensions, the conformal symmetry is generally not so strong as 2D to fully determine the scaling behavior of the EE. For spherical entangling surface in \(\mathbb{R}^{1,d}\) flat Minkowski spacetime, the problem of the EE of a CFT can be conformally mapped to the solution of thermal entropy in a \(\mathbb{R} \times \mathbb{H}^d\) hyperbolic space [49, 50, 84–86], where an infrared (IR) cutoff leads to the area-law EE of the quantum fields in \(\mathbb{R}^{1,d}\) at UV. However, this approach cannot be extended to generic geometries, where the local form of modular Hamiltonian is unknown.

4. Holographic approach

The difficulty of calculating the EE in higher dimensional QFTs motivates a holographic interpretation of the EE based on the conjecture of AdS/CFT correspondence, which bridges the \((d + 2)\)D AdS space and a \((d + 1)\)D CFT [87]. It was proposed that the calculation of EE can be reduced to the problem of finding extreme surface inside the AdS space, for which a Bekenstein-Hawking-like formula (the RT formula) naturally gives an area-law [5, 54]. Nevertheless, the RT formula is still far away from the answer to entanglement in QFTs. The use of RT formula requires the dictionary between field theories and its gravitational dual, however, only few cases are known. Meanwhile, in the AdS calculation, although solving the extreme surface is a classical task, in most cases we can only perform a numerical estimation of it. More importantly, there is no rigorous proof of the holographic principle, and the sufficient condition for the establishment of RT formula remains an open question.

5. Quasi-particle picture

The area-law EE can be understood within the quasi-particle picture, which assumes that the entanglement is made of the correlations between entangled quasiparticles in the system [27, 28]. We would like to point out that the quasiparticle picture actually implies that the mutual information is extensive. In parallel to the aforementioned quasiparticle picture that comes from a dynamical diffusion-annihilation process of free fermions, the observation of extensive mutual information in the ground state of \((1 + 1)D\) massless Dirac fermions [72] motivates investigations on an “extensive mutual information” model [69]. This model has been used for understanding the entanglement structure with various applications [88–90]. Recently, it is proven that the extensive mutual information model does not correspond to an actual CFT beyond \((1 + 1)\) dimensions, however, it does capture the leading scaling behavior of entanglement in fermionic scale-invariant systems [70].

B. General strategy of dimensional reduction

The general idea of dimensional reduction is to use low-dimensional results (which is known) to calculate higher-dimensional results (which is hard to know). For non-interacting cases, one can consider that the higher-dimensional theories are constructed by infinite many \((1+1)D\) modes with an effective mass that is associated with its momentum. This fact motivates a direct reduction of higher-dimensional entropy to a sum of \((1+1)D\) entropic \(c\)-function (defined as \(c(L) = L \frac{d S(L)}{d L}\) for the subsystem with spatial size \(L\)) [48, 71, 72, 91, 92]. These calculations are quite simple and provide an intuitive picture on entanglement structure of \((2+1)D\) many-body states. However, this procedure has two drawbacks. First, this calculation of the EE [71, 72] requires the additivity of the entropic function, which is mathematically less evident. Second, this method is hard to be extended into

---

\(^1\) This is only for free scalar field, and for free Dirac field this relation becomes \(\partial_m \ln Z^{(n)} = - \text{Tr} G^{(n)}\). The extension to interacting cases can be made within a careful perturbative analysis.
generic models for exact results, so the dimensional reduction scheme in previous works only has phenomenological meaning. Therefore, seeking for other possible (exact) dimensional reduction approach on a firm ground is highly desired.

In order to solve the aforementioned problems, let us consider one question first: Which physical quantity (that we are familiar with) is capable of giving the scaling of EE? Apparently, the most suitable one for QFTs is the Green’s function on replica manifold \( G^{(n)} \), which has great advantages on computation with the help of tools from conventional perturbation theory such as diagram technique and renormalization group analysis [55].

Here we explain how this works for the simplest case of constructing \((d+1)\)D Green’s function of free scalar field in usual flat Minkowski spacetime from its \((d+0)\)D reduction. Start from its action

\[
I^{[d+1]} = \int dt \int d^dx \left( -\frac{1}{2} \partial^\mu \phi \partial_\mu \phi - \frac{m^2}{2} \phi^2 \right)
\]

and

\[
I^{[d+0]} = \sum_{\mu=0}^{d-1} \int d\omega \left( -\frac{1}{2} \partial^\mu \phi \partial_\mu \phi - \frac{m^2}{2} \phi^2 \right)
\]

Here the \((d+0)\)D Green’s function of free scalar field using the above dimensional reduction is defined as an alternative approach of dimensional reduction, with the quadratic construction as an inherent regulator. For simplicity, \(g^{[d+0]} \equiv g\) stands for the Green’s function in \((d+0)\) dimension, and symbol \(G^{[d+1]} \equiv G\) is used for the full Green’s function in \((d+1)\) dimension.

The advance of the above dimensional reduction of Green’s function can also deal with possible interactions, at least in the perturbative region. In particular, for the case of adding an static potential without dynamics, i.e. the interaction with an field that does not depend on time, the extension can be made by considering the effect of interactions as quantum corrections to the \((d+0)\)D Green’s function \(g^{[d+0]} \)

\[
G^{[d+1]}_{\text{int}}(k, \omega) = g^{[d+0]}_{\text{int}}(k) \sum_{l=0}^{\infty} \left[ \omega^2 g^{[d+0]}_{\text{int}}(k) \right]^l.
\]

Here we note that this equation is just a formal representation, and we are not limited to this concrete construction. Importantly, the above discussions are not restricted to the flat spacetime, but can be directly extended to the case of curved spacetime with certain singularities. Therefore, our task of calculating higher-dimensional EE turns into the calculation of lower-dimensional interacting Green’s functions on the replica spacetime manifold. This is of course a difficult problem, however, we will show that the calculation at replica limit \( n \to 1 \) is very much similar to the usual perturbation theory in flat spacetime, but with a term of the conical singularity.

At the end of this section, let us emphasize the motivation to apply the dimensional reduction scheme to interacting theories, instead of calculating perturbative expansions directly in high dimensions [56]. Generally speaking, one important consequence of interactions is the breakdown of Gaussianity of the many-body ground state, which usually requires a higher-order (multi-loop) calculation to capture the non-Gaussian features. Unfortunately, a proper renormalization scheme for these higher-order corrections in \((2+1)\)D is less known in the context of calculating the EE, since the fields are living on the replica manifold with conical singularities instead of the usual flat space-time [60–62]. Moreover, it is worth noting that there are celebrated approaches to access non-perturbative properties of the ground state in \((1+1)\)D, such as the \((1+1)\)D CFT. The further construction of an approximate (effective) theory based on these non-perturbative results has shown a powerful perspective in understanding low-energy collective excitations in condensed matter [93]. The key of our dimensional reduction method is to access the entanglement structure of interacting theories via a similar manner. Later we will see that this construction does reproduce the explicit form of \((2+1)\)D results through conventional field theory techniques.

III. \((2+1)\)D FREE SCALAR FIELD

We start the calculation of EE in \((2+1)\)D QFT by the free scalar field using the above dimensional reduction method, as a benchmark. This process is instructive and provides insights on the further calculation for \((2+1)\)D Dirac field.

A. Direct solution

Let us start from a brief review of the area-law EE of a free scalar field living in a “waveguide” geometry \(\mathbb{R}^2 \times \mathbb{L}\), where the wavefunction propagates as a plane wave on the finite interval \(\mathbb{L}\) [13, 51, 52]. The non-interacting Green’s function of scalar fields \(G^{(n)}\) satisfies the Helmholtz equation that is defined on the corresponding 3D replica spacetime manifold \(\mathcal{M}^{(n)}\)

\[
(\nabla^2 - m^2) G^{(n)}(\mathbf{r}, \mathbf{r}') = -\delta^{(3)}(\mathbf{r}, \mathbf{r}'),
\]
where \( \mathbf{r}, \mathbf{r}' \) are 3D vectors and \( \delta^{[3]} \) is the Dirac-delta function in 3D. In our case, the replica manifold follows the waveguide construction \( M^{(n)} = C^2 \times I \) as the product of a 2D cone \( C^2 \) and the interval \( I \), with the metric in Eq. (6). The solution of \( G^{(n)} \) in cylindrical coordinates \( \mathbf{r} = (\rho, \theta, z) \) is then given by

\[
G^{(n)}(\mathbf{r}, \mathbf{r}') = \int \frac{dk}{2\pi} e^{ik_\perp(r_\perp - r'_\perp)} \frac{1}{2\pi n^2} \sum_{q=0}^{\infty} d_q \cos \left[ \frac{q}{n} (\theta - \theta') \right] \int_0^{\infty} J_{q/n}(\lambda \rho) J_{q/n}(\lambda' \rho') \lambda d\lambda,
\]

where \( k_\perp \) is the momentum of the translation-invariant \( r_\perp \)-direction that perpendicular to the plane of polar coordinates \( r_\parallel = (\rho, \theta) \), \( q \) is the angular momentum in the \( (\rho, \theta) \) plane that takes integer values, \( d_0 = 1 \), \( d_q > 0 = 2 \), and \( J_q(\lambda \rho) \) is the Bessel function of first kind at \( q \)-th order with the eigenvalue \( \lambda \) in the radial equation.

Taking trace of \( G^{(n)} \) requires the information at coincident points \( (\rho, \theta) \rightarrow (\rho', \theta') \), where the Green’s function is generally UV divergent. In our case, the divergence comes from the sum over angular momentum \( q \), and can be regularized in the calculation of the normalized partition function \( Z^{(n)} / [Z^{(1)}]^n \). Mathematically, this is achieved by using the Euler-Maclaurin formula that translates the summation to an improper integral with remaining terms (see Appendix A). It gives

\[
G^{(n)} - G^{(1)} = \int \frac{dk}{2\pi} \frac{1 - n^2}{12\pi n^2} K_0(\sqrt{k^2_\perp + m^2})^2,
\]

where \( K_0(x) \) is the zero-th order modified Bessel function of the second kind, and all the higher-order remaining terms in Euler-Maclaurin expansion vanish at the coincident points. Then it leads to

\[
-\frac{\partial}{\partial m^2} \ln \left( \frac{Z^{(n)}}{Z^{(1)}} \right) = \frac{1}{2} \left[ \text{Tr}^{(n)} G^{(n)} - n \text{Tr}^{(1)} G^{(1)} \right] = \frac{1}{2} \text{Tr}^{(n)} \left[ G^{(n)} - G^{(1)} \right] = \int dr_\perp \int \frac{dk}{2\pi} \frac{1 - n^2}{24m(k^2_\perp + m^2)},
\]

where \( \text{Tr}^{(n)} \) represents that the integral over full space-time is taking on the \( n \)-fold manifold. The integral \( \int dr_\perp = A \) gives the area of the entangling surface in the finite interval \( I \). Here the integral over \( k \) will lead to logarithmic divergence that requires a cut-off of \( \epsilon^{-1} \) \( (\epsilon \ll 1 \) plays the role of lattice constant). These give the regularized area-law EE

\[
S = -\frac{A}{12} \int_0^\infty \frac{dk}{2\pi} \ln \left( \frac{k^2_\perp + m^2}{k^2_\perp + \epsilon^{-2}} \right) = \frac{A}{12} (\epsilon^{-1} - m) .
\]

For the massless case \( m = 0 \), we simply have \( S = \frac{A}{12} \epsilon^{-1} \) as the leading UV-divergent area-law scaling.

\[
G^{(n)}(\mathbf{r} ||, \mathbf{r}' ||) - G^{(1)}(\mathbf{r} ||, \mathbf{r}' ||) = \sum_{l=0}^{\infty} (-k^2_1)^l \left[ P_l^{(n)}(\mathbf{r} ||, \mathbf{r}' ||) - P_l^{(1)}(\mathbf{r} ||, \mathbf{r}' ||) \right]
\]

\[
= \begin{array}{c}
\begin{array}{c}
\mathbf{r}_{11} \quad \mathbf{r}_{12} \quad \mathbf{r}_{13} \quad \mathbf{r}_{14} \quad \mathbf{r}_{15} \quad \vdots
\end{array}
\end{array}
\]

**FIG. 1.** The diagram representation of the replicated Green's function of \((2+1)D\) free scalar field via the dimensional reduction method, with ignoring higher-order terms of \( \mathcal{O}((1-n)^2) \). Here the lines are the usual flat Green's function in its real-space representation, the dot with label \( r_\perp, l \) represents a vertex of \(-\omega^2 \int d^2 r_\perp, l, x\), and the x at original point denotes a factor of \( 2\pi \frac{1}{\alpha^2 m^2} \).

**B. Dimensional reduction calculation**

In this section, we show that the above result of EE can be reproduced through the dimensional reduction method. As we have introduced in Sec. II B, for dimensional reduction we need to calculate the products of the Green’s function on \( 2D \) replica manifold. In real-space representation, they are

\[
P_l^{(n)}(\mathbf{r} ||, \mathbf{r}' ||) = \int d^2 r_\perp, l, 1 \cdots d^2 r_\perp, l, t g^{(n)}(\mathbf{r} ||, \mathbf{r}_1, l) \cdots g^{(n)}(\mathbf{r} ||, l, 1, r_||', l),
\]

which gives the \( l \)-order perturbation \((-k^2_1)^l P_l^{(n)}) \). Here \( \int^{(n)} \) represents that the integral is performed on the \( n \)-fold manifold. The exact calculation of these products are hard, since for \( g^{(n)} \) at general two points we do not have a simple relation as Eq. (14). However, if one consider the approximate expansion near the coincident points that contributes to the entanglement entropy \([56]\), the calculation can be simplified again by using the Euler-Maclaurin formula, which gives the

\[
g^{(n)}(\mathbf{r} ||, \mathbf{r}' ||) \sim g^{(1)}(\mathbf{r} ||, \mathbf{r}' ||) + \frac{1 - n^2}{12\pi n^2} K_0(\alpha m \rho) K_0(\alpha m \rho').
\]

This relation reduces the product of \( g^{(n)} \) into

\[
P_l^{(n)}(\mathbf{r} ||, \mathbf{r}' ||)
= (l + 1) \int d^2 r_\perp, 1 \cdots \int d^2 r_\perp, t g^{(n)}(\mathbf{r} ||, \mathbf{r}_1, 1) g^{(1)}(\mathbf{r} ||, 1, \mathbf{r}_2, 2) \cdots g^{(1)}(\mathbf{r} ||, l, 1, r_||', l) + \mathcal{O}((1-n)^2),
\]

where the factor of \((l+1)\) is the symmetry factor, and the higher-order terms of \( \mathcal{O}((1-n)^2) \) vanish in the EE as taking the derivative and the replica limit \( n \rightarrow 1 \). The Eq. (19) actually defines an expansion of the products \( P_l^{(n)} \) around \((1-n)\), which leads to the simplification of
calculating $P^{(n)}$ via conventional diagram techniques as we will demonstrate below. Here $g^{(n)}$ should be written in terms of $g^{(1)}$ and the remaining term, since we have changed the integral measure onto a single copy instead of the entire $n$-fold manifold. It gives

$$P^{(n)}_I(r_\parallel, r'_\parallel) - P^{(1)}_I(r_\parallel, r'_\parallel) = (l + 1) \frac{1 - n^2}{12 \pi n^2} K_0(m \rho \parallel) \int d^2r_\parallel,1 \cdots \int d^2r_\parallel,t \ (20)$$

$$K_0(m \rho_1)g^{(1)}(r_\parallel,1, r'_\parallel,2) \cdots g^{(1)}(r_\parallel,t, r'_\parallel,t).$$

It is important to notice that elements in the above expansion contains only the usual flat Green’s function of 2D spacetime,

$$g^{(1)}(r_\parallel, r'_\parallel) = \int \frac{d^2k}{(2 \pi)^2} \frac{e^{ik \cdot (r_\parallel - r'_\parallel)}}{k^2 + m^2} = \frac{1}{2 \pi} K_0(m |r_\parallel - r'_\parallel|).$$

(21)

This means that we are dealing with nothing unusual but the ordinary diagrams with a non-trivial additional vertex that comes from the conical singularity, see Eq. 1. Now the calculation of EE is fully reduced to conventional perturbation theory that we are familiar with, Eq. (20) is then simplified as

$$P^{(n)}_I(r_\parallel, r'_\parallel) - P^{(1)}_I(r_\parallel, r'_\parallel) = (l + 1) \frac{1 - n^2}{12 \pi n^2} K_0(m \rho \parallel) \int d^2k \frac{e^{ik \cdot (r_\parallel - r'_\parallel)}}{2 \pi (k^2 + m^2)^{l+1}}$$

$$= (l + 1) \frac{1 - n^2}{12 \pi n^2} K_0(m \rho \parallel) \int_0^\infty \frac{k \rho \parallel}{(k^2 + m^2)^{l+1}} dk \parallel$$

$$= \frac{l + 1}{\Gamma(l + 1)} \frac{1 - n^2}{12 \pi n^2} K_0(m \rho \parallel) \left( \frac{\rho'}{2m} \right)^l K_l(m \rho').$$

(22)

In practice, we find that it is more convenient to trace over the reduced two-dimensions before taking the summation over the perturbation levels $l$, which gives

$$(-k^2)^l \text{Tr}^{(n)}_{2D} \left[ P^{(n)}_I - P^{(1)}_I \right] = \frac{1 - n^2}{12mn} \left( - \frac{k^2}{m^2} \right)^l.$$  

(23)

Its sum over $l$ is just a geometric sequence, and leads to

$$\text{Tr}^{(n)}_{2D} \left[ G^{(n)} - G^{(1)} \right] = \int dr_\bot \int \frac{dk_\bot}{2\pi} \sum_{l=0}^\infty (-k^2)^l \text{Tr}^{(n)}_{2D} \left[ P^{(n)}_I - P^{(1)}_I \right]$$

$$= \left( \frac{1 - n^2}{12n} \right) \int dr_\bot \int \frac{dk_\bot}{2\pi} \frac{1}{k^2 + m^2},$$

(24)

which is identical to the calculation in Eq. (15), and leads the same result of EE in Eq. (16).

Here, we stress that the key step in the above calculation is an integral of the replicated Green’s function $G^{(n)}$ over the cone $C^2$, as shown in Eq. (20) and (22). It is usually UV divergent and requires introducing a microscopic cutoff for accessing its finite contribution. Fortunately, to distinguish these singularities on the replica $n$-fold manifold is quite straightforward in dimension reduction scheme, with the aid of experience in $(2 + 0)\text{D}$ [13]. In a word, this example shows the proposed dimension reduction scheme correctly captures the singularity contributed to the EE.

IV. $(2 + 1)\text{D}$ FREE DIRAC FIELD

In previous section we have shown that our proposed dimensional reduction method faithfully recovers the area-law EE for free scalar field. Now we will present an exact derivation of the area-law EE in $(2 + 1)\text{D}$ free Dirac field in a similar manner.

The action of free Dirac field in 2D Euclidean space is

$$I^{[2]}_D = \int d^2x \bar{\Psi} (\gamma^\mu \partial_\mu + m) \Psi,$$

(25)

and the corresponding spinor Green’s function satisfies

$$\bar{\Psi} (\gamma^\mu \partial_\mu + m) g^{(n)}_D (r_\parallel, r'_\parallel) = -\delta^{[2]} (r_\parallel, r'_\parallel),$$

(26)

where the index of spacetime dimensions is $\mu = 1, 2$ with $\gamma^1 = \sigma_1$ and $\gamma^2 = \sigma_2$. The solution on polar coordinates $r_\parallel = (\rho, \theta)$ is (see details in Appendix C)

$$g^{(n)}_D (r_\parallel, r'_\parallel) = \frac{1}{4 \pi n} \sum_{q=-\infty}^{\infty} e^{i \frac{\pi}{2} (\theta - \theta')} \int_{-\infty}^{\infty} \frac{\lambda d\lambda}{\lambda^2 + m^2}$$

$$\left( m J^n_{\frac{\pi}{2}} (\lambda \rho) J^n_{\frac{\pi}{2}} (\lambda \rho') + i \lambda e^{-i \theta'} J_{\frac{\pi}{2}} (\lambda \rho) J_{\frac{\pi}{2} + 1} (\lambda \rho') + i \lambda e^{i \theta'} J_{\frac{\pi}{2} + 1} (\lambda \rho) J_{\frac{\pi}{2}} (\lambda \rho') \right).$$

(27)

As taking $n = 1$, it reduces to the usual spinor Green’s function with the difference on a global factor of $\frac{1}{2}$ that comes from the choice of normalizing the entire spinor. This ensures that the EE of each spinor component of the free fermion is the half of the scalar case in 2D.

For constructing the 3D spinor Green’s function, we need to introduce an additional Dirac-$\gamma$ matrix in higher dimension $\gamma^0 = \sigma_3$. Similar to the case of scalar field, the 3D spinor Green’s function is represented as

$$G^{(n)}_D (r_\parallel, r'_\parallel; k_\perp) = \sum_{l=0}^\infty (ik_\perp)^l P^{(n)}_{D,l} (r_\parallel, r'_\parallel)$$

(28)

with the $l$-product of 2D functions $g^{(n)}_{D,l}$

$$P^{(n)}_{D,l} (r_\parallel, r'_\parallel) \equiv \int d^2r_\parallel,1 \cdots \int d^2r_\parallel,1 d^2r_\parallel,2 \cdots g^{(n)}_{D,l} (r_\parallel,1, r'_\parallel,1)$$

$$\left[ \gamma^n g^{(n)}_{D} (r_\parallel,1, r'_\parallel,2) \cdots \gamma^n g^{(n)}_{D} (r_\parallel,l, r'_\parallel,l) \right].$$

(29)
Finally, we have the EE in (2 + 1)D free Dirac field

\[ S = \frac{1}{6} A (\epsilon^{-1} - m). \]  

Comparing with the free scalar case, we obtain

\[ \gamma_{\text{dirac}} = 2^{3/2} \gamma_{\text{scalar}}, \]  

where \( \gamma \) is the coefficient of the mass scaling. Here we see, through the dimensional reduction calculation, the EE of (2 + 1)D free Dirac field is observed to exhibit an area-law behavior, consistent with the previous results of calculating the entropic c-function [46, 47, 54, 72] and the heat-kernel on replica manifold [52].

V. (2 + 1)D Dirac Fermions Under a Random Magnetic Field

In addition to the area-law EE in the above two examples, it is more interesting to investigate the cases beyond free theories. As perturbing away from the free fixed point, the area-law coefficient becomes a function of the coupling constant. This physical consequence of interactions is hardly studied before. In this section, as a concrete example, we focus on (2 + 1)D Dirac fermions under a random magnetic field (static gauge field).

We would like to highlight that this example is quite meaningful. First, in the presence of randomness, one cannot exactly solve the eigenvalue problem of Dirac spinor due to the lack of a straightforward field-equation description. Second, different from the ordinary static gauge field, the random field is equivalent to a certain type of effective interaction of the Dirac field

\[ -g_A (\overline{\Psi} \gamma^\mu \Psi)^2 \]  

of this model can be regarded as an example of interacting theory. Thus, many established tools such as heat-kernel technique are fail to give the EE for this example. Third, one may wonder why we choose such a model with “effective” interactions rather than a model with explicit interactions. The reason is, the EE of this model can be numerically calculated up to \( \sim 10^4 \) lattice sizes (see Sec. V C below), which provides an unbiased way to validate our analytical results. As a comparison, for a model with explicit interactions, the numerical calculation of the EE may suffer from strong finite-size effect. Fourth, it is conjectured that the random magnetic field leads to a multifractal critical ground state [96–99], based on the traditional numerical/theoretical methods. We anticipate to uncover this criticality from its internal entanglement structure. In a word, this is a good example to demonstrate the power of our dimension reduction method.

A. Preliminary results

The study on the localization-delocalization transition induced by disorder is a central subject in condensed matter physics [100–104]. It is well known that localization property depends on the dimensionality and underlying symmetry [101, 102, 105, 106]. In history, (2 + 1)D Dirac fermion exposed to a random magnetic field or transverse gauge-field randomness received much attention, which is expected to describe the universality class of the metal-insulator transition in the integer quantum Hall effect [96, 97, 107–109], the quantum fluctuations in quantum spin liquids [110], and disordered graphene [111].
Interestingly, it has been proposed that this problem has an exactly solvable zero-energy wavefunction with multifractal critical scaling behaviors \[97–99\], which could be immune to randomness and thus escape from localization.

The theory has a natural Euclidean description in 2D
\[
\mathcal{L} = \Psi \delta^\mu (\partial_\mu + \frac{i}{\sqrt{g_A}} A_\mu) \Psi + \bar{\Psi} (i \omega^0) \Psi, \tag{36}
\]
where \( A_\mu \) describes the random gauge field (vector potential). For simplicity, here \( A_\mu \) is chosen to be Gaussian-distributed
\[
P(A_\mu) \propto e^{-\frac{1}{2} \int d^2r_1 A_\mu^2(r_1), \tag{37}}\]
with vanishing gauge flux on average. By absorbing the coupling constant \( \sqrt{g_A} \) into the gauge field \( A_\mu \), it is clear that \( g_A \) plays the role of the variance of the disorders.

Especially, when \( \omega = 0 \) the random gauge field preserves the chiral symmetry, so that the zero-energy wavefunction of this model remains critical under the perturbation. It can be exactly solved within a non-unitary CFT, and the multifractal scaling exponents of zero-energy state is determined to be \( \Delta = 1 - \frac{2\gamma}{\nu} \) \[97\]. The exponent is continuously tuneable as changing the randomness strength \( g_A \), and it becomes negative at \( g_c = 2\pi \), indicating a spontaneous symmetry breaking. Moreover, the dynamical exponent \( z \) of this model smoothly varies as a function of \( z(g_A) = 1 + \frac{2\gamma}{\nu} \).

For solving the zero-mode, it is beneficial to apply the Hodge decomposition to the 2D gauge field
\[
A_\mu = \epsilon_{\mu
u} \partial_\nu \Phi_1(x) + \partial_\nu \Phi_2(x) \tag{38}
\]
and introducing the axial gauge transformation
\[
\bar{\Psi} = \bar{\Psi} e^{\gamma^0 (\sqrt{\gamma^2} \Phi_1 + i \sqrt{\nu} \Phi_2)} e^{\gamma^0 \sqrt{\gamma^2} \Phi_1 - i \sqrt{\nu} \Phi_2} \Psi'. \tag{39}
\]
The original Lagrangian density becomes
\[
\mathcal{L} = \bar{\Psi} (\gamma^\mu \partial_\mu + M) \Psi' + i \bar{\Psi} e^{2\gamma^0} \sqrt{\gamma^2} \Phi_1 - \gamma^0 \Psi'. \tag{40}
\]
For calculating the partition function and analyzing the scaling behavior with respect to the finite correlation length, here we also impose a mass term \( M \bar{\Psi} \Psi' \) into the theory. The first term is just a free theory of the axial spinor filed \( \{\Psi', \bar{\Psi}'\} \), and the second term can be calculated perturbatively. Since there is no dynamical term of the gauge field, the components after Hodge decomposition can be treated as real scalars. Our choice of the Gaussian-distributed probability \( P(A_\mu) \) leads to the equivalence with a massless free scalar theory for both of \( \Phi_1 \) and \( \Phi_2 \). This ensures the exact representation of the axial transformation and leads to non-perturbative solution of the zero-mode.

B. Explicit derivation of the EE for Dirac fermions in presence of the random magnetic field

Here we calculate the EE in this model by using the dimensional reduction method. To achieve this, we need to solve the replicated Green’s function \( g^{(n)}_{D,\text{int}}(\mathbf{r}_1, \mathbf{r}_1') \) for the Lagrangian in Eq. (40). The situation is more complicated than the previous free cases, since now we have to deal with randomness (or interaction) on \( g^{(n)}_{D,\text{int}}(\mathbf{r}_1, \mathbf{r}_1') \).

The effect of gauge field is considered as the perturbative correction to \( g^{(n)}_{D,\text{int}}(\mathbf{r}_1, \mathbf{r}_1') \), and then \( g^{(n)}_{D,\text{int}}(\mathbf{r}_1, \mathbf{r}_1') \) will be the base for the construction of higher-dimensional theory as a geometric sequence in the additional dimension.

The replicated Green’s function of massive free Dirac theory has been shown in Eq. (27), we now consider the perturbation with respect to \( g_A \) that is contributed from the second term in Eq. (40). The effect of random magnetic field can be considered as the correction to internal lines in the construction of higher-dimensional theory, which appears in the form of an additional vertex correlator of the longitudinal axial field \( \Phi_1 \).

Let us start from the lowest-order perturbation of \( g_A \). Note that all odd-order contributions are ruled out due to the vanishing vertex correlation with non-zero charge. For instance, the lowest-order perturbation \(-\omega^2 P^{(n)}_{D,\text{int}}(\mathbf{r}_1, \mathbf{r}_1')\) is at \( l = 2 \), with the following explicit form of the product
\[
P^{(n)}_{D,\text{int}}(\mathbf{r}_1, \mathbf{r}_1') = \int d^2r_{1,1} \int d^2r_{1,1} g^{(n)}_{D,\text{int}}(\mathbf{r}_1, \mathbf{r}_1, \mathbf{r}_1') \gamma^0 g^{(n)}_{D,\text{int}}(\mathbf{r}_1, \mathbf{r}_1, \mathbf{r}_1') \gamma^0 \tag{41}
\]
where \( \gamma^{(n)}_{g_A} \) is the two-point correlation function of vertex operator of the field \( \Phi_1 \) on 2D replica manifold
\[
\gamma^{(n)}_{g_A}(\mathbf{r}_1, \mathbf{r}_1') = \left< e^{\sqrt{\gamma^2} \Phi_1(\mathbf{r}_1, \mathbf{r}_1')} e^{-\sqrt{\gamma^2} \Phi_1(\mathbf{r}_1, \mathbf{r}_1')} \right>_{\mathcal{R}^{(n)}}. \tag{42}
\]
It is important to note that the prefactor on the exponential of this vertex operator is real, instead of the imaginary one in usual vertex correlation in CFT. As a consequence, different from the usual power-law divergence, this nontrivial vertex correlation vanishes at the coincident points without singular behavior. Meanwhile, the bulk behavior of the replicated functions (at distance two points) is expected to be indistinguishable from its flat form. Based on these, in further treatment we will consider the following approximation
\[
\gamma^{(n)}_{g_A}(\mathbf{r}_1, \mathbf{r}_1') \sim \gamma^{(1)}_{g_A}(\mathbf{r}_1, \mathbf{r}_1') = |\mathbf{r}_1 - \mathbf{r}_1'| \frac{2\pi}{\nu}, \tag{43}
\]
without counting its conical contribution.

We next move to the construction of \((2+1)\)D theory. To achieve this, we introduce infinite series that is generated by the above discussed lowest-order correction
\[
G^{(n)}_{D,\text{int}}(\mathbf{r}_1, \mathbf{r}_1') = \sum_{l=0}^{\infty} (-\omega^2)^l P^{(n)}_{D,2l,\text{int}}(\mathbf{r}_1, \mathbf{r}_1'), \tag{44}
\]
with the 2\textit{l}-th order product
\[ P_{D,2l,\text{int}}^{(n)}(\mathbf{r}_||,\mathbf{r}'_||) = \int d^3\mathbf{r}_|| \cdots \int d^3\mathbf{r}_|| \gamma_0 P_{D,0}^{(n)}(\mathbf{r}_||,\mathbf{r}'_||,\ldots) \gamma_0 P_{D,0}^{(n)}(\mathbf{r}_||,\mathbf{r}'_||,\ldots) \gamma_0 P_{D,0}^{(n)}(\mathbf{r}_||,\mathbf{r}'_||,\ldots) \cdots \]
\[ \cdots \gamma_0 P_{D,0}^{(n)}(\mathbf{r}_||,\mathbf{r}'_||,\ldots) \gamma_0 P_{D,0}^{(n)}(\mathbf{r}_||,\mathbf{r}'_||,\ldots) \gamma_0 P_{D,0}^{(n)}(\mathbf{r}_||,\mathbf{r}'_||,\ldots), \]
where \( a = \frac{g_A}{\mathcal{N}} \), \( R_{l,1} = |\mathbf{r}_|| - |\mathbf{r}'||, \) and the higher-order terms of \( \mathcal{O}(1-n)^2 \) is ignored. This construction is known as the Born approximation, and widely adopted in the study of disordered electron systems. We note that there are other irreducible diagrams that are ignored in the Born approximation, e.g. the crossing diagrams. However, as we will show by comparing with the numerical simulation, the main feature of adding a random magnetic field is well captured in the current construction.

Here the expansion of Eq. (45) involves a scalar function that comes from the Gaussian-distributed random magnetic field (static gauge field), which does not influence the spin structure of the two-point function. The presence of this vertex correlation only leads to the correction of the scalar kernel of the double product of spinor Green’s function. Meanwhile, the scalar nature of the double product implies that the vertex correlation gives an identical correction factor for both the zero-th order usual flat function and the term in order of \( (1-n) \). These leads to the following expansion
\[ P_{D,2l,\text{int}}^{(n)} - P_{D,2l,\text{int}}^{(1)} = (l + 1) \frac{1 - n^2}{6n^2} \frac{M}{2\pi} K_0(M) \int \frac{d^3k}{2\pi} e^{ik\cdot r'}, \]
\[ 1 + la \left[ -\gamma + \ln 2 - \frac{1}{2} \ln (k^2 + M^2) \right] + \mathcal{O}(a^2), \]
where \( \gamma = 0.577\ldots \) is the Euler constant, and we have ignored the higher-dimensional terms of \( \mathcal{O}(1-n)^2 \). After some straightforward calculation, the above expansion gives the EE of a Dirac field in presence of a Gaussian-distributed random magnetic field
\[ S_{\text{gauge}} \approx \frac{1}{6} A (\epsilon^{-1} - M) \left[ 1 - a_{\text{gauge}}^2 + \mathcal{O}(a^2) \right], \tag{47} \]
where \( a_{\text{gauge}} \approx 0.3 \) is a positive constant, see Appendix D for the detailed derivations.

Eq. (47) is one of main results of the current work. It shows that the EE of Dirac fermions under random magnetic field remains the area-law scaling. The randomness slightly modifies the area-law scaling coefficient. To be specific, for a typical value \( g_A = 0.1 \), the correction to the area-law coefficient is less than 0.5%, which is sufficiently small compared to its rare (free field without randomness) value. Crucially, this area-law EE is line with the prediction of quantum criticality under random magnetic field [97–99], which escapes from localization due to the chiral symmetry. In this regard, we believe the proof of area-law EE is a strong evidence of critical ground state under the random gauge field.

C. Area-law scaling in the lattice realization

To validate the analytical result Eq. (47), here we consider the \( \pi \)-flux model on square lattice as a typical lattice realization of the Dirac fermion, and an additional random hopping is introduced to mimic the random magnetic field [112]:
\[ H = - \sum_{\langle i,j \rangle} \langle -1 \rangle^{2|x_i+i_y|} c^\dagger_{i \bar{x},i \bar{y}} c_{j \bar{x},j \bar{y}} + \sum_{\langle i,j \rangle} W_{ij} c^\dagger_{i \bar{c}} c_j, \tag{48} \]
where \( c^\dagger, c \) are the creation and annihilation operator of spinless fermions, \( \langle i,j \rangle \) represents the nearest-neighbor sites, and the random hopping \( W_{ij} \) is set to be Gaussian-distributed with the randomness strength (variance) \( g_A \). At low-energy limit, this model leads to the massless theory of Eq. (36).

We numerically calculate the EE of the ground state of this lattice model. Its tight-binding nature allows a large-scale simulation by using the correlation matrix technique [63–65]. In the left panel of Fig. 2, the half-cut EE approximately linearly scales with the boundary size \( L \). We confirm that, for a moderate value of randomness strength \( g_A \in [0, 0.1] \), the linear scaling behavior is robust. Moreover, we also investigate the dependence of area-law coefficient on the variance \( g_A \) in the region \( g_A \in [0, 0.1] \). As shown in the upper inset of Fig. 2, the area-law coefficient exhibits a slowly linear decay, which
is consistent with analytical prediction Eq. (47). Therefore, we conclude that our dimensional reduction scheme fairly captures the main features of the EE for (2 + 1)D Dirac fermion subjected to a random magnetic field.

D. Correlation, entanglement and criticality

We now turn to discuss the entanglement structure in the (2 + 1)D Dirac field under random magnetic field, and its relation to quantum correlation of the field operator. In the right panel of Fig. 2, we show calculate the squared two-point correlator after average, which exhibits a power-law scaling at long distance $|C(1, r)|^2 \sim r^{-k}$. Moreover, we numerically find that the power-law correlation has little change when adjusting the strength $g_A$ of random magnetic field. This motivates us to think about some universal connection between the EE and intrinsic correlations.

Here, we adopt a quasiparticle picture to describe the EE in scale-invariant fermionic systems [27, 28], where the entanglement is considered to be produced by quasiparticle entangled-pairs in the system. The only control parameter in this picture is the distribution function of those pairs $P(r)$, which gives the EE

$$S_A \sim \int_A dV_A \int_{\overline{A}} dV_{\overline{A}} P(r_{A, \overline{A}})$$  \hspace{1cm} (49)

where $A$ and $\overline{A}$ are complementary to the total system, and $r_{A, \overline{A}}$ is the distance between the (lattice) points in the two subsystems $A$ and $\overline{A}$. Although the current case is a ground state that different from the dynamical steady state with excitations, it is still naturally to understand $P(r_{A, \overline{A}})$ as the squared two-point correlation function of the fermion operator, which gives a power-law decay of $P(r_{A, \overline{A}}) \propto r_{A, \overline{A}}^{-k}$ for scale-invariant systems. An estimation of the integral in Eq. (49) indicates that an area-law EE occurs when $k > 3$ for the spatial dimension $d = 2$ (see details in Appendix F). It turns out that the exponent of $k$ determines the scaling behavior of EE, so that a numerical estimation of the power-law scaling becomes much more meaningful than the ordinary detection of the scale invariance.

For (2 + 1)D free Dirac field, the asymptotic behavior of two-point correlator at the long-distance limit, as $|C(1, r)|^2 \propto r^{-4}$. In our finite-size numerics on a lattice model with size $160 \times 160$, we find a close power-law scaling of $|C(1, r)|^2 \propto r^{-4.3}$. When varying the randomness strength (the variance of the random gauge field) $g_A$, the exponent is found to be almost unchanged. Plugging in these observations into the quasiparticle picture, it indicates a robust area-law scaling of the EE. This is exactly what we have observed in both the field theory calculation and numerical lattice simulation. In this context, the current model is one more example that can be understood in the quasiparticle picture.

VI. CONCLUSIONS AND OUTLOOKS

For a (2 + 1)-dimensional quantum field theory (QFT) in the presence of interactions, analytical calculation of the entanglement entropy (EE) is generally difficult. In the present work, we have developed a dimensional reduction method to calculate the EE, which is able to deal with (2 + 1)D QFTs with interactions. In particular, we transform the (2+1)D replicated Green’s function to infinite series of the (2+0)D (interacting) replicated Green’s function, which can be calculated via conventional field theory techniques. The derivation can be greatly simplified in the replica limit, albeit difficult in evaluation of the interactions on the $n$-fold replica manifold.

We first apply this method to the EE in non-interacting (2 + 1)D theories, including free scalar field and Dirac field. It faithfully reproduces the area-law EE that are obtained by directly solving the (2 + 1)D field equation. We then apply this method to interacting theories with the help of perturbation theory. As a concrete example, we consider a non-trivial case of Dirac fermions subjected to a random magnetic field, where the traditional methods (in Tab. I) fail to give a straightforward derivation of the EE. Within the framework of the dimension reduction approach, we explicitly derive the area-law EE, pointing to the critical scaling behavior of the ground state. Disorder (effective interaction) slightly modifies the coefficient of area-law EE. Additionally, we utilize numerical simulation on the lattice model to validate our analytical solution. At last, we attempt to understand the emergent area-law EE from the microscopic details of quantum correlation.

Here we would like to stress that, the current dimension reduction scheme is distinct from the existing literature. In existing work [48, 71, 72, 91, 92], the starting point relies on the known EE function in (1 + 1)D, summation of which gives the EE in (2 + 1)D. This process is conceptually intuitive, however, it is in against to the fact that the EE (of a many-body ground state) is not an extensive quantity, so that it is difficult to be extended into generic cases. In this work, to overcome this issue, we explore a distinguished path, based on constructing the (2 + 1)D Green’s function using the dimension reduction method. Compared to the aforementioned methods [71, 72] (see Tab. I), this Green’s function based scheme is quite feasible, without any prior knowledge about the EE.

Additionally, we compare the dimensional reduction method calculation with other Green’s function based calculations [55–58]. A series of work [55, 57, 58] consider the $O(N)$ model near CFT fixed points, and roughly estimate of the Green’s function on the replica manifold. These results are hard to be extended to generic interacting models. Besides, in Ref. [56], it was proposed that the effect of interaction on the EE can be understood as the usual flat spacetime renormalization to the mass. An important consequence of this statement is that the leading UV divergent term of EE will be independent on the
coupling constant. However, as discussed in the previous renormalization group analysis [55], this term usually becomes an analytical function of the coupling constant as perturbing away from the fixed point. This is also what we have observed in current calculation of Dirac fermions under random magnetic field. The treatment of quantum corrections distinguishes our method from these calculations. The dimensional reduction allows the construction of an effective theory that starts with non-perturbative result at vanishing energy, which leads to the great advantage of approaching non-Gaussian features that are intrinsic for interacting theories.

Finally, we believe the proposed advance here will lead to new perspective on studies of entanglement structure in condensed matters, especially for the (2+1)D systems with possible criticalities. These systems typically have a conformal-invariant zero-energy wavefunction, for which CFT techniques could faithfully produce exact results. Through a construction of higher-dimensional (effective) theory based on these non-perturbative results, one can provide valuable information for understanding low-energy collective behaviors of the system. For example, nearby a fixed point, the analytical solution of the EE and its dependence on the interaction coupling parameter can be derived. Further comparison with the numerical simulation on the discretized lattice models would bring more insights to the emergent quantum criticality.

In particular, it is quite uplifting to imagine how our method could be applied to models of interest in high-energy physics. As we are constructing effective field theories, the resummation of higher-dimensional theory actually implies the choice of an energy scale as a consequence of summing up the physically dominate scattering channels. It is interesting to consider whether there is a well-defined renormalization flow that is reflected by the behaviors of EE at different energy scales.

Furthermore, there are some more extensions of the proposed dimensional reduction method. For example, our calculation could be extended to calculate the mutual information, which is another important entanglement measure that provides a upper bound of correlations in the systems. Exploring more detailed entanglement structure, such as the (logarithmic) universal sub-leading finite terms in the EE, is also deserved to study in the future.
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Appendix A: Regularization of the UV divergent replicated Green’s function at coincident points

In this appendix, we show how the Euler-Maclaurin formula gives a regularization of the UV divergent replicated Green’s function at coincident points. Here the derivation follows the previous work [13] by Calabrese and Cardy.

The 2D Green’s function of the free scalar field on replica manifold is

\[ g^{(n)}(\rho, \theta; \rho', \theta') = \frac{1}{2\pi n} \sum_{q=0}^{\infty} d_q \cos \left( \frac{q}{n} (\theta - \theta') \right) \int_0^{\infty} \frac{J_{q/n}(\lambda \rho) J_{q/n}(\lambda \rho')}{\lambda^2 + m^2 + k_\perp^2} \lambda d\lambda, \]  \tag{A1} 

where \( d_0 = 2 \) and \( d_q = 1 \) for \( q \geq 1 \). At coincident points, it becomes

\[ g^{(n)}(\rho, \theta; \rho, \theta) = \frac{1}{2\pi n} \sum_{q=0}^{\infty} d_q \int_0^{\infty} \frac{J_{q/n}(\lambda \rho) J_{q/n}(\lambda \rho)}{\lambda^2 + m^2 + k_\perp^2} \lambda d\lambda = \frac{1}{2\pi n} \sum_{q=0}^{\infty} d_q I_{q/n}(m \rho) K_{q/n}(m \rho), \]  \tag{A2} 

which shows a UV divergence due to summation over infinite many modes labeled by the angular momentum \( q \). To regularize it we use the Euler-Maclaurin formula

\[ \int_0^{\infty} f(q) dq = h \left\{ \frac{f(0)}{2} + f(h) + f(2h) + \ldots \right\} + \sum_{k=1}^{\infty} \frac{h^{2k} B_{2k}}{(2k)!} \left[ -(\partial_q)^{2k-1} f(0) \right], \]  \tag{A3} 

where \( B_k \) is Bernoulli number. We are interested in the case of \( h = 1 \) and \( f(q) = I_{q/n}(m \rho) K_{q/n}(m \rho) \), which is divergent under an integral over \( q \). For regularization, we insert a function \( F \left( \frac{q}{nA} \right) \) into \( f(q) \), i.e. let \( f(q) = I_{q/n}(m \rho) K_{q/n}(m \rho) F \left( \frac{q}{nA} \right) \). The function \( F \left( \frac{q}{nA} \right) \) is chosen that \( F(0) = 1 \) and \( (\partial_q)^i F(0) = 0 \), \( i \geq 1 \). Now, the integral
of \( \int_0^\infty f(q) dq \) is controlled by the parameter \( \Lambda \), and goes back to the original form at the limit of \( \Lambda \to \infty \). Then

\[
g^{(n)}(\rho, \theta; \rho, \theta) = \frac{1}{2\pi n} \sum_{q=0}^\infty dq I_{q/n}(m\rho)K_{q/n}(m\rho)F\left(\frac{q}{n\Lambda}\right) = \frac{1}{2\pi n} \left[ 2 \int_0^\infty I_{q/n}(m\rho)K_{q/n}(m\rho)F\left(\frac{q}{n\Lambda}\right) dq - \frac{2B_2}{2} \left. \frac{\partial}{\partial q} [I_{q/n}(m\rho)K_{q/n}(m\rho)] \right|_{q=0} \right] \]

\[
- \frac{1}{2\pi n} \sum_{k=2}^\infty \frac{B_{2k}}{(2k)!} \left( \frac{\partial}{\partial q} \right)^{2k-1} [I_{q/n}(m\rho)K_{q/n}(m\rho)] \bigg|_{q=0}
\]

\[
= \frac{1}{2\pi n} \left[ 2 \int_0^\infty I_{q/n}(m\rho)K_{q/n}(m\rho)F\left(\frac{q}{n\Lambda}\right) dq + \frac{1}{6n} [K_0(m\rho)]^2 \right] + \mathcal{O}(k = 2),
\]

where we have used \( B_2 = \frac{1}{6} \) and \( \frac{\partial K_{v}(z)}{\partial \nu} \bigg|_{\nu=0} = -K_0(z) \), \( \frac{\partial K_{v}(z)}{\partial \nu} \bigg|_{\nu=0} = 0 \). It should be noticed that although the higher-order derivatives of \([I_{q/n}(m\rho)K_{q/n}(m\rho)]\) at \( q = 0 \) do not vanish, the their integral over \( \rho \) all vanishes in the later trace over the plane, as

\[
\int_0^\infty \rho d\rho \frac{d^k}{dq^k} [I_{q/n}(m\rho)K_{q/n}(m\rho)] = \frac{d^k}{dq^k} \int_0^\infty \rho d\rho [I_{q/n}(m\rho)K_{q/n}(m\rho)] = \frac{d^k}{dq^k} \left[ \frac{1}{2m^2 n} \right] = 0 \quad \text{for} \quad k > 1.
\]

The above regularization of the replicated Green’s function gives

\[
g^{(n)}(\rho, \theta; \rho, \theta) = g^{(1)}(\rho, \theta; \rho, \theta) + \frac{1 - n^2}{12\pi n^2} [K_0(m\rho)]^2.
\]

The first term is just the flat divergence of the Green’s function at coincident points, and the second term is the contribution from the conical singularity. Moreover, in the calculation of the products of these Green’s functions, one can first integrate out the integral measure on the vertex as taking the trace over whole plane, then the higher-order derivatives of \( q \) all vanish as the same. This makes an approximation of \( g^{(n)} \) for general two points in the \( (\rho, \theta) \) plane reasonable in the calculation of dimensional reduction method that is discussed in the main text.

**Appendix B: Calculation of constructing of 3D replicated partition function from 2D Green’s function**

In this appendix, we show that exchanging the order of summation over perturbation levels \( l \) and the outside trace does not influence on the result of constructing higher-dimensional (3D) replicated partition function. Start from Eq. (22), before integral out \( k \), here we perform the summation over \( l \). It gives

\[
G^{(n)} - G^{(1)} = \sum_{l=0}^\infty (-k^2)^l \left[ P^{(n)} - P^{(1)} \right] = \frac{1 - n^2}{12\pi n^2} K_0(m\rho) \int \frac{d^2k}{2\pi} e^{ik_\parallel r'_\parallel} \sum_{l=0}^\infty (l + 1) \left( \frac{-k_\perp^2}{k^2 + m^2} \right)^l K_0(\sqrt{m^2 + k_\perp^2} \rho').
\]

The trace in 3D replica spacetime is then given by

\[
\text{Tr}^{(n)} \left[ G^{(n)} - n \text{Tr}^{(1)} G^{(1)} \right] = \text{Tr}^{(n)} \left[ G^{(n)} - G^{(1)} \right] = \int dr_\perp \int \frac{dk_\perp}{2\pi} \int d^2r_\parallel \left[ G^{(n)} - G^{(1)} \right] = \frac{1 - n^2}{12n} \int dr_\perp \int \frac{dk_\perp}{2\pi} \frac{1}{k_\perp^2 + m^2}.
\]

It is clear to see that the result of \( \text{Tr} G^{(n)} \) is identical to the calculation that is presented in the main text, and of course leads the same result of EE.
Appendix C: The solution of the replicated Green’s function for \((1 + 1)\)D massive free Dirac field

1. A direct derivation of the spinor Green’s function on 2D replica manifold

In this section, we present a detailed derivation of the replicated Green’s function for the \((1 + 1)\)D free Dirac field. The Lagrangian density of Dirac field in 2D (Euclidean) space is

\[
\mathcal{L} = \bar{\Psi}(\gamma^\mu \partial_\mu + m)\Psi. \tag{C1}
\]

We choose the representation of gamma matrices to be

\[
\gamma^0 = \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \gamma^1 = \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \gamma^2 = \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}. \tag{C2}
\]

By applying variation to the Lagrangian, we have the spinor Green’s function satisfies

\[
(\gamma^\mu \partial_\mu + m)G_D^{(n)}(r, r') = \delta^{(2)}(r - r'), \tag{C3}
\]

its explicit matrix form is

\[
\begin{pmatrix} m \partial_x - i \partial_y \\ \partial_x + i \partial_y \end{pmatrix} \begin{pmatrix} G_{11} & G_{12} \\ G_{21} & G_{22} \end{pmatrix} = \begin{pmatrix} \delta^2(r - r') & 0 \\ 0 & \delta^2(r - r') \end{pmatrix}. \tag{C4}
\]

To calculate the Green’s function we solve the eigenvalue problem

\[
\gamma^\mu \partial_\mu \Psi = -\lambda \Psi. \tag{C5}
\]

It is important to notice that the spinor differential operator \(\gamma^\mu \partial_\mu\) is anti-hermitian, so that its eigenvalue is purely imaginary. For convenience, we rewrite the above equation to be

\[
\gamma^\mu \partial_\mu \Psi = -i\lambda \Psi, \tag{C6}
\]

with \(\lambda\) real.

Write it explicitly in the matrix form we have

\[
\begin{pmatrix} 0 & \partial_x - i \partial_y \\ \partial_x + i \partial_y & 0 \end{pmatrix} \begin{pmatrix} \Psi_1 \\ \Psi_2 \end{pmatrix} = -i\lambda \begin{pmatrix} \Psi_1 \\ \Psi_2 \end{pmatrix}. \tag{C7}
\]

In the polar coordinates, we have

\[
\partial_x - i \partial_y = e^{-i\theta} \left[ \partial_\rho - \frac{i}{\rho} \partial_\theta \right], \quad \partial_x + i \partial_y = e^{i\theta} \left[ \partial_\rho + \frac{i}{\rho} \partial_\theta \right], \tag{C8}
\]

use this to translate the eigenvalue problem, it becomes

\[
e^{-i\theta} \left[ \partial_\rho - \frac{i}{\rho} \partial_\theta \right] \Psi_2(\rho, \theta) = -i\lambda \Psi_1(\rho, \theta),
\]

\[
e^{i\theta} \left[ \partial_\rho + \frac{i}{\rho} \partial_\theta \right] \Psi_1(\rho, \theta) = -i\lambda \Psi_2(\rho, \theta). \tag{C9}
\]

Assuming the solution of \(\Psi_1\) has the form

\[
\Psi_1(\rho, \theta) = Ae^{i\nu \theta} R_1(\rho), \tag{C10}
\]

where \(\nu = q/n\) with integer \(q\) (take both negative and non-negative values). This form satisfies the periodic boundary condition in the angular direction \(\Psi_1(\rho, \theta + 2\pi n) = \Psi_1(\rho, \theta)\), and it gives

\[
e^{i\theta} \left[ \partial_\rho + \frac{i}{\rho} \partial_\theta \right] \Psi_1(\rho, \theta) = e^{i\theta} \left[ \partial_\rho + \frac{i}{\rho} \partial_\theta \right] \left[ Ae^{i\nu \theta} R_1(\rho) \right] = Ae^{i(\nu + 1)\theta} \left[ \partial_\rho R_1(\rho) - \frac{\nu}{\rho} R_1(\rho) \right]. \tag{C11}
\]

According to this, we assume

\[
\Psi_2(\rho, \theta) = Ae^{i(\nu + 1)\theta} R_2(\rho). \tag{C12}
\]
We then have
\[-i\lambda R_1(\rho) = \left[ \frac{d}{d\rho} + \frac{\nu + 1}{\rho} \right] R_2(\rho), \quad -i\lambda R_2(\rho) = \left[ \frac{d}{d\rho} - \frac{\nu}{\rho} \right] R_1(\rho).\] (C13)

This gives
\[\rho^2 \frac{d^2 R_1(\rho)}{d\rho^2} + \rho \frac{dR_1(\rho)}{d\rho} + (\lambda^2 \rho^2 - \nu^2) R_1(\rho) = 0,\]
\[\rho^2 \frac{d^2 R_2(\rho)}{d\rho^2} + \rho \frac{dR_2(\rho)}{d\rho} + (\lambda^2 \rho^2 - (\nu + 1)^2) R_2(\rho) = 0,\] (C14)
which is the \((\nu + 1)\)-th order Bessel equation, its solution is the Bessel function
\[R_1(\rho) = J_\nu(\lambda\rho), \quad R_2(\rho) = J_{\nu+1}(\lambda\rho).\] (C15)

Finally, we have the solution of the eigenvalue problem as
\[\Psi = A \left( e^{i\nu \theta} J_\nu(\lambda \rho) \right),\] (C16)
where \(A\) is the normalization factor. Note, there is still no constrain on the value that the eigenvalue \(\lambda\) can take, and \(\nu = q/n\) that \(q\) runs over all integers (including negative and zero).

We then require the boundary condition that \(R_1(\rho)\) vanishes at the boundary \(\rho = L\), which means that the eigenvalues satisfy
\[\lambda_{\nu,i} = \frac{\alpha_{\nu,i}}{L},\] (C17)
where \(\alpha_{\nu,i}\) is the zeros of \(\nu\)-th order Bessel function of the first kind. It is important to notice that the solution of eigenfunction has a “particle-hole” symmetry with respect to the sign of the eigenvalue \(\lambda_{\nu,i}\) (it is also the sign of the “angular momentum” \(\nu\)). When we switch the sign of the eigenvalue \(\lambda \rightarrow -\lambda\), the choice of \(R_1(\rho) \rightarrow -R_1(\rho)\) makes the differential equation of Eq. (C14) unchanged. Require the form of Eq. (C16) is only valid for the positive eigenvalues, then for negative eigenvalues we have
\[\Psi^- = A \left( e^{i(\nu+1)\theta} J_{\nu+1}(\lambda \rho) \right).\] (C18)

The normalization factor \(A_{\nu,i}\) can be calculated as
\[1 = \int_0^L \rho d\rho \int_0^{2\pi} d\theta \Psi(\rho, \theta) \Psi(\rho, \theta) = |A_{\nu,i}|^2 \int_0^L \rho d\rho \int_0^{2\pi} \left\{ [J_\nu(\lambda_{\nu,i}\rho)]^2 + [J_{\nu+1}(\lambda_{\nu,i}\rho)]^2 \right\} \]
\[= |A_{\nu,i}|^2 2\pi n \left\{ \frac{L^2}{2} [J_{\nu+1}(\lambda_{\nu,i}L)]^2 + \frac{L^2}{2} [J_{\nu+1}(\lambda_{\nu,i}L)]^2 \right\}\]
\[\Rightarrow |A_{\nu,i}|^2 = \frac{1}{2\pi n L^2 [J_{\nu+1}(\lambda_{\nu,i}L)]^2}\] (C19)

Note that the above equation has no typo, the two integrals of Bessel functions with different order indeed give the same result due to the nice properties that \(\lambda_{\nu,i} L\) is the zero of \(J_\nu\). This is ensured by the following fact. First, recall that we have the recurrence relationship
\[\frac{d}{dx} \left[ \frac{J_\nu(x)}{x^\mu} \right] = -\frac{J_{\nu+1}(x)}{x^\mu}, \quad \frac{d}{dx} [x^\mu J_\nu(x)] = x^\mu J_{\nu-1}(x).\] (C20)
If we take the zeros \(x = \alpha_{\nu,i}\), it becomes
\[J'_\nu(\alpha_{\nu,i}) = -J_{\nu+1}(\alpha_{\nu,i}), \quad J'_\nu(\alpha_{\nu,i}) = J_{\nu-1}(\alpha_{\nu,i}).\] (C21)

Now we see that the \((\nu + 1)\)-th and \((\nu - 1)\)-th Bessel functions are just different in a sign. Second, we have the integral of the double product of Bessel functions as
\[\int t dt [J_\nu(at)]^2 = \frac{t^2}{2} \left\{ [J_\nu(at)]^2 - J_{\nu+1}(at) J_{\nu-1}(at) \right\}.\] (C22)
By using
\[- J_{\nu + 1}(\alpha_{\nu,i}) = J_{\nu - 1}(\alpha_{\nu,i}), \]  
we have
\[\int_0^L t dt [J_{\nu}(\frac{\alpha_{\nu,i}}{L})]^2 = - \frac{L^2}{2} J_{\nu + 1}(\alpha_{\nu,i}) J_{\nu - 1}(\alpha_{\nu,i}) = \frac{L^2}{2} [J_{\nu + 1}(\alpha_{\nu,i})]^2. \]  
(C24)

On the other hand
\[\int_0^L t dt [J_{\nu + 1}(\frac{\alpha_{\nu,i}}{L})]^2 = \frac{L^2}{2} [J_{\nu + 1}(\alpha_{\nu,i})]^2. \]  
(C25)

We move to the calculation of Green’s function, let
\[G_D^{(n)}(\rho, \theta; \rho', \theta') = \sum_{\nu,i} C_{\nu,i,n} \psi_{\nu,i,n}(\rho, \theta). \]  
(C26)

Substitute it back to the Dirac equation, we have
\[\sum_{\nu,i} (i\lambda_{\nu,i} + m) C_{\nu,i,n} \psi_{\nu,i,n} = \delta(\rho - \rho') \delta(\theta - \theta'), \]  
(C27)

which leads to
\[G_D^{(n)}(\rho, \theta; \rho', \theta') = \sum_{\nu,i} \frac{1}{i\lambda_{\nu,i} + m} \psi_{\nu,i,n}(\rho, \theta) \psi_{\nu,i,n}^\dagger(\rho', \theta'). \]  
(C28)

Note that here the eigenvalues \(\lambda_{\nu,i} = \alpha_{\nu,i}/L\) can take both negative and non-negative values.

Separation of the negative and non-negative will simplify the calculation of the Green’s function, as
\[
G_D^{(n)}(\rho, \theta; \rho', \theta') = \sum_{\nu,i} |A_{\nu,i}|^2 \frac{e^{i\nu(\theta - \theta')} J_{\nu}(\lambda\rho) J_{\nu}(\lambda\rho') e^{-i\theta'} J_{\nu}(\lambda\rho) J_{\nu + 1}(\lambda\rho') e^{i\theta'} J_{\nu}(\lambda\rho) J_{\nu - 1}(\lambda\rho')} {i\lambda_{\nu,i} + m} 
+ \sum_{\nu,i} |A_{\nu,i}|^2 \frac{e^{i\nu(\theta - \theta')} J_{\nu}(\lambda\rho) J_{\nu}(\lambda\rho') e^{-i\theta} J_{\nu}(\lambda\rho) J_{\nu + 1}(\lambda\rho') e^{i\theta} J_{\nu}(\lambda\rho) J_{\nu - 1}(\lambda\rho')} {-i\lambda_{\nu,i} + m},
\]  
(C29)

where we have set \(\lambda_{\nu,i} \geq 0\). Note that here the index \(\nu = q/n\), and \(q\) takes both negative and non-negative integers.

Here we do not need to worry about the problem of double counting on the zero eigenvalue. The double counted terms of \(\lambda = 0\) is the zero of all non-zeroth order Bessel functions, so that all double counted terms vanish.

Now we extend the solution into thermodynamic limit \(L \to \infty\). The normalization factor becomes
\[
\lim_{L \to \infty} |A_{\nu,i}|^2 = \lim_{L \to \infty} \frac{1}{2\pi n L^2 [J_{\nu + 1}(\lambda L)]^2} = \frac{1}{2\pi n L^2} = \frac{\lambda}{4nL},
\]  
(C30)

and the value of \(\lambda\) becomes continuous for each given order \(\nu\). This means that the summation of index \(i\) changes into the integral over \(\lambda\) via \(\frac{1}{L} \sum_i \to \frac{1}{2\pi} \int_0^{\infty} d\lambda\), then we have the spinor Green’s function
\[
G_D^{(n)}(\rho, \theta; \rho', \theta') = \frac{1}{4\pi n} \sum_{\nu} e^{i\nu(\theta - \theta')} \int_0^{\infty} d\lambda \frac{\lambda}{\lambda^2 + m^2} \left( m J_{\nu}(\lambda\rho) J_{\nu}(\lambda\rho') \ i\lambda e^{-i\theta'} J_{\nu + 1}(\lambda\rho) J_{\nu + 1}(\lambda\rho') \right),
\]  
(C31)
2. Entanglement entropy of \((1+1)\)D free Dirac field

As long as the 2D replicated Green’s function is obtained, we can calculate the entanglement entropy of \((1+1)\)D free Dirac field. The relation between the partition function and the Green’s function is

\[ -\frac{\partial \ln Z_D}{\partial m} = \Tr G_D. \]  

(C32)

Here the trace contains the sum over diagonal components of the spinor Green’s function, so that requires the explicit form of them. The integral of diagonal components has been already calculated in the free scalar field. The summation over index \(\nu\) has the following form for both \(G_{11}\) and \(G_{22}\)

\[
\frac{m}{4\pi n} \sum_{q=-\infty}^{\infty} e^{\frac{q}{2}(\theta - \theta')} \int_0^\infty d\lambda \frac{\lambda}{\lambda^2 + m^2} J_{q/n}(\lambda \rho) J_{q/n}(\lambda \rho')
\]

\[ = \frac{m}{4\pi n} \sum_{q=-\infty}^{\infty} e^{\frac{q}{2}(\theta - \theta')} \frac{\pi i}{2} \left[ \Theta(\rho' - \rho) J_{q/n}(i m \rho) H_{q/n}^{(1)}(i m \rho') + \Theta(\rho - \rho') J_{q/n}(i m \rho') H_{q/n}^{(1)}(i m \rho) \right] \]  

(C33)

Then the trace of the Green’s function becomes

\[
\Tr G_D^{(n)} = 2 \left( \frac{m}{4\pi n} \right) \int_0^{2\pi} d\theta \int_0^\infty d\rho d\rho' \sum_{q=0}^{\infty} d_q I_{q/n}(m \rho) K_{q/n}(m \rho) = m \int_0^\infty d\rho \sum_{q=0}^{\infty} d_q I_{q/n}(m \rho) K_{q/n}(m \rho),
\]  

(C34)

The summation over \(q\) is UV divergent, so that we introduce a renormalization function \(F(\frac{q}{n\Lambda})\), which is chosen that \(F(0) = 1\) and \(F^{(k)}(0) = 0\). Similar to the 2D free scalar field, from the Euler-Maclaurin formula, we have

\[
\sum_{q=0}^{\infty} d_q I_{q/n}(m \rho) K_{q/n}(m \rho) F(\frac{q}{n\Lambda}) = 2 \int_0^\infty I_{q/n}(m \rho) K_{q/n}(m \rho) F(\frac{q}{n\Lambda}) dq + \frac{1}{6n} [K_0(m \rho)]^2.
\]  

(C35)

Then

\[
\Tr G_D^{(n)} = m \int_0^\infty d\rho d\rho' \left[ 2 \int_0^\infty I_{q/n}(m \rho) K_{q/n}(m \rho) F(\frac{q}{n\Lambda}) dq + \frac{1}{6n} [K_0(m \rho)]^2 \right]
\]

\[ = 2mn \int_0^\infty d\rho d\rho' \left[ I_{q/n}(m \rho) K_{q/n}(m \rho) F(\frac{q}{n\Lambda}) dq + \frac{m}{6n} \int_0^\infty d\rho [K_0(m \rho)]^2 \right]
\]

\[ = 2mnC(m) + \frac{m}{6n} \left[ \frac{1}{2m^2} \right] = 2mnC(m) + \frac{1}{12mn} \]

(C36)

From this we have

\[
-\frac{\partial}{\partial m} \ln \left[ \frac{Z_D^{(n)}}{Z_D^{(1)}} \right] = \Tr^{(n)} G_D^{(n)} - n \Tr^{(1)} G_D^{(1)} = \frac{1 - n^2}{12mn}.
\]

(C37)

We intermediately notice that this will lead to the same partition function as the free scalar field

\[
\ln \left[ \frac{Z_D^{(n)}}{Z_D^{(1)}} \right] = \frac{n^2 - 1}{12n} \ln m + C.
\]  

(C38)

By letting \(C = \frac{n^2 - 1}{12n} \ln \epsilon\), it gives the entanglement entropy

\[
S_D = -\left. \frac{\partial}{\partial \epsilon} \ln \left[ \frac{Z_D^{(n)}}{Z_D^{(1)}} \right] \right|_{\epsilon = 1} = -\frac{1}{6} \ln (m \epsilon),
\]  

(C39)

where \(\epsilon\) plays the role of UV cutoff of the theory (lattice constant).
3. Reduction to the usual flat spinor Green’s function at the replica limit $n \to 1$

In this section, we show that by taking the replica limit $n \to 1$, the above solved replicated Green’s function is reduced to the usual flat one. The key is using the Addition Theorem of the Bessel function.

Starting from the diagonal components, they are

$$G_{11}^{(1)} = G_{22}^{(1)} = \frac{m}{4\pi} \sum_q e^{iq(\theta - \theta')} \int_0^{\infty} \frac{\lambda J_q(\lambda \rho) J_q(\lambda \rho')}{\lambda^2 + m^2} d\lambda$$  \hspace{1cm} \text{(C40)}

One can exchange the summation and the integral, it gives

$$G_{11}^{(1)} = G_{22}^{(1)} = \frac{m}{4\pi} \int_0^{\infty} d\lambda \frac{\lambda}{\lambda^2 + m^2} \sum_q e^{iq(\theta - \theta')} J_q(\lambda \rho) J_q(\lambda \rho') = \frac{m}{4\pi} \int_0^{\infty} \frac{\lambda J_0(\lambda R)}{\lambda^2 + m^2} d\lambda = \frac{m}{4\pi} K_0(mR),$$  \hspace{1cm} \text{(C41)}

where we have applied the (Neumann) Addition Theorem of the Bessel function

$$J_0(R) = \sum_0^{\infty} d_q \cos [q(\theta - \theta')] J_q(\rho) J_q(\rho'),$$  \hspace{1cm} \text{(C42)}

with $R = \sqrt{\rho^2 + \rho'^2 - 2 \rho \rho' \cos(\theta - \theta')}$ is the distance between $(\rho, \theta)$ and $(\rho', \theta')$.

For the off-diagonal component, we have

$$G_{12}^{(1)} = \frac{i}{4\pi} \sum_q e^{iq(\theta - \theta')} \int_0^{\infty} d\lambda \frac{\lambda^2}{\lambda^2 + m^2} e^{-i\theta'} J_q(\lambda \rho) J_{q+1}(\lambda \rho')$$

$$= \frac{i}{4\pi} \int_0^{\infty} d\lambda \frac{\lambda^2}{\lambda^2 + m^2} e^{-i\theta'} \sum_q e^{iq(\theta - \theta')} J_q(\lambda \rho) J_{q+1}(\lambda \rho') = \frac{i}{4\pi} \int_0^{\infty} d\lambda \frac{\lambda^2 J_1(\lambda R)}{\lambda^2 + m^2} e^{-i\theta'} \left[ \rho' - \rho e^{-i(\theta - \theta')} \right]^{\frac{1}{2}},$$  \hspace{1cm} \text{(C43)}

Similarly

$$G_{21}^{(1)} = \frac{i}{4\pi} \sum_q e^{iq(\theta - \theta')} \int_0^{\infty} d\lambda \frac{\lambda^2}{\lambda^2 + m^2} e^{i\theta} J_{q+1}(\lambda \rho) J_q(\lambda \rho')$$

$$= \frac{i}{4\pi} \int_0^{\infty} d\lambda \frac{\lambda^2}{\lambda^2 + m^2} e^{i\theta} \sum_q e^{iq(\theta - \theta')} J_q(\lambda \rho) J_{q+1}(\lambda \rho') = \frac{i}{4\pi} \int_0^{\infty} d\lambda \frac{\lambda^2 J_{-1}(\lambda R)}{\lambda^2 + m^2} e^{i\theta'} \left[ \rho' - \rho e^{i(\theta - \theta')} \right]^{\frac{1}{2}} \hspace{1cm} \text{(C44)}$$

This is identical to the solution of usual Green’s function in flat Euclidean spacetime, which has the following form

$$G_{ab}(x, x') = \int \frac{d^2k}{(2\pi)^2} e^{ik(x-x')} (i\gamma^k k_i + m)_{ab} = \frac{m}{2\pi} \left( K_0(mR) e^{i\text{arctan} \frac{\rho}{\rho'} K_1(mR)} \right).$$  \hspace{1cm} \text{(C45)}

The difference of a factor $\frac{1}{2}$ comes from the choice of normalization condition. In our approach, we choose to normalize the entire spinor. In the usual convention, the normalization is taken for each component of the spinor.

Appendix D: The Green’s function of the Dirac field under a random static gauge field

In this section, we present a quick derivation of some known results of the Dirac field under a random static gauge field (magnetic field), mainly the usual flat Green’s function in Minkowski spacetime. The Lagrangian density in 2D Euclidean space is

$$\mathcal{L}[\omega] = \Psi \gamma^\mu (\partial_\mu + i \sqrt{2A} A_\mu) \Psi + \overline{\Psi}(i \omega^\gamma) \Psi, \hspace{1cm} \text{(D1)}$$
where $\omega$ is the frequency (energy scale) and $A_\mu$ is the 2D Gaussian-distributed random static gauge field

$$P(A_\mu) \propto e^{-\frac{1}{\hbar} \int d^2x A_\mu^2(x)},$$

(D2)

with vanishing mean value and variance $g_A$.

Start from the case of $\omega = 0$. First, we apply the Hodge decomposition for the 2D static gauge field

$$A_\mu = \epsilon_\mu \Phi_1(x) + \partial_\mu \Phi_2(x),$$

(D3)

where $\epsilon_{\mu\nu}$ is the Levi-Cevita tensor, $\Phi_1$ and $\Phi_2$ are longitudinal and transverse components. This gives

$$L[\omega = 0] = \overline{\Psi} \{ i\gamma^\mu [\partial_\mu - i\sqrt{g_A}(\epsilon_{\mu\nu} \partial_\nu \Phi_1 + \partial_\mu \Phi_2)] \} \Psi$$

(D4)

Second, we introduce the following axial gauge transformation

$$\overline{\Psi} = \overline{\Psi} e^{i\gamma^5 \sqrt{g_A} \Phi_1 - i\sqrt{g_A} \Phi_2}, \quad \Psi = e^{i\gamma^5 \sqrt{g_A} \Phi_1 + i\sqrt{g_A} \Phi_2} \Psi'.$$

(D5)

Here we have chosen $\gamma^5 = \gamma^0 = i\gamma^1 \gamma^2 = \sigma_3$ with $\gamma^1 = i\sigma_1$ and $\gamma^2 = i\sigma_2$. After some straightforward algebra, we have

$$L_0 = \overline{\Psi} (i\gamma^\mu \partial_\mu) \Psi'.$$

(D6)

To make it easy to be calculated, we further transform the theory into the chiral basis

$$\overline{\Psi}(i\gamma^\mu \partial_\mu)\Psi = \overline{\Psi}^* (i\gamma^\mu \partial_\mu)\overline{\Psi} = -i\overline{\Psi}^* (\partial_1 + \gamma^0 \partial_2)\overline{\Psi} = -i (\Psi^*_+ \Psi^-_+ \Psi^*_- \Psi^-_-) \left( \begin{array}{cc} 0 & 2\partial_1 \\ 2\partial_2 & 0 \end{array} \right) \left( \begin{array}{c} \Psi^*_+ \\ \Psi^-_- \end{array} \right),$$

(D7)

where $z = x_1 + i x_2$ and $\tau = x_1 - i x_2$. In this representation, the filed operators can be written as

$$\Psi^*_\pm = \Psi^\dagger \pm \sqrt{g_A} \Phi_1 \pm i \sqrt{g_A} \Phi_2 \Psi^\dagger_\pm,$$

(D8)

and their two-point correlation function

$$\langle \Psi^*_\pm (z, \tau) \Psi^\dagger_\pm (w, \bar{\tau}) \rangle = \langle e^{\pm \sqrt{g_A} \Phi_1 (z, \bar{\tau}) + i \sqrt{g_A} \Phi_2 (z, \bar{\tau})} \Psi^*_\pm (z, \tau) \Psi^\dagger_\pm (w, \bar{\tau}) e^{\mp \sqrt{g_A} \Phi_1 (w, \bar{\tau}) - i \sqrt{g_A} \Phi_2 (w, \bar{\tau})} \rangle$$

(D9)

where the correlation function of the chiral Dirac field is

$$\langle \Psi^*_+ (z, \tau) \Psi^\dagger_+ (w, \bar{\tau}) \rangle \sim \frac{1}{2\pi} \frac{1}{z - w}, \quad \langle \Psi^-_- (z, \tau) \Psi^\dagger_- (w, \bar{\tau}) \rangle \sim \frac{1}{2\pi} \frac{1}{\bar{z} - \bar{w}}$$

(D10)

and the correlation function of the axial field is simply the correlation function of the vertex operator of the free scalar field

$$\langle e^{+if \Phi (z, \bar{\tau})} e^{-if \Phi (w, \bar{\tau})} \rangle \sim |z - w|^{-\frac{1}{2}f^2}.$$\n
(D11)

Interestingly, here we will see that, in $\langle \Psi^*_\pm (z, \tau) \Psi^\dagger_\pm (w, \bar{\tau}) \rangle$ the contribution from the longitudinal field $\Phi_1$ cancels with the contribution from the transversal field $\Phi_2$, i.e.

$$\langle \Psi^*_\pm (z, \tau) \Psi^\dagger_\pm (w, \bar{\tau}) \rangle = \langle \Psi^*_\pm (z, \tau) \Psi^\dagger_\pm (w, \bar{\tau}) \rangle.$$

(D12)

We now turn to consider the case of $\omega \neq 0$, where the frequency term can be understood as an interaction

$$\omega \overline{\Psi} \gamma^0 \Psi = \omega \overline{\Psi} e^{2\gamma^5 \sqrt{g_A} \Phi_1} \gamma^0 \Psi'.$$

(D13)

The $l$-th order tree level diagram is

$$\gamma^l P_l(x, x') = (\omega)^l \int d^2y_1 \cdots d^2y_l g'(x, y_1) e^{2\gamma^5 \sqrt{g_A} \Phi_1(y_1)} \gamma^0 g'(y_1, y_2) \cdots \gamma^0 g'(y_{l-1}, y_l) e^{2\gamma^5 \sqrt{g_A} \Phi_1(y_{l-1})}.$$\n
(D14)
It is important to notice that the odd order perturbations vanish since the expectation value of the charged vertex operators vanishes. Therefore only even order perturbations contribute to the final result, which are

\[
\begin{align*}
&\left[ e^{2\gamma^2 \sqrt{\alpha} \Phi_1(y_1)} \right]_0 g'(y_1, y_2) \cdots \left[ e^{2\gamma^2 \sqrt{\alpha} \Phi_1(y_{l-1})} \right]_0 g'(y_{l-1}, y_l) \left[ e^{2\gamma^2 \sqrt{\alpha} \Phi_1(y_l)} \right]_0 g'(y_l, x') \\
&= \left[ e^{2\gamma^2 \sqrt{\alpha} \Phi_1(y_1)} \right]_0 g'(y_1, y_2) \cdots \left[ e^{2\gamma^2 \sqrt{\alpha} \Phi_1(y_{l-1})} \right]_0 g'(y_{l-1}, y_l) \left[ e^{2\gamma^2 \sqrt{\alpha} \Phi_1(y_l)} \right] g'(y_l, x') \\
&= \left( f(y_1, y_2, y_3) f(y_3, y_4, y_5) \cdots f(y_{l-1}, y_l, x') - f(y_1, y_2, y_3) \cdots f(y_{l-1}, y_l, x') \right) \left( \frac{e^{\omega k}}{\overline{f}(y_1, y_2, y_3) \cdots \overline{f}(y_{l-1}, y_l, x')} \right),
\end{align*}
\]

where

\[
\begin{align*}
\frac{e^{\omega k}}{\overline{f}(y_1, y_2, y_3) \cdots \overline{f}(y_{l-1}, y_l, x')} &= e^{\omega k} \left[ e^{2\gamma^2 \sqrt{\alpha} \Phi_1(y_1)} \right]_0 g'(y_1, y_2) e^{-2\gamma^2 \sqrt{\alpha} \Phi_1(y_2)} g'_2(y_2, y_3) \\
&= \left( e^{2\gamma^2 \sqrt{\alpha} \Phi_1(y_1)} e^{-2\gamma^2 \sqrt{\alpha} \Phi_1(y_2)} g'^2_2(y_2, y_3),
\end{align*}
\]

(D15)

Note that

\[
\left( e^{2\gamma^2 \sqrt{\alpha} \Phi_1(y_1)} e^{-2\gamma^2 \sqrt{\alpha} \Phi_1(y_2)} \right) = \left( e^{-2\gamma^2 \sqrt{\alpha} \Phi_1(y_1)} e^{2\gamma^2 \sqrt{\alpha} \Phi_1(y_2)} \right) = (r_{y_1, y_2})^{\frac{g_A}{2}},
\]

(D17)

This means that for even \( l \), we have

\[
(\omega)^l P_l^2(x, x') = (\omega)^l \int d^2 y_1 \cdots d^2 y_l g'(x, x') F(y_1, y_2, y_3) F(y_3, y_4, y_5) \cdots F(y_{l-1}, y_l, x')
\]

(D18)

where

\[
F(y_1, y_2, y_3) = \left( f(y_1, y_2, y_3) \overline{f}(y_1, y_2, y_3) \right) = \left( e^{2\gamma^2 \sqrt{\alpha} \Phi_1(y_1)} e^{-2\gamma^2 \sqrt{\alpha} \Phi_1(y_2)} g'(y_1, y_2) g'(y_2, y_3).
\]

(D19)

The most important part is

\[
\frac{g'_{\text{gauge}}(y_1, y_2)}{g'_{\text{gauge}}(y_1, y_2)} = \left( e^{2\gamma^2 \sqrt{\alpha} \Phi_1(y_1)} e^{-2\gamma^2 \sqrt{\alpha} \Phi_1(y_2)} \right) g'(y_1, y_2) = r^{-1+\frac{4A}{2\pi} \left( 0, e^{i\theta} \right)}.
\]

(D20)

Its Fourier transformation is

\[
g'_{\text{gauge}}(k) = \int_0^\infty r dr \int_0^{2\pi} d\theta e^{-ikr \sin(\theta + \arctan \frac{k_3}{k_1})} r^{-1+\frac{4A}{2\pi} \left( 0, e^{i\theta} \right)} = \int_0^{\infty} r^{\frac{2A}{2\pi}} J_1(kr) \left( 0, e^{i\arctan \frac{k_3}{k_1}} \right).
\]

(D21)

The integral is divergent when \( \frac{2A}{2\pi} \geq \frac{1}{2} \). For \( 0 < \frac{2A}{2\pi} < \frac{1}{2} \), we have

\[
g'_{\text{gauge}}(k) = 2^{\frac{4A}{2\pi}} \Gamma \left( 1 + \frac{2A}{2\pi} \right) k^{-1+\frac{4A}{2\pi}} \left( 0, e^{i\arctan \frac{k_3}{k_1}} \right) = 2^{\frac{4A}{2\pi}} \frac{\Gamma \left( 1 + \frac{2A}{2\pi} \right)}{\Gamma \left( 1 - \frac{2A}{2\pi} \right)} k^{-\frac{2A}{\pi}} g'(k).
\]

(D22)

Then, for \( 0 < \frac{2A}{2\pi} < \frac{1}{2} \), the summation over tree level diagrams then becomes

\[
\begin{align*}
G(x, x'; \omega) &= \sum_{\text{even } l} (\omega)^l \int \frac{d^2 k}{(2\pi)^2} e^{ik(x-x')} [g'(k)]^{l+1} \left[ 2^{\frac{4A}{2\pi}} \left( \frac{\Gamma \left( 1 + \frac{2A}{2\pi} \right)}{\Gamma \left( 1 - \frac{2A}{2\pi} \right)} k^{-\frac{2A}{\pi}} g'(k) \right)^{l+1} \right]^{\frac{1}{2}} \\
&= \int \frac{d^2 k}{(2\pi)^2} e^{ik(x-x')} \left( \sum_{l=0}^{\infty} \sqrt{C(g_A)k^{-\frac{4A}{2\pi}}} g'(k) \omega \right)^{l+1} \\
&= \int \frac{d^2 k}{(2\pi)^2} e^{ik(x-x')} G^l(k) \\
&= \int \frac{d^2 k}{(2\pi)^2} e^{ik(x-x')} \frac{-\gamma^l k^i}{k^2 - C(g_A)k^{-\frac{2A}{\pi}} \omega^2},
\end{align*}
\]

(D23)
where

\[ C(g_A) = 2\pi^\frac{9a}{2} \Gamma(1 + \frac{9a}{2}) \Gamma(1 - \frac{9a}{2}) \frac{\Gamma(1 + \frac{a}{2})}{\Gamma(1 - \frac{a}{2})}. \]  

(D24)

The Green’s function provides a lot of information of the theory. First, its pole is located at \( C(g_A)k^{2+\frac{4a}{2\pi}} = \omega^2 \), this indicates the dispersion relation as

\[ E(k) \propto |k|^{1+\frac{4a}{2\pi}}. \]  

(D25)

Second, we can calculate the density of states from it

\[ \rho(\omega) = \frac{1}{2\pi i} \lim_{x+x'\to x} [G(x, x'; \omega)_{\text{adv}} - G(x, x'; \omega)_{\text{ret}}] = \frac{1}{\pi i} \Im \left[ \lim_{x+x'} G(x, x'; \omega)_{\text{adv}} \right] \]

\[ = \frac{1}{\pi i} \frac{1}{2\pi} \Im \left[ \int_0^\infty dk \frac{(-\gamma^i k_i) \left[ C(g_A)k^{\frac{9a}{2\pi}} \right]}{C(g_A)k^{2+\frac{4a}{2\pi}} - \omega^2 - i\delta} \right]. \]  

(D26)

The scaling behavior of \( \rho(\omega) \) does not depend on the phase factor and the constant \( C(g_A) \), so that the task is reduced to evaluate the following integral

\[ \int_0^\infty dk \frac{k^{2+\frac{4a}{2\pi}} - \omega^2 - i\delta}{k^{1+\frac{4a}{2\pi}} - \omega - i\delta - k^{1+\frac{4a}{2\pi}} + \omega + i\delta} = \frac{1}{2\omega} \int_0^\infty dt \frac{t^1+(1+\frac{4a}{2\pi})^{-1}}{t - \omega - i\delta} - \frac{t^1+(1+\frac{4a}{2\pi})^{-1}}{t + \omega + i\delta} \right] = \frac{1}{2\omega} \left[ I_1 + \pi i\omega^1+(1+\frac{4a}{2\pi})^{-1} - I_2 + \pi i\omega^1+(1+\frac{4a}{2\pi})^{-1} \right] \]  

(D27)

The imaginary part of the above integral gives the density of states

\[ \rho(\omega) \propto \omega^{1+\frac{4a}{2\pi}}. \]  

(D28)

Appendix E: The replicated Green’s function of the Dirac field under a random static gauge field

1. The Fourier transformation of the corrected internal spinor propagator

The presence of a random static gauge field leads to the corrected internal 2D propagator of the Dirac field

\[ \tilde{g}^{(1)}_{D}(r_{||,1}, r_{||,2}) = g^{(1)}_{D}(r_{||,1}, r_{||,2})R^{a}_{1,2}. \]  

(E1)

Evaluating its Fourier transformation is the key to access the higher-dimensional construction

\[ \tilde{g}^{(1)}_{D}(k) = \int d^2\mathbf{R} e^{i\mathbf{k} \cdot (r_{||,1} - r_{||,2})} G^{(1)}_{D}(r_{||,1}, r_{||,2}). \]  

(E2)

The diagonal components are

\[ \left[ \tilde{g}^{(1)}_{D}(k) \right]_{11} = \left[ \tilde{g}^{(1)}_{D}(k) \right]_{22} = \int d^2\mathbf{R} e^{-ik\mathbf{R}} R^a \frac{M}{2\pi} K_0(MR) \]

\[ = \int_0^\infty RdR \int_0^{2\pi} d\theta e^{-ikR\cos\theta} R^a \frac{M}{2\pi} K_0(MR) \]

\[ = M \int_0^\infty R^{1+a} J_0(kR)K_0(MR)dR \]

\[ = M \left( 2^a M^{-2-a} \right) \left( \Gamma \left( 1 + \frac{a}{2} \right) \right)^2 \left( \frac{a}{2} + 1, \frac{a}{2} + 1; -\frac{k^2}{M^2} \right). \]  

(E3)
and the off-diagonal components are

\[
\left[ g^{(1)}_{D}(k) \right]_{12} = - \left[ g^{(1)}_{D}(k) \right]^{*}_{21} = \int d^{2}\mathbf{R} e^{-i\mathbf{R}^{a}(i) M/2\pi} e^{i \arctan \frac{k_a}{M}} K_{1}(MR) \\
= \frac{iM}{2\pi} \int_{0}^{\infty} RdR \int_{0}^{2\pi} d\theta e^{-iR \sin(\theta + \arctan \frac{k_a}{M})} e^{i\theta} K_{1}(MR) R^{a} \\
= \frac{iM}{2\pi} \int_{0}^{\infty} dRR^{1+a} K_{1}(MR) \int_{0}^{2\pi} d\theta e^{i\theta} \sum_{n=-\infty}^{\infty} (i)^{n} J_{n}(-kR) e^{i(n-\frac{1}{2} + \arctan \frac{k_a}{M})} \\
= \frac{iM}{2\pi} \int_{0}^{\infty} dRR^{1+a} K_{1}(MR)(2\pi)(i)^{-1} J_{-1}(-kR) e^{-i(-\frac{1}{2} + \arctan \frac{k_a}{M})} \\
= iMe^{-i \arctan \frac{k_a}{M}} \int_{0}^{\infty} R^{1+a} K_{1}(MR) J_{1}(kR) dR \\
= iMe^{-i \arctan \frac{k_a}{M}} 2\pi kM^{-3-a} \Gamma \left( 1 + \frac{a}{2} \right) \Gamma \left( 2 + \frac{a}{2} \right) _{2} F_{1} \left( \frac{a}{2} + 1, \frac{a}{2} + 2; - \frac{k^{2}}{M^{2}} \right) \\
= (ik_{1} + k_{2}) 2\pi M^{-2-a} \Gamma \left( 1 + \frac{a}{2} \right) \Gamma \left( 2 + \frac{a}{2} \right) _{2} F_{1} \left( \frac{a}{2} + 1, \frac{a}{2} + 2; - \frac{k^{2}}{M^{2}} \right).
\]

The above is the non-perturbative results of the internal propagator, we then expand them to the lowest order with respect to \( a \). For that, on the one hand, the series of momentum-independent coefficients are

\[
2^{a} M^{-2-a} \left[ \Gamma \left( 1 + \frac{a}{2} \right) \right]^{2} = \frac{1}{M^{2}} + \left( \frac{-\gamma + \ln 2 - \ln M}{M^{2}} \right) a + O(a^{2})
\]

and

\[
2^{a} M^{-2-a} \Gamma \left( 1 + \frac{a}{2} \right) \Gamma \left( 2 + \frac{a}{2} \right) = \frac{1}{M^{2}} + \left( \frac{-\gamma + \ln 2 - \ln M}{M^{2}} \right) a + \frac{a}{2M^{2}} + O(a^{2}),
\]

where \( \gamma \approx 0.577216 \) is the Euler’s constant. On the other hand, for expanding the hypergeometric function, we need to calculate its derivative with respect to the parameters

\[
\frac{\partial}{\partial \alpha} _{2} F_{1} \left( \alpha, 1; 1; - \frac{k^{2}}{M^{2}} \right) \bigg|_{\alpha=1} = \frac{\partial}{\partial \beta} _{2} F_{1} \left( 1, \beta; 1; - \frac{k^{2}}{M^{2}} \right) \bigg|_{\beta=1} = \frac{\partial}{\partial \alpha} _{2} F_{1} \left( \alpha, 2; 2; - \frac{k^{2}}{M^{2}} \right) \bigg|_{\alpha=1}
\]

\[
= - \frac{k^{2}}{M^{2}} \sum_{n=0}^{\infty} \frac{(1)_{n} (1)_{n} (2)_{n} (2)_{n}}{(2)_{n} (2)_{n} n!} _{3} F_{2} \left( 1, n + 2, n + 2; n + 2, n + 2; - \frac{k^{2}}{M^{2}} \right) \\
= - \frac{k^{2}}{M^{2}} \sum_{n=0}^{\infty} \frac{(1)_{n} (1)_{n} \left( - \frac{k^{2}}{M^{2}} \right)^{n}}{n! \left( 1 + \frac{k^{2}}{M^{2}} \right)^{n}} = - \frac{k^{2}}{k^{2} + M^{2}} _{2} F_{1} \left( 1, 1; 2; - \frac{k^{2}}{M^{2}} \right)
\]

\[
\frac{k^{2}}{k^{2} + M^{2}} \left( \frac{k^{2}}{M^{2}} \right)^{-1} \ln \left( 1 + \frac{k^{2}}{M^{2}} \right) = \left( 1 + \frac{k^{2}}{M^{2}} \right)^{-1} \ln \left( 1 + \frac{k^{2}}{M^{2}} \right),
\]

and

\[
\frac{\partial}{\partial \beta} _{2} F_{1} \left( 1, \beta; 2; - \frac{k^{2}}{M^{2}} \right) \bigg|_{\beta=2}
\]

\[
= - \frac{k^{2}}{M^{2}} \sum_{n=0}^{\infty} \frac{(1)_{n} (2)_{n} (2)_{n} (3)_{n}}{(2)_{n} (3)_{n} n!} _{3} F_{2} \left( 1, n + 2, n + 3; n + 2, n + 3; - \frac{k^{2}}{M^{2}} \right) \\
= \frac{1}{2} \frac{k^{2}}{k^{2} + M^{2}} _{2} F_{1} \left( 1, 2; 3; - \frac{k^{2}}{M^{2}} \right) = - \frac{k^{2}}{2} \frac{2 \left[ k^{2} M^{2} - M^{4} \ln \left( 1 + \frac{k^{2}}{M^{2}} \right) \right]}{k^{4}}
\]

\[
= - \left( 1 + \frac{k^{2}}{M^{2}} \right)^{-1} \left( \frac{k^{2}}{M^{2}} \right)^{-1} \ln \left( 1 + \frac{k^{2}}{M^{2}} \right),
\]
with the zero-th order contribution
\[
2 F_1 \left( 1, 1; 1; -\frac{k^2}{M^2} \right) = 2 F_1 \left( 1, 2; 2; -\frac{k^2}{M^2} \right) = \left( 1 + \frac{2}{M^2} \right)^{-1}.
\]

(E9)

These lead to the expansion of \( \bar{g}_D^{(1)}(k) \) at the lowest-order with respect to \( a \)
\[
\left[ \bar{g}_D^{(1)}(k) \right]_{11}^{(1)} = \left[ g_D^{(1)}(k) \right]_{122}^{(1)}
\]
\[
= M \left[ \frac{1}{M^2} + \left( -\gamma + \ln 2 - \ln M \right) a \right] \left( 1 + \frac{k^2}{M^2} \right)^{-1} \left[ 1 - a \ln \left( 1 + \frac{k^2}{M^2} \right) \right] + \mathcal{O}(a^2)
\]
\[
= \frac{M}{k^2 + M^2} \left\{ 1 + a \left[ -\gamma + \ln 2 + \ln M - \ln \left( k^2 + M^2 \right) \right] \right\} + \mathcal{O}(a^2)
\]

(E10)

and
\[
\left[ g_D^{(1)}(k) \right]_{12} = - \left[ g_D^{(1)}(k) \right]_{21}^{*} = \frac{i k_1 + k_2}{k^2 + M^2} \left\{ 1 + a \left[ -\gamma + \ln 2 + \ln M - \ln \left( k^2 + M^2 \right) \right] \right\}
\]
\[
+ \frac{a}{2} \frac{i k_1 + k_2}{k^2} \ln \left( 1 + \frac{k^2}{M^2} \right) + \mathcal{O}(a^2)
\]

(E11)

2. The scalar nature of the product of corrected and free spinor propagators

The ordinary double product of spinor propagators for the free Dirac field gives a diagonal scalar propagator
\[
\gamma^0 g_D^{(1)}(k) \gamma^0 g_D^{(1)}(k) = \left[ \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right] \left( \frac{k_1^2 + k_2^2}{k^2 + M^2} \right) = \frac{\text{Id}}{k^2 + M^2}.
\]

(E12)

Consider the correction from the static gauge field, its contribution to diagonal components of \( g_D^{(1)}(k) \) is
\[
a \left[ -\gamma + \ln 2 + \ln M - \ln \left( k^2 + M^2 \right) \right] \gamma^0 g_D^{(1)}(k) \gamma^0 g_D^{(1)}(k) = \frac{a}{k^2 + M^2} \left[ -\gamma + \ln 2 + \ln M - \ln \left( k^2 + M^2 \right) \right] \text{Id}.
\]

(E13)

Besides, there is an anisotropic term between the diagonal and off-diagonal components, which contributes
\[
\frac{a}{2} \ln \left( 1 + \frac{k^2}{M^2} \right) \gamma^0 \left( \begin{array}{c} 0 \\ \frac{i k_1 + k_2}{k^2} \end{array} \right) \gamma^0 g_D^{(1)}(k) = \frac{a}{2(k^2 + M^2)} \ln \left( 1 + \frac{k^2}{M^2} \right) \text{Id}
\]

(E14)

In summary, we have the correction to the double product of \( G_D^{(1)} \)
\[
\gamma^0 g_D^{(1)}(k) \gamma^0 g_D^{(1)}(k) = \frac{1}{k^2 + M^2} \left\{ 1 + a \left[ -\gamma + \ln 2 - \frac{1}{2} \ln \left( k^2 + M^2 \right) \right] \right\} \text{Id} + \mathcal{O}(a^2).
\]

(E15)

3. The construction from the 2D corrected propagator to 3D theory

The above calculation leads to the elements of the infinite series that are used to construct the higher-dimensional theory, namely the interacting two-point correlator on 2D replica manifold
\[
(-\omega^2)^t \bar{F}_D^{(n)}(r_{\parallel,1}, r'_{\parallel}) = (l + 1)(-\omega^2)^t \int d^2 r_{\parallel,1} \cdots \int d^2 r_{\parallel,2} \bar{g}_D^{(n)}(r_{\parallel,1}, r'_{\parallel,1}) \gamma^0 g_D^{(1)}(r_{\parallel,1}, r_{\parallel,2}) R_{\parallel,1,2}^{(n)}
\]
\[
\gamma^0 g_D^{(1)}(r_{\parallel,2}, r'_{\parallel,3}) \cdots \gamma^0 g_D^{(1)}(r_{\parallel,2l-1}, r'_{\parallel,2l}) R_{\parallel,2l-1,2l}^{(n)} \gamma^0 g_D^{(1)}(r_{\parallel,2l}, r'_{\parallel})
\]
\[
= (l + 1)(-\omega^2)^t \int \frac{d^2 k'}{(2\pi)^2} e^{ik' \cdot r_{\parallel}} \left\{ \gamma^0 g_D^{(1)}(k) \gamma^0 g_D^{(1)}(k) \right\}^t
\]
\[
= (l + 1)(-\omega^2)^t \int \frac{d^2 k'}{(2\pi)^2} e^{ik' \cdot r_{\parallel}} \bar{g}_D^{(n)}(k) \left( 1 + la \left[ -\gamma + \ln 2 - \frac{1}{2} \ln \left( k^2 + M^2 \right) \right] \right) + \mathcal{O}(a^2).
\]

(E16)
Its regularization at lowest-order perturbation with respect to $\alpha$ is

$$\left(-\omega^2\right)^l \left[ P^{(n)}_{D,2l,\text{int}}(r_\parallel, r'_\parallel) - P^{(1)}_{D,2l,\text{int}}(r_\parallel, r'_\parallel) \right]$$

$$= (l + 1)(-\omega^2)^l \frac{1 - n^2 M}{6n^2} \left( \frac{M}{2 \pi} \right) K_0(M \rho) \int_0^\infty \frac{k J_0(k \rho)}{(k^2 + M^2)^{l+1}} dk \left\{ 1 + na \left[ -\gamma + \ln 2 - \frac{1}{2} \ln \left(k^2 + M^2\right) \right] \right\}. \quad (E17)$$

4. The partition function of constructed 3D theory

To calculate the partition function, we start from evaluating the trace of the corrected replicated Green’s function $\left(-\omega^2\right)^l P^{(n)}_{D,2l,\text{int}}$. In the previous section, we have presented the explicit evaluation of its lowest-order perturbation with respect to the randomness strength $\alpha = \frac{\gamma}{2}$. We now separate it into three parts, the first one is

$$\left(-\omega^2\right)^l \text{Tr}_{2D} \left[ P^{(n)}_{D,2l,\text{int}}(r_\parallel, r'_\parallel) - P^{(1)}_{D,2l,\text{int}}(r_\parallel, r'_\parallel) \right]_{\text{first}}$$

$$= \text{Tr}_{2D} \left[ (l + 1)(-\omega^2)^l \frac{1 - n^2 M}{6n^2} \left( \frac{M}{2 \pi} \right) K_0(M \rho) \int_0^\infty \frac{k J_0(k \rho)}{(k^2 + M^2)^{l+1}} dk \right] = 2(l + 1)(-\omega^2)^l \frac{1 - n^2 M}{6n^2} \left( \frac{M}{2 \pi} \right) K_0(M \rho) K_1(M \rho) \rho^{l+1} = 2(l + 1)(-\omega^2)^l \frac{1 - n^2 M}{6n^2} \left( \frac{M}{2 \pi} \right) K_0(M \rho) K_1(M \rho) \rho^{l+1} \Gamma(l + 1) \frac{\Gamma(l + 2)}{l + 1} 2^{l+1} M^{-l-2} = \frac{1 - n^2}{M} \left[ -\omega^2 \right]^l. \quad (E18)$$

The summation over perturbation levels $l$ gives

$$\text{Tr}_{2D} \left[ G^{(n)}_{D,\text{int}} - G^{(1)}_{D,\text{int}} \right]_{\text{first}} = \sum_{l=0}^\infty \text{Tr}_{2D} \left[ P^{(n)}_{D,2l,\text{int}} - P^{(1)}_{D,2l,\text{int}} \right]_{\text{first}} = \frac{1 - n^2}{6n} \frac{M}{\omega^2 + M^2}, \quad (E19)$$

which leads to the free contribution of the EE

$$S_{\text{first}} = \frac{1}{6} A(\epsilon^{-1} - M). \quad (E20)$$

The second part is

$$\left(-\omega^2\right)^l \text{Tr}_{2D} \left[ P^{(n)}_{D,2l,\text{int}}(r_\parallel, r'_\parallel) - P^{(1)}_{D,2l,\text{int}}(r_\parallel, r'_\parallel) \right]_{\text{second}}$$

$$= \text{Tr}_{2D} \left[ (l + 1) ln(-\gamma + \ln 2) \left(-\omega^2\right)^l \frac{1 - n^2 M}{6n^2} \left( \frac{M}{2 \pi} \right) K_0(M \rho) \int_0^\infty \frac{k J_0(k \rho)}{(k^2 + M^2)^{l+1}} dk \right] = a (\gamma + \ln 2) \frac{1 - n^2}{6n} \left[ -\omega^2 \left( \frac{M}{2 \pi} \right) \right]^l. \quad (E21)$$

The summation over perturbation levels $l$ gives

$$\text{Tr}_{2D} \left[ G^{(n)}_{D,\text{int}} - G^{(1)}_{D,\text{int}} \right]_{\text{second}} = \sum_{l=0}^\infty \left(-\omega^2\right)^l \text{Tr}_{2D} \left[ P^{(n)}_{D,2l,\text{int}} - P^{(1)}_{D,2l,\text{int}} \right]_{\text{second}} = \frac{1 - n^2}{6n} a (\gamma + \ln 2) \frac{M \omega^2}{(\omega^2 + M^2)^2}, \quad (E22)$$

which leads to the correction to EE as

$$S_{\text{second}} = \left( -\frac{a}{2} \right) (\gamma + \ln 2) \frac{1}{6} A(\epsilon^{-1} - M). \quad (E23)$$
The third part is much more complicated

\[
(-\omega^2)^t \text{Tr}_{2D}^{(n)} \left[ P^{(n)}_{D,2l,\text{int}}(r||, r||') - P^{(1)}_{D,2l,\text{int}}(r||, r||') \right]_{\text{third}}
\]

\[
= -\frac{1}{2} \text{Tr}_{2D}^{(n)} \left[ (l+1)l a(-\omega^2)^t \frac{1-n^2}{6n^2} M \frac{k \ln \left( (k^2 + M^2) J_0(k\rho') \right)}{(k^2 + M^2)^{l+1}} dk \right]
\]

\[
= 2 \left( -\frac{a}{2} \right) \frac{1-n^2}{6n^2} M \frac{l(l+1)(-\omega^2)^t}{2\pi} \int_0^{2\pi} \rho d\rho \int_0^{2\pi} d\theta K_0(M\rho) \frac{1}{\Gamma(l+1)} 2^{-l} M^{-l} \rho^l
\]

\[
\times \left\{ K_\omega(M\rho) \left[ \ln 2 + \ln M - \ln \rho + \psi(l+1) + \frac{\partial}{\partial \nu} K_\nu(M\rho) \right]_{\nu=-l} \right\}
\]

(E24)

We further separate it into three parts. The first one is

\[
(-\omega^2)^t \text{Tr}_{2D}^{(n)} \left[ P^{(n)}_{D,2l,\text{int}}(r||, r||') - P^{(1)}_{D,2l,\text{int}}(r||, r||') \right]_{\text{third,1}}
\]

\[
= -\frac{1-n^2}{6n} \frac{1}{2 M} \frac{l(l+1)}{\Gamma(l+1)} 2^{-l} M^{-l+1} (-\omega^2)^t \left[ \ln 2 + \ln M + \psi(l+1) \right] \int_0^{\infty} \rho^{l+1} K_0(M\rho) K_1(M\rho) d\rho
\]

(E25)

Its summation over perturbation levels \( l \) gives

\[
\text{Tr}_{2D}^{(n)} \left[ G^{(n)}_{D,\text{int}} - G^{(1)}_{D,\text{int}} \right]_{\text{third,1}} = \sum_{l=0}^{\infty} (-\omega^2)^t \text{Tr}_{2D}^{(n)} \left[ P^{(n)}_{D,2l,\text{int}} - P^{(1)}_{D,2l,\text{int}} \right]_{\text{third,1}}
\]

\[
= -\frac{1-n^2}{6n} \frac{1}{2 M} \sum_{l=0}^{\infty} \left[ \ln 2 + \ln M + \psi(l+1) \right] \left( -\frac{\omega^2}{M^2} \right)^t
\]

\[
= -\frac{1-n^2}{6n} \frac{1}{2 M} \left[ (\ln 2 + \ln M) \sum_{l=0}^{\infty} l \psi(l+1) \left( -\frac{\omega^2}{M^2} \right)^t + \sum_{l=0}^{\infty} l \psi(l+1) \left( -\frac{\omega^2}{M^2} \right)^t \right]
\]

(E26)

which leads to the correction to EE as

\[
S_{\text{third,1}} = -\frac{a}{4} \left( 1 + \gamma + \ln 2 \right) \frac{1}{6} A \left( e^{-1} - M \right) - \frac{a}{4} \frac{1}{6} A \left( -e^{-1} \ln e^{-1} + M \ln M \right).
\]

(E27)

The second one is

\[
(-\omega^2)^t \text{Tr}_{2D}^{(n)} \left[ P^{(n)}_{D,2l,\text{int}}(r||, r||') - P^{(1)}_{D,2l,\text{int}}(r||, r||') \right]_{\text{third,2}}
\]

\[
= -\frac{1-n^2}{6n} \frac{1}{\Gamma(l+1)} \frac{l(l+1)}{2 M} 2^{-l} M^{-l+1} (-\omega^2)^t \left[ \ln (l+1) \rho K_0(M\rho) K_1(M\rho) \right] d\rho
\]

(E28)

\[
= \frac{1-n^2}{6n} \frac{1}{\Gamma(l+1)} \frac{l(l+1)}{2 M} 2^{-l} M^{-l+1} (-\omega^2)^t \left[ \frac{\Gamma(l+1)}{l+1} 2^{l-1} M^{-l-2} \rho \right] d\rho
\]

\[
= \frac{1-n^2}{6n} \frac{1}{2 M} \left[ -\frac{l}{l+1} \left( -\frac{\omega^2}{M^2} \right)^t + (-\gamma + \ln 2 - \ln M) \left( -\frac{\omega^2}{M^2} \right)^t \right].
\]
Its summation over perturbation levels \( l \) gives

\[
(-\omega^2)^l T_{2D}^{(n)} \left[ P_{D,2l,\text{int}}^{(n)}(\mathbf{r}_l, \mathbf{r}_l') - P_{D,2l,\text{int}}^{(1)}(\mathbf{r}_l, \mathbf{r}_l') \right]_{\text{third,2}} = a \frac{1 - n^2}{6n} \frac{1}{2M} \left[ -\sum_{l=0}^{\infty} \frac{l(l+1)}{M^2} (-\omega^2)^l + \gamma + \ln 2 - \ln M \right] \sum_{l=0}^{\infty} \left( -\frac{\omega^2}{M^2} \right)^l.
\]

(E29)

which leads to the correction to EE as

\[
S_{\text{third,2}} = a \frac{1}{4} (1 + \gamma - \ln 2) \frac{1}{6} A (e^{-1} - M) + a \frac{1}{4} A (-\epsilon^{-1} \ln \epsilon^{-1} + M \ln M).
\]

(E30)

The third one is

\[
(-\omega^2)^l T_{2D}^{(n)} \left[ P_{D,2l,\text{int}}^{(n)}(\mathbf{r}_l, \mathbf{r}_l') - P_{D,2l,\text{int}}^{(1)}(\mathbf{r}_l, \mathbf{r}_l') \right]_{\text{third,3}} = a \frac{1 - n^2}{6n} \frac{M}{2} l(l+1) \left( -\frac{\omega^2}{M^2} \right) \int_0^\infty \! \rho d\rho \sum_{k=0}^{l-1} \frac{1}{k!(l-k)!} 2^{-k} M^k \rho^k K_k(M \rho).
\]

(E31)

By exchanging the summation of \( k \) and the integral over \( \rho \), we have

\[
(-\omega^2)^l T_{2D}^{(n)} \left[ P_{D,2l,\text{int}}^{(n)}(\mathbf{r}_l, \mathbf{r}_l') - P_{D,2l,\text{int}}^{(1)}(\mathbf{r}_l, \mathbf{r}_l') \right]_{\text{third,3}} = a \frac{1 - n^2}{6n} \frac{M}{4M} l(l+1) \left( -\frac{\omega^2}{M^2} \right) \sum_{k=0}^{l-1} \frac{1}{(k+1)(l-k)!} 2^{-k} M^k \rho^k K_k(M \rho).
\]

(E32)

Its summation over perturbation levels \( l \) gives

\[
T_{2D}^{(n)} \left[ G_{D,\text{int}}^{(n)} - G_{D,\text{int}}^{(1)} \right]_{\text{third,3}} = \sum_{l=0}^{\infty} (-\omega^2)^l T_{2D}^{(n)} \left[ P_{D,2l,\text{int}}^{(n)} - P_{D,2l,\text{int}}^{(1)} \right]_{\text{third,3}} = a \frac{1 - n^2}{6n} \frac{M}{4M} l(l+1) \left( -\frac{\omega^2}{M^2} \right) \sum_{k=0}^{l-1} \frac{1}{(k+1)(l-k)!} 2^{-k} M^k \rho^k K_k(M \rho).
\]

(E33)

Consider an auxiliary function

\[
f(x) = \sum_{l=0}^{\infty} \sum_{k=0}^{l} \frac{x^l}{(k+1)(l-k)!} = \left[ \sum_{l=0}^{\infty} \frac{1}{l+1} x^l \right] \left[ \sum_{k=0}^{\infty} \frac{1}{k!} x^k \right] = \ln(1-x) / x e^x.
\]

(E34)

Its first-order derivative is

\[
f'(x) = \sum_{l=0}^{\infty} \sum_{k=0}^{l} \frac{l x^{l-1}}{(k+1)(l-k)!} = \frac{1}{x} \sum_{l=0}^{\infty} \sum_{k=0}^{l} \frac{l x^l}{(k+1)(l-k)!} = -\frac{e^x}{(1-x)x} - \frac{e^x \ln(1-x)}{x^2} + \frac{e^x \ln(1-x)}{x},
\]

and the second-order derivative is

\[
f''(x) = \sum_{l=0}^{\infty} \sum_{k=0}^{l} \frac{l(l-1) x^{l-2}}{(k+1)(l-k)!} = \frac{1}{x^2} \sum_{l=0}^{\infty} \sum_{k=0}^{l} \frac{l(l-1) x^l}{(k+1)(l-k)!} = \frac{2 e^x}{(1-x) x^2} - \frac{e^x}{(1-x)^2 x} - \frac{2 e^x \ln(1-x)}{x^3} + \frac{2 e^x \ln(1-x)}{x^2} + \frac{e^x \ln(1-x)}{x}.
\]

(E35)
These gives

\[
\begin{align*}
\text{Tr}^{(n)} \left[ G_{D,\text{int}}^{(n)} - G_{D,\text{int}}^{(1)} \right]_{\text{third,3}} &= a - n^2 \frac{1}{4M} \left\{ \left( -\frac{\omega^2}{M^2} \right)^{2} + 2 \left( -\frac{\omega^2}{M^2} \right) f'( -\frac{\omega^2}{M^2} ) \right\} - \frac{M^2 w^2}{(M^2 + w^2)^2} \right) \right),
\end{align*}
\]

which leads to the correction to EE as

\[
S_{\text{third,3}} = \frac{a}{8} \left[ \frac{\gamma}{\sqrt{\pi}} + e \text{Erf}(1) - \sqrt{\pi} \text{Erfi}(1) + \frac{2}{\sqrt{\pi}} 2F_{2} \left( 1, 1; \frac{3}{2}, 2; 1 \right) + \frac{2}{\sqrt{\pi}} \ln 2 - 1 \right] \frac{1}{6} A (\epsilon^{-1} + M) \]

\[
= \mu_{\text{third,3}} a \frac{1}{6} A (\epsilon^{-1} + M) = (-0.0948929 \ldots) a \frac{1}{6} A (\epsilon^{-1} + M),
\]

where Erf and Erfi are the complementary and imaginary error functions.

In summary, we have

\[
S = S_{\text{first}} + S_{\text{second}} + S_{\text{third,1}} + S_{\text{third,2}} + S_{\text{third,3}} = \frac{1}{6} A (\epsilon^{-1} - M) \left[ 1 - a \left( -\frac{\gamma}{2} + \ln 2 + \mu_{\text{third,3}} \right) \right]
\]

\[
= \frac{1}{6} A (\epsilon^{-1} - M) \left[ 1 - a \left( 0.309646 \ldots \right) \right].
\]

### Appendix F: Estimation of the entanglement entropy in the quasiparticle picture

In this section we present the detailed estimation of the EE in the quasiparticle picture, where the entanglement is considered to be produced by quasiparticle entangled pairs in the system. This picture was proposed by Skinner and Nahum [27] to describe a Majorana dynamics with diffusion-annihilation process. Later it is adopted to capture the entanglement structure in a mixed nonunitary dynamics of free fermions [28].

Let \( A \) be a subsystem and \( B \) be its complementary, and define the probability of two specific particles with distance \( r \) paired (entangled) to be \( P(r) \), the entanglement entropy between \( A \) and \( B \) is

\[
S_{A} = S_{B} = \sum_{\text{point in } A} \sum_{\text{point in } B} P(\text{distance between the point in } A \text{ and the point in } B).
\]

For scale-invariant systems, we have a power-law decaying \( P(r) \propto r^{-k} \), and the exponent \( k \) is the only control parameter of the scaling behavior of EE.

To make it analytically trackable, we do continuum extension for the summation as

\[
S_{A} \sim \int_{A} dV_{A} \int_{B} dV_{B} P(r_{A,B}) = \int_{A} dV_{A} \int_{B} dV_{B} \frac{1}{r_{A,B}^{k}}.
\]

It is convenient to work in polar coordinate with disc geometry, then the above integral becomes

\[
S_{A} \sim \int_{0}^{L_{A}} r dr' \int_{0}^{2\pi} d\varphi' \int_{L_{A}+\epsilon}^{\infty} rdr \int_{0}^{2\pi} d\varphi \frac{1}{|r' - r|^k}.
\]

There are two set of angular variable, and one of them can be always removed. For instance, we have

\[
S_{A} \sim 2\pi \int_{0}^{L_{A}} r dr' \int_{L_{A}+\epsilon}^{\infty} rdr \int_{0}^{2\pi} d\varphi \frac{1}{|r' - r|^k} \sim 2\pi L_{A}^{4} \int_{-\infty}^{L_{A}} dx \int_{x/L_{A}}^{\infty} dy \left\{ L_{A}^{2} \left[ (u_{x} - v_{x})^{2} + v_{y}^{2} \right] \right\}^{-\frac{k}{2}},
\]

where we have used \( \vec{r} = L_{A} \vec{u} \) and \( \vec{r}' = L_{A} \vec{u}' \). For \( k > 3 \), this integral gives a robust area-law EE

\[
S_{A} \sim 2\pi \left( L_{A} \right)^{4-k} \left( \frac{\epsilon}{L_{A}} \right)^{3-k} \propto L_{A}.
\]

For \( k = 3 \), this integral gives a logarithmic violation of the area-law

\[
S_{A} \sim -4\pi L_{A} \ln \frac{\epsilon}{L_{A}} \sim 4\pi L_{A} \ln L_{A} \propto L_{A} \ln L_{A}.
\]
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