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We present a study of the two dimensional circular quantum dot model Hamiltonian using a range of quantum chemical ab initio methods. Ground and excited state energies are computed on different levels of perturbation theories including the coupled cluster method. We outline a scheme to compute the required Coulomb integrals in real space and utilize a semi-analytic solution to the integral over the Coulomb kernel in the vicinity of the singularity. Furthermore, we show that the remaining basis set incompleteness error for two dimensional quantum dots scales with the inverse number of virtual orbitals, allowing us to extrapolate to the complete basis set limit energy. By varying the harmonic potential parameter we tune the correlation strength and investigate the predicted ground and excited state energies.

I. INTRODUCTION

A quantum dot (QD) is a semiconducting nanocrystal typically embedded in a host semiconductor with a larger band gap such that the excitons of the QD have a de Broglie wavelength comparable to the size of the crystal. The typical size of such a nanocrystal is 2 nm–100 nm and it is made out of roughly a million atoms. In this context, virtually all electrons are tightly bound to the nuclei of the material such that the number of free electrons in a QD ranges typically from 1 to 100. As described by the quantum mechanical theory of solids, the electrons do not get trapped in the real nuclei of the material but instead simply sense a potential well of the QD, thus forming discrete energy levels. These electrons behave as free electrons with a renormalized mass. For example, electrons in the semiconductor GaAs appear to carry a mass of only 7% of the mass of free electrons. QDs are often referred to as artificial atoms because they exhibit similar properties as atoms (level spacing, ionization energy, magnetic moments) albeit on different energy scales.

Due to their tunable optical and electronic properties, QDs are widely used in many practical applications including solar cells, light-emitting diodes, laser technology as well as biological and biomedical applications [1–7]. The use of QDs as cosmetic hair dyes is the oldest known application, dating back more than 2000 years, when PbS QDs were synthesized using naturally occurring materials like Ca(OH)$_2$, PbO and water [8]. Over the past few decades, several ways to synthesize and investigate dynamical properties of QDs with extraordinary high precision have been developed [9]. Consequently, experimental and theoretical research on these nanoparticles has garnered much attention and insight [6, 7, 10–33].

The simplest model used in theoretical studies of QDs, which has proven to be adequate, is the harmonic oscillator [34]. In this model, the interaction of the electrons with the surrounding semiconductor material is approximated through the material-specific effective mass of the electrons and a material-specific relative dielectric constant that screens the Coulomb interaction. In passing we note that a more realistic nanoscale model of QDs can be obtained by an empirical pseudopotential based approach [35, 36]. In contrast to other many-body systems, in QDs, the coupling strength of the two-body operator relative to the one-body operator can be freely varied over a wide range of values, thus giving rise to various regimes of interelectronic correlation. The simple expression of the QD model Hamiltonian allows for a straightforward application of many-electron methods that have historically been developed for atoms and crystals. Density Functional Theory (DFT) using approximate density functionals is computationally extremely efficient and able to account for a large part of the electron correlation. However, its general applicability is often hindered by uncontrolled approximations used for constructing the approximate exchange-correlation functional. Notwithstanding its drawbacks, one-electron theories such as DFT in the Kohn-Sham framework of approximate exchange and correlation (XC) energy functionals [37–40] and the Hartree-Fock (HF) [15, 41–50] approximation often achieve a qualitatively correct agreement with experiment. In contrast to DFT calculations, Full Configuration Interaction (FCI) investigations of QDs yield exact results for a given basis set and have been applied to QDs in a number of studies [4, 49, 51–65]. FCI employs excited Slater determinants to span a many-body wave function space and through exact diagonalization finds a superposition of Slater determinants with the lowest energy. However, since the size of this space grows combinatorially fast with respect to the number of particles and basis functions, FCI is prohibitively computationally expensive. Alternatively, a technique that has been used for QDs thoroughly is Quantum Monte Carlo (QMC) [64, 66–74]. Here the computational cost grows relatively modestly with the number of electrons and it provides highly accurate ground state energies. Moreover, there is the possibility to use the nodal structure of the ground state trial wave function to impose restrictions on the solutions. In this way, excited states can be calculated as well even if calculations on general
excited states are not straightforward. Coupled Cluster (CC) theory combines accuracy with feasibility, being numerically less expensive than FCI while having size consistency by construction and providing ground state and excited state energies with an accuracy that is comparable to quantum QMC calculations [75, 76]. Second-order Møller-Plesset Perturbation Theory (MP2) and Coupled Cluster Singles Doubles (CCSD) have been shown to be useful approaches to calculate atomic, molecular and solid-state properties [77–82]. They have also been used to study QD Hamiltonians in a number of studies [75, 76, 83–85]. Via the Equation Of Motion (EOM) formalism, CC theory can also be applied to excited states [86], and was already applied to atoms, molecules and recently even solids [77, 87–89]. Here, we seek to apply Equation of motion CCSD (EE-EOM-CCSD) theory to study excited states in two dimensional QDs [90, 91]. This paper is organized as follows. In section II A and II B we introduce the Hamiltonian of the QD and its solutions for the single particle case. In section II D we present a way to calculate the Coulomb matrix elements needed for the many-electron Hamiltonian by employing analytical solutions for the integral over the Coulomb kernel near the singularity in a 4D hypercube. Further in section II C we provide an overview of the CCSD and EE-EOM-CCSD approaches used to calculate the ground state and excited state energies. In section III A and III B we present the results of the CCSD and EE-EOM-CCSD calculations for the ground state and excited states energies of QDs in different confinement regimes for 2, 6 and 12 electrons and compare them to other findings from the literature.

II. THEORY AND METHODS

A. One-Body Hamiltonian

Following the description in Ref. [34], a QD can be modeled as fermionic particles confined to two dimensions in a parabolic potential. The corresponding one-body Hamiltonian in such a potential is given in atomic units by

\[
\hat{H}(x, y) = \frac{p_x^2 + p_y^2}{2} + \frac{1}{2} \omega^2 \left( x^2 + y^2 \right).
\]

(1)

Here, \( \omega \) is a measure of the confinement strength of the electron in the parabolic potential well. Consequently, the Schrödinger equation can be separated into \( x \) and \( y \) coordinates, resulting in the differential equation for the 1D harmonic oscillator

\[
\left( \frac{1}{2} \frac{\partial^2}{\partial x^2} + \frac{\omega^2 x^2}{2} \right) \psi(x) = E \psi(x),
\]

(2)

admitting the well-known solutions

\[
\psi_n(x) = \frac{1}{\sqrt{2^n n!}} \left( \frac{\omega}{\pi} \right)^{\frac{1}{4}} e^{-\frac{x^2}{\omega}} H_n \left( \sqrt{\omega} x \right)
\]

\[
E_n = \omega \left( n + \frac{1}{2} \right)
\]

\[
H_n(x) = (-1)^n e^{x^2} \frac{d^n}{dx^n} \left( e^{-x^2} \right)
\]

where \( n \in \mathbb{N} \). The corresponding solutions to the non-interacting 2D problem are

\[
\psi_{nm}(x, y) = \psi_n(x) \psi_m(y)
\]

(3)

\[
E_{nm} = E_n + E_m = \omega(n + m + 1).
\]

(4)

We note that the ground state is given by the solution with \( m = 0 \) and \( n = 0 \) and is non-degenerate. The first excited state is given by the solutions with \( (n = 1, m = 0) \) and \( (n = 0, m = 1) \) and has a degeneracy of 2. The second excited state is given by \( (n = 2, m = 0), (n = 0, m = 2) \) and \( (n = 1, m = 1) \) and has a degeneracy of 3, and so forth.

B. Two-Body Hamiltonian

The electronic structure of the 2D QD is strongly affected by electronic correlation effects caused by inter electronic interactions. To describe the true many-body nature of the 2D QD with \( N \) electrons, we have to include the two-body Coulomb interaction and consider the following two-body Hamiltonian

\[
\hat{H} = \sum_{i=1}^{N} \hat{H}(x_i, y_i) + \frac{1}{2} \sum_{i \neq j}^{N} \frac{1}{\sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}}.
\]

(5)

where \( \hat{H}(x_i, y_i) \) is the one-body operator defined by equation 1. Herein we employ the bare Coulomb interaction. We note, however, that many model Hamiltonians for QDs account for screening effects by including various approximations to the permittivity in the inter electronic interaction. Given the fermionic character of the particles, the form and relative strength of the one-particle and two-particle operators of the above Hamiltonian, it is reasonable to assume that conventional quantum chemical many-electron wave function based methods yield reliable solutions for its ground and excited states. In this hierarchy of quantum chemical wave function based methods, the HF theory, employing a self consistent field approximation, is a well-established starting point.

C. HF and post-HF theory

The HF method is one of the simplest wave function based ab initio approaches used in electronic structure
theory calculations. It serves not only as a useful approximation in its own right but as the starting point of other more accurate models such as CC. In unrestricted HF (UHF) theory the many-body wave function is approximated by a single Slater determinant and the energy is optimized with respect to variations of the spin orbitals used to construct the Slater determinant. The Slater determinant formed from these spin orbitals is the UHF ground state wave function \(|0\rangle\) and can be interpreted as a new vacuum from where particle-hole pairs are created and annihilated in the context of quantum field theory.

Building on one-body theories such as UHF, coupled cluster theory employs an exponential ansatz acting on a single Slater determinant. Using \(|0\rangle\) the ansatz reads

\[
|\Psi_{CC}\rangle = e^T |0\rangle, \tag{6}
\]

\[
T = \sum_{i,a} t^a_i \hat{a}^\dagger_i \hat{a}_i + \frac{1}{4} \sum_{i,j,a,b} t^{ab}_{ij} \hat{a}^\dagger_a \hat{a}^\dagger_j \hat{a}_i \hat{a}_j + \cdots \tag{7}
\]

where indices \(a, b, \ldots\) and \(i, j, \ldots\) denote virtual or particle and occupied or hole orbitals, respectively. \(\hat{a}^\dagger\) and \(\hat{a}\) are the second quantization creation and annihilation operators, creating excited Slater determinants when acting on the reference determinant. The cluster operator \(T\) includes in principle all excitations up to the number of electrons in the system. Using this exponential form for the wave function ansatz in the stationary Schrödinger equation gives

\[
\dot{H} |\Psi_{CC}\rangle = E_{CC} |\Psi_{CC}\rangle, \tag{8}
\]

which is equivalent to

\[
\dot{H} |0\rangle = E_{CC} |0\rangle, \tag{9}
\]

where we have implicitly defined the similarity transformed Hamiltonian \(\hat{H} = e^{-T} He^T\). In coupled cluster singles and doubles theory, the cluster operator \(\hat{T}\) is truncated such that it includes only singles and doubles excitations. In order to solve equation 8 for CCSD theory, one has to find the coefficients \(t^a_i\) and \(t^{ab}_{ij}\). Working equations are commonly obtained by projecting the HF, singles and doubles manifold basis \(\{ |0\rangle, \hat{a}^\dagger_i \hat{a}_i |0\rangle, \hat{a}^\dagger_a \hat{a}^\dagger_j \hat{a}_i \hat{a}_j |0\rangle \}\) of the Slater determinant space onto equation 8:

\[
E_{CC} = \langle 0 | \hat{H} |0\rangle, \tag{10}
\]

\[
0 = \langle 0 | \hat{a}^\dagger_i \hat{a}_i \hat{H} |0\rangle, \tag{11}
\]

\[
0 = \langle 0 | \hat{a}^\dagger_i \hat{a}^\dagger_j \hat{a}_i \hat{a}_j \hat{H} |0\rangle. \tag{12}
\]

Equation 9 gives an expression for the CC energy and is valid also for non-truncated cluster operators \(T\). Equations 10-11 form a set of coupled non-linear equations and can be solved for \(t^a_i\) and \(t^{ab}_{ij}\) using iterative methods [77, 92].

A successful method of obtaining excited states from CC theory is to diagonalize the Hamiltonian \(\hat{H}\) in a suitable subspace of the Hilbert space. This is the main approach followed in the Equation of motion Coupled Cluster (EOM-CC) method. In this work, we use the charge-neutral variant of this methodology, the Electron Excitation EOM-CC (EE-EOM-CC) theory [86, 87]. The theory is based on a linear ansatz for the excitation operators \(\hat{R}\) as in FCI, thus the main working equations read

\[
\hat{H}\hat{R}|\Psi_{CC}\rangle = E_R\hat{R}|\Psi_{CC}\rangle, \tag{12}
\]

\[
\hat{R} = r_0 + \sum_{i,a} r^a_i \hat{a}^\dagger_i + \frac{1}{4} \sum_{i,j,a,b} r^{ab}_{ij} \hat{a}^\dagger_a \hat{a}^\dagger_b \hat{a}_i \hat{a}_j + \cdots \tag{13}
\]

The scalars \(\{r_0, r^a_i, r^{ab}_{ij}, \ldots\}\) define the excitation operator \(\hat{R}\) and are to be determined, whereas \(E_R\) is its excitation energy. Equation 12 is equivalent to a commutator equation only involving \(\hat{H}\) and the excitation energy difference \(\Delta E_R\) between \(E_R\) and \(E_{CC}\).

\[
[H, \hat{R}] |0\rangle = (E_R - E_{CC})\hat{R} |0\rangle \tag{14}
\]

Note that in the commutator on the left hand-side only connected diagrams need to be considered in the CI expansion. In this work we use the spin-flip version of EOM-CC [87, 93], whereby no spin-conserving restrictions are imposed to the \(r^a_i, r^{ab}_{ij}, \ldots\) amplitudes. Moreover, all excited state calculations are performed employing the EE-EOM-CCSD approach, where only up to two-body excitation operators are considered.

D. Matrix Elements

In order to apply CCSD theory to find approximate solutions for the ground state of the 2D QD model Hamiltonian represented in a given orbital basis, one has to compute the Coulomb Integrals

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx_1 dx_2 dy_1 dy_2 \psi_{nm}^\ast(x_1, y_1) \psi_{op}^\ast(x_2, y_2) \psi_{qr}(x_1, y_1) \psi_{st}(x_2, y_2) \frac{1}{\sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}}, \tag{15}
\]
where $\psi_{nm}$ are the two dimensional orbitals introduced in equation 3. For Gaussian based basis sets and their derivatives, methods for analytical computation of such integrals exist, which are commonly based on recursive relations and can be implemented on a computer using code generation facilities [94–96].

In this work we present a numerical approach for Coulomb integrals evaluation that is computationally less efficient but can be applied to arbitrary orbitals. This can potentially be useful for model Hamiltonians represented in a set of basis functions that are difficult to expand using Gaussian functions or their derivatives but can be well represented on a sufficiently dense spatial grid.

The main idea of our approach is to assume that the singular Coulomb kernel exhibits a more rapid spatial variation than the orbitals and that the employed real space grid is dense enough to approximate the orbitals by a constant inside any volume/area sampled by the grid. Based on this premise, we discretize the wave function and integrate over discretized hypercubic volume elements with an edge length of $\Delta x$. The way in which this was done is described in detail in appendix A. The resulting numerical expression for the Coulomb integral (15) can be rewritten as a sum

$$\sum_{ijkl} \psi_{nm}^s(x_i, y_j) \psi_{op}^s(x_k, y_l) \psi_{qr}(x_i, y_j) \psi_{st}(x_k, y_l) a_{i-k,j-l} \Delta x^3.$$  \hfill (16)

where $a_{ij}$ is a system independent matrix that does not depend on $\Delta x$. $\{i, j, k, l\}$ are here discretization indices and are not to be confused with hole indices. Note that the factor $\Delta x^3$ implies that $a_{ij}$ is dimensionless. Additionally, we reiterate that although this approach is computationally significantly less efficient than the recursive scheme, the computational bottle neck in the present study remains in the EE-EOM-CCSD calculations.

### III. RESULTS

We study QDs for a range of electron numbers and $\omega \in \{1.0, 0.5, 0.28\}$. $\omega$ characterizes the correlation strength in the system relative to the potential energy. Large $\omega$ correspond to weakly correlated systems whereas small $\omega$ correspond to stronger correlated systems [75].

Throughout this section all quantities are presented in atomic units (a.u.). In particular, all energy values are therefore given in Hartree.

#### A. Ground state Energies

We first discuss the numerical reliability of our approach. Let us note that our approach employs a single computational parameter, $\Delta x$, which defines the grid spacing used for the real space representation of all orbitals and the numerical integration. Table I shows the computed CCSD energies of the two electron system with $\omega = 1.0$ for a range of $\Delta x$. Our findings show that $300 \times 300$ grid points suffice to achieve sub-mHa precision. For all further Coulomb integral calculations, we have therefore discretized the wave function into squares of edge length $\Delta x = 0.0342$ a.u., in a range where $|\psi(x, y)|^2 > 10^{-10}$. However, we note that a careful comparison between results summarized in our work and

| $\Delta x$ (a.u.) | $N_v$ | CCSD |
|------------------|-------|------|
| 0.1025           | 100x100 | 3.013673 |
| 0.0513           | 200x200 | 3.013621 |
| 0.0342           | 300x300 | 3.013613 |
| 0.0256           | 400x400 | 3.013610 |
| 0.0205           | 500x500 | 3.013612 |
| 0.0171           | 600x600 | 3.013613 |

Ref. [75, 90] reveals that the published CCSD ground state energies do not always agree to within mHa. We attribute these discrepancies to different choices of basis sets in the CCSD and Hartree–Fock calculations, which can result in a different convergence behaviour of the energies to the complete basis set limit. Our basis set extrapolation approach will be discussed in the following paragraphs.

Having assessed the reliability of our numerical approach, we now turn to the discussion of the ground state results obtained on the level of HF, MP2 and CCSD theories. We stress that it is necessary to converge all post-HF correlation energies with respect to the employed orbital basis set. For 3-dimensional ab initio systems and the uniform electron gas [97], it is known from second-order perturbation theory that the basis set error scales as $1/N_v$, where $N_v$ refers to the number of virtual orbitals. The complete basis set limit is obtained by extrapolating $N_v \rightarrow \infty$.

For the studied system, the two dimensional QD, we expect a similar behavior for the correlation energies. In order to motivate the validity of this assumption, we have
TABLE II. HF energy and correlation energy contributions on the level of MP2 and CCSD theory in Hartree for 2 electrons. \( N_v \) denotes the number of virtual orbitals, with its value at \( \infty \) being the extrapolated value. Our results show that as \( \omega \) increases, the HF ground state energies increases linearly with \( \omega \). HF is a good approximation in the limit of large \( \omega \) where the inter electronic interaction is small compared to the one-body interaction.

| \( \omega \) (a.u.) | \( N_v \) | HF     | MP2    | CCSD   |
|-----------------|--------|--------|--------|--------|
| 1.0             | 9      | 3.1626 | -0.1182| -0.1374|
|                 | 14     | 3.1618 | -0.1284| -0.1442|
|                 | 20     | 3.1618 | -0.1347| -0.1482|
|                 | 27     | 3.1618 | -0.1395| -0.1508|
|                 | 35     | 3.1618 | -0.1431| -0.1526|
|                 | 44     | 3.1618 | -0.146 | -0.1539|
|                 | 54     | 3.1618 | -0.1483| -0.1548|
|                 | 65     | 3.1618 | -0.1501| -0.1556|
|                 | 77     | 3.1618 | -0.1517| -0.1562|
|                 | \( \infty \)| 3.1617 | -0.1602| -0.1596|
| 0.5             | 9      | 1.7998 | -0.107 | -0.1259|
|                 | 14     | 1.7997 | -0.1149| -0.1302|
|                 | 20     | 1.7997 | -0.1202| -0.1324|
|                 | 27     | 1.7997 | -0.1242| -0.1339|
|                 | 35     | 1.7997 | -0.1272| -0.1348|
|                 | 44     | 1.7997 | -0.1296| -0.1356|
|                 | 54     | 1.7997 | -0.1315| -0.1361|
|                 | 65     | 1.7996 | -0.1331| -0.1365|
|                 | 77     | 1.7996 | -0.1345| -0.1369|
|                 | \( \infty \)| 1.7997 | -0.1418| -0.1387|
| 0.28            | 9      | 1.1417 | -0.0962| -0.1129|
|                 | 14     | 1.1417 | -0.102 | -0.1151|
|                 | 20     | 1.1417 | -0.1065| -0.1162|
|                 | 27     | 1.1417 | -0.1098| -0.1169|
|                 | 35     | 1.1417 | -0.1123| -0.1174|
|                 | 44     | 1.1417 | -0.1144| -0.1178|
|                 | 54     | 1.1417 | -0.1161| -0.1181|
|                 | 65     | 1.1417 | -0.1174| -0.1183|
|                 | 77     | 1.1417 | -0.1186| -0.1185|
|                 | \( \infty \)| 1.1417 | -0.1249| -0.1194|

![FIG. 1. CCSD and MP2 correlation energies and their CBS extrapolations for \( E \in \{2, 6, 12\} \) electron systems with \( \omega \in \{0.5, 0.28\} \) as a function of the inverse number of virtual orbitals. All energies are presented in Hartree and \( \omega \) is given in atomic units.](image)

Table II summarizes the HF, MP2 and CCSD correlation energies together with the CBS limit for \( \omega \in \{0.5, 0.28\} \) for the 2 electron system. Compared to the HF energy, the MP2 correlation energy changes only slightly with \( \omega \). However, on a relative scale the importance of the correlation energy contribution to the ground state energy increases from 5.3 % to 11.7 % (ratio of MP2/CCSD correlation energy and the ground state energy for \( N = 2, \omega = 1.0 \) a.u. and 0.28 a.u.). Low-order perturbation theories like MP2 become less reliable in the regime of strong correlation. CCSD, being a more accurate theory in the sense that it contains all contributions from MP3 theory and beyond, is expected to yield more accurate results than MP2 for small \( \omega \). We can see that the relative CCSD and MP2 contributions to the ground state energy differ more as \( \omega \) decreases.

The linear scaling of the correlation energies with \( \omega \) and the basis set convergence shown in Fig.1 is found to be qualitatively independent of the number of electrons. All calculated CBS ground state energies are summarized in Table III for further reference. Our findings demonstrate that small electron numbers already serve as a good approximation to the behavior of ground state energies with the investigated parameters.

B. Excitation Energies

Having established a procedure to converge the ground state energies with the basis set, we now seek to discuss the excited state properties. To this end, we employ EE-EOM-CCSD theory and the same Hamiltonian employed in the previous section. We have calculated the first three...
excitation energies, where the first excited state in EE-
EOM-CCSD theory corresponds to a triplet state while
the second and third excited states are singlet states.

Analogously to the ground state, we need to converge
the excitation energies carefully with the basis set. Fig-
ures 2, 3 and 4 give evidence that the EE-EOM-CCSD
excitation energies converge in a similar manner to the
complete basis set limit. However, the slope is signif-
icantly less steep, resulting in excitation energies with
relatively small basis set incompleteness errors when em-
ploying \( N_v = 77 \). Note that in the case of \( N = 12 \) and
\( \omega = 0.28 \) we use \( N_v = 114 \) for the extrapolation.
We estimate the CBS limit of the excitation energies using
an identical extrapolation procedure as outlined in the
previous section.

Figure 5 shows the first excitation energy (singlet-
triplet gap) for \( N = 2 \) as a function of \( \omega \). EE-EOM-
CCSD calculations predict an excitation energy that de-
creases with decreasing \( \omega \). Approximating the singlet-
triplet gap on the level of UHF theory yields an inter
system crossing at \( \omega = 0.3926 \) a.u.. However, UHF en-
ergies neglect correlation effects, which are expected to
be larger in magnitude for the singlet state than for the
triplet state. It has already been discussed that the
singlet-triplet crossing predicted by UHF results from
the neglect of the electron-electron correlation [45]. In-

### Table III. Summary of CBS limit CCSD energies for \( N \in \{2, 6, 12\} \) electron systems with \( \omega \in \{1.0, 0.5, 0.28\} \). All energies are in Hartree.

| \( \omega \) (a.u.) | Electrons | \( E_{CBS} \) |
|-------------------|-----------|---------------|
| 1.0               | 2         | 3.0022        |
|                   | 6         | 20.1839       |
|                   | 12        | 65.7644       |
| 0.5               | 2         | 1.6609        |
|                   | 6         | 11.8118       |
|                   | 12        | 39.2343       |
| 0.28              | 2         | 1.0222        |
|                   | 6         | 7.6292        |
|                   | 12        | 25.7190       |

**FIG. 2.** First EE-EOM-CCSD excitation energy for \( N \in \{2, 6, 12\} \) electron systems with \( \omega \in \{1.0, 0.5, 0.28\} \) retrieved as a function of the inverse number of virtual orbitals \( N_v^{-1} \). All energies are in Hartree.

**FIG. 3.** Second EE-EOM-CCSD excitation energy for \( N \in \{2, 6, 12\} \) electron systems with \( \omega \in \{1.0, 0.5, 0.28\} \) retrieved as a function of the inverse number of virtual orbitals \( N_v^{-1} \). All energies are in Hartree.

**FIG. 4.** Third EE-EOM-CCSD excitation energy for \( N \in \{2, 6, 12\} \) electron systems with \( \omega \in \{1.0, 0.5, 0.28\} \) retrieved as a function of the inverse number of virtual orbitals \( N_v^{-1} \). All energies are in Hartree.
Indeed, we find that UMP2 and EOM-CC theory predict no singlet-triplet crossing. Details on how the UMP2 and UHF singlet-triplet gap was calculated can be found in appendix C.

Finally, Table IV summarizes the CBS excitation energies from Fig. 2, 3 and 4. It shows that the linear scaling of the excitation energies with \( \omega \) is qualitatively unchanged when comparing \( N = 2, N = 6 \) and \( N = 12 \) electron systems.

Our findings show that all excitation energies scale linearly with \( \omega \). Further we have compared our singlet excitation energies to values from Ref. [90] and they are in excellent agreement as summarized in Table V. The remaining differences of the excitation energies can be attributed to the CBS extrapolation procedure and also to the numerical procedures regarding the Coulomb integrals and the wave function, as described in the previous section.

### IV. CONCLUSION AND SUMMARY

In this paper we have investigated a model Hamiltonian for two dimensional QDs using quantum chemical many-electron theories including HF, MP2 and CCSD. For the study of excited states we have employed the equation-of-motion formalism of CCSD theory (EOMCCSD). We have outlined a numerical method to compute the Coulomb integrals for arbitrary orbitals represented on a discrete numerical grid. Although this method is computationally less efficient than recursive schemes for orbitals that correspond to Gaussians or their derivatives, we note that it can become potentially useful for different model Hamiltonians that include a one-body part and corresponding eigenfunctions which are difficult to expand using Gaussians or their derivatives.

We have investigated the convergence of the computed correlation energies for ground and excited states with respect to the number of virtual orbitals numerically, finding a convergence behavior for two dimensional QDs which is identical to the basis set convergence of the second-order correlation energy in perturbation theory of the three dimensional electron gas. Furthermore, we have performed an analytic derivation for the two dimensional QD on the level of second-order perturbation theory that supports this convergence behavior. Based on this analysis, we have extrapolated all computed correlation energies for ground and excited states to the complete basis set limit assuming a \( 1/N_v \) convergence of the remaining finite basis set errors.

The computed ground state energies in a range of \( \omega = 0.28 \) a.u., which corresponds to a strongly correlated regime, to \( \omega = 1.0 \) a.u., has revealed that the HF energy scales linearly with respect to \( \omega \) and that the relative contribution of the MP2 and CCSD correlation energies to the ground state energy increases with decreasing \( \omega \). Furthermore, we have observed that with decreasing \( \omega \) the relative difference between the MP2 and CCSD correlation energy is increasing, outlining that CCSD captures higher order correlation effects than MP2.

Using the EE-EOM-CCSD formalism, we have calculated the first three excitation energies of the QD and partly compared them to values from the literature. Our findings show that the excitation energies scale linearly with \( \omega \) and for \( N = 12 \) and \( \omega = 0.28 \) the second and third excitation become numerically degenerate.
Finally, our work also demonstrates that two-dimensional QD model Hamiltonians serves not only as a suitable tool for experimental QDs but can also be used as efficient and well-controlled testing ground of approximate many-electron theories to study ground and excited state properties. Using a single parameter to tune the confinement via the harmonic potential, the Hamiltonian can be modified to switch between different regimes of correlation strengths and investigate the accuracy of finite-order perturbation theories. However, we find that EOM-CCSD performs qualitatively correctly for the investigated parameter ranges and that the remaining errors are expected to be only of quantitative interest.

In future work we seek to investigate different levels of EOM theories and compare to other widely-used electronic structure theories that treat ground and excited state phenomena.
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\[ \sum_{ijkl} \int_{x_i - \Delta x}^{x_i + \Delta x} \int_{x_j - \Delta x}^{x_j + \Delta x} \int_{y_k - \Delta x}^{y_k + \Delta x} \int_{y_l - \Delta x}^{y_l + \Delta x} \frac{\psi_{mnpqrst}(x_1, y_1, x_2, y_2)}{\sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}} \, dx_1 \, dx_2 \, dy_1 \, dy_2. \] (A1)

With \( i, j, k, l \in \mathbb{Z} \), \( x_i = i\Delta x \), \( x_j = j\Delta x \), \( y_k = k\Delta x \), \( y_l = l\Delta x \) and

\[ \psi_{mnpqrst} = \psi_{mn}^* \psi_{op}^* \psi_{qr} \psi_{st}. \] (A2)

Employing simple quadrature, we approximate the wave function from A1 to be constant within each integration block.

\[ \sum_{ijkl} \psi_{mnpqrst}(x_i, y_j, x_k, y_l) \int_{x_i - \Delta x}^{x_i + \Delta x} \int_{x_j - \Delta x}^{x_j + \Delta x} \int_{y_k - \Delta x}^{y_k + \Delta x} \int_{y_l - \Delta x}^{y_l + \Delta x} \frac{dx_1 \, dx_2 \, dy_1 \, dy_2}{\sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}} \] (A3)

to a simplified expression. We start with

\[ \int_{x_i - \Delta x}^{x_i + \Delta x} \int_{y_k - \Delta x}^{y_k + \Delta x} \int_{y_l - \Delta x}^{y_l + \Delta x} \frac{dx_1 \, dx_2 \, dy_1 \, dy_2}{\sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}}. \] (A4)

Applying the Laplace transformation

\[ \frac{1}{|r_1 - r_2|} = \frac{2}{\sqrt{\pi}} \int_0^\infty dt e^{-t^2(|r_1 - r_2|)^2} \] (A5)
yields

\[ \int_{x_i - \Delta x}^{x_i + \Delta x} \int_{y_k - \Delta x}^{y_k + \Delta x} \int_{y_l - \Delta x}^{y_l + \Delta x} \frac{dx_1 \, dx_2 \, dy_1 \, dy_2}{\sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}} e^{-t^2(x_1 - x_2)^2} \int_{x_i - \Delta x}^{x_i + \Delta x} \int_{y_l - \Delta x}^{y_l + \Delta x} \frac{dy_1 \, dy_2}{\sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}} e^{-t^2(y_1 - y_2)^2} \] (A6)

can be done analytically using the error function, analogously for \( y_1 \) and \( y_2 \). The result is

\[ F(\Delta i, t) = \frac{1}{2\sqrt{t}} \left( e^{-\Delta x^2(\Delta i - 1)^2 t} - 2e^{-\Delta x^2\Delta i^2 t} + e^{-\Delta x^2(\Delta i + 1)^2 t} + \Delta x \sqrt{\pi} t \right) \]

\[ (-2\Delta i \text{erf}(\Delta x \Delta i t) + (\Delta i + 1) \text{erf}(\Delta x(\Delta i + 1)t) - (\Delta i - 1) \text{erf}(\Delta x(-\Delta i + 1)t)) \]

And this leaves us with a 1D integral over the variable \( t \) for every \( \Delta i \) and \( \Delta j \).

\[ a(\Delta i, \Delta j) = \frac{2}{\sqrt{\pi}} \int_0^\infty dt F(\Delta i, t) F(\Delta j, t) \] (A8)

As it can be seen in Figure 6 the integrand
FIG. 6. \(F(1, t)^2, F(0, t)F(1, t), F(0, t)^2\) from left to right. See main text for more details.

\[
\int_{-\Delta x}^{\Delta x} \int_{-\Delta x}^{\Delta x} \int_{-\Delta x}^{\Delta x} \int_{-\Delta x}^{\Delta x} \frac{dx_1 dx_2 dy_1 dy_2}{\sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}} = -\frac{4}{3} \left( \sqrt{2} - 1 - 3\text{asinh}(1) \right) \Delta x^3
\]

(A9)

\[E_{\text{corr}} = \sum_k \frac{\langle 0 | g_{ij} | k \rangle^2}{E_k - E_0}. \quad \text{(B1)}\]

Where \(|0\rangle\) denotes the ground state, \(k\) is an excited state of the unperturbed Hamiltonian and \(E_0\) and \(E_k\) are the corresponding energies. In theory, the summation goes over all excited states but in practice we have to truncate the summation at some cutoff \(k_{\text{cut}}\). To replace the cutoff energy with the number of virtual orbitals in the above equation, we have to employ equation 3 and equation 4. We are only interested in the asymptotic behavior of the cutoff error, which is defined by

\[E_{\text{err}} = \lim_{N_v \to \infty} \sum_{k_{\text{cut}}} \frac{\langle 0 | \frac{1}{r_{ij}} | k \rangle^2}{E_k - E_0}. \quad \text{(B2)}\]
Furthermore, we can use the formula

$$
\lim_{n \to \infty} e^{-\frac{x^2}{2}} H_n(x) \sim \frac{2^n}{\sqrt{n}} \Gamma \left( \frac{n+1}{2} \right) \cos \left( x \sqrt{2n - \frac{n\pi}{2}} \right)
$$

(B3)

to approximate our excited states with a simple cos function. Now the Coulomb integral can be calculated analytically, which leaves us with the result

$$
\lim_{R \to \infty} \langle (00), (00) | \frac{1}{r_{ij}} | (RR), (RR) \rangle = \frac{4^R \Gamma \left( \frac{R+1}{2} \right)^4}{\pi^4 (R!)^2}
$$

(B4)

where $R$ denotes the shell of the orbital. Inserting this result into equation B2 and using the approximation for the gamma function

$$
\lim_{x \to \infty} \Gamma(x + 1) \sim \sqrt{2\pi x} \left( \frac{x}{e} \right)^x
$$

(B5)

gives us

$$
E_{err} = \sum_R \frac{4(R-1)^2}{\pi^6 R^5}.
$$

(B6)

In the above equation, the sum can be replaced by an integration, yielding

$$
E_{err} = \frac{4}{\pi^6} \left( -\frac{1}{2R^2} + \frac{2}{3R^3} - \frac{1}{4R^4} \right).
$$

(B7)

As the final step we have to convert the shell $R$ to the number of orbitals $N_v$. By assuming filled shells we can write

$$
R = \frac{1 + \sqrt{8N_v + 1}}{2}
$$

(B8)

which gives us the final result for the basis set error of second-order perturbation theory correlation energies computed using a truncated basis in the limit of $N_v \to \infty$:

$$
\lim_{N_v \to \infty} E_{err} \sim \frac{1}{N_v}.
$$

(B9)

**Appendix C: Singlet Triplet Gap calculation**

In order to calculate the singlet and triplet ground state energy of the 2 electron QD with HF and MP2 theory the following Slater determinants have been used:

$$
|\Psi_{\text{singlet}}\rangle = |(00, \uparrow)(00, \downarrow)\rangle
$$

$$
|\Psi_{\text{triplet}}\rangle = |(00, \uparrow)(01, \uparrow)\rangle
$$

The HF ground state energy for the 2 electron QD is given by

$$
E_{\text{HF}} = \langle \Psi_{\text{gs}} | \hat{H} | \Psi_{\text{gs}} \rangle + \langle \Psi_{\text{gs}} | \hat{V} | \Psi_{\text{gs}} \rangle
$$

where $\hat{H}$ is the single-body part of the Hamiltonian and $\hat{V}$ is the Coulomb repulsion between the electrons. Inserting the ansatz for the wave functions of singlet and triplet states and applying the Slater-Condon rules gives

$$
E_s = \omega + \langle 0000 | 0000 \rangle
$$

$$
E_t = 2\omega + \langle 0001 | 0001 \rangle - \langle 0000 | 0101 \rangle.
$$

The MP2 ground state energy is

$$
E_{\text{MP2}} = E^{(0)} + E^{(1)} + E^{(2)}
$$

$$
E^{(0)} = \langle \Psi_{\text{gs}} | \hat{H} | \Psi_{\text{gs}} \rangle
$$

$$
E^{(1)} = \langle \Psi_{\text{gs}} | \hat{V} | \Psi_{\text{gs}} \rangle
$$

$$
E^{(2)} = \sum_{k \neq \Psi_{\text{gs}}} \frac{| \langle k | \hat{V} | \Psi_{\text{gs}} \rangle |^2}{E_k - E_{\text{gs}}}.
$$

Applying the Slater-Condon rules and using the same singlet and triplet wave functions as for HF yields a additional contribution to the HF energy

$$
E_{\text{MP2,s}} = E_s + \sum_{abcd} \frac{| \langle 0000 | abcd \rangle - \langle 00ab | 00cd \rangle |^2}{\omega(-a - b - c - d)}
$$

$$
E_{\text{MP2,t}} = E_t + \sum_{abcd} \frac{| \langle 0001 | abcd \rangle - \langle 00ab | 01cd \rangle |^2}{\omega(1 - a - b - c - d)}
$$