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ABSTRACT

Software-defined networking (SDN) is a technology that is emerging in today’s world and it is mainly used for changing the state of the network by breaking the older version of it and by separating the network’s control layer from the layer of the routers and switches. It also introduces the ability to program any network in any given situation and it is also promoting the logical centralization of the network control. SDN makes it easy to introduce and create new inventions in a networking system, simplifies the network management and makes network evolution easier. In SDN, the control plane and the data plane can be separated with the help of a well-defined programming interface between the SDN controllers and the switches. The Controller Placement Problem (CPP) is one of the most important tasks that have to be done in the Software Defined Networks. CPP affects all the desired aspects of a decoupled control plane, for example the option of state distribution, the fault tolerance capacity and also the performance metrics of a network. In latest researches, we will study about the introduction of a novel method named Garter Snake Optimization Capacitated Controller Placement Problem (GSOCCPP) to obtain the near-optimal minimal propagation delays in the Capacitated Controller Placement Problems.
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1. INTRODUCTION

The Internet has created a digital society, where almost everything is connected to each other and is accessible from anywhere in the world. Networking has always been very traditional, and is known to be the traditional networking. There are specific devices like the routers, switches, and firewalls that are used for different specific tasks inside any given network. Despite the widespread of networking, traditional IP networks are quite complex and very hard to manage. Current networks are also vertically integrated, i.e., the control plane and data planes are kept together, which makes the network configuration more difficult. Software-defined networking (SDN) is a technology that is emerging in today’s world and it is mainly used for changing the state of the network by breaking the older version of it and by separating the network’s control layer from the layer of the routers and switches. SDN also promotes the logical centralization of the network control, and introduces the ability to program any given network [1]. SDN is the latest and the most commonly used buzzword in field of Information Technology, which is getting more popular every year. SDN makes it easier to introduce and create new inventions in networking, simplifying the network management and easier network evolution.

In SDN, the separation between the control and data plane can be done with the help of a programming interface which is well-defined and lies between the SDN controllers and the SDN switches. With the help of the well-defined application programming interface (API), the controller has the direct control over the state in the data plane elements [2].

Software Defined Network’s architecture helps to decouple the forwarding functions and the network control, that further enables the network control to become a directly programmable function and also it helps in abstracting the underlying infrastructure from the applications and from the network services.

1.1 Traditional Network Vs Software Defined Networks:

Traditional network is referred to as a conventional technique of networking that can use fixed hardware
devices, like, the router or a switch for controlling the traffic on the network.

Software Defined Networks is also a networking approach that uses software applications to enable the management and control of the network system. It uses network virtualization for improving the performance of the network.

![Fig. 1. Traditional Network VS SDNs.](image1)

**TABLE 1. Difference between Traditional Networks and SDNs**

| Traditional Networks | Software-Defined Networks |
|----------------------|---------------------------|
| It is a conventional approach for networking. | It is a virtual approach for networking. |
| It is a distributed control method. | It is a centralized control method. |
| Traditional networks are non-programmable. | SDNs are programmable. |
| Traditional networks have closed interface. | SDNs have open interface. |
| Control plane and data plane are in same plane. | Both planes are decoupled by using software. |
| Consists of static and manual configurations. | It is automatic and takes lesser configuration time. |
| No prioritization takes place in the network. | Can prioritize any packet inside the network block. |
| Difficult to reprogram the existing program. | Easy to reprogram as needed by the user. |
| It is higher in cost as compared to SDNs. | The cost of SDNs is not very high. |
| They are complex in terms of the structure. | SDNs have fewer complex structures. |
| Maintenance cost is quite high. | Easy to maintain and has less maintenance cost. |
| In traditional networks, extensibility is very low. | In SDNs, extensibility is quite high. |

![Fig. 2. SDN Architecture.](image2)

3. CONTROLLER PLACEMENT PROBLEM

As we have seen the architecture of the SDN, here, the main problem that arises is the placement of the controller inside the network. Hence, the Controller Placement Problem (CPP) came into existence. CPP is one of the important tasks that take place inside the Software Defined Networks. There is a need to assign switches to the controllers inside the network. This is necessary to provide the Quality of Service inside the network [3]. With the history of the computer networking, we have studied that the control plane of the network works with the help of packet networks, which have been tightly coupled to the data plane. These planes decide how and where to forward the packet inside the network, with the process called the packet forwarding. The controller placement problem needs to be solved because it affects the functions of the decoupled control plane, as well as it also affects the state distribution options inside the network. Because of the controller placement problem the fault tolerance and the performance metrics of the network also gets affected.

![Fig. 3. Controller Placement Problem](image3)

The controller placement problem is mainly threefold in nature, and indicates:

a. The number of controllers that should be placed inside a given network.

b. The locations at which these controllers are to be placed.

c. The function that are assigned for providing the switches to the controllers and to design an efficient and accurate control plane inside the network.
In Software Defined Networks (SDNs), placing the controller inside the network is the most important task to perform. For placement of the controllers inside the network, there have been many researchers working since a very long time. Now we will further elaborate the research work that is done in this field [4] [5].

4. DIFFERENT APPROACHES USED FOR SOLVING THE CONTROLLER PLACEMENT PROBLEM

According to [6], B. Heller, R. Sherwood and N. McKeown, were the first researchers who stated the problem of the controller placement problem, in the year 2012. In their research work they focused mainly on the two questions:

1. How many controllers are needed in the network? and
2. Where should the controllers go?

With their research, they concluded that, one controller location is often sufficient to meet the time requirements inside the network. And also, they stated that ‘where’ and ‘how many’ controllers should be placed, is purely dependent on the reaction bound desired, choice of the metrics used and the topology of the network considered [7].

There appeared no proper placement rule that can be applied to any network for placing the controllers. They concluded that, wherever the user wished to add the controllers, they could use the methods and can determine their own best controller placements.

4.1 Reliability in SDN Control Network:

In May 2013 [8], researchers Y. Hu, et al., worked on the placement of the controllers in the software defined network, so that the reliability of the control network gets maximized. Several placement algorithms were developed, after presenting a metric that characterized the feature of reliability in the SDN control network. In real topologies, there were the following benefits that were observed by using different algorithms:

1) The performance of the placement was dependent on the specific algorithm used,
2) The process of simulated annealing provided the best solution that were optimal,
3) The number of controllers that are being used must be chosen properly,
4) The reduction of reliability occurs when we place too many or few controllers inside the network,
5) Tradeoffs between metrics appeared in the simulation results,
6) The corresponding latencies were sufficient to meet existing response time requirements, when optimization for reliability was done inside the network.

4.2 Pareto-Optimal Controller Placement:

In further researches, researchers D. Hock, et al., [9], introduced one of the most important aspects for the controller placement problem. It included different types of resilience and failure tolerance techniques which were known as the “Pareto-Optimal Controller Placement (POCO)”. This technique provided the placement of the controllers by the operator of a network to be Pareto-optimal. They revealed in their finding, that in most of the topologies that should be used, there must be more than 20 percent of all the nodes that should be the controllers.

4.3 Introduction to the Cascading Failures of the Controllers:

In the next approaches, reliability of the control network became an important aspect in the controller placement problem, but there are few threats that were engaged in it. In October 2013, the researchers, Guang Yao, Jun Bi and Luyi Guo, worked on one of the potential threats to reliability of software defined networking (SDN). The threat was introduced as the ‘Cascading Failures of the Controllers’ [10].
It was also concluded that when the initial failed controller carried maximum load, cascading failure with high probability can make the whole SDN network collapse [11]. Also, if we implement some strategies, like, initial load balance strategy, that ensures controller load, tolerance parameters and load distribution, we can prevent the cascading failures effectively.

4.4 Formation of K-Critical Algorithm:
After this, researchers, Y. Jimenez, C. Cervello-Pastor and A. J. Garcia, defined the principles for desired control layer characteristics that optimized the management of the network designing and designed a scalable control layer for distributed SDN [12]. For the purpose of designing the network, they evaluated and improved the previous approaches and algorithms like the K-Critical Algorithm.

Fig. 7. Representation of control layer in the NSFNet Topology [12].

They concluded that, the network operations can be affected by the poor controller selection and which further affects control network robustness. As the delay improvement is almost negligible, using more than the desired number of controllers can lead to inefficiency of the system as well as can be much costlier. In this problem, the k-Critical algorithm selects the controllers by constructing the robust control layer in the network and then it helps in a better controller selection at the best controller position. In addition, a mechanism that can improve the load migration among the controllers must be defined.

4.5 Capacitated Controller Placement Problem:
Now, after the introduction of the K-critical algorithm, a new term was coined for the controller placement problem, which was known as the ‘Capacitated Controller Placement Problem (CCPP)’. It was introduced by researchers, Guang Yao, et al., in August, 2014 [13]. This problem considered the load of the controller in the network and then introduced an efficient algorithm to solve it.

The approach showed that this new strategy was able to reduce the maximum number of required controllers and was more efficient. It was further also concluded that, this approach was able to reduce the load that was placed on the maximum load controller. As well as, it can reduce the radius stretch between the J-Center strategy and the Dynamic Scheduling (or Dynamic Controller Provision).

This work was the first one to talk about the factors of the load in the controller placement and the authors defined this problem formally and also introduced efficient algorithms to solve it, by introducing the new strategies like, by increasing the capacity of the control plane [14]. They also introduced less radius-radius stretch in it which consequently reduced the number of controllers and also reduced the load of busiest controllers.

| TABLE 2. Comparison between Pareto-Optimal Controller Placement (POCO) and Capacitated Controller Placement Problem (CCPP). |
|---------------------------------------------------------------|
| **POCO**                                                     | **CCPP**                                                   |
| Resilient optimal solution used in MATLAB framework.         | An efficient solution for load of controllers.             |
| It focuses on the quality of network.                        | Solves the problems of over load on the controllers.       |
| Works for the maximum latency.                               | Lesser number of controllers is required.                  |
| Minimum 20 percent of nodes must be controllers.             | Radius stretch between the nodes was reduced.              |
| Provided maximum latency and fault tolerance.                | Increased the capacity of control plane.                   |
| Provided maximum numbers of nodes required.                  | K-center algorithm was used for comparison.                |

4.6 Heuristic Approach for CPP:
After the capacitated controller placement problem (CCPP), a new approach came into existence. This approach was used in the large scale SDN networks. It was a heuristic approach for the controller placement problem and was defined by Stanislav Lange et al. in 2015 [15].

With the help of the heuristic approach, the POCO toolset was extended to less accuracy, but it was able to obtain a faster timing for computation. This approach was performed on a huge collection of real topologies from the Internet Topology Zoo. In the control plane, metrics that were used in this approach were:

- latency
- resilience against nodes
- link failures
- fault tolerance, and
- load balancing.
These approaches also lead to some of the benefits like:

1) These approaches allowed the analysis of very large problem instances, in an exhaustive manner,

2) In the case of time constraints, for a highly dynamic environment, this approach allowed the trade-off between the accuracy and time of the communication.

3) Such approaches were also used in tackling similar problems that appeared in the context of Network Functions Virtualization (NFV).

4.7 Multi-controller placement optimization in SDN-based WAN approach:

Later, the case of multi-controller placement optimization in SDN-based WAN approach was being introduced [16]. In April 2015, researchers, Eugen Borcoci et al., introduced multi-controller implementation approach for large network environment that was able to solve the issues of scalability and reliability of the centralized logical control principles of the SDN.

The main aim of this work was to find an optimal solution for the given criterions and also to achieve optimization in the controller placement, by applying the Multi-Criteria Decision Algorithm (MCDA) in any network. The overall goal was to optimize the overall control plane performance. This method of MCDA was generic enough to be implemented in any kind of scenarios and to achieve overall optimization.

4.8 Specialized Heuristic Approach for CPP:

After the heuristic approach, a specialized heuristic approach for solving the controller placement problem was introduced in the large-scale Software Defined Networks by researchers Stanislav Lange, et al., in September 2015 [17]. This work was based upon the specialized heuristics approach, which took into the account a particular set of optimization objectives and returned the solutions that represented the tradeoffs between them.

This approach was employed by automatic decision systems in dynamic environment, because of the low computational time and acceptable margin of errors. This work discussed mainly about:

- Facility location problem,
- Controller placement in Software Defined Networks,
- Use cases that were used for the facility location problem in terms of Software Defined Networks and Network Functions Virtualization (NFV) [18].
- Multi-criteria optimization algorithms [19].

This approach was evaluated over 60 real world network topologies and the efforts for developing this specialized approach paid off well. This approach resulted in higher optimization accuracy over the generic heuristic approach.

**TABLE 3. Difference between Heuristic Approach and Specialized Heuristic Approach for Controller Placement Problem**

| Heuristic Approach | Specialized Heuristic Approach |
|--------------------|--------------------------------|
| - POCO toolset was used with respect to the performance metrics. | - Automatic Detection System was used. |
| - Faster time of computation, lesser accuracy. | - Set of optimizing objectives were detected. |
| - Quantification of errors took place. | - Dynamic environment was used for its working. |
| - Results were trade-offs between time and accuracy. | - Results were trade-offs between set of objectives. |
| - Metrics used the latency, resilience, link failure, load balancing. | - Facility location problem (FLP). |
| - Large problem instances were solved. | - Use cases for FLP inside NFV and SDN were solved. |
| - Used in highly dynamic environment. | - Provides guiding algorithms for quantification. |
| - Can solve the problems of NFV as well. | - Used as generic heuristic approach. |
| - Provides faster yielding time and less accuracy. | - More accuracy and guaranteed solutions values. |

4.9 Dynamic Controller Placement:

As studied in earlier works, a term called the ‘dynamic controller placement’ was been introduced. Researchers Md Tanvir Ishitaique ul Huquey, et al. [20], revisited the controller placement problem and worked on the dynamic controller placement. This problem consisted of the following issues:

1) How to determine the locations of the controller modules that can be bounded for communication latencies,

2) How to find the number of controllers needed per modules for supporting the load on the controller.

The researchers proposed, a solution named LiDy, which was used for combining the controller placement algorithms with dynamic flow management algorithms.
They evaluated the latencies and controller utilizations of LiDy on the dense and sparse regions inside the network. As the result was formulated, it was observed that a higher utilization was achieved by LiDy when compared to any of the most recent controller placement solutions. LiDy consisted of the following features:
- Controller modules,
- Unconstrained location search, and
- Dynamic traffic load

LiDy also considered the two algorithms:
1. ‘The independent controller module placement algorithm’, and
2. ‘The dynamic flow management algorithm’.

In this work, the final result that was coined was:

a. LiDy offered a combined solution of SDN, i.e., the controller placement problem and the controller scheduling problem.
b. The location of the switches and the required latency constraints were the two main inputs that were being considered in the algorithm.
c. The number of active controllers and the locations of the controller modules were the obtained outputs.
d. Only the first output was static, rests all were dynamic.
e. LiDy achieved higher utilization and similar latency in the most recent solution of the CPP.

4.10 Multi-Criteria based Optimization of Placement for SDN controllers and forwarding nodes:
In the context of large networks, the placement of SDN forwarding nodes was still a big issue that was needed to be solved. In February 2016, researchers, Eugen Borcoci, Tudor Ambarus, Marius Vochin extended the approach of Multi-Controller Optimization in SDN- based WANs (2015) [21], by constructing a software simulation model. Multi-criteria decision algorithms were presented to provide valuable solutions. Earlier approach was based on the ‘multi-criteria optimization algorithm’ [22] but this approach mainly focused on the ‘multi-criteria decision algorithm’ to optimally select solutions based on weighted criteria, for WAN-SDN amongst several controller placement solutions. This approach was able to produce a tradeoff (optimum) result, and also considered several criteria. The method proposed was general and could be applied in various scenarios, so that it achieves an overall optimization in the network. Also, forwarder-controller mapping optimization and backup controller selection were also considered.

4.11 CPP to enhance performance in Multi-domain SDN Networks:
In further work, authors Hidenobu Aoki and Norihiko Shinomiya, discussed and formulated the controller placement problem in the multi-domain networks based on the partitioning of the network [23]. This work formulated the controller placement problem based on the network partitioning by using the existing metrics [24]. For a controller location in each domain, this work was considered to be an optimization problem for finding an appropriate node, where a given evaluation functions could be optimized easily. This algorithm consists of two phases:
1. First phase: the partitioning of a network, and
2. To find the exact locations of the controllers inside the individually partitioned networks, so that it can easily satisfy the metrics of the network.

Therefore, this work defined all the metrics that needs to be considered for the controller placement, for example, the controller-switch latency, the survivability, etc.

4.12 Reliability Based Controller Placement Algorithm in SDN:
In June 2016, authors, Jiang Liu Juan Liu, and Renchao Xie introduced the reliability-based controller placement algorithm in SDN [25]. They firstly considered the optimization problem for controller placement under the assumption that there exists the shortest path between the controller and the switches, and then proposing the two most important algorithms:
1. The Clustering based optimal controller placement algorithm, and
2. Sub-optimal algorithm which was based on the greedy algorithms.

After proposing these algorithms, they further extended the controller placement problem to more specific cases using the concept of multi-paths between the controllers and the switches. Further, a modified clustering-based algorithm for optimal solution and greedy based algorithms for sub-optimal solutions were being proposed [26].

The simulation results were observed and it was coined that the performance of the proposed algorithms was better than the already introduced regular placement strategies.

It was also concluded that the performance of the global clustering algorithm was better than the local greedy algorithm (both the algorithms were not affected with the number of controllers) and the reliability of multi-paths between two nodes was affected by other factors, like: a) the number of paths, b) the path correlation and c) the length of path (only one factor).

4.13 A K-Self Adaptive SDN controller placement for WAN:
Existing works showed that there was a need of multiple controllers in WANs with each of them covering at least one small SDN domain. However, the problems of controller placement and SDN domain partition needed to be further addressed.
So, a new work was proposed that considered the partition of networks using the spectral clustering and included the placement algorithms. A ‘K self-adaptive Software Defined Networks controller placement for WANs’ was developed by Peng Xiao, et al., in July 2016 [27]. In their algorithms, the solvable matrix perturbation theory and Eigen-gap were being used. The formulation of a new experimental framework along with the Internet2 topology and other WAN topologies took place. This was done to evaluate the algorithms. The main idea was to use linear algebra and matrix theory for studying the properties of the similarity matrix and the Laplacian matrix. To achieve the partition objective, the K self-adaptive method was proposed which further decided the optimal number of SDN domains. Lastly, the whole placement algorithm was described on the basis of the spectral theory [28]. Experimental results showed that self-adaptive placement was good at solving the SDN controller placement problem and for determining the number of SDN domains. The placement of the controller was more likely a complex function of the topology, metric, and also for finding the value of K. This approach presented by the researchers was just a first step towards the SDN domain partition.

4.14 Density Cluster based Approach for CPP in large-scale SDNs:
In October 2016, researchers, Jianxin Liao, et al. proposed an approach named as the Density Based Controller Placement (DBCP) [29]. This approach was used for splitting the network into several sub-networks using a density-based switch clustering algorithm [30].

These functions resulted in two new entities:
1. The S/PGW-C- integrates all the control plane functions.
2. S/PGW-U-contains only forwarding functions.
In this work, the researchers focused on the problem of the SGW-C placement. Keeping the MME entities unchanged, the researchers mainly focused particularly on the separation between the data plane and control plane functions. This separation was done within the SGW and PGW entities [32]. Furthermore, this separation represented a step forward to 5G and it introduced several challenges, like:
- There was a need for specifications that defined and specified the interfaces between the GW-C and the GW-U.
- GW-C has to be placed at optimal points in the underlying cloud.
The researchers formulated this problem using optimization models, and a fair solution (i.e., Pareto optimal) was derived using Nash Bargaining game and the threat point. The simulation results showed the ability of the Game Theory based approach to derive a solution that enforced the trade-offs.

5. INTRODUCTION TO THE CONTROLLER SELECTION PROBLEM:
After so many research works that we have studied till now, Controller Placement Problem CPP is one of the most important concern in the SDN architecture.
But till now, we have also found out that there is no strict placement rule that fits best in the SDN network. Therefore, in further works, the researchers tried to transform the controller placement problem (CPP) into the controller selection problem (CSP) [33].

In the dynamic SDN environment, researchers need to study about the issue of CSP but there are a lot of advantages of CSP over the CPP. CSP can answer about the issues regarding the performance of the control plane, i.e., it can answer the minimum number of controllers that are needed, how to meet the strict and application-specific QoS constraints, the workload distribution of controllers and furthermore, the placement of the controllers.

Authors showed that when the flow setup was reactively performed, the response time of a controller and the load level affected the controller’s performance. They proposed a topology independent framework that investigated the placement/location of the controllers and optimized the control layer as well as it is also used for calculating the number of controllers that are optimal and can be useful for reducing the workload of the network.

The main aim was to motivate the use of Controller Selection Problem, and not for determining any other optimal solution for the placement of controllers inside the network. Since, the current investigation was based on classical queuing models. Therefore, in this research work, the authors proposed that the CPP could be transformed into a CSP.

6. RECENT SURVEYS AND APPROACHES THAT HAVE BEEN DONE AND USED:

6.1 Multi-controller based SDN approach:

In March 2018, a survey was conducted by Tao Hu, et al., which was based on the multi-controller based SDN [34]. Investigation for the overview of multi-controllers and the challenges faced by those multi-controllers was performed.

This research was mainly classified into four aspects like:

- Scalability,
- Consistency,
- Reliability and
- Load-balancing.

These aspects purely depended on the process of how the multi-controllers are being implemented and at the end. The authors proposed some of the relevant issues that were related to deal within this research [35]. They investigated the origin of the multi-controllers and also introduced two basic architectures:

1. **Flat Design**- It was a network that was structured into several domains, where each domain was controlled by a controller situated within its own local network view.

2. **Hierarchical Design**: two-layer controllers were used in this architecture, which were:
   a. **Root controller**: that managed domain controllers and maintained the global network view, and
   b. **Domain controller**: that managed the switches in the local domains, and runs local control applications.
At the end, they also introduced major research problems that were needed to be considered to implement these multi-controller approaches in the real-world scenarios. This approach uses the switch-migration procedure for controller placement.

The main idea for switch migration is to change the relationship between the controllers and switches, dynamically. This process migrates the switches inside the network from the overloading controllers to the under loaded controllers.

6.2 Research based on the fault tolerance controller placement in distributed SDN Environment:
As we are already familiar with the term ‘fault tolerance’ in the CPP of SDN, so in the year 2018 [36], few researchers namely, Adel Alshamrani, et al. worked on the fault tolerance controller placement in distributed SDN environments. They used approach mainly to optimize the fault tolerance rather than affecting the performances of the controllers. For a smaller number of controllers, the fault tolerance was not worth to be optimized over the latency of the metrics. When the number of controllers was increased, there was a need to optimize the controllers for fault tolerance. But the issue that aroused was whether the fault-tolerance metrics continue to increase as the number of controllers increased or not.

6.3 Approach regarding the optimal and dynamic SDN Controller Placement:
We already know that several studies promoted using the multiple controllers inside the system of networks. They also limited the use of placing one controller in a large-scale Software Defined Network. The latency, network load and connectivity of the system, are some of the main reasons behind the placement of the controllers. To end such problems, the researchers Nadia, et al. worked to solve the CPP and dealt with the network load by using an algorithm, called the ‘dynamic switch migration algorithm’[37]. The performance analysis and validation of this algorithm showed that the proposed topologies were stable to use and the load balancing occurrences that were presented were being reduced efficiently.

6.4 Controller Placement in Scalable SDN Environment:
In 2018, Smitha Vinod and X. Agnise Kala Rani [38], discussed various issues that were faced when the controllers are placed in SDN networks. By taking into consideration, many test cases were tried, that were used to obtain a fair solution that were based on different conditions and circumstances. In scalable SDN networks, there is no permanent all-time solution that is available for the controller placement. The algorithms that were used were tested successfully in an SDN network with 1 controller, 5 switches and 6 nodes.
When they introduced second controller into the network, then the performance of the system was improved by 35 percent. When they tried to add one controller to a network with 3 controllers, 15 switches and 18 nodes, then the performance of the system was improved only by 9 percent. Few tests with worst locations for the controller positioning, showed the same level of performance but for most of the tests that were run, they showed improvements in the performance. Therefore, there was a need to obtain an optimum placement of controller for implementing and testing the limited simulated environment of SDN.

6.5 Survey of CPP in SDN:
The further survey of CPP in SDN was done in the year 2019, by Jie Lu, et al. [39]. At first, they introduced the overview of SDN and CPP in their work. Then, they classified their research work into the four different aspects of the CPP, which were: a) latency, b) reliability, c) cost and d) multi-objective. After this, they identified some relevant issues and research challenges that dealt with the future work of CPP. For each category, the authors analyzed the cause of the optimization goal and the impacts that occurred on the network performance. Then after this analysis, they introduced the representative models which further resulted for the detailed analysis for different applications and their scenarios [40].

It was also observed that for each optimized objective, the exhaustive scenarios were being analyzed. At last, some representatives and up-to-date models were being introduced with solving methods, relative merits and results.

6.6 Controller Placement and Selection strategy for SDN:
The next approach by R.K. Dasa et al. in March 2019 [41], condensed the methods that were used for evaluating the different approaches of Controller Placement Problem (CPP) and the Controller Selection Problem (CSP). This method was implemented with respect to some newly formed networks like the ‘Internet of Things’.

In this work, a simpler yet effective approach for selecting the controller was being proposed. This proposed algorithm considered the load and the propagation delay as two most important aspects/parameters for the CSP. Under the known knowledge, the CPP and CSP are also known as the NP-Hard Problems.

6.7 Binding-Less Architecture for Distributed Controllers (BLAC):
In April 2019, V. Huang, et al. [42], tried to solve the controller placement problem which considered the factors like the utilization of the control plane, communication delays and the distribution of the controller’s workload. They developed an algorithm that integrated the optimization methods: Genetic Algorithm (GA) and Gradient Descent (GD).

With the help of BLAC, CPP was then addressed in a systematic manner. It was also observed that GD was purely used for the fitness evaluation of the given network. A queuing model was built, which was used to measure the relationship between the workload distribution, the network response time and the communication delay. The control plane utilization was also kept at a high level, so that the reasonable operation cost can be maintained. And at last, it was concluded that the algorithm used in this work achieved competitively low response time and higher control plane utilization when compared to the other widely-used heuristic methods.

6.8 Sub-modularity optimization:
As we already know, SDN has opened a promising and potential approach towards the future networks. With the high advantages of SDN, it has also become very crucial aspect for the implementation of the IoT services. So, researchers like A.K. Tran, et al. [43], introduced SDN controller’s placement in IoT networks, using the sub-modularity based approach for optimization. They evaluated the IoT scenarios and their simulation result showed that the propagation algorithms can be used for outperforming the baseline methods in terms of the number of controllers, execution time and the network latency.
An outstanding result of the framework in terms of the number of controllers, execution time and network latency were being demonstrated. In the perspective of the SDN controller in IoT networks, this framework was unable to obtain any relationship between controllers in the control channel, no matter how much the sub-modular approach got matched with the CPP.

6.9 Varna-based Optimization:
In further research approaches, a new optimization technique called the ‘Varna- based Optimization’ came into existence for the CPP in SDN. This approach was considered by A.K. Singh et al., in December 2019 [44]. They developed a novel optimization algorithm called the Varna-Based Optimization (VBO) for solving the CPP. This approach was one of the first attempts that were used for the minimization of the total average latency of any Software Defined Network. This approach also implemented the TLBO and Jaya Algorithm, which were used for solving the Controller Placement Problem for some 12 possible scenarios. The results stated that the TLBO was better than both TLBO and Jaya Algorithm in all topologies and all scenarios [45].

6.10 Parameter Optimization Model (POM) of heuristic algorithms for CPP in large-scale SDN:
In August 2020, Yi Li et al, introduced the ‘Parameter Optimization Model (POM)’ of heuristic algorithms for CPP in large-scale SDN [46]. This algorithm effectively solved the CPP using the optimized parameters. The verification of the effectiveness of this algorithm was done.

The results show that compared with the original algorithms, in terms of the synthetical delay, the time consumption and the variance of synthetical delay, the TLBO [47], and the PSO, performed better which resulted in slowing down of POM [48]. Besides this, POM can be also used for the optimization of the parameters of other heuristic algorithms to solve for CPP.

6.11 Garter Snake Optimization Capacitated Controller Placement Problem (GSOCCPP):
In November 2020, researchers S. Torkamani-Azar and M. Jahamshahi proposed a solution for these problems [49]. They considered the Knapsack 0-1 problem and formulated the Garter Snake Optimization Capacitated Controller Placement Problem (GSOCCPP). The GSOCCPP is a meta-heuristic algorithm that consists of new iterations and solves the CPP with the help of temperate mating conditions.

The simulation results demonstrated that, the newly proposed GSOCCPP algorithm was successful in achieving the lowest execution time among the analyzed algorithms when compared to the similar type of meta-heuristic and clustering algorithms such as the Particle Swarm Optimization, Firefly Algorithm and the k-means++ [50]. Furthermore, this proposed solution was a more efficient in the memory consumption when compared to other algorithms for controller placement in different network topologies.

6.12 Placement of controller in the multi-control 5G based on SDN/NFV architecture:
Recently, in December 2020, A. A. Z. Ibrahim, et al., developed allocation algorithm based on the heuristic approach for the placement of controller in the multi-control 5G based on SDN/NFV architecture [51]. The integration of SDN and NFV is considered an efficient solution which enabled the forecasting of highly scalable and optimal performance of the 5G networks [52][53][54].
They provide an effective means of network functionalities. This approach is primarily aiming to support network functions that perform with the help of applications of a control plane. It provided versatility to the network traffic management [55]. To address the CPP in distributed 5G network, dynamic capacitated controller placement problem (DCCPP) was being introduced. It was based on the K-center problem and was used to solve the capacitated controller placement problem (CCPP).

A Greedy Randomized Search (GRS) algorithm was introduced which helped in solving the dynamic assignments of the nodes to controllers for achieving the load balancing in controllers [56]-[60]. This approach also provided the network resource management and efficient cost management when compared to the basic CCPP model. It was observed that, an effective decentralized policy can help in achieving the higher degree of efficiency with the help of resource assignment in a dense network.

7. ISSUES AND CHALLENGES:
As future technologies, SDN and Network Function Virtualization (NFV) are key technologies to bring smart services to the current scenarios of IOT networks. One of the major challenges that need to be solved is placing an efficient control plane in the SDN. Another major challenge is to solve the problem of SDN controller placement in the field of Edge Computing. Since IOT is a growing area, there are still many topics for CPP in this area. Swarm Optimization and Firefly Optimization techniques in CPP are one of the important topics that should focused on. Controller Placement in 5G networking is a current issue that must be solved. Work can also be done on the possibility of Communication between the switches when the link and nodes failure occur inside the networks.

8. CONCLUSION:
Software Defined Network (SDN) is used for providing a centralized view of the network as well as it is an emerging network paradigm that can be used for decoupling the network control plane from the data plane, i.e., to separate both the planes from each other. Implementation of SDN using a single physical controller leads to the issues of robustness and scalability inside the network.

Distributed SDN has a lot of benefits but it also has the problem of considering the number of controllers required and the placement of those controllers inside the network. This problem itself is known as “The Controller Placement Problem (CPP)” which is also an NP-hard problem and which purely depends on the type of the network being considered. Solutions to the CPP are completely dependent on wireless and wired networks.
### TABLE 4. Key Points to be considered for the controller placement problem in SDN.

| References              | Switch to Controller | Scalability | 5G | WANs | Load Balancing | Heuristic Approach | Other Approach |
|-------------------------|----------------------|-------------|----|------|----------------|--------------------|----------------|
| B. Kamal et.al. [2]     | ✔                    | ✗           | ✔  | ✔    | ✔              | ✗                  | ✔              |
| D. Kreutz et. al. [3]   | ✔                    | ✗           | ✔  | ✔    | ✔              | ✗                  | ✔              |
| R. G. Clegg et. al. [5] | ✔                    | ✗           | ✔  | ✔    | ✔              | ✗                  | ✔              |
| D. Hock et. al. [9]     | ✗                    | ✗           | ✔  | ✔    | ✗              | ✗                  | ✗              |
| Y. Jimenez et. al. [12] | ✗                    | ✗           | ✔  | ✔    | ✗              | ✗                  | ✗              |
| S. Lange et. al. [15]   | ✗                    | ✔           | ✔  | ✔    | ✗              | ✗                  | ✗              |
| E. Borcoci et. al. [16] | ✗                    | ✗           | ✔  | ✔    | ✗              | ✗                  | ✗              |
| S. Lange et. al. [17]   | ✗                    | ✗           | ✔  | ✔    | ✗              | ✗                  | ✗              |
| E. Borcoci et. al. [21] | ✗                    | ✗           | ✔  | ✔    | ✗              | ✗                  | ✗              |
| Peng Xiao et. al. [27]  | ✗                    | ✔           | ✔  | ✔    | ✗              | ✗                  | ✗              |
| A. Ksentini et. al. [31]| ✗                    | ✗           | ✔  | ✔    | ✗              | ✗                  | ✗              |
| T. Hu et. al. [34]      | ✗                    | ✔           | ✔  | ✔    | ✗              | ✗                  | ✗              |
| N. Mouawad et. al. [37] | ✗                    | ✔           | ✔  | ✔    | ✗              | ✗                  | ✗              |
| E. Borcoci et. al. [38] | ✗                    | ✔           | ✔  | ✔    | ✗              | ✗                  | ✗              |
| Y. Li et. al. [46]      | ✔                    | ✗           | ✔  | ✔    | ✗              | ✗                  | ✗              |
| A. A. Z. Ibrahim et. al. [51]| ✗                    | ✔           | ✔  | ✔    | ✗              | ✗                  | ✗              |
| N. Cai et. al. [60]     | ✗                    | ✔           | ✔  | ✔    | ✔              | ✔                  | ✔              |
### TABLE 5. Comparative analysis of the controller placement problem in software defined networks.

| S. No. | References | Placement Standard | Used Topology | Static/ Dynamic | Algorithm for Solution | Network Size and Network Partitioning (Yes/No) | Traffic and load Balancing (Yes/No) |
|--------|-------------|---------------------|---------------|-----------------|-------------------------|-----------------------------------------------|----------------------------------|
| 1.     | B. Heller et. al. [6] | K-Median K-Center | Internet2 OS3E | Static          | Placing controllers randomly | Large sized network- No | No |
| 2.     | Yan Hu et. al. [8] | Reliability aware Controller Placement | Rocket fuel Internet2OS3E | Static 1-w greedy solution | Placing controllers randomly | Small and medium sized network- No | No |
| 3.     | D. Hock et. al. [9] | K-Center | Interne2OS3E | Static | Pareto-based Optimal Controller Placement (POCO) | Small and medium sized network- No | Yes |
| 4.     | Guang Yao et. al. [10] | K- Median Deployment | Switch-based | Static | Multi-controller based. | Large sized network- No | Yes |
| 5.     | Y. Jimenez et. al. [12] | K-median K-Center | Sparse, Medium, Dense Network Topology | Dynamic | K-Critical algorithm | Large-sized network- No | Yes |
| 6.     | Guang Yao et. al. [14] | K-Center | Internet Topology Zoo | Dynamic | Linear relaxation algorithm | Large-sized network- No | Yes |
| 7.     | S. Lange et. al. [15] | K-Median K-Center | Internet2OS3E | Dynamic | Pareto Optimal Simulated Solution | Large-sized network- No | Yes |
| 8.     | E. Borococi et. al. [16] | Performance-only related metrics Reliability-aware Multi-path connectivity | Internet Topology Zoo | Dynamic | Multi-Controller based Optimization algorithm | Wide Area network- No | Yes |
| 9.     | S. Lange et. al. [17] | K- Medoids | Internet Topology Zoo | Dynamic | Pareto Capacitated k-Medoids | Large-sized network- No | Yes |
| 10.    | Huque Md et. al. [20] | LiDy | Large- Sized network topology | Dynamic | LiDy | Large-sized networks-No | Yes |
| 11.    | E. Borococi et. al. [21] | Performance-only related metrics Reliability-aware Multi-path connectivity | Internet Topology Zoo | Dynamic | Multi-Criteria based Optimization Algorithm | Large-sized network- No | Yes |
| 12.    | Aoki et. al. [23] | K- Median | Variable sized topology | Dynamic | PSO-CGL Controller Placement Problem | Large-sized network- Yes | Yes |
| 13. | Jiang Liu et al. [25] | Reliability Based Internet Topology Zoo | Dynamic | Greedy algorithm | Large-sized network- Yes | Yes |
| 14. | Peng Xiao et al. [27] | K-Self adaptive Internet2 OS3E | Dynamic | Spectral Clustering | Large-sized network- Yes | Yes |
| 15. | Jianxin Liao et al. [29] | Density-based controller placement Internet Topology Zoo | Dynamic | Density based clustering | Large scale network- Yes | Yes |
| 16. | A. Ksentini et al. [31] | Serving Gateway SGW-C Variable sized topology | Dynamic | Pareto-Optimal Solution | 5G/LTE network- Yes | Yes |
| 17. | Sood and Xiang [33] | Potential selection Variable sized topology | Dynamic | Controller selection | Large-sized network No | Not discussed |
| 18. | T. Hue y al. [34] | Multi-Controller based metrics Internet2 OS3E | Dynamic | Robust Control Optimal Controller placement Capacitated Controller | Large-sized network- Yes | Yes |
| 19. | A. Alshamrani et al. [36] | Robust metric for fault-tolerance Internet Topology Zoo Generic Topology Straight-line Topology | Dynamic | Fault Tolerant Controller Placement | Large-sized network- Not Discussed | Yes |
| 20. | N. Mouawad et al. [37] | Connectivity metrics Internet Topology Zoo Latency metrics Internet2 OS3E NSFNET topology | Dynamic | Optimal Controller Placement Load Balancing Algorithm Switch-Migration Algorithm | Large-sized network- No | Yes |
| 21. | J. Lu et al. [39] | Multiple performance metrics Internet Topology Zoo | Dynamic | Multi-criteria decision algorithm Bargaining game Multi-start hybrid non-dominated sorting genetic algorithm (MHNSA) Adaptive bacterial foraging optimization | Large-sized network- Yes | Yes |
| 22. | Rohit Das et al. [41] | Load Controllers Internet Topology Zoo | Dynamic | Dynamic Flow Management algorithm (DyFlow) | Large-sized network-Yes | Yes |
| Table 1: Overview of Selected Algorithms and Topologies for SDN-Fabric Design Optimization |
| --- |
| **23.** | V. Huang et al. [42] | K-Median | Fat-tree Topology | Dynamic | Random Approach | Capacity-based Greedy Algorithm | K-Median Approach | Direct Optimization Approach | Large-sized network - Not discussed | Yes |
| **24.** | Tran, Anh et al. [43] | Heuristic and sub-modularity-based approach | Network Topology | Dynamic | Nemhauser’s Algorithm | Search tree algorithm | Closest-distance algorithm | IoT Networks - Not discussed | Not discussed |
| **25.** | A.K. Singh et al. [44] | Capacitated controller placement | All Network Topologies | Dynamic | Varna-based Optimization | TLBO algorithm | Jaya Algorithm | Large-sized Network - No | Not discussed |
| **26.** | Y. Li et al. [46] | Parameter Optimization model | Internet2 OS3E | Dynamic | BACPA algorithm | FACPA algorithm | VBOCPA algorithm | PSO based parameter Algorithm | Large Scale-Software Defined Networks - Not discussed | Yes |
| **27.** | Sahand Torkamani-Azar et al. [49] | K-Mean | Internet Topology Zoo | Dynamic | FFACCPP algorithm | PSOCCPP algorithm | K-Means CCPP algorithm | GSOCPP | Wide-Area Networks - Yes | Yes |
| **28.** | A. A. Z. Ibrahim et al. [51] | K-Center | Network Topology | Dynamic | K-Center Algorithm | GRS algorithm | Dynamic Optimization Algorithm | Slap Swarm Optimization Algorithm (SSOA) | Heuristic Resource Allocation Algorithm | DCCPP Algorithm | 5G SDN NFV-based network - Yes | Yes |
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