Universal fluctuations and squeezing in generalized Dicke model near the superradiant phase transition
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In a view of recent proposals for the realization of anisotropic light-matter interaction in such platforms as (i) non-stationary or inductively and capacitively coupled superconducting qubits, (ii) atoms in crossed fields and (iii) semiconductor heterostructures with spin-orbital interaction, the concept of generalized Dicke model, where coupling strengths of rotating wave and counter-rotating wave terms are unequal, has attracted great interest. For this model, we study photon fluctuations in the critical region of normal-to-superradiant phase transition when both the temperatures and numbers of two-level systems are finite. In this case, the superradiant quantum phase transition is changed to a fluctuational region in the phase diagram that reveals two types of critical behaviors. These are regimes of Dicke model (with discrete $\mathbb{Z}_2$ symmetry), and that of (anti-) and Tavis-Cummings $U(1)$ models. We show that squeezing parameters of photon condensate in these regimes show distinct temperature scalings. Besides, relative fluctuations of photon number take universal values. We also find a temperature scales below which one approaches zero-temperature quantum phase transition where quantum fluctuations dominate. Our effective theory is provided by a non-Goldstone functional for condensate mode and by Majorana representation of Pauli operators. We also discuss Bethe ansatz solution for integrable $U(1)$ limits.

\section{Introduction}

An important concept of contemporary quantum optics and cavity quantum electrodynamics is a single mode version of Dicke model \cite{1}, where an ensemble of two-level systems interacts with quantized electromagnetic field in a cavity, microwave resonator, etc. This model demonstrates superradiant phase transition, a collective phenomenon characterized by a condensation of macroscopic number of photons. Experimental signatures of $2^{\text{nd}}$ order quantum phase transition, equivalent to the superradiant one, were observed in a driven Bose-Einstein condensate of Rb atoms in an optical cavity \cite{2}. Also, the engineering of the Dicke model simulator with cold Be atoms in optical trap and signatures of superradiant phase transition were reported in \cite{3}. The physics of the Dicke model is believed to be tested in quantum metamaterials such as superconducting qubits arrays \cite{4–7} integrated with a GHz transmission line via tunable couplers \cite{8–11}. The recent advances in implementations of physical realizations are frequency-modulated \cite{19} or inductively and capacitively coupled \cite{20} superconducting qubits, semiconductor heterostructures with spin-orbital interaction \cite{21} and atoms in crossed electric and magnetic fields, see Ref.\cite{22} for a review and also references therein.

The Hamiltonian of the generalized Dicke model (GDM) reads as

$$\hat{H} = \omega \hat{a}^{\dagger} \hat{a} + \frac{\epsilon}{2} \hat{S}_z + \frac{g}{\sqrt{N}} (\hat{a} \hat{S}^+ + \hat{a}^{\dagger} \hat{S}^-) + \frac{J}{\sqrt{N}} (\hat{a} \hat{S}^- + \hat{a}^{\dagger} \hat{S}^+) .$$

The first term describes single-mode photon field of the excitation frequency $\omega$; here $\hat{a}^{\dagger}$ and $\hat{a}$ are respective creation and annihilation operators. The second term is the Hamiltonian of the ensemble consisting of $N$ two-level systems. They have equal energy splittings $\epsilon$ between their ground and excited states. The collective angular momentum operator $\hat{S}^z = \sum_{j=1}^{N} \hat{\sigma}^z_j$ is a sum over individual Pauli operators $\hat{\sigma}^z_j$ (each of them acts upon $j^{\text{th}}$ two-level
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system in the ensemble). The upper/lowering operators of a collective "spin", $\hat{S}^\pm = \sum_{j=1}^N \hat{\sigma}^\pm_j$, are also sums over respective $\hat{\sigma}^\pm_j$. The light-matter coupling is encoded by two last terms in (1): the rotating-wave term with the coupling strength $g$ corresponds to the resonant interaction, and the counter-rotating term with $J$ corresponds to the anti-resonant one.

A rigorous field-theoretical description of the superradiant phase transition in thermodynamic limit, $N \to \infty$, was proposed by Popov and Fedotov [23] in Matsubara formalism. The solution was obtained in the rotating wave approximation (RWA), when anti-resonant terms are neglected, i.e., $J = 0$. This case is also known as the Tavis-Cummings model (TCM). The phase transition is of 2nd order, it occurs if the temperature is lower than a critical value $T < T_c$. The coupling constant must be higher than a critical value, $g > g_c$, otherwise, the system remains in normal phase for any temperature. The critical coupling $g_c = \sqrt{\omega \epsilon}$ does not depend on $N$ due to $1/\sqrt{N}$ normalization in (1); the critical temperature is $T_c = \epsilon \left( 2 \text{arctanh} \frac{g}{2\epsilon} \right)^{-1}$.

Phase transition in RWA was also studied in alternative situations. They include a regime of fixed excitations density and finite chemical potential [24, 25], and zero temperature regime [26] where Bethe ansatz technique was applied. The study of fluctuational normal-to-superradiant transition at finite temperatures and beyond the thermodynamic limit was presented in Ref. [27].

According to a contemporary view on normal-to-superradiant quantum phase transition (QPT) in the symmetric Dicke model with $J = g$, it is characterized by quantum chaotic dynamics [28, 29] and dissipationless thermalization [30]. QPT is of 2nd order as in RWA, however, the critical coupling is $g_c/2$. The analysis of scaling behavior near QPT at finite-$N$ was provided in Ref. [31]. Recently, an analysis of quantum chaos in the symmetric Dicke model via of out-of-time-ordered correlators attracted a great interest [32–34].

We also note that the superradiance is not a unique QPT in the this model. Another one is known as classical oscillator limit of $\omega = 0$, where finite-$N$ phase diagram of a ground state is rather rich showing (non-) and critical entanglement [35].

Generalizations of QPT on the case of $g \neq J$ were studied in Refs. [20, 36–38]. Schematic phase diagram in thermodynamic limit is depicted in Fig. 1. The superradiant phase exists in the domain defined by $g + |J| > g_c$ which determines 2nd order phase transition. If $g > 0$ but $J$ may change its sign, then $J = 0$ is the line of 1st order phase transition between the superradiant phases of "electric" $(J > 0)$ and "magnetic" $(J < 0)$ types [20]. The criticality and diagram of "magnetic" and "electric" phases at finite $N$ were analyzed in Ref. [38].

In contrast to the previous studies of QPT in generalized model, we study the regime of finite $T$ and $N$ in the present paper. Employing the path integral approach of Ref. [27], we go beyond RWA to an asymmetric light-matter interaction and explore photon condensate fluctuations near the normal-to-superradiant transition. Strictly speaking, we deal not with the phase transition in its conventional mean-field sense but with a fluctuational transition of a finite width. As for any critical region, a natural question on the corresponding fluctuational behavior arises. We show that the critical region has rather complicated internal structure, where relative fluctuations of photon number and field squeezing reveal different universal behaviors.

The paper is organized as follows. In Sec. II the problem formulation and path integral methodology are introduced. In Sec. III the results of the work are presented: relative fluctuations, Fano factor and squeezing parameters are discussed in III A, minimal temperature scales of our theory are found in III B, and alternative approach based on Bethe ansatz is introduced in III C. In Sec. IV we discuss our results and in Sec. V we summarize.

II. METHODOLOGY

A. Problem formulation

Eigenfunctions of the model (1) have infinitely entangled structure due to discrete $Z_2$ symmetry when $g$ and $J$ are simultaneously non-zero. In this case, there is only conservation of the parity of total excitations num-

FIG. 1: Phase diagram of GDM for thermodynamic limit of $N = \infty$. Horizontal (vertical) axis corresponds to TCM (anti-TCM); thin line $J = g$ corresponds to symmetric Dicke model. Critical lines, determined by the relation $g + |J| = g_c$, correspond to transitions from normal to "electric" $(J > 0)$ or "magnetic" $(J < 0)$ superradiant (SR) phases.
The Hamiltonian commutes with the parity operator \( \hat{\Pi} = \exp \left[ i\pi \hat{M}_z \right] \) where \( \hat{M}_z = \hat{a}^\dagger \hat{a} + \frac{1}{2} \hat{S}^z \) is the operator of the total excitation numbers. However, there are two particular limits where the Hamiltonian possesses a continuous \( U(1) \) symmetry and becomes integrable. The first case is TCM, realized when \( J = 0 \) and \( g \neq 0 \). Here, \( \hat{H} \) conserves total excitation numbers, i.e. \( \hat{H} \) and \( \hat{M}_z \) commute. The second case is anti-Tavis-Cummings model (anti-TCM), realized when \( g = 0 \) and \( J \neq 0 \). This is nothing but opposite to RWA limit when the only anti-resonant term appears in \( \hat{g} \). The corresponding \( \hat{H} \) conserves the excitation number difference defined through the operator \( \hat{M}_- = \hat{a}^\dagger \hat{a} - \frac{1}{2} \hat{S}^z \). Here, \( [\hat{H}, \hat{M}_-] = 0 \) and this is another type of continuous \( U(1) \) symmetry.

Interaction parameters are assumed to be non-negative throughout the paper, \( g \geq 0 \) and \( J \geq 0 \), hence, we address the superradiant phase of ”electric” type according to Ref. [20] (see Fig. 1).

In superradiant phase a respective symmetry of \( \hat{H} \), \( \mathbb{Z}_2 \) or \( U(1) \), is broken and photons form a superradiant condensate. In thermodynamic limit, the critical line of the phase transition is \( g + J = g_c \). For \( N \neq \infty \) the critical line is smeared into a fluctuational region of finite width where average photon number changes smoothly. We are focused on equilibrium properties of photon condensate into this critical region and analyze relative fluctuations parameter

\[
\sigma = \frac{\langle (\hat{a}^\dagger \hat{a})^2 \rangle}{\langle \hat{a}^\dagger \hat{a} \rangle},
\]

Fano factor

\[
F = \frac{\langle (\hat{a}^\dagger \hat{a})^2 \rangle}{\langle \hat{a}^\dagger \hat{a} \rangle},
\]

and squeezing parameters

\[
\delta p = \frac{1}{\sqrt{2}} \sqrt{\langle \hat{a}^2 \rangle}, \quad \delta p = \frac{1}{\sqrt{2}} \sqrt{\langle \hat{a}^2 \rangle}.
\]

The canonical coordinate \( \hat{x} = (\hat{a}^\dagger + \hat{a})/\sqrt{2} \) and momentum \( \hat{p} = i(\hat{a}^\dagger - \hat{a})/\sqrt{2} \) correspond to electric and magnetic fields. Here \( \langle \hat{O} \rangle_\beta = \text{Tr}[\hat{O} e^{-\beta \hat{H}}]/\text{Tr}[e^{-\beta \hat{H}}] \) denotes thermodynamical averaging, where \( e^{-\beta \hat{H}} \) is equilibrium density matrix, \( \beta = 1/T \), and fluctuations \( \langle \hat{O} \rangle_\beta = \langle \hat{O}^2 \rangle_\beta - \langle \hat{O} \rangle^2_\beta \).

In our approach, thermodynamic averages are calculated by means of a path integral and Matsubara effective action. The action is formulated for complex boson field \( \psi_r \) defined on imaginary time \( \tau \in [0; \beta] \). This field and its conjugate, \( \psi_r^\dagger \), correspond to operators \( \hat{a} \) and \( \hat{a}^\dagger \), respectively. As known from previous works [23, 24], zero Matsubara mode \( \psi_0 \), which is a complex variable, parametrizes superradiant order parameter. It can be represented as \( \psi_0 = \sqrt{\Phi} e^{i\varphi} \) where \( \Phi \) and \( \varphi \) are real variables in a path integral. They have a transparent meaning: the magnitude \( \Phi \) is related to a photon number in the condensate, and \( \varphi \) is the order parameter complex phase. The zero-frequency mode is highlighted relative to others because it corresponds to spontaneously emergent non-zero average of the photon field. The Goldstone effective potential \( S[\psi_0; \psi] \) for \( U(1) \) case is shown in Fig. 2 (a), blue dots and the variance, \( 2\sqrt{\langle \Phi \rangle} \), corresponds to numerical simulation of random \( \psi_0 \) distributed with the probability density \( \propto e^{-S[\psi_0; \psi]} \).

A consequence of \( \mathbb{Z}_2 \) symmetry is that fluctuations of \( \Phi \) and \( \varphi \) are governed by a non-Goldstone effective potential as shown in Fig. 2 (b). Hence, relative fluctuations in the critical region are determined not only by fluctuations of \( \Phi \), as that in \( U(1) \) TCM [27], but also by fluctuations of condensate’s phase which gives a non-trivial contribution. For instance, in \( U(1) \) case the squeezing is absent, while it appears in the generalized model under the consideration. The effect of squeezing and respective parameter \( \delta \) are illustrated in Fig. 2 (b) for the random distribution of \( \psi_0 \).

![FIG. 2: Effective potential \( S \) for condensate mode \( \psi_0 \) at the critical point of the superradiant phase transition. (a): \( U(1) \) case of TCM with Goldstone potential. (b): \( \mathbb{Z}_2 \) case of GDM with non-Goldstone potential. 250 blue dots in each panel correspond to numerical simulation of a random realization of \( \psi_0 \) with the respective \( S \). The variance of the random \( \psi_0 \) in TCM is given by the average photon number as \( 2\sqrt{\langle \Phi \rangle} \), the squeezing in GDM is shown as \( \delta \hat{p} \). Their expressions are given in (50) and (73). Parameters of the simulation: \( N = 50 \), temperature \( T = \omega/10 \), \( \epsilon = \omega \), \( J = 0 \) and \( g = g_c/2 \) in (a), and \( J = g = g_c/2 \) in (b).](image-url)
for TCM, this method is rather convenient for analysis of a fluctuational behavior near the phase transition.

The Majorana representation of Pauli operator for \( j \)th qubit is defined through the bilinear form of a conventional (complex) fermion operator \( \hat{c}_j \neq \hat{c}_j^\dagger \) and Majorana one \( \hat{d}_j = \hat{d}_j^\dagger \)

\[
\hat{\sigma}_j^+ = \sqrt{2\hat{c}_j^\dagger \hat{d}_j}, \quad \hat{\sigma}_j^- = \sqrt{2\hat{d}_j^\dagger \hat{c}_j}.
\]

The Majorana mode has zero energy with the average \( \langle \hat{d}_j^2 \rangle_\beta = 1/2 \), while complex fermion has energy \( \epsilon_j \). The partition function as a path integral reads as

\[
Z = \int D[\Psi, \mathcal{C}] \exp(-S_{\text{tot}}[\Psi, \mathcal{C}]),
\]

where complex boson variables are collected in the vector

\[
\Psi^T(\tau) = [\bar{\psi}(\tau), \psi(\tau)]
\]

and independent Grassmann variables, which parametrize fermion operators \( \hat{c}_j^\dagger, \hat{c}_j, \) and \( \hat{d}_j \), are collected in the vector

\[
C^T(\tau) = \{\hat{c}_j(\tau), c_j(\tau), d_j(\tau)\}_j^{N}.
\]

The first term here is the free photon mode’s action

\[
S_{\text{ph}}[\Psi] = \beta \sum_n \bar{\psi}_n(-G_{\text{ph,}n}^{-1})\psi_n,
\]

where the respective bosonic Green function is

\[
G_{\text{ph,}n}^{-1} = i2\pi nT - \omega.
\]

The Matsubara modes \( \psi_n \) with \( n \in \mathbb{Z} \) here are given by a discrete Fourier transformation on imaginary time interval

\[
\psi_n = T \int_0^\beta \psi(\tau)e^{i2\pi nT\tau}d\tau,
\]

\[
\bar{\psi}_n = T \int_0^\beta \bar{\psi}(\tau)e^{-i2\pi nT\tau}d\tau.
\]

They correspond to bosonic frequencies \( 2\pi nT \). The same transformation applies for fermion modes with odd frequencies \( (2\pi n + \pi)/T \).

The second term in (9) is the Majorana representation of two-level systems’ action

\[
S_{\sigma}[\mathcal{C}] = \frac{1}{2} \sum_j \sum_n C^T_{j,-n}(-G^{-1}_n)C_{j;n},
\]

B. Total action

In this part we introduce total action of a hybrid system at equilibrium described by the Hamiltonian (1). As indicated above, when we formulate path integral technique, the photon mode is represented via boson complex field \( \psi \). However, Pauli operators can be parametrized in different ways in path integrals. This can be Holstein-Primakoff bosonization which provides an exact diagonalization of the symmetric Dicke model in thermodynamic limit [29]. Alternatively to the bosonization, there are several fermion representations. For instance, Pauli operators can be parametrized via bilinear forms of semi-fermion fields [23]. These are Grassmann fields with unconventional boundary conditions on the imaginary time axis. Another example is a combination of conventional fermions where an auxiliary boson field is introduced in order to preserve the correct dimensionality of the Hilbert space [24].

In our approach we choose Majorana fermion representation of Pauli operators [39–41]. As shown in Ref. [27] the model. Fig. 3 shows the phase diagram of the model (1) with anti-resonant terms and finite \( N \) and \( T \). The critical region of the interest corresponds to the colored area (here \( F > 1 \) and the width is also determined by \( \Delta \)). The effective theory presented allows to analyze a behavior inside the critical region and describe fluctuations in TCM, anti-TCM and GDM sectors, as well as in crossovers between them.

**FIG. 3:** Phase diagram of GDM at finite \( N = 50 \), temperature \( T = \omega/10 \), and \( \epsilon = \omega \). The Fano factor \( F(g, J) \) normalized by \( Q = \sqrt{NT\epsilon/\omega^2} \) is plotted. Normal phase and electric superradiant phase (white regions) are mediated by the critical region of the width \( \Delta = \sqrt{\omega T/N} \) (colored area near the line \( g + J = g_c \)). TCM and anti-TCM sectors, where the Fano factor takes universal ratio \( F_{\text{TC}}/Q = \frac{\tau}{\pi} - \frac{1}{2\pi} \approx 0.32204 \), and crossovers are also determined by \( \Delta \). In GDM sector, which covers the major part of the critical region, universal ratio is \( F_{\text{GD}}/Q = \frac{\Gamma(5/4)}{\Gamma(3/4)} - \frac{\Gamma(3/4)}{4\Gamma(5/4)} \approx 0.40168 \).
where the inverse fermion Green function has the following matrix structure
\[
G_n^{-1} = \begin{bmatrix}
0 & i(2n+1)\pi T - \epsilon & 0 \\
(i(2n+1)\pi T + \epsilon) & 0 & 0 \\
0 & 0 & i(2n+1)\pi T
\end{bmatrix}
\]
and acts on the vectors composed of Matsubara modes \(c_{j,n} = [c_{j,n}; c_{j,n}; d_{j,n}]^T\).

The third term in (9) is the interaction
\[
S_{\text{int}}[\Psi; C] = \frac{1}{\sqrt{2}} \sum_{j=1}^{N} \sum_{m,k} C_j^T V_{m-k} C_{j,k} (14)
\]
represented via the matrix \(V\) involving complex boson fields as its elements:
\[
V_n = \begin{bmatrix}
g\psi_{-n} + J\psi_n & 0 & 0 \\
0 & -g\psi_{-n} + J\psi_n & 0 \\
-(g\psi_{-n} + J\psi_n) & g\psi_n & 0
\end{bmatrix}.
\]

Note that \(m\) and \(k\) indices in (14) stand for fermionic frequencies, \((2\pi m + \pi)T\) and \((2\pi k + \pi)T\), while their difference in \(V_{m-k}\) stands for bosonic one \(2\pi(m-k)T\).

The last term in (9) provides the unity normalization of \(Z\) for a non-interacting limit \(g = J = 0\). The partition functions of free photon mode, \(Z_{ph} = \prod_n \langle -G_{ph,n}\rangle\), and isolated \(N\) two-level systems, \(Z_\sigma = \prod_n \langle \text{Det}(-G_n)\rangle^{-N/2}\), are given by infinite products over Matsubara modes, as follows from Gaussian integration rules. They read as
\[
\int D[\Psi, \Psi] e^{-\Psi A \Psi} = \int \prod_n \frac{d\psi_n d\bar{\psi}_n}{\pi} \exp \left[ -\sum_{n,m} \psi_n A_{n,m} \psi_m \right] = \frac{1}{\text{Det}A},
\]
for complex variables (the matrix \(A\) has non-negative eigenvalues). For non-independent Grassmann variables with an anti-symmetric matrix \(A\) we have
\[
\int D[C] e^{-\frac{1}{2} C^T A C} = \int \prod_{j,n} d\bar{c}_{j,n} d\bar{c}_{j,n} d\bar{d}_{j,n} \exp \left[ -\frac{1}{2} \sum_{j,n,m} C_{j,n} A_{j,n,m} C_{j,m} \right] = \sqrt{\text{Det} A}.
\]

### C. Effective functional for photon mode fluctuations

In this part an effective action for equilibrium photon mode is derived. We start from Gaussian integration over \(C\)-fields with the use of the identity (16) equivalent to taking a trace over the Hilbert space of two-level systems. Applying the identity
\[
\ln \text{Det} A = \text{Tr} \ln A
\]
we arrive at the effective action in a general form
\[
S_{\text{eff}}[\Psi] = S_{ph}[\Psi] + \ln Z_{ph} Z_\sigma - \frac{1}{2} N \text{Tr} \ln (-G^{-1} + V),
\]
which, after a standard resummation of the logarithm, becomes
\[
S_{\text{eff}}[\Psi] = S_{ph}[\Psi] + \ln Z_{ph} \sqrt{Z_\sigma} - \frac{1}{4} N \text{Tr} \ln \left[ -\delta_{n,m} G_{m}^{-1} + \sum_l V_{n-l} G_l V_{l-m} \right].
\]

To obtain the effective functional from (18) describing the superradiant phase transition and fluctuations above the photon condensate, we separate zero mode from the others in the self-energy matrix as
\[
\sum_l V_{n-l} G_{j;l} V_{l-m} = \delta_{n,m} V_0 G_0 V_0 + \sum_{l \neq m} V_{n-l} G_{j;l} V_{l-m} + (1 - \delta_{n,m}) (V_{n-m} G_m V_0 + V_0 G_n V_{n-m}).
\]

The first term depends on zero mode \(\psi_0\) only, while the second term is a non-diagonal matrix that is determined by non-zero modes \(\psi_{n \neq 0}\) which describe quasiparticle fluctuations above the condensate. The third term is a product of zero and non-zero Matsubara modes; it cancels out in further calculations.

At this step we introduce new fermion Green function which absorbs the diagonal part as
\[
G_{j;m}[\bar{\psi}_0, \psi_0] = \left[ G_{j;m}^{-1} - V_0 G_{j;m} V_0 \right]^{-1}
\]
and expand the logarithm in \(S_{\text{eff}}[\Psi]\) by a first order in the non-diagonal part of \(VGV\):
\[
\ln \sqrt{Z_\sigma} - \frac{1}{4} N \text{Tr} \ln \left[ -\delta_{n,m} G_{m}^{-1} + \sum_l V_{n-l} G_l V_{l-m} \right] \approx \ln \sqrt{Z_\sigma} - \frac{1}{4} N \text{Tr} \left[ G_{j;m} \left[ \bar{\psi}_0, \psi_0 \right] \sum_{l \neq m} V_{n-l} G_{j;l} V_{l-m} \right].
\]

Here we use the assumption that quasiparticle fluctuations \(\psi_{n \neq 0}\) are sufficiently small.

The effective action takes the following form after the expansion (21):
\[
S_{\text{eff}}[\Psi] \approx S[\bar{\psi}_0; \psi_0] + S_{\text{fl}}[\bar{\psi}_0, \psi_0] + \ln Z_{ph}.
\]

The first term is the functional for superradiant condensate
\[
S[\bar{\psi}_0; \psi_0] = -\beta G_{ph;0}^{-1} |\psi_0|^2 - N \ln \cosh \frac{\sqrt{\epsilon^2 + 4|\psi_0|^2}}{N} \frac{\cosh \frac{\epsilon}{N}}{\cosh \frac{\epsilon}{N}}.
\]

(23)
The logarithmic term here is a result of a calculation of $\text{Tr} \ln \left( \mathbf{G}^{-1} \right)$ in the second line of (21), where the trace is reduced to a calculation of the infinite product over fermion Matsubara modes. The functional (23) is of a non-Goldstone type due to a dependence on a complex phase of $\psi_0$.

The second term in (22) is responsible for Gaussian fluctuations above the condensate

$$ S_0[\tilde{\psi}_{n \neq 0}; \psi_{n = 0}] = \frac{\beta}{2} \sum_{n \neq 0} \Psi^T_n \left( - G_{R,n}^{-1} [\tilde{\psi}_0; \psi_0] \right) \Psi_n , \quad (24) $$

where $\Psi^T_n = [\tilde{\psi}_n; \psi_{-n}]$. The inverse Green function matrix $G_{R,n}^{-1}$ involves self-energy given by the last term in (21). Formally, this self-energy does depend on the zero mode variable. However, such a dependence provides small by $1/N$ corrections when the system is near the critical region. Consequently, $\psi_0$-dependence can be neglected and we suggest $G_{R,n}^{-1} = G_{R,n}^{-1}[\tilde{\psi}_0 = \psi_0 = 0]$ where

$$ G_{R,n}^{-1} = \begin{bmatrix} -gJ(\Sigma_n + \Sigma_{-n}) & G_{ph,n}^{-1} - (g^2 \Sigma_{n} + J^2 \Sigma_{-n}) \\ G_{ph,n}^{-1} - (g^2 \Sigma_{n} + J^2 \Sigma_{-n}) & -gJ(\Sigma_n + \Sigma_{-n}) \end{bmatrix} . \quad (25) $$

Self-energies are parametrized by

$$ \Sigma_n = \frac{\tanh \frac{\pi T}{2}}{2\pi n T - \epsilon} \quad (26) $$

which coincides with a self-energy in RWA.

Note that the condensate functional $S[\tilde{\psi}_0; \psi_0]$ is symmetric under the interchange of $g$ and $J$, however, the model (1) does not have this symmetry for $\epsilon \neq 0$. As it should be, this asymmetry is recovered in the total action $S_{\text{tot}}[\Phi]$ which involves excitations above the condensate encoded by non-zero modes. It can be seen from $S_0[\tilde{\psi}_{n \neq 0}; \psi_{n \neq 0}]$, where $G_{R,n}^{-1}$ is not symmetric under the interchange of $g$ and $J$. Namely, the asymmetry follows from $\Sigma_n \neq \Sigma_{-n}$ for any $\epsilon \neq 0$.

### D. Effective action for condensate magnitude

As long as we address to the critical region near the superradiant transition, the leading contribution to fluctuational behavior comes from the photon condensate. Hence, calculations of thermodynamical average is reduced to path integral with the only one complex variable $\psi_0$. As mentioned before, we parametrize it as

$$ \psi_0 = \sqrt{\Phi} e^{i \varphi} \quad (27) $$

where $\Phi = |\psi_0|^2$ is the magnitude of superradiant order parameter and $\varphi$ is its phase. Both $\Phi$ and $\varphi$ are quantum variables fluctuating in the potential

$$ S[\Phi, \varphi] = \frac{\omega}{T} \Phi + N \ln \cosh \frac{\epsilon}{2T} - N \ln \cosh \left( \frac{\epsilon}{2T} \sqrt{1 + \frac{4 \Phi}{N \epsilon} (g^2 + J^2 + 2gJ \cos 2\varphi)} \right) . \quad (28) $$

We study hereafter a behavior at temperatures, $T \ll \epsilon$, where the condensate functional (28) is reduced to the following form

$$ S[\phi, \varphi] = \phi - \frac{1}{2 \gamma} \left( \sqrt{1 + 4 \eta[\varphi] \phi - 1} \right) , \quad \eta[\varphi] = \eta_0 - 2\eta_1 \sin^2 \varphi , \quad (29) $$

where $\phi = \beta \omega \Phi$ is rescaled order parameter and $\eta[\varphi]$ determines phase dependence. The dimensionless interaction parameters in (29) read

$$ \eta_0 = \frac{(g + J)^2}{\epsilon \omega} , \quad \eta_1 = \frac{2gJ}{\epsilon \omega} , \quad (30) $$

and rescaled temperature,

$$ \gamma = \frac{T}{N \epsilon} , \quad (32) $$

is small parameter of our theory, $\gamma \ll 1$. A remarkable property of the action (29) is that $\gamma$ appears twice as a denominator in $\frac{1}{\gamma}$ and as a prefactor into the square root term. This property allows to extract the relevant part of the action $S[\phi, \varphi]$ within three steps.

The first step is an expansion of the square root by small $\gamma$ up to the second order. Here we assume that phase and magnitude are such that the condition $\gamma \eta[\varphi] \phi \ll 1$ is fulfilled. Note, the presence of overall $\frac{1}{\gamma^2}$ prefactor in (29) reduces the order of $\gamma$ in this expansion and the action at this point reads as $S[\phi, \varphi] = (1 - \eta[\varphi]) \phi + \gamma \eta[\varphi] \phi^2$. In particular, $\gamma$ cancels out in front of the linear in $\phi$ term $(1 - \eta[\varphi]) \phi$; this fact is crucial for further analysis. At the phase transition, the relevant values of phase are such that $\eta[\varphi] \sim 1$; hence path integrals over $\phi$ converge in the domain $0 < \phi \ll \gamma^{-1/2}$. This means that the initial condition $\gamma \eta[\varphi] \phi \ll 1$ is always satisfied and $\gamma$-expansion is strict.

The second step is to neglect $\varphi$-dependence in the quadratic term $\gamma \eta[\varphi] \phi^2$ and replace it by $\gamma \eta_0 \phi^2$. Here the phase is replaced by its value at the functional minima ($\phi = 0$ and $\varphi = \pi$) where $\sin \varphi = 0$. The result of the above two step reads:

$$ S[\phi, \varphi] = (1 - \eta_0 + 2\eta_1 \sin^2 \varphi) \phi + \gamma \eta_0 \phi^2 . \quad (33) $$

The third step of our derivation is the integrating out the phase $\varphi$ from the action (33). This is performed exactly with the use of the identity

$$ \int_0^{2\pi} e^{-2z \sin^2 \varphi} d\varphi = 2\pi e^{-z} I_0(z) , \quad (34) $$
where \( z = \eta_1 \phi \) and \( I_0(z) \) is modified Bessel function of zero order. Ascending the result of integration into the exponent, we arrive at one of the central results of this work, the action for photon condensate magnitude:

\[
S_\phi = (1 - \eta_0 + \eta_1)\phi + \gamma \eta_0^2 \phi^2 - \ln I_0(\eta_1 \phi) .
\]  

(35)

The modified Bessel function logarithm, \( \ln I_0(\eta_1 \phi) \), describes the dissipative dynamics of \( \phi \) due to a coupling between the fluctuations of the density of photon condensate and its phase.

It is important that the small parameter \( \gamma \) does not enter into the dissipative term (35). Instead, \( \gamma \) appears in quadratic term only and provides a width of Gaussian tails \( \phi \sim 1/\sqrt{\gamma} \) in the partition function exponent. It means that a character argument of the Bessel function is estimated as \( z = \eta_1/\sqrt{\gamma} \) in this case. It can be both small or large compared to unity \( (z \ll 1 \text{ and } z \gg 1) \), depending on the interaction parameters. Consequently, different asymptotic expansions can be applied for \( \ln I_0(z) \). To the best of our knowledge, properties of this action have not yet been studied in GDM context and our work is devoted to this issue.

E. Expressions for \( r, F \), and squeezing parameters

Before we proceed with asymptotic expansions of the dissipative term, let us make a step back to definitions for \( r, F \), and squeezing parameters. According to the path integral approach indicated above, thermodynamical average of a certain operator \( \mathcal{F}[\hat{a}, \hat{a}^\dagger] \) is represented via integrals over the condensate variables \( \Phi \) and \( \varphi \). Hereafter, this double integral is denoted as \( (\cdot)\)-brackets without a subscript, and thermodynamical average then becomes:

\[
(\langle \mathcal{F}[\hat{a}, \hat{a}^\dagger] \rangle)_\beta = \langle \tilde{\mathcal{F}}[\Phi, \varphi] \rangle ,
\]

\[
(\langle \tilde{\mathcal{F}}[\Phi, \varphi] \rangle) \equiv Z_0^{-1} \int_0^{2\pi} d\Phi \int d\varphi \tilde{\mathcal{F}}[\Phi, \varphi] e^{-S[\Phi, \varphi]} .
\]

(36)

Here \( \mathcal{F} \) transforms into \( \tilde{\mathcal{F}} \) under the parametrization of \( \psi_0 \) through \( \Phi \) and \( \varphi \), and \( Z_0 \) is normalization factor providing (1) = 1. The same definition (36) applies for thermodynamic fluctuations: \( \langle \mathcal{F} \rangle_\beta = \langle \tilde{\mathcal{F}} \rangle \) with \( \langle \tilde{\mathcal{F}} \rangle \equiv \langle \tilde{\mathcal{F}}^2 \rangle - (\langle \tilde{\mathcal{F}} \rangle)^2 \). Namely, the average and fluctuations of photon numbers, i.e., their first and second cumulants, have the following forms:

\[
(\langle \hat{a}^\dagger \hat{a} \rangle)_\beta = \langle \Phi \rangle , \quad (\langle (\hat{a}^\dagger \hat{a})^2 \rangle)_\beta = (\langle \Phi^2 \rangle) .
\]

(37)

From technical point of view we use the effective functional for rescaled order parameter (35) in calculation the photon number moments:

\[
\langle \Phi^k \rangle = \frac{\int_0^\infty \phi^k e^{-S_\phi} d\phi}{(\beta \omega)^k} \int_0^\infty e^{-S_\phi} d\phi .
\]

(38)

The representation (38) is used in calculation of \( r \) and \( F \) parameters.

The electric and magnetic fields operators in \( \Phi, \varphi \) representation become

\[
\frac{\hat{a}^\dagger + \hat{a}}{\sqrt{2}} \rightarrow \sqrt{2} \Phi \cos \varphi
\]

and

\[
\frac{i(\hat{a}^\dagger - \hat{a})}{\sqrt{2}} \rightarrow \sqrt{2} \Phi \sin \varphi ,
\]

(39)

(40)

respectively. First cumulants of these fields equal zero, \( \langle \sqrt{2} \Phi \cos \varphi \rangle = \langle \sqrt{2} \Phi \sin \varphi \rangle = 0 \), due to \( \pi \)-periodicity of \( S[\Phi, \varphi] \) functional. As a consequence, second cumulants of \( \delta x \) and \( \delta p \) coincide with the respective second moments. The expressions for squeezing parameters (4) in \( \Phi, \varphi \) representation become averages of the fields quadratures (39, 40):

\[
\delta x = \sqrt{\langle \Phi \cos^2 \varphi \rangle} , \delta p = \sqrt{\langle \Phi \sin^2 \varphi \rangle} .
\]

(41)

Calculation of the squeezing parameters (41) is based on \( S[\phi, \varphi] \) from (33). The integration over \( \varphi \) is performed analytically and expressions for \( \delta x \) and \( \delta p \) are represented as \( \phi \)-integrals:

\[
\delta x = \left[ \frac{\int_0^{\infty} \phi (1 + \frac{I_1(\eta_1\phi)}{I_0(\eta_1\phi)}) e^{-S_\phi} d\phi}{2 \beta \omega} \right]^{1/2} ,
\]

\[
\delta p = \left[ \frac{\int_0^{\infty} \phi (1 - \frac{I_1(\eta_1\phi)}{I_0(\eta_1\phi)}) e^{-S_\phi} d\phi}{2 \beta \omega} \right]^{1/2} .
\]

(42)

It should be noted, the higher-order corrections due to non-zero modes \( \psi_{n\neq0} \) are neglected here by small parameter \( T^*/T \), where \( T^* \) is a minimal temperature scale where our theory can be applied, i.e. when the first order expansion in (22) is correct. We discuss this issue in more detail in Subsection III B.

III. RESULTS

A. Universal fluctuations at the critical region

Depending on a value of \( \eta_1 \), there are different universal behaviors of fluctuations at the phase transition. They are dictated by the dissipative term \( \ln I_0(\eta_1 \phi) \) in the action \( S_\phi \). As mentioned above, the relevant values of \( \phi \), where the path integrals (38, 42) converge, are determined by the scale of \( \gamma^{-1/2} \). Introducing a parameter \( z = \eta_1 \gamma^{-1/2} \) as a typical scale of the dissipative term argument, there are different asymptotics of \( \ln I_0(\eta_1 \phi) \). We
address the important limits of small, \( z \ll 1 \), and large, \( z \gg 1 \), parameters.

As shown below, the limit of \( z \ll 1 \) corresponds to TCM and anti-TCM regimes (see Fig. 3) where the anti-resonant interaction is effectively suppressed by thermal fluctuations. Oppositely, \( z \gg 1 \), is related to GDM where anti-resonant interaction becomes relevant. Also, an intermediate regime of \( z \sim 1 \) is analysed; it corresponds to a crossover between universal behaviors of TCM and GDM located inside the critical region.

1. (Anti-) and Tavis-Cummings regimes

Here we address to \( z \ll 1 \) asymptotic of (35), in other words, the limit of small anti-resonant interaction \( \eta_1 \ll \sqrt{g} \ll 1 \). This range determines the interaction parameters near the point \( \eta_1 = 0 \), which, according to (31), corresponds to \( U(1) \) limits of (anti-) and TCM. Note that these models reveal identical structures of condensate functionals. As mentioned above, this fact is a consequence of the consideration limited by zero mode only.

The small argument expansion for the dissipative term up to fourth order is

\[ \ln I_0(z \ll 1) \approx \frac{1}{4} z^2 - \frac{1}{64} z^4. \]  

(43)

Hence, one arrives at the following expression:

\[ S_\phi = (1 - \eta_0 + \eta_1) \phi + \left( \gamma \eta_0 - \frac{\eta_1^2}{4} \right) \phi^2 + \frac{\eta_1^4}{64} \phi^4. \]  

(44)

It is important to note that contributions of third and fourth orders by \( \phi \) also appear in the square root expansion of (29), however they are small by \( \gamma \) compared to those given by \( \ln I_0(\eta_1 \phi) \) and, hence, are neglected.

The action (44) describes 2nd order phase transition if the parameters satisfy

\[ \eta_0 - \eta_1 = 1. \]  

(45)

In dimensional units, the critical condition (45) determines a critical line as a circle of the radius \( g_c \): \( g^2 + J^2 = g_c^2 \). However, the initial condition on small \( \eta_1 \ll \sqrt{g} \) leaves narrow regions from this circle on a phase diagram: TCM behavior is realized when \( g = g_c \) and anti-resonant coupling is limited as \( J \ll \Delta \), where

\[ \Delta = \sqrt{\frac{\omega T}{N}}. \]  

(46)

For anti-TCM a dual condition holds: \( g \ll \Delta \) and \( J = g_c \).

The energy scale \( \Delta \) plays a central role in our solution, because it determines an area inside the critical region where non-resonant terms are irrelevant, and also the width of the Ginzburg-Levanyuk fluctuational region of the normal-to-superradiant transition. The fact that this width is also equal to \( \Delta \) is found from a matching condition \( \gamma^{-1/2} \sim \phi_{\text{min}} \). Here we match the width of the Gaussian integrand, \( \gamma^{-1/2} \), and the value of \( \phi = \phi_{\text{min}} \) where the functional (44) has minimum and corresponds to the superradiant phase with \( \eta_0 - \eta_1 > 1 \),

\[ \phi_{\text{min}} = \frac{\eta_0 - \eta_1 - 1}{2\gamma}. \]  

(47)

We note that a non-zero \( \Delta \) appears only when \( T \) and \( 1/N \) are simultaneously non-zero. It vanishes as \( \Delta \propto N^{-1/2} \) in the thermodynamic limit.

Let us find fluctuational parameters for these two areas (TCM and anti-TCM) of the critical region. As long as \( \eta_1 \ll \sqrt{g} \), one has \( \eta_0 \approx 1 \) according to (45) and the action (44) is reduced to Gaussian form

\[ S_\phi = \gamma \phi^2. \]  

(48)

From (48) we find the average photon number (it is illustrated in Fig. 2 (a) for Goldstone potential); in dimensional units it reads

\[ \langle \Phi \rangle_{\text{TC}} = \frac{1}{\sqrt{\pi}} Q, \]  

where we introduce scaling function

\[ Q = \frac{1}{\beta \omega \sqrt{\gamma}} = \left[ \frac{NTc}{\omega^2} \right]^{1/2} \]  

(50)

that determines the photon number, fluctuations and Fano factors. The assumption that the leading part in photon number is provided by the condensate means \( Q \gg 1 \). This gives a modification of low temperature constraint in the following form

\[ \epsilon \gg T \gg T_{\text{TC}}, \]  

(51)

where the minimal temperature is

\[ T_{\text{TC}} = \frac{\omega^2}{N c}. \]  

(52)

In other words, our theory based on condensate functional is applicable if a temperature is above \( T^* \). For \( T \) less than \( T^* \) one has to include higher orders in the logarithm expansion of \( S_{\text{eff}} \), see Eq. (18). The fact that we can not go down to arbitrary low temperatures is discussed in Section III B in more details.

Calculations with the Gaussian action (48) give the following result for relative fluctuations

\[ r_{\text{TC}} = \frac{\pi}{2} - 1 \approx 0.57080, \]  

(53)

and the universal ratio for Fano factor

\[ F_{\text{TC}}/Q = \left( \frac{\sqrt{\pi}}{2} - \frac{1}{\sqrt{\pi}} \right) \approx 0.32204 \]  

(54)

(they were previously obtained in Ref. [27]). In Fig. 4 (b) \( r(g) \) dependence near the critical point \( g = g_c \) is plotted.
for \( N = 50 \) (black curve), \( N = 200 \) (blue curve) and \( N = 800 \) (red curve). The crossing of all the curves in the same point \( r(\eta_c) = r_{TC} \) demonstrates the universality of this parameter.

The squeezing parameters show that the condensate is slightly squeezed in \( p \)-direction for a non-zero \( J \):

\[
\delta x_{TC} = \sqrt{\frac{\langle \Phi \rangle_{TC}}{2}} \left( 1 + \frac{J}{4} \frac{\pi N}{T\omega} \right),
\]
\[
\delta p_{TC} = \sqrt{\frac{\langle \Phi \rangle_{TC}}{2}} \left( 1 - \frac{J}{4} \frac{\pi N}{T\omega} \right). \tag{55}
\]

One obtains a small correction to \( 1/2 \) in fluctuations of the phase: \( \langle \sin^2 \varphi \rangle_{TC} = 1/2 - \frac{m}{2\sqrt{\pi}} \). In the dimensional units, this is

\[
\langle \sin^2 \varphi \rangle_{TC} = 1/2 - \frac{J}{2\sqrt{\pi T\omega}}. \tag{56}
\]

For a definiteness, we assumed TCM limit in the derivation of (56, 55); for anti-TCM results are the same as above with \( J \) replaced by \( g \). A comparison of (55) and (56) shows that the difference between \( \delta p_{TC} \) and the factorized product \( (\langle \Phi \rangle_{TC} \langle \sin^2 \varphi \rangle_{TC})^2 \) appears in linear by \( J \) term.

2. Crossover regime

Here we analyze a special case of \( \eta_1 = 2\sqrt{\pi} \) when the system is near the superradiant phase transition. According to (45), it means that \( \eta_0 = 1 - 2\sqrt{\pi} \). This point corresponds to a case when anti-resonant interaction \( J \) approaches \( \Delta \) and TCM-to-GDM crossover occurs.

The quadratic part in the functional (44) vanishes at the crossover and it becomes quartic,

\[
S_\phi = \frac{\gamma}{4} \phi^4. \tag{57}
\]

Remarkably, scaling functions of photon number and their fluctuations found from the quartic action are the same as for TCM: \( \langle \Phi \rangle^2 \sim \sqrt{\langle \Phi^2 \rangle} \sim Q \). This is an important result we learn from the action (57). Another one is that universal behavior of fluctuations, in other words, the parameter \( r \) changes at TCM-to-GDM crossover; it follows from the change of \( S_\phi \) to quartic structure. This is due to the different prefactors in front of \( Q \) in expressions for \( \langle \Phi \rangle \) and \( \sqrt{\langle \Phi^2 \rangle} \) calculated with (57). Note, that accurate calculations of \( r \) and \( F \) require an inclusion of higher order terms in (57), because \( z \) is close to unity in the initial expansion (43) for \( \ln I_0(z) \) at the crossover point.

This asymptotic behavior of \( S_\phi \) is valid for small deviation of \( \eta_1 \) from \( \eta_1 = 2\sqrt{\pi} \), restricted by the condition \( |2\sqrt{\pi} - \eta_1| \ll \sqrt{\pi} \). In dimensional units such a condition is equivalent to

\[
|\Delta - J| \ll \Delta. \tag{58}
\]

FIG. 4: Relative fluctuations \( r \) of photon condensate near superradiant phase transition as a function of interaction strengths. Insets: red cut in schematic phase diagram shows a curve in \( g \) and \( J \) parameter space for which \( r \) dependence is plotted. Parameters used in calculations: \( \beta \omega = \beta \kappa = 100 \), three curves in each plot correspond to \( N = 50 \) (black), 200 (blue), 800 (red). (a): Regime of TCM; crossing of curves \( r(g) \) for different \( N \) near the critical point \( g/g_c = 1 \), where relative fluctuations take universal value \( r_{TC} = \frac{1}{2} - \frac{1}{2} \approx 0.57080 \). (b): Regime of GDM, the symmetric case of \( J = g \); crossing of \( r(g) \) at the critical interaction \( g/g_c = 1 \), where relative fluctuations take universal value \( r_{GD} = 4^{1/2}/(5/4) - 1 \approx 1.18844 \). (c): Dependence of \( r \) on anti-resonant coupling strength \( 0 < J < g_c/2 \) along the critical line \( J + g = g_c \). Here \( J = 0 \) and \( J/g_c = 1/2 \) correspond to TCM and symmetric Dicke model, respectively, and \( r \) evolves between two asymptotical values of \( r_{TC} \) and \( r_{GD} \).
Of course, in thermodynamic limit we have \( \Delta = 0 \) and a smooth transition between \( J = 0 \) and \( J \neq 0 \) models no longer exists. A condition similar to (58) holds for \( g \) in the opposite limit of anti-TCM.

In our case, when \( N \) and \( T \) are finite, the matching condition \( \Delta \sim J \) at the TCM-to-GDM crossover can be inverted. One finds a character crossover temperature

\[
T_{\text{crs}} = \frac{J^2 N}{\omega} . \tag{59}
\]

The presence of weak anti-resonant interaction \( J \) in \( \hat{H} \) becomes irrelevant for \( T > T_{\text{crs}} \) and the system behaves according to TCM model with the effective Goldstone functional (the same logic is applied for anti-TCM).

3. Generalized Dicke model regime. Squeezing

The third type of universal behavior at the critical region is provided by \( z \gg 1 \) and corresponds to \( \mathbb{Z}_2 \)-GDM. Let us come back to the action (35) and approximate the modified Bessel function by its large argument asymptotics,

\[
I_0(z \gg 1) = \frac{1}{\sqrt{2\pi z}} e^z . \tag{60}
\]

As a result, we obtain for the effective action

\[
S_{\phi} = (1 - \eta_0) \phi + \gamma \eta_0 \phi^2 + \frac{1}{2} \ln \phi . \tag{61}
\]

We note that the logarithmic divergence in (61) at \( \phi = 0 \) provides \( 1/\sqrt{\phi} \) singularity in a path integral if the logarithm is descended from the exponent. However, any of the moments \( \langle \phi^k \rangle \) with \( k \geq 0 \) are integrable:

\[
\langle \phi^k \rangle_{\text{GD}} \sim \int_0^\infty \phi^k \frac{1}{\sqrt{\phi}} e^{-\frac{1}{2} (1-\eta_0) \phi - \gamma \eta_0 \phi^2} d\phi . \tag{62}
\]

The representation (62) of the path integral restores a quadratic structure of the action, similarly to TCM, with the difference that the multiplier \( 1/\sqrt{\phi} \) appears in front of the exponent. This results in quantitative distinctions of fluctuational behavior from that studied for TCM regime.

Let us determine the superradiant phase transition point in GDM via the exponent in representation (62). It follows from cancelling of the linear in \( \phi \) term:

\[
\eta_0 = 1 . \tag{63}
\]

This critical point is different from that derived for TCM (45). At the critical point, another dimensionless interaction parameter belongs to the domain

\[
\sqrt{7} \ll \eta_1 < \frac{1}{2} , \tag{64}
\]

where the upper bound \( \eta_1 = 1/2 \) corresponds to the critical point of the symmetric Dicke model with \( g = J = g_c/2 \). Reformulating (63) through \( g \) and \( J \), we arrive at the critical line previously derived in Refs. [36, 37]:

\[
g + J = g_c . \tag{65}
\]

According to the initial requirement of \( \eta_1 \gg \sqrt{7} \), the condition (65) is complemented by constraints \( g \gg \Delta \) and \( J \gg \Delta \) which means that we are beyond TCM-to-GDM crossover. If one moves along \( J = g \) direction in phase diagram, then the width of the fluctuational region of the normal-to-superradiant transition is equal to \( \Delta \), the same as in the case of TCM.

The photon number in GDM regime is

\[
\langle \Phi \rangle_{\text{GD}} = \frac{\Gamma(3/4)}{4\Gamma(5/4)} Q . \tag{66}
\]

with the same scaling function \( Q \) as that in \( U(1) \) case (49) but different from \( 1/\sqrt{\pi} \approx 0.56419 \) prefactor of \( \Gamma(3/4)/\Gamma(5/4) \approx 0.33799 \). Here \( \Gamma(y) \) is Euler gamma function which appears due to \( 1/\sqrt{\phi} \) term in path integrals (62). The relative fluctuations parameter is not \( r = \frac{\Delta}{\Delta} - 1 \approx 0.57080 \) anymore (see Eq. (53)), it takes another universal value

\[
r_{\text{GD}} = 4 \frac{\Gamma^2(5/4)}{\Gamma^2(3/4)} - 1 \approx 1.18844 . \tag{67}
\]

This result means that relative fluctuations of the condensate are increased by the anti-resonant interaction channel. The Fano factor, as in previous case (54), also scales with \( Q \), however, the prefactor in front is different and we find another universal ratio:

\[
F_{\text{GD}}/Q = 4 \frac{\Gamma^2(5/4) - \Gamma^2(3/4)}{4\Gamma(5/4) \Gamma(3/4)} \approx 0.40168 . \tag{68}
\]
This ratio is greater than \( F_{\text{TC}}/Q \approx 0.32204 \) found for TCM which indicates that the photon bunching in the condensate becomes stronger.

In Fig. 4 (b) a dependence of \( r \) for symmetric Dicke model near critical point \( g = J = g_c/2 \) is plotted (see red cut in the inset). Three curves for \( N = 50 \) (black), 200 (blue) and 800 (red) show that if \( N \) is increased, then \( r \) becomes closer to the universal value \( r_{\text{GD}} \) at the critical point \( g_c/2 \). In Fig. 4(c) we demonstrate a behavior of \( r \) along the critical line (see red cut in the inset). It grows from one universal value, \( r_{\text{TC}} \), to another, \( r_{\text{GD}} \), when \( J \) is increased from 0 to \( g_c/2 \). Slopes of the curves near \( J = 0 \) increase with \( N \). This means that TCM and crossover sectors, determined by \( J \sim \Delta \), become more narrow, because of \( \Delta \propto N^{-1/2} \), and the curves approach to the asymptotical value of \( r_{\text{GD}} \). A dependence of the Fano factor ratio \( F/Q \) along the critical line is shown in Fig. 5 for \( N = 50 \) and \( \beta \omega = \beta \epsilon = 10 \). It changes from one universal ratio, \( F_{\text{TC}}/Q \) to another, \( F_{\text{GD}}/Q \), shown as dashed blue lines. Interestingly, that dependence on \( J \) is not monotonous in TCM sector. Gray area located at \( J = \Delta \) stands for the crossover region.

In a calculation of squeezing through (42) we approximate the integrand by leading order terms for large \( z \) as \([1 \pm \frac{I_1(z)}{I_0(z)}] \approx 2 \) and \([1 \pm \frac{I_1(z)}{I_0(z)}] \approx \frac{1}{2} \). As follows from physical grounds there is no squeezing of electric component of the photon field (squeezing along \( x \)). The leading contribution \( \delta x \approx \sqrt{\langle \Phi \rangle_{\text{GD}}} \), independent on couplings for any position in the critical line \( g + J = g_c \). A dependence on \( J \) appears in higher-order correction:

\[
\delta x_{\text{GD}} = \sqrt{\langle \Phi \rangle_{\text{GD}}} \left( 1 - \frac{\Gamma(5/4)\omega \sqrt{\Gamma T}}{4\Gamma(3/4)\sqrt{NgJ}} \right). \tag{69}
\]

The constraint \( J \gg \Delta \) prevents a divergency of the correction for small \( J \). At the TCM-to-GDM crossover, where \( J \sim \Delta \), the result (69) matches with that obtained for TCM (55). For magnetic field squeezing (\( p \)-direction) we find that the result is totally different from that in TCM case:

\[
\delta p_{\text{GD}} = \frac{1}{2\sqrt{3\omega\eta_1}} \left[ \frac{T \epsilon}{8gJ} \right]^{1/2}, \tag{70}
\]

namely, the temperature scaling changes from \( \delta p_{\text{TC}} \propto T^{1/4} \) to \( \delta p_{\text{GD}} \propto T^{1/2} \). It is important, that \( \delta p \) is independent on \( \gamma \) in our limit of \( \eta_1 \gg \sqrt{\gamma} \). It is reflected in the absence of \( N \) in (70), in contrast to \( \delta x_{\text{GD}} \sim N^{1/4} \). It follows from (70) that the photon condensate is squeezed in \( p \)-direction, i.e. \( \delta p_{\text{GD}} < 1/2 \), when \( J > J_{\text{sq}} \) and the threshold coupling is

\[
J_{\text{sq}} = \frac{\sqrt{\epsilon/\omega}}{2} T. \tag{71}
\]

Thus, GDM sector of the critical region has both non-squeezed and squeezed phases of the photon condensate. An inversion of (71) provides a temperature scale

\[
T_{\text{sq}} = 2J \sqrt{\frac{\omega}{\epsilon}}. \tag{72}
\]

below which, \( T < T_{\text{sq}} \), a non-zero anti-resonant interaction \( J \) results in the squeezing. Note that according to (70), the maximally possible squeezing,

\[
\delta p_{\text{max}} = \sqrt{\frac{T}{2\omega}}, \tag{73}
\]

appears at the symmetric point of \( g = J = g_c/2 \) (it is illustrated in Fig. 2 (b) for non-Goldstone potential).

Results for \( \delta p \) are presented in Fig. 6 where vertical axis is anti-resonant interaction \( 0 < J < g_c \) which determines a position on the critical region (red cut in the inset), and the horizontal axis is the temperature. Here, the red cut covers the entire critical region, from TCM to anti-TCM sectors. Dashed curves are determined by relations \( J = \Delta(T) \) and \( J = g_c - \Delta(T) \), they indicate for positions of crossovers into GDM sector. Blue lines are determined by relations \( J = J_{\text{sq}}(T) \) and \( J = g_c - J_{\text{sq}}(T) \), they are boundaries between squeezed and non-squeezed condensates.

The last remark in this Section concerns a correlation between dynamics of condensate’s magnitude and phase. We analyze it via the ratio \( \alpha \) of squeezing \( \delta p \) and a corresponding mean-field-like factorized form:

\[
\alpha = \frac{\sqrt{\langle \Phi \sin^2 \varphi \rangle}}{\sqrt{\langle \Phi \rangle_{\text{GD}} \langle \sin^2 \varphi \rangle_{\text{GD}}}}, \tag{74}
\]

If fluctuations of \( \Phi \) and \( \varphi \) are decoupled from each other, then \( \alpha = 1 \). Correlations between of them lead to a decrease of \( \alpha \). The squeezing and \( \langle \Phi \rangle \) which enter the expression for \( \alpha \) were found above; in a calculation of phase fluctuations \( \langle \sin^2 \varphi \rangle \) we use a lower cut-off at \( \phi \sim \eta_i^{-1} \) in the numerator of (42) and obtain:

\[
\langle \sin^2 \varphi \rangle_{\text{GD}} = \frac{(\gamma/\eta_i^2)^{1/4}}{4\Gamma(5/4)} . \tag{75}
\]

Hence, the result for squeezed phase where \( g \sim J \) is

\[
\alpha \sim \left[ \frac{\gamma}{\eta_i^2} \right]^{1/8} \sim \left[ \frac{T}{N\epsilon} \right]^{1/8}. \tag{76}
\]

The ratio is vanishing in a large \( N \) limit as \( \alpha \propto N^{-1/8} \), however, the decay is rather slow. This means that a correlation between fluctuations of the phase and magnitude in the squeezed condensate becomes significant at large \( N \). The vanishing \( \alpha \) means that these fluctuations can not be decoupled by a mean-field.

### B. Minimal temperature

We are back to the issue on the applicability of our effective theory for \( \psi_2 \) and derive here the respective minimal temperature scale \( T^* \). At this point, we give the
exact definition for the photon number which involves
the occupation number $\delta n$ of all non-zero modes
\[ \langle \hat{a}^\dagger \hat{a} \rangle_g = \langle \Phi \rangle + \delta n - \frac{1}{2}, \quad \delta n = \sum_{n \neq 0} \langle \hat{\psi}_n \hat{\psi}_n \rangle. \] (77)

The term $-1/2$ is due to commutation relations and is
not important here. The central assumption of this work
is that the leading contributions in the thermodynamic
averages (37) are given by $\langle \Phi \rangle$. This means that
\[ \delta n \ll \langle \Phi \rangle \] (78)

providing a criterion on the smallest scale $T^*$. As shown
above, the critical scaling of photon number remains
invariant as $\langle \Phi \rangle \sim Q$ in GDM, (anti-) and TCM, and the
crossover regimes. Let us analyze $\delta n$ for these cases. To
do that we perform Gaussian integration with the ac-

\[ \delta n = \frac{(g + \omega) \coth \frac{\sqrt{g \omega}}{2} + \omega - g - T \frac{1}{8} \left( \frac{1}{g} + \frac{1}{\omega} \right)}{8 \sqrt{g \omega}}. \] (79)

We focus on the case $\omega = \epsilon$ which is rather representative
and allows one to find character values of $T^*$ and its
scaling with $N$. In contrast to leading order term $\langle \Phi \rangle$
proportional to $Q$, temperature scaling of $\delta n$ is sensitive
to the position in the critical region. There are three
limits of interest (hereafter $g_c = \omega$ and, as usual, $T \ll \omega$).
The first one is given by RWA, where $J \ll \Delta$ and
$g \approx g_c$. The correction and minimal temperature, that
follow from (78) and (79), read as
\[ \delta n_{TC} = \frac{1}{4} + O(T/\omega), \quad T_{TC} = \frac{\omega}{N}. \] (80)

At this point, we reproduce the result of Ref. [27] on the
applicability of the $\mathcal{S}[\Phi, \varphi]$
\[ \omega \gg T \gg T_{TC}^*. \] (81)

In GDM regime, the leading part in $\delta n$ grows with $J$
approaching to $\omega$ as
\[ \delta n_{GD}(J) = \frac{1}{8} \sqrt{\frac{1}{1 - J/\omega}}, \] (82)

where $\omega - J \gg \Delta$. The minimal temperature also grows
inverse proportional to $J$
\[ T_{GD}^*(J) = \frac{\omega^2}{N(\omega - J)}. \] (83)

A strikingly different result for the minimal temperature
is found for anti-TCM domain, where $\omega - J \sim \Delta$.
In this case the leading part in $\delta n$ is given by
\[ \delta n_{antiTC} = \frac{\omega}{24 T}. \] (84)

This provides the distinct scaling law for $N$:
\[ T_{antiTC}^* = \frac{\omega}{N^{1/3}}. \] (85)

Thus, we obtain $T_{antiTC}^* \gg T_{TC}^*$. It means that fluctuations
above the condensate in anti-TCM are stronger
than that in TCM. The difference in the scaling laws is a
manifestation of that fact that these models are not dual
to each other.

Numerical solution $\delta n = Q$ gives a typical dependence
of $T^*$ on $J$. This solution is presented in Fig. 6 as the edge
of the gray sector, where $T^*$ increases with $J$ according
to the above analysis.

FIG. 6: Different regimes for $\delta p$ squeezing in the critical
region as a function of temperature $T$. Parameters $g$ and $J$
correspond to the red cut in the inset which covers the
critical region entirely; the plot is parametrized by $J$ (vertical axis). Blue lines $J = J_{sq}(T)$ and $J = g_c - J_{sq}(T)$ are
boundaries between squeezed and non-squeezed condensates.
Dashed curves corresponds to crossovers between (anti-) and
TCM and GDM regimes. The gray sector is the part of phase
diagram where quantum fluctuations due to non-zero Mat-
subara modes are important. Here, our solution based on the
effective functional for condensate modes only is not strict.
The edge curve of the gray sector demonstrates schematically
a dependence of minimal temperature on $J$. Its value is minimal
near $J = 0$, where $T = T_{TC}^*$, then increases with $J$ to
$T \sim T_{GD}^*$ and approach to $T = T_{antiTC}^*$ in the anti-TCM
sector.
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Numerical solution $\delta n = Q$ gives a typical dependence
of $T^*$ on $J$. This solution is presented in Fig. 6 as the edge
of the gray sector, where $T^*$ increases with $J$ according
to the above analysis.
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ing is present in the system. Let us first consider TCM regime. As it was already mentioned above, in this limit the excitation number is a good quantum number, since its operator commutes with the Hamiltonian. Hence, there exist sectors with different excitation numbers $N_\text{ex}$ or with different excitation densities $\rho = N_\text{ex}/N$, provided the thermodynamical limit $N \to \infty$ is considered. The leading in $1/N$ contribution to the ground state energy density at given $\rho$ is [26]

$$
E_{gr}(\rho)/N = \frac{1}{2} \left( \varepsilon - \sqrt{(\varepsilon - \lambda)^2 + \xi^2} \right) + \lambda \left( \rho - \frac{1}{2} \right) + \frac{\xi^2}{4} (\omega - \lambda),
$$

where both parameters $\xi$ and $\lambda$ are determined by conditions $\partial E_{gr}(\rho)/\partial \xi = 0$ and $\partial E_{gr}(\rho)/\partial \lambda = 0$. The ground state energy $E_{gr}(\rho)$ is an extensive quantity. We stress that all other contributions to the energy are negligible in the limit $N \to \infty$, i.e., non-extensive, but they can be evaluated using the approach of Ref. [26]. At fixed $\rho$, parameters $\xi$ and $\lambda$ also determine energies of excited dressed states (TCM Hamiltonian eigenstates) given by $\sqrt{(\varepsilon - \lambda)^2 + \xi^2}$. In this sense, $\xi$ and $\lambda$ are similar to the gap and chemical potential, respectively, while the mean-field treatment turns out to be exact in the thermodynamical limit due to a specific structure of the interaction term of the Hamiltonian (all-to-all interaction). Note that the mean density of photons is expressed through $\xi$ as $\xi^2/2g^2$.

The global ground state of the system is given by the minimum of $E_{gr}(\rho)$ as a function of $\rho$. It is easy to find from the above two equations that, at $g$ small enough, this global minimum corresponds to the normal phase with $\rho = \xi = 0$. This result agrees with the perturbation theory around the noninteracting limit $g = 0$. The normal phase becomes unstable ($dE_{gr}(\rho)/d\rho = 0$ at $\rho = 0$) at the critical coupling $g = g_c$ where $2^{\text{nd}}$-order phase transition emerges. It is accompanied by the appearance of both nonzero excitation and photon densities given by $\rho$ and $\xi^2/2g^2$, respectively.

Now we discuss the anti-TCM limit. Mathematically, it can be mapped on the TCM regime by considering another vacuum state with all qubits excited. The Hamiltonian acting on this polarized vacuum acquires an additional contribution $\varepsilon N/2$, while the excitation energies of qubits are transformed as $\varepsilon \to -\varepsilon$ and $\hat{\sigma}^+_j \to \hat{\sigma}^-_j$, $\hat{\sigma}^-_j \to \hat{\sigma}^+_j$. Under such a mapping, Bethe ansatz can be applied as well. We also should keep in mind that the normal state now corresponds to $\rho = 1$ in terms of excitations of the new vacuum state. By performing the same analysis as it the case of TCM, we find that the normal state with zero photon density becomes unstable towards a superradiant phase with nonzero photon density at the same interaction constant $J = g_c$ and the transition is also of $2^{\text{nd}}$-order. This is again in agreement with the path integral treatment.

In the view of the duality between TCM and anti-TCM, the latter result may seem as rather expectable, but we would like to stress that, by its structure, the anti-resonant interaction term is quite different from the resonant one and, therefore, normal states must differ in TCM and anti-TCM limits. Indeed, the resonant term does not change an excitation number and therefore the normal phase contains exactly zero excitations. In contrast, anti-resonant term does change an excitation number and hence photons should be present even in the normal state, as follows from the perturbation theory near $g = 0$ limit. However, photon density vanishes in the thermodynamical limit, while photon number does not (this is also readily revealed using the perturbation theory). From this viewpoint, the similarity of TCM and anti-TCM is not obvious and it emerges in the thermodynamical limit only, while finite-$N$ regimes must be different. The difference between anti-TCM and TCM can be also linked to the fact that anti-TCM is mapped on TCM with negative qubit excitation energies and physically the duality is not absolute since normal states correspond to different values of $\rho$. It is evident from the above considerations that finite-size corrections (in powers of $1/N$) to TCM and anti-TCM regimes differ. This latter conclusion is justified by the results derived with the use of the path integral formalism.

IV. DISCUSSION

Let us now discuss a connection of our results to that known from some other works on superradiant QPT. As was shown in Refs. [28, 29], symmetric Dicke model reveals signatures of quantum chaos above the superradiant QPT if $N$ is finite. It was shown through quasi-classical equations of motion and also through a change of the eigenvalues statistics from Poissonian, in the normal phase, to a Wigner one, above the QPT. The repulsion of levels in GDM with $g \neq J$ and an interpretation of that as quantum chaos was discussed earlier, in particular, in Ref. [42]. In that work authors demonstrated a variety of non-regular levels statistics for different $g/J$ ratios, however, a connection with the superradiant transition was not discussed. Leaving the issue on levels statistics near the critical line $g + J = g_c$ beyond the scope the consideration, we provided a description of the macroscopic photon condensate properties in this work implying that microscopic dynamics can be strongly chaotic. Our results on universal fluctuations and field squeezing, collected in Table I, give an alternative view on ergodic dynamics of GDM. In our approach we analyzed non-Goldstone functional that depends on two variables, the magnitude and phase of the photon condensate. We showed that a coupling between fluctuations of these variables can be reduced to an effective dissipative action (35) for the magnitude only. (This quantity is proportional to the condensed photons amount.) The functional has different asymptotical behavior depending on $g$-to-$J$ ratio at the critical region of normal-to-superradiant phase tran-
sition.

Rather remarkable, a structure of the functional along $g + J = g_c$ is such that scalings of photon number and its fluctuations remains unchanged as $\langle \hat{a} \hat{\alpha} \rangle \sim \langle \hat{\alpha} \hat{\alpha} \rangle^{1/2} \sim Q$ with the scaling function $Q = \sqrt{NT \epsilon / \omega^2}$. However, a sensitivity to anti-resonant coupling appears in their relative values and the squeezing of magnetic field component. The phase diagram, illustrating these sectors with different universal behaviors inside the critical region, is shown in Fig. 3. As follows from this effective theory, relative fluctuations of condensed photons can take two universal values at the critical region: $r_{TC} = \frac{\pi}{2} - 1$ and $r_{GD} = 4\frac{\Gamma^2 (5/4)}{\Gamma^2 (3/4)} - 1$, corresponding to TCM and GDM regimes, respectively. Character dependences of relative fluctuations are depicted in Figs. 4(a, b) for these two limits. The effective action derived allows to describe a smooth crossover between these two regimes. Similar crossover is found for opposite anti-TCM limit as well. The domain of coupling $J$, where anti-resonant terms in the Hamiltonian are irrelevant and the condensate behaves accordingly to finite $T$ TCM, is limited from above as $J \ll \Delta$ where the character energy scale is $\Delta = \sqrt{\Delta T / N}$. In Fig. 4(c) we showed how the relative fluctuations $r$ evolve from $r_{TC}$ to $r_{GD}$ when one moves along the critical region and crosses $J = \Delta$.

The Fano factor found is much greater than unity at the critical region indicating for a photon bunching effect or, in other words, for a positive photon-photon correlation. Ratios $F/Q$ were found to be universal constants, again, in TCM and GDM sectors of phase diagram (their values are presented in Table I). The crossover from one universal value, $F_{TC}/Q$, to another, $F_{GD}/Q$, is shown in Fig. 5. The Fano factor increases by a number for $J \geq \Delta$; it stands for an increase of photon-photon correlations due to anti-resonant term in the Hamiltonian and growing entanglement of eigenfunctions.

An important result is that momentum squeezing of the superradiant condensate is sensitive to the anti-resonant interaction. In $U(1)$ limit of $J = 0$, there is no squeezing and $\delta x = \delta p \sim Q^{1/2}$. A non-zero $J$ results in a momentum squeezing, $\delta p < \delta x$. We find that it has two different temperature scalings in TCM and in GDM sectors as $\delta p_{TC} \propto T^{1/4}$ and $\delta p_{GD} \propto T^{1/2}$, respectively. These asymptotics are shown as dashed lines in Fig. 7 for $\delta p(T)$ plot. An alternative representation for $\delta p$ is shown in $T$-$J$ phase diagram in Fig. 6. Here, the critical region reveals a squeezing of the photon condensate for anti-resonant coupling $J > J_{sq} = T \sqrt{\epsilon / (4 \omega)}$ (blue region). Interestingly, that interaction strength $J_{sq}$ scales linear with $T$ and does not depend on $N$.

We also show positions of character temperature domains in Fig. 7. One can see that the decrease of the temperature down to TCM-to-GDM crossover, $T \sim T_{cr} = N J^2 / \omega$ (light gray sector), shows a change in the scaling of $\delta p$. In the crossover regime the effect of anti-resonant interaction terms becomes relevant. The universal fluctuations also change here from $r_{TC}$ to $r_{GD}$. Further decrease of the temperature below $T < T_{sq} = 2J \sqrt{\omega}$ shows the entrance into a squeezed phase of the condensate where $\delta p < 1/2$ (light blue sector). This corresponds to an effect of the condensate’s phase fixation. Cooling the system down to $T^*$, the entrance into a quantum fluctuational dominated regime occurs (dark gray sector). The hierarchy of energy scales in the critical region is $g_c \gg \{T, J_{sq}, J^*\}

The minimal temperature $T^*$, that determines our effective theory as $\omega \gg T \gg T^*$, corresponds to a change of the character of the phase transition: it is suggested that for $T \lesssim T^*$ normal-to-superradiant fluctuational transition changes to zero-temperature QPT. There is a decrease of thermal fluctuations in the condensate mode in comparison to quantum fluctuations encoded by a non-zero Matsubara modes. Hence, the effective theory allows to approach QPT parametrically close for large $N$.

As follows from vanishing $\Delta \sim T^{1/2}$ at zero tempera-
ture, the critical region shrinks to the line. Scaling behavior changes in this case as follows. In our finite-$T$ situation, the photon number scaling is $\propto N^{1/2}$. As shown in [31] for symmetric model at $T = 0$, photon number scales distinctly as $\propto N^{1/3}$ near the critical point. This solution was obtained via Holstein-Primakoff bosonization and applies for the normal phase below QPT. As we have already mentioned, the matching between these finite- and zero-temperature behaviors is a non-trivial issue. Similar change in finite- and zero-temperature physics was found also for Lipkin-Meshkov-Glick finite-$N$ model at the critical point [43].

The relation between $T^*$ and $J$ is shown in phase diagram in Fig. 6 as edge curve of the gray sector. It increases from $T_{TC}^* \sim \omega/N$ in TCM limit with $J = 0$ to $T_{antiTC}^* \sim \omega/N^{1/3}$ in anti-TCM limit when $J$ approaches $g_c$. The difference in the exponent ($N^{-1}$ vs $N^{-1/3}$) is explained by different symmetries of the respective Hamiltonians. According to the above, for arbitrary small $T$ large $N$ exists such that Hilbert space dimension of a respective $\hat{H}$ compensates exponentially small Gibbs weights in the density matrix $e^{-\beta \hat{H}}$. (As a consequence, this results in a macroscopic occupation number in the condensate with finite-size fluctuations.) It is supposed to be $N \gg \omega/T$ for TCM sector in Fig. 6 and more strict one, $N \gg (\omega/T)^3$, for the opposite sector of anti-TCM. These conditions determine lower number of two-level systems in the ensemble when dynamics is similar to that in the thermodynamic limit.

![Diagram](image)

**FIG. 7:** The logarithmic dependence of squeezing $\ln \delta p$ as a function of $\ln T$ (red curve) and the hierarchy of temperature scales $T_{\text{crs}}$, $T_{\text{sq}}$, and $T^*$ (vertical dashed, blue and solid black lines). Universal behavior for different $T$: TCM regime ($T > T_{\text{crs}}$), TCM-to-GDM crossover ($T \sim T_{\text{crs}}$, gray sector), GDM regime ($T < T_{\text{crs}}$). Dashes lines: different temperature scalings of squeezing in TCM and GDM regimes. GDM sector is subdivided into three parts: non-squeezed condensate ($T_{\text{sq}} < T < T_{\text{crs}}$), squeezed condensate ($T^* < T < T_{\text{sq}}$, light blue sector), and quantum fluctuational dominated regime ($T < T^*$, dark gray sector). Parameters $J = 0.01 g_c$, $g = 0.99 g_c$, $N = 100$, $\epsilon = 15 \omega$, and $g_c = \sqrt{\omega \epsilon} \approx 3.87298 \omega$.

## V. SUMMARY

In this work, we investigated an effect of anisotropic interaction between single-mode cavity and two-level systems ensemble on fluctuational properties of a photon condensate near the superradiant phase transition. Addressing to the equilibrium field theory for generalized Dicke model, we focused on a situation of simultaneously finite temperature and size of the ensemble. This regime was found to be more complex than the well-studied quantum phase transition at zero temperature [20, 28–31, 38] or thermodynamic limit at infinite ensemble’s size [23–26, 36, 37]. We showed that an increase of the anti-resonant coupling changes one critical behavior, corresponding to Tavis-Cummings or anti-Tavis-Cummings $U(1)$ models, to another one, corresponding to generalized Dicke $Z_2$ model. This transition between two fluctuational behaviors reveals a change in temperature scaling laws for squeezing parameters. The anti-resonant interaction strength, above which the condensate becomes strongly squeezed, was determined. We also found explicit expressions for other universal parameters which characterize fluctuations; they do not depend on the temperature and ensemble’s size. This is, in particular, Fano factor representing photon bunching in the condensate. The presented study, which demonstrates a richness of the critical behavior, is expected to be relevant for the understanding of many-body physics of cavity quantum electrodynamics.

The averaging with finite temperature density matrix used as a theoretical tool in our findings assumes that the system is open. In contrast to virtual photons in a ground state at zero temperature, condensate’s photons in our finite-temperature situation can be measured [44]. This can be done by the methods employed for driven-dissipative condensate [2] where the superradiant QPT was demonstrated. Generally, non-equilibrium conditions result in a change of universality class of the dynamics. Nonetheless, open quantum systems near critical point are known to behave effectively as equilibrium with a certain effective temperature and obey low-frequency fluctuation-dissipation relations [18, 45, 46].

It is suggested that our findings might be accessible in state-of-the-art realizations of strongly coupled light-matter systems [44] such as quantum metamaterials and simulators based on cold atoms, superconducting qubits, nitrogen-vacancy centers, and semiconductor based heterostructures. A possible route can be probing of the Fano factor through the counting of photon numbers over long times. They are accessible through intensity (second-order) correlation functions measurements [47] or transmission of incoherent drive [48] realized in photon blockade effect. This allows one to pinpoint the position of the critical region of the superradiant phase transition. Then, extracting the relative fluctuations values with the use of the counting data one obtains information on the type of universal behavior and the respective symmetry of the interaction. Our predictions on univer-
nal fluctuations and squeezing of the photon condensate, in principle, can be measured by the dispersive readout techniques.
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