An Aggressive Genetic Programming Approach for Searching Neural Network Structure Under Computational Constraints
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Abstract. Recently, there emerged revived interests of designing automatic programs (e.g., using genetic/evolutionary algorithms) to optimize the structure of Convolutional Neural Networks (CNNs) [1] for a specific task. The challenge in designing such programs lies in how to balance between large search space of the network structures and high computational costs. Existing works either impose strong restrictions on the search space or use enormous computing resources. In this paper, we study how to design a genetic programming approach for optimizing the structure of a CNN for a given task under limited computational resources yet without imposing strong restrictions on the search space. To reduce the computational costs, we propose two general strategies that are observed to be helpful: (i) aggressively selecting strongest individuals for survival and reproduction, and killing weaker individuals at a very early age; (ii) increasing mutation frequency to encourage diversity and faster evolution. The combined strategy with additional optimization techniques allows us to explore a large search space but with affordable computational costs. Our results on standard benchmark datasets (MNIST [1], SVHN [2], CIFAR-10 [3], CIFAR-100 [3]) are competitive to similar approaches with significantly reduced computational costs.
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1 Introduction

Although deep neural networks have achieved tremendous success in many domains (e.g., computer vision [4][5][6], speech recognition [7][8], natural language processing [8][9], games [10][11]), it still remains a great challenge to design the optimal network structure for a certain task. Most existing works rely on extensive human efforts on designing and experimenting with different structures.

Optimizing the network structures involves two fundamental issues: how to define the search space of network structures; and how to design an efficient algorithm to search a good network structure in the search space. A great challenge
Fig. 1. A quick comparison with two recent similar works in terms of trade-off between the size of search space and computational costs. The first number in the parenthesis denotes the top 1 accuracy achieved on CIFAR-10 data and the second number denotes the number of GPU hours used.

In solving these issues lies in how to balance the trade-off between the size of search space and the computational cost of the search algorithm. Earlier works based on neuro-evolution for automatically discovering network structures usually impose strong restrictions on the search space of the network structures due to limited computational power and scarcity of data [12].

Recently, there emerged revived interests in optimizing network structures (especially deep convolutional neural networks) using genetic/evolutionary algorithms [13][14][15]. However, the dilemma of computational costs and search space trade-off has pushed these works into two ends. At one end, one has to restrict the search space by imposing strong constraints on the network structures. For example, in [14] a network is composed of a fixed number of stages and each stage is composed of a fixed number of nodes representing convolutional operations. As a result, their evolved networks share a single path structure in contrast to a multiple-path structures as in residual networks [16] and Inception [17]. On the other end, Real et al. [15] investigated large-scale evolution of networks operating at unprecedented scale by using a large amount of computing resources (e.g., spending over 10 days on 250 GPUs), which verifies neuro-evolution can achieve competitive performance as hand-crafted models built on many years of human experience. However, such an brute-force approach is not affordable for general users who have limited computational resources.

In this paper, we focus on optimizing deep CNN structures for image classification due to the availability of existing results for comparison and its popularity in computer vision. Similar to [15], we also study evolution-based algorithms, which search CNNs in a large search space that is defined by a set of mutations. Nevertheless, the difference from previous works [13][14][15] is that our main focus is to tackle an important and challenging question for optimizing neural network structures, i.e., how to maximize the exploration in the search
space under limited computational resources. Instead of imposing strong restrictions on the search space, we propose new effective strategies to reduce the computational costs. We use an aggressive method to select strong individuals for survival and reproduction. In particular, among a set of individuals (i.e., population) only a small number of fittest individuals that are sufficiently different from each other are selected for producing the next generation. This strategy avoids wasting time on training weaker individuals that may eventually be eliminated in a later stage. However, a potential issue caused by this strategy is that the diversity of population decreases, which is very important for genetic programming. To remedy this issue, we propose to (i) increase the number of possible mutations; (ii) make clones of the selected fittest individuals to undergo different mutations. Additional techniques are also investigated to speed up the search process and to shorten the training time of each individual during evolution. Before ending this section, we give a quick comparison of our work and two recent works highlighting the trade-off between the size of search space and computational costs in Figure 1.

The main contribution of this paper can be summarized as following: 1) Through extensive experiments, we show that we can automatically (without any human effort at all, for example, tuning, modification, adding other layers) design network structures to achieve competitive performance, which can be conducted by general users with limited computing resources; 2) From empirical experiments, we found some interesting insights in designing neural networks, for example, skip layers was found in early stage of searching process later on was replaced by other layers; 3) We propose a simple yet efficient selection strategy, which performed better compared to other strategies, has its interest and can easily be adopted by practitioners.

2 Related Work

There exist abundant studies on using genetic or evolutionary algorithms for discovering neural networks structures before the re-emergence of deep learning [18][12][19] in 2012. These algorithms are also known as neuro-evolution. Most of these works are restricted to feedforward neural networks of a few layers. However, many techniques in these earlier works are also useful for optimizing large convolutional neural networks. In designing a neuro-evolution algorithm, several fundamental questions need to be answered, including (i) how to encode an individual; (ii) what are the allowed mutations; (iii) how to select individuals for reproduction; (iv) what is the fitness function. Existing works may differ from each other on how to address these questions, which are also related to a fundamental issue in neuro-evolution (and also in other meta-heuristic optimization algorithms): how to balance between the size of search space and the computational costs. In the following discussion, we will highlight how to address these fundamental questions and how to balance the trade-off.

1 computational resources include not only the hardware but also the computing time.
In [14], the authors developed a genetic algorithm using a fixed-length binary string to encode the network structure. The search space consists of all networks with a fixed number of stages, where each stage is composed of a fixed number of nodes representing convolutional operations. Mutations are easily operated by randomly flipping each bit in the string representation, which correspond to adding, deleting and changing connections of nodes within each stage. By restricting the number of stages (e.g., 3) and the number of nodes in each stage, their computational cost is controlled under a manageable level. The selection of individuals for reproduction is done by a Russian roulette process, which selects individuals based on a non-uniform distribution whose probabilities are proportional to the fitness of the individuals, i.e., individuals with higher fitness score will be selected with higher probability.

The focus of [15] is to scale up neuro-evolution to take advantage of the tremendous computational resources Google LLC has. A total of 250 GPUs are used in their experiments. They used a graph to encode an individual, and defined seven mutations to change the structure of networks\(^2\), and used a standard binary tournament selection method [20] for selecting individuals for reproduction.

The fitness function of the above works purely depends on the performance of individual models on a validation data, which are trained by back-propagation. The evolutionary techniques used in [13] is similar to that in [15] except that their mutations are restricted to adding, deleting and replacing one of six pre-defined layers, which include two-dimension convolution, one-dimension convolution, fully connected, dropout, one-, and two-dimension max pooling. As a result, their algorithm cannot discover multiple-path networks, which are prevalent in modern deep learning community. A common feature of these works is that they use a combined strategy that lets the structure evolve but optimizes the weights of each individual by back-propagation, which is also adopted in the present work.

Another fundamental issue in genetic/evolutionary algorithm is the diversity of the population. A traditional approach for encouraging diversity of population is fitness sharing, where the fitness of each individual is scaled based on its proximity to others. It means that originally good solutions in densely populated regions will be given a lower fitness value than comparably good solutions in sparsely populated regions. All the three recent works [14,15,13] did not use any type of fitness sharing to encourage diversity. In [15], the authors simply use a very large population size (i.e., 1000) to increase the diversity. A key difference between our work and these previous work lies in the selection process and the number of mutation operations. The proposed solution takes both the limitations of computational resources and diversity of the population into account. As a result, even though we do not impose any strong restriction on the search space, we can use less computational costs to achieve competitive if not better prediction performance than [14,13,15].

\(^2\) they also used several other mutations that do not affect the structure of the network.
Our Approach

The proposed algorithm follows the standard flow of neuro-evolution, i.e., population initialization, individual selection, reproduction, mutation/cross-over, and fitness score evaluation. The individuals in the initial population are simple neural network structures with only one global pooling layer or one fully connected layer. We use an acyclic graph to encode an individual with each node in the graph representing a basic operation or connection including convolution, pooling, fully connected, concatenation and skip. Those operations are standard in the neural network literature. Please refer to Figure 3 for examples of individuals represented by a graph. We also use the prediction performance on a validation data as fitness score.

However, different from [14,15,13], we are not only exploring how to implement a genetic/evolutionary algorithm for optimizing deep convolutional neural networks, but also exploring how to reduce the computational costs under the framework of neuro-evolution without imposing strong restriction on the search space. Next, we will present our strategies for reducing the computational costs.

3.1 Aggressive selection and mutation

A potential issue in traditional selection strategies (e.g., tournament selection or sampling-based selection) is that weak individuals might survive for a long period. While this feature is helpful to increase the diversity of the population, however it may waste a lot of time to train these weak individuals that will eventually be eliminated. We propose to eliminate these weak individuals at
Algorithm 1 Aggressive Selection of top-$k$ individuals

1: **Input**: a population of individuals ranked according to their fitness score from large to small, $\mathcal{P}_{t-1} = \{i_1, \ldots, i_N\}$. A target number of individuals $k$ and a distance threshold $d$.
2: Initialize an empty set $\mathcal{P}_t$
3: for $j = 1, 2, \ldots, N$ do
4: choose the next individual $i_j$ in $\mathcal{P}_{t-1}$
5: if the distance between $i_j$ and individuals in $\mathcal{P}_t$ exceeds a certain threshold $d$ then
6: add $i_j$ into $\mathcal{P}_t$
7: end if
8: if the size of $\mathcal{P}_t$ is equal to $k$ then
9: return $\mathcal{P}_t$
10: end if
11: end for

their very early age, and use other approaches to increase the diversity of the population. The algorithmic description of the proposed aggressive selection is presented in Algorithm 1 and an illustration of the proposed selection process is presented in Figure 2. In particular, we greedily select the top $k$ individuals from a population of individuals $\mathcal{P}_{t-1}$ based on their fitness scores. To encourage the diversity, we also make sure the distance between the selected top individuals exceeds a certain threshold. The distance between two individuals is computed by comparing the nodes of two graph structures from input layer to output layer. If the nodes are represented by an alphabet denoting their operation or connection types, the distance is simply the hamming distance. It is notable that the distance between individuals is also considered by fitness sharing in previous studies [20] to encourage diversity.

**Multiple Cloning.** With the aggressive selection strategy described above, we can eliminate many weak individuals at their early ages. However, the small number of retained individuals will reduce the size of the next population and thus restrict diversity. To address this issue, we will resort to cloning, i.e., making multiple copies of the selected individuals to undergo different mutations for generating the next population. For comparison, in traditional tournament selection as illustrated in Figure 2, a weak individual might be selected and each survived individual only undergoes one mutation, which is the strategy adopted in [15,13]. In conventional sampling-based selection and mutation, each individual has a certain probability to be retained and the retained individual has a certain probability to be mutated. This is the strategy adopted in [14], where the mutation probability is set to a small value (e.g. 0.05). We can see that the proposed selection and mutation strategy is more aggressive than the existing works in that only a small number of strong individuals are retained and each survived individual reproduces themselves to undergo more mutations for potential growth in the fitness.
3.2 Mutation operations

To complement our proposed aggressive selection and mutation, we increase the number of possible mutation operations compared to the existing works [15][13][14]. We define 15 different types of mutation operations as shown in Table 1 which almost doubles the amount considered in [15]. Note that three mutation operations (reset_weight, continue_training, alter_learning_rate) appeared in [15] are not included in Table 1 since those operations do not change the structure of a neural network. Next, we provide more details regarding each mutation operation. In the following, we discuss some implementation details of each mutation operation. We are going to focus on the add operations. For all removal operations, we randomly select and remove one of existing layers of the chosen type. If no such layer exists, no operation will be applied.

- **add_convolution**: Firstly, we randomly select the position to add a convolution layer. Then we insert a convolution layer with channel number 32, stride 1, filter size 3 × 3, and number of padding pixel 1. For simplicity, those values are chosen to ensure the input and output of the feature map dimensions do not change after the convolution. Note that even though we use a predefined set of channel number, stride and filter size, those values could be altered later through alter_channel_number, alter_stride, alter_filter_size mutation operations, which we will discuss shortly. In this work, a convolutional layer is by default followed by batch normalization [26] with Relu [4] activation unit.

- **alter_channel_number, alter_stride, alter_filter_size**: These three types of mutation operations are to reset the hyper-parameters in a convolution layer. We randomly choose a new value for the corresponding hyper-parameter from a predefined list, i.e., \{8, 16, 32, 48, 64, 96, 128\} for channel numbers, \{1 × 1, 3 × 3, 5 × 5\} for filter sizes, and \{1, 2\} for strides.

- **add_skip**: A skip layer, illustrated in Figure 3 is to implement the skip connection introduced in residual networks [16]. Since a skip layer requires its two bottom layers to share the same feature map dimension and channel number, we first find out all pairs of layers which could potentially be bottom layers of the skip layer. Then, a skip connection is added on top of a randomly selected pair from all possible pairs.

- **add_concatenate**: Similar to skip layer, a concatenate layer requires two bottom layers to share the same feature map dimension, but they could have different channel numbers. Thus, the add_concatenate mutation follows a similar procedure as add_skip mutation.

- **add_pooling**: Here, we restrict the insertion of a pooling layer such that it can only take place right after a convolution layer. For simplicity, we limit the pooling strategy to be max pooling and kernel size to 2 × 2 with stride 2. This predefined pooling configuration could be relaxed in future work.

- **add_fully_connected**: For this operation, we limit its position to be the last layer or immediately following another fully connected layer. The output dimension of this inserted layer is uniformly chosen from the following set \{50, 100, 150, 200\}. 
Fig. 3. Example of how a neural network structure mutates to new ones after undergoing different mutation operations: add convolution, add concatenate and add skip. The dotted squares mark added convolution layer “Conv3”, concatenate layer “Concat1” and skip layer “Skip1”.

- **add_dropout**: For this operation, we limit its position to be immediately after a fully connected layer. For simplicity, we set dropout ratio to 0.5.

Note that applying some mutation operations (e.g., alter stride, add pooling) may result in inconsistency of feature map dimensions. In this situation, we will adopt the following strategies to address the above issue: i) adding additional padding pixel; ii) adding a $1 \times 1$ convolution layer to adjust channel numbers. If it still results in an invalid network structure, we simply apply a mutation again.

In Figure 3, we show an example of how a neural network structure evolves to new ones after undergoing some mutation operations: add convolution, add concatenate, add skip. We use the dotted square to mark the new layers. Clearly, we could see that as network evolves, we can explore the diverse neural network structures and obtain neural network structure with potential better performance.

### 3.3 Training strategy

To evaluate the fitness score of each individual, a standard approach is to use existing optimization algorithms off-the-shelf to learn the weight parameters. Training a CNN may take tens of thousands gradient descent iterations to achieve a good local minimum. However, we observe that “deep” training (i.e., setting a very stringent condition for stopping the training process) is not necessary during the evolution since our goal is to have a ranked list of individuals for selection. Therefore, a rough estimate of the prediction performance for each individual is sufficient for driving the evolution.

To reduce the training time of each individual during the evolution, we explore a different learning rate decay strategy to train a deep neural network. There are two popular strategies for decaying the learning rate. One method is
Table 1. The allowed mutation operations in our work and in [15]; ✓ represents that mutation operation is defined while - represents not available

| Mutations                  | [15] | Ours |
|----------------------------|------|------|
| add_convolution            | ✓    | ✓    |
| remove_convolution         | ✓    | ✓    |
| alter_channel_number       | ✓    | ✓    |
| alter_filter_size          | ✓    | ✓    |
| alter_stride               | ✓    | ✓    |
| add_dropout                | ✓    | ✓    |
| remove_dropout             | ✓    | ✓    |
| add_pooling                | ✓    | ✓    |
| remove_pooling             | ✓    | ✓    |
| add_skip                   | ✓    | ✓    |
| remove_skip                | ✓    | ✓    |
| add_concatenate            | ✓    | ✓    |
| remove_concatenate         | ✓    | ✓    |
| add_fully_connected        | ✓    | ✓    |
| remove_fully_connected     | ✓    | ✓    |

To speed up the evolution process, we also use non-uniform sampling probabilities for choosing a mutation operation. Using uniform probabilities to choose a mutation operation will waste lots of time training weak individuals that are mutated by removing convolution, skip, concatenation from their parents in the early stage of evolution process. To avoid this issue, we explicitly set the sampling probabilities of add_convolution, add_skip, add_concatenate, alter_stride...
alter_filter_size, and alter_channel_number two times larger than that of other mutation operations at the earlier stage of the evolution process.

4 Experiments

In this section, we report some experimental results of the proposed aggressive genetic programming approach for optimizing convolutional neural network structures. We emphasize that we are not aiming to achieve better performance than [15] due to limited computing resources. Instead, we focus on showing that the proposed strategies can reduce the computational time and also achieve competitive and even better performance than similar works using significantly less computational power.

In subsection 4.1, we describe the experiment setup including datasets and data preprocessing. In subsection 4.2, we show the performance of the aggressive selection strategy under different values of $k$ on CIFAR-10 [3] dataset to justify the proposed aggressive selection. In subsection 4.3, we compare the performance of the proposed aggressive evolution with other genetic approaches as well as previous works that achieved the-state-of-art results by hand-crafted networks on four standard benchmark datasets. In subsection 4.4, we present the discovered neural network structures for CIFAR-10 and CIFAR-100.

4.1 Experimental setup

Datasets and Preprocessing: We conduct experiments on four benchmark datasets: MNIST [1], SVHN [2], CIFAR-10 [3] and CIFAR-100 [3]. MNIST dataset contains 60,000 training images and 10,000 test image where each grayscale image contains one of the 10 digits, 0 to 9. CIFAR-10 dataset [3] has 50,000 training images and 10,000 test images. It contains 10 classes and each RGB image has a size of $32 \times 32$. The data is preprocessed by applying a Global Contrast Normalization (GCN) and ZCA whitening [28] and each side is padded with four pixels. In the training phase, a $32 \times 32$ patch is randomly cropped from the padded image while in the test phase the original images are used. CIFAR-100 dataset is similar to CIFAR-10 dataset but has 100 classes in total. SVHN is a street view house number dataset which contains about 73,257 training images and 26,032 test images.

Experiment configuration: In our experiment, the population size is set to be 10. Given a population of 10 individuals (which are clones of top $k$ individuals in intermediate generations), we let each individual undergo a mutation, and then select top $k$ individuals from the 10 mutated individuals and the original 10 individuals. A new population will be created by making equal number of clones of the selected individuals to reach the population size 10. It is worth mentioning that even though we use such a small population size, our performance is competitive and even better than [13,14], in which the population size is set to 100 and 20, respectively. It is expected that using a larger population
Fig. 4. **Left:** The test accuracy of the best individual among the selected top \( k \) individuals vs the number of generations on CIFAR-10 dataset, where different curves correspond to aggressive selection with different values of \( k \). **Middle:** The test accuracy of the best individual among the selected individuals by using aggressive, tournament, sampling uniformly and sampling by fitness selection strategies vs the number of generations on CIFAR-10 dataset. **Right:** The evolution of model size and test accuracy of the best individual in AG-Evolution algorithm on CIFAR-10.

size will further increase our performance according to [15]. We use mini-batch Stochastic Gradient Descent (SGD) to train each individual neural network for a maximum of 20,000 iterations with a momentum 0.9. The mini-batch size is fixed to be 128. The weight decay is set to be 0.0005. The learning rate strategy is described in subsection 3.3. The initial learning rates for the three stage are set to \( 10^{-1}, 10^{-3}, 10^{-5} \), respectively. The parameters in [11] are set to \( \gamma = 0.001 \) and \( \alpha = 0.75 \). The distance threshold in aggressive selection is set to be 1. In our experiments, one evolution process is always run on one GPU.

### 4.2 The effect of aggressive selection

Here, we present the evidence that the proposed aggressive selection strategy can dramatically speed up the evolution process. The following experiments are conducted in the CIFAR-10 dataset. In the left of Figure 4, we plot the evolved network performance under four different values of \( k = 1, 2, 5, 10 \) used in our aggressive selection strategy. The smaller the \( k \) value, the more aggressive the selection strategy. For each experiment setting, we plot the test accuracy of the best individual among the selected top \( k \) individuals from each generation. We observe that aggressive selection with smaller values of \( k \) (e.g., 1 and 2) evolves faster than non-aggressive selection using larger values of \( k \) (e.g., 5, 10). We further compare the proposed aggressive selection strategy with other existing selection strategies such as Tournament, Sampling Uniformly and Sampling by Fitness. In the middle of Figure 4, we plot the test performance of the best individual in one generation by using those different selection strategies, from which we can observe that aggressive selection evolves faster than other strategies dramatically. For researchers and practitioner in genetic programming, this proposed competition strategy is of interest and can be easily adopted.

### 4.3 Comparison with existing methods

In this section, we compare the performance of the proposed aggressive genetic programming approach with existing genetic approaches on benchmark datasets
MNIST, SVHN, CIFAR-10, CIFAR-100. We refer to the genetic approaches presented in [13,14,15] as EDEN, Genetic-CNN and LS-Evolution, respectively. For our method, we report the result using aggressive selection with \( k = 1 \), referred to AG-Evolution. For reference and comparison, we also include state-of-the-art results based on hand-crafted neural network structures (referred them as SOTA) as well as the results using non-aggressive selection (i.e., by setting \( k = 10 \) in our framework), which is referred to as NA-Evolution.

For NA-Evolution and AG-Evolution, we terminate the evolution process when the performance on the validation data saturates on all datasets except on the CIFAR-100 dataset, in which we terminate the process earlier. It is possible that by continuing the evolution process, the performance might be further improved. We would also like to emphasize that state-of-the-art results could be attributed to not only a good network structure but also some other factors (e.g., using a good pooling function [29]), which are not considered in current genetic approaches. For Genetic-CNN, we do not compare with the results in their Table 3 for SVHN, CIFAR-10 and CIFAR-100. The reason is that their results in Table 3 are not directly achieved by the evolution process. They re-trained the networks by using large number of filters, which are not exactly the networks found by their genetic algorithm.

Table 2, 3, 4, 5 show our results on different datasets. For each method, we report both the test accuracy and the computational cost measured by the total number of used GPU hours (GPUH), which is used in [14,13,15]. The GPUH numbers for other methods are directly from the original papers. It is notable that on some datasets the results of EDEN, Genetic-CNN and LS-Evolution are missing, which is because they are not reported in the original papers. From the results, we have the following observations.

- First, the performance of the discovered neural network structures by our genetic approach AG-Evolution on MNIST and SVHN datasets is very close to the state-of-the-art results.
- Second, compared with EDEN [13], AG-Evolution achieves better performance on MNIST and CIFAR-10, and compared with Genetic-CNN [14], AG-Evolution can find a much better neural network on CIFAR-10 (0.9052 vs 0.7706 for test accuracy) with much less time (72GPH vs 408GPUH).
- Third, compared with the LS-Evolution [15] on CIFAR-10 data, which achieves a test accuracy of 0.9180 with 17971 GPUH, our AG-Evolution achieves a similar performance of 0.9052 with much less time, i.e., 72GPUH. It is expected that by continuing our evolution process, we might achieve similar test accuracy to 0.9460 but with less amount of time.
- Finally, AG-Evolution uses a much shorter time to find network structures achieving almost similar performance to NA-Evolution with a much longer time on SVHN, CIFAR-10 and CIFAR-100 datasets, which further verifies the benefit of the proposed aggressive selection.

In Figure 5, we plot the test accuracy of the best individual in each generation versus the number of generations on the four datasets for AG-Evolution, from which we could see the proposed genetic approach gradually improves the
genetic approach for searching neural network structures

| Approach       | Test Acc | Comp Cost |
|----------------|----------|-----------|
| SOTA [30]      | 0.9979   | -         |
| Genetic-CNN [14]| 0.9966   | 48 GPUH   |
| EDEN [13]      | 0.9840   | -         |
| AG-Evolution   | 0.9969   | 35 GPUH   |

Table 2. Comparison of test accuracy and computational cost on MNIST dataset. **NA-Evolution** is not run on this dataset due to that **AG-Evolution** almost achieves the same performance as the state-of-the-art.

performance of neural network structures. We also report the evolution of model size of individuals on CIFAR-10 dataset in the right of Figure 4.

| Approach       | Test Acc | Comp Cost |
|----------------|----------|-----------|
| SOTA [29]      | 0.9831   | -         |
| NA-Evolution   | 0.9620   | 552 GPUH  |
| AG-Evolution   | 0.9541   | 60 GPUH   |

Table 3. Comparison of test accuracy and computational cost on SVHN dataset.

| Approach       | Test Acc | Comp Cost |
|----------------|----------|-----------|
| SOTA [31]      | 0.9654   | -         |
| LS-Evolution   | 0.9460   | >65,000 GPUH |
| LS-Evolution   | 0.9180   | >17,500 GPUH |
| Genetic-CNN    | 0.7706   | 408 GPUH  |
| EDEN [13]      | 0.7450   | -         |
| NA-Evolution   | 0.9037   | 552 GPUH  |
| AG-Evolution   | 0.9052   | 72 GPUH   |

Table 4. Comparison of test accuracy and computational cost on CIFAR-10 dataset.

Note that the benefit of this work for practitioners in deep learning and computer vision community is that they can utilize our work to automatically search the optimal neural network structures for their own task with acceptable computing cost.

4.4 Discovered Network Structures

Finally, we show two network structures found by the proposed **AG-Evolution** for CIFAR-10 and CIFAR-100 datasets in Figure 6. It is notable that both net-
| Approach     | Test Acc | Comp Cost |
|--------------|----------|-----------|
| SOTA [31]    | 0.8280   | -         |
| LS-Evolution [15] | 0.7700   | >65,000 GPUH |
| NA-Evolution | 0.6560   | 552 GPUH  |
| AG-Evolution | 0.6804   | 184 GPUH  |

Table 5. Comparison of test accuracy and computational cost on CIFAR-100 dataset.

Fig. 5. Test Accuracy vs Generation Number on MNIST, SVHN, CIFAR-10, CIFAR-100 dataset.

works are multiple path networks with concatenation and skip connections similar to GoogleNet [17] and ResNet [16].

Fig. 6. Discovered neural network structures for CIFAR-10 and CIFAR-100 dataset.
5 Conclusions

In this paper, we have developed an aggressive genetic programming approach to optimize the structure of convolutional neural networks under limited computational resources without imposing strong restrictions on the search space. Our study shows that it is possible to achieve promising result using the proposed aggressive genetic programming approach in a reasonable amount of time. We expect the proposed strategies can be also useful for optimizing other types of neural networks (e.g., recurrent neural networks), which will be left as future work.
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