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Abstract

We consider capillary surfaces that are constructed by bounded generating curves. This class of surfaces includes radially symmetric and lower dimensional fluid-fluid interfaces. We use the arc-length representation of the differential equations for these surfaces to allow for vertical points and inflection points along the generating curve. These considerations admit capillary tubes, sessile drops, and fluids in annular tubes as well as other examples.

We present a pseudo-spectral method for approximating solutions to the associated boundary value problems based on interpolation by Chebyshev polynomials. This method is observably more stable than the traditional shooting method and it is computationally lean and fast. The algorithm is also adaptive, but does not use the adaptive automation in Chebfun.
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1 Introduction

The equilibrium shape of liquids can be described by the interfaces between immiscible fluids, and those interfaces are commonly called capillary surfaces. These fluid shapes have been of interest since the ancient times [19], though the advent of the calculus, and soon thereafter that of the calculus of variations gave precision to these studies, and in 1806 Laplace gave, among other results, the first description of radially symmetric capillary surfaces that this author is aware of. The study of capillary action with radial symmetry was the motivation for the numerical method we now know as Adams-Bashforth [1], a classic multi-step ODE solver. The dawn of the space age renewed interest in these capillary problems, as surface and wetting effects dominate fluid behavior in micro-gravity. The monograph by Finn [15] is an excellent resource for those unfamiliar with capillarity. Around the turn of the century interest swung towards problems involving multiple fluids in equilibrium, or configurations of fluids with floating solids [4], [13]. We will not give a complete catalog of these results here. We will note that, as is extremely common in mathematical physics, the numerical computation of solutions
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is far ahead of the theoretical treatment. It is our goal here to provide a robust numerical solver for those capillary surfaces that are described by bounded generating curves which is both computationally lean and extremely precise. This will provide a useful tool in the further study of configurations where at least one component is a capillary surface.

Chebyshev polynomials were first described in 1854 [11]. Their use in approximation theory has been extensive, and a catalog of the uses of these orthogonal polynomials will also not be given here. We will, however, echo Trefethen’s observation [26] that Orszag’s early work in Chebyshev spectral methods dates to the beginning of the 1970’s in [22] and [23]. We will also be using these polynomials to interpolate solutions, though for us they will be solutions to the differential equations describing capillary surfaces, and this will be in the form of Chebyshev differentiation matrices used as building blocks for the differential operators involved. For those unfamiliar with this technique or background, we recommend Trefethen [25] and [26], though there are other fine books (e.g. [6] and [16]),. Trefethen, Birkisson, and Driscoll [27] is also quite relevant to our approach. We will be using Matlab with Chebfun [10] to facilitate some aspect of our work, though we will not be using all of the automation implemented in Chebfun. We prefer to present enough details of our work so that an interested reader can implement these algorithms on platforms other than Matlab using Chebfun without an undue burden to develop the code. With this aim for ease of cross-platform implementation, we use Chebfun to generate our differentiation matrices, and for plotting our generating curves with barycentric interpolation in a way that puts visible points at the Chebyshev points along the curves.

We will focus on three prototype problems:

- **P1** Simply connected interfaces that are the image of a disk,
- **P2** Doubly connected interfaces that are the image of an annulus, and
- **P3** The lower-dimensional problem.

The main examples for **P1** are the capillary tube and the sessile drop: see Figure 1. The main examples for **P2** are component interfaces for more complicated configurations such as a

![Figure 1: A capillary tube with radius 3 and contact angle \( \gamma = 3\pi/8 \) (L) and a sessile drop with contact angle \( \gamma = \pi \) (R).](image-url)
Figure 2: A drop of liquid rests at the interface between water and air (L) and a ball floats at the surface of a liquid. (R). Both examples are sections of radially symmetric configurations, and both use legacy code to generate the capillary surfaces shown.

The rest of this paper is organized as follows: in Section 2 we give details for P1-P3, in Section 3 we give cover the basic algorithm, in Sections 4-6 we give studies of each treatment of P1-P3 and provide details specific to each case. Section 7 contains conclusions and a discussion of the limitations of the code.

We have released Matlab implementations of these algorithms under an open source license. These files are available in a GitHub repository at https://github.com/raytreinen/Spectral-Method-Capillarity.git

Finally, all of the testing for this paper was done on a 2018 MacBook Pro with a 2.6 GHz 6-Core Intel Core i7 processor and 32 GB 2400 MHz DDR4 RAM.

2 Details for the three prototype problems

The mean curvature of a capillary surface is an affine function of its height $u$ over some reference level. We will restrict our attention to embedded solutions of the mean curvature equation

$$nH = \kappa u - \lambda,$$

where $nH$ is $n$ times the mean curvature of the surface, $\kappa = \rho g / \sigma > 0$ is the capillary constant with $\rho$ defined to be the difference in the densities of the fluids, $g$ the gravitational constant, and $\sigma$ the surface tension. Here $\lambda$ is a Lagrange multiplier that is used for volume-constrained problems, and for the physical problems that we are considering, $n$ is 1 or 2, depending on
the dimension of the “surface”. See \[15\] and \[29\]. This equation is sometimes known as the Young-Laplace equation, or the capillary equation.

We first note that vertically translating a surface does not change its mean curvature, and so we may treat our problems without the Lagrange multiplier $\lambda$ and then vertically translate the surface to meet any volume constraints that may exist. With the assumption that $\lambda = 0$, we next note that if $u$ is a solution, then $-u$ is also a solution. Our next observation is that our mean-curvature formulation is not dependent on the surface being described as a function over a base domain, and this feature is often found in treatments of these problems. We wish to unify treatments of sessile drops with treatments of fluids in capillary tubes, and other potential component interfaces, and so we choose formulations that can include vertical points and inflection points on the capillary surface. In case the reader is not familiar, we note that this strategy appears in \[15\], and we refer to that work for further reading.

In the present work we will be restricting our attention to surfaces that are described by a bounded generating curve. These are most commonly surfaces that are radially symmetric. In some cases there are theorems that directly establish this symmetry, and in other cases the existence of symmetric solutions is found, and then the general comparison theorem for these surfaces can be applied to show uniqueness, and thus the symmetric solution is the unique solution. There are configurations where symmetry is not yet established, and other configurations where the symmetric solutions are shown to have a larger potential energy than asymmetric solutions. (See \[7\] and \[8\].) In any case, we find ongoing interest in the symmetric solutions of capillary surfaces.

With this radial symmetry, the capillary equation can be written as a system of three nonlinear ordinary differential equations, parametrized by the arclength $s$:

\[
\begin{align*}
\frac{dr}{ds} &= \cos \psi, \\
\frac{du}{ds} &= \sin \psi, \\
\frac{d\psi}{ds} &= \kappa u - \frac{\sin \psi}{r},
\end{align*}
\]

where $r$ is the radius and $u$ is the height of the interface, and the inclination angle $\psi$ is measured from the corresponding generating curve which is described by $(r(s), u(s))$.

### 2.1 The problem P1

For symmetric and simply connected surfaces that are the image of a disk, we specify boundary conditions by the requirement that at some arclength $\ell > 0$ the radius $r(\ell)$ meets a prescribed value $b > 0$, and the inclination angle $\psi(\ell)$ meets a prescribed value $\psi_b \in [-\pi, \pi]$. However, this value of the arclength $\ell$ is unknown, and this predisposes one to a shooting method to determine this value with other parameters to solve the problem. We take an alternative approach by rescaling the problem. We define $\tau = s/\ell$, or $s = \ell \tau$. Then we define

\[
\begin{align*}
R(\tau) := r(\ell \tau) &= r(s), \\
U(\tau) := u(\ell \tau) &= u(s), \\
\Psi(\tau) := \psi(\ell \tau) &= \psi(s).
\end{align*}
\]
This scaling is suitable for use with Chebyshev polynomials, as the natural domains of $R, U,$ and $\Psi$ are now $[-1,1]$. Then, using the chain rule and multiplying each equation by $\ell$, (1)-(3) become

$$
R'(\tau) - \ell \cos \Psi(\tau) = 0, \quad (4)
$$

$$
U'(\tau) - \ell \sin \Psi(\tau) = 0, \quad (5)
$$

$$
\Psi'(\tau) + \frac{\ell \sin \Psi(\tau)}{R(\tau)} - \kappa \ell U(\tau) = 0. \quad (6)
$$

If we define the column vector $v = [R \ U \ \Psi \ \ell]^T$, we can use (4)-(6) to define the nonlinear operator in the vector equation

$$
\hat{N}(v) = 0. \quad (7)
$$

We then use the boundary conditions

$$
R(1) - b = 0, \quad (8)
$$

$$
R(-1) + b = 0, \quad (9)
$$

$$
\Psi(1) - \psi_b = 0, \quad (10)
$$

$$
\Psi(-1) + \psi_b = 0, \quad (11)
$$

so that we have some form of a two-point boundary value problem. We append (7) with these boundary conditions to form the system

$$
N(v) = 0. \quad (12)
$$

The resulting solution $(R, U) = (r, u)$ is not a generating curve of the surface, but it is a section. The generating curve is given by $(R(\tau), U(\tau))$ for $0 \leq \tau \leq 1$, and the generating curve has total arclength $\ell$. It is worth noting, that in our formulation there is no explicit restriction to curves that have a reflection symmetry about the vertical axis. Of course, only those symmetric configurations are solutions, but the numerical solver will be free to choose asymmetric curves. One final remark on the general nature of this problem is that (3) and (6) have singularities at $r = R = 0$. It is known that this singularity is removable, and the solution is analytic $[15]$. We will discuss our numerical approach to this singularity when we return to the results for this problem. For the time being, we present an alternative form of (6) that is suitable for reducing the numerical error from rounding, as exaggerated by dividing by a number close to zero. We multiply by $R$ to get

$$
R(\tau)\Psi'(\tau) + \ell \sin \Psi(\tau) - \kappa \ell R(\tau)U(\tau) = 0, \quad (13)
$$

which we will use when $b$ is relatively small. When we use (13) in place of (6) we denote the changed $N$ by $N_1$ (and $F$ and $L$ similarly below) when specifying the difference is important, and we will generically refer to those objects without subscripts when no confusion is expected.

We will later approach this nonlinear problem with a Newton method, and we will need to use the Fréchet derivative

$$
F(v) = \frac{dN}{dv}(v).
$$
Since $v$ has several components, and some of those components involve derivatives with respect to $\tau$, we introduce the differential operator

$$D = \frac{d}{d\tau},$$

which is applied in a block fashion to $v$ so that $R'(\tau) = [D\ 0\ 0\ 0]v$, for example. We will also have need to use an operator version of function evaluation. We denote $D_0^0$ to be this operator, so that $D_0^0 R = R(1)$. With this in hand, we compute

$$F(v) = \begin{bmatrix}
D & 0 & \ell \sin \Psi & -\cos \Psi \\
0 & D & -\ell \cos \Psi & -\sin \Psi \\
-\frac{\ell \sin \Psi}{D} & -\kappa \ell & D + \frac{\ell \cos \Psi}{\kappa} & \frac{\sin \Psi}{\kappa} - \kappa U \\
D_0^0 & 0 & 0 & 0 \\
0 & D_0^0 & 0 & 0 \\
0 & 0 & D_0^0 & 0 \\
0 & 0 & 0 & D_0^0
\end{bmatrix} v. \quad (14)$$

We will have need to solve linear systems based on the definition $F(v) := Lv$. For $F_1$ and $L_1$, we merely change the third row to

$$\begin{bmatrix}
D\Psi - \kappa \ell U & -\kappa \ell R & -\kappa R D + \ell \cos \Psi & \sin \Psi - \kappa U R
\end{bmatrix}. \quad (15)$$

2.2 The problem P2

If we replace the symmetric and simply connected surfaces that are the image of the disk considered in Subsection 2.1 with doubly connected interfaces that are the image of an annulus, the scaling argument is preserved. There are differences though, as the arclength $s = 0$ does not correspond to the radius being zero. We reuse (4)-(6) and (14), but we have boundary conditions

$$R(1) - b = 0, \quad (16)$$
$$R(-1) - a = 0, \quad (17)$$
$$\Psi(1) - \psi_b = 0, \quad (18)$$
$$\Psi(-1) - \psi_a = 0, \quad (19)$$

where we introduce $a \in (0, b)$ and $\psi_a \in [-\pi, \pi]$. This changes the definition of $N$, but not that of $F$. Notice that in this case there is no singularity as $R \neq 0$. If $|\psi_a|, |\psi_b| \leq \pi/2$, then the resulting solution curves are graphs and we have an annular capillary tube, with the inner wall at the radius $a$ and the outer wall at the radius $b$ [12]. If this restriction of the inclination angles is removed, then the solution curve can pass through one or both of the “walls” [28] and is primarily useful as a component interface in a more complicated configuration, such as a floating drop problem [14] or a floating ball problem [21]. In either case, these solution curves form generating curves with total arclength $2\ell$. The global behavior can become quite complicated [3], though we specify boundary conditions that avoid the self-intersections appearing in that work.
2.3 The problem P3

Our final prototype problem is the lower dimensional problem. Here we do not have a radial symmetry, however the problem is quite similar to P2. Here we replace (1)-(3) with

\[
\frac{dx}{ds} = \cos \psi, \quad \frac{du}{ds} = \sin \psi, \quad \frac{d\psi}{ds} = \kappa u,
\]

where \( x \) represents a horizontal displacement. There are two main ways to interpret this problem. The first is that the solutions form a generating curve that is extended in the \( y \) direction as a ruled surface. One may take this extension in the \( y \) direction as over a unit interval, or over any other interval, including the whole infinite interval. In these cases the meridional curvature is \( \frac{d\psi}{ds} \) and the latitudinal curvature is zero. The other interpretation is that this is quite simply a lower dimensional problem and there is only one curvature to consider. For this reason we often call this the lower-dimensional problem, though it has other important interpretations.

This system is also known as Euler’s elastica, as well as the nonlinear pendulum equation. See [29], [17], and using Chebfun [27]. As in the previous case, the global behavior can become quite complicated [20], though we specify boundary conditions that avoid the self-intersections studied in that work.

As before, we scale the problem to find

\[
X'(\tau) - \ell \cos \Psi(\tau) = 0, \quad U'(\tau) - \ell \sin \Psi(\tau) = 0, \quad \Psi'(\tau) - \kappa \ell U(\tau) = 0.
\]

where we define \( X(\tau) := x(\ell \tau) = x(s) \) and the other functions are defined as above. We use this, as before, to define \( N(\mathbf{v}) = 0 \) with \( \mathbf{v} = \begin{bmatrix} X & U & \Psi & \ell \end{bmatrix}^T \), including the boundary conditions

\[
\begin{align*}
X(1) - b &= 0, \\
X(-1) - a &= 0, \\
\Psi(1) - \psi_b &= 0, \\
\Psi(-1) - \psi_a &= 0,
\end{align*}
\]

with \(-\infty < a < b < \infty \) and \(-\pi \leq \psi_a, \psi_b \leq \pi \). Then we compute

\[
F(\mathbf{v}) = \begin{bmatrix}
D & 0 & \ell \sin \Psi & -\cos \Psi \\
0 & D & -\ell \cos \Psi & -\sin \Psi \\
0 & -\kappa \ell & D & -\kappa U \\
D^0_{-1} & 0 & 0 & 0 \\
D^0_1 & 0 & 0 & 0 \\
0 & 0 & D^0_{-1} & 0 \\
0 & 0 & D^0_1 & 0
\end{bmatrix} \mathbf{v}
\]

for this problem. We again will use the notation \( F(\mathbf{v}) = L\mathbf{v} \).
3 The spectral method

The basis of the approach we take has its roots in Trefethen’s monograph [25], though the treatment of boundary conditions has advanced since that work appeared. The discretization of the differential operators is in the block form, as they appear above, and as is described in Driscoll and Hale [9] and then Aurentz and Trefethen [2]. Here we briefly summarize the ideas from those works. Chebyshev differentiation matrices can be realized as the linear transformation between the data points corresponding to the interpolating polynomials for a function $f$ and its derivative $f'$, where the data is sampled at Chebyshev grid points $x_j = \cos(\theta_j) \in [-1,1]$ where the angles $\theta_j$ are equally spaced angles over $[0,\pi]$. Of course, these grid points do not need to be fixed, as multiple samplings can be used. If the matrix is not square, then the number of rows being less than the number of columns can be seen as down-sampling.

We will treat the nonlinearity of $N$ with a Newton method. Here we present the basic ideas with the backdrop of $P_1$. We will postpone comments on initial guesses and other points of interest for the next section, and we will also discuss how to modify these basic ideas to the other problems in later sections.

The basic building blocks of the nonlinear equation are based on $D^0$ and $D$, which we implement using the Chebfun commands

$$D0 = \text{diffmat}([n-1 \ n],0,X);$$
$$D1 = \text{diffmat}([n-1 \ n],1,X);$$

where $X = [-1,1]$, $n$ is the number of Chebyshev points we are using, and the input 0 or 1 indicates the number of derivatives. Since $D0$ is rectangular, it becomes a $(n-1) \times n$ identity matrix interpreted as a dense “spectral down-sampling” matrix implemented as interpolating on an $n$-point grid followed by sampling on an $(n-1)$-point grid. To sparsely build $N$ and $L$ we use the components

$$Z0 = \text{sparse}(n-1,n);$$
$$D01 = \text{spalloc}(n-1, 3*n + 1, n*(n-1));$$
$$D02 = D01, D03 = D01, D11 = D01, D12 = D01, D13 = D01;$$
$$D01(1:n-1, 1:n) = D0, D11(1:n-1, 1:n) = D1;$$
$$D02(1:n-1, n+1:2*n) = D0, D12(1:n-1, n+1:2*n) = D1;$$
$$D03(1:n-1, 2*n+1:3*n) = D0, D13(1:n-1, 2*n+1:3*n) = D1;$$
$$dT1n1 = \text{sparse}(1,3*n+1), dT1p1 = dT1n1;$$
$$dT3n1 = dT1n1, dT3p1 = dT1n1;$$
$$dT1n1(1) = 1, dT1p1(n) = 1, dT3n1(2*n+1) = 1, dT3p1(end-1) = 1;$$

where we will construct our operator based on the building block of multiplying a linear operator times our vector $v$ of solution components. We see $D01$ allocates the appropriate sparse matrix, and then that portion of the matrix that corresponds to multiplying by the $R$ component of $v$ is set to $D0$ for function evaluation, and $D11$ uses $D1$ for the differentiation of $R$ there. Then $D02$ evaluates $U$, $D12$ takes the derivative of $U$, and the same pattern is used for $D03$ and $D13$ with $\Psi$. Then $dT1n1$, $dT1p1$, $dT3n1$, and $dT3p1$ evaluate $R$ and $\Psi$ at negative 1 and positive 1 respectively.

Then $N$ and $L$ are given by
\[ N = @(v) \begin{bmatrix} D11*v - v(end).*cos(D03*v) \\ D12*v - v(end).*sin(D03*v) \\ D13*v + v(end).*sin(D03*v)./(D01*v) - kappa*v(end).*D02*v \\ dT1n1*v + b; dT1p1*v - b \\ dT3n1*v + psib; dT3p1*v - psib \end{bmatrix}; \]

and

\[ L = @(v) \begin{bmatrix} D1, Z0, spdiags(v(end)*sin(D03*v) ,0 ,n-1 ,n-1 )*D0, -cos(D03*v) \\ Z0, D1, spdiags(-v(end)*cos(D03*v) ,0 ,n-1 ,n-1 )*D0, -sin(D03*v) \\ spdiags(-v(end)*sin(D03*v)./(D01*v).^2) ,0 ,n-1 ,n-1 )*D0, ... \\ -kappa*v(end)*D0, D1 + (spdiags(v(end)*cos(D03*v),0,n-1,n-1))*D0, ... \\ sin(D03*v)./(D01*v) - kappa*D02*v \\ dT1n1; dT1p1; dT3n1; dT3p1 \end{bmatrix}; \]

where we use these version when \( b > 1 \). This formulation works well for larger radii problems, as it does not exaggerate the numerical error for large \( R \) values.

Here we take care that the number of Chebyshev points are chosen so that there is no evaluation of \( r = 0 \). This removable singularity is avoided in exactly the same way Trefethen described in \([25]\) when discussing the radial form of Laplace's equation.

If \( b \leq 1 \) then we use the formulations based on \([13]\) where we have no excessive numerical error due to rounding near the singularity. Then \( N_1 \) and \( L_1 \) are given by

\[ N_1 = @(v) \begin{bmatrix} D11*v - v(end).*cos(D03*v) \\ D12*v - v(end).*sin(D03*v) \\ (D01*v).*D13*v + v(end).*sin(D03*v) - kappa*v(end).*D02*v \\ dT1n1*v + b; dT1p1*v - b \\ dT3n1*v + psib; dT3p1*v - psib \end{bmatrix}; \]

and

\[ L_1 = @(v) \begin{bmatrix} D1, Z0, spdiags(v(end)*sin(D03*v),0,n-1,n-1)*D0, -cos(D03*v) \\ Z0, D1, spdiags(-v(end)*cos(D03*v),0,n-1,n-1)*D0, -sin(D03*v) \\ spdiags(D13*v - kappa*v(end).*D02*v),0,n-1,n-1)*D0, ... \\ spdiags(-kappa*v(end)*D01*v),0,n-1,n-1)*D0, ... \\ spdiags(D01*v,0,n-1,n-1)*D1 + spdiags(v(end)*cos(D03*v),0,n-1,n-1)*D0, ... \\ sin(D03*v) - kappa*D02*v \\ dT1n1; dT1p1; dT3n1; dT3p1 \end{bmatrix}; \]

The next steps are to construct initial guesses (see Section 4) and use Newton's method. To initialize this we pick a tolerance \( tol_{newton} \) and we use the relative error measured by the Frobenious norm. We found no practical difference when the infimum norm was used instead. For all of the examples in this paper, we used \( tol_{newton} = 1e-13 \). The basic loop is

\[
\text{while } \text{res}_\text{newton} > \text{tol}_\text{newton} \\
\quad dv = L(v)\backslash N(v); \\
\quad v = v - dv; \\
\quad \text{res}_\text{newton} = \text{norm}(dv,'fro')/\text{norm}(v,'fro'); \\
\text{end}
\]
If the Newton’s method fails to converge within a specified number of iterations, we then increase the number of Chebyshev points by four and we sample the current state of the iteration onto the new Chebyshev points, reinitialize the operators $N$ and $L$ as above, and we enter another loop for Newton’s method. Further, we include this process in an outer loop that also tests the relative error of the iterates even if the Newton’s method converges. We use the Frobenious norm to compute $\text{res}_\text{bvp}$ as $||N(v)||/||v||$. If this residual is greater than the prescribed tolerance, then we also increase the number of Chebyshev points by four as just described. We used a prescribed tolerance of $\text{tol}_\text{bvp} = 1e-12$ in all of the examples in this paper. It may also be that there is excessive polynomial oscillation across the Chebyshev points, and there are not enough of these points to accurately resolve the solution. We will explain this further below, but we note here that in this case then we increase the number of Chebyshev points by $2(n - 1) - 1$ instead. It may be that for some problems this adaptive parameter of the number of new points to add benefits from a customized choice. In the sense just described, our algorithm is adaptive.

If the boundary conditions are specified so that the solution curve will not be a graph over a base-domain, such as when $\psi_b > \pi/2$, then we use a method of continuation. We harvest the sign of $\psi_b$ and we solve ten problems with linearly spaced angles between $\pi/2$ and $|\psi_b|$ using the previously converged solution at each step as an initial guess for the next step. We preserve the number of needed Chebyshev points from the adaptive algorithm while moving from one step to the next. If $\psi_b < 0$, then we reflect about the $r$-axis. In problems $\text{P2}$ and $\text{P3}$, if needed, we do this for the inclination angles at $a$ and $b$ simultaneously.

Figure 3: A capillary tube with radius $b = 0.05$ and inclination angle $\psi_b = 3\pi/8$ (L) and with radius $b = 0.01$ and inclination angle $\psi_b = 7\pi/8$ (R). In all of our figures we include vertical lines to indicate the radius (or radii) of interest. In some figures this is obscured by the bounding boxes of the figure.

4 P1 Study

In order to start Newton’s method, we need an initial guess for the solution. With this in mind, we begin our study of symmetric capillary surfaces which are the image of a disk, and we first
consider some details known about the surfaces themselves. For the moment we will restrict our attention to $|\psi_b| \leq \pi/2$ as in Figure 3 (L), and if $|\psi_b| > \pi/2$ as in Figure 3 (R) we will use the method of continuation as described above. Further, we take $\psi_b \geq 0$, and reflect if needed.

| $b$ | $\psi_b$ | $n$ | Elapsed time |
|-----|----------|-----|--------------|
| 1   | $\pi/6$  | 15  | 0.0152       |
| 1   | $\pi/3$  | 15  | 0.0134       |
| 1   | $\pi/2$  | 15  | 0.0050       |
| 1   | $2\pi/3$ | 15  | 0.0358       |
| 1   | $\pi$    | 15  | 0.0284       |

Table 1: Solutions that are the image of a disk with radius $b = 1$, and a range of inclination angles, where the number of Chebyshev points $n$ and the elapsed time in seconds is shown.

The asymptotic limit of the solution as $b \to 0$, as given by the generating curve, is known to be a circular arc. Laplace gave (without proof) an estimate of the height of the interface on the axis of symmetry [18], and Siegel established this rigorously in 1980 [24]. See Finn’s monograph [15] for the details of what we will use here. Finn describes two circular arcs, with one strictly below the generating curve away from the $u$-axis, and another strictly above. We have found that the circular arc above is easy to compute from the boundary conditions, and up to vertical translations to adjust for estimates of the height of the tip, fairly robust. If the container has a small radius, the more precise formulation of the average radius of the two circular arcs is used with the vertical translation given by Laplace’s formula. In all cases we will use the notation of $u_0$ for the height of the tip. Laplace’s formula gives

$$u_0 \approx \frac{2 \cos \gamma}{\kappa b} - \frac{b}{\cos \gamma} + \frac{2b}{3} \frac{1 - \sin^3 \gamma}{\cos^3 \gamma}$$

$$= \frac{2 \cos \gamma}{\kappa b} - \frac{b \cos \gamma}{3} \frac{1 + 2 \sin \gamma}{(1 + \sin \gamma)^2},$$

(31)

where the contact angle is $\gamma = \pi/2 - \psi_b$. Finn shows that the two sectional curvatures are equal to $\kappa b^2 u_0/2$, and so we define the lower circular arc $\Sigma^{(1)}$ and the corresponding function $u^{(1)}(r)$, centered on the $u$-axis with $u^{(1)}(0)$ to be the height of the tip and radius $R_1 = 2/ (\kappa b^2 u_0)$. He finds this circular arc to be below the solution curve. Then he defines $\Sigma^{(2)}$ and the corresponding function $u^{(2)}(r)$, centered on the $u$-axis with $u^{(2)}(0)$ to be the height of the tip, and so that the inclination angle matches the prescribed angle at $b$. He establishes the fact that this curve is above the solution curve. We then have formulas

$$u^{(1)}(r) = u_0 + R_1 - \sqrt{R_1^2 - r^2},$$

and

$$u^{(2)}(r) = u_0 + R_2 - \sqrt{R_2^2 - r^2},$$

where we derive that $R_2 = b \csc \psi_b$.

If $b < 1$, we use the averages of these two radii to construct a circular arc that is midway between the upper and lower estimates for use in our initial guess for the height $U$ as a function
of $R$, and we use the initial height $u_0$ as above. In the cases when $b \geq 1$ we have found $u^{(2)}(r)$ with $u_0 = 2/R_2$ to be a better estimate for our initial guess. To build this we of course need estimates for the other quantities, and we always assume the initial guess to be a circular arc. We then have \( \Psi_0(\tau) = \tau \psi_b \) as a function over the domain of Chebyshev points, and \( R(\tau) = \hat{R} \sin(\Psi_0(\tau)) \) where \( \hat{R} \) is whichever radius we are using for that case. Finally, we use \( \ell_0 = |\hat{R}\psi_b| \) for the arclength.

In all of these cases, to account for an angle $\psi_b < 0$, we multiply the relevant corresponding initial guess components by $\text{sign}(\psi_b)$.

It can be that the iterates in Newton’s method stray away from physically relevant solutions, and sometimes get stuck there. To prevent this from happening two barriers are used in the iteration process. First, inside of the Newton’s method loop, if $|\Psi| > 3.5$, then those corresponding entries of the computational vector are reset to $\pm \pi$. Physically, we never have angles greater than $\pi$, so this restriction removes these problematic iterations. Since the solution curves have at most one inflection point, and none in the case we are considering, we measure the oscillations of $\Psi$ and if

$$\text{length(find(diff(sign(diff((S2*v(2*n+1:3*n)))))))} \geq 2$$

then for that iterate, we linearly interpolate $\Psi$ between the boundary conditions. In this case, that amounts to linearly interpolating from $-\psi_b$ to $\psi_b$.

The other case we can encounter is that there are not enough Chebyshev points to accurately resolve the solution. This typically appears in the outer loop, outside of the Newton’s method loop, and it shows up as excessive numerical oscillation of the approximating polynomial. So there in that outer loop we again test (32), and if this holds, then we simply increase the number of Chebyshev points by $2(n - 1) - 1$, as described above.

We include some results from running this code in Tables 1-2. The number of Chebyshev nodes is reasonably small, so the matrices are of size $(3n + 1) \times (3n + 1)$, and the code runs quite quickly, even when a rather extreme radius is chosen.

Table 2: Solutions that are the image of a disk with a range of radii $b$, and two choices of inclination angles shown in sub-columns. Also shown are the number of Chebyshev points $n$ and the elapsed time in seconds. The shaded sub-columns indicate the corresponding data.

| $b$   | $\psi_b$  | $n$  | Elapsed time |
|-------|-----------|------|--------------|
| 0.05  | $3\pi/8$  | 15   | 0.0603       |
| 0.10  | $3\pi/8$  | 15   | 0.0169       |
| 0.50  | $3\pi/8$  | 15   | 0.0054       |
| 1     | $3\pi/8$  | 15   | 0.0056       |
| 2     | $3\pi/8$  | 15   | 0.0398       |
| 10    | $3\pi/8$  | 27   | 0.0452       |
| 20    | $3\pi/8$  | 75   | 0.1613       |
In our study of bounded simply connected symmetric capillary surfaces, we begin by using an initial guess based on the ideas in the last section.

If \( \psi_a \psi_b < 0 \), then the solution will be “u-shaped”. The upward oriented case when \( \psi_b > 0 \) is reflected about the radial axis when \( \psi_b < 0 \). Then we center a circular approximation at \((b - a)/2\) and we derive the radius to be

\[
\hat{R} = \frac{b - a}{\sin(-\psi_a) + \sin(\psi_b)},
\]

so that it meets \( a \) and \( b \) at angles \( \psi_a \) and \( \psi_b \) respectively. Our arclength approximation is \( \ell_0 = \hat{R}|\psi_b - \psi_a| \), we use \( u_0 = 1/\hat{R} \), and we linearly interpolate the inclination angle by

\[
\Psi_0(\tau) = \frac{1 - \tau}{2}\psi_a + \frac{1 + \tau}{2}\psi_b.
\]

The circular approximation of the solution curve is then given by

\[
R_0(\tau) = \frac{a + b}{2} + \hat{R}\sin(\Psi_0(\tau)),
\]

and

\[
U_0(\tau) = u_0 + \hat{R}(1 - \cos(\Psi_0(\tau))).
\]

If \( \psi_a \psi_b \geq 0 \), then we have an “s-shaped” curve. Again, the case with upward oriented right half of the curve is given by \( \psi_b > 0 \), and if \( \psi_b < 0 \) we simply reflect the construction about the radial axis. Our approximation of the interface is not strictly circular, but shares some of the same concepts. We set

\[
\hat{R} = \frac{b - a}{\sin(\psi_a) + \sin(\psi_b)},
\]

with \( \ell_0 = \hat{R}(\psi_b + \psi_a) \), then

\[
\Psi_0(\tau) = \frac{1 - \tau}{2}\psi_a + \frac{1 + \tau}{2}\psi_b,
\]

and

\[
R_0(\tau) = \frac{a + b}{2} + \hat{R}\sin(\Psi_0(\tau)),
\]

are virtually the same. The most substantial difference is that we define

\[
U_0(\tau) = \frac{\tau}{b - a},
\]

which changes sign and is linear. While this is not a very accurate approximation, in practice it has shown to be fairly robust as an initial guess in Newton’s method.

We modify the above formulations of \( N \) and \( L \) as

\[
N = @(v) \begin{bmatrix}
D11*v - v(end).*\cos(D03*v) \\
D12*v - v(end).*\sin(D03*v) \\
D13*v + v(end).*\sin(D03*v)/(D01*v) - \kappa*v(end).*D02*v \\
dT1n1*v - a; dT1p1*v - b \\
dT3n1*v - psia; dT3p1*v - psib
\end{bmatrix};
\]
\[ L(\mathbf{v}) = \begin{bmatrix} D_1, Z_0, \text{spdiags}(v(\text{end})\sin(D_03v),0,n-1,n-1)*D_0, -\cos(D_03v) \\
Z_0, D_1, \text{spdiags}(-v(\text{end})\cos(D_03v),0,n-1,n-1)*D_0, -\sin(D_03v) \\
\text{spdiags}(-v(\text{end})\sin(D_03v))/((D_01v)^2),0,n-1,n-1)*D_0, ... \\
-kappa*v(\text{end})*D_0, D_1 + (\text{spdiags}(v(\text{end})\cos(D_03v),0,n-1,n-1))*D_0, ... \\
\sin(D_03v)/(D_01v) - kappa*D_02v \\
dT1n1; dT1p1; dT3n1; dT3p1 \];

and
\[ N1(\mathbf{v}) = \begin{bmatrix} D11*v - v(\text{end})\cos(D_03v) \\
D12*v - v(\text{end})\sin(D_03v) \\
(D_01v)*\text{spdiags}((D_13v-v(\text{end}))*\sin(D_03v) - kappa*v(\text{end})*\sin(D_03v),0,n-1,n-1)*D_0, ... \\
dT1n1*v - a; dT1p1*v - b \\
dT3n1*v - psia; dT3p1*v - psib \];

and
\[ L1(\mathbf{v}) = \begin{bmatrix} D_1, Z_0, \text{spdiags}(v(\text{end})\sin(D_03v),0,n-1,n-1)*D_0, -\cos(D_03v) \\
Z_0, D_1, \text{spdiags}(-v(\text{end})\cos(D_03v),0,n-1,n-1)*D_0, -\sin(D_03v) \\
\text{spdiags}(D_13v - kappa*v(\text{end})*D_01v),0,n-1,n-1)*D_0, ... \\
\text{spdiags}(-kappa*v(\text{end})*D_01v),0,n-1,n-1)*D_0, ... \\
\sin(D_03v) - kappa*(D_02v)*D_1 + \text{spdiags}(v(\text{end})\cos(D_03v),0,n-1,n-1)*D_0, ... \\
\text{spdiags}(D_01v,0,n-1,n-1)*D_1, \text{spdiags}(v(\text{end})\cos(D_03v),0,n-1,n-1)*D_0, ... \\
\sin(D_03v) - kappa*(D_02v)\text{end})*D_01v) \\
dT1n1; dT1p1; dT3n1; dT3p1 \];

and the rest of the algorithm proceeds without modification.

Figure 4: A annular surface with inner radius \( a = 1 \) and outer radius \( b = 3 \) and inclination angles \( \psi_a = -5\pi/8 \) and \( \psi_b = 3\pi/8 \) there (L) and an annular surface with inner radius \( a = 1 \) and outer radius \( b = 1.1 \) and inclination angles \( \psi_a = -7\pi/8 \) and \( \psi_b = 7\pi/8 \) (R).

In Figure 4 (L) we show a generating curve that has a vertical point on the left side of its span, but no vertical point on the right. This type of configuration is typical for multicomponent problems where there is an object or a different fluid “floating” in the center of a
cylindrical container of radius $b$ and the contact of the “exterior” interface with that object or fluid is at radius $a$. The physical (or mathematical) considerations may both determine $a$ and find $|\psi_a| > \pi/2$ in some cases.

In Figure 4 (R) we see an example where there are two vertical points which highlights the differences in the mathematical limits of interfaces as the radii get small. Here, as the gap between $a$ and $b$ gets small, the differences in the curvature on the right and the left are apparent when compared to problem P1 when $b \to 0$ as in Figure 3.

Figure 5: A annular surface with inner radius $a = 1$ and outer radius $b = 10$ and inclination angles $\psi_a = -7\pi/8$ and $\psi_b = -7\pi/8$ there (L) and an annular surface with radii $a = 0.05$ and $b = 1$, inclination angles $\psi_a = -7\pi/8$ and $\psi_b = \pi$ that was computed in 0.2242 seconds and finished with 195 Chebyshev points (R).

Figure 6: A annular surface with inner radius $a = 1$ and outer radius $b = 30$ and angles $\psi_a = -5\pi/8$ and $\psi_b = 5\pi/8$ using 61 data points along the interface.

In Figure 5 are examples of “s-shaped” interfaces, also containing two vertical points. On the left, we highlight a larger gap between $a$ and $b$ that used 17 Chebyshev points to resolve the interface to our requested precision. This is then to be contrasted with Figure 6 where the gap between $a$ and $b$ is larger, but we needed 61 Chebyshev points to achieve our requested
precision. This last figure also gives a concrete example of where the algorithm presented here begins to have real advantages over the shooting method used previously (say, in [14]). While we will describe this advantage in more detail in the next section, the basic idea of this “legacy” algorithm is to use a point \((m, u_m)\) corresponding to the horizontal point in the middle of the region between \(a\) and \(b\). (Clearly this only works for u-shaped interfaces, and the basic ideas have been modified to other configurations.) Then one uses the ODEs (1)-(3) to propagate the curve to the left and right, stopping at the prescribed inclination angle there. Then a nonlinear solver is used to match the radii that are produced by the construction just sketched with the prescribed radii \(a\) and \(b\) by varying the starting point \((m, u_m)\). This shooting method does not perform very well when the angle \(\psi\) and \(du/ds\) are both near zero for a large range of radii, meaning that there has been a barrier on the size of the gap in radii numerically studied up to now. This also applies to P1 for large \(b\). The literature does not contain any discussion of this limitation that this author is aware of.

On the right of Figure 5 we exhibit the beginnings of a multi-scale behavior. Here \(a = 0.05\) is chosen quite small, and \(b = 1\) is moderate, with inclination angles \(\psi_a = -7\pi/8\) and \(\psi_b = \pi\). This configuration converges fairly quickly, but it takes quite a few Chebyshev points. If \(\psi_a = -\pi\) is chosen, the code does not converge with any reasonable speed. In general this phenomena does sometimes cause our code to fail, and further refinement is needed to treat these cases with such multi-scale features.

We include some results from running this code in Tables 3-5. We include in these numerical studies results for the annular-type problems as well as the results for the lower-dimensional problem with the same data. The number of Chebyshev nodes is reasonably small, so the matrices are of size \((3n + 1) \times (3n + 1)\), and the code runs quite quickly.

6 P3 Study

We conclude with our treatment of the lower-dimensional case. We use the exact same initial guess constructions from the annular case, and this choice has robust performance in Newton’s method. The main difference between this case and what we have considered up to now is the system of differential equations is somewhat simpler, with no removable singularity, and solutions are independent of horizontal translations. We have

\[
N = @(v) [ D11*v - v(end).*cos(D03*v) \\
D12*v - v(end).*sin(D03*v) \\
D13*v - kappa*v(end).*D02*v \\
dT1n1*v - a; dT1p1*v - b \\
dT3n1*v - psia; dT3p1*v - psib ];
\]

and

\[
L = @(v) [ D1, Z0, spdiags(v(end)*sin(D03*v),0,n-1,n-1)*D0, -cos(D03*v) \\
Z0, D1, spdiags(-v(end)*cos(D03*v),0,n-1,n-1)*D0, -sin(D03*v) \\
Z0, -kappa*v(end)*D0, D1, - kappa*D02*v \\
dT1n1; dT1p1 \\
dT3n1; dT3p1 ];
\]
Then, in the absence of that removable singularity, the solver has no numerical difficulties. See Figure 7 (L).

We can easily compute interfaces with vertical points as in Figure 7 (R). To contrast the behavior of this system with the rotationally symmetric systems, the example given here has $0 < a < b$, but the solution curve itself crosses the vertical axis. This cannot happen in the

| $a$ | $b$ | $\psi_a$ | $\psi_b$ | $n$ | Elapsed time | $n$ | Elapsed time |
|-----|-----|---------|---------|-----|--------------|-----|--------------|
| 1   | 3   | $\pi/6$ | $-\pi/6$ | 15  | 15 | 0.0054 | 15  | 15 | 0.0020 | 0.0029 |
| 1   | 3   | $-\pi/6$ | $\pi/6$ | 15  | 15 | 0.0049 | 15  | 15 | 0.0021 | 0.0026 |
| 1   | 3   | $-\pi/3$ | $\pi/6$ | 15  | 15 | 0.0050 | 15  | 15 | 0.0023 | 0.0028 |
| 1   | 3   | $-\pi/2$ | $\pi/6$ | 15  | 15 | 0.0061 | 15  | 15 | 0.0035 | 0.0025 |
| 1   | 3   | $-2\pi/3$ | $\pi/6$ | 15  | 15 | 0.0569 | 15  | 15 | 0.0178 | 0.0191 |
| 1   | 3   | $-\pi$    | $\pi/6$ | 15  | 15 | 0.0418 | 15  | 15 | 0.0157 | 0.0157 |
| 1   | 3   | $0$       | $\pi/3$ | 15  | 15 | 0.0337 | 15  | 15 | 0.0019 | 0.0023 |
| 1   | 3   | $-\pi/6$ | $\pi/3$ | 15  | 15 | 0.0040 | 15  | 15 | 0.0018 | 0.0018 |
| 1   | 3   | $-\pi/3$ | $\pi/3$ | 15  | 15 | 0.0039 | 15  | 15 | 0.0015 | 0.0016 |
| 1   | 3   | $-\pi/2$ | $\pi/3$ | 15  | 15 | 0.0337 | 15  | 15 | 0.0016 | 0.0018 |
| 1   | 3   | $-2\pi/3$ | $\pi/3$ | 15  | 15 | 0.0351 | 15  | 15 | 0.0180 | 0.0151 |
| 1   | 3   | $-\pi$    | $\pi/3$ | 15  | 15 | 0.0398 | 15  | 15 | 0.0202 | 0.0187 |
| 1   | 3   | $0$       | $\pi/2$ | 15  | 15 | 0.0067 | 15  | 15 | 0.0021 | 0.0025 |
| 1   | 3   | $-\pi/6$ | $\pi/2$ | 15  | 15 | 0.0047 | 15  | 15 | 0.0021 | 0.0021 |
| 1   | 3   | $-\pi/3$ | $\pi/2$ | 15  | 15 | 0.0043 | 15  | 15 | 0.0020 | 0.0021 |
| 1   | 3   | $-\pi/2$ | $\pi/2$ | 15  | 15 | 0.0042 | 15  | 15 | 0.0019 | 0.0020 |
| 1   | 3   | $-2\pi/3$ | $\pi/2$ | 15  | 15 | 0.0373 | 15  | 15 | 0.0172 | 0.0183 |
| 1   | 3   | $-\pi$    | $\pi/2$ | 15  | 15 | 0.0393 | 15  | 15 | 0.0152 | 0.0151 |
| 1   | 3   | $0$       | $2\pi/3$ | 15  | 15 | 0.0364 | 15  | 15 | 0.0152 | 0.0154 |
| 1   | 3   | $-\pi/6$ | $2\pi/3$ | 15  | 17 | 0.0341 | 15  | 15 | 0.0148 | 0.0150 |
| 1   | 3   | $-\pi/3$ | $2\pi/3$ | 15  | 15 | 0.0342 | 15  | 15 | 0.0199 | 0.0196 |
| 1   | 3   | $-\pi/2$ | $2\pi/3$ | 15  | 15 | 0.0402 | 15  | 15 | 0.0165 | 0.0171 |
| 1   | 3   | $-2\pi/3$ | $2\pi/3$ | 15  | 15 | 0.0412 | 15  | 15 | 0.0163 | 0.0150 |
| 1   | 3   | $-\pi$    | $2\pi/3$ | 15  | 15 | 0.0406 | 15  | 15 | 0.0219 | 0.0200 |
| 1   | 3   | $0$       | $\pi$ | 15  | 15 | 0.0450 | 15  | 15 | 0.0172 | 0.0206 |
| 1   | 3   | $-\pi/6$ | $\pi$ | 15  | 15 | 0.0432 | 15  | 15 | 0.0286 | 0.0256 |
| 1   | 3   | $-\pi/3$ | $\pi$ | 15  | 15 | 0.0743 | 15  | 15 | 0.0195 | 0.0208 |
| 1   | 3   | $-\pi/2$ | $\pi$ | 15  | 15 | 0.0457 | 15  | 15 | 0.0165 | 0.0179 |
| 1   | 3   | $-2\pi/3$ | $\pi$ | 15  | 15 | 0.0494 | 15  | 15 | 0.0185 | 0.0179 |
| 1   | 3   | $-\pi$    | $\pi$ | 15  | 15 | 0.0354 | 15  | 15 | 0.0152 | 0.0175 |

Table 3: Solutions that are the image of an annulus and the lower-dimensional problem with radii $a$ and $b$, and a range of inclination angles shown in sub-columns. Also shown are the number of Chebyshev points $n$ and the elapsed time in seconds. The shaded sub-columns indicate the corresponding data.

Then, in the absence of that removable singularity, the solver has no numerical difficulties. See Figure 7 (L).
Table 4: Solutions that are the image of an annulus and the lower-dimensional problem with radii $a$ and $b$, and a range of inclination angles shown in sub-columns. Also shown are the number of Chebyshev points $n$ and the elapsed time in seconds. The shaded sub-columns indicate the corresponding data.

| $a$ | $b$ | $\psi_a$ | $\psi_b$ | $n$ | Elapsed time | $n$ | Elapsed time |
|-----|-----|----------|----------|-----|--------------|-----|--------------|
| 1   | 1.05| $-3\pi/8$| $3\pi/8$| 15   | 15           | 15  | 0.0032 0.0029 | 15  | 0.0017 0.0022 |
| 1   | 1.05| $-3\pi/8$| $3\pi/8$| 15   | 15           | 15  | 0.0049 0.0038 | 15  | 0.0023 0.0024 |
| 1   | 1.50| $-3\pi/8$| $3\pi/8$| 15   | 15           | 15  | 0.0041 0.0049 | 15  | 0.0026 0.0025 |
| 1   | 2.00| $-3\pi/8$| $3\pi/8$| 15   | 15           | 15  | 0.0048 0.0054 | 15  | 0.0022 0.0024 |
| 1   | 10.00| $-3\pi/8$| $3\pi/8$| 15   | 15           | 15  | 0.0053 0.0070 | 15  | 0.0023 0.0025 |
| 1   | 15.00| $-3\pi/8$| $3\pi/8$| 23   | 15           | 15  | 0.0161 0.0065 | 15  | 0.0021 0.0024 |
| 1   | 1.05| $7\pi/8$  | $-7\pi/8$| 15   | 15           | 15  | 0.0311 0.0328 | 15  | 0.0184 0.0167 |
| 1   | 1.10| $7\pi/8$  | $-7\pi/8$| 15   | 15           | 15  | 0.0272 0.0264 | 15  | 0.0158 0.0180 |
| 1   | 1.50| $7\pi/8$  | $-7\pi/8$| 15   | 15           | 15  | 0.0288 0.0310 | 15  | 0.0185 0.0154 |
| 1   | 2.00| $7\pi/8$  | $-7\pi/8$| 15   | 15           | 15  | 0.0345 0.0318 | 15  | 0.0166 0.0172 |
| 1   | 10.00| $7\pi/8$  | $-7\pi/8$| 15   | 15           | 15  | 0.0473 0.0470 | 15  | 0.0167 0.0155 |
| 1   | 15.00| $7\pi/8$  | $-7\pi/8$| 23   | 23           | 15  | 0.0785 0.0812 | 15  | 0.0162 0.0149 |
| 1   | 1.05| $-7\pi/8$| $3\pi/8$| 15   | 15           | 15  | 0.0239 0.0298 | 15  | 0.0151 0.0159 |
| 1   | 1.10| $-7\pi/8$| $3\pi/8$| 15   | 15           | 15  | 0.0232 0.0260 | 15  | 0.0154 0.0157 |
| 1   | 1.50| $-7\pi/8$| $3\pi/8$| 15   | 15           | 15  | 0.0258 0.0261 | 15  | 0.0154 0.0145 |
| 1   | 2.00| $-7\pi/8$| $3\pi/8$| 15   | 15           | 15  | 0.0330 0.0386 | 15  | 0.0179 0.0158 |
| 1   | 10.00| $-7\pi/8$| $3\pi/8$| 23   | 23           | 15  | 0.0634 0.0618 | 15  | 0.0147 0.0157 |
| 1   | 15.00| $-7\pi/8$| $3\pi/8$| 39   | 39           | 15  | 0.1205 0.1278 | 15  | 0.0148 0.0150 |
| 1   | 1.05| $-7\pi/8$| $7\pi/8$| 15   | 15           | 15  | 0.0237 0.0258 | 15  | 0.0153 0.0159 |
| 1   | 1.10| $-7\pi/8$| $7\pi/8$| 15   | 15           | 15  | 0.0253 0.0263 | 15  | 0.0156 0.0164 |
| 1   | 1.50| $-7\pi/8$| $7\pi/8$| 15   | 15           | 15  | 0.0275 0.0334 | 15  | 0.0160 0.0155 |
| 1   | 2.00| $-7\pi/8$| $7\pi/8$| 15   | 15           | 15  | 0.0311 0.0327 | 15  | 0.0160 0.0167 |
| 1   | 10.00| $-7\pi/8$| $7\pi/8$| 23   | 31           | 15  | 0.0597 0.0725 | 15  | 0.0178 0.0199 |
| 1   | 15.00| $-7\pi/8$| $7\pi/8$| 39   | 39           | 15  | 0.1249 0.1361 | 15  | 0.0148 0.0147 |

Previous problem, which is a consequence of the regularity theory for the full dimensional and radially symmetric problems.

Finally, we explore the solver’s performance as the gap between $a$ and $b$ gets somewhat large. On the left of Figure 8 we take $a = 1$ and $b = 100$ and we are able to obtain the requested precision with 541 Chebyshev points. We did change the default values of the loop counters to $\text{max\_iter\_newton} = 100$ and $\text{max\_iter\_bvp} = 500$. If we had used the shooting method sketched in the previous section, the nonlinear solver would not have been able to produce a horizontal point ($m, u_m$) to meet the boundary conditions within any reasonable accuracy, as the most minute variations of $u_m$ lead to wild variations of the interface when $u_m$ is this close to zero. On the right of Figure 8 $b$ was changed to 99, and the same number of data points were used in the adaptive algorithm. To compare the two figures, for $b = 100$ the minimum height...
Table 5: Solutions that are the image of an annulus and the lower-dimensional problem with radii \(a\) and \(b\), and two choices of inclination angles shown in sub-columns. Also shown are the number of Chebyshev points \(n\) and the elapsed time in seconds. The shaded sub-columns indicate the corresponding data.

| \(a\) | \(b\) | \(\psi_a\) | \(\psi_b\) | \(n\) | Elapsed time | \(n\) | Elapsed time |
|------|------|---------|---------|------|-------------|------|-------------|
| 0.1  | 1    | \(-3\pi/8\) | \(3\pi/8\) | 15   | 15          | 0.0053 | 0.0038      |
| 0.5  | 1    | \(-3\pi/8\) | \(3\pi/8\) | 15   | 15          | 0.0048 | 0.0034      |
| 0.1  | 1    | \(-3\pi/8\) | \(5\pi/8\) | 15   | 15          | 0.0317 | 0.0279      |
| 0.5  | 1    | \(-3\pi/8\) | \(5\pi/8\) | 15   | 15          | 0.0396 | 0.0348      |
| 0.1  | 1    | \(-5\pi/8\) | \(3\pi/8\) | 15   | 15          | 0.0294 | 0.0284      |
| 0.5  | 1    | \(-5\pi/8\) | \(3\pi/8\) | 15   | 15          | 0.0247 | 0.0239      |
| 0.1  | 1    | \(-5\pi/8\) | \(5\pi/8\) | 15   | 15          | 0.0250 | 0.0234      |
| 0.5  | 1    | \(-5\pi/8\) | \(5\pi/8\) | 15   | 15          | 0.0290 | 0.0251      |

Figure 7: A 2D surface with inner radius \(a = 1\) and outer radius \(b = 1.05\) and inclination angles \(\psi_a = -7\pi/8\) and \(\psi_b = 7\pi/8\) (L) and another with inner radius \(a = 0.05\) and outer radius \(b = 1\) and inclination angles \(\psi_a = -7\pi/8\) and \(\psi_b = -\pi/8\).

\(u_m = -1.6098e-15\) at \(\tau = -0.2375\) and \(m = 38.3626\) there. For \(b = 99\), \(u_m = -1.5543e-15\) at \(\tau = -0.2481\) and we have \(m = 37.4709\) with. In both cases, the minimum value is within the tolerance of 0, and about an order of magnitude away from machine epsilon. The intersections of both curves with the height \texttt{tol.bvp} was determined. The intersection points are circled in red. For \(b = 100\), the first intersection was at \(R = 28.2080\) and the second at \(R = 72.7924\), for a total length of 44.5844 along the \(R\) axis where the solution curve had a height within tolerance of zero. Here a notational convention has been used that streamlines the different codes written. We use \(R = X\) and \(r = x\) in the code to avoid internal variable conflicts. This abuse of notation is used here as well. Then, for \(b = 99\), the first intersection was at \(R = 28.2099\) and the second at \(R = 71.7915\) for a total length of 43.5816 along the \(R\) axis where the solution curve had a height within tolerance of zero.
Figure 8: On the left is a 2D surface with inner radius $a = 1$ and outer radius $b = 100$ and inclination angles $\psi_a = -7\pi/8$ and $\psi_b = 7\pi/8$ using 541 data points along the interface. On the right $b = 99$, and the other parameters remain the same, with 541 data points also being used. The axes are scaled differently for visibility, and the minimum point on each curve is circled.

7 Conclusions and closing remarks

We have presented Chebyshev spectral methods for three capillary surfaces with a variety of prescribed inclination angles that are met at prescribed radii. For modest problems, the convergence to solutions is extremely fast and uses very little memory.

For more challenging problems the adaptive algorithm automatically increases the number of Chebyshev points to achieve the prescribed tolerances. This process has worked very well in almost all of the cases we have found. It is possible sometimes to break these codes for extremes of the inclination angles near $\pm \pi$ and either radius too close to each other with $\psi_a \psi_b > 0$, inner radius $a$ too close to 0, $b$ too large, or the radii too far apart. Typically this happens when $|\psi_a|, |\psi_b| > \pi/2$, and the closer to $\pm \pi$, the more challenging. For these multi-scale problems customizing the initial guess and carefully tuning the increase of the Chebyshev nodes inside the adaptive part of the algorithm can lead to success when the base code does not converge. Still, some rather extreme problems may not work even then, and for those problems a multi-scale approach is needed. This is the subject of a future paper.

These codes are prototypes, and can be adapted to similar problems in fluid mechanics. For our exposition, we have included $|\psi_b| > \pi/2$, which does not immediately appear as a physical surface in any of the physical problems we discussed in the introduction. There are other geometric constraints that one might put on the equilibrium shapes of fluids to model different fluid problems, and we have only applied these methods to a few of the possible examples.

References

[1] John Couch Adams and Francis Bashforth, *An Attempt to Test the Theories of Capillary Action by Comparing the Theoretical and Measured Forms of Drops of Fluid*, University Press, Harvard University, 1883.

[2] Jared L. Aurentz and Lloyd N. Trefethen, *Block operators and spectral discretizations*, SIAM Rev. 59 (2017), no. 2, 423–446, DOI 10.1137/16M1065975. MR3646500
[3] Zachary Bagley and Ray Treinen, *On the classification and asymptotic behavior of the symmetric capillary surfaces*, Exp. Math. 27 (2018), no. 2, 215–229, DOI 10.1080/10586458.2016.1245641. MR3798195

[4] Rajat Bhatnagar and Robert Finn, *Equilibrium configurations of an infinite cylinder in an unbounded fluid*, Phys. Fluids 18 (2006), no. 4, 047103, 7, DOI 10.1063/1.2185661. MR2259294

[5] Asgeir Birkisson and Tobin A. Driscoll, *Automatic Fréchet differentiation for the numerical solution of boundary-value problems*, ACM Trans. Math. Software 38 (2012), no. 4, Art. 26, 29, DOI 10.1145/2331130.2331134. MR2972670

[6] John P. Boyd, *Chebyshev and Fourier spectral methods*, 2nd ed., Dover Publications, Inc., Mineola, NY, 2001. MR1874071

[7] Paul Concus and Robert Finn, *Exotic containers for capillary surfaces*, J. Fluid Mech. 224 (1991), 383–394, DOI 10.1017/S0022112091001805. MR1099938

[8] Paul Concus, Robert Finn, and Mark Weislogel, *Capillary surfaces in an exotic container: results from space experiments*, J. Fluid Mech. 394 (1999), 119–135, DOI 10.1017/S0022122599005789. MR1710174

[9] Tobin A. Driscoll and Nicholas Hale, *Rectangular spectral collocation*, IMA J. Numer. Anal. 36 (2016), no. 1, 108–132, DOI 10.1093/imanum/dru062. MR3463435

[10] T. A. Driscoll, N. Hale, and L. N. Trefethen (eds.), *Chebfun Guide*, Pafnuty Publications, Oxford, 2014.

[11] P. L. Chebyshev, *Théorie des mécanismes connus sous le nom parallelogrammes*, Mém. Acad. Sci. St.-Pétersb., (1854), 539–568.

[12] Alan Elcrat, Tae-Eun Kim, and Ray Treinen, *Annular capillary surfaces*, Arch. Math. (Basel) 82 (2004), no. 5, 449–467, DOI 10.1007/s00013-003-0101-0. MR2061451

[13] Alan Elcrat, Robert Neel, and David Siegel, *Equilibrium configurations for a floating drop*, J. Math. Fluid Mech. 6 (2004), no. 4, 405–429, DOI 10.1007/s00021-004-0119-5. MR2101889

[14] Alan Elcrat and Ray Treinen, *Numerical results for floating drops*, Discrete Contin. Dyn. Syst. suppl. (2005), 241–249. MR2192680

[15] Robert Finn, *Equilibrium capillary surfaces*, Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 284, Springer-Verlag, New York, 1986.

[16] Bengt Fornberg, *A practical guide to pseudospectral methods*, Cambridge Monographs on Applied and Computational Mathematics, vol. 1, Cambridge University Press, Cambridge, 1996. MR1386891

[17] Mariano Giaquinta and Stefan Hildebrandt, *Calculus of variations. I*, Grundlehren der mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 310, Springer-Verlag, Berlin, 1996. The Lagrangian formalism. MR1368401

[18] Marquis de La Place, *Celestial mechanics*. Vols. I–IV, Chelsea Publishing Co., Bronx, N.Y., 1966. Translated from the French, with a commentary, by Nathaniel Bowditch. MR0265115

[19] John McCuan, *Archimedes revisited*, Milan J. Math. 77 (2009), 385–396, DOI 10.1007/s00032-009-0099-2. MR2578883

[20] John McCuan, *Self-intersection of Nod(oid)al Curves*, to appear.

[21] John McCuan and Ray Treinen, *Capillarity and Archimedes’ principle of flotation*, Pacific J. Math. 265 (2013), no. 1, 123–150, DOI 10.2140/pjm.2013.265.123. MR3095116

[22] S. A. Orszag, *Galerkin approximations to flows within slabs, spheres, and cylinders*, Phys. Rev. Lett. 26 (1971), 1100–1103.

[23] S. A. Orszag, *Accurate solution of the Orr-Sommerfeld stability equation*, J. Fluid Mech 50 (1971), 689-703.

[24] David Siegel, *Height estimates for capillary surfaces*, Pacific J. Math. 88 (1980), no. 2, 471–515. MR607989

[25] Lloyd N. Trefethen, *Spectral methods in MATLAB*, Software, Environments, and Tools, vol. 10, Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2000. MR1776072

[26] Lloyd N. Trefethen, *Approximation theory and approximation practice*, Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2013. MR3012510
[27] Lloyd N. Trefethen, Ásgeir Birkisson, and Tobin A. Driscoll, *Exploring ODEs*, Society for Industrial and Applied Mathematics, Philadelphia, PA, 2018. MR3743065

[28] Ray Treinen, *Extended annular capillary surfaces*, J. Math. Fluid Mech. 14 (2012), no. 4, 619–632, DOI 10.1007/s00021-012-0100-7. MR2992032

[29] Henry C. Wente, *New exotic containers*, Pacific J. Math. 224 (2006), no. 2, 379–398, DOI 10.2140/pjm.2006.224.379. MR2231937