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Abstract—The Internet of Things (IoT) field has gained much attention from industry and academia, being the main subject for numerous research and development projects. Frequently, the dense amount of generated data from IoT applications is sent to a cloud service, that is responsible for processing and storage. Many of these applications demand security and privacy for their data because of their sensitive nature. This is specially true when such data must be processed in entities hosted in public clouds, where the environment in which applications run may not be trusted. Some concerns are then raised since it is not trivial to provide the needed protection for these sensitive data. We present a solution that considers the security components of FIWARE and the Intel SGX capabilities. FIWARE is a platform created to support the development of Smart Applications, including IoT systems, and SGX is the Intel solution for Trusted Execution Environment (TEE). We propose a new component for key management that, together with other FIWARE components, can be used to provide privacy, confidentiality, and integrity guarantees for IoT data. A case study illustrates how this proposed solution can be employed in a realistic scenario, which allows the dissemination of sensitive data through public clouds without risking privacy issues. The results of the experiments provide evidence that our approach does not harm scalability or availability of the system. In addition, it presents acceptable memory costs when considering the benefit of the privacy guarantees achieved.

I. INTRODUCTION

The Internet of Things (IoT) concept has gained considerable importance in industry and academia in the last years. The possibility of interconnecting a huge number of devices allows the creation of various new applications. This is possible thanks to the advances in devices technologies and communication protocols that enable such interconnection. IoT sensors and actuators are increasingly becoming smarter and, even when they are not so smart, they can connect to other gateway devices that may add additional functionality.

IoT devices often have some common constraints like limited storage and processing capacities, limited energy, or connectivity. These constraints are dealt by cloud-based IoT. The idea, in general, is to send all collected data to the cloud in a way they can be analyzed and processed for use in other systems [1]. Among the cloud-based IoT benefits, the following can be highlighted: long-term storage and processing of collected data, data reuse in multiple services, data integration of different users/things, user mobility support and granted availability for intermittent connection [2].

Frequently, the IoT applications will be generating sensitive data related to specific businesses that can involve large financial transactions, or even related to personally identifiable information (PII) of their users. Both cases, among many others, require special attention in order to provide security and privacy capabilities for these kind of applications. It is mandatory to ensure an acceptable level of trust for processing and storing these data and this is an actual challenge nowadays (privacy and security are still concerns related to IoT applications [1], [3]).

A common scenario for an IoT application considers a publish/subscribe system that is responsible for registering the interest of some entities in specific data or measurements produced by another and for sending notifications to the interested entities whenever changes occur in the measured values. When the notifications are received, the entities can take important decisions as turning on/off machines, triggering alarms, performing complex processing, etc.

An instance of this previous scenario can be an energy consumption monitoring application, considering two perspectives to facilitate the understanding: firstly, there are many smart meters, named here Producers, collecting energy consumption from different buildings along a smart city; secondly, there are applications responsible for doing the data aggregation for customers’ billing purposes. Some techniques that hit the customers’ privacy, like NIALM [4], enable attackers to estimate the number of people in buildings, as well as to gain information on what kinds of activities are being performed. The same can be applied to an industrial environment, in which attackers can discover secrets related to production, estimating how many machines are working, how many workers, etc. Because of this, it is highly recommended to keep a good level of security and privacy in architectures that support such scenarios.

To avoid such kind of attacks, the data can be encrypted in
the producers in order to be processed only in a secure way. This can be achieved by homomorphic cryptography [5], which performs common operations over encrypted data, but its great overhead makes it unpractical to use with complex operations [6]. Another approach is the use of a trusted execution environment (TEE), that enables, by using specific hardware instructions, the creation of a shielded space in the memory in a way data can be processed securely inside this space. Encrypted data enters the protected area, being decrypted only inside it and encrypted again before leaving. TEE use is more feasible than homomorphic cryptography, because, it takes considerably less time to process data [5].

Related to this problem, two research questions were identified for guiding this research:

1) How to limit the need to trust the storage provider and the consumer of the data?
2) How to control access allowing only authorized entities to consume data?

In this paper we present a solution that prevent users’ data from unauthorized access (e.g., NIALM attacks), keeping them private and secure. For this, we considered both previous questions. First, we use the Intel TEE technology, named Software Guard Extensions (SGX). We propose a component responsible for key generation, storage and management, named Key Vault. Key Vault also provides data security by using Intel SGX to protect its execution. The producers send the encrypted measurements for a publish/subscribe component and the consumers, that are also SGX applications, receive these measurements through notifications. Thus, the measurements are protected because they are only decrypted and processed in a secure space, inside an SGX application.

Second, we have used some components from FIWARE, which is a software framework that provides modules to ease the development of smart applications. For authentication and authorization of producers and consumers, we have used the components Keyrock Identity Management and Wilma PEP Proxy. For the publish/subscribe system we have used the FIWARE Orion Context Broker, which receives the encrypted measurements from producers and triggers notifications to consumers.

This paper is organized as follows: in Section II we present a background, concisely explaining FIWARE, Intel SGX and our case study; the proposed solution is presented in Section III including principles, architecture, threat model and the definition of Key Vault; the evaluation of our solution as well as the results and a discussion of them are presented in Section IV; in Section V we discuss the related works and finish this paper with Section VI presenting the conclusions and suggesting future works.

II. BACKGROUND

In this Section we present some basic concepts in order to ease the understanding of our proposal. FIWARE and Intel Software Guard Extensions (SGX) are shortly covered next. In addition, our case study is briefly described.

A. FIWARE

FIWARE (Future Internet-W ARE) is a software platform created to ease the development of smart applications for the Future Internet in multiple sectors and following open standards [7]. For this, it provides a wide set of APIs (Application Programming Interfaces). FIWARE is composed by many components, called Generic Enablers (GEs), with some of them being based in the well-accepted cloud platform OpenStack. OpenStack is also used to establish a cloud that provides FIWARE services. For each FIWARE component (GE) specification, there is an open source reference implementation. Some of the domains covered by FIWARE GEs are the following [8]: Data and Context Management, Internet of Things Services Enablement, Security, Cloud Hosting, Advanced Web-based User Interface, etc.

This work uses three FIWARE GEs for our proof of concept: Orion Context Broker (CB), Keyrock Identity Manager and Wilma PEP (Policy Enforcement Point) Proxy. Orion CB is a context data management system, allowing the operations of registering, updating and querying context data [9]. It also works with the publish/subscribe communication pattern, allowing the sending of notifications to interested parties when changes occur in the entities of interest. The Keyrock Identity Manager is an identity and access management system, being responsible for registering and querying identity data, providing access tokens to users and validating them in order to authenticate users and allowing access to protected services [10]. Wilma PEP Proxy is a policy enforcement point responsible for basic authorization, controlling the access to protected services by validating received tokens with the Keyrock Identity Manager [11].

For our application, Orion CB receives the energy consumption data from producers (smart meters) and sends notifications to consumers (aggregators); Keyrock and Wilma are used to protect Orion CB and our key manager (Key Vault), doing the authentication and authorization processes.

B. Intel Software Guard Extensions (SGX)

Intel SGX is a Trusted Execution Environment (TEE) technology that protects code and data from disclosure or modification [12]. Applications intended to be safe are executed on special protected memory regions such that their code and data are isolated from other software running in the system, even with higher privilege, like operating system (OS). These special regions in the memory are called enclaves, which are created and manipulated through a distinct set of processor instructions, with help of a software development kit (SDK) provided by Intel. With these hardware-based capabilities, Intel promises that code and data remain protected even when drivers, OSs or BIOS are compromised.

SGX works with a small attack surface, that is the CPU boundary, preventing direct attacks on executing code or sensitive data in memory. The enclaves work in this boundary, shielding the data and code inside them, and encrypting data when they need to leave the enclave. When data return to enclaves, integrity checking is performed.
Intel SGX also provides a way to enable remote parties to check if an application really executes in a valid enclave of a real Intel SGX processor. This mechanism ensures the authenticity of an enclave, validating, for the remote party, the application enclave’s identity. This is possible due to a remote attestation process that is performed following a specific protocol, in which both parts exchange some information in a way the remote application can verify the authenticity of the supposed SGX application by accessing the Intel Attestation Service and checking some information generated in the enclave. At the end of the remote attestation, both sides will have a symmetric shared key that can be used to exchange sensitive information between the remote application and the application running in the attested enclave. The authenticity of the code can also be checked, but the description of this process is out of scope for this paper.

C. Case Study

This case study is based on a residential environment in which the residences have smart meters to measure their energy consumption for billing purposes. A basic scenario for this application considers the following entities: smart meters, a broker acting as a publish/subscribe system, and some consumers responsible for processing the data.

In this scenario, the smart meters are the data producers and the processing applications are the consumers. A common architecture for this scenario can be seen in the Figure 1. The communication flow between components follows:

1) The Producers (Smart Meters) send energy consumption data to the IoT Gateway;
2) The IoT Gateway preprocesses these energy consumption data and sends them to a Broker (Publish/Subscribe System);
3) The Consumers register interest on the specific Producers, in the Broker, in order to receive notifications about their energy consumptions;
4) The Broker sends notifications with the Producers’ energy consumption data for the Consumers that previously registered interests.

This IoT Gateway can be any device more powerful than the smart meters, for example, capable of processing more complex operations on their generated data or having better communication capabilities. This scenario is often known as fog/edge computing, since the IoT devices are connected to another device with more processing capacity and which is closest to the network edge [13].

1) Aggregation of Smart Meter Data: For this case study, it was considered that the consumers are data aggregators responsible to process the energy consumption data for billing purposes. This data aggregation is made by summing all the energy consumption data collected for each residence in a specific region.

To make this aggregation, it is necessary to read all the energy consumption data for all the residences in a region. As stated before, there are approaches to non-invasive estimating what kind of electronic devices or household items are used at specific time and for how long. This technique is called NIALM (Non Intrusive Appliance Load Monitoring) and it is considered a privacy problem since an evil-minded adversary can discover what is done by people living in a specific residence (the time in which people have shower, watch TV or use the microwave, for instance).

2) Need for data protection: Due to the privacy problem mentioned, it is necessary to apply some mechanisms to protect the data generated at producers, avoiding the discovery of the users’ behavior in the monitored residences. As the FIWARE does not provide such mechanisms in any security components (Generic Enablers), we had to elaborate a solution to protect the sensitive data using some techniques and our key manager proposed, named Key Vault Generic Enabler, described in the next Section.

III. TRUSTED DATA DISSEMINATION WITH FIWARE AND INTEL SGX

Among the current FIWARE Generic Enablers (GEs), there is no specific ones for data protection, enabling users to hide or shield sensitive information and preserving users’ privacy. The FIWARE Security modules (GEs) available are useful only for authentication and authorization operations, managing identities and providing access control mechanisms. It was necessary, then, to design and implement a solution that protects the sensitive data against untrusted or unauthorized third parties, like attackers or even cloud administrators.

A. Threat Model

Our study application is composed mainly of three parts: the producers (smart meters), the Orion CB (a publish/subscribe system), and the consumers (data aggregators). The attack surface for this application considers the possibility of an attacker gaining access while the data are being transmitted between the parts and the possibility of an attacker gaining complete access to Orion Context Broker and to consumers hosts.

An attacker can intercept the messages sent from the producers (smart meters) to the Orion CB or even the notifications sent from the Orion CB to the consumers (aggregator). Besides, an attacker can get data having access to a consumer host or to our publish/subscribe system (Orion
CB). In any case, the sensitive data are compromised. Then, our solution must deal with these threats, avoiding that any attacker in any of these situations can read the sensitive data.

Our solution considers that all the producers (smart meters) are secure, thus, we do not deal with the possible existence of fake/crook producers. In any case, it is worth mentioning this possibility could cause only some noise to generated data by valid producers and this would not be a privacy problem for the customers.

B. Principles of the Trusted Solution

In order to protect the sensitive data, considering the specified threat model, we have used cryptography for data security and privacy along with an identity manager (IdM) with basic access control. Our trusted solution is based on the fact that all the generated data are encrypted in the producers (source), before being transmitted to the publish/subscribe system, and they are only decrypted by a trusted consumer, running on a trusted execution environment (TEE) and with access to the correct key. Furthermore, all the producers and consumers are identified with credentials through the OAuth2 protocol [14], that is an industry-standard for authorization.

With this architecture, the data encryption in the producers guarantees a secure transmission of the data allowing only a secure processing in a trusted machine, since the consumers must run on a TEE, like SGX. Therefore, we have the data privacy preserved because the sensitive data are decrypted and processed only within a TEE application.

We have designed and implemented a component responsible for generating and storing the keys used by producers and consumers for encryption and decryption: the Key Vault. It also runs on a TEE-enabled machine and is detailed in the next subsection.

In our case study, to validate that the trusted components (Consumers and Key Vault) are running inside SGX enclaves, we perform the remote attestation (RA) process that checks with the Intel if these enclaves are valid and if they are running on a real Intel SGX. This process is done by producers, attesting Key Vault whenever it is necessary to get a public key, and by Key Vault, attesting the consumer whenever it receives a private key request.

C. The Keyvault Generic Enabler

A Public Key Infrastructure (PKI) was needed to supply appropriated keys to the appropriated entities in a secure way to support our solution. On the one hand, producers must encrypt their data before sending them to Orion Context Broker. On the other hand, consumers must have the appropriate key to decrypt producers’ data. Symmetric cryptography is not suitable for this scenario, because an attacker can get access to some producer credentials, be authenticated and request the symmetric key. With this symmetric key, the attacker can decrypt all interested data from the producers.

In order to generate, maintain and distribute keys securely, we developed the Key Vault, which runs in an SGX environment and provides public and private keys accordingly and respectively to producers and consumers from our scenario. The communication with Key Vault is done through Secure Socket Layer (SSL) [15], using HTTPS. The Key Vault provides public keys for authenticated producers and private key for authenticated and attested consumers.

The Key Vault treats the requests from producers and consumers, after being authenticated, and sends the appropriate key (public for producers, private for consumers). As it runs in an SGX enclave, the keys are handled in a secure way. The Key Vault must be attested by producers before sending public keys as well as it must attest the consumers before sending private keys. The private key is only sent to SGX consumers, after the remote attestation properly successful. The private key is encrypted with a shared key that is generated in the remote attestation process. If the the remote attestation of the consumers fails, the private keys are not sent.

D. Trusted Architecture

Our trusted architecture proposed comprises the following components:

- **Producers** - the smart meters, responsible for measuring the energy consumption, with or without some IoT gateway or another device acting as a gateway to process the generated data (Fog/Edge Computing) before sending them to a publish/subscribe system. In the Figure they are represented as SM, for smart meter, and BBB, for BeagleBone Black acting as a gateway;
- **FIWARE Keyrock IdM** - the system responsible for the Identity Management, providing valid OAuth2 tokens for authentication purpose;
- **FIWARE Wilma PEP Proxy** - the Policy Enforcement Point responsible for allowing/disallowing the access to protected services after receiving an OAuth2 token and validates it with Keyrock IdM. This architecture considers two of this component: one to protect Key Vault and another to protect Orion Context Broker;
- **FIWARE Orion CB** (Context Broker) - the publish/subscribe system responsible for receiving the producers’ data and send them to consumers through notifications;
- **Key Vault** - our proposed system responsible for securely managing, storing and distributing the cryptographic keys to producers and consumers;
- **Consumers** - the data aggregators responsible to process the energy consumption measures for billing purposes.

The communication flow for producers and consumers is detailed next. As mentioned before, the data are encrypted in the producers, which are the smart meters. This is performed as a privacy technique in order to achieve the data privacy. The consumer is responsible for decrypting the sensitive data and processing them in a secure way. All the steps in the communication flow can be seen with a respective number (1 to 5 for producers and 6 to 13 for consumers) in the Figure 2 and are described bellow:

1) The producer (smart meter or its gateway) accesses the Keyrock IdM passing valid credentials in order to be authenticated and get an OAuth2 valid token;
2) The producer attests the Key Vault, sends it a request asking for a public key and passing the OAuth2 token obtained with the Keyrock IdM;
3) The Wilma PEP Proxy intercepts the request, checks the validity of the token with Keyrock IdM and forwards the request to the Key Vault if the token is valid. Key Vault then sends back, to the producer, the asked public key (PuK in the Figure 2);
4) With the public key (PuK), the producer can encrypt the generated data (energy consumption) and send them to the Orion CB;
5) Same as step 3 (Wilma PEP Proxy checks the validity of the token with Keyrock IdM and forwards the request to Orion CB if the token is valid).
6) The consumer, an SGX application, accesses the Keyrock IdM passing valid credentials in order to be authenticated and get an OAuth2 valid token;
7) The consumer sends a request to Key Vault asking for the private key (PrK in the Figure 2) related to the public key sent to producers and passing the OAuth2 token obtained with the Keyrock IdM. Besides the OAuth2 token, the request also informs an endpoint in order to enable the Key Vault to attest that the consumer is a real SGX application (remote attestation);
8) The Wilma PEP Proxy intercepts the request, checks the validity of the token with Keyrock IdM and forwards the request to the Key Vault if the token is valid;
9) Key Vault starts the remote attestation process with the endpoint received and once the consumer is attested, the private key (PrK) is sent to the consumer. This PrK is encrypted with the symmetric shared key (ShK in the Figure 2), before being sent;
10) The consumer sends subscription requests to the Orion CB in order to receive notifications (energy consumptions) from the producers;
11) Wilma PEP Proxy intercepts the request and validates the OAuth2 token with Keyrock IdM. Once the token is valid, the subscriptions are stored in the Orion CB;
12) Consumer receives notifications whenever a producer sends new data (energy consumptions) to Orion CB. As the consumer has the private key (PrK), it can decrypt data and process them in a secure SGX enclave.

With these steps, the data are transmitted securely from producers to Orion CB. An attacker can not discover what sensitive data are transmitted and stored in Orion since they are encrypted. The messages exchanged with Key Vault are performed through HTTPS.

IV. EVALUATION

In this section we present the set of experiments we considered to assess the performance of our solution.

A. Experiments Setup

To evaluate our solution, we deployed all the components of our architecture in two machines equipped with Intel Skylake CPU model i7-6700, 3.4GHz, 8MB cache and 8GB RAM (Dell OptPlex 5040). To have a more realistic scenario, we distributed all the components as follows: one machine with the Producers and the other with Orion CB deployed at a virtual machine, Consumer and Key Vault at separated containers, as well as KeyRock IdM and Wilma PEP Proxy.

After this setup, we have run a set of experiments involving the communication flow explained previously: data generated in the Producers were sent to the Orion CB and it sent the information to the Consumer through notifications.

B. Scenarios, Metrics, and Parameters

To analyze the cost of our solution, we considered two scenarios:

- Without data security, considering just Producers, Consumer and Orion CB (without any security mechanism);
- With data security, including the Key Vault for key management and distribution, encryption/decryption enabled by these keys, and the authentication/authorization enabled by Keyrock and Wilma PEP Proxy.

These scenarios were considered in order to compare our solution with a case using the regular architecture, without employing any security mechanisms. The idea was to verify the cost of the protection added by our proposal.

We have decided to measure latency for both scenarios. This metric was obtained as follows: the elapsed time for some data to leave the Producer and reach the Consumer; as seen before, to accomplish this, the data must leave the Producer and arrive in the Consumer through notifications from Orion CB, in the first scenario; this flow is repeated for the second scenario, considering the key distribution and the encryption/decryption/authentication/authorization processes.

For both scenarios, we have executed 500 publication cycles, to obtain a reliable sample. For each execution, we have marked the time when the data were generated, at the Producer, and time when the data were processed, at the Consumer. Besides the communication flow latency for both scenarios, we also have measured the remote attestation latency, since the remote attestation is an important process performed in the communication with our Intel SGX applications: the Key Vault and the Consumer.

Finally, we also have carried out tests related to the scalability of our solution, in respect to the number of
possible producers sending measurements concurrently. We have executed tests with 100, 200, 300 and 400 producers.

C. Results and Discussion

According to achieved results, seen in Fig. 3, our proposed solution for data security presents low overhead related to a solution that does not use any security mechanism: approximately 10.5 milliseconds against 7.5 milliseconds on average. The remote attestation process had an average time of 2.5 seconds, but this process is executed only once to get the keys (once producers and consumer have the respective keys, they do not need to communicate with Key Vault).

This solution also presents a good level of scalability, since it has succeed to keep working even with different loads of requests from different numbers of producers at same time: 100, 200, 300 and 400. However, as seen in Fig. 4 the higher the number of producers at same time, the higher the latency to process the requests and the lower the number of processed requests.

Considering the threat model applied and experiments, we can say that our solution provides the following features:

- Integrity – the produced data are preserved during all the communication flow; they cannot be modified without being detected;
- Privacy – the privacy of the customers can be preserved, since the produced data can not be read in any of the communication flow steps, even if the Orion CB is under control of an attacker;
- Confidentiality – the confidentiality of the data is preserved because they can not be read/accessed, except by authenticated and authorized producers and consumers;
- Authentication – all producers and consumers must use their credentials in order to get access to the protected services and thus successfully perform the communication flow;
- Secure communication – data in transit and channel are encrypted.

These properties are achieved thanks to: cryptography techniques, TLS/HTTPS protocol and Intel SGX technology. Assuming that the producers credentials are safe/protected, our solution also satisfy the non-repudiation property, in a way any producer can not deny any previous sending of data.

V. RELATED WORK

In this section we present some works related to security and privacy in IoT, involving general aspects, and Trusted Execution Environments, such as Intel SGX.

Data privacy is always a concern when applications deal with sensitive data. Weber [16] and Perera et al. [17] present concerns related to data privacy in IoT, with main challenges and some efforts performed by EU as an attempt to regulate privacy and data protection. For Weber, the main concern is the management of great quantity of generated data in order to secure storage and communication. Skarmeta et al. [18] present requirements that need to be addressed regarding security and privacy challenges in IoT. They propose a distributed capability-based access control that uses public key cryptography and is viable, according to carried out experiments, to deal with complex scenarios in the IoT.

Werner et al. [19] present a survey on privacy strategies, relating cloud identity management and strategies to achieve good levels of privacy, and listing main features and challenges. The authors proposed a user-centered approach, giving PII (Personally Identifiable Information) control to data owners and encrypting these data to prevent unauthorized access. Henze et al. [2] present an approach that allows users to set their privacy requirements before sending sensitive data to cloud, with an adaptable interface in a transparent way. This is performed during the development process and is also an user-centered approach, with each user owning and operating one or more smart objects (IoT devices).

An end-to-end security architecture for IoT applications is proposed by Vucinic et al [20]. They consider a trusted Authorization Server, responsible for providing access secrets to clients (constrained nodes using CoAP protocol) and use encryption and signing mechanisms. Experiments resulted in low energy consumption and latency. Li et al. [1] propose a secure communication channel for IoT devices based in a heterogeneous ring signcryption scheme, with identity-based cryptography and a public key infrastructure. Its performance was compared to four other techniques, being more efficient than others and, then, suitable for data transmission in IoT.
Intel SGX is used to implement a Secure Content-Based Routing (SCBR) system [6], providing privacy preserving to messages, since they are not exposed to unauthorized parties and they are filtered only in a secure enclave. Extensive experiments concluded that SGX adds a limited overhead providing much better performance when compared to other alternatives of Secure CBR. Silva et al. [5] presents a solution for privacy and security preservation, also using Intel SGX and considering a smart metering application. Their experiments resulted in a relative low overhead. Guan et al. [13] proposed TrustShadow, a system to shield legacy applications, running on multiprogramming IoT devices, from untrusted OSes. It uses ARM TrustZone technology (TEE) to secure critical applications and it has presented negligible or moderate overhead running real applications.

Sotiriadis et al. [21] used FIWARE Generic Enablers to implement an architecture that covers the cloud management and the operational features of an application in the health area. This architecture integrates many software modules in order to achieve all the application requirements, including modules for resources and data management, privacy, devices and identity management, cloud resources, etc.

Security and privacy, as seen in some related works, are still challenges for the IoT systems [3], [18], [1], [17]. Although there are good solutions being developed, there is still space for complete solutions end to end, considering all the points we made in our proposal, such as privacy, confidentiality, security, authentication and authorization.

VI. CONCLUSION

As highlighted in the related work, data security in the IoT field is still a challenge. In this paper we presented an example that demands such data security: a smart metering system that generates sensitive data. Due to NIALM techniques, this system can be target of privacy attacks, since an attacker can infer behavior from a house by just analyzing its energy consumption measurements.

We then have proposed a solution based on the Key Vault: a new Generic Enabler (GE) responsible for key management and distribution. Key Vault is secure and trusted because it runs on an Intel SGX. In our architecture, Key Vault substitutes the use of a Public Key Infrastructure (PKI) and, thanks to its key distribution and the consequent cryptography used, we achieved data integrity and confidentiality, enabling the development of privacy-friendly solutions.

As seen in the Section [V] our solution has a low overhead compared to an architecture that does not consider any data security. Using Key Vault and its capabilities, together with authentication/authorization, our solution had an increase of just 3 milliseconds in the latency of the messages flow, i.e., the elapsed time between producers and consumers considering all the communication flow with the operations of getting keys, encrypting, sending data and decrypting.

Moreover, our solution does not impose scalability constraints additional to the underlying infrastructure. The Key Vault component and the needed attestation tasks can be easily made scalable due to its simplicity. In addition, our stress test has reached a number of 400 producers sending data almost at the same time. We also measured the time spent with the remote attestation (RA) process, that validates if a system really runs on a valid Intel SGX. The RA process presented a mean time of 2.5 seconds, what is considered acceptable for our application, since it is commonly performed just one time for each new producer or consumer, to validate the system or the new member, respectively.

In our solution we used two FIWARE Security GEs: KeyRock Identity Management and Wilma PEP Proxy. Both can be considered as untrusted since they run unprotected in cloud and can be abused by adversaries. As future work, we envisage that these GEs can be implemented with some TEE technology. Furthermore, we can implement Attribute Based Encryption on the Key Vault to control access to keys using intrinsic attributes of the IoT devices. In this case, the access to keys would be controlled by entities’ attributes.
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