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Abstract—Human motion prediction is a challenging task that involves modeling dynamic spatiotemporal correlations between body joints. This task is becoming increasingly important in autonomous driving [1], human–machine interaction [2], [3], [4], and healthcare [5].

Traditional human motion prediction methods can handle simple and periodic scenarios with classical time series processing approaches [6], [7], but these methods make unrealistic predictions when human motion becomes complex and erratic. Recently, researchers have adopted different deep-learning techniques for human motion prediction, such as convolution neural network (CNN) [8], [9], recurrent neural network (RNN) [8], [10], [11], [12], [12], [13], [14], [15], [16], [17], [18], generative adversarial network (GAN) [19], [20], [21], [22], [23] and transformer [24], [25], [26]. Though these methods have achieved significant advancements over traditional approaches, they cannot explicitly represent connections among body joints, and thus, fail to model inherent body joint relations effectively.

With joints as vertices, bone, and trajectory connections as edges, a human motion sequence can be naturally represented as a spatiotemporal graph. Graph convolution networks (GCNs) have been applied to motion prediction [27], [28], [29], [30], [31], [32], [33], [34], [35]. Within the GCN, the spatiotemporal correlation guides the feature aggregation, and thus, is the key to achieving high predictability. For the spatiotemporal correlation, flexible and various motion sequences are represented by two crucial characteristics. The first one is spatiotemporal-unshared decomposition [Fig. 1(a)]. Since a joint is physically connected to its kinetic neighbors and virtually connected to its trajectory neighbors [33], [36], we can decompose a spatiotemporal motion graph into several spatial and temporal graphs. The spatial graphs model intrabody relations for each frame, and the temporal graphs model interframe relations for each joint. With this decomposition, spatiotemporal feature modeling is conducted by alternatively updating features on spatial and temporal graphs. This strategy reduces the complexity of spatiotemporal graph adjacency representation and has been widely adopted. For the spatiotemporal-unshared decomposition, the spatial graph correlations are varied at each frame to reflect changing motion patterns, while the temporal graph correlations are different at each joint to depict distinct trajectory patterns. We refer to these correlations as unshared spatial and temporal correlations. This precise representation contributes to predictive feature extraction. The second characteristic is sample-specific representation, where spatiotemporal graph adjacency is adjusted for different motion sequences. Since the motion patterns are varied for different motion sequences, the spatiotemporal

I. INTRODUCTION

HUMAN motion prediction is a challenging task that involves modeling dynamic spatiotemporal correlations
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Fig. 1. (a) Spatiotemporal-unshared decomposition. A spatiotemporal motion graph with $T$ frames and $J$ joints can be decomposed into $J$ spatial graphs and $T$ temporal graphs. The spatial/temporal correlations are different from each frame/joint. The skeleton color brightness in spatial graphs indicates the corresponding frame and the joint color in temporal graphs indicates the corresponding joint. (b) Dynamic correlation modeling. We use the correlation for the red knee joint as an example. Correlations vary for different actions, and the correlations in walking (I) are different from those in directing traffic (II). These variations cannot be explicitly captured by the learned correlations from global optimization (III), thus introducing correlation amplification or reduction (the dashed line).

correlation should precisely reflect sample-specific patterns in the spatiotemporal graph.

For spatiotemporal-unshared decomposition, Sofianos et al. [33] proposed the only spatiotemporal-unshared method, where crosstalk between unshared spatial and temporal correlations depict the connections in a spatiotemporal graph. This method significantly improves the representation ability of GCs and outperforms previous methods with far fewer parameters. However, it still introduces redundant parameters for representing common prior knowledge, such as body connections and temporal context. There is still room to explore more parameter-saving representations of spatiotemporal correlations. For sample-specific representations, despite the plausible motive behind this design, previous works all [27], [28], [29], [30], [31], [32], [33] adopted generic graph correlations across input sequences. These sample-generic representations are learned through backpropagation and are optimal for all data, but they may disturb individual predictions by mistakenly enhancing unrelated correspondences or reducing critical connection strengths [Fig. 1(b)]. The correspondence disturbance amplifies the slight movement or the inability to infer future motion from tiny cues. Therefore, it is urgent to develop methods with sample-specific spatiotemporal correspondence.

To overcome the aforementioned challenges, we look into human motions’ constrained dynamic relational nature, a critical characteristic ignored by all previous GCN-based methods. For every sample, the relations between body joints are subject to common static constraints such as body connections and temporal context (e.g., a frame connects to its adjacent one). Meanwhile, the relation strengths between certain joints are dynamically enhanced or reduced according to different samples.

Inspired by the above-mentioned discussions, we introduce dynamic spatiotemporal decompose GC (DSTD-GC), which contains dynamic spatial GC (DS-GC) and dynamic temporal GC (DT-GC) for constrained dynamic spatial and temporal correlation modeling. The DS-GC/DT-GC is equipped with constrained dynamic correlation modeling, which decouples correlations into static constraints and dynamic adjustments. The static-constrained correlation is parameterized as a vanilla spatial/temporal adjacency matrix, and it is shared by all frames/joints across all samples. This sample-generic shared correlation serves as motion prior and indicates general relations between vertices, and it is completed by sample-specific unshared correspondence adjustments. These dynamic adjustments are extracted by an adjustment modeling function based on the input sample. According to this formulation, we represent spatiotemporal-unshared correlations in quarter space complexity, while the previous representation [33] is of cubic space complexity. Besides, DSTD-GC captures dynamic motion patterns between different samples and adjusts correlations between graph vertices, which precisely enhances correspondences for mutual motions and reduces correspondences for unrelated motions. Furthermore, we analyze different types of spatiotemporal GCs in a unified form and theoretically prove that DSTD-GC enhances feature representation by relaxing certain restrictions of spatiotemporal GCs. Finally, by combining DSTD-GC and prior knowledge, such as body connections and temporal context, we propose DSTD-GCN, which outperforms other state-of-the-art methods in prediction accuracy with the fewest parameters.

The contributions of this article are summarized as follows.

1) DSTD-GC is proposed, which utilizes constrained dynamic correlation modeling to represent spatiotemporal-unshared sample-specific correlations in the spatiotemporal graph, thus achieving lightweight motion pattern representation and accurate motion prediction.

2) By mathematically unifying all forms of GCs in human motion prediction, we show that DSTD-GCN improves the representation ability by overcoming the constraints of other GCs.

3) Extensive experiments show that our proposed DSTD-GCN outperforms other state-of-the-art methods in terms of prediction errors and parameter numbers on three benchmark datasets.

II. RELATED WORK

A. Human Motion Prediction

Researchers have applied various deep-learning techniques to human motion prediction. CNN-based methods mainly treat a human pose as a pseudoimage [8], [9]. For example, Liu et al. [9] stacked pose sequences along the channel dimension and extracted multilevel motion features in different CNN layers. RNN-based methods show their capability in modeling temporal motion features and make consistent predictions [8], [12], [13], [14], [15], [16], [17], [18], [29], [32], [37]. Martinez et al. [12] proposed a simple yet efficient Seq2Seq model and made predictions based on residual velocities. Wang et al. [18] extended this framework by introducing joint velocity and frame position. GAN-based methods make multiple future predictions based on data pattern similarities and produce realistic results [19], [30], [38], [39]. Lyu et al. [39] utilized stochastic differential equations and path integrals. Transformer-based methods directly model long-range spatial and temporal dependencies [24], [25]. Aksan et al. [25] designed spatial and temporal transformers to update spatiotemporal
representations simultaneously. Although these methods make remarkable advancements compared with traditional methods, they cannot directly model the natural connectivity between body joints. Natural connectivity is crucial for human motion prediction because human motion follows kinetic chains and trajectory paths, which are constrained by body connections and temporal context. To explicitly model body connections, researchers have turned to GCNs. GCs are suitable for processing nongrid and graph-structured data and have been successfully applied to social networks [40], point clouds [41], and traffic prediction [42]. By taking joints as vertices and bones and trajectory connections as edges, a human pose can be naturally represented as a spatiotemporal graph. Recently, many researchers have applied GCs to motion prediction [27], [28], [30], [31], [32], [33], [43]. In this article, we will only focus on validating our proposed method under conventional offline prediction settings, where the inputs and outputs are all motion sequences. With the success of deep learning in other studies, some work concentrated on extending the prediction settings [26], [34], [35]. For instance, Dong and Xu [35] introduced motion classification as an auxiliary task. Li et al. [34] looked into online prediction settings. Tevet et al. [26] combined natural language information with the transformer model.

B. Graph Convolution Networks in Motion Prediction

Nearly all GCN-based prediction approaches are developed based on the work of Kipf and Welling [44], where features are updated in two steps: 1) feature transformation with a simple linear transformation or a multilayer perceptron and 2) feature aggregation with graph correlations. The graph correlation explicitly depicts connections between body joints, so it is a critical component that distinguishes GCN from other deep learning techniques. Based on the spatiotemporal graph correlation, there are two classifications: 1) spatiotemporal-shared/spatiotemporal-unshared, which is defined for decomposed spatiotemporal representations and depends on whether the graph correlations are shared by joints in the temporal-unshared spatial graph or the spatial-unshared temporal graph. 2) sample-generic/sample-specific, which depends on whether graph correlations are adjusted dynamically to different samples.

1) Spatiotemporal-Shared/Spatiotemporal-Unshared Methods: For spatiotemporal-shared methods, the spatial/temporal correlations are shared across frames/joints. Most of the previous studies [27], [28], [30], [31], [32], [35], [43] belong to this type. A limitation of these methods is that they cannot explicitly model changing spatial relations in diverse motion stages and diverse temporal patterns in different joints. Thus, they generally need to stack many GC layers to model complex spatiotemporal features in human motion. For spatiotemporal-unshared methods, the spatial/temporal correlations vary from time/joints. Thus, these methods can explicitly depict joint relations in spatiotemporal graphs and precisely model complex spatiotemporal correlations in human motion with far fewer parameters [33].

2) Sample-Generic/Sample-Specific Methods: For sample-generic methods, graph correlations keep unchanged for all samples. Almost all previous studies applied this strategy. Mao et al. [27] and Dang et al. [31] directly learned graph correlations from data, while Li et al. [29] initialized the trainable correlation as a predefined graph. Cui et al. [30] and Liu et al. [32] combined the previous two correlations and proposed a semiconstrained graph correlation. For sample-specific methods, graph correlations can be adjusted to each sample. To the best of our knowledge, there is no application of sample-specific GCs to motion prediction. We are the first to model sample-specific spatiotemporal-unshared GCs in motion prediction.

III. METHODOLOGY

The proposed DSTD-GC is introduced in this section. First, human motion prediction and some graph-related definitions are presented. Then, all GCs in motion prediction are summarized in a unified form. Next, constrained dynamic correlation modeling and dynamic spatiotemporal GC are described. Finally, the detailed model architecture is introduced.

A. Preliminaries

1) Problem Definition: Human motion prediction is to predict $L$ future human pose frames with $K$ historical observations. The entire sequence length is $T = K + L$. As a human pose is represented by $J$ joints with $D$-dimensional spatial information, the human pose at time $t$ is denoted as $X_t \in \mathbb{R}^{J \times D}$. The historical observations are formulated as $X_{1:K} = \{X_{1}, \ldots, X_{K}\}$. Our goal is to predict the future human motion $\hat{X}_{K+1:K+L} = \{\hat{X}_{K+1}, \ldots, \hat{X}_{K+L}\}$, where the corresponding ground truth is denoted as $X_{K+1:K+L} = \{X_{K+1}, \ldots, X_{K+L}\}$.

2) Notations: The spatiotemporal graph and its decomposition are formally defined as follows.

a) Spatiotemporal graph representation: As shown in Fig. 1(a), a human motion sequence with $T$ frames is presented as a spatiotemporal graph $G^{st} = (V^{st}, E^{st})$, where $V^{st} \in \mathbb{R}^{J \times T}$ is the set of all joints across frames, and $E^{st}$ is the set of spatiotemporal edges. $A^{st} \in \mathbb{R}^{J \times T \times J \times T}$ is the spatiotemporal adjacency matrix, which represents the correlations between the vertices in the graph. However, it takes many parameters to directly store and learn spatiotemporal correspondences with space complexity of $O((JT)^2)$. Therefore, we further decompose a spatiotemporal graph into a unique pair of $T$ spatial graphs across frames and $J$ temporal graphs across joints. The spatial graphs are denoted as $G^{s} = (V^{s}, E^{s})$ where $V^{s} \in \mathbb{R}^{T \times J}$ is the set of joint vertices. $E^{s}$ is the set of spatial edges, and it is formulated as a temporal-unshared spatial adjacency matrix$^1$ $A^{s} \in \mathbb{R}^{T \times J \times J}$ when spatial correlations are shared across frames, the spatial adjacency matrix is degraded into a vanilla form and is represented by a matrix from $\mathbb{R}^{J \times J}$. Similarly, the temporal graphs are denoted as $G^{t} = (V^{t}, E^{t})$, where $V^{t} \in \mathbb{R}^{J \times T}$ is the set of trajectory vertices. $E^{t}$ is the set of temporal edges, and it is formulated as a spatial-unshared temporal adjacency matrix $A^{t} \in \mathbb{R}^{J \times T \times T}$.

$^1$For clarity, the third-order tensor is denoted as a matrix, and the second-order tensor is denoted as a vanilla matrix.
b) Spatiotemporal-equivalence: Spatiotemporal-equivalence is defined for two functions on spatial graphs and corresponding temporal graphs. Formally, function $F^s$ on $G^s$ and function $F^t$ on the corresponding $G^t$ are spatiotemporal-equivalent if and only if $F^s$ is equivalent to $F^t$ after switching all operations for the time and space dimensions, and vice versa. The GCs with spatiotemporal-equivalent operations are called spatiotemporal-equivalent GCs. In the following, we only introduce the function on spatial graphs for a spatiotemporal-equivalence pair.

3) Spatiotemporal Decompose Graph Convolutions: We introduce different GCs by taking the example of the feature updating process for joint $q$ at frame $n$. The spatial and temporal neighbor indices of the selected joint are denoted as $p$ and $m$, respectively. For a typical spatiotemporal GC (ST-GC), the output feature $y_{qn}$ is obtained by

$$y_{qn} = \sum_p \sum_m a^s_{(pm)(qn)} x_{pm} W$$

where $x_{pm} \in \mathbb{R}^C$ is the input feature from joint $p$ of frame $m$, $y_{qn} \in \mathbb{R}^C$ is the output feature, $a^s_{(pm)(qn)}$ is a correlation strength in the spatiotemporal adjacency matrix $A^s \in \mathbb{R}^{J \times J}$, and $W \in \mathbb{R}^{C \times C}$ is a trainable parameter for feature transformation.

With the graph decomposition introduced earlier, two graph GCs are defined: spatial GC (S-GC) and temporal GC (T-GC)

$$x^s_{qn} = \sum_p a^s_{npq} x_{pn} W_1$$

$$x^t_{qn} = \sum_m a^t_{qmn} x_{qm} W_2$$

where $W_1$ and $W_2$ are feature transformation matrices from $\mathbb{R}^{C \times C}$ and $\mathbb{R}^{C \times C}$.

Specifically, the S-GC models framewise spatial correlations, while T-GC models jointwise temporal correlations. Then, we propose STD-GC by alternatively stacking an S-GC (2) and a T-GC (3)

$$y_{qn} = \sum_m a^t_{qmn} \left( \sum_p a^s_{npq} x_{pm} W_1 \right) W_2$$

where $a^s_{npq}$ and $a^t_{qmn}$ are from a spatial adjacency matrix $A^s$ and a temporal adjacency matrix $A^t$. STD-GC decomposes ST-GC on a spatiotemporal graph into S-GC on spatial graphs and T-GC on temporal graphs. Then, spatiotemporal feature modeling is performed by stacking these two GCs. The capability of spatiotemporal modeling is not affected by the stacking order of S-GC and T-GC. Meanwhile, STD-GC is equivalent to space-time-separable (STS)-GC [33]. All of these will be demonstrated with experiments in Section IV-C. Furthermore, STD-GC becomes vanilla STD-GC (VSTD-GC) when the spatial and temporal adjacency matrices are in vanilla form.

In sample-generic methods, $a^s_{npq}$ and $a^t_{qmn}$ are generated by a model according to the input features.

B. Analysis of Graph Convolutions on Spatiotemporal Graphs

By reformulating several GCs on spatiotemporal graphs into a uniform form, we evaluate their representation capabilities in human motion prediction. First, the spatiotemporal graph decomposition constraint is introduced, and then several GCs are evaluated based on their spatial and temporal modeling capability. We focus exclusively on the correlation between distinct GCs because the correlation dominates feature aggregation and is critical to obtaining representative spatiotemporal features. Based on the formulation in Section III-A3, we add (i) in the superscript to indicate different samples.

By comparing ST-GC (1) and STD-GC (4), it can be seen that the spatiotemporal correlations can be represented by a combination of spatial and temporal correlations with the following constraints.

Constraint 1: $a^{s(i)}_{(pm)(qn)}$ equals to the product of $a^{s(i)}_{npq}$ and $a^{t(i)}_{(pm)(qn)}$, where $a^{t(i)}_{(pm)(qn)}$ is the spatiotemporal correlation strength, $a^{s(i)}_{npq}$ is the corresponding spatial correlation strength, and $a^{t(i)}_{qmn}$ is the corresponding temporal correlation strength.

With the decomposition constraint, we further reformulate decomposed ST-GC from the spatial and temporal graph perspectives. These two views are presented as follows:

$$y^{(i)}_{qn} = \sum_m a^{s(i)}_{npq} x^{(i)}_{pm} W$$

$$y^{(i)}_{qn} = \sum_p a^{t(i)}_{qmn} \sum_m x^{(i)}_{pm} W$$

where $a^{s(i)}_{npq}$ and $a^{t(i)}_{qmn}$ are the spatial and temporal correlation weights for the input sample, respectively. Meanwhile, we combine correlation strengths and feature transformation weights into a generalized weight matrix $a^{s(i)}_{npq} W(a^{t(i)}_{npq} W)$.

Thus, the feature updating process consists of feature transformation with the generalized weight matrix and feature aggregation with framewise spatial or jointwise temporal correlations. With these two formulations, we analyze different graph GCs based on the spatial and temporal correlations for feature aggregation.

1) Sample-Generic Spatiotemporal-Shared GCs: Most recent studies [27], [28], [30], [31], [36], [43] adopted spatiotemporal-shared GCs, where joint vertices from all frames share one spatial correlation and trajectory vertices for all joints share one temporal correlation. The whole GC process can be formulated as

$$y^{(i)}_{qn} = \sum_m a^{s(i)}_{npq} a^{s(i)}_{mn} x^{(i)}_{pm} W$$

$$y^{(i)}_{qn} = \sum_p a^{t(i)}_{qmn} \sum_m x^{(i)}_{pm} W$$

$$y^{(i)}_{qn} = \sum_p a^{t(i)}_{qmn} \sum_m x^{(i)}_{pm} (a^{t(i)}_{npq} W)$$
where \( a'_{pq} \) is the shared spatial correlation strength and \( a'_{mn} \) is the shared temporal correlation strength. They are from the vanilla form of the spatial adjacency matrix \( A' \) and the temporal adjacency matrix \( A'' \), respectively. Equations (8) and (9) are the reformulations of (7) in the spatial graph’s view and temporal graph’s view. Besides, these two correlation strengths keep unchanged across input samples. Therefore, the sample-generic spatiotemporal-shared GCs are subject to the following constraints.

**Constraint 2:** \( a'_{n1p} \) and \( a'_{n2p} \) are forced to be the same, and \( a'_{qmn} \) and \( a'_{qnm} \) are forced to be the same.

**Constraint 3:** \( a'_{n1p} \) and \( a'_{n2p} \) are forced to be the same, and \( a'_{qmn} \) and \( a'_{qnm} \) are forced to be the same.

Note that \( i_1 \) and \( i_2 \) are indices of different input samples, \( n_1 \) and \( n_2 \) are indices of different joints, and \( q_1 \) and \( q_2 \) are indices of different frames.

2) **Sample-Generic Spatiotemporal-Unshared GCs:** The only difference between sample-generic spatiotemporal-shared GCs and sample-generic spatiotemporal-unshared GCs is that the spatiotemporal-unshared ones adopt unshared spatial and temporal correlations.

The sample-spatiotemporal-unshared GCs can be formulated as

\[
\begin{align*}
\mathbf{y}_{qn}^{(i)} &= \sum_{p}^{J} \sum_{m}^{T} a'_{npq} a'_{qmn} x_{pnm} \mathbf{W} \\
\mathbf{y}_{qn}^{(i)} &= \sum_{p}^{J} \sum_{m}^{T} a'_{npq} \sum_{j}^{T} x_{pmj} a'_{qmn} \mathbf{W} \\
\mathbf{y}_{qn}^{(i)} &= \sum_{p}^{J} \sum_{m}^{T} x_{pmj} (a'_{npq} \mathbf{W})
\end{align*}
\]

where \( a'_{npq} \) is framewise spatial correlation strength and \( a'_{qmn} \) is jointwise temporal correlation strength. They are from the spatial adjacency matrix and the temporal adjacency matrix, respectively. With the two unshared correlations, sample-generic spatiotemporal-unshared GCs capture evolving spatial relations between joints at different action stages and diverse temporal relations for different body parts. Thus, they generally outperform spatiotemporal-shared GCs. However, these correlations are optimized across all data and may not be optimized for individual action sequences. From the formula’s view, sample-generic spatiotemporal-unshared GCs still suffer from **Constraint 3** but relax **Constraint 2** into the following constraint.

**Constraint 4:** \( a'_{n1p} \) and \( a'_{n2p} \) differ by a scaling factor, and \( a'_{qmn} \) and \( a'_{qnm} \) differ by a scaling factor.

3) **Sample-Specific Spatiotemporal-Unshared GCs:** In comparison with sample-generic spatiotemporal-unshared GCs, the sample-specific ones infer dynamic correlations between vertices, and thus, have higher representation capacity. The formulation for these GCs is as follows:

\[
\begin{align*}
\mathbf{y}_{qn}^{(i)} &= \sum_{p}^{J} \sum_{m}^{T} a'_{npq} a'_{qmn} x_{pm} \mathbf{W} \\
\mathbf{y}_{qn}^{(i)} &= \sum_{p}^{J} \sum_{m}^{T} x_{pm} (a'_{npq} \mathbf{W})
\end{align*}
\]

where both \( a'_{npq} \) and \( a'_{qmn} \) are adjustable to the \( i \)-th input sample. Based on these formulations, sample-specific spatiotemporal-unshared GCs relax both **Constraint 2** and **Constraint 3**. Specifically, they relax **Constraint 2** into **Constraint 4** and relax **Constraint 3** into the following constraint.

**Constraint 5:** \( a'_{n1p} \) and \( a'_{n2p} \) differ by a scaling factor, and \( a'_{qmn} \) and \( a'_{qnm} \) differ by a scaling factor.

From the above-mentioned analysis, it can be seen that sample-specific spatiotemporal-unshared GCs are the least constrained. They are also the theoretically strongest decomposed GCs for spatiotemporal feature representation. This will be demonstrated in Section IV-C by comparing different GCs.

### C. Dynamic SpatioTemporal Decompose Graph Convolutions

In the following, our proposed DSTD-GC is introduced, which extends STD-GC with DS-GCs and its spatiotemporal-equivalent counterpart DT-GCs. The main difference between DSTD-GC and STD-GC is that the former GC equips constrained dynamic correlation modeling, which is the key component for powerful and lightweight representations. In this section, constrained dynamic correlation modeling is introduced, and then the details of DS-GC are presented.

1) **Constrained Dynamic Correlation Modeling:** The motivation behind constrained dynamic correlation modeling is that the correlations between joints are both constrained and dynamic. Specifically, the correlations between joints are constrained by the inherent human body structure, consistent trajectory connections, and learned motion prior. Meanwhile, these correlations are dynamically changed based on different motion sequences. To show these two characteristics, we utilize the correlations of the elbow and knee joints in the walking and directing traffic scenarios as an example (Fig. 2). The elbow and knee movements generally follow the motion chain of the human body and common trajectory patterns, so their spatial/temporal correlation presents static constraints, which are shared by all frames/joints and stay fixed under these two scenarios. Meanwhile, compared with the dynamic spatial and temporal adjustments in the directing traffic scenario, the spatial adjustment strengths between the elbow joint and the knee joint and temporal adjustment strengths in the knee joint...
are generally stronger in the walking scenario. These dynamic adjustments refine static spatial/temporal constraints at each frame/joint and vary from different inputs.

Inspired by this, we present constrained dynamic correlation modeling to directly represent the aforementioned static constraints and dynamic adjustments. Taking the spatial modeling from the purple box in Fig. 3(a) as an example, the static constraints are parameterized as a shared adjacency matrix, while the dynamic adjustments are extracted by the dynamic spatial correlation adjustment modeling function. This function takes the spatiotemporal motion feature as inputs and outputs framewise spatial correspondence adjustments that update static constraints for framewise feature aggregation.

2) Dynamic Spatial Graph Convolutions: The general framework of DS-GC is illustrated in Fig. 3(b). Specifically, DS-GC consists of three parts: 1) feature transformation; 2) spatial constrained dynamic correlation modeling; and 3) framewise feature aggregation. DS-GC takes spatiotemporal motion feature $X \in \mathbb{R}^{J \times T \times C}$ and constrained spatial adjacency matrix $A^s \in \mathbb{R}^{J \times J}$ as inputs, and then it outputs $Y \in \mathbb{R}^{J \times T \times C}$. This section will only introduce the functions in DS-GC, and the implementations will be presented in Section III-D.

a) Feature transformation: As shown in the yellow block of Fig. 3(b), feature transformation is accomplished by transformation function $T$. Here, we set the function as a linear transformation function for clarity, while other functions, such as a multilayer perceptron, can also be used. The function is defined as

$$F' = T(X) \triangleq XW$$

where $F' \in \mathbb{R}^{J \times T \times C}$ is the high-level representation.

b) Spatial constrained dynamic correlation modeling: The spatial constrained dynamic correlation modeling is shown in the purple part of Fig. 3(b). Here, the static constraints are parameterized as a vanilla adjacency matrix $C^s \in \mathbb{R}^{J \times J}$, which is set as a model parameter and optimized across all data. Meanwhile, the dynamic correspondence adjustments $M' \in \mathbb{R}^{T \times J \times J}$ are inferred from the input sample to capture framewise spatial correspondence adjustments. Specifically, $M'$ is extracted by the dynamic spatial correspondence adjustment modeling function $M^d$, which traverses all pairs of joints and extracts mutual relations. The formulation of this function for a joint pair $(p, q)$ is presented in the following:

$$M^d = M^d(x_p, x_q) \triangleq \text{MLP}(\theta(x_p) || \phi(x_q))$$

where $(x_p, x_q)$ from the input feature $X$ of the joint pair $(p, q)$, and $||$ is the pairwise concatenation along the joint dimension. $\theta$ and $\phi$ are two linear transformation functions that project the graph vertex features into low-dimensional representations to reduce computational cost. Multi-layer perceptron (MLP) is a multilayer perceptron, we utilize MLP because it can model complex spatial correlations. Note that $M^d$ is not required to be symmetric, which benefits correlation modeling by increasing analysis flexibility and enhancing representative ability. Finally, the output spatial constrained dynamic correlation, $A^s$, is obtained by a correlation updating function $U^t$. This function adjusts the static constraints $C^s$ with dynamic adjustments $M^d$.

$$A^s = U^t(A^s, M^d) \triangleq C^s + \alpha \cdot M^d$$

where $\alpha$ is a learnable parameter for controlling the adjustment intensity.

c) Framewise feature aggregation: As shown in the pink block of Fig. 3(b), given the spatial-constrained dynamic correlations $A^s$ and high-level features $F'$, the output is obtained with the framewise aggregation function $A^f$. Specifically, $A^f$ constructs a spatial graph along the temporal dimension for the updated correlation $A^s$ and feature $F'$, where $A^s_t$ and $F^t_{:, :, :}$ are from the $t$th frame of $A^s$ and $F'$, respectively. The output feature $Y \in \mathbb{R}^{J \times T \times C}$ is obtained by

$$Y = A^f(F', M^d) \triangleq [F^t_{:, :, :}, M^t_{:, :, :}, \ldots, M^T_{:, :, :}]$$

where $||$ is a concatenation function along the frame dimension.

Based on the above-mentioned three steps, DS-GC is formulated as

$$Y = A^f(T(X), U^t(A^s, M^d(X)))$$.
Since DT-GC is spatiotemporal-equivalent to DS-GC, DT-GC can be directly obtained by replacing all operations in DS-GC with their spatiotemporal-equivalent counterparts

\[ Y = A'(T(X), U'(C', M'(X))). \]  

Note that in DS-GC, the spatial-constrained dynamic correlations are sample-specific and unshared in (17). Similarly, the temporally constrained dynamic correlations from DT-GC are sample-specific and unshared. Therefore, the DSTD-GC, which combines DS-GC and DT-GC for spatiotemporal modeling, belongs to the sample-specific spatiotemporal-unshared GC. The detailed derivation is presented in Appendix A.

3) Discussions: Fig. 3(a) shows the comparison between STS-GC/S-GC and DS-GC in spatial modeling. It is found that DSTD-GC has three advantages: 1) parameter-saving spatiotemporal-unshared representation— to accomplish unshared spatial correlation modeling, STS-GC/S-GC directly parameterizes the correspondence as a spatial adjacency matrix \( A_s \) in the GC, where the space complexity is \( O(JT^2) \). Conversely, DS-GC accomplishes unshared spatial modeling with space complexity of \( O(J^2) \) by learning a vanilla adjacency matrix and a function with negligible parameters. Similarly, the space complexity of spatial-unshared temporal correlation modeling is \( O(J^2T) \) for STS-GC/T-GC and \( O(T^2) \) for DT-GC. As the joint number is always proportional to the sequence length, the overall space complexity for STS-GC and STD-GC is \( O(T^3) \) and that for DSTD-GC is only \( O(T^2) \). 2) Joint optimization—DSTD-GC learns common motion patterns in a vanilla matrix and a function to extract framewise/jointwise correlation variations. With fewer parameters to learn, this mechanism has less optimization difficulty than directly learning optimal spatial/temporal correlations through an adjacency matrix. 3) Sample-specific modeling—DSTD-GC models dynamic spatiotemporal correspondence adjustments in different motion inputs. These adjustments reflect sample-specific motion patterns and contribute to accurate motion predictions. In addition to these advantages, our DSTD-GC introduces little computation overhead. The analysis of the time complexity of DSTD-GC and STS-GC is presented in Appendix B. Both GCs have the same time complexity of \( O(CT^2(C + T)) \).

D. Model Architecture

Based on DSTD-GC, we propose a lightweight and powerful model called DSTD-GCN, which is built upon the prediction framework proposed by [27]. In this section, the prediction framework is introduced first, and then the implementation details of DSTD-GCN are given.

1) Prediction Framework: We duplicate the last input human pose for \( L \) times and formulate a new input motion sequence \( X_{1:L} \). Then, the original prediction task is reformulated into predicting the residual motion sequence between \( X_{1:L} \) and the corresponding ground truth \( \tilde{X}_{1:L} \). Based on the problem reformulation, the prediction framework is proposed, as shown in Fig. 4. The framework contains a basic conv unit to encode motion input to high-level representations, \( n_b \) basic blocks for spatiotemporal representation modeling, and a basic conv unit to decode predictions from motion features. The basic conv unit is a single-convolution layer like CNN and ST-GC. It stacks \( n_b \) layers to constitute a basic block. Besides, the global residual connection enforces the residual learning, while the local residual connection stabilizes the training process. Recent studies [27], [30], [31] prove the effectiveness of this framework. With this framework, the input and output human poses can be modeled as a whole sequence, and multilevel associated spatiotemporal correlations can be modeled, while the previous frameworks [29], [33] restrict high-level feature interactions between the input and output feature. This framework will be used to build our model and compare different GCs.

2) Model Implementation: The entire network adopts the prediction framework and stacks five basic blocks. Each basic block contains one basic conv unit. The basic conv unit of DSTD-GCN is shown in Fig. 5(a), which contains two parallel DS-GCs for spatial modeling and a DT-GC for temporal modeling. Specifically, for DS-GC, the modeling function \( M' \) takes \( X \in \mathbb{R}^{J \times T \times C} \) as input. Two linear transformation functions \( \theta \) and \( \phi \) with a reduction rate of \( r \) are used to
transform $X$ into a neatly compact representation and then squeeze the temporal dimension into the channel dimension. After this, a pairwise concatenation and a multilayer perceptron are adopted to extract spatial adjustments for each frame based on (17). These dynamic spatial adjustments update the static constraints $C'$ to obtain the sample-specific framewise spatial correlation. Finally, batch matrix multiplication is used for framewise feature aggregation to obtain the output $Y$.

We further consider prior knowledge for the static-constrained correlation. As Cui et al. [30] pointed out that a restricted prior graph correlation will reduce flexibility, we consider a simple solution here. We adopt a trainable constrained adjacency matrix and initialize it according to prior knowledge, where the weight is set to 1 for correlated joint pairs and 0 for other pairs. For spatial correspondence, we consider two types of joint relations. It is assumed that these two relations have independent influence and should be modeled separately. The first relation is the body connection, where a joint is correlated with its physically connected neighbors. The second relation is the semantic correlation. Since the arms and legs have a large variability and are hard to predict, we connect vertices in the same arm/leg. Meanwhile, body symmetry is considered, and the arm or leg is connected to its mirror counterpart. For temporal constraints, we only consider temporal context and connect every frame to its adjacent one.

IV. EXPERIMENTS

To evaluate the effectiveness of our proposed model, experiments are conducted on three standard benchmark motion capture datasets, including Human3.6M [45], Carnegie Mellon University (CMU) Mocap, and 3D Poses in the Wild (3DPW) [46] datasets. Meanwhile, experiments are designed to answer the following questions: 1) what is the performance of DSTD-GC as compared with other GCs? 2) What is the performance of our proposed DSTD-GCN as compared with other state-of-art motion prediction methods? 3) What is the influence of different components and what findings can be obtained from the experimental results?

A. Dataset Settings

1) Human3.6M: Human3.6M [45] is a widespread benchmark dataset for evaluating motion prediction. It contains 15 actions performed by seven actors. Following the data preprocessing procedure of [12] and [27], the original data in the exponential mapping format is transformed into 3-D joint coordinate space and a single pose is represented by 22 body joints. Then, each data sequence is down-sampled to 25 FPS. The data from S5 and S11 are used as test and validation datasets, while the remaining five subjects are used for training.

2) CMU Mocap: CMU Mocap $^3$ is another well-known benchmark dataset. Each pose is represented as 25 body joints. The preprocessing procedure is the same as that of Human3.6M, and the dataset split in [27] and [31] is adopted.

$^3$http://mocap.cs.cmu.edu/. We only report results on eight actions due to page limits. The results of “running” are presented in the Supplementary Material.

3) 3DPW: 3DPW [46] is a more challenging dataset and contains human motion sequences from indoor and outdoor scenarios. Like other baselines, a pose is represented as 23 body joints, and the official split is utilized [9], [27], [31].

B. Comparison Settings

1) Metrics: The mean per joint position error (MPJPE) is a standard evaluation metric used in previous studies [8], [12], [31]. With the predicted motion sequence $\hat{X}_{K+1}$ and corresponding ground truth $X_{K+1}$, the MPJPE loss is defined as

$$L_{MPJPE} = \frac{1}{J} \sum_{t=K+1}^{K+L} \sum_{j=1}^{J} \|\hat{p}_{j,t} - p_{j,t}\|_2$$

where $\hat{p}_{j,t} \in \mathbb{R}^D$ is the predicted $j$th joint position in frame $t$, while $p_{j,t} \in \mathbb{R}^D$ is the corresponding ground truth.

2) Implementation Details: All experiments were conducted on one RTX 3080 Ti GPU with the PyTorch framework [47]. For the state-of-the-art baseline models, their official implementations were adopted, and they were trained with default settings. For the comparison of DSTD-GCN and the baseline models for GCs, PReLU [48] was adopted as the activation function, and the channel number was set to 64. Meanwhile, all the models were trained with the Adam optimizer [49] with an initial learning rate of $3e-3$, which was decayed by 0.9 for every five epochs; MPJPE was used as the loss function, and the batch size was set to 32; the reduction rate $r$ was set to 32 in the DSTD-GC. Besides, the test set and sequence length settings followed the experiment setting of Dang et al. [31]. Moreover, the full test set was utilized, and the input length was set to 10, while the output length was set to 30 on the 3DPW dataset and 25 on the other two datasets. The detailed model architecture is provided in the Supplementary Material.

C. RQ1: Comparison With Other GCs

We compare the parameter number and prediction error of DSTD-GC against other GCs in Table I. Specifically, three key aspects of DSTD-GCN are investigated: spatiotemporal-unshared decomposition, sample-specific correlation, and stacking order invariance. For a fair comparison, the prediction framework is kept unchanged, and only the GC in the basic conv unit is changed. Moreover, the linear transformation is changed to a two-layer MLP for ST-GC,

| GCs | Params | Classification | Constraints | MPJPE |
|-----|--------|----------------|-------------|-------|
| ST  | 144M  | ✓              | ✓           | 90.7  |
| VSTD| 0.65M | X              | ✓           | 86.48|
| RC (27) | 0.20M | ✓              | ✓           | 73.11|
| STS (33) | 0.45M | ✓              | ✓           | 83.15|
| TSD | 0.46M | ✓              | ✓           | 78.84|
| STD | 0.46M | ✓              | ✓           | 81.14|
| DSTD | 0.13M | ✓              | ✓           | 72.31|
| DSTD | 0.13M | ✓              | ✓           | 73.56|
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VST-GC, FC-GC, and STS-GC. For our DSTD-GC, the basic conv unit in Fig. 5(a) is adopted, and one DS-GC is removed in the spatial modeling. Also, TSD-GC and DTSD-GC are introduced by switching the order of spatial and temporal GCs in STD-GC and DSTD-GC, respectively. For a fair comparison, we follow previous approaches [27], [31], [33] and initialize adjacency matrices randomly for all GCs.

1) Spatiotemporal-Shared GCs Versus Spatiotemporal-Unshared GCs: Since spatiotemporal-shared and spatiotemporal-unshared GCs are defined for decomposing ST-GC, they are compared with the ST-GC. It can be observed that spatiotemporal-shared GCs (STS, TSD, and STD) have fewer parameters than spatiotemporal-unshared GCs but perform worse than ST-GC. Meanwhile, the spatiotemporal-unshared GCs obtain similar errors as ST-GC, which indicates that unshared spatial and temporal correlations are more suitable forms for describing spatiotemporal correlations because the unshared correlations can explicitly describe the varying spatiotemporal correlations in different body parts and different motion stages. Although spatiotemporal-shared GCs take fewer parameters than spatiotemporal-unshared ones, the corresponding models are not lightweight because these models need to stack more layers to achieve comparable performance. This will be shown in Section IV-D.4. Our DSTD-GC utilizes a shared vanilla adjacency matrix to store general correlations and a function to extract unshared correlation variances. Thus, our DSTD-GC is parametersaving and explicitly models spatiotemporal correlations.

2) Sample-Generic GCs Versus Sample-Specific GCs: We compare the two sample-generic GCs (TSGC and STD-GC) with their sample-specific counterparts (DTSD-GC and DSTD-GC). It can be found that sample-specific GCs make consistent improvements in accuracy. This is because the learned sample-generic correlations cannot precisely depict the correlations in individual sequences and the correlation balance between various input samples. This global optimal strategy may introduce false correspondence that disturbs individual predictions. More investigations on this are shown in Section IV-D.3.

3) Spatial–Temporal Order Versus Temporal–Spatial Order: As STD-GC and TSD-GC, DSTD-GC and DTSD-GC perform similarly, the modeling capability of spatiotemporal decomposed GC is invariant to the stacking order of spatial and temporal GCs.

D. RQ2: Comparison With the State-of-the-Art

To evaluate the performance of DSTD-GCN, the quantitative and qualitative results on the Human3.6M, CMU Mocap, and 3DPW datasets are presented. First, quantitative results are provided by comparing DSTD-GCN with state-of-the-art methods, and then qualitative results are provided. Following previous studies [27], [31], the results are divided into short-term (<500 ms) and long-term (>500 ms) predictions.

1) Baselines: We select six state-of-the-art baselines, including the RNN-based model (residual sup [12]), CNN-based model (Traj-CNN [9]), and GCN-based model (FC-GCN [27], DMGNN [29], MSR-GCN [31], and STS-GCN [33]). For GCN-based models, FC-GCN, DMGNN, and MSR-GCN belong to the sample-generic spatiotemporal-shared method, and STS-GCN is the only sample-generic spatiotemporal-unshared method. For the graph correlations, DMGNN adopts fixed correlations from body connections, while the other three GCN-based methods initialize the adjacency matrix randomly and then optimize it through backpropagation. Among all the baseline methods, FC-GCN, Traj-CNN, MSR-GCN, STS-GCN, and our approach utilize the prediction framework demonstrated in Fig. 5(a).

2) Results: The detailed quantitative comparisons for both short-term and long-term prediction results are presented in Tables II and III. Meanwhile, we also present the average results of selected frames in Tables IV and V. Apparently, methods with the prediction framework make more accurate predictions with fewer parameters. Meanwhile, GCN-based methods generally outperform the RNN-based method (residual sup.) and CNN-based methods (Traj-CNN). For GCN-based methods, spatiotemporal-unshared methods outperform spatiotemporal-shared methods in terms of prediction accuracy and parameter numbers. Note that MSR-GCN contains 68 GC layers and combines DCT temporal encoding [27] with multiscale modeling, while STS-GCN and DSTD-GCN only contain seven GC layers with raw 3-D inputs. With constrained dynamic correlation modeling, DSTD-GCN also models sample-specific correlations and achieves the best prediction accuracy with the fewest parameters. Even when the motion sequences become more challenging in the 3DPW dataset, our model still makes consistent improvements over the other approaches. For qualitative comparison, our method is compared with two state-of-the-art approaches on three benchmark datasets, and the examples are shown, as Figs. 6–8. In each of these examples, our method makes more accurate predictions. Specifically, we analyze the examples from the CMU Mocap dataset in detail. In the basketball scenario, spatiotemporal-unshared methods generally work better than spatiotemporal-shared ones because spatiotemporal-unshared
methods explicitly model individual joints’ spatiotemporal correlations, and thus, can infer a large movement from tiny motion cues. Here, both STS-GCN and our method can capture the backward trend of the right leg. However, sample-generic modeling of spatiotemporal correlations may disturb individual motion predictions, especially in some static action scenarios. As shown in the directing traffic scenario, most joints stay still, but STS-GCN amplifies the motion of the right arm and infers leg movement mistakenly. With constrained dynamic correlation modeling, our method can dynamically model sample-specific motion patterns and thus make more accurate predictions under different scenarios. Due to page limits, we present more visual comparison results in the Supplementary Material.

3) Visualization of Constrained Dynamic Correlations: In this section, we analyze different aspects of constrained modeling. The results are shown in the Supplementary Material.
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Fig. 8. Visualization of the predicted results of the state-of-the-art methods on two action examples on the CMU Mocap dataset. The blue and red poses indicate ground truths and predictions, respectively. (a) Basketball. (b) Directing Traffic.

Fig. 9. Visualization of constrained correlation. (a) and (b) indicate spatial correlations and (c) indicates temporal correlations. (I) is the initialized mask, where blue colors indicate predefined connections. For spatial correlation, we also show the filtered points and their natural connections in black. Optimized constrained correlations are shown in (II), where color brightness indicates connection strength.

TABLE IV

| Model            | Human3.6M | CMU Mocap |
|------------------|-----------|-----------|
|                  | MPJPE     | Params    | Time     | MPJPE     | Params    | Time     |
| DMGNN [29]       | 63.27     | 46.90M    | 422ms    | 50.84     | 46.94M    | 590ms    |
| PC-GCN [27]      | 58.32     | 2.55M     | 46ms     | 40.30     | 2.70M     | 47ms     |
| Traj-CNN [9]     | 57.55     | 1.20M     | 95ms     | 38.62     | 1.20M     | 110ms    |
| STS-GCN [33]     | 57.47     | 0.40M     | 90ms     | 38.64     | 0.46M     | 41ms     |
| MSR-GCN [31]     | 57.88     | 6.30M     | 70ms     | 38.10     | 6.37M     | 82ms     |
| Ours             | 55.19     | 0.18M     | 48ms     | 35.93     | 0.20M     | 50ms     |

TABLE V

| Model            | 200  | 400  | 600  | 800  | 1000 | Average |
|------------------|------|------|------|------|------|---------|
|                  | MPJPE | Params | Time      | MPJPE | Params | Time      |
| DMGNN [29]       | 37.3 | 67.8 | 94.5 | 109.7 | 123.6 | 86.6 | 46.9M | 470ms |
| PC-GCN [27]      | 35.6 | 67.8 | 90.6 | 106.9 | 117.8 | 83.7 | 2.60M | 46ms  |
| Traj-CNN [9]     | 30.0 | 59.7 | 85.3 | 99.1 | 107.7 | 76.4 | 1.20M | 103ms |
| STS-GCN [33]     | 27.2 | 52.6 | 75.1 | 94.1 | 107.9 | 71.4 | 0.49M | 41ms  |
| MSR-GCN [31]     | 37.4 | 65.4 | 83.1 | 96.3 | 106.2 | 77.7 | 6.31M | 73ms  |
| Ours             | 24.5 | 49.9 | 69.9 | 85.2 | 96.3 | 65.2 | 0.19M | 49ms  |

Fig. 10. Visualization of spatial correlation adjustments. (a)–(c) are three sample poses (black, orange, and purple boxes in Fig. 8). (I)–(III) are the ground truth pose, the predicted pose with constrained correlation, and the prediction with constrained dynamic correlation. For (II) and (III), we show certain pairs of constrained dynamic correlations for clarity.

Fig. 11. Visualization of temporal correlation adjustments. (a) and (b) are from the right foot, while (c) is from the head. (a) and (c) are from “Basketball,” while (b) is from “directing traffic.” Color brightness indicates connection strength.

After the constrained correlation analysis, we use two example sequences in Fig. 8 to better understand why dynamic adjustments take effect. First, we remove dynamic adjustments in DSTD-GC and compare the visualization sequences (ours w/o dynamic adjustments) with the results from the full model. Then, we visualize the sample spatial and temporal adjustments from the two motion sequences in Figs. 10 and Fig. 11. Combining the example comparison with the correlation visualization, we obtain two observations: 1) sample-specific correspondence adjustments contribute to accurate motion prediction. As shown in Fig. 10(a), the adjustment strengths from the arms to the right leg are three strongest connections for each joint. We find that most optimized connections follow the predefined masks, which demonstrates the importance of the proposed prior knowledge initialization. Besides, some strong connections outside predefined masks intuitively contribute to accurate motion prediction, such as the hands to the legs and the torso and long-term frame links.

After the constrained correlation analysis, we use two example sequences in Fig. 8 to better understand why dynamic adjustments take effect. First, we remove dynamic adjustments in DSTD-GC and compare the visualization sequences (ours w/o dynamic adjustments) with the results from the full model. Then, we visualize the sample spatial and temporal adjustments from the two motion sequences in Figs. 10 and Fig. 11. Combining the example comparison with the correlation visualization, we obtain two observations: 1) sample-specific correspondence adjustments contribute to accurate motion prediction. As shown in Fig. 10(a), the adjustment strengths from the arms to the right leg are three strongest connections for each joint. We find that most optimized connections follow the predefined masks, which demonstrates the importance of the proposed prior knowledge initialization. Besides, some strong connections outside predefined masks intuitively contribute to accurate motion prediction, such as the hands to the legs and the torso and long-term frame links.
enhanced in “Basketball.” With these enhancement cues, the model predicts more accurate leg movement. Similarly, the connection strengths between the two arms are reduced in “directing traffic” in Fig. 10(b). Without these adjustments, the constrained correlation tends to infer wrong correspondences between the arms and amplify their movement mistakenly. Moreover, we also present temporal correspondence adjustments from the right ankle joint in Fig. 11(a) and (b), where we find the adjustment strengths are generally stronger in the basketball case. As the right foot moves backward in the basketball example, it correlates to other vertices of the trajectory more intensely. 2) Spatiotemporal-unshared correspondence adjustments reflect vital correlation variations in different movement stages/joints. For spatial modeling, the left arm moves in the late stage of the “Basketball” sequence. As shown in Fig. 11(a) and (c), the connection strengths between the left arm and the right leg are larger than those in the early movement stages. For temporal modeling, the knee joint moves continuously, so its temporal correlations are stronger than the ones of the head joint [Fig. 11(a) and (c)]. Although temporal adjustment strengths are much smaller than constrained temporal correlation, they introduce critical correlation refinements for accurate motion prediction. As shown in Table VI, the performance drops sharply when we retrain the model without temporal adjustments.

4) Effectiveness Analysis: The model parameters and inference time of a single iteration are presented in Tables IV and V. Generally, spatiotemporal-unshared methods outperform other methods in prediction accuracy and parameter number. For the models with the prediction framework, we also report the basic block number and number of convolutions in all basic blocks in Table VII. Although the spatiotemporal-shared GC has fewer parameters than spatiotemporal-unshared GC as a single-convolution unit, it needs to stack more layers to achieve comparable performance. The overall stacking overhead outweighs their lightweight benefits at an individual level. Meanwhile, our method outperforms other methods in prediction accuracy with the fewest parameters. The parameter number of our method is half of the most lightweight model STS-GCN and only 3% of the best baseline MSR-GCN on the CMU Mocap dataset. Besides, our method is slightly slower than STS-GCN due to the additional computation of correspondence adjustments.

E. RQ3: Ablation Study

In this section, some major components of our method are investigated by comparing DSTD-GCN to its variants and other state-of-the-art methods.

1) Constrained Dynamic Correlation Modeling: First, the performance of the constrained and dynamic correlation is investigated by only using the constrained vanilla adjacency matrix and dynamic adjacency matrix for feature aggregation, respectively. The results are shown as A and B in Table VIII, and two findings can be obtained by comparing the average errors: 1) constrained correlations cannot express erratic patterns in human motions, and there should be an adjustment function to complete the vertex correspondences for each motion sequence, as H outperforms A by 3.33. 2) With respect to the constrained dynamic correlation characteristic, explicit separate modeling is better than implicit united modeling, as variant B extracts both correlations simultaneously and performs worse than H by 6.84. Interestingly, A outperforms B by 3.51. Since the constrained correspondences are presented across all samples, the dynamic correspondences are presented for each individual, these correlations are optimized toward two distinct directions, and neither of them can reach the optimum under the united optimization scenario. Meanwhile, the updating order is investigated by only using the constrained feature to adjust the dynamic feature (C). C performs worse than A by 2.29, which indicates that dynamic correlations adjust constrained correlations but not vice versa.

2) Prior Constrained Adjacency: The improvement in average MPJPE is compared for prior constrained adjacency and constrained dynamic correlation modeling. To show the effectiveness of the prior constrained adjacency, we designed a model with random constrained adjacency initialization (D). For constrained dynamic correlation modeling, DS-GC and DT-GC are replaced by S-GC and T-GC, respectively (E). As shown in Table VIII, the reduction of prior connections (0.86) is much less than the reduction of constrained dynamic correlation modeling (2.06). Besides, other state-of-the-art baselines do not obtain prior connections, and D still outperforms the best baseline MSR-GCN by 1.31 in average MPJPE, indicating the effectiveness of our proposed constrained dynamic correlation modeling.

3) Spatial and Temporal GCs: To investigate the contribution of spatial and temporal GCs, the spatial and temporal
that temporal correlations are more important than spatial modeling and 2) H outperforms G by 1.74, demonstrating and emphasizing the importance of spatiotemporal correlation. In the full model, all spatial or temporal GCs cannot make accurate predictions by 5.19 and 3.45, respectively, indicating that individual spatial or temporal GCs are replaced with their spatiotemporal-equivalent variants.

V. DISCUSSIONS

A. Limitations

We only design a multilayer perceptron based on pairwise concatenation to extract frame-wise/jointwise spatial/temporal correlation adjustments. This exhaustive correlation modeling strategy calculates correlations between some unrelated vertices. A more powerful and efficient correlation modeling strategy can be designed. Another limitation is the scalability of the prediction framework, where input and output sequence length is fixed. This limitation hinders us from directly adopting the model to motion sequences with arbitrary lengths. This is a common problem for several state-of-the-art models [9], [27], [30], [31].

B. Broader Impacts

Apart from human motion prediction, our proposed DSTD-GCN has two broader impacts.

First, spatiotemporal graphs are presented in a wide range of prediction applications, including point clouds [50], [51], traffic flows [42], [52], trajectory [53], [54], and so on [55], [56], where spatiotemporal-unsampled decomposition and sample-specific correlation are crucial for feature representation. DSTD-GC can be used as a powerful basic convolution unit for model design in the above-mentioned applications.

Second, the key idea of constrained dynamic correlation modeling is to decouple graph correlations into common patterns presented in all samples and unique patterns presented in each instance. The sample-generic and sample-specific patterns are intuitively optimized in distinct directions and should be modeled differently. Explicitly modeling these two patterns with constrained dynamic correlation modeling can reduce the optimization difficulty and might inspire adjacency modeling for other graph-based visual learning tasks [54], [57], [58], [59], [60]. In many of these works, the graph correlations are set either as model parameters, which cannot model sample-specific graph correlations, or as attention weights from input features, where sample-generic correlations are ignored. Their GC representation abilities can potentially be enhanced if they can separately model sample-generic and sample-specific correlations.

For example, our method can potentially be adopted in trajectory prediction. It is obvious that cars move in similar patterns, which are different from the ones from the pedestrians. Thus, the sample-generic correlation can be utilized here to represent inherent trajectory pattern similarities within cars/pedestrians. On the other hand, a car’s movement pattern depends on surrounding cars and pedestrians under different circumstances, which could be depicted by the sample-specific correlation adjustments. Due to the page limits, we cannot conduct experiments to show this. We plan to test the effectiveness of DSTD-GC in future work.

VI. Conclusion

In this work, a novel DSTD-GC is proposed for human motion prediction. DSTD-GC employs constrained dynamic correlation modeling, which extends the conventional GC by combining constrained correlations (from training or prior knowledge) and dynamic correlations from input motion sequences. Mathematical analyses and extensive experiments are conducted to illustrate the powerful spatiotemporal modeling capability of DSTD-GC. The results indicate that DSTD-GC breaks certain constraints of state-of-the-art GCs on spatiotemporal graphs. With this strategy, we propose DSTD-GCN, which outperforms other state-of-the-art methods in prediction accuracy with the fewest parameters.
APPENDIX B
TIME COMPLEXITY OF DSTD-GC

The time complexity analysis of STS-GC and DSTD-GC is presented here. As a GC consists of feature transformation and feature aggregation [44], we first show the time complexity of these two operations is the same for both GCs. Comparing (13) with (10), we find the time complexity is both $O(JTC^2)$ for feature transformation and $O((J + T)JTC)$ for feature aggregation. For clarity, we utilize the frame-joint proximity assumption in Section III-C3 and assume that $C = C'$. Under these assumptions, the overall time complexity of the basic GC operations for both GCs is $O((J + T)JTC^2(C + T))$.

In addition to basic GC operations, DSTD-GC conducts constrained dynamic correlation modeling to extract dynamic correspondence adjustments. The modeling process does not increase the time complexity. Taking spatial modeling as an example, the most time-consuming operations are pairwise concatenation and its following MLP, as illustrated in Fig. 5(b). The time complexity for these two operations is $O(JTC^2/C/r)$. In our implementation, a very large $r$ is used, so $O(TC/r)$ can be approximated to $O(C)$. Thus, the overall time complexity of spatial-constrained dynamic correlation modeling is $O(JTC)$. Combining the assumptions in the previous paragraph, the overall time complexity for the constrained dynamic correlation modeling is $O((J + T)JTC^2)$, which is less or equal to the time complexity of the basic GC operations. Therefore, the overall time complexity of DSTD-GC is $O((J + T)JTC^2(C + T))$.

With the above-mentioned analysis, it can be concluded that STS-GC and DSTD-GC have the same time complexity, and the extra operations in DSTD-GC do not increase the time complexity.
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