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Abstract

The problem of testing for the presence of epidemic changes in random fields is investigated. In order to be able to deal with general changes in the marginal distribution, a Cramér-von Mises type test is introduced which is based on Hilbert space theory. A functional central limit theorem for $\rho$-mixing Hilbert space valued random fields is proven. In order to avoid the estimation of the long-run variance and obtain critical values, Shao’s dependent wild bootstrap method is adapted to this context. For this, a joint functional central limit theorem for the original and the bootstrap sample is shown. Finally, the theoretic results are supplemented by a short simulation study.
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1. Introduction

1.1. Change-point tests for random fields

The focus of this paper lies on the problem of epidemic change in the mean for Hilbert space valued random fields. Given a data set of observations, a classical problem in change-point analysis consists of testing whether all the observations have the same stochastic structure (i.e. marginal distribution) or whether there is a subset (the change-set) of the data where the structure is different. For data corresponding to a time series, the split into different data subsets can be characterized by the points in time (the change-points) at which there is a structural break. In the epidemic change model, there are two possible change-points (the start and end of an “epidemic”) and the structure of the data changes after the first change-point but reverts back to its original state after the second change-point. Extended to random fields, this becomes the problem of testing for rectangular change-sets. Epidemic changes are of interest not only in medicine...
(see, e.g., [34]) but also, e.g., in signal detection and textile fabric quality control (see, e.g., [51]). The epidemic change-point problem was introduced by Levin and Kline [34] and has since been the subject of numerous publications (see, e.g., [1], [13], [28], [45] and the publications listed therein). For random fields with a change in the mean, a nonparametric approach for this type of problem was considered in [29] and [55] for i.i.d. observations and in [7] and [8] for weakly dependent data. The test statistics considered in these publications are a special type of scan statistic, variants of which could - under the assumption that the distributions of the observations belong to a parametric family - also be used to test for changes in other parameters of a distribution (see, e.g., [29], [36], [49]). For the nonparametric problem of a change in the distributions without any prior information on the family of distributions, however, a test based on the empirical distribution function $F_n$ with

$$F_n(t) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}(X_i \leq t)$$

might be more useful. Equipped with the appropriate norm, one can regard these as sums of Hilbert space valued random variables, where the true distribution function of $X_i$ is the expected value (in the Hilbert space) of $\mathbb{1}(X_i \leq \cdot)$. Therefore, the change in distribution problem can be translated into a change in mean problem for Hilbert space valued random variables.

The analysis of functional data over a spatial region is of independent interest. As a special case of spatio-temporal data, where measurements over time are taken at different locations in space, functional data may arise for instance in brain imaging or in space physics (see [22]).

For weakly dependent time series of functional data, the epidemic change model was investigated by Aston and Kirch [1], who constructed test statistics based on projections on the principal components. By contrast, we aim to apply the approach used by Sharipov et al. [48], who take the full functional structure into account. To the best of our knowledge, there are no results on asymptotic change-point tests for the specific setting considered here.

A popular approach for the construction of asymptotic tests for change in mean problems are so-called CUSUM-type tests, where the mean is estimated using cumulative sums of the observations. This leads to test statistics that can be written as functionals of the partial sum process of the data. Therefore, the first aim of this paper is to give a functional central limit theorem (FCLT) for weakly dependent Hilbert space valued random fields which can then be used for change-point tests. The continuous mapping theorem can then be applied to obtain the limit distribution of a CUSUM-type test statistic.

Although the central limit theorem is known for multivariate weakly dependent random fields (see [10], [50]) and even random fields with values in a Hilbert space (see [51]), most of the literature on FCLTs for random fields has focused on real-valued fields. For this one-dimensional setting, numerous results have been given not only for independent observations (see [52]) but also for weakly dependent fields. For instance, the monographs by Bulinski and Shashkin [11] and Lin and Lu [35] give examples of FCLTs under conditions related to association and mixing conditions respectively. For mixing fields of real-valued random variables, Deo [16, 17] proved FCLTs under $\varphi$-mixing con-
ditions and Kim and Seok [31] extended the ideas of Deo’s proofs to obtain FCLTs for $\rho$-mixing random fields. For i.i.d. Hilbert space valued random fields, Zemlys [55] introduced a Hölderian FCLT. The FCLT presented here can be viewed as an extension of the approach by Deo [16] first to vector-valued fields and then to Hilbert space valued fields.

After describing the bootstrap method considered here (section 1.2), we introduce the notations used throughout this article (section 1.3). We then present our main results in section 2. To illustrate our theoretical findings, our third section reports some simulation results. Proofs of our main results are relegated to section 4.

1.2. Bootstrap for Hilbert space valued processes

Nonparametric resampling methods like bootstrap are especially useful when dealing with stochastic processes, as the asymptotic distribution typically depends on a parameter function, which is hard to estimate. The bootstrap of the empirical distribution function has been well studied, starting with [2] in the independent case. This was extended to time series data by Naik-Nimbalkar and Rajarshi [38], Peligrad [41] and Radulović [44] using block bootstrap methods adjusted for dependence. For an overview of the block bootstrap methods, see the book by Lahiri [32]. Shao [47] introduced a different resampling method for time series: the dependent wild bootstrap, which generalizes Wu’s [53] wild bootstrap. Recently, Doukhan et al. [19] extended the dependent wild bootstrap to empirical distribution functions and were able to show its validity. As seen above, the empirical distribution function can be interpreted as a function of Hilbert space valued random variables.

For more general Hilbert spaces, the bootstrap has been investigated in [15] and [43].

For the application to change-point detection, one needs a sequential bootstrap to mimic the behavior of the partial sum process. The consistency of the sequential multiplier bootstrap for the empirical distribution function under independence was shown in [21] and [25] for the sequential empirical process indexed by functions. For dependent data, Inoue [27] proposed a block multiplier bootstrap for the sequential empirical distribution function. Sharipov et al. [48] studied block bootstrap for the partial sum process of Hilbert space valued random variables.

While there is a broad range of results for different bootstrap methods in the time series setting, much less work has been done for random fields, although ideas for this can be traced back thirty years to [24]. Politis and Romano [42] studied block bootstrap for partial sums, Zhu and Lahiri [58] for the empirical distribution function. We are not aware of any bootstrap methods for Hilbert space valued random fields or of sequential bootstrap methods for the partial sum process of random fields (even in the real valued case).

The second aim of the paper is thus to give a sequential bootstrap method for Hilbert space valued random fields. We propose a generalization of the dependent wild bootstrap to random fields (a definition of the notation used in the following can be found in section 1.3): Let $(X_k)_{k \in \mathbb{Z}^d}$ be a random field and $\hat{X}_n = \frac{1}{n^d} \sum_{1 \leq i \leq n} X_i$. Furthermore, let $(V_n(i))_{1 \leq i \leq n}$ be a real valued random field, independent of $(X_k)_{k \in \mathbb{Z}^d}$, with $\mathbb{E} V_n(i) = 0$, $\text{var}(V_n(i)) = 1$ and a dependence structure to be specified later. The partial sum process $\{S_n(t)\}_{t \in [0,1]^d}$ with

$$S_n(t) = n^{-d/2} \sum_{1 \leq i \leq \lfloor nt \rfloor} (X_i - \mu)$$

(1)
will be bootstrapped by

$$S^*_n(t) = n^{-d/2} \sum_{1 \leq i \leq [nt]} V_n(i) \{ X_i - \hat{\mu}(i) \},$$

where \( \hat{\mu}(\cdot) \) is an estimator for the mean function.

If the bootstrapped partial sum process mimics the behavior of the original partial sum process, by the continuous mapping theorem, the same holds for the bootstrap version of our test statistic. The classical choice proposed by Shao \[47\] for the mean estimator is \( \hat{\mu} \equiv \bar{X}_n \). However, under the alternative (presence of a change), the bootstrap with this choice of estimator might not be close to the distribution under the null hypothesis (no change). Therefore, we propose a different variant of our bootstrap. Let \( \hat{C}_n \) be an estimator of the change-set such that \( \varepsilon_1 n^d \leq \# \hat{C}_n \leq (1 - \varepsilon_2) n^d \) for some \( 0 < \varepsilon_1 < 1 - \varepsilon_2 < 1 \) and all \( n \in \mathbb{N} \). Define

$$\hat{\mu}(k) = \begin{cases} \frac{1}{\# \hat{C}_n} \sum_{i \in \hat{C}_n} X_i & \text{if } k \in \hat{C}_n, \\ \frac{1}{\# \hat{C}_n} \sum_{i \notin \hat{C}_n} X_i & \text{if } k \notin \hat{C}_n. \end{cases}$$

In the following, we will consider bootstrapped versions of \( \{S_n(t)\}_{t \in [0,1]^d} \) with either of these two mean estimators, i.e., \( \hat{\mu} \) will denote either \( \bar{X}_n \) or \( \hat{\mu}(\cdot) \). We will not specify the change-set estimator \( \hat{C}_n \), but assume that it is a subblock of \( \{0,n\} \) which fulfills the size restriction above (see \[8\] for some example for \( \mathbb{R}^d \)-valued random fields). For an example of a change-set estimator, see our simulation study in section 3.

### 1.3. Notations

Before introducing the main results, we will now cover some notations and conventions that will be used throughout this paper. \( \mathbb{R}^d \) denotes the vector space of real vectors, equipped with the usual partial order, and \( \mathbb{Z}^d \) and \( \mathbb{N}^d \) denote the subsets of integer and positive integer vectors, respectively. For an integer \( k \in \mathbb{Z} \), we denote \( (k, \ldots, k)^\top \in \mathbb{Z}^d \) by \( \underline{k} \) and write general vectors \( (x_1, \ldots, x_d)^\top \in \mathbb{R}^d \) as \( \mathbf{x} \). For \( \mathbf{x} \in \mathbb{R}^d \), we use the following notations: \( \lfloor \mathbf{x} \rfloor = ([x_1], \ldots, [x_d])^\top \) is the integer part of \( \mathbf{x} \), \( \lceil \mathbf{x} \rceil = ([x_1], \ldots, \lceil x_d \rceil) \) and \( \lfloor \mathbf{x} \rfloor = x_1 \cdots x_d \). For a set \( S \subseteq \mathbb{R}^d \) and a number \( n \in \mathbb{N} \), we write

$$S \ominus S = \{ \mathbf{x} \in \mathbb{R}^d : \exists \mathbf{s}, \mathbf{t} \in S, \mathbf{x} = \mathbf{s} - \mathbf{t} \},$$

\( \#S = \text{card}(S) \) if \( S \) is finite, and \( nS := \{ n\mathbf{x} : \mathbf{x} \in S \} \), where \( n\mathbf{x} = (nx_1, \ldots, nx_d)^\top \).

A block in \( \mathbb{R}^d \) is a set of the form \( \{ \mathbf{x} : x_i < z_i \leq y_i, i = 1, \ldots, d \} \) for \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^d \) \( (\mathbf{x}, \mathbf{y}) = \emptyset \) if \( x_i \geq y_i \) for some \( i \in \{1, \ldots, d\} \). A block in \( \mathbb{Z}^d \) is the intersection of a block in \( \mathbb{R}^d \) and the set \( \mathbb{Z}^d \). In particular, for a block \( B = (\mathbf{s}, \mathbf{t}) \subseteq [0,1]^d \) and \( n \in \mathbb{N} \), we denote the associated block \( nB \cap \mathbb{Z}^d = ([n\mathbf{s}], [n\mathbf{t}]) \cap \mathbb{Z}^d \) by \( \mathcal{B}_n \). Writing \( \lambda \) for the Lebesgue measure on \( \mathbb{R}^d \), it then holds that \( \lambda([n\mathbf{s}], [n\mathbf{t}]) = \#B_n \).

We say a block \( W \) in \( \mathbb{Z}^d \) belongs standardly to a block \( U \subseteq \mathbb{Z}^d \) and denote this by \( W \prec U \) whenever \( W \subset U \) and the minimal vertices of \( W \) and \( U \) (in the sense of the lexicographic order) coincide. Let \( a_{i,j}^{(i)} (i = 1, \ldots, d, j = 1, \ldots, n_i, n_i \in \mathbb{N}) \) be real numbers with \( 0 = a_1^{(i)} < b_1^{(i)} < a_2^{(i)} < b_2^{(i)} < \cdots < a_{n_i}^{(i)} < b_{n_i}^{(i)} = 1 \) for \( i = 1, \ldots, d \). We say
a collection of blocks is strongly separated (see [12]) if it is a subfamily of blocks of the form
\[
\left\{ \begin{array}{c}
d \sum_{i=1}^{d} \begin{pmatrix} a_{k_i}^{(i)} & b_{k_i}^{(i)} \end{pmatrix} : 1 \leq k_i \leq n_i, 1 \leq i \leq d \end{array} \right\}.
\]

Denoting the supremum norm on \( \mathbb{R}^d \) by \( \| \cdot \|_\infty \), we define the distance
\[
dist(S, Q) = \inf \{ \| x - y \|_\infty : x \in S, y \in Q \}
\]
between two sets \( S \) and \( Q \). Given observations \( (X_j)_{1 \leq j \leq n} \) (\( n \in \mathbb{N} \)), a real-valued random field \( \{V_n(i)\}_{1 \leq i \leq n} \) will be called a dependent multiplier field with bandwidth \( q \) if it is a Gaussian random field, independent of \( (\mathcal{X})_1 \) between two sets \( S \) and \( Q \). Let \( S \) be the space of bounded (with respect to the operator norm \( \| \cdot \| \)) linear operators from \( H \) to \( H \). The notation \( \{e_k\}_{k \in \mathbb{N}} \) is used for complete orthonormal systems in \( H \). The trace of a nuclear operator \( S \in S(H) \) is
\[
\text{tr}(S) = \sum_{i=1}^{\infty} (S e_i, e_i), \quad \| S - S' \|_1 = \text{tr}(S - S')
\]
defines a metric on \( S(H) \). Consider the span \( H_k \) of the first \( k \) \( e_i \). Then the orthogonal projections on \( H_k \) are \( P_k : H \to H_k \), and the corresponding complementary operators are \( A_k : H \to H \), \( h \mapsto \sum_{i=1}^{k} (h, e_i) e_i \). For any \( H \)-valued random variable, we write
\[
X^{(k)} = P_k X \quad \text{and} \quad X^{(k+1)} = X - X^{(k)} = \langle X, e_{k+1} \rangle.
\]

For \( t \in [0, 1]^d \), let \( R_t \in \{ <, > \} \), \( i = 1, \ldots, d \), and define a quadrant in \( [0, 1]^d \) by
\[
Q_{R_1, \ldots, R_d} = \{ (s_1, \ldots, s_d) \in [0, 1]^d : s_i R_i t_i, i = 1, \ldots, d \}.
\]

We say that a function \( x : [0, 1]^d \to H \) has quadrant limits if \( x_{Q(t)} = \lim_{s \to t, s \in Q(t)} x(s) \) exists for all \( t \in [0, 1]^d \) and quadrants \( Q(t) \). \( x \) is called continuous from above if \( x(t) = x_{Q_{\leq}}(t) \) for all \( t \in [0, 1]^d \). In analogy to the case \( H = \mathbb{R} \), we will consider stochastic processes in the space \( D_H([0, 1]^d) \) of functions \( x : [0, 1]^d \to H \) that have quadrant limits and are continuous from above. We endow \( D_H([0, 1]^d) \) with the metric
\[
d_S(x, y) = \max_{t \in [0, 1]^d} \sup_{\lambda \in \Lambda} \{ \| x(t) - y(t) \|, \| x(t) - y(t) \| \}
\]
where
\[
\Lambda = \{ \lambda : [0, 1]^d \to [0, 1]^d : \lambda(t_1, \ldots, t_d) = (\lambda_1(t_1), \ldots, \lambda_d(t_d)) \}, \lambda_p : [0, 1] \to [0, 1]
\]
cont., strictly increasing and \( \lambda_p(0) = 0, \lambda_p(1) = 1 \) for all \( p = 1, \ldots, d \).
(see, e.g., [33, 40] for $D_{F([0,1]^d)}$). Let $C_H([0,1]^d)$ be the subset of functions in $D_H([0,1]^d)$ that are continuous with respect to the supremum-norm $\|x\|_\infty = \sup \{\|x(t)\| : t \in [0,1]^d\}$.

It can be seen that the proofs which Neuhaus [33] (see also [40]) provides for $D_{F([0,1]^d)}$ can be extended to our present setting with only minor changes. In particular, $(D_H([0,1]^d), s_{\infty})$ is separable and (topologically) complete and the Borel $\sigma$-algebra coincides with the $\sigma$-algebra generated by the coordinate mappings (for dense subsets of $[0,1]^d$). The relation between $s_{\infty}$ and the supremum norm on $D_H([0,1]^d)$ is the same as in $D_{F([0,1]^d)}$, and $(C_H([0,1]^d), \| \cdot \|_{\infty})$ is a separable Banach space with $C_H([0,1]^d) \subseteq D_H([0,1]^d)$. If $(X_t)_{t \in [0,1]^d}$ is a stochastic process with values in $D_H([0,1]^d)$, then the increment $X(B)$ of $X$ around a block $B = \prod_{i=1}^d (s_i, t_i]$ is given by

$$X(B) = \sum_{\varepsilon_1=0,1} \cdots \sum_{\varepsilon_d=0,1} (-1)^{d-\sum_{i=1}^d \varepsilon_i} X(s_1 + \varepsilon_1(t_1 - s_1), \ldots, s_d + \varepsilon_d(t_d - s_d)),$$

does not depend on $x$, and the supremum norm on $S$ is given by $\|X\| = \sup_{t \in [0,1]^d} |X(t)|$.

Remark 1. •

Definition 1. An $H$-valued stochastic process $X = (X_t)_{t \in [0,1]^d}$ is a Brownian sheet in $H$ with covariance operator $\Lambda \in \mathcal{S}(H)$ iff

1. $\Pr \{X \in C_H([0,1]^d)\} = 1$,
2. $X_t = 0 \ a.s.$ if $|t| = 0$ and
3. for pairwise disjoint blocks $B_1, \ldots, B_m$ in $[0,1]^d$, the increments $X(B_1), \ldots, X(B_m)$ are independent Gaussian random elements in $H$ with mean zero and covariance operators $\lambda(B_i)S$, where $S \in \mathcal{S}(H)$ does not depend on $B_i$.

Remark 1. • In order to see that the independence and Gaussian distribution of the increments over pairwise disjoint blocks yields a Gaussian process, one can proceed analogously to the one-dimensional case and write any linear combination of $X_t = X((0, t_i])$ for points $t_i \in [0,1]^d$ ($i = 1, \ldots, l$) as a linear combination of increments over pairwise disjoint blocks whose union is $\bigcup_{i=1}^l (0, t_i]$. Note that the increments have the following additivity property: If a block $C$ can be partitioned into two disjoint blocks $A$ and $B$, then $X(C) = X(A \cup B) = X(A) + X(B)$ almost surely.
2.1. Change-point problem for random fields

If $X = (X_t)_{t \in [0,1]^d}$ is a Brownian sheet in $H$ with covariance operator $S \in \mathcal{S}(H)$, then $(\langle X(t), h \rangle)_{t \in [0,1]^d}$ is a Brownian sheet with variance $\langle Sh, h \rangle$ in $\mathbb{R}$ for any $h \in H$.

For a $\sigma$-algebra $A$, we define $L^p(A, H)$ as the set of all $A$-measurable $H$-valued random elements $X$ with $\|X\|_p = (E\|X\|^p)^{1/p} < \infty$.

As a measure of dependence, we use the following mixing conditions: For two $\sigma$-algebras $A$ and $B$, we can define the usual strong mixing coefficients

$$\alpha(A, B) = \sup \{|\Pr(A \cap B) - \Pr(A)\Pr(B)| : A \in A, B \in B\}$$

as well as the $\rho$-mixing coefficients

$$\rho^\rho(A, B) = \sup \left\{\frac{|\text{cov}(X,Y)|}{\sqrt{\text{var}(X)\text{var}(Y)}} : X \in L^2(A, \mathbb{R}), Y \in L^2(B, \mathbb{R}), \text{var}(X), \text{var}(Y) > 0\right\},$$

which lead to the following types of mixing coefficients for random fields. For a set $M \subset \mathbb{Z}^d$ let $A_M = \sigma(X_k : k \in M)$ and define

$$\rho^\rho(r) = \sup\{\rho^\rho(A_M, A_N) : M, N \subset \mathbb{Z}^d, \exists i \in \{1, \ldots, d\} \exists A, B \subset \mathbb{Z}, \text{dist}(A, B) \geq r : \forall j \in M, k \in N : j_i = A, k_i = B\}$$

(3)

and

$$\rho^{\rho*}_k(r) = \sup\{\rho^{\rho*}(A_M, A_N) : M, N \subset \mathbb{Z}^d, \text{dist}(M, N) \geq r\}.$$

As usual, we say that a random field is $\rho^{\rho*}$-mixing ($\rho^{\rho*}$-mixing), if $\lim_{r \to \infty} \rho^{\rho}(r) = 0$ ($\lim_{r \to \infty} \rho^{\rho*}_k(r) = 0$).

Finally, we use an $\alpha$-mixing coefficient where the cardinality of the index sets is restricted: For $k, m \in \mathbb{N}$, define

$$\alpha_{k, m}(r) = \sup\{\alpha(A_M, A_N) : M, N \subset \mathbb{Z}^d, \text{dist}(M, N) \geq r, \#M \leq k, \#N \leq m\}.$$

To specify that the mixing coefficients belong to a process $X$, we use the notation $\rho^{\rho, X}$ ($\rho^{\rho*, X}$ or $\alpha_{k, m, X}$).

For the two mixing coefficients, the inequality $\alpha(A, B) \leq \frac{1}{4}\rho^\rho(A, B)$ holds. As in the case of time series, one could also define other mixing coefficients (see, e.g., [16] or [35] for $\varphi$-mixing). However, compared to the classical mixing conditions used for time series, the types of mixing considered for random fields are often stronger insofar as they allow interlaced sets in the suprema above. While mixing conditions are not easy to verify in practice (see, e.g., [18], [23] for linear random fields), they are very common in the literature. For a thorough review of mixing conditions, see the monographs [3] and [18]. An alternative measure of dependence for random fields has recently been proposed in [27].

2. Main results

2.1. Change-point problem for random fields

We now present our FCLT for Hilbert space valued $\rho^{\rho}$-mixing random fields. For real-valued $\rho$-mixing random fields, Kim and Seok [31] used an approach proposed by
Ibragimov [26] to prove the FCLT under an additional assumption on the growth of the variance of the partial sums. Here, we have used a \( \rho \)-mixing condition that is stronger than the one in [31] (we allow interlaced index sets in (3)) and, since it is unclear how the growth condition would translate to the Hilbert space context, we use assumption 2 (see below) on the \( \alpha \)-mixing coefficients instead, which implies condition (2.6) in Corollary 2.3 of [31]. However, although our assumptions are therefore stronger for real-valued fields, the following result is applicable not only to this special case but to general separable Hilbert spaces. As a byproduct of our proof, we extend a result from [16] to multivariate \( \rho \)-mixing random fields.

**Theorem 1.** Let \( \{X_j\}_{j \in \mathbb{Z}^d} \) be a strictly stationary \( H \)-valued random field with \( E X_1 = \mu \). Assume that \( \{X_j\}_{j \in \mathbb{Z}^d} \) is \( \rho \)-mixing and that the following conditions hold for some \( \delta > 0 \):

1. \( E \|X_1\|^{2+\delta} < \infty \)
2. \( \sum_{m \geq 1} m^{d-1} \alpha_{1,1}(m) \delta/(2+\delta) < \infty \)

Then

\[
\left\{ \frac{1}{n^{d/2}} \sum_{1 \leq j \leq n} (X_j - \mu) \right\} \Rightarrow \{W(t)\}_{t \in [0,1]^d},
\]

where \( \{W(t)\}_{t \in [0,1]^d} \) is a Brownian sheet in \( H \) and \( W(1) \) has the covariance operator \( S \in \mathcal{S}(H) \), defined by

\[
\langle Sx, y \rangle = \sum_{k \in \mathbb{Z}^d} E[\langle X_0 - \mu, x \rangle \langle X_k - \mu, y \rangle], \quad \text{for } x, y \in H. \tag{4}
\]

Furthermore, the series in (4) converges absolutely.

**Remark 2.** Theorem 1 could also be viewed as an extension of the central limit theorem proven by Tone [51] for Hilbert space valued \( \rho \)-mixing random fields to an FCLT. However, we do not build directly on Tone’s result but present a proof which is more similar (see the proof of Lemma 4) to the proof of the FCLT in [34]. Compared to Tone’s result, we employ both a stronger integrability assumption (1. in Theorem 1) and an additional assumption on the \( \alpha \)-mixing rate (2. in Theorem 1). Assumption 1. is used in order to obtain the maximal inequality (9) in Lemma 1, which in turn allows us to infer both the tightness of the process (see Lemma 3 and point (c) of Lemma 4). The \( \alpha \)-mixing assumption 2. yields the absolute convergence in (4). This additional information is later used in the proof of Theorem 2. One could replace assumption 2. by any assumption that implies the absolute convergence of the covariance series. Alternatively, one could use the result in [34] to obtain Theorem 1 without the absolute convergence of (4) (see the proof of Lemma 3 point (i) follows directly from Theorems 3.1 and 3.2 in [34]).

This can be used for the following change-point problem: Given observations \( \{X_j\}_{j \in \{1, \ldots, n\}^d} \) with values in \( H \), we want to test the null-hypothesis

\( H : \quad E X_j = \mu \quad \forall \ k \in \{1, \ldots, n\}^d \)

against the epidemic change alternative

\( H_A : \quad \exists 1 \leq k_0 < m_0 \leq n : E X_k = \begin{cases} \mu, & k \in \{1, \ldots, n\}^d \setminus \{k_0, m_0\} \\ \mu + \delta, & k \in \{k_0, m_0\} \end{cases} \)
where $\mu, \delta \in H$ and $k_0, m_0$ are unknown. CUSUM-type asymptotic tests for the epidemic change in the mean problem have been investigated, e.g., in [13], [28], [45] and [54] for real-valued time series. These were extended to i.i.d. random fields by Zemly [55] - who used an approach similar to [45] - and Jarušková and Piterbarg [29]. For weakly dependent random fields, [7] gave an extension of some results from [29]. The epidemic change problem for weakly dependent time series of functional observations was treated by Aston and Kirch [1], who constructed asymptotic tests based on the principal components of the data.

Consider the test statistic

$$T_n = \max_{0 \leq k < m \leq n} \frac{1}{n^{d/2}} \left\| \sum_{k < j \leq m} X_j - \frac{m - k}{n^d} \sum_{1 \leq j \leq n} X_j \right\|.$$ 

Analogously to the univariate case, since both the maximum function and the Hilbert space norm are continuous, Theorem 1 together with the continuous mapping theorem can be used to obtain the limit distribution of these statistics under $H$:

**Corollary 1.** Under the assumptions of Theorem 1 it holds that

$$T_n \Rightarrow \sup_{0 \leq s < t \leq 1} \| W(s, t) - [t - s]W(1) \| = T,$$

where $\{W(t)\}_{t \in [0, 1]^d}$ is the $H$-valued Brownian sheet defined in Theorem 1.

**Remark 3.** Here and in the following, we focus on the problem of detecting rectangular change-sets. For random fields, whose index set is a grid with rectangular mesh, rectangular sets or their unions are in a sense a natural fit. While it would in principle be possible to extend the testing procedure presented here to other classes of sets, doing so would pose additional technical challenges that are beyond the scope of this paper. From a technical point of view, rectangular change-sets have the advantage that partial sums over such sets can be rewritten as sums and differences of partial sums over rectangles whose lower edge is zero. This makes it possible to exploit the rich theory of vector-indexed processes and in particular the well developed theory of weak convergence (see, e.g., [3] and [39]). Furthermore, the result in [37] provides handy maximal inequalities in this setting, which are essential tools to prove the tightness of a partial sum process (see, e.g., the proofs of Lemma 3 and Theorem 7 below).

For $\mathbb{R}^p$-valued observations $\{X_j\}_{j \in \{1, \ldots, n\}^d}$, this result can be used to obtain a test for the change in distribution problem of testing

$$H : \quad F(t) = \Pr(X_i \leq t) \quad \forall i \in \{1, \ldots, n\}^d, t \in \mathbb{R}^p$$

against the alternative

$$H_A : \quad \exists 1 \leq k_0 < m_0 \leq n : \Pr(X_k \leq t) = \begin{cases} F(t), & k \in \{1, \ldots, n\}^d \setminus \{k_0, m_0\} \\ G(t), & k \in \{k_0, m_0\}, \end{cases}$$

where the distribution functions $F$ and $G, F \neq G$, are unknown. Our goal is to write this as a change in mean problem for a suited Hilbert space. Common test statistics depend
on the empirical distribution functions as estimators for the unknown parameters $F$ and $G$. These are sums over the indicator functions $\mathbb{1}_{(X_j \leq t)}$, $t \in \mathbb{R}^p$. For some nonnegative, bounded weight function $w : \mathbb{R}^p \rightarrow \mathbb{R}$ with $\int_{\mathbb{R}^p} w(t)dt < \infty$, the latter can be interpreted as random elements of the Hilbert space $L^2(\mathbb{R}^p, w)$ of measurable functions $f : \mathbb{R}^p \rightarrow \mathbb{R}$, with $\|f\| < \infty$ for the norm induced by the inner product

$$\langle f, g \rangle = \int_{\mathbb{R}^p} f(t)g(t)w(t)dt.$$ 

It is common to choose a density as the weight function $w$, since this leads to a scalar product of the form

$$\langle f, g \rangle = \int_{\mathbb{R}^p} f(t)g(t)dF,$$

where $F$ is the corresponding distribution function, and a Cramér-von Mises type test. When no information on the true distribution of the data is available, an obvious choice is the density of the normal distribution. However, any function that fulfills the above requirements can in principle be used. If $F$ is the distribution function of $X_j$, it can be seen that for any $h \in L^2(\mathbb{R}^p, w)$,

$$E \left[ \mathbb{1}_{(X_j \leq 1)}(h) \right] = E \left[ \int_{\mathbb{R}^p} \mathbb{1}_{(X_j \leq t)}h(t)w(t)dt \right] = \int_{\mathbb{R}^p} F(t)h(t)w(t)dt = \langle F, h \rangle$$

by Fubini’s theorem. Therefore, $F$ is the expected value of $\mathbb{1}_{(X_j \leq 1)}$ in $L^2(\mathbb{R}^p, w)$ and we obtain a Cramér-von Mises type test for the change in distribution problem by translating Corollary 1 for this special case:

**Corollary 2.** Let $\{X_j\}_{j \in \mathbb{Z}^d}$ be an $\mathbb{R}^p$-valued stationary random field with marginal distribution function $F$, which is $\rho_\mathbb{R}$-mixing with $\alpha$-mixing coefficients that satisfy

$$\sum_{m \geq 1} m^{d-1} \alpha_{1,1}(m) \delta/(2+\delta) < \infty$$

for some $\delta > 0$. The change-point statistic

$$T_{n,w} = \max_{0 \leq k < m \leq n^d} \frac{1}{n^d} \int_{\mathbb{R}^p} \left( \sum_{k \leq m} \mathbb{1}_{(X_j \leq x)} - \frac{m-k}{n^d} \sum_{k \leq m} \mathbb{1}_{(X_j \leq x)} \right)^2 w(x)dx$$

then satisfies

$$T_{n,w} \Rightarrow \sup_{0 \leq s < t \leq 1} \|W(s, t) - [t - s]W(1)\|^2 = T_w,$$

where $\{W(t)\}_{t \in [0,1]^c}$ is a Brownian sheet in $L^2(\mathbb{R}^p, w)$ and $W(1)$ has the covariance operator $S \in \mathcal{S}(L^2(\mathbb{R}^p, w))$ defined by

$$\langle Sx, y \rangle = \sum_{k \in \mathbb{Z}^d} E \left[ \int_{\mathbb{R}^p} \left( \mathbb{1}_{(X_j \leq t)} - F(t) \right) x(t)w(t)dt \int_{\mathbb{R}^p} \left( \mathbb{1}_{(X_k \leq t)} - F(t) \right) y(t)w(t)dt \right],$$

for $x, y \in L^2(\mathbb{R}^p, w)$.

Note that since $x \mapsto \mathbb{1}_{(x \leq \cdot)}$ is a measurable bijection, the mixing properties of $\{X_j\}_{j \in \mathbb{Z}^d}$ are preserved. Due to the non-negativity and integrability of $w$, the moment condition of Theorem 1 is satisfied.
2.2. Dependent wild bootstrap for change-point detection

We formulate our theorem on the consistency of the bootstrap version of the partial sum process for Hilbert space valued random fields.

**Theorem 2.** Let the assumptions of Theorem 4 hold and assume additionally that

\[ \sum_{m \geq 1} m^{d-1} \alpha \frac{2}{2}(m)^{\beta/(2+\delta)} < \infty \]  

and \( E\|X_n\|^{4+2\delta} < \infty. \) Furthermore, let \( \{V_{n,1}(i)\}_{1 \leq i \leq N}, \ldots, \{V_{n,K}(i)\}_{1 \leq i \leq N} \) (\( K \in \mathbb{N} \)) be independent copies of the same dependent multiplier field. Lastly, let the bandwidth \( q = q_n \) fulfill \( q_n \to \infty \) and \( q_n = o(\sqrt{n}) \). Then

\[ (S_n, S_{n,1}^*, \ldots, S_{n,K}^*) \Rightarrow (W, W_1^*, \ldots, W_K^*) \text{ in } D_H([0,1]^d), \]

where \( S_n \) is the partial sum process \( \mathbf{1} \), \( S_{n,1}^*, \ldots, S_{n,K}^* \) are bootstrapped partial sum processes defined as in (2) and \( W_1^*, \ldots, W_K^* \) are independent copies of the Hilbert space valued Brownian sheet \( W \) from Theorem 7.

The additional assumption (5) and the stronger integrability assumption are used to obtain the convergence of the implicit long-run variance estimators (see Lemma 7 below). Alternatively, in order to use the proof presented, for instance, in [33] for bandwidths \( q = o(n) \), one could replace assumption (5) by even stronger mixing and integrability conditions (see, e.g., [23], Lemma 4.6.2) in order to obtain the summability of the fourth-order cumulants (see Assumption (Y2) in [8]).

Write \( T_{n,1}^*, \ldots, T_{n,K}^* \) and \( T_{w,1}^*, \ldots, T_{w,K}^* \) for the bootstrapped analogues of the above change-point statistics \( T_n \) and \( T_{w,n} \), where \( X_j \) and \( \{X_j(\leq)\} \) are replaced by \( V_{n,j}(\leq) \) \( \{X_j - \hat{\mu}(j)\} \) and \( V_{n,j}(\leq) \) \( \{X_j(\leq) - \hat{\mu}(j)\} \), respectively \((l = 1, \ldots, K)\). As a direct consequence of Theorem 2 we obtain the same limit distributions as for the original statistics:

**Corollary 3.** (a) Let the assumptions of Theorem 2 hold. Then it holds that

\[ (T_n, T_{n,1}^*, \ldots, T_{n,K}^*) \Rightarrow (T, T_1^*, \ldots, T_K^*), \]

where \( T_1^*, \ldots, T_K^* \) are independent copies of \( T \).

(b) Let \( \{X_j\}_{j \in \mathbb{Z}^d} \) be an \( \mathbb{R}^d \)-valued stationary random field that fulfills the assumptions of Corollary 2 and (5). Let \( \{V_{n,j}(\leq)\}_{1 \leq j \leq N}, \ldots, \{V_{n,K}(\leq)\}_{1 \leq j \leq N} \) be as in Theorem 4. Then it holds that

\[ (T_{n,1}^*, \ldots, T_{n,K}^*, T_{w,1}^*, \ldots, T_{w,K}^*) \Rightarrow (T_1^*, \ldots, T_K^*, T_w^*, \ldots, T_K^*), \]

where \( T_{w,1}^*, \ldots, T_{w,K}^* \) are independent copies of \( T_w \).

Using this corollary, we can obtain critical values for the test statistic \( T_n \) (and analogously for \( T_{w,n} \)) in the following way: Simulate the \( K \) conditionally independent copies \( T_{n,1}^*, \ldots, T_{n,K}^* \). For a given significance level \( \alpha \in (0, 1) \), calculate the \((1 - \alpha)\) sample quantile \( q_{n,K}^*(1 - \alpha) \) of \( T_{n,1}^*, \ldots, T_{n,K}^* \) and reject the hypothesis of stationarity if \( T_n \geq q_{n,K}^*(1 - \alpha) \). Then Lemma F.1 in [8] yields \( \lim_{K \to \infty} \lim_{n \to \infty} \Pr \{T_n \geq q_{n,K}^*(1 - \alpha)\} = \alpha. \)

---

1Note that the restriction on \( \omega \) is weaker than the restriction \( \omega(j/q) = 0 \) for \( j \) with \( \max |j_l| \geq q \) used in [8], but since the proofs remain essentially unaffected, all results from that paper are still applicable.
process the same approach as in \[48\] and simulate a second data generating process for dimension $\theta$, with $\Delta = 0$

methods: define the Hilbert space $L^2$ for different examples.

Table 1: Change sets $C^{(i)}$ with $C^{(i)} = (\theta_i, \gamma_i)$ for $i = 1, 2, 3$ and corresponding volumes for the different examples.

| Example 1 | Example 2 | Example 3 |
|-----------|-----------|-----------|
| $C^{(1)} = \begin{pmatrix} 0.2 & 0.3 \\ 0.6 & 0.55 \end{pmatrix}$ | $C^{(2)} = \begin{pmatrix} 0.1 & 0.1 \\ 0.9 & 0.85 \end{pmatrix}$ | $C^{(3)} = \begin{pmatrix} 0.05 & 0.1 \\ 0.95 & 1.0 \end{pmatrix}$ |

Vol= 0.1 Vol= 0.6 Vol= 0.81

3. Simulation study

To illustrate the finite sample behavior of the Cramér-von Mises type change-point test (using $T_{n,u}$) with dependent wild bootstrap, we present the results of a small simulation study. We use the density of the $\mathcal{N}(100, 1000^2)$-distribution as a weight function $w$ to define the Hilbert space $L^2$.

As a data generating process, we use an autoregressive process

$$Y_k = aY_{k-1} + \varepsilon_{k-2} - a^2Y_{k-1} + \varepsilon_{k-1}, \quad k \in \{1, \ldots, n\}^2$$

for dimension $d = 2$, where the parameter $a$, which reflects the dependence structure of the process, takes the values $a = 0.2, 0.5$ and the innovations $\{\varepsilon_k\}_{k \in \mathbb{Z}^d}$ are i.i.d. $\mathcal{N}(0, (1 - a^2)^2)$-distributed. Applying the results in \[18\], Section 2.1.1, it can be seen that this process fulfills the mixing assumptions of Theorems 1 and 2.

We use sample sizes $n = 30, 40, 50$. We consider two types of changes in distribution, changes in the mean and changes in the skewness of the process, each over a change-set of the form $C = (\theta, \gamma)$ ($0 < \theta < \gamma < 1$). For the change in mean, we consider

$$X^{(1)}_k = Y_k + \Delta \mathbb{I}_{C_n}(k), \quad k \in \{1, \ldots, n\}^d,$$

with $\Delta = 0, 0.5, 1$, $C_n = ([n\theta], [n\gamma]) \cap \mathbb{Z}^d$. For the change in skewness, we use the same approach as in \[18\] and simulate a second data generating process $\{Y'_k\}_{k \in \{1, \ldots, n\}^d}$, which is independent of $\{Y_k\}_{k \in \{1, \ldots, n\}^d}$, using the same scheme as for $\{Y_k\}_{k \in \{1, \ldots, n\}^d}$.

We define

$$X^{(2)}_k = \begin{cases} Y'^2_k + Y'^2_k, & k \notin C_n \\ 4 - (Y'^2_k + Y'^2_k), & k \in C_n. \end{cases}$$

In order to investigate the effect of the volume (Vol) of the change-set on the power, we consider three different examples, where $C^{(1)} = (\theta_1, \gamma_1)$ is a small block, $C^{(2)} = (\theta_2, \gamma_2)$ is medium-sized and $C^{(3)} = (\theta_3, \gamma_3)$ is large (see Table 1). We compare two bootstrap methods:

- Discretely sampled Ornstein-Uhlenbeck sheets (autoregressive wild bootstrap (AR))

  $$V_n(k) = aV_n(k_1 - 1, k_2) + aV_n(k_1, k_2 - 1) - a^2V_n(k_1 - 1, k_2 - 1) + \varepsilon_{n,k_1,k_2},$$

  with $a = \exp(-1/q(n))$ and i.i.d. $\mathcal{N}(0, (1 - a^2)^2)$-distributed innovations $\varepsilon_{n,k}$. This corresponds to the exponential kernel function $\omega_{q(n),j} = \prod_{i=1}^d \exp\left(-\frac{|x_i|}{\|x_i\|}\right)$.

- Moving average random fields (MA): Let $\{\varepsilon_j\}_{j \in \mathbb{Z}^d}$ be a random field of i.i.d. $\mathcal{N}(0,1)$-distributed r.v. For $a = (q(n) + 1)^{-d/2}$ (i.e., $a = |B_{q(n)/2}|^{-1/2}$, with
\[ B_{q(n)/2} := \{-q(n)/2, \ldots, q(n)/2\} \], we consider the process defined by

\[ V_n(k) = a \sum_{j \in B_{q(n)/2}} \varepsilon_{k-j}. \]

This corresponds to the Bartlett-type kernel function \( \omega_{q(n)} = \prod_{i=1}^{d} \left(1 - \frac{|j|}{q(n) + 1}\right)^{+} \).

For both methods, we consider \( q = 2, 6, 10 \) to cover a wide range of possible bandwidths. We use the mean estimators \( \hat{\mu} = F_n \) and

\[ \hat{\mu}(k) = \hat{F}_n(k) = \begin{cases} \frac{\# C_n}{\# C_n} \sum_{i \in C_n} 1 \{X_i \leq \cdot\} & \text{if } k \in \hat{C}_n, \\ \frac{\# C_n}{\# C_n} \sum_{i \notin C_n} 1 \{X_i \leq \cdot\} & \text{if } k \notin \hat{C}_n. \end{cases} \]

(see section 1.2). The change-set estimator \( \hat{C}_n = [\hat{k}, \hat{m}] \) used for \( \hat{F}_n \) is obtained by taking the maximizing values for the test statistic \( T_{n,w} \) as estimators \( \hat{k} \) and \( \hat{m} \). This approach is very common in the literature, see, e.g., [13], p.50. Alternatives would be the maximum likelihood or the least squares estimator.

The empirical size and power of the tests are estimated using \( N = 500 \) repetitions, for each of which \( J = 500 \) wild bootstrap-iterations are used to derive the critical values. The nominal size was chosen as \( \alpha = 0.05, 0.1 \). Table 2 shows the empirical size of the tests. Unsurprisingly, for both choices of \( a \) the empirical size depends strongly on the bandwidth \( q \), which is a measure of the dependence of the bootstrap process. The greater \( q \), the greater the dependence in the bootstrap sample and the smaller the empirical size of the test. For \( \hat{\mu} = F_n \) and \( a = 0.2 \), the nominal size is always held for \( q = 10 \) and can be adequately held for \( q = 6 \), whereas the empirical size for \( a = 0.5 \) tends to be greater than the nominal one even for \( q = 10 \). For \( \hat{\mu} = F_n \), the empirical size is much larger than the nominal one for all choices of \( a \) and \( q \). The over-rejection under the null hypothesis seems to be typical for bootstrap methods (see [19]). Conversely, under the alternative, the empirical power decreases with rising bandwidth \( q \), but the effect is more pronounced for \( \hat{\mu} = F_n \) than for \( \hat{\mu} = \hat{F}_n \) (see, e.g., Tables 3 and 4). It is thus difficult to give a recommendation regarding the bandwidth.

This effect is however less important than the choice of change-set for the power of the test: Where both the change in mean and the change in skewness are well detected for medium-sized and large change-sets (Examples 2 and 3), the empirical power for small change-sets (Example 1) can be very small for \( q = 6, 10 \) (see Tables 5, 7, 9, and 11). Again, the tests based on \( \hat{F}_n \) have a higher empirical power than the tests based on \( F_n \), and retain their good detection properties even for small change-sets (see Tables 4, 6, 8, 10, 12, and 13). The tests perform better under weaker dependence in the observations, but for medium-sized and large change-sets the empirical power is good for both choices of \( a \) and \( \Delta = 0.5 \) and excellent for \( \Delta = 1 \). Except for small change-sets and \( \hat{\mu} = F_n \) (see, e.g., Table 13), the change in skewness is well detected by all procedures (see Tables 11 and 13). Rising numbers \( n \) of observations improve the empirical power of the tests. The different choices of the random variables \( \{V_n(i)\}_{1 \leq i \leq n} \) (AR or MA) do not seem to influence the power of the test strongly, with only slightly better empirical power under MA for \( \hat{\mu} = F_n \) (see, e.g., Tables 5 and 7).
Table 2: Hypothesis (stationarity)

|       | n = 30 |       | n = 40 |       | n = 50 |
|-------|--------|-------|--------|-------|--------|
|       | q=2    | q=6   | q=10   | q=2    | q=6    | q=10   |
| AR    | α = 0.05 | a = 0.2 | 0.18  | 0.01  | 0.00  | 0.19  | 0.04  | 0.00  | 0.17  | 0.04  | 0.01  |
|       | α = 0.5 | a = 0.2 | 0.58  | 0.08  | 0.00  | 0.65  | 0.14  | 0.03  | 0.67  | 0.15  | 0.04  |
|       | α = 0.1 | a = 0.2 | 0.28  | 0.08  | 0.02  | 0.30  | 0.13  | 0.06  | 0.28  | 0.12  | 0.07  |
| MA    | α = 0.05 | a = 0.2 | 0.15  | 0.03  | 0.01  | 0.17  | 0.07  | 0.03  | 0.15  | 0.05  | 0.02  |
|       | α = 0.5 | a = 0.2 | 0.58  | 0.15  | 0.03  | 0.63  | 0.20  | 0.07  | 0.66  | 0.19  | 0.06  |
|       | α = 0.1 | a = 0.2 | 0.28  | 0.12  | 0.03  | 0.28  | 0.15  | 0.09  | 0.26  | 0.13  | 0.09  |
|       | α = 0.05 | a = 0.2 | 0.71  | 0.24  | 0.07  | 0.76  | 0.30  | 0.13  | 0.76  | 0.31  | 0.16  |
|       | α = 0.5 | a = 0.2 | 0.71  | 0.29  | 0.13  | 0.76  | 0.34  | 0.18  | 0.77  | 0.33  | 0.19  |

3.1. Conclusion

In conclusion, the simulations show that the proposed tests display the typical over-rejection property of bootstrap tests but have good empirical power against changes in the distribution. The latter is strongly influenced by the size of the set on which there is a change. While the two considered bootstrap procedures (MA and AR) show comparable results, the choice of the bandwidth has a significant effect, with smaller bandwidths leading to higher rejection rates. In comparison to \( \hat{\mu} = F_n \), the estimator \( \hat{\mu} = \tilde{F}_n \) has worse adherence to the nominal level under the null hypothesis but also better power against changes in mean or in the skewness. This might be due to the fact that \( \tilde{F}_n \) is a more accurate estimator for the mean under the alternative but performs slightly worse under the null hypothesis.
Table 3: Change in Mean, $\hat{\mu} = F_n$, $a = 0.2$, $\Delta = 0.5$

|          | $n = 30$       |         | $n = 40$       |         | $n = 50$       |         |
|----------|---------------|----------|---------------|----------|---------------|----------|
|          | $q=2$         | $q=6$    | $q=10$        | $q=2$    | $q=6$         | $q=10$  |
| AR       |               |          |               |          |               |          |
| $\alpha$ | 0.05          |          | 0.05          |          | 0.05          |          |
|          |               |          | 0.1           |          | 0.1           |          |
|          |               |          |               |          |               |          |
|          |               |          |               |          |               |          |
| MA       |               |          |               |          |               |          |
| $\alpha$ | 0.05          |          | 0.05          |          | 0.05          |          |
|          |               |          | 0.1           |          | 0.1           |          |
|          |               |          |               |          |               |          |
|          |               |          |               |          |               |          |

Table 4: Change in Mean, $\hat{\mu} = F_n$, $a = 0.2$, $\Delta = 0.5$

|          | $n = 30$       |         | $n = 40$       |         | $n = 50$       |         |
|----------|---------------|----------|---------------|----------|---------------|----------|
|          | $q=2$         | $q=6$    | $q=10$        | $q=2$    | $q=6$         | $q=10$  |
| AR       |               |          |               |          |               |          |
| $\alpha$ | 0.05          |          | 0.05          |          | 0.05          |          |
|          |               |          | 0.1           |          | 0.1           |          |
|          |               |          |               |          |               |          |
|          |               |          |               |          |               |          |
| MA       |               |          |               |          |               |          |
| $\alpha$ | 0.05          |          | 0.05          |          | 0.05          |          |
|          |               |          | 0.1           |          | 0.1           |          |
|          |               |          |               |          |               |          |
|          |               |          |               |          |               |          |

Table 5: Change in Mean, $\hat{\mu} = F_n$, $a = 0.5$, $\Delta = 0.5$

|          | $n = 30$       |         | $n = 40$       |         | $n = 50$       |         |
|----------|---------------|----------|---------------|----------|---------------|----------|
|          | $q=2$         | $q=6$    | $q=10$        | $q=2$    | $q=6$         | $q=10$  |
| AR       |               |          |               |          |               |          |
| $\alpha$ | 0.05          |          | 0.05          |          | 0.05          |          |
|          |               |          | 0.1           |          | 0.1           |          |
|          |               |          |               |          |               |          |
|          |               |          |               |          |               |          |
| MA       |               |          |               |          |               |          |
| $\alpha$ | 0.05          |          | 0.05          |          | 0.05          |          |
|          |               |          | 0.1           |          | 0.1           |          |
|          |               |          |               |          |               |          |
|          |               |          |               |          |               |          |
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Table 6: Change in Mean, $\hat{\mu} = \hat{F}_n$, $a=0.5$, $\Delta = 0.5$

|          | $n = 30$ |          |          |          |          |          |
|-----------|----------|----------|----------|----------|----------|----------|
|          | $q=2$    | $q=6$    | $q=10$   | $q=2$    | $q=6$    | $q=10$   |
| Ex. 1    | 0.79     | 0.46     | 0.38     | 0.84     | 0.57     | 0.47     |
| $\alpha = 0.05$ | 0.97     | 0.82     | 0.74     | 0.98     | 0.93     | 0.89     |
| Ex. 3    | 0.86     | 0.58     | 0.48     | 0.93     | 0.70     | 0.61     |
| $\alpha = 0.1$ | 0.99     | 0.91     | 0.86     | 1.00     | 0.96     | 0.94     |
| Ex. 3    | 0.92     | 0.71     | 0.64     | 0.96     | 0.81     | 0.74     |

|          | $n = 40$ |          |          |          |          |          |
|-----------|----------|----------|----------|----------|----------|----------|
|          | $q=2$    | $q=6$    | $q=10$   | $q=2$    | $q=6$    | $q=10$   |
| Ex. 1    | 0.77     | 0.47     | 0.36     | 0.84     | 0.55     | 0.47     |
| $\alpha = 0.05$ | 0.97     | 0.82     | 0.74     | 0.98     | 0.93     | 0.89     |
| Ex. 3    | 0.84     | 0.58     | 0.47     | 0.93     | 0.69     | 0.61     |
| $\alpha = 0.1$ | 0.98     | 0.90     | 0.85     | 1.00     | 0.96     | 0.94     |
| Ex. 3    | 0.91     | 0.71     | 0.64     | 0.96     | 0.79     | 0.73     |
Table 9: Change in Mean, $\hat{\mu} = F_n$, $a=0.5$, $\Delta = 1$

| $n$ | $q=2$ | $q=6$ | $q=10$ | $n=30$ | $n=40$ | $n=50$ |
|-----|-------|-------|--------|--------|--------|--------|
| $\alpha = 0.05$ | Ex. 1 | 0.86 | 0.15 | 0.00 | 0.97 | 0.39 | 0.04 | 0.99 | 0.59 | 0.10 |
|       | Ex. 2 | 1.00 | 1.00 | 0.75 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|       | Ex. 3 | 1.00 | 0.76 | 0.26 | 1.00 | 0.98 | 0.86 | 1.00 | 1.00 | 1.00 |
|       | Ex. 1 | 0.93 | 0.33 | 0.11 | 0.99 | 0.66 | 0.30 | 1.00 | 0.93 | 0.36 |
| $\alpha = 0.1$ | Ex. 2 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|       | Ex. 3 | 1.00 | 0.92 | 0.75 | 1.00 | 1.00 | 0.98 | 1.00 | 1.00 | 1.00 |

Table 10: Change in Mean, $\hat{\mu} = \tilde{F}_n$, $a=0.5$, $\Delta = 1$

| $n$ | $q=2$ | $q=6$ | $q=10$ | $n=30$ | $n=40$ | $n=50$ |
|-----|-------|-------|--------|--------|--------|--------|
| $\alpha = 0.05$ | Ex. 1 | 0.93 | 0.67 | 0.56 | 0.98 | 0.83 | 0.73 | 0.99 | 0.83 | 0.73 |
|       | Ex. 2 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|       | Ex. 3 | 1.00 | 0.95 | 0.88 | 1.00 | 0.99 | 0.95 | 1.00 | 1.00 | 1.00 |
|       | Ex. 1 | 0.99 | 0.83 | 0.73 | 1.00 | 0.94 | 0.87 | 1.00 | 0.94 | 0.87 |
| $\alpha = 0.1$ | Ex. 2 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|       | Ex. 3 | 1.00 | 0.99 | 0.96 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

Table 11: Change in Skewness, $\hat{\mu} = F_n$, $a=0.2$

| $n$ | $q=2$ | $q=6$ | $q=10$ | $n=30$ | $n=40$ | $n=50$ |
|-----|-------|-------|--------|--------|--------|--------|
| $\alpha = 0.05$ | Ex. 1 | 0.28 | 0.01 | 0.00 | 0.80 | 0.15 | 0.00 | 0.99 | 0.56 | 0.02 |
|       | Ex. 2 | 1.00 | 1.00 | 0.99 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|       | Ex. 3 | 1.00 | 0.91 | 0.37 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|       | Ex. 1 | 0.49 | 0.15 | 0.06 | 0.99 | 0.55 | 0.11 | 1.00 | 0.94 | 0.36 |
| $\alpha = 0.1$ | Ex. 2 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|       | Ex. 3 | 1.00 | 0.99 | 0.92 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|       | Ex. 1 | 0.31 | 0.07 | 0.00 | 0.82 | 0.41 | 0.04 | 0.99 | 0.89 | 0.23 |
| $\alpha = 0.05$ | Ex. 2 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|       | Ex. 3 | 1.00 | 0.98 | 0.82 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|       | Ex. 1 | 0.51 | 0.12 | 0.03 | 1.00 | 0.55 | 0.21 | 1.00 | 0.94 | 0.36 |
| $\alpha = 0.1$ | Ex. 2 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|       | Ex. 3 | 1.00 | 1.00 | 0.98 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Table 12: Change in Skewness, $\hat{\mu} = \hat{F}_n$, $a=0.2$ |
|---------------------------------|
| $n = 30$  | $n = 40$  | $n = 50$  |
| $q=2$ | $q=6$ | $q=10$ | $q=2$ | $q=6$ | $q=10$ | $q=2$ | $q=6$ | $q=10$ |
| AR  | MA  |
| $\alpha = 0.05$  |  |  |  |  |  |  |  |  |
| Ex. 1 | 0.45 | 0.35 | 0.28 | 0.88 | 0.80 | 0.69 | 0.99 | 0.98 | 0.93 |
| Ex. 2 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Ex. 3 | 1.00 | 0.99 | 0.97 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| $\alpha = 0.1$  |  |  |  |  |  |  |  |  |  |
| Ex. 1 | 0.62 | 0.54 | 0.50 | 0.65 | 0.61 | 0.57 | 0.96 | 0.94 | 0.93 |
| Ex. 2 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Ex. 3 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

| Table 13: Change in Skewness, $\hat{\mu} = F_n$, $a=0.5$ |
|---------------------------------|
| $n = 30$  | $n = 40$  | $n = 50$  |
| $q=2$ | $q=6$ | $q=10$ | $q=2$ | $q=6$ | $q=10$ | $q=2$ | $q=6$ | $q=10$ |
| AR  | MA  |
| $\alpha = 0.05$  |  |  |  |  |  |  |  |  |
| Ex. 1 | 0.38 | 0.03 | 0.00 | 0.68 | 0.15 | 0.00 | 0.85 | 0.32 | 0.05 |
| Ex. 2 | 1.00 | 1.00 | 0.98 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Ex. 3 | 0.89 | 0.50 | 0.34 | 1.00 | 1.00 | 0.99 | 1.00 | 1.00 | 1.00 |
| $\alpha = 0.1$  |  |  |  |  |  |  |  |  |  |
| Ex. 1 | 0.53 | 0.16 | 0.04 | 0.82 | 0.38 | 0.13 | 0.95 | 0.64 | 0.27 |
| Ex. 2 | 1.00 | 1.00 | 0.99 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Ex. 3 | 0.96 | 0.78 | 0.55 | 1.00 | 1.00 | 0.97 | 1.00 | 1.00 | 1.00 |

| Table 14: Change in Skewness, $\hat{\mu} = \hat{F}_n$, $a=0.5$ |
|---------------------------------|
| $n = 30$  | $n = 40$  | $n = 50$  |
| $q=2$ | $q=6$ | $q=10$ | $q=2$ | $q=6$ | $q=10$ | $q=2$ | $q=6$ | $q=10$ |
| AR  | MA  |
| $\alpha = 0.05$  |  |  |  |  |  |  |  |  |
| Ex. 1 | 0.50 | 0.30 | 0.23 | 0.76 | 0.54 | 0.41 | 0.89 | 0.72 | 0.64 |
| Ex. 2 | 1.00 | 1.00 | 0.99 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Ex. 3 | 0.92 | 0.78 | 0.67 | 1.00 | 0.99 | 0.96 | 1.00 | 1.00 | 1.00 |
| $\alpha = 0.1$  |  |  |  |  |  |  |  |  |  |
| Ex. 1 | 0.61 | 0.45 | 0.36 | 0.85 | 0.70 | 0.65 | 0.95 | 0.84 | 0.77 |
| Ex. 2 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Ex. 3 | 0.97 | 0.89 | 0.83 | 1.00 | 1.00 | 0.99 | 1.00 | 1.00 | 1.00 |
4. Proofs

4.1. Preliminary results

**Lemma 1.** Let \( \{X_k\}_{k \in \mathbb{N}^d} \) be an \( H \)-valued centered random field with \( \lim_{r \to \infty} \rho_H(r) < 1 \). Then for any \( r \geq 2 \), there exists a positive constant \( B_{d,r} \) depending only on \( r, d \) and \( \rho_H(\cdot) \) such that for any finite set \( S \subseteq \mathbb{N}^d \),

\[
E \left\| \sum_{k \in S} X_k \right\|^r \leq B_{d,r} \left\{ \sum_{k \in S} E \|X_k\|^r + \left( \sum_{k \in S} E \|X_k\|^2 \right)^{r/2} \right\}.
\]

(6)

If \( \sup_{k \in \mathbb{N}^d} E \|X_k\|^r < \infty \), this implies

\[
E \left\| \sum_{k \in S} X_k \right\|^r \leq B_{d,r} \left\{ \sup_{k \in \mathbb{N}^d} E \|X_k\|^r + \left( \sup_{k \in \mathbb{N}^d} E \|X_k\|^2 \right)^{r/2} \right\} (#S)^{r/2} =: C(d, r, X)(#S)^{r/2}.
\]

(7)

If (7) holds for \( r > 2 \) and every block \( S \) in \( Z^d \), \( U \) is any block in \( Z^d \), and

\[
M(U) = \max_{W \in U} \left\| \sum_{j \in W} X_j \right\|
\]

then

\[
E[M(U)^r] \leq \tilde{C}C(d, r, X)(#U)^{r/2}
\]

(9)

with \( \tilde{C} = \left( \frac{5}{2} \right)^d (1 - 2^{1 - \frac{d}{r}}/r)^{dr} \).

**Remark 4.** For \( H \)-valued processes, an alternative definition of \( \rho \)-mixing is given by the coefficients

\[
\rho_H(A, B) = \sup \left\{ \frac{|E[(X, Y)] - (EX, EY)|}{\|X\|_2 \|Y\|_2} : X \in L^2(A, H), Y \in L^2(B, H), \|X\|_2, \|Y\|_2 > 0 \right\}
\]

\[
= \sup \left\{ \frac{E[(X, Y)]}{\|X\|_2 \|Y\|_2} : X \in L^2(A, H), Y \in L^2(B, H), \|X\|_2, \|Y\|_2 > 0, EX = EY = 0 \right\}.
\]

(Note that the above equality is a consequence of the well known inequality \( \|X\|_2 \geq \|X - EX\|_2 \).) Analogously to the real-valued case, one can then define \( \rho_H(r) \) and \( \rho_H^*(r) \) for random fields. As shown in [2], Theorem 4.2, the coefficients \( \rho_H \) and \( \rho_H^* \) coincide and therefore \( \rho_H(\cdot) = \rho_{\mathbb{R}}(\cdot) \) and \( \rho_H^*(\cdot) = \rho_{\mathbb{R}}^*(\cdot) \).

**Proof.** We prove (6) by induction over \( d \). The induction start follows from Theorem 2 in [26]. For the application of the theorem, note that for \( d = 1 \), the definitions of \( \rho_{\mathbb{R}} \) and \( \rho_{\mathbb{R}}^* \)-mixing coincide, and that for \( \rho_{\mathbb{R}}^* = \rho_H^* \) instead of \( \rho_{\mathbb{R}} = \rho_H \), (6) is Theorem 2 in [36]. Let \( d \geq 2 \) and assume that (6) holds for any dimension smaller than \( d \). We use an analogous argumentation to [2], Volume III, p.234, to prove that (6) holds for \( d \) itself. For any nonempty finite set \( S \subseteq \mathbb{N}^d \) and \( j \in \mathbb{N} \), define sets \( S(j) = \{k \in S : k_1 = j\} \), \( T(j) = \{k \in \mathbb{N}^d : k_1 = j\} \) and \( N(S) = \{j \in \mathbb{N} : S(j) \neq \emptyset\} \). Set \( Y_j = \sum_{k \in S(j)} X_k \) if
\[ j \in N(S) \text{ and } Y_j = 0 \text{ otherwise. Then } Y_j \text{ is a measurable transform of } \{X_k\}_{k \in T(j)}, \text{ and therefore, } \{Y_j\}_{j \in N} \text{satisfies } \rho_{B,Y}(\cdot) \leq \rho_{B,X}(\cdot) \text{ and thus } \lim_{r \to \infty} \rho_{B,Y}(r) < 1. \text{ Analogously, since } T(j) \cong \mathbb{N}^{d-1}, \text{ the random field } \zeta^{(j)} = \{X_k : k \in T(j)\} \text{ can be viewed as a } (d-1)\text{-parameter field with } \rho_{B,\zeta^{(j)}}(\cdot) \leq \rho_{B,X}(\cdot) \text{ (and thus } \lim_{r \to \infty} \rho_{B,\zeta^{(j)}}(r) < 1). \text{ It holds that } \\

\sum_{k \in S} X_k = \sum_{j \in N(S)} Y_j \text{ and } Y_j = \sum_{k \in S(j)} \zeta^{(j)}_k. \text{ Now, applying the induction hypothesis first to } \{Y_j\}_{j \in N} \text{ and then to } \zeta^{(j)} = \{X_k\}_{k \in T(j)}, \text{ we obtain} \\

\[ E \left\| \sum_{k \in S} X_k \right\|_r^r = E \left\| \sum_{j \in N(S)} Y_j \right\|_r^r \\
\leq B_{1,r} \left\{ \sum_{j \in N(S)} E\|Y_j\|_r^r + \left( \sum_{j \in N(S)} E\|Y_j\|^2 \right)^{r/2} \right\} \\
= B_{1,r} \sum_{j \in N(S)} E \left\| \sum_{k \in S(j)} \zeta^{(j)}_k \right\|_r^r + B_{1,r} \left( \sum_{j \in N(S)} E \left\| \sum_{k \in S(j)} \zeta^{(j)}_k \right\|_r^{2r/2} \right)^{r/2} \\
\leq B_{1,r} \sum_{j \in N(S)} B_{d-1,r} \left\{ \sum_{k \in S(j)} E \|\zeta^{(j)}_k\|^{r/2} + \left( \sum_{k \in S(j)} E \|\zeta^{(j)}_k\|^2 \right)^{r/2} \right\} \\
+ B_{1,r} \left[ \sum_{j \in N(S)} B_{d-1,2} \left\{ \sum_{k \in S(j)} E \|\zeta^{(j)}_k\|^{r/2} + \left( \sum_{k \in S(j)} E \|\zeta^{(j)}_k\|^2 \right)^{r/2} \right\} \right]^{r/2} \\
= B_{1,r} B_{d-1,1} \left\{ \sum_{k \in S} E\|X_k\|_r^r + \sum_{j \in N(S)} \left( \sum_{k \in S(j)} E\|X_k\|^2 \right)^{r/2} \right\} \\
+ 2^{r/2} B_{1,r} B_{d-1,2}^2 \left( \sum_{k \in S} E\|X_k\|^2 \right)^{r/2} \\
\leq \left( B_{1,r} B_{d-1,1} + 2^{r/2} B_{d-1,2}^2 B_{1,r} \right) \left\{ \sum_{k \in S} E\|X_k\|_r^r + \left( \sum_{k \in S} E\|X_k\|^2 \right)^{r/2} \right\}, \]

where the well-known inequality \((\sum_{k=1}^m a_k)^q \geq \sum_{k=1}^m a_k^q\) is used for the last inequality.

\[ (7) \] is a trivial consequence of \((5)\). If \((7)\) holds for some \(r > 2\) and every block in \(\mathbb{Z}^d\), \((8)\) follows from Corollary 1 in \((17)\) (see also \((11)\), Chapter 2, Theorem 1.2, p. 108). (The Corollary can be applied in any normed space without changing the proof.) \[ \Box \]

Following an approach that is similar to \((14)\) (see Theorems 29.6 and 29.18), we aim to reduce the multivariate FCLT to the corresponding results for the univariate case. For real-valued processes, Deo \((10)\) gave a version for random fields of Theorems 19.1 and 19.2 of \((4)\), which use a characterization of Brownian motion to obtain a general FCLT.
(see Lemmas 2 and 3 in [10]). We extend this result to multivariate random fields by taking advantage of the fact that Gaussian random vectors can be characterized by their behavior under projections.

**Lemma 2.** Let $\Sigma$ be a symmetric positive semidefinite matrix and $S_n = \{S_n(t)\}_{t \in [0,1]^d}$ a sequence of stochastic processes with sample paths in $D_{\mathbb{R}^d}([0,1]^d)$, such that

(i) $ES_n(t) \to 0$ and $\text{cov}(S_n(t)) \to [t]\Sigma$ as $n \to \infty$, for each $t \in [0,1]^d$,

(ii) the set $\{\|S_n(t)\|^2\}_n$ is uniformly integrable for each $t$,

(iii) if $B_1, \ldots, B_p$ is a collection of strongly separated blocks, then the increments $S_n(B_1), \ldots, S_n(B_p)$ are asymptotically independent in the sense that if $H_1, \ldots, H_p$ are arbitrary Borel sets in $\mathbb{R}^k$, then the difference

$$\Pr(S_n(B_1) \in H_1, \ldots, S_n(B_p) \in H_p) - \prod_{i=1}^p \Pr(S_n(B_i) \in H_i)$$

goes to zero as $n \to \infty$ and,

(iv) for each $\varepsilon > 0$, $\eta > 0$, we can find a $\delta > 0$ such that

$$\Pr(\|w_n(S, \delta)\| > \varepsilon) < \eta$$

for all sufficiently large $n$, where we define the modulus of continuity

$$w_n(x; \delta) := \sup\{\|x(t) - x(s)\| : \|t - s\| \leq \delta\},$$

for $x \in D_{\mathbb{R}^d}([0,1]^d)$ and $0 < \delta < 1$.

Then $S_n$ converges weakly in $D_{\mathbb{R}^d}([0,1]^d)$ to the $k$-dimensional Brownian sheet on $[0,1]^d$ with covariance matrix $\Sigma$.

**Proof.** Consider $\lambda \in \mathbb{R}^k$ and define $\{S_n^\lambda(t)\}_{t \in [0,1]^d}$ by $S_n^\lambda(t) = \lambda^\top S_n(t)$. First, note that for any $x \in D_{\mathbb{R}^d}([0,1]^d)$, $t \in [0,1]^d$ and $\lambda \in \mathbb{R}^k$, it holds that if $Q(t)$ is some quadrant in $[0,1]^d$, then $x_Q(t) = \lim_{s \to t, s \in Q(t)} x(s)$ exists, and since $y \mapsto \lambda^\top y$ is a continuous map, it follows that

$$\lim_{s \to t, s \in Q(t)} \lambda^\top x(s) = \lambda^\top \lim_{s \to t, s \in Q(t)} x(s) = \lambda^\top x_Q(t)$$

also exists. Therefore, if $x \in D_{\mathbb{R}^d}([0,1]^d)$, then $\lambda^\top x \in D_{\mathbb{R}^d}([0,1]^d)$ and if $x \in C_{\mathbb{R}^d}([0,1]^d)$, then $\lambda^\top x \in C_{\mathbb{R}^d}([0,1]^d)$. Furthermore, since $D_{\mathbb{R}^d}([0,1]^d) \to D_{\mathbb{R}^d}([0,1]^d)$, $x \mapsto \lambda^\top x$, is a continuous map, $S_n^\lambda$ are random elements in $D_{\mathbb{R}^d}([0,1]^d)$. Assumptions (i) – (iii) imply:

(i) $E S_n^\lambda(t) = \lambda^\top ES_n(t) \to 0$, $\text{cov}(\lambda^\top S_n(t)) = \lambda^\top \text{cov}(S_n(t)) \lambda \to [t] \lambda^\top \Sigma \lambda$ for any $t \in [0,1]^d$.

(ii) $\{|S_n^\lambda(t)|^2\}_{n \geq 1}$ is uniformly integrable for each $t$, since due to the Cauchy-Schwarz inequality $|\lambda^\top S_n(t)|^2 \leq \|\lambda\|^2 \|S_n(t)\|^2$. 
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(iii) For arbitrary linear Borel sets $H_1, \ldots, H_p$, the sets $f^{-1}_χ(H_1), \ldots, f^{-1}_χ(H_p)$ where $f_χ$ is the continuous map $f_χ : \mathbb{R}^k \to \mathbb{R}, x \mapsto \chi^\top x$, lie in $\mathcal{B}(\mathbb{R}^k)$. Therefore, for any collection of strongly separated blocks $B_1, \ldots, B_p$,

$$
\Pr(S_n(B_1) \in H_1, \ldots, S_n(B_p) \in H_p) = \prod_{i=1}^p \Pr(S_n(B_i) \in H_i)
$$

$$
= \Pr(S_n(B_1) \in f^{-1}_χ(H_1), \ldots, S_n(B_p) \in f^{-1}_χ(H_p)) - \prod_{i=1}^p \Pr(S_n(B_i) \in f^{-1}_χ(H_i))
$$

goes to zero as $n \to \infty$ by assumption $(iii)$.

(iv) Since by the Cauchy-Schwarz inequality

$$
|\chi^\top \{S_n(t) - S_n(s)\}| \leq ||\chi|| ||S_n(t) - S_n(s)||,
$$

it trivially holds that:

$$
\forall \varepsilon > 0, \eta > 0 \exists \delta > 0 : \Pr(\omega^1(S_n, \delta) > \varepsilon ||\chi||) \leq \Pr(\omega^2(S_n, \delta) > \varepsilon) < \eta
$$

Therefore, if $\chi^\top \Sigma \chi > 0$, $(\chi^\top \Sigma \chi)^{-1/2}S_n^\chi$ fulfills the conditions of Lemma 3 in [10] and thus converges to a standardized Brownian sheet $(\chi^\top \Sigma \chi)^{-1/2}W^\chi$ in $D_\delta([0, 1]^d)$. By continuous mapping, this implies $S_n^\chi \Rightarrow W^\chi$ in $D_\delta([0, 1]^d)$. If $\chi^\top \Sigma \chi = 0$, the processes $S_n^\chi \equiv 0$ and $W^\chi \equiv 0$ are both degenerated and therefore $S_n^\chi \Rightarrow W^\chi$ holds trivially.

In particular, every coordinate process $S_n^i = S_n^{e_i}$ (where $e_i \in \mathbb{R}^k$ is the vector with one in position $i$ and zero elsewhere ($i \in \{1, \ldots, k\}$)) is tight in $D_\delta([0, 1]^d)$ and thus for any $\varepsilon > 0$, we can find $M_\varepsilon \in (0, \infty)$ such that

$$
\Pr(||S_n||_\infty > M_\varepsilon) \leq \sum_{i=1}^k \Pr(||S_n^i||_\infty > M_\varepsilon) \leq \varepsilon \quad \forall n \in \mathbb{N}.
$$

Therefore, assumption $(iv)$ implies that $S_n$ is tight in $D_{\mathbb{R}^k}([0, 1]^d)$. Now, consider a convergent subsequence $S_{n'}$, say $S_{n'} \Rightarrow W$. Then the continuity of the mappings $D_{\mathbb{R}^k}([0, 1]^d) \to D_\delta([0, 1]^d)$, $x \mapsto \chi^\top x$, for any $\chi \in \mathbb{R}^k$ implies $S_n^\chi = \chi^\top S_{n'} \Rightarrow \chi^\top W = W^\chi$, where $W^\chi$ is a Brownian sheet in $D_\delta([0, 1]^d)$ with covariance $\chi^\top \Sigma \chi \geq 0$. In order to show that $S_n$ converges in $D_{\mathbb{R}^k}([0, 1]^d)$, it suffices to show that $W$ (and therefore any limit of a convergent subsequence) is indeed the Brownian sheet in $H = \mathbb{R}^k$. Denote the coordinate processes by $W^i = W^e_i$. Since this holds for all the coordinate processes, $W$ is a.s. continuous and $W(t) = 0$ a.s. for any $t \in [0, 1]^d$ with $|t| = 0$.

From $W \in C_{\mathbb{R}^k}([0, 1]^d)$ a.s., it follows that the projection maps $\pi_{i_1, \ldots, i_k}$ are $\Pr_W$-a.s. continuous and therefore $S_{n'} \Rightarrow W$ implies the convergence of the finite dimensional distributions. Since for a block $B = (s, t)$,

$$
S_{n'}(B) = \sum_{\varepsilon \in \{0, 1\}^d} (-1)^{d-\sum_{j=1}^d \varepsilon_j} S_{n'}(s + \varepsilon(t - s)),
$$

this implies the weak convergence of the increments of $S_{n'}$. The increments $W(B)$ of $W$ have a Gaussian distribution with mean zero and covariance $\lambda(B)\Sigma$ in $\mathbb{R}^k$, since
\( W(B) = (W^1(B), \ldots, W^k(B))\) and \( \sum_{i=1}^{k} \lambda_i W^i(B) = W^\lambda(B) \) is a centered Gaussian random variable with variance \( \lambda(B) \lambda^\top \Sigma \lambda \) for any \( \lambda \in \mathbb{R}^k \). In particular, the distribution of \( W(B) \) is absolutely continuous, so that for any collection of strongly separated blocks \( B_1, \ldots, B_p \) and any \( y_1, \ldots, y_p \in \mathbb{R}^k \), we have

\[
\Pr(S_{y'})(B_j) \leq y_j \to \Pr(W(B_j) \leq y_j) \quad (j = 1, \ldots, p)
\]

and therefore

\[
\Pr(W(B_1) \leq y_1, \ldots, W(B_p) \leq y_p) = \lim_{n' \to \infty} \Pr(S_{y'}(B_1) \leq y_1, \ldots, S_{y'}(B_p) \leq y_p)
\]

\[
= \lim_{n' \to \infty} \left\{ \Pr(S_{y'}(B_1) \leq y_1, \ldots, S_{y'}(B_p) \leq y_p) - \prod_{j=1}^p \Pr(S_{y'}(B_j) \leq y_j) \right\}
\]

\[
+ \prod_{j=1}^p \lim_{n' \to \infty} \Pr(S_{y'}(B_j) \leq y_j)
\]

\[
\overset{(iii)}{=} \prod_{j=1}^p \Pr(W(B_j) \leq y_j).
\]

Note that due to the a.s. continuity of \( W \), this also yields the independence of the increments over any (not necessarily strongly separated) collection of pairwise disjoint blocks.

\[ \square \]

**Lemma 3.** Let \( \{X_j\}_{j \in \mathbb{Z}^d} \) be an \( \mathbb{R}^k \)-valued \( \rho_\mathbb{R} \)-mixing, weakly stationary centered random field, \( \{S_n(t)\}_{t \in [0,1]^d} \) a process in \( D_{\mathbb{R}^k}([0,1]^d) \) with

\[ S_n(t) = n^{-d/2} \sum_{1 \leq j \leq \lfloor nt \rfloor} X_j \]

and \( \Sigma(n, t) = \text{cov}(S_n(t)) \). If

\begin{enumerate}
\item[(i)] \( \sup_{j \in \mathbb{Z}^d} E[\|X_j\|^{2+\delta}] < \infty \) for some \( \delta > 0 \) and \( m \in \mathbb{N} \)
\item[(ii)] \( \sum_{m \geq 1} m^{d-1} \alpha_{1,1}(m) \gamma^{(2+\delta)} < \infty \),
\end{enumerate}

then \( \Sigma(n, t) \to [t] \Sigma \) for any \( t \in [0,1]^d \) and a positive semidefinite matrix \( \Sigma = (\sigma_{i,j})_{1 \leq i,j \leq k} \) with \( \sigma_{i,j} = \sum_{v \in \mathbb{Z}^d} \gamma_{i,j}(v) \), where \( \gamma_{i,j}(v) = \text{cov}(X^i_0, X^j_1) \), and the series converges absolutely. Furthermore, \( \{S_n(t)\}_{t \in [0,1]^d} \) converges in \( D_{\mathbb{R}^k}([0,1]^d) \) to a \( k \)-dimensional Brownian sheet with covariance matrix \( \Sigma \).

**Proof.** As remarked by Guyon [23] (p. 110), for any \( i, j \in \{1, \ldots, k\} \) the covariance inequality (see [46], Theorem 1.1, and note that there is an additional factor 2 in Rio’s definition of the mixing coefficient)

\[
|\gamma_{i,j}(v)| = |\text{cov}(X^i_0, X^j_1)| \leq 4\alpha_{1,1}(\|v\|\gamma^{(2+\delta)}) \|X_0\|_{2+\delta}^2
\]
together with assumptions (i) and (ii) implies \( \sum_{v \in \mathbb{Z}^d} |\gamma_{i,j}(v)| < \infty \). Using this and the dominated convergence theorem, we obtain

\[
\Sigma(n, t)^{(i, j)} = n^{-d} \text{cov} \left( \sum_{1 \leq m \leq |nt|} X_{m}^{i}, \sum_{1 \leq m' \leq |nt|} X_{m'}^{j} \right) = n^{-d} \sum_{-|nt| < v < |nt|} \gamma_{i,j}(v) \prod_{l=1}^{d} (|nt_l| - |v_l|) = \sum_{-n \leq v \leq n} I_{\{|v| \leq |nt|\}} \prod_{l=1}^{d} \frac{|nt_l| - |v_l|}{n} \gamma_{i,j}(v) \quad \text{for any } t \in [0, 1]^d.
\]

Furthermore, it follows that the matrix \( \Sigma \) is positive semidefinite as the limit of the positive semidefinite covariance matrices \( \Sigma(n, 1) \).

We show that Lemma 2 can be applied to obtain the stated convergence. First, note that condition (i) of Lemma 2 is fulfilled, since \( \{X_l\}_{l \in \mathbb{Z}^d} \) is centered and \( \Sigma(n, t) \xrightarrow{n \to \infty} [t] \Sigma \). The assumptions imply the moment inequality (ii) from Lemma 1. Therefore, condition (ii) follows from

\[
\sup_{n \geq 1} \mathbb{E} \|S_n(t)\|^{2+\delta} \leq [t]^{1+\delta/2} C(r, d, X) \leq C(r, d, X) < \infty
\]

for any \( t \). For strongly separated blocks \( B_1 = (s_1, t_1], \ldots, B_q = (s_q, t_q] \), there is an \( i \in \{1, \ldots, d\} \) such that \( 0 \leq s_1^i \leq t_1^i < s_2^i \leq t_2^i < \ldots < s_q^i \leq t_q^i \leq 1 \) (after reordering the blocks if necessary), i.e., \( \min_{j=1, \ldots, q-1} (s_{j+1}^i - s_j^i) > 0 \), and therefore \( \min_{j=1, \ldots, q-1} (|ns_{j+1}^i| - |nt_j^i|) \to \infty \) for \( n \to \infty \). Then

\[
\begin{align*}
\Pr & \left( \bigcap_{j=1}^{q} \{S_n(B_j) \in H_j\} \right) - \prod_{j=1}^{q} \Pr(S_n(B_j) \in H_j) \\
= & \Pr \left( \bigcap_{j=1}^{q-1} \{S_n(B_j) \in H_j\} \right) \cap \{S_n(B_q) \in H_q\} \\
- & \Pr \left( \bigcap_{j=1}^{q-1} \{S_n(B_j) \in H_j\} \right) \Pr(S_n(B_q) \in H_q) \\
+ & \Pr(S_n(B_q) \in H_q) \Pr \left( \bigcap_{j=1}^{q-2} \{S_n(B_j) \in H_j\} \right) \cap \{S_n(B_{q-1}) \in H_{q-1}\} \\
- & \Pr \left( \bigcap_{j=1}^{q-2} \{S_n(B_j) \in H_j\} \right) \Pr(S_n(B_{q-1}) \in H_{q-1}) \\
+ & \Pr(S_n(B_q) \in H_q) \Pr(S_n(B_{q-1}) \in H_{q-1}) \Pr \left( \bigcap_{j=1}^{q-3} \{S_n(B_j) \in H_j\} \right) \cap \{S_n(B_{q-2}) \in H_{q-2}\}.
\end{align*}
\]
- \Pr(S_n(B_1) \in H_1, \ldots, S_n(B_{q-3}) \in H_{q-3}) \Pr(S_n(B_{q-2}) \in H_{q-2})
+ \ldots + \prod_{j=1}^{q} \Pr(S_n(B_j) \in H_j) - \prod_{j=1}^{q} \Pr(S_n(B_j) \in H_j)
\leq q \rho \left( \min_{j=1, \ldots, q-1} \left( |n s^j_{j+1}| - |n t^j_{j+1}| \right) \right)^{\frac{n-2}{n}} 0

Thus, condition (iii) of Lemma 2 is fulfilled. Finally, using (the proof of) Theorem 1.3 in [11] (Chapter 5, p. 253), we will now show that condition (iv) of the Lemma is implied by (8). As noted in Lemma 1, (8) together with assumption (i) imply (9) for any block U. Analogously to the proof of condition (ii), this implies the uniform integrability of \{(\#U_n)^{-1} M(U_n)^2\}_{n \geq 1} (see (8) for the notation) for any sequence of blocks \(U_n\) growing to infinity. The proof of Theorem 1.3 in [11] (Chapter 5, p. 253) therefore shows (iv).

The following corollary of Theorem 4.2 in [4] is an adaptation of Lemma 4.1 in [12] to multiparameter processes.

**Lemma 4.** Let \(K \in \mathbb{N}\) be fixed and let \(\{X_n = (X_{n,1}, \ldots, X_{n,K}) : n \geq 1\}\) be a sequence of \(D_H([0,1]^d)^K\)-random elements. Let \(X_1^1, \ldots, X_K^1\) be independent \(d\)-parameter Brownian motions in \(H_k\) with \(EX_i^k(1) = 0\) and \(\text{cov}X_i^k(1) = S_i^d, i = 1, \ldots, K\). Suppose the following conditions hold:

(a) For each \(k \geq 1\), \((P_kX_{n,1}, \ldots, P_kX_{n,K}) \Rightarrow (X_1^k, \ldots, X_K^k)\) in \(D_{H_k}([0,1]^d)^K\) as \(n \to \infty\);

(b) \((X_1^k, \ldots, X_K^k) \Rightarrow (X_1, \ldots, X_K)\) in \(D_H([0,1]^d)^K\) as \(k \to \infty\);

(c)

\[
\lim_{n \to \infty} E \left[ \sup_{t_1, \ldots, t_K \in [0,1]^d} \| (X_{n,1}(t_1), \ldots, X_{n,K}(t_K)) - (P_kX_{n,1}(t_1), \ldots, P_kX_{n,K}(t_K)) \| \right] \to 0,
\]

as \(k \to \infty\) for some \(r \geq 2\).

Then \((X_{n,1}, \ldots, X_{n,K}) \Rightarrow (X_1, \ldots, X_K)\) in \(D_H([0,1]^d)^K\), where \(X_i\) are independent \(d\)-parameter Brownian motions in \(H\) with \(EX_i(1) = 0\) and \(\text{cov}X_i(1) = S_i, i = 1, \ldots, K\).

Now, we give some preliminary results needed for the proof of Theorem 2. In the next two lemmas, we will establish a Rosenthal inequality for the bootstrapped partial sum process.

**Lemma 5.** Let \(X, Y\) be random variables taking values in a Hilbert space \(H_1\), \(X\) is \(\mathcal{F}\)-measurable and \(Y\) is \(\mathcal{G}\)-measurable. Let \(V\) be a random variable which is independent of \(\sigma(\mathcal{F}, \mathcal{G})\) and takes values in a Hilbert space \(H_2\). Furthermore, let \(g, h : H_1 \times H_2 \to H\) be measurable functions with

\[
E \left[ g(X, V) | V \right] = E \left[ h(Y, V) | V \right] = 0 \quad a.s.
\]

If \(\rho = \rho_\mathcal{F}(\mathcal{F}, \mathcal{G}) < 1\), then for any \(p > 1\) such that \(E[\|g(X, V)\|^p] < \infty\) and \(E[\|h(Y, V)\|^p] < \infty\), there exists a constant \(C_{\rho, p}\) such that

\[
E \left[ \| g(X, V) \|^p \right] \leq C_{\rho, p} E \left[ \| g(X, V) + h(Y, V) \|^p \right].
\]
Proof. We will make use of the conditional expectations
\[ E \left[ \|g(X, V)\|^p | V = v \right] = E[\|g(X, v)\|^p] \quad \text{and} \quad E \left[ \|h(Y, V)\|^p | V = v \right] = E[\|h(Y, v)\|^p]. \]
g(X, v) and h(Y, v) are \( H \)-valued random variables which are \( \mathcal{F} \)- and \( \mathcal{G} \)-measurable, respectively. So we can apply Theorem 1 of [56] to the conditional expectations and obtain
\[ E \left[ \|g(X, V)\|^p | V = v \right] \leq C_{\rho, p} E \left[ \|g(X, V) + h(Y, V)\|^p | V = v \right] \]
and consequently
\[ E \left[ \|g(X, V)\|^p \right] = E \left[ E \left[ \|g(X, V)\|^p | V \right] \right] \leq E \left[ C_{\rho, p} \left[ \|g(X, V) + h(Y, V)\|^p \right] \right] = C_{\rho, p} E \left[ \|g(X, V) + h(Y, V)\|^p \right]. \]

Lemma 6. Under the assumptions of Theorem 3 for any \( r \geq 2 \) there exists a constant \( B_{d, r} \) such that for any finite subset \( S \subset \mathbb{N}^d \) and \( i \in \{1, \ldots, K\} \)
\[ E \left\| \sum_{k \in S^{(n)}} (X_k - \mu)V_{n,i}(k) \right\|^r \leq B_{d, r} \left\{ \sum_{k \in S^{(n)}} E \left[ \|X_k - \mu\|^r \right] E \left[ \|V_{n,i}(k)\|^r \right] + \left( \sum_{k \in S^{(n)}} E \left[ \|X_k - \mu\|^2 \right] E \left[ \|V_{n,i}(k)\|^2 \right] \right)^{r/2} \right\}, \]
where \( S^{(n)} = S \cap \{1, \ldots, n\} \). For any block \( U \subset \{1, \ldots, n\}^d \) and
\[ M^*(U) = \max_{W \subseteq U} \left\| \sum_{j \in W} (X_j - \mu)V_{n,i}(j) \right\|, \]
it then holds that
\[ E \left[ M^*(U)^r \right] \leq C_r (\#U)^{r/2} \]
for \( r \in (2, 2 + \delta] \) and some \( C_r > 0 \) that may depend on \( r \) but not on \( U \) or \( n \).

Proof. This inequality follows in the same way as Theorem 2 of [56] and Lemma 1 above, using Lemma 3 instead of Theorem 1 of [56].

Lemma 7. Under the assumptions of Theorem 3 for any \( B \subseteq (0, 1]^d \) which is either a block or a finite union of disjoint blocks, we have
\[ \hat{\Sigma}_n(B) := \sum_{h \in B_n \cup B_n} \omega(h/q) \frac{1}{n^{d}} \sum_{a, a + h \in B_n} \left\{ X^{(k)}_a - \hat{\mu}^{(k)}(a) \right\} \left\{ X^{(k)}_{a+h} - \hat{\mu}^{(k)}(a + h) \right\} \xrightarrow{\Pr} \lambda(B)\Sigma, \]
where \( \Sigma \) is the long-run variance matrix of \( X^{(k)}, k \in \mathbb{N} \).
Proof. Consider the centered process \( \{Y_j^{(k)}\}_{j \in \mathbb{Z}^d} \) with \( Y_j^{(k)} = X_j^{(k)} - \mu^{(k)} \). As shown in \[8\], \( \hat{\Sigma}_n(B) = \hat{\Sigma}_{Y,n}(B) \xrightarrow{Pr} 0 \), where

\[
\hat{\Sigma}_{Y,n}(B) = \sum_{h \in B_n \cap B_n} \omega(h/q) \frac{1}{n^d} \sum_{a,a+h \in B_n} Y_a^{(k)} Y_{a+h}^{(k)} \top.
\]

To obtain the stated convergence, it therefore suffices to show that

(i) \( E\left[\hat{\Sigma}_{Y,n}(B)\right] \xrightarrow{\lambda(B)\Sigma} 0 \) and (ii) \( E\left[\left(\hat{\Sigma}_{Y,n}(B) - E\left[\hat{\Sigma}_{Y,n}(B)\right]\right)^2\right] \xrightarrow{0} 0 \).

Only a slight modification of the proof by Lavancier \[33\] (who considered \( B = (0,1]^d \) and slightly less general kernel functions \( \omega \)) is needed to obtain (i). For (ii), we concentrate on the case \( k = 1 \) to simplify notation, but the cases \( k \geq 2 \) work the same way. Note that by assumption \[6\] (see \[23\], p. 110), there exists a \( C > 0 \) such that

\[
E \left[ \left\{ \frac{1}{n^d} \sum_{a,a+h \in B_n} \left( Y_a^{(1)} Y_{a+h}^{(1)} - E \left[ Y_a^{(1)} Y_{a+h}^{(1)} \right] \right) \right\}^2 \right] \\
= \frac{1}{n^{2d}} \sum_{a,a',a'' \in B_n} \text{cov} \left( Y_a^{(1)} Y_{a+h}^{(1)}, Y_{a'}^{(1)} Y_{a''+h}^{(1)} \right) \\
\leq \frac{1}{n^{2d}} \sum_{h \in \mathbb{Z}^d} \left| \text{cov} \left( Y_h^{(1)} Y_{h+1}^{(1)}, Y_{h+1}^{(1)} Y_{h+2}^{(1)} \right) \right| \leq C \frac{1}{n^2}.
\]

Therefore

\[
E \left[ \left( \hat{\Sigma}_{Y,n}(B) - E \left[ \hat{\Sigma}_{Y,n}(B) \right] \right)^2 \right] \\
\leq \left( \sum_{h \in B_n \cap B_n} |\omega(h/q)| \left\| \frac{1}{n^d} \sum_{a,a+h \in B_n} \left( Y_a^{(1)} Y_{a+h}^{(1)} - E \left[ Y_a^{(1)} Y_{a+h}^{(1)} \right] \right) \right\|_2 \right)^2 \\
\leq C \frac{2d}{n^d} \left( \sum_{-n \leq j \leq n} |\omega(j/q)| \right)^2 \leq C \frac{2d}{n^d} \rightarrow 0.
\]

\[\square\]

4.2. Proofs of the main results

Proof of Theorem \[7\]. We assume without loss of generality that \( \mu = 0 \) and proceed as in the proof of Theorem 1 in \[18\] by showing the three conditions of Lemma \[4\]. First, note that for any \( h \in H \setminus \{0\} \), the random field \( \{Y_j\}_{j \in \mathbb{Z}^d} \) with \( Y_j = (X_j,h) \) is centered, stationary and \( \rho_h \)-mixing with \( \rho_h,Y(x) \leq \rho_h,X(x) \) and \( \alpha_{1,1,Y}(x) \leq \alpha_{1,1,X}(x) \), since any \( Y_j \) is a measurable transform of \( X_j \). Furthermore,

\[
E|Y_j|^{2+\delta} \leq \|h\|^{2+\delta} E\|X_j\|^{2+\delta}
\]
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ensures that \( \{Y_i\}_{i \in \mathbb{Z}^d} \) has finite \((2 + \delta)\)-moments. Now, Lemma [i] implies
\[
\left\{ \frac{1}{n^{d/2}} \sum_{1 \leq j \leq [nt]} Y_j \right\}_{t \in [0,1]^d} \Rightarrow \{W_h(t)\}_{t \in [0,1]^d}, \quad \text{in } D_{\mathbb{R}}([0,1]^d),
\]
where \( \{W_h(t)\}_{t \in [0,1]^d} \) is a Brownian sheet in \( \mathbb{R} \) with covariance
\[
\sigma^2(h) = \sum_{j \in \mathbb{Z}^d} EY_0 Y_j = \sum_{j \in \mathbb{Z}^d} E \left[ \langle X_0, h \rangle \langle X_j, h \rangle \right],
\]
and the series converges absolutely. Define the covariance operator \( S \) as in (4), then \( \langle Sh, h \rangle = \sigma^2(h) \) holds for all \( h \in H \setminus \{0\} \), and \( S \) is positive, linear and self-adjoint. Then \( S \in \mathcal{S}(H) \), because for any complete orthonormal system \( \{e_i\}_{i \in \mathbb{N}} \) in \( H \), we obtain
\[
\sum_{i=1}^{\infty} \langle Se_i, e_i \rangle = \sum_{i=1}^{\infty} \langle Se_i, e_i \rangle = \sum_{i=1}^{\infty} \lim_{n \to \infty} n^{-d} \left[ \sum_{1 \leq j \leq n} \langle X_j, e_i \rangle \right]^2 \leq C \|X_0\|^2 < \infty.
\]
and Theorem 28.10 of [ii] (Volume III, p. 154) implies
\[
n^{-d} \left[ \sum_{1 \leq j \leq n} \langle X_j, e_i \rangle \right]^2 \leq C n^{-d} \sum_{1 \leq j \leq n} E[\langle X_j, e_i \rangle^2] \leq C E[\langle X_0, e_i \rangle^2] \]
with a single constant \( C \) for all \( n \) and \( i \). Therefore,
\[
\sum_{i=1}^{\infty} \langle Se_i, e_i \rangle \leq C \sum_{i=1}^{\infty} E[\langle X_0, e_i \rangle^2] = CE\|X_0\|^2 < \infty.
\]
Define \( S_n(t) = n^{-d/2} \sum_{1 \leq k \leq [nt]} X_k \) and consider a Brownian sheet \( \{W(t)\}_{t \in [0,1]^d} \) in \( H \)
whose covariance operator is defined as in (4). Then \( \{W^{(k)}(t)\}_{t \in [0,1]^d} = \{P_k W(t)\}_{t \in [0,1]^d} \) is a Brownian sheet in \( H_k \) with covariance operator \( S_k = P_k S P_k \). In particular, the covariance operator can be identified with the \( k \times k \) nonnegative definite covariance matrix \( \Sigma = (\gamma_{i,j})_{1 \leq i,j \leq k} \) with \( \gamma_{i,j} = \sum_{i \in \mathbb{Z}^d} E \left[ \langle X_0, e_i \rangle \langle X_v, e_j \rangle \right] \).
For each \( k \geq 1 \), the convergence
\[
\{P_k S_n(t)\}_{t \in [0,1]^d} \Rightarrow \{W^{(k)}(t)\}_{t \in [0,1]^d}, \quad \text{in } D_{\mathbb{R}^k}([0,1]^d),
\]
is equivalent to the FCLT for the \( k \)-dimensional random field \( \tilde{X}^{(k)}_j = (\langle X_j, e_1 \rangle, \ldots, \langle X_j, e_k \rangle)^\top \). Since \( \{\tilde{X}^{(k)}_j\}_{j \in \mathbb{Z}^d} \) fulfills the assumptions of the Lemma, Lemma [ii] yields
\[
\left\{ \frac{1}{n^{d/2}} \sum_{1 \leq j \leq [nt]} \tilde{X}^{(k)}_j \right\}_{t \in [0,1]^d} \Rightarrow \{\tilde{W}^{(k)}(t)\}_{t \in [0,1]^d}, \quad \text{in } D_{\mathbb{R}^k}([0,1]^d),
\]
where \( \{\tilde{W}^{(k)}(t)\}_{t \in [0,1]^d} \) is a Brownian sheet in \( \mathbb{R}^k \) with covariance matrix \( \Sigma \), i.e., condition \((a)\) of Lemma [ii] is satisfied.
Let \( \{W(t)\}_{t \in [0,1]^d} \) be a Brownian sheet in \( H \) with \( \text{cov}(W(1)) = S \), where \( S \) is as defined in [3]. For every \( e_i \), \( \{W(t), e_i\}_{t \in [0,1]^d} \) is a Brownian sheet in \( \mathbb{R} \), and therefore Cairoli's strong inequality (Corollary 2.3.1 in Chapter 7 of [30]) for submartingale random fields in \( \mathbb{R} \) yields

\[
E \left[ \sup_{t \in [0,1]^d} \left\| W(t) - W^{(k)}(t) \right\|^2 \right] = E \left[ \sup_{t \in [0,1]^d} \sum_{i=k+1}^{\infty} \langle W(t), e_i \rangle^2 \right]
\leq \sum_{i=k+1}^{\infty} E \left[ \sup_{t \in [0,1]^d} \langle W(t), e_i \rangle^2 \right]
\leq 4^d \sum_{i=k+1}^{\infty} E \left( \langle W(1), e_i \rangle^2 \right)
= 4^d \sum_{i=k+1}^{\infty} \langle S e_i, e_i \rangle \xrightarrow{k \to \infty} 0,
\]

which implies \( \sup_{t \in [0,1]^d} \|W(t) - W^{(k)}(t)\|^2 \xrightarrow{a.s.} 0 \) in probability and therefore \( W^{(k)} \Rightarrow W \) in \( D_H([0,1]^d) \).

Finally, we show condition (c). We note that due to the Hilbert space property,

\[
\|A_k(X_1)\| = \left\| X_1 - \sum_{i=1}^{k} \langle X_1, e_i \rangle e_i \right\| \xrightarrow{k \to \infty} 0 \quad a.s.
\]

Using \( \|A_k(X_1)\|^r \leq \|X_1\|^r \) and the dominated convergence theorem, this implies

\[
\max\{E\|A_k(X_1)\|^r, E\|A_k(X_1)\|^2\} \xrightarrow{k \to \infty} 0.
\]

We can therefore apply [3] to \( \{A_k(X_j)\}_{j \in \mathbb{Z}^d} \) and obtain

\[
E \left[ \sup_{t \in [0,1]^d} \left\| S_n(t) - P_k S_n(t) \right\|^r \right]
= n^{-rd/2} E \left[ \max_{1 \leq j \leq n} \left\| \sum_{1 \leq j \leq 1} A_k(X_j) \right\|^r \right]
\leq \tilde{C} B_{d,r} \left\{ E\|A_k(X_1)\|^r + (E\|A_k(X_1)\|^2)^{r/2} \right\} \xrightarrow{k \to \infty} 0,
\]

where we have used [3] for \( r = 2 + \delta > 2 \). This yields (c) of Lemma 4.

\[ \square \]

Proof of Theorem 2 We will use Lemma 4. For \( k \in \mathbb{N} \), we start by establishing the tightness of \( S_{n,1}^{(k)}, \ldots, S_{n,\tilde{K}}^{(k)} \). Since \( S_0^{(k)} \) is also tight (this is a direct consequence of the weak convergence of the \( k \)-dimensional partial sum process, which was proven as part of the proof of Theorem 4), the tightness of \( (S_n^{(k)}, S_{n,1}^{(k)}, \ldots, S_{n,K}^{(k)}) \) will then follow immediately.
Note that for any $j \in \{1, \ldots, K\}$ and $t \in [0, 1]^d$
\[
S_{n,j}^{(k)}(t) = \frac{1}{n^{d/2}} \sum_{1 \leq i \leq \lfloor nt \rfloor} \left( X_i^{(k)} - \mu^{(k)} \right) V_{n,j}(i) - \frac{1}{n^{d/2}} \sum_{1 \leq i \leq \lfloor nt \rfloor} \left\{ \hat{\mu}^{(k)}(i) - \mu^{(k)} \right\} V_{n,j}(i).
\]

Using Lemma 5, we obtain that the first summand is stochastically bounded and fulfills the tightness condition (iv) of Lemma 2 (see the proof of Lemma 3). Since by assumption the change-set estimator $C_n$ is a subblock of $[0, n]$, we can bound the second summand by
\[
\left| \frac{1}{n^{d/2}} \sum_{1 \leq i \leq \lfloor nt \rfloor} \left\{ \hat{\mu}^{(k)}(i) - \mu^{(k)} \right\} V_{n,j}(i) \right| 
\leq n^{-d/2} \max_{1 \leq i \leq \lfloor nt \rfloor} \left| \hat{\mu}^{(k)}(i) - \mu^{(k)} \right| \frac{1}{n^{d/2}} \sum_{1 \leq i \leq \lfloor nt \rfloor} |V_{n,j}(i)|
\leq C \max_{1 \leq i \leq \lfloor nt \rfloor} \left| \frac{1}{n^{d/2}} \sum_{1 \leq i \leq \lfloor nt \rfloor} \left( X_i^{(k)} - \mu^{(k)} \right) \right| \frac{1}{n^{d/2}} \sum_{1 \leq i \leq \lfloor nt \rfloor} |V_{n,j}(i)|
\]
for some $C > 0$ and all $t \in [0, 1]^d$. By Lemma 4, the first factor is stochastically bounded. For the second factor, note that due to the Gaussian distribution of $V_{n,j}(i)$, for any block $S$ and $r \geq 2$,
\[
E \left| \sum_{k \in S} |V_{n,j}(k)| \right|^r \leq C_r (\#S)^r
\]
holds for some constant $C_r > 0$. Therefore, the second summand is stochastically bounded. Writing
\[
Y_n(\cdot) = \frac{1}{n^{d/2}} \sum_{1 \leq i \leq \lfloor nt \rfloor} \left\{ \hat{\mu}^{(k)}(i) - \mu^{(k)} \right\} V_{n,j}(i)
\]
and $W_n(\cdot) = n^{-d} \sum_{1 \leq i \leq \lfloor nt \rfloor} |V_{n,j}(i)|$,
the modulus of continuity of the second summand can be bounded in the following way:
\[
\Pr(\hat{\omega}^{(k)}_n(\cdot) \geq \varepsilon) 
\leq \sum_{h=1}^{d} \Pr \left( \sup_{t \in [0, 1]^d: t_h \leq 1 - \delta, \gamma \in (0, \delta)} \left| Y_n(t_1, \ldots, t_{h-1}, t_h + \gamma, t_{h+1}, \ldots, t_d) - Y_n(t) \right| \geq \varepsilon d^{-1} \right)
\leq \sum_{h=1}^{d} \Pr \left( \sup_{t \in [0, 1]^d: t_h \leq 1 - \delta, \gamma \in (0, \delta)} \left| \frac{1}{n^{d/2}} \sum_{1 \leq i \leq \lfloor nt \rfloor} \left\{ \hat{\mu}^{(k)}(i) - \mu^{(k)} \right\} V_{n,j}(i) \right| \geq \varepsilon d^{-1} \right)
\leq \sum_{h=1}^{d} \Pr \left( \max_{1 \leq i \leq n} \frac{n^{d/2} \left\| \hat{\mu}^{(k)}(i) - \mu^{(k)} \right\|}{n^{d/2}} \sup_{t \in [0, 1]^d: t_h \leq 1 - \delta, \gamma \in (0, \delta)} \frac{1}{n^{d/2}} \sum_{1 \leq i \leq \lfloor nt \rfloor} |V_{n,j}(i)| \geq \varepsilon d^{-1} \right)
\leq d \Pr \left( \max_{1 \leq i \leq n} \frac{n^{d/2} \left\| \hat{\mu}^{(k)}(i) - \mu^{(k)} \right\|}{n^{d/2}} > C \right)
+ \sum_{h=1}^{d} \Pr \left( \sup_{t \in [0, 1]^d: t_h \leq 1 - \delta, \gamma \in (0, \delta)} |W_n(t_1, \ldots, t_{h-1}, t_h + \gamma, t_{h+1}, \ldots, t_d) - W_n(t)| \geq \varepsilon d^{-1} C^{-1} \right).
\]
The first summand goes to 0 uniformly in \( n \) for \( C \to \infty \). For the second summand, define
\[
A_m(h, \delta) = (0, 1] \times \ldots \times ((m - 1)\delta, m\delta \wedge 1] \times \ldots \times (0, 1]
\]
for \( m = 1, \ldots, p \) with \( p = p(\delta) = [\delta^{-1}] + 1 \) and
\[
U_{m,n} = \{ [n, t] : t \in A_m(h, \delta) \}
\]
Then, \( \#U_{m,n} \leq n^d \delta \), and therefore,
\[
\begin{align*}
\Pr \left( \sup_{t \in [0,1]^d, \| t \| \leq 1 - 4, \gamma \in (0,\delta)} \left| W_n(t_1, \ldots, t_{h-1}, t_h + \gamma, t_{h+1}, \ldots, t_d) - W_n(t) \right| \geq \varepsilon d^{-1} C^{-1} \right) \\
\leq \sum_{m=1}^{p} \Pr \left( \sup_{s \in A_m(h, \delta), s \neq t, \gamma \in (0,\delta)} \left| W_n(t) - W_n(s) \right| \geq \frac{\varepsilon}{2} d^{-1} C^{-1} \right) \\
\leq \sum_{m=1}^{p} \Pr \left( \sup_{v \in U_{m,n}} n^{-d} \sum_{i \in V} |V_{n,i}(i)| \geq \frac{\varepsilon}{4} d^{-1} C^{-1} \right) \\
\leq \sum_{m=1}^{p} \Pr \left( n^{-d} \sum_{i \in U_{m,n}} |V_{n,i}(i)| \geq \frac{\varepsilon}{4} d^{-1} C^{-1} \right) \\
\leq \sum_{m=1}^{p} \frac{n^{-d} 4^r d^r C^r \varepsilon^{-r} C_r(\#U_{m,n})^r}{d^{r-1} \delta^{r-1} (\delta - 1) \delta} \to 0.
\end{align*}
\]
Thus, condition (iv) of Lemma 2 is fulfilled for the second summand as well. Therefore, the sum \( S_{n,j}^{(k)} \) is stochastically bounded with a modulus of continuity that fulfills the tightness condition, and therefore it is tight.

Next, we establish the finite dimensional convergence. Note that due to the tightness of the process, it suffices to show that for any subsequence, there exists a further subsequence such that the finite dimensional distributions converge to the right limit distribution. To do this, we first show the following result: For any subsequence \( \{ n_m \} \leq \mathbb{N} \), there is another subsequence \( (n_m)_{m \in M} \) with \( M \subset \mathbb{N} \), such that for all \( k, l \in \mathbb{N} \) and all disjoint blocks \( B_1, \ldots, B_l \) with corners in \( (0,1] \cap \mathbb{Q})^d \), the weak convergence of the conditional (on \( X_i, 1 \leq n_m \)) distribution of the random vectors
\[
W_{*,m,j} := \left( s_{n,m,j}^{(k)}(B_1), s_{n,m,j}^{(k)}(B_2), \ldots, s_{n,m,j}^{(k)}(B_l) \right)^\top, \quad j = 1, \ldots, K
\]
to \( W_{*,j} := \left( w_{j}^{(k)}(B_1), w_{j}^{(k)}(B_2), \ldots, w_{j}^{(k)}(B_l) \right)^\top, \quad j = 1, \ldots, K \), holds almost surely for \( (n_m)_{m \in M} \).

To show this, note that conditional on \( X_i, i \leq nm \), \( W_{*,1}, \ldots, W_{*,K} \) are stochastically independent and have a Gaussian distribution with mean 0, so it suffices to show the convergence of the conditional covariance operators. For \( j \in \{1, \ldots, K\} \) and
$l_1, l_2 \in \{1, \ldots, l\}$, the covariance operators are given by

$$
cov^* \left( S_{n,j}^{(k)}(B_1), S_{n,j}^{(k)}(B_2) \right)
= E \left[ S_{n,j}^{(k)}(B_1) S_{n,j}^{(k)}(B_2)^\top | X_1, i \leq n \right]
= \frac{1}{n^d} \sum_{a \in B_{1,n}} \sum_{b \in B_{2,n}} \left\{ X_a^{(k)} - \hat{\mu}^{(k)}(a) \right\} \left\{ X_b^{(k)} - \hat{\mu}^{(k)}(b) \right\}^\top \Sigma \left( \lambda(B_1) \right)^\top E \left[ V_{n,j}(a)V_{n,j}(b) \right]
= \frac{1}{n^d} \sum_{h \in B_{2,n} \cap B_{1,n}} h \left( \frac{\omega(h)}{q(n)} \right) \frac{1}{n^d} \sum_{a \in B_{1,n}, a + h \in B_{2,n}} \left\{ X_a^{(k)} - \hat{\mu}^{(k)}(a) \right\} \left\{ X_{a+h}^{(k)} - \hat{\mu}^{(k)}(a + h) \right\}^\top.
$$

For $l_1 = l_2$, this is the covariance estimator proposed by Bucia and Heuser [8]. According to Lemma 7, under the assumptions of Theorem 2 this estimator converges in probability to $\lambda(B_1) \Sigma$, where $\Sigma$ is the long-run variance matrix. Write $\text{var}^* \left( S_{n,j}^{(k)}(B_1) \right) = \text{cov}^* \left( S_{n,j}^{(k)}(B_1), S_{n,j}^{(k)}(B_1) \right)$. For $l_1 \neq l_2$, it holds that

$$
\text{var}^* \left( S_{n,j}^{(k)}(B_1 \cup B_2) \right) \xrightarrow{Pr} \lambda(B_1 \cup B_2) \Sigma = \{ \lambda(B_1) + \lambda(B_2) \} \Sigma \quad \text{(see Lemma 7),}
$$

and thus

$$
cov^* \left( S_{n,j}^{(k)}(B_1), S_{n,j}^{(k)}(B_2) \right)
= \frac{1}{2} \left\{ \text{var}^* \left( S_{n,j}^{(k)}(B_1) + S_{n,j}^{(k)}(B_1) \right) - \text{var}^* \left( S_{n,j}^{(k)}(B_1) \right) \right\}
= \frac{1}{2} \left\{ \text{var}^* \left( S_{n,j}^{(k)}(B_1 \cup B_2) \right) - \text{var}^* \left( S_{n,j}^{(k)}(B_1) \right) \right\} \xrightarrow{Pr} 0.
$$

Therefore, for any subsequence $(n_m)_{m \in \mathbb{N}}$, there exists a further subsequence $(n_m)_{m \in M}$ such that the estimator converges almost surely. Since we only consider countably many blocks $B_i$, by a diagonal sequence argument we can choose a single subsequence $(n_m)_{m \in M}$ so that the almost sure convergence holds for all $k \in \mathbb{N}$ and all blocks with edges in $(\mathbb{Q} \cap [0,1])^d$.

By the following argument, the almost sure weak convergence yields the weak convergence of the joint distribution. Define the random vectors

$$
W_m := \left( S_{n,m}^{(k)}(B_1), S_{n,m}^{(k)}(B_2), \ldots, S_{n,m}^{(k)}(B_l) \right)^\top
$$

and $W := \left( W^{(k)}(B_1), W^{(k)}(B_2), \ldots, W^{(k)}(B_l) \right)^\top$. Note that by assumption, $W, W_1, \ldots, W_K$
are stochastically independent. It holds for any Borel sets $A_0, A_1, \ldots, A_K \subset H_k^I$ that
\[
|\Pr (W_m \in A_0, W_{m,1}^* \in A_1, \ldots, W_{m,K}^* \in A_K) - \Pr (W \in A_0, W_1^* \in A_1, \ldots, W_K^* \in A_K)|
\]
\[
= E [\Pr (W_m \in A_0, W_{m,1}^* \in A_1, \ldots, W_{m,K}^* \in A_K | X_i, i \leq n_m)]
- \Pr (W \in A_0, W_1^* \in A_1, \ldots, W_K^* \in A_K)]
\]
\[
\leq E [\mathbb{I}_{\{W_m \in A_0\}} |\Pr (W_{m,1}^* \in A_1, \ldots, W_{m,K}^* \in A_K | X_i, i \leq n_m) - \Pr (W_1^* \in A_1, \ldots, W_K^* \in A_K)]
+ |\Pr (W_m \in A_0) \Pr (W_1^* \in A_1, \ldots, W_K^* \in A_K) - \Pr (W \in A_0) \Pr (W_1^* \in A_1, \ldots, W_K^* \in A_K)|
\]
\[
\leq E [\Pr (W_{m,1}^* \in A_1, \ldots, W_{m,K}^* \in A_K | X_i, i \leq n_m) - \Pr (W_1^* \in A_1, \ldots, W_K^* \in A_K)]
+ |\Pr (W_m \in A_0) - \Pr (W \in A_0)|
\to 0,
\]
as almost sure convergence implies convergence in $L_1$ for bounded random variables and as the last summand converges to 0 by Theorem 3.

As the process $(S_{n,m}^{(k)}, S_{n,m,1}^{(k)}, \ldots, S_{n,m,K}^{(k)})$ is continuous from above, the convergence of all finite dimensional distributions follows from the convergence for all disjoint $B_1, \ldots, B_t$ with tightness of $(\tilde{W}_{k})$. Together with the tightness of $(S_n, S_{n,1}^{(k)}, \ldots, S_{n,K}^{(k)})$, condition (a) of Lemma 4 follows: for every $k$, the process $(S_n^{(k)}, S_{n,1}^{(k)}, \ldots, S_{n,K}^{(k)})$ converges to $(W(k), W_{1}^{(k)}, \ldots, W_{K}^{(k)})$.

From the proof of Theorem 4 we already know that $W(k) \Rightarrow W$ as $k \to \infty$. $W_{1}^{(k)}, \ldots, W_{K}^{(k)}$ and $W_{1}^{*}, \ldots, W_{K}^{*}$ are independent copies of $W^{(k)}$ respectively $W$, so condition (b) is obvious.

For condition (c), note that for $r = 2 + \delta$
\[
E \left[ \sup_{s, t \in [0, 1]^d} \left| \left( S_n(s), S_{n,1}^{(k)}(t_1), \ldots, S_{n,K}^{(k)}(t_K) \right) - \left( S_n^{(k)}(s), S_{n,1}^{(k)}(t_1), \ldots, S_{n,K}^{(k)}(t_K) \right) \right|^r \right]
\]
\[
\leq 2^{r-1}E \left[ \sup_{s \in [0, 1]^d} \left| S_n(s) - S_n^{(k)}(s) \right|^r \right] + 2^K(r-1) \sum_{j=1}^{K} E \left[ \sup_{t \in [0, 1]^d} \left| S_{n,j}^{(k)}(t) - S_{n,j}^{(k)}(t) \right|^r \right]
\]
\[
\leq 2^{r-1}E \left[ \sup_{s \in [0, 1]^d} \left| S_n(s) - S_n^{(k)}(s) \right|^r \right] + 2^K(r-1) \sum_{j=1}^{K} \sum_{n \geq 1} \sum_{1 \leq i \leq [nt]} \left| V_{n,j}(i) \{ A_k(X_i) - A_k(\mu) \} \right|^r
\]
\[
+ 2^{K(r-1)} \sum_{j=1}^{K} \sum_{n \geq 1} \sum_{1 \leq i \leq [nt]} \left| V_{n,j}(i) \{ \hat{A}_k(i) - A_k(\mu) \} \right|^r.
\]

We have already shown in the proof of Theorem 4 that the first term converges to 0 for $k \to \infty$. The convergence to 0 of the second term follows with the same arguments,
replacing Lemma 1 with Lemma 6. For the third term, consider
\[
E \left[ \sup_{t \in [0,1]^d} \left\| \frac{1}{n^{d/2}} \sum_{1 \leq i \leq n^k} V_{n,j}(i) \{ A_k(\hat{\mu}(i)) - A_k(\mu) \} \right\| \right] \\
\leq E \left[ n^{d/2} \max_{1 \leq i \leq n} \left\| A_k(\hat{\mu}(i) - \mu) \right\| \right] \cdot E \left[ \left\| \frac{1}{n^{d/2}} \sum_{1 \leq i \leq n} |V_{n,j}(i)| \right\| \right] \\
\leq C E \left[ \max_{1 \leq i \leq m \leq n} \left\| \frac{1}{n^{d/2}} \sum_{1 \leq i \leq m} A_k(X_i - \mu) \right\| \right] \cdot E \left[ \left\| \frac{1}{n^{d/2}} \sum_{1 \leq i \leq n} |V_{n,j}(i)| \right\| \right].
\]
Since the first factor goes to 0 (see the proof of Theorem 1) and the second factor remains bounded (see (10)), the proof of condition (c) is finished.
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