TWISTED HEISENBERG DOUBLES

DANIELE ROSSO AND ALISTAIR SAVAGE

Abstract. We introduce a twisted version of the Heisenberg double, constructed from a twisted Hopf algebra and a twisted pairing. We state a Stone–von Neumann type theorem for a natural Fock space representation of this twisted Heisenberg double and deduce the effect on the algebra of shifting the product and coproduct of the original twisted Hopf algebra. We conclude by showing that the quantum Weyl algebra, quantum Heisenberg algebras, and lattice Heisenberg algebras are all examples of the general construction.
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1. Introduction

The Heisenberg double is a generalization of the Heisenberg algebra. One can form the Heisenberg double of any nonnegatively graded Hopf algebra satisfying some mild assumptions. As a \( k \)-module, the Heisenberg double of a Hopf algebra \( H^+ \) over a commutative ring \( k \) with dual \( H^- \) is isomorphic to \( H^+ \otimes_k H^- \), and the factors \( H^+ \) and \( H^- \) are subalgebras. The relations between elements of \( H^+ \) and elements of \( H^- \) arise from the left regular action of \( H^- \) on \( H^+ \). The Heisenberg double of the Hopf algebra of symmetric functions is precisely the infinite-dimensional Heisenberg algebra. Just like the Heisenberg algebra, the more general Heisenberg double also has a natural Fock space representation and a Stone–von Neumann type theorem (see [SY15, Th. 2.11]).

In the current paper, we define a twisted version of the Heisenberg double. In particular, we replace Hopf algebras by twisted Hopf algebras and replace the Hopf pairing between \( H^+ \)
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and $H^-$ (identifying each as the dual of the other) by a *twisted pairing*. Provided this data satisfies a certain compatibility condition (see Definition 3.3), we define the associated *twisted Heisenberg double*. In the case that the twistings are all trivial, our definition reduces to the usual Heisenberg double. It turns out that the twisted Heisenberg double also has a natural Fock space representation that satisfies a Stone–von Neumann type theorem (Theorem 4.3).

The main motivation for our definition of the twisted Heisenberg double comes from the theory of categorification. The infinite-dimensional Heisenberg algebra was conjecturally categorified in [Kho] using the tower of symmetric groups, and then in [LS13] using the tower of Hecke algebras of type $A$. Motivated by these and other constructions, a general approach to the categorification of the Heisenberg double was taken in [SY15]. This general approach was in terms of towers of algebras and categories of modules over such towers. On the other hand, many constructions in categorification involve categories of *graded* modules. Extending the work of [SY15] to the setting of categories of graded (super)algebras necessitates the introduction of a twisted Heisenberg double. We refer the reader to [RS] for the details of this extension.

The relationship to categorification raises natural questions about the twisted Heisenberg double. For example, it is common in the categorification literature to consider grading shifts of certain functors such as induction and restriction. Since induction and restriction correspond to multiplication and comultiplication in the twisted Heisenberg double, it is important to know how the corresponding shifts of these operations affect the twisted Heisenberg double. We address this question in Section 5. Namely, we deduce the precise effect of such shifts and show that certain shifts do not change the isomorphism type of the twisted Heisenberg double (Theorem 5.4).

In the final three sections of the paper, we illustrate our construction with several examples, all motivated by the categorification literature. First, in Section 6, we show that the quantum Weyl algebra is a twisted Heisenberg double. This is related to the fact that this algebra is categorified by categories of graded modules for the tower of nilcoxeter algebras (see [RS, §8]). Then, in Sections 7 and 8, we consider the quantum Heisenberg algebras and lattice Heisenberg algebras related to various categorical constructions, such as those of [CL12, FJW00a, FJW00b, FJW02]. It turns out that, even though these algebras are categorified by categories of graded modules, they are, in fact, untwisted Heisenberg doubles. By our general theory, one could then conclude that some of the grading shifts appearing in the categorical constructions do not affect the isomorphism class of the algebra being categorified.

Note that Hopf algebras can be viewed as Hopf algebra objects in the symmetric monoidal category of vector spaces. Generalizing this viewpoint, one can view certain twisted Hopf algebras as Hopf algebra objects in the braided monoidal category of graded vector spaces. In this approach, the twisting depends on either the inner or outer terms in a fourfold tensor product (see (2.1)). The twisted Hopf algebras in the current paper are more general, allowing a twisting depending on both the inner and outer terms. While in many specific examples it is possible to use a twisting depending on only one or the other, the more general approach seems more natural from various points of view. For example, even if one considers a Hopf algebra whose twisting depends only on inner (or outer) terms, its twisted dual has a twisting that, a priori, depends on both inner and outer terms (see Lemma 2.8).
**Notation.** We let \( \mathbb{N} \) and \( \mathbb{N}_+ \) denote the set of nonnegative and positive integers respectively. We let \( \mathbb{k} \) be a commutative ring with unit.
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## 2. Dual twisted Hopf algebras

We fix a commutative ring \( \mathbb{k} \) with unit and all algebras, coalgebras, bialgebras and Hopf algebras will be over \( \mathbb{k} \). We will denote the multiplication, comultiplication, unit, counit and antipode of a Hopf algebra by \( \nabla, \Delta, \eta, \varepsilon, \) and \( S \) respectively. We write the product \( \nabla \) as juxtaposition when this will not cause confusion, and use Sweedler notation

\[
\Delta(a) = \sum_{(a)} a_1 \otimes a_2
\]

for coproducts. For a \( \mathbb{k} \)-module \( V \), we will simply write \( \text{End} V \) for \( \text{End}_\mathbb{k} V \). All tensor products are over \( \mathbb{k} \) unless otherwise indicated.

Let \( (\Lambda, +) \) be a commutative monoid isomorphic (as a monoid) to \( \mathbb{N}^r \). We denote the identity element of \( \Lambda \) by 0. We say that the algebra \((H, \nabla, \eta)\) with multiplication \( \nabla \) and unit \( \eta \) is \( \Lambda \)-graded if \( H = \bigoplus_{\lambda \in \Lambda} H_\lambda \), where each \( H_\lambda, \lambda \in \Lambda, \) is finitely generated and free as a \( \mathbb{k} \)-module, and \( \eta(\mathbb{k}) \subseteq H_0, \quad \nabla(H_\lambda \otimes H_\mu) \subseteq H_{\lambda+\mu}, \quad \lambda, \mu \in \Lambda. \)

Similarly, a coalgebra \((H, \Delta, \varepsilon)\) with comultiplication \( \Delta \) and counit \( \varepsilon \) is \( \Lambda \)-graded if \( H = \bigoplus_{\lambda \in \Lambda} H_\lambda \), where each \( H_\lambda, \lambda \in \Lambda, \) is finitely generated and free as a \( \mathbb{k} \)-module, and

\[
\varepsilon(H_\lambda) = 0 \text{ for } \lambda \in \Lambda \setminus \{0\}, \quad \Delta(H_\lambda) \subseteq \bigoplus_{\mu+\nu=\lambda} H_\mu \otimes H_\nu, \quad \lambda, \mu, \nu \in \Lambda.
\]

Fix \( q \in \mathbb{k}^\times \), and let \( \chi = (\chi', \chi'') \) be a pair of biadditive maps \( \chi', \chi'' : \Lambda \times \Lambda \to \mathbb{Z} \). Following [Rin96, Part II.2], define a new multiplication \( *_\chi \) on \( H \otimes H \) by the condition that, for homogeneous elements \( a_i, b_i \in H, i = 1, 2 \), we have

\[
(a_1 \otimes a_2) *_{\chi} (b_1 \otimes b_2) = q^{\chi'(|a_2|, |b_1|) + \chi''(|a_1|, |b_2|)} a_1 b_1 \otimes a_2 b_2,
\]

where \( |a| \) denotes the degree of a homogeneous element \( a \in H \). (Whenever we write an expression involving \( |a| \) for some \( a \in H \), we implicitly assume that \( a \) is homogeneous.) Notice that this is similar to the definition of the product in [Lus10, p. 3]. Since \( \chi', \chi'' \) are biadditive, \( *_\chi \) is associative, and we denote by \( (H \otimes H)_\chi \) this twisted associative algebra structure.
Lemma 2.1. If \((H, \nabla, \varepsilon)\) is a \(\Lambda\)-graded algebra and \((H, \Delta, \eta)\) is a \(\Lambda\)-graded coalgebra, then \(\Delta: H \to (H \otimes H)_\chi\) is an algebra morphism if and only if \(\nabla: (H \otimes H)_\chi \to H\) is a coalgebra morphism, where the coalgebra structure on \((H \otimes H)_\chi\) is given by

\[
(\Delta \otimes \Delta)_\chi(a \otimes b) = \sum_{(a),(b)} q^{\chi([a_2],[b_1]) + \chi''([a_1],[b_2])} a_1 \otimes b_1 \otimes a_2 \otimes b_2.
\]

Proof. The proof in the case that \(\chi'' = 0\) can be found in [LZ00, Lem. 2.7]. The general result can be seen as follows. The map \(\Delta: H \to (H \otimes H)_\chi\) is an algebra morphism if and only if, for all \(a, b \in H\), we have

\[
\Delta(ab) = \Delta(a) \ast \chi \Delta(b) = \sum_{(a),(b)} q^{\chi([a_2],[b_1]) + \chi''([a_1],[b_2])} a_1 \otimes a_2 b_1 \otimes b_2 = (\nabla \otimes \nabla)(\Delta \otimes \Delta)_\chi(a \otimes b),
\]

which is precisely the statement that \(\nabla: (H \otimes H)_\chi \to H\) is a coalgebra homomorphism. □

Definition 2.2 \((\Lambda\)-graded connected \((q, \chi)\)-bialgebra\). Suppose \((H, \nabla, \varepsilon)\) is a \(\Lambda\)-graded algebra and \((H, \Delta, \eta)\) is a \(\Lambda\)-graded coalgebra. We say that \((H, \nabla, \Delta, \varepsilon, \eta)\) is a \(\Lambda\)-graded connected twisted bialgebra, or, more precisely, a \((q, \chi)\)-bialgebra if \(H_0 = k1_H\) and

\[
\Delta: H \to (H \otimes H)_\chi
\]

is an algebra homomorphism. It is a \((q, \chi)\)-Hopf algebra if, in addition, there is a \(k\)-linear map \(S: H \to H\), called the antipode, such that

\[
\nabla(\text{Id} \otimes S)\Delta = \eta \varepsilon = \nabla(S \otimes \text{Id})\Delta.
\]

We say that \(H\) is a twisted Hopf algebra if it is a \((q, \chi)\)-Hopf algebra for some choice of \((q, \chi)\). We will write \((q, \chi', \chi'')\) instead of \((q, (\chi', \chi''))\) when we wish to make the components of \(\chi\) explicit.

In fact, a \(\Lambda\)-graded connected twisted bialgebra is always a twisted Hopf algebra. The proof of the existence of the antipode in the case \(\chi'' = 0\) can be found in [LZ00, Th. 2.10]. The proof is identical in the more general setting. In particular, the antipode \(S\) is defined in the same way (see the proof of Lemma 2.6).

Remark 2.3. In the case where \(q^{\chi'(\lambda_1, \lambda_2) + \chi''(\mu_1, \mu_2)} = 1\) for all \(\lambda_1, \lambda_2, \mu_1, \mu_2 \in \Lambda\) (for example when \(q = 1\) or \(\chi' = \chi'' = 0\)), we have that \((H \otimes H)_\chi = H \otimes H\) with componentwise multiplication. In this case, we recover the usual definitions of bialgebra and Hopf algebra.

For a biadditive map \(\zeta: \Lambda \times \Lambda \to \mathbb{Z}\), define

\[
\zeta^T: \Lambda \times \Lambda \to \mathbb{Z}, \quad \zeta^T(\lambda, \mu) = \zeta(\mu, \lambda), \quad \lambda, \mu \in \Lambda.
\]

Remark 2.4. For a given twisted Hopf algebra \(H\), the data \((q, \chi', \chi'')\) is not unique. Obviously if \(H\) is a \((q, \chi', \chi'')\)-Hopf algebra, it is also a \((q^{-1}, -\chi', -\chi'')\)-Hopf algebra. But even fixing the choice of \(q\) does not determine \(\chi\). For example if \(H\) is a commutative \((q, \chi', \chi'')\)-Hopf algebra, it is straightforward to verify that is is also a \((q, (\chi'')^T, (\chi')^T)\)-Hopf algebra. Similarly, if \(H\) is a cocommutative \((q, \chi', \chi'')\)-Hopf algebra, then it is also a \((q, \chi'', \chi')\)-Hopf algebra.
Definition 2.5 (Twisted pairing). Suppose \( H \) and \( H' \) both have algebra and coalgebra structures, \( c \) is an invertible element in \( k \), and \( \gamma = (\gamma', \gamma'') \) is a pair of biadditive maps \( \gamma', \gamma'' : \Lambda \times \Lambda \to \mathbb{Z} \). Then a \((c, \gamma)\)-twisted pairing is a bilinear map \( \langle - , - \rangle : H \times H' \to k \) such that \( \langle - , - \rangle|_{H_k \times H'_k} \equiv 0 \) when \( \lambda, \mu \in \Lambda \), \( \lambda \neq \mu \), and

\[
\langle xy, a \rangle = c^{\gamma(\lambda, \mu)} \langle x \otimes y, \Delta(a) \rangle,
\]

\[
\langle x, ab \rangle = c^{\gamma''(\lambda, \mu)} \langle \Delta(x), a \otimes b \rangle,
\]

\[
\langle 1_H, a \rangle = \varepsilon(a), \quad \langle x, 1_{H'} \rangle = \varepsilon(x),
\]

for all homogeneous \( x, y \in H \), \( a, b \in H' \), where we define

\[
\langle - , - \rangle : (H \otimes H) \otimes (H' \otimes H') \to k, \quad \langle x \otimes y, a \otimes b \rangle = \langle x, a \rangle \langle y, b \rangle, \quad x, y \in H, \ a, b \in H'.
\]

We will write \((c, \gamma', \gamma'')\) instead of \((c, (\gamma', \gamma''))\) when we wish to make the components of \( \gamma \) explicit.

Lemma 2.6. Suppose that \( H \) and \( H' \) are twisted Hopf algebras and \( \langle - , - \rangle : H \otimes H' \to k \) is a \((c, \gamma)\)-twisted pairing. If \( \gamma' = \gamma'' \), then \( \langle x, S(a) \rangle = \langle S(x), a \rangle \) for all \( x \in H \) and \( a \in H' \).

Proof. The antipode \( S \) of \( H^+ \) is defined recursively as follows (see [LZ00, Th. 2.10]). We have \( S(1) = 1 \) and, for homogeneous \( a \in H^+ \), we can write \( \Delta(a) = a \otimes 1 + 1 \otimes a + \sum a' \otimes a'' \), where the sum is over a set of pairs \((a', a'') \in H^+ \) where both \( a' \) and \( a'' \) are of strictly positive degree. Then

\[
S(a) = -a - \sum a' S(a'').
\]

The antipode of \( H^- \) is defined in an analogous manner.

Let \( a \in H^+ \) and \( x \in H^- \). Since the antipode preserves degree, and elements of different degree are orthogonal, we may assume that \( a \) and \( x \) are homogeneous of the same degree. The result is clearly true if they are of degree zero. Thus, assume the degree of \( a \) and \( x \) is positive and that the result holds for all elements of smaller degree. Then

\[
\langle x, S(a) \rangle = -\langle x, a \rangle - \sum \langle x, a' S(a'') \rangle
\]

\[
= -\langle x, a \rangle - \sum c^{\gamma''(\lambda', \lambda'')} \langle \Delta(x), a' \otimes S(a'') \rangle
\]

\[
= -\langle x, a \rangle - \sum \sum c^{\gamma''(\lambda', \lambda'')} \langle x' \otimes x'', a' \otimes S(a'') \rangle
\]

\[
= -\langle x, a \rangle - \sum \sum c^{\gamma''(\lambda', \lambda'')} \langle x' \otimes x'', a' \otimes a'' \rangle
\]

\[
= -\langle x, a \rangle - \sum c^{\gamma''(\lambda', \lambda'')} \langle x' \otimes S(x''), a' \rangle
\]

\[
= -\langle x, a \rangle - \sum \langle x' S(x''), a \rangle.
\]

Recall that a bilinear map \( \langle - , - \rangle : V \otimes W \to k \) is called a perfect pairing if the induced map \( \Phi : V \to W^* \) given by \( \Phi(v)(w) = \langle v, w \rangle \) is an isomorphism.

Definition 2.7 (Dual pair). We say that \((H^+, H^-)\) is a \((c, \gamma)\)-dual pair of twisted Hopf algebras if \( H^+ \) and \( H^- \) are both twisted Hopf algebras, and there exists a \((c, \gamma)\)-twisted pairing \( \langle - , - \rangle : H^- \times H^+ \to k \) such that \( \langle - , - \rangle|_{H'_k \times H^+_k} \equiv 0 \), \( \lambda \in \Lambda \), is a perfect pairing. We say that the pair \((H^+, H^-)\) is twisted dual if it is a \((c, \gamma)\)-dual pair for some \((c, \gamma)\).
Lemma 2.8. Suppose $H^+$ is a $(q, \chi)$-Hopf algebra, $H^-$ is both an algebra and a coalgebra, and $(\langle -, - \rangle): H^- \times H^+ \to \mathbb{k}$ is a $(q, \gamma)$-twisted pairing such that $\langle -, - \rangle|_{H_-^+}$, $\lambda \in \Lambda$, is a perfect pairing. Then $H^-$ is a $(q, \xi)$-Hopf algebra, where

\begin{equation}
\xi = (\xi', \xi''), \quad \xi' = (\chi')^T + \gamma' - (\gamma'')^T, \quad \xi'' = \chi'' + \gamma' - \gamma''.
\end{equation}

In particular, $(H^+, H^-)$ is a $(q, \gamma)$-dual pair of twisted Hopf algebras.

Proof. Let $x, y \in H^-$ and $a, b \in H^+$. Then we have

\begin{align*}
\langle \Delta(xy), a \otimes b \rangle &= q^{-\gamma''(|a|, |b|)} \langle xy, ab \rangle \\
&= q^{\gamma'(|x|, |y|) - \gamma''(|a|, |b|)} \langle x \otimes y, \Delta(ab) \rangle \\
&= q^{\gamma'(|x|, |y|) - \gamma''(|a|, |b|)} \langle x \otimes y, \Delta(a) *_x \Delta(b) \rangle \\
&= q^{\gamma'(|x|, |y|) - \gamma''(|a|, |b|)} \sum_{(a), (b)} q^{\gamma'(|a_2|, |b_1|) + \gamma''(|a_1|, |b_2|)} \langle x, a_1 b_1 \rangle \langle y, a_2 b_2 \rangle \\
&= \sum_{(a), (b)} q^{\gamma'(|a_2|, |b_1|) + \gamma''(|a_1|, |b_2|)} q^{\gamma'(|x|, |y|) - \gamma''(|a_1|, |b_2|) - \gamma''(|a_2|, |b_1|)} \langle \Delta(x), a_1 \otimes b_1 \rangle \langle \Delta(y), a_2 \otimes b_2 \rangle \\
&= \sum_{(a), (b), (x), (y)} q^{\gamma'(|a_2|, |b_1|) + \gamma''(|a_1|, |b_2|)} q^{\gamma'(|x|, |y|) - \gamma''(|a_1|, |b_2|) - \gamma''(|a_2|, |b_1|)} \langle x_1, a_1 \rangle \langle y_2, b_1 \rangle \\
&= \sum_{(x), (y)} q^{\gamma'(|y_1|, |x_2|) + \gamma''(|x_1|, |y_2|)} q^{\gamma'(|x_1|, |y_2|) - \gamma''(|x_1|, |y_2|) - \gamma''(|y_1|, |x_2|)} \langle x_1, y_1 \otimes y_1, \Delta(a) \rangle \langle x_2 \otimes y_2, b \rangle \\
&= \sum_{(x), (y)} q^{\gamma'(|y_1|, |x_2|) + \gamma''(|x_1|, |y_2|)} q^{\gamma'(|x_1|, |y_2|) + \gamma'(|x_2|, |y_1|) - \gamma''(|x_1|, |y_2|) - \gamma''(|y_1|, |x_2|)} \langle x_1 y_1 \otimes x_2 y_2, a \otimes b \rangle \\
&= \sum_{(x), (y)} \langle \sum_{(y)} q^{\gamma'(|y_1|, |x_2|) + \gamma''(|x_1|, |y_2|)} q^{\gamma'(|x_1|, |y_2|) + \gamma'(|x_2|, |y_1|) - \gamma''(|x_1|, |y_2|) - \gamma''(|y_1|, |x_2|)} x_1 y_1 \otimes x_2 y_2, a \otimes b \rangle \\
&= \langle \Delta(x) * (\gamma')^T + \gamma' - (\gamma'')^T, \chi'' + \gamma' - \gamma'' \rangle \Delta(y), a \otimes b \rangle.
\end{align*}

The result then follows from the nondegeneracy of the bilinear form.

3. The twisted Heisenberg double

For the remainder of this section, we fix a $(q, \gamma)$-dual pair $(H^+, H^-)$ of twisted Hopf algebras, where $H^+$ is a $(q, \chi)$-Hopf algebra and $H^-$ is a $(q, \xi)$-Hopf algebra, with $\xi$ given by (2.2).

Any $a \in H^+$ defines an element $L_a \in \text{End } H^+$ by left multiplication. Similarly, any $x \in H^-$ defines an element $R_x \in \text{End } H^-$ by right multiplication, whose adjoint $R_x^*$ is an element of $\text{End } H^+$. (In the case that $H^+$ or $H^-$ is commutative, we often omit the
superscript $L$ or $R$.) In this way we have $\mathbb{k}$-algebra homomorphisms
\begin{align}
(3.1) & \quad H^+ \hookrightarrow \text{End} H^+, \quad a \mapsto L a, \\
(3.2) & \quad H^- \hookrightarrow \text{End} H^+, \quad x \mapsto R x^*.
\end{align}

The action of $H^-$ on $H^+$ given by (3.2) is called the left regular action. The maps (3.1) and (3.2) are both injective.

Since $H^+ = \bigoplus_{\lambda \in \Lambda} H^+_\lambda$ is $\Lambda$-graded, we have a natural algebra $G(\Lambda)$-grading $\text{End} H^+ = \bigoplus_{\lambda \in G(\Lambda)} \text{End}_\lambda H^+$. Here $G(\Lambda) \cong \mathbb{Z}^+$ is the Grothendieck group of the monoid $\Lambda$, obtained by formally adjoining inverses. It is routine to verify that the map (3.1) sends $H^+_\lambda$ to $\text{End}_\lambda H^+$ and the map (3.2) sends $H^-_\lambda$ to $\text{End}_{-\lambda} H^+$ for all $\lambda \in \Lambda$.

**Lemma 3.1.** The left regular action of $H^-$ on $H^+$ is given by
\[ R x^*(a) = \sum_{(a)} q^{\gamma(|a|,|a_2|)} \langle x, a_2 \rangle a_1, \quad x \in H^-, \ a \in H^+. \]

**Proof.** For $x, y \in H^-$ and $a \in H^+$, we have
\[ \langle y, R x^*(a) \rangle = \langle y, a \rangle = q^{\gamma(|y|,|x|)} \langle y \otimes x, \Delta(a) \rangle = \sum_{(a)} q^{\gamma(|y|,|x|)} \langle y, a_1 \rangle \langle x, a_2 \rangle = \left\langle y, \sum_{(a)} q^{\gamma(|a|,|a_2|)} \langle x, a_2 \rangle a_1 \right. \right]. \]

The result then follows from the nondegeneracy of the bilinear form. \hfill \Box

**Lemma 3.2.** If $x \in H^-$ and $a, b \in H^+$, then
\[ R x^*(ab) = \sum_{(x)} q^{\gamma(|x|,|b|)} \langle \Delta(y)x, a \otimes b \rangle \]
\[ = q^{\gamma(|x|,|b|)} \left( \sum_{(x),(y)} q^{\gamma(|y|,|x_1|) + \gamma'(|a|,|x_2|)} y_1 x_1 \otimes y_2 x_2, a \otimes b \right) \]
\[ = \sum_{(x),(y)} q^{\gamma(|x|,|b|) + \gamma'(|b|,|x_2|,|x_1|) + \gamma''(|a|,|x_1|,|x_2|)} \langle y_1 x_1, a \rangle \langle y_2 x_2, b \rangle \]
\[ = \sum_{(x),(y)} q^{\gamma(|x|,|b|) + \gamma'(|b|,|x_2|,|x_1|) + \gamma''(|a|,|x_1|,|x_2|)} \langle y_1, R x_1^*(a) \rangle \langle y_2, R x_2^*(b) \rangle \]
\[ = \left\langle \Delta(y), \sum_{(x)} q^{\gamma(|x|,|b|) + \gamma'(|b|,|x_2|,|x_1|) + \gamma''(|a|,|x_1|,|x_2|)} R x_1^*(a) \otimes R x_2^*(b) \right. \right] \]
\[ = \left\langle y, \sum_{(x)} q^{\gamma(|x|,|b|) - \gamma''(|a|,|x_1|,|b|,|x_2|) + \gamma'(|b|,|x_2|,|x_1|) + \gamma''(|a|,|x_1|,|x_2|)} R x_1^*(a) R x_2^*(b) \right. \right]. \]
The result then follows from the nondegeneracy of the bilinear form and the fact that
\[ \gamma''(|a|, |b|) - \gamma''(|a| - |x_1|, |b| - |x_2|) = \gamma''(|x_1|, |b| - |x_2|) + \gamma''(|a|, |x_2|). \]

\[ \square \]

**Definition 3.3 (Compatible dual pair).** We say that the \((q, \gamma)\)-dual pair \((H^+, H^-)\) is compatible if there is a choice of \(\chi\) such that
\[ \chi' = -(\gamma')^T \]
(recall from Remark 2.4 that \((q, \chi)\) is not uniquely determined by \(H^+)\). Whenever we refer to a compatible dual pair, we will assume that we have chosen such a \((q, \chi)\). Note that (3.3) is equivalent to the condition that \(\gamma'' = -(\xi')^T\).

**Remark 3.4.** Since the twisting \((q, \chi)\) of \(H^+\) is not unique (see Remark 2.4), the issue of compatibility is rather subtle. In fact, the authors are not aware of an example of a dual pair that is not compatible.

For the remainder of this section, we assume that the dual pair \((H^+, H^-)\) is compatible and that \(\chi\) satisfies (3.3).

**Corollary 3.5.** For all \(x \in H^-\) and \(a \in H^+\), we have
\[ R_x^* L a = \sum_{(x)} q^{\gamma'(|a|, |x_2|) + \xi''(|a| - |x_1|, |x_2|)} L (R_{x_1}^* (a)) R_{x_2}^*. \]

**Proof.** For \(a, b \in H^+\) and \(x \in H^-\), we have, by Lemma 3.2,
\[ R_x^* (ab) = \sum_{(x)} q^{\gamma'(|a|, |x_2|) + \xi''(|a| - |x_1|, |x_2|)} R_{x_1}^* (a) R_{x_2}^* (b). \]
and the result follows. \[ \square \]

We see from Corollary 3.5 that the compatibility of the dual pair ensures that, in the sum (3.4), the coefficients are independent of \(b\). Hence we obtain a nice description of how the operators of left multiplication by \(H^+\) and the left regular action of \(H^-\) commute.

**Definition 3.6 (Twisted Heisenberg double).** We define the twisted Heisenberg double \(\mathfrak{h}(H^+, H^-)\) as follows. We set \(\mathfrak{h}(H^+, H^-) = H^+ \otimes H^-\) as \(k\)-modules, and we write \(a \# x\) for \(a \otimes x, a \in H^+, x \in H^-\), viewed as an element of \(\mathfrak{h}(H^+, H^-)\). Multiplication is given by
\[ (a \# x)(b \# y) = \sum_{(x)(y)} q^{\gamma''(|b|, |x_2|) + \xi''(|b| - |x_1|, |x_2|)} a R_{x_1}^* (b) \# x_2 y = \sum_{(x)(b)} q^{\gamma''(|b|, |x_2|) + \xi''(|b| - |x_1|, |x_2|) + \gamma'(|b_1|, |b_2|)} \langle x_1, b_2 \rangle a b_1 \# x_2 y. \]

We will often view \(H^+\) and \(H^-\) as subalgebras of \(\mathfrak{h}(H^+, H^-)\) via the maps \(a \mapsto a \# 1\) and \(x \mapsto 1 \# x\) for \(a \in H^+\) and \(x \in H^-\). Then we have \(ax = a \# x\). When the context is clear, we will simply write \(\mathfrak{h}\) for \(\mathfrak{h}(H^+, H^-)\). We have a natural grading \(\mathfrak{h} = \bigoplus_{\lambda \in G(\Lambda)} \mathfrak{h}_\lambda\), where \(\mathfrak{h}_\lambda = \bigoplus_{\mu - \nu = \lambda} H^+_{\mu} \# H^-_{\nu} \).

**Remark 3.7.** (a) The associativity of the product (3.5) can be shown directly. However, since it will also follow from the fact that \(\mathfrak{h}(H^+, H^-)\) is isomorphic to a subalgebra of \(\text{End } H^+\) (see Remark 4.4), we omit a direct proof, which is somewhat lengthy.
(b) If the twisted pairing is nondegenerate but not a perfect pairing (which can only happen if $k$ is not a field), one can still define an algebra as in Definition 3.6. This algebra will be a subalgebra of the twisted Heisenberg double of $H^+$, since $H^-$ will be isomorphic to a Hopf subalgebra of the Hopf algebra dual to $H^+$.

4. Fock space

We now introduce a natural representation of the twisted Heisenberg double. Throughout this section we assume that $(H^+, H^-)$ is a compatible $(q, \gamma)$-dual pair of twisted Hopf algebras, that $H^+$ is a $(q, \chi)$-Hopf algebra, and that $H^-$ is $(q, \xi)$-Hopf algebra with $\xi$ given by (2.2). We let $\mathfrak{h} = \mathfrak{h}(H^+, H^-)$.

**Definition 4.1 (Vacuum vector).** An element $v$ of an $\mathfrak{h}$-module $V$ is called a lowest weight (resp. highest weight) vacuum vector if $kv \simeq k$, as $k$-modules, and $H^-_\lambda v = 0$ (resp. $H^+_\lambda v = 0$) for all $\lambda \neq 0$.

**Definition 4.2 (Fock space).** The algebra $\mathfrak{h}$ has a natural (left) representation on $H^+$ given by

$$(a \# x)(b) = a^R x^*(b), \quad a, b \in H^+, \; x \in H^-.$$ 

We call this the lowest weight Fock space representation of $\mathfrak{h}$ and denote it by $\mathcal{F} = \mathcal{F}(H^+, H^-)$. Note that this representation is generated by the lowest weight vacuum vector $1 \in H^+$.

Suppose $X^+$ is a $\Lambda$-graded subalgebra of $H^+$ that is invariant under the left regular action of $H^-$ on $H^+$. Then $X^+ \# H^-$ is a subalgebra of $\mathfrak{h}$ acting naturally on $X^+$. The following result (when $X^+ = H^+$) is a generalization of the Stone–von Neumann Theorem to the setting of an arbitrary twisted Heisenberg double. In the untwisted setting, it was proved in [SY15, Th. 2.11].

**Theorem 4.3.** Let $X^+$ be a subalgebra of $H^+$ that is invariant under the left regular action of $H^-$ on $H^+$.

(a) The only $(X^+ \# H^-)$-submodules of $X^+$ are those of the form $IX^+$ for some ideal $I$ of $k$.

(b) Let $k^- \cong k$ (isomorphism of $k$-modules) be the representation of $H^-$ such that $H^-_\lambda$ acts as zero for all $\lambda \neq 0$ and $H^-_0 \cong k$ acts by left multiplication. Then $X^+$ is isomorphic to the induced module $\text{Ind}^X_{H^-} k^- = (X^+ \# H^-) \otimes_{H^-} k^-$ as an $(X^+ \# H^-)$-module.

(c) Any $(X^+ \# H^-)$-module generated by a lowest weight vacuum vector is isomorphic to $X^+$.

If $X^+ = H^+$ then $X^+ \# H^- = \mathfrak{h}$ and the module $X^+$ is the lowest weight Fock space $\mathcal{F}$. In that case we also have the following.

(d) The lowest weight Fock space representation $\mathcal{F}$ of $\mathfrak{h}$ is faithful.

**Proof.** The proof is the same as that of [SY15, Th. 2.11] except that, in the proof of part (a), we use the partial order on $\Lambda$ defined by

$$\lambda \leq \mu \iff \exists \nu \in \Lambda \text{ such that } \mu = \lambda + \nu.$$ 

This partial order generalizes the usual order on the natural numbers used in the proof of [SY15, Th. 2.11]. \qed
Remark 4.4. By Theorem 4.3(d), we may view $h$ as the subalgebra of $\text{End} \ H^+$ generated by $L^a, a \in H^+$, and $R^x, x \in H^-.$

5. Shifting the product and coproduct

In categorification via towers of algebras, where products and coproducts come from induction and restriction functors between categories of graded modules, it is common to introduce a grading shift in order to obtain categorifications of specific relations. In this section, we examine how shifting the product and coproduct of a twisted Hopf algebra changes the constructions introduced above. In particular, we will see in Theorem 5.4 that certain shifts do not change the twisted Heisenberg double $h(H^+, H^-),$ even though they change the Hopf algebras $H^+$ and $H^-.$ Throughout this section, we fix an invertible element $q$ of $k.$

For a $\Lambda$-graded $k$-module $M$ and $\lambda \in \Lambda,$ let $P_{\lambda}$ denote projection onto the summand of degree $\lambda$:

$$P_{\lambda}: \bigoplus_{\mu \in \Lambda} M_{\mu} \to M_{\lambda}, \quad P_{\lambda}((m_{\mu})_{\mu}) = m_{\lambda}.$$  

If $\Delta$ is a coproduct and $\alpha: \Lambda \times \Lambda \to \mathbb{Z}$ is a biadditive map, define the shifted coproduct

$$\Delta_{\alpha} = \left( \sum_{\lambda, \mu \in \Lambda} q^{\alpha(\lambda, \mu)} P_{\lambda} \otimes P_{\mu} \right) \circ \Delta.$$  

Similarly, if $\nabla$ is a product and $\beta: \Lambda \times \Lambda \to \mathbb{Z}$ is a biadditive map, define the shifted product

$$\nabla_{\beta} = \nabla \circ \left( \sum_{\lambda, \mu \in \Lambda} q^{\beta(\lambda, \mu)} P_{\lambda} \otimes P_{\mu} \right).$$  

Proposition 5.1. If $(H, \nabla, \Delta, \varepsilon, \eta)$ is a $(q, \chi)$-bialgebra and $\alpha, \beta: \Lambda \times \Lambda \to \mathbb{Z}$ are biadditive maps, then $(H, \nabla_{\beta}, \Delta_{\alpha}, \varepsilon, \eta)$ is a $(q, (\chi' + \alpha^T + \beta, \chi'' + \alpha + \beta))$-bialgebra.

Proof. Since $\nabla$ is associative, we have $\nabla(\nabla \otimes \text{Id}) = \nabla(\text{Id} \otimes \nabla).$ Thus,

$$\nabla_{\beta}(\nabla_{\beta} \otimes \text{Id}) = \sum_{\lambda, \mu, \nu, \rho \in \Lambda} q^{\beta(\lambda, \mu) + \beta(\nu, \rho)} \nabla(P_{\nu} \otimes P_{\rho})(\nabla \otimes \text{Id})(P_{\lambda} \otimes P_{\mu} \otimes \text{Id})$$

$$= \sum_{\lambda, \mu, \rho \in \Lambda} q^{\beta(\lambda, \mu) + \beta(\lambda + \mu, \rho)} \nabla(\text{Id} \otimes \nabla)(P_{\lambda} \otimes P_{\mu} \otimes P_{\rho})$$

$$= \nabla_{\beta}(\text{Id} \otimes \nabla_{\beta}).$$

Hence $\nabla_{\beta}$ is associative. The proof that $\Delta_{\alpha}$ is coassociative is analogous.

For the remainder of this proof, juxtaposition corresponds to the multiplication $\nabla$. For homogeneous elements $a, b \in H,$ we have

$$\Delta_{\alpha} \nabla_{\beta}(a \otimes b) = \left( \sum_{\lambda, \mu \in \Lambda} q^{\alpha(\lambda, \mu)} P_{\lambda} \otimes P_{\mu} \right) \Delta \nabla \left( \sum_{\lambda, \mu \in \Lambda} q^{\beta(\lambda, \mu)} P_{\lambda} \otimes P_{\mu} \right) (a \otimes b)$$
and the product by \( Z \) is equal to zero, it is straightforward to verify that the remaining axioms of \( H \), obtained from \( \Lambda \), are satisfied.

Lemma 5.3. Suppose \( (H', H) \) is a \((q, \gamma')\)-dual pair of twisted Hopf algebras. Let \( H' \) be obtained from \( H \) by replacing the coproduct of \( H \) by \( \Delta_\alpha \) for biadditive maps \( \alpha : \Lambda \times \Lambda \rightarrow \mathbb{Z} \) and the product by \( \nabla_\beta \) for biadditive maps \( \beta : \Lambda \times \Lambda \rightarrow \mathbb{Z} \). Then \((H', H)\) is a \((q, (\gamma - \alpha + \beta, \gamma'' - \alpha + \beta^+))\)-dual pair of twisted Hopf algebras.

Proof. For homogeneous \( x, y \in H \) and \( a, b \in H' \), we have

\[
\langle \nabla_{\beta'}(x \otimes y), a \rangle = q^{\beta'(|a||b|)} \langle \nabla(x \otimes y), a \rangle = q^{\gamma''(|x|,|y|) + \beta'(|x|,|y|)} \langle x \otimes y, \Delta(a) \rangle \\
= q^\gamma(|x|,|y|) - \alpha^+(|x|,|y|) + \beta'(|x|,|y|) \langle x \otimes y, \Delta_\alpha(a) \rangle
\]

and

\[
\langle x, \nabla_{\beta'}(a \otimes b) \rangle = q^{\beta'(|a||b|)} \langle x, \nabla(a \otimes b) \rangle \\
= q^{\gamma''(|a||b|) + \beta'(|a||b|)} \langle \Delta(x), a \otimes b \rangle = d^{\gamma''(|a||b|) - \alpha^+|a||b| + \beta'(|a||b|)} \langle \Delta_\alpha(x), a \otimes b \rangle.
\]

Lemma 5.3. Suppose \((H', H)\) is a compatible dual pair of twisted Hopf algebras and define \( H' \) as in Lemma 5.2. Then \((H', H)\) is a compatible dual pair if \( \beta' = -(\beta)^T \).

Proof. By Proposition 5.1 and Lemma 5.2, we have

\[
\chi' = \chi + (\alpha^+)^T + \beta^+, \quad \gamma' = \gamma - \alpha + \beta^+.
\]

Since \((H', H)\) is a compatible dual pair, we have \( \chi' = -\gamma')T \). Thus

\[
\chi' - (\alpha^+)T - \beta^+ = \chi' = -\gamma')T = -\gamma')T - (\alpha^+)T + (\beta^-)T
\]

and so \( \chi' = -(\gamma')T \) if \( \beta^+ = -(\beta^-)T \).
Theorem 5.4. Suppose \((H^+, H^-)\) is a compatible dual pair of twisted Hopf algebras and define \(\tilde{H}^\pm\) as in Lemma 5.2, with \(\alpha^+ = \alpha^-\) and \(\beta^+ = \beta^- = 0\). Then \(\mathfrak{h}(H^+, H^-) \cong \mathfrak{h}(\tilde{H}^+, \tilde{H}^-)\) as algebras.

Proof. Let \(\alpha = \alpha^+ = \alpha^-\). We have

\[
\tilde{\gamma}'' = \gamma'' - \alpha \quad \text{and} \quad \tilde{\xi}'' = \chi'' + \gamma' - \gamma'' = \chi'' + \alpha + \gamma' - \alpha - \gamma'' + \alpha = \xi'' + \alpha.
\]

Now, for homogeneous \(x \in H^-,\) if \(\Delta(x) = \sum_{(x)} x_1 \otimes x_2\) for homogeneous \(x_1, x_2\), then \(\Delta_{\alpha}(x) = \sum_{(x)} q^{\alpha(|x_1|, |x_2|)} x_1 \otimes x_2\). Thus, the multiplication in \(\mathfrak{h}(\tilde{H}^+, \tilde{H}^-)\) is given by

\[
(a \# b)(b \# y) = \sum_{(x)} q^{\gamma''(|b|, |x_2|) - \alpha(|b|, |x_2|) + \xi''(|b| - |x_1|, |x_2|) + \alpha(|b| - |x_1|, |x_2|) + \alpha(|x_1|, |x_2|)} a^R x_1 \ast (b) \# x_2 y
\]

which is the multiplication in \(\mathfrak{h}(H^+, H^-)\).

For convenience, we summarize here the relations found above, with the notation of Lemma 5.2, and letting \((q, \chi)\) and \((q, \xi)\) be the twistings of \(H^+\) and \(H^-\), respectively, chosen to satisfy (2.2):

\begin{align*}
(5.3) \quad & \xi' = (\chi')^T + \gamma' - (\gamma'')^T, \quad \xi'' = \chi'' + \gamma' - \gamma'' \\
(5.4) \quad & \tilde{\chi}' = \chi' + (\alpha^+)^T + \beta^+, \quad \tilde{\chi}'' = \chi'' + \alpha^+ + \beta^+ \\
(5.5) \quad & \tilde{\xi}' = \xi' + (\alpha^-)^T + \beta^-, \quad \tilde{\xi}'' = \xi'' + \alpha^- + \beta^- \\
(5.6) \quad & \tilde{\gamma}' = \gamma' - \alpha^+ + \beta^-, \quad \tilde{\gamma}'' = \gamma'' - \alpha^- + \beta^+.
\end{align*}

6. The quantum Weyl algebra

Let \(\mathbf{k} = \mathbb{Q}(q)\), where \(q\) is an indeterminate. For a positive integer \(n\) and nonnegative integer \(k, 0 \leq k \leq n\), define

\[
[n]_q = 1 + q + \cdots + q^{n-1}, \quad [n]_q! = \prod_{i=1}^{n} [i]_q, \quad \begin{bmatrix} n \\ k \end{bmatrix}_q = \frac{[n]_q!}{[k]_q! [n-k]_q!},
\]

where, by convention, we set \([0]_q = 0\) and \([0]_q! = 1\). We have

\[
[n]_{q^{-1}} = q^{-(n-1)}[n]_q, \quad [n]_{q^{-1}}! = q^{-\binom{n}{2}}[n]_q!, \quad \begin{bmatrix} n \\ k \end{bmatrix}_{q^{-1}} = q^{-k(n-k)} \begin{bmatrix} n \\ k \end{bmatrix}_q.
\]

Consider \(\mathbf{k}[x]\), which is \(\mathbb{N}\)-graded by degree. Define

\[
\nabla : \mathbf{k}[x] \otimes \mathbf{k}[x] \to \mathbf{k}[x], \quad \nabla(x^m \otimes x^n) = x^{m+n},
\]

\[
\Delta : \mathbf{k}[x] \to \mathbf{k}[x] \otimes \mathbf{k}[x], \quad \Delta(x^n) = \sum_{k=0}^{n} \begin{bmatrix} n \\ k \end{bmatrix}_q x^k \otimes x^{n-k},
\]
extended by linearity. We let $\varepsilon: \mathbb{k}[x] \to \mathbb{k}$ and $\eta: \mathbb{k} \to \mathbb{k}[x]$ be the natural projection and inclusion maps. Define $\zeta: \mathbb{N} \times \mathbb{N} \to \mathbb{Z}$ by $\zeta(m, n) = mn$. We have

$$\Delta(x^m) \ast_{(0, \zeta)} \Delta(x^n) = \left( \sum_{\ell=0}^{m+n} \begin{bmatrix} m+n \ell \\ \ell \end{bmatrix}_q x^\ell \otimes x^{m+n-\ell} \right) \ast_{(0, \zeta)} \left( \sum_{k=0}^{n} \begin{bmatrix} n \\\ k \end{bmatrix}_q x^k \otimes x^{n-k} \right)$$

$$= \sum_{\ell=0}^{m+n} \sum_{k=0}^{n} \begin{bmatrix} m+n \ell \\ \ell+k \end{bmatrix}_q \begin{bmatrix} n \\\ k \end{bmatrix}_q q^{(n-k)}x^{\ell+k} \otimes x^{m+n-\ell-k}$$

$$= \sum_{j=0}^{m+n} \left( \sum_{\ell+k=j} \begin{bmatrix} m+n \ell \\ \ell \end{bmatrix}_q \begin{bmatrix} n \\\ k \end{bmatrix}_q q^{(n-k)} \right) x^j \otimes x^{m+n-j}$$

$$= \sum_{j=0}^{m+n} \begin{bmatrix} m+n \\\ j \end{bmatrix}_q x^j \otimes x^{m+n-j}$$

$$= \Delta(x^{m+n}),$$

where, in the second-to-last equality, we used the $q$-Vandermonde identity. Thus, $(\mathbb{k}[x], \nabla, \Delta, \varepsilon, \eta)$ is a $(q, 0, \zeta)$-Hopf algebra. It can similarly be seen to be a $(q, \zeta, 0)$-Hopf algebra.

Let $H^+ = \mathbb{k}[x]$, with twisting $(q, \chi)$, $\chi = (\chi', \chi'') = (0, \zeta)$. We also let $H^- = \mathbb{k}[\partial]$, defined as above with $x$ replaced by $\partial$ and $q$ by $q^{-1}$, and with twisting $(q, \xi)$, $\xi = (\xi', \xi'') = (-\zeta, 0)$. Define the $\mathbb{k}$-bilinear form

$$\langle -, - \rangle: H^- \otimes H^+ \to \mathbb{k}, \quad \langle \partial^m, x^n \rangle = \delta_{mn}[n]_q !.$$

Then

$$\langle \partial^m \otimes \partial^n, \Delta(x^{m+n}) \rangle = \langle \partial^m \otimes \partial^n, \sum_{k=0}^{m+n} \begin{bmatrix} m+n \\\ k \end{bmatrix}_q x^k \otimes x^{m+n-k} \rangle$$

$$= \begin{bmatrix} m+n \\ m \end{bmatrix}_q \langle \partial^m \otimes \partial^n, x^m \otimes x^n \rangle$$

$$= \begin{bmatrix} m+n \\ m \end{bmatrix}_q ![n]_q !$$

$$= \langle \partial^m \partial^n, x^{m+n} \rangle$$

and

$$\langle \Delta(\partial^{m+n}), x^m \otimes x^n \rangle = \left\langle \sum_{k=0}^{m+n} \begin{bmatrix} m+n \\ k \end{bmatrix}_q \partial^k \otimes \partial^{m+n-k}, x^m \otimes x^n \right\rangle$$

$$= \begin{bmatrix} m+n \\ m \end{bmatrix}_{q^{-1}} \langle \partial^m \otimes \partial^n, x^m \otimes x^n \rangle$$

$$= q^{-mn} \begin{bmatrix} m+n \\ m \end{bmatrix}_q \langle \partial^m \otimes \partial^n, x^m \otimes x^n \rangle$$

$$= q^{-mn} \langle \partial^m \partial^n, x^m x^n \rangle.$$
Thus \((-,-)\) is a \((q,\gamma)\)-twisted pairing with \(\gamma = (0,\zeta)\). Since \(\gamma' = 0 = \chi'\), the dual pair is compatible. Because \(\xi'' = 0\), in the twisted Heisenberg double we have
\[
\partial x = (1\#\partial)(x\#1) = q^{[x]\partial}1^*(x)\#\partial + q^{[x][1]}\partial^*(x)\#1 = qx\#\partial + q^01\#1 = qx\partial + 1.
\]
Thus we see that \([H^+, H^-] = k\langle x, \partial | \partial x = qx\partial + 1\rangle\) is the quantum Weyl algebra. Its Fock space representation is the representation on \(k[x]\) given by
\[
x \cdot x^n = x^{n+1}, \quad \partial \cdot x^n = [n]_q x^{n-1}, \quad n \in \mathbb{N}.
\]

### 7. Quantum Heisenberg algebras

In this section, we show that quantum Heisenberg algebras can be realized as Heisenberg doubles. In fact, in this case, the twistings are trivial. Nevertheless, we include a discussion of quantum Heisenberg algebras in the current paper for two reasons. First, the categorification of these algebras appearing in the literature (see, for example, [CL12]) involves categories of graded modules, which form the motivation for our introduction of twisted Heisenberg doubles (since, in general, such categorifications involve nontrivial twistings). Second, the twisted Heisenberg double point of view allows us to determine the effect of shifting various induction and restriction functors, using the results of Section 5.

Fix a finite set \(I\) and a symmetric map \((-,-): I \times I \to \mathbb{Z}\). Then we have a symmetric matrix \(A\) whose \((i,j)\) entry is \(A_{ij} = \langle i,j \rangle\) for \(i,j \in I\). For \(n \in \mathbb{N}\), define the symmetric quantum integer
\[
[n] = \frac{q^{-n} - q^n}{q^{-1} - q} = q^{-n+1} + q^{-n+3} + \cdots + q^{-3} + q^{-n-1},
\]
where \(q\) is an indeterminate. We also define \([-n] = (-1)^{n+1}[n]\) for \(n \in \mathbb{N}_+\). Note that this is different than the quantum integer \([n]_q\) defined in Section 6. One could modify the construction in Section 6 by a shift (see Section 5) in order to use the symmetric quantum integer \([n]\), but we use different choices in the two settings to obtain presentations that are more natural from the point of view of categorification.

**Lemma 7.1.** Suppose one of the following conditions hold:

(a) The matrix \(A\) is nonsingular (e.g. \(A\) is a Cartan matrix of finite ADE type).

(b) The matrix \(A\) is a Cartan matrix of affine ADE type other than type \(A_2^{(1)}\).

Then the matrix \([(k\langle i,j \rangle)]_{i,j \in I}\) is nonsingular for all \(k \in \mathbb{N}_+\).

**Proof.** Let \(B\) be the matrix whose \((i,j)\) entry is \([k\langle i,j \rangle]\). Thus, we wish to show that \(Bz \neq 0\) for all nonzero \(z \in \mathbb{Z}[q, q^{-1}]^I\) (hence also for all \(z \in \mathbb{Q}(q)^I\)). Suppose, on the contrary, that \(Bz = 0\) for some nonzero \(z \in \mathbb{Z}[q, q^{-1}]^I\). Taking \(q = 1\) would then yield a null vector for \(kA\). Thus, if \(A\) is nonsingular, so is \(B\). It remains to consider affine ADE type (other than type \(A_2^{(1)}\)) and \(z\) equal to the unique (up to scalar multiple) null vector of \(A\). Direct computation then shows that, in each case, \(Bz \neq 0\). For instance, in type A, we can take \(I = \{0, \ldots, n\}\).
and \( B \) to be the matrix whose \((i, j)\) entry is
\[
B_{ij} = \begin{cases} 
[2k] & i = j, \\
[-k] & i - j \equiv \pm 1 \mod n + 1, \\
0 & \text{otherwise}
\end{cases}
\]
and \( z = (1, \ldots, 1) \). Then every entry of \( Bz \) is \([2k] + 2[-k] \neq 0\). Types D and E are similar. \( \square \)

For the remainder of this section, unless otherwise indicated, we assume that the matrix
\[
(k\langle i, j \rangle)_{i, j \in I}
\]
is nonsingular for all \( k \in \mathbb{N}_+ \).

For convenience of notation, we identify \( I \) with the set \( \{1, 2, \ldots, |I|\} \). Let \( k = \mathbb{Q}(q) \), and define the graded Hopf algebra
\[
H^+ = \text{Sym}^{\otimes I} = \bigotimes_{i \in I} \text{Sym},
\]
where Sym is the algebra of symmetric functions over \( k \) and the usual grading on Sym (by degree) induces the grading on \( H^+ \). For \( n \in \mathbb{N} \) and \( i \in I \), let \( p_{n,i} \) denote the \( n \)-th power sum in the \( i \)-th factor of \( H^+ \). Then we have an isomorphism of \( k \)-algebras
\[
H^+ \cong k[p_{n,i} \mid n \in \mathbb{N}, i \in I],
\]
and
\[
(7.1) \quad \Delta(p_{n,i}) = p_{n,i} \otimes 1 + 1 \otimes p_{n,i}, \quad n \in \mathbb{N}_+, i \in I.
\]
We adopt the convention that \( p_{0,i} = 1 \) and \( p_{n,i} = 0 \) for \( n < 0 \) and \( i \in I \). Let \( \mathcal{P} \) denote the set of partitions. For a partition \( \lambda \in \mathcal{P} \), and \( k \in \mathbb{N} \), we let \( m_k(\lambda) \) denote the number of parts of \( \lambda \) equal to \( k \). For \( \lambda = (\lambda_1, \lambda_2, \ldots) \in \mathcal{P} \) and \( i \in I \), define
\[
\ell(\lambda) \quad p_{\lambda,i} = \prod_{k=1}^{\ell(\lambda)} p_{\lambda_k,i},
\]
where \( \ell(\lambda) \) denotes the length of \( \lambda \) (i.e. the number of nonzero parts).

We will use bold Greek symbols \( \lambda, \mu \), etc. to denote elements of \( \mathcal{P}^I \), and the \( i \)-th component of such an element will be denoted by a superscript \( i \) on the corresponding non-bold letter. For example, \( \lambda^i \) is the \( i \)-th component of \( \lambda \), and the \( k \)-th part of \( \lambda^i \) is \( \lambda^i_k \). For \( \lambda \in \mathcal{P}^I \), let
\[
p_{\lambda} = \prod_{i \in I} p_{\lambda^i,i} = \prod_{i \in I} \prod_{k=1}^{\ell(\lambda^i)} p_{\lambda_k^i,i}.
\]
Then the \( p_\lambda, \lambda \in \mathcal{P}^I \), form a basis of \( \text{Sym}^{\otimes I} \).

For \( \lambda \in \mathcal{P}^I \), define \( \underline{\lambda} \) to be the sequence of elements of \( \mathbb{N}_+ \times I \), in lexicographical order, such that the element \((k, i)\) appears \( m_k(\lambda^i) \) times. In other words \( \underline{\lambda} \) consists of all the parts of the \( \lambda^i, i \in I \), with their color \( i \) recorded. For example, if \(|I| = 3\) and \( \lambda = (\lambda^1, \lambda^2, \lambda^3) = ((3, 2, 1), (2, 2), (5, 4, 3, 1)) \), then
\[
\underline{\lambda} = ((1, 1), (1, 3), (2, 1), (2, 2), (2, 2), (3, 1), (3, 3), (4, 3), (5, 3)).
\]
We let \( \ell(\underline{\lambda}) = \sum_{i \in I} \ell(\lambda^i) \) be the length of the sequence \( \underline{\lambda} \). We will write the \( n \)-th term of the sequence \( \underline{\lambda} \) as

\[
\underline{\lambda}_n = (\text{part}(\underline{\lambda}_n), \text{color}(\underline{\lambda}_n)) \in \mathbb{N}_+ \times I, \quad \text{for } n = 1, \ldots, \ell(\underline{\lambda}).
\]

We define a symmetric bilinear form on \( H^+ \) by

\[
\langle p_{\lambda}, p_{\mu} \rangle = \delta_{\ell(\underline{\lambda}), \ell(\underline{\mu})} \sum_{\sigma \in S(H^+)} \prod_{r=1}^{\ell(\underline{\lambda})} \frac{\delta_{\text{part}(\underline{\lambda}), \text{part}(\underline{\mu}_{\sigma(r)})}}{\text{part}(\underline{\lambda}), \text{part}(\underline{\mu}_{\sigma(r)})} \left[ \text{part}(\underline{\lambda}), \text{color}(\underline{\lambda}_r), \text{color}(\underline{\mu}_{\sigma(r)}) \right] \left[ \text{part}(\underline{\lambda}), \text{part}(\underline{\mu}_{\sigma(r)}) \right].
\]

Note that this implies that \( \langle p_{\lambda}, p_{\mu} \rangle = 0 \) unless, for each \( k \in \mathbb{N}_+ \), we have \( \sum_{i \in I} m_k(\lambda^i) = \sum_{i \in I} m_k(\mu^i) \). In particular, we have

\[
\langle p_{\lambda,i}, p_{\mu,j} \rangle = \delta_{\lambda,\mu} \prod_{k \geq 1} \left( [k] \frac{[k]}{k} \right)^{m_k(\lambda)} m_k(\mu)!. \]

For a partition \( \lambda = (\lambda_1, \ldots, \lambda_\ell) \in \mathcal{P} \) with \( \lambda_i = k \) for some \( k \in \mathbb{N} \), define \( \lambda \triangleq k = (\lambda_1, \ldots, \lambda_{i-1}, k, \lambda_{i+1}, \ldots, \lambda_\ell) \). Similarly, for any partition \( \lambda \in \mathcal{P} \) and \( k \in \mathbb{N} \), we define \( \lambda \triangleq k \) to be the partition obtained from \( \lambda \) by adding a part \( k \). For another \( \mu = (\mu_1, \ldots, \mu_{\ell'}) \in \mathcal{P} \), we define \( \lambda \triangleleft \mu = (\cdot \cdot \cdot ((\lambda \triangleleft \mu_1) \triangleleft \mu_2) \triangleleft \cdots \triangleleft \mu_{\ell'}) \). If \( \mu \) is a subpartition of \( \lambda \), we similarly define \( \lambda \triangleleft \mu = (\cdot \cdot \cdot ((\lambda \triangleleft \mu_1) \triangleleft \mu_2) \triangleleft \cdots \triangleleft \mu_{\ell'}) \). For \( \lambda \in \mathcal{P}_I \), we let \( \lambda \triangleleft_i k \) denote the element of \( \mathcal{P}_I \) whose \( j \)-th component is \( \lambda^j \) for \( j \neq i \), and whose \( i \)-th component is \( \lambda^i \triangleq k \). We define \( \lambda \triangleleft \mu \) to be the element of \( \mathcal{P}_I \) whose \( j \)-th component is \( \lambda^j \triangleleft \mu^j \). Similarly, if \( \mu^j \) is a subpartition of \( \lambda^j \) for all \( j \in I \), then we define \( \lambda \triangleleft \mu \) to be the element of \( \mathcal{P}_I \) whose \( j \)-th component is \( \lambda^j \triangleleft \mu^j \).

**Proposition 7.2.** The symmetric bilinear form (7.2) is a Hopf pairing (i.e. a \((1,0,0)\)-twisted pairing of Hopf algebras).

**Proof.** For \( \lambda, \nu, \mu \in \mathcal{P}_I \), we have

\[
\langle p_{\lambda} \otimes p_{\nu}, \Delta(p_\mu) \rangle = \sum_{\mu'} \langle p_{\lambda}, p_{\nu} \rangle \langle p_\nu, p_{\mu \triangleleft \nu} \rangle = \langle p_{\lambda \triangleleft \nu}, p_\mu \rangle = \langle \nabla(p_{\lambda} \otimes p_{\nu}), p_\mu \rangle,
\]

where the sum is over all \( \mu' \in \mathcal{P}_I \) corresponding to subsequences of \( \underline{\mu} \). The remaining axioms of a Hopf pairing are easily seen to be satisfied. \( \square \)

For the purposes of proving some of the results below, we temporarily introduce maps \( \varphi_{k,i}, k \in \mathbb{N}, i \in I \), as follows. (We will see in Proposition 7.4 that \( \varphi_{k,i} \) is the adjoint to multiplication by \( p_{k,i} \).) We define \( \varphi_{k,i} \) to be the derivation on \( H^+ \) given on the generators \( p_{n,j}, n \in \mathbb{N}, j \in I \), by \( \varphi_{k,i}(p_{n,j}) = \delta_{kn}[k\langle i, j \rangle] \frac{[k]}{k} p_{\lambda \triangleleft k,j} \). Thus, for \( \lambda \in \mathcal{P} \) and \( j \in I \), we have

\[
\varphi_{k,i}(p_{\lambda,j}) = m_k(\lambda)[k\langle i, j \rangle] \frac{[k]}{k} p_{\lambda \triangleleft k,j},
\]

where we interpret \( p_{\lambda \triangleleft k,j} = 0 \) if \( \lambda \) has no part equal to \( k \).

**Lemma 7.3.** For \( x \in H^+, k \in \mathbb{N}, \lambda \in \mathcal{P}, \) and \( i, j \in I \), we have

\[
\langle p_{k,i} x, p_{\lambda,j} \rangle = \langle x, \varphi_{k,i}(p_{\lambda,j}) \rangle,
\]
Proof. We prove the result by induction on the length of $\lambda$. First note that, for $c \in k$, we have $\varphi_{k,i}(c) = 0$ and $\langle p_{k,i}x, c \rangle = 0$. Thus the result holds for $\lambda$ of length zero. Now, for $n \in \mathbb{N}$ and $i, j \in I$, we have $\langle p_{k,i}p_{n,j} \rangle = \delta_{kn}[k(i,j)] \frac{k!}{k}$ and $\langle p_{k,i}x, p_{n,j} \rangle = 0 = \langle x, \delta_{kn}[k(i,j)] \frac{k!}{k} \rangle$ for $x \in H_n^+$ with $n > 0$. Thus, the result holds for $\lambda$ of length one.

Now assume $\lambda$ has length at least two. Then we can choose nonempty partitions $\mu, \nu \in \mathcal{P}$ with $\mu \oplus \nu = \lambda$. By $(7.1)$, we have, for all $x \in H^+$,

$$\langle p_{k,i}x, p_{\lambda,j} \rangle = \langle p_{k,i}x, p_{\mu,j}p_{\nu,j} \rangle = \langle \Delta(p_{k,i}x), p_{\mu,j} \otimes p_{\nu,j} \rangle = \langle \Delta(p_{k,i})\Delta(x), p_{\mu,j} \otimes p_{\nu,j} \rangle$$

$$= \langle (p_{k,i} \otimes 1 + 1 \otimes p_{k,i})\Delta(x), p_{\mu,j} \otimes p_{\nu,j} \rangle = \langle \Delta(x), \varphi_{k,i}(p_{\mu,j}) \otimes p_{\nu,j} + p_{\mu,j} \otimes \varphi_{k,i}(p_{\nu,j}) \rangle$$

$$= \langle x, \varphi_{k,i}(p_{\mu,j})p_{\nu,j} + p_{\mu,j}\varphi_{k,i}(p_{\nu,j}) \rangle = \langle x, \varphi_{k,i}(p_{\lambda,j}) \rangle,$$

where we have used the inductive hypothesis in the fifth equality. The result thus follows by induction.

\begin{proposition}
The bilinear form $\langle -, - \rangle$ is nondegenerate and

$$p_{k,i}^* \varphi_{k,i}(p_{\lambda,j}) = \varphi_{k,i}(p_{\lambda,j}) = m_k(\lambda)[k(i,j)] \frac{k!}{k} p_{\lambda \ominus k,j},$$

for all $k \in \mathbb{N}$, $i, j \in I$, $\lambda \in \mathcal{P}$.
\end{proposition}

Proof. Recall that we have a natural grading $H^+ = \bigoplus_{n \in \mathbb{N}} H_n^+$. We prove that the form is nondegenerate by induction on the grading. It is clearly nondegenerate on $H_0^+ = k$. Now, assume that it is nondegenerate on $\bigoplus_{n=0}^N H_n^+$ for some $N \in \mathbb{N}$. Suppose for a moment that, for any nonzero $a \in H_{N+1}^+$, there exists $k \in \mathbb{N}_+$ and $i \in I$ such that $\varphi_{k,i}(a) \neq 0$. Then we have $\varphi_{k,i}(a) \in \bigoplus_{n=0}^N H_n^+$ and so, by the induction hypothesis, there exists $x \in H^+$ such that

$$0 \neq \langle x, \varphi_{k,i}(a) \rangle = \langle p_{k,i}x, a \rangle,$$

completing the inductive step.

It remains to prove that, for any nonzero $a \in H_{N+1}^+$, $N \in \mathbb{N}$, there exists $k \in \mathbb{N}_+$ and $i \in I$ such that $\varphi_{k,i}(a) \neq 0$. Suppose, on the contrary, that there exists a nonzero $a \in H_{N+1}^+$ such that $\varphi_{k,i}(a) = 0$ for all $k \in \mathbb{N}_+$ and $i \in I$. Write

$$a = \sum_{\chi \in \mathcal{P}^I} a_{\chi} p_{\chi}.$$

Fix $\mu \in \mathcal{P}^I$. Considering the $p_{\mu}$ coefficient of $\varphi_{k,i}(a)$, we must have, for $k \in \mathbb{N}_+$ and $i \in I$,

$$0 = \sum_{j \in I} a_{\mu \oplus j} k(m_k(\mu^j) + 1)[k(i,j)] \frac{k!}{k}.$$

It then follows from the fact that the matrix $([k(i,j)])_{i,j \in I}$ is nonsingular, that $a_{\mu \oplus j} k = 0$ for all $\mu \in \mathcal{P}^I$, $k \in \mathbb{N}_+$, and $j \in I$. Since $a$ is homogeneous of positive degree, all $\chi$ such that $a_{\chi}$ is nonzero are of the form $\mu \oplus j \oplus k$ for some $\mu \in \mathcal{P}^I$, $k \in \mathbb{N}_+$ and $j \in I$. Thus $a = 0$, completing the proof by contradiction. Equation (7.4) now follows immediately from Lemma 7.3.

Since the bilinear form is nondegenerate and $k$ is a field, it is also a perfect pairing. Thus, we can consider the Heisenberg double $\mathfrak{h} = \mathfrak{h}(H^+, H^-)$, with $H^- = H^+$. For $n \in \mathbb{N}_+$ and
implies that the quantum toroidal Heisenberg algebra is isomorphic to the usual infinite-dimensional Heisenberg algebra. This observation leads to the following result.

**Corollary 7.6.** The quantum toroidal Heisenberg algebra is isomorphic to the usual infinite-dimensional Heisenberg algebra over $\mathbb{Q}(q)$.

**Proof.** The usual infinite-dimensional Heisenberg algebra is the Heisenberg double of the ring $\text{Sym}$ of symmetric functions (see, for example, [SY15, §6.2]). The result then follows immediately from Proposition 7.5 and the fact that $\text{Sym}^{\otimes I}$ is isomorphic to $\text{Sym}$ as a Hopf algebra.

In the case that $A$ is a Cartan matrix of affine ADE type, the algebra with generators $p_{n,i}, p'_{n,i}, n \in \mathbb{N}_+, i \in I$, and relations given by (7.5) is sometimes called the quantum toroidal Heisenberg algebra. Thus, Proposition 7.5 implies that the quantum toroidal Heisenberg algebra is the Heisenberg double of $\text{Sym}^{\otimes I}$. The Heisenberg double $\mathfrak{h}(H^+, H^-)$ depends, up to isomorphism, only on the Hopf algebra $H^+$. The purpose of the bilinear form between $H^+$ and $H^-$ (e.g. the form (7.2)) is simply to give the identification of $H^-$ with the Hopf algebra dual to $H^+$. Different bilinear forms would lead to different presentations of the Heisenberg double, but the algebra itself is unchanged (up to isomorphism). This observation leads to the following result.

**Corollary 7.6.** The quantum toroidal Heisenberg algebra is isomorphic to the usual infinite-dimensional Heisenberg algebra over $\mathbb{Q}(q)$.

**Proof.** The usual infinite-dimensional Heisenberg algebra is the Heisenberg double of the ring $\text{Sym}$ of symmetric functions (see, for example, [SY15, §6.2]). The result then follows immediately from Proposition 7.5 and the fact that $\text{Sym}^{\otimes I}$ is isomorphic to $\text{Sym}$ as a Hopf algebra.

In the remainder of this section we will find an integral form of the Heisenberg double $\mathfrak{h}$. Such integral forms are especially important in categorification.

For a partition $\lambda$, define

$$Z_\lambda = \prod_{k \geq 1} [k]^{m_k(\lambda)} m_k(\lambda)!,$$

where we remind the reader that $m_k(\lambda)$ is the number of parts of $\lambda$ equal to $k$. Note that $Z_\lambda$ is a quantized analogue of the quantity $z_\lambda = \prod_{k \geq 1} k^{m_k(\lambda)} m_k(\lambda)!$ that plays an important role in the usual theory of symmetric functions (see [Mac95, §1.2]). Then, for $n \in \mathbb{N}$ and $i \in I$, let

$$\mathfrak{h}_{n,i} = \sum_{\lambda \vdash n} \frac{p_{\lambda,i}}{Z_\lambda},$$

where $\lambda \vdash n$ indicates that $\lambda$ is a partition of $n$. Then the $\mathfrak{h}_{n,i}$ are quantized analogues of the complete symmetric functions. In particular, replacing $Z_\lambda$ by $z_\lambda$ in (7.6) gives precisely the complete symmetric functions. We adopt the convention that $\mathfrak{h}_{n,i} = 0$ for $n < 0$ and $i \in I$. 

Lemma 7.7. For $n \in \mathbb{N}_+$ and $i \in I$,

(7.7) \[ nh_{n,i} = \sum_{r=1}^{n} \frac{r}{[r]} h_{n-r,i}p_{r,i}. \]

Proof. We have

\[
\sum_{r=1}^{n} \frac{r}{[r]} h_{n-r,i}p_{r,i} = \sum_{r=1}^{n} \sum_{\lambda 

Lemma 7.8. For all $n \in \mathbb{N}$ and $i \in I$,

\[ \Delta(h_{n,i}) = \sum_{k=0}^{n} h_{k,i} \otimes h_{n-k,i}, \quad n \in \mathbb{N}, \ i \in I. \]

Proof. We have

\[
\Delta(h_{n,i}) = \sum_{\lambda \vdash n} \frac{1}{Z_{\lambda}} \Delta(p_{\lambda,i}) = \sum_{\lambda \vdash n} \frac{1}{Z_{\lambda}} \prod_{k=1}^{\ell(\lambda)} (p_{\lambda,i} \otimes 1 + 1 \otimes p_{\lambda,i})
\]

\[
= \sum_{\lambda \vdash n} \sum_{\lambda' \vdash \lambda''} \frac{1}{Z_{\lambda}} \prod_{k \geq 1} \frac{m_k(\lambda')!}{m_k(\lambda'')} \frac{m_k(\lambda)k!}{m_k(\lambda'')k!} p_{\lambda',i} \otimes p_{\lambda'',i} = \sum_{\lambda \vdash n} \sum_{\lambda' \vdash \lambda'' = \lambda} \frac{1}{Z_{\lambda}} Z_{\lambda'} p_{\lambda',i} \otimes p_{\lambda'',i}
\]

\[ = \sum_{k=0}^{n} h_{k,i} \otimes h_{n-k,i}. \]

Lemma 7.9. For all $n, k \in \mathbb{N}$ and $i, j \in I$, we have

\[ p_{k,i}^*(h_{n,j}) = \frac{[k\langle i, j \rangle]}{k} h_{n-k,j}. \]

Proof. By (7.6) and Proposition 7.4, we have

\[
p_{k,i}^*(h_{n,j}) = \sum_{\lambda \vdash n} \frac{1}{Z_{\lambda}} p_{k,i}^*(p_{\lambda,j}) = \sum_{\lambda \vdash n} \frac{1}{Z_{\lambda}} m_k(\lambda)k! \langle i, j \rangle \frac{[k]}{k} p_{\lambda \oplus k, j}
\]

\[ = \sum_{\lambda \vdash n} \frac{1}{Z_{\lambda \oplus k}} \frac{[k]}{k} p_{\lambda \oplus k, j} = \frac{[k\langle i, j \rangle]}{k} h_{n-k,j}. \]

Lemma 7.10. For all $k, n \in \mathbb{N}$ and $i, j \in I$, we have

\[ h_{k,i}^*(h_{n,j}) = \begin{cases} [k+1]h_{n-k,j}, & \text{when } \langle i, j \rangle = 2, \\ h_{n-k,i} & \text{if } k = 0,1, \\ 0 & \text{if } k > 1, \end{cases} \]

\[ h_{k,i}^*(h_{n,j}) = \begin{cases} h_{n-k,i} & \text{if } k = 0, \text{ when } \langle i, j \rangle = -1, \\ 0 & \text{if } k > 0, \end{cases} \]

\[ h_{k,i}^*(h_{n,j}) = \begin{cases} h_{n,j} & \text{if } k = 0, \text{ when } \langle i, j \rangle = 0, \\ 0 & \text{if } k > 0. \end{cases} \]
Proof. We prove the result by induction on $k$. The result is clear for $k = 0$. Now, for $r \in \mathbb{N}_+$, note that
\[
\frac{\langle i, j \rangle}{r} = \begin{cases} 0 & \text{if } \langle i, j \rangle = 0, \\ (-1)\langle i, j \rangle \cdot \frac{q^{r(i,j)} - q^{r(i,j)+1}}{q^{r} - q^r} & \text{if } \langle i, j \rangle < 0. 
\end{cases}
\]
For $k > 0$, we have, by (7.7) and Lemma 7.9,
\[
h_{k,i}^*(h_{n,j}) = \frac{1}{k} \sum_{r=1}^{k} \frac{r}{r} h_{k-r,i}^* p_{r,i}(h_{n,j})
= \frac{1}{k} \sum_{r=1}^{k} \frac{r(i,j)}{r} h_{k-r,i}^*(h_{n-r,j}).
\]
The case $\langle i, j \rangle = 0$ follows immediately. If $\langle i, j \rangle = 2$, then
\[
h_{k,i}^*(h_{n,j}) = \frac{1}{k} \sum_{r=1}^{k} (q^{-r} + q^{r}) h_{k-r,i}^*(h_{n-r,j})
= \frac{1}{k} \sum_{r=1}^{k} (q^{-r} + q^{r}) [k - r + 1] h_{n-k,j}
= \frac{1}{k} \sum_{r=1}^{k} (q^{-r} + q^{r}) \frac{q^{(k-r+1)} - q^{k-r+1}}{q^{-1} - q} h_{n-k,j}
= \frac{1}{k} \frac{1}{q^{-1} - q} \sum_{r=1}^{k} (q^{-k-1} + q^{-k+2r-1} - q^{-k+2r+1} - q^{k+1}) h_{n-k,j}
= \frac{q^{-k-1} - q^{k+1}}{q^{-1} - q} h_{n-k,j} = [k+1] h_{n-k,j},
\]
where we have used the inductive hypothesis in the second equality. If $\langle i, j \rangle = -1$, then
\[
h_{1,i}^*(h_{n,j}) = h_{0,i}^*(h_{n-1,j}) = h_{n-1,j},
\]
and, for $k > 1$,
\[
h_{k,i}^*(h_{n,j}) = \frac{1}{k} \sum_{r=1}^{k} (-1)^r h_{k-r,i}^*(h_{n-r,j}) = 0,
\]
where we have used the inductive hypothesis in the second equality. \hfill \Box

For $n \in \mathbb{N}$ and $i \in I$, we let $h_{n,i}$ denote the usual element of $H^+$ defined by (7.6) and let $h'_{n,i}$ denote the same element of $\text{Sym}^o I$, but considered as an element of $H^-$. Proposition 7.11. If $A$ is a Cartan matrix of finite or affine ADE type other than type $A_2^{(1)}$, then the Heisenberg double $\mathfrak{h}(H^+, H^-)$ is generated by $h_{n,i}, h'_{n,i}, n \in \mathbb{N}, i \in I$, with relations
\[
(7.8) \quad h_{n,i} h_{m,j} = h_{m,j} h_{n,i} \quad \text{for all } n, m \in \mathbb{N}, i, j \in I,
(7.9) \quad h'_{n,i} h'_{m,j} = h'_{m,j} h'_{n,i} \quad \text{for all } n, m \in \mathbb{N}, i, j \in I,
\]
recover the presentation of the quantum toroidal Heisenberg algebra given in CL12 except that we lie in CL12.

(7.10) \[ h'_{n,i} h_{m,i} = \sum_{k \geq 0} [k + 1] h_{m-k,i} h'_{n-k,i} \quad \text{for all } n, m \in \mathbb{N}, \ i \in I, \]

(7.11) \[ h'_{n,i} h_{m,j} = h_{m,j} h'_{n,i} + h_{m-1,j} h'_{n-1,i} \quad \text{for all } n, m \in \mathbb{N}, \ i, j \in I, \ \langle i, j \rangle = -1, \]

(7.12) \[ h'_{n,i} h_{m,j} = h_{m,j} h'_{n,i} \quad \text{for all } n, m \in \mathbb{N}, \ i, j \in I, \ \langle i, j \rangle = 0. \]

Proof. The proof of the fact that \( \mathfrak{h} = \mathfrak{h}(H^+, H^-) \) is generated by \( h_{n,i}, h'_{n,i}, n \in \mathbb{N}, i \in I, \) is analogous to the proof that the ring of symmetric functions is generated by the complete symmetric functions and will be omitted. A complete set of relations for any twisted Heisenberg double is given by the relations in \( \mathcal{H}^+ \), the relations in \( \mathcal{H}^- \), and the commutation relations between the elements of a generating set for \( \mathcal{H}^+ \) and a generating set for \( \mathcal{H}^- \). It thus suffices to compute the commutation relation between \( h'_{n,i} \) and \( h_{m,j} \) for \( n, m \in \mathbb{N} \) and \( i, j \in I \). For \( n, m \in \mathbb{N} \) and \( i \in I \), we have, by (3.5), Lemma 7.8, and Lemma 7.10,

\[
h'_{n,i} h_{m,j} = \sum_{k \geq 0} h'_{k,i}(h_{m,i}) h'_{n-k,i} = \sum_{k \geq 0} [k + 1] h_{m-k,i} h'_{n-k,i}.
\]

The proofs of the remaining relations (7.11) and (7.12) are analogous. \( \square \)

Remark 7.12. In the case that \( A \) is a Cartan matrix of affine ADE type other than type \( A_2^{(1)} \), Proposition 7.11 recovers the presentation of the quantum toroidal Heisenberg algebra given in CL12, §2.2] after one identifies \( h_{n,i} \) and \( h'_{n,i}, n \in \mathbb{N}, i \in I \), with the generators \( p_i^{(n)} \) and \( q_i^{(n)} \) (respectively) of CL12, §2.2]. One could also use the above methods to recover the relations of CL12, §2.2]. The generators \( p_i^{(1_n)} \) and \( q_i^{(1_n)} \) of that reference correspond to \( q \)-deformed analogues of the \( n \)-th elementary symmetric functions in \( \mathcal{H}^+ \) and \( \mathcal{H}^- \), respectively.

Remark 7.13. Note that all of the coefficients in the relations in Proposition 7.11 lie in \( \mathbb{Z}[q, q^{-1}] \). Thus, one could consider the \( \mathbb{Z}[q, q^{-1}] \)-algebra with generators \( h_{n,i}, h'_{n,i}, n \in \mathbb{N}, i \in I \) and relations (7.8)–(7.12). This is an integral form of the quantum toroidal Heisenberg algebra.

8. Lattice Heisenberg algebras

Suppose \( L \) is a finitely-generated free \( \mathbb{Z} \)-module with a symmetric bilinear form \( \langle -,- \rangle_L : L \times L \to \mathbb{Z} \). Fix a basis \( v_1, \ldots, v_\ell \) of \( L \).

Definition 8.1 (Lattice Heisenberg algebra). The lattice Heisenberg algebra \( \mathfrak{h}^L \) associated to \( L \) is the unital \( \mathbb{Q} \)-algebra with generators \( p_{i,n}, i \in \{1, \ldots, \ell \}, n \in \mathbb{Z} \setminus \{0\} \), and relations

\[
p_{i,n} p_{j,n} = p_{j,m} p_{i,n} + n \delta_{n,-m} \langle v_i, v_j \rangle_L, \quad i, j \in \{1, \ldots, \ell \}, n, m \in \mathbb{Z} \setminus \{0\}.
\]

Note that when \( L = \mathbb{Z} \) and \( \langle n, m \rangle_L = nm \), then \( \mathfrak{h}^L \) is the usual infinite-dimensional Heisenberg algebra \( \mathfrak{h}^{\text{classical}} \).

Let \( I = \{1, \ldots, \ell \} \) and define \( \langle -,- \rangle : I \times I \to \mathbb{Z} \) by \( \langle i, j \rangle = \langle v_i, v_j \rangle_L \) for \( i, j \in I \). Then define \( H^+, p_{n,i}, p_{\lambda,i}, \) and \( p_{\lambda} \) for \( n \in \mathbb{N}, i \in I, \lambda \in \mathcal{P}, \lambda \in \mathcal{P}_L \), as in Section 7 (except that we work over \( \mathbb{Q} \) instead of \( \mathbb{Q}(q) \)). We define a symmetric bilinear form on \( H^+ \) by

\[
\langle p_{\lambda}, p_{\mu} \rangle = \delta_{\ell(\lambda), \ell(\mu)} \sum_{\sigma \in S(\ell(\lambda))} \prod_{r=1}^{\ell(\lambda)} \delta_{\text{part}(\lambda_r), \text{part}(\mu_{\sigma(r)})} \text{part}(\lambda_r) \left\langle \text{color}(\lambda_r), \text{color}(\mu_{\sigma(r)}) \right\rangle.
\]

Set \( H^- = H^+ \) and view \( \langle -,- \rangle \) as a form \( H^- \otimes H^+ \to k \).
Lemma 8.2. The Heisenberg double $\mathfrak{h}(H^+, H^-)$ is generated by

$$p_{n,i} = p_{n,i} \in H^+, \quad p'_{n,i} = p_{n,i} \in H^-, \quad n \in \mathbb{N}, \quad i = 1, \ldots, \ell.$$  

The relations amongst these generators are

$$p_{m,i} p_{n,j} = p_{n,j} p_{m,i}, \quad p'_{m,i} p'_{n,j} = p'_{n,j} p'_{m,i}, \quad p'_{m,i} p_{n,j} = p_{n,j} p'_{m,i} + n \delta_{m,n} \langle v_i, v_j \rangle_L.$$  

Proof. The proof of this result is analogous to that of Proposition 7.5 and thus will be omitted. □

Proposition 8.3. We have the following isomorphisms of $\mathbb{Q}$-algebras.

(a) If the bilinear form $\langle-,-\rangle_L$ is nondegenerate, then $\mathfrak{h}^L \cong \mathfrak{h}_{\text{classical}}$.

(b) If the bilinear form $\langle-,-\rangle_L$ is identically zero, then $\mathfrak{h}^L \cong \text{Sym}$.

(c) If the bilinear form $\langle-,-\rangle_L$ is degenerate but not identically zero, then $\mathfrak{h}^L \cong \mathfrak{h}_{\text{classical}} \otimes \mathbb{Q} \text{Sym}$.

Proof. Let $L'$ be the radical of the form $\langle-,-\rangle_L$ and choose a complement $L''$. Thus, we have $L = L' \oplus L''$, with $\langle L', L'' \rangle = 0$. It follows immediately from Definition 8.1 that $\mathfrak{h}^L \cong \mathfrak{h}^{L'} \otimes \mathbb{Q} \mathfrak{h}^{L''}$. Since the form $\langle-,-\rangle_L$ is trivial when restricted to $L'$, we have $\mathfrak{h}^{L'} \cong \text{Sym}$ as $\mathbb{Q}$-algebras. On the other hand, the form is nondegenerate when restricted to $L''$. Thus, by Lemma 8.2, we have $\mathfrak{h}^{L''} \cong \mathfrak{h}_{\text{classical}}$ as $\mathbb{Q}$-algebras. □

Remark 8.4. By considering the complete and/or elementary symmetric functions in $H^\pm$, one can compute other presentations of $\mathfrak{h}(H^+, H^-)$. Since the complete and elementary symmetric functions generate the ring of symmetric functions over $\mathbb{Z}$, one obtains in this way integral forms of the lattice Heisenberg algebra (see Remark 7.13 and [SY15, §6.2]).

Remark 8.5. Heisenberg algebras appear in many guises in the literature. We expect that most such algebras (for example, the (quantum) Heisenberg algebras discussed in [FJW00a, FJW00b, FJW02]) can be described in terms of the Heisenberg double. In each case, one should be able to recover the presentation in question by choosing an appropriate bilinear form on $\text{Sym}^\otimes \ell$, for some $\ell \in \mathbb{N}_+$, and generators for $H^\pm = \text{Sym}^\otimes \ell$.
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