Probing dynamical criticality near quantum phase transitions
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We reveal a prethermal temporal regime upon suddenly quenching to the vicinity of a quantum phase transition in the time evolution of 1D spin chains. The prethermal regime is analytically found to be self-similar, and its duration is governed by the ground-state energy gap. Based on analytical insights and numerical evidence, we show that this critically prethermal regime universally exists independently of the location of the probe site, the presence of weak interactions, or the initial state. Moreover, the resulting prethermal dynamics leads to an out-of-equilibrium scaling function of the order parameter in the vicinity of the transition.

Out-of-equilibrium quantum many-body physics has recently been at the forefront of theoretical and experimental investigations in condensed matter physics [1] due to recent impressive progress in the control and precision achieved in quantum synthetic matter [2–8]. Not only have concepts from equilibrium physics been extended to the out-of-equilibrium realm such as with dynamical phase transitions [9–13] and dynamical scaling laws [11, 14–19], but there have also been concerted efforts to probe equilibrium quantum critical points (QCPs) and universal scaling laws through quench dynamics [14, 16, 18, 20–26] or with infinite-temperature initial states [27–29]. Such techniques obviate the need for undertaking the usually difficult task of cooling the system into its ground state over a range of its microscopic parameters in order to construct its equilibrium phase diagram. The underlying concept behind these works is of the Landau paradigm [9], i.e., it is based on nonanalytic behavior in the long-time dynamics of a local order parameter. This indicates that, in principle, such nonanalytic behavior may be used to extract equilibrium criticality that manifests itself dynamically.

It is well known that relaxation times of order parameters (OP) diverge at QCP after adiabatic quenches [30, 31]. Such divergent behavior of the OP is a signature of the nonanalyticity at the QCP and is often referred as critical slowing down. Although the current focus of the literature is utilizing sudden quenches to probe the QCP, how the relaxation time of the OP behaves around the QCP after a sudden quench has not been sufficiently explored [16, 18, 30, 32–34]. In fact, intriguingly, it has been found that some 1D short-range spin models relax the fastest at the QCP [18, 30, 32, 33], contrary to the common intuition of critical slowing down. Dynamical OPs for these spin models also do not exhibit nonanalyticity at the QCP [18, 33, 35].

In this Letter, we introduce boundaries to short-range 1D spin systems and probe single-site OPs. This reveals a universal prethermal regime upon suddenly quenching to the vicinity of a QCP, when a nonanalyticity of the dynamical OP is present at the QCP. Phrased differently, we show the presence of critical slowing down of OP dynamics near a QCP after a sudden quench. As expected, we find that the duration of the prethermal regime is determined by the inverse energy gap. The universality of the regime holds true for different probe sites, initial conditions, and weak integrability breaking. Further,
we analytically and numerically show that the critically prethermal regime gives rise to a nonlinear scaling function for the dynamical OP in the reduced control parameter of the QCP. We present our discussion based on a paradigmatic model of QCPs, the transverse-field Ising chain (TFIC).

**Temporal regimes of TFIC.**— The short-range TFIC with interaction strength $\Delta$ is given by

$$H = -J \sum_{r=1}^{N-1} \sigma_r^x \sigma_{r+1}^x - \Delta \sum_{r=1}^{N-2} \sigma_r^z \sigma_{r+2}^z + h \sum_{r=1}^{N} \sigma_r^z,$$

(1)

where $\sigma_r^{x,z}$ are the Pauli spin matrices on sites $r$, $h$ is the transverse-field strength, $N$ is the length of the chain, and we fix $J = 1$, which sets the energy scale of the system. In equilibrium, the TFIC has two phases, i) the paramagnetic disordered phase for $h < h_c$, and ii) the ferromagnetically ordered phase for $h \geq h_c$, where $h_c$ is the QCP. At $\Delta = 0$, this model becomes the nearest-neighbor (n.n.) TFIC with a QCP $h_c = 1$, and the model is integrable. The QCP shifts to favor order upon introducing interactions with $\Delta > 0$. The OP for this QCP is the magnetization averaged over all sites; when it is finite, it indicates spontaneous symmetry breaking in the ground state and the system is in the ordered phase.

We consider as initial state the ground state $|\psi_0\rangle$ of $H$ at initial value $h_1$ of the transverse-field strength, and then we quench the latter to a value $h$. In a periodic chain, the single-site magnetization $C_r(t) = \langle \psi_0 | \sigma_r^z(t) | \psi_0 \rangle$, at any site $r$, decays exponentially to zero for any $h$ [18, 35, 38, 39], and hence $C_r(t \rightarrow \infty)$ does not host nonanalyticity at the QCP [18, 35]. On the other hand, in an open-boundary chain, $C_r(t)$ stabilizes to a finite nonzero value when $t \rightarrow \infty$ at any $r$ within a finite distance to the boundary, so long as $h_1 < h < h_c$. This temporal regime is called quasi-stationary (q.s.) regime [37, 40]; see Fig. 1. For $h \geq h_c$, $C_r(t \rightarrow \infty) = 0$ is suggested by numerical results [37, 40] and some analytical arguments [37]. In our joint submission [37], a kink observed at the QCP becomes sharper as the system size increases, and this suggests a nonanalyticity in $C_r(t \rightarrow \infty)$. The origin of this nonanalyticity depends on the presence of zero modes which are induced in the open-boundary chain [37]. In particular, for the edge magnetization ($r = 1$) with $\Delta = 0$ and $h_1 = 0$, there exists a simple analytic form in the infinite time limit $C_1(t \rightarrow \infty) = 1 - h^2 \equiv C_1^{qs}$ for $h < 1$ and $C_1(t \rightarrow \infty) = 0$ for $h \geq 1$ [37, 40, 41].

The single-site magnetization at any $r$ away from the QCP approaches the q.s. regime as $t^{-3/2}$ after an exponential decay so long as $h_1 < h$ [40]. Upon quenching to the vicinity of the QCP the decay trend is described only by the power law $t^{-3/2}$. Additionally, an intermediate temporal regime emerges preceding the q.s. regime (see Fig. 1)—the nonequilibrium response dips below the q.s. value and eventually ramps up to it. Figure 1 shows the time evolution of the edge magnetization $C_1(t)$ when the system is quenched from $h_1 = 0$, e.g., $|\psi_0\rangle = |\uparrow \uparrow \ldots \uparrow\rangle$ to $h = 0.999$, in the integrable (n.n.) TFIC both numerically and analytically [36], where we observe this intermediate regime marked as prethermal regime. The onsets $t_{qs}$ and $t_{pt}$ of the prethermal and q.s. regimes, respectively, are where the decay roughly ends, i.e., $t_{pt}^{-3/2} \sim C_1^{qs}$, and where a stationary value is attained in the time evolution, respectively (vertical lines in Fig. 1). To probe and characterize this prethermal regime, we first define a reduced control parameter $h_n \equiv (h_1 - h)/h_c$ as the distance to the QCP and $\delta C_r(t, h_n) = C_r[t, h = h_c(1 - h_n)] - C_r[t, h = h_c]$, which we name critical response. As $h_n \rightarrow 0$, $C_r^{qs}(h_n) \approx 2h_n$, we arrive at $t_{pt} \propto h_n^{-2/3}$. The punchline of our paper is that when $h_n \rightarrow 0$ and $t \gg 1$, the critical response for general $r$ takes the universal form

$$\delta C_r(t, h_n) = C_r^{qs}(h_n) f_{\Delta, h_c}(h_n t),$$

(2)

where $f_{\Delta, h_c}(h_n t)$ depends on the weak interaction strength $\Delta$ and the initial condition $h_1$. Note that $C_r^{qs}(h_n)$ is the q.s. value in the ordered phase, while Eq. (2) works on both sides of the QCP. Further, $f_{\Delta, h_c}(h_n t)$ is a continuous function of $h_n t$ that satisfies $f_{\Delta, h_c}(h_n t = 0) = 1/2$ and $f_{\Delta, h_c}(h_n t) = 1 - f_{\Delta, h_c}(-h_n t)$. When $|h_n t| \gg 1$, $f_{\Delta, h_c}(h_n t)$ approaches 1 in the ordered phase ($h_n > 0$) and approaches 0 in the disordered phase ($h_n < 0$), demonstrating the nonanalyticity in the q.s. value across the QCP. We plot $f_{\Delta, h_c}(h_n t)$ for $h_1 = 0$ and $h_n t > 0$ in Figs. 2a and 2b, for $\Delta = 0$ and $\Delta = 0.1$ [42], respectively.

Eq. (2) suggests that the onset of the the q.s. regime $t_{qs} \propto h_n^{-1}$, hence the duration of the prethermal regime $\Delta t \equiv t_{qs} - t_{pt} \propto h_n^{-1}$. As the energy of the zero-momentum state in the integrable TFIC is $\varepsilon_{k=0} = h_n$ [43], the prethermal duration $\Delta t \propto \varepsilon_{k=0}^{-1}$ is inversely proportional to the single-particle energy gap. The prethermal regime last longer as we approach the QCP, motivating the name critically prethermal regime and justifying $\delta C_r(t, h_n)$ as the critical response.

In the following, we analytically derive $f_{\Delta, h_c}(h_n t)$ for the edge magnetization at $\Delta = 0$ and $h_1 = 0$, and numerically demonstrate that it holds true for different probe sites $r$.

**Prethermal regime in the integrable TFIC.**— The edge magnetization has an analytic series expression whose derivation can be found in [37],

$$C_1(t, h) = \sum_{m=0}^{\infty} \frac{(-1)^m}{(2m)!} (2t)^{2m} N_m(h^2),$$

(3)

$$N_m(h^2) = \sum_{n=1}^{m} N_{mn} h^{2n}, \quad N_{mn} = \frac{1}{m} \left( \begin{array}{c} m \\ n \\ n-1 \end{array} \right) \left( \begin{array}{c} m \\ n \end{array} \right),$$

where $N_m(x)$ are the Narayana polynomials [44, 45]. Eq. (3) also describes the two-time edge correlators in the
Kitaev chain at infinite temperature [27]. It has an analytical expression \( C_1(t, h = 1) = J_1(4t)/2t \) at the QCP [37] where \( J_1(t) \) is the Bessel function of the first kind. Additionally, we note that Eq. (3) is a generating function of Narayana polynomials and can be expressed in terms of inverse Laplace transform of a closed form function [46]. This alternative expression is useful in probing the critically prethermal regime and deriving \( f_{\Delta, h_n}(h_n) \). The critical response in the vicinity of the QCP \( h_n \to 0 \) follows [46]

\[
\delta C_1(t, h_n) = C_1^{\text{qs}}(h_n) \left[ -\frac{1}{2} J_0(4t) + f(h_n) \right] + O(h_n^2),
\]

\[
f(h_n) \equiv \frac{1}{2} - \sum_{n=1}^{\infty} \frac{(-h_n)^{2n-1}}{(2n)!} \chi_n,
\]

where \( \chi_n = (-1)^{1-n}2^{1-2n}(2n!)(2n-2)!(n-1)! \).

\( \delta C_1(t, h_n)/C_1^{\text{qs}}(h_n) \) for \( h_n = 0.005 \) based on Eq. (4a) is plotted as a black-solid line in Fig. 2a. Here the term \(-\frac{1}{2} C_1^{\text{qs}}(h_n) J_0(4t)\), where \( J_0(t) \) is the Bessel function of the first kind, introduces oscillations that become negligible when \( t \gg 1 \). This term also originates from a high frequency expansion in the derivation [46], which is why it is only an early-time effect, and hence nonuniversal. The function \( f(h_n) \) can be written in terms of a generalized Hypergeometric function \( f(h_n) = \frac{1}{2} + \frac{(h_n)^2}{12} F_2 \left[ \left\{ \frac{3}{2}, \frac{3}{2}; \frac{3}{2} \right\}; \left\{ \frac{3}{2}, \frac{3}{2}; (-h_n)^2 \right\} \right] \) [46], and it is plotted in Fig. 2a with a dotted-red line. In contrast to the nonuniversal term, \( f(h_n) \) originates from a low frequency—long-wavelength—expansion in the derivation, and hence providing extra evidence that the prethermal regime is critical.

Next we demonstrate Eq. (2) in the ordered phase using numerics for a finite-size system \( (N = 1440) \). Because our numerics is based on the cluster theorem in the space-time limit [35], we obtain numerical values of \( |C_1(t, h_n)| \), and hence use \( \delta C_1(t, h_n) \equiv |C_1(t, h_n)| - |C_1(t, 0)| \) to approximate \( \delta C_1(t, h_n) \) [37, 47]. Our numerical data shows that, for \( h_n \to 0 \), and \( t \gg 1 \), \( \delta C_1(t, h_n) \) is different choices of \( r \) are proportional to each other. Hence defining \( \eta_r = C_1^{\text{qs}}(h_n) \delta C_1(t', h_n)/\delta C_1(t', h_n) \), we found numerically that \( \eta_r \) does not depend on \( t' \) as long as \( t' \gg 1 \) [48]. For the edge spin, \( \eta_1 = C_1^{\text{qs}}(h_n) \) by definition. Refs. [40, 49] show that the q.s. values of the bulk spins have an exponentially decaying spatial profile in \( r \eta_r \approx C_1^{\text{qs}}(h_n)e^{(r-1)/\xi(h_n)} \), where \( \xi(h_n) \) is the correlation length [46].

Fig. 2a plots \( \delta C_1(t \geq 50, h_n)/\eta_r \) for all \( r = 1, 3, 6, 9, 12 \) quenched from an initial state \( h_i = 0 \) to \( h_n \in [9 \times 10^{-4}, 0.05] \). The colors, from dark blue to light cyan, correspond to decreasing \( h_n \), respectively. The time axis is rescaled by the distance to the QCP, \( h_n \). For Fig. 2a, \( t' = 280 \) is chosen in \( \eta_r \). The data collapses on top of each other, and matches well with the analytical function \( f(h_n) \) for \( h_n \gg 0.1 \). Therefore, we have numerically demonstrated the validity of Eq. (2) for different probe sites \( r > 1 \) in the ordered phase, and hence \( f_{0, q}(h_n) = f(h_n) \).

**Discussion for \( \Delta, h_i \neq 0 \).** In this section, we discuss Eq. (2) and \( f_{\Delta, h_i}(h_n) \) for general \( \Delta \) and \( h_i \). We present the case of \( \Delta = 0.1 \) as an example of the near-integrable model which can be treated with quench mean-field theory (qMFT) [37, 42]. In this case, the QCP is shifted to \( h_s \approx 1.165 \), and numerical evidence shows that the location of the nonanalyticity observed in the dynamical OP is no longer equal to the QCP [37]. Hence in [37], we define a dynamical critical point (DCP) based on the nonanalyticity following Ref. [24], and find it to be \( h_{dc} = 1.1437 \). Since qMFT maps the interacting
problem back to a noninteracting problem, we also apply single-particle energy gap analysis in [37], and show that the gap for this noninteracting model indeed closes at \( h_{dc} = 1.1437 \). Therefore, it is natural to anticipate that a possible critically prethermal regime should emerge around \( h_{dc} \) for \( \Delta \neq 0 \), motivating a definition of the edge spin in the integrable TFIC.

Our joint work [37] shows that for small \( \Delta \), \( \delta C \) numerically for \( h \) on the value of \( t \) and enables the discussion of experiments often limited by finite coherence times. Here we can imagine time accessible. The temporal cutoff can be extended to \( t \) limited by finite coherence times. Here we can imagine.

Scaling of dynamical OP near QCP.— Finally, we probe the critically slowed down prethermal regime in the ordered phase \( (h_n > 0) \) by studying the scaling of a dynamical OP defined with a finite long-time cutoff \( t \):

\[
\delta C_r(t_1, h_n) \equiv \frac{1}{t_1-t^*} \int_{t^*}^{t_1} dt \delta C_r(t, h_n),
\]

where \( t^* \) is a short-time cutoff with negligible influence on the value of \( \delta C_r(t_1, h_n) \) [46]. This newly introduced dynamical OP extends beyond the current paradigm of probing the dynamical scaling near a QCP at infinite time, and enables the discussion of experiments often limited by finite coherence times. Here we can imagine \( t \) as an experimentally (or computationally) the longest time accessible. The temporal cutoff can be extended to \( t \to \infty \) if desired.

When \( t^* = 0 \), Eq. (4b) together with Eq. (2) suggest that the dynamical OP for \( \Delta = 0 \) and \( h_i \) is 0 is given by [50]

\[
\delta C_r(t_1, h_n) = C_r^{qs}(h_n) \left[ \frac{1}{2} - \sum_{n=1}^{\infty} \frac{(-h_nt)^{2n-1}}{2n \times (2n)!} \chi_n \right] + O(h_n t^{-1}) + O(h_n^2).
\]

Similar to the previous discussion, we numerically define \( \delta C_r(t_1, h_n) \) as the time average of \( \delta C_r(t, h_n) \) between \( t^* \) and \( t \). To demonstrate that the dynamical OP has a similar scaling behavior for different \( r \), we rescale the data using \( \eta \) and plot \( \delta C_r(t_1, h_n) C_r^{qs}(h_n)/\eta_r \) in Fig. 2c. Note that \( \delta C_r(t_1, h_n) C_r^{qs}(h_n)/\eta_r \) is universal for any \( \Delta \) and \( h_i \), and robust against changing \( t_1 \) [46], while the shape of the nonlinear crossover depends on \( \delta C_r(h_n t) \). This is suggested by Eq. (2), where \( \delta C_r(h_n t) \) has universal limiting properties and \( C_r^{qs}(h_n) \) always has linear scaling in \( h_n \).

To demonstrate the universality, we plot the numerical data of \( \delta C_r(t_1, h_n) C_r^{qs}(h_n)/\eta_r \) for \( \Delta = 0.1, h_i = 0 \) and \( \Delta = 0, h_i = 0.1 \) in the SM.

**Conclusion and outlook.**—We discover critical slowing down in the open-boundary TFIC upon suddenly quenching to the vicinity of the QCP. This critical slowing down is expressed in Eq. (2) universally for any probe site, weak interactions or the initial state, and rigorously proven for a special case. Analytical analysis leads us to reveal self-similarity in the dynamics and find that the duration of the prethermal regime diverges as one approaches to the QCP because of the gap closing. An immediate next step is to confirm the presence of duality across the QCP, in other words the applicability of Eq. (2) in the disordered phase. An interesting question to answer is whether Eq. (2) is applicable to nonintegrable TFIC beyond qMFT. Finally, it is worth checking whether other order parameters [24] and other systems that host dynamical phase transitions after sudden quenches [9] could also exhibit the critically prethermal regime.
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Appendix A: Deriving the critical response function for $\Delta = h_i = 0$

In this section, we give an alternative expressions of Eq. (3) and derive the critical response function for the edge magnetization when $h_i = 0, \Delta = 0$. The main idea is to calculate $C_1(1, h)$ as a special class of generating functions of Narayana polynomials $N_m(h^2)$ [44, 45].

First of all, we define two generating functions for $N_m(h^2)$:

$$\theta(\tau, h^2) \equiv \sum_{m=0}^{\infty} \frac{1}{(2m)!} \tau^m N_m(h^2), \quad \text{(SA.1)}$$

$$g(\tau, h^2) \equiv \sum_{m=0}^{\infty} \tau^m N_m(h^2), \quad \text{(SA.2)}$$

and the generating function in Eq. (SA.1) has the following relation

$$g(\tau, h^2) = \frac{1}{2\tau} \left[ 1 + \tau(1 - h^2) - \sqrt{1 - 2\tau(h^2 + 1) + \tau^2(h^2 - 1)^2} \right]. \quad \text{(SA.3)}$$

Here, $g(\tau, h^2)$ is called the ordinary generating functions of $N_m(h^2)$ and it has a closed-form expression given by Eq. (SA.3). From Eq. (3) in the main text, we see that $C_1(1, h) = \theta(-4t^2, h^2)$. The ordinary generating function $g(\tau, h^2)$ and the generating function in Eq. (SA.1) has the following relation

$$g(-\tau, h^2) = \int_0^{\infty} e^{-s} \theta(-s^2 \tau, h^2) ds. \quad \text{(SA.4)}$$

Hence we can calculate $\theta(-\tau, h^2)$ using the expression of $g(-\tau, h^2)$ [Eq. (SA.3)] and the relation between $\theta(\tau, h^2)$ and $g(\tau, h^2)$ [Eq. (SA.4)].

Defining $\Theta(s, h^2) = \theta(-s^2, h^2)$ for $s > 0$, we have,

$$g(-\tau, h^2) = \frac{1}{\sqrt{\tau}} \int_0^{\infty} e^{-s/\sqrt{\tau}} \Theta(s, h^2) ds. \quad \text{(SA.5)}$$

Hence $\sqrt{\tau}g(-\tau, h^2)$ is the Laplace transform of $\Theta(s, h^2)$ from $s$ to $1/\sqrt{\tau}$: $\sqrt{\tau}g(-\tau, h^2) = L[\Theta(s, h^2), s, \frac{1}{\sqrt{\tau}}]$. Therefore, defining $y = 1 - h^2$ for this section, $C_1(1, h^2) = \Theta(2t, h^2)$ can be written as the inverse Laplace transform of the function $G(\tau) \equiv \tau^{-1} g(-\tau^{-2}, h^2)$:

$$C_1(1, h^2) = \Theta(2t, h^2) = L^{-1}[G(\tau, y), \tau, 2t] \quad \text{(SA.6a)}$$

$$G(\tau) = \frac{y - \tau}{2\tau} + \frac{1}{2} \sqrt{\tau^2 + 4 - 2y} + \left( \frac{y}{\tau} \right)^2, \quad \text{(SA.6b)}$$

where $\tau$ can be regarded as frequency. Eq. (SA.6) At the critical point, $h = 1, y = 0$,

$$C_1(t, h^2) = L^{-1} \left[ \frac{\tau}{2} + \frac{1}{2} \sqrt{\tau^2 + 4}, \tau, 2t \right] = \frac{J_1(4t)}{2t}, \quad \text{(SA.7)}$$

which has been given in the main text. The critical response parameterized by the control order parameter $h_n = 1 - h$ is given by

$$\delta C_1(t, h_n) \equiv C_1(t, h^2) - C_1(t, 1) = L^{-1} [\Delta G(\tau, y), \tau, 2t] \quad \text{(SA.8)}$$

where

$$\Delta G(\tau, y) \equiv G(\tau, y) - G(\tau, 0) = \frac{y}{2\tau} + \frac{1}{2} \sqrt{\tau^2 + 4} - 2y + \left( \frac{y}{\tau} \right)^2 - \frac{1}{2} \sqrt{\tau^2 + 4}. \quad \text{(SA.9)}$$
Since we want to study the critical response close to the QCP, we focus on the case $|y| \ll 1$. In the following, we introduce an approximate expression of $\Delta G(\tau, y)$ applicable at all $\tau$, motivated by both the low and high frequency expansion of $\Delta G(\tau, y)$. (i) High frequency expansion: when $\tau \gg |y|^{1/2}$, $(y/\tau)^2 \ll |2y| \ll \tau^2 + 4$ under the square root of the second term in Eq. (SA.9),

$$\Delta G(\tau, y) = \frac{y}{2\tau} - \frac{1}{4\sqrt{\tau^2 + 4}} + o(y).$$  \hspace{1cm} (SA.10)

Here, $o(y)$ is the little-o notation. $f(y) = o(y)$ implies $\lim_{y \to 0} f(y)/y = 0$.

(ii) Low-frequency expansion: when $\tau \ll |y|^{1/2}$, $|\tau^2 - 2y| \ll (y/\tau)^2$, $4 + (y/\tau)^2$ is the dominant term in the square root of the second term in Eq. (SA.9),

$$\Delta G(\tau, y) = \frac{y}{2\tau} + \frac{1}{2}\sqrt{4 + \left(\frac{y}{\tau}\right)^2} - 1 + o(y).$$  \hspace{1cm} (SA.11)

Motivated by Eqs. (SA.10) and Eqs. (SA.11), we numerically verify the following expression for all values of $\tau > 0$,

$$\Delta G(\tau, y) = \frac{y}{2\sqrt{\tau^2 + 4}} + \left[\frac{y}{2\tau} + \sqrt{\frac{1}{4} + \left(\frac{y}{\tau}\right)^2} - 1\right] + O(y^2).$$  \hspace{1cm} (SA.12)

Follow Eq. (SA.8) by applying the inverse Laplace transform to Eq. (SA.12), we obtain

$$\delta C_1(t, h_n) = -\frac{y}{2} J_0(4t) + y \cdot \frac{1}{2} + \frac{yt}{4} F_2\left(\frac{1}{2}, \frac{3}{2}; \frac{2}{4}; -\frac{(yt)^2}{4}\right) + O(y^2),$$

where the first two terms describe the nonuniversal short-time oscillation and the universal critical slowing down, respectively. We see that the small $\tau$ behavior of $\Delta G(\tau, y)$ decides the self-similar dynamics in the prethermal and q.s. regimes. Note that the Laplace transform of the first term in Eq. (SA.13) corresponds to the first term in Eq. (SA.12), and consistently this term originates from the high-frequency expansion. Whereas the the rest of the terms in Eq. (SA.13) originates from the low frequency expansion. Note that these terms are also the terms that describe the universal critical dynamics of prethermal and q.s. regimes. Hence, it is consistent with the fact that the critical dynamics originate from low-frequency (long-wavelength) physics.

Since $y = 2h_n + O(h_n^2)$ as $h \to 1$, we can rewrite the r.h.s of Eq. (SA.13) as a function of $h_n$:

$$\delta C_1(t, h_n) = 2h_n \left[\frac{1}{2} J_0(4t) + \frac{1}{2} + \frac{h_n t}{2} F_2\left(\frac{1}{2}, \frac{3}{2}; \frac{2}{4}; -(h_n t)^2\right)\right] + O(h_n^2).$$  \hspace{1cm} (SA.14)

This equation is identical to the Eq. (4a) in the main text for $\Delta = 0$ and $h_i = 0$, where the series expansion in $f(h_n t)$ corresponds to the generalized Hypergeometric function term in Eq. (SA.14).

The dynamical order parameter for $\Delta = 0, h_i = 0, h_n > 0$ and $t^* = 0$ [Eq. (6) in the main text] can be written as

$$\delta C_r(t, h_n) = C^{0a}_r(h_n) \left[\frac{1}{2} + \frac{1}{4h_n t} J_0(2h_n t) + \frac{h_n t}{2} F_2\left(\frac{1}{2}, \frac{3}{2}; \frac{2}{4}; -(h_n t)^2\right)\right] + O(h_n^2 t^{-1}) + O(h_n^2),$$

where $O(h_n^2 t^{-1})$ comes from the non-universal initial oscillations in $\delta C_r(t, h_n)$.

Appendix B: Recasting Eq. (3) as a Taylor expansion around the QCP

While each term in the series expansion in Eq. (3) diverges when $t$ increases, we expect that the cancellation between these large numbers results in a number with absolute value between 0 and 1. Since any numerical simulation has finite digits of accuracy for numbers, evaluating the series summation properly at large $t$ becomes virtually impossible. This numerical challenge poses a serious problem to the study of quench dynamics close to the critical point, where we need to probe an increasing duration of time due to the critical slowing down.

In the following, we propose yet another method of recasting Eq. (3) using the observation that derivatives of $C_1(t, h)$ with respect to $h^2$ at $h = 1$ have closed-form expressions. We define $k = h^2$ for convenience for the rest of this section. $C_1(t, h)$ is differentiable with respect to $k$ at $k = 1$ and its $n$-th order derivative is given by

$$\partial^m_k C(t, k = 1) = \sum_{n=m} (-1)^m \frac{(2m-n)!}{(2m)!((m-n+1)!(m-n)!)} (2t)^{2m}$$

$$= (-1)^n (2t)^{2n} \frac{n!}{(2n)!} \binom{n + 1}{2}, \binom{n + 2}{2}, 2, 1 + n, n + 1, -4t^2].$$
Therefore, through Taylor expansion around the QCP, the edge magnetization reads,
\[
C_{1}(t, h) = \sum_{n=0}^{\infty} \frac{(h^2 - 1)^n}{n!} \partial_k^n C(t, k = 1),
\]
(SB.1)
\[
= \sum_{n=0}^{\infty} \frac{(1 - h^2)^n}{(2n)!} (2t)^{2n} 2F_3\left\{\left\{\frac{n + 1}{2}, \frac{n + 2}{2}\right\}, \{2, \frac{1}{2} + n, n + 1\}, -4t^2\right\}.
\]
(SB.2)

Eq. (SB.2) is utilized to plot the analytical time evolution in Fig. 1 and the solid-black line in Fig. 2a in the main text with around 40 terms. Eq. (SB.2) can be proven with the help of the following lemmas.

**Lemma 1.**
\[
\partial_k^n C(t, k) = \sum_{m=0}^{\infty} \frac{(-1)^m}{(2m)!} (2t)^{2m} \partial_k^m N_m(k).
\]
(SB.3)

**Lemma 2.** For integer \(n \geq 0\),
\[
\partial_k^n N_m(k)\big|_{k=1} = \begin{cases} 
\frac{(2m-n)!}{(m-n+1)!(m-n)!} & m \geq n \\
0 & m = 0, 1, \ldots, n-1.
\end{cases}
\]
(SB.4)

Hence the proof of Eq. (SB.2) is reduced to the proofs of Lemma 1 and 2. We first do the proof of Lemma 2. After that, Lemma 1 will be proved using Lemma 2.

**Proof. (Lemma 2)** Taking the derivatives of the Narayana polynomials \(N_m(k)\), we have
\[
\partial_k^n N_m(k) = \sum_{l=n}^{m} \prod_{j=0}^{l-1} (l-j) N_{m,k} = \sum_{l=n}^{m} \frac{l!}{(l-n)!} N_{m,k}^{l-n},
\]
(SB.5)

Setting \(k = 1\), we have
\[
\partial_k^n N_m(k) = \sum_{l=n}^{m} \frac{l!}{(l-n)!} N_{m,k}^{l-n} = \sum_{l=n}^{m} \frac{l!}{(l-n)!} N_{m,k}^{l-n},
\]
(SB.6)

which concludes the proof for Lemma 2.

We continue to prove Lemma 1.

**Proof. (Lemma 1)** For convenience, we define \(\omega_m(k) = \frac{(-1)^m}{(2m)!} (2t)^{2m} N_m(k)\). Hence \(C(t, k) = \sum_{m=0}^{\infty} \omega_m(k)\). According to Tannery’s theorem in mathematical analysis, if \(\sum_{m=0}^{\infty} \partial_k^m \omega_m(k)\) is uniformly convergent, we have
\[
\sum_{m=0}^{\infty} \partial_k^m \omega_m(k) = \partial_k^m \sum_{m=0}^{\infty} \omega_m(k) = \partial_k^m C(t, k),
\]
(SB.8)

which is the objective of our proof. In the following, we prove the uniform convergence of \(\sum_{m=0}^{\infty} \partial_k^m \omega_m(k)\).

For any given \(n\) and \(t\), we have
\[
\lim_{m \to \infty} \left| \frac{\partial_k^m \omega_{m+1}(t)}{\partial_k^m \omega_{m}(t)} \right| = \lim_{m \to \infty} \frac{(2m - n + 1)(2m - n + 2)}{(m + 1)(2m + 1)(2m + 2)(m - n + 1)(m - n + 2)} t^2 = 0,
\]
(SB.9)

where in the first equality we have used Lemma 2. According to the Weierstrass M-test for uniform convergence and the ratio test for series convergence, Eq. (SB.9) implies that the series \(\sum_{m=0}^{\infty} \partial_k^m \omega_m(k)\) is uniformly convergent, and hence Eq. (SB.8) holds. This is the end of the proof for Lemma 1.
Appendix C: Critical response for $h_i \neq 0$

In this section, we demonstrate that our main result, i.e. Eq. (2) in the main text, works for general initial conditions using an example of $h_i = 0.1$. Fig. S1a plots $\delta |\mathcal{C}_r|(t, h_n)/\eta_r$ quenched to $h_n \in [9 \times 10^{-4}, 0.01]$ for probe sites $r = 1, 6, 12$ and compared to the function $f_{0,0}(h_n t)$. All data points to a single function for the critical response $f_{0,0,1}(h_n t)$ and this function is different from $f_{0,0}(h_n t)$. We also plot the rescaled critical response when the system is quenched to a larger interval of $h_n \in [9 \times 10^{-4}, 0.09]$ in Fig. S1b. We observe that the critical response is able to differentiate the distance to the critical point. Data for $h_n > 0.01$ does not match perfectly, which suggests that the region $h_n > 0.01$ is seen as away from the QCP when $h_i = 0.1$ is set.

Due to the oscillatory behavior in the early times, c.f., $J_0(4t)$, we expect a slight mismatch between the early time numerics and the analytics. This mismatch is demonstrated in Fig. S2 for $r = 1, 3, 6$. We observe from numerics that the early time oscillations depend on $r$, suggesting that these oscillations are nonuniversal part of the time evolution.
In this section, we study the dynamical OP Eq. (5) in the case where we either have a different initial state than a polarized state, $h_i = 0.1$ or we introduce weak interactions $\Delta = 0.1$. We already showed the presence of a critically prethermal regime in both cases, however the exact form of the function is different than $f(t,h_n)$. Then as expected, the corresponding dynamical OP equations for both will be different than Eq. (6). Nevertheless, a nonlinear scaling is still expected to be present due to the existence of prethermal regime. Figs. S3a and S3b show the DOP scaling for the corresponding dynamical OP equations for both will be different than Eq. (6). Nevertheless, a nonlinear scaling is still expected to be present due to the existence of prethermal regime. Figs. S3a and S3b show the DOP scaling for the dynamical OP Eq. (5) in the case where we either have a different initial state than a polarized state, $h_i = 0.1$ or we introduce weak interactions $\Delta = 0.1$. We already showed the presence of a critically prethermal regime in both cases, however the exact form of the function is different than $f(t,h_n)$. Then as expected, the corresponding dynamical OP equations for both will be different than Eq. (6). Nevertheless, a nonlinear scaling is still expected to be present due to the existence of prethermal regime. Figs. S3a and S3b show the DOP scaling for

### Appendix D: The dynamical order parameter for $\Delta \neq 0$ and $h_i \neq 0$

We demonstrate the independence of the results from the choice of temporal cutoffs, short-time and long-time cutoffs in Figs. S4a and S4b, respectively. Choosing a larger $t_l$ enlarges the numerical region where $C_1^{qs}(h_n)$ matches, however eventually the scaling becomes nonlinear when $t_l$ traverses through the prethermal ramp. Similarly, the scaling regions do not significantly change when a different short-time cutoff $t^*$ is chosen, so long as $t^* \ll t_{pt}$.

A heuristic way of explaining why a nonlinear scaling should exist is the following: When the temporal cutoff $t_l$ traverses from $h_n t_l > 1$ to $h_n t_l \ll 1$ as $h_n \to 0$, the scaling has to remain linear up to a change of its nonuniversal coefficient $2h_n \to h_n$. When $t_{pt} < t_l < t_{qs}$ holds, since the prethermal regime lasts long enough with a ramp, it allows for a nonlinear scaling to emerge. Although there is no analytical expression to our knowledge for the q.s. regime of the bulk spins, the presence of a universal critically prethermal regime helps for the same scaling to show up for bulk spins, Fig. 2c in the Letter, as well as for a different initial state or for the weakly interacting TFIC (Appendix E).

### Appendix E: Independence of the linear-to-linear crossover from temporal cutoffs

We demonstrate the independence of the results from the choice of temporal cutoffs, short-time and long-time cutoffs in Figs. S4a and S4b, respectively. Choosing a larger $t_l$ enlarges the numerical region where $C_1^{qs}(h_n)$ matches, however eventually the scaling becomes nonlinear when $t_l$ traverses through the prethermal ramp. Similarly, the scaling regions do not significantly change when a different short-time cutoff $t^*$ is chosen, so long as $t^* \ll t_{pt}$.

A heuristic way of explaining why a nonlinear scaling should exist is the following: When the temporal cutoff $t_l$ traverses from $h_n t_l > 1$ to $h_n t_l \ll 1$ as $h_n \to 0$, the scaling has to remain linear up to a change of its nonuniversal coefficient $2h_n \to h_n$. When $t_{pt} < t_l < t_{qs}$ holds, since the prethermal regime lasts long enough with a ramp, it allows for a nonlinear scaling to emerge. Although there is no analytical expression to our knowledge for the q.s. regime of the bulk spins, the presence of a universal critically prethermal regime helps for the same scaling to show up for bulk spins, Fig. 2c in the Letter, as well as for a different initial state or for the weakly interacting TFIC (Appendix E).

### Appendix F: The analytical form of the rescaling parameter $\eta_r$ for $\Delta = 0$ and $h_i = 0$

The rescaling parameter $\eta_r$ can be analytically written for $\Delta = 0$ and $h_i = 0$. This is specifically $\eta_r \approx C_1^{qs}(h_n)e^{(r-1)/\xi(h_n)}$. We confirm the exponential form numerically when the scaling time $t_{sc}$ is chosen to be in the q.s. regime in Fig. S5b. In fact in this case the correlation length follows as $\xi = -1/\log((1 + \sqrt{1 - h^2})/2)$. 

---

**Figure S3.** The dynamical OP for (a) the integrable TFIC with $h_i = 0.1$ and cutoffs $t^* = 20$ and $t_l = 330$ and (b) the near-integrable TFIC with $\Delta = 0.1$, $h_i = 0$, and cutoffs $t^* = 20$ and $t_l = 280$. Three different scalings appear corresponding to the different regimes where $t_l$ is in. When $t_l$ is in the decay ($t_lh_n \gg 1$) or q.s. ($t_lh_n \ll 1$) regimes, the data shows linear scalings, described by $C_1^{qs}(h_n)/2$ (dashed-black line) and $C_1^{qs}(h_n)$ (solid-black line) of the corresponding parameter set, respectively. When $t_l$ is in the prethermal regime ($h_n t_l \sim 1$), the scaling diverges from the two linear functions.
Figure S4. Scaling of the dynamical OP at the edge calculated from analytical series Eq. (3) in the main text, for (a) different short-time cutoff $t^*$ and (b) different long-time cutoff $t_l$. Solid and dashed-black lines are the linear scalings coming up in the q.s. regime and in the beginning of the prethermal ramp, respectively.

Figure S5. The exponential scaling that emerges when $\delta C_r(t, h)$ at any $r$ is rescaled to collapse on $\delta C_1(t, h)$, (a) at $h = 0.995$ and $t_{sc}$ is chosen in the prethermal regime and (b) $h = 0.99$ and $t_{sc}$ is chosen in the q.s. regime. In q.s. regime analytically predicted $\xi$ is observed when $r \gg 1$ is sufficiently large. In prethermal regime, $\xi$ deviates from this prediction, but still keeps the exponential form for $r \gg 1$.

When $t_{sc}$ is chosen to be in the prethermal regime, Fig. S5a confirms the exponential form of $\eta_r$ again, however the correlation length diverges from $-1/\log((1 + \sqrt{1 - h^2})/2)$. Let us note that, changing $h_i$ and $\Delta$ should in principle not change this exponential form of rescaling parameter $\eta_r$. 