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Abstract

Intersection numbers of twisted cocycles arise in mathematics in the field of algebraic geometry. Quite recently, they appeared in physics: Intersection numbers of twisted cocycles define a scalar product on the vector space of Feynman integrals. With this application, the practical and efficient computation of intersection numbers of twisted cocycles becomes a topic of interest. An existing algorithm for the computation of intersection numbers of twisted cocycles requires in intermediate steps the introduction of algebraic extensions (for example square roots), although the final result may be expressed without algebraic extensions. In this article I present an improvement of this algorithm, which avoids algebraic extensions.
1 Introduction

Intersection numbers of twisted cocycles arise in mathematics in the field of algebraic geometry and have been investigated there [1-12]. Quite recently, it has become clear that they are also relevant to physics and they provide an underlying mathematical framework for some established formulae and methods. First of all the Cachazo-He-Yuan formula [13-15] for tree-level scattering amplitude may be interpreted as an intersection number [16-19] in the case where both half-integrands have only simple poles. Secondly, there is an interesting application in the context of Feynman integrals: Intersection numbers can be used to define an inner product on the space of master integrals [20-26]. This gives an alternative to Feynman integral reduction, traditionally done with the help of integration-by-parts identities [27,28]. This raises the question if the use of intersection numbers can help to speed-up the task of Feynman integral reduction. In a first step this requires an algorithm for the efficient calculation of intersection numbers of twisted cocycles. This is the topic of this paper.

An existing algorithm [18,22,29] for the computation of multivariate intersection numbers of twisted cocycles uses a recursive approach. At each step, a sum over the residues of all singular points of a matrix is performed. The singular points are given by polynomial equations and this step introduces in general algebraic extensions (e.g. roots).

On the other hand it is well-known that integration-by-parts reduction can be done entirely with polynomials and does not introduce algebraic extensions.

It is therefore of interest to investigate if multivariate intersection numbers can be computed without introducing algebraic extensions in intermediate stages. Analysing the Cachazo-He-Yuan formula shows a possible path: The original Cachazo-He-Yuan formula involves a sum over residues and evaluating the residues individually inevitably leads to algebraic extensions [30]. However, the sum of all residues is a global residue and can be evaluated without algebraic extensions [31-34].

The Cachazo-He-Yuan formula specialised to the bi-adjoint scalar theory with half-integrands given by Parke-Taylor factors has only simple poles. It is a rather simple intersection number, where all polynomials are hyperplanes. In the application towards Feynman integrals this will no longer be true and we will encounter more general hypersurfaces. Let us mention that in the case where all polynomials are hyperplanes and the cocycles have only simple poles, ref. [16] relates the multivariate intersection number to a sum of residues over the critical points of the connection. This sum is a global residue and can be evaluated without algebraic extensions.

It is worth pointing out the difference between the Cachazo-He-Yuan formula and the inner product for Feynman integrals with respect to intersection numbers and global residues: The Cachazo-He-Yuan formula is always a global residue. If both half-integrand have simple poles, it is also an intersection number. The inner product for Feynman integrals is always an intersection number. If at all stages we only have simple poles, it can be computed from global residues.

Thus the task is to find an algorithm for the computation of intersection numbers, which avoids algebraic extensions and is not restricted to hyperplanes and simple poles. In this paper I present such an algorithm. The algorithm consists of three steps:

1. Recursive approach: The algorithm integrates out one variable at a time. This part is
identical to the algorithm of [18, 22]. It has the advantage to reduce a multivariate problem to a univariate problem.

2. Reduction to simple poles: In general we deal in cohomology with equivalence classes. We may replace a representative of an equivalence class with higher poles with an equivalent representative with only simple poles. This is similar to integration-by-part reduction. However, let us stress that the involved systems of linear equations are usually significantly smaller compared to standard integration-by-part reduction.

3. Evaluation of the intersection number as a global residue. Having reduced our objects to simple poles, we may evaluate the intersection in one variable as an univariate global residue. This is easily computed and does not involve algebraic extensions.

This paper is organised as follows: In section 2 we introduce our notation and describe the basic set-up. In section 3 we review the recursive approach for the computation of a multivariate intersection number. In section 4 we discuss the equivalence classes of the coefficients, when an n-dimensional cocycle is expanded in a basis of the (n – 1)-dimensional cohomology group. The coefficients may have higher poles in the n-th variable. In section 5 we show how the pole order can be reduced systematically. Section 6 contains the main result of this paper: It gives a formula for the intersection number of the coefficients in the case of simple poles. Section 7 is dedicated to the efficient computation of an univariate global residue. Although it is not the main topic of this paper, we discuss in section 8 briefly how bases of twisted cohomology groups / bases of master integrals are obtained. In section 9 we summarise the algorithm for the computation of intersection numbers. A few examples are given in section 10. Section 11 discusses the application towards Feynman integrals. Finally, our conclusions are given in section 12. In appendix A we summarise the algorithm of [18, 22].

2 Notation and definitions

Let \( \mathbb{K} \) be a field. In typical applications we have \( \mathbb{K} = \mathbb{Q} \) or \( \mathbb{K} = \mathbb{Q}(y_1, \ldots, y_s) \). Consider \( m \) polynomials \( p_i \) in \( n \) variables \( z = (z_1, \ldots, z_n) \):

\[
 p_i \in \mathbb{K}[z_1, \ldots, z_n], \quad 1 \leq i \leq m. \tag{2.1}
\]

For \( m \) complex numbers \( \gamma = (\gamma_1, \ldots, \gamma_m) \) we set

\[
 u = \prod_{i=1}^m p_i^{\gamma_i}, \tag{2.2}
\]

and

\[
 \omega = d\ln u = \sum_{j=1}^n \omega_j dz_j, \\
 \omega_j = \frac{\partial \ln u}{\partial z_j} = \frac{P_j}{Q_j}, \quad P_j, Q_j \in \mathbb{K}[z_1, \ldots, z_n], \quad \gcd(P_j, Q_j) = 1. \tag{2.3}
\]
The differential one-form $\omega$ defines a connection and a covariant derivative
\[
\nabla_\omega = d + \omega.
\]
(2.4)
$\omega$ is also called the “twist”. Set
\[
D_i = \{ p_i = 0 \} \subset \mathbb{C}^n \quad \text{and} \quad D = \bigcup_{i=1}^{m} D_i.
\]
(2.5)
Points $z^\text{crit} = (z^\text{crit}_1, \ldots, z^\text{crit}_n)$ which satisfy
\[
P_1 = \ldots = P_n = 0
\]
(2.6)
are called critical points. A critical point $z^\text{crit}$ is called proper, if
\[
z^\text{crit} \notin D.
\]
(2.7)
A critical point $z^\text{crit}$ is non-degenerate if the Hessian matrix
\[
H_{ij}(z) = \frac{\partial^2 u}{\partial z_i \partial z_j}
\]
(2.8)
is invertible at $z = z^\text{crit}$. We consider rational differential $n$-forms $\varphi$ in the variables $z = (z_1, \ldots, z_n)$, which are holomorphic on $\mathbb{C}^n - D$. The rational $n$-forms $\varphi$ are of the form
\[
\varphi = \frac{q}{p_1^{n_1} \cdots p_m^{n_m}} dz_n \wedge \cdots \wedge dz_1, \quad q \in \mathbb{K}[z_1, \ldots, z_n], \quad n_i \in \mathbb{N}_0.
\]
(2.9)
Using the reversed wedge product $dz_n \wedge \cdots \wedge dz_1$ is at this stage just a convention. Two $n$-forms $\varphi'$ and $\varphi$ are called equivalent, if they differ by a covariant derivative
\[
\varphi' \sim \varphi \iff \varphi' = \varphi + \nabla_\omega \xi
\]
(2.10)
for some $(n-1)$-form $\xi$. We denote the equivalence classes by $\langle \varphi \rangle$. Being $n$-forms, each $\varphi$ is closed with respect to $\nabla_\omega$ and the equivalence classes define the twisted cohomology group $H^n_{\omega}$:
\[
\langle \varphi \rangle \in H^n_{\omega}.
\]
(2.11)
Under certain assumptions it can be shown [1] that the twisted cohomology groups $H^k_{\omega}$ vanish for $k \neq n$, thus $H^n_{\omega}$ is the only interesting twisted cohomology group. The physical interpretation for Feynman integrals is discussed in [26].

The dual twisted cohomology group is given by
\[
(H^n_{\omega})^* = H^n_{-\omega}.
\]
(2.12)
Elements of $(H^n_{\omega})^*$ are denoted by $|\varphi\rangle$. We have
\[
|\varphi'\rangle = |\varphi\rangle \iff \varphi' = \varphi + \nabla_{-\omega} \xi
\]
(2.13)
for some \((n-1)\)-form \(\xi\). A representative of a dual cohomology class is of the form

\[
\varphi = \frac{q}{p_1^{n_1} \cdots p_m^{n_m}} \, dz_1 \wedge \cdots \wedge dz_n, \quad q \in \mathbb{K}[z_1, \ldots, z_n], \quad n_i \in \mathbb{N}_0.
\] (2.14)

It will be convenient to use here the order \(dz_1 \wedge \cdots \wedge dz_n\) in the wedge product.

For a \(n\)-form \(\varphi_L\) and a \(n\)-form \(\varphi_R\) we define the rational functions \(\hat{\varphi}_L\) and \(\hat{\varphi}_R\) by stripping off \(dz_n \wedge \cdots \wedge dz_1\) or \(dz_1 \wedge \cdots \wedge dz_n\), respectively.

\[
\varphi_L = \hat{\varphi}_L \, dz_n \wedge \cdots \wedge dz_1, \quad \varphi_R = \hat{\varphi}_R \, dz_1 \wedge \cdots \wedge dz_n.
\] (2.15)

The central object of this article are the intersection numbers

\[
\langle \varphi_L | \varphi_R \rangle, \quad \langle \varphi_L | \in H^n_\omega, \quad | \varphi_R \rangle \in (H^n_\omega)^*.
\] (2.16)

They are defined by [3][11]

\[
\langle \varphi_L | \varphi_R \rangle = \frac{1}{(2\pi i)^n} \int t_\omega (\varphi_L) \wedge \varphi_R = \frac{1}{(2\pi i)^n} \int \varphi_L \wedge t_\omega (\varphi_R),
\] (2.17)

where \(t_\omega\) maps \(\varphi_L\) to its compactly supported version, and similar for \(t_{-\omega}\). From the definition we have

\[
\langle \varphi_L | \varphi_R \rangle_\omega = \langle -1 \rangle^n \langle \varphi_R | \varphi_L \rangle_{-\omega}.
\] (2.18)

We are interested in evaluating this integral. In ref. [18][22] a recursive algorithm for the evaluation of multivariate intersection numbers has been given. This algorithm is briefly reviewed in appendix A. This algorithm requires in intermediate steps algebraic extensions (the roots of the polynomials \(p_i\) in the variable \(z_j\)), although in the final expressions the roots drop out. It is therefore desirable to have an algorithm which computes the intersection numbers without the need of introducing algebraic extensions. In this article I present such an algorithm.

As in [18][22], we have to make some assumptions. Standard assumptions related to the connection one-form \(\omega\) are:

1. We require that the exponents \(\gamma_1, \ldots, \gamma_m\) are generic, in particular not integers.

2. We require that there are only a finite number of proper critical points, all of which are non-degenerate.

The algorithm of [18][22] assumes that there is a suitable non-singular sequence of fibrations, from which the intersection number can be computed recursively. This is also an assumption of our algorithm. In technical terms, this implies (the definitions of the quantities will be given in the next section)

3. At each step in the recursion and in every punctured neighbourhood of a singular point \(z_i = z_i^{\text{sing}}\) there are unique holomorphic vector-valued solutions \(\hat{\psi}^{(i)}_{L,j}\) and \(\hat{\psi}^{(i)}_{R,j}\) of

\[
\partial_{z_i} \hat{\psi}^{(i)}_{L,j} + \hat{\psi}^{(i)}_{L,k} \Omega_{kj}^{(i)} = \hat{\phi}^{(i)}_{L,j}, \quad \partial_{z_i} \hat{\psi}^{(i)}_{R,j} - \hat{\Omega}_{jk}^{(i)} \hat{\psi}^{(i)}_{R,k} = \hat{\phi}^{(i)}_{R,j}.
\] (2.19)
In addition we will assume that

4. there are bases of $H_0^{(0)}$, $\ldots$, $H_0^{(n-1)}$ such that the connection matrices $\Omega^{(1)}, \ldots, \Omega^{(n)}$ have only simple poles,

5. the determinant

$$\det(\Omega^{(i)})$$

has $v_i = \dim H_0^{(i)}$ critical points in the variable $z_i$.

Assumption (4) is required for the reduction to simple poles. We will comment on assumption (5) in section 10.2 and section 11.3.

3 The recursive structure

We will compute the intersection numbers in $n$ variables $z_1, \ldots, z_n$ recursively by splitting the problem into the computation of an intersection number in $(n-1)$ variables $z_1, \ldots, z_{n-1}$ and the computation of a (generalised) intersection number in the variable $z_n$. By recursion, we therefore have to compute only (generalised) intersection numbers in a single variable $z_i$. This reduces the multivariate problem to an univariate problem. This step is essentially identical to [18, 22, 29].

Let us comment on the word “generalised” intersection number: We only need to discuss the univariate case. Consider two cohomology classes $\langle \phi_L \rangle$ and $|\phi_R \rangle$. Representatives $\phi_L$ and $\phi_R$ for the two cohomology classes $\langle \phi_L \rangle$ and $|\phi_R \rangle$ are differential one-forms and of the form as in eq. (2.9) or eq. (2.14). We may view the representatives $\phi_L$ and $\phi_R$, the cohomology classes $\langle \phi_L \rangle$ and $|\phi_R \rangle$, and the twist $\omega$ as scalar quantities.

Consider now a vector of $v$ differential one-forms $\phi_{L,j}$ in the variable $z$, where $j$ runs from 1 to $v$. Similar, consider for the dual space a $v$-dimensional vector $\phi_{R,j}$ and generalise $\omega$ to a $(v \times v)$-dimensional matrix $\Omega$. The equivalence classes $\langle \phi_{L,j} \rangle$ and $|\phi_{R,j} \rangle$ are now defined by

$$\hat{\phi}_{L,j} = \phi_{L,j} + \partial_z \xi_j + \xi_i \Omega_{ij} \quad \text{and} \quad \hat{\phi}_{R,j} = \phi_{R,j} + \partial_z \xi_j - \Omega_{ij} \xi_j,$$

for some zero-forms $\xi_j$ (i.e. functions). We will define intersection numbers for the vector-valued cohomology classes $\langle \phi_{L,j} \rangle$ and $|\phi_{R,j} \rangle$.

Readers familiar with gauge theories will certainly recognise that the generalisation is exactly the same step as going from an Abelian gauge theory (like QED) to a non-Abelian gauge theory (like QCD).

Let us now set up the notation for the recursive structure. We fix an ordered sequence $(z_{\sigma_1}, \ldots, z_{\sigma_n})$, indicating that we first integrate out $z_{\sigma_1}$, then $z_{\sigma_2}$, etc. Without loss of generality we will always consider the order $(z_1, \ldots, z_n)$, unless indicated otherwise.

For $i = 0, \ldots, n$ we consider a fibration $E_i : \mathbb{C}^n \to B_i$ with total space $\mathbb{C}^n$, fibre $V_i = \mathbb{C}^i$ parametrised by the coordinates $(z_1, \ldots, z_i)$ and base $B_i = \mathbb{C}^{n-i}$ parametrised by the coordinates $(z_{i+1}, \ldots, z_n)$. The covariant derivative splits as

$$\nabla_\omega = \nabla_\omega^{(i),F} + \nabla_\omega^{(i),B},$$

(3.2)
with
\[ \nabla^{(i),F}_\omega = \sum_{j=1}^i dz_j \left( \frac{\partial}{\partial z_j} + \omega_j \right), \quad \nabla^{(i),B}_\omega = \sum_{j=i+1}^n dz_j \left( \frac{\partial}{\partial z_j} + \omega_j \right). \] (3.3)

One sets
\[ \omega^{(i)} = \sum_{j=1}^i \omega_j dz_j. \] (3.4)

Clearly, for \( i = n \) we have
\[ \omega^{(n)} = \omega, \quad \nabla^{(n),F}_\omega = \nabla_\omega. \] (3.5)

Following [22], we study for each \( i \) the twisted cohomology group in the fibre, defined by replacing \( \omega \) with \( \omega^{(i)} \). The additional variables \( (z_{i+1}, \ldots, z_n) \) are treated as parameters in the same way as the variables \( (y_1, \ldots, y_s) \) of the ground field \( \mathbb{K} = \mathbb{Q}(y_1, \ldots, y_s) \). For each \( i \) only the \( i \)-th cohomology group is of interest and for simplicity we write
\[ H^{(i)}_\omega = \left( H^{(i)}_\omega \right)^*, \quad \left( H^{(i)}_\omega \right)^* = \left( H^{(i)}_\omega \right)^*. \] (3.6)

We denote the dimensions of the twisted cohomology groups by
\[ \nu_i = \dim H^{(i)}_\omega = \dim \left( H^{(i)}_\omega \right)^*. \] (3.7)

Let \( \langle e_j^{(i)} \rangle \) with \( 1 \leq j \leq \nu_i \) be a basis of \( H^{(i)}_\omega \) and let \( \langle h_k^{(i)} \rangle \) with \( 1 \leq j \leq \nu_i \) be a basis of \( \left( H^{(i)}_\omega \right)^* \). We denote the \((\nu_i \times \nu_i)\)-dimensional intersection matrix by \( C_i \). The entries are given by
\[ (C_i)_{jk} = \left\langle e_j^{(i)} \right| h_k^{(i)} \rangle. \] (3.8)

The matrix \( C_i \) is invertible. Given a basis \( \langle e_j^{(i)} \rangle \) of \( H^{(i)}_\omega \) we say that a basis \( \langle d_j^{(i)} \rangle \) of \( \left( H^{(i)}_\omega \right)^* \) is the dual basis with respect to \( \langle e_j^{(i)} \rangle \) if
\[ \left\langle e_j^{(i)} \right| d_k^{(i)} \rangle = \delta_{jk}. \] (3.9)

We may always construct a dual basis:
\[ \left\langle d_j^{(i)} \right| = \left\langle h_k^{(i)} \right| (C_i^{-1})_{kj}. \] (3.10)

Using the dual basis will simplify some of the formulae in the sequel.

The essential step in the recursive approach is to expand the twisted cohomology class \( \langle \Phi_L^{(n)} \rangle \in H^{(n)}_\omega \) in the basis of \( H^{(n-1)}_\omega \):
\[ \left\langle \Phi_L^{(n)} \right| = \sum_{j=1}^{\nu_{n-1}} \left\langle \Phi_{L,j}^{(n)} \right| \wedge \left\langle e_j^{(n-1)} \right| . \] (3.11)
Here, \( \langle e_j^{(n-1)} \rangle \) denotes a basis of \( H_0^{(n-1)} \). Representatives of these cohomology classes are differential \((n-1)\)-forms of the form
\[
e_j^{(n-1)} dz_n \wedge \ldots \wedge dz_1, \tag{3.12}
\]
where \( e_j^{(n-1)} \) may depend on all variables \((z_1, \ldots, z_n)\). On the other hand, the coefficients \( \langle \phi_{L,j}^{(n)} \rangle \) are one-forms proportional to \( dz_n \). They only depend on \( z_n \), but not on \((z_1, \ldots, z_{n-1})\). The coefficients \( \langle \phi_{L,j}^{(n)} \rangle \) are given by
\[
\langle \phi_{L,j}^{(n)} \rangle = \langle \phi_L^{(n)} | d_j^{(n-1)} \rangle. \tag{3.13}
\]

Note that the coefficients \( \langle \phi_{L,j}^{(n)} \rangle \) are obtained by computing only intersection numbers in \((n-1)\) variables. This is compatible with the recursive approach. It also shows that the coefficients do not depend on the variables \((z_1, \ldots, z_{n-1})\), as these variables are integrated out. Given a representative \( \phi_L^{(n)} \) of the class \( \langle \phi_L^{(n)} \rangle \) and representatives \( d_j^{(n-1)} \) of the basis elements \( |d_j^{(n-1)}\rangle \) of \( (H_0^{(n-1)})^* \) we may (unambiguously) compute a representative \( \phi_L^{(n)} dz_n \) for the coefficients \( \langle \phi_{L,j}^{(n)} \rangle \) through eq. (3.13). The result will not depend on which representatives \( d_j^{(n-1)} \) we choose for the basis \( |d_j^{(n-1)}\rangle \) of \( (H_0^{(n-1)})^* \), the \((n-1)\)-fold intersection number in eq. (3.13) is invariant under redefining individual \( d_j^{(n-1)} \) by \( \nabla_{-\omega^{(n-1)}} \psi \) for some \((n-2)\)-form \( \psi \) such that \( \nabla_{-\omega^{(n-1)}} \psi \) is proportional to \( dz_1 \wedge \ldots \wedge dz_{n-1} \). Eq. (3.13) is also invariant under redefining \( \phi_L^{(n)} \) by
\[
f(z_n) dz_n \wedge \nabla_{\omega^{(n-1)}} \psi \tag{3.14}
\]
for an arbitrary function \( f(z_n) \) and a \((n-2)\)-form \( \psi \) as above. However, \( \phi_L^{(n)} \) represents a larger equivalence class, invariant under
\[
\phi_L^{(n)} \rightarrow \phi_L^{(n)} + \nabla_{\omega} \xi \tag{3.15}
\]
for some \((n-1)\)-form \( \xi \). This has the effect that the representatives of the coefficients are not unique and we should also think of the coefficients as equivalence classes (hence the notation \( \langle \phi_{L,j}^{(n)} \rangle \)). In the next section we will discuss in detail the freedom in redefining the coefficients. In general we cannot redefine a single coefficient \( \langle \phi_{L,j_{fix}}^{(n)} \rangle \) for a fixed \( j_{fix} \), but we have to consider the \( \nu_{n-1} \)-dimensional vector of all coefficients \( \langle \phi_{L,j}^{(n)} \rangle \) (with \( j = 1, \ldots, \nu_{n-1} \)).

We close this paragraph by giving the corresponding formulae for the dual twisted cohomology classes. One expands \( |\phi_R^{(n)}\rangle \in (H_0^{(n)})^* \) in the dual basis of \( (H_0^{(n-1)})^* \):
\[
|\phi_R^{(n)}\rangle = \sum_{j=1}^{\nu_{n-1}} |d_j^{(n-1)}\rangle \wedge |\phi_{R,j}^{(n)}\rangle. \tag{3.16}
\]
The coefficients $|\varphi_{R,j}^{(n)}\rangle$ are one-forms proportional to $dz_n$ and independent of $(z_1, \ldots, z_{n-1})$. They are given by

$$\langle \varphi_{R,j}^{(n)} \rangle = \langle e_j^{(n-1)} | \varphi_{R}^{(n)} \rangle.$$  \hspace{1cm} (3.17)

Please note that we have chosen the dual basis which satisfies

$$\langle e_j^{(n-1)} | d_k^{(n-1)} \rangle = \delta_{jk}.$$  \hspace{1cm} (3.18)

### 4 The equivalence class of the coefficients

In this section we study in detail the equivalence classes of the coefficients $\langle \varphi_{L,j}^{(n)} \rangle$ and $|\varphi_{R,j}^{(n)}\rangle$. We will see that they transform as vectors.

**Proposition 1.** Consider the cohomology class $\langle \varphi_{L}^{(n)} \rangle \in H_{\omega}^{(n)}$ and expand $\langle \varphi_{L}^{(n)} \rangle$ in the basis of $H_{\omega}^{(n-1)}$:

$$\langle \varphi_{L}^{(n)} \rangle = \sum_{j=1}^{\nu_{n-1}} \langle \varphi_{L,j}^{(n)} \rangle \wedge \langle e_j^{(n-1)} \rangle.$$  \hspace{1cm} (4.1)

Define $\Phi_{L,j}^{(n)}$ by $\Phi_{L,j}^{(n)} = \varphi_{L,j}^{(n)} dz_n$. Changing the representative amounts to

$$\langle \varphi_{L}^{(n)} \rangle \rightarrow \langle \varphi_{L}^{(n)} \rangle + \langle \nabla_{\omega} \xi \rangle,$$  \hspace{1cm} (4.2)

for some $(n - 1)$-form $\xi$. Let us now consider transformations which are generated by $(n - 1)$-forms $\xi$ of the type

$$\xi = \sum_{j=1}^{\nu_{n-1}} f_j(z_n) \langle e_j^{(n-1)} \rangle,$$  \hspace{1cm} (4.3)

where the functions $f_j(z_n)$ depend only on $z_n$, but not on $z_1, \ldots, z_{n-1}$. Then the representatives of the coefficients transform as

$$\Phi_{L,j}^{(n)} \rightarrow \Phi_{L,j}^{(n)} + f_i \langle (\partial_{z_n} + \omega_n) \delta_{ij} + \Omega_{ij}^{(n)} \rangle.$$  \hspace{1cm} (4.4)

where the $(\nu_{n-1} \times \nu_{n-1})$-matrix $\Omega^{(n)}$ is defined by

$$\Omega_{ij}^{(n)} = \langle (\partial_{z_n} + \omega_n) e_i^{(n-1)} | d_j^{(n-1)} \rangle.$$  \hspace{1cm} (4.5)

**Proof.** The definition of $\Omega^{(n)}$ in eq. (4.5) implies that

$$\langle (\partial_{z_n} + \omega_n) e_i^{(n-1)} \rangle = \Omega_{ij}^{(n)} \langle e_j^{(n-1)} \rangle,$$  \hspace{1cm} (4.6)
and with eq. (5.12) we have

$$\langle \nabla_\omega \xi \rangle = \sum_{j=1}^{v_n-1} \left( \partial_{z_n} f_j + f_j \Omega^{(n)}_{ij} \right) d\zeta_n \wedge \langle e_j^{(n-1)} \rangle. \quad (4.7)$$

The claim follows. □

In physics, we think of eq. (4.2) as a gauge transformation. The transformation properties of the representatives of the coefficients \( \phi_R^{(n)} \) are similar:

**Proposition 2.** Consider the cohomology class \( \phi_R^{(n)} \in (H^0_\omega)^* \) and expand \( \phi_R^{(n)} \) in the dual basis \( d_j^{(n-1)} \) of \( (H^0_\omega)^* \):

$$\left| \phi_R^{(n)} \right> = \sum_{j=1}^{v_n-1} \langle d_j^{(n-1)} \rangle \wedge \left| \phi_{R,j}^{(n)} \right>, \quad (4.8)$$

Define \( \Phi_{R,j}^{(n)} \) by \( \phi_{R,j}^{(n)} = \Phi_{R,j}^{(n)} dz_n \). Changing the representative amounts to

$$\left| \phi_R^{(n)} \right> \rightarrow \left| \phi_R^{(n)} \right> + \langle \nabla_- \omega \xi \rangle, \quad (4.9)$$

for some \( (n-1) \)-form \( \xi \). Let us now consider transformations which are generated by \( (n-1) \)-forms \( \xi \) of the type

$$\xi = (-1)^{n-1} \sum_{j=1}^{v_n-1} f_j (z_n) \langle d_j^{(n-1)} \rangle, \quad (4.10)$$

where the functions \( f_j(z_n) \) depend only on \( z_n \), but not on \( z_1, \ldots, z_{n-1} \). Then the representatives of the coefficients transform as

$$\Phi_{R,j}^{(n)} \rightarrow \Phi_{R,j}^{(n)} + \left( \delta_{jk} \partial_{z_n} - \Omega^{(n)}_{jk} \right) f_k, \quad (4.11)$$

where the \( (v_{n-1} \times v_{n-1}) \)-matrix \( \Omega^{(n)} \) is now defined by

$$\Omega^{(n)}_{ij} = - \left< e_j^{(n-1)} \right| (\partial_{z_n} - \omega_n) d_i^{(n-1)} \rangle. \quad (4.12)$$

**Proof.** The definition of \( \Omega^{(n)} \) in eq. (4.12) implies that

$$\left( \partial_{z_n} - \omega_n \right) d_j^{(n-1)} \rangle = - \langle d_j^{(n-1)} \rangle \Omega^{(n)}_{ij}. \quad (4.13)$$

The rest of the proof proceeds as in the case of proposition 1. □

**Proposition 3.** The definitions of \( \Omega^{(n)} \) in eq. (4.5) and in eq. (4.12) agree.

**Proof.** Suppose eq. (4.5) defines a matrix \( \Omega^{(n)}_{L} \) and eq. (4.12) defines a matrix \( \Omega^{(n)}_{R} \). Then

$$0 = \partial_{z_n} \left( \left< e_j^{(n-1)} \right| d_k^{(n-1)} \right) = \left< (\partial_{z_n} + \omega_n) e_j^{(n-1)} \right| d_k^{(n-1)} \rangle + \left< e_j^{(n-1)} \right| (\partial_{z_n} - \omega_n) d_k^{(n-1)} \rangle = \Omega^{(n)}_{L,ji} \langle e_i^{(n-1)} \rangle \langle d_k^{(n-1)} \rangle - \langle e_j^{(n-1)} \rangle \langle d_i^{(n-1)} \rangle \Omega^{(n)}_{R,ik} = \Omega^{(n)}_{L,ji} - \Omega^{(n)}_{R,ki}. \quad (4.14)$$
5 Reduction to simple poles

In this section we show how the transformations in eq. (4.4) and eq. (4.11) can be used to reduce the vector of coefficients \( \langle \phi_{L,j}^{(n)} \rangle \) and \( |\phi_{R,j}^{(n)}| \) to a form where only simple poles in the variable \( z_n \) occur. In this section we deal at all stages only with univariate rational functions (in the variable \( z_n \)). This is a significant simplification compared to the multivariate case. In particular we may use partial fraction decomposition in the variable \( z_n \).

A rational function in the variable \( z_n \):

\[
r(z_n) = \frac{P(z_n)}{Q(z_n)}, \quad P, Q \in \mathbb{K}[z_n], \quad \gcd(P, Q) = 1,
\]

has only simple poles if \( \deg P < \deg Q \) and if in the partial fraction decomposition each irreducible polynomial in the denominator occurs only to power 1. The condition \( \deg P < \deg Q \) ensures that there are no higher poles at infinity.

In this section we will assume that (i) all entries of \( \Omega^{(n)} \) have only simple poles and (ii) that the linear systems discussed below have a unique solution.

Assumption (i) depends on our choice \( \hat{e}_j^{(n-1)} \) for the basis of \( H_{0}^{(n-1)} \). If the initial choice \( \hat{e}_j^{(n-1)} \) for the basis of \( H_{0}^{(n-1)} \) does not satisfy assumption (i) we search for a transformation to a new basis \( \hat{e}_j^{(n-1)'} \) such that assumption (i) is satisfied. This is completely analogous to the way we transform the differential equation for a set of Feynman master integrals. All techniques can be carried over. In particular, using Moser’s algorithm \[35, 36\] we may always transform to a new basis \( \hat{e}_j^{(n-1)'} \) such that \( \Omega^{(n)'} \) has only simple poles except possibly at one point. In the context of Feynman integrals we are not aware of an example, where higher poles at a single point remain.

Assumption (ii) boils down to our requirement that the exponents \( \gamma_i \) in eq. (2.2) are generic, in particular non-integer.

It is sufficient to discuss the reduction to simple poles for a \( \nu \)-dimensional vector \( \hat{\phi}_j \) (\( 1 \leq j \leq \nu \)) which transforms as

\[
\hat{\phi}_j \rightarrow \hat{\phi}_j + (\delta_{jk} \partial_{z_n} + \Omega_{jk}) f_k.
\]

The reduction of \( \langle \phi_{L,j}^{(n)} \rangle \) is then achieved by setting \( \Omega = (\Omega^{(n)})^T \), the reduction of \( |\phi_{R,j}^{(n)}| \) is achieved by setting \( \Omega = -\Omega^{(n)} \). In both case we have \( \nu = v_{n-1} \).

**Lemma 4.** Assume that \( \Omega \) has only simple poles and that the vector \( \hat{\phi}_j \) has a pole of order \( o > 1 \) at infinity. A gauge transformation with the seed

\[
f_j(z_n) = c_j z_n^{o-1}, \quad c_j \in \mathbb{K}
\]

reduces the order of the pole at infinity, provided the linear system obtained from the condition that the \( \nu \) equations

\[
\hat{\phi}_j + (\delta_{jk} \partial_{z_n} + \Omega_{jk}) f_k
\]

have only poles of order \( (o-1) \) at infinity, yields a solution for the \( \nu \) coefficients \( c_j \). Furthermore, this gauge transformation does not introduce higher poles elsewhere.
Proof. Since we assume that $\Omega$ has only simple poles it follows that eq. (5.4) has at most a pole of order $o$ at infinity. We obtain a linear system of equations for the unknown coefficients $c_j$ by partial fraction decomposition of eq. (5.4) for each $j$ and subsequently setting the coefficient of the monomial term $z_n^{o-2}$ to zero. By assumption, this linear system of equations has a solution for the coefficients $c_j$. Having determined the coefficients $c_j$, we define $\hat{\varphi}'_j$ by

$$\hat{\varphi}'_j = \hat{\varphi}_j + (\delta_{jk} \partial z_n + \Omega_{jk}) f_k.$$  

This reduces the order of the pole at infinity by one. Note that this procedure may introduce new simple poles at finite points (through $\Omega$). However, the procedure will never introduce higher poles at finite points (since we assumed that $\Omega$ has only simple poles).

Repeating this procedure we may reduce the pole at infinity to a simple pole.

Let us give a simple example for the assumption that the linear system must yield a solution. We consider $\nu = 1$, $\Omega = \gamma/z_n$ and $\hat{\varphi} = 1$. $\Omega$ has a simple pole at $z_n = 0$ and $z_n = \infty$, $\hat{\varphi} = 1$ has a pole of order 2 at infinity (and no poles elsewhere). The seed

$$f = cz_n$$

leads to the equation

$$1 + c + c\gamma = 0$$

and will reduce the pole at infinity, provided $\gamma \neq -1$. Thus we see that the assumption that the linear system has a solution reduces to the assumption that the exponent $\gamma$ in eq. (2.2) is generic.

The procedure is only slightly more complicated for higher poles at finite points.

Lemma 5. Assume that $\Omega$ has only simple poles. Let $q \in \mathbb{K}[z_n]$ be an irreducible polynomial appearing in the denominator of the partial fraction decomposition of the $\hat{\varphi}_j$’s at worst to the power $o$. A gauge transformation with the seed

$$f_j(z_n) = \frac{1}{q^{o-1}} \sum_{k=0}^{\deg(q)-1} c_{j,k} z_n^k,$$

reduces the order, provided the linear system obtained from the condition that in the partial fraction decomposition of

$$\hat{\varphi}_j + (\delta_{jk} \partial z_n + \Omega_{jk}) f_k$$

terms of the form $z_n^k/q^{o}$ are absent (with $0 \leq k \leq \deg(q) - 1$) yield a solution for the $(\nu \cdot \deg(q))$ coefficients $c_{j,k}$. Furthermore, this gauge transformation does not introduce higher poles elsewhere.
Proof. The requirement that in the partial fraction decomposition of eq. \((5.9)\) terms of the form \(z^k/q^n\) are absent defines a linear system with \((\nu \cdot \text{deg}(q))\) unknowns and equations. By assumption, this linear system of equations has a solution for the coefficients \(c_{j,k}\). Having determined the coefficients \(c_{j,k}\), we define \(\hat{\phi}_j'\) by

\[
\hat{\phi}_j' = \hat{\phi}_j + (\delta_{jk} \partial_{z_a} + \Omega_{jk}) f_k
\]

This reduces the highest power of \(q\) in the denominator by one and repeating this procedure we may lower it to one. As above, the procedure may introduce new simple poles elsewhere (through \(\Omega\)), but it will not introduce new higher poles elsewhere (since we assumed that \(\Omega\) has only simple poles).

Readers familiar with integration-by-parts identities in the context of Feynman integrals [27,28] will certainly recognise the analogy: This is a variant of integration-by-parts reduction. However, we should stress that contrary to the case of Feynman integrals, the size of the involved linear system is rather modest, it is given by

\[
\dim H^{(i)}_\omega \cdot \text{deg}(q),
\]

where \(\dim H^{(i)}_\omega\) corresponds to the number of master integrals at this stage and \(\text{deg}(q)\) gives the degree of one irreducible polynomial in the denominator in the variable \(z_i\).

In applications towards Feynman integrals, the following case is of particular interest:

**Lemma 6.** Assume that \(\Omega\) is of the form \(\Omega = \gamma \tilde{\Omega}\), where \(\tilde{\Omega}\) has only simple poles and is independent of \(\gamma\). Assume further that \(\gamma\) is infinitesimal. Then the linear systems appearing in the lemmata 4 and 5 have a solution.

**Proof.** In this case the determinant of the linear system is given by

\[
\det (1 + \gamma X),
\]

with a matrix \(X\) being independent of \(\gamma\). This determinant is non-zero, hence the linear system has a solution.

\[\square\]

6 The intersection number of univariate vector-valued one-forms with only simple poles

In this section we investigate the intersection of the coefficients \(\langle \phi_{L,j}^{(n)} \rangle\) and \(\langle \phi_{R,j}^{(n)} \rangle\). We may assume that the coefficients have only simple poles. In this case we may evaluate the intersection number with the help of a global residue, which may be computed without introducing algebraic extensions.

Let us shortly summarise what we achieved so far: In order to compute the intersection number

\[
\langle \phi_L | \phi_R \rangle \quad \text{for} \quad \langle \phi_L \rangle \in H^n_\omega, \quad \langle \phi_R \rangle \in (H^n_\omega)^*,
\]

\[\tag{6.1}\]
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we expand $\langle \varphi_L |$ in the basis of $H^{(n)}_{\omega}$ and $|\varphi_R \rangle$ in the dual basis of $(H^{(n)}_{\omega})^*$

\[
\langle \varphi_L | = \sum_{j=1}^{v_{n-1}} \langle \varphi_{L,j}^{(n)} | \wedge \langle e_j^{(n-1)} | , \quad |\varphi_R \rangle = \sum_{j=1}^{v_{n-1}} |d_j^{(n-1)} \rangle \wedge |\varphi_{R,j}^{(n)} \rangle .
\]  

(6.2)

Due to

\[
\langle e_j^{(n-1)} | d_k^{(n-1)} \rangle = \delta_{jk}
\]

(6.3)

the intersection number becomes

\[
\langle \varphi_L | \varphi_R \rangle = \sum_{j=1}^{v_{n-1}} \langle \varphi_{L,j}^{(n)} | \varphi_{R,j}^{(n)} \rangle .
\]

(6.4)

Due to the results of section 5 we may assume that $\langle \varphi_{L,j}^{(n)} |$ and $|\varphi_{R,j}^{(n)} \rangle$ have only simple poles in $z_n$. It remains to compute the right-hand side of eq. (6.4).

The algorithm of [18,22] computes the right-hand side of eq. (6.4) as a sum over the residues at the singular points of $\Omega^{(n)}$. This requires local solutions $\hat{\psi}^{(n)}_{L,i}$ or $\hat{\psi}^{(n)}_{R,k}$ of

\[
\hat{\psi}^{(n)}_{L,i} (\partial_{z_n} \delta_{ij} + \Omega^{(n)}_{ij}) = \hat{\phi}^{(n)}_{L,j} \quad \text{or} \quad (\partial_{z_n} \delta_{jk} - \Omega^{(n)}_{jk}) \hat{\psi}^{(n)}_{R,k} = \hat{\phi}^{(n)}_{R,j} .
\]

(6.5)

In general, the singular points of $\Omega^{(n)}$ are given by roots. It is at this stage where the algorithm of [18,22] introduces algebraic extensions.

On the other hand, it is known (even in the multi-variate case) [16] that in the case where all polynomials $p_i$ in eq. (2.1) are linear in the variables $z_j$ (i.e. each polynomial defines a hyperplane) and where $\langle \varphi_L |$ and $|\varphi_R \rangle$ have at most a simple pole along the divisor $D$, the left-hand side can be evaluated as a sum over the residues at the critical points of $\omega$. The critical points of $\omega$ are the points $(z_1, \ldots, z_n) \in \mathbb{C}^n$ where

\[
\omega = 0 .
\]

(6.6)

This sum does not involve local solutions of eq. (6.5). It is a global residue and can be evaluated without knowing the positions of the critical points, along the lines of ref. [31,33].

We would like to get around the restriction that all polynomials $p_i$ in eq. (2.1) define hyperplanes. Our aim is to evaluate the right-hand side as a global residue over a suitable defined set of “critical points”.

Let us first discuss the simplest case $n = 1$. Since $\dim H^{(0)}_{\omega} = 1$ this is a “scalar” case. We write

\[
\omega = \omega_1 dz_1 , \quad \omega_1 = \frac{P}{Q} , \quad P,Q \in \mathbb{K}[z_1] , \quad \gcd(P,Q) = 1 .
\]

(6.7)

Let $C_1$ be the set of critical points of $\omega$, e.g.

\[
C_1 = \{ z_1 \in \mathbb{C} | P(z_1) = 0 \} .
\]

(6.8)
Closely related to $C_1$ is the ideal $I_1 \subseteq \mathbb{K}[z_1]$ generated by

$$I_1 = \langle P \rangle. \quad (6.9)$$

We have $C_1 = V(I_1)$, where $V(I)$ denotes the algebraic variety corresponding to the ideal $I$. $I_1$ is a principal ideal, and $P$ is automatically a Gröbner basis for $I_1$. In the case where $\langle \varphi_L \rangle$ and $|\varphi_R\rangle$ have at most only simple poles in $z_1$ the intersection number is given by the global residue

$$\langle \varphi_L | \varphi_R \rangle = -\text{res}_{\langle P \rangle} (Q \hat{\varphi}_L \hat{\varphi}_R) = -\text{res}_{\langle P \rangle} (Q \hat{\varphi}_{L,1} \hat{\varphi}_{R,1}). \quad (6.10)$$

The notation $\text{res}_{\langle P \rangle} (f)$ denotes the global residue of $f$ with respect to $\langle P \rangle$, i.e. the sum of all local residues of $f$ at the points $z_1$ where $P(z_1) = 0$. As $P$ is a polynomial, this set of points is finite.

Since $\nu_0 = \dim H_0 = 1$ the expansions in eq. (6.2) are trivial and we have (with $\langle e_1^{(0)} \rangle = |d_1^{(0)}\rangle = 1$)

$$\hat{\varphi}_L = \hat{\varphi}_{L,1}, \quad \hat{\varphi}_R = \hat{\varphi}_{R,1}. \quad (6.11)$$

We now have to generalise eq. (6.10) from the scalar case to the vectorial case. We may think of $\omega_1$ as a $1 \times 1$-matrix. The critical points $C_1$ are the points, where $\omega_1$ has not full rank. Let us now consider the $(\nu_n - 1 \times \nu_n - 1)$-matrix $\Omega^{(n)}$. We write

$$\det(\Omega^{(n)}) = \frac{P}{Q}, \quad P, Q \in \mathbb{K}[z_n], \quad \text{gcd}(P, Q) = 1. \quad (6.12)$$

We define $C_n$ as the set of points, where $\Omega^{(n)}$ does not have full rank, i.e.

$$C_n = \{ z_n \in \mathbb{C} | P(z_n) = 0 \}. \quad (6.13)$$

Similarly, we define $I_n$ as the ideal in $\mathbb{K}[z_n]$ generated by $P:

$$I_n = \langle P \rangle. \quad (6.14)$$

Again we have $C_n = V(I_n)$. $I_n$ is a principal ideal, and $P$ is automatically a Gröbner basis for $I_n$. Finally, we denote by $\text{adj} \Omega^{(n)}$ the adjoint matrix of $\Omega^{(n)}$. This matrix satisfies

$$\Omega^{(n)} \cdot \left( \text{adj} \Omega^{(n)} \right) = \left( \text{adj} \Omega^{(n)} \right) \cdot \Omega^{(n)} = \det(\Omega^{(n)}) \cdot 1. \quad (6.15)$$

We may now state the generalisation of eq. (6.10) to the vectorial case:

**Theorem 7.** Assume that $\Omega^{(n)}$, $\langle \varphi_{L,j}^{(n)} \rangle$ and $|\varphi_{R,j}^{(n)}\rangle$ have at most only simple poles in $z_n$. Then

$$\langle \varphi_L | \varphi_R \rangle = -\text{res}_{\langle P \rangle} \left( Q \hat{\varphi}_{L,i} \left( \text{adj} \Omega^{(n)} \right)_{ij} \hat{\varphi}_{R,j} \right), \quad (6.16)$$

with $Q$ defined as in eq. (6.12).
Proof. We start from eq. (6.2)
\[ \langle \varphi_L \rangle = \sum_{j=1}^{V} \langle \varphi_{L,j}^{(n)} \rangle \wedge \langle e_j^{(n-1)} \rangle, \quad |\varphi_R\rangle = \sum_{j=1}^{V} |d_j^{(n-1)}\rangle \wedge |\varphi_{R,j}^{(n)}\rangle, \]  
(6.17)
and we assume that the coefficients \( \varphi_{L,j}^{(n)} \) and \( \varphi_{R,j}^{(n)} \) have only simple poles in the variable \( z_n \). The intersection number is then given by
\[ \langle \varphi_L | \varphi_R \rangle = \sum_{i=0}^{V} \sum_{j=1}^{V} \text{res} \left( \hat{\psi}_{L,j}^{(n)} | \varphi_{R,j}^{(n)} \right) = -\sum_{i=0}^{V} \sum_{j=1}^{V} \text{res} \left( \langle \varphi_{L,j}^{(n)} | \hat{\psi}_{R,j}^{(n)} \rangle \right). \]  
(6.18)
We have to show that eq. (6.16) agrees with eq. (6.18). Since \( \varphi_{L,j}^{(n)} \) and \( \varphi_{R,j}^{(n)} \) have only simple poles (and \( \Omega^{(n)} \) has only simple poles as well), \( \hat{\psi}_{L,j}^{(n)} \) and \( \hat{\psi}_{R,j}^{(n)} \) are given locally around \( z_n = z_0 \) by
\[ \hat{\psi}_{L,j}^{(n)} = \hat{\varphi}_{L,i}^{(n)} \left( \Omega^{(n)} \right)^{-1}_{ij} + O(z_n - z_0), \]
\[ \hat{\psi}_{R,j}^{(n)} = -\left( \Omega^{(n)} \right)^{-1}_{jk} \hat{\varphi}_{R,k}^{(n)} + O(z_n - z_0), \]  
(6.19)
where the superscript \( (n), (-1) \) denotes the residue in an expansion around \( z_n = z_0 \). Only the constant part of \( \hat{\psi}_{L,j}^{(n)} \) and \( \hat{\psi}_{R,j}^{(n)} \) with respect to the variable \( z_n \) is relevant to eq. (6.18). We may replace \( \hat{\psi}_{L,j}^{(n)} \) and \( \hat{\psi}_{R,j}^{(n)} \) by
\[ \hat{\psi}_{L,j}^{(n)} \rightarrow \hat{\varphi}_{L,i}^{(n)} \left( \Omega^{(n)} \right)^{-1}_{ij}, \]
\[ \hat{\psi}_{R,j}^{(n)} \rightarrow -\left( \Omega^{(n)} \right)^{-1}_{jk} \hat{\varphi}_{R,k}^{(n)} \]  
(6.20)
and eq. (6.18) becomes (with \( \det \Omega^{(n)} = P/Q \))
\[ \langle \varphi_L | \varphi_R \rangle = \sum_{i=0}^{V} \sum_{j=1}^{V} \text{res} \left( \hat{\varphi}_{L,i}^{(n)} \left( \Omega^{(n)} \right)^{-1}_{ij} \hat{\varphi}_{R,j}^{(n)} dz_n \right) \]
\[ = \sum_{i=0}^{V} \sum_{j=1}^{V} \text{res} \left( \frac{Q}{P} \hat{\varphi}_{L,i}^{(n)} \left( \adj \Omega^{(n)} \right)_{ij} \hat{\varphi}_{R,j}^{(n)} dz_n \right) \]
\[ = \frac{1}{2\pi i} \int_C dz_n \sum_{i,j=1}^{V} \frac{Q \hat{\varphi}_{L,i}^{(n)} \left( \adj \Omega^{(n)} \right)_{ij} \hat{\varphi}_{R,j}^{(n)}}{P}, \]  
(6.21)
where the contour \( C \) consists of small counter-clockwise circles around all singular points \( z_0 \in S_n \). We may deform this contour such that the contour goes from a singular point to infinity, comes back from infinity to half-encircle the next singular point counter-clockwise, goes back to infinity etc.. This contour encloses all critical points \( P = 0 \) clockwise. This is shown in fig. [1] Localising the integral on \( P = 0 \) gives eq. (6.16), including the minus sign due to the clockwise orientation. This completes the proof.

\[ \square \]
Eq. (6.16) is the main result of this paper. The right-hand side is again a global residue (in one variable $z_n$) and can be computed without introducing algebraic extensions.

7 Computation of the global residue

In this section we review how to compute a global residue in one variable without introducing algebraic extensions. The method is an adoption of ref. [31,33] to the univariate case, for the underlying mathematics we refer to ref. [37].

Let $P \in \mathbb{K}[z]$ be a polynomial in $z$ and let $f(z)$ be a rational function in $z$ with coefficients in $\mathbb{K}$. We write

$$f = \frac{P_f}{Q_f}, \quad P_f, Q_f \in \mathbb{K}[z], \quad \gcd(P_f, Q_f) = 1. \quad (7.1)$$

We would like to compute the global residue

$$\text{res}_{\langle P \rangle} (f). \quad (7.2)$$

We denote the ideal generated by $P$ by $I = \langle P \rangle$. We may assume that $P$ and $Q_f$ have no common zero, e.g. $f$ is not singular on the critical points $V(I)$. By Hilbert’s Nullstellensatz there exist polynomials $\tilde{P}$ and $\tilde{Q}_f$ in $\mathbb{K}[z]$ such that

$$\tilde{P}P + \tilde{Q}_fQ_f = 1. \quad (7.3)$$

$\tilde{Q}_f$ is called the polynomial inverse of $Q_f$ with respect to the ideal $I$. The polynomials $\tilde{P}$ and $\tilde{Q}_f$ can be computed with the extended Euclidean algorithm.

With the polynomial inverse at hand we have

$$\text{res}_{\langle P \rangle} (f) = \text{res}_{\langle P \rangle} \left( P_f \tilde{Q}_f \right). \quad (7.4)$$
Eq. (7.4) allows us to replace a calculation with rational functions by a calculation with polynomials.

Let us now consider the vector space \( \mathbb{K}[z]/I \).

This vector space has dimension \( \nu = \deg P \). A monomial basis for this vector space is given by

\[
\nu_j = z^{j-1}, \quad 1 \leq j \leq \nu. \tag{7.6}
\]

By polynomial division with remainder we may write

\[
P_f \tilde{Q}_f = \sum_{j=1}^{\nu} a_j \nu_j \mod I. \tag{7.7}
\]

The global residue defines a non-degenerate symmetric inner product on \( \mathbb{K}[z]/I \):

\[
(P_1, P_2) = \text{res}_{(P_f)} (P_1 \cdot P_2), \quad P_1, P_2 \in \mathbb{K}[z]/I. \tag{7.8}
\]

Let \( w_j \) be the dual basis to \( \nu_j \) with respect to this inner product, e.g.

\[
(v_i, w_j) = \delta_{ij}. \tag{7.9}
\]

We write 1 as a linear combination of the dual basis

\[
1 = \sum_{j=1}^{\nu} b_j w_j \mod I. \tag{7.10}
\]

Then

\[
\text{res}_{(P_f)} (f) = \text{res}_{(P_f)} (P_f \tilde{Q}_f) = \sum_{j=1}^{\nu} a_j b_j. \tag{7.11}
\]

Thus it remains to give an algorithm for the computation of the dual basis \( w_j \). This can be done with the Bezoutian matrix, which in our case is just a \( 1 \times 1 \)-matrix. We define

\[
B(z, y) = \frac{P(z) - P(y)}{z - y}. \tag{7.12}
\]

\( B(z, y) \) is a polynomial of degree \( \nu - 1 \) in \( z \) and \( y \). One expands \( B(z, y) \) in \( y \). The coefficient of \( y^{j-1} \) is a polynomial \( w_j(z) \) in \( z \) and defines the dual basis \( w_j \). For the case at hand this can be done once and for all: If

\[
P = \sum_{j=0}^{\nu} c_j z^j, \quad c_j \in \mathbb{K}, \tag{7.13}
\]
then
\[ w_j = \sum_{k=0}^{\nu-j} c_{k+j} z^k. \] (7.14)

In particular
\[ w_{\nu} = c_{\nu} \] (7.15)

and the global residue reduces to
\[ \text{res}_{(P)}(f) = \frac{a_{\nu}}{c_{\nu}}, \] (7.16)

where \( a_{\nu} \) is the coefficient of \( z^{\nu-1} \) in the reduction of \( P_f \tilde{Q}_f \) modulus \( P \).

Let us summarise:

**Proposition 8.** Let \( P, P_f, Q_f \in \mathbb{K}[z] \) with \( \gcd(P, Q_f) = \gcd(P_f, Q_f) = 1 \). Let \( \nu = \deg P \) and let \( \tilde{Q}_f \) be the polynomial inverse of \( Q_f \) with respect to the ideal \( \langle P \rangle \). Then
\[ \text{res}_{(P)}\left( \frac{P_f}{Q_f} \right) = \frac{a_{\nu}}{c_{\nu}}, \] (7.17)

where \( a_{\nu} \) is the coefficient of \( z^{\nu-1} \) in the reduction of \( P_f \tilde{Q}_f \) modulus \( P \) and \( c_{\nu} \) is the coefficient of \( z^{\nu} \) of \( P \).

**Proof.** See for example [31, 33]. The main ideas have been outlined above. \( \square \)

## 8 Bases for the twisted cohomology groups

Within the recursion we need bases for the twisted cohomology groups \( H^{(i)}_\omega \) for \( 0 \leq i \leq n - 1 \). The dimension of the twisted cohomology groups is given by the number of critical points of \( \omega^{(i)} \) [22, 33]

\[ \dim H^{(i)}_\omega = \# \text{ solutions of } \omega^{(i)} = 0 \text{ on } \mathbb{C}^n - D. \] (8.1)

Usually it is not an issue to find a basis. For completeness, we give here a systematic algorithm to construct a basis for \( H^{(i)}_\omega \) for the case where all critical points are proper and non-degenerate (although it involves the computation of a multivariate Gröbner basis). We write
\[ \omega^{(i)} = \sum_{j=1}^{i} \omega_j d z_j, \quad \omega_j = \frac{P_j}{Q_j}, \quad P_j, Q_j \in \tilde{\mathbb{K}}[z_1, \ldots, z_i], \quad \gcd(P_j, Q_j) = 1, \] (8.2)

with \( \tilde{\mathbb{K}} = \mathbb{K}(z_{i+1}, \ldots, z_n) \). We consider the ideal
\[ I_i = \langle P_1, \ldots, P_i \rangle \subset \tilde{\mathbb{K}}[z_1, \ldots, z_i]. \] (8.3)
In the case where all critical points are proper and non-degenerate we have
\[ \dim H^{(i)}_ω = \dim \left( \tilde{K}[z_1, \ldots, z_i]/I_i \right). \] (8.4)
Let \( G_1, \ldots, G_r \) be a Gröbner basis of \( I_i \) with respect to some term order \(<\):
\[ I_i = \langle G_1, \ldots, G_r \rangle. \] (8.5)
A basis for \( H^{(i)}_ω \) is given by all monomials
\[ \prod_{k=1}^{i} z_k^{\nu_k}, \quad \nu_k \in \mathbb{N}_0 \] (8.6)
which are not divisible by any leading term of the Gröbner basis:
\[ \text{lt} \left( G_j \right) \nmid \prod_{k=1}^{i} z_k^{\nu_k} \quad \forall \ 0 \leq j \leq r. \] (8.7)
Here, \( \text{lt} \) denotes the leading term of a polynomial with respect to the chosen term order.

9 The algorithm

We may now summarise the algorithm for the computation of intersection numbers for twisted cocycles:

**Input:** A cohomology class \( \langle \varphi_L \rangle \in H^{(n)}_ω \), a dual cohomology class \( |\varphi_R \rangle \in (H^{(n)}_ω)^* \) and a list of bases \( \langle e_j^{(i)} \rangle \) of \( H^{(i)}_ω \) for \( 0 \leq i \leq (n-1) \).

**Output:** The intersection number \( \langle \varphi_L | \varphi_R \rangle \).

1) Recursion stop: If \( n = 0 \) return \( \varphi_L \varphi_R \).

2) Computations with \( (n-1) \) variables: Compute the dual basis \( |d_j^{(n-1)} \rangle \) of \( (H^{(n-1)}_ω)^* \) and the matrix \( \Omega^{(n)} \). Expand \( \langle \varphi_L \rangle \) in the basis \( \langle e_j^{(n-1)} \rangle \) of \( H^{(n-1)}_ω \)
\[ \langle \varphi_L \rangle = \sum_{j=1}^{v_{n-1}} \langle \varphi_L, j \rangle \wedge \langle e_j^{(n-1)} \rangle \] (9.1)
and expand \( |\varphi_R \rangle \) in the dual basis \( |d_j^{(n-1)} \rangle \) of \( (H^{(n-1)}_ω)^* \)
\[ |\varphi_R \rangle = \sum_{j=1}^{v_{n-1}} |d_j^{(n-1)} \rangle \wedge |\varphi_R, j \rangle. \] (9.2)
3) Reduction to simple poles: Reduce the coefficient vector \( \varphi_{L,j} \) to an equivalent vector \( \varphi'_{L,j} \) with only simple poles in the variable \( z_n \). Similarly, reduce the coefficient vector \( \varphi_{R,j} \) to an equivalent vector \( \varphi'_{R,j} \) with only simple poles in the variable \( z_n \).

4) Global residue: Define the polynomials \( P, Q \in K[z_n] \) by

\[
\det \left( \Omega^{(n)} \right) = \frac{P}{Q}, \quad \gcd(P, Q) = 1. \tag{9.3}
\]

Return the univariate global residue

\[
\langle \varphi_L | \varphi_R \rangle = -\text{res}_P \left( Q \varphi'_{L,i} \left( \text{adj} \Omega^{(n)} \right)_{ij} \varphi'_{R,j} \right). \tag{9.4}
\]

10 Examples

10.1 An univariate example

We start with a univariate example \((n = 1)\). Let

\[
p_1 = z_1, \quad p_2 = z_1^6 + z_1^5 + z_1^4 + z_1^3 + z_1^2 + z_1 + 1. \tag{10.1}
\]

\( p_2 \) is the 7-th cyclotomic polynomial with roots \( \exp(2\pi ij/7) \), where \( j \in \{1, \ldots, 6\} \). Set

\[
u = (p_1p_2)^\gamma. \tag{10.2}
\]

The differential one form \( \omega \) is then given by

\[
\omega = \frac{7z_1^6 + 6z_1^5 + 5z_1^4 + 4z_1^3 + 3z_1^2 + 2z_1 + 1}{p_1p_2}dz_1. \tag{10.3}
\]

A basis \( \hat{e}^{(1)}_j \) for \( H^1_{\omega} \) is given by

\[
\left(1, z_1, z_1^2, z_1^3, z_1^4, z_1^5\right). \tag{10.4}
\]

Let us now consider

\[
\varphi_L = \frac{dz_1}{z_1^i}, \quad \varphi_R = dz_1. \tag{10.5}
\]

\( \varphi_L \) has a double pole at \( z_1 = 0 \), \( \varphi_R \) has a double pole at \( z_1 = \infty \). We have

\[
\varphi_L = \varphi'_L + \nabla_\omega \left( -\frac{1}{(1-\gamma)z_1} \right), \quad \varphi'_L = \frac{\gamma}{(1-\gamma)} \frac{(6z_1^5 + 5z_1^4 + 4z_1^3 + 3z_1^2 + 2z_1 + 1)}{p_1p_2}dz_1,
\]

\[
\varphi_R = \varphi'_R + \nabla_{-\omega} \left( \frac{z_1}{1-7\gamma} \right), \quad \varphi'_R = -\frac{\gamma}{(1-7\gamma)} \frac{(z_1^5 + 2z_1^4 + 3z_1^3 + 4z_1^2 + 5z_1 + 6)}{p_2}dz_1. \tag{10.6}
\]
\(\phi'_L\) and \(\phi'_R\) have only simple poles. Thus
\[
\langle \phi'_L \mid \phi'_R \rangle = \frac{6\gamma}{(1 - \gamma)(1 - 7\gamma)}.
\] (10.7)

The results from the algorithm presented here and the algorithm of \([18, 22]\) agree. However the algorithm presented here does not require the introduction of an algebraic extension (in this case the root \(r_7 = \exp(2\pi i/7)\)) in intermediate steps of the calculation.

### 10.2 An example with an elliptic curve

Let us now consider two variables \((n = 2)\). Let
\[
p_1 = z_1, \quad p_2 = z_2, \quad p_3 = z_2^2 - 4z_1^3 + 11z_1 - 7.
\] (10.8)

The cubic equation \(4z_1^3 - 11z_1 + 7 = 0\) has the roots \(z_1^{(0)} = 1, z_1^{(\pm)} = -1/2 \pm \sqrt{2}\). We set
\[
u = (p_1p_2p_3)^\gamma.
\] (10.9)

The differential one-form \(\omega\) reads
\[
\omega = \frac{\gamma z_2^2 - 16z_1^3 + 22z_1 - 7}{p_1p_3} dz_1 + \frac{\gamma 3z_2^2 - 4z_1^3 + 11z_1 - 7}{p_2p_3} dz_2.
\] (10.10)

A basis \(\hat{e}_j^{(2)}\) for \(H_2^2\) is given by
\[
(1, z_1, z_2, z_1 z_2, z_1^2 z_2).
\] (10.11)

Let us now consider
\[
\varphi_L = \frac{1}{p_3} dz_2 \wedge dz_1, \quad \varphi_R = \frac{z_1}{p_3} dz_1 \wedge dz_2.
\] (10.12)

We have
\[
\langle \varphi_L \mid \varphi_R \rangle = \frac{1}{4(1 - 11\gamma)} \gamma.
\] (10.13)

With the algorithm presented here, the intersection number is computed without introducing any algebraic extensions. We have verified the result with the algorithm of ref. \([18, 22]\), which introduces in intermediate stages algebraic extensions. In addition, it is advantageous to use for the algorithm of ref. \([18, 22]\) the order \((z_2, z_1)\) instead of \((z_1, z_2)\). With the order \((z_2, z_1)\) the algorithm of ref. \([18, 22]\) requires only the roots \(z_1^{(\pm)}\), with the order \((z_1, z_2)\) one would need cubic roots.

With the algorithm presented here, the intersection number can be computed in any order. Of course, the order may influence the performance. The dimensions of the “inner” cohomology
groups $H_0^{(4)}$ depends on the chosen order. As a general rule, it is advantageous to choose an order such that the dimensions of the “inner” cohomology groups are minimised. In this sense the order $(z_2, z_1)$ is preferred over the order $(z_1, z_2)$, since

$$
\text{Basis } e_j^{(z_2)} \text{ of } H_0^{(z_2)} : (1, z_2), \quad \text{basis } e_j^{(z_1)} \text{ of } H_0^{(z_1)} : (1, z_1, z_1^2).
$$

(10.14)

Here we used the notation that $H_0^{(z_1/z_2)}$ denotes $H_0^{(1)}$ with the order $(z_1, z_2)$ or $(z_2, z_1)$, respectively. Analogously, we denote the corresponding connection matrices $\Omega^{(2)}$ by $\Omega^{(z_1/z_2)}$ for the order $(z_1, z_2)$ and by $\Omega^{(z_2/z_1)}$ for the order $(z_2, z_1)$.

For the order $(z_1, z_2)$ we have that $\Omega^{(z_1/z_2)}$ is a $3 \times 3$-matrix. The determinant is given by

$$
\det \left( \Omega^{(z_1/z_2)} \right) = \frac{(2 + 11\gamma)(4 + 11\gamma)(6 + 11\gamma)z_2^6 - 231\gamma(33\gamma^2 + 24\gamma + 4)z_2^4 + 2\gamma^2(3949\gamma + 1315)z_2^2 + 56\gamma^3}{z_2^4(z_2^2 - 7)(27z_2^4 - 378z_2^2 - 8)}.
$$

(10.15)

For the order $(z_2, z_1)$ we have that $\Omega^{(z_2/z_1)}$ is a $2 \times 2$-matrix. The determinant is given by

$$
\det \left( \Omega^{(z_2/z_1)} \right) = \frac{[4(3 + 11\gamma)z_1^3 - 11(1 + 5\gamma)z_1 + 14\gamma][4(6 + 11\gamma)z_1^3 - 11(2 + 5\gamma)z_1 + 14\gamma]}{4z_1^2(z_1 - 1)^2(4z_1^2 + 4z_1 - 7)^2}.
$$

(10.16)

In both cases, the numerator of the determinant is a degree six polynomial in the remaining integration variable. In both cases the determinant has six critical points (defined by the vanishing of the determinant). This is consistent with

$$
\dim H_0^{(2)} = 6.
$$

(10.17)

On the other hand, the number of distinct singular points of the determinant (defined by the vanishing of the denominator of the determinant) is given by (not counting multiplicities)

$$
|S_{(z_1, z_2)}| = 7, \quad |S_{(z_2, z_1)}| = 4,
$$

(10.18)

and has no particular meaning.

Let us give some details on the calculation of the intersection number in eq. (10.13). We choose the order $(z_2, z_1)$, i.e. we integrate out $z_1$ first. As already noted above, a basis for $H_0^{(z_2)}$ is given by

$$
e_2^{(z_2)} = 1, \quad e_2^{(z_2)} = z_2.
$$

(10.19)

We set $\hat{h}_1^{(z_2)} = 1, \hat{h}_2^{(z_2)} = z_2$, compute the $2 \times 2$-intersection matrix and construct the dual basis according to eq. (3.10). The dual basis of $(H_0^{(z_2)})^*$ is then

$$
d_1^{(z_2)} = \frac{(1 - 3\gamma)(1 + 3\gamma)}{2\gamma(4z_1^3 - 11z_1 + 7)}, \quad d_2^{(z_2)} = \frac{3(2 - 3\gamma)(2 + 3\gamma)}{2\gamma(4z_1^3 - 11z_1 + 7)}z_2.
$$

(10.20)
In this example, $\Omega^{(z_2,z_1)}$ is a diagonal matrix given by

$$\Omega^{(z_2,z_1)} = \begin{pmatrix} \frac{12z_2^2 - 11}{2(4z_1^2 - 11z_1 + 7)} + \frac{44z_1^2 - 55z_1 + 14}{2z_1(4z_1^2 - 11z_1 + 7)} & 0 \\ 0 & \frac{12z_2^2 - 11}{(4z_1^2 - 11z_1 + 7)} + \frac{44z_1^2 - 55z_1 + 14}{2z_1(4z_1^2 - 11z_1 + 7)} \end{pmatrix}$$

(10.21)

We expand $\varphi_L$ in the basis of $H_\omega^{(z_2)}$

$$\varphi_L = \left( \hat{\varphi}_{L,1}^{(z_2,z_1)} dz_1 \right) \wedge \left( e_1^{(z_2)} dz_2 \right), \quad \hat{\varphi}_{L,1}^{(z_2,z_1)} = \frac{1 + 3\gamma}{2\gamma(4z_1^2 - 11z_1 + 7)}.$$

(10.22)

The coefficient $\hat{\varphi}_{L,1}^{(z_2,z_1)}$ has already only simple poles in $z_1$, so no additional reduction to simple poles is required. We expand $\varphi_R$ in the basis of $(H_\omega^{(z_2)})^*$

$$\varphi_R = \left( d_1^{(z_2)} dz_2 \right) \wedge \left( \hat{\varphi}_{R,1}^{(z_2,z_1)} dz_1 \right), \quad \hat{\varphi}_{R,1}^{(z_2,z_1)} = -\frac{z_1}{(1 + 3\gamma)}.$$

(10.23)

The coefficient $\hat{\varphi}_{R,1}^{(z_2,z_1)}$ has a triple pole at infinity. The reduction to simple poles gives

$$\varphi'_R = \left( d_1^{(z_2)} dz_2 \right) \wedge \left( \hat{\varphi}_{R,1}^{(z_2,z_1)} dz_1 \right), \quad \hat{\varphi}_{R,1}^{(z_2,z_1)} = \frac{z_1(21 - 22z_1)}{(1 - 11\gamma)(4z_1^2 - 11z_1 + 7)}.$$

(10.24)

The intersection number is then obtained as

$$\langle \varphi_L | \varphi_R \rangle = \left( \hat{\varphi}_{L,1}^{(z_2,z_1)} dz_1 \right) \wedge \left( \hat{\varphi}_{R,1}^{(z_2,z_1)} dz_1 \right) = \frac{1}{4(1 - 11\gamma)}.$$

(10.25)

### 10.3 Third example

As a third example, we discuss an example already discussed in [10]. We set

$$p_1 = z_1, \quad p_2 = z_2, \quad p_3 = z_1^2 z_2 + z_1 z_2^2 + z_1 + a_4 z_1 z_2 + a_5 z_2,$$

(10.26)

where $a_4$ and $a_5$ are two parameters. $p_3$ is again a genus 1 curve. We set

$$u = p_1^{\frac{1}{4} + \epsilon} p_2^{\frac{1}{4} + \epsilon} p_3^{\frac{1}{2}}.$$

(10.27)

In this case we have $\dim H_\omega^2 = 4$ and a basis $e_j^{(2)}$ for $H_\omega^2$ is given by

$$\left( \frac{1}{z_1 z_2}, \frac{1}{z_1 z_2} \frac{\partial \ln u}{\partial a_5}, \frac{1}{z_1 z_2} \frac{\partial \ln u}{\partial a_4}, \frac{1}{z_1 z_2 u} \frac{\partial^2 u}{\partial a_5^2} \right).$$

(10.28)

Let us now consider

$$\varphi_L = \frac{1}{z_1 z_2} dz_2 \wedge dz_1, \quad \varphi_R = \frac{1}{z_1 z_2} dz_1 \wedge dz_2.$$

(10.29)

We have

$$\langle \varphi_L | \varphi_R \rangle = \frac{32}{1 - 16\epsilon^2},$$

(10.30)

in agreement with ref. [10].
11 Applications

In this section we discuss applications towards Feynman integrals. We show how information on the system of differential equations for a family of Feynman integrals may be obtained from intersection numbers. The formalism has already been discussed in [20–22]. We may either use the Baikov representation [39, 40] or the Lee-Pomeransky [38] representation of Feynman integrals. For concreteness, we focus here on the Baikov representation. As a pedagogical example we choose the massive sunrise integral. On the one hand, this example shows that the method works in the multivariate case for higher degree polynomials beyond multiple polylogarithms. On the other hand with our algorithm at hand we are able to clarify a subtlety in the equal mass case first noticed in [21]. We will start by discussing the unequal mass case. Specialising in section 11.3 to the equal mass allows us to demonstrate that assumption (5) in section 2 is required. We note that the massive sunrise integral in the Lee-Pomeransky representation has been considered in [23].

In section 11.4 we consider Feynman integral reduction. We discuss a non-planar two-loop example relevant to Higgs decay.

11.1 The Baikov representation

Our starting point is a $l$-loop $n$-point Feynman integral

$$I_{\nu_1...\nu_n} = e^{\gamma_E (\mu^2)^{\frac{-ip}{2}}} \int \prod_{r=1}^{l} \frac{d^D k_r}{i\pi^\frac{D}{2}} \prod_{s=1}^{n} \left( \frac{1}{-q_s^2 + m_s^2} \right)^{\nu_s}, \quad \nu = \sum_{s=1}^{n} \nu_s, \quad \nu_s \in \mathbb{Z}. \quad (11.1)$$

$\gamma_E$ is Euler’s constant. Let $p_1, p_2, ..., p_r$ denote the external momenta and denote by

$$e = \dim \langle p_1, p_2, ..., p_r \rangle \quad (11.2)$$

the dimension of the span of the external momenta. For generic external momenta and $D \geq r - 1$ we have $e = r - 1$. We set

$$n = \frac{1}{2} l (l + 1) + el. \quad (11.3)$$

$n$ gives the number of linear independent scalar products involving the loop momenta. We denote these scalar products by

$$\sigma = (\sigma_1, ..., \sigma_n) = (-k_1 \cdot k_1, -k_1 \cdot k_2, ..., -k_{l-1} \cdot k_l, -k_1 \cdot p_1, ..., -k_l \cdot p_e). \quad (11.4)$$

We define a $n \times n$-matrix $C$ and a $n$-vector $f$ by

$$-q_s^2 + m_s^2 = C_{st} \sigma_t + f_s. \quad (11.5)$$

In order to arrive at the Baikov representation [39,41–43] we change the integration variables to the Baikov variables $z_s$:

$$z_s = -q_s^2 + m_s^2. \quad (11.6)$$
We have
\[
\sigma_t = (C^{-1})_{ts} (zs - fs).
\] (11.7)

The Baikov representation of \(I\) is given by
\[
I_{\nu_1...\nu_n} = e^{\epsilon \ln \mu^2} \left( \frac{1}{2^\frac{1}{2}(n-1)} \right) \frac{\prod_{r=1}^{l} \Gamma \left( \frac{D-e+1-r}{2} \right)}{\det C}
\]
\[
\times \int_C d^n z G(k_1, k_l, p_1, ..., p_e) \left( \prod_{s=1}^{n} z_s^{-\nu_s} \right),
\] (11.8)

where the Gram determinants are defined by
\[
G(q_1, ..., q_n) = \det (-q_i \cdot q_j).
\] (11.9)

\(G(k_1, ..., k_l, p_1, ..., p_e)\) expressed in the variables \(z_s\)'s through eq. (11.7) is called the Baikov polynomial:
\[
B(z_1, ..., z_n) = G(k_1, ..., k_l, p_1, ..., p_e).
\] (11.10)

The domain of integration \(C\) is given by \([20, 44]\)
\[
C = C_1 \cap C_2 \cap \cdots \cap C_l
\] (11.11)

with
\[
C_j = \left\{ \frac{G(k_j, k_{j+1}, ..., k_l, p_1, ..., p_e)}{G(k_{j+1}, ..., k_l, p_1, ..., p_e)} > 0 \right\}.
\] (11.12)

### 11.2 The unequal mass sunrise integral

Let us now specialise to
\[
\begin{align*}
    z_1 &= -k_2^2, \\
    z_2 &= -(k_1 - p)^2, \\
    z_3 &= -k_1^2 + m_1^2, \\
    z_4 &= -(k_1 - k_2)^2 + m_2^2, \\
    z_5 &= -(k_2 - p)^2 + m_3^2.
\end{align*}
\] (11.13)

This defines the Baikov variables for the sunrise integral. The corresponding Feynman graph is shown in fig. [2]. We have two loops \((l = 2)\), two external momenta \((r = 2\) and \(e = 1)\). For the dimension of space-time we set \(D = 2 - 2\epsilon\). We are here only interested in the case where \(\nu_1 = \nu_2 = 0\). To shorten the notation, we set
\[
S_{v_3v_4v_5} = I_{00v_3v_4v_5}.
\] (11.14)
Figure 2: The Feynman graph corresponding to the two-loop sunrise integral. $p$ denotes the external momentum, $m_1, m_2$ and $m_3$ the internal masses.

It is well-known that in the unequal mass case there are seven master integrals, which may be taken as

$$\vec{I} = (S_{011}, S_{101}, S_{110}, S_{111}, S_{211}, S_{121}, S_{112})^T. \quad (11.15)$$

We set $\mu = m_3$ and introduce the dimensionless ratios (the notation follows [45])

$$x = \frac{p^2}{m_3^2}, \quad y_1 = \frac{m_1^2}{m_3^2}, \quad y_2 = \frac{m_2^2}{m_3^2}. \quad (11.16)$$

The derivatives of the master integrals with respect to any of the external variables $(x, y_1, y_2)$ can be expressed again as a linear combination of the master integrals, for example

$$\frac{\partial}{\partial x} \vec{I} = A_x \vec{I}, \quad (11.17)$$

where $A_x$ is a $7 \times 7$-matrix. We are interested in determining the matrix $A_x$. Traditionally, this is done with the help of integration-by-parts identities. The use of intersection numbers provides an alternative. From eq. (11.18) we have

$$S_{y_1y_4y_5} = \frac{(-x)^e}{4\pi^2 \Gamma(-2e)} \int_C d^5z B^{-e} \frac{1}{z_3^{y_1}z_4^{y_4}z_5^{y_5}} B, \quad (11.18)$$

with $B$ being the Baikov polynomial.

11.2.1 The maximal cut

In order to determine

$$(A_x)_{ij}, \quad 4 \leq i, j \leq 7 \quad (11.19)$$

it is sufficient to consider the maximal cut. For the maximal cut we take the three-fold residue $z_3 = z_4 = z_5 = 0$. We set

$$p_1(z_1, z_2) = B(z_1, z_2, 0, 0, 0), \quad u(z_1, z_2) = p_1^{-e}, \quad \omega = d \ln u. \quad (11.20)$$
We further set
\[ \omega_x = \frac{\partial \ln u}{\partial x}, \quad \omega_{y_1} = \frac{\partial \ln u}{\partial y_1}, \quad \omega_{y_2} = \frac{\partial \ln u}{\partial y_2}. \]  
(11.21)

We have four critical points, consistent with four master integrals on the maximal cut \((S_{111}, S_{211}, S_{121}, S_{112})\). We set
\[ \hat{e}_{111}^{(2)} = \frac{1}{B} \bigg|_{z_3=z_4=z_5=0} = \frac{1}{p_1}, \]
\[ \hat{e}_{211}^{(2)} = \left( B^e \frac{\partial}{\partial z_3} B^{-e-1} \right) \bigg|_{z_3=z_4=z_5=0} = - (1 + \epsilon) \left( \frac{1}{B} \frac{\partial B}{\partial z_3} \right) \bigg|_{z_3=z_4=z_5=0}, \]
\[ \hat{e}_{121}^{(2)} = \left( B^e \frac{\partial}{\partial z_4} B^{-e-1} \right) \bigg|_{z_3=z_4=z_5=0} = - (1 + \epsilon) \left( \frac{1}{B} \frac{\partial B}{\partial z_4} \right) \bigg|_{z_3=z_4=z_5=0}, \]
\[ \hat{e}_{112}^{(2)} = \left( B^e \frac{\partial}{\partial z_5} B^{-e-1} \right) \bigg|_{z_3=z_4=z_5=0} = - (1 + \epsilon) \left( \frac{1}{B} \frac{\partial B}{\partial z_5} \right) \bigg|_{z_3=z_4=z_5=0}. \]  
(11.22)

We denote by \(d_{111}^{(2)}, d_{211}^{(2)}, d_{121}^{(2)}, d_{112}^{(2)}\) the dual basis. In order to determine \((A_x)_{4 \cdot j}\) we have to consider \(dS_{111}/dx\). This corresponds to
\[ \hat{\varphi}_L = \frac{\partial}{\partial x} \hat{e}_{111}^{(2)} + \omega_x \hat{e}_{111}^{(2)} + \frac{\epsilon}{x} \hat{e}_{111}^{(2)}, \]  
(11.23)

where the last term originates from the prefactor \((-x)^\epsilon\) in eq. \((11.18)\). The entries \((A_x)_{4 \cdot j}\) with \(4 \leq j \leq 7\) are then given by
\[ (A_x)_{4 \cdot 4} = \langle \varphi_L | d_{111}^{(2)} \rangle, \quad (A_x)_{4 \cdot 5} = \langle \varphi_L | d_{211}^{(2)} \rangle, \quad (A_x)_{4 \cdot 6} = \langle \varphi_L | d_{121}^{(2)} \rangle, \quad (A_x)_{4 \cdot 7} = \langle \varphi_L | d_{112}^{(2)} \rangle, \]
and similar for \((A_x)_{i \cdot j}\), \((A_y)_{i \cdot j}\) and \((A_y)_{i \cdot j}\) for \(4 \leq i, j \leq 7\). Computing the intersection numbers we find agreement with the known results \([46]\).

The polynomial \(p_1\) is a degree 3 polynomial in two variables \((z_1, z_2)\). The calculation performed here gives an example, where intersection numbers can be applied to Feynman integrals in the multivariate case and with higher degree polynomials.

### 11.3 The equal mass sunrise integral

Let us consider the equal mass sunrise integral
\[ m_1 = m_2 = m_3 = m \neq 0 \]  
(11.24)
and let us focus as before on the maximal cut. We obtain the correct differential equation on the maximal cut from our results in the unequal mass case by setting \(m_1 = m_2 = m_3\) in the end. However, this seems like an overkill. The equal mass sunrise integral is a simpler Feynman...
integral with fewer external variables, and we are interested in methods which keep the number of variables to a minimum.

Let us investigate, what happens if we set the masses equal right from the start. It is well-known that there are three master integrals in the equal mass case. Due to the additional symmetry related to the masses being equal, the integrands of $S_{011}$, $S_{101}$ and $S_{110}$ integrate to the same functions, as do the integrands of $S_{211}$, $S_{121}$ and $S_{112}$. Within the framework of twisted cocycles we deal with integrands and the symmetry is not seen. Phrased differently, the differential forms are not invariant under permutation of the Baikov variables $(z_3,z_4,z_5)$. Thus the dimension of the bases will be as in the unequal mass case.

Let us now investigate the maximal cut $z_3 = z_4 = z_5 = 0$. On the maximal cut the Baikov polynomial is given by

$$p_1 = \frac{1}{4} \left[ (1-x)^2 - z_1 z_2 (z_1 + z_2 + x + 3) \right].$$

As before we set $u = p_1^{-\epsilon}$. There are four critical points, consistent with our expectation that $\dim H_\omega^{(2)} = 4$. The critical points are

$$z^{(1)} = \left( z_1^{(1)}, z_2^{(1)} \right) = (0,0),$$
$$z^{(2)} = \left( z_1^{(2)}, z_2^{(2)} \right) = (0, -x - 3),$$
$$z^{(3)} = \left( z_1^{(3)}, z_2^{(3)} \right) = (-x - 3, 0),$$
$$z^{(4)} = \left( z_1^{(4)}, z_2^{(4)} \right) = \left( -\frac{x}{3} - 1, -\frac{x}{3} - 1 \right).$$

Thus we expect that the equal mass limit of eq. (11.22)

$$\left( \hat{e}_{111}^{(2)}, \hat{e}_{211}^{(2)}, \hat{e}_{121}^{(2)}, \hat{e}_{112}^{(2)} \right)$$

provides a basis $\hat{e}_j^{(2)}$ for $H_\omega^{(2)}$. Let us now naively (i.e. without checking that all assumptions are satisfied) apply our algorithm (or the algorithm of [18, 22]) to compute the intersection matrix. We expect the intersection matrix to have rank 4, but we find that the intersection matrix has (erroneously) rank 3. This problem was already noted in [21]. However in this publication master integrals (i.e. pairings between twisted cocycles and cycles) were considered, not twisted cocycles. After integration we should have two master integrals on the maximal cut and the additional symmetry due to equal masses brings the number of independent Feynman integrals on the maximal cut down to two independent master integrals.

But let us focus on the twisted cocycles. A rank 3 intersection matrix is not correct. It is instructive to investigate what goes wrong. We may compare step-by-step the equal mass calculation with the unequal mass calculation, setting in the latter calculation the masses equal for each comparison. The problem arises as follows: The algorithm presented here and the algorithm of [18, 22] both use a recursive approach. Let’s say we first integrate out $z_1$ and then
Figure 3: Left: The integration contour in the unequal mass case with two singular points (dots) and one critical point (cross). Middle: The integration contour in the equal mass case with one singular point. Right: The one singular point can be considered as the limit where two singular points and one critical point coincide.

The matrices $\Omega^{(1)}$ and $\Omega^{(2)}$ are for the case at hand both $1 \times 1$-matrices. We have

$$
\det \Omega^{(1)} = -\frac{\epsilon z_2 (2z_1 + x + 3 + z_2)}{z_2 z_1^2 + z_2 (x + 3 + z_2) z_1 - (1 - x)^2},
$$

$$
\det \Omega^{(2)} = \frac{(1 - 3\epsilon) z_2^3 + (1 - 4\epsilon) (x + 3) z_2^2 - \epsilon (x + 3)^2 z_2 - 2 (1 - x)^2}{z_2 (z_2 + 4) \left[ z_2^2 + 2 (x + 1) z_2 + (1 - x)^2 \right]}.
$$

In the equal mass case $\det \Omega^{(2)}$ has 3 critical points (defined as the points $z_2 \in \mathbb{C}$ where $\det \Omega^{(2)}$ vanishes) and 4 singular points (defined as the points $z_2 \in \mathbb{C}$ where $\det \Omega^{(2)}$ is singular). In the unequal mass case $\det \Omega^{(2)}$ has 4 critical points and 5 singular points. In the equal mass limit two singular points and one critical point coincide, cancelling a common factor in the numerator and in the denominator in $\det \Omega^{(2)}$ and leaving as a net result one singular point. The integration contour separates singular points and critical points. The situation is shown in fig. 3. Let’s assume we compute the sum of the residues of the critical points. From fig. 3 it is clear that we miss in the equal mass case the contribution from the “cancelled” critical point. This would be o.k., if the contribution from this residue would be zero. Looking at eq. (6.16), the two singular points provide two powers in the numerator, however $\phi_L$ and $\phi_r$ each are allowed to have a simple pole, cancelling the two powers in the numerator and leaving a non-zero residue.

Let us also discuss what happens if we perform a sum of the residues of the singular points along the lines of refs. [18][22]. In the first step we integrate out $z_1$ and sum over the residues in $z_1$ located at the two singular points defined by the vanishing of the denominator of $\det \Omega^{(1)}$. We do this for generic $z_2$. For the specific value $z_2 = 0$ we see that $\Omega^{(1)}$ vanishes and the equation (2.19) will have no solution. At $z_2 = 0$ we have a singular fibre. In the second step we integrate out $z_2$ and sum over the residues in $z_2$ located at the four singular points defined by the vanishing of the
Figure 4: A non-planar Feynman diagram contributing to the mixed $O(\alpha\alpha_s)$-corrections to the decay $H \to b\bar{b}$ through a $Ht\bar{t}$-coupling. The Higgs boson is denoted by a dashed line, a top quark by a green line, a bottom quark with a black line and a gluon by a curly line. Particles with mass $m_W$ are drawn with a wavy line.

denominator of $\det \Omega^{(2)}$. One of the singular points is $z_2 = 0$, which a posteriori invalidates the inner integration.

Let us return to the analysis based on critical points. We see that the assumption (5) in section 2 is violated: $\det \Omega^{(2)}$ has in the equal mass case only three critical points, but should have four. This will happen for the integration order $(z_1, z_2)$ as for the integration order $(z_2, z_1)$. We see that assumption (5) in section 2 is a necessary condition. This is also clear from ref. [38]: The number of critical points corresponds to the number of independent integration cycles and by duality to the number of independent cocycles. Having identified the problem, it is easy to find a fix: An inspection of eq. (11.26) shows, that for the integration order $(z_1, z_2)$ (or the integration order $(z_2, z_1)$) two of the four original critical points in $(z_1, z_2)$-space are in the same fibre. A coordinate transformation

$$
\left( \begin{array}{c}
  z_1 \\
  z_2
\end{array} \right) = \left( \begin{array}{cc}
  c & s \\
  -s & c
\end{array} \right) \left( \begin{array}{c}
  z'_1 \\
  z'_2
\end{array} \right)
$$

(11.29)

with constants $c$ and $s$ will put them into different fibres. It is not necessary to assume $c^2 + s^2 = 1$, we may find a suitable $c$ and $s$ as an integer or rational number. For the case at hand $c = 1$ and $s = 2$ will do the job. In this way we don’t introduce any new variables. We have verified that after a coordinate transformation (i) $\det \Omega^{(2)'}$ has four critical points, (ii) the intersection matrix has rank 4 and (iii) the entries of $(A_x)_{ij}$, for $4 \leq i, j \leq 7$ are computed correctly also in the case where the masses are set equal from the start.

### 11.4 Feynman integral reduction

Intersection numbers are also useful for Feynman integral reductions. We present here an example, where the use of intersection numbers leads (almost) to a back-of-an-envelope calculation. Figure 4 shows a non-planar Feynman diagram contributing to the mixed $O(\alpha\alpha_s)$-corrections to the decay $H \to b\bar{b}$ through a $Ht\bar{t}$-coupling. The notation follows [47]. With two independent external momenta and two independent loop momenta we have seven Baikov variables, which
we may take as
\[
\begin{align*}
    z_1 &= -k_1^2 + m_t^2, \\
    z_2 &= -(k_1 - p_1 - p_2)^2 + m_t^2, \\
    z_3 &= -(k_1 + k_2)^2, \\
    z_4 &= -(k_1 + k_2 - p_1)^2, \\
    z_5 &= -k_2^2 + m_W^2, \\
    z_6 &= -(k_2 + p_2)^2 + m_t^2, \\
    z_7 &= -(k_1 - p_1)^2 + m_t^2.
\end{align*}
\]

(11.30)

\(z_7\) is an auxiliary propagator. The top sector of the family of Feynman integrals \(I_{111111}(-1)\) has one master integral, which we may take as
\[
I_{1111110}.
\]

(11.31)

Suppose we are interested in the decomposition of \(I_{111111}(-1)\) in terms of master integrals:
\[
I_{111111}(-1) = c I_{1111110} + ..., 
\]

(11.32)

where the dots stand for terms proportional to master integrals in lower sectors. The coefficient \(c\) is computed with the help of intersection numbers as follows: For the top sector we may work on the maximal cut \(z_1 = z_2 = z_3 = z_4 = z_5 = z_6 = 0\). We set
\[
p_1 = B (0, 0, 0, 0, 0, z_7) = \frac{1}{16} (z_7 - p^2)^2 \left( z_7 + m_W^2 - m_t^2 \right)^2 
\]

(11.33)

and
\[
u = p_1^{-\frac{1}{2} - \epsilon}, \quad \omega = d \ln u.
\]

(11.34)

As basis of \(H^1_{\omega}\) we take
\[
\hat{e}^{(1)}_{1111110} = 1.
\]

(11.35)

The dual basis is then
\[
\hat{d}^{(1)}_{1111110} = \frac{2 \left( 1 + 4\epsilon \right) \left( 3 + 4\epsilon \right)}{(1 + 2\epsilon) \left( p^2 + m_W^2 - m_t^2 \right)^2},
\]

(11.36)

where \(p = p_1 + p_2\) denotes the momentum of the Higgs boson. The integrand of \(I_{111111}(-1)\) on the maximal cut is
\[
\hat{e}^{(1)}_{111111(-1)} = z_7.
\]

(11.37)

The sought-after coefficient \(c\) is then given by
\[
c = \left\langle \hat{e}^{(1)}_{111111(-1)} \right| \hat{d}^{(1)}_{1111110} \right\rangle = \frac{1}{2} \left( p^2 + m_t^2 - m_W^2 \right),
\]

(11.38)

which agrees with the results from ref. [47].

32
12 Conclusions

In this article I presented an algorithm for the computation of intersection numbers of twisted cocycles, which avoids in intermediate steps algebraic extensions like square roots. This is an improvement above the current state-of-the-art. The algorithm may prove useful in applications towards Feynman integral reductions and the computation of differential equations for Feynman integrals.
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A The Laurent expansions around singular points

In this appendix we review the algorithm of [18, 22]. The algorithm computes the intersection number

$$\langle \psi_L | \psi_R \rangle = \frac{1}{(2\pi i)^n} \int \omega_0 (\psi_L) \wedge \psi_R, \quad \langle \psi_L \rangle \in H_\omega^{(n)}, \quad |\psi_R\rangle \in \left( H_\omega^{(n)} \right)^* \quad (A.1)$$

as follows: For $n = 0$ we have $v_0 = 1$ and

$$\langle e_1^{(0)} | = 1, \quad d_1^{(0)} \rangle = 1, \quad \langle e_1^{(0)} | d_1^{(0)} \rangle = 1. \quad (A.2)$$

Hence, the twisted intersection number of the 0-forms $\psi_L = \hat{\psi}_L$ and $\psi_R = \hat{\psi}_R$ is given by

$$\langle \psi_L | \psi_R \rangle = \hat{\psi}_L \hat{\psi}_R. \quad (A.3)$$

For $n > 0$ one expands the twisted cohomology class $\langle \psi_L \rangle \in H_\omega^{(n)}$ in the basis of $H_\omega^{(n-1)}$:

$$\langle \psi_L \rangle = \sum_{j=1}^{v_{n-1}} \langle \psi^{(n)}_{L,j} \rangle \wedge \langle e_j^{(n-1)} \rangle. \quad (A.4)$$

By recursion we may assume that all intersection numbers involving the variables $z_1, \ldots, z_{n-1}$ are already known, therefore it remains to compute the intersection in the variable $z_n$. One has

$$\langle \psi_L | \psi_R \rangle = \sum_{z_0 \in S_n} \sum_{j=1}^{v_{n-1}} \sum_{z_n = z_0} \text{res}_{z_n} \left( \hat{\psi}^{(n)}_{L,j} \langle e_j^{(n-1)} | \psi_R \rangle \right) \quad (A.5)$$
where $\hat{\psi}_{L,j}^{(n)}$ is determined by
\[ \partial_{z_n} \hat{\psi}_{L,j}^{(n)} + \hat{\psi}_{L,j}^{(n)} \Omega_{ij}^{(n)} = \hat{\phi}_{L,j}^{(n)}, \] (A.6)
and $\Omega^{(n)}$ is given by eq. (4.5). $S_n$ is the set of singular points of $\Omega^{(n)}$ in the variable $z_n$, including possibly $\infty$. The function $\hat{\psi}_{L,j}^{(n)}$ need only be computed locally as a Laurent expansion around each singular point. It is at this stage, where algebraic roots enter: The singular points $z_0 \in S_n$ are given by the roots of the polynomials appearing in the denominators of the entries of the matrix $\Omega^{(n)}$.

An alternative formulation of the algorithm of [18, 22] exchanges the roles of $\phi_L$ and $\phi_R$ and computes the intersection number by starting from
\[ \langle \phi_L | \phi_R \rangle = \frac{1}{(2\pi i)^n} \int \phi_L \wedge \omega (\phi_R), \quad \langle \phi_L | \in H_0^{(n)} \omega, | \phi_R \rangle \in \left( H_0^{(n)} \omega \right)^* . \] (A.7)
One expands $|\phi_R\rangle \in (H_0^{(n)})^*$ in a basis of $(H_0^{(n-1)})^*$:
\[ |\phi_R\rangle = \sum_{j=1}^{v_{n-1}} \langle \phi_{R,j}^{(n)} \rangle \wedge d_j^{(n-1)} \] (A.8)
We now have
\[ \langle \phi_L | \phi_R \rangle = - \sum_{z_0 \in S_n} \sum_{j=1}^{v_{n-1}} \text{Res} \left( \langle \phi_L | \hat{\psi}_{R,j}^{(n)} \rangle \right) \] (A.9)
where $\hat{\psi}_{R,j}^{(n)}$ is determined by
\[ \partial_{z_n} \hat{\psi}_{R,j}^{(n)} - \Omega_{jk}^{(n)} \hat{\psi}_{R,k}^{(n)} = \hat{\phi}_{R,j}^{(n)}, \] (A.10)
and $\Omega^{(n)}$ is given by eq. (4.12) (or equivalently by eq. (4.5)).
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