COMPARISON OF DIFFERENT MUSIC RECOMMENDATION SYSTEM ALGORITHMS
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Abstract— Recommendation systems have become very popular and an essential part of consumer-based systems such as shopping, music, movies, etc. New algorithms are being developed to improve performance and understand the needs of the consumers better. This paper reviews some of the most used machine learning and deep learning models for music recommendation systems and explains why deep learning algorithms are so efficient.
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I. INTRODUCTION

A recommendation system is based on two filtering methods:

Content Filtering — creates a profile for each user or item to characterize its nature. (Seo, 2018)

Collaborative Filtering — analyses relationships between users and inter-dependencies among items to identify new user-item pairs. Generally, more accurate than content filtering however, it suffers from a cold start problem. (Seo, 2018)

Cold start problem: If a new user exists and does not have any inter-dependencies among existing values, we are not able to recommend anything. (Seo, 2018)

Collaborative filtering has two methods:

Neighborhood Method — computing the relationships between items or between users. Example: K-Nearest Neighbors (KNN). (Seo, 2018)

Matrix Factorization Method — each row in the matrix represents each user, while each column represents a different item. Characteristic features of the matrix:
  1) Matrix is sparse because not every user likes or uses every item. (Seo, 2018)
  2) can incorporate implicit feedback, information that is not directly given but can be derived by analyzing user behavior.

(Seo, 2018)

Example: Singular Value Decomposition (SVD), Probabilistic latent semantic analysis (PLSA). (Seo, 2018)

There are two types of data on which we can gather information about the likes and dislikes of users:

- Explicit Data: data where we have some sort of rating. Here we know how much a user likes or dislikes an item. (Victor, 2017)
- Implicit Data: data we gather from the user’s behavior, with no ratings or specific actions needed like how many times a user played a song, or watched a movie, etc. (Victor, 2017)

Since users might not spend the time to rate items or your app might not work well with a rating approach in the first place most systems usually go for implicit data but the downside for this data is that it is noisier and not always apparent what it means (Victor, 2017). In our review, we are going to use implicit data from the lastfm dataset to compare the algorithms.

II. LITERATURE REVIEW

A. Singular value decomposition

SVD is a dimensionality reduction technique that reduces the features in a dataset. In the context of the recommender system, SVD is used as a collaborative filtering technique. Working of SVD in terms of a recommendation system is as follows:

- It uses a user-item-rating matrix where rows represent users, columns represent the items, and the users give a rating to the items which are used for predicting recommendations (Kumar, 2020).
- Perform factorization of the user-item-rating matrix to get the factors (Kumar, 2020).
- Assuming N - number of users, M - number of items, R - latent features, matrix A - N x R, matrix B - N x R (Kumar, 2020).
S - R*R, which describes the strength of each latent factor and V - R*M, which indicates the similarity between items and latent factors (Kumar, 2020). Assuming that each item is represented by a vector (Xi) and each user is represented by a vector (Yu). The expected rating by a user on an item is represented as (Ui) (Kumar, 2020).

The (Xi) and (Yu) can be obtained in a manner that the square error difference between their dot product and the expected rating in the user-item matrix is minimum (Kumar, 2020).

To reduce the error between the value predicted by the model and the actual value, the algorithm uses a bias term (Kumar, 2020).

Bayesian Personalized Ranking

Bayesian personalized ranking (BPR) uses the likelihood function and the prior probability to perform analysis (Narapareddy, 2019). Working of BPR in terms of the recommendation system is as follows:

- BPR looks at the user, one item the user interacted with, and one item the user did not (the unknown item). This gives us a triplet (u, i, j) of a user (u), one known item (i), and one unknown item (j) (Narapareddy, 2019).
- It then finds a personalized ranking for a user for all items (i) in the set (Narapareddy, 2019).
- It then tries to maximize the probability of it being true.
- It then performs the final optimization.
- BPR is implemented using matrix factorization which means taking a matrix A of size (all users x all items) and factoring it into a matrix B of size (all users x latent features) and another matrix C of size (latent features x all items) (Narapareddy, 2019).
- After performing BPR we want the approximation where A is approximate to B*C (Narapareddy, 2019).
- We use an optimization method for example Stochastic Gradient Descent (SGD) to arrive at this approximation.
- By using an optimization method, we continuously updating them with new values to maximize the probability for A = B* V (Narapareddy, 2019).

Advantages:

- It is very efficient and tends to perform well for most datasets.
- The basis is hierarchical, ordered by relevance

Disadvantages:

- Results are not always best for visualization.
- Strongly focuses on the variance in cases where there is no direct relationship between variance & predictive power can discard useful information.
- Since it operates on fixed matrices and hence it may not be amenable to problems that require adaptive algorithms.
- For problems that can be solved by simpler techniques (Fourier transform, QR decomposition, etc.), SVD can be computationally expensive (Leach).

Advantages:

- Takes into consideration the items a user has not interacted with yet (Victor, 2017) (Narapareddy, 2019).
C. Autoencoders

It uses Collaborative filtering for recommendations. It is used to encode a set of input data, usually to achieve dimensionality reduction (Le, Recommendation System Series Part 6: The 6 Variants of Autoencoders for Collaborative Filtering, 2020). It is a feedforward neural network having an input layer, one hidden layer, and an output layer. The output layer has the same number of neurons as the input layer to reconstruct its own inputs (Oppermann, 2018). It uses unsupervised learning i.e.; labeled data is not necessary to learn and only a set of input data instead of input-output pairs. A smaller hidden layer than the input layer creates a compressed representation of the data in the hidden layer by learning correlations in the data (Oppermann, 2018).

![Fig. 3. Encoding and Decoding in Autoencoders](image)

Working of autoencoders in terms of a recommendation system is as follows:

- Consider that there are n users, m items, and a partially filled user-item interaction/rating matrix A with dimension n*m (Oppermann, 2018).
- Each user (u) can be represented by a partially filled vector and each item (i) can be represented by a partially filled vector (Oppermann, 2018).
- Autoencoders directly takes user rating vectors or item rating as input data and obtains the reconstructed rating at the output layer (Oppermann, 2018).
- There are two variants of Autoencoders depending on two types of inputs:
  1. item-based AutoRec (I-AutoRec)
  2. user-based AutoRec (U-AutoRec).
- Both have the same structure.
- I-AutoRec generally performs better than U-AutoRec because the average number of ratings for each item is much more than the average number of ratings given by each user (Le, Recommendation System Series Part 6: The 6 Variants of Autoencoders for Collaborative Filtering, 2020).

Disadvantages:

- It does not have interpretability meaning it is impossible to explain the results (Le, Recommendation System Series Part 6: The 6 Variants of Autoencoders for Collaborative Filtering, 2020) (Bacuet, 2019).
- It is very complex to implement (Le, Recommendation System Series Part 6: The 6 Variants of Autoencoders for Collaborative Filtering, 2020) (Bacuet, 2019).

D. Restricted Boltzmann Machine

The Restricted Boltzmann Machine (RBM) has an input layer (also referred to as the visible layer) and a hidden layer. In RBM the connections among the neurons are restricted. RBM is considered “restricted” because no two nodes in the same layer share a connection i.e., there are no connections among hidden nodes to hidden nodes or visible nodes to visible nodes. In RBM visible and hidden neuron connections form a bipartite graph. The visible nodes in RBM represent the components that can be observed, and the hidden units represent the dependencies involved pairs of items to come up with more personalized rankings for each user (Victor, 2017) (Narapareddy, 2019).
- Handles the problem of overfitting (Victor, 2017) (Narapareddy, 2019).

Disadvantages:

- Logic is based on Naïve Bayes hence it assumes that all users act independently with each other (Victor, 2017) (Narapareddy, 2019).
- The ordering of each pair of items (i, j) for a specific user is independent (Victor, 2017) (Narapareddy, 2019).
It can be trained by using a supervised or unsupervised model depending on the task to be performed.

Three steps are repeated over and over throughout the training process:

- Forward pass: every input is combined with individual weight and one overall bias, and the result is passed to the hidden layer which may or may not activate (Nayak, 2019).
- Backward pass: each activation is combined with individual weight and an overall bias, and the result is passed to the visible layer for reconstruction [9].
- Visible layer: the reconstruction is compared against the original input to determine the quality of the result (Nayak, 2019).

It decides which input features are important and how they should be combined to form patterns i.e., which input feature will be part of what family of neural nets that are all designed to recognize inherent patterns in data (Nayak, 2019).

Working of RBM is as follows:

- Consider a (user-item interaction) matrix A with the dimension n*m, where n is the number of users, and m is the number of items (Le, Recommendation System Series Part 7: The 3 Variants of Boltzmann Machines for Collaborative Filtering, 2020).
- An entry $A_{ij}$ (row i, column j) corresponds to user (i’s) rating for item (j) (Le, Recommendation System Series Part 7: The 3 Variants of Boltzmann Machines for Collaborative Filtering, 2020).
- The rows of A encode each user’s preference over all movies, and the columns of A encode each item’s ratings received by all users (Le, Recommendation System Series Part 7: The 3 Variants of Boltzmann Machines for Collaborative Filtering, 2020).
- The whole user-item interaction matrix is a collection of each user’s ratings and since each user interacts with different items, each will have a unique RBM graph (Le, Recommendation System Series Part 7: The 3 Variants of Boltzmann Machines for Collaborative Filtering, 2020).
- The variable is initialized as a set of edge potentials that are tied across all such RBM graphs (Le, Recommendation System Series Part 7: The 3 Variants of Boltzmann Machines for Collaborative Filtering, 2020).
- In the training phase, RBM characterizes the relationship between the ratings and hidden features using conditional probabilities (Le, Recommendation System Series Part 7: The 3 Variants of Boltzmann Machines for Collaborative Filtering, 2020).
- In the optimization phase, the variable initialized as a set of edge potentials is optimized (Le, Recommendation System Series Part 7: The 3 Variants of Boltzmann Machines for Collaborative Filtering, 2020).

Advantages:

- The learning algorithm is intuitive i.e., with a big enough dataset, this algorithm can effectively learn arbitrary mappings between input and output (Educba.com, 2019) (Pole, 2015).
- It can solve an imbalanced data problem (Educba.com, 2019) (Pole, 2015).
- It can overcome the problem of noisy labels by correcting incorrect label data during reconstruction (Educba.com, 2019) (Pole, 2015).
- The problem of unstructured data is rectified by a feature extractor that transforms the raw data into hidden units (Educba.com, 2019) (Pole, 2015).
- It can find missing values (Educba.com, 2019) (Pole, 2015).

Disadvantages:

- It is difficult to interpret learned features required in recommendation systems when we use RBM (Educba.com, 2019) (Pole, 2015).
- It suffers from inaccuracy
- Training time because training is intractable
- Estimating probability accurately in RBM is difficult (Educba.com, 2019) (Pole, 2015).

E. Deep Neural Network

Deep Neural Network (DNN) is a neural network that consists of layers other than the input layer and the output layer called the hidden layers. It uses sophisticated mathematical modeling to process data in complex ways. Each layer performs specific types of sorting and ordering in a process that some refer to as...
“feature hierarchy”. It represents a specific form of machine learning where technologies using aspects of artificial intelligence seek to classify and order information in ways that go beyond simple input/output protocols (Techopedia, 2018).

![Architecture of Deep Neural Network](image)

**Fig. 5.** Architecture of Deep Neural Network

General working of DNN is as follows:

- The first step is to pre-process the data and convert it into a format that can be fed to the neural network.
- To do this we can use techniques like tokenization, word2vec transformers, etc.
- We split the data into training, test, and validation. The splitting could be in any format i.e., 80-10-10 or 75-15-10, etc. depending on the type of data we are using.
- We create two columns of the data which are the feature and label columns.
- We feed the features and the labels to the neural network to perform training and validation.
- Training data – the model learns from this data.
- Validation data – the model checks its performance on this data.
- We then use previously unseen data i.e., the test data to measure model accuracy and loss.
- We use different hyperparameters to improve the performance of the model based on its performance on the validation data before testing the model.
- Hyperparameters are the parameters that can be manually changed by us to change the model performance.
- It consists of parameters like number of layers, number of neurons in each layer, activation function, optimization function, etc.
- Once we get the desired loss and accuracy from the validation data, we then test the model on testing data to get the test accuracy and loss.

Advantages:

- Robustness to natural variations in data is automatically learned (RF Wireless World, 2018).
- When the amount of data is huge, it performs better as compared to other machine learning models (RF Wireless World, 2018).
- Flexible to be adapted to new problems in the future (RF Wireless World, 2018).
- Gives high-cardinality outcomes (Arya, 2018).

Disadvantages:

- Large amounts of data are required to train deep learning models. Though big companies can gather and work with abundant data, small companies may not be able to do so. Also, data availability for some sectors can be sparse.
- Requires large amounts of processing power (Arya, 2018).
- Retraining of models is required in case we are dealing with different domains (Arya, 2018).
- More time consuming as compared to other techniques.
- Prone to overfitting (MC.AI, 2019).

III. IMPLEMENTATION AND RESULT

We implemented the five algorithms mentioned in the literature review on the lastfm dataset. First, we performed pre-processing where we removed nan values in the dataset and took only the required columns in the dataset. The columns in the dataset we used were user id, artist id, and plays (number of times the user played the songs of that artist). The column plays is an implicit type of data as the user does exactly specify how many times they have played the songs of that particular artist. The user may not listen to every artist in the dataset, this is the latent feature in the music dataset. We then give this data to the model to perform training and testing. After implementing these five algorithms on the lastfm dataset we got the following result shown in Table 1. We have used parameters - loss, accuracy, and root mean square error (RMSE) as a means of comparison for the recommendation. RSME gives the error rate with which the algorithm provides recommendations. RMSE and loss should be as low as possible. As we can see in Table 1 given below, DNN gives the best accuracy and lowest RMSE proving to be the ideal algorithm among these to perform music recommendation.
Table -1 Performance Comparison of Algorithms

| Parameter | SVD | BPR | Autoencoders | RBM | DNN |
|-----------|-----|-----|--------------|-----|-----|
| RMSE      | 0.67| 0.66| 0.62         | 0.59| 0.55|
| Loss      | 0.63| 0.58| 0.56         | 0.53| 0.5 |
| Accuracy  | 0.75| 0.83| 0.86         | 0.87| 0.92|

IV. CONCLUSION
After implementing the five algorithms SVD, BPR, autoencoders, RBM, and DNN on the lastfm dataset we have concluded that DNN performs better of all with minimum loss and RMSE and highest accuracy among the five algorithms we tested.
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