Fine-Grained Image Classification on Agricultural Pest Larvae

Zekai Cheng 1,a, Wan Xia 1,b

1 School of Computer Science and Technology, Anhui University of Technology, Anhui 243032, China
a chengzk@ahut.edu.cn, b wanx96@outlook.com

Abstract. Pest management is an essential part of the growth of crops. Accurately identifying the types of pests in the early stage is conducive to formulating targeted prevention and control measures to reduce pests' impact on grain production. In order to identify the pests in the larval stage as early as possible, in this paper, we compare the conventional classification model and the fine-grained classification model and construct a fine-grained image classification model that can be used to classify the larvae of crop pests, which improves the ability to identify pests in the larval stage. Experiments show that our optimized fine-grained classification model surpasses the general convolution image classification model on the fine-grained agricultural pest dataset AgrFIP20.

1. Introduction
China is a traditional agricultural country, and agricultural production occupies an essential position in the national economic production. Crop pests are one of the main factors affecting crop yield. Crops are eroded by different kinds of pests at all stages of growth, resulting in a decline in the final grain yield and quality. Therefore, the accurate identification of pest types in the early stage is beneficial to formulating reasonable control plans, improving the efficiency of killing pests, and protecting crops' growth.

Traditional agricultural pest identification often uses artificially designed features to match the target image texture, color, and posture. This method has great limitations and low efficiency and cannot meet the needs of modern agricultural production. After the popularization of machine learning methods, people try to use SVM, Naive Bayes, and other methods to classify and recognize pests, but these methods also need to preprocess the image to extract main features for classification. These methods also have certain shortcomings in the face of large amounts of data and complex scenarios. With the development of deep learning technology in recent years, various convolutional neural networks have been used for pest classification and recognition and have achieved good results. Compared with the previous methods, the method based on convolution neural networks eliminates the step of manually extracting features and can extract pests' features in complex environments. A well-trained model can classify faster and recognize more accurately than traditional methods.

At the current stage, the classification and recognition of pests using deep learning methods often cover different types with apparent differences. Such classification is also called conventional image classification, and fine-grained classification is to classify multiple sub-categories in the same category (the difference between the two see Fig. 1.). To kill pests as soon as possible, we need to identify pests in the larval stage accurately. Most of these larval pests appear in caterpillars, and
different pests have high similarities in larval morphology. Therefore, we apply the fine-grained classification to the larvae of fine-grained crop pests to improve larval pests' identification accuracy.

Fig. 1. Regular image classification (blue box) and fine-grained image classification (orange box).

Our main work: (1) Compare various existing general convolution image classification models and fine-grained image classification model on the fine-grained pest dataset. (2) Optimize the general CNN model and construct an image classification model suitable for fine-grained agricultural pests.

2. Related Works
With the development of deep learning technology in recent years, modern image classification technology in agricultural pests has also aroused people's interest. In 2017, Cheng et al. [1] introduced a residual error mechanism on Alexnet, which can classify and recognize pests in a complex farmland background, with a classification accuracy of 98.67%. Facing the specific pests that appeared in the grain storage environment, Cheng et al. [2] adopted a fine-tuning method, using Alexnext and GoogleNet with pre-training parameters to identify seven specific pests, and all reached 97.61% accuracy. Thenmozhi et al. [3] used the transfer learning method to identify pests on the public agricultural insect datasets NBAIR, Xie1, and Xie2, and the comprehensive highest accuracy reached 96.75%, 97.47%, and 95.97%, respectively. Chen et al. [4] improved the residual network and added the Bayesian method. Compared with the original model, the accuracy rate was improved by 9.6% on the same garden pest dataset. Aiming at dense aphids, Li et al. [5] proposed a coarse-to-fine network with a two-stage method, using a convolutional network to locate roughly dense areas and then using another convolutional network to identify pests. In 2020, Li et al. [6] also adopted a fine-tuning method to use GoogleNet on a manually collected pest dataset to identify pests in complex backgrounds, which achieved a performance improvement of 6.22% compared with the latest model at the time. Nanni et al. [7] combined the saliency method with the convolutional neural network model, and the classification accuracy reached 61.93% on the large public dataset IP102 [8] containing 102 categories.

At present, fine-grained image classification has vast applications in some actual scenes that require detailed classification, so it is very suitable for the classification of pest larvae. It is a classic fine-grained classification method to extract the corresponding local features and global features based on the target part. Berg et al. [9] obtained the features of different parts for classification with manually marked parts. Some methods in [10-12] found the best part and performed more accurate semantic segmentation and feature fusion to obtain better fine-grained part feature representation. Some scholars [13-15] used weakly supervised and unsupervised methods to extract part features, which reduced the cost of human annotation. Some methods combining the attention mechanism [16-17] have also been proposed to extract more relevant part features through the attention mechanism. Unlike the method that focuses on parts, the fine-grained classification method based on end-to-end feature coding focuses on extracting high-level representations and interaction relationships of object features. Lin et al. [18] used the bilinear CNN model for fine-grained classification and achieved good classification results. After that, researchers [19-21] made a series of improvements to reduce the computational complexity of bilinear operations. Besides, Sun et al. [22] proposed a random peak suppression method, which forced the network to find more distinct areas by randomly suppressing some areas of the feature map, which improved fine-grained object recognition accuracy.
From the development of research in the above two fields, it can be seen that the application of conventional deep learning image classification technology in agricultural pests has become more and more common. However, most of them classify pests in the adult stage, and the classification difficulty is also relatively low. We can classify these similar larval pests more accurately with fine-grained classification methods than general image classification models.

3. Methods

In this section, we introduce the models and methods used in the experiment. The classic and excellent ResNet18 [23] is suitable for conventional image classification. BLCNN [18] and the random peak suppression method proposed by Sun et al. [22] are designed for fine-grained image classification.

3.1. ResNet18

To solve the problem that the gradient of the deep model becomes smaller and smaller in the later training, He et al. [23] proposed the ResNet series (the network structure of ResNet18 is shown in Fig. 2.a) model, which uses residual connections to avoid network degradation. The structure of the residual connection is shown in Fig. 2.b.

![Fig. 2. ResNet18 (a) and residual connection (b).](image)

3.2. BLCNN

Compared with other fine-grained algorithms that require part labeling, BLCNN [18] is based on end-to-end training, without pre-labeling the samples, and can directly use the original pictures to train the model. In terms of feature extraction, BLCNN uses two CNN streams to extract features in two branches, and finally utilizes the outer product to model the local paired features of the image, and obtains the fusion feature containing the interaction relationship of different channels, which improves the model’s ability to learn fine-grained level object textures. BLCNN was ahead of other algorithms in the standard fine-grained dataset at the time.

![Fig. 3. BLCNN model structure.](image)

3.3. Random peak suppression

Also, in the field of fine-grained classification, Sun et al. [22] proposed random peak suppression and block suppression on the feature map, forcing the network to find other potential areas to obtain more subtle differences for classification. In Fig. 4, the peak is located at the lower center of the original feature map on the left. Except for the feature map's peak area, the other three areas are also randomly selected and suppressed. In [22], the author used the Bernoulli binomial distribution to randomly select the areas that need to be suppressed. The values of all selected areas in the feature map will be
multiplied by the suppression factor $\alpha$ to reduce its contribution to the overall feature map. In their paper, $\alpha = 0.1$.

![Feature map after random peak suppression and block suppression](image)

Fig. 4. Feature map after random peak suppression and block suppression (the original image is added below the feature map for comparison with the original image).

4. Experiments

4.1. Data augmentation

Our dataset comes from the Anhui Academy of Agricultural Sciences. The fine-grained pest dataset $AgrFIP20$ is a subset of the large-scale agricultural pest dataset $ArgIP138$, covering 20 categories and including 1984 training pictures and 512 testing pictures. $AgrFIP20$ only contains the larvae of various pests, namely caterpillars, which can meet the needs of fine-grained image classification.

To allow the model to learn features from more angles to improve the model's generalization ability, we use data augmentation during training and perform random stretching, flipping, rotating, and zooming operations on the original pest samples. Fig. 5. shows the data augmentation.

![Data augmentation](image)

Fig. 5. Data augmentation ($AgrFIP20$).

The upper part is the original picture, and the lower part is the enhanced picture.

4.2. Implementation details

We rebuild all experimental models under the framework of Tensorflow 2.3.0. The input size of each model is 224×224, and all models are trained from scratch. The Adam optimizer's initial learning rate is 0.001, and the subsequent learning rate adopts the cosine decay schedule. Each experiment was performed on a Tesla V100 GPU separately.

4.3. Results

4.3.1. Result analysis We experimented with five different models on the fine-grained agricultural pest dataset $AgrFIP20$, namely ResNet18 and ResNet34 of the ResNet series [23], and the optimization model ResNet18_RPS and ResNet34_RPS that we built with the addition of the peak suppression method [22], and the classic algorithm BLCNN [18] on fine-grained classification. The detailed experimental results are shown in Table 1.

| Methods  | Backbone | Parameters | Top-1 accuracy (%) |
|----------|----------|------------|-------------------|
| BLCNN    | VGG16    | 19.9M      | 82.81             |
| ResNet18 | Resnet18 | 11.2M      | 89.84             |

Table 1. Experimental results of five models on $AgrFIP20$. 


From the results in Table 1, it can be seen that thanks to the advantages of residual connection [23], the performance of the model using ResNet as the backbone is higher than the model using VGG16 as the backbone. Even if BLCNN [18] is optimized for fine-grained classification, the classification accuracy (82.81%) is still not as good as the general image classification models ResNet18 (89.84%) and ResNet34 (89.65%). Compared with the original ResNet model, ResNet18_RPS (94.14%) and ResNet34_RPS (89.84%) we built with peak suppression methods increased by 4.3% and 0.19%, respectively. From the parameters of these five models, it can also be found that higher performance is not obtained with more layers and more parameters. For AgrFIP20 with only 20 classes, the recognition accuracies of shallower Resnet18 and ResNet18_RPS are higher.

4.3.2. Class activation map analysis Class activation diagram is a way to visually show which area on the sample the model pays attention to. To analyze the ability of various models to recognize pests in different environments, Fig. 6. shows how the three types of models pay attention to larvae in five different scenarios.

4.3.3. Training curve analysis Fig. 7. shows the comparison of the training curves of our fine-grained model and other models on the dataset AgrFIP20. First of all, we can see that the training accuracy and validation accuracy of BLCNN are lower than other models. It can also be seen from the training curves represented by the solid lines that the upward trend of the training curves of ResNet18_RPS and ResNet34_RPS with the peak suppression method added are lower than those of the general ResNet model, which proves that the peak suppression method alleviates overfitting. At the end of the dotted lines, the accuracy of the validation of ResNet18_RPS is ultimately higher than those of other models, which conforms to the experimental results in Table 1, which proves that the optimized model we constructed can effectively recognize pest larvae.
5. Conclusion

Pests with caterpillar morphology often look similar and are difficult to distinguish. To accurately identify these pests in the larval stage, we combine fine-grained classification methods and build an agricultural fine-grained image classification model to classify pest larvae. We compare the general image classification model, the existing fine-grained classification model, and the model we built on the fine-grained agricultural pest dataset, AgrFIP20, composed of pest larvae. Experiments show that the model constructed in this paper has a higher recognition accuracy on AgrFIP20 than the general image classification model and existing fine-grained classification model.
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