Multivariate time series prediction of high dimensional data based on deep reinforcement learning
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Abstract. In order to improve the prediction accuracy of high-dimensional data time series, a high-dimensional data multivariate time series prediction method based on deep reinforcement learning is proposed. The deep reinforcement learning method is used to solve the time delay of each variable and mine the data characteristics. According to the principle of maximum conditional entropy, the embedding dimension of the phase space is expanded, and a multivariate time series model of high-dimensional data is constructed. Thus, the conversion of reconstructed coordinates from low-dimensional to high-dimensional can be kept relatively stable. The strong independence and low redundancy of the final reconstructed phase space construct an effective model input vector for multivariate time series forecasting. Numerical experiments of classical multivariable chaotic time series show that the method proposed in this paper has better forecasting effect, which shows the forecasting effectiveness of this method.

1Introduction

The evolution of any component of complex high-dimensional data multivariate time series can be determined by other components determined by high-dimensional data multivariate time series. Therefore, the development process of any component of high-dimensional data multivariate time series contains the information influence of other components [1-2]. Data reconstruction is carried out through the component development characteristics of high-dimensional data multivariate time series, so as to fully reflect the original characteristics. Because of the complexity of structure and dynamic system, it is difficult to reconstruct the phase space from one-dimensional time series by delay embedding method. Therefore, it can not guarantee that any given single variable time series in the actual system is enough to reconstruct the original system Unification [2]. The multivariable time series contains more abundant and complete system information, so it can reconstruct more accurate data vector space. Therefore, the research of multivariable chaotic time series has received more and more attention. Time series can explore the law of its development and change to predict some phenomena [3]. With the deepening of time series analysis, a multivariable time series prediction method based on deep reinforcement learning for high-dimensional data is proposed, and has achieved good application results, but most of the methods are proposed for single variable time series prediction. However, the time series data collected in real life are often not determined by a single factor, and need to consider a variety of factors [4]. Therefore, the research on multivariate time series prediction has more practical significance. Because multivariate time series data have different characteristics from univariate time series: multi noise, multi-scale, variable correlation and so on, the existing univariate time series prediction methods can not directly predict multivariate time series, so the research on multivariate time series prediction has important theoretical value.

2Multivariate time series prediction of high dimensional data

2.1 Multivariable time series association algorithm for high dimensional data

High dimensional data is a feedforward learning data processing model, and its structure is very similar to radial basis function. Compared with the RBF data processing model, the generalized high-dimensional data has more advantages in approximation ability and convergence speed [5-6]. The multivariable time series pre-prediction method uses the correlation between multiple time series to improve the overall prediction accuracy. The key of forecasting multivariable time series is how to accurately capture the complex time series pattern and the dependence between variables.
\[
E(Y \mid X) = \frac{\int_{-\infty}^{\infty} Y f(Y, X) dX}{\int_{-\infty}^{\infty} f(Y, X) dY}
\]  
(1)

Where \( X \) is an \( n \)-dimensional input variable, \( X=(X_1, X_2, \ldots, X_k) \); \( Y \) is a \( k \)-dimensional output variable, \( Y=(Y_1, Y_2, \ldots, Y_k) \), \( f(x, y) \) is the joint probability density \( X(n)=[x(n), \ldots, x(n-(m-1)\tau+1)] \in \mathbb{R}^m \) \( (n=N, \ldots, (m-1)\tau+1) \) \n
Let \( X_1, X_2, \ldots, X_k \), where \( k \) is the number of observed variables, \( X_i=[x_1(i), x_2(i), \ldots, x_i] \) denotes the time series of the \( i \)th variable. If each variable chooses the appropriate time delay \( \tau \) and embedding dimension \( m_i \) \( (i=1, 2, \ldots n) \). Among them, \( \tau, i \) and \( m_i \) are the key to the success or failure of phase space reconstruction\([7,8]\). Through the above formula, the regression estimation is obtained, and the predicted time series are obtained. According to the above system functional requirements, the C/S three-tier architecture is adopted.

![Fig. 1 Processing flow of multivariate time series of high dimensional data](https://doi.org/10.1051/e3sconf/202125602038)

The significance test of the model mainly tests the validity of the model to see whether the model has fully and effectively extracted all the information, that is, to ensure that the residual sequence is the significance test of white noise model parameters, is to test whether each parameter in the model is significantly different from zero, and its purpose is to make the model more concise and accurate.

### 2.2 Realization of multi pass time series prediction based on high dimensional data

From the perspective of mathematical statistics, time series can be divided into long-term trends, cyclical changes and irregular items. Among them, the long-term trend is a relatively stable part of the data for time changes. It is often a stable rise or fall, and it is a predictable part. The dominant cyclical fluctuation of the function of \( X \) and \( Y \), and \( E(Y \mid X) \) is the expected value of the output variable \( Y \) given the input variable \( X \). For univariate time series \( x(n)(n=1, 2, \ldots, N) \) After determining the embedding dimension \( m \) and time delay \( \tau \), the phase space is reconstructed

\[
X_i = T_i + S_i + R_i \quad (3)
\]

Among them, the classical time series decomposition method is widely used, but there are some problems\([9,10]\). The specific implementation process is as follows:

Step 1: establish data volume prediction model. Through the known data time series, the data volume at a certain time point in the future can be predicted, and the formula is as follows:

\[
\text{hypothesis } \mathcal{Y} = \{y_1, y_2, \ldots, y_{r-1}, y_r, y_{r+1}, \ldots\} \text{ is a time series in a fixed time period, the prediction model is } \\
\hat{y}_{r+1} = \sum_k (1-k)Y + (1-k)S \quad (4)
\]

In the formula, \( k \) is the smoothing parameter and \( s \) is the initial value of dynamic smoothing;

Step 2: calculate the deviation between the predicted data and the actual data. The formula is as follows:

\[
w_f = |\hat{y}_f - Y_f| \quad (5)
\]

In the formula, \( W \) is the deviation at time \( t \), etc., \( W \) is the predicted data at time \( t \), and \( U \) is the actual data at time \( t \).

Step 3: judge whether the deviation exceeds the set threshold range. If it exceeds the threshold, it is considered that there is an abnormal phenomenon in the data volume. Otherwise, it is considered normal and no abnormal condition occurs. The mathematical formula is described as follows:

\[
w_i \in [n, m], \text{ abnormal} \\
w_i \not\in [n, m], \text{ normal} \quad (6)
\]

In the formula, \( [n, m] \) according to the Takens embedding theory, if the embedding dimension and delay time are selected reasonably, the phase space can be reconstructed and the prediction effect is ideal. The method is used to forecast the short-term load based on the data series of short-term load influencing factors and load time series collected by an actual power grid.
3 Analysis of experimental results

The experiment is implemented in the experimental environment of win7 system and 2G memory with MATLAB 2016. In the experiment, the original data is standardized and the records with missing values are deleted. Then the time series is divided into the first 2/3 and the last 1/3, and the K-10 sliding window is used to generate the training set and the test set respectively. In order to verify the practical application effect of the model, comparative experiments are carried out. Through OPNET modeler 14.5 network simulation software, establish information transmission system model. Ppleca and HARQ error correction algorithm are used to send information data to D1. The experimental environment settings are shown in Table 1.

| Tab. 1 Experimental environment setting |
|----------------------------------------|
| Host memory                            | 4GB |
| CPU frequency                          | 3.50GHz |
| operating system                      | 64 bit |
| Program running platform               | VisualStudio |

The network connection bandwidth is 10Mbps and the bandwidth frequency is 4Mbps. In order to improve the simulation speed, C language is used in OPNET Network System. The experimental information is h.264 standard "akiyo" sequence and QCIF file format. Using 25frame / s, 10s and 25s as the encoding / decoding rate, jm18.4 as the encoder / decoder of information sequence, the simulation time is set at 1800s. Multivariable chaotic time series are time series with chaotic characteristics generated by chaotic model. Because of the complexity of chaotic system, the long-term prediction effect is not ideal, but its deterministic structure determines the possibility of short-term prediction of the system. Therefore, we predict Rossler, Chen's and Lorentz chaotic time series respectively. The generation model of chaotic time series is as follows: Rossler chaotic time series.

\[
\begin{align*}
\frac{dx}{dt} &= -y - z \\
\frac{dy}{dt} &= x + sy \\
\frac{dz}{dt} &= r + z(x - b)
\end{align*}
\]  

In order to verify the effectiveness of the algorithm, the latent extreme learning machine proposed in this chapter is compared with the traditional and weighted extreme learning machine. It is the distance between the sample to be tested and the training sample, which gives the training sample the advantages and disadvantages of the algorithm.

\[
RMSE_j = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_{ij} - \hat{y}_{ij})^2} / N
\]  

Where N is the root of the j-th variable, which is the actual value of the j-th variable at the i-th time point of the number of test samples, and \( \hat{y} \) is the predicted value of the j-th variable at the i-th time point. The packet loss rate data in the collection period is used as the initial training sample set. See the table for the specific data.

| Tab. 2 Initial training sample set |
|-----------------------------------|
| number | time delay (s) | Simulation speed (s) |
| 1      | 1.02            | 0.012               |
| 2      | 0.56            | 0.062               |
| 3      | 0.33            | 0.016               |
| 4      | 0.18            | 0.035               |
| 5      | 0.65            | 0.042               |

Based on the information in the above table, the peak signal-to-noise ratio and packet loss rate of the receiver information sequence are calculated by comparing the traditional prediction model with the time series analysis method, and recorded and analyzed. The specific detection results are shown in the following figure:

**Fig. 2 SNR detection of time series prediction data**

**Fig. 3 Packet loss rate detection results of time series prediction data**

Based on the analysis of the detection results, compared with the traditional prediction model, the proposed mathematical detection model of network...
packet loss rate based on time series analysis method has higher signal-to-noise ratio and lower packet loss rate in the actual application process, which confirms the practical application process of the mathematical detection model of network packet loss rate based on time series prediction method. The results show that the effect is better, which can fully meet the research requirements.

4Conclusions

Time series is a common form of data expression in real life. It has a wide range of applications. Various mathematical models or algorithms are used to mine the internal characteristics of time series, so as to further guide the production and life. In today's era of big data and cloud computing, time series is also showing more and more high-dimensional, long data, high dimensional correlation and information Redundancy and so on. Therefore, it is of great significance to study how to predict multivariable time series through new and efficient analysis and calculation methods. A multivariable time series prediction algorithm based on improved generalized high-dimensional data is proposed. The generalized high-dimensional data algorithm is used to predict multivariable time series, which has less adjusting parameters and saves computing resources. Then, combined with particle swarm optimization algorithm, find the appropriate smoothing factor more accurately. The experimental results show that the prediction accuracy of the algorithm is significantly improved compared with the commonly used mainstream models.
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