EQUILIBRIUM STATES FOR THE RANDOM $\beta$-TRANSFORMATION THROUGH $g$-MEASURES
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ABSTRACT. We consider the random $\beta$-transformation $K_\beta$, defined on $\{0,1\}^\mathbb{N} \times [0,\frac{1}{\beta[a]})$, that generates all possible expansions of the form $x = \sum_{n=0}^{\infty} \frac{a_n}{\beta^n}$, where $a_n \in \{0,1,\ldots,\lfloor\beta\rfloor\}$. This transformation was introduced in [3, 4, 5], where two natural invariant ergodic measures were found. The first is the unique measure of maximal entropy, and the second is a measure of the form $\mu_p \times \mu_\beta$, with $\mu_p$ the Bernoulli $(p,1-p)$ product measure and $\mu_\beta$ is a measure equivalent to Lebesgue measure. In this paper, we give an uncountable family of $K_\beta$-invariant exact $g$-measures for a certain collection of algebraic $\beta$'s.

1. INTRODUCTION

Let $\beta > 1$ be a non-integer and let $I_\beta = [0,\frac{1}{\lfloor\beta\rfloor})$. It is a well known fact that Lebesgue almost all $x \in I_\beta$ have uncountably many different $\beta$-expansions (see [11]). These expansions can all be generated by iterating a certain dynamical system, called the random $\beta$-transformation. Define the maps $\{T_k\}_{0 \leq k \leq \lfloor\beta\rfloor}$ by $T_k(x) = \beta x - k$. These maps together partition the interval $I_\beta$ in a natural way:

\[
E_0 = \left[0,\frac{1}{\beta}\right), \quad E_{\lceil\beta\rceil} = \left(\frac{\lfloor\beta\rfloor}{\beta(\beta-1)}, \frac{1}{\beta}\right),
\]

\[
E_k = \left(\frac{\lfloor\beta\rfloor}{\beta(\beta-1)}, \frac{k+1}{\beta}\right], \quad 1 \leq k \leq \lfloor\beta\rfloor - 1,
\]

\[
S_k = \left[\frac{k}{\beta}, \frac{k-1}{\beta}\right], \quad 1 \leq k \leq \lfloor\beta\rfloor.
\]

On $\{0,1\}^\mathbb{N} \times I_\beta$ we define the random $\beta$-transformation $K_\beta$ by

\[
K_\beta(\omega, x) = \begin{cases} (\omega, T_k(x)), & \text{if } x \in E_k, 0 \leq k \leq \lfloor\beta\rfloor, \\ (\sigma(\omega), T_{k-1+\omega_k}(x)), & \text{if } x \in S_k, 1 \leq k \leq \lfloor\beta\rfloor, \end{cases}
\]

where $\sigma$ denotes the left shift on sequences, i.e., $\sigma(\omega_n)_{n \geq 1} = (\omega_{n+1})_{n \geq 1}$. See Figure 1 for a picture.

To see the expansion, we first define

\[
d_1 = d_1(\omega, x) := \begin{cases} k, & \text{if } x \in E_k \text{ for } k \in 0,\ldots, \lfloor\beta\rfloor \\ \text{or } (\omega, x) \in \{\omega_1 = 1\} \times S_k \text{ for } k \in 1,\ldots, \lfloor\beta\rfloor, \\ k-1, & \text{if } (\omega, x) \in \{\omega_1 = 0\} \times S_k \text{ for } k \in 1,\ldots, \lfloor\beta\rfloor. \end{cases}
\]
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Define, for each $n \in \mathbb{N}$, $d_n = d_n(\omega, x) := d_1(K_{\beta}^{n-1}(\omega, x))$, and let $\pi_2 : \Omega \times I_{\beta} \to I_{\beta}$ be the canonical projection onto the second coordinate. Thus
\[
\pi_2(K_{\beta}^n(\omega, x)) = \beta^n x - \sum_{i=1}^{n} \beta^{n-i}d_i,
\]
giving that:
\[
x = \sum_{i=1}^{n} \frac{d_i}{\beta^i} + \frac{\pi_2(K_{\beta}^n(\omega, x))}{\beta^n}.
\]
As $0 \leq \pi_2(K_{\beta}^n(\omega, x)) \leq [\beta]/(\beta - 1)$ for all $n$, we thus have
\[
x = \sum_{n=1}^{\infty} \frac{d_n}{\beta^n} = \sum_{n=1}^{\infty} \frac{d_n(\omega, x)}{\beta^n}.
\]
Define $\phi : \Omega \times I_{\beta} \to \{0, 1, \ldots, [\beta]\}^\mathbb{N}$ by
\[
\phi(\omega, x) = (d_1(\omega, x), d_2(\omega, x), \ldots).
\]
In [3] it was shown that if $m$ is the uniform Bernoulli measure on $\{0, 1, \ldots, [\beta]\}^\mathbb{N}$, then $\nu_{\beta} = m \circ \phi$ is the unique measure of maximal entropy for $K_{\beta}$, with entropy $\log[\beta]$. Moreover, $\phi$ is a measurable isomorphism between $K_{\beta}$, under the measure $\nu_{\beta}$, and $\sigma$ on $\{0, 1, \ldots, [\beta]\}^\mathbb{N}$, under the measure $m$. Furthermore, in [4], it was shown that $K_{\beta}$ also admit an invariant ergodic measure of the form $m_p \times \mu_{\beta}$, where $\mu_{\beta}$ is equivalent to Lebesgue measure on $I_{\beta}$.

Our aim is to give an uncountable family of $K_{\beta}$-invariant $g$-measures. This will be done for a special class of $\beta$’s that will be introduced in Section 3. In Section 2, we give a brief overview of $g$-measures and we state the important theorems that will be used in this article. In Section 4, an explicit family of $g$-measures is exhibited.

2. $g$-Measures and the Transfer Operator

The first appearance of $g$-measures as an object of strictly mathematical study occurred in Michael Keane’s seminal paper *Strongly mixing $g$-measures*. The objects of interest are dynamical systems $(X, T)$, where $(X, d)$ is a compact metric space, and $T$ is a $n\geq 2$ covering transformation. That is $T$ satisfies the following four conditions:
(i) $T$ is $n$-to-one.

(ii) $T$ is a local homeomorphism.

(iii) There exists a constant $C > 1$ and $\delta > 0$ such that for any $x, y \in X$ with $d(x, y) \leq \delta$, we have $d(Tx, Ty) \geq Cd(x, y)$.

(iv) For each $\epsilon > 0$ there is $N_\epsilon \in \mathbb{N}$ such that $T^{-n}(x)$ is $\epsilon$ dense for every $x \in X$ and $n \geq N_\epsilon$.

In this paper $g$-measures are defined to be probability measures $\mu$ satisfying a certain Radon-Nikodym derivative relation with respect to a locally lifted (by $T$) measure $Q\mu$. In particular $\frac{d\mu}{dQ\mu} = g$, where $g$ is a member of the class

$$G := \{g : X \to [0, 1] : \sum_{y \in T^{-1}x} g(y) = 1 \ \text{a.e.}\}.$$ 

Members of $G$ are known as $g$-functions, although in the literature this nomenclature is sometimes reserved exclusively for continuous members of $G$. We shall denote continuous members of $G$ by $G_c$.

In contemporary literature $g$-measures are generally defined with respect to the transfer operator. For a $\phi \in C(X)$ the associated transfer operator $L_\phi : C(X) \to C(X)$ is defined by

$$L_\phi f(x) = \sum_{y \in T^{-1}x} e^{\phi(y)} f(y).$$

It is easy to verify that $L_\phi$ is a bounded linear operator for every $\phi \in C(X)$. For any $\mu \in M(X)$ and $\phi \in C(X)$ there exists, by the Riesz-Representation, a unique measure $\mu_{L_\phi} \in M(X)$ such that

$$\int_X L_\phi f d\mu = \int_X f d\mu_{L_\phi}$$

for all $f \in C(X)$. In fact, a simple argument shows that equation (4) holds for any bounded $f \in L^1(\mu_{L_\phi})$. For convenience we use $L$ to denote $L_0$, and in line with Keane’s original notation we use $Q\mu$ to denote $\mu_L$. We can now present two most common definition of a $g$ measure.

**Definition 2.1.** A $T$-invariant probability measure $\mu$ is called a $g$-measure if, for some $0 < g \in G_c$,

$$L^*_\log g \mu = \mu.$$

Equivalently,

**Definition 2.2.** A probability measure $\mu$ on $(X, \mathcal{B})$ is called, for some $g \in G$, a $g$-measure if $\mu \ll Q\mu$ and $\frac{d\mu}{dQ\mu} = g$.

We denote, as usual by $P(X)$ the set of Borel probability measures on $X$, and by $P_T(X)$ the sub-collection of $T$-invariant Borel probability measures. Recall that a measure $\mu \in P_T(X)$ is an equilibrium state for $\phi \in C(X)$ if

$$h_\mu(T) + \mu(\phi) = \sup_{\nu \in P_T(X)} \{h_\nu(T) + \nu(\phi)\}.$$ 

The right hand side of the above equation is often called the pressure of $T$ with respect to $\phi$, which we shall denote by $P_T(\phi)$. We should also note that the notion of pressure and equilibrium states are still perfectly well defined if we consider bounded measurable potentials instead of just continuous ones. It then makes sense, for a given $Y \subset X$, to define the pressure of $T$ with respect to a potential $\phi$ concentrated on $Y$ by

$$P_T^Y(\phi) := \sup_{\nu \in P_T(X)} \{h_\nu(T) + \nu(\phi) : \nu(Y) = 1\}.$$ 

We thus have the following theorem about concentrated pressures and measure isomorphisms:
**Theorem 2.1.** If $\mu \in P_T(X)$ is an equilibrium state for $\phi \in C(X)$, and there exists measure isomorphism $F$ from $(X, \sigma, \mathcal{B}, \mu)$ to another measurable dynamical system $(Y, S, F, F_\mu)$ where $F : X' \to F(X')$ is a bijection, and $T(X') \subset T$, and $\mu(X') = 1$ then $P_T(\phi) = P_{S}(\phi_{F})$, where $\phi_{F} = \phi \circ F^{-1} F_\mu$ a.e., and $F_\mu$ is an equilibrium state for $\phi_{F}$.

**Proof.** Note that $\phi \circ F^{-1}$ is only defined on $F(X')$, but we can extend it to a potential, say $\phi_{F} \in L^{1}(F_\mu)$, by defining $\phi_{F}|_{F(X')} = \phi \circ F^{-1}$, and $\phi_{F}|_{Y \setminus F(X')} = 0$. By our assumption, $h_\mu(T) = h_{F_\mu}(S)$. Furthermore, noting that $F_\mu(F(X')) = \mu(F^{-1}F(X')) = 1$,

$$F_\mu(\phi_{F}) = \int_{F(X')} \phi \circ F^{-1} dF_\mu = \int_{X'} (\phi \circ F^{-1}) \circ F d\mu = \mu(\phi).$$

Now assume there exists another $S$ invariant probability measure on $Y$ supported on $X'$, say $\nu$. Define $G : Y \to X$ by $G|_{F(X')} = F^{-1}$, and $G|_{Y \setminus F(X')} = x$ for an arbitrary $x \in X$. Clearly $G_\nu$ is then a probability measure on $X$ with $G_\nu(X') = 1$. Thus the systems $(Y, S, F, \nu)$ and $(X, T, B, G_\nu)$ are measurably isomorphic. Hence, $h_\nu(S) = h_{G_\nu}(T)$, and

$$G_\nu(\phi) = \int_{F(X')} \phi \circ G d\nu = \int_{F(X')} \phi \circ F^{-1} = \nu(\phi_{F}).$$

By definition we know $h_{G_\nu}(T) + G_\nu(\phi) \leq P_T(\phi)$, so the above equalities mean that $h_\nu(\phi_{F}) + \nu(\phi_{F}) \leq P_T(\phi)$, which proves the theorem. \[\square\]

As most dynamical systems can be translated into an appropriate shift space, we now restrict our attention to $(X, \sigma)$-a topologically mixing-subshift of finite type, with $\sigma$ the left-shift operator, and $X \subset \mathcal{A}^{\mathbb{N}_{0}}$, where $\mathcal{A}$ is some finite alphabet. $X$ is a compact metrisable space when equipped with the topology generated from cylinder sets, which are sets of the form

$$[a_{0}, \ldots, a_{n}] := \{x \in X : x_{i} = a_{i} \text{ for all } i = 0, \ldots, n\},$$

for $a_{i} \in \mathcal{A}$ and $n \in \mathbb{N}_{0}$. We equip $X$ with the standard metric inducing the product topology, $d : X \times X \to \mathbb{R}^{+}$, defined by

$$d(x, y) = \frac{1}{\min\{i : x_{i} \neq y_{i}\} + 1}.$$

In 1974 Ledrappier [9] found an interesting link between $g$-measures, conditional expectations and equilibrium states in this setting.

**Theorem 2.2.** For $g \in G_{c}$ and $\mu \in P(X)$ the following are equivalent:

(i) $\mu$ is a $g$-measure.

(ii) $\mu \in P_{\sigma}(X)$ and

$$E_{\mu}(f|\sigma^{-1}B(X))(x) = \sum_{y \in \sigma^{-1}x} g(y)f(y) \mu \text{ a.e.}$$

for all $f \in L^{1}(\mu)$.

(iii) $\mu \in P_{\sigma}(X)$ and $\mu$ is an equilibrium state for $\log g$.

A useful technical lemma, which we will need later, also follows from Ledrappier’s Theorem 2.2

**Lemma 2.3 ([12] Lemma 2.1),**

(i) If $g \in G_{c}$ then every $g$-measure has full support.

(ii) If $g_{1}, g_{2} \in G_{c}$ share a $g$-measure $\mu$, then $g_{1} = g_{2}$.

The following equivalent definitions of $g$-measures also prove useful.

**Proposition 2.4.** For $g \in G_{c}$ and $\mu \in P(X)$ the following are equivalent:

(i) $\mu$ is a $g$-measure.

(ii) $\mu \in P_{\sigma}(X)$, and for every $f \in L^{1}(\mu)$.

$$\int_{X} f d\mu = \int_{X} \sum_{y \in \sigma^{-1}x} f(y)g(y)d\mu(x).$$
(iii) For every $f \in L^1(\mu)$

$$
\int_X f d\mu = \int_X \sum_{y \in \sigma^{-1}x} f(y) g(y) d\mu(x).
$$

We want to find conditions on $g$-functions on $(X, \sigma)$ guaranteeing unique equilibrium states. To that end we define, for any $\phi \in C(X)$ and $n \in \mathbb{N}$ the $n$th-variation

$$
\text{var}_n(\phi) := \sup\{|\phi(x) - \phi(y)| : y_i = x_i, 0 \leq i \leq n - 1\}.
$$

We introduce the function $\sigma_n : C(X) \to C(X)$ with the definition

$$
\sigma_n \phi(x) = \sum_{j=0}^{n-1} \phi(\sigma^j x).
$$

We say that $\phi$ satisfies the so-called Bowen condition \cite{14} if there exists a $k \in \mathbb{N}$ such that

$$
\sup_{n \geq 1} \text{var}_{n+k}(\phi \circ \sigma^n) < \infty.
$$

We denote by $\text{Bow}(X, \sigma)$ the space of all $\phi \in C(X)$ satisfying the Bowen condition. Finally we say that $\phi \in C(X)$ has summable variation if

$$
\sum_{n=1}^{\infty} \text{var}_n(\phi) < \infty.
$$

The utility of $g$-measures arises in light of the following classic theories. In 1975 Walters \cite{12} adapted a proof of Keane’s \cite{8} to prove the following:

**Theorem 2.5** (\cite{12} Theorem 3.1). If $g \in \mathcal{G}_c$ and $\log g$ has summable variation then there exists a unique $g$-measure $\mu$, and $L_{\log g} f$ converges uniformly to $\mu(f)$ for every $f \in C(X)$.

The above theorem implies that there is a strong connection between $g$-measures and the ergodic properties of $\sigma$.

**Theorem 2.6** (\cite{12} Theorem 3.2). Let $(X, \sigma)$ be a one-side topologically mixing subshift of finite type, and $g \in \mathcal{G}_c$ have $\log g$ finite variation. Then the unique $g$-measure, $\mu$, given by Theorem 2.5 has a Bernoulli natural extension. Thus $\sigma$ is strongly mixing with respect to $\mu$, and is an exact endomorphism.

This leads to a fundamental theorem, crucial to studying equilibrium states \cite{12}:

**Theorem 2.7** (Ruelle’s Operator Theorem \cite{12} Theorem 3.3). If $\phi \in C(X)$ has summable variation, then there exists a $\lambda > 0$, strictly positive $h \in C(X)$, and $\nu \in P(X)$ such that $\nu(h) = 1$, $L_{\phi} h = \lambda h$, $L_{\phi}^* \nu = \lambda \nu$, and $\|L_{\phi}^n f / \lambda^n - \nu(f) h \|_{\infty} \to 0$ for all $f \in C(X)$.

The importance of Ruelle’s operator theorem is made clear by the following corollary \cite{12}:

**Corollary 2.8** (\cite{12} Corollary 3.3(i)). Let $\phi \in C(X)$ have summable variation. $\phi$ has a unique equilibrium state, $\mu_{\phi}$, with full support, satisfying $\mu_{\phi}(f) = \nu(h f)$ for any $f \in C(X)$, with $\nu$ and $h$ as in Theorem 2.7. Furthermore, $\mu_{\phi}$ is the unique $g$-measure of

$$
g := \frac{e^\phi h}{\lambda (h \circ \sigma)},
$$

with $\lambda$ as in Theorem 2.7, $\sigma$ is an exact endomorphism with respect to $\mu_{\phi}$, with Bernoulli natural extension. $\lambda$ is the spectral radius of $L_{\phi}$, and $P_{\sigma}(\phi) = \log \lambda$.

In a subsequent paper \cite{14} Walters proved a strengthening of the above, for potentials satisfying the Bowen condition ($\sup_{n \geq 1} \text{var}_{n+k}(\phi \circ \sigma^n) < \infty$ for some $k \in \mathbb{N}$) and not just finite summability.

**Theorem 2.9.** If $g \in \mathcal{G}_c \cap \text{Bow}(X, \sigma)$ then there exists a unique $g$-measure $\mu$. 

The proof of Theorem 2.9 relies on tools developed in an earlier paper of his, [13], which deals with equilibrium states of more general compact metric spaces and maps on them which expand distances. In fact Theorem 2.9 itself is applicable to more general spaces and maps than just subshifts of finite type. It is also actually part of a convergence theorem akin to Ruelle’s Operator Theorem. In our restricted case it was actually proven earlier by Rufus Bowen in his monograph *Ergodic Theory and the Ergodic Theory of Anosov Diffeomorphisms* [2].

We end his section by stating a known result that any Markov measure is a $g$-measure (see [8]). To be more precise, let $(X, \sigma)$ be as above (with $|A| = n$), and let $P$ be a transition matrix with a strictly positive left stationary distribution $\pi$. Let $Y$ be the subshift of finite type induced on $X$ by the Markov chain. By this we mean that $y \in Y$ if and only if $P_{y_i, y_{i+1}} > 0$ for all $i \in \mathbb{N}_0$. Let $\mu$ be the Markov measure on $Y$ generated by $(P, \pi)$. We know that $\mu$ is $\sigma$-invariant. As Keane shows in [8] we can explicitly find the $g$-function corresponding to $\mu$:

**Proposition 2.10.** The function $g_P : Y \to \mathbb{R}$ defined by

$$g_P(x) := \frac{\pi_{x_0} P_{x_0, x_1}}{\pi_{x_1}} = \frac{\mu([x_0, x_1])}{\mu([x_1])},$$

is an element of $G_c$, and $\mu$ is a $g$-measure corresponding to the $g$ function $g_P$.

3. **Random $\beta$-transformations and Markov partitions**

In this section, we examine the collection of $\beta$'s for which the dynamics of the $K_\beta$ transformation can be described by a topological Markov chain. To this end, let $S = \bigcup_{1 \leq k \leq |\beta|} \text{int}(S_k)$, where $\text{int}(S_k)$ denotes the interior of the interval $S_k$.

**Definition 3.1.** Let $B \subset (1, \infty)$ be the set of non-integers $\beta > 1$ with the following two properties:

(B1) the set

$$F = \{ \pi \left( K^n \left( \omega, \frac{k}{\beta} \right) \right), \pi \left( K^n \left( \omega, \frac{|\beta|}{\beta(\beta - 1)} + \frac{k}{\beta} \right) \right) : k \in \{0, \ldots, |\beta|\}, n \geq 0, \omega \in \Omega \}$$

is finite, and,

(B2) $F \cap S = \emptyset$.

So the values of $\beta$ that satisfy the conditions of Definition 3.1 are those values for which the orbits of all the endpoints of the intervals $E_k$ and $S_k$ are ultimately periodic and do not enter $S$ under iterations of the random map $K_\beta$ with any possible driving sequence $\omega$. In [3] it was shown that the dynamics of $K_\beta$ can be described by a topological Markov chain, which we will quickly summarise, and refer the reader to [3, 4] for further details. We start by considering the partition

$$\mathcal{E} = \{ E_0, S_1, E_1, \ldots, S_{|\beta|}, E_{|\beta|} \}$$

of $I_\beta$. We refine $\mathcal{E}$ with the orbits of 1 and $\frac{|\beta|}{\beta - 1} - 1$ under $T_\beta$, i.e. by elements of $F$. We arrange the endpoints of each element of $\mathcal{E}$ along with $T_\beta^1$ and $T_\beta^{|\beta|/|\beta - 1|}$ in ascending order, and then form a new partition

$$\mathcal{C} := \{ C_0, \ldots, C_K \}$$

with the intervals determined by these endpoints. To decide the openness of these intervals, we choose them to satisfy, for all $i \in \{0, \ldots, n - 2\}$:

- $T_\beta^1 \in C_j$ if and only if $T_\beta^1$ is a left endpoint of $C_j$.
- $T_\beta^{\frac{1}{|\beta| - 1}} \in C_j$ if and only if $T_\beta^{\frac{1}{|\beta| - 1}}$ is a right endpoint of $C_j$.

The partition $\mathcal{C}$ has the following properties, which we list without proof.

**Proposition 3.1.** The following properties hold for the partition $\mathcal{C}$:

(i) $C_0 = [0, \frac{|\beta|}{|\beta - 1|} - 1]$ and $C_K = [1, \frac{|\beta|}{|\beta - 1|}]$.

(ii) We can write, for any $i \in \{0, \ldots, |\beta|\}$, $E_i = \bigcup_{j \in M_i} C_j$ where $\{M_0, \ldots, M_{|\beta|}\}$ is a disjoint collection of subsets of $\{0, \ldots, K\}$. Furthermore $|M_i| = |M_{|\beta| - i}|$. 


To each switch-region $S_i$ there corresponds a single $s_i \in \{0, \ldots, K\} \setminus \bigcup_{k=0}^{[\beta]} M_k$ such that $S_i = C_{s_i}$.

(iv) If, for some $i, j$, $C_j \subset E_i$ then $T_\beta(C_j) = S_\beta(C_j) = \bigcup_{i=1}^t C_{i_j}$ for some $t \in \{0, \ldots, K\}$.

Furthermore $T_\beta(C_{K-j}) = \bigcup_{i=1}^t C_{K-j_i}$.

(v) If $C_j = S_i$ for some $i, j$, then $T_\beta(C_j) = C_0$ and $S_\beta(C_j) = C_K$.

On $\Omega \times I_\beta$ we consider the partition

$$
\mathcal{P} := \left\{ \Omega \times C_j : j \in \bigcup_{k=0}^{[\beta]} M_k \right\} \bigcup \{ \{\omega_0 = i\} \times S_j : i \in \{0, 1\}, j \in \{1, \ldots, [\beta]\}\}.
$$

We can now define the $K + 1 \times K + 1$ adjacency matrix $A = (a_{i,j})$ defining the subshift of finite type underlying $K_\beta$:

$$
a_{i,j} := \begin{cases} 1 & \text{if } i \in \bigcup_{k=0}^{[\beta]} M_k \text{ and } C_j \cap T_\beta C_i = C_j \\ 0 & \text{if } i \in \bigcup_{k=0}^{[\beta]} M_k \text{ and } C_i \cap T_\beta^{-1} C_j = \emptyset \\ 1 & \text{if } i \in \{0, \ldots, K\} \setminus \bigcup_{k=0}^{[\beta]} M_k \text{ and } j \in \{0, K\} \\ 0 & \text{if } i \in \{0, \ldots, K\} \setminus \bigcup_{k=0}^{[\beta]} M_k \text{ and } j \notin \{0, K\}. \end{cases}
$$

Let $Y$ be the subshift of finite type determined by $A$. $(Y, \sigma)$ is topologically mixing, because $A$ is irreducible, and there is always a positive entry on the main diagonal, namely $\omega_{0,0} = 1$, which means that $A$ is aperiodic. An irreducible, aperiodic matrix is primitive and a subshift of finite type with a primitive matrix is topologically mixing. We want to define a map $\psi: Y \rightarrow \Omega \times I_\beta$, so that the dynamics of $K_\beta$ are essentially represented by the dynamics of the left shift on $Y$, $\sigma_Y$. For convenience we denote by $s_i$ the states corresponding to the switch regions $S_i$, for $i \in \{1, \ldots, [\beta]\}$. We first define how $\psi$ maps onto the second coordinate: To each $y \in Y$ we associate $(e_i(y)) \in \{0, \ldots, [\beta]\}^N$ given by

$$
e_i(y) = \begin{cases} j & \text{if } y_i \in M_j \\ j & \text{if } y_i = s_j \text{ and } y_{i+1} = 0 \\ j-1 & \text{if } y_i = s_j \text{ and } y_{i+1} = K. \end{cases}
$$

We can now associate an $x_y$ to $y$ by setting

$$
x_y := \sum_{i=1}^{\infty} \frac{e_i(y)}{\beta^i}.
$$

Unfortunately we cannot associate a unique $\omega_y$ to $y \in Y$ if $y$ does not contain infinitely many entries of the form $s_i$. For that reason we define

$$
Y' := \{(y_i) : y_i \in \{s_1, \ldots, s_{n_i}\} \text{ for infinitely many } i's\}.
$$

For $y \in Y'$ we define $n_i(y)$ to be the $i$-th time that $y_j \in \{s_1, \ldots, s_{[\beta]}\}$ if and only if $j = n_i(y)$ for some $i \in \mathbb{N}$, and $n_i(y) < n_{i+1}(y)$ for all $i \in \mathbb{N}$. With this we can associate a $\omega^y \in \Omega$ with $y$ by

$$
\omega^y = \begin{cases} 1 & \text{if } y_{n_i(y)+1} = 0 \\ 0 & \text{if } y_{n_i(y)+1} = K. \end{cases}
$$

Note that this is well defined by Proposition 3.1 (v). Finally we can define $\psi: Y' \rightarrow \Omega \times [0, [\beta]/(\beta-1)]$ by $\psi(y) = (\omega^y, x_y)$, with $x_y$ and $\omega^y$ defined by (7) and (8) respectively. We can extend the domain of $\psi$ to $Y$ by defining, for $y \in Y \setminus Y'$, $\psi(y) = (\omega, x_y)$, where $\omega_i$ is defined as in definition 8 for all $i$ where $n_i(y)$ is defined (this will be just be the first finite number of entries). For the other $i$ we set $\omega_i = 1$. The set $Y'$ has the following properties (see 3).

**Lemma 3.2.** For $y' \in Y$ the following hold:

(i) If $y_1 = k$ for $k \in \bigcup_{i=1}^{[\beta]} M_i$ then $x_y \in C_k$. 

(ii) If, for some \( i \in \{1, \ldots, |\beta|\} \), \( y_1 = s_i, y_2 = 0 \) then \( x_y \in S_i \) and \( \omega_1 = 1 \)

(iii) If, for some \( i \in \{1, \ldots, |\beta|\} \), \( y_1 = s_i, y_2 = K \) then \( x_y \in S_i \) and \( \omega_1 = 0 \).

(iv) \( \psi \) conjugates \( K_\beta \) and \( \sigma_Y \) restricted to \( Y' \). That is for any \( y \in Y' \)

\[
K_\beta \circ \psi(y) = \psi \circ \sigma_Y(y).
\]

This allows us to conclude this section with an isomorphism theorem, the proof of which is a simple adaptation of Theorem 4 in [3]. Recall that \( g_1 < \alpha < \beta \) relevance to our study of random \( \Omega \times \phi \).

Clearly \( \phi \) of Gibbs measures, even formally defining them, is out of the scope of this paper, and we direct the interested reader to [10]. Clearly \( \phi \) conditions there exists so called Gibbs measures for \( \alpha, \beta \) has a unique \( g \)-measure is useful in the study of ferromagnetic lattices. Bissacot et. al. [1] show that under certain conditions \( \phi_\alpha \in C(X) \) for \( 1 < \alpha < 2 \) and \( J \geq 0 \) defined by

\[
\phi_{\alpha,J}(x) := -J \sum_{(i,j) \in \mathbb{N}^2 \atop i \neq j} \frac{x_i x_j}{|i-j|^\alpha}
\]

is useful in the study of ferromagnetic lattices. Bissacot et. al. [1] show that under certain conditions there exists so called Gibbs measures for \( \phi_{\alpha,J} \) which are not \( g \)-measures. The theory of Gibbs measures, even formally defining them, is out of the scope of this paper, and we direct the interested reader to [10]. Clearly \( \phi_{\alpha,J} \) does not have summable variation, so the power of the Ruelle Operator Theorem can not be brought to bear. The investigation into the conditions under which \( \phi_{\alpha,J} \) has a unique \( g \)-measure is still ongoing, although Pollicott et. al. have shown that there exists non-unique \( g \)-measures under certain conditions [7]. Closely related are the local versions of such potentials:

\[
\phi^0_{\alpha,J}(x) := -J \sum_{n=1}^{\infty} \frac{x_n x_{-n}}{n^\alpha}.
\]

If \( J > 0 \) we can use the standard integral comparison test from real analysis to calculate, for \( 1 < \alpha < 2 \):

\[
\sum_{n=1}^{\infty} \text{var}_n(\phi^0_{\alpha,J}) \geq 2J \sum_{n=1}^{\infty} \frac{1}{x^n} = \frac{2J}{\alpha - 1} \sum_{n=1}^{\infty} \frac{1}{n^{\alpha - 1}},
\]

which clearly diverges. Thus such \( \phi^0_{\alpha,J} \) do not have summable variation. The existence of unique \( g \)-measures for \( \phi^0_{\alpha,J} \) is still an open problem. The above calculation does show that if \( \alpha > 2 \) then \( \phi^0_{\alpha,J} \) does have summable variation and so does possess a unique \( g \)-measure.

Defining the potentials \( \phi^0_{\alpha,J} \) as we have was for purely physical reasons, of which have little relevance to our study of random \( \beta \)-Transformations. We are thus motivated to define the potential \( \phi \in C(X) \) by

\[
\phi(x) = \sum_{n=0}^{\infty} \frac{x_n}{2^n}.
\]

Clearly \( \phi \) is continuous, because if \( d(x, y) < \frac{1}{k} \) then

\[
|\phi(x) - \phi(y)| \leq \sum_{n=k+1}^{\infty} 2^{-k} = \frac{1}{2^k} \sum_{n=0}^{\infty} 2^{-n} = \frac{1}{2^{k-1}}.
\]

This argument shows that \( \text{var}_n(\phi) = 2^{-n+1} \), and so \( \phi \) has summable variation. In light of Ruelle’s Operator Theorem [27] thus gives us the existence of some \( h \in C(X) \), \( \nu \in P(X) \) satisfying the properties of the theorem. For this particular \( \phi \) it is possible to explicitly construct the \( h \):
Lemma 4.1. The function $h \in C(X)$ defined by
\[ h(x) = e^{\varphi(x)} \]
is an eigenfunction of $L_\varphi$ with eigenvalue $e^2 + e^{-2}$.

Proof. For any $x \in X$ we have
\[
L_\varphi h(x) = \sum_{y \in \sigma^{-1}} e^{\varphi(y)}e^{\varphi(y)}
= e^{\varphi(-1,x_0,x_1,...)}e^{\varphi(1,x_0,x_1,...)} + e^{\varphi(1,x_0,x_1,...)}e^{\varphi(-1,x_0,x_1,...)}
= e^{-2}\sum_{n=0}^{\infty} \frac{\hat{\varphi}}{2^n} + e^{2}\sum_{n=0}^{\infty} \frac{\hat{\varphi}}{2^n}
= (e^2 + e^{-2})h(x)
= (e^2 + e^{-2})h(x).
\]

The fact that we are able to so easily construct a potential with summable variation, and construct an eigenfunction, motivates the rest of this section.

Let $\beta \in B$ and let $Y$ be the corresponding subshift of finite type as described in Section 3. However, instead of $Y = \{0, \ldots, K\}^\mathbb{N}$ we redefine $Y$ to equal $\{0, \ldots, K\}^{\aleph_0}$ in order to be consistent with the machinery developed in Section 2. There is a natural homeomorphism between $\{0, \ldots, K\}^\mathbb{N}$ and $\{0, \ldots, K\}^{\aleph_0}$ which preserves the action of $\sigma$, so this new definition in no way affects $Y$’s role as a Markov partition of $\{0,1\}^\mathbb{N} \times I_\beta, K_\beta$. To each $y \in Y$ we associate an $(\epsilon_i(y)) \in \{0, \ldots, |\beta|\}^{\aleph_0}$ with the appropriate variation of formula (4) (i.e. just shifting the coordinates by one). Recall that we equip $Y$ with the standard product topology, which is generated by cylinder sets, and is compatible with the metric
\[ d(x,y) = \frac{1}{1 + \min\{k : y_k \neq x_k\}}. \]

Let us define $\gamma : Y \to \{0, \ldots, b_1\}^{\aleph_0}$ by $\gamma(y) = (\epsilon_i(y))$. Let us define a potential $\varphi \in C(Y)$ by
\[ \varphi(y) = \sum_{n=0}^{\infty} \frac{\epsilon_n(y)}{2^n}. \]

Before discussing $\varphi$ further, we need the following lemma:

Lemma 4.2. For any $y = (y_0, y_1, \ldots) \in Y$:
\[ \gamma(\sigma^{-1}(y)) = \{ (i, \epsilon_0(y), \epsilon_1(y), \ldots) : i = 0, \ldots, |\beta| \} \]

Proof. $\sigma^{-1}(y)$ consists of all $z \in Y$ of the form $(i, y_0, \ldots)$, such that $a_{i,y_0} = 1$, where $A$ is the adjacency matrix. Now $a_{i,y_0} = 1$ if and only if $i \in \bigcup_{k=0}^{\beta} M_k$ and $C_{y_0} \subset T_\beta C_i$ or $i \in \{0, \ldots, K\} \setminus \bigcup_{k=0}^{\beta} M_k$ and $y_0 \in \{0, K\}$. If $y_0 \in \{0, K\}$ then $i$ can be any value associated to a switch region, so each $i \in \{s_1, \ldots, s_{\beta} \}$ defines an element $(i, y_0, \ldots) \in \sigma^{-1}(y)$, so by definition
\[ \gamma(\sigma^{-1}(y)) \supset \begin{cases} \{1, \ldots, |\beta|\} & \text{if } y_0 = 0 \\ \{0, \ldots, |\beta| - 1\} & \text{if } y_0 = K. \end{cases} \]

Furthermore we know $a_{0,0} = 1$, because $C_0 \subset T_\beta C_0$ by Proposition 3.1 (i). Thus if $y_0 = 0$ we conclude that $\gamma(\sigma^{-1}(y)) = \{0, \ldots, |\beta|\}$. Similarly $a_{L,L} = 1$, because $C_K \subset T_\beta C_K$, from which we conclude that $\gamma(\sigma^{-1}(y)) = \{0, \ldots, |\beta|\}$ if $y_0 = K$. If $y_0 \notin \{0, K\}$ then $a_{i,y_0}$ can only equal 1 if $i \in \bigcup_{k=0}^{\beta} M_k$ and $C_{y_0} \subset T_\beta C_i$. As $y_0 \neq K$ then $C_{y_0} \neq [1, |\beta| / (\beta - 1)]$, so $T_\beta^{-1}C_{y_0}$ consists of exactly $|\beta| + 1$ disconnected intervals, and from Proposition 3.4.1 because $C_{y_0} \neq C_0, C_K$ we know none of these intervals contain switch regions, so from the same proposition we know that they must be intervals of the form $C_i$ for $i \in \bigcup_{k=0}^{\beta} M_k$, and no two of the $C_i$ can be have their index from the same $M_k$, as they will then be contained in the same equality region, on which $T_\beta$ is injective. Thus from (6) we can conclude that $\gamma(\sigma^{-1}(y)) = \{0, \ldots, |\beta|\}$. \( \square \)
With this Lemma we can prove the following:

**Proposition 4.3.** The function \( H \in C(Y) \) defined by \( H(y) = e^{\varphi(y)} \) is an eigenfunction of \( L_{\varphi} \), with eigenvalue \( \frac{2^{\beta} + 2 - 1}{e^{2} - 1} \).

**Proof.** For any \( y \in Y \):

\[
L_{\varphi} H(y) = \sum_{z \in \sigma^{-1}(y)} e^{2 \varphi(z)} = \sum_{i=0}^{[\beta]} e^{2 \varphi(i,y_0,\ldots)},
\]

where the last equality follows from lemma 4.2. Thus

\[
L_{\varphi} H(y) = \sum_{i=0}^{[\beta]} e^{2i + 2 \sum_{j=1}^{\infty} \frac{\varepsilon_{j-1}(y)}{2^j}} = e^{\varphi(y)} \sum_{i=0}^{[\beta]} e^{2i} = e^{2[\beta] + 2} - \frac{1}{e^2 - 1} H(y)
\]

\( \Box \)

The ease of the above calculations suggests an approach of generating uncountably infinitely many unique equilibrium states for \( \sigma \) on \( Y \). Fix an arbitrary function \( \theta : \{0, \ldots, [\beta]\} \rightarrow \mathbb{R} \). We claim there exists a potential \( \varphi_{\theta} \in C(Y) \) of summable variation and a corresponding eigenfunction of \( L_{\varphi_{\theta}} \), say \( H \in C(Y) \), corresponding to the eigenvalue \( \sum_{i=0}^{[\beta]} e^{\theta(i)} \).

**Proposition 4.4.** Define \( \varphi_{\theta}, H \in C(Y) \) by

\[
\varphi_{\theta}(y) = \sum_{j=0}^{\infty} \frac{\theta(e_j(y))}{2^j}, \quad H(y) = e^{\varphi_{\theta}(y)}.
\]

\( H \) is an eigenvector of \( L_{\varphi_{\theta}} \) corresponding to eigenvalue \( \sum_{i=0}^{[\beta]} e^{2\theta(i)} \).

**Proof.** For convenience we set \( \varphi := \varphi_{\theta} \). Due to Lemma 4.1 for any \( y \in Y \),

\[
L_{\varphi} H(y) = \sum_{x \in \sigma^{-1}(y)} e^{2 \sum_{j=0}^{\infty} \frac{\theta(e_j(x))}{2^j}} = \sum_{i=0}^{[\beta]} e^{2\theta(i) + 2 \sum_{j=0}^{\infty} \frac{\varepsilon_{j}(y)}{2^{j+1}}} = H(y) \sum_{i=0}^{[\beta]} e^{2\theta(i)}.
\]

\( \Box \)

Although motivated by the Dyson model for the long range interaction of dipoles, the potentials \( \varphi_{\theta} \) have a glaring difference in that their dependence of the tail decreases exponentially, instead of at a polynomial rate. This is necessary to ensure that the potentials have summable variation, allowing us to bring Ruelle’s Operator Theorem to bear. Although we can not define a potential with strict polynomial decay on the terms, the following proposition shows we can get arbitrarily close in some sense.
Proposition 4.5. Fix some $\alpha > 1$ and $\theta : \{0, \ldots, \lfloor \beta \rfloor \} \to \mathbb{R}$. Define $\varphi_{\theta, \alpha}, H_{\theta, \alpha} \in C(Y)$ by

$$
\varphi_{\theta, \alpha}(y) = \sum_{j=0}^{\infty} \frac{\theta(e_j(y))(\alpha - 1)^j}{\alpha^{j+1}}, \quad H_{\theta, \alpha}(y) = e^{(\alpha - 1)\varphi_{\theta, \alpha}(y)}.
$$

Then $\sum_{i=0}^{\lfloor \beta \rfloor} e^{\theta(i)}$ is an eigenvalue of $L_{\varphi_{\theta, \alpha}}$ with eigenvector $H_{\theta, \alpha}$.

Proof. For any $y \in Y$ we have, by Lemma 4.2

$$
L_{\varphi_{\theta, \alpha}} H_{\theta, \alpha}(y) = \sum_{x \in \sigma^{-1}y} e^{(\alpha - 1)\varphi_{\theta, \alpha}(x)} e^{\varphi_{\theta, \alpha}(x)}
$$

$$
= \sum_{i=0}^{\lfloor \beta \rfloor} e^{\alpha \varphi_{\theta, \alpha}(i, y_0, \ldots)}
$$

$$
= \sum_{i=0}^{\lfloor \beta \rfloor} e^{\alpha \left( \sum_{j=1}^{\infty} \frac{\theta(e_{j-1}(y))(\alpha - 1)^j}{\alpha^{j+1}} \right)}
$$

$$
= e^{\sum_{j=1}^{\infty} \frac{\theta(e_j(y))(\alpha - 1)^j + \theta(i)}{\alpha^{j+1}}} \sum_{i=0}^{\lfloor \beta \rfloor} e^{\theta(i)}
$$

$$
= e^{(\alpha - 1)\varphi_{\theta, \alpha}(y)} \sum_{i=0}^{\lfloor \beta \rfloor} e^{\theta(i)}
$$

$$
= \sum_{i=0}^{\lfloor \beta \rfloor} e^{\theta(i)} H_{\theta, \alpha}(y).
$$

To apply Ruelle’s Operator Theorem we first need to check whether $\varphi_{\theta, \alpha}$ has summable variation:

Proposition 4.6. $\varphi_{\theta, \alpha}$ possesses summable variation for any $\alpha > 1$ and $\theta : \{0, \ldots, \lfloor \beta \rfloor \} \to \mathbb{R}$.

Proof. By definition we have for every $n \in \mathbb{N}$,

$$
\text{var}_n(\varphi_{\theta, \alpha}) \leq 2\|\theta\|_\infty \sum_{j=n}^{\infty} \frac{(\alpha - 1)^j}{\alpha^{j+1}} \leq 2\|\theta\|_\infty \sum_{j=n}^{\infty} \frac{(\alpha - 1)^j}{\alpha^j}
$$

As $(\alpha - 1)^j / \alpha^j$ is strictly decreasing in $j$, we can apply the integral test to bound, for any $n \in \mathbb{N}$

$$
\sum_{j=n}^{\infty} \frac{(\alpha - 1)^j}{\alpha^j} \leq \frac{(\alpha - 1)^n}{\alpha^n} + \int_{n}^{\infty} \frac{(\alpha - 1)^x}{\alpha^x} dx
$$

$$
= \frac{(\alpha - 1)^n}{\alpha^n} + \left( \ln\left( \frac{\alpha}{\alpha - 1} \right) \right)^{-1} e^{-n \ln\left( \frac{\alpha}{\alpha - 1} \right)}
$$

Thus

$$
\sum_{n=1}^{\infty} \text{var}_n(\varphi_{\theta, \alpha}) \leq \sum_{n=1}^{\infty} \frac{(\alpha - 1)^n}{\alpha^n} + \left( \ln\left( \frac{\alpha}{\alpha - 1} \right) \right)^{-1} e^{-n \ln\left( \frac{\alpha}{\alpha - 1} \right)}
$$

$$
< \infty.
$$

The natural question, and indeed the desired conclusion, from finding uncountably many potentials with different eigenvalues for the corresponding transfer operator, is whether we can find uncountably many associated unique $g$-measures. To that end, we would like to be able to bring to bear the machinery developed in Section 2.
Proof. Let us denote the eigenvalue corresponding to $H_{\theta,\alpha}$ by $\lambda_{\theta,\alpha}$, and the one coming from Ruelle’s Operator Theorem by $\lambda$. Let $\nu_{\theta,\alpha}$ be the probability measure coming from Ruelle’s Operator Theorem. As $H_{\theta,\alpha} \in C(Y)$, Ruelle’s Operator Theorem gives that $\|L_{\varphi_{\theta,\alpha}}^n H_{\theta,\alpha}/\lambda^n - \nu_{\theta,\alpha}(H_{\theta,\alpha})h_{\theta,\alpha}\|_{\infty} \to 0$, meaning that $(\lambda_{\theta,\alpha}/\lambda)^n H_{\theta,\alpha}$ converges uniformly to $\nu_{\theta,\alpha}(H_{\theta,\alpha})h_{\theta,\alpha}$. As $\nu_{\theta,\alpha}(H_{\theta,\alpha})h_{\theta,\alpha} > 0$, this is only possible if $\lambda_{H_{\theta,\alpha}} = \lambda$. This immediately implies that $h_{\theta,\alpha} = H_{\theta,\alpha}/\nu_{\theta,\alpha}(H_{\theta,\alpha})$.

Remark 9. The reader will note that nowhere in the above proof did we use any intrinsic property of $\varphi_{\theta,\alpha}$, or of $H_{\theta,\alpha}$ or $\lambda_{H_{\theta,\alpha}}$. Thus the above theorem is valid for any potential $\phi$ with summable variation, and any eigenvalue and normalized (with respect to $\nu$) eigenvector one can find for the associated transfer operator $L_{\phi}$.

For any $\varphi_{\theta,\alpha}$, Corollary 2.3 guarantees the existence of a unique equilibrium state $\mu_{\theta,\alpha}$, which is the $g$-measure corresponding to the $g$-function

$$g_{\theta,\alpha}(y) := \frac{e^{\varphi_{\theta,\alpha}(y)} h_{\theta,\alpha}}{\lambda H_{\theta,\alpha} (H_{\theta,\alpha} \circ \sigma)}.$$

Theorem 4.7 immediately gives the equality

$$g_{\theta,\alpha}(y) := \frac{e^{\varphi_{\theta,\alpha}(H_{\theta,\alpha})}}{\lambda H_{\theta,\alpha} (H_{\theta,\alpha} \circ \sigma)}.$$

This allows us to prove the following uniqueness criterion.

Theorem 4.8. Two potentials $\varphi_{\theta,\alpha}, \varphi'_{\theta',\alpha'} \in C(Y)$ have the same unique equilibrium state if and only if $\theta = \theta'$.

Proof. We know via Corollary 2.3 that $\varphi_{\theta,\alpha}$ and $\varphi_{\theta',\alpha'}$ have unique equilibrium states $\mu_{\theta,\alpha}$ and $\mu_{\theta',\alpha'}$ respectively, which are $g$-measures of the $g$-functions $g_{\theta,\alpha}$ and $g_{\theta',\alpha'}$ as in equation (10). If $\mu_{\theta,\alpha} = \mu_{\theta',\alpha'}$ then $g_{\theta,\alpha} = g_{\theta',\alpha'}$ by Lemma 2.3. We now calculate, for any $y = (y_0, y_1, \ldots) \in Y$,

$$g_{\theta,\alpha}(y) = \frac{e^{\varphi_{\theta,\alpha}(y)} e^{(\alpha-1)\varphi_{\theta,\alpha}(y)}}{\lambda H_{\theta,\alpha} e^{(\alpha-1)\varphi_{\theta,\alpha}(y)}} = \frac{1}{\lambda H_{\theta,\alpha}} e^{\varphi_{\theta,\alpha}(y)} e^{(1-\alpha)\varphi_{\theta,\alpha}(y)}$$

$$= \frac{1}{\lambda H_{\theta,\alpha}} e^{\varphi_{\theta,\alpha}(y)} e^{\theta(\alpha(y)) + \sum_{j=1}^{\beta} \frac{g(j)(\alpha(y))}{\alpha} - \sum_{j=1}^{\beta} \frac{g(j)(\alpha(y))}{\alpha} - \sum_{j=1}^{\beta} \frac{g(j)(\alpha(y))}{\alpha} + \sum_{j=0}^{\beta} \frac{g(j)(\alpha(y))}{\alpha} + \sum_{j=0}^{\beta} \frac{g(j)(\alpha(y))}{\alpha}} = \frac{e^{\theta(\alpha(y))}}{\sum_{i=0}^{\beta} e^{\theta(i)}}.$$

This calculation holds for any $\alpha > 1$ and $\theta : \{0, \ldots, \beta\} \to \mathbb{R}$, and any $y \in Y$. Thus $g_{\theta,\alpha} = g_{\theta',\alpha'}$ if and only if $\theta = \theta'$. This also proves the converse, for if $\theta = \theta'$ we have $g_{\theta,\alpha} = g_{\theta',\alpha'}$, and because $\mu_{\theta,\alpha}$ and $\mu_{\theta',\alpha'}$ are the unique $g$-measures for $g_{\theta,\alpha}$ and $g_{\theta',\alpha'}$, they must indeed be equal. □

4.1. The Importance of Explicit Eigenfunctions. We have now calculated an uncountable number of unique $g$-measures on $(Y, \sigma)$ by constructing explicit potentials in $C(Y)$. Although the measures we construct from Ruelle’s Operator Theorem arise from the Schauder-Tychonoff fixed point theorem, the fact that we have calculated explicit eigenfunctions in conjunction with Theorem 4.7 allows us to deduce some of the measures’ behaviour. In particular we know for any $\varphi_{\theta,\alpha}$ with equilibrium state $\mu_{\theta,\alpha}$, eigenfunction $H_{\theta,\alpha}$ and corresponding measure $\nu_{\theta,\alpha}$, which from now on we denote by $\varphi$, $\mu$, $H$ and $\nu$ respectively, that, due to Corollary 2.3 and
Theorem 4.7 for any bounded measurable \( f \) we can calculate:

\[
\mu(f) = \frac{1}{\nu(H)} \int_Y fH \, d\nu \\
= \frac{1}{\lambda \nu(H)} \int_Y L_{\varphi}(fH) \, d\nu \\
= \frac{1}{\lambda \nu(H)} \int_Y \sum_{x \in \sigma^{-1}x} e^{\alpha \phi(x)} f(x) \, d\nu(y).
\]

In particular for any set \( A \) possessing the property, that for any \( a \in A \) we have \( \sigma^{-1}a = \bigcup_{i=0}^{\beta} (c_i, a_0, \ldots) \) for a fixed set \( \{c_i\}_{i=0}^{\beta} \subset \{0, \ldots, K\} \), we have

\[
\mu(A) = \frac{1}{\lambda \nu(H)} \sum_{i=0}^{\beta} \int_Y e^{\theta(i)+\sum_{j=0}^{\infty} \theta(c_j(y))) (\alpha^{-j-1}(\alpha-1)^{j+1})} I_A(c_i, y) \, d\nu(y)
\]

\[
= \frac{1}{\lambda \nu(H)} \sum_{i=0}^{\beta} e^{\theta(i)} \int_Y e^{(\alpha-1)^{j} \varphi(y)} I_A(c_i, y) \, d\nu(y)
\]

\[
= \frac{1}{\lambda \nu(H)} \sum_{i=0}^{\beta} e^{\theta(i)} \int_Y H(y) I_A(c_i, y) \, d\nu(y)
\]

\[
= \frac{1}{\lambda \nu(H)} \sum_{i=0}^{\beta} e^{\theta(i)} \mu(A \cap [c_i]),
\]

where in the last equality we applied \( \sigma \) invariance of \( \mu \).

5. \( K_\beta \)-IN Variant Measures

Theorem 4.7 shows that there exists uncountably many distinct \( \sigma \)-invariant measures on \( Y \) with full support. The next question to ask is how do these measures relate to the dynamics of \( K_\beta \)? On page 12 we followed the construction in [3], and created a set \( Y' \subset Y \), which we identified with \( \Omega \times I_\beta \) via the bijection \( \psi \). Unfortunately this map is not in general continuous, so pulling back continuous potentials is generally not possible via this map. However, if we can show that \( \mu_{\theta, \alpha}(Y') = 1 \) then \( \psi \) is a measurable isomorphism between \((Y, F, \mu_{\theta, \alpha}, \sigma)\) and \((\Omega \times I_\beta, B_1 \times B_2, \psi \circ \mu_{\theta, \alpha}, K_\beta)\).

**Theorem 5.1.** \( \mu(Y') = 1 \) for any \( g \)-measure \( \mu \) with \( g \in G_c \).

**Proof.** We first note by Theorem 2.3 that \( \mu \) is strictly positive on open sets, and also by Theorem 2.6 that \( \mu \) is strongly mixing on \((Y, \sigma)\) which means that it is also ergodic. For any switch symbol \( s_i \) set

\[
Y_{s_i} = \{(y_n) \in Y : y_n = s_i \text{ for infinitely many } n\}.
\]

Clearly \( Y_{s_i} \subset Y' \). As cylinder sets are open we have \( \mu(I_{[s_i]}) > 0 \), which by Birkhoff’s Ergodic Theorem means that for \( \mu \) a.e. \( y \in Y \)

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} I_{[s_i]} \circ \sigma^j(y) > 0,
\]

but this is only possible if for \( \mu \) a.e. \( y \) we have \( I_{[s_i]} \circ \sigma^j(y) = 1 \) for infinitely many \( j \in \mathbb{N} \), which means that \( y_j = s_i \) for infinitely many \( j \in \mathbb{N} \), which means \( y \in Y_{s_i} \) for \( \mu \) a.e. \( y \). Thus \( \mu(Y_{s_i}) = 1 \), so \( \mu(Y') = 1 \).

As each \( \mu_{\theta, \alpha} \) is a \( g \)-measure for \( g \in G_c \), it follows that there exists uncountably many distinct \( K_\beta \) invariant probability measures on \((\Omega \times I_\beta, B_1 \times B_2)\). In light of Theorem 2.1 and Corollary 2.3 we can construct a \( K_\beta \) invariant probability measure with arbitrary concentrated pressure on \( \psi(Y') \). Furthermore each of these measures is strong mixing and has a Bernoulli natural extension.
5.1. Novelty of the equilibrium states. Finally, we would like to verify that for any fixed \( \beta \in B \) the measures \( \psi_* \mu_{\theta, \alpha} \) are not just the \( K_\beta \)-invariant measures \( m_p \times \mu_\beta \) that were already discovered in [3]. It was shown in [4] that for any choice of \( p \in [0, 1] \), the dynamical system \(( \Omega \times I_\beta, B_1 \times B_2, m_p \times \mu_{\beta, K_\beta} )\) is isomorphic to \(( Y, F, \mu_{p,\beta, \sigma} )\), where \( \mu_{p,\beta, \sigma} \) is the Markov measure associated to the transition matrix \( P_{\theta, \alpha} \), defined by

\[
P_{\theta, \alpha}(i, j) = \begin{cases} 
\lambda(C_i \cap T_\beta^{-1}C_j)/\lambda(C_i) & \text{if } i \in \bigcup_{k=0}^{b_1} M_k \\
p & \text{if } i \in \{0, \ldots, K_\beta\} \setminus \bigcup_{k=0}^{b_1} M_k \text{ and } j = 0 \\
1-p & \text{if } i \in \{0, \ldots, K\} \setminus \bigcup_{k=0}^{b_1} M_k \text{ and } j = K \\
0 & \text{if } i \in \{0, \ldots, K\} \setminus \bigcup_{k=0}^{b_1} M_k \text{ and } j \notin \{0, K\}.
\end{cases}
\]

and the stationary distribution \( \pi_{\theta, \alpha} \), which is strictly positive and satisfies \( \pi_{\theta, \alpha} P_{\theta, \alpha} = \pi_{\theta, \alpha} \). Proposition 2.10 thus gives that \( \mu_{p,\beta, \sigma} \) is a \( g \)-measure for the function \( g_{p,\beta, \sigma}(y) = \frac{\pi_{\theta, \alpha}}{\pi_{\theta, \alpha}} \). As \(( \Omega \times I_\beta, B_1 \times B_2, \psi_* \mu_{\theta, \alpha}, K_\beta \) is measurably isomorphic to \(( Y, F, \mu_{p,\beta, \sigma} )\) for all choices of \( \theta \) and \( \alpha \), Lemma 2.3 (ii) implies that \( \mu_{p,\beta, \sigma} \) is equal to some \( \mu_{\theta, \alpha} \) if and only if \( g_{p,\beta, \sigma} = \mu_{\theta, \alpha} \). Suppose that for some \( \theta : \{0, \ldots, |\beta|\} \rightarrow \mathbb{R} \) there exists a \( m_p \times \mu_\beta \) such that \( m_p \times \mu_\beta = \psi_* \mu_{\theta, \alpha} \). For convenience set \( P = P_{\theta, \alpha} \) and \( \pi = \pi_{\theta, \alpha} \). From the proof of Theorem 4.8 this would then require, for all \( y \in Y \),

\[
e^{\theta(y_0(y))} \sum_{i=0}^{|\beta|} e^{\theta(i)} = \frac{\pi_{\theta, \alpha} P_{\theta, \alpha} P_{\theta, \alpha}}{\pi_{\theta, \alpha}}.
\]

We now note that that Proposition 5.1 implies the following about the transition matrix \( P \):

\[
P_{i,0} = \begin{cases} 
\frac{1}{p} & \text{if } i = 0 \\
p & \text{if } i \in \{0, \ldots, K_\beta\} \setminus \bigcup_{i=0}^{|\beta|} M_k \\
0 & \text{otherwise}
\end{cases}
\quad P_{i,K} = \begin{cases} 
\frac{1}{p} & \text{if } i = K \\
1-p & \text{if } i \in \{0, \ldots, K\} \setminus \bigcup_{i=0}^{|\beta|} M_k \\
0 & \text{otherwise}
\end{cases}
\]

Since the elements of \( \{0, \ldots, K\} \setminus \bigcup_{i=0}^{|\beta|} M_k \) correspond to an entrance in the switch regions, we shall denote this set by \( \{s_1, \ldots, s_{|\beta|}\} \). As \( \pi P = \pi \) this allows us to calculate the following equalities:

\[
\sum_{i=0}^{|\beta|} s_i = \frac{\beta - 1}{p_\beta} \pi_0 = \frac{\beta - 1}{(1-p)_\beta} \pi_K.
\]

The definition of \( c_0 \) along with our assumption (11) means that for any \( j \in \{1, \ldots, |\beta|\} \) and \( y \in Y \) with \( y_0 = s_j \) and \( y_1 = K \)

\[
e^{\theta(j-1)} \sum_{i=0}^{|\beta|} e^{\theta(i)} = \frac{\theta(c_{j-1}(s_j, K, y_2, \ldots))}{\sum_{i=0}^{|\beta|} e^{\theta(i)}} = \frac{(1-p)\pi_{s_j}}{\pi_K},
\]

and for any \( y \in Y \) with \( y_0 = s_{|\beta|} \) and \( y_1 = 0 \),

\[
e^{\theta(|\beta|)} \sum_{i=0}^{|\beta|} e^{\theta(i)} = \frac{\theta(c_{|\beta|}(s_{|\beta|}, 0, y_2, \ldots))}{\sum_{i=0}^{|\beta|} e^{\theta(i)}} = \frac{p \pi_{s_{|\beta|}}}{\pi_0}.
\]

Finally, we combine equations (12), (13) and (14) to calculate:

\[
1 = \sum_{j=0}^{|\beta|} e^{\theta(j)} = \frac{(1-p) \pi_K \sum_{j=1}^{|\beta|} \pi_{s_j} + p \pi_{s_{|\beta|}}}{\pi_0} = \frac{\beta - 1}{\beta} + \frac{e^{\theta(|\beta|)}}{\sum_{i=0}^{|\beta|} e^{\theta(i)}}.
\]
Thus if \( g_{\theta,\alpha} = g_{p_\beta} \), for any \( p \in (0,1) \), we must have that

\[
\frac{1}{\beta} = \frac{e^{\theta(\lfloor \beta \rfloor)}}{\sum_{i=0}^{\lfloor \beta \rfloor} e^{\theta(i)}}
\]

but there are infinitely many \( \theta \) for which this relationship does not hold, from which we can conclude that there are infinitely many measures \( \psi_{\theta,\alpha} \mu_{\theta,\alpha} \) which are not equal to any of the previously discovered \( K_\beta \)-invariant measures of the form \( m_p \times \mu_\beta \).
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