Intrinsic regularization effect in Bayesian nonlinear regression scaled by observed data
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Occam’s razor is a guiding principle that models should be simple enough to describe observed data. While Bayesian model selection (BMS) embodies it by the intrinsic regularization effect (IRE), how observed data scale the IRE has not been fully understood. In the nonlinear regression with conditionally independent observations, we show that the IRE is scaled by observations’ fineness, defined by the amount and quality of observed data. We introduce an observable that quantifies the IRE, referred to as the Bayes specific heat, inspired by the correspondence between statistical inference and statistical physics. We derive its scaling relation to observations’ fineness. We demonstrate that the optimal model chosen by the BMS changes at critical values of observations’ fineness, accompanying the IRE’s variation. The changes are from choosing a coarse-grained model to a fine-grained one as observations’ fineness increases. Our findings expand an understanding of BMS’s typicality when observed data are insufficient.

I. INTRODUCTION

To describe observed data by mathematical model is an important stage to understand the physics of the system behind observed data. It is desired to build a model as simple as possible for caricaturing the essential physics. A simple model is an equation or a function with fewer parameters, which sometimes corresponds to an effective theory: a special case, an approximation, or a coarsening of the more comprehensive theory. Some attempts relate the model simplicity to a kind of emergence as if microscopic details are almost negligible in macroscopic phenomena from the viewpoint of information theory. They are also related to what model is simple enough for describing observed data well. In the context of statistics, some criteria for model selection, as highlighted by the Akaike and Bayesian information criteria (AIC and BIC), support selecting a simpler model as justifications of Occam’s razor.

Bayesian model selection (BMS) is utilized to choose a model simple enough to describe the essential physics behind observed data. Suppose that the ground truth that generates the observed data is included in the list of candidate models. There are several motivations for employing the BMS. One is that the BMS is consistent. If the candidate models are disjoint, the model chosen by the BMS converges almost surely toward the ground truth as observed data increase under mild conditions. Another is that the BMS automatically incorporates Occam’s razor. If more than one candidate model can exactly express the ground truth, the model chosen by the BMS converges almost surely toward the simplest one with the fewest parameters. We should mention that our primary interest in the BMS is choosing the simplest model that describes observed data well rather than verifying one’s model (hypothesis) based on the data. The simplest model for given data is sometimes consistent with the ground truth, but not necessarily. We want to clarify when and how the simplest model is the ground truth or other candidates.

Occam’s razor in the BMS is embodied by the intrinsic regularization effect (IRE) that prefers simpler models to complex ones as succeeding to the BIC. In the case of enough observed data, the singular learning theory has revealed that the IRE is explicitly quantified by a birational invariant, called the real log canonical threshold (RLCT). However, how observed data scale the IRE is still a challenging question. This question includes three issues. First, the RLCT does not quantify the dependence on the amount and quality of observed data. We need the IRE’s scaling function that converges toward the RLCT in the limit where they are sufficient. Second, the RLCT is not an observable quantity calculated from observed data but a quantity theoretically derived from the ground truth, which is practically unknown. While some observable quantities that converge toward the RLCT have been introduced, they do not explicitly represent the dependence on both the amount and quality of observed
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data. We also need an observable counterpart of the scaling function. Third, how the IRE affects the BMS in the case of insufficient observed data has yet to be fully understood. While the BMS is consistent, the model chosen by the BMS is not necessarily the ground truth if observed data are insufficient. We also need to explain the typicality of the BMS for insufficient data by using the scaling function.

Here we address these issues in the context of the nonlinear regression with conditionally independent observations, which is a prototypical setup in mathematical modeling. To quantify the IRE, we introduce an observable quantity, referred to as the Bayes specific heat, inspired by the mathematical equivalence between statistical inference and statistical physics. We derive its finite-size scaling relation to observations’ fineness, defined by the amount and quality of observed data. We show the correspondence of the scaling function to the RLCT. We demonstrate that the model chosen by the BMS changes at critical values of observations’ fineness, affected by variation in the scaling function. We also find that the changes are from choosing a coarse-grained model to the fine-grained ground truth as observations’ fineness increases. Our findings correspond to a typical behavior of the BMS with a variation of observed data from insufficient to sufficient, expanding an understanding of the BMS’s consistency.

II. STATISTICAL ENSEMBLE OF NONLINEAR REGRESSION

We start by defining a statistical ensemble of nonlinear regression. Let us consider observing conditionally independent random variables \( D^n := \{x_i, Y_i\}_{i=1}^n \) for \( x_i = x_{i-1} + L/(n-1) \), where \( x_1, x_n, \) and \( L := x_n - x_1 > 0 \) are fixed. We assume that \( Y_i \sim \mathcal{N}(f(x_i; w), \beta^{-1}) \), where \( f, w, \) and \( \beta^{-1} > 0 \) are respectively regression model, its parameter set, and variance of observation noise as an embodiment of the quality of observed data. Here we define observations’ fineness \( \kappa := n\beta \), which is a key quantity of scaling relations as described later. Since \( w \) and \( f \) are unknown and should be estimated from \( D^n \), we treat them as random elements subject to the posterior probability distribution

\[
p(w, f \mid D^n, \beta, \mu) \propto \exp\left(-\frac{\kappa}{2} E_n(w; f) - \kappa \mu F_n(\beta, f) \right) p(w \mid f)p(f),
\]  

where

\[
E_n(w; f) := \frac{1}{n} \sum_{i=1}^{n} (Y_i - f(x_i; w))^2
\]

is the mean square error,

\[
F_n(\beta, f) := -\frac{1}{\kappa} \log \int \exp\left(-\frac{\kappa}{2} E_n(w; f) \right) p(w \mid f)dw
\]

is the Bayes free energy, \( \mu \geq 0 \) is an auxiliary variable, \( p(w \mid f) \) is an arbitrary prior probability distribution of \( w \in W \subset \mathbb{R}^d \), and \( p(f) \) is that of \( f \in \{f^K\} \). If \( \mu = 1 \), Eq. (1) is derived from Bayes’ theorem. Throughout this study, we consider the case \( \mu \to \infty \), which corresponds to the empirical Bayes approach, i.e., \( f \) is chosen by minimizing \( F_n(\beta, f) \) at a given \( \beta \) as the BMS. Note that the BIC and its generalized version are derived by approximating \( F_n(\beta, f) \) [11, 22]. While \( \beta \) is given in Eq. (1), if \( \beta \) is unknown, it can also be estimated by minimizing \( \kappa F_n(\beta, f) - n \log \beta - \log 2\pi/2 \) [32]. The overall setup is the basics of our analyses in the following sections to clarify the BMS transitions from choosing a coarse-grained model to the fine-grained ground truth as \( \kappa \) increases.

III. BAYES SPECIFIC HEAT

We introduce a key quantity that characterizes the macrostates in the statistical ensemble of nonlinear regression, which is defined as the fluctuation of \( E_n(w; f) \) at a certain pair of \( \beta \) and \( f \) with a given \( D^n \):

\[
C_n(\beta, f) = \left(\frac{\kappa}{2}\right)^2 \left(\langle E_n(w; f)^2 \rangle - \langle E_n(w; f) \rangle^2 \right),
\]

where \( \langle \cdots \rangle := \int \cdots p(w \mid \beta, f, D^n) dw \) denotes the average over all microstates of \( w \) subject to \( p(w \mid \beta, f, D^n) \propto \exp(-\kappa E_n(w; f)/2)p(w \mid f) \). Note that Eq. (4) is derived from a more general definition of such a quantity in statistical inference, called the Bayes specific heat (see Appendix A). We should mention that \( C_n(\beta, f) \) is an observable that quantifies the IRE as explained in the next section. This quantity plays an important role in explaining the mechanism of the BMS transitions in terms of the IRE.
IV. FINITE-SIZE SCALING RELATIONS

We hereafter consider the case that \( Y_1 \sim \mathcal{N}(f_0(x_1; w_0), \beta_0^{-1}) \), where \( f = f_0, w = w_0 \) and \( \beta = \beta_0 \) are the ground truths such that \( p(w_0 | f_0) > 0 \) is satisfied. The BMS depends on the set \( D^n \) of \( n \) random variables since it is carried out by minimizing \( F_n(\beta, f) \), which is a function of \( D^n \). Besides, \( F_n(\beta, f) \) depends on both \( D^n \) and \( \beta \) rather than on \( \kappa \) (see Eqs. (2) and (3)). To clarify the typicality of BMS transitions, not depending on the realization of \( D^n \) but on \( \kappa \), we take the limit where \( \kappa \) and \( L \) are fixed, whereas \( n \to \infty \). We derive the finite-size scaling relation

\[
F_n(\beta, f) = F(\kappa, f; w_0, f_0) + \frac{R_n}{2n\beta_0}
\]

with the scaling function

\[
F(\kappa, f; w_0, f_0) := -\frac{1}{\kappa} \log \int \exp \left( -\frac{\kappa}{2} E(w; f, w_0, f_0) \right) p(w | f) dw
\]

and the energy function

\[
E(w; f, w_0, f_0) := \frac{1}{L} \int_{x_1}^{x_n} (f_0(x; w_0) - f(x; w))^2 dx,
\]

where \( R_n \) is a random variable subject to the chi-square distribution with \( n \) degree of freedom (see Appendix B). Note that \( F_n(\beta, f) \) is self-averaging, i.e., \( F_n(\beta, f) = [F_n(\beta, f)] \) holds as \( n \to \infty \), where \( [\cdots] := \int \cdots \prod_{i=1}^{n} p(y_i | x_i, w_0, \beta_0, f_0) dy_d \) denotes the average over all realizations of \( D^n \), which are subject to \( p(y_i | x_i, w_0, \beta_0, f_0) := \mathcal{N}(f_0(x_i; w_0), \beta_0^{-1}) \). Since \( R_n / (2n\beta_0) \) is independent of \( f \), \( f \) minimizing \( F(\kappa, f; w_0, f_0) \) is equal to \( f \) minimizing \( F_n(\beta, f) \) at \( \kappa \) consisting of a certain pair of \( \beta \) and sufficiently large \( n \). Under the condition \( \beta = \beta_0 \), corresponding to the Nishimori line \( \beta = \beta_0 \), \( F(\kappa, f; w_0, f_0) \) enables us to assess the typical behavior of statistical ensemble at a certain \( \kappa = n\beta_0 \), which is independent of the realization of \( D^n \). Based on this typicality, we demonstrate that \( f \) minimizing \( F(\kappa, f; w_0, f_0) \) at \( \kappa \) is not necessarily \( f_0 \) in the next section. The demonstration clarifies the typicality of BMS transitions, independent of the realizations of \( D^n \), from choosing a coarse-grained model to the fine-grained ground truth as \( \kappa \) increases.

We are interested in explaining the mechanism of BMS transitions in terms of the IRE. To explain the mechanism formally, in the above limit where \( \kappa \) and \( L \) are fixed, whereas \( n \to \infty \), we also derive the finite-size scaling relation

\[
C_n(\beta, f) = \Lambda(\kappa, f; w_0, f_0) + O_p \left( \max \left( \frac{1}{\log \kappa}, \frac{\beta}{\beta_0}, \frac{1}{n\sqrt{\beta_0}} \right) \right)
\]

with the scaling function

\[
\Lambda(\kappa, f; w_0, f_0) := \left( \frac{\kappa}{2} \right)^2 \left( \langle E(w; f, w_0, f_0)^2 \rangle - \langle E(w; f, w_0, f_0) \rangle^2 \right).
\]

where \( \langle \cdots \rangle \) converges to the average over \( p(w | \beta, f, D^n) \propto \exp(-\kappa E(w; f, w_0, f_0)/2)p(w | f) \) in the limit we consider (see Appendix C). From Eq. (5), we find that \( C_n(\beta, f) \) is an observable counterpart of \( \Lambda(\kappa, f; w_0, f_0) \) in the limit we consider. Note that \( C_n(\beta, f) \) is conditionally self-averaging, i.e., \( C_n(\beta, f) = [C_n(\beta, f)] \) holds as \( n \to \infty \) if \( \beta = O(\beta_0 / \log n) \). Thus, \( C_n(\beta, f) \) is not necessarily self-averaging under the condition \( \beta = \beta_0 \), i.e., \( C_n(\beta, f) = \Lambda(n\beta_0, f; w_0, f_0) + O_p(1) \) holds. We assess the finite-size effect on some particular examples to validate that the fluctuation term \( O_p \left( \max \left( (\log \kappa)^{-1}, \beta/\beta_0, (n^2\beta_0)^{-1} \right) \right) \) is negligible at any \( \beta \) in some situations (see Appendix D).

We also find that \( \Lambda(\kappa, f; w_0, f_0) \) is a quantification of the IRE in the limit we consider from the consideration below. There is a junction between Eq. (4) and the singular learning theory \( \mathcal{T}_2 \mathcal{P}_2 \mathcal{S}_2 \mathcal{S}_3 \mathcal{S}_0 \). While the setup is based on independent and identically distributed observations as \( n \to \infty \) in the related study \( \mathcal{T}_2 \mathcal{P}_2 \mathcal{S}_2 \mathcal{S}_3 \mathcal{S}_0 \), our setup is based on conditionally independent observations in the limit where \( \kappa \) and \( L \) are fixed, whereas \( n \to \infty \). Our setup is a natural extension, where the limits of \( F(\kappa, f; w_0, f_0) \) and \( \Lambda(\kappa, f; w_0, f_0) \) as \( \kappa \to \infty \) converge to the related study’s result. Any direct counterparts of \( C_n(\beta, f) \) and \( \Lambda(\kappa, f; w_0, f_0) \) have not been defined in the singular learning theory, while Eq. (8) is related to Watanabe’s corollary \( \mathcal{T}_2 \mathcal{P}_2 \mathcal{A} \mathcal{C} \mathcal{A} \mathcal{T}_2 \mathcal{C} \mathcal{A} \mathcal{T} \) (see Appendices A and C). Thanks to this relation, the limit of \( \Lambda(\kappa, f; w_0, f_0) \) as \( \kappa \to \infty \) is regarded as the RLCT which characterizes the IRE as the coefficient of a leading term in the asymptotic expansion of \( F_n(\beta, f) \) as \( n \to \infty \) (see Eq. (CC3)). Namely, \( \Lambda(\kappa, f; w_0, f_0) \) quantifies the IRE not only in the limit \( n \to \infty \) but also in the limit where \( \kappa \) and \( L \) are fixed, whereas \( n \to \infty \). The limit \( \Lambda(\kappa, f; w_0, f_0) \to \dim(w)/2 \) also holds as \( \kappa \to \infty \) if \( p(w | D^n, \beta, f) \) is regular, where the BIC is justified \( \mathcal{N}_1 \mathcal{C}_2 \). Based on these correspondences, we demonstrate how the IRE is scaled by \( \kappa \) and how it affects the BMS transitions in the next section.
V. INTRINSIC REGULARIZATION EFFECT SCALED BY OBSERVED DATA

We demonstrate the BMS transitions from choosing a coarse-grained model to the fine-grained ground truth, affected by variation in the IRE, as $\kappa$ increases. As a simple example, we numerically demonstrate that $f \in \{f^0, f^1, f^2\}$ minimizing $F(\kappa; f; w_0, f_0)$ at any $\kappa$ is not necessarily $f_0 \in \{f^0, f^1, f^2\}$ by using a nonlinear regression model with $K$ Gaussian components:

$$f^K(x; w) = \sum_{k=1}^{K} a_k \exp \left( -\frac{b_k}{2}(x - c_k)^2 \right)$$

for $K \geq 1$, where $w := \{a_k, b_k, c_k\}_{k=1}^{K}$ is the parameter set. This model is regarded as a kind of radial basis function networks [38]. Note that we define $f^0(x; w) = 0$, where $w$ is an empty set. We also derive the analytic expression of $E(w; f, w_0, f_0)$ for this $f^K$ (see Appendix D).

Let us consider a physical interpretation of the statistical ensemble of nonlinear regression with $f^K$ as an analogy. Based on the mathematical equivalence between statistical inference and statistical physics, the microstate $w$ with the particle number $K$ subject to $p(w, f | D^n, \beta, \mu)$ is interpreted as a grand canonical ensemble conditioned by $\beta$ as the inverse temperature, $n$ as the volume, and $\mu$ as the chemical potential. In the same manner, $w$, subject to $p(w | \beta, D^n, f)$ is interpreted as a canonical ensemble, where we assume $p(w, f | D^n, \beta, \mu) = p(w | D^n, \beta, f)p(f | D^n, \beta, \mu)$ to derive Eq. (1). Since both statistical ensembles are also conditioned by the quenched disorder $D^n$, we discuss the typical macrostate by means of the two averages $\langle \cdots \rangle$ and $\{ \cdots \}$. For this purpose, $F(\kappa; f; w_0, f_0)$ and $\Lambda(\kappa; f; w_0, f_0)$ are reasonable in the limit where $\kappa$ and $L$ are fixed, whereas $n \to \infty$. It should be emphasized that we do not consider the thermodynamic limit, i.e., the limit where $K/n$ is fixed, whereas $K \to \infty$ and $n \to \infty$.

We performed an Monte Carlo (MC) simulations by using parallel tempering based on the Metropolis criterion [39]. The variable $\kappa$ was discretized as 400 points consisting of $\kappa = 0$ and 399 logarithmically spaced points in the interval $[10^{-8}, 10^{12}]$. We set the prior probability distribution as $p(w | f^K) = \prod_{k=1}^{K} \exp(-a_k/10 - b_k^2/50)/(500\sqrt{2\pi})$. We simulated $p(w | D^n, \beta, f) \propto \exp(-\kappa E_n(w; f)/2)p(w | f)$ with a realization of $D^n$ to calculate $F_n(\beta, f)$ in the same manner as in our previous work [32]. We also simulated $p(w | D^n, \beta, f) \propto \exp(-\kappa E(w; f, w_0, f_0)/2)p(w | f)$ to calculate $F(\kappa; f; w_0, f_0)$ and $\Lambda(\kappa; f; w_0, f_0)$ at each point of $\kappa > 0$ in the manner of Bridge sampling [41, 42]. In all the MC simulations, the total MC sweeps were 100,000 after the burn-in. The error bars of $F(\kappa; f; w_0, f_0)$ and $\Lambda(\kappa; f; w_0, f_0)$ were calculated by bootstrap resampling.

We consider two cases to simulate the discovery process of the gross and fine structures in observed data. One is the degenerate case that is defined as $f_0 = f^1$ with $w_0 = \{10, 10, 0\}$ (Fig. 1a). Another is the splitting case that is defined as $f_0 = f^2$ with $w_0 = \{5, 10, (-1)^k \times 0.25\}_{k=1}^{K}$, which makes two Gaussian components strongly overlapping (Fig. 1b). In each case, a realization of $D^n$ for $n = 101$ is obtained in the presence of observation noise at a certain $\beta_0$. If $\beta_0$ is small enough, $f$ minimizing $F_n(\beta, f)$ in both cases are $f^0$, which is not consistent with $f_0$ (Figs. 1a and 1b). If $\beta_0$ is large to some extent, $f$ minimizing $F_n(\beta, f)$ in both cases are $f^1$, which is consistent/inconsistent with $f_0$ in the degenerate/splitting case (Figs. 1b and 1c). If $\beta_0$ is large enough, $f$ minimizing $F_n(\beta, f)$ in the splitting case is $f^2$, which is consistent with $f_0$ (Fig. 1b). They show that the optimal model chosen by the BMS is not always consistent with the ground truth and imply the typical behavior that the optimal model changes at some critical values of observables’ fineness (rather than magnitude of observation noise): For too rough observations, the optimal model describes a "non-structure". For rather rough observations, the optimal model describes a "gross structure". For fine observations, the optimal model describes a "fine structure".

To elucidate our implication, we calculate $F(\kappa; f; w_0, f_0)$ and $\Lambda(\kappa; f; w_0, f_0)$ on the Nishimori line $\kappa = n\beta_0$ for the above two cases. In both cases above, the optimal model $f$ minimizing $F(\kappa; f; w_0, f_0)$ changes from $f^0$ to $f^1$ around $\kappa = \kappa_{c1}$ (Figs. 2a and 2b), while $\Lambda(\kappa; f^1; w_0, f_0)$ has a peak around $\kappa = \kappa_{c1}$ (Figs. 2b and 2c). $\kappa(\kappa; f^1; w_0, f_0)$ is fairly consistent with 0 and 1.5 at $\kappa < \kappa_{c1}$ and $\kappa > \kappa_{c1}$, respectively (Fig. 2d). Corresponding changes in $p(w | D^n, \beta, f^2)$ are also shown (Fig. 3). While $p(w | D^n, \beta, f^1)$ at $\kappa = \kappa_{c1}$ is fairly consistent with $p(w | f^1)$, $p(w | D^n, \beta, f^1)$ at $\kappa = \kappa_{c2}$ is sufficiently approximated by a Gaussian distribution whose mean is $w_0$ (Figs. 3a and 3c). $p(w | D^n, \beta, f^1)$ at $\kappa = \kappa_{c1}$ represents the intermediate state (Figs. 3a and 3c) between these two states.

Only in the splitting case, the optimal $f$ minimizing $F(\kappa; f; w_0, f_0)$ changes from $f^1$ to $f^2$ around $\kappa = \kappa_{c2}$ (Fig. 2c), while $\Lambda(\kappa; f^1; w_0, f_0)$ has a peak around $\kappa = \kappa_{c2}$ (Fig. 2d). $\kappa(\kappa; f^2; w_0, f_0)$ is fairly consistent with 1.5 and 3 at $\kappa < \kappa_{c1}$ and $\kappa > \kappa_{c1}$, respectively (Fig. 2e). Corresponding changes in $p(w | D^n, \beta, f^2)$ are also shown (Fig. 4). While $p(w | D^n, \beta, f^2)$ at $\kappa = \kappa_{c2}$ is far from a Gaussian distribution (Fig. 4a), see also Appendix D, $p(w | D^n, \beta, f^2)$ at $\kappa = \kappa_{c1}$ is sufficiently approximated by a bimodal Gaussian distribution whose modes are symmetric (Fig. 4b) and $p(w | D^n, \beta, f^2)$ at $\kappa = \kappa_{c2}$ represents the intermediate state (Fig. 4c). We extend the investigation to the case that is defined as $f_0 = f^2$ with $w_0 = \{5, 10, (-1)^k \times 0.25\}_{k=1}^{K}$ for $0 \leq \delta \leq 2$, where $\delta = 0$ and $\delta = 0.25$ respectively correspond to the degenerate and splitting cases above. The phase diagram...
shows that there are three phases described by \( \kappa \) and \( \delta \) (Fig. 5). Three phases are bounded by two ridge lines of \( \Lambda(\kappa, f^2; w_0, f^2) \), where these lines merge in \( \delta \geq 0.8 \). In other words, there is only two phases in \( \delta \geq 0.8 \), while there are three phases \( 0 < \delta \lesssim 0.8 \). Note that \( \delta = 0 \) is a special case since the case of \( f_0 = f^2 \) with \( w_0 = \{5, 10, 0\}^2 \) is identified with the case of \( f_0 = f^1 \) with \( w_0 = \{10, 10, 0\} \) (see Appendix D). The optimal model \( f \) minimizing \( F(\kappa, f; w_0, f_0) \) also changes around the phase boundaries. This correspondence enables us to interpret three phases as a "non-structure", a "gross structure", and a "fine structure". Note that the region in the "non-structure" phase, whereas the optimal model is \( f = f^1 \), corresponds to intermediate state, such as shown in Figs. 31-33.

VI. DISCUSSIONS

Our results clearly show that the optimal model chosen by the BMS is not always consistent with the ground truth but depends on observations’ fineness. The discovery process of the gross and fine structures shows the changes in the optimal model at critical values of observations’ fineness, accompanying the variation in the IRE.

Our results can also be understood from another viewpoint. An effective model is not necessary to be consistent with the optimal model for describing observed data since it is deduced from the original theory independent of the data. If one is more confident of an effective model than observed data, what model is optimal for observed data is replaced by what amount and quality of observed data are required to validate the model. Our results show that critical values of observations’ fineness are required to do so. From this point, these values can be regarded as kinds of limits on an indirect measurement, i.e., parameter estimation of the effective model.
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Appendix A: Definition of Bayes specific heat

Here, we derive Eq. (4) from a broader perspective of statistical inference including our setup. We start by introducing the conditional probability density

\[
p(w \mid D^n, \tilde{\beta}, \beta, f) := \frac{1}{Z_n(\beta, \beta, f)} \exp \left( -\frac{n\tilde{\beta}}{2} L_n(w; \beta, f) \right) p(w \mid f)
\]  

(A1)

with \( \tilde{\beta} \geq 0 \) being the inverse temperature \( \tilde{\beta} \), the empirical log loss function

\[
L_n(w; \beta, f) := -\frac{1}{n} \sum_{i=1}^{n} \log p(Y_i \mid x_i, w, \beta, f)
\]  

(A2)

and the partition function

\[
\tilde{Z}_n(\beta, \beta, f) := \int \exp \left( -\frac{n\tilde{\beta}}{2} L_n(w; \beta, f) \right) p(w \mid f)dw.
\]  

(A3)

Note that Eq. (A1) for \( \tilde{\beta} = 1 \) is just Bayes’ theorem, where \( p(w \mid D^n, 1, \beta, f) \) and \( \tilde{Z}_n(1, \beta, f) \) are the posterior distribution and marginal likelihood, respectively. If \( \tilde{\beta} \to \infty \) and \( p(\tilde{w} \mid f) > 0 \), then \( p(w \mid D^n, \tilde{\beta}, \beta, f) \) converges to \( \delta(w - \tilde{w}) \), where \( \tilde{w} \) is the maximum likelihood estimator \( \tilde{w} \). Notably, \( p(w \mid D^n, \beta, \beta, f) = p(w \mid f) \) holds for \( \beta = 0 \).

Here, we define the specific heat

\[
\tilde{C}_n(\beta, \beta, f) := \frac{\partial(nL_n(w; \beta, f))}{\partial \beta^{-1}} = \tilde{\beta}^2 \tilde{I}_n(\tilde{\beta}; \beta, f)
\]  

(A4)
with the Fisher information

\[ \tilde{I}_n(\tilde{\beta}; \beta, f) := \left( \frac{\partial}{\partial \tilde{\beta}} \log p(w \mid D^n, \tilde{\beta}, \beta, f) \right)^2 = \langle nL_n(w; \beta, f) \rangle^2_{\beta} - \langle nL_n(w; \beta, f) \rangle^2_{\beta}, \]

where the average \( \langle \cdots \rangle := \int (\cdots) p(w \mid D^n, \tilde{\beta}, \beta, f) dw \). Considering the connection between statistical inference and statistical physics, \( \langle nL_n(w; \beta, f) \rangle_{\beta} \) is the internal energy and

\[ \tilde{F}_n(\tilde{\beta}, \beta, f) := -\frac{1}{\beta} \log \tilde{Z}_n(\tilde{\beta}, \beta, f). \]

is the free energy. Then, we also obtain the relation

\[ \tilde{C}_n(\tilde{\beta}, \beta, f) = -\beta^2 \frac{\partial^2 (\tilde{\beta} \tilde{F}_n)}{\partial \tilde{\beta}^2} \]

as in statistical physics. As the Bayes free energy is defined by \( \tilde{F}_n(1, \beta, f) \), we define the Bayes specific heat as \( \tilde{C}_n(1, \beta, f) \), where this definition can be applied not only to \( L_n(w; \beta, f) \) in the nonlinear regression but also to empirical log loss functions of any other statistical inference setups without loss of generality. We should compare the Bayes specific heat, especially in the form of Eq. (A7), with the learning capacity [43], which is defined by the second derivative of the Bayes free energy with respect to \( n \) as an approximation of the second-order-finite difference. Notably, the Bayes specific heat and the learning capacity are different, as \( \tilde{\beta} \) and \( n \) are different. However, they also have similarities. We show their similarities and differences in Appendix C.

Now, we consider the specifics of our setup, i.e., the relation

\[ L_n(w; \beta, f) = \frac{\beta}{2} E_n(w; f) - \frac{1}{2} \log \frac{\beta}{2\pi}. \]

(8)

Then, we obtain the scaling relations \( \tilde{C}_n(\tilde{\beta}, \beta, f) = C_n(\tilde{\beta} \beta, f) \) and \( \tilde{I}_n(\tilde{\beta}; \beta, f) = I_n(\tilde{\beta} \beta; f) \), where the scaling functions are

\[ C_n(\tilde{\beta} \beta, f) := (\tilde{\beta} \beta)^2 I_n(\tilde{\beta} \beta; f) \]

(A9)

and

\[ I_n(\tilde{\beta} \beta; f) := \langle (nE_n(w; f))^2 \rangle_{\beta} - \langle nE_n(w; f) \rangle^2_{\beta}. \]

(A10)

Now, we take \( \tilde{\beta} = 1 \), i.e. \( \tilde{\beta} \beta = \beta \), and then obtain \( C_n(\beta, f) \) in the form of Eq. (1) as the Bayes specific heat.

**Appendix B: Derivation of scaling relation on Bayes free energy**

Here, we show an outline of the derivation of Eqs. (5) and (6). By considering the noise additivity, we divided \( Y_i \) into the signal and noise, i.e.,

\[ Y_i = f_0(x_i; w_0) + N_i, \]

(B1)

where \( N_i \sim N(0, \beta_0^{-1}) \). Then, we obtained

\[ nE_n(w; f) = \sum_i s_i(w; f)^2 + 2 \sum_i s_i(w; f) N_i + \frac{R_n}{\beta_0}, \]

(B2)

where \( s_i(w; f) := f_0(x_i; w_0) - f(x_i; w) \) and \( R_n := \beta_0 \sum_i N_i^2 \). By using Jensen’s inequality,

\[ -\log \int \exp \left( -\frac{\beta}{2} \left( \sum_i s_i(w; f)^2 + 2 \sum_i s_i(w; f) N_i \right) \right) p(w \mid f) dw \geq -\log \int \exp \left( -\frac{\beta}{2} \sum_i s_i(w; f)^2 \right) p(w \mid f) dw \]

(B3)

holds, where the equality holds when \( \sum_i s_i(w; f) N_i = 0 \), which is asymptotically satisfied for \( n \to \infty \). Note that

\[ \frac{1}{n} \sum_i s_i(w; f)^2 = E(w; f, w_0, f_0) \]

also holds as \( n \to \infty \). Based on these asymptotic behaviors, Eqs. (5) and (6) were obtained.
Appendix C: Derivation and validation of scaling relation on Bayes specific heat

We show the derivation of Eqs. (3) and (4) in more detail. We start from a broader perspective of statistical inference including our setup. The asymptotic behaviour of the free energy has been obtained \[23\]:

\[
\tilde{\beta} \tilde{F}_n(\tilde{\beta}, \beta, f) = n \tilde{\beta} L_n(w_0'; \beta, f) + \lambda \log n \tilde{\beta} + (m - 1) \log \log n \tilde{\beta} + O_p(\tilde{\beta})
\] (C1)

as \( n \to \infty \), where \( w_0' \) is \( w \) that minimizes the Kullback-Leibler distance from \( p(y \mid x, w_0, \beta_0, f_0) \) to \( p(y \mid x, w, \beta, f) \), \( \lambda > 0 \) is a rational number called the real log canonical threshold, and \( m \geq 1 \) is a natural number. Note that \( w_0' = w_0 \) holds if \( \beta = \beta_0 \) and \( f = f_0 \). By following Eqs. (A7) and (C1), we obtain

\[
\tilde{C}_n(\tilde{\beta}, \beta, f) = \lambda - (m - 1) \left( \frac{1}{\log n \tilde{\beta}} + \frac{1}{\log \log n \tilde{\beta}} \right) + o_p \left( \tilde{\beta}^2 \right)
\] (C2)

as \( n \to \infty \). If we take \( \tilde{\beta} \to \infty \), then \( \tilde{C}_n(\tilde{\beta}, \beta, f) = \lambda + o_p \left( \tilde{\beta}^2 \right) \) holds; the quantity \( \tilde{C}_n(\tilde{\beta}, \beta, f) \) is not necessarily self-averaging. The relation \( \tilde{C}_n(\tilde{\beta}, \beta, f) = \lambda \) holds as \( n \to \infty \) if \( \beta = O(1/\log n) \), which corresponds to the condition shown in Watanabe’s corollary \[25\]:

\[
\frac{\langle nL_n(w; \beta, f) \rangle_{\tilde{\beta}_1} - \langle nL_n(w; \beta, f) \rangle_{\tilde{\beta}_2}}{\tilde{\beta}_1^{-1} - \tilde{\beta}_2^{-1}} = \lambda + O_p \left( \frac{1}{\sqrt{\log n}} \right)
\] (C3)

hold for \( \tilde{\beta}_1 = O(1/\log n) \) and \( \tilde{\beta}_2 = O(1/\log n) \), where \( \tilde{\beta}_1 \) and \( \tilde{\beta}_2 \) are positive variables. Therefore, it is recertified that \( \tilde{C}_n(\tilde{\beta}, \beta, f) = \lambda \) holds for \( n \to \infty \) if \( \beta = O(1/\log n) \), where

\[
\frac{\langle nL_n(w; \beta, f) \rangle_{\tilde{\beta}_1} - \langle nL_n(w; \beta, f) \rangle_{\tilde{\beta}_2}}{\tilde{\beta}_1^{-1} - \tilde{\beta}_2^{-1}} = \tilde{C}_n(\tilde{\beta}, \beta, f)
\] (C4)

hold as \( \tilde{\beta}_1 \to \tilde{\beta} \) and \( \tilde{\beta}_2 \to \tilde{\beta} \). Here, we mention that the expectation of the learning capacity over realizations also converges to \( \lambda \) as \( n \to \infty \) \[13\]. However, it has not proven that the learning capacity as a random variable converges toward \( \lambda \) as \( n \to \infty \). The learning capacity as a random variable is not applicable for the scaling analysis that provides Eq. (C2). It does not also provide Eqs. (3) and (4) in the limit where \( \kappa \) and \( L \) are fixed, whereas \( n \to \infty \).

Now, we consider the specifics of our setup, i.e., the scaling relation

\[
C_n(\tilde{\beta}, \beta, f) = \lambda - (m - 1) \left( \frac{1}{\log \tilde{\beta} \kappa} + \frac{1}{\log (\log \tilde{\beta} \kappa)} \right) + o_p \left( \tilde{\beta}^2 \beta^2 \right)
\] (C5)

where the correspondence of \( (\tilde{\beta}, \beta) \) and \( \tilde{\beta} \beta \) is considered. Then, we obtain

\[
C_n(\beta, f) = \lambda - (m - 1) \left( \frac{1}{\log \kappa} + \frac{1}{\log \kappa^2} \right) + o_p \left( \beta^2 \right)
\] (C6)

for \( \tilde{\beta} = 1 \).

We also evaluate the term \( o_p \left( \beta^2 \right) \) more tightly. Following Eqs. (2) and (B2), we obtain

\[
C_n(\beta, f) = \left( \frac{\beta}{2} \right)^2 \left( \left\langle \left( \sum_{i=1}^{n} s_i(w; f) \right)^2 \right\rangle - \left\langle \sum_{i=1}^{n} s_i(w; f) \right\rangle^2 \right) + V_n(\beta, f) + \tilde{V}_n(\beta, f) + W_n(\beta, f) + \tilde{W}_n(\beta, f),
\] (C7)

where

\[
V_n(\beta, f) := \beta^2 \sum_{i \neq j} \left( \langle s_i(w; f) s_j(w; f) \rangle - \langle s_i(w; f) \rangle \langle s_j(w; f) \rangle \right) N_i N_j,
\] (C8)

\[
\tilde{V}_n(\beta, f) := \beta^2 \sum_{i=1}^{n} \left( \langle s_i(w; f) \rangle^2 - \langle s_i(w; f) \rangle \right) N_i^2,
\] (C9)
\[ W_n(\beta, f) := \beta^2 \sum_{i \neq j} \left( \langle s_i(w; f) s_j(w; f) \rangle - \langle s_i(w; f) \rangle^2 \right) N_j, \quad (C10) \]

and

\[ \hat{W}_n(\beta, f) := \beta^2 \sum_{i=1}^{n} \left( \langle s_i(w; f)^3 \rangle - \langle s_i(w; f) \rangle^2 \langle s_i(w; f) \rangle \right) N_i. \quad (C11) \]

We evaluate the order of each term in Eq. (C7) in the limit where \( \kappa \) and \( L \) are fixed, whereas \( n \to \infty \). First, we obtain

\[
\left( \frac{\beta}{2} \right)^2 \left( \left( \sum_{i=1}^{n} s_i(w; f)^2 \right)^2 - \left( \sum_{i=1}^{n} s_i(w; f)^2 \right) \right) = \Lambda(\kappa, f; w_0, f_0)
\]

in the limit that we consider.

Second, we evaluate the order of \( V_n(\beta, f) \) as \( n \to \infty \). Now, we obtain

\[ [V_n(\beta, f)] = 0 \quad (C13) \]

as \( n \to \infty \), such that

\[
\left[ (\langle s_i(w; f) s_j(w; f) \rangle - \langle s_i(w; f) \rangle \langle s_j(w; f) \rangle) N_i N_j \right] = \left( \langle s_i(w; f) s_j(w; f) \rangle - \langle s_i(w; f) \rangle \langle s_j(w; f) \rangle \right) [N_i][N_j]
\]

is satisfied, where \([N_i] = 0\). Then, we also obtain

\[
[V_n(\beta, f)^2] - [V_n(\beta, f)]^2 = \beta^4 \sum_{i \neq j} \left( (s_i(w; f)s_j(w; f)) - (s_i(w; f)) \langle s_j(w; f) \rangle \right)^2 = O \left( \frac{\beta^2}{\beta_0} \right)
\]

as \( n \to \infty \), such that

\[
\left[ (s_i(w; f)s_j(w; f)) - \langle s_i(w; f) \rangle \langle s_j(w; f) \rangle \right]^2 N_i^2 N_j^2 = (s_i(w; f)s_j(w; f)) - \langle s_i(w; f) \rangle \langle s_j(w; f) \rangle [N_i^2][N_j^2]
\]

and

\[
\left[ (s_i(w; f)s_j(w; f)) - \langle s_i(w; f) \rangle \langle s_j(w; f) \rangle \right] (s_k(w; f)s_l(w; f)) - \langle s_k(w; f) \rangle \langle s_l(w; f) \rangle \right) N_i N_j N_k N_l
\]

are satisfied, where \([N_i] = 0\), \([N_i^2] = \beta_0^{-1}\), \( (s_i(w; f)) = O(\kappa^{-1}) \) and \( (s_i(w; f)s_j(w; f)) = O(\kappa^{-1}) \). In summary, we obtain

\[ V_n(\beta, f) = [V_n(\beta, f)] + O_p \left( \frac{\beta}{\beta_0} \right) \]

as \( n \to \infty \).

In the same way, we also obtain

\[ \hat{V}_n(\beta, f) = [\hat{V}_n(\beta, f)] + O_p \left( \frac{\beta}{\sqrt{n}\beta_0} \right) \]

as \( n \to \infty \) with

\[
[\hat{V}_n(\beta, f)] = \frac{\beta^2}{\beta_0} \sum_{i=1}^{n} \left( (s_i(w; f))^2 - \langle s_i(w; f) \rangle^2 \right)
\]

\[ = O \left( \frac{\beta}{\beta_0} \right), \quad (C20) \]
where $[N_0^2] = \beta_0^{-1}$, $[N_0^3] = 3/\beta_0^2$, $\langle s_i(w; f) \rangle = O(\kappa^{-1})$ and $\langle s_i(w; f)^2 \rangle = O(\kappa^{-1})$. This means that $\tilde{V}_n$ is self-averaging; i.e., $\tilde{V}_n = [\tilde{V}_n] \geq 0$ holds as $n \to \infty$. Furthermore, we also obtain

$$W_n(\beta, f) = O_p \left( \frac{1}{n\sqrt{\beta_0}} \right),$$

(C21)

and

$$\tilde{W}_n(\beta, f) = O_p \left( \frac{1}{n^{3/2}\sqrt{\beta_0}} \right)$$

(C22)

as $n \to \infty$, where $[N_i] = 0$, $[N_i^2] = \beta_0^{-1}$, $[W_n] = 0$, $[\tilde{W}_n] = 0$, $\langle s_i(w; f) \rangle = O(\kappa^{-1})$, $\langle s_i(w; f)^2 \rangle = O(\kappa^{-1})$, $\langle s_i(w; f)^2 s_j(w; f) \rangle = O(\kappa^{-2})$, and $\langle s_i(w; f)^3 \rangle = O(\kappa^{-3})$. By considering the consistency between Eqs. (C6) and (C7) with Eqs. (C12) and (C18, C22), we obtain Eqs. (S) and (9), where $\Lambda(\kappa, f; w_0, f_0) = \lambda$ as $\kappa \to \infty$ is the real log canonical threshold. From this asymptotic behavior and Eq. (C11), it is found out that $\Lambda(\kappa, f; w_0, f_0)$ and $C_n(\beta, f)$ represent the intrinsic regularization effect in $F_n(\beta, f)$ as $\kappa \to \infty$:

$$\kappa F_n(\beta, f) = nL_n(\beta, f) + \lambda \log n + (m - 1) \log \log n + \frac{n}{2} \frac{\beta}{2\pi} + O_p(1),$$

(C23)

where $\tilde{F}_n(1, \beta, f) = \kappa F_n(\beta, f) - n(\log \beta - \log 2\pi)/2$ holds. [32].

Here, we demonstrate the validity of Eqs. (S) and (9). By performing the same simulation in Fig. 1 based on 100 different realizations of $D^n$ for $n = 101$ taken from identical $p(y_i \mid x_i, w_0, \beta_0)$, we calculate $C_n(\beta, f)$ for each realization. At any $\beta$, the expectation of $C_n(\beta, f)^1$ over the realizations is fairly consistent with $\Lambda(\kappa, f^1; w_0, f^1)$ if $\beta_0 = \beta_2$ (Fig. A1), $\Lambda(\kappa, f^1; w_0, f^2)$ (Fig. A1′), and $\Lambda(\kappa, f^2; w_0, f^2)$ if $\beta_0 = \beta_3$. The standard deviations of $C_n(\beta, f)$ for the realizations is small enough (Fig. A2), and the quantity $C_n(\beta, f)$ is considered to be self-averaging at any $\beta$ in these cases without the condition $\beta = O(\beta_0/\log n)$. According to Eq. (S), these cases mean that the expectation of $C_n(\beta, f)$ corresponds to the average term $\Lambda(\kappa, f; w_0, f_0)$, where the standard deviation of $C_n(\beta, f)$ corresponds to the fluctuation term of order $O_p\left( \max\left( (\log \kappa)^{-1}, \beta_0 / \beta_n, (n\sqrt{\kappa})^{-1} \right) \right)$. Note that the standard deviation of $C_n(\beta, f)$ as the fluctuation term shows a dependence on $\Lambda(\kappa, f; w_0, f_0)$ (Fig. A2′), which is not predicted by Eq. (S).

In other cases, the expectation of $C_n(\beta, f)$ is not consistent with $\Lambda(\kappa, f; w_0, f_0)$ at $\beta \gtrsim \beta_0$ (Fig. A1′): finite-size effects on $C_n(\beta, f)$ appear at $\beta \gtrsim \beta_0$, where the term of order $O_p(\beta/\beta_0)$ is dominant. According to Eq. (C7) with Eqs. (C18, C22), the expectation of $C_n(\beta, f)$ corresponds to $\Lambda(\kappa, f; w_0, f_0) + \tilde{V}_n(\beta, f)$ as $n \to \infty$, where the standard deviation of $C_n(\beta, f)$ corresponds to $\tilde{V}_n(\beta, f) + W_n(\beta, f) + W_n(\beta, f)$ as $n \to \infty$. The expectations and standard deviations of $C_n(\beta, f)$ are roughly proportional to $\sqrt{\beta}$ if $\beta$ is large enough (Fig. A3) and also show a rough dependence on $\beta_0^2$. Note that $C_n(\beta, f)$ is considered to be self-averaging for $\beta = O(\beta_0/\log n)$ in all cases.

**Appendix D: Energy function of radial basis function network**

Here, we derive the analytic expression of $E(w; f, w_0, f_0)$ for $f, f_0 \in \{ f^K \}$, where $f^K$ is defined as Eq. (10):

$$E(w; f, w_0, f_0) = H(w_0, w) - 2H(w_0, w) + H(w, w)$$

(D1)

with

$$H(w, w') := \frac{1}{L} \sum_{j=1}^{K} \sum_{k=1}^{K'} a_j a'_k \sqrt{\frac{2}{b_j + b'_k}} \exp \left( -\frac{(c_j - c'_k)^2}{2 \left( b_j^{-1} + b'_k^{-1} \right)} \right) \tilde{H}(b_j, c_j, b'_k, c'_k)$$

(D2)

for $w' := \{ a'_k, b'_k, c'_k \}_{k=1}^{K'}$ as $KK' > 0$ and $H(w, w') := 0$ as $KK' = 0$, where

$$\tilde{H}(b_j, c_j, b'_k, c'_k) := \frac{\sqrt{\pi}}{2} \text{erf} \left( \sqrt{\frac{b_j + b'_k}{2}} \left( x_n - \frac{c_j b_j + c'_k b'_k}{b_j + b'_k} \right) \right) - \frac{\sqrt{\pi}}{2} \text{erf} \left( \sqrt{\frac{b_j + b'_k}{2}} \left( x_1 - \frac{c_j b_j + c'_k b'_k}{b_j + b'_k} \right) \right).$$

(D3)

Note that $\tilde{H}(b_j, c_j, b'_k, c'_k) = \sqrt{\pi}$ holds as $x_1 \to -\infty$ and $x_n \to \infty$. We explain why $p(w \mid D^n, \beta, f^2)$ at $\kappa = \kappa_2$ (Figs.4a-4c) exhibits such a correlation in the parameters. Although the ground truth are $f_0 = f^2$ with $w_0 = \{ 5, 10, (-1)^k \times 0.25 \}_{k=1}^{5}$, here, we consider the pseudo-ground truth $\tilde{f}_0 = f^1$ with $\tilde{w}_0 := \{ a^*, b^*, c^* \}$ and the analytic set

$$\tilde{W}_0 := \{ w \mid f(x_i; w) = \tilde{f}_0(x_i; \tilde{w}_0) \} = \tilde{W}_{01} \cup \tilde{W}_{02} \cup \tilde{W}_{03}$$

(D4)
for $w := \{a_k, b_k, c_k\}_{k=1}^2$, where

$$\tilde{W}_{01} := \{ w \mid a_k + a_{k'} = a^*, b_k = b_{k'} = b^*, c_k = c_{k'} = c^* \},$$

$$\tilde{W}_{02} := \{ w \mid a_k = a^*, k 
eq k' \} = \{ w \mid a_k = a^*, b_k = b^*, c_k = c^* \},$$

and

$$\tilde{W}_{03} := \{ w \mid a_k = a^*, b_k = b^*, c_k = c^*, \exp \left( \frac{-b_k}{2}(x_i - c_k)^2 \right) = 0 \}$$

for $i = 1, \ldots, n$ and $k \neq k'$. Note that $\exp(-b_k(x_i - c_k)^2/2) = 0$ holds as $b_k \to \infty$ or $c_k \to -\infty$, where $b_k \neq 0$ and $c_k \neq x_i$ are necessary. Notably, $E(\hat{w}|f^2, \hat{w}_0, f_0) = 0$ holds for $\forall \hat{w} \in \tilde{W}_0$; i.e., $p(w|D^n, \beta, f^2)$ can be relatively large around $w = \hat{w}$ for $p(w|f^2) > 0$. The above scenario of the pseudo-ground truth corresponds to $p(w|D^n, \beta, f^2)$ at $\kappa = \kappa_2$ (Figs. 4a-4c); i.e., $w \approx \hat{w}_0$ is statistically optimal for $f = f^2$ at $\kappa = \kappa_2$. This scenario qualitatively holds at any $\kappa_1 \ll \kappa \ll \kappa_2$, since $\Lambda(\kappa, f^2; w_0, f^2)$ is fairly consistent with $1.5(=\Lambda(\kappa, f^1; w_0, f^1))$. Note that this result is from the situation where $f_0 = f^2(x; w_0)$ appears almost as one Gaussian component (Fig. 1e), where one can only capture a "good structure" depending on observations’ fineness.
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FIG. 1. Ground truth, observed data, and optimal model chosen by Bayesian model selection. It is demonstrated that which model minimizes $F_n(\beta, f)$ for each realization of $D^n$ (black dots) with $n = 101$, $f = f^0(x; w)$ (no line), $f = f^1(x; w)$ (red solid line), or $f = f^2(x; w)$ (red dashed line) with two Gaussian components (blue solid lines). For the degenerate case that the ground truth is (a) $f_0 = f^1(x; w_0)$ with $w_0 = \{10, 10, 0\}$, the minimal model is (b) $f = f^0$ at $\beta_0 = \kappa_1/n$, (c) $f = f^1$ at $\beta_0 = \kappa_2/n$, and (d) $f = f^2$ at $\beta_0 = \kappa_3/n$. For the splitting case that the ground truth is (e) $f_0 = f^2(x; w_0)$ with $w_0 = \{5, 10, (1^k \times 0.25)_k=1^2\}$, the minimal model is (f) $f = f^0$ at $\beta_0 = \kappa_1/n$, (g) $f = f^1$ at $\beta_0 = \kappa_2/n$, and (h) $f = f^2$ at $\beta_0 = \kappa_3/n$. 
FIG. 2. Bayesian model selection and intrinsic regularization effect scaled by observations’ fineness. The inequality $F(\kappa, f_0; w_0, f_0) < F(\kappa, f_1; w_0, f_0)$ holds for $\kappa < \kappa_{c1}$ (region in light blue), $F(\kappa, f_0; w_0, f_0) > F(\kappa, f_1; w_0, f_0)$ holds for $\kappa_{c1} < \kappa < \kappa_{c2}$ (region in light pink), and $F(\kappa, f_1; w_0, f_0) > F(\kappa, f_2; w_0, f_0)$ holds for $\kappa > \kappa_{c2}$ (region in light yellow). (a) Log-log plot of $F(\kappa, f; w_0, f^1)$ for $w_0 = \{10, 10, 0\}$. Inset shows that the Bayes factor $\exp(-\kappa(F(\kappa, f^2; w_0, f^1) - F(\kappa, f^1; w_0, f^1))) < 1$ holds for any $\kappa$. (b) Semi-log plot of $\Lambda(\kappa, f; w_0, f^1)$ for $w_0 = \{10, 10, 0\}$ and asymptote $\dim(w) / 2 = 1.5$ (black dotted line). (c) Log-log plot of $F(\kappa, f; w_0, f^2)$ for $w_0 = \{5, 10, (-1)^k \times 0.25\}^2_{k=1}$. Inset shows that the Bayes factor $\exp(-\kappa(F(\kappa, f^2; w_0, f^2) - F(\kappa, f^1; w_0, f^2))) < 1$ holds for $\kappa < \kappa_{c2}$, and $\exp(-\kappa(F(\kappa, f^2; w_0, f^2) - F(\kappa, f^1; w_0, f^2))) > 1$ holds for $\kappa > \kappa_{c2}$. (d) Semi-log plot of $\Lambda(\kappa, f; w_0, f^2)$ for $w_0 = \{5, 10, (-1)^k \times 0.25\}$ and asymptote $\dim(w) / 2 = 3$ (black dotted line).
FIG. 3. Change in the posterior probability distribution from the prior probability distribution depending on observations’ fineness. Histogram of the Monte Carlo sample from \( p(w \mid D^n, \beta, f^1) \propto \exp(-\kappa E(w; f^1, w_0, f^1)/2)p(w \mid f^1) \) for \( w_0 = \{10, 10, 0\} \)

at (a-c) \( \kappa = \kappa_1 \), (d-f) \( \kappa = \kappa_{c1} \), and (g-i) \( \kappa = \kappa_2 \). Each row corresponds to a marginal distribution; (a, d, g) corresponds to \( p(a_1 \mid D^n, \beta, f^1) \), (b, e, h) corresponds to \( p(b_1 \mid D^n, \beta, f^1) \), and (c, f, i) corresponds to \( p(c_1 \mid D^n, \beta, f^1) \). Compare each histogram with the marginal distribution of \( p(w \mid f^1) \) (red dashed line).
FIG. 4. Change in the posterior probability distribution depending on observations’ fineness and underlying parameter correlations. Two-dimensional histogram of the Monte Carlo sample from \( p(w \mid D^n, \beta, f^2) \propto \exp(-\kappa E(w; f^2, w_0, f^2)/2)p(w \mid f^2) \) for \( w_0 = \{5, 10, (-1)^k \times 0.25\}^2_{k=1} \) at (a-c) \( \kappa = \kappa_2 \), (d-f) \( \kappa = \kappa_2 \), and (g-i) \( \kappa = \kappa_3 \). Each row corresponds to a marginal distribution; (a, d, g) corresponds to \( p(a_1, a_2 \mid D^n, \beta, f^2) \), (b, e, h) corresponds to \( p(b_1, b_2 \mid D^n, \beta, f^2) \), and (c, f, i) corresponds to \( p(c_1, c_2 \mid D^n, \beta, f^2) \).
FIG. 5. Phase diagram with respect to observations’ fineness and ground truth of parameter. Semi-log plot of the peak positions of $\Lambda(\kappa, f_0^2; w_0, f^2)$ (black dashed and grey solid lines) for $w_0 = \{5, 10, (-1)^k \times \delta\}_{k=1}^2$. The inequality $F(\kappa, f^0; w_0, f^2) < F(\kappa, f^1; w_0, f^2)$ holds for $\kappa < \kappa_1(\delta)$ (region in light blue), $F(\kappa, f^0; w_0, f^2) > F(\kappa, f^1; w_0, f^2)$ holds for $\kappa_1(\delta) < \kappa < \kappa_2(\delta)$ (region in light pink), and $F(\kappa, f^1; w_0, f^2) > F(\kappa, f^2; w_0, f^2)$ holds for $\kappa > \kappa_2(\delta)$ (region in light yellow).
FIG. A1. Finite-size effects on the Bayes specific heat. Semi-log plots of $\Lambda(\kappa, f; w_0, f_0)$ (blue circles) and the expectations of $C_n(\beta, f)$ over realizations of $D^n$ for $\beta_0 = \beta_1$ (red triangles), $\beta_0 = \beta_2$ (yellow squares) and $\beta_0 = \beta_3$ (purple crosses), where $\beta = \kappa/n$ ($\beta_1 = \kappa_1/n$, $\beta_2 = \kappa_2/n$, and $\beta_3 = \kappa_3/n$). For the case that the ground truth is $f_0 = f^1$ with $w_0 = \{10, 10, 0\}$, (a) $C_n(\beta, f^1)$ and (b) $C_n(\beta, f^2)$ are respectively compared with $\Lambda(\kappa, f^1; w_0, f^1)$ and $\Lambda(\kappa, f^2; w_0, f^1)$ shown in Fig. 2b. For the case that the ground truth is $f_0 = f^1$ with $w_0 = \{5, 10, (-1)^k \times 0.25\}_{k=1}^{L-1}$, (c) $C_n(\beta, f^1)$ and (d) $C_n(\beta, f^2)$ are respectively compared with $\Lambda(\kappa, f^1; w_0, f^2)$ and $\Lambda(\kappa, f^2; w_0, f^2)$ shown in Fig. 2d.
Fluctuation of the Bayes specific heat for realizations. Log-log plots of the standard deviation of $C_n(\beta, f)$ for realizations of $D_n$ for $(\beta_0, f_0) = (\beta_2, f^1)$ (blue squares for $f = f^1$), $(\beta_0, f_0) = (\beta_2, f^2)$ (red squares for $f = f^2$), and $(\beta_0, f_0) = (\beta_1, f^2)$ (yellow crosses for $f = f^1$ and purple crosses for $f = f^2$), where each case corresponds to Fig. A1.
FIG. A3. Scaling analyses of the Bayes specific heat. Log-log plots of the expectations (blue triangles for $f_0 = f^1$ and yellow squares for $f_0 = f^2$) of $C_n(\beta, f)$, subtracting $\Lambda(\kappa, f; w_0, f_0)$ as the baseline, and the standard deviations (red triangles for $f_0 = f^1$ and yellow squares for $f_0 = f^2$) of $C_n(\beta, f)$ over realizations of $D^n$ in the cases of (a) Fig. A1a, (b) Fig. A1b and (c) Fig. A1c.