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Abstract. We construct Delaunay-type solutions for the fractional Yamabe problem with an isolated singularity
\[ (-\Delta)^\gamma w = c_{n,\gamma} w^{n+2\gamma\over n-2\gamma}, \quad w > 0 \text{ in } \mathbb{R}^n \setminus \{0\}. \]

We follow a variational approach, in which the key is the computation of the fractional Laplacian in polar coordinates.

1. Introduction and statement of the main result

Fix \( \gamma \in (0, 1) \) and \( n \geq 2 + 2\gamma \). We consider the problem of finding radial solutions for the fractional Yamabe problem in \( \mathbb{R}^n \) with an isolated singularity at the origin. That means that we look for positive, radially symmetric solutions of
\[ (-\Delta)^\gamma w = c_{n,\gamma} w^{n+2\gamma\over n-2\gamma}, \quad w > 0 \text{ in } \mathbb{R}^n \setminus \{0\}, \tag{1.1} \]

where \( c_{n,\gamma} \) is any positive constant that, without loss of generality, will be normalized as
\[ c_{n,\gamma} = 2^{2\gamma} \left( \Gamma\left(\frac{\gamma}{2} + \frac{n}{2} \right) \right)^2 \left( \Gamma\left(\frac{\gamma}{2} - \frac{n}{2} \right) \right) > 0. \tag{1.2} \]

In geometric terms, given the Euclidean metric \( |dx|^2 \) on \( \mathbb{R}^n \), we are looking for a conformal metric
\[ g_w = w^{4\over n-2\gamma} |dx|^2, \quad w > 0, \]
with positive constant fractional curvature \( Q^{\gamma}_g \equiv c_{n,\gamma} \), that is radially symmetric and has a prescribed singularity at the origin. It is a classical calculation that \( w_1(r) = r^{-\frac{n+2\gamma}{2}} \) is an explicit solution for (1.1) with the normalization constant (1.2) (see, for instance, Proposition 2.4 in [28]).

Because of the well known extension theorem for the fractional Laplacian \((-\Delta)^\gamma [7, 8, 9]\), we have that equation (1.1) for the case \( \gamma \in (0, 1) \) is equivalent to the boundary reaction problem
\[
\begin{cases}
-\text{div}(y^{1-2\gamma}\nabla W) = 0 \text{ in } \mathbb{R}^{n+1}_+,
\end{cases}
\]
\[ W = w \text{ on } \mathbb{R}^n \setminus \{0\}, \]
\[ -d_\gamma \lim_{y \to 0} y^{1-2\gamma} \partial_y W = c_{n,\gamma} w^{n+2\gamma\over n-2\gamma} \text{ on } \mathbb{R}^n \setminus \{0\}, \tag{1.3} \]

for the constant \( d_\gamma = \frac{2^{2\gamma - 1} \Gamma(\gamma)}{\Gamma(1-\gamma)}. \)
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In a recent paper [5] Caffarelli, Jin, Sire and Xiong characterize all the nonnegative solutions to (1.3). Indeed, let \( W \) be any nonnegative solution of (1.3) in \( \mathbb{R}^{n+1}_+ \) and suppose that the origin is not a removable singularity. Then, writing \( r = |x| \) for the radial variable in \( \mathbb{R}^n \), we must have that

\[
W(x, y) = W(r, y) \quad \text{and} \quad \partial_r W(r, y) < 0 \quad \forall \ 0 < r < \infty.
\]

In addition, they also provide their asymptotic behavior. More precisely, if \( w = W(\cdot, 0) \) denotes the trace of \( W \), then near the origin

\[
c_1 r^{\frac{n-2\gamma}{2}} \leq w(x) \leq c_2 r^{\frac{n-2\gamma}{2}},
\]

where \( c_1, c_2 \) are positive constants.

We remark that if the singularity at the origin is removable, all the entire solutions to (1.3) have been completely classified ([19, 10]) and, in particular, they must be the standard “bubbles”

\[
w(x) = c \left( \frac{\lambda}{\lambda^2 + |x-x_0|^2} \right)^{\frac{n-2\gamma}{2}}, \quad c, \lambda > 0, \ x_0 \in \mathbb{R}^n.
\]

In this paper we study the existence of “Delaunay”-type solutions for (1.1), i.e., solutions of the form

\[
w(r) = r^{\frac{n-2\gamma}{2}} v(r) \quad \text{on} \quad \mathbb{R}^n \setminus \{0\},
\]

for some function \( 0 < c_1 \leq v \leq c_2 \) that, after the Emden-Fowler change of variable \( r = e^t \), is periodic in the variable \( t \). With some abuse of the notation, we write \( v = v(t) \).

In the classical case \( \gamma = 1 \), equation (1.1) reduces to a standard second order ODE. However, in the fractional case (1.1) becomes a fractional order ODE, so classical methods cannot be directly applied here. Instead, we reformulate the problem into a variational one for the the periodic function \( v \). The main difficulty is to compute the fractional Laplacian in polar coordinates.

Our approach does not use the extension problem (1.3). Instead we work directly with the nonlocal operator, after suitable Emden-Fowler transformation. For \( \gamma \in (0, 1) \) we know that the fractional Laplacian can be defined as a singular kernel as

\[
(-\Delta)^\gamma w(x) = \kappa_{n,\gamma} \text{P.V.} \int_{\mathbb{R}^n} \frac{w(x) - w(x+y)}{|y|^{n+2\gamma}} \, dy,
\]

where P.V. denotes the principal value, and the constant \( \kappa_{n,\gamma} \) is given by

\[
\kappa_{n,\gamma} = \pi^{-\frac{n}{2}} 2^{2\gamma} \Gamma\left(\frac{n+\gamma}{2}\right) \Gamma\left(\frac{1}{2}-\gamma\right) \Gamma(1-\gamma) \gamma.
\]

The main idea here is to use the Emden-Fowler change of variable in the singular integral. After some more changes of variable, equation (1.1) will be written as

\[
\mathcal{L}_\gamma v = c_{n,\gamma} v^\beta, \ v > 0,
\]

where

\[
\beta = \frac{n+2\gamma}{n-2\gamma}
\]

is the critical exponent in dimension \( n \) and \( \mathcal{L}_\gamma \) is the linear operator defined by

\[
\mathcal{L}_\gamma v(t) = \kappa_{n,\gamma} \text{P.V.} \int_{-\infty}^{\infty} (v(t) - v(\tau)) K(t-\tau) \, d\tau + c_{n,\gamma} v(t),
\]

for \( K \) a singular kernel which is precisely written in (2.7). The behaviour of \( K \) near the origin is the same as the kernel of the fractional Laplacian \( (-\Delta)^\gamma \) in \( \mathbb{R} \) and near infinity it presents an exponential decay. This kind of kernels corresponds to tempered stable process and they have been studied in [20] and [32], for instance.
If we take into account just periodic functions \(v(t + L) = v(t)\), the operator \(\mathcal{L}_\gamma\) can be rewritten as

\[
\mathcal{L}_\gamma^L v(t) = \kappa_{n,\gamma} \text{P.V.} \int_0^L (v(t) - v(\tau)) K_L(t - \tau) \, d\tau + c_{n,\gamma} v(t),
\]

where \(K_L\) is a periodic singular kernel that will be defined in (2.17). For periodic solutions, problem (1.6) is equivalent to finding a minimizer for the functional

\[
\mathcal{F}_L(v) = \frac{\kappa_{n,\gamma} \int_0^L \int_0^L (v(t) - v(\tau))^2 K_L(t - \tau) \, dt \, d\tau + c_{n,\gamma} \int_0^L v(t)^2 \, dt}{\left( \int_0^L v(t)^{\beta+1} \, dt \right)^{\frac{\beta}{\beta+1}}}.
\]

Note that a minimizer always exists as we can check in Lemma 4.1. The minimum value for the functional will be denoted by \(c(L)\).

Our main result is the following:

**Theorem 1.1.** There is a unique \(L_0 > 0\) such that \(c(L)\) is attained by a nonconstant minimizer when \(L > L_0\) and when \(L \leq L_0\), \(c(L)\) is attained by the constant only.

In a recent paper [12] the authors study this fractional problem (1.1) from two different points of view. They carry out an ODE-type study and explain the geometrical interpretation of the problem. In addition, they give some results towards the description of some kind of generalized phase portrait. For instance, they prove the existence of periodic radial solutions for the linearized equation around the equilibrium \(v_1 \equiv 1\), with period \(L_0 = L_0(\gamma)\). For the original non-linear problem they show the existence of a Hamiltonian quantity conserved along trajectories, which suggests that the non-linear problem has periodic solutions too, for every period larger than this minimal period \(L_0\). Theorem 1.1 proves this conjecture.

The construction of Delaunay solutions allows for many further studies. For instance, as a consequence of our construction one obtains the non-uniqueness of the solutions for the fractional Yamabe equation (see [17] for an introduction to this problem) in the positive curvature case, since it gives different conformal metrics on \(S^1(L) \times S^{n-1}\) that have constant fractional curvature. This is well known in the scalar curvature case \(\gamma = 1\) (see the lecture notes [30] for an excellent review, or the paper [31]). In addition, this fact gives some examples for the calculation of the total fractional scalar curvature functional, which maximizes the standard fractional Yamabe quotient across conformal classes.

From another point of view, Delaunay solutions can be used in gluing problems. Classical references are, for instance, [24, 27] for the scalar curvature, and [25, 26] for the construction of constant mean curvature surfaces with Delaunay ends. In the non-local case, we use Delaunay-type singularities to deal with the problem of constructing metrics of constant fractional curvature with prescribed isolated singularities [2].

Recently it has been introduced a related notion of nonlocal mean curvature \(H_\gamma\) for the boundary of a set in \(\mathbb{R}^n\) (see [6, 35]). Finding Delaunay-type surfaces with constant nonlocal mean curvature has just been accomplished in [3]. For related nonlocal equations with periodic solutions see also [18, 4].

The paper will be structured as follows: in Section 2 we will introduce the problem. In particular we will recall some known results for the classical case and we will present the formulation of the problem through some properties of the singular kernel. In Section 3 we will show some technical results that we will need in the last Section; where we will use the variational method to prove the main result in this paper, this is, Theorem 1.1.
2. Set up of the problem

2.1. Classical case \( \gamma = 1 \). We recall first some well-known results. Consider the classical Yamabe problem

\[
(-\Delta)w = c_{n,1}w^{\frac{n+2}{n-2}}, \quad w > 0 \quad \text{in} \quad \mathbb{R}^n \setminus \{0\}.
\]  

(2.1)

Because of the asymptotic behavior in (1.4) we look at radially symmetric solutions of the form

\[
w(r) = r^{-\frac{4}{n-2}}v(r),
\]

where \( r = |x| \). Then, applying the Emden-Fowler change of variable \( e^t = r \), equation (2.1) reads

\[
-\ddot{v} + \frac{(n-2)^2}{4} v = \frac{(n-2)^2}{4} v^{\frac{n+2}{n-2}}, \quad v > 0.
\]

This equation is easily integrated and the analysis of its phase portrait gives that all bounded solutions must be periodic (see, for instance, the lecture notes [30]). More precisely, the Hamiltonian

\[
H_1(v, \dot{v}) := \frac{1}{2}\dot{v}^2 + \frac{(n-2)^2}{4} \left( \frac{(n-2)^2}{2n} v^{\frac{n+2}{n-2}} - \frac{1}{2} v^2 \right)
\]

is preserved along trajectories. Thus, looking at its level sets we conclude that there exists a family of periodic solutions \( \{v_L\} \) of periods \( L \in (L_0, \infty) \). Here

\[
L_0 = \frac{2\pi}{\sqrt{n-2}}
\]

is the minimal period and it can be calculated from the linearization at the equilibrium solution \( v_1 \equiv 1 \). These \( \{v_L\} \) are known as the Fowler or Delaunay solutions for the scalar curvature.

2.2. Formulation of the problem. We now consider the singular Yamabe problem

\[
(-\Delta)\gamma w = c_{n,\gamma}w^\beta \quad \text{in} \quad \mathbb{R}^n \setminus \{0\}, \quad w > 0 \quad \text{(2.2)}
\]

for \( \gamma \in (0,1), n \geq 2, \beta \) the critical exponent given by

\[
\beta = \frac{n+2\gamma}{n-2\gamma}
\]

and

\[
(-\Delta)\gamma w(x) = \kappa_{n,\gamma} \text{P.V.} \int_{\mathbb{R}^n} \frac{w(x) - w(x+y)}{|y|^{n+2\gamma}} dy,
\]

where P.V. denotes the principal value, and the constant \( \kappa_{n,\gamma} \) (see [21]) is given by

\[
\kappa_{n,\gamma} = \pi^{\frac{n}{2}} 2^{2\gamma} \frac{\Gamma\left(\frac{n+\gamma}{2}\right)}{\Gamma(1-\gamma) \Gamma(\gamma)}.
\]

Because of (1.4) we only consider radially symmetric solutions of the form

\[
w(x) = |x|^{-\frac{n-2\gamma}{2}} v(|x|),
\]

where \( v \) is some function \( 0 < c_1 \leq v \leq c_2 \). In radial coordinates \( (r = |x|, \theta \in S^{n-1} \) and \( s = |y|, \sigma \in S^{n-1} \), we can express the fractional Laplacian as

\[
(-\Delta)^\gamma u = \kappa_{n,\gamma} \text{P.V.} \int_0^\infty \int_{S^{n-1}} \frac{r^{-\frac{n-2\gamma}{2}} v(r) - s^{-\frac{n-2\gamma}{2}} v(s)}{|r^2 + s^2 - 2rs \langle \theta, \sigma \rangle|^{\frac{n+2\gamma}{2}}} s^{n-1} d\sigma ds.
\]

Inspired in the computations by Ferrari and Verbitsky in [16], we write

\[
s = r \tilde{s},
\]

so the radial function \( v \) can be expressed as

\[
v(r) = (1 - \tilde{s}^{-\frac{n-2\gamma}{2}}) v(r) + \tilde{s}^{-\frac{n-2\gamma}{2}} v(r).
\]
Thus the equation (2.2) for \( v \) becomes

\[
\kappa_{n,\gamma} \text{P.V.} \int_0^\infty \int_{S^{n-1}} \frac{s^{n-1} - \frac{n-2}{2} (v(r) - v(rs))}{|1 + s^2 - 2s(\theta, \sigma)|^{\frac{n-2}{2}}} d\sigma ds + Av = c_{n,\gamma} v^\beta (r), \tag{2.3}
\]

where

\[
A = \kappa_{n,\gamma} \text{P.V.} \int_0^\infty \int_{S^{n-1}} \frac{\left(1 - \frac{n-2s}{s} \right) s^{n-1}}{|1 + s^2 - 2s(\theta, \sigma)|^{\frac{n-2}{2}}} d\sigma ds.
\]

**Remark 2.1.** The constant \( A \) is strictly positive. Indeed, from (2.3) we have

\[
A = c_{n,\gamma} > 0,
\]

since \( c_{n,\gamma} \) is normalized such that \( v_1 \equiv 1 \) is a solution for the singular Yamabe problem (see Proposition 2.7 in [12]).

Finally we do the Emden-Fowler changes of variable \( r = e^t \) and \( s = e^\tau \) in (2.3) to obtain

\[
\mathcal{L}_\gamma v = c_{n,\gamma} v^\beta, \tag{2.4}
\]

where the operator \( \mathcal{L}_\gamma \) is defined as

\[
\mathcal{L}_\gamma v = \kappa_{n,\gamma} \text{P.V.} \int_{-\infty}^\infty (v(t) - v(\tau)) K(t - \tau) \, d\tau + c_{n,\gamma} v, \tag{2.5}
\]

for a function \( v = v(t) \) and the kernel \( K \) is given by

\[
K(\xi) = 2^{-\frac{n+2s}{2}} \int_{S^{n-1}} \frac{1}{\cosh(\xi) - \langle \theta, \sigma \rangle^{\frac{n+2s}{2}}} d\sigma = \int_{S^{n-1}} \frac{e^{-\frac{\xi}{1 + e^{-2\xi} - 2e^{-\xi} \langle \theta, \sigma \rangle^{\frac{n+2s}{2}}}}}{(1 + e^{-2\xi} - 2e^{-\xi} \langle \theta, \sigma \rangle^{\frac{n+2s}{2}})} d\sigma. \tag{2.6}
\]

**Remark 2.2.** \( K \) is rotationally invariant in the variable \( \theta \), thus we drop the dependence on \( \theta \) in the argument of \( K \). Indeed if we identify \( e_1 = (1, 0, \ldots, 0) \) with a fixed point in \( S^{n-1} \) via the usual embedding \( S^{n-1} \to \mathbb{R}^n \) and we define

\[
J(\theta) := \int_{S^{n-1}} \frac{e^{-\frac{\xi}{1 + e^{-2\xi} - 2e^{-\xi} \langle \theta, \sigma \rangle^{\frac{n+2s}{2}}}}}{|1 + e^{-2\xi} - 2e^{-\xi} \langle \theta, \sigma \rangle^{\frac{n+2s}{2}}|^{\frac{n+2s}{2}}} d\sigma,
\]

it is easy to check that \( J(\theta) = J(e_1) \). The proof is trivial using equality (2.6) and the change of variable \( \bar{\sigma} = R^T \sigma \), where \( R \) is any rotation such that \( R(e_1) = \theta \).

The kernel also can be written using spherical coordinates as

\[
K(\xi) = \bar{c}_n e^{-\frac{n+2s}{2}} \int_0^\pi \frac{(\sin \phi_1)^{n-2}}{(1 + e^{-2\xi} - 2e^{-\xi} \cos \phi_1)^{\frac{n+2s}{2}}} d\phi_1 = \bar{c}_n e^{-\frac{n+2s}{2}} \int_0^\pi \frac{(\sin \phi_1)^{n-2}}{(\cosh(\xi) - \cos(\phi_1))^{\frac{n+2s}{2}}} d\phi_1, \tag{2.7}
\]

where \( \phi_1 \) is the angle between \( \theta \) and \( \sigma \), and \( \bar{c}_n \) is a positive dimensional constant that only depends on the integral in the rest of the spherical coordinates.

**Remark 2.3.** The expression (2.7) implies that \( K(\xi) \) is an even function. Moreover, since \( \phi_1 \in (0, \pi) \) and \( \cosh(x) \geq 1, \forall x \in \mathbb{R} \), \( K \) is strictly positive.

In the next paragraphs we will find a more explicit formula for \( K \) that will help us calculate its asymptotic behavior.
Lemma 2.4. [1, 34, 23] Let $z \in \mathbb{C}$. The hypergeometric function is defined for $|z| < 1$ by the power series

$$2F_1(\tilde{a}, \tilde{b}; \tilde{c}; z) = \frac{\Gamma(\tilde{c})}{\Gamma(\tilde{a}) \Gamma(\tilde{b})} \sum_{n=0}^{\infty} \frac{\Gamma(\tilde{a} + n) \Gamma(\tilde{b} + n)}{\Gamma(\tilde{c} + n)} \frac{z^n}{n!}.$$

It is undefined (or infinite) if $\tilde{c}$ equals a non-positive integer. Some properties of this function are

1. The hypergeometric function evaluated at $z = 0$ satisfies

$$2F_1(\tilde{a} + j, \tilde{b} - j; \tilde{c}; 0) = 1; \quad j = \pm 1, \pm 2, ...$$

2. If $\tilde{a} + \tilde{b} < \tilde{c}$, the following expansion holds

$$2F_1(\tilde{a}, \tilde{b}; \tilde{c}; x) = O(1), \text{ for } z \sim 1.$$  

3. If $\Re \tilde{b} > 0, |z| < 1$,

$$2F_1(\tilde{a}, \tilde{a} - \tilde{b} + \frac{1}{2}; \tilde{b} + \frac{1}{2}; z^2) = \frac{\Gamma(\tilde{b} + \frac{1}{2})}{\sqrt{\pi \Gamma(\tilde{b})}} \int_0^{\pi} \frac{(\sin t)^{2\tilde{b} - 1}}{(1 + 2z \cos t + z^2)^{\tilde{c}} \Gamma(\tilde{c})} dt.$$  

4. If $\tilde{a} - \tilde{b} + 1 = \tilde{c}$, the following identity holds

$$2F_1(\tilde{a}, \tilde{b}; \tilde{a} - \tilde{b} + 1; x) = (1-x)^{-2\tilde{b}}(1+x)^{2\tilde{a}-\tilde{a}-1} 2F_1\left(\tilde{a}+\frac{1}{2}, \tilde{b}, \frac{\tilde{a}}{2} - \tilde{b} + 1; \tilde{a} - \tilde{b} + 1; \frac{4x}{(1-x)^2}\right).$$  

5. The derivative of the hypergeometric function with respect to the last argument is

$$\frac{d}{dz} 2F_1(\tilde{a}, \tilde{b}; \tilde{c}; z) = \frac{\tilde{a} \tilde{b}}{\tilde{c}} 2F_1(\tilde{a} + 1, \tilde{b} + 1; \tilde{c} + 1; z).$$

Lemma 2.5. The kernel $K$ can be expressed in terms of a hypergeometric function as

$$K(\xi) = c_n (\sinh \xi)^{-1-2\gamma} (\cosh \xi)^{2-n+2\gamma} 2F_1\left(\frac{a+1}{2}, \frac{a}{2} - b + 1; a - b + 1; (\text{sech} \xi)^2\right),$$

where $c_n = \tilde{c}_n 2^{\frac{n+2\gamma}{2}} \sqrt{\pi \Gamma(\frac{n+1}{2})}$, and $2F_1$ is the hypergeometric function defined in Lemma 2.4.

Proof. Because of the parity of the kernel $K$, it is enough to study its behavior for $\xi > 0$. Using property (2.10) given in Lemma 2.4, with $t = \phi_0, \tilde{b} = \frac{n-1}{2}, \tilde{a} = \frac{n+2\gamma}{2}$ and $z = -e^{-\xi}$, we can assert that, if $\xi > 0$,

$$K(\xi) = \tilde{c}_n \frac{\sqrt{\pi \Gamma(\frac{n+1}{2})}}{\Gamma(\frac{n}{2})} e^{-\frac{n+2\gamma}{2} \xi} 2F_1(a, b; c; e^{-2\xi}),$$

where

$$a = \frac{n+2\gamma}{2}, \quad b = 1 + \gamma, \quad c = \frac{n}{2}.$$  

An important observation is that

$$a - b + 1 = c,$$

which, from property (2.11) in Lemma 2.4, yields (2.13). \qed

Lemma 2.6. The asymptotic expansion of the kernel $K$ is given by

- $K(\xi) \sim |\xi|^{-1-2\gamma}$ if $|\xi| \to 0,$
- $K(\xi) \sim e^{-|\xi|\frac{n+2\gamma}{2}}$ if $|\xi| \to \infty.$

Proof. Note that $K$ is an even function. Using property (2.9) to estimate expression (2.13) for $K(\xi)$, we obtain that, for $|\xi|$ small enough,

$$K(\xi) \sim |\sinh \xi|^{-1-2\gamma} \sim |\xi|^{-1-2\gamma}.$$  

(2.15)
Moreover, this expression (2.13), the behaviour of the hyperbolic secant function at infinity and the hypergeometric function property (2.8) given in Lemma 2.4 show the exponential decay of the kernel at infinity:

\[ K(\xi) \sim c_n \left( \sinh \xi \right)^{-1 - 2\gamma} \left( \cosh \xi \right)^{\frac{2 - n + 2\gamma}{2}} \sim c e^{-|\xi| \frac{n + 2\gamma}{2}}. \]  

(2.16)

where \( c \) is a positive constant.

**Remark 2.7.** The asymptotic behaviour of this kernel near the origin and near infinity given in Lemma 2.6 correspond to a tempered stable process.

### 2.3. Periodic solutions.

We are looking for periodic solutions of (2.4). Assume that \( v(t+L) = v(t) \); in this case equation (2.4) becomes

\[ \mathcal{L}_L^\gamma v = \kappa_{n,\gamma} P.V. \int_0^L (v(t) - v(\tau)) K_L(t-\tau)d\tau + c_{n,\gamma} v = c_{n,\gamma} v^\beta, \quad \text{where} \quad \beta = \frac{n + 2\gamma}{n - 2\gamma}, \]

and

\[ K_L(t-\tau) = \sum_{j \in \mathbb{Z}} K(t-\tau-jL), \]  

(2.17)

for \( K \) the kernel given in (2.7). Note that the argument in the integral above has a finite number of poles, but \( K_L \) is still well defined.

**Lemma 2.8.** The periodic kernel \( K_L \) satisfies the following inequality:

\[ \frac{L}{L_1} K_L \left( \frac{L}{L_1} (t-\tau) \right) < K_{L_1}(t-\tau), \quad \forall L > L_1 > 0. \]  

(2.18)

**Proof.** By evenness we just need to show that the function \( \xi K(\xi) \) is decreasing for \( \xi > 0 \). By (2.13), up to positive constant,

\[ \xi K(\xi) = \xi \left( \sinh \xi \right)^{-1 - 2\gamma} \left( \cosh \xi \right)^{\frac{2 - n + 2\gamma}{2}} \cdot 2 F_1 \left( \frac{a + 1}{2} - b, \frac{a}{2} - b + 1; a - b + 1; (\frac{\cosh \xi}{\sinh \xi})^2 \right), \]  

(2.19)

where \( a, b, c \) are given in (2.14).

Observe that

\[ 2 F_1 \left( \frac{a + 1}{2} - b, \frac{a}{2} - b + 1; a - b + 1; (\frac{\cosh \xi}{\sinh \xi})^2 \right) > 0, \]  

(2.20)

and

\[ \frac{a + 1}{2} - b > 0, \quad a - b + 1 = c > 0, \]

since \( n > 2 + 2\gamma \). Property (2.12) yields that (2.20) is decreasing. Indeed,

\[
\frac{d}{d\xi} \left[ 2 F_1 \left( \frac{a + 1}{2} - b, \frac{a}{2} - b + 1; a - b + 1; (\frac{\cosh \xi}{\sinh \xi})^2 \right) \right] = -2 \left( \frac{a + 1}{2} - b; \frac{a}{2} - b + 1; (\frac{\cosh \xi}{\sinh \xi})^2 \right) \tanh \xi  
\]

\[ \cdot 2 F_1 \left( \frac{a + 1}{2} - b, \frac{a}{2} - b + 1; a - b + 2; (\frac{\cosh \xi}{\sinh \xi})^2 \right) < 0. \]

Thus we just need to show that the function \( \xi \left( \sinh \xi \right)^{-1 - 2\gamma} \left( \cosh \xi \right)^{\frac{2 - n + 2\gamma}{2}} \) in (2.19) is decreasing in \( \xi \). In fact by writing

\[ \xi \left( \sinh \xi \right)^{-1 - 2\gamma} \left( \cosh \xi \right)^{\frac{2 - n + 2\gamma}{2}} = \frac{\xi}{\sinh \xi} \left( \tanh \xi \right)^{-\gamma} \left( \sinh \xi \right)^{-\gamma} \left( \cosh \xi \right)^{\frac{2 - n}{2}}, \]

we have that \( \xi K(\xi) \) is a product of positive decreasing functions.
Finally, inequality (2.18) follows from the definition of $K_L(\xi)$ given in (2.17):

$$\frac{L}{L_1} K_L \left( \frac{L}{L_1} (t - \tau) \right) = \sum_{j = -\infty}^{+\infty} \frac{L}{L_1} K \left( \frac{L}{L_1} (t - \tau - jL_1) \right) < \sum_{j = -\infty}^{+\infty} K(t - \tau - jL_1) = K_{L_1}(t - \tau).$$

\[ \square \]

2.4. Extension problem. The boundary reaction problem given in (1.3) defines the conformal fractional Laplacian in $\mathbb{R}^n$ for the Euclidean metric $|dx|^2$ as

$$P_\gamma (|dx|^2) w = -\hat{d}_\gamma \lim_{y \to 0} g^\alpha \partial_\alpha W = (-\Delta)^\gamma w.$$ 

In the curved case one may define the conformal fractional Laplacian $P_\gamma^g$ with respect to a metric $g$ on a $n-$dimensional manifold $M$. $P_\gamma^g$ a pseudo-differential operator of order $2\gamma$ (see [9],[8]). It satisfies that, for any conformal metric $g_w := w^{-\frac{4}{2\gamma}} g$, $w > 0$, we have

$$P_\gamma^g f = w^{-\frac{n+2\gamma}{n-2\gamma}} P_\gamma^g (wf), \quad \forall f \in C^\infty(M).$$

This conformal property allows to formulate an equivalent extension problem to (1.3) for the function $v$ defined as in (1.5). In particular, in [12] the authors consider the geometric interpretation of problem (1.6). They choose $M = \mathbb{R} \times S^{n-1}$ with the metric $g_0 = dt^2 + g_{S^{n-1}}$ and they extend the problem with the new positive variable $\rho$, that we will call defining function, to an $(n + 1)-$dimensional manifold $X^{n+1} = M \times (0, 2)$, with the extended metric

$$\bar{g} = d\rho^2 + \left(1 + \frac{\rho^2}{4}\right) dt^2 + \left(1 - \frac{\rho^2}{4}\right)^2 g_{S^{n-1}},$$

for $\rho \in (0, 2)$ and $t \in \mathbb{R}$. Then (1.3) is equivalent to

$$\begin{cases}
- \text{div}_{\bar{g}} (\rho^{1-2\gamma} \nabla_{\bar{g}} V) + E(\rho) V = 0 & \text{in } (X^{n+1}, \bar{g}), \\
V = v & \text{on } \{\rho = 0\}, \\
-\hat{d}_\gamma \lim_{\rho \to 0} \rho^{1-2\gamma} \partial_\rho V = c_{n,\gamma} v^\beta & \text{on } \{\rho = 0\},
\end{cases}$$

(2.21)

Finally it is known (see [9]) that there exists a new defining function $\rho^* = \rho^*(\rho)$ such that the problem (2.21) can be rewritten on the extension $X^* = M \times (0, \rho^*_0)$, as

$$\begin{cases}
- \text{div}_{g^*} ((\rho^*)^{1-2\gamma} \nabla_{g^*} V) = 0 & \text{in } (X^*, g^*), \\
V = v & \text{on } \{\rho^* = 0\}, \\
-\hat{d}_\gamma \lim_{\rho^* \to 0} (\rho^*)^{1-2\gamma} \partial_{\rho^*} V + c_{n,\gamma} v = c_{n,\gamma} v^\beta & \text{on } \{\rho^* = 0\},
\end{cases}$$

(2.22)

where $g^* = \frac{(\rho^*)^2}{\rho^2} \bar{g}$. We look for radially symmetric solutions $v = v(t)$, $V = V(t, \rho)$ of (2.22). For such solutions we have that $\mathcal{L}_\gamma$ is the Dirichlet-to-Neumann operator for this problem, i.e.,

$$\mathcal{L}_\gamma (v) = -\hat{d}_\gamma \lim_{\rho^* \to 0} (\rho^*)^{1-2\gamma} \partial_{\rho^*} V + c_{n,\gamma} v.$$
3. Technical results

3.1. Function Spaces.

**Definition 3.1.** We shall work with the following function space
\[ H^q_0 = \{ v : \mathbb{R} \to \mathbb{R}; \ v(t + L) = v(t) \text{ and } \int_0^L \int_0^L (v(t) - v(\tau))^2 K_L(t - \tau) dt d\tau + \int_0^L v(t)^2 dt < +\infty \} \]
with the norm given by
\[ \|v\|_{H^q_0} = \left( \int_0^L v(t)^2 dt + \int_0^L \int_0^L |v(t) - v(\tau)|^2 K_L(t - \tau) dt d\tau \right)^{1/2}. \]

Note that we will denote
\[ W^\gamma,p = \{ v : \mathbb{R} \to \mathbb{R}; \ v(t + L) = v(t) \text{ and } \|v\|^p_{L^p(0,L)} + \int_0^L \int_0^L \frac{|v(t) - v(\tau)|^p}{|t - \tau|^{1+\gamma p}} dt d\tau < \infty \}, \]
with the norm given by
\[ \|v\|_{W^\gamma,p} = \left( \|v\|^p_{L^p(0,L)} + \int_0^L \int_0^L \frac{|v(t) - v(\tau)|^p}{|t - \tau|^{1+\gamma p}} dt d\tau \right)^{1/p}, \]
which is equivalent to the norm
\[ \|v\|_{W^\gamma,p} = \left( \|v\|^p_{L^p(0,L)} + \int_0^L \int_0^L |v(t) - v(\tau)|^p K(t - \tau) dt d\tau \right)^{1/p} \]
for the kernel \( K \) given in (2.7).

Now we are going to introduce some fractional inequalities, continuity and compactness results whose proofs for an extension domain can be found in [13]. Here we are working with periodic functions, which avoids the technicalities of extension domains but the same proofs as in [13] are valid.

**Proposition 3.2.** (Fractional Sobolev inequalities.) (Theorems 6.7 and 6.10, [13]) Let \( \gamma \in (0,1), \ p \in [1, +\infty) \) such that \( \gamma p \leq 1 \) and \( p^* = \frac{np}{n-\gamma p} > 1 \). Then there exists a positive constant \( C = C(p, \gamma) \) such that, for any \( v \in W^\gamma,p \), we have
\[ \|v\|_{L^q(0,L)} \leq C \|v\|_{W^\gamma,p}, \]
for any \( q \in [1, p^*) \); i.e., the space \( W^\gamma,p \) is continuously embedded in \( L^q(0,L) \) for any \( q \in [1, p^*) \).

**Proposition 3.3.** (Compact embeddings) (Theorem 7.1 and Corollary 7.2, [13]) Let \( \gamma \in (0,1) \) and \( p \in [1, +\infty), \ q \in [1, p], \) and \( J \) be a bounded subset of \( L^p(0,L) \). Suppose
\[ \sup_{f \in J} \int_{[0,L]} \int_{[0,L]} \frac{|f(x) - f(y)|^p}{|x - y|^{n+\gamma p}} \ dx \ dy < +\infty. \]
Then \( J \) is pre-compact in \( L^q(0,L) \). Moreover, if \( \gamma p < 1 \), then \( J \) is pre-compact in \( L^q(0,L) \), for all \( q \in [1, p^*) \).
Remark 3.4. If $\gamma = 1/2$, we have the compact embedding
\[ W^{1/2, 2}_L \subset L^q(0, L), \quad \text{for } q \in (1, \infty). \]
Indeed, a consequence of Proposition 3.2 is $W^{1/2, 2}_L \subset W^{\gamma, 2}_L$, $\forall \gamma < 1/2$, thus Proposition 3.3 provides
\[ W^{1/2, 2}_L \subset W^{\gamma, 2}_L \subset L^q(0, L), \quad \forall q \in \left(1, \frac{2}{1-2\gamma}\right), \gamma < 1/2. \]
We conclude by letting $\gamma \to 1/2$.

Proposition 3.5. (Hölder fractional regularity.) (Theorem 8.2 in [13].) Let $p \in [1, +\infty)$, $\gamma \in (0, 1)$ such that $\gamma p > 1$. Then there exists $C > 0$, depending on $\gamma$ and $p$, such that
\[ \|v\|_{C^{0, \alpha}(0, L)} \leq C \left( \|v\|_{L^p(0, L)} + \int_0^L \int_0^L \frac{|v(t) - v(\tau)|^p}{|t - \tau|^{1 + 2\gamma}} \, dt \, d\tau \right)^{1/p} \]
for any $L$-periodic function $v \in L^p(0, L)$, with $\alpha = \gamma - 1/p$.

Note that with the equi-continuity given in Proposition 3.5 we can apply Ascoli-Arzelà to show the compactness
\[ W^{\gamma, 2}_L \subset L^q(0, L) \forall q \in (1, \infty) \text{ with } \gamma > 1/2. \]

Remark 3.6. We have the compact embedding
\[ H^\gamma_L \subset L^q(0, L), \quad \forall \gamma \in (0, 1), \]
where
\[ q \in \left(1, \frac{2}{1-2\gamma}\right) \text{ if } \gamma \leq \frac{1}{2} \quad \text{and} \quad q \geq 1 \text{ if } \gamma > \frac{1}{2}. \]  
Indeed, Proposition 3.3, Remark 3.4 and Proposition 3.5 with provide $W^{\gamma, 2}_L \subset L^q(0, L)$ for all $\gamma \in (0, 1)$ and $q$ as in (3.1). But from the definition of $K_L$ given in (2.17) and the positivity of the function $K$, we have the following inequality between norms
\[ \|v\|_{W^{\gamma, 2}_L} \leq \|v\|_{H^\gamma_L}. \]

Proposition 3.7. (Poincaré’s fractional inequality.) Let $v \in H^\gamma_L$ with zero average (i.e. $\int_0^L v(t) \, dt = 0$), then there exists $c > 0$ such that
\[ \|v\|^2_{L^2(0, L)} \leq c \int_0^L \int_0^L \frac{(v(t) - v(\tau))^2}{|t - \tau|^{1 + 2\gamma}} \, dt \, d\tau. \]  
Proof. Inspired on the proof of the classical Poincaré’s inequality given in Theorem 7.16 in [29], we prove (3.2). By contradiction assume that, $\forall j \geq 1$, there exists $v_j \in H^\gamma_L$ satisfying
\[ \|v_j\|^2_{L^2(0, L)} > j \int_0^L \int_0^L \frac{(v_j(t) - v_j(\tau))^2}{|t - \tau|^{1 + 2\gamma}} \, dt \, d\tau. \]  
On the one hand, we normalize $v_j$ in $L^2(0, L)$ by $w_j := \frac{v_j}{\|v_j\|_{L^2(0, L)}}$, so $\|w_j\|_{L^2(0, L)} = 1$. Because of (3.3) it follows that
\[ \int_0^L \int_0^L \frac{(w_j(t) - w_j(\tau))^2}{|t - \tau|^{1 + 2\gamma}} \, dt \, d\tau < \frac{1}{j} \leq 1, \]
that is, $\{w_j\}$ is bounded in the $H^\gamma_L$ norm. By the compactness from Remark 3.6, we obtain a subsequence $\{w_i\}$ that converges strongly in $L^2(0, L)$, i.e, there exists $w \in L^2(0, L)$ such that $w_i \to w$ in $L^2(0, L)$. Thus,
\[ \|w\|_{L^2(0, L)} = \lim_{j \to \infty} \|w_j\|_{L^2(0, L)} = 1. \]
On the other hand, also by the compactness given in Remark 3.6, we have weak semiconvergence in $H^\gamma_L$. Thus the following inequality follows
\[
\int_0^L \int_0^L \frac{(w(t) - w(\tau))^2}{|t - \tau|^{1+2\gamma}} \, dt \, d\tau \leq \liminf_{j \to \infty} \int_0^L \int_0^L \frac{(w_j(t) - w_j(\tau))^2}{|t - \tau|^{1+2\gamma}} \, dt \, d\tau.
\]
Thanks to (3.4), this gives
\[
\int_0^L \int_0^L \frac{(w(t) - w(\tau))^2}{|t - \tau|^{1+2\gamma}} \, dt \, d\tau = 0,
\]
that is, $w$ must be constant and, since has zero average, it has to be the zero function. \hfill \Box

3.2. Maximum principles.

**Proposition 3.8.** (Strong maximum principle). Let $v \in H^\gamma_L \cap C^0(\mathbb{R})$ with $v \geq 0$ be a solution of
\[
\mathcal{L}_\gamma v = f(v), \quad \text{in } \mathbb{R},
\]
where $f$ satisfies $f(v) \geq 0$ if $v \geq 0$. Then $v > 0$ or $v \equiv 0$.

**Proof.** Since $v \geq 0$, we have that
\[
\mathcal{L}_\gamma v = f(v) \geq 0. \tag{3.5}
\]
Suppose that there exists a point $t_0 \in \mathbb{R}$ with $v(t_0) = 0$, then
\[
\mathcal{L}_\gamma v(t_0) = \kappa_{n,\gamma} P.V \int_{-\infty}^{+\infty} (v(t_0) - v(\tau)) K(t_0 - \tau) \, d\tau + c_{n,\gamma} v(t_0)
\]
\[
= \kappa_{n,\gamma} P.V \int_{-\infty}^{+\infty} (-v(\tau)) K(t_0 - \tau) \, d\tau \leq 0
\]
satisfies (3.5) only in the case $v \equiv 0$. \hfill \Box

3.3. Regularity. In the following Proposition 3.9 we concentrate on the local regularity, using the equivalent characterization for $\mathcal{L}_\gamma$ as a Dirichlet-to-Neumann operator for problem (2.22). First, we fix some notation that we will use here. Let $0 < R < \rho_0$, we denote
\[
B^+_R = \{(t, \rho^*) \in \mathbb{R}^2 : \rho^* > 0, |(t, \rho^*)| < R\},
\]
\[
\Gamma^0_R = \{(t, 0) \in \partial \mathbb{R}^2_+ : |t| < R\}.
\]

**Proposition 3.9.** Fix $\gamma < 1/2$ and let $V = V(t, \rho^*)$ be a solution of the extension problem
\[
\begin{cases}
- \text{div}_{\mathbf{\rho}^*}((\rho^*)^{1-2\gamma} \nabla_{\mathbf{\rho}^*} V) = 0 & \text{in } (B^+_2 R, g^*), \\
- \partial_\mathbf{\rho} \lim_{\rho^* \to 0} (\rho^*)^{1-2\gamma} \partial_\rho V + c_{n,\gamma} V = c_{n,\gamma} V^\beta & \text{on } \Gamma^0_R.
\end{cases} \tag{3.6}
\]
If
\[
\int_{\Gamma^0_R} |v|^{1-2\gamma} \, dt =: \zeta < \infty,
\]
then for each $p > 1$, there exists a constant $C_p = C(p, \zeta) > 0$ such that
\[
\sup_{B^+_R} |V| + \sup_{\Gamma^0_R} |v| \leq C_p \left( \frac{1}{R^{-(n+2\gamma)}} \right)^{1/p} \|V\|_{L^p(B^+_R)} + \left( \frac{1}{R^{2\gamma}} \right)^{1/p} \|v\|_{L^p(\Gamma^0_R)}
\]

**Proof.** This $L^\infty$ bound is proven for linear right hand side in Theorem 2.3.1 in [15]. A generalization for the nonlinear subcritical case is given in Theorem 3.4 in [17]. Here we can follow the same proof as in [17] because we have reduced our problem to one-dimensional problem for $t \in \partial \mathbb{R}^2_+$ and thus, $\beta = \frac{n+2\gamma}{n-2\gamma}$ is a subcritical exponent. \hfill \Box
The following two propositions could be also proved using the extension problem (3.6). However, they can be phrased in terms of a general convolution kernel, as we explain here. Thus we fix $K : \mathbb{R} \to [0, \infty)$ a measurable kernel satisfying:

a) $\nu \leq K(t)|t|^{1+\frac{2}{q}} \leq \nu^{-1} \text{ a.e. } t \in \mathbb{R}$ with $|t| \leq 1$,

b) $K(t) \leq M|t|^{-n-\eta} \text{ a.e. } t \in \mathbb{R}$ with $|t| > 1$,

for some $\gamma \in (0, 1), \nu \in (0, 1), \eta > 0, M \geq 1$. Consider the functional defined in (2.5) by

$$(\mathcal{L}_\gamma v)(t) = \kappa_{n, \gamma} \text{P.V.} \int_{-\infty}^{+\infty} (v(t) - v(\tau)) K(t - \tau) d\tau + c_{n, \gamma} v,$$

for $v \in L^q(\mathbb{R})$. We study the regularity of solutions to

$$\mathcal{L}_\gamma v = f. \tag{3.7}$$

**Proposition 3.10.** Let $f \in L^q$ for some $q > n$ and $v$ solution of (3.7) in $B_R(x_0)$, then there exist constants $c > 0$ and $\alpha \in (0, 1)$ which depend on $n$, $\nu$, $M$, $\eta$, $\gamma$, $q$ and $A$, and remain positive as $\gamma \to 1$, such that for any $R \in (0, 1)$,

$$|v(t) - v(\tau)| \leq c|t - \tau|^\alpha \left(R^{-\alpha} \|v\|_{L^\infty} + \|f\|_{L^q}\right).$$

**Proof.** Since our kernel corresponds to a tempered stable process, this regularity was given by Kassmann in his article [20] (see Theorem 1.1 and Extension 5). We could also follow the same steps as for Theorem 5.1 in [32] since Lemma 4.1 and Remark 4.3 in this paper [32] hold for our $K$ (note the expansion in Lemma 2.6).

**Proposition 3.11.** Let $\alpha \in (0, 1)$. Assume $f \in C^\alpha(\mathbb{R})$, and let $v \in L^\infty(\mathbb{R})$ be a solution of (3.7) in $\mathbb{R}^n$. Then there exists $c > 0$ depending on $n, \alpha, \gamma$ such that

$$\|v\|_{C^{\alpha+\gamma}} \leq c(\|v\|_{C^\alpha} + \|f\|_{C^\alpha}).$$

**Proof.** Under our assumptions, on the one hand, Dong and Kim proved in Theorem 1.2 from [14] that $(-\Delta)^\gamma v \in C^\alpha$ and moreover the following estimate holds:

$$\|(-\Delta)^\gamma v\|_{C^\alpha} \leq c(\|v\|_{C^\alpha} + \|f\|_{C^\alpha}). \tag{3.8}$$

On the other hand, Silvestre in Proposition 2.8 in [33], showed that

- If $\alpha + 2\gamma \leq 1$, then $v \in C^{\alpha+2\gamma}$ and
  $$\|v\|_{C^{\alpha+2\gamma}(\mathbb{R})} \leq c(\|v\|_{L^\infty} + \|(-\Delta)^\gamma v\|_{C^\alpha}). \tag{3.9}$$

- If $\alpha + 2\gamma > 1$, then $v \in C^{1,\alpha+2\gamma-1}$ and
  $$\|v\|_{C^{1,\alpha+2\gamma-1}(\mathbb{R})} \leq c(\|v\|_{L^\infty} + \|(-\Delta)^\gamma v\|_{C^\alpha}). \tag{3.10}$$

Thus, combining (3.8) with (3.9) and (3.10) we have the claimed regularity. □

**Remark 3.12.** The previous Propositions 3.9, 3.10, 3.11 imply that for $\gamma < 1/2$ any $v \in L^{\beta+1}$ solution of equation (2.4) satisfies $v \in C^\infty$. A standard argument yields the same conclusion for $\gamma = 1/2$ too. Finally, if $\gamma > 1/2$ Proposition 3.5 automatically implies that any function $v \in H^\gamma_L$ also satisfies $v \in C^\infty$. 
3.4. **Subcritical case.** Note that the following Lemma 3.13 has been studied by different authors if $N > 2\gamma$, even for $1 < p < \frac{N + 2\gamma}{N - 2\gamma}$ (see [11, 10, 22]), but in this paper we need this result also for $2\gamma \geq N$ since we have reduced our problem to dimension $N = 1$ for any $\gamma \in (0, 1)$. We will use it for $p = \frac{n + 2\gamma}{n - 2\gamma}$.

**Lemma 3.13.** Let $w$ be solution for

$$(-\Delta)^\gamma w = w^p, \quad 0 \leq w \leq 1, \quad p > 1, \quad (N - 2\gamma)p < N.$$ \hspace{1cm} (3.11)

Then $w \equiv 0$.

**Proof.** Let $\eta$ be a smooth function. In fact we may choose

$$\eta = (1 + |x|)^{-m}, \quad \text{where } m = N + 2\gamma. \hspace{1cm} (3.12)$$

Then multiplying (3.11) by the test function $\eta$, integrating over $\mathbb{R}^N$ and using integration by parts in the right hand side of (3.11) we obtain the following inequality

$$\left| \int_{\mathbb{R}^N} w^p \eta \, dx \right| = \left| \int_{\mathbb{R}^N} \left( \int_{\mathbb{R}^N} \eta(x) - \eta(y) \frac{\eta(x) - \eta(y)}{|x - y|^{N + 2\gamma}} \, dy \right) \, dx \right| \leq \left| \int_{\mathbb{R}^N} \left( \int_{\mathbb{R}^N} \eta(x) - \eta(y) \frac{\eta(x) - \eta(y)}{|x - y|^{N + 2\gamma}} \, dy \right) \, dx \right| \leq \left( \int_{\mathbb{R}^N} \left( \int_{\mathbb{R}^N} \eta(x) - \eta(y) \frac{\eta(x) - \eta(y)}{|x - y|^{N + 2\gamma}} \, dy \right) \, dx \right)^{1/p}.$$ \hspace{1cm} (3.13)

We just need to compute the second term in the right hand side. Firstly we can check that it is bounded. Since

$$\eta(x)^{- \frac{1}{p - 1}} |(-\Delta)^\gamma \eta(x)|^{\frac{p}{p - 1}} \leq c(1 + |x|)^{(N + 2\gamma) \frac{p}{p - 1}} \leq (1 + |x|)^{(N + 2\gamma)} \hspace{1cm} (3.14)$$

we have

$$\int_{\mathbb{R}^N} \eta(x)^{- \frac{1}{p - 1}} |(-\Delta)^\gamma \eta(x)|^{\frac{p}{p - 1}} \, dx < \infty.$$ \hspace{1cm} (3.15)

Note that for inequality (3.14) we have used the definition of the test function given in (3.12) and the following bound

$$|(-\Delta)^\gamma \eta| \leq c(1 + |x|)^{(N + 2\gamma)}, \quad \text{for } x \text{ large enough;} \hspace{1cm} (3.15)$$

which is proven at the end of the proof of this Lemma. Now we chose

$$\eta_R(x) = \eta(x/R).$$

Performing a similar analysis to that of (3.13), we obtain

$$\int_{\mathbb{R}^N} w^p \eta_R \, dx \leq \int_{\mathbb{R}^N} \eta_R^{-1/(p - 1)} \left| \int_{\mathbb{R}^N} \eta(x) - \eta(y) \frac{\eta(x) - \eta(y)}{|x - y|^{N + 2\gamma}} \, dy \right|^{p/(p - 1)} \, dx.$$ \hspace{1cm} (3.16)

Then, by scaling,

$$\int_{|x| \leq R} w^p \, dx \leq cR^{N - \frac{2\gamma p}{p - 1}} \int_{\mathbb{R}^N} \eta(x)^{-1/(p - 1)} \left| \int_{\mathbb{R}^N} \eta(x) - \eta(y) \frac{\eta(x) - \eta(y)}{|x - y|^{N + 2\gamma}} \, dy \right|^{p/(p - 1)} \, dx.$$ \hspace{1cm} (3.17)

Note that $N - \frac{2\gamma p}{p - 1} < 0$ by hypothesis. Then, letting $R$ tend to infinity, we obtain

$$\int_{|x| \leq R} w^p \, dx \to 0 \text{ as } R \to +\infty.$$ \hspace{1cm} (3.18)

Therefore, we have $w \equiv 0$. 

In order to conclude we just need to check inequality (3.15) before. It follows from standard potential analysis. In fact, for $|x| \geq 1$ we have that

$$\left| (-\Delta)^\gamma \eta(x) \right| = \left| \text{P.V.} \int_{\mathbb{R}^N} \frac{\eta(x) - \eta(y)}{|x-y|^{N+2\gamma}} \, dy \right| \leq |I_1| + |I_2| + |I_3| + |I_4|,$$

where these integrals can be bounded as follows: for the first integral we use that $|x-y|$ is small enough to check that

$$|I_1| = \left| \text{P.V.} \int_{|x-y|<1} \frac{\eta(x) - \eta(y)}{|x-y|^{N+2\gamma}} \, dy \right| \leq C \int_{|x-y|<1} \frac{\eta'(x)|x-y|^{2}}{|x-y|^{N+2\gamma}} \, dy \leq \frac{C}{(1+|x|)^{N+2\gamma}}.$$

For the second one, we have that $|x-y| < \frac{|x|}{2}$, then, we can use that

$$|\eta(x) - \eta(y)| \leq |\eta'(x)||x-y| \leq C(1+|x|)^{(N/2+2\gamma-1)}|x-y|,$$

and bound the integral as follows

$$|I_2| = \left| \int_{1<|x-y|<|x|} \frac{\eta(x) - \eta(y)}{|x-y|^{N+2\gamma}} \, dy \right| \leq C|x|^{-2\gamma}(1+|x|)^{-(N/2+2\gamma-1)} \leq \frac{C}{(1+|x|)^{N+2\gamma}},$$

since $x$ is large enough and $|x| \sim |y|$, indeed $|y| \geq |x|-|x-y| \geq \frac{|x|}{2}$ and $|y| \leq \frac{3}{2}|x|$.

The third one is directly bounded,

$$|I_3| = \left| \int_{|x-y|<2|x|} \frac{\eta(x) - \eta(y)}{|x-y|^{N+2\gamma}} \, dy \right| \leq \frac{2^{N+2\gamma}}{|x|^{N+2\gamma}} \int_{\frac{|x|}{2}<|x-y|<2|x|} (\eta(x) - \eta(y)) \, dy \leq \frac{C}{|x|^{N+2\gamma}} \sim \frac{C}{(1+|x|)^{N+2\gamma}},$$

using that $|x|$ is large enough.

For the fourth and last one, we use that $|y| \geq |x-y| - |x| \geq |x|$, then

$$|I_4| = \left| \int_{|x-y|>2|x|} \frac{\eta(x) - \eta(y)}{|x-y|^{N+2\gamma}} \, dy \right| \leq C \left( \int_{|x-y|>2|x|} \frac{1}{|x-y|^{N+2\gamma}} \, dy \right) (1+|x|)^{-(N+2\gamma)} \leq \frac{C}{(1+|x|)^{(N+2\gamma)}}.$$

\[\square\]

4. Proof of Theorem 1.1

4.1. Variational Formulation. We consider the following minimization problem

$$c(L) = \inf_{v \in H^1_{L}, v \neq 0} \mathcal{F}_L(v),$$

(4.1)

where

$$\mathcal{F}_L(v) = \frac{\kappa_{n,\gamma} \int_0^L \int_0^L (v(t) - v(\tau))^2 K_L(t-\tau) \, dt \, d\tau + c_{n,\gamma} \int_0^L v(t)^2 \, dt}{(\int_0^L v(t)^{\beta+1} \, dt)^{\frac{\beta}{\beta+1}}}. \quad (4.2)$$

Our first lemma shows that
Lemma 4.1. For any $L > 0$, $c(L)$ is achieved by a positive function $v_L \in C^\infty$ which solves

$$
\mathcal{L}_\gamma^L v = \kappa_{n, \gamma} P.V. \int_0^L (v(t) - v(\tau))K_L(t - \tau) d\tau + c_{n, \gamma} v = c_{n, \gamma} v^\beta, \quad \text{where } \beta = \frac{n + 2\gamma}{n - 2\gamma}. \quad (4.3)
$$

Proof. Considering that the value of multiplicative constants does not affect this proof, we may assume that $c_{n, \gamma} = 1$ and $\kappa_{n, \gamma} = 1$. Since $c(L)$ is invariant by rescaling we can assume that

$$
\int_0^L v^{\beta+1} dt = 1;
$$

(4.4)

Thus $\mathcal{F}_L[v] = \|v\|^2_{H^\gamma_L}$. First note that if $c(L)$ is achieved by a function $v_L$, then this function solves (4.3) because this is the Euler-Lagrange equation for the functional (4.2).

By construction, the functional $\mathcal{F}_L(v)$ is non-negative and therefore it is bounded from below, so the infimum is finite. Next we show that a minimizer exists. Let $\{v_j\}$ be a minimizing sequence normalized to satisfy (4.4), such that $\mathcal{F}_L(v_j) \leq c(L) + 1$. Because of Remark 3.6, for all $\gamma \in (0, 1)$ we have the compact embedding of $H^\gamma_L$ in $L^q$, with $q \in (1, \frac{2}{1-2\gamma})$ if $\gamma \leq \frac{1}{2}$ and $q \geq 1$ if $\gamma > \frac{1}{2}$ so, in particular, for $q = \beta + 1$. Moreover, there exists $v_L \in H^\gamma_L$ such that $v_i \rightharpoonup v_L$. This implies

$$
\|v_L\|_{H^\gamma_L} \leq \liminf_j \|v_j\|_{H^\gamma_L}. \quad (4.5)
$$

Since $\{v_j\}$ is a minimizing sequence, $\liminf ||v_j||_{H^\gamma_L} = c(L)$, and (4.5) implies that we have a minimizer $v_L \in H^\gamma_L$. The compact embedding assures that convergence is strong in $L^{\beta+1}$, i.e.,

$$
1 = \lim_j \|v_j\|_{L^{\beta+1}} = \|v_L\|_{L^{\beta+1}}.
$$

Now we apply Remark 3.12 to obtain $v_L \in C^\infty$.

Finally we observe that the minimizer $v_L \in H^\gamma_L$ must be positive. If $v_L$ is not non-negative we take $w = |v_L| \in H^\gamma_L$ and the following inequality holds

$$
\mathcal{F}_L(w) \leq \mathcal{F}_L(v_L), \quad (4.6)
$$

obtaining a contradiction. Indeed if $\text{sign}(v(t)) = \text{sign}(v(\tau))$, equality holds in (4.6) and if $\text{sign}(v(t)) \neq \text{sign}(v(\tau))$, (4.6) is also true because

$$
(w(t) - w(\tau))^2 = (v_L(t) + v_L(\tau))^2 \leq \max\{(v_L(t))^2, (v_L(\tau))^2\}
$$

$$
\leq (|v_L(t)| + |v_L(\tau)|)^2 = (v_L(t) - v_L(\tau))^2.
$$

Once we have the non-negativity of the minimizer, since $\|v_L\|_{L^{\beta}} = 1$, the maximum principle given in Proposition 3.8 applied to equation (4.3) assures that $v_L > 0$. Therefore we conclude the proof of the Lemma 4.1. \qed

We now introduce the weak formulation of the problem. We will say that $v \in H^\gamma_L$ is weak solution of (4.3) if it satisfies

$$
\langle \mathcal{L}_\gamma^Lv, \phi \rangle = c_{n, \gamma} \int_0^L v^\beta(t) \phi(t) dt, \quad \forall \phi \in H^\gamma_L
$$

(4.7)

where $\langle, \rangle$ is defined by

$$
\langle \mathcal{L}_\gamma^Lv, \phi \rangle = \kappa_{n, \gamma} P.V. \int_0^L \int_0^L (v(t) - v(\tau)) (\phi(t) - \phi(\tau)) K_L(t - \tau) dt d\tau + c_{n, \gamma} \int_0^L v(t) \phi(t) dt.
$$
4.2. **Proof of Theorem 1.1:** At this moment it is unclear if the minimizer \( v_L \) for (4.2) is the constant solution. Let

\[
c^*(L) = c_{n,\gamma} L^{\frac{2\gamma}{n+\gamma}}
\]

be the energy of the constant solution. The next key lemma provides a criteria:

**Lemma 4.2.** Assume that \( c(L_1) \) is attained by a nonconstant function \( v_{L_1} \). Then \( c(L) < c^*(L) \) for all \( L > L_1 \).

**Proof.** Let \( v_{L_1} \) be the minimizer for \( L_1 \), then \( v_{L_1} \) is the solution to

\[
\mathcal{L}_\gamma^{L_1}(v_{L_1}) := \kappa_{n,\gamma} \int_0^{L_1} (v_{L_1}(t) - v_{L_1}(\tau))K_L(t - \tau) d\tau + c_{n,\gamma} v_{L_1}^\beta = c_{n,\gamma} v_{L_1}^\beta.
\]

By assumption \( v_{L_1} \neq 1 \). Now let

\[
t = \frac{L_1}{L} \tilde{t} \quad \text{and} \quad v(\tilde{t}) = v_{L_1} \left( \frac{L_1}{L} \tilde{t} \right),
\]

which is an \( L \)-periodic function. By definition it is clear that

\[
c(L) \leq \frac{\kappa_{n,\gamma} \int_0^{L_1} \int_0^L (v(\tilde{t}) - v(\tilde{t}))^2 K_L(\tilde{t} - \tilde{\tau}) d\tilde{\tau} d\tilde{t} + c_{n,\gamma} \int_0^L v^2(\tilde{t}) d\tilde{t}}{(\int_0^{L_1} v^{\beta+1}(\tilde{t}) d\tilde{t})^{\frac{\beta}{\beta+1}}}
\]

\[
= \left( \frac{L}{L_1} \right)^{1 - \frac{2\gamma}{\beta+1}} \frac{\kappa_{n,\gamma} \int_0^{L_1} \int_0^L (v_{L_1}(t) - v_{L_1}(\tau))^2 K_L(t - \tau) dt d\tau + c_{n,\gamma} \int_0^{L_1} v_{L_1}^2(t) dt}{(\int_0^{L_1} v_{L_1}^{\beta+1}(t) dt)^{\frac{\beta}{\beta+1}}}
\]

\[
< \left( \frac{L}{L_1} \right)^{1 - \frac{2\gamma}{\beta+1}} c(L_1) \leq \left( \frac{L}{L_1} \right)^{1 - \frac{2\gamma}{\beta+1}} c^*(L_1) = c^*(L).
\]

The second inequality above follows from Lemma 2.8.

Thus we conclude that \( c(L) < c^*(L) \) for all \( L > L_1 \) and hence \( c(L) \) is attained by a nonconstant minimizer. \( \square \)

**Lemma 4.3.** If the period \( L \) is small enough, then \( c(L) \) is attained by the constant only.

**Proof.** First, we claim that, for \( L \leq 1 \), the minimizer \( v_L \) is uniformly bounded. This follows from a standard Gidas-Spruck type blow-up argument. In fact, suppose not, we may assume that there exist sequences \( \{L_i\} \) \( \{v_{L_i}\} \) and \( \{t_i\} \) such that

\[
\max_{0 \leq i \leq L_i} v_{L_i}(t) = \max_{t \in \mathbb{R}} v_{L_i}(t) = v_{L_i}(t_i) = M_i \to +\infty.
\]

Note that \( v_{L_i} \) satisfies (4.3). Now rescale

\[
\tilde{t} = \epsilon_i^{-1} (t - t_i), \quad \tilde{v}_{L_i}(\tilde{t}) = \epsilon_i^{2\gamma} v_{L_i}(\epsilon_i \tilde{t}),
\]

where

\[
M_i = \epsilon_i^{2\gamma}.
\]

With this change of variable, (4.3) reads

\[
\kappa_{n,\gamma} \int_{\mathbb{R}} \epsilon_i (\tilde{v}_{L_i}(\tilde{t}) - \tilde{v}_{L_i}(\tilde{\tau})) K(\epsilon_i (\tilde{t} - \tilde{\tau})) d\tilde{\tau} + c_{n,\gamma} \tilde{v}_{L_i}(\tilde{t}) = \epsilon_i^{2\gamma} c_{n,\gamma} v_{L_i}^\beta(\tilde{t}).
\]
Because of \((2.15)\)

\[
\int_{\mathbb{R}} \varepsilon_i(\hat{v}_{L_i}(\hat{t}) - \hat{v}_{L_i}(\hat{\tau})) \Gamma_3^L (\varepsilon_i(\hat{t} - \hat{\tau})) \, d\hat{\tau} \sim \frac{1}{\varepsilon_i^n} \int_{\mathbb{R}} \hat{v}_{L_i}(\hat{t}) - \hat{v}_{L_i}(\hat{\tau}) \, d\hat{\tau} \sim \frac{1}{\varepsilon_i^n \kappa_{n,\gamma}} (\Delta)^\gamma \hat{v}_{L_i}.
\]

Therefore \(\hat{v}_{L_i}\) satisfies

\[
(\Delta)^\gamma \hat{v}_{L_i} + c_{n,\gamma} \varepsilon_i^2 \hat{v}_{L_i}(\hat{t}) = c_{n,\gamma} \hat{v}_{L_i}^3(\hat{t}) + o(1) \text{ as } i \to \infty.
\]

Remark 3.12 assures that all the derivatives of \(v_{L_i}\) are equi-continuous functions, thus we can apply Ascoli-Arzelà theorem to find \(v_\infty \in \mathcal{C}^\infty\) such that \(\hat{v}_{L_i} \to v_\infty\) as \(i \to +\infty\) and which satisfies

\[
(-\Delta)^\gamma v_\infty = c_{n,\gamma} v_\infty^3 \text{ in } \mathbb{R}.
\]

Note that \(v_\infty\) is positive. By the result given in Lemma 3.13 we derive that \(v_\infty \equiv 0\), which contradicts with the assumption that \(v_\infty(0) = 1\).

Secondly, we use Poincare’s inequality given in (3.2) to show that \(v_L \equiv \text{Constant}\). In fact we observe that \(\phi = \frac{\partial v_{L_i}}{\partial t}\) satisfies

\[
\mathcal{L}^L_{\gamma} \phi - c_{n,\gamma} v_{L_i}^{\beta - 1} \phi = 0, \tag{4.8}
\]

where \(\mathcal{L}^L_{\gamma}\) is defined as in (1.7). The weak formulation for the problem from (4.7), the fact that \(v_{L_i}\) is bounded and equation (4.8) give

\[
\int_0^L \int_0^L (\phi(t) - \phi(\tau))^2 K_L(t - \tau) \, dt \, d\tau \leq C \int_0^L \phi^2.
\]

Rescaling \(t = L\hat{t}, \phi = \hat{\phi}(L\hat{t})\) and using (2.15), since \(L\) is small enough, we obtain that

\[
\int_0^1 \int_0^1 (\hat{\phi}(\hat{t}) - \hat{\phi}(\hat{\tau}))^2 \, d\hat{t} \, d\hat{\tau} \leq C L^{2\gamma} \int_0^1 \hat{\phi}^2.
\]

By Poincare’s inequality (3.2) (since \(\phi\) has average zero) there exists \(C_0 > 0\) for which

\[
C_0 \int_0^1 \hat{\phi}^2 \leq \int_0^1 \int_0^1 (\hat{\phi}(\hat{t}) - \hat{\phi}(\hat{\tau}))^2 \, d\hat{t} \, d\hat{\tau} \leq C L^{2\gamma} \int_0^1 \hat{\phi}^2,
\]

which yields that

\[
\int_0^1 \hat{\phi}^2 = 0
\]

for \(L\) small. \(\square\)

**Lemma 4.4.** If the period \(L\) is large enough, then

\[
c(L) < c^*(L), \tag{4.9}
\]

and therefore, we have a non constant positive solution for (1.6).

**Proof.** Let

\[
b(t) := \left( \frac{e^t}{e^{2t} + 1} \right)^{\frac{n - 2\gamma}{2}}, \tag{4.10}
\]

which is a ground state solution for (1.6). This follows because the “bubble”

\[
\omega(x) = \left( \frac{1}{|x|^2 + 1} \right)^{\frac{n - 2\gamma}{2}}, \tag{4.11}
\]

is a solution of (1.1) that is regular at the origin. Note that \(b(t) > 0\) and \(b(\pm \infty) = 0\).
Now we take a cut-off function \( \eta_L \) which is identically 1 in the ball of radius \( L/4 \) and null outside the ball of radius \( L/2 \). We define a new function

\[
v_L(t) = b(t) \eta_L(t).
\]

We will denote \( \tilde{v}_L(t) \in H^1_L \) the \( L \)-periodic extension of \( v_L \). The definitions of \( c(L) \) and \( K_L \), given in (4.1) and (2.17) respectively, give us the following equality:

\[
c(L) = \inf_{v \in H^1_L, v \neq 0} \frac{\int_0^L \int \partial_t (v(s + \tau) - v(\tau))^2 K(s) \, ds \, d\tau + c_{\gamma, \eta} \int_0^L v(t)^2 \, dt}{\left( \int_{-L/2}^{L/2} v(t)^{\beta + 1} \, dt \right)^{2/\beta}}
\]

(4.12)

where \( s := t - \tau \) and we have used the \( L \)-periodicity of any \( v \in H^1_L \). We use \( \tilde{v}_L \) as a test function in the functional (4.12). Taking the limit \( L \to \infty \),

\[
\lim_{L \to \infty} c(L) \leq \lim_{L \to \infty} \frac{\int_0^L \int \partial_t (\tilde{v}_L(s + \tau) - \tilde{v}_L(\tau))^2 K(s) \, ds \, d\tau + c_{\gamma, \eta} \int_0^L \tilde{v}_L(t)^2 \, dt}{\left( \int_{-L/2}^{L/2} \tilde{v}_L(t)^{\beta + 1} \, dt \right)^{2/\beta}} < \infty,
\]

since the "bubble" (4.11) has finite energy. Let us check that all the integrals above are uniformly bounded in order to use the Dominated Convergence Theorem. First, both integrals \( \int_{-L/2}^{L/2} \tilde{v}_L(t)^{\beta + 1} \, dt \) and \( \int_{-L/2}^{L/2} \tilde{v}_L(t)^{\beta + 1} \, dt \) are uniformly bounded since \( b(t) \sim e^{-\frac{\alpha}{2|\beta|}|t|} \). Finally, recalling that \( b(t), \eta_L \in L^\infty \) and the behaviour of the kernel (2.16)

\[
\int_{-L/2}^{L/2} (\tilde{v}_L(s + \tau) - \tilde{v}_L(\tau))^2 K(s) \, ds \, d\tau = I_1 + I_2,
\]

where

\[
I_1 \sim \int_{-L/2}^{L/2} \int_{R \setminus [-\epsilon, \epsilon]} (\tilde{v}_L(s + \tau) - \tilde{v}_L(\tau))^2 e^{-\frac{|\tau^2| + 2 \gamma}{2}} \, ds \, d\tau
\]

\[
\sim \int_{R \setminus [-\epsilon, \epsilon]} e^{-\frac{|\tau^2| + 2 \gamma}{2}} \int_{-L/2}^{L/2} \tilde{v}_L(s + \tau)^2 \, ds + \int_{-L/2}^{L/2} \tilde{v}_L(\tau)^2 \, d\tau \int_{R \setminus [-\epsilon, \epsilon]} e^{-\frac{|\tau^2| + 2 \gamma}{2}} \, ds < \infty.
\]

\[
I_2 \sim \int_{-L/2}^{L/2} \int_{-\epsilon}^{\epsilon} \frac{(\tilde{v}_L(s + \tau) - \tilde{v}_L(\tau))^2}{|s|^{1 + 2 \gamma}} \, d\sigma \, d\tau \sim \int_{-L/2}^{L/2} \int_{-\epsilon}^{\epsilon} \tilde{v}_L(\tau)^2 |s|^{1 - 2 \gamma} \, d\tau < \infty.
\]

In this second integral, we have used the Taylor expansion of \( \tilde{v}_L \).

On the other hand, \( \epsilon^*(L) = c_{\gamma, \eta} L^{\frac{\beta + 1}{\beta}} \to +\infty \) as \( L \to +\infty \). This proves (4.9).

\[ \square \]

Remark 4.5. When \( L \to \infty \), the minimizer \( v_L \) for the functional given in (4.2) satisfies that

\[
v_L \to v_\infty \equiv b,
\]

where \( b(t) \) is defined as in (4.10) up to multiplicative constant. The proof of this fact will be postponed to the forthcoming article [2].
Let $v$ be a $L$-periodic solution of equation (1.6), i.e.,

\[ \kappa_{n,\gamma} P.V. \int_0^L (v(t) - v(\tau)) K_L(t - \tau) \, d\tau + c_{n,\gamma} v(t) = c_{n,\gamma} v(t)^\beta. \] (4.13)

The linearization of this equation around the constant solution $v_1 \equiv 1$ is:

\[ \kappa_{n,\gamma} \int_0^L (v(t) - v(\tau)) K_L(t - \tau) \, d\tau - c_{n,\gamma} (\beta - 1)v(t) = 0. \] (4.14)

We consider the eigenvalue problem for this linearized operator:

\[ \kappa_{n,\gamma} \int_0^L (v(t) - v(\tau)) K_L(t - \tau) \, d\tau - c_{n,\gamma} (\beta - 1)v(t) = \delta_L v(t). \] (4.15)

**Lemma 4.6.** There exists $\tilde{L}_0 > 0$ such that

\[ \delta_L < 0 \text{ if } L > \tilde{L}_0, \quad \delta_L > 0 \text{ if } L < \tilde{L}_0, \quad \text{and } \delta_{L_0} = 0. \]

**Proof.** Following the computations in [12] we get that the first eigenvalue $\delta_L$ is given by the implicit expression

\[ \frac{\left| \Gamma\left( \frac{n}{4} + \frac{\gamma}{2} + \frac{n}{2} \right) \right|^2}{\left| \Gamma\left( \frac{n}{4} - \frac{\gamma}{2} + \frac{n}{2} \right) \right|^2} = \frac{n + 2\gamma}{n - 2\gamma} \frac{\left| \Gamma\left( \frac{n}{2} + \gamma \right) \right|^2}{\left| \Gamma\left( \frac{n}{2} - \gamma \right) \right|^2} + \delta_L. \]

Here $\lambda$ is univocally related with the period by $L = \frac{2\pi}{\sqrt{\lambda}}$. $\delta_L$ is a strictly decreasing function of $L$.

We now define $\bar{L}_0$ as the period corresponding to the zero eigenvalue. \(\square\)

We are now ready to conclude the proof of Theorem 1.1. Let

\[ L_0 = \sup\{ L | c(l) = c^*(l) \text{ for } l \in (0, L) \}. \] (4.16)

By Lemma 4.3 we see that $L_0 > 0$. By Lemma 4.4, also $L_0 < +\infty$. Then we are left to check that if $L = L_0$ we just have the constant solution.

**Proposition 4.7.** If $L = \bar{L}_0$ the unique solution for (4.13) is the constant solution $v_1 \equiv 1$.

**Proof.** Let $v > 0$ and $v_1 \equiv 1$ be both $\tilde{L}_0$-periodic solutions of (4.13). We define

\[ w = v - 1. \] (4.17)

On the one hand, using the weak formulation for the problem (4.13) given in (4.7), we have

\[ \langle \mathcal{L}_\gamma^L v, \phi \rangle = \langle \mathcal{L}_\gamma^L v, \phi \rangle + c_{n,\gamma} \int_0^L v(t) \phi(t) \, dt = c_{n,\gamma} \int_0^L v^\beta(t) \phi(t) \, dt, \quad \forall \phi \in H^2_L, \] (4.18)

where we have defined

\[ \langle \mathcal{L}_\gamma^L v, \phi \rangle = \kappa_{n,\gamma} P.V. \int_0^L \int_0^L (v(t) - v(\tau)) \phi(t - \phi(\tau)) K_L(t - \tau) \, d\tau. \]

Thus, in particular for $v = w + 1$, equation (4.18) reads

\[ \langle \mathcal{L}_\gamma^L (w), \phi \rangle + c_{n,\gamma} \int_0^L (w(t) + 1) \phi(t) \, dt = c_{n,\gamma} \int_0^L (w(t) + 1)^\beta \phi(t) \, dt, \quad \forall \phi \in H^2_L, \]

which, interchanging $\phi$ and $w$ in the first term, is equivalent to

\[ \langle \mathcal{L}_\gamma^L (w), \phi \rangle + c_{n,\gamma} \int_0^L ((w(t) + 1) - (w(t) + 1)^\beta) \phi(t) \, dt = 0, \quad \forall \phi \in H^2_L. \] (4.19)
On the other hand, if \( \varphi_1 \) denotes the first eigenfunction for the linearized problem around \( v \equiv 1 \), given in \((4.15)\), for the period \( \hat{L}_0 \) (i.e. the corresponding to the zero eigenvalue \( \delta_{\hat{L}_0} = 0 \)), the following holds
\[
\langle \hat{L}_0^L \varphi_1, \phi \rangle + c_{n,\gamma} \int_0^L \varphi_1(t) \phi(t) \, dt = \beta c_{n,\gamma} \int_0^L \varphi_1(t) \phi(t) \, dt, \quad \forall \phi \in H^1_k.
\]
Now we choose the test function here to be \( \phi = w \), the function defined in \((4.17)\), and the equality above becomes
\[
\langle \hat{L}_0^L \varphi_1, w \rangle = (\beta - 1) c_{n,\gamma} \int_0^L \varphi_1(t) w(t) \, dt. \quad (4.20)
\]
Coming back to equation \((4.19)\) for the test function \( \phi = \varphi_1 \), then we have
\[
\langle \hat{L}_0^L (\varphi_1), w \rangle + c_{n,\gamma} \int_0^L ((w(t) + 1) - (w(t) + 1)^\beta) \varphi_1(t) \, dt = 0,
\]
which using equality \((4.20)\) reads
\[
\int_0^L (\beta w(t) + 1 - (w(t) + 1)^\beta) \varphi_1(t) \, dt = 0. \quad (4.21)
\]
The positivity of the first eigenfunction \( \varphi_1 \) and the convexity of the function \( f(w) = \beta w(t) + 1 - (w(t) + 1)^\beta \) assure that the only possible solution for \((4.21)\) is \( w \equiv 0 \). \( \Box \)

Let \( v \in H^1_k \) and \( E_L, \hat{E}_L \) be the energy functionals for the non-linear and the linear problems \((4.13)\) and \((4.14)\) defined by
\[
E_L(v) := \frac{\kappa_{n,\gamma}}{2} \int_0^L \int_0^L (v(t) - v(\tau))^2 K_L(t - \tau) \, d\tau \, dt + \frac{c_{n,\gamma}}{2} \int_0^L v^2(t) \, dt - \frac{c_{n,\gamma}}{\beta + 1} \int_0^L v^{\beta+1}(t) \, dt \quad (4.22)
\]
and
\[
\hat{E}_L(v) := \frac{\kappa_{n,\gamma}}{2} \int_0^L \int_0^L (v(t) - v(\tau))^2 K_L(t - \tau) \, d\tau \, dt - \frac{c_{n,\gamma}}{2} (\beta - 1) \int_0^L v^2(t) \, dt \quad (4.23)
\]
respectively. The variational formulation of the first eigenvalue \( \delta_L \) (Rayleigh quotient) for \((4.23)\) implies the following Poincaré inequality
\[
\kappa_{n,\gamma} \int_0^L \int_0^L (v(t) - v(\tau))^2 K_L(t - \tau) \, d\tau \, dt - c_{n,\gamma} (\beta - 1) \int_0^L v^2(t) \, dt \geq \delta_L \int_0^L v^2(t) \, dt, \quad \forall v \in H^1_k.
\]
In particular, if \( \varphi_1 \) denotes, as before, the first eigenfunction for the linearized problem around \( v \equiv 1 \) at the period \( \hat{L}_0 \), we have the equality
\[
\kappa_{n,\gamma} \int_0^{\hat{L}_0} \int_0^{\hat{L}_0} (\varphi_1(t) - \varphi_1(\tau))^2 K_{\hat{L}_0}(t - \tau) \, d\tau \, dt - c_{n,\gamma} (\beta - 1) \int_0^{\hat{L}_0} \varphi_1^2(t) \, dt = 0. \quad (4.24)
\]

**Proposition 4.8.** The period \( \hat{L}_0 \) defined in \((4.16)\) coincides with the period \( \hat{L}_0 \) given by the zero eigenvalue in equation \((4.15)\).

**Proof.** First, because of the definition of \( \hat{L}_0 \) given in \((4.16)\) we can easily check that \( \hat{L}_0 \geq \hat{L}_0 \). Indeed, Proposition 4.7 asserts that \( c(\hat{L}_0) = c^* (\hat{L}_0) \) and Lemma 4.2 assures that this is not possible if \( \hat{L}_0 > L_0 \).

We now are going to check the opposite inequality. We have defined \( \hat{L}_0 \) as the period where the constant solution \( v_1 \equiv 1 \) loses stability. This is, if we define
\[
\epsilon = \hat{L}_0 + \epsilon \quad (4.25)
\]
with $\epsilon > 0$, we have instability for the constant solution and thus $c(L_\epsilon) < c'(L_\epsilon)$. To prove this, we compute the energy (4.22) for the function $1 + \sigma \phi_{L_\epsilon}$, where $\sigma > 0$ small enough and $\phi_{L_\epsilon} \in H^\gamma_{L_\epsilon}$. We have
\[
E_{L_\epsilon}(1 + \sigma \phi_{L_\epsilon}) = E_{L_\epsilon}(1) + \sigma^2 \left[ \kappa_{n,\gamma} \int_0^{L_\epsilon} \int_0^{L_\epsilon} (\phi_{L_\epsilon}(t) - \phi_{L_\epsilon}(\tau))^2 K_{L_\epsilon}(t - \tau) \, d\tau \, dt - c_{n,\gamma}(\beta - 1) \int_0^{L_\epsilon} \phi_{L_\epsilon}^2(t) \, dt \right] + \text{h.o.t.}
\]

Therefore, if we find $\phi_{L_\epsilon}$ such that
\[
\kappa_{n,\gamma} \int_0^{L_\epsilon} \int_0^{L_\epsilon} (\phi_{L_\epsilon}(t) - \phi_{L_\epsilon}(\tau))^2 K_{L_\epsilon}(t - \tau) \, d\tau \, dt - c_{n,\gamma}(\beta - 1) \int_0^{L_\epsilon} \phi_{L_\epsilon}^2(t) \, dt < 0,
\]
the instability of $v_1 \in H^\gamma_{L_\epsilon}$ is proved. Let $\phi_{L_\epsilon}(t) = \varphi_1(\tilde{L}_\epsilon t)$. Under the changes of variable $\tilde{t} = \frac{L_\epsilon}{\tilde{L}_0} t$ and $\tilde{\tau} = \frac{L_\epsilon}{\tilde{L}_0} \tau$, equality (4.24) and Lemma 2.8 imply (4.26). Here we have also used that $\beta = \frac{n+2\gamma}{n-2\gamma} > 1$, and $L_\epsilon > \tilde{L}_0$ (4.25).

The definition of $L_0$ (4.16) implies $L_0 \leq \tilde{L}_0 + \epsilon$. Taking limit as $\epsilon$ goes to zero we have the claimed equality $L_0 = \tilde{L}_0$.

This proves completes the proof of Theorem 1.1.

Acknowledgements. The authors would like to thank the anonymous referee for his/her many suggestions and improvements of the paper.

References

[1] M. Abramowitz and I. Stegun. Handbook of mathematical functions with formulas, graphs, and mathematical tables, volume 55 of National Bureau of Standards Applied Mathematics Series. For sale by the Superintendent of Documents, U.S. Government Printing Office, Washington, D.C., 1964.

[2] W. Ao, A. DelaTorre, M.d.M. González, and J. Wei. A gluing approach for the fractional Yamabe problem with prescribed isolated singularities. In preparation.

[3] X. Cabrér, M. Fall, J. Solà-Morales, and T. Weth. Curves and surfaces with constant mean curvature: meeting Alexandrov and Delaunay. arXiv:1503.00469.

[4] X. Cabrér, A. Mas, and J. Solá-Morales. Periodic stationary solutions of fractional parabolic and dispersive evolution equations. Forthcoming.

[5] L. Caffarelli, T. Jin, Y. Sire, and J. Xiong. Local analysis of solutions of fractional semi-linear elliptic equations with isolated singularities. Arch. Ration. Mech. Anal., 213(1):245–268, 2014.

[6] L. Caffarelli, J.-M. Roquejoffre, and O. Savin. Nonlocal minimal surfaces. Comm. Pure Appl. Math., 63(9):1111–1144, 2010.

[7] L. Caffarelli and L. Silvestre. An extension problem related to the fractional Laplacian. Comm. Partial Differential Equations, 32(7-9):1245–1260, 2007.

[8] J. Case and S. Chang. On fractional GJMS operators. To appear in Communications on Pure and Applied Mathematics.

[9] A. Chang and M. González. Fractional Laplacian in conformal geometry. Adv. Math., 226(2):1410–1432, 2011.

[10] W. Chen, C. Li, and B. Ou. Classification of solutions for an integral equation. Comm. Pure Appl. Math., 59(3):330–343, 2006.

[11] W. Chen, Y. Li, and R. Zhang. Direct method of moving spheres on fractional order equations. arXiv:1509.03785.

[12] A. DelaTorre and M. González. Isolated singularities for a semilinear equation for the fractional Laplacian arising in conformal geometry. Preprint. Available in arXiv:1504.03493.

[13] E. Di Nezza, G. Palatucci, and E. Valdinoci. Hitchhiker’s guide to the fractional Sobolev spaces. Bull. Sci. Math., 136(5):521–573, 2012.

[14] H. Dong and D. Kim. Schauder estimates for a class of non-local elliptic equations. Discrete Contin. Dyn. Syst., 33(6):2319–2347, 2013.
[15] E. Fabes, C. Kenig, and R. Serapioni. The local regularity of solutions of degenerate elliptic equations. *Comm. Partial Differential Equations*, 7(1):77–116, 1982.

[16] F. Ferrari and I. E. Verbitsky. Radial fractional Laplace operators and Hessian inequalities. *J. Differential Equations*, 253(1):244–272, 2012.

[17] M. d. M. González and J. Qing. Fractional conformal Laplacians and fractional Yamabe problems. *Anal. PDE*, 6(7):1535–1576, 2013.

[18] J. Dávila, M. del Pino, S. Dipierro and E. Valdinoci. Nonlocal Delaunay surfaces. Preprint 2015.

[19] T. Jin, Y. Li and J. Xiong. On a fractional Nirenberg problem, part I: blow up analysis and compactness of solutions. *J. Eur. Math. Soc. (JEMS)*, 16(6):1111–1171, 2014.

[20] M. Kassmann. A priori estimates for integro-differential operators with measurable kernels. *Calc. Var. Partial Differential Equations*, 34(1):1–21, 2009.

[21] N. Landkof. *Foundations of modern potential theory*. Springer-Verlag, New York-Heidelberg, 1972. Translated from the Russian by A. P. Doohovskoy, Die Grundlehren der mathematischen Wissenschaften, Band 180.

[22] Y. Y. Li. Remark on some conformally invariant integral equations: the method of moving spheres. *J. Eur. Math. Soc. (JEMS)*, 6(2):153–180, 2004.

[23] W. Magnus, F. Oberhettinger and R. Soni. *Formulas and theorems for the special functions of mathematical physics*. Third enlarged edition. Die Grundlehren der mathematischen Wissenschaften, Band 52. Springer-Verlag New York, Inc., New York, 1966.

[24] R. Mazzeo and F. Pacard. Constant scalar curvature metrics with isolated singularities. *Duke Math. J.*, 99(3):353–418, 1999.

[25] R. Mazzeo and F. Pacard. Constant mean curvature surfaces with Delaunay ends. *Comm. Anal. Geom.*, 9(1):169–237, 2001.

[26] R. Mazzeo, F. Pacard, and D. Pollack. Connected sums of constant mean curvature surfaces in Euclidean 3 space. *J. Reine Angew. Math.*, 536:115–165, 2001.

[27] R. Mazzeo, D. Pollack, and K. Uhlenbeck. Connected sum constructions for constant scalar curvature metrics. *Topol. Methods Nonlinear Anal.*, 6(2):207–233, 1995.

[28] X. Ros-Oton. Regularity for the fractional Gelfand problem up to dimension 7. *J. Math. Anal. Appl.* 419 (2014), 10-19.

[29] S. Salsa. *Partial differential equations in action*. Universitext. Springer-Verlag Italia, Milan, 2008. From modelling to theory.

[30] R. Schoen. Variational theory for the total scalar curvature functional for Riemannian metrics and related topics. In *Topics in calculus of variations (Montecatini Terme, 1987)*, volume 1365 of *Lecture Notes in Math.*, pages 120–154. Springer, Berlin, 1989.

[31] R. M. Schoen. On the number of constant scalar curvature metrics in a conformal class. In *Differential geometry*, volume 52 of *Pitman Monogr. Surveys Pure Appl. Math.*, pages 311–320. Longman Sci. Tech., Harlow, 1991.

[32] L. Silvestre. Hölder estimates for solutions of integro-differential equations like the fractional Laplace. *Indiana Univ. Math. J.*, 55(3):1155–1174, 2006.

[33] L. Silvestre. Regularity of the obstacle problem for a fractional power of the Laplace operator. *Comm. Pure Appl. Math.*, 60(1):67–112, 2007.

[34] S. Slavyanov and W. Lay. *Special functions*. Oxford Mathematical Monographs. Oxford University Press, Oxford, 2000. A unified theory based on singularities, With a foreword by Alfred Seeger, Oxford Science Publications.

[35] E. Valdinoci. A fractional framework for perimeters and phase transitions. *Milan J. Math.*, 81(1):1–23, 2013.
