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ABSTRACT This work presents a novel abc-based model applicable to surface-mounted permanent magnet AC (SM-PMAC) machines with sinusoidal and non-sinusoidal back-electromotive force (back-emf). It is capable of predicting the electromagnetic performance metrics such as torque waveforms, machine inductances, flux linkages and back-emf. The closed form expressions of the model, which can be evaluated with a high computational efficiency, are derived from basic geometric and winding parameters. Validation of the model is carried out numerically and experimentally with a very good match in results. Finally, the computational efficiency of the model is highlighted by considering a multi-objective evolutionary optimization design of SM-PMAC machine with a relatively large number of design parameters, where results are presented and discussed.

INDEX TERMS AC motors, analytical model, electric machines, permanent magnet motors, park transformation, multiple reference frame transformation (MRFT).

I. INTRODUCTION Permanent Magnet AC (PMAC) machines stand out when it comes to electric machines with high-power density and high-power conversion efficiency. They have been used in a wide variety of applications such as electric vehicles, variable speed air-conditioning systems and robotics. While designing a PMAC machine for a given application, the electromagnetic performance metrics, such as torque waveform, back-electromotive force (back-emf), and flux linkages, are captured using two common approaches; namely numerical models with finite element analysis (FEA) and analytical models. The accuracy of predictions made from FEA was shown to be comparable to experimental measurements [1], [2], [3], [4]. However, this method suffers from computational inefficiency and it might be impractical to use in the initial stages of the design when many iterations are required to study the variation of different parameters on the machine performance [5], [6].

Analytical models on the other hand can be convenient for this purpose as they are much faster to evaluate and their accuracy has been steadily improving [5], [7], [8], [9], [10], [11], [12]. For instance, in [7], a high-speed permanent magnet synchronous machine (PMSM) was designed using an analytical model that in addition to the electromagnetic performance; it could predict important thermal and mechanical metrics. A machine with a very good match between predicted and experimental measurements was designed and tested. In [8], an analytical model of cogging torque in PMSMs was developed. This model was capable of capturing the airgap flux density with results comparable to FEA considering eccentricity in the rotor or defects in the magnets. It took just 15 seconds to solve the analytical model in contrast to one hour in FEA.
Sub-domain models were also applied for analyzing electric machines in a number of research work [13], [14], [15], [16], [17]. In these methods, the machine is divided into sub-regions where Maxwell’s equations are developed in each and boundary conditions are imposed to take the interfaces into account. One example is to divide a machine into three regions: Region 1 includes the magnets, Regions 2 includes the airgap and Region 3 includes the stator steel. By solving Poisson and Laplacian equations in these regions considering the boundary conditions set by the interfaces of the regions; an accurate expression of the airgap flux density as function of radius and rotor position could be obtained [13]. Nevertheless, sub-domain models analysis suffers from high complexity and can be time-consuming where the time required to solve the model was comparable to the time needed for an FEA simulation in [14].

Analytical models for PMAC machines often rely on Park’s transformation which transforms abc time-varying variables into qd time-invariant variables that are easier to analyze [18]. An important assumption made when applying Park’s transformation was that a sinusoidal back-emf existed. Yet, this is not always the case for certain subclasses of PMSMs such as Brushless Direct Current (BLDC) PMSM and Vernier Motors, where the back-emf is not sinusoidal [19]. The Multiple-Reference Frame Transformation (MRFT) was proposed to handle such situations and allow obtaining a time-invariant model. An average value model was often added to completely eliminate rotor position dependency in the transformed set of variables [20]. MRFT was applied to non-linear drive control [21], accurate estimation of torque ripple [22], and core loss calculation [23]. However, models relying on MRFTs may require applying numerical integrations and taking the derivative of a number of equations which can affect the computational time. This is important especially when integrating an analytical model with an evolutionary optimization algorithm to design PMAC machines as was done in [24], [25], and [26].

Accordingly, this work presents a novel abc-variable based analytical model for PMAC machines with sinusoidal or non-sinusoidal back-emf. The main contributions of this work are highlighted below:

- Closed form expressions are presented to facilitate the calculations of machine parameters such as torque waveform, inductances and voltages. Hence no need to apply any numerical integrations or differentiations, which enhance the evaluation speed and computational efficiency.
- The analytical model presented is valid for PMAC machines with sinusoidal and non-sinusoidal back-emf. Therefore, it very suitable to be used in an evolutionary optimization design algorithm where the variation in the degrees of freedom may result in one of these two classes of PMAC machines; raising the need for a general model that can handle both cases.
- The model presented is simpler and faster than previously reported models based on MRFTs and sub-domain analysis, and therefore can be easily applied to analyze a given PMAC machine.

The organization of this paper is as follows. In Section II the model is presented and derived in terms of basic machine geometrical and winding parameters. In Section III the model is validated using numerical and experimental measurements on a lab-scale prototype. In Section IV, the model is used in an evolutionary multi-objective optimization environment to demonstrate its effectiveness from a computational perspective. In Section V, the conclusion and future work drawn from this work are presented.

II. MACHINE DESIGN

The proposed model is derived and explained in this section. In this derivation, the following assumptions were made. First, the magneto-motive force (MMF) drop across the steel is negligible. Second, only the radial component of the airgap flux density is considered, the tangential and axial components are neglected due to their negligible magnitude. Third, the three-phase stator currents are assumed to be balanced and harmonic free. Lastly, tooth-tips in the stator teeth are ignored and the teeth are assumed to have a rectangular geometry.

A. GEOMETRY

A developed diagram of a surface-mounted PMAC machine, which shows a portion of it redrawn in a linear fashion, is shown in Fig. 1. The spatial mechanical position of the machine $\phi_{am}$ is defined with respect to the stator reference axis located at the center of Stator Tooth 1 (ST1). Based on this, the rotor position $\theta_{rm}$ is defined as the displacement with respect to the stator reference axis. Note that blue sections indicate magnets whose flux points radially outward from rotor to stator, while red sections are the magnets with flux pointing radially inward from stator to rotor. Each magnet spans a mechanical angle $\phi_{pm}$ given by

$$\theta_{pm} = \frac{\alpha_{pm}}{P_r}$$

where $P_r$ is the number of magnet poles and $\alpha_{pm}$ is a fraction between 0 and 1, controlling the circumferential span of the magnets. Some additional crucial parameters to the design and optimization process that are labeled in Fig. 1, are the depths of the stator back-iron $d_{sb}$ and teeth $d_{bt}$, the depth of the rotor back-iron $d_{rb}$, the depth of the magnets $d_{m}$, airgap length $g$, the depth of the inert region $d_i$, between shaft and rotor and the radius of rotor shaft $r_s$. Each stator tooth has a uniform width $w_{tb}$. Using these variables, a number of parameters such as mass and volume of different components can be derived [27], [28]. A more detailed geometrical description of the machine can be found in [18].

B. STATOR WINDING FUNCTION

The stator winding distribution for each phase can be expressed using the winding function, which is a continuous function giving the number of turns around each stator tooth.
The $a$-phase winding function can be expressed as

$$w_{as}(\phi_{sm}) = w_k \cos \left( k \left( \frac{P_s}{2} \phi_{sm} + \gamma \phi_{shift} \right) \right)$$

(2)

where $w_{as}$ is $a$-phase continuous winding function, $k$ is an odd harmonic positive integer, $w_k$ is the series coefficient of harmonic $k$, $P_s$ is the number of stator electromagnetic poles and $\phi_{shift}$ is the phase angle shift between the phases. For a balanced three-phase system with an $abc$ sequence, $\phi_{shift}$ is equal to 0 for $a$-phase, $-120^\circ$ for $b$-phase, and $+120^\circ$ for $c$-phase. It should be noted that (2) is generic and can be applied to both concentrated winding and sinusoidally distributed winding distributions. To ensure that the phase shifts applied in $b$- and $c$-phases with respect to the main working harmonic is such that an $abc$ sequence is established, parameter $\gamma$ is added, which is set to 1 or $-1$ according to the condition explained in [27]. Note that the series summation over $k$ is not shown in (2) for clarity.

C. STATOR WINDINGS AND MAGNETS MMFS

The $a$-phase current can be expressed as

$$i_{as}(\theta_{rm}) = \sqrt{2} I_s \cos \left( \frac{P_r}{2} \theta_{rm} + \phi_i \right)$$

(3)

where $I_s$ is the rms current and $\phi_i$ is the current vector position angle. Based on (2) and (3), and considering a balanced three-phase system, the stator MMF, $F_s$, can be expressed as the dot product between the three-phase currents and three-phase winding functions

$$F_s(\phi_{sm}, \theta_{rm}) = \begin{bmatrix} w_{as}(\phi_{sm}) & i_{bs}(\theta_{rm}) & i_{cs}(\theta_{rm}) \end{bmatrix} \begin{bmatrix} i_{as}(\theta_{rm}) & i_{bs}(\theta_{rm}) & i_{cs}(\theta_{rm}) \end{bmatrix}$$

(4)

where $i_{as}$, $i_{bs}$, and $i_{cs}$ are the $a$-phase, $b$-phase, and $c$-phase currents, respectively; and $w_{as}$, $w_{bs}$, and $w_{cs}$ are the $a$-phase, $b$-phase, and $c$-phase winding functions, respectively. A closed-form expression for (4) is presented in [27] and [28] for concentrated winding and sinusoidally distributed winding distributions; respectively.

The MMF due to the rotor magnets can be expressed using an odd function as

$$F_{pm}(\phi_{sm}, \theta_{rm}) = f_{pm,n} \sin \left( n \frac{P_r}{2} (\phi_{sm} - \theta_{rm}) \right)$$

(5)

where $n$ is the magnet MMF odd positive harmonic number, and $f_{pm,n}$ is the harmonic component given by

$$f_{pm,n} = \frac{d_m}{\mu_0 \mu_r} \left( \frac{4B_r}{n \pi} \sin \left( \frac{n \pi}{2} \right) \sin \left( n a_{pm} \frac{\pi}{2} \right) \right)$$

(6)

with $\mu_0$ is the vacuum permeability, $\mu_r$ is the magnet relative permeability and $B_r$ is the residual flux density. Note that the summation sign to represent the series is omitted for clarity here and in the following equations.

D. AIRGAP PERMEANCE FUNCTION

The flux passing from rotor to stator or vice versa can contain both radial and tangential components around the circumference of the machine as indicated in Fig. 2. For the instance shown in Fig. 2 (a), and assuming a relatively small airgap, the flux is dominantly radial. However, for the instance of Fig. 2 (b), the airgap flux does not flow in a straight path in the region where the permanent magnet is not fully under the span of a stator tooth.

Therefore, as presented in [29] and [30], the maximum possible airgap depth to which the flux can reach in a stator slot (SS), $d_{fmx}$, depends on the width of the slot $w_{so}$, the depth of the magnets $d_m$ and their relative permeability $\mu_r$, and the length of the airgap $g$. It can be expressed as

$$d_{fmx} = \left( g + d_m \mu_r^{-1} \right) \left( 1 + \left( \frac{w_{so}}{2 \left( g + d_m \mu_r^{-1} \right)} \right)^2 \right)^{1/2}$$

(7)

Hence, and as demonstrated in Fig. 2, it is possible to define an effective tooth depth $d_{tb}^e$ representing the maximum depth of the slot the flux travels before emerging to the teeth given by

$$d_{tb}^e = d_{fmx} - \left( g + d_m \mu_r^{-1} \right)$$

(8)

Based on the previous analysis, the airgap permeance variation shown in Fig. 2 can be expressed using the Permeance function as

$$P_g(\phi_{sm}) = P_{dc} + P_{acj} \cos \left( \frac{j S_j}{2} \phi_{sm} \right)$$

(9)

where $j$ is an even positive integer, $S_j$ is the number of stator teeth, and $P_{dc}$ and $P_{acj}$ are the dc and ac harmonic components, respectively; given by the following two expressions

$$P_{dc} = P_{g \min} + \left( P_{g \max} - P_{g \min} \right) \alpha_i$$

(10)

$$P_{acj} = \frac{4}{j \pi} \left( P_{g \max} - P_{g \min} \right) \sin \left( \frac{j}{2} \alpha_i \pi \right)$$

(11)
where $\alpha_t$ is a fraction, theoretically in the range of 0 and 1, controlling a stator tooth angular span $\theta_t$. This angle along with $P_{g,min}$ and $P_{g,max}$ are defined as

$$\theta_t = \frac{2\pi}{S_s}$$

$$P_{g,min} = \left(\frac{r_st + d_{st}}{\mu_0} \ln \left(1 + \frac{g + d_m + d_{st}}{r_{tb}}\right)\right)^{-1}$$

$$P_{g,max} = \left(\frac{r_st}{\mu_0} \ln \left(1 + \frac{g + d_m}{r_{tb}}\right)\right)^{-1}$$

where $r_{st}$ is the radius to a stator tooth, and $r_{tb}$ is the radius to the outer region of the rotor back-iron.

Based on (4), (5) and (9), and using a radial field analysis [27], [28], the airgap flux density spatial and temporal distribution at any radius $r$ between the outer rotor back-iron and stator teeth tips can be predicted using

$$B_g(r, \phi_{sm}, \theta_{rm}) = \frac{r_st}{r} P_g(\phi_{sm}) (F_k(\phi_{sm}, \theta_{rm}) + F_{pm}(\phi_{sm}, \theta_{rm}))$$

### E. INDUCTANCES

Considering a balanced three-phase system, the $abc$ inductances can be obtained utilizing the following expression

$$L_{xx}(\theta_{rm}) = \frac{\mu_0 r_{st} l}{n_{pw}^2} \int_0^{2\pi} w_{xx}(\phi_{sm}) w_{xx}(\phi_{sm}) g_v(\phi_{sm}, \theta_{rm}) d\phi_{sm}$$

where $l$ is the stack length of the machine, $w_{xx}$ is the $x$-phase winding function, $n_{pw}$ is the number of parallel windings per phase and $g_v$ is the airgap variation function that describes the variation of the airgap around the circumference of the machine, as explained in [31]. Expressions similar to (16) were presented previously but assumed that the airgap is spatially uniform [19]. In this work, to increase the accuracy; the spatial variation is also considered. Using Fourier series, this function can be expressed as an even function given by

$$g_v(\phi_{sm}, \theta_{rm}) = g_{dc} + g_{ac,h} \cos \left(\frac{Pr}{2} (\phi_{sm} - \theta_{rm})\right)$$

where $h$ is an even positive harmonic number, and $g_{dc}$ and $g_{h}$ are the dc and ac harmonics components, respectively; given by [31]

$$g_{dc} = g + d_m (1 - \alpha_{pm})$$

$$g_{ac,h} = \left(-\frac{4d_m}{h\pi}\right) \sin \left(h \alpha_{pm} \frac{\pi}{2}\right) \cos \left(h \frac{\pi}{2}\right)$$

The inverse of (17) is defined as $e_v$, which can be shown to be equal to

$$e_v(\phi_{sm}, \theta_{rm}) = e_{dc} + e_{ac,h} \cos \left(\frac{Pr}{2} (\phi_{sm} - \theta_{rm})\right)$$

in which $e_{dc}$ and $e_{ac,h}$ are the dc and ac harmonic components given by

$$e_{dc} = e_1 + e_2 \alpha_{pm}$$

$$e_{ac,h} = \frac{4}{h\pi} e_2 \sin \left(h \alpha_{pm} \frac{\pi}{2}\right) \cos \left(h \frac{\pi}{2}\right)$$

with $e_1$ and $e_2$ are given by

$$e_1 = \frac{1}{(g + d_m) c_{s,max} - (g + d_m) c_{s,min}}$$

$$e_2 = \frac{1}{(g + d_m) c_{s,max} - (g + d_m) c_{s,min}}$$

where $c_{s,max}$ and $c_{s,min}$ indicate the maximum and minimum values of Carter’s coefficient, respectively; as described in [32]. Note that the maximum occurs under a slot, while the minimum occurs under a tooth. Upon substituting (2) and (20) into (16) for each phase, and considering the fundamental $h = 2$, the three-phase self-inductances can be evaluated. It can be shown that the $a$-phase self-inductance is given as

$$L_{asm} = L_{ls} + L_{dc} + L_{ac} \cos \left(2 \frac{Pr}{2} \theta_{rm}\right)$$

where $L_{ls}$ is the self-leakage inductance considering both slot-windings and end-windings leakages as detailed in [18], $L_{dc}$ and $L_{ac}$ are the dc and ac-components of the self-inductance given by the following two expressions

$$L_{dc} = \left(\frac{\mu_0 r_{st} l N_{pc}^2}{n_{pw}^2} (e_{dc, \pi} \frac{\pi}{2})ight) w_k$$

$$L_{ac} = \left(\frac{\mu_0 r_{st} l N_{pc}^2}{n_{pw}^2} (e_{ac, 2} \frac{\pi}{2})ight) w_k^2$$

where $N_{pc}$ is the number of turns per coil and $w_k$ is obtained by squaring the coefficient $w_k$ for each harmonic and then summing them as follows

$$w_k = \sum_{1}^{k} w_k^2 = w_1^2 + w_2^2 + \ldots + w_k^2$$

Similar expressions can be obtained for $b$-phase and $c$-phase with the appropriate phase shifts. In the same manner, applying (16) for the mutual inductances between any two phases, expressions for the mutual inductances can be
obtained. For instance, the mutual inductance between the a-phase and b-phase is given by

\[ L_{abm} = L_{mdc} + L_{ac} \cos \left( P_r \theta_{rm} - \gamma \frac{2\pi}{3} \right) \]  

(29)

where \( L_{mdc} \) is the dc component of the mutual-inductances defined by

\[ L_{mdc} = \frac{\left( \mu_0 r_{st} l N_{pc}^2 \right)}{\left( e_{dc} \pi \right) w_s} \sum_{k=1,2...} \left( \cos \left( k \frac{2\pi}{3} \right) \right) \]  

(30)

\section*{F. THREE-PHASE FLUX LINKAGES AND VOLTAGES}

The a-phase flux linkage can be calculated using the following expression

\[ \lambda_{as} = (L_{asm} + L_{bs}) i_{as} + L_{abm} i_{bs} + L_{acm} i_{cs} + \lambda_{as.pm} \]  

(31)

where \( \lambda_{as.pm} \) is the a-phase open circuit flux linkage, which can be evaluated as

\[ \lambda_{as.pm} = r_{st} l \int_0^{2\pi} w_a (\phi_{sm}) B_{pm} (\phi_{sm}, \theta_{rm}) d\phi_{sm} \]  

(32)

where \( B_{pm} \) is the airgap flux density due to permanent magnets only. Substituting expression (15) with \( f_s \) set to zero into (32) and evaluating gives

\[ \lambda_{as.pm} = \frac{\pi r_{st} l N_{pcfpm,n}}{n} \left[ \frac{w \left( \frac{P_r}{P_r} \right) P_{dc}}{1} + \frac{1}{2} w \left( \frac{s_r \gamma}{2} \right) P_{ac,j} \right] \times \sin \left( \frac{P_r}{2} \theta_{rm} \right) \]  

(33)

By the same procedure, the b- and c-phases can be evaluated with appropriate phase-shifts. Note that in (31)- (33) the dependence on \( \theta_{rm} \) is not expressed on the left-hand side for clarity.

Substituting (3), (25), (33) and the corresponding b- and c-phase currents, self-inductances and mutual inductances into (31) and evaluating; the total a-phase flux linkage is found to be

\[ \lambda_{as} = \sqrt{2} T \left( L_m \cos \left( \frac{P_r}{2} \theta_{rm} + \phi_1 \right) + \lambda_{as.pm} \right) \]  

(34)

where \( L_m = (L_{dc} - L_{mdc} + L_{bs}) \). Similarly, b-phase and c-phase total flux linkages can be evaluated.

With the previous total flux linkages, the three-phase voltages can be found as per the following equation

\[ v_{as} = R_s i_{as} + \frac{d\lambda_{as}}{dt} \]  

(35)

where \( R_s \) is the stator winding dc-resistance. Substituting and solving for each phase considering only the fundamental of the airgap permeance, \( j = 2 \), and the fundamental of the magnets MMF, \( n = 1 \), yields the following expressions for a-phase voltage

\[ v_{as} = v_{a,R} + v_{a,L} + v_{a,B} \]  

(36)

\[ v_{a,R} = \sqrt{2} L_r R_s \cos \left( \frac{P_r}{2} \theta_{rm} + \phi_1 \right) \]  

(37)

\[ v_{a,L} = \frac{-\sqrt{2}}{2} L_r P_r \omega_{rm} \left[ L_m \sin \left( \frac{P_r}{2} \theta_{rm} + \phi_1 \right) + \frac{3}{2} L_a \sin \left( \frac{P_r}{2} \theta_{rm} - \phi_1 \right) \right] \]  

(38)

\[ v_{a,B} = \frac{\pi}{2} r_{st} l N_{pcfpm,n} P_r \omega_{rm} \left[ P_{dc} \left( \frac{P_r}{P_r} \right) + \frac{1}{2} w \left( \frac{s_r \gamma}{2} \right) P_{ac,2} \right] \times \sin \left( \frac{P_r}{2} \theta_{rm} \right) \]  

(39)

where \( v_{a,R}, v_{a,L}, \) and \( v_{a,B} \) are the voltage drop across the winding resistance, voltage drop across the self-inductance, and the back-emf, respectively; \( \omega_{rm} \) is the rotor mechanical speed, \( f_{pm,1} \) is the fundamental component of the magnets MMF, and \( P_{ac,2} \) is the fundamental component of the airgap permeance function.

\section*{G. TORQUE WAVEFORM}

The co-energy of the system, assuming magnetic linear conditions, is given by

\[ W = \frac{1}{2} \sum_{abc} L_{abc} i_{abc}^2 + \frac{1}{2} \sum_{abc} \lambda_{abc} \frac{v_{abc}}{n} N_{pcfpm,n} + W_{pm} \]  

(40)

where \( W_{pm} \) is coupling field energy due to the permanent magnets. The electromagnetic torque as a function of rotor position can be found by taking the derivative with respect to rotor mechanical position

\[ T_e (\theta_{rm}) = \frac{\partial W_e}{\partial \theta_{rm}} \]  

(41)

Substituting the expressions for currents (3), inductances (16), and magnet flux linkages (32) into (40), and from (41); the torque expression can be obtained. It can be shown that the torque expression can be segregated into two terms; a constant independent of rotor position term \( T_L \) which stems from the first term on the right-hand side of (40), and coefficient term that is multiplied by terms that depend on the rotor position resulting from the second term in (40):

\[ T_e (\theta_{rm}) = T_L + T_{e0} \left( T_{e1} (\theta_{rm}) + T_{e2} (\theta_{rm}) \right) \]  

(42)

where \( T_L, T_{e0}, T_{e1}, \) and \( T_{e2} \) are given by

\[ T_L = \frac{9}{4} \frac{I_{pm}^2 P_r L_{ac} \sin (2\phi_1)}{n} \]  

(43)

\[ T_{e0} = \frac{\sqrt{2}}{4} I_p \pi r_{st} l N_{pcfpm,n} \]  
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To get more insight on (42), Fig. 3 shows the predicted torque waveform versus electrical rotor position $\theta_{rm}$ of a sample PMAC machine having a torque ripple percentage of 4.5% considering different harmonic components. It is observed that the dc-component of torque corresponds to the fundamental components of permeance function $j = 2$ in (11) along with its dc component, and permanent magnet MMF $n = 1$ in (6) as shown by the red and blue curves. Also shown therein is that the third and its multiple magnet MMF harmonics do not affect the torque production as indicated by the pink curve coinciding on the x-axis, as was discussed in [27]. In addition, torque ripple is significantly affected by the MMF harmonics $n = 5$ and $n = 7$, contributing to 3.56% and 0.92% to the overall torque ripple percentage, which are indicated by the cyan and black curves. Including only these ripples and adding them to the dc-torque gives a good representation of the overall torque, blue curve, which was calculated considering 100 harmonics. Finally, it is interesting to note that permeance harmonic $j = 4$ and higher have insignificant effect on the produced torque.

### III. MODEL VALIDATION

In this section, the developed model is validated numerically and experimentally. Fig. 4 (a) shows a cross section of a Y-connected 4.9 kW, 1500 rpm, 18-slot, 14-pole SM fractional slot concentrated winding PMSM (FSCW-PMSM). Details on the machine geometry, magnet, winding and applied current are given in Table 1, where $I_{\text{rated}}$ is the rated line current, $V_{\text{rated}}$ is the rated line-line voltage, $P_{\text{rated}}$ is the rated output power, $T_{\text{rated}}$ is the rated torque, and $\omega_{\text{rated}}$ is the rated speed. The winding function harmonic coefficient for this machine is given in the first row of Table 2.

This machine is equipped with NdFeB magnets with a residual flux density equal to 1.33 T. It also utilizes two parallel groups of windings with double layer configuration as shown in Fig. 4 (b). The line current from the inverter is divided equally into each group. For example, group 1 in the a-phase consists of coils C1, C2, and C3 representing the coils between slots 6 and 5, slots 5 and 4, and slots 1 and 18, respectively. Group 2 consists of the coils C4, C5, and C6 representing the coils between slots 15 and 14, slots 13 and 14, and slots 9 and 10, respectively. The return path of the current from both the groups is connected to the neutral in a Y-configuration.

#### A. 2-D FEA VALIDATION

The analytical model developed was used to predict the inductances, torque, no-load back-emf and airgap flux density of this machine and the results were then compared to ones.
TABLE 1. Machine characteristics.

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| \( S_p \) | 18 | \( d_{ph} \) | 12.0 mm |
| \( P_r \) | 14 | \( w_{ph} \) | 14.3 mm |
| \( N_{sw} \) | 51 turns | \( \alpha_{pm} \) | 0.92 |
| \( \alpha \) | 2 | \( \alpha_t \) | 0.52 |
| \( l \) | 60.0 mm | \( B_r \) | 1.33 T |
| \( r_c \) | 21.0 mm | \( I_{rated} \) | 11.5 A |
| \( d_t \) | 43.8 mm | \( \phi_i \) | 8.6 degrees |
| \( d_s \) | 9.67 mm | \( V_{rated} \) | 270 V |
| \( d_n \) | 4.0 mm | \( P_{rated} \) | 4948 W |
| \( g \) | 1.5 mm | \( T_{rated} \) | 32.5 Nm |
| \( d_{ph} \) | 23.0 mm | \( \omega_{rated} \) | 1500 rpm |

TABLE 2. Winding function Fourier series coefficient.

| Slots and Poles | \( w_k \) |
|-----------------|----------|
| FSCW-PMAC machine \( S_p = 18, P_r = 14, P_s = 2 \) | \( 4N_{sw} \pi \left( \frac{\sin \left( k \pi \left( \frac{P_s}{S_p} \right) \right)}{k \pi} + \frac{\sin \left( k \pi \left( \frac{2P_s}{S_p} \right) \right)}{2} \right) \) |
| Vernier Machine \( S_p = 18, P_r = 30, P_s = 6 \) | \( 4N_{sw} \pi \left( \frac{\cos \left( k \pi \left( \frac{2\pi P_s}{S_p} \right) \right)}{2} - 2 \sin \left( k \pi \left( \frac{P_s}{S_p} \right) \right) \right) \) |

obtained numerically using a 2-D ANSYS Maxwell FEA software [33]. To get a better insight on the applicability of the model for wide and thin teeth, different values of magnet span and tooth span, \( \alpha_{pm} \) and \( \alpha_t \), respectively, were selected as shown in Table 3. As can be seen, the results from the model match well with those predicted from the FEA model in terms of self-inductance and torque for various \( \alpha_{pm} \) and \( \alpha_t \). Note that due to the concentrated winding configuration this machine employs, the mutual inductance between any two phases is small and almost zero; which is confirmed using (29) for \( a \)-phase and \( b \)-phase. It is noteworthy to point out that if in (16) the airgap was assumed uniform, the analytical model predicted \( a \)-phase average self-inductance value would be around 1.66 mH, 2.4 mH, and 3.22 mH, respectively; for the three cases shown in Table 3; which shows that such assumption can introduce some error in the predictions.

Fig. 5 shows the torque waveforms as a function of electrical rotor position predicted using FEA and the developed analytical model under full rated torque (op1), 75% rated torque (op2) and 50% rated torque (op3). All points operate at a rotor speed of 1500 rpm with \( \alpha_{pm} = 0.92 \) and \( \alpha_t = 0.52 \). The torque ripple percentage from the FEA and analytical models are found to be 0.91% and 0.75% for op1, 0.90% and 0.74% for op2, and 0.93% and 0.76% for op3, respectively. Nevertheless, a good match in results can be seen.

It is noted that the predicted error increases as the excitation level increases, and that the predicted analytical torque is higher than that of the FEA. This error stems from the assumption made in the analytical model which ignores the tangential component in the airgap flux density and assumes all of the flux density in the airgap is radial. As the excitation level keeps increasing, the tangential component in the airgap increases. The analytical model assumes that all flux density in the airgap is radial and uses that to calculate the torque, which results in overestimation when compared to FEA torque.

The airgap flux density under full rated torque is shown in Fig. 6. It is observed that slotting effects are captured with good accuracy.

### B. EXPERIMENTAL VALIDATION

Experimental verification was carried out using the test-setup shown in Fig. 7 and with the parameters listed in Table 1. This setup consisted of a Y-configured PMSM coupled to a DC machine. The DC machine acts as generator and the output of which is connected to a resistive load. The PMSM is powered from an electronic variable frequency drive which generates the three-phase PWM signal in an open-loop mode. A torque sensor, rated at 100 Nm, 10000 rpm and with sensitivity of 50 mV/Nm, mounted on the shaft is used for torque measurement. The machine stator inductance is measured using an LCR meter.

Table 4 shows a comparison of the average torque values obtained analytically and experimentally for the three aforementioned operating points. Note that due to equipment limitations, torque ripple could not be measured. Good agreement in results can be seen. The experimentally measured \( a \)-phase self-inductance was equal to 2.20 mH which is close to the analytical model predicted value of 2.26 mH shown in Table 3. The no-load back-emf waveforms at the rated conditions obtained from the analytical model, FEA and experimental measurement are shown in Fig. 8 where it is noted that the back-emf is sinusoidal for these conditions. Good agreement in results is seen.
As can be inferred from (33), the back-emf harmonics content becomes significant based on a number of conditions such as the winding topology applied which affects the winding function and therefore the amplitude of the winding function harmonic coefficients, and the slot and poles combination. Based on this, an FEA model with magnet poles equal to 30 and with $\alpha_t$ and $\alpha_{pm}$ set 0.5 and 0.7, respectively; was built. The rest of the machine parameters are unchanged as listed in Table 1 while the winding configuration applied has the winding function harmonics coefficient listed in row 2 of Table 2. With the new number of magnet and stator poles, the Vernier effect is satisfied and hence the machine is classified as a Vernier machine [34], [35], [36], [37].

Fig. 9 shows the back-emf obtained from the developed model and FEA. As shown, the back-emf is non-sinusoidal due to the existence of significant higher order harmonics in (33). The analytically predicted average torque, torque ripple percentage and $a$-phase self-inductance at $\theta_r$ equals to zero were calculated at 15.55 Nm, 0.8%, and 8.78 mH, respectively. The same values obtained from FEA were found to be 14.75 Nm, 1.1%, and 8.12 mH; respectively. The increased error in the average torque prediction compared to the results in sub-sections A and B is due to the relatively more magnet-magnet leakage present in Vernier machine compared to FSCW-PMSM.

### IV. APPLICATION TO OPTIMIZATION DESIGN

The developed analytical model was integrated into an evolutionary optimization design algorithm with the purpose of designing a 1.86 kW PMSM with a 5:1 constant power speed range (CPSR) [27]. In this design, three torque-speed operating points were modeled to capture the flux weakening

---

**FIGURE 5.** Analytical and FEA Torque for the three operating point using $\alpha_{pm} = 0.92$ and $\alpha_t = 0.52$.

**FIGURE 6.** Analytical and FEA Airgap flux density at the rated condition using $\alpha_{pm} = 0.92$ and $\alpha_t = 0.52$.

**FIGURE 7.** Experimental test setup 18 slot 14 pole FSCW-PMSM.

**TABLE 4.** Comparison of average torque.

| Operating Point | Analytical (Nm) | Experimental (Nm) |
|-----------------|-----------------|-------------------|
| op1             | 32.20           | 31.20             |
| op2             | 25.28           | 24.51             |
| op3             | 18.18           | 17.75             |

**FIGURE 8.** No-load back-emf at the rated speed (a-phase).
region [27]. A total of 20 design parameters/degrees of freedom were used [27]. Ten of these parameters were geometrical and winding parameters, four were used to select the material of the stator, rotor, magnets, and conductors; and the last six were the stator current rms value and current angle for each operating point [27]. A total of 18 hard constraints were applied and two optimization objectives were set to be minimized which were the total machine electromagnetic mass and total weighted loss computed from the three points. The total weighted loss includes the winding conduction loss, core loss, magnet loss and conduction loss in the inverter.

Recently, various promising evolutionary optimization algorithms such as Garra Rufa, Gray Wolves, and Dragonfly have been proposed for various applications aiming to improve the computational speed of the optimization [38], [39], [40]. Integrating the developed model in one of these modern algorithms will be an interesting investigation in terms of convergence speed. It is therefore important to have a benchmark reference to compare with. For this purpose, the developed model is encapsulated into the classical well-known genetic algorithm (GA) toolbox [41]. The number of stator slots, stator poles and rotor poles were fixed at 18, 2, and 14; respectively. A concentrated winding topology is adopted as described in [27]. More information about this design procedure can be found in [27].

The optimization was run for a GA population of 500 and generation of 500. The resulting trade-off curve between the defined objectives, better known as the Pareto-optimal front, is shown in Fig. 10, where the x-axis represents the total electromagnetic mass of the machine and y-axis gives the total weighted power loss. Each point in this curve is a separate machine design that satisfied all imposed constraints. For example, the lowest achievable machine electromagnetic mass during the optimization was found to be 2.8 kg. This machine has weighted power loss of around 190 W. Similarly, the heaviest machine has an electromagnetic mass of around 11.2 kg with weighted power loss of 145 W. It can be deduced that higher mass machines are more efficient (less weighted loss) due to the increase in the stator mass to reduce conduction and core loss happening in the stator region, but at the expense of heavier machines.

A total of 147 machines were designed as shown in Fig. 10, where the optimization took around one hour on an i-5 desktop PC with 8 GB-ram, 3.0 GHz processor, and 8 cores, which involved 1.2 million evaluations of the analytical model script. Similar design procedures using numerical methods with much smaller space require much more computational time [5], [6], [37].

To assert the computational effectiveness of the developed model, it was run using 300 winding function harmonics \( k \) in (2), 300 magnet MMF harmonics \( n \) in (5), and 300 airgap permeance harmonics \( j \) in (9). Moreover, 1200 points were considered, in the span of zero to \( 2\pi \), \( \phi_{rm} \). The analytical script was run for one rotor position corresponding to \( \theta_{rm} \) equal to zero. To make the comparison as fair as possible, two magneto-static linear FEA studies were conducted for the same rotor position: the first incorporated adaptive meshing with three pass/adaptions; while the second did not incorporate adaptive meshing and was relying on the initial mesh. By running the studies on an i-5 desktop PC with 3.0 GHz and 8 processing cores, it was found that the analytical script took 0.025 seconds to obtain the electromagnetic field solutions, compared to 15 seconds and 9 seconds for the first and second FEA studies, respectively. It should be noted that this time does not include the time needed to build the machine geometry or its winding in the analytical or FEA software.

V. CONCLUSION AND FUTURE WORK

This work presents a novel \( abc \)-variable based analytical model for surface-mounted PMAC machines which can be utilized to predict the electromagnetic machine performance with a sinusoidal or non-sinusoidal back-emf. Closed-form expressions for important parameters such as inductances, flux linkages, and torque were presented. Validation of the model was done using FEA and experimental tests on a lab-prototype, where a good match in results was demonstrated for sinusoidal and non-sinusoidal back-emf. In particular,
it was shown that for a PMAC machine with sinusoidal back-emf, the maximum error in the average torque between the developed model and 2-D FEA, and the developed model and experimental results is 2.51% and 3.15%, respectively. For the machine with non-sinusoidal back-emf, the error in the average torque between the developed model and 2-D FEA is 5.28%. Finally, the computational effectiveness of the model in a multi-objective evolutionary optimization setting was demonstrated.

Future work includes further testing under different operating conditions and in particular under the field-weakening region. The model can be further enhanced by adapting it to the presence of stator tooth-tips. This work can be expanded to model non-linear effects especially in the stator teeth. Finally, the inclusion of cogging torque prediction can be considered.
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