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Abstract

With the Surge in COVID-19, the number of social media postings related to the vaccine has grown, specifically tracing the confirmed reports by the users regarding the COVID-19 vaccine dose termed as Vaccine Surveillance. To mitigate this research problem, we present our novel ensembled approach for self-reporting COVID-19 vaccination status tweets into two labels, namely Vaccine Chatter and Self Report. We utilize state-of-the-art models, namely BERT, RoBERTa, and XLNet. Our model provides promising results with 0.77, 0.93, and 0.66 as precision, recall, and F1-score (respectively), comparable to the corresponding median scores of 0.77, 0.9, and 0.68 (respectively). The model gave an overall accuracy of 93.43. We also present an empirical analysis of the results to present how well the tweet was able to classify and report. We release our code base here https://github.com/Zohair0209/SMM4H-2022-Task6.git

1 Introduction and Motivation

COVID-19 pandemic has unprecedented challenges and also advances to humanity. It provides the scientific community to advance science with wider access to openly available data (Banda et al., 2021). Vaccine surveillance became a pressing research issue with the widespread roll-out of COVID-19 vaccines. Social media platforms such as Twitter and Facebook contain abundant text data that can be utilized for research purposes (Banda et al., 2021).

In this paper, we describe our submission for the shared task \(^1\), for vaccine surveillance which is a very pressing issue. We aim to target people who report adverse events via their healthcare providers to systems like Vaccine Adverse Event Reporting System (VAERS) (Chen et al., 1994), or are found documented in their electronic health record (EHR), a more robust and convenient method could be devised using self-reports from social media. In this task, we experiment with a dataset of Twitter users personally reporting vaccination status and users discussing vaccination status but not revealing their own. This task is tricky because users discuss the vaccination status of others or from news reports in similar ways than they discuss their own at a higher rate (1 to 8 on average). The dataset presents as the positive class, unambiguous tweets of users clearly stating that they have been vaccinated. All other tweets are of users discussing vaccination status. This task involves the identification of self-reported COVID-19 vaccination status in English tweets. As a two-way classification task, the two classes in the training dataset correspond to vaccination confirmation and vaccine-related chatter.

In this task, there is a class imbalance of roughly 1 to 8, implying that 1,496 tweets correspond to vaccination confirmation, and 12,197 tweets correspond to vaccine chatter.

1.1 Proposed System Architecture

This section describes the proposed methodology for classifying tweets as Self-reports or Vaccine Chatter in the context of COVID-19 vaccines. As presented in the 1, we proposed an ensembles approach for this multi-class classification problem. For this purpose, we used multiple pre-trained transformer models, which provide good results based on the dataset. Since transformer models are based on the mechanism of self-attention and differentially weight the significance of each part of the input data, they serve as an ideal option for this task. Initially, split the training dataset in the ratio of 80:20 to execute the classification task

---

\(^1\)https://healthlanguageprocessing.org/smm4h-2022/
and check the performance of the respective models. We had fine-tuned BERT (Sun et al., 2019), Roberta (Liu et al., 2019), and XLNet (Topal et al., 2021) models, respectively, for this dataset. As a part of the fine-tuning procedure, we tried different combinations of the optimizers, like AdamW and AdaFactor, along with other schedulers, including LinearScheduler, and CosineScheduler, PolyScheduler, etc. The loss function used in the models is Cross-Entropy loss (Ho and Wookey, 2019). Having tried various combinations, we selected the most optimum combination giving the most accurate results. Next, we ensembled these models, incorporating the voting method, which gave the combined label predictions for the respective tweets. Compared to the performance of the ensembles model with the performance of the separate individual models.

1.2 Hyperparameter

Finally, the ensemble model was considered and used for predicting the label class on the test Set as part of this task. We used the Tesla T4 GPU with 16GB RAM alongside 2560 CUDA cores for the experimental setup. We divide the entire dataset into an 80:20 training and validation split of 8 batches, with a learning rate (1e-5) and Adam optimizer (Bock and Weiß, 2019) with epsilon (1e-8). We feed a seed_val of 42. To calculate the training loss over all the batches, we use gradient descents (Ruder, 2016) clipping the norm to 1.0 to avoid exploding gradient problems.
the Self Report label, re-emphasizing the correct working of the model.

Contrary to these, the fifth instance was initially labeled as Self Report. However, due to the ambiguous declaration of the undertaking of COVID-19 vaccine dose, the model fails to classify it correctly and instead predicts it under the label of Vaccine Chatter. The sixth instance, on the other hand, was initially labeled as Vaccine Chatter. However, the model mislabels it due to the indecisive phrases featured in the separate tweet.

3 Conclusion

In this paper, we present our system paper submission for Innovators @ SMM4H’22. We aim to classify user tweets, indicating whether they represent Self Reports for the COVID-19 vaccines or are a part of general Vaccine Chatter. The proposed system is an ensembled voting model with fine-tuned BERT, RoBERTa, and XLNet. Given tweets in English, the submitted model classifies each vaccine-related tweet into one of the two labels: "Vaccine Chatter" and "Self Report." The system performs quite well to accomplish the desired task with an accuracy of 93.43%. In the future, we intend to work on a multitask learning framework to handle social media postings related to other medical advancements, apart from the COVID-19 vaccines. We also aim to develop models for multi-lingual postings featuring similar scenarios.
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