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Abstract

We introduce a simple, rank-based algorithm for inverting the sweep map on $(2n, n)$-Dyck paths.

1 Introduction

This paper introduces a simple, rank-based algorithm for inverting the sweep map on $(2n, n)$-Dyck paths. Nathan Williams has recently proven in [3] that the sweep map is bijective through analogy with the general modular sweep map, a function that he defines and presents an inversion algorithm for. Adriano Grasia and Goue Xin present a geometric algorithm for inverting the sweep map on $(m, n)$-Dyck paths when $m$ and $n$ are coprime in [2]; Xin also presents a search algorithm in [4] for finding a sweep map’s rank sequence, which is a key step for inversion. Armstrong, Loehr, and Warrington outline a general inversion strategy based on the bounce path in [1]; however, ours is the first paper to present a clear, simple, and efficient inversion algorithm specifically for the $(2n, n)$ case.

2 The Dyck Path and the Sweep Map

A lattice path is a path consisting of north and east steps that begins at $(0, 0)$ and ends at some point $(a, b)$. A $(2n, n)$-Dyck path is a lattice path that never drops below the line $y = x$ and in which the north steps have length $2n$ and the east steps have length $n$ for some positive integer $n$. Such a path contains $n$ north steps and $2n$ east steps. We assign to each lattice point $(x, y)$ on the path a level equal to $2ny - nx$. Thus a $(2n, n)$-Dyck path begins and ends at level 0. We measure the levels of the north and east steps by the levels of their south and west endpoints, respectively, as Xin does in [4]. Following this west-south convention, we label a south endpoint with an S and a west endpoint with a W. The sweep map sorts these S’s and W’s in nondecreasing order by level. The sweep map’s output is thus a sequence of S’s and W’s, which we call $\sigma$ according to Xin’s convention in [4]. $\sigma$ itself represents the step sequence of another Dyck path; therefore the sweep map sends Dyck paths to Dyck paths. Armstrong, Loehr, and Warrington prove this in [1].
It is imperative that we apply the sweep map by scanning from right to left. If we scan from left to right, we do not get a bijection, as the following theorem shows:

**Theorem 2.1:** Apply the sweep map to the set of \((2n, n)\)-Dyck paths, using the west-south convention. If the sweep map is applied from left to right, it will not yield a bijection.

**Proof:** It suffices to show that, for a fixed \(n\), two different \((2n, n)\)-Dyck paths have the same output sequence \(\sigma\) when the sweep map is applied from left to right.

Consider the Dyck path created as follows: First, take a north step from level 0 to level \(2n\). Then take two east steps to reach level 0. Then take another north step to reach level \(2n\). Repeat this process until all steps have been used. All south ends have level 0, while all west ends are positive. Thus the sweep map, when applied from left to right, outputs a \(\sigma\) sequence of \(n\) S’s followed by \(2n\) W’s.

Now consider the Dyck path created as follows: Take a north step from level 0 to level \(2n\). Then take an east step to level \(n\). Then take another north step to level \(3n\). Then take two east steps to reach level \(n\) again. Then take another north step to level \(3n\). Repeat this process until all steps have been used. Scanning from left to right, the first south end has level 0 and the rest have level \(n\). The final east step has a west endpoint with level \(n\), so this is the last \(n\) we encounter as we scan from left to right. All other west ends have level greater than \(n\). Thus the sweep map again outputs a \(\sigma\) consisting of \(n\) S’s followed by \(2n\) W’s.

### 3 Inverting the Sweep Map on \((2n, n)\)-Dyck Paths

The key to inverting the sweep map lies in finding the level of each S and W from the original Dyck path. Thus we must we create what we call \(\tau\), the rank sequence consisting of all the levels in order from smallest to largest. It should be obvious to the reader that \(\tau\) must contain at least one 0 along with at least one of each multiple of \(n\) up to the largest level. We establish bounds for the largest level below.

**Proposition 3.1:** Let \(\tau\) be the rank sequence of a \((2n, n)\)-Dyck path.
Then $2n \leq \max \tau \leq 2n^2$.

**Proof:** We first consider the upper bound on $\max \tau$. The largest value of $\max \tau$ is achieved when we take all $n$ north steps consecutively at the beginning of the path. The $n$th north step then ends at level $2n^2$.

Now we consider the lower bound on $\max \tau$. The Dyck path necessarily begins with a north step, which ends at level $2n$. From here, take two east steps to reach level 0. We cannot take any more east steps at this point, since then we would reach a negative level, so we must take another north step to reach level $2n$ again. Then we can take another two east steps to return to level 0. We repeat this process until all steps have been used. Since we never reach a level higher than $2n$, $\max \tau = 2n$.

We begin our inversion algorithm by proving a theorem about the levels of the $S$'s.

**Theorem 3.2:** Let $\sigma$ be the output sequence of the sweep map applied from right to left on a $(2n, n)$-Dyck path. If $\sigma_i = W$ has level $\tau_i = kn$ and $\sigma_{i+1} = S$, then $\tau_{i+1} = kn$ as well. Moreover, if $\sigma_{i+2} = S$, then $\tau_{i+2} = kn$ also.

**Proof:** Let $\sigma_i = W$ and $\tau_i = kn$. Let $\sigma_{i+1} = S$ and assume $\tau_{i+1} = (k+1)n$. This implies that, as we sweep the Dyck path from right to left, we do not encounter any west ends having level $(k+1)n$ before we encounter $\sigma_{i+1} = S$ having level $(k+1)n$. This means that any west end to the right of $\sigma_{i+1} = S$ has level at most $kn$. Assume there is a west end to the right of $\sigma_{i+1} = S$ with level $kn$. The end immediately to the left of this west end must be a south end with level $(k-2)n$. To the left of this south end there can be at most two consecutive west ends (which takes us back to level $kn$) before there must be another south end, necessarily with level $(k-2)n$ again. But to reach a south end with level $(k+1)n$, we must first reach a west end with level at least $(k+3)n$. This west end must ultimately be preceded on the right at some point by a west end with level $(k+2)n$ and another west end with level $(k+1)n$, contradicting our assumption. Since we are sorting in nondecreasing order, $\sigma_{i+1} = S$ must thus have level $\tau_{i+1} = kn$. This same argument also proves that if $\sigma_{i+2} = S$, then $\tau_{i+2} = kn$ as well.

We are now ready to present and justify our sweep map inversion algorithm for $(2n, n)$-Dyck paths.

**Theorem 3.3:** Inversion Algorithm for the Sweep Map on $(2n, n)$-Dyck
Input: $\sigma$ (sweep map’s output sequence of S’s and W’s)
Output: A rank sequence $\tau$

Algorithm:
Assign $\tau_1 = 0$
For $i = 2$ to $2n$:
if $\tau_i$ is empty, then:
if $\sigma_i = S$, then $\tau_i = \tau_{i-1}$
else if $\sigma_i = W$, find the number of levels thus far in $\tau$ equal to $\tau_{i-1}$ and then subtract the number of levels thus far in $\tau$ equal to $\tau_{i-1} - 2n$ that correspond to S’s. If the difference $x$ is positive, assign level $\tau_{i-1} + n$ to the positions in $\tau$ corresponding to the positions in $\sigma$ of the following $x$ W’s (beginning with $\sigma_i = W$). If $x$ is negative, assign level $\tau_{i-1}$ to the positions in $\tau$ corresponding to the positions in $\sigma$ of the following $x$ W’s.
else if $\tau_i$ is not empty, return.

Proof: We know that the first level is necessarily a 0, and we have already proven that any south end must have the same level as the end preceding it in $\sigma$. Now consider the W’s. If a W has level $kn + n$, the east end of the corresponding east step has level $kn$. This east end could be either an S or another W. Thus we find all elements of $\sigma$ that have level $kn$. Now, each of the elements could have a corresponding west end with level $kn + n$ or a corresponding south end with level $kn - 2n$. Thus if we subtract the number of S’s with level $kn - 2n$ from the total number of ends with level $kn$ and get a positive difference $x$, then we know there are $x$ west ends with level $kn + n$. If $x$ is negative, then the next $x$ W’s have level $kn$, since $\tau$ is nondecreasing. Since we can fill multiple positions in $\tau$ at once this way, we make sure that our algorithm only looks at positions in $\tau$ that are currently empty as we loop over $i$ to avoid overwriting positions that have already been filled.

We demonstrate our algorithm on a very small example: a (3,6)-Dyck path. Let $\sigma =$ SWSSWWWW. Set $\tau_1 = 0$. $\sigma_2 = W$, so we observe that so far there is one 0 and no -6’s in $\tau$. Thus we have one W with level 3, so $\tau_2 = 3$. $\sigma_3 = S$ and $\sigma_4 = 3$, so $\tau_3 = 3$ and $\tau_4 = 3$. $\sigma_5 = W$, so observe that so far there are three 3’s and no -3’s in $\tau$. Thus the next three W’s have level 6, so $\tau_5 = 6$, $\tau_6 = 6$, and $\tau_7 = 6$. $\sigma_8 = W$, so we observe that so far there are three 6’s in $\tau$ and one 0 that corresponds to an S. Thus the next two W’s have level 9, so $\tau_8 = 9$ and $\tau_9 = 9$. Thus $\tau = [0, 3, 3, 3, 6, 6, 9, 9]$.

We will now use this example to show how to invert the sweep map once
we have $\tau$. $\tau_1$ corresponds to an S, so we take a north step from level 0 to level 6. We now search for the right-most 6 in $\tau$; since we applied the sweep map by scanning from right to left, the right-most endpoint with a given level corresponds to the left-most endpoint with that level on the original path. The right-most 6 corresponds to a W, so we take an east step to level 3. The right most 3 corresponds to an S, so we take a north step to level 9. The right-most 9 corresponds to a W, so we take an east step to level 6. The second-right-most 6 corresponds to a W, so we take an east step to level 3. The second-right-most 3 corresponds to an S, so we take a north step to level 9. The left-most 9 corresponds to a W, so we take an east step to level 6. The left-most 6 corresponds to a W, so we take an east step to level 3. The left-most 3 corresponds to a W, so we take an east step to level 0 and conclude the path. Thus the original Dyck path has step sequence $\sigma^{-1} = SWSWWSWWW$.

4 Conclusion

We are now working on implementing this algorithm in Sage. We are also looking to extend it to $(kn, n)$-Dyck paths, where $k$ is arbitrary.
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