An Unsupervised Regularization and Dropout based Deep Neural Network and Its Application for Thermal Error Prediction
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Abstract: Due to the large size of the heavy duty machine tool-foundation systems, space temperature difference is high related to thermal error, which affects to system’s accuracy greatly. The recent highly focused deep learning technology could be an alternative in thermal error prediction. In this paper, a thermal prediction model based on a self-organizing deep neural network (DNN) is developed to facilitate accurate-based training for thermal error modeling of heavy-duty machine tool-foundation systems. The proposed model is improved in two ways. Firstly, a dropout self-organizing mechanism for unsupervised training is developed to prevent co-adaptation of the feature detectors. In addition, a regularization enhanced transfer function is proposed to further reduce the less important weights of the process and improve the network feature extraction capability and generalization ability. Furthermore, temperature sensors are used to acquire temperature data from the heavy-duty machine tool and concrete foundation. In this way, sample data of thermal error predictive model are repeatedly collected from the same locations at different times. Finally, accuracy of the thermal error prediction model was validated by thermal error experiments, thus laying the foundation for subsequent studies on thermal error compensation.
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1. Introduction

Environmental temperature has an enormous influence on large machine tools with regards to thermal error, which is different from the effect on ordinary-sized machine tools [1]. Thermal gradients cause heat to flow through the machine structure and result in non-linear structural error whether the machine is in operation or in a static mode [2]. It has been verified that thermally induced error accounts for 40%–70% of total errors [3,4], and its effect on machine tools has become a well-recognized engineering problem in response to the increasing requirement of product quality [5]. As a result, reduction of thermal error is quite beneficial for a high-precision manufacturing system [6]. Besides, the coordinate offset is modified in the numerical control program according to the error value, so that the thermal error of the machine tool can be reduced.

In the working cycle of a machine tool, the thermal errors are time-variant according to the change of environment and operating conditions. As far as most modeling methods are concerned, the thermal error models are all obtained by finding the best mapping relations between the thermal errors and some key temperature variables related to the heat source location [7]. Li F [8] presented a novel approach in which a clustering method of temperature sensors was proposed, and the thermal error model of heavy machine tools was established. Chen made a multiple regression
analysis and proposed the artificial neural network model for the real-time forecast of thermal errors with numerous temperature measurements [9]. Lee et al. presented a thermal modeling method based on independent component analysis to compensate for the thermal errors of a commercial machining center [10]. Jianguo Yang et al. [11,12] proposed several methods to optimize the selection of minimum number of thermal sensors for machine tool thermal error compensation, such as ant colony algorithm-based back propagation neural network and synthetic grey correlation based grey neural network. Wang L et al. [13] proposed a hybrid thermal error modeling method to forecast the thermal expansion of a heavy boring and milling machine tool in z-axis.

The thermal error prediction model mainly depends on the accuracy and robustness of the input temperature variables and the error of the machine tool system. Gomez-Acedo, et al. [14], utilized the inductive sensors array to measure the thermal error of a large gantry-type machine tool. Lee, et al. found a more reliable and practical measuring principal and method to monitor the deformation of heavy-duty Computer Numerical Control (CNC) machine tool structures using laser interferometer [15]. In addition, a novel temperature sensor, fiber Bragg grating (FBG) sensor, was used to collect the surface temperature of the machine [16]. Gomez-Acedo E designed a set of laser interferometer single-point tracking measuring method for thermal deformation of heavy machine tools [17].

In summary, thermal error predictive models for heavy-duty machine tools have been previously established and reported in the literature. However, two additional factors should be taken into account: (1) due to variation in the ambient environment and working conditions, thermal error of the concrete foundation should not be neglected [18,19]; (2) in order to build accurate thermal error prediction model, it is necessary to build a neural network model with strong network feature extraction ability, generalization ability and network stability. To address these challenges, this paper proposes a self-organizing deep neural network (DNN) to improve the feature extraction capability and generalization ability of unsupervised training and to solve the problems of overfitting and lengthy training times. Deep neural network is one of the most commonly used tools in regression and prediction, and we propose that it could be a potential alternative to solve the particular problem in our domain. In this paper, an improved unsupervised training algorithm is proposed to significantly reduce the effects of less important weights in the neural network and to ensure the trained self-organizing DNN can more reasonably express the inherent features of the input data. Based on the above model, the thermal error of the heavy-duty machine tool-foundation systems are predicted accurately.

2. Self-Organizing Deep Neural Network

2.1. Network Structure

This paper proposes a self-organizing DNN structure, as shown in Figure 1. The network consists of four parts: input layer, hidden layer, output layer, and instructor signal layer. The first layer is the input layer (visible Layer, $V$) for receiving the original signal. The “training of a model” consists three steps, (1) build an artificial intelligence (AI) model; (2) prepare data to be trained, including model’s input and output; (3) use intelligent algorithm to teach the model to output data based on input data. The received signal is then passed to the hidden layer for feature extraction. The hidden layer is usually composed of 2–4 layers of neurons (hidden layer 1–4, L1–L4) depending on the size of the data. The number of neurons in each layer varies. During unsupervised training, $V$ and $L1$ constitute the first restricted Boltzmann machine (RBM), $L1$ and $L2$ constitute the second RBM, and so on. Each RBM consists of a visual layer (input layer) and hidden layer (output layer), and the layers are connected via bi-directional connections (indicated by arrows in Figure 1). There are no connections within the same layer. During the process of unsupervised training, the hidden layer of each RBM is passed the data from the preceding RBM hidden layer and extracts one or more better and more abstract feature expressions from it. Then the feature data is passed to the output layer, which is the third part of the self-organizing DNN. The number of neurons in this layer is usually determined by the task. For
example, in classification tasks, the number of neurons is the number of classifications. The function of the instructor signal layer is to provide the target signal for subsequent supervised learning.

A conventional DNN is obtained by superimposing several RBMs, and the training process is divided into the unsupervised and supervised parts. Layer-wise pre-training is also used in the unsupervised training process. The RBM training formulae are expressed as:

\[
p(h_j = 1) = \frac{1}{1 + e^{-h_j - \sum_i v_i w_{ij}}}
\]

(1)

\[
p(v_i = 1) = \frac{1}{1 + e^{-v_i - \sum_j h_j w_{ij}}}
\]

(2)

where \(v_i\) is the value of the \(i\)th neuron in the visible layer, \(h_j\) is the value of the \(j\)th neuron in the hidden layer, \(b\) and \(c\) are biases of the visible layer and hidden layer, respectively, and \(w_{ij}\) represents the weight between the visible neuron \(i\) and hidden neuron \(j\). Equations (1) and (2) are called the RBM knowledge learning (feature extraction) equation and knowledge inference (data reconstruction) equation, respectively. Let \(\theta = (W, b, c)\). Then, in accordance with the contrastive divergence algorithm, the weight and bias update formulae for unsupervised training are:

\[
\Delta \theta = \langle h_j^0 v_i^0 \rangle - \langle h_j^1 v_i^1 \rangle
\]

(3)

\[
\theta' = \Delta \theta + \theta^0
\]

(4)

where \(\langle \cdot \rangle\) represents the average of the dot product of posterior distribution, \(h_j^0 v_i^0\) and \(\theta^0\) represent the initial state and initial parameters, respectively, \(h_j^1 v_i^1\) is the product of the visual layer and hidden layer after a Markov chain operation, \(\Delta \theta\) represents the parameter change, and \(\theta'\) is the obtained weight and offset.

The self-organizing DNN training process proposed in this paper is divided into two steps. First, each RBM is trained using the greedy layer-wise unsupervised training method, during which adaptive dropout is used to automatically adjust the network structure, thereby decoupling the feature detectors. A regularization enhancement transfer function is designed to introduce the regularization enhancement terms. This term speeds up the process of reducing the number of neural network weights and thereby improves the neural network feature extraction and data reconstruction capabilities. At the
same time, contrastive divergence (CD, which means apply weights update only once after epoch training) algorithm is used for weight adjustment [20]. The output of each RBM is used as the input to the next RBM, and the training process continues in this way until the last layer. Second, the network is expanded into a forward neural network, in which all neurons are fixed in their respective positions. Then the backpropagation (BP) neural network algorithm is used to conduct local optimization and to fine-tune the network weights.

2.2. Self-Organization Algorithm for Unsupervised Training

During the conventional DNN training process, if the network size is relatively large in relation to the training data, the trained network often performs poorly during testing. This is due to the over-training or overfitting phenomena of the network based on patterns of the training dataset. Since the network treats each sample of the training set as independent and ignores the correlation between samples as part of the whole, error information and error features are learned along with other useful information. Therefore, although good results seem to be achieved after the neural network has been trained with a training dataset, the trained network is often insensitive to unknown test data. In a DNN, neurons (feature detectors) in the same hidden layer should be independent of each other (activated and sparsely distributed) due to the absence of lateral inhibition weight connections. However, due to the explaining away phenomenon, synergy often occurs between neurons, meaning one neuron can easily influence another in the same layer. When a feature detector learns the wrong features, these incorrect features are likely to filter through to other feature detectors, resulting in overfitting and poor test results. Hinton et al. proposed a dropout self-organization strategy and obtained satisfactory results. In their model, applying the dropout strategy in supervised training prevented synergy between neurons during training. Improvements were achieved to varying degrees in a number of benchmark tests and new records were set in certain pattern recognition tasks [21,22].

In this paper, dropout and regularization enhancement terms are introduced into the unsupervised training. Each neuron in the hidden layer is randomly removed with a certain probability (only neurons are removed, and connection weights are retained). The removed neurons will not be part of the neural network for the time being, thus their state values and connection weights are not updated. After the neural network performs a weight update operation, the removed neurons are returned to their original positions, and another batch of neurons are removed with the same probability and the same operation is performed again. In this process, an upper limit of the L2 norm is preset for the weight of each neuron in the hidden layer. If the weight exceeds the upper limit after being updated, the weight is normalized. This ensures a better solution space for weights in the global scope with a better learning rate. In the test phase, the mean network method is used to calculate the output of the forward network. That is, all neurons are activated, and their weights are reduced at a certain rate so that they can be used in the test set. The dropout formulae designed for the unsupervised process is expressed as:

\[ h_j = h_{j0} \cdot drF \]  \hspace{1cm} (5)

\[ drF = \begin{cases} 
1, & Pf \geq r_{dr} \\
0, & Pf < r_{dr} 
\end{cases} \]  \hspace{1cm} (6)

where \( h_{j0} \) is the state value of the \( j \)th unit of the hidden layer calculated by Equation (1), and \( h_j \) is the new value of hidden neuron \( j \). \( drF \) determines whether the unit should be removed in a certain operation, \( Pf \) represents the random decision probability, and \( r_{dr} \) is the preset probability threshold (determines the percentage of hidden layer neurons to be removed each time). According to Equations (5) and (6), when \( Pf \geq r_{dr} \), the \( j \)th neuron is retained and its weight is updated. If \( Pf < r_{dr} \), the \( j \)th neuron is removed in this operation. In each CD operation, dropout is designed to calculate the intermediate state \( h_{j0} \) in the \( v_1 \) process. Note that in some special tasks, such as time sequence prediction, visual layer neurons cannot be removed because they contain temporal logic information, therefore dropout is only used in the \( v_1 \) operation.
Figure 2 illustrates the dropout process in unsupervised learning. During this process, in accordance with Equations (5) and (6), values of neurons in the hidden layer that are selected at random are set to zero. For a neuron with a dashed line, $h_0$ indicates that it has been randomly chosen and temporarily removed. When the iteration (epoch) is over, the neuron will be activated and return to the hidden layer to participate in the next iteration. Through automatic adjustment of the neural network structure, this strategy ensures that two neurons in the same layer do not always appear in the same iteration, forcing them to learn more feature knowledge and seek better solutions. To some extent, this prevents the occurrence of synergy between some of the feature detectors. Dropout can be regarded as a work mode similar to the mean network. Since neurons are randomly removed in each cycle, the network structure changes after each iteration. However, all neurons will be activated and participate in the testing process during the final test phase.

Training a neural network with a limited number of samples often results in more than one model (network structure). In other words, there are many, even countless, models that can fit the target values, although some models are very close to actual expectations. To choose a better model, the training goal often needs to be regularized. This regularization ensures the network structure not only meets the training error requirements, but also meets other requirements such as scale and weight. A balance must be struck between these two goals in the training result. An additional aim of Bayesian regularization is to make sure the neural network meets the following requirements: (1) the training error must be small enough; (2) the magnitude of the network weight scale is as small as possible. Dropout can also be regarded as generalized Bayesian regularization. In generalized Bayesian regularization, it must be assumed that the feature detectors are independent of each other. The dropout mechanism forces the neurons to be independent, and therefore effectively prevents overfitting. Since the dropout rate in Equation (6), i.e., $r_{dt}$, still needs to be determined by practical measurement, the mutual independence of the feature detectors can only be increased to a certain extent, and the randomness leads to additional instability. In order to more effectively prevent overfitting and improve the efficiency of unsupervised training, the dropout mechanism can be employed, and a regularization enhancement method is designed for the transfer function.

In the self-organizing DNN, the values of neurons in the hidden layer are discrete numbers, either 0 or 1, which means the traditional regularization method cannot be applied directly. Here, the introduction of a regularization enhancement factor is proposed and a new transfer function is constructed as follows:

$$F_W = aP + \beta E_W$$  \hspace{1cm} (7)

$$P = P(v, h) \propto \exp(-E(v, h)) = e^{h^T W v + b^T v + c^T h}$$  \hspace{1cm} (8)

$$E_W = \frac{1}{m \times n} \sum_{j=1}^{m} \sum_{i=1}^{n} w_{ij}^2$$  \hspace{1cm} (9)
where $F_W$ is the new objective function in unsupervised training, $P$ is the original objective function (the joint probability distribution of the visible layer and hidden layer of the network), $E_W$ is the regularization enhancement factor, expressed in the same form as Equation (9), $w_{ij}$ represents the weights of neuron $i$ and hidden layer neuron $j$, $m$ and $n$ are the total numbers of neurons in the two layers, respectively, and $\alpha$ and $\beta$ are performance parameters that must be specified at the beginning of training.

If $\alpha \gg \beta$, then $P$ is the dominant factor of $F_W$ in Equation (7) and the main goal of training. As the network training progresses, the number of energy functions is reduced, that is, the joint probability distribution increases. In particular, if $\alpha = 1$, $\beta = 0$, then there is $F_W = P$, if so, Equation (7) is equal to Equation (8) because the coefficient of $\beta$ is 0. On the other hand, if $\alpha \ll \beta$, $E_W$ becomes the main training goal during training, the network weights decrease with each iteration. Therefore, by introducing a regularization enhancement factor that acts on the weights of neurons that have survived the dropout process, the number of less important weights that have less influence on the output are reduced. This ensures that only some of the neurons learn important information, i.e., features, and prevents overfitting during training. Moreover, the use of the regularization reinforcement term improves the convergence of the neural network weights in the improved solution space, and is faster and more stable.

The neural network toolbox can be used with the traditional method of obtaining $\alpha$ and $\beta$. In this process, the weight is treated as a random variable and it is assumed that the prior probabilities, $P$ and $E_W$, are Gaussian functions. The two performance parameters can be obtained using the Bayesian criterion. However, in DNN, the hidden layer neurons are discrete binary values, therefore conventional methods cannot be used to calculate the Hessian matrix. In this paper, performance parameters $\alpha$ and $\beta$ are preset values. Now, the transfer function of unsupervised learning can be expressed as:

$$F'_W = \frac{\partial \log P(v, h)}{\partial \theta} + \frac{2}{m \times n} \sum_{i=1}^{m} \sum_{j=1}^{n} w_{ij}$$

(10)

As a result, when training a self-organizing DBN, Formulas (1), (2) and (10) are applied, where dropout and regularization enhanced factors are superposed, and the weights are still updated by contrastive divergence (CD) algorithm, as shown in the following formula:

$$\Delta w_{ij} = \eta_w \left( \left\langle v_0^i h_0^j \right\rangle - \left\langle v_1^i h_1^j \right\rangle \right)$$

(11)

$$\Delta b = \eta_b \left( \left\langle h_0^j \right\rangle - \left\langle h_1^j \right\rangle \right)$$

(12)

$$\Delta c = \eta_c \left( \left\langle v_0^i \right\rangle - \left\langle v_1^i \right\rangle \right)$$

(13)

where, $\eta_w$, $\eta_b$ and $\eta_c$ are the updated rates of the weight and bias values, the definition of $\langle \cdot \rangle$ is the same as Equation (3). During the $n$th iteration, the updated weight and biases are:

$$w_{ij}(n) = w_{ij}(n-1) + \Delta w_{ij}(n)$$

(14)

$$b(n) = b(n-1) + \Delta b(n)$$

(15)

$$c(n) = c(n-1) + \Delta c(n)$$

(16)

where $n$ is the $n$th epoch.

2.3. Supervised Training Algorithm

The backpropagation (BP) algorithm is used in supervised training of the self-organizing DNN. The last layer of the neural network receives the output of the last RBM. The difference between the actual signal and the network output signal produces a feedback error. The error is used to perform
local adjustments of the overall weights of the neural network. The process is divided into two steps: First, the self-organizing DNN is expanded into a forward network and the data signal is transmitted to the input layer, then to the next layer, and so on until the output layer; second, the backpropagation error is generated for fine tuning the neural network parameters. The specific steps are as follows:

1. Initialize the forward neural network, set the step length to $K$.
2. Calculate the forward output,
   \[ y_j(l) = \sum w_{ij}y_j(l-1) \]  
   where $y_j(l)$ is the output of the $j$th neuron of the $l$th layer.
3. Calculate the error signal based on:
   \[ e_j = R_j - Y_j \]  
   where $R$ represents the teacher’s signal, which represents ideal predicted temperature, and it is taken by hand when the whole dataset is processed in experiment. $Y$ is the value of output layer, and $e$ the error signal.
4. Generate the backpropagation error. For neurons in the output layer, this is:
   \[ \delta_j(l) = e_j Y_j [1 - Y_j] \]  
   For neurons in the hidden layer, we have:
   \[ \delta_j(l-1) = y_j(l) [1 - y_j(l)] \sum \delta_j(l) w_{ij}(l) \]  
5. Modify the weights based on:
   \[ w_{ij}(l) = w_{ij}(l) + \eta \delta_j y_j(l) \]  
   where $\eta$ is the learning rate.
6. When the iteration reaches $K$, terminate the loop; otherwise, return to Step (2).

During unsupervised training, the regularization enhancement factor does not change the calculation processes of the visible layer and hidden layer, as shown in Equation (7). Instead, the weights of the network are adjusted only by affecting the shares of the two parts of the new objective function. Moreover, the value range of the neural network unit does not change (0 and 1). The combined effect of the above factors is that unsupervised process of self-organizing DNN must also converge under the same condition as the conventional unsupervised process. The conventional BP algorithm is used during supervised training. In accordance with the Weierstrass approximation theorem [23], the supervised process must converge.

In this section, the detailed training processes (including unsupervised and supervised training) and the improvements (unsupervised-dropout and unsupervised-regularization) have been fully introduced. In next section, the improved model will be proposed as an alternative to thermal error modeling, because (1) DNN, proposed as a big data technology, has been proved great successes on many feature learning problems; (2) the process of unsupervised learning has been improved in two ways, which have greatly increased DNN’s feature learning and regression ability; (3) to solve thermal error modeling, a big data method is required because feature learning is very important in this process, besides, thermal error data is used as input and temperature data is used as output, which is a classic regression problem.

3. Experimental Validation

3.1. Experimental Setup

The steps of self-organizing DNN unsupervised training are as follows:
(1) Set the network size according to the training data (including the number of hidden layers and the number of neurons in each layer) and initialize the network parameters.

(2) Send the data to the input layer and start training the first RBM. Perform dropout to determine which feature detectors can be removed according to Equations (5) and (6) and use the remaining neurons to conduct the feature extraction.

(3) Use the CD algorithm to quickly train an RBM and use Equations (7) and (8) to perform the data calculation. Reduce overfitting and improve computational efficiency by introducing the regularization enhancement factor.

(4) Update the RBM network parameters.

(5) Use the RBM output as the input of the next RBM and perform the same process on the next RBM.

(6) When the last RBM is trained, perform the next step to output the data; otherwise, return to Step (2).

(7) Use the backpropagation algorithm to conduct supervised training.

(8) If the training termination conditions are met, stop training; otherwise, go back to Step (7).

(9) Stop the operation.

The RBM pseudocode for unsupervised training is listed below. The software used is MATLAB, the experiments are run on a computer with 64 GB memory, 1024 GB hard disk, no GPU is installed. The code we are using is an open source downloaded from online, and we have modified it for our own purpose [24].

3.2. Acquisition of Experimental Data

In order to train an AI model, experimental measurement on thermal errors is must performed, because the weights of AI model are random before training, and the model needs to “watch and learn” enough real data to help it to adjust weights. Once the model is trained, it can calculate thermal errors on new data. Since heavy-duty machine tools have large heat exchange surfaces, uneven ambient temperature distribution and temperature fluctuations could cause considerable changes to the spatial posture of the machine. Whether the temperature changes are a result of the shift from one season to another or from day to night, temperature changes can seriously affect the precision of the machining process. For heavy duty machine tools up to dozens of meters high, the temperature gradient in the ambient environment is important. In addition, because some workshops are temporarily reconstructed, their working environment is even worse, for example, there are a large range of glass windows in the workshop. Thus, measuring the ambient temperature from a single location—the practice adopted for most machine tools—does not suit heavy-duty machine tools. In addition, the heat of hydration of cement, changes in ambient temperature, and other factors can cause thermal error of the reinforced concrete foundations of heavy-duty machine tools. Therefore, when studying the thermal error of machine tools caused by changes in ambient temperature, the heat coupling effects between the superstructure and foundation should be fully considered. To address this, a monitoring system is proposed for monitoring the thermal error of heavy machine tool-foundation systems.

3.2.1. Experimental Environment

The object used in this study was a heavy-duty CNC machine tool. The machine tool has a width of 9.7 m and height of 8.5 m and the dimensions of the concrete foundation are 57 m × 17 m × 7 m (length × width × height). The ambient environment was a workshop in Shunyi District, Beijing City with ceiling lights and no glass windows. The door of the workshop was located 15 m from the closest end of the machine tool and all other factory operations were halted during the experiment. There was no vibration in the surrounding environment. The experiment was carried out in April of 2019 and the indoor temperature difference was 3–4 °C (Figure 3).
3.2.2. Deployment of Sensors

According to the structure and size characteristics of the experimental machine tool, a temperature sensor is arranged every 0.8 m in the column, and a total of 16 temperature sensors are arranged on the left and right sides. In addition, one sensor is arranged every 0.8 m in the vertical direction in the concrete foundation, and two temperature sensors are arranged in total (Figure 4). Sensor model: PT100 magnetic temperature sensor, measuring range: $-20$~$100 \degree C$, accuracy is 0.1 $\degree C$. If the change of temperature is in 0.01 $\degree C$ level, the change of thermal error is relatively small, so, it the sensors that are used should be accurate enough.

To measure the effects of ambient temperature changes caused by opening and closing the workshop door on the thermal error of the spindle, the machine was turned off for two days before the experiment to ensure no heat was generated by the machine. In order to realize the synchronous acquisition of thermal error data, the mandrel is installed in the experiment process, and the eddy current sensor is installed at the bottom of the mandrel, so as to collect the displacement data in Z direction in real time (Figure 5).
4. Comparison of Predicted Values and Experimental Results

Firstly, as discussed, experimental data (training data and the corresponding thermal errors) should be measured. The ability of feature learning is an inherent characteristic of the proposed model, and one of the most observable outward manifestations is model’s performance on predicting outputs based on given inputs. In the experiment, two sets of thermal error data and temperature data for the heavy-duty machine tool-foundation system were collected. The first set of data was used to establish the thermal error predictive model. The second was used to verify the accuracy of the predictive model. During the experiment, the collected data is divided into two parts: the first part is 11:30–19:30 data (training data), the second part is 19:30–20:30 data (test data). 32,400 experimental data are obtained for each sensor by setting 1 s sampling period of temperature and displacement data. We used 18 temperature values and one displacement value at the same time constitute a sample, so a total of 32,400 experimental samples during the 9-h data collection process. Figures 6–8 show the temperature changes at the measurement locations on the columns of the machine tool and the concrete foundation.

Figure 5. Data acquisition of thermal error.

Figure 6. The temperature changes at the measurement locations on the left column.
is proposed as an alternative. In the experiment, in order to train a model with high robustness, all the data in training a neural network model should be obtained one by one by human-labor. That is why deep neural network is proposed as an alternative. In the experiment, in order to train a model with high robustness, all the data in training a neural network model should be obtained one by one by human-labor. Therefore, in order to obtain accuracy values in reality, people have to find another way to model the accuracy value. That is why deep neural network is proposed as an alternative. In the experiment, in order to train a model with high robustness, all the data in training a neural network model should be obtained one by one by human-labor.

Figure 7. The temperature changes at the measurement locations on the right column.

Figure 8. The temperature changes at the measurement locations the concrete foundation.

It can be seen from Figures 6 and 7 that the highest temperature occurs at around 7 PM, and significantly lags behind the highest outdoor temperature (the highest outdoor temperature appears around 2 PM in this season). The temperature difference between 11:30 and 20:30 is 2.5 °C. There is a temperature gradient in the vertical direction of the machine tool and the temperature decreases with height. Figure 8 shows that temperature differences the concrete foundation are larger than those of the superstructure. The variation of temperature with time can clearly be observed. It should be noted that Figures 6–8 shows data collected by several sensors. In an ideal scenario, the temperature difference between the two sensors is always a constant (if so, the coordinate offset could be easily obtained using Figure 9). However, the external environment (opening and closing doors of workshop, etc.) makes it inconstant. Besides, the change of seasons also has effect on temperature difference. As a result, temperature measured by a sensor at a certain moment could be independent and changeable, and the thermal error cannot be obtained simply using Figure 9. Therefore, in order to obtain accuracy values in reality, people have to find another way to model the accuracy value. That is why deep neural network is proposed as an alternative. In the experiment, in order to train a model with high robustness, all the data in training a neural network model should be obtained one by one by human-labor.
This paper focuses on the thermal error caused by the environment temperature. The results show that the thermal error caused by the ambient temperature is mainly concentrated in the Z direction, and the error in other directions is rather small (the largest error in the other direction occurs in the x direction, which is only 7.6% of the error in the Z direction). Therefore, thermal error in the Z direction is predicted by temperature value as input. Because there are some noises in the collected data, this paper uses the integral differential Jacobian polynomial method to reduce the noise of the collected displacement data [25]. Actually, the training data is not related to time, because the temperature is changed with the change of sensors’ location, and that is how we collect a new set of training data. The thermal error is collected by the displacement sensor at 11:30, so the thermal error caused by heat is 0 in the initial stage, and the subsequent errors are relative to the initial time. Figure 9 shows thermal error in the z-direction of the spindle terminal as it relates to changes in ambient temperature.

In this study, different thermal error predictive models were used to predict the thermal error of the machine tool, and the models were compared to decide which one was better in terms of prediction accuracy. This paper divides the second set of the test data into 10 groups and predicts them. Predictions based on different thermal error models were obtained. In order to verify the overall performance of the self-organizing DNN network modeling method, two types of network were used at the same time to train the model using thermal error data. Performances of the predictive models are compared in Figure 10.

**Figure 9.** Thermal error in the z-direction of the spindle.

**Figure 10.** Comparing different methods.
To compare the generalization ability, for all cases, epochs were given a value of 200 and supervised training was performed for 1000 steps. Under the same experimental conditions, the root mean square error of the self-organizing DNN was lower than that of the DNN, which suggests the self-organizing DNN provides more accurate predictions of the thermal error and has better generalization ability. Self-organizing DNN achieved a convergence speed much higher. Under the same experimental conditions, the overall training time was longer than 6 h, and it took each RBM approximately 1 h to complete the unsupervised training. Since the self-organizing DNN uses a self-organizing mechanism to randomly remove neurons and the regularization enhancement algorithm also has an influence on the convergence rate of unsupervised training, the training time of each RBM was 2–3 h, which is an improvement of more than 30%. Experiments show that self-organizing DNN has a faster convergence speed and better generalization ability under the same neural network structure and experimental conditions. A comparison of data in the second and third curve of Figure 10 reveals that both the drop rate and regularization enhancement parameter have an influence on the training results. Appropriately increasing the values of the drop rate and performance parameters will improve the accuracy of the model, however further increases will lead to increased training error. Thus, choosing a proper drop rate value is important as well as trying different performance parameter values during different experiments. When the network is applied to the multitasking problem, a larger network structure may be required and the drop rate and regularization enhancement parameter should be adjusted for different values based on different experiments. By comparing the mean squared error (MSE) of each method, we can see that: The prediction result of self-organizing DNN (alpha = 0.8, beta = 0.2) has the lowest error and is more stable. One should note that the training data is not too much in this experiment, this is because not all conditions are considered and tested. For example, if the workshop door opens often in winter, the measured temperature will be changed greatly, which may cause thermal error harder to predict. This is what we will continue in next step. However, in this paper, we have fully trained and tested the model using current dataset. For example, many different training parameters (unsupervised training steps, supervised training steps, learning rates, hidden layer neuron number, etc.) are evaluated, and the best parameter is selected. Moreover, the model is trained and tested for several times, to evaluate the stability. In the future, we believe that the method is easily applied to other conditions based on the current research.

5. Conclusions

(1) In this study, a thermal error prediction model has been developed based on self-organizing DNN with the aim of improving feature extraction capabilities, reducing test errors, and improving convergence speed. The dropout mechanism was used to train the self-organizing capability of the hidden layer during unsupervised training of the neural network, thereby preventing synergy between neurons in the same layer and improved the feature extraction capability. Furthermore, a regularization enhancement factor was introduced into the training objective function to prevent overfitting and reduce training times.

(2) The effects of ambient temperature changes on thermal error of the machine tool-foundation system was analyzed within a 9-h timeframe based on experimental data. A comparison of the prediction results of self-organizing DNN and traditional DNN revealed that the self-organizing DNN network predictive model proposed in this paper has better generalization ability and higher convergence speeds, moreover, adjusting the drop rate improves the overall predictive capability of the network. Moreover, because the machine’s environment and construction are different, if we want to transfer the trained model on other machines (or new testing environments), new training data must be collected, and the model must be re-trained or fine-tuned. So, the trained model is not universal, because it is only trained for the particular experiment. However, the methodology that we proposed in the paper is totally original and universal, we believe if more data could be collected in various conditions, a model with universal power could be trained.
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