Expanding variational quantum eigensolvers to larger systems by dividing the calculations between classical and quantum hardware
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We present a hybrid classical/quantum algorithm for efficiently solving the eigenvalue problem of many-particle Hamiltonians on quantum computers with limited resources by splitting the workload between classical and quantum processors. This algorithm reduces the needed number of qubits at the expense of an increased number of quantum evaluations. We demonstrate the method for the Hubbard model and show how the conservation of the z-component of the total spin allows the spin-up and spin-down configurations to be computed on classical and quantum hardware, respectively. Other symmetries can be exploited in a similar manner.

I. INTRODUCTION

When quantum computers meet their full potential, they will be able to drastically out perform classical computers for a certain class of problems [1–6]. One example is determining the ground state of many-particle interacting quantum systems [7–16]. With the current state of Noisy Intermediate Scale Quantum (NISQ) devices, it is impractical to have only algorithms that put the burden of computation either totally on the quantum computer or totally on the classical computer. Algorithms that split the workload between the classical and quantum devices have the potential to exceed the performance of either device alone. In this way, algorithms can evolve alongside the hardware, shifting more of the work onto the quantum machines as their performance become more robust.

The variational quantum eigensolver (VQE) is anticipated to be one of the first algorithms that will show quantum superiority [17–19]. In the VQE algorithm, the quantum state is prepared by applying a set of parameterized quantum gates. Expectation values are calculated on the quantum device using the quantum state and then the parameters are optimized on a classical computer using the output from the quantum computer. VQE is already a nice example of an algorithm that splits the work between the classical and quantum devices. However, the limitation of current quantum hardware allows for only very short quantum circuits. Recent works have proposed shifting more of the algorithm to the classical computer by approximating parts of the simulated system using tensor networks [20, 21], and by approximating the whole system using classical shadows [22, 23]. We propose algorithms which reduce the number of qubits by shifting the calculation of part of the simulated system onto the classical computer without making approximations.

In this work, we propose hybrid quantum-classical algorithms to compute the ground state of many-body, fermionic Hamiltonians. First, we present a generalized approach for splitting a quantum many-particle system into two sections and a VQE type algorithm which can deal with one section classically and the other quantum mechanically. In this generalized approach, there are no restrictions on how the system is split. If the available classical resources have been maxed out, then each additional one-particle state would have to be included in the set treated by quantum hardware. Our algorithm scales in this case polynomially with an increasing number of one-particle states. On the other hand, if the available quantum resources have been maxed out, then each additional one-particle state would have to be included in the set treated exclusively by classical hardware. Our algorithm would then scale exponentially with an increasing number of one-particle states. Next, we focus on the Hubbard model and split the system into spin-up and spin-down sectors. The spin-up sector is solved on the classical computer while the spin-down sector is solved on the quantum computer. We will describe three different approaches to solving this spin-split model: In the first approach, the number of spin-up electrons is fixed while the spin-down space includes all possible electron numbers; in the second, we fix the parity of the spin-down sector; in the third, the total number of electrons in both spin sectors are fixed. Solving the spin-up sector on the classical computer cuts the required number of qubits in half. Putting restrictions on the spin-down sector can further reduce the number of qubits [24] but can also increase the classical workload.

II. GENERAL METHOD

The interactions in a physical system of identical fermions can generally be described by the Hamiltonian

\[
\hat{H} = \sum_{\mu \mu'} t_{\mu \mu'} c^\dagger_{\mu} c_{\mu'} + \sum_{\mu \nu \nu'} v_{\mu \nu \nu'} c^\dagger_{\mu} c^\dagger_{\nu} c_{\nu'} c_{\mu'},
\]  

(1)

where \( c^\dagger_{\mu} \) and \( c_{\mu} \) are fermionic creation and annihilation operators acting on the one-particle index \( \mu \) in the set...
M and $t_{\mu \mu'}$ and $v_{\mu \nu \mu' \nu'}$ are coefficients specifying the one- and two-particle interactions, respectively. See the appendix for expressions that can be used to compute the coefficients.

A. System Splitting

Our goal is to separate the computational problem into parts such that one part is performed classically and the other part is performed using a modified VQE approach. To that end, let us begin by defining two subsystems $A$ and $B$ and splitting the one-particle index set $M$ into two sets $M_A$ and $M_B$. Next, we define for each $\Upsilon \in \{A, B\}$, the subsystem creation operator

$$C_{\vec{n}_{\Upsilon}}^\dagger = \prod_{\mu \in M_{\Upsilon}} (c_\mu^\dagger)^{n_\mu},$$

where $\vec{n}_{\Upsilon} = (n_\mu)_{\mu \in M_{\Upsilon}}$ are particle configurations comprising particle occupation numbers $n_\mu \in \{0, 1\}$. With these operators, we can introduce the Fock states

$$|\vec{n}_{\Upsilon}\rangle = C_{\vec{n}_{\Upsilon}}^\dagger |0\rangle,$$

where $|0\rangle$ is the vacuum state, which forms a basis for the antisymmetric Fock space $F_\Upsilon$ for our system. Rather than mapping the entire $F_\Upsilon$ to the Hilbert space of the quantum register, however, we only plan to map the antisymmetric Fock space $F_B$ for subsystem $B$. A standard basis for the latter $F_B$ can be formed by the Fock states

$$|\vec{n}_{B}\rangle = C_{\vec{n}_{B}}^\dagger |0\rangle,$$

for this subsystem. For any given particle configuration $\vec{n}_A$, we can then expand an arbitrary state in $F_B$ as

$$|\Psi_{\vec{n}_A}\rangle = \sum_{\vec{n}_B} \beta_{\vec{n}_A \vec{n}_B} |\vec{n}_B\rangle,$$

where the coefficients $\beta_{\vec{n}_A \vec{n}_B}$ are normalized such that $\langle \Psi_{\vec{n}_A} | \Psi_{\vec{n}_A} \rangle = 1$. An arbitrary state in $F_B$ can then be expressed as the linear combination

$$|\Psi\rangle = \sum_{\vec{n}_A} \alpha_{\vec{n}_A} C_{\vec{n}_A}^\dagger |\Psi_{\vec{n}_A}\rangle = \sum_{\vec{n}_A \vec{n}_B} \alpha_{\vec{n}_A} \beta_{\vec{n}_A \vec{n}_B} C_{\vec{n}_{\Upsilon}}^\dagger |\vec{n}_B\rangle.$$

with the normalization $\langle \Psi | \Psi \rangle = 1$. This form allows us to find any particular state $|\Psi\rangle$, e.g., the ground state of the system, by determining $\alpha_{\vec{n}_A}$ classically and $\beta_{\vec{n}_A \vec{n}_B}$ using our modified VQE approach described below.

VQE requires the calculation of expectation values of $\hat{H}$ for various states in $F$. The expectation value for the arbitrary state $|\Psi\rangle$ is

$$\langle \Psi | \hat{H} | \Psi \rangle = \sum_{\vec{n}_A} \alpha_{\vec{n}_A}^* \alpha_{\vec{n}_A} \langle \Psi_{\vec{n}_A} | C_{\vec{n}_A} \hat{H} C_{\vec{n}_A}^\dagger | \Psi_{\vec{n}_A} \rangle.$$

To evaluate the expectation values on the right-hand side of this equation, we start by grouping the terms in the Hamiltonian

$$\hat{H} = \hat{H}_A + \hat{H}_B + \hat{H}_{AB}^{(t)} + \hat{H}_{AB}^{(v1)} + \hat{H}_{AB}^{(v2)} + \hat{H}_{AB}^{(v3)}$$

such that $\hat{H}_A$ and $\hat{H}_B$ describe interactions exclusively in subsystems $A$ and $B$, respectively, $\hat{H}_{AB}^{(t)}$ describe one-particle interactions involving both subsystems, and $\hat{H}_{AB}^{(v1)}$, $\hat{H}_{AB}^{(v2)}$, and $\hat{H}_{AB}^{(v3)}$ describe two-particle interactions with one, two, and three fermionic operators acting on subsystem $B$, respectively. The contributions to the expectation value from $\hat{H}_A$ and $\hat{H}_B$, defined by

$$\hat{H}_\Upsilon = \sum_{\mu \mu' \in M_\Upsilon} t_{\mu \mu'} c_\mu^\dagger c_{\mu'} + \sum_{\mu \mu' \nu \nu' \in M_\Upsilon} v_{\mu \nu \mu' \nu'} c_\mu^\dagger c_{\mu'} c_\nu c_{\nu'},$$

can be obtained respectively from

$$\langle \Psi_{\vec{n}_A} | C_{\vec{n}_A} \hat{H}_A C_{\vec{n}_A}^\dagger | \Psi_{\vec{n}_A} \rangle = \langle \vec{n}_A | \hat{H}_A | \vec{n}_A \rangle \langle \Psi_{\vec{n}_A} | \Psi_{\vec{n}_A} \rangle,$$

where $|\vec{n}_A\rangle = C_{\vec{n}_A}^\dagger |0\rangle,$ and

$$\langle \Psi_{\vec{n}_A} | C_{\vec{n}_A} \hat{H}_B C_{\vec{n}_A}^\dagger | \Psi_{\vec{n}_A} \rangle = \delta_{\vec{n}_A \vec{n}_A'} \langle \Psi_{\vec{n}_A'} | \hat{H}_B | \Psi_{\vec{n}_A} \rangle,$$

where $\delta_{\vec{n}_A \vec{n}_A'}$ is the Kronecker delta. Similarly, the contributions from terms involving interactions in both subspaces can be obtained from

$$\langle \Psi_{\vec{n}_A} | C_{\vec{n}_A} \hat{H}_{AB}^{(t)} C_{\vec{n}_A}^\dagger | \Psi_{\vec{n}_A} \rangle = \sum_{\mu \in M_A} \sum_{\mu' \in M_B} (-1)^{N_\mu} \left[ t_{\mu \mu'} \langle \vec{n}_A | c_\mu^\dagger | \vec{n}_A \rangle \langle \Psi_{\vec{n}_A} | c_{\mu'} | \Psi_{\vec{n}_A} \rangle - t_{\mu' \mu} \langle \vec{n}_A | c_\mu | \vec{n}_A \rangle \langle \Psi_{\vec{n}_A} | c_{\mu'}^\dagger | \Psi_{\vec{n}_A} \rangle \right]$$

(12)
where \( N_A \) is the number of particles \( \sum n_\mu \) in the configuration \( \vec{n}_A \), and

\[
\langle \Psi_{\vec{n}_A} | C_{\vec{n}_A} H_{AB} C_{\vec{n}_A}^\dagger | \Psi_{\vec{n}_A} \rangle = \sum_{\mu_1 \in M_A} \sum_{\nu_1 \in M_B} \sum_{\mu_2 \in M_A} \sum_{\nu_2 \in M_B} (-1)^{N_A} \left[ \langle \nu_1' | c_\mu_1^\dagger c_\mu_2 | \vec{n}_A \rangle \langle \Psi_{\vec{n}_A} | c_\nu_2 | \Psi_{\vec{n}_A} \rangle \right. \\
+ \left. \langle \nu_2 | c_\mu_1 c_\nu_2 | \vec{n}_A \rangle \langle \Psi_{\vec{n}_A} | c_\mu_2 | \Psi_{\vec{n}_A} \rangle \right],
\]

(13)

\[
\langle \Psi_{\vec{n}_A} | C_{\vec{n}_A} H_{AB} C_{\vec{n}_A}^\dagger | \Psi_{\vec{n}_A} \rangle = \sum_{\mu_1 \in M_A} \sum_{\nu_1 \in M_B} \sum_{\mu_2 \in M_A} \sum_{\nu_2 \in M_B} \left[ \langle \nu_1' | c_\mu_1^\dagger c_\mu_2 | \vec{n}_A \rangle \langle \Psi_{\vec{n}_A} | c_\nu_2 | \Psi_{\vec{n}_A} \rangle \right. \\
+ \left. \langle \nu_2 | c_\mu_1 c_\nu_2 | \vec{n}_A \rangle \langle \Psi_{\vec{n}_A} | c_\mu_2 | \Psi_{\vec{n}_A} \rangle \right],
\]

(14)

\[
\langle \Psi_{\vec{n}_A} | C_{\vec{n}_A} H_{AB} C_{\vec{n}_A}^\dagger | \Psi_{\vec{n}_A} \rangle = \sum_{\mu_1 \in M_A} \sum_{\nu_1 \in M_B} \sum_{\mu_2 \in M_A} \sum_{\nu_2 \in M_B} (-1)^{N_A} \left[ \langle \nu_1' | c_\mu_1^\dagger c_\mu_2 | \vec{n}_A \rangle \langle \Psi_{\vec{n}_A} | c_\nu_2 | \Psi_{\vec{n}_A} \rangle \right. \\
+ \left. \langle \nu_2 | c_\mu_1 c_\nu_2 | \vec{n}_A \rangle \langle \Psi_{\vec{n}_A} | c_\mu_2 | \Psi_{\vec{n}_A} \rangle \right].
\]

(15)

Every factor of the form \( \langle \vec{n}'_A | \hat{O} | \vec{n}_A \rangle \), where \( \hat{O} \) is some operator acting on states in subspace \( A \), can be expressed as a Kronecker delta function eliminating all but one term in the sum over \( \vec{n}'_A \) in Eq. (7). These delta functions will be found classically. The other type of factors of the form \( \langle \Psi_{\vec{n}_A} | \hat{O}_B | \Psi_{\vec{n}_A} \rangle \), where \( \hat{O}_B \) is some operator acting on states in subspace \( B \), is computed using our modified VQE algorithm.

First, let us require that the mapping from \( \mathcal{F}_B \) to the Hilbert space for the quantum register takes \( | \Psi_{\vec{n}_A} \rangle \) to \( | \Phi_{\vec{n}_A} \rangle \) for all configurations \( \vec{n}_A \). Moreover, if we define \( \hat{O} \) such that \( \hat{O}_B \rightarrow \hat{O} \), we find that the factors \( \langle \Psi_{\vec{n}_A} | \hat{O}_B | \Psi_{\vec{n}_A} \rangle \) map to \( \langle \Phi_{\vec{n}_A} | \hat{O} | \Phi_{\vec{n}_A} \rangle \). In the case, \( \vec{n}'_A = \vec{n}_A \), the latter become expectation values that can be determined using the standard VQE algorithm by preparing the state \( | \Phi_{\vec{n}_A} \rangle \) on the quantum register and performing appropriate measurements. For \( \vec{n}'_A \neq \vec{n}_A \), this approach is not possible, so we instead introduce an ancilla qubit and prepare the state

\[
| \Phi_{\vec{n}_A} \rangle = \frac{1}{\sqrt{2}} \left( | 0; \Phi_{\vec{n}_A} \rangle + | 1; \Phi_{\vec{n}_A} \rangle \right)
\]

(16)

on the quantum register. This allows us to determine

\[
\langle \Phi_{\vec{n}_A} | \hat{O} | \Phi_{\vec{n}_A} \rangle = \langle \Phi_{\vec{n}_A} | \Phi_{\vec{n}_A} \rangle \langle X - iY \rangle \otimes \hat{O} | \Phi_{\vec{n}_A} \rangle \langle \Phi_{\vec{n}_A} | \Phi_{\vec{n}_A} \rangle,
\]

(17)

where \( X \) and \( Y \) are Pauli operators, by computing the latter expectation value using the same technique as in the standard VQE algorithm for the non-ancilla qubits.

### B. VQE on blocks

In standard VQE, the ansatz is a parameterized unitary operator \( \hat{U}(\vec{\theta}) \), which when acting on the initial state \( | \tilde{0} \rangle = | 00 \ldots 0 \rangle \) of the quantum register produce \( | \Phi \rangle \) representing the many-particle state \( | \Psi \rangle \in \mathcal{F} \). Herein, we instead want to represent \( | \Psi_{\vec{n}_A} \rangle \in \mathcal{F}_B \). As the states on subsystem \( B \) are dependent on the particle configuration of subsystem \( A \), we are interested in the \( \vec{n}_A \)-dependent ansatz states \( \hat{U}(\vec{\theta}_{\vec{n}_A}) | \tilde{0} \rangle \) to describe the quantum states

\[
| \Phi_{\vec{n}_A} \rangle \approx \hat{U}(\vec{\theta}_{\vec{n}_A}) | \tilde{0} \rangle
\]

(18)

on the quantum register corresponding to \( | \Psi_{\vec{n}_A} \rangle \). The energy expectation values can be calculated as described in sec II.A. These values are then used to optimize, not only each \( \vec{\theta}_{\vec{n}_A} \) but also each \( \alpha_{\vec{n}_A} \) subject to the normalization constraint \( \sum_{\vec{n}_A} | \alpha_{\vec{n}_A} |^2 = 1 \). As noted above, to calculate

\[
\langle \Phi_{\vec{n}_A} | \hat{O} | \Phi_{\vec{n}_A} \rangle \approx \langle \tilde{0} | \hat{U}^\dagger(\vec{\theta}_{\vec{n}_A}) \hat{O} \hat{U}(\vec{\theta}_{\vec{n}_A}) | \tilde{0} \rangle
\]

(19)

we use an ancilla qubit to form the state \( | \Phi_{\vec{n}_A} \rangle \) in Eq. (16).

What we have not yet addressed is how to create this state using quantum gates. Specifically, we need to implement a controlled unitary operator \( C_{\hat{U}(\vec{\theta}_{\vec{n}_A})} \) that applies \( \hat{U}(\vec{\theta}_{\vec{n}_A}) \), if and only if the ancilla qubit is in the

[Diagram of unitary gates for creating the state]
Acting on the ancilla qubit, see Fig 1. The operators and the fermionic operators, including the number coefficients, respectively. The sites are arranged in a one-dimensional ring with the boundary condition $\sigma \in \{\uparrow, \downarrow\}$, $\epsilon$ is the electrochemical potential, and $t$ and $U$ are the hopping and onsite Coulomb interaction coefficients, respectively. The sites are arranged in a one-dimensional ring with the boundary condition $c_{L\sigma} = c_{0\sigma}$.

### III. Hubbard Model

To demonstrate our approach, we focus below on the $L$-site Hubbard model of a system with identical spin-1/2 particles described by the Hamiltonian

$$\hat{H} = \epsilon \sum_\sigma \hat{N}_\sigma + t \sum_\sigma \hat{T}_\sigma + U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow},$$

(21)

where

$$\hat{N}_\sigma = \sum_i \hat{n}_{i\sigma},$$

(22a)

$$\hat{T}_\sigma = \sum_i \left( c_{i\sigma}^\dagger c_{i+1\sigma} + \text{h.c.} \right),$$

(22b)

and the fermionic operators, including the number operators $\hat{n}_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}$, are identified by single-particle indices split into site indices $i \in \{1, 2, \ldots, L\}$ and spin indices $\sigma \in \{\uparrow, \downarrow\}$.

### A. Splitting the spin sectors

Placing spin-up and spin-down particles in subsystems $A$ and $B$, respectively, allows us to identify the particle configurations as $n_{\sigma} = (n_{1\sigma}, n_{2\sigma}, \ldots, n_{L\sigma})$ and write the many-particle state as

$$|\Psi\rangle = \sum_{\vec{n}} \alpha_{\vec{n}} \beta_{\vec{n}} |\vec{n}\rangle,$$

(23)

where the normalization yields $\sum_{\vec{n}} |\alpha_{\vec{n}}|^2 = 1$ and $\sum_{\vec{n}} |\beta_{\vec{n}}|^2 = 1$, the latter for all $\vec{n}_\uparrow$. Without any restrictions on the vector spaces for the two subsystems, the number of spin-up states and the number of spin-down states are both $2^L$.

In order to perform VQE we need to calculate the energy expectation value which is used as the cost function. We will calculate the spin-up sector of the expectation value classically. This will leave us with a set of $\vec{n}_\uparrow$-dependent spin-down states

$$|\Psi_{\vec{n}_\uparrow}\rangle = \sum_{\vec{n}_\downarrow} \beta_{\vec{n}_\uparrow,\vec{n}_\downarrow} |\vec{n}_\downarrow\rangle$$

(24)

in the Fock space $\mathcal{F}_\downarrow$. We then use the quantum device to determine the coefficients $\beta_{\vec{n}_\uparrow,\vec{n}_\downarrow}$. The expectation value of the Hamiltonian can be expressed as

$$\langle \Psi | \hat{H} | \Psi \rangle = \epsilon \sum_{\vec{n}_\uparrow} |\alpha_{\vec{n}_\uparrow}|^2 \left( \hat{N}_{\vec{n}_\uparrow} + \langle \Psi_{\vec{n}_\uparrow} | \hat{N}_{\vec{n}} | \Psi_{\vec{n}_\uparrow} \rangle \right)$$

$$+ t \sum_{\vec{n}_\uparrow,\vec{n}_\uparrow'} \alpha_{\vec{n}_\uparrow} \alpha_{\vec{n}_\uparrow'} T_{\vec{n}_\uparrow,\vec{n}_\uparrow'} \langle \Psi_{\vec{n}_\uparrow'} | \Psi_{\vec{n}_\uparrow} \rangle$$

$$+ t \sum_{\vec{n}_\uparrow} |\alpha_{\vec{n}_\uparrow}|^2 \left( \langle \Psi_{\vec{n}_\uparrow} | \hat{T}_\downarrow | \Psi_{\vec{n}_\uparrow} \rangle \right)$$

$$+ U \sum_i |\alpha_{\vec{n}_\uparrow}|^2 \sum_{\vec{n}_{i\uparrow}} \langle \Psi_{\vec{n}_\uparrow} | \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} | \Psi_{\vec{n}_\uparrow} \rangle,$$

(25)

where $N_{\vec{n}_\uparrow} = \langle \vec{n}_\uparrow | \hat{N}_\downarrow | \vec{n}_\uparrow \rangle$ and $T_{\vec{n}_\uparrow,\vec{n}_\uparrow'} = \langle \vec{n}_\uparrow' | \hat{T}_\downarrow | \vec{n}_\uparrow \rangle$. The spin-up factors $n_{i\uparrow}$, $N_{\vec{n}_\uparrow}$, and $T_{\vec{n}_\uparrow,\vec{n}_\uparrow'}$ will be calculated on the classical computer and stored for use in our modified VQE. The spin-down factors $\langle \Psi_{\vec{n}_\uparrow'} | \Psi_{\vec{n}_\uparrow} \rangle$, $\langle \Psi_{\vec{n}_\uparrow} | \hat{T}_\downarrow | \Psi_{\vec{n}_\uparrow} \rangle$, and $\langle \Psi_{\vec{n}_\uparrow} | \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} | \Psi_{\vec{n}_\uparrow} \rangle$ will be calculated using the quantum computer.

The expectation values $\langle \Psi_{\vec{n}_\uparrow} | \hat{T}_\downarrow | \Psi_{\vec{n}_\uparrow} \rangle$, and $\langle \Psi_{\vec{n}_\uparrow} | \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} | \Psi_{\vec{n}_\uparrow} \rangle$ are straightforward to calculate using the quantum device. First, map fermionic states $|\Psi_{\vec{n}_\uparrow}\rangle$ onto states of the quantum computer $|\Phi_{\vec{n}_\uparrow}\rangle$ and decompose $\hat{T}_\downarrow$ and $\hat{n}_{i\uparrow}$ into Pauli operators. Then measure the expectation value of the Pauli matrices using standard techniques. The bracket $\langle \Psi_{\vec{n}_\uparrow'} | \Psi_{\vec{n}_\uparrow} \rangle$ is harder to calculate since it does not have the form of an expectation value. For this bracket we add an ancilla qubit as in Eqs (16) and (17).

By calculating the spin up sector on the classical computer, we have reduced the number of qubits required for the quantum computation from $2L$ to $L + 1$. An additional advantage of splitting between the spin sectors is that it exploits the sparsity of the Hamiltonian. Everything is diagonal in the spin-up sector except for the elements $T_{\vec{n}_\uparrow,\vec{n}_\uparrow'}$. Furthermore, $T_{\vec{n}_\uparrow,\vec{n}_\uparrow'}$ is sparse with many blocks having all elements equal to zero. Because we calculate the $T_{\vec{n}_\uparrow,\vec{n}_\uparrow'}$ terms before running the spin-down sector on the quantum processor, we can ensure that only blocks with non-zero elements are run on the quantum device.

The price of calculating the spin-up sector classically is that we must sum over $2^L$ spin-up configurations. This number can be reduced, however, by restricting the total number spin-up fermions.

### B. Fixing the number of spin-up fermions

The Hubbard model, Eq. (21), conserves the total number of spin up and spin down fermions. Therefore, we
can reduce the size of the classical computation by fixing the number of spin-up electrons \( N_\uparrow \rightarrow N_\uparrow \). In general there are

\[
\Lambda = \left( \begin{array}{c} L \\ N_\uparrow \end{array} \right)
\]  

(26)

spin up states.

This procedure still requires \( Q = L + 1 \) qubits to solve the down spins. However, the complexity of the classical computation is greatly reduced. There is no disadvantage to fixing the number of spin-up fermions.

C. Fixing the spin-down parity

A single qubit can be removed by fixing the total parity of the spin-down sector \([26]\). This can be done by changing the qubit encoding of our fermion operators. A natural choice for for encoding is the Jordan–Wigner transformation \([27]\) for which

\[
c_\downarrow \rightarrow \frac{1}{2}(X_i + iY_i) \prod_{j=0}^{L-1} Z_j
\]

(27)

where \( X_i, Y_i \), and \( Z_i \) are the three Pauli matrices acting on qubit \( i \). This is convenient because of the simplicity of interpretation, a fermion operator at site \( i \) flips the state of qubit \( i \). However, it uses more qubits than is necessary as fermion parity is always conserved.

We can remove a qubit by changing the encoding to, for example, the parity encoding \([28, 29]\). Here the fermion operators are given by

\[
c_\downarrow \rightarrow \frac{1}{2}(Z_{i-1}X_i + iY_i) \prod_{j=i+1}^{L} X_j
\]

(28)

Note that in this encoding the total parity maps to qubit zero. Therefore, we can remove this qubit from the encoding and set the value of the parity by hand. The downside is that the Pauli decomposition of \( \hat{T}_\downarrow \) and \( \hat{n}_\downarrow \) contains a greater number of Pauli terms. For the most part, the Pauli-strings only grow by one qubit, however, the boundary term in \( \hat{T}_\downarrow \) (i.e. \( c_{L-1}^\dagger c_0 + h.c. \)) is mapped onto Pauli-strings of length \( L \).

This situation can be improved by selecting yet another encoding, namely the Bravyi-Kitaev encoding \([28, 29]\). The Bravyi-Kitaev transformation balances information about locality with information about parity so that the length of the Pauli-strings for local fermion operators is \( \mathcal{O}(\log L) \) while also having the property that the total parity is mapped to the first qubit. The exact form of the transformation is complicated and can be found in the literature \([26, 28, 29]\) so we will not write it here. For the one-dimensional Hubbard model, the Pauli-strings are still larger on average than in the Jordan–Wigner transformation. One has to make a hardware-based decision for whether it is better to have fewer qubits or shorter Pauli-strings.

D. Fixing the number of spin down fermions

Since the Hubbard model conserves the number of spin-down electrons as well as the number of spin-up electrons, we can also fix the total number of spin down fermions to \( \hat{N}_\downarrow \rightarrow N_\downarrow \). By fixing the total number of spin-down electrons, we reduce the Hilbert space of \( \hat{T}_\downarrow \) and \( \hat{n}_\downarrow \) which means we can write \( |\Phi_{\hat{N}_\downarrow} \rangle \) using fewer qubits from \( Q = L + 1 \) to

\[
Q = \left\lceil \log_2 \left( \frac{L}{N_\downarrow} \right) \right\rceil + 1
\]

(29)

This can be a major gain, however, it does increase the amount of work required for the classical computer. In fact, the number of Pauli matrices required to describe \( \hat{T}_\downarrow \) is no longer guaranteed to be linear with system size.

To find the Pauli decomposition of \( \hat{T}_\downarrow \) and \( \hat{n}_\downarrow \) we have to first create the matrix representation of both in the basis were both spins are fixed. This step is done classically and can be done efficiently by calling the states using the binary representation of integers then we can find matrix elements using binary operations, see \([30]\) for details. Once the matrix has been specified, the Pauli coefficients can be found in \( \mathcal{O}(L^2 \log L) \) operations, or less \([31]\).

IV. SIMULATION OF THE FOUR SITE HUBBARD MODEL AT HALF FILLING FIXING THE NUMBER OF BOTH SPIN SECTORS

In this section, we present results for a simulation of the four site \( (L = 4) \) Hubbard model \([\text{Eq. (21)}]\) at half filling \( (N_\uparrow = N_\downarrow = 2) \). See Fig. 2(A). The number of spin-up states is \( [L \text{ choose } N_\uparrow] = 6 \). The number of qubits we need is \( Q = 4 \) (see Eq. \( (29) \)).

We use the hardware-efficient ansatz \([19, 24]\) where single qubit gates are sandwiched between CNOT gates. See Fig. 2(B). We use two iterations of the ansatz for our simulation.

In order to calculate the off diagonal blocks, we add an ancilla qubit. For the particular ansatz we use, the general form of the off diagonal unitary in Eq. \( (20) \) can be simplified, see Fig 2(C).

The results of the simulations are plotted as the green circles in Fig. 3. The results are compared against the exact ground state (solid black curve) and the mean field solution (solid blue curve). For large values of the interaction strength \( U \), our VQE is much better than the mean field calculation.

V. CONCLUSION

We have described a method which splits the work of solving many-particle Hamiltonians between classical and quantum computers. In our main example, this is
accomplished by splitting the spin-sectors and solving one of them classically before solving the other on the quantum device. Splitting the spins in this way immediately reduces the number of qubits needed for the quantum calculation by half. A further reduction of qubits can be achieved by invoking parity, and even more qubits can be removed by invoking spin number conservation. Each time qubits are removed from the quantum calculation by half. A further reduction of qubits needed for the quantum device. Splitting the spins in this way immediately reduces the number of qubits needed for the quantum calculation by half. A further reduction of qubits can be achieved by invoking parity, and even more qubits can be removed by invoking spin number conservation. Each time qubits are removed from the quantum calculation, the classical calculation becomes more involved. Thus, we propose a ladder of strategies going from most classically intensive and least quantum intensive to least classically intensive and most quantum intensive. As quantum processors improve we will be able to climb up this ladder.

Appendix: System specification

The coefficients describing the system can be computed using the integral forms:

\[
 t_{\mu'\mu} = \int \psi_\mu^*(x) \hat{T}(x) \psi_{\mu'}(x) dx
\]  

(A.1)

and

\[
 v_{\mu\mu'\nu'\nu} = \int \int \psi_{\mu}^*(x) \psi_{\nu}^*(x') \hat{V}(x, x') \psi_{\mu'}(x) \psi_{\nu'}(x') dx dx',
\]  

(A.2)

where \( \psi_{\mu}(x) \) are one-particle basis functions on some coordinate space and \( \hat{T} \) and \( \hat{V} \) are first-quantized one- and two-particle operators, respectively.

For an isolated molecular system within the Born–Oppenheimer approximation, the integral coefficients for the electronic system can be expressed as

\[
 t_{\mu'\mu} = \sum_\sigma \int \psi_\mu^*(\vec{r}, \sigma) \left[ -\frac{\hbar^2}{2m} \nabla^2 - \frac{e^2}{4 \pi \epsilon_0} \sum_n \frac{Z_n}{|\vec{r} - \vec{R}_n|} \right] \psi_{\mu'}(\vec{r}, \sigma) d\vec{r},
\]  

(A.3)

\[
 v_{\mu\mu'\nu'\nu} = \sum_{\sigma \sigma'} \int \int \psi_{\mu}^*(\vec{r}, \sigma) \psi_{\nu}^*(\vec{r}, \sigma') \frac{e^2}{4 \pi \epsilon_0 |\vec{r} - \vec{r}'|} \psi_{\mu'}(\vec{r}, \sigma) \psi_{\nu'}(\vec{r}', \sigma') d\vec{r} d\vec{r}'
\]  

(A.4)

where \( \vec{r} \) and \( \sigma \) are spatial and spin coordinates, respectively, \( \hbar, m, e, \) and \( \epsilon_0 \) are the reduced Planck constants.

![FIG. 2. Simulation details. (A) depiction of the four site Hubbard Model at half filling. The orange circles represent sites and the blue lines show connectivity. The arrows represent spin-up and spin-down electrons. The placement of the electrons in the figure does not necessarily reflect the actual location of electrons. (B) two iterations of the ansatz used for our simulations. The single qubit rotation during iteration \( n \) on qubit \( q \) is parameterized by \( \theta_{\Lambda q} \). In the simulation we use two iterations of the ansatz. (C) circuit to apply a single iteration of the ansatz to off diagonal blocks. The set of rotations on block \( A \) are \{\theta_{\Lambda aq}\} and those on block \( B \) are \{\theta_{Baq}\}. The difference between two phases from different blocks is labeled as \( \Delta \theta_{aq} = \theta_{Baq} - \theta_{\Lambda aq} \). This circuit applies the block \( A \) rotations if the ancilla qubit is off and the block \( B \) rotations if the ancilla qubit is on. The controlled-\( R_y \) gates are generated using parameterized \( R_{2 \chi} \) gates [25].](image)

![FIG. 3. Results from the simulation of our block VQE method on the four site Hubbard model at half filling, fixing the number of particles in both spin sectors. The results of block VQE are plotted as green circles. The exact ground state is plotted as the solid black curve. The mean field result is plotted as the solid blue curve.](image)
constant, the electron mass, the electron charge, and the vacuum permittivity, respectively, and $Z_n$ and $\vec{R}_n$ are the charges and locations of the nuclei $n$.
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