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Abstract—Deep learning often requires a large amount of data. In real-world applications, e.g., healthcare applications, the data collected by a single organization (e.g., hospital) is often limited, and the majority of massive and diverse data is often segregated across multiple organizations. As such, it motivates the researchers to conduct distributed deep learning, where the data user would like to build DL models using the data segregated across multiple different data owners. However, this could lead to severe privacy concerns due to the sensitive nature of the data, thus the data owners would be hesitant and reluctant to participate. We propose LDP-DL, a privacy-preserving distributed deep learning framework via local differential privacy and knowledge distillation, where each data owner learns a teacher model using its own (local) private dataset, and the data user learns a student model to mimic the output of the ensemble of the teacher models. In the experimental evaluation, a comprehensive comparison has been made among our proposed approach (i.e., LDP-DL), DP-SGD, PATE and DP-FL, using three popular deep learning benchmark datasets (i.e., CIFAR10, MNIST and FashionMNIST). The experimental results show that LDP-DL consistently outperforms the other competitors in terms of privacy budget and model accuracy.

Index Terms—Local differential privacy, distributed deep learning, knowledge distillation, active learning

1 INTRODUCTION

Deep learning (DL) has been shown to achieve extraordinary results in a variety of real-world applications, such as skin lesion analysis [1], active authentication [2], facial recognition [3], [4], botnet detection [5], [6] and community detection [7]. In traditional DL environment, training data is held by a single organization in a centralized fashion, that executes the DL algorithms. In general, a DL model would be more accurate and robust if it has been trained with more massive and more diverse data. However, in certain real-world applications, e.g., healthcare applications, the data collected by a single organization (e.g., hospital) is often limited, and the majority of massive and diverse data is often segregated across multiple organizations. As such, it motivates the researchers to conduct DL in a distributed fashion, where the data user (e.g., researcher/organization) would like to build DL models using the data segregated across multiple different data owners (e.g., organizations). However, the data owners would be hesitant and reluctant to participate in the data user’s distributed deep learning, if the data user’s protocol cannot resolve the data owners’ important privacy concerns of their data. For instance, it has been shown that the private information could be inferred during the learning process [8], and the membership of certain training data could be traced back from the resulting trained model [9]. Hence, it is imperative to design an effective privacy-preserving distributed deep learning approach.

Designing an effective and efficient privacy-preserving distributed deep learning approach is highly challenging. To date, a few approaches [10], [11], [12] have been proposed for privacy-preserving (distributed) deep learning. Papernot et al. [10] proposes PATE, a “teacher-student” paradigm for privacy-preserving deep learning, where each data owner learns a teacher model using its own (local) private dataset, and the data user aims to learn a student model using the unlabelled public data (but no direct access to the data owners’ private data) to mimic the output of the ensemble of the teacher models, i.e., the student learns to make predictions that is the same as the most number of teachers. To ensure privacy, PATE [10] assumes a trusted aggregator to provide a differentially private query interface, where the data user could query the ensemble of the teacher models (from the data owners) using the unlabelled public data to obtain the labels for the training of the student model. However, a fully trusted aggregator barely exists in most of the real-world distributed deep learning scenarios. Chase et al. [11] proposes a private collaborative neural network learning approach, that combines secure multi-party computation (MPC), differential privacy (DP) and secret sharing. Since the MPC protocol is implemented via a garbled circuit whose size is subject to the number of parameters (i.e., the size of the gradient) of the neural network, it tends to be less efficient and not scalable while training larger neural networks. Also, in [11], using secret sharing requires at least two non-colluding honest data users which might not be practical.

To address the challenges mentioned above, in this paper, we propose LDP-DL, a privacy-preserving distributed deep learning framework via local differential privacy [13] and knowledge distillation [14]. Our approach adopts the same “teacher-student” paradigm as described in PATE [10], where each data owner learns a teacher model using its own (local) private dataset, and the data user aims to learn a student model to mimic the output of the ensemble of the
teacher models using the unlabelled public data. Knowledge distillation [14] has been applied on the ensemble of the teacher models to enable faster and more accurate knowledge transferring to the student model, and leverage the advantage of having multiple data owners (teacher models). To ensure privacy, our approach employs local differential privacy on the data owners’ side, i.e., the query results of each teacher model, which does not require any trusted aggregator (compared to [10]). Since more queries to the teacher models tends to result in more privacy leakage (i.e., cost more privacy budget), we also design an active query sampling approach that could actively select a subset of the unlabelled public dataset for the data user to query from the data owners. In the experimental evaluation, a comprehensive comparison has been made among our proposed approach (i.e., LDP-DL), DP-SCD [15], PATE [10] and DP-FL [12], using three popular deep learning benchmark datasets (i.e., CIFAR10 [16], MNIST [17] and FashionMNIST [18]). The experimental results show that our LDP-DL framework consistently outperforms the other competitors in terms of privacy budget and model accuracy.

To summarize, our work has the following contributions:

• We present a novel, effective and efficient privacy-preserving distributed deep learning framework using local differential privacy and knowledge distillation.
• We present an active sampling approach to efficiently reduce the total number of queries from the data user to each data owner, so that to reduce the total cost of privacy budget.
• A comprehensive experimental evaluation among our approach, DP-SCD [15], PATE [10] and DP-FL [12] has been conducted on three benchmark dataset (i.e., CIFAR10 [16], MNIST [17] and FashionMNIST [18]). For the sake of reproducibility and convenience of future studies about privacy-preserving distributed deep learning, we have released our prototype implementation of LDP-DL, information regarding the experiment datasets and the code of our comparison experiments.

The rest of this paper is organized as follows: Section 2 presents the preliminaries including local differential privacy and knowledge distillation. Section 3 presents the problem statement and notations of privacy-preserving distributed deep learning, and describes our proposed framework. Section 4 presents the experimental evaluation. Section 5 presents the related literature review. Section 6 concludes.

2 Preliminaries

2.1 Local Differential Privacy

Differential Privacy (DP) [19, 20] aims to protect the privacy of individuals while releasing aggregated information about the database, which prevents membership inference attacks [9] by adding randomness to the algorithm outcome. Two databases \( D \) and \( D' \) are neighbors if they differ in only one entry. The formal definition is given as follows:

\[
\Pr[D(\epsilon, \delta)\text{-DP}, A(\epsilon, \delta)] \leq e^\epsilon \cdot \Pr[D'(\epsilon, \delta)\text{-DP}, A(\epsilon, \delta)] + \delta
\]

where \( \Pr[\cdot] \) denotes the the probability of an event, \( \text{Range}(A) \) denotes the set of all possible outputs of algorithm A. Smaller values of \( \epsilon, \delta \) indicates closer between \( \Pr[D(\epsilon, \delta)\text{-DP}, A(\epsilon, \delta)] \) and \( \Pr[D'(\epsilon, \delta)\text{-DP}, A(\epsilon, \delta)] \), thus stronger privacy protection gains. When \( \delta = 0 \) the mechanism A satisfies \( \epsilon \)-DP, which provides stronger privacy guarantee than \( (\epsilon, \delta) \)-DP, where \( \delta > 0 \).

Local Differential Privacy (LDP) [13] is the local setting of DP, which does not require any trusted aggregator. In LDP, individuals (i.e., data owners) send their data to the data aggregator after privatizing data by perturbation. Hence, these techniques provide plausible deniability for individuals (i.e., data owners). Data aggregator collects all perturbed values and makes an estimation of statistics such as the frequency of each value in the population. The formal definition is given as follows:

\[
\Pr[A(v1) \in S] \leq e^\epsilon \cdot \Pr[A(v1) \in S]
\]

Compared with DP, LDP provides more protection to the data owners. Other than sending the private data directly to a trusted aggregator, the data owners could perturb their private data with the mechanism that satisfies \( \epsilon \)-LDP, and then release the perturbed data. As such, LDP provides a stronger privacy protection, since the aggregator (i.e., data user) only receives the perturbed data and the true values of the private data never leave the hands of the data owners.

2.2 Knowledge Distillation

Knowledge Distillation (KD) [14, 24, 25] was originally designed for deep neural network (DNN) compression and knowledge transfer. KD usually considers a “teacher-student” paradigm, where the teacher model is a DNN (or an ensemble of a set of DNNs) that performs well on a given dataset, and the student model is another neural network that may or may not have the same architecture as the teacher model, but aims to mimic the performance of the teacher model(s) using another public dataset. Hinton, et al. [14] proposes an end-to-end knowledge distillation framework with a loss function, namely Distillation Loss, where the output of the teacher model is used as the soft target (i.e., soft label) for the student model, and the overall loss function is presented as below:

\[
L(x; \Theta) = \alpha \cdot H(y, \sigma(z_i; T = 1)) + \beta \cdot H(\sigma(z_i; T = \tau), \sigma(z_s; T = \tau))
\]

where \( y \) is the true label of data \( x \), \( z_s \) is the output of the student model, \( z_i \) is the output of the teacher model, \( \sigma(z_i; T = 1) \) is the softened label of \( z_i \) at temperature \( T = 1 \), and \( \sigma(\cdot; T = \tau) \) is the softened label at temperature \( T = \tau \), and usually \( \tau > 1 \).
3 METHODOLOGY

3.1 Problem Statement

In this work, we aim to develop a privacy-preserving distributed deep learning framework. As shown in Fig. 1, we consider the following problem: Given $L$ data owners, each data owner $l$ holds a set of private samples $(X^l, Y^l)$, where $X^l = \{x^l_1, x^l_2, \ldots, x^l_n\}$, $Y^l = \{y^l_1, y^l_2, \ldots, y^l_n\}$, $x^l_i \in \mathbb{R}^d$, and $y^l_i \in \{1, 2, \ldots, k\}$ is the label associated with sample $x^l_i$. The untrustworthy data user would like to learn a DNN model with the help of all the data owners, and a public dataset $X^P$ that comes from the same distribution (i.e., the same problem) as the data owners’ private datasets, but does not have the label information. In our problem setting, each data owner has two privacy requirements: (i) the value of the individual private data should not be shared to the data user, and (ii) any inference of the individual private data should be prevented from using the intermediate communication messages and the data user’s DNN model.

![Fig. 1: Problem Overview.](image)

3.2 Threat Model

In our problem, we assume (i) the data user is untrustworthy, and (ii) the data owners are honest-but-curious, where each data owner follows the protocol honestly, but try to use the protocol transcripts to extract new information. We assume the value of the individual private data is what the adversaries would like to acquire during the whole protocol. Hence, the adversaries could be the data user, the participating data owners or an outside attacker that has the access to the intermediate communication messages or the data user’s DNN model. We also assume that the adversaries may have arbitrary background knowledge and might collude with each other. Our work aims to protect the privacy of each data owner’s individual private data while providing the reasonable utility to the data user’s DNN model. Since we assume that the data user is untrustworthy, it is of the data user’s own interest to correctly execute the algorithm or not. However, while using our proposed framework, if the untrustworthy data user behave dishonestly, it will not compromise data owner’s privacy, but will only hurt the utility of the data user’s DNN model. Furthermore, since the data owners are assumed to be honest-but-curious, the poisoning [26], backdoor [27], [28] or trojans [29] attacks (e.g., the data owner actively and maliciously modify their inputs to influence the performance of the data user’s DNN model) are beyond the scope of this work.

Algorithm 1: Locally Differentially Private Distributed Deep Learning (LDP-DL)

| Input: $\{(X^1, Y^1), (X^2, Y^2), \ldots, (X^L, Y^L)\}; X^P$; active query sampling size (per iteration) $S$; the number of queries available for each selected public sample $N_Q$; distillation learning batch size $S_{db}$.
| Output: Student Model $M_S$. |
| 1 for $l \in \{1, 2, \ldots, L\}$ do |
| 2 Data owner $l$ trains a teacher model $M_T_l$ using his/her private dataset $(X^l, Y^l)$; |
| 3 Initialize the student model $M_S$ by the data user; |
| 4 while $|X^P| \geq S$ and the accuracy of $M_S$ is not acceptable do |
| 5 $X^Q \leftarrow$ ActiveQuerySampling($M_S, X^P, S$); |
| 6 $X^P \leftarrow X^P - X^Q$; |
| 7 $(X^Q, Y^Q, T^Q) \leftarrow$ $\varnothing$; |
| 8 for $x \in X^Q$ do |
| 9 $z^l \leftarrow (0, 0, \ldots, 0)^{1 \times k}$; |
| 10 Randomly select $N_Q$ data owners from $\{1, 2, \ldots, L\}$ to form a subset $O_Q$; |
| 11 for $l \in O_Q$ do |
| 12 $z^l \leftarrow PrivacySanitize(M_T_l(x))$; |
| 13 $z^l \leftarrow z^l + z^l_q$; |
| 14 $z^l \leftarrow z^l/N_Q$; |
| 15 $(X^Q', Y^Q') \leftarrow (X^Q', Y^Q') \cup \{(x, z_l)\}$; |
| 16 while $|(X^Q', Y^Q')| \geq S_{db}$ do |
| 17 Sample a batch $(X^Q', Y^Q')$ of size $S_{db}$ from $(X^Q', Y^Q')$; |
| 18 Compute distill loss $L_{distill}^i$ over $(X^Q', Y^Q')$ by Eq.; |
| 19 Backpropagate by $L_{distill}^i$ to update $M_S$; |
| 20 return $M_S$. |

3.3 Privacy-preserving Distributed Deep Learning

Our proposed privacy-preserving distributed algorithm framework, as shown in Fig. 2, consists of four stages that work synergistically between the data owners and the data user. Algorithm 1 shows the pseudo-code of our algorithm. Firstly, each data owner trains a teacher model using his/her own private dataset (i.e., lines 1-2), and the data user initialize the student models with random or pretrained (i.e., ImageNet [30]) parameters (i.e., line 3). The student model and all the teacher models do not have to use the same DNN architecture. Secondly, in each iteration, the data user efficiently selects a subset of the available public dataset (i.e., lines 5-6), that could better improve the performance of the current student model in the upcoming training, using our well-designed active query sampling approach. The active query sampling component aims to reduce the total number of queries to each teacher model, thus saving the privacy budgets. Thirdly, the data user uses the selected subset of the public data (no labels) to query each of the teacher model...
3.4 Private Query from Teacher Models

In our proposed algorithm, upon receiving the query data from the data user, each data owner evaluates it using his/her own teacher model and gets the data’s soft label. Each data owner perturbs the query data’s soft label (using LDP techniques) and then sends the perturbed value to the data user to transfer the distilled knowledge. The data user aggregates the received sanitised query results (i.e., averaged over the query results sent by all the selected data owners) of each data, and leverage the knowledge distillation techniques (using the subset of the public data, and the distilled knowledge) to update/train the student model. The details of the most important three components in our framework (i.e., private query from teacher models, build student model via knowledge transfer and active query sampling) are described in the subsequent sections.

Algorithm 2: Piecewise Mechanism for One-Dimensional Numerical Data (PM-ONE) [13]

**Input:** tuple \( z_i \in [-1, 1] \); privacy budget \( \epsilon \).

**Output:** perturbed tuple \( z'_i \in [-\Delta, \Delta] \).

1. \( \Delta \leftarrow \frac{\epsilon}{\epsilon + 2} \).
2. \( L(z_i) \leftarrow \frac{\Delta + 1}{z_i} \).
3. \( R(z_i) \leftarrow L(z_i) + \Delta - 1 \).
4. Sample value \( v \) uniformly at random from \([0, 1] \).
5. If \( v < \frac{\epsilon}{\epsilon + 2} \),
   then
   6. Sample \( z'_i \) uniformly at random from \([L(z_i), R(z_i)] \).
   7. else
   8. Sample \( z'_i \) uniformly at random from \([-\Delta, L(z_i)] \cup [R(z_i), \Delta] \);
9. return \( z'_i \).

Algorithm 3: Piecewise Mechanism for Multidimensional Numerical Data (PM) [13]

**Input:** tuple \( z \in [-1, 1]^k \); privacy budget \( \epsilon \).

**Output:** perturbed tuple \( z' \in [-k \cdot \Delta, k \cdot \Delta]^k \).

1. \( z' \leftarrow 0, 0, \ldots, 0 \);
2. \( m \leftarrow \max \{1, \min \{k, \lfloor \frac{\epsilon}{\Delta} \rfloor \} \} \);
3. Sample \( m \) values uniformly without replacement from \([1, 2, \ldots, k] \);
4. for each sampled attribute \( j \) do
5. \( z'_j = \frac{a}{m} \cdot PM-ONE(z_j, \frac{a}{m}) \);
6. return \( z' \).
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Fig. 2: The Overview of LDP-DL Framework.
control the utility of the distilled knowledge. Furthermore, since all the soft labels are multidimensional numerical values, different from the hard labels which are categorical values, we can not directly adopt the encoding-based LDP techniques \[^{[23]}\].

To achieve our goal, we adopt the Piecewise Mechanism (PM) \[^{[13]}\] that is designed to perturb the multidimensional numerical values, and has an asymptotic optimal error bound for the mean estimation problem. Alg. \[^{[2]}\] shows the PM for one-dimensional numerical data (i.e., PM-ONE). To simplify our explanation, in this section, the value to be perturbed (i.e., the soft labels of \(k\) classes) is denoted as \(z \in \mathbb{R}^k\), \(z = [z_1, z_2, \ldots, z_k]\). PM-ONE (Alg. \[^{[2]}\]) takes a one-dimensional numerical data \(z_i \in [-1, 1]\) as the input, and returns its perturbed value \(z''_i \in [-\Delta, \Delta]\), where \(\Delta \leftarrow \frac{\epsilon^r}{\epsilon^r / 2 + 1}\) is small and thus \(z''_i\) has relatively high probability (i.e., \(\epsilon^r / 2 + 1\)) to be close to \(z_i\). As shown in \[^{[13]}\], while applying PM-ONE, \(\frac{1}{n} \sum_{i=1}^n z_i'' - \frac{1}{n} \sum_{i=1}^n z_i = O(\frac{\sqrt{\log(1/\beta)}}{\epsilon / \sqrt{n}})\) with at least \(1 - \beta\) probability for the task of mean estimation, which is an asymptotically optimal error bound.

Alg. \[^{[2]}\] shows the PM for multidimensional numerical data (i.e., PM), where for each data of \(k\) dimensions, it randomly selects \(m\) (i.e., \(m < k\)) attributes to perturb. Alg. \[^{[3]}\] is designed to reduce the amount of noise in the task of mean estimation for multidimensional numerical data. While using Alg. \[^{[2]}\] to perturb \(k\) attributes, each attribute evenly shares a privacy budget of \(\frac{\epsilon}{k}\), and the total amount of noise in the mean estimation is \(O(\frac{\sqrt{\log(k)}}{\epsilon \sqrt{n}})\), which is super-liner to \(k\). However, it has been shown \[^{[13]}\] that while using Alg. \[^{[3]}\], \(E[\max_{j=1,k} \frac{1}{n} \sum_{i=1}^n z''_{i,j} - \frac{1}{n} \sum_{i=1}^n z_{i,j}] = O(\frac{\sqrt{\log(k)}}{\epsilon \sqrt{n}})\) with at least \(1 - \beta\) probability for the task of mean estimation, which is still an asymptotically optimal error bound.

### 3.4.1 Privacy Budget Analysis of LDP-DL

As described in Section \[^{3.1}\], in our proposed framework, there are \(|X^P|\) public data and \(L\) data owners in total. If each public data could query the teacher model for at most \(N_Q\) times (Section \[^{3.3}\]), each teacher model will be queried for at most \(r = \frac{|X^P| \cdot N_Q}{L}\) times by average. Suppose for each private query, the perturbed query result satisfies \(\epsilon_i\)-LDP. According to the composition property of LDP \[^{[32]}\], to meet the requirement of \(\epsilon\)-LDP for each data owner’s private data, we need to satisfy \(\sum_{i=1}^{N_Q} \epsilon_i \leq \epsilon\). Since each data owner would participate in the private query for at most \(r\) times by average, it requires \(\epsilon_i \leq \frac{\epsilon}{r}\). Then, the noise of each query result becomes \(O\left(\frac{r \sqrt{\log(k)}}{\epsilon \sqrt{n}}\right)\), which is linear to \(r\). Since each public data would be queried for at most \(N_Q\) times, the noise of the mean estimation of each public data’s soft label (i.e., distilled knowledge) would be \(O\left(\frac{r \sqrt{\log(k)}}{\epsilon \sqrt{n}}\right) = O\left(\frac{|X^P| \cdot \sqrt{N_Q} \cdot \sqrt{\log(k)}}{\epsilon \cdot L}\right)\). Since \(\epsilon\) is the privacy budget that should be controlled by the data owner’s preference, and \(N_Q\) has the direct influence on the precision of each query result’s mean estimation that should be decided on the data user’s empirical study, to reduce the overall noise, it is better to increase the number of participant data owners (i.e., \(L\)) or decrease the size of the set of public data (i.e., \(|X^P|\)) utilized for private query (as described in Section \[^{3.6}\]).

### 3.5 Build Student Model via Knowledge Transfer

While the data user receiving all the query results from the data owners, our proposed framework uses the knowledge distillation technique to transfer the knowledge learned from the queried teacher models to the student model. Our usage of knowledge distillation is slightly different from the it conventional usage (as described in Section \[^{2.2}\]), where (i) we only focus on the knowledge transfer perspective of KD, but not the model compression, thus the student model and all the teacher models could use different and arbitrary DNN architectures; and (ii) in our case, the public dataset does not have the true label information, thus cannot directly use equation \[^{[3]}\]. Hence, in our framework, the student model is trained to minimize the gap between its own predicted soft label and the aggregated soft label from the teacher models, i.e., the knowledge distillation loss:

\[
\mathcal{L}(x; \Theta) = \alpha \cdot \mathcal{H}(\sigma(z_i; T = 1), \sigma(z_i; T = 1)) + \beta \cdot \mathcal{H}(\sigma(z_i; T = \tau), \sigma(z_i; T = \tau))
\]

where \(z_s\) is the soft label predicted by the student model, \(z_i\) is the aggregated soft label from the teacher models, \(T\) is the temperature parameter, and \(\sigma(z; T) = \text{softmax}(z / T)\). The temperature parameter is usually set to 1. While \(T > 1\), the probabilities of the classes whose normal values are near zero would be increased. To better distill the knowledge to the student, two temperature values are adopted in our KD loss (i.e., \(T = 1\) and \(T = \tau > 1\)).

![Fig. 3: Active Query Sampling](image-url)

#### 3.6 Active Query Sampling

As analyzed in Section \[^{3.4.1}\], one direction to reduce the overall noise of the soft label estimation (thus enhance the overall performance) is to decrease the size of the set of public data (i.e., \(|X^P|\)) utilized for private query. In this section, we present an active query sampling approach that could actively and adaptively choose samples from the public dataset batch-by-batch to query the teacher models. As shown in Fig. \[^{3}\], we adopt a “least confidence” strategy \[^{[33]}\], where in iteration, we attempt to select a set of query samples from the public dataset that the student model shows the “least confidence” at. To be specific, our active query sampling follows the procedure described below:
1) Select an initial subset of $S$ unlabeled public data $X^Q$ uniformly at random from $X^P$. Update $X^P \leftarrow X^P - X^Q$.

2) Use $X^Q$ to query the teacher models, and use the distilled knowledge to train the student initial student model $M_S$.

3) For each available public data $x_i \in X_P$, evaluate it on the student model $M_S$. Let $P_j$ denote the probability of $x_i$ belonging to class $j \in \{1, 2, \ldots, k\}$ predicted by $M_S$. Let $P_i = \{P_{i1}, P_{i2}, \ldots, P_{ik}\}$, and suppose $\sum_{j=1}^{k} P_{ij} = 1$. Let $P^*_{il}$ be the largest value (posterior probability) in $P_i$. Then, repeat the procedure below for $S$ times to select $S$ query samples:

$$x_i \leftarrow X^P \quad \quad \quad P_i \leftarrow M_S(x_i) \quad \quad \quad X^Q \leftarrow X^Q \cup \arg\min_{x_i} \frac{1}{m-1} \sum_{l=1}^{k} (P^*_{il} - P_{il}) \quad (5)$$

$$X^P \leftarrow X^P - X^Q$$

Then, use $X^Q$ to query the teacher models, and use the distilled knowledge to train the student initial student model $M_S$.

4) Repeat 3), until the student model meet the performance requirement or no more public data available (i.e., $X_P = \emptyset$).

4 Experimental Evaluation

In this section, we evaluate the effectiveness of our proposed method, LDP-DL, on three popular image benchmark datasets (i.e., CIFAR-10 [16], MNIST [17] and Fashion-MNIST [18]) with three basic LDP mechanisms (i.e., Piecewise mechanism [13], Duchi’s mechanism [22] and Laplace mechanism [34]). We also evaluate the performance of our proposed Active Query Sampling (AQS) of our approach.

Then, we compare LDP-DL with three state-of-the-art approaches, i.e., DP-SGD [15], PATE [10] and DP-FL [12].

4.1 Experiment Environment

All the experiments were conducted on a PC with an Intel Core i9-7980XE processor, 128GB RAM, a Nvidia GeForce GTX 1080Ti graphic card, running 64-bit Ubuntu 18.04 LTS operating system. All the experiments are implemented using Python 3.7.

4.2 Experiment Datasets

Three popular benchmark image datasets are utilized to conduct our experimental evaluation:

1) CIFAR-10 [16]: CIFAR-10 (Canadian Institute For Advanced Research) is a widely used benchmark dataset to evaluate deep learning algorithms. This dataset is a subset of the 80 million tiny images dataset. It contains 60,000 32 x 32 color photographs of objects in 10 different classes, such as frogs, birds, cats, ships, etc. For each class, there are 6,000 images in total, where the testing set includes exactly 1,000 images that randomly selected from each class, and the training set contains the remaining 5,000 images in a random order.

2) MNIST [17]: MNIST (Modified National Institute of Standards and Technology database) dataset is a collection of handwritten digits that is commonly used in the field of image processing and machine learning. This dataset is created by “re-mixing” samples from the NIST dataset. It contains 70,000 28 x 28 grayscale images in 10 different classes, i.e., 10 digits, from 0 to 9. The handwritten digits have been size-normalized and centered in each images. The 70,000 samples have been separated to 60,000 training samples and 10,000 testing samples.

3) Fashion-MNIST [18]: This dataset is a collection of Zalando’s article images, which is created as a drop-in (more challenging) replacement for MNIST to better represent modern computer vision tasks. It contains 70,000 28 x 28 grayscale images in 10 different classes. Each class is a kind of cloth, such as T-shirt, dress, trouser, sneaker, etc. There are 60,000 training samples and 10,000 testing samples.

4.3 Experimental Setup

In our experiments, we assume the data owner’s teacher models are using ResNet50, and the data user’s student model is using ResNet18. For each experiment dataset, we assume each data owner has 4,000 private samples to train his/her teacher model (i.e., ResNet50). The data user would query 200 public samples in each iteration of the Active Query Sampling (AQS) process, and query 5 iterations in total to train his/her student model (i.e., ResNet18). Each teacher and student model has been trained for 20 epochs with a batch size of 32.

As discussed in Section 3.4.1, there are three major parameters that we would like to tune and evaluate in our approach, such as the privacy budget ($\epsilon$), the number of queries of each public sample ($N_Q$) and the total number of participated data owners ($L$). We use various combinations of $\epsilon$, $N_Q$ and $L$ to evaluate our approach, where $\epsilon \in \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10\}$, $N_Q \in \{10, 20, 30, 40, 50, 60, 70, 80, 90, 100\}$, and $L \in \{1, 000, 2, 000, 3, 000, 4, 000, 5, 000, 6, 000, 7, 000, 8, 000, 9, 000, 10, 000\}$.

Then, we evaluate the performance of our approach while with and without the Active Query Sampling (AQS) process. Also, we evaluate the performance of our approach’s private query using three basic LDP mechanisms, including Piecewise mechanism [13], Duchi’s mechanism [22] and Laplace mechanism [34]. All the experiments have been repeated for 10 times and we take the average as the reported results.

4.4 Effectiveness Analysis

In this section, we evaluate the effectiveness of our approach on three benchmark image datasets with different parameters and basic LDP mechanisms (as shown in Fig. 4, Fig. 5 and Fig. 6). We can observe that Piecewise mechanism always performs better than Duchi’s mechanism and Laplace mechanism in our framework. Moreover, the results with our AQS process consistently outperforms the ones without our AQS process, which demonstrates that our proposed AQS could dramatically save the privacy budget and prevent privacy budget exploding from happening in privacy-preserving distributed deep learning training.
From Fig. 4, Fig. 5 and Fig. 6, we observe that:

- The effectiveness of single parameter, as shown in Fig. 4, Fig. 5 and Fig. 6, is affected by multiple parameters ($\epsilon$, $N_Q$ and $L$).
- To evaluate the effectiveness of single parameter, as shown in Fig. 4, Fig. 5 and Fig. 6, the other parameter are set as constant values.
- From Fig. 4, Fig. 5 and Fig. 6 we observe that:
  1. The total privacy budget ($\epsilon$): This parameter controls the noise scale of the private queries from each data owner’s teacher model. We investigate $\epsilon$ from 1 to 10. Fig. 4a, Fig. 5a and Fig. 6a show the impact of the privacy budget on the results of our approach. As the privacy budget $\epsilon$ increasing, the accuracy increases, since less noise would be added to the data owners’ perturbed distilled knowledge. In LDP mechanisms, greater $\epsilon$ results in smaller-scaled noise, and vice versa. While querying from multiple data owners’ teacher models, the aggregation of the query results with smaller-scaled noise gives more information towards the data user’s student model. Namely, the aggregated value is more close to the actual value, which benefits the training of the data user’s student model. As such, a greater $\epsilon$ would result in a better accuracy performance.
  2. The number of queries ($N_Q$): This parameter controls the number of data owners’ teacher models to be queried for each unlabelled public data. Fig. 4b, Fig. 5b and Fig. 6b illustrate the results under different number of queries of each public data. As the number of queries increasing, the accuracy decreases, which is inline with our analysis in Section 3.4.1. Because increasing the number of queries of each public data will actually result in more noise being added to each query result while maintaining the same total privacy budget. Specifically speaking, as shown in our results, as $N_Q$ increasing, the accuracy of the data user’s stu-
dent model only slightly declines while utilizing either Piecewise mechanism or Duchi’s mechanism. However, for the Laplace mechanism, the accuracy significantly decreases while \( N_Q \) increasing. Because different LDP mechanisms would result in different noise scale in terms of \( N_Q \). Compared with Laplace mechanism, Using Piecewise mechanism and Duchi’s mechanism would decrease the influence of \( N_Q \) on the performance of our LDP-DL framework.

3) The number of data owners (\( L \)): This parameter indicates the number of data owners participated in our LDP-DL framework. As analyzed in section 3.4.1 increasing the number of participated data owners can reduce the overall noise of the aggregated information. Fig. 4c, Fig. 5a and Fig. 6c show the influence of the number of participated data owners on the performance of our approach. As more data owners participating in our framework, the accuracy tends to increase. Since the total privacy budget is controlled by each data owner’s preference, to obtain an appropriate performance of the data user’s student model, the number of participated data owners of our LDP-DL framework should be set to a sufficient value.

4.5 In Comparison with Existing Approaches

In this section, we have compared our LDP-DL framework with 3 state-of-the-art approaches: DP-SGD [15], PATE [10] and DP-FL [12].

- **DP-SGD [15]**: Differentially Private Stochastic Gradient Descent (DP-SGD) algorithm trains the deep neural network with differential privacy under a centralized setting. It utilizes the Gaussian mechanism on random subset of examples to produce average noisy gradient for model optimization. This approach does not have available code from public resource. Therefore, we directly refer the results presented in the original paper.

- **PATE [10]**: Private Aggregation of Teacher Ensembles (PATE) proposed a distributed teacher-student framework. The privacy guarantee comes from the perturbation on teachers voting aggregation. The ensemble decision based on the noisy voting provides the label of student model’s training data. The student model is trained on semi-supervised learning with GANs. PATE [10] are evaluated on the code provided by the paper authors.

- **DP-FL [12]**: Differentially Private Federated Learning (DL-FL) describes a federated optimization algorithm under private manner. Instead of directly averaging the distributed client models updates, an alter approach that use random sampling and Gaussian mechanism on sum of clients updates is introduced to approximate the averaging. The curator collects the noisy updates to optimize the center server model. Since the original paper aims at protecting the privacy at the client’s level but not at the sample’s level, DP-FL [12] are evaluated on the code published by the author with some minor changes to enable privacy preservation at the sample’s level.

Table 1 shows the results of different approaches under the same privacy budgets. The results of LDP-DL are evaluated under parameters \( L = 10,000, N_Q = 30 \). For the other approaches, we strictly follow the settings mentioned in the corresponding papers and keep the common parameters (such as the number of data owners (clients), privacy budgets) at the same level. Under the same level of privacy budgets, we can observe that LDP-DL consistently outperforms the other competitors. The improvement can be derived from the knowledge distillation and active query sampling. Knowledge distillation leverage richer information while transferring the knowledge from the teacher models to a student model. Meanwhile, active query sampling efficiently reduces the total number of queries from the data user (i.e., the student model) to the data owners (i.e., the teacher models). As such, the total cost of privacy budget is been reduced dramatically.

5 Related Work

Local Differential Privacy (LDP) has been proposed [22] to remove the trusted curator of the centralized differential privacy. LDP also provides the data owner more controls on the information left hands in a more strict and realistic privacy manner. LDP for statistical information collection and estimation have been well studied in the past decades [23], [35], [36], [37], [38], [39], [40].

Recently, more works propose to apply DP or LDP in data mining and machine learning applications, such as clustering [42], Bayesian inference [43], frequent itemset mining [44], and probability distribution estimation [45], [46], [47]. However, only a few recent works aim to use LDP in deep learning. For instance, Abadi et al. [15] propose to train the deep neural network via stochastic gradient descent with differential privacy under a centralized setting. However, it not only requires an impractical trusted third party to serve as the trusted curator but also has the privacy budget exploding issue (i.e., causing impractical huge privacy budget to train a meaningful deep learning model).

Papernot et al. [10] proposes PATE, a “teacher-student” paradigm for privacy-preserving deep learning, where each data owner learns a teacher model using its own (local) private dataset, and the data user aims to learn a student model using the unlabelled public data (but no direct access to the data owners’ private data) to mimic the output of the ensemble of the teacher models, i.e., the student learns to make predictions that is the same as the most number of teachers. To ensure privacy, PATE [10] assumes a trusted aggregator to provide a differentially private query interface, where the data user could query the ensemble of the teacher models (from the data owners) using the unlabelled public data to obtain the labels for the training of the student model. However, a fully trusted aggregator barely exists in most of the real-world distributed deep learning scenarios. Chase et al. [11] proposes a private collaborative neural network learning approach, that combines secure multi-party computation (MPC), differential privacy (DP) and secret sharing. Since the MPC protocol is implemented via a garbled circuit whose size is subject to the number of parameters (i.e., the size of the gradient) of the neural network, it tends to be less efficient and not scalable while training larger neural networks. Also, in [11], using secret
sharing requires at least two non-colluding honest data users which might not be practical. In [12], the authors present a federated optimization algorithm under private manner. Instead of directly averaging the distributed client models updates, an alter approach that use random sampling and Gaussian mechanism on sum of clients updates is introduced to approximate the averaging. The curator collects the noisy updates to optimize the center server model. However, this approach only focus on training small deep learning models (i.e., only training one or very few number of iterations) and easier datasets (i.e., not testing on any image datasets).

Our approach aims to solve the challenges left by the previous approaches. The difference could be summarized in three folds: (i) our approach aims to enable training large deep neural networks (e.g., ResNet) on popular benchmark image datasets (e.g., CIFAR-10); (ii) our approach designs a proactive mechanism (i.e., the active query sampling) to reduce the overall privacy budget efficiently to prevent privacy budget exploding while training large deep neural networks; (iii) our approach is not based on federated learning, thus does not have to satisfy the requirements of performing federated learning (e.g., clients being online around the same time period).

6 CONCLUSION

In this paper, we proposed LDP-DL, a novel, effective and efficient privacy-preserving distributed deep learning framework using local differential privacy and knowledge distillation. We also present an active sampling approach to efficiently reduce the total number of queries from the data user to each data owners, so that to reduce the total cost of privacy budget. In the experimental evaluation, a comprehensive comparison has been made among our algorithm and three state-of-the-art privacy-preserving deep learning approaches. Extensive experiments have been conducted on three benchmark image datasets. Our results show that LDP-DL consistently outperforms the other competitors in terms of privacy budget and model accuracy.
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