Abstract
In this paper we prove an asymptotic $C^{1,\gamma}$-estimate for value functions of stochastic processes related to uniformly elliptic dynamic programming principles. As an application, this allows us to pass to the limit with a discrete gradient and then to obtain a $C^{1,\gamma}$-result for the corresponding limit PDE.
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1 Introduction
In this paper we deal with regularity estimates for solutions to certain equations that appear naturally when one considers value functions of stochastic games. We consider a class of discrete stochastic processes or equivalently functions satisfying a dynamic programming principle (DPP). To be more precise, for example, we can consider functions that satisfy a uniformly elliptic DPP such as

$$u(x) = \alpha \frac{u(x + \varepsilon v) + u(x - \varepsilon v)}{2} + \beta \int_{B_1} u(x + \varepsilon y) \, dy$$
where \( \nu \in B_{\Lambda} \) is a fixed vector, \( B_{\Lambda} \) is a ball in \( \mathbb{R}^n \) of radius \( \Lambda \) and the parameters that appear in the equation verify \( \beta, \varepsilon, \Lambda > 0, \alpha \geq 0, \) and \( \alpha + \beta = 1. \) Our result also applies to solutions of the nonlinear DPP given by

\[
u \in \frac{B}{\Lambda_1}
\]

where \( \frac{B}{\Lambda_1} \) is a ball in \( \mathbb{R}^n \) of radius \( \frac{1}{\Lambda_1} \) and the parameters that appear in the equation verify \( \beta, \varepsilon, \Lambda > 0, \alpha \geq 0, \) and \( \alpha + \beta = 1. \) Our result also applies to solutions of the nonlinear DPP given by

\[
\begin{align*}
\frac{B}{\Lambda_1}
\end{align*}
\]

In [4] a control problem associated to the nonlinear example is presented and, in the limit as \( \varepsilon \to 0, \) a local PDE involving the dominative \( p \)-Laplacian operator arises. Heuristically, the above DPP can be understood by considering a value \( u \) at \( x, \) which can be computed by summing up different outcomes with corresponding probabilities: either a maximizing controller who gets to choose \( \nu \) wins (probability \( \alpha \)), or a random step occurs (with probability \( \beta \)) within a ball of radius \( \varepsilon. \) If the controller wins, the position moves to \( x + \varepsilon \nu \) (probability \( 1/2 \)) or to \( x - \varepsilon \nu \) (probability \( 1/2 \)). Also Isaacs type dynamic programming principle

\[
\begin{align*}
\frac{B}{\Lambda_1}
\end{align*}
\]

with \( V \subset \mathcal{P}(B_{\Lambda}) \), a subset of the power set, and \( \beta > 0 \) can be mentioned as an example.

Our main contribution is a \( C^{1,\gamma} \)-estimate in Theorem 3.4 and with \( x \)-dependent Lipschitz running cost in Theorem 3.7. To obtain these results, we consider a difference quotient and first show that it is bounded by using the Hölder results obtained in [2], and then that the quotient satisfies suitable extremal inequalities. Then we use Hölder results from [2] on the quotient, and iterate to obtain the \( C^{1,\gamma} \)-estimate. This sketch is along the lines of the PDE proof in Sect. 5.3 of [8], see also [9] and [11]. However, there is a substantial difficulty: it is well known that value functions we consider are not even continuous (see Sect. 5 below). The regularity techniques in PDEs use heuristically speaking the fact that there is information available in all scales. Concretely, scaling arguments in the space variable are freely used in those proofs. For a discrete process, the step size \( \varepsilon \) sets a natural limit for the scale, and this limitation has some crucial effects, for example the mentioned discontinuity. Thus even a meaningful statement of \( C^{1,\gamma} \)-estimate is not immediate in this context, and \( \varepsilon \) needs to be carefully taken into account in the proofs. The \( C^{1,\gamma} \)-estimate

\[
\begin{align*}
\frac{B}{\Lambda_1}
\end{align*}
\]

and the other estimate we obtain in Theorem 3.4 are and need to be necessarily asymptotic (notice the extra term \( \varepsilon^{1+\gamma} \) that appears in the right hand side). To the best of our knowledge, only Hölder and Lipschitz estimates, for example in [15, 16, 18] as well as in [1] (under some additional assumptions, and different operators), have been so far available in this context.

The \( C^{1,\gamma} \)-estimates in Theorem 3.4 suffice in many applications, for example: in passing to the limit with value functions and discrete gradients, and then obtaining

\[
\begin{align*}
\frac{B}{\Lambda_1}
\end{align*}
\]
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the $C^{1,\gamma}$-estimate for the corresponding limiting PDE. We discuss this in Sect. 4. As examples of the limit PDEs that can appear in our context, let us mention

$$\lambda_k(D^2 u) + \Delta u = f,$$

where

$$\lambda_k(D^2 u) = \inf_{\dim(V) = k} \sup_{v \in V} (D^2 u; v)$$

is the $k-$th eigenvalue of $D^2 u$, and $V$ is a subspace of a specified dimension, see also [6]. The applicability of the results is by no means limited to this example, but rather apply to many kind of fully nonlinear uniformly elliptic PDEs.

The Hölder regularity with mild assumptions has been crucial in obtaining the higher regularity results in the past: De Giorgi and Nash established such an estimate for divergence form equations and thus solved the final step in Hilbert’s 19th problem. In 1979 Krylov and Safonov [13] established Hölder regularity for second order elliptic equations in nondivergence form with merely bounded and measurable coefficients. This opened a way to develop higher regularity theory for fully nonlinear elliptic equations. In the case of the viscosity solutions in this context $C^{1,\gamma}$-regularity among other results can be found in [7]. For an account and further references about this development, see for example [8, 12]. The results in [2, 3] give us a counterpart for Krylov-Safonov regularity results for the discrete stochastic processes we are studying here, and are a key to the higher regularity established in this paper. The solution $u$ may not be continuous, but the size of the jumps can be controlled in terms of $\varepsilon$. In [2] an asymptotic $\gamma$-Hölder regularity result was obtained, that is

$$|u(x) - u(z)| \leq C \left( |x - z| \gamma + \varepsilon^\gamma \right),$$

see Theorem 3.1 for details.

As an example that is not covered by our results, we mention the tug-of-war with noise. In this case the simplest version of the dynamic programming principle with the running cost reads as

$$u(x) = \alpha \left( \sup_{B_\varepsilon(x)} u + \inf_{B_\varepsilon(x)} u \right) + \beta \int_{B_\varepsilon(x)} u(z) dz + \varepsilon^2 f(x),$$

where $\alpha + \beta = 1$, $\alpha, \beta \geq 0$, see [17]. The Hölder estimates in [2, Sect. 7] hold for this example: the key difference is that now extremal inequalities are needed for a difference quotient, cf. (3.6), and for the tug-of-war with noise such inequalities do not hold for the difference. The $C^{1,\gamma}$-regularity for the tug-of-war game with noise is a well known open problem in the field; a related problem for pure tug-of-war is mentioned in [19]. In the PDE context, tug-of-war with noise is related to the $p$-Laplace equation, $\Delta_p u = \text{div}(|\nabla u|^{p-2} \nabla u) = f$. 

\( \square \) Springer
2 Preliminaries

Let us start with the dynamic programming principle given as an example in the introduction

\[
  u(x) = \alpha \sup_{v \in B_\Lambda} \frac{u(x + \varepsilon v) + u(x - \varepsilon v)}{2} + \beta \int_{B_1} u(x + \varepsilon y) dy
\]

where \( \beta, \varepsilon, \Lambda > 0, \alpha \geq 0, \alpha + \beta = 1, \) and \( \int_{B_1} := |B_1|^{-1} \int_{B_1} \) denotes the integral average. We can rewrite this as

\[
  \mathcal{L}^+_\varepsilon u = 0
\]

where \( \mathcal{L}^+_\varepsilon u \) is as in the next definition, and represents an extremal operator analogous to the extremal Pucci operator in the PDE theory.

**Definition 2.1** Let \( u : \mathbb{R}^n \to \mathbb{R} \) be a bounded Borel measurable function. We define the extremal operator

\[
  \mathcal{L}^+_\varepsilon u(x) = \frac{1}{2\varepsilon^2} \left( \alpha \sup_{v \in B_\Lambda} \delta u(x, \varepsilon v) + \beta \int_{B_1} \delta u(x, \varepsilon z) dz \right),
\]

where \( \delta u(x, \varepsilon y) = u(x + \varepsilon y) + u(x - \varepsilon y) - 2u(x) \). Operator \( \mathcal{L}^-_\varepsilon \) is defined analogously just replacing sup by inf.

By using the above extremal operators, we specify the admissible operators we consider in this paper.

**Definition 2.2** [Admissible operator] We consider operators \( \mathcal{L}_\varepsilon \) defined on bounded Borel functions such that

(H1) \( \mathcal{L}_\varepsilon \) is uniformly elliptic, i.e.

\[
  \mathcal{L}^-_\varepsilon v \leq \mathcal{L}_\varepsilon (u + v) - \mathcal{L}_\varepsilon u \leq \mathcal{L}^+_\varepsilon v,
\]

(H2) \( \mathcal{L}_\varepsilon \) is independent of \( x \), that is for \( u_y(x) = u(x + y), \)

\[
  \mathcal{L}_\varepsilon u = 0 \quad \text{implies} \quad \mathcal{L}_\varepsilon u_y = 0.
\]

For example, \( \mathcal{L}^-_\varepsilon, \mathcal{L}^+_\varepsilon \) and

\[
  \mathcal{L}_\varepsilon u(x) = \frac{1}{2\varepsilon^2} \left( \alpha \sup_{v \in B_\Lambda} \delta u(x, \varepsilon v) + \beta \int_{B_1} \delta u(x, \varepsilon z) dz \right)
\]

where \( v \in B_\Lambda \) is a fixed vector, are admissible. We can also consider

\[
  \mathcal{L}_\varepsilon u(x) = \frac{1}{2\varepsilon^2} \left( \alpha \sup_{v \in \Lambda} \delta u(x, \varepsilon v) + \beta \int_{B_1} \delta u(x, \varepsilon z) dz \right)
\]
where $V \subset B_\Lambda$. More generally, we can also consider Isaacs type operators

$$L_\varepsilon u(x) = \frac{1}{2\varepsilon^2} \left( \alpha \sup_{\nu \in V} \inf_{v \in V} \delta u(x, \varepsilon v) + \beta \int_{B_1} \delta u(x, \varepsilon z) \, dz \right)$$

where $V \subset \mathcal{P}(B_\Lambda)$, a subset of the power set. We can also consider this operator interchanging the order of sup and inf.

### 3 Asymptotic $C^{1,\gamma}$-regularity

Our starting point is the asymptotic $\gamma$-Hölder theorem from [2], see also [3]. This is in a sense the Krylov-Safonov [13] regularity estimate for our discrete operators.

**Theorem 3.1** There exists $\varepsilon_0 > 0$ such that if a bounded Borel function $u$ satisfies

$$L_\varepsilon^+ u \geq -\rho \quad \text{and} \quad L_\varepsilon^- u \leq \rho,$$

in $B_{2R}$ where $\varepsilon < \varepsilon_0 R$ and $\rho \geq 0$, then there exist $\gamma > 0$ and $C > 0$ such that

$$|u(x) - u(z)| \leq \frac{C}{R^\gamma} \left( \|u\|_{L^\infty(B_{2R})} + R^2 \rho \right) \left( |x - z|^{\gamma} + \varepsilon^\gamma \right)$$

for every $x, z \in B_R$.

Above $\varepsilon_0, \gamma$ and $C$ only depend on the values $\Lambda, \alpha, \beta$, and the dimension $n$ (that appear in the definition of $L_\varepsilon^+$), but not on $\varepsilon$. The precise value of $C$ might vary as usual. Here we also assume $\Lambda > 0$ without loss of generality.

Recall that our standing assumption is that $L_\varepsilon$ is admissible (uniformly elliptic and translation invariant). The Hölder result implies that solutions to

$$L_\varepsilon u = 0,$$

are locally asymptotically $\gamma$-Hölder. Our first goal is to prove that the exponent $\gamma$ can be taken to be 1, that is, the solutions are locally asymptotically Lipschitz.

**Theorem 3.2** There exist $\varepsilon_0, \theta, C > 0$ such that if a bounded Borel function $u$ satisfies

$L_\varepsilon u = 0$ in $B_R$ with $\varepsilon < R \varepsilon_0$, then

$$|u(x) - u(z)| \leq \frac{C}{R} \|u\|_{L^\infty(B_{2R})} (|x - z| + \varepsilon)$$

for every $x, z \in B_{\theta R}$.

The strategy that we use to prove our results can be described as follows: In Section 5.3 from [8], $C^{1,\gamma}$-regularity is proved for solutions of certain PDEs. We follow a similar path, but we have to include an extra $\varepsilon$ term. This is necessary, as pointed out in the introduction, since the solutions to $L_\varepsilon u = 0$ need not to be even continuous.
The idea is to consider the difference quotient (3.4) below, and first show that it is bounded by using Theorem 3.1 on \( u \), and that the quotient satisfies suitable extremal inequalities. Then we can use Theorem 3.1 on the quotient, and obtain the Lipschitz estimate Theorem 3.2 by iterating the resulting estimate. Finally, doing one more iteration in Theorem 3.4, we obtain the \( C^{1,\gamma} \)-estimate.

Given \( u : \mathbb{R}^n \to \mathbb{R} \) and \( e \), a unit vector, we define

\[
    u_\gamma^h(x) = R^\gamma \frac{u(x + eh) - u(x)}{|h|^{\gamma} + \epsilon^\gamma}
\]  

(3.4)

for \( h \in \mathbb{R} \). Observe that if \( \mathcal{L}_\epsilon u = 0 \), then by Theorem 3.1 we have that \( u_\gamma^h \) is bounded, since by this theorem

\[
    |u(x + eh) - u(x)| \leq \frac{C}{R^\gamma} \|u\|_{L^\infty(B_{2R})} (|h|^{\gamma} + \epsilon^\gamma)
\]

for \( x \in B_{R/2} \) and \( |h| < R/2 \), and thus it holds that

\[
    \|u_\gamma^h\|_{L^\infty(B_{R/2})} \leq C \|u\|_{L^\infty(B_{2R})}.
\]  

(3.5)

Now, we have that (H1) implies that if \( \mathcal{L}_\epsilon u \geq 0 \) and \( \mathcal{L}_\epsilon v \leq 0 \) then

\[
    \mathcal{L}_\epsilon^+(u - v) \geq 0.
\]

In fact, we have \( 0 \leq \mathcal{L}_\epsilon u \leq \mathcal{L}_\epsilon v + \mathcal{L}_\epsilon^+(u - v) \leq \mathcal{L}_\epsilon^+(u - v) \). Analogously, if \( \mathcal{L}_\epsilon u \leq 0 \) and \( \mathcal{L}_\epsilon v \geq 0 \), then

\[
    \mathcal{L}_\epsilon^-(u - v) \leq 0.
\]

So if \( \mathcal{L}_\epsilon u = 0 \) then by hypothesis (H1), (H2) and the one homogeneity of \( \mathcal{L}_\epsilon^+ \) and \( \mathcal{L}_\epsilon^- \), we get

\[
    \mathcal{L}_\epsilon^- u_\gamma^h \leq 0 \leq \mathcal{L}_\epsilon^+ u_\gamma^h.
\]  

(3.6)

That is, \( u_\gamma^h \) is under the hypothesis of Theorem 3.1. So now our goal is to translate the resulting Hölder estimate for \( u_\gamma^h \) combined with (3.5) into a result for \( u \). We do that in the following lemma, Lemma 3.3.

Observe that if we consider \( \tilde{u} \) given by \( \tilde{u}(x) = u(xR) \) and \( \tilde{\epsilon} = \epsilon / R \), then \( \mathcal{L}_\epsilon^+ \tilde{u}(x) = R^2 \mathcal{L}_\epsilon^+ u(Rx) \). In fact, we have

\[
    \delta \tilde{u}(x, \tilde{\epsilon} y) = \tilde{u}(x + \tilde{\epsilon} y) + \tilde{u}(x - \tilde{\epsilon} y) - 2\tilde{u}(x) = u(Rx + \epsilon y) + u(Rx - \epsilon y) - 2u(Rx)
\]

\( \Box \) Springer
and hence
\[
\mathcal{L}_e^+ \tilde{u}(x) = \frac{1}{2e^2} \left( \alpha \sup_{\nu \in B_{\Lambda}} \delta \tilde{u}(x, \tilde{\nu}) + \beta \int_{B_1} \delta \tilde{u}(x, \tilde{\nu}y) \, dy \right) = \frac{R^2}{2e^2} \left( \alpha \sup_{\nu \in B_{\Lambda}} \delta u(Rx, \varepsilon \nu) + \beta \int_{B_1} \delta u(Rx, \varepsilon y) \, dy \right) = R^2 \mathcal{L}_e^+ u(Rx). \tag{3.7}
\]

So, \( \mathcal{L}_e^+ u \geq 0 \) is equivalent to \( \mathcal{L}_e^+ \tilde{u} \geq 0 \). Also, if we consider with slight a abuse of notation
\[
\tilde{u}_{\tilde{h}}^\gamma(x) = \frac{\tilde{u}(x + e\tilde{h}) - \tilde{u}(x)}{|\tilde{h}|^\gamma + \tilde{\varepsilon}^\gamma}, \tag{3.8}
\]
where \( \tilde{h} = h/R \), by the 1-homogeneity of \( \mathcal{L}_e^+ \) combined with a computation as in (3.7), we get \( \mathcal{L}_e^+ (\tilde{u}_{\tilde{h}}^\gamma) = R^2 \mathcal{L}_e^+ (u_{\gamma}^\tilde{h}) \). Therefore \( \mathcal{L}_e^+ (u_{\gamma}^\tilde{h}) \geq 0 \) is equivalent to \( \mathcal{L}_e^+ (u_{\gamma}^\tilde{h}) \geq 0 \).

These are the inequalities that we need in Lemma 3.3, Theorem 3.2 and Theorem 3.4 in order to apply Theorem 3.1. Also (3.3), (3.9), (3.10), (3.11) and (3.12) scale well with \( R \). So, both the hypothesis and conclusions of the results just mentioned are equivalent when applying them to \( u \) or to \( \tilde{u} \) (in a corresponding scaled ball). Therefore, it is enough to prove these results for \( R = 1 \).

**Lemma 3.3** Let \( e \in S^1 \) and \( u \) be defined in \( B_{2R} \) such that
\[
u_{\tilde{h}}^\sigma(x) = R^\sigma \frac{u(x + he) - u(x)}{|h|^\sigma + \varepsilon^\sigma},
\]
that is well defined for \( x \in B_{R/2} \) and \(|h| < R/2\), is bounded. If there exists \( \tau \) with \( \sigma + \tau \neq 1 \) such that
\[
|u_{\tilde{h}}^\sigma(x + es) - u_{\tilde{h}}^\sigma(x)| \leq C \|u\|_{L^\infty(B_{2R})} \left( \frac{|s|^\tau}{R^\tau} + \frac{\varepsilon^\tau}{R^\tau} \right) \tag{3.9}
\]
for every \( x \in B_{R/8} \) and \(|s| < R/8\), then
\[
|u(x + he) - u(x)| \leq C \|u\|_{L^\infty(B_{2R})} \left( \frac{|h|^\xi}{R^\xi} + \frac{\varepsilon^{\sigma + \tau}}{R^{\sigma + \tau}} \right) \tag{3.10}
\]
for every \( x \in B_{R/8} \) and \(|h| < R/8 \) where \( \xi = \min\{1, \sigma + \tau\} \).

**Proof** By considering \( \tilde{u} \) given by \( \tilde{u}(x) = u(xR) \) and \( \tilde{\epsilon} = \varepsilon/R \) we can assume without loss of generality that \( R = 1 \). We define
\[
w(r) := u(x + er) - u(x).
\]
By the definition of $u_{r/2}^\sigma$ and the assumption, we have

$$|w(r) - 2w(r/2)| = |u(x + er) - 2u(x + er/2) + u(x)|$$

$$= (|r/2|^\sigma + \varepsilon^\sigma)u_{r/2}^\sigma(x + er/2) - u_{r/2}^\sigma(x)$$

$$\leq (|r/2|^\sigma + \varepsilon^\sigma)C||u||_{L^\infty(B_{2R})}(|r/2|^\tau + \varepsilon^\tau)$$

$$\leq C4||u||_{L^\infty(B_{2R})}(|r/2|^\sigma + \varepsilon^\sigma + \varepsilon^\tau)$$

for every $r < 1/4$ so that $r/2 < 1/8$. Next we use a standard iteration argument to get the statement in a neat form. Given $|h| < 1/8$, we select $i \in \mathbb{N}$ such that $1/8 \leq h2^i < 1/4$ and we define $r_0 = h2^i$. Now, we apply the previous inequality for $r = r_0, r_0/2, \ldots, r_0/2^{i-1}$ and we obtain

$$|w(r_0) - 2w(r_0/2)|$$

$$|2w(r_0/2) - 2^2w(r_0/2^2)|$$

$$\vdots$$

$$|2^{i-1}w(r_0/2^{i-1}) - 2^iw(r_0/2^i)| \leq 2^{i-1}C4||u||_{L^\infty(B_{2R})}(|r_0/2^{i-1}|^{\sigma + \tau} + \varepsilon^{\sigma + \tau}).$$

Adding these inequalities we get

$$|w(r_0) - 2^iw(r_0/2^i)| \leq C4||u||_{L^\infty(B_{2R})}\left(|r_0|^{\sigma + \tau} + \sum_{j=0}^{i-1} 2^{j(1-(\sigma + \tau))} + 2^i \varepsilon^{\sigma + \tau}\right).$$

Then, recalling that $r_0/2^i = h$ and $1/8 \leq h2^i$, we have

$$|w(h)| \leq 2^{-i} |w(r_0)| + 2^{-i}C4||u||_{L^\infty(B_{2R})}\left(|r_0|^{\sigma + \tau} + \sum_{j=0}^{i-1} 2^{j(1-(\sigma + \tau))} + 2^i \varepsilon^{\sigma + \tau}\right)$$

$$\leq 8|h||2||u||_{L^\infty(B_{2R})} + C4||u||_{L^\infty(B_{2R})}\left(|r_0|^{\sigma + \tau} + \sum_{j=0}^{i-1} 2^{j(1-(\sigma + \tau))} + \varepsilon^{\sigma + \tau}\right).$$

If $\sigma + \tau < 1$, we bound the sum by $\frac{2^{j(1-(\sigma + \tau))}}{2^{j(1-(\sigma + \tau))}}$ and we get

$$|w(h)|$$

$$\leq 16|h||u||_{L^\infty(B_{2R})} + \frac{C4||u||_{L^\infty(B_{2R})}}{2^{1-(\sigma + \tau)} - 1}\left(|r_0|^{\sigma + \tau} + 2^{-i}2^{i(1-(\sigma + \tau))} + \varepsilon^{\sigma + \tau}\right)$$

$$= 16|h||u||_{L^\infty(B_{2R})} + \frac{C4}{2^{1-(\sigma + \tau)} - 1}||u||_{L^\infty(B_{2R})}\left(|h|^{\sigma + \tau} + \varepsilon^{\sigma + \tau}\right)$$

and the result follows.
If \( \sigma + \tau > 1 \) we bound the sum by \( \frac{1}{1 - 2^{1-(\sigma + \tau)}} \) and we get

\[
|w(h)| \leq 16|h||u||_{L^\infty(B_{2R})} + \frac{C4}{1 - 2^{1-(\sigma + \tau)}} ||u||_{L^\infty(B_{2R})} \left(r_0^{\sigma + \tau} 2^{-i} + \varepsilon^{\sigma + \tau}\right)
\]

\[
= 16|h||u||_{L^\infty(B_{2R})} + \frac{C4}{1 - 2^{1-(\sigma + \tau)}} ||u||_{L^\infty(B_{2R})} \left(|h||r_0|^{\sigma + \tau - 1} + \varepsilon^{\sigma + \tau}\right),
\]

we bound \( r_0 < 1/4 \) and the result follows. \( \square \)

Now, by iterating this result, we prove Theorem 3.2.

**Proof (Proof of Theorem 3.2)** By considering \( \tilde{u} \) given by \( \tilde{u}(x) = u(xR) \) and \( \tilde{\varepsilon} = \varepsilon/R \) we get \( L_{\tilde{\varepsilon}} \tilde{u} = 0 \), therefore we can assume again without loss of generality that \( R = 1 \).

Observe that the result follows from a bound for \( u^{1}_{h}(x) = \frac{u(x + eh) - u(x)}{|h| + \varepsilon} \) for \( x \in B_{\theta}, e \in S^{1} \) and \( |h| < \theta \). We have shown in Lemma 3.3 that an asymptotic Hölder result for \( u^{\sigma}_{h} \) allows us to get an improved Hölder result for \( u \). Then, we can consider \( u^{\sigma}_{h} \) for a larger \( \sigma \) and then repeat the idea to reach the exponent 1.

Recalling Theorem 3.1, for \( R = 1/2 \), we have

\[
|u(x + he) - u(x)| \leq C||u||_{L^\infty(B_{1})}(|h|^{\gamma} + \varepsilon^{\gamma})
\]

for \( |x|, |h| < 1/4 \). Therefore,

\[
u^{\gamma}_{h}(x) = \frac{u(x + he) - u(x)}{|h|^{\gamma} + \varepsilon^{\gamma}}
\]

is bounded by \( C||u||_{L^\infty(B_{1})} \). As in (3.6), we have \( L_{\varepsilon}^{-}u^{\gamma}_{h} \leq 0 \leq L_{\varepsilon}^{+}u^{\gamma}_{h} \), and by Theorem 3.1, for \( R = 1/8 \), we get

\[
|u^{\gamma}_{h}(x + he) - u^{\gamma}_{h}(x)| \leq C||u||_{L^\infty(B_{1})}(|h|^{\gamma} + \varepsilon^{\gamma})
\]

for \( |x|, |h| < 1/16 \). Therefore, using again Lemma 3.3, we get

\[
|u(x + he) - u(x)| \leq C||u||_{L^\infty(B_{1})}(|h|^\xi + \varepsilon^{2\gamma})
\]

for \( |x|, |h| < 1/16 \), where \( \xi = \min\{1, 2\gamma\} \).

If \( 2\gamma < 1 \), we now consider

\[
u^{2\gamma}_{h}(x) = \frac{u(x + he) - u(x)}{|h|^{2\gamma} + \varepsilon^{2\gamma}}.
\]
As before we have $L^M u^{2\gamma}_h \leq 0 \leq L^F u^{2\gamma}_h$ and therefore Theorem 3.1 applies. Hence, we get

$$|u(x + he) - u(x)| \leq C\|u\|_{L^\infty(B_1)}(|h|^\xi + \varepsilon^{3\gamma})$$

for $|x|, |h| < 1/4^3$, where $\xi = \min\{1, 3\gamma\}$.

Observe that Theorem 3.1 gives us a value of $\gamma$ but it holds for every smaller $\gamma$. So, we can consider $\gamma$ such that $k\gamma \neq 1$ for every $k \in \mathbb{N}$. We iterate this procedure until we reach $k\gamma > 1$, and get

$$|u(x + he) - u(x)| \leq C\|u\|_{L^\infty(B_1)}(|h| + \varepsilon^{k\gamma})$$

for $|x|, |h| < 1/4^k$. We can take $\varepsilon_0 < 1$ so that $\varepsilon^{k\gamma} < \varepsilon$ and the result follows for $\theta = \frac{1}{4^k}$. $\square$

To obtain the desired $C^{1,\gamma}$ type asymptotic estimates, we utilize the difference quotient

$$u^1_h(x) = \frac{u(x + he) - u(x)}{|h| + \varepsilon},$$

and use Theorem 3.1 once more along with the previous theorem.

**Theorem 3.4** There exist $\varepsilon_0, \kappa > 0$ and $C > 0$ such that if $u$ is a bounded Borel function such that $L^M u = 0$ in $B_R$ with $\varepsilon < \varepsilon_0$, it holds that

$$|u^1_h(x) - u^1_h(y)| \leq \frac{C}{R^{\gamma}}\|u\|_{L^\infty(B_1)}(|x - y|^\gamma + \varepsilon^\gamma)$$

(3.11)

for $|h| < \kappa R$, and

$$\left| u(x) - 2u\left(\frac{x + y}{2}\right) + u(y) \right| \leq \frac{C}{R^{1+\gamma}}\|u\|_{L^\infty(B_R)}(|x - y|^{1+\gamma} + \varepsilon^{1+\gamma})$$

(3.12)

for every $x, y \in B_{\kappa R}$.

**Proof** Again we can consider $\tilde{u}$ given by $\tilde{u}(x) = u(xR)$ and $\tilde{\varepsilon} = \varepsilon/R$ to assume without loss of generality that $R = 1$.

For $u^1_h(x)$, we obtain from Theorem 3.2 that it is bounded in $B_\theta$ by $C\|u\|_{L^\infty(B_1)}$, and satisfies extremal inequalities similar as the ones in (3.6). Hence, we can apply Theorem 3.1 to $u^1_h$, and get

$$|u^1_h(z) - u^1_h(x)| \leq C\|u\|_{L^\infty(B_1)}(|z - x|^\gamma + \varepsilon^\gamma)$$

(3.13)

in $B_{\theta/4}$, proving the first inequality.
Next we prove the second inequality. Let $e$ be a unit vector, $h \in \mathbb{R}$ such that $y - x = 2eh$, so that the claim reads as

$$|u(x + 2he) - 2u(x + he) + u(x)| \leq C\|u\|_{L^\infty(B_1)}(|h|^{1+\gamma} + \varepsilon^{1+\gamma}) .$$

But now this follows from (3.13), selecting $z$ as $x + he$.

Later in Section 4, we will show that the estimate in addition to being interesting on its own right, is sufficient in order to pass to a limit as $\varepsilon \to 0$. Thus, we obtain as an application a $C^{1,\gamma}$-regularity for the limit function (that turns out to be a solution to a PDE).

### 3.1 Dynamic programming principle with $x$ dependent RHS

In this section we present a version with an $x$-dependent right hand side $f$. In terms of stochastic processes, $f$ represents a running payoff that can change according to the spatial location.

We consider solutions to the equation

$$\mathcal{L}_\varepsilon u = f,$$

where $f$ is a bounded Lipschitz function. As in the previous section, the idea is to consider the difference quotient, to show that it is bounded and that it satisfies suitable extremal inequalities. Then, we can use Theorem 3.1 on the quotient, and obtain the Lipschitz estimate (Theorem 3.6 below), which is a counterpart to Theorem 3.2.

To be more precise, as before we use

$$u_h^\gamma(x) = R^\gamma \frac{u(x + eh) - u(x)}{|h|^\gamma + \varepsilon^\gamma},$$

and our aim is to show that this quantity is bounded. Observe that since

$$\mathcal{L}_\varepsilon^+ u \geq -\|f\|_{L^\infty} \quad \text{and} \quad \mathcal{L}_\varepsilon^- u \leq \|f\|_{L^\infty},$$

it follows by Theorem 3.1 that

$$|u(x + eh) - u(x)| \leq \frac{C}{R^\gamma} \left(\|u\|_{L^\infty(B_{2R})} + R^2\|f\|_{L^\infty(B_{2R})}\right)(|h|^\gamma + \varepsilon^\gamma) \quad (3.14)$$

for $x \in B_{R/2}$ and $|h| < R/2$. Thus

$$\|u_h^\gamma\|_{L^\infty(B_{R/2})} \leq C \left(\|u\|_{L^\infty(B_{2R})} + R^2\|f\|_{L^\infty(B_{2R})}\right),$$

i.e. we obtain the desired boundedness.
Next we show that $u^\gamma_h$ satisfies extremal inequalities. It holds that
\[
\mathcal{L}^+_\tilde{e}(u(x)) \geq f(x), \quad \text{and} \quad \mathcal{L}^-_\tilde{e}(u(x)) \leq f(x),
\]
and thus we have
\[
\mathcal{L}^+_\tilde{e}(u^\gamma_h(x)) = \frac{R^\gamma}{|h|^\gamma + \varepsilon^\gamma} \mathcal{L}^+_\tilde{e}(u(x + eh) - u(x)) \\
\geq \frac{R^\gamma}{|h|^\gamma + \varepsilon^\gamma} (\mathcal{L}_e(u(x + eh)) - \mathcal{L}_e(u(x))) \\
\geq \frac{R^\gamma}{|h|^\gamma + \varepsilon^\gamma} (f(x + eh) - f(x)) \\
\geq -\frac{R^\gamma}{|h|^\gamma + \varepsilon^\gamma} |h| \text{Lip}(f) \\
\geq -R \text{Lip}(f). \quad (3.15)
\]
Analogously $\mathcal{L}^-_\tilde{e}(u^\gamma_h) \leq R \text{Lip}(f)$.

Recall that if we consider $\tilde{u}$ given by $\tilde{u}(x) = u(xR)$ and $\tilde{e} = \varepsilon / R$, then $\mathcal{L}^+_\tilde{e}\tilde{u}(x) = R^2 \mathcal{L}^+_\tilde{e}u(Rx)$. If we define $\tilde{f}(x) = R^2 f(xR)$ we have
\[
\text{Lip}(\tilde{f}) = R^3 \text{Lip } f \quad \text{and} \quad \|\tilde{f}\|_{L^\infty(B_2)} = R^2 \|f\|_{L^\infty(B_{2R})}. \quad (3.16)
\]
So, $\mathcal{L}^+_\tilde{e}u \geq -\|f\|_{L^\infty}$ is equivalent to $\mathcal{L}^+_\tilde{e}\tilde{u} \geq -\|\tilde{f}\|_{L^\infty}$. Also recall that for $\tilde{h} = h / R$ we have $\mathcal{L}^+_\tilde{e}(\tilde{u}^\gamma_h) = R^2 \mathcal{L}^+_\tilde{e}(u^\gamma_h)$, where $\tilde{u}^\gamma_h$ was defined in (3.8) and $u^\gamma_h(x)$ above at the beginning of this section. Therefore $\mathcal{L}^+_\tilde{e}(u^\gamma_h) \geq -R \text{Lip}(f)$ is equivalent to $\mathcal{L}^+_\tilde{e}(\tilde{u}^\gamma_h) \geq -\text{Lip}(\tilde{f})$.

These are the inequalities that we will need in Lemma 3.5, Theorem 3.6 and Theorem 3.7 in order to apply Theorem 3.1. Also (3.17), (3.18), (3.19), (3.20) and (3.21) scale well with $R$ according to (3.16). So, both the hypothesis and conclusions of just mentioned results are equivalent when applying them to $u$ or to $\tilde{u}$ (in a corresponding scaled ball). Therefore, we can argue as before proving these results for a fixed radius $R = 1$.

Next, we state a counterpart to Lemma 3.3. Its proof follows from exactly the same calculations as in Lemma 3.3 since we have boundedness and suitable extremal inequalities at our disposal.

**Lemma 3.5** Let $e \in S^1$ and $u$ be defined in $B_{2R}$ such that
\[
u^\sigma_h(x) = R^\sigma \frac{u(x + he) - u(x)}{|h|^\sigma + \varepsilon^\sigma},
\]
that is well defined for $x \in B_{R/2}$ and $|h| < R/2$, is bounded. If there exists $\tau$ with $\sigma + \tau \neq 1$ such that
\[
|u^\sigma_h(x + es) - u^\sigma_h(x)|
\]
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\[ \leq C \left( \|u\|_{L^\infty(B_{2R})} + R^2 \|f\|_{L^\infty(B_{2R})} + R^3 \text{Lip } f \right) \left( \frac{|s|^\tau}{R^\tau} + \frac{\varepsilon^\tau}{R^\tau} \right) \]  

(3.17)

for every $x \in B_{R/8}$ and $|s| < R/8$, then

\[ |u(x + he) - u(x)| \leq C(u, f) \left( \frac{|h|^\xi}{R^\xi} + \frac{\varepsilon^{\sigma+\tau}}{R^{\sigma+\tau}} \right) \]  

(3.18)

for every $x \in B_{R/8}$ and $|h| < R/8$ where $\xi = \min\{1, \sigma + \tau\}$. Here

\[ C(u, f) = C \left( \|u\|_{L^\infty(B_{2R})} + R^2 \|f\|_{L^\infty(B_{2R})} + R^3 \text{Lip } f \right). \]

We are ready to state and prove the counterpart of Theorem 3.2.

**Theorem 3.6** There exist $\varepsilon_0, \theta, C > 0$ such that if a bounded Borel function $u$ satisfies $\mathcal{L}_\varepsilon u = f$ in $B_R$ with $\varepsilon < R\varepsilon_0$, then

\[ |u(x) - u(z)| \leq \frac{C}{R} \left( \|u\|_{L^\infty(B_R)} + R^2 \|f\|_{L^\infty(B_R)} + R^3 \text{Lip } f \right) \left( |x - z| + \varepsilon \right) \]  

(3.19)

for every $x, z \in B_\theta R$.

**Proof** again we assume that $R = 1$. As pointed out in (3.14), similarly as in the proof of Theorem 3.2, we get by Theorem 3.1, for $R = 1/2$, that

\[ |u(x + he) - u(x)| \leq C \left( \|u\|_{L^\infty(B_1)} + \frac{1}{4} \|f\|_{L^\infty(B_1)} \right) \left( |h|^\gamma + \varepsilon^\gamma \right) \]

for $|x|, |h| < 1/4$. Therefore

\[ u_h^\gamma(x) = \frac{u(x + he) - u(x)}{|h|^\gamma + \varepsilon^\gamma} \]

is bounded by $C \left( \|u\|_{L^\infty(B_1)} + \frac{1}{4} \|f\|_{L^\infty(B_1)} \right)$. Then, by Theorem 3.1, for $R = 1/8$, we get

\[ |u_h^\gamma(x + he) - u_h^\gamma(x)| \leq C \left( \|u\|_{L^\infty(B_1)} + \|f\|_{L^\infty(B_1)} + \text{Lip } f \right) \left( |h|^\gamma + \varepsilon^\gamma \right) \]

for $|x|, |h| < 1/16$. Therefore, by Lemma 3.5 for $R = 1/2$ we get

\[ |u(x + he) - u(x)| \leq C \left( \|u\|_{L^\infty(B_1)} + \|f\|_{L^\infty(B_1)} + \text{Lip } f \right) \left( |h|^\xi + \varepsilon^{2\gamma} \right) \]

for $|x|, |h| < 1/16$, where $\xi = \min\{1, 2\gamma\}$.

As before if $2\gamma < 1$ we iterate this procedure until we reach the desired exponent 1. \qed
Also the counterpart for Theorem 3.4, i.e. the $C^{1,\gamma}$-estimates, holds. For the formulation, recall that
\[ u_h^1(x) = \frac{u(x + he) - u(x)}{|h| + \varepsilon}. \]

**Theorem 3.7** There exist $\varepsilon_0, \kappa > 0$ and $C > 0$ such that if $u$ is a bounded Borel function such that $L_\varepsilon u = f$ in $B_R$ with $\varepsilon < \varepsilon_0$, it holds that
\[ |u_h^1(x) - u_h^1(y)| \leq \frac{C}{R^\gamma} \|u\|_{L^\infty(B_1)} (|x - y|^\gamma + \varepsilon^\gamma) \]  
(3.20)

for $|h| < \kappa R$, and
\[ \left| u(x) - 2u \left( \frac{x + y}{2} \right) + u(y) \right| \leq \frac{C}{R^{1+\gamma}} \|u\|_{L^\infty(B_R)} (|x - y|^{1+\gamma} + \varepsilon^{1+\gamma}) \]  
(3.21)

where
\[ C = C \left( \|u\|_{L^\infty(B_1)} + R^2 \|f\|_{L^\infty(B_R)} + R^3 \text{Lip } f \right) \]

for every $x, y \in B_{\kappa R}$.

**Proof** As before, assuming that $R = 1$, the idea is to observe that $u_h^1(x)$ is bounded by $C(\|u\|_{L^\infty} + \|f\|_{L^\infty})$ using Theorem 3.6. Then, a similar estimate as in (3.15) applied to $u_h^1$ gives that
\[ \mathcal{L}_\varepsilon^- (u_h^1) \leq \text{Lip}(f) \quad \text{and} \quad \mathcal{L}_\varepsilon^+ (u_h^1) \geq -\text{Lip}(f). \]

Thus, we can apply Theorem 3.1 to get
\[ |u_h^1(x) - u_h^1(z)| \leq C \left( \|u\|_{L^\infty(B_1)} + \|f\|_{L^\infty(B_1)} + \text{Lip}(f) \right) (|x - z|^\gamma + \varepsilon^\gamma). \]

This can be rewritten in terms of $u$ as
\[ |u(x + 2he) - 2u(x + he) + u(x)| \leq C \left( \|u\|_{L^\infty(B_1)} + \|f\|_{L^\infty(B_1)} + \text{Lip}(f) \right) \left( h^\gamma + \varepsilon^\gamma \right), \]
finishing the proof. \qed

### 4 Discrete gradient and convergence

As mentioned in the introduction, this article is partly motivated by the DPPs obtained in stochastic game theory. These formulas play a key role when studying the connection between stochastic games and PDEs as explained for example in [5, 14, 17–19].
Let us briefly describe how this connection is established. A bounded domain $\Omega \subset \mathbb{R}^n$ and a final payoff function $g : \mathbb{R}^n \setminus \Omega \to \mathbb{R}$ are given. Then, the value function $u^\varepsilon$ for the game or for the possibly controlled stochastic process verifies

$$\begin{cases}
L_\varepsilon u^\varepsilon = 0, & \text{in } \Omega, \\
u^\varepsilon = g, & \text{in } \mathbb{R}^n \setminus \Omega.
\end{cases}$$

Under suitable assumptions it can be proven that there exists a function $u$ and a subsequence such that $u^\varepsilon \to u$ uniformly in $\overline{\Omega}$, and the function $u$ is a solution to a limit local PDE, $Lu = 0$.

The nature of the operator $L_\varepsilon$ and the limit differential operator $L$ depends on the particular rules of the game. For example in [4], a controlled process associated to $L_\varepsilon^+$ is presented and, in the limit, the dominative $p$-Laplacian operator arises. Also many other examples are possible.

To obtain the convergent subsequence the following Arzelà-Ascoli type lemma from [17] is often used.

**Lemma 4.1** Let $\{u^\varepsilon : \overline{\Omega} \to \mathbb{R}, \varepsilon > 0\}$ be a set of functions such that

1. there exists $C > 0$ such that $|u^\varepsilon(x)| < C$ for every $\varepsilon > 0$ and every $x \in \overline{\Omega}$,
2. given $\eta > 0$ there are constants $r_0$ and $\varepsilon_0$ such that for every $\varepsilon < \varepsilon_0$ and any $x, y \in \overline{\Omega}$ with $|x - y| < r_0$ it holds

$$|u^\varepsilon(x) - u^\varepsilon(y)| < \eta.$$

Then, there exists a function $u : \overline{\Omega} \to \mathbb{R}$ and a subsequence such that

$$u^\varepsilon \to u \quad \text{uniformly in } \overline{\Omega},$$

as $\varepsilon \to 0$.

In order to apply the lemma, the regularity required in (2) is the key point. In the game setting the regularity is obtained for example by an analysis of the strategies available to the players combined with the regularity of the boundary of the domain. In the interior, the regularity can also be obtained by Lemma 3.1, and the existence of the convergent subsequence follows.

Following these ideas, in this section, we consider $u^\varepsilon$ a bounded family of solutions to

$$L_\varepsilon u^\varepsilon = 0$$

such that

$$u^\varepsilon \to u$$

uniformly in $\Omega$. 
Our goal now is to use the obtained regularity estimates to pass to the limit with a discrete gradient. We show that the discrete gradients converge uniformly to the gradient of the limit which is Hölder continuous. Thus, this implies $C^{1,\gamma}$-regularity for solutions to the corresponding limiting PDE.

We define a discrete partial derivative

$$u_{\varepsilon e}^{\varepsilon}(x) = \frac{u^{\varepsilon}(x + \varepsilon e) - u^{\varepsilon}(x)}{\varepsilon}$$

and a discrete gradient

$$\nabla^{\varepsilon}u^{\varepsilon}(x) = (u_{\varepsilon e_1}^{\varepsilon}(x), \ldots, u_{\varepsilon e_n}^{\varepsilon}(x)),$$

where $(e_1, \ldots, e_n)$ denotes the canonical basis. Observe that we use the notation $u_{\varepsilon e}^{\varepsilon}$ that is similar to the one used in the previous section for a different object.

**Proposition 4.2** Let $u^{\varepsilon}$ be a bounded family of solutions to $L_{\varepsilon}u^{\varepsilon} = 0$ such that $u^{\varepsilon} \to u$ uniformly in $\Omega$. Then $u \in C^{1,\gamma}(\Omega)$ and

$$\nabla^{\varepsilon}u^{\varepsilon} \to \nabla u,$$

locally uniformly, with the local estimate

$$|u^{\varepsilon}(y) - u^{\varepsilon}(x) - \nabla^{\varepsilon}u^{\varepsilon}(x)(y - x)| \leq C(|x - y|^{\gamma + 1} + \varepsilon)$$

that implies

$$|u(y) - u(x) - \nabla u(x)(y - x)| \leq C|x - y|^{\gamma + 1}$$

for the limit.

**Proof** Let $V$ be a domain such that $\overline{V} \subset \Omega$. By Theorem 3.4, we have that $u_{\varepsilon e}^{\varepsilon}$ is asymptotically Hölder and uniformly bounded. This implies that it is asymptotically continuous, that is, the conditions of the Arzelà-Ascoli type lemma (Lemma 4.1) are fulfilled. Then, applying Lemma 4.1 for each coordinate, we obtain that there exists a subsequence such that

$$\nabla^{\varepsilon}u^{\varepsilon}(x) \to D(x)$$

uniformly in $\overline{V}$ for some function $D : \overline{V} \to \mathbb{R}^n$.

We observe that by passing to the limit in the estimate provided by Theorem 3.4 we get that components of $D : \overline{V} \to \mathbb{R}^n$ are Hölder continuous.

Now, we want to prove that this function is indeed the gradient of the limit function $u$. To do that we prove that the discrete gradient provides a linear function that locally approximates $u^{\varepsilon}$, then we pass to the limit, and conclude that $D$ approximates $u$. The computation below follows the idea employed to prove that a function with continuous partial derivatives is differentiable.
Given \( x, y \in \mathbb{R}^n \), we define

\[
k_i = \left\lfloor \frac{(y - x)_i}{\epsilon} \right\rfloor
\]

and

\[
y^0 = x + \epsilon(0, \ldots, 0) = x
\]
\[
y^1 = x + \epsilon(k_1, 0, \ldots, 0)
\]
\[\vdots\]
\[
y^i = x + \epsilon(k_1, \ldots, k_i, 0 \ldots, 0)
\]
\[\vdots\]
\[
y^n = x + \epsilon(k_1, \ldots, k_n).
\]

We have the estimate

\[
\begin{align*}
|u^\epsilon(y) - u^\epsilon(x) - \nabla^\epsilon u^\epsilon(x) \cdot (y - x)| &
\leq |u^\epsilon(y^n) - u^\epsilon(x) - \nabla^\epsilon u^\epsilon(x) \cdot (y^n - x)| + |u^\epsilon(y) - u^\epsilon(y^n)| \\
&+ |\nabla^\epsilon u^\epsilon(x) \cdot (y - y^n)|.
\end{align*}
\]

Since \( |y_i - y^n_i| \leq \epsilon \), we have

\[
|u^\epsilon(y) - u^\epsilon(y^n)| + |\nabla^\epsilon u^\epsilon(x) \cdot (y - y^n)| \leq C\epsilon,
\]

and hence, we get

\[
\begin{align*}
|u^\epsilon(y) - u^\epsilon(x) - \nabla^\epsilon u^\epsilon(x) \cdot (y - x)| &
\leq |u^\epsilon(y^n) - u^\epsilon(x) - \nabla^\epsilon u^\epsilon(x) \cdot (y^n - x)| + C\epsilon.
\end{align*}
\]

Next we write

\[
\begin{align*}
|u^\epsilon(y^n) - u^\epsilon(x) - \nabla^\epsilon u^\epsilon(x) \cdot (y^n - x)| &
\leq \sum_{i=0}^{N-1} \left| u^\epsilon(y^{i+1}) - u^\epsilon(y^i) - u^\epsilon_{\epsilon_{i+1}}(x)(y^n - x)_{i+1} \right|.
\end{align*}
\]
Recalling that \((y^n - x)_{i+1} = \epsilon k_{i+1}\), we can estimate each term in the previous sum as

\[
|u^\epsilon(y^{i+1}) - u^\epsilon(y^i) - u^\epsilon_{e_{i+1}}(x)\epsilon k_{i+1}| \\
\leq \sum_{j=0}^{k_{i+1}-1} |u^\epsilon(y^i + (j + 1)\epsilon e_{i+1}) - u^\epsilon(y^i + j\epsilon e_{i+1}) - u^\epsilon_{e_{i+1}}(x)\epsilon| \\
\leq \sum_{j=0}^{k_{i+1}-1} \epsilon |u^\epsilon_{e_{i+1}}(y^i + j\epsilon e_{i+1}) - u^\epsilon_{e_{i+1}}(x)| \\
\leq k_{i+1}\epsilon C(|x - y|^{\gamma + \epsilon} + |x - y|\gamma) \\
\leq C(|x - y|^{\gamma+1} + |x - y|\gamma) .
\]

Finally, combining the previous three estimates, we get

\[
|u^\epsilon(y) - u^\epsilon(x) - \nabla^\epsilon u^\epsilon(x) \cdot (y - x)| \leq C(|x - y|^{\gamma+1} + |x - y|\gamma + \epsilon) \\
\leq C(|x - y|^{\gamma+1} + \epsilon) ,
\]

Passing to the limit as \(\epsilon \to 0\), we get

\[
|u(y) - u(x) - D(x) \cdot (y - x)| \leq C|x - y|^{\gamma+1} .
\]

Therefore we conclude that \(D = \nabla u\) and that \(u\) is differentiable. We have obtained the convergence

\[
\nabla^\epsilon u^\epsilon \to \nabla u ,
\]

along a subsequence, locally uniformly. Finally, from the uniqueness of the gradient, we get the convergence for the whole sequence. \(\square\)

5 Discontinuities

In the proof of Lemma 3.3 we obtained an improved exponent for \(|h|\) from \(\tau\) to \(\min\{1, \sigma + \tau\}\) and for the error \(\epsilon\) from \(\tau\) to \(\sigma + \tau\). In other words, the improvement of the exponent of the term \(|h|\) is bounded by 1 but the exponent of \(\epsilon\) can exceed 1. Actually, by adapting our argument in Lemma 3.3 and Theorem 3.2 we can show that

**Corollary 5.1** There exist \(\epsilon_0, \theta, C > 0\) such that if a bounded Borel function \(u\) satisfies \(L^\epsilon u = 0\) in \(B_R\) with \(\epsilon < \epsilon_0\), then for any \(a > 0\)

\[
|u(x) - u(z)| \leq C\|u\|_{L^\infty(B_R)}\left(|x - z| + \epsilon^a\right) \
\leq C\|u\|_{L^\infty(B_R)}\left(|x - z| + \epsilon^a\right) \
\leq C\|u\|_{L^\infty(B_R)}\left(|x - z| + \epsilon^a\right) ,
\]

for every \(x, z \in B_{\theta R}\).
For a proof of this corollary we refer to the end of the proof of Theorem 3.2.

Knowing that the value functions can be discontinuous, the above estimate may look counterintuitive. However, the radius $\theta R$ depends on the exponent $a > 0$, and we have to iterate more times for a larger $a$. We conclude that the jumps of the function are smaller if we are far away from the boundary of the domain.

We illustrate this phenomenon with one dimensional examples modified from [17, Example 2.2]. Let $\Omega = (0, 1)$ and $g : \mathbb{R} \setminus (0, 1) \rightarrow \mathbb{R}$ given by

$$g(x) = \begin{cases} 0 & x \leq 0, \\ 1 & x \geq 1. \end{cases}$$

We consider the solutions to the two different DPPs:

$$u(x) = \frac{u(x + \varepsilon) + u(x - \varepsilon)}{2} \quad (5.22)$$

and

$$u(x) = \alpha \frac{u(x + \varepsilon) + u(x - \varepsilon)}{2} + \beta \int_{x-\varepsilon}^{x+\varepsilon} u(y) \, dy, \quad (5.23)$$

with $\alpha \geq 0, \beta > 0, \alpha + \beta = 1$. The first DPP corresponds to the one dimensional equation for the tug-of-war game, see [19], and does not satisfy our assumptions since it is not uniformly elliptic. The second one corresponds to the one dimensional tug-of-war with noise as well as both $\mathcal{L}^+ u = 0$ and $\mathcal{L}^- u = 0$. In Figs. 1 and 2 we present the solutions to these DPPs.

In Fig. 1 we can observe that all the discontinuities, $\limsup_{y \to x} u^\varepsilon(y) - \liminf_{y \to x} u^\varepsilon(y)$, are of size $\varepsilon$, meanwhile in Fig. 2 the jumps get smaller as we move away from the boundary of the domain.

![Fig. 1 The solution to the DPP (5.22) for $\varepsilon = 1/5$](image)
This phenomenon holds also in general. Let $\Omega \subset \mathbb{R}^n$ be a bounded domain, $g : \mathbb{R}^n \setminus \Omega \rightarrow \mathbb{R}^n$ a bounded function and we consider the solution to the DPP given by $L^+ u = 0$, that is

$$u(x) = \alpha \sup_{\nu \in B_1} \frac{u(x + \varepsilon \nu) + u(x - \varepsilon \nu)}{2} + \beta \int_{B_1} u(x + \varepsilon y) \, dy, \quad x \in \Omega,$$

(5.24)

with

$$u(x) = g(x), \quad x \in \mathbb{R}^n \setminus \Omega.$$

We have taken $\Lambda = 1$ to simplify the formulas but the result is valid in general. Since $\|u\|_{L^\infty} \leq \|g\|_{L^\infty}$ we know that the jumps in the discontinuities are bounded by $2\|g\|_{L^\infty}$. Inside the domain, if we look at the RHS of (5.24) we have that $\beta \int_{B_t(x)} u^\varepsilon(y) \, dy$ is continuous so the jumps will be at most of size $2\alpha \|g\|_{L^\infty}$.

We can iterate this argument. Let

$$\Omega_\delta = \{x \in \Omega : \text{dist}(x, \partial \Omega) > \delta\}.$$

Then, in $\Omega_\varepsilon$ the jumps will be at most of size $2\alpha^2 \|g\|_{L^\infty}$. Therefore, in general we get that given $x \in \Omega$, the jump of a possible discontinuity at that point is at most of size

$$2\alpha \left[ \frac{\text{dist}(x, \partial \Omega)}{\varepsilon} \right] \|g\|_{L^\infty}$$

that goes to zero exponentially fast as $\varepsilon \rightarrow 0$ (since $\alpha < 1$), and thus this error is consistent with our result.
Notice also that when \( \alpha = 0 \) then the solution to the DPP is continuous inside \( \Omega \) but may have a discontinuity (of size \( \varepsilon \)) on the boundary \( \partial \Omega \). We can also consider solutions to the DPP given by the tug-of-war with noise introduced in [17], that is

\[
u^\varepsilon(x) = \frac{\alpha}{2} \left( \sup_{B_\varepsilon(x)} u^\varepsilon + \inf_{B_\varepsilon(x)} u^\varepsilon \right) + \beta \int_{B_\varepsilon(x)} u^\varepsilon(y) \, dy. \tag{5.25}
\]

The same argument that controls the size of the discontinuities also applies to solutions of this DPP.

Since the observations above might be of independent interest, we state them as a proposition.

**Proposition 5.2** Let \( u^\varepsilon \) be a solution to (5.24) or (5.25). Then for \( x \in \Omega \subset \mathbb{R}^n \), it holds that the jumps of \( u^\varepsilon \) can be at the most of size

\[
2 \| g \|_{L^\infty} \alpha \left\lceil \frac{\text{dist}(x, \partial \Omega)}{\varepsilon} \right\rceil.
\]

**Data Availability Statement** This paper has no associated data.

**Declarations**

**Conflict of interest** On behalf of all authors, the corresponding author states that there is no conflict of interest.

**References**

1. Arroyo, Á., Luistro, H., Parviainen, M., Ruosteenoja, E.: Asymptotic Lipschitz regularity for tug-of-war games with varying probabilities. Potent. Anal. 53(2), 565–589 (2020)
2. Arroyo, Á., Blanc, P., Parviainen, M.: Hölder regularity for stochastic processes with bounded and measurable increments. arXiv preprint arXiv:2109.01027. To appear in Ann. Inst. H. Poincaré Anal. Non Linéaire
3. Arroyo, Á., Blanc, P., Parviainen, M.: Local regularity estimates for general discrete dynamic programming equations. arXiv preprint arXiv:2207.01655. To appear in J. Math. Pures Appl.
4. Brustad, K.K., Lindqvist, P., Manfredi, J.J.: A discrete stochastic interpretation of the dominative \( p \)-Laplacian. Differ. Integral Equ. 33(9–10), 465–488 (2020)
5. Blanc, P., Rossi, J.D.: Game Theory and Partial Differential Equations, volume 31 of De Gruyter Series in Nonlinear Analysis and Applications. De Gruyter (2019)
6. Blanc, P., Rossi, J.D.: Games for eigenvalues of the Hessian and concave/convex envelopes. J. Math. Pures Appl. 9(127), 192–215 (2019)
7. Caffarelli, L.A.: Interior a priori estimates for solutions of fully nonlinear equations. Ann. Math. 130(1), 189–213 (1989)
8. Caffarelli, L., Cabré, X.: Fully nonlinear elliptic equations. American Mathematical Society Colloquium Publications, vol. 43. American Mathematical Society, Providence, RI (1995)
9. Caffarelli, L., Silvestre, L.: Regularity theory for fully nonlinear integro-differential equations. Comm. Pure Appl. Math. 62(5), 597–638 (2009)
10. Caffarelli, L., Leitão, R., Urbano, J.M.: Regularity for anisotropic fully nonlinear integro-differential equations. Math Ann. 360(3-4):681–714 (2014)
11. Caffarelli, L., Teymurazyan, R., Urbano, J.M.: Fully nonlinear integro-differential equations with deforming kernels. Commun. Part. Differ. Equ. 1–25 (2020)
12. Gilbarg, D., Trudinger, N.S.: Elliptic partial differential equations of second order. Classics in Mathematics. Springer, Berlin (Reprint of the 1998 edition) (2001)
13. Krylov, N.V., Safonov, M.V.: An estimate for the probability of a diffusion process hitting a set of positive measure. Dokl. Akad. Nauk SSSR 245(1), 18–20 (1979)
14. Lewicka, M.: A course on tug-of-war games with random noise. Introduction and Basic Constructions. Springer, Berlin (2020)
15. Luiro, H., Parviainen, M.: Regularity for nonlinear stochastic games. Ann. Inst. H. Poincaré Anal. Non Linéaire 35(6):1435–1456 (2018)
16. Luiro, H., Parviainen, M., Saksman, E.: Harnack’s inequality for $p$-harmonic functions via stochastic games. Comm. Part. Differ. Equ. 38(11), 1985–2003 (2013)
17. Manfredi, J.J., Parviainen, M., Rossi, J.D.: On the definition and properties of $p$-harmonic functions. Ann. Scuola Norm. Sup. Pisa Cl. Sci. 11(2), 215–241 (2012)
18. Peres, Y., Sheffield, S.: Tug-of-war with noise: a game-theoretic view of the $p$-Laplacian. Duke Math. J. 145(1), 91–120 (2008)
19. Peres, Y., Schramm, O., Sheffield, S., Wilson, D.B.: Tug-of-war and the infinity Laplacian. J. Am. Math. Soc. 22(1), 167–210 (2009)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.