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Abstract. By using the fractional derivative operator of Owa and Srivastava, we define a new linear multiplier fractional differential operator. Some generalized classes of analytic functions containing this multiplier are introduced. Basic properties of these classes are studied, such as inclusion relations and coefficient bounds. Some well known subclasses are pointed out as new special cases of our results. Moreover, the Cesàro partial sums $\sigma_m$ of functions $f$ are considered, and sharp lower bounds for the ratios of real part of $f$ and $\sigma_m$ (and also of $f'$ and $\sigma'_m$) are determined in the unit open disk.
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1. Introduction

Let $\mathcal{H}$ be the class of analytic functions in $U := \{z \in \mathbb{C} : |z| < 1\}$ and $\mathcal{H}[a,n]$ be the subclass of $\mathcal{H}$ consisting of functions of the form $f(z) = a + a_n z^n + a_{n+1} z^{n+1} + \ldots$. Let $\mathcal{A}$ be the class of functions of the form

$$f(z) = z + \sum_{n=2}^{\infty} a_n z^n,$$  \hspace{1cm} (1.1)

which are analytic in the unit disk $U$.

Given two functions $f, g \in \mathcal{A}$, $f(z) = z + \sum_{n=2}^{\infty} a_n z^n$ and $g(z) = z + \sum_{n=2}^{\infty} b_n z^n$ their convolution or Hadamard product $f(z) \ast g(z)$ is defined by

$$f(z) \ast g(z) = z + \sum_{n=2}^{\infty} a_n b_n z^n, \hspace{0.5cm} (z \in U).$$
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For several functions $f_1(z),...,f_m(z) \in \mathcal{A}$,

$$f_1(z) \ast \cdots \ast f_m(z) = z + \sum_{n=2}^{\infty} (a_{1n} \cdots a_{mn})z^n, \quad (z \in U).$$

A function $f \in \mathcal{A}$ is called starlike of order $\mu$ if it satisfies the following inequality

$$\Re\left\{\frac{zf'(z)}{f(z)}\right\} > \mu, \quad (z \in U)$$

for some $0 \leq \mu < 1$. We denote this by by class $S(\mu)$. A function $f \in \mathcal{A}$ is called convex of order $\mu$ if it satisfies the following inequality

$$\Re\left\{\frac{zf''(z)}{f(z)} + 1\right\} > \mu, \quad (z \in U)$$

for some $0 \leq \mu < 1$. We denoted this class $C(\mu)$. Note that $f \in C(\mu)$ if and only if $zf' \in S(\mu)$. The following definitions are required in our present investigation.

**Definition 1.** (see [8]) (Subordination Principal). For two functions $f$ and $g$ analytic in $U$, we say that the function $f(z)$ is subordinated to $g(z)$ in $U$ and write $f(z) \prec g(z)$ $(z \in U)$, if there exists a Schwarz function $w(z)$ analytic in $U$ with $w(0) = 0$, and $|w(z)| < 1$, such that $f(z) = g(w(z)), z \in U$. In particular, if the function $g(z)$ is univalent in $U$, the above subordination is equivalent to $f(0) = g(0)$ and $f(U) \subset g(U)$.

**Definition 2.** (see [9]) (Differential subordination ) Let $\phi : \mathbb{C}^2 \to \mathbb{C}$ and let $h$ be univalent in $U$. If $p$ is analytic in $U$ and satisfies the differential subordination $\phi(p(z)),zp'(z) < h(z)$ then $p$ is called a solution of the differential subordination. The univalent function $q$ is called a dominant of the solutions of the differential subordination, $p \prec q$. If $p$ and $\phi(p(z)),zp'(z)$ are univalent in $U$ and satisfy the differential superordination $h(z) < \phi(p(z)),zp'(z)$, then $p$ is called a solution of the differential superordinaton. An analytic function $q$ is called subordinant of the solution of the differential superordination if $q \prec p$.

**Definition 3.** (see [10]) The fractional derivative of order $\alpha$ is defined, for a function $f(z)$, by

$$D^\alpha_z f(z) := \frac{1}{\Gamma(1-\alpha)} \frac{d}{dz} \int_0^z \frac{f(\zeta)}{(z-\zeta)^\alpha} d\zeta; \quad 0 \leq \alpha < 1,$$

where the function $f(z)$ is analytic in simply-connected region of the complex $z$-plane $\mathbb{C}$ containing the origin and the multiplicity of $(z-\zeta)^{-\alpha}$ is removed by requiring $log(z-\zeta)$ be real when $(z-\zeta) > 0$.

**Definition 4.** [15] A function $f \in S$ (the class of univalent functions in $U$) is said to be in the class $SH(\mu)$ if it satisfies

$$\left|\frac{zf'(z)}{f(z)} - 2\mu(\sqrt{2} - 1)\right| < \Re\left\{\sqrt{2}\frac{zf'(z)}{f(z)}\right\} + 2\mu(\sqrt{2} - 1)$$
for some $\mu > 0$ and for all $z \in U$.

Remark 1. Geometric interpretation: Let $\Omega(\mu) := \{ zf'(z)/f(z), \ f \in HS(\mu)\}$ then

$$\Omega(\mu) = \{ \omega = u + iv : v^2 < 4\mu u + u^2; u > 0 \}.$$  

Note that $\Omega(\mu)$ is the interior of a hyperbola in the right half-plane which is symmetric with respect to the real axis and has vertex at the origin.

Define the function $\varphi_{a}(a, c; z)$ by

$$\varphi(a, c; z) := \sum_{n=0}^{\infty} \frac{(a)_n}{(c)_n} z^n, \ (z \in U; \ a \in \mathbb{R}, \ c \in \mathbb{R}\{0, -1, -2, ..., \}),$$  

where $(a)_n$ is the Pochhammer symbol defined by

$$(a)_n := \frac{\Gamma(a+n)}{\Gamma(a)} = \begin{cases} 1, & (n = 0); \\ a(a+1)(a+2)...(a+n-1), & (n \in \mathbb{N}). \end{cases}$$

Corresponding to the function $\varphi_{a}(a, c; z)$, Carlson and Shaffer [5] introduced a linear operator $L(a, c)$ by

$$L(a,c)f(z) := \varphi(a, c; z) * f(z), \ f \in \mathcal{A}.$$  

Note that $L(a,a)$ is the identity operator.

In [11], Owa and Srivastava introduced the operator $\Phi^a : \mathcal{A} \to \mathcal{A}$, that is known as an extension of fractional derivative and fractional integral, as follows

$$\Phi^a f(z) := \Gamma(2-\alpha)z^{\alpha} D_z^\alpha f(z)$$

$$= z + \sum_{n=2}^{\infty} \frac{\Gamma(n+1)\Gamma(2-\alpha)}{\Gamma(n+1-\alpha)} a_n z^n \quad (1.2)$$

Note that $\Phi^0 f(z) = f(z)$. We define the linear multiplier fractional differential operator $D_{\beta,\lambda}^{k,\alpha}$ as follows

$$D^0 f(z) = f(z)$$

$$= z + \sum_{n=2}^{\infty} a_n z^n.$$  

$$D_{\beta,\lambda}^{1,a} f(z) = (\beta - \lambda)\Phi^a f(z) + \lambda z(\Phi^a f(z))' + (1 - \beta)z$$

$$= z + \sum_{n=2}^{\infty} \left[ \frac{\Gamma(n+1)\Gamma(2-\alpha)}{\Gamma(n+1-\alpha)} \right] [\lambda(n-1) + \beta] a_n z^n$$

$$= D_{\beta,\lambda}^{\alpha} (f(z)).$$
\[ D^{2,\alpha}_{\beta,\lambda} f(z) = D^{\alpha}_{\beta,\lambda} \left( D^{1,\alpha}_{\beta,\lambda} f(z) \right) \]
\[ = z + \sum_{n=2}^{\infty} \left\{ \frac{\Gamma(n+1) \Gamma(2-\alpha)}{\Gamma(n+1-\alpha)} \right\}^2 \left[ \lambda(n-1) + \beta \right]^2 a_n z^n, \]
\[ \vdots \]
\[ D^{k,\alpha}_{\beta,\lambda} f(z) = D^{\alpha}_{\beta,\lambda} \left( D^{k-1,\alpha}_{\beta,\lambda} f(z) \right) \]
\[ = z + \sum_{n=2}^{\infty} \left\{ \frac{\Gamma(n+1) \Gamma(2-\alpha)}{\Gamma(n+1-\alpha)} \right\}^k \left[ \lambda(n-1) + \beta \right]^k a_n z^n \]
\[ := z + \sum_{n=2}^{\infty} \Psi_n, (\alpha, \beta, \lambda) a_n z^n, \tag{1.3} \]

for \( 0 \leq \alpha < 1, \beta \geq 1, \lambda \geq 0 \) and \( k \in \mathbb{N}_0 = \mathbb{N} \cup \{0\} \) with \( D^{k,\alpha}_{\beta,\lambda} f(0) = 0 \).

Remark 2. (1) When \( \alpha = 0, \beta = 1 \), we have Al-Oboudi’s differential operator (see [3]).
(2) When \( \alpha = 0, \beta = 1 \) and \( \lambda = 1 \), we get Sălăgean’s differential operator (see [16]).
(3) When \( k = 1, \beta = 1 \) and \( \lambda = 0 \), we obtain the Owa-Srivastava fractional differential operator (see [11]).
(4) When \( \beta = 1 \), we get the linear multiplier fractional differential operator \( D^{k,\alpha}_{\lambda} \) that introduced in [4].

Using the operator \( D^{k,\alpha}_{\beta,\lambda} \), we define the following classes.

Definition 5. Let \( SH_{k,\alpha,\beta,\lambda}(\mu), k \in \mathbb{N} \) be the class of all functions \( f \in \mathcal{A} \) and univalent in \( U \) satisfying
\[ \left| \frac{D^{k+1,\alpha}_{\beta,\lambda} f(z)}{D^{k,\alpha}_{\beta,\lambda} f(z)} - 2\mu(\sqrt{2} - 1) \right| < \Re \left\{ \sqrt{2} \frac{D^{k+1,\alpha}_{\beta,\lambda} f(z)}{D^{k,\alpha}_{\beta,\lambda} f(z)} \right\} + 2\mu(\sqrt{2} - 1) \]
for some \( \mu \), \( (\mu > 0) \) and for all \( z \in U \).

Remark 3. Geometric interpretation: If we denote with \( p_\mu \) the analytic and univalent functions with the properties \( p_\mu(0) = 1, p_\mu'(0) > 0 \) and \( p_\mu(U) = \Omega(\mu) \) (see Remark 1), then \( f \in SH_{k,\alpha,\beta,\lambda}(\mu) \) if and only if
\[ \frac{D^{k+1,\alpha}_{\beta,\lambda} f(z)}{D^{k,\alpha}_{\beta,\lambda} f(z)} < p_\mu(z), \quad z \in U, \]
such that \( p_\mu(z) = (1 + 2\mu) \sqrt{\frac{1 + b\bar{z}}{1 - z}} - 2\mu \), where \( b = \frac{1 + 4\mu - 4\mu^2}{(1 + 2\mu)^2} \) and the branch of the square root \( \sqrt{w} \) is chosen so that \( Im \sqrt{w} \geq 0 \).

We can observe that

\[
SH_{k,0,1,1}(\mu) \equiv SH_k(\mu)
\]

where the class \( SH_k(\mu) \) was introduced in [1]. Also we have

\[
SH_{0,0,1,1}(\mu) \equiv SH(\mu),
\]

where the class \( SH(\mu) \) was proposed in [15].

**Definition 6.** Let \( 0 \leq \alpha < 1, \beta \geq 0, \lambda \geq 0, \) and \( f \in \mathcal{A}, v \in [0, \infty) \). We define the class \((v,k)_{\alpha,\beta,\lambda} - \mathcal{S}\) by requiring that \( f \in \mathcal{S} \) and

\[
\Re\left( \frac{D_{\beta,\lambda}^{k,\alpha} f(z)}{f(z)} \right) > v \left| \frac{D_{\beta,\lambda}^{k,\alpha} f(z)}{f(z)} - 1 \right|, \quad (z \in U).
\]

Note that

\[
(v,k)_{0,1,1} - \mathcal{S} \equiv (v,k) - \mathcal{S},
\]

where the class \((v,k) - \mathcal{S}\) is defined and studied in [2].

**Remark 4.** (Geometric interpretation): A function \( f \in (v,k)_{\alpha,\beta,\lambda} - \mathcal{S} \) if and only if

\[
\frac{D_{\beta,\lambda}^{k,\alpha} f(z)}{f(z)} < p_v(z), \quad (v \in [0, \infty), \ z \in U)
\]

where \( p_v \) denoted the function which maps the unit disk conformally onto the region \( \Omega_v \), such that \( 1 \in \Omega_v \) and

\[
\partial \Omega_v = \{ u + iv : u^2 = v^2(u - 1)^2 + v^2u_2 \}.
\]

The domain \( \Omega_v \) is elliptic for \( v > 1 \), is hyperbolic when \( 0 < v < 1 \), parabolic for \( v = 1 \), and is the right half-plane when \( v = 0 \).

**Definition 7.** Let \( 0 \leq \alpha < 1, \beta \geq 0, \lambda \geq 0, \) and \( f \in \mathcal{A}, v \in [0, \infty) \). We define the class \((v,k)_{\alpha,\beta,\lambda} - \mathcal{CC}\) with respect to the function \( g \in (v,k)_{\alpha,\beta,\lambda} - \mathcal{S}\)

\[
\Re\left( \frac{D_{\beta,\lambda}^{k,\alpha} f(z)}{g(z)} \right) > v \left| \frac{D_{\beta,\lambda}^{k,\alpha} f(z)}{g(z)} - 1 \right|, \quad (z \in U).
\]

Note that

\[
(v,k)_{0,1,1} - \mathcal{CC} \equiv (v,k) - \mathcal{CC},
\]

where the class \((v,k) - \mathcal{CC}\) is defined and studied in [1].
Remark 5. (Geometric interpretation): A function \( f \in (v,k)_{\alpha,\beta,\lambda} - \mathcal{C}\mathcal{C} \) with respect to \( g \in (v,k)_{\alpha,\beta,\lambda} - \mathcal{S} \) if and only if
\[
\frac{D_{\beta,\lambda}^{k,\alpha} f(z)}{g(z)} < p_\nu(z), \quad (v \in [0, \infty), \; z \in U)
\]
where \( p_\nu \) is defined in Remark 4. Or \( \frac{D_{\beta,\lambda}^{k,\alpha} f(z)}{g(z)} \) take all values in the domain \( \Omega_\nu \).

We need the following preliminaries in the sequel. The Libera-Pascu integral operator \( L_a : \mathcal{A} \rightarrow \mathcal{A} \) is defined by
\[
f(z) := L_a F(z) = \frac{1 + a}{z^a} \int_0^z F(t)t^{a-1} dt, \; a \in \mathbb{C}, \; \Re(a) \geq 0.
\]
For \( a = 1 \) we obtain the Libera integral operator, for \( a = 0 \) we obtain the Alexander integral operator and in the cases \( a = 1,2,3,... \) we obtain the Bernardi integral operator.

**Lemma 1.** (see [7]) Let \( \phi \) be convex in \( U \) with \( \Re\{k\phi(z) + v\} > 0 \) for \( k, v \in \mathbb{C} \), also let \( p(z) \in \mathcal{H}(U) \) with \( p(0) = \phi(0) \) and assume that the Briot-Bouquet differential subordination
\[
p(z) + \frac{z p'(z)}{kp(z) + v} < \phi(z), \; z \in U
\]
is satisfied. These imply that
\[
p(z) < \phi(z), \; z \in U.
\]

**Lemma 2.** (see [7]) Let \( q \) be convex in \( U \) and \( \phi : U \rightarrow \mathbb{C} \) with \( \Re\{\phi(z)\} > 0 \). If \( p(z) \in \mathcal{H}(U) \) and assume that the subordination
\[
p(z) + \phi(z)zp'(z) < q(z), \; z \in U
\]
is satisfied, then
\[
p(z) < q(z), \; z \in U.
\]

2. The class \( SH_{k,\alpha,\beta,\lambda}(\mu) \)

In this section we study the inclusion property of functions in the class \( SH_{k,\alpha,\beta,\lambda}(\mu) \). Further we show that if \( F \in SH_{k,\alpha,\beta,\lambda}(\mu) \) implies that for the Libera integral operator \( L_a F(z) \in SH_{k,\alpha,\beta,\lambda}(\mu) \).

**Theorem 1.** Let \( \mu > 0, \; 0 \leq \alpha < 1, \beta \geq 1, \lambda > 0 \). We have
\[
SH_{k+1,\alpha,\beta,\lambda}(\mu) \subset SH_{k,\alpha,\beta,\lambda}(\mu).
\]

**Proof.** Let \( f \in SH_{k+1,\alpha,\beta,\lambda}(\mu) \). Denote
\[
p(z) := \frac{D_{\beta,\lambda}^{k+1,\alpha} f(z)}{D_{\beta,\lambda}^{k,\alpha} f(z)}, \; p(0) = 1, \; (z \in U).
\]
Then we have
\[
\frac{D^{k+2,\alpha}_{\beta,\lambda} f(z)}{D^{k+1,\alpha}_{\beta,\lambda} f(z)} = \frac{D^{k+2,\alpha}_{\beta,\lambda} f(z)}{D^{k,\alpha}_{\beta,\lambda} f(z)} \frac{D^{k,\alpha}_{\beta,\lambda} f(z)}{D^{k+1,\alpha}_{\beta,\lambda} f(z)} = \frac{1}{p(z)} \frac{D^{k+2,\alpha}_{\beta,\lambda} f(z)}{D^{k,\alpha}_{\beta,\lambda} f(z)}.
\]  
(2.1)

Now, by using the definition of the operator (1.3), we verify
\[
p^2(z) + \lambda z p'(z) = \left[ \frac{D^{k+1,\alpha}_{\beta,\lambda} f(z)}{D^{k,\alpha}_{\beta,\lambda} f(z)} \right]^2 + \lambda \left[ \frac{D^{k,\alpha}_{\beta,\lambda} f(z)}{D^{k,\alpha}_{\beta,\lambda} f(z)} \right]^2 + \lambda \left[ \frac{D^{k,\alpha}_{\beta,\lambda} f(z)}{D^{k,\alpha}_{\beta,\lambda} f(z)} \right]^2
\]
\[
= \left[ \frac{D^{k+2,\alpha}_{\beta,\lambda} f(z)}{D^{k+1,\alpha}_{\beta,\lambda} f(z)} \right]^2 + \left( D^{k,\alpha}_{\beta,\lambda} f(z) \right)^2 - \left( D^{k,\alpha}_{\beta,\lambda} f(z) \right)^2
\]
\[
= \frac{D^{k+2,\alpha}_{\beta,\lambda} f(z)}{D^{k+1,\alpha}_{\beta,\lambda} f(z)}
\]  
(2.2)

Putting (2.2) in (2.1), we obtain
\[
\frac{D^{k+2,\alpha}_{\beta,\lambda} f(z)}{D^{k+1,\alpha}_{\beta,\lambda} f(z)} = p(z) + \lambda \frac{z p'(z)}{p(z)}, \quad (z \in U).
\]  
(2.3)

Since \( f \in SH_{k+1,\alpha,\beta,\lambda}(\mu) \), then in view of Remark 3, we have
\[
\frac{D^{k+2,\alpha}_{\beta,\lambda} f(z)}{D^{k+1,\alpha}_{\beta,\lambda} f(z)} = p(z) + \lambda \frac{z p'(z)}{p(z)} < p_{\mu}(z),
\]
with \( p(0) = p_{\mu}(0) = 1, \mu > 0 \), and \( \Re(p_{\mu}(z)) > 0 \). Hence, from Lemma 1, we obtain
\[
p(z) < p_{\mu}(z), \quad (z \in U),
\]
or
\[
\frac{D_{\beta,\lambda}^{k+1,\alpha} f(z)}{D_{\beta,\lambda}^{k,\alpha} f(z)} < p_{\mu}(z), \quad (z \in U).
\]
Now Remark 3 gives \( f(z) \in SH_{k,\alpha,\beta,\lambda}(\mu) \).

The next results can be found in [1, 2] respectively.

**Corollary 1.** Let \( \mu > 0 \). We have
\[
SH(\mu) \subset \mathbb{S}.
\]
**Proof.** By letting \( k = 0 \) in Theorem 1.

**Corollary 2.** Let \( \mu > 0 \). We have
\[
SH_{n+1,\lambda}(\mu) \subset SH_{n,\lambda}(\mu).
\]
**Proof.** By assuming \( \alpha = 0 \) and \( \beta = 1 \) in Theorem 1.

**Theorem 2.** Let \( \mu > 0, 0 \leq \alpha < 1, \beta \geq 1, \lambda > 0 \). If \( F \in SH_{k,\alpha,\beta,\lambda}(\mu) \) with \( \lambda(1 + a) > \beta \), then the Libera-Pascu integral operator \( f(z) := L_{\alpha} F(z) \) is in \( SH_{k,\alpha,\beta,\lambda}(\mu) \).

**Proof.** Let \( F \in SH_{k,\alpha,\beta,\lambda}(\mu) \). Denote
\[
p(z) := \frac{D_{\beta,\lambda}^{k+1,\alpha} f(z)}{D_{\beta,\lambda}^{k,\alpha} f(z)}, \quad p(0) = 1, \quad (z \in U)
\]
and assume that \( 0 < \Re\{p(z)\} \leq 1 \). From the definition of the Libera-Pascu integral operator we have
\[
(1 + a) F(z) = a f(z) + z f'(z).
\]
by using the linear operator \( D_{\beta,\lambda}^{k+1,\alpha} \), we have
\[
(1 + a) D_{\beta,\lambda}^{k+1,\alpha} F(z) = a D_{\beta,\lambda}^{k+1,\alpha} f(z) + D_{\beta,\lambda}^{k+1,\alpha} (z f'(z))
\]
\[
= a D_{\beta,\lambda}^{k+1,\alpha} f(z) + z (D_{\beta,\lambda}^{k+1,\alpha} f(z))'
\]
\[
= a D_{\beta,\lambda}^{k+1,\alpha} f(z) + \frac{D_{\beta,\lambda}^{k+2,\alpha} f(z) - (\beta - \lambda) D_{\beta,\lambda}^{k+1,\alpha} f(z) - (1 - \beta) z}{\lambda},
\]
or equivalently,
\[
\lambda(1 + a) D_{\beta,\lambda}^{k+1,\alpha} F(z) = [\lambda(1 + a) - \beta] D_{\beta,\lambda}^{k+1,\alpha} f(z) + D_{\beta,\lambda}^{k+2,\alpha} f(z) - (1 - \beta) z.
\]
Similarly, we obtain
\[
\lambda(1 + a) D_{\beta,\lambda}^{k,\alpha} F(z) = [\lambda(1 + a) - \beta] D_{\beta,\lambda}^{k,\alpha} f(z) + D_{\beta,\lambda}^{k+1,\alpha} f(z) - (1 - \beta) z.
\]
Then by using (2.4) and (2.3) we have

\[
\frac{D_{\beta, \lambda}^{k+1, \alpha} F(z)}{D_{\beta, \lambda}^{k, \alpha} F(z)} = \frac{[\lambda(1+a) - \beta] D_{\beta, \lambda}^{k+1, \alpha} f(z) + D_{\beta, \lambda}^{k+2, \alpha} f(z)}{[\lambda(1+a) - \beta] + \frac{D_{\beta, \lambda}^{k+1, \alpha} f(z)}{D_{\beta, \lambda}^{k, \alpha} f(z)} (1-\beta)z D_{\beta, \lambda}^{k, \alpha} F(z)}
\]

\[
= \frac{[\lambda(1+a) - \beta] p(z) + \frac{D_{\beta, \lambda}^{k+1, \alpha} f(z)}{D_{\beta, \lambda}^{k, \alpha} f(z)} p(z) + \varphi(z)}{[\lambda(1+a) - \beta] + \frac{p(z) + \varphi(z)}{D_{\beta, \lambda}^{k+1, \alpha} f(z)} p(z) + \psi(z)}
\]

\[
= \frac{p(z)[\lambda(1+a) - \beta] + p(z) + \varphi(z)}{[\lambda(1+a) - \beta] + p(z) + \varphi(z)}
\]

\[
= p(z) + z p'(z) \left( \frac{\lambda + \varphi(z)(1-p(z))}{\lambda(1+a) - \beta} \right)
\]

\[
:= p(z) + z p'(z) \phi(z),
\]

where \(\forall (\phi(z)) > 0\) as \(z \to 1^+\). From \(F \in HS_{k, \alpha, \beta, \lambda}(\mu)\), we have

\[
p(z) + z p'(z) \phi(z) < p_\mu(z),
\]

thus in view of Lemma 2, we obtain

\[
p(z) < p_\mu(z), \quad (z \in U)
\]

or

\[
\frac{D_{\beta, \lambda}^{k+1, \alpha} f(z)}{D_{\beta, \lambda}^{k, \alpha} f(z)} < p_\mu(z), \quad p(0) = 1, \quad (z \in U).
\]

Implies \(f \in HS_{k, \alpha, \beta, \lambda}(\mu)\). This completes the proof.

The next results can be found in [2].

**Corollary 3.** Let \(\mu > 0\). If \(F \in SH_{n, \lambda}(\mu)\). Then the \(f \in SH_{n, \lambda}(\mu)\) where \(f\) is the Libera-Pascu integral operator.

**Proof.** Assume \(\alpha = 0\) and \(\beta = 1\). Hence \(\phi(z) = \frac{\lambda}{|\lambda(1+a) - 1| + p(z)}\) in Theorem 2.

\(\square\)

3. **The Class \((v, k)_{\alpha, \beta, \lambda} - \mathcal{C}\mathcal{C}\)**

In this section, we show that for any function \(F \in \mathcal{A}\) in the classes \((v, k)_{\alpha, \beta, \lambda} - \mathcal{S}\) and \((v, k)_{\alpha, \beta, \lambda} - \mathcal{C}\mathcal{C}\), the Libera-Pascu integral operator acting on \(F\) is also belongs to these classes. Moreover, some well known subclasses are obtained as special cases of our results.
Theorem 3. If $F \in (v, k)_{\alpha, \beta, \lambda} - \infty, v \in [0, \infty)$ and $0 \leq \alpha < 1, \beta > 0, \lambda > 0$, then Libera-Pascu integral operator $f(z) = L_\alpha F(z) \in (v, k)_{\alpha, \beta, \lambda} - \infty$.

Proof. Let $F \in (v, k)_{\alpha, \beta, \lambda} - \infty$. Consider

$$p(z) := \frac{D^{k, \alpha}_{\beta, \lambda} f(z)}{f(z)}, \quad p(0) = 1, \quad (z \in U). \quad (3.1)$$

From the definition of the Libera-Pascu integral operator we obtain

$$(1 + a) F(z) = a f(z) + z f'(z). \quad (3.2)$$

By using the linear operator $D^{k, \alpha}_{\beta, \lambda}$, we have

$$(1 + a) D^{k, \alpha}_{\beta, \lambda} F(z) = a D^{k, \alpha}_{\beta, \lambda} f(z) + D^{k, \alpha}_{\beta, \lambda} (z f'(z))$$

$$= a D^{k, \alpha}_{\beta, \lambda} f(z) + z (D^{k, \alpha}_{\beta, \lambda} f(z))'$$

$$= a D^{k, \alpha}_{\beta, \lambda} f(z) + \frac{D^{k+1, \alpha}_{\beta, \lambda} f(z) - (\beta - \lambda) D^{k, \alpha}_{\beta, \lambda} f(z) - (1 - \beta)z}{\lambda}$$

$$= [a + \frac{\lambda - \beta}{\lambda}] D^{k, \alpha}_{\beta, \lambda} f(z) + \frac{1}{\lambda} D^{k+1, \alpha}_{\beta, \lambda} f(z) + \frac{(\beta - 1)z}{\lambda}$$

$$:= AD^{k, \alpha}_{\beta, \lambda} f(z) + BD^{k+1, \alpha}_{\beta, \lambda} f(z) + \varphi(z). \quad (3.3)$$

From (3.2) and (3.3) we obtain

$$\frac{D^{k, \alpha}_{\beta, \lambda} F(z)}{F(z)} = \frac{AD^{k, \alpha}_{\beta, \lambda} f(z) + BD^{k+1, \alpha}_{\beta, \lambda} f(z) + \varphi(z)}{af(z) + z f'(z)}$$

$$= \frac{f(z) \left[ A D^{k, \alpha}_{\beta, \lambda} f(z) + B D^{k+1, \alpha}_{\beta, \lambda} f(z) + \varphi(z) \right]}{f(z) [a + \frac{z f'(z)}{f(z)}]} \quad (3.4)$$

$$= \frac{A D^{k, \alpha}_{\beta, \lambda} f(z) + B D^{k+1, \alpha}_{\beta, \lambda} f(z) + \varphi(z)}{a + \frac{z f'(z)}{f(z)}}.$$

From (3.1) we have
\[ z p'(z) = z \frac{f(z)[D_{\beta,\lambda}^k f(z)]' - D_{\beta,\lambda}^k f(z) \cdot f'(z)}{f^2(z)} \]

\[ = \frac{z[D_{\beta,\lambda}^k f(z)]' - D_{\beta,\lambda}^k \frac{z f'(z)}{f(z)}}{f(z)} \]

\[ = \frac{D_{\beta,\lambda}^{k+1,\alpha} f(z) - (\beta - \lambda)D_{\beta,\lambda}^k f(z) - (1 - \beta)z}{f(z)} - \frac{D_{\beta,\lambda}^k f(z) \cdot z f'(z)}{f(z)} \]

\[ = BD_{\beta,\lambda}^{k+1,\alpha} f(z) - CD_{\beta,\lambda}^k f(z) + p(z) \cdot z f'(z) \]

\[ = \frac{BD_{\beta,\lambda}^{k+1,\alpha} f(z)}{f(z)} - Cp(z) + \frac{z f'(z)}{f(z)} \]

where \( C := \frac{(\beta - \lambda)\delta}{\lambda} \). Hence

\[ \frac{BD_{\beta,\lambda}^{k+1,\alpha} f(z)}{f(z)} = z p'(z) + p(z)\left[C + \frac{z f'(z)}{f(z)}\right] - \frac{\varphi(z)}{f(z)}. \]  \( (3.5) \)

Substitute (3.6) in (3.4), then we obtain

\[ \frac{D_{\beta,\lambda}^k F(z)}{F(z)} = Ap(z) + B \frac{D_{\beta,\lambda}^{k+1,\alpha} f(z)}{f(z)} + \frac{\varphi(z)}{f(z)} \]

\[ = \frac{z p'(z) + p(z)[A + \frac{z f'(z)}{f(z)}]}{a + \frac{z f'(z)}{f(z)}} \]

\[ = \frac{z p'(z) + p(z)[a + \frac{z f'(z)}{f(z)}]}{a + \frac{z f'(z)}{f(z)}} \]

\[ = p(z) + \frac{1}{a + \frac{z f'(z)}{f(z)}}z p'(z). \]  \( (3.7) \)

From the hypothesis, we have

\[ \frac{D_{\beta,\lambda}^k F(z)}{F(z)} < p_\nu(z), \ (v \in [0, \infty), z \in U). \]

Consequently, we have

\[ p(z) + \frac{1}{a + \frac{z f'(z)}{f(z)}}z p'(z) < p_\nu(z), \ (v \in [0, \infty), z \in U). \]
Now in view of Lemma 2, we get
\[ p(z) < p_v(z), \ (v \in [0, \infty), z \in U). \]

Equivalently
\[ \frac{D^{k,a}_{\beta,\lambda} f(z)}{f(z)} < p_v(z), \ (v \in [0, \infty), z \in U), \]

which implies \( f(z) = L_a F(z) \in (v, k)_{\alpha,\beta,\lambda} - \mathcal{S}. \)

The next result can be found in [2].

**Corollary 4.** If \( F \in (v, n) - \mathcal{S}, \ v \in [0, \infty), \) then Libera-Pascu integral operator \( f(z) = L_a F(z) \in (v, n) - \mathcal{S}. \)

**Proof.** Let \( \alpha = 0, \beta = \lambda = 1 \) in Theorem 3.

**Corollary 5.** If \( F \in (v, k)_{\lambda} - \mathcal{S}, \ v \in [0, \infty), \) then Libera-Pascu integral operator \( f(z) = L_a F(z) \in (v, k)_{\lambda} - \mathcal{S}. \)

**Proof.** Put \( \alpha = 0, \beta = 1 \) in Theorem 3. Note that in this case we have Al-Oboudi’s differential operator.

**Theorem 4.** If \( F \in (v, k)_{\alpha,\beta,\lambda} - \mathcal{C} \mathcal{C}, \ v \in [0, \infty) \) and \( 0 \leq \alpha < 1, \beta > 0, \lambda > 0, \) with respect to the function \( G(z) \in (v, k)_{\alpha,\beta,\lambda} - \mathcal{S}, \) then the Libera-Pascu integral operator \( f(z) = L_a F(z) \in (v, k)_{\alpha,\beta,\lambda} - \mathcal{C} \mathcal{C} \) with respect to the function \( g(z) = L_a G(z) \in (v, k)_{\alpha,\beta,\lambda} - \mathcal{S}. \)

**Proof.** Let \( F \in (v, k)_{\alpha,\beta,\lambda} - \mathcal{C} \mathcal{C} \) and
\[ p(z) := \frac{D^{k,a}_{\beta,\lambda} f(z)}{g(z)}, \ p(0) = 1, \ (z \in U). \] (3.8)

Differentiating the Libera-Pascu integral operator \( f(z) = L_a F(z) \) and operating by \( D^{k,a}_{\beta,\lambda}, \) we have
\[ (1 + a)D^{k,a}_{\beta,\lambda} F(z) = AD^{k,a}_{\beta,\lambda} f(z) + BD^{k,a+1}_{\beta,\lambda} f(z) + \varphi(z), \] (3.9)

where \( A, B \) and \( \varphi(z) \) are defined in Theorem 3. We also observe that
\[ (1 + a)G(z) = ag(z) + zg'(z). \] (3.10)
By using \((3.9)\) and \((3.10)\) we get

\[
\frac{D^k \alpha F(z)}{G(z)} = \frac{AD^k \alpha f(z) + BD^{k+1} \alpha f(z) + \varphi(z)}{ag(z) + zg'(z)}
\]

\[
= \frac{g(z)\left[A \frac{D^k \alpha f(z)}{g(z)} + B \frac{D^{k+1} \alpha f(z)}{g(z)} + \frac{\varphi(z)}{g(z)}\right]}{g(z)[a + zg'(z)]}
\]

\[
= \frac{A \frac{D^k \alpha f(z)}{g(z)} + B \frac{D^{k+1} \alpha f(z)}{g(z)} + \frac{\varphi(z)}{g(z)}}{a + zg'(z)}. \tag{3.11}
\]

From \((3.8)\) we have

\[
z p'(z) = z \left[\frac{g(z)[D^k \alpha f(z)]'}{g^2(z)} - \frac{D^k \alpha f(z)g'(z)}{g(z)}\right]
\]

\[
= \frac{z[D^k \alpha f(z)]' - D^k \alpha f(z)zg'(z)}{g(z)}
\]

\[
= \frac{D^{k+1} \alpha f(z) - (\beta - \lambda) D^k \alpha f(z) - (1 - \beta)z}{g(z)} - \frac{D^k \alpha f(z)}{g(z)}zg'(z)
\]

\[
:= \frac{BD^{k+1} \alpha f(z)}{g(z)} - \frac{CD^k \alpha f(z)}{g(z)} + \frac{\varphi(z)}{g(z)} - p(z)zg'(z)
\]

\[
= \frac{BD^{k+1} \alpha f(z)}{g(z)} - C p(z) - p(z)zg'(z) + \frac{\varphi(z)}{g(z)}. \tag{3.12}
\]

where \(C\) defined in Theorem 3. Hence

\[
\frac{BD^{k+1} \alpha f(z)}{g(z)} = z p'(z) + p(z)[C + \frac{zg'(z)}{g(z)}] - \frac{\varphi(z)}{g(z)}. \tag{3.13}
\]

Substitute \((3.13)\) in \((3.11)\) we obtain

\[
\frac{D^k \alpha F(z)}{G(z)} = p(z) + \frac{1}{a + zg'(z)} z p'(z)
\]

\[
:= p(z) + \phi(z) z p'(z), \tag{3.14}
\]

where \(\Re\{\phi\} > 0, z \in U\). Thus in view of Lemma 2, we obtain

\[
p(z) < p_v(z), \quad (v \in [0, \infty), z \in U)
\]
or equivalently
\[ \frac{D_{\beta,\lambda}^k f(z)}{g(z)} < p_v(z), \quad (v \in [0, \infty), z \in U). \]

Hence \( f(z) = L_a F(z) \in (v,k)_{\alpha,\beta,\lambda} - \mathcal{C}\mathcal{C} \) with respect to the function \( g(z) = L_a G(z) \in (v,k)_{\alpha,\beta,\lambda} - \mathcal{S} \).

The next result can be found in [2].

**Corollary 6.** If \( F \in (v,k) - \mathcal{C}\mathcal{C}, \) \( v \in [0, \infty) \) with respect to the function \( G(z) \in (v,k) - \mathcal{S} \) then Libera-Pascu integral operator \( f(z) = L_a F(z) \in (v,n) - \mathcal{C}\mathcal{C} \) with respect to the function \( g(z) = L_a G(z) \in (v,k) - \mathcal{S} \).

**Proof.** Let \( \alpha = 0, \beta = \lambda = 1 \) in Theorem 4. \( \square \)

**Corollary 7.** If \( F \in (v,k)_{\lambda} - \mathcal{C}\mathcal{C}, \) \( v \in [0, \infty) \) and \( \lambda > 0, \) with respect to the function \( G(z) \in (v,k)_{\lambda} - \mathcal{S} \) then Libera-Pascu integral operator \( f(z) = L_a F(z) \in (v,k)_{\lambda} - \mathcal{C}\mathcal{C} \) with respect to the function \( g(z) = L_a G(z) \in (v,k)_{\lambda} - \mathcal{S} \).

**Proof.** Put \( \alpha = 0, \beta = 1 \) in Theorem 4. Note that in this case we have Al-Oboudi’s differential operator. \( \square \)

4. THE CLASS \((v,k)_{\alpha,\beta,\lambda} - \mathcal{S}\)

In this section, we determine coefficient bounds for functions of the form (1.1), with positive and negative coefficients, in the class \((v,k)_{\alpha,\beta,\lambda} - \mathcal{S}\). This study is required in the next section.

**Theorem 5.** A sufficient condition for a function \( f(z) \) of the form (1.1) to be in class \((v,k)_{\alpha,\beta,\lambda} - \mathcal{S}\) is

\[
\sum_{n=2}^{\infty} |a_n| |(\Psi_{n,k}(\alpha,\beta,\lambda) - 1)(1 + v) + 1| < 1, \tag{4.1}
\]

where \( v \in [0, \infty) \) and \( 0 \leq \alpha < 1, \beta > 0, \lambda > 0 \).

**Proof.** It suffices to show that

\[
|v| \left| \frac{D_{\beta,\lambda}^k f(z)}{f(z)} - 1 \right| - \Re \left( \frac{D_{\beta,\lambda}^k f(z)}{f(z)} - 1 \right) \leq 1.
\]

We obtain

\[
|v| \left| \frac{D_{\beta,\lambda}^k f(z)}{f(z)} - 1 \right| - \Re \left( \frac{D_{\beta,\lambda}^k f(z)}{f(z)} - 1 \right) \leq (1 + v) \left| \frac{D_{\beta,\lambda}^k f(z)}{f(z)} - 1 \right|
\]

\[
\leq (1 + v) \sum_{n=2}^{\infty} |a_n| |(\Psi_{n,k}(\alpha,\beta,\lambda) - 1)| |z|^n - 1
\]

\[
\leq \sum_{n=2}^{\infty} |a_n| |z|^n - 1
\]

\[
= 1 - \sum_{n=2}^{\infty} |a_n| |z|^n - 1
\]
This last expression is bounded above by 1 if
\[ \sum_{n=2}^{\infty} |a_n| \left( (\Psi_{n,k}(\alpha, \beta, \lambda) - 1)(1 + v) + 1 \right) < 1, \]
and the proof is complete. \( \square \)

Now we prove that the condition (4.1) is also necessary for \( f \) with negative coefficients. Let \( \mathcal{T} \) be the class of all analytic functions of the form
\[ f(z) = z - \sum_{n=2}^{\infty} a_n z^n, \quad (a_n \geq 0, z \in U). \]

Then we have the following result.

**Theorem 6.** A sufficient and necessary condition for \( f \in \mathcal{T} \) to be in the class
\( (v, k)_{\alpha, \beta, \lambda} - \mathcal{T} \mathcal{S} = (v, k)_{\alpha, \beta, \lambda} - \mathcal{S} \cap \mathcal{T} \) (here \( v \in [0, \infty) \) and \( 0 \leq \alpha < 1, \beta > 0, \lambda > 0 \)),
is that
\[ \sum_{n=2}^{\infty} a_n [(\Psi_{n,k}(\alpha, \beta, \lambda) - 1)(1 + v) + 1] < 1. \]

**Proof.** In view of Theorem 1, we need to prove only the necessity. If \( f \in (v, k)_{\alpha, \beta, \lambda} - \mathcal{T} \mathcal{S} \) and \( z \) is real, then
\[
1 > v \left| \frac{D_{\beta, \lambda}^k f(z)}{f(z)} - 1 \right| - \Re \left( \frac{D_{\beta, \lambda}^k f(z)}{f(z)} - 1 \right) \\
\geq -(1 + v) \Re \left( \frac{\sum_{n=2}^{\infty} a_n z^n (\Psi_{n,k}(\alpha, \beta, \lambda) - 1) z^{-1}}{1 - \sum_{n=2}^{\infty} a_n z^{-1}} \right). \\
\]
Letting \( z \to 1 \) along the real axis, we obtain the desired inequality
\[ \sum_{n=2}^{\infty} a_n [(\Psi_{n,k}(\alpha, \beta, \lambda) - 1)(1 + v) + 1] < 1. \]
\( \square \)

**Corollary 8.** The extreme points of \( (v, k)_{\alpha, \beta, \lambda} - \mathcal{T} \mathcal{S} \) are the functions given by
\[ f_1(z) = 1, \quad \text{and} \quad f_n(z) = z - \frac{1}{(\Psi_{n,k}(\alpha, \beta, \lambda) - 1)(1 + v) + 1} \]
where \( n = 2, 3, \ldots, v \in [0, \infty) \) and \( 0 \leq \alpha < 1, \beta > 0, \lambda > 0 \).
5. Cesáro sum

Recently, Silverman [14] determined sharp lower bounds on the real part of the quotients between the normalized starlike or convex functions and their sequences of partial sums:

\[ \Re \left\{ \frac{f(z)}{f_N(z)} \right\}, \Re \left\{ \frac{f'(z)}{f(z)} \right\}, \Re \left\{ \frac{f'_N(z)}{f_N(z)} \right\}, \text{ and } \Re \left\{ \frac{f''(z)}{f'(z)} \right\}. \]

In this section, we consider the Cesáro sum

\[ \sigma_m(z) = \frac{1}{m+1} \sum_{n=0}^{m} s_n(z) \]

where \( s_0(z) = 0, s_1(z) = z \). Note that the classical Cesáro means play an important role in geometric function theory (see [6, 12, 13]). In the sequel, we will make use of the result that \( \Re \left\{ \frac{1}{1+w(z)} \right\} > 0, (z \in U) \) if and only if \( w(z) = \sum_{n=1}^{\infty} c_n z^n \) satisfies the inequality \(|w(z)| < |z|\).

**Theorem 7.** Let the function \( f(z) \) of the form (1.1) satisfies condition (4.1), then

\[ \Re \left\{ \frac{f(z)}{\sigma_m(z)} \right\} \geq \frac{(\Psi_{m+1,k}(\alpha, \beta, \lambda) - 1)(1+v)}{(\Psi_{m+1,k}(\alpha, \beta, \lambda) - 1)(1+v) + 1}, (z \in U), \]

where \( \sigma_m(z) \) defined in (5.1).

**Proof.** Assume that \( f \in \mathcal{A} \) and satisfies (4.1). By setting

\[ d_m := [(\Psi_{m,k}(\alpha, \beta, \lambda) - 1)(1+v) + 1], \quad C(n,m) := \frac{m-n+1}{m+1} \]
and
\[
\begin{align*}
w(z) &= d_{m+1} \left\{ \frac{f(z)}{\sigma_m(z)} - \left( 1 + \frac{1}{d_{m+1}} \right) \right\} \\
&= 1 + \frac{d_{m+1} \sum_{n=2}^{\infty} anz^{n-1} - \sum_{n=2}^{m} C(n,m)anz^{n-1}}{1 + \sum_{n=2}^{m} C(n,m)anz^{n-1}}
\end{align*}
\]
when \(C(n,m) \to 1\), we find that
\[
\left| \frac{w(z) - 1}{w(z) + 1} \right| \leq \frac{d_{m+1} \sum_{n=m+1}^{\infty} |a_n|}{2 - 2 \sum_{n=2}^{m} |a_n| - d_{m+1} \sum_{n=m+1}^{\infty} |a_n|} \\
\leq 1, \quad (z \in U)
\]
if and only if
\[
2d_{m+1} \sum_{n=m+1}^{\infty} |a_n| \leq 2 - 2 \sum_{n=2}^{m} |a_n|
\]
which is equivalent to
\[
\sum_{n=2}^{m} |a_n| + d_{m+1} \sum_{n=m+1}^{\infty} |a_n| \leq 1. \quad (5.2)
\]
In order to see that
\[
f(z) = z + \frac{z^{m+1}}{d_{m+1}}, \quad (z \in U)
\]
gives sharp result, we observe that for \(z = re^{\theta}
\]
\[
\frac{f(z)}{\sigma_m(z)} = 1 + \frac{z^m}{d_{m+1}} \rightarrow 1 - \frac{1}{d_{m+1}} \quad \text{as} \quad z \rightarrow 1^-.
\]
Hence the proof is complete. \(\Box\)

In the same manner of Theorem 7, we can verify the following result

**Theorem 8.** Let the function \(f(z)\) of the form (1.1) satisfies condition (4.1), then
\[
\Re \left\{ \frac{f^\prime(z)}{\sigma_m(z)} \right\} \geq \frac{(\Psi_{m+1,k}(\alpha, \beta, \lambda) - 1)(1 + v) - m}{(\Psi_{m+1,k}(\alpha, \beta, \lambda) - 1)(1 + v) + 1}, \quad (z \in U),
\]
where \(\sigma_m(z)\) defined in (5.1).

**Proof.** Assume that \(f \in \mathcal{A}\) and satisfies (4.1). By letting
\[
\begin{align*}
w(z) &= d_{m+1} \left\{ \frac{f^\prime(z)}{\sigma_m^\prime(z)} - \left( 1 - \frac{m+1}{d_{m+1}} \right) \right\} \\
&= 1 + \frac{d_{m+1} \sum_{n=2}^{\infty} nanz^{n-1} - \sum_{n=2}^{m} C(n,m)nanz^{n-1}}{1 + \sum_{n=2}^{m} C(n,m)nanz^{n-1}}
\end{align*}
\]
where \(d_m\) is defined in Theorem 7. \(\Box\)
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