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Abstract—Based on the need for high-resolution underwater visual surveys, this study presents the adaptation of an existing SPARUS II autonomous underwater vehicle (AUV) into an entirely hovering AUV fully capable of performing autonomous, close range imaging survey missions. This paper focuses on the enhancement of the AUV’s maneuvering capability (enabling improved maneuvering control), implementation of an state-of-the-art thruster allocation algorithm (allowing optimal thrusters allocation and thrusters redundancy), and the development of an upgraded path-following controller to facilitate precise and delicate motions necessary for high resolution imaging missions. To facilitate the vehicle’s adaptation, a dynamic model is developed. The calibration process of the dynamic model coefficients initially obtained using well-accepted formulas, by computational fluid dynamics and in real sea experiments is presented. The in-house development of a pressure resistant imaging system is also presented. This system which includes a stereo camera and high-power lightning strobes was developed and fitted as a dedicated AUV payload. Finally, the performance of the platform is demonstrated in an actual seabed visual survey mission.
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I. INTRODUCTION

VISUAL SURVEYS of the seafloor enable us to quantify underwater benthic communities [1], [2], explore archaeological sites [3], inspect sub-sea structures [4], map the seabed [5], [6] and hence are extremely important in marine research. Today’s methods allow high-resolution and color 3D reconstructions of surveyed sites [7], [8]. The underwater medium, however, presents significant challenges to imaging survey platforms. The rapid attenuation of light and the presence of backscatter limit the imaging range to only a few meters. Consequently, to map a large area, sets of images must be collected and stitched together into a photomosaic [9], [10].

The quality of a photomosaic depends on the ability to acquire images at constant altitude and orientation with respect to the seabed, on the amount of overlap between the images in the set [6], [11] and on the accuracy of the underwater navigation. Acquiring such an image set requires roaming the camera with high precision along the mapping transects while maintaining constant altitude and orientation.

Often, image sets are collected by scuba divers; however, divers are limited by dive time and depth. In addition, they are unable to precisely navigate long transects while maintaining the camera at a constant orientation and altitude. The development of advanced underwater platforms such as remotely operated vehicles (ROVs) and autonomous underwater vehicles (AUVs) allows researchers to execute complicated missions while extending the effective time and depth, and eliminating the inherent risks of human involvement.

ROVs are generally powered and remotely controlled from surface support vessels via a tether that provides power, real-time control and video stream channels. The tether, however, limits the range and mobility of the vehicle. Furthermore, the deeper the missions are, the higher the deployment complexity is [3].

AUVs are untethered, self-controlled vehicles, able to operate for substantial durations of time without returning to the surface [12]. Because they are untethered, AUVs can be deployed easily from relatively small vessels, which, therefore, increases flexibility and reduces operational costs. The untethered configuration enables AUVs to maneuver freely without the risk of tether entanglement, in particular at low altitudes and in complex environments. These features make AUVs an excellent candidate platform for underwater visual survey missions [2], [13]. Typically, the required resolution for biodiversity analysis is in the order of 1 mm. For image resolutions of several megabytes the obtained field-of-view (FOV) is just a few square meters. In addition, water turbidity forces the imaging to be at close range. For high-quality photomosaics, high overlap between the images is necessary.
Consequently, to enable collection of high-quality image sets, AUVs conducting photographic survey missions are required to operate with high precision at low speeds and at low altitudes. Achieving such precision is challenging, particularly in adverse sea conditions, in shallow waters and over rugged terrains.

Recently, special attention has been given to the development of AUVs capable of performing diverse missions, both at relatively high speeds for surveying large areas and at low speeds while hovering for close-range inspection of specific points of interest [14]. Usually, this new class of vehicles is characterized by having a single streamlined, torpedo-shaped hull with a rear propeller and control surfaces for high-speed missions, and multiple thrusters, typically mounted in a tunnel configuration, to provide precise maneuvering capabilities at low speed [15], [16], [17]. While the configuration of tunnel thrusters offers reduced drag, it may require extension of the hull to physically accommodate the thrusters. Alternatively, the thrusters may be mounted externally to the hull with fixed mountings [18] or pivoted mechanisms [19] to provide improved maneuverability and robustness in case of thruster failure.

The present work presents a process for upgrading an existing AUV with limited maneuverability and transforming it into a platform capable of performing delicate and precise maneuvers for close-range imaging missions. The maneuverability of the vehicle is improved by the addition of two lateral thrusters, providing sway and decoupled yaw control. To study and evaluate the enhanced propulsion system and calibrate the vehicle’s propulsion control system, a dynamic model is developed and validated with experimental data. A thruster allocation algorithm is developed to optimize the new, over-actuated propulsion system configuration and to provide redundancy in case of thruster failure. To facilitate precise and decoupled motion control along the imaging transects, an improved path-following controller is developed and integrated into the vehicle’s auto pilot system. An imaging payload, consisting of stereo, downward-looking cameras and a system of strobes is developed and integrated into the vehicle. Finally, the upgraded platform named “ALICE” (see Fig. 1) is tested in a real underwater visual survey mission, where a substantial improvement in the vehicle’s motion control and the accuracy of its path following are demonstrated.

The paper is organized as follows: Section II describes the basic configuration of the existing SPARUS II AUV while Section III describes the configuration of the modified platform “ALICE”, including the development of the dedicated visual imaging payload and the upgraded propulsion system. Section IV describes the development of a six degrees-of-freedom (DOF) dynamic model for ALICE. ALICE’s hydrodynamic parameters and propulsion system model are described in Section V. Model validation with experimental, real sea trial data is described in Section VI. The optimized thruster allocation algorithm is described in Section VII while the improved path-following controller is described in Section VIII. Preliminary experiments using the new vehicle in imaging missions are described in Section IX and a demonstration of a complete imaging survey mission is presented in Section X.

IX-B Concluding remarks are presented in Section X

II. THE SPARUS II AUV

The SPARUS II [20] is a torpedo-shaped AUV with partial hovering capabilities, developed by IQUA Robotics Inc. [21] The vehicle’s operating speed is 0–2 m/s and its maximum operating depth is 200 m. Its small dimensions (1.6 m in length and 230 mm in diameter) and low weight (approx. 52 kg), allows its deployment from and retrieval to relatively small support surface vessels. For underwater navigation, the vehicle is equipped with an inertial measurement unit (IMU), pressure sensors, an acoustic Doppler velocity logger (DVL) and an ultra-short baseline localization modem (USBL). The control and communication architecture is based on open source software implemented in a ROS environment [21]. The payload volume can be configured to support payloads with a maximum capacity of 8 liter and weight in air of 7 kg.

The basic configuration of the SPARUS II AUV employs three thrusters to control the AUV in 3-DOF. Two horizontal thrusters mounted at the stern control surge motion by creating equal thrust, and yaw motion, by creating differential thrust. A single vertical tunnel thruster, located at the vehicle’s center of buoyancy, controls heave motion. The sway, roll and pitch motions are not actively controlled and, therefore, the vehicle is considered as under-actuated. Consequently, compensation for lateral drift, which may occur due to environmental disturbances, is indirectly controlled by employing the horizontal thrusters. This method, however, results in side-slip [22], causing slow and inaccurate response to unpredictable perturbations.

III. MODIFIED SPARUS II AUV - “ALICE”

A. Enhancement of the Propulsion System

To provide uncoupled sway control and improve yaw motion control, the existing propulsion system was upgraded by the addition of two Blue Robotics T-200 lateral thrusters. To gain maximum yaw moment, the thrusters are located at the farthest possible distance from the center of buoyancy. The forward thruster, located in the AUV’s nose, is installed inside a tunnel, in the wet payload section, while the tail thruster is installed...
inside a new wet tail cone section, as illustrated in Fig. 2. This section was completely redesigned to accommodate the tail lateral thruster and a strobe light. The thrusters’ power cables are connected to dedicated drivers located in the AUV’s dry pressure-resistant section through waterproof connectors (manufactured by SubConn Inc). The location of the thrusters in the vehicle’s wet sections allows easy maintenance and eliminates the need to redesign the vehicle’s dry section. The tunnel thruster configuration preserves the streamlined shape of the hull, resulting in a relatively small drag penalty. In addition, this design has minimal impact on the vehicle’s launch and recovery operations.

B. Development of a Dedicated Imaging Payload

The in-house designed stereo imaging system developed to address the need to create high-resolution (~1 mm) 3D photomosaics of the seafloor is illustrated in Fig. 3. The system was designed to acquire images from an altitude of 2 m, considered as the safety altitude for the AUV. Two 9.2 Megapixel Allied Vision Manta-G917 cameras were selected to provide high-resolution images and installed in a compact pressure-resistant, in-house developed, package designed to fit the vehicle’s payload bay. To avoid distortion that may be caused by the camera housing’s flat port [23], the system was designed to support lenses that provide a field of view of up to 70°. The characteristics of the two lenses that were considered are summarized in Table 1. For the purpose of this study, 12.5 mm lens were selected. The stereo pair is installed at a baseline of 100 mm apart, which is the maximum distance the payload section supports. A shorter baseline would have resulted in reduced accuracy of the 3D reconstruction. An example is shown in Fig. 3, which demonstrates a 3D reconstruction of a stingray using the stereo pair of cameras in a single location. For acquiring images at low light scenes, two high-power LED strobes in in-house designed housings were developed. Each strobe consists of an array of 20 Cree XHP-35 LEDs, providing 30,000 lumens at 4000K color temperature. The beam angle is 120°, fully covering the camera’s FOV.

The stereo imaging system and one strobe were installed in the nose wet payload section while the second strobe was installed in the tail cone section (see Fig. 2). A custom-made Arduino based microcontroller was developed to control the strobes’ intensity and synchronize the cameras and the strobes, triggering signals at a frame rate of up to 10 fps. An NVIDIA Jetson TX2 GPU was used for image acquisition, camera control and communication with the navigation system. Both the microcontroller and the Jetson were installed in the main hull and connected to the cameras and strobes through underwater cables and SubCon pluggable connectors.

IV. DYNAMIC MODELING OF ALICE AUV

To support the development of the upgraded propulsion system and optimize the performance of the vehicle’s propulsion control in various scenarios of underwater imaging survey missions, a detailed dynamic model was developed and implemented in a numerical scheme. The model computes the dynamic response of the vehicle, in 6-DOF, to control forces and to environmental disturbances. Special attention was given to the vehicle’s response during delicate maneuvers at slow speeds, necessary for close to seabed imaging missions.

A. Coordinate Systems and Kinematic Equations of Motion

The motion of the vehicle in 6-DOF is described by employing the SNAME notation [24] in the body-fixed and the Earth-fixed reference frames, as detailed in Table 1 and illustrated in Fig. 4. The body-fixed frame is employed to describe the accelerations, velocities, forces and moments acting on the vehicle with the origin fixed at the vehicle’s center of buoyancy, the x-axis extending along the hull axis of symmetry directing toward the nose, the y-axis directing toward the starboard side, and the z-axis directing downwards. The Earth-fixed frame employs the North-East-Down (NED) convention to describe the vehicle’s trajectory and orientation.

The relation between the body-fixed and the Earth-fixed frames is given by:

\[
\mathbf{\dot{\eta}} = J(\vec{\eta}) \mathbf{\ddot{v}} \tag{1}
\]

where \( \eta = [x, y, z, \psi, \theta, \phi]^T \) represents the generalized position and orientation of the vehicle with respect to the Earth-fixed frame, \( \nu = [u, v, w, \rho, q, r]^T \) represents the linear and angular velocities in the body-fixed frame and \( J(\eta) = [J_1, J_2]^T \) is the transformation matrix between the body-fixed and the Earth-fixed frames as presented in [24].
TABLE II
SNAME NOTATION FOR MARINE VEHICLES

| DOF       | Description                        | Forc. and mo. | Linear and angular vel. | Position and Euler angles |
|-----------|------------------------------------|---------------|-------------------------|--------------------------|
| Surge     | Motion in the x-direction           | X             | u                       | x                        |
| Sway      | Motion in the y-direction           | Y             | v                       | y                        |
| Heave     | Motion in the z-direction           | Z             | w                       | z                        |
| Roll      | Rotation about the x-axis          | K             | p                       | ϕ                        |
| Pitch     | Rotation about the y-axis          | M             | q                       | θ                        |
| Yaw       | Rotation about the z-axis          | N             | r                       | ψ                        |

Fig. 4. Body-fixed and Earth-fixed reference frames.

B. Dynamic Equations of Motion

The dynamic motion of the vehicle is modeled using the generalized form of the equations of rigid body dynamics as specified by Fossen [24]. Employing the SNAME notation and considering the forces and moments acting on a fully submerged vehicle, the nonlinear equations of motion in the body-fixed frame are expressed by:

\[ M\ddot{\mathbf{v}} + C(\mathbf{v})\dot{\mathbf{v}} + D(\mathbf{v})\mathbf{v} + \mathbf{g}(\mathbf{h}) = \mathbf{\tau}_c \]  

(2)

where \( M \) is the system inertia matrix (including the rigid body \( M_{RB} \) and the added mass \( M_A \) matrices); \( C(\mathbf{v}) \) is the Coriolis/centripetal matrix consisting of the rigid body matrix \( C_{RB}(\mathbf{v}) \) and the added mass matrix \( C_A(\mathbf{v}) \); \( D(\mathbf{v}) \) is the hydrodynamic damping matrix combining the nonlinear damping matrix and the body lift matrix; \( \mathbf{g}(\mathbf{h}) \) is the restoring forces and moments vector and \( \mathbf{\tau}_c = [X, Y, Z, K, M, N]^T \) is the control forces and moments vector created by the vehicle’s thrusters.

V. IDENTIFICATION OF THE HYDRODYNAMIC COEFFICIENTS

The hydrodynamic forces and moments acting on the vehicle are described in terms of hydrodynamic coefficients (derivatives). In this work, the vehicle’s coefficients are assumed to be constant and the following assumptions are made:

1) The vehicle is completely submerged and operates sufficiently deep to allow us to disregard the influence of sea surface and waves.
2) The hydrodynamic effects due to interaction between the vehicle components are small such that the coefficients of each component may be estimated individually. Consequently, to estimate coefficients of the entire vehicle analytically, the principle of superposition may be employed.
3) The vehicle possesses port-starboard symmetry.
4) The vehicle’s components considered in the computation of the hydrodynamic coefficients are the hull, thrusters and mast with other small appendages disregarded.

The hydrodynamic coefficients are estimated by semi-analytical, empirical, and computational (CFD) methods. Later, as part of the sea trials, these coefficients are validated and calibrated accordingly. The coefficients as estimated and employed in the dynamic model are summarized in Table III.

A. Added Mass

The axial added mass of the hull, \( X_u^{hull} \) and of the horizontal thrusters, \( X_u^{th} \) are estimated by approximating their shapes to ellipsoids and employing the following empirical formula [24]:

\[ X_u^{hull} = -\frac{\alpha_0}{2 - \alpha_0} m_e \]  

(3)

where \( m_e \) is the mass of the ellipsoid, given by:

\[ m_e = \frac{4}{3} \pi \rho \frac{l^2}{2} \left( \frac{1}{2} \ln(1 + e) - e \right) \]  

(4)

The parameter \( \alpha_0 \) is determined by:

\[ \alpha_0 = \frac{2(1 - e^2)}{e^3} \left( \frac{1}{2} \ln(1 + e) - e \right) \]  

(5)

with the eccentricity \( e \) defined as:

\[ e = 1 - \left( \frac{d}{l} \right)^2 \]  

(6)

\( X_u^{hull} \) is obtained by substituting the major axis \( l \) with \( l_h \) and the minor axis \( d \) with \( d_h \). \( X_u^{th} \) is obtained by substituting the major axis \( l \) with \( l_th \) and the minor axis \( d \) with \( d_th \), where \( l_h, l_th, d_h, d_th \) are illustrated in Fig. 5.

The axial added mass coefficient of the mast, denoted by \( X_u^{mast} \), is determined by employing the empirical expression [25], presented as a rod with an elliptic cross-section:

\[ X_u^{mast} = -\frac{1}{4} \pi \rho (w_m)^2 h_m \]  

(7)

where \( w_m \) and \( h_m \) are the width and height of the mast, respectively, as illustrated in Fig. 5. The vehicle’s total axial added mass coefficient is obtained by summation of the components of the axial added mass coefficients, i.e., hull, thrusters [3] - [6] and mast [7]:

\[ X_u = X_u^{hull} + 2 \cdot X_u^{th} + X_u^{mast} \]  

(8)

Looking at the vehicle’s symmetry around the horizontal plane, the sole contribution to the added mass pitching moment is related to the mast. Consequently, the coefficient \( M_u \) is estimated by:

\[ M_u^{mast} = X_u^{mast} \cdot \frac{d_h + h_m}{2} \]  

(9)

The cross-flow added mass coefficients for the hull and the thrusters are estimated by employing the principle of strip theory. The bodies are divided into a finite number of 2D
The cross-flow added mass coefficient of the mast is estimated following the empirical expression presented in \[25\] for a rod with an elliptic cross-section in cross flow.

\[
Y_m^m = -\frac{1}{4}\pi \rho c_m^2 h_m
\]  

(21)

**B. Hydrodynamic Damping**

In the framework of the developed model and considering the assumptions listed above, the main components of the hydrodynamic damping are the quadratic terms of skin friction and vortex shading while coupled terms and terms higher than second order are omitted. The axial term of the hydrodynamic damping, \(X_{u[u]}\) is expressed by \[26\]:

\[
X_{u[u]} = \frac{1}{2} \rho A C_d u |u|
\]  

(22)

where \(A\) is the frontal area and \(C_d\) is the AUV’s combined drag coefficient computed by superposition of the specific drag forces for the AUV’s hull, horizontal thruster, and mast. For each component, the drag coefficient is estimated based on the component shape and the flow regime.

The axial drag coefficients for the hull and the horizontal thrusters are estimated by employing the empirically obtained equation \[23\], derived for ellipsoid bodies in axial flow \[26\]:

\[
C_{d_x} = 0.44 \left( \frac{d}{l} \right) + 4C_f \left( \frac{l}{d} \right) + 4C_f \left( \frac{d}{l} \right)^{\frac{3}{2}}
\]  

(23)

where \(C_f\) is the skin friction coefficient, following ITTC-57 correlation line \[27\]:

\[
C_f = -\frac{0.075}{(\log(10R_e) - 2)^2}
\]  

(24)

The cross-flow drag coefficients of the hull and the horizontal thrusters are estimated as in \[28\] by:

\[
C_{d_{cross}} = C_{d0} k_1
\]  

(25)

where \(C_{d0} = 1.2\) is the drag coefficient of a 2D cylinder in cross flow and \(k_1\) is determined by:

\[
k_1 = \begin{cases} 
0.58 + 0.17 \left( \log_{10} \left( \frac{d}{l} \right) \right)^{1.6} & \frac{l}{d} \leq 57.5 \\
1 & \frac{l}{d} > 57.5
\end{cases}
\]  

(26)

The drag coefficients of the mast and the horizontal thruster mounts, for both axial and cross-flow, are computed by employing drag coefficients of basic shapes provided in \[26\], where the mast and the mounts are treated as rectangular plates. The drag coefficients of the thrusters’ tunnels are estimated following the method provided in \[29\].

**C. Body Lift**

When the AUV is flying at an angle of attack \(\alpha\), or at a side-slip angle \(\beta\), the flow may separate from the aft section, causing a pressure difference that creates lift force and moment. The terms of the lift forces and moments are expressed by \[30\]:

\[
Y = \frac{1}{2} \rho U^2 d_h^2 C_L \beta
\]  

(27)

Circular strips, where the added mass of a circular strip is given by \[24\]:

\[
m_a^c = -\pi \rho r(x)^2
\]  

(10)

The section of the hull that includes the mounts for the horizontal thrusters is modeled as a circular strip with fins with the added mass given by \[24\]:

\[
m_a^h = -\pi \rho \left[ \frac{b^2 - r(x)^2}{b^2} \right]
\]  

(11)

where \(r(x)\) is the local radius of the circular strip and \(b\) is the span of the mounts measured from the section’s center.

Consequently, the cross-flow added mass coefficients of the entire hull are given by:

\[
Y_{v}^h = \int_{x_1}^{x_3} m_a^c(x) dx
\]  

(12)

\[
N_{v}^h = \int_{x_1}^{x_3} m_a^h(x) dx
\]  

(13)

\[
N_{l}^h = \int_{x_1}^{x_3} m_a^h(x) dx
\]  

(14)

\[
Z_{w}^h = \int_{x_1}^{x_3} m_a^c(x) dx + \int_{x_1}^{x_2} m_a^h(x) dx + \int_{x_2}^{x_3} m_a^c(x) dx
\]  

(15)

\[
M_{w}^h = \int_{x_1}^{x_3} m_a^c(x) dx + \int_{x_1}^{x_2} m_a^h(x) dx + \int_{x_2}^{x_3} m_a^c(x) dx
\]  

(16)

\[
\int_{x_1}^{x_3} m_a^h(x) dx
\]  

(17)

\[
M_{l}^h = \int_{x_1}^{x_3} m_a^c(x) dx + \int_{x_1}^{x_2} m_a^h(x) dx + \int_{x_2}^{x_3} m_a^c(x) dx
\]  

(18)

\[
\int_{x_1}^{x_3} m_a^h(x) dx
\]  

(19)

and the cross-flow added mass coefficients of the horizontal thrusters are given by:

\[
Y_{v}^{th} = \int_{x_1}^{x_2} m_a^c(x) dx
\]  

(20)

\[
x_1, x_2, x_3 \text{ and } x_n \text{ are illustrated in Fig. 5.}
\]
the lift coefficients and moments as follows: 

\[ \alpha = \tan^{-1} \frac{w}{u} \approx \frac{w}{u} \] (31)

\[ \beta = \tan^{-1} \frac{v}{u} \approx \frac{v}{u} \] (32)

Substituting (31) and (32) into (27)-(30) allows us to express the coefficients of lift forces and moments as follows:

\[ Z_{uw} = -\frac{1}{2} \rho U^2 d_h^2 C_{La} \alpha \] (33)

\[ Y_{uv} = -\frac{1}{2} \rho U^2 d_h^2 C_{Lb} \beta \] (34)

\[ M_{uw} = Z_{uw} x_{cp} \] (35)

\[ N_{uv} = Y_{uv} x_{cp} \] (36)

where the lift coefficient \( C_{La} \) and the center of pressure, \( x_{cp} \) are estimated by employing the empirical expressions (37)-(38), presented in [30]:

\[ C_{La} = 0.003 \left( \frac{180}{\pi} \right) \left( \frac{l_h}{d_h} \right) \] (37)

\[ x_{cp} = x_n - 0.65 \cdot l_h \] (38)

### D. CFD Computation of Hydrodynamic Coefficients

In this work, the commercial Solidworks Flow Simulation package was used to compute selected coefficients of drag and body lift with the goal of validating the results obtained through empirical expressions. The computation of the drag coefficients for the complete vehicle, including the hull, the horizontal thrusters and their mounts, and the mast, was performed at flow speeds of 0.2 m/s in axial and cross-flow directions as illustrated in Fig. The generalized forces and moments \([X, Y, Z, K, M, N]\) are defined as goal parameters and the coefficients were computed by dividing the computed forces and moments by the quadratic flow speed as, for instance, the axial drag coefficient is computed by:

\[ x_{u|u|} = \frac{X}{u|u|} \] (39)

For computation of the hull’s lift force and moment coefficients, two components of flow velocity were defined. The axial component was set to 0.25 m/s and the cross-flow component to 0.05 m/s, resulting in an angle of attack of approx. 11°. Consequently, the lift force and moment coefficients were computed by:

\[ Z_{uw} = \frac{Z}{uw} \] (40)

\[ M_{uw} = \frac{M}{uw} \] (41)

A comparison between the results obtained employing CFD and those estimated by the empirical expressions (22), (33)-(36) is provided in Table [IV]. The axial drag coefficient of the hull, \( x_{u|u|} \), as obtained by CFD, is lower by only 5%, compared with the value obtained from experimental data of ellipsoidal bodies, suggesting that the empirical estimation provides a reasonable result. When examining the axial drag of the whole vehicle, however, the coefficient \( X_{u|u|} \) obtained by CFD is higher by 10% than the value obtained by employing strip theory and superposition of basic shapes, implying that the interactions between the components as assumed by strip theory are not entirely negligible.

The CFD computation of the cross-flow drag coefficients \( Y_{v|v} \) and \( Z_{w|w} \) is lower by up to 30% from the empirical estimation. Similar results were achieved for the coefficients of the bare hull alone, \( Y_{v|v|_{hull}} \) and \( Z_{w|w|_{hull}} \), indicating that the main deviation between the CFD and the empirical estimation is attributable to inaccurate estimation of the bare hull coefficients.

The moment coefficients \( M_{w|w|}, N_{v|v|}, M_{q|q|} \) are lower by up to 80% than the coefficients estimated by empirical methods, suggesting that the typically employed empirical method for the estimation of the cross-flow drag employing strip theory may not be sufficiently accurate in this case, possibly because of the three-dimensional effect neglected by strip theory. The CFD obtained values for the hull lift coefficients \( Y_{uv} \) and \( Z_{uw} \) are lower by only 10% from the empirically based estimated values, providing a relatively good correlation between the empirically obtained and CFD values.

![Solidworks Flow Simulation](https://www.solidworks.com/product/solidworks-flow-simulation)
Fig. 6. CDF simulation of the hull in axial (left) and cross flow (right) of 0.2 m/s.

As the CFD computation was performed on the actual shape of the vehicle’s hull at its operational speeds, the CFD obtained values are considered a better approximation and were initially employed in the dynamic model.

E. Propulsion System Modeling

The propulsion forces and moments vector \( \mathbf{\tau} \) were estimated by modeling the thrusters’ propellers, the interaction between the thrusters and the hull, and the thrusters’ configuration matrix, which defines the contribution of each thruster to the propulsion forces and moments vector. The axial (thrust) force \( T \) and torque \( Q \) created by a thruster’s propeller are defined by [31]:

\[
T = \rho D^4 k_t n|n| \quad (42)
\]

\[
Q = \rho D^5 k_q n|n| \quad (43)
\]

where \( D \) is the propeller diameter, \( n \) is the rotational speed, and \( k_t \) and \( k_q \) are the thrust and torque coefficients, respectively, for a specific propeller configuration. The thrust and torque coefficients are estimated using the experimental data provided in [31] and [32].

F. Interactions Between the Horizontal Thrusters and the Hull

The horizontal starboard and port side thrusters, denoted respectively by \( T_{th1} \) and \( T_{th2} \), are externally mounted on the hull and, therefore, interact with the wake field. Consequently, the speed of advance of the propeller relative to the water is less than the speed of the hull. The ratio between the speed of the hull and the speed of advance of the propeller is given by the wake fraction coefficient \( w_T \):

\[
w_T = \frac{u - u_p}{u} \quad (44)
\]

In addition, the suction due to the operation of the propeller reduces the local pressure behind the hull, thus increasing the vehicle’s axial drag. Denoting the total thrust produced by the horizontal thrusters by \( T_{th1,2} \), this effect is modeled by the thrust deduction factor \( t \):

\[
t = \frac{T_{th1,2} - R}{T_{th1,2}} \quad (45)
\]

where \( R \) is the total resistance of the bare hull. The wake fraction coefficient and the thrust deduction factor are incorporated into the dynamic model and estimated following empirical data for a hull with a twin-screw propeller configuration as provided in [33].

G. Interactions Between the Lateral and Vertical Thrusters and the Hull

The vertical and lateral nose and tail tunnel thrusters, denoted, respectively, by \( th_3, th_4, th_5 \), are considered jet producing devices. When the vehicle moves with a surge speed, the flow around the hull deflects the jets, creating a low-pressure area as illustrated in Fig. 7. As a result, due to the offset between the center of the low pressure area and the thruster axis, the net thrust is reduced and a moment is created. Assuming the frictional effects due to the interactions between the jet and the tunnel are negligible and considering the effects of the jet deflection, the thrust created by the tunnel thrusters is expressed by [29]:

\[
T_{th3,4,5} = \rho D^4 k_t e^{-C \left( \frac{u_j}{n} \right)^2 |n|} \quad (46)
\]

where \( C \) is a thrust deduction factor and \( u_j \) is the jet speed, given by:
where the distances $y_\text{th}$, $x_{\text{th}4}$, $x_{\text{th}5}$ are defined in Fig. 5.

### I. Numerical Implementation of the Dynamic Model

The differential equations of motion, presented in [2], are highly nonlinear and coupled. To compute the acceleration, velocity and orientation of the vehicle, equation (2) is rearranged and solved numerically:

$$\ddot{\mathbf{v}}(t) = M^{-1} \left[ \mathbf{r}_c(t) - C(\mathbf{v}(t))\mathbf{v}(t) - D(\mathbf{v}(t))\mathbf{v}(t) - \ddot{g}(\mathbf{h}(t)) \right]$$

(51)

Equation (51) was implemented in the Matlab-Simulink environment, solving $\mathbf{v}, \mathbf{V}$ for the input $\mathbf{r}_c$, where $\mathbf{V}$ is solved by numeric integration of $\mathbf{r}$ and the vehicle’s trajectory and orientation, referenced to the Earth-fixed frame, $\mathbf{h}$ is obtained by numeric integration of $\mathbf{r}$.

### VI. Model Calibration and Validation in Real Sea Experiments

The ALICE AUV underwent sea trials off the coast of Sdot Yam, Achziv and in Haifa Bay. The vehicle’s motion during the experiments was measured by the on-board sensors, where the velocities $[u, v, w]$ were measured by DVL, the angular rates $[p, q, r]$ by IMU and the angles $[\psi, \theta, \phi]$ were computed by the vehicle’s angle estimator algorithm. The depth $Z$ was measured by a pressure sensor. For calibration and validation of the previously developed dynamic model, a hybrid approach (vehicle - dynamic model) was employed. The real-time dependent vehicle thrusters’ RPM commands as recorded in the dedicated sea trials were fed as input to the dynamic model and simulated vehicle behavior as obtained from the dynamic model was compared with the real one as recorded during the sea trials.

Two recorded sea trial datasets were used for the two-step calibration–validation process. The first set was employed in the first step for hydrodynamic parameter calibration of the dynamic model. For the second step, the second dataset was employed with the goal of validating the previously calibrated model. The first step (calibration) was performed in a decoupled fashion (vertical and horizontal planes) by comparing the computed dynamics with the vehicle motions as recorded in dedicated sea experiments for the following maneuvers:

1) Forward motion at various surge speeds to determine $X_u$ and $X_{\text{th}4}$.
2) Vertical ascent/descent at a constant heave speed to determine $Z_{\text{th}}$ and $Z_{\text{th}4}$.
3) Horizontal turns, performed by the horizontal thrusters, to determine $N_r$ and $N_{r_{\text{th}4}}$.

To differentiate the thruster-produced forces from the hydrodynamic forces in the calibration process, the thrust coefficients (and thus the thruster-produced forces) were initially calibrated in a bollard pull test while the hydrodynamic coefficients were iteratively adjusted to fit the vehicle’s measured response in each sea experiment. In particular, the added mass terms were calibrated according to recorded accelerations where the coefficients related to hydrodynamic damping were calibrated according to recorded velocities. A list of the coefficients calibrated by employing the experimentally obtained datasets is presented in Table [V].

The vehicle dynamics in surge was calibrated employing recorded data of the vehicle moving along straight transects at surge speeds between 0.3 to 1.5 m/s. The dynamic model presents sensitivity to small deviations between the horizontal thrusters’ rotational speeds leading to a yaw motion, which is barely observed in the experimental data. This difference

---
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between the model and the experiments may be a result of some existing differences between the thrust produced by the starboard side thruster and the port side thruster or by some external disturbances that are not modeled. To reduce this sensitivity in the dynamic model, the axial added mass coefficient $X_u$ was calibrated by a factor of 10. Nevertheless, to better understand the reasons for the difference between the model and the experimental results, additional experiments are required.

Moreover, the dynamic model surge velocities presented high values when compared with the experimental values. As a result, the axial hydrodynamic damping $X_u[u]$ was calibrated to match the measured velocities by a factor of 1.8. The error in the initial estimation of the axial drag coefficient may be attributed to various appendages and cavities on the hull, such as the acoustic modem, camera window, strobos and the gaps between the hull’s sections, which are not included in the CFD model. These inconsistencies, albeit relatively small in dimension, may have an extremely significant effect on the drag. In addition, some existing sea currents may have caused an additional error as the measured velocities were DVL based, thus relative to the seabed, while the model solves the vehicle’s speed relative to the water. The comparison between the simulated and the measured velocity in surge is presented in the top left plot of Fig. 8. It can be noted that a reasonable fit is achieved; however, at time intervals $t = 360-440$ s, $t = 620-730$ s and $t = 1030-1200$ s, the dynamic model based computed velocities deviated from the measured velocities. The deviation between the measured and the simulation results are observed mainly when the vehicle flies along transects pointed in a specific direction. This may indicate that a significant current was acting in that specific direction, causing the observed discrepancy in the computed vs. measured velocity values. For further investigation, DVL data in water tracking mode may be employed. Such data, however, are noisy and require additional processing and filtering. Alternatively, a dedicated pool experiment may be conducted.

The calibration of the vehicle’s dynamics in heave was performed by employing a recorded dataset for a vertical dive to 15 meters, maintaining constant depth for 200 seconds followed by vertical ascent to the surface. Here, the coefficient $Z_w$ was calibrated by a factor of 0.4 to fit the dynamic behavior in the vertical plane, the cross-flow drag coefficient, $Z_{w|w|}$ was calibrated by a factor of 1.86 to match the measured heave velocity and the moment coefficient $M_{w|w|}$ was calibrated by a factor of 0.23 to match the measured pitch angles. Similar to the axial drag case, it may be expected that the actual hydrodynamic drag of the hull is higher than the computed value due to appendages not considered in the CFD model. The comparison between the simulated and the measured heave speeds and the comparison between the measured and simulated depths presented, respectively, in the bottom left and top right plots of Fig. 8 show excellent correlation between the simulated and measured velocities and depths during the dive ($t = 0-75$ s) and the depth keeping mode period ($t = 75-290$ s). The computed heave velocity during the ascent to the surface, however, was slightly higher than the measured velocity, implying that the hull dynamics is not symmetrical for both heave directions. Additional heave maneuver experiments are required to determine the exact hull dynamics in each direction of motion.

The hydrodynamic coefficients associated with the dynamics in the horizontal plane were calibrated based on measured yaw rates and sway velocities during horizontal turns. To simplify the calibration process, a dataset of horizontal turns controlled only by the horizontal thrusters was employed. The added mass coefficient $N_u$ was calibrated by a factor of 0.5 and $N_v$ was calibrated by a factor of 0.3 to match the angular accelerations while the hydrodynamic damping moment coefficient $N_{r|r}$ was calibrated by a factor of 0.3 to match the measured angular rates during the horizontal turns. The comparison between the measured values and the simulation results, presented in the bottom plot of Fig. 8 shows excellent correlation between the model and the measured data and suggests successful calibration of the coefficients associated with the vehicle dynamics in the horizontal plane.

It should be noted that also in [35] and [36] differences of the same order of magnitude were observed between values of coefficients computed (empirically or by CFD) and those obtained from analysis of real sea experiments. This underscores the need for pool tests or real sea calibration of dynamic models prior to their employment in scenario simulation or in development of propulsion control systems.

For the second step in the calibration–validation process, the previously calibrated dynamic model was fed with a second set of experimental data recorded during a navigation between way-points in a lawn mower pattern at a surge velocity of 0.2 m/s and at a depth of 2 m. The comparison between the simulation results and the measured surge velocity, presented in the top left plot of Fig. 9 shows good correlation between the measured and computed surge velocities, where a velocity of 0.2 m/s was computed when the vehicle flies along transects pointed South (e.g. at $t = 120-200$ s, $t = 300-380$ s), however, when the vehicle flies along transects pointed North, the simulation solved a surge velocity of 0.3 m/s. This may indicate that a significant current was acting in that specific direction. A surge velocity of 0.3–0.5 m/s was observed and computed during the horizontal turns, when propelled by the horizontal thrusters. This significant surge velocity created by the horizontal thrusters (in addition to the angular yaw velocity) when maintaining identical rotational velocities but in the opposite direction was probably caused by difference in the thrust produced by the thrusters and thus their efficiency in forward versus astern directions.

The comparison between the simulation and measured sway velocities, presented in the middle left plot of Fig. 9 presents good correlation, in particular during the horizontal turns at $t = 200$ s and $t = 300$ s, where a sway velocity of 0.15 m/s was computed and measured. Nevertheless, a small deviation of about 0.05 m/s was observed during the transects, suggesting that the vehicle was subjected to a cross current resulting in a side-slip angle.

The comparison between the simulation and measured heave velocities, presented in the bottom left plot of Fig. 9 shows excellent correlation, in particular during the dive at $t = 10$ s, where a velocity of 0.18 m/s was computed and measured and
Table V

Comparison Between Estimated and Calibrated Coefficients.

| Coefficient | Model | Experiment | Calibration factor |
|-------------|-------|------------|--------------------|
| $X_u$       | -2.806 | -28.06     | 10                 |
| $Y_v$       | -8.459 | -23.53     | 0.3                |
| $Z_w$       | -69.536| -23.53     | 0.4                |
| $N_r$       | -8.529 | -2.559     | 0.3                |
| $M_w$       | -11.253| -5.626     | 0.5                |
| $N_y$       | -22.537| -11.268    | 0.5                |
| $N_m$       | -8.375 | -15.23     | 1.8                |
| $M_w$       | -146.95| -321.597   | 2.2                |
| $M_m$       | -174.52| -326.169   | 1.86               |
| $N_w$       | -11.4  | 0.096      | 0.008              |
| $N_m$       | -12.67 | -1.954     | 0.15               |
| $N_{v/r}$   | -26.377| -54.114    | 2.05               |

FIG. 8. Model calibration results according to experimental data for surge (top left), heave (bottom left), depth (top right) and yaw rate (bottom right).

VII. THRUSTER ALLOCATION ALGORITHM

For the ALICE AUV, the yaw motion is an over-actuated DOF since it can be controlled by both the horizontal and lateral thrusters. To compute the optimal thrust allocation, the redistributed pseudo-inverse (RPI) method [37], [38] was implemented. The method takes into consideration the thrusters’ availability in terms of thrust saturation, thus providing improved yaw control and redundancy in case of thruster failure. Employing the RPI method, the control vector $\tilde{f}_{th}$ was iteratively computed by solving (52):

$$\tilde{f}_{th} = -c + W^{-1}B^T \left[ BW^{-1}B^T + \epsilon I_3 \right]^{-1} \left[ I_3 + B_0 c \right]$$

where $B_0$ is the unconstrained allocation matrix [60], $B$ is the modified allocation matrix, $W$ is weighting matrix, $c$ is the thruster saturation vector, $I_3$ is an identity matrix and $\epsilon$ is a small regularization parameter, defined to avoid singularity in the pseudo-inverse expression when $B$ does not possess full rank. The elements of $B$ are initialized with $B_0$ and updated according to the thrusters’ availability while the vector $c$ is initialized with zeros and updated according to the thrusters’ saturation. The elements of the weighting matrix $W$ may be defined and updated in real time according to the vehicle and thruster status. For ALICE, at high surge speeds where the efficiency of the lateral thrusters is low, the horizontal thrusters are preferred over the lateral thrusters, while at slow speeds and, in particular, during imaging surveys, the torque produced by the horizontal thrusters may cause an undesired roll motion and, therefore, in this situation, the lateral thrusters are preferred. This logic is implemented in the weighting matrix.

VIII. IMPROVED PATH-FOLLOWING CONTROLLER

The under-actuated original configuration of the SPARUS II vehicle employed the popular line-of-sight (LOS) controller [39] to follow a straight line, created by way-points where the following geometric computation is performed to...
Fig. 9. Comparison between the vehicle’s dynamic response, as computed by the calibrated model to the actual response, as measured at sea for surge (top left), sway (middle left), heave (bottom left), depth (top right), yaw rate (middle right) and pitch (bottom right).

Find the required heading toward an interception with a moving point on the track:

$$
\psi_{LOS} = \tan^{-1}\left(\frac{Y_{LOS} - Y_0}{X_{LOS} - X_0}\right) \tag{53}
$$

where \((X_0, Y_0)\) are the coordinates of the vehicle and \((X_{LOS}, Y_{LOS})\) are the coordinates of the moving point of interception determined by the look-ahead distance, \(\Delta h\), as illustrated in Fig. 10. Ideally, the cross-track error \(e\) will converge to zero and the vehicle’s heading will converge to the direction of the path \(\beta\). When lateral disturbances such as cross currents are present, however, lateral drift is avoided by steering the vehicle in a side-slip angle, which results in an undesired heading and may result in poor path following due to slow response by the indirect motion control. Consequently, this behavior impairs the main mission of the AUV — to perform high quality imaging surveys. Considering the upgraded configuration of our ALICE AUV, the additional thrusters are able to create direct thrust to compensate for the drift, thus eliminating the necessity of crawling at a side-slip angle and removing the undesired roll due to torque created when differential thrust is applied.

The direct sway motion control provides the ability to effectively respond to lateral disturbances while maintaining the heading aligned with the direction of the path, thereby improving the accuracy of the path following and, consequently, the results of the visual survey. The sway motion control is incorporated into the LOS controller to nullify the lateral component of the cross-track error \(e_v\), as defined by:

$$
e_v = e \cdot \cos(\beta - \psi) \tag{54}
$$

and a PID controller is designed to control the sway motion as follows:

$$
v_{req} = k_p \cdot e_v + k_i \cdot \int e_v \, dt + k_d \cdot \dot{v} \tag{55}
$$

where \(k_p, k_i\) and \(k_d\) are, respectively, the proportional, integral and derivative gains.

The sway motion is, however, considered inefficient due to the vehicle’s high lateral drag compared to the axial drag dominating the surge motion. Therefore, a switching strategy between the classic, heading control law and the proposed sway motion controller is implemented such that for a small cross-track error the vehicle follows the path laid out by the sway controller presented in (55) and maintains the path direction \(\psi_{req} = \beta\) while for a large cross-track error, the vehicle will converge to the path dictated by the heading control law as presented in (53).
IX. Real Sea Experiments of the Improved Path Following Controller

To evaluate the vehicle performance and examine the contribution of the new configuration in imaging missions, several surveys were conducted over Israel’s Mediterranean seabed in coastal areas. The modified path-following controller and thruster allocation algorithm were employed for controlling the vehicle while the visual imaging payload collected high resolution images at an altitude of 2 m above the seabed. The collected data was processed using the Agisoft Metashape® commercial 3D photogrammetry software to produce large-scale mosaics and 3D reconstruction models.

A. Mission Planning for High-Resolution Imaging

The imaging mission was planned following the guidelines described in [40]. The imaging transects are defined by waypoints in a lawnmower pattern consisting of equally spaced one-meter straight transects at an altitude of 2 m and a surge speed of 0.2 m/s. These settings provided an overlap of 60% along the transects (in the propagation direction) and 45% between two adjacent transects. The camera parameters were set according to the altitude, speed and visibility conditions. To avoid motion blur at velocities up to 0.5 m/s, the exposure period was set to 3 ms. The aperture was set to F/4.0 to optimize the amount of light entering the camera lens for the desired depth-of-field of 2 m, while the cameras were focused to a distance of 2 m in the water (1.5 m in the air). The camera frame rate $r$ was set according to (56):

$$r = \frac{u}{H \cdot (100\% - O)}$$

where $u$ is the surge speed, $H$ is the altitude above the seabed and $O$ is the desired overlap, in percentages.

The camera gain was set according to the visibility conditions in the surveyed site. To determine the gain, the vehicle performed a short dive prior to the survey mission and control images were collected. Once the vehicle surfaced, the gain was evaluated and corrected accordingly.

B. Evaluation of the Improved Path-Following Controller and Thruster Allocation

The performance of the new path-following controller was evaluated during a visual survey mission, performed twice, first with the upgraded controller and then again with the original controller. The survey site was selected to be a coastal area of 15m $\times$ 17m around a part of a shipwreck. The vehicle was launched from a small support boat and initially performed the mission employing the upgraded controller. Following the completion of the first mission, the vehicle surfaced and the controller was switched to the original configuration, employing only the horizontal thrusters and the original LOS controller for path-following control. The vehicle path, employing the original configuration, is presented in Fig. [11] [Left]. The results of the path following, performed with the original propulsion configuration, demonstrates the original vehicle’s inability to perform tight turns between the transects, resulting in slow convergence to the path and a root mean square cross-track error of 0.36 m. The vehicle path, using the modified LOS controller, can be seen in Fig. [11] [Center]. The results demonstrate a significant improvement in the path-following accuracy, where the path is precisely followed and a root mean square cross-track error of 0.12 m is obtained, offering an improvement of 65% in path-following accuracy. In addition, a comparison between the vehicle’s roll angles as recorded during the two missions is presented in Fig. [12]. The results demonstrate the improvement in the roll stability due to the new thruster allocation, where the roll angle during the horizontal turns decreased from 20°–30° to less than 10°.

The data collected during the mission performed with the modified controller was processed into a complete photomosaic and appears in Figs. [11] [Right], [13] and [14] where the vehicle path, as computed by the Agisoft Metashape software, is marked by white dots in Fig. [13] providing an additional validation of the path-following accuracy.

An additional survey mission was conducted as part of a collaboration with the marine division of the Israel Antiquities Authority with the goal of reconstructing the structure of the ancient harbor of Caesarea. The survey area was selected to be an area of 10m $\times$ 30m at 8m depth and included part of an ancient dock. The survey was performed at an altitude of 3m to provide additional safety margins due to large rocks and unstructured seabed at the site. The results of the survey, presented in Fig. [15] demonstrate the current vehicle’s ability to collect high resolution images and provide the necessary data for precise 3D reconstruction.

X. Conclusions

In this work, we reported on the modifications performed on a small sized AUV with given maneuverability so that it became an autonomous imaging platform for precise and high-resolution visual seabed mapping and inspection. Two lateral thrusters were added to enable sway and decoupled yaw control. An imaging system, consisting of stereo cameras and strobes, was developed and integrated into the vehicle. To study the vehicle maneuverability and develop the upgraded propulsion and control systems, a dynamic model was developed and validated with experimental data in a hybrid simulation process. An upgraded thruster allocation algorithm was implemented to optimize the vehicle’s dynamic stability in roll and enable decoupled motion control in yaw and sway. Also, an improved path-following algorithm was developed to increase the vehicle’s ability to follow the survey path accurately in real sea conditions. A comparison between the vehicle’s original configuration and the modified configuration demonstrated the improved performance. Finally, the ability of the modified AUV ALICE to perform imaging surveys was successfully established in a series of missions at sea, where imaging data was collected and then processed into 3D photomosaics.
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Fig. 15. 3D mosaic of a Roman Underwater Harbour, in Caesarea, Israel. [Top] Mosaic of an area of 8m × 27m. [Middle] 3D reconstruction of the same area. [Bottom left] Another viewpoint of the reconstructed 3D. [Bottom right] Zoom in of an area marked with a red rectangle in the top mosaic. Full model can be viewed in [https://sketchfab.com/3d-models/caesarea-roman-underwater-harbour-da2c277fc6641b88c1261b6f1d1187](https://sketchfab.com/3d-models/caesarea-roman-underwater-harbour-da2c277fc6641b88c1261b6f1d1187).