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Abstract

We present the effective lagrangian for low energy and momentum spin waves in
canted phases at next to leading order in the derivative expansion. The symmetry
breaking pattern $SU(2) \rightarrow 1$ of the internal spin group and that of the crystallographic
space group imply that there is one ferromagnetic and one antiferromagnetic spin wave.
The interaction of the spin waves with the charge carriers is also discussed for canted,
ferromagnetic and antiferromagnetic phases. All this together allows us to write the
doping dependence of the dispersion relation parameters for doped manganites. We
point out that the spin waves posses distinctive characteristics which may allow us
to experimentally differentiate canted phases from phase separation regions in doped
manganites.
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1 Introduction

Canted phases are magnetically ordered states with non-collinear magnetisations. These configurations appear in quantum Hall double-layer systems [11] and in the conducting regime of double exchange models [2, 3, 4], where the local magnetisations arrange in two sublattices with magnetizations pointing to different (but not opposite) directions. The double exchange models are believed to provide a good description of doped manganites [3], which are receiving quite a lot of attention lately [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Doped manganites present a non-trivial interplay between their magnetic and conducting properties [14, 15, 16, 17, 18, 19], which leads to a rich phase diagram. The transitions between the different phases in terms of the doping have been extensively studied [20].

The most studied transition is that from an antiferromagnetic insulating phase, at zero doping, to a ferromagnetic conducting phase as the doping grows [21]. It is not clear yet if the region for intermediate values of doping corresponds to a canted phase or to a phase separation region [4, 22, 23, 24, 25]. It is our claim that the study of the spin waves in such materials may shed light to this question. Since the spin waves are low energy excitations in a magnetically ordered material, they are sensible to the main features of the phase diagram. The spin waves have indeed been studied recently in connection with these materials [26, 27, 28, 29, 30, 31, 32, 33].

The low energy and momentum dynamics of the spin waves is so much constrained by the symmetries of the system that a model independent description is possible in terms of a few unknown parameters. For canted phases, the spontaneous symmetry breaking pattern of the (internal) spin symmetry is $SU(2) \rightarrow 1$, instead of $SU(2) \rightarrow U(1)$ like in ferromagnets or antiferromagnets. (Strictly speaking the symmetry breaking pattern is $SU(2) \rightarrow Z_2$, the center of the group. However, since we will not be concerned with global properties, neither of the group nor of the coset manifolds, using 1 instead of $Z_2$ does not modify our discussion at all). As a consequence of the Goldstone’s theorem there will be gapless excitations in the spectrum (Goldstone modes) [34, 35], the so called spin waves. A very efficient way to encode the spin waves dynamics is by using effective lagrangians.

Effective lagrangians for Goldstone modes are known since the late 1960s [36], and they have been extensively used in pion physics during the last decade [37]. It was suggested in ref. [38] that they may also be useful in Condensed Matter systems. A detailed construction of the effective lagrangians for ferromagnetic and antiferromagnetic spin waves has already been presented in [39] (see [10] for a recent review and [11, 12] for non-trivial applications).

A general formalism for the spin waves in canted phases is presented in Section 2, where we construct an effective lagrangian at next to leading order. An intuitive separation of the spin wave field in one ferromagnetic and one antiferromagnetic component is also presented.
Since canted phases appear in the conducting regime of doped manganites, the coupling of spin waves to charge carriers is relevant. This is discussed in Section 3, where we obtain an effective lagrangian for this coupling in the three different phases: canted, ferromagnetic and antiferromagnetic. In Section 4 we use the previous results for the different phases of doped manganites in order to obtain the explicit dependence of the dispersion relation parameters on the doping, which is given in formulas (4.19), (4.21) and (4.22) for the canted, ferromagnetic and antiferromagnetic phases respectively. In Section 5 we present a plot of the doping dependence of the velocity and the mass of the spin waves for the different phases. We also explain in Section 5 how our results on spin waves can be used to experimentally disentangle canted phases from phase separation regions. We summarize our conclusions in the last section. Some properties and calculations, related to a loop integral, are relegated to the Appendix in order to keep our arguments clear.

In order to simplify the notation we take $\hbar = c = 1$, which leads to a relativistic notation. Hence, we use $x = (t, x)$, $q = (\omega, k)$ and subindices $\mu = 0, 1, 2, 3$, where the zero stands for the time component. Space indices are denoted by $i = 1, 2, 3$.

2 Effective Lagrangian for Canted Phases

In a previous paper [22] we obtained the phase diagram for doped manganites, where a rich set of magnetically ordered phases appeared. The magnetically ordered configurations break spontaneously the $SU(2)$ symmetry of the theory (the continuum double exchange model) down to the ground state symmetry, $U(1)$ for the ferromagnetic and antiferromagnetic configuration, and 1 for the canted configuration, because of the non-collinear character of the latter. In this situation the lower excitations of the system are the spin waves, which turn out to be the Goldstone’s modes associated to the spontaneous symmetry breaking in magnetic systems.

We have already carried out an extensive study for the ferromagnetic and antiferromagnetic spin waves in crystalline solids in [39]. This formalism assumes the existence of a gap in the excitation spectrum, which permits the construction of an effective lagrangian for the spin waves as an expansion of local terms suppressed by the gap. In the case that there are additional degrees of freedom with energy smaller than the gap, they should also be included in the effective lagrangian. This is the case of charged carriers in doped manganites, which we will discuss in section 3. In this section, we restrict ourselves to the generalization of the formalism presented in [39] to the case of spin waves in canted phases.
2.1 Effective fields and symmetries

The (internal) spin symmetry breaking pattern, \( SU(2) \rightarrow 1 \) for the non-collinear canted configurations, determines that the basic field which represents the Goldstone modes (spin waves) may be chosen as a matrix \( V(x) \in SU(2)/1 = SU(2) \). After determining the transformations of this field under the symmetry group of the system we can build an effective lagrangian from which the spin wave dynamics can be derived. The transformations under the \( SU(2) \) spin symmetry read

\[
V(x) \rightarrow gV(x) , \quad g \in SU(2).
\] (2.1)

The transformations under the crystallographic space group reduce in the continuum to the primitive translations and the point group. Since the local magnetizations in the canted phase point to two different directions depending on the site, both of these symmetries are broken by the ground state. This must be reflected in the transformation properties of \( V(x) \). For definiteness, we shall take the local magnetizations in the \( 1−3 \) plane in the spin space, in such a way that the even and odd lattice magnetizations form an angle of \( \theta/2 \) and \(-\theta/2\) with the 3-axis respectively, and can be mapped into each other by a rotation of \( \pi \) around the 3-axis.

\[
M_1 = M(\sin(\theta/2), 0, \cos(\theta/2)) \\
M_2 = M(-\sin(\theta/2), 0, \cos(\theta/2))
\] (2.2)

For simplicity, we shall also assume a primitive cubic lattice \( (Pm\bar{3}m) \) although the analysis can be carried out in a similar way for any crystallographic space group. The point group \( m\bar{3}m \) is generated by the transformations \( C_{2z}, C_{2y}, C_{2a} \) (a 2-fold axis in the direction \((1,1,0)\)), \( C^+_{31} \) (a 3-fold axis in the direction \((1,1,1)\)) and the spatial inversion \( I \). These transformations can be separated in two groups, on the one hand \( \{C_{2z}, C_{2y}, C^+_{31}\} \), which transform points inside each sublattice, and on the other \( \{C_{2a}, I\} \), which as the primitive translations, \( \tau \), transform points from the even sublattice to the odd one and vice-versa. Thus the transformation of the spin wave field \( V(x) \) under this group is given by:

\[
\xi : \{C_{2z}, C_{2y}, C^+_{31}\} : \quad V(x) \rightarrow g_\xi V(x) \\
\xi : \{C_{2a}, I\} : \quad V(x) \rightarrow g_\xi V(x)R , \quad R = e^{-i\pi S^3},
\] (2.3)

where \( g_\xi \) is the \( SU(2) \) transformation associated to the point group transformation and \( R \) is a matrix which interchanges the magnetisation between sublattices.

Notice that by combining the transformation of the field \( V(x) \) under \( \{C_{2a}, I\} \) with the translations in \( \{\tau C_{2a}, \tau I\} \) we can eliminate the additional factor \( R \) in those point group
transformations. Since, in addition, the factor $g_\xi$ can be re-absorbed by a $SU(2)$ transformation we only have to care about the transformations of the derivatives as far as the point group is concerned.

Finally, under time reversal $V(x)$ transforms as

$$T : \ V(x) \rightarrow V(x)C , \quad C = e^{-i\pi S^2}. \quad (2.4)$$

We are now in a position to construct the effective lagrangian order by order in derivatives. In order to do that we consider the following element of the Lie algebra of $SU(2)$ [36]:

$$V^\dagger(x)i\partial_\mu V(x) = b^-_\mu(x)S_+ + b^+_\mu(x)S_- + b^3_\mu(x)S^3. \quad (2.5)$$

This term, and consequently the coefficients $b^a_\mu(x)$, are invariant under the $SU(2)$ transformations (2.1). Under the point group we only need to consider the transformation of the derivatives in $b^a_\mu(x)$, which correspond to the space-time indices $\mu$. The transformations under primitive translations are given by

$$\tau : \begin{cases} b^-_\mu \rightarrow -b^-_\mu, \\ b^3_\mu \rightarrow b^3_\mu, \end{cases} \quad (2.6)$$

and under time reversal

$$T : \begin{cases} b^-_\mu \rightarrow -b^+_\mu, \\ b^3_\mu \rightarrow -b^3_{i\mu}, \end{cases} \quad (2.7)$$

where $t\mu$ stands for the transformation of the index $\mu$ under time reversal $T$.

### 2.2 Relation with ferro and antiferromagnetic spin waves

Before writing down the effective lagrangian, let us discuss a suitable decomposition of $V(x)$ which illuminates the relation between canted spin waves and the usual ferromagnetic and antiferromagnetic ones. In the way we have chosen the direction of the magnetizations in each sublattice (2.2), it is clear that the projection on the third direction is ferromagnetic, whereas the projection on the $1-2$ plane is antiferromagnetic. This suggests that we may separate the spin wave field into components perpendicular to the third axis and to the plane $1-2$ respectively. Group theory allows us to implement this easily. Indeed, an element of the group, $V(x) \in SU(2)$, admits a unique decomposition in terms of an element of a coset, $U(x) \in SU(2)/U(1)$, and an element of the corresponding subgroup, $H(x) \in U(1)$, such that $V(x) = U(x)H(x)$, with

$$U(x) = \exp \left\{ \frac{i}{f_\pi} \left[ \pi^-(x)S^+ + \pi^+(x)S^- \right] \right\} \quad \in \quad SU(2)/U(1)$$

$$H(x) = \exp \left\{ \frac{i\sqrt{2}}{f_3} \pi^3(x)S^3 \right\} \quad \in \quad U(1), \quad (2.8)$$
where $S_\pm = S^1 \pm iS^2$ and $S^3$ are the $SU(2)$ generators, $\pi^\pm(x) = (\pi^1(x) \pm i\pi^2(x))/\sqrt{2}$ and $\pi^3(x)$ are the spin waves fields, and $f_\pi$ and $f_3$ are dimensionful parameters representing the spin stiffness. This implies that the element of the Lie algebra in (2.5) can be written as

$$V^\dagger(x)i\partial_\mu V(x) = H^\dagger(x)(U^\dagger(x)i\partial_\mu U(x))H(x) + H^\dagger(x)i\partial_\mu H(x).$$

Upon using for $U^\dagger(x)i\partial_\mu U(x)$ a similar expression to that in (2.5) [39] we have,

$$U^\dagger(x)i\partial_\mu U(x) = a^-_\mu(x)S_+ + a^+_\mu(x)S_- + a^3_\mu(x)S^3.$$  

This decomposition translates to the coefficients $b^\mu_\alpha(x)$ in (2.5) as follows:

$$b^-_\mu(x) = e^{-i\sqrt{2}\pi^3(x)/f_3}a^-_\mu(x)$$
$$b^+_\mu(x) = e^{i\sqrt{2}\pi^3(x)/f_3}a^+_\mu(x)$$
$$b^3_\mu(x) = a^3_\mu(x) - \sqrt{2}\partial_\mu \pi^3(x)/f_3.$$  

Recall finally that the expansion of $U^\dagger i\partial_\mu U$ in spin wave fields reads

$$U^\dagger i\partial_\mu U = -\frac{1}{f_\pi^2}[(f_\pi \partial_\mu \pi^- + \cdots)S_+ + (f_\pi \partial_\mu \pi^+ + \cdots)S_- + (i(\pi^+ \partial_\mu \pi^- - \pi^- \partial_\mu \pi^+) + \cdots)S^3].$$  

\section{Effective lagrangian}

In order to construct the effective lagrangian let us begin by considering terms with time derivatives. It is then clear that we can build a term with a single time derivative,

$$b^3_0 = a^3_0 - \frac{\sqrt{2}}{f_3}\partial_0 \pi^3 \sim a^3_0,$$  

which contributes to the dynamics of $\pi^\pm(x)$. Nevertheless since this term only contains a total derivative on $\pi^3(x)$ the first contribution to the dynamics of this field comes from

$$b^3_0b^3_0 \sim \frac{2}{f_3^2}\partial_0 \pi^3 \partial_0 \pi^3,$$  

where we have made explicit the quadratic term in $\pi^3(x)$.

Regarding the spatial derivatives there are no invariant terms with a single spatial derivative. Then the first invariant terms have two space derivatives, and they read

$$b^+ b^- = a^+_i a^-_i$$
$$b^+_i b^+_i + b^-_i b^-_i$$
$$b^3_i b^3_i \sim \frac{2}{f_3^2}\partial_i \pi^3 \partial_i \pi^3.$$  


where again we have made explicit the quadratic dependence on $\pi^3(x)$ in the last term.

Unlike the terms with time derivatives, the terms with spatial derivatives produce a leading order contributions for $\pi^\pm(x)$ and $\pi^3(x)$ at the same order. Let us call it $O(p^2)$. Equations (2.13), (2.14) and (2.15) provide the dispersion relations for the spin waves, which indicate how time derivatives must be counted with respect to space derivatives. Namely, a time derivative on $\pi^\pm(x)$ must be counted as $O(p^2)$, whereas a time derivative on $\pi^3(x)$ must be counted as $O(p)$. This implies that the term $b_0^3 = a_0^3 - \sqrt{2} \partial_0 \pi^3 / f_3 \sim O(p^2) + O(p)$, i.e., it contains terms of first and second order, which must be taken into account in the construction of the effective lagrangian. This is in fact a remarkable difference with respect to the ferromagnetic and antiferromagnetic case, where each invariant term has a unique size.

Then, putting together all the terms above, the most general effective lagrangian at order $O(p^2)$ we can construct, with the standard normalizations, reads

$$\mathcal{L}(x) = f_\pi^2 \left[ \frac{1}{2} b_0^3 - B b_0^i b_i^* \right] + f_3^2 \left[ \frac{1}{4} b_0^3 b_0^3 - \frac{v^2}{4} b_i^3 b_i^3 \right].$$

If we expand it up to three fields, it reads

$$\mathcal{L}(x) = \pi^- i \partial_0 \pi^+ - B \partial_i \pi^- \partial_i \pi^+ - \frac{C}{2} (\partial_i \pi^+ \partial_i \pi^+ + \partial_i \pi^- \partial_i \pi^-)$$

$$+ \frac{1}{2} \partial_0 \pi^3 \partial_0 \pi^3 - \frac{v^2}{2} \partial_i \pi^3 \partial_i \pi^3$$

$$- \frac{i \sqrt{2} C}{f_3} (\partial_i \pi^+ \partial_i \pi^- - \partial_i \pi^- \partial_i \pi^+) \pi^3 + \frac{i \sqrt{2} v^2 f_3}{2 f_\pi^2} (\pi^- \partial_i \pi^+ - \pi^+ \partial_i \pi^-) \partial_i \pi^3.$$  

(2.17)

The first two lines correspond to quadratic terms in the fields, which yield the free propagation of the spin waves and give the dispersion relation for each of them. Whereas these terms lead directly to a wave equation (Klein-Gordon type) for $\pi^3(x)$, as expected for an antiferromagnetic spin wave, the equation for $\pi^\pm(x)$ turns out to be non-diagonal. The off-diagonal terms are due to the existence in the effective lagrangian of the term $(b_i^+ b_i^- + b_i^- b_i^-)$. In the ferromagnetic and antiferromagnetic cases this term does not appear because the unbroken $U(1)$ subgroup prevents it. In order to diagonalize the quadratic $\pi^\pm(x)$ terms, we perform the following Bogolyubov transformation:

$$\pi^+(x) \rightarrow \sqrt{m'B} + \frac{1}{2} \pi^+(x) - \frac{1}{2} \pi^-(x), \quad \frac{1}{2m'} = \sqrt{B^2 - C^2}. \quad (2.18)$$

In terms of the new variables the lagrangian (2.17) reads

$$\mathcal{L}(x) = \pi^- i \partial_0 \pi^+ - \frac{1}{2m'} \partial_i \pi^- \partial_i \pi^+ + \frac{1}{2} \partial_0 \pi^3 \partial_0 \pi^3 - \frac{v^2}{2} \partial_i \pi^3 \partial_i \pi^3$$

$$- \frac{i \sqrt{2} C}{f_3} (\partial_i \pi^+ \partial_i \pi^- - \partial_i \pi^- \partial_i \pi^+) \pi^3 + \frac{i \sqrt{2} v^2 f_3}{2 f_\pi^2} (\pi^- \partial_i \pi^+ - \pi^+ \partial_i \pi^-) \partial_i \pi^3.$$ 

(2.19)
which yields a Schrödinger equation with a mass $m'$ for the new field $\pi^+(x)$. Therefore, as it was expected from the decomposition made in (2.8)-(2.11) the field $\pi^+(x)$ describes one ferromagnetic spin wave, with a quadratic dispersion relation, and $\pi^3(x)$ describes one antiferromagnetic spin wave, with a linear dispersion relation.

This result is in agreement with previous theoretical \cite{1} and recent experimental \cite{33} works, and in line with the general counting of Goldstone modes in non-relativistic systems stated in \cite{43} (see also \cite{35}). The general statement is that there exist as many real fields representing the Goldstone modes as broken directions in the symmetry group (three in our case, because of the non-collinear nature of the canted configuration). The space-time transformations for these fields determine if they verify a wave (Klein-Gordon, leading to a linear dispersion relation) or a Schrödinger (quadratic) equation of motion, with the constraint that in the case of a Schrödinger equation a complex field, and therefore two real ones, is necessary to represent a single physical mode (the two real fields behave like canonical conjugate degrees of freedom). With this argument in mind for the canted spin waves we can only get either three linear branches or one linear and one quadratic branches, which turns out to be the correct answer in our case.

At next to leading order, $O(p^3)$, besides those terms coming from $b_0^3 b_0^3$ already considered in (2.16), we find the following terms:

\begin{align*}
&b_0^3 b_0^3 b_0^3 \\
&b_0^3 (b_i^+ b_i^- + b_i^- b_i^+) \\
&b_0^3 b_i^- b_i^+ \\
&b_0^3 b_i^3 b_i^3. \\
\end{align*}

(2.20)

The term $i(b_i^- \partial_0 b_i^+ - b_i^+ \partial_0 b_i^-) \sim b_0^3 b_i^- b_i^+$ at this order, since at $O(p^3)$ we only have to consider time derivative acting on $\pi^3(x)$. However at higher orders the terms obtained from those invariants are different from each other.

2.3.1 Coupling to a magnetic field

The most important source of magnetic coupling in a spin system is the Pauli term, the introduction of which in the effective theory was extensibly discussed in \cite{39}. The outcome is that the Pauli term can be introduced by just replacing the time derivative by a covariant derivative in the following way:

\[
\partial_0 \longrightarrow D_0 \equiv \partial_0 - i \mu_m S B. 
\]

(2.21)

After introducing the covariant derivative the equation (2.9), for time derivatives, reads

\[
V^+(x) i D_0 V(x) = H^+(x)(U^+(x) i D_0 U(x)) H(x) + H^+(x) i \partial_0 H(x). 
\]

(2.22)
Thus, after introducing the magnetic field the effective lagrangian is constructed with the expressions (2.11) such that the magnetic field only modifies $a_0^\pm(x)$ and $a_3^0(x)$, given by

$$U^\dagger D_0 U = -\frac{1}{f_\pi^2} \left\{ \left[ f_\pi \partial_0 \pi^\pm - \mu_m \left( \frac{1}{2} (f_\pi^2 - \pi^+ \pi^-) B^z + \frac{1}{2} \pi^- \pi^- B^z + i f_\pi \pi^- B^3 \right) + \cdots \right] S_+ \right. $$

$$+ \left[ f_\pi \partial_0 \pi^+ - \mu_m \left( \frac{1}{2} \pi^+ \pi^+ B^z + \frac{1}{2} (f_\pi^2 - \pi^+ \pi^-) B^z - i f_\pi \pi^+ B^3 \right) + \cdots \right] S_- \right. $$

$$+ \left[ i (\pi^+ \partial_0 \pi^- - \pi^- \partial_0 \pi^+) - \mu_m \left( i f_\pi \pi^+ B^z - i f_\pi \pi^- B^z + (f_\pi^2 - 2 \pi^+ \pi^-) B^3 \right) + \cdots \right] S^3 \right\}. \tag{2.23}$$

The time derivative on $\pi^3(x)$, as well as the terms with spatial derivatives $b^\pm_i(x)$ and $b^3_i(x)$ remain unchanged by the presence of the magnetic field.

It is very easy to see that, at the lowest order, the dispersion relation of the antiferromagnetic branch, given by $\pi^3(x)$, is not modified by the introduction of a small magnetic field in any direction, in particular in the direction of the staggered magnetization.

### 2.3.2 Ferromagnetic limit

In the ferromagnetic limit the local magnetizations are pointing in the third direction all over the crystal. Hence, an unbroken $U(1)$ symmetry remains, and the spin waves are represented by a field belonging to the coset $SU(2)/U(1)$. This field can be easily obtained from the decomposition (2.9) of the canted case by taking $H(x) = 1$, or, equivalently, $\pi^3(x) = 0$ in (2.11). Hence, $V(x)$ simply reduces to $U(x)$. Furthermore, because of the remaining $U(1)$ symmetry terms like $(a_0^+ a_0^+ + a_3^- a_3^-)$ are forbidden, and hence the quadratic part of the lagrangian does not contain off-diagonal terms. Therefore the Bogolyubov transformation (2.18) is not necessary anymore.

In terms of $a_\mu^a(x)$ the effective lagrangian for the ferromagnetic spin waves reads

$$\mathcal{L}(x) = f_\pi^2 \left[ \frac{1}{2} a_0^3 - \frac{1}{2m'} a^-_i a^+_i \right]. \tag{2.24}$$

And after expanding it in terms of spin wave fields in (2.12),

$$\mathcal{L}(x) = \pi^- i \partial_0 \pi^+ - \frac{1}{2m'} \partial_0 \pi^- \partial_i \pi^+, \tag{2.25}$$

which corresponds to one spin wave with a quadratic dispersion relation.

### 2.3.3 Antiferromagnetic limit

In the antiferromagnetic limit the local magnetizations are pointing at opposite directions in each sublattice along the first axis ($S^1$). As for the ferromagnetic case an unbroken $U(1)$ symmetry remains, and the spin waves are represented by an element of the coset
In order to simplify the computation we will rotate the internal space reference frame in such a way that the third direction, instead of the first, lies along the staggered magnetization direction (we perform the rotation $1 \rightarrow 3 \rightarrow 2$ in all the indices). With this choice the spin wave field is determined from (2.9) by setting $H(x) = 1$, or, equivalently, $\pi^3(x) = 0$ in (2.11). $V(x)$ reduces to $U(x)$, and the remaining $U(1)$ symmetry prevents the non-diagonal terms, $(a_i^+ a_i^+ + a_i^- a_i^-)$, from appearing like in the ferromagnetic case. In addition to that, now $C$ acts as the matrix which interchanges the magnetizations between sublattices, which forbids the term with a single time derivative, $a_0^3(x)$, to appear in the effective lagrangian.

The effective lagrangian for the antiferromagnetic spin waves is given by

$$\mathcal{L}(x) = f_\pi^2 [a_0^+ a_0^- - v^2 a_i^+ a_i^-]. \tag{2.26}$$

And after expanding it in terms of spin wave fields in (2.12),

$$\mathcal{L}(x) = \partial_0 \pi^- \partial_0 \pi^+ - v^2 \partial_i \pi^- \partial_i \pi^+, \tag{2.27}$$

which describes two spin waves with a linear dispersion relation. These two branches are splitted by the introduction of a small magnetic field in the third direction, the direction of the staggered magnetization [39].

### 3 Interaction with charge carriers

Canted phases are known to support conductivity. Then it is important to elucidate which kind of interaction mediates between the spin waves and the charge carriers. In order to address this question in a model independent way, we would need an effective field theory description of the latter. However, to our knowledge, there are no general rules on how to build such an effective theory, which may depend strongly on the particular material we wish to study. We shall then restrict ourselves to present an effective theory based on a particular model which successfully describes canted phases and has applications to doped manganites, the continuum double exchange model [22].

At first sight one may think of describing the charge carriers by an effective fermion field which varies slowly through the material and couples to the local magnetization. However, in a canted phase the local magnetization changes abruptly from the even to the odd sublattice, which means that we shall need two magnetization fields $M_1(x)$ and $M_2(x)$ in the even and odd sublattices, and hence a single slowly varying fermion field is not enough to have a consistent description. We need at least two slowly varying fermion fields $\psi_1(x)$ and $\psi_2(x)$, coupled to the magnetization in the even and odd sublattices respectively.
The interaction lagrangian of the model reads

\[ \mathcal{L}(x) = \psi_1^\dagger(x) \left[ (1 + i\epsilon)i\partial_0 + \frac{\partial^2}{2m} + \mu + J_H \frac{\sigma}{2} M_1(x) \right] \psi_1(x) \]

\[ + \psi_2^\dagger(x) \left[ (1 + i\epsilon)i\partial_0 + \frac{\partial^2}{2m} + \mu + J_H \frac{\sigma}{2} M_2(x) \right] \psi_2(x) \]

\[ + t \left( \psi_1^\dagger(x) \psi_2(x) + \psi_2^\dagger(x) \psi_1(x) \right), \tag{3.1} \]

where \( t \) corresponds to the amplitude of probability that the fermion changes the sublattice and \( J_H \) is the Hund coupling between the fermion fields \( \psi_1(x) \) and \( \psi_2(x) \) and the magnetic moment in each sublattice \( M_1(x) \) and \( M_2(x) \) respectively. An estimation of our parameters is given by \( t \sim z t^l, J_H \sim J_H^l \) and \( 2m \sim 1/a^2 t^l \), where \( a \) is the lattice spacing, \( z = 6 \) is the coordination number and the superscript \( l \) means the analogous lattice quantity. In order to have conduction when \( t \neq 0 \) only, the chemical potential \( \mu \) is required to lie below the lowest energy of the band for \( t = 0 \).

The spin waves are fluctuations of the magnetically ordered ground state, and they are included in the previous fields. We can separate the contribution of the spin waves from that of the ground state \( M_1 \) and \( M_2 \) by writing \( M_i^a(x) = R_i^a(x) M_i^b \) \((i = 1, 2)\), such that the matrix \( R_i^a(x) \) corresponds to the spin wave fluctuation in the adjoint representation of \( SU(2) \). Using the scalar product properties the interaction term can be written

\[ \frac{\sigma}{2} M_i(x) = \frac{\sigma^a}{2} R_i^a(x) M_i^b = V(x) \frac{\sigma}{2} V^\dagger(x) M_i \quad (i = 1, 2), \tag{3.2} \]

where the matrix \( V(x) \) represents the spin waves in the fundamental representation of \( SU(2) \).

This expression suggests the following change of variables for the fermionic fields

\[ \psi_i(x) \rightarrow V(x) \psi_i(x) \quad (i = 1, 2). \tag{3.3} \]

In terms of the new fermionic fields the lagrangian \((3.1)\) reads

\[ \mathcal{L}(x) = \begin{pmatrix} \psi_1^\dagger(x) & \psi_2^\dagger(x) \end{pmatrix} \begin{pmatrix} \hat{O}^{gs} + \hat{O}^{sw} \end{pmatrix} \begin{pmatrix} \psi_1(x) \\ \psi_2(x) \end{pmatrix}, \tag{3.4} \]

where

\[ \hat{O}^{gs} = \begin{pmatrix} (1 + i\epsilon)i\partial_0 + \partial^2 / 2m + \mu + J_H \frac{\sigma}{2} M_1 \\ t \end{pmatrix} \begin{pmatrix} (1 + i\epsilon)i\partial_0 + \partial^2 / 2m + \mu + J_H \frac{\sigma}{2} M_2 \end{pmatrix} \tag{3.5} \]

is the contribution of the ground state, and

\[ \hat{O}^{sw} = \begin{pmatrix} \hat{O}^{sw} & 0 \\ 0 & \hat{O}^{sw} \end{pmatrix}, \quad \hat{O}^{sw} = (V^\dagger i\partial_0 V) - \frac{1}{2m} \left[ \{ i\partial_i, (V^\dagger i\partial_i V) \} + (V^\dagger i\partial_i V)(V^\dagger i\partial_i V) \right], \tag{3.6} \]
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contains the interaction with the spin waves. The curly brackets \( \{ \), } stand for the anti-commutator. Taking into account the decomposition (2.5) the operator \( \hat{O}^{sw} \) can be expressed in terms of the fields \( b_{\mu}^a(x) \) as follows:

\[
\hat{O}^{sw} = \left( b_0^- - \frac{1}{2m} (i \partial_i, b_i^+) \right) S_+ + \left( b_0^+ - \frac{1}{2m} (i \partial_i, b_i^-) \right) S_- + \left( b_0^0 - \frac{1}{2m} (i \partial_i, b_i^0) \right) S^3
- \frac{1}{2m} \left( b_i^+ b_i^- + \frac{1}{4} b_i^3 b_i^3 \right).
\] (3.7)

A compelling expression for the coupling of the spin waves can be written by noting that the expressions (3.4)-(3.7) are equivalent to the introduction of a covariant derivative,

\[
i \partial_\mu \rightarrow i D_\mu = i \partial_\mu + (V^\dagger i \partial_\mu V) = i \partial_\mu + b_\mu^- S_+ + b_\mu^+ S_- + b_\mu^3 S^3,
\] (3.8)

in (3.3) and dropping \( \hat{O}^{sw} \).

Since the spin waves are fluctuations of long wavelength and the interaction with the fermionic fields contains derivatives, this interaction will be small. In this situation the problem is reduced to calculate the interaction of the spin waves with the eigenstates of (3.5) perturbatively. The four eigenstates can be obtained by considering the following change of variables:

\[
\begin{pmatrix}
\psi_1(x) \\
\psi_2(x)
\end{pmatrix} = P^\dagger \begin{pmatrix}
\chi_1(x) \\
\chi_2(x)
\end{pmatrix}, \quad P^\dagger = \frac{1}{\sqrt{2}} \begin{pmatrix}
q + Q^\dagger + \bar{Q} & q - Q - \bar{Q} \\
q - Q^\dagger + \bar{Q} & -q - Q + \bar{Q}
\end{pmatrix},
\] (3.9)

where \( q \) is an scalar parameter and \( Q^\dagger \) and \( \bar{Q} = \bar{Q}^\dagger \) are matrices in the Lie algebra of \( SU(2) \) given by

\[
q = \frac{1}{2} \left( \frac{e_+ + \gamma + \cos \frac{\theta}{2}}{2e_+} + \frac{e_- + \gamma - \cos \frac{\theta}{2}}{2e_-} \right) \quad \rightarrow \quad \frac{1}{2} \left( \cos \frac{\theta}{4} + \sin \frac{\theta}{4} \right)
\]

\[
Q^\dagger = \frac{\sin \frac{\theta}{2}}{\sqrt{2e_- (e_+ + \gamma - \cos \frac{\theta}{2})}} S_+ + \frac{\sin \frac{\theta}{2}}{\sqrt{2e_+ (e_+ + \gamma + \cos \frac{\theta}{2})}} S_- \quad \rightarrow \quad \cos \frac{\theta}{4} S_+ + \sin \frac{\theta}{4} S_-
\]

\[
\bar{Q} = \left( \frac{e_+ + \gamma + \cos \frac{\theta}{2}}{2e_+} - \frac{e_- + \gamma - \cos \frac{\theta}{2}}{2e_-} \right) S^3 \quad \rightarrow \quad \left( \cos \frac{\theta}{4} - \sin \frac{\theta}{4} \right) S^3,
\] (3.10)

with

\[
e_\pm = \sqrt{1 + \gamma^2 \pm 2\gamma \cos \frac{\theta}{2}}, \quad \gamma \equiv \frac{2t}{|J_H|M},
\] (3.11)

\( M = |M_1| = |M_2| = 3/2, \) and \( \theta \) the angle formed by the ground state magnetizations \( M_1 \) and \( M_2. \)
obtaining the following lagrangian for the two lowest states, \( \chi \); we are only interested in transition energies \( \sim \chi \) than the Hund coupling, \( J \), where the square brackets \([ , ]\) stand for the commutator and \( \hat{O}^{sw} \) is given in (3.7).

In the relevant materials that we have in mind, the hopping amplitude, \( t \), is much smaller than the Hund coupling, \( J_H \), i.e. \( \gamma \ll 1 \). In this case, the two higher states of (3.7), denoted by \( \chi_2(x) \), lie far away from the two lower ones. In fact, the ratio of energies is of order \( \gamma \). If we are only interested in transition energies \( \sim t \) we can safely integrate out the states \( \chi_2(x) \), obtaining the following lagrangian for the two lowest states, \( \chi_1(x) \):

\[
\mathcal{L}_{\text{eff}} = \chi_1^\dagger(x) \left( \hat{L}_1 + \hat{W}_{11} \right) \chi_1(x) - \chi_1^\dagger(x) \hat{W}_{12} \frac{1}{\hat{L}_1 + \hat{W}_{21}} \hat{W}_{11} \chi_1(x).
\]

The second term is of order \( \gamma \) with respect to the first one. Indeed, we consider low incoming energy and momentum with respect to the two lowest states, namely, \( \hat{L}_1 \sim (1 + i\epsilon) i\partial_0 + \partial_0^2 / 2m + \mu + |J_H| M / 2 \sim t \), and the spin wave interaction \( \hat{W}_{ij} \sim t \). Thus \( 1/\hat{L}_2 \sim \gamma / t \), such that the second term in (3.15) is order \( \gamma t \), which means that the field \( \chi_2(x) \) decouples, and the effective lagrangian reduces to

\[
\mathcal{L}_{\text{eff}} = \chi_1^\dagger(x) \left( \hat{L}_1 + \hat{W}_{11} + O(\gamma t) \right) \chi_1(x).
\]

In order to complete the effective lagrangian we must consider the leading order in \( \gamma \) for \( \hat{W}_{11} \) in (3.14a), which corresponds to take the right limit in (3.10) for the parameter \( q \) and the matrices \( Q^\dagger \) and \( \bar{Q} \).
Therefore, the effective lagrangian is given by (3.16), where the interaction terms, which come from (3.14a), (3.7) and (3.10), are given by

\[
\hat{W}_{11} = -\frac{1}{2m} \left( b_i^+ b_i^- + \frac{1}{4} b_i^3 b_i^3 \right) + \frac{1}{2} \cos \frac{\theta}{2} \left( b_0^3 - \frac{1}{2m} \{i \partial_i, b_i^3\} \right) \\
+ \frac{1}{2} \sin \frac{\theta}{2} \left( b_0^- - \frac{1}{2m} \{i \partial_i, b_i^-\} + b_0^+ - \frac{1}{2m} \{i \partial_i, b_i^+\} \right) (S_+ + S_-). \tag{3.17}
\]

Upon expanding it up to two fields, using (2.12) and (2.11), we finally obtain

\[
\hat{W}_{11} = -\frac{1}{2m} \left[ \partial_i \pi^- \partial_i \pi^+ + \frac{f_{\pi}^2}{2f_3^2} \partial_i \pi^3 \partial_i \pi^3 \right] \\
+ \frac{1}{2f_\pi^2} \cos \frac{\theta}{2} \left[ \pi^- \left( i \partial_0 \pi^+ + \frac{1}{2m} \{\partial_i, \partial_i \pi^+\} \right) - \pi^+ \left( i \partial_0 \pi^- + \frac{1}{2m} \{\partial_i, \partial_i \pi^-\} \right) \right. \\
+ \frac{i \sqrt{2} f_\pi^2}{f_3} \left( i \partial_0 \pi^3 + \frac{1}{2m} \{\partial_i, \partial_i \pi^3\} \right) \left. \right] \\
+ \frac{1}{2f_\pi f_3} \sin \frac{\theta}{2} \left[ i f_3 \left( i \partial_0 \pi^- + i \partial_0 \pi^+ + \frac{1}{2m} \{\partial_i, \partial_i \pi^- + \partial_i \pi^+\} \right) \right. \\
+ \sqrt{2} \pi^3 \left( i \partial_0 \pi^- - i \partial_0 \pi^+ + \frac{1}{2m} \{\partial_i, \partial_i \pi^- - \partial_i \pi^+\} \right) \\
+ \frac{\sqrt{2}}{2m} \partial_i \pi^3 (\partial_i \pi^- - \partial_i \pi^+) \right] (S_+ + S_-). \tag{3.18}
\]

3.1 Coupling to ferromagnetic spin waves

The interaction of charge carriers with ferromagnetic spin waves can be considered as a limit of the canted configuration. In order to do that we must take the limit \( \theta \to 0 \) in (3.10), which yields a very simple expression, independent of \( \gamma \), for the parameter \( q \) and the matrices \( Q^\dagger \) and \( \bar{Q} \) which determine the change of variables (3.9), namely,

\[
q = \frac{1}{2} \quad Q^\dagger = S_+ \quad \bar{Q} = S^3. \tag{3.19}
\]

Following the considerations in subsection 2.3.1, we also must take \( H(x) = 1 \), or equivalently \( \pi^3(x) = 0 \).

Because of the remaining unbroken symmetry the \( SU(2) \) transformations on the spin wave fields are realized by a non-linear \( U(1)_{\text{local}} \) gauge group, which allows us to write the lagrangian in a manifestly gauge invariant way

\[
\hat{L}_1 + \hat{W}_{11} = iD_0 + \frac{1}{2m} \left( D_i D_i - a_i^- a_i^+ \right) + \mu + \frac{|J_H| M}{2} + 2tS^3, \tag{3.20}
\]

where \( iD_\mu = i \partial_\mu + a_\mu^3 / 2 \). Notice that this implies that some of the couplings are fixed by the symmetry. In fact only the coupling \( a_i^- a_i^+ \) is model dependent. This is analogous to
what happens in the pion-nucleon lagrangian where one of the couplings is fixed by chiral symmetry \[44\]. Recall that the transformation properties under \( U(1)_{local} \) are the following:

\[
\begin{align*}
\chi_i(x) & \rightarrow e^{i\varphi(x)}\chi_i(x) \\
a^\pm_\mu(x) & \rightarrow e^{\mp i\varphi(x)}a^\pm_\mu(x) \\
a_3^\pm_\mu(x) & \rightarrow a^\pm_\mu(x) + \partial_\mu\varphi(x).
\end{align*}
\] (3.21)

Finally, in terms of the spin wave fields and up to two fields \( \hat{W}_{11} \) reads

\[
\hat{W}_{11} = -\frac{1}{2mf_\pi^2}\partial_\pi^-\partial_\pi^+ \\
+ \frac{1}{2f_\pi^2}\left[\pi^- \left(i\partial_0\pi^+ + \frac{1}{2m}\{\partial_i,\partial_i\pi^+\}\right) - \pi^+ \left(i\partial_0\pi^- + \frac{1}{2m}\{\partial_i,\partial_i\pi^-\}\right)\right],
\] (3.22)

which corresponds to the limit \( \theta \to 0 \) of the canted expression (3.18).

### 3.2 Coupling to antiferromagnetic spin waves

In the antiferromagnetic case we have to consider two situations. The first one corresponds to the insulating phase, where there are no charge carriers to couple with. The second situation corresponds to the antiferromagnetic conducting phase. We shall describe this second situation below.

The interaction of the charge carriers with antiferromagnetic spin waves is given by the canted case in the limit \( \theta \to \pi \). According to the discussion in subsection 2.3.2 this limit is a little bit more involved than for the ferromagnetic case, since we also must rotate the reference system \( (1 \to 3 \to 2) \). Then the expressions for the parameter \( q \) and the matrices \( Q^l \) and \( \bar{Q} \), which determine the change of variables (3.3), read

\[
\begin{align*}
q & = \frac{1}{\sqrt{2}}\sqrt{1 + \gamma}\gamma \lesssim 1 \frac{1}{\sqrt{2}} \\
Q^l & = \frac{2}{1 + \gamma^2 + \gamma\sqrt{1 + \gamma^2}}S^3 \gamma \lesssim 1 \sqrt{2}S^3 \\
\bar{Q} & = 0,
\end{align*}
\] (3.23)

where the right limit gives the leading dependence on \( \gamma \) which we shall use to calculate the interaction.

Similarly to the ferromagnetic case we must take \( H(x) = 1 \), or \( \pi^3(x) = 0 \), and therefore the remaining unbroken symmetry determines the gauge invariance structure for the effective lagrangian, given by

\[
\hat{L}_1 + \hat{W}_{11} = iD_0 + D_iD_i - a_i^-a_i^+ + \mu + \frac{|J_H|M}{2},
\] (3.24)
where now \( iD_\mu = i\partial_\mu + a_\mu^3 S^3 \). Notice again that this implies that some of the couplings are fixed by the symmetry. In fact only the coupling \( a_i^- a_i^+ \) is model dependent. This is analogous to what happens in the ferromagnetic case discussed before and, hence, also analogous to the case of the pion-nucleon lagrangian [44]. Recall that the transformation properties under \( U(1)_{\text{local}} \) are now the following:

\[
\begin{align*}
\chi_i(x) & \rightarrow e^{i\varphi(x)S^3} \chi_i(x) \\
 a^+_{\mu}(x) & \rightarrow e^{\mp i\varphi(x)} a^+_{\mu}(x) \\
a^3_{\mu}(x) & \rightarrow a^3_{\mu}(x) + \partial_{\mu}\varphi(x).
\end{align*}
\]

Finally, in terms of the spin wave fields and up to two fields \( \hat{W}_{11} \) reads

\[
\hat{W}_{11} = -\frac{1}{2mf^2_\pi} \partial_i \pi^- \partial_i \pi^+ \\
+ \frac{1}{f^2_\pi} \left[ \pi^- \left( i\partial_0 \pi^+ + \frac{1}{2m} \{\partial_i, \partial_i \pi^+\} \right) \right. \\
\left. - \pi^+ \left( i\partial_0 \pi^- + \frac{1}{2m} \{\partial_i, \partial_i \pi^-\} \right) \right] S^3,
\]

which corresponds to the limit \( \theta \rightarrow \pi \) of the canted expression (3.18). However because of the rotation of the reference system it is easier to obtain (3.26) as a limit of (3.17) rather than (3.18), because the direction of the symmetry breaking has not been taken explicitly yet.

## 4 Spin Waves in Doped Manganites

In the section 2 we developed a general formalism which provides the effective lagrangian for the spin waves generated by any model in a canted, ferromagnetic and antiferromagnetic ground state as long as the model is invariant under \( SU(2) \) transformations. In this section we are going first to particularize this effective lagrangian to the case of the spin waves in doped manganites. Next, we will include the interaction of spin waves to charge carriers worked out in section 3 and calculate the doping dependence of dispersion relation parameters.

### 4.1 Spin waves from the Heisenberg hamiltonian

In the double exchange models the interaction between the core spins in the \( t_{2g} \)-bands of the manganese atom is described by an antiferromagnetic hamiltonian. Since the value of the core spins is \( 3/2 \) their motion is slow and can be approximated by classical magnetization fields on the lattice. Furthermore, for the low energy and momentum region the lattice fields can be further approximated by continuum fields. In [22] we considered a static Heisenberg-like interaction, which only provides the relevant contribution to the ground state energy.
Here we shall introduce a derivative expansion of the Heisenberg Hamiltonian, which also takes care of the low energy and momentum excitations. These derivative terms in the second quantization language read

\[ H = - \int d\mathbf{x} \frac{J_{AF} a^2}{2z} \partial_i \mathbf{M}_1(x) \partial_i \mathbf{M}_2(x), \]  

(4.1)

where \( J_{AF} \sim z J_{AF}' / a^3 \) and the superscript \( l \) represents the lattice Heisenberg coupling. The local magnetizations for each sublattice, \( \mathbf{M}_1(x) \) and \( \mathbf{M}_2(x) \), are given as fluctuations of the ground state configuration, as mentioned in section 2, that we can write

\[ \mathbf{M}_i(x) = \mathbf{\varphi}_i^{(0)}(x) \mathbf{V}(x) \mathbf{\varphi}_i^{(0)^\dagger}(x), \]  

(4.2)

where \( \mathbf{\varphi}_i \) is a projector in the direction of the ground state magnetization in each sublattice \( i = 1, 2 \). This Hamiltonian only generates terms with spatial derivatives in the spin wave’s effective Lagrangian. In order to introduce the temporal term let us consider it written in terms of the total, \( \Sigma(x) \), and staggered, \( \Omega(x) \), magnetizations

\[ H = - \int d\mathbf{x} \left[ \frac{J_{AF} a^2}{2z} \partial_i \Sigma(x) \partial_i \Sigma(x) - \frac{J_{AF} a^2}{8z} \partial_i \Omega(x) \partial_i \Omega(x) \right], \]  

(4.3)

where

\[ \Sigma(x) = \frac{1}{2} (\mathbf{M}_1(x) + \mathbf{M}_2(x)) \quad \Sigma = M \cos \frac{\theta}{2} \]
\[ \Omega(x) = \mathbf{M}_1(x) - \mathbf{M}_2(x) \quad \Omega = 2M \sin \frac{\theta}{2}. \]  

(4.4)

This corresponds to the spatial derivatives terms in the effective Lagrangian for ferromagnetic spin waves in terms of the total magnetization, \( \Sigma(x) \), and for antiferromagnetic spin waves in terms of the staggered magnetization, \( \Omega(x) \). Following this identification we shall choose as temporal terms those which complete these Hamiltonians. Then the effective Lagrangian from the Heisenberg contribution reads

\[ \mathcal{L}^{(1)}(x) = \frac{1}{a^5 \Sigma^2} \int_0^1 d\lambda \Sigma(x, \lambda) \left( \partial_0 \Sigma(x, \lambda) \times \partial_\lambda \Sigma(x, \lambda) \right) + \frac{J_{AF} a^2}{2z} \partial_i \Sigma(x) \partial_i \Sigma(x) \]
\[ + \frac{z}{12 J_{AF} a^8 \Omega^2} \left[ \frac{1}{2} \partial_0 \Omega(x) \partial_0 \Omega(x) - \frac{3 J_{AF} a^8 \Omega^2}{2z^2} \partial_i \Omega(x) \partial_i \Omega(x) \right], \]  

(4.5)

where \( \Sigma(x, \lambda) \) is an extension of the total magnetization field which verifies \( \Sigma(x, 0) = \Sigma \) and \( \Sigma(x, 1) = \Sigma(x) \). This is equivalent to introduce an extension \( \pi^a(x, \lambda) \) for the spin wave fields such that \( \pi^a(x, 0) = 0 \) and \( \pi^a(x, 1) = \pi^a(x) \). A simple extension valid for our
purposes is \( \pi^a(x, \lambda) = \lambda \pi^a(x) \), which allows us to write the effective lagrangian for the canted configuration in terms of the spin wave representation used in section 2,

\[
\mathcal{L}^{(1)}(x) = \frac{2\Sigma}{a^3} \left[ \frac{1}{2} b_0^3 + \frac{J_{AF} a^5}{8z\Sigma} (8\Sigma^2 - \Omega^2) b_i^- b_i^+ + \frac{J_{AF} a^5 \Omega^2}{8z\Sigma} (b_i^+ b_i^+ + b_i^- b_i^-) \right] + \frac{z}{6J_{AF} a^6} \left[ \frac{1}{4} b_0^3 b_0^3 - \frac{3J_{AF} a^8 \Omega^2}{4z^2} b_1^3 b_1^3 \right].
\]

(4.6)

We have dropped terms with two time derivatives acting on \( \pi^\pm(x) \) since they are sub-leading in the canted and ferromagnetic phases. However, they are not so in the antiferromagnetic phase and will have to be restored in order to take the antiferromagnetic limit. Notice that (4.6) provides particular values for the constants \( f_2^{\pi}, B, C, f_3^2 \) and \( v^2 \) in the general formula (2.16).

4.1.1 Ferromagnetic configuration

In the case we have the ferromagnetic configuration the limit is taken very easily, since in this case \( \Sigma \to M \) and \( \Omega \to 0 \). Since the time evolution is already described by the term with a single time derivative we can drop the two time derivatives term in (4.6), which yields the effective lagrangian

\[
\mathcal{L}^{(1)}(x) = \frac{2M}{a^3} \left[ \frac{1}{2} b_0^3 + \frac{J_{AF} a^5 M}{z} a_i^- a_i^+ \right].
\]

(4.7)

Notice that the mass term in (4.7) has the wrong sign. This is due to the fact that (4.7) has been derived from an antiferromagnetic Heisenberg hamiltonian. Although this wrong sign apparently produces an instability in the ferromagnetic spin wave spectrum, this instability is not significant. Recall that the ferromagnetic phases in doped manganites are due to the interaction with the charge carriers. Hence any reliable estimate of the spin wave dispersion relation parameters in the ferromagnetic phase must also take into account the interaction with the charge carriers. We shall do so later on. Such kind of (fictitious) instabilities also occur in the canted phases although they are not so immediately spotted from the Lagrangian (4.6).

4.1.2 Antiferromagnetic configuration

In the antiferromagnetic configuration \( \Sigma \to 0 \) and \( \Omega \to 2M \), and after performing the corresponding rotation, \( 1 \to 3 \to 2 \), as explained in section 2, we obtain the following effective lagrangian:

\[
\mathcal{L}^{(1)}(x) = \frac{z}{6J_{AF} a^6} \left[ a_0^- a_0^+ - \frac{12J_{AF} a^8 M^2}{z^2} a_i^- a_i^+ \right].
\]

(4.8)
In this case, since the ground state configuration is supported by the Heisenberg Hamiltonian, the spin waves obtained from it are stable.

4.2 Spin waves dispersion relations: contributions from charge carriers

We have now at our disposal suitable low energy effective lagrangians which describe spin waves in doped manganites in the canted, ferromagnetic and antiferromagnetic phases. They are given by the pure spin wave terms above together with the terms of interaction with the charge carriers (3.16). More precisely, the effective lagrangian for the canted phases can be obtained from (3.16), (3.17) and (4.6), for the ferromagnetic phase from (3.16), (3.20) and (4.7), and for the antiferromagnetic phase from (3.16), (3.24) and (4.8).

In order to obtain a reliable evaluation of the parameters in the spin waves dispersion relations we have to take into account the interaction with the charge carriers in the spin waves two point Green’s functions. This can be easily achieved from a further (this time non-local) effective lagrangian which is obtained by integrating out the charge carriers and keeping only the contributions up to two spin wave fields.

By integrating out the fermionic fields in the equation (3.16) we obtain the following contributions to the effective lagrangian:

\[ S_{\text{eff}}^{(2)} = -i \text{Tr} \log(\hat{L}_1 + \hat{W}_{11}) = -i \text{Tr} \log \hat{L}_1 - i \text{Tr}(\hat{L}_1^{-1} \hat{W}_{11}) + \frac{i}{2} \text{Tr}(\hat{L}_1^{-1} \hat{W}_{11} \hat{L}_1^{-1} \hat{W}_{11}) + \cdots, \]  

(4.9)

where \( \text{Tr} \) stands for the trace over the space-time indices as well as the matrix indices. We have expanded the logarithm up to second order.

The first term in (4.9) gives rise to an effective potential for the ground state configuration which, together with the static antiferromagnetic Heisenberg term, produces the rich phase diagram for doped manganites presented in [22]. The following two terms in the expansion are responsible for the appearance of terms with at least two spin waves in the effective lagrangian, as can be see from (3.18).

Even though in order to obtain the relevant contributions to the effective lagrangian it is enough to consider the interaction up to two spin waves in (3.18), interesting general characteristics will arise if, instead, we use the \( SU(2) \) invariant expression (3.17) for the interaction. In this way we are going to obtain not only an explicitly invariant effective lagrangian under \( SU(2) \), but also the non-local structure which arises from the absence of gap in the fermionic spectrum of excitation.

We begin with the calculation of the second term in (4.9), i.e. \( S_{\text{eff}}^{(2,1)} = -i \text{Tr}(\hat{L}_1^{-1} \hat{W}_{11}) \). In this calculation a closed loop integral, representing the density of carriers, appears,

\[ \frac{x}{a^3} = -i \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{d\mathbf{k}}{(2\pi)^3} \text{Tr} L_1^{-1} (q) e^{i\omega\eta}. \]  

(4.10)
$x$ is the doping and $a^3$ the volume of the unit cell. $tr$ represents the matrix trace, the space-time trace has already been taken into account in the integration over the momentum $q = (\omega, \mathbf{k})$. $L_1^{-1}(q)$ is the Fourier transform of the inverse of the operator $\hat{L}_1$ given in (3.13a). The convergence factor $e^{i\omega\eta}$ ($\eta \rightarrow 0^+$) is introduced to pick up the correct order of the fields in the calculation of closed loops of one point Green’s functions [46].

The contribution of these terms to the effective lagrangian is given by

$$L^{(2,1)}(u) = \frac{x}{2a^3} \cos \frac{\theta}{2} b_0^3 - \frac{x}{2ma^3} \left[ b^-_i b^+_i + \frac{1}{4} b^+_i b^-_i \right],$$

where we have dropped terms which contribute with a total derivative.

Whereas all the contributions in (4.11) are local, because the loop integral is closed, the contribution from $S_{\text{eff}}^{(2,1)} = i \frac{1}{2} Tr(\hat{L}_1^{-1}\hat{W}_{11}\hat{L}_1^{-1}\hat{W}_{11})$ is going to contain non-local terms due to the presence of the so-called vacuum polarization tensor

$$\Pi_{ab}^{(i,j)}(p) = -i \int \frac{dq}{(2\pi)^4} (p+q)^i L_{1a}(p+q) q^j L_{1b}^{-1}(q),$$

where $a, b = +, -$ represent the diagonal components of the operator $\hat{L}_1$ given in (3.13a). $i, j = 1, 2, 3$ represent the spatial components of the momentum, while $i, j = 0$ means the absence of the corresponding momentum component. The properties of this tensor are displayed in the Appendix.

Taking into account the symmetry properties of the vacuum polarization tensor the contribution to the effective lagrangian reads

$$S_{\text{eff}}^{(2,2)} = -\int du dw \int \frac{dp}{(2\pi)^4} e^{-ip(u-w)}$$

$$\left\{ \frac{1}{8} \cos^2 \frac{\theta}{2} \left[ \Pi^{(0,0)}_{aa}(p) b^3_0(u) b^3_0(w) + \frac{1}{m} \Pi^{(0,0)}_{aa}(p) b^3_0(u) b^3_0(w) + \frac{1}{m^2} \Pi^{(i,j)}_{aa}(p) b^3_i(u) b^3_j(w) \right] \right.$$

$$+ \frac{1}{4m^2} \sin^2 \frac{\theta}{2} \left[ \Pi^{(i,j)}_{ii}(p) b^-_i(u) b^+_i(w) + b^+_i(u) b^-_i(w) + b^+_i(u) b^+_i(w) + b^-_i(u) b^-_i(w) \right] \right\},$$

where summation convention over repeated indices has been used, and as in the previous case terms contributing with a total derivative to the effective lagrangian have been dropped. It is easy to see that this part contributes with non-local terms as long as the vacuum polarization tensor has a non-constant behavior in the energy-momentum vector $p^\mu = (\nu, \mathbf{p})$. One of the most interesting terms with these characteristics is $b^3_0(u) b^3_0(w)$, which mixes time and spatial derivatives.

The leading contribution to the effective lagrangian is given by keeping in (4.13) second order terms in derivatives (or momentum). This corresponds to consider the zero energy and momentum limit of the vacuum polarization tensor, i.e. $\Pi^{(i,j)}_{ab}(0)$. It is also convenient
to choose the basis (A.4), which has its third component parallel to the momentum, \( \mathbf{p} \), in order to simplify the calculation. In this basis, and using the relations given in (A.8) and (A.9), the action (4.13) reads

\[
S_{eff}^{(2,2)} = - \int dudw \int \frac{dp}{(2\pi)^4} e^{-ip(u-w)} \left\{ \frac{1}{8} \cos^2 \frac{\theta}{2} \Pi^{(0,0)}_{aa}(0) \left[ b_0^a(u)b_0^a(w) + 2 \frac{\nu}{|\mathbf{p}|} b_0^a(u) \left( e^{i}_a b_r^a(w) \right) + \left( \frac{\nu}{|\mathbf{p}|} \right)^2 \left( e^{i}_a b_r^a(u) \right) \left( e^{i}_a b_r^a(w) \right) \right] \right. \\
- \frac{1}{8} \cos^2 \frac{\theta}{2} \frac{x}{ma^3} \left( e^{i}_a b_r^a(u) \left( e^{j}_a b_r^a(w) \right) \right) \\
+ \frac{1}{8} \cos^2 \frac{\theta}{2} \Pi^{(1,1)}_{aa}(0) \left[ \left( e^{i}_a b_r^a(u) \right) \left( e^{j}_a b_r^a(w) \right) + \left( e^{i}_a b_r^a(u) \right) \left( e^{j}_a b_r^a(w) \right) \right] \\
+ \frac{1}{4m^2} \sin^2 \frac{\theta}{2} \Pi^{(2,2)}_{aa}(0) \left[ \left( e^{i}_a b_r^a(u) \right) \left( e^{j}_a b_r^a(w) \right) + \left( e^{i}_a b_r^a(u) \right) \left( e^{j}_a b_r^a(w) \right) \right] \right\}.
\]

(4.14)

Hence, with the aid of (2.12) and (2.11) we can expand this expression up to two spin waves. At this order only one spin wave must be considered in the expansion of (2.11), i.e. \( b_0^a \sim \partial_x \pi^a \), which means that they are proportional to the energy-momentum, and since the vectors \( \mathbf{e}(1) \) and \( \mathbf{e}(2) \) are perpendicular to the momentum, \( e^{i}_a b_r^a \sim e^{i}_a \partial_x \pi^a \sim i e^{i}_a p^i \pi^a = 0, \) \((\alpha = 1, 2)\), they do not contribute at this order.

In addition to this, it is very interesting to notice how the terms in the second line, which would contribute with time derivatives for \( \pi^3(u) \), cancel at this order,

\[
\frac{\nu}{|\mathbf{p}|} e^{i}_a b_r^a \sim \frac{\nu p^i}{\mathbf{p}^2} \partial_x \pi^3 \sim i \nu \pi^3 \sim - \partial_0 \pi^3.
\]

(4.15)

The cancellation of these terms is very important, since as it can be seen from (A.8) the tensor \( \Pi^{(0,0)}_{aa}(0) \) contains an imaginary part, which would produce the spontaneous decay of the spin wave \( \pi^3(u) \) into fermionic excitations.

The final result for the effective lagrangian up to two spin waves, after using a similar procedure to (4.13) for spatial derivatives, turns out to be

\[
L^{(2,2)}(u) = \frac{J_{AF} M^2}{2mt f^2_\pi} \Pi^{-+} \sin^2 \frac{\theta}{2} \left[ \partial_x \pi^- \partial_t \pi^+ + \frac{1}{2} \left( \partial_t \pi^+ \partial_t \pi^+ + \partial_t \pi^- \partial_t \pi^- \right) \right] \\
+ \frac{x}{4ma^3 f^2_\pi} \cos^2 \frac{\theta}{2} \partial_x \pi^3 \partial_t \pi^3,
\]

(4.16)

where \( \Pi^{-+} \) is given in (A.12) and (A.14) for one band canted (CC1) and two band canted (CC2) phases respectively.
4.2.1 Ferromagnetic configuration

The ferromagnetic limit is again very easily taken from the canted results when $\theta \to 0$ (equivalently we could use (3.20)). In addition to that, we notice from (3.22) that the interaction already contains at least two spin waves, thus in order to calculate the dispersion relation we only have to consider the second term in the expansion of the logarithm (4.3). The effective lagrangian at this order is

$$L^{(2,1)}(u) = \frac{x}{2a^3} q_0^3 - \frac{x}{2ma^3} q_i^- a_i^+.$$ (4.17)

4.2.2 Antiferromagnetic configuration

In the extreme low energy and momentum limit we are interested in, there will be a contribution for the antiferromagnetic state in the conducting phase only. As in the previous cases the antiferromagnetic limit of the canted expression must be taken carefully. In this case, as in the ferromagnetic one, the interaction already contains at least two spin waves and it is enough to consider the second term in (4.9). Since the antiferromagnetic state corresponds to a 2-fold band, $\hat{L}_1$ is degenerated, the term proportional to $S^3$ in (3.24) will cancel, which prevents a term with a single time derivative from appearing in the effective lagrangian as it should be. The final result reads

$$L^{(2,1)}(u) = -\frac{x}{2ma^3} q_i^- a_i^+.$$ (4.18)

4.3 Spin waves dispersion relations: final results

Finally by summing all the contributions $L = L^{(1)} + L^{(2,1)} + L^{(2,2)}$, given in (4.6), (4.11) and (4.19) respectively, we are in the position to write the effective lagrangian for the spin waves up to second order in derivatives, and up to two spin wave fields. After expanding the first two contributions in spin wave fields and taking into account the expression (2.17) we obtain for the parameters of the spin waves the following results:

$$f_\pi^2 = \frac{2M + x}{a^3} \frac{y}{y}$$

$$B = \frac{1}{2m} \frac{z^{3/2} \sqrt{2}}{15 \pi^2 A(2M + x)} \left[ (1 - 3y^2) + \frac{5A}{2} \left( \frac{6\pi^2 x}{z^{3/2}} \right) - \Pi_+(1 - y^2) \right]$$

$$C = -\frac{1}{2m} \frac{z^{3/2} \sqrt{2}}{15 \pi^2 A(2M + x)} \left[ 1 + \Pi_+ \right] (1 - y^2)$$

$$f_5^2 = \frac{z}{6J_A \alpha^6}$$

$$v^2 = \frac{6J_A \alpha^3 M^2}{2mz} \frac{z^{3/2} \sqrt{2}}{15 \pi^2 A M^2} \left[ 2 + \frac{5A}{2} \left( \frac{6\pi^2 x}{z^{3/2}} \right) \right] (1 - y^2).$$ (4.19)
where \( y = \cos \theta / 2 \) is a measure of the canting angle \( \theta \) and \( x \) is the doping. \( \Pi_{+-} \) also depends on \( x \). We have used the expression of the parameter \( A \) in (A.11) and \( 2m \sim z/a^2t \). In the case of the one band canted phase (CC1) \( \Pi_{+-} \) is given by (A.12), and all the expressions can be written explicitly in terms of the doping using (A.11). In the case of the two band canted phases (CC2) \( \Pi_{+-} \) is given by (A.14), but it is impossible to write all the above expressions explicitly in terms of the doping only; we need also the canting angle, \( y \), which depends implicitly on the doping. For a given value of the doping we can obtain the corresponding value of \( y \) by solving the equations (A.13).

As it was described in section 2 a Bogolyubov transformation must be carried out in order to diagonalize the lagrangian and obtain the physical fields, which have a mass given by \( 1/2m' = \sqrt{B^2 - C^2} \) in (2.18),

\[
\frac{1}{2m'} = \frac{1}{2m} \frac{z^{3/2}}{15\pi^2 A (2M + x)y} \left[ 2 - 4y^2 + \frac{5A}{2} \left( \frac{6\pi^2 x}{z^{3/2}} \right) \right] \left[ -2 + \frac{5A}{2} \left( \frac{6\pi^2 x}{z^{3/2}} \right) \right] - 2y^2 - 2 \Pi_{+-} (1 - y^2).
\]

The expressions (4.19) and (4.20) for the velocity and the mass of the spin waves are used in the plots of Fig. 1.

### 4.3.1 Ferromagnetic spin waves

The parameters for the ferromagnetic spin waves must fit (2.24), and are obtained from the sum of (4.7) and (4.17).

\[
f_\pi^2 = \frac{2M + x}{a^3}
\]

\[
\frac{1}{2m'} = \frac{1}{2m} \frac{z^{3/2}}{15\pi^2 A (2M + x)} \left[ -2 + \frac{5A}{2} \left( \frac{6\pi^2 x}{z^{3/2}} \right) \right],
\]

which corresponds to the limit of the canted parameters (4.19) taking into account that in the ferromagnetic limit \( 1/2m' = B \). This is plotted in Fig. 1 in the case of a ferromagnetic phase.

In this limit configuration it is particularly easy to see the effect of the charge carriers in the behavior of the spin waves. Since the interaction between the core spins is antiferromagnetic the mass derived from this interaction is negative (producing an unstable spin wave). However, the contribution from the fermionic sector compensates this sign and stabilizes the spin wave. It is also worth noticing that in this limit from the canted phase one spin wave disappears, namely, \( \pi^3(u) \). Due to the existence of the remaining \( U(1) \) symmetry in the ferromagnetic ground state this fluctuation does not modify the ground state any more. We can see from (4.19) that the velocity of the linear branch goes to zero smoothly in the transition to the ferromagnetic phase. This answers the question asked at the end of the
first paper in [33]: “How do the spin dynamics evolve from the double-branch state reported here into a state with only one branch characteristic of a ferromagnetic metallic phase?”.

4.3.2 Antiferromagnetic spin waves

In this case the parameters for the effective lagrangian are obtained by summing the contributions of (4.8) and (4.18), and are given by

\[
\begin{align*}
  f^2_\pi &= \frac{z}{6J_{AF}a^6} \\
  v^2 &= \frac{6J_{AF}a^3M^2}{2mz} \frac{z^{3/2}}{15\pi^2A M^2} \left[ 2 + \frac{5A}{2} \left( \frac{6\pi^2x}{z^{3/2}} \right) \right],
\end{align*}
\]

which coincides with the limit of the parameters for the antiferromagnetic spin wave in the canted phases, \(\pi^3(u)\). In the insulating phase we should take \(x = 0\). This velocity is plotted in Fig. 1 for the antiferromagnetic phase.

As in the previous case we should notice the lost of one spin wave field when we carry out the limit towards the antiferromagnetic ground state, \(\pi^1(u)\) (after the rotation of the reference system, \(1 \rightarrow 3 \rightarrow 2\), it becomes \(\pi^3(u)\)). The combination of the canted phase parameters \(f^2_\pi(B + C) \rightarrow 0\) with \(y \rightarrow 0\). It is interesting to notice that the other remaining field, which used to be part of a ferromagnetic mode, with a quadratic dispersion relation, in the canted phase, becomes part of the antiferromagnetic spin wave with a linear dispersion relation. The remaining combination of the canted phase \(f^2_\pi(B - C) \rightarrow f_3^2v^2\) when \(y \rightarrow 0\). This answers the question at the end of the previous subsection in the antiferromagnetic limit.

5 Disentangling Canted Phases from Phase Separation Regions

Recently controversial results have appeared in the literature regarding the existence of canted phases in doped manganites, in particular concerning their stability against phase separation [6, 23, 24, 25]. We showed in [22] that canted phases not only exist but they are also thermodynamically stable. We presented there a phase diagram where, in addition to stable canted phases, phase separation regions appear.

The phase diagram presents the following phases: antiferromagnetic insulating (\(AFI\)), antiferromagnetic conducting with two bands (\(AFC2\)), canted conducting with two bands (\(CC2\)), canted conducting with one band (\(CC1\)), ferromagnetic conducting with one band (\(FC1\)) and four phase separation regions between the \(FC1\) phase and the remaining, i.e. \(PS1 (AFI - FC1)\), \(PS2 (AFC2 - FC1)\), \(PS3 (CC2 - FC1)\) and \(PS4 (CC1 - FC1)\).
The question of which regions the system passes through when going from the antiferromagnetic insulating phase to the ferromagnetic conducting one upon increasing the doping in the actual materials could not be satisfactorily solved there, since the answer depends critically on the values of the parameters of the model. For reasonable values of these parameters, various possibilities are allowed. We have chosen five values of the parameter $A$, in (A.11), for which the sequence of phases is the following:

\[
\begin{align*}
A &= 2.20 & AFI &- PS1 &- FC1 \\
A &= 1.75 & AFI &- AFC2 &- PS2 &- FC1 \\
A &= 1.40 & AFI &- AFC2 &- CC2 &- PS3 &- FC1 \\
A &= 1.00 & AFI &- AFC2 &- CC2 &- CC1 &- PS4 &- FC1 \\
A &= 0.80 & AFI &- AFC2 &- CC2 &- CC1 &- FC1.
\end{align*}
\]

In order to establish differences between the canted phases and the phase separation region we must make a guess on how these phase separation regions look like, since our model does not describe these non-homogeneous regions of the phase diagram. Even though these may be very rich regions, with many different structures in them, as charge ordering, stripes, orbital ordering or polaronic excitations \[25, 23, 17, 18, 19, 50, 51\], we shall assume that the main structure is the coexistence of two macroscopic domains corresponding to the phases at the border of the phase separation region, and that the interphase will not disturb qualitatively the properties of each of them. With this assumption in mind we have plotted in Fig. 1 the dependence on the doping for the velocity and the mass of the spin waves for each of the values of the parameter $A$ given above.

The dotted lines corresponds to the values of the velocity and the mass in the phase separation region, for the first four values of the parameter $A$. They are constant values, because they are given by the value of the corresponding phase in the border of the phase separation region. Consider, for example, the first case, where an AFI and a FC1 domain coexist in the phase separation region. The doping is an extensive magnitude, and even though it reduces globally over the system, the density of carriers remains constant in the FC1 domain, since this one reduces as the doping (considered globally) decreases.

In the third and fourth cases, where canted domains coexist with the ferromagnetic domain, we can observe two different values for the masses of the spin waves in the phase separation region, as well as one velocity.

Let us concentrate in the first versus the last case, i.e., the phase separation region with antiferromagnetic insulating and ferromagnetic conducting (AFI – FC1) domains versus the canted phases \[1, 23, 24, 25, 52\]. Since the differentiation between these two structures seems to be an experimental challenge, we describe below a few distinct properties of the
The dependence of the velocities and the masses with the doping for five different values of the parameter $A (\sim t/J_{AF})$. 

$\bar{v}^2 = (15\pi^2 A)2mzv^2/6z^{3/2}(J_{AF}a^3M^2)$ and $\bar{m}/\bar{m}' = (15\pi^2 A)m/z^{3/2}m'$. The horizontal dotted lines correspond to the phase separation regions, and the vertical dotted lines correspond to the phase transitions.
spin waves which may help to differentiate between a canted phase and a phase separation region consisting of ferromagnetic and antiferromagnetic domains:

(i) First of all, in the canted phases dispersion relations we observe one ferromagnetic branch and one antiferromagnetic branch, whereas in the phase separation case \((F - AF)\) we should observe one ferromagnetic, but two antiferromagnetic branches.

(ii) Second, the antiferromagnetic branches present a further dramatic property: its behavior in the presence of a magnetic field along the staggered magnetization. Whereas in the antiferromagnetic case the two branches will be splitted, in the canted phase the single linear branch will not be even shifted by the presence of such a magnetic field.

(iii) Finally, we have presented in the previous section and in Fig. 1 the different behavior of the dispersion relation parameters with the doping, \(A = 2.20\) for the phase separation region and \(A = 0.80\) for the canted phases.

These three characteristics, in particular, the first and the second one which are of rather general nature (model independent), should allow to experimentally differentiate the regions of the phase diagram where ferromagnetic and antiferromagnetic phases coexist from those where real canted phases exist.

6 Conclusions

We have presented a complete study of the spin waves in canted phases. We have exploited the spontaneous symmetry breaking pattern \(SU(2) \rightarrow 1\) to construct an effective lagrangian for low energy and momentum spin waves in canted phases at next to leading order. For simplicity, we have chosen a cubic lattice, but any other lattice can be treated within the same formalism. The lagrangian at leading order depends on five parameters and to next to leading on nine. The leading lagrangian yields two spin wave modes, one with a quadratic and one with a linear dispersion relation. The leading effective lagrangians for ferromagnetic and antiferromagnetic ground states were also considered as limit cases of the canted configuration. These depend on two parameters only.

Since the canted phases appear in doped manganites, and are associated with conducting properties of these materials we have also presented interaction lagrangians of spin waves with charge carriers. Whereas the lagrangian for spin waves alone is of general nature (model independent), the interaction with charge carriers depends on microscopic features of the material, in particular on the number of conducting bands available. We have chosen a simple case (two band) which is inspired in a realistic model introduced in [22] for the study of the phase diagram of doped manganites. Again we have derived the interaction lagrangian...
for ferromagnetic and antiferromagnetic phases as the extreme cases of the interaction with canted spin waves.

We have applied our results to the study of the spin waves in doped manganites using the continuum double exchange model \[22\]. We obtained the explicit dependence on the doping and the canting angle for \( f_\pi \), \( 1/2 m' \), \( f_3 \) and \( v \), which determine the dispersion relations for the spin waves, and we have plotted them in Fig. 1 for several parameters.

Finally, we have proposed three ways to tell experimentally apart canted phases from phase separation regions (coexistence of ferromagnetic and antiferromagnetic phases) by looking at suitable properties of spin waves. The results above may also be useful for a more refined study of the phase diagram of doped manganites. In particular the leading quantum corrections to the classical spin dynamics in the low energy region are due to spin waves. It would be very interesting to elucidate the effect of these corrections in the phase diagram.
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Appendix A: Vacuum Polarization Tensor

The vacuum polarization tensor, as was defined in subsection 4.2 reads

\[
\Pi_{ab}^{(i,j)}(p) = -i \int \frac{dq}{(2\pi)^d} \left( p + q \right)^i L_{1a}^{-1}(p + q) q^j L_{1b}^{-1}(q),
\]

where

\[
L_{1a}^{-1}(q) = \frac{1}{\omega - \frac{k^2}{2m} - \Omega_a + i\eta \omega}, \quad \Omega_{\pm} = -\frac{|J_H|M}{2} \sqrt{1 + \gamma^2 \pm 2\gamma \cos\frac{\theta}{2}} - \mu.
\]

The symmetry properties of this tensor under the change of sign of the energy and momentum are given by

\[
\Pi_{ab}^{(i,j)}(-\nu, p) = (-1)^{\delta_{ai} + \delta_{bj}} \Pi_{ba}^{(j,i)}(\nu, p)
\]
\[
\Pi_{ab}^{(i,j)}(\nu, -p) = (-1)^{\delta_{ai} + \delta_{bj}} \Pi_{ab}^{(j,i)}(\nu, p)
\]
\[
\Pi_{ab}^{(i,j)}(-\nu, -p) = \Pi_{ba}^{(j,i)}(\nu, p).
\]

\[\text{(A.3)}\]
In order to simplify the calculation of the integrals we chose a reference system with its third component parallel to the external momentum in \( \Pi_{ab}^{(i,j)}(\nu, p) \), namely,

\[
\hat{e}_{(1)} = \frac{(\hat{p}\hat{k})\hat{p} - \hat{k}}{|\hat{k} \times \hat{p}|}, \quad \hat{e}_{(2)} = \frac{\hat{k} \times \hat{p}}{|\hat{k} \times \hat{p}|}, \quad \hat{e}_{(3)} = \hat{p},
\]

(A.4)

where \( \hat{k} \) is a unit vector in the third crystallographic direction.

We will denote the components of the vectors and tensors in the new basis with Greek indices, instead of Latin ones, such that they verify \( w_\alpha = w_i \ e_i^{(\alpha)} \), and consequently,

\[
\Pi_{ab}^{(\alpha,\beta)}(p) = \Pi_{ab}^{(i,j)}(p) \ e_i^{(\alpha)} e_j^{(\beta)}.
\]

(A.5)

Therefore the symmetry properties under the change of sign of the energy and momentum in the new basis become

\[
\Pi_{ab}^{(\alpha,\beta)}(-\nu, p) = (-1)^{\delta_{0\alpha} + \delta_{0\beta}} \Pi_{ba}^{(\beta,\alpha)}(\nu, p)
\]

\[
\Pi_{ab}^{(\alpha,\beta)}(\nu, -p) = (-1)^{\delta_{0\alpha} + \delta_{0\beta} + \delta_{1\alpha} + \delta_{1\beta}} \Pi_{ab}^{(\alpha,\beta)}(\nu, p)
\]

\[
\Pi_{ab}^{(\alpha,\beta)}(-\nu, -p) = (-1)^{\delta_{1\alpha} + \delta_{1\beta}} \Pi_{ba}^{(\beta,\alpha)}(\nu, p).
\]

(A.6)

In this basis, after some straightforward algebra, following [46], it is easy to see that all the dependence on the components \( q_1 \) and \( q_2 \) of the integrand in (A.1) comes from the explicit dependence \( (p + q)^\alpha \) and \( q^\beta \), and therefore it is verified that

\[
\Pi_{ab}^{(0,\alpha)}(p) = \delta^{\alpha 3} \Pi_{ab}^{(0,3)}(p)
\]

\[
\Pi_{ab}^{(\alpha,\beta)}(p) = \delta^{\alpha \beta} \Pi_{ab}^{(\alpha,\alpha)}(p),
\]

(A.7)

where the repeated indices are not summed.

Once the symmetry properties of the vacuum polarization tensor have been considered we will address its calculation. As it was stated in the subsection 4.2 it is enough to calculate the limit \( p^\mu \to 0 \) of the tensor, i.e. \( \Pi_{ab}^{(i,j)}(0) \), to obtain the leading contribution to the effective lagrangian. Since the external energy, \( \nu \), and momentum, \( p \), injected in the fermionic loop, are related, this limit must be taken carefully. If they correspond to a \( \pi^3(x) \) spin wave their relation is linear, \( \nu \sim |p| \), while the relation for \( \pi^\pm(x) \) is quadratic, \( \nu \sim p^2 \). The tensor components are given by

\[
\Pi_{aa}^{(0,0)}(0) = \frac{mk_a}{4\pi^2} \left[ -2 + x_a \log \frac{1 + x_a}{1 - x_a} - i\pi |x_a| \theta(1 - |x_a|) \right] \theta(-\Omega_a), \quad x_a = \frac{\nu}{k_a |p|}
\]

\[
\Pi_{aa}^{(0,3)}(0) = \frac{m\nu}{|p|} \Pi_{aa}^{(0,0)}(0)
\]

\[
\Pi_{aa}^{(1,1)}(0) = \Pi_{aa}^{(2,2)}(0) = \frac{mk_a^3}{12\pi^2} \theta(-\Omega_a) + \frac{1}{2} k_a^2 (1 - x_a^2) \Pi_{aa}^{(0,0)}(0)
\]

(A.8)
\[ \Pi_{aa}^{(3,3)}(0) = -\frac{mk_a^3}{6\pi^2} \theta(-\Omega_a) + \left(\frac{mv}{|p|}\right)^2 \Pi_{aa}^{(0,0)}(0) \]

\[ \Pi_{+\pm}^{(\alpha,\alpha)}(0) = -\frac{m}{15\pi^2} k^5 \frac{\theta(-\Omega_+ - k^5 \theta(-\Omega_-)}{k^2_+ - k^2_-} = -\frac{mJ_{AF}M^2}{t} \Pi_{+\pm}, \quad (\alpha = 1, 2, 3), \]

where \( k_a = \sqrt{-2m\Omega_a} \) represents the Fermi momentum in each band \( a = +, - \), and \( x_a \) is the relation between the spin wave velocity and the Fermi velocity in each band. The step functions \( \theta(-\Omega_a) \) ensures that only the bands which are below the chemical potential contribute to the result. In the expressions above the summation convention was not used.

An interesting result arises from considering the summation over \( \Pi_{aa}^{(3,3)}(0) \), namely,

\[ \sum_a \Pi_{aa}^{(3,3)}(0) = -\frac{m(2m)^{3/2}}{6\pi^2} \sum_a (-\Omega_a)^{3/2} \theta(-\Omega_a) + \left(\frac{mv}{|p|}\right)^2 \sum_a \Pi_{aa}^{(0,0)}(0) \]

\[ = -\frac{mx}{a^3} + \left(\frac{mv}{|p|}\right)^2 \sum_a \Pi_{aa}^{(0,0)}(0), \quad \text{(A.9)} \]

as can be verified from an explicit calculation of the integral which gives the doping \( x \) in (4.10).

The results obtained until now are exact (in the limit of \( p^\mu \to 0 \)). In order to obtain further analytic results for \( \Pi_{+\pm}^{(\alpha,\alpha)}(0) \) in (A.8) we will use the value of \( \Omega_{\pm} \) to leading order in \( \gamma \), already obtained in [22],

\[ \Omega_{\pm} = -t(y_0 \pm y), \quad \text{(A.10)} \]

where \( y_0 \) is a measure of the chemical potential.

In the CC1 phase we obtained in [22] the following values for the canting angle, \( y \), and the doping, \( x \):

\[ y = \frac{5}{8} A(y_0 + y)^{3/2} = \frac{5}{8} A \left(\frac{6\pi^2 x}{z^{3/2}}\right), \quad A = \frac{z^{3/2}}{15\pi^2 J_{AF}q^3 M^2}, \quad \text{(A.11)} \]

and therefore

\[ CC1: \quad \Pi_{+\pm} = \frac{a^3 A}{z^{3/2}} \frac{k^5}{k^2_+ - k^2_-} \theta(-\Omega_+) = \frac{4}{5} \left(\frac{6\pi^2 x}{z^{3/2}}\right)^{2/3}. \quad \text{(A.12)} \]

The calculation is a little bit more complicated in the two band case, CC2, where we obtained in [22] for \( y \) and \( x \) the following expressions:

\[ y = \frac{5}{8} A \left[(y_0 + y)^{3/2} - (y_0 - y)^{3/2}\right] \]

\[ \frac{5}{4} A(y^2 + 3y_0^2) = (y_0 + y)^{3/2} + (y_0 - y)^{3/2} = \frac{6\pi^2 x}{z^{3/2}}, \quad \text{(A.13)} \]
which yields after eliminating the chemical potential measure, \( y_0 \),

\[
CC2: \quad \Pi_{+-} = \frac{a^3 A}{z^{3/2}} \left[ \frac{k_+^5 \theta(-\Omega_+)}{k_+^2} - \frac{k_-^5 \theta(-\Omega_-)}{k_-^2} \right] =
\]

\[
= \frac{1}{\sqrt{3}} \left[ \frac{4}{5A} \left( \frac{6\pi^2 x}{z^{3/2}} \right) - y^2 + \frac{A}{2} \left( \frac{6\pi^2 x}{z^{3/2}} \right) \right] \xrightarrow{y \to 0} \frac{5A}{4} \left( \frac{6\pi^2 x}{z^{3/2}} \right), \quad (A.14)
\]

where the limit \( y \to 0 \) can be taken smoothly, and the previous result is obtained by taking into account that \( A y_0^{1/2} = 8/15 \) when \( y = 0 \).
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