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Abstract—Controlling Heating, Ventilation and Air Conditioning (HVAC) systems to maintain occupant’s indoor thermal comfort is important to energy-efficient buildings and the development of smart cities. In this paper, we formulate a model predictive controller (MPC) to make optimal control strategies to HVAC in order to maintain occupant’s comfort by predicted mean vote index, and then present a whole system with an estimator to indoor climate and apartment’s geometric information based on only thermostats. In order to have accurate spatial resolution and make the HVAC system focus on only a zoned area around the occupant, a convection-diffusion Computer Fluid Dynamics (CFD) model is used to describe the indoor air flow and temperature distribution. The MPC system generates corresponding variables with the help of CFD model’s adjoint equations. We evaluate the performance of our method using simulations of a real apartment in the St. Louis area. Our results show our MPC system’s energy efficiency and the potential for its application in real-time operation of high-performance buildings.

Index Terms—Model Predictive Control, Computational Fluid Dynamics, PDE Optimization, Thermal Comfort

I. INTRODUCTION

Heating, Ventilation, and Air Conditioning (HVAC) units are complex systems that coordinate incorporate mechanical and electrical components using data processing algorithms, designed to control the climate within buildings. Standard HVAC systems typically use a small number of thermostats, together with simple temperature regularization loops [1], to follow a temperature set point and ignore other variables, such as humidity and flow velocity. The multi-dimensional nature of human comfort lead to the adoption of the Predicted Mean Vote (PMV) index [2] in the the ASHRAE 55 Standard [3] to quantify indoor thermal comfort. Our effort in this paper is motivated by our interest to explicitly incorporate PMV-based comfort measurements to the HVAC actuation loop with distributed-parameter Computer Fluid Dynamic (CFD) model.

Most studies in HVAC control can be categorized within two main trends. The first corresponds to learning-based methods [4], [5], which simplify the dynamic complicity by large quantities of data and training time. The second trend corresponds to model-based predictive methods, which describe the dynamic evolution of building climate variables using first-principle physical models, or their approximations.

Among model-based predictive methods, MPC stands out to be one of the standard methods due to its flexible mathematical formulation and its robust performance in real-world implementations [6]–[9]. MPC has been applied to zoned temperature control and temperature regularization in the past [10]–[12], showing significant improvements in energy efficiency compared to other classical control methods [13], [14]. Also, the flexibility of MPC allows for the stochastic nature of certain disturbance variables, such as weather forecast [15].

There exist many results regarding the use of indoor climate CFD models in optimal control schemes. For example, Doering and Gibbon [16] and Ito [17] studied the existence and smoothness of fluid models under certain conditions. In the specific case of HVAC control, Burns et al. [18]–[20] used linearized CFD models and quadratic cost functions. Their results show that these PDE models can be effectively used for building control, while the linearized approximations are accurate only if it is close to the original steady-state linearization point [12].

In this paper we focus on efficiently utilizing existing HVAC system technologies to maximize user comfort, rather than simply trying to maintain a constant temperature. To achieve our goal we develop estimation and control algorithms that consider spatio-temporal distributions of temperature and air flow, which take into account changes in floor-plan geometry (such as doors being opened or closed), outdoor weather, and the position of fans and portable heaters. All this information is fed into a distributed-parameter nonlinear CFD model and a multi-dimensional human comfort index to generate, and optimize, short-term predictions. Following our results in [21], we develop a first-order gradient-based optimization method to find optimal solutions using these nonlinear CFD models. Our paper is organized as follows. Sec. II describes the CFD model and the formulation of our MPC scheme. Sec. III presents our gradient-based algorithm to solve the PDE-constrained optimization problem, as well as our finite-element discretization used numerical computations. Sec. IV presents the results of our simulated experiments, based on a real apartment in the St. Louis area.
The kernel of our CFD model is the incompressible Navier-Stokes equation, which is a good approximation for the coupling of temperature with free flow convection at atmospheric conditions [26, 27]. Throughout the paper we make two major simplifications to fluid dynamic model. First, we assume that the air flow behaves as a laminar fluid which reaches steady state much faster than the temperature. Both theoretical [28] and experimental [29] results have shown that turbulent flows are present in residential building, yet their overall effects are negligible. Second, we consider only two-dimensional air flows moving parallel to the ground. Both assumptions reduce the accuracy of our model to some extent [30], yet they allow us to significantly simplify the computational complexity.

Following the notation presented above, let $\Omega \subset \mathbb{R}^2$ be the region of interest, assumed to be compact and connected. Let $u: \Omega \rightarrow \mathbb{R}^2$ be the stationary air flow velocity, $p: \Omega \rightarrow \mathbb{R}$ be the stationary air pressure, and $T_e: \Omega \times [t_0, t_f] \rightarrow \mathbb{R}$ be the temperature. Then, the temperature convection-diffusion model [31] over the region $\Omega$ can be described by the following PDE:

$$\frac{\partial T_e}{\partial t} (x, t) - \nabla_x \cdot \left( \kappa(x) \nabla T_e(x, t) \right) + u(x) \cdot \nabla_x T_e(x, t) = g_{Te}(x, t),$$

where $g_{Te}: \Omega \times [t_0, t_f] \rightarrow \mathbb{R}$ represents the heat source in the room, $\kappa: \Omega \rightarrow \mathbb{R}$ is the thermal diffusivity, and $\nabla_x = \left( \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2} \right)^T$ is the gradient operator. The initial condition of the temperature is:

$$T_e(x, t_0) = \pi_0(x), \quad \forall x \in \Omega.$$  

Similarly, the air flow in $\Omega$ is governed by the following stationary incompressible Navier-Stokes PDEs:

$$-\frac{1}{Re} \Delta_x u(x) + (u(x) \cdot \nabla_x) u(x) + \nabla_x p(x) + \alpha(x) u(x) = g_a(x),$$

$$\nabla_x \cdot u(x) = 0,$$

where $g_a: \Omega \rightarrow \mathbb{R}^2$ represents the external forces applied to the air (such as fans), $Re$ is the Reynolds number of the air, and $\Delta_x = \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2}$ is the Laplacian operator. We introduce the viscous friction coefficient $\alpha: \Omega \rightarrow \mathbb{R}$ [32], to model the effect of solid materials in the air flow. Indeed, when the point $x$ corresponds to a material that blocks air, we choose $\alpha(x) \gg u(x)$, which results in $u(x) \approx 0$, and when the point $x$ corresponds to air we choose $\alpha(x) = 0$.

We assume that the exterior walls of the building are solid and correspond to the boundary of $\Omega$, denoted $\partial \Omega$. Thus, the boundary condition for the temperature is:

$$T_e(x) \equiv T_A, \quad \forall x \in \partial \Omega,$$

where $T_A$ is the atmospheric temperature, and the boundary condition for the air flow is:

$$u(x) \equiv 0, \quad \forall x \in \partial \Omega.$$
Moreover,  \( p(x) \equiv p_A \) for each  \( x \in \partial \Omega \), where  \( p_A \) is the atmospheric pressure.

The existence and uniqueness of weak solution to the CFD model in equations (1) to (6) are formalized below.

**Theorem 1 (Existence of weak solutions):** Let  \( \alpha, \kappa \in L^2(\Omega) \) be bounded functions,  \( q_{T_e} \in L^2([t_0, t_f]; H^1(\Omega)) \), and  \( g_u \in L^2([t_0, t_f]; \Omega^2(\Omega) \times \Omega^2(\Omega)) \). Then, there exists weak solutions  \( T_e \in L^2([t_0, t_f]; H^1(\Omega)) \),  \( u \in L^2(\Omega) \times \Omega^2(\Omega) \) and  \( p \in L^2(\Omega) \) to the PDEs in eqs. (1) to (6).

**Theorem 2 (Uniqueness of weak solutions):** Let  \( \Omega \) denote the area of \( \Omega \), and consider the same conditions as in Thm. 1. If  \( \|\nabla u\|_{L^2}^2 < \frac{2}{\text{Re} \alpha} \), then the weak solutions  \( T_e, u, \) and  \( p \), defined in Thm. 1, are unique.

The proofs of Thms. 1 and 2 are omitted from this section, and presented instead in full detail in Appendix B. Note that the condition in Thm. 2 is simply a sufficient condition, which corresponds to the state-of-the-art in terms of uniqueness conditions for stationary Navier-Stokes equations.

We assume that there are  \( n_t \) temperature sensors in the building to estimate both the indoor fluid dynamic and floor configuration change. The detailed model for the sensors and related estimation problem are discussed in [21]. We also consider  \( n_f \) fan units distributed in different locations of the building, capable of blowing air while introducing or removing heat from the environment. Furthermore, we assume that there are  \( n_d \) doors in the building. We define  \( \theta_i \in \{0, 1\} \) as the configuration of the  \( i \)-th door, i.e.,  \( \theta_i = 1 \) when the  \( i \)-th door is open, and  \( \theta_i = 0 \) when it is closed. Let  \( \Omega_{\theta_i} \subset \Omega \) be the area occupied by the  \( i \)-th door when it is closed. When the door configuration changes by the estimation problem [21], so does the prediction generated by our CFD model. In particular, the parameters  \( \alpha \) and  \( \kappa \) change for each  \( x \in \Omega_{\theta_i} \) as a function of  \( \theta_i \). We model this relation by defining  \( \alpha: \Omega \times \{0, 1\}^{n_d} \rightarrow \mathbb{R} \) and  \( \kappa: \Omega \times \{0, 1\}^{n_d} \rightarrow \mathbb{R} \) as follows:

\[
\alpha(x, \theta) = \alpha_w \sum_{i=1}^{n_d} (1 - \theta_i) \mathbb{1}\{x \in \Omega_{\theta_i}\}, \quad \text{and} \quad
\kappa(x, \theta) = \kappa_0 + (\kappa_w - \kappa_0) \sum_{i=1}^{n_d} (1 - \theta_i) \mathbb{1}\{x \in \Omega_{\theta_i}\},
\]

where  \( \kappa_0 \) is the open air thermal diffusivity,  \( \alpha_w \) and  \( \kappa_w \) are the solid wall viscosity and diffusivity, and  \( \mathbb{1}\{\cdot\} \) is the indicator function. Note that both  \( \alpha \) and  \( \kappa \) are affine functions of  \( \theta \in \mathbb{R}^{n_d}. \)

**B. Predicted Mean Vote Index Approximation**

The PMV index was proposed by Fanger [2] and recommended by ASHRAE [3] in order to predict the average vote of a large group of people on the thermal sensation scale. It uses heat balance equation to relate six key factors to the average response of people on the thermal comfort. According to [3], the closer the PMV index to zero the more comfortable the occupant feels; and the range of PMV index for an acceptable thermal environment of general comfort is from −0.5 to 0.5.

For each person in the building, the PMV index is an implicit function of the following six factors: metabolic rate, clothing insulation, air temperature and humidity, air velocity, and mean radiant temperature. Due to its implicit formulation, and in order to reduce the computational effort in our optimization algorithms, we apply known approximations of the PMV index [33], [34]. A detailed presentation of the PMV index approximations is beyond the scope of this section, but it is presented in detail in Appendix A. After applying these approximations, the PMV index is influenced by both the resident’s personal information and variables in our CFD model. Given personal information, define the index value as

\[
\text{pmv}(T_e(x, t; g_{T_e}, g_u), u(x; g_u)) = a_0 + \frac{a_1 g_u + a_2}{a_3 g_u + a_4} \left[ a_5 T_e(x, t; g_{T_e}, g_u) + a_6 T_e(x, t; g_{T_e}, g_u)^2 + \frac{a_7}{a_8 + a_9} T_e(x, t; g_{T_e}, g_u) + a_{10} T_e(x, t; g_{T_e}, g_u)^2 \right].
\]

Where  \( \{a_i\}_{i=0}^{10} \) are parameters related to residents’ personal information, they are presented in detail in Appendix A.

**C. Model Predictive Control and Estimation**

Model predictive control and estimation is a scheme where two optimization problems, one to estimate the initial condition of the system and its unknown parameters, the second to solve a finite-horizon optimal control, are iteratively applied using a receding horizon approach. Given a sequence of times,  \( \{t_i\}_{i=0}^\infty \), at each  \( t_i \) we solve an optimal estimation problem over the past horizon  \( [t_i - T, t_i] \), and an optimal control problem over the future horizon  \( [t_i, t_i + T'] \). Note that, in practice, the sequence  \( \{t_i\}_{i=0}^\infty \) is typically equidistant with  \( t_i - t_{i-1} \leq \min \{T, T'\} \). The solution of the optimal control problem solved at  \( t_i \) is applied in the interval  \( [t_i, t_{i+1}] \).

First, we formulate our optimal estimation problem to find the door configuration  \( \theta \) and initial temperature  \( \pi_0 \), using the information from the  \( n_t \) thermostats in the building. Given the estimation time horizon as  \( [t_i - T, t_i] \),  \( \pi_0: \Omega \rightarrow \mathbb{R} \), and  \( \theta \in \mathbb{R}^{n_d} \), we define our optimal estimation problem as

\[
\min_{\pi_0, \theta} J_e(T_e, u, p, \pi_0, \theta),
\]

subject to: PDE constraints (1), (3), and (4), initial constraints (2), boundary constraints (5), and (6), \( \theta_i \in [0, 1], \quad \forall i \in \{1, \ldots, n_d\}. \)

For further reading, the detailed descriptions to the problem (9) is in [21].

Second, we formulate the optimal control problem to find the fan and heater control signals, denoted  \( g_{T_e} \) and  \( g_u \) in eqs. (1) and (3). The optimal control problems takes the optimal estimations computed by the problem in eq. (9), denoted  \( \hat{\pi}_0 \) and  \( \hat{\theta} \). Abusing notation, let  \( \hat{T}_e(x) = T_e(x, t_i; \hat{\pi}_0, \hat{\theta}) \), i.e., the temperature distribution at time  \( t_i \) obtained from the optimal result of the problem in eq. (9). Given the optimal
considering the rooms currently being occupied. Using the gradient-based optimization algorithm to solve the optimization problem (11) defined in eq. (12), which are weak solutions of the following equations for \( x \in \Omega \) and \( t \in [t_i, t_i + T'] \):

\[
\begin{align*}
- \nabla_T J_c + \frac{\partial \lambda_1}{\partial t} &+ \nabla_x \cdot (\kappa \nabla \lambda_1) + u^* \cdot \nabla \lambda_1 = 0, \quad \text{(13)} \\
\int_{t_i}^{t_i+T'} \lambda_1 \nabla_x T_e \Delta t + \alpha \lambda_2 - \frac{1}{Re} \nabla_x \lambda_2 - u^* \cdot \nabla \lambda_2 &+ \lambda_2 \cdot \nabla_x u^* - \nabla \lambda_3 = 0, \quad \text{(14)} \\
\nabla_x \lambda_2 &+ \lambda_2 = 0 \quad \text{(15)}
\end{align*}
\]

where initial and final conditions \( \lambda_0(x) = \lambda_1(x, t_i) \) and \( \lambda_1(x, t_i + T') = 0 \) for each \( x \in \Omega \) and boundary conditions \( \lambda_1(x, t) = 0 \) and \( \lambda_2(x) = 0 \) for each \( x \in \partial \Omega \) and \( t \in [t_i, t_i + T'] \).

The proof to Thm. 3 is an extension of [37], Theorem 1.17, and therefore omitted. Note that we also omitted the differential equations describing \( \lambda_4 \) and \( \lambda_5 \), since they are irrelevant to our results in this paper. Using the result in Thm. 3 we obtain closed-form formulas for the Fréchet derivatives of \( J_c \) as defined in eqs. (10).

**Theorem 4:** Let \( J_c(T_e, u, p, g_{T_e}, g_u) \) be differentiable. Then, the Fréchet derivatives of \( J \) with respect to \( g_T \) and \( g_u \) exist. Moreover, for each \( \delta g_{T_e} \in L^2([t_0, t_f]; H^1(\Omega)) \) and \( \delta g_u \in L^2(\Omega) \times L^2(\Omega) \):

\[
\begin{align*}
\langle D_{g_{T_e}} J_c, \delta g_{T_e} \rangle_{\Omega \times [t_0, t_f]} &= \langle \nabla_T J_c \lambda_1, \delta g_{T_e} \rangle_{\Omega \times [t_0, t_f]}, \\
\langle D_{g_u} J_c, \delta g_u \rangle_{\Omega} &= \langle \nabla_{g_u} J_c \lambda_2, \delta g_u \rangle_{\Omega}.
\end{align*}
\]

The formulas above result from applying standard linear variations to the objective functions, as shown in [21] and we omit the detail derivatives in this paper.

### 3. Numerical Method

Since the numerical algorithm to solve problem 9 has been discussed in [21], in this section we develop a numerical algorithm to solve the optimization problem (11) defined in Sec. 2C by adjoint equations, then present the whole system design to implement model predictive HVAC estimation and control.

#### A. Adjoint Variables and Fréchet Derivatives

Let \( \{ \lambda_i \}_{i=1}^6 \) be the adjoint variables, or Lagrange multipliers, each associated to one of the eqs. (1) to (6) and defined in its respective dual space. Then, the Lagrangian function [35], [36] of our optimal estimation problem is:

\[
L(T_e, u, p, \pi_0, \theta, g_{T_e}, g_u, \{ \lambda_i \}_{i=1}^6) =
= \langle \lambda_1, \frac{\partial T_e}{\partial t} - \nabla_x \cdot (\kappa \nabla T_e) + u \cdot \nabla x T_e - g_{T_e} \rangle_{\Omega \times [t_0, t_f]} +
+ \langle \lambda_2, -\Delta u + (u \cdot \nabla_x) u + \nabla x p + \alpha u - g_u \rangle_{\Omega} +
+ \langle \lambda_3, \nabla x \cdot u \rangle_{\Omega} + \langle \lambda_4, T_e \rangle_{\partial \Omega \times [t_0, t_f]} + \langle \lambda_5, u \rangle_{\partial \Omega} +
+ \langle \lambda_6, T_e \rangle_{(t_0, \cdot)} - \pi_0 \rangle_{\Omega} + J_c(g_{T_e}, g_u).
\]

A necessary condition for optimality is that the inner product of the partial derivatives of \( L \) with respect to each primal variable is equal to zero [36]. After manipulating the resulting partial derivatives, this necessary condition can be transformed into a new set of PDEs that the adjoint variables must satisfy.

**Theorem 3:** Let \( (T^*_e, u^*, p^*, g^*_{T_e}, g^*_u) \) be a minimizer of \( J_c \) subject to eqs. (1) to (6). Then, there exist adjoint variables, \( \{ \lambda_i \}_{i=1}^6 \), defined in their corresponding dual spaces as shown in eq. (12), which are weak solutions of the following equations for \( x \in \Omega \) and \( t \in [t_i, t_i + T'] \):

\[
- \nabla_T J_c + \frac{\partial \lambda_1}{\partial t} + \nabla_x \cdot (\kappa \nabla \lambda_1) + u^* \cdot \nabla \lambda_1 = 0,
\]

with initial and final conditions \( \lambda_0(x) = \lambda_1(x, t_i) \) and \( \lambda_1(x, t_i + T') = 0 \) for each \( x \in \Omega \) and boundary conditions \( \lambda_1(x, t) = 0 \) and \( \lambda_2(x) = 0 \) for each \( x \in \partial \Omega \) and \( t \in [t_i, t_i + T'] \).

### B. Gradient-Based Optimization

Using the closed-form formulas for the Fréchet derivatives of \( J_c \) and \( J_e \), as defined in [21] and Thm. 4 we build a gradient-based optimization algorithm to solve the problems in eqs. (9) and (11) inspired in a project-gradient approach [38, Ch. 18.6]. Recall that projected gradient is an iterative method where a sequence of quadratic programming (QP) problems are solved.

Thus, we find descent directions \( \delta g_{T_e} \) and \( \delta g_u \) as the unique solutions of the following QP with value \( V_c \):

\[
V_c(g_{T_e}, g_u) = \min_{\delta g_{T_e}, \delta g_u} \langle D_{g_{T_e}} J_c, \delta g_{T_e} \rangle_{\Omega \times [t_0, t_f]} + \langle D_{g_u} J_c, \delta g_u \rangle_{\Omega} + M_{T_e}(\delta g_{T_e}, \delta g_{T_e}) + M_u(\delta g_u, \delta g_u),
\]

s.t.: \( (g_{T_e} + \delta g_{T_e})(x, t) \in [g_{T_e}, \tilde{g}_{T_e}], \)

\( (g_u + \delta g_u)(x, t) \in [g_u, \tilde{g}_u], \forall x \forall t, \)

where \( M_{T_e} \) and \( M_u \) are positive-definite bilinear operators.

Once we have found descent directions using the QP problems in eqs. (18), we use Armijo’s method [39] to compute step sizes that guarantee the convergence of our algorithms to
Require: \( i = 0, t_0 = 0, \Delta > 0, T > \Delta, T' > \Delta, \epsilon_{\text{tol}} \geq 0, \pi_0 \in H^1(\Omega) \), \( \theta \in \mathbb{R}^n \), \( \nu, v_r \in L^2([t_0,t_f]; H^1(\Omega)) \), \( u_g \in L^2(\Omega) \times L^2(\Omega) \), \( \{ T_{c,k} | [-T;0] \} \).

1: loop
2: \text{Update } \pi_0 \text{ and } \theta \text{ by eqs. (9) and (11) Algorithm 1].}
3: \text{loop } \triangleright \text{Solve control problem (11) for } t \in [t_i, t_i + T'].
4: \text{Compute } T_c, u, \text{ and } p \text{ by solving (3) to (6).}
5: \text{Compute } \lambda_i, j \in \{1, 2, 3, 6\}, \text{ by solving (13) to (15).}
6: \text{Compute } \mathcal{D}_{g_i} J_c \text{ and } \mathcal{D}_{u_g} J_u \text{ in (16) and (17).}
7: \text{Compute } V_c(g_r, u_g), \delta g_r, \text{ and } \delta u_g \text{ by solving (18).}
8: \text{if } V_c(g_r, u_g) \geq -\epsilon_{\text{tol}} \text{ then}
9: \text{Go to line [4].}
10: \text{end if}
11: \text{Compute } \beta_c \text{ in (19).}
12: \text{Update } g_r \leftarrow g_r + \beta_c \delta g_r \text{ and } u_g \leftarrow u_g + \beta_c \delta u_g.
13: \text{end loop}
14: \text{Apply } g_r(t_i, t_{i+1}) \text{ and } u_g(t_i, t_{i+1}).
15: \text{Update } t_i \leftarrow t_i + \Delta \text{ and } i \leftarrow i + 1.
16: \text{Store } \{ T_{c,k} | [t_i, t_{i+1}] \}^{i=1}_{k=1}.
17: \text{end loop}

Fig. 2. Model predictive HVAC estimation and control algorithm.

points satisfying first-order necessary optimality conditions. That is, we find the largest scalar \( \beta_c \in [0, 1] \) such that, if 
\[
J_c(g_r + \beta_c \delta g_r, g_u + \beta_c \delta g_u) - J_c(g_r, g_u) \leq a \beta_c V_c(g_r, g_u),
\]
where \( a \in (0, 1) \) is a parameter.

We summarize our HVAC estimation and control algorithm in Fig. 2. Note that the parameter \( \epsilon_{\text{tol}} \) defines the convergence tolerance of our optimization algorithm. In practical applications it is recommended to choose \( \epsilon_{\text{tol}} > 0 \), but the convergence of the optimization algorithm is guaranteed only when \( \epsilon_{\text{tol}} = 0 \), as shown below.

**Theorem 5:** Consider the algorithm in Fig. 2 and assume that \( \epsilon_{\text{tol}} = 0 \). Then the sequences generated by the sub-method in lines 3 to 15 accumulates in points nullifying \( V_c \).

The proof of Theorem 5 is a direct extension of the result in [40, Ch. 4] and we omit it in this paper.

IV. SIMULATED RESULTS

We applied our method to a simulated St. Louis area apartment, whose floor plan is shown in Fig. 3. The apartment has an area of 7.6 × 16.8 m² (1375 sq ft, approx.), has \( n_d = 4 \) doors, denoted \( \{ d_i \}_{i=1}^4 \), \( n_t = 3 \) thermostats, labeled \( \{ s_i \}_{i=1}^3 \), and is equipped with four HVAC vents, labeled \( \{ h_i \}_{i=1}^4 \). We assume that each vent works independently, endowed with a fan acting on an 1 × 0.5 m² area.

Our CFD model is governed by the constants \( Re = 10^2 \), \( \kappa_0 = 10^{-2} \), \( \alpha_u = 10^3 \), \( \kappa_u = 10^{-4} \), and \( p_A = 101.3 \) kPa. The sensor sensitivity is \( r = 1.0 \) m, and the parameters in (10) are \( \eta_0 = 0.1 \), and \( \eta'_1 = 0.15 \). The bilinear operators in (18) are estimated using the BFGS method [38, Ch. 6.1]. Our simulations are implemented using Python, and the each PDE is solved using a FEM discretization computed with tools from the FEniCS project [41]. The floor plan was discretized into 6276 discrete elements.

A. Variable door configuration and target location

In this experiment we study the accuracy of our estimation method discussed by eqs. (9) under changing door configurations, while our control methods maximizes efficient and comfort in 12 different target areas uniformly distributed across the apartment.

We compare the performance of our method against a scheme consisting of a similar controller but no door configuration estimator, in order to evaluate the improvement to controller by using our coupled estimator. The comparison controller assumes that the doors are always closed. The atmospheric temperature is set to \( T_A = 5 \) °C, the clothing insulation to 0.155°C m²/W, and the metabolic rate to 64.0 W/m², resulting in an outdoor PMV index of −4.1 (i.e., very cold according to [33]). The simulation begins with all four doors closed, and at time 50 s all the doors are simultaneously open.

Figs. 4a and 4b show how our method adapts to changing target areas when the door estimator is enabled, quickly reaching comfortable conditions after a few minutes while reducing energy consumption in unused areas.

Fig. 4c shows the impact of our door configuration estimation method in the temperature distribution. Indeed, the changes in airflow due to different door configurations are significant enough to produce a sizable temperate estimation error, which in turns leads to uncomfortable conditions as shown in Fig. 5a. Fig. 5b shows that, after the change in door configuration at \( t = 50 \) s, it takes our door configuration estimator about 250 s to recalculate the new door configuration, which is compatible with the time constant of the system’s dynamics.

B. Simulation with different personal variables related to PMV

In this simulation we study how our climate control scheme is capable of not only adapting to changes in building configuration, but also to changes in the occupancy patterns and behaviors. In particular, we consider the cases where metabolic rate and clothing insulation are known variables, and feed that information back to the controller. While this information is not typically known in a traditional climate control setup, it is possible to obtain it via wearable sensors or smartphone surveys [22,24].

Figs. 6a and 6b show the impact that changes in metabolic rate and clothing insulation have in the energy consumption when using our climate control scheme, respectively. We ran
simulations over a period of 600s, with atmospheric temperature set to 20°C. Our choice of atmospheric temperature is such that the PMV value is negative when occupants have low metabolic rate and clothing index, and is positive when occupants have high metabolic rate and clothing index. Thus, as we vary the values for metabolic rate and clothing insulation, the HVAC system automatically switches from heating to cooling. As shown in both figures, both variables have a significant impact in energy consumption, particularly when heating is required due to low metabolic rates or clothing insulation. Therefore, our scheme not only results in a more comfortable environment under different occupancy patterns, it also opens the door to the semi-autonomous operation of a building where the climate control system suggests, in real-time, changes in clothing insulation or occupant behavior that would help saving energy.

C. Memory and time usage analysis

Fig. 7a shows the maximum memory usage under different number of FEM elements, \( n_e \), resulting in a memory complexity roughly proportional to \( n_e^{1.14} \). Similarly, Fig. 7b shows the average CPU time of each iteration of the algorithm in Fig. 2 under different number of FEM elements, resulting in a time complexity roughly proportional to \( n_e^{1.59} \).
While our scheme is still not fast enough to run in real-time, our CPU time is within less than an order of magnitude of the desired speed. Also, real-time implementations are a function of the estimation and control horizons, denoted $T$ and $T'$ in Fig. 2. As shown in Fig. 3, there is not a large impact when longer horizons are used, mostly due to the slow dynamic that climate variables have in general.

V. CONCLUSIONS

In this paper, we introduce a comfort aware building climate control using distributed-parameter CFD model. Beside temperature, the target function of the controller considers multi-variables. Our controller coupled with our estimator show their accuracy and energy-efficiency to estimate and improve indoor climate. Future study will focus on accelerating algorithms to solve large-scale nonlinear optimal control problem to improve its computation efficiency.

REFERENCES

[1] R. Z. Freire, G. H. Oliveira, and N. Mendes, “Predictive controllers for thermal comfort optimization and energy savings,” Energy and Buildings, vol. 40, no. 7, pp. 1353 – 1365, 2008.
[2] P. O. Fanger et al., “Thermal comfort analysis and applications in environmental engineering,” Thermal Comfort Analysis and Applications in Environmental Engineering., 1970.
[3] ANSI/ASHRAE, Standard 55–2010 – Thermal Environmental Conditions for Human Occupancy., 2010. [Online]. Available: https://www.ashrae.org/resources/publications/bookstore/standard-55
[4] B. Yuce, H. Li, Y. Rezgui, I. Petri, B. Jayan, and C. Yang, “Utilizing artificial neural network to predict energy consumption and thermal comfort level: An indoor swimming pool case study,” Energy and Buildings, vol. 80, pp. 45 – 56, 2014.
[5] H. Huang, L. Chen, and E. Hu, “A neural network-based multi-zone modelling approach for predictive control system design in commercial buildings,” Energy and Buildings, vol. 97, pp. 86 – 97, 2015.
[6] G. Huang, “Model predictive control of VAV zone thermal systems concerning bi-linearity and gain nonlinearity,” Control Engineering Practice, vol. 19, no. 7, pp. 700–710, 2011.
[7] X.-C. Xi, A.-N. Poo, and S.-K. Chou, “Support vector regression model predictive control on a HVAC plant,” Control Engineering Practice, vol. 15, no. 8, pp. 897–908, 2007.
[8] P.-D. Moroșan, R. Bourdais, D. Dumur, and J. Buisson, “Building temperature regulation using a distributed model predictive control,” Energy and Buildings, vol. 42, no. 9, pp. 1445–1452, 2010.
[9] A. Afram and F. Janabi-Sharifi, “Theory and applications of HVAC control systems—a review of model predictive control (MPC),” Building and Environment, vol. 72, pp. 343–355, 2014.
[10] J. Ma, J. Qin, T. Salsbury, and P. Xu, “Demand reduction in building energy systems based on economic model predictive control,” Chemical Engineering Science, vol. 67, no. 1, pp. 92–100, 2012.
[11] V. Chandan and A. Alleyne, “Optimal partitioning for the decentralized thermal control of buildings,” IEEE Transactions on Control Systems Technology, vol. 21, no. 5, pp. 1756–1770, 2013.
[12] R. He and H. Gonzalez, “Zoned hvac control via pde-constrained optimization,” in 2016 American Control Conference (ACC). IEEE, 2016, pp. 587–592.
[13] S. Průša, J. Široký, L. Ferkl, and J. Cigler, “Model predictive control of a building heating system: The first experience,” Energy and Buildings, vol. 43, no. 2, pp. 564–572, 2011.
[14] D. Sturzenegger, D. Gyalistras, M. Morari, and R. S. Smith, “Model predictive climate control of a swiss office building: Implementation, results, and cost–benefit analysis,” IEEE Transactions on Control Systems Technology, vol. 24, no. 1, pp. 1–12, 2016.
[15] F. Oldeberkel, A. Parisio, C. N. Jones, D. Gyalistras, M. Gwerder, V. Staub, B. Lehmann, and M. Morari, “Use of model predictive control and weather forecasts for energy efficient building climate control,” Energy and Buildings, vol. 45, pp. 15 – 27, 2012.
[16] C. R. Doering and J. D. Gibbon, Applied analysis of the Navier-Stokes equations. Cambridge University Press, 1995.
[17] K. Ito and S. S. Ravindran, “Optimal control of thermally convected fluid flows,” SIAM Journal on Scientific Computing, vol. 19, no. 6, pp. 1847–1869, 1998.
[18] J. Borggaard, J. A. Burns, A. Surana, L. Zietsman et al., “Control, estimation and optimization of energy efficient buildings,” in Proceedings of the 2009 American Control Conference, 2009, pp. 837–841.
[19] J. A. Burns, X. He, and W. Hu, “Control of the Boussinesq equations with implications for sensor location in energy efficient buildings,” in Proceedings of the 2012 American Control Conference, 2012, pp. 2232–2237.
[20] J. A. Burns and W. Hu, “Approximation methods for boundary control of the Boussinesq equations,” in Proceedings of the 52nd IEEE Conference on Decision and Control, 2013, pp. 454–459.
[21] R. He and H. Gonzalez, “Gradient-based estimation of air flow and geometry configurations in a building using fluid dynamic adjoint equations,” pp. 3446.1–3446.10, 2016, Proceedings of the 2016 International Compressor, Refrigeration and Air Conditioning, and High Performance Buildings Conferences.
[22] M. Jin, H. Zou, K. Weekly, R. Jia, A. M. Bayen, and C. J. Spanos, “Environmental sensing by wearable device for indoor activity and location estimation,” in IECON 2014 – 40th Annual Conference of the IEEE Industrial Electronics Society, Oct 2014, pp. 5369–5375.
[23] I. Cleland, B. Kikhiia, C. Nugent, A. Boytsov, J. Hallberg, K. Synnes, S. McClean, and D. Finlay, “Optimal placement of accelerometers for the detection of everyday activities,” Sensors, vol. 13, no. 7, pp. 9183–9200, 2013.
[24] C.-C. Yang and Y.-L. Hsu, “A review of accelerometer-based wearable motion detectors for physical activity monitoring,” Sensors, vol. 10, no. 8, pp. 7772–7788, 2010.
[25] R. A. Adams and J. J. Fournier, Sobolev spaces. Academic press, 2003, vol. 140.
[26] H. B. Awbi, “Application of computational fluid dynamics in room ventilation,” Building and Environment, vol. 24, no. 1, pp. 73–84, 1989.
[27] C. Dobrzynski, O. Pironneau, and P. Frey, “Numerical coupling for predictive climate control of a swiss office building: Implementation, vol. 24, no. 1, pp. 1–12, 2016.
[28] H. Sun, R. R. Stowell, H. M. Keener, and F. C. Michel Jr., “Two-dimensional computational fluid dynamics (CFD) modeling of air velocity and ammonia distribution in a high-rise hog building,” Transactions of the American Society of Agricultural and Biological Engineers, vol. 45, no. 5, pp. 1559–1568, 2002.
[29] E. P. van der Poel, R. J. Stevens, and D. Lobse, “Comparison between two- and three-dimensional Rayleigh-Bénard convection,” Journal of Fluid Mechanics, vol. 736, pp. 177–194, 2013.
[30] L. D. Landau and E. M. Lifshitz, Course of theoretical physics, Volume 6; fluid mechanics, 1st ed. Pergamon Press, 1959.
[31] A. Gersberg-Hansen, O. Simpson, and R. B. Haber, “Topology optimization of channel flow problems,” Structural and Multidisciplinary Optimization, vol. 30, no. 3, pp. 181–192, 2005.
[32] J. Cigler, S. Průša, Z. Váňa, E. Záčeková, and L. Ferkl, “Optimization of predicted mean vote index within model predictive control framework: computationally tractable solution,” Energy and Buildings, vol. 52, pp. 39 – 49, 2012.
[33] C. C. Federipsel and H. Asada, “User-adaptable comfort control for hvac systems,” American Control Conference, vol. 29, pp. 2312 – 2319, 1992.
[34] M. B. Giles and N. A. Pierce, “Adjoint equations in CFD: Duality, boundary conditions and solution behaviour,” in Proceedings of the 13th Computational Fluid Dynamics Conference, 1997.
[35] M. Gunzburger, “Adjoint equation-based methods for control problems in incompressible, viscous flows,” Flow, Turbulence and Combustion, vol. 65, no. 3-4, pp. 249–272, 2000.
[36] K. Ito and K. Kunisch, Lagrange multiplier approach to variational problems and applications. SIAM, 2008, vol. 15.
[37] J. Nocedal and S. Wright, Numerical optimization. Springer, 2006.
[38] L. Armijo, “Minimization of functions having lipschitz continuous first partial derivatives,” Pacific Journal of mathematics, vol. 16, no. 1, pp. 1–3, 1966.
[39] E. Polak, Optimization: Algorithms and Consistent Approximations. Springer, 1997.
The term \( p_a \) corresponds to the partial water vapor pressure, measured in Pascals. According to \([42],[43]\), the specific humidity inside house, \( w_i \) with unit kg \( \cdot \) kg\(^{-1}\), can be expressed by:

\[
 w_i = \frac{w_o \rho A \cdot g_a + m_g}{\rho A \cdot g_a}. \tag{21}
\]

Where \( w_o \) is the specific humidity comes out of the HVAC, \( \rho \) is the inside air’s density, \( m_g \) is the rate of moisture generation within the building with unit kg \( \cdot \) s\(^{-1}\), \( A \) is the size of the fan with unit m\(^2\). In the computation, we ignore the moisture diffusion through the fabric material \([28]\). Under ideal air condition, \( p_a = 1.608 \cdot p_0 \cdot w_i \), where the mixed air’s pressure \( p_0 \) is the standard atmosphere, \( 1.013 \cdot 10^5 \) Pa.

\( T_a \) and \( T_e \) are the air temperature and mean radiant temperature, both with unit \(^\circ\)C. Experiments results \([44]\) show that their indoor distributions are close. In order to simplify the PMV index for optimization computation and noting that most buildings typically do not have sensors to continually measure the mean radiant temperature, we set \( h_e \) equal to the air temperature, \( T_e \). Moreover, since the range of temperatures in the indoor environment is small, the difference of the four power terms can be adequately replaced by a lower-order difference \([28]\):

\[
3.96 \cdot 10^{-8} f_{cl} \left( (T_{cl} + 273)^3 - (T_e + 273)^3 \right) \approx 
4.6 f_{cl} (1 + 0.01T_e) (T_{cl} - T_e). \tag{22}
\]

The clothing surface temperature is approximated as \([2],[28]\):

\[
T_{cl} = -0.155 I_{cl} f_{cl} \left( 4.6 (1 + 0.01T_e) (T_{cl} - T_e) + 
+ h_c (T_{cl} - T_e) \right) - 0.028 (M - W) + 35.7. \tag{23}
\]

Where we approximate the radiation term with equation \([22]\), then we can derive an explicit formula of \( T_{cl} \) and get rid of the iteration numerical solving process. \( h_c \) is the convective heat transfer coefficient \([2],[45]\) and is approximated as the natural convective heat transfer coefficient, \( h_{cn} \) \([33],[34]\). The parameter \( f_{cl} \) is equal to 1.0 + 1.29 \( I_{cl} \) when \( I_{cl} \leq 0.078 \), otherwise 1.05 + 0.645 \( I_{cl} \), where \( I_{cl} \) is the clothing insulation index, in m\(^2\) \( \circ\)C/W.

After the simplifications and derivatives above, the PMV index follows equation \([8]\) where the parameters, \( \{a_i\}_{i=0}^{19} \), are

\[
\begin{align*}
 a_0 &= (0.303 \exp(-0.036M) + 0.028) \left( (M - W) + 
-3.05 \cdot 10^{-3} (5733 - 6.99 (M - W) - p_a) + 
-0.42 (M - W - 58.15) - 1.7 \cdot 10^{-5} M (5867 - p_a) + 
-0.0014 M (34 - T_e) - f_{cl} h_c (T_{cl} - T_e) + 
-3.96 \cdot 10^{-8} f_{cl} \left( (T_{cl} + 273)^3 - (T_e + 273)^3 \right) \right), \quad \text{(20)}
\end{align*}
\]

Where \( M \) and \( W \) are the metabolic rate and external work, both in W/m\(^2\). The external work normally is around zero \([3],[28]\), and the average value of human’s sedentary activity and standing activity is 70 W/m\(^2\) and 93 W/m\(^2\) respectively. The occupant’s metabolic rate can be obtained either from their wearable devices or some posterior estimation \([22],[24]\).

The term \( p_a \) corresponds to the partial water vapor pressure, measured in Pascals. According to \([42],[43]\), the specific humidity inside house, \( w_i \) with unit kg \( \cdot \) kg\(^{-1}\), can be expressed by:

\[
 w_i = \frac{w_o \rho A \cdot g_a + m_g}{\rho A \cdot g_a}. \tag{21}
\]

Where \( w_o \) is the specific humidity comes out of the HVAC, \( \rho \) is the inside air’s density, \( m_g \) is the rate of moisture generation within the building with unit kg \( \cdot \) s\(^{-1}\), \( A \) is the size of the fan with unit m\(^2\). In the computation, we ignore the moisture diffusion through the fabric material \([28]\). Under ideal air
APPENDIX B
EXISTENCE AND UNIQUENESS OF SOLUTIONS TO THE CFD MODEL

In this section, we are going to show the solution’s existence and uniqueness to the CFD model containing equations (1), (2), (3), (4), (5) and (6) in Sec. II-A.

First, let us describe our notation. The definitions and notations of $L^2(\Omega)$ and the Sobolev space $H^1(\Omega)$ follow [46]. Let the subspace for $H^1(\Omega)$ with trivial boundary be denoted:

$$H^1_0(\Omega) = \{v \in H^1(\Omega) \mid v|_{\partial \Omega} = 0\}.$$  \hfill (25)

Let the divergence-free subspace of $H^1_0(\Omega) \times H^1_0(\Omega)$ be defined by:

$$V_0 = \{v \in H^1_0(\Omega) \times H^1_0(\Omega) \mid \nabla \cdot v = 0\}.$$  \hfill (26)

Let $H_0$ be the completion of $V_0$ w.r.t. $L^2$ norm, and is given by:

$$H_0 = \{v \in L^2(\Omega) \times L^2(\Omega) \mid \nabla \cdot v = 0, \text{ and } v|_{\partial \Omega} = 0\}.$$  \hfill (27)

The space $H_0$ is equipped with the $L^2$-norm, denoted $\|\cdot\|_0$. Let $V_1 = \{\eta \in H^1(\Omega) \mid \eta|_{\partial \Omega} = 0\}$, endowed with the norm $\|f\|_1 = ||\nabla_x f\|_0$ for each $f \in V_1$. Also, let:

$$L^2([t_0,t_0 + T]; V_1) = \left\{u : [t_0,t_0 + T] \rightarrow V_1 \mid \text{ u is measurable and } \int_{t_0}^{t_0 + T} \|u(t)\|_1^2 \, dt < \infty \right\}. \hfill (28)$$

and:

$$C^0([t_0,t_0 + T]; L^2(\Omega)) = \left\{u : [t_0,t_0 + T] \rightarrow L^2(\Omega) \mid u(t) \text{ is measurable and continuous for a.e. } t \right\}. \hfill (29)$$

Now we focus our attention on the existence and uniqueness of the CFD system in eqs. (1) to (6), stated in Thms. 1 and 2. In order to prove these theorems, we begin studying the weak solution PDE subsystem in eqs. (5), (4) and boundary condition (6). The techniques used in our proofs follow closely those previously published results [17], [46], [47].

According to the Hopf extension [46, Lemma 1.4.2.3], for each $\varepsilon > 0$ there exists a function $\bar{u} \in H^1(\Omega) \times H^1(\Omega)$ such that $\nabla \cdot \bar{u} = 0$, $\bar{u}|_{\partial \Omega} = 0$, and $\|\nabla_x \bar{u}\|_1 \leq \varepsilon \|v\|_1^2$ for each $v \in V_0$. Then, any function $u \in H^1(\Omega) \times H^1(\Omega)$ satisfying the boundary condition (6) can be written as $u = w + \bar{u}$, for some $w \in V_0$. For simplification, define $\Sigma$ as $H^1(\Omega) \times H^1(\Omega)$.

We use a fixed-point theorem to show the existence of weak solutions of eq. (3). Consider the following weak formulation of (3) for each $\varphi \in V_0$:

$$\langle \alpha(x)w, \varphi \rangle_\Omega + \frac{1}{Re} \langle \nabla_x u, \nabla \varphi \rangle_\Omega + \langle \dot{u} \cdot \nabla_x w, \varphi \rangle_\Omega + \langle u \cdot \nabla_x \dot{u} + g, \varphi \rangle_\Omega = 0.$$  \hfill (30)

Consider the mapping $S$ such that given $\dot{u}$, it returns $u$, the solution to the equation (30), as $S(\dot{u}) = u$. Then, the fixed point of the mapping $S$ is a weak solution to the equation (3). Let us define the following bilinear operator, for each $w, \varphi \in V_0$:

$$\sigma_0(w, \varphi) = \langle \alpha(x)w, \varphi \rangle_\Omega + \frac{1}{Re} \langle \nabla_x u, \nabla \varphi \rangle_\Omega + \langle \dot{u} \cdot \nabla_x w, \varphi \rangle_\Omega + \langle u \cdot \nabla_x \dot{u} + g, \varphi \rangle_\Omega.$$  \hfill (31)

The proof of Lemmas 1 to 5 below can be found in [47].

**Lemma 1:** $\sigma_0$ is bounded.

**Definition 1:** A bilinear form $a : V \times V \rightarrow \mathbb{R}$ is called coercive if there exists a constant $C > 0$ such that for each $x \in V$, $|a(x, x)| \geq C \|x\|_V^2$.

**Lemma 2:** $\sigma_0$ is coercive.

**Lemma 3:** For each $\varphi \in V_0$, the equation (30) has a unique weak solution $u$. Moreover, there exists $w \in V_0$ such that $u$ can be separated as $u = w + \bar{u}$.

**Lemma 4:** For each $\dot{u} \in V_0$, the solution $u = S(\dot{u})$ to equation (30) is always bounded.

**Lemma 5:** The mapping $S : \Sigma \rightarrow \Sigma$ is compact.

Based on these lemmas, we can derive the existence of weak solutions to eq. (3).

**Lemma 6:** There exists at least one fixed point, say $u$, for the mapping $S$, such that $u \in V_0 + \bar{u}$.

The proof of Lemma 6 follows directly from Lemma 5 as shown in [48, Theorem 1.1].

We now turn our attention to the existence and uniqueness of weak solutions of eq. (1). Let us define bilinear operator $\sigma_1$ for each $t \in [t_0,t_0 + T]$ by:

$$\sigma_1(T_e, \xi) = \langle \kappa(x) \nabla_x T_e, \nabla \xi \rangle_\Omega + \langle u \cdot \nabla_x T_e, \xi \rangle_\Omega.$$  \hfill (32)

Then, given $t \in [t_0,t_0 + T]$, the weak formulation of eq. (1) can be written as follows, where $\xi \in V_1$:

$$\left< \frac{dT_e}{dt}, \xi \right>_\Omega + \sigma_1(T_e, \xi) = \left< g_{Te}, \xi \right>_\Omega.$$  \hfill (33)

**Lemma 7:** $\sigma_1$ is bounded.

**Proof:** Since $\kappa(x)$ and $u(x)$ are bounded, using Hölder’s inequality we can show that $\sigma_1$ is bounded using the same argument as in Lemma 1.

**Lemma 8:** $\sigma_1$ is coercive.

**Proof:** First, according to equation (4) and derivative by part, $\langle u \cdot \nabla_x T_e, T_e \rangle_\Omega = 0$. Then by Poincare-Friedrichs inequality [49], there exists $C > 0$ such that:

$$|\sigma_1(T_e, T_e)| = |\langle \kappa(x) \nabla_x T_e, \nabla T_e \rangle_\Omega + \langle u \cdot \nabla_x T_e, T_e \rangle_\Omega| \geq C \|T_e\|_1^2,$$  \hfill (34)

as desired.

**Proof of Thm. 1** The existence of weak solutions to eq. (1) follows by Lemmas 7 and 8 together with [50, Theorem 11.1.1]. The existence of weak solutions to eqs. (3) and (4) follows by Lemma 6.

Finally, we prove a sufficient condition for the uniqueness of the weak solutions to our CFD system.
Proof of Thm. 2. Note that the uniqueness of the weak solution to eq. (1) is guaranteed together with the existence result in [50, Theorem 11.1.1].

Suppose $u_1$ and $u_2$ are two different weak solutions to eq. (3) with the same boundary conditions. Let $\tilde{u} = u_1 - u_2$, then for each $\varphi \in V_0$:

$$
\langle \alpha(x) \tilde{u}, \varphi \rangle_\Omega + \frac{1}{Re} \langle \nabla_x \tilde{u}, \nabla_x \varphi \rangle_\Omega + \langle u_1 \cdot \nabla_x \tilde{u}, \varphi \rangle_\Omega + \langle \tilde{u} \cdot \nabla_x u_2, \varphi \rangle_\Omega = 0.
$$

(35)

Let us set $\varphi = \tilde{u}$, then:

$$
\langle \alpha(x) \tilde{u}, \tilde{u} \rangle_\Omega + \frac{1}{Re} \langle \nabla_x \tilde{u}, \nabla_x \tilde{u} \rangle_\Omega + \langle u_1 \cdot \nabla_x \tilde{u}, \tilde{u} \rangle_\Omega + \langle \tilde{u} \cdot \nabla_x u_2, \tilde{u} \rangle_\Omega = 0.
$$

(36)

Thus we can bound the norm of $\tilde{u}$ as:

$$
\frac{1}{Re} \langle \nabla_x \tilde{u}, \nabla_x \tilde{u} \rangle_\Omega = -\langle \alpha(x) \tilde{u}, \tilde{u} \rangle_\Omega - \langle \tilde{u} \cdot \nabla_x u_2, \tilde{u} \rangle_\Omega \\
\leq \left| \langle \tilde{u} \cdot \nabla_x u_2, \tilde{u} \rangle_\Omega \right| \\
\leq C \| u_2 \|_1 \| \tilde{u} \|_2^2,
$$

(37)

where $C = \frac{|\Omega|^{1/2}}{2}$, as shown in [51, Lemma 9.1.2].

Eq. (37) implies that $\left( \frac{1}{Re} - C \| u_2 \|_1 \right) \| \tilde{u} \|_2^2 \leq 0$. Thus, if $\frac{1}{Re} - C \| u_2 \|_1 \geq 0$ then $\| \tilde{u} \|_2 = 0$, as desired. \qed