Quasiperiodic orbits in Siegel disks/balls and the Babylonian problem
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Abstract—We investigate numerically complex dynamical systems where a fixed point is surrounded by a disk or ball of quasiperiodic orbits, where there is a change of variables (or conjugacy) that converts the system into a linear map. We compute this “linearization” (or conjugacy) from knowledge of a single quasiperiodic trajectory. In our computations of rotation rates of the almost periodic orbits and Fourier coefficients of the conjugacy, we only use knowledge of a trajectory, and we do not assume knowledge of the explicit form of a dynamical system. This problem is called the Babylonian Problem: determining the characteristics of a quasiperiodic set from a trajectory. Our computation of rotation rates and Fourier coefficients depends on the very high speed of our computational method “the weighted Birkhoff average”.
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1. Introduction

Let $F : \mathbb{C}^d \to \mathbb{C}^d$ be a complex analytic map in $d$ complex dimensions. There are situations where there is an open set of points $z_0$ for which the trajectory $z_n = F^n(z_0)$ for $n \in \mathbb{N}$ is quasiperiodic.

The Babylonian Problem. Our goal is to obtain information about the dynamics only from knowledge of a single quasiperiodic trajectory $(z_n)$, using no additional information about $F$. Our emphasis is on numerical examples for $d = 1$ and 2. We named the task of determining information about the dynamics – such as determining the rotation rates – from a trajectory the Babylonian Problem, named after the Babylonians who about 2500 years ago determined the three rotation rates of the orbit of the moon; see \cite{1}. The moon’s orbit can be viewed as approximately as quasiperiodic on a three-dimensional torus. (That ignores other frequencies as caused by the eccentricity of the Earth’s orbit around the sun and the influence of other planets, especially Jupiter.) The data they used was the trajectory of the moon viewed against the fixed stars. See \cite{2} for the details of our method on the Babylonian problem.

We study quasiperiodic orbits in a one-dimensional complex dynamical system in Section \textsuperscript{2} and those in two-dimensional complex Hénon map in Section \textsuperscript{3} but we introduce them here.

Quasiperiodicity defined. Let $\mathbb{T}^d$ be a $d$-dimensional torus. We will frequently use the coordinate representation $\theta \in \mathbb{T}^d := [0,1]^d \mod 1$ where mod 1 is applied to each coordinate. For $\rho \in \mathbb{T}^d$, we will say $\rho = (\rho_1, \cdots, \rho_d)$ is irrational when all coordinates $\rho_k$ are irrational and rationally independent, i.e., if whenever for $k = 1, \cdots, d$, $a_k$ are integers for which $a_1 \rho_1 + \cdots + a_d \rho_d = 0$, then $a_k = 0$ for all $k = 1, \cdots, d$.
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The simplest example of a quasiperiodic map is

\[ \theta_{n+1} := F(\theta_n) = \theta_n + \rho \mod 1 \] (1.1)

where \( \rho \) is irrational. We will refer to \( \rho \) as a rotation vector.

A map is \textit{d-dimensionally quasiperiodic} when there exists a smooth choice of coordinates for the torus such that the dynamics on the orbit is given by the map Eq. (1.1) where \( \rho \) is irrational.

### 1.1. Our primary example in \( \mathbb{C} \)

Define

\[ F(z) = F_1(z) := z^2 + e^{2 \pi i \rho} z \] (1.2)

so \( dF(0)/dz = e^{2 \pi i \rho} \). Fig. 1 shows several trajectories, each of which is dense on a closed curve. From the above definition, for \( d = 1 \), saying that a trajectory of Eq. (1.2) is quasiperiodic is equivalent
to saying that there is a conjugacy $H : S^1 \to \mathbb{C}$ that maps the trajectory $(e^{i2\pi n \rho})_{n \in \mathbb{N}}$ smoothly onto $(z_n)$ for irrational $\rho$. More specifically, again interpreting $S^1$ as the unit circle in $\mathbb{C}$,

$$F(H(e^{i2\pi \theta})) = H(e^{i2\pi(\theta + \rho)}) \text{ for each } e^{i2\pi \theta} \in S^1.$$  

(1.3)

See De la Llave 2018 [3], Siegel and Moser 1995 [4] P.185 for discussions of the conjugacy.

For the Babylonian problem we first determine the rotation rate $\rho$ from $(z_n)$. Our paper [2] solved the problem of determining $\rho$ from a quasiperiodic trajectory; methods for some cases had previously been established, but our method works in all cases with smooth dynamics including higher dimensional cases. See [2, 6] and references therein.

Secondly we can determine $H$. Using our group’s “weighted Birkhoff” averaging methods described in Sec. 4.2, we compute the Fourier series coefficients from $(z_n)$ for the conjugacy $H : S^1 \to \mathbb{C}$, yielding

$$H(e^{i2\pi \theta}) = \sum_{k=0}^{+\infty} b_k \sigma_k(\theta) \text{ where } \sigma_k(\theta) := e^{i2\pi k \theta}.$$  

(1.4)

Our method is useful because of its very fast rate of convergence, especially useful when computing thousands of $b_k$ values. We can compute (or rather estimate) $\rho$ and each $b_k$ from $N$ trajectory points of $(z_n)_{n=1}^N$. Write $\rho^{(N)}$ and $b_k^{(N)}$ for our approximations obtained using the $N$ terms $(z_n)_{n=0}^N$. The computational errors are $|\rho^{(N)} - \rho|$ and $|b_k^{(N)} - b_k|$. We have proved that when $\rho$ satisfies a Diophantine condition, Ineq. 1.10 we get “super-fast” (or “faster than polynomial”) convergence, as follows.

For each $m \in \mathbb{Z}$, $|\rho^{(N)} - \rho| \cdot N^m \to 0$ and $|\rho^{(N)} - b_k| \cdot N^m \to 0$ as $N \to \infty$  

(1.5)

for all $k \in \mathbb{Z}$. See Theorem 2 for a more general statement.

1.2. Siegel Disk and the conjugacy.

Let $U$ be an open subset of $\mathbb{C}$ containing 0, and $F : U \to \mathbb{C}$ be holomorphic with $F(0) = 0$ and with $dF/dz(0) = e^{i2\pi \rho}$ for some real irrational $\rho$. Siegel showed that for almost all $\rho$, $F$ is linearizable in some neighborhood $U$ of 0 in the sense that $F$ is conjugate to the linear map $\phi(z) = e^{i2\pi \rho} z$. That in turn means there is a holomorphic map $h$ from the open unit disk $D$ onto $U$ for which

$$F \circ h = h \circ \phi.$$  

(1.6)

Note that $F(D) = U$. The maximal such neighborhood $U$ is called the Siegel disk of 0. See Siegel [6]. Also see [5, 7, 8] and references therein for results on the Siegel disk including numerical computations.

Power series for the conjugacy $h$ from a Fourier series. For almost any $\rho$, from one trajectory $z_{n+1} = F(z_n)$ for $n \geq 0$ on $U$, we can numerically determine the power series of the conjugacy map $h$ with high numerical precision, (without any other knowledge of $F$). Let $R_0$ be the infimum of $R > 0$ for which the sequence $(b_k/R^k)_{k \geq 0}$ is bounded. Of course this depends on the curve that is chosen and we have chosen one with 3400 coefficients that have absolute value above $10^{-30}$. It appears that $|b_k| < 10^{-28}$ for $k > 3400$. We identify its $R_0$ value as $\sim 0.984$. Since we only have the finite number of $b_k$, we cannot determine $R_0$ value with more than about 3 digits of precision. Define

$$a_k := b_k/R_0^k.$$  

(1.7)

Then $h$ is an analytic function when defined as

$$h(z) := \sum_{k=0}^{+\infty} a_k z^k \text{ for } |z| < 1.$$  

(1.8)
Fig. 3. Magnitude of the Fourier coefficients for three quasiperiodic orbits (Fig. 1 (Right)) for Eq. 1.2. The initial points \( z_0 \in \mathbb{C} \) are \( z_0 = 0.1 \) (Left), 0.2 (Middle), 0.3 (Right). Results for \( z_0 = 0.37 \) are shown in Fig. 2. The slope of each curve corresponds to the radius \( r \) of the curve’s pre-image under \( h \) within \( D \). Note that all three curves show evidence of irregular behavior in the region where \( |b_k| \sim 10^{-30} \) reflecting the limits of quadruple precision. For the computations of the Fourier coefficients the \( N = 10^5 \) iterates for 0.1 and 0.2 curves and the \( 10^6 \) iterates for 0.3 curve are used.

Fig. 4. Convergence of the rotation rate of each of the inner four trajectories in Fig. 1 (Right) to the rigorous value \( \rho = (\sqrt{5} - 1)/2 \). The error in the rotation rate \( \text{err}(N) = |\rho N - \rho| \) is plotted with respect to the number \( N \) of iterates of the trajectory used by the weighted Birkhoff average (WB\( _N \)) in Sec. 4.2.

For \( |z| < 1 \) the above terms in the sum converge exponentially fast to 0 and for \( |z| > 1 \) the terms diverge. Let \( C_r \) denote the circle of radius \( r \) centered at 0. For \( z \in C_r \) for \( 0 < r < 1 \) we can write \( z = re^{i2\pi\theta} \) in polar coordinates and then

\[
h(re^{i2\pi\theta}) = \sum_{k=0}^{+\infty} a_k r^k \sigma_k(\theta) = \sum_{k=0}^{+\infty} b_k (r/R_0)^k \sigma_k(\theta). \tag{1.9}
\]

Hence \( h : D \to \mathcal{U} \) is the desired linearization, a conjugacy of the unit disk to the Siegel Disk. We can restrict \( h \) to circles \( C_r \) of different radii \( r < 1 \) and get good approximations of the corresponding curves in \( \mathcal{U} \). The outermost curve for \( r = 0.999 \) in Fig. 1 (Right) is computed from Eq. 1.9 using \( (b_k)_{k=0, \ldots, 3400} \) for a quasiperiodic orbit from \( z_0 = 0.37 \), and the estimated value of \( R_0 \sim 0.984 \).

**Diophantine Condition.** In order to discuss more general values of \( \rho \) and to explain which \( \rho \) values the map in Eq. 1.2 has nice behavior, Siegel assumed \( \rho \) satisfied a Diophantine condition.
For a fixed real number $\kappa \geq 2$ we say that an irrational $\rho \in \mathbb{R}$ satisfies a **Diophantine condition of order** $\kappa$ if there exists some $\varepsilon > 0$ so that

$$\left| \rho - \frac{p}{q} \right| > \frac{\varepsilon}{q^{\kappa}} \quad (1.10)$$

for every rational rate $p/q$. Let $\lambda = e^{2\pi \rho}$. If $\rho$ satisfies Ineq. (1.10) it follows that

$$|\lambda^q - 1| > \varepsilon'/q^{\kappa-1} \quad (1.11)$$

for some $\varepsilon' > 0$ for all positive integers $q$. Let $D_\kappa$ be the set of all (irrational) numbers $\rho$ which satisfy this condition. Note that $D_\kappa \subset D_\eta$ whenever $\kappa < \eta$. The set of Diophantine numbers is the union of the $D_\kappa$. In 1942 Siegel [6] proved that if the Diophantine condition holds, the Siegel disk exists for a class of dynamical systems including Eq. (1.2). See Brjuno [9, 10] for a more general condition, which is proved to be sharp by Yoccoz [11]. Note that in our examples we choose parameters which satisfy the Diophantine condition (and of course, Brjuno condition as well).

**1.3. Example in $\mathbb{C}^2$: The complex Hénon map**

Our main example for $d = 2$ follows Ushiki [12]. We study the Siegel ball of the complex Hénon map $F_2 : \mathbb{C}^2 \to \mathbb{C}^2$ depending on fixed parameters $\alpha, \beta \in \mathbb{C}$, where $F_2$ is given by

$$F = F_2 \left( \begin{array}{c} x \\ y \end{array} \right) := \left( \begin{array}{c} y \\ \beta(y^2 + \alpha) - \beta^2 x \end{array} \right). \quad (1.12)$$

We will specify $\alpha$ and $\beta$ below so that the Jacobian of one of the fixed points has eigenvalues of the form $e^{i(\theta + \phi)}$ and $e^{i(\theta - \phi)}$, both on the unit circle in $\mathbb{C}$. When $\theta/2\pi$ and $\phi/2\pi$ and $\theta/\phi$ are irrational, trajectories of the linearized system about that fixed point are quasiperiodic. When $\theta/2\pi$ and $\phi/2\pi$ and $\theta/\phi$ are Diophantine, there is a conjugacy between the linearized system and the dynamics in a neighborhood (called the Siegel ball) of that fixed point. We could in principle use our weighted Birkhoff method (See Sec. 4.2) to compute Fourier coefficients of the conjugacy, though this two-dimensional case requires many more coefficients than the one-dimensional case above to obtain the same numerical accuracy. Instead we examine the curious aspect of determining the rotation vectors. In $\mathbb{C}^2$ a 2D-quasiperiodic orbit has a conjugacy $H : S^1 \times S^1 \to \mathbb{C}^2$, which can be written as

$$H(e^{i\theta_1 2\pi}, e^{i\theta_2 2\pi}) \text{ for } (e^{i\theta_1 2\pi}, e^{i\theta_2 2\pi}) \in S^1 \times S^1.$$ 

If $z_0 := H(1,1)$, then there exist $\sigma_1, \sigma_2$ such that the trajectory is

$$F^n(z_0) = H(e^{i n \sigma_1 2\pi}, e^{i n \sigma_2 2\pi}).$$

The curious aspect of this is that there is a dense set of

$$(\sigma_1, \sigma_2) \in [0, 1) \times [0, 1) \mod 1$$

(where mod1 applies to each coordinate) for which there is such a conjugacy map $H$ that yields the same trajectory ($F^n(z_0)$). That is because there are countably many linear choices of coordinates on $S^1 \times S^1$. We resolve this ambiguity by procedures analogous to the Babylonians'. They observed a projection of the moons orbit onto the two-dimensional celestial sphere. We also require a projection. See Sec. 1.4 below. Furthermore we examine the two-dimensional case with domain in $\mathbb{C}^2$ with analogous Siegel results.

**Rotation rates for quasiperiodic orbits on $\mathbb{T}^d$ are not well defined.** Every quasiperiodic orbit is conjugate to the map in Eq. (1.11) i.e.,

$$F(\theta) = \theta + \rho \mod 1$$

so we might be encouraged to call the vector $\rho \in \mathbb{Z}^d$ the rotation vector of the map; however, it is also conjugate to other maps. The matrix $A$ is a **unimodular** transformation if it is an invertible
Motivated by Eq. 1.17, we define
\[
\hat{\Delta}(\theta) := \phi(\theta + \rho) - \phi(\theta) \mod 1
\]
Note that \(\rho\) is irrational if and only if \(A\rho\) is. Hence the irrationality of \(\rho\) is well defined.

If \(\rho\) is a rotation vector, then so is \(A\rho\) for the same process – for every unimodular \(A\). However, as we discuss in [2], for a given irrational \(\rho\) the set \(\{A\rho : A\ \text{is unimodular}\}\) is dense in \(T^d\). We might want to know the vector \(\rho\) with 30-digit precision. But every vector in \(T^d\) is a 30-digit approximation of \(A\rho\) for an appropriate choice of coordinate matrix \(A\). And yet the Babylonians computed three meaningful rotation rates for the moon’s orbit moving on a three-dimensional torus.

Our approach is to project the torus into the plane or onto a circle \(\phi : T^d \to S^1\) and define the rotation rate as the rate of rotation of the image.

1.4. Rotation rate of a torus defined relative to \(\phi : T^d \to S^1\)

For completeness, we reproduce some material from our paper [2] since without this material, it is not clear why we always define a rotation rate relative to a map \(\phi : T^d \to S^1\). Such maps have a nice representation. Let \(a = (a_1, \ldots, a_d)\) where \(a_1, \ldots, a_d\) are integers and let \(\theta = (\theta_1, \ldots, \theta_d) \in T^d\). The simplest \(\phi\) has the form \(\phi(\theta) := a_1\theta_1 + \cdots + a_d\theta_d \mod 1\), which can also be written \(e^{i2\pi(a_1\theta_1 + \cdots + a_d\theta_d)} \in S^1\) if \(S^1\) is viewed as the unit circle in \(\mathbb{C}\). Then \(\phi\) is a continuous map of the torus to a circle.

For a fixed initial point \(\theta_0 \in T^d\), we have \(\theta_n = \theta_0 + n(a_1\rho_1 + \cdots + a_d\rho_d) \mod 1\). In this very simple case \(\theta_{n+1} - \theta_n = a \cdot \rho \mod 1 := a_1\rho_1 + \cdots + a_d\rho_d \mod 1\) is constant and in this very special case we obtain a constant rotation rate for \(\phi(\theta)\), namely

\[
\rho_{\phi} \mod 1 = a \cdot \rho \mod 1.
\]

See Eq. (1.20) For \(d = 1\), Eq. (1.14) says \(\rho_{\phi} = a_1\rho \mod 1\) where \(a_1\) is an integer. The integer \(a_1\) depends on the choice of \(\phi\), so even when \(|a_1| = 1\) we can get \(\rho\) for one choice and \(-\rho\) for another choice.

\[
\rho_{\phi} := a \cdot \rho \mod 1.
\]

We note that for every map \(\phi\) of a torus to a circle, there are integers \(a_j\) and a periodic function \(g : T^d \to \mathbb{R}\) such that

\[
\phi(\theta) = g(\theta) + a \cdot \theta \mod 1.
\]

Directly computing a rotation rate for this map can be difficult. In fact, after we define the rotation rate below, it will turn out that Eq. (1.15) will still be true, independent of \(g\), but this formula will not be very helpful in determining \(\rho_{\phi}\) from the image of a trajectory, \(\phi(\theta_n)\) since \(a\) is unknown.

**Defining a rotation rate for \(\phi : T^d \to S^1\).** Rotation rates are key characteristics of any quasiperiodic trajectory. One heuristic way of thinking of the rotation rate of \(\phi\) for a trajectory \((\theta_n)\) on \(T^d\) is to say that it is the average of the angle differences \(\theta_{n+1} - \theta_n\), but one cannot average angles unless these differences are roughly constant. Then the angle differences can be continuously “lifted” to the real line, and the average is a real number. We now make this more precise.

Suppose there exists a continuous map \(\phi : T^d \to S^1\) from the dynamical system to a circle, but we only know the image \(\phi_n := \phi(n\rho)\) sequence of a trajectory \(F(\theta_n) = \theta_{n+1} = \theta_n + \rho \mod 1\) on a torus. Define

\[
\Delta(\theta) := \phi(\theta + \rho) - \phi(\theta) \mod 1 = g(\theta + \rho) + a \cdot (\theta + \rho) - [g(\theta) + a \cdot (\theta)] \mod 1 \quad \text{(from Eq. (1.16))}
\]

We say \(\hat{\Delta}\) is a lift of \(\Delta : T^d \to S^1\) if (i) \(\hat{\Delta} : T^d \to \mathbb{R}\), (ii) \(\hat{\Delta}\) is continuous; and (iii) \(\hat{\Delta}(\theta) \mod 1 = \Delta(\theta)\). Motivated by Eq. (1.17) we define

\[
\hat{\Delta}(\theta) := a \cdot \rho + g(\theta + \rho) - g(\theta) \in \mathbb{R}.
\]
Then (i), (ii), and (iii) are satisfied so $\hat{\Delta}$ is a lift of $\Delta$. Define $\hat{\Delta}_n = \hat{\Delta}(\theta_n)$. We can formally define the rotation rate for $\phi$ as

$$\rho_\phi := \left( \lim_{N \to \infty} \frac{\sum_{n=0}^{N-1} \hat{\Delta}_n}{N} \right) \mod 1. \quad (1.19)$$

**Proposition 1.** Assume $\theta_n$ is quasiperiodic. then the limit $\rho_\phi$ in Eq. 1.19 exists, and

$$\rho_\phi = a \cdot \rho \mod 1. \quad (1.20)$$

**Proof.** The existence of the limit is guaranteed by the Birkhoff Ergodic Theorem, which says that the limit in Eq. 1.19 is

$$\int_{T^d} \hat{\Delta}(\theta)d\theta = \int_{T^d} (a \cdot \rho + g(\theta + \rho) - g(\theta))d\theta$$

$$= a \cdot \rho + \int_{T^d} g(\theta + \rho)d\theta - \int_{T^d} g(\theta)d\theta$$

$$= a \cdot \rho, \quad (1.21)$$

since $\int_{T^d} d\theta = 1$ and the two integrals of $g$ in Eq. 1.21 are equal. Hence $\rho_\phi = a \cdot \rho \mod 1$. \hfill $\square$

Different choices of the lift $\hat{\Delta}$ can change $\rho_\phi$ by an integer, so $\rho_\phi \mod 1$ is independent of the choice of lift $\hat{\Delta}$. The rotation rate is this $\rho_\phi \mod 1$. The limit in Eq. 1.19 exists and is the same for all initial $\theta_0$.

2. Numerical results for a one-dimensional example 1 in Eq. 1.2

2.1. Computing a conjugacy

Fourier series has long played an important role in investigations of quasiperiodicity. See for example [13, 14].

Of course numerically we only determine the Fourier coefficients $b_k$ in Eq. 1.3 for $|k| \leq K$, stopping when it appears that $|b_k| < 10^{-30}$ for larger $k$. We determine $b_k$ with an error of less than $10^{-30}$. But what about the accuracy of the trajectory, which requires iteration of the map? If we iterate the linear map and take the conjugacy of each point, we obtain a pseudo-trajectory that we denote by $\hat{z}_n$. We would like it to be close to $z_n$, the trajectory obtained by numerically iterating the map. The difference will depend on the trajectory, so here we have chosen our most nonlinear trajectory called “magenta” in Fig. 1 (Right).

We find below that the trajectory produced from the Fourier series differs from by at most $3 \cdot 10^{-26}$.

Write $\hat{b}_k$ for $|k| \leq K$ and $\hat{\rho}$ for our computed values of $b_k$ and $\rho$. We can computationally reconstruct $z_n$ by

$$\hat{z}_n = h(n\hat{\rho}) = \sum_{k=0}^{K} \hat{b}_k \sigma_k(n\hat{\rho}).$$

How close are $\hat{z}_n$ to $z_n := F^n(z_0)$? For Eq. 1.2 with initial point $z_0 = 0.37 \in \mathbb{C}$ we use iterates $z_n$ for $n = 0, \cdot \cdot \cdot , N$, where $N = 4 \cdot 10^6$ to compute $K := 3400$ Fourier coefficients. We find $|z_n - \hat{z}_n| < 3 \cdot 10^{-26}$ for all $n \leq N$.

One can compute the power series of the Siegel conjugacy function iteratively from a knowledge of $F$; see Problem 11-c in [8], a method discussed by Cremer [15]; in iterative schemes, the error can increase and it is necessary to control the cumulative error. There is also a way of computing conjugacy using Newton method to find Fourier coefficients. See for example Jorba [16].
We prefer our direct computation of the Fourier coefficients and we do not need access to $F$. Fig. 1 shows several closed curves, each of which is invariant for Eq. (1.2) and are quasiperiodic for $z_{n+1} = F(z_n)$.

First we focus on four of the curves except for the outermost curve. Although the inner curve shown looks like a smooth circle, the outer curve plotted looks rough-edged. All are analytic. Each curve is conjugate to $\theta$ so that

$$\theta_{n+1} = \theta_n + \rho.$$

Rotation rates for the inner four orbits are calculated by employing WB explained in Sec. 4.2. Since we know the actual value of $\rho$, we can determine the error in our calculations. For each curve, $\rho$ is computed to a precision of about $10^{-33}$ using $N$ iterates of Eq. (1.2) in Figs. 3. Fig. 4 shows that the computed rotation rate $\rho_N$ converges to the rigorous rotation rate $\rho$ as the number of iterations $N$ increases, and the errors in the rotation rate $\text{err}(N) = |\rho_N - \rho|$.

In Figs. 3, 2 the four curves investigated have initial values $z_0 = 0.1, 0.2, 0.3$, and 0.37. Fig. 2 (Left) and Fig. 3 show the magnitude of the Fourier coefficients of $h$, the change of coordinates $\phi$ between the quasiperiodic circle and the pure rotation with the rotation rate $\rho$. Although the rate of decrease in the magnitudes is slow for the outer curve, all of the four curves show the exponential decay at least within the quadruple precision accuracy. Only from the knowledge of the trajectory we can obtain a strong implication that such a curve is computationally analytic. The slopes are the values of $R_0$. Their values reported in those log-log plots are $R_0 = 0.285, 0.570, 0.836, 0.984$, respectively.

In Fig. 4 we can see that to get an accuracy of $10^{-30}$, we require increasing values of $N$, and as $1 - R_0 \rightarrow 0$, the $N$ seems to diverge. In the graph we can see that the required $N$ is approximately $N = 2000, 3000, 10^4, 10^5$, respectively for the four cases shown. These numbers are roughly proportional to $(1 - R_0)^{-1}$. Specifically $1666 \cdot (1 - R_0)^{-1} \approx 2300, 3900, 10^4, 10^5$.

### 2.2. Estimation of the $L^2$ length of the quasiperiodic curve $h(C_r)$

As $r \searrow 1$, the curve $h(C_r)$ becomes even more irregular, while remaining analytic. Let $\gamma : [0, 1) \rightarrow \mathbb{C}$ be $C^1$. Then we define the $L^2$ length of $\gamma$ to be

$$l_2(\gamma) := \left( \int_0^1 \left| \frac{d}{d\theta} \gamma(\theta) \right|^2 d\theta \right)^{1/2}.$$

**Proposition 2.** Let $D$ be the unit disk, and $h : D \rightarrow \mathbb{C}$ be a linearization conjugacy in Eq. (1.6). Assume the power series for $h(z) = \sum_{k=0}^{\infty} a_k z^k$ has the property that $c := \sup |a_k| < \infty$. Then there exists $c > 0$ such that $|a_k| \leq c$ for all $k \geq 0$. Let $0 \leq r < 1$. Define $\gamma(\theta) := h(re^{2\pi i \theta})$ for $\theta \in [0, 1)$.

Then

$$l_2(\gamma) = 2\pi \left( \sum_{k=0}^{\infty} |ka_k r^k|^2 \right)^{1/2} \leq 2\pi c \left[ \frac{r^2 (1 + r^2)}{(1 - r^2)^3} \right]^{1/2}.$$

If $|a_k| = c$ for all $k \geq 0$, then the inequality in Ineq. (2.2) becomes an equality.

**Proof.** The assumptions imply

$$\gamma(\theta) = \sum_{k=0}^{\infty} a_k r^k \sigma_k(\theta)$$
Eq. 2.6

values of \(\ln a\), \(\ln b\), \(\ln c\), and \(\ln d\).

l in Fig. 5 (Left) we compute the values of \(\ln a\), \(\ln b\), \(\ln c\), and \(\ln d\).

Then we obtain Eq. 2.1 and Ineq. 2.2.

\[
\frac{d}{d\theta} h(\text{e}^{2\pi i \theta}) = 2\pi i \sum_{k=0}^{\infty} k a_k r^k \sigma_k(\theta),
\]

where \(\sigma_k(\theta) = e^{2\pi i k \theta}\). The \(\sigma_k\) are orthogonal in \(L^2([0, 1])\) and \(|\sigma_k(\theta)| = 1\) and \(|a_k| \leq c\), so

\[
l_2(H)^2 = \int_0^1 \left| \frac{d}{d\theta} h(\text{e}^{2\pi i \theta}) \right|^2 d\theta = (2\pi)^2 \sum_{k=0}^{\infty} \sum_{k=0}^{\infty} k a_k r^k \sigma_k(\theta)
\]

\[
\leq (2\pi)^2 \sum_{k=0}^{\infty} |k r^k|^2 =: \tilde{l}_2(H)^2.
\]

We can rewrite Eq. 2.5 by setting \(\psi = \text{e}^{r^2} < 1\) and obtain \((2\pi)^2 \sum_{k=0}^{\infty} k^2 \psi^k\). Using a well known formula,

\[
\sum_{k=1}^{K} k^2 \psi^k = \psi \frac{1 + \psi - (K + 1)^2 \psi^k + (K^2 + 2K - 1)\psi^{K+1} - K^2 \psi^{K+2}}{(1 - \psi)^3}
\]

for \(|\psi| < 1\), in the limit as \(K \to \infty\) the colored terms go to 0, so we can compute the final sum in Eq. 2.6.

\[
\sum_{k=0}^{\infty} k^2 \psi^k = \psi(1 + \psi) \frac{(1 + \psi)}{(1 - \psi)^3} = \frac{r^2(1 + r^2)}{(1 - r^2)^3}.
\]

Then we obtain Eq. 2.1 and Ineq. 2.2.

We have included the terms in red for the readers convenience, because they can be useful in making numerical computations.

In Fig. 2, right panel, we can see that for our case the \(|a_k|\) are far from constant so that the formula in Eq. 2.1 can be more useful than that in Ineq. 2.2. Aside from the initial \(k < 1000\), the values of \(|a_k|\) are bounded above by 10^{-4}. Then the estimate in Ineq. 2.2 is not sharp. Therefore, in Fig. 5 (Left) we compute the values of \(l_2(\gamma)\) directly using the observed values of \(a_k\) for various values of \(0 < r < 1\), in comparison with \(\tilde{l}_2(\gamma)\).

3. Numerical results for a two-dimensional example 2 in Eq. 1.12 Hénon map

Siegel ball is the analogue of the Siegel disk for a higher dimensional complex dynamical system. In this section, we compute rotation vectors of a quasiperiodic curve within a Siegel ball for the complex Hénon map defined in Eq. 1.12. See \[12\].

Choosing \(\alpha\) and \(\beta\) for the Hénon map Eq. 1.12: We specify \(\alpha\) and \(\beta\) in terms of parameters \(\theta, \phi \in \mathbb{R}\):

\[
\alpha = 2 \cos \theta \cos \phi - \cos^2 \phi,
\]

\[
\beta = e^{i\theta}.
\]

Fixed points of \(F_2 := F_{\alpha,\beta}\) are \(y_* = \cos \theta \pm (\cos \theta - \cos \phi)\). We focus on \(y_* = \cos \phi\) and set \(\mu = \cos \phi + i \sin \phi\). The Jacobian matrix at the fixed point is

\[
DF_{\alpha,\beta} = \beta \begin{pmatrix} 0 & 1/\beta \\ -\beta & 2 \cos \phi \end{pmatrix}.
\]

Note that it has determinant +1. Its eigenvalues are \(\beta \mu\) and \(\beta \bar{\mu}\); in other words \((e^{i(\theta \pm \phi)})\). The corresponding eigenvectors are

\((e^{i\phi}, e^{i\theta}) \in \mathbb{C}^2\).
Fig. 5. Estimates of the total $L^2$ length of $h(C_r)$ in the Siegel disk. Left: $L_2$ length $l_2(\gamma)$ is computed using the direct calculation of Eq. 2.1 with the estimated value of $a_k$ created in Fig. 2 for some values of $r$, which approaches to $1.3(1 - r)^{-3/4}$, as $r \to 1$. Right: The upper bound $\tilde{l}_2(\gamma)$ in Ineq. 2.5 is shown for $c = 1$.

Fig. 6. Projections of a trajectory of Example 2A. In order to compute a rotation rate we project the torus into the plane. If the projection of the torus to the plane has a hole in it as seen in both panels, we can compute the rotation number relative to a reference point in that hole (and as we mention elsewhere) the resulting rotation number is the same for all choices of reference point. In both panels, $\alpha_n$ is the angle between consecutive points. But $\alpha_n \in S^1$, or in $[0, 1)$ mod 1. Division is not uniquely defined in $S^1$. Therefore we cannot average the values $\alpha_n$. As discussed in the Introduction, it is necessary to create a continuous lift of $\alpha$ to $\mathbb{R}$ to obtain numbers that can be averaged. The setting for both panels: $\rho_1 = (\sqrt{5} - 1)/2 = 0.61803398875 \cdots$, $\rho_2 = \sqrt{5}/2 = 0.86602540378 \cdots$, $\theta = (\rho_1 + \rho_2)\pi$, $\phi = (\rho_1 - \rho_2)\pi$. Left: Projection of an orbit onto $(\text{Re } x, \text{Im } x)$ plane. Right: Projection of an orbit onto $(r_{n+1}, r_n)$, where $r = \sqrt{(\text{Re } x - u)^2 + (\text{Im } x - v)^2}$ where $(u, v)$ is the reference point $(\cos(\phi), 0) = (0.71155 \cdots, 0)$ used in the left panel.

The linearized system is quasiperiodic (for appropriate parameter choices) and we have to say the nonlinear system has the same rotation vectors. Therefore the rotation vector obtained through a projection will be expressed by some linear combination of $\rho_1 = (\theta + \phi)/2\pi$ and $\rho_2 = (\theta - \phi)/2\pi$.

3.1. Example 2A

We investigate a quasiperiodic orbit within a Siegel ball for a set of parameter values $\theta = (\rho_1 + \rho_2)\pi$ and $\phi = (\rho_1 - \rho_2)\pi$, where $\rho_1 = (\sqrt{5} - 1)/2$ and $\rho_2 = \sqrt{3}/2$. Fig. 5 (Left) shows an orbit projected onto $(\text{Re } x, \text{Im } x)$ plane, and Fig. 5 (Right) shows the same orbit projected onto $(r_{n+1}, r_n)$ plane, where $r = \sqrt{(\text{Re } x - u)^2 + (\text{Im } x - v)^2}$ and $(u, v) = (\cos(\phi), 0) = (0.71155 \cdots, 0)$. The lift
of the angle difference about Fig. 6 (Left) viewed from \((u, v) = (\cos(\phi), 0)\) is shown in Fig. 7 (a) and its detail in (c), and that about Fig. 6 (Right) is shown in Fig. 7 (b) and its detail in (d). Fig. 7 (e) and (f) show the convergence of the Birkhoff average of the lift of the angle difference (a) and (b), respectively. The Birkhoff average is calculated using the weighted Birkhoff average with two different weight functions \(WB^{[1]}\) and \(WB^{[2]}\) described in Sec. 4.2. The faster convergence in the quadruple precision is realized when we use \(WB^{[2]}\); see [2]. The computed rotation rate in Fig. 7 (c) is 
\[-0.133974596215561353236276829247 \sim \rho_2 - 1,\]
and that obtained in Fig. 7 (d) is 
\[0.247991415034543798559136336387 \sim \rho_2 - \rho_1.\]
Hence, both of these rotation rates are integer-sum combinations of \(\rho_1\) and \(\rho_2\) mod1. See the explanation in Sec. 1.4.

![Fig. 7. Computation of rotation rates of Example 2A.](image)

(a) Lift of the angle difference about Fig. 6 (Left) viewed from \((u, v) = (\cos(\phi), 0) = (0.71155 \cdots, 0)\).
(b) Lift of the angle difference about Fig. 6 (Right) viewed from \((r_{n+1}, r_n) = (0.0008, 0.0008)\).
(c) and (d) Detail versions of (a) and (b) with consecutive dots connected.
(e) The Birkhoff average \(WB^{[1]}\) and \(WB^{[2]}\) of the lift of the angle difference shown in (a) has converged to 
\[-0.133974596215561353236276829247 \sim \rho_2 - 1,\]
and the error was \(\sim 10^{-30}\).
(f) That in (b) has converged to 
\[0.247991415034543798559136336387 \sim (1 - \rho_1) - (1 - \rho_2),\]
and the error was \(\sim 10^{-32}\).
3.2. Example 2B

We study here the quasiperiodic orbit within a Siegel ball of the same system Eq. 1.12 but with different parameter values \((\theta = 0.664, \phi = 2.032)\) and with an initial point \((x_0, y_0) = (-0.500 + 0.126i, -0.387 - 0.163i) \in \mathbb{C}^2\). Projections of the orbit are shown in Fig. 8 one of which is used to compute a rotation rate (Fig. 9 (Left)). In order to compute the other rotation rate, unlike the case in Example 2A, here we use the “time-2 delay” \((r_n, r_{n-2})\) in Fig. 9 (Right). Using these projections we measure angle differences, and the lifts of them are shown in Fig. 10 (a) and (b). The weighted Birkhoff averages \((\text{WB}_1[1] \text{ and } \text{WB}_2[2])\) of the lift of the angle difference (a) converges to \(\rho_1 = (\theta + \phi)/2\pi \approx 0.42908 17265 75749 82523 29106 26052\). The lift of the angle difference (b) converges to \(\rho_1 - \rho_2 = 2\phi/2\pi \approx 0.64680 56887 25462 64456 47436 14345\).

Fig. 8. Different projections of a trajectory of Example 2B. The initial point is \(x_0 = -0.500 + 0.126i, y_0 = -0.387 - 0.163i\), where the parameters are set as \(\theta = 0.664, \phi = 2.032\) in Eqs. 3.1 and 3.2. In (b) and (e) there is no hole in the projection so a rotation rate cannot be computed. In (a), (c), (d), (f) there is an interior white region about which a rotation rate can be computed. See Sec. 3.2.
Fig. 9. Projections of a trajectory onto two different planes of Example 2B. Left: $\Re x, \Im x$ plane. Right: $(r_n, r_{n-2})$ plane, where $r_n = \sqrt{(\Re x_n + 0.4)^2 + \Im x_n^2}$. In each panel the black point in the central region ($(\Re x, \Im x) = (-0.4, 0)$ on the Left and $(r_n, r_{n-2}) = (0.14, 0.145)$ on the Right) indicates the reference point used to measure the rotation rate. Moving the black dot within the central white region makes no difference in the resulting rotation rate. See Fig. 10 for the computation of rotation rates.

Fig. 10. Computation of rotation rates of Example 2B. (a) The lift of angle difference for Fig. 9 (Left). (b) The lift of the angle difference for Fig. 9 (Right). (c) The Birkhoff average (using $\text{WB}^{[1]}$ and $\text{WB}^{[2]}$) of the lift of the angle difference in (a) has converged to $\rho_1 = (\theta + \phi)/2\pi \sim 0.429081726575749825232910626052$. The error is $\sim 10^{-31}$. (d) For (b) $\text{WB}^{[2]}$ has converged to $\rho_1 - \rho_2 = 2\phi/2\pi \sim 0.64680568872546254564743614345$. The error is $\sim 10^{-31}$. $\text{WB}^{[1]}$ has not yet converged so a longer trajectory is needed.
4. Computational methods

In the series of papers \cite{2, 17, 19} we have developed techniques to characterize quasiperiodic orbits. We summarize them in this section used for our computation of this paper. We introduced a weighted Birkhoff average (WB) to calculate a Birkhoff average along a quasiperiodic orbit very quickly and in high accuracy \cite{17, 18}. The WB along a quasiperiodic orbit of the length $N$ is mathematically proved to show a faster convergence than any polynomials, when $N$ goes to infinity \cite{18, 19}.

4.1. The Birkhoff Ergodic Theorem

We use the Birkhoff Ergodic Theorem to prove the existence of a rotation vector and we use our weighted Birkhoff average to compute it and to compute Fourier coefficients of the torus $\mathbb{T}^d$. The Theorem assumes there is an invariant set, which here is the set $\mathbb{T}^d$ with $d = 1$ or 2. Since we are interested here only in quasiperiodic dynamics, we can assume the dynamics are given by Eq. 1.1 where $\rho$ is irrational. Lebesgue measure is invariant; that is, each measurable set $E \subset \mathbb{T}^d$ has the same measure as $F^{-1}(E) = E - \rho$ (and also the same as $F(E) = E + \rho$). This map is “ergodic” because if $E$ is a set for which $E = F(E) = E + \rho$, then the measure of $E$ is either 0 or 1.

For an invariant measure $m$ enables the computation of the space-average $\int_{\mathbb{T}^d} f dm$ for any $L^1$ function $f : \mathbb{T}^d \to \mathbb{R}$ when a time series is the only information available. Since $m$ is Lebesgue measure, we can rewrite that integral as $\int_{\mathbb{T}^d} f(\theta) dm$. We note that the Lebesgue measure of the entire torus is 1, so Lebesgue measure is a probability measure. Hence $\int_{\mathbb{T}^d} dm = 1$.

For a map $F : \mathbb{T}^d \to \mathbb{T}^d$, the Birkhoff average of a function $f : \mathbb{T}^d \to \mathbb{R}$ along the trajectory $\theta_n = F^n \theta_0$ is

$$B_N(f)(\theta_0) := \frac{1}{N} \sum_{n=0}^{N-1} f(F^n(\theta_0)) \text{ and } L(f) := \int_X f dm. \tag{4.1}$$

Theorem 1 (Quasiperiodic case of the Birkhoff Ergodic Theorem \cite{20}). Let $F : \mathbb{T}^d \to \mathbb{T}^d$ satisfy Eq. 1.1 where $\rho \in \mathbb{T}^d$ is irrational. Let $\mu$ be Lebesgue measure on $\mathbb{T}^d$. Then for every initial $\theta_0 \in \mathbb{T}^d$, $\lim_{N \to \infty} B_N(f)(\theta_0) = L(f)$.

The general ergodic theorem for general maps replaces the above “for every” with “for almost every”. But for quasiperiodic maps the “almost” is unnecessary.

For quasiperiodic dynamics the limit of $B_N$ as $N \to \infty$ exists for all $\theta_0$ and convergence is uniform in $\theta_0$ so we usually write $B_N(f)$ omitting $\theta_0$. The Birkhoff average $B_N(f)$ can be interpreted as an approximation to the integral $L(f)$ but convergence is very slow even for $C^\infty f$, in that for almost every rotation vector there is a constant $C$ such that

$$|B_N(f) - L(f)| \leq CN^{-1},$$

and even this slow rate will occur only under special circumstances such as when $(T^n(x))$ is a quasiperiodic trajectory. Let $f : \mathbb{T}^d \to \mathbb{R}$ be $L^1$.

4.2. The Method of Weighted Birkhoff Averages (WB$_N^p$)

We have recently established a method for speeding up the convergence of the Birkhoff average in Theorem 1 through introducing a $C^\infty$ weighting function when the process is quasiperiodic and the function $f$ is $C^\infty$, a method we describe in \cite{17, 19}. In \cite{19} it is proved that the limit of using WB$_N^p$ is the same as Birkhoff’s limit.

Define the $C^\infty$ weighting function $w$ as follows.

$$w^p(t) := \begin{cases} \exp\left(-[t(1-t)]^{-p}\right), & \text{for } t \in (0,1) \\ 0, & \text{for } t \notin (0,1). \end{cases} \tag{4.2}$$
Define the normalized weights \( \hat{w}_{n,N} := \frac{w_{n,N}(n/N)}{\sum_{j=0}^{N-1} w_{n,N}(j/N)} \). Note that \( \sum_{n=0}^{N-1} \hat{w}_{n,N} = 1 \). The Weighted Birkhoff average \( \text{WB}_{N}^{[p]}(f) \) of \( f \) is defined as follows.

\[
\text{WB}_{N}^{[p]}(f)(\theta_0) := \sum_{n=0}^{N-1} \hat{w}_{n,N}^{[p]}(n/P) f(\theta_n).
\] (4.3)

In our calculations of the rotation rates, we use \( p = 1 \) or 2. Sometimes this well-known function \( w \) is referred to as a bump function because it is positive (with a single maximum) on \( (0,1) \) and \( w(x) \) and its derivatives of all orders are 0 at \( x = 0, 1 \). See in particular [18] for details and a discussion of how the method relates to other approaches. We remark that we generally observe faster convergence using \( p = 1 \) for up to 10-digit accuracy but higher precision \( p = 2 \) converges faster. In even higher precision computation (greater than 40 digits) we can get faster convergence by applying the normalized weighting function of

\[
w^{[1]}(t) := \begin{cases} 
\exp(-1/w^{[1]}), & \text{for } t \in (0,1) \\
0, & \text{for } t \notin (0,1).
\end{cases}
\] (4.4)

4.3. A “super convergence” theorem for WB.

**Theorem 2.** Let \( X \) be a \( C^\infty \) manifold and \( T : X \to X \) be a d-dimensional \( C^\infty \) quasiperiodic map on \( X_0 \subset X \), with invariant probability measure \( m \). Assume \( T \) has a Diophantine rotation vector. Let \( f : X \to \mathbb{R} \) be \( C^\infty \). Assume \( w^{[p]} \) is the weighting function (in Eq. (4.2)) where \( p \geq 1 \). Write \( L(N)(f) := \text{WB}_{N}^{[p]}(f)(x_0) \). Then for each \( x_0 \in X_0 \),

\[
\text{for each } m \in \mathbb{N}, \ |L(N)(f) - L(f)| \ N^m \to 0 \text{ as } N \to \infty.
\] (4.5)

We call the above Property 4.5 “super convergence”. See [19] for a more general statement. See in particular [18] for details and a discussion of how the method relates to other approaches.

Essentially the same weighting function as \( w^{[1]} \) is discussed by Laskar [21] in the Remark 2 of the Annex (i.e. Appendix) without proofs and without numerical examples.

In [21-24], Laskar computes using a Hanning data weighting function, essentially using the weighting function \( w_{\sin^2} = \sin^2 \) for his computations, which leads to the convergence rate of order approximately \( N^{-2.5} \) (where \( N \) is the length of a orbit), as observed in [18]. See that paper’s discussion and Fig. 7. Our Fourier series calculation required a day on one processor. Had we used his \( w_{\sin^2} \) method, it would have required 1 million days.

See also the discussion in [18] of the methods of other authors, particularly [25-27]. These methods are fast but require a complicated iterative scheme.

4.4. Computing Fourier coefficients using WB.

Let \( (\theta_n) \) be a quasiperiodic trajectory on \([0,1)\). Each Fourier coefficient of a function \( g : \mathbb{C} \to \mathbb{C} \) can be written \( b_k := \int_0^1 g(e^{i2\pi \theta}) \sigma_{-k}(\theta) d\theta \). We compute \( \hat{b}_k := \text{WB}_{N}(g(e^{i2\pi \theta}) \sigma_{-k}(\theta)) \) to approximate \( b_k \); substituting \( \sum_j b_j \sigma_j \) for \( g(e^{i2\pi \theta}) \) gives,

\[
\hat{b}_k = \sum_j b_j \text{WB}_{N}(\sigma_{j-k}) = \sum_j b_{j+k} \text{WB}_{N}(\sigma_j).
\]

The trajectory average of \( \sigma_j \) is 0 except for \( j = 0 \). When \( |\text{WB}_{N}(\sigma_j)| < \varepsilon \), the error in estimate is

\[
|\hat{b}_k - b_k| = \left| \sum_{j \neq 0} b_{j+k} \text{WB}_{N}(\sigma_j) \right| \approx \varepsilon.
\]
5. Summary

We have investigated quasiperiodic orbits in one-dimensional and two-dimensional complex dynamical systems. The usefulness of the weighted average and the many possibilities for rotation vectors in a high dimensional quasiperiodic orbit are especially exemplified.
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