Certification of Gaussian Boson Sampling via graphs feature vectors and kernels
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Abstract

Gaussian Boson Sampling (GBS) is a non-universal model for quantum computing inspired by the original formulation of the Boson Sampling (BS) problem. Nowadays, it represents a paradigmatic quantum platform to reach the quantum advantage regime in a specific computational model. Indeed, thanks to the implementation in photonics-based processors, the latest GBS experiments have reached a level of complexity where the quantum apparatus has solved the task faster than currently up-to-date classical strategies. In addition, recent studies have identified possible applications beyond the inherent sampling task. In particular, a direct connection between photon counting of a genuine GBS device and the number of perfect matchings in a graph has been established. In this work, we propose to exploit such a connection to benchmark GBS experiments. We interpret the properties of the feature vectors of the graph encoded in the device as a signature of correct sampling from the true input state. Within this framework, two approaches are presented. The first method exploits the distributions of graph feature vectors and classification via neural networks. The second approach investigates the distributions of graph kernels. Our results provide a novel approach to the actual need for tailored algorithms to benchmark large-scale Gaussian Boson Samplers.

1. Introduction

Quantum processors and quantum algorithms promise substantial advantages in computational tasks [1]. Recent experiments have shown significant improvements toward the realization of large scale quantum devices operating in the regime in which classical computers cannot reproduce the output of the calculation [1–6].

An intriguing computational problem concerning quantum photonic processors is Boson Sampling (BS) and, more recently, its variant Gaussian Boson Sampling (GBS). The BS paradigm corresponds to sampling from the output distribution of a Fock state with $n$ indistinguishable photons after the evolution through a linear optical $m$-port interferometer [7, 8]. This problem turns out to be intractable for a classical computer, while a dedicated quantum device can tackle such a task toward unequivocal demonstration of quantum computational advantage. The GBS variant replaces the quantum resource of the BS, i.e. the Fock state, with single-mode squeezed vacuum states (SMSV). This change to the original problem enhances the samples generation rate with respect to BS performed with probabilistic sources, and preserves the hardness of sampling from a quantum state [9–12].

The GBS problem has drawn attention for the practical chance to achieve the quantum advantage regime. After the small scale experiments [13–15], the latest GBS instances have just reached the condition where the quantum device has solved the task faster than current state-of-the-art classical strategies [4–6].

The interest in GBS also concerns applications for sampling for Gaussian states beyond the original
computational advantage. The probability of counting $n$-photon in the output ports of a GBS is proportional to the squared hafnians of an appropriately constructed matrix, that takes into account the unitary transformation $U$ representing the optical circuit and the covariance matrix of the input state. Computing Hafnians of a matrix is as hard as computing permanents that describe the amplitude of the BS output states. The hafnians have a precise interpretation in graph theory since their calculation corresponds to counting the perfect matchings in a graph. The adjacency matrix of a graph can be encoded in a GBS, and then the collected samples are informative about the graph properties. Recently, GBS-based algorithms for solving well-known problems in graph theory have been formulated [16–18] and tested in a first proof-of-principle experiment of the GBS within a reconfigurable photonic nano-chip [19].

These results on the BS framework are thus bringing back photonic platforms as a promising approach to implement quantum algorithms. In parallel, this development is currently accompanied by research efforts aimed at identifying suitable and efficient strategies for system certification. This is indeed a crucial requirement, both for benchmarking quantum devices reaching the quantum advantage regime, as well as validating the operation of such systems whenever they are employed to solve specific computations. While several methodologies have been developed and reported, certification of quantum processors is still an open problem. In the case of BS and GBS, direct calculation or sampling from the output distribution cannot be performed efficiently by classical means, and are thus not viable for large-scale implementations with many photons and ports of the optical circuit [20–25]. Then, it is preferable to switch the problem toward a validation approach, i.e. to exclude that the samples could be reproduced by specifically chosen classical models. The validation tests first developed for the BS problem focus on ruling out the uniform sampler, the distinguishable particle sampler and the mean-field sampler hypotheses [26–35]. Recent efforts have been also dedicated to addressing partial photon distinguishability [36, 37], which is a crucial requirement that can spoil the complexity of the computation [38, 39]. This validation approach, originally conceived for the BS problem and based on defining suitable alternative hypotheses, has been subsequently extended to the GBS variant (see figure 1). In various experiments, the samples from GBSs have been validated against alternative classically-simulable hypotheses, such as the thermal, coherent and distinguishable SMSV states [4, 5, 13, 14]. These GBS validation examples include variations of Bayesian approaches [4, 5] or algorithms based on the statistical properties of two-point correlation functions [32, 33] that can be used also for GBS to exclude thermal and distinguishable SMSV samplers [40]. In [5] a more refined analysis showed the possibility to assess the presence of long-range quantum correlation that cannot be reproduced by the recently proposed sampling algorithms based on low-order interference approximations [41] or low-order marginal probabilities [7, 37, 42, 43]. In this context, an alternative strategy that exploits the phase-space representation of the electromagnetic field for the simulation of the marginal and grouped probabilities has been proposed in [44, 45]. In parallel, studies regarding the classical simulability of BS and GBS in terms of photon losses have also been carried out [46–50].

Besides these examples of GBS validations, there is a lack of tailored algorithms for GBS that could be efficient in the regime of quantum advantage. In this work, we propose a validation protocol based on the deep connection between GBS and graph theory. We consider the features of the graph extracted from the GBS samples as a signature of the correct sampling from indistinguishable SMSV states. Within this framework, we present two approaches. The first method considers the space spanned by the feature vectors extracted from photon counting samples obtained from different Gaussian states. Then, a classifier, such as a neural network, can be trained to identify an optimal hyper-surface to distinguish a true GBS and the mock-up hypotheses in this space. The second method investigates the properties of the kernel generated by the feature vectors of each class of Gaussian state. Both approaches exploit macroscopic quantities that can be retrieved in a reasonable time from the measured GBS samples.

This work is organized as follows. First, we review the concept of sampling from Gaussian state of light and the relationship with counting graph perfect matchings. Then, we present the validation methods based on the properties of graph feature vectors and kernels. We conclude by providing insights on the effectiveness of the proposed approach to discriminate genuine GBS from different alternative hypotheses.

2. Gaussian Boson Sampling and its connection with graphs

Background. Here we briefly review the general theory of the probability to obtain $n$-photon configurations from a set of indistinguishable Gaussian input states $\rho_i$ such that $\rho_0 = \bigotimes_{i=1}^{m} \rho_i$, and distributed in $m$ optical modes, after the evolution in a multi-port interferometer. Given the $2m \times 2m$ covariance matrix $\sigma$ that identifies the Gaussian state, and the output configuration $\bar{n} = (n_1, n_2, \ldots, n_m)$, where $n_i$ is the number of
Figure 1. GBS validation. In the GBS paradigm \(n\)-photon configurations are sampled at the outputs of an optical circuit with \(m\) ports. The aim of a validation algorithm is to exclude that the obtained samples could have been generated by classically-simulable models. Previous experiments mainly focused in techniques capable to rule out the uniform sampler, the thermal, coherent and distinguishable SMSV states hypotheses.

Figure 2. GBS and graph perfect matching. (a) Structure of the \(2m \times 2m\) sampling matrix for \(m\) independent Gaussian states injected in a \(m\)-port interferometer. (b) The hafnian as the operation to count the perfect matchings, highlighted in red, in a simple undirected sub-graph \(A\) with \(n = 4\) nodes. (c) The permanent as the same operation for a bipartite graph. (d) The adjacency matrix of undirected graphs, even in the bipartite case, can be encoded in GBS devices.

photon counts detected in the output port \(i\) such that \(\sum_{j=1}^{m} n_j = n\), we have

\[
\Pr(\vec{n}) = |\sigma_Q|^n \frac{1}{2} \text{Haf}(A_{\vec{n}}) \prod n_i!,
\]

The quantity \(\sigma_Q\) is \(\sigma + \frac{1}{2} I_{2m}\) where \(I_{2m}\) is the \(2m \times 2m\) identity operator; \(A_{\vec{n}}\) is a sub-matrix of the overall matrix \(A\) that contains the information about the optical circuit represented by the transformation \(U\) and the covariance of the input state, while \(\text{Haf}\) stands for the hafnian of the matrix. More precisely, \(A_{\vec{n}}\) is the \(2n \times 2n\) sub-matrix obtained by taking \(n_i\) times the \(i\)th row and the \(i + m\)-th column of \(A\) [11, 51]. The hafnian of \(A_{\vec{n}}\) corresponds to the summation over the possible perfect matching permutations, i.e., the ways to partition the index set \(\{1, \ldots, 2n\}\) into \(n\) pairs such that each index appears only in one pair (see also [52]). The hafnian is in the \#P-complete complexity class, and is a generalization of the permanent of a matrix \(M\) according to the following expression:

\[
\text{Per}(M) = \text{Haf}\left( \begin{array}{cc} 0 & M \\ M^t & 0 \end{array} \right).
\]

The above description has been used to define a classically-hard sampling algorithm, using indistinguishable SMSV states with photon-counting measurements [10, 11, 51]. More specifically, in figure 2(a) we report the structure of the sampling matrix \(A\) for an input state \(\rho\) that has zero displacement. In the language of quantum optics the displacement is the operation that generates a coherent state from the vacuum. Then, the blocks \(B\) and \(C\) highlighted in the figure 2(a) correspond to the contribution of squeezed and thermal light respectively in the input state. Pure, indistinguishable, SMSV states display a \(C = 0\) and \(B = U \text{diag}(\tanh s_1, \ldots, \tanh s_m) U^t\), where \(s_i\) are the squeezing parameters of each \(\rho_i\) [51]. According to this representation the expression in equation (1) becomes

\[
\Pr(\vec{n})_{\text{SMSV}} = |\sigma_Q|^n \frac{1}{2} |\text{Haf}(B_{\vec{n}})|^2 \prod n_i!
\]

where \(B_{\vec{n}}\) is the submatrix of \(B\) obtained from the string \(\vec{n}\) as described at the beginning of the section.
Connection to graph theory. Recently, several works have identified a connection between the GBS apparatus and graph theory [16, 18, 53]. These studies take advantage of such a relationship to formulate GBS-based algorithms in the context of graph-similarity and graph kernels. The algorithms exploit the fact that the vectors extracted from GBS samples can be considered a feature space for a graph encoded inside the apparatus. In particular, they are strictly correlated to a class of classical graph kernels that count the number of \( n \)-matchings, i.e., the perfect matchings of the sub-graph with \( n \) links in the original graph encoded inside the GBS. Given \( A \) the adjacency matrix of the graph, the number of perfect matchings is proportional to the hafnian of the matrix, thus corresponding to the output probabilities in equations (1) and (3).

Indeed, any symmetric matrix, such as the graph adjacency matrices, can be decomposed accordingly to the Takagi–Autonne factorization as \( A = U \text{diag}(c\lambda_1, \ldots, c\lambda_m)U^\dagger \), where \( \lambda_i \) are real parameters in the range \([0, 1]\), \( c \) is a scaling factor and \( U \) is a unitary matrix. This decomposition matches with the expression of the sampling matrix \( B \) of SMSV states when \( \lambda_i = \tanh s_i \). Also squeezed states with very small displacement have a \( n \)-photon probability distribution that can be expressed through loop-hafnians.

For example, displaced squeezed states have been investigated in the context of graph similarity, where a small amount of displacement has been employed as a hyper-parameter to enhance the graphs’ classification accuracy [17].

Regarding the sub-matrix selected by the sampling process, the configuration \( \vec{n} \) identifies the elements of the sub-matrix \( A_{\vec{n}} \) that represent an induced sub-graph (see figure 2(b)). The nodes of the original graph \( A \) corresponding to detectors with zero counting are deleted, together with any edges connecting these nodes to the others. If some elements \( n_i \) of \( \vec{n} \) are larger than one, i.e. these detectors count more than one photon, \( A_{\vec{n}} \) describes what we call an extended induced sub-graph in which the corresponding nodes and all their connections are duplicated \( n_i \) times.

It is worth noting that also the permanent has a precise meaning in the context of graphs. Indeed, the matrix on the right-hand side of equation (2) corresponds to the adjacency matrix of a bipartite graph. In other words, the permanent calculation provides the number of perfect matchings for this class of graphs (see figure 2(c)). One may ask whether other sampling processes regulated by permanent calculations, such as the BS and the thermal samplers (see appendix A), could have a relationship with bipartite graphs. The BS output distribution is defined by the permanent of the sub-matrix from the unitary transformation \( U \) representing the circuit. It is clear that not all graphs can be represented by a unitary adjacency matrix. Furthermore, in the BS paradigm, the sub-matrix selected by the sampling process depends also on the input state. This implies that the resulting sub-graph could not have the same symmetries and properties as the original encoded in the \( U \) matrix. The latter issue can be overcome by using thermal light, where only the output configuration \( \vec{n} \) determines the sub-matrix. However, also for thermal light, the sampling matrix \( C \) does not in general represent an adjacency matrix, thus preventing the possibility of encoding any bipartite graphs. In conclusion, GBS devices with squeezed states are the only ones that have a direct connection with graphs (see figure 2(d)).

3. Feature vector-based validation algorithm

In the following, we illustrate two validation algorithms tailored for GBS. The idea behind our protocols is to exploit the connection between the samples of a genuine GBS and the graph properties encoded in the device.

According to equation (3) the most likely outcomes from GBS are those with the highest hafnians, i.e. the output configurations that identify the sub-graph \( A_{\vec{n}} \) with the largest number of perfect matchings. However, we remind that the calculation of a single hafnian is a \#P-complete problem as the counting of the perfect matchings in a graph. Furthermore, estimation of the output probabilities from the quantum devices becomes unfeasible for large system sizes, and thus any protocol should not rely on this ingredient. Then, it is necessary for a successful validation algorithm to exploit quantities that do not depend on the evaluation of the probability of a single \( \vec{n} \), which would require exponential time for its estimation.

**Feature vectors.** It is possible to extract properties from a graph summarized in the so called feature \( f \). In the GBS-based algorithms the features of the graph are extracted from a coarse-graining of the output configuration states. For instance, the probability to detect configurations \( \vec{n} \) with \( n_i = \{0, 1\} \) is linked to the number of perfect matchings of the sub-graphs \( A_{\vec{n}} \) of \( A \) which do not have repetition of nodes and edges. Accordingly, the probability of the set of \( \{\vec{n}\} \) with two photons in the same output will be connected to the perfect matching in sub-graphs with one repetition of a pair of nodes and edges. The collections of output configurations that identify a family of sub-graphs with a certain number of nodes and edges repetitions are called orbits [17]. Given \( n \) the total number of post-selected photons in the output, the orbit \( O_\vec{n} \) is defined as the set of the possible index permutations of \( \vec{n} \). Then, the graph feature vector components

\[ f_{\vec{n}} = \text{Tr}(A_{\vec{n}}U^\dagger) \]
The orbit probabilities can be estimated with sufficient accuracy directly from a finite sample of photon counting measurements (see reference [17] and appendix C). This method can be applied in GBS experiments. In numerical simulation, direct sampling of photon counting is a viable approach for deriving orbit probabilities of Gaussian states that can be sampled classically, such as distinguishable SMVS states, thermal and coherent states (see appendix A). These states reproduce the scenarios that could occur in the experimental realizations of GBS devices. For example, photon losses turn squeezed light into thermal radiation, while mode-mismatch, such as spectral and temporal distinguishability, breaks the symmetry of boson statistics. Exact estimation of the orbits for indistinguishable SMVS states can be performed by directly calculating all the hafnians, thus requiring evaluation of a large number of complex quantities. A different approach can be employed, based on approximating the orbits probability by a Monte Carlo simulation [55, 56]. The outputs \( \vec{n} \) within an orbit are selected uniformly at random and their exact probabilities are calculated. Then, the probability of the whole orbit after \( N \) extractions can be approximated by \( \Pr(O_\vec{n}) \approx \frac{1}{N} \sum_{i=1}^{N} \Pr(\vec{n}) \), where \( |O_\vec{n}| \) is the number of elements in the orbit. The adopted strategies reproduce the experimental conditions in which the orbits probabilities are estimated on a finite number \( N \) of samples. The code for generating GBS data included routines from Strawberry Fields [55] and The Walrus [57] Python libraries.

Validation by classification. As a first method for validation, we propose the classification of these different samplers in the space spanned by the three feature vector components identified by the orbits \([1,1,\ldots,1,0,0]\), \([2,1,\ldots,1,0,0]\) and \([2,2,1,\ldots,1,0,0]\). In figure 3 we give an insight of our intuition by reporting an example of the distribution of feature vectors for different graphs and sampler types. The colors underline distribution centered in 100 optical random circuits with \( N \) = 400 modes and \( m \) = 400 modes and \( m \) = 400 modes for producing a photon-number distribution centered in \( n \ll m \). In this condition we are in the dilute regime where the orbits with low number of photons in the same output have the highest probability to occur. It is worth noting that in this estimation it is necessary to take into account the occurrence of the orbits in the whole space of GBS, i.e. the Hilbert space associated to all possible \( n \)-photon states that can be generated by the squeezers.

Experimentally, such a method requires the knowledge of the photon-number distribution of the sources. Such requirement is not demanding since the characterization of the Gaussian sources is a standard preliminary procedure in GBS experiments [4, 5, 13, 14, 19]. Alternatively, the orbits probability can be estimated by post-selecting samples with different total number \( n \) and dividing the occurrence of photon counting belonging to the orbit with a given \( n \) by the total number of samples. The data of the classical models were retrieved with such an approach while the GBS orbits were calculated via the Monte Carlo approximation. These simulations show that three orbits are informative to discriminate among different Gaussian samplers until the photon-number distribution is centered in the dilute regime. In particular, they allow to discriminate the effect of noise in real experiments such as photon losses that turn the system toward the thermal samplers, and photon distinguishability which undermines the presence of genuine quantum interference. In these regards, it is worth noting that the thermal light curve lies in the same plane of the GBS data but with somewhat a smaller radius. The reason is that thermal radiation displays a non-zero probability to generate an odd number of photons, which is somehow the effect of losses on squeezed vacuum radiation. The distinguishability moves the two curves toward another plane that exhibits higher values of the probability of the orbit \([1,1,\ldots,1]\). The physical intuition behind this behavior is that
Figure 3. Orbits probabilities distribution. In blue we report the feature vectors for 100 genuine GBS devices with \( m = 400 \). The squeezers parameters in each GBS were tuned to obtain a photon number distribution centered around \( n \sim 16 \ll m \). Each cloud corresponds to the post-selection of different number of photons \( n \) in the outputs. This is equivalent to look at the features of \( n \)-node sub-graphs. In yellow we report the thermal sampler case, in pink the distinguishable sampler, in red the distinguishable thermal sampler and in green the coherent light one. GBS data were generated numerically via Monte Carlo approximation of the orbits probabilities. The maximum size achieved for the simulation corresponds to \( n = 22 \) for computation time reasons. The data of the other models were extracted from direct sampling of the photon counting. Thermal, coherent and distinguishable thermal samplers display also a non-zero probability to generate odd number of photons.

distinguishable particles do not interfere and, consequently, they have a lower probability of bunching.

Further details are provided in appendix D.

To prove the effectiveness of feature vectors to validate a genuine GBS device of any size, we train a classifier such as feed-forward neural network with the data reported in figure 4. Experimental details are provided in appendix E. Here the samples correspond to different experiment layouts with number of modes \( m = n^2 \), and the number of post-selected photons varying in \( n \in \{4, 6, \ldots, 22\} \). The size of the collected samples was \( \sim 10^5 \) for the classical Gaussian states that generate a fraction of \( \sim 10^3 - 10^4 \) output configurations in the orbits under investigation. Such a size of the photon counting allows for a good estimation of the feature vectors at any dimension of the GBS device (see also appendix C). For the GBS data, we performed \( \sim 10^4 \) Monte Carlo extractions for the orbits probability estimation. The classifier reaches high level of accuracy, greater than 99%. We performed a further study reported in figure 4(b) to check the ability of the network to generalize to GBSs sizes not included in the training stage. Such ability can be exploited in the validation task when trusted GBS samples are not available for that dimension. To this aim we have trained the network with the data of figure 4(a) up to \( n = 12, 14, 16 \), and subsequently computed the classification accuracy for the data with \( n = 18, 20, 22 \). The latter has been estimated on 100 set of GBS for each \( n \) and on 10 independent training. We note that the network generalisation ability works very well as long as the difference between the size of the GBSs samples in the training set and the size of the new data is not too large.

Validation via graph kernels. Other interesting quantities linked to feature vectors are the graph kernels, which can be employed to define a second method for validation. Here we study the linear kernels defined as the scalar product between pairs of feature vectors \( k = \langle \mathbf{f} | \mathbf{g} \rangle \). This method is less demanding in terms of number of measurements since it works even in the case where only samples from a given number \( n \) of photons are post-selected at the output. In figure 5(a) we report the distributions of kernels for feature vectors normalized to the three-dimensional orbits space for a given number \( n \) of post-selected photons, i.e. \( \bar{f}_n = \frac{f_n}{\sum_{n} f_n} \). We note that kernels from distinguishable SMVS and distinguishable thermal states (figure 5(a)) display the same Gaussian distribution of the indistinguishable case, but they are centered at different kernel values for any \( n \). Indeed, each histogram in the figure corresponds to the data of figure 3 for the 100 sub-graph identified by \( n = 14 \) and \( n = 16 \). The coherent light data display the same average but show a larger variance. These differences highlighted in figure 5(a) can be exploited to discriminate the coherent and distinguishable particles hypotheses. To do this, we only require for the optical circuit to be reconfigurable, and perform enough experiments to retrieve the kernel distributions. Note that the number of kernels scales exponentially with the number of experiments, i.e. the number of sampled different graphs. More precisely, the number of kernels after \( N \) experiments is \( \binom{N}{2} \). Thus, the kernels average and variance
Figure 4. Orbits probabilities for different sizes of the GBS. (a) Orbits probabilities $[1,\ldots,1],[2,1,\ldots,1],[2,2,\ldots,1]$ for different samplers with $n$-photon $\in [4,6,\ldots,22]$ and $m=n^2$ optical modes. In the blue-scale samples from a genuine GBS device, in yellow data from indistinguishable thermal states, in green the coherent states, in pink the distinguishable SMVS states and in red the distinguishable thermal light. For each $n$ and class of states we sampled 100 sets of $U$ and $\{s_i\}$. Two orbits are not enough to discriminate the data, while in the space spanned by three orbits the various hypotheses are very well separated. (b) Results of the classification accuracy of genuine GBS data by means of a neural network classifier. The network trained with trusted GBS data of smaller sizes indicated along the $x$ axis is able to correctly classify larger GBS devices.

Figure 5. Graph kernels distributions. (a) Kernels distributions for the graphs encoded in GBSs with $m=400$ and photon-number distribution centered around $n=16$. The feature vectors have been normalized to a given $n$ and to the space of the three orbits. We report the distributions for the GBS in blue, coherent light sources in green, distinguishable SMVS in pink and distinguishable thermal states in red. The four histograms display different features for any $n$. (b) and (c) Kernels mean and standard deviation for the case $n=16$ and for increasing values of measured graphs. We observe that a small amount of experiments is enough to discriminate genuine GBS kernels. The uncertainties reported in the plots correspond to 3 standard deviations.

can be retrieved in a reasonable number of measurements as investigated in figures 5(b) and (c). The distributions of kernels from thermal samplers (not shown in the figure) are centered at the same values of genuine GBS with the same Gaussian distribution. Thus, the discrimination of data from thermal indistinguishable emitters still requires the measurement of different $n$ number of photons in the outputs. This is not surprising if we consider the distribution of the feature vectors in figure 3. They display the same dispersion of the GBS data and, since we are now considering only the space of configurations with a given number of photons, the clouds collapse on each other.

4. Discussion

In this work, we have presented a new approach to GBS validation that exploits the intrinsic connection between photon counting from specific classes of Gaussian states of light and counting of perfect matchings in undirected graphs. Despite GBS-based algorithms in graph theory still need further studies to clarify their actual effectiveness and advantage with respect to the classical counterparts, the tools introduced in this context turn out to be informative in the framework of GBS experiments verification. We have seen how the feature vectors together with the graph kernels extracted from photon counting indicate the quantum nature of the sampling process. In fact, these quantities are very sensitive to imperfections that could occur in actual experiments, such as photon losses and distinguishability [17]. These two effects drive the device to act more similarly to thermal and distinguishable particles samplers that can be simulated efficiently by classical means.

The methods based on graph feature vectors and kernel distributions require a reasonable number of samples due to the coarse-graining of the output space of GBSs. The method based on graph kernels requires fewer experiments with different graphs, in turn requiring the capability to tune the optical circuit.
U and the squeezing parameters \( s_i \). Nowadays, recent experimental results on integrated reconfigurable circuits [19, 58, 59] and in time-bin encoding [6] enable large tunability and dimension of the matrix \( U \). In addition, squeezing parameters can be tuned by changing the power of the pump laser that generates squeezed light from nonlinear crystals, and by tuning the relative squeezing parameters phases as recently demonstrated in [5].

Further improvements to the approach adopted in this work can be foreseen. For instance, these include exploiting a more extensive orbit set or larger coarse-graining. These modifications could help in the validation of larger-scale instances of GBS. For example, it is possible to observe from figures 3 and 4 that the orbits probabilities tend to zero with larger size due to the increasing dimension of the GBS Hilbert space. A future perspective of such investigation may be the extension in the regime that exploits threshold detectors. This configuration has been adopted to prove quantum advantage, but its connection with graph feature vectors has not been investigated yet.
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Appendix A. Sampling from Gaussian states

Thermal and coherent light. Not all Gaussian states display the same sampling complexity of indistinguishable squeezed states. For example, in the case of \( m \) indistinguishable thermal light emitters, we have that the sampling matrix \( A \) in figure 2(a) has \( B = 0 \) and \( C \neq 0 \). Then, according to the relationship in (2) the probability to detect \( \vec{n} \) is

\[
\Pr (\vec{n})_{Th} = \frac{\text{Per}(C\rho)}{\prod_i n_i! \prod_{i,j} (1 + \langle n_i \rangle)}, \tag{A1}
\]

where \( \langle n_i \rangle \) is the mean photon number associated to each thermal source \( \rho_t \) in the input and \( C_\rho \) the sub-matrix of \( C \). The matrix \( C \) can be decomposed as \( C = U \text{diag}(\tau_1, \ldots, \tau_m) U^\dagger \) with \( \tau_i = (n_i)/(1 + \langle n_i \rangle) \) and is a positive semi-definite matrix. In this special case, the permanent can be approximated with classical resources [60]. Furthermore, sampling from a thermal state is a problem in the class \( \text{BPPNP} \) [10], that includes problems easier requiring lower time resources than those belonging to the \#P-complete one. In fact, a way to sample from a thermal state is through the P-representation of the electromagnetic field [61, 62], i.e. the expression of the state as superpositions or mixtures of coherent states \( |\alpha_i \rangle \). For classical states of light, such as thermal states, the P-function is a probability distribution, more precisely it is

\[
\text{Pr}_{Th}(\alpha_i) = \frac{1}{\pi\langle n_i \rangle} e^{-\langle n_i \rangle} \langle n_i \rangle^{|\alpha_i|^2}. \tag{A2}
\]

Then, sampling a string \( \vec{n} \) can be simulated by extracting a set of \( \alpha_i \) from \( \text{Pr}_{Th}(\alpha_i) \) and considering the evolution of a coherent state in a linear optics interferometer. The latter transformation maps the state \( \alpha_i \) in another coherent state \( \beta_j \) according to \( \beta_j = \sum_{i=1}^{m} U_{ij} \alpha_i \). The probability to detect the configuration \( \vec{n} \) in the output, given a set of coherent states in the input, is given by:

\[
\Pr (\vec{n})_{Coh} = \prod_{i=1}^{m} \frac{e^{-|\beta_j|^2} |\beta_j|^{2n_j}}{n_j!}. \tag{A2}
\]

Such expression is the product of \( m \) Poissonian distributions and it can be sampled in polynomial time [10]. Furthermore, equation (A2) can be directly employed to perform classical sampling with coherent state inputs.

Distinguishable emitters of thermal and squeezed light. The last possible scenario corresponds to sampling from a set of distinguishable Gaussian states. The evolution can be simulated by independently
sampling photons from the photon-number distribution of each Gaussian source, and by considering the single-photon distribution after the interferometer. The distinguishability among photons generated from different sources permits to sample each input mode independently, without the complexity introduced by quantum interference. This is the case of distinguishable SMSV states, and is analogous to the scenario for distinguishable thermal light emitters. Hence, efficient simulation of distinguishable Gaussian states can be performed classically, thus not requiring a quantum processor.

Appendix B. Graphs employed in the numerical simulations

One of the main novelties in the GBS paradigm is the possibility to encode any symmetric matrix in the sampling process. This feature permits to identify relations between photon counting and the graph represented by its symmetric adjacency matrix. In the simulations presented in this work we consider the graphs resulting from $A = U \text{diag}(c \tanh s_1, \ldots, c \tanh s_m)U^\dagger$, where the unitary matrix $U$ of the optical circuit and the squeezing parameters $\{s_i\}$ were set as follows. The circuits $U$ were randomly generated from the Haar distribution of unitary matrices. This choice guarantees on one hand to reproduce the most general conditions, and, on the other, to exclude the existence of any symmetry inside the sampling matrix that could undermine the complexity of the problem. For what concerns the squeezing parameters, we set their values to obtain a photon number distribution centered around a given $n$. The expression of such a distribution is analyzed in details in [51]. Naively, the squeezer values can be re-scaled by looking at the expression of their mean number of emitted photons $\langle n_i \rangle = \sinh^2 s_i$. Such a tuning of the $\lambda_i = \tanh s_i$ by a global factor $c$ does not modify the adjacency matrix of the sampling process. In fact, the Takagi–Autonne factorization individuates the set of $\lambda_i$ up to a multiplicative constant.

The parameter settings of the classical-simulable Gaussian states were chosen to reproduce distributions as close as possible to the genuine GBS ones. To this end, we consider the evolution through the same circuit $U$. In addition, the Gaussian sources were set to emit the same average number of photons of the squeezed sources. This implies setting $\langle n_i \rangle = \sinh^2 s_i$.

Note that the methods proposed in this work are effective with any choice of the adjacency matrix. In figure 6 we report the distribution of two-component feature vectors extracted from the orbits $[1, \ldots, 1]$ and $[2, 1, \ldots, 1]$ for MUTAG graphs [63] encoded in a GBS of 28 optical modes. Each graph in this package represents a chemical compound in which the vertexes are atoms and edges covalent bounds. The squeezer parameters have been re-scaled to maximise the probability of photon emission around $n = 4$ so that the condition $m \gg n^2$ is satisfied. Such a rescaling is always allowed by the Takagi–Autonne decomposition. We employ the same set of squeezers in GBSs with Haar-random extracted matrices. It is evident that the method discerns genuine GBS samples from the other light-sources in both cases. The main difference are the shapes and properties of the feature vectors distribution for MUTAG and Haar graphs. As expected, the feature vectors capture the properties and inner structure of the graphs under investigation.
Figure 7. Samples size. (a) Scaling of the relative standard deviation $\tilde{\sigma}$, i.e. the standard deviation divided by the mean value of the features for Haar-graphs, averaged over the three orbits. On the x-axis the number of detected photons $n$ in a interferometer with $m = n^2$ ports. The relative dispersion of the graphs features are independent from the GBS size in large dimensions. (b) Fraction of the Hilbert space covered by the three orbits employed in the main text.

Appendix C. Samples size for features vector estimation

A crucial issue for the effectiveness of the validation methods regards the number of samples needed for a good estimate of the graph features and its scaling with the size of the GBS. An answer is given by the theorem exploited for graph-similarity via GBS feature vectors in reference [17]. This theorem states that the number of samples $S$ necessary to approximate a distribution of $D$ possible outcomes with a probability at most $\delta$ to estimate such a distribution with an error equal or greater than $\varepsilon$, i.e. $|P_D - P_{\mathbf{e}}| \geq \varepsilon$ is

$$S = \frac{2[(\ln 2)D + \ln \frac{1}{\delta}]}{\varepsilon^2},$$

where $P_D$ and $P_{\mathbf{e}}$ are the theoretical and estimated distribution respectively, and $| \cdot |_1$ is the $L_1$-norm. Let us analyse such a formula in the feature vectors calculation for a given number $n$ of detected photons. The parameter $\delta$ is somehow a confidence threshold that we require for the estimation. For example, a choice of $\delta = 0.05$ implies that the resulting number of samples is such that the errors will be less than $\varepsilon$ with a confidence of $1 - \delta$. The $\varepsilon$ parameter can be derived by looking at the dispersion of the feature vectors distribution for a given graph family. A very reasonable assumption is to require that the approximation error of the orbit probability is within the typical dispersion of the Haar graphs. In figure 4(a) of the main text, there are evidences that such a dispersion tends to be constant for large values of $n$. In figure 7(a) we highlight much better this property. The figure shows the trends of the average relative standard deviation of the three orbits for the Haar graphs by increasing the number of detected photons $n$ and optical modes $m = n^2$. Then, a reasonable value for the relative errors for GBS features vectors distribution is $\varepsilon = 0.03$, that is the asymptotic value reported in the figure. The last issue regards the scaling of $D$ the number of features, i.e. the number of orbits for a given $n$, which is the only term that grows exponentially with the number of detected photons. Notwithstanding, even this parameter can be kept constant if some considerations are made. The orbits $[1, \ldots, 1], [2, 1, \ldots, 1], [2, 2, 1, \ldots, 1]$ contain most of the possible output configurations of the Hilbert space associated to GBS as long as $m \gg n$. For example, they always asymptotically cover a fraction of the space $\sim 92.5\%$ for $m = n^2$ and $\sim 98\%$ for $m = 2n^2$ (see figure 7(b)). Furthermore, the photon number distribution can be centred around $n$ by tuning the squeezing parameters as we have illustrated in the main text. This means that the number of relevant features is always less than the total number $D$. In our case, it is reasonable to consider $D \sim 3$ for any size of the GBS if the condition $m \gg n$ is satisfied.

Following the above discussion, the corresponding sample size with $\delta = 0.05$, $\varepsilon = 0.03$ and $D = 3$ is $S \sim 9250$, and it is independent from $n$. The feature vectors of classical light source in the main text have been extracted from samples with an amount of $\sim 10^4$ events in the orbits of the given $n$, that is in accordance with the estimate of $S$. This choice has allowed to discriminate the features of the GBS and classical models at any dimension. Additionally, a constant number of $S \sim 10^4$ samples with $n$ photons, can be generated by an actual GBS device, given that the necessary value of $S$ does not scale with the system size.
Figure 8. Partial photon distinguishability. (a) Orbits probability for a GBS with 8 modes, 8 squeezer and 4 post-selected photons. Each color represents a different level of indistinguishability $\eta = \{1, 0.85, 0.65, 0\}$. The 95% confidence ellipses are reported for each value of $\eta$. (b) Kernels distribution for each $\eta$. The partial distinguishability modifies both the mean and variance of the distribution for GBSs with such a size.

Appendix D. Effects of noise in real experiments

The main sources of noise that undermine the complexity of sampling from quantum states of light are photon losses and photon partial distinguishability.

Photon losses modify the photon number statistics while the interference among photons is preserved until the photons emitters are perfectly indistinguishable. More precisely, losses turn squeezed light toward thermal radiation (see references [46, 47, 49, 50, 64]). For input thermal states, despite the presence of interference the different photon number statistics allows to build efficient classical samplers. The effects of losses on the feature vectors can be observed in figure 3 of the main text. Since losses increase the probability to detect odd number of photons, then the radius of the blue curve will become smaller and smaller toward the curve of the thermal light.

Photon distinguishability among the squeezers does not affect the photon number distribution, but it undermines the multi-particle interference in the sampling process. This effect is also responsible for a change in the relative probability of photon-bunching, namely the probability to detect more than one photon in the same port. In figure 3 we observe that distinguishable samplers curves lie on another plane with respect to indistinguishable squeezer, coherent and thermal light emitters. Then, the lack of interference results in a changing of the plane in the three orbits space.

To directly assess our validation method in the presence of partial photon distinguishability, in the following, we provide a numerical simulation regarding the transition from genuine GBS to the distinguishable SMSV sampler by varying the level of distinguishability among the photons. We employ the approach first introduced in references [27, 38] for BS, and subsequently extended for arbitrary input in reference [37]. In particular, we define the indistinguishability among photons through the overlap $\eta_{ij} = |\langle \psi_i | \psi_j \rangle|^2$ between pairs of SMSV modes at the input. In these simulations, we consider the scenario where all pairs of sources present the same pairwise overlap $\eta$. The simulation of partial distinguishability has been carried out for a small GBS device with 8 modes, 8 squeezer and 4 detected photons. This scenario is quite far from the conditions of the simulated data in the main text in which $m \gg n$. We expect that in this case the feature vectors made by the three orbits $[1, 1, 1], [2, 1, 1], [2, 2]$ and their kernels display slight differences in their distributions from the results of the main text. Despite such different
behaviours, these quantities are always informative to discern the presence of partial distinguishability, as shown in figure 8. We have evidence from the simulations carried out in the main text for high-dimensional GBS devices that the separation between feature vectors and kernels of genuine GBS and distinguishable samplers is larger than the separation in the data of figure 8. Then, we expect that these validation methods will be effective at capturing sources of noise such as residual distinguishability at any dimension of the device.

Appendix E. Neural network for data classification

In this section we describe the experimental settings for the validation task presented in the main text. The dataset is made of 100 feature vectors corresponding to samples of number of photons $n = n^2$ optical modes (see figure 4). The feature vectors are labelled by two classes, distinguishing three-dimensional features vectors extracted from genuine GBS samples, from the other samplers (see appendix A). To solve the validation task, we employ a multi-layer perceptron (MLP) binary classifier. The architecture is composed of two stacked linear layers with ReLU activations, and a batch normalization layer [65] to improve the gradient flow in the backward pass. A final linear layer with a sigmoid activation is added to output the corresponding class prediction. The overall model is trained with a binary cross entropy loss. The MLP converged after 20 epochs, reaching an accuracy score of 99% over the test set. The model is implemented using PyTorch [66] and the code was run on a computer with a GPU NVIDIA GeForce GTX 1060 with 3GB of RAM.

ORCID iDs

Taira Giordani  
https://orcid.org/0000-0001-7111-0272

Nicolò Spagnolo  
https://orcid.org/0000-0003-3471-2252

Fabio Sciarrino  
https://orcid.org/0000-0003-1715-245X

References

[1] Harrow A W and Montanaro A 2017 Quantum computational supremacy Nature 549 203
[2] Arute F et al 2019 Quantum supremacy using a programmable superconducting processor Nature 574 505
[3] Wu Y et al 2021 Strong quantum computational advantage using a superconducting quantum processor Phys. Rev. Lett. 127 180501
[4] Zhong H-S et al 2020 Quantum computational advantage using photons Science 370 1460
[5] Zhong H-S et al 2021 Phase-programmable Gaussian boson sampling using stimulated squeezed light Phys. Rev. Lett. 127 180502
[6] Madsen L S et al 2022 Quantum computational advantage with a programmable photonic processor Nature 606 75
[7] Aaronson S and Arkhipov A 2011 The computational complexity of linear optics Proc. 43rd Annual ACM Symp. on Theory of Computing (A. Press) pp 333–42
[8] Brod D J, Galvão E F, Crespi A, Osellame R, Spagnolo N and Sciarrino F 2019 Photonic implementation of boson sampling: a review Adv. Photon. 1 034001
[9] Lund A P, Laing A, Rahimi-Keshari S, Rudolph T, O’Brien J L and Ralph T C 2014 Boson sampling from a Gaussian state Phys. Rev. Lett. 113 100502
[10] Rahimi-Keshari S, Lund A P and Ralph T C 2015 What can quantum optics say about computational complexity theory? Phys. Rev. Lett. 114 060501
[11] Hamilton C S, Kruse R, Sansoni L, Barkhofen S, Silberhorn C and Jex I 2017 Gaussian boson sampling Phys. Rev. Lett. 119 170501
[12] Deshpande A et al 2022 Quantum computational advantage via high-dimensional Gaussian boson sampling Sci. Adv. 8 eabj7894
[13] Zhong H-S et al 2019 Experimental Gaussian boson sampling Sci. Bull. 64 511
[14] Paesani S et al 2019 Generation and sampling of quantum states of light in a silicon chip Nat. Phys. 15 925
[15] Thekkadath G S, Sempere-Llagostera S, Bell B A, Patel R B, Kim M S and Walmsley I A 2022 Experimental demonstration of Gaussian boson sampling with displacement
[16] Arrazola J M and Bromley T R 2018 Using Gaussian boson sampling to find dense subgraphs Phys. Rev. Lett. 121 030503
[17] Schulz M, Brädler K, Israel R, Su D and Gupt B 2020 Measuring the similarity of graphs with a Gaussian boson sampler Phys. Rev. A 101 032314
[18] Brädler K, Friedland S, Isaac J, Killoran N and Su D 2021 Graph isomorphism and Gaussian boson sampling Spec. Matrices 9 166
[19] Arrazola J M et al 2021 Quantum circuits with many photons on a programmable nanophotonic chip Nature 591 54
[20] Clifford P and Clifford R 2017 The classical complexity of boson sampling [arXiv:1706.01260 [cs.DS]]
[21] Neville A, Sparrow C, Clifford R, Johnston E, Birchall P M, Montanaro A and Laing A 2017 Classical boson sampling algorithms with superior performance to near-term experiments Nat. Phys. 13 1153
[22] Quesada N and Arrazola J M 2020 Exact simulation of Gaussian boson sampling in polynomial space and exponential time Phys. Rev. Res. 2 023005
[23] Quesada N, Chadwick R S, Bell B A, Arrazola J M, Vincent T, Qi H and Garcia-Patrón R 2022 Quadratic speed-up for simulating Gaussian boson sampling Phys. Quantum 3 010306
[24] Oh C, Lim Y, Fefferman B and Jiang L 2022 Classical simulation of boson sampling based on graph structure
[25] Bulmer J F F et al 2022 The boundary for quantum advantage in Gaussian boson sampling Sci. Adv. 8 eabq2236
[26] Aaronson S and Arkhipov A 2014 Bosonsampling is far from uniform Quantum Inf. Comput. 14 1383
