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We adapt behavioral models developed for predicting human behavior to the task of value estimation. While the traditional approach in the literature is to model non-strategic agents as uniform randomizers, thus treating their behavior as noise, we argue that a rich non-strategic model is better for value estimation. We introduce quantal-linear4, a rich non-strategic model component, and conduct online experiments that demonstrate that integrating strategic models with this non-strategic model improves both prediction of behavior and inference of values compared to more traditional best response models, with Nash equilibrium being the worst at both inference and prediction. We also propose a framework to augment the standard quantal response equilibrium (QRE) with a non-strategic component we call QRE+L0 and find an improvement in value estimation over a standard quantal response equilibrium.
1 INTRODUCTION

This paper contributes to the study of behavioral models for initial play and the study of the structural inference of preferences from behavior in games. The former has shown that rich, parameterized models of behavior, including non-strategic behavior, give better predictions than more classical equilibrium models. The latter uses strong equilibrium assumptions to estimate preferences from equilibrium behavior. We conduct experiments that show that preferences and behavioral models can be simultaneously inferred from initial play.

A main application of structural inference is in counterfactual estimation. After inferring preferences from behavioral data, counterfactual scenarios can be evaluated. Such evaluation can be used, for example, in mechanism design for optimizing over many mechanisms to find the one with the best equilibrium performance. A challenge for structural inference is that its predictions are only guaranteed to be accurate if the assumed model is correct. In contrast, randomized controlled trials – called A/B testing by technology firms – can directly evaluate a novel mechanism, but to optimize over many mechanisms the sample size that can be allocated to each mechanism is small. Chawla et al. [2016], for example, showed that methods from structural inference have an exponential improvement for sample complexity in mechanism design over randomized controlled trials. However, this improvement comes with the aforementioned reliance on the accuracy of a strong equilibrium model.

The literature in behavioral game theory considers models of behavior that relax the strong notion of equilibrium of classical game theory. Especially for initial play, i.e., for behavior of players who do not have prior experience playing a given game, classical notions of equilibrium are bad predictors of behavior while behavioral models, such as those in the quantal cognitive hierarchy (QCH) family, are good predictors [Camerer et al., 2004, McKelvey and Palfrey, 1995]. The QCH model combines quantal response (i.e., choosing actions with probability proportional to the exponentiated payoff of the action) with cognitive hierarchy (i.e., with levels of strategic thinking and agents at each level responding only to those at lower levels and with level-0 corresponding to non-strategic behavior). Recently, Wright and Leyton-Brown [2019] showed that rich level-0 models significantly improve accuracy of predicted behavior in QCH.

This paper develops behavioral models and conducts experiments within the context of initial play to measure the accuracy of these models in predicting behavior and inferring preferences. The experiments again highlight the importance of rich level-0 models in modeling behavior in initial play. The classical level-0 behavior is uniform randomization. Uniform randomization ignores payoffs and is thus unhelpful for inferring preferences. Our results on predicted behavior reinforce those of Wright and Leyton-Brown [2019], showing that rich models of level-0 behavior are better predictors. Moreover, and intuitively, these models take into account payoffs and, thus, the inferred level-0 behavior aids in the inference of preferences. In fact, we find that the level-0 model drives most of the gains in predictive behavior and inferring preferences, and the choice of strategic model is not as important.

Our experimental analysis introduces a new level-0 model which is derived from adding quantal response to the linear4 level-0 model from Wright and Leyton-Brown [2019]. The model that best predicts behavior and admits the most accurate inference of values is quantal cognitive hierarchy with this quantal linear4 level-0 model. We compared this model with the classical equilibrium and behavioral models without rich level-0 behavior of Nash equilibrium, quantal response equilibrium [McKelvey and Palfrey, 1995], and quantal cognitive hierarchy (with uniform level-0 behavior). We also considered quantal response equilibrium augmented with the a non-strategic model, including the aforementioned quantal-linear4 model. Our models outperform these classical models with Nash equilibrium being the worst at both inference and prediction.
Our experimental setup considered 3-by-3 bimatrix games with randomly generated payoffs. This family of games is commonly studied in the behavioral game theory literature [e.g., McKelvey and Palfrey, 1995, Noti, 2021]. We assumed payoffs were derived from the classical single-dimensional linear model of auction theory where payoffs are given linearly in a value for units of a good (i.e., allocations) and a payment [McFadden, 1981]. (Our games allow payments to be negative, i.e., some payoffs are given by some units of the good and a negative amount of money.) A key simplification of our game design is that the players in our experiments were only aware of the payoffs in the game and not of the decomposition of those payoffs into allocation and payments. Thus, we do not see in our data behavioral artifacts related to whether or not the players can do the utility calculations from allocations and payments. Moreover, with such a design we are free in our analysis to consider counterfactual inference questions with various decompositions of payoffs into allocations and payments.

2 RELATED WORK

The task of inferring preferences from observed data has generally been studied under the game theoretic assumption that players are in equilibrium [e.g. Athey and Haile, 2007, Athey and Nekipelov, 2010, Guerre et al., 2000, Paarsch et al., 2006]. There have been works where the equilibrium assumption has been relaxed during value estimation. Crawford and Iriberri [2007] use a non-equilibrium behavioral model (level-k thinking) to explain a widely-observed behavioral phenomenon—overbidding in private-value auctions—that is inconsistent with the bidders’ being in equilibrium. Their experimental evaluation focuses on estimating parameters of the behavioral model only, taking the values as known to the analyst. Nekipelov et al. [2015] estimate private values from auction data without equilibrium assumptions, instead relying on a weaker assumption that agents use some form of no-regret learning. Similarly, Ling et al. [2018] provide a framework to learn game parameters from actions in zero-sum games, but do not validate their results on empirical data.

The work that most closely resembles our own is that of Noti [2021], which has a similar objective of inferring preferences from empirical play in normal form games where the values are known but hidden from the analyst. Our work differs in one key aspect, however; whereas Noti attempts to estimate values using player responses over repetitions in a single game, agents in our scenario only see each game once. None of these aforementioned works study value estimation in initial play; each either relies upon repetition across games, or does not estimate values at all.

Value estimation has also been studied empirically under conditions resembling initial play in the field of school matching. Value estimation is necessary for counterfactual evaluation of mechanisms and there are several papers [e.g. Agarwal and Somaini, 2018, Calsamiglia et al., 2020, He, 2015, Hwang, 2015] which attempt to infer preferences of agents to evaluate the welfare of alternative mechanisms. The way in which preferences are modelled vary between an equilibrium model to assuming all agents use simple behavioral rules. Notably, Calsamiglia et al. [2020] construct a model of strategic and non-strategic agents in which strategic agents best-respond noisily to all other agents, including non-strategic agents, similar in principle to our QRE+L0 model. Whereas non-strategic agents directly report their true preferences in the school choice setting, our framework allows us to consider scenarios in which there is an indirect mechanism mapping the preferences of non-strategic agents to actions.

Behavioral game theory aims to predict empirical human behavior better than traditional game theoretic concepts such as Nash equilibrium. One well known behavioral model, quantal response equilibrium [McKelvey and Palfrey, 1995], relaxes the strict optimization assumption made by Nash equilibrium, while maintaining the assumption that agents mutually respond to each others’ strategies. In contrast, iterative behavioral models such as level-k models [Stahl and Wilson, 1994]
and cognitive hierarchy [Camerer et al., 2004] assume that agents perform a fixed number of iterations of strategic reasoning, starting from a default strategy called the level-0 strategy. Wright and Leyton-Brown [2017] found that a combination of the two approaches, quantal cognitive hierarchy, performs best at predicting actual initial play in human subject experiments. In later work, they showed that prediction performance can be further improved by specifying parameterized level-0 models that combine simple decision rules, instead of the uniform randomization specification that is most frequently studied [Wright and Leyton-Brown, 2019].

Another work that focuses on the prediction of behavior in initial play for normal form games is that of Fudenberg and Liang [2019]. Starting from the premise that initial play is reasonably approximated by level-1 of iterated reasoning, they algorithmically generate games that are not captured well by level-1 reasoning and construct a decision tree based model that improves on the prediction of the modal action in normal form games over that of previous economic models. A key point to note is that their level-1 response relies on uniform randomization by non-strategic (level-0) agents. Further work by the same authors [Fudenberg et al., 2020, 2019] continues to rely on this uniform assumption. Our work focuses on inferring preferences of the agents and so exploits a richer model of level-0 behavior in which non-strategic agents are sensitive to their own preferences.

3 PRELIMINARIES AND SETUP

Each game played by our experimental participants is a normal form game \( G = (N, A, u) \), consisting of a set \( N = \{1, \ldots, n\} \) of players, a set \( A = A_1 \times \cdots \times A_n \) of action profiles (where \( A_i \) is the set of actions available to player \( i \)), and \( u = (u_1, \ldots, u_n) \) is a set of utility functions \( u_i : A \rightarrow \mathbb{R} \), mapping each action profile to a utility for each player. A mixed strategy \( s_i \in \Delta(A_i) \) for player \( i \) is a distribution over \( i \)'s actions. The utility of a mixed strategy profile \( s \in \Delta(A_1) \times \cdots \times \Delta(A_n) \) is the expected utility of an action profile sampled from the product distribution of the mixed strategies.

We will assume that the outcomes of the game are specified as an allocation game: each action profile will map to an allocation profile \( x \in \mathbb{R}^n \) and a payment profile \( p \in \mathbb{R}^n \). Player \( i \)'s utility is quasilinear, with \( u_i(x, p) = vx_i + p_i \), where \( v \in \mathbb{R} \) is \( i \)'s valuation for the goods being allocated. The valuation \( v \) is a common value and is shared between agents.

An allocation game has a corresponding payoff game in which the outcomes of the game are specified as a scalar \( u_i(x, p) \). A payoff game is equivalent to a normal form game.

3.1 Behavioral Models

Our behavioral models combine a component modelling strategic behavior with a component that models non-strategic behavior. At a high level, strategic behavior is that which responds to the actions of other agents while non-strategic behavior does not. The strategic models we consider are: Nash equilibrium, quantal response equilibrium (QRE), quantal cognitive hierarchy (QCH), and no strategic behavior. Of the strategic models, Nash and QRE are equilibrium models while QCH is not. The non-strategic models we consider are: uniform randomization, quantal linear4 (QL4), and no non-strategic behavior. These non-strategic models satisfy the formal definition of non-strategic behavior given in Wright and Leyton-Brown [2022]. With the exception of Nash equilibrium, each of the components just described have free parameters that must be learned from the data. We refer to these parameters as “behavioral parameters”, to distinguish them from the valuation parameters describing agent preferences that we also estimate from data. Table 1 summarizes the behavioral parameters for each component included in our main evaluation.
3.2 Strategic Models

The strategic models of Nash equilibrium, quantal response equilibrium, and quantal cognitive hierarchy are defined formally below.

**Definition 3.1 (Nash equilibrium).** Let $BR_i(s_{-i}) = \{s_i \in \Delta(A_i) \mid u_i(s_{-i}, s_i) \geq u_i(s'_i, s_{-i}) \forall s'_i \in \Delta(A_i)\}$ be the set of best responses to $s_{-i}$. Then a mixed strategy profile $s$ is a Nash equilibrium if every agent $i$’s mixed strategy $s_i$ is a best response to the profile $s_{-i}$ of mixed strategies of the other agents: $s_i \in BR_i(s_{-i})$.

The non-Nash equilibrium models that we consider are based on a relaxation of best response called quantal best response (QBR), in which agents play higher-utility strategies with higher probability (rather than strictly maximizing). QBR is parameterized by a precision (denoted by $\lambda$), indicating agents’ sensitivity to utility differences.

**Definition 3.2 (Quantal best response).** Let $u_i(a_i, s_{-i})$ be agent $i$’s expected utility when playing action $a_i \in A_i$ against mixed strategy profile $s_{-i}$ in game $G$. Then a quantal best response $QBR_i(s_{-i}; G, \lambda)$ by agent $i$ to $s_{-i}$ is a mixed strategy $s_i$ such that

$$s_i(a_i) = \frac{\exp[\lambda \cdot u_i(a_i, s_{-i})]}{\sum_{a'_i \in A_i} \exp[\lambda \cdot u_i(a'_i, s_{-i})]}.$$  

(1)

**Definition 3.3 (Quantal response equilibrium).** A strategy profile $s$ of a game $G$ is a quantal response equilibrium (QRE) with precision $\lambda > 0$ when each agent quantally best responds to the strategies of the other agents; that is, when $s_i = QBR_i(s_{-i}; G, \lambda)$ for all agents $i \in N$.

Quantal cognitive hierarchy (QCH) is a non-equilibrium model, in which agents are heterogeneous in the number of steps of strategic reasoning they can perform. Higher-level agents choose their actions in response to the strategies of lower-level agents. The lowest level agents (level-0 agents) choose their actions non-strategically; that is, without reasoning about the actions of the other agents. Level-0 agents are commonly specified to simply play a uniform distribution over actions; we evaluate that specification, but we also evaluate QCH using a richer specification of level-0 behavior (see Section 3.3, below).

**Definition 3.4 (Quantal cognitive hierarchy).** Quantal cognitive hierarchy with precision $\lambda > 0$, level distribution $L$, and level-0 specification $f$ specifies that each agent $i$ has a level $k_i \sim L$. Let $\pi_{i,k} \in \Delta(A_i)$ be the distribution over actions predicted for an agent $i$ with level $k$. Level-0 agents play actions according to $\pi_{i,0} = f(G)$, where $f$ is some non-strategic function of the game payoffs. Agents with level $k > 0$ play according to the distribution $\pi_{i,k} = QBR_i(\pi_{-i,0:k-1}; G, \lambda)$, where

$$\pi_{i,0:k} = \frac{\sum_{\ell=0}^{k} L(\ell) \pi_{i,\ell}}{\sum_{\ell'=0}^{k} L(\ell')}$$

is the distribution over actions induced by conditioning on the level being at most $k$.

The overall distribution of actions predicted by quantal cognitive hierarchy is $\pi_i = \sum_{k=0}^{\infty} L(k) \pi_{i,k}$.

For the distribution of levels in QCH, a Poisson distribution is commonly used [e.g. Camerer et al., 2004, Fudenberg et al., 2020]. We do the same and estimate a mean parameter $\tau$ on a truncated Poisson distribution where the max level of an agent is 3.

**Definition 3.5 (Poisson quantal cognitive hierarchy).** Poisson quantal cognitive hierarchy is a specification of QCH in which the level distribution $L$ is specified by a Poisson distribution with
the mean parameter $\tau$:

$$L_{\tau;0:k} = \sum_{\ell=0}^{k=3} \frac{\text{Poisson}(\ell; \tau)}{\sum_{\ell'=0}^{k} \text{Poisson}(\ell'; \tau)}$$

where $L_{\tau;\ell}$ is the proportion of agents at level $\ell$ given mean $\tau$ and with $L_{\tau;0:k}$ sums to 1.

### 3.3 Non-strategic Models

It is standard in the literature to assume that non-strategic agents randomize uniformly over their actions. Recently, Wright and Leyton-Brown [2019] found that using a linear combination of simple decision rules as a level-0 specification markedly improves the prediction performance of QCH. In this model, called linear4, each decision rule identifies an action from $A_i$ that optimizes some simple criterion (e.g., maximizing the sum of all players’ utilities), and predicts that player $i$ will play that action.\(^1\) The predictions of the simple decision rules are then linearly combined into an overall prediction, using weights that are free parameters of the model.

We evaluate a level-0 model adapted from linear4 that we refer to as quantal-linear4. The key difference between the two models is that in quantal-linear4, each decision rule computes its prediction as a quantal response to the different actions’ criterion values. In contrast, in linear4, the predictions are computed using strict optimization—each decision rule assigns probability 0 to each action that does not optimize its criterion. This extension is motivated by two considerations. First, behavioral models that assume quantal response to preferences have tended to predict better than equivalent models based on strict optimization: QRE predicts better than Nash equilibrium, QCH predicts better than cognitive hierarchy, and the level-$k$ model using quantal response predicts better than level-$k$ using best response [Wright and Leyton-Brown, 2017]. It is thus natural to expect that modeling non-strategic agents as responding quantally will also improve prediction performance. Second, the likelihood for linear4 is continuous in the weights of the decision rules (i.e., in its behavioral parameters), but discontinuous in the valuation parameter. This leads to poor optimization performance when attempting to learn the agent valuations. In contrast, the likelihood for quantal-linear4 is continuous and differentiable in both its behavioral parameters and the valuation.

**Definition 3.6 (Quantal-linear4).** A quantal-linear4 (QL4) strategy for a player $i$ in a game $G$ with precision $\lambda_0 > 0$ and weights $w_{\text{max}}, w_{\text{min}}, w_{\text{eff}}, w_{\text{fair}}$ is a linear sum of the form

$$f_i(G) = \sum_{d \in \{\text{max}, \text{min}, \text{eff}, \text{fair}, \text{unif}\}} w_d f_{id}^d(G),$$

where the weights are constrained to lie between 0 and 1 and to sum to exactly 1.

Each function $f$ is a soft maximization over a specific feature for each action. The features are: the maximum utility that $i$ can receive by playing an action; the minimum utility that $i$ can receive by playing an action; the smallest-magnitude unfairness attainable by playing an action (defined as the difference between the smallest utility and the largest; this is always negative); and the largest

---

\(^1\)In the case of ties, the decision rule predicts a uniform distribution over the criterion-optimizing actions.
sum of utilities that is possible by playing a given action. Formally,
\[
\begin{align*}
    f_i^{\text{max}}(G)(a_i) &= \frac{\exp[\lambda_0 \max_{a_{-i} \in A_{-i}} u_i(a_i, a_{-i})]}{\sum_{a'_{-i} \in A_{-i}} \exp[\lambda_0 \max_{a_{-i} \in A_{-i}} u_i(a'_i, a_{-i})]} \\
    f_i^{\text{min}}(G)(a_i) &= \frac{\exp[\lambda_0 \min_{a_{-i} \in A_{-i}} u_i(a_i, a_{-i})]}{\sum_{a'_{-i} \in A_{-i}} \exp[\lambda_0 \min_{a_{-i} \in A_{-i}} u_i(a'_i, a_{-i})]} \\
    f_i^{\text{fair}}(G)(a_i) &= \frac{\exp[\lambda_0 \max_{a_{-i} \in A_{-i}} \min_{j, j' \in N} (u_j(a_i, a_{-i}) - u_{j'}(a_i, a_{-i}))]}{\sum_{a'_{-i} \in A_{-i}} \exp[\lambda_0 \max_{a_{-i} \in A_{-i}} \min_{j, j' \in N} (u_j(a'_i, a_{-i}) - u_{j'}(a'_i, a_{-i}))]} \\
    f_i^{\text{eff}}(G)(a_i) &= \frac{\exp[\lambda_0 \max_{a_{-i} \in A_{-i}} \sum_{j \in N} u_j(a_i, a_{-i})]}{\sum_{a'_{-i} \in A_{-i}} \exp[\lambda_0 \max_{a_{-i} \in A_{-i}} \sum_{j \in N} u_j(a'_i, a_{-i})]} \\
    f_i^{\text{unif}}(G)(a_i) &= \frac{1}{|A_i|}.
\end{align*}
\]

3.4 Separating Models into Strategic and Non-strategic Components

Recalling that quantal cognitive hierarchy requires a non-strategic model in its inductive definition of behavior, it is straightforward to combine QCH and non-strategic models. Equilibrium models such as Nash equilibrium and quantal response equilibrium can also be augmented with non-strategic behavior. To combine equilibrium strategic models with a non-strategic component, we assume that some fraction of agents behave non-strategically, and that the strategic agents respond to this probability of non-strategic behavior as well as the behavior of the remaining probability of strategic agents.

We separate each of our models into a non-strategic component and a strategic component that is responding to the non-strategic component, where each model is denoted by the naming convention "STRAT-NONSTRAT". In this way, conventional models such as PQCH can be rethought of as PQCH-uniform, and QRE can be rethought of as QRE-none (for the sake of simplicity and in keeping with convention, we do not list the non-strategic component in a model if there is none and so QRE-none remains QRE). For equilibrium models we augment with a non-strategic component, we assign the parameter $\beta \in (0, 1)$, to the probability of agents behaving non-strategically, with the strategic agents being assigned the remaining probability $1 - \beta$. Unlike QCH, in which agents have heterogeneous and incorrect beliefs about the strategies of the other agents, the strategic agents in our equilibrium models augmented in this way are assumed to have correct beliefs.

The parameters for each model are thus $\theta = (\theta_S, \theta_{NS})$, according to Table 1.

| Strategic Component | $\hat{\theta}_S$ | Non-strategic Component | $\hat{\theta}_{NS}$ |
|---------------------|------------------|------------------------|---------------------|
| Nash                | 0                | none                   | 0                   |
| QRE                 | $\beta, \lambda$| uniform randomization  | 0                   |
| PQCH                | $\tau, \lambda$ | quantal-linear4        | $w_{L0}, \lambda_0$|
| None                | 0                |                        |                     |

3.5 Estimation Methods

To obtain our parameter estimate $\hat{\theta}$ of $\theta$ and $\hat{v}$ of $v$, we performed log-likelihood maximization with respect to $\hat{v}$ and $\hat{\theta}$ jointly using L-BFGS-B [Byrd et al., 1995, Zhu et al., 1997]. To evaluate the
performance of our value estimation, we take the estimated value \( \hat{v} \) at the maximum likelihood estimate of each model and compare it to the endowed value.

3.5.1 Estimation of Equilibrium Models. To estimate equilibrium models (QRE, QRE+L0, and Nash), we chose the \((v, \lambda, \beta, \lambda_0, w_{L0})\) that maximized the likelihood of the empirical behavior of the participants under the assumption that each strategic agent was quantally best responding to the empirically observed distribution \( s^g_{-i} \) defined by

\[
s^g_{-i}(a) = \frac{|\{j \neq i \mid g \in G(j) \land a^g_j = a\}|}{|\{j \neq i \mid g \in G(j)\}|}.
\]

For equilibrium models we maximize the following likelihood:

\[
\log L(\lambda, v, \beta, \lambda_0, w_{L0}) = \sum_i \sum_{g \in G(i)} \log \left[ \beta f^{L0}(G_g(v); \lambda_0, w_{L0})(a^g_i) + (1 - \beta)QBR_i(s^g_{-i} \mid G_g(v), \lambda)(a^g_i) \right]
\]  

(2)

where \( v \) is the value parameter being estimated; \( \lambda \) is the behavioral precision parameter; \( \beta \) is the proportion of non-strategic agents between 0 and 1; \((\lambda_0, w_{L0})\) are the behavioral precision and weight parameters for quantal-linear4, respectively; \( G_g(v) \) is the payoff game induced from an allocation game \( g \) and valuation \( v \); \( s^g_{-i} \) is the empirical distribution of play in allocation game \( g \); and \( a^g_i \) is the action taken by participant \( i \) in game \( g \).23

The econometric approach of computing QRE by assuming all agents are quantally responding against other agents in the empirically observed distribution of actions is commonly used [e.g. Bajari and Hortacsu, 2005, Chen et al., 2012, Goeree et al., 2002, Noti, 2021]. What is not common is the simultaneous estimation of both the precision of agents \( \lambda \) as well as the value parameter \( v \). The previously listed works all do a two-step estimation method of either estimating \( \lambda \mid v \) or vice versa. This is because given an observed action \( s_i(a_i) \) generated from a logit model which takes as an input observed utility \( u_i \) of the form \( u_i = \lambda v \), there are infinitely many combinations of \( \lambda \) and value that could result in the same observed utility. This motivates the inclusion of a payment profile \( p \) in our allocation games. Including a static payoff \( p \) allows us to simultaneously estimate both \( v \) and \( \lambda \) by anchoring \( \lambda \) to a specific scale; indeed we find that when constraining \( p = 0 \), our estimates are off by up to an order of magnitude (refer to Table 8 in the appendix).

Nash equilibrium does not have model parameters to estimate. When estimating values using the Nash equilibrium model, we approximate best response using quantal best response with a high value of \( \lambda \),4 and select the value that maximizes (2). This approach allows us to select a single value that is most consistent with best response, rather than a set of values that are consistent with all agents’ best-responding. More critically, it also ensure that every possible action has positive probability. When assuming best response with no error model, a single action by a single agent that is not consistent with best response can lead to the entire dataset’s having probability 0. Under our approach, actions inconsistent with best response will instead be assigned a very low, but positive, probability.

---

2 For models with uniform randomization as the non-strategic component, we do not estimate \((\lambda_0, w_{L0})\).

3 We fix \( \beta = 0 \) when estimating models without a non-strategic component.

4 We used \( \lambda = 100 \) in our experiments, as we found that both the predictive performance and value estimate converge at precision \( \lambda \geq 100 \); refer to Figure 6 in the appendix for details.
3.5.2 Estimation of Poisson Quantal Cognitive Hierarchy. For Poisson quantal cognitive hierarchy, we estimate \((v, \lambda, \tau, \lambda_0, w_{L0})\) by maximizing the following likelihood:

\[
\log L(\lambda, v, \tau, \lambda_0, w_{L0}) = \sum_i \sum_{g \in G(i)} \log \left[ \frac{1}{\lambda} e^{-\lambda} \sum_\ell L(\tau; \ell, f_{L0}(G_g(v), \lambda_0, w_{L0}))(a_{\ell}^g) \right]
\]

\[\sum_{\ell=1}^{3} L(\tau; \ell, QB_{R_i}(G_g(v), \lambda | \ell_i_{0:0}) (a_{\ell}^g) \right] (3)
\]

In contrast to the equilibrium models, the likelihood for PQCH does not treat the empirically observed distribution as the distribution of actions being responded to; we instead find the mean parameter \(\tau\) that generates a distribution which maximizes the likelihood against the empirical data. Assuming that strategic QCH agents respond to the empirical distribution of lower-level agents would require us to estimate the levels (or posterior level distributions) for each agent, in order to estimate which agents’ empirical behavior is being responded to; e.g., to determine what empirical distribution is being responded to by level-2 agents, we must first determine which agents are level-0 and level-1. This is a much more complex estimation problem, both statistically and computationally. For this reason, we take the simpler approach of estimating the mean parameter \(\tau\) instead.

3.5.3 Utilization of Panel Structure in Estimation of Values. In our experimental setup, we collected panel data where the individual actions of each player for each game are recorded, in contrast to other common data sets in which the actions of all agents are pooled together. This panel structure allows the estimation of model parameters that are heterogeneous across agents but stable for a given agent \(i\). The level of an individual agent in QCH-based models is an example of a parameter that could match this description.\(^5\)\(^6\) If a player’s level is the same in every game, then using a likelihood that explicitly encodes this has the potential to provide more accurate estimates than one that assumes that each player’s level is re-sampled before every action. (4) gives the likelihood for a model with parameters \(\theta\), a stable level \(\ell_i\) for agent \(i\) distributed according to \(Pr(\ell_i = \ell | \theta)\), in which agent \(i\) takes action \(a\) in a game \(g\) with probability \(Pr(\ell_i = \ell | a_g^i, \theta)\).

\[
\log Pr(D | \theta, v) = \sum_i \sum_{g \in G(i)} \log \left[ \sum_{\ell} Pr(\ell_i = \ell | \theta) Pr\left( a^g_i | \ell_i = \ell, \theta \right) \right]
\]

In contrast, the likelihood for an otherwise-identical model in which each agent’s level can vary between games is given by (5).

\[
\log Pr(D | \theta, v) = \sum_i \log \left[ \sum_{\ell} Pr(\ell_i = \ell | \theta) \prod_{g \in G(i)} Pr\left( a^g_i | \ell_i = \ell, \theta \right) \right]
\]

When running our analysis on synthetic data we find that the likelihood of (5) is more numerically stable than that of (4), while returning a similar value estimate. We therefore report the parameters estimated using (5) in this paper. Our dataset is available for future research questions or models that require panel data.

\(^5\)This same discussion applies to QRE+L0, if we treat strategic agents as having a level \(\ell_i = 1\) and non-strategic agents as having a level \(\ell_i = 0\).

\(^6\)Our definition implies that every non-strategic agent plays a mixture over a number of level-0 decision rules. However, one could also imagine a definition in which there is a population of non-strategic agents, each using a single level-0 rule. Under this assumption, the assignment of decision rules to agents could also fit this description of a heterogeneous but stable behavioral parameter.
3.6 Game Construction

In our setting, \( n \) subjects play a set of bimatrix payoff games \( G \). To simulate our subjects playing a set of allocation games \( A \), we map each payoff game the participant plays to a corresponding allocation game based on an endowed valuation \( v^* \).

We map between the allocation and payoff games in the following way. We first select an endowed value \( v^* \), that is hidden from the models we evaluate. Then, for every cell in every payoff game \( G \in G \):

1. We sample an allocation from a uniform distribution bounded between 0 and \( \max(u(G))/v^* \).
2. We add a payment \( p \in \mathbb{R} \) such that the payoffs for each player and action match that in the original payoff game. Note that in our setup, payments can be negative.

This construction allows us to focus on behavioral effects related to strategic reasoning, and abstract away from other effects such as arithmetic errors that might arise from having participants play the actual allocation game. This also allows us to specify known endowed valuations \( v^* \), which allows us to evaluate how well various models do in inferring preferences. Furthermore, this approach allows us to test multiple values of \( v^* \), and in fact multiple different sets of allocation games using the same dataset, so long as the set of allocation games \( A \) and \( v^* \) map to the original set of games \( G \). A more detailed pseudocode explanation can be found in the appendix in Section A.4.

3.7 Experimental Details

We tested our approach on experimental data collected from participants on Amazon Mechanical Turk. Mechanical Turk allows researchers to present participants with human intelligence tasks (HITs) to complete. We presented participants with a set of 24 \( 3 \times 3 \) symmetric normal form games (the payoff games) in which each participant played against the actions of the previous participant. All participants had at least 95% HIT approval and had completed at least 100 HITs. We removed all data from participants who completed the HIT in fewer than 120 seconds, or 5 seconds per game, as there was a high correlation between participants who did this and responses at the end of the survey that were either left empty or spurious.  

The payoff games were generated by randomly sampling payoffs from a uniform distribution on \([0, 100]\). The games were played by participants in a randomized order. We collected additional treatments, analyzed in Section A.1.1 of the appendix, in which the order and type of games were varied. Our qualitative results in these additional treatments were unchanged from those of the main treatment.

Participants were paid $1.50 for completing the HIT, as well as a performance bonus based on their total payoffs in the games. The performance bonus was calculated by multiplying the payoffs achieved by the participant by $0.02 (USD), with the goal being to have all participants achieve an equivalent wage of at least $10 an hour between the bonus and base payment if they had uniformly randomized and taken the maximum allowed time of 30 minutes.

4 RESULTS

Our evaluation finds that models with a rich non-strategic component perform better in value estimation from behavior in initial play than those without a non-strategic component (e.g., Nash, QRE) or those that assume that non-strategic agents uniformly randomize. Additionally, we find that models that include a strategic component perform better at value estimation than those that assume that all agents are non-strategic, but the choice of strategic model is not as important as the rich non-strategic component in a given model.

---

For example, two participants had the exact same input in the feedback field, seemingly referring to a task in an entirely different HIT.
4.1 Evaluation

Our evaluation considered traditional equilibrium models with no non-strategic agents (Nash, QRE), and QCH and QRE+L0 where level-0 agents were either uniform randomizers or quantal-linear4 agents. We evaluated each model across multiple scenarios given $v^*$ in $V = [5, 10, 20, 40, 80]$. For each $v^*$, we generated $k = 25$ scenarios where we mapped our payoff games to a set of allocation games $A_G$ given $v^*$.

We measured each model’s value estimation for each scenario using relative error, $\frac{|v - v^*|}{v^*}$. We chose to normalize the error to account for the differing scale of values in $V$. The value estimate for each scenario was evaluated using the mean value estimate of 10 rounds of 10-fold cross-validation, with the test set being used to evaluate behavioral prediction. The average of the value estimates for each scenario are distributed according to a Student’s $t$-distribution [e.g. Witten and Frank, 2002]. We say that one model performs better in value estimation than another when the 95% confidence intervals do not overlap.

Figure 1 and Table 2 show the performance in value estimation across models, with Figure 1 being a visualization of the data in Table 2. Behavioral models with quantal-linear4 as the non-strategic
component outperform classical equilibrium models in terms of value estimation across every endowed value $v^*$ that we evaluated. We find that using quantal-linear4 as the non-strategic component outperforms corresponding strategic models which use a uniform non-strategic component, regardless of the choice of strategic model. This leads us to conclude that modelling non-strategic behavior is more important than the choice of strategic model. Note, however, that None-QL4 does not perform as well as PQCH-QL4 or QRE-QL4, which suggests that a strategic component in the model is still necessary. Another observation is that models containing QL4 remain stable across values of $v^*$; the mean relative error for QL4 models varies at most by 2%, in contrast to classic equilibrium models or uniform non-strategic augmented models in which the relative errors differ by an order of magnitude from each other depending on $v^*$. This leads us to conclude that QL4 leads to a more reliable estimate of values.

We demonstrate the importance of obtaining accurate value estimates in Table 3. We first obtain an estimate of $\theta$ and $v$ on half of the games in our dataset ($m = 12$). Using the estimated value $\hat{v}$ and behavioral parameters $\hat{\theta}$, we then predict the average subject welfare for the remaining half of games that were held out. We then compute the relative error of the predicted welfare against the empirically observed average welfare of subjects. This evaluation requires a model to be accurate in both its estimation of behavioral parameters as well as that of values; a model with an accurate value estimate but a poor prediction of behavior would perform poorly, and vice versa. PQCH-QL4 and QRE-QL4 once again perform the best at this task, with Nash being noticeably poor at welfare prediction, especially at lower values of $v$. This pattern persists across models; welfare estimates are worse for lower values of $v^*$ compared to higher values, albeit at a much larger scale for Nash and for models with a uniform non-strategic component. The final note here is that QRE-None outperforms QRE-uniform across the board, which shows that a level-0 model is not sufficient to improve performance, but a rich level-0 model is required.

### Table 2. Relative error by $v^*$, with confidence interval in parentheses. Bold cells indicate best performing model for each $v^*$. Italicized cells indicate models which are not significantly different from the best performing one.

| Component | $5$ | $10$ | $20$ | $40$ | $80$ |
|-----------|-----|-----|-----|-----|-----|
| Strategic | Non-strategic | Strategic | Non-strategic | Strategic | Non-strategic | Strategic | Non-strategic | Strategic | Non-strategic | Strategic | Non-strategic | Strategic | Non-strategic | Strategic | Non-strategic | Strategic | Non-strategic | Strategic | Non-strategic | Strategic | Non-strategic |
| Nash      | none | 10.41, (8.01, 12.8) | 2.88, (2.06, 3.71) | 0.64, (0.44, 0.83) | 0.29, (0.18, 0.4) | 0.2, (0.15, 0.25) |
| QRE       | none | 0.14, (0.1, 0.18) | 0.11, (0.08, 0.14) | 0.11, (0.07, 0.14) | 0.13, (0.09, 0.17) | 0.1, (0.07, 0.12) |
| QRE       | uniform | 8.27, (5.14, 11.4) | 2.04, (1.21, 2.87) | 0.37, (0.18, 0.56) | 0.13, (0.09, 0.17) | 0.1, (0.07, 0.13) |
| PQCH      | uniform | 1.93, (0.68, 3.19) | 0.32, (0.16, 0.48) | 0.12, (0.08, 0.16) | 0.09, (0.07, 0.12) | 0.08, (0.05, 0.11) |
| PQCH      | QL4 | 0.06, (0.05, 0.07) | 0.06, (0.04, 0.08) | 0.05, (0.03, 0.06) | 0.05, (0.03, 0.06) | 0.05, (0.04, 0.06) |
| QRE       | QL4 | 0.08, (0.07, 0.09) | 0.06, (0.04, 0.08) | 0.06, (0.04, 0.07) | 0.06, (0.04, 0.08) | 0.07, (0.06, 0.08) |
| none      | QL4 | 0.13, (0.09, 0.17) | 0.14, (0.1, 0.17) | 0.12, (0.09, 0.15) | 0.11, (0.08, 0.14) | 0.12, (0.09, 0.16) |

### 4.2 Contribution of Strategic vs. Non-strategic Components of the Model

We attempt to quantify the contribution of quantal-linear4 to the observed improvement in value estimation. We compare the cross-product of our strategic and non-strategic components as discussed in Section 3.1 and find that QL4 outperforms any of the other non-strategic models considered. In addition to comparing quantal-linear4 and uniformly randomization, in this section we include linear4 from [Wright and Leyton-Brown, 2017] as well as a differentiable version of linear4 we refer to as differentiable-linear4 (DL4) where $\lambda_0 = 1$, which gives us a differentiable function with respect to $v$ without adding an additional degree of freedom.
Table 3. Relative error of predicted average per game welfare by $v^*$. In each scenario, the estimated valuation and model parameters $\hat{\theta}$ from half the games are used to predict the average game welfare per subject on the other half and is compared against the empirically observed average welfare. Bold cells indicate models with the lowest MSE.

| Component       | $v^*$ | 5     | 10    | 20    | 40    | 80    |
|-----------------|-------|-------|-------|-------|-------|-------|
| Nash            | none  | 16.81 | 5.42  | 1.75  | 0.41  | 0.30  |
| QRE             | none  | 0.24  | 0.20  | 0.20  | 0.18  | 0.12  |
| QRE             | uniform | 12.96 | 4.26  | 0.55  | 0.16  | 0.15  |
| PQCH-uniform    | uniform | 5.86  | 0.52  | 0.22  | 0.13  | 0.11  |
| PQCH-QL4        | QL4   | 0.12  | 0.12  | 0.09  | 0.09  | 0.07  |
| QRE-QL4         | QL4   | 0.12  | 0.11  | 0.09  | 0.10  | 0.08  |
| none            | QL4   | 0.56  | 0.27  | 0.39  | 0.18  | 0.18  |

For each resulting model resulting from the the cross-product of strategic and non-strategic components, we take each of our scenarios for each value $v^*$ (n = 125) and report the percentage of the time that the relative error of $\hat{v}$ falls below a threshold $\alpha$ (i.e., the error falls within 10% accuracy). We sampled 1000 bootstrapped samples from our empirically observed data $D$ and did this for each bootstrapped sample, reporting the median percentage each model falls within our threshold with the lower and upper bounds being the middle 95% of the bootstrapped estimates as outlined in [Cohen, 1995]. Doing this allows us to see how well a given non-strategic component performs at recovering $v^*$, regardless of the strategic component being used in the model. The results demonstrate the advantages of quantal-linear4, as it performs strictly better than uniform and linear4, and outperforms differentiable-linear4, although not significantly. The results of this test are reported in Table 4.

There are two reasons why linear4 performs poorly as a non-strategic model: the first is that as a non-continuous function of $v$, it is not differentiable with respect to $v$ and so our optimization procedure fails to reliably find the value that maximizes likelihood; checks on synthetic data show that the likelihood returned by the estimator is often worse than the likelihood at the known ground truth value. A second possible reason is due to the lack of quantal response in non-strategic agents; if we believe that strategic agents quantally respond to their payoffs, it stands to reason that non-strategic agents do so as well. This would also be a possible explanation for why quantal-linear4 outperforms differentiable-linear4.

4.3 Identification of Quantal-linear4

We do not claim that quantal-linear4 is a complete specification of non-strategic behavior; rather, we claim only that it captures regularities of non-strategic behavior beyond that of uniform randomization, resulting in an improvement of behavioral prediction and value estimation. Constructing a level-0 specification that fully captures all the vagaries of non-strategic behavior is beyond the scope of this paper. The inclusion of a richer level-0 model leads to the concern, however, that the model may no longer be identified; if this is the case then the estimated $\hat{\theta}$ may not be unique. We argue that the tradeoff in increasing the performance in value estimation is worth the cost of introducing a possibly inconsistent model. The results in Table 3 indicate that when paired with a quantally responding strategic component, the behavioral estimates in quantal-linear4 provide a
Table 4. Percentage of the time that relative error is less than 10% across all values and scenarios in $V$. Each cell corresponds to a model STRAT-NONSTRAT with the row indicating the strategic model and column indicating the non-strategic one. QL4 (rightmost column) outperforms all other non-strategic components regardless of the strategic model. Here, the confidence intervals are derived from a $k$ bootstrapped samples of the observed data, with $k = 1000$. Cells marked "n/a" do not have a conceivable model that elicits an estimate of values. Cells containing 0 mean that none of the bootstrapped samples had a value estimate that fell within 10% of $v^*$. 

| Strategic Component | None | Uniform | L4 | DL4 | QL4 |
|---------------------|------|---------|----|-----|-----|
| Nash                | 0.12 (0.06 0.18) | 0.10 (0.05 0.15) | 0  | 0.05 (0.02 0.09) | 0.69 (0.50 0.84) |
| QRE                 | 0.50 (0.41 0.57) | 0.33 (0.26 0.41) | 0  | 0.71 (0.62 0.82) | 0.70 (0.60 0.82) |
| PQCH                | n/a  | 0.52 (0.42 0.64) | 0  | 0.62 (0.50 0.74) | 0.84 (0.72 0.94) |
| None                | n/a  | n/a      | 0  | 0   | 0.45 (0.30 0.58) |

sufficiently close estimate of predicted behavior such that it outperforms uniform randomization in predicting welfare.

Furthermore, we find that the estimated behavioral parameters (the mean parameter $\tau$ for PQCH and proportion $\beta$ of non-strategic agents for equilibrium models) on the empirical dataset remain stable; see Section B.1 in the appendix. Across different values of $v^*$, the confidence interval of each behavioral parameter overlap (i.e., there is no significant difference in the parameter estimate). We also find that when we estimate only the behavioral parameters using the payoff games directly, our estimates of the behavioral parameters do not differ significantly from when we jointly estimate valuation and behavioral parameters using the allocation games.

Finally, we generated synthetic datasets using PQCH-QL4 and find that when the model is correctly specified, our value estimates are are extremely close to the endowed value with a high degree of confidence. While the behavioral mean parameter seems to have a slight upward bias, it still falls within the neighborhood of the ground truth mean parameter. These results are summarized in Figure 2.

5 CONCLUSION

This paper examines the benefit of using behavioral models for value estimation. Behavioral models typically include parameters that must be estimated from the data. Using a novel experimental design, we demonstrate that estimating these behavioral parameters simultaneously with value parameters is feasible, and leads to more reliably accurate value estimations from initial play than value estimates based on the standard strong equilibrium assumption.

We introduce a new specification of level-0 behavior called quantal-linear4, and a new behavioral model called QRE+L0 that extends quantal response equilibrium to settings that contain non-strategic agents, who are responsive to their own preferences but do not reason about other agents. Our results show that models that include a rich level-0 specification perform better at estimating values from initial play. These results strongly argue for the importance of explicitly modeling non-strategic behavior rather than treating it as noise, especially in contexts such as initial play in which equilibrium is unlikely to have been reached.

5.1 Future Work

There are a number of directions in which this work could be extended. We made a simplifying assumption that all agents shared a homogeneous value, but an important future direction would
be to estimate individual agent values. Further to this direction, we could extend this work to estimating individual behavioral parameters of agents. This would allow us to better optimize individual welfare, in addition to modeling differences in behavior based on heterogeneous beliefs about the values of others. As previously discussed in Section 3.5, we could also extend the approach of responding to empirically observed distributions in models of iterated reasoning, which would allow us to move beyond specifying a distribution over levels.

Using our framework of separating models into a strategic and non-strategic component, we could examine other models of non-strategic behavior (for example, the model proposed by Fudenberg and Liang [2019] could be used as a non-strategic model) beyond those discussed in this paper. Finally, further extending non-strategic behavioral models is an important direction for future work. This could take the form of extending QL4 to be more predictive, or evaluating domain-specific models of nonstrategic behavior.
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AAPPENDIX

A.1 Additional Experimental Details

A.1.1 Difference Between Treatments. When conducting the data collection process on Mturk, we varied 2 conditions for a total of 4 treatments.

1) We chose the payoff games according to two procedures. In the first condition, we used randomly-generated payoff games with no further filtering. In the second condition, we only used randomly generated payoff games for which no level-$k$ strategy was similar to the level-$(k-1)$ strategy, when any of the linear decision rules were used as a level-0 strategy.\(^8\) We refer to the games from the first condition as the unfiltered games, and the games from the second condition as the filtered games.

2) In the “ordered” condition, we showed all payoff games to the participants in the same order. In the “randomized” condition, we showed the payoff games to each participant in a randomized order.

The results reported on in the main paper are that of the nonfiltered randomized treatment.

Table 5. Summary Statistics for Experimental Treatments

| Treatment              | # Participants | Avg. Bonus | Avg. Total | Avg. Time (minutes:seconds) |
|------------------------|----------------|------------|------------|----------------------------|
| Filtered ordered       | 303            | 2.50       | 4.00       | 9:30                       |
| Nonfiltered ordered    | 179            | 2.71       | 4.21       | 9:11                       |
| Filtered randomized    | 181            | 2.38       | 3.88       | 9:31                       |
| Nonfiltered randomized | 185            | 2.58       | 4.08       | 10:18                      |

A.2 Experimental Details

The experimental interface presented to MTurk Workers after acceptance of our HIT are shown in Figures 3 to 5.

A.3 Choosing $\lambda$ for Our Nash Approximation

To select $\lambda$ for our Nash approximation, we compared the value estimates and likelihoods of behavioral predictions for several values of $\lambda$. We choose the lowest value of $\lambda$ at which both the value estimates and the likelihoods no longer change by increasing $\lambda$ further. Figure 6 shows this convergence in both value estimate and behavioral prediction.

---

\(^8\)Our motivation for the filtered procedure was to enable the estimation of the parameters of the cognitive hierarchy behavioral model for individual participants; however, this proved to be infeasible under realistically small values of the precision parameter $\lambda$. 
**Decision-Making Experiment**

**Game 1 (out of 24) —**

Each game consists of 24 rounds. In each round, you will select between Choice 1, Choice 2 and Choice 3. The table below shows the number of points associated with each possible combination of your choice and the choice of your partner. In each cell, the first number is the number of points you will receive, and the second number is the number of points your partner will receive.

| Choice 1 (You) | Choice 2 (Partner) | Choice 3 (Partner) |
|----------------|--------------------|--------------------|
| 25,25          | 30,60              | 100,95             |
| 60,30          | 31,31              | 51,30              |
| 95,100         | 30,51              | 0,0                |

**Fig. 3.** The experiment webpage presented to MTurk Participants.

**Fig. 4.** The screening quiz presented to MTurk Participants. Participants were allowed 3 attempts on the quiz before being rejected for the HIT.

### A.4 Allocation Game Mapping Algorithm

To convert our payoff games to arbitrary allocation games, we use algorithm 1.
Fig. 5. The exit survey presented to MTurk Participants once they complete their HIT. The second prompt directs participants to fill out their reasoning for their decisions.

Fig. 6. QRE with fixed values of $\lambda$. As the error stabilizes around $\lambda = 100$, we use this as our Nash approximation.
Algorithm 1 Random allocation game generation algorithm

Given set of payoff games \( G \)
Given value \( v^* \)
for \( g \in G \) do
   for \( u(s_i, s_{-i}) \in g \) do
      Sample \( x \sim U(0, \max(u(G))/v^*) \)
      Compute value \( p \) where \( p = u(s_i, s_{-i}) - x \times v \)
      return \((x, p)\)
   end for
end for

Algorithm 1 Random allocation game generation algorithm

B ADDITIONAL FIGURES AND TABLES

B.1 Behavioral Parameter Estimates

This section gives additional information on the estimated behavioral parameters. Table 6 gives the Poisson mean parameter \( \tau \) we back out for different \( v^* \) across treatments, and 7 gives the proportion \( \beta \) of non-strategic agents.

Table 6. Estimated \( \tau \) when using QCH-QL4, with \( \tau \) indicating the rate parameter for a Poisson distribution specifying the proportion of agents of level \( k \).

| \( v^* \) | Combined Filtered | Combined Nonfiltered |
|---------|-------------------|----------------------|
| 5       | 0.32654 (0.22824, 0.42485) | 0.48453 (0.32990, 0.63915) |
| 10      | 0.40766 (0.27434, 0.54098)  | 0.47658 (0.32487, 0.62830)  |
| 20      | 0.35799 (0.27176, 0.44421)  | 0.39598 (0.24480, 0.54717)  |
| 40      | 0.41049 (0.35996, 0.46102)  | 0.28461 (0.15282, 0.41640)  |
| 80      | 0.35470 (0.17743, 0.53198)  | 0.30186 (0.32416, 0.67796)  |

Table 7. Estimated \( \beta \) when using QRE-QL4, with \( \beta \) indicating the proportion of agents who are non-strategic

| \( v^* \) | Combined Filtered | Combined Nonfiltered |
|---------|-------------------|----------------------|
| 5       | 0.70950 (0.65445, 0.76456) | 0.57524 (0.45547, 0.69502) |
| 10      | 0.67130 (0.59895, 0.74366) | 0.56662 (0.46635, 0.66688) |
| 20      | 0.68092 (0.63536, 0.72647) | 0.45589 (0.40195, 0.50983) |
| 40      | 0.78786 (0.76963, 0.8610)  | 0.56688 (0.52949, 0.60427)  |
| 80      | 0.73638 (0.65591, 0.81685) | 0.41873 (0.39221, 0.44515) |

Table 8 shows the effect of not including payments within the allocation games. Even when using our best model in PQCH-QL4, the estimated values are incorrect, failing to scale to the correct value, especially at lower values of \( v^* \). This issue does not seem to happen in QRE, but the relative error is worse than allocation games containing payments.

Table 8. Raw value estimates when allocation games contain no payments for PQCH-QL4.

| \( v^* \) | 5 | 10 | 20 | 40 | 80 |
|---------|---|----|----|----|----|
| PQCH-QL4 \( \hat{\beta} \) | 53.75, (0.63, 106.87) | 77.89, (21.59, 134.19) | 44.38, (15.13, 73.64) | 50.98, (29.21, 72.74) | 104.07, (73.05, 135.08) |
| QRE \( \hat{\beta} \) | 6.86, (6.79, 6.93) | 11.54, (11.53, 11.55) | 2.05, (1.93, 2.17) | 33.99, (33.88, 34.1) | 89.92, (89.83, 90) |
Table 9. Empirical welfare results

| Average subject welfare (n = 12) | 720.82 |
|---------------------------------|--------|
| Average per game welfare        | 60.07  |