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ABSTRACT

We study the problem of discovering functional dependencies (FD) from a noisy dataset. We focus on FDs that correspond to statistical dependencies in a dataset and draw connections between FD discovery and structure learning in probabilistic graphical models. We show that discovering FDs from a noisy dataset is equivalent to learning the structure of a graphical model over binary random variables, where each random variable corresponds to a functional of the dataset attributes. We build upon this observation to introduce AutoFD, a conceptually simple framework in which learning functional dependencies corresponds to solving a sparse regression problem. We show that our methods can recover true functional dependencies across a diverse array of real-world and synthetic datasets, even in the presence of noisy or missing data. We find that AutoFD scales to large data instances with millions of tuples and hundreds of attributes while it yields an average $F_1$ improvement of 2× against state-of-the-art FD discovery methods.
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1 INTRODUCTION

Functional dependencies (FDs) are an integral part of data management systems. They are used in database normalization to reduce data redundancy and improve data integrity [6]. FDs are also critical in data preparation tasks, such as data profiling and data cleaning. For instance, FDs can help guide feature engineering in machine learning pipelines [7] or can serve as a means to identify and repair erroneous values in the given dataset [4, 19]. Unfortunately, FDs are typically unknown and significant effort and domain expertise are required to identify them.

Various works have focused on automating FD discovery, both in the database [8, 10, 14] and the data mining communities [12, 18]. The works in the database community study how to infer FDs that a dataset instance $D$ does not violate. These approaches are well-suited for database normalization purposes and for applications where strong closed-world assumptions on the given dataset $D$ hold. In contrast, the data mining community views FDs as statistical dependencies manifested in a dataset and has focused on information theoretic measures to estimate FDs. These approaches are more suited for data profiling and data cleaning applications. In this paper, we focus on FDs that correspond to statistical dependencies in the generating distribution of a given dataset.

Challenges. Inferring FDs from data observations poses many challenges. First, to discover FDs one needs to identify an appropriate order of the attributes that captures the directionality of functional dependencies in a dataset. This leads to a computational complexity that scales exponentially in the number of attributes in a dataset. To address the exponential complexity of FD discovery, existing methods rely on pruning methods to search over the lattice of attribute combinations [10, 12]. Despite the use of pruning many of the existing methods are shown to exhibit poor scalability as the number of columns increases [10, 12].

Second, FDs capture deterministic relations between attributes. However, in real-world datasets missing or erroneous values introduce uncertainty to these relations. This poses a challenge as noise can lead to the discovery of spurious FDs or to low recall with respect to the true FDs in a dataset. To deal with missing values and erroneous data, existing FD discovery methods focus on identifying approximate FDs, i.e., dependencies that hold with high probability in a given dataset. To identify approximate FDs, existing methods either limit their search over clean subsets of the data [15] or employ a combination of sampling methods with error modeling [10, 16]. These methods are robust to noisy data. However, their performance, in terms of runtime and accuracy, is sensitive to factors such as sample sizes, prior assumptions on error rates, and the amount of records available in the input dataset. This makes these methods cumbersome to tune and apply to heterogeneous datasets with varying number of attributes, records, and errors.

Finally, most dependency measures used in FD discovery, such as co-occurrence counts [10] or criteria based on mutual information [2] promote complex dependency structures [12]. The use of such measures leads to the discovery of spurious FDs in which the determinant set contains a large number of attributes. Such FDs are hard for humans to interpret and validate, especially when the goal is to use these FDs in downstream data preparation tasks. To avoid overfitting to complex FDs existing methods rely on post-processing procedures to simplify the structure of discovered FDs or ranking based solutions. The most common approach is to identify minimal FDs [15]. An FD $X \rightarrow Y$ is said to be minimal if no subset of $X$ determines $Y$. In many cases, this criterion is also integrated with search over the set of possible FDs for efficient pruning of the search space [10, 16]. Minimality is shown to be effective in practice, however, it does not guarantee that the overall set of discovered FDs will be parsimonious [10].

Our Contributions. We propose AutoFD, a framework that relies on structure learning [9] to solve FD discovery. Specifically, we leverage the strong dependencies that FDs introduce among attributes, introduce a probabilistic graphical model to capture these dependencies, and show that discovering FDs is equivalent to learning the graph structure of this model. A key result in our work is to model the distribution that FDs impose over pairs of records instead of the joint distribution over the attribute-values of the input dataset.

AutoFD’s model has one binary random variable for each attribute in the input dataset and expresses correlations amongst random variables via a graph that relates random variables in a linear way. We leverage linear dependencies to recover the directionality of FDs. Given a noisy dataset, AutoFD proceeds in two steps: First, it estimates the undirected form of the graph that corresponds to the FD model of the input dataset. This is done by estimating the inverse covariance matrix of the joint distribution of the random variables that correspond to our FD model. Second, our FD discovery method
finds a factorization of the inverse covariance matrix that imposes a sparse linear structure to the FD model, and thus, allows us to obtain parsimonious FDs.

We present an extensive experimental evaluation of AutoFD. First, we compare our method against state-of-the-art methods from both the database and data mining literature over a diverse array of synthetic and real-world datasets with varying number of attributes, domain sizes, records, and amount of errors. We find that AutoFD scales to large data instances with hundreds of attributes and yields an average $F_1$ improvement in discovering true FDs of more than $2\times$ compared to competing methods.

We also examine the effectiveness of AutoFD on downstream data preparation tasks. Specifically, we apply our FD discovery method on the task of weakly supervised data repairing. Recent work [19] showed that integrity constraints (including functional dependencies) can be used to obtain noisy labeled data which can in turn be used to obtain state-of-the-art machine learning-based data repairing systems. We show that dependencies discovered via our method lead to high-quality repairs that are comparable to manually specified dependencies. This demonstrates that our FD discovery method offers a viable solution to automating weakly supervised data repairing.

Outline. In Section 2, we discuss necessary background. In Section 3, we formalize the problem of FD discovery and provide an overview of AutoFD. In Section 4, we introduce the probabilistic model at the core of AutoFD and the structure learning method we use to infer its graphical structure. Finally, in Section 5, we present an experimental evaluation of AutoFD, and conclude in Section 6.

2 PRELIMINARIES

We review some basic background material and introducing notation for the structure learning problem studied in this paper.

2.1 Functional Dependencies

We review the concept of functional dependencies and related probabilistic interpretations. We consider a database $D$ that follows a relational schema $R$. An FD $X \rightarrow Y$ is a statement over the set of attributes $X \subseteq R$ and an attribute $Y \in R$ denoting that all tuples in $X$ uniquely determine the values in $Y$ [6, 15]. Formally, we consider $t_i[Y]$ to be the value of tuple $t_i \in D$ for attribute $Y$; the FD $X \rightarrow Y$ holds iff for all pairs of tuples $t_i, t_j \in D$ the following holds: if $\land_{A \in X} t_i[A] = t_j[A]$ then $t_i[Y] = t_j[Y]$. A functional dependency $X \rightarrow Y$ is minimal if no subset of $X$ determines $Y$, and it is non-trivial if $Y \notin X$. Under this logic-based interpretation, to discover all FDs in a database, it suffices to discover all minimal, non-trivial FDs. This interpretation makes strong closed-world assumptions and aims to find all FDs that hold in $D$. It does not aim to find FDs that hold in the generating distribution of $D$.

To relax these closed-world assumption, a probabilistic interpretation of FDs can be adopted. Let each attribute $A \in R$ have a domain $V(A)$ and the domain $V(X)$ of a set of attributes $X = \{A_1, A_2, \ldots, A_k\} \subseteq R$ be defined as $V(X) = V(A_1) \times V(A_2) \times \cdots \times V(A_k)$. Also, assume that every instance $D$ of $R$ is associated with a probability density $f_D(X)$ such that these densities form a valid probability distribution $P_D$. Given the distribution $P_D$, we say that an FD $X \rightarrow Y$, with $X \subseteq R$ and $Y \in R$, holds if there is a function $\phi : V(X) \rightarrow V(Y)$ such that for all $x \in V(X)$:

$$P_R(Y = y | X = x) = \begin{cases} 1, & \text{when } y = \phi(x) \\ 0, & \text{otherwise} \end{cases}$$

This probabilistic definition represents a hard constraint that is not robust to noisy data. To relax this, a series of works have adopted information theoretic measures for FDs [2, 12] by considering the ratio $H(Y | X) / H(Y)$ of the mutual information $H(Y) - H(Y | X)$ between $Y$ and $X$ (where $H(Y | X)$ is the conditional entropy of $Y$ given $X$) and the entropy $H(Y)$ of $Y$. To discover FDs one needs to identify sets of attributes $(X, Y)$ in $R$ such that $H(X, Y) = 1$. This requires estimating the entropy $H(Y)$ and conditional entropy $H(X|Y)$ from a given instance $D$ of $R$. We also adopt a probabilistic interpretation of FDs but build upon the framework of probabilistic graphical models to define FD discovery.

2.2 Probabilistic Graphical Models

We review key concepts in probabilistic graphical models [9].

Undirected Graphs. Let $P(x_1, \ldots, x_m)$ be a probability distribution and $G = (V, E)$ an undirected graph where $V = \{1, \ldots, m\}$ and $E \subseteq V \times V$. We say that $G$ is a conditional independence graph for $P$ if: For all disjoint triplets $(A, B, S) \subseteq V$ such that $S$ separates $A$ from $B$ in $G$ we have that $X_A$ and $X_B$ are independent given $X_S$, where $X_C = \{X_j : j \in C\}$ for any subset $C \subseteq V$. We also say that $G$ represents the distribution $P$. When $P$ is a strictly positive distribution (i.e., $P(x_1, x_2, \ldots, x_m) > 0$ for all $(x_1, \ldots, x_m)$), then we have that $P(x_1, \ldots, x_m) = \prod_{C \subseteq V} P_C(x_C)$ for some potential functions $\{P_C : C \subseteq V\}$ defined over the set of cliques $X$ of $G$. Undirected graphical models are also known as Markov Random Fields.

Directed Acyclic Graphs. We now consider a directed graph $G = (V, E)$. We say that $G$ is a directed acyclic graph (DAG) if there are no directed paths starting and ending at the same node. For each node $j \in V$ we define $Pa_j = \{k \in V : (k, j) \in E\}$ be the parent set of $j$, and write $Pa_{G,j}$ to emphasize the dependence on the structure of $G$. A DAG $G$ represents a distribution $P(x_1, \ldots, x_m)$ if $P(x_1, \ldots, x_m) = \prod_{j=1}^m P(x_j | Pa_{G,j})$. This factorization implies that given an observation for all parent nodes $X_{Pa_{G,j}}$ of $j$, $X_j$ is independent of all non-descendant nodes (i.e., nodes that cannot be reached via a directed path from $j$) excluding $Pa_j$.

Learning Parsimonious Graph Structures. Graphical models can encode simple or low-dimensional models. The complexity of a graphical model is related to the number of edges in $G$. It is easier to understand this notion of complexity if one considers the connection between graphical models and generalized linear models (GLMs). An example of this connection is the Gaussian Markov Random Field model [9, 20]. In GLMs, parsimony is achieved by forcing the inverse covariance matrix (a.k.a. precision matrix) $\Theta = \Sigma^{-1}$ of the model to be sparse. This is because the conditional dependencies amongst the variables in the model are captured in the off-diagonal entries of the inverse covariance matrix $\Theta$. Zero off-diagonal entries in $\Theta$ represent conditional independencies amongst the variables of the model. Given this observation and the connection of Graphical Models to GLMs, one can learn a parsimonious structure for a graphical model by obtaining a sparse estimate of the models.
inversion of the inverse covariance matrix $\Theta$ from observed data. Many techniques have been proposed to obtain a sparse estimate for $\Theta$ [17] ranging from optimization methods [13] to regression methods [5].

3 THE AutoFD FRAMEWORK

We formalize the problem of functional dependency discovery and provide an overview of AutoFD.

3.1 Problem Statement

We consider a relational schema $R$ associated with a probability distribution $P_R$. We assume access to a noisy dataset $D'$ that follows schema $R$ and is generated by the following process: first a clean dataset $D$ is sampled from $P_R$ and a noisy channel model introduces noise in $D$ to generate $D'$. We assume that $D$ and $D'$ have the same cells but cells in $D'$ may have different values than their clean counterparts. We consider an error in $D'$ to correspond to a cell $c$ for which $D'(c) \neq D(c)$. This generative process is also considered in the database literature to model the creation of noisy datasets [21].

Given a noisy data instance $D'$, our goal is to identify the functional dependencies that characterize the distribution $P_R$ that generated the clean version of $D$. In our work, we combine the probability-based and logic-based interpretations of FDs (see Section 2). For any pair of tuples $t_i$ and $t_j$ sampled from $P_R$, we denote $I_{ij} = \mathbb{I}(t_i[Y] = t_j[Y])$ where $\mathbb{I}()$ is the indicator function, and denote $t_i[X]$ the value assignment for attributes $X$ in tuple $t_i$. We say that $t_i[X] = t_j[X]$ iff $\bigwedge_{A \in X} t_i[A] = t_j[A] = \text{true}$. Given a distribution $P_R$, we say that an FD $X \rightarrow Y$, with $X \subseteq R$ and $Y \in R$, holds for $P_R$ if for all pairs of tuples $t_i, t_j$ in $R$ we have that

$$\Pr(I_{ij} = 1; t_i[X], t_j[X]) = \left\{ \begin{array}{ll} 1, & \text{when } t_i[X] = t_j[X] \\ \theta, & \text{otherwise} \end{array} \right. \quad (2)$$

with $\theta = \sum_{v \in V(Y)} P_R(v; t_i[X]) \cdot P_R(v; t_j[X])$. This condition states that the two random events $\bigwedge_{A \in X} t_i[A] = t_j[A]$ and $\mathbb{I}(t_i[Y] = t_j[Y])$ are deterministically correlated when the FD $X \rightarrow Y$ holds, otherwise they are independent. Under this interpretation, the problem of FD discovery corresponds to learning the structural dependencies amongst attributes of $R$ that satisfy the above condition.

3.2 Solution Overview

We leverage the above probabilistic definition of FDs and build upon structure learning to solve FD discovery. An overview of our framework is shown in Figure 1. The input to our framework is a noisy dataset and the output of our framework is a set of discovered FDs. The workflow of our framework follows three steps:

**Dataset Transformation** First, we use the input dataset $D'$ and generate a collection of samples that correspond to outcomes of the random events $\bigwedge_{A \in X} t_i[A] = t_j[A] = \text{true}$ and $t_i[Y] = t_j[Y]$. The output of this process is a new dataset $D_t$ that has one attribute for each attribute in $D'$ but in contrast to $D'$ it only contains binary values. We describe this step in Section 4.1.

**Structure Learning** Dataset $D_t$ contains samples from the distribution of events $\bigwedge_{A \in X} t_i[A] = t_j[A] = \text{true}$ and $t_i[Y] = t_j[Y]$. We consider a probabilistic graphical model $M$ associated with a graph $G$ that represents these events (see Section 4.1) and use the samples in $D_t$ to learn the structure of $G$. Here, we leverage the fact that our model $M$ corresponds to a generalized linear model, and learn its structure by obtaining a sparse estimate of its inverse covariance matrix. We describe our structure learning method in Section 4.2.

**FD generation** Finally, we use the estimated inverse covariance matrix to generate a collection of FDs. We do so by considering the non-zero off-diagonal entries of the estimated inverse covariance matrix. The final output of our model is a collection of discovered FDs of the form $X \rightarrow Y$ where $X \subseteq R$ and $Y \in R$.

4 FD DISCOVERY IN AutoFD

We first introduce the probabilistic graphical model that AutoFD uses to represent FDs and then describe our approach to learning its structure. Finally, we discuss how our approach compares to a naive application of structure learning to FD discovery.

4.1 The AutoFD Model

AutoFD’s probabilistic graphical model is inspired by the FD definition described in Equation 2 and aims to capture the distribution of the random events $\bigwedge_{A \in X} t_i[A] = t_j[A]$ and $\mathbb{I}(t_i[Y] = t_j[Y])$. AutoFD’s model consists of random variables that model these two random events. The edges in the model represent statistical dependencies that capture the relation in Equation 2.

We have one random variable per attribute in $R$. For each attribute $A \in R$, we denote $Z_A \in \{0, 1\}$ the random event of sampling two tuples from distribution $P_R$ such that they have the same value for attribute $A$. In other words, for any sample $(t_i, t_j)$ from $P_R$, the binary random variable $Z_A$ takes $Z_A = 1$ if $t_i[A] = t_j[A]$. We now define the edges over the set of binary random variables $\bigcup_{A \in R}(Z_A)$. Assume that the FD $F : X \rightarrow Y$ holds and hence the correlation defined in Equation 2 holds. We represent the dependency between attributes $X$ and $Y$ by having a directed edge from each attribute $A \in X$ to attribute $Y$. Each true FD in the data generating distribution corresponds to a directed subgraph with V-structure. Let $X = \{X_1, X_2, \ldots, X_k\}$. For Equation 2 to hold, the entries of the conditional probability table $\Pi_{F}$ for the subgraph corresponding to FD $F$ should satisfy that: $\Pi_{F}(Z_{X_1} = 1, Z_{X_2} = 1, \ldots, Z_{X_k} = 1) = 1$, $\Pi_{F}(Z_{X_1} = 0, Z_{X_2} = 1, Z_{X_2} = 1, \ldots, Z_{X_k} = 1) = 0$, and all other entries should be set such that they force an independence structure. We assume acyclic FDs, i.e., we do not allow for sets of FDs such as $A \rightarrow B$ and $B, C \rightarrow A$. As a result, the graphical structure of this model corresponds to a directed probabilistic graphical model where each FD introduces a V-structure subgraph. We assume a global order over the FDs which also defines the global order of the random variables in the above model.

Our goal is to learn the graphical structure of the model described above. However, learning the structure of a directed graphical model with V-structure patterns is NP-hard [3]. In fact, it is only for tree-based directed graphical models that one can obtain guarantees for graph-based structure learning methods [9]. Given this hardness result, we turn our attention to structure learning for parsimonious generalized linear models (see Section 2). Specifically, we relax our initial model to a linear structural equation model that approximates the condition in Equation 2. This is the actual model that AutoFD uses for FD discovery. We next describe this relaxed model.

First, we relax the random variables $\{Z_A\}_{A \in R}$ to take values in $[0, 1]$ instead of $\{0, 1\}$. Second, we have that when $\bigwedge_{A \in X} t_i[A] = \text{true}$ and $t_i[Y] = t_j[Y]$ cannon $Z_A = 1$. Third, we assume that the condition in Equation 2 holds. This is the actual model that AutoFD uses for FD discovery. We next describe this relaxed model.
\( t_j[A] = \bigwedge_{A \in X} Z_A = \text{True} \) it must be that \( \mathbb{E}(t_j[Y] = t_j[Y]) = Z_Y = 1 \). To represent this condition for real-values random variables we rely on soft logic \cite{1}. Soft logic allows continuous truth values from the interval \([0, 1]\) instead of 0, 1, and the Boolean logic operators are reformulated as: \( A \land B = \max\{A + B - 1, 0\} \), \( A \lor B = \min\{A + B, 1\} \). \( A \land A_2 \land \ldots \land A_k = \frac{1}{k} \sum_1^k A_j \), and \( \neg A = 1 - A \). Based on this formulation of conjunction, we can approximate the condition in Equation 2 by requiring that \( \hat{Z}_Y = \frac{1}{|N|} \sum_{A \in X} Z_A \) when the FD \( X \rightarrow Y \) holds. We leverage this relaxed condition to derive AutoFD’s model for FD discovery.

We consider the random vector \( Z = \{Z_{A_1}, Z_{A_2}, \ldots, Z_{A|R}\} \in [0, 1]^I \) that corresponds to the random variables associated with the attributes in schema \( R \). Based on the aforementioned relaxed condition, FDs force this random vector to follow a linear structured equation model. Hence, we can write that:

\[
Z = B^T Z + \epsilon, \tag{3}
\]

where we assume that \( E[\epsilon] = 0 \) and \( \epsilon_j \perp (Z_{A_1}, \ldots, Z_{A_{j-1}}) \) for all \( j \), where \( \perp \) denotes conditional independence. Since our model corresponds to a directed graphical model, matrix \( B \) is known as the autoregression matrix of the system \cite{11}. For DAG \( G \) with vertex set \( V = \{Z_{A_1}, Z_{A_2}, \ldots, Z_{A|R}\} \) and edge set \( E = \{(j, k): B_{jk} \neq 0\} \), the joint distribution factorizes as \( P(Z_{A_1}, \ldots, Z_{A|R}) = \prod_{j=1}^{|R|} P(Z_{A_i}|Z_{A_{i-1}}, \ldots, Z_{A_{i-1}}) \). Given samples \( \{Z_i\}_{i=1}^N \), our goal is to infer the unknown matrix \( B \).

### 4.2 Structure Learning in AutoFD

Our structure learning algorithm follows from results in statistical learning theory. We build upon a recent result of Loh and Buehlmann \cite{11} on learning the structure of linear causal networks via inverse covariance estimation. Given a linear model as the one shown in Equation 3, it can be shown that the inverse covariance matrix \( \Theta = \Sigma^{-1} \) of the model can be written as:

\[
\Theta = \Sigma^{-1} = (I - B)\Omega^{-1}(I - B)^T \tag{4}
\]

where \( I \) is the identity matrix, \( B \) is the autoregression matrix of the model, and \( \Omega = \text{cov}^2[\epsilon] \) with \( \text{cov}[\cdot] \) denoting the covariance matrix. This decomposition of \( \Theta \) is also commonly used in generalized linear models for learning parsimonious models \cite{17}.

Given Equation 4, FD discovery in AutoFD proceeds as follows: First, we transform the sample data records in the input dataset \( D' \) to samples \( \{Z_i\}_{i=1}^N \) for the linear model in Equation 3 (see Algorithm 2); Second, we obtain an estimate \( \hat{\Theta} \) of the inverse covariance matrix and factorize the estimate \( \hat{\Theta} \) to obtain an estimate of the autoregression matrix \( \hat{B} \); Third, we use the estimated matrix \( \hat{B} \) to generate FDs (see Algorithm 3).

**Algorithm 1: FD discovery with AutoFD**

**Input:** A noisy relational dataset \( D' \) following schema \( R \).

**Output:** A set of FDs of the form \( X \rightarrow Y \) on \( R \).

Set \( D' \leftarrow \text{Transform}(D') \) (See Alg. 2);

Obtain an estimate \( \hat{\Theta} \) of the inverse covariance matrix (e.g., using Graphical Lasso);

Factorize \( \hat{\Theta} = U D U^T \) with \( U \) being upper triangular;

Set \( \hat{B} = I - U \);

Set Discovered FDs \( \leftarrow \text{GenerateFDs}(\hat{B}) \) (See Alg. 3);

**return** Discovered FDs.

An overview of AutoFD’s FD discovery method is shown in Algorithm 1. The structure learning part in this algorithm proceeds as follows: Suppose we have \( N \) observations and let \( R \) be the empirical covariance matrix of these observations. It is a standard result \cite{13} that the sparse inverse covariance \( \Theta \) can be estimated by solving the following optimization problem: \( \min_{\Theta > 0} f(\Theta) := -\log \text{det}(\Theta) + tr(\Sigma(\Theta)) + \lambda \|\Theta\|_1 \). Friendman et al. \cite{5} have shown that one can approximate the solution to this problem by solving a series of LASSO problems. This method is known as Graphical Lasso and is one of the de-facto algorithms for structure learning. Graphical Lasso is shown to scale favorably to large instances and hence is appropriate for our setting. In our experimental evaluation, we show that our methods can scale to datasets with millions of records and tens of attributes. Given the estimated inverse covariance matrix \( \hat{\Theta} \), we use the Bunch-Kaufman algorithm to obtain a factorization of \( \hat{\Theta} \) and obtain an estimate for the autoregression matrix \( \hat{B} \). To generate FDs from \( \hat{B} \) we use Algorithm 3.

We now turn our attention to how we transform the input dataset \( D' \) into a collection \( D_2 \) of observations for the linear model of AutoFD (see Algorithm 2). We use the differences of pairs of tuples in dataset \( D' \) to generate \( D_2 \). As shown in Algorithm 2, we perform a self-join over the input dataset and consider the value differences.
between the generated pairs of tuples to obtain observations for the random variables Z in AutoFD’s probabilistic model. Our method can support diverse data types (e.g., categorical, real-values, text data, binary data, or mixtures of those) as we can use a different difference operation for each of these types.

Algorithm 3: FD generation

| Input: | An autoregression matrix B of dimensions n × m, A schema R |
| Output: | A collection of FDs |

FDs ← 0;
for j = 1 : m do
    set the column vector \( b_j \) ← \( (B_{1,j}, B_{2,j}, \ldots, B_{j-1,j}) \);
    X ← Take the attributes in R that corresponds to non-zero entries in \( b_j \);
    Let \( A_j \) be the attribute in R with coordinate \( j \);
    if \( X \neq \emptyset \) then
        FDs ← FDs ∪ \{X → A_j\};
    end
end
return FDs

4.3 Discussion

There are certain benefits that AutoFD’s model offers when compared to applying structure learning directly on \( D' \).

Our transformation allows us to solve a structure learning where we have access to an increased amount of training data. As we will show in Section 5, existing methods are not robust when the sample size is small. Information-theoretic approaches, such as the one by Mandros et al. [12], tend to assign a low-confidence score to FDs for small sample sizes. Hence, they exhibit limited recall.

Structure learning for the model described in Section 4.1 enjoys better sample complexity than applying structure learning on the raw input dataset. We focus on the case of discrete random variables to explain this argument. Let \( k \) be the size of the domain of the variables. The sample complexity of state-of-the-art structure learning algorithms is proportional to \( k^4 \) [22]. Our model restricts the domain of the random variables to be \( k = 2 \), and hence, yields better sample complexity than applying structure learning directly on the raw input. We demonstrate this experimentally in Section 5.

5 EXPERIMENTS

We compare AutoFD against several FD discovery methods on diverse datasets. The main points we seek to validate are: (1) does structure learning enables us to discover FDs with accurately (i.e., with high precision and recall), (2) can AutoFD scale to large datasets, and (3) can AutoFD provide FDs that are useful for downstream data preparation tasks. We also perform micro-benchmark experiments to examine the effectiveness and sensitivity of our model.

5.1 Experimental Setup

Datasets: We use both synthetic and real-world datasets in our experiments. Our synthetic datasets aim to capture different data properties with respect to four key factors that affect the performance of FD discovery algorithms: (1) Noise Rate (denoted by \( n \)). It stresses the robustness of FD discovery methods; (2) Number of Tuples (denoted by \( t \)). It affects the sample size available to the FD discovery methods; (3) Number of Attributes (denoted by \( r \)); It stresses the scalability of FD discovery methods; (4) Domain Cardinality (denoted by \( d \)) of the left-hand side \( X \) for an FD; It evaluates the sample complexity of FD methods. For our end-to-end evaluation (see Section 5.2), we consider 24 different setting combinations for these four dimensions (summarized in Table 1). For each setting we use a mixture of FDs \( X \rightarrow Y \) for which the cardinality of \( X \) ranges from one to three.

We follow the next process to generate synthetic data. Given a schema with \( r \) attributes our generator first assigns a global order to these attributes and splits the ordered attributes in consecutive attribute sets, whose size is between two and four (so that we obey the cardinality of the FD as we discussed above). Let \( (X, Y) \) be the attributes in such a split. Our generator samples a value \( v \) from the range associated with the setting for Domain Cardinality and assigns a domain to each attribute in \( X \) such that the cartesian product of the attribute values corresponds to that value. It also assigns the domain size of \( Y \) to be \( n \).

To simulate real-world data, we introduce FD dependencies as well as correlations in the splits obtained by the above process. For half of the \( (X, Y) \) groups generated via the above process, we introduce FD-based dependencies that satisfy the property in Equation 1. We do so by assigning each value \( v \) in \( \text{dom}(X) \) to a value \( r_0 \in \text{dom}(Y) \) uniformly at random and generating \( t \) samples, where \( r_0 \) is the value for the Tuples parameter. For the remainder of those groups we force the following conditional probability distribution: We assign each

![Table 1: The different settings we consider for synthetic datasets. We use the description in parenthesis to denote each of these settings in our experiments.](https://example.com/table1.png)
The Food dataset contains information on food establishments. PYRO is the state-of-the-art FD discovery method in Methods: We compare AutoFD against: PYRO [10]: PYRO is the state-of-the-art FD discovery method in the database community [10]. The code we used for experiments is released by the authors.² The scalability of the algorithm is controlled via an error rate hyper-parameter. Reliable Fraction of Information (RFI) [12]: This method is the state-of-the-art FD discovery approach in the data mining community. It relies on an information theoretic score to identify FDs and uses an approximation scheme to optimize performance. The approximation ratio is controlled by a user specified hyper-parameter α. We evaluate RFI for α ∈ {0.3, 0.5, 1} where a value of 1.0 corresponds to no approximation. The code we used is released by the authors.³ This implementation discovers FDs for one attribute at a time. To discover all FDs in a dataset, we run the provided method once per attribute.

Graphical Lasso (GL): We also evaluate a state-of-the-art structure learning algorithm on the raw input dataset \( D' \). Graphical Lasso provides as with an estimate of the inverse covariance \( \Theta \) of that problem. Graphical Lasso is shown to recover the true structure of the undirected graphical model that represents the distribution that corresponds to \( D' \) [22]. In this case we cannot factorize \( \Theta \) to generate FDs. To find FDs that determine attribute \( Y \), we take the neighborhood (as defined by \( \Theta \) of the corresponding random variable and perform a local graph search to find high-score directed structures [9].

Evaluation Setup: To measure accuracy, we use Precision (P) defined as the fraction of correctly discovered FDs by the total number of discovered FDs; Recall (R) defined as the fraction of correctly discovered FDs by the total number of true FDs in the dataset; and \( F_1 \) is defined as \( 2PR/(P + R) \). For synthetic dataset, each setting has five corresponding dataset instances. To ensure that we maintain the coupling amongst Precision, Recall, and \( F_1 \), we report the median performance. For all methods, we fine-tuned their hyper-parameters to optimize performance. In the case of Pyro we consulted the authors for this process. All experiments without specific description were executed on a machine with Two Intel Xeon Silver 4114 10-core CPUs at 2.20 GHz and 192GB Memory. Every time we run 2 datasets in parallel and each dataset is assigned 16 isolated threads and 93GB Memory.

5.2 End-to-end Performance

We evaluate the performance of AutoFD against competing approaches on the synthetic and real-world data described above. We first present quantitative results on the synthetic data (since we know the exact FDs) and then present qualitative results on the real-world datasets.

5.2.1 Accuracy. Table 3 shows the precision, recall, and \( F_1 \)-score obtained by different methods. As shown, AutoFD consistently outperforms all other methods in terms of \( F_1 \)-score across all settings, with an \( F_1 \) improvement of more than 2X on average. More importantly, we find that AutoFD is less affected by limited sample sizes and high-cardinality domains compared to other FD discovery methods. In detail, we find that AutoFD maintains good precision and recall for datasets with low amount of noises (≤ 1%) with an average precision of 85.32% and an average recall of 99.75%. Despite the fact that it exhibits an average \( F_1 \) drop of 27.38% for datasets with high noise rate, AutoFD still yields better precision and recall than competing methods. This verifies our hypothesis that structure learning along with the data transformation step introduced in Section 4.1 leads to more a accurate FD discovery solution.

We focus on the results for competing methods. We start with Pyro. To optimize PyRO’s performance we set its error rate hyper-parameter to the noise level for each dataset. For low noise-rates PyRO may not terminate. We see that in most cases PyRO obtains high recall but low precision. This behavior is expected as PyRO follows a logic-based interpretation of FDs (see Section 2) and aims to discover all FDs that hold for a given dataset instance. It is not designed to find the true FDs in the data generating distribution or interpretable FDs for data preparation tasks. For example, for datasets with small number of attributes (8-16), PyRO finds 446 FDs on average, excluding the outputs ranging from 7.8 GB to 10 GB that we cannot handle, which may affect the performance in downstream data preparation tasks.

We now turn our attention to RFI. As shown, RFI exhibits poor scalability as in many cases it fails to terminate within 8 hours and in others it raises out-of-memory issues. For the cases that RFI terminates we find that it exhibits high precision for small cardinality domains when a large number of samples is available and the noise rate is low. As the sample size decreases or the noise rate increases we find that the performance of RFI drops significantly. We further investigated the performance of RFI for partial executions. Recall that due to the implementation of RFI, we have to run it for each attribute separately. We evaluated RFI’s accuracy for each of the attributes processed within the 8-hour time window. Our findings

Table 2: Real-world datasets for our experiments.

| Dataset  | Size   | Attributes | Errors (# of cells) |
|----------|--------|------------|---------------------|
| Hospital | 1,000  | 19         | 504                 |
| Food     | 170,945| 15         | 31,296              |
| Physician| 2,071,849| 18       | 174,557             |

value \( t \in \text{dom}(X) \) to a value \( r_0 \in \text{dom}(Y) \). Then we generate \( t \) samples with \( P(Y = r_0 | X = l) = \rho \) and \( P(Y \neq r_0 | X = l) = \frac{1-\rho}{|\text{dom}(Y)\|-1} \).

Here, \( \rho \) is a hyper-parameter that is sampled uniformly at random from \([0, 0.85]\). This process allows us to mix FDs with other correlations, and hence, evaluate the ability of FD discovery mechanisms to differentiate between true FDs and strong correlations. Finally, to test how robust FD discovery algorithms are to noise, we randomly flip cells that correspond to attributes that participate in true FDs to a different value from their domain. The percentage of flipped cells is controlled by the Noise Rate setting.

For real-world datasets, we use three noisy datasets. Table 1 provides information for these datasets. (1) The Hospital dataset is a small benchmark dataset used in several data mining papers [4, 19]. Errors are artificially introduced by injecting typos; (2) The Food dataset contains information on food establishments in Chicago. Errors correspond to typos; (3) The Physician dataset form Medicare.gov³. Errors correspond to typos and null values.

Methods: We compare AutoFD against:

- **PYRO** [10]: PYRO is the state-of-the-art FD discovery method in the database community [10]. The code we used for experiments is released by the authors.² The scalability of the algorithm is controlled via an error rate hyper-parameter.

- **RFI** [12]: This method is the state-of-the-art FD discovery approach in the data mining community. It relies on an information theoretic score to identify FDs and uses an approximation scheme to optimize performance. The approximation ratio is controlled by a user specified hyper-parameter α. We evaluate RFI for α ∈ {0.3, 0.5, 1} where a value of 1.0 corresponds to no approximation. The code we used is released by the authors.³ This implementation discovers FDs for one attribute at a time. To discover all FDs in a dataset, we run the provided method once per attribute.

Graphical Lasso (GL): We also evaluate a state-of-the-art structure learning algorithm on the raw input dataset \( D' \). Graphical Lasso provides as with an estimate of the inverse covariance \( \Theta \) of that problem. Graphical Lasso is shown to recover the true structure of the undirected graphical model that represents the distribution that corresponds to \( D' \) [22]. In this case we cannot factorize \( \Theta \) to generate FDs. To find FDs that determine attribute \( Y \), we take the neighborhood (as defined by \( \Theta \) of the corresponding random variable and perform a local graph search to find high-score directed structures [9].

Evaluation Setup: To measure accuracy, we use Precision (P) defined as the fraction of correctly discovered FDs by the total number of discovered FDs; Recall (R) defined as the fraction of correctly discovered FDs by the total number of true FDs in the dataset; and \( F_1 \) is defined as \( 2PR/(P + R) \). For synthetic dataset, each setting has five corresponding dataset instances. To ensure that we maintain the coupling amongst Precision, Recall, and \( F_1 \), we report the median performance. For all methods, we fine-tuned their hyper-parameters to optimize performance. In the case of Pyro we consulted the authors for this process. All experiments without specific description were executed on a machine with Two Intel Xeon Silver 4114 10-core CPUs at 2.20 GHz and 192GB Memory. Every time we run 2 datasets in parallel and each dataset is assigned 16 isolated threads and 93GB Memory.

5.2 End-to-end Performance

We evaluate the performance of AutoFD against competing approaches on the synthetic and real-world data described above. We first present quantitative results on the synthetic data (since we know the exact FDs) and then present qualitative results on the real-world datasets.

5.2.1 Accuracy. Table 3 shows the precision, recall, and \( F_1 \)-score obtained by different methods. As shown, AutoFD consistently outperforms all other methods in terms of \( F_1 \)-score across all settings, with an \( F_1 \) improvement of more than 2X on average. More importantly, we find that AutoFD is less affected by limited sample sizes and high-cardinality domains compared to other FD discovery methods. In detail, we find that AutoFD maintains good precision and recall for datasets with low amount of noises (≤ 1%) with an average precision of 85.32% and an average recall of 99.75%. Despite the fact that it exhibits an average \( F_1 \) drop of 27.38% for datasets with high noise rate, AutoFD still yields better precision and recall than competing methods. This verifies our hypothesis that structure learning along with the data transformation step introduced in Section 4.1 leads to more a accurate FD discovery solution.

We focus on the results for competing methods. We start with Pyro. To optimize PyRO’s performance we set its error rate hyper-parameter to the noise level for each dataset. For low noise-rates PyRO may not terminate. We see that in most cases PyRO obtains high recall but low precision. This behavior is expected as PyRO follows a logic-based interpretation of FDs (see Section 2) and aims to discover all FDs that hold for a given dataset instance. It is not designed to find the true FDs in the data generating distribution or interpretable FDs for data preparation tasks. For example, for datasets with small number of attributes (8-16), PyRO finds 446 FDs on average, excluding the outputs ranging from 7.8 GB to 10 GB that we cannot handle, which may affect the performance in downstream data preparation tasks.

We now turn our attention to RFI. As shown, RFI exhibits poor scalability as in many cases it fails to terminate within 8 hours and in others it raises out-of-memory issues. For the cases that RFI terminates we find that it exhibits high precision for small cardinality domains when a large number of samples is available and the noise rate is low. As the sample size decreases or the noise rate increases we find that the performance of RFI drops significantly. We further investigated the performance of RFI for partial executions. Recall that due to the implementation of RFI, we have to run it for each attribute separately. We evaluated RFI’s accuracy for each of the attributes processed within the 8-hour time window. Our findings
Finally, we see that the high sample complexity of structure learning on the raw input (see Section 4.3) leads to GL exhibiting low accuracy. This becomes more clear, if we compare the performance of GL with a large number of tuples to that with a small number of tuples while keeping other variables constant. We can see a consistent drop of performance when the data sample becomes limited. This validates our modeling choices for AutoFD.

5.2.2 Runtime. We measure the total wall-clock runtime of each data repairing method for all datasets. The results are shown in Table 4. AutoFD and GL are python based, non-parallelized programs, while RFI and PYRO are Java based, parallelized program. Since, most methods finish within hundreds of seconds, we limit the maximum runtime to eight hours. Overall, we see that AutoFD’s runtime is better than RFI’s and AutoFD has better column-wise scalability than both methods though poor row-wise scalability than PYRO.

5.3 Performance on Real-World Data

We evaluate the performance of all methods on the real-world datasets described in Section 5.1. We first report the runtime of different methods and then present a qualitative analysis of the FDs they discover. A summary of our findings is shown in Table 5. We first focus on runtime. As shown both AutoFD and PYRO can scale to large real-world noisy data instances. We see that AutoFD only requires about 79 seconds to analyze a dataset with ~2 million tuples and 18 attributes. As with the synthetic data RFI scales poorly. We next focus on the FDs discovered by the different methods.

We see that AutoFD, GL, and RFI find a number of FDs that is always less than the number of attributes in the input dataset. On the other hand, PYRO finds hundreds of FDs for each dataset. These results are consistent with the FD interpretation adopted by each system. We now analyze some of the FDs discovered. We focus on the FDs discovered for Hospital. We consider the FDs discovered by AutoFD. A heatmap of the

### Table 3: Precision, Recall and F1-score of different methods for different synthetic settings. A description of the different settings is provided in Table 1.

| n | I | d | AutoFD | GL | PYRO (α = 0.3) | RFI (α = 0.3) | RFI (α = 1.0) |
|---|---|---|-------|-----|---------------|--------------|--------------|
| 1 | 1 | 0.500 | 0.147 | 0.001 | 0.250 | 0.001 | 0.250 |
| 1 | 1 | 0.100 | 0.200 | 0.001 | 0.250 | 0.001 | 0.250 |
| 1 | 1 | 0.067 | 0.118 | 0.001 | 0.250 | 0.001 | 0.250 |
| 1 | 1 | 0.125 | 0.333 | 0.001 | 0.250 | 0.001 | 0.250 |
| 1 | 1 | 0.100 | 0.600 | 0.300 | 0.250 | 0.001 | 0.250 |
| 1 | 1 | 0.067 | 0.444 | 0.002 | 0.250 | 0.001 | 0.250 |

### Table 4: Average runtime (in seconds) of different methods for different synthetic settings.

| n | I | d | AutoFD | GL | PYRO (α = 0.3) | RFI (α = 0.3) | RFI (α = 1.0) |
|---|---|---|-------|-----|---------------|--------------|--------------|
| 1 | 1 | 1.662 | 7212.395 | 21866.164 | 3.906 | 8784.491 | 27178.642 |
| 1 | 1 | 1.662 | 7212.395 | 21866.164 | 3.906 | 8784.491 | 27178.642 |

Note: method either exceeds runtime limit (8 hours) or runs out of memory.
**Table 5: Quantitive Results over Real-world Datasets**

| Dataset   | AutoFD (sec) | GL (sec) | RFI (3) | RFI (5) | RFI (10) |
|-----------|--------------|----------|---------|---------|----------|
| Hospital  | 0.318        | -        | -       | -       | -        |
| Food      | 14.453       | 0.924    | -       | -       | -        |
| Physician | 79.068       | 3.520    | 55.775  | -       | -        |

| Sample    | Score (0.2005127949958685) |
|-----------|---------------------------|
| Condition | MeasureName -> HospitalType (0.99888823042059128) |
| City      | CountyName -> MeasureName (0.7179783581921211) |
| ProviderNumber | HospitalName (0.6844891849294678) |
| PhoneNumber | HospitalName (0.6896259319483884) |
| MeasureCode | MeasureName (0.7811221984616881) |
| HospitalName | City (0.6928975952148113) |
| ZipCode    | EmergencyService (0.664887415852853) |

**Figure 2: The autoregression matrix estimated by AutoFD for the Hospital dataset.**

We experimentally demonstrate AutoFD’s scalability. We generate a collection of synthetic datasets where we keep all settings fixed except for the number of attributes, which we range from 4 to 190 with an increase step of two. For each number of attributes, we generate five datasets and calculate the average runtime for each columns size. In addition, we log both the total runtime (including data loading and data transformation) and the structure learning runtime. The results are shown in Figure 4 and validate the quadratic scalability of AutoFD as the number of attributes increase.

**Figure 3: The FDs discovered by RFI for Hospital.**

particularly meaningful for data preparation tasks. For instance, PYRO finds 24 FDs that determine the attribute ‘Address1’.

### 5.4 Using AutoFD to Automate Data Cleaning

Recent work [19] showed that integrity constraints such as FDs can be used to train machine learning models for data cleaning in a weakly supervised manner. A limitation of this work is that it relies on users to specify these constraints. Here, we test if AutoFD can be used to automate this process and address this pain point. For our experiments, we use the open-source version of the system from [19], as it provides a collection of manually specified FDs for the Hospital dataset. We perform the following experiment: we compare the manual FDs in that repository with the FDs discovered by AutoFD. The precision, recall, and $F_1$ reported by the data cleaning system for the manual constraints are 0.91, 0.70, and 0.79 respectively, while the corresponding metrics for the FDs discovered by AutoFD is 0.93, 0.72, and 0.81. We see that this performance is comparable to the manually specified FDs, thus, providing evidence on the applicability of AutoFD to discover FDs that are useful in downstream data preparation tasks.

### 5.5 Micro-benchmark Results

Finally, we report micro-benchmarking results: (1) we evaluate the scalability of AutoFD and demonstrate its quadratic computational complexity with respect to number of attributes; (2) we evaluate the effect of increasing noise rates on the performance of AutoFD.

**5.5.1 Column-wise Scalability.** Based on our discussion in Section 4, AutoFD exhibits quadratic complexity instead of exponential complexity with respect to the number of columns in a dataset. We experimentally demonstrate AutoFD’s scalability. We generate a collection of synthetic datasets where we keep all settings fixed except for the number of attributes, which we range from 4 to 190 with an increase step of two. For each number of columns, we generate five datasets and calculate the average runtime for each columns size. In addition, we log both the total runtime (including data loading and data transformation) and the structure learning runtime. The results are shown in Figure 4 and validate the quadratic scalability of AutoFD as the number of attributes increase.
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6 CONCLUSIONS

We introduced AutoFD, a structure learning framework to solve the problem of FD discovery in relational data. A key result in our work is to model the distribution that FDs impose over pairs of records instead of the joint distribution over the attribute-values of the input dataset. Specifically, we introduce a method that convert FD discovery to a structure learning problem over a linear structured equation model. We empirically show that AutoFD outperforms state-of-the-art FD discovery methods and can produce meaningful FDs that are useful for downstream data preparation tasks.

REFERENCES