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1 INTRODUCTION

Abstract interpretation, originated by Cousot and Cousot [Cousot and Cousot 1977], is a powerful technique for static analysis of program correctness. The key idea of abstract interpretation is to provide an over-approximation (abstraction) of the concrete program semantics. Consequently, analysis of programs can be done at the abstract level, which is usually much simpler, and correctness in the abstract domain implies correctness in the concrete domain. Over the past few decades, abstract interpretation has become increasingly popular in describing and analysing computational models in many different areas of computer science, such as model checking [Clarke et al. 2003, 1994; Cousot and Cousot 2000; Dams et al. 1997], process calculi [Cleaveland and Riely 1994; Venet 1996], type inference [Comini et al. 2008; Cousot 1997], and theorem proving [Plaisted 1981]. More recently, analysis of quantum programs using abstract interpretation was proposed in [Yu and Palsberg 2021], where tuples of local subspaces of the state Hilbert space are regarded as abstraction of quantum states.

Hoare logic [Hoare 1969] is one of the most popular syntax-oriented approaches for verifying the correctness of computer programs. The core notion of Hoare logic is the program correctness expressed in the form of Hoare triples \( \{p\} S \{q\} \) where \( S \) is a program, and \( p \) and \( q \) are assertions that describe the pre- and post-conditions of \( S \), respectively. For non-probabilistic programs, assertions are typically first-order logic formulas. Intuitively, the triple \( \{p\} S \{q\} \) states that if \( S \) is executed
at a state (evaluation of program variables) satisfying $p$ and it terminates, then $q$ must hold in the final state. This is called partial correctness. If termination is further guaranteed in all states that satisfy $p$, then partial correctness becomes a total one. Hoare logic provides a proof system which can systematically deduce the correctness of a program represented by such a triple. After decades of development, Hoare logic has been successfully applied to the analysis of programs with non-determinism, recursion, parallel execution, probabilistic features, etc. For a detailed survey, please refer to [Apt et al. 2010; Apt and Olderog 2019].

In recent years, Hoare-type logics for quantum programs have been developed. Unlike the classical case, a logic system for assertions of quantum states was proposed only very recently [Ying 2022]; most quantum Hoare logics developed so far simply take a certain semantic set as possible assertions. [D’Hondt and Panangaden 2006] proposes to regard positive operators not greater than (w.r.t. Löwner order) the identity operator as (quantitative) assertions of quantum states. Then the degree of a quantum state $\rho$ satisfying an assertion $M$ is denoted $\text{Tr}(M\rho)$, the expected value of outcomes if $\rho$ is measured according to the projective measurement determined by $M$. A Hoare triple for quantum programs then has the form $\{M\} S \{N\}$ where $S$ is a quantum program, and $M$ and $N$ are quantum assertions, and it is partially (resp. totally) correct if

$$\text{Tr}(M\rho) \leq \text{Tr}(N \cdot [S](\rho)) + \text{Tr}(\rho) - \text{Tr}([S](\rho))$$

(resp. $\text{Tr}(M\rho) \leq \text{Tr}(N \cdot [S](\rho)))$ for any quantum state $\rho$ [Feng et al. 2022; Feng and Ying 2021; Ying 2012, 2016; Ying et al. 2022]. Note that the term $\text{Tr}(\rho) - \text{Tr}([S](\rho))$ appearing in partial correctness but not in total correctness denotes the probability for $S$ to diverge (not terminate) at $\rho$. Another line of research, which is conceptually and computationally simpler, is to regard subspaces (or equivalently, orthogonal projectors) of the associated Hilbert space as (qualitative) assertions, and a quantum state $\rho$ satisfies a subspace assertion $P$ iff the support (the image space of linear operators) of $\rho$ is included in $P$ [Unruh 2019; Zhou et al. 2019]. Partial correctness of $\{P\} S \{Q\}$ means that $[S](\rho)$ satisfies $Q$ as long as $\rho$ satisfies $P$, similar to the classical case. Total correctness further requires that $\text{Tr}([S](\rho)) = \text{Tr}(\rho)$ for all $\rho$ satisfying $P$. Obviously, subspace based Hoare logics are special cases of positive operator based ones, by noting that projectors are positive operators with eigenvalues being either 0 or 1. For comparison with abstract interpretation, we will consider this simplified form of quantum Hoare logic in this paper.

Incorrectness logic [O’Hearn 2019], or reverse Hoare logic [Vries and Koutavas 2011], is a complementary method to reason about the incorrectness of programs. Similar to Hoare logic, the key notion of incorrectness logic is a triple $[p] S [q]$ which asserts that any state satisfying $q$ is reachable from a state satisfying $p$ by executing the program $S$. Note that the postcondition $q$ in the Hoare triple $[p] S [q]$ provides an over-approximation of the set of final states when starting with states in $p$, while $q$ in the incorrectness triple $[p] S [q]$ provides an under-approximation of the same set. Again, incorrectness logic has recently been extended to analyse quantum programs where quantum assertions are taken as subspaces of the associated Hilbert space [Yan et al. 2022].

So far, the aforementioned approaches for analysis of quantum programs, namely abstract interpretation, Hoare logic, and incorrectness logic, have been developed largely in parallel. In this paper we analyse the relationship between them. Our discovery is twofold:

1. Given a quantum abstract interpretation in which the abstract domain for quantum states is well-structured, a quantum Hoare logic is naturally induced which is sound (resp. sound and relatively complete) if the abstract operator is sound (resp. complete) for each basic command of the quantum language under consideration. Similar results apply to quantum incorrectness logic as well. Compared to the applied Hoare logic [Zhou et al. 2019] and incorrectness logic [Yan et al. 2022] for quantum programs, our induced logic systems are in a forward fashion, making them more useful in certain applications.
(2) Conversely, for any quantum Hoare logic in which the set of assertions for quantum states is well-structured, a quantum abstract interpretation is naturally induced which is sound (resp. complete) if the Hoare logic is sound (resp. sound and relatively complete). Again, similar results apply to quantum incorrectness logic as well. As an application, these results imply the non-existence of any sound and relatively complete Hoare or incorrectness logic for quantum programs if tuples of local subspaces are taken as assertions.

The rest of this paper is organised as follows. We review in Sec. 2 some basic notions from abstract interpretation and quantum computing that will be used throughout this paper. In Sec. 3, a simple quantum while-language is introduced, which serves as the target language of our analysis, and its concrete denotational semantics is defined. We examine the relationship between well-structured abstract domains and sets of assertions for quantum states in Sec. 4, which sets the stage for the discussion that follows. Sec. 5 is the main part of this paper, where we elaborate on how a sound (resp. sound and relatively complete) Hoare logic and a sound (resp. complete) abstract interpretation of quantum programs can be derived from each other. Similar results are also discussed for incorrectness logic. Finally, Sec. 6 concludes the paper and points out some directions for future study.

2 PRELIMINARIES

This section is devoted to fixing some notations from abstract interpretation and quantum computing that will be used in this paper. For a thorough introduction to the relevant backgrounds, please refer to [Miné 2017] (abstract interpretation) and [Nielsen and Chuang 2002] (quantum computing).

2.1 Abstract Interpretation

Let the concrete domain for program states be a partially ordered set, a.k.a poset, \((C, \leq_C)\). Typically, elements in \(C\) are subsets of program states, and \(\leq_C\) is just the set inclusion. Let the abstract domain be another poset \((A, \leq_A)\). The concrete and abstract domains are related by a pair of monotonic functions \(\alpha : C \to A\) and \(\gamma : A \to C\). The pair \((\alpha, \gamma)\) is said to form a Galois connection, denoted \(\alpha \dashv \gamma\), if for all \(c \in C\) and \(a \in A\), \(c \leq_C \gamma(a)\) iff \(\alpha(c) \leq_A a\). Furthermore, if \(\alpha \circ \gamma = \text{id}_A\) then \((\alpha, \gamma)\) forms a Galois embedding, where \(\text{id}_A\) is the identity relation over \(A\). Note that a Galois connection \((C, \leq_C) \dashv (A, \leq_A)\) is a Galois embedding iff any of the following holds: (1) \(\alpha\) is surjective, that is, for all \(a \in A\), there exists \(c \in C\) such that \(\alpha(c) = a\); (2) \(\gamma\) is injective, that is, for all \(a, a' \in A\), \(\gamma(a) = \gamma(a')\) implies \(a = a'\).

Given an operator \(f : C \to C\) in the concrete domain, an abstract operator \(f^* : A \to A\) is called a sound abstraction of \(f\) if \(\alpha \circ f \leq_A f^* \circ \alpha\), and it is complete if \(\alpha \circ f = f^* \circ \alpha\). It is easy to check that complete abstractions are closed under composition; that is, if \(f^*\) and \(g^*\) are complete abstractions of \(f\) and \(g\) respectively, then \(f^* \circ g^*\) is a complete abstraction of \(f \circ g\). Note that a complete abstraction does not necessarily exist. However, the best abstraction of \(f\), defined as \(\alpha \circ f \circ \gamma\), always exists. It is the smallest one among all sound abstractions.

Remark 1. In the literature, there are alternative definitions of sound and complete abstraction using the concretisation function \(\gamma\) instead of the abstraction function \(\alpha\). Specifically, an abstract operator \(f^*\) is sound if \(f \circ \gamma \leq_C \gamma \circ f^*\), and it is complete if \(f \circ \gamma = \gamma \circ f^*\). It can be easily checked that when \((\alpha, \gamma)\) forms a Galois connection, these two notions of soundness are equivalent; that is, \(\alpha \circ f \leq_A f^* \circ \alpha\) iff \(f \circ \gamma \leq_C \gamma \circ f^*\). However, the two notions of completeness are in general incomparable. Nevertheless, in either case the complete abstraction, if exists, must be the best abstraction.
2.2 Basic quantum computing

Let $\mathcal{H}$ be a finite-dimensional Hilbert space, and $\dim(\mathcal{H})$ denote its dimension. Following the tradition of quantum computing, vectors in $\mathcal{H}$ are denoted in the Dirac form $|\psi\rangle$. The inner and outer products of two vectors $|\psi\rangle$ and $|\phi\rangle$ are written as $\langle \psi | \phi \rangle$ and $|\psi\rangle \langle \phi |$, respectively. Let $L(\mathcal{H})$ be the set of linear operators on $\mathcal{H}$ and $A \in L(\mathcal{H})$. Denote by $\text{Tr}(A) = \sum_{i \in |} \langle \psi_i | A | \psi_i \rangle$ the trace of $A$ where $\{|\psi_i\rangle : i \in I\}$ is an orthonormal basis of $\mathcal{H}$. The adjoint of $A$, denoted $A^\dagger$, is the unique linear operator in $L(\mathcal{H})$ such that $\langle \psi | A | \phi \rangle = \langle \phi | A^\dagger | \psi \rangle$ for all $|\psi\rangle, |\phi\rangle \in \mathcal{H}$. Here, for a complex number $z$, $z^*$ denotes its conjugate. An operator $A \in L(\mathcal{H})$ is said to be (1) hermitian if $A^\dagger = A$; (2) unitary if $A^2 = I_\mathcal{H}$, the identity operator on $\mathcal{H}$; (3) positive if for all $|\psi\rangle \in \mathcal{H}$, $\langle \psi | A | \psi \rangle \geq 0$. Every hermitian operator $A$ has a spectral decomposition form $A = \sum_{i \in I} \lambda_i |\psi_i\rangle \langle \psi_i |$ where $\{|\psi_i\rangle : i \in I\}$ constitute an orthonormal basis of $\mathcal{H}$. The Löwner (partial) order $\subseteq$ on $L(\mathcal{H})$ is defined by letting $A \sqsubseteq B$ if $B - A$ is positive.

A linear operator $E$ from $L(\mathcal{H}_1)$ to $L(\mathcal{H}_2)$ is called a super-operator. It is said to be (1) positive if it maps positive operators on $\mathcal{H}_1$ to positive operators on $\mathcal{H}_2$; (2) completely positive if $I_\mathcal{H} \otimes E$ is positive for all finite dimensional Hilbert space $\mathcal{H}$, where $I_\mathcal{H}$ is the identity super-operator on $L(\mathcal{H})$; (3) trace-preserving (resp. trace-nonincreasing) if $\text{Tr}(E(A)) = \text{Tr}(A)$ (resp. $\text{Tr}(E(A)) \leq \text{Tr}(A)$) for any positive operator $A \in L(\mathcal{H}_1)$. Given the tensor product space $\mathcal{H}_1 \otimes \mathcal{H}_2$, the partial trace with respect to $\mathcal{H}_2$, denoted $\text{Tr}_{\mathcal{H}_2}$, is a linear mapping from $L(\mathcal{H}_1 \otimes \mathcal{H}_2)$ to $L(\mathcal{H}_1)$ such that for any $|\psi_1\rangle, |\phi_1\rangle \in \mathcal{H}_1$,

$$\text{Tr}_{\mathcal{H}_2}(|\psi_1\rangle \langle \phi_1 | \otimes |\phi_2\rangle \langle \phi_2 |) = \langle \phi_2 | \phi_1 \rangle |\psi_1\rangle.$$

The definition extends linearly to $L(\mathcal{H}_1 \otimes \mathcal{H}_2)$.

According to von Neumann’s formalism of quantum mechanics [Von Neumann 1955], any quantum system with finite degrees of freedom is associated with a finite-dimensional Hilbert space $\mathcal{H}$ called its state space. When $\dim(\mathcal{H}) = 2$, such a system is called a qubit, the analogy of bit in classical computing. A pure state of the system is described by a normalised vector in $\mathcal{H}$. When the system is in state $|\psi_i\rangle$ with probability $p_i$, $i \in I$, it is in a mixed state, represented by the density operator $\sum_{i \in I} p_i |\psi_i\rangle \langle \psi_i |$ on $\mathcal{H}$. Obviously, a density operator is positive and has trace 1. In this paper, we follow Selinger’s convention [Selinger 2004] to regard partial density operators, i.e. positive operators with traces not greater than 1 as (unnormalised) quantum states. Intuitively, a partial density operator $\rho$ denotes a legitimate quantum state $\rho/\text{Tr}(\rho)$ which is obtained with probability $\text{Tr}(\rho)$. Denote by $\mathcal{D}(\mathcal{H})$ the set of partial density operators on $\mathcal{H}$. The state space of a composite system (e.g., a quantum system consisting of multiple qubits) is the tensor product of the state spaces of its components. For any $\rho$ in $\mathcal{D}(\mathcal{H}_1 \otimes \mathcal{H}_2)$, the partial traces $\text{Tr}_{\mathcal{H}_1}(\rho)$ and $\text{Tr}_{\mathcal{H}_2}(\rho)$ are the reduced quantum states of $\rho$ on $\mathcal{H}_2$ and $\mathcal{H}_1$, respectively.

The evolution of a closed quantum system is described by a unitary operator on its state space: if the states of the system at $t_1$ and $t_2$ are $\rho_1$ and $\rho_2$, respectively, then $\rho_2 = U \rho_1 U^\dagger$ for some unitary $U$. The general dynamics that can occur in a physical system is described by a completely positive and trace-preserving super-operator. Note that the unitary transformation $E_U(\rho) = U \rho U^\dagger$ is such a super-operator. A (projective) quantum measurement $M$ is described by a collection $\{P_i : i \in O\}$ of projectors (hermitian operators with eigenvalues being either 0 or 1) in the state space $\mathcal{H}$, where $O$ is the set of measurement outcomes. It is required that the measurement operators $P_i$’s satisfy the completeness equation $\sum_{i \in O} P_i = I_\mathcal{H}$. If the system was in state $\rho$ before measurement, then the probability of observing outcome $i$ is given by $p_i = \text{Tr}(P_i \rho)$, and the state of the post-measurement system becomes $\rho_i = P_i \rho P_i / p_i$ whenever $p_i > 0$. Sometime we use a hermitian operator $M$ in $L(\mathcal{H})$.
called observable to represent a projective measurement. To be specific, let

\[ M = \sum_{m \in \text{spec}(M)} mP_m \]

where spec(M) is the set of eigenvalues of M, and \( P_m \) the projection onto the eigenspace associated with \( m \). Then the projective measurement determined by \( M \) is \( \{ P_m : m \in \text{spec}(M) \} \).

### 3 A SIMPLE QUANTUM WHILE-LANGUAGE

The target quantum language of our analysis is an extension of the purely quantum while-language defined in [Feng et al. 2007; Ying 2012] with assertions. Let \( V \), ranged over by \( q, r, \cdots \), be a finite set of (qubit-type) quantum variables. For any subset \( W \) of \( V \), let

\[ \mathcal{H}_W \equiv \bigotimes_{q \in W} \mathcal{H}_q, \]

where \( \mathcal{H}_q \) is the 2-dimensional Hilbert space associated with \( q \). As we use subscripts to distinguish Hilbert spaces with different quantum variables, their order in the tensor product is irrelevant.

The syntax of our language is given as follows:

\[
S ::= \begin{array}{l}
\text{skip} \quad \text{(no-op)} \\
\bar{q} := |0\rangle \quad \text{(initialisation)} \\
\bar{q} \Leftarrow U \quad \text{(unitary operation)} \\
\text{assert } P[\bar{q}] \quad \text{(assertion)} \\
S_0; S_1 \quad \text{(sequence)} \\
\text{if } P[\bar{q}] \text{ then } S_1 \text{ else } S_0 \text{ end} \quad \text{(conditional)} \\
\text{while } P[\bar{q}] \text{ do } S \text{ end} \quad \text{(loop)}
\end{array}
\]

where \( S, S_0 \) and \( S_1 \) are quantum programs, \( \bar{q} \equiv q_1, \ldots, q_t \) a (ordered) tuple of distinct quantum variables from \( V \), \( U \) a unitary operator on \( \mathcal{H}_q \), and \( P \) a subspace of \( \mathcal{H}_q \). Sometimes we also use \( \bar{q} \) to denote the (unordered) set \( \{ q_1, q_2, \ldots, q_t \} \).

For clarification, we often use subscripts to emphasise the quantum system on which an operator is performed. For example, \( P_W \) means \( P \) acting on system \( W \). To simplify notations, we do not distinguish \( P_W \) with its cylindrical extension \( P_W \otimes I_{V \setminus W} \) to \( \mathcal{H}_W \). Furthermore, we use the same symbol, say \( P \), to denote both a subspace and its corresponding projector. The correct meaning of theses notations should be clear from the context. Consequently, a quantum state \( |\psi\rangle \in P \) iff \( P|\psi\rangle = |\psi\rangle \). Here, the former \( P \) denotes a subspace, while the latter one denotes the corresponding projector.

**Definition 3.1 (Denotational semantics).** Let \( S \) be a quantum program. The denotational semantics of \( S \) is a mapping \([S] : \mathcal{D}(\mathcal{H}_V) \rightarrow \mathcal{D}(\mathcal{H}_V)\) defined inductively in Fig. 1, where \( P^\perp_q = I_{\mathcal{H}_q} - P_q \) is the projector onto the orthocomplement of \( P_q \) in \( \mathcal{H}_V \).

Intuitively, the skip statement does not change the input state, while \( \bar{q} := |0\rangle \) sets the system \( \bar{q} \) to state \( |0\rangle \) where \( |\bar{q}\rangle \equiv t \). Note that \( |i\rangle_q \langle j| \) denotes the operator \( |i\rangle \langle j| \) acting on \( q \), and \( \{ |0\rangle, \cdots, |2^t - 1\rangle \} \) constitute the computational basis of \( \mathcal{H}_q \). The statement \( \bar{q} \Leftarrow U \) applies the unitary operator \( U \) on \( \bar{q} \), while assert \( P[\bar{q}] \) measures system \( \bar{q} \) according to the projective measurement \( \{ P, P^\perp \} \) and post-selects the outcome for \( P \); that is, if \( P^\perp \) is observed, then the program aborts without outputting anything (or equivalently, it outputs the zero operator). Note also that here we adopt the convenience of using a partial density operator \( \rho \) to encode both the (normalised) quantum state \( \rho / \text{Tr}(\rho) \) and the probability \( \text{Tr}(\rho) \) of reaching it [Selinger 2004]. Similarly, the branching statement \( \text{if } P[\bar{q}] \text{ then } S_1 \text{ else } S_0 \text{ end} \) also measures system \( \bar{q} \) according to the projective measurement \( \{ P, P^\perp \} \).
\[
\begin{align*}
[\text{skip}] (\rho) &= \rho \\
[\text{q := } |0\rangle] (\rho) &= \sum_{i=0}^{2^l-1} |0\rangle_q (i|\rho|i \rangle_q \langle 0| \\
[\text{assert } P[q]] (\rho) &= P_q \rho P_q \\
[S_0; S_1] (\rho) &= [S_1] \circ [S_0] (\rho) \\
[\text{if } P[q] \text{ then } S_1 \text{ else } S_0] (\rho) &= [\text{assert } P[q]; S_1] (\rho) + [\text{assert } P^\perp[q]; S_0] (\rho) \\
[\text{while } P[q] \text{ do } S] (\rho) &= \sum_{i=0}^{\infty} (\text{assert } P[q]; S)^i \cdot \text{assert } P^\perp[q]] (\rho)
\end{align*}
\]

Fig. 1. Denotational semantics for quantum programs.

and then executes \(S_1\) or \(S_0\) depending on the measurement outcome. The output of this statement is defined as the combination of the two branches. Again, thanks to the convention of partial density operators, this combination is simply the summation of the output states from both branches. Finally, the while loop \(\text{while } P[q] \text{ do } S \text{ end}\) takes into account the output states from different iterations. The well-definedness of the semantics of while loops comes from the fact that the set \(D(H_V)\) of partial density operators on \(H_V\) is a complete partial order set [Selinger 2004; Ying 2016].

For the purpose of abstract interpretation for quantum programs, we take, and fix throughout this paper,

\[
(Q \triangleq 2^{D(H_V)}, \subseteq, \cup, \cap, \emptyset, D(H_V))
\]

to be the concrete domain for their (collecting) semantics, where \(\cup\) and \(\cap\) are respectively the normal union and intersection over sets of quantum states. Thus \(Q\) is a complete lattice. The denotational semantics defined in Definition 3.1 is then extended to the concrete domain by letting \([S] (R) = \{[S] (\rho) : \rho \in R\}\) for any \(R \in Q\). Obviously, such defined \([S]\) is monotonic with respect to \(\subseteq\); that is, \([S] (R) \subseteq [S] (R')\) whenever \(R \subseteq R'\).

4 ABSTRACT QUANTUM DOMAINS V.S. QUANTUM ASSERTIONS

The main contribution of this paper is a close relationship between abstract interpretation and Hoare/incorrectness logic for quantum programs. To this end, we first examine the relationship between abstract domains and assertions for quantum states. For the sake of simplicity, we assume that both the abstract quantum domain and the quantum assertion set are taken as a complete lattice. Furthermore, note that the concrete domain \(Q\) of quantum states defined in Sec. 3 enjoys a linear structure: for any \(\rho_1, \rho_2 \in D(H_V)\) and \(x_1, x_2 > 0\), it holds that \(x_1 \rho_1 + x_2 \rho_2 \in D(H_V)\) whenever \(\text{Tr}(x_1 \rho_1 + x_2 \rho_2) \leq 1\). To respect this structure, we put some natural restrictions on both the abstract domain and the assertion set.

4.1 Well-structured abstract quantum domain

Let \((\mathcal{A}, \leq, \vee, \wedge, \bot, \top)\) be a complete lattice. For \(\mathcal{A}\) to be an abstract domain for the set of quantum state, we assume a pair of monotonic functions \(\alpha : Q \to \mathcal{A}\) (abstraction) and \(\gamma : \mathcal{A} \to Q\) (concretisation).
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Definition 4.1. The complete lattice $\mathcal{A}$ as an abstract domain of $Q$ is said to be well-structured, if

1. $(\alpha, \gamma)$ forms a Galois embedding between $Q$ and $\mathcal{A}$; and
2. for any $\rho_i \in \mathcal{D}(\mathcal{H}_V)$ and $x_i > 0$, $i = 1, 2, \ldots$, with $\sum_i x_i \rho_i \in \mathcal{D}(\mathcal{H}_V)$,
   \[ \alpha \left( \sum_i x_i \rho_i \right) = \bigvee_i \alpha(\rho_i). \] (1)

Here and in the following, we abbreviate $\alpha(\{\rho\})$ into $\alpha(\rho)$ for simplicity.

Note that if $(\alpha, \gamma)$ forms a Galois connection, then $\alpha(\bigcup_i \{\rho_i\}) = \bigvee_i \alpha(\rho_i)$. Thus the second condition in the above definition can be regarded as an analogy of this property for linear combination of quantum states.

The following lemma gives equivalent characterisations of the second condition in Definition 4.1 in terms of the concretisation function.

Lemma 4.2. Let $(\mathcal{A}, \leq_{\mathcal{A}}, \wedge, \wedge, \bot, \top)$ be a complete lattice, with $\alpha : Q \to \mathcal{A}$ and $\gamma : \mathcal{A} \to Q$ forming a Galois embedding. Then the following three statements are equivalent:
1. $\mathcal{A}$ is well-structured;
2. for any $a \in \mathcal{A}$, $\rho_i \in \mathcal{D}(\mathcal{H}_V)$, and $x_i > 0$ with $\sum_i x_i \rho_i \in \mathcal{D}(\mathcal{H}_V)$,
   \[ \sum_i x_i \rho_i \in \gamma(a) \iff \forall i, \rho_i \in \gamma(a); \] (2)
3. for any $a \in \mathcal{A}$, $\gamma(a)$ as a subset of $\mathcal{D}(\mathcal{H}_V)$ is
   - convex;
   - $\omega$-cpo: if for each $i \geq 1$, $\rho_i \in \gamma(a)$ and $\rho_i \subseteq \rho_{i+1}$, then $\bigcup_i \rho_i \in \gamma(a)$;
   - down-closed: if $\rho \subseteq \sigma$ and $\sigma \in \gamma(a)$, then $\rho \in \gamma(a)$ as well; and
   - closed under positive scalar multiplication: if $\rho \in \gamma(a)$ and $x \rho \in \mathcal{D}(\mathcal{H}_V)$ with $x > 0$, then $x \rho \in \gamma(a)$ as well.

Proof. (1) $\iff$ (2): Direct from the observation that
   \[ \sum_i x_i \rho_i \in \gamma(a) \iff \alpha \left( \sum_i x_i \rho_i \right) \leq_{\mathcal{A}} a \]
while
   \[ \forall i, \rho_i \in \gamma(a) \iff \forall i, \alpha(\rho_i) \leq_{\mathcal{A}} a \iff \bigvee_i \alpha(\rho_i) \leq_{\mathcal{A}} a \]

(2) $\Rightarrow$ (3): For any $a \in \mathcal{A}$, it is easy to see from the sufficiency part of Eq.(2) that $\gamma(a)$ is convex and closed under positive scalar multiplication. Now if $\rho \subseteq \sigma$ and $\sigma \in \gamma(a)$, then $\sigma - \rho \in \mathcal{D}(\mathcal{H}_V)$ as well. From the fact that $\rho + (\sigma - \rho) = \sigma$, we know $\rho \in \gamma(a)$ from the necessity part of Eq.(2). Thus $\gamma(a)$ is down-closed.

Finally, if for each $i \geq 1$, $\rho_i \in \gamma(a)$ and $\rho_i \subseteq \rho_{i+1}$, then $\rho_{i+1} - \rho_i \in \gamma(a)$ as well. From the fact that
   \[ \bigcup_i \rho_i = \rho_1 + \sum_{i \geq 1} \left( \rho_{i+1} - \rho_i \right), \]
we know $\bigcup_i \rho_i \in \gamma(a)$ from the sufficiency part of Eq.(2). Thus $\gamma(a)$ is an $\omega$-cpo.

(3) $\Rightarrow$ (2): The proof consists of two parts:
   \[ \sum_i x_i \rho_i \in \gamma(a) \Rightarrow \forall i, x_i \rho_i \in \gamma(a) \]
   (down-closed)
   \[ \Rightarrow \forall i, \rho_i \in \gamma(a) \]
   (scaling)
and
\[ \forall i, \rho_i \in \gamma(a) \quad \Rightarrow \quad \forall n > 0, \sum_{i=1}^{n} \frac{x_i}{\sum_{i=1}^{n} x_i} \rho_i \in \gamma(a) \quad \text{(convexity)} \]
\[ \Rightarrow \quad \forall n > 0, \sum_{i=1}^{n} x_i \rho_i \in \gamma(a) \quad \text{(scaling)} \]
\[ \Rightarrow \quad \sum_{i} x_i \rho_i \in \gamma(a) \quad \text{(co-co-po)} \]

**Example 4.3 (Subspace abstract domain).** The simplest example of well-structured abstract domain for quantum states is the subspace domain

\[ (S(\mathcal{H}_V), \subseteq, \lor, \land, \{0\}, \mathcal{H}_V) \]

where \( S(\mathcal{H}_V) \) is the set of all subspaces (or equivalently, all projectors) of \( \mathcal{H}_V \), \( \subseteq \) is the ordinary subset relation between subspaces (or equivalently, the Löwner order between the corresponding projectors), and the join \( P \lor Q = \text{span}(P \cup Q) \) is defined as the subspace spanned by elements from \( P \) or \( Q \). Then this domain is a complete lattice. Let the concretisation and abstraction functions \( \gamma_s : S(\mathcal{H}_V) \to Q \) and \( \alpha_s : Q \to S(\mathcal{H}_V) \) be defined as follows: for any \( P \in S(\mathcal{H}_V) \) and \( R \in Q \),
\[ \gamma_s(P) \doteq \{ \rho \in \mathcal{D}(\mathcal{H}_V) : [\rho] \subseteq P \}, \]
\[ \alpha_s(R) \doteq \bigvee \{ [\rho] : \rho \in R \}. \]

Here \([\rho]\) denotes the support subspace of \( \rho \). We now show that such defined \( \alpha_s \) and \( \gamma_s \) form a Galois embedding between the concrete domain \( Q \) and the abstract domain \( S(\mathcal{H}_V) \):
\[ R \subseteq \gamma_s(P) \quad \Leftrightarrow \quad R \subseteq \{ \rho \in \mathcal{D}(\mathcal{H}_V) : [\rho] \subseteq P \} \]
\[ \quad \Leftrightarrow \quad \forall \rho \in R, [\rho] \subseteq P \]
\[ \quad \Leftrightarrow \quad \alpha_s(R) \subseteq P \]
where the necessity part of the last equivalence is from the fact that \( P \) is a subspace. Furthermore, it is easy to check that \( \alpha_s \) is surjective: for any \( P \in S(\mathcal{H}_V) \), \( \alpha_s(\gamma_s(P)) = P \).

Finally, for any \( \rho_i \in \mathcal{D}(\mathcal{H}_V) \) and \( x_i > 0, i = 1, 2, \ldots \), with \( \sum_i x_i \rho_i \in \mathcal{D}(\mathcal{H}_V) \),
\[ \alpha_s\left( \sum_i x_i \rho_i \right) = \left[ \sum_i x_i \rho_i \right] = \bigvee_i [\rho_i] = \bigvee_i \alpha_s(\rho_i). \]
Thus \( S(\mathcal{H}_V) \) is a well-structured abstract domain for quantum states in \( \mathcal{D}(\mathcal{H}_V) \).

We now show that the subspace abstract domain \( S(\mathcal{H}_V) \) presented in Example 4.3 is actually the most concrete well-structured abstract quantum domain, in the sense that any other well-structured abstract domain can be regarded as an abstraction of \( S(\mathcal{H}_V) \) in terms of a Galois embedding. For this purpose we first prove

**Lemma 4.4.** Let \( \mathcal{A} \) be a well-structured abstract domain for quantum states, with \( \alpha : Q \to \mathcal{A} \) being the abstraction function. For any \( R_1, R_2 \subseteq \mathcal{D}(\mathcal{H}_V) \),
\[ \alpha_s(R_1) = \alpha_s(R_2) \quad \Rightarrow \quad \alpha(R_1) = \alpha(R_2). \]
Consequently, we have \( \alpha = \alpha \circ \gamma_s \circ \alpha_s \).
Thus $S(H)$ is well-structured. Finally, from Lemma 4.4, we have $S(H) = S(H)$.

The last part of the lemma follows from the observation that for any $R \subseteq D(H)$, $S(H) = S(H)$.

**Theorem 4.5.** Let $A$ be a well-structured abstract domain for quantum states, with $\alpha : Q \to A$ and $\gamma : A \to Q$ being the abstraction and concretisation functions respectively. Then there exists a Galois embedding $(\alpha', \gamma')$ with $\alpha' : S(H) \to A$ and $\gamma' : A \to S(H)$ such that $\alpha = \alpha' \circ \alpha_s$ and $\gamma = \gamma_s \circ \gamma'$. That is, the following diagram commutes for $\alpha$'s and $\gamma$'s respectively:

\[
\begin{array}{ccc}
Q & \xleftarrow{\gamma} & A \\
\downarrow{\alpha_s} & & \downarrow{\gamma'} \\
S(H) & \xleftarrow{\alpha'} & A
\end{array}
\]

**Proof.** Let $\alpha' \triangleq \alpha \circ \gamma_s$ and $\gamma' \triangleq \gamma_s \circ \gamma$. From the fact that $\gamma \circ \alpha \geq Q \ id_Q$ we have

$$\gamma' \circ \alpha' = \alpha' \circ \gamma \circ \alpha \circ \gamma_s \geq S(H) \ \alpha_s \circ \gamma_s \circ \alpha_s = \gamma \circ \alpha \circ \gamma_s = \id_S(H).$$

Furthermore, from Lemma 4.4, we have $\alpha' \circ \alpha_s = \alpha \circ \gamma_s \circ \alpha_s = \alpha$ and so

$$\alpha' \circ \gamma' = \alpha' \circ \alpha_s \circ \gamma = \alpha \circ \gamma = \id_A.$$

Thus $S(H) \xleftarrow{\gamma'} \ A$ is indeed a Galois embedding. Finally, from $\gamma_s \circ \alpha_s \geq Q \ id_Q$ we have

$$\gamma_s \circ \alpha_s \circ \gamma \geq A \ \gamma.$$

On the other hand,

$$\gamma = \gamma \circ \alpha \circ \gamma = \gamma \circ \alpha \circ \gamma_s \circ \alpha_s \circ \gamma \geq A \ \gamma_s \circ \alpha_s \circ \gamma.$$

Thus $\gamma_s \circ \gamma' = \gamma_s \circ \alpha_s \circ \gamma = \gamma$. □

The following lemma is useful in the analysis of conditional and loop constructs in our quantum while language.

**Lemma 4.6.** Suppose $A$ as an abstract domain of quantum states is well-structured. Then for any $R \subseteq D(H)$,

$$\alpha([\text{if } P[q] \text{ then } S_1 \text{ else } S_0 \text{ end}](R)) = \alpha([\text{assert } P[q]; S_1](R)) \vee \alpha([\text{assert } P^{-1}[q]; S_0](R))$$

$$\alpha([\text{while } P[q] \text{ do } S \text{ end}](R)) = \bigvee_{i \geq 0} \alpha([\text{assert } P[q]; S^i; \text{assert } P^{-1}[q]](R))$$
where the second and the last equalities follow from the fact that $(\alpha, \gamma)$ forms a Galois embedding, and the third one from Eq. (1).  

For well-structured abstract domain $\mathcal{A}$, if we are given a proper definition for the abstract operator $[e]$, which is assumed to be monotonic, of each basic command $e \in \{\text{skip}, \ q := 0\}$, $q \equiv U$, $\text{assert } P[q]$, then the abstract operator $[[S]]^\alpha : \mathcal{A} \rightarrow \mathcal{A}$ for any composite quantum program $S$ can be defined inductively as follows: for any $a \in \mathcal{A}$,

1. $[[S_0; S_1]]^\alpha(a) \doteqbar [S_1]^\alpha \circ [S_0]^\alpha(a)$;
2. $[[\text{if } P[q] \text{ then } S_1 \text{ else } S_0 \text{ end}]]^\alpha(a) \doteqbar [\text{assert } P[q]; S_1]^\alpha(a) \lor [\text{assert } P^\perp[q]; S_0]^\alpha(a)$;
3. $[[\text{while } P[q] \text{ do } S \text{ end}]]^\alpha(a) \doteqbar \bigvee_{i \geq 0} ([\text{assert } P[q]; S]^i; \text{assert } P^\perp[q])^\alpha(a)$.

It is easy to check that the induced abstract operator $[[S]]^\alpha$ is monotonic for any $S$ as well. The following theorem shows that such defined abstract operators are sound (resp. complete) if they are sound (resp. complete) for basic commands.

**Theorem 4.7.** Let $\mathcal{A}$ be a well-structured abstract domain of quantum states.

1. If $[[e]]^\alpha$ is sound for all basic commands $e$, then $[[S]]^\alpha$ is sound for any program $S$.
2. If $[[e]]^\alpha$ is complete for all basic commands $e$, then $[[S]]^\alpha$ is complete for any program $S$.

**Proof.** For clause (1), it suffices to prove by induction on the structure of $S$ that $\alpha \circ [[S]] \leq_{\mathcal{A}} [[S]]^\alpha \circ \alpha$ for any program $S$. Note that here we lift the order $\leq_{\mathcal{A}}$ between elements of $\mathcal{A}$ to functions from $Q$ to $\mathcal{A}$ in an entry-wise way. The basis case is directly from the assumption.

1. Let $S \equiv S_0; S_1$. By induction we have $\alpha \circ [[S_0]] \leq_{\mathcal{A}} [[S_0]]^\alpha \circ \alpha$ for $i = 0, 1$. Then from the monotonicity of $[[S_0]]$ and $[[S_1]]^\alpha$,

$\alpha \circ [[S]] = \alpha \circ [[S_0]] \circ [[S_1]]^\alpha \circ \alpha \circ [[S_0]] \leq_{\mathcal{A}} [[S_1]]^\alpha \circ [[S_0]] \circ \alpha = [[S]]^\alpha \circ \alpha.$

2. Let $S \equiv \text{if } P[q] \text{ then } S_1 \text{ else } S_0 \text{ end}$. Let $T_i = \text{assert } P[q]; S_1$ and $T_0 = \text{assert } P^\perp[q]; S_0$. Then by induction, we have $\alpha \circ [[T_i]] \leq_{\mathcal{A}} [[T_i]]^\alpha \circ \alpha$ for $i = 0, 1$. Then from Lemma 4.6, for any $R \subseteq \mathcal{D}(\mathcal{H}_V)$,

$\alpha \circ [[S]](R) = \alpha \circ [[T_1]](R) \lor \alpha \circ [[T_0]](R) \leq_{\mathcal{A}} [[T_1]]^\alpha \circ \alpha(R) \lor [[T_0]]^\alpha \circ \alpha(R) = [[S]]^\alpha \circ \alpha(R).$

3. Let $S \equiv \text{while } P[q] \text{ do } S \text{ end}$. Let $T = \text{assert } P[q]; S$ and $T_0 = \text{assert } P^\perp[q]$. Then by induction, we have $\alpha \circ [[T]] \leq_{\mathcal{A}} [[T]]^\alpha \circ \alpha$ and $\alpha \circ [[T_0]] \leq_{\mathcal{A}} [[T_0]]^\alpha \circ \alpha$. From Lemma 4.6, for any $R \subseteq \mathcal{D}(\mathcal{H}_V)$,

$\alpha \circ [[S]](R) = \bigvee_{i \geq 0} \alpha \circ [[T_i]] \circ ([T]^i)(R) \leq_{\mathcal{A}} \bigvee_{i \geq 0} [[T_0]]^\alpha \circ ([T]^i)^i \circ \alpha(R) = [[S]]^\alpha \circ \alpha(R).$
This completes the proof of clause (1). Clause (2) can be similarly proved. □

The following example shows that the abstract domain $S(H_V)$ allows every quantum program to have a complete abstraction.

**Example 4.8.** Consider the well-structured abstract domain $S(H_V)$ of quantum states presented in Example 4.3. Let us define for each basic command the corresponding abstract operator as follows: for any $Q \in S(H_V)$,

$$[[\text{skip}]]^*(Q) \triangleq Q$$

$$[[q := \ket{0}]]^*(Q) \triangleq \{ \ket{0}_q \otimes \ket{\psi} : |\psi| \in \text{Tr}_q(Q) \}$$

$$[[\neg q \ast = U]]^*(Q) \triangleq \{ U_q |\psi\rangle : |\psi| \in Q \}$$

$$[[\text{assert } P[q]]]((Q) \triangleq \text{span} \{ P_q |\psi\rangle : |\psi| \in Q \}.$$ We would like to prove that these abstract operators are all complete. First, it is easy to check that all the sets on the right-hand side of Eq. (3) are valid subspaces of $H_V$. Let us take $\text{assert } P[q]$ as an example. For any $R \in Q$,

$$\alpha_s \circ [[\text{assert } P[q]]](R) = \left[ \bigcup \{ P_q \rho P_q : \rho \in R \} \right]$$

$$= \text{span} \left\{ P_q |\psi\rangle : |\psi| \in [\rho], \rho \in R \right\}.$$

On the other hand, let $Q' \triangleq \bigvee \{ [\rho] : \rho \in R \}$. Then

$$[[\text{assert } P[q]]]^* \circ \alpha_s(R) = [[\text{assert } P[q]]]^*(Q')$$

$$= \text{span} \left\{ P_q |\phi\rangle : |\phi| \in Q' \right\}.$$ Note that any $|\phi\rangle$ in $Q'$ can be written as a linear combination $|\phi\rangle = \sum_i \beta_i |\psi_i\rangle$ where each $|\psi_i\rangle$ is taken from the support subspace of some state in $R$; that is, $|\psi_i\rangle \in [\rho_i]$ while $\rho_i \in R$. Thus

$$P_q |\phi\rangle \in \text{span} \left\{ P_q |\psi\rangle : |\psi| \in [\rho], \rho \in R \right\},$$

and consequently, $[[\text{assert } P[q]]]^* \circ \alpha_s(R) \subseteq \alpha_s \circ [[\text{assert } P[q]]](R)$. The other direction of inclusion is obvious.

From Theorem 4.7, such defined abstract operators can be extended to any composite quantum programs, and the extended ones are also complete. In the following, we show a more direct way to define these complete abstract operators. Note that for any quantum program $S$, the denotational semantics $[[S]]$ can be regarded as a completely positive and trace non-increasing super-operator over the set $D(H_V)$ of partial density operators. Thus by Kraus representation theorem [Kraus et al. 1983], there exist a finite set of Kraus operators $E_k, k \in K$, such that for any $\rho \in D(H_V), [[S]](\rho) = \sum_k E_k \rho E_k^\dagger$. The abstract operator corresponding to $S$ can then be defined as follows:

$$[[S]]^*(Q) \triangleq \text{span}\{E_k |\psi\rangle : k \in K, |\psi| \in Q\}. $$

Furthermore, this definition coincides with the abstract operators defined in Eq. (3). Note that

$$[[S]](\rho) = \left[ \sum_k E_k \rho E_k^\dagger \right] = \text{span} \left\{ E_k |\psi\rangle : k \in K, |\psi| \in [\rho] \right\}. $$

Following similar lines of the proof for completeness of $[[\text{assert } P[q]]]^*$ above, we can show that

$$\alpha_s \circ [[S]](R) = [[S]]^* \circ \alpha_s(R)$$

for any program $S$ and set of states $R$. In other words, $[[S]]^*$ is indeed the complete abstraction of $[[S]]$. 

...
To conclude this subsection, we show a useful property of complete abstraction of functions on quantum states.

**Lemma 4.9.** Let $\mathcal{A}$ be a well-structured abstract domain for quantum states. Let $a_i \in \mathcal{A}$ for each $i$, and $f^* : \mathcal{A} \to \mathcal{A}$ be the complete abstraction of operator $f : \mathcal{D}(\mathcal{H}_V) \to \mathcal{D}(\mathcal{H}_V)$. Then

$$f^*(\bigvee_i a_i) = \bigvee_i f^*(a_i).$$

**Proof.** Let $R_i = \gamma(a_i)$. Then from the assumption that $(\alpha, \gamma)$ forms a Galois embedding between $Q$ and $\mathcal{A}$, we have $a_i = \alpha(R_i)$. Note that $\alpha(\bigcup_i R_i) = \bigvee_i \alpha(R_i)$. Thus

$$f^*(\bigvee_i a(R_i)) = f^*(\alpha(\bigcup_i R_i)) = \alpha(f(\bigcup_i R_i))$$

$$= \alpha(\bigvee_i f(R_i)) = \bigvee_i \alpha(f(R_i))$$

$$= \bigvee_i f^*(\alpha(R_i)).$$

\[\square\]

### 4.2 Well-structured quantum assertions

Following the common practice of quantum Hoare logics in the literature, for the purpose of verification we only assume a semantic set of assertions $\mathcal{A}$ for quantum states and a satisfaction relation $\models$ on $\mathcal{D}(\mathcal{H}_V) \times \mathcal{A}$. However, we do assume some structure of $\mathcal{A}$. Firstly, let a partial order $\leq_{\mathcal{A}}$ on $\mathcal{A}$ be defined as follows: $a \leq_{\mathcal{A}} a'$ iff for any $\rho \in \mathcal{D}(\mathcal{H}_V), \rho \models a$ implies $\rho \models a'$. Furthermore, to describe conjunction and disjunction of assertions, we assume that $\mathcal{A}$ constitutes a complete lattice and let the meet and join be denoted by $\land$ and $\lor$, respectively. Finally, we make some assumptions on $\models$ to reflect the linear structure of $\mathcal{D}(\mathcal{H}_V)$.

**Definition 4.10.** The complete lattice $\mathcal{A}$ as a set of quantum assertions for $\mathcal{D}(\mathcal{H}_V)$ is said to be well-structured, whenever

1. if $\rho \models a$ for all $a \in A$ where $A \subseteq \mathcal{A}$, then $\rho \models \land A$; and
2. for any $a \in \mathcal{A}, \rho_i \in \mathcal{D}(\mathcal{H}_V)$, and $x_i > 0$ with $\sum_i x_i \rho_i \in \mathcal{D}(\mathcal{H}_V),$

$$\sum_i x_i \rho_i \models a \text{ if and only if } \forall i, \rho_i \models a.$$

**Example 4.11.** Recall the complete lattice

$$(\mathcal{S}(\mathcal{H}_V), \subseteq, \lor, \land, \{0\}, \mathcal{H}_V)$$

of all subspaces of $\mathcal{H}_V$ defined in Example 4.3. We have shown that it is a well-structured abstract domain for quantum states in $\mathcal{D}(\mathcal{H}_V)$. Now we show that it can also serve as a well-structured set of quantum assertions by naturally defining the satisfaction relation $\models$ as follows: for any $\rho \in \mathcal{D}(\mathcal{H}_V)$ and $P \in \mathcal{S}(\mathcal{H}_V),$

$$\rho \models P \text{ if and only if } [\rho] \subseteq P.$$

Firstly, for any subspaces $P$ and $Q, P \subseteq Q$ iff for any $\rho \in \mathcal{D}(\mathcal{H}_V), [\rho] \subseteq P$ implies $[\rho] \subseteq Q$. Secondly, if $[\rho] \subseteq P$ for all $P \in A$ where $A$ is a set of subspaces in $\mathcal{S}(\mathcal{H}_V)$, then obviously $[\rho] \subseteq \land A$ as well. Finally, for any $P \in \mathcal{S}(\mathcal{H}_V), \rho_i \in \mathcal{D}(\mathcal{H}_V)$, and $x_i > 0$ with $\sum_i x_i \rho_i \in \mathcal{D}(\mathcal{H}_V),$

$$\left[\sum_i x_i \rho_i\right] \subseteq P \text{ if and only if } \forall i, [\rho_i] \subseteq P.$$

Thus $\mathcal{S}(\mathcal{H}_V)$ as a set of quantum assertions is indeed well-structured.
4.3 Well-structured abstract domains v.s. well-structured assertions

Now we examine the relationship between well-structured abstract domains and assertion sets for quantum states. Firstly, we show how to transform a well-structured abstract quantum domain into a well-structured assertion set for quantum states.

**Lemma 4.12.** Let \((A, \leq_A, \lor, \land, \bot, \top)\) be a well-structured abstract domain for quantum states, with \(\alpha : Q \to A\) and \(\gamma : A \to Q\) being the abstraction and concretisation functions respectively. Then the satisfaction relation \(\models\) on \(D(\mathcal{H}_V) \times A\), defined as for any \(a \in A\) and \(r \in D(\mathcal{H}_V)\),

\[
\rho \models a \quad \text{iff} \quad \rho \in \gamma(a),
\]

turns \(A\) into a well-structured set of assertions for quantum states.

**Proof.** First, from the fact that \((\alpha, \gamma)\) forms a Galois embedding between \(Q\) and \(A\), for any \(a, a' \in A\),

\[
a \leq_A a' \quad \iff \quad \gamma(a) \subseteq \gamma(a') \quad \iff \quad \forall \rho, \rho \models a \implies \rho \models a'.
\]

We now prove that the two conditions in Definition 4.10 are satisfied. To show (1), we note that for any \(A \subseteq A\) and \(r \in D(\mathcal{H}_V)\),

\[
\forall a \in A, r \models a \quad \Rightarrow \quad \forall a \in A, r \in \gamma(a)
\]

\[
\Rightarrow \quad \forall a \in A, r \models \gamma(a)
\]

\[
\Rightarrow \quad r \models \bigcap A
\]

Furthermore, (2) is directly from Lemma 4.2(2). \(\square\)

Conversely, a well-structured set of quantum assertions can be easily transformed into a well-structured abstract domain for quantum states as well.

**Lemma 4.13.** Let \((A, \leq_A, \lor, \land, \bot, \top)\) be a well-structured set of quantum assertions, with \(\models\) on \(D(\mathcal{H}_V) \times A\) being the satisfaction relation. Then the pair of functions \(\alpha : Q \to A\) and \(\gamma : A \to Q\), defined as for any \(a \in A\) and \(R \subseteq D(\mathcal{H}_V)\),

\[
\gamma(a) \triangleq \{r \in D(\mathcal{H}_V) : r \models a\}
\]

\[
\alpha(R) \triangleq \bigwedge \{b \in A : R \subseteq \gamma(b)\}.
\]

turns \(A\) into a well-structured abstract domain for quantum states.

**Proof.** We have to prove that the two conditions in Definition 4.1 are satisfied. First, from the assumption that \(\models\) is consistent with \(\leq_A\), it is easy to prove that both \(\gamma\) and \(\alpha\) are monotonic functions. Second, to show \((\alpha, \gamma)\) forms a Galois connection between \(Q\) and \(A\), it suffices to prove that for any \(a \in A\) and \(R \subseteq D(\mathcal{H}_V)\), \(R \subseteq \gamma(a)\) iff \(\alpha(R) \leq_A a\). Let \(A_R = \{b \in A : R \subseteq \gamma(b)\}\). Then

\[
R \subseteq \gamma(a) \quad \Rightarrow \quad a \in A_R
\]

\[
\Rightarrow \quad \alpha(R) = \bigwedge A_R \leq_A a.
\]

Conversely, suppose \(\alpha(R) \leq_A a\). For any \(r \in R\) and \(b \in A_R\), we have \(r \in \gamma(b)\), so \(r \models b\). Thus from the fact that \(A\) as an assertion set is well-structured, \(r \models \bigwedge A_R = \alpha(R)\) as well. By the assumption \(\alpha(R) \leq_A a\), we have \(r \models a\), and so \(r \in \gamma(a)\) as desired. Finally, for any \(a\), we can show that \(\alpha(\gamma(a)) = a\) from the fact that the satisfaction relation \(\models\) is consistent with the partial order \(\leq_A\).

From the fact that \((\alpha, \gamma)\) forms a Galois embedding between \(Q\) and \(A\), the remaining part of the proof is then directly from Lemma 4.2. \(\square\)
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Example 4.14. We have already shown in Examples 4.3 and 4.11 that the complete lattice

\[
(S(\mathcal{H}_V), \subseteq, \lor, \cap, \{0\}, \mathcal{H}_V)
\]

can be both a well-structured abstract domain and a well-structured set of assertions for quantum states. Actually, it can be easily seen that the Galois embedding \((\alpha_s, \gamma_s)\) defined in Example 4.3 and the satisfaction relation \(\models\) defined in Example 4.11 satisfy the transformations stated in Lemmas 4.12 and 4.13.

5 QUANTUM HOARE LOGIC V.S. ABSTRACT INTERPRETATION

This section is devoted to the relationship between Hoare/incorrectness logic and abstract interpretation for quantum programs written in the while-language presented in Sec. 3.

5.1 Hoare logic induced by abstract interpretation

Let \(\mathcal{A}\) be a well-structured abstract domain of program states, and an abstract monotonic operator \([e]^{a}\) be defined for each basic command \(e \in \{\text{skip}, \bar{q} := |0\rangle, \bar{q} \Leftarrow U, \text{assert } P[\bar{q}]\}\). Then a Hoare-type proof system is naturally induced as follows:

1. Take \(\mathcal{A}\) to be the set of assertions. Furthermore, for any \(\rho \in D(\mathcal{H}_V)\) and \(a \in \mathcal{A}\), \(\rho \models a\) iff \(\rho \in \gamma(a)\). From Lemma 4.12, \(\mathcal{A}\) as a set of assertions is also well-structured.

2. A correctness formula \(\{a\} \ S \{b\}\) is valid, denoted \(\models \{a\} \ S \{b\}\), if \([S](\gamma(a)) \subseteq \gamma(b)\); that is, \(\gamma(b)\) is an over-approximation of \([S](\gamma(a))\). From the assumption that \((\alpha, \gamma)\) forms a Galois embedding, this is equivalent to \([S]^{b}(a) \leq \mathcal{A} \ b\) where \([S]^{b} = \alpha \circ [S] \circ \gamma\) is the best abstraction of \([S]\) in \(\mathcal{A}\).

3. The proof system (for partial correctness) is presented as in Table 1. A correctness formula \(\{a\} \ S \{b\}\) is said to be derivable, denoted \(\vdash \{a\} \ S \{b\}\), if it has a proof sequence in the logic system.

Recall that such a proof system is said to be sound if \(\vdash \{a\} \ S \{b\}\) implies \(\models \{a\} \ S \{b\}\) for any correctness formula \(\{a\} \ S \{b\}\); while it is relatively complete if the other direction of implication holds. The following theorem gives a close relationship between an abstract interpretation and the Hoare-type logic system induced by it.

**Theorem 5.1.** Let \(\mathcal{A}\) be a well-structured abstract domain of quantum states.

1. If the abstract operator \([e]^{a}\) is sound for each basic command \(e\), then the induced proof system presented in Table 1 is sound.

2. If the abstract operator \([e]^{a}\) is complete for each basic command \(e\), then the induced proof system is both sound and relatively complete.
Proof. For the first part, we have to prove that whenever \( \vdash \{ a \} \ S \ \{ b \} \), then \( [[S]](\gamma(a)) \subseteq \gamma(b) \) or equivalently, \( [[S]]^b(a) \leq \mathcal{A} \ b \). This can be done by induction on the proof length of \( \vdash \{ a \} \ S \ \{ b \} \).

For the last step of the proof, we have the following cases:

1. Rule (Exp) is used. In this case, \( S \equiv e \) for some basic command \( e \), and \( b \equiv [[e]]^b(a) \). The result then follows from the assumption that \( [[e]]^b \) is sound; that is, \( [[e]](\gamma(a)) \subseteq \gamma([[e]]^b(a)) \).

2. Rule (Seq) is used. By induction, \( [[S_0]](\gamma(a)) \subseteq \gamma(a') \) and \( [[S_1]](\gamma(a')) \subseteq \gamma(b) \). Thus

\[
[[S_0; S_1]](\gamma(a)) = [[S_1]]([[S_0]](\gamma(a))) \subseteq \gamma(b).
\]

3. Rule (Imp) is used. Then the result follows from the monotonicity of \( [[S]]^b \) for all program \( S \).

4. Rule (Meas) is used. Let \( T_1 = \text{assert} \ P[q] \); \( S_1 \) and \( T_0 = \text{assert} \ P^\perp[q] \); \( S_0 \). By induction, we have

\[
[[T_i]]^b(a) \leq \mathcal{A} \ b_i \quad \text{for } i = 0, 1.
\]

Thus from Lemma 4.6,

\[
[[\text{if } P[q] \ \text{then } S_1 \ \text{else } S_0 \ \text{end}]]^b(a) = [[T_0]]^b(a) \lor [[T_1]]^b(a) \leq \mathcal{A} \ b_0 \lor b_1.
\]

5. Rule (While) is used. From induction hypothesis, we have

\[
[[\text{assert } P[q] \}; S] \leq \mathcal{A} \ a, \quad [[\text{assert } P^\perp[q]]] \leq \mathcal{A} \ b.
\]

Let \( T_i = (\text{assert } P[q]; S)^i; \text{assert } P^\perp[q] \) where \( i = 0, 1, \ldots \). By induction on \( i \) we can show

\[
[[T_i]]^b(a) \leq \mathcal{A} \ b \quad \text{for all } i \geq 0.
\]

Thus from Lemma 4.6,

\[
[[\text{while } P[q] \ \text{do } S \ \text{end}]]^b(a) = \bigvee_{i \geq 0} [[T_i]]^b(a) \leq \mathcal{A} \ b.
\]

For the second part, suppose \( [[e]]^b \) is complete for any basic command \( e \). Then from Theorem 4.7, the induced abstract operator \( [[S]]^b \) is complete for any quantum program \( S \). Thus it must be the best abstraction; that is, \( [[S]]^b = [[S]]^b \). Now we have to show that whenever \( [[S]]^b(a) \leq \mathcal{A} \ b \), then

\[
\vdash \{ a \} \ S \ \{ b \}.
\]

By Rule (Imp), it suffices to show

\[
\vdash \{ a \} \ S \ \{ [[S]]^b(a) \}
\]

by induction on the structure of \( S \). The basis case where \( S \equiv e \) for some \( e \in \{ \text{skip, } \bar{q} := |0>, \ \bar{q} \ast=: U, \ \text{assert } P[q] \} \) is directly from Rule (Exp). For other cases,

1. \( S \equiv S_0; S_1 \). This follows from the fact that complete abstractions are closed under operator composition; that is, \( [[S_0; S_1]]^b = [[S_1]]^b \circ [[S_0]]^b \).

2. \( S \equiv \text{if } P[q] \ \text{then } S_1 \ \text{else } S_0 \ \text{end} \). Let \( T_1 = \text{assert } P[q]; S_1 \) and \( T_0 = \text{assert } P^\perp[q]; S_0 \). Then by induction, we have

\[
\vdash \{ a \} \ T_1 \ \{ [[T_1]]^b(a) \}, \quad \vdash \{ a \} \ T_0 \ \{ [[T_0]]^b(a) \}.
\]

Furthermore, from Lemma 4.6,

\[
[[S]]^b(a) = a \circ [[T_1]] \circ \gamma(a) \lor a \circ [[T_0]] \circ \gamma(a) = [[T_1]]^b(a) \lor [[T_0]]^b(a).
\]

Thus the result follows from Rule (Meas).

3. \( S \equiv \text{while } P[q] \ \text{do } S \ \text{end} \). Let \( T = \text{assert } P[q]; S, T_0 = \text{assert } P^\perp[q], \) and \( a^* = \bigvee_{i \geq 0}([[T]]^b)^i(a) \). Then by induction,

\[
\vdash \{ a^* \} \ T \ \{ [[T]]^b(a^*) \}, \quad \vdash \{ a^* \} \ T_0 \ \{ [[T_0]]^b(a^*) \}.
\]

From Lemma 4.9, we have \( [[T]]^b(a^*) = \bigvee_{i \geq 0}([[T]]^b)^i(a) \leq \mathcal{A} \ a^* \) and

\[
[[T_0]]^b(a^*) = \bigvee_{i \geq 0} [[T_0]]^b \circ ([[T]]^b)^i(a) = [[S]]^b(a)
\]

where the second equality is from Lemma 4.6. The result then follows from Rules (Imp), (While), and the fact that \( a \leq \mathcal{A} \ a^* \).
Example 5.2 (Hoare logic induced by subspace abstract interpretation). Recall from Examples 4.3 and 4.8 that the subspace abstract domain $S(\mathcal{H}_V)$ for quantum states is well-structured, and the abstract operators for basic commands defined in Eq. (3) are complete. Thus by Theorems 5.1 the induced Hoare-type proof system presented in Table 1 is both sound and relatively complete when assertions are taken from $S(\mathcal{H}_V)$.

Note that the applied quantum Hoare logic proposed in [Zhou et al. 2019] also uses elements of $S(\mathcal{H}_V)$ as assertions. A correctness formulas $\{P\} \triangleright \{Q\}$ is correct (with respect to partial correctness), denoted $\models_{ap} \{P\} \triangleright \{Q\}$, if for any $\rho \in D(\mathcal{H}_V)$, whenever $[\rho] \subseteq P$, $[[S]](\rho) \subseteq Q$. Using the concretisation function $\gamma_s$ from $S(\mathcal{H}_V)$ to $Q$ defined in Example 4.3, this is equivalent to $[[S]](\gamma_s(P)) \subseteq \gamma_s(Q)$, coinciding with our correctness definition.

We now compare our proof system with the applied quantum Hoare logic. First, let us examine the inference rules for initialisation $\bar{q} := |0\rangle$:

$$(\text{Init}) \quad \{P\} \bar{q} := |0\rangle \{0\rangle_q \otimes [\text{Tr}_q(P)]\}$$

$$(\text{Init-ap}) \quad \{I_q \otimes f(Q)\} \bar{q} := |0\rangle \{Q\}.$$  

The left one is from our system, while the right one is taken from [Zhou et al. 2019] where

$$f(Q) = \bigvee \{T \in S(\mathcal{H}_V) : |0\rangle_q \otimes T \subseteq Q\}.$$ 

We now prove that with the help of Rule (Imp), these two rules are indeed equivalent:

1. (Init) $\implies$ (Init-ap). Suppose $Q$ is given. Let $P \triangleq I_q \otimes f(Q)$. Then $[\text{Tr}_q(P)] = f(Q)$. Thus from (Init) we have $\{P\} \bar{q} := |0\rangle \{0\rangle_q \otimes f(Q)\}$, and so (Init-ap) follows from (Imp) by noting that $|0\rangle_q \otimes f(Q) \subseteq Q$.

2. (Init-ap) $\implies$ (Init). Suppose $P$ is given. Let $Q \triangleq |0\rangle_q \otimes [\text{Tr}_q(P)]$. Then $f(Q) = [\text{Tr}_q(P)]$. Thus from (Init-ap) we have $\{I_q \otimes [\text{Tr}_q(P)]\} \bar{q} := |0\rangle \{Q\}$, and so (Init) follows from (Imp) by noting that $P \subseteq I_q \otimes [\text{Tr}_q(P)]$.

It is evident that the proof system of [Zhou et al. 2019] works in a backward manner; that is, it tries to give the weakest precondition of a postcondition. In contrast, our logic system in Table 1 works in a forward manner by trying to give the strongest postcondition of a precondition. Due to this complementary nature, we believe that these two systems will be useful in different applications.

Next, let us examine the abstract interpretation for quantum circuits proposed in [Yu and Palsberg 2021] where tuples of subspaces of some subsystems, instead of subspaces of the whole system, are regarded as abstract elements for quantum states.

Example 5.3 (Local-subspace abstract domain). Let a signature $\sigma$ be a tuple of proper subsets of $V$; formally, $\sigma \triangleq (s_1, \ldots, s_m)$ where $m \geq 1$ and for each $i$, $s_i \subset V$. Then the abstract subspace domain with signature $\sigma$ is given by

$$S(\mathcal{H}_V)_\sigma, \sqcap_\sigma, \sqcup_\sigma, \sqcap_\sigma, \sqcup_\sigma, \sqcap_\sigma, \sqcup_\sigma)$$

where

$$S(\mathcal{H}_V)_\sigma \triangleq \{(P_1, \ldots, P_m) : \forall i, P_i \text{ is a subspace of } \mathcal{H}_{s_i}\},$$

the partial order $\sqsubseteq_\sigma$ and the lattice operators $\sqcup_\sigma$ and $\sqcap_\sigma$ are all defined in the entry-wise way, $\sqcap_\sigma \triangleq (0_{s_1}, \ldots, 0_{s_m})$, and $\sqcup_\sigma \triangleq (I_{s_1}, \ldots, I_{s_m})$. Again, this domain is a complete lattice. When each $s_i$ contains exactly two quantum variables, this is similar to the octagon domain for classical programs.
The abstraction and concretisation functions are defined naturally as follows. For any $\overline{P} \triangleq (P_1, \cdots, P_m) \in S(\mathcal{H}_V)_{\sigma}$ and $R \in Q$,

$$\alpha_{\sigma}(R) \triangleq (Q_1, \cdots, Q_m), \quad \text{where } Q_i \triangleq \sqrt{\mathbb{E}}[\{\rho_i \mid \rho \in R\}] \quad \text{and} \quad \rho_i \triangleq \text{Tr}_{V\setminus s_i}(\rho) \text{ is the reduced state of } \rho \text{ in the subsystem } s_i;$$

$$\gamma_{\sigma}(\overline{P}) \triangleq \bigcap_{i=1}^{m} \gamma_{i}(P_i) = \bigcap_{i=1}^{m} \{\rho \in \mathcal{D}(\mathcal{H}_V) : [\rho] \subseteq P_i \otimes I_{V\setminus s_i}\}.$$

Intuitively, $\alpha_{\sigma}(R)$ is the tuple of subspaces in which each component subspace is spanned by all the quantum states in $R$ restricted on the corresponding subsystems, while $\gamma_{\sigma}(\overline{P})$ is collectively determined by all the local subspaces $P_i$ in $\overline{P}$ when $P_i$ is regarded as a subspace of the whole quantum system $V$. In other words, $S(\mathcal{H}_V)_{\sigma}$ is essentially the direct product of the individual abstract domains $S(\mathcal{H}_{s_i})$.

We now show that for each signature $\sigma$, $S(\mathcal{H}_V)_{\sigma}$ is well-structured. First, for any $\overline{P} \in S(\mathcal{H}_V)_{\sigma}$ and $R \in Q$,

$$\alpha_{\sigma}(R) \sqsubseteq_{\sigma} \overline{P} \iff \forall i, \sqrt{\mathbb{E}}[\{\rho_i \mid \rho \in R\}] \subseteq P_i \iff \forall i, \forall \rho \in R, [\text{Tr}_{V\setminus s_i}(\rho)] \subseteq P_i \iff \forall \rho \in R, \forall i, [\rho] \subseteq P_i \otimes I_{V\setminus s_i} \iff R \subseteq \gamma_{\sigma}(\overline{P}),$$

where the third equivalence follows from the fact that $[\rho] \subseteq [\text{Tr}_{V\setminus s_i}(\rho)] \otimes I_{V\setminus s_i}$ and $[\sqrt{\mathbb{E}}[\{\rho_i \mid \rho \in R\}]] = [\text{Tr}_{V\setminus s_i}(\rho)]$ for all $\rho \in \mathcal{D}(\mathcal{H}_V)$. Furthermore, $\alpha_{\sigma}$ is surjective. Thus the pair $(\alpha_{\sigma}, \gamma_{\sigma})$ forms a Galois embedding between $Q$ and $S(\mathcal{H}_V)_{\sigma}$. Second, for any $k = 1, \cdots, m$, $\rho_i \in \mathcal{D}(\mathcal{H}_V)$, and $x_1 > 0$ with $\sum_{i=1}^{k} x_i \rho_i \in \mathcal{D}(\mathcal{H}_V)$,

$$\left(\alpha_{\sigma}\left(\sum_{i=1}^{k} x_i \rho_i\right)\right) = \left[\text{Tr}_{V\setminus s_k}\left(\sum_{i=1}^{k} x_i \rho_i\right)\right] = \sqrt{\mathbb{E}}\left[\text{Tr}_{V\setminus s_k}(\rho_i)\right] = \left(\bigvee_{i} \alpha_{\sigma}(\rho_i)\right).$$

It is obvious that the best abstraction $[[S]]_{\sigma}^b = \alpha_{\sigma} \circ [[S]]_{\sigma} \circ \gamma_{\sigma}$ is sound for any quantum program $S$. Thus from Theorem 5.1, the proof system presented in Table 1, when $[[e]]_{\sigma}^b$ in Rule (Exp) is replaced by $[[e]]_{\sigma}^b$, is sound for quantum assertions taken from $S(\mathcal{H}_V)_{\sigma}$. However, as the following counterexample shows, $[[S]]_{\sigma}^b$ is in general not a complete abstraction for $[[S]]$. For simplicity, we consider the case where $V = \{q_1, q_2, q_3\}$ and $\sigma = (\{q_1, q_2\}, \{q_2, q_3\})$. Let $|\Phi^+\rangle = \frac{1}{\sqrt{2}}(|000\rangle \pm |111\rangle)$, $U$ be a unitary operator on $\mathcal{D}(\mathcal{H}_V)$ which maps $|\Phi^+\rangle$ to $|000\rangle$ and $|\Phi^-\rangle$ to $|111\rangle$, and $S \triangleq q_1, q_2, q_3 \equiv U$. Let $\Phi^+ = |\Phi^+\rangle\langle\Phi^+|$. Note that $\Phi^+$ can be regarded as either the density operator corresponding to the pure state $|\Phi^+\rangle$ or the projector onto the one dimensional subspace spanned by $|\Phi^+\rangle$. Then

$$\alpha_{\sigma} \circ [[S]](\Phi^+) = (P_{q_i, q_j}^{0}, P_{q_i, q_j}^{0}) \quad \text{and} \quad \alpha_{\sigma}(\Phi^-) = (P_{q_i, q_j}^{0}, P_{q_i, q_j}^{0}),$$

where $P^i = \text{span}(|ii\rangle)$, $i = 0, 1$, and $P^c = \text{span}(|00\rangle, |11\rangle$. However, since $\Phi^- \not\in \gamma_{\sigma}(\alpha_{\sigma}(\Phi^+))$, we have

$$|111\rangle\langle111| \in [[S]] \circ \gamma_{\sigma} \circ \alpha_{\sigma}(\Phi^+).$$

Thus if $[[S]]_{\sigma}^b \circ \alpha_{\sigma}(\Phi^+) = (Q_1, Q_2)$ then it must hold that $|11\rangle \in Q_1$ and $|11\rangle \in Q_2$. Consequently, $\alpha_{\sigma} \circ [[S]](\Phi^+) \not\subseteq [[S]]_{\sigma}^b \circ \alpha_{\sigma}(\Phi^+)$ as desired.

As $[[S]]_{\sigma}^b$ is not a complete, Theorem 5.1 tells us nothing about the completeness of the induced Hoare system. Actually, we are going to show in Sec. 5.3 that there does not exist a relatively complete Hoare system which takes $S(\mathcal{H}_V)_{\sigma}$ as the set of assertions.
weaken preconditions and strengthen postconditions. This is due to the fact that Hoare logic is complete for any program. The operator reasons about over-approximation while incorrectness logic reasons about under-approximation of program semantics.

The induced incorrectness logic is both sound and relatively complete. How-ever, as the following theorem states, a complete abstract interpretation indeed guarantees that the induced incorrectness logic is both sound and relatively complete.

**Theorem 5.4.** Let \( \mathcal{A} \) be a well-structured abstract domain of quantum programs. If the abstract operator \( [[e]]^a \) is complete for each basic command \( e \), then the induced incorrectness logic system presented in Table 2 is both sound and relatively complete; that is,

\[
\vdash_{\text{in}} [a] S [b] \quad \text{iff} \quad \models_{\text{in}} [a] S [b]
\]

for any specification formula \([a] S [b]\).

**Proof.** First, from Theorem 4.7, if \( [[e]]^a \) is complete for each basic command \( e \), then \( [[S]]^a \) is complete for any program \( S \). Thus \( [[S]]^a = [[S]]^b \).

To prove the soundness, we have to show that whenever \( \vdash_{\text{in}} [a] S [b] \), then \( b \leq_{\mathcal{A}} [[S]]^b (a) \). This can be proved by induction on the proof length of \( \vdash_{\text{in}} [a] S [b] \). For the last step of the proof, we have the following cases:

\[\begin{align*}
(\text{Exp-In}) & \quad [a] e [[e]]^a (a) \\
(\text{Seq-In}) & \quad [a] S_0 ; [a'] S_1 [b] \quad \text{if } [a] S_0 ; [a'] S_1 [b] \\
(\text{Imp-In}) & \quad a' \leq_{\mathcal{A}} a, [a'] S [b'] \quad \text{if } a' \leq_{\mathcal{A}} a, [a'] S [b'] \\
(\text{Meas-In}) & \quad [a] \text{ assert } P[q]; S_1 [b_1], [a] \text{ assert } P^+ [q]; S_0 [b_0] \\
(\text{While-In}) & \quad [a] \text{ while } P[q] \text{ do } S [b_1] \\
& \quad \forall i, [a_i] \text{ assert } P[q]; S [a_{i+1}], [a] \text{ assert } P^+ [q] [b_i] \\
\end{align*}\]

Table 2. Proof system for incorrectness logic induced by abstract domain \((\mathcal{A}, \leq_{\mathcal{A}})\).
(1) Rule (Exp-In) is used. In this case, $S \equiv e$ for some $e \in \{\text{skip}$, $\bar{q} := |0\rangle$, $\bar{q} \Leftarrow U$, $\text{assert } P[\bar{q}]\}$, and $b \equiv \langle e \rangle^b(a)$. The result then trivially follows.

(2) Rule (Seq-In) is used. This follows from the fact that complete abstractions are closed under operator composition; that is, $\langle [S_0; S_1] \rangle^b = \langle [S_1] \rangle^b \circ \langle [S_0] \rangle^b$.

(3) Rule (Imp-In) is used. Then the result follows from the monotonicity of $\langle [S] \rangle^b$ for all program $S$.

(4) Rule (Meas-In) is used. Let $T_1 = \text{assert } P[\bar{q}]$; $S_1$ and $T_0 = \text{assert } P^\perp[\bar{q}]$; $S_0$. By induction, we have $b_i \leq \mathcal{A} \langle [T_i] \rangle^b(a)$ for $i = 0, 1$. Thus from Lemma 4.6,

\[
\forall i \geq 0, \forall j \geq 0, \langle [T_0] \rangle^b(a_i) \leq \mathcal{A} \langle [T_0] \rangle^b \circ \langle [T_i] \rangle^b \leq \mathcal{A} \langle [T_i] \rangle^b(a_j).
\]

By induction on $i$ we can show $a_i \leq \mathcal{A} \langle (\langle T \rangle^b)^i \rangle^b(a_0)$ for all $i \geq 0$. Thus from Lemma 4.6,

\[
\forall i \geq 0, \forall j \geq 0, \langle [T_0] \rangle^b(a_i) \leq \mathcal{A} \langle [T_0] \rangle^b \circ \langle (\langle T \rangle^b)^i \rangle^b(a_0).
\]

(5) Rule (While-In) is used. Let $T = \text{assert } P[\bar{q}]$; $S$ and $T_0 = \text{assert } P^\perp[\bar{q}]$. From induction hypothesis, we have for any $i \geq 0$, $a_{i+1} \leq \mathcal{A} \langle (\langle T \rangle^b)^i \rangle^b(a_i)$ and $b_i \leq \mathcal{A} \langle [T_i] \rangle^b(a_i)$. By induction on $i$ we can show $a_i \leq \mathcal{A} \langle (\langle T \rangle^b)^i \rangle^b(a_0)$ for all $i \geq 0$. Thus from Lemma 4.6,

\[
\forall i \geq 0, \forall j \geq 0, \langle [T] \rangle^b(a_i) \leq \mathcal{A} \langle [T] \rangle^b \circ \langle (\langle T \rangle^b)^i \rangle^b(a_0).
\]

For the completeness part, we have to show that whenever $b \leq \mathcal{A} \langle [S] \rangle^b(a)$, then $r_{\text{in}}[a] S [b]$. First, from Rule (Imp-In), it suffices to show

\[
r_{\text{in}}[a] S [\langle [S] \rangle^b(a)]
\]

by induction on the structure of $S$. The proof is similar to the corresponding part of Theorem 5.1 for Hoare logic, except for the while loop which we prove as follows.

Let $S \equiv \text{while } P[\bar{q}] \text{ do } S \text{ end}$, $T = \text{assert } P[\bar{q}]$; $S$, and $T_0 = \text{assert } P^\perp[\bar{q}]$. By induction, for any $i \geq 0$,

\[
r_{\text{in}}[\langle (\langle T \rangle^b)^i \rangle^b(a)] T \lla (\langle (\langle T \rangle^b)^i \rangle^b(a)], \quad r_{\text{in}}[\langle (\langle T \rangle^b)^i \rangle^b(a)] T_0 \lla (\langle (\langle T \rangle^b)^i \rangle^b(a)].
\]

Thus from (While-In),

\[
r_{\text{in}}[a] S \lla (\langle [T_0] \rangle^b \circ \langle (\langle T \rangle^b)^i \rangle^b(a)),
\]

and the result follows from Lemma 4.6 and the fact that complete abstractions are closed under operator composition.

Example 5.5 (Quantum incorrectness logic induced by subspace abstract interpretation). Again, as the subspace abstract interpretation defined Example 4.8 is complete, from Theorems 5.4 we know that the induced incorrectness logic system presented in Table 2 is both sound and complete when assertions are taken from $\mathcal{S}(\mathcal{H}_V)$. The incorrectness logic proposed in [Yan et al. 2022] also uses elements of $\mathcal{S}(\mathcal{H}_V)$ as assertions. A specification formula $[P] S \lla [Q]$ is valid if for any $\rho \in \mathcal{D}(\mathcal{H}_V)$, whenever $P \subseteq [\rho], Q \subseteq [\langle [S] \rangle^b(\rho)]$. It is easy to see that this is equivalent to $Q \leq \mathcal{A} \langle [S] \rangle^b(P)$ where the best abstraction $\langle [S] \rangle^b$ is defined using the abstraction and concretisation functions presented in Example 4.3, coinciding with our correctness definition. Again, the difference between our proof system and the one proposed in [Yan et al. 2022] is that the former works in a forward manner while the latter in a backward manner.

5.3 Abstract interpretation induced by Hoare logic

Now we consider the reverse problems of deriving a quantum abstract interpretation from a quantum Hoare/incorrectness logic. Let $\mathcal{A}$ be a well-structured set of quantum assertions, and $\text{PS}$ be a Hoare-type proof system (of partial correctness) for quantum programs, where the assertions are taken from $\mathcal{A}$. Without loss of generality, we assume that $\text{PS}$ consists of an axiom (schema) for
each basic command and a proof rule for each program construct such as sequential composition, conditional branching, and while loop. Furthermore, it provides a consequence rule of the form

\[
a \leq \mathcal{A} a', \{a'\} S \{b'\}, b' \leq \mathcal{A} b \Rightarrow \{a\} S \{b\}
\]

for precondition strengthening and postcondition weakening. A correctness formula \{a\} S \{a'\} in PS is semantically valid, written \(\models_{PS} \{a\} S \{a'\}\), if for any \(\rho \in \mathcal{D}(\mathcal{H}_v)\), \(\rho \models a\) implies \([S][\rho] \models a'\). It is derivable, written \(\vdash_{PS} \{a\} S \{a'\}\), if it has a proof sequence in PS. Then an abstract interpretation for quantum programs is naturally induced by PS as follows:

- Take \(\mathcal{A}\) to be the abstract domain of quantum states, and define the pair of abstraction-concretisation functions \((\alpha, \gamma)\) as in Lemma 4.13. Then \(\mathcal{A}\) as an abstract domain is also well-structured.
- For any quantum program \(S\), let \([S]^\alpha : \mathcal{A} \to \mathcal{A}\) with

\[
[S]^\alpha(a) = \bigcap \{a' \in \mathcal{A} : \vdash_{PS} \{a\} S \{a'\}\} \tag{4}
\]

for any \(a \in \mathcal{A}\) be the abstract operator of \([S]\).

Thanks to the complete lattice structure of the assertion set \(\mathcal{A}\), the strongest postconditions always exist in PS. For any quantum program \(S\) and \(a \in \mathcal{A}\), let

\[
\text{spc}(S, a) \triangleq \bigcap \{a' \in \mathcal{A} : \models_{PS} \{a\} S \{a'\}\}. \tag{5}
\]

We now prove that \(\text{spc}(S, a)\) is the strongest postcondition of \(a\) with respect to \(S\). Furthermore, it coincides with the best abstraction of \(S\).

**Lemma 5.6.** For any quantum program \(S\) and \(a \in \mathcal{A}\),

1. \(\models_{PS} \{a\} S \{\text{spc}(S, a)\}\);
2. for any \(a' \in \mathcal{A}\), if \(\models_{PS} \{a\} S \{a'\}\) then \(\text{spc}(S, a) \leq_{\mathcal{A}} a'\);
3. \(\text{spc}(S, a) = [S]^{\alpha}(a)\) where \([S]^\alpha = \alpha \circ [S] \circ \gamma\) is the best abstraction of \([S]\).

**Proof.** Firstly, clause (2) is easy from Eq. (5). To prove (1), take any \(\rho\) with \(\rho \models a\) and \(a' \in \mathcal{A}\). If \(\models_{PS} \{a\} S \{a'\}\), then \([S][\rho] \models a'\). Thus \([S][\rho] \models \text{spc}(S, a)\) from the first condition of Definition 4.10.

To prove (3), we first observe that \(\models_{PS} \{a\} S \{[S]^{\alpha}(a)\}\). Thus \(\text{spc}(S, a) \leq_{\mathcal{A}} [S]^{\alpha}(a)\) from (2). For the converse part, take any \(a' \in \mathcal{A}\) with \(\models_{PS} \{a\} S \{a'\}\). Then \([S] \circ \gamma(a) \subseteq \gamma(a')\), which implies that \([S]^{\alpha}(a) \leq_{\mathcal{A}} a'\). Thus \([S]^{\alpha}(a) \leq_{\mathcal{A}} \text{spc}(S, a)\) from the arbitrariness of \(a'\).

The following theorem gives a close relationship between a Hoare-type logic system and the abstract interpretation induced by it.

**Theorem 5.7.** Let \(\mathcal{A}\) be a well-structured set of quantum assertions, and PS a Hoare-type logic system for quantum programs with assertions taken from \(\mathcal{A}\).

1. If PS is sound, then the induced abstract interpretation is sound.
2. If PS is sound and relatively complete, then the induced abstract interpretation is complete.

**Proof.** For any \(a \in \mathcal{A}\) and quantum program \(S\), let

\[
F_\models(S, a) \triangleq \{a' \in \mathcal{A} : \models_{PS} \{a\} S \{a'\}\}\quad \text{and} \quad F_\vdash(S, a) \triangleq \{a' \in \mathcal{A} : \vdash_{PS} \{a\} S \{a'\}\}.
\]

Now to prove (1), note that if PS is sound then \(F_\models(S, a) \subseteq F_\vdash(S, a)\). Thus \([S]^{\alpha}(a) \leq_{\mathcal{A}} [S]^\alpha(a)\) by Lemma 5.6(3), which implies that the abstraction \([S]^\alpha\) is sound.

To prove (2), note that if PS is relatively complete then \(F_\vdash(S, a) \subseteq F_\models(S, a)\). Thus \([S]^{\alpha}(a) \leq_{\mathcal{A}} [S]^\alpha(a)\), which, together with (1), implies that \([S]^\alpha\) is the best abstraction of \(S\). The rest of the proof consists of four steps.
(i) As the first step, we prove that for any $S_2$ and $S_1$,

$$[[S_1;S_2]]^* = [[S_2]]^* \circ [[S_1]]^*.$$ 

For any $a \in \mathcal{A}$, we know from the completeness of PS that $\vdash_{PS} \{a\} S_1; S_2 \{[[S_1;S_2]]^*(a)\}$. Furthermore, as there is only one proof rule for sequential composition, there must exist $a_1, b \in \mathcal{A}$ such that

$$a \leq_{\mathcal{A}} a_1, \quad \vdash_{PS} \{a_1\} S_1 \{b\}, \quad \vdash_{PS} \{b\} S_2 \{a'\}, \quad a' \leq_{\mathcal{A}} [[S_1;S_2]]^*(a).$$

Then

$$[[S_2]]^* \circ [[S_1]]^*(a) \leq_{\mathcal{A}} [[S_2]]^* \circ [[S_1]]^*(a_1) \leq_{\mathcal{A}} [[S_2]]^*(b) \leq_{\mathcal{A}} a' \leq_{\mathcal{A}} [[S_1;S_2]]^*(a).$$

The other direction that $[[S_1;S_2]]^*(a) \leq_{\mathcal{A}} [[S_2]]^* \circ [[S_1]]^*(a)$ is easy from the fact $\gamma \circ \alpha \geq_\mathcal{A} \text{id}_{\mathcal{A}}$.

(ii) The next step is to show that for any set $R$ of quantum states, we can always find a single state (not necessarily in $R$) which shares the same abstraction with $R$. Specifically, we have

**Claim 5.1.** For any $R \subseteq \mathcal{D}(\mathcal{H}_V)$, there exists a single state $\rho_R \in \mathcal{D}(\mathcal{H}_V)$ with $\text{Tr}(\rho_R) = 1$ such that

$$\alpha([[S]](\rho_R)) = \alpha([[S]](R))$$

for all quantum program $S$. In particular, $\alpha(\rho_R) = \alpha(R)$.

**Proof of Claim 5.1.** As $\mathcal{H}_V$ is finite dimensional, we can always find a set of states $\rho_1, \ldots, \rho_n$ in $R$, $\text{Tr}(\rho_i) = 1$, such that

$$\alpha_s(R) = \bigvee \{[\rho] : \rho \in R\} = \bigvee_{i=1}^n [\rho_i].$$

Let $\rho_R = \sum_{i=1}^n \rho_i/n$. Then for any $S$

$$\alpha_s([[S]](\rho_R)) = \alpha_s \left( \sum_{i=1}^n \frac{1}{n} [[S]](\rho_i) \right) = \bigvee_{i=1}^n \alpha_s([[S]](\rho_i)) = \alpha_s([[S]](R)).$$

Then $\alpha([[S]](\rho_R)) = \alpha([[S]](R))$ from Lemma 4.4. \hfill \qed

(iii) The third step is to show that our while-language is powerful enough to prepare an arbitrarily given state. Specifically, we have

**Claim 5.2.** For any $\rho \in \mathcal{D}(\mathcal{H}_V)$ with $\text{Tr}(\rho) = 1$, there exists a quantum program $S^\rho$ which turns any quantum state into state $\rho$; that is, for all $\sigma \in \mathcal{D}(\mathcal{H}_V)$,

$$[[S^\rho]](\sigma) = \text{Tr}(\sigma) \cdot \rho.$$

Consequently, for all $R \subseteq \mathcal{D}(\mathcal{H}_V)$ and program $S$

$$\alpha([[S^\rho];S](R)) = \alpha([[S]](\rho))$$

whenever $R \neq \{0\}$.

**Proof of Claim 5.2.** Let $\rho = \sum_{i=0}^{d-1} \lambda_i |\psi_i\rangle \langle \psi_i|$, $d = 2^{|V|}$, be the spectral decomposition of $\rho$ where $\{|\psi_i\rangle : i = 0, \ldots, d-1\}$ constitute some orthonormal basis of $\mathcal{H}_V$. Let $|\psi\rangle =$.
\[ \sum_{i=0}^{d-1} \sqrt{\lambda_i} |\psi_i\rangle. \]
From the assumption that \( \text{Tr}(\rho) = 1 \) we know that \( |\psi\rangle \) is a valid quantum (pure) state. Thus we can find a unitary operator \( U \) on \( \mathcal{H}_V \) such that \( U|0\rangle = |\psi\rangle \). Let

\[
S^\rho \triangleq
\bar{q} := |0\rangle; \bar{q} \equiv U;
\text{if } P_0[\bar{q}] \text{ then}
\quad \text{skip;}
\text{else if } P_1[\bar{q}] \text{ then}
\quad \text{skip;}
\text{else }
\quad \ldots
\end{align*}

where \( \bar{q} = V \), and for any \( i = 0, \ldots, d - 1, P_i = |\psi_i\rangle\langle\psi_i| \). Note that for any \( \sigma \in \mathcal{D}(\mathcal{H}_V) \),

\[
[[\bar{q} := |0\rangle]](\sigma) = \text{Tr}(\sigma) \cdot |0\rangle\langle0|.
\]

Then it is easy to show that \( [[S^\rho]](\sigma) = \text{Tr}(\sigma) \cdot \rho \). The last part of the claim follows from the linearity of \( [[S]] \).

\( \square \)

(iv) Now for any quantum program \( S, R \subseteq \mathcal{D}(\mathcal{H}_V) \), and \( a \in \mathcal{A} \) with \( \gamma(a) \neq \{0\} \),

\[
\alpha \circ [[S]](R) = \alpha([[S]](\rho_R)) \quad \text{Claim 5.1}
= \alpha \circ [[S^\rho; S]] \circ \gamma(a) \quad \text{Claim 5.2}
= [[S^\rho; S]] \circ \gamma(a) \quad [[-]]^a \text{ is the best abstraction}
= [[S]]^a \circ [[S^\rho]] \circ \gamma(a) \quad \text{Step (i)}
= [[S]]^a \circ \alpha(\rho_R) \quad \text{Claim 5.2}
= [[S]]^a \circ \alpha(R) \quad \text{Claim 5.1}
\]

Thus \( \alpha \circ [[S]] = [[S]]^a \circ \alpha \) as desired.

\( \square \)

Example 5.8 (Abstract interpretation induced by applied quantum Hoare logic). Recall from Example 5.2 that the applied quantum Hoare logic [Zhou et al. 2019], which is both sound and relatively complete, uses elements of \( S(\mathcal{H}_V) \) as assertions. Thus by Theorems 5.7, the induced abstract interpretation on subspace domain is complete, where the abstraction and concretisation functions are defined in Lemma 4.13 and the abstract operators defined in Eq. (4). It is easy to check that this induced abstract interpretation for quantum programs is exactly the one defined in Example 4.8.

Example 5.9. Let us revisit Example 5.3. We have already shown that although the local-subspace abstract domain \( S(\mathcal{H}_V)_\sigma \) is well-structured for any signature \( \sigma \), the best abstraction \( [[S]]^a_\sigma \) is in general not complete for \( [[S]] \). Thus from Theorem 5.7, it is impossible to have a sound and relatively complete Hoare-type logic system with elements in \( S(\mathcal{H}_V)_\sigma \) being taken as assertions.
5.4 Abstract interpretation induced by incorrectness logic

Let \( \mathcal{A} \) be a well-structured set of quantum assertions, and IN an incorrectness logic system for quantum programs, where the assertions are taken from \( \mathcal{A} \). Similar to the case of Hoare logic in the last subsection, we assume that IN consists of an axiom (schema) for each basic command and a proof rule for each program construct, except that the consequence rule is now of the form

\[
\frac{a \leq_\mathcal{A} a', \; [a] \; S \; [b], \; b' \leq_\mathcal{A} b}{[a'] \; S \; [b']}
\]

for precondition weakening and postcondition strengthening. A correctness formula \([a] \; S \; [a']\) in IN is semantically valid, written \( \models_{\text{IN}} [a] \; S \; [a'] \), if

\[
a' \leq_\mathcal{A} \bigwedge \{b \in \mathcal{A} : \forall \rho \models a, \llbracket S \rrbracket(\rho) \models b\}.
\]

(6)

Note that the right-hand side of Eq.(6) denotes the strongest assertion which is satisfied by all reachable states starting from some state satisfying \( a \), and \( a' \) provides an under-approximation for it. The formula \([a] \; S \; [a']\) is derivable, written \( \vdash_{\text{IN}} [a] \; S \; [a'] \), if it has a proof sequence in IN.

An abstract interpretation for quantum programs is then naturally induced by IN as follows:

- Take \( \mathcal{A} \) to be the abstract domain of quantum states, and define the pair of abstraction-concretisation functions \((\alpha, \gamma)\) as in Lemma 4.13. Then \( \mathcal{A} \) as an abstract domain is also well-structured.
- For any quantum program \( S \), let \( \llbracket S \rrbracket^a : \mathcal{A} \rightarrow \mathcal{A} \) with

\[
\llbracket S \rrbracket^a(a) = \bigvee \{a' \in \mathcal{A} : \vdash_{\text{IN}} [a] \; S \; [a']\}
\]

for any \( a \in \mathcal{A} \) be the abstract operator of \( \llbracket S \rrbracket \).

For any quantum program \( S \) and \( a \in \mathcal{A} \), let

\[
wpc(S, a) \doteq \bigvee \{a' \in \mathcal{A} : \models_{\text{IN}} [a] \; S \; [a']\}.
\]

(8)

We now prove that \( wpc(S, a) \) is the weakest postcondition of \( a \) with respect to \( S \), and it is exactly the best abstraction of \( S \).

**Lemma 5.10.** For any quantum program \( S \) and \( a \in \mathcal{A} \),

1. \( \models_{\text{IN}} [a] \; S \; [\wpc(S, a)] \);
2. for any \( a' \in \mathcal{A} \), if \( \models_{\text{IN}} [a] \; S \; [a'] \) then \( a' \leq_\mathcal{A} \wpc(S, a) \);
3. \( \wpc(S, a) = \llbracket S \rrbracket^b(a) \).

**Proof.** Note that from the definitions of \( \alpha \) and \( \gamma \) in Lemma 4.13, we have

\[
\llbracket S \rrbracket^b(a) = \alpha \circ \llbracket S \rrbracket \circ \gamma(a)
= \bigwedge \{b \in \mathcal{A} : \llbracket S \rrbracket \circ \gamma(a) \subseteq \gamma(b)\}
= \bigwedge \{b \in \mathcal{A} : \forall \rho \in \gamma(a), \llbracket S \rrbracket(\rho) \in \gamma(b)\}
= \bigwedge \{b \in \mathcal{A} : \forall \rho \models a, \llbracket S \rrbracket(\rho) \models b\} .
\]

Thus \( \models_{\text{IN}} [a] \; S \; [a'] \) iff \( a' \leq_\mathcal{A} \llbracket S \rrbracket^b(a) \), and so \( \wpc(S, a) = \llbracket S \rrbracket^b(a) \) from Eq. (8). Finally, (1) and (2) follow from (3) directly.

The following theorem gives a close relationship between a quantum incorrectness logic system and the abstract interpretation induced by it.
Theorem 5.11. Let $\mathcal{A}$ be a well-structured set of quantum assertions, and $\text{IN}$ an incorrectness logic system for quantum programs with assertions taken from $\mathcal{A}$. If $\text{IN}$ is sound and relatively complete, then the induced abstract interpretation is complete.

Proof. For any $a \in \mathcal{A}$ and quantum program $S$, let

$$G_e(S, a) \triangleq \{ a' \in \mathcal{A} : \vdash_{\text{IN}} [a] S [a'] \} \quad \text{and} \quad G_m(S, a) \triangleq \{ a' \in \mathcal{A} : \vdash_{\text{IN}} [a] S [a'] \}.$$

As $\text{IN}$ is sound and relatively complete, we have $G_e(S, a) = G_m(S, a)$. Thus $[S] = [S]^b(a)$ from Lemma 5.10(3), and so $[S]^a$ is the best abstraction of $S$.

Let $S_1$ and $S_2$ be two quantum programs. From Lemma 5.10 and completeness of $\text{IN}$, we have for all $a \in \mathcal{A}$,

$$\vdash_{\text{IN}} [a] S_1 [\{S_1\}]^a(a) \quad \text{and} \quad \vdash_{\text{IN}} [\{S_1\}]^a(a) S_2 [\{S_2\}]^a \circ [\{S_1\}]^a(a),$$

and so $\vdash_{\text{IN}} [a] S_1; S_2 [\{S_2\}]^a \circ [\{S_1\}]^a(a)$ from the rule for sequential composition. Thus $[\{S_2\}]^a \circ [\{S_1\}]^a(a) \leq_{\mathcal{A}} [\{S_1; S_2\}]^a(a)$ from Eq. (7). However, from the fact that $\gamma \circ \alpha \geq Q \text{id}_Q$, we know that $[\{S_1; S_2\}]^a(a) \leq_{\mathcal{A}} [\{S_2\}]^a \circ [\{S_1\}]^a(a)$. Thus

$$[\{S_1; S_2\}]^a = [\{S_2\}]^a \circ [\{S_1\}]^a.$$

The rest of the proof is the same as in Theorem 5.7 (starting from the second step). $\square$

Example 5.12 (Abstract interpretation induced by quantum incorrectness logic). Recall from Example 5.7 that the quantum incorrectness logic presented in [Yan et al. 2022] is both sound and relatively complete. Thus by Theorems 5.11, the induced abstract interpretation on subspace domain is complete, where the abstraction and concretisation functions are defined in Lemma 4.13 and the abstract operators defined in Eq.(7). It is easy to check that this induced abstract interpretation for quantum programs is also the one defined in Example 4.8.

Similar to Example 5.9, Theorem 5.11 also implies that it is impossible to have a sound and relatively complete incorrectness logic system with elements in $S(\mathcal{H}_V)$ being taken as assertions.

To conclude this section, we note the following corollary, which can be directly shown from Theorems 5.1, 5.4, 5.7, and 5.11.

Corollary 5.13. Let $\mathcal{A}$ be a well-structured set of assertions for quantum states. The following two statements are equivalent:

1. there exists a sound and relatively complete quantum Hoare logic system;
2. there exists a sound and relatively complete quantum incorrectness logic system.

6 CONCLUSION

We have shown a close relationship between abstract interpretation and Hoare/incorrectness logic for quantum programs, when the abstract domain and the set of assertions for quantum states are well-structured. With this relationship, we obtain sound and relatively complete Hoare logic and incorrectness logic for quantum programs. The induced logic systems are in a forward manner, complementing the (backward) applied quantum Hoare logic and incorrectness logic proposed in the literature. Conversely, our result also implies the non-existence of any sound and relatively complete Hoare or incorrectness logic for quantum programs if tuples of local subspaces are taken as assertions for quantum states.

For future work, we plan to consider quantitative assertions where a quantum state satisfies a property with some degree (a number in $[0, 1]$). Natural candidates for such assertions are hermitian operators between 0 and the identity, as widely used in the expectation-based quantum Hoare logics. To this end, we have to first establish a theory of abstract interpretation when such hermitian-operator assertions are regarded as abstraction of quantum states.
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