Abstract—5G radio access network (RAN) is consuming much more energy than legacy RAN due to the denser deployments of gNodeBs (gNBs) and higher single-gNB power consumption. In an effort to achieve an energy-conserving RAN, this paper develops a dynamic on-off switching paradigm, where the ON/OFF states of gNBs can be dynamically configured according to the evolutions of the associated users. We formulate the dynamic sleep control for a cluster of gNBs as a Markov decision process (MDP) and analyze various switching policies to reduce the energy expenditure. The optimal policy of the MDP that minimizes the energy expenditure can be derived from dynamic programming, but the computation is expensive. To circumvent this issue, this paper puts forth a greedy policy and an index policy for gNB sleep control. When there is no constraint on the number of gNBs that can be turned off, we prove the dual-threshold structure of the greedy policy and analyze its connections with the optimal policy. Inspired by the dual-threshold structure and Whittle index, we develop an index policy by decoupling the original MDP into multiple one-dimensional MDPs—the indexability of the decoupled MDP is proven and an algorithm to compute the index is proposed. Extensive simulation results verify that the index policy exhibits close-to-optimal performance in terms of the energy expenditure of the gNB cluster. As far as the computational complexity is concerned, the index policy is much more efficient than the optimal policy, which is computationally prohibitive when the number of gNBs is large.
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I. INTRODUCTION

A. Background and Motivation

WITH the rolling out of 5G new radio (NR), the energy expenditure of commercial broadband cellular networks becomes a growing concern [1], [2], [3], [4]. To support enhanced mobile broadband communications at 10 Gbps and provide seamless coverage, 5G base stations (BSs), i.e., gNodeBs (gNBs), are deployed more densely than 4G eNodeBs (eNBs). It is anticipated that the number of gNB will reach 65 million by 2025, and the average density of gNB will be three times higher than that of eNB [5]. On the other hand, gNB incorporates a number of new and power-hungry components [6], such as integrated massive MIMO antennas, faster data converters, high-power/low-noise amplifiers, and millimeter wave (mmWave) transceivers. As a consequence, the power expenditure of a single gNB is estimated to be two to four times higher than that of an eNB [7]. The increasing energy expenditure of mobile radio access networks (RANs) leads to higher costs and larger amounts of greenhouse gas emissions—as it stands now, the mobile communication industry contributes 15% to 20% of CO₂ emissions among the information and communication technology (ICT) industries [8].

To reduce the overall cost and achieve green mobile networks, various energy-conserving schemes have been proposed in the literature [9], [10], [11], [12], such as BS sleep control, energy harvesting, hardware optimization, energy-efficiency-oriented resource allocation, and network coverage planning, among which BS sleep control receives the most attention. The power consumption of a BS mainly comes from three aspects: 1) the static consumption [13], [14], [15], i.e., the power consumed by operating the BS, such as the power consumption of the electrical parts, circuits, cooling systems, etc.; 2) the dynamic consumption [13], [14], [15], [16], [17], i.e., the power consumed by serving users; and 3) the switching consumption [18], [19], [20], i.e., the power consumed by switching the BSs between ON and OFF states. The traffic load of a BS can vary dramatically at different times of day [2], [14]. The deployment and operation of BSs, however, are often designed to meet the peak traffic load [1], [2], [18], [19], [21], [22], [23]—hence a large amount of energy for operating the BSs is wasted during off-peak hours. In this light, BS sleep control is proposed to turn off the BSs with no or light traffic and wake them up again when there is moderate or heavy traffic, thereby saving the static power of light-traffic BSs. A practice of BS sleep control is implemented...
TABLE I
A SUMMARY OF THE RELATED WORKS AND A COMPARISON WITH OUR WORK

| State-independent policies | State-dependent policies | References | Comments |
|---------------------------|--------------------------|------------|----------|
| Policies                  |                          | [27], [28] | Easy to implement, suboptimal. |
| Minimize the              | Threshold-based policies  | [30]-[32]  | Suboptimal in terms of minimizing the long-term energy expenditure. |
| myopic energy expenditure | Greedy policy            | [13], [33], [34] | |
|                           | Other algorithms         | [21], [35], [36] | |
| Dynamic programming       | Policy rollout algorithm  | [39]       | Mitigates computational challenges, but needs deep backups. |
|                           | DRL algorithms           | [18], [40]-[42] | Typically for infinite horizon discounted MDPs. |
|                           | Index policy (this work) |            | Achieve near-optimal performances with a low complexity. |

Fig. 1. The standalone (SA) and non-standalone (NSA) architectures of NG-RAN. The difference between SA and NSA lies in whether the control plane of gNB is connected to the core networks directly or via eNB/ng-eNB. The core network can be 4G evolved packet core (EPC) or 5G new generation core (NGC).

by China Mobile [24], in which a fraction of BSs are manually turned off overnight. It is reported that the energy expenditure is reduced by 36 million kilowatt hours (kWh) per year with the manual configuration of BS states.

In this paper, we consider the new generation RAN (NG-RAN) architecture standardized in the latest third-generation partnership project (3GPP) releases, as shown in Fig. 1. 3GPP NG-RAN defines two classes of RAN architectures for the deployment of 5G NR [25], i.e., the standalone (SA) and non-standalone (NSA) architectures. In both architectures, a user can connect to either gNB or eNB/ng-eNB (with ng-eNB being an updated version of 4G eNB), allowing for the possibility of turning off light-traffic gNBs and fulfilling the traffic requirements of users in those areas through ng-eNB. The central problem is then how to develop an effective gNB on-off switching policy and balance the load of gNB and ng-eNB, thereby achieving energy-conserving NG-RAN.

B. Related Works

Many research efforts have been devoted to BS sleep control in heterogeneous mobile networks [9], [13], [21], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [18], [39], [40], [41], [42]. In general, the problem of BS switching control is combinatorial optimization and is often NP-hard. The switching policies proposed in prior works can be classified as “state-independent policies”, “myopic policies”, and “learning-based policies”, as shown in Table I. These policies, however, exhibit certain limitations when applied in NG-RAN.

Early studies on BS sleep control utilize state-independent policies [27], [28], such as random policy, to control the sleep mode of either macro or micro BSs in heterogeneous networks. In their formulations, the locations of mobile users, macro and micro BSs are often modeled as independent homogeneous Poisson point processes (PPPs) [29]. Each BS is associated with a turn-off probability. The optimization problems are then formulated to find the optimal set of turn-off probabilities to minimize the BS energy expenditure. Due to the inherent state-independent property, the performances of these policies are often suboptimal.

Beyond state-independent policies, a more prevailing approach to model the problem of BS sleep control is taking user distribution, BS traffic load, or transmission power budget, etc., as “states” and designing switching policies that are governed by these states. Under this formulation, [30], [31], [32] investigated threshold-based switching policies; [13], [33], [34] investigated the greedy policy; [21], [35], and [36] developed a switching-on/off based energy saving (SWES) algorithm, a local search algorithm, and a genetic algorithm (GA)-based algorithm, respectively, to solve the combinatorial optimization problems. These works, however, aim to minimize the myopic energy expenditure of mobile networks, hence is suboptimal in terms of long-term energy expenditure. This is even more pronounced in the case of NG-RAN, where the network dynamics are often correlated over time.

To develop switching policies that minimize the long-term network energy expenditure, [18], [37], [38], [39], [40], [41], [42] formulate the BS sleep control problem as Markov decision processes (MDPs). MDP is a powerful framework used to model the decision-making process in dynamic systems and provides a mathematical framework to determine the optimal switching policy considering the current state and associated cost. Specifically, the optimal policy for the MDP is investigated in [37] and [38] and dynamic programming (DP) algorithms are introduced. The DP algorithm, however, is known for its high complexity when facing with a multitude of state-action pairs due to their “full-width backups”. To circumvent this issue, [39] proposed a policy rollout algorithm to be used in conjunction with the greedy policy to approximate the value function of each state, which mitigates computational challenges by incorporating a sample backup mechanism, albeit at the expense of delving into “deep backups”. Along this direction, another line of work leverages deep reinforcement learning (DRL) techniques to solve the MDP [18], [40], [41], [42]. The salient feature of DRL is model-free. That is, given unknown network dynamics, DRL algorithms are able to adapt to the traffic load variations.
and produce good switching policies that reduce the network power consumption [43], [44]. DRL algorithms, however, are often designed for infinite horizon discounted MDPs, and only produce achievability under an unknown environment. They fail to characterize the optimal policy of MDP, and thus, no closed forms of solutions can be derived and it’s hard to provide any analytical insights. Besides, the training of DRL algorithms is time-consuming, particularly due to the trial-and-error tuning of hyper-parameters. This makes the computational aspect of the training process expensive and lengthy. Furthermore, DRL algorithms are sensitive to changes in the environment or initial conditions – even with a single parameter change in the environment, the DRL-based policy necessitates new training and parameter tuning for the corresponding actor and critic networks.

C. Contributions

To summarize, a desired gNB on-off switching policy should have the following properties: 1) making switching decisions based on the instantaneous state of the NG-RAN; 2) taking the dynamics of NG-RAN into account so as to minimize the long-term energy expenditure; 3) being computationally efficient and able to provide some analytical insights. To these ends, this paper puts forth a new index policy for gNB on-off control. Our contributions are summarized as follows.

- We take the dynamic evolutions of users into account and formulate the on-off configuration of a cluster of 5G cells as an MDP. To ensure better generalizability of the proposed approach, 1) we model the user arrival process as a mixed Poisson process, which can be used to fit arbitrary distributions, such that any possible user traffic patterns can be encompassed by our model; 2) the cost of a 5G cell to be optimized is defined as a general non-decreasing function of the cell’s energy consumption.

- Based on our formulation, we design and analyze the optimal switching policy and state-independent policies in terms of minimizing the long-term average cost. The optimal policy exhibits the best performance, i.e., the minimum long-term average cost, but its computational complexity increases exponentially in the number of 5G cells. In contrast, state-independent policies are computationally simple, but their performances are suboptimal.

- We propose a greedy policy for the formulated MDP. In particular, when there is no constraint on the number of gNBs that can be turned off, we prove the dual-threshold structure of the greedy policy and analyze its connections with the optimal policy.

- Inspired by the dual-threshold structure of the greedy policy and Whittle index, a new index policy is proposed to achieve judicious gNB sleep control and energy-conserving 5G networks. We decouple the original MDP into multiple one-dimensional MDPs and prove the indexability of the decoupled MDP, from which the index policy can be derived. As far as the long-term average cost is concerned, the index policy achieves close-to-optimal performance in various simulation setups and is superior to the greedy policy and state-independent policies. As far as computational complexity is concerned, the index policy is much more efficient than the optimal policy and the greedy policy.

Notations – We use boldface lowercase letters to denote column vectors and boldface uppercase letters to denote matrices. For a vector or matrix, \((\cdot)^\top\) denotes the transpose. \(\mathbb{R}\) and \(\mathbb{N}\) stand for the sets of real and non-negative integer values, respectively. The imaginary unit is represented by \(j\). The cardinality of a set \(\mathcal{V}\) is denoted by \(|\mathcal{V}|\).

II. System Model

We consider a cluster of \(M\) 5G cells indexed by \(\{m : m = 1, 2, \ldots, M\}\). Each cell is equipped with a gNB located in the center and the gNBs are managed by a central controller. The power consumption of a gNB consists of three main parts [2], [14]: static, dynamic, and switching, denoted by \(P_{\text{static}}, P_{\text{dynamic}},\) and \(P_{\text{switch}}\), respectively. \(P_{\text{static}}\) is the power consumption incurred by the operations of the gNB, such as the electrical parts, circuits, cooling systems, etc. It is constant when the gNB is on and zero when the gNB is off. \(P_{\text{dynamic}}\) is the power consumed by serving users, and hence, is proportional to the number of users in the cell. \(P_{\text{switch}}\) is the power consumed by state switching when the gNB is turned from the OFF state to the ON state (the power consumption of switching state from ON to OFF is negligible [18]).

Time is divided into segments of duration \(T_s\). At the beginning of a time segment, the central controller configures the ON/OFF states of the gNBs based on the number of existing users in the cells as well as the anticipated users in the future. Intuitively, when the number of users in a cell is large, the gNB has to be turned on to provide good quality of services to users at the expense of high power expenditure. On the other hand, when the number of users is small, the gNB can be turned off to save \(P_{\text{static}}\) and \(P_{\text{dynamic}}\). In this case, the users in the 5G cells will be served by the ng-eNB, which is capable of satisfying most requirements of the small number of users. Note that ng-eNB is always on, thus, there is no switching power consumption and its static power consumption is irrelevant. The dynamic power consumption of the ng-eNB is denoted by \(P_{\text{extra}}\), which is proportional to the number of users to be served (as \(P_{\text{dynamic}}\)).
the per-user dynamic power consumption of a gNB is smaller than that of the ng-eNB thanks to the closer deployments to the users. In this paper, we assume that the ng-eNB can serve at most $K$ 5G cells and $0 \leq K \leq M$. Note that when $K = M$, all $M$ gNBs are allowed to be turned off.

To discover the optimal configuration policy for the central controller, this paper models the state configuration problem of the cell cluster as a discrete MDP, wherein the central controller makes switching actions based on the states of the BS cells to minimize the long-term average power consumption. More rigorously, we define the ingredients of the MDP as follows.

**Definition 1 (Action):** At the beginning of the $t$-th time segment, the action of the central controller is defined as $a^t \triangleq (a^t_1, a^t_2, \ldots, a^t_M)^\top$, where $a^t_m \in \{0, 1\}$ denotes the state of the $m$-th gNB in the $t$-th time segment (0 and 1 stand for OFF and ON, respectively). A constraint on $a^t$ is $\sum_{m=1}^M a^t_m \geq M - K, \forall t$, as the ng-eNB can serve at most $K$ cells, where $K \in \{0, 1, 2, \ldots, M\}$.

**Definition 2 (State):** At the beginning of the $t$-th time segment, the state of the cell cluster is defined as $s^t = (s^t_1, s^t_2, \ldots, s^t_M)^\top$, where $s^t_m$ denotes the state of the $m$-th cell. In particular, $s^t_m \triangleq (a^t_{m-1}, n^t_m)$ consists of two parts: $a^t_{m-1}$ is the ON/OFF state of the $m$-th gNB in the $(t-1)$-th time segment and $n^t_m$ denotes the number of users in the $m$-th cell.

It is worth noting that $n^t_m$ is the residual users from the $(t-1)$-th time segment. On the other hand, the dynamic power consumption $P_{\text{dynamic}}$ is proportional to the total number of users $N^t_m$ in the cell. In the $t$-th time segment, $N^t_m$ consists of two parts: the residual users from the $(t-1)$-th time segment and the newly arrived users. Thus, we can write $N^t_m = n^t_m + \tilde{n}^t_m$, where $n^t_m$ denotes the number of newly arrived users in the $t$-th time segment.

To encompass any possible user traffic patterns, we model the user arrival process to a 5G cell as a mixed Poisson process with a set of parameters $\Lambda = (\lambda_1, \lambda_2, \ldots, \lambda_J)$. That is, the number of newly arrived users in the $t$-th time segment follows

$$\Pr(n^t_m = \ell) = \sum_{j=1}^{J} p_{m,j} \frac{\lambda_j T_m}{\ell!} e^{-\lambda_j T_m},$$

where $\lambda_j$ is sampled from $\Lambda$ with probability $\Pr(\lambda_j) = p_{m,j}$ in the $m$-th cell. It is worth noting that the mixed Poisson process can be used to fit arbitrary distributions [45]. Here, $J$ represents the number of Poisson distributions used to fit the discrete distribution. Increasing the value of $J$ can yield a more accurate fitting of the distribution. In addition, the staying time of a user in the $m$-cell follows the exponential distribution with parameter $\mu_m$, where $\mu_m$ is the mean service time of a user.

Next, we define the cost of MDP as a general function of the power expenditure of each cell.

**Definition 3 (Immediate Cost):** Suppose the power consumed by the $m$-th cell is $P(s^t_m, a^t_m)$ in the $t$-th time segment. The immediate cost of the action $a^t_m$ when in state $s^t_m$ is defined as $C(s^t_m, a^t_m) \triangleq f(P(s^t_m, a^t_m))$, where $f$ is a non-decreasing function. Accordingly, the immediate cost of the cell cluster is $C(s^t, a^t) \triangleq \sum_{m=1}^M C(s^t_m, a^t_m)$.

A configuration/switching policy $\pi$ is a mapping from the state space to the action space, i.e., $a^t = \pi(s^t)$. Given the above definitions, the average cost incurred by a given policy $\pi$ over the infinite-time horizon is

$$\overline{C}_{\pi} = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} C(s^t, a^t),$$

where the expectation is taken over the dynamics of user arrival and departure in each cell.

The objective of the central controller is to discover the optimal policy $\pi^*$ such that the long-term average cost $\overline{C}_{\pi}$ is minimized, giving

$$\pi^* = \arg \min_{\pi} \overline{C}_{\pi},$$

s.t., $\sum_{m=1}^M a^t_m \geq M - K, \forall t$.

To solve (P1), we shall investigate different policies in the following sections.

### III. PROBLEM ANALYSIS

Given the definitions in Section II, the discrete MDP associated with the on-off switching of gNBs can be described as follows. At the beginning of the $t$-th time segment, the central controller observes a system state $s^t = (s^t_1, s^t_2, \ldots, s^t_M)^\top$ and determines a set of configurations $a^t = (a^t_1, a^t_2, \ldots, a^t_M)^\top$ for the gNBs following its policy $\pi$. The action produces two results: an immediate cost $C(s^t, a^t)$ is incurred, and the system evolves to a new state $s^{t+1}$ in the next time segment.

At the beginning of a time segment, the number of residual users in a cell $\tilde{n}^t_m$ is an important variable in "State".

**Proposition 1 (The Distribution of Residual Users):** At the beginning of the $t$-th time segment, the probability mass function (PMF) of the number of users in the $m$-th cell $\tilde{n}^t_m$ is given by

$$\Pr(\tilde{n}^t_m = \ell) = \sum_{j=1}^{J} p_{m,j} \frac{\bar{\lambda}_{m,j}}{\ell!} e^{-\bar{\lambda}_{m,j}},$$

for $\ell = 0, 1, 2, \ldots, \max \{\bar{\lambda}_{m,j} - 1, e^{-\mu_m T_m}\}$. The average $\tilde{n}^t_m$ is $E[\tilde{n}^t_m] = \sum_{j=1}^{J} p_{m,j} \bar{\lambda}_{m,j}$.

**Proof:** To conserve space, the proof is presented in Appendix A of our technical report [46].

As can be seen, the PMF of $\tilde{n}^t_m$ is governed by the parameters of the mixed Poisson process. The dynamic power consumption of a cell is proportional to the number of users to be served $N^t_m = \tilde{n}^t_m + n^t_m$. At the beginning of the $t$-th time segment, the number of existing users in the cells $\{\tilde{n}^t_m : m = 1, 2, \ldots, M\}$ is known to the central controller, while the number of users to arrive in the $t$-th time segment is a random variable, the exact number of which is unknown, only the average number of users can be obtained according to Proposition 1. Thus, the central controller can only make decisions based on the expected number of users to arrive in the $t$-th time segment.
Denote by $\mathcal{P}_d$ and $\mathcal{P}_e$ the average power consumption of the gNB and ng-eNB to serve a single user, respectively. At the beginning of the $t$-th time segment, the anticipated power consumption of the $m$-th cell can be derived as

$$\mathcal{P}(s_m^t = (a_m^{t-1}, \bar{n}_m^t), a_m^t) = \begin{cases} \mathcal{P}_{\text{static}} + (\bar{n}_m^t + \bar{X}_m T_d)\mathcal{P}_d, & \text{if } a_m^t = a_m^{t-1} = 1; \\ \mathcal{P}_{\text{static}} + \mathcal{P}_{\text{switch}} + (\bar{n}_m^t + \bar{X}_m T_s)\mathcal{P}_e, & \text{if } a_m^t = 1, a_m^{t-1} = 0; \\ (\bar{n}_m^t + \bar{X}_m T_s)\mathcal{P}_e, & \text{if } a_m^t = 0, \end{cases}$$

(5)

where $\bar{X}_m \triangleq \sum_{j=1}^{J} p_{m,j} \lambda_j$ and $\bar{X}_m T_s \bar{n}_m$ is the expected number of newly arrived users in the $t$-th time segment in the $m$-th cell. According to the definitions, we have $\mathcal{P}_{\text{dynamic}} \triangleq (\bar{n}_m^t + \bar{X}_m T_s)\mathcal{P}_d$ and $\mathcal{P}_{\text{extra}} \triangleq (\bar{n}_m^t + \bar{X}_m T_s)\mathcal{P}_e$.

The optimal switching policy $\pi^*$ that minimizes the long-term average cost in (3) satisfies the Bellman equation:

$$g^* + h_{\pi^*}[s] = \min_a \left\{ C(s, a) + \sum_{s'} \Pr(s'|s, a) h_{\pi^*}[s'] \right\}$$

(6)

where $h_{\pi^*}[s]$ is the relative value function of a state $s$ under the optimal policy $\pi^*$; $g^*$ is the average cost incurred per time step under the optimal policy $\pi^*$; $\Pr(s'|s, a,.)$ is the probability that the system moves to a new state $s'$ when the action $a$ is executed in the state $s$. Specifically, we have

$$\Pr(s'|s, a) \stackrel{(a)}= \prod_{m=1}^{M} \Pr(s_m'|s_m, a_m)$$

$$\stackrel{(b)}= \prod_{m=1}^{M} \Pr(\bar{n}_m^t|\bar{n}_m, a_m)$$

$$\stackrel{(c)}= \prod_{m=1}^{M} \left( \sum_{j=1}^{J} \frac{p_{m,j} \bar{X}_m}{\bar{n}_m^t} e^{-\bar{X}_m \lambda_j} \right),$$

(7)

where (a) follows from the independent assumption of the cells; (b) follows because the actions are determined once a policy is given — the only random variable in the state $s_m'$ is $\bar{n}_m^t$; (c) follows from Proposition 1.

The solution $(g^*, h_{\pi^*})$ to (6) can be solved by the relative value iteration algorithm (RVIA) since the MDP is unichain [43]. Once (6) is solved, the optimal policy $\pi^*$ can be extracted by acting greedy, i.e., choosing the action that gives the minimal cost:

$$\pi^*(s) = \arg\min_a \left\{ C(s, a) + \sum_{s'} \Pr(s'|s, a) h_{\pi^*}[s'] \right\}.$$  

(8)

This solution of RVIA is optimal, but it exhibits several problems. First, the number of states needs to be finite to solve (6). In our problem, the state size is infinite as the number of users in a cell can be any non-negative integers. Therefore, an upper limit $N_{th}$ has to be set such that the number of users in a cell is reset to $N_{th}$ if it is larger than $N_{th}$. In order not to affect the optimality of the RVIA, $N_{th}$ should be large enough to make $\Pr(\bar{n}_m^t > N_{th})$ negligible for a set of policies in the neighborhood of the optimal switching policy.

Given the upper limit $N_{th}$, the state size is $|s| = [(M_0^M + (M_1^M + \cdots + (M_K^M)) (N_{th} + 1)^M$ and the action size is $|a| = [(M_0^M + (M_1^M + \cdots + (M_K^M]$ . The decision space is thus

$$|s| \times |a| \times |\pi| = \left( \frac{(M_0^M + (M_1^M + \cdots + (M_K^M) \right)^3 (N_{th} + 1)^{2M}.$$  

(9)

This implies a formidable computational complexity of RVIA as the complexity will grow exponentially with the increase of $M$ — often, the optimal policy is incomputable when $M$ is larger than 4.

IV. THE GREEDY SWITCHING POLICY

Considering the high computational complexity of the optimal policy, a widely-used alternative to solve the discrete MDP is the greedy policy [47]. As the name suggests, the greedy policy minimizes the immediate cost of the current time segment, as opposed to the long-term average cost $\mathcal{C}$.

Denote by $\pi_g$ the greedy policy. At the beginning of the $t$-th time segment, the action $a_m^t$ chosen by the greedy policy can be written as

$$a_m^t = \pi_g(s^t) = \arg\min_{a} C(s^t, a^t), \ \forall t.$$  

(10)

Compared with the optimal policy, the decision criterion of the greedy policy is relatively simpler as it considers only the immediate cost.

In our problem, the decision space of the greedy policy is $|s| \times |a| = [(M_0^M + (M_1^M + \cdots + (M_K^M)^2 \times (N_{th} + 1)^M$, which also scales with $M$. However, when $K = M$ (i.e., all the gNBs are allowed to be turned off), the greedy policy exhibits a nice threshold structure, as demonstrated in Theorem 1, and can be computed efficiently. For simplicity, the anticipated cost of a time segment for the $m$-th cell is defined as follows

$$C_m^{(0)} \triangleq \mathbb{E}_{\bar{n}_m} \{ f [\mathcal{P}(s_m^t = (a_m^{t-1}, \bar{n}_m^t), a_m^t = 1) \} \}$$

$$= \mathbb{E}_{\bar{n}_m} \{ [\mathcal{P}_{\text{static}} + \mathcal{P}_{\text{switch}} + (\bar{n}_m^t + \bar{X}_m T_d)\mathcal{P}_d]\},$$

$$C_m^{(11)} \triangleq \mathbb{E}_{\bar{n}_m} \{ f [\mathcal{P}(s_m^t = (a_m^{t-1} = 1, \bar{n}_m^t), a_m^t = 1) \} \}$$

$$= \mathbb{E}_{\bar{n}_m} \{ f [\mathcal{P}_{\text{static}} + (\bar{n}_m^t + \bar{X}_m T_d)\mathcal{P}_d]\},$$

$$C_m^{(0)} \triangleq \mathbb{E}_{\bar{n}_m} \{ f [\mathcal{P}(s_m^t = (a_m^{t-1}, \bar{n}_m^t), a_m^t = 0) \} \}$$

$$= \mathbb{E}_{\bar{n}_m} \{ f [(\bar{n}_m^t + \bar{X}_m T_d)\mathcal{P}_e]\},$$  

(11)

where $C_m^{(0)}$ is the anticipated cost of a time segment when $a_m^{t-1} = 0$ and $a_m^t = 1$; $C_m^{(11)}$ is the anticipated cost of a time segment when $a_m^{t-1} = a_m^t = 1$; and $C_m^{(0)}$ is the anticipated cost of a segment when $a_m^t = 0$, regardless of whether $a_m^{t-1} = 0$ or $a_m^{t-1} = 1$.

**Theorem 1 (Structure of the Greedy Policy):** The greedy policy is a dual-threshold policy when $K = M$. Specifically,
for the $m$-th cell, $m = 1, 2, \ldots, M$, there exist two thresholds

$$\gamma_L^m \triangleq \frac{P_{\text{static}}}{p_e - p_d} - \lambda_m T_s, \quad \gamma_U^m \triangleq \frac{P_{\text{static}} + P_{\text{switch}}}{p_e - p_d} - \lambda_m T_s,$$

(12)

such that the action $a_m^{(t)}$ under the greedy policy is given by

$$a_m^{(t)} = \begin{cases} 
1, & \text{if } a_m^{(t-1)} = 0 \text{ and } \bar{n}_m^t > \gamma_U^m; \\
0, & \text{if } a_m^{(t-1)} = 0 \text{ and } \bar{n}_m^t \leq \gamma_U^m; \\
1, & \text{if } a_m^{(t-1)} = 1 \text{ and } \bar{n}_m^t > \gamma_L^m; \\
0, & \text{if } a_m^{(t-1)} = 1 \text{ and } \bar{n}_m^t \leq \gamma_L^m.
\end{cases}$$

(13)

The long-term average cost of the greedy policy is

$$C_g = \sum_{m=1}^{M} \left( \frac{p_m^L}{p_m + p_m^L} P_m C_m^{(0)}(1) + \frac{p_m^U}{p_m + p_m^U} (1 - p_m) C_m^{(1)}(0) + \frac{p_m^L}{p_m + p_m^L} C_m^{(0)} \right),$$

(14)

where $P_m = \Pr(\bar{n}_m < \gamma_m^L); P_m^U = \Pr(\bar{n}_m > \gamma_m^U)$.

**Proof:** When $K = M$, the actions between each cell can be made independently. Therefore, we can focus on the greedy policy in one cell – the immediate cost of the cell cluster is minimized as long as that of each cell is minimized.

Consider the $m$-th cell. Under the greedy policy, the $m$-th gNB will be turned on in the $t$-th time segment if $c(s_m^t, a_m^t) = 1 < c(s_m^t, a_m^t = 0)$, where $c(s_m^t, a_m^t) = f[P(s_m^t, a_m^t)]$ as in Definition 3. The tie breaks arbitrarily.

Thus, when $a_m^{(t-1)} = 0$, we have

$$f[\bar{n}_m^t + \lambda_m T_s P_e] > f[P_{\text{static}} + P_{\text{switch}} + (\bar{n}_m^t + \lambda_m T_s) P_d],$$

i.e.,

$$\bar{n}_m^t > \frac{P_{\text{static}} + P_{\text{switch}}}{p_e - p_d} - \lambda_m T_s \triangleq \gamma_U^m.$$

When $a_m^{(t-1)} = 1$, we have

$$f[\bar{n}_m^t + \lambda_m T_s P_e] > f[P_{\text{static}} + (\bar{n}_m^t + \lambda_m T_s) P_d],$$

i.e.,

$$\bar{n}_m^t > \frac{P_{\text{static}}}{p_e - p_d} - \lambda_m T_s \triangleq \gamma_L^m.$$

In other words, depending on whether the gNB is ON or OFF in the $(t - 1)$-th time segment, we have two thresholds $\gamma_L^m$ and $\gamma_U^m$ for $\bar{n}_m^t$; the gNB will be turned on if $\bar{n}_m^t$ is larger than the two thresholds. On the other hand, the gNB will be turned off if $\bar{n}_m^t$ is smaller than the two thresholds when the gNB is ON and OFF in the $(t - 1)$-th time segment, respectively. This gives us the dual-threshold structure of the greedy policy.

In the above context, the state transitions of a single cell under the greedy policy can be viewed as a Markov chain, and the state transition matrix is given by

$$[1 - p_m^L \quad p_m^L \quad p_m^U \quad 1 - p_m^U],$$

(15)

where $P_m^L = \Pr(\bar{n}_m < \gamma_L^m); P_m^U = \Pr(\bar{n}_m > \gamma_U^m)$. The stationary distribution of the Markov chain is $(\frac{p_m^L}{p_m + p_m^L}, \frac{p_m^U}{p_m + p_m^U})$, where the two probabilities correspond to ON and OFF, respectively.

As a result, for a single cell, the long-term average cost of the greedy policy can be computed by

$$C_{g,m} = \Pr(a_m^{(t-1)} = 0, a_m^t = 1) C_m^{(0)} + \Pr(a_m^{(t-1)} = 1, a_m^t = 1) C_m^{(1)} + \Pr(a_m^t = 0) C_m^{(0)}$$

$$= \frac{p_m^L}{p_m + p_m^L} P_m C_m^{(0)} + \frac{p_m^U}{p_m + p_m^U} (1 - p_m) C_m^{(1)} + \frac{p_m^L}{p_m + p_m^L} C_m^{(0)},$$

where $C_m^{(0)}$, $C_m^{(1)}$, and $C_m^{(0)}$ are as defined in (11). The long-term average cost of the cell cluster is $C_g = \sum_{m=1}^{M} C_{g,m}$ as (14).

When $K < M$, the actions of each cell become correlated, implying that the decisions made by one cell can have an influence on the actions taken by other cells. And when $K = 0$, it indicates that none of the gNBs can be turned off, resulting in all costs originating from the gNBs.

Next, we analyze the connections between the greedy policy and the optimal policy.

**Proposition 2 (Connections Between the Greedy Policy and the Optimal Policy):** Let $K = M$. For any cell in the cluster,

1) If the optimal policy instructs the gNB to turn off, the action of the greedy policy is also off.

2) If the greedy policy instructs the gNB to turn on, the optimal policy is also on.

**Proof:** We prove Proposition 2 by contradiction. With the optimal policy $\pi^*$, the long-term cost of the $m$-th cell is given by

$$\sum_{t=1}^{\infty} c_{\pi^*}(s_m^t, a_m^t).$$

At a time segment $t_0$, suppose the optimal action is OFF and the greedy action is ON. First, we have $c(s_m^{(0)}, a_m^{(0)}) = c(s_m^{(0)}, a_m^{(0)})$ since the greedy action is ON. We can then construct a new policy as follows: i) in the $t_0$-th time segment, the new policy instructs the gNB to turn on, and ii) in any other time segments, it has the same action as the optimal policy. As can be seen, the cost incurred by the new policy differs from that of the optimal policy only in the $t_0$-th and $(t_0 + 1)$-th time segments. In particular, the new policy incurs lower costs than the optimal policy since

$$c_{\pi^*}(a_m^{(0)}, a_m^{(0)} = 0) + c_{\pi^*}(a_m^{(0)}, a_m^{(0)} = 0)$$

$$= c_{\pi^*}(a_m^{(0)}, a_m^{(0)} = 0) +$$

$$\begin{cases} 
\{f[\bar{n}_m^{(0)} + \lambda_m T_s P_e], & \text{if } a_m^{(0)} = 1; \\
\{f[P_{\text{static}} + P_{\text{switch}} + (\bar{n}_m^{(0)} + \lambda_m T_s) P_d], & \text{if } a_m^{(0)} = 1; \\
\end{cases}$$

$$> c_{\pi^*}(a_m^{(0)}, a_m^{(0)} = 1) +$$

$$\begin{cases} 
\{f[\bar{n}_m^{(0)} + \lambda_m T_s P_e], & \text{if } a_m^{(0)} = 0; \\
\{f[P_{\text{static}} + P_{\text{switch}} + (\bar{n}_m^{(0)} + \lambda_m T_s) P_d], & \text{if } a_m^{(0)} = 0; \\
\end{cases}$$

yielding a contradiction. As a result, for any time segments, if the optimal action is OFF, the greedy action must also be OFF.
Likewise, it can be proven that when the greedy action is ON, the optimal action must also be ON; otherwise, a contradiction occurs.

When \( K = M \), Proposition 2 indicates that the number of "ON" time segments under the greedy policy is no greater than that under the optimal policy.

V. THE INDEX POLICY

The optimal policy and the greedy policy are computationally expensive because the configurations of the \( M \) cells are coupled together, yielding decision spaces growing exponentially with \( M \). One exception is the greedy policy with \( K = M \), in which case the central controller can configure each cell independently and the greedy policy exhibits a dual-threshold structure. This implies that decoupling the cell configurations is a key to devising computationally efficient policies.

Decoupling the MDP dates back to the Whittle index approach to solve the restless multi-armed bandit (RMAB) problem [48]. The general idea is to decouple the \( M \)-dimensional MDP to one-dimensional MDPs, each decoupled MDP can then be solved efficiently thanks to the largely reduced state and action spaces. Inspired by Whittle’s approach [48], this paper puts forth an index policy for the on-off switching problem of gNBs.

A. The Decoupled Problem

To start with, we formulate the decoupled problem of (P1), i.e., the on-off switching of a single cell as opposed to the cell cluster. Specifically, we omit the constraint \( \sum_{m=1}^{M} a^t_m \leq M - K \) in (3) so that the on-off configurations of gNBs are independent. For the decoupled problem, the subscript \( m \) is omitted in this subsection to ease exposition.

The on-off switching of a single cell is a controlled Markov process defined as follows.

Definition 4 (The Decoupled Problem): Consider a single cell. The state of the cell at the beginning of the \( t \)-th time segment is \( s^t = (a^t, \tilde{n}^t) \), where \( a^t \) is the ON/OFF state of the cell in the \((t-1)\)-th time segment and \( \tilde{n}^t \in \mathbb{N} \) stands for the number of users in the cell at the beginning of the \( t \)-th time segment. The immediate cost incurred by a state-action pair \( (s^t, a^t) \) is

\[
C(s^t, a^t) = \begin{cases} 
\sum_{m} P_{a^t} \cdot \left[ c_{\text{static}} + (\tilde{n}^t + \tilde{X}_m) \cdot P_{d_m} \right], & \text{if } a^t = a^{t-1} - 1; \\
\sum_{m} P_{a^t} \cdot \left[ c_{\text{static}} + P_{\text{switch}} \cdot (\tilde{n}^t + \tilde{X}_m) \cdot P_{d_m} \right], & \text{if } a^t = a^{t-1} = 0; \\
\sum_{m} P_{a^t} \cdot \left[ c_{\text{static}} + \tilde{X}_m \cdot P_{d_m} \right] + \epsilon, & \text{if } a^t = 0,
\end{cases}
\]

(16)

where \( \epsilon \) is a cost of being OFF (which will be explained later).

The optimal policy \( \bar{\pi}^* \) for the decoupled problem is defined as

\[
(P2) \ : \ \bar{\pi}^* = \arg \min_{\pi} \lim_{T \to \infty} \mathbb{E} \left[ \frac{1}{T} \sum_{t=0}^{T-1} C(s^t, a^t) \right].
\]

(17)

Compared with the original \( M \)-dimensional MDP, the decoupled problem introduces a cost \( \epsilon \) in (16) to penalize the OFF action. In particular, we aim to find the critical cost \( \epsilon^* \) for each state such that the expected costs incurred by turning on and off at the state are the same. In doing so, the index \( \epsilon^* \) acts as a measurement of how the controller is willing to pay to turn off the gNB. Said in another way, \( \epsilon^* > 0 \) means that the average cost for the action \( a = 0 \) (without the cost \( \epsilon^* \)) is smaller than that when \( a = 1 \): the controller prefers to turn off this station, the larger \( \epsilon^* \) is, the more likely it is to be turned off. On the other hand, \( \epsilon^* < 0 \) means that the average cost for the action \( a = 1 \) is smaller, so the gNB is likely to be turned on.

Given the above analysis, in the original problem with \( M \) cells, we can compute the corresponding indexes \( \epsilon^* \) for individual cells in each time segment according to their states. If more than \( K \) gNBs have positive \( \epsilon^* \), then we turn off the gNBs with \( K \) largest indexes. If less than \( K \) gNBs have positive \( \epsilon^* \), then we only turn off those with positive indexes.

Next, we study how to solve the decoupled problem. As explained in Section III, the optimal policy of an MDP follows the Bellman equation. For the decoupled problem, the optimal policy \( \bar{\pi}^* \) follows

\[
ge^* + h_{\bar{\pi}^*}[s] = \min\{Q(s, a = 1), Q(s, a = 0)\},
\]

(18)

where

\[
Q(s, a = 1) = c(s, a = 1) + \Sigma_{a},
\]

\[
Q(s, a = 0) = c(s, a = 0) + \Sigma_{0} + \epsilon,
\]

\[
\Sigma_{a} \triangleq \sum_{k=0}^{\infty} \text{Pr}(\tilde{n} = k) \cdot h_{\bar{\pi}^*}[s = (1, k)],
\]

\[
\Sigma_{0} \triangleq \sum_{k=0}^{\infty} \text{Pr}(\tilde{n} = k) \cdot h_{\bar{\pi}^*}[s = (0, k)],
\]

and \( \text{Pr}(\tilde{n} = k) \) represents the distribution of the residual users, as per (4); \( h_{\bar{\pi}^*}[s] \) is the relative value function of a state \( s \) under the optimal policy \( \bar{\pi}^* \); \( c(s, a) \) is the immediate cost given in (16); \( g^* \) is gain of the decoupled MDP.

To be more specific, we write one iteration of (18) in the equilibrium as follows:

\[
Q[s = (1, \tilde{n}), a = 1] = f[\hat{P}_{\text{static}} + (\tilde{n} + \tilde{X}_m) \cdot P_{d_m}] + \Sigma_{a} + \epsilon,
\]

\[
Q[s = (1, \tilde{n}), a = 0] = f[\hat{P}_{\text{static}} + \hat{P}_{\text{switch}} + (\tilde{n} + \tilde{X}_m) \cdot P_{d_m}] + \Sigma_{0} + \epsilon,
\]

\[
h_{\bar{\pi}^*}[s = (1, \tilde{n})] = \min\{Q[s = (1, \tilde{n}), a = 1], Q[s = (1, \tilde{n}), a = 0] - g^*\},
\]

\[
Q[s = (0, \tilde{n}), a = 1] = f[\hat{P}_{\text{static}} + \hat{P}_{\text{switch}} + (\tilde{n} + \tilde{X}_m) \cdot P_{d_m}] + \Sigma_{a} + \epsilon,
\]

\[
h_{\bar{\pi}^*}[s = (0, \tilde{n})] = \min\{Q[s = (0, \tilde{n}), a = 1], Q[s = (0, \tilde{n}), a = 0] - g^*\}.
\]

(19)

Without loss of generality, we choose state \( s = (1, 0) \) as the reference state and set \( h_{\bar{\pi}^*}[s = (1, 0)] = 0 \). Eq. (19) defines the relative value function of each state under the optimal policy for a given cost \( \epsilon \).

Intuitively, the gNB of a cell has to be turned on when the number of users in the cell is large, and turned off otherwise. Inspired by the dual-threshold structure of the greedy policy when \( K = M \), a natural question is that, does the decoupled MDP exhibits a threshold structure? In the
following, we answer this question affirmatively by proving that the dual-threshold structure of the optimal policy $\tilde{\pi}^*$ to the problem (P2).

**Proposition 3 (Structure of the Optimal Policy $\tilde{\pi}^*$):** The optimal policy $\tilde{\pi}^*$ for the decoupled problem (P2) is a dual-threshold policy. For a given cost $\epsilon$, there exists two thresholds $\Gamma^L$, $\Gamma^U$, and $\Gamma^L < \Gamma^U$, such that the optimal action $a^t$ is given by

$$ a^t = \begin{cases} 
1, & \text{if } a^{t-1} = 0 \text{ and } \tilde{n}^t > \Gamma^U; \\
0, & \text{if } a^{t-1} = 0 \text{ and } \tilde{n}^t \leq \Gamma^U; \\
1, & \text{if } a^{t-1} = 1 \text{ and } \tilde{n}^t > \Gamma^L; \\
0, & \text{if } a^{t-1} = 1 \text{ and } \tilde{n}^t \leq \Gamma^L.
\end{cases} \quad (20) $$

**Proof:** Given a fixed $\epsilon$, $h_{\tilde{\pi}^*}[s = (1, \tilde{n})]$, $h_{\tilde{\pi}^*}[s = (0, \tilde{n})]$, $\Sigma_1$, and $\Sigma_0$ in (19) are constant when RVIA converges. Under the optimal policy, the gNB will be turned on deterministically in state $s = (1, \tilde{n})$ if $Q[s = (1, \tilde{n}), a = 1] < Q[s = (1, \tilde{n}), a = 0]$. As per (19), we have

$$ f[P_{\text{static}} + (\tilde{n} + \bar{X}_T s)P_d] + \Sigma_1 < f[P_{\text{static}} + (\tilde{n} + \bar{X}_T s)P_e] + \Sigma_0 + \epsilon. $$

After some manipulation, we have

$$ g^L(\tilde{n}) > -\epsilon + \Sigma_1 - \Sigma_0, $$

where $g^L(\tilde{n}) \triangleq f[(\tilde{n} + \bar{X}_T s)P_e] - f[P_{\text{static}} + (\tilde{n} + \bar{X}_T s)P_d]$ is a monotonically increasing function with $\tilde{n}$. As a result, there exists a threshold $\Gamma^L$, for a given state $s = (1, \tilde{n})$, if $\tilde{n} > \Gamma^L$, the optimal action is to turn on the gNB, otherwise, it should be turned off, and the threshold $\Gamma^L$ is the solution of the following equation:

$$ g^L(\Gamma^L) = -\epsilon + \Sigma_1 - \Sigma_0. \quad (21) $$

Likewise, for a given state $s = (0, \tilde{n})$, the gNB will be turned on if $Q[s = (0, \tilde{n}), a = 1] < Q[s = (0, \tilde{n}), a = 0]$. As per (19), it can be written as

$$ g^U(\tilde{n}) > -\epsilon + \Sigma_1 - \Sigma_0, $$

where

$$ g^U(\tilde{n}) \triangleq f[(\tilde{n} + \bar{X}_T s)P_e] - f[P_{\text{static}} + P_{\text{switch}} + (\tilde{n} + \bar{X}_T s)P_d] $$
is also a monotonically increasing function with $\tilde{n}$, thus the threshold $\Gamma^U$ exists. For the state $s = (0, \tilde{n})$, if $\tilde{n} > \Gamma^U$, the optimal action is to turn on the gNB, otherwise, it should be turned off, and the threshold $\Gamma^U$ is the solution of the following equation:

$$ g^U(\Gamma^U) = -\epsilon + \Sigma_1 - \Sigma_0. \quad (22) $$

In particular, for a given $\epsilon$, we have

$$ g^L(\Gamma^L) = g^U(\Gamma^U) \quad (23) $$

from (21) and (22). According to the definitions of $g^L(\cdot)$ and $g^U(\cdot)$, $g^L(\tilde{n}) > g^U(\tilde{n})$. Therefore, $g^U(\Gamma^U) = g^L(\Gamma^L) > g^U(\Gamma^L)$, and hence, $\Gamma^L < \Gamma^U$.

**B. The Index Switching Policy**

Given Proposition 3, we can define a “passive set” that contains all states in which the optimal action is OFF. Specifically, we define

$$ D(\epsilon) \triangleq \left\{ s = (0, \tilde{n}) : 0 \leq \tilde{n} \leq \Gamma^U(\epsilon), \right. $$

and $s = (1, \tilde{n}) : 0 \leq \tilde{n} \leq \Gamma^L(\epsilon) \right\}. \quad (24) $$

Note that $\Gamma^U$ and $\Gamma^L$ are functions of $\epsilon$, because they are determined under a given $\epsilon$.

According to [48] the decoupled problem is indexable if the passive set $D(\epsilon)$ defined in (24) is monotonically non-increasing as $\epsilon$ increases. That is, for any $\epsilon_1 < \epsilon_2$, $(\epsilon_1, \epsilon_2 \in \mathbb{R})$, the passive set $D(\epsilon_1) \subseteq D(\epsilon_2)$. The original problem is indexable if all its decoupled problems are indexable. In the following, we shall prove that the decoupled problem (P2) is indexable, and propose an algorithm to compute the index $\epsilon$ for each state.

Given (24), the passive set $D(\epsilon)$ is monotonically non-increasing if and only if both $\Gamma^U(\epsilon)$ and $\Gamma^L(\epsilon)$ decrease monotonically as $\epsilon$ increases. To prove this, we first establish the monotonicity of $H(\Gamma^L, \Gamma^U) \triangleq \Sigma_1 - \Sigma_0$ in the following.

**Lemma 1:** $H(\Gamma^L, \Gamma^U) = \Sigma_1 - \Sigma_0$ is a monotonically non-decreasing function with the increase of $\Gamma^L$ and $\Gamma^U$.

**Proof:** To start with, let us define $h(\tilde{n}) \triangleq h_{\tilde{\pi}^*}[s = (1, \tilde{n})] - h_{\tilde{\pi}^*}[s = (0, \tilde{n})]$. It can further be written as

$$ h(\tilde{n}) = \begin{cases} 
0, & \tilde{n} \leq \Gamma^L(\epsilon); \\
\Delta_1(\tilde{n}), & \tilde{n} > \Gamma^U(\epsilon); \\
\Delta_2(\tilde{n}) + \Sigma_1 - \Sigma_0 - \epsilon, & \Gamma^L(\epsilon) < \tilde{n} \leq \Gamma^U(\epsilon),
\end{cases} \quad (25) $$

where

$$ \Delta_1(\tilde{n}) \triangleq f[P_{\text{static}} + (\tilde{n} + \bar{X}_T s)P_d] - f[P_{\text{static}} + P_{\text{switch}} + (\tilde{n} + \bar{X}_T s)P_d], $$

and

$$ \Delta_2(\tilde{n}) \triangleq f[P_{\text{static}} + (\tilde{n} + \bar{X}_T s)P_d] - f[(\tilde{n} + \bar{X}_T s)P_e]. $$

Note that both $\Delta_1(\tilde{n})$ and $\Delta_2(\tilde{n})$ are monotonically non-increasing functions, and $\Delta_1(\tilde{n}) \leq 0$. Thus, $h(\tilde{n})$ is monotonically non-increasing with $\tilde{n}$, and $h(\tilde{n}) \leq 0$.

$H(\Gamma^L, \Gamma^U)$ can be written as

$$ H = \Sigma_1 - \Sigma_0 = \sum_{k=0}^{\infty} \Pr(\tilde{n} = k) \cdot \{h_{\tilde{\pi}^*}[s = (1, k)] - h_{\tilde{\pi}^*}[s = (0, k)]\} $$

$$ = \sum_{k=0}^{\infty} \Pr(\tilde{n} = k) \cdot h(k). \quad (26) $$

It can be proven that $h(\tilde{n})$ is monotonically non-decreasing in $\Gamma^L$ and $\Gamma^U$, interested readers are referred to Appendix B of our technical report [46] for a rigorous derivation. Thus,

$$ H(\Gamma^{L1}, \Gamma^U) - H(\Gamma^{L2}, \Gamma^U) $$

$$ \geq \sum_{k=0}^{\infty} \Pr(\tilde{n} = k) \cdot [h(\tilde{n}, \Gamma^{L1}, \Gamma^U) - h(\tilde{n}, \Gamma^{L2}, \Gamma^U)] \leq 0, $$
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where $\Gamma^{L1} < \Gamma^{L2}$, i.e., $H(\Gamma^{L}, \Gamma^{U})$ is a monotonically non-decreasing function in $\Gamma^{L}$. And

$$H \left( \Gamma^{L}, \Gamma^{U1} \right) - H \left( \Gamma^{L}, \Gamma^{U2} \right)$$

$$= \sum_{k=0}^{\infty} \Pr(\tilde{n} = k) \cdot \left[ h \left( k, \Gamma^{L}, \Gamma^{U1} \right) - h \left( k, \Gamma^{L}, \Gamma^{U2} \right) \right] \leq 0,$$

when $\Gamma^{U1} < \Gamma^{U2}$, i.e., $H(\Gamma^{L}, \Gamma^{U})$ is a monotonically non-decreasing function in $\Gamma^{U}$.

To illustrate the monotonicity of $H(\Gamma^{L}, \Gamma^{U})$ established in Lemma 1, two examples are given in Fig. 3 with $f = x$ and $f = x^2$, respectively. For the linear function in Fig. 3(a), $Q[s, a = 0]$ and $Q[s, a = 1]$ are linear in $\tilde{n}$, as per (19), and $Q[s = (1, \tilde{n}), a = 0] - Q[s = (1, \tilde{n}), a = 1] = \mathcal{P}_{\text{switch}}$. Therefore, both the state value $h_{\tilde{n}}[s]$ and $h[\tilde{n}]$ defined in (25) are piecewise linear. When we increase the two thresholds from $(\Gamma^{L1}, \Gamma^{U1})$ to $(\Gamma^{L2}, \Gamma^{U2})$, $h[\tilde{n}]$ is monotonically non-decreasing, hence $H(\Gamma^{L}, \Gamma^{U})$ is monotonically non-decreasing. The same results can be observed from Fig. 3(b).

Next, we derive upper and lower bounds for $H(\Gamma^{L}, \Gamma^{U})$ based on its monotonicity.

**Lemma 2:** $H(\Gamma^{L}, \Gamma^{U})$ is bounded by

$$E \leq H \left( \Gamma^{L}, \Gamma^{U} \right) \leq 0,$$  \hspace{1cm} (27)

where $E \triangleq \sum_{k=0}^{\infty} \Pr(\tilde{n} = k) \cdot \Delta_{1}(k)$ is a constant and $\Delta_{1}(k)$ is defined in (25).

**Proof:** From the definition of $h[\tilde{n}]$ in (25), we have $h[\tilde{n}] \leq 0, \forall \tilde{n} \geq 0$. Thus, $H(\Gamma^{L}, \Gamma^{U}) \leq 0$, as per (26). Since $H(\Gamma^{L}, \Gamma^{U})$ is monotonically non-decreasing with the increase of $\Gamma^{L}$ and $\Gamma^{U}$, we have

$$H \left( \Gamma^{L}, \Gamma^{U} \right) \geq H \left( \Gamma^{L}, 0 \right) = \sum_{k=0}^{\infty} \Pr(\tilde{n} = k) \cdot h(k) \triangleq (a) \sum_{k=0}^{\infty} \Pr(\tilde{n} = k) \cdot \Delta_{1}(k) \triangleq E,$$  \hspace{1cm} (28)

where $E$ is a constant; (a) holds because the gNB is ON in all states when $\Gamma^{U} \leq 0$, and hence, $h[\tilde{n}] = \Delta_{1}(\tilde{n}), \forall \tilde{n}$, according to (25).

Given the above analysis, we are ready to prove the indexability of the decoupled problem.

**Theorem 2:** The decoupled problem (P2) is indexable.

**Proof (Sketch):** The decoupled problem (P2) is indexable if and only if the passive set $D(\epsilon)$ in (24) is monotonically non-increasing in $\epsilon$. Based on (23), consider any two costs $\epsilon_{1} \neq \epsilon_{2}$. If $\Gamma^{L}(\epsilon_{1}) > \Gamma^{L}(\epsilon_{2})$, then $g^{L}[\Gamma^{L}(\epsilon_{1})] > g^{L}[\Gamma^{L}(\epsilon_{2})]$ and $g^{U}[\Gamma^{U}(\epsilon_{1})] > g^{U}[\Gamma^{U}(\epsilon_{2})]$, hence $\Gamma^{U}(\epsilon_{1}) > \Gamma^{U}(\epsilon_{2})$. In contrast, if $\Gamma^{L}(\epsilon_{1}) < \Gamma^{L}(\epsilon_{2})$, we have $\Gamma^{U}(\epsilon_{1}) < \Gamma^{U}(\epsilon_{2})$. This means that $\Gamma^{L}(\epsilon)$ and $\Gamma^{U}(\epsilon)$ have the same monotonicity in $\epsilon$. Therefore, we only need to prove that $\Gamma^{U}(\epsilon)$ is monotonically non-increasing. Detailed proof is given in Appendix C of our technical report [46].

So far, we have established the indexability of the decoupled problem. The only issue left is how to compute the index for each state.

For a given state $s^{t} = (a^{t-1}, \tilde{n}^{t})$, the index $c(\epsilon)(s^{t})$ corresponds to the cost of turning off the gNB, and can be computed by setting $Q(s, a = 1) = Q(s, a = 0)$, i.e.,

$$c(s, a = 1) + \Sigma_{1} = c(s, a = 0) + \Sigma_{0} + e^{*}(s).$$

More specifically, for the class of states $s = (1, \tilde{n})$, the index $e^{*}(s = (1, \tilde{n}))$ corresponds to the case $\Gamma^{L}(e^{*}) = \tilde{n}$; for the class of states $s = (0, \tilde{n})$, on the other hand, the index $e^{*}(s = (0, \til{n}))$ corresponds to the case $\Gamma^{U}(e^{*}) = \tilde{n}$. Therefore, the index of a state can be obtained by solving $\Gamma^{L}(e^{*}) = \tilde{n}$ or $\Gamma^{U}(e^{*}) = \tilde{n}$.

Deriving the closed-form $e$ for each state is challenging as the two thresholds $\Gamma^{L}$ and $\Gamma^{U}$ do not have explicit expressions. Thus, we resort to a numerical approach to compute $e$ in the following.

Define

$$\Gamma(e) \triangleq \begin{cases} \Gamma^{L}(e), & \text{if } s = (1, \tilde{n}), \\ \Gamma^{U}(e), & \text{if } s = (0, \tilde{n}), \end{cases}$$  \hspace{1cm} (29)

$$F(e) \triangleq \frac{1}{2}[\Gamma(e) - \tilde{n}]^{2}.$$  \hspace{1cm} (30)

Then, the index $e$ of a state $s$ is the optimal $e$ that minimizes $F(e)$. According to Theorem 2, $\Gamma^{L}(e)$ and $\Gamma^{U}(e)$ are monotonically decreasing in $e$, hence the local minimum of $F(e)$ is also the global minimum. The optimal $e$ can then be...
Algorithm 1 Index Computation via Gradient Descent

**Input:** $s^t = (a^{t-1}, n^t)$

Pick an initial value $c_0$

Set an error $\xi > 0$ and a step size $\beta > 0$

$k \leftarrow 0$

$\Gamma(c_k) \leftarrow n^t$

$F(c_k) = \xi + 1$

**while** $F(c_k) > \xi$ **do**

$\epsilon_{k+1} = \epsilon - \beta \cdot (\bar{n} - \Gamma(c_k))$

Calculate $h_{n^t}$ by RVIA for the decoupled problem using $\epsilon_{k+1}$.

Calculate $\Gamma(\epsilon_{k+1})$ by (21) or (22).

$k \leftarrow k + 1$

$\epsilon^*(s^t) = \epsilon_k$

**Output:** $\epsilon^*(s^t)$

found by gradient descent, where the gradient of $F(\epsilon)$ can be approximated by

$$\frac{dF(\epsilon)}{d\epsilon} = (\Gamma(\epsilon) - \bar{n}) \frac{d\Gamma(\epsilon)}{d\epsilon} \approx \bar{n} - \Gamma(\epsilon), \quad (31)$$

where the approximation follows because $\Gamma(\epsilon)$ is monotonically decreasing according to Theorem 2. Given (31), The gradient descent approach to compute the index is summarized in Algorithm 1.

The index policy for the original $M$-dimensional problem (P1) can be summarized as follows.

**Definition 5 (The Index Policy):** At the beginning of the $t$-th time segment, the state of the cell cluster $s^t = \{s^t_1, s^t_2, \ldots, s^t_M\}$. With the index policy $\pi_{ind}$, an index is first computed for each cell: $\epsilon^*(s^t_m), m = 1, 2, \ldots, M$. The actions are given by

$$a^t_{ind} = \pi_{ind}(s^t) = \left(a^t_{ind,1}, a^t_{ind,2}, \ldots, a^t_{ind,M}\right)^\top, \quad (32)$$

where

$$a^t_{ind,m} = \begin{cases} 0, & \text{if } \epsilon^*(s^t_m) \geq 0 	ext{ and } \epsilon^*(s^t_m) \in \mathcal{I}^d; \\ 1, & \text{otherwise,} \end{cases}$$

and $\mathcal{I}^d$ consists of $K$ largest elements of $\{\epsilon^*(s^t_1), \epsilon^*(s^t_2), \ldots, \epsilon^*(s^t_M)\}$.

Now, we measure the computational complexity of index policy by the size of the decision space.

In order to implement the index policy, we first need to calculate the index value for each state of a single cell using Algorithm 1. This involves utilizing a gradient descent approach until the target $\epsilon$ converges to the index value of the given state $s^t$. During each iteration process, the RVIA must be executed once to obtain all the relative value functions. For the decoupled one-dimensional MDP, the state size and action size are $|s| = 2(N_{th} + 1)$ and $|a| = 2$, respectively. Subsequently, the decision space of RVIA in each iteration is determined by $|s| \times |a| \times |s| = 8(N_{th} + 1)^2$. Assuming that the number of iterations for gradient descent is $k_{iter}$, the complexity of computing the index value for one state in the single cell is given by $8k_{iter}(N_{th} + 1)^2$.

For the total $2(N_{th} + 1)$ states in the cell, the complexity is

$$2(N_{th} + 1) \times 8k_{iter}(N_{th} + 1)^2 = 16k_{iter}(N_{th} + 1)^3.$$

Unlike the optimal policy and greedy policy, the complexity of the index policy does not increase exponentially with the growth of $M$. This signifies a substantial reduction in complexity for the index policy.

VI. LOWER BOUND AND STATE-INDEPENDENT POLICIES

As discussed in Section III, the optimal policy for the dynamic on-off switching problem is computationally prohibitive, especially when $M$ is large. To evaluate the performance of the index policy, this section constructs lower and upper bounds as benchmarks.

**Theorem 3 (Lower Bound of the Average Cost):** A lower bound of the average cost in (2) is given by

$$L_B = \sum_{m=1}^{M} c_m^{(0)} + \sum_{m=1}^{M} \sum_{\ell > \gamma^n_m} \Delta_{2,m}(\ell) \cdot \text{Pr}(\bar{n}_m = \ell), \quad (33)$$

where $\Delta_{2,m}(\ell) \triangleq f([\mathcal{P}_{\text{static}} + (\ell + \bar{n}_m T_s)\mathcal{P}_d] - f((\ell + \bar{n}_m T_s)\mathcal{P}_e)$, $\ell \in \mathbb{N}$, $c_m^{(0)}$ is the anticipated cost of a time segment when $a_m^t = 0$, and it is defined in (11).

$\gamma^n_L = \frac{\mathcal{P}_{\text{static}} - \mathcal{P}_d}{\mathcal{P}_e - \mathcal{P}_d} - \bar{n}_m T_s$ is a threshold defined in Theorem 1, and $\text{Pr}(\bar{n}_m = \ell)$ can be calculated by (4).

**Proof:** See Appendix D of our technical report [46].

Next, we analyze the performance of two state-independent policies, i.e., the uniform policy and the round-robin policy, as upper bounds of the optimal policy.

With the uniform policy, we turn off $K$ gNBs uniformly at random in each time segment. Its performance is characterized in Proposition 4.

**Proposition 4 (Performance of the Uniform Policy):** The long-term average cost of the uniform policy is given by

$$\overline{C}_{\text{uniform}} = \sum_{m=1}^{M} \left[c_{m}^{(1)} \cdot (1 - K/M) \cdot K/M + c_{m}^{(0)} \cdot (1 - K/M)^2 + c_{m}^{(0)} \cdot K/M\right], \quad (34)$$

where $c_{m}^{(0)}, c_{m}^{(1)}$ and $c_{m}^{(0)}$ are defined in (11).

**Proof:** See Appendix E of our technical report [46].

The round-robin policy, on the other hand, turns off the gNBs in a deterministic order, an example of which is shown in Fig. 4. As can be seen, there are five 5G cells in the cluster and three gNBs will be turned off in each time segment. With the round-robin policy, each gNB will be turned off in $K$ consecutive time segments and turned on in the following $M - K$ consecutive time segments. Its performance is characterized in Proposition 5.
discontinuous when state-independent policies. When $\rho = 0$ performances are the same. When $\rho = 0$
robin policy is linear with $K$ (for even $M$).

As can be seen, the long-term average cost of the round-robin policy is linear in $K$ when $0 < K < M$, and is discontinuous when $K = 0$ and $K = M$.

In the following, we compare the performance of these two state-independent policies. When $K = 0$ (or $K = M$), their performances are the same. When $0 < K < M$, their difference is

$$
\mathcal{C}_{\text{round}} = \begin{cases} 
\sum_{m=1}^{M} C_{m}^{(1)}, & K = 0; \\
\sum_{m=1}^{M} C_{m}^{(0)}, & K = M; \\
\frac{1}{M} \sum_{m=1}^{M} [C_{m}^{(0)} K + C_{m}^{(01)} + C_{m}^{(11)} (M - K - 1)], & 0 < K < M,
\end{cases}
$$

(35)

where $C_{m}^{(01)}$, $C_{m}^{(11)}$, and $C_{m}^{(0)}$ are as defined in (11).

Proof: See Appendix F of our technical report [46].

As can be seen, the long-term average cost of the round-robin policy is linear with $K$ when $0 < K < M$, and is discontinuous when $K = 0$ and $K = M$.

In the following, we compare the performance of these two state-independent policies. When $K = 0$ (or $K = M$), their performances are the same. When $0 < K < M$, their difference is

$$
\mathcal{C}_{\text{diff}} = \mathcal{C}_{\text{round}} - \mathcal{C}_{\text{uniform}} = \frac{K^2 - MK + M}{M^2} \sum_{m=1}^{M} C_{m}^{(01)} - C_{m}^{(11)}
$$

(36)

where $C_{\text{diff}} = \sum_{m=1}^{M} C_{m}^{(01)} - C_{m}^{(11)}$ is a constant and we have $C_{\text{diff}} > 0$ when $P_{\text{switch}} > 0$.

As shown in (36), the difference $\mathcal{C}_{\text{diff}}$ is quadratic in $K$, the maximum $\mathcal{C}_{\text{diff-max}}$ is achieved when $K = 1$ and $K = M - 1$, and the minimum or $\mathcal{C}_{\text{diff-min}}$ is achieved when $K = M/2$ (for even $M$) or $K = (M \pm 1)/2$ (for odd $M$). Specifically,

$$
\mathcal{C}_{\text{diff-max}} = \frac{1}{M^2} C_{\text{diff}}, \quad K = 1 \text{ or } M - 1;
$$

$$
\mathcal{C}_{\text{diff-min}} = \begin{cases} 
1 - \frac{M}{12} C_{\text{diff}}, & K = M/2; \\
-\frac{M^2 + 4M + 1}{4} C_{\text{diff}}, & K = (M \pm 1)/2.
\end{cases}
$$

As a result, the uniform policy is strictly better than the round-robin policy when

1) $K = 1$ or $M - 1$, in which case $\mathcal{C}_{\text{diff-max}} > 0$;

2) $M < 4$, in which case $\mathcal{C}_{\text{diff-min}} > 0$.

VII. NUMERICAL AND SIMULATION RESULTS

This section presents numerical and simulation results to evaluate various policies analyzed in this paper, i.e., the optimal policy, the greedy policy, the index policy, and the state-independent policies. In particular, we measure the performance of a policy by the gap between the long-term average cost of this policy and the lower bound given in Theorem 3. That is:

$$
\Delta_{\text{policy}} = \frac{\mathcal{C}_{\text{policy}} - L_{B}}{L_{B}} \times 100\%
$$

(37)

where the lower bound $L_{B}$ is defined in (33) and $\mathcal{C}_{\text{policy}}$ denotes the long-term average cost of an evaluated policy over the infinite-time horizon.

The parameter settings are presented in Table II unless specified otherwise. We opt for empirical values of the power consumption from existing literature. Specifically, as [14], [30], [49], we set the average power consumption of a gNB for serving a single user to $P_{d} = 1$W; the static power consumption of a gNB $P_{static} = 85$W; the switching power consumption of a gNB $P_{switch} = 50$W. The average power consumption of the ng-eNB for serving a single user $P_{e}$ is set to 5W. The duration of a time segment $T_{s}$ is set to 1800s. Users’ arrival to a cell follows a mixed Poisson process with a set of parameters $\Lambda = \{0.005, 0.01, 0.015, 0.02\}$. We consider five sets of sampling probabilities $P_{r}(\Lambda)$ while ensuring that the average of each set for $\Lambda$ remains constant, as listed in Table II. Although the distributions of user numbers may vary across different sets of values, the averages remain consistent. This enables us to analyze and compare the performance of different policies under varying distributions of user numbers. The mean service time of a user is set to $1/\mu = 500$[s] [32]. The cost function $f$ can be selected from various non-decreasing functions. In this paper, we specifically examine three types of cost functions: the quadratic function $f(x) = x^2$; the piecewise linear function

$$
f(x) = \begin{cases} 
0.5x, & \text{if } x \leq 100; \\
x - 50, & \text{if } 100 < x \leq 150; \\
1.5x - 125, & \text{if } x > 150;
\end{cases}
$$

and the linear function $f(x) = x$.

| Physical Quantities | Symbols | Values | Units |
|---------------------|---------|--------|-------|
| Avg power/gNodeB/5 | $P_{d}$ | 1      | W     |
| Avg power of eNodeB/5 | $P_{e}$ | 5      | W     |
| Static power/gNodeB | $P_{static}$ | 85     | W     |
| Switching power/gNodeB | $P_{switch}$ | 40     | W     |
| Time segment duration | $T_{s}$ | 1800   | s     |
| Mean service time/user | $\mu$ | 1/500  | s     |
| User arrival rate | $\Lambda$ | \{0.005, 0.01, 0.015, 0.02\} |

Set1: \{0, 1, 0, 0\}
Set2: \{0.5, 0.5, 0.5, 0\}
Set3: \{2/3, 0, 0, 1/3\}
Set4: \{0.3, 0.4, 0.3, 0\}
Set5: \{0.6, 0.2, 0.2\}
According to (9), the optimal policy is computationally prohibited for large $M$, and becomes incomputable when $M$ exceeds 4. Thus, in the first simulation, we consider a small cluster with $M = 4$ 5G cells and evaluate the performance of various policies benchmarked against the optimal policy. The simulation results are presented in Fig. 5, where we plot $\Delta_{\text{policy}}$ as a function of $K$. As can be seen, the index policy achieves the same performance as the optimal policy and outperforms the other policies. The greedy policy is better than state-independent policies. The cost of the uniform policy $\Delta_{\text{uniform}}$ increases quadratically in $K$, as predicted in (34). The cost of the round-robin policy $\Delta_{\text{round-robin}}$, on the other hand, increases linearly when $1 \leq K \leq M - 1$, as predicted in (35).

Recall from Theorem 1 that the greedy policy exhibits a dual-threshold structure when $K = M$. This is verified in Fig. 6, where we set $K = M = 4$. For each 5G cell, we plot the number of residual users at the beginning of a time segment and the corresponding ON/OFF actions of the greedy policy. As shown, for each cell, the greedy policy presents a dual-threshold structure: when the number of residual users $\tilde{n}$ at the beginning of a time segment is smaller than $\gamma_m^L$, the gNB will be turned off; when $\tilde{n}$ is larger than $\gamma_m^U$, the gNB will be turned on; when $\gamma_m^L \leq \tilde{n} \leq \gamma_m^U$, the ON/OFF state of a gNB remains unchanged.

In the second simulation, we evaluate the impact of user arrival distributions on the performance of various switching policies. Specifically, we extend the simulation in Fig. 5 to different user arrival distributions considering the five sets of $\Pr(\Lambda)$ listed in Table II (note that the mean user arrival rates are the same under the five sets of distributions). In each case, there may be a significant increase in the number of users, and the probability of this can vary significantly across different sets of $\Pr(\Lambda)$ listed. The simulation results are presented in Fig. 7. As shown, the index policy always achieves close-to-optimal performance under different sets of $\Pr(\Lambda)$.

To demonstrate the adaptability and superiority of the index policy in a broader context, in the third simulation, we consider a larger cluster with $M = 12$ cells, in which case the performance of the optimal policy is no longer available, and we shall consider different cost functions $f(x)$. Fig. 8 presents the performance of various policies versus $K$ with the piecewise linear and linear cost functions, respectively. We have similar observations as that from Fig. 5, the index policy achieves the best performance among all switching policies and the properties of other policies match our predictions.

Next, we compare the performance of the uniform and round-robin policies in more detail to verify our analysis in Section VI. As can be seen from Fig. 9, the uniform policy is strictly better than the round-robin policy when $M < 4$ and $K = 1$ or $K = M - 1$. In other cases, the round-robin policy can be better than the uniform policy.

It is worth noting that the optimality of the greedy policy is determined by the switching cost $P_{\text{switch}}$. In the extreme case where the switching cost is zero and frequent switching is allowed, the greedy policy is optimal. In Fig. 10, we evaluate the impact of the switching cost by reducing the power consumption of switching from $P_{\text{switch}} = 40W$ to $P_{\text{switch}} = 10W$. In the simulation, we consider a linear cost function $f(x) = x$ and $M = 4$. As shown, with the decrease in the switching cost, the gap between the greedy policy and the optimal policy reduces.

For the case of $K = 2$ and $P_{\text{switch}} = 20W$ in Fig. 10, we further analyze the compositions of power consumption
Fig. 8. Performance of different switching policies versus $K$, where $M = 12$, $\Pr(\Lambda) = \{2/3, 0, 0, 1/3\}$, and $f(x) = x$ in (a) and (b), respectively.

Fig. 9. Comparison of the two state-independent policies, where $\Pr(\Lambda) = \{2/3, 0, 0, 1/3\}$, and $f(x) = x^2$.

Fig. 10. Impact of the switching power consumption on the greedy policy and the optimal policy, where $M = 4$, $P_{\text{switch}} = 20W$, $\Pr(\Lambda) = \{2/3, 0, 0, 1/3\}$, and $f(x) = x$.

Fig. 11. The compositions of the power consumption for different policies, where $M = 4$, $P_{\text{switch}} = 20W$, $K = 2$, $\Pr(\Lambda) = \{2/3, 0, 0, 1/3\}$, and $f(x) = x$.

when operated with different policies. As can be seen from Fig. 11, the index policy has almost the same composition of power consumption as the optimal policy, verifying that the index policy is close-to-optimal. The compositions of the greedy policy, on the other hand, are much more different. In general, the greedy policy is more inclined to turn off the gNBs compared with the optimal policy, and hence, incurs more power consumption of the ng-eNB and less power consumption of the gNBs. A piece of theoretical evidence is given in Proposition 2, where we have proven that the number of “ON” time segments with the greedy policy is no greater than that with the optimal policy when $K = M$. In addition, the greedy policy incurs more switching cost compared with the optimal policy.

VIII. CONCLUSION

This paper proposed a dynamic on-off switching paradigm for gNB sleep control in order to achieve energy-conserving 5G RAN. The paradigm considers the evolvements of users and their traffic demands. By formulating the sleep control as an MDP for a cluster of gNBs, we determine the optimal policy that minimizes the long-term average cost, where cost is a non-decreasing function of system energy expenditure. However, the optimal policy is computationally demanding and only feasible for small numbers of gNBs.

To address this challenge, we proposed a greedy policy and an index policy. The greedy policy focuses solely on immediate effects of decisions, disregarding long-term impacts. We demonstrated the dual-threshold structure of the greedy policy when there are no constraints on turning off gNBs and analyzed its relationship with the optimal policy. The index policy, on the other hand, assigns an index to each gNB based on willingness to pay to turn it off, prioritizing those with higher indexes. We decoupled the original MDP,
proved the indexibility of the decoupled MDP, and devised an algorithm to compute the index for the index policy. Despite being heuristic, the index policy achieves near-optimal performance and outperforms the greedy policy and state-independent policies. Additionally, it is computationally more efficient than the optimal policy.

To summarize, our study validated the effectiveness of gNB sleep control in achieving an energy-efficient 5G RAN. Under the established dynamic on-off switching paradigm, we demonstrated that the proposed switching policies can reduce the system energy expenditure by a large margin, providing useful operational insights for practical 5G RAN. In real-world scenarios, our proposed method provides an effective solution for NG-RAN to reduce long-term average power consumption. By employing this approach, we only need to estimate the empirical distribution of user numbers within a cell to calculate the index value. By implementing the index policy, we can achieve a nearly optimal long-term average power consumption.

Moving forward, a key element in broadening the scope of our current work is expanding it to the multi-sleep-mode scenarios, going beyond the ON and OFF states. It is imperative to tailor the system model to accommodate these diverse modes. Another interesting idea for further research is to explore an additional constraint on ng-eNB. Instead of focusing solely on the number of cells, it would be valuable to investigate the limitation of the user capacity of ng-eNB that can efficiently serve. This introduces a more complex yet practical constraint, which could enhance the applicability of our work. Last but not least, it is pragmatic to consider the scenario where each user can access more than one gNB. In this context, users may receive service from another gNB when one of the gNBs is turned off. This introduces correlations among the cells’ states, necessitating the integration of compensation terms into our algorithm for adaptation.
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