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We theoretically and numerically study the terahertz auto oscillations, or self oscillations, in thin-film metallic non-collinear coplanar antiferromagnets (AFMs), such as Mn₃Sn and Mn₃Ir, under the effect of antidamping spin torque with spin polarization perpendicular to the plane of the film. To obtain the order parameter dynamics in these AFMs, we solve three Landau-Lifshitz-Gilbert equations coupled by exchange interactions assuming both single- and multi-domain (micromagnetics) dynamical processes. In the limit of a strong exchange interaction, the oscillatory dynamics of the order parameter in these AFMs, which have opposite chiralities, could be mapped to that of two damped-driven pendulums with significant differences in the magnitude of the threshold currents and the range of frequency of operation. The theoretical framework allows us to identify the input current requirements as a function of the material and geometry parameters for exciting an oscillatory response. We also obtain a closed-form approximate solution of the oscillation frequency for both input currents in case of both Mn₃Ir and Mn₃Sn. Our analytical predictions of threshold current and oscillation frequency agree well with the numerical results and thus can be used as compact models to design and optimize the auto oscillator. Employing a circuit model, based on the principle of tunnel anisotropy magnetoresistance, we present detailed models of the output power and efficiency versus oscillation frequency of the auto oscillator. Finally, we explore the spiking dynamics of two unidirectional as well as bidirectional coupled AFM oscillators using non-linear damped-driven pendulum equations. Our results could be a starting point for building experimental setups to demonstrate auto oscillations in metallic AFMs, which have potential applications in terahertz sensing, imaging, and neuromorphic computing based on oscillatory or spiking neurons.

I. INTRODUCTION

Terahertz (THz) radiation, spanning from 100 Gigahertz (GHz) to 10 THz, are non-ionizing, have short wavelength, offer large bandwidth, scatter less, and are absorbed or reflected differently by different materials. As a result, THz electronics can be employed for safe biomedical applications, sensing, imaging, security, quality monitoring, spectroscopy, as well as for high-speed and energy-efficient non-von Neumann computing (e.g., neuromorphic computing). THz electronics also has potential applications in beyond-5G communication systems and Internet of Things. Particularly, the size of the antennae for transmitting the electromagnetic signal could be significantly miniaturized in THz communication networks [1–8]. These aforementioned advantages and applications have led to an intense research and development in the field of THz technology with an aim to generate, manipulate, transmit, and detect THz signals [3, 9]. Therefore, the development of efficient and low power signal sources and sensitive detectors that operate in the THz regime is an important goal [3].

Most coherent THz signal sources can be categorized into three types — particle accelerator based sources, solid state electronics based sources, and photonics based sources [3, 9]. Particle accelerator based signal generators include free electron lasers [10], synchrotrons [11], and gyrotrons [12]. While particle accelerator sources have the highest power output, they require a large and complex set-up [13]. Solid state generators include diodes [14–16], transistors [17, 18], frequency multipliers [19], and Josephson junctions [20], whereas photonics based signal sources include quantum cascade lasers [21], gas lasers [22], and semiconductor lasers [23]. Solid-state generators are efficient at microwave frequencies whereas their output power and efficiency drop significantly above 100 GHz [13]. THz lasers, on the other hand, provide higher output power for frequencies above 30 THz [24], however, their performance for lower THz frequencies is plagued by noise and poor efficiency [13]. Here, we present the physics, operation, and performance benchmarks of a new type of nanoscale THz generator based on the ultra-fast dynamics of the order parameter of antiferromagnets (AFMs) when driven by spin torque.

Spin-transfer torque (STT) [25, 26] and spin-orbit torque (SOT) [27] enable electrical manipulation of ferromagnetic order in emerging low-power spintronic radio-frequency nano-oscillators [28]. When a spin current greater than a certain threshold (typically around $10^8 - 10^9\text{A/cm}^2$ [28, 29]) is injected into a ferromagnet (FM) at equilibrium, the resulting torque due to this current pumps in energy which competes against the intrinsic Gilbert damping of the material. When the spin torque balances the Gilbert damping, the FM magnetization undergoes a constant-energy steady-state oscillation around the spin polarization of the injected spin current. Such oscillators are nonlinear, current tunable with frequencies in the range of hundreds of MHz to a few GHz with output power in the range of nano-Watt (nW). They are also...
compatible with the CMOS technology [28]; however, the generation of the THz signal using FMs would require prohibitively large amount of current, which would lead to Joule heating and degrade the reliability of the electronics. It would also lead to electromigration and hence irreversible damage to the device set-up [30].

AFM materials, which are typically used to exchange bias [31] an adjacent FM layer in spin-valves or magnetic tunnel junctions for FM memories and oscillators, have resonant frequencies in the THz regime [32–35] due to their strong exchange interactions. It was suggested that STT could, in principle, be used to manipulate the magnetic order in conducting AFMs [36], leading to either stable precessions for their use as high-frequency oscillators [37, 38] or switching of the AFM order [39] for their use as magnetic memories in spin-valve structures. The SOT-based spin Hall effect (SHE), on the other hand, could enable the use of both conducting [40–44] and insulating [29, 43, 45, 46] AFMs in a bilayer comprising an AFM and a non-magnetic (NM) layer, for its use as a high frequency auto-oscillator [47].

Table I lists the salient results from some of the recently proposed AFM oscillators. These results, however, are reported mainly for collinear AFMs, while detailed analyses of the dynamics of the order parameter in the case of non-collinear AFMs is lacking. In this paper, firstly, we fill this existing knowledge gap in the modeling of auto oscillations in thin-film non-collinear coplanar AFMs like Mn$_3$Ir, Mn$_3$Sn, or Mn$_3$GaN under the action of a dc spin current. Secondly, we compare their performance (generation and detection) against that of collinear AFMs such as NiO for use as a THz signal source. In the case of NiO, inverse spin Hall effect (iSHE) is employed for signal detection, whereas in this work we utilize the large magnetoresistance of metallic AFMs. Finally, we investigate these auto oscillators as possible candidates for neuron emulators. Considering that the spin polarization is perpendicular to the plane of the AFM thin-film, three possible device geometries are identified and presented in Fig. 1 for the generation and detection of auto oscillations in metallic AFMs.

Figure 1(a) is based on the phenomena of spin injection and accumulation in a local lateral spin valve structure. Charge current, $I_{\text{write}}$, injected into the structure is spin-polarized along the magnetization of FM$_1$ (FM$_2$) and gets accumulated in the NM. It then tunnels into the AFM with the required perpendicular spin-polarization (adapted from Ref. [50]). The bottom MgO layer used here would reduce the leakage of charge current into the metallic AFMs considered in this work. This would reduce chances of Joule heating in the AFM thin-film layer. On the other hand, in Fig. 1(b), spin filtering [51] technique is adopted wherein, a conducting AFM is sandwiched between two conducting FMs. Different scattering rates of the up-spins and down-spins of the injected electron ensemble at the two FM interfaces results in a perpendicularly polarized spin current as shown. The structure in Fig. 1(c) generates spin polarization perpendicular to the interface due to the interfacial SOTs generated at the FM/NM interface (adapted from Ref. [52, 53]). In this case, the spin current injected into the AFM has polarization along both $y$ and $z$ direction; however, the interface properties could be tailored to suppress the spin polarization along $y$ [52]. In order to extract the THz oscillations of the order parameter as a measurable voltage signal, the tunnel anisotropy magnetoresistance (TAMR) measurements are utilized [54].

In this work, we establish the micromagnetic model for non-collinear coplanar AFMs with three sublattices along with the boundary conditions in terms of both the sublattice magnetizations (Section II A), as well as the Néel order parameter (Section II B). We show that in the macrospin limit the oscillation dynamics correspond to that of a damped-driven pendulum (Section III A and Section III B). The oscillation dynamics of AFM materials with two different chiralities in then compared in Section III C. We use the TAMR detection scheme to extract the oscillations as a voltage signal and present models of the output power and efficiency as a function of the oscillator’s frequency (Section IV). This is followed by a brief investigation of the effect of inhomogeneity due to the exchange interaction on the dynamics of the AFM order (Section V). Finally, we discuss the implication of our work towards building coherent THz sources in Sec-
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TABLE I. Recent numerical studies on electrically controlled AFM THz oscillators. The investigated AFM materials, the direction of their uniaxial anisotropy axis \( \mathbf{u}_i \), and that of the spin polarization of the injected spin current \( \mathbf{n}_p \), are listed. Salient results along with the schemes to extract the oscillation as a voltage signal are also briefly stated. Ref. [44] does not provide the name of a specific AFM, however, an AFM with uniaxial anisotropy is not considered.

| Ref. | AFM material | \( \mathbf{u}_i \) | \( \mathbf{n}_p \) | Salient Features | Detection Schemes |
|------|--------------|--------|--------|-----------------|-----------------|
| [45] | NiO          | x      | x      | a) THz oscillations for current above a threshold | iSHE            |
|      |              |        |        | b) Feedback in AFM/Pt bilayer sustains oscillation |                 |
| [29] | NiO          | x      | -z     | a) Hysteretic THz oscillation in a biaxial AFM | iSHE            |
|      |              |        |        | b) Threshold current dependence on uniaxial anisotropy |                 |
| [40] | \( \alpha - \mathrm{Fe}_2\mathrm{O}_3 \) | a) z    | y      | a) Monodomain analysis of current driven oscillations in AFM insulators with DMI | -               |
|      |              |        |        | b) Similar to [45] | -               |
| [41] | \( \alpha - \mathrm{Fe}_2\mathrm{O}_3 \) | x      | y      | a) Canted net magnetization due to DMI | Dipolar radiation |
|      |              |        |        | b) Small uniaxial anisotropy leads to low power THz frequency |                 |
| [42] | CuMnAs, Mn2Au | y      | z      | a) Low dc current THz signal generation due to Nééd SOT | -               |
|      |              |        |        | b) Phase locked detector for external THz signal |                 |
| [43] | NiO          | x      |        | Varied a) Comparison of analytical solutions to micromagnetic results | AMR/SMR         |
|      |              |        |        | Effect of DMI on hysteretic nature of dynamics |                 |
| [48] | Mn2Ru3Ga     | z      | y      | a) Generation of spin current in single AFM layer | AMR            |
|      |              |        |        | b) Oscillation dependence on reactive and dissipative torques |                 |
| [44] | Uniaxial Ani. | z      |        | Varied a) Non-monotonic threshold current variation with \( \mathbf{n}_p \) | -               |
|      |              |        |        | b) Effects of anisotropy and exchange imperfections |                 |
| [49] | Mn1Sn        | x-y plane | z    | a) Effective pendulum model based on multipole theory | AHE          |
| [46] | NiO, Cr2O3   | x      |        | Varied a) General effective equation of a damped-driven pendulum | iSHE         |
|      |              |        |        | b) Analytic expression of threshold current and frequency |                 |
| Our Work | Mn3Sn, Mn3Ir | x-y plane | z    | a) Different numerical and analytic models | TAMR         |
|      |              |        |        | b) Inclusion of generation current for TAMR efficiency |                 |
|      |              |        |        | c) Non-linear dynamics of bidirectional coupled oscillators |                 |

II. THEORY

A. Magnetization Dynamics

We consider a micromagnetic formalism in the continuum domain [43, 55] under which a planar non-collinear AFM is considered to be composed of three equivalent interpenetrating sublattices, each with a constant saturation magnetization \( M_s [56] \). Each sublattice, \( i (= 1, 2 \text{ or } 3) \), is represented as a vector field \( \mathbf{m}_i(r,t) \) such that for an arbitrary \( r = r_0, \| \mathbf{m}_i(r_0,t) \| = 1 \). The dynamics of the AFM under the influence of magnetic fields, damping, and spin torque is assumed to be governed by three Landau-Lifshitz-Gilbert (LLG) equations coupled by exchange interactions. For sublattice \( i \), the LLG is given as \[ \frac{\partial \mathbf{m}_i}{\partial t} = -\gamma \mu_0 \left( \mathbf{m}_i \times \mathbf{H}^{\text{eff}}_i \right) + \alpha_i \left( \mathbf{m}_i \times \frac{\partial \mathbf{m}_i}{\partial t} \right) - \omega_s \mathbf{m}_i \times (\mathbf{m}_i \times \mathbf{n}_p) - \beta \omega_s (\mathbf{m}_i \times \mathbf{n}_p), \] (1) where \( t \) is time in seconds, \( \mathbf{H}^{\text{eff}}_i \) is the position dependent effective magnetic field on \( i \), \( \alpha_i \) is the Gilbert damping parameter for \( i \), and

\[ \omega_s = \frac{\hbar \gamma J_s}{2e M_s d_a} \] (2)

is the frequency associated with the input spin current density, \( J_s \), with spin polarization along \( \mathbf{n}_p \). Here, \( d_a \) is the thickness of the AFM layer, \( \hbar \) is the reduced Planck’s constant, \( \mu_0 \) is the permeability of free space, \( e \) is the elementary charge, and \( \gamma = 17.6 \times 10^{10} \text{T}^{-1} \text{s}^{-1} \) is the gyromagnetic ratio. For all sublattices, the spin polarization, \( \mathbf{n}_p \), is assumed to be along the \( z \) axis. Finally, \( \beta \) is a measure of the strength of the field-like torque as compared to the antidamping-like torque. The effect of field-like torque on the sublattice vectors here is the same as that of an externally applied magnetic field—canting towards the spin polarization direction. Results presented in the main part of this work do not include the effect of the field-like torque; however, a small discussion on the same is presented in the supplementary material [58].

The effective magnetic field, \( \mathbf{H}^{\text{eff}}_i \) at each sublattice, includes contributions from internal fields as well as externally applied magnetic fields and is obtained as

\[ \mathbf{H}^{\text{eff}}_i(r,t) = -\frac{1}{\mu_0 M_s} \frac{\delta F}{\delta \mathbf{m}_i(r,t)}, \] (3)

where \( \frac{\delta}{\delta \mathbf{m}_i} = \frac{\partial}{\partial \mathbf{m}_i} - \nabla \cdot \left( \frac{\partial}{\partial (\nabla \mathbf{m}_i)} \right) \), and \( F \) is the energy density of the AFM, considered in our work. It is given as
\[ \mathcal{F} = \sum_{(i,j)} (J \mathbf{m}_i \cdot \mathbf{m}_j + A^{ij} \nabla \mathbf{m}_i \cdot \nabla \mathbf{m}_j) + A^{ii} \sum_{i=1}^{3} (\nabla \mathbf{m}_i)^2 + \sum_{i=1}^{3} K_h m_{i,z}^2 - K_e (\mathbf{m}_i \cdot \mathbf{u}_{e,i})^2 + D \sum_{(i,j)} z \cdot (\mathbf{m}_i \times \mathbf{m}_j) + D^{ii} \sum_{i=1}^{3} (m_{i,z} \nabla \cdot \mathbf{m}_i) - (\mathbf{m}_i \cdot \nabla) m_{i,z}) + D^{ij} \sum_{(i,j)} ((m_{i,z} \nabla \cdot \mathbf{m}_j) - (m_{j,z} \nabla \cdot \mathbf{m}_i - (\mathbf{m}_i \cdot \nabla)m_{i,z})) \]

\[ - \sum_{i=1}^{3} \mu_0 M_s \mathbf{H}_a \cdot \mathbf{m}_i, \]

where \((i, j)\) represents the sublattice ordered pairs \((1, 2), (2, 3)\) and \((3, 1)\).

The first three terms in Eq. (4) represent exchange energies. Here \(\mathcal{F}(>0)\) is the homogeneous inter-sublattice exchange energy density whereas \(A^{ii}(>0)\) and \(A^{ij}(0)\) are the isotropic inhomogeneous intra- and inter-sublattice exchange spring constants, respectively. The next two terms in Eq. (4) represent magnetocrystalline anisotropy energy density for biaxial symmetry up to the lowest order with \(K_e(0)\) and \(K_h(0)\) being the easy and hard axes anisotropy constants, respectively. We assume that the easy axes of sublattices 1, 2 and 3 are along \(u_{e,1} = -(1/2)x + (\sqrt{3}/2)y\), \(u_{e,2} = -(1/2)x - (\sqrt{3}/2)y\) and \(u_{e,3} = x\), respectively, and an equivalent out of plane hard axis exists along the \(z\) axis. The next three terms represent the structural symmetry breaking interfacial Dzyaloshinskii-Moriya Interaction (iDMI) energy density in the continuum domain. Its origin lies in the interaction of the antiferromagnetic spins with an adjacent heavy metal with a large spin-orbit coupling [59, 60]. Here, we assume the AFM crystal to have \(C_{3v}\) symmetry [61] such that the thin-film AFM is isotropic in its plane, and \(D\), \(D^{ii}\), and \(D^{ij}\) represent the effective strength of homogeneous and inhomogeneous iDMI, respectively, along the \(z\) direction. Finally, the last term in Eq. (4) represents the Zeeman energy due to an externally applied magnetic field \(\mathbf{H}_a\). Now, using Eq. (4) in Eq. (3) we get the effective field for sublattice \(i\) as

\[ \mathbf{H}_{e,\text{eff}} = \sum_{j \neq i} \left( -\frac{J}{\mu_0 M_s} \mathbf{m}_j + \frac{A^{ij}}{\mu_0 M_s} \nabla^2 \mathbf{m}_j \right) + \frac{2A^{ii}}{\mu_0 M_s} \nabla^2 \mathbf{m}_i - \frac{2K_h}{\mu_0 M_s} m_{i,z}^2 z + \frac{2K_e}{\mu_0 M_s} (\mathbf{m}_i \cdot \mathbf{u}_{e,i}) \mathbf{u}_{e,i} + D \mathbf{z} \times (\mathbf{m}_j - \mathbf{m}_k) - \frac{2D^{ii}}{\mu_0 M_s} ((\nabla \cdot \mathbf{m}_i) \mathbf{z} - \nabla m_{i,z}) - \frac{D^{ij}}{\mu_0 M_s} ((\nabla \cdot (\mathbf{m}_j - \mathbf{m}_k)) \mathbf{z} - \nabla (m_{j,z} - m_{k,z})) + \mathbf{H}_a, \]

where \((i, j, k) = (1, 2, 3), (2, 3, 1), (3, 1, 2),\) respectively.

In order to explore the dynamics of the AFM, we adopt a finite difference discretization scheme and discretize the thin-film of dimension \(L \times W \times d_a\) into smaller cells of size \(s_L \times s_W \times s_d\). Each of these cells is centered around position \(r\) such that \(\mathbf{m}_i(r, t)\) denotes the average magnetization of the spins within that particular cell [43]. Finally, we substitute Eq. (5) in Eq. (1) and use fourth-order Runge-Kutta rule along with the following boundary conditions for sublattice \(i\) of the thin-film considered (see supplementary material [58]):

\[ 2A^{ii} \frac{\partial \mathbf{m}_i}{\partial \eta} + A^{ij} \sum_{j \neq i} \mathbf{m}_j \times \left( \frac{\partial \mathbf{m}_j}{\partial \eta} \times \mathbf{m}_j \right) + D^{ii} \mathbf{m}_i \times (\eta \times \mathbf{z}) + D^{ij} \mathbf{m}_i \times ((\eta \times \mathbf{z}) \times (\mathbf{m}_k - \mathbf{m}_j)) = 0, \]

where \(\eta\) is the normal vector perpendicular to a surface parallel to \(x\) or \(y\). The above equation ensures that the net torque due to the internal fields on the boundary magnetizations of each sublattice is zero in equilibrium as well as under current injection [62]. For the energy density presented in Eq. (4), the fields at the boundary are non-zero only for inhomogeneous inter- and intra-sublattice exchange, and Dzyaloshinskii-Moriya interactions. Finally, in the absence of DMI, we have the Neumann boundary condition \(\frac{\partial \mathbf{m}_i}{\partial \eta} = 0\), which implies that the boundary magnetization does not change along the surface normal \(\eta\).

For all the numerical results presented in this work we solve the system of Eqs. (1), (5), and (6) with the equilibrium state as the starting point. The equilibrium solution in each case was arrived at by solving these three equations for zero external field and zero current with a large Gilbert damping of 0.5.

**B. Néel Order Dynamics**

The aforementioned micromagnetic modeling approach assuming three sublattices is extremely useful in exploring the physics of the considered AFM systems. It is, however, highly desirable to study an effective dynamics of the AFMs under the effect of internal and external stimuli in order to gain fundamental insight. Therefore, we consider an average magnetization vector \(\mathbf{m}\) and two staggered order parameters \(\mathbf{n}_1\) and \(\mathbf{n}_2\) to represent an equivalent picture of the considered AFMs. These vectors are defined as [37, 56, 63]

\[ \mathbf{m} \equiv \frac{1}{3} (\mathbf{m}_1 + \mathbf{m}_2 + \mathbf{m}_3), \]

\[ \mathbf{n}_1 \equiv \frac{1}{3\sqrt{2}} (\mathbf{m}_1 + \mathbf{m}_2 - 2\mathbf{m}_3), \]

\[ \mathbf{n}_2 \equiv \frac{1}{\sqrt{6}} (-\mathbf{m}_1 + \mathbf{m}_2), \]
such that $\|\mathbf{m}\|^2 + |\mathbf{n}_1|^2 + |\mathbf{n}_2|^2 = 1$. The energy landscape (Eq. (4)) can then be represented as

$$
\mathcal{F} = \frac{3\mathcal{J}}{2} \mathbf{m}^2 + A_m (\nabla \mathbf{m})^2 + A_n (\nabla \mathbf{n}_1)^2 + (\nabla \mathbf{n}_2)^2
$$

$$
+ \mathcal{K}_h (m^2 + n_{1,z}^2 + n_{2,z}^2) - \mathcal{K}_c \left( \frac{3}{2} (n_{1,x} - n_{2,y})^2 \right)
$$

$$
+ \frac{1}{2} (n_{1,y} + n_{2,x})^2 + m_x \left( m_x - \sqrt{2} (n_{1,x} - n_{2,y}) \right)
$$

$$
+ m_y \left( m_y + \sqrt{2} (n_{1,y} + n_{2,x}) \right) + 4 n_{1,z} n_{2,y}
$$

$$
+ \sqrt{3} D z \cdot (\mathbf{n}_1 \times \mathbf{n}_2) + D^i (m_x \nabla \cdot \mathbf{m} - (\mathbf{m} \cdot \nabla) m_z)
$$

$$
+ n_{1,z} \nabla \cdot \mathbf{n}_1 - (\mathbf{n}_1 \cdot \nabla) n_{1,z} + n_{2,z} \nabla \cdot \mathbf{n}_2
$$

$$
- (\mathbf{n}_2 \cdot \nabla) n_{2,z} + \sqrt{3} D^i (n_{1,z} \nabla \cdot \mathbf{n}_2 - (\mathbf{n}_2 \cdot \nabla) n_{2,z})
$$

$$
- n_{2,z} \nabla \cdot \mathbf{n}_1 + (\mathbf{n}_2 \cdot \nabla) n_{1,z} - \mu_0 M_s \mathbf{H}_a \cdot \mathbf{m},
$$

(8)

where $A_m = (A^{ii} + A^{ij})$ and $A_n = (2A^{ii} - A^{ij})$.

An equation of motion involving the staggered order parameters can be obtained by substituting Eq. (1) in the first-order time derivatives of Eq. (7) and evaluating each term carefully (see supplementary material [58]). However, an analytical study of such an equation of motion that consists of contributions from all the energy terms of Eqs. (4) or (8) would be as intractable as the dynamics of individual sublattices itself. Therefore, we consider the case of AFMs with strong inter-sublattice exchange interaction such that $\mathcal{J} \gg |D| \gg \mathcal{K}_e$. This corresponds to systems with ground state confined to the easy-plane ($x - y$ plane) and those that host $\|\mathbf{m}\| \ll 1$ (weak ferromagnetism), $\mathbf{n}_1 \perp \mathbf{n}_2$, and $|\mathbf{n}_1| \approx |\mathbf{n}_2| \approx 1/\sqrt{2}$ [56, 63]. However, when an input current is injected in the system, the sublattice vectors cant towards the spin polarization direction leading to an increase in the magnitude of $\mathbf{m}$ while decreasing that of $\mathbf{n}_1$ and $\mathbf{n}_2$. Spin polarization along the $z$ direction and an equal spin torque on each sublattice vector ensures that $\mathbf{n}_1$ and $\mathbf{n}_2$ have negligible $z$ components at all times (Eqs. (7b), (7c)). Therefore, we consider

$$
\mathbf{n}_1(r, t) = \lambda \left( \sqrt{1 - n_{1,z}^2} \cos \varphi(r, t) \atop \sqrt{1 - n_{1,z}^2} \sin \varphi(r, t) \right),
$$

(9a)

$$
\mathbf{n}_2(r, t) = \lambda \left( \sqrt{1 - n_{2,z}^2} \cos \left( \varphi(r, t) \pm \pi/2 \right) \atop \sqrt{1 - n_{2,z}^2} \sin \left( \varphi(r, t) \pm \pi/2 \right) \right),
$$

(9b)

where $\varphi$ is the azimuthal angle from the $x$ axis and $|n_{1,z}|, |n_{2,z}| \ll 1$.

The two choices for $\mathbf{n}_2$ correspond to two different classes of materials—one with a positive (+$\pi/2$) chirality and the other with a negative ($-\pi/2$) chirality [56]. Materials that have a negative (positive) value of $D$ correspond to +$\pi/2$ ($-\pi/2$) chirality because the respective configuration reduces the overall energy of the system. L12 phase of AFMs like Mn$_3$Ir, Mn$_3$Rh, or Mn$_3$Pt is expected to host +$\pi/2$ chirality whereas the hexagonal phase of AFMs like Mn$_3$Sn, Mn$_3$Ge, or Mn$_3$Ga is expected to host $-\pi/2$ chirality [56, 64].

III. SINGLE DOMAIN ANALYSIS

A. Positive Chirality

Defining $\mathbf{n}_3 = (\mathbf{n}_1 \times \mathbf{n}_2)/\lambda$, and considering the case of +$\pi/2$ chirality, it can be shown that $\mathbf{m}$ is just a dependent variable of the Néel order dynamics. To a first order, $\mathbf{m}$ could be expressed as [56, 63]

$$
\mathbf{m} = -\frac{1}{\omega_E} \left( \mathbf{n}_1 \times \dot{\mathbf{n}}_1 + \mathbf{n}_2 \times \dot{\mathbf{n}}_2 + \mathbf{n}_3 \times \dot{\mathbf{n}}_3 - \gamma \mu_0 \mathbf{H}_a \right)
$$

$$
- \beta \omega_n \mathbf{n}_p),
$$

(10)

where $\omega_E = 3\gamma \mathcal{J} / M_s$. One can then arrive at the equation of motion for the Néel vectors as

$$
\mathbf{n}_1 \times \dot{\mathbf{n}}_1 - \mathbf{c}^2 \nabla^2 \mathbf{n}_1 - \omega_E \omega_K n_{1,1} + \omega_E \omega_h n_{1,1} \mathbf{n}_1 \cdot \mathbf{z} \mathbf{z}
$$

$$
+ \omega_E \omega_D (n_2 \times \mathbf{z} + \mathbf{z} \times n_2) + \omega_E \omega_D (n_1 \times \mathbf{z} + \mathbf{z} \times n_1)
$$

$$
- \gamma \mu_0 (\mathbf{n}_1 \times \dot{\mathbf{n}}_1 + \mathbf{n}_2 \times \dot{\mathbf{n}}_2 + \mathbf{n}_3 \times \dot{\mathbf{n}}_3) \times \mathbf{H}_a
$$

$$
- \gamma \mu_0 \dot{\mathbf{H}}_a = 0,
$$

(11)

where $c = \sqrt{\omega_E^2 \gamma A_n / M_s}$, $\omega_K n_{1,1} = 2\gamma K_h / M_s$, $\omega_K n_{1,2} = \omega_E \left( (n_{1,y} + n_{2,x} + \sqrt{2} m_y) \hat{x} + (n_{1,x} + 3n_{2,y} + \sqrt{2} m_y) \hat{y} \right) + \omega_E \omega_h n_{1,1} \mathbf{n}_1$,

$$
\omega_D (n_2 \times \mathbf{z} + \mathbf{z} \times n_2)
$$

$$
- \omega_E \omega_D (n_1 \times \mathbf{z} + \mathbf{z} \times n_1)
$$

$$
+ \gamma \mu_0 (\mathbf{n}_1 \times \dot{\mathbf{n}}_1 + \mathbf{n}_2 \times \dot{\mathbf{n}}_2 + \mathbf{n}_3 \times \dot{\mathbf{n}}_3) \times \mathbf{H}_a
$$

$$
- \gamma \mu_0 \dot{\mathbf{H}}_a = 0,
$$

(11)

The equations of motion (Eqs. (10) and (11)) derived here are useful in the numerical study of textures like domain walls, skyrmions, and spin-waves in AFMs with biaxial anisotropy under the effect of external magnetic field and spin current. However, here we are interested in analytically studying oscillatory dynamics of the order parameter in thin-film AFMs, therefore, we neglect inhomogeneous interactions compared to the homogeneous fields. Using Eq. (9) in Eq. (11) and neglecting the time derivative of $n_{1,z}$ and $n_{2,z}$, we have

$$
\dot{\varphi} + \omega_E \varphi + \frac{\omega_K}{2} \sin 2\varphi + \omega_E \omega_h s = 0,
$$

(12)

where $\omega_K = 2\gamma K_e / M_s$. This indicates that in the limit of strong exchange interaction, the dynamics of the staggered order parameters is identical to that of a damped-driven non-linear pendulum [65]. This equation is identical to the case of collinear AFMs such as NiO when the
FIG. 2. Stationary solution for AFMs with positive (a, b) and negative chirality (c, d). (a) Sublattice magnetization for currents below the threshold current $J_{th1}$. When $J_s = 0$ (equilibrium state), the sublattice vectors $\mathbf{m}_i$ coincide with the easy axes $\mathbf{u}_{e,i}$, whereas for a non-zero current smaller than $J_{th1}$, the macrospins have stationary solutions other than the equilibrium solution, as depicted by dashed and dotted line. The $z$ component of these vectors is zero. (b) An equivalent representation of (a) through the staggered order parameters $n_1$ and $n_2$. They are perpendicular to each other and have zero out-of-plane component. The thinner dash-dotted gold arrows through the thicker arrows of $n_1$ represent the analytic expression of the stationary solution $\varphi = -\frac{1}{2}\sin\left(-\frac{1}{2}\omega_s \omega_k\right)$. The average magnetization $\mathbf{m}$ is vanishingly small, as can also be noticed from Eq. (10). (c) Sublattice magnetization at equilibrium ($J_s = 0$). The $z$ component of these vectors is zero. Here, only the sublattice vector $\mathbf{m}_3$ coincides with its corresponding easy axis. On the other hand, $\mathbf{m}_1$ and $\mathbf{m}_2$ are oriented such that the energy due to DMI is dominant over anisotropy. (d) An equivalent representation of (c) through the staggered order parameters $n_1$ and $n_2$, and average magnetization $\mathbf{m}$. $\mathbf{n}_1$ and $\mathbf{n}_2$ are almost perpendicular to each other with a negative chirality, as assumed in Eq. (9). A small in-plane net magnetization (shown by the magnified green arrow) also exists in this case [56].

FIG. 3. Upper panel (a-d) shows the time averaged frequency as a function of input spin current, whereas the lower panel (e-h) shows the FFT of the oscillations corresponding to the cases marked by the dashed red boxes above. In the time averaged frequency response in the upper panel, the dashed black lines denote the analytic expression of frequency (Eq. (17)). (a), (c) Frequency response for different film thicknesses for $\alpha = 0.01$. (e), (g) FFT of the signal corresponding to $J_s = J_{th2}$. (b), (d) Frequency response for different damping constants for $d_a = 4$ nm. (f), (h) FFT of the signal corresponding to $\alpha = 0.1$ and $J_{th1}$, respectively. Positive chirality: The numerical values of the average frequency match very well against the analytic expression for lower damping and large current. On the other hand, non-linearity and, hence, higher harmonics are observed for small current and large damping. Negative chirality: The numerical values of the average frequency exactly match against the analytic expression for all values of damping and input current considered here.

Direction of spin polarization is perpendicular to the easy-plane [29, 44, 66]. However, the dynamics of the non-collinear coplanar AFMs discussed here is significantly different in the direction of the spin torques, magnitude of threshold currents as well as the range of possible frequencies. Here, the $\sin 2\varphi$ dependence signifies a two-fold
anisotropy symmetric system.

B. Negative Chirality

For the case of $-\pi/2$ chirality, it can be shown that $\mathbf{m}$ is a dependent variable of the Néel order; however, in this case there are additional in-plane terms that arise due to a competition between the DMI, exchange coupling and magnetocrystalline anisotropy. To a first order, $\mathbf{m}$ is expressed as [56, 67] (also see supplementary material [58])

$$\mathbf{m} = -\frac{1}{\omega_E} (\mathbf{n}_1 \times \mathbf{n}_1 + \mathbf{n}_2 \times \mathbf{n}_2 + \mathbf{n}_3 \times \mathbf{n}_3 - \gamma \mu_0 \mathbf{H}_a - \beta \omega_n \mathbf{n}_p) - \frac{\omega_K}{2\omega_E} (\cos \varphi x - \sin \varphi y),$$  \hspace{1cm} (13)

which is used to arrive at the equation of motion for the Néel vectors as

$$\mathbf{n}_1 \times (\mathbf{h}_1 - c^2 \nabla^2 \mathbf{n}_1 - \omega_E \omega_{K,n} + \omega_E \omega_{K,s} (\mathbf{n}_1 \times \mathbf{z}))z + \omega_E \omega_D (\mathbf{n}_2 \times \mathbf{z}) + \omega_E \omega_{D,n} + \omega_E \omega_{D,s} + \alpha \omega_E \mathbf{n}_1$$

$$- \omega_E \omega_s \mathbf{n}_1 + \omega_E \omega_s \mathbf{n}_2 + \omega_E \omega_s \mathbf{n}_3 + \gamma \mu_0 \mathbf{H}_a - \gamma \mu_0 \mathbf{H}_a$$

$$- \frac{\omega_K}{2} (\sin \varphi x + \cos \varphi y) \dot{\varphi} - \gamma \mu_0 \omega_K \left( H_{a,x} \sin \varphi x + H_{a,y} \cos \varphi y \right) = 0.$$  \hspace{1cm} (14)

Similar to the previous case, we are interested in a theoretical analysis of the oscillation dynamics in thin film AFMs with negative chirality. Therefore, we use Eq. (9) in Eq. (14) and neglect all the inhomogeneous interactions to arrive at a damped-driven linear pendulum equation given as

$$\ddot{\varphi} + \alpha \omega_E \dot{\varphi} + \omega_E \omega_s = 0.$$  \hspace{1cm} (15)

Here the dependence of the dynamics on anisotropy is not zero but very small, and it scales proportional to $\omega_K^2 / \omega_E$ [67]. However, for a first-order approximation in $\mathbf{m}$ and dynamics in the THz regime, it can be safely ignored. The $\cos \varphi$ dependence implies that these materials host a six-fold anisotropic symmetry. Though this equation is similar to that obtained for the case of a collinear AFM with spin polarization along the easy axis [44], the dynamics is significantly different from that of the collinear AFM.

C. Comparison of Dynamics for Positive and Negative Chiralities

Here, we contrast the dynamics of AFM order parameter for positive and negative chiralities. The numerical results presented in this section are obtained in the single-domain limit assuming thickness $d_a = 4$ nm, $\alpha = 0.01$, $M_s = 1.63$ T, $K_e = 3$ MJ/m$^3$, $J = 2.4 \times 10^8$ J/m$^3$, $D = -20$ MJ/m$^3$ for positive chirality or $20$ MJ/m$^3$ for negative chirality [56], unless specified otherwise.

Figure 2 shows the stationary solutions of the thin-film AFM system with different chiralities. For the case of positive chirality, it can be observed from Fig. 2(a) that in equilibrium the sublattice vectors $\mathbf{m}_i$ coincide with the easy axes $\mathbf{u}_{e,i}$. When a non-zero spin current is applied, the equilibrium state is disturbed; however, below a certain threshold, $J_s^{th1}$, the system dynamics converge to a stationary solution in the easy-plane of the AFM, indicated by dashed blue, and dotted red set of arrows. An equivalent representation of the stationary solutions in terms of the staggered order parameters is presented in Fig. 2(b). $\mathbf{n}_1$ and $\mathbf{n}_2$ are perpendicular to each other with zero out-of-plane component for all values of the input currents. The gold dash-dotted arrows passing through $\mathbf{n}_1$ correspond to the stationary solutions given as $\varphi = -\frac{1}{2} \sin^{-1} \left( \frac{\omega_K}{2\omega_E} \right)$, obtained analytically by setting both $\varphi$ and $\dot{\varphi}$ as zero in Eq. (12). In positive chirality material, the average magnetization $\mathbf{m}$ is vanishingly small in the stationary state. This can also be perceived from Eq. (10) as we do not consider any external field. Since these materials have a two-fold symmetry, they also host $\varphi = \pi - \frac{1}{2} \sin^{-1} \left( \frac{2\omega_K}{\omega_E} \right)$ stationary states.

For the case of negative chirality, it can be observed from Fig. 2(c) that in equilibrium only the sublattice vector $\mathbf{m}_3$ coincides with the its corresponding easy axis, whereas both $\mathbf{m}_1$ and $\mathbf{m}_2$ are oriented such that the energy due to DMI is dominant over anisotropy, which in turn lowers the overall energy of the system. It can be observed from Fig. 2(d) that $\mathbf{n}_1$ and $\mathbf{n}_2$ are almost perpendicular to each other. A small in-plane net magnetization exists in this case and is shown here as a zoomed in value (zoom factor = 100x) for the sake of comparison to staggered order parameters. Due to the six-fold anisotropy dependence other equilibrium states, wherein either of $\mathbf{m}_1$ or $\mathbf{m}_2$ coincide with their easy axis while the other two sublattice vectors do not, also exist. Finally, due to the small anisotropy dependence, non-equilibrium stationary states exist for much lower currents [68] than those considered here, and therefore are not shown.

For materials with positive chirality, the system becomes unstable when the input spin current exceeds the threshold, $J_s^{th1}$. The resultant spin torque pushes the Néel vectors out of the easy-plane, and they oscillate around the spin polarization axis, $\mathbf{n}_p = \mathbf{z}$, with THz frequency due to strong exchange. This threshold current is given as [29, 44, 46]

$$J_s^{th1} = d_a \frac{2e M_s \omega_K}{\hbar} \frac{\gamma}{2} = d_a \frac{2e}{\hbar} K_e,$$  \hspace{1cm} (16)
FIG. 4. The out-of-plane (z) component of the average magnetization, \( \mathbf{m} \), and \( n_3 \) for different values of input currents for both positive and negative chirality. Positive chirality: (a) When current is increased from zero but to a value below the threshold \((0.95J_{s}^{th1})\), \( m^z \) is zero. However, it increases to a large value when \( J_s = J_{s}^{th1} \). \( m^z \) decreases again to a smaller value when the current is decreased to \( J_s = 0.86J_{s}^{th1} \). Finally, when the current is further reduced below the lower threshold to \( 0.9J_{s}^{th2} \), \( m^z \) becomes zero again. (b) \( n_3 \) is initially equal to \( 1/\sqrt{2} \), but decreases in magnitude during the AFM dynamics since the magnitude of \( \mathbf{m} \) increases when the sublattice vectors move out of the plane. As soon as the current is lowered below \( J_{s}^{th2} \), the system goes to a stationary state and \( n_3 = 1/\sqrt{2} \). Negative chirality: (c) Since the threshold current in this case is small, non-zero \( m^z \) is observed for all values of current considered here. (d) \( n_3 \) decreases in magnitude when current increases but approaches \(-1/\sqrt{2}\) for lower values of current. Here \( \alpha = 0.01 \), and \( d_a = 4 \) nm.

is given as \([44, 46]\)

\[
f = \frac{1}{2\pi} \frac{\omega_s}{\alpha} = \frac{1}{2\pi} \frac{\hbar}{2eM_a d_a \alpha} \frac{\gamma J_s}{1}.
\]

Additionally, for small damping, there exists a lower threshold, \( J_{s}^{th1} < J_{s}^{th2} \), which is equal to the current that pumps in the same amount of energy that is lost in one time period due to damping \([29, 44, 46]\). The lower threshold current is given as

\[
J_{s}^{th2} = d_a \frac{2e M_a 2\alpha}{\hbar} \frac{1}{\pi} \sqrt{\omega_s \omega_K} = d_a \frac{2e 2\alpha}{\hbar} \frac{1}{\pi} \sqrt{6JK\alpha}.
\]

The presence of two threshold currents enables energy-efficient operation of the THz oscillator in the hysteretic region \([29]\).

The average frequency response as a function of the input spin current and the Fourier transform of the oscillation dynamics is plotted in the left panel of Fig. 3 for materials with positive chirality. It can be observed from Fig. 3(a) that the fundamental frequency for different film thicknesses scales as predicted by Eq. (17) except for low currents near \( J_{s}^{th2} \) where non-linearity in the form of higher harmonics appears as seen from the FFT response in Fig. 3(c). Next, Figs. 3(b), (f) show that the non-linearity in the frequency response for low input current increases as the value of the damping coefficient increases. This is expected as the contribution from the uniaxial anisotropy (\( \sin 2\varphi \) term) becomes significant owing to large damping and low current making the motion non-uniform (\( \varphi \neq 0 \)) \([29]\).

In the case of materials with negative chirality, small equivalent anisotropy suggests that the threshold current for the onset of oscillations is very small, while the frequency of oscillations increases linearly with the spin current considered here and is given by Eq. (17). Indeed the same can be observed from Figs. 3(c), (d) where the results of numerical simulations exactly match the analytic expression. The FFT signal in Figs. 3(g), (h) contains only one frequency corresponding to uniform rotation of the order (\( \varphi = 0 \)). This coherent rotation of the order parameter with such small threshold current \([68]\) in AFM materials with negative chirality opens up the possibility of operating such AFM oscillators at very low energy for frequencies ranging from MHz to THz. It can also be observed from Fig. 3(b), (d) that for lower values of damping, such as \( \alpha = 0.005 \), the frequency of oscillations saturates for input current slightly above \( J_{s}^{th1} \). This is because the energy pumped into the system is larger than that dissipated by damping. As a result the sublattice vectors move out of the easy-plane and get oriented along the spin polarization direction (slip-flop). For larger values of damping, the same would be observed for larger values of current. Finally, we would like to point out that the values of both \( J_{s}^{th1} \) and \( J_{s}^{th2} \) observed from numerical simulations were slightly different from their analytical values for different damping constants, similar to that reported in Ref. \([43]\) for collinear AFMs.

Figure 4 shows the out-of-plane (z) components of \( \mathbf{m} \) and \( n_3 \) for non-zero currents for AFMs with different chiralities. For negative chirality materials, the steady-state z component of both \( \mathbf{m} \) and \( n_3 \) does not oscillate with time (\( \varphi \approx 0 \)), whereas, for the case of positive chirality, the steady-state z components of both \( \mathbf{m} \) and \( n_3 \) show small oscillations with time (\( \varphi \neq 0 \)) similar to the case of NiO with spin polarization along the hard axis \([29]\).

It can be observed from Fig. 4(a) that for positive chirality, as current increases from below the upper threshold current \((0.95J_{s}^{th1})\) to \( J_{s}^{th1} \), the out-of-plane component of magnetization vectors and hence the average magnetization \( \mathbf{m} \) increases from zero to a larger value. Due to the hysteretic nature of the AFM oscillator, the magnitude of \( \mathbf{m} \) reduces when current is lowered but is non-zero as long as the input current is above \( J_{s}^{th2} \). Similarly, it can be observed from Fig. 4(b) that the out-of-plane
component of $\mathbf{n}_3$, which was initially $1/\sqrt{2}$, decreases as the current increases above $J_{s}^{\text{th1}}$. When the current is lowered to a value below $J_{s}^{\text{th1}}$ (0.86 $J_{s}^{\text{th1}}$ here), the magnitude of the out-of-plane component of $\mathbf{n}_3$ increases again and eventually saturates to $1/\sqrt{2}$ when the current is lowered further below $J_{s}^{\text{th2}}$ (0.9 $J_{s}^{\text{th2}}$, here).

It can also be observed from Fig. 4(c) that for negative chirality AFMs, the out-of-plane component of the average magnetization although small is non-zero even for small currents due to the lower value of threshold current. On the other hand, $n_z^2$ in Fig. 4(d) decreases in magnitude from an initial value of $\lambda = 1/\sqrt{2}$ to $\lambda < 1/\sqrt{2}$ as current increases since $|\mathbf{m}|$ increases. The values of current are assumed to be the same for both positive and negative chirality AFMs for the sake of comparison. Next, using

$$m^z \propto 1/\sqrt{2}$$

Eq. (9) in Eq. (10), it can be shown that $\dot{\phi}$ is directly proportional to $m^z$ [56]. Therefore, to present the features of angular velocity with input current, we show $m_z$ for four different values of input current $J_s$ for positive chirality material in Fig. 5. Here, Figs. 5(a)-(c) correspond to the hysteretic region, whereas Fig. 5(d) is for current outside the hysteretic region. As mentioned previously, an increase in current increases the spin torque on the sublattice vectors which leads to an increase in $m^z$ and hence $\dot{\phi}$.

IV. SIGNAL EXTRACTION

An important requirement for the realization of an AFM-based auto-oscillator is the extraction of the generated THz oscillations as measurable electrical quantities viz. voltage and current. It is expected for the extracted voltage signal to oscillate at the same frequency as that of the Néel vector and contain substantial output power ($> 1 \mu W$) [69]. In this regard, the landmark theoretical work on NiO based oscillator [29] suggested the measurement of spin pumped [70] time varying inverse spin Hall voltage [71] across the heavy metal (Pt) of a NiO/Pt heterostructure. However, the time varying voltage at THz frequency requires an AFM with significant in-plane biaxial anisotropy [29, 69], thus limiting the applicability of this scheme to only select AFM materials. In addition, the output power of the generated signal is sizeable (above 1 $\mu W$) only for frequencies below 0.5 THz [69]. A potential route to overcoming the aforementioned limitations is coupling the AFM signal generator to a high-Q dielectric resonator, which would enhance the output power even for frequencies above 0.5 THz [41]. This method, however, requires devices with sizes in the 10’s micrometers range for frequencies above 2 THz and for the AFMs to possess a tilted net magnetization in their ground state [69]. A more recent theoretical work on collinear AFM THz oscillators [43] suggested employing Anisotropy Magnetoresistance (AMR) or Spin Magnetoresistance (SMR) measurements in a four terminal AFM/HM spin Hall heterostructure. This would enable the extraction of the THz oscillations as longitudinal or transverse voltage signals. However, the reported values of both AMR and SMR at room temperatures in most AFMs is low and would, in general, require modulating the band structure for higher values [72].
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**FIG. 5.** $m^z$ for four different values of input current $J_s$. $m^z$ increases with current and so does the frequency of oscillation. Here (a) $J_s = 1.6 J_{s}^{\text{th2}}$, (b) $J_s = 0.9 J_{s}^{\text{th1}}$. They are both inside the hysteretic region bounded by $J_{s}^{\text{th2}}$ and $J_{s}^{\text{th1}}$. (c) $J_s = J_{s}^{\text{th1}}$, and (d) $J_s = 1.5 J_{s}^{\text{th1}}$ lies outside the hysteretic region. These results correspond to $\alpha = 0.01$, and $a_d = 4$ nm.
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**FIG. 6.** (a) An equivalent circuit representation of Fig. 1 (adapted from [69]). The generation (write) current is not shown in the circuit, although its effect is included as a variation in the resistance $R(t)$ through its frequency dependence. (b) Thevenin equivalent of (a).
of the tunnel barrier required for an optimal performance depends on the frequency of oscillations (size decreases as the frequency increases) [69]. The analysis presented in Ref. [69], however, neglects the generation current compared to the read current while evaluating the efficiency of power extraction. But it can be observed from the results in Section III C that the threshold current, and, therefore, the generation current, depend on AFM material properties, such as damping, anisotropy, and exchange constants, and could be quite large. Therefore, in our work we include the effect of the generation current to accurately model the power efficiency of the TAMR scheme.

In order to evaluate the performance of the TAMR scheme, an equivalent circuit representation (adapted from Ref. [69]) of the device setup of Fig. 1 is shown in Fig. 6(a), while its Thevenin equivalent representation is shown in Fig. 6(b). The circuits in Fig. 6 only represent the read component, while the THz generation component is omitted for the sake of clarity. In Fig. 6(a), the dashed red box encloses a circuit representation of the ATJ, comprising a series combination of an oscillating voltage develops across the ATJ, which is measured across an externally connected load \( R_L \), separated from the ATJ via an ideal bias tee (enclosed in the green dashed box). The bias-tee, characterized by an inductance \( L_{bt} \) and a capacitance \( C_{bt} \), and assumed to have no voltage drop across it, blocks any DC current from flowing into the external load. Therefore, the AC voltage of the ATJ is divided only into its impedance (a combination of \( R_0, L, \) and \( C \)) and that of the load \( R_L \) [69].

Next, we simplify the ATJ circuit into a Thevenin impedance \( Z_{th} \) and voltage \( U_{th} \) as shown in Fig. 6(b). They are evaluated as

\[
Z_{th} = R_0 + jωL(1 - ζ) + jζ\beta,
\]

and

\[
U_{th} = \frac{U_{ac}}{(1 - ζ) + jζ\beta},
\]

where \( j = \sqrt{-1}, \ Ω = 2πf, \ ζ = ωLC, \ β = ωR_0C, \) and \( U_{ac} = I_{read}\Delta R \). The output voltage and average power across the load can then be obtained as

\[
U_L = U_{th} \frac{R_L}{Z_{th} + R_L} = U_{ac} \frac{p(1 - ζ)}{1 + jζ + r(1 - ζ + jζ\beta)},
\]

and

\[
P_L = \frac{1}{2} \frac{|U_L|^2}{R_L} = \frac{U_{ac}^2}{2R_L} \frac{p^2}{1 + qr^2 + 2r + p^2},
\]

where \( r = R_L/R_0, q = (1-ζ)^2 + β^2, \) and \( p = \frac{ωL}{R_0} \). Finally, the efficiency of the power extraction can be obtained as

\[
ζ = \frac{P_L}{P_{th}} = \frac{0.5r}{1 + qr^2 + 2r + p^2} \frac{1}{R_{Gen}R_0/U_{ac} + 1},
\]

where \( R_{Gen} \) is the resistance faced by the generation current. It can be observed from Eqs. (21)–(23) that the output voltage, output power, and the efficiency of power extraction decrease with an increase in frequency since \( ζ, β, q, \) and \( p \) increase with \( ω \) [69, 83].

Considering that the load impedance is fixed to 50 Ω by the external circuit, one can only optimize the source impedance to achieve \( P_L > 1 μW \) and \( U_L > 1 mV \). In this regard, the resistance of the source tunnel barrier can

| X | α | \( M_s \) | \( K_e \) | \( J \) | \( D \) | Ref. |
|---|---|---|---|---|---|---|
| Ir | 0.01 | 1.63 | 3000 | 240 | - | [56] |
| Pt | 0.013 | 1.37 | 10 | 280 | - | [73] |
| Rh | 0.013 | 2.00 | 10 | 230 | - | [73–75] |
| Ga | 0.008 | 0.54 | 100 | 110 | + | [75–78] |
| Sn | 0.003 | 0.50 | 110 | 59 | + | [67, 75, 77, 79] |
| Ge | 0.0009 | 0.28 | 1320 | 77 | + | [75, 77, 78, 80] |
| GaN | 0.1 | 0.69 | 10 | 280 | - | [81, 82] |
| NiN | 0.1 | 1.54 | 10 | 177 | - | [81, 82] |

TABLE II. List of common antiferromagnetic materials Mn\(_3\)X and their associated parameters. Here \( M_s \) is in Tesla, \( K_e \) is in kJ/m\(^3\), and \( J \) is in MJ/m\(^3\). Sign of \( D \) which decides the chirality is also mentioned.
be altered by either varying the thickness of the tunnel barrier, $d_b$, or its cross-sectional area, $A_c$. However, the optimum values of $d_b$ and $A_c$ for the desired output signals is frequency dependent, and, therefore, tunnel barriers of different sizes would be required for different operating frequencies [69, 83]. For all estimates, we consider $d_b = 1 \text{ nm}$, $\eta = 1.3$, $\kappa = 5.6 \text{ nm}^{-1}$, $RA(0) = 0.14 \Omega \text{ m}^2$, and $\epsilon = 9.8$ [69]. For reliable operation of the tunnel barrier, we consider the electric field across the barrier to be $E = 0.3 \text{ V/nm}$ [69], which is below the barrier breakdown field. Ignoring the effect of the generation current in Eq. (23), as suggested in Ref. [69], we deduce from Fig. 7 that the optimal cross-sectional area $A_c \approx 0.36 \text{ m}^2$ for $f = 0.1 \text{ THz}$, $A_c \approx 0.25 \text{ m}^2$ for $f = 1 \text{ THz}$, $A_c \approx 0.16 \text{ m}^2$ for $f = 10 \text{ THz}$.

The efficiency of power extraction for the listed AFM materials is presented in Fig. 8. The dashed horizontal line denotes the expected efficiency of $\eta = 0.011\%$ if the effect of generation current is neglected and the area of cross-section of MgO is optimized for $f = 2.0 \text{ THz}$. However, it can be observed that the efficiency decreases significantly i.e. by a few orders when the input power due to the generation current in included in the analysis. For materials with large damping and large uniaxial anisotropy constants, the required generation current is higher leading to lower efficiency. This result shows that further optimization of the device geometry for different materials is required to increase the efficiency.

This method of power extraction could be more suitable for materials with negative chirality. We can observe from Fig. 9 that the output power as well as the efficiency for both Mn$_3$Sn and Mn$_3$Ge for frequencies between 0.1 THz and 2.0 THz are significant. The required generation current for Mn$_3$Ge is smaller than that for Mn$_3$Sn, therefore, the efficiency is higher for the former. Also, the efficiency of power extraction increases with decrease in area of cross-section in both the cases but this is accompanied by a decrease in output power.

It might be possible to increase the output power and overall efficiency of the system if the material properties of the tunnel barrier such as $\eta, \kappa$, and $RA(0)$ could be altered. Large room temperature tunneling magnetoresistance in an ATJ is feasible either by using a tunnel barrier other than MgO [84] or inserting a diffusion barrier to enhance magneto-transport [85]. Here we adopted the TAMR extraction scheme because we have considered metallic AFMs so a DC current through the ATJ structure can be easily applied. In addition, the three- or four-terminal compact ATJ structure along with its small lateral size enables dense packing of several such THz oscillators on a chip accompanied with a net increase in the output power and efficiency of the oscillator array [72]. For example, with an array of $10 \times 10$ such AFM oscillators excited in parallel, the output power and efficiency could be scaled up by 100× compared to the results presented in Figs. 7 and 8.

**TABLE III.** Material Parameters of the NM, and at the NM/AFM interface.

| Parameters | Values          | Ref. |
|-----------|----------------|------|
| $g_m$     | $3.8 \times 10^{14} \text{ S/m}^2$ | [50] |
| $g_m$     | $3.8 \times 10^{14} \text{ S/m}^2$ | [50] |
| $\rho Cu$ | $6 \times 10^{-9} \Omega \text{ m}^2$ | [50] |
| $t Cu$    | $5 \text{ nm}$ | [50] |

---

**FIG. 8.** Power efficiency for different materials Mn$_3$X listed in Table II. The dashed horizontal line shows the expected efficiency of $\eta = 0.011\%$ for the optimized geometry ($d_b = 1 \text{ nm}$, and $A_c = 0.24 \text{ m}^2$) if write current is neglected. The efficiency, however, decreases significantly due to the inclusion of write current. Here the AFM thin-film thickness $d_a$ is assumed to be 4 nm.

**FIG. 9.** The output power for the MN series of materials Mn$_3$X shown in Table II. The dashed horizontal line denotes the expected efficiency of $\eta = 0.011\%$ if the effect of generation current is neglected and the area of cross-section of MgO is optimized for $f = 2.0 \text{ THz}$. However, it can be observed that the efficiency decreases significantly i.e. by a few orders when the input power due to the generation current in included in the analysis. For materials with large damping and large uniaxial anisotropy constants, the required generation current is higher leading to lower efficiency. This result shows that further optimization of the device geometry for different materials is required to increase the efficiency.

Depending on the sign of their DMI constant, these AFMs could host moments with either a positive or a negative chirality. The closed-form model presented in Eq. (17) can be used to evaluate the required spin current for frequency $f = 2 \text{ THz}$, regardless of the chirality since frequency scales linearly with the input current in this region (see Fig. 3). For a given spin current density ($J_s$), the charge current density ($J_{\text{write}}$) for the lateral spin-valve structure of Fig. 1(a) is given as

$$J_{\text{write}} = \frac{g_M + g_mJ_s}{g_M - g_m}\sqrt[2]{\kappa}.$$
FIG. 9. Upper panel: (a) Output power and (b) efficiency for Mn$_3$Sn. Lower panel: (c) Output power and (d) efficiency for Mn$_3$Ge. Two different cross-section size of the MgO barrier is considered. The output power depends only on the frequency of oscillation and therefore is same for both the materials. The efficiency of power extraction depends on the generation current, which is lower for Mn$_3$Ge, leading to a higher value of efficiency in that case.

V. EFFECTS OF INHOMOGENEITY DUE TO EXCHANGE INTERACTION

The results presented in Section III C correspond to the case of a single-domain AFM particle and are, therefore, independent of the lateral dimensions of the thin-film. This can also be deduced from the equations of the threshold current and the average oscillation frequency. However, when the lateral dimensions of the AFM thin-film exceed several 10’s of nm, micromagnetic analysis must be carried out. In this section, we analyze the dynamics in thin-film AFMs of varying dimensions within a micromagnetic simulation framework. We consider AFM thin-films of dimensions 50 nm $\times$ 50 nm and investigate the effect of the inhomogeneity due to exchange interactions. In each case, the thin-film was divided into smaller cubes, each of size 1 nm $\times$ 1 nm $\times$ $d_a$ nm, since the domain wall width $A_0 = \sqrt{(2A_i^n - A^{ij})/(2K_e)} > 1$ nm for $K_e$ corresponding to Mn$_3$Ir as listed in Table II. It can be observed from Fig. 10 that for materials with positive chirality the effects of inhomogeneity becomes important for low currents. On the other hand, for materials with negative chirality, inhomogeneities do not appear to have any effect. For positive chirality materials, the numerical values of frequency for different spring constants deviates significantly from that obtained from the single domain solution, as well as analytic results. In this case, the hysteretic region reduces in size since the lower threshold current increases in magnitude as compared to the theoretical prediction as can be observed from Fig. 10(a).

While we have not included the effect of inhomogeneous DMI in our work, we expect such interactions to lead to the formation of domain walls in the thin-film similar to the case of collinear AFMs [43]. A more detailed analysis of the dynamics of the positive chirality materials due to variation in exchange interaction as well as inhomogeneous DMI would be carried out in a future publication.

VI. DISCUSSION

We focused on the dynamics of the order parameters in exchange dominant non-collinear coplanar AFMs with both positive ($+\pi/2$) and negative ($-\pi/2$) chiralities associated to the orientation of equilibrium magnetization vectors. In both these classes of AFMs, the exchange energy is minimized for a $2\pi/3$ relative orientation between the sublattice vectors. Next, the negative (positive) sign of the iDMI coefficient minimizes the system energy for counterclockwise (clockwise) ordering of $m_1, m_2, m_3$ in the $x-y$ plane leading to positive (negative) chirality. Finally, all the sublattice vectors coincide with their respective easy axis only in the case of the positive chirality materials due to the relative ant clockwise orientation of the easy axes. On the other hand, the negative chirality materials have a six-fold symmetry wherein only one of the sublattice vectors can coincide with its respective easy axis. As a result, these AFM materials with $+\pi/2$ chirality, oscillatory dynamics are ex-
cited only when the injected spin current overcomes the anisotropy, thus indicating the presence of a larger current threshold. Moreover, the dynamics in such AFMs is hysteretic in nature. Therefore, it is possible to sustain oscillations by lowering the current below that required to initiate the dynamics as long the energy pumped in by the current overcomes that dissipated by damping. On the other hand, in the case of $-\pi/2$ chirality AFMs, oscillations can be excited when significantly smaller spin current with appropriate spin polarization is injected into the AFM. Hence, $-\pi/2$ chirality AFMs may be more amenable to tuning the frequency response over a broad frequency range, from the MHz to the THz range [68]. The oscillation of the AFM Néel vectors can be measured as a coherent AC voltage with THz frequencies across an externally connected resistive load through the tunnel anisotropic magnetoresistance measurements for both $+\pi/2$ and $-\pi/2$ chirality materials. In general, as the frequency increases, the magnitude of both the output power and the efficiency of power extraction decrease, however, it is possible to enhance both these quantities by optimizing the cross-sectional area of the tunnel junction. This, however, is limited due to larger threshold current requirement for materials with large damping. Therefore, a hybrid scheme of electrically synchronized AFM oscillators on a chip could be used to further enhance the power and efficiency [86, 87].

Metallic AFMs such as Mn$_3$Ir and Mn$_3$Sn could be considered as examples of $+\pi/2$ and $-\pi/2$ chiralities, respectively. Recently, thin-films with different thickness ranging from 1 nm to 5 nm of both these materials have been grown using UHV magnetron sputtering [88–91]. In addition, different values of damping constants have been reported for Mn$_3$Sn [56, 77]. Therefore, we expect the results presented in Sections III C, IV and V to be useful for benchmarking THz dynamics in experimental set-ups with such thin films metallic antiferromagnets.

VII. POTENTIAL APPLICATIONS

Neurons in the human brain could be thought of as a network of coupled non-linear oscillators, while the stimuli to excite neuronal dynamics is derived from the neighboring neurons in the network [8, 92–94]. For materials with $+\pi/2$ chirality, a non-linear behaviour was observed for large damping, and input currents near the threshold current, $J_{s}^{th1}$, in Fig. 3(b), (f). This non-linearity corresponds to Dirac-comb-like magnetization dynamics, as shown in Fig. 11(a), and is similar to the dynamics of biological neurons in their spiking behaviour as well as a dependence on the input threshold. However, unlike a biological neuron which shows various dynamical modes such as spiking, bursting, and chattering [95], the dynamics here shows only spikes and does not show any refractory (“resting”) period. Recent works [96, 97] have shown that it is possible to generate single spiking as well as bursting behaviours using NiO-based AFM oscillators by considering an input DC current below $J_{s}^{th1}$, and superimposing it with an AC current. As the AC current changes with time, the total current could either go above the threshold, thereby triggering a non-linear response, or below the threshold current resulting in a “resting” period. Here we explore the possibility of spiking behaviours in $+\pi/2$ chirality materials such as Mn$_3$Ir under the effect of an input spin current. We use the non-linear pendulum model of Eq. (12) and study the possible dynamics in case of a single oscillator, two unidirectional coupled oscillators, and two bidirectional coupled oscil-

FIG. 11. $m_x$ for larger damping, $\alpha = 0.1$, and $d_{a} = 4$ nm. (a) Non-coherent (spike-like) signals near the threshold current $J_{s} = 1.1J_{s}^{th1}$. (b) Coherent signal for larger current $J_{s} = 1.5J_{s}^{th1}$. The angular frequency is directly proportional to $m_x$, and therefore it would show the exact same features (in the absence of any external field) for the chosen values of current.
A. Ultra-fast Hardware Emulator of Neurons

We consider a large damping of $\alpha = 0.1$ while the other material parameters correspond to that of MnIr as listed in Table II. Next we choose an input current $J_{s}(t) = J^{dc}_{s} + J^{ac}_{s}(t)$, where $J^{dc}_{s}$ is the dc component of the input current, superimposed with a smaller ac signal $J^{ac}_{s}(t) = \lambda J^{th1}_{s} \cos(2\pi f^{ac} t)$. The time dynamics of this non-linear oscillator is governed by

$$\ddot{\phi} + \alpha \omega_{E} \dot{\phi} + \omega_{E} \frac{\omega_{K}}{2} \sin 2\phi + \omega_{E} \omega_{s}(t) = 0, \quad (25)$$

where $\omega_{s}(t)(\propto J_{s}(t))$ is the time varying input current.

![FIG. 13. The dynamics of two neuron system with unidirectional coupling at $f^{ac} = 60$ GHz, and $\lambda = 0.3$. The dotted blue curve corresponds to the first neuron. (a) Second neuron shows no spike for $\kappa = 0.028$ but a single spike for $\kappa = 0.032$. (b) The single spiking behaviour changes to bursts with three spikes as $\kappa$ increases and coupling strengthens.](image)

**FIG. 13.** The dynamics of two neuron system with unidirectional coupling at $f^{ac} = 60$ GHz, and $\lambda = 0.3$. The dotted blue curve corresponds to the first neuron. (a) Second neuron shows no spike for $\kappa = 0.028$ but a single spike for $\kappa = 0.032$. (b) The single spiking behaviour changes to bursts with three spikes as $\kappa$ increases and coupling strengthens.

Figure 12 presents the dynamics of Eq. (25) for different input current and frequencies. Firstly, it can be observed that the input current must be greater than the threshold current to excite any dynamics viz. $\lambda$ must be greater than 0.2 (dotted line corresponding to $\lambda = 0.2$ shows no spikes for any value of external frequency). Secondly, for input currents above the threshold viz. $\lambda = \{0.3, 0.4\}$, a train of spikes is observed for lower frequency of 20 GHz in Fig. 12(a). However, as frequency of the input excitation increases the number of observed spikes decreases for both values of current considered here (Fig. 12(b, c)). Finally, it can be observed from Fig. 12(d) that for very large frequency the spiking behaviour vanishes for lower current ($\lambda = 0.3$) but persists for higher current ($\lambda = 0.4$). For higher values of current, the cut-off frequency is higher. This observed spiking behaviour is indeed similar to that of biological neurons [95]. Here, however, the observed dynamics is very fast in the THz regime and thus the AFM oscillators could be used as the building blocks of an ultra-high throughput brain-inspired computing architecture.

![FIG. 14. The dynamics of two neuron system with unidirectional coupling at $f^{ac} = 180$ GHz. The dashed blue curve corresponds to the first neuron. $\lambda = 0.3$: (a) Single spike for $\kappa = 0.04$ but not for $\kappa = 0.036$. (b) The single spiking behaviour become prominent as the coupling strengthens. $\lambda = 0.4$: (c) Single spike for $\kappa = 0.032$ in response to a double spiking behaviour of the first neuron. (d) For larger $\kappa$ second neuron shows bursting dynamics with two spikes.](image)

**FIG. 14.** The dynamics of two neuron system with unidirectional coupling at $f^{ac} = 180$ GHz. The dashed blue curve corresponds to the first neuron. $\lambda = 0.3$: (a) Single spike for $\kappa = 0.04$ but not for $\kappa = 0.036$. (b) The single spiking behaviour become prominent as the coupling strengthens. $\lambda = 0.4$: (c) Single spike for $\kappa = 0.032$ in response to a double spiking behaviour of the first neuron. (d) For larger $\kappa$ second neuron shows bursting dynamics with two spikes.

B. Two unidirectional coupled artificial neurons

A network composed of interacting oscillators forms the basis of the oscillatory neurocomputing model proposed by Hoppensteadt and Izhikevich [98]. In such a network, the dynamics of an oscillating neuron (or a “node”) is controlled by the incoming input signal as well as its coupling to neighboring neurons. To investigate this coupling behaviour we consider a system of two unidirectional coupled neurons. The first neuron is driven by an external signal and its dynamics is governed by Eq. (25). The dynamics of the second neuron, on the other hand, depends on the output signal of the first neuron as well as the coupling between the two neurons. It is governed by

$$\ddot{\phi}_{j} + \alpha \omega_{E} \dot{\phi}_{j} + \omega_{E} \frac{\omega_{K}}{2} \sin 2\phi_{j} + \omega_{E} \omega_{s} \text{sgn}(\omega_{s}) = 0, \quad (26)$$

where $\kappa_{ij} = \kappa$ is the unidirectional coupling coefficient from neuron $i = 1$ to $j = 2$. There is no feedback from the second neuron to the first and therefore $\kappa_{ij} = 0$. In addition to the input from the first neuron, the second neuron is also driven by a constant DC current $J^{dc}_{s2}$ ($\propto \omega_{s}$ in Eq. (26)). We choose this DC current to be the same as that for the first neuron viz. $J^{dc}_{s2} = 0.8 J^{th1}_{s}$. The dynamics of the second neuron for two different external input currents ($\lambda = \{0.3, 0.4\}$) and frequencies ($f^{ac} = \{60,180\}$ GHz) is presented in Figs. 13 and 14.
Firstly, it can be observed that in all the cases the second neuron shows a spiking behaviour only for \( \kappa \) above a certain value. Secondly, for \( \lambda = 0.3 \) and \( f^{ac} = 60 \text{ GHz} \), wherein the first neuron shows bursting behaviour consisting of three spikes, the second neuron shows a single spike (Fig. 13(a)) for lower value of \( \kappa \), and three spikes for stronger coupling (Fig. 13(b)). This behaviour is due to the threshold dependence of the second neuron as well as due to its inertial dynamics. Similar behaviour is also observed for \( \lambda = 0.4 \) and \( f^{ac} = 180 \text{ GHz} \) in Figs. 14(c), (d). Thirdly, for \( \lambda = 0.3 \) and \( f^{ac} = 180 \text{ GHz} \), wherein the first neuron shows a single spike, Fig. 14(a) shows that compared to the case of \( f^{ac} = 60 \text{ GHz} \) a slightly higher value of \( \kappa \) is now required to excite the second neuron. The single spiking behaviour of the second neuron becomes more prominent as the coupling strength increases because of a stronger input as shown in Fig. 14(b). Recently, it was suggested that this coupled behaviour of THz artificial neurons could be used to build ultra-fast multi-input AND, OR, and majority logic gates [96].

C. Two bidirectional coupled artificial neurons

In some circuits it is possible that the coupling between any two neurons is bidirectional. In such cases, in addition to a forward coupling from the first neuron to the second, a feedback exists from the second neuron to the first. The dynamics of each neuron of this coupled system is governed by Eq. (26), however, \( \omega_s = \omega_s(t) \) for the first neuron, as discussed previously. We consider \( \kappa_{12} = \kappa_{21} = \kappa \). Figures 15 and 16 show the dynamics of the two neurons of this coupled system with the coupling \( \kappa \) at \( f^{ac} = 180 \text{ GHz} \) for \( \lambda = 0.3 \) and 0.4, respectively.

![FIG. 15. The dynamics of two neuron system with bidirectional coupling at \( f^{ac} = 180 \text{ GHz} \), and \( \lambda = 0.3 \). First neuron shows bursting behaviour in this system while the second neuron follows the first neuron for all values of \( \kappa \). As the coupling between the two neurons increase the number of spikes for both the neurons increases.](image)

Firstly, Fig. 15(a) shows that for \( \kappa = 0.040 \) the dynamics of both \( \dot{\phi}_1 \) and \( \dot{\phi}_2 \) are almost similar to that presented in Fig. 14(a), viz. the effects of coupling is very small. However, as the coupling between the two neurons increases (Fig. 15(b)-(d)), a positive feedback is established between the two neuron leading to dynamics with two or more spikes, in general. This is observed after the second neuron has fired, at least once, because the positive feedback leads to a net input greater than the threshold current to the first neuron, even though the external input has reduced below the threshold. Similar behavior is also observed in the case of \( \lambda = 0.4 \), although at lower values of coupling, as presented in Fig. 16. The results allude to the threshold behaviour of the neurons, inertial nature of the dynamics, and a dependence of the dynamics on the phase difference between the two neurons. The dynamics of two bidirectional coupled artificial neurons presented here could be the first step towards building AFM-based recurrent neural networks or reservoir computing [99], instead of the slower FM-based coupled oscillator systems [100, 101].

VIII. CONCLUSION

In this work, we numerically and theoretically explore the THz dynamics of thin-film metallic non-collinear coplanar AFMs such as Mn\(_3\)Ir and Mn\(_3\)Sn, under the action of an injected spin current with spin polarization perpendicular to the plane of the film. Physically, these two AFM materials differ in their spin configuration viz. positive chirality for Mn\(_3\)Ir, and negative chirality for
Mn3Sn. In order to explore the dynamics numerically, we solve three LLG equations coupled to each other via inter-sublattice exchange interactions. We also analyze the dynamics theoretically in the limit of strong exchange and show that it can be mapped to that of a damped-driven pendulum if the effects of inhomogeneity in the material are ignored. We find that the dynamics of Mn3Ir is best described by a non-linear pendulum equation and has a hysteretic behaviour, while that of Mn3Sn in the THz regime is best described by a linear pendulum equation and has a significantly small threshold for oscillation. The hysteretic dynamics in the case of Mn3Ir allows for possibility of energy efficient THz coherent sources. On the other hand, a small threshold current requirement in the case of Mn3Sn indicates the possibility of efficient coherent signal sources from MHz to THz regime. We employ the TAMR detection scheme to extract the THz oscillations as time-varying voltage signals across an external resistive load. Including inhomogeneous effects leads to a variation in the dynamics — the lower threshold current for sustaining the dynamics increases, the hysteretic region reduces, and the frequency of oscillation decreases for lower current levels. Finally, we also show that the non-linear behaviour of positive chirality materials with large damping could be used to emulate artificial neurons. An interacting network of such oscillators could enable the development of neurocomputing circuits for various cognitive tasks. The device setup and the results presented in this paper should be useful in designing experiments to further study and explore THz oscillations in thin-film metallic AFMs.

ACKNOWLEDGEMENTS

This research is funded by AFRL/AFOSR, under AFRL Contract No. FA8750-21-1-0002. The authors also acknowledge the support of National Science Foundation through the grant no. CCF-2021230. Ankit Shukla is also grateful to Siyuan Qian for fruitful discussions.

[1] M. Tonouchi, Cutting-edge terahertz technology, Nature photonics 1, 97 (2007).
[2] J. Walowski and M. Münzenberg, Perspective: Ultrafast magnetism and thz spintronics, Journal of Applied Physics 120, 140901 (2016).
[3] D. M. Mittleman, Perspective: Terahertz science and technology, Journal of Applied Physics 122, 230901 (2017).
[4] J.-H. Son, S. J. Oh, and H. Cheon, Potential clinical applications of terahertz radiation, Journal of Applied Physics 125, 190901 (2019).
[5] A. Ren, A. Zahid, D. Fan, X. Yang, M. A. Imran, A. Alomainy, and Q. H. Abbasi, State-of-the-art in terahertz sensing for food and water security—a comprehensive review, Trends in Food Science & Technology 85, 241 (2019).
[6] T. S. Rappaport, Y. Xing, O. Kanhere, S. Ju, A. Madanayake, S. Mandal, A. Alkhateeb, and G. C. Trichopoulos, Wireless communications and applications above 100 ghz: Opportunities and challenges for 6g and beyond, IEEE Access 7, 78729 (2019).
[7] H. Elayan, O. Amin, B. Shihada, R. M. Shubair, and M.-S. Alouini, Terahertz band: The last piece of rf spectrum puzzle for communication systems, IEEE Open Journal of the Communications Society 1, 1 (2019).
[8] A. Kurenkov, S. Fukami, and H. Ohno, Neuromorphic computing with antiferromagnetic spintronics, Journal of Applied Physics 128, 010902 (2020).
[9] R. A. Lewis, A review of terahertz sources, Journal of Physics D: Applied Physics 47, 374001 (2014).
[10] P. Tan, J. Huang, K. Liu, Y. Xiong, and M. Fan, Terahertz radiation sources based on free electron lasers and their applications, Science China Information Sciences 55, 1 (2012).
[11] G. L. Carr, M. C. Martin, W. R. McKinney, K. Jordan, G. R. Neil, and G. P. Williams, High-power terahertz radiation from relativistic electrons, Nature 420, 153 (2002).
[12] T. Idehara, T. Saito, I. Ogawa, S. Mitsudo, Y. Tatematsu, and S. Sabchevski, The potential of the gyrotrons for development of the sub-terahertz and the terahertz frequency range—a review of novel and prospective applications, Thin Solid Films 517, 1503 (2008).
[13] A. Barh, B. P. Pal, G. P. Agrawal, R. K. Varshney, and B. A. Rahman, Specialty fibers for terahertz generation and transmission: a review, IEEE Journal of Selected Topics in Quantum Electronics 22, 365 (2015).
[14] A. Khalid, N. Pilgrim, G. Dunn, M. Holland, C. Stanley, I. Thayne, and D. Cumming, A planar Gunn diode operating above 100 ghz, IEEE Electron Device Letters 28, 849 (2007).
[15] M. Asada and S. Suzuki, Room-temperature oscillation of resonant tunneling diodes close to 2 thz and their functions for various applications, Journal of Infrared, Millimeter, and Terahertz Waves 37, 1185 (2016).
[16] R. Izumi, S. Suzuki, and M. Asada, 1.98 thz resonant-tunneling-diode oscillator with reduced conduction loss by thick antenna electrode, in 2017 42nd International Conference on Infrared, Millimeter, and Terahertz Waves (IRMMW-THz) (IEEE, 2017) pp. 1–2.
[17] T. Otsuji, T. Watanabe, S. A. B. Tombet, A. Satou, W. M. Knap, V. V. Popov, M. Ryzhii, and V. Ryzhii, Emission and detection of terahertz radiation using two-dimensional electrons in iii–v semiconductors and graphene, IEEE Transactions on Terahertz Science and Technology 3, 63 (2013).
[18] M. Urteaga, Z. Griffith, M. Seo, J. Hacker, and M. J. Rodwell, Inp hbt technologies for thz integrated circuits, Proceedings of the IEEE 105, 1051 (2017).
[19] O. Momeni and E. Afshari, A broadband mm-wave and terahertz traveling-wave frequency multiplier on cmos, IEEE Journal of Solid-State Circuits 46, 2966 (2011).
[20] I. Kakeya and H. Wang, Terahertz-wave emission from bi2212 intrinsic josephson junctions: a review on recent progress, Superconductor Science and Technology 29, 073001 (2016).
[21] B. S. Williams, Terahertz quantum-cascade lasers, Nature photonics 1, 517 (2007).
[22] P. Chevalier, A. Armizhan, F. Wang, M. Piccardo, S. G. Johnson, F. Capasso, and H. O. Everitt, Widely tunable compact terahertz gas lasers, Science 366, 856 (2019).
[23] R. Köhler, A. Tredicucci, F. Beltram, H. E. Beere, E. H. Linfield, A. G. Davies, D. A. Ritchie, R. C. Iotti, and F. Rossi, Terahertz semiconductor-heterostructure laser, Nature 417, 156 (2002).
[24] A. Y. Pawar, D. D. Sonawane, K. B. Erande, and D. V. Derle, Terahertz technology and its applications, Drug invention today 5, 157 (2013).
[25] J. C. Slonczewski, Current-driven excitation of magnetic multilayers, Journal of Magnetism and Magnetic Materials 159, L1 (1996).
[26] L. Berger, Emission of spin waves by a magnetic multilayer traversed by a current, Physical Review B 54, 9353 (1996).
[27] A. Y. Pawar, D. D. Sonawane, K. B. Erande, and D. V. Derle, Terahertz technology and its applications, Drug invention today 5, 157 (2013).
[28] J. Sinova, S. O. Valenzuela, J. Wunderlich, C. H. Back, and T. Jungwirth, Spin hall effects, Reviews of Modern Physics 87, 1213 (2015).
[29] T. Chen, R. K. Dumas, A. Eklund, P. K. Muduli, A. Houshang, A. A. Awad, P. Dürrenfeld, B. G. Malm, A. Rusu, and J. Akerman, Spin-torque and spin-hall nano-oscillators, Proceedings of the IEEE 104, 1919 (2016).
[30] R. Khymyn, I. Lisenkov, V. Tiberkevich, B. A. Ivanov, and A. Slavin, Antiferromagnetic Thz-frequency Josephson-like oscillator driven by spin current, Scientific Reports 7, 43705 (2017).
[31] T. Kizukur and H. Aoki, The dynamics of electromigration in copper nanocontacts, Applied physics express 2, 075003 (2009).
[32] P. Miłtęny, M. Gierlings, J. Keller, B. Beschoten, G. Güntherodt, U. Nowak, and K.-D. Usadel, Diluted antiferromagnets in exchange bias: Proof of the domain state model, Physical Review Letters 84, 4224 (2000).
[33] M. Fiebig, N. P. Duong, T. Satoh, B. B. Van Aken, K. Miyano, Y. Tomioka, and Y. Tokura, Ultrafast magnetization dynamics of antiferromagnetic compounds, Journal of Physics D: Applied Physics 41, 164005 (2008).
[34] T. Satoh, S.-J. Cho, R. Iida, T. Shimura, K. Kuroda, H. Ueda, Y. Ueda, B. A. Ivanov, F. Nori, and M. Fiebig, Spin oscillations in antiferromagnetic nio trigger by circularly polarized light, Physical review letters 105, 077402 (2010).
[35] T. Jungwirth, X. Marti, P. Wadley, and J. Wunderlich, Antiferromagnetic spintronics, Nature Nanotechnology 11, 231 (2016).
[36] O. Gomonay, V. Baltz, A. Brataas, and Y. Tserkovnyak, Antiferromagnetic spin textures and dynamics, Nature Physics 14, 213 (2018).
[37] E. Gomonay and Y. Loktev, Distinctive effects of a spin-polarized current on the static and dynamic properties of an antiferromagnetic conductor, Low Temperature Physics 34, 198 (2008).
[38] H. V. Gomonay, R. V. Kunitsyn, and V. M. Loktev, Symmetry and the macroscopic dynamics of antiferromagnetic materials in the presence of spin-polarized current, Physical Review B 85, 134446 (2012).
[39] E. Gomonay and V. Loktev, Spintronics of antiferromagnetic systems, Low Temperature Physics 40, 17 (2014).
[40] H. V. Gomonay and V. M. Loktev, Spin transfer and current-induced switching in antiferromagnets, Physical Review B 81, 144427 (2010).
[41] O. Sulymenko, O. V. Prokopenko, V. S. Tiberkevich, A. N. Slavin, B. A. Ivanov, and R. S. Khymyn, Terahertz-frequency spin Hall auto-oscillator based on a canted antiferromagnet, Physical Review Applied 8, 064007 (2017).
[42] O. Gomonay, T. Jungwirth, and J. Sinova, Narrow-band tunable terahertz detector in antiferromagnets via staggered-field and antidamping torques, Physical Review B 98, 104430 (2018).
[43] V. Puliafito, R. Khymyn, M. Carpentieri, B. Azzerboni, V. Tiberkevich, A. Slavin, and G. Finocchio, Micromagnetic modeling of terahertz oscillations in an antiferromagnetic material driven by the spin Hall effect, Physical Review B 99, 024405 (2019).
[44] D.-K. Lee, B.-G. Park, and K.-J. Lee, Antiferromagnetic Oscillators Driven by Spin Currents with Arbitrary Spin Polarization Directions, Physical Review Applied 11, 054048 (2019).
[45] N. Gomonay, T. Jungwirth, and J. Sinova, Narrow-band tunable terahertz detector in antiferromagnets via staggered-field and antidamping torques, Physical Review B 98, 104430 (2018).
[46] V. Puliafito, R. Khymyn, M. Carpentieri, B. Azzerboni, V. Tiberkevich, A. Slavin, and G. Finocchio, Micromagnetic modeling of terahertz oscillations in an antiferromagnetic material driven by the spin Hall effect, Physical Review B 99, 024405 (2019).
[47] D.-K. Lee, B.-G. Park, and K.-J. Lee, Antiferromagnetic Oscillators Driven by Spin Currents with Arbitrary Spin Polarization Directions, Physical Review Applied 11, 054048 (2019).
[48] R. Cheng, D. Xiao, and A. Brataas, Terahertz antiferromagnetic spin Hall nano-oscillator, Physical Review Letters 116, 207603 (2016).
[49] A. Parthasarathy, E. Cogulu, A. D. Kent, and S. Rakheja, Precessional spin-torque dynamics in biaxial antiferromagnets, Physical Review B 103, 024450 (2021).
[50] A. Jenkins, Self-oscillation, Physics Reports 525, 167 (2013).
[51] R. E. Troncoso, K. Rode, P. Stamenov, J. M. D. Coey, and A. Brataas, Antiferromagnetic single-layer spin-orbit torque oscillators, Physical Review B 99, 054433 (2019).
[52] T. Nomoto and R. Arita, Cluster multipole dynamics in noncollinear antiferromagnets, in Proceedings of the International Conference on Strongly Correlated Electron Systems (SCES2019) (2020) p. 011190.
[53] H. Skarsvåg, C. Holmqvist, and A. Brataas, Spin superfluidity and long-range transport in thin-film ferromagnets, Physical review letters 115, 237201 (2015).
[54] H. Fujita, Field-free, spin-current control of magnetization in non-collinear chiral antiferromagnets, physical status solidi (RRL)-Rapid Research Letters 11, 1600360 (2017).
[55] A. M. Humphries, T. Wang, E. R. Edwards, S. R. Allen, J. M. Shaw, H. T. Nembach, J. Q. Xiao, T. J. Silva, and X. Fan, Observation of spin-orbit effects with spin rotation symmetry, Nature communications 8, 1 (2017).
[56] A. V. P. Amin, P. M. Haney, and M. D. Stiles, Interfacial spin-orbit torques, Journal of Applied Physics 128, 207603 (2016).
[57] B. G. Park, J. Wunderlich, X. Marti, V. Holý, Y. Kurosaki, M. Yamada, H. Yamamoto, A. Nishide, J. Hayakawa, H. Takahashi, et al., A spin-valve-like magnetoresistance of an antiferromagnet-based tunnel junction, Nature materials 10, 347 (2011).
N. Ntallis and K. Efthimiadis, Micromagnetic simulation of an antiferromagnetic particle, Computational Materials Science 97, 42 (2015).

Y. Yamane, O. Gomonay, and J. Sinova, Dynamics of noncollinear antiferromagnetic textures driven by spin current injection, Physical Review B 100, 054415 (2019).

I. D. Mayergoyz, G. Bertotti, and C. Serpico, Nonlinear magnetization dynamics in nanosystems (Elsevier, 2009).

See supplementary material at , for details about the boundary conditions Eq. (6), equations Eqs. (5), (8), (10)-(15), discussion on the effects of field-like torque, and animations of the spin-torque-driven dynamics.

A. Thiaville, S. Rohart, É. Jué, V. Cros, and A. Fert, Dynamics of Dzyaloshinskii domain walls in ultrathin magnetic films, EPL (Europhysics Letters) 100, 57002 (2012).

S. Rohart and A. Thiaville, Skyrmion confinement in ultrathin film nanostructures in the presence of Dzyaloshinskii-Moriya interaction, Physical Review B 88, 184422 (2013).

A. N. Bogdanov and D. Yablonskii, Thermodynamically stable “vortices” in magnetically ordered crystals, the mixed state of magnets, Zk. Eksp. Teor. Fiz 95, 178 (1989).

C. Abert, Micromagnetics and spintronics: models and numerical methods, The European Physical Journal B 92, 1 (2019).

O. Gomonay and V. Lôkter, Using generalized landau-lifshitz equations to describe the dynamics of multilattice antiferromagnets induced by spin-polarized current, Low Temperature Physics 41, 698 (2015).

J. Železný, Y. Zhang, C. Felser, and B. Yan, Spin-polarized current in noncollinear antiferromagnets, Physical review letters 119, 187204 (2017).

P. Coullet, J.-M. Gilli, M. Monticelli, and N. Vandenberghe, A damped pendulum forced with a constant torque, American journal of physics 73, 1122 (2005).

R. Cheng, M. W. Daniels, J.-G. Zhu, and D. Xiao, Ultrafast switching of antiferromagnets via spin-transfer torque, Physical Review B 91, 064423 (2015).

J. Liu and L. Balents, Anomalous hall effect and topological defects in antiferromagnetic weyl semimetals: Mn$_3$Sn/Ge, Physical Review Letters 119, 087202 (2017).

Y. Takeuchi, Y. Yamane, J.-Y. Yoon, R. Itoh, B. Jinnai, S. Kunai, J. Ieda, S. Fukami, and H. Ohno, Chiral-spin rotation of non-collinear antiferromagnet by spin-orbit torque, Nature Materials 1, 1 (2021).

O. R. Sulymenko, O. V. Prokopenko, V. S. Tyberkevych, and A. N. Slavin, Terahertz-frequency signal source based on an antiferromagnetic tunnel junction, IEEE Magnetics Letters 9, 1 (2018).

J. Li, C. B. Wilson, R. Cheng, M. Lohmann, M. Kavand, W. Yuan, M. Aklosary, N. Agladez, P. Wei, M. S. Sherwin, et al., Spin current from sub-terahertz-generated antiferromagnetic magnons, Nature 578, 70 (2020).

D. Hou, Z. Qiu, and E. Saitoh, Spin transport in antiferromagnetic insulators: progress and challenges, NPG Asia Materials 11, 1 (2019).

H. Bai, X. Zhou, Y. Zhou, X. Chen, Y. You, F. Pan, and C. Song, Functional antiferromagnets for potential applications on high-density storage and high frequency, Journal of Applied Physics 128, 210901 (2020).

E. Krén, G. Kádár, L. Pál, J. Sólyom, P. Szabó, and T. Tarnóczi, Magnetic structures and exchange interactions in the Mn-Pt system, Physical Review B 171, 574 (1968).

W. Feng, G.-Y. Guo, J. Zhou, Y. Yao, and Q. Niu, Large magneto-optical kerr effect in noncollinear antiferromagnets Mn$_3$X (X= Rh, Ir, Pt), Physical Review B 92, 144426 (2015).

Y. Zhang, Y. Sun, H. Yang, J. Železný, S. P. P. Parkin, C. Felser, and B. Yan, Strong anisotropic anomalous hall effect and spin hall effect in the chiral antiferromagnetic compounds Mn$_3$X (X= Ge, Sn, Ga, Ir, Rh, and Pt), Physical Review B 95, 075128 (2017).

J. Kurt, K. Rode, M. Venkatesan, P. Stamenov, and J. Coey, Mn$_{3-x}$Ga (0 ≤ x ≤ 1): Multifunctional thin film materials for spintronics and magnetic recording, physica status solidi (b) 248, 2338 (2011).

B. Nyári, A. Deák, and L. Szunyogh, Weak ferromagnetism in hexagonal Mn$_3$Z alloys (Z= Sn, Ge, Ga), Physical Review B 100, 144412 (2019).

J. Seyd, I. Pilotttek, N. Schmidt, O. Caha, M. Urbánek, and M. Albrecht, Mn$_3$Ge-based tetragonal heusler alloy thin films with addition of Ni, Pt, and Pd, Journal of Physics: Condensed Matter 32, 145801 (2020).

H. Tsai, T. Higo, K. Kondou, T. Nomoto, A. Sakai, A. Kobayashi, T. Nakano, K. Yakushiji, R. Arita, S. Miwa, et al., Electrical manipulation of a topological antiferromagnetic state, Nature 580, 608 (2020).

N. Yamada, H. Sakai, H. Mori, and T. Ohyama, Magnetic properties of e-Mn$_3$Ge, Physica B + C 149, 311 (1988).

G. Gurung, D.-F. Shao, and E. Y. Tsybulska, Spin-torque switching of noncollinear antiferromagnetic antiferro-ovskites, Physical Review B 101, 140405(R) (2020).

S. Chen, P. Tong, J. Wu, W.-H. Wang, and W. Wang, Electronic structures and crystal field splitting of antiferrovinokside XNMn$_3$ (x= 3d and 4d elements), Computational Materials Science 132, 132 (2017).

P. Y. Artemchuk, O. Sulymenko, S. Louis, J. Li, R. Khynyn, E. Bankowski, T. Meitzler, V. Tyberkevych, A. Slavin, and O. Prokopenko, Terahertz frequency spectrum analysis with a nanoscale antiferromagnetic tunnel junction, Journal of Applied Physics 127, 063905 (2020).

Y. Su, J. Zhang, J.-T. Lü, J. Hong, and L. You, Large magnetoresistance in an electric-field-controlled antiferromagnetic tunnel junction, Physical Review Applied 12, 044036 (2019).

D.-L. Zhang, K. B. Schliep, R. J. Wu, P. Quarterman, D. Reifsnyder Hickey, Y. Lv, X. Chao, H. Li, J.-Y. Chen, Z. Zhao, et al., Enhancement of tunneling magnetoresistance by inserting a diffusion barrier in 110-fep perpendicular magnetic tunnel junctions, Applied Physics Letters 112, 152401 (2018).

J. Grollier, V. Cros, and A. Fert, Synchronization of spin-transfer oscillators driven by stimulated microwave currents, Physical Review B 73, 060409(R) (2006).

B. Georges, J. Grollier, V. Cros, and A. Fert, Impact of the electrical connection of spin transfer nano-oscillators on their synchronization: an analytical study, Applied Physics Letters 92, 232504 (2008).
H. Reichlová, D. Kriegner, V. Holý, K. Olejník, V. Novák, M. Yamada, K. Miura, S. Ogawa, H. Takahashi, T. Jungwirth, et al., Current-induced torques in structures with ultrathin IrMn antiferromagnets, Physical Review B 92, 165424 (2015).

A. Markou, J. M. Taylor, A. Kalache, P. Werner, S. S. P. Parkin, and C. Felser, Noncollinear antiferromagnetic Mn 3 Sn films, Physical Review Materials 2, 051001(R) (2018).

J. M. Taylor, E. Lesne, A. Markou, F. K. Dejene, P. K. Sivakumar, S. Pöllath, K. G. Rana, N. Kumar, C. Luo, H. Ryll, et al., Magnetic and electrical transport signatures of uncompensated moments in epitaxial thin films of the noncollinear antiferromagnet Mn3Ir, Applied Physics Letters 115, 062403 (2019).

S. A. Siddiqui, J. Sklenar, K. Kang, M. J. Gilbert, A. Schleife, N. Mason, and A. Hoffmann, Metallic antiferromagnets, Journal of Applied Physics 128, 040904 (2020).

J. Grollier, D. Querlioz, and M. D. Stiles, Spintronic nanodevices for bioinspired computing, Proceedings of the IEEE 104, 2024 (2016).

K. Roy, A. Jaiswal, and P. Panda, Towards spike-based machine intelligence with neuromorphic computing, Nature 575, 607 (2019).

J. Grollier, D. Querlioz, K. Camsari, K. Everschor-Sitte, S. Fukami, and M. D. Stiles, Neuromorphic spintronics, Nature Electronics 3, 360 (2020).

E. M. Izhikevich, Simple model of spiking neurons, IEEE Transactions on neural networks 14, 1569 (2003).

O. Sulymenko, O. Prokopenko, I. Lisenkov, J. Åkerman, V. Tyberkevych, A. N. Slavin, and R. Khymyn, Ultrafast logic devices using artificial “neurons” based on antiferromagnetic pulse generators, Journal of Applied Physics 124, 152115 (2018).

R. Khymyn, I. Lisenkov, J. Voorheis, O. Sulymenko, O. Prokopenko, V. Tiberkevich, J. Åkerman, and A. Slavin, Ultra-fast artificial neuron: generation of picosecond-duration spikes in a current-driven antiferromagnetic auto-oscillator, Scientific reports 8, 1 (2018).

F. C. Hoppensteadt and E. M. Izhikevich, Oscillatory neurocomputers with dynamic connectivity, Physical Review Letters 82, 2983 (1999).

G. Csaba and W. Porod, Coupled oscillators for computing: A review and perspective, Applied Physics Reviews 7, 011302 (2020).

J. Torrejon, M. Riou, F. A. Araujo, S. Tsunegi, G. Khalsa, D. Querlioz, P. Bortolotti, V. Cros, K. Yakushiji, A. Fukushima, et al., Neuromorphic computing with nanoscale spintronic oscillators, Nature 547, 428 (2017).

M. Romera, P. Talatchian, S. Tsunegi, F. A. Araujo, V. Cros, P. Bortolotti, J. Trastoy, K. Yakushiji, A. Fukushima, H. Kubota, et al., Vowel recognition with four coupled spin-torque nano-oscillators, Nature 563, 230 (2018).