In this work, we propose a novel methodology for self-supervised learning for generating global and local attention-aware visual features. Our approach is based on training a model to differentiate between specific image transformations of an input sample and the patched images. Utilizing this approach, the proposed method is able to outperform the previous best competitor by 1.03% on the Tiny-ImageNet dataset and by 2.32% on the STL-10 dataset. Furthermore, our approach outperforms the fully-supervised learning method on the STL-10 dataset. Experimental results and visualizations show the capability of successfully learning global and local attention-aware visual representations.

Index Terms— Self-Supervised, Visual Representation Learning, Image Retrieval, Image Recognition.

1. INTRODUCTION

Visual representation learning is one of the most important research directions in the fields of computer vision and image processing. Pre-training deep neural networks on large labeled datasets, such as ImageNet [1], with the purpose of learning useful generic features, enhances their performances on downstream tasks. However, the main limitation of this method stems from the necessity for a large manually labeled dataset, which in turn requires human labor, and thus, it is costly and prone to errors.

Nevertheless, in recent years, various solutions were proposed to overcome this limitation. One promising approach is self-supervised learning (SSL) which enables learning image features using only visual information without dependency on manually provided annotations. The main idea of this approach is to get surrogate supervision by solving pretext tasks on the input data used during the pre-training stage. While solving the pretext tasks, neural network learns useful visual representations that can be used for other downstream computer vision problems [2]. Different pretext tasks were proposed in previous works, including prediction of the rotation angle [3], prediction of the relative positioning of image patches [4], or image colorization [5]. Despite the strong performance of supervised learning methods using large manually labeled datasets, self-supervised learning methodologies are confidently closing the gap during recent years [3, 2, 6]. Furthermore, recently proposed SSL methodologies achieve state-of-the-art results and outperform supervised learning methods in some of the tasks [6, 7].

Inspired by the success of previously proposed self-supervised learning methods, in this paper, we propose a novel pretext task for self-supervised learning. Our pretext task (Fig. 1) consists of 3 steps: 1) producing a rotated image by rotating an unlabeled original input image by 0, 90, 180, or 270 degrees; 2) producing a patch by resizing the rotated image; 3) predicting the rotation angle of rotated image or rotated patch image. Our main contributions are summarized as follows:

- We propose a novel pretext task for learning global and local-aware for better visual representations.
- We introduce two SSL approaches for solving above pretext task.
- We demonstrate the effectiveness of the proposed methodology in comparison with previous state-of-the-art methods on two standard benchmark datasets.
2. RELATED WORKS

Self-supervised learning (SSL) was utilized for different domains including video [8, 9, 10], audio [11, 12, 13], and image [14, 15, 16]. In this work, we focus on the latter. There is a wide range of works for SSL proposed previously that are based on pretext tasks utilizing images. Doersch et al. [4] introduced a pretext task that requires prediction of the relative position of patches extracted from an image. After pretraining the model with this pretext task, the authors evaluated the performance of their model by using the bounding box prediction task on Pascal Visual Object Classes (PASCAL-VOC) challenge dataset [17]. Despite achieving significant enhancement in performance compared to a randomly initialized model, their results still do not reach the level of supervised pre-training on ImageNet [1] labels.

In a work by Noroozi and Favaro [18], the pretext task is defined as solving the jigsaw puzzles of the input images by training the model to arrange randomly shuffled patches of a given image. Their results show that they were able to outperform previous works, including Doersch et al. [4]. In contrast to the previous works, Zhang et al. [5] utilized the color information of a given image instead of its spatial evidence extracted from image patches. They defined the pretext task as the colorization of a gray-scale input image. Utilizing this approach, Zhang et al. were able to outperform previous works on PASCAL-VOC [17] and ImageNet [1] datasets.

Gidaris et al. [3] defined their pretext task as the prediction of the rotation angle of an input image. The rationale behind this is the network should recognize the objects shown in the image to determine the image’s rotation angle. With this approach the authors were able to achieve significant performance gain on several datasets including CIFAR-10 [19], PASCAL-VOC [17] and ImageNet [1].

In a work by Caron et al. [6] proposed a pretext task that works with image features rather than with images themselves. The authors utilize k-means clustering algorithm on visual features extracted from input images. The cluster assignments served as pseudo-labels for self-supervised classification. These pseudo-labels are utilized in training a classifier on top of the feature extraction network. This approach allowed the authors to outperform previous works on multiple datasets, such as Places [20], PASCAL-VOC [17] and ImageNet [1].

Hjelm et al. [7] introduced the Deep InfoMax approach as a pretext task for self-supervised learning. The proposed idea is to maximize the mutual information between global and local features extracted from an input image. The authors were able to perform better than a number of previous works while showing superior results in some tasks in comparison with supervised learning on such datasets as CIFAR-10, CIFAR-100 [19], STL-10 [21], ImageNet [1].
Here we propose to classify the patched images (which are auto-generated from a given image) to encourage the learner to look simultaneously into both the entire image (global context) and the small patch within the image to predict what is changed in the small patch (local content) as shown in Fig. 1 and Fig. 3 (with attention map of GradCAM visualization).

3. METHOD

We begin our method by designing a new pretext task based on the local and global context-aware features as depicted in Fig. 2. Given an image \( X \), the transformation \( T(X) \) is applied to the input image to generate four new images. Here \( T \) is the rotate operation (and in some case, resize-and-paste operation). We follow Gidaris et al. \cite{giradis2018} method and use multiples of 90\(^\circ\) as angel of rotations, which give us four images that are rotated by multiple of 90\(^\circ\): 0\(^\circ\), 90\(^\circ\), 180\(^\circ\), 270\(^\circ\). Each of the rotated image is resized to a smaller patch (using bilinear interpolation) and pasted as patches with original up-right image (0\(^\circ\)) as the background; generating four patched images.

The resize ratio is determined based on empirical experiments (we found 0.4 gives the best performance), while the position to paste the patch into is randomly selected for each input image (Fig. 1). This encourages the network to not only look into a specific region when predicting but also to differentiate the region whether it belongs to local features or global features (Fig. 3). We argue that to classify the four patched images, the learner must be aware of the global context and the local context. Finally, we define the pretext task for self-supervision as predicting the angle of rotation of either the image and/or the rotation patch (Fig. 2). By solving this pretext task, the learner learns good visual representations for each input image. The resulting images are encoded by a CNN network to produce a 64-dimension vector followed by a linear layer to classify into four or eight of possible classes. Given \( L \) unlabeled images for training \((x_1, x_2, ..., x_L)\), the transformed images \( \{T_j\}_{j=1,...,M} \) (here \( M = 8 \)). The learner \( f_0 \) is trained to predict the transformation applied to the image. In the case of rotated original image, we predict the angle of rotation of the original image, and in the case of patched image, we predict the angle of rotation of the rotated patch. We train the network \( f_0 \) by minimizing the following self-supervised learning objective function:

\[
\mathcal{L}_{SSL}(\{T_j\}_{j=1,...,M}) = \min_{\theta} \frac{1}{NT} \sum_{i=1}^{L} \sum_{y=0}^{N} \ell(f_\theta(T_y(x_i)), y),
\]

where \( \ell \) denotes the cross-entropy loss, \( N \) is number of class.

After unsupervised training with the aforementioned task on the unlabeled dataset, we use the pretrained model to evaluate on the labeled dataset. Based on the proposed method, we introduce two SSL approaches to show the advantages of each of them. According to the first SSL, given an input image, 4 rotated images are generated (0\(^\circ\), 90\(^\circ\), 180\(^\circ\), 270\(^\circ\) as suggested in \cite{giradis2018}). Keeping the original image, the rotated images are resized to a smaller image with a chosen ratio and pasted into the original image to form 4 patched images (Fig. 2). This approach contains 8 images as input into the CNN network for feature learning, which we refer to as “Patch RotNet” network (softmax output with \( N = 8 \) classes, labels from 0,...,7).

The second proposed network contains the 8 above images, but rather than feeding each image as one sample with one label into the network, we aggregate images into pairs: the rotated image and the patched image (Fig. 2). Each image in each pair is encoded into the latent vector and then is aggregated by one relation module \( \alpha = \text{concat}(f_\theta(x_1), f_\theta(x_2)) \), here we use the concatenation operator to model the relation between the two images in the pairs. We refer this approach as “Patch RelNet” (softmax output with \( N = 4 \) classes).

4. EXPERIMENTS

To verify the effectiveness of our proposed method and compare to other SSL schemes, we use two challenging datasets:

1. **Tiny-ImageNet** \cite{vinyals2016}: a smaller version of the ImageNet dataset with 200 classes, images is scaled to 64 \times 64 pixels.

2. **STL-10** \cite{coates2011}: image recognition dataset with 10 classes designed for unsupervised learning purposes. It contains 500 labeled images for each class and 100k unlabeled images. Images were drawn from ImageNet and scaled to 96 \times 96. We evaluate the proposed self-supervised learning method by
The experimental results for linear evaluation and finetuned networks show that our method significantly outperforms the other SSL approaches. Table 1 shows the linear evaluation and finetune experiments with a shallow CNN architecture - ResNet8. In Tiny-ImageNet, the “Patch RelNet” with ratio 0.3 gives the best performance compared to all others in both linear and finetuned evaluations. In STL-10, both of proposed networks significantly outperform the others. Especially, “Patch RelNet 0.4” is ahead the second-best method RotNet ∼ 2%. Table 2 compares SSL methods in a deeper backbone CNN (ResNet32). Our method achieves state-of-the-art performance with 2.32% improvement compared to finetuned RotNet. Our approach also demonstrates its effectiveness in learning general-purpose features by outperforming the fully-supervised learning method. Furthermore, Fig. 3 shows that the proposed network understands what changes happen in the local areas and puts more attention there. Additionally, Fig. 4 illustrates the t-SNE scatter of our method and RotNet. The features were extracted from the finetuned models of RotNet and “Patch RotNet” gives accuracies of 76.06% and 78.38%. The visualized results show capability of the proposed “Patch RotNet” in clustering separably the images.

5. RESULTS

| Method               | Tiny | STL-10 |
|----------------------|------|--------|
| Supervised           | 40.45| 73.8   |
| Random weight        | 6.63 | 36.78  |
| Deep InfoMax         | 14.90| 27.78  |
| Deep Cluster         | 12.57| 27.14  |
| RotNet [3]           | 16.32| 29.07  |
| Patch RelNet 0.3     | 17.35| 29.32  |
| Patch RelNet 0.4     | 16.04| 29.19  |
| Patch RelNet 0.5     | 14.50| 28.54  |
| Patch RotNet 0.3     | 13.15| 30.01  |
| Patch RotNet 0.4     | 11.70| 28.90  |
| Patch RotNet 0.5     | 12.45| 29.29  |

| Method               | Linear | Tuned |
|----------------------|--------|-------|
| Supervised           | 74.54  |       |
| Deep InfoMax [7]     | 45.41  | 68.56 |
| Deep Cluster [6]     | 41.35  | 65.45 |
| RotNet [3]           | 52.25  | 76.06 |
| Patch RelNet 0.3     | 50.15  | 75.55 |
| Patch RelNet 0.4     | 45.76  | 72.61 |
| Patch RelNet 0.5     | 42.38  | 73.70 |
| Patch RotNet 0.3     | 48.75  | 68.71 |
| Patch RotNet 0.4     | 52.63  | 77.06 |
| Patch RotNet 0.5     | 50.05  | 78.38 |

Table 2. Test accuracy. Self-supervised training on unlabeled data with linear evaluation and finetuning on labeled data. Results of different methods on dataset STL-10 with a deeper backbone (ResNet-32). **Best results are highlighted in bold.**

6. CONCLUSION

This paper proposes a novel self-supervised learning scheme that explores the local features to recognize the visual changes in a local part of a given image. Our approach encourages the networks to understand both the local and global-context within images in order to distinguish them. The proposed method facilitates learning comprehensive general-purpose visual representations, which could be used in the downstream tasks. The backbone networks which were trained using our methodology outperform the previous works on both of two challenging Tiny-ImageNet and STL-10 datasets.
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