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Abstract

We investigate probabilistic transformations of quantum states from a ‘source’ set to a ‘target’ set of states. Such transforms have many applications. They can be used for tasks which include state-dependent cloning or quantum state discrimination, and as interfaces between systems whose information encodings are not related by a unitary transform, such as continuous-variable systems and finite-dimensional systems. In a probabilistic transform, information may be lost or leaked, and we explain the concepts of leak and redundancy. Following this, we show how the analysis of probabilistic transforms significantly simplifies for symmetric source and target sets of states. In particular, we give a simple linear program which solves the task of finding optimal transforms, and a method of characterizing the introduced leak and redundancy in information-theoretic terms. Using the developed techniques, we analyse a class of transforms which convert coherent states with information encoded in their relative phase to symmetric qubit states. Each of these sets of states on their own appears in many well studied quantum information protocols. Finally, we suggest an asymptotic realization based on quantum scissors.
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1. Introduction

Quantum information theory promises new and exciting ways to process information. Often the advantage a quantum protocol gives over a classical procedure lies in the fact that quantum states may be non-orthogonal. Classical information may be encoded in non-orthogonal quantum states, as is the case for example in quantum key distribution. The
classical information then cannot be fully extracted from the quantum state alone. Many physical systems are candidates for the realization of quantum processing, and often they perform well at distinct tasks. Therefore, future quantum devices may well be hybrid systems with interfaces linking the different parts, just as our classical information processing devices are today. When classical information is encoded in a set of quantum states, the information encodings of one system may be incompatible with the encodings of another in a sense which has no classical analogue: the ‘source’ states may not be related to the corresponding ‘target’ states by a fixed unitary transformation. This occurs, for instance, when we consider transforms between states of systems of distinct dimensionalties such as typical qubit states and coherent or squeezed states of continuous-variable systems. When transferring information from one system to another where the encodings are incompatible in this sense, we must then either accept errors or resort to probabilistic scenarios where information may be lost, or leaked. This is important from an information-theoretic and cryptographic perspective. Information is no longer perfectly controlled by the emitting party.

Transformations that take a ‘source’ set of quantum states to a ‘target’ set of quantum states, where the states in the two sets are not pairwise related by a single unitary transform, also have other applications. State-dependent quantum cloning is one example [1]. Another related and well-studied family of such transforms solve the problem of amplifying coherent light, while keeping the coherent phase unaltered [2–6]. This problem is very important in classical and quantum communication tasks over larger distances, and is usually resolved by generating approximations of amplified coherent states. Optimal measurements for distinguishing between quantum states can also be seen as transforms taking some set of quantum states to mutually orthogonal states, followed by a measurement to distinguish the latter from each other. For so-called minimum-error measurements, pioneered by Holevo and Helstrom, the transforms are allowed to err, i.e. the declared output need not always be correct. Another tradition requires correctness but allows for result which declares that the transform (measurement) has failed, following the works of Ivanović, Dieks and Peres [7–9]. Such measurements are then called unambiguous [10, 11].

Here we focus on unambiguous transforms taking pure states to pure states. For this setting there exists a convenient framework based on the structures of the Gram matrices of ‘source’ and ‘target’ states, developed by Chefles, Jozsa and Winter [12, 13], which we will briefly present. In these works, the sets of source and targets states are general, and finding transforms for given sets of source and target states is complicated. However, it is known that for the problem of distinguishing quantum states which comprise a symmetric set, a simpler treatment is possible [10, 14, 15]. As we will show, this restriction simplifies the theory for general probabilistic transforms as well. As an application of the theory we develop, we study the properties of converting a set of coherent states to qubit states. This is an important example of an ‘interspecies’ transform, as these two types of encodings frequently appear in quantum information processing tasks.

2. Preliminaries

Our problem of interest is stated as follows: given two sets of pure states $A$ and $B$ (called ‘source’ and ‘target’ sets, respectively) of finite size $N$,

$$A = \{|a_i\rangle\}_{i=1}^N; \quad B = \{|b_i\rangle\}_{i=1}^N,$$

what are the properties of a transform $T$, allowed by quantum mechanics, which performs $T(|a_i\rangle) = |b_i\rangle$ for all $i$ perfectly with a certain probability? The transform can fail to produce
the desired output state, or succeed, and these two possible outcomes are reported, i.e. the transform is heralded.

In the most general case, the success probabilities may depend on which source state we start from. We then have the following statement:

**Lemma 1.** There exists a probabilistic transform taking each state $|a_i \rangle$ in $A$ to the state $|b_i \rangle$ in $B$, succeeding with the non-zero probabilities $p_i$, for $i = 1, \ldots, N$, iff there exist Gram matrices of kets $\Pi^t$ and $\Pi^f$ such that the equality

$$G_A = P^t \circ \Pi^t \circ G_B + P^f \circ \Pi^f$$

holds, where

$$P^t = [\sqrt{p_i p_j}]_{i,j} \quad \text{and} \quad P^f = [\sqrt{(1 - p_i)(1 - p_j)}]_{i,j},$$

and $G_A$ and $G_B$ are the Gram matrices of sets $A$ and $B$.

This is a special case of the theorem 3 in [12]. In the lemma above, $\circ$ denotes the Hadamard (Schur, point-wise) matrix product, and the Gram matrix of the set of kets (or more generally vectors) $A = \{|a_i\rangle\}_{i=0}^{N-1}$ is given by

$$G_A = [\langle a_p | a_q \rangle]_{p,q}, \quad p, q = 0, \ldots, N - 1.$$ 

The necessary and sufficient conditions for a matrix $M$ to be a Gram matrix of normalized kets (states) are that (i) $M$ is a positive-semidefinite matrix, and (ii) $M$ has unity across the main diagonal.

Such a quantum transform can be equivalently viewed, in the spirit of the Stinespring dilation, as a unitary transform acting on an augmented Hilbert space,

$$U |a_i \rangle |0 \rangle |0 \rangle = \sqrt{p_i} |b_i \rangle |\psi_i \rangle |0 \rangle + \sqrt{1 - p_i} |\text{Fail} \rangle |\phi_i \rangle |1 \rangle \quad \text{for all} \quad i,$$

where we learn whether the transform has succeeded or failed by measuring the third ‘indicator’ register on the right-hand side of the expression. One may show that the matrices $\Pi^t$ and $\Pi^f$ in expression (2) are the Gram matrices of the sets $\{|\psi_i \rangle\}_i$ and $\{|\phi_i \rangle\}_i$, respectively. If the transform in equation (3) succeeds, then the output registers contain the target state $|b_i \rangle$ but also a residual state $|\psi_i \rangle$ which may be correlated with the input state. From an information-theoretic perspective, this residual state may be seen as a leak of information, hence we call the set of states $\{|\psi_i \rangle\}_i$ the leak. If the states $|\psi_i \rangle$ are not correlated with the input state, which happens if and only if $|\psi_i \rangle = |\psi_j \rangle$ for all $i$ and $j$, then the transform is called leakless. Analogously, in case the transform fails, a fixed fail state is produced along with a residual state $|\phi_i \rangle$ is produced. The residual state may be correlated with the input state, and may be used to subsequently attempt to reconstruct the desired outcome. For this reason we call the set of states $\{|\phi_i \rangle\}_i$, the the redundancy. If all the states in the redundancy are identical, only then is the residual state uncorrelated to the input state, and the transform is called redundancy-free.

If the success probabilities above do not depend on the source state ($p_i = p_j$ for all $i, j$), we call the transform uniform. For this case the notion of the optimal transform can be naturally defined: a uniform probabilistic transform is optimal, if no other transform succeeds with a strictly greater probability.

Deterministic and unitary transforms are easily seen to be special cases of probabilistic transforms. For a deterministic transform, it holds that $p_i = 1$, in which case the criterion reads $G_A = \Pi^t \circ G_B$ (for some Gram matrix of states $\Pi^t$). For a unitary transform the complex matrix $\Pi^t$ is an outer product of a vector, containing roots of unity, with itself (cf [12]) \(^3\). \(^3\) This freedom in the complex phases reflects the fact that kets in general contain information about the physically irrelevant complex phase.
Throughout his paper, with $G_S$ we will denote the Gram matrix of the set of states $S$, and with $\lambda_{G_S}$ a vector comprising the eigenvalues of the matrix $G_S$. With $I$ we denote the identity matrix, and with $1$ we denote the matrix with unity at each entry.

### 2.1. Example: uniform unambiguous discrimination of pure states

Unambiguous discrimination of states (UDS) identifies the input state from a pre-defined set of states, error free, but allows a ‘failure’ option. It is equivalent to a probabilistic transform for which the states $|b_i\rangle$ are mutually orthogonal.

The criterion for the existence of such a transform is given by lemma 1. Since the Gram matrix of orthogonal states is the identity, and the Hadamard product of the identity and Gram matrix of states is the identity again, for the special case where the success probability $p$ is independent of the source state (uniform UDS), the existence condition simplifies to the inequality

$$G_A - pI \succeq 0,$$  \hspace{1cm} (4)

meaning that the matrix $G_A - pI$ is positive-semidefinite. Since unitary basis change preserves operator positivity, and $G_A$ is positive-semidefinite, hence diagonalizable in an orthonormal basis, this implies and is implied by

$$p \leq \min \lambda_{G_A},$$

where $\min \lambda_{G_A}$ denotes the smallest eigenvalue of the matrix $G_A$. From this condition we easily capture a known result: the optimal success probability of UDS is equal to the smallest eigenvalue of the Gram matrix $G_A$. A consequence of this is another famous result: a set of states may be unambiguously discriminated if and only if that set of states is linearly independent. The latter is clear as the spectrum of $G_A$ contains a zero element if and only if the set $A$ is linearly dependent.

From the fact that unambiguous state discrimination is possible iff a set of states if linearly independent, it is easy to see that if a uniform probabilistic transform $T$ is optimal, then the redundancy is a linearly dependent set of states. To prove this, assume that a uniform probabilistic transform $T$ succeeds with probability $p$, and that the redundancy is linearly independent. Then, in the case of failure, one can run UDS on the redundancy, and if this succeeds (with probability $p' > 0$, due to linear independence), the target state can still be generated from the outcome. This overall procedure ($T$ followed by UDS in case of failure) comprises a uniform probabilistic transform $T'$ which performs the same task as $T$ but succeeds with probability $p' + p > p$. Hence $T$ could not have been optimal.

### 3. Transformations between symmetric sets of pure states

As noted, the case when the sets of states in focus is symmetric is of interest since many quantum protocols [16–19] work with symmetric quantum states. A set of (pure) states $A = \{|a_i\rangle\}_{i=0}^{N-1}$ is symmetric if there exists a fixed unitary $U$ with the property

$$U|a_i\rangle = |a_{i+1 \mod N}\rangle$$ for all $i$.

The assumption that source and target states are symmetric allows us to link probabilistic and uniform probabilistic transforms. In this case, any probabilistic transform can be ‘uniformized’, as shown by the following lemma:

\[4\] This result was proven using different techniques and stated in a different formalism in [10].
Lemma 2 (Uniformization). If there exists a probabilistic transformation taking the states in $A$ to states in $B$, which succeeds with the non-zero probabilities $\{p_i\}_{i=1}^N$, where $A$ and $B$ are symmetric sets of states, then there exists a uniform probabilistic transform taking the states in $A$ to states in $B$ which succeeds with probability

$$p = \frac{1}{N} \sum_{i=1}^N p_i.$$ 

The proof of this lemma is given in the appendix.

Additional properties of uniform transforms with symmetric source and target states are rooted in the structural properties of Gram matrices of sets of symmetric states. Such matrices are circulant. A circulant matrix is a square matrix, defined by its first row, for which the $i$th row is the right-circular shift of the first row by $i-1$ positions. Formally, we have the following lemma.

Lemma 3. A Gram matrix of kets is a circulant matrix if and only if the corresponding set of kets is symmetric.

The proof of this lemma is given in the appendix.

Circulant matrices frequently appear in signal processing, and have two convenient properties: (i) circulant matrices diagonalize when conjugated by the unitary discrete Fourier transform (DFT) matrix, and (ii) the discrete Fourier transform of the first row of the circulant matrix is a vector containing the eigenvalues of the circulant matrix [20]. The discrete Fourier transform matrix of size $N$ is the Vandermonde matrix of the $N$th primitive roots of unity, given with

$$\text{DFT} = \left[ \exp\left(\frac{-2(p-1)(q-1)i\pi}{N}\right) \right]_{p,q}, \quad p = 1, \ldots, N, \quad q = 1, \ldots, N$$

which, when scaled by the pre-factor $1/\sqrt{N}$ becomes unitary, and which we then denote $\text{uDFT}$.

The criterion for the existence of a uniform probabilistic transform taking states from $A$ to $B$, succeeding with probability $p$, is the existence of Gram matrices of states $\Pi'$ and $\Pi''$ such that the equation

$$G_A = p\Pi' \circ G_B + (1-p)\Pi''$$

holds. This is a slight simplification of the more general condition in lemma 1.

In general, probabilistic uniform transforms with symmetric source and target sets may have leak and redundancy which are not symmetric. Nonetheless, the following lemma shows that such a transform has a variant with the same success probability where the leak and redundancy are symmetric:

Lemma 4 (Symmetrization). If there exists a uniform probabilistic transform taking states from a symmetric set $A$ to a set of symmetric states $B$, succeeding with some probability $p$, then there exists a uniform probabilistic transform taking the states from $A$ to $B$, succeeding with probability $p$, where the leak and redundancy are symmetric.

The proof of this lemma is given in the appendix.

3.1. Finding optimal uniform transforms

Both from a practical and theoretical point of view, when considering transforms from a source to a target set one is often most interested in the optimal transforms. Optimality is
naturally defined only in the case of uniform transforms. However, by virtue of lemma 2, when transforms with symmetric source and target sets are concerned, if any kind of transform linking the source and target states exists, then so does a uniform transform. In this sense, for transforms between symmetric sets, optimality can in principle always be defined as the optimality of the uniform transform.\(^5\)

In general, given two sets of states \(A\) and \(B\), the quest for the optimal uniform transform taking the states in \(A\) to states in \(B\) reduces to the maximization of the success probability \(p\) over the space of all positive-semidefinite matrices (of the appropriate size) \(\Pi'\) and \(\Pi'\) with unit diagonal, subject to the constraint given in expression (5). The dimensionality of the search space is then quadratic in the number of states. However, if source and target states are symmetric, as a consequence of lemma 4, we may assume that \(\Pi'\) and \(\Pi'\) are circulant as well. Then all the matrices appearing in expression (5) are circulant, as the Hadamard product of circulant matrices is also circulant. Hence, they all diagonalize in the same basis, and the dimensionality of the search space reduces quadratically from \(O(N^2)\) to \(O(N)\), where \(N\) is the number of states.

The problem of finding optimal uniform transforms which have symmetric source and target sets is resolved by the following canonical linear program:

\[
\begin{align*}
\text{maximize} & \quad \vec{c}^T \cdot \vec{x} \\
\text{subject to} & \quad M \cdot \vec{x} \leq \vec{b} \\
& \quad \vec{x} \geq 0,
\end{align*}
\]

where \(\vec{x} = [1, \ldots, 1]\), \(\vec{b} = \lambda_{G_A}\), and \(M = DCM_{\lambda_{G_B}}\), which is a circulant matrix, where the \(i\)th column is the vector \(\lambda_{G_A}\) 'downward' shifted by \(i - 1\) positions (the discrete convolution matrix \(DCM_{\lambda_{G_B}}\) of the vector \(\lambda_{G_B}\)). The optimal success probability is given by

\[
p = \frac{\vec{c}^T \cdot \vec{x}}{N},
\]

where the dot ‘.’ (e.g. \(\vec{x}^T \cdot \vec{y}\) or \(M \cdot \vec{x}\)) denotes the standard matrix product. The vector of eigenvalues of the Gram matrix of the leak of the optimal transform is given by \(\lambda_{\Pi'} = \frac{1}{N} \vec{x}\). As both \(G_A\) and \(G_B\) are circulant matrices, the vectors of eigenvalues \(\lambda_{G_A}\) and \(\lambda_{G_B}\) are computed by taking the discrete Fourier transform of the first row of \(G_A\) and \(G_B\), respectively.

In the remainder of this section we show that the linear program above solves the problem of finding optimal uniform transforms. The constraint (5) where all the matrices are circulant can be written in terms of the vectors of eigenvalues of the matrices appearing, as they all diagonalize in the same basis:

\[
\lambda_{G_A} = p \lambda_{\Pi' \cdot G_A} + (1 - p) \lambda_{\Pi'}.
\]

Note that for the vector \(\lambda_{\Pi'}\) to be a vector of eigenvalues of a circulant Gram matrix of states, it is sufficient and necessary that all its entries are non-negative and sum up to \(N\). Using the circular convolution theorem it can be shown that

\[
\lambda_{\Pi' \cdot G_B} = \lambda_{\Pi'} \ast \lambda_{G_B},
\]

where \(\ast\) represents the (normalized) discrete convolution (or discrete cross-correlation) of vectors defined as follows. If \(\vec{x}\) and \(\vec{y}\) are two vectors of size \(N\), with corresponding entries \(x_i\) and \(y_i\) for \(i = 0, \ldots, N-1\), then \(\vec{z} = \vec{x} \ast \vec{y}\) is a length \(N\) (with components denoted \(z_i\)).

---

\(^5\) One may be tempted to do the same for non-symmetric transforms. However there exist non-uniform transforms which have non-symmetric source and/or target sets which succeed with non-zero probability for some states at least, for which no uniform transform exists (all uniform transforms fail with unit probability).
defined component-wise by
\[ z_i = \frac{1}{N} \sum_{j=0}^{N-1} x_j y_{(i-j) \mod N}. \]  
(10)

The discrete convolution of two vectors can also be represented in terms of a matrix-vector product by using the discrete convolution matrix $\text{DCM}_{\vec{x}}^T$ of the vector $\vec{x}$ defined via its transpose: the transpose matrix $\text{DCM}_{\vec{x}}^T$ is a circulant matrix whose first row is the vector $\vec{x}$. It holds that $\vec{x} \ast \vec{y} = \text{DCM}_{\vec{x}}^T \vec{y} = \text{DCM}_{\vec{y}} \vec{x} = \vec{x} \ast \vec{y}$. Hence, the constraint (8) is equivalent to
\[ \lambda_{G_A} = p \text{DCM}_{\vec{y}} \lambda_{\Pi^f} + (1 - p) \lambda_{\Pi^r}, \]  
(11)
which can be shown to be equivalent to the inequality
\[ \lambda_{G_A} - p \text{DCM}_{\vec{y}} \lambda_{\Pi^f} \geq 0, \]  
(12)
where $\lambda_{\Pi^r}$ is a non-negative real vector, whose entries sum up to $N$. The inequality above is interpreted component-wise. To obtain the linear program stated at the beginning of this section, we note that if a vector $\vec{z}$ is a vector of length $N$ with non-negative entries $\{z_i\}$, which maximizes $s = \sum_{i=1}^{N} z_i$ subject to the constraint
\[ \text{DCM}_{\vec{y}} \vec{z} \leq \lambda_{G_A}, \]  
(13)
then $\lambda_{\Pi^f} = \frac{N}{I} \vec{z}$ allows for the maximal $p$ subject to constraint (12), and the maximum is reached at $p = \frac{N}{I} \vec{z}$.

3.2. Quantifying the leak and the redundancy

Transformations between different types of quantum states become unavoidable when heterogeneous encodings are used for different aspects of quantum information tasks. In particular, such a transform may be part of a cryptographic protocol, in which case quantifying the leak and redundancy in information-theoretic terms becomes crucial. For instance, one can imagine a simple two-party scheme in which party A, traditionally called Alice, wishes to send to party B, called Bob, information encoded in quantum states comprising the set of target states $\mathcal{B}$. However, Alice has at her disposal only quantum states from a set of quantum states $\mathcal{A}$. So, Alice indeed does send her information encoded as states in $\mathcal{A}$ to Bob, who performs an optimal probabilistic transform in order to obtain the target state $\mathcal{B}$. For example, an ideal protocol may call for single-qubit states, but Alice can only generate pure states which approximate qubit states. It is then important for Alice to know what additional information Bob can obtain when transforming source states to target states. As we have seen, such a transform is characterized by an expression of the form $G_A = p \Pi^f \circ G_B + (1 - p) \Pi^r$, where the Gram matrices $G_A$ and $G_B$ fully characterize the source and target states (up to unitary equivalence), and $\Pi^f$ and $\Pi^r$ characterize the leak and the redundancy, that is, the residual states when the transform succeeds and when it fails, respectively. One way

\[ \text{To prove this equivalence, note that (11) implies the constraint (12) as the eigenvalues of } \Pi^f \text{ to have non-negative. To see that the inverse holds as well, it suffices to show that if } \lambda_{\Pi^r} \text{ is a vector of positive components which sum up to } N, \text{ then the entries of the vector } \lambda_{G_A} - p \text{DCM}_{\vec{y}} \lambda_{\Pi^f} \text{ sum up to } (1 - p)N. \]  

(12)

Recall that $\text{DCM}_{\vec{y}} \lambda_{\Pi^r}$ is also a vector of eigenvalues of a Gram matrix of a symmetric set of kets. Hence its components also sum up to $N$. Hence, the components of $\lambda_{G_A} - p \text{DCM}_{\vec{y}} \lambda_{\Pi^f}$ sum up to $N - pN = (1 - p)N$, and we have shown the equivalence of constraints (8), (11) and (12).

\[ \text{Such approximations often appear in many proposals for realizations of quantum cryptographic protocols: polarization-encoded photons (which realize a qubit) are often approximated by polarized weak coherent pulses. In this case, almost without exception, a new security analysis is required.} \]  
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by which Alice may quantify the leak of information (embodied in the leak states) is by calculating the accessible information in this set of states. If \( \{ \rho_i \}_{i=0}^{N-1} \) is a set of quantum states, then the accessible information \( I_{\text{acc}} \) in this set of states is bounded above by the Holevo \( \chi \) quantity, \( I_{\text{acc}} \leq \chi(\rho_{\text{AVG}}) = S(\rho_{\text{AVG}}) \), where \( \rho_{\text{AVG}} = 1/N \sum_i \rho_i \) is the average state if each \( \rho_i \) appears equally likely as a message, \( S(\cdot) \) denotes the Von Neumann entropy, and the last equality holds if \( \rho_i \) are pure. If \( \lambda = (\lambda_0, \ldots, \lambda_{N-1}) \) is the vector of the eigenvalues of \( \rho_{\text{AVG}} \), then the Von Neumann entropy can be expressed in terms of the Shannon entropy \( H \) as \( S(\rho_{\text{AVG}}) = -\sum_{i=0}^{N-1} \lambda_i \log \lambda_i \).

If \( A = \{ |a_i\rangle \}_{i=1}^m \) is a set of kets (pure states), then using matrix algebra it can be shown that the non-zero eigenvalues of the matrix \( G_A \) and the operator \( \sum_i |a_i\rangle \langle a_i| \) are equal. Hence, the upper bound on the accessible information in a set of states can be calculated as the Shannon entropy of normalized eigenvalues of the Gram matrix of that set of states. The optimization procedure we have presented, which finds the optimal success probability \( p \), also finds the corresponding vector \( \lambda_{\text{opt}} \). From this, \( \lambda_{\text{opt}} \) is easily computed, which are the eigenvalues of the Gram matrices of the leak and of the redundancy. From these eigenvalues it is then very simple to directly upper bound the accessible information in the leak and the redundancy.

4. Application: from coherent states to qubit states

Traditionally, for most applications of quantum information processing, the information is encoded in qubit states. However, it is also possible to use continuous-variable states, that is, states of the quantum harmonic oscillator (e.g. coherent states). In this section the source states will be a set of coherent states

\[
A = \{ |a_k\rangle = |e^{i\theta_k}\alpha\rangle \}_{k=0,...,N-1}
\]

where \( \alpha \) is a real amplitude and \( \theta_k \) are their phases. The target states are the qubit states in the Bloch sphere \( XY \) plane,

\[
B = \left\{ |b_k\rangle = \frac{1}{\sqrt{2}} \left( |0\rangle + e^{i\theta_k}|1\rangle \right) \right\}_{k=0,...,N-1}
\]

By choosing the angles \( \theta_k \) as \( \theta_k = 2k\pi/N \) we obtain a very common family of encodings, which incidentally renders the sets \( A \) and \( B \) symmetric.

The problem we resolve is finding the optimal uniform transform taking the states in the set \( A \) to those in \( B \). Initially, let us assume \( N \) is even. We may immediately note that the states in \( A \) are linearly independent, so an unambiguous measure-and-prepare process will get us the desired transform succeeding with the success probability of an UDS procedure applied on the states in \( A \). The optimal success probability of such a UDS procedure establishes a lower bound, and an upper bound is found by noting that if \( N \) is even, then the desired probabilistic transform maps any two input states with relative phases differing by \( \pi \) into orthogonal states. Hence, in particular this transform effectively performs unambiguous discrimination of the states \( |\alpha\rangle \) and \( |-\alpha\rangle \). By using the results of section 2.1, the success probability of this UDS procedure (hence of the overall probabilistic transform) is upper bounded by \( p_{\text{bound}} = 1 - \exp(-2\alpha^2) \). This bound is always higher than the probability of unambiguous discrimination, except for the case of two states, where they coincide. The cases for four and eight states are illustrated in figure 1.

In the remainder of this section we prove, constructively, that the upper bound can always be reached. This is done by first obtaining results for the case \( \alpha \leq 1 \), and then using these results, constructing transforms also for the case \( \alpha > 1 \).

To begin, we introduce the notion of a multiprobabilistic transform, defined in [12]. Multiprobabilistic transforms are a generalization of probabilistic transforms, where there
Figure 1. Comparison of the optimal success probability of unambiguous discrimination of four (red, dashed) and eight (blue, dotted) states of a symmetric set of states, as a function of the real amplitude \( \alpha \). The black curve represents the optimal success probability of the coherent to qubit states transform, which is independent of the number of states.

may be many different sets of targets and with some probabilities an input state is transformed to a corresponding state in one of the target sets. For our purposes, we shall define the uniform version of such transforms:

**Definition 5.** Let \( S = \{ |s_i\rangle \}_{i=1}^n \) be a set of source states and \( T^j = \{ |t^j_i\rangle \}_{i=0}^{n-1} \) for \( j = 0, \ldots, k-1 \) be a collection of possible target states. A uniform multiprobabilistic transform \( T \) from the set \( S \) to the sets in \( \{ T^j \} \), succeeding with the probability vector \( (p_0, \ldots, p_{k-1}) \), where \( \sum_{i=0}^{k-1} p_i = 1 \) and for all \( i p_i \geq 0 \), performs

\[
T(|s_i\rangle) = |t^j_i\rangle \text{ with probability } p_j
\]

for \( i = 1, \ldots, n \) and \( j = 0, \ldots, k-1 \).

The set \( T^0 \) corresponding to success probability \( p_0 \) is reserved for the ‘fail outcome’ states, analogous to the redundancy set of states in probabilistic transforms.

As a consequence of theorem 3 in [12], for fixed source set \( S \) and target sets \( \{ T^j \}_{j=1}^{k-1} \) and a probability vector \( (p_0, \ldots, p_{k-1}) \), such a uniform transform exists if and only if there exists a set of Gram matrices of states \( \{ \Pi^j, \Pi^1, \ldots, \Pi^{k-1} \} \) such that the following equality holds:

\[
G_S = p_0 \Pi^j + p_1 G_{T^1} \circ \Pi^1 + \cdots + p_{k-1} G_{T^{k-1}} \circ \Pi^{k-1},
\]

where \( G_S \) is the Gram matrix of the set \( S \) and \( G_{T^j} \) the Gram matrix of the set \( T^j \) for all \( j \). We will call such a transform leakless if the matrices \( \Pi^j = 1 \) for all \( j \) are matrices with all entries being the unity, and redundancy-free if the matrix \( \Pi^j = 1 \).

Let us now define a collection of sets of target states \( B^j \) as

\[
B^j = \{ |b^j_i\rangle \}_{i=0}^{N-1}, \quad j = 1, 2, \ldots, N-1.
\]

That is, the set \( B^j \) comprises states which are \( j \)-fold copies of the elements of the (original target) set \( B \equiv B^1 \), which are the \( XY \) plane qubit states. Then we have the following lemma, which holds specifically for the source and target states of interest:

\[\text{Note that } 1 \text{ is a Gram matrix of any set of unit vectors which are all equal.}\]
Lemma 6. Let the amplitude $\alpha$ of the states in the set $A$, defined in equation (14), satisfy $0 < \alpha \leq 1$. Then there exists a uniform multiprobabilistic transform with the success probability vector $(p_0, \ldots, p_{N-1})$, which takes the states from the set $A$ to the collection of target states $\{B^j\}_{j=0}^{N-1}$ and is redundancy-free and leakless. The failure probability $p_0$ of this transform is equal to $\exp(-2\alpha^2)$.

The proof of this lemma is somewhat cumbersome and left for the appendix. The requirement that the transform be redundancy-free and leakless uniquely fixes the transform, up to the freedom in the choice of the realized fixed failure-outcome states.

As a corollary of this lemma we obtain the desired uniform probabilistic transform from coherent states in $A$, for $0 < \alpha \leq 1$, to the qubit states in $B$, and a characterization of the leak and redundancy for this optimal transform, as we now show.

Corollary 1. Let $A$ and $B$ be symmetric sets of an even number $N$ states, as defined at the beginning of this section, and let $0 < \alpha \leq 1$. Then there exists a redundancy-free uniform probabilistic transform taking the states from $A$ to corresponding states in $B$ succeeding with probability $p_{\text{succ}} = 1 - \exp(-2\alpha^2)$. This transform is also optimal.

Proof. Lemma 6 establishes the existence of a multiprobabilistic uniform transform from the set $A$ to the sets $\{B^j\}_{j=0}^{N-1}$, which is both redundancy-free and leakless, when $0 < \alpha \leq 1$. But then, by theorem 3 in [12] there exists a probability vector $(p_0, \ldots, p_{N-1})$ such that the following equality holds:

$$G_A = p_0 1 + p_1 G_{B^1} + \cdots + p_{N-1} G_{B^{N-1}}.$$  \hspace{1cm} (18)

Note, the expression above is the necessary and sufficient condition given in expression (16) for the existence of a uniform multiprobabilistic transform, which is now both redundancy-free, and leakless.

Since the Hadamard product is distributive, and by expression (A.11), this expression (18) can be rewritten as

$$G_A = p_0 1 + (1 - p_0) G_{B^1} \odot \left( \frac{p_1}{1 - p_0} G_{B^2} + \cdots + \frac{p_{N-1}}{1 - p_0} G_{B^{N-2}} \right),$$  \hspace{1cm} (19)

with $G_{B^0} = 1$. Let us denote expression in the parenthesis in the equation above by $\Pi^s$,

$$\Pi^s = \frac{p_1}{1 - p_0} 1 + \frac{p_2}{1 - p_0} G_{B^2} + \cdots + \frac{p_{N-1}}{1 - p_0} G_{B^{N-2}}.$$  \hspace{1cm} (20)

Note that $\Pi^s$ is a Gram matrix of states, as it is a convex combination of Gram matrices of states. So we have

$$G_A = p_0 1 + (1 - p_0) G_{B^1} \odot \Pi^s.$$  \hspace{1cm} (21)

This expression is a sufficient criterion for the existence of a uniform probabilistic transform taking the defined coherent states to qubit states. Since the fail probability is $p_0 = \exp(-2\alpha^2)$, by the upper bound on the success probability derived at the beginning of this section, it is the lowest possible, and this transform is optimal. This transform is also redundancy-free, as the Gram matrix of the redundancy is $1$, that is, a Gram matrix of a set comprising identical states. The leak of this transform is symmetric by lemma 3, as the matrix $\Pi^s$ is a weighted sum of circulant matrices (see expression (20)), hence circulant itself.

By investigating the expression (20), we can construct the leak states of this transform explicitly. The leak state $|\psi_i\rangle$, corresponding to the input state $|a_i\rangle$ can, up to unitary equivalence, be written as

$$|\psi_i\rangle = \sum_{j=0}^{N-2} \sqrt{\frac{P_{j+1}}{1 - p_0}} |b_j\rangle \otimes |0\rangle \otimes |\psi_i\rangle \otimes |j\rangle.$$  \hspace{1cm} (22)
where the states of the last register (the indicator register) are orthogonal for differing labels, and we define for any state $|\eta\rangle$, the zeroth tensoral power $|\eta\rangle^{00} \equiv 1$ (the unity of the field underlying the Hilbert space, i.e. the number 1). These ‘leaky’ states are superpositions of varying numbers of copies (from zero to $N - 2$) of the target state $|b_k\rangle$, all living in orthogonal subspaces of a larger Hilbert space (due to the orthogonality of the indicator register states).

We will now prove the existence of an optimal transform for any amplitude, also $\alpha > 1$. To do this we first note that coherent states can be ‘split’ into multimode states of a lower amplitude, i.e. there exists an isometry performing $U|e^{i\phi}\alpha\rangle = \bigotimes_{k=0}^{M-1} |e^{i\phi}\beta_k\rangle$, $\forall \phi$, as long as $\alpha^2 = \sum_{k=0}^{M-1} \beta_k^2$. We note that in quantum optics, this transform can be implemented by using balanced beamsplitters and phase shifters. Assume that we are given a set of coherent symmetric states $A$, as defined in equation (14) with $\theta_k = 2\pi k/N$, of amplitude $\alpha > 1$. Each of these states in $A$ can be deterministically taken to the state $\bigotimes_{k=0}^{M-1} |e^{i\phi}\beta_k\rangle$ by ‘splitting’ the coherent state into $M$ modes, where $\beta = \frac{\alpha}{|\pi|^N}$ and $M = (|\alpha| + 1)^2$. Now we have that $\beta \leq 1$ and $\alpha^2 = M\beta^2$, where $M$ is a non-negative integer. By corollary 1 we have that each subsystem state $|e^{i\phi}\beta\rangle$ can be individually transformed to the corresponding qubit state in the set $B$ with probability $\exp(-2\beta^2)$. Note that, if only one of the individual transforms performed on the states $|e^{i\phi}\beta\rangle$ succeeds, then we have succeeded in generating exactly one copy of the target state from the source state $|e^{i\phi}\alpha\rangle$. The probability of the transform failing on all $M$ copies is $\exp(-2\beta^2)^M = \exp(-2\alpha^2)$. Hence, we have the following theorem.

**Theorem 1.** Let $A$ and $B$ be symmetric sets of an even number $N$ states, as defined in equation (14) with $\theta_k = 2\pi k/N$, and let $\alpha > 0$. Then there exists a redundancy-free uniform probabilistic transform taking the states in $A$ to the corresponding states in $B$, succeeding with probability $p_{\text{succ}} = 1 - \exp(-2\alpha^2)$. This transform is optimal.

In the cases of transforms taking states from one finite set to another which are not unitary (but rather deterministic or probabilistic) there always exists unitary freedom in the choice of the leak (and redundancy). Thus, the optimal transformation in theorem 1 is not strictly unique. However, in the cases of deterministic transforms, or redundancy-free optimal transforms such as the one in the theorem above, these transforms are unique up to this unitary freedom in the choice of the leak states. Similar holds for optimal leakless probabilistic (non-deterministic) transforms.

The leak of this overall transform in theorem 1 will in general comprise multimode states, which in some modes contain a fixed state (the modes where the probabilistic transform failed), and in some modes the target qubit and the individual transform leak of the form given in expression (22). In contrast to unambiguous discrimination procedures for symmetric coherent states, the success probability of these optimal transforms generating qubit states does not depend on the number of states, as we now show. In the analysis above, we have initially assumed that the number of possible input states is even. As the success probability holds for any even number of states, the probabilistic transform can be done with the same success probability even when the number of states is $N$ for an odd $N$. To see this, simply consider the transform which works for $2N$ states. The initial odd numbered symmetric states will be an interlaced subset of the extended set. Thus, the transform defined for all the $2N$ states will work with the given uniform success probability. But then, if we simply restrict the domain of this transform to the initial odd $N$ number of states, we obtain the transform succeeding with the same success probability for an odd number of states. However, here we do not have the validity of the upper bound any more, and it is not clear this success probability is optimal. While we do not offer a proof that the same bound holds for odd numbered states, evidence from performed numerical testing confirms this hypothesis.
An interesting aspect of the presented transform is that the success probability does not depend on the number of source and target states. Therefore it is possible that the same success probability may be reached when we consider the limit of an infinite number of states, \( N \to \infty \). However, in the proofs of lemmas in this analysis, the finiteness of \( N \) is used, so proving this extension to the limit may be non-trivial. In the following section, we will however present a proposal for the realization of the presented transform, which does not assume a finite number of states, but achieves optimality in an asymptotic limit only.

4.1. Transforming coherent to qubit states using optical state truncation

After these results on the existence of optimal transforms, we will look at practical ways of implementing such transforms. A straightforward way of (sub-optimally) generating the desired qubit states from the source coherent states is through optical state truncation (OST) \([21]\) or ‘quantum scissors’, as we will now describe. For a single mode state, such as a coherent state, OST is the probabilistic and heralded projection of the input state to a finite subspace (as defined by a selection of a number of Fock states), followed by renormalization of the state vector. OST has been realized using a linear optical network \([22]\). In this section we will focus on truncation to the subspace of the first two Fock states. Given the input state expanded in the number basis,

\[ |\psi\rangle = \sum_{i=0}^{\infty} c_i |i\rangle, \]

where \( \sum_i |c_i|^2 = 1 \), OST is characterized by the POVM (POM) elements

\[ \Pi_s = |0\rangle\langle 0| + |1\rangle\langle 1|, \quad \Pi_f = I - \Pi_s \] (23)

and, upon success, produces the state

\[ |\psi_{\text{trunc}}\rangle = N (c_0 |0\rangle + c_1 |1\rangle) \]

where the normalization factor is \( N = (|c_0|^2 + |c_1|^2)^{-1/2} \). If we now consider the input state to be a state from our source set of \( N \) coherent states,

\[ |a_j\rangle := |e^{i\theta_j} \alpha \rangle = e^{-\alpha^2/2} \sum_{k=0}^{\infty} \frac{\alpha^k e^{i\theta_j}}{\sqrt{k}} |k\rangle, \] (24)

we see that the output state, after successful OST, which occurs with probability \( p_{\text{OST}} = e^{-\alpha^2} (1 + \alpha^2) \), is

\[ |a_j\rangle_{\text{OST}} = \frac{1}{\sqrt{1 + \alpha^2}} (|0\rangle + \alpha e^{i\theta_j} |1\rangle). \] (25)

If \( \alpha = 1 \), this transform produces exactly the desired target qubit states.

This realization does not, however, give the optimal success probability. The success probability of this transform for \( \alpha = 1 \) is approximately 0.735, which is less than the optimal value of approximately 0.864. The success probability of optical truncation to the vacuum and single photon subspace approaches unity more than exponentially quickly as the amplitude tends to zero. For \( \alpha \neq 1 \), the truncation will not produce the targeted qubit state, due to an uneven distribution of the weights between the \( |0\rangle \) and \( |1\rangle \) states. Re-weighting of the amplitudes can, however, also be achieved probabilistically, so now we consider the performance of the coherent to qubit transform realized by state truncation, followed by redistribution of the weights, for amplitudes \( \alpha < 1 \).
The redistribution of weights may optimally be done by applying a POVM defined by the positive elements

\[ P_f = \gamma |0\rangle \langle 0|, \quad P_s = I - P_f, \]

where \( \gamma = 1 - \alpha^2 \). These transforms fall into a class we call *umbrella transforms*. The success rate (the probability of outcome associated with \( P_s \)) of this transform is \( p_{\text{umb}} = 2\alpha^2/(1 + \alpha^2) \), hence the overall success probability of optical truncation followed by an umbrella transform for weight redistribution is

\[ p_{\text{overall}} = p_{\text{umb}} p_{\text{OST}} = \frac{2\alpha^2}{1 + \alpha^2} e^{-\alpha^2/(1 + \alpha^2)} = 2\alpha^2 e^{-\alpha^2}. \]

This value is always below the success probability of the optimal transform as the quotient \( p_{\text{opt}}/p_{\text{overall}} \) is equal to

\[ \frac{p_{\text{opt}}}{p_{\text{overall}}} = \frac{\sinh(\alpha^2)}{\alpha^2}, \]

which is always greater than 1 on the interval of interest, approaching unity when \( \alpha \to 0 \).

### 4.2. Asymptotic optimality through beamsplitting

While the optimal transform of coherent to qubit states cannot be realized by OST followed by an umbrella transform to redistribute relative weights, it is evident that this transform performs better and better as the amplitude is reduced. It is natural to check whether a beamsplitting pre-procedure, analogous to the one used to prove the optimality theorem in the \( \alpha > 1 \), may be used to boost the overall success probability.

The procedure goes as follows: the input state of real amplitude \( \alpha \) is ‘beamsplitted’ into \( M \) modes of amplitude \( \alpha/\sqrt{M} \) with the same complex phase as the initial beam (as was done in the proof of theorem 1). Then OST is applied to each of the beams, and if an individual OST succeeds, an umbrella transform is applied to re-weigh the vacuum and \( |1\rangle \) components. The overall procedure succeeds if, for at least one of the split off beams, both the truncation and the umbrella transform are successful.

As we have shown, for a real amplitude \( \alpha \), a re-weighted OST produces the corresponding qubit state succeeds with probability \( p_{\text{overall}} = 2\alpha^2 e^{-\alpha^2} \). Then, the success probability of the strategy where the input beam has been split into \( M \) beams is given by

\[ p_{\text{overall}}(M) = 1 - \left( 1 - \frac{\alpha^2}{M} e^{-\alpha^2/M} \right)^M. \]

In the asymptotic case of infinitely many ‘splits’, the failure probability becomes

\[ p_{\text{overall},\infty} = \lim_{M \to \infty} \left( 1 - \frac{\alpha^2}{M} e^{-\alpha^2/M} \right)^M = e^{-2\alpha^2}, \]

which is equal to the failure probability of the optimal transform.

The graph in figure 2 compares the success probabilities of the optimal transform and the beamsplitter-assisted strategies for various numbers of splits \( M \). This procedure can then arbitrarily well approach the optimal success probability. It is suitable for experimental realizations, as both quantum scissoring and the weight redistribution using umbrella transforms may be realized experimentally.
Figure 2. Comparison of the success probability of the optimal coherent to qubit states transform and the transform realized by beamsplitting into $M$ beams of equal real amplitudes, followed by quantum scissors, followed by relative weight normalization between the vacuum and non-vacuum components on each of the weaker beams. The $x$ axis gives the input amplitude $\alpha$ and $y$ the success probabilities. The full (black) curve is the success probability of the optimal transform, and the (red) dashed curves the success probabilities of the beamsplitter-assisted quantum scissors strategies for $M = 1, \ldots, 10$. The longer-dashed curves correspond to larger parameter $M$.

5. Conclusions

In this work we have addressed probabilistic transforms taking states from a ‘source’ to a ‘target’ set of quantum states, with emphasis on the case where these sets are symmetric. Such transforms can for example serve as interfaces between continuous-variable and finite-dimensional quantum systems. State-dependent cloning and quantum state discrimination are also special cases of probabilistic transforms.

We have emphasized that in a probabilistic transform, information may be lost and leaked, which may have an impact on the protocol efficiency or security. For this purpose we introduced the concepts of the leak and redundancy of a probabilistic transform. We have demonstrated how symmetric source and targets sets, which arise naturally in many quantum information applications, allow for a much simpler theory. In particular, we derived a linear program which finds optimal uniform probabilistic transforms in this symmetric setting, ending with expression (6) in section 3.1. This constitutes a significant simplification over optimization techniques which must be employed in more general cases, and the dimensionality of the search space is reduced quadratically in the number of states considered. The presented method also allows for a simple characterization of the aforementioned leak and redundancy.

Following this, we applied the derived theory to the problem of transforming a particular set of coherent states to a particular set of qubit states. Here, the set of input states comprised coherent states of a fixed mean photon number $|\alpha|^2$ with differing relative complex phases. The target set comprised qubits in equally weighted superposition of $|0\rangle$ and $|1\rangle$ states with relative phases matching the relative phases of the input coherent states, as defined in section 4. Both sets appear in many quantum information protocols. The considered set of coherent states are so-called ‘phase-locked’ quantum states (e.g. used for quantum key distribution) suitable for long-range communication, and the set of qubit states is ubiquitous in quantum computation. For this setting, we derived the optimal transform success probability (which was proven to equal $1 - \exp(-2|\alpha|^2)$ in section 4) and characterized the leak and the redundancy. By using...
beamsplitting, followed by the well-studied process of optical state truncation or ‘quantum scissors’, and an experimentally feasible amplitude re-weighing procedure, a probabilistic transform between these sets of states can be realized, albeit with sub-optimal success probability. The success probability of this procedure can however be made to asymptotically approach the optimal success probability.

An immediate application of such a transform may be in the realization of universal blind quantum computation (UBQC) [18], in a case where the client is restricted to producing coherent states, in contrast to the single-qubit states required by the original protocol. A related procedure for this scenario was recently suggested in [23], where phase-randomized weak coherent states were used, and the information was encoded in the polarization. This encoding the information remained essentially unitarily equivalent to the original single-qubit encoding. The question whether UBQC is possible when the client uses phase-encoded coherent states (where the unitary equivalence no longer holds) remains open. Finally, the approaches developed in this paper may be applied to the task of amplifying coherent states truly perfectly, which can be achieved probabilistically when the number of possible phases is finite. This will be the subject of further work.
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Appendix. Proofs of lemmas

Here we give the proofs of the lemmas which were stated in the main body of the paper. For the reasons of brevity, occasionally we will skip through technical details, and rather present the main ideas. We begin by proving the uniformization (lemma 2) and symmetrization (lemma 4) lemmas.

Proof of lemmas 2 and 4

Proof of lemma 2. As noted, each probabilistic transform may be realized as a unitary transform acting on an augmented Hilbert space, followed by a measurement of an indicator register. In the circuit of figure A1, the transform $T$ is represented by this extended unitary $W$. As both the input and output sets of states are symmetric, there exist unitaries which sequentially shift through the states of the set, obeying the intrinsic order. We denote these unitaries by $U$ and $V$, corresponding to the sets $A$ and $B$ respectively, and the controlled powers of these unitaries appear in the circuit. The state $|\text{Aux}\rangle$ is pre-set to be the uniform superposition

$$|\text{Aux}\rangle = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} |k\rangle,$$

where $|k\rangle$ is the $l$ qubit state of the computational basis $|b_{l-1}\rangle \otimes \cdots \otimes |b_0\rangle$, $b_j \in \{0, 1\}$ for all $j$ such that $(b_{l-1}, \ldots, b_0)_2 = (k)_{10}$, where the subscripts designate the base of the number representations.

First let us show that the circuit shown performs the desired transform. The state of the system at cut $A$ in the circuit is

$$\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} |k\rangle |U_k \oplus k \mod N\rangle |\text{Aux}_2\rangle |0\rangle,$$
Figure A1. The quantum circuit by which a probabilistic transform, realized by the action of a unitary $W$ acting on an augmented Hilbert space followed by the measurement of an indicator register, can be ‘uniformized’. The same circuit also serves to symmetrize the leak and the redundancy of a uniform probabilistic transform. In the proofs of lemmas we will address the states of the system above at cuts $A$ and $B$ denoted in the figure.

where $|\text{Aux}_2\rangle$ is some fixed auxiliary state in a sufficiently dimensional state space. The notation we shall use corresponds to the notation used in formula 3. Following this, the transform $T$ is applied to the register which contained the input state. The transform is explicitly realized as a unitary $W$ acting on a bigger space. The state at cut $B$ in the circuit is

$$
\frac{1}{\sqrt{N}} \left( \sum_{k=0}^{N-1} \sqrt{p_{i+k \mod N}} |h_{i+k \mod N}\rangle |\psi_{i+k \mod N}\rangle \right) |0\rangle 
+ \frac{1}{\sqrt{N}} \left( \sum_{k=0}^{N-1} \sqrt{1 - p_{i+k \mod N}} |\psi_{i+k \mod N}\rangle \right) |1\rangle.
$$

(A.3)

If the measurement outcome of the indicator (the last) register corresponds to the state $|0\rangle$, then the transform has succeeded (cf expression 3). From the expression above, it can be seen that this happens with probability $p = \frac{1}{N} \sum_{i=1}^{N} p_i$. Assume that the indicator measurement yielded the desired output. The section of the circuit after cut $B$ undoes the controlled rotations, and the state at the end of the entire circuit is

$$
N \sum_{k=0}^{N-1} \sqrt{p_{i+k \mod N}} |h_{i+k \mod N}\rangle |\psi_{i+k \mod N}\rangle.
$$

(A.4)

The middle register contains the desired output state, and the rest of the system contains a new leak. This overall procedure constitutes the new, uniformized probabilistic transform $T'$ from the statement of the lemma, which succeeds with the averaged probability $p$. This proves lemma 2. □

One can verify that the new leak, generated by the ‘uniformized’ transform described above, comprises a symmetric set of states. Using an analogous analysis, one can show that the redundancy (state generated in case of the measurement outcome corresponding to the $|1\rangle$ state in the indicator register) is a symmetric set as well. Now, if the extended unitary $W$ corresponds to a uniform probabilistic transform, with leak and redundancy which are not symmetric, then the extended transform of figure A1 will have the same success probability as
W itself, and the leak and redundancy will be symmetrized. Thus, the analysis above proves lemma 4 as well.

**Proof of lemma 3.** Let \( A = \{ |\alpha_k\rangle \}_{k=0}^{N-1} \) be a set of kets. We first show the necessity. If the set of kets is symmetric, then its Gram matrix is circulant. Let \( U \) be the unitary which sequentially shifts through the set of kets, obeying the intrinsic order. Then the Gram matrix may be written as

\[
G_A = [(|\alpha_p\rangle \langle \alpha_q|)]_{p=0}^{N-1,q=0}^{N-1} = [(a_0|U|^p U^\dagger |a_0\rangle)]_{p=0}^{N-1,q=0}^{N-1} = [(a_0|U_q^{-p}|a_0\rangle)]_{p=0}^{N-1,q=0}^{N-1}.
\]

(A.5)

It is easy to verify that the last matrix in the sequence of equalities above is circulant.

Next we show the sufficiency. If \( A \) is a set of states such that its Gram matrix \( G_A \) is circulant, then it is symmetric. Since \( G_A \) is a matrix of states, we have that \( G_A \) allows the Cholesky decomposition, that its spectrum \( \{ \lambda_k \}_{k=0}^{N-1} \) is real, non-negative and sums up to \( N \) (as the trace is preserved under basis change), and as it is circulant, we have that it diagonalizes in the \( uDFT \) basis. Using these properties and a bit of matrix algebra, one can show that if a set of kets \( \{ |\psi_k\rangle \}_{k=0}^{N-1} \) has \( G_A \) as a Gram matrix, then its elements can be written as

\[
|\psi_k\rangle = \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} \frac{1}{\sqrt{\lambda_j}} e^{2\pi i j k/N} |b_j\rangle,
\]

(A.6)

where the kets \( \{ |b_j\rangle \}_{j=0}^{N-1} \) comprise an orthonormal basis, and we define the coefficient \( \frac{1}{\sqrt{\lambda_j}} \) to be zero if \( \lambda_j = 0 \). Consider the unitary \( U \), acting on the \( \{ |b_j\rangle \}_{j} \) basis as follows:

\[
U |b_j\rangle = e^{2\pi i j/N} |b_j\rangle.
\]

(A.7)

By applying \( U \) on the ket \( |\psi_k\rangle \) we have:

\[
U |\psi_k\rangle = \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} \frac{1}{\sqrt{\lambda_j}} e^{2\pi i j k/N} U |b_j\rangle
\]

\[
= \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} \frac{1}{\sqrt{\lambda_j}} e^{2\pi i j k/N} |b_{j+k mod N}\rangle = |\psi_{k+1 mod N}\rangle.
\]

(A.8)

Hence, the set of kets \( A \) which they represent is symmetric and this proves the lemma. \( \square \)

The following lemmas were given in section 4. In their proofs we shall adhere to the notation of the main body of the paper.

**Proof of lemma 6.** As noted in the main body of the paper, the desired transform exists if and only if

\[
G_A = p_0 \Pi^f + p_1 G_B^1 \circ \Pi^1 + \cdots + p_{N-1} G_B^{N-1} \circ \Pi^{N-1}
\]

(A.9)

holds for a vector of probabilities \( \{ p_0, \ldots, p_{N-1} \} \) and for a set of Gram matrices of states \( \{ \Pi^f, \Pi^1, \ldots, \Pi^{N-1} \} \). Acknowledging the requirement that this transform is leakless and redundancy-free the criterion becomes

\[
G_A = p_0 \mathbf{1} + p_1 G_B^1 + \cdots + p_{N-1} G_B^{N-1},
\]

(A.10)

where \( \mathbf{1} \) is a matrix with all entries being the unity.

The matrix \( G_B^j \) can be written as

\[
G_B^j = G_B \circ \cdots \circ G_B := G_R^j,
\]

(A.11)
and since $G_A$, $G_B$ are circulant, and the Hadamard product of circulant matrices is circulant, $G_{\beta j}$ is circulant for all $j$. Hence all the matrices in expression (A.10) simultaneously diagonalize in the unitary discrete Fourier transform basis so we can write this criterion in terms of vectors of eigenvalues of the corresponding matrices:

$$\lambda_{G_A} = p_0 \lambda_1 + p_1 \lambda_{G_A} + \cdots + p_{N-1} \lambda_{G_{B_{N-1}}}.$$  

(A.12)

The vector $\lambda_1$ is the first vector of the canonical basis$^9$ multiplied by $\frac{N}{2}$.

It can be shown that, for any $N$, the vector of eigenvalues of $G_{\beta}$ has only the first two eigenvalues non-zero, and their value is $\frac{N}{2}$. From this, using the properties given in expressions (9) and (10), we can see that, for $k \leq N - 1$, the vector of eigenvalues of $G_{\beta j}$ is given by

$$\lambda_{G_{\beta j}} = \frac{N}{2^k} \left[ \left( \begin{array}{c} k \\ 0 \end{array} \right), \left( \begin{array}{c} k \\ 1 \end{array} \right), \ldots, \left( \begin{array}{c} k \\ k \end{array} \right), 0, \ldots, 0 \right]^T.$$  

(A.13)

Let $M$ be the column matrix defined by

$$M = [N e_1 | \lambda_{G_{\beta}} | \lambda_{G_{\beta^2}} | \cdots | \lambda_{G_{\beta^{N-1}}}].$$  

(A.14)

Then we can rewrite the condition (A.12) as a system of equations,

$$\lambda_{G_A} = M \vec{p}.$$  

(A.15)

where $\vec{p} = [p_0, \ldots, p_{N-1}]^T$. Since $M$ is upper-triangular, with non-zero element across the diagonal, it is invertible. Hence, there exists a unique vector $\vec{p}$ satisfying the system above.

The sum of the elements of a column of the matrix $M$ is $N$, so we can see (by multiplying the system (A.15) with the row vector $\frac{1}{N} [1, \ldots, 1]$ from the left) that $\sum_{i=0}^{N-1} p_i = 1$, as the sum of the eigenvalues of $G_A$ is $N$.

To prove the stated lemma, we need to show that all the values $p_i$ are non-negative (for $0 < \alpha \leq 1$), and that we need to show that $p_0 = \exp(-2\alpha^2)$. We begin by showing the positivity of values $p_i$, as stated, and we finish of the proof by showing that $p_0 = \exp(-2\alpha^2)$.

As noted above, the system (A.15) has a unique solution (and $M^{-1}$ exists), and we need to show that the solution vector comprises positive elements, i.e.

$$M^{-1} \lambda_{G_A}$$  

(A.16)

is a vector of non-negative real numbers. Note that the matrix $M$ can be written as $M = M' D$, where $M'$ collects all the binomial coefficients and $D$ is a diagonal matrix which appropriately assigns the weights to the columns of $M$. The $k$th column of matrix $M'$ is then given by

$$\left[ \left( \begin{array}{c} k \\ 0 \end{array} \right), \left( \begin{array}{c} k \\ 1 \end{array} \right), \ldots, \left( \begin{array}{c} k \\ k \end{array} \right), 0, \ldots, 0 \right]^T.$$  

The inverse of $M$ is then

$$M^{-1} = D^{-1} M'^{-1}.$$  

(A.17)

As the matrix $D^{-1}$ comprises only positive elements (moreover it is also diagonal), in order to show that the expression (A.16) is a non-negative vector, it will suffice to show that

$$M'^{-1} \lambda_{G_A}$$  

(A.18)

is a non-negative vector. Let $S$ be a diagonal matrix of size $N$ of alternating signs, the first sign being positive. Using known properties of sums of binomial coefficients, one can show that $S M' S$ is the inverse of the matrix $M'$. We omit the proof of this claim as the proof is technical, and the details are of no further consequence.

$^9$ A vector with 1 as the first entry and zeros elsewhere.
Now we proceed to show that each entry of the vector
\[ M^{(i-1)} \lambda_{G_A} = S.M'.S\lambda_{G_A} \]
(A.19)
is non-negative, if the amplitude \( \alpha \) is a positive and less or equal to unity. Let \( \lambda_j \) be the \( i \)th eigenvalue of the matrix \( G_A \), i.e. the \( i \)th component of \( \lambda_{G_A} \). Note that the enumeration starts at zero. Then the \( k \)th entry of the vector \( S.M'.S\lambda_{G_A} \) is given by
\[ (v_k)^T S.M'.S\lambda_{G_A} = \sum_{j=k}^{N-1} (-1)^{j+k} \binom{j}{k} \lambda_j. \]
(A.20)
The last entry of the vector \( S.M'.S\lambda_{G_A} \) is the last eigenvalue of \( G_A \), hence positive, so for the expression (A.20) to be positive, it suffices to show that
\[ \binom{j}{k} \lambda_j - \binom{j+1}{k} \lambda_{j+1} \geq 0 \]
for all \( 0 \leq k < N - 1 \) and \( k \leq j < N - 1 \). This expression simplifies to
\[ \binom{j}{k} \lambda_j - \binom{j+1}{k} \lambda_{j+1} = \binom{j}{k} \left( \lambda_j - \frac{j+1}{j-k+1} \lambda_{j+1} \right). \]
(A.22)
Since \( \binom{j}{k} \) is positive, we only need to show that the following holds:
\[ \frac{j+1}{j-k+1} \lambda_{j+1} \geq 0. \]
(A.23)
In order to show this, we need to analyse the structure of the eigenvalues appearing as components of \( \lambda_{G_A} \). Recall, \( \lambda_{G_A} \) was defined as the discrete Fourier transform of the first row of \( G_A \). Using the expansion of coherent states in the Fock basis the \( j \)th eigenvalue can be given as
\[ \lambda_j = \sum_{l=0}^{N-1} \exp(-2jl\pi i/N) \sum_{r=0}^{\infty} \frac{e^{-a^2}}{r!} \exp(2lr\pi i/n). \]
(A.24)
This can further be rearranged as follows:
\[ \lambda_j = e^{-a^2} \sum_{l=0}^{N-1} \sum_{r=0}^{\infty} \exp(-2jl\pi i/N) \frac{a^{2r}}{r!} \exp(2lr\pi i/n) \]
(A.25)
\[ = e^{-a^2} \sum_{r=0}^{\infty} \frac{a^{2r}}{r!} \sum_{l=0}^{N-1} \exp(2lr\pi i/n), \]
(A.26)
where in order to get to expression (A.26), we used the fact that the infinite sum above is absolutely convergent, hence allows the commuting of sums.

By the properties of sums of roots of unity, the expression \( \sum_{l=0}^{N-1} \exp(2lr\pi i/n) \) is equal to \( n \) if \( r - j \) is divisible by \( N \) and zero otherwise. Hence we get
\[ \lambda_j = e^{-a^2}N \sum_{r=0}^{\infty} \frac{a^{2(Nr+j)}}{(Nr+j)!}. \]
(A.27)
The elements in the sum above appear as the summands in the Taylor expansion of \( e^{a^2} \); for \( j = 0 \), this sum collects every \( N \)th summand from the Taylor series expansion, starting from the zeroth summand. For any other \( j \) it collects every \( N \)th summand from the Taylor series expansion, starting from the \( j \)th summand. We note that the eigenvalues above, for a fixed \( N \) can be expressed in a closed form in terms of generalized hypergeometric functions.
We set out to show that inequality (A.23) holds. By inserting the explicit expressions for the eigenvalues we have derived, we obtain the expression
\[
\lambda_j - \frac{j + 1}{j - k + 1} \lambda_{j + 1} = e^{-\alpha^2} N \left( \sum_{r=0}^{\infty} \frac{\alpha^{2(Nr+j)}}{(Nr+j)!} - \frac{j + 1}{j - k + 1} \sum_{r=0}^{\infty} \frac{\alpha^{2(Nr+j+1)}}{(Nr+j+1)!} \right),
\tag{A.28}
\]
and again by absolute convergence of the sums above we may reshuffle them and obtain
\[
e^{-\alpha^2} N \sum_{r=0}^{\infty} \frac{\alpha^{2(Nr+j)}}{(Nr+j)!} \left( 1 - \frac{j + 1}{(j - k + 1) (Nr+j+1)} \alpha^2 \right).
\tag{A.29}
\]
The expression above is positive if the expression in the last parenthesis is positive. Now we inspect the coefficient with the term \(\alpha^2\) in the parenthesis,
\[
\frac{j + 1}{(j - k + 1) (Nr+j+1)}.
\]
This expression is always positive, and note that the denominator \((j - k + 1)\) is greater or equal to unity, and the denominator \((Nr+j+1)\) is larger or equal to \(j + 1\), so the entire expression is less or equal to unity. But then for \(\alpha \leq 1\) the expression (A.29) is non-negative.

To finish the proof we need to show that
\[
\lambda_0 = e_0^T M^{-1} \lambda_G.
\]
Recall, \(\lambda_G = \text{DFT} \cdot (e_0^T \cdot G_A)\) (i.e. the DFT of the first row of the Gram matrix of the set \(A\) is the vector of eigenvalues of \(G_A\)). The exact form of \(M^{-1}\) was given in expression (A.17), and we can see that
\[
e_0^T M^{(-1)} = \frac{1}{N} [1, -1, 1, \ldots, 1, -1].
\]
Thus, it holds that
\[
p_0 = e_0^T M^{(-1)} \text{DFT} \cdot (e_0^T \cdot G_A) = \frac{1}{N} [1, -1, 1, \ldots, 1, -1] \cdot \text{DFT} \cdot (e_0^T \cdot G_A).
\]
We can see that that
\[
[1, -1, 1, \ldots, 1, -1] \cdot \text{DFT} = Ne_{N/2},
\]
as this is equivalent to adding a \(\pi\) phase to each of the rows of the DFT matrix and then summing up the rows. Without the phase shift, the sum of the rows is a vector with a non-zero entry only at the first position. The phase shift corresponds to a cyclic permutation of columns by \(N/2 - 1\) positions, so the sum of the rows of the permuted DFT matrix has the only non-zero entry at the \((N/2 + 1)\)st, and this entry is \(N\). Hence we have
\[
p_0 = e_{N/2} \cdot (e_0^T \cdot G_A) = \exp(-2\alpha^2),
\]
and we have proven our lemma. \(\square\)
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