Data signal demodulation based on machine learning for digital signage and image sensor based visible light communication
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Abstract: In this paper, we discuss a visible light communication (VLC) system using a digital signage and an image sensor. We focus on the demodulation part and propose a method that demodulates transmitted data signals from received images of the image sensor using machine learning. The performance of the proposed machine learning-based demodulation method is evaluated for various datasets that simulate noise, blurring, and misalignment that may occur in received images.
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1 Introduction

Digital signage is a medium that displays advertisement images and various useful information using electronic display devices and has already been equipped in many places. Several VLC schemes have been studied in which wireless communication is realized by superimposing data signals on displayed images of the digital signage and capturing them with an image sensor such as a smartphone camera. Related research, including a method of modulating the backlight of digital signage at high speed [1], modulation methods using frequency domain transformation [2, 3], and modulation methods using color’s chroma components that are difficult for human eyes to perceive [4, 5], have been studied. These studies mainly focus on the processing of the transmitter side. In the processing of the receiver side, all of them detect and extract the data signal part from the captured image and demodulate the data signal by a threshold decision.

We focus on applying machine learning to such digital signage and image sensor based VLC schemes. In digital watermarking, which is one of the techniques to superimpose data signals, the literature [6] utilized compression and decompression of an autoencoder and improved the accuracy of superimposition. In this paper, we apply machine learning to construct a new signal demodulation method for the VLC systems like [4, 5] to achieve more accurate signal demodulation. As a first step, the proposed method demodulates data signals from received images using machine learning in which the communication channel simulates noise, blurring, and misalignment that may occur in received images. We compare the proposed method with the conventional method and clarify its effectiveness.

2 System model

Figure 1 shows a simplified system model that focuses only on data signal demodulation of the VLC systems, in which data signal is superimposed as an image with square cells corresponding to binary data bits. The proposed method demodulates the transmitted data signal from the received image via the communication channel. In the communication channel, we assume that there are misalignment during signal detection, blur caused by light diffusion and lens, and noise caused by illumination and background images, and these are modeled as translation or projection, smoothing, and Gaussian noise, respectively.
2.1 Modulation
The data signal $d$ to be transmitted is represented as $M \times N$ binary symbol matrix and defined as follows.

$$d = \begin{bmatrix} d_{1,1} & \ldots & d_{1,N} \\
\vdots & \ddots & \vdots \\
\vdots & \vdots & \vdots \\
d_{M,1} & \ldots & d_{M,N} \end{bmatrix}$$

$d_{m,n} = \{0, 1\} (m = 1, 2, \ldots M, n = 1, 2, \ldots N)$

The transmitted image $D$ corresponding to $d$ is generated as an image that has width $I$ [pixel] and height $J$ [pixel] and consists of $M \times N$ square cells. Each cell corresponds to each data symbol and contains pixels of width $I/M$ and height $J/N$.

The cell $C_{m,n}$ is defined as follows, where $\alpha$ is the signal intensity.

$$C_{m,n} = \begin{cases} 
\begin{bmatrix} 0 & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & 0 \\
\alpha & \ldots & \alpha \\
\vdots & \ddots & \vdots \\
\alpha & \ldots & \alpha 
\end{bmatrix} (d_{m,n} = 0) \\
\begin{bmatrix} 0 & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & 0 \\
\alpha & \ldots & \alpha \\
\vdots & \ddots & \vdots \\
\alpha & \ldots & \alpha 
\end{bmatrix} (d_{m,n} = 1) 
\end{cases}$$

2.2 Channel
To represent the misalignment of detection of the data signal part at the receiver, $D$ is treated as an image with a margin of $\beta$ on the 4 sides. The translation generates an image in which $D$ is centered or translated by $\beta$ to 8-neighborhood directions, and the projection generates an image in which the 4 corners of $D$ are moved by $\beta$ to the inside or outside or non-moving. After the translation or projection, the smoothing generates a Gaussian filtered image with standard deviation $\sigma_f$, and then Gaussian noise with mean 0 and standard deviation $\sigma_n$ is added on each pixel. Finally, by taking the absolute value, the received image $D_{\text{tfn}}$ is generated.

2.3 Demodulation
The received image $D_{\text{tfn}}$ is input to a trained demodulator to obtain the demodulated data signal $\hat{d}$. The demodulator is constructed by learning various images that reproduce the degradation caused by the communication channel.
3 Data signal demodulation method using machine learning

In our implementation, the transmitted data signal $M \times N$ is set to $4 \times 4$; the cell size $I \times J$ is set to $8 \times 8$ [pixels]; the signal intensity $a=10$; $\beta=2$ for the translation and the projection, and therefore the size of the received image is $36 \times 36$ [pixel].

3.1 Machine learning model

The proposed model of machine learning is shown in Table 1(a). We use a convolutional neural network based deep learning of Keras API of TensorFlow 2. The proposed model is based on the well-known VGG16 [7]; however, the convolution is limited to three layers due to the input image size, and because the ratio of noise to the input image is large in the considered system, the kernel of the convolution is set to $5 \times 5$. In addition, because there is a tendency to lose the information of cells with pixel value 0 if with the max pooling, the average pooling is used. The output layer outputs the likelihood of each of the binary data symbols using the Sigmoid function in the range of 0 to 1. The demodulated data signal $\hat{d}$ is obtained by thresholding the outputs with the center value, 0.5.

3.2 Datasets

The datasets are shown in Table 1(b). The training images includes all data signal patterns, all translation and projection patterns, and several smoothing and noise patterns. The training images and the correct data signals are trained in the following three ways.

(A) The dataset includes smoothing and noise.

(A)+(B) The dataset includes smoothing, noise, and translation.

(A)+(B)+(C) The dataset includes smoothing, noise, translation, and projection.

The loss function is mean-square error, and mini-batch learning is performed, where the mini-batch size is 4096 and the number of training sessions is 15. When inputting these images for training and validation, the input image is preprocessed by linear transformation so that the minimum and maximum of pixel values become 0 and 255, respectively.

Table 1 Machine learning model

| Layer | Output size |
|-------|-------------|
| Input | Received image $36 \times 36 \times 1$ |
| Layer1 | Convolution $(5 \times 5 \times 3)$ $32 \times 32 \times 3$ |
| Layer2 | Average pooling $(2 \times 2)$ $16 \times 16 \times 3$ |
| Layer3 | Convolution $(5 \times 5 \times 128)$ $12 \times 12 \times 128$ |
| Layer4 | Convolution $(5 \times 5 \times 256)$ $8 \times 8 \times 256$ |
| Layer5 | Average pooling $(2 \times 2)$ $4 \times 4 \times 256$ |
| Layer6 | Dropout (0.5) $4 \times 4 \times 256$ |
| Layer7 | Flatten $4096$ |
| Layer8 | Dense (ReLU) $128$ |
| Layer9 | Dropout (0.25) $128$ |
| Layer10 (Output) | Dense (Sigmoid) $16$ |
4 Performance evaluation

4.1 Evaluation methods
We evaluate the performance of the proposed demodulation method by using the bit error rate and comparing it with the threshold decision method used in the previous studies. The validation images are processed in the same way as the training images and used for the evaluation. Different from the training images, these are unknown images for the demodulator because of the random Gaussian noise. The demodulator does not know the correct data signal, the translation, projection, smoothing, and noise parameters of the validation images, and its output is decided only by the weights obtained through training.

To clarify the effect of the training contents on the demodulation performance in the three trained neural networks with (A), (A)+(B), and (A)+(B)+(C) shown in Section 3.2, the evaluation are performed for each of the validation data (A), (B), and (C). The cell average method, which is the target of comparison, thresholds the average pixel values in each cell without considering the translation and projection for the validation images. Here, the threshold value is set to 5.0 because the signal intensity $\alpha = 10$.

4.2 Evaluation Results
Figure 2 shows the bit error rates of the cell average method and the proposed method. The performance of the proposed method is shown for training the three different datasets. In each method, the left bar (blue), the center bar (orange), and the right bar (black) shows the bit error rates for the evaluation of the validation data (A), (B), and (C), respectively.
Compared with the cell average method, the proposed method significantly improves the bit error rate for the learned image in both cases. In the cell average method, because the average value of each data cell is highly affected by random noise and interference among neighboring data cells due to misalignment and blur, a fixed threshold value cannot make a correct decision. In contrast, the proposed method acquires positional universality by using weights acquired by learning images with various type of misalignment, blur, and noise in advance, and can correctly decide data cells even if with ambiguous boundaries and noise.

5 Conclusion

This paper proposed a signal demodulation method using machine learning for digital signage and image sensor VLC. The proposed demodulator with a convolutional neural network was trained by various datasets including smoothing, noise, translation, and projection that may occur in received images. Through the evaluation of the bit error rate and the effect of training datasets, it was shown that the proposed method is superior to the conventional method.
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