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Abstract

In population protocols, the underlying distributed network consists of $n$ nodes (or agents), denoted by $V$, and a scheduler that continuously selects uniformly random pairs of nodes to interact. When two nodes interact, their states are updated by applying a state transition function that depends only on the states of the two nodes prior to the interaction. The efficiency of a population protocol is measured in terms of both time (which is the number of interactions until the nodes collectively have a valid output) and the number of possible states of nodes used by the protocol. By convention, we consider the parallel time cost, which is the time divided by $n$.

In this paper we consider the majority problem, where each node receives as input a color that is either black or white, and the goal is to have all of the nodes output the color that is the majority of the input colors. We design a population protocol that solves the majority problem in $O(\log^{3/2} n)$ parallel time, both with high probability and in expectation, while using $O(\log n)$ states. Our protocol improves on a recent protocol of Berenbrink et al. that runs in $O(\log^{5/3} n)$ parallel time, both with high probability and in expectation, using $O(\log n)$ states.

1 Introduction

Population protocols, introduced by Angluin et al. [6], have been extensively studied in recent years [7, 1, 2, 4, 5, 8, 12, 11, 14, 16, 17, 3, 15, 13]. In these protocols, the underlying distributed network consists of $n$ nodes (or agents), denoted by $V$, and a scheduler that continuously selects pairs of nodes to interact. Each node $u$ stores its own local state $s_u \in S$, and when two nodes $u, v \in V$ interact, the states of $u$ and $v$ after the interaction are determined solely by the states of $u$ and $v$ prior to the interaction. Following previous work, we assume that any two nodes are allowed to interact, and that each selection of a pair of nodes for interaction is uniformly random from the pairs of nodes in $V$. The objective of population protocols for a given problem is to extract an output from $s_u$ for each $u \in V$ so that the collective configuration of outputs defines a valid solution to the problem, and the valid solution will never change, regardless of future interactions. When the system reaches a valid output configuration that never changes, the system is said to be stable. The number of interactions until the system is stable is called the stabilization time of the protocol. By convention, we consider the parallel stabilization time, which is the stabilization time divided by $n$.

The efficiency of a population protocol is measured in terms of both the parallel stabilization time, either with high probability or in expectation, and $|S|$, which directly affects the number of bits that each node must invest in the protocol. Thus, if a protocol runs for $f(n)$ parallel time and has $|S| = g(n)$, then we define the efficiency of the protocol by $<f(n), g(n)>$. Typically, one is interested in protocols where $|S| = O(\text{poly-log}(n))$, in which case each node stores only $O(\log \log n)$ bits.
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Majority. In this paper we consider the majority problem in population protocols, where each node \( u \) receives an input color from \( \{b, w\} \), where \( b \) should be interpreted as the color black and \( w \) should be interpreted as the color white. The output of a node is also a color from \( \{b, w\} \). An output configuration is valid if all of the nodes output the same color, and more than half of the nodes have this color as their input (the input is assumed to have a well defined majority).

Previous work. Mertzios et al. [17] and Draief and Vojnović [14] designed \( <O(n \log n), O(1)> \) protocols for majority. Mertzios et al. [17] named their protocol the ambassador protocol, and proved that the parallel stabilization time is \( O(n \log n) \). Alistarh et al. [1] recently refined ideas from Alistrath et al. [5], in order to design an \( <O(\log^3 n), O(\log^2 n)> \) majority protocol.

Angluin et al. [7] designed a monte carlo majority protocol that relies on the existence of a unique leader in \( V \), but has a low probability of failing. The complexity of their protocol is, w.h.p., \( <O(\log^2 n), O(1)> \). Their protocol introduces the idea of cancellations and duplications or splitting. The idea behind cancellations is to introduce an empty color \( e \) so that when two nodes with different non-empty colors interact, the nodes change their colors to \( e \), which does not affect the majority, but the ratio between the number of majority colored nodes and the number of minority colored nodes increases. The intuitive idea behind splitting is that when two nodes interact where one has a non-empty color and the other has an empty color, then the color from the colored node is duplicated to also be the color of the non-empty node. Since interactions are chosen uniformly at random, intuitively, the duplications do not change the ratio between the number of majority colored nodes and the number of minority colored nodes, but the difference between these numbers increase over time.

Bilke et al. [12] showed how to implement the protocol of Angluin et al. [7] to work without the existence of a unique leader. The complexity of their protocol is \( <O(\log^2 n), O(\log^2 n)> \). Since our protocol uses ideas from the protocol of Bilke et al. [12], we provide details of the protocol in Section 2. Alistarh et al. [2] improved the complexity to \( <O(\log^2 n), O(\log n)> \). The state-of-the-art population protocol for the majority problem is the \( <O(\log^{5/3} n), O(\log n)> \) protocol of Berenbrink et al. [11], which builds upon the protocol of Bilke et al. [12]; see Section 3.

For lower bounds, Alistarh et al. [2] proved that under the conditions of monotonicity and output dominance, any majority protocol that stabilizes in expected \( n^{1-\Omega(1)} \) parallel time must use at least \( \Omega(\log n) \) states.

Our results and techniques. In this paper, we describe a new \( <O(\log^{3/2} n), O(\log n)> \) protocol for majority, thereby improving the parallel stabilization time of the state-of-the-art protocol of Berenbrink et al. [11]. Notice that, by the lower bound of Alistarh et al. [2], for our runtime, the number of states is optimal.

Our protocol is based on the protocols of Berenbrink et al. [11] and Bilke et al. [12]. In particular, the time cost of the protocol of Berenbrink et al. [11] is \( O(\log^{2-a} n + \log^{1+a} n) \), which is minimized when \( a = 1/2 \). However, in order to guarantee the high probability bounds, Berenbrink et al. [11] require \( a \leq 1/3 \), and so the runtime becomes \( O(\log^{2-a} n + \log^{1+a} n) = O(\log^{5/3} n) \).

In order to describe our protocol, we first describe in Section 2 the protocol of Bilke et al [12], which is the basis of the protocol of Berenbrink et al. [11]. Then, in Section 3 we describe the protocol of Berenbrink et al. [11], and in particular we detail the reason for why Berenbrink et al. [11] require \( a \leq 1/3 \). Intuitively, the main challenge is due to maintaining counters in nodes that are incremented based on their interactions, and since the interactions are random, it is likely that values of counters deviate significantly from the average counter value.

Our protocol is designed with the goal of removing the requirement that \( a \leq 1/3 \). In particular, we employ a power-of-two choices strategy ([9]) to reduce the deviation from the average counter value. The main challenge in implementing a power-of-two choices strategy is that we assume that interactions are symmetric, so if two nodes with the same state interact, their states after the interactions are necessarily the same. However, existing power-of-two choices strategies assume that ties can somehow be broken. In order to overcome this challenge, we partition the  

\[^{1}\text{In this paper, w.h.p. stands for with high probability. An event } E \text{ is said to happen w.h.p. if } \Pr[E] \geq 1 - n^{-\Omega(1)}.\]
nodes that are responsible for counters to two equal sized sets, called $L$ and $R$, and use the **Left** power-of-two choices strategy, which was inspired by Vöcking [18] and analyzed by Berenbrink et al [10], to control the deviation. We remark that the proof of correctness of the protocol of Berenbrink et al [11] becomes significantly simpler when implementing the **Left** power-of-two choices strategy, as we describe in Section 4.

Moreover, in order to guarantee that there are enough nodes that are responsible for the counters (which the algorithm requires in order to progress fast enough), we show in Section 5 that if our strategy for assigning nodes to $L$ and $R$ fails, then running a short version of the protocol of Bilke et al [12] suffices for solving majority.

### 1.1 Preliminaries

In order to differentiate between the protocol of Bilke et al. [12], the protocol of Berenbrink et al. [11], and our new protocol, while avoiding clutter and redundancy, we use the following names for the three protocols, respectively: the 2-protocol, the $5/3$-protocol, and the $3/2$-protocol.

Our protocols often uses the broadcast protocol, in which a node $u$ broadcasts some information to all of the other nodes in $V$. The complexity of a broadcast is $O(\log n)$, $O(1)$, both w.h.p. and in expectation; see [4, 7, 12].

### 2 An $<O(\log^2 n), O(\log^2 n)>$ Protocol

Bilke et al. in [12] introduced an $<O(\log^2 n), O(\log^2 n)>$ majority protocol. For our purposes, we provide an overview of the 2-protocol in [12] while focusing only on the parallel time cost, and ignoring the number of states. Their protocol uses a notion of an empty color, which we denote by $e$, together with a method of cancellation and splitting. An execution of the protocol has a sequence of at most $\log n + 2$ phases, and each phase is composed of four stages: a cancellation stage, a first buffer stage, a splitting stage and second buffer stage. In the 2-protocol, a node $u \in V$ stays in the first three stages of a phase for $\Theta(\log n)$ interactions and in the last stage for $O(\log n)$ (some nodes may be pulled out of the last stage to the next phase).

**States.** Each node $u$ stores the following information:

- The color of $u$, $c_u \in \{b, w, e\}$.
- A counter $\alpha_u$, storing the phase number.
- A counter $\beta_u$, storing the interaction number in the current phase.
- A flag $\text{Done}_u$, indicating that $u$ is broadcasting $c_u$ as the majority color.
- A flag $\text{Split}_u$, indicating whether or not $u$ has already participated in a split during this phase (the split operation is defined below).
- A flag $\text{Fail}_u$, indicating whether or not $u$ has failed.

At the initialization, all of the flags and counters are set to 0. Notice that it is straightforward to derive the stage of $u$ from $\beta_u$.

**The state transition function.** A node $u$ with $\text{Fail}_u = 1$ broadcasts $\text{Fail}_u$. Otherwise, if $\text{Done}_u = 1$ then $u$ broadcasts $\text{Done}_u$ and $c_u$. However, if during the broadcasting of $\text{Done}_u$ and $c_u$, $u$ interacts with a node $v$ where $c_v \neq c_u$, then $u$ sets $\text{Fail}_u \leftarrow 1$.

Whenever a node $u$ interacts with node $v$, if $\text{Done}_u = \text{Done}_v = 0$, and $\text{Fail}_u = \text{Fail}_v = 0$, then the following rules define the state transition function (the rules all happen in parallel):

- The counters $\alpha_u, \beta_u$ are updated as follows: If $u$ and $v$ are not in the same stage and are also not in consecutive stages, then set $\text{Fail}_u \leftarrow 1$. Thus, for the rest, assume that $u$ and $v$ are either in the same stage or in consecutive stages. Increment $\beta_u$, and if $u$ reached the
end of a second buffer stage then set $\beta_u \leftarrow 0$ and increment $\alpha_u$. If $\alpha_u = \log n + 2$ then set $\text{Fail}_u \leftarrow 1$. If $u$ is in a second buffer stage and $v$ is in a cancellation stage, then set $\alpha_u \leftarrow \alpha_v$ (thereby pulling $u$ into the next phase), and $\beta_u \leftarrow 0$. If $u$ enters the second buffer stage:

- If $\text{Split}_u = 0$, then set $\text{Done}_u \leftarrow 1$.
- If $\text{Split}_u = 1$, then set $\text{Split}_u \leftarrow 0$.

- If $u$ and $v$ are both in the canceling stage, if either $c_u = w$ and $c_v = b$, or $c_u = b$ and $c_v = w$, then set $c_u \leftarrow e$.
- If $u$ and $v$ are both in the splitting stage, $c_u = e$, $c_v \neq e$, and $\text{Split}_u = 0$, then perform a split operation on $v$ and therefore set $c_u \leftarrow c_v$ and $\text{Split}_u \leftarrow 1$.
- If $u$ and $v$ are both in the splitting stage, $c_u \neq e$, $c_v = e$, and $\text{Split}_u = 0$, then perform a split operation on $u$ by setting $\text{Split}_u \leftarrow 1$.

Notice that the protocol uses the $\text{Split}$ flags in order to guarantee that each node does not participate in more than 1 split operation per phase.

**Analysis.** Let $w_i, b_i$ be the number of white nodes and black nodes, respectively, entering phase $i$ and let $d_i = |w_i - b_i|$. Notice that $d_i$ does not change during a cancellation stage.

Inspired by Bilke et al. [12], Berenbrink et al. [11] proved the following.

**Lemma 1.** Consider the $i$th phase of the 2-protocol. Then, w.h.p., if $|w_i - b_i| < n/3$, then after the cancellation stage of the phase, at least $6n/10$ of the nodes have an empty color, and in the splitting stage of the phase, for every node $u$ that enters the splitting stage with a non-empty color, $u$ participates in a split.

An immediate conclusion from Lemma 1 is that if $|w_i - b_i| < n/3$, then, w.h.p., $d_{i+1} = 2d_i$. Moreover, if for all $i \leq j$, $|w_i - b_i| < n/3$, then, w.h.p., $d_j = 2^j \cdot d_0$, and so after at most $\log(n/d_0) \leq \log n$ phases, the algorithm reaches a phase $k$ where $|w_k - b_k| \geq n/3$. The first such phase is called a critical phase. Bilke et al. [12] proved the following lemma regarding critical phases.

**Lemma 2.** Once the 2-protocol reaches a critical phase, then, w.h.p., the protocol undergoes at most two more phases until there exists a node $u$ with $c_u \neq e$ that does not split in the splitting stage. Moreover, w.h.p., $c_u$ is the only color left in the system.

Notice that when there exists a node $u$ with $c_u \neq e$ that does not split in the splitting stage, then $\text{Done}_u$ is set to 1 and $u$ broadcasts $c_u$, which costs another $O(\log n)$ parallel time. Finally, Bilke et al. [12] show that throughout the algorithm, w.h.p., there is never an interaction between two nodes that are at least two stages apart. Thus, the probability that a flag $\text{Fail}_u$ for some node $u$ is set to 1 throughout the execution of the protocol is polynomially small in $n$.

In order to guarantee that the protocol is always correct, the protocol executes the ambassador protocol [17] in the background, which uses $O(1)$ states and $O(n \log n)$ parallel time (or $O(n^2 \log n)$ interactions), both w.h.p. and in expectation. In order to determine the output of a node $u$, if $\text{Fail}_u$ is set to 1, then the output is taken from the output of the ambassador protocol, and otherwise, the output is $c_u$.

**Complexity.** Each node participates in $O(\log n)$ interactions per phase, and the number of phases is $O(n/d_0) = O(\log n)$. Thus, if the algorithm does not set a $\text{Fail}$ flag to 1, which happens w.h.p., then the time cost of the algorithm is $O(\log^2 n)$. Moreover, due to the ambassador algorithm running in the background, the algorithm always reaches a valid output configuration, even when some node $u$ sets $\text{Fail}_u \leftarrow 1$, and the expected time cost is also $O(\log^2 n)$.
3 An $<O(\log^{5/3} n), O(\log n)>$ Protocol

In the 2-protocol, the $O(\log^2 n)$ time bound is due to each node participating in $O(\log n)$ phases, and having $O(\log n)$ interactions in each phase. Berenbrink et al. [11] designed a protocol that builds upon the 2-protocol, and runs in $O(\log^{5/3} n)$ time. To do so, they reduce the number of interactions in each phase to be $O(\log^{1-a} n)$ for a specific constant $0 < a < 1$, to be chosen later. However, reducing the number of interactions in a phase affects the probability guarantee of Lemma 1. In particular, it is no longer guaranteed that, w.h.p., after a non-critical phase is done, then all of the colored nodes that enter a splitting stage manage to participate in a split. Thus, Berenbrink et al. [11] designed a mechanism that addresses the missing splits: the sequence of phases is partitioned into $\log^{1-a} n$ epochs where each epoch is a sequence of $\log^a n$ phases, and at the end of each epoch the protocol enters a special catch-up phase. Intuitively, the role of the catch-up phase is to allow for colored nodes that did not split in some phase of the epoch to catch up on their missing splits. Finally, phases no longer have buffers, and the mechanism of pulling nodes from one phase to the next is no longer used, and instead, Berenbrink et al. [11] use the same mechanism for pulling nodes from a catch-up phase of one epoch to the next epoch.

A node $u$ is said to be successful in a splitting stage if either $u$ enters the stage without a color, or $u$ participates in a split during the splitting stage. Throughout an epoch, a node $u$ is said to be synchronized after a splitting stage if so far $u$ was successful in all of the splitting stages of the epoch. If $u$ is not synchronized (that is, $u$ entered some splitting stage with a color and did not participate in a split), then $u$ is said to be out-of-sync. Each node $u$ stores a flag $\text{Sync}_u$, initially set to 1, indicating whether a node is synchronized or not. Throughout the execution of the protocol, if $\text{Sync}_u = 0$, which means that $u$ is out-of-sync, then the protocol ignores the parts of the transition function defined in the 2-protocol during interactions of $u$ with other nodes, except for updating the counters $\alpha_u$ and $\beta_u$, and participating in the broadcasts. Each node $u$ also stores a value $\phi_u$ so that if $u$ is out-of-sync, then $\phi_u$ is the phase number within the current epoch in which $u$ went out-of-sync. Thus, an out-of-sync node $u$ did not split in $\log^a n - \phi_u$ splitting stages within the current epoch, and so, intuitively, unless this situation is directly addressed, at the end of the epoch there are $\text{val}(u) = 2^{\log^a n - \phi_u}$ uncolored nodes that would have been colored with $\phi_u$ in the 2-protocol. Notice, however, that if the epoch contains a phase that in the 2-protocol would have been a critical phase, then this intuition is not necessarily true, since the 2-protocol in this case may not even reach the end of the epoch.

In order to catch up on coloring the $2^{\log^a n - \phi_u}$ nodes with potentially missing colors, whenever an out-of-sync node $u$ interacts with an uncolored node $v$ and $\phi_u < \log^a n$, then $u$ and $v$ participate in a special split: Let $x$ be $\phi_u$ prior to the interaction. Then $u$ sets $\phi_u ← x + 1$, while $v$ sets $\phi_v ← x + 1$, and $\text{Sync}_u ← 0$. Notice that, after the split, $\text{val}(u) + \text{val}(v) = 2 \cdot 2^{\log^a n - (x+1)} = 2^{\log^a n - x}$ which is exactly $\text{val}(u)$ prior to the interaction. Thus, intuitively, a split operation splits the value of $u$ evenly between $u$ and $v$. Once $u$ reaches the end of a catch-up phase, if $\phi_u = \log^a n$, then $u$ sets $\text{Sync}_u ← 1$, and is now synchronized again. The role of the catch-up phase is to guarantee that at the end of the epoch, w.h.p., all of the out-of-sync nodes become synchronized again since they have enough interactions to continue splitting.

Finally, when an out-of-sync node $u$ leaves a catch-up phase of the $j$th epoch while still being out-of-sync, then the following lemma relates $j$ to the critical phase.

Lemma 3. [Rephrased from [11]] Suppose that the first time that there exists some node $u$ that finishes an epoch while being out-of-sync happens for epoch $j$. If $a \leq \frac{4}{3}$, then, w.h.p., there exists a positive integer $k$ where $(j - 2) \log^a n < k \leq j \log^a n$ such that the $k$th phase is a critical phase.

Thus, once an out-of-sync node $u$ leaves the $j$th epoch, node $u$ begins a special broadcast which initiates the 2-protocol, but starting with the colors that were stored at nodes at the beginning of the $(j - 1)$th epoch, which is the beginning of phase number $(j - 2) \log^a n + 1$. In order for this protocol to run, the nodes store their colors from the beginning of the last two epochs. Since $k - (j - 2) \log^a n \leq 2 \log^a n$, $d_k > n/3$ and, w.h.p., for all $i \leq k$ we have $d_{i+1} = 2d_i$, then, w.h.p.,

$$n/3 < d_k = 2^{k-(j-2)\log^a n}d_{(j-2)\log^a n} \leq 2^{\log^a n d_{(j-2)\log^a n}}.$$


and so \( d_{(j-2) \log a n} > \frac{n}{2^{(j-2) \log a n}} \). Thus, the 2-protocol starting at phase \((j-2) \log a n, \), runs for an additional \( O(\log \frac{n}{d_{(j-2) \log a n}}) = O(\log n) \) phases, with a parallel time of \( O(\log 1+\epsilon n) \). Notice that in order to reduce the number of states, when a node \( u \) moves to the 2-protocol, the protocol reuses the bits that were used for the epoch based protocol.

For the total time complexity, there are at most \( O(\log n) \) phases until a node \( u \) ends an epoch while being out-of-sync, and in each such phase every node has \( O(\log 1-a n) \) interactions, for a total of \( O(\log 2-a n) \) time. In addition, there are \( \log 1-a n \) epochs, and each epoch has a catch-up phase that runs for another \( O(\log n) \) interactions, for a total of \( O(\log 2-a n) \) time. Finally, executing the 2-protocol after some node finishes an epoch while being out-of-sync costs another \( O(\log 1+a n) \) time. Thus, the total time is \( O(\log 2-a n + \log 1+a n) \). This runtime, is minimized when \( a = \frac{1}{2} \). Unfortunately, due to Lemma 3, the protocol requires \( a < \frac{1}{2} \), and so the runtime is minimized when \( a = \frac{1}{3} \) and becomes \( O(\log 5/3 n) \).

### 3.1 Barrier for Increasing \( a \)

Our new protocol, described in Section 4, focuses on adapting the algorithm of Berenbrink et al. [11] in a way that allows to increase \( a \) to \( \frac{1}{2} \). In order to explain the design choices behind our new protocol, we first provide an intuitive explanation as to what are the challenges in making Lemma 3 work for \( a > \frac{1}{2} \).

In general, there are two reasons for why there may exist a node that is supposed to participate in a split during a particular phase but that node does not manage to do so. The first reason is that every node has only \( O(\log 1-a n) \) interactions in a phase (compared to the \( O(\log n) \) interactions per phase in the 2-protocol). We call this reason the short-phase reason. Berenbrink et al. [11] proved that, w.h.p., although the phases are shorter, a colored node \( u \) during a splitting stage has a constant probability of interacting with a non-colored node. Thus, the probability that in a given phase a particular colored node \( u \) does not split is at most \( \frac{1}{2 \cdot \log 1-a n} \) for some constant \( c > 1 \).

The second reason is that some nodes may have participated in a number of interactions that is far from the average number of interactions. In particular, nodes in a splitting stage whose counters are not concentrated near the average counter are likely to have a small number of interactions with other nodes that are also in the splitting stage. We call this reason the deviation reason. Berenbrink et al. [11] prove that the probability of a counter being at distance at least \( \Omega(\log 1-a n) \) from the average counter value is at most \( \frac{1}{2 \cdot \log 1-a n} \), for some constant \( c' > 1 \).

Since in the worst-case a node can become out-of-sync during the first phase of an epoch, and there are \( \log a n \) phases in an epoch, an out-of-sync node \( u \) in the beginning of the catch-up phase necessitates at most \( 2^{\log a n} \) splits in order to guarantee that there are no out-of-sync nodes that originated from \( u \) at the end of the catch-up phase. Moreover, since the probability of a node becoming out-of-sync during an epoch is at most \( \frac{\log a n}{2^{\log 1-a n} + 2^{\log 1-a n}} \), then, w.h.p., by applying a Chernoff bound, the number of out-of-sync nodes at the beginning of a catch-up phase is \( \frac{n \log a n}{2^{\log 1-a n} + 2^{\log 1-a n}} \), for some constants \( \hat{c}, \hat{c}' > 1 \). For the \( j \)th epoch, let \( U_j \) denote the total number of splits needed to guarantee that there are no out-of-sync nodes at the end of the catch-up phase of epoch \( j \). Notice that \( U_j = \sum_{\text{out-of-sync } u} \text{val}(u) \). Thus, w.h.p.,

\[
U_j \leq \frac{2^{\log a n} n \log a n}{2^{\log 1-a n} + 2^{\log 1-a n}} + \frac{2^{\log a n} n \log a n}{2^{\log 1-a n}}
\]

Berenbrink et al. [11] proved that, w.h.p., the number of uncolored nodes at the beginning of a catch-up phase is \( \Omega(n) \), and so if \( U_j = o(n) \) then, w.h.p., the number of splits that take place in order to complete the missing splits until the end of the catch-up phase is \( U_j \).

In order for the first term in the upper bound of \( U_j \) to be \( o(n) \), we set \( a \leq \frac{1}{3} \). However, in order for the second term in the upper bound of \( U_j \) to be \( o(n) \), we set \( a \leq \frac{1}{4} \). Thus, the second term in the upper bound on \( U_j \), which is due to the second reason for having out-of-sync nodes, is the barrier for making the \( 5/3 \)-protocol to run in \( O(\log 5/3 n) \) time.
4 A $O(\log^{3/2} n), O(\log^2 n)$ Protocol

Power of two choices. In order to reduce the number of missing splits due to deviations, we change the 5/3-protocol as follows: when two nodes interact, instead of both nodes incrementing their counters, the nodes implement a variation of the power-of-two choices strategy which increments the counter only for the node with the smaller counter. However, since we assume that the interactions are symmetric, it is not clear what to do in case of a tie. For now, we assume that the interactions are asymmetric, and so in the case of a tie, the protocol is able to choose just one of the nodes to increment its counter. In Section 5 we explain how to remove the requirement of asymmetric interactions.

The motivation for using a power-of-two choices strategy is that this strategy has the property that counters do not deviate too much from the average counter. This property is summarized in the following invariant and theorem, from Berenbrink et al. [10], which we rephrase here to be expressed in our terms.

Invariant 4. Let $\alpha_i$ be the fraction of counters whose value is at least $i$ less than the average counter value. If in interactions that increment counters have taken place so far, then, there is a constant $c_1$ such that for $1 \leq i \leq c_1 \log n$, $\alpha_i \leq 1.3 \cdot 2.8^{-i}$, w.h.p. Moreover, there is a constant $c_2$ such that for $i \geq c_2 \log n$, $\alpha_i = 0$, w.h.p.

Theorem 5. If in interactions that increment counters have taken place so far, then, w.h.p., the value of the maximum counter is $\frac{m}{n} + O(\log \log n)$.

By Invariant 4, for $i = \hat{c} \log^{1-a} n$ the number of nodes whose counters are at least $i$ away from the average counter is, w.h.p., at most $\frac{m}{2} = \frac{n}{2^{\log^{1-a} n}}.2^{\log \log \log \log n}$, and so, w.h.p., the number of out-of-sync nodes at the beginning of a catch-up phase is $\frac{n}{2^a \log^{1-a} n} + \frac{n}{2^{\log \log \log \log n}}$, for some constants $c''$, $c''' > 1$. Moreover, w.h.p., now $U_j \leq \frac{n^{\log 2 \cdot n \log^{1-a} n}}{2^{\log \log \log \log n}} + \frac{n^{\log 2 \cdot n \log^{1-a} n}}{2^{\log \log \log \log n}}$, and in order for $U_j = o(n)$ we can choose $a \leq 1/2$.

Finally, the runtime of the algorithm is still $O(\log^{2-a} n + \log^{1+a} n)$, however, now we can choose $a = 1/2$ to get a total runtime of $O(\log^{3/2} n)$.

4.1 Simpler Proofs

As a side effect of using the power-of-two choices strategy, we are able to provide simpler proofs for correctness. The simplifications are a byproduct of the maximum value of a counter being close to the average value.

We define the beginning of a stage to be the interaction at which $n - n/2^{\Omega(\log^{1-a} n)}$ nodes have already entered the stage, and the end of the stage is when the first node leaves the stage. Similar definitions are made for beginning and end of a phase. Recall that every node has $O(\log^{1-a} n)$ interactions in each stage.

Lemma 6. At the end of a stage, w.h.p., at least $n - n/2^{\Omega(\log^{1-a} n)}$ of the nodes have had $\Omega(\log^{1-a} n)$ interactions between the beginning and the end of the stage.

Proof. When the first node exits the stage, by Theorem 5, w.h.p., the maximum counter value is at most $O(\log \log n)$ away from the average counter value, and, by Invariant 4, w.h.p., there are at most $1.3 \cdot 2.8^{-\Theta(\log^{1-a} n)}n \leq n/2^{\Omega(\log^{1-a} n)}$ nodes whose counter values are at least $\Omega(\log^{1-a} n)$ away from the average counter value. The lemma follows.

at most $i \cdot \frac{n}{2^{\log^{1-a} n}}$ out-of-sync nodes, w.h.p.

The following two lemmas are the basis for the inductive structure of the correctness. Lemma 7 states that, as long as the behaviour so far is as expected, then at the end of a cancellation stage there are many nodes with an empty color. Lemma 8 states that, as long as the behaviour so far is as expected, then the number of nodes that become out-of-sync due to the splitting phase is small. We then conclude, in Corollary 9 and Corollary 10, that, as long as the behaviour so far
is as expected, after each phase, the number of out-of-sync nodes is \( o(n) \). Thus, the number of out-of-sync nodes entering a catch-up phase is \( o(n) \), and in Lemma 11, we use this assumption to show that, unless an epoch has a critical phase, there are no more out-of-sync nodes at the end of the epoch.

**Lemma 7.** For a phase \( i \), suppose that just before the phase begins, there are at most \( o(n) \) out-of-sync nodes. If it happens before the critical phase, then, w.h.p., after the end of the cancellation stage in phase \( i \) at least \( 6n/10 \) nodes have an empty color.

**Proof.** By Lemma 6, w.h.p. there are \( \Theta(n \log^{1-a} n) \) interactions between the beginning of the cancelling stage and its end. Moreover, there are at least \( n - o(n) \) nodes in the cancelling stage. Let \( W \) be the set of synchronized nodes that are in the cancelling stage. Thus, \( |W| = \Omega(n) \).

Partition the \( \Theta(n \log^{1-a} n) \) interactions of the cancelling stage into \( \Theta(\log^{1-a} n) \) periods, each period consists of \( n \) interactions. Let \( z_i \) be the number of nodes in \( W \) at the beginning of the \( i \)th period that have the minority color with respect to only \( W \); notice that it could be that the global minority color is different from the minority color with respect to \( W \). Let \( i^* \) denote the index of the last period of the stage. We will prove that \( z_{i^*} < n/40 \). We say that an interaction has been successful if either there was a cancellation or the number of nodes in \( W \) before the interaction that have the minority color with respect to only \( W \) is (already) at most \( 41z_{i^*}/42 \).

Suppose the number of nodes in \( W \) before an interaction that have the minority color with respect to only \( W \) is more than \( 41z_{i^*}/42 \). Then the probability that the interaction is a cancellation is at least \( 2 \cdot (41z_{i^*}/42)^2/n^2 \), and so if the number of nodes in \( W \) at the end of a period that have the minority color with respect to only \( W \) is more than \( n/40 \), then the expected number of cancellations within the period is \( 2 \cdot (41z_{i^*}/42)^2/n \geq 2z_{i^*}/42 \). Let \( X \) be the random variable counting the number of cancellations in such a period. By a Chernoff bound,

\[
\Pr[|X - 2z_{i^*}/42| > \frac{1}{2} \cdot 2z_{i^*}/42] < \exp \left( \frac{(1/2)^2 \cdot 2z_{i^*}/42}{4} \right) = \exp \left( -\frac{z_{i^*}}{336} \right) < \exp \left( -\frac{n}{13440} \right).
\]

Therefore, in each such period, w.h.p., at least \( z_{i^*}/42 \) nodes from the minority colors are being canceled, and so \( z_{i+1} \leq 41z_{i^*}/42 \). After a sufficiently large constant number of periods, there are at most \( n/40 \) nodes from \( W \) of the minority color. By the assumption of the lemma, the number of nodes with the majority color is at most \( n/3 + n/40 \). The difference between the number of nodes with the majority color and the number of nodes with the minority color might be higher because of the out-of-sync nodes, but by no more than \( o(n) \) by assumption. Thus, the number of nodes that are still colored after the last period is at most \( n/40 + n/3 + n/40 + o(n) < 4n/10 \).

**Lemma 8.** Suppose that at the beginning of a phase, there are at least \( \frac{6n}{10} \) uncolored nodes, and assume that the phase is before the critical phase. Then, w.h.p., at most \( \frac{n}{2^{\Omega(\log^{1-a} n)}} \) nodes become out-of-sync during this phase.

**Proof.** Recall that the two reasons for a synchronized colored node \( u \) not participating in a split during the splitting stage are the short-phase reason and the deviation reason. Lemma 6 states that at most \( n/2^{\Omega(\log^{1-a} n)} \) nodes did not split due to the deviation reason. Here we focus on the short-phase reason.

By the definition of a beginning of a stage, there are at most \( o(n) \) nodes that did not enter the stage when the stage begins. Moreover, by assumption, there are at least \( \frac{n}{10} \) nodes with an empty color when the stage begins. Thus, during a stage, the probability for a colored node \( u \) to participate in a split during any interaction of \( u \) in the stage is at least \( 2/10 - o(1) \geq 2/11 \). For a node \( u \) that had at least \( \Omega(\log^{1-a} n) \) interactions in the splitting stage, the probability that \( u \) does not participate in a split in any of the interactions is at most \( 2/11^{\Omega(\log^{1-a} n)} = 1/2^{\Omega(\log^{1-a} n)} \).

So, the expected number of nodes that did not split is at most \( n/2^{\Omega(\log^{1-a} n)} \). By a Chernoff bound, w.h.p., the number of nodes that did not split is at most \( n/2^{\Omega(\log^{1-a} n)} \).
Corollary 9. Suppose that before a phase that appears before a critical phase, there are at most 
\((i-1)\frac{n}{2^{(2i-2)-i}}\) nodes that are out-of-sync. Then, w.h.p., after the phase, at most \(i\frac{n}{2^{(2i-2)-i}}\) nodes are out-of-sync.

Corollary 10. Suppose that epoch \(j\) happens before the critical phase. Then \(U_j = o(n)\).

Lemma 11. Consider an epoch \(j\) that appears before a critical phase. If \(U_j = o(n)\), then, w.h.p., 
at the end of the catch-up phase of epoch \(j\) all of the nodes are synchronized.

Proof. Recall that \(U_j = \sum_{u} val(u)\). We partition the missing splits that are counted by \(U_j\) to singleton splits. When an interaction takes place between an out-of-sync node \(u\) and an non-colored node \(v\), \(u\) passes \(val(u)/2\) of its singletons to \(v\). Thus, each singleton in \(u\) needs to interact with \(\log val(u) \leq \log^2 n\) non-colored nodes before the end of the catch-up phase in order to guarantee that after the catch-up phase there are no more out-of-sync nodes.

By Lemma 7, there are at most \(\frac{4n}{10}\) synchronized colored nodes after the last cancellation stage in the epoch, and each one of these nodes could be split at most once during the last splitting stage. Thus, there are at most \(\frac{4n}{10}\) synchronized colored nodes at the beginning of the catch-up phase. In addition, there are at most \(o(n)\) out-of-sync nodes at the beginning of the catch-up phase, and so the number of synchronized nodes with an empty color at the beginning of the catch-up phase is more than \(\frac{5n}{10}\).

By Invariant 4 and Theorem 5, and similar to the proof of Lemma 6, w.h.p., there are \(\Omega(n \log n)\) interactions during a catch-up phase, and so, w.h.p., every singleton interacts with at least \(\Omega(\log^2 n)\) uncolored nodes. Thus, w.h.p., there are no out-of-sync nodes by the end of the catch-up phase.

Lemma 12. If an epoch contains a critical phase, then after either this epoch or the next epoch, there is at least one out-of-sync node.

Proof. Assume by contradiction that the lemma is false. This means that in both epochs all of the colored nodes managed to split. Since there are at least \(n/3\) more nodes with the majority color than nodes with the minority color at the beginning of the last phase of the first epoch, then right before the second epoch, the difference is at least \(2n/3\). However, this means that after the second epoch there are at least \(4n/3\) colored nodes, which is a contradiction.

5 Improvement to an \(<O(\log^{3/2} n), O(\log n)\> Protocol

In this section, we describe how to reduce the number of states to \(O(\log n)\). The main idea, inspired by Alistarh et al. [2] and Berenbrink et al [11], is to partition the nodes to two types of nodes: workers and clocks. Moreover, the protocols no longer use the counters \(\alpha_u\) and \(\beta_u\) from the 2-protocol. Instead, we introduce a new counter \(\gamma_u\) that counts until \(O(\log n)\). The counter \(\gamma_u\) is used differently, depending on whether \(u\) is a clock or a worker.

Intuitively, a worker node \(u\) runs the protocol from Section 4, while counting the phase number using \(\gamma_u\). We also add another \(O(1)\) bits per node to indicate the current stage. Notice that the number of the current epoch can be derived from the phase counters.

Clock nodes do not participate in the protocol from Section 4. Instead, they are responsible for the information needed to move a worker node from one phase to the next, and from one stage to the next. Intuitively, clock nodes keep track of progress within an epoch. Each clock node \(u\) uses \(\gamma_u\) as a counter that is incremented with applying a variant of the power-of-two choices strategy whenever two clock nodes interact; the details of this strategy are given below. When a clock increments its counter and the counter reaches \(\Theta(\log n)\), the clock sets the counter back to 0, indicating that a new epoch has begun.

A worker node \(u\) moves from one stage to the next stage when \(u\) interacts with a clock whose counter indicates that the phase has progressed to the next stage. Similarly, \(u\) moves from one phase to the next phase when \(u\) interacts with a clock whose counter indicates that the phase has progressed to the next phase. Notice that the same ideas allow for moving into and out of a catch-up phase.
**Left-bias power-of-two choices.** The power-of-two choices strategy that we apply is the Left variation: the clock nodes are partitioned into two equal-sized sets, the *Left* set and the *Right* set, and counters are incremented only during interactions of two clock nodes from different sets. In such a case, when the counters of the two clock nodes are equal, the clock from the Left set increments its counter. Otherwise, the clock with the smaller counter increments its counter. We show in Lemma 19 that Invariant 4 holds for *Left*. Notice that [10] proved that Theorem 5 holds for *Left*.

**Creating workers and clocks.** We now describe the procedure for creating workers and clocks. The very first interaction of a node *u* is called the initial interaction of *u*. When two nodes *u* and *v* have an interaction that is an initial interaction for both nodes, where *u* is a black node and *v* is a white node, then *u* becomes a Right-clock and *v* becomes a Left-clock. such an interaction is called a first cancellation. Any other type of initial interaction makes the node a worker node. After the initial interactions take place, it is straightforward to see that the number of Right-clocks is exactly the number of Left-clocks. Moreover, the majority color within the working nodes is the same as the majority color for all of the nodes.

In order to show that our protocol works, w.h.p., we show that the number of clocks and the number of workers is $\Omega(n)$. However, if the number of nodes with the minority color is $o(n)$, and so $d_0$ (which is the difference between the number of nodes with the majority color and the number of nodes with the minority color) is very large, then it is impossible to guarantee that there are $\Omega(n)$ clocks. However, in such a case, if the workers execute the 2-protocol (Section 2) then by Lemma 2, w.h.p., the workers find the majority color within two phases of the 2-protocol.

Thus, a worker node *u* right after the initial interaction simulates two phases of the 2-protocol, while using the bits of $\gamma_u$ to implement $\alpha_u$ and $\beta_u$; notice that the bits in $\gamma_u$ suffice, since there are only $O(\log n)$ interactions during the first two phases of the 2-protocol. During these two phases, interactions between *u* and clock nodes are ignored. If *u* does not split during one of the phases, then *u* initiates a broadcast protocol with the color $c_u$ as the majority. Otherwise, *u* reverts to the 3/2-protocol, but now using the clock nodes in order to keep track of phases. Notice that when *u* moves from the two phases of the 2-protocol to the new protocol, the information that was in $\alpha_u$ is overwritten, since now $\gamma_u$ is used for the new protocol.

At the same time, a clock node *v* counts until some value $t = \Theta(\log n)$, using the power-of-two choices strategy, where $t$ is chosen to be large enough so that, w.h.p., all of the worker nodes have completed their two phases of the 2-protocol. After the value $t$ is reached, the next increment on the counter in *v* resets the counter to 0. Notice that a worker node *u* that finished the two phases of the 2-protocol begins executing the protocol from Section 4 after interacting with a clock node *v* whose counter has been reset to 0 at least once.

**Correctness.** If $d_0 > n/3$, then there will be $\Omega(n)$ workers, and so, w.h.p., by Lemma 2, after at most two more phases of the 2-protocol, there exists a node broadcasting the majority color. Thus, for the following assume that $d_0 \leq n/3$, and so there are more than $n/3$ nodes of the minority color. The following lemma shows that we have $\Theta(n)$ clocks and $\Theta(n)$ workers.

**Lemma 13.** If $d_0 \leq n/3$ then, w.h.p., the protocol produces $\Theta(n)$ clocks and $\Theta(n)$ workers.

**Proof.** Since $d_0 \leq n/3$, there are at least $n/3$ nodes with the minority color. In each of the first $n/12$ interactions, there is a constant probability of at least 1/24 to have a first cancellation. Thus, there are at least $n/24$ clocks in expectation after $n/12$ interactions, and by a Chernoff bound, w.h.p., at least $n/30$ clocks.

In each of the first $n/12$ interactions, there is a constant probability of at least 1/24 to not have a first cancellation. Similarly, w.h.p., there are at least $n/30$ worker nodes.

Let $n_w$ be the number of worker nodes and $n_c$ be the number of clock nodes. Next we show that most of the worker nodes are highly synchronized in their progress. Notice that Lemma 6 still holds, as now there are less increments of counters, and so, w.h.p., almost all the nodes have at least $\Omega(\log^{1-\epsilon} n)$ interactions between the beginning and the end of each phase. In the following lemma we show that most of the workers have enough interactions *in* every phase.
Lemma 14. At the end of the $i$th phase, w.h.p., all but at most $i \cdot n_w/2^{\Theta(\log^{-1-a} n)}$ of the worker nodes have $\Theta(\log^{1-a} n)$ interactions in phase $i$ since the beginning of the phase.

Proof. Let $t_a, t_c$ be the largest counter value of a clock node when phases $i$ and $i + 1$ begin, respectively, and let $t = t_a - t_c = \Theta(\log^{-1-a} n)$. We say that a phase is in time $\tau$ at the first time a clock node in the phase has a counter value of $t_a + \tau$. By Invariant 4 and Theorem 5, when the phase is in time $t/3$, w.h.p., all but at most $n_c/2^{\Theta(\log^{1-a} n)}$ of the clock nodes are in the phase.

Now consider the moment when the phase is in time $2t/3$. Let $W_k$ be the set of nodes that are updated to be in phase $k$. By induction, prior to the $i$th phase, there were $|W_{i-1}| = n_w(1 + (i - 1) \cdot n_w/2^{\Theta(\log^{1-a} n)})$ worker nodes that were in phase $i - 1$. By Lemma 6, all but $n_w/2^{\Omega(\log^{1-a} n)}$ of the worker nodes have $\Theta(\log^{1-a} n)$ interactions between time $t/3$ and $2t/3$. Therefore, the expected number of worker nodes that are not in phase $i$ by time $2t/3$ is at most $|W_{i-1}|/2^{\Theta(\log^{1-a} n)}$, and so by a Chernoff bound, w.h.p., the number of worker nodes that are not in phase $i$ by time $2t/3$ is at most $|W_{i-1}|/2^{\Omega(\log^{1-a} n)}$.

Finally, by Lemma 6, between time $2t/3$ and time $t$, all but $n_w/2^{\Omega(\log^{1-a} n)}$ of the worker nodes have had $\Theta(\log^{1-a} n)$ interactions.

In conclusion, the number of worker nodes that did not have $\Omega(\log^{1-a} n)$ interactions in phase $i$ is, w.h.p., at most $n_w/2^{\Omega(\log^{1-a} n)}$.

By Lemma 14 and Lemma 8, in each epoch that is before a critical phase, w.h.p., there are at most $o(n)$ worker nodes that are out-of-sync entering the catch-up phase of the epoch, as desired by Lemma 11. Thus, we conclude the following:

Lemma 15. After $O(\log^{1.5} n)$ parallel time, w.h.p., the protocol reaches a stable correct configuration.

In order to achieve the desired running time in expectation, our protocol runs the ambassador protocol in the background. If our protocol succeeds, then the output is determined by our protocol, and otherwise, the output is determined by the ambassador protocol, which is a low probability event. Thus, the expected time is still $O(\log^{1.5} n)$.

Theorem 16. The exact majority can be computed in $O(\log^{3/2} n)$ parallel time and $O(\log n)$ states per node, w.h.p. and in expectation.

6 Symmetric interactions

In this section we show that Invariant 4 holds for algorithm Left. We prove the invariant for a corresponding version of $m$ balls and $n$ bins, following the steps of [10].

Define a batch as $n$ consecutive balls, and define time $t$ to be the time after $t$ batches. Notice that $t$ is the average number of balls per bin at time $t$, i.e., after allocating $tn$ balls. The height of a ball $i$ in a bin $u$ is the number of balls in $u$ after inserting ball $i$. Let $l_i^t$ be the number of balls in bin $u$ at time $t$.

Lemma 17. Let $a_l \cdot n$ and $b_l \cdot n$ be an upper bound on the number of bins with at most $l$ balls on the left side and the right side, respectively. The probability that a bin $u$ on the right side with exactly $l$ balls will receive a ball in the next interaction is at least $\frac{1}{l - 2a_l}$. The probability that a bin $v$ on the left side with exactly $l$ balls will receive a ball in the next interaction is at least $\frac{2}{2n - l - 2b_l}$.

Proof. Let $u$ be a bin with exactly $l$ balls on the right side. In order for $u$ to receive a ball, $u$ must interact with a bin on the left side that has more than $l$ balls. There are at least $(1 - a_l)n$ bins on the left side with more than $l$ balls, and there are $(b_l - b_{l-1})n$ bins on the right side
with exactly \(l\) balls. The probability that in the next interaction, a bin on the right side with exactly \(l\) balls will receive a ball is at least \(2(b_i - b_{i-1})(1 - a_i)\). Each of the bins with exactly \(l\) balls are equally likely to receive a ball, so the probability that a specific bin \(u\) receives a ball is at least \(2(b_i - b_{i-1})(1 - a_i)/(b_i - b_{i-1})n = \frac{2n}{n}\). Similarly, the probability that a node \(v\) of the left side with exactly \(l\) balls receives a ball is at least \(\frac{2n}{n}\) (the probability is actually slightly larger).

Assuming Invariant 4 holds on time \(t - 1\), and applying Invariant 4 on Lemma 17, we have the following.

**Corollary 18.** The probability of a bin \(u\) with at most \(t - 5\) balls after batch \(t - 1\) to receive a ball in the next allocation is at least \(1.9/n\).

The following lemma corresponds to Invariant 4:

**Lemma 19.** Let \(t \geq 0\). Assume that there is no batch \(\tau < t\) such that Invariant 4 failed in the beginning of batch \(\tau\). Then, w.h.p., Invariant 4 holds after batch \(t\).

**Proof.** Consider a bin \(u\). If \(l^u_{E} < t\), then we say that \(u\) has \(t - l^u_{E}\) holes. Let \(q_{t} = t - l^u_{E}\). Assume \(q_{t} = 5 + i\). Let \(t' < t\) be the last batch such that \(q_{t'} = 5\). Notice that the number of balls that \(u\) receives throughout batches \(t'\) to \(t\) is at most \(t - t' + i\). Moreover, by Lemma 17 and since we assume Invariant 4 holds until time \(t - 1\), for each ball \(i\) in these batches, the probability that \(i\) is allocated to \(u\) is at least \(1.9/n\). The number of balls that are allocated into bin \(u\) is asymptotically dominated by a binomial random variable \(B((t - t')n, 1.9/n)\). We obtain:

\[
\Pr[q_{t} \geq i + 5] \leq \sum_{t'=0}^{t-1} \Pr[B((t - t')n, 1.9/n) \leq t - t' - i] \\
\leq \sum_{t'=0}^{\inf} \sum_{k=i}^{t} \Pr[B((t - t')n, 1.9/n) \leq t - t' - i].
\]

Berenbrink et al. [10] showed that for every \(0 \leq k \leq \tau\),

\[
\Pr[B((t - t')n, 1.9/n) \leq t - t' - i] \leq 3.4^{-k} \cdot 3.4^{-0.1\tau}.
\]

Hence, \(\Pr[q_{t} \geq i + 5] \leq 13.5 \cdot 3.4^{-i}\).

Let \(Q_{t}\) denote the number of holes in the bin with the least number of balls at time \(t\). Thus,

\[
\Pr[Q_{t} \geq i + 5] \leq n \cdot 13.5 \cdot 3.4^{-i}.
\]

Thus, \(Q_{t} = O(\log n)\) w.h.p., and we have the last argument of Invariant 4. For the first part, we have:

\[
\Pr[q_{t} \geq i] \leq 13.5 \cdot 3.4^{-i+5} \leq 0.65 \cdot 2.8^{-i},
\]

where the second inequality holds for \(i > 41\). By the union bound, there are at most \(1 + 0.65 \cdot 2.8^{-i}\) bins with at most \(t - i\) balls. By Chernoff, w.h.p., there are at most \(1.3 \cdot 2.8^{-i} + 2\) bins with at most \(t - i\) balls.

\[\square\]
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