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INTRODUCTION

Current hearing devices are technologically advanced and support acoustic communication in adverse conditions characterized by noise and reverberation. Noise reduction and speech enhancement algorithms show significant benefit in terms of speech reception in the lab (e.g., Völker et al. 2015). However, they do not allow a full rehabilitation of hearing impairment in the individual patient. Listeners with hearing loss still experience great difficulty with listening in noise, especially in complex listening conditions and with cochlear implants (e.g., Lesica 2018). One reason may be the discrepancy between established lab-based evaluation methods, which mainly employ static listening conditions, limited acoustic complexity, and unidirectional communication, and the dynamically evolving interactive acoustic communication in real life. In fact, even for standard directional microphones, which should work robustly in all acoustic environments and give a small but significant benefit in signal to noise ratio, a discrepancy between lab results and real-life results has been reported (Cord et al. 2004; Bentler 2005; Wu et al. 2019). The discrepancy is expected to be even higher for more complex algorithms, for example, for novel visually guided beamformers (Grimm et al. 2018; Jennings & Kidd 2018), which require dynamic evaluation conditions, or algorithms based on machine learning (e.g., Pandey & Wang 2019), which require real-life conditions to learn and adapt their functioning. To overcome these limitations of established lab-based procedures, two general approaches are currently being pursued. One approach is to use virtual reality technology to increase the level of realism in the lab (e.g., Oreinos & Buchholz 2014; Grimm et al. 2016; Pausch et al. 2018; Ahrens et al. 2019). This virtual reality lab has the advantage that environments and experiments are scalable and reproducible, which is relevant for the design and evaluation of novel devices and algorithms as well as for characterizing similarities and dissimilarities in behavior across different subject groups. The disadvantage is that subjects in the virtual reality lab may not feel fully involved in the artificial scene, and thus findings may not be indicative of real-life subject behavior and performance. The extent to which the virtual reality lab in its current developmental stage is ecologically valid, that is, reflects real-life hearing-related function, is discussed in this article. The second approach is to gather meaningful data from the field, for example, by ecological momentary assessment (EMA; Shiffman et al. 2008). This approach has the advantage that hearing interventions can be tested directly in the real-life environment of the subject. The disadvantage is that it is difficult to control, to reproduce, and to scale, in terms of acoustic and cognitive complexity.

The ecological validity of the two approaches is currently being discussed in the research community (e.g., Campos & Launer, 2020, this issue, pp. 99S-106S; Holube et al., 2020,
REQUIREMENTS FOR REFLECTING REAL-LIFE COMMUNICATION IN THE LAB: THE COMMUNICATION LOOP

Human communication in real life cannot be described based on a simple signal sender and receiver model of information transmission. In fact, communication evolves in an interactive loop, which links the sound field (representing all sounds in the environment, including conversation partners), the hearing device (if present) and the actively behaving subject and conversation partners (including their cognitive and perceptual processes) in a dynamic and complex way. Figure 1 shows a sketch of this communication loop, the notion of which is established as a basis for reasoning in cognitive sciences and neurosciences (e.g., Wilms et al. 2010), and has also been used to model speech communication (e.g., Moulin-Frier et al. 2012). Until now, it has not been applied to assess ecological validity in lab-based hearing device evaluation and hearing assessment.

Given the vast variability of the different building blocks of the loop in real-life environments, it appears questionable whether the simple loop model sketched in Figure 1 can enable us to derive relevant experimental factors in hearing research that can be used as a proxy for ecological validity. Nevertheless, we argue that the simple loop model is sufficient to at least identify several major factors that influence acoustic communication and that are common to many relevant real-life scenarios. The major assumption underlying our approach is that the degree of ecological validity of an experiment, be it in the lab or in the field, depends on the level to which the subject feels embedded (or involved) in the communication loop in a way that matches the tested communication scenario. Furthermore, we assume that controllable experimental factors and corresponding quantitative metrics can be identified, which determine the level of involvement, and thus can be used as a proxy of ecological validity.

One example is that the distraction of the subject caused by the interaction with a smartphone during EMA binds cognitive resources and takes the subject partially out of the communication loop. This in turn will limit the ecological validity of EMA procedures in the field, according to the model proposed here. To quantify the level of involvement, and thus ecological validity, however, experimental factors and corresponding metrics have to be identified that determine the level of involvement. Finding these factors and metrics from EMA experiments in the field may prove difficult. In the virtual reality lab, however, conditions are scalable and reproducible, which may help in designing experiments that find relations between experimental factors, suitable metrics, and the level of involvement in a communication loop. As participants in lab studies may feel somewhat insecure about the situation, and thus behave partially unnaturally, field data are necessary to complement lab data. Knowledge of the relations between experimental factors and corresponding metrics from lab studies may inform experiments in the field so they can reduce the level of distraction in EMA procedures by designing and testing appropriate interaction techniques that show less reduction in involvement. This combined approach may help to exploit the respective strengths of tests in the lab and in the field and to gain complementary and significant data.

The proposed approach can be illustrated by the example of head movements that typically occur in acoustic communication conditions. Hendrikse et al. (2020) found in the virtual reality lab that individual head-movement tracks recorded in turn-taking conversations (Hendrikse et al. 2019) differentially affected the benefit in signal to noise ratio provided by a standard adaptive directional microphone and that head movement significantly reduced signal to noise ratio benefit of the adaptive directional microphone on average. This demonstrates the relevance of realistic head movement for ensuring the ecological validity of hearing aid outcome measures (benefit in signal to noise ratio, in this case). It is therefore important to optimize the experimental paradigms in the lab (and also in the field) in a way that the head-movement behavior is as realistic as possible to increase the level of ecological validity of hearing aid outcome measures. To be able to control the realism of head movement, the experimental factors influencing the movement need to be identified. In that regard, Hendrikse et al. (2018) found that subjects moved their heads and eyes much less in turn-taking conversations if no visual stimulation was provided. Furthermore, Hendrikse et al. (2018) showed that subjects changed their movement behavior dependent on the head and gaze behavior of animated characters used as simulated conversation partners. This shows that measures of head and eye movements may be used as a metric to assess experimental paradigms and their level of ecological validity*.
Whereas head and eye movements have been investigated in some detail in recent years in the context of ecological validity to assess the influence of visual and acoustic factors (see Grimm et al., 2020, this issue, pp. 48S-55S), other relevant experimental factors have not been investigated in such detail, and the corresponding quantitative metrics are yet largely unknown. Table 1 shows a (noncomplete) list of experimental factors that may reduce the level of involvement in the communication loop (i.e., reduce ecological validity) and the (potential) corresponding metrics that may be used as a proxy to quantify the level of involvement.

Whereas the quality of acoustic and visual stimulation (items 1 and 2) can be controlled parametrically using current virtual reality technology, and, as mentioned earlier, several studies relating the factors of acoustic and visual stimulation with the corresponding metrics have been published (e.g., Hendrikse et al. 2018, 2019, 2020), items 3 and 4 are largely understudied, to the knowledge of the authors. On the basis of the notion of the relevance of bodily acts in communication (Mead 1956, p. 98), we may assume that head movements, as well as other gestures, such as leaning forward or backward, or arm and hand movements, are important observables/metrics for estimating the level of involvement, and thus the level of ecological validity, also for items 3 and 4.

Furthermore, Wilms et al. (2010) reported, citing Frith (2007, p. 175), that “gaze is also known to ‘connect’ human beings in everyday life situations by means of a ‘communication loop’ in which interactors impact reciprocally on each other’s behavior.” Gaze can therefore be assumed to be another observable/metric for involvement in the communication loop. In fact, recent studies pave the way toward more interactive closed-loop paradigms. Wilms et al. (2010) emphasized the need for new experimental paradigms that “allow studying social encounters in a truly interactive manner by establishing ‘online’ reciprocity in social interaction” and developed an animated virtual character “whose behavior becomes ‘responsive’ to being looked at allowing the participant to engage in ‘online’ interaction with this virtual other in real-time.”

According to Straub’s human–robot interaction study (Straub 2016), subjects were more communicatively involved when the counterpart greeted, used ice breakers, responded to questions, or engaged in small talk. These approaches from cognitive and social sciences may support the development of new interactive closed-loop approaches for hearing (aid) research. Another recent study by Hadley et al. (2019) investigated speech, movement, and gaze behaviors during dyadic conversation in noise, where the interlocutors were both subjects, and their behavior was a dependent variable. Extension of these approaches to using virtual responsive animated characters, as suggested by Wilms et al. (2010) and Straub (2016), may lead to scalable and reproduceable closed-loop paradigms with high levels of involvement, and thus ecological validity. For this, models of behavior need to be developed that can be used to make the animations sufficiently realistic to promote realistic subject behavior. Studies of self-motion and interaction in communication conditions, as discussed by Carlile and Keidser (2020, this issue, pp. 56S-67S) and Grimm et al. (2020, this issue, pp. 48S-55S), may help in developing such models.

TECHNOLOGY OF THE VIRTUAL REALITY LAB

To implement the communication loop in the virtual reality lab, interactive low-delay multimedia rendering techniques with integrated sensors for closing the loop are required. This section gives a brief summary of the current state of development of the virtual reality lab at Oldenburg University. For a more comprehensive overview of the technology, see Llorach et al. (2018), and for a detailed description of the setup, see Hendrikse et al. (2018, 2019).

Whereas game-engine-based real-time technology for interactively rendering visual content on screens or head-mounted displays is readily available, for example, the open-source integrated sensors for closing the loop are required. This section gives a brief summary of the current state of development of the virtual reality lab at Oldenburg University. For a more comprehensive overview of the technology, see Llorach et al. (2018), and for a detailed description of the setup, see Hendrikse et al. (2018, 2019).

Whereas game-engine-based real-time technology for interactively rendering visual content on screens or head-mounted displays is readily available, for example, the open-source integrated sensors for closing the loop are required. This section gives a brief summary of the current state of development of the virtual reality lab at Oldenburg University. For a more comprehensive overview of the technology, see Llorach et al. (2018), and for a detailed description of the setup, see Hendrikse et al. (2018, 2019).

Whereas game-engine-based real-time technology for interactively rendering visual content on screens or head-mounted displays is readily available, for example, the open-source integrated sensors for closing the loop are required. This section gives a brief summary of the current state of development of the virtual reality lab at Oldenburg University. For a more comprehensive overview of the technology, see Llorach et al. (2018), and for a detailed description of the setup, see Hendrikse et al. (2018, 2019).

**TABLE 1. Factors that may reduce the level of involvement in the communication loop (i.e., reduce ecological validity), examples of these factors, and corresponding metrics that may be used as a proxy to quantify the level of involvement (with references, if available)**

| Factor | Example | Metric | References |
|--------|---------|--------|------------|
| 1 | Visual stimuli differ from those experienced in the real-life condition under test | Low video reproduction quality; use of animated characters with low quality of appearance | Similarity of head and eye movement behavior to real-life behavior; Questionnaires/subjective scaling | Hendrikse et al. (2018) |
| 2 | Acoustic stimuli differ from those experienced in the real-life condition under test | Low sound field reproduction quality; static (nonmoving) sound sources | Quantitative measures of the function of a (simulated) hearing device in comparison to its functioning in the real-life condition under test | Grimm et al. (2016), Hendrikse et al. (2020) |
| 3 | Unrealistic behavior of conversation partners in the (simulated) experiment | Animated characters do not move heads and eyes or do not show facial expressions | Subjective scaling of the involvement; gaze behavior or facial expression | To be investigated |
| 4 | Lack of interactivity of the experimental paradigm | The paradigm does not promote a closed-loop communication similar to the real-life condition under test | | To be investigated |

*Note that head and eye movements were used both as a metric and as experimental factors by Hendrikse et al. (2018). Head and eye movements of communication partners in the (simulated) experiment were used as an experimental factor that was found to influence the metric, that is, the head and eye movement of the subjects in the experiment.
†The sound events and levels experienced by each subject during the walks were not controlled. This means that the sound levels in the field and in the lab were the same on average, but not for each subject individually. Individual dosimetry would have been required to make individual adjustments.
‡Because HA amplification was the same in both conditions and no noise reduction was employed, this finding suggests that the background noise level may have been somewhat higher in the field than in the lab and may have partially masked the sounds from the bicycles.
software tool blender (Roosendaal & Wartmann 2003; https://www.blender.org/), real-time, low-delay, high-quality interactive audio rendering software had to be developed for the purpose of implementing the virtual reality lab for hearing research. The open-source TASCAR software toolbox (Grimm et al. 2019) was developed for this purpose. It allows the researcher to design dynamic acoustic scenes and render them using different techniques, such as 3D higher-order Ambisonics (Daniel, Reference Note 1; Heller & Benjamin 2014), to headphones or loudspeaker arrays. The simulation method focuses on a time-domain simulation of the direct path and a geometric image source model, which simulates air absorption and the Doppler effect. To establish the feasibility of the approach, the interaction between reproduction method and technical and perceptual hearing aid performance measures was investigated using computer simulations for regular circular loudspeaker arrays with 4 to 72 channels (Grimm et al. 2015). The results confirm that the physical sound field accuracy can be rendered sufficiently well even for 4-microphone binaural beamforming to work properly, if adequate rendering techniques are applied and the number of loudspeakers is high enough (depending on the targeted frequency range).

On the basis of the developed audiovisual technology, a set of five different audiovisual environments was designed: a cafeteria, a lecture hall, a train station, a street with car traffic, and a living room (Hendrikse et al. 2019; see https://www.youtube.com/channel/UCAXZPzxbOJmxCm0IBf6qVoNg for a video demonstration). Environments were selected to represent relevant conditions for daily life, according to Wolters et al. (2016). Following a gamification approach, animated characters can be placed in the scene together with other sound sources, for example, trains or cars, and story lines can be implemented to embed the subject in the scene. Depending on the experiment, speech recognition tasks, detection tasks, divided attention tasks, etc. can be implemented using the TASCAR/blender combination. The animated characters show a coarse lip movement driven by the input speech signal in low-delay real time (see Llorach et al. 2016 for technical details). Furthermore, animated characters automatically turn their head towards the currently active speaker in turn-taking conversations (see Hendrikse et al. 2018, 2019), further increasing the perceived naturalness of the character’s behavior.

For closing the loop, several sensors have been integrated, in particular, optical motion tracking, gaze tracking (optical and electrooculography), electroencephalography (cEEGrid; Bleicher & Debener 2017), and video monitoring.

Figure 2 shows a picture of the virtual reality lab with a subject sitting in its center. Because of its interactive low-delay rendering of sound and video, as well as the in-the-loop sensor technology, the lab in its current state enables in principle the interaction between reproduction method and technical and perceptual hearing aid performance measures was investigated using computer simulations for regular circular loudspeaker arrays with 4 to 72 channels (Grimm et al. 2015). The results confirm that the physical sound field accuracy can be rendered sufficiently well even for 4-microphone binaural beamforming to work properly, if adequate rendering techniques are applied and the number of loudspeakers is high enough (depending on the targeted frequency range).

On the basis of the developed audiovisual technology, a set of five different audiovisual environments was designed: a cafeteria, a lecture hall, a train station, a street with car traffic, and a living room (Hendrikse et al. 2019; see https://www.youtube.com/channel/UCAXZPzxbOJmxCm0IBf6qVoNg for a video demonstration). Environments were selected to represent relevant conditions for daily life, according to Wolters et al. (2016). Following a gamification approach, animated characters can be placed in the scene together with other sound sources, for example, trains or cars, and story lines can be implemented to embed the subject in the scene. Depending on the experiment, speech recognition tasks, detection tasks, divided attention tasks, etc. can be implemented using the TASCAR/blender combination. The animated characters show a coarse lip movement driven by the input speech signal in low-delay real time (see Llorach et al. 2016 for technical details). Furthermore, animated characters automatically turn their head towards the currently active speaker in turn-taking conversations (see Hendrikse et al. 2018, 2019), further increasing the perceived naturalness of the character’s behavior.

For closing the loop, several sensors have been integrated, in particular, optical motion tracking, gaze tracking (optical and electrooculography), electroencephalography (cEEGrid; Bleicher & Debener 2017), and video monitoring.

Figure 2 shows a picture of the virtual reality lab with a subject sitting in its center. Because of its interactive low-delay rendering of sound and video, as well as the in-the-loop sensor technology, the lab in its current state enables in principle the investigation of different factors affecting ecological validity and the corresponding metrics outlined in the previous section. The next section presents an experiment that investigated several of these factors and metrics in a comparative field versus lab study.

**COMPARATIVE STUDY OF SUBJECT BEHAVIOR AND PERFORMANCE IN THE VIRTUAL REALITY LAB AND IN REAL LIFE**

This section presents an overview of earlier studies comparing subject behavior in the field and in the audiovisual virtual reality lab (Paluch et al. 2017, 2018a, b, 2019; Paluch 2019) and discusses the findings in relation to some of the factors of ecological validity outlined earlier. Two environments relevant for daily life (Wolters et al. 2016) were investigated: road traffic and cafeteria. In a mixed-methods approach, qualitative evaluation tools were used for the field and quantitative evaluation tools were used for the virtual reality lab: behavior analyses using field notes for developing hypotheses in the field, and video annotation for testing these hypotheses in the virtual reality lab. Furthermore, questionnaire data from surveys addressing loudness perception, annoyance, and localization were collected in the field and in the virtual reality lab and compared with each other. Participants included age-matched people with normal and impaired hearing. Seven experienced HA users (EXPU), seven first-time HA users (FTU), and seven age-matched normal-hearing (NH) subjects participated. Two different presentation modes were tested in the FTU group, unaided and aided in omnidirectional microphone mode.

Figure 3 shows the virtual environments used in the experiment. They simulate the environments tested in the field and were presented in the virtual reality lab described above with the subject standing (street) or sitting (cafeteria) in the center of the loudspeaker ring. In this experiment, the field of view was restricted to 120°, as only one projector was used. In the street scene, a busy environment was simulated with several pedestrians, bicycles, cars, trucks, buses, and an ambulance passing by, while the subject was moved slowly on the sidewalk (virtual walk). The subject was asked to stop at a virtual bus stop and was asked closed-ended (categorical) questions by a female animated character. The experimenter noted the subject’s answers. In the second part of the street scene, the subject was moved to a quiet environment with typical background sounds such as birds singing and cyclists and cars passing by from time to time. The loudness of the street scene varied with changes in the activity of the surrounding sound sources. The animated character also appeared in this quiet street environment at a bus stop to ask questions about the subject’s experience in the virtual environment. The virtual street walk took about 22 min.
In the simulated cafeteria situation, the subject sat at a simulated table together with four animated characters (two female, two male, at azimuthal directions of 45°, 15°, −15°, and −45°, facing towards the subject; Hendrikse et al. 2018). Tables, chairs, lamps, etc., were shown, and cafeteria noise sounded in the background. The animated characters began to talk to each other, showing coarse synchronized lip movement (Llorach et al. 2016), with turn-taking initiated by head movements of the animated characters to the character that started talking (Hendrikse et al. 2018, 2019). The subject listened to two different casual conversations between the four animated characters, each lasting for approximately 90 sec. Afterwards, one of the four animated characters asked the subject a set of closed-ended questions to assess the experience of the animated situations. The cafeteria scene took about 5 min.

The sound levels from the real street (noisy street $L_{An,60sec} = 69$ dB SPL A-weighted; quiet street $L_{An,60sec} = 65$ dB SPL A-weighted) and the real cafeteria situation ($L_{An,60sec} = 72$ dB SPL A-weighted) were measured, and levels in the lab were set accordingly in the laboratory, it is interesting to look at the comparison of laboratory and field results. The results showed a statistically significant difference in perceived loudness ($p < 0.05$, Wilcoxon). In the laboratory, the trucks/buses and cars were perceived as louder than in the field by the subjects with NH (median value MD = 3.0 in the field and MD = 4.0 in the lab). The aided FTU and the EXPU subjects stated that the bicycles were louder in the laboratory than in everyday life (aided FTU: MD = 2.0, EXPU: MD = 1.0 in the field; both MD = 3.0 in the lab). This means that the loudness of the bicycles was rated as too quiet in the field and as moderate in the laboratory; several subjects stated they could not hear any bicycles with their HA in the field setting. Similar results can be seen for the annoyance ratings of the NH subjects and the FTU (both unaided and aided). In the lab, these subjects were more annoyed by the trucks/buses, cars, and bicycles than in the field ($p < 0.05$, Wilcoxon, see Tab. 3). The NH and the unaided FTU subjects reported the same annoyance ratings: they were not annoyed at all at the truck/buses and cars in the field (MD = 1.0), whereas in the laboratory they were moderately annoyed (MD = 3.0). Additionally, the bikes were not annoying in the field at all (MD = 1.0), but in the laboratory, they were found to be slightly annoying (MD = 2.0). A similar result was reported by the aided FTU subjects. In the field, they were somewhat annoyed by trucks/buses and cars (MD = 2.0) because of their HA, but even more in the laboratory (MD = 4.0). Since they did not hear the bikes in everyday life, they were not annoyed by them (MD = 1.0), but in the laboratory they were (MD = 3.0); this is consistent with the loudness evaluation. There was little significant difference in localization perception between NH and unaided FTU subjects and between aided FTU and EXPU subjects. The FTU (unaided) subjects found it harder to localize the sound sources in the field and in the laboratory than the subjects with NH. For the aided FTU subjects, it was easier to locate the sound sources than for the EXPU with the exception of bicycles in the field. Although it is debatable why the aided FTU evaluated their localization of sound sources better than EXPU, it has to be considered that these are minor differences and that they are not statistically significant ($p > 0.05$, Wilcoxon).

In the field, a notable expressive orientation reaction was found in the aided, but not in the unaided FTU. This finding was reflected to a smaller extent in the lab by an (not significant) increase in small torso and large head movements in the aided compared to the unaided FTU group. In the field, the subjects showed a noticeable reaction to the environment, whereas in the lab, their behavior was less pronounced (e.g., similar to watching a television screen). In an everyday environment, communication takes place by exchanging information, whereas passive listening was predominant in the lab experiment. This may explain the difference in behavior between field and lab. Other behaviors may appear when interference occurs (e.g., wearing hearing aids for the first time and strongly turning to sound sources). One could assume that, when the aided FTU get used
to their hearing aids and become EXPUs, they would also show less pronounced movements. Similarly, the situation in the lab equalizes the subjects’ behavior (they are more passive than active) because it represents an insecure situation for all subject groups involved (Nassehi 2019, p. 91). However, if the lab becomes more ecologically valid, the behavior of the subjects may also become more like that in the field.

In summary, data from the virtual reality lab reflect real-life hearing-related function to a certain extent, but relevant differences between field and lab remain. One hypothesis is that subjects in the field felt more involved in the listening situation than in the lab, which may have led to the observed differences in movement behavior. Using more interactive procedures may increase involvement, which may reduce the differences in behavior between lab and field found in the studies by Paluch et al. (2017, 2018a, b, 2019) reported here. This remains to be tested in future studies. The studies also showed the difficulties encountered when comparing field and lab data. The use of field notes in the field and video annotation in the lab to assess similar classes of behavior is a promising technique as it is nonintrusive to the subject and allows deriving testable hypotheses. The comparative data from the studies may be used to derive metrics that can be used both in the lab and the field to assess movement behavior and relate them to performance in hearing-related tasks. Specifically, questionnaires covering the motion-related factors identified here may be derived that can be used both in the field and in the lab to assess hearing-related function.

**GENERAL DISCUSSION AND CONCLUSIONS**

The available data and experiences suggest that the virtual reality lab is generally applicable in hearing research and has the potential to assess and predict the ability of subjects with and without hearing devices to accomplish real-life hearing-related tasks. In that sense, the virtual reality lab in its current state may already provide higher ecological validity than established audio-only methods. In particular, Hendrikse et al. (2018) found that visual stimulation influenced head- and eye-movement behavior in normal-hearing subjects. Movement behavior was found to be similar for visual stimulation with animated characters and with videos of real conversations, showing that animated characters may be used to promote realistic movement behavior. Audio-only presentation led to a significantly different behavior. In that case, subjects virtually stopped moving their heads. Because head movement reduces the benefit in signal to noise ratio provided by spatial filtering (Hendrikse et al. 2020), realistic head movement may be a crucial factor in ecologically more valid hearing aid evaluation in the lab.

Current limitations include the limited resolution of the visual systems and the lack of precise automatic lip-syncing procedures, as well as the facial and body gestures of the animated characters (see Hendrikse et al. 2019). Whereas video resolution can be assumed to improve automatically with the further development of video technology, improving lip-syncing and facial expressions appears to be more difficult. This is because lip movement and facial expressions need to be generated in real-time to enable interactivity, and this limits rendering quality. Deep-learning-based techniques, which are currently widely used to recognize facial expression (e.g., Zeng et al. 2018) may lead to improved solutions.

Another factor is the differences in loudness perception between lab and field; this requires further consideration, as shown in earlier studies (e.g., Smeds et al. 2006). If sounds presented in the lab continue to be louder than in the field even with more interactive measurement paradigms and with audiovisual stimulation, guidelines need to be derived for reducing the sound level in the lab compared to that in the field.

Furthermore, current experimental paradigms do not fully meet the requirements for putting the subject in a communication loop, as they still primarily follow the concept of unidirectional communication, with a signal sender and a signal receiver. Therefore, future work will be towards improving the visual technology and developing “subject-in-the-loop” paradigms to further increase the ecological validity of the virtual reality lab. One approach to closing the loop may be to use acted conversations (e.g., Beechey et al. 2019, 2020) in combination with virtual interactive animated characters in the virtual reality lab. This could be done via embodied conversational agents (Llorach et al. 2019), which are animated characters in the virtual reality that are controlled by a virtual conversational agent (e.g., Llorach & Blat 2017) or an actor (interactive puppeteering, e.g., Husinsky & Bruckner 2018). Another potential way to close the loop is to combine virtual-reality glasses with an omnidirectional treadmill, which may increase the interactivity and involvement of the subject while they perform hearing-related tasks. Lau et al. (2016), for example, showed that a combination of a hearing-related and a mobility-related task implemented in virtual reality with a treadmill may lead to more effective approaches to assessing hearing-related function.

Another emerging and potentially useful technology is augmented reality, for example, Miller et al. (2019). Augmented reality glasses with audio and video augmentation may be used to design tests in the field that are more similar to experimental designs in the virtual reality lab and use less distracting response techniques. This way, information learned from the virtual reality lab on how to design interactive tests may be transferred to the field, and vice versa, leading to a more integrated approach between hearing assessment in the lab and in the field.
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