Improving state estimation through projection post-processing for activity recognition in football
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Abstract

The past decade has seen an increased interest in human activity recognition. Most commonly, the raw data coming from sensors attached to body parts are unannotated, which creates a need for fast labelling method. Part of the procedure is choosing or designing an appropriate performance measure. We propose a new performance measure, the Locally Time-Shifted Measure, which addresses the issue of timing uncertainty of state transitions in the classification result. Our main contribution is a novel post-processing method for binary activity recognition. It improves the accuracy of the classification methods, by correcting for unrealistically short activities in the estimate.
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1 Introduction

In almost all areas of science and technology sensors are becoming more and more prevalent. In recent years we have seen applications of sensor technology in fields as diverse as energy saving in smart home environments [1], performance assessment in archery [2], activity monitoring of elderly [3], recognition of human stress [4], detection of mooring ships [5], early detection of Alzheimer disease [6], dietary monitoring [7] and recognition of emotional states [8], to name just a few.

Our main interest lies in the detection of human activities using sensors attached to the body. Sensors generate raw data without annotations suggesting the use of unsupervised learning methods. If a pattern specified in advance is of interest, then supervised learning and labelled data are required. However, the task of labelling activities manually from sensor data is labour-intensive and
prone to error, which creates the need for fast and accurate automated methods. Human activity recognition (HAR) attracted much attention since its inception in the ’90s. A plethora of methods are being used [9], with various deep learning techniques leading the charge [10, 11]. The goal of HAR is to find a sequence of activities performed by a person based on observed data. Data can come from different sources. Many researchers [12, 13, 14] use only sensors embedded in a smartphone to classify user activities. Radio-based activity recognition is less popular, but provides lower power consumption and lower cost of production of the sensors [15]. Physical sensors, such as accelerometer or gyroscope attached directly to a body or video recordings from a camera, are the most popular sources of data for activity recognition. Placement of the sensors on the body differs based on the research topic. In some cases more than one accelerometer or gyroscope is used [16, 17], but most commonly only one sensor is attached to a body [18]. Similarly, cameras can be either placed on the subject [19, 20, 21] or they can observe the subject [22, 23, 24]. Rarely, both camera and inertial sensor data is captured at the same time [25].

In case of multiple wearable sensors attached to different body parts, data are highly time-dependent and effective estimation should take into account the temporal structure of the time series. This leads to many challenges; to account for time dependencies mainstream classification techniques will need to be augmented. Alternatively, more complicated and more difficult to train methods have to be deployed. Another challenge lies in the reliability of manual labelling (in case of supervised learning). Quite often it is unreasonable to assume that labels annotating the observed data are exact with regards to timings of transitions from one activity to another [26]. Timing uncertainty can be caused by a deficiency of the manual labelling or the inability to objectively detect boundaries between different activities. This issue is well-known in the literature, for instance, Yeh et al. [27] introduced a scalable, parameter-free and domain-agnostic algorithm that deals with this problem in the case of one-dimensional time series.

In order to provide more context, we describe the dataset used for the evaluation of the methods that will be introduced later. Eleven amateur football players participated in a coordinated experiment at a training facility of the Royal Dutch Football Association of The Netherlands. Five Inertial Measurement Units (IMUs) were attached to both their shanks, thighs of both legs and pelvis. Every IMU measures six features in time: magnitude and direction of acceleration in 3 dimensions (using a 3-axis accelerometer) and magnitude and direction of angular velocity in 3 dimensions (using a 3-axis gyroscope). Athletes were asked to perform exercises on command, e.g. ‘jog for 10 meters’ or ‘long pass’. For each athlete and exercise this resulted in a 30-dimensional time series (5 body parts times 6 features per IMU) of length varying from 4 to 14 seconds. Each athlete performed 70-100 exercises which amounts to nearly 900 time series (each with a sampling frequency of 500 Hz). Time series are labelled with the command given to an athlete, but there are still other activities performed in each of the time series, for example standing still. This causes a problem; ignoring standing periods and treating them as part of the main signal pollutes
the data and lowers the quality of the classification. Our goal is to sift through the time series for the activity of interest and to identify all time points as either standing or the other activity. Wilmes et al. [28] describe the experiment more closely.

For the remainder of this paper, following naming convention will be used. We are given a multivariate time series and an associated with it univariate time series of states. In our context, a state corresponds to specific human activity. Any sequence of states will be called a state sequence. A label is a state at a given time point in a state sequence. If a state sequence corresponds to the true underlying sequence of activities in a time series, then it will be called the true labels or the ground truth labels. An estimate of the true labels will be called the estimated labels. Specific to binary classification the term event refers to a time interval, in which a state sequence takes value 1, while the label directly preceding and following this time interval is not 1.

To compare the quality of competing activity recognition methods, an appropriate performance evaluation metric has to be chosen. Commonly used criteria are accuracy, precision and the F-measure [9, 29]. Another approach is to use similarity measures for time series classification [30], such as Dynamic Time Warping or Minimum Jump Costs Dissimilarity. Our objective is to find a performance measure that satisfies problem-specific conditions, which usually are not addressed by standard performance measures. In our case, already mentioned timing uncertainty in true labels as well as event fragmentation and merging are the problems of interest. Event fragmentation occurs when an event in true labels is represented by more than one event in estimated labels, whereas merging refers to several true events being represented by a single event in estimated labels. Ward et al. [31] provide an excellent overview of different performance metrics used in activity recognition proposing a solution to the problem of timing uncertainty as well as event fragmentation and merging. The issues mentioned above are also addressed here, however, in a different way. Our main focus regarding the performance measure for our application is on detecting time shifts in the estimated labels (which address the problem of timing uncertainty), while the fragmented or merged events influence the performance of a classifier through the number of state transitions present in the estimated labels.

The second contribution of this paper is the introduction of a post-processing procedure, which projects a binary state sequence onto a certain subset. This subset of state sequences is characterized by a condition that bounds the state durations from below. It allows us to mitigate the problem of event fragmentation in cases where some domain-specific information about state durations is available. Based on empirical evidence, the performance (as measured by standard performance measures or the one newly introduced here) of classical machine learning classifiers improves significantly by projecting the state sequence. This enables simple and fast but less accurate classification methods to be upgraded to accurate and fast classifiers.

The outline of the paper is as follows. Section 2 introduces specialized performance measures for assessing the quality of classification in general and activity
recognition in particular. Section 3 provides a method for improving any binary classification with a post-processing scheme that uses background knowledge in the specific context. In particular, it validates the state durations and provides an improved classification that satisfies the physical constraints on the state durations imposed by the context. Section 4 presents an application of the techniques in the setting of the football exercises just described.

2 Incorporating domain knowledge into the performance measure of classification

2.1 Problem-specific requirements on the performance measure

In order to choose an appropriate performance measure for a given classification task, it is important to understand the problem-specific demands on the result. Just choosing the simplest or the most common performance measure can easily lead to results that do not truthfully represent the classifiers’ performance as valued by the users. In this section, we aim to highlight the main characteristics of the classification of movements based on wearable sensors and to translate them into specific requirements on the performance measure.

First, physical restrictions need to be taken into account. States that are considered in our application represent human activities. As such they cannot be arbitrarily short; there is a lower bound on the duration of these states. Hence, estimated labels that violate this lower bound indicate a bad performance. The lower bound condition requires two parameters: the lower bound and the penalty for each violation. The lower bound can either be estimated or determined by domain knowledge, while the penalty can be chosen more freely.

Second, the issue of timing uncertainty should also be addressed when designing the performance measure. To illustrate its importance more clearly, we present an example. Five people were asked to detect boundaries between activities in different time series using a visualization tool. The tool outputs an animated stick figure model given sensor data.

Three time series were selected, each with one activity: running, jumping and ball kick. Respectively, the start and the end of each activity were recorded by participants. Table 1 presents the results of the experiment.

The experiment indicates there is indeed uncertainty regarding the state transitions. Granted that the sample size is very small, we notice more variation in results referring to the end of activities rather than the beginnings. Additionally, we see more variation in the results for the kick than the jumping. So the boundaries of some activities seem to be more difficult to identify than others.

In this section we have shown two issues that should drive the design of the performance measure. Physical restrictions, such as a lower bound on the

\[1\] A symbolic representation of the human body using only lines
| Partic. | Running Start |  | Jumping Start |  | Kick Start |  |
|---|---|---|---|---|---|---|
|  |  | End |  | End |  | End |
| P1 | 2 | 7.3 | 2.7 | 5.2 | 2.5 | 3.5 |
| P2 | 2 | 7.5 | 2.7 | 5.2 | 2.5 | 3.9 |
| P3 | 2.3 | 6.6 | 2.7 | 5.1 | 2.7 | 3.6 |
| P4 | 2.3 | 7.2 | 2.7 | 5.3 | 2.5 | 4.3 |
| P5 | 2.2 | 7.2 | 2.9 | 5.4 | 2.5 | 4.1 |
| Avg. | 2.16 | 7.16 | 2.74 | 5.24 | 2.54 | 3.88 |
| Std | 0.15 | 0.34 | 0.09 | 0.11 | 0.09 | 0.33 |

Table 1: The results of the labelling experiment; all times are in seconds. The two last rows show the average and the sample standard deviation for each boundary duration of the activities, should be taken into account to prevent unrealistic classifications from being considered good estimates. Timing uncertainty should also be addressed as often the ground truth labels might not be 100% accurate.

2.2 Globally Time-Shifted distance

We define a class of Globally Time-Shifted distances (GTS distances), loosely inspired by the Skorokhod distance on the space of càdlàg functions [32, pp. 121]. Consider the set of states $\mathcal{S} = \{s_1, ..., s_m\}$ and a metric $d$ on $\mathcal{S}$. If $d(s_i, s_j) = 1 - \delta_{ij}$ for all $i, j = 1, ..., m$, where $\delta_{ij}$ is the Kronecker delta equal to 1 if $i = j$ and otherwise 0, then $d$ will be called the discrete metric on $\mathcal{S}$. Figure 1 shows the metric space of states in the form of weighted graph.

![Figure 1: The graph of 4 states equipped with the discrete metric](image)

We choose to represent state sequences using functions of time. In reality we
are only able to obtain a discrete-time signal, however, the relevant information contained in such a signal is a list of all the state transitions, which can more easily be encoded in a function with continuous argument. Hence we define $\mathcal{T}$, the set of all càdlàg functions $f : \mathbb{R} \to S$ with a finite number of discontinuities. We identify functions that are equal almost everywhere with respect to Lebesgue measure on $\mathbb{R}$. We define the standard distance between two trajectories $f, g \in \mathcal{T}$:

$$\text{dist} : \mathcal{T} \times \mathcal{T} \ni (f, g) \mapsto \text{dist}(f, g) = \int_{\mathbb{R}} d(f(t), g(t)) dt. \quad (1)$$

If $d$ is a metric on $S$, then it can be shown that $\text{dist}$ is a metric on $\mathcal{T}$. If $d$ is the discrete metric on $S$, then $\text{dist}$ is the time spent by $f$ in a state different than $g$.

The distance $\text{dist}$ is an unsatisfying measure to compare two trajectories, since it does not incorporate the requirements posed in the previous section. In order to improve it, we start by modelling the timing uncertainty. Let $f \in \mathcal{T}$ be the ground truth state process and let $f$ have $n$ discontinuities $j_1, \ldots, j_n$. The locations of the discontinuities are corrupted by additive noise:

$$j_i = J_i + X_i,$$

for all $i = 1, \ldots, n$, where $J_i$ is the true and unknown location of the $i$-th jump. In general, $X_1, \ldots, X_n$ are i.i.d. random variables, but in this section we will assume that $X_1 = X_2 = \ldots = X_n$ (all jumps are moved by the same value; the global time shift).

We proceed to define the Globally Time-Shifted distances. The GTS distances are parametrized by two parameters. A parameter $w$ controls the weight of misclassification occurring from the uncertainty of the true labels, while a parameter $\sigma$ controls by how much activities may be shifted.

**Definition 2.1** (Globally Time-Shifted distance). Given $w \geq 0, \sigma > 0$ and a metric $d$ on $S$ we define a Globally Time-Shifted distance as:

$$\text{GTS}_{w, \sigma}(f, g) = \inf_{\epsilon \in [-\sigma, \sigma]} \{\text{dist}(f \circ \tau_{\epsilon}, g) + w|\epsilon|\},$$

where for $\epsilon > 0$ $\tau_{\epsilon} : \mathbb{R} \to \mathbb{R}$ is a time shift defined as follows:

$$\tau_{\epsilon}(t) = t - \epsilon.$$

A GTS distance is defined for $f, g \in \mathcal{T}$ and it is possible that the distance is infinite.

Depending on the choice of parameters the GTS distance possesses certain properties. For $w > 0$ and $\sigma = \infty$, the GTS distance is an extended metric$^2$ and a proof of this fact is given in the supplementary material. If $w > 0$ and $\sigma > 0$, then it is a semimetric meaning that it has all properties required for a metric,

$^2$It may attain the value $\infty$. 6
except for the triangle inequality. Indeed, consider the following example. Let \( f, g, h \) be functions defined by

\[
    f = \mathbb{1}_{[0,2,0.8)},
    g = \mathbb{1}_{(0.4,1)},
    h = \mathbb{1}_{[0.3,0.9)}.
\]

Let \( d \) be the discrete metric on \( S = \{0,1\} \), \( \sigma = 0.1 \) and \( w = 0.6 \). In this case we have

\[
    GTS_{w,\sigma}(f, g) = 0.26,
    GTS_{w,\sigma}(f, h) + GTS_{w,\sigma}(h, g) = 0.12,
\]

and we see that the triangle inequality does not hold.

The main downside of the use of the GTS distance is the unrealistic assumption on timing uncertainty. However, if we know that the ground truth labels preserve the true state durations then it is a good choice. Consider a function \( f \in \mathcal{T} \) with two state transitions \( j_1 \) and \( j_2 \). Let estimate \( g \in \mathcal{T} \) also feature two state transitions \( j_1 - \tau_1 \) and \( j_2 - \tau_2 \). If \( \tau_1 \neq \tau_2 \) have opposite signs, then there is no global time shift that can align the functions \( f \) and \( g \). This implies that the true state durations need to be preserved in the estimate in order to align functions using the global time shift.

2.3 Locally Time-Shifted distance and the Duration Penalty Term

The global time shift stresses the state durations, which is not always desirable. For instance, if the true labels do not preserve the real state durations, or e.g. if the additive noise terms in the locations of the jumps are independent. Here is an example: figure 2 shows \( f \) and its approximations \( g_i \) for \( i = 1,2,3 \). It is impossible to align \( f \) with any of the \( g_i \) with a single time shift, however, it would be possible if each state transition could be shifted ‘locally’.

Additionally, the GTS distance is sensible only when there is at most one event in the time series, which limits its use. Naturally, to accommodate for both of these issues a suitable modification would be to replace one global time shift with multiple local time shifts. We will introduce a measure of closeness between trajectories which conceptually can be seen as derived from the GTS measure. Our approach can be compared to the one introduced in \[31\]. There the authors measure performance based on segments, which are intervals in which neither the ground truth labels nor the estimate change the state. If the state in the estimate and the state in the ground truth labels agree in a given segment, we can classify it as correctly classified. If that were not true, the authors provide a variety of different classifications of segments, such as fragmenting segment or inserted segment. This provides a deeper level of error characterization, which is then used in different metrics of classifier performance.

In our case, the characterization will be focused on whether the error is caused by the timing uncertainty or some other cause. We will be working with sequences of jumps, but more specifically given two sequences of state boundaries we will combine them together and sort the resulting joint sequence in an
Figure 2: The function $f$ represents the ground truth labels with an uncertainty around state boundaries, $g_i$ are the approximations of $f$.

increasing order. Subsequent pairs of values in this sequence are determining segments understood as in [31]. We weigh different types of segments and the result is a weighted average of segment lengths, which is supposed to reflect well the error magnitude of the classifier.

We define segments formally and introduce a new distance on $\mathcal{T}$.

**Definition 2.2 (Segments).** Let $f, g \in \mathcal{T}$. The elements of the smallest partition of $\mathbb{R}$ such that in each element of the partition neither $f$ nor $g$ changes state will be called segments.

Since functions from $\mathcal{T}$ are piece-wise constant and have a finite number of discontinuities, there is always a finite number of segments. The general form of segments that we will use is as follows:

$$(-\infty, a_1) \cup \bigcup_{i=1}^{l-1} [a_i, a_{i+1}) \cup [a_l, \infty),$$

where $a_1 < a_2 \ldots < a_l$ if $f$ and $g$ are not equal everywhere. Otherwise there is only one segment, consisting of the whole real line. By convention, $a_0 = -\infty$ and $a_{l+1} = \infty$, and

$$f(a_0) = f(a_1^-) = \lim_{x \to -\infty} f(x), \quad f(a_{l+1}) = f(a_l).$$

A partition that cannot be made coarser
Similarly to the GTS distance, parameter $w$ controls the weight of misclassification occurring from the uncertainty of the true labels. The case when $w < 1$ is more interesting to us, since then we assume timing uncertainty of labels.

**Definition 2.3** (Locally Time-Shifted distance). Let $w \geq 0$, $\sigma > 0$ and $d$ be a metric on $S$. Let $f, g \in T$ and their set of segments to be denoted as in (2). We define the Locally Time-Shifted distance (LTS distance) as

$$LTS_{w,\sigma}(f, g) = \sum_{i=1}^{l-1} \delta_i(a_{i+1} - a_i)d(f(a_i), g(a_i)),$$

where

$$\delta_i = \begin{cases} w, & a_{i+1} - a_i \leq \sigma, \ f(a_{i-1}) = g(a_{i-1}), \ f(a_{i+1}) = g(a_{i+1}) \\ 1, & \text{otherwise} \end{cases}.$$ 

If $f(a_i) \neq g(a_i)$, then $LTS_{w,\sigma}(f, g) = \infty$ and if there is only one segment (functions are equal on the whole real line), then $LTS_{w,\sigma}(f, g) = 0$.

The LTS distance is an extended semimetric for $w > 0$ (proof in the supplementary material). The triangle inequality does not hold in general. Let $f, g, h$ be functions defined by

$$f = \mathbb{1}_{[0, +\infty)}, g = \mathbb{1}_{[\sigma, +\infty)}, h = \mathbb{1}_{[2\sigma, +\infty]}.$$ 

We have $LTS_{w,\sigma}(f, h) = 2\sigma \cdot d(0, 1)$, $LTS_{w,\sigma}(f, g) = LTS_{w,\sigma}(g, h)$, $w\sigma \cdot d(0, 1)$. Hence for $w < 1$, $LTS_{w,\sigma}(f, h) > LTS_{w,\sigma}(f, g)$ + $LTS_{w,\sigma}(g, h)$.

The LTS distance itself addresses the issue of timing uncertainty in the true labels. The issue that some states in the state sequence are too short still remains. Let $\gamma > 0$ be the lower bound on the durations of the states as determined by the domain knowledge (or through estimation if possible). Let $\lambda > 0$ be the penalty for each violation of the lower bound condition. For $f \in T$ with its discontinuities $j_1, ..., j_n$, we introduce a duration penalty term:

$$DP_{\lambda,\gamma}(f) = \lambda \sum_{k=1}^{n-1} \mathbb{1}_{\{x : x < \gamma\}}(j_{k+1} - j_k).$$

This term will allow to lower the performance of classifications with unrealistically short states.

In practice, we will need to extend the functions to the real line in order to use the LTS distance as its definition applies only to functions defined on whole of $\mathbb{R}$. Hence, an extension is necessary. One natural extension could be to extend the first and the last state of each function indefinitely. However, this solution leads to a problem. Consider two functions $f$ and $g$ that differ only on the interval $[0, A]$. No matter how small $A$ is, the distance between $f$ and $g$ will always be infinite when using this extension, since in this case $f$
and $g$ are in different states on the whole half line $(-\infty, A)$. Both functions need to be extended by the same state for the distance to be finite. We extend any function $f$ defined on interval $[0, T]$ to the real line, setting its value to an arbitrary state $s_1$ outside of $[0, T]$:

$$f^*(t) = \begin{cases} f(t), & t \in [0, T) \\ s_1, & t \notin [0, T). \end{cases}$$ (3)

We combine the LTS distance and the duration penalty term to define the LTS measure of closeness of two trajectories.

**Definition 2.4.** Let $f$ be a function of true labels and $g$ its estimate, both defined on $[0, T]$. The **LTS measure** is defined as:

$$\text{LTS}_{w, \sigma, \lambda, \gamma}(f, g) = \exp(-\text{LTS}_{w, \sigma}(f^*, g^*)/T - \text{DP}_{\lambda, \gamma}(g)).$$

The scaling through the division by $T$ normalizes the LTS distance to the interval $[0, 1]$. The transformation $[0, +\infty) \ni x \rightarrow \exp(-x) \in (0, 1]$ maps the sum of the LTS distance and the duration penalty term to the interval $(0, 1]$, while reversing the order as well: $g$ is closer to $f$ if the LTS measure is closer to 1.

### 3 Improving classification by imposing physical restrictions

#### 3.1 Post-processing by projection

When choosing a classifier for the task of activity recognition, we are often faced with a dilemma. We can choose a classifier that captures the underlying nature of the data better, for instance a classifier that assumes time dependence in the data through the semi-Markov property. Then the computational cost of estimation can be high and the estimation itself might be of lesser quality if there is not enough data or the quality of the data is poor. If we choose a simpler classifier we have no problems learning the parameters of the method, but the restrictive assumptions of a simple classifier might not be satisfied. For a simple classifier one typically assumes independence between the observations; an assumption especially dangerous in the case of activity recognition since the data coming from sensors are highly time-dependent. One way to mitigate this problem is to use the sliding window technique that equips each time point with some knowledge about the past and the future, however, simple classifiers (such as decision trees) themselves are not capable of using the information about the distribution of durations in their prediction. The goal of this section is to provide a post-processing procedure that corrects for classifier’s mistakes regarding the distribution of durations.

Now we specifically focus on binary setting, so $\mathcal{S} = \{0, 1\}$ are the states.
Definition 3.1 (Function with bounded minimum duration of states). Given parameter $\gamma > 0$ we define $G_\gamma \subset \mathcal{T}$, the set of functions with bounded minimum duration of states, such that for $g \in G_\gamma$ we have

- $g = \sum_{i=1}^{N} \mathbf{1}_{[L_i, U_i)}$ for some constant $N \in \mathbb{N}$ and an increasing sequence $L_1 < U_1 < L_2 < \ldots < U_N$ (we allow $L_1 = -\infty$ and $U_N = \infty$),
- if $N \geq 1$, then $\forall_i U_i - L_i \geq \gamma$ and $\forall_{i>1} L_i - U_{i-1} \geq \gamma$.

We will project $\mathcal{T}$ onto $G_\gamma$. As a measure of closeness between functions from $\mathcal{T}$ and $G_\gamma$, we use the standard distance on $\mathcal{T}$ as defined in (1) (with the discrete metric $d$ on $\mathcal{S}$) together with a penalization of jumps of $g$. In this case, the standard distance on $\mathcal{T}$ coincides with the $L_1$-distance (when $\mathcal{S} = \{0, 1\}$). Let $f \in \mathcal{T}$ and $g \in G_\gamma$. Then we introduce the notation:

$$E_\gamma(f, g) = \|f - g\|_1 + \gamma \cdot J(g)/2,$$

where $J(g)$ is the number of jumps of $g$.

Given $f \in \mathcal{T}$, our goal is to find $\hat{f} \in G_\gamma$ such that

$$\hat{f} = \arg \min_{g \in G_\gamma} E_\gamma(f, g)$$

and then $\hat{f}$ is called a projection of $f$ onto $G_\gamma$.

The regularization by penalizing high numbers of jumps narrows down the set of possible solutions to a finite nonempty subset of $G_\gamma$ (as will be shown later), which leads to the existence of $\hat{f}$. The solution might not be unique, as illustrated by the following example.

Let $f = \mathbf{1}_{[0.35, 0.45)} + \mathbf{1}_{[0.55, +\infty)}$ and $\gamma = 0.2$. Both $\hat{f}_1 = \mathbf{1}_{[0.35, +\infty)}$ as well as $\hat{f}_2 = \mathbf{1}_{[0.55, +\infty)}$ are the projections of $f$. One could think of it as an issue, however, it does reflect well our understanding of the original problem. The assumption is that $f$ has impossibly short windows, because it is uncertain which activity is actually performed in the interval $[0.35, 0.55)$. Looking only at $f$ we are unable to decide ourselves which solution is more suitable, hence it is only natural that the method also returns two possible options. Nevertheless, in real applications we can expect that such a situation will occur rarely.

### 3.2 Connection with the shortest path problem

In general, finding $\hat{f}$ might not be an easy task. As an example, consider figure 3 where the function $f$ was projected onto $G_{0.5}$. Checking all possible functions from $G_{0.5}$ is naturally infeasible, but also there does not seem to be any clear rule with regards to which jumps should be present in a projection. Naively, we could think that the shorter segments are removed and in general we can see this is somewhat true, but a good counterexample to this rule are the short activities in the interval $[8, 9]$.
Figure 3: Example of projecting function from $\mathcal{T}$ onto $\mathcal{G}_{0.5}$

We will devise a method for finding a projection in an efficient manner. A function $f$ can have multiple uninterrupted intervals shorter than $\gamma$. Each sequence of these intervals can be studied separately in order to find the optimal $\hat{f}$ as proved in the supplementary material. It is implied from the proof that a projection will not introduce new jump locations since in that case the $L_1$-penalty could always be reduced by moving the new jump locations to jump locations of the original function. Without loss of generality we will assume that $f$ has $n \geq 2$ jumps at time points $j_i$ for $i = 1, \ldots, n$, such that $0 < j_i - j_{i-1} < \gamma$ for $i = 2, \ldots, n$, and no other jumps are made. Since we can always consider the function $1 - f$ instead of $f$, we will also assume that $f$ takes value 0 in the interval $(-\infty, j_1)$. Lastly, we use the following notation: $j_0 = -\infty$, $j_{n+1} = \infty$.

Now we introduce the problem of finding the shortest path in a graph, which is equivalent to finding $\hat{f}$ as will be shown later. We will now define the graph for the shortest path problem. Let $G = (V, A)$ be a directed graph such that the set of vertices $V$ is given by

$$V = \{j_0, j_1, \ldots, j_n, j_{n+1}\} \setminus \{j_2, j_{n-1}\}$$

and the set of directed arcs is given by

$$A = \left( \bigcup_{l=0}^{n} A_l \right) \setminus \{A_2\},$$

$$\text{(6)} \quad \text{(7)}$$
where:

\[ A_0 = \{(j_0, j_k) : \forall k \in \{1, \ldots, n+1\} \setminus \{n-1\} \quad k \text{ mod } 2 = 1 \}, \]
\[ A_l = \{(j_l, j_k) : \forall k \in \{l+3, \ldots, n+1\} \setminus \{n-1\} \quad k - l \equiv 1 \text{ mod } 2 \}, \]
\[ l = 1, \ldots, n - 2, \]
\[ A_{n-1} = \emptyset, \]
\[ A_n = \{(j_n, j_{n+1})\}. \]

There is a correspondence between each path from \( j_0 \) to \( j_{n+1} \) and a sequence of jumps in the interval \( (j_1 - \gamma, j_n + \gamma) \). A path \((j_0, j_{l_1}, \ldots, j_{l_m}, j_{n+1})\) represents a function \( g \) with jumps at \( j_{l_1}, \ldots, j_{l_m} \), such that \( f(j_{l_i}) = g(j_{l_i}) \). As we can see some jumps of \( f \) are not present in \( V \) and many of the possible arcs are excluded from \( A \) as well. It is shown later that such \( V \) and \( A \) are sufficient to find an optimal \( \hat{f} \). However, not all paths correspond to a function from \( G_\gamma \).

We will introduce a weight function \( w : A \to \mathbb{R}_+ \) ensuring that every path of finite cost corresponds to a function from \( G_\gamma \) and, moreover, that the cost of the path coincides with the error \( E(f, \cdot) \) of the corresponding function in the interval \( (j_1 - \gamma, j_n + \gamma) \). Let \( I_k = j_{k+1} - j_k \) for \( k = 0, \ldots, n \). It is noteworthy that \( I_0, I_n = \infty \), while \( I_k < \gamma \) for \( k = 1, \ldots, n - 1 \). We introduce penalty for a jump \( J_k = \gamma/2 \) for \( k = 1, \ldots, n \) and \( J_{n+1} = 0 \). The function \( H_\gamma : \mathbb{R} \to \mathbb{R} \), validating the assumption of the class \( G_\gamma \), is defined as follows:

\[ H_\gamma(x) = \begin{cases} \infty, & x < \gamma \\ 0, & x \geq \gamma. \end{cases} \]

Now we define the weight function \( w \):

\[ w((j_k, j_l)) = H_\gamma(j_l - j_k) + \sum_{\stackrel{m=k+1}{c_{m+k+1} \equiv 0 \text{ mod } 2}}^{l-2} I_m + J_l, \]  

(8)

for all possible arcs \((j_k, j_l)\), where by convention \( \sum_{m=a}^{b} c_m = 0 \) for all \( a > b \). The first term in this formula ensures that \([j_k, j_l]\) is an interval longer than or equal to \( \gamma \). The second term finds the \( L_1 \) norm of \( f - g \) in \([j_k, j_l]\). The last term adds a penalty for jump at \( j_l \) if \( j_l \) is finite (the penalty for jump at \( j_k \) was added on a previous arc in the path, if \( k > 0 \)).

**Lemma 3.1.** Let \( \gamma > 0 \) and \( f \in \mathcal{T} \). Let \( J \) denote the set of all discontinuities of the function \( f \). If a function \( g \in G_\gamma \) contains jumps outside of \( J \) or jumps from \( J \), but in an opposite direction than in \( f \), \( g \) cannot be a projection of \( f \) onto \( G_\gamma \).

**Theorem 3.1** (Problem equivalence). Let \( \gamma > 0 \) and \((j_1, \ldots, j_n)\) be the only discontinuities of a function \( f \in \mathcal{T} \). Let \( G = (V, A, w) \) be a weighted, directed graph defined as in \([5], [7], [8]\) above. The task of finding a projection of \( f \) onto \( G_\gamma \), defined as in \([5]\), is equivalent to finding the shortest path from \( j_0 \) to \( j_{n+1} \) in the graph \( G \).
The proof of the lemma and the theorem can be found in the supplementary material. As pointed out in the proof, it is important that the weight of the jump penalty in $E$ is at least $\gamma/2$. On the other hand the weight can be at most $\gamma/2$, in order to study each uninterrupted sequence of intervals shorter than $\gamma$ separately. This motivates our choice for $\gamma/2$ as the weight. Now, we will illustrate the method by an example.

Given $\gamma = 0.2$, consider the function $f = \mathbb{1}_{[0.2,0.35]} + \mathbb{1}_{[0.4,0.55]}$ and all its possible projections: $g_1 \equiv 0$, $g_2 = \mathbb{1}_{(0.2,0.55]}$, $g_3 = \mathbb{1}_{(0.35,0.55]}$, $g_4 = \mathbb{1}_{[0.2,0.4]}$. We can calculate the closeness of each $g_i$ from $f$:

$$E(f, g_1) = 0.3, \quad E(f, g_2) = 0.25,$$
$$E(f, g_3) = 0.4, \quad E(f, g_4) = 0.4$$

and conclude that $g_2$ is the projection of $f$ onto $G_{0.2}$.

![Figure 4: Graph $G$ constructed for the function $f$.](image)

We will construct the graph $G$, defined as in [6], [7], [8], for $f$. The sets of vertices and arcs are as follows

$$V = \{-\infty, 0.2, 0.55, \infty\},$$
$$A = \{(-\infty, 0.2), (-\infty, \infty), (0.2, 0.55), (0.55, \infty)\}$$

and the weights are shown in figure 4. There are two possible paths from $-\infty$ to $\infty$. The path $P_1 = (-\infty, 0.2, 0.55, \infty)$ has the cost equal to 0.25, while the path $P_2 = (-\infty, \infty)$ has the cost 0.3. Since $P_1$ has a lower cost, we conclude again that $g_2$ is the projection of $f$ onto $G_{0.2}$.

In general, we can use a known algorithm (exercise 22.4-2 in [33 pp. 614]) to find the shortest path between $j_0$ and $j_{n+1}$. It can be found in the supplementary material. The total running time of the algorithm is $\Theta(|V| + |A|)$.

### 4 Application to activity recognition in football

We will now demonstrate the benefits of the post-processing by projection, utilizing the LTS measure to compare different methods of classification. First, we will describe the dataset further. Recall that the data comes from IMU sensors located on 5 different body parts: left shank (LS), right shank (RS), left thigh (LT), right thigh (RT) and pelvis (P). Each IMU sensor contains a 3-axis accelerometer (Acc) and a 3-axis gyroscope (Gyro). The naming convention will
be as follows: LSAccX refers to the $x$-axis of the accelerometer located on the left shank. The data come in the form of short time series, each containing one exercise only. The type of the exercise is always given, but it is possible for the time series to contain other activities as well, such as standing. To show the advantages of post-processing by projection, we select only two states: standing and another activity encoded as 0 and 1, respectively. 15 time series (representative of all possible actions performed by athletes) were manually labelled time point by time point in order to be able to train classifiers, and these will form our sample.

In pre-processing we are using the sliding window technique on the sensors [33]. This method transforms the original raw data using windows of fixed length $d$ and a statistic of choice $T$: given a time point $t$, its neighbourhood of size $d$ is fed to the statistic $T$ for each variable separately. Performing the procedure for each time point results in a time series of the same dimension as the original one, but every observation is equipped with some knowledge about the past and the future through the statistic $T$ and through forming the neighbourhoods of size $d$. Regarding the choice of statistic $T$ one needs to be careful, since the sensors are highly correlated with each other. The information about standing contained in one variable is comparable to the one in another, namely the variance of the signal is low when the person is standing (differences can occur when considering different legs; a low variance on one leg might be misleading since the other leg might already be transitioning into another state).

10-fold cross-validation will be performed in order to select the best performing classification method. 10 time series will be used for training and 5 for testing. A typical approach to $k$-fold cross-validation with a training sample of size $k - 1$ cannot be applied here, since a single time series is not a representative sample of different types of events. The results are going to be shown for post-processed classifiers, unless specified otherwise. Before cross-validation can be performed, we need to fix the parameters of the performance measure we introduced in section 2. The parameters of the LTS measure are chosen as follows:

- We have limited information regarding how uncertain locations of state transitions are, but based on the small experiment described in section 2.1 we select $\sigma = 0.35$ (the largest deviation between different ground truth labels).

- A weight $w$ of the time shift represents the importance (or the certainty) of state transitions in the ground truth. It will be selected as follows. We know that the visualization tool applied for manual labelling used 0.1s as the smallest step. Additionally in our problem it is difficult to find transitions between states objectively, hence we can expect state transitions to be misplaced on top of the limitations of the tool used for labelling. An experiment in section 2.1 regarding timing uncertainty in the ground truth labels shows that the standard deviation of state transitions placement ranges from 0.09s to 0.34s (we keep in mind that the sample size was very small). It seems that for some activities it is more difficult to identify
Figure 5: An importance of including penalty for violating the lower bound on the duration of activities.

- The lower bound $\gamma$ on the duration of activities is selected as the length of the shortest activity in the learning dataset, which is equal to 0.8s in our case.

- A penalty $\lambda$ represents the cost of additional or missing jumps in a state sequence compared to the ground truth labels. Since an estimate already pays an $L_1$ penalty for misclassification, the penalty $\lambda$ should only be supplementary. We decide for the penalty $\lambda = 0.01s$. It is important that the penalty $\lambda$ is positive as illustrated in figure 5. Both estimates are equal in performance without the penalization by $\lambda$, but with it estimate 1 is performing better.

Before assessing classifiers on the training set, one needs to consider an appropriate feature set. Our variables are highly dependent on one another, so we start with feature selection. The setup is two-fold: first we perform feature ranking using the Relieff algorithm [35]. The algorithm is iterative; weights of the features are initialized to zeroes and $R$ observations are randomly drawn from the training sample. For each observation $r_i$ we find its $k$ nearest hits $H_i$ (samples with the same state as the drawn observation) and $k$ nearest misses
| Classifier | OG Test  | PP Test  |
|------------|----------|----------|
| MLP        | 0.916+/-.031 | 0.972+/-.008 |
| LR         | 0.898+/-.034 | 0.968+/-.015 |
| kNN        | 0.59+/-.05   | 0.967+/-.020 |
| RF         | 0.83+/-.07   | 0.966+/-.017 |
| SVC        | 0.894+/-.034 | 0.966+/-.017 |
| DT         | 0.83+/-.07   | 0.965+/-.008 |
| NB         | 0.88+/-.04   | 0.944+/-.023 |

Table 2: Average of the 10-fold cross-validation scores for all classifiers using the best sensor set for each of them. The pre-processing consisted of the sliding window technique in combination with summarizing by the standard deviation. The OG Test averages the LTS measure on the test set for the original classifier, while the PP Test is the same value for the post-processed classifier.

$M_i$ (samples with a different state than the drawn observation) in the feature space with Euclidean distance. The weight of a feature $a$ is updated as follows:

$$w(a) = w(a) + \sum_{i=1}^{R} \left( \sum_{h \in H_i} |h(a) - r_i(a)| - \sum_{m \in M_i} |m(a) - r_i(a)| \right).$$

In the next step we choose the 6 most relevant features based on the Relieff weights (6 features out of 30, results in 80% reduction of the feature set). Then we test all possible combinations of these features, which is now computationally feasible, in order to find the best set for each of the classifiers. The features selected by the Relieff algorithm are RTGyroX, RTGyroY, RTAccX, RTAccZ, LTAccY, PAccY.

Proceeding with the cross-validation we select the following classifiers (with their abbreviations) to be assessed: DT - Decision Tree, kNN - k-Nearest Neighbors, LR - Logistic Regression, MLP - Multi-layer Perceptron, NB - Naive Bayes, RF - Random Forest, SVM - Support Vector Machine. The results of 10-fold cross-validation are shown in table 2. It is striking that all classifiers are on average within 2.8% of test score. This is due to post-processing by projection. The correction it provides brings all classifiers closer together. This astonishing result can be extended even further. The test score of a decision tree ranges from 59% to 86% for different sensor sets before post-processing, while using the post-processing results in a range of test scores from 93% to 96.5% and this is not specific to decision trees only.

The example shows that the post-processing is crucial. First, it increases accuracy of a given estimator on a given feature set by 35%. Second, it diminishes the impact of feature selection as the difference in accuracy between different feature subsets decreases substantially. Feature selection is of course still important as it decreases computational complexity of the problem and allows to get rid of redundancy in the feature set. However, with methods that only
rank features such as Relieff the choice of the threshold we choose to classify a feature as significant or not is less important. Finally and most importantly, the post-processing by projection allows to select a method according to criteria other than the performance, namely the computational speed.

5 Conclusion

This paper introduces measures of classifier performance in the task of activity recognition using wearable sensors. It addresses the issue of timing offsets as well as unrealistic classifications, while retaining a typical scalar output of a performance measure allowing for easy comparisons between classifiers.

We have also introduced a post-processing scheme that allows to improve estimates in the binary setting. It finds estimated activities that are too short and eliminates them in an optimal way by finding the shortest path in a directed acyclic graph.

Real-life football sensor data were used to assess the adequacy of the post-processing scheme. It significantly improved performance of the classifiers. At the same time, post-processed classifiers are closer to each other in performance than the original ones. This allows placing more importance on other criteria, such as the computational speed of a method.
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