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Abstract

We consider the a posteriori error estimation for convection-diffusion-reaction equations in both diffusion-dominated and convection/reaction-dominated regimes. We present an explicit hybrid estimator, which, in each regime, is proved to be reliable and efficient with constants independent of the parameters in the underlying problem. For convection-dominated problems, the norm introduced by Verfürth [33] is used to measure the approximation error. Various numerical experiments are performed to (1) demonstrate the robustness of the hybrid estimator; (2) show that the hybrid estimator is more accurate than the explicit residual estimator and is less sensitive to the size of reaction, even though both of them are robust.

1 Introduction

The a posteriori error estimation has been an indispensable tool in handling computationally challenging problems. For elliptic partial differential equations (PDEs) consisting of terms characterizing diffusion, reaction and convection, the solution may display a strong interface singularity, interior or boundary layers, etc., due to discontinuous coefficients or terms in significantly different scales, etc. Consequently, it is a challenging task to design a general a posteriori error estimator that is accurate and robust enough to resolve local behaviors of the exact solution without spending much computational resource.

Explicit residual estimators are directly related to the error and have been well-studied since 1970s (cf. [7, 6, 30, 9, 23, 32, 31, 33, 29]). They are easy to compute, applicable to a large class of problems, valid for higher order elements, etc. More importantly, robust residual estimators have been proposed for various problems. For diffusion problems with discontinuous coefficient, [9, 23] established robustness with respect to coefficient jump under the monotonicity or quasi-monotonicity assumption of the diffusion coefficient. For singularly perturbed reaction-diffusion problems, Verfürth [32] pioneered a residual estimator that is robust with respect to the size of reaction. For convection-dominated problems, it is still under debate on how to choose a suitable norm to measure the approximation error (cf.
Sangalli \cite{25, 26} proposed a norm incorporating the standard energy norm and a seminorm of order 1/2 and developed the a posteriori error analysis in the one-dimensional setting. Verfürth \cite{33} introduced a norm incorporating the standard energy norm and a dual norm of the convective derivative. With respect to this norm, the explicit residual estimator in \cite{33} was proved to be robust. Moreover, it was shown in \cite{29} that the framework of residual estimators is applicable for various stabilization schemes. Those developments make residual estimators competitive when dealing with challenging problems. One drawback, however, is that residual estimators tend to overestimate the true error by a large margin (cf. \cite{14, 10}). This calls for the need of an estimator as general as the residual estimator but with improved accuracy.

Recovery-based estimators, e.g., the Zienkiewicz–Zhu (ZZ) estimator and its variations (cf. \cite{34, 35, 27, 13, 21, 8, 18}, etc.), are quite popular in the engineering community. However, unlike residual estimators, the robustness of those estimators with respect to issues like coefficient jump, dominated convection or reaction, etc., has not been emphasized or studied in detail yet (cf. \cite{22}). On coarse meshes, it is known that ZZ-type estimators are in general unreliable, and counterexamples can be easily constructed where the estimator vanishes but the true error is large (cf. \cite{3, 10}). For linear elements, \cite{18, 17} adds two additional terms (one of them is the element residual) to the ZZ estimator to ensure reliability on coarse meshes. For higher order elements, however, a straightforward extension of the original ZZ estimator \cite{34, 35} usually fails and developing a viable estimator is nontrivial. For example, Bank, Xu, and Zheng in \cite{8} recently introduced a recovery-based estimator for Lagrange triangular elements of degree \( p \), and their estimator requires recovery of all partial derivatives of \( p \)-th order instead of the gradient.

Recently, the so-called hybrid estimator was introduced in \cite{10, 12} for diffusion problems with discontinuous coefficients. The explicit hybrid estimator shares all advantages of the robust residual estimator \cite{9, 23} and numerical results indicate that the hybrid estimator is more accurate than the residual estimator (cf. \cite{10}). This opens a door of finding an alternative of the residual estimator with improved accuracy. Thus one may ask if it is possible to construct hybrid estimators for more general problems and if the hybrid estimator is still more accurate than the residual estimator.

In this manuscript, we introduce the hybrid estimator as well as flux recoveries for convection-diffusion-reaction equations. In diffusion-dominated regime, the flux recovery as well as the hybrid estimator is a natural extension of the one in \cite{10}. In convection/reaction-dominated regime, the flux recovery in each element depends on the size of diffusion. Roughly speaking, in elements with resolved diffusion (see Section 4.2.1), the recovered flux is same to the diffusion-dominated case; in elements where diffusion is not resolved, inspired in part by the method of Ainsworth and Vejchodský \cite{4} Section 3.4, the recovered flux is defined piecewisely in each element (see Section 4.2.2). The hybrid estimator in the convection/reaction-dominated
regime is analogously defined as in [10] with proper weights from [33]. In each regime, we prove that the hybrid estimator is equivalent to the robust residual estimator (for example, [33] for the convection/reaction-dominated regime) and then the robustness follows immediately from that of the residual estimator. The hybrid estimator is explicit and valid for higher order elements. Various numerical results show that, compared to the explicit residual estimator, the hybrid estimator is more accurate and the corresponding effectivity index is less sensitive to the size of reaction.

The rest of the manuscript is organized as follows. The model problems and finite element discretizations are introduced in Section 2. Section 3 collects results on robust residual estimators. After the flux recovery presented in Section 4 the hybrid estimator is defined in Section 5 along with robust a posteriori error estimates. Section 6 gives the proof of the local equivalence between the residual estimator and the hybrid estimator. Numerical results are shown in Section 7.

2 Problems and Discretizations

Let $\Omega$ be a polygonal domain in $\mathbb{R}^d$ ($d = 2, 3$) with Lipschitz boundary $\partial \Omega$ consisting of two disjoint components $\Gamma_D$ and $\Gamma_N$. By convention, assume that $\text{diam}(\Omega) = O(1)$. Consider the stationary convection-diffusion-reaction equation:

\[
\begin{cases}
-\text{div}(a \nabla u) + a \cdot \nabla u + bu = f, & \text{in } \Omega, \\
u = 0, & \text{on } \Gamma_D, \\
-\alpha \nabla u \cdot n = g_N, & \text{on } \Gamma_N,
\end{cases}
\]

with $\alpha(x) \geq \delta$, for almost all $x \in \Omega$ and for some constant $\delta > 0$. Assume that:

(A1) $a \in W^{1,\infty}(\Omega)^d$ and $b \in L^\infty(\Omega)$;

(A2) there are two constants $\beta \geq 0$ and $c_b \geq 0$, independent of $\alpha$, such that

$$b - \frac{1}{2} \text{div } a \geq \beta \text{ in } \Omega \quad \text{and} \quad \|b\|_\infty \leq c_b \beta;$$

(A3) $\text{meas}(\Gamma_D) > 0$ and $\Gamma_D$ contains the inflow boundary

$$\{x \in \partial \Omega : a(x) \cdot n(x) < 0\}.$$

Depending on the magnitude of the $\alpha$ (with respect to $a$ and $b$), two regimes are studied in this paper:

1. **diffusion-dominated regime**: there exists a constant $C_b \geq 0$ such that

$$|a(x)/\alpha(x)| \leq C_b \quad \text{and} \quad |b(x)/\alpha(x)| \leq C_b \quad \text{for almost all } x \in \Omega;$$
2. convection/reaction-dominated regime: \( \alpha(x) \equiv \epsilon \ll 1 \) for a constant \( \epsilon > 0 \). This is the so-called singularly perturbed problem.

Let
\[
H_D^1(\Omega) := \{ v \in H^1(\Omega) : v|_{\Gamma_D} = 0 \}.
\]
Define the bilinear form on \( H_D^1(\Omega) \) by
\[
B(u, v) := (\alpha \nabla u, \nabla v) + (a \cdot \nabla u, v) + (bu, v), \quad \forall u, v \in H_D^1(\Omega),
\]
where \((\cdot, \cdot)_S\) denotes the \( L^2 \) inner product on set \( S \) and the subscript \( S \) is omitted when \( S = \Omega \). The \( L^2 \) norm on \( S \) is denoted by \( \| \cdot \|_S \).

The weak formulation of (1) is to find \( u \in H_D^1(\Omega) \) such that
\[
B(u, v) = (f, v) - (g_N, v|_{\Gamma_N}), \quad \forall v \in H_D^1(\Omega).
\]
It follows from integration by parts and the assumptions in (A2) and (A3) that, for any \( v \in H_D^1(\Omega) \),
\[
(a \cdot \nabla v, v) + (bv, v) = \frac{1}{2} (v^2, a \cdot n|_{\Gamma_N}) + (v^2, b - \frac{1}{2} \text{div } a) \geq \beta \| v \|^2,
\]
where \( n \) denotes the unit outward vector normal to \( \Gamma_N \). The energy norm induced by \( B(\cdot, \cdot) \) is defined by
\[
\| v \| = \left( \| \alpha^{1/2} \nabla v \|^2 + \beta \| v \|^2 \right)^{1/2}, \quad \forall v \in H_D^1(\Omega),
\]
where \( \| \cdot \|_S \) denotes the energy norm over \( S \) and the subscript \( S \) is omitted when \( S = \Omega \).

Let \( \mathcal{T} \) be a regular triangulation of \( \Omega \) (see, e.g., [15]). Define the following sets associated with the triangulation \( \mathcal{T} \):
- \( \mathcal{N} \): the set of all vertices,
- \( \mathcal{E} \): the set of all edges\((d = 2)/\text{faces}(d = 3)\),
- \( \mathcal{E}_I \): the set of all interior edges\((d = 2)/\text{faces}(d = 3)\),
- \( \mathcal{E}_D \): the set of all edges\((d = 2)/\text{faces}(d = 3)\) on \( \Gamma_D \),
- \( \mathcal{E}_N \): the set of all edges\((d = 2)/\text{faces}(d = 3)\) on \( \Gamma_N \),
- \( \mathcal{E}_K \): the set of edges\((d = 2)/\text{faces}(d = 3)\) in an element \( K \in \mathcal{T} \).

For a simplex \( S \in \mathcal{T} \cup \mathcal{E} \), denote by \( |S| \) and \( h_S \) its measure and diameter, respectively. Denote by \( R_K \) the inradius of \( K \in \mathcal{T} \). The shape regularity of the triangulation requires the existence of a generic constant \( C_0 > 1 \) such that
\[
h_K \leq C_0 R_K, \quad \forall K \in \mathcal{T}
\]
holds true for each mesh $\mathcal{T}$ in the adaptive mesh refinement procedure.

We associate each $e \in \mathcal{E}$ with a unit normal $n_e$, which is chosen as the unit outward normal if $e \subset \partial \Omega$. Denote by $K^+_e$ and $K^-_e$ the two elements sharing $e$ such that the unit outward normal of $K^+_e$ on $e$ coincides with $n_e$. For $e \in \mathcal{E}_I \cap \mathcal{E}_K$, let $K'_e$ denote the element next to $K$ sharing $e$ in common. Let $\omega_e$ be the union of elements adjacent to $e \in \mathcal{E}$ and $\omega_K$ be the union of elements that share at least one face with $K \in \mathcal{T}$. Unless otherwise stated, $n$ always denotes the unit outward normal vector on $\partial K$.

For $k = 0, 1, 2, \ldots$, let $P_k(S)$ denote the set of polynomials of degree at most $k$ on $S \in \mathcal{T} \cup \mathcal{E}$ and $\Pi^k_{\mathcal{L}_2}(S)$ denote the $L_2^2(S)$-projection onto $P_k(S)$. Define the conforming finite element space of order $k$ ($k \geq 1$) by

$$V_T := \{ v \in C(\Omega) : v|_K \in P_k(K), \forall K \in \mathcal{T}, \text{ and } v|_{\Gamma_D} = 0 \}.$$ 

For each $K \in \mathcal{T}$, the Raviart-Thomas space of index $k-1$ ($k \geq 1$) is

$$RT_{k-1}(K) := \{ \tau \in \mathcal{L}_2^2(K) : \tau = p + xq, p \in P_{k-1}(K), q \in P_{k-1}(K) \}.$$ 

The projected data $\bar{f}$ and $\bar{g}_N$ are defined by

$$\bar{f}|_K := \Pi^{k-1}_K f, \forall K \in \mathcal{T} \text{ and } \bar{g}_N|_e := \Pi^{k-1}_K g_N, \forall e \in \mathcal{E}_N,$$

respectively.

The standard finite element approximation for problem (1) is to find $u_T \in V_T$ such that

$$B(u_T, v_T) = (f, v_T) - (g_N, v_T)_{\Gamma_N}, \forall v_T \in V_T.$$ 

(5)

In the case that the convection is dominant, one often adds a stabilization term along the convective direction. For example, the so-called SUPG method in [19] is to find $u_T \in V_T$ such that

$$B_\delta(u_T, v_T) = l_\delta(v_T), \forall v_T \in V_T,$$ 

(6)

where the stabilized bilinear and linear forms are given by

$$B_\delta(u_T, v_T) = B(u_T, v_T) + \sum_{K \in \mathcal{T}} \delta_K (-\epsilon \Delta u_T + a \cdot \nabla u_T + bu_T, a \cdot \nabla v_T)_K$$

for all $u_T, v_T \in V_T$ and

$$l_\delta(v_T) = (f, v_T) - (g_N, v_T)_{\Gamma_N} + \sum_{K \in \mathcal{T}} \delta_K (f, a \cdot \nabla v_T)_K$$

for all $v_T \in V_T$, respectively. Here, the stabilization parameters $\delta_K$ are nonnegative and satisfy

$$\delta_K \|a\|_{L^\infty(K)} \leq Ch_K, \forall K \in \mathcal{T}.$$
To measure the convective derivative, the following dual norm was used in [33]:

$$
\|\phi\|_* = \sup_{v \in H^1_D(\Omega) \setminus \{0\}} \frac{\langle \phi, v \rangle}{\|v\|},
$$

where $\phi$ is in the dual space of $H^1_D(\Omega)$ and $\langle \cdot, \cdot \rangle$ denotes the duality pairing. Following [33], the dual norm will be combined with the energy norm to measure the approximation error in the convection-dominated regime.

To keep the exposition simple, we ignore data oscillation in coefficients by further assuming that for each $K \in T$, $\alpha_K := \left| a \right|_K$, $\left| a \right|_K$, and $\left| b \right|_K$ are constants. The algorithm and analysis remain valid without this assumption if we replace those quantities with their proper projections and add the corresponding oscillation error in the estimates.

Define

$$
\alpha_e := \max_{K \subseteq \omega_e} \alpha_K, \quad \alpha_{\max} := \max_{K \in T} \alpha_K, \quad \text{and} \quad \alpha_{\min} := \min_{K \in T} \alpha_K.
$$

For diffusion-dominated case, we are interested in the case where $\alpha$ may be discontinuous and the hybrid estimator is robust with respect to the discontinuity. For convection/reaction-dominated case ($\alpha = \epsilon \ll 1$), we design a hybrid estimator that is robust with respect to $\epsilon$ and $\beta$ in appropriate norms.

### 3 Residual Estimator

Let $\sigma_T = -\alpha \nabla u_T$ be the numerical flux, then the element residual $r_K \in L^2(K)$ and the flux jump across $e \in E$ are given by

$$
r_K := \bar{f} - a \cdot \nabla u_T - bu_T - \text{div} \sigma_T
$$

and

$$
\begin{cases}
\left( \sigma_T \right|_{K_e^+} - \left( \sigma_T \right|_{K_e^-} \cdot n_e, & \text{if } e \in E_I, \\
\sigma_T \cdot n - \bar{g}_N, & \text{if } e \in E_N, \\
0, & \text{if } e \in E_D,
\end{cases}
$$

respectively. For $S \in T \cup E$, define the weight $\gamma_S$ as below

$$
\gamma_S = \begin{cases}
1, & \text{in diffusion-dominated regime,} \\
\min\{1, h_S^{-1} \alpha_S^{1/2} \beta^{-1/2}\}, & \text{in convection/reaction-dominated regime.}
\end{cases}
$$

The residual estimator is defined by

$$
\eta = \left( \sum_{K \in T} \eta_K^2 \right)^{1/2} \quad \text{with} \quad \eta_K^2 = \gamma_K^2 h_K^2 \alpha_K^{-1} \|r_K\|^2 + \frac{1}{2} \sum_{e \in E_K} \gamma_e h_e \alpha_e^{-1} \|j_e\|^2.
$$
Note that for diffusion-dominated problems, the $\eta$ is a simple extension of the one in [9] or [23] for pure diffusion problems; for convection/reaction-dominated problems, the $\eta$ is introduced by Verfürth in [33]. In fact, $\gamma_S h_S \epsilon^{-1/2}$ is same to the weight defined in [33, Eq.(3.4)]. Here, $\gamma_S$ is additional weight needed for convection/reaction-dominated problems.

**Remark 3.1.** Note that in the case of vanishing reaction (i.e., $\beta = 0$), $\gamma_S = 1$ and consequently the weights in $\eta_K$ (10) are identical to the ones for diffusion problems [9].

In the remainder of this section, we will discuss reliability and efficiency bounds of the estimator $\eta$.

### 3.1 Convection/reaction-dominated regime

The global reliability and efficiency bounds of the $\eta$ were established by Verfürth in [33, Theorem 4.1]. The reliability and efficiency constants are uniform with respect to $\epsilon$ and $\beta$. For reader’s convenience, they are cited below.

Define the data oscillation on $K$ by

$$\Theta_K^2 = \gamma_K^2 h_K^2 a_K^{-1} \| f - \bar{f} \|^2_K + \sum_{e \in \partial \cap \partial N} \gamma_e h_e \alpha_e^{-1} \| g_N - \bar{g}_N \|^2_e, \quad \forall K \in \mathcal{T}.$$  

**Theorem 3.1.** Let $u$ be the solution of (2) and $u_\tau$ be the solution of (5) or (6). Let $\eta_K$ be defined in (10). Then

$$\| u - u_\tau \|^2 + \| a \cdot \nabla (u - u_\tau) \|_*^2 \leq C_1 \sum_{K \in \mathcal{T}} (\eta_K^2 + \Theta_K^2)$$

and

$$\sum_{K \in \mathcal{T}} \eta_K^2 \leq C_2 \left( \| u - u_\tau \|^2 + \| a \cdot \nabla (u - u_\tau) \|_*^2 + \sum_{K \in \mathcal{T}} \Theta_K^2 \right),$$

where the constants $C_1$ and $C_2$ are independent of $\epsilon$, $\beta$, and any mesh-size.

Here and thereafter, we will use $C$ with or without subscripts to denote a generic nonnegative constant, possibly different at different occurrences, that is independent of any mesh-size and the problem parameters: either $\epsilon$ and $\beta$ for dominant convection/reaction, or $\alpha_{\text{max}}/\alpha_{\text{min}}$ for the dominant diffusion, but may depend on the shape parameter of mesh $\mathcal{T}$ and on the polynomial degree $k$.

The reaction-dominated diffusion problem, i.e., with $a = 0$, $b = 1$, and $\Gamma_D = \partial \Omega$, corresponds to the singularly perturbed reaction-diffusion equation:

$$\begin{cases}
-\epsilon \Delta u + u = f & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases} \quad \text{(11)}$$
The assumptions in Section 2 are fulfilled with $\beta = c_b = 1$. For the finite element approximation in (5) to the problem in (11), the residual estimator $\eta$ in (10) is proved by Verfürth in [32] to be globally reliable (see Theorem 3.1); moreover, it is not only globally but also locally efficient.

**Theorem 3.2.** Let $u$ and $u_T$ be the respective exact and finite element solutions of the reaction-diffusion equation in (11). The residual error indicator $\eta_K$ in (10) satisfies

$$\eta_K^2 \leq C \left( \| u - u_T \|_{\omega_K}^2 + \sum_{K' \subset \omega_K} \Theta_{K'}^2 \right).$$

### 3.2 Diffusion-dominated regime

For the diffusion-dominated case, following the pure diffusion case in [9] or [23], this section establishes global reliability and local efficiency of the estimator $\eta$. These estimates are proved to be robust in terms of the discontinuity of the diffusion coefficient $\alpha$.

To this end, let $u$ be the exact solution in (2) and $u_T$ be the finite element solution in (5). An alternative and often used expression of the element residual $r_K$ in (7) is given in terms of the true error and the data oscillation:

$$r_K = -\text{div}(\alpha \nabla (u - u_T)) + a \cdot \nabla (u - u_T) + b(u - u_T) + \bar{f} - f. \quad (12)$$

**Theorem 3.3.** Under the monotonicity assumption [9, Hypothesis 2.7] of $\alpha$, the residual estimator $\eta$ satisfies the following reliability estimate: there exists a positive constant $C$ such that

$$\| u - u_T \|^2 \leq C \left( \eta^2 + \sum_{K \in T} \Theta_K^2 \right).$$

**Proof.** Let $w := u - u_T$. To prove the reliability bound, according to [9], it suffices to derive an estimate of the error in the form below:

$$\| w \|^2 \leq \sum_{K \in T} (r_K, w - w_T)_K + \sum_{e \in \mathcal{E}} (j_e, w - w_T)_e$$

$$+ \sum_{K \in T} (\bar{f} - f, w - w_T)_K + \sum_{e \in \mathcal{E}_N} (\bar{g}_N - g_N, w - w_T)_e, \quad \forall w_T \in V_T. \quad (13)$$

To do so, it follows from integration by parts, (12), and the error equation $B(w, w_T) = 0$ for all $w_T \in V_T$ that:

$$(\alpha \nabla w, \nabla w) = (\alpha \nabla w, \nabla (w - w_T)) + (\alpha \nabla w, \nabla w_T)$$

$$= \sum_{K \in T} (r_K, w - w_T)_K + \sum_{e \in \mathcal{E}} (j_e, w - w_T)_e - (a \cdot \nabla w, w) - (bw, w)$$

$$+ \sum_{K \in T} (\bar{f} - f, w - w_T)_K + \sum_{e \in \mathcal{E}_N} (\bar{g}_N - g_N, w - w_T)_e,$$
which, together with (3), yields (13). This completes the proof of the theorem. □

**Theorem 3.4.** There exists a constant $C$ such that

$$
\eta_K \leq C \left( \|u_T - u\|_{\omega_K} + \sum_{K' \subseteq \omega_K} \Theta_{K'} \right), \quad \forall K \in \mathcal{T}.
$$

**Proof.** The proof is essentially same to the one in [9] for diffusion problems, with the only additional observation that

$$
h_K \alpha_k^{-1/2} \|a \cdot \nabla w\|_K \leq h_K C_b \|a^{1/2} \nabla w\|_K \leq C \|w\|_K
$$

and

$$
h_K \alpha_k^{-1/2} \|bw\|_K \leq h_K C_b^{1/2} c_0^{1/2} \beta^{1/2} \|w\|_K \leq C \|w\|_K
$$

according to the assumptions in Section 2. □

### 4 Flux Recovery

We show in this section how to recover a suitable flux in $H(\text{div}; \Omega)$, denoted by $\hat{\sigma}_T$, such that the resulting hybrid estimator is robust. Same to [10], the recovered normal component $\hat{\sigma}_T|_K \cdot n = \hat{g}_K \in L^2(\partial K)$ on $e \in \mathcal{E}_K$ is defined as a weighted average of normal components:

$$
\hat{g}_K|e := \begin{cases} 
\lambda_{K,e} \sigma_T|_K \cdot n + (1 - \lambda_{K,e}) \sigma_T|_{K'_e} \cdot n, & \text{if } e \in \mathcal{E}_K \cap \mathcal{E}_I, \\
\bar{g}_N, & \text{if } e \in \mathcal{E}_K \cap \mathcal{E}_N, \\
\sigma_T \cdot n, & \text{if } e \in \mathcal{E}_K \cap \mathcal{E}_D,
\end{cases}
$$

where $K'_e$ is the element sharing $e \in \mathcal{E}_K$ and the average weight is given by

$$
\lambda_{K,e} = \frac{\alpha_k^{-1} h_K}{\alpha_k^{-1} h_K + \alpha_{k'_e}^{-1} h_{K'_e}}.
$$

For the diffusion-dominated case, $\hat{\sigma}_T$ is defined in (15). For convection/reaction-dominated case, the form of $\hat{\sigma}_T$ in an element $K$ depends on the size of the element $K$. Its construction remains the same as in (15) if $R_K$ is relatively small. Otherwise, it is essentially the numerical flux with transitional regions to be in $H(\text{div}; K)$.

#### 4.1 Diffusion-dominated regime

In the diffusion-dominated regime, the flux recovery is a natural extension of the one in [10] for pure diffusion problems. We define $\hat{\sigma}_T|_K \in \text{RT}_{k-1}(K)$ by assigning
the degrees of freedom:
\[
\begin{cases}
\hat{\sigma}_T \cdot n = \hat{g}_K & \text{on } \partial K, \\
\text{div } \hat{\sigma}_T = \Pi^{k-1}_K (\bar{f} - \mathbf{a} \cdot \nabla u_T - \mathbf{b} u_T) + J_K & \text{in } K, \\
\int_K \hat{\sigma}_T \cdot q dx = \int_K \sigma_T \cdot q dx & \forall q \in Q_{k-2}(K), \quad k \geq 2,
\end{cases}
\]

where
\[
J_K := |K|^{-1} \left( \int_{\partial K} \hat{g}_K ds + \int_K \mathbf{a} \cdot \nabla u_T + \mathbf{b} u_T - \bar{f} dx \right)
\]

and
\[
Q_{k-2}(K) := \{ q \in P_{k-2}(K)^d : (q, \nabla p)_K = 0, \forall p \in P_{k-1}(K) \}.
\]

It is easily seen that $\hat{\sigma}_T \in H(\text{div}; \Omega)$ and $\hat{\sigma}_T$ coincides with the one in [10, Eq.(3.14)] when $\mathbf{a}$ and $\mathbf{b}$ vanish.

4.2 Flux recovery in convection/reaction-dominated regime

In the case that $\alpha = \epsilon$ is a constant, the weight is $\lambda_{K,e} = \frac{h_K}{h_K + h_{K'_e}}$. This may be simplified as $\lambda_{K,e} = \frac{1}{2}$ for all $K \in T$ if the size of each element is close to sizes of its neighboring elements. With given normal components of the recovered flux on each face, the construction on each element $K \in T$ depends on the size of $K$.

4.2.1 Flux recovery in $K$ with $R_K \leq \epsilon^{1/2} \beta^{-1/2}$

On element $K \in T$ with $R_K \leq \epsilon^{1/2} \beta^{-1/2}$, the recovered flux $\hat{\sigma}_T|_K \in RT_{k-1}(K)$ is simply defined as in (15).

Remark 4.1. The case of absent reaction corresponds to $\beta = 0$, or equivalently, $\beta^{-1/2} = \infty$. Consequently, $R_K \leq \epsilon^{1/2} \beta^{-1/2}$ holds true for all $K \in T$. Therefore, the recovered flux in each element is given by (15).

4.2.2 Flux recovery in $K$ with $R_K > \epsilon^{1/2} \beta^{-1/2}$

For simplicity, here we restrict our attention to $\Omega \subset \mathbb{R}^2$. For the three dimensional case, the partition of the tetrahedron follows [1] and the piecewise definition of the recovered flux shares similar idea as the two dimensional case.

For element $K \in T$ with $R_K > \epsilon^{1/2} \beta^{-1/2}$, we will define the recovered flux $\hat{\sigma}_T \in H(\text{div}; K)$ piecewisely. To this end, as in [4], $K$ is first partitioned into a triangle $K_{\Delta}$ and three trapezoids illustrated in Figure 1. The edges of the triangle $K_{\Delta}$ are parallel to corresponding edges of $K$ and the distance between each pair of parallel edges from $K_{\Delta}$ to $K$ is equal to $\epsilon^{1/2} \beta^{-1/2}$. Each trapezoid is further partitioned into a rectangle and two triangles. Figure 2 illustrates the partition of
the trapezoid on \( e \in \mathcal{E}_K \) into a rectangle, denoted by \( Q_e \), and two triangles, denoted by \( T_e \) and \( S_e \), respectively.

With the above partition \( T_K \) of \( K \), to guarantee \( \hat{\sigma}_T \in H(\text{div}; K) \), its normal component on element interfaces of \( T_K \) is defined to be that of the numerical flux. On the triangle \( K_\Delta \), the recovered flux is chosen to be the numerical flux:

\[
\hat{\sigma}_T = \sigma_T \quad \text{in } K_\Delta.
\]

On each rectangle, \( \hat{\sigma}_T \) equals to \( \sigma_T \) plus a correction from an edge of \( K_\Delta \) to its parallel edge of \( K \Delta \) such that the normal components of \( \hat{\sigma}_T \) is equal to the preassigned normal components on these two edges. Specifically, let \( x_{Q_e} = \partial T_e \cap \partial Q_e \cap \partial K \) and \( t \) be a unit vector normal to \( n \) (see Figure 2), the recovered flux \( \hat{\sigma}_T \) is given by:

\[
\hat{\sigma}_T \cdot n_{\omega} = \sigma_T \cdot n_{\omega} \quad \text{on } \partial \omega \setminus \partial K,
\]

\[
\hat{\sigma}_T \cdot n_{\omega} = \hat{g}_K \quad \text{on } \partial \omega \cap \partial K,
\]

\[
\text{div } \hat{\sigma}_T = \text{div } \sigma_T + J_\omega \quad \text{in } \omega,
\]

\[
\int_\omega \hat{\sigma}_T \cdot q \, dx = \int_\omega \sigma_T \cdot q \, dx \quad \forall q \in Q_{k-2}(\omega), \quad k \geq 2,
\]

where \( n_{\omega} \) denotes the unit outward normal for \( \omega \),

\[
J_\omega := |\omega|^{-1} \int_{\partial \omega \cap \partial K} (\hat{g}_K - \sigma_T|_K \cdot n_{\omega}) \, ds
\]

and the space \( Q_{k-2}(\omega) \) is defined as in \([17]\).
Inside \( K \), it is easy to verify that the normal component of \( \hat{\sigma}_T \) is continuous over \( \partial \omega \setminus \partial K \) and \( \partial Q_e \cap \partial K_\Delta \), whose value is actually equal to that of \( \sigma_T \). Hence \( \hat{\sigma}_T \in H(\text{div}; K) \). On \( \partial K \), the normal component of \( \hat{\sigma}_T \) is always given by \( \hat{g}_K \). Therefore, we see that \( \hat{\sigma}_T \in H(\text{div}; \Omega) \).

5 Hybrid Estimator

The hybrid estimator is defined as

\[
\xi = \left( \sum_{K \in T} \xi^2_K \right)^{1/2} \quad \text{with} \quad \xi^2_K = \|\alpha^{-1/2}(\hat{\sigma}_T - \sigma_T)\|^2_K + \gamma^2_K h^2_K \alpha^{-1}_K \|\hat{r}_K\|^2_K, \tag{22}
\]

where \( \gamma_K \) is defined in (9) and the modified element residual \( \hat{r}_K \) is given by

\[
\hat{r}_K = \bar{f} - \text{div} \hat{\sigma}_T - a \cdot \nabla u_T - b u_T = r_K - \text{div} (\hat{\sigma}_T - \sigma_T), \quad \forall K \in T. \tag{23}
\]

To establish the reliability and the efficiency of the hybrid estimator \( \xi \), we use the following local equivalence between \( \xi \) and \( \eta \), which is proved in Section 6.

Lemma 5.1. Let \( \eta_K \) be the residual estimator in (10) and \( \xi_K \) be the hybrid estimator in (22), respectively. Then there exist positive constants \( C_1 \) and \( C_2 \) such that

\[
C_1 \xi_K \leq \eta_K \leq C_2 \sum_{K' \subset \omega_K} \xi_{K'}, \tag{24}
\]

Thanks to the equivalence result in Lemma 5.1, the reliability and efficiency of the hybrid estimator \( \xi \) follow immediately from the corresponding results of the residual estimator \( \eta \).

Theorem 5.1. In the diffusion-dominated regime, let \( u \) be the exact solution of (2) and \( u_T \) be the finite element solution in (5). For the hybrid estimator \( \xi \) defined in (22), there exists a constant \( C_1 \) such that

\[
\xi_K \leq C_1 \left( \|u_T - u\|_{\omega_K} + \sum_{K' \subset \omega_K} \Theta_{K'} \right), \quad \forall K \in T.
\]

Furthermore, under the monotonicity assumption [9, Hypothesis 2.7] of \( \alpha \), there exists a positive constant \( C_2 \) such that

\[
\|u - u_T\|^2 \leq C_2 \left( \xi^2 + \sum_{K \in T} \Theta_K^2 \right).
\]

Proof. The efficiency and reliability bounds are direct consequences of Lemma 5.1, Theorem 3.4 and 3.3. \( \square \)
Theorem 5.2. In the convection/reaction-dominated regime, let \( u \) and \( u_T \) be the solutions of (2) and (5) or (6), respectively. The hybrid estimator \( \xi \) defined in (22) satisfies
\[
\|u - u_T\|^2 + \|a \cdot \nabla (u - u_T)\|^2 \leq C_1 \left( \xi^2 + \sum_{K \in T} \Theta_K^2 \right)
\]
and
\[
\xi^2 \leq C_2 \left( \|u - u_T\|^2 + \|a \cdot \nabla (u - u_T)\|^2 + \sum_{K \in T} \Theta_K^2 \right),
\]
where the \( C_1 \) and \( C_2 \) are positive constants.

Proof. The theorem follows from Lemma 5.1 and Theorem 3.1. \( \square \)

For the singularly perturbed reaction-diffusion equation (11), in addition to the global efficiency bound in Theorem 5.2, \( \xi_K \) satisfies a local efficiency bound as a counterpart of Theorem 3.2.

Theorem 5.3. Let \( u \) and \( u_T \) be the respective exact and finite element solutions of the singularly perturbed reaction-diffusion equation in (11). The hybrid error indicator \( \xi_K \) in (22) satisfies the following estimate
\[
\xi_K^2 \leq C \left( \|u - u_T\|^2_{\omega_K} + \sum_{K' \subset \omega_K} \Theta_K^2 \right),
\]
where \( C \) is a positive constant.

Remark 5.1. For the singularly perturbed reaction-diffusion equation (11), in addition to the robust residual estimator in (22), other types of estimators have been proposed over the years. A general recovery-based estimator was proposed in (12) based on projecting the numerical flux onto an \( H(\text{div}; \Omega) \)-conform ing space. The global \( L^2 \)-projection, however, may be regarded computationally expensive by some researchers. A series of estimators based on flux equilibration were explored in (2, 4, 5), where the estimators yield guaranteed upper bounds of the true error. The flux equilibration techniques in (4, 5) require solving local least square problems associated with each vertex patch and only piecewise linear finite element approximations were discussed. For diffusion equations, flux equilibration was discussed for higher order elements in (11). For convection-diffusion-reaction equations, a flux equilibration procedure for linear elements was proposed in (11), where the resulting estimator yields a guaranteed upper bound of the true error. The results in (11) were derived under the assumption \( \text{div} a = 0 \) and the robustness was restricted to the special case of vanishing reaction (i.e., \( \beta = 0 \)).
6 Proof of Lemma 5.1

In diffusion-dominated regime, the proof of (24) is the same as that of [10, Theorem 4.2]. In convection/reaction-dominated regime, the proof of (24) is more complicated. We first prove the upper bound of (24) in Section 6.1. The lower bound of (24) will be justified in Section 6.2.

6.1 Upper bound

The proof of the upper bound is analogous to that in [10, Theorem 4.2], which is essentially based on the proof of local efficiency of residual estimator using properly chosen bubble functions.

Let \( \psi_K \) be the standard element bubble function on \( K \) and \( \psi_e \) be modified face bubble function associated with \( e \) defined in [33]. Unlike standard bubble functions that only depend on the geometry of the mesh, the modified face bubble function \( \psi_e \) also involves \( \epsilon \) and \( \beta \) in order to fulfill the estimates in (25). It is known from [33, Lemma 3.6] that

\[
\begin{align*}
\| \psi_K r_K \|_K &\leq \| r_K \|_K \leq C(\psi_K r_K, r_K)_K, \\
\| \nabla (\psi_K r_K) \|_K &\leq C \gamma K^{-1} h_K^{-1} \| r_K \|_K, \\
\| j_e \|_e^2 &\leq C (j_e, \psi_e j_e)_e, \\
\| \nabla (\psi_e j_e) \|_K &\leq C \gamma_e^{-1/2} h_e^{-1/2} \| j_e \|_e, \quad K \subseteq \omega_e, \\
\text{and} \quad \| \psi_e j_e \|_K &\leq C \gamma_e^{-1/2} h_e^{-1/2} \| j_e \|_e, \quad K \subseteq \omega_e.
\end{align*}
\]

(25)

Proof of the upper bound in (24). With the help of (25), (23), integration by parts, the fact that \( \psi_K \) vanishes on \( \partial K \), and the Cauchy-Schwarz inequality, we deduce that

\[
C_1 \| r_K \|_K^2 \leq (r_K, \psi_K r_K)_K = (\text{div} (\hat{\sigma}_\tau - \sigma_\tau), \psi_K r_K)_K + (\hat{r}_K, \psi_K r_K)_K \\
= (\sigma_\tau - \hat{\sigma}_\tau, \nabla (\psi_K r_K))_K + (\hat{r}_K, \psi_K r_K)_K \\
\leq C_2 \| r_K \|_K \left( \gamma K^{-1} h_K^{-1} \| \hat{\sigma}_\tau - \sigma_\tau \|_K + \| \hat{r}_K \|_K \right),
\]

which implies

\[
\gamma_K h_K \epsilon^{-1/2} \| r_K \|_K \leq C (\epsilon^{-1/2} \| \sigma_\tau - \hat{\sigma}_\tau \|_K + \gamma_K h_K \epsilon^{-1/2} \| \hat{r}_K \|_K) \leq C \xi_K.
\]

(26)

To estimate \( \| j_e \|_e \), it follows from (25), integration by parts, the Cauchy-Schwarz
and the triangle inequalities, and (26) that

\[ \|j_e\|^2 \leq C(j_e, \psi_e j_e)_e \]

\[ = C \sum_{K \subseteq \omega_e} ((\sigma_T - \sigma_T, \nabla(\psi_e j_e))_K + (\text{div} (\sigma_T - \hat{\sigma}_T), \psi_e j_e)_K) \]

\[ \leq C \sum_{K \subseteq \omega_e} \left( \frac{1}{\gamma_e h_e^{1/2}} \|j_e\|_K + \gamma_e h_e e^{-\frac{1}{2}} (\|\hat{\sigma}_T\|_K + \|r_K\|_K) \right) \]

\[ \leq C \sum_{K \subseteq \omega_e} \xi_K. \]

Now, the upper bound in (24) is a direct consequence of (26) and the definition of \( \eta_K \) in (10).

6.2 Lower bound

In this section, we prove the lower bound in (24) in the convection/reaction-dominated regime. That is, for any \( K \in \mathcal{T} \), there exists a positive constant \( C \) independent of \( h_K, \epsilon, \) and \( \beta \) such that

\[ \xi_K \leq C \eta_K. \]  

(27)

This is proceeded in two cases: (i) \( R_k \leq \epsilon^{1/2} \beta^{-1/2} \) and (ii) \( R_k > \epsilon^{1/2} \beta^{-1/2} \).

Proof in Case (i). In this case, the inequality \( h_K > R_K \) and (4) give

\[ 1 \geq \gamma_K = h_K^{-1} \min\{h_k, \epsilon^{1/2} \beta^{-1/2}\} \geq h_K^{-1} \min\{h_K, \frac{h_K}{C_0}\} = \frac{1}{C_0}, \]

which implies the weight \( \gamma_K = O(1) \) is independent of \( h_k, \epsilon, \) and \( \beta \). Hence, to show the validity of (27), it suffices to prove that

\[ \|\hat{\sigma}_T - \sigma_T\|_K + h_K^2 \|r_K\|_K^2 \leq C \left( h_K^2 \|r_K\|_K^2 + \sum_{e \in \mathcal{E}_K} h_e \|j_e\|_e^2 \right). \]

(28)

To this end, note first that \( \text{div} \sigma_T|_K \in P_{k-1}(K) \) and that the recovered flux defined in (15) satisfies

\[ \text{div} (\hat{\sigma}_T - \sigma_T) = \Pi_{K}^{k-1} r_K + J_K, \]

(29)

which, together with [10] Lemma 4.1] and the triangle inequality, implies

\[ \|\hat{\sigma}_T - \sigma_T\|_K \leq C \left( h_K \|\text{div} (\hat{\sigma}_T - \sigma_T)\|_K + \sum_{e \in \mathcal{E}_K} h_e^{1/2} \|j_e\|_e \right) \]

\[ \leq C \left( h_K \|r_K\|_K + h_K \|J_K\|_K + \sum_{e \in \mathcal{E}_K} h_e^{1/2} \|j_e\|_e \right). \]

(30)
To bound the modified element residual $\hat{r}_K$ in (23), by (29) we have

$$\hat{r}_K = r_K - \text{div} (\hat{\sigma}_\tau - \sigma_\tau) = (I - \Pi_{K}^{k-1}) r_K - J_K,$$

which yields

$$\|\hat{r}_K\|_K \leq \|r_K\|_K + \|J_K\|_K.$$  \hfill (31)

Now, (28) is a direct consequence of (30), (31), and the following bound

$$\|J_K\|_K \leq C \left( \|r_K\|_K + \sum_{e \in E_K} h_e^{-1/2} \|j_e\|_e \right),$$

which follows from the divergence theorem and the triangle and the Cauchy-Schwarz inequalities that

$$|J_K| = |K|^{-1} \left| \int_{\partial K} (\hat{g}_K - \sigma_\tau |K \cdot n) ds - \int_K r_K dx \right|$$

$$\leq |K|^{-1} \left( \sum_{e \in E_K} h_e^{1/2} \|j_e\|_e + |K|^{-1/2} \|r_K\|_K \right).$$

This completes the proof of (28) and, hence, (27).

**Proof in Case (ii).** When $R_K > \epsilon^{1/2} \beta^{-1/2}$, the fact that $h_S > R_S$ implies

$$\gamma_S = \epsilon^{1/2} h_S^{-1} \beta^{-1/2}, \quad S = K \text{ or } S \in E_K.$$ \hfill (32)

To prove (27), it suffices to show that

$$\epsilon^{-1} \|\hat{\sigma}_\tau - \sigma_\tau\|_K^2 + \beta^{-1} \|\hat{r}_K\|_K^2 \leq C \left( \beta^{-1} \|r_K\|_K^2 + \sum_{e \in E_K} \epsilon^{-1/2} \beta^{-1/2} \|j_e\|_e^2 \right).$$ \hfill (33)

To this end, we first estimate $\|\hat{\sigma}_\tau - \sigma_\tau\|_K$. Note that

$$|\hat{\sigma}_\tau - \sigma_\tau| = \begin{cases} 0, & \text{in } K_\Delta, \\ (1 - \lambda_{K,e})(1 - \epsilon^{-1/2} \beta^{1/2} y) |j_e(xQ_e + xt)|, & \text{in } Q_e \end{cases},$$

for all $e \in E_K$, where $x, y$ are local coordinates in $Q_e$, and

$$\text{div} (\hat{\sigma}_\tau - \sigma_\tau) = J_\omega \quad \text{in } \omega = T_e, S_e.$$ \hfill (34)

Define at this moment $Q_K = \bigcup_{e \in E_K} Q_e$. A straightforward calculation gives

$$\epsilon^{-1} \|\hat{\sigma}_\tau - \sigma_\tau\|_{K_\Delta \cup Q_K}^2 = \epsilon^{-1} \sum_{e \in E_K} \|\hat{\sigma}_\tau - \sigma_\tau\|_{Q_e}^2 \leq \frac{\epsilon^{-1/2} \beta^{-1/2}}{3} \sum_{e \in E_K} \|j_e\|_e^2.$$ \hfill (35)
The estimate of $\|\hat{\sigma}_T - \sigma_T\|_\omega$ for $\omega = T_e$ and $S_e$ is analogous to Case (i). It follows from (34), the fact that $\text{diam}(\omega) = O(\epsilon^{1/2} \beta^{-1/2})$, and the Cauchy-Schwarz inequality that

$$\|\text{div} (\hat{\sigma}_T - \sigma_T)\|_\omega = \|J_\omega\|_\omega \leq C \epsilon^{-1/4} \beta^{1/4} \|\tilde{j}_e\|_e,$$

which, together with [10] Lemma 4.1, implies

$$\epsilon^{-1/2} \|\hat{\sigma}_T - \sigma_T\|_\omega \leq C \left( \beta^{-1/2} \|J_\omega\|_\omega + \epsilon^{-1/4} \beta^{-1/4} \|\tilde{j}_e\|_e \right) \leq C \epsilon^{-1/4} \beta^{-1/4} \|\tilde{j}_e\|_e$$

for all $e \in \mathcal{E}_K$. Combining with (35) gives

$$\epsilon^{-1} \|\hat{\sigma}_T - \sigma_T\|_K^2 \leq C \sum_{e \in \mathcal{E}_K} \epsilon^{-1/2} \beta^{-1/2} \|\tilde{j}_e\|_e^2.$$  (37)

It remains to estimate $\beta^{-1} \|\hat{r}_K\|_K^2$. By (23) and the triangle inequality, we have

$$\|\hat{r}_K\|_K \leq \|r_K\|_K + \|\text{div} (\hat{\sigma}_T - \sigma_T)\|_K.$$  (38)

It follows from the definition of $\hat{\sigma}_T$ that

$$|\text{div} (\hat{\sigma}_T - \sigma_T)| = \begin{cases} 0, & \text{in } K_\Delta, \\ (1 - \lambda_e) \epsilon^{-1/2} \beta^{1/2} |\tilde{j}_e(x_{Q_e} + xt)|, & \text{in } Q_e, \\ |J_\omega|, & \text{in } \omega = T_e, S_e \end{cases}$$

for all $e \in \mathcal{E}_K$. A straightforward calculation yields

$$\sum_{e \in \mathcal{E}_K} \|\text{div} (\hat{\sigma}_T - \sigma_T)\|_{Q_e} \leq \epsilon^{-1/4} \beta^{1/4} \sum_{e \in \mathcal{E}_K} \|\tilde{j}_e\|_e,$$

which, together with (36), implies

$$\|\text{div} (\hat{\sigma}_T - \sigma_T)\|_K \leq C \epsilon^{-1/4} \beta^{1/4} \sum_{e \in \mathcal{E}_K} \|\tilde{j}_e\|_e.$$  (39)

(37) – (39) imply (33) and the proof is complete.

\[\square\]

7 Numerical Experiments

In numerical experiments, we consider the singularly perturbed reaction-diffusion problem in (11). Here the domain is chosen as $\Omega = [-1,1]^2$. The initial mesh in the adaptive mesh refinement consists of $4 \times 4$ congruent squares, each of which is partitioned into two triangles connecting bottom-left and top-right corners. As in [16, 20, 10], we use Dörfler’s marking strategy [16] with $\theta_D = 0.5$ (cf. [10] Eq.(5.1)). The newest-vertex bisection [27] is used in the refinement. For the finite element discretization, $P_1$ conforming element is used in all examples. The exact error is denoted by $e = u - u_T$. “DOFs” denotes the degrees of freedom and “eff-ind” denotes the effectivity index, namely, either $\eta/\|e\|$ or $\xi/\|e\|$.  
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Table 1: Example 1 - Effectivity indices for different $\epsilon$ on a fixed mesh

| $\epsilon$ | 1E-5 | 1E-4 | 5E-4 | 1E-3 | 5E-3 | 1E-2 | 5E-2 | 1E-1 | 1   | 10   | 100   |
|------------|------|------|------|------|------|------|------|------|-----|------|-------|
| $\eta$     | 0.66 | 0.66 | 0.93 | 1.21 | 2.22 | 2.81 | 4.83 | 5.58 | 5.57| 5.56 | 5.56 |
| $\xi$      | 0.80 | 0.84 | 1.09 | 1.35 | 1.20 | 1.28 | 1.38 | 1.38 | 1.36| 1.36 | 1.36  |

**Remark 7.1.** The performance of the hybrid estimator for diffusion-dominated problems can be seen from the numerical results in [10].

### 7.1 Test Problem 1

We first consider an example as in [4, Example 1], where the solution is smooth but, as pointed out in [4], non-robust estimators do not perform well. The exact solution is chosen as

$$u(x, y) = \cos(\pi x/2) \cos(\pi y/2) / (1 + \epsilon \pi^2/2)$$

and the data is $f(x, y) = \cos(\pi x/2) \cos(\pi y/2)$. The aim of this example is to numerically show that the hybrid estimator $\xi$ is more accurate than the residual estimator $\eta$ and to demonstrate that $\xi$ is less sensitive with respect to the variation of $\epsilon$.

#### 7.1.1 Effectivity with respect to $\epsilon$

On a fixed uniform mesh composed of 200 isosceles right triangles, we vary $\epsilon$ and investigate the change of effectivity index for each estimator. Numerical results are collected in Table 1 for different choices of $\epsilon$. It is easily seen from Table 1 that the hybrid estimator $\xi$ is more accurate and than the residual estimator $\eta$. When $\epsilon$ changes gradually from $10^{-5}$ to 100, the effectivity indices for $\xi$ remain close to 1, while the effectivity indices for $\eta$ increase significantly from 0.66 to 5.56, by a factor of 8.4. This implies that, compared to the explicit residual estimator $\eta$, the hybrid estimator $\xi$ is less sensitive to the size of reaction.

#### 7.1.2 Effectivity during adaptive mesh refinement

In this section, for each fixed $\epsilon$, we investigate the effectivity of each estimator during adaptive mesh refinement.

The numerical results for the residual estimator $\eta$ are shown in Figure 3–4 for different $\epsilon$. (The result for $\epsilon = 1$ or 10 is quite similar to $\epsilon = 10^{-1}$ and is thus not shown here.) It is obviously seen that the effectivity of $\eta$ strongly depends on the relation between $\epsilon$ and mesh-size. Hence even though theoretically the constants in the a posteriori error estimates for $\eta$ are independent of $\epsilon$, the practical performance does display a significant difference for different choices of $\epsilon$. This is because the
theoretical results can only provide lower and upper bounds of $\frac{\eta}{\|e\|}$, i.e., an interval that $\frac{\eta}{\|e\|}$ lies in, and the exact value may vary in such a (possibly large) interval. In this case, the size of this interval could be quite large even though it is independent of $\epsilon$.

The numerical results for the hybrid estimator $\xi$ are shown in Figure 3–6 for different $\epsilon$. Unlike $\eta$, numerical results indicate that $\epsilon$ does not have much influence on the effectivity of $\xi$ during the adaptive mesh refinement. Therefore, we see that the hybrid estimator is indeed less sensitive than the residual estimator with respect to $\epsilon$.

Figure 3: Example 1 - $\eta$ and $\|e\|$ with $\epsilon = 10^{-4}$ (left), $\epsilon = 10^{-3}$ (right)

Figure 4: Example 1 - $\eta$ and $\|e\|$ with $\epsilon = 10^{-2}$ (left), $\epsilon = 10^{-1}$ (right)
Figure 5: Example 1 - $\xi$ and $|||\epsilon|||$ with $\epsilon = 10^{-4}$ (left), $\epsilon = 10^{-3}$ (right)

Figure 6: Example 1 - $\xi$ and $|||\epsilon|||$ with $\epsilon = 10^{-2}$ (left), $\epsilon = 10^{-1}$ (right)
Table 2: Example 2 - results for $\eta$ and $\xi$

| estimator | DOFs | $\|e\|/\|u\|$ | eff-ind |
|-----------|------|----------------|---------|
| $\eta$    | 10987| 9.8E-2         | 5.11    |
| $\xi$     | 9383 | 9.9E-2         | 1.80    |

7.2 Test Problem 2

Test problem 2 has $f = 0$ and the exact solution

$$u(x, y) = e^{-(x+1)/\sqrt{\epsilon}} + e^{-(y+1)/\sqrt{\epsilon}} \quad \text{with} \quad \epsilon = 10^{-4},$$

which displays boundary layers along $x = -1$ and $y = -1$.

We perform adaptive mesh refinement with stopping criterion $\|e\| \leq 0.1\|u\|$ and compare the results obtained using $\eta$ and $\xi$.

The mesh generated by $\xi$ is shown in Figure 7 (left), where major refinements are along the boundary layers. From Table 2 it is easy to see that the residual estimator is less accurate than the hybrid estimator. Figure 8 again shows that the effectivity index of $\eta$ varies more widely than that of $\xi$ during the mesh refinement procedure. The robustness of $\xi$ as well as $\eta$ can be seen from Figure 8 as the optimal error decay rate is observed on very coarse meshes (DOFs $\approx$ 100).

7.3 Test Problem 3

The exact solution is chosen as

$$u(x, y) = \tanh \left( \epsilon^{-1/2} (x^2 + y^2 - \frac{1}{4}) \right) \quad \text{with} \quad \epsilon = 10^{-4},$$
Figure 8: Example 2 - error plot for $\eta$(left) and $\xi$(right)

which displays an interior layer on a circle with radius $\frac{1}{2}$.

The stopping criterion for the adaptive mesh refinement is chosen as $\|e\| < 0.01\|u\|$. The mesh generated by $\xi$ is shown in Figure 7 (right), where major refinements are along the interior layer. In terms of accuracy or effectivity, from Table 1 and Figure 8, the same conclusion can be drawn as in Example 2: the residual estimator is less accurate than the hybrid estimator and its effectivity index varies more widely during the adaptive mesh refinement. Figure 8 shows that the error starts to decay in optimal rate on very coarse meshes (DOFs $\approx 100$), which demonstrates the robustness of the estimators $\eta$ and $\xi$.

Figure 9: Example 3 - error and estimator plot for $\eta$(left) and $\xi$(right)
Table 3: Example 3 - results for $\eta$ and $\xi$

| estimator | DOFs | $\|e\|/\|u\|$ | eff-ind |
|-----------|------|----------------|---------|
| $\eta$    | 16217| 9.2E-3         | 5.74    |
| $\xi$     | 13664| 9.8E-3         | 1.88    |
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