Improved uncertainty quantification for Gaussian process regression based interatomic potentials
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The error estimation capability of machine learning interatomic potentials (MLIPs) based on probabilistic learning methods such as Gaussian process regression (GPR) is currently under-exploited, because of the tendency of the predicted errors to overestimate the true error. We present approaches based on maximising either the marginal likelihood or an alternative likelihood constructed using leave-one-out cross validation to provide improved error estimates for interatomic potentials based on GPR. We benchmarked these approaches on models representing the Ar trimer, showing significant improvements in the robustness of the predicted error estimates.

I. INTRODUCTION

Multiscale materials modelling has been successful in many domains but it has not fully delivered on its promise, in large part because coupling of scales remains ad hoc, lacking the robust propagation of uncertainties across scales that is essential for reliable validated models. Most current research applies interatomic potential methods, despite severe limitations in accuracy and transferability. To date, there has been limited systematic analysis of the variation in simulation results with changes in the choice of parameters of the interatomic potential, mostly using “sloppy models” consisting of ensembles of potentials.1–3 These approaches are typically too costly to allow robust error bars to be placed on the outputs of complex simulations. Recently, alternative approaches based on calibrating “committees” of models, for example trained on subsets of the overall training data,4,5 have seen some success, but so far lack the rigorous statistical underpinning needed for robust error propagation to derived quantities. The related “dropout” artificial neural network (ANN) approach has a Bayesian interpretation.6

The more challenging task of quantifying model form error requires sampling over ensembles of “reasonable” interatomic potentials that are not constrained by a predefined functional form, allowing them to better reflect the complexity of the underlying quantum mechanics. This is closely aligned to the broad body of recent literature that reports efforts to construct machine learning interatomic potential (MLIP) models that interpolate from a database of reference \textit{ab initio} calculations, e.g. widely used artificial neural network\textsuperscript{7} and Gaussian approximate potentials (GAP)\textsuperscript{8} approaches, the spectral neighbour anaysis potential (SNAP)\textsuperscript{9} method,\textsuperscript{9} and related Linear Machine Learning (LML)\textsuperscript{10} approach, as well as the recently proposed atomic cluster expansion (ACE)\textsuperscript{11} framework. Data-driven models avoid many of the pitfalls of a fixed functional form, but the errors induced by overly flexible models have not yet been systematically quantified. While MLIPs based on Gaussian process (GP) regression are in principle accompanied by posterior variance estimates, this has been underexploited because of the tendency of GP predicted errors to overestimate the true uncertainty, combined with the high computational cost and complexity of optimising or sampling hyperparameters. For example, a recent GP-based potential for refractory high entropy alloys\textsuperscript{12} was limited to two- and three-body terms only, and then also had to be remapped from GPs to splines for computational efficiency, removing the UQ capabilities (although a recent preprint addresses this by also mapping the error bars\textsuperscript{13}).

While MLIPs are already extremely successful, for example, they have been applied to complex alloys with promising results\textsuperscript{14,15} and their uncertainty quantification (UQ) capabilities have severe limitations at present, with validation often being confined to test/train split rather than computing realistic quantities of interest (QoIs). Here, we present a step towards overcoming these limitations building on prior work from a number of research groups that demonstrates that MLIPs can be invested with UQ capabilities\textsuperscript{16,17,18,19}. We use a dataset consisting of Ar dimers and trimers computed at the CCSD(T) level to demonstrate the principles of our newly proposed approach.

II. METHODOLOGY

A. Data generation

We have generated a data set of 41 Ar dimers at interatomic distances uniformly spaced between 3 and 7 Å. In addition, a set of 1880 Ar trimers were generated by varying the bond distances between 3 and 7 Å and the bond angle between 0\ensuremath{^\circ} -180\ensuremath{^\circ}. We evaluated the \textit{ab initio} energies with the Gaussian16 software package\textsuperscript{18} at the coupled cluster [CCSD(T)] level using the aug-cc-pVQZ basis set\textsuperscript{19}. This ensures that dispersion interactions, which are largely responsible for attraction between the Ar atoms, are accurately modelled, including their many-body character. Consequently, the target interaction en-
ergy of an Ar trimer configuration is truly a function of all three atomic positions, and while the interaction is dominated by pair interactions, the total energy cannot be exactly decomposed into two-body terms.

B. Gaussian process regression

We can model any multivariate function \( f(x) \) using a GP. This allows us to define a prior over functions that is equivalent to a multivariate normal distribution for any finite realisation of the function on a grid of \( N \) points \( X = \{x_1, x_2, \ldots, x_N\} \) so that \( f = [f(x_i), i = 1 \ldots N] \), i.e.

\[
f \sim \mathcal{G}(m(x), k(x, x')) \implies f \sim \mathcal{N}(m(x), K)
\]

where \( m(x) \) is a specified mean function (often taken to be zero), \( k(x, x') \) defines a kernel for the covariance between function values at input points \( x \) and \( x' \) and \( K \) is the resulting covariance matrix for all pairs of inputs, i.e. \( K_{ij} = k(x_i, x_j) \) for \( i, j = 1 \ldots N \).

Consider a set of \( N \) noisy observations \( y = [y_1, y_2, \ldots, y_N] \) at inputs \( X = \{x_1, x_2, \ldots, x_N\} \) which are assumed to follow the model \( f(x) \) on average but contaminated with additive Gaussian noise

\[
y_i = f(x_i) + \epsilon \text{ where } \epsilon \sim \mathcal{N}(0, \sigma_n^2)
\]

where \( \sigma_n \) is a hyperparameter representing the noise level. Assuming additive independence, the covariance matrix for the observations is

\[
\text{cov}[y] = K_y = K(X, X) + \sigma_n^2 I
\]

Conditioning the prior GP \([1]\) on the data leads to a new GP representing our updated knowledge of the function, referred to as the posterior GP. The posterior GP can be used to compute the predictive mean and covariance at input points of interest \( X^* \) analytically\([19]\], with the results given by

\[
\bar{f}(X^*) = K(X^*, X)K_y^{-1}y
\]

\[
\text{cov}[ar{f}^*] = K(X^*, X^*) - K(X^*, X)K_y^{-1}K(X, X^*)
\]

C. Gaussian approximation potentials

The GAP framework has been developed for the specific case of modelling an \textit{ab initio} potential energy surface (PES) using Gaussian process regression (GPR\([20]\)). In this framework, the GP inputs \( x \) are computed using descriptors that are invariant to translation, permutation and rotational symmetries\([21]\) and the observations are the \textit{ab initio} energies, and often also their derivatives in the form of forces and stresses. A complication arises here since we need to infer the decomposition of the total energy onto individual atoms (since local energies cannot be directly predicted with \textit{ab initio} methods).

Consider first a two-body approximation to the total energy:

\[
E(r) = \sum_{i<j} V_2(r_{ij})
\]

where \( V_2(r) \sim \mathcal{G}(0, k_2(r, r')) \) and \( r_{ij} = |r_j - r_i| \) is the distance between atoms \( i \) and \( j \). Since we only have observations of the total energy, the target data is the sum of Gaussian Process models. The covariance between the total energies of two configurations \( A \) and \( B \) is simply the sum of the covariance functions for each bond

\[
\langle E_A E_B \rangle = \sum_{ij \in A, i'j' \in B} k_2(r_{ij}, r_{i'j'})
\]

In the more general case the required covariances can be computed by introducing a linear operator \( L \) which maps from the observations \( y \) we have to the local atomic energies \( y' \) through the relation \( y = Ly' \). We refer the reader to Ref.\([20]\) for a complete discussion of GPR in the context of interatomic potentials, which for realistic potentials also requires the use of a sparse GP to reduce the \( O(N^3) \) cost of training; this step neglected here for simplicity.

In this work, we use a two-body potential which is a combination of explicit basis functions and a non-parametric term, and a fully non-parametric three-body potential. The total energy is of the form

\[
E(r) = E_0 + \sum_{i<j} V_2(r_{ij}) + \sum_{i<j<k} V_3(r_{ijk}, r_{ijk})
\]

where \( E_0 \) is the average energy per atom across the training set. We note care must be taken to enforce permutation symmetry for the three-body term, either by symmetrising the descriptor or by summing the term over the permutation group of three particles; here, we take the former approach.

The elements of the symmetrised three-body descriptor \( d = [d_1, d_2, d_3] \) are defined as \( d_1 = r_{ij} + r_{ik} \), \( d_2 = (r_{ij} - r_{ik})^2 \) and \( d_3 = r_{ijk} \), which ensures invariance to rigid rotations and translations as well as swapping the indices of \( j \) and \( k \), while providing a bijective mapping between atomic coordinates and the descriptor elements.

D. Explicit basis functions

By analogy with the Kennedy–O’Hagan approach\([22]\) simple models that encode known physics such as short-range repulsion can be used as a baseline; this has been explored already in GAP models in deterministic settings (e.g. to add van der Waals corrections\([23]\) but the contributions made by uncertainty in the basis functions have not previously been included in predictions.

For the two- and three-body GPs, we use

\[
V_2(r) = f_2(r) + h^T(r)\beta
\]

\[
f_2(r) \sim \mathcal{GP}(0, k_2(r, r'))
\]

\[
V_3(r) \sim \mathcal{GP}(0, k_3(r, r'))
\]
This corresponds to the usual zero-mean GP for the three-body term, but a non-zero mean for the two-body term which is made up of a linear combination of basis functions \( h(r) = [h_1(r), h_2(r), ...] \) with weights \( \beta \).

Following O'Hagan\cite{23}, if we adopt a Gaussian prior on the weights \( \beta \), so that \( \beta \sim \mathcal{N}(\mathbf{b}, B) \) we can integrate out the weights rather than optimising them. This yields another GP for \( V_2(r) \)

\[
V_2(r) \sim \mathcal{GP} \left( \mathbf{h}(r)^T \mathbf{b}, k_2(r, r') + \mathbf{h}(r)^T B \mathbf{x}(r') \right) \tag{12}
\]

Note that, while the mean of the new GP is simply equal to the product of the mean coefficients and the fixed basis functions, there is also a contribution to the covariance caused by the uncertainty in the coefficients. Taking the limit of an uninformative prior \( B^{-1} \rightarrow 0 \) gives results for the predictive mean and covariance which extend \cite{1} and \cite{5} to

\[
\mathbf{\bar{V}}_2(X_*) = \mathbf{\bar{f}}_2(X_*) + \mathbf{R}^T \mathbf{\beta} \tag{13}
\]

\[
\text{cov}[\mathbf{\bar{V}}_2] = \text{cov}[\mathbf{\bar{f}}_2] + \mathbf{R}^T (H K_y^{-1} H^T)^{-1} \mathbf{R} \tag{14}
\]

where the design matrix \( H = [\mathbf{h}(r_1), \mathbf{h}(r_2), ...] \) collects the basis vectors for all training cases, and \( H^* \) the same for all test cases, \( R = H_* - H K_y^{-1} K_* \) and the limiting \( \mathbf{\beta} = (H K_y^{-1} H^T)^{-1} K_y^{-1} \mathbf{y} \).

E. Basis functions and covariance kernels

It remains to specify the basis functions and covariance kernels selected in this study. Since atomic interactions in Ar are largely dominated by van der Waals dispersion, which is attractive, and repulsion due to the Pauli exclusion principle, we chose basis functions taken from the Lennard-Jones potential, i.e.

\[
h_1(r) = \frac{1}{r^{12}} \tag{15}
\]

\[
h_2(r) = \frac{1}{r^6} \tag{16}
\]

For both terms we chose squared-exponential (SE) covariance kernels of the forms

\[
k_2(r, r') = \delta_2^2 \exp \left[ \frac{|r - r'|^2}{\ell_2^2} \right] \tag{17}
\]

\[
k_3(d, d') = \delta_3^2 \exp \left[ \sum_{i=1}^3 \frac{|d_i - d_i'|^2}{(\ell_i')^2} \right] \tag{18}
\]

with the inputs \( r, r \) and lengthscale hyperparameters \( \theta_2, \theta_3 \) are scalars and three-vectors for the two-body and three-body case, respectively, and the signal variances \( \delta_2^2 \) and \( \delta_3^2 \) are both scalars, giving a total of 7 hyperparameters including the likelihood noise \( \sigma_n \) in \cite{4}, which we collect into a vector \( \theta = [\delta_2, \ell_2, \delta_3, \ell_3, \ell_3', \ell_3', \sigma_n] \). The cutoff distances for the two- and three-body terms were fixed at 7 Å and 5 Å, respectively.

F. Hyperparameter optimisation

For the Bayesian interpretation of a kernel model to be meaningful, attention must be paid to the choice of hyperparameters \( \theta \). Up until now these have often been set heuristically by MLIP practitioners for reasons of simplicity and computational expediency. In this work, kernel hyperparameters are optimised by maximising either the marginal likelihood (ML), which has previously been reported to improve predicted variances for GP-based interatomic potentials\cite{15,16}, and the leave-one-out cross validation (LOO-CV) likelihood, which has the advantage that it does not depend on the validity of modelling assumptions.

The marginal likelihood is the probability of the observed data given the inputs, and can be computed by integrating the likelihood multiplied by the prior (i.e. marginalising over the function values \( f \)), leading to

\[
p(y|X, \theta) = \int p(y|f, X, \theta)p(f|X, \theta)df \tag{19}
\]

For a zero mean GP the prior and likelihood are both Gaussian, so integral is analytic and yields

\[
\log p(y|X, \theta) = -\frac{1}{2} \mathbf{y}^T K_y^{-1} \mathbf{y} - \frac{1}{2} \mathbf{y}^T C \mathbf{y} - \frac{1}{2} \log |A| - \frac{1}{2} \log |K_y| - \frac{N}{2} \log 2\pi \tag{20}
\]

which is simply the PDF of the observations \( y \sim \mathcal{N}(0, K_y) \). The three terms can be interpreted as a data fit term, a complexity penalty and a normalisation constant, respectively. For the explicit basis in the limit of a non-informative prior on the basis coefficients \( \beta \) this result becomes

\[
\log p(y|X, \theta) = -\frac{1}{2} \mathbf{y}^T K_y^{-1} \mathbf{y} - \frac{1}{2} \mathbf{y}^T C \mathbf{y} - \frac{1}{2} \log |A| - \frac{1}{2} \log |K_y| - \frac{N - M}{2} \log 2\pi \tag{21}
\]

where \( A = H K_y^{-1} H^T, C = K_y^{-1} H^T A^{-1} H K_y^{-1} \) and \( M \) is the rank of \( H^T \).

The LOO-CV approach is based on the idea of leaving out each piece of training data in turn. The predictive log probability of the data when leaving out training case \( i \) is

\[
\log p(y_i|X, y_{-i}, \theta) = -\frac{1}{2} \log \sigma_i^2 - \frac{(y_i - \mu_i)^2}{2\sigma_i^2} - \frac{1}{2} \log 2\pi \tag{22}
\]

where \( y_{-i} \) means all observations except for number \( i \), and the predictive mean \( \mu_i \) and variance \( \sigma_i^2 \) are given by \cite{13} and \cite{14} using reduced training sets \( \{X_{-i}, y_{-i}\} \). From this result we can write down the LOO log predictive probability as

\[
L_{LOO}(X, y, \theta) = \sum_{i=1}^N \log p(y_i|X, y_{-i}, \theta) \tag{23}
\]

This can be computed efficiently by noting that we require a series of inverses of the full \( K_y \), each with a row
and column deleted which leads to simplified expressions for the LOO-CV predictive mean and variance of the form

\[ \mu_i = y_i - \frac{[K_y^{-1} y]_i}{[K_y^{-1}]_{ii}} \quad (24) \]

\[ \sigma_i^2 = \frac{1}{[K_y^{-1}]_{ii}} \quad (25) \]

Contributions from the explicit basis functions can be added in an analogous way. The LOO-CV likelihood can thus be computed with a computational cost that is dominated by a single inversion of \( K_y \).

### III. RESULTS

We used the CCSD(T) Ar dimer and trimer data to explore alternative strategies for choosing GP hyperparameters. To simulate the low-data limit, we trained our models on a fixed 1% subset of the data (19 structures), and retained the other 99% (1902 structures) for testing.

One dimensional sweeps for the three hyperparameters for the two-body kernel are shown in Fig. 1 along with the decomposition of the marginal likelihood into the terms in (21): data fit (first term), the contribution from the explicit basis set (second and third terms) and the complexity penalty (fourth term). The plot shows some differences in the maxima identified by the marginal likelihood and the LOO-CV likelihood, with the latter being more strongly peaked and for example preferring a smaller lengthscale and lower noise variance.

We next chose the hyperparameters using three approaches: (i) adopting the physically informed heuristic choices of hyperparameters commonly used when fitting GAP models; (ii) maximising the marginal likelihood of the training data; (iii) maximising the LOO-CV likelihood of the training data. In case (i) we first fitted a Lennard-Jones model to the training data and subtracted this from the CCSD(T) data before fitting the GAP model while in cases (ii) and (iii) we used the explicit basis function approach described above to fit the parametric and non-parametric terms together. Likelihoods were maximised using the BFGS algorithm, with derivatives with respect to hyperparameters computed using automatic differentiation. Multiple restarts with random initial choices for the hyperparameters were used to mitigate local maxima. We found that the best results are obtained with a single basis function \( h_1(r) \) to account for short-range repulsion, without the long-range dispersion term \( h_2(r) \). Table 1 summarises the hyperparameters obtained with each approach.

The results shown in Fig. 2 demonstrate that the ML approach has the highest accuracy on the training configurations, but the LOO-CV approach has the most reliable predicted errors. The GAP heuristics lead to predicted errors which are often significantly overestimate the true error (in accordance with previous observations). The ML predicted errors do have good correlation with true error (despite the overall high accuracy). The decomposition of the two-body energies is shown in Fig. 3. The explicit basis set makes a large contribution to the total uncertainty at distances beyond the cutoff of the non-parametric term; it is notable that this contribution is larger in the LOO-CV case.

The differences in performance can be rationalised by comparing the \( \delta_2 \) and \( \delta_3 \) values in Table 1. Recall that with a SE kernel the posterior predicted error, evaluated at a test point that is far from training data, tends to \( \delta. \)
FIG. 2. GP models trained on quantum chemistry CCSD(T) calculations for Ar dimers and trimers, trained on 1% of the data (orange) and tested on remaining 99% (blue). Three realisations of the model, with hyperparameters chosen using heuristics as in GAP framework (left), optimised to maximise the marginal likelihood (ML, middle) or the LOO-CV (right). Note similar accuracy for the mean, but far superior predicted errors with LOO-CV, with GAP heuristics over-estimating and ML under-estimating true errors.

| Hyperparameter | GAP | Opt. ML | Opt. LOO-CV |
|----------------|-----|---------|-------------|
| Two-body       |     |         |             |
| $\delta_2$ / eV| 0.1 | 0.017   | 1429        |
| $\ell_2$ / Å   | 0.5 | 1.01    | 2.18        |
| Three-body     |     |         |             |
| $\delta_3$ / eV| 0.05| 0.0005  | 0.0006      |
| $\ell_1$ / Å   | 3.96| 1054    | 239         |
| $\ell_2$ / Å   | 3.99| 499     | 329         |
| $\ell_3$ / Å   | 6.50| 917     | 344         |
| $\sigma_n$ / eV| 0.001| 0.00077| 0.00077     |
| RMSE / meV/atom| 2.1 | 1.7     | 2.4         |

TABLE I. Hyperparameter values obtained with each of three approaches: GAP heuristics, optimising the marginal likelihood (ML) and optimising the LOO-CV likelihood. The final row in the table shows the RMSE of the resulting fits.

This is due to the variance in $\delta_2$ dominated by the first term, as the second term tends to zero for very dissimilar pairs of configurations. The original GAP heuristics assign relatively similar weights to the two- and three-body terms, while both optimised approaches put more weight on the two-body term, with the LOO-CV approach leading to an even greater two-body weighting. There are also significant differences in the lengthscales parameters, with LOO-CV leading to a more even split between the three components of the three-body descriptor than ML.

IV. CONCLUSIONS

Our results demonstrate that maximising the LOO-CV likelihood significantly improves the accuracy of the predicted errors over the marginal likelihood. To understand why this might be, recall that the marginal likelihood tells us the probability of the observations, given the assumptions of the model, while the LOO-CV likelihood gives an estimate for the predictive probability, whether or not the assumptions of the model are true, helping to make it more robust against model limitations.

Further work is required to extend this proof-of-principle to more complex manybody descriptors such
as Smooth Overlap of Atomic Positions (SOAP)\textsuperscript{21} or ACT\textsuperscript{11}, and to the sparse GP case where, in principle, the set of inducing (sparse) points could also be optimised together with the hyperparameters. While the examples presented here used small training sets, LOO-CV approaches can be scaled to large datasets using Pareto-smoothed importance sampling\textsuperscript{25} giving scope to incorporate these ideas in production calculations.
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