Abstract

Four-point correlation functions of hypermultiplet bilinear composites are analysed in $N = 2$ superconformal field theory using the superconformal Ward identities and the analyticity properties of the composite operator superfields. It is shown that the complete amplitude is determined by a single arbitrary function of the two conformal cross-ratios of the space-time variables.
1 Introduction

In this paper we examine in detail the constraints imposed by superconformal invariance and analyticity on four-point correlation functions of analytic operators in four-dimensional superconformal field theories with $N = 2$ supersymmetry. The analytic operators under consideration are gauge-invariant products of hypermultiplets which are represented by analytic superfields in $N = 2$ harmonic superspace. Analytic superfields obey a generalised chirality-type constraint and depend holomorphically on the coordinates of the two-sphere which is adjoined to Minkowski superspace to form harmonic superspace. The definition of analyticity is given in more detail below.

The sphere can be thought of as the homogeneous space $U(1) \backslash SU(2)$ and fields carry a charge with respect to the $U(1)$ isotropy group of this internal space. We shall be particularly interested in the case where each of the operators has charge 2. These operators are hypermultiplet bilinears and also have dimension 2. For the particular case of $N = 4$ super Yang-Mills theory (SYM) there is a single hypermultiplet transforming under the adjoint representation of the gauge group and from this and its conjugate one can construct three charge 2 analytic bilinears. They can be viewed as $N = 2$ components of the $N = 4$ supercurrent, so that the corresponding four-point correlation functions give $N = 2$ projections of the $N = 4$ four-point correlator of four super currents. This correlator, or particular spacetime components of it, has been much studied in the context of the Maldacena conjecture [1] on both the AdS [2] and field theory sides [3, 4].

The study of correlation functions of the above type in the harmonic superspace setting has been advocated in a series of papers [5, 6]. The exact functional forms for two- and three-point functions were given [5, 8] (see also [9, 10, 11]) and it was later argued that the coefficients of such correlators in $N = 4$ should be non-renormalised [21] using analytic superspace techniques, the reduction formula and the notion of $U(1)_Y$ symmetry introduced in [12]. (For the supercurrent correlators this non-renormalisation can also be seen as a consequence of anomaly considerations [10, 3].) It was also conjectured that four-point correlators of operators with sufficiently low charges might be soluble [3, 14]. However, in spite of the claims made for future work in these references, this turns out not to be the case and one purpose of the present work is to give the precise result that one finds for four charge 2 operators, which are known to be non-trivial [3, 14].

As we shall show, the requirement of analyticity leads to additional constraints beyond those that one might expect on grounds of superconformal symmetry alone, but these are not enough to determine the correlation function completely. Elsewhere the result for charge 2 operators has been used to simplify the computation of the four-point function at two loops in perturbation theory [13].

The work described here has been carried out over a period of several years and has focused on four-point functions of operators with equal charges. As we have just mentioned, these results are not as strong as had been conjectured. More recently, however, it has become apparent that more striking results can be obtained by considering asymmetric sets of charges. In [14] the methods of the present paper were used to show that four-point extremal correlators ($p_4 = p_1 + p_2 + p_3$, $p_i =$ charges) are simply given by products of free two-point functions. A discussion in $N = 1$ perturbation theory is given in [17]. Since the analogous result had already been found in AdS supergravity [15] (see also [16]), this also established a part of the Maldacena conjecture. So, although the initial conjectures of [5, 6] for equal charges have turned out to be incorrect, perhaps it is not unreasonable to claim some partial vindication for the initial optimism in the light of the fact that the very same strategy gives a good way of proving the recent results for extremal correlators in a field-theoretic setting.

The analysis of analytic operators and correlation functions can be carried out in two equivalent frameworks each having their own distinctive features. One can either work in analytic superspace (with complexified spacetime) using explicit coordinates, or one can work in harmonic
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2For an analysis of superconformal field theories in Minkowski superspace see, for example, [17].
superspace (with real spacetime) using an equivariant formalism with respect to the internal $SU(2)$ symmetry group. In the former approach, all the coordinates appear on an equal footing. This makes the action of the superconformal group more transparent and facilitates the construction of invariants. Further, analyticity (or the lack of it) is manifest. In the latter approach the internal $SU(2)$ is treated covariantly, so that explicit coordinates for the sphere do not have to be introduced. In addition, harmonic analyticity can be interpreted as an irreducibility condition under $SU(2)$. This allows one to limit the analysis to the first two non-trivial levels in the $\theta$ expansion of the correlator. We shall employ both methods in this paper, using the analytic formalism in section 2 and the covariant formulation in section 3.

2 Coordinate approach

2.1 Analytic superspace

$N = 2$ harmonic superspace, first introduced in [18], is the product of $N = 2$ Minkowski superspace and the two-sphere $S^2 = \mathbb{C}P^1$. A field on this space can be expanded in harmonics on the sphere with coefficients which are ordinary $N = 2$ superfields. A general superfield on $N = 2$ harmonic superspace is therefore equivalent to an infinite number of ordinary superfields, but, if a superfield depends holomorphically on the coordinates of the sphere, it will have a finite expansion in ordinary superfields due to the fact that spaces of holomorphic tensors on the sphere are finite-dimensional. Such a field is called harmonic analytic (H-analytic). In addition one can define a generalised notion of chirality, called Grassmann analyticity (G-analyticity) such that a G-analytic field depends on only half the number of odd coordinates of the full superspace. A field which is both H-analytic and G-analytic will be called analytic.

An alternative description of analytic superfields on complexified Minkowski superspace is in terms of (holomorphic) fields on analytic superspace, a space with half the odd dimensionality of harmonic superspace. It bears a similar relation to harmonic superspace as chiral superspace does to Minkowski superspace.

Analytic superspace is a homogeneous space of the complexified $N = 2$ superconformal group, $SL(4|2)$ (for a review of various homogeneous superspaces in this context see [19]). This group acts naturally (to the left) on $N = 2$ supertwistor space $\mathbb{C}^{4|2}$, and the coset we are interested in has the geometrical interpretation as the Grassmannian of $(2|1)$-planes in twistor space. The body of the whole of this Grassmannian is compact, whereas we are interested only in the usual, non-compact Minkowski spacetime. The body of the actual space we shall work with will therefore be restricted in this sense, although its internal part, $\mathbb{C}P^1$, remains compact. This is similar in spirit to regarding $\mathbb{C}$ as an open subset of $\mathbb{C}P^1$ obtained by omitting the point at infinity. We shall be a bit more precise about this below, after we have introduced appropriate local coordinates.

In the usual basis for $N = 2$ supertwistor space the first four elements correspond to the even part and the second two to the odd part. If we instead make a choice of basis ordered in the sequence two even, one odd, two even, one odd, the isotropy group, $H$, of analytic superspace will consist of supermatrices of the simple form

$$
\begin{pmatrix}
\bullet & 0 \\
\bullet & \bullet
\end{pmatrix}
$$

Here each entry represents a $(2|1) \times (2|1)$ supermatrix and the bullets denote non-singular such matrices. The superdeterminant is constrained to be 1. In this basis it is reasonably clear that the coset space $H \backslash SL(4|2)$ is indeed the Grassmannian of $(2|1)$-planes in $\mathbb{C}^{4|2}$.
Using standard homogenous space techniques we may choose a local coset representative \( s(X), X \in M_A \) (analytic superspace) as follows:

\[
M_A \ni X \rightarrow s(X) = \begin{pmatrix} 1 & X \\ 0 & 1 \end{pmatrix} \in SL(4|2)
\]

(2)

and again each entry represents a \((2|1) \times (2|1)\) supermatrix. The components of \( X \) are given by

\[
X = \begin{pmatrix} x^{\alpha\dot{\alpha}} & \lambda^\alpha \\ \pi^{\dot{\alpha}} & y \end{pmatrix}
\]

(3)

where \( \alpha, \dot{\alpha} \) are two-component spinor indices, \( x \) is the spacetime coordinate, \( \lambda \) and \( \pi \) are the odd coordinates and \( y \) is the standard coordinate on \( \mathbb{C}P^1 \). (We shall occasionally use index notation \( X^{AA'} \) for the coordinate matrix \( X \).) As we mentioned above, we want the body of our superspace to consist of non-compact spacetime together with a compact internal space, \( \mathbb{C}P^1 \). The full space we are interested in can be covered by two open sets corresponding to the two standard open sets of the sphere. If we denote these two sets by \( U \) and \( U' \), and put primes on the coordinates for \( U' \) we find that the two sets are related as follows on the overlap:

\[
x' = x - \frac{\lambda\pi}{y},
\]

\[
\lambda' = \frac{1}{y}\lambda,
\]

\[
\pi' = \frac{1}{y}\pi,
\]

\[
y' = \frac{1}{y}.
\]

(4)

We see that the odd coordinates and the coordinates of the internal space together parametrise \( \mathbb{C}^{(1|4)} \), so that the whole space has the form of an affine bundle of rank \((4|0)\) over \( \mathbb{C}P^{(1|4)} \).

Superconformal transformations can be discussed straightforwardly using standard homogeneous space methods. Under a superconformal transformation \( X \rightarrow X \cdot g, \ g \in SL(4|2) \). The transformed coordinates \( X \cdot g \) are determined using the formula

\[
s(X \cdot g) = h(X,g)s(X)g.
\]

(5)

The rôle of the compensating transform \( h(X,g) \) (an element of \( H \)) is to restore the form of the coset representative \( s(X) \) after right-multiplication by \( g \). For an infinitesimal transformation specified by \( A \in \mathfrak{sl}(4|2) \), the Lie superalgebra of \( SL(4|2) \), we have

\[
\delta X = B + AX + XD + XCX
\]

with

\[
A = \begin{pmatrix} -A & B \\ -C & D \end{pmatrix}.
\]

(7)

An analytic field of charge \( p \) is a field \( \phi \) on analytic superspace which transforms under an infinitesimal superconformal transformation according to the rule
where $V$ is the vector field generating the transformation, $V = \delta X \frac{\partial}{\partial X}$, and $\Delta := \text{str}(A + XC)$. The free, on-shell hypermultiplet is such a field with charge 1 and will be discussed in more detail below. In an interacting theory, the on-shell hypermultiplet is covariantly analytic, but gauge-invariant products of hypermultiplets are analytic in the above sense with charges equal to the number of hypermultiplets in the product.

For completeness we reproduce here the explicit expressions for the vector fields corresponding to the different types of superconformal transformation. From (8) one can read off the vector fields for each of the parameters. They divide into translational $(B)$, linear $(A, D)$ and quadratic $(C)$ types. The translations are ordinary spacetime translations, half of the $Q$-supersymmetry transformations and translations in the internal $y$ space, $\mathbb{C}P^1$. The corresponding vector fields are

$$V_{AA'} = \frac{\partial}{\partial X_{AA'}}.$$  

The linearly realised symmetries are Lorentz transformations $(SL(2) \times SL(2))$ in complex space-time) and dilations, internal dilations, $R$-symmetry transformations, the other half of the $Q$-supersymmetries and half of the $S$-supersymmetries. The Lorentz transformations are handled in the usual way so that we do not need to write them down. The vector fields generating dilations $(D)$, internal dilations $(D')$ and $R$-symmetry transformations are

$$V(D) = x^{\alpha\dot{\alpha}} \partial_{\alpha\dot{\alpha}} + \frac{1}{2} (\lambda^\alpha \partial_\alpha + \pi^{\dot{\alpha}} \partial_{\dot{\alpha}}),$$  

$$V(D') = y \partial_y + \frac{1}{2} (\lambda^\alpha \partial_\alpha + \pi^{\dot{\alpha}} \partial_{\dot{\alpha}}),$$  

$$V(R) = \lambda^\alpha \partial_\alpha - \pi^{\dot{\alpha}} \partial_{\dot{\alpha}}.$$  

The vector fields generating linearly realised $Q$-supersymmetry are

$$V(Q)_\alpha = \pi^{\dot{\alpha}} \partial_{\alpha\dot{\alpha}} + y \partial_\alpha,$$  

$$V(Q)_{\dot{\alpha}} = \lambda^\alpha \partial_\alpha - y \partial_{\dot{\alpha}},$$  

while those generating linearly realised $S$-supersymmetry are

$$V(S)^\alpha = x^{\alpha\dot{\alpha}} \partial_{\dot{\alpha}} + \lambda^\alpha \partial_y,$$  

$$V(S)^{\dot{\alpha}} = x^{\alpha\dot{\alpha}} \partial_\alpha - \pi^{\dot{\alpha}} \partial_y.$$  

The remaining supersymmetry transformations are the non-linearly realised $S$-supersymmetries generated by

$$V(S)^{\dot{\alpha}} = x^{\beta\dot{\alpha}} \pi^\beta \partial_{\beta\dot{\beta}} + x^{\beta\dot{\alpha}} y \partial_\beta - \pi^{\dot{\alpha}} \pi^\beta \partial_{\dot{\beta}} - \pi^{\dot{\alpha}} y \partial_y,$$  

$$V(S)^\alpha = -\lambda^\beta x^{\alpha\dot{\beta}} \partial_{\beta\dot{\beta}} - \lambda^\beta \lambda^\alpha \partial_\beta + y x^{\alpha\beta} \partial_{\beta\dot{\beta}} + y \lambda^\alpha \partial_y.$$  
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Finally, we have conformal boosts \((K)\) and internal conformal boosts \((K')\) generated by

\[
V(K)^{\alpha \dot{\alpha}} = x^{\beta \dot{\alpha}} x^{\alpha \beta} \partial_{\beta \dot{\beta}} + x^{\beta \dot{\alpha}} \lambda^\alpha \partial_{\beta} + \pi^{\alpha \beta} \partial_{\dot{\beta}} + \pi^{\alpha} \lambda_{\beta} \partial_y,
\]

\[
V(K') = \lambda^\beta \pi^{\alpha \beta} \partial_{\beta \dot{\beta}} + \lambda^\beta y \partial_{\beta} + y \pi^{\beta} \partial_{\dot{\beta}} + y^2 \partial_y.
\]

The function \(\Delta\) is non-zero in the following cases:

\[
\begin{align*}
\Delta(D) &= 1, \\
\Delta(D') &= -\frac{1}{2}, \\
\Delta(S)^{\alpha \dot{\alpha}} &= \pi^{\alpha \dot{\alpha}}, \\
\Delta(S)^{\alpha} &= -\lambda^\alpha, \\
\Delta(K)^{\alpha \dot{\alpha}} &= x^{\alpha \dot{\alpha}}, \\
\Delta(K') &= -y.
\end{align*}
\]

In these lists for \(V\) and \(\Delta\) we have omitted the parameters which of course have the opposite indices to those displayed. The parameters can easily be restored, but this should be done from the left in order to get the right signs.

### 2.2 Analytic fields

We recall that a holomorphic tensor field of charge \(p\) on \(\mathbb{C}P^1\) is given by two local functions \(a, a'\) on \(U, U'\) respectively, such that, in the overlap

\[
a(y) = y^p a'(y')
\]

Expanding both sides in power series in their respective variables, equating powers of \(y(= \frac{1}{y'})\) and demanding the absence of poles we find

\[
a(y) = \sum_{n=0}^{n=p} a_n y^n.
\]

and similarly for \(a'(y')\). The two expansions are related by

\[
a_n = a'_{p-n}.
\]

Hence the space of tensor fields of charge \(p\) is a finite-dimensional space with dimension \(p + 1\) which can be identified with the space of \(p\)th rank totally symmetric tensors under \(SL(2)\).

In a similar fashion we define an analytic superfield of charge \(p\) on \(M_A\) to be specified by two local holomorphic functions \(\phi(x, \lambda, \pi, y)\) and \(\phi'(x', \lambda', \pi', y')\) defined on the two standard coordinate patches \(U, U'\) respectively, such that, in the overlap

\[
\phi(x, \lambda, \pi, y) = y^p \phi'(x', \lambda', \pi', y').
\]
If we now expand both sides in the odd variables and in \( y \) or \( y' \), we obtain restrictions on the component functions. For example, the zeroth order term in \( \lambda \pi \) is an \( x \)-dependent charge 1 holomorphic tensor on \( \mathbb{C}P^1 \), the component of \( \lambda \) behaves like a tensor of charge \( p-1 \) and so on. In addition, since the relation between \( x \) and \( x' \) involves a shift, spacetime derivatives will appear in the constraints.

The basic superfield we shall consider is the hypermultiplet. In this language this multiplet is represented by an analytic superfield \( \phi \) of charge 1. Using the above method one can easily see that it has only a short expansion:

\[
\phi(x, \lambda, \pi, y) = \varphi(x, y) + \lambda^\alpha \psi_\alpha(x) + \pi^\dot{\alpha} \chi_{\dot{\alpha}}(x) + \lambda^\alpha \pi^\dot{\alpha} \tilde{\phi}_{\alpha \dot{\alpha}}(x) \tag{26}
\]

Furthermore

\[
\varphi(x, y) = \varphi_o(x) + y \varphi_1(x) \tag{27}
\]

and similarly for \( \varphi'(x', y') \), with

\[
\varphi_o = \varphi'_1; \quad \varphi_1 = \varphi'_o \tag{28}
\]

We also find

\[
\tilde{\phi}_{\alpha \dot{\alpha}} = -\partial_{\alpha \dot{\alpha}} \varphi_1; \quad \tilde{\phi}'_{\alpha \dot{\alpha}} = \partial_{\alpha \dot{\alpha}} \varphi_o \tag{29}
\]

In addition, the fields \( \varphi_o, \varphi_1, \psi, \chi \) must all satisfy their equations of motion

\[
\Box \varphi_o = \Box \varphi_1 = 0, \\
\partial^{i \alpha} \psi_\alpha = 0, \\
\partial^{\alpha \dot{\alpha}} \chi_{\dot{\alpha}} = 0. \tag{30}
\]

This is the usual hypermultiplet with two complex scalar fields and two complex Weyl fermions, all of which are physical and on-shell. In the interacting theory, the on-shell hypermultiplet will be covariantly analytic, but gauge-invariant products of hypermultiplets will be analytic tensor fields of the type we have just described with charges 2, 3, ..., For example, a field of charge two contains an independent vector field \( v_{\alpha \dot{\alpha}} \), which is conserved, but there are no equations of motion. In other words a charge two field is a linear multiplet.

### 2.3 Correlation functions and Ward identities

In this section we consider the superconformal Ward identities for four-point correlation functions for analytic operators with charges \( p_1, p_2, p_3, p_4 \). We shall denote such correlators by \( \langle p_1 p_2 p_3 p_4 \rangle \). Note, however, that the operators are not assumed to be the same even if they have the same charges, in particular, we shall not impose any symmetry requirements on such correlators.

If we assume that analyticity holds in the quantum theory, the superconformal Ward identity for such a correlator reads

\[
\sum_{i=1}^{4} (V_i + p_i \Delta_i) \langle p_1 p_2 p_3 p_4 \rangle = 0 \tag{31}
\]
The assumption of analyticity is tantamount to using the field equations of the underlying hypermultiplet at operator level. This should be reasonable provided that we keep the points separated. In the case of charge two operators, which is the main focus of this paper, the H-analyticity condition implies, as we noted above, that the superfield describes a linear multiplet with a conserved spacetime current. Analyticity can be examined directly in perturbation theory using the harmonic superspace formalism and has been verified in all the examples that have been looked at so far.

We shall consider correlators of the above type which have non-vanishing leading terms. Further, we will specialise to correlators with four equal charges $p$. In this case we can write

$$< pppp > = (g_{12})^p (g_{34})^p F$$  \hspace{1cm} (32)

where $g_{ij}$ is the free two-point function for charge one operators at points $i$ and $j$.

$$g_{ij} = \text{sdet} X_{ij}^{-1} = \hat{y}_{ij} x_{ij} \lambda_{ij}$$  \hspace{1cm} (33)

and $F$ is an arbitrary function of invariants. Here $X_{ij} = X_i - X_j$ denotes the coordinate difference matrix for points $i$ and $j$ and

$$\hat{y}_{ij} = y_{ij} - \pi_{ij} x_{ij}^{-1} \lambda_{ij}$$  \hspace{1cm} (34)

with the index convention that $x^{-1}$ has a pair of subscript indices $\dot{\alpha}\alpha$.

It is straightforward to check that $g_{ij}$ satisfies the equation

$$(V_i + V_j + \Delta_i + \Delta_j) g_{ij} = 0$$  \hspace{1cm} (35)

so that the Ward identity for $< pppp >$ will indeed be satisfied for any invariant $F$.

It is not difficult to see that there must be more $N = 2$ analytic superconformal invariants than there are spacetime conformal invariants for four points. If we expand $F$ in the odd variables $\lambda$ and $\pi$ the leading term must be invariant under spacetime conformal transformations and also under conformal ($SL(2)$) transformations of $\mathbb{C}P^1$. At four points there are two independent spacetime ($x$) cross-ratios and one independent internal ($y$) cross-ratio, so that there should be at least three independent analytic superconformal invariants at four points. In fact, there are no more. Any additional independent invariant would have to be nilpotent, but one can easily show that there are no such invariants at four points. The reason is essentially due to counting: there are $4 \times 4 = 16$ odd coordinates which is precisely equal to the number of supersymmetries in $SL(4|2)$. On a putative nilpotent invariant these supersymmetries behave essentially like translational symmetries so that any possible leading term must vanish. In more detail, suppose that $F$ is a nilpotent four-point invariant. It can be written $F_o + ...$ where $F_o$ is the term with the lowest power of $\lambda \pi$. By examining the supersymmetry transformations directly one can see that the first term in the variation of $F$ involves only $F_o$. Furthermore, again by looking at each transformation in turn, one finds that setting this first term in the variation equal to zero (because $F$ is an invariant) leaves no possible solutions for separated points. Consequently one concludes that there can be no nilpotent invariants. This argument is presented in detail in [21].

It was shown in [3] that non-nilpotent analytic superspace superconformal invariants can be expressed in terms of superdeterminants and supertraces of the coordinate differences $X_{ij}$. For the case in hand a possible choice of three independent invariants is given as follows: we take two super cross-ratios...
\[ S = \frac{s \text{det}X_{14} \text{det}X_{23}}{s \text{det}X_{12} \text{det}X_{34}}, \quad T = \frac{s \text{det}X_{13} \text{det}X_{24}}{s \text{det}X_{12} \text{det}X_{34}} \]  

(36)

and one supertrace invariant

\[ U = \text{str}(X_{12}^{-1} X_{23}^{-1} X_{34}^{-1} X_{41}) . \]  

(37)

The invariants \( S \) and \( T \) may be expressed in terms of the spacetime cross-ratios

\[ s = \frac{x_{14}^2 x_{23}^2}{x_{12}^2 x_{34}^2}, \quad t = \frac{x_{13}^2 x_{24}^2}{x_{12}^2 x_{34}^2} \]  

(38)

and the internal cross-ratio

\[ v = \frac{y_{14} y_{23}}{y_{12} y_{34}} \]  

(39)

in the form

\[ S = \frac{s}{v}, \quad T = \frac{t}{w} . \]  

(40)

Here \( w = \frac{y_{13} y_{24}}{y_{12} y_{34}} = 1 + v \), and the hats on \( v \) and \( w \) are defined by hatting each of the \( y \) variables in their definitions,

\[ \hat{v} = \frac{\hat{y}_{14} \hat{y}_{23}}{\hat{y}_{12} \hat{y}_{34}} , \quad \hat{w} = \frac{\hat{y}_{13} \hat{y}_{24}}{\hat{y}_{12} \hat{y}_{34}} . \]  

(41)

We may write

\[ \hat{w} = 1 + \hat{v} + \Delta w \]  

(42)

and express the third invariant \( U \) in the form

\[ U = 1 - t + s + \hat{v} + \Delta U . \]  

(43)

Both \( \Delta W \) and \( \Delta U \) are nilpotent quantities. The explicit expressions are as follows:

\[
\Delta U = \frac{1}{\hat{y}_{12} \hat{y}_{34}} \left( - \hat{y}_{12} \Pi_2 x_{32}^1 \Lambda_2 + \hat{y}_{34} \Pi_1 x_{23}^4 \Lambda_1 \\
+ \hat{y}_{23} \left( \Pi_1 x_{21}^4 \Lambda_1 - \Pi_2 x_{34}^1 \Lambda_2 - \Pi_1 x_{21}^4 \Lambda_2 + \Pi_2 x_{34}^1 \Lambda_1 \right) \\
+ (\Pi_1 x_{23} \Lambda_2)(\Pi_2 x_{32} \Lambda_1) \right) \]  

(44)

and
\[ \Delta w = \frac{1}{y_{12} y_{34}} \left( -\hat{y}_{12} \Pi_2 x_{32}^1 \Lambda_2 + \hat{y}_{34} \Pi_1 x_{23}^1 \Lambda_1 \\ + \hat{y}_{23} \left( \Pi_1 [x_{23}^1 - x_{24}^1] \Lambda_1 + \Pi_2 [x_{34}^3 - x_{32}^3] \Lambda_2 + \Pi_1 \bar{x}_{24}^1 \Lambda_2 - \Pi_2 \bar{x}_{31}^1 \Lambda_1 \right) \right) \] (45)

where we have used the convenient shorthand

\[ x_{ij}^k = x_{ik} x_{jk}^{-1} x_{ij}, \] (46)
\[ \bar{x}_{ij}^k = x_{ik} x_{jk}^{-1} x_{jl} \neq i,j,k. \] (47)

The odd variables are defined by

\[ \Lambda_{1\dot{\alpha}} = (x_{12})^{-1}_{\dot{\alpha}\dot{\alpha}} \lambda_{12}^\alpha - (x_{23})^{-1}_{\dot{\alpha}\dot{\alpha}} \lambda_{23}^\alpha, \]
\[ \Lambda_{2\dot{\alpha}} = (x_{23})^{-1}_{\dot{\alpha}\dot{\alpha}} \lambda_{23}^\alpha - (x_{34})^{-1}_{\dot{\alpha}\dot{\alpha}} \lambda_{34}^\alpha. \] (48)

and, similarly,

\[ \Pi_{1\alpha} = \pi_{12}^\dot{\alpha} (x_{12})_{\dot{\alpha}\dot{\alpha}}^{-1} - \pi_{23}^\dot{\alpha} (x_{23})_{\dot{\alpha}\dot{\alpha}}^{-1}, \]
\[ \Pi_{2\alpha} = \pi_{23}^\dot{\alpha} (x_{23})_{\dot{\alpha}\dot{\alpha}}^{-1} - \pi_{34}^\dot{\alpha} (x_{34})_{\dot{\alpha}\dot{\alpha}}^{-1}. \] (49)

Now the crucial point is the following: each of the operators in the correlator can be expanded as a polynomial in \( y \), so that the correlator is manifestly analytic in the \( y \) variables. On the other hand, each of the invariants depend on the \( y \)'s in a rational manner so that one might expect the absence of singularities to impose further constraints on \( F \). These constraints will clearly depend on the charges involved. For the correlator \( < pppp > \) the lowest term in \( F \) must be of the form

\[ F|_{\lambda=\pi=0} = a_0 + a_1 v + \ldots a_{p+1} v^{p+1} \] (50)

where each of the \( a \)'s depends on the cross-ratios \( s, t \). The question then arises whether there are further constraints on the coefficient functions at higher orders. It is clear that the lower the charge the more constrained \( F \) must be. For charge one, there are no gauge-invariant operators, so the simplest interesting case to examine is charge 2 to which we turn in the next section.

### 2.4 Analyticity analysis

In this section we analyse the constraints imposed by H-analyticity on the four-point function of four charge two operators (not necessarily the same). It can be written

\[ < 2222 > = \frac{\hat{y}_{12}^2 \hat{y}_{34}^2}{x_{12} x_{34}} F(S, T, U) \] (51)
The invariants $S, T, U$ are convenient from some points of view - it is easy to see that they are invariants, and they have concise explicit forms. Requiring H-analyticity implies that $F$ should have no singularities in $(\hat{y}_{13}, \hat{y}_{14}, \hat{y}_{23}, \hat{y}_{24})$ and that it can have poles up to order two in $(y_{12}, y_{34})$ (if we had charge $p$ operators this would become order $p$). Since $(\hat{y}_{12}\hat{y}_{34})$ occurs as a denominator in $S^{-1}, T^{-1}$ and $U$ the regularity of the correlator will lead to constraints for $F$.

Note that regularity in the hatted variables is equivalent to regularity in the unhatted ones: if we demand that the whole correlator be a polynomial in the hatted $y$’s and write, for example, $\hat{y}_{12} = y_{12} + \delta_{12}$, then a Taylor expansion will produce a polynomial of the same degree in the unhatted $y$’s, because the $\delta$’s are non-singular and $y$-independent.

Clearly, H-analyticity should hold at each order in the odd variables separately. We shall carry out the expansion in two steps: we first expand in the nilpotent quantities $\Delta U, \Delta w$ and then express the latter in terms of products of spinors. We will here refer to the order in $\Delta U, \Delta w$ as “level” in order to distinguish the first from the second step. The main technical problem one faces in this approach is to compute which of the various products of the form $(\Delta u)^p(\Delta w)^q$ are independent for each fixed value of $p + q$, i.e. at a given “level”.

From the point of view of expanding in odd variables it is helpful to think about an equivalent set of invariants, $S', T', V$, which are defined to have leading terms $s, t$ and $v$ respectively. These invariants are expressed in terms of $S, T, U$ by

$$S' = SV, \quad T' = T(1 + V), \quad V = \frac{T + U - 1}{1 + S - T}$$  \hspace{1cm} (52)

Since we have

$$S' = s + \ldots$$  \hspace{1cm} (53)
$$T' = t + \ldots$$  \hspace{1cm} (54)
$$V = v + \ldots$$  \hspace{1cm} (55)

it follows from (51) that we may write $F$ in the form

$$F = a_1(S', T') + a_2(S', T')V + a_3(S', T')V^2.$$  \hspace{1cm} (56)

This expression clearly meets the lowest level requirements of analyticity for charge 2 and shows that the dependence on the third invariant $V$ is thereby fixed. The objective now is to Taylor expand $F$ about $S' = s, T' = t$ and $V = \hat{v}$. However, since the original set of invariants is easier to evaluate explicitly, we shall convert the Taylor expansion back into these variables as we go. In this way we arrive at a power series in the nilpotent quantities $\Delta U$ and $\Delta w$. We will then express both of these and the coefficients that accompany them in terms of the set of coordinates $(x_{12}, x_{23}, x_{34}, \hat{y}_{12}, \hat{y}_{23}, \hat{y}_{34}, \Lambda_1, \Lambda_2, \Pi_1, \Pi_2)$. These variables are convenient in the sense that they are invariant under translational $Q$-supersymmetry and linear $S$-supersymmetry, and in addition they involve no $y$-singularities. Furthermore, as noted above, the difference between $y$ and $\hat{y}$ is non-singular so it is permissible to study analyticity in the latter rather than the former.

The Taylor expansion of $F$ is then

$$F(S, T, U) = F_o + \Delta U(\partial_U F) + \Delta w(-\frac{1}{w} \partial_T F) + \frac{1}{2} \Delta U^2(\partial_U^2 F) + \Delta U \Delta w(-\frac{1}{w} \partial_U \partial_T F) + \frac{1}{2} \Delta w^2(\frac{g^2}{w} \partial_T^2 F + 2 \frac{1}{w} \partial_T F) + \ldots$$  \hspace{1cm} (57)

where $F_o$ is $F(S', T', V)$ evaluated at $(s, t, \hat{v})$. Clearly
\[ F_o = a_1(s,t) + a_2(s,t)\hat{v} + a_3(s,t)\hat{v}^2. \]

In the new variables the partial derivatives, evaluated at \((S', T', \hat{v})\), are

\[
\begin{align*}
\partial_U &= \frac{1}{R} D, \\
\partial_T &= \frac{(1 + \hat{v})}{R} (D + R\partial_t)
\end{align*}
\]  

with

\[
\begin{align*}
R &= s + \hat{v} - \frac{\hat{v} t}{1 + \hat{v}}, \\
D &= s \partial_s + \hat{v} \partial_\hat{v} + \frac{\hat{v} t}{1 + \hat{v}} \partial_t.
\end{align*}
\]

Here \(v\) has been replaced by \(\hat{v}\) because we wish to use the Taylor expansion about the point \((s, t, \hat{v})\). We will almost always multiply \(R\) and \(D\) by \(\bar{w} = 1 + \hat{v}\) in order to avoid the singularity in their denominators. Note that \(DR = R\).

We shall refer to the expressions in round brackets multiplying a certain power \(\Delta U^p \Delta w^q\) in (57) as “component functions”. The expansion ends at fourth order, because \(\Delta U, \Delta w\) are \(R\)-symmetric and are therefore power series in \((\Pi \Lambda)\). Since the spinors are two-component objects and since there are two \(\Pi\)'s and two \(\Lambda\)'s it follows that the highest possible power is \((\Pi \Lambda)^4\).

Let us investigate the linear level in the Taylor expansion. We ask whether singularities in \(\Delta U\) and \(\Delta W\) can conspire to cancel or whether the latter are independent objects. The component functions depend on \(s, t, \hat{v}\), which yields a linear dependence problem with coefficients in the ring of functions of \(s, t, \hat{v}\).

The functional form of these coefficients can be made much more explicit. Given the form of \(F\) (58), by commuting all \(R\)'s to the left and all \(\partial_t\)'s to the right we can show that the general component functions at \(k\)-th level have the form

\[
\frac{1}{(\bar{w}(\bar{w}R))^k} \sum_{n=0}^{2+2k} c_n(s, t) \hat{v}^n.
\]

The extra factors \(\bar{w}\) in the denominator are introduced by the coefficients of the \(\partial_T\) derivatives and obviously factor out in the pure \((\partial_U)^k\) component functions. A direct computer calculation shows them to cancel in the other components, too. Without enhanced factorisation abilities this point is hard to show and therefore we keep the \(\bar{w}\)'s in the scheme. Incidentally, by introducing \(\tau = 1/T\) the component functions can be more easily computed: They are simply

\[
\frac{1}{\tau^n} \partial^n_\tau \partial_U^n F.
\]

We now examine the first order independence problem in detail. We work to lowest order, so the hat on \(v\) is left out in the following and \(R_0\) denotes the body of \(R\). For charge two operators analyticity requires that there be functions of \((s, t)\) for \(\Delta U\) and \(\Delta w\) such that
\[ \Delta U \frac{1}{w(wR_0)} \left( \sum_{n=0}^{4} c_0 n(s,t)v^n \right) + \Delta w \frac{1}{w(wR_0)} \left( \sum_{n=0}^{4} c_1 n(s,t)v^n \right) = O \left( \frac{1}{(y_{12} y_{34})^2} \right) \]  

(63)

with \( w = 1 + v \).

Spinors occur in \( \Delta U, \Delta w \) in combinations of the form \((\Pi x x^{-1} x \Lambda)\). Minkowski space is four-dimensional; a basis consists of four independent elements. In order to express the various \( x \)-triples in a given basis, we use

\[ x_i x_j^\dagger + x_j x_i^\dagger = 2(x_i.x_j) \delta \]

(64)

to commute \( x_{12} \) left of \( x_{23} \) left of \( x_{34} \). (\((x_i.x_j)\) means the dot product of the associated four-vectors.) In this way the spinors are seen to be contracted on elements of the basis \( \{ x_{12}, x_{23}, x_{34}, x_{12} x_{23} x_{34} \} \).

There are two \( \Pi_i \) and two \( \Lambda_i \) so that we get a total of sixteen independent structures at first order in \((\Pi \Lambda)\). A dependence relation between \( \Delta U \) and \( \Delta w \) is a linear combination with scalar coefficients which is of a certain order in \( y \)-singularities in all sixteen components separately. We restrict the analysis to the \((\Pi_1 \Lambda_2)\) part of the odd expansion:

\[ \Delta U|_{\Pi_1 \Lambda_2} = -\frac{\hat{y}_{23}}{y_{12} y_{34}} \Pi_1 (x^2_{34} x_{12} + x^2_{14} x_{23} + x^2_{12} x_{34} + x_{12} x_{23}^\dagger x_{34}) \Lambda_2, \]

(65)

\[ \Delta w|_{\Pi_1 \Lambda_2} = -\frac{\hat{y}_{23}}{y_{12} y_{34}} \Pi_1 (x^2_{34} x_{12} + x^2_{12} x_{34} + x_{12} x_{23}^\dagger x_{34}) \Lambda_2 \]

(66)

which we write in short as

\[ \Delta U|_{\Pi_1 \Lambda_2} = -\frac{\hat{y}_{23}}{y_{12} y_{34}} \Pi_1 X_U \Lambda_2, \]

(67)

\[ \Delta w|_{\Pi_1 \Lambda_2} = -\frac{\hat{y}_{23}}{y_{12} y_{34}} \Pi_1 X_w \Lambda_2. \]

(68)

On Minkowski space we change basis to \( \{ X_U, X_w, x_{12}, x_{34} \} \) upon which the equation \((63)\) breaks into two separate parts. We can omit the spinors and the \( x \)-vectors from the discussion as they have to be equal on both sides of the equations. This leads to the scalar equation

\[ -\frac{\hat{y}_{23}}{y_{12} y_{34}} \sum_{i=0}^{4} c_i n(s,t)v^n = (1 + v)(s + v(1 + s - t) + v^2)O \left( \frac{1}{(y_{12} y_{34})^2} \right) \]

(69)

for both the \( \Delta U \) and \( \Delta W \) parts.

Instead of the variables \( \{ \hat{y}_{12}, \hat{y}_{23}, \hat{y}_{34} \} \) we may choose the set \( \{ v, Y_p = \hat{y}_{23}/(\hat{y}_{12} \hat{y}_{34}), \hat{y}_{23} \} \). The Jacobian of the transform is

\[ J = \frac{\hat{y}_{23}^2}{(y_{12} y_{34})^3} (\hat{y}_{12} - \hat{y}_{34}) \]

(70)

and is regular at a generic point. Given this choice, the L.H.S. of \((69)\) is independent of \( \hat{y}_{23} \) and factors out a single power of \( Y_p \). We can conclude that the same is true for the R.H.S. and hence the as yet unspecified term is a function of \( s, t, v \) of maximum order \( 1/(\hat{y}_{12} \hat{y}_{34}) \). It must be a polynomial of degree 1 in \( v \).
It follows that the ansatz polynomial on the L.H.S. factors in the same way and \( w(wR_0) \) cancels from the equation. The only solution of the regularity problem at first order is therefore the trivial one:

\[
\Delta U \left( \sum_{n=0}^{1} g_n(s,t)v^n \right) + \Delta w \left( \sum_{n=0}^{1} h_n(s,t)v^n \right) = O \left( \frac{1}{(\hat{y}_{12}\hat{y}_{34})^2} \right) \quad (71)
\]

This is a general solution because \( \Delta U \) and \( \Delta w \) are not more singular than \( 1/(\hat{y}_{12}\hat{y}_{34}) \) in any of the components w.r.t. the sixteen independent structures at first order. By inspection, the higher order terms arising from the second order in \( \Delta U, \Delta W \) and from the soul of \( \dot{v} \) will also be regular.

Let us state the result again: The explicit forms for the level one component functions in the Taylor expansion \( (57) \) must have the dependence on \( \hat{v} \) indicated by the above equation. Hence

\[
\frac{DF_0}{R} = g_1 + \dot{v}g_2 \quad (72)
\]

and

\[
\frac{(D + R\partial_t)F_0}{wR} = h_1 + \dot{v}h_2 . \quad (73)
\]

We ought to stress that the proof makes use of certain regularity assumptions. Throughout the calculation we have assumed the \( x \)-scalars and in particular \( s \) and \( t \) to be regular. Hence none of the four points can be light-like separated in Minkowski space. This can possibly be relaxed. A necessary assumption is certainly that the vector basis is non-degenerate, so in particular the points do not coincide. For the \( \hat{y} \)-coordinates we must also demand that the points are distinct. For the Jacobian \( (74) \) to be non-vanishing we additionally need \( \hat{y}_{12} \neq \hat{y}_{34} \).

If \( \hat{y}_{34} = \alpha \hat{y}_{12} \) we can change from \( \{\hat{y}_{12}, \hat{y}_{23}\} \) to \( \{\hat{y}_{23}/(\alpha \hat{y}_{12}^2), v\} \). In this case \( (63) \) still has the same consequences: The prefactor must occur on both sides and drops out. The unknown part on the R.H.S. is a function of \( s, t, v \) as before. The Jacobian of the transformation is

\[
J = \frac{\hat{y}_{23}}{\alpha^2 \hat{y}_{12}^5} \left( 1 + \alpha \right) \hat{y}_{12} + 2 \hat{y}_{23} \quad (74)
\]

and hence is regular if the points do not coincide and \( \hat{y}_{12} \) is not proportional to \( \hat{y}_{23} \), so if there is more than one difference variable. The argument holds in fact as long as two of the \( \hat{y}_{ij} \) are independent. Otherwise \( v \) is a constant and there is nothing to discuss.

The generalisation of the independence problem \( (64) \) to the higher levels like \( \Delta U^2, \Delta U \Delta w, \ldots \) is obvious. We have investigated this in the same manner to lowest order and we find that the spinor combinations are not independent. Additionally, the simple argument does not apply, which allowed us to ignore higher orders stemming from the lower level terms in the Taylor expansion \( (57) \). These terms define a non-trivial right hand side in the equivalent of \( (63) \) in the levels above. Due to linearity it suffices to find one special solution to this inhomogeneous problem which is to be added to the general solution of the homogeneous one.

To analyse equation \( (72) \) we begin by multiplying it by \( (1 + \dot{v})R \) which gives a polynomial equation in \( \dot{v} \). This allows us to express the unknown functions \( g_1, g_2 \) in terms of \( a_1, a_2, a_3, \)

\[
g_1 = a_1s , \quad g_2 = a_1s + a_1t - a_2t + a_3t \quad (75)
\]
where the literal subscripts denote partial derivatives. This leaves two first-order partial differential equations for \(a_1, a_2, a_3\),

\[
(t - s - 1)a_1 + (t - s)a_1 + s(a_2 + a_2) + a_2 - sa_3t = 0, \\
-a_1 + a_2 + sa_3 + (t - 1)a_3 + 2a_3 = 0.
\]

If we make the change of variables

\[
a_1 = \alpha + \gamma + sa_3, \\
a_2 = \gamma + (s - t + 1)a_3
\]

with \(a_3\) unchanged, we find that \(a_3\) drops out of the above equations altogether - it is completely undetermined. The equations are satisfied if

\[
\alpha_t + \alpha_s + \gamma = 0, \\
t\gamma + \gamma + (1 - s)\alpha - s\alpha = 0.
\]

This pair of first-order coupled differential equations can be equivalently rewritten as a set of second-order independent ones:

\[
s\alpha_{ss} + t\alpha_{tt} + (s + t - 1)\alpha_{st} + 2(\alpha_s + \alpha_t) = 0, \\
s\gamma_{ss} + t\gamma_{tt} + (s + t - 1)\gamma_{st} + 2(\gamma_s + \gamma_t) = 0.
\]

Note that in the correlator there is still one arbitrary coefficient function \((a_3(s, t))\) for this choice of variables) in addition to the solutions to these equations.

When carrying out this type of analysis for the higher level regularity problems, we find that the dependence relations between \(\Delta U^k\) etc. introduce so many unknowns into the equations that no new constraints are found. We have done these calculations for operator weight one through three with the result that the only constraints arise from the first level.

### 3 \(SU(2)\)-covariant approach

In this section we explain how the four-point function results obtained in the first part of this paper can be found in an independent way in a harmonic superspace formulation which maintains the explicit \(SU(2)\) covariance. The technique is quite different, the main point being that here we shall keep Q supersymmetry (including its \(SU(2)\) automorphism) manifest at each step. However, S supersymmetry, as well as harmonic analyticity will have to be checked level by level in the \(\theta\) expansion of the four-point function. The advantage of this approach is the possibility to reformulate the H-analyticity condition in an equivalent way which will allow us to essentially eliminate the dependence on the G-analytic Grassmann variables. After this the constraints at levels 1 and 2 become sufficiently easy to work out. Moreover, it becomes obvious that there are no constraints beyond level 2.
3.1 \( SU(2) \) harmonics and Grassmann analyticity

As discussed in the previous section, \( N = 2 \) harmonic superspace is the product of super Minkowski space (coordinates \((x^\mu \sim x^{\alpha\dot{\alpha}}, \theta^\alpha, \bar{\theta}^{\dot{\alpha}})\)) and the two-sphere. However, in this section, rather than using explicit coordinates \((\mathbf{y}, \bar{\mathbf{y}})\) for the sphere, we shall use an alternative approach first proposed in [18] in which the sphere is described by harmonic variables \( u^\pm_i \) defined as the two columns of an \( SU(2) \) matrix; the index \( i \) transforms under the (left) \( SU(2) \) and \( \pm \) under an independent (right) \( U(1) \) group. The components of \( u \) have the defining properties:

\[
\begin{pmatrix}
u^+_1 & u^-_1 & u^+_2 & u^-_2 \\
\end{pmatrix} \in SU(2) \quad \Rightarrow \quad u^+_i = (u^{+i})^*, \quad u^{+i}u^-_i = 1
\]  

(80)

where the \( SU(2) \) indices are raised and lowered in the following way, \( f^i = \epsilon^{ij}f_j \), \( f_i = \epsilon_{ij}f^j \) with \( \epsilon_{ij} \) defined by \( \epsilon_{12} = -\epsilon_{12} = 1 \).

The harmonic functions \( f^q(u^\pm_i) \) are defined as singlets of the left \( SU(2) \) but they are homogeneous of degree \( q \) under the right \( U(1) \), i.e. carry a charge \( q \). Effectively, such functions live on the coset \( SU(2)/U(1) \sim S^2 \) and are assumed to have a harmonic expansion on the sphere. A powerful feature of the coordinateless parametrisation of \( S^2 \) in terms of harmonics \( u^\pm_i \) is the possibility to write down such expansions in a manifestly \( SU(2) \) covariant way, e.g., for \( q \geq 0 \):

\[
f^q(u) = \sum_{n=0}^{\infty} f^{(i_1;...;i_{n+q}j_1;...;j_n)} u^+_{i_1}...u^+_{i_{n+q}} u^-_{j_1}...u^-_{j_n}.
\]  

(81)

The coefficients in this expansion are totally symmetric multispinors, i.e. irreps of \( SU(2) \) of isospins \( q/2 + n \), \( n = 0, 1, \ldots \). Thus, using harmonic variables allows one to deal with \( U(1) \) covariant objects without loosing the \( SU(2) \) symmetry.

With the aid of \( u \) we can define Grassmann analyticity in an \( SU(2) \)-covariant way. We split the Grassmann variables \( \theta^\alpha_i, \bar{\theta}^{\dot{\alpha}} \) into two \( U(1) \) projections,

\[
\theta^{\pm\alpha} = u^\pm_i \theta^{i\alpha}, \quad \bar{\theta}^{\pm\dot{\alpha}} = u^\pm_i \bar{\theta}^{i\dot{\alpha}}, \quad (82)
\]

still maintaining the \( SU(2) \) invariance. We then define a G-analytic function \( \phi \) on harmonic superspace to be one which satisfies

\[
D^+_\alpha \phi = \bar{D}^+_\dot{\alpha} \phi = 0
\]  

(83)

where the \( U(1) \) projections of the supercovariant derivatives are defined in a similar way. These constraints are solved by

\[
\phi = \phi(x_A, \theta^{+\alpha}, \bar{\theta}^{-\dot{\alpha}}) \quad (84)
\]

where

\[
x^{\alpha\dot{\alpha}}_A = x^{\alpha\dot{\alpha}} - 4i\theta^{(i\alpha}\bar{\theta}^{\dot{\alpha})\dot{\alpha}}u^+_iu^-_j.
\]  

(85)

with \( x^{\alpha\dot{\alpha}} = x^{\mu\nu}o^{\alpha\dot{\alpha}}_\mu \). Clearly G-analyticity is a Q-supersymmetric notion because it involves the supercovariant derivatives.

As explained in the previous section, complexified analytic superspace can be defined as a coset space of the complex superconformal group. Although this is not possible in real spacetime
we can nevertheless define a representation of the Lie superalgebra of SU(2,2|2) on G-analytic fields. For all practical purposes this amounts to taking infinitesimal SU(2) transformations (parameters $\lambda^\alpha$) to have the form $u_i^\pm$:

$$\delta u_i^+ = (\lambda^\alpha u_i^+ u_k^-) u_i^- , \quad \delta u_i^- = 0 .$$

More generally, it is sufficient to treat the transformations of the harmonic variables $u_i^\pm$ with generators $K, D, R, S, I$ as active ones. For instance, a harmonic function $f^{(p)}(u)$ of weight $p$ will transform as follows:

$$\delta f^{(p)}(u) = f^{(p)}(u) - f^{(p)}(u) = - (\lambda^{ij} u_i^+ u_j^- ) u_k^- \frac{\partial}{\partial u_k} f^{(p)}(u) + p(\lambda^{ij} u_i^- u_j^+ ) f^{(p)}(u) ,$$

so that the non-unitary transformation appears in the form of a derivative of a function of unitary harmonics.

Henceforth we shall be dealing exclusively with G-analytic fields so that we can replace $x_4$ by $x$ without loss of clarity. The actions of the supersymmetry transformations on the coordinates are given by

$$\delta_Q x^{\alpha \dot{\alpha}} = -4i u_i^- (\epsilon^{\alpha \dot{\alpha}} \theta^{+ \dot{\alpha}} + \theta^{+ \alpha} \bar{\epsilon}^{\dot{\alpha}} \bar{\theta}^{+ \alpha})$$

$$\delta_Q \theta^+ \alpha \dot{\alpha} = u_i^+ \epsilon^{\alpha \dot{\alpha}}$$

$$\delta_Q u_i^\pm = 0$$

and $\Box$

$$\delta_S x^{\alpha \dot{\alpha}} = 4i (x^{\alpha \beta} \bar{\theta}^{+ \dot{\alpha}} \bar{\eta}^\beta - x^{\dot{\alpha}} \bar{\theta}^{+ \alpha} \eta^\beta) u_i^-$$

$$\delta_S \theta^+ \alpha = -2i (\theta^+ \alpha)^2 \eta^{\alpha \dot{\alpha}} u_i^- + x^{\alpha \beta} \bar{\eta}^\beta u_i^+$$

$$\delta_S \theta^- \alpha = 4i \eta^\beta \theta^- \alpha (\theta^- \alpha u_i^+ - \theta^+ \alpha u_i^-) + \bar{\eta}^\beta (x^{\alpha \beta} + 4i \theta^- \alpha \bar{\theta}^+ \beta) u_i^-$$

$$\delta_S u_i^+ = [4i (\theta^+ \alpha \eta^\dot{\alpha} + \bar{\eta}^\dot{\alpha} \bar{\theta}^{+ \alpha}) u_i^+] u_i^-$$

$$\delta_S u_i^- = 0$$

($\delta_S \bar{\theta}^\pm$ are obtained by conjugation). From this one can compute the action of the rest of the superconformal algebra by commuting $Q$ and $S$ supersymmetry transformations.

### 3.2 The hypermultiplet

In this subsection we give the harmonic formulation of the hypermultiplet describing an SU(2) doublet of scalars $f^i(x)$ and a pair of Weyl (complex) spinors $\psi_\alpha(x), \bar{\psi}^{\dot{\alpha}}(x)$ on shell. Off shell it can only exist with an infinite set of auxiliary fields $[27]$. Such a set is naturally provided by the G-analytic superfield of U(1) charge +1:

$$q^+(x, \theta^+, \bar{\theta}^+, u) = F^+(x, u) + \theta^+ \alpha \Psi_\alpha(x, u) + \bar{\theta}^{+ \dot{\alpha}} \Xi^{\dot{\alpha}}(x, u) + ... + (\theta^+)^2 (\bar{\theta}^+) P^{-3}(x, u) .$$
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The components of this $\theta^+$ expansion are harmonic functions with infinite expansions on $S^2$ (see \[81\]):

\[
F^+(x, u) = f^i(x)u^+_i + f^{(ijk)}(x)u^+_i u^+_j u^-_k + \ldots
\]

\[
\Psi_\alpha(x, u) = \psi_\alpha(x) + \psi^{(ij)}(x)u^+_i u^-_j + \ldots
\]

\[
P^{-3}(x, u) = p^{(ijk)}(x)u^-_i u^-_j u^-_k + \ldots
\]

(91)

The coefficients in these expansions are ordinary fields belonging to different $SU(2)$ representations. All of them, with the exception of the physical fields $f^i(x), \psi_\alpha(x), \bar{\xi}^\alpha(x)$ are auxiliary, so they should vanish on shell. We need a way to write down a supersymmetric on-shell constraint on the G-analytic superfield $q^+(x, \theta^+, \bar{\theta}^+, u)$.

The key to this on-shell constraint is provided by the notion of harmonic (H-)analyticity. The harmonic coset $SU(2)/U(1)$ has two real (or one complex) dimensions, to which correspond the following harmonic derivatives:

\[
\partial^{++} = u^+_i \frac{\partial}{\partial u^-_i} \Rightarrow \partial^{++} u^+_i = 0, \quad \partial^{++} u^-_i = u^+_i,
\]

\[
\partial^{--} = u^-_i \frac{\partial}{\partial u^+_i} \Rightarrow \partial^{--} u^-_i = u^-_i, \quad \partial^{--} u^+_i = 0.
\]

(92)

These are Cartan’s covariant derivatives on the coset. In our context this simply means that they preserve the defining condition $u^{++} u^- = 1$. To them one may add the charge-counting operator

\[
\partial^0 = u^+_i \frac{\partial}{\partial u^+_i} - u^-_i \frac{\partial}{\partial u^-_i} \Rightarrow \partial^0 u^+_i = \pm u^+_i.
\]

(93)

By definition all harmonic functions are eigenfunctions of $\partial^0$, $\partial^0 f^q(u) = q f^q(u)$.

An important point is that the three covariant derivatives above form an $SU(2)$ algebra:

\[
[\partial^{++}, \partial^{--}] = \partial^0, \quad [\partial^0, \partial^\pm] = \pm 2 \partial^\pm.
\]

(94)

They can be regarded as the generators of right $SU(2)_R$ rotations acting on the indices $\pm$ of the harmonics $u^\pm_i$. Thus, $\partial^{++}$ is the raising and $\partial^{--}$ the lowering operator of $SU(2)_R$ (see \[92\]).

This observation suggests the way to define short harmonic functions as highest weights of irreps of $SU(2)_R$. Thus, depending on the value of the $U(1)$ charge, the condition

\[
\partial^{++} f^q(u) = 0 \Rightarrow \begin{cases} 
  f^q(u) = 0, & q < 0 \\
  f^q(u) = u^+_i \ldots u^+_q f^{(i_1 \ldots i_q)}, & q \geq 0
\end{cases}
\]

(95)

has either a trivial solution or defines an irrep of isospin $q/2$. This property is a direct consequence of the general form \[81\] of the harmonic expansion on $S^2$ and of the action of $\partial^{++}$ on the harmonics \[92\].

An alternative interpretation of the condition \[95\] is that of harmonic (H-)analyticity. Let us introduce stereographic coordinates on the sphere (see \[28\] for more detail):
\[
\left( \begin{array}{cc}
  u_1^+ & u_1^- \\
  u_2^+ & u_2^-
\end{array} \right) = \frac{1}{\sqrt{1 + yy}} \left( \begin{array}{cc}
  1 & -\bar{y} \\
  y & 1
\end{array} \right).
\]

(96)

Our harmonic functions \( f^q(u) \) are by definition eigenfunctions of the charge “operator” \( \partial^0 \):

\[
\partial^0 f^q(y, \bar{y}) = q f^q(y, \bar{y}).
\]

(97)

In this parametrisation the covariant derivative \( \partial^{++} \) becomes

\[
\partial^{++} = -(1 + yy) \frac{\partial}{\partial y} - \frac{y}{2} \partial^0.
\]

(98)

In these terms eq. (95) takes the form of a (covariant) harmonic analyticity condition:

\[
\frac{\partial f^q}{\partial y} + \frac{qy}{2(1 + yy)} f^q = 0.
\]

(99)

It admits the general solution \( f^q(y, \bar{y}) = (1 + yy)^{-\frac{q}{2}} f_0(y) \) where \( f_0(y) \) is an arbitrary holomorphic function. Remembering that we are looking for solutions globally defined on the sphere it is not hard to show that for \( q < 0 \) the only solution is \( f_0 = 0 \) and for \( q \geq 0 \) \( f_0(y) \) must be a polynomial of degree \( q \) whose \( SU(2) \) covariant form is given in (95).

It should be stressed that the above \( H \)-analytic harmonic functions are regular, i.e. well-defined on the whole of \( S^2 \). In practice one has also to deal with singular harmonic functions. A typical example we shall encounter in what follows is the harmonic distribution

\[
\frac{1}{(12)}
\]

(100)

where

\[
(12) \equiv u_1^{+i} u_2^{+i} = \frac{y_2 - y_1}{\sqrt{(1 + y_1\bar{y}_1)(1 + y_2\bar{y}_2)}}.
\]

(101)

At first sight, it is a function of \( u^+ \) only, therefore one would expect \( \partial_1^{++}(12)^{-1} = 0 \). However, this distribution is singular at the point \( u_1 = u_2 \), so it should be differentiated with care:

\[
\partial_1^{++} \frac{1}{(12)} = (1 + y_1\bar{y}_1)^{3/2}(1 + y_2\bar{y}_2)^{1/2} \frac{\partial}{\partial y_1} \frac{1}{y_1 - y_2}
\]

\[
= (1 + y_1\bar{y}_1)^2 i\pi \delta(y_1 - y_2)
\]

\[
= (12^-) \delta(u_1, u_2),
\]

(102)

where we have used the well-known relation

\[
\frac{\partial}{\partial y} \frac{1}{y} = i\pi \delta(y).
\]

(103)

Note that the factor \( (12^-) \equiv u_1^{+i} u_2^{+i} \) is needed for keeping the balance of charges on both sides of eq. \( (102) \) in the \( S(2) \) covariant notation.
The conclusion from the above discussion is that the condition (95) is, on the one hand, the definition of a highest weight of an SU(2) irrep and, on the other hand, a harmonic analyticity condition on the sphere. This type of condition can easily be supersymmetrised in order to be applied to superfields such as the hypermultiplet $q^+$ (90) and we obtain the following operator invariant under Q supersymmetry:

$$D^{++} = \partial^{++} - 2i\theta^{+\alpha}\bar{\theta}^{+\dot{\alpha}}\partial_{\alpha\dot{\alpha}}$$

(104)

where $\partial_{\alpha\dot{\alpha}} \equiv \sigma^\mu_{\alpha\dot{\alpha}} \partial / \partial x^\mu$.

Now, let us impose the (supercovariant) H-analyticity condition

$$D^{++}q^+(x,\theta^+,\bar{\theta}^+,u) = 0$$

(105)

Inserting the expansion (90) into eq. (105), we obtain a set of harmonic differential equations which are solved just like eq. (95). The result is the short (on-shell) hypermultiplet

$$q^+ = f^i(x)u^+_i + \theta^{+\alpha}\psi_\alpha(x) + \bar{\theta}^{+\dot{\alpha}}\xi^{\dot{\alpha}}(x) + 2i\theta^{+\alpha}\bar{\theta}^{+\dot{\alpha}}\partial_{\alpha\dot{\alpha}}f^i(x)u^-_i$$

(106)

where all the auxiliary fields have been eliminated and the remaining physical ones put on shell,

$$\Box f^i(x) = \partial\psi = \bar{\partial}\xi = 0$$

So, in the case of the hypermultiplet the combination of G- and H-analyticities results in an on-shell superfield. Note that this result crucially depends on the $U(1)$ charge of the G-analytic superfield. For example, a superfield $L^{++}(x,\theta^+,\bar{\theta}^+,u)$ of charge $+2$ subject to the same H-analyticity condition

$$D^{++}L^{++} = 0$$

(107)

describes an off-shell multiplet (the linear or tensor multiplet consisting of a triplet of real scalars, a divergenceless real vector, a Majorana spinor and a complex auxiliary field). For charges $\geq +3$ the H-analyticity condition simply cuts off the tail of auxiliary fields without imposing any constraints on the remaining physical fields. On the contrary, for charges $\leq 0$ the condition is too strong and only admits a trivial solution.

A very important observation is that the H-analyticity conditions (103) or (102) admit an equivalent form in terms of the harmonic derivative $\partial^{--}$. Remembering that $\partial^{++}$ and $\partial^{--}$ are the raising and lowering operators of SU(2)$_R$ and that the H-analyticity condition $\partial^{++}f^q(u) = 0$ defines the highest weight of an SU(2)$_R$ irrep of isospin $q/2$ (dimension $q + 1$), we immediately see the equivalence relation

$$\partial^{++}f^q(u) = 0 \iff (\partial^{--})^{q+1}f^q(u) = 0$$

(108)

(alternatively, it can be derived by inspecting the harmonic expansion (81)). The supersymmetric version of the new form of the H-analyticity condition involves the operator

$$D^{--} = \partial^{--} - 2i\theta^{-\alpha}\bar{\theta}^{-\dot{\alpha}}\partial_{\alpha\dot{\alpha}} + \theta^{-\alpha}\frac{\partial}{\partial \theta^{+\alpha}} + \bar{\theta}^{-\dot{\alpha}}\frac{\partial}{\partial \bar{\theta}^{+\dot{\alpha}}}.$$

(109)

There is a crucial difference between these two conditions, which we shall heavily exploit in what follows. The point is that singular harmonic functions of the type (104) give rise to delta-type
singularities under \( \partial^{++} \) (see (102)), whereas they can be differentiated as ordinary functions by \( \partial^{--} \), e.g.

\[
\partial^{--} \left( \frac{1}{(12)^2} \right) = -\left(1^{--}2\right) \, \frac{1}{(12)^2}.
\]

The explanation is that in the former case we deal with a derivative of the type \( \partial/\partial y \, y^{-1} = i\pi\delta(y) \) and in the latter \( \partial/\partial y \, y^{-1} = -y^{-2} \).

In the rest of this section we shall examine the non-trivial implications of H-analyticity combined with the requirement of superconformal covariance for correlation functions of charge +2. For that purpose we shall need the superconformal transformation properties of the superfields and operators we have introduced. The transformation law of the harmonic derivatives \( D^{++} \) and \( D^{--} \) can be found using Cartan’s coset scheme [28] (or checked directly [25]):

\[
\begin{align*}
\delta D^{++} &= -\Lambda^{++} D^0, \\
\delta D^{--} &= -(D^{--} \Lambda^{++}) D^{--}
\end{align*}
\]

where

\[
D^{++} \Lambda = \Lambda^{++} \, , \quad D^{++} \Lambda^{++} = 0
\]

and

\[
\Lambda = a + k_{\alpha\dot{\alpha}} x^{\alpha\dot{\alpha}} + \lambda^i u^+_i u^-_j - 4i(\theta^+\alpha^i \eta_{\alpha^i} + \eta^{\dot{\alpha}} \vartheta^{\dot{\alpha}}) u^-_i
\]

is the superconformal weight factor. For completeness, besides the S supersymmetry parameter \( \eta \) we have also included those of dilation \( a \), conformal boosts \( k^\mu \) and \( SU(2)_C \lambda^{ij} \). Then it is not hard to check that the H-analyticity condition

\[
D^{++} q^+ = 0 \quad \iff \quad (D^{--})^2 q^+ = 0
\]

is covariant if the hypermultiplet transforms with superconformal weight +1:

\[
\delta q^+ = -\lambda \cdot \partial q^+ + \Lambda q^+
\]

(here \( -\lambda \cdot \partial \) denotes the coordinate transformations). Similarly, the linear multiplet subject to the H-analyticity condition

\[
D^{++} L^{++} = 0 \quad \iff \quad (D^{--})^3 L^{++} = 0
\]

should have weight +2:

\[
\delta L^{++} = -\lambda \cdot \partial L^{++} + 2\Lambda L^{++}.
\]
3.3 Two- and three-point functions

The simplest example of a two-point function is the hypermultiplet propagator

\[ G^{(1,1)}(1|2) = \langle \tilde{q}^+(1) q^+(2) \rangle \]  

(118)

where the superscript \((1, 1)\) indicates the \(U(1)\) charges at the two points and \(\tilde{\cdot}\) is a special conjugation on \(S^2\) preserving G-analyticity \[18\]. It is defined as the Green’s function of the field equation \[105\]:

\[ D^{++}_1 G^{(1,1)}(1|2) = \delta^d(x_1 - x_2) (\theta^+_1 - (u^+_1 u^-_2) \theta^+_2)^4(u^-_1 u^+_2) \delta(u_1, u_2). \]  

(119)

Naturally, like the hypermultiplet superfield \(q^+\) itself, the Green’s function should be G-analytic.

The right-hand side of eq. (119) is the complete delta-function of the G-analytic superspace (as in eq. (102), the factors \((u^+_1 u^-_2)\) and \((u^+_2 u^-_1)\) maintain the balance of \(U(1)\) charges). Throughout this paper we assume that all the correlation functions are considered away from the coincident points where they usually have singularities. In this case the right-hand side of eq. (119) just vanishes:

\[ D^{++}_1 G^{(1,1)}(1|2) = 0 \text{ for points } 1 \neq 2. \]  

(120)

The same is of course true if we replace \(D^{++}_1\) by \(D^{++}_2\). In other words, this two-point function is H-analytic away from the singular point.

Another basic property of the hypermultiplet propagator is superconformal covariance. According to the transformation law \[113\] of the hypermultiplet itself, the propagator transforms as follows:

\[ \delta G^{(1,1)}(1|2) = -\lambda \cdot \partial G^{(1,1)}(1|2) + (\Lambda(1) + \Lambda(2)) G^{(1,1)}(1|2). \]  

(121)

The combination of H-analyticity and the conformal properties of the propagator allow us to find the explicit expression for \(G^{(1,1)}\). We start by examining the leading component of this superfield

\[ g^{(1,1)}(x^2_{12}, u_1, u_2) = G^{(1,1)}(\theta^+_1 = \theta^+_2 = 0). \]  

(122)

Here we have taken into account translation and Lorentz invariance which tell us that the function must depend on the space-time invariant \(x^2_{12} \equiv (x_1 - x_2)^2\). In the absence of \(\theta^+\) the harmonic derivative \(D^{++} \equiv \partial^{++}\), so the H-analyticity condition \[120\] simply tells us that \(g^{(1,1)}\) must be linear in \(u^+_1\) (recall \[25\]). At the same time it is an \(SU(2)\) invariant, so the index \(i\) of \(u^+_i\) must be contracted with the other harmonic variable \(u^-_2\). Given the charges +1 at both points, we conclude that the only such invariant combination of harmonics is \((12) \equiv u^+_1 u^+_2\). So, \(g^{(1,1)}\) is reduced to

\[ g^{(1,1)} = (12) g(x^2_{12}). \]  

(123)

The remaining function \(g(x^2_{12})\) can be most easily determined by making use of the dilation part of the conformal group. The first component of the superfield \(q^+\) is the physical scalar \(f^i(x)\) which has conformal weight 1, and so does the leading term in the hypermultiplet propagator.
The harmonic factor in (123) is weightless, so we conclude that $g = C/x_{12}^2$. The constant $C$ can be fixed by comparing with the standard scalar propagator and the result is

$$g^{(1,1)} = \frac{1}{4i\pi^2} \frac{(12)}{x_{12}^2}. \quad (124)$$

Now, the less trivial part of the determination of the propagator $G^{(1,1)}$ is completing it to a full superfield, i.e. restoring the dependence on $\theta_{1,2}^+$. Here we shall use a trick which will prove very useful in the study of the four-point correlator in the next subsection. The two-point function is supposed invariant under Q supersymmetry (88), which acts as a shift of the Grassmann variables:

$$(\theta_{1,2}^+\theta_{1,2}^-)' = \theta_{1,2}^+\theta_{1,2}^- + u_{1,2}^i\epsilon_i\theta_{1,2}^-\theta_{1,2}^+ \quad (125)$$

It is then clear that by making a finite Q supersymmetry transformation with parameter

$$\epsilon_i\theta_{1,2}^-\theta_{1,2}^+ = u_{1,2}^i\theta_{1,2}^-\theta_{1,2}^+ \quad (126)$$

we can eliminate both $\theta_1^+$ and $\theta_2^+$:

$$\text{Q frame:} \quad (\theta_{1,2}^+\theta_{1,2}^-)' = 0. \quad (127)$$

In this frame the two-point function becomes independent of the Grassmann variables. In other words, it coincides with its leading component (124), $G^{(1,1)}|_{Q} \equiv g^{(1,1)}$. Then we can go back to the original frame by performing the same finite Q supersymmetry transformations on the remaining coordinates. Such a transformation only affects the difference $x_{12}$ and gives

$$x_{12}^2 = x_{12}^2 + 4i\theta_{1,2}^+\theta_{1,2}^-\theta_{1,2}^+\theta_{1,2}^- + \theta_{1,2}^+\theta_{1,2}^- + \theta_{1,2}^+\theta_{1,2}^- \quad (128)$$

By construction, this modified coordinate difference is invariant under Q supersymmetry, which can be easily verified using (88). So, to find out the $\theta_{1,2}^+$ dependence of the hypermultiplet propagator, it is enough to replace $x_{12}$ by $\hat{x}_{12}$:

$$G^{(1,1)}(1|2) = \frac{1}{4i\pi^2} \frac{(12)}{x_{12}^2}. \quad (129)$$

In deriving this two-point function we have only used the dilation part of the superconformal group. In fact, since the result is unique, it is guaranteed to have the right superconformal properties (123) of the propagator (this can also be checked directly). Further, so far we have only solved the H-analyticity constraint (120) at the lowest (leading) order of the $\theta^+$ expansion. One might try to argue that since the left-hand side of eq. (120) is itself an invariant of Q supersymmetry, it is sufficient to check H-analyticity in the Q frame (i.e., in the absence of $\theta^+$). However, this argument is not safe here. Indeed, in the expansion of the two-point function there are harmonic singularities of pole type (e.g., (12)^-1), on which the operator $\partial^{++}$ creates a delta-type singularity (recall (102)). In such a situation we will not be allowed to use the

---

3 As a simpler example of this trick, consider translation invariance for a set of two space-time points $x_1, x_2$. By means of the finite translation $P$: $x_2' = x_2 + a = 0$ we can go to a $P$ frame in which only $x_1$ survives. Then, to restore manifest invariance, we make the same shift on $x_1$: $x_1' = x_1 + a = x_1 - x_2 \equiv x_{12}$. 

---
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supersymmetry parameter $\theta^+$ which itself contains harmonic poles. A safe way to extend H-analyticity to all orders in the $\theta^+$ expansion by means of the transformation (126) is to use the alternative form of the H-analyticity constraint involving $D^{--}$ (see (114)). We shall come back to this important point in the next subsection.

Knowing the hypermultiplet propagator, we can easily predict the general form of correlators of two or three composite operators made out of hypermultiplets. Take, for instance, the two-point function

$$G^{(2,2)}(1|2) = \left\langle \text{Tr} \left( \tilde{q}^+(1) \right)^2 \text{Tr} \left( q^+(2) \right)^2 \right\rangle.$$  \hfill (130)

Note that it has charges +2 at each point matching the number of elementary hypermultiplets in each composite operator. One can imagine this correlator in the context of $\mathcal{N} = 4$ super-Yang-Mills theory, where a hypermultiplet in the adjoint representation of the gauge group interacts with the $\mathcal{N} = 2$ super-Yang-Mills gauge potential. Since the $\mathcal{N} = 4$ theory is finite (conformally invariant), we can demand that the correlator (130) be super conformally covariant,

$$\delta G^{(2,2)}(1|2) = -\lambda \cdot \partial G^{(2,2)}(1|2) + 2(\Lambda(1) + \Lambda(2))G^{(2,2)}(1|2).$$  \hfill (131)

In addition to this, the correlator should be H-analytic. Indeed, let us differentiate it with the harmonic derivative $D^{++}$. Since $D^{++}$ is the operator of the free field equation (90) for the hypermultiplet, one can argue that such a differentiation will give rise to a Schwinger-Dyson equation for the correlator:

$$D^{++}_1 G^{(2,2)}(1|2) = \text{contact terms}.$$  \hfill (132)

Since the composite operators are bilinear in this case (charges +2), equation (132) can also be interpreted as a Ward identity. Indeed, the bilinears $\tilde{q}^+ \tilde{q}^+$, $\tilde{q}^+ q^+$ and $q^+ q^+$ are the currents of an extra $SU(2)$ symmetry of the $\mathcal{N} = 4$ theory realised in terms of $\mathcal{N} = 2$ superfields. So, in this case eq. (132) corresponds to the current conservation law. In the context of this paper we treat contact terms as zeros, so eq. (132) takes the form of an H-analyticity condition:

$$D^{++}_1 G^{(2,2)}(1|2) = 0 \quad \text{for points } 1 \neq 2$$  \hfill (133)

(and similarly at point 2). Since the product of two H-analytic functions is H-analytic as well, we immediately find an obvious solution to this constraint as the square of the hypermultiplet propagator,

$$G^{(2,2)}(1|2) = C \frac{\left( \frac{12}{x_{12}} \right)^2}{x_{12}^4}.$$  \hfill (134)

where $C$ is a constant. In fact, this is the general solution. The argument is as in the case of the propagator. One first examines the leading component $G^{(2,2)}(\theta^{++}_1 = \theta^{++}_2 = 0)$. The constraint (133) fixes the harmonic dependence since the combination $\left( \frac{12}{x_{12}} \right)^2$ is the only $SU(2)$ invariant of charges $(2, 2)$ annihilated by $\partial^{++}$. The dependence on $x_{12}^2$ is determined by simple dilation covariance. Finally, with two G-analytic Grassmann variables $\theta^{++}_{12}$ we already know that the complete $\theta^+$ dependence is fixed by Q supersymmetry alone, by just putting a hat on $x_{12}^2$. It should be mentioned that the above considerations cannot predict the value of the constant in

\footnote{The traces in (130) make the composite operators gauge invariant, so we can use a flat $D^{++}$ (no gauge connection).}

\footnote{In fact, this symmetry is the visible part of the full $SU(4)$ R symmetry of the $\mathcal{N} = 4$ theory.}
In principle, it might receive quantum corrections at each level of perturbation theory, but it can be shown that this type of correlator is protected by a non-renormalisation theorem [5, 8].

Next we turn to three-point correlators. As an example, take the correlator of three currents, i.e. bilinears made out of hypermultiplets:

\[
G^{(2,2,2)}(1|2|3) = \langle \text{Tr} \left( \tilde{q}^+(1) \right)^2 \text{Tr} \left( \tilde{q}^+(2)q^+(2) \right) \text{Tr} \left( q^+(3) \right)^2 \rangle
\]

and subject to the requirements of H-analyticity

\[
D_1^{++}G^{(2,2,2)}(1|2|3) = 0 \quad \text{for points } 1 \neq 2 \neq 3
\]

and of superconformal covariance

\[
\delta G^{(2,2,2)}(1|2|3) = -\lambda \cdot \partial G^{(2,2,2)}(1|2|3) + 2(\Lambda(1) + \Lambda(2) + \Lambda(3))G^{(2,2,2)}(1|2|3).
\]

Just as for \(G^{(2,2)}(1|2)\) above, it is obvious that the product of three propagators

\[
G^{(2,2,2)}(1|2|3) = C^{(12)}(23)(31) \frac{x_{12}^2 x_{23}^2 x_{31}^2}{x_{12} x_{23} x_{31}}
\]

satisfies both requirements. To prove its uniqueness, we argue as follows. Firstly, at the lowest level in the \(\theta^+\) expansion there is a single \(SU(2)\) invariant combination of the three harmonics with the right charges and vanishing under \(D_1^{++}\), namely \((12)(23)(31)\). Secondly, the space-time dependence is now determined by the full conformal group (and not just dilations, as for two points). It is well-known that there exists no conformal invariant made out of three space-time variables, therefore the product \(x_{12}^2 x_{23}^2 x_{31}^2\) is the only function with the required conformal properties. Finally, we have to show that putting hats on the \(x\)'s gives the unique completion of the leading component to a full superfield. Before we did this by using the Q frame \([127]\) in which the two Grassmann variables had been eliminated. Now we have three \(\theta^+\)'s, and the Q supersymmetry parameter \(\epsilon^i\) alone is not enough to shift away all of them. This time we have to invoke S supersymmetry as well. Looking at the transformation law of \(\theta^+\) in \([89]\) we see that S supersymmetry acts essentially as a shift (although non-linear), provided that the matrix \(x^{\alpha\dot{\alpha}}\) is invertible. Then the combination of Q and S supersymmetry makes it possible to find a

\[
\text{Q&S frame:} \quad (\theta^+_{1\alpha\dot{\alpha}})' = (\theta^+_{2\alpha\dot{\alpha}})' = (\theta^+_{3\alpha\dot{\alpha}})' = 0
\]

in which there are no \(\theta^+\)’s left. So, if there existed another superfield completion of the leading component above, their difference would be a nilpotent (i.e., proportional to \(\theta^+\)) superconformal covariant. But such an object would vanish in the Q&S frame, therefore it must vanish in any frame. So, H-analyticity and superconformal covariance can predict the form of the three-point correlator up to a constant factor. Once again, it turns out protected by a non-renormalisation theorem \([5, 8]\).

### 3.4 Four-point correlators

#### 3.4.1 Preliminaries

The main subject of interest in this paper are four-point correlators of hypermultiplet bilinears of the type, e.g.,

\[\text{(134)}\]. In fact, the S supersymmetry parameter \(\eta^i\) is an \(SU(2)\) doublet, just as \(\epsilon^i\). Using both of them we can shift away up to four \(\theta^+\), as we shall do in the four-point case.
\[ G^{(2,2,2,2)}(1|2|3|4) = \langle \text{Tr} \left( q^+(1) \right)^2 \text{Tr} \left( q^+(2) \right)^2 \text{Tr} \left( q^+(3) \right)^2 \text{Tr} \left( q^+(4) \right)^2 \rangle \] (140)

satisfying the requirements of H-analyticity

\[ D^{++}_1 G^{(2,2,2,2)}(1|2|3|4) = 0 \text{ for points } 1 \neq 2 \neq 3 \neq 4 \] (141)

and of superconformal covariance

\[ \delta G^{(2,2,2,2)}(1|2|3|4) = -\lambda \cdot \partial G^{(2,2,2,2)}(1|2|3|4) + 2(\Lambda(1) + \Lambda(2) + \Lambda(3) + \Lambda(4))G^{(2,2,2,2)}(1|2|3|4). \] (142)

Compared to the two- and three-point cases above, the structure of the four-point correlator is considerably richer, for two main reasons which can be seen at the lowest level in the \( \theta^+ \) expansion. Firstly, now there exist three independent harmonic combinations satisfying (141):

\[(12)^2(34)^2, \ (14)^2(23)^2, \ (12)(23)(34)(41). \] (143)

Any other combination can be reduced to these by means of the harmonic cyclic identity

\[ (12)(34) + (13)(42) + (14)(23) = 0 \] (144)

following from the property of the \( \epsilon^{ij} \) contraction. Secondly, given four space-time points, one can construct two independent conformal invariants\(^7\) the cross-ratios

\[ s = \frac{x_{14}^2 x_{23}^2}{x_{12}^2 x_{34}^2}, \quad t = \frac{x_{13}^2 x_{24}^2}{x_{12}^2 x_{34}^2}. \] (145)

Consequently, the most general form of the leading component of the correlator (140) consistent with H-analyticity and conformal covariance is

\[ \frac{(12)^2(34)^2}{x_{12}^4 x_{34}^4} a(s,t) + \frac{(14)^2(23)^2}{x_{14}^4 x_{23}^4} b(s,t) + \frac{(12)(23)(34)(41)}{x_{12}^2 x_{23}^2 x_{34}^2 x_{41}^2} c(s,t). \] (146)

Here we see the three independent harmonic structures (143) completed to product of propagators. Such products already have the required conformal properties of the correlator, so the only freedom left are the three arbitrary coefficient functions \( a, b, c \) of the invariant cross-ratios. Our aim will be to find constraints on these functions following from the full implementation of H-analyticity combined with superconformal covariance.

The first step is to argue, just like in the three-point case, that there exists a special frame in superspace in which there are no \( \theta^+ \) left:

Q&S frame: \( (\theta_1^{+\alpha,\bar{\alpha}})' = (\theta_2^{+\alpha,\bar{\alpha}})' = (\theta_3^{+\alpha,\bar{\alpha}})' = (\theta_4^{+\alpha,\bar{\alpha}})' = 0. \) (147)

As explained above, this can be achieved by fully exploiting the four spinor parameters contained in the doublets \( \epsilon^i \) of \( Q \) and \( \eta^j \) of \( S \) supersymmetry to shift away all four \( \theta^+ \). The existence of such

\(^7\)Here is a simple explanation, very much in the spirit of the Q&S frame argument above. The translations \( P_\mu \) and the conformal boosts \( K_\mu \) act on \( x^\mu \) as linear and non-linear shifts, correspondingly. So, the combined action of both of them can define a special P&K frame in which there are only two out of the four space-time variables \( x_{1,2,3,4}^\mu \) left. Out of them we can make three Lorentz invariants (the two squares and the scalar product). Finally, dilation invariance requires that we take the two independent ratios of those.
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a frame implies that the completion of the leading component (146) to a full superfield is always possible and is uniquely determined by Q and S supersymmetry. To obtain this completion one could, in principle, find the finite transformation to the frame (147). However, unlike the case of the linear Q supersymmetry, S supersymmetry acts on the coordinates in a very non-linear way and the practical realisation of this step is not at all easy. Fortunately, as we shall explain below, for our purposes we shall only need to know the first non-trivial level in the $\theta^+$ expansion of the correlator.

The above discussion makes it clear that no further constraints on the coefficient functions $a, b, c$ originate from conformal supersymmetry alone. This only takes place when we try to impose H-analyticity. There are two possible approaches in doing so. One is to use the form (141) of the constraint and try to solve it level by level in the $H$-analyticity. There are two possible approaches in doing so. One is to use the form (141) of the constraint and try to solve it level by level in the $\theta^+$ expansion. The problem here is that this expansion is very complicated (assuming that we have already found it, which is in itself not an easy task). A much more efficient approach is to use the alternative form (142)

$$
(D_1^--)^3 G^{(2,2,2,2)}(1|2|3|4) = 0 .
$$

The advantage is that we can study this constraint in the Q&S frame (147) where there are no $\theta^+$'s. This results in substantial technical simplifications. The same trick is not allowed in the form (141) because of the harmonic singularities (see the discussion after eq. (129)).

### 3.4.2 An example of H-analyticity in the Q frame

In order to better understand the idea of this approach, we are going to redo the derivation of the propagator (129), but this time starting form the alternative form of the H-analyticity condition

$$(D_1^-)^2 G^{(1,1)}(1|2) = 0 .
$$

We begin by going to the Q frame (127). There the left-hand side of eq. (148) does not depend on $\theta^+$ but can still depend on $\theta^-$. In particular, since the operator $D^-$ converts $\theta^+$ into $\theta^-$ (see (109)), some terms in the $\theta^+$ expansion of $G^{(1,1)}$ may survive the transformation (127), (128). Therefore we should proceed in the following order.

**Step 1.** Expand $G^{(1,1)}$ in $\theta^+_1$ up to the order $\theta^+_1 \bar{\theta}^+_1$ (still in the old frame):

$$
G^{(1,1)} = g^{(1,1)}(x_{12}, u_1, u_2) + \theta^+_1 \bar{\theta}^+_1 \gamma_a (x_{12}, u_1, u_2) + \ldots
$$

There is no need to keep terms containing $\theta^+_2$ or higher orders in $\theta^+_1$ because they cannot be “rescued” by $(D_1^-)^2$ and will vanish after the transformation to the Q frame. Indeed, the function $G^{(1,1)}$ carries no R weight, so the Grassmann variables have to appear in its expansion in pairs $\theta^+ \bar{\theta}^+$. So, only the term $\theta^+_1 \bar{\theta}^+_1 \Rightarrow \theta^- \bar{\theta}^-_1$ can survive in the Q frame.

**Step 2.** Differentiate the expansion (150) with $(D_1^-)^2$ keeping only terms without any $\theta^+$. The expansion of $(D_1^-)^2$ is

$$
(D_1^-)^2 = (\partial^-)^2 - 4i \theta^- \phi \bar{\theta}^- \partial^- + (\theta^- \partial^- + \bar{\theta}^- \bar{\partial}^-)^2 - 2(\theta^-)^2 (\bar{\theta}^-)^2 \Box_1 .
$$

We have dropped the terms linear in $2 \theta^- \partial^- + \bar{\theta}^- \bar{\partial}^-$ because they only convert one $\theta^+_1$ into $\theta^-_1$, and the remaining $\theta^+_1$ in the bilinear combination will vanish in the Q frame. When applied to (150), this operator gives
\[(D_1^-)^2 G^{(1,1)} = (\partial_1^-)^2 g^{(1,1)} + \theta_1^{-\alpha} \bar{\theta}_1^{-\dot{\alpha}} \left[ 2 \gamma_0^{(1,1)} - 4i \partial_1 \alpha \bar{\alpha} \partial_1^- g^{(1,1)} \right] - 2(\theta_1^-)^2 (\bar{\theta}_1^-)^2 \square_1 g^{(1,1)} + \theta^+ \text{ terms} = 0. \] (152)

**Step 3.** Make the transformation to the Q frame. The left-hand side of eq. (152) is superconformally covariant, so it is multiplied by the weight factor \(\Lambda(1) + \Lambda(2)\). Since it is supposed to vanish, this transformation just amounts to neglecting all the \(\theta^+\) dependence (already taken into account at steps 1 and 2).

The resulting constraint (152) involves three levels in its \(\theta^-\) expansion.

**Level 0 or \((\theta^+ \bar{\theta}^-)^0\):**

\[(\partial_1^-)^2 g^{(1,1)} (x_{12}, u_1, u_2) = 0 \quad \Rightarrow \quad g^{(1,1)} = (12)g(x_{12}^2). \] (153)

This constraint uniquely fixes the harmonic dependence of the component \(g^{(1,1)}\). The combination of harmonics \((12) \equiv u_1^+ u_2^-\) is the only one which is \(SU(2)\) invariant, has the right charges and is annihilated by the lowering operator \((\partial_1^-)^2\).

**Level 1 or \((\theta^+ \bar{\theta}^-)^1\):**

\[\gamma_{\alpha \dot{\alpha}}^{(-1,1)} (x_{12}^2, u_1, u_2) = 2i \partial_1 \alpha \bar{\alpha} \partial_1^- g^{(1,1)} (x_{12}^2, u_1, u_2) = 2i(12) \partial_1 \alpha \bar{\alpha} g(x_{12}^2). \] (154)

**Level 2 or \((\theta^+ \bar{\theta}^-)^2\):**

\[\square_1 g^{(1,1)} (x_{12}^2, u_1, u_2) = 0 \quad \Rightarrow \quad \square_1 g(x_{12}) = 0 \quad \Rightarrow \quad g(x_{12}) = \frac{C}{x_{12}^2} \] (155)

where \(C\) is an arbitrary constant. We recall that we are only interested in the two-point function away from the coincident point, so we can drop the delta-function \(\delta(x_{12})\) in (155).

We should mention that in this example we have made no use of conformal invariance or S supersymmetry. Actually, this two-point function is in a sense overdetermined. We have already seen that by imposing H-analyticity just at level 0 and then invoking dilation covariance (part of the conformal symmetry), we arrived at the same result. This, however, is an exceptional property of the propagator (the charges +1 two-point function). The typical situation is illustrated by the charges +2 two-point function (134). It is not hard to show that it remains H-analytic to all orders in the \(\theta\) expansion even if we replace the denominator by any function of \(x_{12}^2\). So, its form cannot be determined without some extra input (dilation covariance in this case). The explanation of this fact can be traced back to the different implications of H-analyticity for superfields of charges +1 and +2: for the former it is an on-shell condition and for the latter an off-shell one (see (105), (107)).

Let us summarise the above example. Using the Q frame we have been able to solve the H-analyticity constraint (149) to all relevant orders in the \(\theta\) expansion. In the process we only used the \(\theta^+\) expansion of the two-point function \(G^{(1,1)}\) to the first non-trivial order (level 1) (see (150)). At no point we encountered delta-type harmonic singularities which cannot coexist with the singular nature of the transformation to the Q frame. On the contrary, starting with the form (120), we would have to find out the \(\theta^+\) expansion of \(G^{(1,1)}\) to all orders (in this case it
can go up to level 4) and then solve the H-analyticity constraint order by order. The technical advantages of the use of the alternative form of the H-analyticity constraint and of the Q (or Q&S) frame result in major simplifications in the case of the four-point function.

3.4.3 Superconformal covariance at level 1

Now we come back to the four-point function \((140)\). Eq. \((146)\) represents the solution to the H-analyticity constraint and to the conformal covariance condition at level 0. We have also argued that the possibility to go to the Q&S frame \((147)\) guarantees the existence of a unique completion of this level 0 component to a full superfield. The way to find this completion consists of two steps. The first is to put hats on all the \(x\)'s in the denominators, thus reconstructing the products of full propagators. We already know that such products have the required superconformal properties of the correlator. The second step is to complete the conformal cross-ratios \(s\) and \(t\) in the coefficient functions \(a, b, c\) to full superconformal invariants \(\hat{s}\) and \(\hat{t}\). Then the full correlator consistent with superconformal symmetry will have the form

\[
G^{(2,2,2,2)}(1|2;3|4) = \frac{(12)^2(34)^2}{x_{12}x_{34}^4}a(\hat{s}, \hat{t}) + \frac{(14)^2(23)^2}{x_{14}x_{23}^4}b(\hat{s}, \hat{t}) + \frac{(12)(23)(34)(41)}{x_{12}x_{23}x_{34}x_{41}}c(\hat{s}, \hat{t}) .
\]  

To find \(\hat{s}\) and \(\hat{t}\) to all orders in the four \(\theta^+\)'s is a very non-trivial task (the expansion goes up to level 8, although Q supersymmetry helps bring it down to level 4). Fortunately, the example above has taught us that we only need one level 1 term. So, we are looking for \(\hat{s}\) in the form

\[
\hat{s} = s + \sum_{a,b=1}^{4} \theta^{+\alpha}_a S_{ab} \bar{\alpha} \theta^{+\bar{\alpha}} + O((\theta^+\bar{\theta}^+)^2) .
\]  

What we really need is just the coefficient \(S_{44 \bar{a} \bar{\alpha}}\). Indeed, although the three derivatives \((D_{4^-})^3\) in \((148)\) can convert a maximum of three \(\theta^+_4\) into \(\theta^-_4\), only the term \(\theta^+_4 \theta^-_4 \Rightarrow \theta^+_4 \theta^{-}_4\) can survive in the Q&S frame.

The coefficient \(S_{44 \bar{a} \bar{\alpha}}\) can be solved for from a set of linear equations. It is obtained by performing a combined Q \((88)\) and S \((89)\) supersymmetry transformation on \(\hat{s}\) and demanding that it be invariant. In doing so we shall only keep the terms linear in \(\theta^+_4\) since only they involve the coefficients \(S_{a4}\):

\[
\delta_{Q+S} \hat{s} = 0 \Rightarrow \left[ 4i s(\epsilon^{-\alpha} + x^{-\alpha}_{4} \bar{\eta}_{4\bar{\beta}} \frac{x_{14}}{x_{14}^2} - \frac{x_{34}}{x_{34}^2} \right] a\bar{\alpha} + \sum_{a=1}^{4} (\epsilon^{+\alpha}_a + x^{+\alpha}_{a} \bar{\eta}^{+\bar{\alpha}}_{a\bar{\beta}}) S_{a4} \bar{\alpha} \hat{\theta}^{+\bar{\alpha}} = 0 .
\]

Here \((\epsilon, \eta)^+_{\alpha\bar{\beta}} \equiv u^{+}_{\alpha\bar{\beta}}(\epsilon, \eta)\). Removing \(\theta^{+\bar{\alpha}}\) and the independent parameters \(\epsilon, \eta\) from \((158)\), we obtain four linear equations (one for each harmonic projection of the two parameters) for the four coefficients \(S_{a4}\):

\[
4isX_2 - \sum_{a=1}^{3} (a4)S_{a4} = 0 , \quad \sum_{a=1}^{4} (4^-a)S_{a4} = 0, \\
(12)x_{24}S_{24} + (13)x_{34}S_{34} = 0 , \quad (21)x_{14}S_{14} + (23)x_{34}S_{34} = 0 .
\]
Here and in what follows we use the vectors

\[
X_1 = \frac{x_{14}}{x_{14}^2} - \frac{x_{24}}{x_{24}^2}, \quad X_2 = \frac{x_{14}}{x_{14}^2} - \frac{x_{34}}{x_{34}^2}, \quad X_3 = \frac{x_{34}}{x_{34}^2} - \frac{x_{24}}{x_{24}^2}
\]  

(160)

having the useful properties

\[
\frac{X_1^2}{X_2^3} = \frac{1}{s}, \quad \frac{X_2^2}{X_3} = \frac{t}{s}, \quad \frac{2X_1 \cdot X_3}{X_2^2} = \frac{1 + s - t}{s}, \quad \frac{2X_2 \cdot X_3}{X_3^2} = \frac{1 - s - t}{s}.
\]  

(161)

Solving eqs. (159) is a straightforward calculation. The result for the coefficient \(S_{44}\) is

\[
\frac{(12)^2(34)^2Y}{4i} S_{44} = -(12)(13)(23)tX_3 - [(12)(13)(23)s + (12)^2(34)(34^-)s + (12)(23)(34)(14^-)(1 + s - t) + (14)(14^-)(23)^2]X_2
\]  

(162)

where

\[
Y = 1 + \frac{1 + s - t}{s} U + \frac{1}{s} U^2, \quad U = \frac{(14)(23)}{(12)(34)}.
\]  

(163)

Note that the vector (162) can be rewritten in the equivalent form

\[
\frac{(12)^2(34)^2Y}{4i} S_{44} = -\frac{s}{2} \theta_4^- [(12)^2(34)^2Y]X_2 + (12)(13)(23)[-tX_3 + \frac{1}{2}(1 - s - t)X_2].
\]  

(164)

In a similar manner we can find the relevant term in the expansion of \(\hat{t}\)

\[
\hat{t} = t + \sum_{a,b=1}^4 \theta_a^+ \theta_b^- T_{ab \alpha \alpha} \bar{\theta}_b^+ + \ldots
\]  

(165)

The result for \(T_{44}\) can be easily obtained from (162) by exchanging \(1 \leftrightarrow 2\) which implies \(s \leftrightarrow t\), \(X_1 \rightarrow -X_1\), \(X_2 \rightarrow -X_3\), \(Y \rightarrow s/t Y\).

The expansion of \(\hat{s}, \hat{t}\) is not the only source of \(\theta_4^+ \bar{\theta}_4^+\) terms. Another contribution comes from expanding \(\hat{x}_{a4}^2, a = 1, 2, 3\) in the propagators in (150):

\[
\hat{x}_{a4}^2 = \frac{x_{a4}^2}{(a4)^2} - 4i \frac{(a4^-)}{(a4)} \theta_4^+ x_{a4} \bar{\theta}_4^+ + \ldots
\]  

(166)

(recall (128)). Collecting all of these contributions, we can write down

\[
G^{(2,2,2,2)}(1|2|3|4) \equiv \Pi(\hat{x}_{ab}^2) \cdot f(\hat{s}, \hat{t}) = G^{(2,2,2,2)}_{\text{level 0}} + \theta_4^+ \left[ -4i \sum_{a=1}^3 \frac{(a4^-)}{(a4)} \frac{\partial \Pi}{\partial x_{a4}^2} \cdot f + \Pi \cdot (f_s S_{44} + f_t T_{44}) \right] \bar{\theta}_4^+ + \ldots
\]  

(167)
Here $\Pi \cdot f$ is a shorthand for the product of propagators ($\Pi$) and coefficient functions ($f$) in (156) and $f_{s,t} = \partial f / \partial (s,t)$. This accomplishes Step 1 of our programme for imposing H-analyticity in the form (148).

### 3.4.4 Constraints from H-analyticity

Step 2 consists of differentiating the expression (167) with the operator $(D_4^{- -})^3$ as

\[
(D_4^{- -})^3 = (\partial_{1}^{- -})^3 \\
+ 3\partial_{1}^{- -}(\theta_1^{-} \partial_{1}^{-} + \overline{\theta}_1^{-} \overline{\partial}_{1}^{-})^2 - 6i(\partial_{1}^{- -})^2 \theta_1^{-} \phi_1 \overline{\theta}_1^{-} \\
- 6i\theta_1^{-} \phi_1 \overline{\theta}_1^{-} (\theta_1^{-} \partial_{1}^{-} + \overline{\theta}_1^{-} \overline{\partial}_{1}^{-})^2 - 6\theta_1^{-} (\overline{\theta}_1^{-})^2 (\overline{\theta}_1^{-})^2 \Box_1 \\
+ \text{irrelevant terms}. 
\] (168)

The irrelevant terms in (168) are those which convert an odd number of $\theta_1^{+}$ into $\theta_1^{-}$ and thus disappear in the Q frame. We then apply (168) to (167) and collect all the terms at levels 0, 1 and 2. In fact, we have already solved the H-analyticity constraint at level 0 in (146). So, it remains to examine the constraints at levels 1 and 2. It is not hard to see that they take the form

- **Level 1:** $\partial_{4}^{-} A_{\mu} = 0$ (169)
- **Level 2:** $\partial_{4\mu} A_{\mu} = 0$ (170)

where

\[
A_{\mu} = -i\partial_{4}^{-} \partial_{4}^{\mu} (\Pi \cdot f) - 4i \sum_{a=1}^{3} \left( \frac{a4^{-}}{a4} \right) x_{a4}^{\mu} \frac{\partial \Pi}{\partial x_{a4}^{2}} \cdot f + \Pi \cdot (f_{s} S_{44}^{\mu} + f_{t} T_{44}^{\mu}) .
\] (171)

After some simple algebra and using the relations

\[
\partial_{4}^{\mu} s = -2s X_{2}^{\mu} , \quad \partial_{4}^{\mu} t = 2t X_{3}^{\mu} ,
\] (172)

we obtain

\[
A_{\mu} = \frac{2ic}{s} \frac{(12)(13)(23)}{x_{12}^{2} x_{34}^{2}} X_{2}^{\mu} + [2is X_{2}^{\mu} \partial_{4}^{-} \Pi + S_{44}^{\mu} \Pi] \cdot f_{s} + [-2it X_{3}^{\mu} \partial_{4}^{-} \Pi + T_{44}^{\mu} \Pi] \cdot f_{t} .
\] (173)

The terms in the brackets are computed with the help of (164), e.g.

\[
[2is X_{2} \partial_{4}^{-} \Pi + S_{44} \Pi] \cdot f_{s} = 2is X_{2} (12)^{2} (34)^{2} Y \partial_{4}^{-} \left( \frac{\Pi \cdot f_{s}}{(12)^{2} (34)^{2} Y} \right) \\
+ 4i(12)(13)(23)[-t X_{3} + \frac{1}{2}(1 - s - t) X_{2}] \frac{\Pi \cdot f_{s}}{(12)^{2} (34)^{2} Y} .
\] (174)

Further, it is convenient to use the harmonic cross-ratio $U$ introduced in (163) and rewrite
\[ \Pi \cdot f_s = \frac{1}{(12)^2(34)^2} \frac{1}{x_{12}^4 x_{34}^4} \frac{a_s - \frac{c_s}{s} U + \frac{b_s}{s} U^2}{1 + \frac{1 + s - t}{s} U + \frac{1}{s} U^2} , \] (175)

after which the harmonic derivative \( \partial_4^- \) in (174) can be computed using the identity

\[ \partial_4^- U = -\frac{(12)(13)(23)}{(12)^2(34)^2} . \]

Repeating the same procedure for the other bracket in (173) and collecting all the terms proportional to the vector \( X_2 \), we obtain the following contribution to the vector \( A^\mu \):

\[ 2i(12)(13)(23) \left[ \frac{c}{s} + \beta_0 \frac{1 + \frac{\beta_1}{\beta_0} U + \frac{\beta_2}{\beta_0} U^2}{1 + \frac{1 + s - t}{s} U + \frac{1}{s} U^2} \right] X_2^\mu \] (176)

where

\[ \beta_0 = c_s + 2(1 - t)a_s - 2t a_t , \]
\[ \beta_1 = 2a_s \frac{2}{s} b_s + 2t c_t + \frac{s + t - 1}{s} c_s , \]
\[ \beta_2 = -2 \frac{2}{s} b_s - 2t b_t - \frac{1}{s} c_s . \] (177)

We still have to compute the \( X_3 \) contribution to \( A^\mu \), but even before this we can already impose the level 1 constraint (169) on the \( X_2 \) contribution (the vectors \( X_2 \) and \( X_3 \) are linearly independent and \( \partial_4^- X_2 = \partial_4^- X_3 = 0 \)). The first term in (176) does not depend on \( u_4 \). The second term is the ratio of two polynomials of degree 2 in the cross-ratio \( U \). It is easy to see that its derivative vanishes only if the two polynomials are equal,

\[ 1 + \frac{\beta_1}{\beta_0} U + \frac{\beta_2}{\beta_0} U^2 = 1 + \frac{1 + s - t}{s} U + \frac{1}{s} U^2 . \] (178)

Comparing the coefficients in front of \( U \) and \( U^2 \), we obtain the following constraints:

\[ c_s = (t - 1)a_s + ta_t - b_s - \frac{t}{s} b_t , \]
\[ c_t = -sa_s - sa_t + b_s + \frac{t - 1}{s} b_t \] (179)

constituting our main result. This is a set of two linear first-order partial differential equations for the three coefficient functions \( a, b, c \). These equations can only determine two of the three functions. Indeed, let us make the change of variables

\[ a = \alpha + \gamma + \frac{1}{s} b , \quad c = -s \gamma + \frac{t - s - 1}{s} b , \] (180)

after which (179) becomes
\[
\begin{align*}
\gamma_s &= -\alpha_s - \alpha_t, \\
t\gamma_t + \gamma &= s\alpha_s + (s - 1)\alpha_t \\
\end{align*}
\]  

(181)

and we see that \( b \) has dropped out. The set of first-order coupled differential equations (181) can be equivalently rewritten as a set of second-order independent ones:

\[
\begin{align*}
s\alpha_{ss} + t\alpha_{tt} + (s + t - 1)\alpha_{st} + 2(\alpha_s + \alpha_t) &= 0, \\
s\gamma_{ss} + t\gamma_{tt} + (s + t - 1)\gamma_{st} + 2(\gamma_s + \gamma_t) &= 0. \\
\end{align*}
\]  

(182)

These constraints are the same as eqs. (79) obtained in section 2 in the coordinate approach.

To compute the contribution to \( A^\mu \) proportional to \( X_3 \) we go through the same steps. This time we do not find any new constraints. The final form of the vector \( A^\mu \) is

\[
A^\mu = 2i(12)(13)(23) \left( A \frac{X_2^\mu}{x_{12}^4 x_{34}^4 s} + B \frac{X_3^\mu}{x_{12}^4 x_{34}^4 t} \right)
\]  

(183)

where

\[
A = sc_s + 2(1 - t)sa_s - 2sta_t + c, \quad B = -\frac{t^2}{s}(c_t + 2sa_s + 2sta_t). \quad (184)
\]

The remaining step is to impose the level 2 constraint (170). This is facilitated by the useful property

\[
\partial_4 \mu \left( \frac{X_2^\mu}{x_{12}^4 x_{34}^4 s} \right) = \partial_4 \mu \left( \frac{X_3^\mu}{x_{12}^4 x_{34}^4 t} \right) = 0
\]

of the basis vectors in (183), so we only have to differentiate the scalar coefficients \( A \) and \( B \). Using the identities (172) and (161), we obtain the constraint

\[
\partial_4 \mu A^\mu = 0 \quad \Rightarrow \quad -\frac{t}{s}A_t - B_t + \frac{1}{2s} \left( \frac{t^2}{s}A_t + \frac{2t}{1 - s - t}B_s \right) = 0. \quad (185)
\]

Making the change of variables (180) and after some algebra we discover that this is a corollary of the second-order differential equations (182). So, level 2 does not give rise to any new constraints.

#### 4 Conclusions

We see that using either method of analysing analyticity for the four-point charge 2 correlator leads to the same result: The requirements of H-analyticity and superconformal covariance yield constraints which fix the form of the four-point correlator (140) up to an arbitrary function of the conformal cross-ratios. An interesting solution to these constraints is provided by the explicit computation of the correlator at two loops carried out in [4, 13]. The result for the level 0 component is

\[
\Phi(s, t) \left[ \frac{(12)^2(34)^2}{x_{12}^4 x_{34}^4} + \frac{(14)^2(23)^2}{x_{14}^4 x_{23}^4} - s + \frac{(12)(23)(34)(41)}{x_{12}^2 x_{23}^2 x_{34}^2 x_{41}^2}(t - s - 1) \right].
\]  

(186)
Here $\Phi(s,t) = \Phi(t,s) = \frac{1}{s} \Phi(\frac{1}{s}, \frac{1}{t})$ is a function given by the one-loop scalar box integral. This solution is symmetric under the exchange $1 \leftrightarrow 3$ and is determined by the asymptotic behaviour

$$\lim_{x_{14} \to 0} c(s,t) = 0$$

(see [4] for details). It is interesting to note how the result (186) was obtained: the two-loop calculation in [4] only provided us with the explicit form of the first two terms in (186); the third term was given as a complicated two-loop integral; the subsequent use of the differential equations (182) in conjunction with the boundary conditions following from the known asymptotic behaviour of the two-loop integral allowed us [13] to solve for the third term as in (186).

We have shown for a number of cases that harmonic analyticity at all orders in an expansion of a correlator in the odd variables is assured by the constraints arising from the lowest and the linear order. We conjecture that this is a general feature.
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