Abstract—Local and inter-area oscillations in bulk power systems are typically identified using spatial profiles of poorly damped modes, and they are mitigated via carefully tuned decentralized controllers. In this paper, we employ non-modal tools to analyze and control inter-area oscillations. Our input-output analysis examines power spectral density and variance amplification of stochastically forced systems and offers new insights relative to modal approaches. To improve upon the limitations of conventional wide-area control strategies, we also study the problem of signal selection and optimal design of sparse and block-sparse wide-area controllers. In our design, we preserve rotational symmetry of the power system by allowing only relative angle measurements in the distributed controllers. For the IEEE 39 New England model, we examine performance tradeoffs and robustness of different control architectures and show that optimal retuning of fully-decentralized control strategies can effectively guard against local and inter-area oscillations.

I. INTRODUCTION

Inter-area oscillations in bulk power systems are associated with the dynamics of power transfers and involve groups of synchronous machines that oscillate relative to each other. These system-wide oscillations arise from modular network topologies, heterogeneous machine dynamics, adversely interacting controllers, and large inter-area power transfers. With increased system loads and deployment of renewables in remote areas, long-distance power transfers will eventually outpace the addition of new transmission facilities. This induces severe stress and performance limitations on the transmission network and may even cause instability and outages [1].

Traditional analysis and control of inter-area oscillations is based on modal approaches [2], [3]. Typically, inter-area oscillations are identified from the spatial profiles of eigenvectors and participation factors of poorly damped modes [4], [5], and they are damped via decentralized controllers, whose gains are carefully tuned using root locus [6], [7], pole placement [8], adaptive [9], robust [10], and optimal [11] control strategies. To improve upon the limitations of decentralized control, recent research centers at distributed wide-area control strategies that involve the communication of remote signals [12], [13]. The wide-area control signals are typically chosen to maximize modal observability metrics [14], [15], and the control design methods range from root locus criteria to robust and optimal control approaches [16]–[18].

The spatial profiles of the inter-area modes together with modal controllability and observability metrics were previously used to indicate which wide-area links need to be added and how supplemental damping controllers have to be tuned. Here, we investigate a novel approach to analysis and control of inter-area oscillations. We use input-output analysis to study oscillations in stochastically forced power systems. A similar approach was recently employed to quantify performance of consensus and synchronization networks [19], [20].

To identify wide-area control architectures and design optimal sparse controllers, we invoke the paradigm of sparsity-promoting optimal control [21]–[24]. Recently, this framework was successfully employed for wide-area control of power systems [25]–[28]. Here, we follow the formulation developed in [24] and find a linear state feedback that simultaneously optimizes a quadratic optimal control criterion (associated with incoherent and poorly damped oscillations) and induces a sparse control architecture. Our design departs from recent results [25]–[28] at two levels: first, we preserve rotational symmetry of the original power system by allowing only relative angle measurements in the distributed controller and, second, we allow identification of block-sparse control architectures, where sparsity is promoted at the level of submatrices.

We illustrate the utility of our approach using the IEEE 39 New England model [29]. We show how different sparsity-promoting penalty functions can be used to achieve a desired balance between closed-loop performance and communication complexity. In particular, we demonstrate that the addition of certain long-range communication links and careful retuning of the local controllers represent an effective means for improving system performance. For the New England model, it turns out that properly retuned and fully-decentralized controllers can perform almost as well as the optimal centralized controllers. Our results thus provide a constructive answer to the much-debated question of whether locally observable oscillations in a power network are also locally controllable [30].

The remainder of the paper is organized as follows. In Section II we briefly summarize the model, highlight causes of inter-area oscillations, and provide background on input-output analysis of power systems. In Section III we formulate sparse and block-sparse optimal wide-area control problems under the relative angle measurement restriction. In Section IV we apply our sparse controllers to the IEEE 39 New England power grid and compare performance of open- and closed-loop systems. Finally, in Section V we conclude the paper.
II. BACKGROUND ON POWER SYSTEM OSCILLATIONS

A. Modeling and control preliminaries

A power network is described by a nonlinear system of differential-algebraic equations. Differential equations govern the dynamics of generators and their controllers, and the algebraic equations describe quasi-stationary load flow and circuitry of generators and power electronics [31]. A linearization around a stationary operating point and elimination of the algebraic equations yield a linearized state-space model

$$\dot{x} = Ax + B_1 d + B_2 u.$$  (1)

Here, $x(t) \in \mathbb{R}^n$ is the state, $u(t) \in \mathbb{R}^m$ is the generator excitation control input, and $d(t) \in \mathbb{R}^p$ is the stochastic disturbance which may arise from power imbalance and uncertain load demands [31]. For example, the choice $B_1 = B_2$ can be used to quantify and mitigate the impact of noisy or lossy communication among spatially distributed controllers [26].

The dominant electro-mechanical dynamics of a power system are given by the linearized swing equations [31],

$$M_i \ddot{\theta}_i + D_i \dot{\theta}_i + \sum_j L_{ij} (\theta_i - \theta_j) = 0.$$  

These equations are obtained by neglecting fast electrical dynamics and eliminating the algebraic load flow. Here, $\theta_i$ and $\ddot{\theta}_i$ are the rotor angle and frequency of generator $i$, $M_i$ and $D_i$ are the generator inertia and damping coefficients, and $L_{ij}$ is the $(i,j)$ element of the network susceptance matrix indicating the interactions between generators $i$ and $j$ [26]. Even though the swing equations do not fully capture complexity of power systems, they nicely illustrate the causes of inter-area oscillations: Inter-area oscillations originate from sparse links between densely connected groups of generators (so-called areas). These areas can be aggregated into coherent groups of machines which swing relative to each other using the slow coherency theory [32], [33]. Our goal is to design wide-area controllers to suppress inter-area oscillations.

Under a linear state-feedback,

$$u = -Kx$$

the closed-loop system takes the form

$$\begin{align*}
\dot{x} &= (A - B_2 K) x + B_1 d \\
z &= \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = \begin{bmatrix} Q^{1/2} \\ -R^{1/2} K \end{bmatrix} x
\end{align*}$$

where $z$ is a performance output with state and control weights $Q$ and $R$. We choose $R$ to be the identity matrix and a state objective that quantifies a desired potential energy and the kinetic energy stored in the electro-mechanical dynamics,

$$x^T Q x = \theta^T Q_\theta \theta + \frac{1}{2} \dot{\theta}^T M \dot{\theta}.$$  

Here, $M = \text{diag} (M_i)$ is the inertia matrix and the matrix $Q_\theta$ penalizes the deviation of angles from their average $\bar{\theta}(t) := (1/N) \mathbf{1}^T \theta(t)$,

$$Q_\theta = I - \frac{1}{N} \mathbf{1} \mathbf{1}^T.$$  (3)

where $N$ is the number of generators and $\mathbf{1}$ is the vector of all ones. In a power system without a slack bus, the generator rotor angles are only defined in a relative frame of reference, as can be observed in the swing equations. Thus, they can be rotated by a uniform amount without changing the fundamental dynamics [1]. We preserve this rotational symmetry and study problems in which only differences between the components of the vector $\theta(t) \in \mathbb{R}^N$ enter into (2). As a result of the rotational symmetry, both the open-loop $A$-matrix and the performance weight $Q_\theta$ have an eigenvalue at zero which characterizes the mean of all rotor angles.

By expressing the state vector as

$$x(t) := \begin{bmatrix} \theta(t) \\ r(t) \end{bmatrix} \in \mathbb{R}^n$$

where $r(t) \in \mathbb{R}^{n-N}$ represents the rotor frequencies and additional states that account for fast electrical dynamics, we arrive at the structural constraints on the matrices in (2).

$$A \begin{bmatrix} 1 \\ 0 \end{bmatrix} = 0, \quad Q_\theta \mathbf{1} = 0, \quad K \begin{bmatrix} 1 \\ 0 \end{bmatrix} = 0.$$  

In earlier work [25], [26], we have removed this rotational symmetry by adding a small regularization term to the diagonal elements of the matrix $Q_\theta$. This has resulted in a controller that requires the use of absolute angle measurements to stabilize the average rotor angle. Such a regularization induces a slack bus (a reference generator with a fixed angle) and thereby alters the structure of the original power system.

In this paper, we preserve the natural rotational symmetry by restricting our attention to relative angle measurements. This requirement implies that the average rotor angle has to remain invariant under the state feedback $u = -Kx$. To cope with these additional structural constraints, the sparsity-promoting approach of [23] has been recently augmented in [24].

To eliminate the average-mode $\bar{\theta}$ from (2) we introduce the following coordinate transformation [24],

$$x = \begin{bmatrix} \theta \\ r \end{bmatrix} = \begin{bmatrix} U & 0 \\ 0 & I \end{bmatrix} \xi + \begin{bmatrix} 1 \\ 0 \end{bmatrix} \bar{\theta}$$

where the columns of the matrix $U \in \mathbb{R}^{N \times (N-1)}$ form an orthonormal basis that is orthogonal to span $(\mathbf{1})$. For example, these columns can be obtained from the $(N-1)$ eigenvectors of the matrix $Q_\theta$ in (3) that correspond to the non-zero eigenvalues. In the new set of coordinates, $\xi(t) = T^T x(t) \in \mathbb{R}^{n-1}$, the closed-loop system takes the form

$$\begin{align*}
\dot{\xi} &= (\bar{A} - \bar{B}_2 F) \xi + \bar{B}_1 d \\
z &= \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = \begin{bmatrix} Q^{1/2} \\ -R^{1/2} F \end{bmatrix} \xi
\end{align*}$$

where

$$\bar{A} := T^T A T, \quad \bar{B}_i := T^T B_i, \quad \bar{Q}^{1/2} := Q^{1/2} T.$$  

The feedback matrices $K$ and $F$ (in the original $x$ and new $\xi$ coordinates, respectively) are related by

$$F = KT \Leftrightarrow K = FT^T.$$  

Because of a marginally stable average mode, the matrix
A in (2) is not Hurwitz. The coordinate transformation [4] eliminates the average angle $\bar{\theta}$ from (2), thereby leading to [3] with Hurwitz $A$. In the presence of stochastic disturbances, $\bar{\theta}(t)$ drifts in a random walk. Since $\bar{\theta}$ is not observable from the performance output $z$ (which quantifies the mean-square deviation from angle average, kinetic energy, and control effort), $z$ has a finite steady-state variance. This variance is determined by the square of the $\mathcal{H}_2$ norm of system (5).

### B. Power spectral density and variance amplification

The conventional analysis of inter-area oscillations in power systems is based on spatial profiles of eigenvectors and participation factors of poorly damped modes. Similarly, traditional control design builds on a modal perspective [4], [5]. In systems with non-normal $A$-matrices, modal analysis may lead to misleading conclusions about transient responses, amplification of disturbances, and robustness margins [34], [35]. Non-normal matrices are common in power systems; such matrices do not have orthogonal eigenvectors and they cannot be diagonalized via unitary coordinate transformations.

In what follows, we utilize an approach that offers additional and complementary insights to modal analysis. This approach is based on the input-output analysis, where the input $d$ is the source of excitation and the output $z$ is the quantity that we care about. In stochastically forced systems, input-output analysis amounts to the study of power spectral density and variance amplification. Our approach builds on the $\mathcal{H}_2$ paradigm [36], which analyzes and mitigates amplification of white stochastic disturbances.

We next provide a brief overview of the power spectral density and variance amplification analyses of linear dynamical systems. Let $H(j\omega)$ denote the frequency response of [5],

$$z(j\omega) = H(j\omega) d(j\omega).$$

The Hilbert-Schmidt norm determines the power spectral density of $H(j\omega)$,

$$\|H(j\omega)\|_{\text{HS}}^2 = \text{trace} (H(j\omega) H^*(j\omega)) = \sum \sigma_i^2 (H(j\omega))$$

where $\sigma_i$’s are the singular values of the matrix $H(j\omega)$. The $\mathcal{H}_2$ norm quantifies the steady-state variance (energy) of the output $z$ of stochastically forced system (5). It is obtained by integrating the power spectral density over all frequencies [36],

$$\|H\|_2^2 := \lim_{t \to \infty} \text{E} (z^T(t) z(t)) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \|H(j\omega)\|_{\text{HS}}^2 \, d\omega$$

where $\text{E}$ is the expectation operator. Equivalently, the matrix solution $X$ to the Lyapunov equation,

$$(\bar{A} - \bar{B}_2 F) X + X (\bar{A} - \bar{B}_2 F)^T = -\bar{B}_1 \bar{B}_1^T$$

can be used to compute the $\mathcal{H}_2$ norm [36],

$$J(F) := \|H\|_2^2 = \text{trace} \left( X (\bar{Q} + F^T R F) \right) = \text{trace} (Z_1) + \text{trace} (Z_2).$$

Here, $X$ is the steady-state covariance matrix of the state $\xi$ in (5), $X := \lim_{t \to \infty} \text{E} (\xi(t) \xi^T(t))$, and the covariance matrices of the outputs $z_1$ and $z_2$ are determined by

$$Z_1 := \lim_{t \to \infty} \text{E} (z_1(t) z_1^T(t)) = \bar{Q}\bar{Q}^T$$

$$Z_2 := \lim_{t \to \infty} \text{E} (z_2(t) z_2^T(t)) = \bar{R}\bar{R}^T.$$

Note that $\text{trace}(Z_1)$ and $\text{trace}(Z_2)$ quantify the system’s kinetic and potential energy and the control effort, respectively. In particular, the eigenvalue decomposition of the matrix $Z_1$,

$$Z_1 = \sum \lambda_i y_i^T y_i$$

determines contribution of different orthogonal modes $y_i$ to the kinetic and potential energy in statistical steady-state. The total energy is given by $\text{trace}(Z_1)$, i.e., the sum of the eigenvalues $\lambda_i$ of the covariance matrix $Z_1$. Each mode $y_i$ contributes $\lambda_i$ to the variance amplification and the spatial structure of the most energetic mode is determined by the principal eigenvector $y_1$ of the matrix $Z_1$.

### III. SPARSE AND BLOCK-SPARSE OPTIMAL CONTROL

In this section, we study the problem of optimal signal selection and optimal design of wide-area controllers. We approach this problem by invoking sparsity-promoting versions of the standard $\mathcal{H}_2$ optimal control formulation. We build on the framework developed in [21]–[24] which is aimed at finding a state feedback that simultaneously optimizes the closed-loop variance and induces a sparse control architecture. This is accomplished by introducing additional regularization terms to the optimal control problem. These serve as proxies for penalizing the number of communication links in the wide-area controller, thereby inducing a sparse control architecture.

#### A. Elementwise sparsity

As shown in Section II-B, the $\mathcal{H}_2$ norm of system (5) is determined by (6). While the $\mathcal{H}_2$ performance is expressed in terms of the feedback matrix $F$ in the new set of coordinates, it is necessary to enhance sparsity of the feedback matrix $K$ in the physical domain. A desired tradeoff between the system’s performance and the sparsity of $K$ is achieved by solving the regularized optimal control problem [24],

$$\begin{align*}
\text{minimize} & \quad J(F) + \gamma g(K) \\
\text{subject to} & \quad FT^T - K = 0.
\end{align*}$$

(7)

The regularization term in (7) is given by the weighted $\ell_1$-norm of $K$,

$$g(K) := \sum_{i,j} W_{ij} |K_{ij}|$$

which is an effective proxy for inducing elementwise sparsity [37]. The weights $W_{ij}$’s are updated iteratively using the solution to (7) from the previous iteration; see [37] for details.

We solve the optimal control problem (7) for different values of the positive regularization parameter $\gamma$ via the alternating direction method of multipliers; see [23], [24] for algorithmic details. This allows us to identify a parameterized family of distributed control architectures that strikes an optimal balance between competing performance and sparsity requirements.
B. Block sparsity

In power systems, only rotor angle differences enter into the dynamics and information about absolute angles is not available. It is thus advantageous to treat rotor angles separately from the remaining states in the control design. We partition $K$ conformably with the partition of the state vector $x$,

$$K = \begin{bmatrix} K_{\theta} & K_r \end{bmatrix}$$

where $K_{\theta}$ and $K_r$ are the feedback gains acting on the rotor angles and the remaining states, respectively.

The actuators in wide-area control range from Power System Stabilizers (PSSs) to power electronics devices (FACTS) to HVDC links. While our design methodology is general, in the sequel we restrict our presentation to PSSs. For PSSs the control action is usually formed in a fully-decentralized fashion using local measurements of frequencies and power injections. We represent the vector $r$ as

$$r = \begin{bmatrix} r_1^T & \cdots & r_N^T \end{bmatrix}^T$$

where $r_i$ is the vector of states of the controlled generator $i$ (modulo angles). If $K_r$ is partitioned conformably with the partition of the vector $r$, then the block-diagonal elements of $K_r$ provide a means for retuning the local control action. Since $r_i$ is readily available to the controller of generator $i$, in what follows we do not introduce sparsity-promoting penalty on the block-diagonal elements of $K_r$. On the other hand, there are many options for treating the components of $K_{\theta}$ associated with the states of other generators. We next illustrate three possible options.

Consider a system of four generators with controllers. The states of each controlled generator are given by angle, frequency, fluxes, and excitation control system; see Fig. 1. Sparsity of the inter-generator control gains can be enhanced either via elementwise or group penalties. Inter-generator information exchange can be treated with an elementwise penalty on the block-diagonal elements of $K_r$. On the other hand, group penalties [38] can be imposed either on the states of individual generators or on the states of all other generators; cf. Figs. 1b and 1c.

![Fig. 1: Block structure of the feedback matrix $K$. • denote relative angle feedback gains, • and ● represent local and inter-generator frequency and PSS gains, respectively.](image)

The above objectives can be accomplished by solving the sparsity-promoting optimal control problem

$$\begin{aligned}
\text{minimize} & \quad J(F) + \gamma_{\theta} g_{\theta}(K_{\theta}) + \gamma_r g_r(K_r) \\
\text{subject to} & \quad FT^T - \begin{bmatrix} K_{\theta} & K_r \end{bmatrix} = 0
\end{aligned}$$

(8)

where

$$g_{\theta}(K_{\theta}) := \sum_{i,j} W_{ij} |K_{\theta ij}|.$$  (9a)

On the other hand, for the three cases discussed and illustrated in Fig. 1 the corresponding regularization functions are

$$g_{r1}(K_r) := \sum_{i,j} W_{ij} |(I_s \circ K_r)_{ij}|$$

(9b)

$$g_{r2}(K_r) := \sum_{i \neq k} \beta_{ik} W_{ik} \|e_i^T(I_s \circ K_r) \circ v_k^T\|_2$$

(9c)

$$g_{r3}(K_r) := \sum_i \beta_i W_i \|e_i^T(I_s \circ K_r)\|_2$$

(9d)

where $i = \{1, \ldots, m\}$, $j = \{1, \ldots, n-N\}$, $k = \{1, \ldots, N\}$, and

$$\beta_{ik} = \text{card} (e_i^T(I_s \circ K_r) \circ v_k^T),$$

$$\beta_i = \text{card} (e_i^T(I_s \circ K_r)).$$

The elementwise penalty (9b) eliminates individual components of the feedback gain. In contrast, the group penalties (9c) and (9d) simultaneously eliminate feedback gains associated with a particular generator or feedback gains associated with all other generators, respectively. The cardinality function \(\text{card}(\cdot)\) in (9e) counts the number of nonzero elements of a matrix, \(\circ\) is elementwise matrix multiplication, \(I_s \in \mathbb{R}^{m \times (n-N)}\) is the structural identity matrix (see Fig. 2) for the structure of \(I_s\), \(e_i \in \mathbb{R}^m\) is the \(i\)th unit vector, and \(v_k \in \mathbb{R}^{n-N}\) is the structural identity vector. This vector is partitioned conformably with the partition of the vector $r$,

$$v_k := \begin{bmatrix} \vartheta_1^T & \cdots & \vartheta_N^T \end{bmatrix}^T$$

where $\vartheta_l = \mathbb{1}$ for $l = k$ and $\vartheta_l = 0$ for $l \neq k$.

We note that the Euclidean norm ($\|\cdot\|_2$, not its square) is a widely used regularizer for enhancing group sparsity [38]. The group weights $W_{ik}$’s and $W_{i}$’s are updated iteratively using the solution to (8) from the previous iteration [37]. The scaling factors $\beta_{ik}$ and $\beta_i$ account for variations in the group sizes.

IV. CASE STUDY: IEEE 39 NEW ENGLAND MODEL

The IEEE 39 New England Power Grid model consists of 39 buses and 10 detailed two-axis generator models; see Fig. 3. All loads are modeled as constant power loads. Generators 1 to 9 are equipped with PSSs, and generator 10 is an equivalent aggregated model representing the transmission network of a neighboring area. This generator has an inertia which is an order of magnitude larger than the inertia of other generators.

The uncontrolled open-loop system is unstable, and PSSs are used for stabilization and to suppress local oscillations.

![Fig. 2: Structural identity matrix $I_s$ with • representing locations of 1’s.](image)
For the subsequent analysis and the wide-area control design, we assume that the PSS inputs are embedded in the open-loop matrix \( A \in \mathbb{R}^{75 \times 75} \) in (2). The transfer function of the local PSS controller on the \( i \)th generator is given by

\[
u_i(s) = k_i \cdot \frac{T_{w,i}s}{1 + T_{w,i}s} \cdot \frac{1 + T_{n1,i}s}{1 + T_{d1,i}s} \cdot \frac{1 + T_{n2,i}s}{1 + T_{d2,i}s} \cdot \theta_i(s)
\]

with controller gains \( T_{w,i} = 5 \), \( T_{n1,i} = T_{n2,i} = 0.1 \), \( T_{d1,i} = T_{d2,i} = 0.01 \), \( k_i = 3 \) for \( i \in \{1, \cdots, 9\} \). This set of PSS control gains stabilizes the unstable open-loop system, but it still features several poorly-damped modes. Our objective is to augment the local PSS control strategy with an optimal wide-area controller in order to simultaneously guard against inter-area oscillations and weakly damped local oscillations.

Our computational experiments can be reproduced using the code available at:

www.umn.edu/~mihailo/software/lqrsp/matlab-files/lqrsp_wac.zip

### A. Analysis of the open-loop system

Despite the action of the local PSS controllers, modal and participation factor analyses reveal the presence of six poorly-damped modes in the New England power grid model; see Table I. Mode 4 is a local mode because it only involves oscillations between generators 2 and 3, which belong to the same coherent group. All other modes are inter-area modes where groups of generators oscillate against each other. Since these inter-area modes are poorly damped with damping ratios as low as 1.20% and 2.61%, the local PSS controllers need to be complemented by supplementary wide-area controllers to improve the damping of the inter-area oscillations.

We depart from the modal perspective and examine the power spectral density and variance amplification of the open-loop system. This type of analysis allows us to identify (i) the temporal frequencies for which large amplification occurs; and (ii) the spatial structure of strongly amplified responses.

Figure 4 illustrates the power spectral density of the open-loop system. The largest peak occurs at \( \omega_1 = 7.2925 \text{ rad/s} \) (\( f_1 = \omega_1/2\pi = 1.1606 \text{ Hz} \)) and it corresponds to mode 1 in Table I. Another resonant peak at \( \omega_2 = 4.0930 \text{ rad/s} \) (\( f_2 = 0.6514 \text{ Hz} \)) corresponds to mode 6 in Table I. The red dots in Fig. 4(b) indicate all six poorly-damped modes.

The contribution of each generator to the steady-state variance is shown in Fig. 5. The diagonal elements of the output covariance matrix \( Z_1 \) contain information about mean-square deviation from angle average and variance amplification of frequencies of the individual generators. From Fig. 5, we see that the largest contribution to the variance amplification arises from the misalignment of angles of generators 1, 5, and 9, and misalignment of frequencies of generators 1 and 9.

Similar observations can be made from Fig. 6. In Fig. 6(a), we observe two dominant eigenvalues of the output covariance matrix \( Z_1 \). We also show the spatial structure of the three principal eigenvectors (modes) of \( Z_1 \), which contain 47.5% of the total variance. Although the angle and frequency fluctuations in experiments and nonlinear simulations are expected to be more complex than the structures presented in Fig. 6, the spatial profiles identified here are likely to play significant role in amplification of disturbances in power systems.

### B. Sparsity-promoting optimal wide-area control

We next illustrate that the addition of certain long-range communication links and careful retuning of the local excitation controllers are effective means for improving the system performance and increasing its resilience to inter-area oscillations.

1) **Elementwise sparsity:** We first consider an optimal sparse controller whose structure is identified using the solution to (7). Sparsity patterns of the feedback matrix \( K \in \mathbb{R}^{75 \times 75} \)
that act on the remaining states of generators 10; the group penalty (9d) yields block-diagonal feedback gains for different values of $\gamma$. The blue dots denote information coming from the generators on which the particular controller acts, and the red dots identify information that needs to be communicated from other generators. For $\gamma = 0.0818$, the identified wide-area control architecture imposes the following requirements: (i) the controller of generator 9, which contributes most to the variance amplification of both angles and frequencies, requires angle and field voltage measurements of the aggregate generator 10; (ii) the controller of generator 5 requires the difference between its angle and the angle of the equivalenced model 10; and (iii) the controllers of generators 1, 4, and 7 utilize the field voltage information of generators 10, 5, and 6, respectively.

When $\gamma$ is increased to 0.1548, only one long-range link remains. This link is identified by the red dot in Fig. 7b, indicating that the controller of generator 9 requires access to the angle mismatch relative to generator 10. By further increasing $\gamma$ to 0.25, we obtain a fully-decentralized controller. Compared to the optimal centralized controller, our fully-decentralized controller degrades the closed-loop performance by about 3.02%; see Fig. 8. This fully-decentralized controller can be embedded into the local generator excitation system by directly feeding the local measurements to the automatic voltage regulator, thereby effectively retuning the PSS controller.

In earlier work [25], [26], a small regularization term was added to the diagonal elements of the matrix $Q_\theta$ in order to provide detectability of the average mode. This has resulted in a controller that requires access to the absolute angle measurements to stabilize the average rotor angle. Our results indicate that long-range links identified in [25], [26] do not have significant influence on the system performance.

2) Block sparsity: Three identified sparsity patterns of the feedback matrix resulting from the solution to (8), with $g_\theta$ and $g_r$ given by (9a) and (9b), are shown in Fig. 9. In all three cases, structures of the angle feedback gains agree with the elementwise sparse controllers; cf. Fig. 7. On the other hand, the group penalty (9c) yields block-diagonal feedback gains that act on the remaining states of generators 1-9. Since no information exchange with aggregate generator 10 is required, this part of the controller can be implemented in a fully-decentralized fashion in all three cases.

Compared to the optimal centralized controller, a fully-decentralized controller with structure shown in Fig. 9c compromises performance by only 2.34%; see Fig. 10. We recall that the fully-decentralized controller with structure shown in Fig. 7c degrades performance by 3.02%; cf. Fig. 8. Since the block-sparse controller has more degrees of freedom than the elementwise sparse controller, performance improvement does not come as a surprise. We finally note that the jumps in the number of non-zero elements in Fig. 10 are caused by

![Fig. 6: (a) Eigenvalues of $Z_1$; (b) $\lambda_2(Z_1)$; (c) $\lambda_3(Z_1)$; (d) $\lambda_3(Z_1)$.](image)

![Fig. 7: Sparsity patterns of $K$ resulting from (7).](image)

![Fig. 8: Performance vs sparsity comparison of sparse $K$ and the optimal centralized controller $K_c$ for 50 logarithmically-spaced points $\gamma \in [10^{-4}, 0.25]$.](image)

![Fig. 9: Sparsity patterns of $K$ resulting from (8).](image)
Fig. 10: Performance vs sparsity comparison of block-
sparse $K$ and the optimal centralized controller $K_c$ for 50
logarithmically-spaced points $\gamma = \gamma_0 = \gamma_f \in [10^{-4}, 0.25]$.

Fig. 11: Power spectral density comparison.

elimination of the entire off-diagonal rows of the feedback
gain $K_r$ that acts on states different from relative angles.

C. Comparison of open- and closed-loop systems

We next compare performance of the open-loop system
and the closed-loop systems with optimal centralized and
fully-decentralized sparse and block-sparse controllers. The
structures of these fully-decentralized controllers are shown in
Fig. 7c and Fig. 9c, respectively. Figure 11 provides a com-
parison between the power spectral densities of the four cases.
All three controllers successfully suppress the resonant peaks
associated with the poorly-damped modes and significantly
improve performance. We also note that the fully-decentralized
sparse controllers perform almost as well as the optimal cen-
tralized controller at high frequencies; for low frequencies,
we observe minor discrepancy that accounts for 2–3% of
performance degradation in the variance amplification.

Figure 12 displays the eigenvalues of the output covariance
matrix $Z_1$ for the four cases mentioned above. Relative to the
open-loop system, all three feedback strategies significantly
reduce the variance amplification. A closer comparison of the
closed-loop systems reveals that the diagonal elements of the
output covariance matrix are equalized and balanced by both
the optimal centralized and the decentralized controllers; see
Fig. 12b. Similar to the modal observations discussed in [26],
the optimal sparse and block-sparse feedback gains not only
increase the damping of the eigenvalues associated with the
inter-area modes, but also structurally distort these modes by
rotating the corresponding eigenvectors.

D. Robustness analysis

We close this section by examining robustness to the op-
erating point changes of both open- and closed-loop systems.
Random load perturbations are used to modify the operating
point of the nonlinear system. The loads, that are used for
the analysis and control synthesis, are altered via uniformly
distributed perturbations that are within $\pm 20\%$ of the nomi-
nal loads. The performance of the nominal centralized and
decentralized controllers on the perturbed linearized model is
evaluated by examining the closed-loop $H_2$ norm.

Figure 13 shows the distribution of performance change
for 10,000 operating points around the original equilibria.
We observe bell-shaped distributions with symmetric and
narrow spread around the nominal performance. In spite of
significant changes in the operating points, both centralized
and fully-decentralized controllers are within 2% of the nomi-
nal performance. In contrast, same perturbations can degrade
performance of the open-loop system by as much as 15%.
Thus, our decentralized controllers also reduce the sensitivity
and improve the robustness with respect to setpoint changes.

To account for delays in communication channels, asyn-
chronous measurements, and fast unmodeled dynamics, we
utilize multivariable phase margin to quantify the robustness of
our sparse optimal controllers. In Fig. 14, we investigate how
the phase margins of the closed-loop systems change with the
sparsity-promoting parameter $\gamma$. As our emphasis on sparsity
increases, multivariable phase margins degrade gracefully and
stay close to a desirable phase margin of 60°.

Our approach thus provides a systematic way for designing
optimal sparse controllers with favorable robustness margins
and performance guarantees even in a fully-decentralized case.
V. CONCLUDING REMARKS

We have analyzed inter-area oscillations in power systems by studying their power spectral densities and output covariances. Our analysis of the open-loop system identifies poorly-damped modes that cause inter-area oscillations. We have also designed sparse and block-sparse feedback controllers that use relative angle measurements to achieve a balance between system performance and controller architecture. By placing increasing weight on the sparsity-promoting term we obtain fully-decentralized feedback gains. Performance comparisons of open- and closed-loop systems allowed us to understand the effect of the control design approach both in terms of system performance and with regards to the resulting control architecture. For the IEEE 39 New England model we have successfully tested our analysis and control design algorithms. We have also provided a systematic method for optimal retuning of fully-decentralized excitation controllers that achieves comparable performance to the optimal centralized controller.
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