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Abstract

We calculate the effect of a spatially dependent effective mass (SPDEM) [adapted from R. N. Costa Filho et al. Phys. Rev. A., 84 050102 (2011)] on an electron and hole confined in a quantum well (QW). In the work of Costa Filho et al., the translation operator is modified to include an inverse character length scale, $\gamma$, which defines the SPDEM. The introduction of $\gamma$ means translations are no longer additive. In nonadditive space, we choose a ‘skewed’ Gaussian confinement potential defined by the replacement $x \rightarrow \gamma^{-1} \ln(1 + \gamma x)$ in the usual Gaussian potential. Within the parabolic approximation $\gamma$ is inversely related to the QW thickness and we obtain analytic solutions to our confinement Hamiltonian. Our calculation yields a reduced dispersion relation for the gap energy ($E_G$) as a function of QW thickness, $D$: $E_G \sim D^{-1}$, compared to the effective mass approximation: $E_G \sim D^{-2}$. Additionally, nonadditive space contracts the position space metric thus increasing the occupied momentum space and reducing the effective mass, in agreement with the relation: $m^* - 1 \propto \partial^2 E / \partial k^2$. The change in the effective mass is shown to be a function of the confinement potential via a point canonical transformation. Our calculation agrees with experimental measurements of $E_G$ for Si and Ge QWs.
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1. Introduction

The introduction of a spatially dependent effective mass (SPDEM) in the Hamiltonian has benefited research from quantum gravity to condensed matter [1, 2]. In semiconductor physics, a SPDEM can be applied to doped semiconductors, or when there exists a graded potential [3–5]. The von Roos Hamiltonian [3] expresses a general form of the kinetic energy operator with a scalar SPDEM:

\begin{equation}
T = \frac{-\hbar^2}{2} \left( m(r)^\alpha \nabla \cdot m(r)^\beta \nabla \cdot m(r)^\delta \right) \nabla \cdot m(r)^\delta + m(r)^\delta \nabla \cdot m(r)^\beta \nabla \cdot m(r)^\alpha ;
\end{equation}

with the constraint $\alpha + \beta + \delta = -1$. Apart from the constraint, the parameters $\alpha$, $\beta$, and $\delta$ are arbitrary. Therefore, the parameters of Eq. (1) suffer from an ordering ambiguity, which has lead to a debate in the literature [3, 6–9]. In the work of Ref. [9], the author claims to clear up the ordering ambiguity for the case of a harmonic potential.

A point canonical transformation (PCT) of the von Roos Hamiltonian generates a constant mass and an effective potential [3, 10]. Similarly, permutations in the crystal potential of an intrinsic semiconductor influence the charge carrier’s (electrons and holes) effective mass (EM) [11, 12]. Likewise, at the interface of a nanostructure (NS) where the crystal potential will change, possibly abruptly, the EM will change. The Bastard-type boundary conditions
(B.Cs) are appropriate when there is a change in the EM at the interface of a NS [13–16]:

\[
\frac{1}{m_A} \frac{dF_A}{dz} = \frac{1}{m_B} \frac{dF_A}{dz};
\]

(2)

for the envelope function, \( F \), and mass, \( m \), in material

\( A \) or \( B \) denoted along the \( z \)-direction. Eq. (2) is a generalization of the usual continuous B.Cs (\( F^A = F^B \) and \( \frac{dF^A}{dz} = \frac{dF^A}{dz} \)) and can be derived from Eq. (1) with the constraint: \( \alpha = \beta = 0 \), and \( \delta = -1 \) [13]. The Bastard type B.Cs have been directly applied to the problem of quantum confinement (QC) in NSs [16].

Proper treatment of EM in a NS is an unresolved problem. The EM (\( m^* \)) is important for theoretical models [17–19] as it is related to the hopping parameter and carrier mobility in the tight-binding model [20]. There is experimental [21, 22] and theoretical [23] evidence that the EM should depend on NS dimension. Fundamentally, since QC increases the occupied momentum space [21], one does expect an increase in \( m^* \) (\( \propto \frac{\partial^2 E}{\partial k^2} \)). Furthermore, a change in \( m^* \) modifies the Bohr radius, therefore, altering the regime in which QC effects can be observed. The challenge is that experimental measurements of \( m^* \) in a NS are model dependent [24, 25] and it is difficult to theoretically scale the EM to low dimensions [20, 21]. However, the EM provides a natural framework to incorporate the influence of a modified crystal potential due to the interface, which is not adequately accounted for in theoretical models [18, 23, 26].

Theoretical work that explicitly considers a spatial dependence in the EM studied how to represent the effective Hamiltonian [2, 9], or the problem of donor impurities [11, 12]. In a few reports, a dimensionally dependent EM was deduced from a fit with experimental data [27] or by including higher order corrections [28]. Density functional theory (DFT) was used to calculate the EM from the density of states [23]. However, it is not clear how to model the interface nor the excited states within DFT [16, 29].

In this report, we present a new approach to the problem of the low dimensional EM and the interfacial energy, which is important for carrier transport applications in NSs [30]. We consider a SPDEM in the confinement Hamiltonian, derive the ground state envelope functions, and calculate the gap energy (\( E_G \)) as a function of quantum well (QW) thickness. Our formalism does not suffer from an ordering ambiguity, because it was derived from first-principles. The SPDEM was derived by considering a particle confined in nonadditive space. Our confinement potential was chosen based on the properties of nonadditive space and lead to analytic solutions for the confinement Hamiltonian. In this formalism, we demonstrate the equivalence between the confinement potential (which is related to the interfacial energy) and EM via a PCT.

2. Theory

2.1. Theoretical Background

The formalism presented in this manuscript was adapted from Ref. [1], which is summarised here. Costa Filho et al. introduced a characteristic inverse length scale, \( \gamma \), in the translation operator defined by [1]:

\[
T_\gamma(a) |x\rangle = |x + a + \gamma ax\rangle.
\]

(3)

\( \gamma \) mixes the displacement, \( a \), of a carrier particle with the original position, \( x \). Two successive infinitesimal translations was given by [1]:

\[
T_\gamma(dx')T_\gamma(dx'') = T_\gamma(dx' + dx'' + \gamma dx'dx'');
\]

(4)

which demonstrates that translations are no longer additive. We denote this nonadditive space as ‘\( \gamma \)-space.’ From Eq. (3) the momentum operator was derived [31]:

\[
\hat{p}_\gamma = -i\hbar(1 + \gamma x) \frac{d}{dx}.
\]

(5)

In the limit \( \gamma \to 0 \), the standard momentum operator was recovered. The condition that \( \hat{p}_\gamma \) remains hermitian was maintained with a modification to the completeness relation:

\[
\mathbb{1} = \int \frac{dx}{1 + \gamma x} |x\rangle \langle x|;
\]

(6)
where 1 is the unit matrix.

In accordance with Eq. (5), the kinetic operator was modified to read:

$$\hat{T} = \frac{\hat{p}_x^2}{2m_o^*} = -\frac{\hbar^2}{2m(x)} \frac{\partial^2}{\partial x^2} - \frac{\hbar^2}{2} \frac{\partial}{\partial x} \left( \frac{1}{2m(x)} \right) \frac{\partial}{\partial x}$$  \hspace{1cm} (7)

where $m_o^*$ is the bulk EM and a SPDEM was identified as:

$$m(x) = \frac{m_o^*}{(1 + \gamma x)^2}. \hspace{1cm} (8)$$

Note that while Eq. (7) is not of the form given by Eq. (1), it was derived from first-principles. Depending on the value of $\gamma$, position space is either contracted or dilated, and was shown to affect the energy spectrum and probability amplitude of a free-particle and an infinitely confined particle, respectively [1]. Eq. (3) states that translations in $\gamma$-space are coupled with the origin. This coupling modifies the momentum (Eq. (5)) of the charge carriers, which is equivalent to a change in the effective mass (Eq. (8)). In Sec. 2.3, we will derive a functional form for $\gamma$ and explain the physical significance. First, we define our confinement Hamiltonian.

2.2. Quantum Confinement in $\gamma$-Space

In this section, we define the Hamiltonian for an electron and hole confined by a ‘skewed’ Gaussian potential:

$$\mathcal{H} = \int d^3x \psi(x) \left( \hat{T} \right) \psi(x) - V_o \int d^3x \psi^\dagger(x) \exp \left( \frac{m_o^*}{2\hbar^2} \ln^2(1 + \gamma x) \right) \psi(x);$$  \hspace{1cm} (9)

where $V_o$ is the depth of the confinement potential, $\psi(x)$ is a field operator, and $R$ is the radius of the QW. $V_o$ is defined as the energy difference between the QW and the matrix material at the conduction band minimum (CBM) or the valence band maximum (VBM) for an electron ($V_{o,e}$) or hole ($V_{o,h}$), respectively. The confinement potential in Eq. (9) is simply a Gaussian potential:

$$V_C = -V_o \exp \left( -\frac{x^2}{2R^2} \right);$$  \hspace{1cm} (10)

where $x \rightarrow \gamma^{-1} \ln(1 + \gamma x)$ introducing a ‘skew’ in the Gaussian potential. This modification to the confinement potential is chosen for two reasons: 1) it is equivalent to the PCT discussed in Ref. [10], and 2) it leads to a definition for $\gamma$ and thus an analytic solution for the confinement energy. For our present purposes we do not consider exciton effects, which constitute a small correction to the energy spectrum in Si and Ge NSs [21, 26].

Eq. (9) is solved in the two-band effective mass approximation (EMA). The EMA is well suited to model the Si/SiO$_2$ interface [32] through the use of the envelope function approximation (EFA). Furthermore, the two-band EMA agrees well with experimental results compared to a multi-band approach [16, 21, 33]. The details of this method can be found in Refs. [16, 26, 29, 32].

Note that, all functions considered here are properly normalized according to a complete set of states given by Eq. (6). Additionally, we assume the Bloch functions carry the normalization condition:

$$\int_{\Omega} dx \ u_{i,k}(x) u_{i,j}(x) = \Omega \delta_{i,j},$$  \hspace{1cm} (11)

where the integration is over the unit cell volume, $\Omega$. This assumption is justified in the EFA, because the Bloch functions vary over the length of the lattice spacing.

The confinement potential in Eq. (9) can be approximated within the parabolic approximation [34] as:

$$V_C = -V_o \exp \left( \frac{1}{2\gamma R^2} \ln^2(1 + \gamma x) \right) \approx -V_o + \frac{V_o}{2} \ln^2(1 + \gamma x);$$  \hspace{1cm} (12)

where:

$$\omega^2 = \frac{V_o}{m_o^* R^2}. \hspace{1cm} (13)$$

Eq. (12) is similar to the potential of a harmonic oscillator, where $\omega$ represents the oscillator frequency. The constant $V_o$ term in Eq. (12) is absorbed into the total energy. With the confinement potential in the form of Eq. (12), solutions to Eq. (9) are straightforward. We derived the normalized envelope function given by:

$$\Psi_i(x) = \frac{2}{\sigma_i \sqrt{\pi}} \exp \left( -\frac{1}{2\sigma_i^2} \ln^2(1 + \gamma x_i) \right);$$  \hspace{1cm} (14)

where $\sigma^2 = \frac{\hbar}{m_o^* \omega}$ is the Gaussian width parameter, and the subscript $i$ is contained in either the conduction or
valence band. To proceed further in the formalism we need a definition for $\gamma$. This step is carried out in Sec. 2.3, and the energy eigenvalues are discussed in Sec. 3.2, but first we mention some qualitative features of the formalism.

The energy diagram for an electron in the conduction band (CB) and a hole in the valence band (VB) is plotted in Fig. 1 for a 3 nm amorphous Si (a-Si) QW confined by SiO$_2$. $V_{\text{a,Si}}=2.8$ eV and $V_{\text{a,SO}}=4.5$ eV are calculated according to the electron affinity rule, which agrees with experimental results [35]. These values assume an abrupt interface, which is not always true at the Si/SiO$_2$ interface [36, 37]. We will discuss this assumption further in Sec. 3.2. Fig. 1 shows the Gaussian potential (Eq. (10)), along with its parabolic approximation, and our ‘skew parabolic potential’ (Eq. (12)). Around $x=0$ the three potentials agree. As the particle moves toward the QW interface in the positive direction the skew parabolic potential is lower than the other two potentials, while the opposite is true in the negative direction. This condition is represented in the asymmetric spread of the wave function across the QW thickness for both the electron and hole. The asymmetry is a reflection of the half interval ($\gamma^{-1}, \infty$) on which the particle is bounded from Eq. (8).

2.3. Definition of $\gamma$

Here we find a formalism for $\gamma$ and discuss the physical meaning of $\gamma$-space. Solutions for $\gamma$ are not straightforward. We consider first an analogous formalism provided by Costa Filho et al.[10]. In their work, the authors considered a harmonic oscillator in $\gamma$-space, with the Hamiltonian:

$$H_{\gamma}^{\text{SHO}} = \frac{\beta^2}{2m_0} + \frac{1}{2}m_0\omega^2\eta^2. \quad (15)$$

From Eq. (6) we see that the integration measure is not one-to-one between $\gamma$-space and Cartesian-space, i.e. the Jacobian is not equal to one. Therefore, in accordance with Eq. (6), a modified coordinate system is defined in Ref. [10] as:

$$\eta(x) = \gamma^{-1}\ln(1 + \gamma x). \quad (16)$$

From Eq. (16), the ‘canonical coordinate’ is written as: $x(\eta) = (\exp(\gamma\eta) - 1)\gamma^{-1}$. A PCT is now performed on Eq. (15), which yields the Hamiltonian in $\eta$-space:

$$H_{\eta}^{\text{SHO}} = -\frac{\hbar^2}{2m_0}\frac{\partial^2}{\partial\eta^2} + V_{\text{eff}}(\eta). \quad (17)$$

$V_{\text{eff}}(\eta)$ is derived from the SHO potential in Eq. (15) and is given by:

$$V_{\text{eff}}(\eta) = \frac{m_0^*\omega^2}{2\gamma^2}(1 - e^{\gamma\eta})^2. \quad (18)$$

With Eq. (17) we have a Morse oscillator in $\eta$-space for a particle with constant mass, in perfect analogy with Ref. [3]. Therefore, a Harmonic oscillator in $\gamma$-space with a SPDEM is equivalent to a Morse oscillator in $\eta$-space with a constant mass.

Before discussing the formalism for $\gamma$, it is important to review some basic features of the PCT. In the above formalism, we performed a canonical transformation within position, $x$, space on $H_{\gamma}^{\text{SHO}}$ (Eq. (15)). The effect of

![Energy diagram for an electron and hole in a 3 nm a-Si QW (solid green region between -1.5 to 1.5 nm) confined by SiO$_2$ (stripped blue region). Horizontal black lines indicate the CBM and VBM energy level, with $E_G$=4.5 eV are the band offsets between a-Si and SiO$_2$](image)
the transformation is to remove the spatial dependence from the EM and produce an effective potential in $\eta$-space (Eqs. (17) and (18)). Therefore, this transformation ‘mimics’ the relationship between the crystal potential and the EM. That is, within the $k \cdot p$ formalism the energy due to the periodic crystal potential is modelled by replacing the free electron mass with an EM [26]. Hence, Eq. (18) in $\eta$-space incorporates the spatial dependence from the EM in Eq. (15).

In this work, we wish to address the question of how the EM is modified in low-dimension. Specifically, we want to address how the interfacial confinement potential modifies the EM, in analogy with the crystal potential and the EM. Therefore, to address this point we use the same PCT from Ref. [10] in our confinement potential, which is our motivation for Eq. (9).

Now, we may employ the formalism of Ref. [10] for use here. We have demonstrated that our skewed-harmonic potential (Eq. (12)) is related to the Morse potential through a PCT. The Morse potential describes bonding in a diatomic molecule and has the form:

$$V_M(r) = V_0(1 - e^{-\alpha r})^2; \quad (19)$$

where $r$ is the distance between the atoms and $\alpha$ is an inverse length parameter. If we expand Eq. (19) and Eq. (12) around the origin, they agree up to second order, because both potentials describe a particle bounded on a half interval. By comparing Eq. (18) with Eq. (19), we immediately identify [10]:

$$\gamma^2 = \frac{m^* \omega^2}{2V_0}. \quad (20)$$

Using our expression for $\omega$ (Eq. (13)), we obtain a simple expression for $\gamma$:

$$\gamma^2 = \frac{1}{2R^2}. \quad (21)$$

Notice that this definition is in agreement with Eq. (10).

Finally, we address the physical meaning of $\gamma$-space.

First, we notice that $\eta(x)$ (Eq. (16)) increases sub-linearly with $x$. Since $\gamma$ is inversely related to the thickness of the QW (Eq. (21)), this sub-linear dependence is enhanced as the thickness of the QW is reduced. This behaviour is the source of the ‘skew’ in $V_C$ seen in Fig. 1. Therefore, the influence of the interface potential is enhanced as the QW thickness is reduced. Next, if recall Eqs. (3), (5), and (8), we can understand how the energy spectrum and the EM are modified as a result of $\gamma$. In Fig. 2, we have depicted a cartoon of $T_\gamma$ (Eq. (3)), and $\hat{p}_\gamma$ (Eq. (5)) with respect to the crystal lattice. The atoms in this cartoon are separated by the lattice spacing, $a_c$, and charge carriers are displaced by $x$. The crystal potential is the background energy of the charge carriers that gives rise to the EM. The interface energy resulting from $V_C$ is related to the value of $\gamma$. As $\gamma$ increases (or the QW thickness is reduced) translations on the order of $a_c$ are increasingly coupled to the origin. This coupling is given by the factor $\gamma a_c x$ represented by the dashed red line in Fig. 2. Similarly, the momentum of the charge carriers is modified due to $\gamma$. The modified momentum is a function of the SPDEM from Eq. (8), and thus is related to $V_C$, analogous the effect of the crystal potential.

3. Results

First, we briefly examine the effect of $\gamma$ on $V_C$ and the probability amplitude with respect to the interface.
Second, we will discuss the change in the EM, which is related to $V_C$, see Sec. 2.3. Finally, we will study the results for the confinement energy.

### 3.1. Confinement Potential in $\gamma$-Space

The dimensionally dependent confinement potential (Eq. (12) with Eq. (21)) is plotted in Fig. 3 as a function of QW thickness and particle position. As the dimension of the QW increases, the curvature of $V_C$ decreases thus decreasing the confinement strength. For $D \to \infty$, $V_C$ goes to zero. The behaviour of $\Psi$ follows the same trend as $V_C$.

Fig. 4 plots the probability amplitude of $\Psi$ as a function of QW thickness and particle position. The width of the probability amplitude increases with QW thickness and is skewed in the positive direction.

![Figure 3: Confinement potential Eq. (12) as a function of QW thickness and particle position.](image)

![Figure 4: Probability amplitude of $\Psi$ Eq. (14) as a function of QW thickness and particle position.](image)

Now, recall Sec. 2.3, in $\gamma$-space the weight of our Jacobian lead to a sub-linear increase in $\eta(x)$. This effect manifests in the full width half max of $\Psi$, which increases sub-linearly with QW thickness. A closer examination of the probability amplitude with QW thickness reveals how the confined particles are spread within the QW. Fig. 5 plots the probability amplitude for four different QW thicknesses: 1, 3, 5, and 7 nm. For a 1 nm thick QW, Fig. 5 demonstrates that the tail of the probability amplitude extends into the SiO$_2$ interface. While, for 5 and 7 nm the probability amplitude does not extend into the matrix material. The width of $\Psi$ is inversely related to the QW thickness according to the definition of $\gamma$. Hence, there is a reduced tunnelling probability as the QW thickness increases. It has been demonstrated [32] that the effect of carrier tunnelling into the oxide matrix is small, in agreement with our results. Therefore, as the QW thickness is reduced and $V_C$ increases, the carrier coupling with the interface increases, which modifies the EM as we will discuss in the next section.

### 3.2. Gap Energy in $\gamma$-Space

The confined carrier’s EM is modified in $\gamma$-space. The SPDEM is plotted in Fig. 6 as a function of particle position and QW thickness. Similar to the asymmetry in $\Psi$, there is an asymmetry in the SPDEM. As $x \to 0$, the bulk EM is recovered. In the limit that the QW thickness goes to infinity, the bulk effective mass is recovered, because $\gamma \to 0$. On the other hand, as the QW thickness is reduced the confined particle ‘feels’ a stronger confinement potential thus lowering the EM. This result is analogous to the effect of the crystal potential on the free electron mass, see Sec. 2.3. These results agree with the prediction: $m^*_o \sim \frac{\hbar^2}{8\pi k^2}$, which states that a strongly de-localized particle in momentum space (i.e. a strongly confined particle)
Figure 5: Probability amplitude for an electron in different QW thicknesses confined by the a-Si/SiO$_2$ interface parameters: $V_{o,e}=2.8$ eV and $V_{o,h}=4.5$ eV. The probability amplitudes are centred within the QW. The thickness of each QW is indicated in the plot under the respective curve. The vertical lines at 1, 3, and 5 nm are to guide the eye to the interface of the different QW thicknesses.

Exhibits a reduced EM.

Figure 6: Plot of Eq. (8) as a function QW thickness and particle position.

We can understand the reduced EM in more detail by considering $\Psi$ in momentum space. The Fourier transform in $\gamma$-space is given by:

$$F(k) = \int \frac{1}{1+\gamma x} \Psi(x) \exp\left(-\frac{i k}{\gamma} \ln(1+\gamma x)\right) dx.$$  \hspace{1cm} (22)

This definition yields:

$$F(k) \sim \sqrt{R} \exp\left(-Rk^2/2\right).$$  \hspace{1cm} (23)

Eq. (23) demonstrates a reduced spread in momentum space with increasing QW thickness, as expected. Furthermore, compared to a particle in a Gaussian well (with $\gamma=0$: $F_{\gamma=0}(k) \sim \sqrt{R} \exp\left(-R^2k^2/2\right)$), the spread in momentum space is increased. This result is a direct consequence of contracted $\gamma$-space from Eq. (6) compared to ordinary position space. Therefore, we observe an increasing spatial confinement of the carrier particles, thus increasing the occupied momentum space, as the QW thickness is reduced. Hence, the EM is lowered in $\gamma$-space and varies with QW thickness, which modifies the dispersion of the carrier particles and increases the confinement energy.

We solve Eq. (9) in the electron-hole basis, $\Phi$, defined above the ground state, $\Phi_0$ [29]. The eigenvalues are given by: $E_G(D) = E_G(\infty) + \langle \Phi | H | \Phi \rangle$, which gives:

$$E_G(D) = E_G(\infty) + \frac{\hbar}{2D} \left[ \sqrt{\frac{V_{o,e}}{m_{o,e}}} + \sqrt{\frac{V_{o,h}}{m_{o,h}}} \right];$$  \hspace{1cm} (24)

where $E_G(\infty)$ is the bulk $E_G$, and we have written the variation in $E_G$ in terms of the QW thickness, $D$. We use the EM values of Ref. [21]. Note that this formalism is easily extended into higher dimensions, because the wave-function is separable. If we assume the same form of $V_C$ for each confinement dimension, in 2D (quantum wires) and in 3D confinement (quantum dots), Eq. (24) is multiplied by two and three, respectively.

We plotted Eq. (24) alongside a similar EMA calculation using an infinite confinement potential [21] in Figs. 7 and 8. Our calculation is compared with experimental data for high quality Si [38] and Ge [39] QWs. An important feature of our model is the reduced dispersion of the confined particles: $E_G \sim D^{-1}$ in Eq. (24) versus $E_G \sim D^{-2}$ in the EMA [21]. The cause of the reduced dispersion is discussed above.

Fig. 7 shows experimental data for a disordered Si-QW from Ref. [38]. The QWs were prepared using molecular beam epitaxy. Our calculation overestimates $E_G$ when the a-Si/SiO$_2$ interface parameters are used. It is important to note that the QW interface is composed all Si sub-oxide.
states [40]. Sub-oxide states reduce the interface energy offset, \( V_o \). To account for the change in the interface energy we fitted Eq. (24) to the experimental data using fitting parameters with \( V_{o,e} \) and \( V_{o,h} \). From the fit we obtain: \( V_{o,e}^{fit} = 1.76 \) eV and \( V_{o,h}^{fit} = 1.17 \) eV (Fig. 7). The fitting parameters give an interface \( E_G \) of 4.53 eV, which is reduced from the SiO\(_2\) \( E_G \) at 8.9 eV. The interface energy is in excellent agreement with experimental measurements, which report a 3 to 5 eV reduction from the SiO\(_2\) interface [41, 42]. Furthermore, there is an increased dispersion in the experimental data at small QW dimensions, which is missed in our model. This feature could be a result of an increased concentration of oxygen vacancy defect states at the interface [26, 43], due to an error in the measurement of the QW dimension [21, 40, 44], or possibly because the carriers experience a stronger confinement energy from an additional mechanism not considered here. Nonetheless, our model is in good agreement with the experimental data.

![Figure 7: Plot of the theoretical calculation Eq. (24) with the experimental data from Ref. [38]. Bulk \( E_G \) of disordered Si is 1.6 eV. Theoretical curves use the a-Si/SiO\(_2\) interface parameters and fitted interface parameters as labelled in figure. Infinite confinement EMA model is shown for comparison from Barbagiovanni et al. [21].](image-url)

Experimental data for a-Ge QWs prepared by magnetron sputtering with an SiO\(_2\) interface [39] is shown alongside our theoretical prediction in Fig. 8. In their work, Cosentino et al. prepared high quality Ge QWs with a sharp interface by not annealing the QWs after deposition (see transmission electron microscopy image in Ref. [39]). Their unique fabrication method reduced the formation of sub-oxide states at the interface. Therefore, we can assume that the interface energy is approximately given by the gap offset between a-Ge and SiO\(_2\), indicated in Fig. 8. Our calculation is in good agreement with the experimental data using the a-Ge/SiO\(_2\) interface parameters. The SPDEM model is an improvement over the infinite confinement model shown in Fig. 8, but still underestimates the experimental \( E_G \).

To account for the difference in \( E_G \) Cosentino et al. fitted our infinite confinement EMA to their experimental data. This fit models a reduction in the bulk reduced EM, \( \mu^*_o \), given by: \( \mu^*_o = 0.45 \mu^*_e \). If we perform the same fit using our \( \gamma \) model, we obtain: \( m^*_o = 0.67 m^*_e \) and \( m^*_o = 0.35 m^*_h \), which gives \( \mu^*_o = 0.23 \mu^*_e \). This value is in good agreement with the report of Ref. [39]. Discrepancies arise because of the different behaviour of holes versus electrons in a NS due to the interface [45]. As NS dimension is reduced holes become more localized than electrons [20] due to pinning with interface states [21, 45–47]. This behaviour is not accounted for in our present model. Additionally, Cosentino et al. pointed out that Ge NSs experience stronger confinement energies compared to similar Si NSs [39]. The reason for this difference is due to the larger Bohr radius in Ge compared to Si [21, 26]. Therefore, a Ge NS experiences a larger reduction in the EM with NS dimension compared to Si, which explains the need to perform a fit using the Ge EM.

Our SPDEM results agree with other experimental reports. In the work of Ref. [25], the authors reported a reduced electron EM, by fitting temperature dependent Shubnikov-de Haas oscillations for Ge QWs, from the bulk value (\( m^*_o = 1.08 m_o \) and \( m^*_o = 0.56 m_o \) in Si and Ge, respectively, where \( m_o \) is the free electron mass) at 0.08\( m_o \approx 0.14 m^*_o \). The tunnelling EM was reported to be 0.09\( m_o \) in
amorphous Si [48]. Temperature dependent photoluminescence measurements placed the electron EM at 0.014 $m^*$ for Ge/Si superlattices [49]. The reported values are smaller than our fitted values above, because these experiments involved Ge QWs confined by Si versus the case of SiO$_2$ considered above. A Si matrix implies reduced interface energy from SiO$_2$.  

4. Discussion

Our results demonstrate a reduced dispersion relation compared to the standard EMA and an increased overall confinement energy in $\gamma$-space. The choice for a dimensionally dependent $V_C$ (Eq. (12)) reduces the confinement strength as the QW dimension increases. At the interface ($x = 0$) $m(0) = m^*_o$. For a small value of $\gamma$ (i.e. a large QW), the change in the SPDEM is small as the carriers oscillate within the QW (Fig. 6). On the other hand, a large value of $\gamma$ implies a large reduction of the EM, due to the large spread in momentum space Eq. (23).

The features of this model are unique in that we are able to model the effects of a modified $V_C$ and EM. However, there are some important corrections we are not concerned with in the present report. As discussed above and seen in Fig. 3, the interface is not considered to vary symmetrically across the well. The reason for this phenomena is due to the definition in Eq. (3). Recall, that the confined particles are bound on the half interval $(-\gamma^{-1}, \infty)$. Other functional forms for a SPDEM have been reported in the literature [6]. However, to the best of our knowledge only Eq. (8) can be derived from first principles.

In the work of Ref. [6], the authors consider three different forms of the SPDEM, given by:

$$m_1(x) = \frac{m^*_o}{1 + (\lambda x)^2} \quad \text{(no singularities)} \quad (25a)$$

$$m_2(x) = \frac{m^*_o}{(1 + \lambda x)^2} \quad \text{(1 singularity)} \quad (25b)$$

$$m_3(x) = \frac{m^*_o}{(1 - (\lambda x)^2)^2} \quad \text{(2 singularities)} \quad (25c)$$

where $\lambda$ is an arbitrary inverse length parameter. Eq. (25a) represents a free-particle. Our formalism is equivalent Eq. (25b). Eq. (25c) is bounded on the interval $(-\lambda^{-1}, \lambda^{-1})$ and was used in the work of Ref. [7] with a von Roos Hamiltonian. A PCT of Eq. (25c) with spatial coordinates given by: $q(x) = \lambda \tanh^{-1}(x/\lambda)$ yields a modified Pöschl-Teller type potential [7], see Sec. 2.3. The modified Pöschl-Teller potential represents an infinitely confined particle, which does not represent the correct confinement condition for Si and Ge NSs.

Cruz et al. solved the Hamiltonian:

$$H = -\frac{1}{2} m^a \frac{d}{dx} m^b \frac{d}{dx} m^a + V(x); \quad (26)$$

where $a + b = -1/2$, for each of the three mass functions in Eq. (25) using a set of carefully constructed creation-annihilation operators. The normalization condition does not agree with the one used in this work. For the case of $m_2(x)$, Cruz et al. used the same functional form of the confinement potential as in Eq. (12), but the units do not agree with ours. For $m_3(x)$, Cruz et al. used a similar Pöschl-Teller type potential as in Ref. [7]. These formalisms while novel do not yield complete solutions, because $\lambda$ is an arbitrary parameter. There is no restriction that a SPDEM must obey the von Roos Hamiltonian.
We can qualitatively discuss our results with respect to calculations of the EM with QW thickness, i.e. no spatial dependence. If we consider a fixed position in Eq. (8), say $x \to \langle x \rangle$, the average position, then the EM decreases with QW thickness (Fig. 6). This behaviour is in agreement with the results of Ref. [23] for the electron EM, however, their calculation yields a value larger than the bulk EM. A decreasing EM with QW thickness agrees well with experimental results [21], see Secs. 1, and 3.2. However, the calculation of Ref. [23] does not qualitatively agree with the experimentally observed reduced EM from the bulk value, where our model does. On the other hand, the hole is known to become more localized with respect to the electron [23], due to pinning with the interface [21]. Therefore, we would expect an increase in the hole EM as NS dimension is reduced in agreement with [23]. In Refs. [27, 28], a dimensionally dependent EM was derived within the EMA by fitting with the tight binding model. Those results do not agree with the results of this work and with Ref. [23].

Finally, it is important to comment on corrections that can be made to the present model. We discussed above the interface asymmetry. Furthermore, in this report, we assumed an isotropic CB EM, because the experiments considered here used amorphous QWs. Using the anisotropic values (m$_\parallel$ and m$_\perp$) for the electron EM can be included in this model. This correction is small [16, 21] and does not change our general conclusions. As commented above and in Sec. 3.2, the pinning effect of the hole is not currently accounted for. This correction should be treated with caution since the behaviour of the hole depends on the structure of the interface [45, 46]. The interface structure will change with QW thickness [26]. Here, the interfacial energy is averaged over the QW thickness through the $V_o$ parameters. Such an effect is a challenge for current theoretical models, but was considered in the work of Refs. [37, 50]. Further corrections to the model may include a Bastard type B.C derived from Eq. (7).

5. Conclusions

We studied the effect of a SPDEM in a two-band EM QC model. The SPDEM was derived by introducing an inverse characteristic length in the translation operator thus defining nonadditive space ($\gamma$-space) for the confined particles. The confinement energy was derived in $\gamma$-space using a ‘skewed’ parabolic potential, $V_C$. The novel choice in $V_C$ yielded analytic solutions for the confinement Hamiltonian and treated the interface energy. The results demonstrate a reduced dispersion relation for the confined particles compared to an infinite confinement model and an increase in the confinement energy. The increased confinement energy was understood as a result of the reduced EM, due to the change in $V_C$. The EM of the confined particles was modified as a result of a contracted space due to $\gamma$. In $\gamma$-space, the confined particles occupy more momentum space as compared to a Gaussian envelope with $\gamma \to 0$. This increased spread in momentum space was the cause of the reduced EM. Our results demonstrated an improvement to the EMA model for confined particles. These results are a promising first step toward the development of a better model for the EM parameter in low-dimensional theories. Work is being carried out to test these results within the $k \cdot p$ model. Eq. (5) may also be included in tight-binding, or pseudo-potential methods. Additional work is being completed to test the dimensional dependence ($D^{-2}$ versus $D^{-1}$) of our model versus the EMA and tight binding model for $E_G$ across a range of NS dimensions.
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