Fast Algorithms for Basic Supply Chain Scheduling Problems
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Abstract: A basic supply chain scheduling problem in which the orders released over time are to be delivered into the batches with unlimited capacity is considered. The delivery of each batch has a fixed cost $D$, whereas any order delivered after its release time yields an additional delay cost equal to the waiting time of that order in the system. The objective is to minimize the total delivery cost of the batches plus the total delay cost of the orders. A new algorithmic framework is proposed based on which fast algorithms for the solution of this problem are built. The framework can be extended to more general supply chain scheduling models and is based on a theoretical study of some useful properties of the offline version of the problem. An online scenario is considered as well, when at each assignment (order release) time the information on the next order released within the following $T$ time units is known but no information on the orders that might be released after that time is known. For the online setting, it is shown that there is no benefit in waiting for more than $D$ time units for incoming orders, i.e., potentially beneficial values for $T$ are $0 < T < D$, and three linear-time algorithms are proposed, which are optimal for both the offline and the online cases when $T \geq D$. For the case $0 < T < D$ an important real-life scenario is studied. It addresses a typical situation when the same number of orders are released at each order release time and these times are evenly distributed within the scheduling horizon. An optimal algorithm which runs much faster than earlier known algorithms is proposed.
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1. Introduction

Coordination between different stages in a supply chain is an important issue affecting the overall efficiency of the manufacturing process. Poor coordination of the decisions taken at different stages in supply chain, including scheduling, batching and delivery stages, may result in a poor overall performance [1]. In a supply chain scheduling problem, the batching and delivery activities are to be combined. The orders are released by a supplier to a manufacturer over time, and once processed, they need to be delivered to a customer. To minimize the overall costs, two or more orders can be delivered together in a batch. For example, in some applications, a number of products can be processed by a single batch machine simultaneously (e.g., burn-in operations in semiconductor manufacturing, see Lee and Martin-Vega [2]), or they can be grouped and delivered into a single batch (e.g., in multistage flow shops where the products grouped into batches can be transported between the machines). A batch, formed in accordance with given restrictions, is processed by a batch machine, which can handle a number of jobs or orders simultaneously, in contrast to a machine in traditional scheduling problems that can process at most one job at a time. In the capacitated batch
scheduling problems only a constant number of orders may simultaneously be handled by a batch machine, unlike the uncapacitated version in which a batch machine may handle unlimited number of jobs. Such an assumption is realistic in practice, for example, for vehicles of large capacity when the size of the completed orders is negligible (these can be integrated chips). In the commonly studied models, either the number of batch machines is unlimited or there is a single batch machine or there are two or more parallel batch machines. In the first case, with a sufficient number of batch machines, each batch is completely specified by a set of the orders and by its starting/delivery time. If there is a single batch machine, then each next batch may be assigned to the machine only when it becomes idle, i.e., it completes the delivery of the last batch assigned to it. The case with parallel batching machines is an extension of the previous model in which, in addition, each batch is to be assigned to a particular batch machine.

Overall efficiency of scheduling, batching and delivery decisions in supply chain scheduling problems can be measured in different ways. Here, the measure introduced by Hall and Potts [1] is considered. It combines two criteria in one objective function, the total batch delivery cost and a scheduling cost, which is determined by the total flow time of the orders before their delivery. There is a sufficient number of batch machines and batch delivery time is a constant $D$. The delivery cost does not depend on the number of the orders in the batch so that there is no restriction on the number of orders that can be assigned to a single batch. The orders are released by a supplier to the manufacturer over time and are to be delivered to a customer in batches. One or more orders can simultaneously be released by the supplier. In this model the processing time of each order is negligible and the emphasis is given on the batching and delivery activities with the aim to minimize the total flow time and the delivery cost of all the released orders. In Figure 1 the problem is represented schematically. A supplier releases the orders over time to a manufacturer. The manufacturer forms batches from the already released orders and delivers them to a customer (there is a single customer and a single manufacturer). Note that these activities are present in nearly all the supply chain scheduling problems, therefore it is of a primary importance to arrange them in a most efficient possible way.

![Figure 1. A schematic of the problem.](image)

The purpose of this work is the development of an algorithmic framework leading to polynomial-time algorithms for the above basic supply chain scheduling problem which run faster than the existing ones. The proposed framework gives a new insight to more complex supply chain scheduling problems and can be extended for the solution of these problems as well (see Sections 5 and 6). Hall and Potts [1] have studied wide class of the related general supply chain scheduling problems allowing two or more suppliers, manufacturers and customers. The time complexity of the dynamic programming algorithms that they propose is polynomial in $n$ with the degree of the polynomial being dependent on the number of suppliers, manufacturers and customers. In a model from [1] that fits our setting there are $H$ customers and a single batch for each customer is created (Section 3.1 in [1]). The proposed algorithm can be adopted to the basic setting with a single customer but multiple deliveries (in [1] a single delivery for each customer is accomplished); with $H$ deliveries, the resultant time complexity is $O(n^H)$ (hence the use of this algorithm for the basic problem.
would not be beneficial). More recently, Averback and Baysan [3] have studied a model, similar to ours but with a restriction that only one order is released at each order release time. The authors present an algorithm that also uses dynamic programming, verifying basically all possible ways of splitting the solution into the batches, with overall time complexity $O(n^2)$. This dynamic programming method can easily be adopted to our setting (which allows two or more simultaneously release orders) yielding an $O(n^3)$ time complexity. The authors in [3] also consider the online setting, in which, by each order release (assignment) time $t$ all orders released within the interval $(t, t+T]$, $0 < T < \infty$, are known. However, here it is shown that it suffices to consider only the $T$s with $0 < T < D$. At the same time, for larger values of $T$ an optimal linear time algorithm is proposed which is better than the earlier known $O(n^3)$ algorithm (see Section 2.2).

Remind that the time efficiency of a computational algorithm for a given problem $P$ is measured in terms of its (worst-case) time complexity [4], which is a function representing the maximum number of elementary operations that the algorithm will require for the generation of a solution to any instance of problem $P$, where the argument of this function is the length of this instance (the number of computer words used in the representation of this instance, stored in the binary encoding in computer memory). Polynomial-time algorithms (ones with polynomial time complexity) are the most time efficient ones, fastest polynomial-time algorithms are those with lower degree polynomials in their time complexity expression. $n + 1$ computer words are required to represent an instance of our supply chain scheduling problem, where $n$ is the total number of orders (each order has a single parameter, its release time, and we need to represent one additional parameter, the delivery cost $D$). Hence, $O(n)$ is the length of the input in the time complexity expressions of the above mentioned algorithms.

Besides the offline setting, the online setting of the basic supply chain scheduling problem is considered, similar to that from the above mentioned reference [3]: at each assignment (an order release) time $t$, the information on the next order released within the following $T$ time units, i.e., within the interval $(t, t+T]$, is known, where $T$ is a constant. Our setting is similar to but is less restrictive than that from [3] which assumes that by time $t$ all the orders released within the interval $(t, t+T]$, $0 < T < \infty$, are known. It is shown that there is no benefit in waiting for more than $D - 1$ time units at any assignment time in the online setting, i.e., potentially beneficial values for $T$ are $1, 2, \ldots, D - 1$, and propose three linear-time offline algorithms which also work for the online case with $T \geq D$. These algorithms are optimal for both the offline and the above online cases for $T \geq D$. For the case $0 < T < D$, an important real-life scenario with the so-called homogeneously released orders is studied. This problem naturally arises in many industries and hence has an independent practical significance. It addresses a typical situation when the same number $\nu$ of orders simultaneously become ready for the delivery and the manufacturer repeatedly releases the orders within the same fixed time lapse $\Delta$. As a practical example that fits this setting, consider a food manufacturing process where a supplier dispatches row products to the manufacturer twice a day; say at 8 a.m. (for the day shift) and at 8 p.m. (for the night shift). These products, after processing, are delivered to customers (food distributors or supermarkets). Although the delivery times are flexible, the manufacturer wishes to reduce the cost by delivering the finished products in batches.

In more formal terms, $\nu$ orders are released at each order release time and these times are evenly distributed, being separated between each other by magnitude $\Delta$, which is the distance between each neighboring pair of release times in the scheduling horizon. It is shown that for the proposed model, the total delay of the orders can be calculated with an almost constant cost, and, as a consequence, we arrive at a very fast algorithm that optimally solves this problem in $(r_{\text{max}}/k) \log \left( \lceil r_{\text{max}}/\mu \rceil - \lfloor r_{\text{max}}/k \rfloor \right)$ steps, where $r_{\text{max}}$ is the maximum order release time (in the offline setting) and $\mu$ and $k$ are functions of $\nu$ and $\Delta$. Here, $(r_{\text{max}}/k)$ represents the number of deliveries ($k$ is a fraction of $r_{\text{max}}$). Observe that for the construction of a feasible solution with $(r_{\text{max}}/k)$ deliveries (which is the number of deliveries in an optimal solution), at least $(r_{\text{max}}/k)$ steps are required, and hence the proposed algorithm has “an almost” best possible running time that gives obvious potential tangible
benefits. An implementation of the algorithm may also yield intangible benefits for the workers of the manufacturing production due to reduced delivery costs that may give them a sense of the satisfaction.

The paper is organized as follows. In the next section, the studied supply chain scheduling problem is described and a short overview of some related work is given. In Section 3, basic concepts, definitions and properties are introduced based on which three algorithms are proposed. The sufficient conditions when they construct an optimal solution are given. In Section 4, a practical setting with the homogeneously released orders is considered and a fast optimal solution method is presented. In Section 5, it is shown how the proposed framework can be adopted to more extended models considering, as an example, a two-stage supply chain scheduling model. In Section 6, final comparative analysis and remarks are given.

2. Problem Formulation and Some Related Work

2.1. Problem Formulation

This section starts with a more detailed description of the basic supply chain scheduling problem followed by an overview of some more related work. The proposed model can be described as follows. The orders released over time are to be delivered into the batches. Each formed batch is assigned to a batch machine which may handle any number of orders. A batch (batch machine) is said to be started at time \( t \) if the batch machine starts the delivery of all the orders assigned to that batch at that time. The delivery completes at time \( t + D \), where \( D \) is the cost (time) of the delivery of the batch (this cost is the same for any batch). Order \( j \) is released at time \( r_j \), the time moment when this order becomes ready for the delivery to the customer. An already released order \( j \) can immediately be delivered, and it may also be delivered at a later time moment. In the latter case, there is a penalty for the late delivery of order \( j \): if order \( j \) it is delivered at time \( t \) then its delay is \( t - r_j \). Thus the total cost of the delivery of each batch is the cost \( D \) plus the total delay of the orders assigned to that batch. A (feasible) solution \( S \) assigns each order to some batch and delivers all the created batches. The total cost \( TC(S) \) of feasible solution \( S \) is the sum of the cost of the delivery of all batches that it creates. The objective is to find an optimal solution, one with the minimum total cost. As we will describe later, minimizing the total delivery cost and minimizing the total order delay are contradictory objectives. Hence the problem can alternatively be seen as a bi-criteria optimization problem.

2.2. Related Work

Below, a few survey papers on the subject and some other relevant works are briefly mentioned, and an overview of some recent lines of research is provided.

2.2.1. Early Works and Surveys

In an early survey paper on batch scheduling problems, Webster and Baker [5] classify two branches of batch scheduling problems. They consider the batch availability setting where jobs are processed by a batch machine and can be delivered to a customer once the entire batch is proceed (here a batch machine is not considered as a transportation means). In an alternative job availability setting, a job becomes available for the delivery by a batch machine once its processing is complete. Potts and Kovalyov [6] review the state of the art of batch scheduling problems from the computational complexity point of view. In particular, they classify the batch scheduling problems into the polynomially and pseudo-polynomially solvable and NP-hard ones (see Garey Johnson [4]). They also emphasize that dynamic programming methods are particularly applicable to these problems. Hall and Potts [1] give an extensive overview of the supply chain problems and focus on the integrated batching, scheduling and delivering decisions proposing dynamic programming methods for a number of integrated supply chain scheduling problems with different objective functions. They consider four-stage supply chain scheduling models in which the second and the fourth stages are batch delivery stages. Prior to each delivery stage, the jobs are performed by a single machine at the first
and the third stages. At the first stage, a supplier processes the jobs on a single machine which are then delivered to one or more manufacturers at the second stage. The manufacturers process these jobs on the other machine at the third stage, and then these jobs are delivered to customers at the fourth stage. We have mentioned briefly in the introduction that the dynamic programming algorithm proposed by the authors have polynomial time complexity, although the degree of the polynomial depends on the number of deliveries. The number of deliveries, in turn are limited by the number of manufacturers and customers since a single delivery for each manufacturer and each customer is accomplished. The authors continue their study in the following work [7] considering also parallel machine environment. Chen [8] and Wang et al. [9] overview more recent study and establish computational complexity of a number of integrated scheduling, batching and delivery supply chain scheduling models.

A basic supply chain scheduling problem from an earlier mentioned reference [3] is a restriction of our model in which at each order release time only one order is released. In the online setting that the authors consider, by each assignment time \( t \) all orders released within the interval \( (t, t + T] \), \( 0 < T < \infty \), are known (recall that our results imply that it suffices to consider only the \( T \)s with \( 0 < T < D \)), and an \( O(n^2 \log n) \) online algorithm is suggested. The competitive ratio \( \rho \) of that algorithm (the ratio of the objective value of the solution delivered by the algorithm to the objective value of an optimal offline solution) is \( \frac{2D}{T} + 0.5 \) if \( 0 < T < 2D \), and it is \( \frac{T+D}{T} \) if \( T \geq 2D \). The authors also prove that \( \frac{2D}{T} \) is the best possible competitive ratio of any deterministic algorithm for the setting.

2.2.2. Two-Stage Models with Traditional and Batching Machines

Now some work on more general, two-stage models with both, traditional and a batching machines are addressed. Zhong and Jiang [10] consider such a model with unlimited number of capacitated vehicles. As in the basic model, the orders are released over time by the supplier, which are to be processes first on the machine and then delivered into the batched to the customer. Two different objective functions are considered: to minimize the maximum order dispatching time plus the total delivery cost, and to minimize the sum of the dispatching times of the orders plus the total delivery cost. An exact polynomial-time and heuristic algorithms are proposed for the first and the second objective functions, respectively. Cheng et al. [11] consider another two-stage batch scheduling problem with the objective to minimize the total batch delivery cost plus the total job earliness. Yang [12] considers a similar model in which batch delivery times are priori given. It is an interesting question whether the framework that we propose here can be adopted for the solution of the two-stage supply chain scheduling problems with the above objective functions (see Section 5). Lee and Chen [13] consider single-machine two-stage supply chain scheduling problem in which all jobs are released simultaneously at time 0, are to be processed by a single machine and then delivered to a customer by a batch machine. Models in which batching machines have unlimited and limited capacity are considered and polynomial algorithms for some of these models are proposed. The authors also consider multistage shop scheduling models in which the jobs processed on a machine are to be transported to the next machine by a batch machine. Polynomial and pseudo-polynomial algorithms for some special cases of the problem are proposed. A single-machine two-stage model, similar to one from [13] but with non-simultaneously released jobs is considered by Lu and Zhang [14] (non-simultaneously released orders make the problem significantly more complicated). The batch machine has a limited capacity (there is a single batch machine), there is a single customer and the delivery cost is a constant. The objective is to minimize the maximum order completion time, where an order completion time is the time moment when the batch containing that order reaches the customer. Note that in this commonly considered objective criterion the total batch delivery time is unimportant, which makes, in general, problems with this criterion easier to treat compared to the problems with the objective criterion that we consider here (as there are no two contradictory objective criteria in the former objective function). The authors propose a polynomial-time approximation scheme for the
problem (a family of algorithms that provide an approximation solution in polynomial time with any fixed approximation ratio).

Averback and Baysan [15] extend the one-stage online model from their earlier mentioned work [3] to a two-stage fully online case, the online setting in which no restriction is imposed by constant \( T \), where preemption of an order already scheduled on the machine is allowed. A polynomial-time algorithm with the best possible competitive ratio 2 is proposed. It is an open question whether there exists a direct combinatorial algorithm with a low degree polynomial running time for the offline setting of this model. Another two-stage online model is considered in Ng and Lu [16]. The jobs are again released over time. The processing time of a job on the machine becomes known once this job is released. Once a job completes on the machine, it can be delivered (together with other completed jobs) to the customer by the batch machine (a vehicle). The batch delivery cost is a constant (as in our model) and the batch machine has a limited capacity (unlike our model). The delivery completion time of a job includes its processing time on the machine and also its delivery time by the batch machine. The objective is to minimize the maximum job delivery completion time. The paper presents two online algorithms with the best possible competitive ratios for the preemptive and non-preemptive setting respectively.

Zhong and Chen [17] consider a hybrid two-stage supply chain scheduling problem that involves, both, the scheduling and the transportation phases. Such problems arise in two-stage production: every job, once processed by a machine in the first stage, is to be delivered to the location where the second stage is carried out. The means of transportation is a batch machine. In scheduling theory, problems that involve several-stage production process are called shop scheduling problems. In the flow-shop scheduling problems the processing order or jobs on all stages is the same. This paper considers two-stage flow-shop scheduling environment. In the first problem there is a single machine available at stage 1, and there is a single batch machine, with a limited capacity, to deliver the completed jobs from stage 1 to stage 2 (every job, besides its processing time is characterized by its size, taken into account while a batch of jobs is formed for the transportation). Thus, whenever there are two or more jobs waiting for a batch machine at stage 1, a packing problem of these jobs into the batch machine with a given limited capacity arises. At stage 2 there is also a single machine that has to process the jobs delivered by the batch machine from stage 1. In the second problem there are two parallel alternative machines available at stage 1, whereas the batch machine may deliver only one job at a time. In both problems it is assumed that there is enough buffer space at stage 1 for the completed jobs waiting for the batch machine. The travel time of the batch machine from stage 1 to stage 2 is assumed to be more than that from stage 2 to stage 1 (as the first travel involves the loading and unloading operations for every job). In both problems the objective is to minimize the makespan, i.e., the maximum job completion time at stage 2. It is easy to see that both problems are NP-hard. The authors propose a 2-approximation heuristic algorithm for both problems, i.e., an algorithm that delivers a solution, at most twice worse than an optimal one. Both algorithms adopt and combine known heuristic algorithms for the related two-stage flow-shop and bin packing problems.

2.2.3. Models with Parallel Batch Machines

The settings with parallel batch machines and in which the orders have additional parameters have also been studied. Condotta et al. [18] consider a parallel batch scheduling model in which the processing requirement of any job on any batch machine is the same magnitude \( p \). Besides the release time, every job has also its due-date. Every batch machine has a fixed capacity, and the processing time of a batch is \( p \). The completion time of a job assigned to some batch is starting time of that batch plus the processing time of that batch \( p \) (so all jobs assigned to a batch machine complete simultaneously). Two settings are considered. The first feasibility problem seeks for a solution in which all jobs complete by their due dates, and in the minimization version the maximum job lateness (the difference between job completion time and its due date) is to be minimized. It is shown that both problems can be solved in polynomial time. The proposed algorithms use the earlier known technique for scheduling
problems with job release times and due dates: while constructing a feasible schedule, no batch is
allowed to be started within some specially declared intervals. As a result, more urgent jobs might
not be delayed by less urgent ones, that yields smaller lateness for the urgent jobs. Note that, in this
model, unlike our model, the batch machines actually process the orders, and instead of minimizing
the sum of the delays the maximum delay is minimized. This model can be extended in a two-stage
supply chain scheduling problem with parallel batch machines.

Another parallel batching model again with identical batch machines in the online setting is
considered in Li and Yuan [19]. The set of orders is partitioned into the families so that each machine
may process simultaneously only jobs from the same family. The online feature of the problem is that
the jobs are released over time, i.e., job release times are not known in advance. All jobs have equal
processing times, a deadline and a weight. The objective is to maximize the weighted throughout,
i.e., the weighted number of the early jobs, ones that complete before their deadlines (the jobs which
do not complete by their deadlines are discarded). In this online model, job restarts are allowed; that is,
the processing of an already scheduled job might be interrupted, that job being (temporarily) removed
from the system, in favor of some other just released job. The already elapsed processing time of the
former interrupted job does not count (it is just wasted). The paper considers two special cases of
the above problem with two and three parallel identical batch machines. For the first version it is
shown that no online algorithm may have the competitive ratio less than 2. Then, an on-line algorithm
with the competitive ratio of 3 is proposed for the capacitated version. Though this online algorithm
assumes that the time moment when the latest job is released is known in advance. For the special case
with 3 identical batch machines, online algorithm with the competitive ratio of approximately 5.2 is
presented for the uncapacitated model.

In the model considered by Li [20] there are \( n \) jobs to be processed by \( m \) parallel batch machines.
In general, all jobs can be processed by any machine, however, there are capacity limitations. Machine \( i \)
has a limited capacity \( K_i \) so that the total size of the jobs assigned to that machine as a single batch
cannot exceed \( K_i \), whereas besides size \( s_j \), every job \( j \) is characterized again by its release time \( r_j \) and
the processing time \( p_j \). In this setting, it is assumed that every job fits in the machine with largest
capacity, however, it may not fit in some other machine, i.e., its size can be more than the capacity
of that machine. The processing time of a batch assigned to a machine is the processing time of
the longest job (one, with the maximum processing time) from that batch. Every job from the same
batch has a common starting and completion times, dictated by the completion time of the previous
batch assigned to the same machine (initially, it is 0). The objective is to find a feasible schedule,
i.e., assignment of jobs to the batches and assignment of every formed batch to some batch machine
satisfying the above constraints, in which the maximum job completion time is the minimum possible.
We may note that the problem can be easily solved if there are no capacity constraints and no release
times: just form a single batch including all the jobs and process it on any batch machine. The objective
value will be then the maximum job processing time, which is obviously a lower bound on the optimal
objective value. Otherwise, a special care is to be taken on how to distribute the jobs into the batches
and assign these batches to the machines so that to minimize the maximum job completion time.
This task becomes difficult, it is easily seen to be strongly NP-hard. For instance, if all jobs have equal
processing times and there is only one batch machine, then the problem becomes a version of the bin
packing problem with equal bin capacities, which is strongly NP-hard even without job release times
(by minimizing the number of batches/bins, the maximum job completion time will obviously be
minimized). A few special cases of the described generic problem are addressed. A 5-approximation
polynomial-time \( O(\max\{m, n^2\}) \) algorithm is proposed for the version without job release times,
and \((2 + \epsilon)\)-approximation algorithms are suggested for the case without release times and for the
case with arbitrary release times but with a fixed number of different batch capacities; here \( \epsilon \) is an
arbitrarily small positive number. The earlier known algorithms are also adopted to some other special
cases yielding some guaranteed approximations.
Xu and Bean [21] consider a batch scheduling problem on unrelated parallel processors that models manufacturing process in the semiconductor industry. Here, one or up to a constant number $K$ orders can be simultaneously processed by a batch machine (earlier mentioned burn-in ovens in the semiconductor production that may handle several boards with a number of chips). Each job (a board) gets released over time (at its release time) and has a weight (reflecting somehow its priority in the production system). The problem is to distribute jobs into batches of size at most $K$ and determine the formed batch sequences on the unrelated machines so as to minimize the total weighted tardiness (the tardiness of a job is determined as the difference between its completion and release times (if job completes earlier than its release time then the tardiness is 0)). The problem is formulated as nonlinear integer programming model and is shown that this (primal) problem can be solved by a corresponding dual problem with a nonlinear relaxation. Since these problems are NP-hard, a two heuristic genetic algorithms are proposed. Based on the results of the computational experiments, these algorithms show a favorable practical performance.

2.2.4. Recent Development

As with some more recent developments in supply chain scheduling, the settings with learning and deterioration effects are dealt with in Fan et al. [22]. By the deterioration effect, the processing time of an order depends on its starting time, the later it starts, the more processor time it needs (due to the fact that the raw materials that need to be processed deteriorate over time). On the other hand, by the learning effect, the processing time of an order depends also on the position of this order among the other orders, the higher is this position, the smaller is the amount of time that this order will need to complete: the workers and the machines can improve the production efficiency with more processing experiences. These effects are reflected on order processing times through the corresponding auxiliary parameters. This paper, in particular, considers a scheduling problem in which the orders are partitioned into different groups, and the orders of each group are to be processed one after another in a serial way by a serial-batch machine, whereas the completion time of all the orders from the batch is the completion time of that batch (no matter at what time moment an order from the group is assigned to the batch, all of them will complete at the same time). The number of orders of the same group that can be assigned to a single batch machine is restricted by the batch capacity, which is the same constant for all batch machines. The processing time of every job is schedule-dependent and is determined on the basis of the combined deterioration and learning effects. Each group and batch machine requires a setup time, which occurs when one group/batch machine is followed by another group/batch machine. In addition, each group is characterized by its release time (before which no job of this group can be started). The objective is to minimize the maximum job (batch) completion time, the so-called makespan. First, some properties of an optimal schedule for the version without group release times are studied. Then some scheduling rules and a polynomial-time algorithm using the proposed rules are described. Finally, an evolutionary algorithm for the general model is described and its practical performance is analyzed. In a recent work, Hsu and Wang [23] emphasize the importance of a proper resource allocation in complex supply chain problems and propose a number of metaheuristic algorithms to optimize resource allocation. Another recent paper [24] studies the effect of import, export and investment issues on the economic grow in eastern European market.

3. Methodology

3.1. Materials

In this section, first, the general scheduling strategy that the proposed algorithms apply is described, and then the relevant definitions are introduced. Similar scheduling strategies can be applied to different supply chain scheduling problems (see Section 5). Recall that in these problems, a supplier releases the orders over time. We temporarily assign the released over time orders to the so-called pending batch. For example, in Figure 1, the orders released at the first five release times are
temporarily assigned to the corresponding pending batches (correspondingly, five different pending batches are successively formed, where each newly formed one extends the previous pending batch). Once a decision is made to deliver the orders from the (last) bending batch all together in Batch 1, these orders are assigned to that batch and are dispatched; the latter pending batch disappears and the orders released at the next order release time are assigned to a new pending batch. Note that since the orders from a pending batch are not delivered, a pending batch is not a normal batch: neither the delivery time of the orders assigned to that batch nor the subset(s) of the orders from that batch which will simultaneously be delivered in a single batch is defined.

At every decision point \( t \) (which is an order release time), there is a set of the already delivered orders and a set of the pending orders, ones from the current pending batch \( B' \). We denote by \( r^1, r^2, \ldots, r^k, r^1 < r^2 < \cdots < r^k \), all the distinct release times of the pending orders from batch \( B' \) (here \( t = r^k \)). We shall refer to each \( r^\ell \) as a (potential) splitting point by time \( t \). We denote by \( r^\text{opt} \) the last splitting point (which is the maximum order release time in the off-line setting).

At splitting point \( r^k \) the current pending batch \( B'_{k-1} \) is said to be extended if the new pending batch \( B'_{k} \) is formed in which the orders of batch \( B'_{k-1} \) and the orders released at time \( r^k \) are included.

Alternatively, pending batch \( B'_{k-1} \) is said to be split at point \( r^l \), \( 1 \leq l \leq k-1 \), if the orders released by time \( r^l \) are delivered in a (normal) batch at time \( r^l \) and the orders released after that time up to (including) time \( r^k \) are assigned to the new pending batch \( B'_{k} \). So a splitting point is a time moment at which the current pending batch may potentially split into two distinct batches: the first of these batches is a normal newly created batch and the second one is the new pending batch.

If there occurs the actual splitting of pending batch \( B'_{k-1} \) at some point \( r^l \) (i.e., the algorithm under the consideration takes such decision), then that point is said to become active at time \( r^k \). In this case we split pending batch \( B'_{k-1} \) into two batches: the first one is a normal batch containing all the yet undelivered orders released by time \( r^l \) and is delivered at time \( r^l \), and the second one is a new pending batch \( B'_{k} \) containing the remaining orders from batch \( B'_{k-1} \) (ones released after time \( r^l \)) and the orders released at time \( r^k \).

**Lemma 1.** Every batch in an optimal solution \( S_{\text{opt}} \) is delivered at some splitting point and all the orders released at that point are delivered in the same batch.

**Proof.** Let \( B \) be a batch in solution \( S_{\text{opt}} \), and \( r \) be the maximum release time of an order from that batch. Batch \( B \) cannot be delivered before time \( r \), and if it is delivered after time \( r \) then the delivery cost can obviously be decreased by delivering this batch at time \( r \). In particular, all the orders released at time \( r \) must be delivered in batch \( B \) as the total delay of these orders will then be 0.

Let \( \tau_i = [r^i, r^{i+1}] \), where we will use \( |\tau_i| = r^{i+1} - r^i \) for the length of interval \( \tau_i \), \( i = 1, 2, \ldots, k \). Let, further, \( v(r^i) \) (\( v'(r^i) \), respectively) be the number of the orders in pending batch \( B' \) having the release time no larger than \( r^i \) (having the release time \( r^i \), respectively), and let \( v^+_j(r^i) \) be the number of the orders in pending batch \( B' \) delivered between times \( r^i \) and \( r^l \) including ones released at these times; here \( i = 1, 2, \ldots, k, l = r^k \), and in the latter case, \( l < i \).

\[
TD(r^i, r^k) = \sum_{i=1}^{k-1} v(r^i)|\tau_i| = \sum_{i=1}^{k-1} v'(r^i)(r^k - r^i)
\]

is the total delay of the orders from the pending batch \( B' \) if they are delivered in a single batch at time \( r^k \). More generally, if we consider only the orders released from time \( r^i \), then

\[
TD(r^i, r^k) = \sum_{i=1}^{k-1} v^+_j(r^i)|\tau_i| = \sum_{i=1}^{k-1} v'(r^i)(r^k - r^i)
\]
will be the total delay of the orders from pending batch $B^i$ released between time moments $r^j$ and $r^k$ (including these time moments) if they are delivered in a single batch at time $r^k$ (note that for such deliveries the total delay of the orders released at time $r^k$ is 0).

Clearly, the last delivery occurs at the release time $r_{\text{max}}$ of the latest released order in (off-line) optimal solution $S_{\text{opt}}$. Besides this active splitting point in solution $S_{\text{opt}}$, we may have other predictable active splitting points. A splitting point $r^i$ is called terminal if either $r^i = r_{\text{max}}$ (in the offline setting) or

$$\left|\tau_i\right| \geq \frac{D}{\nu'(r^i)}.$$  

(3)

Lemma 2. If $r^i$ is a terminal splitting point then there is a batch that delivers the orders released at time $r^i$ at time $r^i$ in an optimal solution $S_{\text{opt}}$ (this batch may also contain orders released before time $r^i$).

Proof. By Lemma 1 all the orders released at some splitting point are to be delivered together in one batch. By contradiction, suppose the $\nu'(r^i)$ orders released at time $r^i$ are delivered at time $r^{i+1}$ or later. Since $r^i$ is a terminal point, the total delay of these orders will be no less than $D$ (whereas it will be 0 if these orders are delivered at time $r^i$). The lemma obviously follows since the cost of the delivery of a batch at time $r^i$ containing all the orders release at time $r^i$ is $D$. \square

As a simple consequence of the above lemma, we obtain that for a problem instance in which the distance between any two neighboring splitting points is at least $D$, a single batch in solution $S_{\text{opt}}$ delivers all the orders released at each splitting point, and this applies to both, offline and online settings.

Corollary 1. In the online version of the problem, there is no benefit in waiting for more than $D$ time units for the next incoming order. Hence, for any $T \geq D$, the online setting is reduced to the offline case. Therefore, the potentially interesting values for $T$ in the online setting are ones that fall in the interval $[0, D)$.

Proof. Immediately follows from Lemma 2 (which assures that if the distance from splitting point $r$ to the next splitting pint $r'$ is at least $D$, then all orders released at time $r$ can be delivered at that time). \square

3.2. Methods

In this section, we describe our algorithms and give the conditions when they provide an optimal solution to our problem.

Algorithm 0. According to Lemma 2, our first Algorithm 0 forms our initial solution $\sigma$ as follows. Iteratively, at each splitting point $r^i$, it extends the pending batch $B^{i-1}$ with the orders released at time $r^i$ forming in this way the new pending batch $B^i$ unless $r^i$ is a terminal splitting point. In the latter case the algorithm creates a batch that delivers at time $r^i$ the orders from pending batch $B^{i-1}$ and the orders released at time $r^i$. In this way, Algorithm 0 naturally partitions the incoming orders into the segments, with each segment the corresponding terminal point being associated. For that segment, Algorithm 0 creates a single batch (the segment batch) delivering all orders released within that segment at the corresponding terminal splitting point. Since a segment can be solved independently from the other segments, from here on, we concentrate our attention to a single segment to which we shall refer to as the segment and will denote by $r^1, \ldots, r^k$ the splitting points from that segment ($r^k$ being the terminal splitting point of that segment).

Lemma 3.

(i) Algorithm 0 has a best possible time complexity of $\Theta(r_{\text{max}})$.
(ii) Every active splitting point in solution $\sigma$ is also an active splitting point in an optimal solution $S_{\text{opt}}$.
(iii) Solution $\sigma$ is optimal if every splitting point is terminal. Otherwise, it remains optimal if for every terminal splitting point $r^i$ in it,

$$TD(r^i, r^k) \leq D,$$  

(4)
where \( r' \) is the earliest splitting point (the minimum order release time) in the segment containing terminal splitting point \( r^k \).

**Proof.** Algorithm 0 works on \( r_{\text{max}} \) iterations with a constant cost at each of these iterations (the orders released at each splitting point can be included into a batch with a constant cost and condition (3) can also be verified in a constant time at that point). This implies that time complexity of the algorithm is \( \Theta(r_{\text{max}}) \). It is also a best possible time complexity, as any feasible solution must contain the orders released at each of the \( r_{\text{max}} \) splitting points and hence all of them need to be considered in the linear fashion. Claim (ii) and the first statement of claim (iii) immediately follow from the construction of solution \( \sigma \) and Lemma 2.

We show the second statement of claim (iii). Let \( r' \in \{ r^1, \ldots, r^{k-1} \} \). Note that inequality (4) essentially says that if the orders released up to point \( r^{k-1} \) in the segment containing point \( r^k \) in pending batch \( B^k \) are delivered at time \( r^k \), then their total delay will be no greater than \( D \), the cost of the creation of a new separate batch at or before time \( r^{k-1} \). In particular, the total delay of the orders from that segment of pending batch \( B^k \) released between points \( r' \) and \( r^k \) within the interval \([r', r^k]\) would also be no greater than \( D \) (in case the corresponding new batch is created). Consider a feasible solution \( \sigma' \) obtained from solution \( \sigma \) by delivering a separate batch at point \( r' \). If that solution is optimal, it delivers a batch also at time \( r^k \) (claim (iii)). So in solution \( \sigma' \), the first batch delivers the orders released by time \( r' \) at that time, and second batch delivers the orders released between times \( r^{k+1} \) and \( r^k \) at time \( r^k \).

We have

\[
TC(\sigma') = TC(\sigma) - TD(\sigma)((r', r^k) \rightarrow [r', r^k]) + D \geq TC(\sigma),
\]

where \( TD(\sigma)((r', r^k) \rightarrow [r', r^k]) \) stands for the total delay of the orders from pending batch \( B^k \) released between points \( r' \) and \( r^k \) within the interval \([r', r^k]\). We have

\[
TD((r', r^k) \rightarrow [r', r^k]) \leq TD(r', r^k) \leq D.
\]

Thus we showed that the terminal splitting point \( r^k \) is the only active splitting point of the corresponding segment of optimal solution \( S_{\text{opt}} \). Since this holds for any segment of solution \( \sigma \), it is optimal. \( \square \)

From here on in this paper, we assume that none of the optimality condition from (iii) in Lemma 3 is satisfied. Note that since all the active splitting points of the initial solution \( \sigma \) are also active splitting points in an optimal solution \( S_{\text{opt}} \), if solution \( S_{\text{opt}} \) possesses additional active splitting points then it may contain two or more batches for the jobs of some segment.

**Algorithm 1.** Our next algorithm employs the concept of the relative total delay that we define now. Consider the pending batch containing the orders released between points \( r^l \) and \( r^{l+k-1} \) (including these points, for some positive integer \( k > 1 \)). Here, we assume that the orders released before time \( r^l \) are already delivered. These orders may be delivered in a single batch at time \( r^{l+k-1} \) or alternatively, they can be delivered together with the orders released at the next splitting point \( r^{l+k} \) in a single batch at time \( r^{l+k} \). We may compare these alternatives employing the following definition of the relative total delay

\[
RTD(r^l, r^{l+k}) = v^*_l(r^{l+k-1})(r^{l+k} - r^{l+k-1}).
\]

**Lemma 4.** Suppose \( k \) is the minimum integer such that

\[
RTD(r^l, r^{l+k}) > D. \tag{5}
\]

Then in an optimal solution \( S_{\text{opt}} \), the orders released between points \( r^l \) and \( r^{l+k-1} \) are not delivered at time \( r^{l+k} \) (i.e., they are delivered at one or more points from set \( \{r^l, \ldots, r^{l+k-1} \} \) in solution \( S_{\text{opt}} \).
Proof. By the way of contradiction, suppose the orders released between points \( r^j \) and \( r^{j+k-1} \) are delivered at time \( r^{j+k} \) in solution \( S^{opt} \). Consider an alternative solution \( S' \) obtained from \( S^{opt} \) by delivering these orders in a single batch at time \( r^{j+k-1} \). It is easily seen that the reduction in the total delay of the latter orders in solution \( S' \) (compared to that in solution \( S^{opt} \)) is \( RTD(r^j, r^{j+k}) \), whereas the cost of the newly created batch that dispatches at time \( r^{j+k-1} \) in solution \( S' \) is \( D \), i.e.,

\[
TC(S') = TC(S^{opt}) + D - RTD(r^j, r^{j+k}).
\]

Then by condition (5) \( TC(S') < TC(S^{opt}) \) and hence \( S^{opt} \) cannot be an optimal solution. \( \square \)

Algorithm 1 relies on the above lemma and on Lemma 2. Iteratively, if the next splitting point \( r^{j+k-1} \) is terminal, it creates a batch that delivers at that time the orders from pending batch \( B^{r^{j+k-1}} \) and the orders released at time \( r^{j+k-1} \). Otherwise, it verifies condition (5): if the condition is not satisfied, the orders released at time \( r^{j+k-1} \) are added to the current pending batch; otherwise, a new batch in which these orders (the ones released between points \( r^j \) and \( r^{j+k-1} \)) are delivered at time \( r^{j+k-1} \) is created. Importantly, Algorithm 1, retains the time complexity of Algorithm 0 (this can be seen similarly as in Lemma 3).

Algorithm 2. From Lemma 4, if condition (5) for point \( r^k \) is satisfied, the orders released between points \( r^1 \) and \( r^{j+k} \) are delivered at one or more splitting points from set \( \{r^1, \ldots, r^{j+k-1}\} \) in solution \( S^{opt} \). Algorithm 1 creates a single delivery at point \( r^{j+k-1} \). An optimal solution may contain more than one active splitting points from set \( \{r^1, \ldots, r^{j+k-1}\} \). Our next algorithm considers such possibility employing a different condition for creating each next active splitting point. Let \( r^i \) be the release time of the earliest released yet undelivered order from the current pending batch \( B^{r^i} \).

Algorithm 2 verifies if the total delay of the (yet undelivered) orders from pending batch \( B^{r^i} \) (released between times \( r^i \) and \( r^j \)) if delivered at time \( r^j \) will be less than batch delivery cost \( D \):

\[
TD(r^i, r^j) < D.
\]

If the condition is satisfied, then it is repeatedly verified for the next splitting point. Otherwise, we call point \( r^{j-1} \) (the latest splitting point for which the inequality is satisfied) a semi-terminal splitting point.

Whenever splitting point \( r^j \) is a semi-terminal or terminal point in pending batch \( B^{r^j} \), Algorithm 2 creates a new batch that delivers all the orders from batch \( B^{r^j} \) at time \( r^j \). Thus, Algorithm 2 creates all the active splitting points that Algorithm 0 creates and it also creates additional splitting points in each segment if the condition (4) in Lemma 3 is not satisfied.

4. Applications

In this section, an important special case of our problem which naturally arises in a number of industries and hence has also the practical significance is studied. First the problem is introduced and then the performance of the proposed algorithm is studied. The special case addresses a typical situation when the same number of orders are released at each splitting point which are evenly separated between each other. We call such orders homogeneously released orders; more formally, there are positive integer constants \( \Delta \) and \( \nu \) such that for each splitting point \( r^i \) (and \( r^{i+1} \))

\[
r^{i+1} - r^i = \Delta
\]

and

\[
\nu'(r^i) = \nu.
\]
It is less costly to calculate the total order delay in a feasible solution to this problem. In particular, it is easy to see that the total delay of the orders released at points \( r^l, r^l+1, \ldots, r^{l+k} \) if they are delivered in a single batch at time \( r^{l+k} \) (for a non-negative integer \( k \)) will be

\[
TD(r^l, r^{l+k}) = v\Delta \sum_{i=1}^{k} i = v\Delta \frac{k(k+1)}{2}.
\]

Likewise, the relative total delay

\[
RTD(r^l, r^{l+k}) = v\Delta \frac{r^{l+k} - r^l}{\sum_{i=1}^{k} i} = (k-1)\nu \Delta.
\]

**Lemma 5.** If for an instance with the homogeneously released orders \( v\Delta \geq D \) then all the splitting points are terminal. Hence, Algorithm 0 finds an optimal solution for that instance.

**Proof.** The first claim easily follows and the second one follows from Lemma 3. \( \square \)

Suppose now that \( v\Delta < D \), let

\[
\kappa = \max_{k} TD(r^l, r^{l+k}) = v\Delta \frac{k(k+1)}{2} \leq D,
\]

and let

\[
\mu = \max_{k} RTD(r^l, r^{l+k}) = (k-1)\nu \Delta \leq D.
\]

It is easy to see that Algorithm 1, applied to an instance with the homogeneously released orders, will deliver the orders released at points \( r^l, \ldots, r^s \) in a single batch at time \( r^s \), the orders released at points \( r^{s+1}, \ldots, r^{2s} \) in a single batch at time \( r^{2s} \), and so on, unless one of these points is terminal; then it will deliver all the orders from the current pending batch in a separate batch at that splitting point. Algorithm 2 works similarly—we just replace \( \kappa \) with \( \mu \) in its description. Notice that the time complexities of Algorithms 1 and 2 are reduced to \( \Theta(r_{\text{max}}/\kappa) \) and \( \Theta(r_{\text{max}}/\mu) \), respectively.

Since every segment can be dealt with independently from the other segments, without loss of generality we shall concentrate our attention to a single segment with \( r_{\text{max}} \) being the maximum order release time in that segment. Note that \( \kappa < \mu \) and hence \( \lceil r_{\text{max}}/\kappa \rceil > \lceil r_{\text{max}}/\mu \rceil \) for any \( k \geq 2 \).

**Lemma 6.** In optimal solution \( S^{\text{opt}} \) to an instance with the homogeneously released orders the number of batches is not less than \( \lceil r_{\text{max}}/\mu \rceil \) and it is not more than \( \lceil r_{\text{max}}/\kappa \rceil \).

**Proof.** By the way of contradiction, suppose first that the number of batches in solution \( S^{\text{opt}} \) (in the segment) is less than \( \lceil r_{\text{max}}/\mu \rceil \). Then there must exist two neighboring active splitting points \( r^l \) and \( r^{l+k} \) in solution \( S^{\text{opt}} \) with \( k > \mu \). Hence,

\[
RTD(r^l, r^{l+k}) = (k-1)\nu \Delta > D.
\]

However, then clearly, solution \( S^{\text{opt}} \) can be improved by creating a new batch that delivers the orders released between points \( r^l \) and \( r^{l+k-1} \) (including these endpoints) at time \( r^{l+k-1} \), a contradiction.

Suppose now that the number of batches in solution \( S^{\text{opt}} \) (in the segment) is more than \( \lceil r_{\text{max}}/\kappa \rceil \). Then there must exist three neighboring active splitting points \( r^l, r^{l+k} \) and \( r^{l+k+k'} \) in solution \( S^{\text{opt}} \) such that \( k + k' \leq \kappa \). Hence,

\[
TD(r^l, r^{l+k+k'}) = v\Delta \frac{(k+k')(k+k'+1)}{2} \leq D.
\] \( (7) \)
Let $S'$ be the solution obtained from solution $S^{opt}$ by eliminating the batch starting at time $r^{i+k}$ in $S^{opt}$ and delivering at time $r^{i+k+k'}$ the orders from the eliminated batch together with the orders from the batch starting at that time in solution $S^{opt}$. We have

$$\text{TC}(S') = \text{TC}(S^{opt}) - D + \text{TD}([r^i, r^{i+k}] \rightarrow r^{i+k+k'})$$

where $\text{TD}([r^i, r^{i+k}] \rightarrow r^{i+k+k'})$ is the total delay of the orders released between times $r^i$ and $r^{i+k}$ within the interval $[r^{i+k}, r^{i+k+k'}]$ in solution $S'$, which is precisely the increase in the total delay of the orders in solution $S'$ compared to solution $S^{opt}$. Since

$$\text{TD}([r^i, r^{i+k}] \rightarrow r^{i+k+k'}) < \text{TD}([r^i, r^{i+k+k'}]) \leq D$$

(the first inequality is obvious and the second one follows from inequality (7)),

$$\text{TC}(S') < \text{TC}(S^{opt})$$

holds, another contradiction. The lemma is proved. $\Box$

Let now consider feasible solutions with a given number $\beta$ of batches with $r^{\text{max}} = \beta k + \rho$, $0 \leq \rho \leq \beta - 1$. The $\beta$-canonical solution $S^C(\beta)$ with $\beta$ batches is defined as follows: if $\rho = 0$ then repeatedly, each batch from $S^C(\beta)$ delivers the orders released at the next $k$ successive splitting points: the first batch delivers the orders released at times $r^1, \ldots, r^k$ at time $r^k$, the second batch delivers the orders released at times $r^{k+1}, \ldots, r^{2k}$ at time $r^{2k}$, and so on, the last batch delivers the orders released at times $r^{(\beta-1)k+1}, \ldots, r^{(\beta)k}$ at time $r^{(\beta)k}$. If $\rho > 0$ then solution $S^C(\beta)$ is defined similarly to case $\rho = 0$ with the only difference that the first $\beta - 1$ batches contain the orders released at the next $k+1$ successive splitting points and the batch delivery times are modified correspondingly. Note that we can construct $\beta$-canonical solution $S^C(\beta)$ similarly as in Algorithm 1 (Algorithm 2) just replacing $k$ ($m$) by $k$.

**Lemma 7.** The $\beta$-canonical solution $S^C(\beta)$ to an instance with the homogeneously released orders is constructed in time $\Theta(r^{\text{max}}/k)$ (with $r^{\text{max}} = \beta k + \rho$, $0 \leq \rho \leq \beta - 1$) and has the minimum cost among all feasible solutions with $\beta$ batches.

**Proof.** From $r^{\text{max}} = \beta k + \rho$ we immediately obtain that the cost of the construction of solution $S^C(\beta)$ is $\Theta(r^{\text{max}}/k)$ (similarly to Algorithms 1 and 2). Now we turn to the optimality proof for the case $\rho = 0$. Let us consider two neighboring batches $B^i$ and $B^{i+1}$ delivering at times $r^{(i+1)k}$ and $r^{(i+2)k}$, respectively, the orders released at times $r^{k+1}, \ldots, r^{(i+1)k}$ and $r^{(i+1)k+1}, \ldots, r^{(i+2)k}$, respectively, in solution $S^C(\beta)$. Consider an alternative solution $S'(\beta)$, which contains the same batches as solution $S^C(\beta)$ except that the sets of orders in the $i$th and and $(i+1)$st batches are modified: the $i$th batch contains all the orders from batch $B^i$ except the ones released at time $r^{(i+1)k}$; the latter orders are assigned to the $(i+1)$st batch in solution $S'(\beta)$ together with the orders from batch $B^{i+1}$. In this way, the delivery time of the first batch is $r^{(i+1)k-1}$ and the starting time of the second one is $r^{(i+1)k}$ in solution $S'(\beta)$. Clearly, the total delay in the $i$th batch in the latter solution is decreased by $\text{RTD}(r^{k+1}, r^{(i+1)k}) = (k-1)\nu \Delta$ compared to batch $B^i$, and the total delay in the $(i+1)$st batch in solution $S'(\beta)$ is increased by $k\nu \Delta$ compared to batch $B^{i+1}$, i.e.,

$$\text{TC}(S'(\beta)) = \text{TC}(S^C(\beta)) - (k-1)\nu \Delta + k\nu \Delta,$$

and hence $\text{TC}(S'(\beta)) > \text{TC}(S^C(\beta))$. The repeated application of the same interchange argument easily yields that a feasible solution containing two batches which differ by more than one in the number of the covered splitting points (the release times of the orders from these batches) cannot have a total cost less than $\text{TC}(S^C(\beta))$, which proves the lemma for case $\rho = 0$. In case $\rho > 0$, there exists no
solution in which each batch covers the same number of splitting points. Hence in a solution with the minimum cost with $\beta$ batches, at least two batches must extend to different number of splitting points. The interchange argument applied above for case $\rho = 0$ easily yields that there can be no benefit in creating batches that differ by more than one in the number of the covered splitting points. Hence, $TC(SC(\beta))$ is the minimum possible total cost for any feasible solution with $\beta$ batches.

**Corollary 2.** An optimal solution to an instance with the homogeneously released orders can be obtained in the number of steps bounded above by $\left(\frac{r_{\text{max}}}{\kappa}\right) \log\left(\frac{\left\lceil \frac{r_{\text{max}}}{\mu} \right\rceil - \left\lfloor \frac{r_{\text{max}}}{\kappa} \right\rfloor}{\frac{r_{\text{max}}}{\mu}}\right)$.

**Proof.** Based on Lemmas 6 and 7 we can easily construct an optimal solution combining the procedure for the creation of the $\beta$-canonical solution with the binary search. We consider trial values for $\beta$ from the interval $\left[\frac{r_{\text{max}}}{\kappa}, \left\lceil \frac{r_{\text{max}}}{\mu} \right\rceil\right]$ (see Lemma 6) using the binary search: for each $\beta$ from this interval, we construct the $\beta$-canonical solution $SC(\beta)$ by the above mentioned procedure in time $\Theta\left(\frac{r_{\text{max}}}{k}\right)$ (see Lemma 7). The time complexity also follows since the number of the trial $\beta$s is bounded above by $\log\left(\frac{\left\lceil \frac{r_{\text{max}}}{\mu} \right\rceil - \left\lfloor \frac{r_{\text{max}}}{\kappa} \right\rfloor}{\frac{r_{\text{max}}}{\mu}}\right)$.

5. Extensions

In this section, a possible extension of the studied model is considered and it is shown how the basic notions and properties earlier introduced for our basic model can be adopted for the extended setting. Consider a two-stage supply chain scheduling model, in which we have a traditional machine and the batch machines with the delivery cost $D$. The processing requirement of order $o_i$ on the machine is $p_i$. Order $o_i$ cannot be delivered until it is finished on the machine, i.e., it is processed for $p_i$ units of time on the machine once it is already released. A feasible solution specifies the starting time of each order (job) on the machine and the starting time of each batch (that may contain any number of the already finished and yet undelivered orders).

In the offline setting, a feasible solution can be constructed in two stages. At the first scheduling stage all the orders are scheduled on the machine, and at the second delivering stage the scheduled orders are distributed into the batches.

It can be easily observed that none of the two claims from Lemma 1 hold (in general) for an optimal solution $S_{\text{opt}}$ for this two-stage supply chain scheduling problem according to our definition of a splitting point. However, if this notion is redefined for the two-stage problem as an order completion time on the machine, then Lemma 1 can be reformulated as follows:

**Lemma 8.** Every batch in an optimal solution $S_{\text{opt}}$ to the two-stage supply chain scheduling problem is delivered at the completion time of some order and that batch contains all the yet undelivered finished orders.

**Proof.** Similarly to Lemma 1, consider a feasible solution containing a batch that is delivered between the completion times of two successively performed orders $i$ and $j$ on the machine. Then the total cost of that solution can clearly be decreased by replacing this batch with another batch that delivers the orders from the former batch at the completion time of order $i$. Likewise, a batch that does not include all the orders released by the starting time of that batch can be replaced by a batch which contains all these orders without increasing the total cost.

It is helpful to look at the problem in a two-dimensional scale representing schematically the machine time and the delivery costs by X-axes and Y-axes, respectively. The X-axes can be seen as the already formed sequence of all the orders with their starting times, constructed at the first scheduling stage. It may contain two kinds of points, an order release time and an order completion time; we shall refer to the first and the second type of points, respectively, as the type (1) and the type (2) splitting points, respectively. Note that an active splitting point can only be a type (2) splitting point, and that the same point may be a type (1) and also a type (2) splitting point (e.g., an order may be completed at the release time of another order). At the second delivering stage some type (2) splitting points are
extended by the vertical line segments of the length $D$ (so a complete solution can be represented by extending its every active splitting point with a vertical line segment of the length $D$).

The X-axes may contain a gap, a machine idle time, which will occur in case all the released orders are already finished on the machine and there is no new order released at the completion time of the latest scheduled order, say $i$ (so a gap is a time interval on the X-axes between the completion time of order $i$ and the starting time of the next released order, in case such an order exists). Note that the left end-point of a gap is a type (1) splitting point and its right end-point is a type (2) splitting point.

A block is a sequence of the orders, the first of which starts immediately after a gap (or at the earliest order release time), there is no gap in between two successive orders and the last scheduled order of the sequence is immediately succeeded by a gap (or there is no more order to be scheduled).

Call a sequence of all the simultaneously released orders on the X-axes a chain; a sub-chain of a chain consists of some successively scheduled orders of that chain. Note that to each (sub)chain $C$ a particular order release time (a type (1) splitting point) corresponds, which will be referred to as the release time of that (sub)chain and denoted by $r_C$.

Let the offset of (sub)chain $C$ be the difference between the starting time of the earliest scheduled order of this (sub)chain and the release time of that (sub)chain, and let $c_C$ denote the completion time of the last scheduled job of (sub)chain $C$ (a type (2) splitting point).

**Property 1.** The X-axes of an optimal solution $S_{opt}$ to the two-stage supply chain scheduling problem is formed by a sequence of (sub)chains. Every block in that solution starts by a (sub)chain with 0 offset and is followed by zero or more (sub)chains with the positive offset. Furthermore, every delivery in that solution occurs at time $c_C$, for some (sub)chain $C$ (a type (2) splitting point).

**Proof.** The first part can be established using a simple interchange argument, and the second part follows from Lemma 8. □

For an already constructed X-axes, consider a (sub)chain $C = (o_1, \ldots, o_k)$ and a type (2) splitting point $\pi$, $\pi \geq c_C$ (a potential delivery time of a batch including the orders in $C$). We can calculate $TD(C, \pi)$, the total delay of the $k$ orders from (sub)chain $C$ if they are delivered at time $\pi$, as the sum of the delays of all these $k$ orders:

$$TD(C, \pi) = k(\pi - r_C).$$  

(8)

Denote by $r_B$ and $c_B$ the starting and completion times, respectively, of block $B$. Suppose $\pi'$ and $\pi''$ are type (2) splitting points from block $B$ (the interval $[\pi', \pi'']$ may include more than one (sub)chain from block $B$), and let $\pi$ be another type (2) splitting point with $\pi \geq \pi''$ (point $\pi$ not necessarily belongs to the interval of block $B$). The total delay of all the orders scheduled within the interval $[\pi', \pi'']$ in block $B$ if they are delivered at time $\pi$ can clearly be obtained by summing up the total delays of the (sub)chains from that interval:

$$TD(B, [\pi', \pi''], \pi) = \sum_{C \in [\pi', \pi'']} TD(C, \pi).$$  

(9)

Now, point $c_B$ is the terminal splitting point in block $B$ if either $c_B = r_{\max}$ or there exists a splitting point $\pi'$ such that

$$TD(B, [\pi', c_B], \pi) - TD(B, [\pi', c_B], c_B) \geq D,$$

(10)

where $\pi$ is the completion time of the order scheduled the first after time $c_B$ (note that not necessarily a block possesses the terminal splitting point).

Note that the left-hand-side of inequality (10) is a natural adaptation of the concept of the relative total delay for the extended model applied to points $c_B$ and $\pi$. Below we state a version of Lemma 2 for the extended model.
Lemma 9. Suppose block $B$ possesses the terminal splitting point $c_B$. Then there is a batch in solution $S_{opt}$ that delivers (some) orders from block $B$ at time $c_B$.

Proof. We can use the dominance argument similar to that from Lemma 2. □

Now a segment is defined as a sequence of blocks ending with a block possessing the terminal splitting point and Algorithm 0 is straightforwardly extended for the two-stage model. Algorithms 1 and 2 can similarly be extended based on the modified notions of total delay and the relative total delay. Note that these algorithms now consist of two stages, the scheduling and the delivering stages.

6. Discussion and Concluding Remarks

A new algorithmic framework that allows to build efficient fast algorithms for the considered basic supply chain scheduling problems was proposed. The conditions under which the proposed algorithms for the basic supply chain scheduling problem provide an optimal solution were established. These algorithms serve as a basis for the construction of a very fast optimal algorithm for the homogeneously released orders. Using similar construction ideas, it might be possible to extend this algorithm for the setting with the non-homogeneously released orders.

As mentioned earlier in the introduction, although the problem was stated as a single-criteria optimization problem, it is essentially a by-criteria problem. Indeed, note that, given a feasible solution $S$, $TC(S)$ is the sum of the two different magnitudes, the total delivery cost of all batches (which is $D$ multiplied by the number of the batches in that solution) and the total delay of the orders in all the delivered batches. Minimizing the first magnitude will maximize the second one, and visa-versa. Hence the two objectives, minimizing the total number of batches (hence minimizing the total batch delivery cost) and minimizing the total order delay are contradictory, which precisely makes the problem non-trivial. In this paper, the problem was treated as a single-criteria problem but alternatively, different extensions of this problem with the same objective function can be studied as bi-criteria problems. Such a study may reveal new useful properties of these problems and may permit to widen the class of the supply chain scheduling problems allowing other objective criteria. These multi-criteria optimization problems can be approached using the traditional Pareto-optimality or, for example, a recently proposed threshold-optimality measure [25].

In the introduction, the dynamic programming algorithms from [1,3,7] proposed earlier for the relevant supply chain scheduling problems were mentioned. It is convenient to use dynamic programming for such problems because the two contradictory criteria hidden in the objective function can be evaluated together as sum of the two quantities (the total order delay and the total delivery cost) in the corresponding recurrent relations. However, these dynamic programming algorithms yield the enumeration of a considerable number of alternatives which make them not too time efficient. Unlike the dynamic programming algorithms, the proposed here algorithms are direct combinatorial algorithms based on a theoretical study of the structural properties of the problem. This makes these algorithms more time efficient, but at the same time, more difficult to construct because the two contradictory criteria in the objective function, which cannot be dealt with independently from each other. Nevertheless, we have succeeded to construct an optimal algorithm for the case of the homogeneously released orders. Moreover, in previous section, it was shown how the proposed theoretical framework can be extended to a two-stage supply chain scheduling problem, an immediate extension of the studied here model with two types of resources, a traditional machine and a batch machine (e.g., a vehicle). It was shown how the proposed main framework for the basic model can be adopted for a two-stage supply chain scheduling problem. Alternatively, models with two batch machines, the second of which is a transportation vehicle can be considered. These models can further be extended by allowing parallel batch machines. The adaptation of our framework for these models would be somewhat similar. In particular, the studied here basic model can gradually be extended to more complex real-life supply chain scheduling problems and the proposed algorithms can accordingly
be expanded. Efficient solution of the studied basic models might be essential for the development of fast solution methods for more complex real-life supply chain scheduling environments.
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