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ABSTRACT

We study the multi-target detection problem of recovering a target signal from a noisy measurement that contains multiple copies of the signal at unknown locations. Motivated by the structure reconstruction problem in cryo-electron microscopy, we focus on the high noise regime, where noise hampers accurate detection of signal occurrences. Previous works proposed an autocorrelation analysis framework to estimate the signal directly from the measurement, without detecting signal occurrences. Specifically, autocorrelation analysis entails finding a signal that best matches the observable autocorrelations by minimizing a least squares objective. This paper extends this line of research by developing a generalized autocorrelation analysis framework that replaces the least squares by a weighted least squares. The optimal weights can be computed directly from the data and guarantee favorable statistical properties. We demonstrate signal recovery from highly noisy measurements, and show that the proposed framework outperforms autocorrelation analysis in a wide range of parameters.

Index Terms— Autocorrelation analysis, generalized method of moments, multi-target detection, single-particle cryo-electron microscopy.

1. INTRODUCTION

We study the multi-target detection (MTD) problem of estimating a target signal \( x \in \mathbb{R}^L \) from a noisy measurement that contains multiple copies of the signal, each randomly translated \( x \in \mathbb{R}^L \). Specifically, let \( y \in \mathbb{R}^N \) be a measurement of the form

\[
y[\ell] = \sum_{i=1}^{p} x[\ell - \ell_i] + \epsilon[\ell],
\]

where \( \{\ell_i\}_{i=1}^{p} \in \{L + 1, \ldots, N - L\} \) are translations and \( \epsilon[\ell] \sim \mathcal{N}(0, \sigma^2) \). The translations and the number of occurrences of \( x \) in \( y \), denoted by \( p \), are unknown. We assume that the translations are sufficiently separated from each other. Specifically, each translation is separated by at least a full signal length from its neighbors, namely,

\[
|\ell_{i_1} - \ell_{i_2}| \geq 2L - 1, \quad \text{for all } i_1 \neq i_2.
\]

This model is referred to as the well-separated model. Figure 1 presents an example of three measurements at different signal-to-noise ratios (SNRs). We define SNR := \( \frac{\|x\|_2^2}{\|\epsilon\|_2^2} \).

The MTD model serves as a mathematical abstraction of the cryo-electron microscopy (cryo-EM) technology for macromolecular structure determination. In a cryo-EM experiment, biological macromolecules suspended in a liquid solution are rapidly frozen into a thin ice layer. An electron beam then passes through the sample, and a two-dimensional tomographic projection is recorded. Importantly, the 2-D location and 3-D orientation of particles within the ice are random and unknown. This measurement is further affected by high noise levels and the optical configuration of the microscope.

In the current analysis workflow of cryo-EM data, the 2-D projections are first detected and extracted from the measurement, and later rotationally and translationally aligned to reconstruct the 3-D molecular structure. This approach fails for small molecules, which induce low contrast, and thus low SNR. This makes them difficult to detect and align, rendering current cryo-EM algorithmic pipeline ineffective. For example, in the limit \( \text{SNR} \to 0 \), reliable detection of signals’ locations within the measurement is impossible.

The MTD model was devised in order to study the recovery of small molecules directly from the measurement, below the current detection limit of cryo-EM. An autocorrelation analysis technique (see Section 2.1) was implemented to recover low-resolution 3-D structures from noiseless simulated data under a simplified model. In order to further investigate the method from analytical and computational perspectives, the MTD model was studied in for one-dimensional signals under the assumption that the signal occurrences are either well-separated or follow a Poisson distribution. In , the mathematical framework was extended to account for arbitrary spacing of signal occurrences. In , the authors studied the MTD problem in two dimensions, where the sought images are arbitrarily rotated, but still well-separated, and in the framework was extended to an arbitrary spacing distribution of image occurrences.

Autocorrelation analysis is a special case of the method of moments, a classical statistical inference technique, and was first proposed for cryo-EM data in ; see also . It consists of finding a signal that best matches the empirical autocorrelations of the measurement, usually by minimizing a least-squares (LS) objective (see Section 2.1). For any noise level, the empirical autocorrelations can be estimated to any desired accuracy for sufficiently large \( N \). Computing the autocorrelations is straightforward and requires only one pass over the data, which is advantageous for massively large datasets, such as cryo-EM datasets. This work studies the application of a generalized autocorrelation analysis to the MTD problem. The generalized autocorrelation analysis framework, which is a special case of the generalized method of moments (GMM), suggests replacing the LS objective of autocorrelation analysis with a weighted LS, and provides a recipe of how to compute the optimal weights; see Section 2.2. The GMM has been proven to be highly effective in a variety of computational tasks, see for example . We mention in passing that the framework can be formulated with other objective functions, rather than LS.
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The main contribution of this paper is extending the autocorrelation analysis framework introduced in [1] by developing a generalized autocorrelation analysis framework for the MTD problem. We develop an algorithm for recovering the target signal from a measurement, and demonstrate successful reconstructions in noisy regimes (see Section 5). Moreover, we show that the generalized autocorrelation analysis estimator outperforms the classical autocorrelation analysis estimator in a wide range of SNRs and measurement lengths. It is thus a first step towards applying a generalized autocorrelation analysis to recovering small molecules from cryo-EM experimental datasets [6].

2. COMPUTATIONAL FRAMEWORK

2.1. Autocorrelation analysis

Before introducing the generalized autocorrelation analysis framework, we begin by presenting a classical autocorrelation analysis. The autocorrelation of order $q$ of a signal $z \in \mathbb{R}^N$ is defined as

$$A_q^z[\ell_1, \ldots, \ell_q] := \mathbb{E}[\frac{1}{N} \sum_{i \in \mathbb{Z}} z[i + \ell_1] \cdots z[i + \ell_q - 1]],$$

where $\ell_1, \ldots, \ell_q$ are integer shifts. Indexing out of bounds, that is, $z[i] = 0$ out of the range $\{0, \ldots, N - 1\}$. As $N$ grows indefinitely, by the law of large numbers, the empirical autocorrelations of $z$ almost surely (a.s.) converge to the population autocorrelations of $z$:

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i \in \mathbb{Z}} z[i]z[i + \ell_1] \cdots z[i + \ell_q - 1] \underset{a.s.}{\to} A_q^z[\ell_1, \ldots, \ell_q].$$

(3)

To formulate an autocorrelation analysis, we write the first three autocorrelations of $y$. We use the first three autocorrelations since the third-order autocorrelation is the lowest order autocorrelation that determines a generic signal uniquely [28, 29]. According to (3), the first-order autocorrelation is defined as

$$A_1^y := \frac{1}{N} \sum_{i \in \mathbb{Z}} y[i],$$

which is just the mean of the measurement. The second-order autocorrelation of $y$, $A_2^y : \mathbb{Z} \rightarrow \mathbb{R}$, is defined by

$$A_2^y[\ell_1] := \frac{1}{N} \sum_{i \in \mathbb{Z}} y[i]y[i + \ell_1].$$

For almost all 1-D signals, the second-order autocorrelation does not contain enough information to determine a signal uniquely [28, 29]. The third-order autocorrelation $A_3^y : \mathbb{Z} \times \mathbb{Z} \rightarrow \mathbb{R}$ is defined by

$$A_3^y[\ell_1, \ell_2] := \frac{1}{N} \sum_{i \in \mathbb{Z}} y[i]y[i + \ell_1]y[i + \ell_2].$$

Next, we want to relate the observable autocorrelations $A_1^x, A_2^x,$ and $A_3^x$, to the signal $x$, under the statistical model [1]. Importantly, under the well-separated condition [2], for translations in the range $L = \{0, \ldots, L - 1\}$, any given occurrence of $x$ in $y$ is only ever correlated with itself, and never with another occurrence. In [1], it was shown that under the well-separated condition [2], for any fixed level of noise $\sigma^2$, density $\gamma$ and signal length $L$, in the limit $N \rightarrow \infty$, the autocorrelations of the measurement are equal, up to some predicted bias terms, to the autocorrelations of the signal times a density constant. Specifically, we have that

$$A_1^x \equiv \gamma A_1^x,$$

$$A_2^x[\ell_1] \equiv \gamma A_2^x[\ell_1] + \sigma^2 \delta[\ell_1],$$

$$A_3^x[\ell_1, \ell_2] \equiv \gamma A_3^x[\ell_1, \ell_2] + \gamma A_2^x B[\ell_1, \ell_2],$$

(4)

(5)

(6)

for $\ell_1, \ell_2 \in \mathcal{L}$, where $B[\ell_1, \ell_2] := \sigma^2(\delta[\ell_1] + \delta[\ell_2] + \delta[\ell_1 - \ell_2])$, and $\delta$ is the Kronecker delta function defined by $\delta[0] = 1$ and $\delta[\ell] = 0$. Here, $\gamma$ is the density of the target images in the measurement and is defined by

$$\gamma = \frac{L}{N}.$$

(7)

(8)

For instance, the measurements in Figure 1 correspond to $\gamma = 0.4$. We mention that if the signal occurrences violate the separation condition [2], but follow a Poisson distribution, the autocorrelations are equivalent to (4)-(6) [1].

Notably, the relations between the autocorrelations of $y$ and $x$ do not directly depend on the location of individual signal occurrences in the measurement, but only through the density parameter $\gamma$. Therefore, detecting the signal occurrences is not a prerequisite for signal recovery, and thus signal recovery is possible even in very low SNR regimes.

In [1, 2, 3, 4, 5], it was suggested to find the signal that best matches the observable autocorrelations by minimizing a LS objective. Specifically, using (4)-(6) the LS reads

$$\arg\min_{x \in \mathbb{R}^L, \gamma > 0} \sum_{\ell_1=0}^{L-1} \left( A_1^x - \gamma A_1^x \right)^2 + w_2 \sum_{\ell_1=0}^{L-1} \left( \gamma A_2^x[\ell_1] - \gamma A_2^x[\ell_1] - \sigma^2 \delta[\ell_1] \right)^2$$

$$+ w_3 \sum_{\ell_1=0}^{L-1} \sum_{\ell_2=0}^{L-1} \left( \gamma A_3^x[\ell_1, \ell_2] - \gamma A_3^x[\ell_1, \ell_2] - \gamma A_3^x B[\ell_1, \ell_2] \right)^2,$$

(9)

where the weights $w_2$ and $w_3$ were chosen such that each term is equally weighted, as suggested by [1], and $B[\ell_1, \ell_2]$ is defined in [6]. We note that the optimization problem is non-convex, and thus there is no guarantee to converge to a global optimum. Nevertheless, similarly to previous papers on MTD, our numerical results (see Section 4) suggest that standard gradient-based methods succeed in recovering $x$ from only a few random initial guesses.
2.2. Generalized autocorrelation analysis

The generalized autocorrelation analysis framework is a special case of the GMM. In its most simplified form, the GMM generalizes the method of moments by replacing the LS objective function by weighted LS with optimal weights. A specific choice of weights guarantees favorable asymptotic statistical properties, such as minimal asymptotic variance of the estimation error (21) (see Section 2.3). In this work, we adapt the GMM to autocorrelation analysis and term the method generalized autocorrelation analysis.

Let us define the moment function \( f(\theta, y) \) for \( \theta \in \Theta \), where \( \Theta \) is a compact parameter space. The moment function is chosen such that its expectation is zero only at a single point \( \theta = \theta_0 \), where \( \theta_0 \) is the ground truth parameter (in our case, the target signal \( x \) and the density parameter \( \gamma \)). Namely,
\[
E[f(\theta, y)] = 0 \quad \text{if and only if} \quad \theta = \theta_0.
\] (8)

Since the moment function need only to satisfy the uniqueness condition [9] and a few additional mild regularity conditions (which can be found in [21][25][50]), the GMM was applied to a wide range of estimation problems, such as panel data problem [21] and subspace estimation [22].

In order to define the moment function for the MTD problem, we first define the \( i \)-th observation from the measurement \( y \) as follows:
\[
y_i := [y[i], \ldots, y[i + L - 1]] \in \mathbb{R}^L.
\] (9)

A natural choice of a moment function \( f(\theta, y_i) \), for \( y_i \) from (9), is the discrepancy between the autocorrelations of \( y_i \) and the population autocorrelations:
\[
f(\theta, y_i) := \left[ \gamma A_i^2 - A_i y_i, \{\gamma A_i^2[\ell_1] + \sigma^2 \delta[\ell_1] - A_i^2[\ell_1]\}_{\ell_1=0}^{L-1}, \{\gamma A_i^2[\ell_1, \ell_2] + \gamma A_i B(x, \ell_1, \ell_2) - A_i^2[\ell_1, \ell_2]\}_{\ell_1, \ell_2=0}^{L-1} \right],
\] (10)

where \( \theta := [x, \gamma] \). For convenience, we treat each autocorrelation as a column vector and the right hand side of (10) as their concatenation. Notice that the chosen moment function (10) fulfills the uniqueness condition [9] for generic signals [11]. The estimated sample moment function is the average of \( f \) over \( N \) observations:
\[
g_N(\theta) = \frac{1}{N} \sum_{i=0}^{N-1} f(\theta, y_i).
\] (11)

The generalized autocorrelation estimator is defined as the minimizer of the weighted LS objective
\[
\hat{\theta}_N = \arg \min_{\theta \in \Theta} g_N(\theta)^T W_N g_N(\theta).
\] (12)

Here, \( W_N \) is a fixed positive semi-definite (PSD) matrix. Note that the LS estimator (7) is a special case of (12), where \( W_N \) is a diagonal matrix with the weights from (7).

2.3. Large sample properties

Before presenting the statistical properties of the generalized autocorrelation analysis estimator, we fix notation. We denote by \( \Rightarrow \) and \( \xrightarrow{p} \) convergence in probability and in distribution, respectively. Let
\[
S := \lim_{N \to \infty} \text{Cov} \left[ \sqrt{N} g_N(\theta_0) \right],
\] (13)

be the covariance matrix of the estimated sample moment function (11) at the ground truth \( \theta_0 \). We denote by \( \{W_N\}_{N=1}^{\infty} \) a sequence of PSD matrices which converges almost surely to a positive definite matrix \( W \). The expectation of the Jacobian of the moment function at the ground truth \( \theta_0 \) is denoted by \( G_0 = E \left[ \partial f(\theta_0, y) / \partial \theta \right] \).

The large sample properties of the GMM estimator, and thus also of the generalized autocorrelation analysis estimator, were derived in [21], and are presented in the following theorem.

**Theorem 2.1.** Under condition [9] and a few additional mild regularity conditions that can be found in [21][25][50], the GMM estimator (and thus also the generalized autocorrelation analysis estimator) satisfies:

A. (Consistency) \( \theta_N \xrightarrow{p} \theta_0 \).

B. (Asymptotic normality)
\[
\sqrt{N}(\theta_N - \theta_0) \xrightarrow{D} N(0, M S M^T),
\]
where \( M = [G_0^T W G_0]^{-1} G_0^T W \).

C. (Optimal choice of a weighting matrix) The minimum asymptotic variance of \( \theta_N \) is given by \( (G_0^T S^{-1} G_0)^{-1} \) and is attained by \( W = S^{-1} \).

Theorem 2.1 shows that the matrix \( W = S^{-1} \) guarantees a minimal asymptotic variance of the estimator’s error. The covariance matrix \( S \) of (13), which plays a central role in Theorem 2.1, is required to be a positive definite matrix. Therefore, the moment function must be chosen so that \( S \) is full-rank. Empirically, in our case the matrix \( S \) is indeed full-rank when removing repeating entries of \( f \) that appear due to inherent symmetries of the autocorrelations [55]. We note that in general the matrix \( W \) depends on the ground truth \( \theta_0 \), and thus cannot be computed from the data. Therefore, it is common to use iterative methods that alternate between optimizing (12) given \( W \), and computing \( W \) given the current estimate of \( \theta \). However, for our specific choice of moment function (10), the matrix \( S \) is independent of the parameters of interest [26], and thus can be computed directly from the data:
\[
\text{Cov}[f(\theta)] = \text{Cov} \left[ \{A_i, \{A_i^2[\ell_1]\}_{\ell_1=0}^{L-1}, \{A_i^2[\ell_1, \ell_2]\}_{\ell_1, \ell_2=0}^{L-1} \}_{i=0}^{N-1} \right].
\]

### 3. NUMERICAL EXPERIMENTS

This section compares the numerical performance of the generalized autocorrelation analysis framework and the classical autocorrelation analysis method. A comparison of autocorrelation analysis to a naive method that detects and extracts the signal occurrences, and then averages, was conducted in [2][5]. While this method works well in a high SNR environment, it fails in low SNR regimes—the focal point of this paper—and thus omitted from this section. The optimization problem (7) was minimized using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, while ignoring the positivity constraint on \( \gamma \) (namely, treating it as an unconstrained problem). We measure the estimation error by
\[
\text{error}(x) = \frac{\|x - x^*\|_2}{\|x^*\|_2},
\]
where \( x^* \) is the true signal, and \( x \) is the estimated signal. In the experiments presented in Sections 3.2 and 3.3, the measurements were generated according to (1) with density \( \gamma = 0.2 \), and the target signals are of length \( L = 21 \). Each entry of the signals was drawn i.i.d. from a uniform distribution on \([0,1]\), and the target signals were normalized such that \( \|x\|_2 = 1 \). We estimated the signal from 5 random initial guesses (that were drawn from the same distribution...
3.1. Recovery from a noisy measurement

In Figure 2, we present a successful recovery of a target signal of length $L = 8$ from a noisy measurement with SNR $= 0.5$ and $\gamma = 0.2$, using autocorrelation analysis and generalized autocorrelation analysis. The noise level is visualized in Figure 4. As expected, the recovery error decreases as the measurement length increases. Remarkably, for all measurement lengths $N$, the generalized autocorrelation analysis framework shows superior numerical performance.

3.2. Recovery error as a function of the measurement length

Figure 3 presents recovery error as a function of the measurement length $N$. We set SNR $= 50$, demonstrating a high SNR environment. As expected by the law of large numbers, the recovery error of both estimators decays as $N^{-1/2}$. Evidently, the generalized autocorrelation analysis estimator significantly outperforms the classical autocorrelation analysis estimator for all $N$.

3.3. Recovery error as a function of the SNR

Figure 4 presents recovery error as a function of the SNR, for a fixed measurement length $N = 10^6$. For all levels of SNR, the recovery error using generalized autocorrelation analysis is smaller than the error of standard autocorrelation analysis. In addition, the slope of the error curve increases dramatically at low SNR, around SNR $\approx 1$, which is a known phenomenon in the cryo-EM literature, see for example [32, 33, 34].

4. CONCLUSION

This paper is motivated by the effort of reconstructing small 3-D molecular structures using cryo-EM, below the current detection limit. The main contribution of this study is incorporating the generalized method of moments into the computational framework proposed in [6] for the MTD problem. Theorem 2.1 shows the optimality of the proposed framework, and it is corroborated by numerical experiments.

Future work includes extending the generalized autocorrelation analysis estimator to the 2-D and 3-D cases of the MTD problem [6]. Furthermore, we wish to generalize the framework to the case of arbitrary spacing distribution between signal occurrences (namely, signals that violate the separation condition [2]) [35], with the ultimate goal of applying the method to cryo-EM experimental datasets.
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