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Abstract
Firms often change their operating policy to meet a short-term financial reporting target. Accounting researchers call this opportunistic action real earnings management (REM). They measure REM by the difference between a firm’s costs and those reported by its industry peers. Firms that pursue distinct competitive strategies also display different cost patterns than peers. However, the models that measure REM do not control for differences in competitive strategy. Hence a researcher can misinterpret a cost difference that stems from a firm’s competitive strategy as REM. The researcher would also find a spurious correlation between earnings management and a firm characteristic that varies with competitive strategy. A cause or effect relationship with earnings management could be wrongfully inferred. I suggest improvements in measurement models to avoid misspecification.
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1 Introduction
Graham et al. (2005) find that chief financial officers are willing to change their firms’ operating policies to meet a financial reporting target, implying that earnings management extends beyond accruals manipulation and includes real activities. For example, managers could temporarily cut research and development (R&D) outlays to show a profit instead of a loss. Studies call such a manipulation real earnings management
and measure its extent by the difference between the firm’s costs and those reported by its industry peers (Roychowdhury 2006). The literature has made considerable progress in measuring accrual manipulation, but REM estimation models remain rudimentary. Researchers continue to use the original models proposed by Roychowdhury (2006), despite the problems identified in recent studies (Siriviriyakul 2015; Cohen, et al. 2016). I investigate three questions: (1) Are REM models misspecified? (2) Could researchers draw incorrect inferences because of the misspecifications? (3) Can those models be improved and, if so, how?

I show that REM models cannot distinguish between a firm’s earnings management and its competitive strategy, because both can entail different levels of costs than industry peers. Consequently, researchers could erroneously infer REM if same-industry firms pursue different strategies. I find that variations in competitive strategies within industries are large enough to cause incorrect inferences about the presence and extent of earnings management. Furthermore, competitive strategy is associated with commonly studied accounting and finance variables, such as capital structure, corporate governance, executive compensation, and disclosure policy. Researchers can therefore document spurious correlations between earnings management and strategy-driven firm characteristics. I suggest improvements in REM estimation models to address this problem.

Roychowdhury (2006) proposes four models to measure REM, each focused on a different component of operating income. Two of these models interpret negative abnormal levels of R&D and selling, general, and administrative (SG&A) expenses as cutbacks of discretionary costs. The third model considers positive abnormal production cost [cost of goods sold [(COGS) plus changes in inventory] to be overproduction. The fourth model regards abnormal cash flow from operations as a sign of earnings management. Abnormal values for each of the four variables are obtained from linear regression models at the industry-year level and rely on two assumptions. First, all firms in an industry have the same cost and cash flow patterns when they are not managing earnings. Second, sales revenue is the sole driver of costs and profitability in the normal course of business. (SG&A and R&D models make this assumption using past revenue.) Researchers then, depending on the model, deem as abnormal the portion of costs or cash flows that are unrelated to current or past sales.

I show that the two assumptions underlying the estimation models are systematically violated. The cost patterns and cash profitability of firms in a given industry could differ because firms are in different stages of their life cycles (Miller and Friesen 1984; Dickinson 2011) or they adopt dissimilar business models at the time of their formation (Stinchcombe 1965). Young firms invest more in intangibles to create product differentiation or cost advantage (Porter 1980). In addition, firms listed in the last 25 years or

---

1 See, for example, DeFond and Jiambalvo (1994), Dechow et al. (1995), Hribar and Collins (2002), Kothari et al. (2005), and Owens et al. (2017).

2 See, for example, Doyle et al. (2013), Franz et al. (2014), Kim and Park (2014), Chen et al. (2015b), Chen et al. (2015a), and Ali and Zhang (2015).

3 Cutting discretionary costs could increase cash flow, but overproduction drives it down. Most studies conclude that firms engage in REM by cutting discretionary costs, not by overproduction. See, for example, McInnis and Collins (2011, pp. 231, 232), Kim and Park (2014, p. 388), and Chan et al. (2015, p. 157). Another possible explanation is that discretionary costs are easier to manipulate than production expenses.
so have capitalized on the progress in information technology to offer innovative products and enhanced services to customers (Shapiro and Varian 1998). Hence younger cohorts are more likely to pursue customer intimacy and product leadership strategies than older cohorts at the same stage of their life cycle (Treacy and Wiersema 1993). Pursuing those strategies requires high levels of intangible inputs, which are reported in R&D and SG&A (Brown and Kapadia 2007; Govindarajan and Srivastava 2016). I find that younger cohorts incur larger R&D and SG&A expenses in the normal course of operations than older cohorts in the same industry. Furthermore, older cohorts show higher levels of cash profitability than do younger cohorts, which typically incur losses. So the old and new cohorts within industries differ in their cost and profitability patterns.

The second assumption, that current or past sales is the sole driver of nonmanipulated costs and profitability, is systematically violated in three of the four REM models. Firms make cost decisions according to their competitive strategy. For example, firms invest in innovation, strategy, market research, customer and social relationships, computerized data and software, brands, and human capital to reap long-term rewards (Wernerfelt 1984; Peteraf 1993; Eisfeldt and Papanikolaou 2013).4 A firm’s plan for its future market share, revenues, or profits thus must be a significant determinant of its investment policy. A discretionary cost model that is based solely on past revenues should therefore be misspecified, because it excludes major determinants of planned investments. In contrast, a production cost model would be well specified because COGS, the main component of production cost, is matched to current revenues by accounting convention.5

I find that the residuals from discretionary cost models (the portion of costs that is unrelated to current revenues) are large and strongly associated with future revenue growth. Discretionary cost models thus measure REM with errors that reflect long-term investments. Furthermore, residuals display the same cohort patterns as the reported discretionary costs—they increase from the oldest to the youngest cohorts. Because regression residuals must add up to zero, the oldest cohorts show large negative residuals, while the youngest cohorts display large positive values. A researcher would conclude that the oldest cohorts opportunistically cut discretionary costs and the youngest cohorts overinvest in intangibles.

The production cost model is better specified than the discretionary cost model and yields smaller residuals, because COGS is highly matched to current revenues.6 Also, the difference between the residuals of the youngest and the oldest cohorts is much smaller for the production cost model than for the discretionary cost models. Thus the youngest and the oldest cohorts show no significant difference in earnings management by overproduction but appear to significantly differ in earnings management by discretionary cost curtailment. This pattern is noteworthy because studies typically find

---

4 Sougiannis (1994) and Lev and Sougiannis (1996) find that R&D investments increase future earnings for up to five years. Banker et al. (2011) and Enache and Srivastava (2018) find that SG&A expenses are associated with earnings for three years into the future.

5 Roychowdhury (2006, p. 350) shows the correlation of current revenues with SG&A (0.39) is significantly lower than with production cost (0.95). The correlation of operating cash flow with revenues is even smaller (0.11).

6 Over 60% of the variation in discretionary costs is unexplained by the model (Roychowdhury 2006, p. 349). This is unlike the production cost model, which exhibits R-squared of 89%.
significant earnings management using discretionary cost models but not with production cost models. Stated differently, the literature shows widespread earnings management using measures that are obtained from under-specified models. But the same studies do not report significant results with measures of better-specified models. Furthermore, earlier studies typically find higher REM for large, low-growth, and highly profitable firms, which are the characteristics of older cohorts.\(^7\) In effect, those studies conclude that older cohorts manage earnings by cutting discretionary costs when the routine business practice of those firms may be to invest less in research and development and intangibles.

The above tests do not rule out the possibility that older cohorts manage earnings to a greater extent than do younger cohorts. Three tests negate this proposition. First, older cohorts are characterized by low growth and positive cash flows. Therefore they have the least incentive to mislead external capital providers, which is arguably the strongest motive for earnings management (Dechow and Skinner 2000). Second, the serial correlation of REM proxies is as high as 0.5–0.7, indicating persistence in firms’ distinctive characteristics (Siriviriyakul 2015). This high persistence shows the stability of firms’ competitive strategies (Stinchcombe 1965; Porter 1980) and is inconsistent with the idea that REM is a temporary deviation from a firm’s optimal business practice and that it should reverse in the next period to catch up with necessary expenses.\(^8\) Third, the oldest cohorts continue to show the largest profits year after year. This pattern contradicts the proposition that the oldest cohorts continually manipulate their operations, because a prolonged deviation from the optimal business practice must be followed by reduction in profits.\(^9\)

In addition, the oldest cohorts’ normal discretionary costs (those explained by the estimation models) are also lower than those of the youngest cohorts. These findings lead me to conclude that the oldest cohorts’ distinct ways of doing business are misinterpreted by the current models as real earnings management. Members of the oldest cohorts have survived for more than 40 years. They must have competed successfully against each other and the nonsurviving firms by following superior strategies, creating better products, or establishing more stable markets and customer bases, which now enables them to earn economic rents without having to invest as much in intangibles as younger cohorts (Amit and Schoemaker 1993; Agarwal and Gort 2002). New players, in contrast, must spend higher amounts on innovation, strategy, advertising, customer relationships, and brands to build competitive advantages or to gain from recent technological advances (Porter 1980; Shapiro and Varian 1998). These differences in competitive strategies of the oldest and youngest cohorts, in conjunction with the under-specification of REM estimation models, lead to the appearance that the oldest cohorts underinvest in intangible assets.

\(^7\) See, for example, Kim and Park (2014, p. 381), Cohen et al. (2016, p. 42), and Cheng et al. (2016, p. 1062).
\(^8\) In that case, the serial correlation in abnormal costs should be negative, not positive.
\(^9\) Otherwise, any action that reduces costs and improves profitability, such as enhancing production and distribution efficiencies and closing unprofitable divisions, should be considered real earnings management. But why those actions should be considered suboptimal or opportunistic is unclear.
The main takeaway from the paper is that competitive strategy is an omitted variable in REM estimation models that should be included in the first-stage models. The empirical proxies for competitive strategy are not available in financial reports, which is a major limitation of accounting (Lev and Gu 2016). I propose a sequence of corrective steps based on the available financial statement variables. First, I assume that a firm’s competitive strategy relates to its opportunity set. Thus, in the first-stage estimation, I include the proxies for opportunity set, namely, size, past profitability, and growth (Gunny 2010). Second, I assume that firms spend on intangibles to generate current revenues as well as to secure future benefits. Hence I include future revenues in the estimation models. Third, I control for the firm’s own past expenses to identify deviations from its routine behavior (Gunny 2010). Even if successfully applied, these three steps cannot correct for a firm’s optimal business response to a new economic shock in the measurement year. That response would appear as a deviation from the firm’s past expenses, which could be misinterpreted as real earnings management. Researchers can avoid this error by using a cohort adjustment, based on the assumption that firms in similar life-cycle stage and with similar technological vintage experience similar economic shocks. I subtract the costs of a similar-size firm belonging to the same industry cohort from the costs of a given firm to estimate its abnormal behavior.

I demonstrate that each sequential step mitigates the measurement errors in REM proxies and reduces the portion of costs considered manipulative. Mitigation with each step, however, differs across proxies. The inclusion of one-year-forward revenues more effectively mitigates the errors for SG&A than for the production cost model, because abnormal SG&A is strongly correlated with future revenue growth and abnormal COGS is not. Cohort adjustment has the largest effect on R&D models, suggesting that firms with similar technology vintage and in similar stage of life cycle spend similar amounts on R&D. The steps I propose could change the inferences of studies, such as that of Kim and Park (2014).

My paper makes three contributions to the literature. First, it adds to understanding of the earnings management phenomenon as measured by the current REM models. I show that the models ignore the relation between a firm’s competitive strategy and its costs, leading researchers to misinterpret strategy-related cost difference as earnings management. My findings are consistent with the ideas of Dechow et al. (2010) that earnings properties are determined by both fundamental performance and accounting practice and of Ball (2013) that researchers often find earnings management when no other party with greater information and incentive detects that pattern.

Second, I propose enhancements in the estimation models to lower the competitive strategy-related measurement errors in earnings management proxies. Any hypothesis test of an incentive for earnings management is a joint test of the validity of the researcher’s first-stage model and the relation between the incentive and earnings management. The enhancements I propose should improve the reliability of future tests about earnings management. As such, my contribution is analogous to that of Dechow et al. (1995), Kothari et al. (2005), and Owens et al. (2017) in improving the
measurement of discretionary accruals. Nevertheless, I caution researchers against mechanically applying the corrective steps I propose. These steps would overcorrect for errors when the incentive for earnings management varies with the firm’s opportunity set, when the firm routinely manages earnings, or when the members of the firm’s industry cohort manage earnings to an equal extent.

Third, results of this paper can be generalized to any model that estimates a firm’s abnormal, manipulative, or suboptimal behavior by the uniqueness of its characteristics vis-à-vis industry peers. I show that the oldest and youngest cohorts in an industry often differ in their competitive strategies, leading to systematic differences in their strategy-related financial characteristics. Thus cohort adjustment must be applied to any industry-based measurement of suboptimal or manipulative behavior.

The rest of the paper is organized as follows. Section 2 describes the literature on real earnings management and explains the estimation models and measurement of variables. Section 3 examines the violations of the two assumptions underlying the Roychowdhury (2006) models. Sections 4 and 5 investigate whether model misspecifications can lead to incorrect inferences about the presence and the extent of real earnings management. Section 6 proposes a sequence of improvements in the models. Section 7 concludes.

2 Prior research, description of models, and measurement of variables

Healy and Wahlen (1999, p. 368) state that “[e]arnings management occurs when managers use judgment in financial reporting and in structuring transactions to alter financial reports to either mislead some stakeholders about the underlying economic performance of the company or to influence contractual outcomes that depend on reported accounting numbers.” Managers can manipulate not only financial reports but also operating and financing activities to meet reporting targets. This idea is confirmed in the Graham et al. (2005) survey of financial executives, which finds that chief financial officers are willing to cut discretionary costs, such as R&D and advertising, to show higher earnings in the short term. Roychowdhury (2006) proposes an innovative method to detect such opportunism.

Roychowdhury (2006) suggests that deviations in production costs and discretionary costs from otherwise optimal operating decisions represent managers’ attempt to manipulate earnings. He reasons that lower discretionary costs, compared with industry peers [identified by two-digit Standard Industrial Classification (SIC) code], could indicate the reduction of soft discretionary costs. He also posits that higher production costs, relative to peers, represent overproduction of goods. He further argues that manipulation of real activities affects operating cash flow, though the direction of the effect is ambiguous. Many subsequent studies associate abnormal operating cash flow with REM, consistent with the idea that curtailment of discretionary costs increases operating cash flow.

---

12 Managers liquidate inventory (Dhaliwal et al. 1994); sell long-term assets (Bartov 1993; Herrmann et al. 2003); reduce discretionary costs (Bushee 1998; Baber et al. 1991), R&D (Cohen et al. 2010), and sales prices (Jackson and Wilcox 2000); structure financial transactions (Barton 2001; Pincus and Rajgopal 2002; Dechow and Shakespeare 2009), leases (Imhoff and Thomas 1988), and debt-equity swaps (Hand 1989); and indulge in mergers and acquisitions (Ayers et al. 2002) and stock repurchases (Hribar et al. 2006) to manage earnings.
Roychowdhury (2006) models require two assumptions. First, in the normal course of business, all firms in a given industry need the same level of discretionary costs and production costs, and they generate the same levels of cash operating profits. (All variables are scaled by total assets at the beginning of the year.) Second, either current or past revenue is the sole determinant of optimal costs. Based on these assumptions, Roychowdhury (2006) measures a firm’s deviations from its optimal outlays by the residuals from the regressions of SG&A, R&D, production costs, and operating cash flow on current or past revenues estimated by industry and year. He finds that regression residuals are associated with the frequency of meeting earnings benchmarks. He therefore reasons that the regression residuals represent a firm’s suboptimal behavior to manipulate financial reports. Roychowdhury’s models continue to be widely used in the literature, despite enhancements proposed by subsequent studies (e.g., Gunny 2010).

2.1 Measurement of real earnings management

Consistent with Roychowdhury (2006), I measure discretionary costs by SG&A (Compustat XSGA) and R&D (XRD). ProductionCost is calculated by adding changes in inventory (INVT) to cost of goods sold (COGS). Cash flow from operations (OANCF) is referred to as OperatingCashFlow. All variables are scaled by total assets at the beginning of the year (AT).

To determine overproduction, I follow Roychowdhury (2006) and estimate the following cross-sectional regression for each industry (two-digit SIC code) and year.

\[
\text{ProductionCost}_{i,t} = \beta_1 + \beta_2 \times \frac{1}{\text{Total Assets}_{i,t-1}} + \beta_3 \times \frac{\text{Sales}_{i,t}}{\text{Total Assets}_{i,t-1}} + \beta_4 \times \frac{\Delta \text{Sales}_{i,t}}{\text{Total Assets}_{i,t-1}} + \epsilon_{i,t} \quad (1)
\]

where \(\Delta \text{Sales}\) represents changes in revenues. The residual estimated on a firm-year basis represents a manipulation of the production schedule. The more positive the residual, the higher the manipulation, assuming that firms increase their production levels to spread fixed costs over a larger number of units to show higher profit margins.

To determine curtailment of discretionary costs, the following cross-sectional models are estimated for each industry and year (Roychowdhury 2006).

\[
\text{SG&A}_{i,t} = \beta_1 + \beta_2 \times \frac{1}{\text{Total Assets}_{i,t-1}} + \beta_3 \times \frac{\text{Sales}_{i,t-1}}{\text{Total Assets}_{i,t-1}} + \epsilon_{i,t} \quad (2)
\]

and

\[
\text{R&D}_{i,t} = \beta_1 + \beta_2 \times \frac{1}{\text{Total Assets}_{i,t-1}} + \beta_3 \times \frac{\text{Sales}_{i,t-1}}{\text{Total Assets}_{i,t-1}} + \epsilon_{i,t} \quad (3)
\]

13 My definitions differ from those of Roychowdhury (2006) in one principal respect. Roychowdhury adds R&D and advertising to SG&A, but I do not, because Compustat’s variable for SG&A (XSGA) includes advertising and R&D expenses. I also do not separately examine advertising expenses, because they are economically insignificant compared with R&D and SG&A (Enache and Srivastava 2018).
The residuals are the inverse measures of manipulation of discretionary costs. (The model for R&D is the same as that of Roychowdhury (2006, p. 351, footnote 24).) The more negative the SG&A and R&D residuals, the higher the curtailment of discretionary costs.

Abnormal \textit{OperatingCashFlow} is measured by estimating the following cross-sectional model by industry-year (Roychowdhury 2006).

\[
\text{OperatingCashFlow}_{i,t} = \beta_1 + \beta_2 \times \frac{1}{\text{Total Assets}_{i,t-1}} + \beta_3 \times \frac{\text{Sales}_{i,t}}{\text{Total Assets}_{i,t-1}} \\
+ \beta_4 \times \frac{\Delta \text{Sales}_{i,t}}{\text{Total Assets}_{i,t-1}} + \epsilon_{i,t}.
\] (4)

The residuals represent the curtailment of sales expenses.

\textbf{2.2 Financial characteristics}

In addition to costs, I examine variations in financial characteristics of firms in the same industry. I consider the market value of equity, lagged return on assets (ROA), and the market-to-book ratio as proxies for firm size, nonmanipulated profitability, and growth, respectively. I measure profitability by the earnings-to-price ratio and the return on assets. A firm is assumed to have just missed its earnings target if it reports a loss and the ratio of net income to beginning-of-year total assets lies between zero and $-1\%$. A firm is assumed to have just met the earnings target if its ratio of net income to beginning-of-year total assets is between zero and $1\%$. I also calculate these variables based on changes in earnings. If the change is negative but greater than $-1\%$ of beginning-of-year total assets, the firm is presumed to have just missed showing improvement in profitability. If the firm reports an increase in net income greater than zero but less than $1\%$ of beginning-of-year total assets, it is presumed to have just shown improvement in profitability.

\textbf{3 Violations of the two assumptions underlying real earnings management models}

This section investigates violations of the two principal assumptions underlying the Roychowdhury (2006) models: the intra-industry homogeneity assumption and the current or past revenues being the sole determinant of firms’ optimal costs.

I exclude financial firms, beginning with SIC code 6, because the traditional cost classifications (COGS versus SG&A accounts) do not apply to them. The remaining firms are categorized by industry based on two-digit SIC codes, consistent with Roychowdhury (2006) and the ensuing studies. Roychowdhury’s models, by construction, measure variations among the characteristics of firms in a given industry and year. I test my thesis, that these models could be misspecified, by using 2014 as a representative year. In untabulated tests, I obtain similar results by examining other years from 2010 to 2013.
The listing year is the first year in which a firm has valid data in Compustat.\textsuperscript{14} All firms listed in a common year are referred to as members of a listing cohort. Firms listed before 1950 are assumed to have a listing year of 1950, given the limitations in the Compustat database. Listing vintage (ListingVintage) is measured in years by subtracting the listing year from 2014. Either listing vintage or listing year is used to identify a cohort, because all observations pertain to the same year. Each firm-year observation requires data from the past two years for estimating real earnings management models, so the latest listing year is 2012.\textsuperscript{15} I end up with 4,929 firm-year observations with valid data, all pertaining to fiscal year 2014.

3.1 Violation of the intra-industry homogeneity assumption

Many studies, not just those on real earnings management, assume similarity in products, services, and production functions of same-industry firms (Guibert et al. 1971). Recent literature questions this assumption and shows that its violation leads to biased estimates of discretionary accruals (Hribar and Nichols 2007; Dopuch et al. 2012; Ecker et al. 2013; Collins et al. 2014; Owens et al. 2017). Models for estimating discretionary accruals have evolved based on these studies (DeFond and Jiambalvo 1994; Dechow et al. 1995; Hribar and Collins 2002; Kothari et al. 2005). Yet the implications of its violation are less well understood for REM models.

3.1.1 Systematic differences in the characteristics of successive listing cohorts

I hypothesize that the financial and cost characteristics of same-industry firms could differ by listing cohorts. Srivastava (2014) supports this idea for the overall set of listed firms. He shows that successive listing cohorts display increasing intangible intensity, measured by R&D, SG&A expenditures, and market-to-book ratios. Such inter-cohort differences do not dissipate with time, indicating that those differences reflect more permanent differences in cohorts’ business models, not just temporary differences in cohorts’ life-cycle stages. (See Fig. D1 of Brown and Kapadia (2007) and Fig. 3 of Srivastava and Tse (2016).) Similar patterns are observed in some empirical manifestations of competitive strategy, such as profitability, survival rates, special items, earnings volatility, and market-to-book ratio.

I confirm that the patterns documented previously hold for the 2014 firm sample. Panel A of Table 1 presents the pooled average characteristics as well as the number of firm-year observations by listing vintage. I classify firms into four quartiles by their listing vintage, with the highest and lowest listing vintage representing the oldest and youngest cohort, respectively. I then calculate the average characteristics for the youngest and oldest cohorts for the pooled sample. Panel B shows that R&D and

\textsuperscript{14} The Compustat listing year is a few years ahead of the listing year obtained from the Center for Research in Security Prices (CRSP) database. I use the Compustat listing year to maintain consistency with the financial data from Compustat, similar to Srivastava (2014). Using the CRSP listing year merely shifts the cohort classification by a few years and does not affect the overall trends (results not tabulated).

\textsuperscript{15} Fifteen firm-year observations are required to estimate industry-year regressions consistent with Roychowdhury (2006).
SG&A for the youngest cohorts are approximately three times larger than for the oldest cohorts. OperatingCashFlow is negative for the youngest cohorts but positive for the oldest cohorts. Panel C reports that the youngest and oldest cohorts differ in their growth opportunities, measured by market-to-book ratio, and profitability, measured by return on assets and earnings-to-price ratio.

I formally test for a trend across successive cohorts (the cohort trend, $\beta_2$) by estimating the regression

$$\text{AverageCharacteristic} = \beta_1 + \beta_2 \times \text{ListingVintage} + \epsilon,$$

where AverageCharacteristic is the pooled average of firm-year observations with the same listing vintage. $\beta_2$ is multiplied by $-1$ because listing vintage runs opposite to the succession of listing cohorts. It is multiplied by 1,000 for expositional reasons.

Panel A of Table 1 reports the cohort trend ($\beta_2$) for each characteristic and its significance. R&D and SG&A show a significantly positive trend, and OperatingCashFlow and ProductionCost show a significantly negative trend. Also, older cohorts show higher profitability and lesser growth than younger cohorts. These cohort trends confirm that prior findings hold for my study sample.

### 3.1.2 Reasons for expecting cohort patterns within industries

The literature supports the idea that successive cohorts within an industry would use more intangibles in their operations for two reasons: differences in life-cycle stages and technological vintages. Industry entrants compete against incumbents by differentiating their products or by being cost leaders (Porter 1980; Miller and Friesen 1984; Prahalad and Hamel 1990). Two principal competitive strategies over the last 40 years have been to offer advanced products (Shapiro and Varian 1998; Baumol and Schramm 2010) and a one-on-one relationship with the customer (Payne and Frow 2005; Kumar and Reinartz 2012). These two strategies are referred to as product leadership and customer intimacy, respectively, and are distinguished from the strategy of operational excellence (Treacy and Wiersema 1993). For example, Tesla competed against established automobile companies by offering an all-electric, customizable vehicle. Product leadership and customer intimacy strategies require higher intangible inputs, such as R&D, information technology, expert personnel, and customer databases than do strategies based on cost advantage (Shapiro and Varian 1998; Apte et al. 2008; Romer 1998; Baumol and Schramm 2010). Thus firms in their initial life-cycle stages and recently listed cohorts are expected to use a higher proportion of intangible inputs in their production function than do mature firms in the same industry.

Initial public offering (IPO) waves or the “hot IPO” phenomenon, the simultaneous listing of firms with similar production technologies within a broad industry category (Chemmanur and Fulghieri 1999; Benveniste et al. 2002), can also cause differences in production technologies of successive cohorts in the same industry. Such differences are evident from the IPO waves of biotechnology firms in 1990 within the broad SIC code of 28 (chemical and allied products), dot.com firms in 1998–1999 within the broad SIC code of 73 (business services), and shale oil and fracking firms in 2014 within the broad SIC code of 13 (oil and gas extraction).
Table 1  Number of observations and cost characteristics per listing vintage, all measured in 2014

Panel A: Firm characteristics by listing year

| Listing year | N   | R&D | SG&A | OperatingCashFlow | ProductionCost | M/B | ROA | E/P |
|--------------|-----|-----|------|-------------------|----------------|-----|-----|-----|
| 2012         | 479 | 0.103 | 1.647 | −0.730            | 0.544          | 5.564 | −1.610 | −0.699 |
| 2011         | 287 | 0.165 | 1.474 | −0.542            | 0.638          | 4.661 | −1.278 | −0.328 |
| 2010         | 269 | 0.126 | 1.064 | −0.411            | 0.617          | 4.619 | −0.931 | −0.463 |
| 2009         | 201 | 0.114 | 0.929 | −0.316            | 0.460          | 3.884 | −0.864 | −0.425 |
| 2008         | 157 | 0.077 | 0.556 | −0.136            | 0.452          | 2.595 | −0.353 | −0.395 |
| 2007         | 144 | 0.074 | 0.806 | −0.367            | 0.572          | 3.720 | −0.693 | −0.524 |
| 2006         | 177 | 0.068 | 0.342 | −0.119            | 0.601          | 2.535 | −0.242 | −0.350 |
| 2005         | 192 | 0.070 | 0.400 | −0.079            | 0.562          | 2.526 | −0.225 | −0.443 |
| 2004         | 153 | 0.062 | 0.408 | −0.152            | 0.578          | 2.233 | −0.349 | −0.379 |
| 2003         | 134 | 0.056 | 0.359 | −0.061            | 0.600          | 2.635 | −0.132 | −0.252 |
| 2002         | 118 | 0.101 | 0.589 | −0.221            | 0.618          | 3.072 | −0.574 | −0.384 |
| 2001         | 100 | 0.087 | 1.067 | −0.166            | 0.680          | 3.652 | −0.767 | −0.186 |
| 2000         | 113 | 0.068 | 0.848 | −0.188            | 0.682          | 2.846 | −0.498 | −0.210 |
| 1999         | 140 | 0.106 | 1.329 | −0.533            | 0.649          | 3.849 | −0.946 | −0.246 |
| 1998         | 212 | 0.109 | 0.390 | −0.037            | 0.480          | 2.423 | −0.088 | −0.249 |
| 1997         | 73  | 0.076 | 1.047 | −0.132            | 0.563          | 2.649 | −0.678 | −0.160 |
| 1996         | 109 | 0.053 | 0.727 | −0.052            | 0.617          | 2.489 | −0.399 | −0.052 |
| 1995         | 241 | 0.103 | 0.649 | −0.179            | 0.822          | 2.731 | −0.376 | −0.070 |
| 1994         | 133 | 0.062 | 0.482 | −0.087            | 0.680          | 2.418 | −0.281 | −0.102 |
| 1993         | 106 | 0.054 | 0.418 | −0.067            | 0.810          | 2.241 | −0.070 | −0.048 |
| 1992         | 113 | 0.070 | 0.361 | 0.026             | 0.861          | 2.162 | −0.016 | −0.129 |
| 1991         | 96  | 0.068 | 0.450 | −0.065            | 0.644          | 2.686 | −0.100 | −0.129 |
### Table 1 (continued)

Panel A: Firm characteristics by listing year

| Listing year | N   | R&D  | SG&A | Operating Cash Flow | Production Cost | M/B  | ROA  | E/P  |
|--------------|-----|------|------|---------------------|-----------------|------|------|------|
| 1990         | 59  | 0.079| 0.717| −0.064              | 0.672           | 3.421| −0.263| −0.010|
| 1989         | 49  | 0.091| 0.291| −0.090              | 0.931           | 2.688| −0.396| −0.185|
| 1988         | 37  | 0.049| 0.326| −0.057              | 0.761           | 2.249| −0.064| −0.201|
| 1987         | 42  | 0.080| 0.322| 0.009               | 0.483           | 2.386| −0.052| −0.009|
| 1986         | 72  | 0.072| 0.681| −0.085              | 0.657           | 2.746| −0.358| −0.073|
| 1985         | 76  | 0.106| 0.737| −0.207              | 0.747           | 2.943| −0.479| −0.176|
| 1984         | 43  | 0.052| 0.438| 0.010               | 0.757           | 2.120| −0.051| −0.184|
| 1983         | 42  | 0.031| 0.207| 0.052               | 0.685           | 1.975| 0.012 | −0.058|
| 1982         | 58  | 0.030| 0.265| 0.041               | 0.841           | 2.098| 0.026 | −0.007|
| 1981         | 22  | 0.047| 0.295| 0.033               | 0.762           | 1.576| 0.037 | 0.012 |
| 1980         | 34  | 0.078| 0.345| 0.014               | 0.651           | 1.736| −0.018| −0.127|
| 1979         | 12  | 0.029| 0.367| 0.131               | 0.761           | 2.468| 0.128 | 0.001 |
| 1978         | 13  | 0.028| 0.490| −0.098              | 0.563           | 2.191| −0.118| −0.658|
| 1977         | 12  | 0.010| 0.255| 0.073               | 0.659           | 1.349| 0.018 | −0.149|
| 1976         | 12  | 0.007| 0.151| 0.108               | 0.581           | 1.417| 0.086 | 0.040 |
| 1975         | 6   | 0.020| 0.166| 0.057               | 0.608           | 1.489| 0.032 | 0.007 |
| 1974         | 62  | 0.030| 0.295| 0.083               | 0.775           | 1.989| 0.007 | 0.005 |
| 1973         | 36  | 0.019| 0.291| 0.088               | 0.955           | 1.572| 0.077 | 0.002 |
| 1972         | 13  | 0.046| 0.213| 0.072               | 0.581           | 1.690| 0.072 | −0.004|
| 1971         | 22  | 0.012| 0.226| 0.092               | 0.839           | 1.693| 0.107 | 0.019 |
| 1970         | 11  | 0.024| 1.761| −0.742              | 0.734           | 3.344| −1.456| −0.275|
| 1969         | 17  | 0.020| 0.215| 0.097               | 0.559           | 1.583| 0.089 | 0.028 |
**Table 1 (continued)**

Panel A: Firm characteristics by listing year

| Listing year | N  | R&D   | SG&A  | Operating Cash Flow | Production Cost | M/B   | ROA   | E/P   |
|--------------|----|-------|-------|---------------------|-----------------|-------|-------|-------|
| 1968         | 37 | 0.012 | 0.318 | 0.074               | 1.012           | 1.711 | 0.093 | 0.004 |
| 1967         | 20 | 0.014 | 0.203 | 0.110               | 0.797           | 1.884 | 0.123 | 0.064 |
| 1966         | 14 | 0.023 | 0.295 | 0.109               | 1.257           | 2.196 | 0.102 | 0.017 |
| 1965         | 10 | 0.029 | 0.256 | 0.121               | 0.870           | 2.116 | 0.126 | 0.023 |
| 1964         | 11 | 0.012 | 0.171 | 0.073               | 0.958           | 1.487 | 0.090 | 0.047 |
| 1963         | 25 | 0.012 | 0.242 | 0.102               | 0.898           | 1.980 | 0.081 | 0.073 |
| 1962         | 31 | 0.018 | 0.186 | 0.086               | 0.660           | 1.674 | 0.091 | 0.021 |
| 1961         | 11 | 0.006 | 0.186 | 0.100               | 1.024           | 1.864 | 0.114 | 0.069 |
| 1960         | 72 | 0.015 | 0.231 | 0.093               | 0.778           | 1.660 | 0.065 | 0.005 |
| 1959         | 2  | 0.016 | 0.259 | 0.130               | 0.599           | 1.638 | 0.107 | 0.038 |
| 1958         | 21 | 0.004 | 0.164 | 0.080               | 0.496           | 1.347 | 0.070 | 0.054 |
| 1957         | 5  | 0.017 | 0.122 | 0.098               | 0.548           | 1.587 | 0.085 | 0.049 |
| 1956         | 1  | 0.017 | 0.187 | 0.077               | 1.160           | 1.341 | 0.072 | 0.057 |
| 1955         | 4  | 0.020 | 0.168 | 0.106               | 0.702           | 1.649 | 0.051 | 0.028 |
| 1954         | 5  | 0.018 | 0.123 | 0.078               | 0.700           | 1.812 | 0.087 | 0.051 |
| 1953         | 2  | 0.036 | 0.122 | 0.104               | 0.473           | 2.170 | 0.099 | 0.031 |
| 1951         | 44 | 0.001 | 0.169 | 0.076               | 0.257           | 1.275 | 0.061 | 0.050 |
| 1950         | 117| 0.019 | 0.173 | 0.090               | 0.675           | 1.968 | 0.095 | 0.018 |
| Cohort trend | 1.702 | 12.962 | 7.347 | 2.722               | 35.848          | 14.950 | 7.629 |
| t-value      | 11.680 | 6.093 | 6.841 | 2.268               | 8.454           | 6.920  | 8.557 |
Table 1 (continued)

| Panel A: Firm characteristics by listing year |
| Listing year | $N$ | $R^D$ | $SG^A$ | $Operating\, Cash\, Flow$ | $Production\, Cost$ | $M/B$ | $ROA$ | $E/P$ |
|--------------|-----|-------|--------|-----------------------------|---------------------|-------|-------|-------|

| Panel B: Differences in cost characteristics and operating cash flows of youngest and oldest cohorts |
| Quartile of firms | $R^D$ | $SG^A$ | $Operating\, Cash\, Flow$ | $Production\, Cost$ |
|-------------------|-------|--------|-----------------------------|---------------------|
| Youngest cohorts  | 0.124*** | 1.360*** | −0.549*** | 0.568*** |
| Oldest cohorts    | 0.040*** | 0.356*** | 0.018* | 0.729*** |
| Difference between the two quartiles | 0.084*** | 1.004*** | −0.567*** | −0.161*** |

| Panel C: Differences in financial characteristics of youngest and oldest cohorts |
| Quartile of firms | $M/B$ | $ROA$ | $E/P$ |
|-------------------|-------|-------|-------|
| Youngest cohorts  | 4.875*** | −1.264*** | −0.517*** |
| Oldest cohorts    | 2.106*** | −0.060 | −0.049*** |
| Difference between the two quartiles | 2.769*** | −1.204*** | −0.468*** |

All firms are observed in the year 2014. The first year in which a firm’s data are available in Compustat is the listing year. All observations are sorted by listing year and belong to a common cohort. All attributes are calculated by using the methods described in the appendix. The average characteristic by cohort is calculated using pooled firm-year observations for 2014. The number of observations is presented by listing year. Listing vintage is calculated by subtracting listing year from 2014. The cohort trend is calculated by the following equation: $Average\, Characteristic_{Cohort} = \beta_1 + \beta_2 \times Listing\, Vintage + \varepsilon$, using cohort averages. $\beta_2 \times −1,000$ (cohort trend) represents the trend in characteristics of successive cohorts observed at the same time. All firms are then categorized into quartiles by listing vintage. Pooled averages of the top and bottom quartiles and differences between them are presented in Panels B and C. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively, on a two-tailed basis.
Despite productivity breakthroughs and new competitive strategies adopted by industry entrants, older cohorts might not change their business model at the same pace as entrants.\textsuperscript{16} Older firms with their successful products, established markets, and loyal customers might not realize the need for changing their ways, especially if their strategies have achieved steady profits (Christensen 1997). Even with realization, doing so might not be feasible, because it requires cannibalization of profitable products, closing of divisions, and large-scale organizational changes that impose significant disruption costs (Hambrick 1983; Yip 2004; Acs and Audretsch 1988; Chen et al. 2010; Igami 2017). As a result, firms retain their initial business model adopted based on the technological advances extant at the time of their formation (organizational imprinting hypothesis; Stinchcombe 1965). Thus business models are linked to the technological vintage of listing cohorts. Newer cohorts, which are in their formation stages, could leverage on technological advances to increasingly pursue the strategies of product leadership and customer intimacy (Shapiro and Varian 1998). The implication is that successive cohorts in a given industry would display progressively higher intangible intensity, even when observed at the same stage of their life cycle.

### 3.1.3 Evidence of cohort patterns within industries

I classify firms into four quartiles by their listing vintage in an industry, with the highest and lowest listing vintage representing the oldest and youngest cohort, respectively. For the four largest industries (metal and mining, chemical and allied products, electronic and other electric, and business services), I present the quartile averages of \textit{R&D}, \textit{SG&A}, \textit{OperatingCashFlow}, and \textit{ProductionCost} in Panels A1–D1 of Fig. 1, respectively. These graphics show significant differences in those variables between the oldest and youngest cohorts. The oldest cohorts display higher \textit{OperatingCashFlow} and lower \textit{SG&A} and \textit{R&D}. \textit{ProductionCost} shows no consistent pattern.

The proposition that cohorts within an industry display systematic differences in costs and profitability is formally tested by estimating cohort trends (eq. (5)) by industry. The results are presented in Panel A of Table 2. Cohort trends are positive for \textit{R&D} and \textit{SG&A} and negative for \textit{OperatingCashFlow}, respectively, for 67\%, 87\%, and 90\% of industries, each of which is significantly different from an unconditional value of 50\%. In addition, cohort trends for profitability and growth are negative and positive for, respectively, 92\% and 85\% of industries. Cohort trend for \textit{ProductionCost} is negative for 51\% of industries, not significantly different than 50\%.

Panel A also reports the average of within-industry cohort trends and their significance. These averages are significant for \textit{R&D} (positive), \textit{SG&A} (positive), \textit{OperatingCashFlow} (negative), profitability (negative), and growth (positive).

\textsuperscript{16} Christensen (1997) argues that new firms in an industry are more likely than incumbents to capitalize on technological innovations. Other studies claim that newer companies innovate more frequently, because they do not fear cannibalization of their products (Acs and Audretsch 1988; Igami 2017). Prahalad and Hamel (1990) and Brickley and Zimmerman (2010) assert that new firms obtain market share from old firms by differentiating their products. D’Aveni (1994) and Thomas and D’Aveni (2009) find that rivalries within industries have increased over time.
Fig. 1 Reported and abnormal values of manipulated variables for the four largest industries. All firms are observed in 2014. Industry is defined by two-digit Standard Industrial Classification code. Observations from the largest four industries are retained. Cost characteristics, operating cash flows, and their abnormal values are calculated using methods described in the appendix. The first year in which a firm’s data are available in Compustat is the listing year. Listing vintage is calculated by subtracting the listing year from 2014. All observations are sorted by listing vintage and categorized into quartiles. The outermost quartiles are referred to as the youngest and oldest cohorts. Pooled averages of the youngest and oldest cohorts for the four industries are presented in Panels A1–D1 (reported values scaled by total assets) and Panels A2–D2 (abnormal values). Variable definitions are in the appendix.
ProductionCost does not display a significant trend. The results demonstrate that the characteristics of same-industry firms differ systematically based on listing cohorts.

### 3.1.4 Cohort patterns reflect technological vintage, not just the life-cycle effect

I conduct additional tests using a longer time series of data from 1965 to 2016, to establish that the cohort patterns are not entirely due to differences in life-cycle stages. I retain one observation per firm when its listing vintage is five years and industry-years with more than three observations. I then calculate pooled averages by industry-year based only on firms that are five years old in that year. All annual averages in an industry are presumably measured at the same life-cycle stage. I use them as the dependent variable in eq. (5) and estimate that regression by industry. Fiscal year becomes the independent variable, and $\beta_2 (\times 1,000)$ represents cohort trends within each industry after controlling for firm life cycle. I then calculate the average trends in R&D, SG&A, ProductionCost, market-to-book ratio, and earnings-to-price ratio and present them in Panel B of Table 2. Results show that younger cohorts within industries have higher SG&A and R&D, lower profitability, and higher growth, even after controlling for life cycle. For example, a five-year-old chemical firm in 1970 differs significantly from a five-year-old chemical firm in 1990 in its cost mix, growth, and profitability.

Sections 3.1.1–3.1.4 show that the oldest and youngest cohorts within industries differ in their characteristics, because of dissimilarity in life-cycle stages or technological vintages. I extend prior studies that document such patterns in the overall set of listed firms to within-industry contexts (Brown and Kapadia 2006; Srivastava and Tse 2016). Many research methods in accounting and finance assume uniformity in characteristics of same-industry firms. This section shows that any model that estimates a firm’s abnormal, manipulative, or suboptimal behavior by deviation from industry-average behavior must control for differences in life cycle and technological vintage in same-industry firms.

### 3.2 The assumption of revenues being the sole driver of normal costs

The right-hand-side variables in eqs. (1)–(4) are derivatives of current or past revenue. A critical assumption in the Roychowdhury (2006) models is that current or past revenue solely determines normal costs and profits. The Roychowdhury findings also indicate that different models violate this assumption to a varying degree and thus are dissimilarly under-specified.

---

17 Nevertheless, manufacturing industries, such as stone, clay, and glass products, furniture and fixtures, lumber and wood products, metal and mining, paper and allied products, primary metal industries, and chemical and allied products display negative trends, indicating that successive cohorts rely less on tangible inputs. Thus a researcher could obtain different results using the production cost model by examining manufacturing industries compared with the entire firm population.

18 The correlation of SG&A with current revenues (0.39) is significantly lower than for production cost (0.95) (Roychowdhury 2006, p. 350). The correlation of operating cash flow with revenues is even smaller (0.11). As a result, the adjusted R-squared of the SG&A model is just 38%, significantly lower than the 89% R-squared of the production cost model (Roychowdhury 2006, p. 349).
### Table 2: Trend in firm characteristics across listing vintages within each industry measured in 2014

#### Panel A: Trend in firm characteristics across listing cohorts within each industry

| Industry                                      | SIC2 | N    | R&D | SG&A | Operating Cash Flow | Production Cost | M/B     | ROA     | E/P     |
|-----------------------------------------------|------|------|-----|------|--------------------|-----------------|---------|---------|---------|
| Metal and mining                              | 10   | 641  | 0.012 | 14.400 | −8.829             | −4.544          | 34.709  | −13.367 | 28.351  |
| Oil and gas extraction                        | 13   | 355  | −0.067 | 11.951 | −5.461             | 0.023           | 20.049  | −12.506 | −9.894  |
| Nonmetallic minerals, except fuels            | 14   | 49   | 0.061 | 9.269 | −8.936             | −3.294          | 51.782  | −12.733 | −13.530 |
| General building contractors                 | 15   | 26   | 0.001 | 1.430 | −18.144            | 30.641          | 89.639  | −114.845 | −23.150 |
| Heavy construction building                  | 16   | 25   | −0.001 | 4.245 | −3.513             | −10.216         | 15.640  | −3.315  | −1.772  |
| Food and kindred products                    | 20   | 122  | 0.083 | 22.549 | −7.820             | 1.983           | 33.518  | −19.957 | −6.463  |
| Apparel and other textile products           | 23   | 33   | 0.185 | 11.113 | −7.851             | 6.921           | 70.657  | −13.037 | −9.120  |
| Lumber and wood products                     | 24   | 31   | 0.123 | 5.926 | −2.740             | −5.426          | 38.162  | −3.189  | −9.548  |
| Furniture and fixtures                       | 25   | 23   | −0.298 | −2.231 | −1.409             | −6.987          | −3.223  | −0.864  | −1.942  |
| Paper and allied products                    | 26   | 45   | −0.193 | −1.627 | 0.435              | −4.378          | −10.085 | −0.377  | 3.704   |
| Printing and publishing                      | 27   | 36   | 0.140 | 2.945 | −0.686             | 0.391           | 33.518  | −5.115  | −11.561 |
| Chemical and allied products                 | 28   | 601  | 8.491 | 22.564 | −7.631             | −3.499          | 54.022  | −18.519 | −6.204  |
| Petroleum and coal products                  | 29   | 49   | −0.087 | 1.359 | −1.233             | −1.274          | 3.017   | −3.155  | −5.730  |
| Rubber and miscellaneous plastics             | 30   | 32   | −0.275 | 1.155 | −1.493             | −0.336          | −22.712 | −2.116  | −4.786  |
| Stone, clay, and glass products              | 32   | 28   | −0.077 | −0.783 | −0.700             | −7.593          | 13.328  | −1.320  | −21.554 |
| Primary metal industries                     | 33   | 54   | 0.549 | 3.714 | −4.008             | −3.499          | 2.511   | −4.473  | −6.926  |
| Fabricated metal products                    | 34   | 57   | 0.060 | 1.992 | 0.192              | 4.185           | 12.618  | 0.086   | −7.828  |
| Industrial machinery and equipment           | 35   | 221  | 1.549 | 7.726 | −5.409             | −2.860          | 31.772  | −12.557 | −3.349  |
| Electronic and other electric                | 36   | 383  | 2.795 | 17.793 | −9.864             | 2.937           | 40.988  | −14.098 | −4.829  |
| Transportation equipment                     | 37   | 116  | 1.160 | 18.255 | −6.498             | 0.992           | 28.997  | −16.120 | −3.172  |
| Instruments and related products             | 38   | 269  | 3.882 | 25.399 | −15.190            | −1.374          | 80.638  | −25.308 | −5.137  |
| Miscellaneous manufacturing                  | 39   | 26   | 0.272 | 4.375 | −4.058             | 11.537          | 2.046   | −4.976  | −30.007 |
Table 2 (continued)

Panel A: Trend in firm characteristics across listing cohorts within each industry

| Industry                                | N   | T   | Initial Earnings | Final Earnings | Average Trend | Percentage Industries with Cohort Trend (Direction) |
|-----------------------------------------|-----|-----|------------------|----------------|---------------|---------------------------------------------------|
| Water transportation                    | 44  | 60  | 0.000            | 1.072          | -1.901        | 67% Positive                                     |
| Transportation by air                   | 45  | 44  | -0.004           | 3.969          | -2.865        | 90% Negative                                     |
| Communications                          | 48  | 164 | 0.647            | 19.979         | -6.880        | 51% Negative                                     |
| Electric, gas, and sanitary services    | 49  | 202 | 0.143            | 61.264         | -5.172        | 85% Negative                                     |
| Wholesale trade—durable goods           | 50  | 81  | 0.047            | -3.080         | -0.090        | 92% Negative                                     |
| Wholesale trade—nondurable goods        | 51  | 66  | -0.062           | 7.664          | -3.702        | 85% Negative                                     |
| Food stores                             | 54  | 26  | 0.000            | -1.595         | 0.228         | 92% Negative                                     |
| Automotive dealers and service stations | 55  | 24  | 0.000            | 0.075          | 0.679         | 92% Negative                                     |
| Apparel and accessory stores            | 56  | 36  | 0.000            | 2.200          | -0.746        | 92% Negative                                     |
| Eating and drinking places              | 58  | 60  | 0.003            | 4.529          | -0.331        | 87% Positive                                     |
| Miscellaneous retail                    | 59  | 70  | 0.036            | 6.367          | -2.152        | 92% Negative                                     |
| Business services                       | 73  | 593 | 2.390            | 15.631         | -8.565        | 92% Negative                                     |
| Amusement and recreation services       | 79  | 48  | 0.373            | 0.481          | -30.341       | 92% Negative                                     |
| Health services                         | 80  | 78  | 0.996            | 10.764         | -5.701        | 92% Negative                                     |
| Educational services                    | 82  | 27  | 1.137            | 4.048          | -4.964        | 92% Negative                                     |
| Engineering and management services     | 87  | 71  | 1.179            | 5.350          | -13.540       | 92% Negative                                     |
| Nonclassifiable establishments          | 99  | 56  | -0.189           | 60.686         | -32.446       | 92% Negative                                     |
| Average trend                           |     |     | 0.42*            | 2.59***        | -1.48**       | 92% Negative                                     |
| Percentage industries with cohort trend (direction) | 67% | 87% | 90%              | 51%            | 92%          | 92%                                               |
Table 2 (continued)

Panel A: Trend in firm characteristics across listing cohorts within each industry

Panel B: Average of cohort trends within industries, measured at the same listing vintage (five years), thus controlling for life cycle

| Characteristic | R&D | SG&A | ProductionCost | M/B  | E/P  |
|----------------|-----|------|----------------|------|------|
| Cohort trend   | 0.89| 14.94| −9.88          | 47.30| −18.25|
| t-value        | 3.48| 3.53 | −4.79          | 2.59 | −2.19 |

Panel C: Association between measures of real earnings management and future changes in revenues

| Association with future revenues | 0.03*** | 0.37*** | −0.15*** | 0.01 |

All firms are observed in 2014. The first year in which a firm’s data are available in Compustat is the listing year. Listing vintage is calculated by subtracting the listing year from the observation year. Industry is defined by two-digit Standard Industrial Classification (SIC2) code. In each industry, all observations are sorted by listing vintage and belong to a common industry cohort. The average characteristic of an industry cohort is calculated using pooled firm-year observations and the methods described in the appendix. Cohort trend in an industry is calculated by estimating the following equation by industry: AverageCharacteristicInd, Cohort = β1,Ind + β2,Ind × ListingVintage + εInd,Ind. Panel A presents β2 × −1,000 by industry. I then estimate trends across listing cohorts within industries at the same stage of firm age profile, using one observation per firm when it is five years old (data from 1965 to 2016). I retain industry years with more than three observations. Trend is calculated by industry as follows: AverageCharacteristicIndustry,Year = β1,Industry + β2,Industry × FiscalYear + εIndustry,Year. Trend is multiplied by 1,000 for expositional reasons. Panel B presents the averages of these trends and their significance. For Panel C, I use data from 2014. I estimate the equation AbnormalComponenti,t = β1 + β2 × RevenueChangei,t−1 + β3 × Revenuei,t + εi,t, where AbnormalComponent is one of the four proxies of real earnings management and RevenueChange is the difference of future and current revenues scaled by total assets at the beginning of the year. β2 represents the association between an earnings management proxy and future changes in revenues. Panel C presents β2 for the four real earnings management measures. Significance is calculated by clustering standard errors by firm and year. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively, on a two-tailed basis. Variable definitions are in the appendix.
COGS, the main component of production costs, includes direct manufacturing costs and the expensed portion of capitalized manufacturing costs, both of which are typically traced to revenues. So the production cost model could be well specified. SG&A includes outlays on innovation, strategy, market research, customer and social relationships, computerized data and software, brands, and human capital. These outlays improve organizational knowledge and competencies (Eisfeldt and Papanikolaou 2013), which are essential elements for creating advantage vis-à-vis competitors and earning long-term profits (Wernerfelt 1984; Peteraf 1993; Lev and Sougiannis 1996; Dosi et al. 2000; Banker et al. 2011; Eisfeldt and Papanikolaou 2013; Enache and Srivastava 2018). Consistent with this idea, Banker et al. (2011) find that SG&A expenses are associated with improvement in up to three-year-forward operating profits. Sougiannis (1994) and Lev and Sougiannis (1996) show that R&D is associated with increases in the next five years’ earnings.

Discretionary cost models therefore must be under-specified in that they might not include a key determinant of firms’ optimal decisions, that is, plans for future market share, revenues, or profits. I test this proposition by examining whether the residuals from discretionary cost models are associated with changes in future revenues. A positive association between abnormal discretionary costs and future revenue growth would show that discretionary costs include investments in expectation of future benefits.

I estimate the equation

\[
\text{AbnormalComponent}_t = \beta_1 + \beta_2 \times \text{RevenueChange}_t + \beta_3 \times \text{Revenue}_t + \varepsilon, \tag{6}
\]

where \(\text{AbnormalComponent}\) is one of the four proxies of real earnings management and \(\text{RevenueChange}\) is the difference between the next year’s and current year’s revenues. All variables are scaled by total assets at the beginning of the year. The coefficient of interest is \(\beta_2\), which is presented in Panel C of Table 2. The abnormal components of \(R&D\) and \(SG&A\) are positively associated with future revenue growth \((p\ value <0.01)\). The abnormal \(\text{OperatingCashFlow}\) bears significant negative association.\(^{19}\) The abnormal \(\text{ProductionCost}\) is not significantly associated with future revenue growth. Discretionary cost models thus measure real earnings management with errors, representing within-industry differences in intangible investments made in expectation of future revenues.

In sum, Section 3 shows that successive cohorts within an industry differ systematically in their competitive strategy and profitability. Furthermore, the current REM models are under-specified in that they do not control for competitive strategy or underlying profitability.

\(^{19}\) See Bernard and Stober (1989) for possible reasons for this negative relation.
Measurement errors in discretionary cost models would appear in regression residuals. Younger cohorts, with their larger discretionary costs and in conjunction with under-specified models, would show higher residuals than the older cohorts. But regression residuals must add up to zero. So the oldest cohorts would show negative residuals, and the youngest cohorts would show positive residuals. I test this proposition by classifying all firms into quartiles by their listing vintage within each industry. For the four largest industries (metal and mining, chemical and allied products, electronic and other electric, and business services), I present the quartile averages of abnormal components of \( R&D \), \( SG&A \), \( OperatingCashFlow \), and \( ProductionCost \) in Panels A2–D2 of Fig. 1, respectively. The total value for each variable for the same cohort is presented alongside in Panels A1–D1 for easy comparison. In three of the four industries, the abnormal values of \( R&D \) and \( SG&A \) are negative for the oldest cohorts and positive for the youngest ones. The abnormal values of \( OperatingCashFlow \) are positive for the oldest cohorts and negative for the youngest ones. These patterns give the appearance of significant real earnings management by the oldest cohorts. No consistent evidence on real earnings management for the oldest cohorts is obtained with abnormal production costs.

I then calculate the average values of abnormal components for the youngest and oldest cohorts for the pooled sample. Panel A of Table 3 shows that the abnormal values for \( R&D \), \( SG&A \), \( OperatingCashFlow \), and \( ProductionCost \) are, respectively, 0.027, 0.204, −0.119, and 0.007 for the youngest cohorts and −0.026, −0.144, 0.075, and −0.021 for the oldest cohorts. All of these values are significant (except abnormal production cost for the youngest cohorts). All of the differences between the youngest and the oldest cohorts are also significant.

Two patterns are noteworthy. First, the magnitude of ratios of abnormal to total value for \( R&D \), \( SG&A \), and \( OperatingCashFlow \) is much larger than that for \( ProductionCost \). (Total values are presented in Panel B of Table 1.) The magnitude of ratios for the oldest cohorts is 65% (−0.026 / 0.040) for \( R&D \), 40% (−0.144 / 0.356) for \( SG&A \), and 416% (0.075 / 0.018) for \( OperatingCashFlow \) but only 3% (0.021 / 0.729) for \( ProductionCost \). Thus discretionary cost and cash flow models produce relatively large residuals. Second, those residuals carry statistically significant values for the oldest and youngest cohorts but in opposite directions. (The residuals for the middle two cohorts are relatively small.) A researcher would interpret the abnormal values for the oldest cohorts as undercutting of discretionary costs. The youngest cohorts do not display real earnings management using any measure. They would appear to overspend on intangibles, as if exacerbating their already low profits.

I consider 0.05 as a threshold for interpreting significant earnings management, consistent with the anecdotal evidence that 5% of total assets is considered a material amount. I use a threshold of 0.01 for \( R&D \), because it is a much smaller number than the other three variables. I then estimate the percentage of firms showing earnings management in randomly drawn samples from the oldest and the newest cohorts.

I draw 100 random samples of 100 observations each from the top and bottom quartiles and estimate the likelihood of obtaining materially significant values for the four abnormal components in the direction consistent with real earnings management.
calculate percentage of observations with $\text{AbnormalR&D}$ less than $-0.01$, $\text{AbnormalSG&A}$ less than $-0.05$, and $\text{AbnormalOperatingCashFlow}$ and $\text{AbnormalProductionCost}$ greater than 0.05. Panel B of Table 3 presents these likelihoods. For the oldest cohorts, the likelihood of detecting large real earnings management based on R&D, SG&A, operating cash flow, and production cost is 92%, 94%, 81%, and 6%, respectively. For the youngest cohorts, the same likelihoods are 0%, 1%, 0%, and 6%, respectively. Stated differently, randomly drawn samples from the oldest cohorts almost always appear to cut discretionary costs but do not appear to manipulate production costs. The same is not true for the youngest cohorts. This phenomenon explains a typical finding of real earnings management studies relying on the Roychowdhury (2006) models that firms with low growth, large size, and high profitability cut discretionary costs, because these are more likely to be the characteristics of older cohorts than younger cohorts. Furthermore, studies find significant results with SG&A, R&D, and OperatingCashFlow but rarely with ProductionCost.\(^{20}\)

The findings of this section are consistent with the idea that the inferences of real earnings management in the literature could represent violations of two assumptions underlying the REM estimation models: (1) all firms in an industry have the same cost and cash flow patterns when not managing earnings; (2) sales revenue is the sole driver of costs and profitability in the normal course of business.

5 Oldest cohorts’ characteristics: real earnings management or competitive strategy

Oldest cohorts give the appearance of perpetually undercutting discretionary costs, which, I argue, reflects their competitive strategies. Yet these patterns could represent higher earnings management by the oldest cohorts. I conduct additional tests to determine whether the cohort patterns in proxies for real earnings management reflect competitive strategies or earnings management, on average.

5.1 Persistence in the proxies of real earnings management

A premise underlying the real earnings management literature is that the practice represents a temporary deviation from the firm’s routine business to meet a short-term financial reporting target. That temporary conduct should reverse in the next period; otherwise, the firm’s competitive ability will be impaired. For example, to maintain a level of innovation, firms should increase R&D after an opportunistic cut. In that case, the abnormal components of successive periods should be negatively correlated with the abnormal components of prior periods.\(^{20}\)

\(^{20}\) Cohen et al. (2008, Figure 4, p. 774) find that the magnitude of abnormal discretionary costs is three to five times higher than the magnitude of abnormal production cost. McInnis and Collins (2011, pp. 231, 232) find a significant difference in the manipulation of discretionary costs by treatment and control firms but no such difference in the manipulation of production volume. Kim and Park (2014, p. 388) find a significant (no significant) relation between auditor resignation of suspect clients and abnormal discretionary costs (abnormal production expenses). Chan et al. (2015, p. 157) find a significant (no significant) relation between the adoption of clawback provisions and abnormal discretionary costs (abnormal production expenses).
Table 3  Differences in appearance of real earnings management by the youngest and oldest cohorts

Panel A: Differences in measures of real earnings management of the youngest and oldest cohorts

| Quartile of firms  | AbnormalR&D | AbnormalSG&A | AbnormalOperatingCashFlow | AbnormalProductionCost |
|--------------------|-------------|--------------|----------------------------|-------------------------|
| Youngest cohorts   | 0.027***    | 0.204***     | −0.119***                  | 0.007                   |
| Oldest cohorts     | −0.026***   | −0.144***    | 0.075***                   | −0.021**                |
| Difference         | 0.053***    | 0.348***     | −0.194***                  | 0.027**                 |

Panel B: Percentage of instances of detecting significantly positive or negative values for randomly drawn samples from youngest and oldest cohorts

| Quartile of firms  | AbnormalR&D | AbnormalSG&A | AbnormalOperatingCashFlow | AbnormalProductionCost |
|--------------------|-------------|--------------|----------------------------|-------------------------|
| Youngest cohorts   | < −0.01     | < −0.05      | > 0.05                     | > 0.05                  |
| Oldest cohorts     | 0%          | 1%           | 0%                         | 6%                      |
| Difference         | −92%        | −93%         | −81%                       | 0%                      |

All attributes are calculated by using the methods described in the appendix. All observations are sorted by listing vintage and categorized into quartiles. The outermost quartiles are referred to as the youngest and oldest cohorts. Pooled averages of the top and bottom quartiles and differences between them are presented in Panels A and B. Panel A presents abnormal components of cost items and cash profitability. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively, on a two-tailed basis. Variable definitions are in the appendix. One hundred random samples of 100 observations each are drawn from the top and bottom quartiles. Means of real earnings measures are calculated for each random sample and are tested for whether they have directional values consistent with real earnings management. Percentage of incidences when AbnormalR&D is less than −0.01, AbnormalSG&A is less than −0.05, and AbnormalOperatingCashFlow and AbnormalProductionCost are greater than 0.05 are presented in Panel B.
correlated. If an abnormal component represents a firm’s relatively stable competitive strategy (Porter 1980), then it would display positive serial correlation.

Panel A of Table 4 presents results of serial correlation tests. I find high persistence in the abnormal components of R&D, SG&A, operating cash flow, and production cost (Siriviriyakul 2015). The coefficient on lagged values is 0.67, 0.67, 0.51, and 0.58, respectively, all significant at \( p \)-values <0.01. These metrics are large enough to signify a stable time series. These patterns more likely represent a firm’s long-term strategy than a short-term tactic.

### 5.2 Incentives for earnings management

A firm must have a motive for REM, because deviating from an optimal operating policy can impose long-term costs. Temporarily misleading external capital providers about performance is arguably the strongest motive for earnings management (Dechow and Skinner 2000). Table 2 shows that the oldest cohorts display low growth but high profitability, indicative of large cash surplus and low need for external capital infusion. Panel B of Table 4 shows that the value of secondary equity offering (Compustat SSTK / total assets at the beginning of the year) for the youngest cohorts is 0.499, which is several times higher than the value for the oldest cohorts, 0.074. These results indicate that the oldest cohorts have the lowest incentives to mislead external capital providers.

Yet, relative to the youngest cohorts, the oldest cohorts with their greater institutional holdings and analyst following might face higher pressure to meet financial targets. Panel C of Table 4 shows that the frequency of reporting small profits and small positive changes in profits is higher for the oldest cohorts. However, a very similar trend is observed for just missing the earnings targets. These patterns could represent the fact that the earnings of the oldest cohorts are more stable and occur in a narrower range than for the youngest cohorts, which increases the likelihood of observing just missing or just beating earnings targets. (Studies show that the older cohorts have lower earnings volatility than younger cohorts.) More important, no evidence emerges that the oldest cohorts have higher incentives for managing earnings or that they manage earnings more frequently than the youngest cohorts.

### 5.3 Normal costs

Prolonged cutting of necessary business expenses, if done merely to manage earnings, should harm a firm’s long-term profitability. For example, a continual pattern of suboptimal investments in R&D, training, or advertising must lower a firm’s competitive advantage. So the oldest cohorts, which based on current models appear to perpetually cut necessary expenditures, must have the lowest profitability. However, they continue to earn the largest profits in the industry year after year. Thus spending the lowest amounts on intangibles could be consistent with their normal ways of doing business. Panel D of Table 4 supports this idea. It shows that the normal components of R&D and SG&A for the oldest cohorts are lower than those for the youngest cohorts.

---

21 Discretionary accruals display this pattern (Baber et al. 2011).
22 Persistence (\( \gamma_2 \)) is calculated on a firm-year basis by estimating \( \text{Characteristic}_{i,t} = \gamma_1 + \gamma_2 \times \text{Characteristic}_{i,t-1} + \epsilon_{i,t} \).
### Table 4 Abnormal costs and cash profits: competitive strategy or real earnings management

#### Panel A: Persistence in measures of real earnings management

|                | Abnormal R&D | Abnormal SG&A | Abnormal Operating Cash Flow | Abnormal Production Cost |
|----------------|--------------|---------------|-----------------------------|--------------------------|
| Persistence    | 0.67         | 0.67          | 0.51                        | 0.58                     |

#### Panel B: Incentives for earnings management for the youngest and oldest cohorts

| Quartile of firms | Secondary Equity Offering |
|-------------------|---------------------------|
| Youngest cohorts  | 0.499***                  |
| Oldest cohorts    | 0.074***                  |
| Difference        | 0.426***                  |

#### Panel C: Just beating or just missing earnings targets by the youngest and oldest cohorts

| Quartile of firms | Small Profit | Small Loss | Small Earnings Increase | Small Earnings Decrease |
|-------------------|--------------|------------|-------------------------|-------------------------|
| Youngest cohorts  | 0.014***     | 0.016***   | 0.036***                | 0.040***                |
| Oldest cohorts    | 0.047***     | 0.024***   | 0.197***                | 0.118***                |
| Difference        | −0.033***    | −0.008*    | −0.161***               | −0.079**                |

#### Panel D: Differences in the normal characteristics of the youngest and oldest cohorts

| Quartile of firms | Normal R&D | Normal SG&A | Normal Operating Cash Flow | Normal Production Cost |
|-------------------|------------|-------------|----------------------------|------------------------|
| Youngest cohorts  | 0.087***   | 1.022***    | −0.381***                  | 0.509***               |
| Oldest cohorts    | 0.066***   | 0.501***    | −0.057***                  | 0.744***               |
| Difference        | 0.021***   | 0.521***    | −0.324***                  | −0.235***              |

All firms are observed in 2014. The first year in which a firm’s data are available in Compustat is the listing year. Listing vintage is calculated by subtracting the listing year from 2014. All attributes are calculated by using the methods described in the appendix. Persistence ($\gamma_2$) is calculated on a firm-year basis by estimating $\text{Characteristic}_{it} = \gamma_1 + \gamma_2 \times \text{Characteristic}_{it-1} + \epsilon_{it}$. Panel A presents the average persistence of real earnings management measures for all firms. All observations are sorted by listing vintage and categorized into four quartiles. The outermost quartiles are referred to as the youngest and oldest cohorts. Pooled averages of the top and bottom quartiles and differences between them are presented in Panels B–D. Panel B presents the average of secondary equity offering, a significant incentive for earnings management. Panel C presents the frequency of just missing or meeting the financial reporting targets. Panel D presents the normal components of cost items and cash profitability. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively, on a two-tailed basis.
5.4 Discussion

Results of Sections 5.1–5.3 indicate that the lower intangible investments by the oldest cohorts likely reflect their business strategies. Only the survivors from the oldest cohorts are observed in the measurement year. (The median age of the oldest cohorts is 40.8 years, compared with 3.1 years for the youngest cohorts—not tabulated.) Firms that have survived for 41 years must have achieved economies of scale, pursued more successful strategies, created better products and brands, or established more stable markets, loyal customers, or network externalities than the other firms. These unique advantages must now enable them to earn profits without having to make as large intangible investments as the other firms (Amit and Schoemaker 1993; Agarwala and Gort 2002). So the oldest cohorts can now pursue the strategy of operational excellence, to protect or gradually enhance their profits (Treacy and Wiersema 1993). Entrants, in contrast, must spend higher amounts on strategy, R&D, advertising, brand development, or customer acquisition, to disturb industry equilibria and build unique competencies. These differences in business strategies, combined with the under-specifications of estimation models, could lead to the appearance that the oldest cohorts undercut discretionary costs.

I therefore conclude that the current models cannot distinguish between the firm’s distinct competitive strategy and its manipulations, both of which require different levels of costs than industry peers. Therefore the construct validity of the discretionary cost-based proxy of real earnings management is doubtful; that is, it may not represent what it purports to (Cook and Campbell 1979).

6 Improvements in measurement models

Measurement errors in empirical proxies, if randomly distributed, should merely reduce the power but not bias the results of the tests of the hypotheses. However, measurement errors in three of the four real earnings management proxies are not randomly distributed. They display cohort patterns and are manifestations of competitive strategy. This systematic measurement error could cause spurious correlations in any hypothesis test involving a firm characteristic that is driven by firm’s competitive strategy. Researchers can therefore document spurious correlations between earnings management and that strategy-driven characteristic.

I propose a sequence of corrective steps to mitigate these possible errors. First, I include the widely accepted proxies for a firm’s opportunity set of size, past profitability, and growth in the first-stage model (Gunny 2010). Second, I include future revenues in the model, because firms spend on intangibles not only to produce current revenues but also to secure future benefits. Third, I control for the firm’s own past expenses to identify deviations from the firm’s behavior in prior years (Gunny 2010). Hence I estimate eqs. (1)–(4) with the inclusion of five new variables. For example, eq. (1) is recalculated by

$$
\text{ProductionCost}_{it} = \beta_1 + \beta_2 \times \frac{1}{\text{Total Assets}_{it}} + \beta_3 \times \frac{\text{Sales}_{it}}{\text{Total Assets}_{it-1}} + \beta_4 \times \frac{\Delta \text{Sales}_{it}}{\text{Total Assets}_{it-1}} + \beta_5 \times \frac{\Delta \text{Sales}_{it-1}}{\text{Total Assets}_{it-1}} + \beta_6 \times \text{LogMarketValue}_{it} + \beta_7 \times \text{LagROA}_{it} + \beta_8 \times \frac{\text{M/B}_{it}}{\text{Total Assets}_{it-1}} + \beta_9 \times \frac{\Delta \text{Sales}_{it-1}}{\text{Total Assets}_{it-1}} + \beta_{10} \times \text{ProductionCost}_{it-1} + \epsilon_{it}
$$

(7)
The new variables are in the second line of eq. (7). Even if successfully applied, these three sets of controls cannot correct for a firm’s optimal business response to an external shock or opportunity in the given year, which would appear as a deviation from the firm’s own past behavior. This factor can be controlled by a cohort adjustment motivated by the assumption that firms in similar life-cycle stage and with similar technology vintage experience similar economic shocks and have similar optimal response. A firm’s abnormal behavior is thus estimated by subtracting the activity of a same-cohort firm having similar size from the activity of the given firm to obtain a cohort-adjusted measure.23

I next investigate whether my sequence of steps mitigates the three characteristics that a valid earnings management measure should not display: (1) persistence, (2) greater earnings management by older cohorts, and (3) more frequent rejection of the null hypothesis of no real earnings management measures for randomly drawn samples from older cohorts. The results are presented by sequentially applying size, past profitability, and growth; future revenues; past expenditures; and cohort adjustment.

Results for persistence are presented in Panel A of Table 5. Persistence dramatically declines from 0.67 to 0.11, 0.67 to 0.08, 0.51 to 0.06, and 0.58 to 0.10, respectively, for AbnormalR&D, AbnormalSG&A, AbnormalOperatingCashFlow, and AbnormalProductionCost, after I apply the four corrective steps. This panel also shows how different steps dissimilarly reduce persistence. Size, past profitability, and growth most significantly mitigate persistence for AbnormalSG&A (arguably by controlling for firm’s opportunity set) and AbnormalOperatingCashFlow (arguably by controlling for underlying profitability). Inclusion of one-year-forward revenues further reduces persistence for AbnormalSG&A, because SG&A produces benefits in the next year. It makes no difference for the production cost model, because COGS bears little correlation with future revenues. Controlling for the past values, perhaps mechanically, reduces persistence for all variables. But cohort adjustment also significantly reduces persistence.

I next examine the effect of the corrective steps on cohort patterns. In addition to presenting the values for the oldest and youngest cohorts and their difference after each step, I present the percentage reduction in the oldest cohort-youngest cohort difference. As in persistence tests, the controls for size, past profitability, and growth most significantly mitigate the cohort difference for SG&A and operating cash flow-based proxies. This step also mitigates the difference for AbnormalR&D by almost 50%. By the third step, the differences are significantly reduced by 81%, 99%, and 82% for the abnormal components of R&D, SG&A, and OperatingCashFlow, respectively. Finally, cohort adjustment mechanically reduces the difference in all variables, making it statistically insignificant.

Another noteworthy result is the decline in the absolute value of the abnormal components with each step. For example, for the oldest cohorts, the absolute value of AbnormalSG&A reduces from 0.144 to 0.049, with the application of size, past profitability, and growth, and further to 0.002, with control for future revenues and lagged values—a total reduction of 98.7%. These results indicate that real earnings

23 Cohort adjustment can also control for technological vintage and IPO waves. These two phenomena cannot be controlled in a panel data regression by just using firm age, which would treat all same-age observations appearing in different years as equal.
management, as measured by the residuals from Roychowdhury (2006) models, could be overstated (Ball 2013).

I next examine the frequency of rejecting the null hypothesis of no earnings management for the oldest cohorts. As in Table 4 tests, I use the absolute value of 0.01 as the threshold for \( AbnormalR&D \) and 0.05 as the threshold for \( AbnormalSG&A \), \( AbnormalOperatingCashFlow \), and \( AbnormalProductionCost \). Panel C shows that the frequency of rejection of the null hypothesis declines with each sequential step. The difference between the oldest and youngest cohorts disappears and flips its sign after the fourth step is implemented. Results after the application of corrective steps indicate that the youngest cohorts manage earnings more than the oldest cohorts, a pattern consistent with their capital market incentives.

I next assume that any firm displaying earnings management in a randomly selected sample represents a false negative. From a randomly selected sample of 10% of firms, I call observations with \( AbnormalR&D \) less than \(-0.01\), \( AbnormalSG&A \) less than \(-0.05\), and \( AbnormalOperatingCashFlow \) and \( AbnormalProductionCost \) greater than 0.05 as false negatives. I subtract the average of false negatives for each revised measure from the average for the original measure and call the difference the percentage reduction in false negatives. For the same random 10% firm sample, I induce real earnings management. That is, I subtract 0.01 from \( R&D \) and 0.05 from \( SG&A \) and add 0.05 to \( OperatingCashFlow \) and \( ProductionCost \). I then calculate real earnings management proxies, using the original and the revised methods. I calculate a ratio of average number of firms showing abnormal values beyond the induced levels, for induced versus uninduced cases. I reason that this ratio represents the model's ability to identify true positives. I call it the true positive ratio. I subtract that ratio for the original measure from that for each revised measure and call the difference the percentage improvement in true positives.

I find that my proposed methods mitigate false negatives and improve true positives for all four proxies. The percentage reduction in false negatives for \( AbnormalR&D \), \( AbnormalSG&A \), \( AbnormalOperatingCashFlow \), and \( AbnormalProductionCost \), after implementing the proposed four steps, is 54.94%, 43.72%, 47.35%, and 40.16%, respectively. The percentage improvement in identification of true positives is 69.58%, 17.20%, 23.10%, and 103.65%, respectively.

I demonstrate the application of the sequential-correction method to Kim and Park (2014), who examine real earnings management for firms that change their auditors.24 I replicate their Table 4 using data from Audit Analytics. (They supplement those data with hand-collection.) Their Table 4 shows significant differences between real earnings management proxies for firms with auditor resignations and for firms with continuing auditors. Similar to their results, my Table 6 shows significant differences between the two groups in the abnormal components of operating cost and SG&A but not for production cost.

I then apply my sequence of steps and find two significant differences from Kim and Park (2014). First, the absolute values of real earnings management proxies decline with each sequential step, indicating that the proxies estimated after controlling for competitive strategy are not as large as previously observed. The implication is that the existence of real earnings management for both groups is overestimated. Second, the

---

24 I thank an anonymous reviewer for this suggestion.
Table 5  Improvement in the measures of real earnings management

Panel A: Persistence of revised measures of real earnings management

| Variable                      | Original measure | Revised measure 1 | Revised measure 2 | Revised measure 3 | Cohort-adjusted measure |
|-------------------------------|------------------|------------------|------------------|-------------------|-------------------------|
| AbnormalR&D                   | 0.67             | 0.64             | 0.63             | 0.25              | 0.11                    |
| AbnormalSG&A                  | 0.67             | 0.34             | 0.26             | 0.11              | 0.08                    |
| AbnormalOperatingCashFlow      | 0.51             | 0.26             | 0.25             | 0.19              | 0.06                    |
| AbnormalProductionCost        | 0.58             | 0.55             | 0.57             | 0.16              | 0.10                    |

Panel B: Differences between the original and revised measures of real earnings management for the youngest and oldest cohorts

| Variable                      | Original measure | Revised measure 1 | Revised measure 2 | Revised measure 3 | Cohort-adjusted measure |
|-------------------------------|------------------|------------------|------------------|-------------------|-------------------------|
| AbnormalR&D                   |                  |                  |                  |                   |                         |
| Youngest cohorts              | 0.027***         | 0.013***         | 0.012***         | 0.008***          | 0.00                    |
| Oldest cohorts                | −0.026***        | −0.015***        | −0.014**         | −0.002*           | 0.00                    |
| Difference                    | 0.053***         | 0.028***         | 0.026***         | 0.01***           | 0.00                    |
| Percentage reduction in difference | 49%              | 51%              | 81%              | 100%              |                         |
| AbnormalSG&A                  |                  |                  |                  |                   |                         |
| Youngest firms                | 0.204***         | 0.043*           | 0.010            | 0.000             | −0.004                  |
| Oldest firms                  | −0.144***        | −0.049***        | −0.031***        | −0.002            | 0.005                   |
| Difference                    | 0.348***         | 0.091***         | 0.041***         | 0.003             | −0.009                  |
| Percentage reduction in difference | 74%              | 88%              | 99%              | Sign reverses      |                         |
| AbnormalOperatingCashFlow     |                  |                  |                  |                   |                         |
| Youngest cohorts              | −0.119***        | −0.041***        | −0.035**         | −0.029**          | −0.019                  |
| Oldest cohorts                | 0.075***         | 0.009*           | 0.006            | 0.005             | −0.005                  |
| Difference                    | −0.194***        | −0.05***         | −0.041***        | −0.035**          | −0.014                  |
| Percentage reduction in difference | 74%              | 79%              | 82%              | 93%               |                         |
| AbnormalProductionCost        |                  |                  |                  |                   |                         |
Table 5 (continued)

Panel A: Persistence of revised measures of real earnings management

| Variable               | Original measure | Revised measure 1 | Revised measure 2 | Revised measure 3 | Cohort-adjusted measure |
|------------------------|------------------|-------------------|-------------------|-------------------|-------------------------|
| Youngest cohorts       | 0.007            | −0.018*           | −0.020*           | −0.004            | −0.007                  |
| Oldest cohorts         | −0.021***        | 0.004             | 0.008             | 0.004             | −0.008                  |
| Difference             | 0.027**          | −0.022*           | −0.027**          | −0.008            | 0.001                   |
| Percentage reduction in difference |                | Sign reverses     | Sign reverses     | Sign reverses     | 99%                     |

Panel C: Differences in detecting significant real earnings management measures between youngest and oldest cohorts for randomly drawn samples

| Abnormal measure          | Original measure | Revised measure 1 | Revised measure 2 | Revised measure 3 | Cohort-adjusted measure |
|---------------------------|------------------|-------------------|-------------------|-------------------|-------------------------|
| Abnormal R&D < −0.01      |                  |                   |                   |                   |                         |
| Youngest cohorts          | 0%               | 0%                | 2%                | 0%                | 21%                     |
| Oldest cohorts            | 92%              | 74%               | 73%               | 1%                | 1%                      |
| Difference                | −92%             | −74%              | −71%              | −1%               | 20%                     |
| AbnormalSG&A < −0.05      |                  |                   |                   |                   |                         |
| Youngest cohorts          | 1%               | 12%               | 23%               | 19%               | 38%                     |
| Oldest cohorts            | 94%              | 45%               | 31%               | 4%                | 13%                     |
| Difference                | −93%             | −33%              | −8%               | 15%               | 25%                     |
| AbnormalOperatingCashFlow > 0.05 |              |                   |                   |                   |                         |
| Youngest cohorts          | 0%               | 2%                | 2%                | 3%                | 19%                     |
| Oldest cohorts            | 81%              | 0%                | 0%                | 0%                | 2%                      |
| Difference                | −81%             | 2%                | 2%                | 3%                | 17%                     |
| AbnormalProductionCost > 0.05 |              |                   |                   |                   |                         |
| Youngest cohorts          | 6%               | 0%                | 2%                | 1%                | 11%                     |
| Oldest cohorts            | 6%               | 3%                | 3%                | 0%                | 1%                      |
| Difference                | 0%               | −3%               | −1%               | 1%                | 10%                     |
Table 5 (continued)

Panel A: Persistence of revised measures of real earnings management

| Variable                | Original measure | Revised measure 1 | Revised measure 2 | Revised measure 3 | Cohort-adjusted measure |
|-------------------------|------------------|-------------------|-------------------|-------------------|-------------------------|
| AbnormalR&D             |                  |                   |                   |                   |                         |
| Percentage improvement  | −1.59%           | −4.06%            | 16.94%            | 69.58%            |                         |
| in true positives       |                  |                   |                   |                   |                         |
| Percentage reduction    | 12.09%           | 10.99%            | 36.27%            | 54.94%            |                         |
| in false negatives      |                  |                   |                   |                   |                         |
| AbnormalSG&A            |                  |                   |                   |                   |                         |
| Percentage improvement  | 8.63%            | 10.34%            | 43.53%            | 17.20%            |                         |
| in true positives       |                  |                   |                   |                   |                         |
| Percentage reduction    | 31.17%           | 36.36%            | 51.08%            | 43.72%            |                         |
| in false negatives      |                  |                   |                   |                   |                         |
| AbnormalOperatingCashFlow|                |                   |                   |                   |                         |
| Percentage improvement  | 16.29%           | 11.83%            | 10.15%            | 23.10%            |                         |
| in true positives       |                  |                   |                   |                   |                         |
| Percentage reduction    | 35.99%           | 36.74%            | 40.15%            | 47.35%            |                         |
| in false negatives      |                  |                   |                   |                   |                         |
| AbnormalProductionCost  |                  |                   |                   |                   |                         |
| Percentage improvement  | 72.44%           | 82.99%            | 106.66%           | 103.65%           |                         |
| in true positives       |                  |                   |                   |                   |                         |
| Percentage reduction    | 38.52%           | 40.57%            | 50.82%            | 40.16%            |                         |
| in false negatives      |                  |                   |                   |                   |                         |

All firms are observed in 2014. The first year in which a firm’s data are available in Compustat is the listing year. Listing vintage is calculated by subtracting the listing year from 2014. All observations are sorted by listing vintage and belong to a common cohort. The number of observations by cohort is presented in Table 1. Measures of real earnings management and their four improvements are calculated by using the methods described in the appendix. Persistence ($\gamma_2$) is calculated on a firm-year basis by estimating $\text{Characteristic}_{it} = \gamma_1 + \gamma_2 \times \text{Characteristic}_{it-1} + \epsilon_{it}$. For all panels, the original measure is obtained from Roychowdhury (2006) models. Revised measure 1 is calculated from the original measure after also controlling for size, past profitability, and growth (SPG). Revised measure 2 is calculated after controlling for forward revenues, in addition to SPG. Revised measure 3 is calculated after controlling for lagged value, in addition to SPG and forward revenues. Cohort-adjusted measure is calculated after subtracting the revised measure 3 of a similar-sized firm belonging to the same industry cohort from the firm’s revised measure 3. For this measure, cohort refers to the group of firms in the same two-digit Standard Industrial Classification code listed in the same year. Panel A presents the average persistence of the original and the revised measures of real earnings management. All firms are categorized into quartiles by listing vintage. Pooled averages of the original and revised measures for the top and bottom quartiles and the differences between them are presented in Panel B. One hundred random samples of 100 observations each are drawn from the top and bottom quartiles. Means of the revised real earnings measures are calculated for each random sample and are tested for whether...
they have directional values consistent with manipulation. I calculate the percentage of incidences when AbnormalR&D is less than −0.01, AbnormalSG&A is less than −0.05, and AbnormalOperatingCashFlow and AbnormalProductionCost are greater than 0.05. Test results are presented in Panel C. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively, on a two-tailed basis. For Panel D, I select a random sample of 10% of firms. I call observations false negatives with AbnormalR&D < −0.01, AbnormalSG&A < −0.05, AbnormalOperatingCashFlow > 0.05, and AbnormalProductionCost > 0.05. I subtract the average of false negatives for each revised measure from the average for the original measures and call it percentage reduction in false negatives. For the same random 10% firm sample, I induce real earnings management of 0.01 for R&D and 0.05 for the other three proxies. That is, I subtract 0.01 from R&D and 0.05 from SG&A and add 0.05 to OperatingCashFlow and ProductionCost. I then calculate abnormal values using original and revised methods. I calculate a ratio of average number of firms showing abnormal values beyond the induced levels, for induced versus uninduced cases. This ratio is a measure of true positives. I subtract the true positive ratio of the original measure from that of each revised measure and call the difference the percentage improvement in true positives. Variable definitions are in the appendix.
Table 6 An application of revised measures of real earnings management

| Variable                  | Auditor Resignation (R) | Auditor Dismissal (D) | Continuing Auditor (C) | (R) − (D)   | (R) − (C) |
|---------------------------|-------------------------|-----------------------|------------------------|--------------|-----------|
| AbnormalOperatingCashFlow |                         |                       |                        |              |           |
| Kim and Park (2014)       | −0.0996                 | −0.0180               | 0.0083                 | −0.0916**    | −0.1079***|
| Original measure in my paper | −0.1010               | −0.0565               | 0.0147                 | −0.0445***   | −0.1157***|
| Revised measure 1         | 0.0117                  | −0.0134               | 0.0062                 | 0.0252       | 0.0056    |
| Revised measure 2         | 0.0153                  | −0.0095               | 0.0058                 | 0.0247       | 0.0094    |
| Revised measure 3         | −0.0007                 | −0.0112               | 0.0024                 | 0.0105       | −0.0031   |
| Cohort-adjusted measure   | 0.0137                  | −0.0164               | 0.0007                 | 0.0301       | 0.0130    |
| AbnormalProductionCost    |                         |                       |                        |              |           |
| Kim and Park (2014)       | −0.0113                 | −0.0019               | −0.0267                | −0.0094      | 0.0154    |
| Original measure in my paper | −0.0903               | −0.0357               | −0.0541                | −0.0546      | −0.0362   |
| Revised measure 1         | −0.0945                 | −0.0375               | −0.0535                | −0.0571      | −0.0410   |
| Revised measure 2         | −0.1066                 | −0.0488               | −0.0489                | −0.0578      | −0.0577   |
| Revised measure 3         | −0.0462                 | −0.0355               | −0.0262                | −0.0107      | −0.0200   |
| Cohort-adjusted measure   | −0.0690                 | −0.0236               | −0.0273                | −0.0454      | −0.0417   |
| AbnormalSG&A              |                         |                       |                        |              |           |
| Kim and Park (2014)       | −0.2150                 | 0.2023                | 0.1035                 | −0.4173***   | −0.3185***|
| Original measure in my paper | −0.2121               | 0.0885                | 0.0135                 | −0.3005***   | −0.2256***|
| Revised measure 1         | 0.0014                  | −0.0247               | 0.0069                 | 0.0261       | −0.0055   |
| Revised measure 2         | −0.0093                 | −0.0236               | 0.0050                 | 0.0144       | −0.0142   |
| Revised measure 3         | 0.0000                  | −0.0178               | 0.0047                 | 0.0179       | −0.0047   |
| Cohort-adjusted measure   | −0.0292                 | −0.0290               | 0.0054                 | −0.0002      | −0.0347   |

This table presents the main results of Kim and Park (2014, Table 2), using the original and revised measures of real earnings management. Consistent with their study, the sample is derived from 2000 to 2010 and excludes financial firms and utilities. AuditorResignation is identified from the AUDITOR_RESIGNED variable in Audit Analytics. All other auditor changes in auditors in Audit Analytics with a valid dismissal date are coded as AuditorDismissal. ContinuingAuditor represents observations that are not identified as AuditorResignation or AuditorDismissal. Real earnings management is measured by AbnormalOperatingCashFlow, AbnormalProductionCost, and AbnormalSG&A. The last measure is multiplied by −1 to make it consistent with the direction of earnings management. The original measure is obtained from Roychowdhury (2006) models. Revised measure 1 is calculated from the original measure after controlling for size, profitability, and growth (SPG). Revised measure 2 is calculated after controlling for forward revenues, in addition to SPG. Revised measure 3 is calculated after controlling for lagged value, in addition to SPG and forward revenues. Cohort-adjusted measure is calculated after subtracting the revised measure 3 of a similar-sized firm belonging to the same industry cohort from the firm’s revised measure 3. For this measure, cohort refers to the group of firms in the same two-digit Standard Industrial Classification code listed in the same year. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively, on a two-tailed basis. Variable definitions are in the appendix.
difference between the earnings management proxies for the two groups of companies becomes insignificant. In fact, just the inclusion of size, past profitability, and growth in the estimation models almost eliminates the difference in real earnings management proxies for the two groups. These results demonstrate that an inference regarding the presence and the extent of real earnings management studies could change if the proxies were calculated using the methods I propose.

7 Conclusion

This study shows that the commonly used industry-year-based models for estimating real earnings management are misspecified, because they do not control for within-industry variations in competitive strategy. As a result, wrongful inferences could be drawn about the presence of and the cause and effect relation with real earnings management, when the researcher’s study variables are associated with competitive strategy.

I propose four steps to reduce competitive strategy-related measurement errors in the proxies of real earnings management. First, I include the widely accepted proxies for a firm’s opportunity set of size, past profitability, and growth in the estimation model. Second, I include future revenues, because firms spend on intangibles not just for producing current revenues but also in expectation of future benefits. Third, I control for a firm’s own past expenses, to identify deviations from its usual behavior in other years. Fourth, the activity of a similar-sized firm belonging to the same industry cohort is deducted from the given firm’s activity to identify its abnormal activity.

I show that the implementation of the four steps significantly mitigates the measurement errors prevalent in the current proxies for real earnings management. The enhancements in models I propose should thus improve the inferences of tests involving real earnings management. Nevertheless, these enhancements would overcorrect for misspecifications if earnings management varies with the firm’s opportunity set, the firm habitually manages earnings, or the members of the firm’s cohort also equally manage earnings.

The thesis of this paper can be generalized to any model that estimates a firm’s abnormal or manipulative behavior by difference from that of other industry players. Researchers should be cautious in interpreting their results, because that difference could represent the firm’s unique competitive strategy.
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Appendix: Definition and measurement of variables

Total Assets = AT.

Revenues = SALE, scaled by average total assets for the year.

ProductionCost = [Cost of goods sold (COGS) + changes in inventory (INVT)] / total assets at the beginning of the year.

SG&A = [Selling, general, and administrative expenses (XSGA)] / total assets at the beginning of the year.

OperatingCashFlow = [Cash flow from operations (OANCF)] / total assets at the beginning of the year.

R&D = [Research and development expense (XRD)] / total assets at the beginning of the year; replaced by zero if XRD is missing.

Original measures of real earnings management (REM)

Components of ProductionCost = The following equation is estimated by industry [two-digit Standard Industrial Classification (SIC) code] and year consistent with Roychowdhury (2006, p. 365):

\[ \text{ProductionCost}_{i,t} = \beta_1 + \beta_2 \times \frac{1}{\text{Assets}_{i,t-1}} + \beta_3 \times \frac{\text{Sales}_{i,t}}{\text{Assets}_{i,t-1}} + \beta_4 \times \frac{1}{\text{Assets}_{i,t-1}} + \epsilon_{i,t}. \]

Industry-years with fewer than 15 firm-year observations are excluded.

The explained portion is called the normal component (NormalProductionCost). The regression residual is called the abnormal component (AbnormalProductionCost).

Components of SG&A = The following equation is estimated by industry (two-digit SIC code) and year consistent with Roychowdhury (2006, p. 365):

\[ \text{SG&A}_{i,t} = \beta_1 + \beta_2 \times \frac{1}{\text{Assets}_{i,t-1}} + \beta_3 \times \frac{\text{Sales}_{i,t-1}}{\text{Assets}_{i,t-1}} + \epsilon_{i,t}. \]

Industry-years with fewer than 15 firm-year observations are excluded.

The explained portion is called the normal component (NormalSG&A). The regression residual is called the abnormal component (AbnormalSG&A).

Components of OperatingCashFlow = The following equation is estimated by industry (two-digit SIC code) and year consistent with Roychowdhury (2006, p. 365):

\[ \text{OperatingCashFlow}_{i,t} = \beta_1 + \beta_2 \times \frac{1}{\text{Assets}_{i,t-1}} + \beta_3 \times \frac{\text{Sales}_{i,t-1}}{\text{Assets}_{i,t-1}} + \epsilon_{i,t}. \]

Industry-years with fewer than 15 firm-year observations are excluded.

The explained portion is called the normal component (NormalOperatingCashFlow). The regression residual is called the abnormal component (AbnormalOperatingCashFlow).

Components of R&D = The following equation is estimated by industry (two-digit SIC code) and year consistent with Roychowdhury (2006, p. 351, footnote 24):

\[ \text{R&D}_{i,t} = \beta_1 + \beta_2 \times \frac{1}{\text{Assets}_{i,t-1}} + \beta_3 \times \frac{\text{Sales}_{i,t-1}}{\text{Assets}_{i,t-1}} + \epsilon_{i,t}. \]

Industry-years with fewer than 15 firm-year observations are excluded.

The explained portion is called the normal component (NormalR&D). The regression residual is called the abnormal component (AbnormalR&D).

Measures of real earnings management = AbnormalOperatingCashFlow, AbnormalR&D, AbnormalSG&A, and AbnormalProductionCost are the original measures of real earnings management.

Market value of equity = [Market value of equity (share price \{PRCC_F\} × number of shares outstanding \{CSHO\})].

Return on assets (ROA) =
| Total Assets                          | = AT.                                                                 |
|--------------------------------------|----------------------------------------------------------------------|

| Earning-to-price ratio \((E/P)\)    | = Earnings per share (EPSFX) / share price (PRCC_F).                  |
|--------------------------------------|----------------------------------------------------------------------|

| Market-to-book ratio \((M/B)\)   | = [Market value of equity + total liabilities (TL)] / total assets.   |
|-----------------------------------|----------------------------------------------------------------------|

**Sequential improvements in REM models**

1. Size, profitability, and growth (SPG)-adjusted measures of real earnings management

\[
\text{Additional controls of market-to-book ratio, lagged return on assets (ROA), and firm size (market value of equity) are included in the equations to calculate the original measures. The regression residual is called the revised measure (1).}
\]

2. Additional control for forward revenues, in addition to SPG

\[
\text{Additional controls of market-to-book ratio, lagged ROA, firm size (market value of equity), and future revenues \left(\frac{\text{Sales}_{t+1}}{\text{Total Assets}_{t+1}}\right) \text{are included in the equations to calculate the original measures. The regression residual is called the revised measure (2).}
\]

3. Additional control for lagged value, in addition to SPG and forward revenues

\[
\text{Additional controls of market-to-book ratio, lagged ROA, firm size (market value of equity), future revenues \left(\frac{\text{Sales}_{t+1}}{\text{Total Assets}_{t+1}}\right), and lagged value of the dependent variable \left(\frac{\text{Operating Cash Flow}_{t-1}}{\text{Total Assets}_{t-1}}, \frac{\text{R&D}_{t-1}}{\text{Total Assets}_{t-1}}, \frac{\text{Operating Cash Flow}_{t-1}}{\text{Total Assets}_{t-1}}\right) \text{are included in the equations to calculate the original measures. The regression residual is called the revised measure (3).}
\]

4. Cohort-adjusted measure

\[
\text{Matched firms belong to the same industry and have the same listing vintage as a given firm. The matched firm with the closest size is called the control firm. Cohort-adjusted measure is calculated by subtracting the revised measure (3) of the control firm from that of the given firm. It is called the cohort-adjusted measure.}
\]

**Secondary Equity Offering**

\[
\text{Secondary equity issued (SSTK) / total assets at the beginning of the year.}
\]

**Just missing earnings target** (SmallLoss)

\[
\text{Indicator variable that takes the value of one if the firm reports a loss and the ratio of net income (IB) to beginning-of-year total assets is between zero and } -1\%.
\]

**Just meeting earnings target** (SmallProfit)

\[
\text{Indicator variable that takes the value of one if the firm reports a profit and the ratio of net income to beginning-of-year total assets is less than 1\%.}
\]

**Just showing earnings growth** (SmallEarningsIncrease)

\[
\text{Indicator variable that takes the value of one if the firm reports an increase in net income greater than zero but less than 1\% of beginning-of-year total assets.}
\]

**Just missing showing earnings growth** (SmallEarningsDecrease)

\[
\text{Indicator variable that takes the value of one if the firm reports a decrease in net income and the decreases in absolute value is less than 1\% of beginning-of-year total assets.}
\]

Regression variables are in italics. Compustat data items are listed in capital letters.

All continuous variables are winsorized at the first and 99th percentiles.
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