Dislocation drag and its influence on elastic precursor decay
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Abstract

Plastic deformation is mediated by the creation and movement of dislocations, and at high stress the latter is dominated by dislocation drag from phonon wind. By simulating a 1-D shock impact problem we analyze the importance of accurately modeling dislocation drag and dislocation density evolution in the high stress regime. Dislocation drag is modeled according to a first-principles derivation as a function of stress and dislocation character, and its temperature and density dependence are approximated to the extent currently known. Much less is known about dislocation density evolution, leading to far greater uncertainty in these model parameters. In studying anisotropic fcc metals with character dependent dislocations, the present work generalizes similar earlier studies by other authors.
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1 Introduction and background

Material strength models applicable in the drag dominated high stress regime have historically been purely phenomenological [1–4] and as such do not perform well outside of the regime they have been calibrated to [5]. However, in order to improve accuracy and especially predictive capability at the mesoscale, it is necessary to include effects of microscopic physics to some degree. More recently, many approaches have taken this route, aiming at providing a more accurate description of the high stress regime based on microscopic physics of dislocation mobility, see e.g. [5–13] and others. The main obstacle in these recent endeavors has been the uncertainty as to how the dislocation drag coefficient $B$ behaves at high velocities, temperatures and material densities (and thus pressures). Lacking a first principles derivation, previous authors have assumed a variety of functional forms for $B$ which range from simple choices like $B = \text{const.}$ (see e.g. [6, 9, 11, 12]) to $B \sim \sqrt{v}$ above some threshold velocity [14–16], to “relativistic factors” $B \sim 1/(1 - v^2/v_{\text{crit}}^2)^m$ with a limiting (critical) velocity $v_{\text{crit}}$ and a range of powers $1/2 \leq m \leq 4$ [5, 7, 8, 13]; see also [17]. The latter assumptions have their roots in the observation that the dislocation self-energy for a perfect dislocation in the isotropic limit diverges at the transverse sound speed together with dislocation mobility data from molecular dynamics (MD) simulations that indicate an increase in dislocation drag $B$ in the vicinity of the lowest shear wave speed in anisotropic crystals. Nonetheless, all velocity dependencies mentioned above are proposed ad hoc and lack a first principles motivation: For example, none of the phenomenological considerations determines the power $m$. Temperature dependence is typically assumed to be linear (an assumption which has its roots in the linear temperature dependence of the Debye phonon spectrum in its high temperature expansion [18, 19]) with polynomial corrections in some cases [8]. The material density dependence is taken into account only indirectly via the limiting velocity within the relativistic factor, or neglected altogether. See [20] for a recent insightful review of high speed dislocation dynamics; for a review of shock compression of crystalline solids and elastic precursor decay, see [21, 22] and references therein.

Recently, a first principles derivation of drag coefficient $B$ based on Refs. [19, 23–25] was incorporated into a strength model in the isotropic limit [11, 26], showcasing how $B$ influences stress-strain curves at constant dislocation densities. Here, we focus on the velocity (or stress) dependence of $B$ and study its influence on a 1-D shock impact problem. Our method is a single-crystal plasticity simulation along the lines of Refs. [13, 27, 28], but including the first-principles derivation of $B$, or rather an approximation thereof amenable to in-line computation within our larger simulation. Furthermore, in contrast to [13, 27] where only edge dislocations were considered, we track dislocations of different characters $\vartheta$ in this work. For this purpose we discretize $\vartheta$ and choose a small number of dislocation character bins. While most of the calculations adopt two bins of dislocation character, i.e. edge and screw dislocations, we assess the effects of incorporating a finer dislocation character resolution by including up to seven bins in Section 5.

A main driver for our studies of dislocation drag are speculations in the literature about the cause of the increase in elastic precursor amplitude at high temperatures observed in single crystal and polycrystal aluminum experiments [29–33]. Since these experiments pertain to the drag dominated regime, the only temperature dependent quantities that could cause this effect are the dislocation drag and the evolution of mobile dislocation densities within Orowan’s relation [29]. Although it has been speculated earlier in [31] that the temperature dependence of the mobile dislocation density may be relevant, the recent work on polycrystal aluminum of Ref. [5], assumed all dislocation density evolution parameters to be temperature independent and tried to explain the increase in elastic precursor amplitude at elevated temperatures solely by a temperature dependent drag coefficient. The latter was modeled according to MD data for edge dislocations. In trying
to match experimental data on the elastic precursor decay in polycrystalline aluminum from room temperature to melting, discrepancies were found and attributed to temporal resolution limits of the VISAR experiments.

Here, we argue that dislocation drag alone cannot explain this effect, and that an accurate model for temperature dependent dislocation density evolution is needed. We start by reviewing the single crystal plasticity model employed in this work which is based on Refs. [13, 27, 28] in Sections 2, 3, and 4. Apart from including a best estimate for the stress, temperature, density, and character dependence of dislocation drag based on Refs. [23, 25, 26], we also improve the dislocation evolution model of [13, 27, 28]. As far as the latter is concerned, however, a good understanding of the temperature dependence of the dislocation evolution behavior is still lacking, but further improvements in this regard are beyond the scope of this paper and are thus left for future work. The main improvements of the present model are the stress, character, temperature, and density dependent drag coefficient $B$ in Eq. (3.8), as well as the character dependent description of forest dislocations in (2.7), (2.8). These generalizations require dislocation character dependent generalizations of many other parts of the model, as described in detail below.

In Section 5 we first present simulation results for flyer plate impact experiments of copper and aluminum. In discussing the temperature dependence of the elastic precursor decay of aluminum, we connect our work to previous results. We then proceed with a sensitivity study at the example of copper, focusing on dislocation drag, character dependence, and dislocation density evolution, aiming at disentangling how these model ingredients influence the elastic precursor decay. The same qualitative conclusions are applicable to aluminum and likely many other face centered cubic (fcc) metals. Even though we include the same rough estimates of the temperature dependence of the elastic constants as Refs. [5, 10], our results are clear enough to conclude in Section 6 that the increase in elastic precursor amplitude in aluminum at elevated temperatures can only be understood if dislocation density evolution behavior is temperature dependent as well$^1$.

2 Summary of the single crystal plasticity model and its implementation

Following [13, 27], we consider a system of coupled equations consisting of continuum solid dynamics — termed deformation momentum balance (DMB) — and continuum dislocation transport (CDT). An additional set of compatibility relations, termed dislocation deformation compatibility (DDC) is also required.

Let us start by reviewing the DMB subproblem: We aim at keeping it concise and refer to the original references above for additional details, while pointing out the differences resp. generalizations used in the present work. The deformation gradient tensor is defined as $F := \left[\nabla_0 \otimes \vec{x}(\vec{X}, t)\right]^T$ where every particle $\vec{X}$ in the undeformed configuration is mapped to a corresponding point $\vec{x}(\vec{X}, t)$ in the deformed state and $\nabla_0$ denotes the Lagrangian gradient operator. Furthermore, we decompose $F = F_e \cdot F_p$ into thermo-elastic lattice deformation $F_e$ and plastic deformation $F_p$ due to dislocation motion. Momentum conservation in Cartesian coordinates (see [34] for a generalization to arbitrary coordinates) reads

$$\nabla_0 \cdot \vec{P} = \rho_0 \ddot{\vec{u}}, \quad (2.1)$$

---

$^1$Zuanetti et al. [33] recently introduced a temperature dependent dislocation density saturation function for polycrystalline aluminum. Its generalization to single crystals as well as a fully temperature dependent model for dislocation multiplication and nucleation rates has yet to be studied and this is left for future work.
where \( \mathbf{P} \) denotes the nominal stress tensor, \( \rho_0 \) is the material's initial mass density, \( \ddot{\mathbf{u}}(\mathbf{X},t) = \dot{\mathbf{x}}(\mathbf{X},t) - \mathbf{X} \) is the displacement vector, and \( \dddot{\mathbf{u}} \) denotes the second time derivative of the displacement, i.e. the Lagrange acceleration.

We also assume a field of dislocation density distributed among \( N_s \) slip systems, each with positive and negative polarity (corresponding to dislocations of positive/negative orientation). In general, these may have any character \( \vartheta \), but we consider a discrete “binning” with \( N_v \) discrete values amenable to computational implementation. Hence, we denote by \( \varrho^a_\vartheta(\vartheta) \) the dislocation density of \( \pm \) polarity and character \( \vartheta \) on slip system \( a \).

Every slip system is uniquely defined by its Burgers vector \( \mathbf{b} \) (i.e. the direction of slip) and its slip plane normal \( \mathbf{n}_0 \) (i.e. \( \mathbf{n}_0 \cdot \mathbf{n}_0 = 0 \) where \( \mathbf{n}_0 := \mathbf{b}/b \), and \( b = |\mathbf{b}| \)). A dislocation can have any line sense direction \( \mathbf{t} \) within the slip plane, i.e. \( \mathbf{t} \cdot \mathbf{n}_0 = 0 \), and if \( \mathbf{t} \) is (anti-)parallel to \( \mathbf{b} \) we call it a screw dislocation whereas if \( \mathbf{t} \cdot \mathbf{b} = 0 \) we call it an edge dislocation. Thus, one may introduce an angle \( \vartheta \) between line and slip directions such that \( \cos \vartheta = \mathbf{t} \cdot \mathbf{b}_0 \), i.e. screw dislocations have \( \vartheta = 0 \) or \( \vartheta = \pi \) and edge dislocations have \( \vartheta = \pm \pi/2 \). We will henceforth call \( 0 \leq \vartheta \leq \pi/2 \) ‘positive’ dislocations (with subscript \( + \)), and \( -\pi \leq \vartheta \leq -\pi/2 \) ‘negative’ dislocations (with subscript \( - \)). For slip systems which are \( \pi \)-symmetric, such as the 12 fcc slip systems, these ranges are complete. For some other slip systems (such as the ones in bcc crystals), the additional ranges \( \pi/2 \leq \vartheta < \pi \) and \( -\pi/2 < \vartheta < 0 \) must be included as well, and called ‘positive’ and ‘negative’ respectively. The significance of these ‘polarizations’ is that dislocations of opposite polarizations can annihilate if they get close, and furthermore a net difference between positive and negative dislocations on a slip system, also known as the geometrically necessary dislocation (GND) density, gives rise to lattice curvature. Often times, including in Refs. [13, 27], only two dislocation characters are considered, namely pure screw and edge dislocations and \( N_v = 2 \), but here we keep our formalism more general.

The evolution of plastic deformation is specified using an expression of Orowan’s relation:

\[
\mathbf{F}_p \mathbf{F}_p^{-1} = \sum_{a=1}^{N_v} b_a (\varrho^a_\vartheta(\vartheta) + \varrho^a_{-\vartheta}(\vartheta)) \varrho^a_0 \mathbf{n}_0 \otimes \mathbf{n}_0, \tag{2.2}
\]

where \( \varrho^a(\vartheta) \) are the signed scalar velocities of dislocations with character \( \vartheta \). Considering dislocations to be much longer than their Burgers vectors, we only track velocities perpendicular to \( \mathbf{t} \), and that direction is slip system and dislocation character dependent. Hence, the dislocation velocities are \( \dddot{\varrho}^a(\vartheta) = \varrho^a(\vartheta)(\mathbf{t}^2(\vartheta) \times \mathbf{n}_0) \). The magnitude of this velocity is a function of the effective applied stress, i.e. \( \sigma = \tau - \tau_b \) (with back stress \( \tau_b \) subtracted from the resolved shear stress) projected onto the Schmid factor \( \mathbf{b}_0 \otimes \mathbf{n}_0 \) (corrected by the current elastic deformation \( \mathbf{F}_e \)). In other words, \( \tau := \det(\mathbf{F}_e) \sigma_{ij} \mathbf{n}_i \mathbf{n}_j \) with \( \mathbf{b} = (\mathbf{F}_e \cdot \mathbf{b}_0) \) and \( \mathbf{n} = (\mathbf{F}_e^{-1})^T \cdot \mathbf{n}_0 \). In particular,

\[
\varrho^a(\vartheta) = \frac{\text{sgn}(\sigma)}{(t_w + t_r) \sqrt{\varrho^a_0}}, \tag{2.3}
\]

where the mean spacing between obstacles is approximated by the inverse square root of the initial dislocation density \( \varrho^a_0 \) on each slip system. The velocity \( \varrho^a(\vartheta) \) is inverse proportional to the sum of the time a dislocation spends “waiting” at a barrier, \( t_w \), and the free running time \( t_r \) which is limited by dislocation drag from phonon wind, see e.g. [26] and references therein. Between obstacles, the free running velocity is \( \varrho^a(\vartheta) = \frac{\text{sgn}(\sigma)}{t_r \sqrt{\varrho^a_0}} \) and its determination using the drag coefficient is discussed in Section 3 below. The wait time is related to the stress-assisted activation energy \( \Delta G(\tau) \) required to overcome a barrier and the magnitude of thermal fluctuations. Following [13, 35], it takes the
form

\[ \tau^a_w = \frac{1}{\omega_0} \left( \exp \left[ \frac{\Delta G^a(|\tau^a - \tau^a_{cr}|/\tau^a_{cr})}{k_B T} \right] - 1 \right), \tag{2.4} \]

This expression depends on the (slip system dependent) resolved shear stress \( \tau^a \), the back stress \( \tau^b \), and the critical stress also known as slip resistance \( \tau^a_{cr} = \tau_0 + c_1 b \mu^a(\theta) \sqrt{\sum_\beta (\varphi^a_\beta(\theta) + \varphi^b_\beta(\theta))} \), where \( \tau_0 \) is an intrinsic lattice slip resistance, and \( c_1 \) is a material constant. For \( \Delta G^a(\tau, \theta) \) we consider here almost the same functional form as in Ref. [13] (see also [36]), but generalized to include dislocation character dependence:

\[ \Delta G^a(\tau, \theta) = g_0 \mu^a(\theta) |\vec{b}|^3 \left( 1 - \tau^p \right)^q, \tag{2.5} \]

where \( \mu^a(\theta) = (v^a_c(\theta))^2 \rho \) denotes a dislocation character-dependent effective shear modulus corresponding to the critical velocity \( v_c \) as defined in Section 3. Furthermore, \( g_0, p, \) and \( q \) are model parameters. Finally, \( \omega_0 \) denotes an attempt frequency which is related to the highest acoustic phonon frequency [11].

Let us now turn to the continuum dislocation transport (CDT) sub-problem: On each slip system \( \alpha \), the change in dislocation density \( \varphi^a \) of character \( \vartheta \) (and given polarity) over time is dictated by the flux of dislocation density and a “source” term which models the creation, multiplication, and annihilation of dislocations, i.e. [13] (see also [37–39] and references therein)

\[ \dot{\varphi}^a_\vartheta(\vartheta) + \vec{V}_0 \cdot \left( \varphi^a_\vartheta(\vartheta) \mathbf{F}^{-1} \cdot \vec{v}^a_\vartheta(\vartheta) \right) = s^a(\vartheta), \tag{2.6} \]

where the dislocation velocity \( \vec{v}^a_\vartheta(\vartheta) \) was discussed above. A simple model for dislocation multiplication and annihilation is given by the following source term [13, 27] (but generalized here to include dislocation characters \( \vartheta \)):

\[ s^a(\vartheta, x) = \left[ C_M \sqrt{\varphi^a_{\text{obs}}(x)} \varphi^a(\vartheta, x) - C_A Y_\vartheta \varphi^a_\vartheta(\vartheta, x) \varphi^a_\vartheta(\vartheta, x) \right] |v^a(\vartheta, x)| \tag{2.7} \]

where \( \varphi^a(\vartheta, x) = \varphi^a_\vartheta(\vartheta, x) + \varphi^a_{\text{nucl}}(\vartheta, x) \) and the forest dislocation density of slip system \( \alpha \) and dislocation character angle \( \vartheta \) at spatial point \( x \) is estimated by \( \varphi^a_{\text{obs}}(x) = \sum_\beta A_{a\beta} \varphi^\beta(\vartheta, x) \). Constants \( C_M \) (multiplication), \( C_A \) (annihilation), and \( Y_\vartheta \) (dislocation capture distance) are model parameters. In the simplest approximation of [13, 27], coefficient matrix \( A_{a\beta} = 1 \). A more sophisticated approach would be based on the assumption that only dislocations of slip systems other than \( \alpha \) are obstacles, and this may be quantified by the expression

\[ A_{a\beta}(\vartheta) = |\vec{n}^a_0 \cdot \vec{t}^\beta(\vartheta)|. \tag{2.8} \]

This form further generalizes what was assumed in [28, 40], where an average over screw and edge dislocations was taken for \( A_{a\beta} \) instead of explicitly resolving its character dependence. Eq. (2.8) thus also generalizes to arbitrary dislocation character what was considered in Ref. [10, 41] for pure edge dislocations only. In Section 5 below we compare the effect of a character dependent matrix \( A_{a\beta} \) according to Eq. (2.8) to \( A_{a\beta} = \text{constant} \). In addition to dislocation multiplication and annihilation, one also has to account for homogeneous dislocation nucleation in single crystals [41] (in contrast to heterogeneous nucleation which occurs in polycrystals [5]). A simple model accounting for this effect is [10, 41]

\[ s^a_{\text{nucl}}(x) = \varphi_{n_0} \exp \left( \frac{-G_{n_0} \left( 1 - |\tau^a(x)/\tau_{n_0} | \right)}{k_B T(x)} \Theta \left( 1 - |\tau^a(x)/\tau_{n_0} | \right) \right), \tag{2.9} \]
which we add to \( s^\alpha(\theta, x) \). In this expression, the maximum nucleation rate \( \dot{\varrho}_{n_0} \), as well as \( G_{n_0} \) and \( \tau_{n_0} \), are model parameters. Furthermore, \( T(x) \) is the local temperature at spatial point \( x \), and \( \tau^\alpha(x) \) is the local resolved shear stress projected onto slip system \( \alpha \).

Concerning the dislocation deformation compatibility (DDC) sub-problem, we note that the presence of dislocations leads to elastic lattice deformations and subsequently to internal stress fields giving rise to the back stress we alluded to above. In general, the magnitude of the back stress depends on various details of the problem at hand, see e.g. [42]. Since our main goal in this work is to study the effects of dislocation drag on a 1D uniaxial stress impact problem, the back stress is not particularly important in our present case, and we may hence use once more an approximation similar to what was used in [13, 27, 37, 43] for the internal stress field at point \( x \):

\[
\tau^\alpha_i(x, \theta) = \mu b \mathcal{L}^2 \nabla_s \kappa^\alpha(x, \theta),
\]

(2.10)

where \( b \) is the Burgers vector magnitude, \( \mu \) is the average shear modulus, and \( \kappa \) denotes the “GND field”, i.e. the difference in dislocations of positive and negative polarization per slip system and dislocation character. Its gradient along the slip direction gives rise to a stress field, which is what we compute here. Furthermore, this stress field is screened by distant dislocations which is why we presently approximate the characteristic length scale by the inverse square root of the initial total dislocation density, \( \mathcal{L}_\theta \approx 1/\sqrt{\varrho_0} \). Note that in Ref. [27], \( \mathcal{L}_\theta \) within (2.10) was considered to be an independent model parameter and was chosen to be of the order of \( 1/\varrho_0 \) (no square root) leading to a significantly larger back stress. The present prefactor, however, has a better physical motivation. In particular, it has been argued in Ref. [37] that \( \mathcal{L}_\theta \) is related to the mean dislocation spacing.

We have also studied a generalized back stress along the lines of [37], but since the magnitude is similarly small to the present back stress in (2.10) and hence has no visible influence on the impact simulations at hand, we postpone presenting this detail to future work.

The total internal stress tensor is derived by multiplying \( \tau_i \) with the symmetrized Schmid factor and summing over all slip systems and dislocation characters [13, 43, 44]:

\[
S_i = \sum_{\alpha} \sum_{\varrho_0} T^\alpha_i(x, \theta) \frac{1}{2} \left( \vec{b}_0^\alpha \otimes \vec{n}_0^\alpha + \vec{n}_0^\alpha \otimes \vec{b}_0^\alpha \right)
\]

(2.11)

Its projection onto the Schmid factor of slip system \( \alpha \) finally yields the slip system dependent back stress referred to earlier above:

\[
\tau^\alpha_b = S_i : \left( \vec{b}_0^\alpha \otimes \vec{n}_0^\alpha \right),
\]

(2.12)

where \((A : B) := \text{tr}(A^T \cdot B) = A_{ij}B_{ij}\). Note that the latter does not equal \( \tau_i \) of that same slip system (summed over \( \theta \)) as it also includes contributions from projections of all other slip systems onto \( \alpha \). From our simulation results in Section 5 below, we see that the back stress is indeed very small compared to the applied stress for the simulation conditions we focus on in this work.

3 Dislocation drag

Following [13], the mean free-running velocity \( \vec{v}_{\tau}^\alpha(\theta) = v_{\tau}^\alpha(\theta)(\vec{b}_0^\alpha \otimes \vec{n}_0^\alpha) \) of dislocations of character \( \theta \) within slip system \( \alpha \) is determined by

\[
v_{\tau}^\alpha = \frac{b^\alpha}{B^\alpha(a_{\tau}^\alpha)} \left( \tau^\alpha - \tau^\alpha_b \right),
\]

(3.1)
where $\tau^\alpha$ is the resolved shear stress, $\tau_b^\alpha$ is the back stress and $B^\alpha(v_r^\alpha)$ is a drag coefficient which depends on the dislocation velocities making this a non-linear equation in $v_r^\alpha$. Note that $v_r^\alpha$ is to be understood as an average velocity, not the actual velocity of a single dislocation.

Previous work often made use of the form [5, 13, 33]:

$$B(v_r^\alpha) = B_0 \frac{v_c}{b^\alpha |v_c|}$$  \hspace{1cm} (3.2)

which we wish to compare to and hence include dislocation character dependent parameters $B_0 = B(v = 0)$ and $v_c$, the latter being a limiting velocity. The new values for these parameters were determined from PyDislocDyn [45], a numerical implementation of the drag coefficient theory outlined in a recent series of papers [19, 23, 24].

From equation (3.1) it is possible to rewrite $B$ as a function of stress, and for the simple analytic form (3.2), this can be determined exactly:

$$B(\sigma) = B_0 \frac{1}{2 \xi \left(\sqrt{(\xi)^2 + 1} - \xi\right)}$$

$$\xi = \frac{\sigma}{v_c B_0}, \hspace{1cm} \sigma := \tau^\alpha - \tau_b^\alpha$$  \hspace{1cm} (3.3)

where $\alpha$ labels the slip system under consideration.

More recently, it was determined that (in contrast to $B(v)$), a better approximation to $B(\sigma)$ is given by [26, 45]

$$B(\sigma) = B_0 \sqrt{1 + \left(\frac{b^\alpha \sigma}{v_c B_0}\right)^2}$$  \hspace{1cm} (3.4)

which corresponds to

$$B(v_r^\alpha) = B_0 \frac{1}{\sqrt{1 - (\beta^\alpha)^2}}.$$  \hspace{1cm} (3.5)

Note that the best agreement of this functional form with the numerically determined $B(\sigma)$ is achieved by choosing $B_0 \in [\min(B(v)), B(0)]$. In Figure 1 we compare how well the two analytic functions (3.3) and (3.4) approximate the numerically determined functional form of $B(\sigma)$ for the special cases of pure screw and pure edge dislocations, the advantage in both cases being that they can easily be implemented into a plasticity code without too much computational overhead. Although approximation of the low stress regime of $B(\sigma)$ could clearly be improved, it was already shown in Ref. [26] that plastic flow is not very sensitive to $B$ in that regime. The same functional form can be used for mixed dislocations of arbitrary character, albeit parameters $B_0 = B(v = 0, \theta)$ and $v_c(\theta)$ need to be determined. The calculation of those parameters for arbitrary dislocation character angle $\theta$ based on a first-principles theory is explained in Refs. [23, 24, 46] and a numerical implementation of this theory is given by the open source code PyDislocDyn [45]. As for the special cases of pure edge and pure screw in fcc metals, analytic expressions for the critical velocity $v_c$ were determined in [46] (edge) and more recently in [47] (screw):

$$v_{\text{fcc}}(\theta = \pi/2) = \sqrt{\frac{\min(c',c_{44})}{\rho}}$$ and $$v_{\text{fcc}}(\theta = 0) = \sqrt{\frac{3c'c_{44}}{\rho(4c_{44}+2c')}}$$ with $c' = (c_{11} - c_{12})/2$ and $\rho$ denoting once more the material density.

In Section 5 below we will show how the different forms of $B$, i.e. Eq. (3.2), Eq. (3.4), $B = \text{const.}$, as well as different dislocation character binnings influence the elastic precursor decay within a simple 1-D shock impact problem.
Temperature and density dependence of dislocation drag

A first rough estimate of how the dislocation drag changes with temperature and pressure was given in Ref. [26] for the isotropic limit. We generalize this estimate for anisotropic crystals by using an average change in shear modulus, i.e. we define

$$\Delta \mu(T, \rho) = \frac{1}{4} (\partial_T c_{11} - \partial_T c_{12} + 2 \partial_T c_{44})(T - T_{\text{ref}}) + \frac{1}{4} (\partial_P c_{11} - \partial_P c_{12} + 2 \partial_P c_{44})P(\rho, T),$$

where $T_{\text{ref}} = 300$K is the temperature at which the elastic constants and their derivatives were measured, the current temperature $T$ and pressure $P$ are determined using the equation of state as described below in Section 4. The according current density $\rho$ corresponding to pressure $P$ is also known at every time step in our simulation.

We therefore estimate the temperature and density (resp. pressure) dependence of $B_0(\theta)$ and
relationship between Sommerfeld coefficient and Fermi energy over a range of states.

Like in Ref. [13] we separate the Helmholtz free energy into the following contributions:

\[ \psi = \psi_0(V) + \psi_{\text{ion}}(V,T) + \psi_{\text{el}}(V,T) + \psi_{d}(\tilde{E}_e,T) + \psi_{s}(\varrho_c), \]

\[ \psi_0(V) = \frac{4V^*B^*}{(B_1-1)^2} (1-(1+X))\exp(-X), \quad X = \frac{3}{2} (B_1-1) \left( \frac{V}{V^*} \right)^{1/3}, \]

\[ \psi_{\text{ion}}(V,T) = \frac{R}{M_{\text{mol}}} \left( \frac{9}{8} k_B T_D + 3k_B T \ln(1-\exp(-T_D/T)) - \frac{3T^4}{T_D^3} T_D^{2/3} \int_0^\infty \frac{z^3}{e^z - 1} \, dz \right), \]

\[ T_D(V) = T_{D0} \left( \frac{V}{V_0} \right)^{-\gamma_1} \exp \left( -a \left( \frac{V}{V_0} - 1 \right) - \frac{b}{2} \left( \frac{V^2}{V_0^2} - 1 \right) \right), \]

\[ \psi_{\text{el}}(V,T) = -\frac{1}{2} \gamma_0 T^2 \left( \frac{V}{V_0} \right)^{\kappa_s}, \]

where \( \psi_{d}(\tilde{E}_e,T) = \frac{1}{2} \tilde{E}_e^{ij} \tilde{E}_e^{kl} C_{ijkl} \) is a contribution to the free energy from recoverable ‘deviatoric’ strain and \( \psi_{s}(\varrho_c) \) is free energy storage associated with the local state and non-local distribution of dislocation density. Furthermore, the static lattice contribution to free energy, \( \psi_0 \), is based on the empirical state function developed by Ref. [48], where for cubic crystals the reference bulk modulus \( B^* = (c_{11} + 2c_{12})/3 \), and its pressure derivative at ambient reference volume \( V^* = 1/\rho \) is \( B_1 = (\partial_P c_{11} + 2\partial_P c_{12})/3 \). For the free energy contribution from ion motion, we use the model developed by Greeff et al. in Ref. [49], where \( T_{D0} \) is the Debye temperature at a reference volume \( V_0 \), \( R \) is the molar gas constant, and \( M_{\text{mol}} \) is the molar mass. The Debye temperature at volume \( V \) is described by two model parameters \( a, b \) describing the volume dependence of the Grüneisen parameter: \( \gamma(V) = \gamma^\infty + a V/V_0 + b(V/V_0)^2 \) with \( \gamma^\infty = 2/3 \). The electronic excitation free energy, \( \psi_{\text{el}} \) depends on the Sommerfeld coefficient \( \Gamma_0 \) at the reference state and \( \kappa_s \) is a parameter reflecting the relationship between Sommerfeld coefficient and Fermi energy over a range of states.
Table 1: We list the input data and model parameters used in our simulations. Sources for these data are listed in the last column; the Burgers vector magnitude $|\vec{b}|$ in fcc slip systems is related to the lattice constant $a_1$ via $|\vec{b}| = a_1/\sqrt{2}$ and was rounded to 1 Å accuracy for both materials. Sources for most of these data are Refs. [13, 27, 36, 49–51, 53–55]. The model parameters for dislocation nucleation in aluminum were chosen such that the experimental room temperature results quoted in Refs. [5, 33] roughly match. (We cannot expect a perfect match since we simulate a single crystal whereas [5, 33] studied a polycrystal.)

* These numbers for $a$, $b$ were derived from the model given in Ref. [54], $\gamma = 0.5 + \gamma_1(V/V_0)^{1/3} + \gamma_2(V/V_0)^9$ with model parameters $\gamma_1$, $\gamma_2$, and $q$ for aluminum, by using a least squares fit in the range $0.95 \leq V_0/V \leq 1.3$. Note that our present simulations are not very sensitive to $a$ and $b$.

5 Results for a 1-D shock impact problem

In the following, we simulate classic flyer plate impact and shock load experiments for copper and aluminum. These simulations are quasi-1D in the sense that we track the change in material deformation, dislocation density, and dislocation velocity only along the x-direction which is parallel to the shock wave. Nonetheless, the full crystal anisotropy, stress tensor, and all 12 fcc slip systems are resolved at every point along x. For this purpose, we use the same numerical implementation as discussed in Refs. [13, 27], but including the improvements outlined in the preceding sections with regard to drag, character dependence, and dislocation density evolution.

5.1 Simulation results for copper

We presently consider a flyer plate traveling at velocity $v_{\text{impact}}$ until it impacts a single-crystal copper target along the [100] lattice vector. Assuming that the target diameter is large compared to its thickness, we may model this as a 1-dimensional plane wave. We then also study different alignments of the single crystal with respect to the impact direction, as discussed below. Experimental data (i.e. stress-time wave profiles and stress-strain rate curves) on single crystal copper can be found e.g. in [56, 58]. Table 1 lists the (reference) input data used in our aluminum and copper
Figure 2: We show various properties of a 1D flyer plate impact simulation with one single crystal grain of copper with reference simulation parameters listed in Table 1. Here, the new character dependent models for dislocation drag and dislocation density evolution described above were used. The elastic precursor decay is clearly seen on the top left plot, which shows the material velocity parallel to the impact direction as a function of coordinate $x$ for a number of different simulation times. On the top right, we show the deviatoric stress $\sigma'_{ij} = \sigma_{ij} - \frac{1}{3}\delta_{ij}\text{tr}\sigma$ and the free surface velocity at $x = 2\text{mm}$. The bottom left shows the magnitude of the pure screw dislocation velocity for one of the 12 slip systems. We see that the impact velocity of 300 m/s at the fairly low dislocation density of $\rho_{\text{disloc}} = 10^6 \text{mm}^{-2}$ drives the dislocations close to their critical velocity $v_c$. In the bottom right, we show the acceleration these dislocations experience.

In Figure 2, however, we first show simulation results for copper using the ‘reference’ parameters listed in Table 1. The impact direction is parallel to one of the (cubic) crystal axes, denoted here by $x$. The results shown in this figure were computed with $N_c = 2$, i.e. considering pure screw and edge dislocations, but no mixed dislocations. In particular, we show the material velocity parallel to the impact direction in the top left of Fig. 2. The elastic precursor decay is clearly visible in this plot.
Figure 3: Our simulation results (solid lines) are compared to the experiment conducted in Ref. [56, Fig. 3] (dotted lines), namely the deviatoric stress $\sigma_{xx}$ as a function of time for a 5mm copper target shock-loaded at 0.5 GPa along three different directions with respect to its single crystal orientation: along [100] (blue), [110] (orange), and [111] (green). In the latter case, the data was translated in time, which is admissible because the time-axis in that paper starts when 'the first disturbance is detected' whereas in our simulation time $t=0$ represents the time of the initial shock load.

On the top right of that same figure, we show the diagonal components of the deviatoric stress (i.e. the stress with pressure subtracted). Our simulations reveal that the back stress in our case is three orders of magnitude smaller than the resolved shear stress, and hence is almost negligible within our present study. In the bottom left of Figure 2 we also show the velocity magnitude for pure screw dislocations within one of the 12 fcc slip systems. We see that especially at early times (and close to the impactor), dislocations reach speeds close to their critical velocities, and our simulations reveal the same is true for edge dislocations (i.e. 2.20km/s for screw and 1.62 km/s for edge in fcc copper, see Table 1). These high dislocation velocities are achieved because the initial dislocation density is relatively low, i.e. increasing the dislocation density by a significant amount will yield much lower dislocation velocities. It is thus the high impact and low dislocation density regime where the high velocity behavior of drag coefficient $B$ becomes important. From the bottom right of Figure 2 we see that typical peak acceleration values for dislocations within this type of simulation is a few $10^{12} \text{m/s}^2$. In Ref. [59] it was shown, that (at least for an fcc pure screw dislocation) accelerations of this order of magnitude leads to only small deviations in the dislocation displacement gradient field compared to its steady-state counter part. Thus, the approximation (3.5) for dislocation drag, which we are using throughout this work and which is based on the steady-state description of dislocation motion, can be expected to be sufficiently accurate for our present purposes.

We proceed by presenting results of an additional simulation that we compare to the experimental results of Ref. [56]. In order to achieve (rough) agreement with that experiment, we change the following: We simulate a 5mm target (instead of 2mm) and instead of imposing a fixed velocity at the left boundary, we now impose a force simulating a 0.5 GPa shock load (as in the experiment of [56]). By enlarging our simulation to 5.6mm, we can simulate having a stress ‘gauge’ at the other side of the target, and thus can plot the deviatoric stress component $\sigma_{xx}$ at $x = 5\text{mm}$ as a function
Copper, compare to Taylor’s simple model

Figure 4: We show that the peaks of deviatoric stress component \( \sigma'_{xx} \) for the 5mm simulation with impact direction [100] almost follow a Taylor-like model for precursor decay; ‘Taylor-like’ because the parameters of the 1965 Taylor model [57] are generalized to anisotropic single crystals as described in the main text, and the new drag coefficient \((3.5)\) is used for the strain rate that enters this model via Orowan’s relation. The initial stress was read from the simulation at an early time \((t=50\text{ns})\), and \( \rho_m \) is a fitting parameter in this case whose value is more than 4 orders of magnitude higher than the initial dislocation density. Since the Taylor model does not capture any dislocation density evolution, deviations to the full simulation are expected.

of time within Figure 3. The additional 0.6mm thickness were chosen so as to avoid having a wave, which is reflected from the free surface, appear in Fig. 3 within the shown time interval. Since we already established the negligibility of the backstress within our simulations, and because its present implementation led to numerical instabilities near the impacter at the reduced dislocation density used within this simulation, we have neglected the backstress entirely in this simulation. Results are shown for three different crystal orientations with respect to the impact direction, i.e. parallel to [100], [110], and [111]. Despite the small differences in precursor height compared to [56] (Fig. 3 in that paper), the trends agree. In particular, the precursor amplitude is much larger for the [100] orientation than for the other two and the subsequent rise in stress is also much steeper, with [111] having the slowest rise in stress (and reaching 0.6 GPa after \( \sim 0.3\mu\text{s} \) in agreement with [56]). In [56], time was translated such that \( t = 0 \) corresponded in all three cases to the ‘first detectable disturbance’. We choose here not to translate the figures in time (i.e. the copper sample is shock loaded at time \( t = 0 \)) in order to additionally emphasize that the precursor wave arrives at the 5mm ‘boundary’ sooner for the [111] orientation than e.g. the [100] orientation; this is expected and in agreement with the longitudinal sound speeds in copper along those crystal directions as elaborated in more detail within the discussion of Figure 11 below. In order to reduce the height of the minimum and maximum of the precursor amplitude within the [100] orientation, one could further enhance dislocation multiplication and/or nucleation (see our sensitivity study in Section 5.3 below), but this would equally affect the other orientations which already match the experimental results of [56] fairly well. Better agreement across all three orientations could potentially be achieved with a more sophisticated dislocation density evolution model (which we leave for future work). We also note, that the present 5mm simulation is very sensitive to the initial dislocation density as well as the dislocation density multiplication and nucleation parameters.
Taylor [57] put forward a very simple model capturing the main trend of elastic precursor decay. To show that our simulation follows this trend to a rough first order approximation, but also to highlight the differences, we compare a simple Taylor-like model to the deviatoric stress component $\sigma_{xx}'$ within the 5mm simulation with impact direction [100] in Figure 4. Taylor’s precursor decay model states that $\partial_t \sigma = -2 \frac{G}{c_L} \dot{\epsilon}_p$, where the isotropic shear modulus $G$ and longitudinal sound speed $c_L$ need to be generalized to our present anisotropic single crystal geometry. Noting that shear modulus $G$ enters the original model due to its relation to the limiting dislocation velocity $c_T$ in the isotropic case, we replace it here with the effective shear modulus, $c' = \frac{1}{2}(c_{11} - c_{12})$, which corresponds to the limiting velocity for pure edge dislocations in fcc crystals (see Section 3 above). It is smaller than the limiting velocity of screw dislocations and also coincides with the smallest limiting velocity for any dislocation character in fcc metals [46], and thus can be expected to dominate. The longitudinal sound speed in the glide direction of edge dislocations, [110], is easily determined to be

![Figure 5: We show the elastic precursor decay in a 1D flyer plate impact simulation with one single crystal grain of aluminum. We ran the simulations with an impact velocity of 300m/s and two dislocation characters with dislocation drag according to (3.8). The top row shows simulations at $T = 300K$ (left) and at 933K (right) with the same density evolution parameters. The bottom row compares the free surface velocity for both simulations.](image)
The plastic strain rate $\dot{\varepsilon}^p$ can be related to the dislocation velocity via Orowan’s relation (though neglecting the wait time associated to thermal activation in the regime of fast moving dislocations), and we use the new drag coefficient (3.5) (with (3.1) to determine $v(\sigma)$) for this purpose. Deviations between this very simplistic model and the full simulation, as shown in Figure 4, are expected, since the Taylor model does not capture any dislocation density evolution.

![Figure 6](image_url)

Figure 6: We show once more the elastic precursor decay results in a 1D flyer plate impact simulation with one single crystal grain of aluminum at temperature $T = 933$ K with an impact velocity of 300 m/s and two dislocation characters with dislocation drag according to (3.8). Compared to the previous Figure 5, we decreased the initial dislocation density and nucleation parameter for demonstration purposes: In particular, $\varrho_{\text{disloc}} = 10^6$ [mm$^{-2}$] and $\dot{\varrho}_n = 2 \times 10^{12}$. On the left we show the free surface velocity as a function of time and on the right once more the material velocity as a function of position for several different time stamps.

5.2 Simulation results for aluminum

In Ref. [5], Austin showed that the inclusion of dislocation dynamics is crucial in order to capture elastic precursor decay properties of polycrystalline aluminum. Phenomenological models, such as Refs. [1–4], cannot reproduce the elastic precursor peak at the free surface at all, as was shown by direct comparison within Fig. 9 of that paper. It therefore stands to reason, that the inclusion of dislocation dynamics is at least as (if not more) important when studying single crystal aluminum, as we presently do. Limiting velocities of dislocations in anisotropic crystals are slip system dependent and character dependent. Hence, our present dislocation character dependent model generalizations are necessary in order to study single crystal aluminum, and we cannot resort to the isotropic drag model (or other isotropic model ingredients) of e.g. Ref. [5].

Our initial conditions (apart from being a single crystal) for aluminum were chosen similarly to those in Ref. [5, 33] in order to enable a qualitative comparison, see Table 1. (There is no reason to expect quantitative agreement between a single crystal and a polycrystal simulation). Classic flyer plate impact simulation results for room temperature (300K) and close to melting (933K) are shown in Figure 5, the only difference between the plots on the left and right being the initial temperature, i.e. initial dislocation density and density evolution parameters are exactly the same. Even though dislocation drag is larger at the higher temperature, see (3.8), the difference in elastic precursor decay between the two temperatures is small. Clearly, the enhanced nucleation due to the higher
Figure 7: Comparing Figures 5 and 6 further, we show how the temperature profile within the 933 K simulation changes upon reducing the initial dislocation density and nucleation rate. In particular, on the left we had $\rho_{\text{disloc}} = 3 \times 10^6 \text{[mm}^{-2}]$ and $\dot{\rho}_n = 10^{13}$ whereas on the right $\rho_{\text{disloc}} = 10^6 \text{[mm}^{-2}]$ and $\dot{\rho}_n = 2 \times 10^{12}$.

5.3 Sensitivity study at the example of copper

We proceed by changing one parameter at a time in order to see how sensitive the simulation is to the various ingredients. In particular, we start by comparing results computed using different drag coefficient models in Figure 8: The unphysical assumption of a constant drag coefficient yields no clear separation of elastic precursor and plastic wave, and thus no precursor decay, as shown in the top left sub-figure. On the top right we show the precursor decay resulting from a very crude approximation to dislocation drag along the lines of (3.2). Both drag models have been used repeatedly in the literature [5, 6, 8, 9, 11–13]. On the bottom left we repeated the computation with a more realistic approximation to the drag coefficient, Eq. (3.4), motivated by the first-principles theory of Refs. [19, 23–25]. On the bottom right, we endowed the latter drag coefficient with temperature and density dependent parameters $B_0(T, \rho)$, $v_c(T, \rho)$ and Burgers vector magnitude $b(\rho)$. The temperature and density dependence of $B_0$ and $v_c$ were estimated along the lines of [26], but generalized to the anisotropic case as described above in Section 3. In all four cases, the impact direction is aligned with the [1,0,0] plane of the single crystal, the impact velocity is 300 m/s, and
the dislocation density was assumed fairly low \((10^6 \text{mm}^{-2})\) in order to make the dislocations move faster and make the simulation sensitive to the high velocity behavior of dislocation drag. We see that the most important feature to capture is the presence, and subsequently also the accurate position, of the critical velocities (which are temperature and density dependent). Since the empirical approximation to \(B(\sigma)\), Eq. (3.3), is not too far off compared to the physically motivated and more accurate approximation (3.4) (see Figure 1), the top right and bottom left plots of Figure 8 are fairly similar. Inclusion of temperature and density dependence of the critical velocities leads to further visible changes (bottom left of Figure 8), since both temperature and density change as a function of position and time within our simulation.

Next, we study the importance of resolving many dislocation characters within a simulation. Researchers often restrict the model to pure screw and edge (or even ignore this difference) in order to reduce computation time. In anisotropic crystals, however, screw and edge dislocations do not decouple in the sense that neither the dislocation displacement field nor the drag coefficient of a mixed dislocation can be written as a linear superposition of pure edge and screw (as would be the case in the isotropic limit). Therefore, it stands to reason that simulations could be improved by resolving also a number of mixed dislocations. For simplicity, we assume here that the initial dislocation density is equally distributed among all resolved dislocation characters. In Figure 9 we show how the elastic precursor decay changes when considering only pure edge dislocations (top left), screw and edge dislocations (top right), or three (bottom left) and seven (bottom right) dislocation characters. Even though the total initial dislocation density is the same in all four simulations, the elastic precursor decays faster for seven than for one dislocation character. As we see below, reducing the initial dislocation density will counteract this effect.

Drawing the reader’s attention to Figure 10, we see that, interestingly, our dislocation source terms \((2.7), (2.9)\) create fewer dislocations in total during the simulation if more character angles are considered. In particular, this figure shows how the dislocation density evolution changes between resolving 1 character (top left) and 3 characters (where the top right shows \(\theta = 0\), bottom left shows \(\theta = \pi/4\), and bottom right shows \(\theta = \pi/2\)). This can perhaps be understood by the following reasoning: A more diverse (mixed) dislocation population is able to accommodate plastic flow more easily because then also their glide plane orientations are more diversely oriented with respect to the impact direction than if only edge dislocations are accounted for, and thus fewer additional dislocations need to be created in the process.

The dependence on impact orientation, which we have seen in Figure 3 above, is subsequently studied in more detail within Figure 11: The top left recaps once more the simulation with the impact direction aligned with a crystal axis. The top right shows the same for an impact direction aligned with one of the Burgers vector directions whereas the bottom left shows the other extreme where the impact direction is aligned with one of the slip plane normals. We see, as is expected, that the wave speeds are not the same in these three plots: The longitudinal sound speed along the crystal axes is straightforwardly computed to be around 4.3 km/s in Cu with the elastic constants and material density of Table 1, whereas along a Burgers vector it is close to 5 km/s and along a slip plane normal it is even higher (hence the 400 ns wave in the lower left plot of Figure 11 has already been reflected from the 2 mm surface and is traveling to the left).

Furthermore, depending on the alignment, not all slip planes are active, as can be easily worked out by projecting the stress computed via the stress-strain relations from the uniaxial strain caused by the flyer plate onto the respective slip systems. In other words, dislocations in some of the 12 slip systems are not activated throughout the simulation due to the geometry of the impact. At least a third to a half of the slip systems are however always active and cause the precursor decay. Since on the top right, we see a small ‘double peak’ at 80 nanoseconds which requires further studies, we
repeat the same simulation with enhanced dislocation nucleation on the bottom right. In the latter case we see no double peaks, i.e. they are washed out by the enhanced dislocation nucleation. We therefore show the dislocation velocity magnitudes for one of the active slip systems in each case in Figure 12 at the example of pure edge dislocations. In particular, the top rows of both figures compare the difference between using the drag coefficient (3.8) from our first-principles derivation and approximate temperature/density dependence and using the ad-hoc empiric drag coefficient (3.3). Both cases are once more aligned with a crystal axis. In the bottom row, we considered (3.8), but with the impact aligned with a Burgers vector (left) and a slip plane normal (right). From the bottom left of this figure, we see that the double peak seen in the top right of Figure 11 is associated with similar dislocation motion. We emphasize that we get the same results independent of resolution in x and/or time and also independent of the numerical scheme; for example repeating the calculation using the forward Euler or a fourth order Runge-Kutta scheme yields the same double-hump. See Ref. [27] for details on the implementations of various numerical schemes employed in our simulations.

In Figure 13, we show how sensitive the simulation is to the initial dislocation density: Changing it by less than an order of magnitude can completely wash out the elastic precursor, i.e. the amplitudes are greatly diminished while their widths remain roughly the same. This is particularly important, since at elevated temperatures one may expect the dislocation density to decrease due to enhanced annihilation prior to impacting the metal.

Enhancing dislocation multiplication, as shown in Figure 14, yields faster elastic precursor decay and at the same time sharper (higher and narrower) spikes at early times. Austin [5] also found enhanced dislocation multiplication to be correlated with faster elastic precursor decay and narrower spikes at early times, albeit with smaller amplitudes in his isotropic model in contrast to our present anisotropic model. The faster decrease in amplitude of the elastic precursor with propagation distance is not surprising since an increased density of mobile dislocations relaxes the non-equilibrium stress more rapidly [5, 57, 60, 61].

Dislocation annihilation, on the other hand has hardly any effect during the impact simulation, as seen in Figure 15, consistent with the findings in Ref. [5].

The simulation is, however, very sensitive to dislocation nucleation, as seen in Figure 16: Enhanced nucleation reduces the width and height of the spikes and leads to faster precursor decay. The same conclusion was drawn in Ref. [5] within an isotropic model.

6 Discussion

In Ref. [5] it was speculated that the increase in elastic precursor spike amplitude at high temperatures observed in poly-crystalline aluminum experiments [31] is due to the increased drag from phonon scattering. Similar speculations were put forward to explain single crystal aluminum experiments in Ref. [29], but the later Ref. [31] indeed pointed out the important role of dislocation density evolution (in addition to dislocation drag) for the temperature dependence of elastic precursor decay. In short, there has been a debate in the literature as to which of the two effects is more important.

The results of our present simulations, using a temperature, pressure, and character dependent dislocation drag coefficient derived from first principles, show that the temperature dependence of dislocation drag does indeed lead to a small increase of the elastic precursor amplitude in single crystal aluminum, but the effect is much smaller than what has been observed in experiments [5, 31, 33]. Since we used the most accurate dislocation drag model to date, its influence on this effect could be quantified fairly well. We therefore argue that the temperature dependence of dislocation
density evolution, which is currently based on numerous model parameters whose temperature
dependence is not well established, plays an even more important role.

Most importantly, we deduce that most likely the dislocation nucleation (and multiplication)
mechanism is markedly different at high temperatures in aluminum, assuming that the initial
dislocation density of an annealed specimen is roughly the same for different temperatures. This
view is further supported by recent results in polycrystalline aluminum of Zuanetti et al. [33] who
show that the inclusion of a temperature dependent dynamic recovery function controlling the rate
of immobilization of dislocations at high plastic strains (which allows saturation of the dislocation
density) improves the agreement between experimental and simulation results of elastic precursor
decay at elevated temperatures. A generalization of this recovery function to single crystal simul-
ations is left for future work.
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