A Combined PCA-MLP Network for Early Breast Cancer Detection
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Abstract—Breast cancer is the second most responsible for all cancer types and has been the cause of numerous deaths over the years, especially among women. Any improvisation of the existing diagnosis system for the detection of cancer can contribute to minimizing the death ratio. Moreover, cancer detection at an early stage has recently been a prime research area in the scientific community to enhance the survival rate. Proper choice of machine learning tools can ensure early-stage prognosis with high accuracy. In this paper, we have studied different machine learning algorithms to detect whether a patient is likely to face breast cancer or not. Due to the implicit behavior of early-stage features, we have implemented a multilayer perception model with the integration of PCA and suggested it to be more viable than other detection algorithms. Our 4 layers MLP-PCA network has obtained the best accuracy of 100% with a mean of 90.48% accuracy on the BCCD dataset.

Index Terms—Breast Cancer, Biomarker, MLP, PCA, BCCD.

I. INTRODUCTION

Breast cancer is recognised as one of the most widespread diseases and one of the leading causes of death amongst women globally. It is reported as the most common cancer amid women worldwide by World Health Organization (WHO). In 2020, 2.3 million women were diagnosed and 0.685 million died around the world [1]. Breast cancer originates from the breast tissue where the cells start to grow abnormally. The growth of abnormal cells form a lump called tumor. A tumor can be benign, very similar to any other normal cells in appearance and non cancerous or malignant, highly cancerous as it grows irresistibly and spreads in other parts of the body. Initially the affected cells do not show any symptoms. But over time the cancer cells progress effecting the surrounding tissues and organs. Eventually becoming life threatening. But early prognosis of this life taking cancer can boost the medication procedure significantly with a reduced mortality rate of 25% [2]–[4].

Early detection of breast cancer may prevent death but it is difficult as the symptoms do not reveal at the beginning. Mammogram [5] and biopsy [6] have been seen as promising screening processes used in the breast tumors detection. Mammography procedure enables the identification of tumorous cell at a primary stage even when it is still not diagnosed by the clinical examination or has not yet started to show symptoms [7], [8]. It is difficult to predict the normal tissue and malignant tissue in case of low contrast mammograms [9]. Again, identifying benign and malignant tumours cells through biopsy is a very time consuming and complex process [10]. The doctors often misdiagnosis due to lower attributes differences between cancerous and normal tissues and irregularity of cells’ size [11], [12]. The accurate examination of breast cancer and its classification into benign or malignant categories is a concern of much exploration. The consequences of the failure in early detection leads to the cancer cells reaching a stage where it becomes both difficult and expensive to cure fully. Machine learning (ML) has been considered as a promising cancer detection approach due to its ability to distinguish attributes from complex data sets [13]. It acts as a rescuer by developing new features from the existing data of the low contrast mammography images. Recent literature shows an increasing usage of different ML techniques cultivated in this field.

Ghosh et al. [14] made a comparative study using Support vector machine(SVM) and Multilayer perception (MLP) with back propagation neural network based on the original Wisconsin Breast Cancer Dataset (WBCD) [15]. They opted for SVM as it gave an accuracy of 96.71% compared to 95.71% for MLP. Rana et al. [16] did a performance analysis using popular ML algorithms i.e. SVM, Logistic regression (LR), k-Nearest Neighbors(KNN) and Naive Bayes. The best accuracy achieved was 95.68% for KNN, but SVM with Gaussian kernel was chosen as the suitable technique due to its better performance.

Khirival et al. [17] applied deep learning with convolutional neural network on the Wisconsin breast cancer dataset (diagnostic) [18]. They gave a fairly better result than previous literature. Their obtained accuracy was 99.67% using only 12 features dataset. kadam et al. [19] proposed a feature ensemble learning model on the similar dataset that showed accuracy of 98.60%. The model was based on sparse auto-encoders and softmax regression exhibiting better performance than the existing ML algorithm. Most of these approaches were applied on dataset extracted from cells that have already exhibited cancerous symptoms.

A detection process with biomarkers has been introduced recently on the Breast Cancer Coimbra Dataset (BCCD) [20]. Here data is taken from features like age, body mass
index (BMI) and proteins found in blood e.g. glucose, resistin, insulin, leptin, HOMA, adiponectin, MCP-1. These are considered as potential bio marker for early stage breast cancer prognosis before any clinical diagnosis. Patricio et al. [20] evaluated a performance comparison of LR, Random forest (RF) and SVM where they suggested attribute set containing resistin, glucose, BMI and age as suitable biomarkers for practical screening test. Li et al. [21] did a comparative study with 5 ML algorithms i.e. Decision Tree (DT), SVM, RF, LR and Neural Network (NN) where RF displayed best accuracy of 74.3% in predicting the presence of tumor. A similar research was done by Ghani et al. [22] with different classification models i.e. KNN, DT and Naive Bayes. Their work showed a better performance than the previous stated work with 80.00% highest accuracy and 77.14% average accuracy. Kusuma et al. [23] adopted a different approach on the same dataset with back propagation neural network based on Neldermead classification. Their best result was found to be 76.5% and in average 73.4%.

Owing to much work in classifying cancerous cell before clinical diagnosis there is a wide gap in the accuracy which needs to be addressed adequately. In our work, we focus on closing the gap between highest accuracy and computational complexity without any significant loss of execution time. We propose our algorithm on the well known BCCD with 15 fold cross validation and minor preprocessing.

II. METHODOLOGY
A. Multilayer Perceptron
A multilayer perceptron (MLP) is a combination of neurons called perceptions, where each of the neuron is a representation of a function. It is represented as a node shown in Fig.1

![Fig. 1. Artificial Neuron](image)

B. Principal Component Analysis
Principal component analysis (PCA) is a dimensionality reduction method where a multivariate data table is presented with smaller group of variables with the help of data projection. A graphical representation in shown in Fig. 2.

![Fig. 2. Dimensionality reduction with data projection](image)

C. Activation Function
It is a function that determines the outcome of a neural network model by controlling the neuron whether it should be activated or not. Two activation functions i.e. hyperbolic tangent function and sigmoid function used in or work are shown in Fig.3. Equation (1) denotes their mathematical representations.

\[
tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}, \quad \text{sig}(x) = \frac{1}{1 + e^{-x}} \quad (1)
\]

![Fig. 3. Hyperbolic tangent and sigmoid activation function](image)

D. Dataset Description
BCCD contains 10 predictors with 9 real valued quantitative attributes and 1 label classifier indicating the presence of breast cancerous cells. The features are shown in Table I.

A total number of 116 instances are present in the dataset collected from the routine blood test of 64 breast cancer patients (52.17%) and 52 healthy people (44.8%). As the dataset is fairly balanced, no over sampling process is required here. Fig. 4 displays the bar diagram of total cases of breast cancer patients and healthy controls.

E. Dataset Preprocessing
1) Data Transformation: Due to a wide range of data, standard scaling was done on the dataset through which the
attributes were transformed to a range from $-1.0$ to $+1.0$. It reduces the variation of the data and thus making the calculation easier. The formula for standard scaling used is shown in Equation (2).

\[ z = \frac{(x - \mu)}{\sigma} \]  

(2)

Here, \( x \) = Original feature values of the dataset, \( \mu \) = Mean of the feature values, \( \sigma \) = Standard deviation of the feature values and \( z \) = Standard scaled feature values. For example, mean value for the feature insulin is 10.01208 and the standard deviation is 10.0242. Now if the amount of insulin in a patient is 2.707 (μU/mL) then the scaled value will be -0.7287.

2) Dimensionality Reduction: PCA is applied for dimensionality reduction. The theme of PCA is to find such a line, surface or space upon which the data is projected with least error. To reduce the dataset from n-dimension to k-dimension following steps are needed.

1) Firstly the co-variance matrix is computed through the equation:

\[ \Sigma = \frac{1}{m} \sum_{i=1}^{n} (x^{(i)}) (x^{(i)})^T \]  

(3)

2) Then the eigen vectors of matrix \( \Sigma \) is computed. For example, if n-dimension to k-dimension reduction is required then k number of vectors \((u^{(1)}), (u^{(2)}), ..., (u^{(k)})\) are calculated from singular value decomposition.

3) Finally the data points created by the vectors \((u^{(1)}), (u^{(2)}), ..., (u^{(k)})\) are projected on the surface. Thus the dimension of the feature matrix is reduced from n-dimension to k-dimension.

3) Folding and Shuffling: For Cross validation data is folded 15 times where in each fold, one of the sets is used as test dataset. The original dataset is sorted having 1st 52 examples as class 1 or healthy controls and last 64 example as class 2 or breast cancer patients. Directly feeding this data to the model will create a class imbalance resulting poor performance. Therefore random shuffling of data is performed to ensure data diversity.

F. Proposed Method

We worked on BCCD that consists biomarkers from blood analysis. We started by standardising the data to make the mean value 0 and standard variation 1 for each feature. After that we applied PCA for dimensionality reduction and trialed our model for 2 to 9 each dimension. Before the trial we shuffled and folded the data for 15 times for cross validation. Finally we built our model with a MLP and compiled it. The proposed model is displayed in Fig. 5 as a flow diagram.

G. Neural Network Model and Training

A four layer perceptron model is built where the number of units in the input layer is same as the feature numbers of input data. Here we have trialed the input layer taking 2 to 9(all) features by applying PCA. Each hidden layer has 32 units making the model cylindrical shaped. We have used \( \tanh \) activation function in input layer and hidden layers. As we are doing binary classification, \( \text{sigmoid} \) activation function is used at the output layer. The MLP model is shown in Fig.6. We fit the model for each folded training data and at the same time evaluated them with validation data. At the end we calculated the mean and standard deviation from the evaluation metrics gained for each fold.

To avoid overfitting we have applied 45% drop out regularization. The proposed model is trained with 15 fold cross validation and training batch size is 15. While fitting the training data we applied callback to stored the weights that gives the best result for each validation. Finally, we evaluated their performance metrics to achieve mean value.

A comparative lists of all hyper-parameters used in our work and recent prominent methods are mentioned in Table II.

III. RESULT ANALYSIS

Fig.7 displays the accuracy and loss curve where after 3000 epochs, both accuracy and loss have been saturated. Therefore the parameter for epoch is chosen as 3000. With this curve we

---

### TABLE I

**FEATURES IN DATASET**

| Parameter | Unit   | Datatype |
|-----------|--------|----------|
| Age       | years  | int64    |
| BMI       | kg/m²  | float64  |
| Glucose   | mg/dL  | int64    |
| Insulin   | μU/mL  | float64  |
| HOMA      | ng/mL  | float64  |
| Leptin    | ng/mL  | float64  |
| Adiponectin| μg/mL | float64  |
| Resistin  | ng/mL  | float64  |
| MCP.1     | pg/mL  | float64  |

| Classification | 1=Healthy | 2=Patients | Datatype |
|----------------|-----------|------------|----------|
|                |           |            | int64    |

![Fig. 4. Number of Healthy Controls and Breast cancer patients](image-url)
have set the values of hyper-parameter in table II through test and trial.

A comparison is shown in table III. It is seen that late detection accuracy is highest for kadam et al. [19]. Again other researches regarding early detection could not show any reliable results. With our work, we have achieved best accuracy where our models predicts all samples correctly averaging more than 90% accuracy which is the highest among the previous literature.

IV. CONCLUSIONS

In support of developing an early stage prognosis for breast cancer, we have introduced a 4 layer MLP model incorporating with PCA. The proposed model has been investigated on the BCCD biomarkers which is comparatively a new approach for detecting cancerous cells. As the dataset is quite small it has been quite a challenge to obtain a reliable accuracy and validation result. But our combined PCA - MLP network has proven to be promising with very satisfactory results for the early state detection. It outperforms recent literature by 5% to 17% in mean and best detection accuracy.
| Year  | Authors            | Dataset             | Detection | Method                  | Metrics (Accuracy)                |
|-------|--------------------|---------------------|-----------|-------------------------|-----------------------------------|
| 2014  | Ghosh et al. [14]  | Breast Cancer       | Late      | MLP & SVM               | Best : 96.71%Avg : N/A            |
|       |                    | Wisconsin (Original)|          |                         |                                   |
| 2015  | Rana et al. [24]   | Breast Cancer       | Late      | SVM, LR, KNN Naive Bayes| Best : 95.68%Avg : N/A            |
|       |                    | Wisconsin           |          |                         |                                   |
| 2018  | Khuriwal et al. [17]| Breast Cancer       | Late      | LR & NN                 | Best : 99.67%Avg : N/A            |
|       |                    | Wisconsin (Diagnostic)|      |                         |                                   |
| 2019  | Kadam et al. [19]  | Breast Cancer       | Late      | FE-SSAE-SM              | Best : 98.60%Avg : N/A            |
|       |                    | Wisconsin (Diagnostic)|     |                         |                                   |
| 2018  | Patricio et al. [20] | Breast Cancer      | Early     | LR, RF & SVM            | Best : N/AAvg : N/A               |
|       |                    | Coimbra Dataset     |          |                         |                                   |
| 2018  | Li et al. [21]     | Breast Cancer       | Early     | DT, RF, SVM LR & NN     | Best : 74.3%Avg : N/A             |
|       |                    | Coimbra Dataset     |          |                         |                                   |
| 2019  | Ghani et al. [22]  | Breast Cancer       | Early     | K-NN, DT Naive Bayes    | Best : 80.00%Avg : 77.14%        |
|       |                    | Coimbra Dataset     |          |                         |                                   |
| 2020  | Kusuma et al. [23] | Breast Cancer       | Early     | NM-BPNN                 | Best : 76.5217%Avg : 73.3844%    |
|       |                    | Coimbra Dataset     |          |                         |                                   |
| 2022  | Ours               | Breast Cancer       | Early     | MLP                     | Best : 100.00%Avg : 90.48%       |
|       |                    | Coimbra Dataset     |          |                         |                                   |

Fig. 7. Accuracy and loss curve
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