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Abstract. We study the Cauchy problems for the Hartree-type nonlinear Dirac equations with Yukawa-type potential in two and three spatial dimensions. This paper improves our previous results [7, 6]; we establish global well-posedness and scattering for large data with a certain condition. Firstly we investigate the long-time behavior of solutions to the Dirac equation satisfies good control provided that a particular dispersive norm of solutions is bounded. The key of our proof relies on modifying multilinear estimates obtained in our previous papers. Secondly, we obtain large data scattering by exploiting the Majorana condition.

1. Introduction

We consider the nonlinear Dirac equation in $\mathbb{R}^{1+d}$, $d = 2, 3$:

\[
\left\{ \begin{array}{l}
-i \gamma^\mu \partial_\mu \psi + M \psi = [V_0 * (\psi^\dagger \gamma^0 \psi)] \psi \\
\psi|_{t=0} = \psi_0,
\end{array} \right.
\]

where $\psi^\dagger$ is the complex conjugate transpose of $\psi$, i.e., $\psi^\dagger = (\psi^T)^*$. The $V_0 := V_0(x)$ is the spatial potential, given by

\[
V_0(x) = \frac{1}{4\pi} \frac{e^{-b|x|}}{|x|}, \quad x \in \mathbb{R}^3,
\]

and

\[
V_0(x) = \int_0^\infty e^{-b^2r^2 - \frac{|x|^2}{2r^2}} \frac{dr}{r} \approx \begin{cases} 
\frac{e^{-b|x|}|bx|^{-\frac{1}{2}}}{|x|^2}, & |x| \gtrsim 1, \\
-\log |x|, & |x| \ll 1,
\end{cases}, \quad x \in \mathbb{R}^2,
\]

for $b > 0$. The unknown spinor field $\psi : \mathbb{R}^{1+d} \rightarrow \mathbb{C}^d$ with $(d, \tilde{d}) = (2, 2)$ and $(d, \tilde{d}) = (3, 4)$ is the Dirac field. The matrices $\gamma^\mu$ are the anti-Hermitian $\tilde{d} \times \tilde{d}$ Dirac gamma matrices defined as follows: if $\tilde{d} = 4$, then

\[
\gamma^0 = \begin{bmatrix} I_2 & 0 \\
0 & -I_2 \end{bmatrix}, \quad \gamma^j = \begin{bmatrix} 0 & \sigma^j \\
-\sigma^j & 0 \end{bmatrix}
\]

where $I_2$ is the $2 \times 2$ identity matrix and $0$ is the zero matrix with obvious dimensions and $\sigma^j$ is the Pauli matrices given by

\[
\sigma^1 = \begin{bmatrix} 0 & 1 \\
1 & 0 \end{bmatrix}, \quad \sigma^2 = \begin{bmatrix} 0 & -i \\
i & 0 \end{bmatrix}, \quad \sigma^3 = \begin{bmatrix} 1 & 0 \\
0 & -1 \end{bmatrix}
\]

and if $\tilde{d} = 2$, then $\gamma^0 = \sigma^3$, $\gamma^1 = i\sigma^2$, and $\gamma^2 = -i\sigma^1$.
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The positive constant $M > 0$ denotes the mass. We use the summation convention with respect to the Greek indices $\mu = 0, 1, \ldots, d$ and Roman indices $j = 1, \ldots, d$. For example, $-i\gamma^\mu \partial_\mu$ means $-i\partial_t + \gamma^j \partial_j$. In practice it is convenient to adapt the $\alpha, \beta$ notation. To be precise let $\alpha^\mu = \gamma^0 \gamma^\mu$ and $\beta = \gamma^0$ and multiply our equation (1.1) by $\gamma^0$ on the left. Then (1.1) is rewritten as

(1.4)

\[
\begin{aligned}
\left\{ (-i\alpha^\mu \partial_\mu + M\beta)\psi = [V_\theta \ast (\psi^\dagger \beta\psi)]\beta\psi, \\
\psi|_{t=0} = \psi_0.
\end{aligned}
\]

For simplicity we always assume that $M = 1$ throughout the paper.

In the study of dispersive property for the Dirac equations, it is accessible to decompose the Dirac spinor field $\psi$ into half waves, i.e., $\psi_+$ and $\psi_-$. To do this we define projection operators \( \Pi_\theta \) for $\theta \in \{+, -\}$ by

\[
\Pi_\theta := \frac{1}{2} \left( \mathbb{I} + \theta \Lambda^{-1} \left[ \alpha^x \cdot (-i\nabla) + \beta \right] \right),
\]

where $\mathbb{I}$ is the $d \times d$ identity matrix, $\Lambda = \Lambda(-i\nabla) := F^{-1}(\Lambda(\xi))$, $\Lambda(\xi) = \sqrt{1 + |\xi|^2}$, and $\alpha^x \cdot (-i\nabla) = \alpha^x (-i\partial_j)$. Then

\[
\Pi_\theta + \Pi_{-\theta} = \mathbb{I}, \quad \Pi_\theta \Pi_{-\theta} = 0, \quad \Pi_\theta^2 = \Pi_\theta,
\]

and

\[
\Lambda \left( \Pi_+ - \Pi_- \right) = \alpha^x \cdot (-i\nabla) + \beta.
\]

We denote the symbol of $\Pi_\theta$ by $\Pi_\theta(\xi)$. Let $\psi_\theta = \Pi_\theta \psi$. Then we have the following half-Klein-Gordon equation from the equation (1.4):

(1.5)

\[
\begin{aligned}
\left\{ (-i\partial_t + \theta \Lambda)\psi_\theta = \Pi_\theta \left( [V_\theta \ast (\psi^\dagger \beta\psi)]\beta\psi \right), \\
\psi_\theta(0) = \psi_{0,\theta}.
\end{aligned}
\]

Note that $\psi = \psi_+ + \psi_-$. 

The present authors obtained small data global well-posedness and scattering for the equation (1.5) for $L^{2,\sigma}(\mathbb{R}^3)(\sigma > 0)$ and $L^2(\mathbb{R}^2)$ data in [6] and [7], respectively. The space $L^{2,\sigma}_x$ is the angularly regular space defined by $\Lambda^{-\sigma}_x L^2_x$ and its norm is defined by $\|f\|_{L^{2,\sigma}_x} := \|\Lambda^{\sigma}_x f\|_{L^2_x}$, where $\Lambda^{\pm}_x = (1 - \Delta_x)^{\pm}$ and $\Delta_x$ is the Laplace-Beltrami operator on the unit sphere $S^2$. In this paper we aim to establish them for conditionally large data, i.e., we do not assume the smallness of initial data in $L^{2,\sigma}(\mathbb{R}^3), L^2(\mathbb{R}^2)$, but pursue to find conditions for solutions and data, which is crucial to the proof the large data scattering.

Recently small data scattering results for the equation (1.5) have been well-known. For instance see [0, 7, 8, 10, 11, 18] and references therein. We also refer to [10], which concerns global solutions for large $H^s$-data in $\mathbb{R}^{1+2}$. However the large data global-in-time existence at the scaling critical regularity is still open. The main difficulty in proving global existence for large data is that it is not easy to exploit the conservation law such as

\[
\|\psi(t)\|_{L^2_2(\mathbb{R}^d)} = \|\psi_0\|_{L^2_2(\mathbb{R}^d)}
\]

due to the dependency of Picard’s iteration on the auxiliary spaces like $U^2, V^2$, which is proper subspace of $C([0, T^*); L^2_2)$. Even in the three spatial dimensional settings, we know the existence of global solutions only for $L^{2,\sigma}$-data ($\sigma > 0$).
1.1. Bounded dispersive norm condition. One strategy to overcome such a problem is to enlighten the following question: whether the time evolution of the equation with large data may obey good control under a particular condition to somewhat rough space. It turns out to be the case in the spirit of the work by [3, 4]. To be precise, given an interval $I \subset \mathbb{R}$ and $s, \sigma \in \mathbb{R}$, we define the dispersive type norm in 3d by

$$\|u\|_{D^{s,\sigma}(I)} = \left( \sum_{N \in 2\mathbb{N}} N^{2\sigma} \|\Lambda^s H_N u\|_{L^4_t L^4_x(I \times \mathbb{R}^3)}^2 \right)^{\frac{1}{2}}, \tag{1.6}$$

where $H_N$ denotes the projection on angular frequencies of size $N$ (see (1.15) below). When $d = 2$, we do not consider angular regularity and we always put $\sigma = 0$. We define 2d dispersive type norm by

$$\|u\|_{D^{s,0}(I)} = \|\Lambda^s u\|_{L^4_t L^4_x(I \times \mathbb{R}^2)}.$$

We choose $s = -\frac{1}{2}$ due to the regularity loss of Strichartz bound $\|\psi\|_{D^{-\frac{1}{2},\sigma}} \lesssim \|\psi(0)\|_{L^{2,\sigma}}$ for free spinor $\psi$ and thus $D^{-\frac{1}{2},\sigma}$ is a quite rough space. Moreover, it is also meaningful in 3d because the norm $\|\cdot\|_{D^{-\frac{1}{2},\sigma}}$ becomes a scaling-critical space in view of the $L^2$-scaling critical structure of (1.1) (see [9]). Our main result clarifies the above strategy. Once we keep the boundedness in a rough space $D^{-\frac{1}{2},\sigma}$, we can control the time evolution property of the equation for large initial data.

**Theorem 1.1.** Let $\sigma > 0$ for $d = 3$ and $\sigma = 0$ for $d = 2$. We let $\sigma > 0$ be arbitrarily small positive number. Consider any maximal $L^{2,\sigma}$-solution

$$\psi \in C_{\text{loc}} \left(I^*; L^{2,\sigma} \left(\mathbb{R}^d, \mathbb{C}^d\right)\right),$$

to the equation (1.1) on $\mathbb{R}^{1+d}$. Suppose that the solutions satisfy the following boundedness condition:

$$\sup_{t \in I^*} \|\psi(t)\|_{L^{2,\sigma}(\mathbb{R}^d)} < +\infty.$$

If $\|\psi\|_{D^{-\frac{1}{2},\sigma}(I^*)} < \infty$, then we have $I^* = \mathbb{R}$ and the solution $\psi$ scatters to a free solution in $L^{2,\sigma}_x$ as $t \to \pm \infty$.

The proof follows from a refinement of the multilinear estimates by the previous works [7, 8]. That is, we make a small quantity for $L^4_t$ norms on the right-hand side of trilinear estimates. The trilinear estimates in the low modulation regime are rather complicated than in the high modulation regime. When the modulation is lower than the highest input-frequency, we study bilinear forms $\phi \delta \beta \phi$ and decompose it into the modulation localised terms. We deal with all possible frequency interactions such as High×High to Low and Low×High cases. The most delicate case in the proof occurs when the modulation is between the highest frequency and lowest frequency. Since we are only allowed to use $L^4_t$-Strichartz estimates in our approach, it gives rise to a slightly bigger bound than in other cases.

1.2. Majorana condition. Now we shall consider the problem of time evolution property of large dispersive solutions of the equation (1.1) in the different way. Let us assume that the initial data $\psi_0$ satisfies

$$\psi_0 + z \gamma^2 \psi_0^* = 0 \tag{1.7}$$
with \( z = e^{i\omega}, \omega \in \mathbb{R} \). Here \( z\gamma^2\psi^* \) is referred as a charge conjugation of Dirac field \( \psi \). \( (1.7) \) implies the Dirac field is its own antimatter field \([2]\). Under this condition the cubic Dirac equations reduce to linear equation of \( \psi \), since we have \( \bar{\psi}\psi = 0 \), where \( \bar{\psi} = \psi^\dagger \gamma^0 \). For this see \([3,13]\). Such a structural condition is first introduced by Ettore Majorana \([12]\), and we refer this condition to the Majorana condition. We can readily obtain global existence and scattering for the equation \((1.1)\) within the Majorana condition for any initial data, since the corresponding solution will evolve \textit{linearly} in time.

The natural question is then whether the time evolution property may be stable by a small perturbation on the Majorana condition for a given large initial data. That is, we do not assume that \( \psi_0 + z\gamma^2\psi_0^* \) is not identically zero. To be precise, for any large initial data \( \psi_0 \) such that \( \|\psi_0\|_{L^2,\sigma} = A \gtrsim 1 \), we make some perturbation on \((1.7)\) as follows:

\[
\|\psi_0 + z\gamma^2\psi_0^*\|_{L^2,\sigma} \leq a,
\]

for a relatively small \( a > 0 \) which depends on the quantity \( A \). Thus we aim to prove the following theorem.

\textbf{Theorem 1.2.} Let \( z = e^{i\omega}, \omega \in \mathbb{R} \). Let \( \sigma > 0 \) for \( d = 3 \) and \( \sigma = 0 \) for \( d = 2 \). For any \( A > 0 \), there exists \( a = a(A) > 0 \) such that for all initial data satisfying

\[
\|\psi_0\|_{L^2,\sigma(\mathbb{R}^d)} \leq A \text{ and } \|\psi_0 + z\gamma^2\psi_0^*\|_{L^2,\sigma(\mathbb{R}^d)} \leq a
\]

the Cauchy problem of \((1.1)\) on \( \mathbb{R}^{1+d} \) is globally well-posed and solutions scatter to free solutions in \( L^{2,\sigma} \) as \( t \rightarrow \pm\infty \).

However, the smallness condition on the form \( \psi_0 + z\gamma^2\psi_0^* \) yields large norm on the other side as follow:

\[
\|\psi_0 - z\gamma^2\psi_0^*\|_{L^2,\sigma} \leq A.
\]

Now we decompose the spinor field \( \psi \) into

\[
\psi = \frac{1}{2}(\psi + z\gamma^2\psi^*) + \frac{1}{2}(\psi - z\gamma^2\psi^*) =: P^z_+ \psi + P^z_- \psi.
\]

Simple observation leads us that for \( \theta \in \{+,-\} \), \( P^z_+ P^z_\theta = P^z_\theta \) and \( P^z_\theta P^z_-\theta = 0 \) and hence the operator \( P^z_\theta \) is truly the projection operator. Thanks to the perturbed Majorana condition, we do not need to control any rough space during iteration process as what we have done in Theorem \([1.1]\). Instead, we will show that the time evolution property of \( \psi(t) \) for the data \( \psi_0 \) is determined by the two evolutions; \( P^z_\theta \psi \) and \( P^z_-\theta \psi \). More precisely, instead of studying the Cauchy problems for \((1.1)\), we are concerned with the Cauchy problems for a system of cubic Dirac equations as follows: for sufficiently smooth \( \varphi, \phi \),

\[
-i\gamma^\mu \partial_\mu \varphi + \varphi = V_\theta * (P^z_\theta P^z_-\theta \phi + P^z_-\theta P^z_\theta \phi) \varphi,
\]

\[
-i\gamma^\mu \partial_\mu \phi + \phi = V_\theta * (P^z_\theta P^z_-\theta \phi + P^z_-\theta P^z_\theta \phi) \phi.
\]

with initial data

\[
\varphi|_{t=0} = P^z_\theta \psi_0, \quad \phi|_{t=0} = P^z_-\theta \psi_0.
\]
Recall that $\overline{\psi} = \psi^\dagger \gamma^0$. By taking $P_\theta^\dagger$ to both sides for the first equation and $P_\theta^{-\dagger}$ for the second equation respectively, we would obtain solutions $P_\theta^\dagger \phi(t)$ and $P_\theta^{-\dagger} \phi(t)$ to the system. Now we denote

$$
\psi(t) := P_\theta^\dagger \phi(t) + P_\theta^{-\dagger} \phi(t).
$$

Then $\psi|_{t=0} = \psi_0$ and $\psi$ is truly the solution to the original equation.

The main scheme of exploiting the Majorana condition is as follows. Given a large data $\psi_0$, say, $\|\psi_0\|_{L^{2,\sigma}} = A \gtrsim 1$, we decompose the initial data with respect to the charge conjugation using the projections $P_\theta^\dagger$. If the most of the norm is occupied in the one of the charge conjugation, say $P_\theta^{-\dagger} \psi_0$, then the other one $P_\theta^\dagger \psi_0$ must have small norm. Then via the standard iteration methods, we see that the time evolution of $P_\theta^\dagger \psi_0$ and $P_\theta^{-\dagger} \psi_0$ would be controlled by the norm $\|P_\theta^\dagger \psi_0\|_{L^{2,\sigma}}$ and $\|P_\theta^{-\dagger} \psi_0\|_{L^{2,\sigma}}$, respectively. In summary, the global-in-time evolution of $P_\theta^\dagger \psi_0$ and $P_\theta^{-\dagger} \psi_0$ is established in an open neighborhood of large data with critical regularity assumption.

**Organisation.** We organise the rest of this paper as follow. We give the proof of Theorem 1.1 in Section 2. The proof relies heavily on the multilinear estimates Proposition 2.2. We present preliminaries which will be used for the proof of Proposition 2.2 in Section 3. Then Section 4 and Section 5 are devoted to the proof of Proposition 2.2 in $d = 3$ and $d = 2$, respectively. Finally we prove Theorem 1.2 in Section 6.

**Notations.**

1. As usual different positive constants, which are independent of dyadic numbers $\mu$, $\lambda$, and $h$ are denoted by the same letter $C$, if not specified. The inequalities $A \lesssim B$ and $A \gtrsim B$ means that $A \leq CB$ and $A \geq C^{-1}B$, respectively for some $C > 0$. By the notation $A \approx B$ we mean that $A \lesssim B$ and $A \gtrsim B$, i.e., $\frac{1}{C}B \leq A \leq CB$ for some absolute constant $C$. We also use the notation $A \ll B$ if $A \leq \frac{1}{C}B$ for some large constant $C$. Thus for quantities $A$ and $B$, we can consider three cases: $A \approx B$, $A \ll B$ and $A \gg B$. In fact, $A \lesssim B$ means that $A \approx B$ or $A \ll B$.

The spatial and space-time Fourier transform are defined by

$$
\hat{f}(\xi) = \int_{\mathbb{R}^d} e^{-ix \xi} f(x) \, dx, \quad \hat{u}(\tau, \xi) = \int_{\mathbb{R}^{1+d}} e^{-i(\tau x + x \xi)} u(t, x) \, dt \, dx.
$$

We also write $\mathcal{F}_x(f) = \hat{f}$ and $\mathcal{F}_{t,x}(u) = \hat{u}$. We denote the backward and forward wave propagation of a function $f$ on $\mathbb{R}^d$ by

$$
e^{-\theta \hat{\Lambda} t} f = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{ix \xi} e^{-\theta \hat{\Lambda} t} \hat{f}(\xi) \, d\xi.
$$

2. We fix a smooth function $\rho \in C_0^\infty(\mathbb{R})$ such that $\rho$ is supported in the set $\{\frac{1}{2} < r < 2\}$ and we let

$$
\sum_{\lambda \in 2^2} \rho \left( \frac{r}{\lambda} \right) = 1,
$$

and write $\rho_1 = \sum_{\lambda \leq 1} \rho \left( \frac{r}{\lambda} \right) \rho_1(0) = 1$. Now we define the standard Littlewood-Paley multipliers for $\lambda \in 2^\mathbb{N}$ and $\lambda > 1$:

$$
P_\lambda = \rho \left( \frac{| - i \nabla |}{\lambda} \right), \quad P_1 = \rho_1 (| - i \nabla |).$$
We let $Y_\ell$ be the set of homogeneous harmonic polynomial of degree $\ell$ on $\mathbb{R}^3$. Then define \{y_{\ell,n}\}_{n=0}^{2\ell}$ a set of orthonormal basis for $Y_\ell$, with respect to the inner product:

$$
(y_{\ell,n},y_{\ell',n'})_{L_2^p(\mathbb{S}^2)} = \int_{\mathbb{S}^2} y_{\ell,n}(\omega)y_{\ell',n'}(\omega) \, d\omega.
$$

Given $f \in L^2_2(\mathbb{R}^3)$, we have the orthogonal decomposition as follow:

$$
f(x) = \sum_{\ell} \sum_{n=0}^{2\ell} \rho^\ell (\frac{\ell}{N}) (f(|x|\omega),y_{\ell,n}(\omega))_{L_2^p(\mathbb{S}^2)} y_{\ell,n}(\frac{x}{|x|}).
$$

For a dyadic number $N > 1$, we define the spherical Littlewood-Paley decompositions by

$$
H_N(f)(x) = \sum_{\ell} \sum_{n=0}^{2\ell} \rho^\ell (\frac{\ell}{N}) (f(|x|\omega),y_{\ell,n}(\omega))_{L_2^p(\mathbb{S}^2)} y_{\ell,n}(\frac{x}{|x|}),
$$

$$
H_1(f)(x) = \sum_{\ell} \sum_{n=0}^{2\ell} \rho_{\ell,1}(\ell) (f(|x|\omega),y_{\ell,n}(\omega))_{L_2^p(\mathbb{S}^2)} y_{\ell,n}(\frac{x}{|x|}).
$$

2. PROOF OF THEOREM 1.1

We define our main function norm as

$$
\|\phi\|_{F^{s,\sigma}_\theta(I)} = \left( \sum_{\lambda,N \in 2^\mathbb{N}} \lambda^{2s} N^{2\sigma} \|\Pi_\Theta P_\lambda H_N \phi\|_{L^2_{\theta}(I)}^2 \right)^{\frac{1}{2}},
$$

$$
\|\phi\|_{\mathcal{F}^{s,\sigma}_\theta(I)} = \left( \sum_{\lambda \in 2^\mathbb{N}} \lambda^{2s} \|\Pi_\Theta P_\lambda \phi\|_{L^2_{\theta}(I)}^2 \right)^{\frac{1}{2}},
$$

where $\theta \in \{+,-\}$. If $I = \mathbb{R}$, then we drop $I$. We say $\psi \in F^{s,\sigma}(I)$ if $\phi_\theta \in F^{s,\sigma}_\theta(I)$ for each $\theta \in \{+,-\}$. We write

$$
\|\phi\|_{F^{s,\sigma}(I)} = \sum_{\theta \in \{+,-\}} \|\phi_\theta\|_{F^{s,\sigma}_\theta(I)}.
$$

2.1. Local theory. At the first step we present the local well-posedness result. To do so we give the explicit definition on the maximal solutions.

**Definition 2.1.** Let $s, \sigma \in \mathbb{R}$. If $d = 3$, then $\sigma > 0$, and if $d = 2$, then $\sigma = 0$. When $d = 3$, we define the angularly regular Sobolev spaces by $H^{s,\sigma} := \{ f \in H^s : \|f\|_{H^{s,\sigma}} = \|\Lambda^s \Lambda^\sigma_{\mathbb{R}^2} f\|_{L_2^2} < \infty \}$.

1. We say $\psi : I \times \mathbb{R}^d \to \mathbb{C}^d$ is an $H^{s,\sigma}$-strong solution on an interval $I \subset \mathbb{R}$ if

$$
\psi \in C(I, H^{s,\sigma}(\mathbb{R}^d, \mathbb{C}^d))
$$

and there exists a sequence $\psi_n \in C^2(I, H^{m}(\mathbb{R}^d, \mathbb{C}^d))$, $m = \max\{10, s\}$, of classical solutions to (1.1) such that for any compact $I' \subset I$,

$$
\sup_{t \in I'} \|\psi(t) - \psi_n(t)\|_{H^{s,\sigma}(\mathbb{R}^d, \mathbb{C}^d)} \to 0,
$$

as $n \to \infty$.

2. We say $\psi : [t_0, t^*) \times \mathbb{R}^d \to \mathbb{C}^d$ is a (forward) maximal $H^{s,\sigma}$-solution if the following two properties hold:

(a) for any $t_1 \in (t_0, t^*)$, $\psi$ is a strong $H^{s,\sigma}$-solution on $[t_0, t_1]$;

(b) if $\psi' : I' \times \mathbb{R}^d \to \mathbb{C}^d$ is a strong $H^{s,\sigma}$-solution on an interval $I$ satisfying $I \cap [t_0, t^*) \neq \emptyset$ and $\psi' = \psi$ on $I \cap [t_0, t^*)$, then $I \cap [t_0, \infty) \subset [t_0, t^*)$. 

Given \( t_0 \in I \subset \mathbb{R} \) and \( F \in L^{2, \sigma}_t L^2(I \times \mathbb{R}^d) \), for \( t \in I \) and \( \theta \in \{+, -\} \) let \( \mathcal{I}_\theta[F](t_0; t) \) denote the inhomogeneous solution operator for the half-Klein-Gordon equation \((-i \partial_t + \theta \Lambda)\phi = \Pi_\theta F, \phi(t_0) = 0\). Then

\[
\mathcal{I}_\theta[F](t_0; t) = \int_{t_0}^t e^{-\theta i (t-t')} \Lambda \Pi_\theta[F](t') \, dt'.
\]

The solution to (1.5) is written as

\[
\psi_\theta(t) = e^{-\theta i (t-t_0) \Lambda} \psi_0(t_0) + \mathcal{I}_\theta[f](t_0; t),
\]

where \( f = [V_\theta \ast (\psi \beta \psi)] \beta \psi \). We shall prove the following trilinear estimates in the next two sections.

**Proposition 2.2.** Let \( \sigma > 0 \) when \( d = 3 \) and \( \sigma = 0 \) when \( d = 2 \). There exist constants \( C > 0 \) and \( \eta < \frac{\sigma}{d} \) such that if \( I \subset \mathbb{R} \) is a left-closed interval, \( t_0 \in I \), \( \varphi, \phi, \psi \in F^{0, \sigma}(I) \), then for any \( \theta \in \{+, -\} \), we have the bounds

\[
\| \mathcal{I}_\theta[V_\theta \ast (\varphi \beta \phi) \beta \psi](t_0; \cdot) \|_{F^{0, \sigma}(I)} \leq C(\| \varphi \|_{D^{-\frac{1}{2}, \sigma}(I)} \| \phi \|_{D^{-\frac{1}{2}, \sigma}(I)} \| \psi \|_{D^{-\frac{1}{2}, \sigma}(I)})^\eta
\]

\[
\times (\| \varphi \|_{F^{0, \sigma}(I)} \| \phi \|_{F^{0, \sigma}(I)} \| \psi \|_{F^{0, \sigma}(I)})^{1-\eta},
\]

and for any \( s > 0 \), we have the fractional Leibniz type bounds

\[
\| \mathcal{I}_\theta[V_\theta \ast (\varphi \beta \phi) \beta \psi](t_0; \cdot) \|_{F^{s, \sigma}(I)} \leq 2^s C(\| \varphi \|_{D^{-\frac{1}{2}, \sigma}(I)} \| \phi \|_{D^{-\frac{1}{2}, \sigma}(I)} \| \psi \|_{F^{0, \sigma}(I)})^\eta
\]

\[
+ \| \varphi \|_{F^{s, \sigma}(I)} \| \phi \|_{D^{-\frac{1}{2}, \sigma}(I)} \| \psi \|_{F^{s, \sigma}(I)}
\]

\[
+ \| \varphi \|_{F^{s, \sigma}(I)} \| \phi \|_{F^{s, \sigma}(I)} \| \psi \|_{D^{-\frac{1}{2}, \sigma}(I)} \| \psi \|_{F^{0, \sigma}(I)})^{1-\eta}.
\]

In fact the multilinear estimates (2.2) follow from the estimate (2.1), and hence we only give the proof of (2.1) in this paper. By an application of Proposition 2.2 we are able to prove local well-posedness result.

**Proposition 2.3** (Local well-posedness). Let \( \sigma > 0 \) for \( d = 3 \) and \( \sigma = 0 \) for \( d = 2 \). Then there exist \( 0 < \eta < \frac{\sigma}{d} \) and \( C > 1 \), such that if

\[
A > 0, \quad 0 < a < (CA^{1-\eta})^{-\frac{1}{\eta}},
\]

and \( I \subset \mathbb{R} \) is a left-closed interval, then for any initial time \( t_0 \in I \), and any data \( \psi_0 \in L^{2, \sigma} \) satisfying

\[
\| \psi_0 \|_{L^{2, \sigma}} < A, \quad \sum_{\theta \in \{+, -\}} \| e^{-\theta i (t-t_0) \Lambda} \psi_{0, \theta} \|_{D^{-\frac{1}{2}, \sigma}(I)} < a,
\]

there exists a unique \( L^{2, \sigma} \)-strong solution \( \psi \) of (1.1) on \( I \) with \( \psi(t_0) = \psi_0 \). Moreover, the data-to-solution map is Lipschitz-continuous into \( F^{0, \sigma}(I) \) and we have the bounds

\[
\left\| \psi - \sum_{\theta \in \{+, -\}} e^{-\theta i (t-t_0) \Lambda} \psi_{0, \theta} \right\|_{F^{0, \sigma}(I)} \leq C(a^\eta A^{1-\eta})^3.
\]

**Proof of Proposition 2.3** Let us set

\[
\epsilon_0 = a^\eta A^{1-\eta}.
\]

For simplicity, we write

\[
\psi_\ell := \sum_{\theta} e^{-\theta \theta (t-t_0) \Lambda} \psi_{0, \theta}, \quad \psi_{\ell'} := \psi - \psi_\ell.
\]
We define the set $\mathcal{X} \subset F^{0,\sigma}(I)$ as
\[
\mathcal{X} := \{ \psi \in F^{0,\sigma}(I) : \|\psi\|_{F^{0,\sigma}(I)} \leq \epsilon_0 \}.
\]
We aim to construct a fixed point of the map $\Phi : \mathcal{X} \to \mathcal{X}$ defined as
\[
\Phi(\psi) = \psi_t + \sum_\theta \mathcal{I}_\theta[V_b \ast (\psi^\dagger \beta \psi)](t_0; \cdot).
\]
To do this, let
\[
(2.3) \quad \|\psi\|_{L^\infty L^2(I \times \mathbb{R}^3)} \lesssim \|\psi_0\|_{L^\infty L^2},
\]
and
\[
(2.4) \quad \|\psi\|_{L^\infty L^2(I \times \mathbb{R}^3)} + \|\psi\|_{D^{-\frac{1}{2}} \sigma} \lesssim \|\psi\|_{F^{0,\sigma}(I)},
\]
we see that there exists $C^* > 0$ such that
\[
(2.5) \quad \|\mathcal{I}_\theta[V_b \ast (\psi^\dagger \beta \psi)](t_0; \cdot)\|_{F^{0,\sigma}(I)} \leq C^*(\epsilon_0)^3.
\]
To show that $\Phi$ is a contraction on $\mathcal{X}$, for $\psi, \psi' \in \mathcal{X}$, we apply Proposition 2.2 and (2.3), (2.4) to obtain
\[
\|\mathcal{I}_\theta[V_b \ast (\psi^\dagger \beta \psi)](t_0; \cdot) - \mathcal{I}_\theta[V_b \ast (\psi'^\dagger \beta \psi')] (t_0; \cdot)\|_{F^{0,\sigma}(I)}
\leq C^*(\epsilon_0)^2 (\|\psi - \psi'\|_{F^{0,\sigma}(I)} + \|\psi_0 - \psi'_0\|_{F^{0,\sigma}(I)} + \|\phi - \phi'\|_{F^{0,\sigma}(I)}).
\]
Then we set
\[
3C^*(\epsilon_0)^2 \leq \frac{1}{2}.
\]
That is,
\[
a^n A^{1-n} \leq (6C^*)^{-\frac{1}{2}}.
\]
We conclude that the standard contraction principle implies that there exists a unique fixed point in $\mathcal{X}$, and the solution map $\Phi$ depends continuously on the initial datum. Now we set $\mathcal{X}_s \subset F^{s,\sigma}$ as
\[
\mathcal{X}_s := \{ \psi \in F^{s,\sigma}(I) : \|\psi\|_{F^{s,\sigma}(I)} \leq \epsilon_s \},
\]
where
\[
\epsilon_s = \|\psi_0\|_{H^s(\mathbb{R}^3)}.
\]
By the multilinear estimates (2.2), we have
\[
(2.6) \quad \|\mathcal{I}_\theta[V_b \ast (\psi^\dagger \beta \psi)](t_0; \cdot)\|_{F^{s,\sigma}(I)} \leq C^*(s)\epsilon_0^2 \epsilon_s.
\]
We repeat the similar argument to obtain a unique fixed point in $\mathcal{X}_s$ and then fix
\[
C = \sup_{0 \leq s \leq 10} C^*(s).
\]
Suppose that $0 < a < (CA^{1-n})^{-\frac{1}{2}}$. Then we get a unique solution $\psi \in \mathcal{X}$, which depends continuously on the data. Now we approximate the data with functions in $H^{10,\sigma}$ and applying the above argument with $s = 10$, we obtain a sequence of solutions in $\mathcal{X}_{10}$, which converge to $\psi$. Thus $\psi$ is an $L^{2,\sigma}$-strong solution to (1.1). $\square$
2.2. Conditional regularity. We shall prove that \( L^2,\sigma \)-solutions belong to \( F^{0,\sigma}(I) \) provided that the \( L^4_{t,x} \)-norm is sufficiently small relative to the data norm \( \| \psi(t_0) \|_{L^2,\sigma} \).

**Theorem 2.4.** Let \( \sigma > 0 \) for \( d = 3 \) and \( \sigma = 0 \) for \( d = 2 \). Then there exists \( 0 < \eta < \frac{\sigma}{10} \) and \( C > 1 \) such that if \( A > 0 \) and \( I \subset \mathbb{R} \) is a left-closed interval, \( t_0 \in I \), and \( \psi \) is an \( L^2,\sigma \)-strong solution on \( I \) satisfying

\[
\| \psi(t_0) \|_{L^2,\sigma} \leq A
\]

and

\[
\| \psi \|_{D^{-\frac{1}{2},\sigma}(I)} \leq (C(1+A)^{3-\eta})^{-\frac{1}{\eta}},
\]

then \( \psi \in F^{0,\sigma}(I) \) and we have the bound

\[
\| \psi \|_{F^{0,\sigma}(I)} \leq CA.
\]

**Proof of Theorem 2.4.** We first consider \( I = [t_0, t_1) \) with \( t_1 \leq \infty \). Let \( \psi \) be an \( L^2,\sigma \)-solution on \( I \) and we define

\[
\delta := \| \psi \|_{D^{-\frac{1}{2},\sigma}}
\]

and

\[
T := \left\{ t_0 < T \leq t_1 : \sup_{t_0 < t' \leq T} \| \psi \|_{F^{0,\sigma}([t_0, t'])} \leq 2C^*A \right\}.
\]

The local well-posedness result in Proposition 2.3 implies that \( T \in T \) provided that \( T - t_0 \) is sufficiently small, i.e., \( T \neq \emptyset \). We let

\[
T_{\sup} := \sup T.
\]

Our goal is to show that \( T_{\sup} = t_1 \). We assume that \( T_{\sup} < t_1 \) and let \( T_n \in T \) be a sequence converging to \( T_{\sup} \). The continuity of the solution \( \psi \) at \( T_{\sup} \), together with (2.4) and the definition of \( T \) implies that

\[
\| \psi(T_{\sup}) \|_{L^2,\sigma} \leq C^* \sup_{t_0 < T < T_{\sup}} \| \psi \|_{F^{0,\sigma}([t_0, T])} \leq (2C^*)^2A
\]

Applying Proposition 2.3 again, there exists \( n \) and \( \epsilon_0 > 0 \) such that for all \( 0 < \epsilon < \epsilon_0 \) we have on the interval \( [T_n, T_{\sup} + \epsilon) \) the bound

\[
\| \psi \|_{F^{0,\sigma}([T_n, T_{\sup} + \epsilon])} \leq 2C^* \| \psi(T_{\sup}) \|_{L^2,\sigma} \leq (2C^*)^3A.
\]

We now exploit the smallness assumption on the \( L^4_{t,x} \) norm. An application of (2.4), triangular inequality with respect to the time intervals, together with the trilinear estimates in Proposition 2.3 and the fact that \( \psi \) is an \( L^2,\sigma \)-strong solution on \( [t_0, t_1) \) implies that

\[
\| \psi \|_{F^{0,\sigma}([t_0, T_{\sup} + \epsilon])} \leq C^* \| \psi(t_0) \|_{L^2,\sigma} + C^* \| \psi \|_{D^{-\frac{1}{2},\sigma}([t_0, T_{\sup} + \epsilon])} \left( \| \psi \|_{F^{0,\sigma}([t_0, T_n])} + \| \psi \|_{F^{0,\sigma}([T_n, T_{\sup} + \epsilon])} \right)^{1-\eta}
\]

\[
\times \left( \| \psi \|_{F^{0,\sigma}([t_0, T_n])} + \| \psi \|_{F^{0,\sigma}([T_n, T_{\sup} + \epsilon])} \right)^2 \leq C^*A + \delta^3(2C^*)^6A^2A^{1-\eta}.
\]
If we take
\[ \delta \leq [(2C^*)^5A^3 - \eta]^{-\frac{1}{5}}, \]
then
\[ \|\psi\|_{F^{0,\sigma}([t_0,T_{\text{sup}} + \epsilon])} \leq 2C^*A. \]

Consequently, we have \( T_{\text{sup}} + \epsilon \in T \), which contradicts the assumption \( T_{\text{sup}} < t_1 \). Therefore, we must have \( T_{\text{sup}} = t_1 \). \( \square \)

2.3. Proof of global well-posedness and scattering. Now we give the proof of Theorem 1.1.

We only consider the forward-in-time problem for the system (1.1), since our main system is time reversible. We let \( \psi : [t_0, t^*) \times \mathbb{R}^d \to \mathbb{C}^\tilde{d} \) be a forward maximal \( L^{2,\sigma} \)-solution to (1.1) such that
\[ \sup_{t_0 \leq t < t^*} \|\psi(t)\|_{L^{2,\sigma}} \leq A, \quad \|\psi\|_{D^{-\frac{1}{2},\sigma}([t_0,t^*))} < \infty. \]

Since the dispersive norm \( \| \cdot \|_{D^{-\frac{1}{2},\sigma}} \) is finite, by the dominated convergence theorem, we see that for every \( \delta > 0 \), there exists an interval \( I = [t_1, t^*) \) with \( t_1 < t^* \) such that
\[ \|\psi\|_{D^{-\frac{1}{2},\sigma}(I)} \leq \delta. \]

In particular, choosing \( \delta \) sufficiently small, depending only on \( A \), an application of Theorem 2.4 implies that \( \psi \in F^{0,\sigma}(I) \). Therefore, by the existence of left limits in \( V^2 \), there exists \( \psi^\infty \in L^{2,\sigma} \) such that
\[ \lim_{t \to t^*} \|\psi(t) - \psi^\infty(t)\|_{L^{2,\sigma}} = 0, \]
where \( \psi^\infty = \sum_{\theta \in \{+, -\}} e^{-\theta \theta_i(t-t_0)A} \Pi \theta \psi^\infty \). Then the local theory, together with the definition of maximal \( L^{2,\sigma} \)-solution implies \( t^* = \infty \). In consequence, the solution \( \psi \) exists globally in time and scatters as \( t \to \infty \).

3. Preliminaries for Proposition 2.2

This section is devoted to introducing preliminaries for Proposition 2.2 which play a crucial role in the proof of our main result.

3.1. Multipliers. We define \( \mathcal{Q}_\mu \) to be a finitely overlapping collection of cubes of diameter \( \frac{\mu}{1000} \) covering \( \mathbb{R}^d \), and let \( \{\rho_q\}_{q \in \mathcal{Q}_\mu} \) be a corresponding subordinate partition of unity. For \( q \in \mathcal{Q}_\mu, \ h \in 2\mathbb{Z} \) let
\[ P_q = \rho_q(-i\nabla), \quad C^q_h = \rho \left( \frac{|-i\partial_t + \theta A|}{h} \right). \]

We define \( C^q_{\leq h} = \sum_{\delta \leq h} C^q_\delta \) and \( C^q_{\geq h} \) is defined in the similar way. For simplicity we also write \( C^+_h = C^h \). Given \( 0 < r \lesssim 1 \), we define \( \mathcal{C}_r \) to be a collection of finitely overlapping caps of radius \( r \) on the sphere \( S^2 \). If \( \kappa \in \mathcal{C}_r \), we let \( \omega_\kappa \) be the centre of the cap \( \kappa \). Then we define \( \{\rho_\kappa\}_{\kappa \in \mathcal{C}_r} \) to be a smooth partition of unity subordinate to the conic sectors \( \{\xi \neq 0, \frac{\xi}{|\xi|} \in \kappa\} \) and denote the angular localisation Fourier multipliers by \( R_\kappa = \rho_\kappa(-i\nabla) \).
3.2. **Analysis on the sphere.** We introduce some basic facts from harmonic analysis on the unit sphere. The most of ingredients can be found in [3, 15]. We also refer the readers to [13] for more systematic introduction to the spherical harmonics. Since \(-\Delta g^2 y_{t,n} = \ell(\ell + 1)g_{t,n}\), by orthogonality one can readily get

\[ \|\Lambda^2 f\|_{L^2(S^2)} \approx \left\| \sum_{N \in \mathbb{N} \cup \{0\}} N^2 H_N f \right\|_{L^2(S^2)}. \]

**Lemma 3.1** (Lemma 7.1 of [3]). Let \(N \geq 1\). Then \(H_N\) is uniformly bounded on \(L^p(\mathbb{R}^3)\) in \(N\), and \(H_N\) commutes with all radial Fourier multipliers. Moreover, if \(N' \geq 1\), then either \(N \approx N'\) or \(H_N\Pi_\theta H_{N'} = 0\), where \(\Pi_\theta := \frac{1}{2} \left( I + \theta \Lambda^{-1} \right) \left( I + \theta \Lambda^{-1} \right) \), with \(\theta \in \{+, -\}\).

3.3. **Adapted function spaces.** Let \(Z = \{ \{ t_k \}_{k=0}^K : t_k \in \mathbb{R}, t_k < t_{k+1} \} \) be the set of increasing sequences of real numbers. We define the 2-variation of \(v\) to be

\[ |v|_{V^2} = \sup_{\{ t_k \}_{k=0}^K \in I} \left( \sum_{k=0}^{K} \| v(t_k) - v(t_{k-1}) \|_{L^2}^2 \right)^{\frac{1}{2}}. \]

Then the Banach space \(V^2\) can be defined to be all right continuous functions \(v : \mathbb{R} \to L^2_x\) such that the quantity

\[ \| v \|_{V^2} = \| v \|_{L^\infty L^2_x} + |v|_{V^2} \]

is finite. Set \(\| u \|_{V^2_\theta} = e^{-\theta t\Lambda} \| u \|_{V^2}\). We recall basic properties of \(V^2_\theta\) space from [3, 4, 11]. In particular, we use the following lemma to prove the scattering result.

**Lemma 3.2** (Lemma 7.4 of [3]). Let \(u \in V^2_\theta\). Then there exists \(f \in L^2_\times\) such that \(\| u(t) - e^{-\theta t\Lambda} f \|_{L^2_x} \to 0\) as \(t \to \pm \infty\).

The following lemma is on a simple bound in the high-modulation region.

**Lemma 3.3** (Corollary 2.18 of [11]). Let \(2 \leq q \leq \infty\). For \(h \in 2^\mathbb{Z}\) and \(\theta \in \{+, -\}\), we have

\[ \| C^\theta_h u \|_{L^q_\times L^2_x} \lesssim h^{-\frac{q}{2}} \| u \|_{V^2_\theta}, \]

(3.1)

\[ \| C^\theta_{\geq h} u \|_{L^q_\times L^2_x} \lesssim h^{-\frac{q}{2}} \| u \|_{V^2_\theta}. \]

We recall the uniform disposability of the modulation cutoff multipliers, which reads for \(1 \leq q, p \leq \infty\),

\[ \| C^\theta_{< h} P_\lambda R_\kappa u \|_{L^q_\times L^p_x} + \| C^\theta_{\geq h} P_\lambda R_\kappa u \|_{L^q_\times L^p_x} \lesssim \| P_\lambda R_\kappa u \|_{L^q_\times L^p_x}, \]

if \(\kappa \in C_\times, h \gtrsim x^2 \lambda, \) and \(x \gtrsim \lambda^{-1}\). Since convolution with \(L^1_\times(\mathbb{R})\) functions is bounded on the \(V^2\) space, we also have for every \(h \in 2^\mathbb{Z}\),

\[ \| C^\theta_{\leq h} u \|_{V^2_\theta} \lesssim \| u \|_{V^2_\theta}. \]

**Lemma 3.4** (Lemma 7.3 of [3]). Let \(F \in L^\infty_\times L^2_x\), and suppose that

\[ \sup_{\| P_\lambda H_N u \|_{V^2_\theta} \lesssim 1} \left| \int_R \langle P_\lambda H_N v(t), F(t) \rangle_{L^2_x} dt \right| < \infty. \]
If \( u \in C(\mathbb{R}, L^2_x) \) satisfies \(-(i\partial_t + \theta\Lambda)u = F\), then \( P_\lambda H_N u \in V^2_\sigma \) and we have the bound

\[
(3.4) \quad \| P_\lambda H_N u \|^2_{L^2_x} \lesssim \| P_\lambda H_N u(0) \|_{L^2_x} + \sup_{\| P_\lambda H_N v \|^2_{L^2_x} \lesssim 1} \left| \int_R \langle P_\lambda H_N v(t), F(t) \rangle_{L^2_x} dt \right|.
\]

3.4. Auxiliary estimates. We present several estimates which will play a key role in the proof of our main result.

**Proposition 3.5** (Lemma 3.5 of [3]). Let \((q, r)\) satisfy that \( \frac{1}{q} + \frac{1}{p} = \frac{1}{2} \). Then

\[
\| e^{\theta tA} P_\lambda f \|_{L^2_x L^{q,p}(\mathbb{R}^{1+2})} \lesssim \lambda^2 \| P_\lambda f \|_{L^2_x(\mathbb{R})}
\]

for all \( \lambda \geq 1 \).

**Proposition 3.6** (Proposition 3.1, 3.2 of [6]). Let \( P_\lambda, \Pi_\theta, \psi =: \psi_{\lambda j} \in V^2_\sigma \) for \( \theta_j \in \{+,-\} \) and \( j = 1, 2 \). Then we have

\[
(3.5) \quad \| P_\lambda (\psi_{\lambda 1}^\dag \beta \psi_{\lambda 2}) \|_{L^2_x L^2(\mathbb{R}^{1+2})} \lesssim \lambda_0 \lambda_2^{1-\eta} \| \psi_{\lambda 1} \|_{V^2_\sigma} \| \psi_{\lambda 2} \|_{V^2_\sigma},
\]

for any \( 0 < \eta < 1 \). In particular, for High\times High interaction, i.e., \( \lambda_0 \lesssim \lambda_1 \approx \lambda_2 \), we have the following estimates:

\[
(3.6) \quad \| P_\lambda (\psi_{\lambda 1}^\dag \beta \psi_{\lambda 2}) \|_{L^2_x L^2(\mathbb{R}^{1+2})} \lesssim \lambda_0^{\frac{1}{4}} \left( \frac{\lambda_0}{\lambda_1} \right)^{\frac{1}{2}} \| \psi_{\lambda 1} \|_{V^2_\sigma} \| \psi_{\lambda 2} \|_{V^2_\sigma}, \quad \theta_1 = \theta_2,
\]

\[
(3.7) \quad \| P_\lambda (\psi_{\lambda 1}^\dag \beta \psi_{\lambda 2}) \|_{L^2_x L^2(\mathbb{R}^{1+2})} \lesssim \lambda_0^{\frac{1}{4}} \| \psi_{\lambda 1} \|_{V^2_\sigma} \| \psi_{\lambda 2} \|_{V^2_\sigma}, \quad \theta_1 \neq \theta_2.
\]

**Proposition 3.7** (Lemma 3.1 of [1]). Let \( 2 < q \leq \infty \). If \( 0 < \mu \leq \lambda \), and \( \frac{1}{q} + \frac{1}{p} = \frac{1}{2} \), then for every \( q \in \mathcal{Q}_\mu \) we have

\[
\| e^{-\theta tA} P_\mu P_\lambda f \|_{L^q_x L^2_y(\mathbb{R}^{1+3})} \lesssim (\mu \lambda)^{\frac{\mu}{2}} \| P_\mu P_\lambda f \|_{L^2_x(\mathbb{R})}.
\]

**Lemma 3.8** (Lemma 8.5 of [3]). Let \( 2 \leq p < \infty \), and \( 0 \leq s < \frac{2}{p} \). If \( \lambda, N \geq 1 \), \( \kappa \gtrsim \lambda^{-1} \), and \( \kappa \in \mathcal{C}_r \), then we have

\[
\| R_\kappa P_\lambda H_N f \|_{L^p_x(\mathbb{R}^3)} \lesssim (\kappa N)^{s} \| P_\lambda H_N f \|_{L^p_x(\mathbb{R}^3)}.
\]

4. Multilinear estimates I: Three spatial dimensions

In this section we shall prove Proposition 2.2 in \( \mathbb{R}^{1+3} \).

4.1. Trilinear estimates for \( s = 0, \sigma > 0 \). In this section we prove (2.2). By trivial extension we may assume that \( I = \mathbb{R} \). Let \( \Theta = (\theta, \lambda, N) \) and

\[
\psi_\Theta = P_\lambda H_N \psi_\theta.
\]
Let \( \Theta_j = (\theta_j, \lambda_j, N_j) \) for \( j \in \{1, 2, 3, 4\} \). By definition of \( F^{0, \sigma} \) and \( V_0^2 \) and Lemma 3.3, we write

\[
\| I_\theta [V_0 \ast (\varphi^\dagger \beta \phi) \beta \psi](t_0; \cdot) \|_{F^{0, \sigma}}^2 = \sum_{\lambda_i, N_i \in 2^\mathbb{N}} N_i^{2\sigma} \sum_{\theta \in \{+, -, 0\}} \| \Pi_\theta P_{\lambda_i} H_{N_i} I_\theta [V_0 \ast (\varphi^\dagger \beta \phi) \beta \psi](t_0; \cdot) \|_{V_0^2}^2
\]

\[
= \sum_{\lambda_i, N_i \in 2^\mathbb{N}} N_i^{2\sigma} \| \Pi_\theta P_{\lambda_i} H_{N_i} I_\theta [V_0 \ast (\varphi^\dagger \beta \phi) \beta \psi](t_0; \cdot) \|_{V_0^2}^2
\]

\[
= \sum_{\lambda_i, N_i \geq 1} N_i^{2\sigma} \| \psi_{\Theta_i} \|_{V_0^2} \left( \int_{\mathbb{R}^{1+3}} \left| V_0 \ast (\varphi^\dagger \beta \phi) \right| (\psi_{\Theta_i} \beta \psi) \, dt \, dx \right)^2
\]

\[
\leq \sum_{\lambda_i, N_i \geq 1} N_i^{2\sigma} \left( \sum_{\lambda_i, N_i \geq 1} \| \psi_{\Theta_i} \|_{V_0^2} \left( \int_{\mathbb{R}^{1+3}} \left| V_0 \ast (\varphi^\dagger \beta \phi) \right| (\psi_{\Theta_i} \beta \psi) \, dt \, dx \right)^2 \right)^2
\]

\[
=: J_{\lambda, N}.
\]

We shall decompose \( J_{\lambda, N} \) into the modulation \( h \), which is the distance to the light cone in the space-time Fourier variables. Then we consider the high frequency and the low frequency cases, compared to the size of the modulation. That is, we are concerned with the following frequency interactions for \( \{j, k\} = \{1, 2\} \) or \( \{3, 4\} \),

\[
\min \{ \lambda_0, \lambda_j, \lambda_k \} \lesssim \med \{ \lambda_0, \lambda_j, \lambda_k \} \approx \max \{ \lambda_0, \lambda_j, \lambda_k \},
\]

together with

\[
h \gtrsim \lambda_{\max}, \quad h \ll \lambda_{\max},
\]

where \( \lambda_{\max} = \max \{ \lambda_1, \lambda_2, \lambda_3, \lambda_4 \} \). We shall write

\[
J_{\lambda, N} = (\text{Low frequency}) + (\text{High frequency})
\]

\[
= J_{h \gtrsim \lambda} + J_{h \ll \lambda}.
\]

To estimate the low frequency part \( J_{h \gtrsim \lambda} \), we write

\[
J_{\lambda, N} := \left| \int_{\mathbb{R}^{1+3}} \Lambda^{-2} \left( \left[ C_{\geq \lambda}^0 \varphi_{\Theta_1} \right]^\dagger \beta \phi_{\Theta_2} \right) (\psi_{\Theta_1} \beta \psi_{\Theta_3}) \, dt \, dx \right|.
\]

Then for small \( 0 < \eta < 1 \), we have

\[
\sum_{h \gtrsim \lambda_{\max}} J_{\lambda, N}
\]

\[
= \sum_{h \gtrsim \lambda_{\max}} (J_{\lambda, N})^\eta (J_{\lambda, N})^{1-\eta}
\]

\[
\lesssim \left( \frac{\lambda_0}{\lambda_{\max}} \right)^{\frac{1}{4} - \frac{3\eta}{2}} \left( \lambda_0^{-\frac{1}{4}} \lambda_2^{-\frac{1}{4}} \lambda_3^{-\frac{1}{4}} \lambda_4^{-\frac{1}{4}} \| \varphi_{\Theta_1} \|_{L^4_{t,x}} \| \phi_{\Theta_2} \|_{L^4_{t,x}} \| \psi_{\Theta_3} \|_{L^4_{t,x}} \right)^\eta
\]

\[
\times \| \varphi_{\Theta_1} \|_{V_{\dot{g}_4}^1} \| \phi_{\Theta_2} \|_{V_{\dot{g}_2}^2} \| \psi_{\Theta_3} \|_{V_{\dot{g}_2}^2} \| \psi_{\Theta_1} \|_{V_{\dot{g}_2}^2}.
\]

Here the estimate

\[
(J_{\lambda, N})^\eta \lesssim \left( \frac{\lambda_0}{\lambda_{\max}} \right)^{-2\eta} \left( \lambda_1^{-\frac{1}{4}} \lambda_2^{-\frac{1}{4}} \lambda_3^{-\frac{1}{4}} \lambda_4^{-\frac{1}{4}} \| \varphi_{\Theta_1} \|_{L^4_{t,x}} \| \phi_{\Theta_2} \|_{L^4_{t,x}} \| \psi_{\Theta_3} \|_{L^4_{t,x}} \| \psi_{\Theta_1} \|_{L^4_{t,x}} \| \psi_{\Theta_1, N} \|_{L^4_{t,x}} \right)^\eta
\]

follows from Hölder’s inequality and \( L^4 \)-Strichartz estimates and the estimate of \( (J_{\lambda, N})^{1-\eta} \) follows from \( 7 \). This completes the estimate of \( J_{h \gtrsim \lambda} \).
On the other hand, the estimate of $\mathcal{J}_{h,\epsilon,\lambda}$ requires more work. In this case the required estimates follow from the following $L^2$-bilinear estimates for $\frac{1}{10} < \delta < \frac{1}{2}$ and $\eta < \frac{\sigma}{10}$,

$$
\|P_{\lambda_h} H_{N_0}(\varphi_{\Theta_1}^{\dagger}, \beta \phi_{\Theta_2})\|_{L^2_t L^2_x} \lesssim (\lambda_1^{-\frac{\sigma}{2}} \|\varphi_{\Theta_1}\|_{L^1_t L^4_x} \lambda_2^{-\frac{\sigma}{2}} \|\phi_{\Theta_2}\|_{L^1_t L^4_x})^\eta
\times \lambda_0 \left(\frac{\lambda_{\min}}{\lambda_{\max}}\right)^\delta (N_{\min})^\sigma \left(\|\varphi_{\Theta_1}\|_{V^2_{\lambda_1}} \|\phi_{\Theta_2}\|_{V^2_{\lambda_2}}\right)^{1-\eta}.
$$

(4.1)

Indeed, by (4.1) we have

$$
\|\mathcal{I}_\theta [V_{\delta}(\varphi^{\dagger} \beta \phi)(t_0; \cdot)]\|_{L^{\infty}_{t,x}}^2 \\
\lesssim \sum_{\lambda_4, N_4} N_4^{2\sigma} \left(\sum_{\Theta_1, j = 1, 2, 3} (\lambda_4^{-\frac{\sigma}{2}} \lambda_2^{-\frac{\sigma}{2}} \lambda_3^{-\frac{\sigma}{2}} \|\varphi_{\Theta_1}\|_{L^1_t L^4_x} \|\phi_{\Theta_2}\|_{L^1_t L^4_x} \|\psi_{\Theta_3}\|_{L^1_t L^4_x})^\eta
\times \left(\frac{\lambda_{\min}}{\lambda_{\max}}\right)^\delta \left(N_{\min} N_{\min}^\sigma \right) (\|\varphi_{\Theta_1}\|_{V^2_{\lambda_1}} \|\phi_{\Theta_2}\|_{V^2_{\lambda_2}} \|\psi_{\Theta_3}\|_{V^2_{\lambda_3}})^{1-\eta}\right)^2
=: \mathcal{E}(\varphi, \phi, \psi).
$$

Even if the square summation seems quite complicated, it would be straightforward with a simple observation: By H"{o}lder inequality in $P^p$-space, we get

$$
\sum_{\lambda, N} \left[\left(\lambda^{-\frac{\sigma}{2}} N^{\sigma} \|\varphi_{\Theta}\|_{L^1_t L^4_x}\right)^\eta (N^{\sigma} \|\varphi_{\Theta}\|_{V^2_{\lambda}})^{1-\eta}\right]^2
\lesssim \left\|\left(\lambda^{-\frac{\sigma}{2}} N^{\sigma} \|\varphi_{\Theta}\|_{L^1_t L^4_x}\right)^\eta (N^{\sigma} \|\varphi_{\Theta}\|_{V^2_{\lambda}})^{1-\eta}\right\|_{L^{2}_{t,x}}^{2}
\lesssim \left\|\left(\lambda^{-\frac{\sigma}{2}} N^{\sigma} \|\varphi_{\Theta}\|_{L^1_t L^4_x}\right)^\eta (N^{\sigma} \|\varphi_{\Theta}\|_{V^2_{\lambda}})^{1-\eta}\right\|_{L^{2}_{t,x}}^{2}.
$$

Therefore, in order to prove our first main theorem, it suffices to prove the estimates (4.1). At the very beginning, we further decompose the frequency-localised bilinear form $\varphi_{\Theta_1, N_1}^{\dagger} \beta \phi_{\lambda_2, N_2}$ into the modulation localised form:

$$
P_{\lambda_h} H_{N_0}(\varphi_{\Theta_1}^{\dagger}, \beta \phi_{\Theta_2}) = \sum_{h \in 2^\mathbb{Z}} (A_0(h) + A_1(h) + A_2(h)),
$$

where

$$
A_0(h) = C_h P_{\lambda_h} H_{N_0}(C_{h}^{\delta_1} \varphi_{\Theta_1})^\dagger \beta C_{h}^{\delta_2} \phi_{\Theta_2},
$$

$$
A_1(h) = C_{\leq h} P_{\lambda_h} H_{N_0}(C_{h}^{\delta_1} \varphi_{\Theta_1})^\dagger \beta C_{\leq h}^{\delta_2} \phi_{\Theta_2},
$$

$$
A_2(h) = C_{< h} P_{\lambda_h} H_{N_0}(C_{< h}^{\delta_1} \varphi_{\Theta_1})^\dagger \beta C_{< h}^{\delta_2} \phi_{\Theta_2}.
$$

We first consider the frequency relation in a low modulation regime, i.e.,

$$
\lambda_0 \lesssim \lambda_1 = \lambda_2, \ h \lesssim \lambda_0, \text{ and } \lambda_1 \lesssim \lambda_0 \approx \lambda_2, \ h \lesssim \lambda_1.
$$

We observe that the square-summation over caps and cubes gives that

$$
\left(\sum_{\lambda \in \lambda_0} \sum_{\kappa \in \mathcal{C}_r} \|P_{\kappa} R_{\lambda} \varphi_{\Theta_1}\|_{L^1_t L^4_x}^2\right)^{\frac{1}{2}}
\lesssim x^{-2\eta} \left(\frac{\lambda_0}{\lambda_1}\right)^{-2\eta} \left(\lambda_1^{-\frac{\sigma}{2}} \|\varphi_{\Theta_1}\|_{L^1_t L^4_x}\right)^\eta \|\varphi_{\Theta_1}\|_{V^2_{\lambda_1}}^{1-\eta}.
$$

(4.2)
In particular, we have

(4.3) \[
\left( \sum_{\kappa \in \mathcal{C}, q \in Q} \| P_q P_{\kappa} \varphi_{\theta_1} \|^2_{L^2_t L^4_x} \right)^{1/2} \lesssim r^{-\frac{\eta}{4}} \left( \frac{\lambda_0}{\lambda_1} \right)^{-\frac{\eta}{4}} (\lambda_0 \lambda_1)^{1/4} \| \varphi_{\theta_1} \|_{V^1_{\theta_1}}.
\]

The estimates of bilinear form $\varphi_0^1 \beta \phi_{\theta_2}$ in the low modulation regime is very similar to $[7]$. The only difference from our previous paper is that we apply (4.2) instead of (4.3). To avoid unnecessary duplication we briefly present the proof of the bilinear form in this case. (See also Theorem 5.1 of [7].) First we put $r = (\frac{\lambda_0}{\lambda_1})^{1/4}$ and $r^* = (\frac{\lambda_0}{\lambda_1})^{1/4}$. For $\lambda_0 \lesssim \lambda_1 \approx \lambda_2$ with $h \lesssim \lambda_0$, we have

$$\| A_0(h) \|_{L^2_t L^2_x} \lesssim r^{\sigma-4\eta}(h \lambda_0)^\frac{\eta}{4} \left( \frac{\lambda_0}{\lambda_1} \right)^{-\frac{\eta}{4}} (N_0^2 \min) \left( \lambda_1^\frac{1}{2} \right) \| \varphi_{\theta_1} \|_{L^4_t L^2_x} \lambda_2^{1/2} \| \phi_{\theta_2} \|_{L^4_t L^2_x} \right)^\eta \times \left( \| \varphi_{\theta_1} \|_{V^2_{\theta_1}} \| \phi_{\theta_2} \|_{V^2_{\theta_2}} \right)^{1-\eta}.$$  

We also have

$$\| A_0(h) \|_{L^2_t L^2_x} = \sup_{\| \varphi \|_{L^2_t L^2_x} \leq 1} \left| \int_{\mathbb{R}} \mathbb{C}_h \psi \lambda_0, N_0 (R_{\kappa} \beta \phi_{\theta_1}) \| \beta (\mathbb{C}_{\leq h} \phi_{\theta_2}) \| dt dx \right| \lesssim \sup_{\| \varphi \|_{L^2_t L^2_x} \leq 1} \left| \sum_{\kappa, \kappa' \in \mathcal{C}, \sigma \in \mathbb{C}_x} \sum_{q, q' \in Q} \lambda_0 \lambda_1 \lambda_2 \| \varphi_{\theta_1} \|_{L^4_t L^2_x} \lambda_2^{1/2} \| \phi_{\theta_2} \|_{L^4_t L^2_x} \right)^{-\eta} \times \left( \| \varphi_{\theta_1} \|_{V^2_{\theta_1}} \| \phi_{\theta_2} \|_{V^2_{\theta_2}} \right)^{1-\eta} \lesssim r^{\sigma-4\eta}(h \lambda_0)^\frac{\eta}{4} \left( \frac{\lambda_0}{\lambda_1} \right)^{-\frac{\eta}{4}} (N_0^2 \min) \left( \lambda_1^\frac{1}{2} \right) \| \varphi_{\theta_1} \|_{L^4_t L^2_x} \lambda_2^{1/2} \| \phi_{\theta_2} \|_{L^4_t L^2_x} \right)^\eta \times \left( \| \varphi_{\theta_1} \|_{V^2_{\theta_1}} \| \phi_{\theta_2} \|_{V^2_{\theta_2}} \right)^{1-\eta}.$$  

In this section $\kappa, \kappa', q, q'$ in $|\theta \kappa + \theta' \kappa'|$ and $|\theta q + \theta' q'|$ denote the center points of the corresponding caps $\kappa, \kappa'$ and cubes $q, q'$. The summation on $h \lesssim \lambda_0$ gives the required bound. We can estimate
\(A_1(h), A_2(h)\) in a similar way. We omit the details. For \(\lambda_1 \lesssim \lambda_2\), with \(h \lesssim \lambda_1\), we have

\[
\|A_0(h)\|_{L^2_t L^2_x} = \sup_{\|\psi\|_{L^2_t L^2_x} \leq 1} \left| \int C_h \psi_{\lambda_0, N_0}(C_{\leq h}^{0\lambda_1} \varphi_{\theta_1})^\dagger \beta(C_{\leq h}^{0\lambda_2} \phi_{\theta_2}) \, dt dx \right|
\]

\[
\lesssim \sup_{\|\psi\|_{L^2_t L^2_x} \leq 1} \sum_{\kappa, \kappa', \kappa'' \in \mathbb{C}_x, \lambda_0, \lambda_1} \sum_{q, q' \in \mathbb{Q}_{\lambda_1}} \int R_{\kappa''} P_q'' \psi_{\lambda_0, N_0}(R_{\kappa} C_{\leq h}^{0\lambda_1} \varphi_{\theta_1})^\dagger \beta(R_{\kappa'} P_{q''} C_{\leq h}^{0\lambda_2} \phi_{\theta_2}) \, dt dx
\]

\[
\lesssim (r_*)^{1-2\eta} \left( \frac{\lambda_1}{\lambda_2} \right)^{2-\eta} \lambda_1^{1/2} \lambda_2 \left( N_{\min}^{012} \right)^{\sigma} \left( \lambda_1^{1/2} \|\varphi_{\theta_1}\|_{L^2_t L^2_x} \lambda_2^{1/2} \|\phi_{\theta_2}\|_{L^2_t L^2_x} \right)^{\eta}
\]

\[
\times \left( \|\varphi_{\theta_1}\|_{V^2_1} \|\phi_{\theta_2}\|_{V^2_2} \right)^{1-\eta},
\]

where we chose \(r_* = \left( \frac{\lambda_2}{\lambda_1} \right)^{\frac{1}{2}}\). The summation with respect to the modulation \(h \lesssim \lambda_1\) yields the required estimates. As the case \(\lambda_0 \lesssim \lambda_1 \approx \lambda_2\), we can treat the terms \(A_1(h)\) and \(A_2(h)\) in a similar manner. We omit the details.

### 4.2. High modulation regime.

In this subsection we shall estimate the bilinear form \(\varphi_{\lambda_1}^1 \beta \phi_{\theta_2}\) in the regime: \(\lambda_{\min} \ll h \ll \lambda_{\max}\). We first consider \(\lambda_0 \lesssim \lambda_1 \approx \lambda_2\) with \(\lambda_0 \ll h \ll \lambda_1\). We observe that the angle between the diameter of support of \(\hat{\varphi}\) and \(\hat{\phi}\) is less than \(\left( \frac{\lambda_0}{\lambda_1} \right)^{1/2}\). We then decompose \(A_0(h)\) into the following:

\[
\|A_0(h)\|_{L^2_t x} \lesssim \|C_h P_{\lambda_0} H_{N_0}(C_{\geq h}^{0\lambda_1} \varphi_{\theta_1})^\dagger \beta(C_{\leq h}^{0\lambda_2} \phi_{\theta_2})\|_{L^2_t x}
\]

\[
+ \|C_h P_{\lambda_0} H_{N_0}(C_{\leq h}^{0\lambda_1} \varphi_{\theta_1})^\dagger \beta(C_{\geq h}^{0\lambda_2} \phi_{\theta_2})\|_{L^2_t x}
\]

\[
= A_{0,1} + A_{0,2}.
\]

It is enough to estimate the \(A_{0,1}\) term because of symmetry. By almost orthogonal decomposition of small cubes of size \(\lambda_0\) we see that

\[
A_{0,1} \lesssim \left( \frac{\lambda_0}{\lambda_1} \right)^{1/2} \sum_{q, q' \in \mathbb{Q}_{\lambda_0}, |q-q'| \leq \lambda_0} \|P_q C_{\geq h}^{0\lambda_1} \phi_{\theta_1}\|_{L^4_t x} \|P_q C_{\leq h}^{0\lambda_2} \phi_{\theta_2}\|_{L^4_t x}
\]

\[
\lesssim \left( \frac{\lambda_0}{\lambda_1} \right)^{1/2} \left( \sum_{q'} \|P_q C_{\geq h}^{0\lambda_1} \phi_{\theta_2}\|_{L^4_t x}^2 \right)^{1/2} \left( \sum_{q'} \left( \sum_{q' | q' - q| \leq \lambda_0} \|P_q C_{\leq h}^{0\lambda_1} \phi_{\theta_1}\|_{L^4_t x}^2 \right)^{1/2} \right)^{1/2}
\]

\[
\lesssim \left( \frac{\lambda_0}{\lambda_1} \right)^{1/2} \left( \sum_{q'} \|P_q C_{\geq h}^{0\lambda_1} \phi_{\theta_2}\|_{L^4_t x}^2 \right)^{1/2} \left( \sum_{q} \|P_q C_{\leq h}^{0\lambda_1} \phi_{\theta_1}\|_{L^4_t x}^2 \right)^{1/2}.
\]
For the square-summation of $\phi_{\theta_2}$ in the third inequality we apply similar form of (4.2) to obtain

\[
\left( \sum_{q} \| P_q C^{(q)}_{\sim h} \phi_{\theta_2} \|^2_{L^4_{t,x}} \right)^{\frac{1}{2}} \lesssim \left( \sum_{q} \left( \| P_q C^{(q)}_{\sim h} \phi_{\theta_1} \|_{L^4_{t,x}} \| P_q C^{(q)}_{\sim h} \phi_{\theta_2} \|_{L^4_{t,x}} \right)^2 \right)^{\frac{1}{2}}
\]

\[
\lesssim \left( \sum_{q} \| P_q C^{(q)}_{\sim h} \phi_{\theta_1} \|^2_{L^4_{t,x}} \right)^{\frac{1}{2}} \left( \sum_{q} \| P_q C^{(q)}_{\sim h} \phi_{\theta_2} \|^2_{L^4_{t,x}} \right)^{\frac{1}{2}}
\]

\[
\lesssim \left( \sum_{q} \| P_q C^{(q)}_{\sim h} \phi_{\theta_1} \|^2_{L^4_{t,x}} \right)^{\frac{1}{2}} \lambda_0^{\frac{1}{2}(1-\eta)} \left( \sum_{q} \| P_q C^{(q)}_{\sim h} \phi_{\theta_2} \|^2_{L^4_{t,x}} \right)^{\frac{1}{2}}
\]

\[
\lesssim \left( \sum_{q} \| P_q C^{(q)}_{\sim h} \phi_{\theta_1} \|^2_{L^4_{t,x}} \right)^{\frac{1}{2}} \lambda_0^{\frac{1}{2}(1-\eta)} \lambda_1^{\frac{1}{2}(1-\eta)} \| \phi_{\theta_1} \|_{H^1_{L^4_{t,x}}} \| \phi_{\theta_2} \|_{L^4_{t,x}}^{1-\eta}.
\]

Here we used the Bernstein inequality, and the bound of high modulation regime (3.1) and then (4.3). Thus we get

\[
\sum_{\lambda_0 \approx h} A_{0,1} \lesssim \lambda_0 \left( \frac{\lambda_0}{\lambda_1} \right)^{\frac{1}{2} - 5\eta} \left( \lambda_1^{-\frac{1}{2}} \| \phi_{\theta_1} \|_{L^4_{t,x}} \lambda_2^{-\frac{1}{2}} \| \phi_{\theta_2} \|_{L^4_{t,x}} \right)^{\eta} \times \left( \| \phi_{\theta_1} \|_{V^1_{L^4_{t,x}}} \| \phi_{\theta_2} \|_{V^2_{L^4_{t,x}}} \right)^{1-\eta}.
\]

For $A_1(h)$, we have the similar decomposition as follows

\[
\| A_1(h) \|_{L^2_{t}L^2_{x}} \lesssim \| C \circ P A(h) H_N (C^{(q)}_{h} \varphi_{\theta_1}) \|_{L^2_{t}L^2_{x}} \| \beta C^{(q)}_{\phi} \phi_{\theta_2} \|_{L^2_{t}L^2_{x}}
\]

\[
+ \| C \circ P A(h) H_N (C^{(q)}_{h} \varphi_{\theta_1}) \|_{L^2_{t}L^2_{x}} \| \beta C^{(q)}_{\phi} \phi_{\theta_2} \|_{L^2_{t}L^2_{x}}
\]

\[
=: A_{1,1} + A_{1,2}.
\]

The term $A_{1,1}$ can be treated in the identical manner as $A_{0,1}$. For $A_{1,2}$, we write

\[
A_{1,2} \lesssim \left( \frac{\lambda_0}{\lambda_1} \right)^{\frac{1}{2}} \sum_{q, q' \in \mathcal{Q}_{\lambda_0}} \| C \circ P A(h) H_N (P_q C^{(q)}_{h} \varphi_{\theta_1}) \|_{L^2_{t}L^2_{x}} \| \beta P_q C^{(q)}_{\phi} \phi_{\theta_2} \|_{L^2_{t}L^2_{x}}
\]

\[
\lesssim \left( \frac{\lambda_0}{\lambda_1} \right)^{\frac{1}{2}} \left( \sum_{q} \| P_q C^{(q)}_{h} \varphi_{\theta_1} \|_{L^4_{t,x}}^2 \right)^{\frac{1}{2}} \left( \sum_{q} \| P_q C^{(q)}_{\phi} \phi_{\theta_2} \|_{L^4_{t,x}}^2 \right)^{\frac{1}{2}}.
\]
We use (4.3) to obtain

\[
A_{1,2} \lesssim \left( \frac{\lambda_0}{h} \right)^{\frac{1}{4}} \lambda_1^{-\eta} \left( \frac{\lambda_0}{\lambda_1} \right)^{-\frac{1}{2} - \frac{1}{4} - \frac{5}{4}} \left( \lambda_1^{-\frac{1}{4}} \| \varphi \varphi_1 \|_{L_1^1 L_2^1} \lambda_2^{-\frac{1}{4}} \| \varphi \varphi_2 \|_{L_1^1 L_2^1} \right) \eta \\
\times \left( \| \varphi \varphi_1 \|_{V_{\eta_1}^1} \| \varphi \varphi_2 \|_{V_{\eta_2}^1} \right)^{1-\eta},
\]

and hence the summation with respect to the modulation \( \lambda_0 \ll h \ll \lambda_1 \) gives the desired estimate.

Now we consider the case \( \lambda_1 \ll \lambda_0 \approx \lambda_2 \) with \( \lambda_1 \ll h \ll \lambda_0 \).

\[
A_{0,1} \lesssim \sup_{\| \psi \|_{L_2^1 L_2^1} \lesssim 1, \| \psi \|_{L_2^1 L_2^1} \leq \lambda_1 \} \sum_{q_1, q_2 \in \mathcal{Q}_{\lambda_1}} \| P_{q_1} C_{h \varphi \psi \lambda_0, N_0} \|_{L_1^1 L_2^1} \| C_{h \varphi \psi \varphi_1} \|_{L_1^1 L_2^1} \| P_{q_2} C_{h \varphi \psi \varphi_2} \|_{L_1^1 L_2^1}
\]
\[
\lesssim \| C_{h \varphi \varphi_1} \|_{L_1^1 L_2^1} \left( \sum_{q_1} \| P_{q_1} C_{h \varphi \varphi_2} \|_{L_1^1 L_2^1} \right)^{\frac{1}{2}}.
\]

Here, for the \( \varphi \varphi_1 \), we simply use the Bernstein’s inequality, boundedness (8.1), and the uniform disposability (5.22) to get

\[
\| C_{h \varphi \varphi_1} \|_{L_1^1 L_2^1} = \| C_{h \varphi \varphi_1} \|_{L_1^1 L_2^1} \| \varphi \varphi_1 \|_{L_1^1 L_2^1} \| C_{h \varphi \varphi_1} \|_{L_1^1 L_2^1} \approx \| C_{h \varphi \varphi_1} \|_{L_1^1 L_2^1} \| \varphi \varphi_1 \|_{L_1^1 L_2^1} \| C_{h \varphi \varphi_1} \|_{L_1^1 L_2^1} \approx \lambda_1^{-\frac{1}{2}} \| \varphi \varphi_1 \|_{L_1^1 L_2^1} \| C_{h \varphi \varphi_1} \|_{L_1^1 L_2^1} \| h^{-\frac{1}{4}} \| \varphi \varphi_1 \|_{V_{\eta_1}^1} \| \varphi \varphi_1 \|_{V_{\eta_2}^1}.
\]

We recall (4.3) and get

\[
A_{0,1} \lesssim \left( \frac{\lambda_1}{h} \right)^{\frac{1}{2} - \frac{1}{2}} \lambda_1^{-\eta} \left( \frac{\lambda_1}{\lambda_0} \right)^{-\frac{1}{2} - \frac{1}{2} - \frac{1}{2} - \frac{1}{2}} \left( \lambda_1^{-\frac{1}{4}} \| \varphi \varphi_1 \|_{L_1^1 L_2^1} \lambda_2^{-\frac{1}{4}} \| \varphi \varphi_2 \|_{L_1^1 L_2^1} \right) \eta \\
\times \left( \| \varphi \varphi_1 \|_{V_{\eta_1}^1} \| \varphi \varphi_2 \|_{V_{\eta_2}^1} \right)^{1-\eta},
\]

Similarly, for \( A_{0,2} \) we write

\[
A_{0,2} \lesssim \| C_{h \varphi \varphi_2} \|_{L_1^1 L_2^1} \left( \sum_{q_1 \in \mathcal{Q}_{\lambda_1}} \| P_{q_1} C_{h \varphi \varphi_2} \|_{L_1^1 L_2^1} \right)^{\frac{1}{2}}.
\]

Then we follow a similar argument to the estimate of (4.6) to get

\[
\left( \sum_{q_1 \in \mathcal{Q}_{\lambda_1}} \| P_{q_1} C_{h \varphi \varphi_2} \|_{L_1^1 L_2^1} \right)^{\frac{1}{2}} \lesssim \lambda_2^{-\frac{1}{2}} \left( \frac{\lambda_1}{\lambda_0} \right)^{-\frac{1}{2} - \frac{1}{2} - \frac{1}{2} - \frac{1}{2}} \left( \lambda_1^{-\frac{1}{4}} \| \varphi \varphi_2 \|_{L_1^1 L_2^1} \right) \eta \| \varphi \varphi_2 \|_{V_{\eta_2}^1}. 
\]
On the other hand, for $\varphi_{\theta_1}$, we use the uniform disposability and $L^4$-Strichartz estimates to obtain
\[
\|C_{\ll h}^{\theta_1} \varphi_{\theta_1} \|_{L_t^4 L_x^4} \lesssim \|\varphi_{\theta_1}\|_{L_t^1 L_x^4}^\eta \|\varphi_{\theta_1}\|_{L_t^4 L_x^4}^{1-\eta} \\
\lesssim \lambda_1^{\frac{1}{2}} (\lambda_1^{-\frac{\eta}{2}} \|\varphi_{\theta_1}\|_{L_t^1 L_x^4})^\eta \|\varphi_{\theta_1}\|_{V_{\theta_2}^2}. 
\]
Combining these, we get
\[
A_{0,2} \lesssim \lambda_0 \left( \frac{\lambda_1}{\lambda_0} \right)^{1-2\eta} \left( \frac{\lambda_1}{h} \right)^{t \left(1-\eta \right)} \left( \lambda_1^{-\frac{\eta}{2}} \|\varphi_{\theta_1}\|_{L_t^1 L_x^4} \lambda_2^{\frac{1}{2}} \|\varphi_{\theta_2}\|_{L_t^1 L_x^4} \right)^\eta \\
\times \left( \|\varphi_{\theta_1}\|_{V_{\theta_2}^1} \|\varphi_{\theta_2}\|_{V_{\theta_2}^2} \right)^{1-\eta}. 
\]
Thus the summation of $A_{0,1}$ and $A_{0,2}$ with respect to $\lambda_1 \ll h \ll \lambda_0$ gives the required bound. We now consider $A_1(h)$. We decompose it into
\[
\|A_1(h)\|_{L_t^2 L_x^2} \lesssim \|C_{\ll h} P_{\lambda_0} H_{N_0} (C_{\ll h}^{\theta_1} \varphi_{\theta_1}) \|_{L_t^2 L_x^2}^\beta \|C_{\ll h}^{\theta_2} \varphi_{\theta_2}\|_{L_t^2 L_x^2} \\
+ \|C_{\ll h} P_{\lambda_0} H_{N_0} (C_{\ll h}^{\theta_1} \varphi_{\theta_1}) \|_{L_t^2 L_x^2}^\beta \|C_{\ll h} \varphi_{\theta_2}\|_{L_t^2 L_x^2} \\
:= A_{1,1} + A_{1,2}. 
\]
Since $A_{1,1}$ can be treated in the identical manner as $A_{0,1}$, we only treat the $A_{1,2}$ term. By orthogonal decompositions by smaller cubes of size $\lambda_1$ and following the argument in [4.7] and estimate [4.6] we have
\[
A_{1,2} \lesssim \|C_{\ll h}^{\theta_1} \varphi_{\theta_1}\|_{L_t^1 L_x^4} \left( \sum_{Q' \in \mathcal{Q}_{\lambda_1}} \|P_{Q'} C_{\ll h}^{\theta_2} \varphi_{\theta_2}\|_{L_t^4 L_x^4}^2 \right)^\frac{1}{2} \\
\lesssim \lambda_1^{\frac{5}{2}} (\lambda_1^{\frac{1}{2}} \|\varphi_{\theta_1}\|_{L_t^1 L_x^4})^\eta \lambda_2^{\frac{1}{2} (1-\eta)} \left( \lambda_1^{-\frac{\eta}{2}} \|\varphi_{\theta_1}\|_{V_{\theta_2}^2} \right)^{1-\eta} \\
\times \lambda_2^{\frac{1}{2}} \left( \frac{\lambda_1}{\lambda_0} \right)^{-\eta} \lambda_1^{\frac{1}{2} (1-\eta)} \left( \lambda_2^{\frac{1}{2}} \|\varphi_{\theta_2}\|_{L_t^1 L_x^4} \right)^\eta \|\varphi_{\theta_2}\|_{V_{\theta_2}^1} \\
\lesssim \lambda_1 \left( \frac{\lambda_1}{h} \right)^{t \left(1-\eta \right)} \left( \frac{\lambda_1}{\lambda_0} \right)^{-\eta} \left( \lambda_1^{-\frac{\eta}{2}} \lambda_2^{-\frac{1}{2}} \|\varphi_{\theta_1}\|_{L_t^1 L_x^4} \|\varphi_{\theta_2}\|_{L_t^1 L_x^4} \right)^\eta \\
\times \left( \|\varphi_{\theta_1}\|_{V_{\theta_2}^1} \|\varphi_{\theta_2}\|_{V_{\theta_2}^2} \right)^{1-\eta}. 
\]
Thus we have
\[
\sum_{\lambda_1 \ll h \ll \lambda_0} A_{1,2} \lesssim \lambda_1 \left( \frac{\lambda_1}{\lambda_0} \right)^{\frac{1}{2} (1-3\eta)} \left( \lambda_1^{-\frac{\eta}{2}} \lambda_2^{-\frac{1}{2}} \|\varphi_{\theta_1}\|_{L_t^1 L_x^4} \|\varphi_{\theta_2}\|_{L_t^1 L_x^4} \right)^\eta \left( \|\varphi_{\theta_1}\|_{V_{\theta_2}^1} \|\varphi_{\theta_2}\|_{V_{\theta_2}^2} \right)^{1-\eta}. 
\]
The estimate of $A_2(h)$ is then given straightforwardly. Indeed, we decompose $A_2(h)$ into
\[
\|A_2(h)\|_{L_t^2 L_x^2} \lesssim \|C_{\ll h} P_{\lambda_0} H_{N_0} (C_{\ll h}^{\theta_1} \varphi_{\theta_1}) \|_{L_t^2 L_x^2}^\beta \|C_{\ll h}^{\theta_2} \varphi_{\theta_2}\|_{L_t^2 L_x^2} \\
+ \|C_{\ll h} P_{\lambda_0} H_{N_0} (C_{\ll h}^{\theta_1} \varphi_{\theta_1}) \|_{L_t^2 L_x^2}^\beta \|C_{\ll h} \varphi_{\theta_2}\|_{L_t^2 L_x^2} \\
:= A_{2,1} + A_{2,2}. 
\]
We see that $A_{2,1}$ is essentially the same as $A_{0,2}$ whereas the $A_{2,2}$ is same as $A_{1,2}$. Hence we complete the proof of [2.1] when $d = 3$. 
5. Multilinear estimates II: Two spatial dimensions

Since the angular regularity is not involved in our analysis, we use the notation \( \Theta = (\theta, \lambda) \) and \( \psi_\Theta = P_\lambda \psi_\theta \) for \( \lambda \in 2^N, \theta \in \{+, -\} \). We write

\[
J_\lambda := \sum_{\lambda_4 \geq 1} \left( \sup_{\|\Phi\|_{V^2_d} \leq 1} \sum_{\lambda_0, \theta_4} \left| \int_{\mathbb{R}^{1+2}} \Lambda^{-2} P_{\lambda_0}(\varphi_{\Theta_1}^\lambda, \beta \phi_{\Theta_2}) \tilde{P}_{\lambda_0}(\psi_{\Theta_4}^\lambda, \beta \psi_{\Theta_3}) \, dt \, dx \right| \right)^2
\]

\[
\leq (\text{Low modulation}) + (\text{High modulation})
\]

\[
=: J_{\lambda \geq h} + J_{\lambda \leq h}.
\]

The estimate of \( J_{\lambda \leq h} \) is essentially the same as the three dimensional case. We omit the details.

In advance we note that in the low-modulation-regime, i.e., \( \lambda \gg d \) with High\( \times \)High modulation such as \( \lambda_0 \lesssim \lambda_1 \approx \lambda_2 \) and \( \lambda_0 \lesssim \lambda_3 \approx \lambda_4 \), we must have \( \theta_1 = \theta_2 \) and \( \theta_3 = \theta_4 \). We also observe that the estimate of \( J_{\lambda > h} \) is very straightforward in view of the previous result [6]. It only needs a small modification in multilinear estimates. Indeed, we write

\[
J_{\lambda > h} \lesssim \sum_{\lambda_4 \geq 1} \left( \sup_{\|\Phi\|_{V^2_d} = 1} (I_1 + I_2 + I_3) \right)^2,
\]

where

\[
I_1 = \sum_{\lambda_1, \lambda_2 \geq 1} \cdots, \quad I_2 = \sum_{\lambda_1, \lambda_2 \geq 1} \cdots, \quad I_3 = \sum_{\lambda_1, \lambda_2 \geq 1} \cdots.
\]

We further divide \( I_j, j = 1, 2, 3 \) as follows:

\[
I_1 \lesssim \sum_{\lambda_0 \ll \lambda_1 \approx \lambda_2} \cdots + \sum_{\lambda_1 \ll \lambda_0 \approx \lambda_2} \cdots + \sum_{\lambda_2 \ll \lambda_0 \approx \lambda_1} \cdots
\]

\[
=: I_{11} + I_{12} + I_{13}.
\]

\[
I_2 \lesssim \sum_{\lambda_0 \ll \lambda_1 \approx \lambda_2} \cdots + \sum_{\lambda_1 \ll \lambda_0 \approx \lambda_2} \cdots + \sum_{\lambda_2 \ll \lambda_0 \approx \lambda_1} \cdots
\]

\[
=: I_{21} + I_{22} + I_{23}.
\]

\[
I_3 \lesssim \sum_{\lambda_0 \ll \lambda_1 \approx \lambda_2} \cdots + \sum_{\lambda_1 \ll \lambda_0 \approx \lambda_2} \cdots + \sum_{\lambda_2 \ll \lambda_0 \approx \lambda_1} \cdots
\]

\[
=: I_{31} + I_{32} + I_{33}.
\]

5.1. Estimates of \( I_1 \). If \( \lambda_0 \ll \lambda_1 \approx \lambda_2 \), we use in order the Hölder inequality and bilinear estimates \( \text{(3.3)} \) for the bilinear forms involved in the \((1 - \eta)\) exponent and then simply use Hölder inequality for the bilinear forms involved in the \( \eta \) exponent. We also use \( L^4_{t,x} \)-Strichartz estimates Proposition \( \text{(3.5)} \) for \( \psi_{\Theta_4} \) to obtain the \( V^2 \) norm. The remaining task is very straightforward as
The estimate of $I_{12}$ is very similar to $I_{11}$. We apply Hölder inequality and then use bilinear estimates \[ \text{for the bilinear form $\varphi_{\Theta_1}^t \beta \varphi_{\Theta_2}$ and $\text{for the form $\psi_{\Theta_4} \beta \psi_{\Theta_3}$ involved in the $(1 - \eta)$ exponent, respectively. We again use Hölder inequality for the remaining term involved in $\eta$ exponent.} \]

\[
I_{12} \lesssim \sum_{\lambda_1 \leq \lambda_0, \lambda_0 \leq \lambda_2, \lambda_0 \leq \lambda_3, \lambda_0 \leq \lambda_4} \lambda_0^{-2} (\lambda_1 \lambda_2)^{2} \lambda_3^{3} \left( \lambda_1^{-\frac{2}{3}} \lambda_2^{-\frac{1}{3}} \lambda_3^{-\frac{1}{3}} \| \varphi_{\Theta_1} \|_{L_{t,x}^4} \| \varphi_{\Theta_2} \|_{L_{t,x}^4} \| \varphi_{\Theta_3} \|_{L_{t,x}^4} \| \psi_{\Theta_3} \|_{L_{t,x}^4} \right)^\eta \\
\times (\lambda_1 \lambda_2)^{\frac{\eta}{2} (1-\eta)} \left( \lambda_0 \lambda_3 \right)^{\frac{\eta}{2} (1-\eta)} \left( \| \varphi_{\Theta_1} \|_{V_{\Theta_1}^4} \| \varphi_{\Theta_2} \|_{V_{\Theta_2}^4} \| \psi_{\Theta_3} \|_{V_{\Theta_3}^4} \right)^{1-\eta} \| \Psi_{\Theta_4} \|_{V_{\Theta_4}^2} \\
\lesssim \sum_{\lambda_1 \leq \lambda_0, \lambda_0 \leq \lambda_2, \lambda_0 \leq \lambda_3, \lambda_0 \leq \lambda_4} \lambda_0^{-\frac{2}{3}} (\lambda_1 \lambda_2)^{\frac{\eta}{2} (1-\eta)} \lambda_3^{\frac{\eta}{2} (1-\eta)} \left( \lambda_0 \lambda_3 \right)^{\frac{\eta}{2} (1-\eta)} \left( \lambda_1^{-\frac{2}{3}} \lambda_2^{-\frac{1}{3}} \lambda_3^{-\frac{1}{3}} \| \varphi_{\Theta_1} \|_{L_{t,x}^4} \| \varphi_{\Theta_2} \|_{L_{t,x}^4} \| \psi_{\Theta_3} \|_{L_{t,x}^4} \right)^\eta \\
\times \left( \| \varphi_{\Theta_1} \|_{V_{\Theta_1}^4} \| \varphi_{\Theta_2} \|_{V_{\Theta_2}^4} \| \psi_{\Theta_3} \|_{V_{\Theta_3}^4} \right)^{1-\eta} \| \Psi_{\Theta_4} \|_{V_{\Theta_4}^2} \\
\lesssim \sum_{\lambda_1 \leq \lambda_2, \lambda_0 \leq \lambda_3, \lambda_0 \leq \lambda_4} \left( \frac{\lambda_2}{\lambda_3} \right)^{\frac{\eta}{2} (1-\eta)} \left( \lambda_1^{-\frac{2}{3}} \lambda_2^{-\frac{1}{3}} \lambda_3^{-\frac{1}{3}} \| \varphi_{\Theta_1} \|_{L_{t,x}^4} \| \varphi_{\Theta_2} \|_{L_{t,x}^4} \| \psi_{\Theta_3} \|_{L_{t,x}^4} \right)^\eta \\
\times \left( \| \varphi_{\Theta_1} \|_{V_{\Theta_1}^4} \| \varphi_{\Theta_2} \|_{V_{\Theta_2}^4} \| \psi_{\Theta_3} \|_{V_{\Theta_3}^4} \right)^{1-\eta} \| \Psi_{\Theta_4} \|_{V_{\Theta_4}^2} 
\]

The estimate of $I_{13}$ is identical to the estimate of $I_{12}$. The only task is to interchange the input frequencies $\lambda_1$ and $\lambda_2$. In this manner we observe that $I_{23}$ and $I_{33}$ are identical to $I_{22}$ and $I_{32}$, respectively. We omit the details.
5.2. Estimates of $I_2$. The estimate of $I_{21}$ is also similar as $I_{12}$. We only exchange the role of bilinear forms $\varphi_{\Theta_1}^\dagger \beta \psi_{\Theta_2}$ and $\psi_{\Theta_1}^\dagger \beta \psi_{\Theta_2}$.

$$I_{21} \lesssim \sum_{\lambda_0 \ll \lambda_1 \ll \lambda_2 \ll \lambda_3 \ll \lambda_4} \lambda_0^{-2} \lambda_1^{-\eta} (\lambda_2 \lambda_3 \lambda_4)^{\frac{\eta}{2}} \left( \lambda_1 \lambda_2 \lambda_3 \lambda_4 \psi_{\Theta_1} \| \psi_{\Theta_2} \|_{L^1_{t,x}} \| \psi_{\Theta_3} \|_{L^1_{t,x}} \right)^{\eta} \times \lambda_2^\eta \left( \frac{\lambda_0}{\lambda_1} \right)^{\frac{1}{2} (1-\eta)} \left( \frac{\lambda_3 \lambda_4}{\lambda_1} \right)^{\frac{1}{2} (1-\eta)} \left( \frac{\varphi_{\Theta_1} \| V_{t,x} \| \psi_{\Theta_2} \| V_{t,x} \| \psi_{\Theta_3} \| V_{t,x}}{\psi_{\Theta_4} \| V_{t,x} \| \psi_{\Theta_3} \| V_{t,x}} \right)^{1-\eta}.$$

Now we use bilinear estimates (3.5) and get

$$I_{22} \lesssim \sum_{\lambda_0 \ll \lambda_1 \ll \lambda_2 \ll \lambda_3 \ll \lambda_4} \lambda_0^{-2} (\lambda_1 \lambda_2 \lambda_3 \lambda_4)^{\frac{\eta}{2}} \left( \lambda_1 \lambda_2 \lambda_3 \lambda_4 \psi_{\Theta_1} \| \psi_{\Theta_2} \|_{L^1_{t,x}} \| \psi_{\Theta_3} \|_{L^1_{t,x}} \right)^{\eta} \times \left( \| \varphi_{\Theta_1} \| V_{t,x} \| \psi_{\Theta_2} \| V_{t,x} \| \psi_{\Theta_3} \| V_{t,x} \right)^{1-\eta}.$$

5.3. Estimates of $I_3$. The estimate of $I_{31}$ is similar to $I_{21}$. The only difference is to exchange the role of $\psi_{\Theta_4}$ and $\psi_{\Theta_3}$. Indeed, we have

$$I_{31} \lesssim \sum_{\lambda_0 \ll \lambda_1 \ll \lambda_2 \ll \lambda_3 \ll \lambda_4} \lambda_0^{-2} \lambda_1^{-\eta} \lambda_0^{\frac{1}{2} (1-\eta)} \left( \frac{\lambda_0}{\lambda_1} \right)^{\frac{1}{2} (1-\eta)} (\lambda_3 \lambda_4)^{\frac{\eta}{2}} \left( \lambda_1 \lambda_2 \lambda_3 \lambda_4 \psi_{\Theta_1} \| \psi_{\Theta_2} \|_{L^1_{t,x}} \| \psi_{\Theta_3} \|_{L^1_{t,x}} \right)^{\eta} \times \left( \| \varphi_{\Theta_1} \| V_{t,x} \| \psi_{\Theta_2} \| V_{t,x} \| \psi_{\Theta_3} \| V_{t,x} \right)^{1-\eta}.$$

The simple use of bilinear estimates (3.5) yields

$$I_{32} \lesssim \sum_{\lambda_0 \ll \lambda_1 \ll \lambda_2 \ll \lambda_3 \ll \lambda_4} \lambda_0^{-2} (\lambda_1 \lambda_2 \lambda_3 \lambda_4)^{\frac{\eta}{2}} \left( \lambda_1 \lambda_2 \lambda_3 \lambda_4 \psi_{\Theta_1} \| \psi_{\Theta_2} \|_{L^1_{t,x}} \| \psi_{\Theta_3} \|_{L^1_{t,x}} \right)^{\eta} \times \left( \| \varphi_{\Theta_1} \| V_{t,x} \| \psi_{\Theta_2} \| V_{t,x} \| \psi_{\Theta_3} \| V_{t,x} \right)^{1-\eta}.$$
Finally, by the estimates of $I_j$, $j = 1, 2, 3$ we conclude that

$$I_{\lambda_0 \geq \eta} \lesssim \sum_{\lambda_1 \geq 1} \left( \sum_{\lambda_2, \lambda_3 \geq 1} \left( \frac{\lambda_{\text{med}}}{\lambda_{\text{max}}} \right)^{\delta} \left( \lambda_1^{-\frac{1}{2}} \lambda_2^{-\frac{1}{2}} |z\rangle \frac{1}{2} \left\| \varphi \varphi_\Theta \|_{L^2_{\text{loc}}} \right\| \varphi \varphi_\Theta \|_{L^2_{\text{loc}}} \left\| \psi \varphi_\Theta \|_{L^2_{\text{loc}}} \right\|^2 \right)^{\eta} \right)^2 \left( \left\| \varphi \varphi_\Theta \|_{V^2_\Theta} \right\| \left\| \varphi \varphi_\Theta \|_{V^2_\Theta} \right\| \left\| \psi \varphi_\Theta \|_{V^2_\Theta} \right\| \right)^{1-\eta}.$$

(5.1)

Thus we have

$$\|I_\Theta[V_0 \ast (\varphi \beta \varphi)](t_0, \cdot)\|_{F^{0,0}(I)} \leq C \left( \|\varphi\|_{D^{-\frac{1}{2},0}(I)} \|\varphi\|_{D^{-\frac{1}{2},0}(I)} \|\psi\|_{D^{-\frac{1}{2},0}(I)} \right)^{\eta} \times \left( \left\| \varphi \|_{F^{0,0}(I)} \left\| \varphi \|_{F^{0,0}(I)} \right\| \right)^{1-\eta},$$

which is the desired estimate.

6. Majorana condition: Proof of Theorem 1.2

We define the charge conjugation operator $C_\theta^z$ by

$$C_\theta^z \psi = \theta z \gamma^2 \psi^*,$$

where $z = e^{i \omega}$ for some $\omega \in \mathbb{R}$ and $\theta \in \{+, -\}$. We also define the projection operator $P_\theta^z$ by

$$P_\theta^z \psi = \frac{1}{2} (\psi + C_\theta^z \psi).$$

Then we get

$$P_+^z + P_-^z = I.$$

Proposition 6.1. Let $z = e^{i \omega}$ for any $\omega \in \mathbb{R}$ and $\theta \in \{+, -\}$. The operator $P_\theta^z$ satisfies the following:

$$(P_\theta^z)^2 = P_\theta^z, \quad P_\theta^z P_{-\theta}^z = 0.$$

Proof. An simple computation gives $P_+^z + P_-^z$ is the identity operator. One can observe that

$$P_\theta^z C_\theta^z \psi = P_\theta^z (\theta z \gamma^2 \psi^*) = \frac{1}{2} (\theta z \gamma^2 \psi^* + \theta z \gamma^2 \theta z^* (\gamma^2)^* \psi) = \frac{1}{2} (\theta z \gamma^2 \psi^* + \psi) = P_\theta^z \psi.$$

Here we used $(\gamma^2)^\dagger = -\gamma^2$ and $\gamma^2 \times (-\gamma^2) = I_{\gamma^2}$. Then we see that

$$P_\theta^z P_\theta^z \psi = \frac{1}{2} P_\theta^z (\psi + C_\theta^z \psi) = \frac{1}{2} (P_\theta^z \psi + P_\theta^z C_\theta^z \psi) = \frac{1}{2} (P_\theta^z \psi + P_\theta^z \psi) = P_\theta^z \psi,$$

and hence we conclude that $(P_\theta^z)^2 \psi = P_\theta^z \psi$. This implies that $P_\theta^z P_{-\theta}^z = 0$, since

$$P_\theta^z P_{-\theta}^z \psi = P_\theta^z (I - P_{-\theta}^z) \psi = P_\theta^z \psi - (P_\theta^z)^2 \psi = P_\theta^z \psi - P_\theta^z \psi = 0.$$

This finishes the proof of (6.1). □

Given a spinor field $\psi : \mathbb{R}^{1+d} \rightarrow \mathbb{C}^d$, we have the decomposition

$$\psi = \sum_{\theta \in \{+, -\}} P_\theta^z \psi.$$

The following proposition is readily obtained. However it presents the significant observation on the study of large data well-posedness via the Majorana condition.
Recall that we have put the mass parameter of solutions to the equations for large data by exploiting the Majorana condition. The first step is to consider the system of cubic Dirac equations instead of the above equation which presents for sufficiently smooth \( \psi \):

\[
\psi T = \theta z^* \psi^T (-\gamma^2) \gamma^0 (\psi + \theta z^2 \gamma^0 \psi^*),
\]

where \( \psi^T \) is the transpose of spinor field \( \psi \). Then we obtain

\[
\bar{P}_0 \psi P_0^\ast \psi = \frac{1}{4} (\bar{\psi} \psi + \theta z \psi^\ast \gamma^0 \gamma^2 \psi^* - \theta z^* \psi^T \gamma^2 \gamma^0 \psi + \psi^T (-\gamma^2) \gamma^0 \gamma^2 \psi^*).
\]

Here, we observe that

\[
\psi T (-\gamma^2) \gamma^0 \gamma^2 \psi^* = \psi^T \gamma^0 (\gamma^2)^2 \psi^* = -\psi^T \gamma^0 \psi^* = -(\psi^\ast \gamma^0 \psi)^* = -\bar{\psi} \psi.
\]

Similarly, we see that

\[
-\theta z^* \psi^T \gamma^0 \gamma^2 \psi = \theta z^* \psi^T \gamma^0 \gamma^2 \psi = -(\theta z \psi^\ast \gamma^0 \gamma^2 \psi^*)^*.
\]

Combining these identities, we deduce that

\[
\bar{P}_0 \psi P_0^\ast \psi = \frac{j}{2} \text{Im}(\theta z \bar{\psi} \gamma^2 \psi),
\]

which should be zero, since the LHS is purely real, whereas the RHS is purely imaginary.

Proposition 6.2. For any spinor field \( \psi : \mathbb{R}^{1+d} \to \mathbb{C}^d \), recall that we define \( \bar{\psi} = \psi^\dagger \gamma^0 \). Then we have the following identity:

\[
\bar{P}_0 \psi P_0^\ast \psi = 0
\]

Proof. To see this, we first note that \( \bar{P}_0 \psi P_0^\ast \psi \) must be real-valued. We write

\[
\bar{P}_0 \psi P_0^\ast \psi = \frac{1}{4} (\psi^\dagger + \theta z \psi^T (-\gamma^2)) \gamma^0 (\psi + \theta z \gamma^2 \psi^*),
\]

where \( \psi^T \) is the transpose of spinor field \( \psi \). Then we obtain

\[
\bar{P}_0 \psi P_0^\ast \psi = \frac{1}{4} (\bar{\psi} \psi + \theta z \psi^\ast \gamma^0 \gamma^2 \psi^* - \theta z^* \psi^T \gamma^2 \gamma^0 \psi + \psi^T (-\gamma^2) \gamma^0 \gamma^2 \psi^*).
\]

Here, we observe that

\[
\psi T (-\gamma^2) \gamma^0 \gamma^2 \psi^* = \psi^T \gamma^0 (\gamma^2)^2 \psi^* = -\psi^T \gamma^0 \psi^* = -(\psi^\ast \gamma^0 \psi)^* = -\bar{\psi} \psi.
\]

Similarly, we see that

\[
-\theta z^* \psi^T \gamma^0 \gamma^2 \psi = \theta z^* \psi^T \gamma^0 \gamma^2 \psi = -(\theta z \psi^\ast \gamma^0 \gamma^2 \psi^*)^*.
\]

Combining these identities, we deduce that

\[
\bar{P}_0 \psi P_0^\ast \psi = \frac{j}{2} \text{Im}(\theta z \bar{\psi} \gamma^2 \psi),
\]

which should be zero, since the LHS is purely real, whereas the RHS is purely imaginary.

Now we consider the initial value problems for the Dirac equations

\[
(-i \gamma^\mu \partial_\mu + \psi = [V_0 * (\psi^\dagger \beta \psi)] \psi,
\]

\[
\psi|_{t=0} = \psi_0.
\]

Recall that we have put the mass parameter \( M = 1 \). We shall study the time evolution property of solutions to the equations for large data by exploiting the Majorana condition. The first step is to consider the system of cubic Dirac equations instead of the above equation which presents

\[
-i \gamma^\mu \partial_\mu \varphi + \varphi = V_0 * (\bar{P}_0 \varphi P_0^\ast \phi + \bar{P}_0^\ast \phi P_0 \varphi) \varphi,
\]

\[
-\gamma^\mu \partial_\mu \phi + \phi = V_0 * (\bar{P}_0 \phi P_0^\ast \varphi + \bar{P}_0^\ast \varphi P_0 \phi) \phi.
\]

for sufficiently smooth \( \varphi, \phi \) with initial data

\[
\varphi|_{t=0} = P_0^\ast \psi_0, \quad \phi|_{t=0} = P_0 \varphi_0.
\]

The aim of this section is to prove the following.

Theorem 6.3. Let \( z = e^{i \omega}, \omega \in \mathbb{R} \). Let \( \sigma > 0 \) for \( d = 3 \) and \( \sigma = 0 \) for \( d = 2 \). Then there exists \( 0 < \epsilon < 1 \) such that for any \( A \geq 1 \) and any \( 0 < a \leq \epsilon A^{-1} \), if the initial data satisfy

\[
\| P_0 \varphi_0 \|_{L^2(\mathbb{R}^d)} \leq a, \quad \| P_0 \psi_0 \|_{L^2(\mathbb{R}^d)} \leq A,
\]

then the equation \( (6.3) \) is globally well-posed. To be precise, the Cauchy problem of \( (6.3) \) is globally well-posed in the sense that

\[
P_0^\dagger \psi, P_0^\ast \psi \in C(\mathbb{R}; L^2(\mathbb{R}^d)).
\]
Furthermore, there exist $\varphi^+_0, \phi^+_0 \in L^2$ such that
\[
\lim_{t \to \pm \infty} \| P^+_t \varphi(t) - e^{\theta itA} \varphi^+_0 \|_{L^2} = 0, \\
\lim_{t \to \pm \infty} \| P^+_t \phi(t) - e^{\theta itA} \phi^+_0 \|_{L^2} = 0.
\]

Proof of Theorem 6.3 We recall the Banach space $F^{0, \sigma} \subset C(R; L^2(R^d))$. If $\psi \in F^{0, \sigma}$ is a solution to the cubic Dirac equations (6.2), then by the multilinear estimates given by putting $\eta = 0$ in the multilinear estimates Theorem 2.2, we have
\[
\| \psi \|_{F^{0, \sigma}} \leq \| \psi_0 \|_{L^2} + C \| \varphi_1 \|_{F^{0, \sigma}} \| \varphi_2 \|_{F^{0, \sigma}} \| \varphi_3 \|_{F^{0, \sigma}}.
\]
We consider the set \[ X = \{(\varphi, \phi) \in F^{0, \sigma} \times F^{0, \sigma} : \| \varphi \|_{F^{0, \sigma}} \leq 2\| \varphi(0) \|_{L^2}, \| \phi \|_{F^{0, \sigma}} \leq 2\| \phi(0) \|_{L^2}\} \]
and for $A, a > 0$, we define the norm
\[
\| (\varphi, \phi) \|_X = a^{-1}\| \varphi \|_{F^{0, \sigma}} + A^{-1}\| \phi \|_{F^{0, \sigma}}.
\]
Then $X$ is a complete metric space with the metric corresponding to the norm. Now we let $\Phi = (\Phi_1, \Phi_2)$ be the inhomogeneous solution map for (6.3) given by the Duhamel principle. Then the bound 6.6 and the definition of the set $X$ give
\[
\| \Phi_1(\varphi, \phi) \|_{F^{0, \sigma}} \leq \| \varphi(0) \|_{L^2} + C\| \varphi \|_{F^{0, \sigma}} \| \phi \|_{F^{0, \sigma}} \leq \| \varphi(0) \|_{L^2} + 16C\| \varphi(0) \|_{L^2} \| \phi(0) \|_{L^2},
\]
with
\[
\| \Phi_2(\varphi, \phi) \|_{F^{0, \sigma}} \leq \| \phi(0) \|_{L^2} + C\| \phi \|_{F^{0, \sigma}} \| \varphi \|_{F^{0, \sigma}} \leq \| \phi(0) \|_{L^2} + 16C\| \phi(0) \|_{L^2} \| \varphi(0) \|_{L^2}.
\]
Then we put $a \leq \frac{1}{16CA}$ and deduce that the map $\Phi$ is the flow map from $X$ into $X$. By multilinear estimates lead us that the map $\Phi$ is a contraction on the set $X$. Indeed, suppose that we have $(\varphi_1, \phi_1), (\varphi_2, \phi_2) \in X$. Then we estimate
\[
\| \Phi_1(\varphi_1, \phi_1) - \Phi_1(\varphi_2, \phi_2) \|_{F^{0, \sigma}} \leq 16CA \| \varphi_1 - \varphi_2 \|_{F^{0, \sigma}} + 8CA^2 \| \phi_1 - \phi_2 \|_{F^{0, \sigma}}
\]
and
\[
\| \Phi_2(\varphi_1, \phi_1) - \Phi_2(\varphi_2, \phi_2) \|_{F^{0, \sigma}} \leq 16CA \| \phi_1 - \phi_2 \|_{F^{0, \sigma}} + 8CA^2 \| \varphi_1 - \varphi_2 \|_{F^{0, \sigma}}.
\]
In consequence we obtain
\[
\| \Phi(\varphi_1, \phi_1) - \Phi(\varphi_2, \phi_2) \|_X \leq 24CA \| \varphi_1 - \varphi_2 \|_{F^{0, \sigma}} + 24CA \| \phi_1 - \phi_2 \|_{F^{0, \sigma}} = 24CA \| (\varphi_1, \phi_1) - (\varphi_2, \phi_2) \|_X.
\]
Thus by choosing $\epsilon = \frac{1}{48C}$, the solution map $\Phi$ is a contraction on $X$ for any $a \leq \epsilon A^{-1}$.
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