KASHAEV–RESHETIKHIN INVARIANTS OF LINKS
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Abstract. Kashaev and Reshetikhin previously described a way to define holonomy invariants of knots using quantum sl$_2$ at a root of unity. These are generalized quantum invariants depend both on a knot $K$ and a representation of the fundamental group of its complement into SL$_2$(C); equivalently, we can think of KR($K$) as associating to each knot a function on (a slight generalization of) its character variety. In this paper we clarify some details of their construction. In particular, we show that for $K$ a hyperbolic knot KaRe($K$) can be viewed as a function on the geometric component of the $A$-polynomial curve of $K$. We compute some examples at a third root of unity.
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1. INTRODUCTION

Kashaev and Reshetikhin used the braiding on quantum sl$_2$ at a root of unity to construct invariants of tangles equipped with flat sl$_2$-connections on their complements. We refer to their invariant as a holonomy invariant because it depends on both topology of the tangle $T$ and the holonomy representation $\rho : \pi_1(S^3 \setminus T) \to SL_2(\mathbb{C})$ associated to the flat sl$_2$-connection. Our goal in this paper
is to clarify some of the details in their construction in order to obtain a well-defined knot invariant, describe some of its properties, and to compute some examples.

1.1. Reshetikhin–Turaev and Kashaev–Reshetikhin invariants. Let’s begin by recalling the Reshetikhin–Turaev [16] prescription for producing knot invariants from representations of quantum groups, modified in a standard way so that it applies to representations of quantum dimension 0.

(1) Consider a knot $K$, a quantum group $U_q(g)$, and an irreducible representation $V$.

(2) Fix a Morse presentation of the string knot $K'$ obtained by cutting open $K$ at a point.

(3) Break up $K'$ into a sequence of cups, caps, and crossings.

(4) Interpret each elementary piece as a map between tensor products of $V$ and $V^*$, using the braiding (for crossings), evaluation, coevaluation, quantum trace, and quantum cotrace (for cups and caps, depending on orientation).

(5) Compose all these maps giving a map $f: V \rightarrow V$. Because $V$ is irreducible, $f = \langle f \rangle \text{id}_V$ is a multiple of the identity. The scalar $\langle f \rangle$ is an invariant of $K$.

The last step is necessary if the quantum dimension, i.e. the quantum trace of $\text{id}_V$, is zero, as it is in our examples. There is a more sophisticated way to deal with this problem, the modified dimensions of Geer, Patureau-Mirand, and Turaev [7]. We could use this theory to extend our construction to links (since it shows that the invariants do not depend on which component we cut) but since we are mostly interested in knots we do not do this here.

The Kashaev–Reshetikhin construction is a modified version of this procedure for the quantum group $F_q(SL_2^*(\mathbb{C}))$ for $q = \zeta$ a root of unity. The algebra $F_q(SL_2^*(\mathbb{C}))$ is a slight variant of the Kac–De Concini unrestricted quantum group with a different normalization of the generators $E$ and $F$; they are isomorphic whenever $q - q^{-1}$ is invertible.

The key difference with the RT construction is the braiding. Instead of being an isomorphism between modules $V \otimes W \rightarrow W \otimes V$, the braiding is a map of modules $V \otimes W \rightarrow W' \otimes V'$ where $W'$ and $V'$ are new modules determined by $V$ and $W$. Furthermore this braiding is only defined for a generic choice of $V$ and $W$. (Here generic means that their central characters live in a specific Zariski open subspace of $\text{Spec}(Z(F_q(SL_2^*(\mathbb{C})))) = SL_2^*(\mathbb{C})$.)

Thus, before we can extract an invariant following the above process, we first need to fix a labeling of the knot diagram by generic representations of $F_q(SL_2(\mathbb{C}))$ compatible with the action of the braiding. Kashaev and Reshetikhin observed that such a labeling is closely related to a choice of flat $\mathfrak{sl}_2$-connection in the complement of the knot, and it is well-known that a flat connection $\alpha$ on $M$ is essentially equivalent to a representation $\pi_1(M) \rightarrow SL_2(\mathbb{C})$ up to conjugacy.

Blanchet, Geer, Patureau-Mirand, and Reshetikhin [1] made this connection precise as follows. Let $\zeta$ be a primitive $\ell$th root of unity. Then a generic labelling of

\footnote{In this paper we are working with the category of weight \textit{bimodules} over $F_q(SL_2^*(\mathbb{C}))$. Computations of modified dimensions in the literature (such as [6]) mostly consider the category of weight \textit{modules} using a different braiding. In principle this could make a significant difference, and it would be interesting to compute the bimodule case in detail.}

\footnote{Our change in normalization simplifies the correspondence between central characters and group elements given in Proposition [1]. More abstractly, it is so that at $q = 1$ we obtain the algebra of functions on the group $SL_2(\mathbb{C})$ instead of the universal enveloping algebra $U(\mathfrak{sl}_2)$.}
a diagram of a link $L$ in $S^3$ by representations of $F_\ell(\mathbb{C})$ is exactly the same
as a generic map in $\text{Hom} \left( \pi_1^{(\ell)}, \text{SL}_2(\mathbb{C}) \right)$. Here $\pi_1^{(\ell)} = \pi_1^{(\ell)}(L)$ is the $\ell$th generalized
knot group of $L$; an element of $\text{Hom} \left( \pi_1^{(\ell)}, \text{SL}_2(\mathbb{C}) \right)$ is roughly the same thing as a
homomorphism $\pi(S^3 \setminus L) \to \text{SL}_2(\mathbb{C})$ along with a choice of $\ell$th root of each meridian.
This can be formalized as a \textit{generic biquandle factorization} of the \textit{conjugation quandle}
associated with $\text{SL}_2(\mathbb{C})$.

In summary, the Kashaev-Reshetikhin invariant (KaRe$(K)$ for short) is a rational
function on the affine variety $\text{Hom} \left( \pi_1^{(\ell)}, \text{SL}_2(\mathbb{C}) \right)$ which can be produced by the
following recipe:

1. Fix a Morse presentation of the $(1,1)$-tangle (string knot) $K'$ obtained by
cutting open $K$ at a point.
2. Use the representation of the generalized knot group and the factorization
map to assign to each edge an element of $\text{SL}_2(\mathbb{C})$ together with a choice of
$r$th root for its eigenvalues. (In some cases we might have to conjugate the
representation $\rho$ first, but this can always be done.)
3. Use the inverse of the central character map to give a labeling of the edges
by irreducible representations of the quantized ring of functions $F_\ell(\mathbb{C})$.
4. Replace the irrep $V$ by the simple bimodule $\text{End} \left( V \right)$.
5. Use the formulas for braiding, cup, and cap to interpret $K'$ as a map
of simple $F_\ell(\mathbb{C})$-bimodules. The generic condition assures that the
braiding is well-defined.
6. Since the bimodule is simple, this gives a number, the value of the Kashaev-
Reshetikhin invariant for that point in $\text{Hom} \left( \pi_1^{(\ell)}, \text{SL}_2(\mathbb{C}) \right)$.

As with the RT construction, this process gives a functor from a category of $G$-graded
tangle diagrams to a braided monoidal category. It is a special case of the functors
defined in [9]. The modification using $(1,1)$-tangle diagrams can be understood in
terms of the \textit{quasi-functors} of [7, Section 4].

1.2. \textbf{Geometric interpretation}. The generalized representation variety $\mathfrak{X}^{(\ell)}_K =
\text{Hom} \left( \pi_1^{(\ell)}, \text{SL}_2(\mathbb{C}) \right)$ is a complicated space (it is a finite-sheeted cover of the repre-
sentation variety of $K$) so our construction produces a rather complicated invariant.
By looking more closely at the structure of $\mathfrak{X}^{(\ell)}_K$ we can simplify it. Because
KR$(K)$ is constant on the orbits of the conjugation action of $\text{SL}_2(\mathbb{C})$, we can pro-
cede a rational function on the (extended) character variety, i.e. the GIT quotient
$\mathfrak{X}^{(\ell)}_K = \mathfrak{X}^{(\ell)}_K // \text{SL}_2(\mathbb{C})$.

The character variety $\mathfrak{X}_K$ (and its extended version $\mathfrak{X}^{(\ell)}_K$) is still somewhat
complicated. One way to give it a simpler description is to use the peripheral
subgroup of $\pi_1$ generated by the longitude and meridian. By considering the
eigenvalues $L^{\pm 1}$ and $M^{\pm 1}$ of these two elements we get a subvariety of $\mathbb{C}P^2$ cut
out by the $A$-polynomial [4, 3], a Laurent polynomial $A_K(M, L)$. When our knot
$K$ is hyperbolic $\mathfrak{X}_K$ has a distinguished geometric component, and it turns out [5,
Theorem 3.1] that this component is birationally equivalent to a component $\mathfrak{X}^{(\ell)}_K$ of the
$A$-polynomial curve.

\footnote{More accurately, it is an $\ell$th root when $\ell$ is odd. When $\ell$ is even it is instead a $(\ell/2)$th root
and there is an extra sign. See Definition 5.1 for details.}
The same story works for the generalized character variety $\mathfrak{X}_K^{(\ell)}$ and a simple generalization $A_K^{(\ell)}(\mu, L)$ of the $A$-polynomial; here the variable $\mu$ is an $\ell$th root of the variable $M$ of the $A$-polynomial. In particular, we can think of our invariant $KR$ as defining a rational function on the curve $\mathfrak{X}_K$ cut out by the generalized $A$-polynomial of $M$. This gives a simpler invariant of $K$ that still incorporates geometric information.

When $K$ is hyperbolic it (by definition) has a representation $\rho_{\text{hyp}} \in \mathfrak{R}_K$ corresponding to the complete finite-volume hyperbolic structure on the complement of $K$. This representation is unique up to conjugation, so it gives a distinguished point of $\mathfrak{X}_K$. The geometric component of $\mathfrak{X}_K$ is the component containing $\rho_{\text{hyp}}$. The value $KR(K, \rho_{\text{hyp}})$ of $KR$ at this point is a scalar invariant of $K$ related to the hyperbolic geometry of $S^3 \setminus K$.

1.3. Relationship with other work. This article is based on an unfinished preprint by SM and NS (2010) and the PhD thesis [2] of KCC (2019). The final version of the article was prepared by CMS.

In parallel to this work, Blanchet, Geer, Patureau-Mirand, and Reshetikhin gave [1] a construction of holonomy invariants closely related to the original [9] Kashaev–Reshetikhin invariants, including the details of the generic correspondence between points of $\text{Hom}\left(\pi_1^{(\ell)}, \text{SL}_2(\mathbb{C})\right)$ and labeled diagrams. They used this to describe a holonomy invariant of links denoted BGPR. CMS showed [13] that for $\zeta = i$ the quantum double (a sort of norm-square) of $\text{BGPR}(L, \rho)$ is equal to the Reidemeister torsion of $S^3 \setminus L$ twisted by $\rho$.

The BGPR construction uses simple modules $V$, while our invariant is defined using simple bimodules $\text{End}(V)$. From this, one might expect (up to normalization)

$$\text{BGPR}(K, \rho) \cdot \text{BGPR}(\overline{K}, \rho) = KR(K, \rho)$$

where $\overline{K}$ is the mirror image of $K$. However, this equation does not appear to hold, at least in this simple form. It would be interesting to better understand the relationship between BGPR and KR.
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2. Quantum $\mathfrak{sl}_2$ at a root of unity

2.1. The quantized function algebra.

Definition 2.1. Let $\text{SL}_2(\mathbb{C})$ be the usual special linear group, i.e. the group of $2 \times 2$ complex matrices with determinant 1. The Poisson dual group of $\text{SL}_2(\mathbb{C})$ is

\footnote{As before, the situation is slightly more complicated when $\ell$ is even.} $\mathfrak{sl}_2$ is a Poisson–Lie group, so $\mathfrak{sl}_2$ is a Poisson–Lie bialgebra. Taking the dual of this structure and integrating to a group gives $\text{SL}_2(\mathbb{C})$.}
the group
\[ \text{SL}_2^*(\mathbb{C}) := \left\{ \begin{pmatrix} \kappa & 0 \\ \phi & 1 \end{pmatrix}, \begin{pmatrix} 1 & \epsilon \\ 0 & \kappa \end{pmatrix} \right| \kappa \neq 0 \right\} \subseteq \text{GL}_2(\mathbb{C}) \times \text{GL}_2(\mathbb{C}). \]

The quantized algebra of functions on this group is the key ingredient in our construction.

**Definition 2.2.** Let \( F_q(\text{SL}_2^*(\mathbb{C})) \) be the algebra over \( \mathbb{Q}[q, q^{-1}] \) generated by \( E, F, \) and \( K^{\pm 1} \), subject to the following relations:

- \( KE = q^2 EK \),
- \( KF = q^{-2} FK \), and
- \( [E, F] = (q - q^{-1})(K - K^{-1}) \).

This algebra is a Hopf algebra with the coproduct defined by:

- \( \Delta(K) = K \otimes K \),
- \( \Delta(E) = E \otimes K + 1 \otimes E \), and
- \( \Delta(F) = F \otimes 1 + K^{-1} \otimes F \).

The counit and antipode are given by, 
\( \varepsilon(K) = 1 \), \( \varepsilon(E) = \varepsilon(F) = 0 \), \( S(K) = K^{-1} \), \( S(E) = EK^{-1} \), and \( S(F) = KF \).

This algebra is almost identical to the unrestricted quantum group of De Concini and Kac. Its main difference is the specialization at \( q = 1 \), where the De Concini–Kac form has been modified to yield \( U(\mathfrak{sl}_2) \), while our algebra specializes to the ring of functions \( F(\text{SL}_2^*(\mathbb{C})) \).

This algebra can be specialized to any point of \( \text{Spec}(\mathbb{Q}[q, q^{-1}]) \); in particular we can specialize \( q \) to any nonzero complex number. We care about the specializations of the form \( F_\zeta(\text{SL}_2^*(\mathbb{C})) \) for \( \zeta \) a primitive \( \ell \)th root of unity. From now on, we take \( \zeta \) to be such a root for odd \( \ell \geq 3 \).

The key fact about \( F_\zeta(\text{SL}_2^*(\mathbb{C})) \) is that it has a large center:

**Definition 2.3.** Let \( Z_0 \) be the subalgebra of \( F_\zeta(\text{SL}_2^*(\mathbb{C})) \) generated by \( E^\ell, F^\ell, K^{\pm \ell} \).

**Proposition 2.4.** \( Z_0 \) is a central Hopf subalgebra. Furthermore, \( \text{Spec } Z_0 \) is isomorphic as an algebraic group to \( \text{SL}_2^*(\mathbb{C}) \), via the following recipe for thinking of elements of \( \text{SL}_2^*(\mathbb{C}) \) as functions on \( Z_0 \):

\[ (1) \quad \begin{pmatrix} \kappa & 0 \\ \phi & 1 \end{pmatrix}, \begin{pmatrix} 1 & \epsilon \\ 0 & \kappa \end{pmatrix} \mapsto E^\ell \mapsto \epsilon \]

\[ K^\ell \mapsto \kappa \]

We will identify (closed, complex) points of \( \text{SL}_2^*(\mathbb{C}) \) with \( Z_0 \)-characters, that is homomorphisms \( \chi : Z_0 \to \mathbb{C} \). In this case the above recipe associates \( \chi \) to the group element

\[ \begin{pmatrix} \chi(K^\ell) & 0 \\ -\chi(K^\ell F^\ell) & 1 \end{pmatrix}, \begin{pmatrix} 1 & \chi(E^\ell) \\ 0 & \chi(K^\ell) \end{pmatrix} \in \text{SL}_2^*(\mathbb{C}). \]

\[ \text{When } \ell = 2r \text{ is even, we instead use } r \text{th powers of the generators and there are some extra signs. Both even and odd } \ell \text{ are considered in } \cite{1}, \text{ Section 6}, \text{ and } \cite{12} \text{ focuses on the even case.} \]
Definition 2.5. The Casimir element of $F_\zeta(SL^*_2(\mathbb{C}))$ is

$$\Omega = EF + \zeta^{-1}K + \zeta K^{-1}.$$ 

Theorem 2.6. The center of $F_\zeta(SL^*_2(\mathbb{C}))$ is generated by $Z_0$ and $\Omega$. The only polynomial relation between the generators is

$$E^\ell F^\ell = \prod_{m=0}^{\ell-1} (\Omega - \zeta^{k}K - \zeta^{-k}K^{-1})$$

equivalently

$$C_{b\ell}(\Omega) = K^\ell + K^{-\ell} + E^\ell F^\ell$$

where $C_{b\ell}$ is the $\ell$th renormalized Chebyshev polynomial, determined by

$$C_{b\ell}(2 \cos \theta) = 2 \cos (\ell \theta).$$

Essentially, this says that the spectrum of the center of $F_\zeta(SL^*_2(\mathbb{C}))$ is a $\ell$-fold cover of Spec $Z_0 = SL^*_2(\mathbb{C})$, so irreducible representations of $F_\zeta(SL^*_2(\mathbb{C}))$ are parametrized by points of $SL^*_2(\mathbb{C})$ along with a choice of $r$th root. This explains why we use representations of the generalized knot group instead of the usual knot group.

2.2. The Casimir and eigenvalues.

Definition 2.7. Let $\chi$ be a $Z_0$-character, equivalently a point of $SL^*_2(\mathbb{C})$. We write

$$\psi(\chi) = \begin{pmatrix} \chi(K^\ell) & 0 \\ -\chi(K^\ell F^\ell) & 1 \end{pmatrix} \begin{pmatrix} 0 & \chi(E^\ell) \\ 0 & \chi(K^\ell) \end{pmatrix}^{-1}$$

for the defactorization of $\chi$. By abuse of notation, we set

$$tr \chi = tr \psi(\chi) = \chi(K^\ell + K^{-\ell} + E^\ell F^\ell)$$

Later in Section 3, we will associate a strand of a knot diagram labeled by $\chi$ with (a conjugate of) the matrix $\psi(\chi)$. In particular, we are interested in the eigenvalues of $\psi(\chi)$. The choice of an $r$th root of these eigenvalues is closely related to the action of the Casimir:

Proposition 2.8. Let $V$ be an irreducible $F_\zeta(SL^*_2(\mathbb{C}))$-module. Then $Z_0$ acts on $V$ by some character $\chi$. Furthermore, if $tr \chi = \lambda + \lambda^{-1}$, then $\Omega$ acts on $V$ by $\mu + \mu^{-1}$, where $\mu^\ell = \lambda$.

Proof. The first claim is Schur’s lemma. For the second, suppose that $\Omega$ acts on $V$ by $\omega = \zeta^{a} + \zeta^{-a} = 2 \cos(\pi a / \ell)$ for some $a \in \mathbb{C}$. Then by Theorem 2.6

$$tr \chi = \chi(C_{b\ell}(\Omega)) = C_{b\ell}(2 \cos(\pi a / \ell)) = 2 \cos(\pi a) = \zeta^{\ell a} + \zeta^{-\ell a}$$

and we see that $\mu = \zeta^{a}$, $\lambda = \zeta^{\ell a}$. 

3. REPRESENTATIONS OF THE QUANTUM GROUP

As with any algebra, representations of $F_\zeta(SL^*_2(\mathbb{C}))$ are parametrized by the spectrum of its center. As seen in the previous section, the center of $F_\zeta(SL^*_2(\mathbb{C}))$ is an $r$-fold cover of the algebraic group $SL^*_2(\mathbb{C})$. We want to restrict to a certain family of well-behaved modules parametrized by this group.
Definition 3.1. Let $V$ be a $F_\zeta(\text{SL}_2^+(\mathbb{C}))$-module. We say it is a \textit{weight module} if the center $Z_\Omega[\Omega]$ of $F_\zeta(\text{SL}_2^+(\mathbb{C}))$ acts diagonalizably on $V$. We write $\mathcal{C}$ for the category of finite-dimensional $F_\zeta(\text{SL}_2^+(\mathbb{C}))$ weight modules, and $\mathcal{C}_\chi$ for the subcategory of modules for which $Z_\Omega$ acts by the character $\chi \in \text{SL}_2^+(\mathbb{C})$.

Definition 3.2. Let $\chi$ be a $Z_\Omega$-character, and let $\mu$ satisfy $\text{tr} \chi = (\mu^\ell + \mu^{-\ell})$; in this case we call $\mu$ a \textit{fractional eigenvalue} for $\chi$. Write $\beta^r = \chi(K^r)$ and $\epsilon = \chi(E^r)$. We denote by $V_{\chi,\mu}$ the $F_\zeta(\text{SL}_2^+(\mathbb{C}))$-module with basis $v_0, \ldots, v_{\ell-1}$ and action

$$K \cdot v_k = \beta \zeta^{2k} v_k \quad \Omega \cdot v_k = (\mu + \mu^{-1}) v_k \quad E \cdot v_k = \begin{cases} v_{k+1} & 0 \leq k < \ell - 1, \\ \epsilon v_0 & k = \ell - 1, \end{cases}$$

This presentation depends on a choice of $\ell$th root $\beta$ of $\chi(K^\ell)$, but this choice does not affect the isomorphism class of $V_{\chi,\mu}$; so we usually ignore it. Similarly $V_{\chi,\mu^2} \cong V_{\chi,\mu^{-2}}$.

The representations $V_{\chi,\mu}$ are isomorphic to the \textit{cyclic representations} of $[1$, Section 4.1], although we have given a slightly different description of them. They are also the same as the \textit{cyclic modules} of $[1$, Section 6], although we include the cases $\text{tr} \chi = \pm 2$.

Proposition 3.3. The representations $V_{\chi,\mu}$ are irreducible $\ell$-dimensional weight modules for $F_\zeta(\text{SL}_2^+(\mathbb{C}))$.

Given a $Z_\Omega$-character $\chi$, a choice of fractional eigenvalue $\mu$ extends $\chi$ to a character $\hat{\chi} : Z_\Omega[\Omega] \to \mathbb{C}$ by $\hat{\chi}(\Omega) = \mu + \mu^{-1}$.

Proposition 3.4. The quotient $F_\zeta(\text{SL}_2^+(\mathbb{C}))/\ker \hat{\chi}$ is a simple $F_\zeta(\text{SL}_2^+(\mathbb{C}))$-bimodule of dimension $\ell^2$ and $\text{End}(V_{\chi,\mu}) \cong F_\zeta(\text{SL}_2^+(\mathbb{C}))/\ker \hat{\chi}$.

Proof. This follows from the fact that $V_{\chi,\mu}$ is simple and the center of $F_\zeta(\text{SL}_2^+(\mathbb{C}))$ is $Z_\Omega[\Omega]$. To see that $\text{End}(V_{\chi,\mu})$ has dimension $\ell^2$, observe that by Theorem 2.6 it has a basis $K^i E^j$ for $0 \leq i, j \leq \ell - 1$.

We introduce the bimodules $\text{End}(V_{\chi,\mu})$ in order to unambiguously define the braiding, as discussed in the next section.

4. Braiding on the Quantized Function Algebra

Unlike $F_q(\text{SL}_2^+(\mathbb{C}))$, the algebra $F_\zeta(\text{SL}_2^+(\mathbb{C}))$ is not quasitriangular. Instead, there is an outer automorphism

$$\mathcal{R} : F_\zeta(\text{SL}_2^+(\mathbb{C})) \otimes F_\zeta(\text{SL}_2^+(\mathbb{C})) \to (F_\zeta(\text{SL}_2^+(\mathbb{C})) \otimes F_\zeta(\text{SL}_2^+(\mathbb{C})))[W^{-1}],$$

where $W = 1 + (-1)^i K^{-r} E^r \otimes F^r K^r$, satisfying the Yang-Baxter equations

$$(\Delta \otimes 1) \mathcal{R}(u \otimes v) = \mathcal{R}_{13} \mathcal{R}_{23} (\Delta(u) \otimes v)$$

and

$$(1 \otimes \Delta) \mathcal{R}(u \otimes v) = \mathcal{R}_{13} \mathcal{R}_{12} (u \otimes \Delta(v))$$

and

$$(\epsilon \otimes 1) \mathcal{R}(u \otimes v) = \epsilon(u)v$$

and

$$(1 \otimes \epsilon) \mathcal{R}(u \otimes v) = \epsilon(v)u.$$
Here $\Delta$ is the coproduct, $\epsilon$ the counit, and $R_{ij}$ means the action on the $i$th and $j$th tensor factors.

In a quasitriangular Hopf algebra, $R$ comes from conjugation by an element called the $R$-matrix. This is not the case for $F_\zeta(SL_2^r(C))$, but there is a version of $F_\zeta(SL_2^r(C))$ defined over formal power series in $\hbar$ (with $q = e^h$) which has an $R$-matrix. The conjugation action of this element is still well-defined in the specialization $q = \zeta$, giving the outer automorphism $\mathcal{R}$. For more details, see [10].

We can characterize the action of $\mathcal{R}$ on $F_\zeta(SL_2^r(C)) \otimes F_\zeta(SL_2^r(C))$ by

\begin{align*}
(2) \quad R(E \otimes 1) &= E \otimes K \\
(3) \quad R(1 \otimes F) &= K^{-1} \otimes F \\
(4) \quad R(1 \otimes K) &= (1 \otimes K)X^{-1} \\
(5) \quad R(\Delta(u)) &= \Delta^\text{op}(u), \quad u \in F_\zeta(SL_2^r(C)).
\end{align*}

where $X = 1 - \zeta K^{-1}E \otimes FK$.

**Proposition 4.1.** $R$ extends uniquely to an algebra automorphism $F_\zeta(SL_2^r(C)) \otimes F_\zeta(SL_2^r(C)) \to (F_\zeta(SL_2^r(C)) \otimes F_\zeta(SL_2^r(C)))[W^{-1}]$ and

\[ R(\Omega \otimes 1) = \Omega \otimes 1, \quad R(1 \otimes \Omega) = 1 \otimes \Omega. \]

Now let $\chi_1, \chi_2$ be $Z_0$-characters with fractional eigenvalues $\mu_1, \mu_2$. If $(\chi_1 \otimes \chi_2)(W) \neq 0$, then the automorphism $R$ descends to a map of bimodules

$R : \text{End}(V_{\chi_1, \mu_1}) \otimes \text{End}(V_{\chi_2, \mu_2}) \to \text{End}(V_{\chi_3, \mu_1}) \otimes \text{End}(V_{\chi_4, \mu_2})$

where $\chi_3, \chi_4$ are in general different from both $\chi_1$ and $\chi_2$, determined by the rule

$\chi_3 \otimes \chi_4)R = \chi_1 \otimes \chi_2.$

This corresponds to the fact that the holonomy of a path around a strand of a knot diagram changes at the crossings. We can describe $\chi_3$ and $\chi_4$ in terms of $\chi_1$ and $\chi_2$ by computing the action of $R$ on $Z_0 \otimes Z_0$, but there is a more enlightening geometric interpretation given in Section 5.

As mentioned above, the braiding $\mathcal{R}$ is only defined when

$$(\chi_1 \otimes \chi_2)(W) = 1 - \chi_1(K^{-\ell}E^\ell)\chi_2(F^\ell K^\ell) \neq 0.$$\]

When this holds, we say that the pair $(\chi_1, \chi_2)$ is admissible. Because not all pairs of $Z_0$-characters are admissible, the braiding is only partially defined. Dealing with this rigorously requires introducing the concept of a generically defined biquandle [1] Section 5]. The key observation is that the set of admissible pairs is large (Zariski open and dense), so we can always globally conjugate away from them. As such the partially-defined braiding is rarely an issue in practice.

One advantage of defining a braiding using the map $\mathcal{R}$ is that its matrix consists of rational functions in the parameters of the characters.

**Proposition 4.2.** With respect to the base $\{K^iE^j : 0 \leq i, j \leq \ell-1\}$ of $\text{End}(V_{\chi_i, \mu_i})$ the matrix components of

$R : \text{End}(V_{\chi_1, \mu_1}) \otimes \text{End}(V_{\chi_2, \mu_2}) \to \text{End}(V_{\chi_3, \mu_1}) \otimes \text{End}(V_{\chi_4, \mu_2})$

are rational functions in the parameters

$\chi_i(K^\ell), \chi_i(E^\ell), \chi_i(F^\ell), \chi_i(\Omega) = (\mu + \mu^{-1}).$

\[8\text{Technically this is a basis only when } \chi_i(E^\ell) \neq 0, \text{ so } E \text{ acts invertibly. Generically this is true; when it is not, we can instead use the basis } K^\ell F^\ell, \text{ or either in the case where } \chi_i(E^\ell) = \chi_i(F^\ell) = 0.\]
Proof. This follows from the defining equations (2) and using the relation

\[ F = (\Omega - \zeta K - \zeta^{-1}K^{-1})E^{-1} \]

with \( E^{-1} = (E^r)^{-1}E^{r-1} \) to eliminate powers of \( F \). To see that terms with \( X^{-1} \) do not cause any problems, observe that when \( X = 1 - \zeta K^{-1}E \otimes F K \in \text{End} \left( \chi_3,\mu_3 \right) \otimes \text{End} \left( \chi_4,\mu_4 \right) \) we have

\[ X^{-1} = \frac{\chi_3(K^r)}{\chi_3(E^r)\chi_4(K^r)\chi_4(F^r)} \sum_{m=0}^{r-1} (\zeta K^{-1}E \otimes K F)^j. \]

Notice that, since \( R \) is an outer automorphism, it does not automatically descend to an \( R \)-matrix on modules, by which we mean a map

\[ R_{V,W} : V \otimes W \to V' \otimes W'. \]

In the usual Reshetikhin–Turaev construction, the action of the universal \( R \)-matrix \( R \in F_3(\text{SL}_2(\mathbb{C})) \otimes F_3(\text{SL}_2(\mathbb{C})) \) on \( V \otimes W \) converges defines such an \( R \)-matrix \( R_{V,W} \). However, when \( E \otimes F \) does not act nilpotently on \( V \otimes W \), the action of \( R \) no longer converges. When our representation \( \rho \in \mathcal{X}_K^{(r)} \) is irreducible \( E \otimes F \) is generically invertible so we cannot directly\(^9\) define \( R_{V,W} \) using the universal \( R \)-matrix. Avoiding this problem is our motivation for replacing the simple module \( V \) with the simple bimodule \( \text{End} (V) \).

5. Colored tangle diagrams

In this section we describe how to describe a knot \( K \) with a point

\[ \rho \in \mathcal{H}_K^{(r)} = \text{Hom} \left( \pi_1^{(r)}(K), \text{SL}_2(\mathbb{C}) \right) \]

of its generalized representation variety in a form convenient for \( F_\zeta(\text{SL}_2(\mathbb{C})) \). Our treatment is somewhat informal: for all the details and a more general theory, see \[4\].

Let \( K \) be a knot in \( S^3 \). Recall that the knot group \( \pi(K) \) of \( K \) is the fundamental group of the complement of \( K \) in \( S^3 \). The knot group has distinguished elements called meridians; roughly speaking, a meridian is a path that wraps perpendicularly around a strand of \( K \). There are many meridians, but they are all conjugate. (For a link, instead all meridians of each component are conjugate.)

It is possible to define a generalized knot group \( \pi_1^{(r)}(K) \) which contains \( r \)th roots of the meridians of \( K \) \[17,11\]. Instead of defining \( \pi_1^{(r)}(K) \) in full detail, we simply describe what homomorphisms from it to \( \text{SL}_2(\mathbb{C}) \) are. Specifically, we show how to extend \( \rho \in \text{Hom} \left( \pi(K), \text{SL}_2(\mathbb{C}) \right) \) to an element of \( \text{Hom} \left( \pi_1^{(r)}(K), \text{SL}_2(\mathbb{C}) \right) \).

The idea is as follows: pick a meridian \( m \in \pi_1(K) \). We can diagonalize\(^\text{10}\) \( \rho(m) \) as

\[ \rho(m) = \begin{pmatrix} M & \mathbb{I} \\ M^{-1} & \mathbb{I} \end{pmatrix}, \]

\[ \text{10} \text{There are workarounds, such as in [1] Theorem 6.2] but these introduce phase ambiguities. It seems that eliminating them requires extra structure on the generalized character variety } \mathcal{X}_K^{(r)}. \]

\[ \text{10} \text{If } \rho(m) \text{ has } \pm 1 \text{ as an eigenvalue, then we instead put } m \text{ in Jordan form. Since we don’t actually need the entries of } \rho(m^{1/2}) \text{ this does not cause any problems.} \]
and then choosing an \( \ell \)th root means choosing \( \mu \) with \( \mu^\ell = M \):

\[
\rho(m^{1/\ell}) = \begin{pmatrix} \mu \\ \mu^{-1} \end{pmatrix}.
\]

Since the other meridians are conjugate to \( m \), we can compute them in terms of the above choice.

**Definition 5.1.** Let \( K \) be a knot in \( S^3 \). An element of \( \text{Hom} \left( \pi_1(K, \text{SL}_2(\mathbb{C})) \right) \) is a group homomorphism \( \rho : \pi_1 = \pi_1(S^3 \setminus K) \to \text{SL}_2(\mathbb{C}) \) along with a complex number \( \mu \) such that

\[
\mu^\ell + \mu^{-\ell} = \text{tr} \rho(m)
\]

where \( m \) is a meridian of \( K \). (We could equivalently say that \( \mu^\ell \) is an eigenvalue of \( \rho(m) \).) We call the data \( (\rho, \mu) \) a generalized \( \text{SL}_2(\mathbb{C}) \)-representation of \( \pi_1(K) \) or simply a generalized representation.

The group homomorphism \( \rho \) corresponds (generically) to a choice of \( \mathbb{Z}_0 \)-character on each strand of a diagram of \( K \), as we will describe shortly. The choice of \( \mu \) determines the action of the Casimir \( \Omega \) on the bimodule assigned to each strand.

We can now explain how to associate an element of \( \text{Hom} \left( \pi_1(K, \text{SL}_2(\mathbb{C})) \right) \) to a tangle diagram labelled by pairs \( (\chi, \mu) \), equivalently by simple \( F_\zeta(\text{SL}_2(\mathbb{C})) \)-bimodules. In this context it is most natural to use a slightly nonstandard description of the fundamental group of a knot complement.

**Definition 5.2.** Let \( D \) be an oriented tangle diagram. We can think of \( D \) as a decorated 4-valent planar graph, and we call the edges of this graph segments. We say that \( D \) is colored if each segment is decorated with

1. a central character \( \chi : \mathbb{Z}_0 \to \mathbb{C} \) and
2. a fractional eigenvalue \( \mu \) for \( \chi \).

(Equivalently, this data is a character \( \hat{\chi} : \mathbb{Z}_0[\Omega] \) via \( \hat{\chi}(\Omega) = \mu + \mu^{-1} \).) The characters must satisfy compatibility conditions at each crossing of the diagram, which are given for characters in Figure 1. For the eigenvalues we simply require that strands 1 and 3 have the same value of \( \mu \), and the same for strands 2 and 4.
Some segments are colored by characters. Notice that the closure is well-defined exactly when $x_3 = x_0$ and that in general $x_1 \neq y_0$.

The condition on the fractional eigenvalues is the same as requiring that each segment of each connected component of the tangle has the same fractional eigenvalue. Because we focus on knots, our tangles only have one connected component, so we just need to make a single global choice of $\mu$.

An example of a colored diagram is given in Figure 2, which shows a (1, 1)-tangle whose closure is the figure-eight knot $4_1$. To avoid cluttering the picture we have not labeled every segment of the diagram; the unlabeled segments are determined completely by the rules of Figure 1 once we choose the values of $x_0$ and $y_0$.

A colored tangle diagram $D$ describes a tangle plus a representation $\pi_1^{(T)}(T) \to \text{SL}_2(\mathbb{C})$ of the tangle complement. Here by $\pi_1^{(T)}(T)$ we mean the obvious generalization of $\pi_1^{(L)}(L)$ to tangle complements: viewing a tangle as embedded in $[0, 1]^3$, $\pi_1(T)$ is the fundamental group of the complement of $T$. Meridians still make sense in this context, and a representation $\pi_1^{(T)}(T)$ is a representation of $\pi_1(T)$ plus fractional eigenvalues of the meridian, as before. To describe this representation in terms of the coloring of the diagram, recall that we associated characters $\chi$ to pairs of matrices via the rule (1).
Definition 5.3. For any $\mathcal{Z}_0$-character $\chi$, the upper and lower holonomy are the matrices

$$
\chi^+ = \begin{pmatrix} \kappa & 0 \\ \phi & 1 \end{pmatrix} \quad \text{and} \quad \chi^- = \begin{pmatrix} 1 & \epsilon \\ 0 & \kappa \end{pmatrix},
$$

where

$$
\kappa = \chi(K\ell), \quad \epsilon = \chi(E\ell), \quad \text{and} \quad \phi = -\chi(K\ell E\ell).
$$

Given a path $\gamma$ in the complement of a tangle diagram we can always homotope $\gamma$ so that it only crosses segments of the diagram transversely. At each segment $\gamma$ either goes above or below the segment.

Definition 5.4. Suppose that the path $\gamma$ in the complement of a colored tangle diagram crosses segments labeled by characters $\chi_1, \ldots, \chi_n$. The holonomy of $\gamma$ is the matrix

$$
\rho(\gamma) = (\chi_1^{\eta_1})^{\varepsilon_1} \cdots (\chi_n^{\eta_n})^{\varepsilon_n}
$$

where

- $\eta_i$ is + if $\gamma$ passes above the strand labeled by $\chi_i$ and − if it passes below it, and
- $\varepsilon_i = +1$ if $\gamma$ passes an upward-pointing strand left-to-right and −1 otherwise.
Figure 4. Deriving the relation $\chi_1^+ \chi_2^- = \chi_4^+ \chi_3^-$. 

For example, the path in Figure 3 crosses above $x_0$ positively, above $y_0$ positively, below $y_0$ negatively, then above $x_0$ negatively, so it has holonomy

$$x_0^+ y_0^- (y_0^+)^{-1} (x_0^-)^{-1}.$$ 

If we close up the free ends of the diagram to obtain a diagram of the 4\textsubscript{1} knot, this path is a Wirtinger generator (hence a meridian) of the knot group of 4\textsubscript{1}. In general, a Wirtinger generator $m$ corresponding to a segment colored by a character $\chi$ will have holonomy of the form

$$(y_1^+ \cdots y_k^+) \chi^+ (\chi^-)^{-1} (y_1^+ \cdots y_k^+)^{-1}$$

where the characters $y_i$ represent a path from the basepoint to a region adjacent to the chosen segment. In particular, the holonomy of $m$ is conjugate to the defactorization

$$\psi(\chi) = \chi^+ (\chi^-)^{-1} = \begin{pmatrix} \chi(K^\ell) & -\chi(E^\ell) \\ -\chi(K^\ell F^\ell) & \chi(K^{-\ell} - (\ell 1)E^\ell F^\ell) \end{pmatrix}$$

of $\chi$.

Conversely, suppose the basepoint of the knot group is located near a segment whose Wirtinger generator has holonomy $g$. To determine the character $\chi$ coloring the segment we need to factorize $g$ into upper and lower-triangular parts $g = \chi^+ (\chi^-)^{-1}$. If the basepoint is located somewhere else, then we need to conjugate by some word in the $\chi_i^\pm$.

Because of this issue with the basepoints the Wirtinger generators of the knot group are somewhat difficult to describe directly. As such, it is better to think in terms of representations of the fundamental groupoid of the diagram complement. This groupoid has objects regions of the diagram. For each pair of adjacent regions there are two morphisms representing paths above and below the segment separating them, and these generate the groupoid. (A closely related description is given in [6, Lemma 3.4].) One can derive the relations

$$\begin{align*}
\chi_1^+ \chi_2^+ &= \chi_4^+ \chi_3^+ \\
\chi_1^- \chi_2^+ &= \chi_4^+ \chi_3^- \\
\chi_1^- \chi_2^- &= \chi_4^- \chi_3^-
\end{align*}$$

between the paths (hence the holonomies) at a positive crossing by checking paths above, between, and below the strands. For example, two paths giving the middle relation are shown in Figure 4. It is not hard to determine similar relations for negative crossings.
Lemma 5.5. \(1\) The holonomy representation of a colored diagram is well-defined.
\(2\) Colorings of diagrams are compatible with Reidemeister moves.

Proof sketch. \(1\) It suffices to check the relations on the holonomies \(\chi^\pm\) from the fundamental groupoid of the diagram are compatible with the relations \(\mathcal{R}\) coming from \(\mathcal{R}\). This is straightforward algebra.

\(2\) Fundamentally this holds because \(\mathcal{R}\) is invertible (RII move) and satisfies the Yang-Baxter/braid relation (RIII move). Formally, we say that the mapping \((\chi_1, \chi_2) \rightarrow (\chi_4, \chi_3)\) is a generically defined biquandle, as in \([1, \text{Definition 5.1}]\).

Corollary 5.6. Let \(D\) be a diagram of a tangle \(T\). The holonomy representation of \(D\) gives a well-defined representation of the generalized knot group of \(T\).

In particular, this corollary says that the function \(D \mapsto (K, \rho)\) taking a colored diagram to a knot plus a generalized representation of its complement is well-defined. However, it is not surjective: if we fix a diagram \(D\) of a knot \(K\), not every representation \(\rho \in \text{Hom}(\pi_1(K), SL_2(C))\) will correspond to a valid coloring of the diagram, because the map \(\mathcal{R}\) is only partially defined on the space of characters \((\chi_1, \chi_2)\), and because not every element of \(SL_2(C)\) lies in the image of the holonomy map. (For example, any coloring of the diagram in Figure 2 assigns a path wrapping once around the segment labeled \(x_0\) a matrix with nonzero 1, 1 entry.) However, we can always conjugate \(\rho\) so that it can be described by a colored diagram.

Theorem 5.7. Let \(L\) be a link and \(D\) a diagram of \(L\). Any \(\rho \in \text{Hom}(\pi_1(L), SL_2(C))\) is conjugate to some \(\rho' = g \rho g^{-1}\) that can be expressed as the holonomy of a coloring of \(D\).

Proof. See \([1, \text{Section 5}]\), in particular Theorem 5.10. The idea is that inadmissible colorings are rare, so their complement is a Zariski open dense set, so they can always be avoided.

6. Construction of the invariant

Once we have a colored diagram \(D\) representing a knot \(K\) and a representation \(\rho\) of \(\pi_1(K)\) we can compute the complex number \(KR(K, \rho)\) by following a version of the Reshetikhin–Turaev construction.

As mentioned in the introduction we need to make a slight variation. The modules \(\text{End}(V_{\chi, \mu})\) have vanishing quantum dimension, so the value of the RT construction on any closed diagram will be 0. To fix this, we need to cut open the closed diagram \(D\) along a strand to obtain a \((1,1)\)-tangle diagram \(D'\) whose closure is \(D\). For example, Figure 2 shows such a such a cut-open diagram of the figure-eight knot. We will show later that the value of the invariant does not depend on where we cut open the knot.

By isotoping the diagram \(D'\) we can assume it is in Morse position.\(\text{[11]}\) We then use the following recipe to produce a morphism of \(F_\xi(SL_2(C))\)-bimodules:

- Vertical upward-pointing strands colored by \((\chi, \mu)\) are assigned the simple bimodule \(\text{End}(V_{\chi, \mu})\); vertical downward-pointing strands instead get the dual module.

\(\text{[11]}\)This means that the crossings of the diagrams and critical points of the edges all occur in uniform vertical layers, as in as in Figure 2.
• Positive crossings (Figure 1a) are assigned the map $c = \tau R$ acting on the modules associated to the incoming (bottom) strands (here $\tau(v \otimes w) = w \otimes v$). Negative crossings (Figure 1b) are instead assigned the action of $c^{-1} = R^{-1}\tau$.

• Cups and caps get evaluation and coevaluation morphisms. As usual, some of these are twisted by a pivotal element $K^{\ell - 1}$. The right set of conventions [1, equation (28)] is to set

$$\text{coev} : C \rightarrow V \otimes V^* \quad 1 \mapsto \sum v_j \otimes v^j$$

$$\text{ev} : V^* \otimes V \rightarrow C \quad f \otimes w \mapsto f(K^{\ell - 1}v) = f(v)$$

$$\text{coev} : C \rightarrow V^* \otimes V \quad 1 \mapsto \sum v^j \otimes K^{\ell - 1}v_j$$

for each module $V$ with basis $\{v_j\}$ and dual basis $\{v^j\}$.

Notice that the pivotal element is $K^{\ell - 1}$, not $K^{-1}$ as for generic $q$. This is worked out in [15, Appendix A]; in particular, compare Propositions A.5 and A.13.

For example, we assign the Morse tangle diagram in Figure 5 the map

$$(\text{ev} \otimes \text{id})(\text{id} \otimes c)(c \otimes \text{id})(\text{id} \otimes \text{coev}) : \text{End}(V_{\chi_0,\mu}) \rightarrow \text{End}(V_{\chi_0,\mu})$$

acting on modules $\text{End}(V_{\chi,\mu})$ and their duals determined by the coloring of the diagram. The color $\chi_0$ is the one assigned to the free strands at the top and the bottom. In general, for any diagram $D'$ whose free strands are colored by $(\chi,\mu)$ we obtain a map

$$\text{KR}(D') : \text{End}(V_{\chi,\mu}) \rightarrow \text{End}(V_{\chi,\mu})$$

Because $\text{End}(V_{\chi,\mu})$ is a simple bimodule, any such map is a scalar multiple of the identity:

$$\text{KR}(D') = \langle \text{KR}(D') \rangle \text{id}_{\text{End}(V_{\chi,\mu})}.$$ 

We then define

$$\text{KR}(K,\rho) = \langle \text{KR}(D') \rangle \in \mathbb{C}. $$

**Lemma 6.1.**

1. The number $\text{KR}(D')$ does not depend on the choice of where to cut the diagram open, so it is an invariant of $D$.

2. The number $\text{KR}(D)$ does not depend on the choice of diagram $D$ used to represent $(K,\rho)$.

**Proof.** Claim (2) follows from (1) and the usual Reshetikhin–Turaev construction. (1) is a special case of [7, Lemma 2]. In that article, Geer, Patureau-Mirand, and Turaev show how to extend our cutting-open construction to an invariant of links by using the values on certain open Hopf links containing an ambidextrous object $W$. In our case we can choose $W = \text{End}(V_{\epsilon,1})$, where $\epsilon$ is the identity element of $\text{SL}_2(\mathbb{C})$, which is to say that $\epsilon(K^{\ell}) = 1, \epsilon(E^{\ell}) = \epsilon(F^{\ell}) = 0$.

It can be shown that, in the notation of [7] Lemma 2,

$$S'(W, U) = S'(W, V) \quad \text{and} \quad S'(U, W) = S'(V, W)$$

whenever the simple objects $U$ and $V$ have holonomy lying in the same gauge class, for example by considering a diagram like Figure 6 with $D$ an open Hopf link. For
Figure 5. A Morse presentation of the tangle diagram in Figure

\[ D' \Rightarrow \chi' \]

Figure 6. The diagram \( D' : \chi' \rightarrow \chi' \) is a gauge transformation of (i.e. its holonomy is conjugate to) the diagram \( D : \chi \rightarrow \chi \).

a knot the modules coloring any strand of any diagram lie in the same gauge class (their meridians are conjugate), so we can ignore the normalization factors \( S' \). □

It follows that \( \text{KR}(K, \rho) \) is well-defined as an invariant of \( K \) and \( \rho \in \mathcal{R}_K^{(t)} \).
Lemma 6.2. KR(K, ρ) does not depend on the gauge class of ρ: if ρ′ is another representation with ρ′ = gρg⁻¹ for g ∈ SL₂(ℂ), then KR(K, ρ) = KR(K, ρ').

Proof. This is one of the main results of Blanchet, Geer, Patureau-Mirand, and Reshetikhin, specifically [1, Theorem 5.11]. The key idea of the proof is to view gauge transformations ρ ↦→ gρg⁻¹ in terms of applying Reidemeister moves to the diagrams, as in Figure 6. Since the functor defining KR respects Reidemeister moves it also respects gauge transformations.

A key hypothesis is that the modified dimension function is gauge-invariant. In our case, we are choosing the naive modified dimension d(End (Vχ,µ)) = 1 for every χ and µ. Because we are only working with knots, every strand is colored by something in the gauge class of (χ, µ) (which is in fact determined by µ) so this modified dimension function is gauge-invariant. □

As mentioned in the introduction, extending our invariant to links would require a more sophisticated computation of the modified dimensions d.

7. THE REPRESENTATION VARIETY, THE CHARACTER VARIETY, AND THE A-POLYNOMIAL

One perspective on the invariant KR is that it takes as input a knot K and a generalized representation ρ ∈ Hom (π₁(K), SL₂(ℂ)) and produces a complex number KR(K, ρ). However, it is more informative to think of the family of numbers KR(K, ρ) as ρ ranges over the space of representations. Because KR(K, ρ) depends only on the conjugacy class of ρ, we can instead think of KR(K) as a function on the generalized character variety X_K(ℓ).

In fact, we can simplify further: the rather complicated space X_K(ℓ) is summarized by a simple generalization A_K(ℓ) of the A-polynomial of K, and we can think of KR(K) as a rational function on (some components of) the algebraic curve cut out by A_K(ℓ).

Definition 7.1. The representation variety of a knot K is the space R_K = Hom (π₁(K), SL₂(ℂ)) of homomorphisms from the knot group to SL₂(ℂ). R_K is an affine variety, with coordinates given by the matrix elements of the images of the generators. The character variety is the GIT quotient X_K = R_K // SL₂(ℂ), where SL₂(ℂ) acts on R_K by conjugation.

Explicitly, this means that the quotient map R_K → X_K is given by the trace. Points of R_K are representations of π(K) into SL₂(ℂ), while points of X_K are, roughly speaking, conjugacy classes of such representations. The Kashaev–Reshetikhin invariant can be thought of a function X_K → ℂ, except that we need slightly more data.

Definition 7.2. Let K be a knot, and let m be a meridian of K. The ℓth generalized representation variety R_K(ℓ) is the set of pairs (ρ, µ) ∈ R_K × ℂ× with tr_m(ρ) =

\[ \sum_{i=1}^{2ℓ} \text{tr} A_i \rho \]

\[ + \sum_{i=1}^{ℓ} \text{tr} A_{2i} \rho \]
\[ \text{tr} \rho(m) = (\mu^\ell + \mu^{-\ell}), \text{ i.e. the fiber product} \]

\[
\begin{array}{ccc}
\mathfrak{R}^{(\ell)}_K & \longrightarrow & \mathbb{C}^x \\
\downarrow f & & \downarrow f \\
\mathfrak{R}_K & \longrightarrow & \mathbb{C}
\end{array}
\]

where \( f(\mu) = (\mu^\ell + \mu^{-\ell}) \). Similarly, we define the \( \ell \text{th generalized character variety} \)
to be the fiber product

\[
\begin{array}{ccc}
\mathfrak{X}^{(\ell)}_K & \longrightarrow & \mathbb{C}^x \\
\downarrow f & & \downarrow f \\
\mathfrak{X}_K & \longrightarrow & \mathbb{C}
\end{array}
\]

Because every meridian of \( K \) is conjugate to \( m \) this definition does not depend on the choice of \( m \).

**Theorem 7.3.** For any knot \( K \), \( KR(K) \) is a well-defined function on the generalized character variety \( \mathfrak{X}^{(\ell)}_K \).

**Proof.** We showed that \( KR(K) \) is a function on the representation variety \( \mathfrak{R}^{(\ell)}_K \) that is invariant under conjugation. Each point of \( \mathfrak{X}^{(\ell)}_K \) corresponds to a conjugacy class of representations, so \( KR(K) \) is well-defined on points of \( \mathfrak{X}^{(\ell)}_K \) as well. \( \square \)

Explicitly describing the variety \( \mathfrak{X}_K \) in terms of matrix coefficients of representations is somewhat difficult. It is simpler to instead consider the curve cut out by a certain Laurent polynomial \( A_K(M, L) \) associated to the knot \( K \), the \( A \)-polynomial \( \text{[3, 4]} \). Since \( KR \) is really a function on the generalized character variety \( \mathfrak{X}^{(\ell)}_K \) we will need to generalize the \( A \)-polynomial as well.

We first recall the usual \( A \)-polynomial, discussed in more detail in \( \text{[3]} \). Let \( K \) be a knot in \( S^3 \). We can think of the boundary of the complement \( S^3 \setminus K \) as a torus, which gives an embedding \( H = \mathbb{Z}^2 \rightarrow \pi(K) \) of the torus fundamental group into the knot group. A choice of meridian \( m \) and longitude \( l \) gives a choice of generators of \( H \).

Let \( \rho \in \mathfrak{X}_K \) be a representation. We can always conjugate in \( \text{SL}_2(\mathbb{C}) \) so that

\[ \rho(m) = \begin{pmatrix} M & 1 \\ 0 & M^{-1} \end{pmatrix}, \quad \rho(l) = \begin{pmatrix} L & q \\ 0 & L^{-1} \end{pmatrix} \]

which determines a map \( f : \mathfrak{X}_K \rightarrow \mathbb{C}^x \times \mathbb{C}^x \) via \( f(\rho) = (M, L) \). If we take the closure of the image of \( f \), we obtain a union of 0 and 1-dimensional algebraic subvarieties. The union of the one-dimensional components of the closure \( f(\mathfrak{X}_K) \) is a collection of algebraic curves in \( \mathbb{C}^x \times \mathbb{C}^x \) cut out by the \( A \)-polynomial \( A_K(M, L) \). It can be shown that \( A \) is an integer polynomial defined up to multiplication by terms of the form \( \pm M^a L^b \).

Now that we understand the geometric definition of the \( A \)-polynomial, it is easy to include the role of the fractional eigenvalues \( \mu \).

**Definition 7.4.** The \( \ell \text{th generalized } A \text{-polynomial} \) of a knot \( K \) is the polynomial \( A^{(\ell)}_K(\mu, L) \) given by replacing \( M \rightarrow \mu^\ell \). We write \( \mathfrak{A}^{(\ell)}_K \) for the curve cut out by the polynomial \( A^{(\ell)}_K(\mu, L) \).
We might expect that the restriction map \( X_K \to A_K \) induced by the inclusion of the boundary will lose information, but it turns out that for certain interesting components of \( X_K \) the map \( f \) is a birational isomorphism, and similarly for \( \mathfrak{X}^{(\ell)}_K \). In particular, it is an isomorphism for the commutative component (the simplest) and the geometric component, which we discuss in turn.

Let \( K \) be a knot. Any representation \( \alpha \in \mathfrak{R}_K \) with abelian image is conjugate to one sending every meridian to a diagonal matrix \[
\begin{pmatrix}
M & 0 \\
0 & M^{-1}
\end{pmatrix}
\]
for some \( M \in \mathbb{C} \), which completely determines \( \alpha \). In this case the image of the longitude \( l \) under \( \alpha \) is always the identity matrix, so these representations correspond to a factor \((L - 1)\) of the \( A \)-polynomial of \( K \). For the generalized character variety such representations are determined instead by the choice of \( \mu \) with \( \mu^\ell = M \), which again corresponds to a factor \((L - 1)\) of the generalized \( A \)-polynomial. The commutative component of the generalized \( A \)-polynomial curve \( \mathfrak{A}^{(\ell)}_K \) is the one cut out by the factor \((L - 1)\) of \( A^{(\ell)}_K \).

A knot \( K \) is hyperbolic when its complement admits a discrete, faithful representation \( \rho_{hyp} \) into \( \text{PSL}_2(\mathbb{C}) \), equivalently into \( \text{SL}_2(\mathbb{C}) \). We call the component of \( X_K \) (and the corresponding component of \( X^{(\ell)}_K \)) the geometric component, and similarly for their images in \( A_K \) and \( A^{(\ell)}_K \).

**Theorem 7.5.** For a hyperbolic knot \( K \) the restriction map \( f : \mathfrak{X}^{(\ell)}_K \to \mathfrak{A}^{(\ell)}_K \) is a birational isomorphism on the geometric component.

**Proof.** The case of ordinary character varieties is a theorem [5, Theorem 3.1] of Dunfield. Since the extra data in the generalized case is exactly the same for the character variety and \( A \)-polynomial, \( f \) is still an isomorphism. \( \square \)

**Corollary 7.6.** For any hyperbolic knot \( K \), \( KR \) is a rational function on the commutative and geometric components of the curve \( \mathfrak{A}^{(\ell)}_K \) cut out by \( A^{(\ell)}_K \).

**Proof.** The geometric and commutative components of \( \mathfrak{A}^{(\ell)}_K \) are in birational equivalence with those of \( \mathfrak{X}^{(\ell)}_K \), so it suffices to show that \( KR \) is a rational function on \( \mathfrak{X}^{(\ell)}_K \). Given a point \( P \in \mathfrak{X}^{(\ell)}_K \) we can choose a colored diagram \( D \) representing \( K \) whose holonomy representation has character \( P \). The \( \mathbb{Z}_0[\Omega] \)-characters \( \chi_i \) (which we can think of as an algebraic set by using their values on \( K^r, E^r, F^r \), and \( \Omega \) coloring the strands of \( D \) are rational functions of the point \( P \). The value of \( KR \) is in turn determined by the matrix coefficients of the linear maps assigned to the diagram, which are rational functions of the \( \chi_i \), which proves our claim. \( \square \)

**8. Examples**

We compute some examples of \( KR(K) \) for \( \ell = 3 \), thinking of it as a function on the generalized \( A \)-polynomial curve. *Mathematica* code giving these computations is given in [2].

While we know abstractly that there are rational functions from the geometric component of \( A^{(\ell)}_K \) to that of \( \mathfrak{R}^{(\ell)}_K \) determining it explicitly in order to compute the invariant can be rather involved. (In contrast, for the commutative component the correspondence is quite straightforward.) For now we give a few simple examples
computed by hand. A better understanding of the relationship between colored diagrams and the $A$-polynomial could make this process more systematic.

8.1. The trefoil knot. In its 2-bridge presentation the fundamental group of the trefoil knot $3_1$ is

$$\langle a, b, w | w = ba, aw = bw \rangle.$$ 

Eliminating $w$ gives the usual description of the trefoil knot group as the three strand braid group. Since the trefoil is a torus knot, it also has a presentation $\langle r, s | r^3 = s^2 \rangle$ where $r = ab$ and $s = aba$.

These correspond\footnote{Here we take a slightly different convention on the Wirtinger generators and thus conjugate by $x_0^-$ instead of $x_0^+$. This is to match the conventions of [2].} to the colored diagram of Figure 7 as

$$a = x_0^+(x_0^-)^{-1}, \quad b = x_0^+ y_0^+ (y_0^-)^{-1} (x_0^-)^{-1}.$$ 

In terms of these generators the meridian is $m = a$ and the longitude is

$$l = a^{-4} w w^* = a^{-4} (ba)(ab)$$

where $w^*$ is the reverse of the word $w$ in $a, b$. The $A$-polynomial is $(L-1)(1+LM^6)$, so the 1-dimensional part of the character variety comes in two components, the commutative component $(L-1) = 0$ and a noncommutative component $(1-LM^6) = 0$. In this case there is only one noncommutative component and we can work out an isomorphism with the $A$-polynomial curve by hand.

These two components come from the following representations of the knot group:

$$a \mapsto \begin{pmatrix} M & 0 \\ 0 & M^{-1} \end{pmatrix}$$

$$b \mapsto \begin{pmatrix} M & 0 \\ 0 & M^{-1} \end{pmatrix}$$
and
\[
\begin{align*}
    a & \mapsto \begin{pmatrix} M & 0 \\ 0 & M^{-1} \end{pmatrix} \\
    b & \mapsto \begin{pmatrix} -M^{-2} \\ M^{-M-1} \\ -1 \end{pmatrix} + \begin{pmatrix} 1 \\ \frac{1}{M-M^{-1}} \end{pmatrix} \cdot M^2 \end{align*}
\]

**Remark 8.1.** The Thurston model geometry for a torus knot complement is an \( \widetilde{\text{SL}}_2(\mathbb{R}) \)-structure, not a \( \text{PSL}_2(\mathbb{C}) \) (hyperbolic) structure, and a map from the knot group to \( \widetilde{\text{SL}}_2(\mathbb{R}) \) does not give a map to \( \text{SL}_2(\mathbb{C}) \). They can be compared in the sense that both give a projective two-dimensional representation, but there may be several lifts to \( \text{SL}_2(\mathbb{C}) \) of the map from the knot group to \( \text{PSL}_2(\mathbb{R}) \).

This corresponds to the fact that in general there is not a preferred geometric component of the \( \text{SL}_2(\mathbb{C}) \) character variety of a torus knot group. For a \((p,q)\) torus knot there are \( \frac{(p-1)(q-1)}{2} \) nonabelian components [14, Theorem 3.1], each of which will have a “geometric” point. The trefoil knot (the case \( p = 3, q = 2 \)) is somewhat special: there’s only one noncommutative component, which has a preferred geometric point corresponding to the usual map from the trefoil knot group to \( \text{SL}_2(\mathbb{Z}) \).

On the geometric component the point \((L = 1, M = 1)\) corresponds to the \( \widetilde{\text{SL}}_2(\mathbb{R}) \)-structure in the previous remark. Explicitly this point is given by the following representation of the knot group (this formula is difficult to recover directly from the above formulas because they behave poorly as \( M \to 1 \)):
\[
\begin{align*}
    a & \mapsto \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \\
    b & \mapsto \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix} \end{align*}
\]
(Note that the “torus knot” generators \( r \) and \( s \) get sent to the usual order 6 and order 4 elements in \( \text{SL}_2(\mathbb{Z}) \).)

Set \( \mu^3 = M \), so that a representation of the generalized knot group \( \pi^{(3)}(3_1) \) is determined by \( \mu \) together with the above formulas. We can now compute the Kashaev-Reshetikhin knot invariant at a 3rd root of unity for the trefoil:
\[
\begin{align*}
    \text{KR}_{\text{comm}}^3(3_1) & = \mu^8 + 2\mu^6 + 4\mu^4 + 5\mu^2 + 7 + 5\mu^{-2} + 4\mu^{-4} + 2\mu^{-6} + \mu^{-8}, \\
    \text{KR}_{\text{non-comm}}^3(3_1) & = 3(\mu^2 + 1 + \mu^{-2})^2.
\end{align*}
\]
In particular the value of \( \text{KR}^3(3_1) \) on the geometric point corresponds to \( \mu \) a third root of unity. If \( \mu = 1 \) we get 27, while if \( \mu \) is a primitive cube root of unity we get 0.

8.2. **The figure eight knot.** Now let \( K = 4_1 \) be the figure-eight knot. In its 2-bridge presentation the fundamental group of \( 4_1 \) is
\[
\langle a, b, w | w = ab^{-1}a^{-1}b, aw = wb \rangle.
\]
As before, in terms of the colored diagram of Figure 5 these are
\[
\begin{align*}
    a & = x_0^+ (x_0^-)^{-1}, \quad b = x_0^- y_0^+ (y_0^-)^{-1} (x_0^-)^{-1}.
\end{align*}
\]
In this presentation we can choose the meridian as \( m = a \) and longitude as
\[
I = w w^* = (ab^{-1} a^{-1} b)(ba^{-1} b^{-1} a).
\]
The $A$-polynomial is $(L - 1)(L^2M^4 + L(-M^8 + M^6 + 2M^4 + M^2 - 1) + M^4)$. Thus the 1-dimensional part of the character variety comes in two components, the commutative component $(L - 1) = 0$ and the geometric component

$$L^2M^4 + L(-M^8 + M^6 + 2M^4 + M^2 - 1) + M^4 = 0.$$ 

These two components come from the following representations of the knot group:

$$a \mapsto \begin{pmatrix} M & 0 \\ 0 & M^{-1} \end{pmatrix}$$

and

$$b \mapsto \begin{pmatrix} M & 0 \\ 0 & M^{-1} \end{pmatrix}$$

Explicitly the representation corresponding to the hyperbolic holonomy is:

$$a \mapsto \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$$

$$b \mapsto \begin{pmatrix} 1 & 0 \\ -e^{2\pi i/3} & 1 \end{pmatrix}.$$ 

Set $\mu^3 = M$, so that a representation of the generalized knot group $\pi(3)(K)$ is determined by $\mu$ together with the above formulas. We can now compute the Kashaev-Reshetikhin knot invariant at a 3rd root of unity as

$$\text{KR}_{\text{group}}^3(K) = 3\mu^8 + 9\mu^6 + 21\mu^4 + 30\mu^2 + 36 + 30\mu^{-2} + 21\mu^{-4} + 9\mu^{-6} + 3\mu^{-8}$$

$$= 3(\mu^2 + \mu^{-2})(\mu + 1 + \mu^{-1})^3(\mu - 1 + \mu^{-1})^3.$$ 

In particular the value of $KaRe_3(K)$ on the hyperbolic holonomy gives 162 for $\mu = 1$ and 0 for $\mu$ a primitive cube root of unity.

In the computation, we make use of the fact that the rational functions on the geometric component are a quadratic extension of $\mathbb{C}(\mu)$. This allows us to efficiently work with the (rather complicated!) intermediate expressions that arise as we build the figure eight knot out of its constituent crossings.

8.3. Twist knots at the hyperbolic holonomy. Both of our previous examples are special cases of the twist knots $T_n$. These are a family of knots shown in Figure 8; for $m = 0, 1, -1$ we obtain the unknot, the trefoil, and the figure-eight knot. For $m \neq 0, 1$ the knot $T_n$ is hyperbolic.

Hoste and Shanahan [8] have carefully worked out the case where $m = -2n$ is even. In that case fundamental group of a twist knot has the presentation

$$\pi_1(T_n) = \langle a, b, w | (b^{-1}a^{-1}b)^n, aw = wb \rangle$$

and there is an explicit formula for the geometric point:
Proposition 8.2. Suppose that $m$ is even and not 0 or 2, and set $n = -m/2$. Then the hyperbolic point of the twist knot $π_1(T_m)$ is given by

$$a = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$$

$$b = \begin{pmatrix} 1 & 0 \\ -(x - x^{-1}) & 1 \end{pmatrix}$$

where $x$ depends on the sign of $n$:

1. If $n$ is positive, $x$ is the unique root of
   $$\frac{x^{4n+2} + x^{4n+1} - x + 1}{x^2 + 1} \quad \text{with} \quad \frac{(2n - 2)\pi}{4n} < \arg(x) < \frac{(2n - 1)\pi}{4n}.$$  

2. If $n$ is negative, $x$ is the unique root of
   $$\frac{-x^{-4n} + x^{-4n-1} + x + 1}{x^2 + 1} \quad \text{with} \quad \frac{(2n + 3)\pi}{4n} < \arg(x) < \frac{(2n + 2)\pi}{4n}.$$  

Proof. [8, Section 3].

Remark 8.3. Choosing the correct root of $x$ is important here. The hyperbolic point of the character variety $X_K$ is a singular point of the $A$-polynomial curve $\mathfrak{A}_K$. Consequently every root of the above polynomial corresponds to the same singular point but to different virtual points on its smooth cover. Because these come from different components of $X_K$, hence $X_K^{(i)}$, the invariant KR will in general take different values on different virtual points.
The following table gives the values of $\text{KR}(T_{-2n})$ evaluated at the hyperbolic point for both $\mu = 1$ and $\mu = \exp(2\pi i/3)$ a primitive third root of unity.

| $n$ | $\text{Re}_3(K_{-2n})(\rho_{\text{hyp}}, 1)$ | $\text{Re}_3(K_{-2n})(\rho_{\text{hyp}}, \exp(2\pi i/3))$ |
|-----|---------------------------------------------|--------------------------------------------------|
| 1   | 162                                         | 0                                                |
| 2   | $168.986 - 54.5257i$                        | 0                                                |
| 3   | $418.375 + 30.4018i$                        | 0                                                |
| 4   | $352.139 + 47.9167i$                        | 0                                                |
| 5   | $673.376 - 37.3665i$                        | 0                                                |
| 6   | $1112.4 + 63.914i$                         | 0                                                |
| 7   | $1059.55 + 75.2i$                          | 0                                                |

We do not know any reason that the second column is uniformly zero. The pattern appears to persist for $\ell = 5$.
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