Addressing crash-imminent situations caused by human driven vehicle errors in a mixed traffic stream: a model-based reinforcement learning approach for CAV
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It is anticipated that the era of fully autonomous vehicle operations will be preceded by a lengthy “Transition Period” where the traffic stream will be mixed, that is, consisting of connected autonomous vehicles (CAVs), human-driven vehicles (HDVs) and connected human-driven vehicles (CHDVs). In recognition of the fact that public acceptance of CAVs will hinge on safety performance of automated driving systems, and that there will likely be safety challenges in the early part of the transition period, significant research efforts have been expended in the development of safety-conscious automated driving systems. Yet still, there appears to be a lacuna in the literature regarding the handling of the crash-imminent situations that are caused by errant human driven vehicles (HDVs) in the vicinity of the CAV during operations on the roadway. In this paper, we develop a simple model-based Reinforcement Learning (RL) based system that can be deployed in the CAV to generate trajectories that anticipate and avoid potential collisions caused by drivers of the HDVs. The model involves an end-to-end data-driven approach that contains a motion prediction model based on deep learning, and a fast trajectory planning algorithm based on model predictive control (MPC). The proposed system requires no prior knowledge or assumption about the physical environment including the vehicle dynamics, and therefore represents a general approach that can be deployed on any type of vehicle (e.g., truck, buse, motorcycle, etc.). The framework is trained and tested in the CARLA simulator with multiple collision imminent scenarios, and the results indicate the proposed model can avoid the collision at high successful rate (>85%) even in highly compact and dangerous situations.
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INTRODUCTION
Traffic safety is still a global concern due to the high number of fatalities and severe injuries incurred from traffic accidents. According to 2018 statistics released by WHO (1), annual road traffic deaths has reached 1.35 million and the road traffic accidents is the leading cause of death of children and young adults from 9-25. Besides, the economic losses due to road traffic crashes cost most countries 3% of their gross domestic product (2). There is widespread optimism that the advent of Autonomous Vehicles (AVs) can help mitigate the problem of safety. AV technology has advanced rapidly in recent years with several fully autonomous models and a number of autonomous features already existing on the market. With their faster decision process, small reaction time, and higher accuracy in control, AVs are expected to enhance the traffic safety by eliminating participation of humans and corresponding errors. Therefore, automated driving systems are expected to directly reduce as much as 94% of all accidents (3-5). In addition, the connectivity feature of connected and autonomous vehicles (CAVs) will facilitate vehicle-to-vehicle (V2V) communication which can further enhance the performance of the automated driving systems by facilitating the dissemination of traffic-related information. Connectivity devices generally have longer range compared with on-board sensors and therefore can help the CAV undertake proactive actions to avoid imminent crashes. Meanwhile, V2V connectivity does not prone to occlusion or inclement weather and contains less noises. This longer, faster and higher-quality information could generally improve the decision process of AVs, especially in the adversarial situations (6). In summary, the AV with connectivity features, often referred as Connected Autonomous Vehicles (CAVs), are believed as the key to reach Vision Zero (zero accident) (7).

Technology forecasters hold the view that there is still a long way before achieving full automation with 100% market penetration. Therefore, subsequent to the introduction of AV on roadways, it is anticipated that there will be a prolonged phase (typically referred to the “transition period”) where there will be mixed traffic (CAVs, human driven vehicles (HDVs), and connected human driven vehicles (CHDVs)). Even though CAVs are expected to lead to safer roads in the long run, in the short run, the mixed nature of technology and the growing pains of AV adoption and deployment are likely to cause an uptick in crashes before the safety benefits start to outpace the initial increase in crashes during the transition period. In the early part of the transition period, the inevitable driving errors exhibited by human drivers will potentially cause difficulties to AVs operations in the mixed stream, particularly where there are no AV-dedicated lanes. Currently, research on vehicle automation safety focus primarily on improving the onboard system so that the AV can operate without compromising the safety of the neighboring HDVs (8-10) but have little guidance on the opposite direction: helping the AV operate without its safety being compromised by the neighboring HDVs. In other words, the existing literature does not address the situations where other HDVs are at fault and may cause collisions with the ego-AV (the AV in question). In this research, we specifically address the development of an AV control system that can be installed in the AV to mitigate safety-critical situations caused by the errant HDVs in the neighborhood of the AV.

Another significant issue regarding AV system safety is the lack of safety-critical data (11). Although many commercial autonomous driving companies have claimed success in autonomous driving experiments by showing the increasing time during which the vehicle was self-driven, their solution for improving the AV models is brute force in nature: feeding the model with more real-world driving data. However, since the data used for training is primarily collected using human driver subjects, the generated datasets are sparse regarding “extreme cases” or “safety critical” situations that could potentially lead to crashes. An apparent dilemma is that even the existing AV models have been fully tested successfully in the normal driving situations, and the question of whether they can handle those extreme cases remains unanswered. A natural way to solve the problem is to use simulated driving environments which are often realistic enough to describe the natural driving environment (NDE) and generate those imminent extreme-case situations. Recently, with the development of urban driving simulators such as CARLa(12) and SUMMIT(13), the cost for generating collision pertained trajectories and scenarios have reduced significantly. This offers great promise for collecting simulation data and for developing data-driven solutions.
Model based reinforcement learning

Typically, in robotics research, crash avoidance is often defined as a trajectory planning problem, which requires the robots (vehicles) to make sequential decisions to navigate through the operational environment. Two successful approaches to solve this problem are planning and reinforcement learning (RL) (14). The former uses “known” state transition model and dynamic programming methods for generating optimal control commands (15), while the latter “learns” to approximate a global value or policy function (16) and use the value or policy function to generate decisions. Planning method is generally formulated as an optimization-based method that requires no data or learning process, but the state transition model (system dynamics) need to be explicitly defined. For classic planning methods in autonomous driving, these state transition models are built on top of handcrafted features and models describing the physical environment (17, 18), which require a full understanding of the kinematic properties of all surrounding vehicles. However, the vehicle dynamics are generally difficult to enumerate since there typically exist a large number of vehicles with different features such as shape, weight, tire condition, etc., and all these features could affect the dynamic model. Therefore, it is not prudent to use a single physical model to describe all the surrounding vehicles which could potentially restrict the use cases in the real-world deployment. Also, another shortcoming for such physical model-based methods is the non-consideration of vehicle-to-vehicle interactions, which can be alleviated using learning based methods (19, 20).

On the other hand, the RL method, does not necessarily need to know the state transition model, but requires collecting a massive dataset for training the agent (14). Even though the simulation environment can mitigate the problem of data scarcity, it is still impossible to enumerate all the potential cases that the AV can encounter, and therefore reliability of the RL model is still hard to guarantee. Also, majority of RL algorithms are combined with black box deep neural networks, which can exacerbate the problem of user trust especially under imminent situations. The intersection of two methods yields the “model-based reinforcement learning” (model based RL), which leverage the data to first estimate the state transition model and then conducting planning based on the estimated model. This combined method reaps the benefits from both methods: data training efficient and model agnostic, which motivates us exploring such method in this research.

In general, the model based RL method for AV trajectory planning contains 2 modules: state prediction and path planning. State prediction performs as an estimation to the physical environment, which specifically addresses the problem of reasoning the future states based on the previous information. In other words, it “tells” what the state (locations, speed, acceleration, etc,) the surrounding objects will reach in a short future (prediction horizon) based on the historical trajectory. It is critical since it is the first step in the entire trajectory planning task and the prediction error can generally propagates or even amplified in the subsequent path planning. In this work, we utilize the deep learning based method to conduct state prediction.

With regard to the path planning module, it is built on top of the state prediction model. Since the state prediction cannot be perfect, the ideal planning module should stop the error propagation by robustly outputting a safe path even with the inaccurate state prediction. Secondly, it should be adaptive to the highly dynamic scenarios, especially under the cases when new agents emerge (a pedestrian suddenly crosses the road or aggressive lane change of surrounding vehicles). Model Predictive Control (MPC) is a common control approach is a general approach that meets these 2 criteria for generating collision free paths (21–24). The key idea is to “re-plan” at each time step and only execute the first step of the current optimal trajectory. Since the feasibility of actions is evaluated at each time step, this method is capable of handling the rapidly changing scenarios. Classic MPC in control theory seeks to formulate the planning problem into a complicated optimization problem with “given” physical plant model (system dynamics). In our model-based RL setting, we apply MPC with the data-driven state prediction module and utilize a fast and simple plan algorithm to replace the heavy optimization. Overall, the benefits of the proposed method are: data efficient, model explainable, stable, transferrable across scenarios (robust).
Main contribution
In summary, the main contributions of study are:
- Create and an Open AI gym (25) interface for reinforcement learning in CARLA simulator.
- Develop a fast model-based reinforcement learning method to control the CAV under crash imminent situations.
- Build an end-to-end flow containing data collection, training, testing, and retraining.
- Conduct multiple experiments for different imminent adversarial scenarios and test the robustness of the model.

After conducting a large number of experiments, it was observed that the proposed workflow works generally well for many unseen scenarios and can be easily adapted to scenarios with different agents.

METHODS
As introduced before, the entire methods contain 2 main modules, state prediction and path planning. The former seeks to learn a map from previous and current states to the future state, which performs as a physical engine to describe the driving environment. The latter utilizes state prediction model to rehearse the planned trajectory and pick the feasible one to avoid the crash.

State prediction module
Under adversarial driving situations, the CAV needs to make instantaneous decisions within a short time to avoid collisions. This requires the model to compute fast, and thus precludes using heavy neural networks. In this work, 3 network architectures are experimented: 3-layer fully connected neural network (FCN), single layer long short-term memory network (LSTM), single layer FCN (linear regression).

At each timestep, each state prediction model takes a sequence of historical states \( X_t \in S \) which contains previous \( n \) timesteps’ trajectory of that agent, and predict a new state \( \hat{X}_{t+1} \in S \) for timestep \( t + 1 \), where \( S \) is the state space.

\[
\hat{X}_{t+1} = f(X_t) \in S \quad (1)
\]

With regard to the prediction model \( f \), 3 network architectures are experimented in this research: 3-layer fully connected neural network (FCN), single layer long short-term memory network (LSTM), single layer FCN (linear regression). It may be noted that the prediction model for the ego CAV and surrounding vehicles are different since the historical control inputs for CAV are known and can be leveraged for more accurate prediction. Therefore, for CAV, \( \hat{X}_{t+1} = f_{CAV}(X_t, A_t) \); for HDVs, \( \hat{X}_{t+1} = f_{HDV}(X_t) \).

Since the number of vehicles in the proximity of CAV keeps changing, using one single (centralized) prediction model to predict the motion of all the surrounding vehicles will require the model to handle dynamic lengths of inputs. This will inevitably complicate the model and requires deeper neural networks, which may conflict the requirement of low computation cost. The simplest way to solve the problem is using decentralized manner which associates each agent with a separate state prediction model.

The loss function for training the networks is the Mean Squared Error (MSE) loss, which is defined in Equation 2. \( b \) represents the batch size.

\[
\mathcal{L} = \frac{1}{b} \sum_{i=1}^{b} \| \hat{X}_{t+1}^i - X_{t+1}^i \|^2 \quad (2)
\]

Path planning module
In general, the path planning module is formulated as an optimization problem with an objective (cost) function and constraints. The objective function reflects the value of the current state and current and future actions. For the collision imminent situations, the primal goal for the CAV is to quickly compute a collision free path. Therefore, in this work, we apply the classic safety indicator: time to collision (TTC)
as the cost function. Using the simplist circle algorithm (26), the computation logic of a 2D TTC between a pair of vehicles \((i, j)\): \(TTC_{ij}\) is as follows:

\[
\begin{align*}
(x_i + v_{xi} \cdot TTC_{ij} + \frac{1}{2} a_{xi} \cdot TTC_{ij}^2) - (x_i + v_{xi} \cdot TTC_{ij} + \frac{1}{2} a_{xi} \cdot TTC_{ij}^2) \right) \end{align*}
\]

\[
\begin{align*}
\frac{1}{2} a_{yi} \cdot TTC_{ij}^2 - (y_i + v_{yi} \cdot TTC_{ij} + \frac{1}{2} a_{yi} \cdot TTC_{ij}^2) \right) \end{align*}
\]

\[
R_i + R_j + d_s \right)
\]

(3)

Where \(x_i, v_{xi}, a_{xi}\) represent the location, speed and acceleration for \(i^{th}\) agent along the \(x\) direction, respectively; similar notations are applied for \(j^{th}\) vehicle and along the \(y\) direction; \(R_i\) and \(R_j\) stand for the radius of the circle standing for each vehicle; \(d_s\) is minimum the safety distance. This vanilla definition contains unknowns on both sides, and because of the distance computation, getting \(TTC_{ij}\) requires solving a quadratic equation. Meanwhile, since the planning method is an MPC-based approach (the TTC needs to be computed with the new states at each timestep), some extent of error is tolerable. Also in reality, obtaining accurate acceleration of vehicles is technically hard. We therefore simplify the scenario by assuming a constant speed (0 acceleration) for each vehicle in TTC computation. After reorganizing, the equation (2) can be simplified. After using the vector notation, the closed form for TTC is:

\[
TTC_{ij} = - \frac{||\Delta x_{ij}|| - d_s}{\text{proj}(\Delta x_{ij}, \Delta v_{ij})}
\]

Where the \(\text{proj}(\vec{a}, \vec{b}) = \frac{\vec{a} \cdot \vec{b}}{||\vec{b}||}\) computes the projection of vector \(\vec{a}\) on the direction of \(\vec{b}\). \(\Delta x_{ij}\), \(\Delta v_{ij}\) represent the location difference and velocity difference between vehicle \(i\) and vehicle \(j\) in a vector form.

In this work since we only consider the TTC between the ego-CAV and surrounding HDVs, \(i\) represents the ego-CAV. We fold the vehicle shape circle \(R_i\) and \(R_j\) into the safety distance \(d_s\) and use a large value for this variable to add more safety redundancy.

Similarly, to guarantee collision-free conditions from static objects, we also add the TTC computation between the ego-CAV to all the surrounding obstacles including vehicles and static object \(TTC_{is}\) existing on the roadsides.

\[
TTC_{is} = - \frac{||\Delta x_{is}|| - d_s}{\text{proj}(\Delta v_{e}, \Delta x_{is})}
\]

The only difference is the projection in denominator, for the static objects, only the CAV’s velocity \((\vec{v})\) needs to be considered. The raw TTC values (both \(TTC_{ij}\) and \(TTC_{is}\)) represent the time before collision between ego-CAV and all the surrounding objects. We need to specifically focus on the small TTC values since they are more safety critical, therefore we consider a threshold \(T_{safe}\) and set the TTC values above this value to be \(+\infty\). Then the threshold TTC values are aggregated into a single value representing the cost (risk) of current state as shown in Equation (6)

\[
\text{cost} = \left(\sum_i \frac{1}{TTC_{ij}}\right) + \lambda \left(\sum_s \frac{1}{TTC_{is}}\right)
\]

(6)

**MPC for path planning**

For the general MPC method, the optimal control commands are computed by solving an optimization problem. However, in this settings, TTC cost is non-convex, and even if it is differentiable, the gradient must pass through the state prediction model to rectify the control commands, meaning the imperfection of the model can be amplified and cause severe flaws to the path planning. Therefore, here, we utilize the easiest gradient free method: random test and pick the elites. The logic of this method is rather straightforward and contains the following 4 steps: (1) At each time step, generate \(n\) sequence with each
sequence contains \( h \) actions, where \( n \) is the number of tested trajectories and \( h \) is the planning horizon. 

(2) For each trajectory, sequentially feed the total \( h \) actions into the states prediction model to compute the future states and costs at each step. (3) Aggregate the costs for each trajectory. (4) Pick the trajectory with lowest cumulative cost and execute the first action of that trajectory. Even if this is a simple method without computing gradient or using any advanced optimization techniques, the results proved that the CAV is able to figure out a sequence of actions that can successfully avoid the collision caused by aggressive HDVs. The advantages of such method are the high flexibility and robustness. It is able to be deployed in any of the traffic situations with different number of agents, different type of agents (sedan, van, buses, etc.,) and is robust across all the scenarios. Furthermore, the computation complexity only grows linearly with number of surrounding HDVs, which is not achievable for majority of optimization-based methods.

**Overall end-to-end algorithm**

The overall end-to-end algorithm contains 3 main phases: Warming up phase (for collecting data); Training phase (estimate the state prediction model) and Path planning phase (testing for crash avoidance). The detailed algorithm is documented in **Algorithm 1**. These 3 steps follow the process of standard model-based RL approaches: collecting experience, estimating the model, and planning with the estimated model. Noticing the experiences in the testing (planning) phase can be added back to the replay memory for retraining the model. This guarantees that the model can be improved even after deployment.

**Algorithm 1  Model based reinforcement learning method**

| Step | Description |
|------|-------------|
| #1 | **Warming up steps (Data collection)**
  
  - For data collection timestep \( t = 1 \) to \( T \) (warming up steps) do
    - Take random action combination for CAV \( A_t \)
    - Gather the state-action transition \( (X_t, A_t, X_{t+1}) \) for CAV
    - Gather the state transition \( (X_t, X_{t+1}) \) for HDVs
    - Store the transitions \( (X_t, X_{t+1}) \) into the memory buffer \( R \)

| #2 | **Training loop (Estimate the state prediction model)**
  
  - For training timestep \( t \) to \( T \) (training steps) do
    - Read HDV transitions batches \( \{X_t^i, X_{t+1}^i\}_i = 1^b \) from the memory buffer \( R_{HDV} \)
    - Compute the loss for HDV state prediction model: \( \mathcal{L}_{HDV} = \frac{1}{b} \sum_{i=1}^{b} \|f_{HDV}(X_t^i) - X_{t+1}^i\|^2 \)
    - Backpropagate \( \mathcal{L}_{HDV} \) and update the weight for \( f_{HDV} \)
    - Read CAV transitions batches \( \{X_t^i, A_t^i, X_{t+1}^i\}_i = 1^b \) from the memory buffer \( R_{CAV} \)
    - Compute the loss for CAV state prediction model: \( \mathcal{L}_{CAV} = \frac{1}{b} \sum_{i=1}^{b} \|f_{CAV}(X_t^i, A_t^i) - X_{t+1}^i\|^2 \)
    - Backpropagate \( \mathcal{L}_{CAV} \) and update the weight for \( f_{CAV} \)

| #3 | **MPC Path planning (Crash avoidance)**
  
  - For executive horizon \( t = 1 \) to \( T \) do
    - Initial a cumulative cost array \( J \) for all \( n \) trajectories
    - For planning horizon \( h = 1 \) to \( H \) do
      - Random select \( n \) trajectories with \( n \) actions \( \{A_h^i\}_i = 1^n \)
For each action $A_h^i$ in $n$ trajectories do

- Predict the future states for ego CAV: $\hat{X}_{CAV}^{h+1} = f_{CAV}(X_h, A_h^i)$
- Predict the future states all surrounding HDVs: $\hat{X}_{HDV}^{h+1} = f_{HDV}(X_h)$
- Compute the TTC based cost for each trajectory using Equation (6)
- Update the cumulative cost for each trajectory and saved in $J$

Pick the trajectories with lowest cumulative cost: $i^* = \text{argmin}(J)$

Execute the first action of $A_1^{i^*}$

Add $(X_t^{CAV}, A_1^{i^*}, X_{t+1}^{CAV})$ into $R_{CAV}$, $(X_t^{HDV}, X_{t+1}^{HDV})$

EXPERIMENT SETTINGS

Scenario settings

Among many crash imminent situations caused by the human drivers faults, the 2 cases (rear end and side impact) shown in Figure 1 are most frequent (27). These 2 situations are mainly originated from the illegal or aggressive lane changings from the grey-colored vehicles in the figure. This can happen in the real world when the red-colored vehicle is in the blind spot of the grey-colored vehicle.

![Figure 1. collision patterns (red: CAV, grey: HDV)](image)

Figure 2. Simulated situation in CARLA

To establish this most-frequent safety-imminent case in the CARLA simulator, we introduce 4 vehicles as shown in the Figure 2, the yellow vehicle represents the “at fault” HDV and the CAV is in red. This setting can be described as follows: the yellow HDV wish to overtake the grey vehicle but fail to identify the red vehicle (CAV) in its blind spot. This aggressive lane changing will likely to cause a crash particularly where the driving environment is compact (the CAV cannot brake hard since this will cause the rear end collision with the blue HDV). This would require the CAV to generate a sequence of maneuver to avoid the crash under this imminent situation. Note that in the simulation, other than the
cases shown in Figure 2, we also establish scenarios for yellow HDV to overtake from left and may cause a side-swap collision with CAV on the right. This extra setting is to test the robustness of the model. The simulation step size is set as 0.05s/step (or 20 steps/s), and the aggressive overtaking maneuver for yellow HDV is generated manually by driving the vehicle with Logitech G27 Racing Wheel. To facilitate the RL experiments, we further develop a Open AI gym (25) interface with the Python API to connect CARLA simulator.

State space
The state describes the driving environment for both CAV and surrounding HDVs is the input fed into the trajectory prediction model to get the future states. For the state space in this research, we consider the historical location, speed, acceleration in both x and y directions for ego-CAV and surrounding vehicles in the past n timesteps. Moreover, for ego-CAV, since the control commands are available, it should be included into the state for better state prediction. The state for HDVs and CAV are as follows:

\[
X_{HDV} = \begin{bmatrix}
x_1 & y_1 & v_{x1} & v_{y1} & a_{x1} & a_{y1} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
x_n & y_n & \cdots & \cdots & a_{xn} & a_{yn}
\end{bmatrix}_{n \times 6}
\]  

\[
[X_{CAV}, A_{CAV}] = \begin{bmatrix}
x_1 & y_1 & v_{x1} & v_{y1} & a_{x1} & a_{y1} & throttle_1 & steering_1 & break_1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
x_n & y_n & \cdots & \cdots & a_{xn} & a_{yn} & throttle_n & steering_n & break_n
\end{bmatrix}_{n \times 6}
\]

In this work, we set the history window size n = 5.

Action space
As the control commands (throttle, brake pedal position and steering angle) are all continuous variables that can take infinite number of values, it is difficult to efficiently search such infinite action space. Also, some control commands should be constrained. For example, the steering angle should be constrained by “inertia”, meaning the consecutive commands should be close since it is unsafe to make drastic changes within a short period of time. Also, the brake and gas pedal should be exclusive and cannot be pressed simultaneously. To reduce the action space and consider these interval constraints, we discretize the action space to make them discrete variable and use a fixed transfer logic to map the discretized variable back to original control commands. Specifically, we define 2 categorical variables for longitudinal control and latitudinal control, respectively. Each variable can take value from set \{0, 1, 2\}. The first variable determines whether current action should be gas, brake, or nothing (keep). For the steering angle, the categorical variable determines the incremental direction (left, right, or keep) of the steer wheel. Therefore, if the longitudinal control command is not zero, the steering will either subtract (turn left) 0.1 unit (this unit is defined by the simulator, the total range of the steering angle is -1 to 1 while -1 is the full left and 1 the full right) or add 0.1 unit (turn right) based on the current steering position. Under this setting, we shrink the overall action space to $3 \times 3 = 9$ actions, which can be easily searched.

\[
\text{longitudinal} = \begin{cases}
0 & \text{brake} \\
1 & \text{keep} \\
2 & \text{gas}
\end{cases}
\]  

\[
\text{latitudinal} = \begin{cases}
0 & \text{left} \\
1 & \text{keep} \\
2 & \text{right}
\end{cases}
\]
RESULTS

State prediction model

Figure 3 shows the training curves of all the three state prediction models for both CAV and HDVs. The loss is the mean squared error between the predicted state and ground truth state captured from actual trajectories. The models converge very fast after several epochs while the linear regression (linreg) model has the best prediction performance and convergence rate. The result indicates even with the easiest model linear regression, the prediction accuracy can be guaranteed, and it can even outperform other neural networks. The reason is that for the imminent situations in Figure 2, The timestep size is small (0.05s/step), thus all the vehicles have limited maneuvers that can be easily captured with a simple model. It worth noting that linear regression model converges so fast that can even be trained online after collecting trajectories for surrounding vehicles in the real-world deployment phase. This property facilitates the high robustness for the algorithm since it can always “learn” right away when facing new situations.

Figure 3. Training curves for both state prediction model

Figure 4 shows the example of location prediction for both CAV and HDV in 5 random trajectories for the single-layered neural network (linear regression). The dash line in the figure represents the input trajectory (location in the past n steps), the dot represents the location of the ground truth (label) and the star location is the predicted location. It is obvious that the CAV state prediction model has superior performance because the stars and dots have more coinciding cases. Also, the errors in the location prediction is comparatively low (lower than 1 meter), which we can be handled by the MPC based planning method.

Figure 4. Example location prediction in both x and y directions (Linear regression model)
Success rate
The test cases we created are non-trivial so that there will be 100% crash if no proper evasive decisions maneuvers are executed. We adopt, as the main evaluation metric, the success rate for crash avoidance after CAV executes all the planned actions and fully stops. Since the linear regression model has the best performance in the state prediction, we test the proposed crash avoidance system built with this model under several multiple critical scenarios with different initial average speed: 15m/s, 20m/s, 25m/s; and different combinations of model parameters: number of random trajectories n = 5, 10, 20, 30 vs. planning horizons h = 1, 3, 5, 7, 10. Here, the average speed is the mean initial speed of all 4 vehicles, for each testing round, a random normal noise with zero mean and a standard deviation of 1m/s is added to each vehicle. This is to guarantee the heterogeneity of the driving environment. Generally, the scenarios with higher initial average speed are riskier and have higher chance of collision. Each setting is tested 20 times, the average success rates of avoiding the crash vs. the model parameters are shown in Figure 5.

![Figure 5. Success rate for avoiding the crashes with different initial average speed](image)

From the Figure 5, it is obvious that the model parameters (number of trajectories and planning horizon) can greatly affect the avoidance rate. An increase in the number of trajectories can generally enhance the performance because more trials with more future possibilities can be evaluated. However, more trajectories means more computation is needed. With regard to the planning horizons, from the results above, it can be observed that either too large or too small planning horizon can harm the model performance in terms of the success rate. The optimal planning horizon is 3 steps (0.15s). The reason is that all the scenarios belong to crash-imminent situations, planning long into the future can be of no use because the crash will happen within a short period. Also, since the prediction error caused by discrepancies between the predicted trajectories and the actual trajectories driven by both HDVs and CAV is inevitable, longer planning horizon can induce larger drift. Furthermore, after testing multiple rounds, the experiences can be saved to further train the state prediction model. This property facilitates the improvement of the framework even after deployment.

CONCLUDING REMARKS
In this research, we developed a simple, fast model-based reinforcement learning framework for CAV to avoid collision caused by the external human error. The framework contains 2 cooperative submodules (state prediction and path planning) that can be trained end-to-end and has the capability of being improved online after deployment. The framework is a data-driven approach that does not require any prior knowledge or assumptions on the vehicle dynamics or physical models, but also has benefits of data efficiency from conventional planning-based method. Therefore, the flexibility and robustness can be expected under various of safety imminent situations with different vehicle number and types (i.e., truck or bus). After being deployed and tested in the CARLA environment, the results demonstrate the proposed algorithm can reach a high success rate of crash avoidance at least 85% even in a highly compact driving environments which have 100% crash rate if without proper evasive maneuver.
Moving forward, the framework can be tested by incorporating more testing scenarios containing different crash patterns other than side-impact. Also with vehicle connectivity (28–30), cooperative maneuvers can be expected to have higher performance particularly in the compact and complicated driving environments (31–35). In other words, the CAV can take over the control for surrounding CHDVs to make collaborative decisions to avoid a crash. Therefore, the cooperative maneuver with more than 1 agent and large action space can be further investigated in future research.
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