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Abstract

Current object detection frameworks mainly rely on bounding box regression to localize objects. Despite the remarkable progress in recent years, the precision of bounding box regression remains unsatisfactory, hence limiting performance in object detection. We observe that precise localization requires careful placement of each side of the bounding box. However, the mainstream approach, which focuses on predicting centers and sizes, is not the most effective way to accomplish this task, especially when there exists displacements with large variance between the anchors and the targets. In this paper, we propose an alternative approach, named as Side-Aware Boundary Localization (SABL), where each side of the bounding box is respectively localized with a dedicated network branch. Moreover, to tackle the difficulty of precise localization in the presence of displacements with large variance, we further propose a two-step localization scheme, which first predicts a range of movement through bucket prediction and then pinpoints the precise position within the predicted bucket. We test the proposed method on both two-stage and single-stage detection frameworks. Replacing the standard bounding box regression branch with the proposed design leads to significant improvements on Faster R-CNN, RetinaNet, and Cascade R-CNN, by 3.0%, 1.6%, and 0.9%, respectively. Code and models will be available at https://github.com/open-mmlab/mmdetection.

1. Introduction

The development of new frameworks for object detection, e.g., Faster R-CNN [35], RetinaNet [24], and Cascade R-CNN [1], has substantially pushed forward the state of the art. All these frameworks, despite the differences in their technical designs, have a common component, namely bounding box regression, for object localization.
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Figure 1: The Illustration of SABL and its effectiveness. (a) Common bounding box regression directly predicts displacements from proposals to ground-truth boxes. (b) SABL focuses on object boundaries and localizes them with bucketing scheme via bucketing estimation and fine regression. SABL brings remarkable improvements across RetinaNet, Faster R-CNN, and Cascade R-CNN while maintaining efficiency.

Generally, bounding box regression is trained to align nearby proposals to target objects. In a common design, the bounding box regression branch predicts the offsets of the centers \( (\delta x, \delta y) \) together with the relative scaling factor \( (\delta w, \delta h) \) based on the features of RoI (Region of Interest). Whereas this design has been shown to be quite effective in previous works, it remains very difficult to precisely predict the location of an object when there exists a displacement, with large variance, between the anchor and the target. This...
difficulty also limits the overall detection performance.

In recent years, various efforts have been devoted to improving the localization precision, such as cascading the localization process [1, 10, 19], iteratively performing RoI pooling and bounding box regression [12, 11, 35], and treating localization as a procedure to segment grid points [38]. While showing effectiveness in boosting the accuracy of localization, adoption of these methods complicates the detection pipeline, resulting in considerable computational overhead.

In this work, we aim to explore a new approach to object localization that can effectively tackle the difficulty of precise localization with lower overhead. Empirically, we observe that when we manually annotate a bounding box for an object, it is often much easier to align each side of the box to the object boundary than to move the box as a whole while tuning the size. Inspired by this observation, we propose a new design, named as Side-Aware Boundary Localization (SABL), where each side of the bounding box is respectively positioned based on its surrounding context. As shown in Figure 1, to improve the localization precision, we devise bucketing scheme with two steps. For each side of a bounding box, this scheme divides the target space into multiple buckets and then takes two steps to determine its location. Particularly, it first searches for the correct bucket, i.e., the one in which the boundary resides, using its centerline as a coarse estimate, and then refines its location by further predicting the offset. This scheme allows very precise localization even in the presence of displacements with large variance. Moreover, to preserve those precisely localized bounding boxes in the non-maximal suppression procedure, we also propose to adjust the classification score based on the bucketing confidences, which leads to further performance gains.

We test the proposed SABL upon various detection frameworks, including two-stage [35], single-stage [24], and cascade [1]. By replacing the bounding box regression branch with the proposed design, we achieve significant improvements while remaining efficiency, i.e., 41.8% vs. 38.8% $AP_{box}$, 39.7% vs. 38.1% $AP_{box}$ and 43.3% vs. 42.4% $AP_{box}$ on top of Faster R-CNN, RetinaNet, and Cascade R-CNN, respectively. Moreover, we integrate SABL into Hybrid Task Cascade (HTC) [2], the winning method of COCO Challenge 2018. With bells and whistles, we achieve 57.8% $AP_{box}$ and 51.3% $AP_{mask}$ on test-dev, which outperforming the 2018 winning entry by 1.7% $AP_{box}$ and 2.3% $AP_{mask}$, respectively.

2. Related Work

Object Detection. Recent years have witnessed a dramatic improvement in object detection [4, 9, 14, 36, 42]. The two-stage pipeline [11, 35] has been the leading paradigm in this area. The first stage generates a set of region proposals, and then the second stage classifies and refines the coordinates of proposals by bounding box regression. This design is widely adopted in later two-stage methods [7, 15]. Compared to two-stage approaches, the single-stage pipeline [24, 27, 33, 34] predicts bounding boxes directly. Despite omission of the proposal generation process, single-stage methods [24, 27] require densely distributed anchors produced by sliding window. Recently, some works attempt to use anchor-free methods [20, 22, 37, 40] for object detection. Intuitively, iteratively performing the classification and regression process could effectively improve the detection performance. Therefore, many attempts [1, 10, 19, 29] apply cascade architecture to regress bounding boxes iteratively for progressive refinement.

Object Localization. Object localization is one of the crucial and fundamental modules for object detection. A common approach for object localization is to regress the coordinates of a bounding box [7, 11, 27, 35, 39]. This approach is widely adopted in object localization, yet the precision is unsatisfactory due to the large variance of regression target. Aiming for a more accurate localization, Uncertainty [5, 17] or IoU prediction branch [19] is proposed to improve localization accuracy. And some methods [1, 19, 29] directly repeat the bounding box regression multiple times to further improve accuracy. However, such cascading pipeline expenses much more computational overhead to repeatedly adopt RoI pooling and bounding box regression.

There are some methods that try to reformat the object localization process. Grid R-CNN [28] adopts a grid localization mechanism to encode more clues for accurate object detection. It deals with localization as a procedure to segment grid points, which involves a heavy mask prediction process. LocNet [10] predicts probabilities for object borders or locations inside the object’s bounding box. However, the resolution of RoI features limits the performance of LocNet because it needs to transfer the probability of pixels into the bounding box location. An iterative localization manner is also adopted in LocNet and restricts its efficiency. On the contrary, our method focuses on the boundaries of object bounding box and composes the localization process for each boundary with an effective and efficient coarse-to-fine bucketing scheme. We also leverage the bucketing estimation confidence to improve the classification results. Adopting RoI-pooling in one pass, SABL achieves substantial gains for object detection. Furthermore, except for two-stage or cascading pipelines, SABL shows its effectiveness on the single-stage pipeline.

3. Side-Aware Boundary Localization

Accurate object localization is crucial for object detection. Most current methods directly regress the normalized displacements between proposals and ground-truth boxes. However, this paradigm may not provide satisfactory lo-
We propose Side-Aware Boundary Localization (SABL) as an alternative for the conventional bounding box regression to locate the objects more accurately. As shown in Figure 2, it first extracts horizontal and vertical features $F_x$ and $F_y$ by aggregating the RoI features $F$ along X-axis and Y-axis, respectively, and then splits $F_x$ and $F_y$ into side-aware features $F_{left}$, $F_{right}$, $F_{top}$ and $F_{down}$. (Section 3.1). Then for each side of a bounding box, SABL first divides the target space into multiple buckets (as shown in Figure 1) and searches for the one where the boundary resides via leveraging the side-aware features. It will refine the boundary location $x_{left}$, $x_{right}$, $y_{top}$ and $y_{down}$ by further predicting their offsets from the bucket’s centerline (Section 3.2). Such a two-step bucketing scheme could reduce the regression variance and ease the difficulties of prediction. Furthermore, the confidence of estimated buckets could also help to adjust the classification scores and further improve the performance (Section 3.3). The boundary localization results could be further refined by adding an optional boundary refinement module (Section 3.4). Moreover, SABL is also applicable for single-stage detectors with minor modifications (Section 3.5).

### 3.1. Side-Aware Feature Extraction

As shown in Figure 2, we extract side-aware features $F_{left}$, $F_{right}$, $F_{top}$, and $F_{down}$ based on the $k \times k$ RoI features $F (k = 7)$. Following typical conventions [11, 35, 15], we adopt RoIAlign to obtain the RoI feature of each proposal. Then we utilize two $3 \times 3$ convolution layers to transform it to $F$. To better capture direction-specific information of the RoI region, we employ the self-attention mechanism to enhance the RoI feature. Specifically, we predict two different attention maps from $F$ with a $1 \times 1$ convolution, which are then normalized with a softmax function along the Y-axis and X-axis, respectively. Taking the attention maps $M_x$ and $M_y$, we aggregate $F$ to obtain $F_x$ and $F_y$ as follows,

$$F_x = \sum_y F(y,:) * M_x(y,:),$$

$$F_y = \sum_x F(:,x) * M_y(:,x).$$

(1)

$F_x$ and $F_y$ are both a 1-D feature map of shape $1 \times k$ and $k \times 1$, respectively. They are further refined by a $1 \times 3$ or
3 \times 1 \text{ convolution layer and upsampling by a scale factor of 2 through a deconvolution layer, resulting in } 1 \times 2k \text{ and } 2k \times 1 \text{ features on the horizontal and vertical directions, respectively. Finally, the upsampled features are simply split into two halves, leading to the side-aware features } F_{\text{left}}, F_{\text{right}}, F_{\text{top}} \text{ and } F_{\text{down}}.

3.2. Boundary Localization with Bucketing

As shown in the module 2 of Figure 2, we decompose the localization process into a two-step coarse-to-fine bucketing scheme: bucketing estimation and fine regression. The candidate region of each object boundary is divided into buckets horizontally and vertically. We first estimate in which bucket the boundary resides and then regress a more accurate boundary localization from this bucket.

Two-Step Bucketing Scheme. Given the proposal box \((B_{\text{left}}, B_{\text{right}}, B_{\text{top}}, B_{\text{down}})\), we relax the candidate region of boundaries by a factor of \(\sigma (\sigma > 1)\), with the aim to cover the entire object. The candidate regions are divided into \(2k\) buckets on both X-axis and Y-axis, with \(k\) buckets corresponding to each boundary. The width of each bucket on X-axis and Y-axis are therefore \(l_x = (\sigma B_{\text{right}} - \sigma B_{\text{left}})/2k\) and \(l_y = (\sigma B_{\text{down}} - \sigma B_{\text{top}})/2k\), respectively. In the coarse step, we adopt a binary classifier to predict whether the boundary is located in or is the closest to the bucket on each side, based on the side-aware features. In the fine step, we apply a regressor to predict the offset from the centerline of the selected bucket and the ground-truth boundary.

Localization Targets. There are a coarse estimation and a fine regression branch in the bucketing scheme to be trained. We follow the conventional methods \([1, 35]\) for label assigning and proposal sampling. The coarse estimation determines the nearest buckets to the boundaries of a ground-truth bounding box by binary classification. As shown in Figure 3, on each side, the bucket, whose centerline is the nearest to the ground-truth boundary, is labeled as 1 (positive sample), while the others are labeled as 0 (negative samples). To reduce the ambiguity in training, on each side, we ignore the bucket that is the second nearest to the ground-truth boundary because it is hard to be distinguished from the positive one. Similar to the conventional bounding box regression methods \([1, 35]\) that filter out negative RoIs for training, for each side, we ignore negative buckets during training the boundary regressor. To increase the robustness of the fine regression branch, we include both the nearest (labeled as “positive” in the coarse estimation step) bucket and the second nearest (labeled as “ignore” in the coarse estimation step) bucket to train the regressor. The regression target is the displacement between the bucket centerline and the corresponding ground-truth boundary. To ease the training difficulties of regressors, we normalize the target by \(l_x\) and \(l_y\) on the corresponding axes.

3.3. Bucketing-Guided Rescoring

The bucketing scheme brings a natural benefit, i.e., the coarse estimation confidences can represent the reliability of predicted locations. With the aim to keep the more accurately localized bounding boxes during non-maximal suppression (NMS), we utilize the localization reliability to guide the rescoring. Therefore, SABL naturally averages the bucketing estimation confidence scores of four boundaries. The multi-category classification scores are multiplied by the averaged confidences, and then used for ranking candidates during NMS. The rescoring helps maintain the best box with both high classification confidence and accurate localization.

3.4. Feature-Aligned Refinement

The localization results could be further improved by adopting an optional refinement module as shown in Figure 4. Directly cascading the localization head for several times \([1, 2]\) could indeed improve the results but introduce large computational cost. We reuse the side-aware features obtained in the Side-Aware Feature Extraction module to save the computational overhead. Specifically, with the location prediction for each boundary, we could obtain the location-aligned features of the predicted position via linear interpolation on the corresponding side-aware features. A regressor is performed on those location-aligned features to attain a more precise boundary prediction. We also adopt a binary classification to further suppress the NMS scores of
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Figure 5: Pipeline of Side-Aware Boundary Localization (SABL) for Single-Stage Detector. Since there is no RoI features, SABL adopts convolution layers to produce feature vector for each location. Then bucketing estimation and fine regression are performed based on the feature vector. Furthermore, bucketing estimation confidence is leveraged to adjust the classification scores as well.

The less precisely localized bounding box. With this slight modification, SABL achieves the same performance with lower computational cost compared to Cascade R-CNN [1]. The proposals, whose IoU w.r.t. ground-truth boxes are bigger than a threshold (e.g., 0.5), are assigned with positive labels in the Boundary Localization with Bucketing module. After localizing their boundaries by Boundary Localization with Bucketing, Feature-Aligned Refinement (FAR) trains two extra branches, i.e., regression and binary classification, on these boundaries. For each side, we assign the boundary whose displacement to the corresponding ground-truth is less than the bucket width \( l_x \) and \( l_y \) for X-axis and Y-axis, respectively, as a positive sample. Others are assigned as negative samples. The regression target on each side is calculated as the displacement from the positive sample to the ground-truth, and then normalized by \( l_x \) and \( l_y \) on the corresponding axis.

3.5. Application to Single-Stage Detector

SABL could also be applied to single-stage detectors, such as [24], with minor modification. As shown in Figure 5, SABL for the single-stage detector exploits the feature vector at each position rather than the RoI features, which is different from the two-stage pipeline (Sec. 3.1). At each position on feature maps produced by FPN [23], SABL learns to predict and classify one bounding box based its corresponding anchor. The size of this anchor is \( \gamma \times s \), where \( \gamma \) is a hyperparameter (\( \gamma = 8 \)), and \( s \) is the stride of the current feature map. To assign the target bounding box for each position, we follow the target assigning procedure in RetinaNet [24]. Specifically, nine anchors on each position are used to search for the ground-truth bounding box where the current location should be assigned to. We assign the ground-truth with the highest IoU to this location during training. This design enables SABL to cover more ground-truth bounding boxes and be better optimized. After using convolution layers to produce the feature vector for each position, the following Boundary Localization with Bucketing and Bucketing-Guided Rescoring remain the same.

4. Experiments

4.1. Experimental Setting

Dataset. We perform experiments on the challenging MS COCO 2017 benchmark [25]. We use the train split for training and report the performance on the val split for ablation study. Detection results for comparison with mainstream methods [1, 24, 35] are reported on the test-dev split.

Implementation Details. During training, we follow the 1x training scheduler [13] and use mmdetection [3] as codebase. We train Faster R-CNN [35], Cascade R-CNN [1] and RetinaNet [24] with batch size of 16 for 12 epochs. We apply an initial learning rate of 0.02 for Faster R-CNN, Cascade R-CNN, and 0.01 for RetinaNet. The learning rate will decrease by 0.1 after 8 and 11 epochs, respectively. FPN [23] is used in all experiments by default. The long edge and short edge of images are resized to 1333 and 800 respectively without changing the aspect ratio. The scale factor \( \sigma \) is set as 1.7 and 3.0 for Faster R-CNN and RetinaNet, respectively. For Cascade R-CNN, we replace the original bbox head with the proposed SABL, and \( \sigma \) for three cascading stages are set as 1.7, 1.5 and 1.3, respectively. k is set as 7 for all experiments if not further specified. And Feature-Aligned Refinement is not applied by default to keep a clear pipeline in ablation study. Detection results are evaluated with the standard COCO metric. The runtime is measured on a single Tesla V100 GPU.

Training Details. The proposed framework is optimized in an end-to-end manner. For the two-stage pipeline, the RPN loss \( L_{rpn} \) and classification loss \( L_{cls} \) remain the same as Faster R-CNN [35]. We replace the bounding box regression loss by a bucketing estimation loss \( L_{bucketing} \) and a fine regression loss \( L_{reg} \). When adopting Feature-Aligned Refinement, an extra regression loss \( L_{reg}^{\text{refine}} \) and a binary classification loss \( L_{cls}^{\text{refine}} \) are involved. Specifically, \( L_{bucketing} \) and \( L_{cls}^{\text{refine}} \) adopt Binary Cross-Entropy Loss, \( L_{reg} \) and \( L_{reg}^{\text{refine}} \) use Smooth L1 Loss. In summary, a general loss function can be written as follows:

\[
L = \sum \left( L_{rpn} + L_{cls} + \lambda_2 \left( L_{bucketing} + L_{reg} \right) + \lambda_3 \left( L_{reg}^{\text{refine}} + L_{cls}^{\text{refine}} \right) \right),
\]

where \( \lambda_1 = 1, \lambda_2 = 1, \lambda_3 = 0 \) for two-stage pipeline, \( \lambda_1 = 1, \lambda_2 = 1, \lambda_3 = 1 \) for two-stage pipeline with Feature-Aligned Refinement, \( \lambda_1 = 0, \lambda_2 = 1.5, \lambda_3 = 0 \) for single stage pipeline.

4.2. Results

We show the effectiveness of SABL by applying SABL on RetinaNet, Faster R-CNN and Cascade R-CNN. To be specific, we adopt SABL to Faster R-CNN and RetinaNet as described in Sec. 3. As shown in Table 1, with marginally increased computational cost, SABL improves
Table 1: Comparison to mainstream methods with ResNet-101 FPN backbone on COCO test-dev dataset.

| Method                          | AP    | AP_{50} | AP_{75} | AP_{S} | AP_{M} | AP_{L} | Speed (fps) |
|---------------------------------|-------|---------|---------|--------|--------|--------|-------------|
| RetinaNet [24]                  | 38.1  | 58.5    | 40.8    | 21.2   | 41.5   | 48.2   | 12.8        |
| Faster R-CNN [35]               | 38.8  | 60.9    | 42.3    | 22.3   | 42.2   | 48.6   | **13.8**    |
| Grid R-CNN [28]                 | 41.4  | 60.1    | 44.9    | 23.4   | 44.8   | 52.3   | 11.1        |
| Cascade R-CNN [1]               | 42.4  | 61.1    | 46.1    | 23.6   | 45.4   | 54.1   | 11.2        |
| RetinaNet w/ SABL               | 39.7  | 58.0    | 42.6    | 21.8   | 43.7   | 50.6   | 12.3        |
| Faster R-CNN w/ SABL            | 41.8  | 60.2    | 45.0    | 23.7   | 45.3   | 52.7   | 12.2        |
| Faster R-CNN w/ SABL + FAR      | 42.4  | 60.3    | 45.6    | 24.0   | 46.0   | 53.5   | 11.8        |
| Cascade R-CNN w/ SABL           | **43.3** | 60.9   | 46.2    | 23.8   | 46.5   | 55.7   | 8.8         |

Table 2: The effects of each module in our design. ‘SAFE’, ‘BLB’, ‘LGR’, ‘FLR’ denote Side-Aware Feature Extraction, Boundary Localization with Bucketing, Bucketing-Guided Rescoring, and Feature-Aligned Refinement, respectively.

Table 3: Number of convolution layers for Side-Aware Feature Extraction. 2D Conv indicates the number of 3x3 Convolution layers before $F$. 1D Conv indicates the number of 1x3 and 3x1 convolution layers before $F_x$ and $F_y$, respectively.

4.3. Ablation Study

Model Design. We omit different components of SABL on two-stage pipeline to investigate the effectiveness of each component, including Side-Aware Feature Extraction (SAFE), Boundary Localization with Bucketing (BLB), Bucketing-Guided Rescoring (BGR) and Feature-Aligned Refinement (FAR) in Table 2. The official implementation of Faster R-CNN [35] adopts bounding box center offsets and scale factors of size, i.e., $(\delta x, \delta y, \delta w, \delta h)$ as regression targets. In Table 2, we report the performance of a modified Faster R-CNN which replaces the original regression target with offsets of each boundary $(\delta x_1, \delta y_1, \delta x_2, \delta y_2)$. This simple modification improves the performance by 0.6% to 0.9% $AP_{box}$ respectively. Applying the Feature Aligned Refinement as in Sec. 3.4 further improves the performance of Faster R-CNN with SABL by 0.6% $AP_{box}$. The significant performance gains on various object detection architectures show that SABL is a generally efficient and effective bounding box localization method for object detection.

Boundary Localization with Bucketing (BLB). As described in Sec. 3.2, BLB divides the RoI into multiple buckets, it first determines which bucket the boundary resides and takes the centerline of the selected bucket as coarse estimation of boundary. Then it performs fine regression to localize the real boundary precisely. BLB achieves 38.3%, which outperforms the method of directly regressing the four boundaries by 1.0%. Combining BLB with SAFE further achieves 39.0%, which is 0.5% higher than only adopting SAFE.

Feature-Aligned Refinement (FAR). Feature-Aligned Refinement (FAR) is an optional component in our work. As
the RoI features with spatial size
Extraction module, we first perform RoI-Pooling and get
parameters do not bring extra gains, using two 3x3 convo-
ence of these convolution layer numbers. As shown in Ta-
F
obtain
pooling and average pooling could not.
scheme could adaptively exploit RoI features along one di-
ate RoI features. This attention-guided feature aggregation
Table 4 shows FAR can improve the strong performance from 39.7% to 40.1%.
Side-Aware Feature Extraction. Side-Aware Feature Extraction (SAFE) is used to aggregate the 2D RoI features to
1D features for X-axis and Y-axis, respectively. Here we perform thorough ablation study for SAFE.

Parameters. In SAFE, after performing the RoI pooling, we apply two 3x3 convolution layers to obtain $F$. One
1x3 and 3x1 convolution layers are adopted after aggregating
the 1D features on horizontal and vertical directions to obtain $F_x$ and $F_y$, respectively. We investigate the influence of these convolution layer numbers. As shown in Table 3, since less parameters harm the performance and more parameters do not bring extra gains, using two 3x3 convolution layers for $F$, one 1x3 convolution layer for $F_x$ and one 3x1 convolution layer for $F_y$ exhibits a good trade-off between performance and efficiency.

Feature aggregating method. We adopt two 1x1 convolution layers to predict the attention masks for X-axis and Y-axis, respectively, and aggregate the RoI features with the normalized attention masks. The max pooling and average pooling are two alternative approaches in this procedure. In Table 4, experimental results reveal that attention masks are more effective than max or average pooling to aggregate RoI features. This attention-guided feature aggregation scheme could adaptively exploit RoI features along one direction with predictable weights, while the rule-based max pooling and average pooling could not.

Size of Side-Aware Features. In the Side-Aware Feature Extraction module, we first perform RoI-Pooling and get
the RoI features with spatial size $7 \times 7$. The RoI features are aggregated into 1D features with size $1 \times 7$ and $7 \times 1$, and then upsampled to size $1 \times 14$ and $14 \times 1$ by a de-convolution layer. We study RoI features size and upsampled features size. As shown in Table 5, our settings, i.e., RoI size of 7 and upsampled size of 14, achieve the best trade-off between effectiveness and efficiency. A larger or smaller upsampled size will harm the performance. A larger

Table 4: Comparison of different methods to aggregate the 2D RoI features to 1D features.

| Aggregating Method | $AP$ | $AP_{50}$ | $AP_{75}$ | $AR_{S}$ | $AP_{50,50}$ | $AP_{L}$ |
|--------------------|------|-----------|-----------|---------|---------------|---------|
| Max Pooling        | 39.4 | 57.5      | 42.1      | 23.6    | 42.9          | 50.8    |
| Average Pooling    | 39.3 | 57.6      | 42.1      | 23.0    | 43.6          | 50.7    |
| Attention Mask     | 39.7 | 57.5      | 42.5      | 22.3    | 43.7          | 51.8    |

Table 5: Comparison of different settings of feature size in Side-Aware Feature Extraction module.

| RoI Upsample | $AP$ | $AP_{50}$ | $AP_{75}$ | $AP_{S}$ | $AP_{50,50}$ | $AP_{L}$ |
|--------------|------|-----------|-----------|---------|---------------|---------|
| 7            | 39.7 | 57.5      | 41.9      | 23.6    | 42.9          | 50.8    |
| 7            | 39.7 | 57.5      | 42.5      | 22.3    | 43.7          | 51.8    |
| 7            | 39.1 | 56.5      | 42.1      | 22.0    | 43.7          | 51.1    |
| 14           | 39.7 | 57.5      | 42.5      | 22.8    | 44.2          | 50.9    |

Table 6: Influence of different localization pipelines. To clarify the effectiveness of Bucketing, we don’t apply the rescoring module.

| Localization Approach | $AP$ | $AP_{50}$ | $AP_{75}$ | $AR_{S}$ | $AP_{50,50}$ | $AP_{L}$ |
|-----------------------|------|-----------|-----------|---------|---------------|---------|
| Regression            | 38.5 | 58.2      | 41.6      | 23.0    | 42.5          | 49.5    |
| Bucketing             | 33.8 | 56.9      | 37.6      | 20.5    | 37.8          | 42.5    |
| Iterative Bucketing   | 37.6 | 58.5      | 42.1      | 21.4    | 41.1          | 49.2    |
| Bucketing + Regression| 39.0 | 57.3      | 41.3      | 22.0    | 43.0          | 50.8    |

Figure 6: Mean and variance of displacements from proposals to ground-truth boundaries w.r.t. size of the ground-truth boxes with or without bucketing. RoI size will not improve the performance meanwhile bring more computational cost to process a larger RoI features.

Boundary Localization with Bucketing. Here we discuss the effectiveness of different designs for localization. In our work, we propose Boundary Localization with Bucketing, which contains a bucketing estimation step and a fine regression step. As shown in Table 6, based on the features provided by Side-Aware Feature Extraction. The proposed ‘Bucketing + Regression’ achieves better performance than solely adopting ‘Regression’ or ‘Bucketing’. Here ‘Regression’ indicates applying bounding box regression with boundary target $(\delta x_1, \delta y_1, \delta x_2, \delta y_2)$, and ‘Bucketing’ indicates to use the centerline of the predicted bucket for each boundary as localization results. It is noteworthy that only applying ‘Bucketing’ exhibits much inferior performance. The localization precision of ‘Bucketing’ is limited by the horizontal and vertical bucket numbers, because there exists an inevitable localization error within the width of one bucket. Following LocNet [10], we also try to perform a heavy ‘Iterative Bucketing’ pipeline where ‘Bucketing’ step is performed iteratively. Although the performance is improved from 33.8% to 37.6%, it remains inferior to 39.0% of ‘Bucketing + Regression’. Figure 6 shows mean and variance of displacements from proposals to ground-truth boxes w.r.t. the size of ground-truth boxes. Without loss of generality, we choose the left boundary to calculate the statistic. The proposals are split into five groups according to their IoU w.r.t. ground-truth, i.e., [0.5, 0.6], [0.6, 0.7], [0.7, 0.8], [0.8, 0.9], [0.9, 1.0]. Regression with bucketing exhibits more stable distribution on displacements, which could ease the difficulties of regression and lead to more precise local-
Table 7: Influence of different designs to generate regression targets. ’Ignore’ indicates to set the second nearest bucket as ignore label during training the bucketing estimation branch. ’Top2-Reg’ denotes to train both the nearest and second nearest centerline of buckets for regression branch.

| Ignore Top2-Reg | AP  | AP_{50} | AP_{75} | AP_{S} | AP_{M} | AP_{L} |
|----------------|-----|---------|---------|--------|--------|--------|
| ✓              | 38.7| 57.4    | 41.8    | 22.5   | 42.9   | 50.1   |
| ✓              | 39.1| 57.6    | 42.3    | 22.0   | 43.3   | 50.9   |
| ✓ ✓            | 39.4| 57.3    | 42.1    | 22.7   | 43.8   | 50.7   |

Table 8: Influence of different factors $\sigma$ to rescale the basic bounding box to generate localization targets in Faster RCNN w/ SABL.

| $\sigma$ | AP  | AP_{50} | AP_{75} | AP_{S} | AP_{M} | AP_{L} |
|----------|-----|---------|---------|--------|--------|--------|
| 1.1      | 39.2| 57.6    | 41.9    | 22.9   | 43.3   | 51.1   |
| 1.3      | 39.4| 57.7    | 42.0    | 22.1   | 43.6   | 51.6   |
| 1.5      | 39.6| 57.6    | 42.4    | 22.8   | 43.8   | 52.2   |
| 1.7      | 39.7| 57.5    | 42.5    | 22.3   | 43.7   | 51.8   |
| 1.9      | 39.6| 57.9    | 42.5    | 22.6   | 43.7   | 51.2   |

Target design. We further study the training targets designs for this module. 1) During training bucketing estimation branch, we ignore the second nearest bucket to ease its ambiguity with the nearest bucket. 2) During training the fine regression branch, buckets with Top-2 displacements to the ground-truth boundaries are trained to reduce the influence of mis-classification in bucketing estimation. As shown in Table 7, two proposed designs bring substantial performance gains. In our study, the classification accuracy of Top-1, Top-2 and Top-3 buckets are 69.3%, 90.0% and 95.7%, respectively. Therefore, we also try to train with Top-3 regression targets, however the final detection performance remains 39.7%.

Scale factor. We then study the influence of different scale factors $\sigma$ to extend proposals during generating localization targets. In Faster R-CNN, proposals, whose IoU w.r.t. ground-truth bounding box are larger than 0.5, are used as positive samples. Therefore, $\sigma$ is set as 1.7 to cover the whole objects. As shown in Table 8, 1.7 achieves the best performance. A smaller scale factor will result in difficulties for bucketing, since the boundary may locate outside the buckets. A larger scale factor increases the width of buckets and also shows inferior performance.

Bucketing-Guided Rescoring. In Sec. 3.3, we describe the rescoring scheme which leverages the estimation confidence of buckets to guide the classification scores. Table 2 shows it can help improve the performance from 39.0% to 39.7% without extra cost. Here we study its effectiveness on different IoU threshold. Experimental results show it improves $AP_{60}$, $AP_{70}$, $AP_{80}$ and $AP_{90}$ by 0.2%, 1.0%, 1.7% and 0.3%, respectively. There are significant performance gains on relatively high IoU threshold, i.e., $AP_{70}$ and $AP_{80}$. The gains on $AP_{90}$ are limited, because the bucketing scores are just coarse estimation of location. It could not represent the localization very precisely.

Feature-Aligned Refinement. We also study the effectiveness of regression and binary classification branches which are described in Sec. 3.4. We evaluate these two branches in Table 9. The results suggest that jointly adopting two branches in Feature-Aligned Refinement can substantially improve the performance from 39.7% to 40.1%.

| Reg Binary-Cls | AP  | AP_{50} | AP_{75} | AP_{S} | AP_{M} | AP_{L} |
|----------------|-----|---------|---------|--------|--------|--------|
| ✓              | 39.7| 57.5    | 42.5    | 22.3   | 43.7   | 51.8   |
| ✓              | 39.9| 57.5    | 42.6    | 22.4   | 43.9   | 51.9   |
| ✓              | 40.1| 57.6    | 43.1    | 23.4   | 44.3   | 51.9   |

Table 9: Effectiveness of different branches in Feature-Aligned Refinement.

| Bucket-Num | Weight | AP  | σ   | Bucket-Num | Weight | AP  |
|------------|--------|-----|-----|------------|--------|-----|
| 2          | 3      | 3   | 1.5 | 3          | 9      | 1.5 |
| 3          | 7      | 1.5 | 3   | 7          | 7      | 0.5 |
| 4          | 1.5    | 3.6 | 3   | 7          | 7      | 1.0 |
| 5          | 3      | 1.5 | 3   | 7          | 7      | 1.25|
| 3          | 5      | 1.5 | 3   | 7          | 7      | 1.75|

Table 10: Influence of different factors in RetinaNet w/ SABL, i.e., scale factor, buckets number and localization loss weight. The proposed Side-Aware Boundary Localization (SABL) can be integrated into Hybrid Task Cascade (HTC) [2], which is a state-of-the-art instance segmentation method. With bells and whistles, HTC w/ SABL performs 57.8% $AP_{box}$ and 51.3% $AP_{mask}$ vs. 56.0% $AP_{box}$ and 49.0% $AP_{mask}$ achieved by the winning entry of COCO Detection Challenge 2018 on COCO test-dev.
5. Conclusion

In this work, we propose **Side-Aware Boundary Localization (SABL)** to replace the conventional bounding box regression. We extract side-aware features which focus on the content of boundaries for localization. A lightweight two-step **bucketing scheme** is proposed to locate objects accurately based on the side-aware features. We also introduce a rescoring mechanism to leverage the bucketing confidence to keep high-quality bounding boxes. The proposed SABL exhibits consistent and significant performance gains on various object detection pipelines.
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Appendix A. Extensions of SABL in COCO Challenge 2019

Here we demonstrate the whole system with bells and whistles in COCO Challenge 2019, which won the detection track of no external data. Applying SABL to Mask R-CNN with ResNet-50 [16] achieves 40.0% AP$_{box}$ and 35.0% AP$_{mask}$. Then we adopt Hybrid Task Cascade (HTC) [2] with the proposed CAFA (in Appendix B) in PAFPN [26] and CARAFE [38] in Mask Head. It achieves 44.3% AP$_{box}$ and 38.4% AP$_{mask}$ compared with 42.1% AP$_{box}$ and 37.3% AP$_{mask}$ of HTC baseline. Our overall system is trained without involving external instance-level annotated data during training. To be specific, it is trained on COCO2017 training split (instance segmentation and stuff annotations) as in [2]. Here we also list other steps and additional modules we used to obtain the final performance. The step-by-step gains brought by different components are illustrated in Table 11.

**SyncBN.** We use Synchronized Batch Normalization [26, 32] in the backbone and heads.

**SW.** We adopt Switchable Whitening (SW) [30] in the backbone and FPN following the original paper.

**DCNv2.** We apply Deformable Convolution v2 [43] in the last three stage (from res3 to res5) of the backbone.

**Multi-scale Training.** We adopt multi-scale training. The scale of short edge is randomly sampled from [400, 1400] per iteration and the scale of long edge is fixed at 1600. The detectors are trained with 20 epoches and the learning rate is decreased by 0.1 after 16 and 19 epoches, respectively.

**SENet-154 with SW.** We tried different larger backbones. SENet-154 [18] with Switchable Whitening (SW) [30] achieves the best single model performance.

**Stronger Augmentation.** We adopt Instaboost [8] as the sixth policy of AutoAugment [6]. Each policy has the same probability to be used for data augmentation during training procedure. The detectors are trained with 48 epoches with such stronger augmentation, and the learning rate is decreased by 0.1 after 40 and 45 epoches, respectively.

**Multi-scale Testing.** We use 5 scales as well as horizontal flip at test time before ensemble. The testing scales are (600, 900), (800, 1200), (1000, 1500), (1200, 1800), (1400, 2100).

**Ensemble.** We use ensemble of models based on five backbone networks. We pretrain SENet-154 w/ SW and SE-ResNext-101 w/ SW on ImageNet-1K image classification dataset and use pretrained weights of ResNeXt-101 32 × 32d, ResNeXt-101 32 × 16d [41] and ResNeXt-101 32 × 8d [41] provided by PyTorch. As shown in Table 12, on COCO 2017 test-dev dataset, our method finally achieves 57.8% AP$_{box}$, 51.3% AP$_{mask}$ with multiple model ensemble and 56.0% AP$_{box}$, 49.4% AP$_{mask}$ with single model. Our result outperforms the 2018 COCO Winner Entry by 1.7% AP$_{box}$ and 2.3% AP$_{mask}$, respectively.

| Methods          | scheduler | AP$_{box}$ | AP$_{mask}$ |
|------------------|-----------|------------|-------------|
| Mask R-CNN       | 1x        | 37.3       | 34.2        |
| + SABL           | 1x        | 40.0 (+2.7) | 35.0 (+0.8) |
| + HTC            | 1x        | 42.9 (+2.9) | 37.4 (+2.4) |
| + CAFA & CARAFE  | 1x        | 44.3 (+1.4) | 38.4 (+1.0) |
| + SyncBN         | 1x        | 45.8 (+1.5) | 39.9 (+1.5) |
| + SW             | 1x        | 46.1 (+0.3) | 40.0 (+0.1) |
| + Backbone DCNv2 | 1x        | 48.2 (+2.1) | 41.7 (+1.7) |
| + Mask Scoring   | 1x        | 48.3 (+0.1) | 42.4 (+0.7) |
| + MS-Training    | 20e       | 50.2 (+1.9) | 44.5 (+2.1) |
| + SE154-SW       | 20e       | 52.7 (+2.5) | 46.1 (+1.6) |
| + AutoAug & InstaBoost | 4x | 54.0 (+1.3) | 47.1 (+1.0) |
| + Multi-Scale Testing | - | 55.3 (+1.3) | 48.4 (+1.3) |
| + Ensemble       | -         | 57.2 (+1.9) | 50.5 (+2.1) |

Table 12: Results with bells and whistles on COCO2017 test-dev dataset.

| Methods                  | AP$_{box}$ | AP$_{mask}$ |
|--------------------------|------------|-------------|
| 2018 Winners Single Model| 54.1       | 47.4        |
| Ours Single Model         | 56.0       | 49.4        |
| 2018 Winners Ensemble [2] | 56.0       | 49.0        |
| Ours                      | 57.8       | 51.3        |

Table 11: Step by Step results of our method on COCO2017 val dataset.

AP$_{mask}$ with single model. Our result outperforms the 2018 COCO Winner Entry by 1.7% AP$_{box}$ and 2.3% AP$_{mask}$, respectively.

Appendix B. Content-Aware Feature Aggregation (CAFA)

Many studies [9, 21, 23, 26, 31] have investigated the architecture design for generating the feature pyramid. The approach for fusing low- and high-level features, however, remains much less explored. A typical way for fusing features across different scales is by naïve downsampling or upsampling followed by element-wise summation. While this method is simple, it ignores the underlying content of each scale during the fusion process.

Considering this issue, we propose the Content-Aware Feature Aggregation (CAFA) module that facilitates effective fusion and aggregation of multi-scale features in a feature pyramid. To encourage content-aware upsampling, we develop CAFA based on CARAFE [38], a generic operator which is proposed for replacing the conventional upsampling operator. Different from CARAFE, we perform Deformable Convolution v2 [43] after CARAFE while before summing up the upsampled feature maps with the lateral feature maps (see Figure 7). Further, the conventional convolution layers are replaced by Deformable Convolution
Figure 7: Modification by CAFA on PAFPN [26]. We use CARAFE [38] and DCNv2 [43] during upsampling and use DCNv2 [43] for downsampling.

Table 13: Effectiveness of CAFA combined with FPN [23] and PAFPN [26] in Mask R-CNN [15].

| Method   | Modification | box AP | mask AP |
|----------|--------------|--------|---------|
| FPN      | Baseline     | 37.3   | 34.2    |
|          | + CAFA       | 38.9   | 35.3    |
| PAFPN    | Baseline     | 37.7   | 34.3    |
|          | + CAFA       | 40.0   | 36.2    |

v2 [43] for downsampling. Thanks to this design, CAFA enjoys a larger receptive field and gains improved performance in adapting to instance-specific contents.

As shown in Table 13, we study the effectiveness of CAFA combined with FPN [23] and PAFPN [26] in Mask R-CNN [15]. CAFA brings 1.6\% $AP_{box}$, 1.1\% $AP_{mask}$ gains on FPN, and 2.3\% $AP_{box}$, 1.9\% $AP_{mask}$ gains on PAFPN, respectively.

We further evaluate CAFA with NAS-FPN on RetinaNet and it achieves compatible results (39.2\% $AP_{box}$ v.s. 39.5\% $AP_{box}$ on COCO2017 val dataset at 640 $\times$ 640 scale). While NAS-FPN uses 7 pyramid networks, our CAFA with PAFPN only uses 2 pyramid networks with much simpler pathways (one top-down and one bottom-up) among pyramidal features.

Appendix C. Visual Results Comparison

As illustrated in Figure 8, we provide some object detection results comparison between Faster R-CNN [35] baseline and Faster R-CNN w/ SABL on COCO 2017 [25] val. ResNet-101 w/ FPN backbone and 1x training scheduler are adopted in both methods. Faster R-CNN w/ SABL shows more precise localization results than the baseline.
Figure 8: Some comparison of object detection results between Faster R-CNN baseline and Faster R-CNN w/ SABL on COCO 2017 val.