1. Introduction

This paper could be read at three complementary levels: it could be regarded as a foundational paper introducing a generative model of spoken word sequences and an accompanying inversion (i.e., word recognition) scheme that has some biological plausibility; e.g., (Kleinschmidt and Jaeger, 2015). Alternatively, one could read this article as a proposal for a speech recognition scheme based upon first (Bayesian) principles; e.g., (Rosenfeld, 2000). Finally, one could regard this work as computational neuroscience, which makes some predictions about the functional brain architectures that mediate hierarchical auditory perception, when listening or repeating spoken words; e.g., (Hickok and Poeppel, 2007; Houde and Nagarajan 2011; Tourville and Guenther, 2011; Ueno et al., 2011). In the latter setting, the generative model can be used to predict the effects of synthetic lesions, i.e., as the basis for computational neuropsychology. In other words, one could optimise the parameters of the active listening scheme described below to best explain empirical (electrophysiological or behavioural) responses of individual subjects. We hope to pursue this in subsequent work. The current paper focuses on the form of the generative model, the accompanying recognition or inference scheme, and the kinds of behavioural and neuronal responses it predicts.

Speech recognition is not a simple problem. The auditory system receives a continuous acoustic signal and, in order to understand the words that are spoken, must parse a continuous signal into discrete words. To a naïve listener, the acoustic signal provides few cues to indicate where words begin and end (Altenberg, 2005; Thiessen and Erickson, 2013). Furthermore, even when word boundaries are made clear, there exists a many-to-many mapping between lexical content and the acoustic signal. This is because speech is not ‘invariant’ (Liberman et al., 1967)—words are never heard out of a particular context. When considering how words are generated, there is wide variability in the pronunciation of the same word among different speakers (Hillenbrand et al., 1995; Remez 2010)—and even when spoken by the same speaker, pronunciation depends on prosody (Bänziger and Scherer, 2005).
human listeners, depending on their context—for example, the preceding words or phonemes (Mann, 1980; Miller et al., 1984), preceding spectral content (Holt et al., 2000), or the duration of a vowel that follows a consonant (Miller and Liberman, 1979). The current approach considers the processes involved in segmenting speech—and inferring the words that were spoken—as complementary.

The idea that speech segmentation and lexical inference operate together did not figure in early accounts of speech recognition. For example, the Fuzzy Logic Model of Perception (FLMP) (Oden and Massaro, 1978; Massaro 1987, 1989) matches acoustic features with prototype representations to recognise phonemes, even when considered in the context of words and sentences. Similarly, the Neighbourhood Activation Model (NAM) (Luce, 1986; Luce and Pisoni, 1998) considers individual word recognition; it accounts for effects of word frequency, but does not address the segmentation problem. Later connectionist accounts, such as TRACE (McClelland and Elman, 1986), assumed that competition between lexical nodes drives recognition, where competition is mediated by inhibitory connections between nodes: bottom-up cues determine recognition of phonemes and top-down cues take into account the plausible words in the lexicon. Shortlist B (Norris and McQueen, 2000) reformulates this problem as one of an optimal Bayesian observer and incorporates word frequency effects.

Implicit in these connectionist and Bayesian accounts is the idea that speech segmentation depends on words in the listener’s lexicon. For example, word recognition under TRACE assumes that speech will be segmented into words rather than combinations of words and non-words. However, it does not explain how alternative segmentations leading to valid word combinations are reconciled—for example, distinguishing "Grade A" from "grey day". This example is problematic for the above accounts, because the two segmentations are phonetically identical, acoustically similar, and are both valid word combinations in English. Early accounts also ignored the problem of converting the acoustic signal into words or phonemes. Specifically, they assume that phonetic features (McClelland and Elman, 1986) or acoustic features that underlie perceptual confusions in human listeners (NAM; Shortlist B) have already been successfully extracted from the signal. In short, accounts of inputs that are not continuous acoustic signals cannot explain findings that acoustically identical signals are perceived as different words or phonemes depending on their context (Miller and Liberman, 1979; Mann, 1980; Holt et al., 2000).

Here, we consider speech recognition as a Bayesian inference problem. We introduce a simplified generative model that maps from the continuous acoustic signal (i.e., a time varying auditory signal or spectral fluctuations containing particular formant frequencies) to discrete words using lexical, speaker, and prosodic information. Generating continuous states from a succession of discrete states is a non-trivial issue for a first principle (i.e., ideal Bayesian observer) approach. However, the requisite neuronal message passing can be solved by combining variational (marginal) message passing and predictive coding (a.k.a. Bayesian filtering). This allows one to simulate perception using generative models that entertain mixtures of continuous and discrete states (Friston et al., 2017b,c).

Previous Bayesian accounts (e.g., Shortlist B: Norris and McQueen, 2008) have assumed that listeners use exact Bayesian inference. However, performing the calculations required for exact inference would be difficult for biological systems like ourselves, given the complexity of the speech generation process; see (Friston, 2010; Bogacz, 2017; Friston et al., 2017a). Appealing to variational inference (Beal, 2003) affords a much simpler implementation, which has been applied to a variety of other domains in human perception and cognition (Brown et al., 2011; Brown et al., 2013; Parr and Friston, 2017a,b). Consequently, speech recognition becomes an optimisation problem that corresponds to minimising variational free energy—or, equivalently, maximising the evidence for a particular generative model.

In this paper, we provide a computational perspective on the segmentation problem—addressing the challenge that there are often several ways in which a sentence can be parsed, and multiple segmentations engender valid word combinations. We therefore treat speech recognition as a problem of selecting the most appropriate segmentation among several alternatives. We assume that the listener selects the segmentation that is least surprising from the perspective of their generative model. In doing so, we cast segmentation as an internal action that selects among competing hypotheses for the most likely causes of the acoustic signal. Although this is a novel computational implementation of speech segmentation, it aligns with the basic idea that competing segmentations are held in working memory before a listener decides on the most appropriate segmentation, as supported by behavioural studies of word recognition in human listeners (Shillcock, 1990; Davis et al., 2002). This idea is similar to that used in previous accounts such as TRACE and Shortlist B. Here, we address the problem of selecting among multiple segmentations of valid word combinations. Our approach accounts for contextual effects using priors; we show that alternative segmentations—such as "Grade A" and "grey day"—can be accounted for by appealing to these (e.g., semantic or contextual) priors.

Conceptualising speech segmentation as an internal (covert) action appeals to the ‘active’ aspect of listening. It is distinct from ‘passive’ listening, which—if truly passive—would not require mental or covert actions. This conceptualisation is grounded in active inference, which has previously been applied to active vision (Grossberg et al., 1997; Davison and Murray, 2002; Ulanovsky and Moss, 2008; Andreopoulos and Tsotsos, 2013; Ognibene and Baldassarre, 2014; Mirza et al., 2016; Parr and Friston, 2017a,b; Veale et al., 2017). Here, we consider the covert placement of word boundaries from the same computational perspective as has been used to model an observer whose task is to decide where to sample the visual scene by making overt saccades (Mirza et al., 2016; Parr and Friston, 2017a,b). The types of computations in this framework therefore appeal to general principles that the brain may use to solve a variety of problems.

This paper comprises four sections, which each describe different elements of active listening. The first section reviews active inference and then describes a simplified but plausible generative model of how (continuous) sound waves are generated from a discrete word with particular (discrete) attributes. The attributes include lexical content, prosody, and speaker characteristics. The division of attributes into lexical, prosodic, and speaker attributes is logical from a generative perspective—and is consistent with neuropsychological studies showing selective deficits in the processing of these attributes (Miller and Liberman, 1979; Peretz et al., 1994). Indeed, these attributes have been considered fundamental characteristics in qualitative models of speech perception such as the ‘auditory face’ model (Belin et al., 2004)—and are known to interact to affect human speech perception (Nygaard et al., 1994; Johnsrude et al., 2013; Holmes et al., 2018a). We, therefore, assume these are the types of attributes that human listeners infer when trying to explain the (hidden) causes of an acoustic (speech) signal. This section describes how the generative model can be inverted to determine the most likely lexical, prosodic, and speaker attributes of a word, given a continuous sound wave.

The second section deals with the speech segmentation problem, which becomes important when recognising words within sentences, rather than individual words. It considers the question:
how do we determine the most likely onsets and offsets of words within a sentence? For example, how do we parse auditory input to disambiguate "Grade A" from "grey day"? To address this question, we use simple acoustic properties to identify plausible word boundaries. We then appeal to the active element of active inference, considering the (implicit) placement of word boundaries as a covert 'action'. This allows us to use established inference schemes to select among competing segmentations (i.e., hypotheses about different word boundaries). These inference schemes essentially ask: which of the possible segmentations minimise free energy or, equivalently, provide the greatest evidence for the listener's (internal) model of how words are generated? It is at this point that the relationship between the generative model from the first section and ‘active’ speech segmentation becomes clear: these different elements work in unison when inferring words within a sentence. The generative model operates at the individual word level, whereas speech segmentation operates at the sentence level: the best speech segmentation will maximise the combined evidence for attributes of constituent words. This section concludes with an illustration of the face validity of the active listening scheme by comparing speech recognition (i.e., lexical inference) with and without prior beliefs about the sequence of plausible words that could be encountered—demonstrating how different segmentations that contain valid English words can be disambiguated.

The third section highlights an aspect of speech recognition that has not been simulated under previous accounts. We show that a quantity within active listening can predict neurophysiological responses of the sort measured by electromagnetic recordings (Hasson et al., 2008) or functional magnetic resonance imaging (fMRI). In particular, the magnitude of belief updating in active listening appears to capture the fluctuations in evoked (or induced) responses that have been demonstrated empirically; e.g., the mismatch negativity (Garrido et al., 2009; Morlet and Fischer, 2014), P300 (Donchin and Coles, 1988; Morlet and Fischer, 2014), and N400 (Kutas and Hillyard, 1980). Broadly speaking, this suggests that elements of speech perception are consistent with predictive coding (see Poelpel and Monahan, 2011 for a review). Formally, belief updating is related to the difference between prior beliefs about states in the generative model to posterior beliefs. In other words, the amount that beliefs change after sampling sensory evidence. This is variously known as Bayesian surprise, salience, information gain, or complexity. In this section, we illustrate the similarity between belief updates and violation responses, showing that the magnitude of belief updating depends upon prior expectations about particular words in the lexicon (Cole et al., 1980; Mattys and Melhorn, 2007; Mattys et al., 2007; Kim et al., 2012) and the quality of sensory evidence; e.g., when speech is acoustically masked by background noise (“speech-in-noise”) (Sams et al., 1985; Winkler et al., 2009). We conclude by discussing how the model could be developed for future applications, and its potential utility in the cognitive neuroscience (and neuropsychology) of auditory perception and language.

2. A generative model of spoken words

Active inference is a first principle account of action and perception in sentient creatures (Friston et al., 2017a). It is based upon the idea that synaptic activity, efficacy and connectivity all change to maximise the evidence for a model of how our sensations are generated. Formally, this means treating neuronal dynamics as a gradient flow on a quantity that is always greater than (negative) log evidence (Friston et al., 2017b). This quantity is known as variational free energy in physics and statistics (Feynman, 1972; Hinton and Zemel, 1993). The complement (i.e., negative) of this quantity is known as an evidence lower bound (ELBO) in machine learning (Winn and Bishop, 2005). A gradient flow is simply a way of writing down dynamics in terms of equations of motion that ensure a certain function is minimised—in this case, variational free energy. The resulting dynamics furnish a model of neuronal fluctuations (and changes in synaptic efficacy and connectivity) that necessarily minimise free energy or maximise model evidence. In short, if one simulates speech recognition using active inference, one automatically provides an account of the accompanying neuronal dynamics.

This approach to understanding and modelling (active) inference in the brain has been applied in many settings, using exactly the same schemes and principles. The only thing that distinguishes one application from another is the form of the generative model. In other words, if one can write down a probabilistic model of how some sensory input was generated, one can invert the model—using standard model inversion schemes—to simulate neuronal dynamics and implicit belief updating in the brain: See Friston et al. (2017b) for a detailed summary of these schemes that cover models of both discrete and continuous states generating sensations. See also Bastos et al. (2012) and Friston et al. (2017a) for a discussion of neurobiological implementation, in terms of attending process theories, for continuous and discrete state space models, respectively.

In this section, we focus on the form of a (simplified) generative model that can be used to generate continuous acoustic signals associated with a particular word. A benefit of this active inference approach is that the generative model can be used to both generate synthetic speech (by applying the forward model) and recognise speech (by inverting the model). The goal is not to provide a state-of-the-art speech synthesis system, but rather to use the generative model and accompanying inference scheme to simulate listening behaviour and neural responses. The work reported in this paper is a prelude to a model of natural language processing (Friston et al., 2020), in which the current generative model is equipped with higher levels to enable dyadic exchanges; namely, conversations that entail questions and answers that resolve uncertainty about shared narratives or beliefs. In the current paper, we restrict ourselves to inference about sequences of words—and assume that simulated subjects are equipped with prior beliefs about which words are more or less likely in a short sentence or phrase. In a more complex (i.e., deep hierarchical) model, these beliefs would be available from a higher level. These prior beliefs are about the likely semantic content of spoken words; for example, based on previous words in a sentence (Dubno et al., 2000) or the topic of conversation (Holmes et al., 2018b). Note that previous accounts of speech recognition, such as Shortlist B (Norris and McQueen, 2008), assume that priors reflect only word frequency, rather than priors that can be flexibly updated based on context. Technically, these kinds of context-sensitive priors are known as empirical priors—and are an integral part of hierarchical generative models.

In this paper, we deal with the lowest level of the generative model; namely, given a particular lexical content, prosody and speaker identity, how would one generate a spoken word in terms of its acoustic timeseries. In the next section of this paper, we turn to the problem of segmentation (i.e., identifying word boundaries) and the enactive aspects of the current scheme. It will become apparent later on that these two (perceptual and enactive) aspects of active listening go hand-in-hand.

Fig. 1 summarises the modelling of a spoken word, from the perspectives of generation and recognition. The model considers: how is an acoustic signal generated given the causes of a spoken word, in terms of ‘what’ word is spoken (lexical), ‘how’ it is spoken (prosody), and ‘who’ is speaking (speaker identity)? From the perspective of word generation, it takes lexical, speaker, and prosody
parameters and generates an expected acoustic signal. The lexical state consists of frequency and temporal coefficients corresponding to words in the lexicon. The model includes two speaker states: fundamental frequency and formant scaling. It includes four prosody states: amplitude, duration, timbre, and inflection. Within each of these states, different factors correspond to different lexical items, or the fundamental frequency associated with different speakers, for example.

The model starts by sampling parameters from a set of probability distributions, which are modelled as separate Gaussians. The means and covariances of the Gaussians have been specified in advance; they can be entered into the model explicitly (by hand) or they can be estimated empirically based on training samples of speech. Sampling parameters from distributions with particular means and variances accounts for the fact that the same lexical item spoken by the same speaker with the same prosody does not always produce an identical acoustic signal, and—conversely—because the distributions are allowed to overlap, a similar acoustic signal can be generated by different combinations of factors. The (discrete) lexical content of a word is sampled from a (categorical) probability distribution over words in a lexicon. This is based on how likely particular words are to be spoken. Ultimately, the selected parameters are combined, in a nonlinear way, to generate an acoustic timeseries corresponding to the articulated word.

The acoustic timeseries is generated from a sequence of transients, whose properties are determined by the selected parameters. Each word (i.e., lexical item) is associated with a matrix of frequency and temporal coefficients (for a discrete cosine transform) that can be used to generate a time-frequency representation of the spoken word (i.e., the spectrogram) when combined with speaker and prosody information. Each column of the time-frequency representation is used to generate a transient. These transients can be thought of as pulses or ‘shockwaves’ at the glottal pulse rate, which are modulated by the shape of the vocal tract. The instantaneous fundamental frequency is related to the average fundamental frequency of a particular speaker, but also varies smoothly over time based on inflections due to prosody. The prosodic inflection parameters encode: (1) the average fundamental frequency relative to the speaker average, (2) increases or decreases in fundamental frequency over time, and (3) the acceleration or

Fig. 1. A generative model of a word. This figure illustrates the generative model from the perspective of word generation (green panels) and accompanying inversion (orange panels), which corresponds to word recognition. In brief, the first step—when generating a word—is to construct a time-frequency representation based on the lexical content of the word. This representation is then transformed into distinct transients, which are aggregated to form the acoustic timeseries of the spoken word. For word recognition, the steps are essentially inverted: the timeseries is segregated into transients, which are transformed into a time-frequency representation. The time-frequency representation is used to infer the lexical content of the spoken word. For the equations describing these probabilistic transformations, please see Appendix 1. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
deceleration of changes in fundamental frequency. The instantaneous fundamental frequency determines the spacing of the transients. The durations of the transients are determined by the formant frequencies, which depend on the lexical parameters and the speaker formant scaling parameter. The formant frequencies correspond to the frequency bins in the time-frequency representation. The number of transients that are aggregated to construct the timeseries is determined by the time intervals in the time-frequency representation. Fig. 2 provides an illustration of how a sequence of transients is generated. In the final step, the transients are summed together and scaled by an amplitude parameter. For mathematical detail, the equations corresponding to the generative model are shown in Fig. 11 and are described in Appendix 1. For an algorithmic description, please see the demonstration (annotated Matlab code)—that reproduces the simulations below—which can be read as pseudocode (see Software note).

In effect, the lexical parameters—which, under this generative model, determine the formant frequencies—parameterise a trajectory through high-dimensional formant frequency space, which becomes apparent as the word unfolds. The prosody of the word determines the duration and inflection of the fundamental interval function, while speaker identity determines the average fundamental frequency—which relates to the interval between transients—and a formant scaling parameter that determines the duration of each transient. With such a model in place, one can, in principle, generate any word, spoken with any prosody by any speaker, by sampling the correct parameters from their appropriate distributions. In what follows, we briefly review the inversion of this model given an acoustic timeseries.

2.1. Model inversion or word recognition

Now we have established a generative model that is capable of producing a spoken word, word recognition can be achieved by inverting the model. This section describes a plausible inversion scheme in the context of our particular generative model of spoken words. In principle, given any generative model it should be possible to use Bayesian model inversion to invert the timeseries, using generalised (variational or Bayesian) filtering; also known as predictive coding (Norris et al., 2016). However, given we have assumed a deterministic generation of acoustic signals from parameters, we know that the posterior beliefs about parameters will take the form of Dirac delta functions, whose only parameter is a mode. This means that in practice, it is simpler to cache an epoch of the timeseries and use maximum a posteriori (MAP; Kim et al., 2006) estimates of the parameters, based upon least squares. One can then evaluate the posterior probability of discrete lexical, prosody and speaker states, using the respective likelihood of the MAP parameter estimates (and any priors over discrete states should they be available). This MAP scheme can be read in the spirit of predictive coding that has been amortised (Zhang et al., 2018). In other words, the inversion scheme reduces to a nonlinear recognition function—a series of equations that map from epochs of the acoustic signal to parameters encoding lexical content, prosody and identity.

Model inversion rests on the assumption that we have isolated the acoustic timeseries corresponding to an individual word. The next section deals with the segmentation problem, which involves enactive processes. For now, we will assume that we have identified an epoch of the acoustic signal that might plausibly contain one word—and that we wish to evaluate the probabilities of lexical, prosody, and speaker states within this epoch.

In brief, the recognition scheme comprises the following steps (see Fig. 1). The instantaneous frequency is estimated by first calculating ‘fundamental intervals’, which are the reciprocal of the instantaneous frequency. The fundamental intervals are calculated by bandpass filtering the acoustic signal around the prior value for the speaker fundamental frequency parameter; the positions of peaks in the filtered signal correspond to the fundamental intervals. Please see Fig. 3 for an illustration of how the fundamental intervals

![Fig. 2. Fundamental and formant intervals. This figure illustrates the way in which an acoustic timeseries is generated by assembling a succession of transients separated by an interval that is inversely proportional to the (instantaneous) fundamental frequency. The duration of each transient places an upper bound on the wavelength of the formant frequencies—and corresponds to the minimum frequency, which we take to be the first formant frequency.](image-url)
are estimated and Fig. 4 to see the fundamental frequency and formant frequencies projected onto the spectrum of a speech sample.

Next, the inversion scheme essentially deconstructs transients (i.e., segments) from the epoch. The formant frequencies are estimated by evaluating the cross-covariance function over short segments; the length of the segments is the inverse of the first formant frequency and the segments are centred on each fundamental interval. This is based on the simplifying assumption that the spectral content of each transient, within each segment, is sufficient to generate the word. The formant frequencies are then used to project back to a time-frequency representation.

To infer the lexical content, prosody and speaker, the parameter estimates from the nonlinear transformations above can be used to evaluate the likelihood of each discrete attribute. This likelihood is then combined with a prior to produce a posterior categorical distribution over the attributes in question. For the lexical content of the word, this just corresponds to an index in the lexicon. Here, the lexicon is assumed to be small for simplicity, although it would be trivial to extend the model to accommodate more comprehensive lexicons. The likelihood is based upon the mean and precision (i.e., inverse covariance) of the lexical parameters in the usual way, where the sufficient statistics of this (likelihood) model— for each word—are evaluated using some exemplar or training set of words. This completes the description of word recognition based upon the

Fig. 3. Fundamental frequencies and intervals. This figure illustrates the estimation of fluctuations around the fundamental frequency during the articulation of (the first part of) a word. These fluctuations correspond to changes in the fundamental interval; namely, the reciprocal of the instantaneous frequency. Panel A shows the original timeseries, while Panel B shows the same timeseries after bandpass filtering. The peaks (i.e., phase crossings) then determine the intervals, which are plotted in terms of instantaneous frequencies in Panel C (as a blue line). The solid red line corresponds to the mean frequency (here, 109 Hz), while the broken red line corresponds to the centre frequency of the bandpass filtering (here, 96 Hz) which is centred on the prior for the speaker average fundamental frequency. The same frequencies are shown in panel D (this time on the x-axis), superimposed on the spectral energy (the absolute values of the accompanying Fourier coefficients of the timeseries in Panel A). The ensuing fundamental intervals are visualised as red lines in Panels A and B. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
In summary, the above transformations simply reverse the operations used for word generation in the previous section. The combination of prior expectations with the likelihoods of each attribute is a key feature of this inversion scheme that will allow the model to accommodate contextual effects on speech recognition. In other words, we are more likely to interpret speech consistent with our prior expectations. This will become evident in the simulations later in this paper.

After the discrete parameters have been inferred from a continuous timeseries through model inversion, they could be entered back into the generative model to synthesise a new timeseries that would share some properties with the timeseries that was used to infer the discrete parameters. This simply involves projecting the lexical coefficients back into a time frequency representation, implementing the inverse discrete cosine transform to produce (after scaling with the timbre parameter and exponentiation) a series of (time symmetric) transients, which are aggregated to form the acoustic timeseries. This is essentially what is illustrated in Fig. 1. Indeed, the processes of inversion and generation can be iterated (see below) to check the fidelity of the forward and inverse transformations that map between the acoustic timeseries and formant representation.

3. Speech segmentation as an active process

So far, we have a generative model (and amortised elements of a predictive coding scheme) that generates an appropriate time series, given discrete lexical (i.e., what), prosody (i.e., how) and speaker (i.e., who) states (i.e., latent causes of the word). It can also be inverted to infer the attributes of a word given an acoustic timeseries. However, in our everyday lives, we usually hear series of words rather than words in isolation. In this section, we combine the generative model with an active segmentation process, to infer the most likely sequence of words given a continuous timeseries.

This requires us to address the following problem: we have not specified how the onsets and offsets of the interval containing the

---

**Fig. 4. Fundamental and formant frequencies:** Both plots show the root mean square power (i.e., absolute value of Fourier coefficients) following the Fourier transform of a short segment of speech. The frequency range in the upper plot covers the first 500 Hz. The first peak in power (illustrated by the blue vertical line) corresponds to the fundamental frequency, which is typically between 80 and 150 Hz for adult men and up to 350 Hz for adult women. The lower panel shows the same spectral decomposition but covers 8000 Hz to illustrate formant frequencies. The solid blue lines show the calculated formant frequency and its multiples, while the grey lines arbitrarily divide the frequency intervals into eight bins. These frequencies define the frequencies used for the spectral decomposition. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
word are generated (i.e., when). Clearly, there are some prior constraints on the generation of these intervals. For example, the offset of one word should precede the onset of the subsequent word. Furthermore, the intervals contained between the onset and offset must lie in some plausible time range. We also know that segmentations are more likely to contain words than non-words (Ganong, 1980; Billig et al., 2013), and listeners have prior knowledge of the words that are possible in a language (‘possible word constraint’) (Norris et al., 1997). In the current segmentations, we account for these simple constraints and, effectively, offload inference about word boundaries to the active part of active inference. The only acoustic cue we use is the contour of the amplitude envelope, which has previously been identified as a cue that human listeners use for speech segmentation (Lehiste, 1960).

In brief, we assume that boundary segmentations are not entirely specified by the acoustic signal, and conceptualise the segmentation problem as a problem of choosing which boundaries to select given several possible segmentations; in a similar way as we would select visual actions (e.g., saccadic eye movements or oculomotor pursuit) to fixate or track a visual object given multiple possible actions. In the current setting, this simply means identifying a number of plausible boundary intervals and finding the interval that provides the greatest evidence for our prior beliefs about the words we hear. This is the same principle used to explain motor and autonomic action under active inference (Friston et al., 2011). For example, classical motor reflexes can be construed as minimising proprioceptive prediction error (i.e. minimising variational free energy or maximising model evidence) as described in Adams et al. (2013). Formally identical arguments have been applied in the setting of interoceptive inference where motor reflexes are replaced by autonomic reflexes that realise autonomic set-points or homoeostasis (Seth et al., 2014).

In the current context, we essentially treat the decision about speech segmentation as a covert action from a computational perspective, which shares similarities with the overt actions used in other settings. This can be implemented in a straightforward fashion by selecting boundary pairs (i.e., offsets and onsets) and evaluating their free energy under some prior beliefs about the next word. Ultimately, we want to select the boundary pairs with the smallest free energy—which effectively selects the interval with the greatest evidence (a.k.a., marginal likelihood) of auditory outcomes contained in that interval. This follows because the variational free energy, by construction, represents an upper bound on log evidence (see Appendix 3 for more details and the corresponding equations). Importantly, both posterior beliefs about latent states (i.e., lexical, prosody, and speaker) and the active selection of acoustic intervals optimise free energy. This is the signature of active inference. In this instance, the posterior beliefs obtain from the likelihood of the lexical, prosody and identity parameters, given the associated states.

For words spoken in isolation, one can identify candidate boundaries using threshold crossings of the amplitude envelope (where the threshold is a low value, roughly corresponding to the noise floor). However, it is well known that a continuous stream of words does not always contain silent (i.e., below-threshold) gaps between words and, conversely, silence can occur between two syllables of the same word. We therefore include local minima of the amplitude envelope as candidate boundaries. It is important to note that these are only candidate boundaries—in other words, plausible hypotheses for segmentations of the acoustic signal. We will turn to the question of which interval is selected later, during which candidate segmentations are combined with (lexical) priors. In practice, this means that two syllables separated by a silent gap are not always classified as separate words—consistent with the knowledge that naturally spoken words often contain silent gaps that—to a naïve listener—could be confused with word boundaries. An example of the candidate boundary points is illustrated in Fig. 5. Please see figure legend for details.

Using this procedure to identify candidate intervals, one can select the interval that minimises free energy (or has the greatest evidence under prior beliefs about the next word). In other words, for each candidate interval, the likelihood of the lexical parameters is evaluated—for all plausible words—to create a belief over lexical content, in terms of a probability distribution. This posterior belief is then used to evaluate the log evidence (i.e., free energy) of each interval. The interval (and associated posterior beliefs) with the greatest evidence is selected. The offset of this interval specifies the onset of the next segment and the process starts again.

Treating speech segmentation as a problem of (covertly) sampling among plausible intervals is interesting from a mathematical perspective. The free energy associated with a particular action is a trade-off between the accuracy of sensory observations under the generative model and the complexity of belief updating on the basis of those observations (see Appendix 3 for the equations). In the current setting, these quantities can be evaluated explicitly, because the evidence has already been accumulated. Thus, the accuracy term simply scores the expected log likelihood of the auditory observations under posterior beliefs about the lexical categories that generated them. The complexity term scores the difference between the prior beliefs and the new beliefs based on auditory observations. This will become an important quantity later and, essentially, reflects the degree of belief updating associated with selecting one lexical parsing over another. Phrased another way, the goal of segmentation under active listening is to sample data in a way that requires the most parsimonious degree of belief updating, in accord with Ockham’s principle (Maisto et al., 2015).

Fig. 6 shows the consequence of this form of active listening by comparing segmentation and recognition with and without appropriate prior beliefs (please see the figure legend for details). The input to this simulation is a continuous acoustic signal that has alternative parsings, leading to different lexical segmentations. The timeseries in Fig. 6A and E are identical, but the segmentation (as indicated by the colours) differs. The point of this simulation is to show that the selected segmentation depends on the distribution of the priors. When the artificial listener has no particular prior beliefs about which words will be heard (left panel), the priors are uniform, and, recognition goes away after the first two words (‘triangle square’). The scheme inferred that the best possible explanation for the subsequent words was a series of shorter words (“a is red a is red”; Fig. 6B). From Fig. 6C, we can tell that the artificial listener was uncertain about the correct parsing—reflecting the fact that this signal was difficult to segment because there were several segmentations that would be plausible in English (displayed as grey shaded regions). However, when the artificial listener was equipped with strong prior beliefs that the words they would hear would be shape words (the words “triangle” and “square”), it recovered the correct parsing (“triangle square triangle square triangle square”; Fig. 6F). Note that the acoustic boundaries for these two lexical segmentations differ—highlighting that speech segmentation and lexical inference go hand-in-hand under this framework.

These two examples are analogous to the “Grade A” versus “grey day” example that we considered in the introduction. As in our simulated example, there is no consistent acoustic cue that differentiates “Grade A” from “grey day”—and, therefore, priors play an essential disambiguating role. The active segmentation would identify these two (and perhaps additional) possible segmentations, and the prior would be the one that was most similar to the priors. In other words, these two segmentations would be distinguished by different prior beliefs, which could originate from a higher (semantic or contextual) level—for example, whether the
Fig. 5. **Spectral envelopes and segment boundaries.** This figure provides an example of how candidate intervals containing words are identified using the spectral envelope. The upper panel shows a timeseries produced by saying “triangle, square”. The timeseries is high pass filtered and smoothed using a Gaussian kernel. The red line in the upper panel shows the resulting spectral envelope, after subtracting the minimum. This envelope is reproduced in the lower panel (red line). The horizontal blue line corresponds to a threshold: 1/16th of the maximum encountered during the (1250 ms) epoch. Boundaries are then identified as the first crossing (black dot) of the threshold (horizontal blue line) before the spectral peak and the last crossing after the peak. These boundaries are then supplemented with the internal minima between the peak and offset (red dots). These boundaries then generate a set of intervals for subsequent selection during the recognition or inference process. Here, there are three such intervals. The first contains the first two syllables of triangle, the second contains the word “triangle”. The third additionally includes the first phoneme of “square”. In this example, the second interval was selected as the most plausible (i.e., free energy reducing) candidate to correctly infer that this segment contained the word “triangle”. The vertical blue line corresponds to the first spectral peak following the offset of the last word, which provides a lower bound on the onset. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
topic of conversation was about the weather or a student's exam results. In a comprehensive treatment, these would be empirical prior beliefs generated by deep temporal models of the sort described in Kiebel et al. (2009) and Friston et al. (2017c). For simplicity and focus, we assume here that priors about sequential lexical content—of the sort that could be formed by lexical and semantic predictions—are available to a subject in the form of categorical probability distributions.

3.1. Belief updating and neuronal dynamics

Fig. 6 includes a characterisation of simulated word recognition in terms of neuronal responses (Fig. 6C–D, G–H). These (simulated) neuronal responses inherit from the neuronal (marginal) message passing scheme described in Friston et al. (2017b) and Parr et al. (2019). They reflect belief updating about the lexical category for each word; the simulated neuronal responses are simply the gradient flow on free energy that is associated with belief updating in active listening. The prediction error is the (negative) free energy gradient that drives neuronal dynamics. Mathematically, the prediction error is the difference between the optimal log posterior gradient and the current estimate of this. As detailed in Appendix 3, log expectations about hidden states can be associated with depolarisation of neurons or neuronal populations encoding expectations about hidden states, while firing rates encode expectations per se.

Fig. 6 reproduces these simulated neuronal responses following the processing of each word. These responses are shown in terms of spike rates, as would be recorded with single unit electrodes (Fig. 6C, G) and depolarisation that would be measured with EEG (Fig. 6D, H). Under this formulation, neuronal activity starts off from some prior expectations and evolves, via a gradient flow on free energy (i.e., prediction error) to encode posterior expectations. Because depolarisation corresponds to the rate of change of these beliefs (expressed as log expectations) they show peak responses during the greatest degree of belief updating from priors to posterior expectations. After filtering, the simulated depolarisations look like evoked responses that are typically observed in human studies (as discussed in more detail below).

3.2. Summary

The message from the simulations in Fig. 6 is that proper segmentation and subsequent inference about lexical content obtain only with particular priors. If we remove prior constraints entirely, the synthetic listener failed to identify the correct intervals; it falsely inferred the presence of words that were not uttered and ‘missed’ words that were spoken. It is worth mentioning that the absence of priors would be extremely unlikely in realistic contexts, because our knowledge of language generates expectations about plausible words in any given sentence (e.g., due to syntactic and semantic constraints, as well as simple effects of word frequency) and contextual knowledge (e.g., knowing the topic of conversation, or being in a particular setting) will also supply empirical priors. Indeed, the effect of priors on speech segmentation is well-established in human speech perception. The common observation that word boundaries are difficult to ascertain in an unknown language is an intuitive example that priors based on lexical knowledge help to determine speech segmentation. In addition, the way that humans segment speech depends on previous words in a sentence (Cole et al., 1980; Mattys and Melhorn, 2007; Mattys et al., 2007; Kim et al., 2012)—a simple demonstration that priors are flexibly applied in different contexts. The aim of this simulation was to demonstrate the role of priors in speech recognition under active listening.

This simulation also shows that active listening goes beyond simply inferring the best explanation for a particular sensory signal: active listening also infers which signals to ‘sample’. By this, we mean that different segments (corresponding to plausible word boundaries) of the speech signal are evaluated, with the goal of ‘sampling’ or selecting one set of intervals. The action (here, covert placement of word boundaries, which can be considered more generally as active sampling) therefore goes hand-in-hand with perception. This is demonstrated in the left panel of Fig. 6: Although the words recognised provide the best MAP (Kim et al., 2006) explanation for acoustic sensations, both the words themselves and the placement of word boundaries are categorically different from the right panel of Fig. 6, in which the model was equipped with different (uniform) prior beliefs. This ability to integrate different levels of beliefs and inference is consistent with a hierarchical architecture, as suggested by (i) experimental studies that have measured brain responses during speech perception (Davis and Johnsrude, 2003; Vinckier et al., 2007; DeWitt and Rauschecker, 2012), (ii) studies that examine the weights participants assign to different cue types during speech segmentation; e.g., (Mattys et al., 2005), and (iii) cognitive accounts of speech processing (McClelland and Elman, 1986; Gaskell and Marslen-Wilson, 1997).

In the next section, we turn to the electrophysiological correlates of this belief updating and ask what predictions this model of auditory inference can offer.

3.3. Face validity: simulating sentence recognition

Here, we use the generative model and inversion scheme described above, under simple prior beliefs about a sentence, to illustrate the circular causality implicit in Bayesian belief updating. In brief, we will examine how prior beliefs underwrite word segmentation and how segmentation changes in the absence of appropriate priors. We then look at how the selected speech segmentation updates subsequent prior beliefs and how the ensuing Bayesian surprise may manifest electrophysiologically. To illustrate the effect of priors, we chose the following sentence: “Is there a square above?” This is a completely arbitrary sentence but is interesting because the formant frequencies in the word “square” have a bimodal (biphone) structure (Bashford et al., 2008), which means there is a fairly severe segmentation problem at hand. Will a simulated subject segment “square” properly or—as in Fig. 6—append the first phone to the previous word? If they do infer the words correctly, how do priors manifest in terms of belief updating?

Fig. 7 shows the results of integrating the active inference scheme above with strong (left panels) or uniform (right panels) prior beliefs. In this example, prior beliefs were definitive for the first three words (“is there a”) with more ambiguous prior for the last two words: for the fourth word, the possibilities included “square” and “triangle”. For the final word, the possibilities included “above”, “below” and “there”). These priors were selected because they are lexically congruent and represent a plausible belief that a listener might have about the content of a sentence. Please see the figure legend for technical details. The message from this simulation is that priors play a key role in resolving uncertainty and subsequent competition among neuronal representations.

In the absence of precise prior constraints, the uncertainty associated with speech recognition is expressed as an increased amplitude of simulated electrophysiological responses. This can be seen most clearly by comparing the simulated electrophysiological responses in the lower right panel: the dotted lines reflect belief updating in the absence of specific priors, while the dashed lines are the same responses under informative priors. Fig. 8 drills down on these differences by focusing on the responses to the third word. In so doing, the simulated waveform looks very much like a P300 that is frequently observed in electrophysiological studies (Donchin and
Fig. 6. Speech recognition and segmentation. Left panel: This panel shows the results of active listening to a sequence of words: a succession of “triangle, square, triangle, square ...”. Its format will be used in subsequent figures and is described in detail here. Panel A shows the acoustic timeseries as a function of time in seconds. The different colours correspond to the segmentation selected by the active listening scheme, with each colour corresponding to an inferred word. Regions of cyan denote parts of the timeseries that were not contained within a word boundary. Panel B shows the accompanying spectral envelope (back line) and the threshold (red dashed line) used to identify subsequent peaks. The first peak of each successive word centres the boundary identification scheme of Panel A. The words that have been inferred are shown in the same colours as the upper panel at their inferred onset. Panels C–D show the results of simulated neuronal firing patterns and local field potentials or electroencephalographic responses. These are based upon a simple form of belief updating cast as a neurally plausible gradient descent on variational free energy (please see main text). Panel C shows the activity of neuronal populations encoding each potential word (here, 14 alternatives listed on the Y axis). These are portrayed as starting at the offset of each word. Effectively, these reflect a competition between lexical representations that record the selection of the most likely explanation. Sometimes this selection is definitive: for example, the first word (“triangle”) supervenes almost immediately. Conversely, some words induce a belief updating that is more uncertain. For example, the last word ("red") has at least three competing explanations (i.e., "no", "not" and "a"). Even after convergence to a particular posterior belief, there is still some residual uncertainty about whether “red” was heard. Note that the amplitude of the spectral envelope is only just above threshold. In other words, this word was spoken rather softly. Panel D shows the same data after taking the temporal derivative and filtering between 1 and 16 Hz. This reveals fluctuations in (simulated) depolarisation that drives the increases or decreases in neuronal firing of the panels above. In this example, the sequence of words was falsely inferred to be a mixture of several words not actually spoken. This failure to recognise the words reflects the fact that the sequence was difficult to parse or segment. Once segmentation fails, it is difficult to pick up the correct sequence of segmentations that will, in turn, support veridical inference. These results can be compared with the equivalent results when appropriate priors are supplied to enable a more veridical segmentation and subsequent recognition. Right panel: This panel shows the results of active listening using the same auditory stream as in the left panel. The only difference here is that the (synthetic) subject was equipped with strong prior beliefs that the only words in play were either “triangle” or “square”. This meant that the agent could properly identify the succession of words, by selecting the veridical word boundaries and, by implication, the boundaries of subsequent words. If one compares the ensuing segmentation with corresponding segmentation in the absence of informative priors, one can see clearly where segmentation failed in the previous example. For example, the last word (i.e., “square”) is correctly identified in dark blue in Panel F, whereas, in Panel B (without prior constraints), the last phoneme of the word “square” was inferred as “red” and the first phoneme was assigned to a different word (“is”). The comparative analysis of these segmentations highlights the “handshake” between inferring the boundaries in a spectral envelope and correctly inferring the lexical content on the basis of fluctuations in formant frequencies. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

To conclude this section, we will use this example to illustrate the fidelity of recursively generating and recognising words, under this generative model. Fig. 9 shows the segmentation and word recognition following the presentation of the sentence above (“is there a square above”), without priors. The sentence was then generated using the recognised lexical, prosodic and speaker attributes. The synthetic speech was then presented to the active listening scheme, to recover the original utterance. This shows that...
4. Predictive validity: belief updating and neurophysiology

Fig. 8 suggests that belief updating during word recognition depends sensitively on prior beliefs and implicit differences in the confidence with which a particular word is inferred. For example, the word “above” could have been “below” or “there”, as shown by the initial neuronal firing in Panel C at the end of the last word (red arrow). The right panel (E–H) shows exactly the same results but in the absence of any prior beliefs. The inference is unchanged; however, one can see in the neuronal firing (Panel G) that other candidates are competing to explain the acoustic signal (e.g., blue arrows). The key observation is that the resulting uncertainty—and competition among neuronal representations—is expressed in terms of an increased amplitude of simulated electrophysiological responses. This can be seen by comparing the simulated EEG trace in Panel H—in the absence of priors (solid lines)—with the equivalent EEG response under strong priors (solid lines in Panel D, reproduced as dashed lines in Panel H). In this example, there has been about a 50% increase in the amplitude of evoked responses. A more detailed analysis of the differences in simulated EEG responses is provided in Fig. 8. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Generally speaking, the idea that belief updating may underpin vigorous neuronal responses to surprising sensations is broadly consistent with experimental observations. Under predictive coding models of auditory perception, the mismatch negativity has been considered in light of precision weighted prediction error responses (Garrido et al., 2009; Wacongne et al., 2012; Heilbron and Chait, 2018). In this literature, the mismatch negativity is related to deviants in elementary acoustic events, such as frequency (Nääätänen et al., 1978; Giard et al., 1995; Jacobsen et al., 2003b), intensity (Nääätänen et al., 1978; Giard et al., 1995; Jacobsen et al., 2003a), or timbre (Tervaniemi et al., 1997a; Tervaniemi et al., 1997b; Toivainen et al., 1998)—and its amplitude covaries with the probability of a deviant (Picton et al., 2000; Sato et al., 2000, 2003). Mismatch negativity responses have also been recorded in the context of spoken phonemes (Dehaene-Lambertz, 1997; Nääätänen et al., 1997). In the current framework, precision weighted prediction errors induced by acoustic deviations reflect

the scheme can understand itself and perform rudimentary speech repetition. More formally, it illustrates the validity of the amortised inversion scheme.

Fig. 7. The role of priors in a word recognition: This figure uses the same format as Fig. 6. In this example, the spoken sentence was “Is there a square above?” The left panel (A–D) shows the results of segmentation and word recognition under informative priors about the possible words. In other words, for each word in the sequence, a small number of plausible options were retained for inference. For example, the word “above” could have been “below” or “there”, as shown by the initial neuronal firing in Panel C at the end of the last word (red arrow). The right panel (E–H) shows exactly the same results but in the absence of any prior beliefs. The inference is unchanged; however, one can see in the neuronal firing (Panel G) that other candidates are competing to explain the acoustic signal (e.g., blue arrows). The key observation is that the resulting uncertainty—and competition among neuronal representations—is expressed in terms of an increased amplitude of simulated electrophysiological responses. This can be seen by comparing the simulated EEG trace in Panel H—in the absence of priors (solid lines)—with the equivalent EEG response under strong priors (solid lines in Panel D, reproduced as dashed lines in Panel H). In this example, there has been about a 50% increase in the amplitude of evoked responses. A more detailed analysis of the differences in simulated EEG responses is provided in Fig. 8. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
the surprise and concomitant belief updating induced by heard (spoken) words. At a slightly longer latency, reorientation responses could also be construed as a reflection of belief updating at higher levels of hierarchical inference. For example, the P300 has been proposed to reflect contextual violations (Donchin and Coles, 1988) and the N400 has been proposed to reflect semantic violations (Kutas and Hillyard, 1980, 1984; Van Petten, Coulson et al., 1999; Kutas and Federmeier, 2000). The whole field of repetition suppression and adaptation in functional magnetic resonance imaging rests upon exactly the same notion; namely, an attenuation of neuronal responses that induce less belief updating, in virtue of being predictable or repetitious (Larsson and Smith, 2012; Grotheer and Kovacs, 2014).

In the current simulations, our agenda is to identify generic principles that may underpin neuronal responses to surprising sensations under active listening. Our goal was not to simulate any particular type of ERP component, but merely to observe belief updating in the current framework. In the discussion section, we visit the finer details of the mismatch negativity and later endogenous (e.g., P300, N400) responses, which would be interesting avenues for future work. An advantage of the current setup is that we can expand upon the qualitative explanation for violation or surprise related responses using explicit, quantitative simulations.

If we take the average change in depolarisation under expected firing rates (after belief updating), we recover a quantity that scores the degree of belief updating (see Appendix 4 for details)—a quantity that emerges in many guises in different disciplines. For example, in statistics, it is known as the complexity (see equation (A.18)), which scores the departure from prior beliefs required to provide an accurate account of some data (Penny, 2012). In the visual neurosciences, this quantity is known as Bayesian surprise (Schmidhuber, 1991; Itti and Baldi, 2009) that underwrites the salience or epistemic affordance of locations in the visual scene that attract saccadic eye movements (Parr and Friston, 2017a,b). In robotics, this quantity is known as intrinsic motivation; namely the information gain associated with a particular move or action (Ryan and Deci, 1985; Oudeyer and Kaplan, 2007). In short, we have a link between the information theoretic quantity that reflects the degree of Bayesian belief updating and the average neuronal responses that perform belief updating.

There are a number of reasons that one might consider this a sensible predictor of evoked responses in the brain, above and beyond the idealised dynamics described above. These reasons rest upon the statistical physics of belief updating in any sentient system making inferences about external states of affairs. The technical back story to active inference—that is, the free energy principle—allows one to associate the degree of belief updating and implicit changes in variational free energy in terms of a thermodynamic potential (Landauer, 1961; Bennett, 2003; Friston, 2013). This means that for an ensemble of neurons (or neuronal processes) belief updating can be translated directly into thermodynamic free energy. The corresponding thermodynamic cost of belief updating may be reflected in nearly every sort of electrophysiological neuroimaging measurement. For example, the excursions of transmembrane potentials from their Nernst equilibrium in EEG (c.f., a mismatch negativity amplitude). Similarly, in fMRI, activations may
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**Fig. 8.** Mismatch responses and speech-in-noise: Panel A reproduces the results of Fig. 7H, but focuses on the simulated electrophysiological responses of a single neuronal population responding to the third word (“a”). The upper row reports simulated responses evoked with (green lines) and without (blue dashed lines) priors (as in Fig. 7), while the lower row shows the differences between these two responses. These differences can be construed in the spirit of a mismatch negativity or P300 waveform difference. Removing the priors over the third word (Panels C–D) isolates the evoked responses and their differences more clearly. The grey shaded area corresponds to a peristimulus time of 500 ms, starting 250 ms before the offset of the word in question. Assuming update time bins of around 16 ms means that we can associate this differential response with a P300. In other words, when the word is more surprising—in relation to prior beliefs about what will be heard—they evoke a more exuberant response some 300 ms after its offset. Panels E–H report the same analysis with one simple manipulation; namely, the introduction of noise to simulate speech-in-noise. In this example, we doubled the amount of noise; thereby shrinking the coefficients by about a factor of half. This attenuates the violation (i.e., surprise) response by roughly a factor of two (compare difference waveform in Panel D without noise—red arrows—with the difference waveform in Panel H without noise—blue arrow). Interestingly, in this example, speech-in-noise accentuates the differences evoked in this simulated population when the word is not selected (i.e., on the previous word). The underlying role of surprise and prior beliefs in determining the amplitude of these responses is addressed in greater detail in the final figure. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
reflect the metabolic costs of belief updating (Attwell and Iadecola, 2002).

The second line of argument is based upon the common sense observation that, in the absence of an informative sensory cue, there can be no belief updating and no complexity cost or accompanying thermodynamic cost (Sengupta et al., 2016). In this instance, there will be, clearly, no evoked or induced response. This argument further suggests that the precision of continuous sensory

![Recursive recognition and generation](image)

**Fig. 9. Recursive recognition and generation:** The upper part of this figure shows the recognition of words (Panel B) contained within an acoustic signal (Panel A). Here, the acoustic signal is parsed into the words “is there a square above”. The corresponding lexical states can be used to synthesise a new acoustic signal (Panel C) containing the same words. Here, we inverted the model a second time, to recover the words contained within the synthetic acoustic signal (Panel D). Happily, the recovered words from the synthetic signal (Panel D) match those from the original signal (Panel B).
(e.g., auditory) signals will determine the degree of belief updating and related violation responses, such as the mismatch negativity. In speech perception, reduced precision could correspond to speech-in-noise, for which this model predicts an attenuation of mismatch responses as noise levels increase. The basis of this effect rests upon the estimation of random fluctuations in sensory cues that, under predictive coding, shrink the posterior expectations of the lexical coefficients towards their prior mean.

If we revisit the results in Figs. 6 and 7, and compare responses evoked with and without priors, it is immediately obvious that, on average, evoked responses in the absence of (accurate) priors have a larger amplitude. This is sensible because priors that are congruent with the words presented mean that the belief updating has a smaller complexity cost because the prior is closer to the posterior. In other words, there is less information gain because the (synthetic) subject already had accurate prior beliefs about the lexical content of the spoken words.

To illustrate the sort of effect more quantitatively, we repeated the simulations reported in Fig. 7 but introduced uncertainty about the third word by relaxing its priors. This allowed us to introduce differences in belief updating, from word to word, and show that simulated neuronal responses vary monotonically with information gain or Bayesian surprise. Fig. 10 reports the results of this numerical analysis in terms of the variance of depolarisation over neurons encoding lexical expectations (blue line in panel D) and the corresponding Kullback-Leibler divergence (red bars). Their monotonic relationship is apparent (see panel E), although the relationship is not perfect due to filtering the simulated EEG data and our ad hoc measure of neuronal responses. At the (coarse-grained) level of the current treatment, this can be regarded as a simulation of neuronal responses to Bayesian surprise at a fairly high level in the auditory hierarchy (encoding the lexical content of a word).

With this characterisation of mismatch responses, we can now return to the effect of noise, which highlights a key feature of active listening—that the quality of sensory evidence affects the magnitude of belief updating. In Fig. 8, noise was simulated by decreasing the prior precision associated with the lexical coefficients at the auditory level of inference (namely, the prior precision in Equation (A.20)). This manipulation attenuates the mismatch or surprise response because the degree of belief updating has been reduced. The attenuation arises because there is less confidence placed in the evidence ascending from lower sensory levels of auditory processing. In other words, the attenuation of belief updating (and mismatch responses) in Fig. 8 arises because the posteriors have been moved closer to the priors. This contrasts Fig. 7, in which belief updating and mismatch responses were attenuated by one moving the priors closer to the posteriors. In subsequent work, we will revisit the effects of manipulating speech-in-noise—and prior beliefs—to demonstrate their effects empirically and, crucially, how they interact in the genesis of difference waveforms. For the purposes of this paper, the basic phenomenology illustrated above will be taken as a validation of the belief updating scheme by appealing to the literature on the canonical mismatch and violation responses of this sort.

5. Discussion

Active listening considers the enactive synthesis or inference that might underwrite the recognition—and generation—of spoken sentences. The notion of active listening inherits from active inference, which considers perception and action under a universal imperative—to maximise the evidence for our (generative) models of the world. Here, the ‘active’ component is the (covert) parsing of words from a continuous auditory signal. Active listening entails the selection of internal actions (i.e., placement of word boundaries) that minimise variational free energy. Practically, word boundaries are selected so as to minimise surprise or maximise the evidence for an internal model of word generation. We have described the formal basis of this kind of active listening, using simulations of speech recognition to establish its face validity in behavioural terms. We then considered predictive validity, in terms of neuronal or physiological responses to violations and surprise, of the sort associated with the mismatch negativity, P300, and N400.

In treating the segmentation of a continuous sensory stream into meaningful words as an active sensing problem, we imagine that several segmentation operations are applied by the auditory system in parallel and the interval that maximises model evidence or marginal likelihood (i.e., minimises variational free energy) is selected for further hierarchical processing. From the perspective of hierarchical Bayesian inference, this follows the usual way of mapping from posterior density estimates, based upon continuous signals, to posterior beliefs about the discrete causes of those signals. This is generally cast in terms of Bayesian model selection. In other words, selecting some discrete explanation or hypothesis for the data that is most consistent with the estimated parameters of a generative model at the lower (sensory) level (Friston et al., 2017b). The twist here is that this model selection has been framed in terms of action selection by treating the selection of word boundaries as an active process.

The generative model of word production that we considered has been stripped down to its bare essentials. More complex models could be conceived that synthesise more natural speech. Expanding the parameter space would not only allow it to produce more natural speech, but also allow the model to explain more domains of auditory production and perception. We discuss some of these possibilities in the discussion that follows. Nevertheless, we have demonstrated with this simplified generative model that inversion of the model—which corresponds to speech recognition—is associated with belief updating that makes plausible predictions for neuronal dynamics. In this paper, we produced quantitative simulations of electrophysiological responses and showed that they depend on the prior knowledge of the listener—a phenomenon that has commonly been observed in human speech perception (Marslen-Wilson, 1975; Marslen-Wilson and Welsh, 1978; Cole et al., 1980; Mattys and Melhorn, 2007; Mattys et al., 2007; Kim et al., 2012).

In borrowing ideas from active vision, we highlight parallels by which the brain could plausibly accumulate evidence among sensory modalities. The covert actions considered in this paper (i.e., the placement of word boundaries) follow in the spirit of overt (motor or autonomic) actions that have been used to simulate saccadic searches of the visual scene (Mirza et al., 2016; Parr and Friston, 2017a,b). We discuss the relationship between covert and overt actions in greater depth below. Intuitively, sensory observations in the auditory and visual modalities may appear to differ because speech unfolds over time, whereas visual experiments frequently use static stimuli that are spatially distributed. However, many parallels can be drawn between cortical processing in these modalities (O’Leary, 1989), consistent with findings that sensory cortices can reorganise and subsequently process inputs from a different sensory modality (Sur et al., 1988; Shiell et al., 2015). Shamma and colleagues (Shamma, 2001; Shamma et al., 2011) propose a unified computational framework for auditory and visual perception, suggesting that the neural processes proposed for vision could also operate in auditory cortex. In short, this is based on the idea that the cochlea transforms temporally unfolding sound into spatiotemporal response patterns early in auditory processing. In other words, this is a ‘spatial’ view of auditory processing. Under this view, the computations for analysing auditory signals in time could be similar to the computations used for analysing visual signals in space; e.g., (Bar et al., 2006).
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5.1. Active listening and Bayesian surprise

Selection of intervals containing auditory cues that minimise free energy (i.e., maximise marginal likelihood or model evidence) follows from the basic premise of the free energy principle; namely, both action and perception are in the game of self-evidencing (Hohwy, 2016). Having said this, there is something unique about the particular selective process (which are implicit in Equation...
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Fig. 10. Bayesian surprise and evoked responses: this shows the same results as in Fig. 7 but after removing priors from the third word (“a” in blue). Panel A shows the acoustic timeseries and Panels B–C show the results of simulated neuronal firing patterns and simulated electroencephalographic responses. The result is a more vigorous (simulated) event related response after the onset of the third word (green line in Panel C). A simple measure of these surprise-related responses can be obtained by taking the variance of the (simulated) responses over all populations as a function of time (c.f., evoked power). This is shown in Panel D as a solid blue line (normalised to a maximum of four arbitrary units). The red bars in Panel D correspond to the degree of belief updating or Bayesian surprise, as measured by the KL divergence between prior and posterior beliefs after updating. The key conclusion from these numerical analyses is that there is a monotonic relationship between the evoked power and Bayesian surprise, reflected by the nearly linear relationship between Bayesian surprise and the maxima of evoked power in Panel E. In short, the greater the Bayesian surprise, the greater the belief updating and the larger the fluctuations in neuronal activity. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
that distinguishes it from overt actions, such as moving one's head or making visual saccades to a location in a visual scene. This is because the corresponding selection of 'where to look next' is based upon anticipated data that would be sampled if one looked 'over there'. However, predictive coding (in some amortised form) of speech segmentation here is based on evidence that has already accumulated under different interval or segmentation schemes. In other words, there is a distinction between overt actions—such as moving one's eyes or moving one's head—which changes observations in the future, and covert actions—such as covert visual attention, or selecting a particular segmentation of speech—which is based on sampling current observations. In the case of these covert actions, the sensory evidence (and subsequent posterior) can be computed explicitly to evaluate the free energy expected under a particular interval choice. In contrast, expected free energy based on overt actions has to be averaged under predicted sensory outcomes—known technically as a posterior predictive density. This means that evaluating the free energy for particular speech segmentation intervals is much simpler than evaluating the expected free energy under a posterior predictive density, conditioned upon a particular overt action. It is useful to bear this distinction in mind because it can resolve some apparent paradoxes.

These paradoxes pertain largely to the question: does active inference minimise or maximise Bayesian surprise? In the current setting, covert actions associated with speech segmentation minimise Bayesian surprise, because Bayesian surprise relates to the complexity (i.e., cost) associated with belief updating based on current observations. In other words, because the free energy associated with covert actions can be evaluated explicitly, a listener can choose the covert action that requires the least belief updating (i.e., that is closest to their priors), but still provides an accurate explanation for the auditory observations. This leads to a conceptualisation in which neuronal dynamics and implicit message passing aim to explain sensory input with minimal complexity and, therefore, minimum accompanying thermodynamic cost (Sengupta et al., 2013). On this view, large mismatch or violation responses indicate that an accurate explanation for sensory inputs required a costly update to posterior beliefs.

The situation flips for overt actions, for which action selection depends on expected free energy—which is evaluated on the basis of predicted (i.e., unknown) outcomes in the future. Future sensory outcomes are random (i.e., unknown or hidden) variables and active inference maximises expected Bayesian surprise, which corresponds to expected information gain. In other words, it reflects the reduction in uncertainty in how the world is sampled. Actions that maximise Bayesian surprise will lead to the greatest reduction in uncertainty. This is why expected Bayesian surprise has to be maximised when selecting actions, where it plays the role of epistemic affordance (Parr and Friston, 2017a,b). As noted above, this is an important imperative that underwrites uncertainty reducing, exploratory behaviour; known as intrinsic motivation in neurorobotics (Schmidhuber, 2006) or salience when planning to be surprised (Sun et al., 2011; Barto et al., 2013). An intuitive way of thinking about whether surprise should be maximised or minimised is to appeal to the analogy of scientific experiment. We may attempt to analyse empirical data that we have collected in a way that minimises how surprising it appears; for example, by giving greater weight to hypotheses consistent with our measurements. Having done so, we may want to design a future experiment, which would aim is to collect data that will tell us something new; in this case, we should design an experiment that we expect to maximise our Bayesian surprise (a.k.a., information gain).

In future work, we will expand upon this distinction by using the current model to simulate conversations (Friston et al., 2020). The act of speaking is an overt action, and the basic principle of conversational turn taking has been simulated using active inference in the setting of bird song (Friston and Frith, 2015). We hope to combine the current active listening implementation with an agent who is able to ask questions. In brief, the agent will actively listen to speech by minimising Bayesian surprise at the level of word recognition considered in this paper, and select words to speak (i.e., overt actions, here in the form of questions) that maximise expected Bayesian surprise to maximise information gain (i.e., resolve uncertainty). This leads to a first principle account of language understanding that can be described in terms of self-evidencing: namely, minimising free energy through belief updating, and planning to take actions that minimise expected free energy.

Although evaluating the free energy of alternative data features (i.e., segments) that have already been sampled is more straightforward than evaluating the expected free energy when planning how to sample data, it is not as straightforward as reflexive action; e.g., (Adams et al., 2013). Reflexive or elementary action, under active inference, changes the sensory data solicited, e.g., the stretch receptor signals that are attenuated by classical motor reflexes. However, this kind of reflexive action does not change internal brain states or the posterior beliefs that they parameterise. This means that the only part of free energy that can be minimised directly is the accuracy term (Equation (A.18)). This is why and sufficient to minimise interoceptive and proprioceptive prediction errors when accounting for autonomic and motor action; very much along the lines of the equilibrium point hypothesis (Feldman and Levin, 1995) and the passive movement paradigm (Mohan and Morasso, 2011). However, in the active listening framework proposed here, the situation is a little more involved. This is because hierarchical inference means that committing to one data feature (i.e., interval) or another will change posterior beliefs. This means that to comply with the free energy principle, it is necessary to select data features (i.e., intervals) that not only maximise accuracy but also minimise complexity. This entails a more nuanced form of action selection, in virtue of the fact that it requires the (covert) selection of data features that have been (overtly) acquired. Even though the data have already been acquired, and selecting different data features does not change the auditory outcomes (acoustic timeseries), these processes are nevertheless ‘active’ from our perspective, because the agent has an epistemic imperative to sample auditory outcomes in a way that reduces uncertainty. In other words, the agent is in charge of the data features (i.e., segmentation). Thus, we can think of speech segmentation as a kind of action that is internal or attentional, related to how the acoustic timeseries is covertly sampled. The framework we have introduced in this paper highlights that—mathematically—these covert actions can be considered in a similar way as overt actions.

5.2. Acoustic envelope and spectral fluctuations

Under active listening, the implicit generative model of an envelope, which is used to create a repertoire of intervals from which to select, is distinct from the spectral fluctuations (i.e., formant frequencies) generated by latent states (i.e., lexical and prosody). This formulation of speech recognition may explain why there are ‘envelope following responses’ in distinct parts of the auditory system, whose functional architecture can be distinguished from the tonotopic mapping of auditory cortex per se (Easwar et al., 2015; Braiman et al., 2018). This leads to an interesting picture of how the brain thinks words are generated that echoes the distinction between what and where in the visual hierarchy (Ungerleider and Haxby, 1994). In other words, there may be a homologous distinction between what and where in the auditory system that manifests as an anatomical separation of the pathways inferring what is being spoken (i.e., tonotopic predictions and representations) and
when this content is deployed (i.e., envelope following responses) (Romanski et al., 1999; Alain et al., 2001). From the point of view of word generation, these two streams converge to generate the correct formants at the correct time. From the point of view of recognition or generative model inversion; this would imply a functional segregation of the sort seen in other modalities (Ungerleider and Haxby, 1994; Friston and Buzsaki, 2016); for example, the segregation into dorsal and ventral streams — or, indeed, parvocellular and magnocellular streams (Zeki and Shipp, 1988; Nealey and Maunsell, 1994). Interestingly, this sort of segregation into 'what' and 'how' pathways has already been proposed for the auditory system (Kaas and Hackett, 1999; Belin and Zatorre, 2000).

5.3. Active listening and electrophysiological responses

In a general sense, we have shown that belief updating under active listening qualitatively resembles physiological responses to violations and surprise that are already in the literature. Our goal was not to simulate any particular type of ERP component or the empirical results from any particular study, but rather to explore belief updating in an artificial agent whose goal is to generate and/or recognise speech. So, can we interpret this belief updating in light of particular ERP responses?

One canonical violation response is the mismatch negativity. The mismatch negativity is observed in classic 'oddball' paradigms (Garrido et al., 2009), in which a deviant sound follows a sequence of sounds that all share a particular acoustic property. Mismatch negativity responses have been observed when a sound deviates in frequency (Nätänen et al., 1978; Giard et al., 1995; Jacobsen et al., 2003b), intensity (Nätänen et al., 1978; Giard et al., 1995; Jacobsen et al., 2003a), or timbre (Tervaniemi et al., 1997a; Tervaniemi et al., 1997b; Toivainen et al., 1998) from preceding stimuli. Crucially, the mismatch negativity has recently been interpreted in terms of predictive coding—specifically, it has been assumed to reflect precision weighted prediction errors (Garrido et al., 2009; Wacongne et al., 2012; Heilbron and Chait, 2018)—which relates nicely to the current framework. The finding that the amplitude of the mismatch negativity covaries with the probability of a deviant (Picton et al., 2000; Sato et al. 2000, 2003) is consistent with the idea that it reflects belief updating. Most previous studies of the mismatch negativity have used basic auditory stimuli, such as artificial pure or complex tones; it is therefore assumed to reflect deviations to low-level acoustic properties, rather than processes that are specific to speech. Nevertheless, observations of the mismatch negativity during phoneme perception (Dehaene-Lambertz, 1997; Näätänen et al., 1997) can be interpreted as reflecting acoustic violations that occur within speech.

The P300 is often observed in similar ‘oddball’ settings as the mismatch negativity (Polich, 2007). It has a longer latency than the mismatch negativity and has been related to higher-level context violations (Donchin and Coles, 1988). It could, therefore, be interpreted as reflecting belief updating when the listener's context changes. In the domain of speech, the P300 has been associated with word frequency (Polich and Donchin, 1988).

The N400 is commonly observed in response to meaningful speech, and has also been associated with word frequency (Kutas and Hillyard, 1984; Van Petten and Kutas, 1990; Van Petten et al., 1999), Kutas and Hillyard, (1984) found that the amplitude of the N400 was inversely correlated with a word’s cloze probability—that is, participants’ ratings of the probability that a particular word would come at the end of the sentence in question. They found that the same effect transferred to words that were semantically related to high-probability words. They, therefore, concluded that the N400 relates to semantic activation.

Modulations of N400 responses have been reported in a variety of semantic contexts (reviewed by Kutas and Federmeier, 2000)—including sentence-final words, the semantic congruency of words that occur mid-sentence, and the semantic relatedness of word pairs—and has been shown to build up as the semantic context becomes increasingly constrained throughout a sentence. Syntactic violations do not elicit an N400 response (Kutas and Federmeier, 2009), but instead evoke a P600 (Osterhout and Holcomb, 1992; Friederici et al., 1996; Kuperberg et al., 2003).

An N400-like negativity, termed the frontal-central negativity (‘FN400’) has been related to speech segmentation by transitional probabilities (Balaguer et al., 2007; Cunillera et al., 2009; François et al., 2017). For example, stronger FN400 responses were elicited from acoustic signals that comprised strong statistical relationships between syllables than syllables that were selected randomly (François et al., 2017). The FN400 also appears to increase in amplitude as the segmentation process becomes more prominent as new words are learned (Balaguer et al., 2007; Cunillera et al., 2009).

Speech segmentation by prosodic cues has been associated with a different ERP: the closure positive shift (CPS) (Steinhauser et al., 1999). The closure positive shift is evoked around the time of a prosodic boundary, and has been reported to last until the onset of the next word (Bögels et al., 2011a,b). It has been found in several different languages (see Bögels et al., 2011a,b) for a review) and even in hummed speech (Pannekamp et al., 2005), which has no lexical content.

So, which level of processing does belief updating in the current scheme reflect? This level could be intermediate between lower acoustic levels at which a mismatch negativity is generated, and the kind of violation responses associated with a change in context or semantics. Possibly, this could be something like the phonological mismatch negativity, which has been interpreted as reflecting acoustic-phonetic processing in response to the initial phoneme of a spoken word, occurring 270–300 ms after onset (Connolly et al., 1992). Connolly and Phillips, (1994) observed the phonological mismatch negativity when the final word of a sentence was semantically congruent, but the word (and the initial phoneme) differed from the word with the highest Cloze probability. An N400 was not observed in this condition and was instead observed when the word was semantically incongruent. Interestingly, the phonological mismatch negativity was not observed when a word was semantically incongruent, but the initial phoneme matched the word with the highest Cloze probability. These observations are consistent with the idea that the phonological mismatch negativity reflects acoustic-phonetic processing.

One advantage of the current framework is that it generates quantitative predictions that can be explicitly tested in future electrophysiological studies. The predictive validity we have considered here is a first step: the next step is to scrutinise the particular parameters of the simulation using empirical data. To study this in more detail, specific sequences of words and/or acoustic features could be posed to the model that generate particular violations. Belief updating in active listening—and, indeed, the parameters of other models (Aitchison and Lengyel 2017)—could be quantitatively compared to empirical electrophysiological results (which are defined in arbitrary units here, but can simply be arbitrarily scaled so that the units match those commonly used in electrophysiology). This speaks again to future directions, in which the current framework will be extended to a hierarchical model that can simulate conversations. Speech has a deep temporal structure, with phrases evolving over longer time intervals than words or phonemes—and a more complete generative model of speech will have to incorporate this temporal hierarchy (Friston et al., 2017c). The idea of an interlocutor asking
questions to resolve uncertainty relates to a higher-level semantic processing of speech—and violations of semantic expectations might be associated with later electrophysiological responses, such as the N400. Consistent with the types of hierarchies that have often been suggested based on empirical data (Kumar et al., 2007; Ding et al., 2015), a deep generative model implies that belief updating occurs at multiple time scales, and we anticipate that this will give rise to more structured ERPs that include contributions from later components.

5.4. Background noise during active listening

In this paper, we simulated a simple case of speech-in-noise, in which we imposed random fluctuations (of constant amplitude) on the speech signal. We showed that noisier signals attenuate belief updating. We plan to extend this model to incorporate other types of noise, including fluctuating-amplitude maskers such as multi-speaker environments. This should allow one to investigate which aspects of the signal are most informative for minimising Bayesian surprise, when some parts of the signal (but not others) undergo energetic masking (Brungart, 2001; Brungart et al., 2001; Durlach, 2006) or when informational masking (Durlach et al., 2003a; Kidd et al., 2007) comes into play. In other words, in the presence of noise, a listener needs to reduce their uncertainty about the words that were spoken by deciding which attributes of the acoustic signal they should attend to.

One problem that the current segmentation algorithm would face—when adding background noise to speech—is that envelope minima may not always be present at word boundaries. In human listeners, segmentation at envelope minima could be achieved based on envelope following responses. Indeed, the magnitude of envelope following responses (i) has been linked to speech intelligibility in humans (Drullman, 1995; Muralimanohar et al., 2017; Vanthornhout et al., 2018), (ii) is greater for attended than unattended speakers (Ding and Simon, 2012; O’Sullivan et al., 2014), and (iii) can be reconstructed from measurements of brain activity (Pasley et al., 2012; O’Sullivan et al., 2014). These envelope responses could, therefore, reflect the success of speech segmentation. Other cues to segmentation have been reported in the literature—and may be particularly important when background noise is present. These cues include durations: a lengthening of syllables at the end of words (Klatt, 1975; Beckman and Edwards, 1990), and possibly also the beginning (Lehiste, 1960, 1972; Oller, 1973; Klatt, 1976; Nakatani and Dukes, 1977; Gow Jr and Gordon, 1995). They also include a shortening of the middle portion of words (Lehiste, 1973; Oller, 1973; Harris and Umeda, 1974; Klatt, 1976). Other work has also reported metrical (stress) cues (Cutler and Norris, 1988), allomorphic variation (Christie Jr, 1974; Nakatani and Dukes, 1977; Gow Jr and Gordon, 1995), and fundamental frequency contour (Ladd and Scheepman, 2003) as segmentation cues. Although the current algorithm of finding envelope minima was sufficient for the current simulations, these other cues could be implemented into active listening in other contexts in which segmentation may be particularly challenging. While the current implementation retrospectively places word boundaries, future work could also consider that word boundaries are somewhat predictable from the lexical statistics of the preceding sequences (Marslen-Wilson 1984)—for example, the offset of “trombone” may be predicted upon hearing “trom”, given it is the only valid ending to the word in English.

5.5. Active listening and language production and perception

The active listening scheme can also be used as a foundation to gain a neuronal-level understanding of language production and perception behaviours. For example, engaging in a two-way dialogue (Kuhlen et al., 2017), verbal fluency (Paulesu et al., 1997) and reading (Fiez and Petersen, 1998; Landi et al., 2013; Taylor et al., 2013); see Price (2012) for a detailed overview. Previous investigations of these behaviours have been motivated by the desire to better understand the underlying neuropsychology (Aging, 1963; Hodges et al., 1992; Warburton et al., 1999; Thiel et al., 2005; Nardo et al., 2017; Hope et al., 2018). In other words, what are the causal mechanisms associated with (language) behavioural modifications following neurological disorders? Despite valiant efforts, none of the current computational accounts of language can fully explain these behaviours (Rueschemeyer et al., 2018): examples include Directions Into Velocities of Articulators model (Tourville and Guenther, 2011), State Feedback Control model (Houde and Nagarajan 2011), and Hierarchical State Feedback Control model (Hickok, 2014). Crucially, these approaches do not simultaneously account for higher-order language processing (semantic, syntactic, etc.) and lower level articulatory control (prosody, etc.); however, human language processing requires both. The active listening scheme presented here departs from previous approaches: it explicitly considers the segmentation of continuous signals (which come into play through the accuracy term in Equation (A.18) and relate to lower-level processing) and beliefs about the lexical content of those signals (key to the complexity term in Equation (A.18) and relating to higher-level language processing). Not only do these two aspects exist in the model, but they go hand-in-hand during word recognition. This makes the generative model described here a prime candidate for developing a mechanistic and neurobiologically plausible account of (healthy and impaired) language behaviour.

The idea that a generative model for speech generation can be inverted for the purpose of recognising speech touches upon a longstanding debate in the literature—are similar neural processes used to recognise speech, as those that are used to produce speech? This is an interesting question, and one that the current formulation does not address. Of relevance, the properties of spoken sentences that active listening uses to produce and recognise speech are acoustic (e.g., fundamental and formant frequencies) rather than biological (e.g., vocal chords and vocal tract) attributes (Guenther and Vladusich, 2012). Thus, it does not necessarily follow from this framework that an individual who is unable to speak is unable to comprehend speech. On the contrary, we expect that an individual who is unable to speak could still generate an internal model that specifies the causes of spoken words, which they have learnt by perceiving speech. Whether the experience of producing speech contributes to the same model is an interesting question. In short, there may be an opportunity to examine how computational lesions to the model impair speech perception and production.

5.6. Active listening and voice recognition

One strength of the current scheme is that it deals with both speech generation and recognition, and can be iteratively applied to recognise the lexical content of simulated speech (see Fig. 9). The simulated speech that the model produces is discernibly artificial, but the key message here is that the model reduces the problems of speech generation and recognition to their necessary parameters. The generative model introduced in this paper lays the groundwork for a complete model of voice recognition. In other words, a model that infers who is speaking. The current model includes states for the speaker attributes (their average fundamental frequency and formant spacing. From a speech production perspective, a speaker’s fundamental frequency relates to the rate of vocal fold vibration (known as glottal pulse rate), and formant spacing is affected by the length and shape of the vocal tract—which are relatively fixed for a
5.7. Active listening and music

Finally, the generative and inversion schemes presented here could also form the basis for models of other complex auditory signals. Music, for example, shares several features with language (Patel, 2010) and relies on partly overlapping brain networks (Musso et al., 2015), which makes it a natural choice for future work. It is not difficult to imagine how the generative model in Fig. 1 could be adapted to simulate music in an active listening framework. For example, somewhat akin to determining the correct onsets and offsets of word boundaries, we need to decide where a musical phrase—or longer section of music—begins and ends.

Recent empirical findings have shown that mismatch responses to unexpected musical sounds are larger in contexts with low than high uncertainty (Quiroga-Martinez et al., 2019). This fits comfortably with the proposed explanation of evoked responses as reflecting Bayesian surprise or salience, which would be reduced when sensory signals are unreliable or imprecise. Since music is rich and multifaceted and relies greatly on statistical learning when sensory signals are unreliable or imprecise. Since music is rich and multifaceted and relies greatly on statistical learning when sensory signals are unreliable or imprecise. This includes the use of formal representations that correspond to particular speakers. This approach differs from that proposed by Kleinschmidt and Jaeger (2015), who assume that listeners construct a separate generative model for each talker they encounter. In the current implementation, we have focused on fundamental and formant frequencies, because these attributes are most prevalent in the voice recognition literature. However, they are not the only relevant speaker attributes (Cai et al., 2017; Holmes et al., 2018a). More complex models of voice recognition could incorporate additional speaker parameters, for example, relating to speaker-specific accent, stress, and intonation.

6. Summary

In summary, this paper introduces active listening—a unified framework for generating and recognising speech. The generative model specifies how discrete lexical, prosodic, and speaker attributes give rise to a continuous acoustic timeseries. As the name implies, the framework also includes an active component, in which plausi-ble segmentations of the acoustic timeseries—corresponding to the placement of word boundaries—are considered, and segmentation that minimises Bayesian surprise is selected. In the simulations presented here, we demonstrate that speech can be iteratively recognised and generated under this model. We show that the words that the model recognises depend on prior expectations about the content of the words, as is the case for human listeners, and that simulated neuronal responses resemble human electrophysiological responses. This work establishes a foundation for future work that will simulate human conversations, voice recognition, speech-in-noise, and music—and which we anticipate will provide key insights into neuropsychological impairments to language processing.

7. Software note

The routines described in this paper are available as Matlab code in the SPM academic software: http://www.fil.ion.ucl.ac.uk/spm/. The simulations reported in the figures can be reproduced (and customised) via a graphical user interface by typing (in the Matlab command window) DEM and selecting appropriate (speech recognition) demonstration routines. The accompanying Matlab scripts are called spm_voice*.m.
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Appendix 1. The generative model

This appendix covers technical details of the generative model introduced in Fig. 1. Fig. 11 is designed to supplement Figure 1, and includes the equations corresponding to word generation (left column) and word recognition (right column). This section first provides a summary of the technical details of the generative model, then goes on to unpack each of the equations of the generative model in Fig. 11. Although these may seem complicated for a non-technical reader, they are simply a sequence of non-linear transforms that specify the mapping from lexical, speaker, and prosody parameters to an acoustic timeseries.

In brief, each word (i.e., lexical item) is associated with a matrix of discrete cosine transform coefficients (θq) that generate a time-frequency representation (W) of the spoken word (i.e., the spectrogram), when combined with speaker and prosody information. In this scheme, the lexical form and structure comprise a discrete cosine transform with 8 basis functions over time and 32 over formant frequencies (see Fig. 1C). The number of basis functions was selected as a compromise between the quality of the generated acoustic timeseries and computational efficiency. Each column of the time-frequency representation generates a transient: thus, the number of transients corresponds to the number of columns in the time-frequency representation.
The transients are emitted at an instantaneous fundamental frequency, which is inversely proportional to the time intervals between successive transients ($\Delta_i$). These time intervals are stored in a fundamental interval variable ($I$). The instantaneous fundamental frequency is affected by the average fundamental frequency of the speaker ($\theta^0$), corresponding to their average glottal pulse rate. It also depends on a discrete cosine transform ($D$) based upon (three) coefficients ($\theta^1$) that encode inflection around the speaker’s average fundamental frequency ($\theta^0$): (1) the average fundamental frequency relative to the speaker average, (2) increases or decreases in fundamental frequency over time, and (3) the acceleration or deceleration of changes in fundamental frequency. The ensuing time-frequency representation is then multiplied by an inverse temperature ($\theta^T$) parameter, which affects the quality of the sound and can be thought of as a timbre parameter. Its exponential is, effectively, Fourier transformed to create a succession of transients that are deployed over fundamental intervals. The resulting timeseries is then scaled by an amplitude parameter ($\theta^A$) to furnish the final (continuous) acoustic timeseries.

In what follows, we unpack each of the equations in Fig. 11, from the perspective of word generation (left column of Fig. 11). Note that word generation simply involves a sequence of non-linear transformations, which specify the relationship between parameters and the acoustic timeseries.

Each discrete state is associated with a Gaussian distribution (Fig. 11B) with a mean $\eta_i$ and covariance $\Sigma_i$. When generating words, parameters are sampled from these state-dependent distributions. The subscript notation indicates hidden state $j$ and its $i$-th possible value:

$$\theta^j_i = \eta^j_i + \epsilon^j_i$$
$$\epsilon^j_i \sim N(0, \Sigma^j_i) \quad (A.1)$$

The spectrum is constructed from frequency ($U$) and temporal ($V$) basis functions, which are combined with a matrix of coefficients ($\theta^Q$) corresponding to lexical parameters. The spectrum is scaled with an inverse temperature (i.e., precision; $\theta^T$) parameter,

---

**Fig. 11.** A generative model of a word. This figure illustrates the generative model from the perspective of word generation (green panels) and accompanying inversion (orange panels), which corresponds to word recognition. This model maps from hidden states ($s$; shown in box A), which denote the attributes of a spoken word (in this case lexical content, prosody, and speaker identity), to outcomes ($o$; shown in box C), which corresponds to the continuous acoustic timeseries. Box B shows how parameters are sampled for word generation. The centre panels illustrate the non-linear mappings between model parameters and the acoustic spectrum (i.e., time-frequency representation). Box C specifies how the transients are then aggregated to form a timeseries. Recognition (boxes D–E) corresponds to the inversion of the generative model: a given time series is transformed to parameterise the time-frequency representation (box D) by simply inverting or ‘undoing’ the generative operations. These parameters are used to evaluate the likelihood of lexical, prosody and speaker states (box E). The equations displayed in this figure are unpacked in the text.
which is then exponentiated to create a matrix of fluctuations $W$ of (formant) frequencies over time:

$$W = \exp(b U_{ij} V^T)$$  \hspace{1cm} (A.2)

Each column of $W$ is transformed into a transient as a function of time (using discrete cosine transform matrix $D$):

$$o_i = D Q W_i$$  \hspace{1cm} (A.3)

The duration of the transients ($\lambda$) is determined by the speaker formant spacing ($\theta^1$)—such that a high formant spacing value squashes (shortens) the transients, rendering the frequencies higher when placed in the timeseries. $F_s$ indicates the sampling rate of the audio timeseries:

$$\lambda = \frac{F_s}{\theta^1}$$  \hspace{1cm} (A.4)

The spacing ($\Delta$) of the transients is inversely proportional to the speaker fundamental frequency parameter ($\theta^0$), and is also affected by inflections due to prosody ($\theta^1$):

$$\Delta = \frac{F_s \Delta}{\theta^0 \theta^1}$$  \hspace{1cm} (A.5)

A fundamental interval ($I$) variable stores the absolute positions of all of the transients:

$$I_i = \sum_{t=1}^{i-1} \Delta_t$$  \hspace{1cm} (A.6)

The timeseries ($o$) is constructed by summing the transients and multiplying this by the amplitude parameter:

$$o = \theta^A \sum_i o_i$$  \hspace{1cm} (A.7)

Fig. 12. A graphical formulation of the generative model. This figure illustrates the same model as described in Fig. 11, but uses a normal (Forney) factor graph form. This graphical notation relies upon the factorisation of the probability density that underwrites the generative model. Each factor is specified in the panel on the left. Factor 1 is the prior probability associated with the hidden states and takes a categorical form. Factor 2 is a normal distribution that specifies the dependence of parameters on states. Each discrete state is associated with a different expectation and covariance for the parameters. Factor 3 describes how the observed timeseries is generated from the parameters, and this is decomposed into factors 4–9. These are Dirac delta functions that may be thought of as normal distributions, centred on zero, with infinite precision (i.e., zero covariance). In the graphs on the right, factors are indicated by numbered squares, and these are connected by edges (Hasson et al., 2008), which represent the variables common to the factors they connect. The upper right graph shows factors 1–3, and the lower graph unpacks factor 3 in terms of factors 4–9. The process of generating data may be thought of as bidirectional message passing across each factor node, such that empirical priors and likelihoods are combined at each edge to form posterior beliefs about the associated variable. Factor 5 is of particular interest here, as it determines the internal ‘action’ that selects the interval for segmentation.

$$\lambda = \frac{F_s}{\theta^1}$$  \hspace{1cm} (A.4)

For readers familiar with graphical formulations of generative models, Fig. 12 illustrates the same model in factor graph form (Forney, 2001). This provides an alternative visual representation of the generative model, and highlights inferences based on message
passing. This perspective is used below to describe the form of local (neuronal) message passing that underwrites simulated electrophysiological responses.

Appendix 2. Model inversion or word recognition

Next, we turn our attention to word recognition (right column of Fig. 11). Inversion of the generative model simply requires ‘undoing’ the sequence of events that we used for word generation. Like word generation, word recognition simply requires a series of non-linear transforms—except, for word recognition, we map from epochs of the acoustic signal to discrete lexical, speaker, and prosody parameters.

In brief, the recognition scheme comprises the following steps. The peak energy of the auditory timeseries is identified by convolving its absolute values with a Gaussian kernel. A 1 second epoch, centred on the peak, is selected as a signal to search for the onset and offset of the word (although in principle this epoch could be any length). Onsets and offsets are identified based on threshold crossings of the amplitude envelope. Here, the amplitude envelope is calculated from the absolute values of the timeseries convolved with a Gaussian kernel. This is, for all practical purposes, equivalent to the absolute values of the Hilbert transform, but is computationally more efficient. The threshold we use here is 1/16th of the maximum envelope value across the window, after subtracting the minimum; this value was selected to be above the noise floor. Word recognition is largely unaffected by small deviations from this value. In technical applications, tuning parameters—like thresholds—can be optimised with respect to free energy (i.e., marginal likelihood) using line searches. In neurobiological applications, they provide interesting degrees of freedom, which may be useful in modelling different kinds of perceptual deficits.

The fundamental interval function is estimated using a discrete cosine transform (with three coefficients) of the fundamental intervals. The fundamental intervals are defined as phase crossings following a Hilbert transform and bandpass filtering around the prior for the speaker average fundamental frequency (e.g., 100 Hz, with a standard deviation of 8 Hz).

Equipped with the fundamental interval function, the formant frequencies are then estimated by evaluating the cross-covariance function over short segments centred on each fundamental interval. The duration of these segments corresponds to the inverse of the first formant frequency. The formant frequencies per se are evaluated using a modified (by retaining even terms) discrete cosine transform at each slice, to evaluate the spectral density over the acoustic range (in 256 frequency bins, where each bin is determined by the formant spacing; for example, with a formant spacing of 32 Hz, the highest spectral density is 8000 Hz). Following a log transform and normalisation, fluctuations in (log) spectral density are recovered with a discrete cosine transform with 32 basis functions over (formant) frequencies and eight basis functions over intervals. The inverse temperature (timbre) parameter corresponds to the standard deviation of these lexical (formant frequency) parameters, which is used to normalise the lexical (32x8) parameter matrix.

To infer the lexical content, prosody and speaker, the MAP parameter estimates above can be used to evaluate the likelihood of each discrete attribute. As described in the main text, the likelihoods are combined with a prior to produce a posterior categorical distribution over the attributes in question. For the prosody parameters, each parameter is divided into eight bins and the likelihood of belonging to any particular bin is evaluated under Gaussian assumptions as above; using a priori means and precisions of the discrete levels of each prosody attribute (i.e., amplitude, duration, timbre, inflection). Similarly, the categorical speaker identity is determined by a 16 x 16 discrete states space, covering fundamental and formant frequencies.

In what follows, we unpack each of the equations in Fig. 11—this time, from the perspective of word recognition (right column of Fig. 11).

The amplitude parameter is the standard deviation of the timeseries (o):

\[ \theta^A = \text{std}(o) \quad (A.8) \]

Each transient (o_i) is defined as an interval of the timeseries, based on the positions of fundamental intervals (I) and transient durations (\lambda):

\[ o_i \equiv o_{i+1} - o_{i-1} \quad (A.9) \]

The spacing (\Delta) of the transients corresponds to the difference between successive fundamental intervals (I):

\[ \Delta_i = I_i - I_{i-1} \quad (A.10) \]

Inflection parameters are proportional to the speaker fundamental frequency (\theta_1) and are constructed using discrete cosine transform matrix D. F_s indicates the sampling rate of the audio timeseries:

\[ \theta_1 = \frac{\theta_0}{F_s} \quad (A.11) \]

The formant scaling parameter (\theta_1) is inversely proportional to the transient duration (\lambda):

\[ \theta_1 = \frac{F_s}{\lambda} \quad (A.12) \]

The duration parameter (\theta_2) is proportional to the fundamental interval (I):

\[ \theta_2 = \frac{I_i}{F_s} \quad (A.13) \]

The (squared) matrix of fluctuations of (formant) frequencies over time (W) is constructed from the transients using discrete cosine transform matrix D:

\[ W_i^2 = D_{ij} (o_i \otimes o_i) \quad (A.14) \]

The timbre parameter (\theta_T) is the standard deviation of the log spectral decomposition:

\[ \theta_T = \text{std} (\text{vec}(\ln W)) \quad (A.15) \]

Lexical parameters (\theta_Q) are a matrix of coefficients that control the joint expression of formant frequency and temporal basis functions. These are calculated from the frequency (U) and temporal (V) basis functions and the log spectral decomposition, scaled by the timbre parameter:

\[ \theta_Q = U (\ln W / \theta_T^2) V \quad (A.16) \]

The parameters are used to evaluate the likelihood of lexical, prosody and speaker states, as shown in the following equations:
\[
\ln P(s_i'|e_i') = \ln P(e_i'|s_i')P(s_i')
\]
\[
\ln P(e_i'|s_i') = -\frac{1}{2}v_i^t \cdot \Pi_i^t v_i
\]

\[
e_i' = \theta_i' - \eta_i'
\]  

**(A.17)**

### Appendix 3. Speech segmentation as an active process

In the current framework, speech segmentation is treated as a covert action from a computational perspective: We select boundary pairs \((l_0, l_1)\) and evaluate their free energy under prior beliefs about the word. Formally, this can be expressed as minimizing free energy both with respect to (approximate) posterior beliefs about the attributes of the word \((Q)\) and the intervals selected \((l_0, l_1)\):

\[
Q = \arg\min_Q F(Q, o_{l_0}^{l_1})
\]

\[
(l_0, l_1) = \arg\min_{(l_0, l_1)} F(Q, o_{l_0}^{l_1})
\]

\[
F(Q, o) = \mathbb{E}_Q[\ln Q(s) - \ln P(o, s)] = \mathbb{E}_Q[\ln Q(s) - \ln P(s|o)] - \ln P(o) = \mathbb{E}_Q[\ln Q(s) - \ln P(s)] - \mathbb{E}_Q[\ln P(o|s)] \geq -\ln P(o)
\]

**(A.18)**

Choosing the interval with the smallest free energy effectively selects the interval that maximises the evidence or marginal likelihood of auditory outcomes contained in that interval; namely, \(P(o)\). This follows because the variational free energy, by construction, represents an upper bound on log evidence. In (A.18), the free energy is expressed in terms of log evidence and an evidence bound. It is also expressed as the difference between complexity and accuracy by rearranging the equation. Complexity is the Kullback-Leibler divergence between a posterior over latent states \(Q\), and prior beliefs \(P(s)\), while accuracy is the expected log likelihood of auditory signals contained in the interval in question. Importantly, both posterior beliefs about latent states (i.e., lexical, prosody, and speaker) and the active selection of acoustic intervals optimise free energy. This is the signature of active inference. In this instance, the posterior beliefs obtain from the likelihood of the lexical, prosody and identity parameters, given the associated states. From Fig. 11, the optimal posterior beliefs satisfy (A.18) when (ignoring constants):

\[
\ln P(s'|o) = \ln P(s'|e') = \ln P(s') + \ln P(e'|s') = \ln P(s') - \frac{1}{2}v_i^t \cdot \Pi_i^t v_i
\]

\[
F(Q, o) = -\ln P(o)
\]  

**(A.19)**

Here, \(\Pi\) is the prior precision of lexical parameters from Fig. 11. The second equality on the first line may seem a little counterintuitive, but rests upon the assumed relationship between the parameters and the timeseries. The equality holds in virtue of the absence of random fluctuations in this mapping, such that a given parameter deterministically generates time-series data. In other words, the implicit conditional probability density describing the generation of the timeseries from the parameters (and the associated posterior distribution over parameters) takes the form of a Dirac delta function. The last equality reflects the fact that when the evidence bound in Eqn (A.18) collapses to zero, free energy becomes negative log evidence. The subscript notation indicates the value that a discrete state might take (i.e. \(P(s_i')\) should be read as ‘the probability that the hidden state \(i\) takes its \(i\)-th possible value’).

From the equations above, it should be clear that we can identify a variety of candidate boundaries for words and evaluate their free energy to select the final parsing of the acoustic signal. But where should these candidate boundaries be placed? In an extreme case, we could place boundaries at every combination of time points within the acoustic signal—but that would be computationally inefficient given that we can reduce the scope of possibilities by using sensible priors. Here, we use the simple prior that word boundaries are more likely to occur at local minima of the amplitude envelope—so these are the boundaries that we choose to evaluate.

Practically, based upon the spectral content of speech, we estimate the amplitude envelope by removing low frequencies up to about 512 Hz. The envelope is then simply the average of the ensuing absolute values, smoothed with a Gaussian kernel (with a standard deviation of \(7/16\). This method is less computationally demanding than using the absolute values of the Hilbert transform, yet practically gives the same result in this setting.

### Appendix 4. Belief updating and neuronal dynamics

The form of neuronal dynamics is calculated by constructing ordinary differential equations whose solution satisfies Equation
\[ (A.18) \]

Using \( v = \ln s \) to denote the log of the approximate posterior expectation about hidden states and introducing a prediction error \( (\epsilon) \) one obtains the following update scheme \((\text{Friston et al., 2017a})\) (dropping the superscript \( f \) for clarity):

\[
\begin{align*}
\v_i &= \ln Q(s_i) \\
\epsilon_i &= \ln P(s_i) - \frac{1}{2} \epsilon_i^T \Pi(\epsilon_i) - \v_i \\
\v_i &= \epsilon_i \\
\mathbf{s} &= \sigma(\mathbf{v})
\end{align*}
\]

\[(A.20)\]

Here, \( \sigma \) denotes the softmax (normalised exponential) function and \( \Pi \) is the prior precision of lexical parameters from Fig. 11. The prediction error \( (\epsilon) \) is the difference between the optimal log posterior and current estimate of this \( (\v) \). The log posterior, via Bayes theorem, is equal to the sum of the log prior and the log likelihood (minus an normalisation constant). As the likelihood is assumed to be normally distributed, its log is quadratic in the difference \( (\epsilon) \) between the mode and lexical parameters. The mode of this distribution is different under each state, so the likelihood of a given parameter value varies with states. For readers familiar with clustering procedures, this is like having a series of clusters (states) with different centroids (i.e., modes of the likelihood).

The prediction error \( (\epsilon) \) is the (negative) free energy gradient that drives neuronal dynamics. Intuitively, the fourth line of Equation \((A.20)\) drives \( v \) to change until it is equal to the Bayes optimal posterior, at which point \( \v \) is zero. To account for the normalisation constant that would have appeared in Bayes theorem, the conversion from \( v \) to \( s \) requires not only that we exponentiate (i.e., convert a log probability into a probability), but that we normalise the result. This ensures that \( s \) comes to encode a vector of posterior probabilities for each hidden state.

The sigmoid (softmax) function in Equation \((A.20)\) therefore provides a process theory for neuronal dynamics. Based on this equation, log expectations about hidden states can be associated with depolarisation of neurons or neuronal populations encoding expectations about hidden states \( (\v_i) \), while firing rates \( (s_i) \) encode expectations per se. The simulated responses in Fig. 6 use a finite difference scheme that has the same solution as \( A.20: \)

\[
\begin{align*}
\v_i &= \ln Q(s_i) \\
\epsilon_i &= \ln P(s_i) - \frac{1}{2} e^T(\epsilon_i^T) - \v_i \\
\v_i &= \epsilon_i + d\v_i \\
\mathbf{s} &= \sigma(\mathbf{v})
\end{align*}
\]

\[(A.21)\]

where \( \kappa \) is chosen to reproduce dynamics as a plausible, neuronal timescale.

When considering electrophysiological responses in terms of belief updating, our formal interpretation relates to Equation \((A.20)\), which suggests that depolarisation corresponds to the log posterior. The change in depolarisation is the difference between the log posterior and prior expectations. The average of these differences is the Kullback-Leibler divergence between the posterior and prior:

\[
E_q[\v_i - \v_j] = E_q[\ln Q(s_i) - \ln P(s_j)]
\]

\[(A.22)\]
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