HAMILTONIAN SYSTEMS: A GUIDE TO VARIATIONAL FRAMEWORKS
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Abstract. Consider a Hamiltonian system of type

\[
\begin{align*}
-\Delta u &= H_v(u, v) & \text{in } \Omega \\
-\Delta v &= H_u(u, v) & \text{in } \Omega \\
u, v &= 0 & \text{on } \partial \Omega
\end{align*}
\]

where \( H \) is a power-type nonlinearity, for instance \( H(u, v) = |u|^p/p + |v|^q/q \), having subcritical growth, and \( \Omega \) is a bounded domain of \( \mathbb{R}^N, N \geq 1 \). The aim of this paper is to give an overview of the several variational frameworks that can be used to treat such a system. Within each approach, we address existence of solutions, and in particular of ground state solutions. Some of the available frameworks are more adequate to derive certain qualitative properties; we illustrate this in the second half of this survey, where we also review some of the most recent literature dealing mainly with symmetry, concentration, and multiplicity results. This paper contains some original results as well as new proofs and approaches to known facts.
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1. Introduction

Consider the problem

\[
\begin{cases}
-\Delta u = H_v(u, v) & \text{in } \Omega \\
-\Delta v = H_u(u, v) & \text{in } \Omega \\
u, v = 0 & \text{on } \partial \Omega
\end{cases}
\] (1.1)

where the coupling between the two equations is made through a Hamiltonian $H$ of the form $H(u, v) = (1/p)|u|^p + (1/q)|v|^q$, and $\Omega \subset \mathbb{R}^N$ is a bounded domain, $N \geq 1$. In the literature these systems are usually referred to as elliptic systems of Hamiltonian type. It is also said that the equations are strongly coupled, in the sense that $u \equiv 0$ if and only if $v \equiv 0$; moreover, as we will see along this paper, many other properties are shared by the components of each solution pair.

The study of such system can be made through the use of variational methods. Unlike in the case of gradient systems where the choice of the energy functional associated to the problem is straightforward, in the case of Hamiltonian systems like (1.1) there are several variational approaches available, each one with its advantages and disadvantages. The aim of this paper is to give an overview of several of these variational frameworks emphasizing that even if almost all of them are suitable to obtain existence and multiplicity theorems, some of them are more adequate to derive certain qualitative properties of the solutions. We also review some of the recent literature complementing and updating in this way the surveys
We refer to [43, Section 3] and [92, Section 4] with only a few overlaps. For instance, one of our main interests consists in the variational characterization of ground state solutions
and on Nehari type approaches. These topics are not covered in [43, 92]. We also emphasize that in comparison to [43, 92], we focus on the simplest case where $H$

is a sum of pure powers in order to grasp the main ideas and to avoid too much technicalities.

As we already stated, we will focus on the model case

\begin{equation}
H(u, v) = \frac{1}{p} |u|^p + \frac{1}{q} |v|^q,
\end{equation}

so that the system becomes

\begin{equation}
\begin{cases}
-\Delta u = |v|^{q-1} v & \text{in } \Omega \\
-\Delta v = |u|^{p-1} u & \text{in } \Omega \\
u, v = 0 & \text{on } \partial \Omega.
\end{cases}
\end{equation}

The assumptions on the positive powers $p$ and $q$ will be discussed in a while. Formally, the equations in (1.1) are the Euler-Lagrange equations of the action

\begin{equation}
(u, v) \mapsto \int_{\Omega} \langle \nabla u, \nabla v \rangle \, dx - \int_{\Omega} H(u, v) \, dx.
\end{equation}

We will use the notation

\[ Q(u) = \int_{\Omega} \langle \nabla u, \nabla v \rangle \, dx \]

to denote the quadratic part of the functional, while $\langle \cdot, \cdot \rangle$ denotes the canonical inner product of $\mathbb{R}^N$. An important question is to decide in which space the functional should be defined. A first natural choice could be to work with $(u, v) \in H^1_0(\Omega) \times H^1_0(\Omega)$. In order to define the functional in $H^1_0(\Omega) \times H^1_0(\Omega)$, we need to assume that

\[ (p + 1)(N - 2), (q + 1)(N - 2) \leq 2N, \]

whereas the strict inequality, for $N \geq 3$, is required in order to get compactness properties. However, as was simultaneously observed in [45, 62], this is too restrictive; indeed, the correct notion of subcriticality associated to (1.1) is

\[ \frac{1}{p + 1} + \frac{1}{q + 1} > \frac{N - 2}{N}, \]

while criticality corresponds to $(p, q)$ lying on the so called critical hyperbola:

\[ \frac{1}{p + 1} + \frac{1}{q + 1} = \frac{N - 2}{N}. \]
Following the aforementioned papers, we can motivate this fact at least in two different ways. First, if \( q = 1 \), the system (1.3) reduces to the fourth order problem

\[
\begin{cases}
\Delta^2 u = |u|^{p-1}u & \text{in } \Omega \\
u, \Delta u = 0 & \text{on } \partial \Omega,
\end{cases}
\]

whose critical exponent \( p+1 \) is given by \( 2N/(N-4) \), which is larger than \( 2N/(N-2) \). Observe that this is consistent with the choice of \( q = 1 \) in (1.6). On the other hand, the critical hyperbola also arises in the generalized Pohožaev identity due to Pucci and Serrin [81], Clément et al. [34], Mitidieri [70], van der Vorst [105], Peletier and van der Vorst [77]; in case of (1.3), this identity reads as

\[
\left( \frac{N}{p+1} - \alpha \right) \int_\Omega |u|^{p+1} \, dx + \left( \frac{N}{q+1} - (N-2-\alpha) \right) \int_\Omega |v|^{q+1} \, dx = \int_{\partial \Omega} \frac{\partial u}{\partial \nu} \frac{\partial v}{\partial \nu} \, d\sigma
\]

for every \( \alpha > 0 \). By choosing first \( \alpha = N/(p+1) \), one shows that the system (1.3) does not have positive solutions on star shaped domains if \((p,q)\) lies on or above the critical hyperbola, namely if

\[
\frac{1}{p+1} + \frac{1}{q+1} \leq \frac{N-2}{N}.
\]

The previous arguments show that one should aim at working with \((p,q)\) satisfying (1.5). However, under such assumption, it may happen that for instance (for \( N \geq 3 \)) \( p < \frac{N+2}{N} < q \), and thus the action functional may not be well defined on \( H^1_0(\Omega) \times H^1_0(\Omega) \). This fact is the first reason why, in the literature, several, though equivalent, variational approaches are considered.

One of the facts that will come out of our exposition is that the more general and meaningful notion of superlinearity is not \( p,q > 1 \), both nonlinearities superlinear,
but rather
\[ \frac{1}{p+1} + \frac{1}{q+1} < 1 \quad \text{or, equivalently,} \quad pq > 1. \]
This allows for instance \( p < 1 < q \). Both the conditions \( pq > 1 \) and (1.5) are strongly related with the strong coupling in (1.3); the idea is that one of the exponents can go “slightly” outside the interval \((1, 2^* - 1)\), as long as the other one compensates it.

In the first sections of this paper, namely from Section 2 to Section 5, we overview several variational frameworks which have been used in the literature to deal with Hamiltonian systems. All these approaches can also be used under Neumann boundary conditions. Here, for simplicity, we have decided to deal only with homogeneous Dirichlet conditions like in (1.1). Let us describe the content of these sections. The bibliographic references to each method and result can be found in the corresponding section.

We start in Section 2 by reviewing two possible frameworks built directly in the functional (1.4). For this reason, we shall call them direct approaches. The first one consists in using the Sobolev spaces \( W^{1,s} \times W^{1,s-1} \), for some suitable \( s > 1 \). For \( s \neq 2 \) this is not a Hilbert space and hence this approach is rarely used to prove existence results. Nevertheless, it allows one to give a definition of ground state solution for every \( (p,q) \) subcritical, and it is also useful when proving energy estimates. The second direct approach deals with fractional Sobolev spaces, with the definitive advantage of providing an Hilbertian framework.

It will become clear from the direct approaches that another difficulty when dealing with (1.4) is the fact that \( Q \), its quadratic part, is strongly indefinite in the sense that it is positive and negative respectively in two infinite dimensional subspaces which split the function space in two. Moreover, (1.4) does not have a mountain pass geometry; in particular, the origin \((0,0)\) is not a local minimum. Instead, one has to rely in other linking theorems of more complicated nature. Another related issue is the fact that the usual Nehari manifold is not suitable to describe the ground state level.

One alternative to get rid of the indefinite character of (1.4) is to use the dual method, which we describe in Section 3. In an informal basis, the method consists in taking the inverse of the Laplace operator, rewriting the system as
\[
\begin{align*}
(-\Delta)^{-1}(|v|^{q-1}v) &= u, \\
(-\Delta)^{-1}(|u|^{p-1}u) &= v.
\end{align*}
\]
and defining \( w_1 = |v|^{q-1}v, \ w_2 = |u|^{p-1}u \), which leads to
\[
\begin{align*}
(-\Delta)^{-1}w_2 &= |w_1|^\frac{1}{q-1}w_1, \quad (-\Delta)^{-1}w_1 &= |w_2|^\frac{1}{p-1}w_2.
\end{align*}
\]
The associated energy functional, defined in a suitable product of Lebesgue spaces, has a mountain pass geometry.

Finally, other possibility is to reduce the problem to a scalar one (cf. Section 4 and 5). In Section 4 we explain the reduction by inversion, which heuristically consists in taking \( v := |\Delta u|^\frac{1}{q-1}(-\Delta u) \) and replacing it in the second equation of
leading to the single equation problem of higher order

\[
\begin{align*}
\Delta \left( |\Delta u|^{\frac{1}{2} - 1} \Delta u \right) &= |u|^{p-1} u \quad \text{in } \Omega, \\
u, \Delta u &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

This approach allows to deal with the sublinear case $pq < 1$ as well, and reduces the problem of ground state solutions to the easier study of finding solutions which achieve the best constant of a related Sobolev embedding.

In Section 5, for the case $p, q > 1$, we introduce a Nehari type manifold of infinite codimension in order to characterize with a minimization problem the ground state level. Moreover, by exploiting the properties of (1.4) on the pairs of type $(u, u)$ and $(u, -u)$, one can find, for each $u$, a function $\Psi_u$ so that the energy (1.4) calculated on $(u + \Psi_u, u - \Psi_u)$ once again displays a mountain pass geometry, and its critical points (in $u$) correspond to solutions of the original system. This approach can be thought as being a Lyapunov-Schmidt type reduction.

By using either the dual or the reduction by inversion method, one can prove in a relatively easy way positivity and symmetry properties for ground state solutions. However, it seems that this result does not follows easily with the other methods. Hence, one of the interesting things about all these approaches is that each method is more suitable to prove certain properties of the solutions. We illustrate this in a deeper way in the second part of the paper, from Section 6 on, where we survey some recent literature, highlighting for each stated result the most suitable framework. In Section 6 we combine the reduction by inversion approach with some arguments based on polarization of functions to prove symmetry properties of ground state solutions for two classes of systems. In particular, we solve an open problem, cf. [23, p. 451], about the radial symmetry of ground state solutions of a system posed on $\mathbb{R}^N$. For the so called Hénon-type system, we prove the foliated Schwarz symmetry of the ground state solution, as well as we present a result about symmetry breaking. Section 7 reviews the existing concentration results available for (1.1); there, the chosen method is the Lyapunov-Schmidt type reduction. After that, in Section 8 we show how to obtain infinitely many solutions (by three different methods: both reductions and a Galerkin type method) in both the symmetric case (1.3) as well as in with perturbation from symmetry problem. Finally, the last section is about sign-changing solutions; Subsection 9.1 deals with a very recent result of existence and symmetry properties of least energy nodal solutions via dual method, while Subsection 9.2 is about the existence of infinitely many sign-changing solutions of (1.3) via the Lyapunov-Schmidt type reduction.

To sum up, one can say in conclusion that it seems that the direct approaches are harder to apply to (1.1) and have been less used in the past, mainly because it is hard to deal directly with the strongly indefinite functional (1.4). The dual method seems to be more adapted to prove sign and symmetry results; the reduction by inversion to prove sign, symmetry and multiplicity results, while the Lyapunov-Schmidt type reduction is useful in proving concentration and multiplicity results.
We finish this introduction by stressing that, although this paper is mainly a survey, it contains some original results, proofs, and computations that have not appeared elsewhere. As an example we refer to:

- the proof that the standard Nehari manifold cannot be used to define the ground state level (Proposition 2.1);
- the fact that the functional associated to the dual method in Section 3 satisfies the Palais Smale condition (Proposition 3.4);
- a simple proof for the radial symmetry of ground state solutions by using the dual method and under the mere hypothesis \( (H_3) \), which includes cases with \( p < 1 \) or \( q < 1 \) (Theorem 3.10);
- comprehensive proofs of the several characterizations of least energy level in Section 5;
- we solve an open problem, cf. [23, p. 451], about the radial symmetry of ground state solutions of a system posed on \( \mathbb{R}^N \);
- with respect to the existing bibliography, we prove the concentration results in Section 7 under more general assumptions on the nonlinearities.

**Notations.** We will denote the \( L^r \)-norm by \( \| u \|_r := (\int_{\Omega} |u|^r \, dx)^{1/r} \). We will always assume \( N \geq 1 \), except it is specifically mentioned, and define \( 2^* = +\infty \) if \( N = 1, 2 \); \( 2^* = 2N/(N-2) \) otherwise.

2. Direct approaches

In this section we present two approaches built directly on the action functional (1.4). In Subsection 2.1 we use the spaces \( W^{1,s} \times W^{1,s-1} \), while in Subsection 2.2 we deal with fractional Sobolev spaces. We also make some remarks concerning least energy solutions. In order to simplify the presentation, throughout this section we focus on the model case (1.2), so that the system in consideration is (1.3).

2.1. The \( W^{1,s} \times W^{1,s-1} \) framework. Having in mind the goal of finding a space in which (1.4) is well defined for \( (p,q) \) lying bellow the critical hyperbola, following for instance [36, Section 1] (see also [24, Section 2]), we observe that for every \( s > 1 \),

\[
\left| \int_{\Omega} (\nabla u, \nabla v) \, dx \right| \leq \| \nabla u \|_{L^p(\Omega)} \| \nabla v \|_{L^{q+1}(\Omega)}.
\]

Therefore the quadratic part \( Q \) of (1.4) is well defined on the product \( W^{1,s}_0(\Omega) \times W^{1,s-1}_0(\Omega) \), and if for some \( s > 1 \), one has the embeddings

\[
W^{1,s}_0(\Omega) \hookrightarrow L^{p+1}(\Omega), \quad W^{1,s-1}_0(\Omega) \hookrightarrow L^{q+1}(\Omega),
\]

the integral of the Hamiltonian in (1.4) is finite. Let us suppose without loss of generality that \( p \geq q \). One easily sees that the previous embeddings are continuous and compact whenever \( s > 1 \) is such that

\[
(N-s)(p+1) < sN, \quad \left( N - \frac{s}{s-1} \right)(q+1) < \frac{sN}{s-1},
\]
or, equivalently,

\[ N(p + 1) < s(N + p + 1), \quad s((N - 1)(q + 1) - N) < N(q + 1). \]

There are now two possibilities: either \((N - 1)(q + 1) - N \leq 0\) and we can take any suitable large \(s\), or \(q + 1 > N/(N - 1)\) and we can choose \(s\) satisfying

\[ 1 < \frac{N(p + 1)}{N + p + 1} < s < \frac{N(q + 1)}{(N - 1)(q + 1) - N} \]

under the mere assumption that (\(H1\))

\[ p, q > 0, \quad \frac{1}{p + 1} + \frac{1}{q + 1} > \frac{N - 2}{N}. \]

In conclusion, for \((p, q)\) satisfying (\(H1\)), we can choose \(s > 1\) so that the embeddings (2.1) are continuous and compact, and in particular we can define the action functional \(G_s : W_0^{1,s}(\Omega) \times W_0^{1,s}((\Omega) \to \mathbb{R}\) by

\[ (u, v) \mapsto G_s(u, v) = \int_{\Omega} (\nabla u, \nabla v) dx - \int_{\Omega} H(u, v) dx. \]

In this framework, a weak solution of (1.1) is a critical point of \(G_s\), i.e. a couple \((u, v) \in W_0^{1,s}(\Omega) \times W_0^{1,s}(\Omega)\) such that

\[ G_s'(u, v)(\varphi, \psi) = \int_{\Omega} \left( (\nabla u, \nabla \varphi) + (\nabla v, \nabla \psi) - H_u(u, v) \varphi - H_v(u, v) \psi \right) dx = 0, \]

for every \((\varphi, \psi) \in W_0^{1,s}(\Omega) \times W_0^{1,s}(\Omega)\). Observe that if we assume \((p + 1)(N - 2), (q + 1)(N - 2) < 2N\), then we can choose \(s = 2\) and \(H_0^1(\Omega) \times H_0^1(\Omega)\) is an agreeable framework.

It is clear that \((0, 0)\) is not a local minimum of \(G_s\). Indeed, the quadratic part \(Q\) is indefinite since \(Q(u, u)\) is positive definite for any \(u \in H_0^1(\Omega)\) whereas \(Q(u, -u)\)
is negative definite for any \( u \in H^1_0(\Omega) \). This implies that the functional \( G_s \) does not display a mountain pass geometry. Moreover, \( W^{1,s}_0(\Omega) \times W^{1,s/(s-1)}_0(\Omega) \) is not a Hilbert space if \( s \neq 2 \), which makes linking theorems as the one by Benci and Rabinowitz [19] not applicable (we refer to the next subsection for a different framework which allows the use of linking theorems). Due to this fact, it is quite involved to show existence results using directly the functional \( G_s \). We refer to [44] or [92, Section 5] for an approach in that direction. On the other hand, once one knows that a solution actually exists (for example through other approaches), one can then use \( G_s \) to obtain energy estimates. In [24, Section 2], for instance, this framework has proved itself to be useful in estimating the level of least energy solutions, also called ground state solutions. These can be defined as pairs \((u, v)\) achieving
\[
c_s(\Omega) := \inf \{ G_s(u, v) : (u, v) \in W^{1,s}_0(\Omega) \times W^{1,s/(s-1)}_0(\Omega), (u, v) \neq (0, 0), G'_s(u, v) = 0 \}.
\]
A priori this level could depend on \( s \), but this turns out not to be the case. Indeed, arguing as in [23, Proposition 2.1], see also [95, Theorem 1] or Subsection 5.3 ahead, one shows with a standard bootstrap that the weak solutions of (1.1) are classical solutions, so that the numbers \( c_s(\Omega) \) are independent of the particular choice of \( s \).

Throughout this paper we will denote the ground state level simply by \( c(\Omega) \).

In the case of a single equation or when dealing with gradient systems, one possible characterization of the ground state level is through the minimization of the energy functional on the so called Nehari manifold. For Hamiltonian systems, this turns out to be unsuccessful, and we illustrate this fact in the superlinear case \( pq > 1 \).

If \((u, v)\) is a weak solution of (1.1), we have \( \int_\Omega |u|^{p+1} \, dx = \int_\Omega |v|^{q+1} \, dx \). Moreover, using the fact that \( G'_s(u, v)(u, v) = 0 \), we infer that
\[
2 \int_\Omega \langle \nabla u, \nabla v \rangle \, dx = \int_\Omega |u|^{p+1} \, dx + \int_\Omega |v|^{q+1} \, dx.
\]
Assuming \( pq > 1 \), we deduce that for a nontrivial weak solution \((u, v)\) of (1.1), we have
\[
G_s(u, v) = \frac{p-1}{2(p+1)} \int_\Omega |u|^{p+1} \, dx + \frac{q-1}{2(q+1)} \int_\Omega |v|^{q+1} \, dx
= \frac{pq-1}{(p+1)(q+1)} \int_\Omega |u|^{p+1} \, dx > 0.
\]
If (H1) holds, we have all the required compactness to prove that \( c_s(\Omega) \) is achieved as soon as one can prove that \( G_s \) has at least one critical point and we therefore deduce that \( c(\Omega) = c_s(\Omega) > 0 \).

Next, we define the Nehari manifold \( \mathcal{N}_{G_s} \) as usual by
\[
\mathcal{N}_{G_s} := \{(u, v) \in W^{1,s}_0(B) \times W^{1,s/(s-1)}_0(B) \mid (u, v) \neq (0, 0) \text{ and } G'_s(u, v)(u, v) = 0 \}.
\]
In contrast with the case of a single equation or gradient systems, the origin \((0, 0)\) turns out to be adherent to \( \mathcal{N}_{G_s} \). This means \( \inf \mathcal{N}_{G_s} G_s \leq 0 \), and therefore \( \inf \mathcal{N}_{G_s} G_s \) cannot be a critical level associated to a nontrivial critical point! Since this fact...
seems not so well known by the community and has been misused, we state it as a proposition for completeness.

**Proposition 2.1.** Assume \( (H1) \) and \( pq > 1 \) hold. Then \((0, 0)\) is an adherent point of \( N_G_s \) and \( \inf_{N_G_s} G_s \leq 0 \).

**Proof.** Suppose for instance that \( q > 1 \). Let \( u \in C^\infty_c(\Omega) \) be a positive function, and \( \lambda, t > 0 \). Then \( G'_s(tu, t\lambda u)(tu, t\lambda u) = 0 \) means

\[
\varphi(t) := t^{p-1}\|u\|^{p+1}_{p+1} + t^{q-1}\lambda^{q+1}\|u\|^{q+1}_{q+1} = 2\lambda\|\nabla u\|_2^2.
\]

Observe that \( \varphi(t) \to +\infty \) as \( t \to +\infty \), whatever \( \lambda > 0 \) and \( p > 0 \) fixed.

**Claim:** for each \( \lambda > 0 \) large enough, there exists a unique \( t_{\lambda} > 0 \) such that

\[
(2.2) \quad \varphi(t_{\lambda}) = 2\lambda\|\nabla u\|_2^2, \quad \text{or equivalently}, \quad (t_{\lambda}u, t_{\lambda}\lambda u) \in N_G_s.
\]

If \( p > 1 \), then for each \( \lambda > 0 \) we have \( \varphi(0) = 0 \). Thus the claim follows easily from the continuity of \( \varphi_{\lambda} \). For \( p = 1 \) one can argue in an analogous way for each \( \lambda \) satisfying \( 2\lambda\|\nabla u\|_2^2 > \|u\|^{p+1}_{p+1} \), since in such case \( \varphi(0) < 2\lambda\|\nabla u\|_2^2 \). Finally, when \( p < 1 \), we can take \( \lambda > 0 \) such that

\[
2\lambda^{\frac{q-1}{q-p}}\|\nabla u\|_2^2 > \|u\|^{p+1}_{p+1} + \|v\|^{q+1}_{q+1},
\]

which leads to \( \varphi_{\lambda}(\lambda^{-(q+1)/(q-p)}) < 2\lambda\|\nabla u\|_2^2 \), and we conclude as before.

**Conclusion:** the identity \((2.2)\) implies in particular that

\[
0 < (t_{\lambda}u)^{q-1}\|u\|^{q+1}_{q+1} \leq \frac{2\|\nabla u\|_2^2}{\lambda} \to 0 \quad \text{as} \quad \lambda \to +\infty.
\]

Hence \( t_{\lambda} \to 0 \), and \( \|(t_{\lambda}u, t_{\lambda}\lambda u)\|_{W^{1,s}_{0} \times W^1_{0}} \to 0 \) as \( \lambda \to +\infty \), so that the proof is complete.

In Section 5, we will define a suitable Nehari type set (of infinite codimension). Namely, by imposing the relations

\[
G'_s(u, v)(u + \phi, v - \phi) = 0
\]

for every direction \( \phi \), we will recover that the minimum on such a set corresponds to the ground energy level. A different route will also be considered in Sections 3 and 4, where we provide two other ways to recover a characterization of the ground state level as the minimum on a standard Nehari manifold.

### 2.2. Using fractional Sobolev spaces

In this section we describe the variational approach based on the use of fractional Sobolev spaces, following [45, 62].

We recall that, in order to simplify the computations, we still assume \( H(u, v) = (1/p)|u|^p + (1/q)|v|^q \), and refer to the above mentioned papers for more general statements. The following approach will yield an existence result for \((p, q)\) such that

\[
(H2) \quad p, q > 0, \quad 1 > \frac{1}{p+1} + \frac{1}{q+1} > \frac{N-2}{N}, \quad p(N-4), q(N-4) < N+4.
\]
Recall that \( 1/(p + 1) + 1/(q + 1) < 1 \) is equivalent to \( pq > 1 \), which corresponds to the notion of superlinearity in the context of Hamiltonian systems.

Remark 2.2. The references [45, 62] were published contemporaneously, and the techniques share much similarities. However, in [62] the proof is done for the more restrictive case

\[
\frac{1}{p + 1} + \frac{1}{q + 1} > \frac{N - 2}{N}
\]

(both nonlinearities need to be superlinear), while the observation that one can actually treat the more general case is done in [45]. For more precise details check the proof of Theorem 2.4 ahead.

For \( N \geq 3 \), the fact that \((p, q)\) lies below the critical hyperbola may yield that (for instance) \( q < 2^* - 1 < p \). In such a case, we cannot define the action functional (1.4) in \( H^1_0(\Omega) \times H^1_0(\Omega) \), and the idea is to impose a priori more regularity on \( u \) and less on \( v \), keeping at the same time an Hilbertian framework. Having this in mind, let us introduce the fractional Sobolev spaces \( E^s(\Omega) \).

Let \((\phi_n)_n\) be the sequence of \( L^2\)-normalized eigenfunctions of \((-\Delta, H^1_0(\Omega))\), with corresponding eigenvalues \((\lambda_n)_n\). It is well known that each \( u \in L^2(\Omega) \) coincides with its Fourier series

\[
u = \sum_{n=1}^{\infty} a_n \phi_n,
\]

with \( a_n := \int_{\Omega} u \phi_n \, dx \). For \( s > 0 \), we can therefore define the operator \( A^s := (-\Delta)^{s/2} : E^s(\Omega) \to L^2(\Omega) \), where

\[
E^s(\Omega) = \left\{ u = \sum_{n=1}^{\infty} a_n \phi_n \in L^2(\Omega) : \|u\|_{E^s(\Omega)}^2 := \sum_{n=1}^{\infty} \lambda_n^s a_n^2 < \infty \right\},
\]
and
\[ A^su = A^s \left( \sum_{n=1}^{\infty} a_n \phi_n \right) := \sum_{n=1}^{\infty} \lambda_n^{s/2} a_n \phi_n. \]

We endow \( E^s(\Omega) \) with the inner product
\[ \langle u, v \rangle_{E^s(\Omega)} := \int_{\Omega} A^s u A^s v \, dx, \quad \forall u, v \in E^s(\Omega), \]
so that \( E^s(\Omega) \) is an Hilbert space with the Hilbertian norm \( \| u \|_{E^s} = \| A^s u \|_2 \). We denote by \( A^{-s} \) the inverse of the operator \( A^s \). Observe that \( E^2(\Omega) = H^2(\Omega) \cap H^1_0(\Omega) \) and \( A^2 = -\Delta \), while \( E^1(\Omega) = H^1_0(\Omega) \).

Suppose for the moment that
\[ (2.4) \quad p, q > 0, \quad \frac{1}{p+1} + \frac{1}{q+1} > \frac{N-2}{N}, \quad p(N-4), q(N-4) < N + 4. \]

Then
\[ 0 < N \left( \frac{1}{q+1} - \frac{N-4}{2N} \right), \quad N \left( \frac{1}{2} - \frac{1}{p+1} \right) < 2, \]
and
\[ N \left( \frac{1}{2} - \frac{1}{p+1} \right) < N \left( \frac{1}{q+1} - \frac{N-4}{2N} \right), \]
whence we can take \( 0 < s < 2 \) such that
\[ N \left( \frac{1}{2} - \frac{1}{p+1} \right) < s < N \left( \frac{1}{q+1} - \frac{N-4}{2N} \right). \]

This last statement is equivalent to
\[ (p + 1)(N - 2s) < 2N, \quad (q + 1)(N - 2(2 - s)) < 2N. \]

Thus, under this choice, we have the compact embeddings (see [45, Theorem 1.1]):
\[ E^s(\Omega) \hookrightarrow L^{p+1}(\Omega), \quad E^{2-s}(\Omega) \hookrightarrow L^{q+1}(\Omega). \]

To simplify the notation, we set \( t = 2 - s \) and \( E_s := E^s(\Omega) \times E^t(\Omega). \) The previous embeddings imply that the energy functional
\[ (2.5) \quad I_s : E_s \to \mathbb{R}, \quad I_s(u, v) = \int_{\Omega} A^s u A^t v \, dx - \int_{\Omega} H(u, v) \, dx \]
is a well defined \( C^1 \)-functional for \((p, q)\) as in (2.4). Then \((u, v) \in E_s\) is a critical point of \( I_s\) if and only if
\[ I_s'(u, v)(\varphi, \psi) = \int_{\Omega} (A^s u A^t \psi + A^s \varphi A^t v - H_u(u, v)\varphi - H_v(u, v)\psi) \, dx = 0, \]
for every \((\varphi, \psi) \in E_s\) that is, \((u, v)\) is a solution of
\[ -\Delta u = H_u(u, v) \text{ in } E^{-t}(\Omega), \quad -\Delta v = H_v(u, v) \text{ in } E^{-s}(\Omega). \]

This is the notion of \textit{weak solution} in this context. It is proved in [45 Theorem 1.2] that weak solutions are \textit{strong solutions}, in the sense that
\[ u \in W^{2, \frac{p+1}{4}}(\Omega) \cap W^1_0^{\frac{p+1}{4}}(\Omega), \quad v \in W^{2, \frac{q+1}{4}}(\Omega) \cap W^1_0^{\frac{q+1}{4}}(\Omega) \]
and they satisfy the system \([1.1]\) pointwise for a.e. \(x \in \Omega\). By using a bootstrap argument and elliptic regularity theory \([60]\), see also Subsection 5.3 ahead, one proves in a standard way that weak solutions are in fact classical solutions.

In order to obtain the existence of nontrivial solutions under \((H2)\) we need some preliminaries. First observe that the functional \(I_s\) may be written in the form

\[
I_s(u,v) = \frac{1}{2} \langle L_s(u,v), (u,v) \rangle_{E_s} - \int_{\Omega} H(u,v) \, dx,
\]

where \(L_s : E_s \to E_s\) is the self-adjoint bounded linear operator defined by the condition

\[
\langle L_s(u,v), (\varphi, \psi) \rangle_E = \int_{\Omega} (A^s u A^t \psi + A^s \varphi A^t v) \, dx,
\]

having the explicit formula

\[
L_s(u,v) = (A^{-s} A^t v, A^{-t} A^s u).
\]

The space \(E_s\) decomposes in \(E^+_s \oplus E^-_s\), with

\[
E^+_s = \{(u, A^{-t} A^s u) : u \in E^s(\Omega)\}, \quad E^-_s = \{(u, -A^{-t} A^s u) : u \in E^s(\Omega)\},
\]

writing \((u,v) \in E_s\) as

\[
(u,v) = \left( \frac{u + A^{-s} A^t v}{2}, \frac{v + A^{-t} A^s u}{2} \right) + \left( \frac{u - A^{-s} A^t v}{2}, \frac{v - A^{-t} A^s u}{2} \right).
\]

Observe that both \(E^+_s\) and \(E^-_s\) are infinite dimensional, and the quadratic part \(\int_{\Omega} A^s u A^t v \, dx\) is positive on \(E^+_s\), negative on \(E^-_s\). In the literature, this type of geometry is referred to as **strongly indefinite**.

**Lemma 2.3.** The functional \(I_s\) satisfies the Palais-Smale condition.

**Proof.** Let \((u_n, v_n) \in E_s\) be so that \(I_s(u_n, v_n)\) is bounded and \(I'_s(u_n, v_n) \to 0\). Then we have

\[
0 < \frac{pq - 1}{p + q + 2} \int_{\Omega} \left( \frac{|u_n|^{p+1}}{p+1} + \frac{|v_n|^{q+1}}{q+1} \right) \, dx
= I_s(u_n, v_n) - I'_s(u_n, v_n) \left( \frac{q + 1}{p + q + 2} u_n, \frac{p + 1}{p + q + 2} v_n \right) \leq C + \epsilon_n \|(u_n, v_n)\|_{E_s},
\]
with $0 < \varepsilon_n \to 0$ as $n \to \infty$. Thus

$$
\| (u_n, v_n) \|_{E_\varepsilon}^2 = \int_\Omega \left( |u_n|^p A^{-s} A^t u_n + |v_n|^q A^{-t} A^s v_n \right) dx \\
+ \mathcal{I}'_n(u_n, v_n)(A^{-s} A^t v_n, A^{-t} A^s u_n) \\
\leq \left( \int_\Omega |u_n|^{p+1} dx \right)^{\frac{q}{p+1}} \| A^{-s} A^t v_n \|_{p+1} \\
+ \left( \int_\Omega |v_n|^{q+1} dx \right)^{\frac{q}{q+1}} \| A^{-t} A^s u_n \|_{q+1} + \varepsilon_n \|(u_n, v_n)\|_{E_\varepsilon}
$$

Since $\{\mathcal{I}_n\}_{n=1}^\infty$ is bounded in $E_\varepsilon$, up to a subsequence, $(u_n, v_n)$ weakly converges to some $(u, v) \in E_\varepsilon$. The convergence is actually strong and this can be deduced from a careful analysis of the convergence

$$
\mathcal{I}'_n(u_n, v_n)(A^{-s} A^t v_n, A^{-t} A^s (u_n - u)) \to 0.
$$

\[\square\]

**Theorem 2.4.** Take $(p, q)$ satisfying $\|\|$. Then (1.1) admits a nontrivial classical solution.

**Sketch of the proof.** We follow [15], where more general nonlinearities are considered.

**Step 1.** Definition of the set $S$. Given $\rho > 0$, by using the embeddings (2.1), we have that, for $\|u\|_{E^\varepsilon} = \rho$,

$$
\mathcal{I}_n(\rho^s u, \rho^q A^{-t} A^s u) \geq \rho^{p+q+2} - C \rho^{(p+1)(q+1)} = \rho^{p+q+2}(1 - C \rho^{p+q-1})
$$

for some $C > 0$ independent of $\rho$. Define the set

$$
S = S_\rho = \{ (\rho^s u, \rho^q A^{-t} A^s u) : \|u\|_{E^\varepsilon} = \rho \}.
$$

Then there exists a constant $\alpha > 0$ such that $\mathcal{I}_n|_S \geq \alpha > 0$ whenever $\rho > 0$ is taken sufficiently small.

**Step 2.** Definition of the set $Q$. Let $w$ be any eigenfunction of $(-\Delta, H^1_0(\Omega))$. Given constants $\sigma, M > 0$, define the set

$$
Q = Q_{\sigma, M} = \{ (\sigma^q (t w + \phi), \sigma^p A^{-t} A^s (t w - \phi)) : 0 \leq t \leq \sigma, 0 \leq \|\phi\|_{E^\varepsilon} \leq M \}.
$$

Observing that

$$
\mathcal{I}_n(\sigma^q (t w + \phi), \sigma^p A^{-t} A^s (t w - \phi)) = \sigma^{p+q} 2 \|w\|_{E^\varepsilon}^2 - \sigma^{p+q} \|\phi\|_{E^\varepsilon}^2 \\
- \frac{\sigma^{q(p+1)}}{p+1} \int_\Omega |tw + \phi|^{p+1} dx - \frac{\sigma^{p(q+1)}}{q+1} \int_\Omega |A^{-t} A^s (tw - \phi)|^{q+1} dx,
$$
and $pq > 1$, it can be proved that $I_s|_{\partial Q} \leq 0$ for sufficiently large $\sigma, M > 0$ (cf. [15, Section 3]).

Step 3. Conclusion. It can be proved that $Q$ and $S$ link\footnote{In the sense of equation (3.7) in [56].} and one can apply the linking theorem of Benci and Rabinowitz [19, Theorem 0.1] in a version due to Felmer [56, Theorem 3.1] (see also [62] where, under the additional assumption that $p, q > 1$, [19, Theorem 0.1] is applied directly with $S := \partial B_\rho(0) \cap E^+$, $Q := \mathbb{R}(w, A^{-s}A^s w) \oplus E^-$).

Once we have the existence of at least one solution, the existence of a solution with least energy follows from a compactness argument.

Corollary 2.5. Take $(p, q)$ satisfying $[H2]$. Then the ground state level
\[ c(\Omega) = \inf\{I_s(u, v) : (u, v) \in E_s, (u, v) \neq 0, I'_s(u, v) = 0\} \]
is achieved and positive.

Proof. First, observe that arguing as in the previous subsection, if $(u, v) \neq (0, 0)$ and $I'_s(u, v) = 0$, we obtain
\[ (2.6) \quad \int_{\Omega} |u|^{p+1} dx = \int_{\Omega} |v|^{q+1} dx \quad \text{and} \quad I_s(u, v) = \frac{pq - 1}{(p + 1)(q + 1)} \int_{\Omega} |u|^{p+1} dx > 0. \]
Hence we infer that $c(\Omega) \geq 0$. Suppose without loss of generality that $p \geq q$, so that $p > 1$ does hold. From the identity $I'_s(u, v)(0, A^{-s}A^s u) = 0$, we infer that
\[ \|u\|_{E_s}^2 = \int_{\Omega} |v|^{q-1} v A^{-s}A^s u dx \leq \left( \int_{\Omega} |v|^{q+1} dx \right)^{\frac{q}{q+1}} \|A^{-s}A^s u\|_{q+1} \]
\[ \leq C\|u\|_{E_s}^{\frac{q(p+1)}{p+1}} \|A^{-s}A^s u\|_{q+1} \leq C\|u\|_{E_s}^{\frac{q(p+1)}{p+1}+1} \]
for some $C > 0$. In particular, there exists $\kappa > 0$ such that for every nontrivial solution $(u, v)$,
\[ (2.7) \quad \|u\|_{E_s}^{\frac{pq-1}{pq+1}} \geq \kappa \]
Now take a minimizing sequence $(u_n, v_n)$ at the level $c(\Omega)$, that is
\[ I_s(u_n, v_n) \to c(\Omega), \quad I'_s(u_n, v_n) = 0. \]
Since $I_s$ satisfies the Palais-Smale condition (see Lemma 2.3), we have (up to a subsequence) $(u_n, v_n) \to (u, v)$ in $E^s(\Omega) \times E^t(\Omega)$. Moreover, (2.7) implies that $(u, v) \neq (0, 0)$, and it is a critical point of $I_s$, at the critical level $c(\Omega)$. From (2.6), we have that $c(\Omega) > 0$. \hfill \Box

We end this section by observing that, at the price of dealing with modified nonlinearities, we could also have worked with the Sobolev space $H^1_0(\Omega) \times H^1_0(\Omega)$. In fact, introducing the isometric isomorphism
\[ B_s : H^1_0(\Omega) \to E^s(\Omega) : u \mapsto B_s(u) = A^{-s} \circ A^1(u), \]
\[ \text{In the sense of equation (3.7) in [56].} \]
the functional \( \tilde{I}_s : H^1_0(\Omega) \times H^1_0(\Omega) \to \mathbb{R} \) defined by

\[
\tilde{I}_s(u, v) = \int_B \langle \nabla u, \nabla v \rangle dx - \int_B H(Bs u, B_{2-s} v) dx
\]

is a well defined \( C^1 \)-functional for \((p, q)\) satisfying (H2). Then \((u, v) \in H^1_0(\Omega) \times H^1_0(\Omega)\) is a critical point of \( \tilde{I}_s \) if and only if

\[
\tilde{I}_s'(u, v)(\varphi, \psi) = \int_\Omega \left( \langle \nabla u, \nabla \varphi \rangle + \langle \nabla v, \nabla \psi \rangle \right) dx - \int_\Omega \left( H_u(Bs u, B_{2-s} v)Bs \varphi - H_v(Bs u, B_{2-s} v)B_{2-s} \psi \right) dx = 0,
\]

for every \((\varphi, \psi) \in H^1_0(\Omega) \times H^1_0(\Omega)\), or, equivalently, if and only if \((Bs u, B_{2-s} v) \in E^s(\Omega) \times E^{2-s}(\Omega)\) is a critical point of \( I_s \). This slightly different strategy was introduced and used in [27, Section 5] as it is convenient to work in a framework where \( u \) and \( v \) belong to the same functional space, especially when one wants to use the reduction approach of Section 5.

**Remark 2.6.** One downside of the approach presented in this subsection is that it does not allow to treat the cases where \( p(N-4) \geq N+4 \) or \( q(N-4) \geq N+4 \), as we cannot find \( 0 < s < 2 \) so that the functional \( \tilde{I}_s \) is well defined on \( E^s(\Omega) \times E^{2-s}(\Omega) \), with \( t = 2 - s \). Moreover, by using directly this approach, it is not clear how to show that ground state solutions are signed nor if they enjoy symmetry properties. This question will be considered in the following two sections via other methods.

3. The dual method

In this section we describe some applications of the so called dual variational principle of Clarke and Ekeland [32, 33] to prove the existence and to study qualitative properties of ground state solutions to the system (1.1). We still deal with pure power nonlinearities as in the model Hamiltonian (1.2), assuming that the couple \((p, q)\) satisfies

\[
(p, q > 0, \quad 1 > \frac{1}{p+1} + \frac{1}{q+1} > \frac{N-2}{N}.
\]

(H3)
As far as we know, the application of the dual variational principle to strongly
coupled elliptic systems such as (1.1) goes back to Clément and van der Vorst [36].
One of the features in [36] is that the authors assumed the mere hypothesis (H3),
which includes cases with $p \leq 1$ or $q \leq 1$. We mention that Alves and Soares [4]
also applied the dual variational method to treat singularly perturbed systems2 of
the form

\begin{equation}
\begin{cases}
-\varepsilon^2 \Delta u + V(x) u = |v|^{q-1} v & \text{in } \mathbb{R}^N, \\
-\varepsilon^2 \Delta v + V(x) v = |u|^{p-1} u & \text{in } \mathbb{R}^N,
\end{cases}
\end{equation}

assuming (H3) and the extra assumptions $p > 1$ and $q > 1$. In this section
we follow some of the ideas in [36], but we present a simpler approach. Our
main concern is to show how the dual variational method transforms the strongly
indefinite structure of the functional associated to problem (1.1) into a problem
whose functional displays a mountain pass geometry. We simplify the arguments
of [36], especially with respect to compactness. In [36], the authors use a variant
of the mountain pass theorem of Ambrosetti and Rabinowitz [8] due to Bartolo,
Benci and Fortunato [15, 18], which holds for functionals that satisfy the so called
Cerami condition, see e.g. [31]. Instead, we prove that the functional associated
to this approach indeed satisfies the Palais-Smale condition and so we apply the
standard version of the mountain pass theorem [8]. Finally, we stress that more
general systems can be considered in this framework and we refer to [18 Theorem
1.1] and [36 Theorem 3.2].

2Compare (3.1) with [4, eq. (1.3)]. In fact, in order to apply the dual variational method to
(3.1), the two potentials on the left hand sides of (3.1) must be equal as follows from [4, line 5 p.
114].
We now illustrate how problem (1.1) can be treated in a dual formulation. For instance, consider the slightly more general problem

\begin{equation}
\begin{aligned}
-\Delta u + c(x)u &= |v|^{q-1}v & \text{in } & \Omega, \\
-\Delta v + c(x)v &= |u|^{p-1}u & \text{in } & \Omega, \\
& u,v = 0 & \text{on } & \partial \Omega,
\end{aligned}
\end{equation}

where the function \( c \) is such that \( L := -\Delta + c(x)I : W^{2,r}(\Omega) \cap W^{1,r}_0(\Omega) \to L^r(\Omega) \) is a topological isomorphism for every \( 1 < r < \infty \). For example, this holds when \( c \in C^1(\Omega) \) is nonnegative and of course one could assume more general conditions.

We illustrate this method by using it in order to prove that:

(i) there exists a ground state solution to (1.1);

(ii) any ground state solution \((u, v)\) of (1.1) is signed, that is, either \((u^+, v^+) = (0, 0)\) or \((u^-, v^-) = (0, 0)\) (or, equivalently, \(uv > 0\) in \( \Omega \));

(iii) any ground state solution of (1.1) is radially symmetric in case \( \Omega \) is a ball and \( c \equiv 0 \).

For that, we define \( \phi_p, \phi_q : \mathbb{R} \to \mathbb{R} \) by

\[
\phi_p(t) = |t|^{p-1}t, \quad \phi_q(t) = |t|^{q-1}t, \quad t \in \mathbb{R}.
\]

The dual method consists in taking the inverse of the operator \( L \), rewriting the system (3.2) as

\[
u = L^{-1}(|v|^{q-1}v) = L^{-1}(\phi_q(v)), \quad v = L^{-1}(|u|^{p-1}u) = L^{-1}(\phi_p(u))
\]

and introducing the new variables \( f = |u|^{p-1}u = \phi_p(u) = Lu, \ g = |v|^{q-1}v = \phi_q(v) = Lu, \) leading to the system

\begin{equation}
L^{-1}f = |g|^\frac{1}{q-1-1}g = \phi_q^{-1}(g), \quad L^{-1}g = |f|^\frac{1}{p-1-1}f = \phi_p^{-1}(f).
\end{equation}

Then, fixing the notation \( K = L^{-1} \), we define the operator \( T : X \to X^* \) through the identity

\begin{equation}
\langle T(f_1, g_1), (f_2, g_2) \rangle = \int_\Omega (f_2 K g_1 + g_2 K f_1) \, dx.
\end{equation}

Since \( \langle T(f_1, g_1), (f_2, g_2) \rangle = \langle T(f_2, g_2), (f_1, g_1) \rangle \), it follows that the equations in (3.3) appear as the Euler-Lagrange equations associated to the action functional

\begin{equation}
\Phi(f, g) = \int_\Omega \left( \frac{p}{p+1} |f|^{\frac{p+1}{p}} + \frac{q}{q+1} |g|^{\frac{q+1}{q}} \right) \, dx - \frac{1}{2} \langle T(f, g), (f, g) \rangle.
\end{equation}

We will show that \((f, g)\) is a critical point of \( \Phi \) defined in an adequate space if, and only if, \((u, v) = (Kg, Kf) = (\phi_p^{-1}(f), \phi_q^{-1}(g))\) is a classical solution of (3.2) and that the least energy level associated to (3.2) corresponds to the mountain pass critical level of \( \Phi \). Thus, the dual method allows one to avoid the strongly indefinite character that is present in the direct approaches.
3.1. **Variational framework.** Throughout this section we assume that [H3] holds and we set

\[ X := L^{\frac{p+1}{p}}(\Omega) \times L^{\frac{q+1}{q}}(\Omega). \]

Assuming that \( c \in C^1(\overline{\Omega}, \mathbb{R}) \) is nonnegative, we consider the linear operator

\[ L := -\Delta + c(x)I, \]

and recall that we denote its inverse by \( K \). We first infer from (H3), the \( W^{2,r} \)-regularity for second order elliptic operators as in [60, Theorem 9.15], and the classical Sobolev embeddings, that the operator \( T : X \to X^* \) defined through (3.4) is a linear compact operator. Moreover \( \Phi \in C^1(X, \mathbb{R}) \) and \( \Phi' = \Psi - T \), where

\[
\langle \Psi(f_1,g_1),(f_2,g_2) \rangle = \int_\Omega \left( |f_1|^\frac{r}{r-1}f_1f_2 + |g_1|^\frac{r}{r-1}g_1g_2 \right) dx,
\]

for every \((f_1,g_1),(f_2,g_2) \in X\). Then, from the classical Riesz representation theorem for Lebesgue spaces, we see that \( \Psi : X \to X^* \) is a homeomorphism.

Throughout this section we will constantly use the identity

\[ \int_\Omega fg dx = \int_\Omega gKf dx, \]

which is the consequence of a simple integration by parts.

**Proposition 3.1.** Assume that [H3] holds. Then \((f,g) \in X\) is a critical point of \( \Phi \) if, and only if, \((u,v) = (Kg,Kf) = (\phi_p^{-1}(f),\phi_q^{-1}(g))\) is a classical \( C^2(\Omega) \)-solution of (3.2).

**Proof.** Let \((f,g) \in X\) be a critical point of \( \Phi \). Then, for every \((\varphi,\psi) \in X\), we have

\[
0 = \int_\Omega \left( |f|^\frac{1}{p-1}f \varphi + |g|^\frac{1}{q-1}g \psi \right) dx - \int_\Omega (\varphi Kg + \psi Kf) dx.
\]

Define \( u = Kg \) and \( v = Kf \). From the standard \( W^{2,r} \)-regularity for the second order elliptic operator \( L \), see for instance [60, Theorem 9.15 and Lemma 9.17], it follows that \( u \in W^{2,\frac{2r}{r+2}}(\Omega) \cap W^{1,\frac{r+2}{r}}_0(\Omega) \), \( v \in W^{2,\frac{2r}{r+2}}(\Omega) \cap W^{1,\frac{r+2}{r}}_0(\Omega) \) and therefore (3.6) reads

\[
0 = \int_\Omega \left( |Lv|^\frac{1}{r-1}Lv \varphi + |Lu|^\frac{1}{q-1}Lu \psi \right) dx - \int_\Omega (\varphi u + \psi v) dx \quad \forall (\varphi,\psi) \in X.
\]

From this identity, we deduce that \((u,v)\) is a strong solution of

\[
Lv = |u|^{p-1}u, \quad Lu = |v|^{q-1}v \quad \text{in } \Omega, \quad u, v = 0 \quad \text{on } \partial \Omega.
\]

Then, we can proceed as in [54, Theorem 1.1] to conclude that \((u,v)\) is a classical \( C^2(\Omega) \) solution of (3.7).

The converse implication is even easier and we omit it here. \( \square \)

Now we recall a result that helps on proving that \( \Phi \) satisfies the Palais-Smale condition.
Lemma 3.2 ([54] Lemma 3.1]). Let $X$ be a Banach space and $\Phi \in C^1(X, \mathbb{R})$ be such that

(i) any Palais-Smale sequence of $\Phi$ is bounded;
(ii) for all $u \in X$,
\[
\Phi'(u) = \Psi(u) + S(u),
\]
where $\Psi : X \to X^*$ is a homeomorphism and $S : X \to X^*$ is a continuous map such that $(S(u_n))$ has a converging subsequence for every bounded sequence $(u_n)$ in $X$.

Then $\Phi$ satisfies the Palais-Smale condition.

Proof. Take a Palais-Smale sequence $(u_n)_n$. By (i), the sequence is bounded and $\Psi(u_n) + S(u_n) = \Phi'(u_n) \to 0$ in $X^*$. Let $v_n = S(u_n)$. By (ii) there exists a subsequence $(v_{n_k})_k \subset (v_n)_n$ such that $v_{n_k} \to v$ in $X^*$ for some $v \in X^*$. Therefore $u_{n_k} = \Psi^{-1}(\Phi'(u_{n_k}) - v_{n_k}) \to \Psi^{-1}(-v)$.

□

Remark 3.3. The operators $\Psi$ and $S$ appearing in the decomposition (3.8) are not necessarily linear. The condition (ii) related to the operator $S$ is satisfied in the case $X$ is a reflexive Banach space and $S : X \to X^*$ is a compact linear operator, which is the case in this section. We refer to [54, Section 3] for an example where $\Psi$ and $S$ are both nonlinear operators.

Proposition 3.4. Assume $(H3)$. Then the functional $\Phi : X \to \mathbb{R}$, defined by (3.5), satisfies the Palais-Smale condition.

Proof. Observe that $X$ is a reflexive Banach space, $\Phi \in C^1(X, \mathbb{R})$ is such that $\Phi' = \Psi - T$ where $\Psi : X \to X^*$ is a homeomorphism and $T : X \to X^*$ is a linear compact operator. Lemma 3.2 implies that all we need to prove is that any Palais-Smale sequence of $\Phi$ is bounded.

Let $(f_n, g_n)$ be a Palais-Smale sequence of $\Phi$. Then, there exist $C > 0$ and a sequence $(\varepsilon_n)_n$ of positive numbers such that for every $n \in \mathbb{N}$,
\[
|\Phi(f_n, g_n)| \leq C \quad \text{and} \quad \|\Phi'(f_n, g_n)\|_{X^*} \leq \varepsilon_n.
\]

Set
\[
p' = \frac{\sqrt{(q-p)^2 + 4} - (q-p)}{2} \quad \text{and} \quad q' = \frac{\sqrt{(q-p)^2 + 4} + (q-p)}{2}.
\]

Then observe that the straight line passing through $(p', q')$ and $(p, q)$ has its slope equals to 1, $p > p' > 0$, $q > q' > 0$ and
\[
p'q' = 1, \quad \text{that is,} \quad \frac{1}{p' + 1} + \frac{1}{q' + 1} = 1.
\]

Since for every $(f, g) \in X$ we have
\[
\frac{1}{2}\langle T(f, g), (f, g) \rangle - \left\langle T(f, g), \left(\frac{f}{p' + 1}, \frac{g}{q' + 1}\right)\right\rangle = 0,
\]
it follows from (3.9) and the identity
\[ \Phi'(f_n, g_n) \left( \frac{f_n}{p' + 1}, \frac{g_n}{q' + 1} \right) - \Phi(f_n, g_n) = \left( \frac{1}{p' + 1} - \frac{1}{p + 1} \right) \|f_n\|_{p' + 1}^{p + 1} + \left( \frac{1}{q' + 1} - \frac{1}{q + 1} \right) \|g_n\|_{q' + 1}^{q + 1}, \]
that \((f_n, g_n)\) is a bounded sequence in \(X\). Therefore, by Lemma 3.2 \(\Phi\) satisfies the Palais-Smale condition.

**Proposition 3.5.** Assume (H3) holds. Then \(\Phi\) has a local minimum at \((0, 0)\) and a mountain pass geometry around \((0, 0)\).

**Proof.** Indeed \(\Phi(0, 0) = 0\) and
\[
\Phi(f, g) = \int_{\Omega} \left( \frac{p}{p + 1} |f|^{\frac{p+1}{p}} + \frac{q}{q + 1} |g|^{\frac{q+1}{q}} \right) dx - \frac{1}{2} \int_{\Omega} (fKg + gKf) dx \\
\geq \frac{p}{p + 1} \|f\|_{\frac{p+1}{p}}^{\frac{p+1}{p}} + \frac{q}{q + 1} \|g\|_{\frac{q+1}{q}}^{\frac{q+1}{q}} - \frac{1}{2} \left( \|K(g)\|_{p+1}^{p+1} \|f\|_{\frac{p+1}{p}}^{p+1} + \|K(f)\|_{q+1}^{q+1} \|g\|_{\frac{q+1}{q}}^{q+1} \right) \\
\geq \frac{p}{2(p + 1)} \|f\|_{\frac{p+1}{p}}^{\frac{p+1}{p}} + \frac{q}{2(q + 1)} \|g\|_{\frac{q+1}{q}}^{\frac{q+1}{q}} - C \left( \|f\|_{\frac{p+1}{p}}^{\frac{p+1}{p}} + \|g\|_{\frac{q+1}{q}}^{\frac{q+1}{q}} \right).
\]

Then, since \(\frac{1}{p+1} + \frac{1}{q+1} < 1\), which is equivalent to \(pq > 1\), it follows that \(\frac{p+1}{p} < q+1\) and \(\frac{q+1}{q} < p+1\). Therefore, we have established that \((0, 0)\) is a local minimum of \(\Phi\) and that there exist \(r > 0\) and \(b > 0\) such that
\[ \Phi(f, g) \geq b \quad \forall (f, g) \in X \quad \text{such that} \quad \|f\|_X = r. \]

Moreover, let \(\varphi_1\) be the positive eigenfunction such that \(\int_{\Omega} \varphi_1^2 dx = 1\) associated to the first eigenvalue \(\lambda_1\) of \((-\Delta + c(x))I, H^1_0(\Omega))\). Then
\[ \Phi(t_0 \varphi_1, t_{0^{\frac{q+1}{p+1}}} \varphi_1) = \left( \frac{p}{p + 1} \|\varphi_1\|_{\frac{p+1}{p}}^{\frac{p+1}{p}} + \frac{q}{q + 1} \|\varphi_1\|_{\frac{q+1}{q}}^{\frac{q+1}{q}} \right) t_0^{p+1} - \frac{2p+q}{p+q+1} \lambda_1 t_0^{q+1} \]
and therefore, since \(pq > 1\), we can choose \(t_0 > 0\) large enough such that \(\Phi(t_0 \varphi_1, t_{0^{\frac{q+1}{p+1}}} \varphi_1) < 0\) and \(\|(t_0 \varphi_1, t_{0^{\frac{q+1}{p+1}}} \varphi_1)\|_X > r\). \(\square\)

From Propositions 3.4 and 3.5 and the classical montain pass theorem \([8]\) we know that
\[ (3.10) \quad \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} \Phi(\gamma(t)) \]
is a positive critical value of \(\Phi\), where
\[ \Gamma = \{ \gamma \in C([0, 1], X) : \gamma(0) = 0 \text{ and } \Phi(\gamma(1)) < 0 \}. \]
Next we consider a Nehari type manifold associated to $\Phi$, namely

$$N_\Phi = \left\{ (f, g) \in X : (f, g) \neq (0, 0) \text{ and } \Phi(f, g) \left( f, \frac{q(p+1)}{p(q+1)} g \right) = 0 \right\}.$$  (3.11)

It will become clear in the future why one needs to add the multiplier $\frac{q(p+1)}{p(q+1)}$ to the condition in the Nehari set. This is related to the fact that the powers of $f$ and $g$ in the energy $\Phi$ are different; observe that the multiplier is such that $\frac{q(p+1)}{p(q+1)} = \frac{p}{q} + 1$. Observe moreover that if $(f, g) \in N_\Phi$ then

$$\Phi(f, g) = \frac{pq-1}{p(q+1) + q(p+1)} \int_\Omega \left( \frac{p}{p+1} |f|^{\frac{p+1}{p}} + \frac{q}{q+1} |g|^{\frac{q+1}{q}} \right) dx > 0.$$  (3.12)

**Definition 3.6.** A critical point $(f, g)$ of $\Phi$ is called a least energy critical point if $\Phi(f, g)$ is the smallest value among the nontrivial critical values of $\Phi$.

Using the previous notations, one can easily check that for every $(f, g)$ critical point of $\Phi$ it holds

$$\Phi(f, g) = \int_\Omega (\nabla u, \nabla v) \, dx - \int_\Omega \left( \frac{1}{p+1} |u|^{p+1} + \frac{1}{q+1} |v|^{q+1} \right) dx.$$  

Thus the least energy critical level defined through $\Phi$ coincides with the one defined in the previous section, namely we have that

$$c(\Omega) = \inf \{ \Phi(f, g) : (f, g) \in X, (f, g) \neq 0, \Phi'(f, g) = 0 \}.$$  

Before we give two other characterizations of the least energy level, we state and prove some properties of $N_\Phi$.

**Lemma 3.7.** The Nehari set $N_\Phi$ associated to the functional $\Phi$ has the following properties.

(i) There exists $R > 0$ such that $\|(f, g)\|_X \geq R$ for every $(f, g) \in N_\Phi$.

(ii) The set $N_\Phi$, as defined by (3.11), is a $C^1$-manifold on $X$ of codimension one.

(iii) $N_\Phi$ is a natural constraint to $\Phi$ in the sense that

$$(f, g) \in N_\Phi, \quad \Phi|_{N_\Phi}(f, g) = 0 \quad \implies \quad \Phi'(f, g) = 0.$$  

**Proof.** Item (i). From the definition of $\Phi$ we see that $(f, g) \in N_\Phi$ if, and only if, $(f, g) \neq (0, 0)$ and

$$\int_\Omega \left( |f|^{\frac{p+1}{p}} + \frac{q(p+1)}{p(q+1)} |g|^{\frac{q+1}{q}} \right) dx - \int_\Omega \left( fKg + \frac{q(p+1)}{p(q+1)} gKf \right) dx = 0.$$  

So, if $(f, g) \in N_\Phi$ then

$$\|f\|^{\frac{p+1}{p}} + \frac{q(p+1)}{p(q+1)} \|g\|^{\frac{q+1}{q}} \leq \int_\Omega \left( fKg + \frac{q(p+1)}{p(q+1)} gKf \right) dx \leq \|f\|^{\frac{p+1}{p}} \|Kg\|_{p+1} + \frac{q(p+1)}{p(q+1)} \|g\|^{\frac{q+1}{q}} \|Kf\|_{q+1}$$

$$\leq \frac{p}{p+1} \|f\|^{\frac{p+1}{p}} + \frac{1}{p+1} \|Kg\|_{p+1}^{\frac{p+1}{p}} + \frac{q(p+1)}{p(q+1)} \left( \frac{q}{q+1} \|g\|^{\frac{q+1}{q}} + \frac{1}{q+1} \|Kf\|_{q+1}^{q+1} \right)$$
and so
\[ \frac{1}{p+1} \left\| f \right\|^{p+1}_p + \frac{q(p+1)}{p(q+1)} \left\| g \right\|^{q+1}_q \leq C \left( \left\| f \right\|^{p+1}_p + \left\| g \right\|^{q+1}_q \right). \]

From the last inequality and since \( q + 1 > \frac{p+1}{p}, \) \( p + 1 > \frac{q+1}{q}, \) it follows that there exists \( R > 0 \) such that
\[ \|(f, g)\|_X \geq R \quad \forall (f, g) \in \mathcal{N}_\Phi. \]

**Item (ii).** We set \( \Lambda : X \setminus \{(0, 0)\} \to \mathbb{R} \) by
\[ \Lambda(f, g) = \int_\Omega \left( |f|^\frac{p+1}{p} \right. + \left. \frac{q(p+1)}{p(q+1)} |g|^{\frac{q+1}{q}} \right) dx - \int_\Omega \left( fKg + \frac{q(p+1)}{p(q+1)} gKf \right) dx. \]

In view of item (i), it is enough to prove that 0 is a regular value of \( \Lambda. \)

First observe that if \( \Lambda(f, g) = 0 \) then
\[ \int_\Omega \left( |f|^\frac{p+1}{p} + \frac{q(p+1)}{p(q+1)} |g|^{\frac{q+1}{q}} \right) dx = \int_\Omega \left( fKg + \frac{q(p+1)}{p(q+1)} gKf \right) dx > 0. \]

On the other hand,
\[ \Lambda'(f, g)(f_1, g_1) = \int_\Omega \left( \frac{p+1}{p} |f|^\frac{p-1}{p} f f_1 + \frac{q+1}{q} |g|^\frac{q-1}{q} g g_1 \right) dx \]
\[ - \left( 1 + \frac{q(p+1)}{p(q+1)} \right) \int_\Omega (f_1 Kg + g_1 Kf) dx. \]

Therefore, if \( \Lambda(f, g) = 0 \) then
\[ \Lambda'(f, g) \left( \frac{p}{p+1} f, \frac{q}{q+1} g \right) = \frac{1 - pq}{(p+1)(q+1)} \int_\Omega \left( |f|^\frac{p+1}{p} + \frac{q(p+1)}{p(q+1)} |g|^{\frac{q+1}{q}} \right) dx < 0 \]
and so 0 is a regular value of \( \Lambda. \)

**Item (iii).** If \( (f, g) \) is a critical point of \( \Phi |_{\mathcal{N}_\Phi} \) then there exists \( \lambda \in \mathbb{R} \) such that
\[ \Phi'(f, g)(f_1, g_1) = \lambda \Lambda'(f, g)(f_1, g_1) \quad \forall (f_1, g_1) \in X. \]

So, in particular, for \( (f_1, g_1) = \left( f, \frac{q(p+1)}{p(q+1)} g \right) \) and by the definition of \( \mathcal{N}' \)
\[ 0 = \Phi'(f, g) \left( f, \frac{q(p+1)}{p(q+1)} g \right) = \lambda \Lambda'(f, g) \left( f, \frac{q(p+1)}{p(q+1)} g \right) \]
\[ = \lambda \frac{(pq-1)}{pq+1} \int_\Omega \left( fKg + \frac{q(p+1)}{p(q+1)} gKf \right) dx \]
\[ = \lambda \frac{(pq-1)}{pq+1} \int_\Omega \left( |f|^\frac{p+1}{p} + \frac{(pq-1)}{pq+1} |g|^{\frac{q+1}{q}} \right) dx, \]
and so \( \lambda = 0. \)

We can now prove the following equivalent characterizations of the least energy level \( c(\Omega). \)
Theorem 3.8. We have that
\[
c(\Omega) = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} \Phi(\gamma(t))
= \inf_{(f,g) \in X} \sup_{t \geq 0} \Phi(tf, t^{\frac{q(p+1)}{p+q+1}} g)
= \inf_{(f,g) \in \mathcal{N}_\Phi} \Phi(f,g) > 0
\]
is attained.

Proof. First we observe that every nontrivial critical point \((f,g)\) of \(\Phi\) is such that \((f,g) \in \mathcal{N}_\Phi\). Take the mountain pass level defined by (3.10). Then, since it is a critical value of \(\Phi\), it is clear that
\[
\inf_{(f,g) \in \mathcal{N}_\Phi} \Phi(f,g) \leq \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} \Phi(\gamma(t)).
\]
On the other hand, given \((f,g) \in X\) such that \(\langle T(f,g), (f,g) \rangle > 0\) we consider the maps
\[
(3.13) \quad \gamma(t, (f,g)) := (tf, t^{\frac{q(p+1)}{p+q+1}} g), \quad \theta(t, (f,g)) := \Phi(\gamma(t, (f,g))).
\]
By a direct computation,
\[
\theta(t, (f,g)) = At^{\frac{p+1}{p}} - Bt^{-\frac{p(q+1)+q(p+1)}{p+q+1}},
\]
where \(A := \int_{\Omega} \frac{p}{p+1} |f|^{\frac{p+1}{p}} + \frac{q}{q+1} |g|^{\frac{q+1}{q}} dx > 0\), \(B := \frac{1}{2} \langle T(f,g), (f,g) \rangle > 0\). We observe that \(1 < \frac{p+1}{p} < \frac{q(p+1)+q(p+1)}{p+q+1}\), since \(pq > 1\). It follows that \(\theta(t, (f,g)) \to -\infty\) as \(t \to +\infty\) and that there exists a unique point \(t_0 > 0\) such that \(\theta'(t_0, (f,g)) = 0\); such a point \(t_0\) is a strict global maximum of the map \(\theta(\cdot, (f,g))\). Moreover, \(\theta(t, (f,g)) \in \mathcal{N}_\Phi\) for \(t > 0\) if, and only if, \(t = t_0\) and so,
\[
\inf_{(f,g) \in \mathcal{N}_\Phi} \Phi(f,g) \leq \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} \Phi(\gamma(t))
\leq \inf_{(f,g) \in X} \sup_{t \geq 0} \Phi(tf, t^{\frac{q(p+1)}{p+q+1}} g) = \inf_{(f,g) \in \mathcal{N}_\Phi} \Phi(f,g).
\]
The remaining properties are now a standard consequence of (3.12) and Lemma 3.7. □

Remark 3.9. The shape of the map \(\gamma\) in (3.13) is due to the different powers of \(f\) and \(g\) in the expression of the energy \(\Phi\), and also justifies the definition of the Nehari manifold in (3.11). Moreover, one needs to restrict the study of \(\gamma\) to \((f,g)\) satisfying \(\langle T(f,g), (f,g) \rangle > 0\), as otherwise we would get \(\gamma(t) \to +\infty\).
3.2. Sign and symmetry properties. One of the advantages of using the dual method is that it becomes quite straightforward to prove qualitative properties like sign and symmetry for least energy solutions.

We denote by $B_R$ the open ball in $\mathbb{R}^N$ of radius $R$ centered at the origin and, for a given function $f \in C(B_R)$, $f \geq 0$, we denote by $f^*$ the Schwarz symmetric function associated to $f$, namely the radially symmetric, radially non increasing function, equi-measurable with $f$.

**Theorem 3.10.** The following two properties hold.

(i) Any least energy critical point $(f, g)$ of $\Phi$ is such that $f > 0$ and $g > 0$ in $\Omega$, or $f < 0$ and $g < 0$ in $\Omega$.

(ii) In case $\Omega$ is a ball and $c \equiv 0$, any positive least energy critical point of $\Phi$ is Schwarz symmetric, that is, $f = f^*$ and $g = g^*$.

In particular, the corresponding $(u, v)$ solution to (3.2) satisfies the same properties.

For the proof of Theorem 3.10 we first need to recall a result on the properties of the Schwarz symmetrization. The first conclusion in the lemma below can be found in [100, Theorem 1] and the second one is a particular case of [6, Theorem 1].

**Lemma 3.11.** Let $B_R \subset \mathbb{R}^N$, $N \geq 1$, be the open ball centered at the origin with radius $R > 0$. Let $f \in C(B_R)$, $f \geq 0$, and $u, w$ satisfy

\[
\begin{align*}
-\Delta u &= f & \text{in } B_R, \\
   u &= 0 & \text{on } \partial B_R,
\end{align*}
\]

\[
\begin{align*}
-\Delta w &= f^* & \text{in } B_R, \\
   w &= 0 & \text{on } \partial B_R.
\end{align*}
\]

Then $u^* \leq w$ in $B_R$. Furthermore,

\[|\{u^* < w\}| = 0 \text{ if and only if } f = f^*.\]

**Proof of Theorem 3.10** Assertion (i). It follows from the maximum principle for the second order elliptic operator $L$ that

\[
\Phi(|f|, |g|) \leq \Phi(f, g) \quad \forall (f, g) \in X.
\]

Moreover, equality holds if and only if either $f \geq 0$ and $g \geq 0$ or else $f \leq 0$ and $g \leq 0$. So, given a least energy critical point $(f, g)$ of $\Phi$, for some $t_0 > 0$ we have that

\[
c(\Omega) \leq \sup_{t \geq 0} \Phi(t|f|, t^{p/(p+1)}|g|) = \Phi(t_0|f|, t_0^{p/(p+1)}|g|) \leq \Phi(t_0 f, t_0^{p/(p+1)} g)
\leq \sup_{t \geq 0} \Phi(t f, t^{p/(p+1)} g) = \Phi(f, g) = c(\Omega).
\]

According to (3.14) and the uniqueness of $t_0$, it follows that $t_0 = 1$, $\Phi(|f|, |g|) = \Phi(f, g)$, and $(f^+, g^+) = (0, 0)$ or $(f^-, g^-) = (0, 0)$. Then we apply Proposition 3.1 and the strong maximum principle to conclude that $f > 0$ and $g > 0$ in $\Omega$ of $f < 0$ and $g < 0$ in $\Omega$. 

Assertion (ii). Assume $\Omega$ is a ball and $c \equiv 0$. Let $f, g$ be a positive least energy critical point of $\Phi$. From Proposition 3.1 we know that $f, g$ are $C(\Omega)$ functions and $f, g > 0$ in $\Omega$. So, we have

\begin{equation}
\Phi(tf^*, tg^*) \leq \Phi(tf, tg) \quad \forall t > 0,
\end{equation}

because

\begin{equation}
\int f^* K g^* dx \geq \int f^* (K g)^* dx \geq \int f K g dx,
\end{equation}

where the first inequality is given by Lemma 3.11 and the second is the Hardy-Littlewood inequality, cf. [61, 100]. Moreover, by Lemma 3.11 the identity holds at the first inequality of (3.16) if and only if $f = f^*$ and $g = g^*$. On the other hand, as in the proof of item (i), there exists $t_0 > 0$ such that

\begin{align*}
c(\Omega) &\leq \sup_{t \geq 0} \Phi(tf^*, t^{\frac{q(p+1)}{p+q+1}} g^*) = \Phi(t_0 f^*, t_0^{\frac{q(p+1)}{p+q+1}} g^*) \\
&\leq \sup_{t \geq 0} \Phi(tf, t^{\frac{q(p+1)}{p+q+1}} g) = \Phi(f, g) = c(\Omega).
\end{align*}

According to (3.15) and the uniqueness of $t_0$, it follows that $t_0 = 1$ and $f = f^*$ and $g = g^*$.

\begin{remark}
The positivity - assertion (i) - in the more restrictive case $p, q > 1$ was observed by Alves et al. [5] with a similar argument.
\end{remark}

\begin{remark}
Assuming that $\Omega = B_R(0)$, $c(x) = c$ is a positive constant, $p, q \geq 1$, the ground state solutions $(u, v)$ of (3.2) are Schwarz symmetric. This follows from a more general result of Troy [104] under the additional assumption that $p, q \geq 1$, which ensures that the nonlinearities $s \mapsto |s|^{p-1}s, |s|^{q-1}s$ are Lipchitz continuous. This result is based on the moving plane method, once it is know that $u$ and $v$ are positive. However, the approach based on symmetrization techniques is more direct and natural for ground state solutions of (3.2) with $c = 0$ and allows us to treat more general powers.
\end{remark}

4. A REDUCTION BY INVERSION

Let $\Omega$ be a smooth bounded domain in $\mathbb{R}^N$ with $N \geq 1$. We consider the system

\begin{equation}
\begin{aligned}
-\Delta u &= |v|^{q-1} v & \text{in } \Omega, \\
-\Delta v &= |u|^{p-1} u & \text{in } \Omega, \\
u, v &= 0 & \text{on } \partial \Omega,
\end{aligned}
\end{equation}

under the same hypothesis made in Subsection 2.1, namely

\begin{equation}
p, q > 0, \quad \frac{1}{p+1} + \frac{1}{q+1} > \frac{N-2}{N},
\end{equation}

and we mention that in this part we closely follow some of the procedures in [23].
In this section we reduce (4.1) to a fourth order equation. Indeed, see [54, Theorem 1.1] and Proposition 4.2 hereafter, it is known that (4.1) is equivalent to

\[
\begin{align*}
\Delta \left( |\Delta u|^{\frac{q}{q+1}} \Delta u \right) &= |u|^{p-1}u \\
\text{in } \Omega, \\
& \\
\text{in the sense that weak solutions of (4.2) correspond to classical solutions of (4.1). }
\end{align*}
\]

The idea of such a reduction goes back at least to P.-L. Lions [67], see also [35, 37, 63, 69, 107]. It turns out that (H1), the hypothesis for subcriticality for (4.1), is the right hypothesis to ensure a subcritical variational framework for dealing with the single equation (4.2). We also mention that a more general class of Hamiltonian system can be treated by this approach, see for instance [69].

**Definition 4.1.** Assume (H1). Let \( E = W^{2, \frac{q+1}{q}}(\Omega) \cap W^{1, \frac{q+1}{q}}_0(\Omega) \) be endowed with the norm

\[
\|u\|_E = \left( \int_{\Omega} |\Delta u|^{\frac{q+1}{q}} \, dx \right)^{\frac{q}{q+1}}, \quad u \in E.
\]

We say that \( u \in E \) is a weak solution of (4.2) if

\[
\int_{\Omega} |\Delta u|^{\frac{q}{q+1}} \Delta u \Delta v \, dx = \int_{\Omega} |u|^{p-1}uv \, dx, \quad \forall v \in E.
\]

So, weak solutions of (4.2) are precisely the critical points of the \( C^1(E, \mathbb{R}) \) functional \( J : E \to \mathbb{R} \) defined by

\[
J(u) = \frac{q}{q+1} \int_{\Omega} |\Delta u|^{\frac{q+1}{q}} \, dx - \frac{1}{p+1} \int_{\Omega} |u|^{p+1} \, dx.
\]

Besides being more direct, another advantage of this approach is that it allows us to treat (4.1) in both cases \( pq > 1 \) and \( pq < 1 \) (superlinear and sublinear).
Moreover, as we will see, it transforms the search for least energy solutions to (4.1) to the search of functions that realizes the best constant for the embedding of \( E \) into \( L^{p+1}(\Omega) \) (cf. Lemma 4.8 ahead). The price to pay with this approach is that one has to deal with a fourth order problem.

In case \((p + 1)(N - 2), (q + 1)(N - 2) < 2N\), we recall that we can also define the weak solutions for (4.1) as the critical points of the \( C^1(H^1_0(\Omega) \times H^1_0(\Omega), \mathbb{R}) \) functional

\[
I(u, v) := \mathcal{I}_1(u, v) = \int_{\Omega} \langle \nabla u, \nabla v \rangle dx - \int_{\Omega} \left( \frac{|u|^{p+1}}{p+1} + \frac{|v|^{q+1}}{q+1} \right) dx, \quad u, v \in H^1_0(\Omega).
\]

In order to clarify our presentation and justify our definition of ground state solutions we begin with some regularity results.

**Proposition 4.2.** Assume that [H1] holds. Let \( u \in E \) and set \( v := |\Delta u|^{\frac{1}{q-1}}(-\Delta u) \).

The following statements are equivalent:

(i) \( u \) is a critical point of \( J \).

(ii) \( u, v \in W^{2,s}(\Omega) \) for all \( 1 \leq s < \infty \) and \( (u, v) \) is a strong solution of (4.1).

(iii) \( u \in C^{2,\alpha}(\Omega) \) and \( v \in C^{2,\beta}(\Omega) \) is a classical solution of (4.1) with: \( \alpha = q \) if \( 0 < q < 1 \), and any \( \alpha \in (0, 1) \) if \( q \geq 1 \); \( \beta = p \) if \( 0 < p < 1 \), and any \( \beta \in (0, 1) \) if \( p \geq 1 \).

In any such case, we have that \( J(u) = I(u, v) \).

In the case when both \( p \) and \( q \) are subcritical in the \( H^1 \)–sense, we have the following.

**Proposition 4.3.** Assume \((p + 1)(N - 2), (q + 1)(N - 2) < 2N\). Let \( u, v \in H^1_0(\Omega) \).

The following statements are equivalent:

(i) \( (u, v) \) is a critical point of \( I \).

(ii) \( u \) is a critical point of \( J \) and \( v = |\Delta u|^{\frac{1}{q-1}}(-\Delta u) \).

In any such case, we have that \( J(u) = I(u, v) \).

The proofs for Propositions 4.2 and 4.3 are a bit technical and we decide to omit them in this survey; for the interested reader we indicate [54, Theorem 1.1] and [23, Appendix A]. The identity \( J(u) = I(u, v) \) is obtained in a straightforward way once we know that weak solutions are indeed regular, see [23, eq. (4.9)].

We make a preliminary remark in the case when \( pq = 1 \), in which (4.2) becomes an eigenvalue problem. Let

\[
\lambda_{1,q} := \inf \left\{ \frac{\int_{\Omega} |\Delta u|^{\frac{q+1}{q}} dx}{\int_{\Omega} |u|^{\frac{q+1}{q}} dx} : u \in E \setminus \{0\} \right\}.
\]

Clearly, if \( \lambda_{1,q} > 1 \) then (4.2) has no nontrivial weak solutions. Moreover, in general \( J(u) = 0 \) for any such weak solution \( u \in E \); in particular, the value \( J(u) \) does not distinguish weak solutions of (4.2) in the case when \( pq = 1 \). In virtue of this remark, and since we will be dealing with least energy solutions of (4.2), in the sequel we always assume that \( pq \neq 1 \). Supported by the regularity results
stated above, we can now introduce the definition of ground state solution in this context.

**Definition 4.4.** Assume (H1) and $pq \neq 1$. We say that $u \in E \setminus \{0\}$ is a ground state solution for (4.1) if $J$ attains its smallest nonzero critical value at $u$.

As $I(u, v) = J(u)$ for all solutions, then this notion turns out to be equivalent to all the other definitions of ground state (least energy) solutions in this survey, that is

$$c(\Omega) = \inf\{ J(u): u \in E, u \neq 0, J'(u) = 0 \}.$$  

The next theorem is Theorem 3.10[(i)] for which we will provide an alternative proof.

**Theorem 4.5.** Assume (H1) and $pq \neq 1$. Then (4.1) has a ground state solution. Moreover, any ground state solution $(u, v)$ of (4.1) is such that $uv > 0$ in $\Omega$.

In connection with Theorem 4.6 below, we point out that (H1) holds in case $pq < 1$. In this case, we have a uniqueness result.

**Theorem 4.6.** Assume $pq < 1$. Then (4.1) has a unique positive solution which is precisely the (positive) ground state solution.

In case $\Omega$ is a ball, we have a symmetry result for ground state solutions. Moreover, the uniqueness result also holds in the superlinear case. The next theorem is partially a consequence of Theorem 3.10[(ii)] but we present an alternative proof.

**Theorem 4.7.** Assume (H1), $pq \neq 1$ and $\Omega = B_{R}(0)$. Then (4.1) has, up to sign, a unique ground state solution. Furthermore, by letting $u > 0$ and $v := |\Delta u|^{\frac{1}{q}-1}(-\Delta u) > 0$ we have that both $u$ and $v$ are radially symmetric and radially decreasing with respect to the origin.

We mention that in [40, Theorem 1.2 (i)], the author proves the existence of a radial positive solution of (4.1) under hypotheses (H1), $pq \neq 1$ and $\Omega = B_{R}(0)$. Such a result is extended by combining Theorems 4.5, 4.6, 4.7. The proof of Theorem 4.7 in based on an extension of [57, Theorem 1], which deals with the case $p = 1$. As for the uniqueness properties above, they turn out to be straightforward consequences of the results in [39, 40], once the remaining properties (positivity and symmetry) are established.

We will prove these results via the reduction by inversion method in the following subsection. Recall that the existence, sign, and symmetry results had already been proved for $pq > 1$ (more precisely under (H3)) via the dual method in the previous section. Here we decide to reprove these facts with this approach in order to clarify its advantages in the study of Hamiltonian systems, and also in particular to highlight its flexibility by dealing with the more general case (H1), $pq \neq 1$ (without any extra effort). We will also provide other characterizations of $c(\Omega)$. 


4.1. **Proof of the existence, sign, and symmetry results.** In this part we prove Theorems 4.5-4.6-4.7.

In the sequel we assume that \( \text{(H1)} \) holds and \( pq \neq 1 \). We denote by \( \mathcal{N}_J \) the Nehari manifold associated to the functional \( J \), namely

\[
\mathcal{N}_J := \{ u \in E : u \neq 0 \text{ and } J'(u)u = 0 \},
\]

and introduce the minimization problems

\[
c_J := \inf_{u \in \mathcal{N}_J} J(u)
\]

and

\[
\alpha_{p,q} := \inf \left\{ \int_{\Omega} |\nabla u|^q \, dx : u \in E, \|u\|_{p+1} = 1 \right\}.
\]

Note that if it is achieved, \( 1/(\alpha_{p,q})^{q/(q+1)} \) is the optimal constant for the embedding of \( E \) into \( L^{p+1}(\Omega) \).

We start by observing that given \( u \in E \setminus \{0\} \) there exists a unique \( t = t(u) > 0 \) such that \( t(u)u \in \mathcal{N}_J \), which is explicitly given by

\[
t(u) = \left( \frac{\|u\|^q_{E^q}}{\|u\|_{p+1}^{p+q}} \right)^{\frac{q}{pq-1}}.
\]

Now, let \( u \in \mathcal{N}_J \). Then \( 0 = J'(u)u = \|u\|^1_{E^1} - \|u\|^p_{p+1} \), and therefore

\[
J(u) = \frac{q}{q+1} \|u\|^q_{E^q} - \frac{1}{p+1} \|u\|^p_{p+1} = \frac{pq - 1}{(p+1)(q+1)} \|u\|^s_{E^s}.
\]

Furthermore,

\[
\frac{\|u\|^s_{E^s}}{\|u\|^{s+1}_{p+1}} = \frac{\|u\|^{s+1}_{E^s}}{\|u\|^{s+1}_{p+1}} = \left( \frac{(p+1)(q+1)}{pq - 1} J(u) \right)^{\frac{pq-1}{pq+1}}.
\]

**Lemma 4.8.** Assume \( \text{(H1)} \) and \( pq \neq 1 \). Then the minimization problems (4.1) and (4.1) are equivalent in the sense that:

(i) Given a minimizing sequence \((u_n) \subset \mathcal{N}_J\) for (4.1), \((\|u_n\|_{p+1}^{-1} u_n)\) is a minimizing sequence for (4.1).

(ii) Given a minimizing sequence \((\pi_n)\) for (4.1), \((\|\pi_n\|_{p+1}^{-1} \pi_n) \subset \mathcal{N}_J\) is a minimizing sequence for (4.1).

(iii) We have the equality

\[
c_J = \frac{pq - 1}{(p+1)(q+1)} \frac{s_{s+1}}{\alpha_{p,q}}.
\]
(iv) The optimal constant $\alpha_{p,q}$ is attained if and only if $c_J$ is attained. In addition, if $\overline{u}$ is a solution for (4.1), then $\|\overline{u}\|_{E^q}^{\frac{q+1}{q}} \overline{u} = \alpha_{p,q}$ if $\|\overline{u}\|_{E^q}^{\frac{q+1}{q}} \overline{u}$ is a solution for (4.1).

Conversely, if $u$ is a solution for (4.1), then $\|u\|^{-1}_{p+1} u$ is a solution for (4.1).

Proof. Let $(u_n) \subset \mathcal{N}_J$ be a minimizing sequence for (4.1). Then, by (4.1),

$$\alpha_{p,q} \leq \lim_{n \to \infty} \frac{\|u_n\|_{E^{q+1}}^{\frac{q+1}{q}}}{\|u_n\|_{p+1}^{\frac{q+1}{q}}} = \lim_{n \to \infty} \frac{(p+1)(q+1)}{pq-1} J(u_n) \frac{pq-1}{(p+1)(q+1)} = \frac{pq-1}{(p+1)(q+1)} \alpha_{p,q}.$$ 

On the other hand, let $(\pi_n)$ be a minimizing sequence for (4.1). Then, by (4.1), $\|\pi_n\|_{E^{q+1}}^{\frac{q+1}{q}} \pi_n \subset \mathcal{N}_J$ and so, by (4.1),

$$c_J \leq \lim_{n \to \infty} J(\|\pi_n\|_{E^{q+1}}^{\frac{q+1}{q}} \pi_n) = \frac{pq-1}{(p+1)(q+1)} \lim_{n \to \infty} \|\pi_n\|_{E^{q+1}}^{\frac{q+1}{q}} \pi_n \alpha_{p,q}.$$ 

The proof for (i)-(iii) follows from (4.1)-(4.1).

Now, suppose that $\pi \in E$ is such that $\|\pi\|_{p+1} = 1$ and $\alpha_{p,q} = \|\pi\|_{E^q}^{\frac{q+1}{q}}$. Then, by (4.1), $\|\pi\|_{E^{q+1}}^{\frac{q+1}{q}} \pi = \alpha_{p,q}^{\frac{q}{q-1}} \pi \in \mathcal{N}_J$. Furthermore, for every $u \in \mathcal{N}_J$ we see from (4.1) that

$$\left(\frac{(p+1)(q+1)}{pq-1} J(\alpha_{p,q}^{\frac{q}{q-1}} \pi)\right)^{\frac{q-1}{q+1}} = \alpha_{p,q}$$

$$\leq \frac{\|u\|_{E^q}^{\frac{q+1}{q}}}{\|u\|_{p+1}^{\frac{q+1}{q}}} = \left(\frac{(p+1)(q+1)}{pq-1} J(u)\right)^{\frac{q-1}{q+1}} c_J,$$

that is, $J(\alpha_{p,q}^{\frac{q}{q-1}} \pi) \leq J(u)$. Therefore, $J(\alpha_{p,q}^{\frac{q}{q-1}} \pi) = c_J$.

Conversely, suppose that $u \in \mathcal{N}_J$ is such that $J(u) = c_J$. Then, by (4.1) and (iii),

$$\frac{\|u\|_{E^q}^{\frac{q+1}{q}}}{\|u\|_{p+1}^{\frac{q+1}{q}}} = \left(\frac{(p+1)(q+1)}{pq-1} J(u)\right)^{\frac{q-1}{q+1}} = \left(\frac{(p+1)(q+1)}{pq-1} c_J\right)^{\frac{q-1}{q+1}} = \alpha_{p,q}.$$ 

This completes the proof of (iv). \qed

Lemma 4.9. Assume (H1) and $pq \neq 1$. Then the optimal constant $\alpha_{p,q}$ is attained, i.e. there exists $u \in E$ such that $\|u\|_{p+1} = 1$ and $\|u\|_{E^q}^{\frac{q+1}{q}} = \alpha_{p,q}$.

Proof. It is a straightforward consequence of the fact that $E$ is compactly embedded into $L^{p+1}(\Omega)$, since $\Omega$ is a bounded smooth domain. \qed
Our next lemma shows that the minimization problem (4.1) is a natural method for finding ground state solutions for (4.1), namely we show that \( c(\Omega) = c_J \).

Lemma 4.10. Assume \((H1)\) and \( pq \neq 1 \). If \( u \in \mathcal{N}_J \) is such that \( J(u) = c_J \), then \( u \) is a ground state solution for (4.1). Conversely, if \( u \) is a ground state solution for (4.1) then \( J(u) = c_J \).

Proof. Let \( G(u) = J'(u)u \). Then \( G'(u) = \frac{1-pq}{q} \| u \|_E^{\frac{q+1}{q}} \neq 0 \) for every \( u \in \mathcal{N}_J \), and the first conclusion follows from the Lagrange multiplier theorem. In particular, thanks also to Lemmas 4.8 (iv) and 4.9 we have that there exists \( \bar{u} \in \mathcal{N}_J \) such that \( J(\bar{u}) = c_J \) and \( J'(\bar{u}) = 0 \), and this yields our second conclusion. \( \square \)

Lemma 4.11. Let \( u \in \mathcal{N}_J \) be such that \( J(u) = c_J \). Then \( u > 0 \) and \( -\Delta u > 0 \) in \( \Omega \), or else \( u < 0 \) and \( -\Delta u < 0 \) in \( \Omega \).

Proof. We infer from Lemma 4.10 and Proposition 4.2, that the couple \((u,v)\) with \( v := |\Delta u|^{\frac{1}{q}}(-\Delta u) \) classically solves the problem (4.1) and we have that \( u, v \in C^{2,\alpha}(\Omega) \) for a suitable \( \alpha \in (0,1) \). By using the strong maximum principle, we will be done if we show that \( -\Delta u \) does not change sign in \( \Omega \).

Now, we use an argument that goes back at least to van der Vorst [106]. Namely, let \( w \in E \) be such that \( -\Delta w = |\Delta u| \), so that \( -\Delta (w \pm u) \geq 0 \). Arguing by contradiction, suppose \( -\Delta u \) does change sign in \( \Omega \). Then \( -\Delta (w \pm u) \neq 0 \) and the strong maximum principle implies that \( w > |u| \). Then, using also Lemma 4.8 (iv), we have that

\[
\int_\Omega \left| \Delta \left( \frac{w}{\| w \|_{p+1}} \right) \right|^{\frac{q+1}{q}} dx = \int_\Omega \left( \frac{|\Delta u|^\frac{q+1}{q}}{\| w \|_{p+1}} \right) dx < \int_\Omega \left( \frac{|\Delta u|^\frac{q+1}{q}}{\| u \|_{p+1}} \right) dx = \alpha_{p,q}.
\]

This contradicts the definition of \( \alpha_{p,q} \) and completes the proof. \( \square \)

Before we pass to the proof of the main theorems of this section recall Lemma 3.11 and the definition of the Schwarz symmetrization \( f^* \) of a (admissible) function \( f \) at the beginning of Subsection 3.2.

Proof of Theorems 4.5-4.6-4.7. The conclusion in Theorem 4.5 follows from Lemma 4.8 (iv), Lemma 4.9, Lemma 4.10 and Lemma 4.11. The uniqueness property of Theorem 4.6 is then a direct consequence of Proposition 4.1 in [39]. As for Theorem 4.7, once the radial symmetry is established the uniqueness of the ground state follows from Theorem 1.1 (i). Now, let \( u \in E \) be a ground state solution for (4.1) such that \( u, -\Delta u > 0 \) in \( \Omega \), and set \( f := -\Delta u \in C(\overline{B_R}) \). Let \( w \) be such that \( -\Delta w = f^* \) in \( B_R \), \( w = 0 \) on \( \partial B_R \). In order to complete our proof we must show that \( f = f^* \). Arguing by contradiction, suppose \( f \neq f^* \). It follows then from Lemma 3.11 that \( \| w \|_{p+1} > \| u^* \|_{p+1} \). Thus, using also Lemma 4.8 (iv), we have
that
\[
\int_{B_R} \left| \Delta \left( \frac{w}{|w|_{p+1}} \right) \right|^{\frac{q+1}{p+1}} dx = \int_{B_R} \left( \frac{\Delta u}{|u|_{p+1}^{q+1}} \right) dx < \int_{B_R} \left( \frac{|\Delta u|}{|u^*|_{p+1}^{q+1}} \right) dx = \int_{B_R} \left| \Delta \left( \frac{u}{|u|_{p+1}} \right) \right|^{\frac{q+1}{p+1}} dx = \alpha_{p,q}.
\]

This contradicts the definition of \( \alpha_{p,q} \) and completes the argument. \( \square \)

5. A Lyapunov-Schmidt Type Reduction

In Sections 2 and 3, we have presented several approaches where we look at solutions or critical points as couples \((u,v)\) in a product of two functional spaces. In Section 4, we have reduced the system to a scalar equation which, as a price to pay, leads to an increase of the order of the problem. In this section, we again reduce the problem to a single equation or equivalently to the existence of critical points of a scalar functional, but without increasing the order. This reduction can be thought as an infinite dimensional Lyapunov-Schmidt reduction.

The approach of this section, for the case \( p,q > 1 \), consists in making the most of the saddle geometry of the functional (1.4) and in using the corresponding decomposition of the functional space. It should be noted that (1.4) has a mountain pass geometry when restricted to the space of pairs with equal components \( H^+ := \{ (u,u) \} \), while it is concave when restricted to \( H^- := \{ (u,-u) \} \). This allows us to prove that for each \((u,u)\), there exists a unique \((\Psi_u,u-\Psi_u)\) so that \((u,\Psi_u,u-\Psi_u)\) maximizes the energy functional; more importantly, as a function of \( u \), the energy evaluated at such type of points has a mountain pass geometry, critical points correspond to solutions of the system, and one can apply the classical theory to such reduced functional. This rather simple idea will allow to transform the saddle geometry of \( I_\varepsilon \) or \( G_\varepsilon \) at the origin by a mountain-pass geometry for a scalar functional.

5.1. Preliminaries. Before introducing the reduced functional in Subsection 5.2, we will make some preliminary considerations. We aim at working with

(H4) \[ p,q > 1, \quad \frac{1}{p+1} + \frac{1}{q+1} > \frac{N-2}{N}. \]

However, first we will make some preliminary considerations in the (apparently) more restrictive case

(H4') \[ p,q > 1, \quad (p+1)(N-2), (q+1)(N-2) \leq 2N. \]
Ahead in Subsection 5.3 we will justify why one does not loses generality by imposing that both \( p \) and \( q \) are subcritical in the \( H^1_0(\Omega) \)-sense. This fact is not obvious, and it is related to a priori bounds on the \( L^\infty \)-norm of some families of solutions to appropriately truncated problems. Moreover, in Remark 5.8 we will make some observations about the case \( pq > 1 \) with either \( p = 1 \) or \( q = 1 \).

Under (H4') we can use the \( E^s \times E^t \) framework with \( s = t = 1 \) (cf. Subsection 2.2), and work in \( H^1_0(\Omega) \times H^1_0(\Omega) \). We have already seen that the ground state level is achieved and positive (cf. Corollary 2.5). Here we will provide two other variational characterizations for this critical level, check Propositions 5.4 and 5.6 ahead.

We will deal with (1.1) of the particular type

\[
\begin{cases}
-\Delta u = g(v) & \text{in } \Omega, \\
-\Delta v = f(u) & \text{in } \Omega, \\
u, v = 0 & \text{on } \partial\Omega.
\end{cases}
\]

(5.1)

Since we will deal with truncations of the functions \( f \) and \( g \) in Subsection 5.3, we need to consider nonlinearities which are not necessarily pure powers. Following [24, Section 4] and [89], we assume that the \( C^1 \)-functions \( f, g : \mathbb{R} \to \mathbb{R} \) satisfy the following conditions.

\((fg1)\) \( f(s) = o(s), g(s) = o(s) \) as \( s \to 0 \);

either

\((fg2)\) there exist \( p, q \) satisfying (H4) and \( C > 0 \) such that

\[
|f(s)| \leq C(1 + |s|^p), \quad |g(s)| \leq C(1 + |s|^q) \quad \forall s \in \mathbb{R},
\]

or

\((fg2')\) there exist \( p, q \) satisfying (H4) and \( C > 0 \) such that

\[
|f'(s)| \leq C(1 + |s|^{p-1}), \quad |g'(s)| \leq C(1 + |s|^{q-1}) \quad \forall s \in \mathbb{R};
\]
and

\((fg3)\) there exists \(\delta > 0\) such that

\[
0 < (1 + \delta)f(s)s \leq f'(s)s^2, \quad 0 < (1 + \delta)g(s)s \leq g'(s)s^2 \quad \forall s \neq 0.
\]

Observe that \((fg3)\) implies that \(f(s) \geq f(1)s^{1+\delta}\) (for \(s \geq 1\)), and \(f(s) \leq f(-1)|s|^{1+\delta}\) (for \(s \leq -1\)), and the same holds for \(g\); this yields in particular that \(1 + \delta \leq p\).

In this subsection and in the following, we will assume \((fg1)-(fg2)-(fg3)\), and consider the more general case \((fg1)-(fg2)-(fg3)\) in Subsection 5.3

Under assumptions \((fg1),(fg2),(fg3)\), the following energy functional \(I = I_1 : H^1_0(\Omega) \times H^1_0(\Omega) \rightarrow \mathbb{R}\),

\[
I(u,v) = \int_{\Omega} (\nabla u, \nabla v) \, dx - \int_{\Omega} F(u) \, dx - \int_{\Omega} G(v) \, dx
\]

is well defined and of class \(C^2\) (where \(F(s) := \int_0^s f(\xi) \, d\xi, G(s) := \int_0^s g(\xi) \, d\xi\)). In order to simplify notations, we will denote from now on \(H := H^1_0(\Omega) \times H^1_0(\Omega)\), which splits in \(H^+ \oplus H^-\), with

\[
H^+ = \{ (\phi,\phi) : \phi \in H^1_0(\Omega) \}, \quad H^- = \{ (\phi,-\phi) : \phi \in H^1_0(\Omega) \},
\]

writing each \((\varphi,\psi) \in H^1_0(\Omega) \times H^1_0(\Omega)\) as

\[
(\varphi,\psi) = \left( \frac{\varphi + \psi}{2}, -\frac{\varphi + \psi}{2} \right) + \left( \frac{\varphi - \psi}{2}, \frac{\varphi - \psi}{2} \right).
\]

A weak solution corresponds to a critical point of \(I\), and the ground state level is given by

\[
(5.2) \quad c(\Omega) = \inf \{ I(u,v) : u,v \in H^1_0(\Omega), (u,v) \neq (0,0), I'(u,v) = 0 \}.
\]

Before providing other characterizations of this level, we start with the following results which in the \(H^1_0 \times H^1_0\) case Lemma 2.3 and Theorem 2.4

**Lemma 5.1.** The functional \(I\) satisfies the Palais-Smale condition.

**Proof.** In Lemma 2.3 we presented the proof of this fact in the case of \(f\) and \(g\) being pure powers. The general case follows the same line, proving first that a Palais-Smale sequence \((u_n,v_n)\) satisfies

\[
\frac{\delta}{2(2+\delta)} \int_{\Omega} (f(u_n)u_n + g(v_n)v_n) \, dx = O(1) + o(1) \| (u_n,v_n) \|_{H},
\]

and showing afterwards the existence of \(\kappa > 0\) such that

\[
\| (u_n,v_n) \|_{H}^2 = \int_{\Omega} (f(u_n)u_n + g(v_n)v_n) \, dx + I'(u_n,v_n)(v_n,u_n)
\]

\[
\leq \frac{1}{2} \| (u_n,v_n) \|_{H}^2 + \kappa \| v_n \|_{p+1} \left( \int_{\Omega} f(u_n)u_n \, dx \right)^{\frac{2}{p+1}}
\]

\[
+ \kappa \| u_n \|_{p+1} \left( \int_{\Omega} g(v_n)v_n \, dx \right)^{\frac{2}{p+1}} + o(1) \| (u_n,v_n) \|_{H}.
\]
In the last inequality it is used the fact that, for any given \( \varepsilon > 0 \), there exists \( C > 0 \) such that \( |f(s)|^{p/(p+1)} \leq Cf(s)s \) and \( |g(s)|^{q/(q+1)} \leq Cg(s)s \) whenever \( |s| \geq \varepsilon \). \( \square \)

**Lemma 5.2.** Given \( w, z \) such that \( w \neq -z \), there exists a nontrivial critical point \((u, v)\) of \( I \) such that

\[
I(u, v) < \sup_{t \geq 0} I(t(w, z) + (\phi, -\phi)).
\]

**Proof.** Step 1. Given \((u, v) \in H^+ \), from (fg1)–(fg2') we deduce the existence of \( C > 0 \) such that

\[
I(u, v) = \|u\|^2_{H^0} - \int_\Omega F(u) \, dx - \int_\Omega G(u) \, dx \geq \frac{1}{2} \|u\|^2_{H^1_0} - C\|u\|^p_{L^{p+1}} - C\|u\|^q_{L^{q+1}},
\]

whence

\[
I \geq \alpha \quad \text{on } \partial B_\rho(0) \cap H^+,
\]

for some \( \rho, \alpha > 0 \).

Step 2. Take \((w, z) \in H \) with \( w \neq -z \). We claim that

\[
I(u, v) \leq 0 \quad \text{whenever } (u, v) \in H^+, \quad \text{or } (u, v) \in \mathbb{R}^+(w, z) + H^- \quad \text{with } \|(u, v)\| = R,
\]

for \( R \) sufficiently large. Is is clear that \( I(u, -u) \leq 0 \) for every \( u \in H^0_0(\Omega) \), while

\[
I(tw + \phi, tz - \phi) = t^2 \int_\Omega \langle \nabla w, \nabla z \rangle \, dx - \|\phi\|^2_{H^0_0} + t \int_\Omega \langle \nabla \phi, \nabla (z - w) \rangle \, dx - \int_\Omega F(tw + \phi) \, dx - \int_\Omega G(tz - \phi) \, dx
\]

\[
\leq a_1 t^2 - \frac{1}{2} \|\phi\|^2_{H^0_0} - a_2 \int_\Omega |tw + \phi|^{2+\delta} \, dx - a_3 \int_\Omega |tz - \phi|^{2+\delta} \, dx - a_4
\]

\[
\leq a_1 t^2 - \frac{1}{2} \|\phi\|^2_{H^0_0} - a_3 t^{2+\delta} \int_\Omega |w + z|^{2+\delta} \, dx - a_3 \leq 0
\]

if either \( t \) or \( \|\phi\|_{H^0_0} \) is sufficiently large, so we have proved the claim.

Step 3. One can conclude applying directly Benci-Rabinowitz’s linking theorem [19, Theorem 0.1]. Observe that inequality (5.3) is a direct consequence of the minimax procedure presented in [19].

\( \square \)

As discussed in Section 2, it is not true that \( c(\Omega) \) can be obtained as the infimum on the usual Nehari manifold of \( I \). Based on the structure of the functional and on Lemma 5.2, the suitable Nehari-type set to work with is the following:

\]

\[
N_I := \left\{ (u, v) \in H \mid (u, v) \neq 0, \quad I'(u, v)(u, v) = 0, \quad I'(u, v)(\phi, -\phi) = 0, \quad \forall \phi \in H^0_0(\Omega) \right\}
\]

This set was first introduced by Pistoia and Ramos [79, p. 4], using ideas from a previous paper of Ramos and Yang [80]. However, the proofs there required more restrictive assumptions on the nonlinearities. Our observations in this section
follow mostly the ideas of Ramos and Tavares [89]; see also [103, Section 5] for a more detailed version.

**Lemma 5.3.** The set $\mathcal{N}_I$ is a submanifold of $H$ having infinite codimension. Moreover, $\mathcal{N}_I$ is a natural constraint for $I$ in the sense that

$$ (u, v) \in \mathcal{N}_I, \quad \mathcal{I}'_{\mathcal{N}_I}(u, v) = 0 \quad \implies \quad \mathcal{I}'(u, v) = 0. $$

**Proof.** Elements in $\mathcal{N}_I$ are zeros of the map

$$ K : H \to \mathbb{R} \oplus H^-, \quad K(u, v) := (\mathcal{I}'(u, v)(u, v), P\mathcal{I}'(u, v)), $$

where $P : H \to H^-$ denotes the orthogonal projection. For any $(u, v) \in \mathcal{N}_I$, its derivative $K'(u, v) : H \to \mathbb{R} \oplus H^-$ is given by

$$ K'(u, v)(\xi, \eta) = (\mathcal{I}'(u, v)(\xi, \eta) + \mathcal{I}''(u, v)(\xi, \eta), P\mathcal{I}''(u, v)(\xi, \eta)). $$

Let us now focus on $K'(u, v)$ restricted to the subspace $Z := \text{span}\{(u, v)\} \oplus H^-$ of $H$, which can be identified with $\mathbb{R} \oplus H^-$. 

**Step 1.** $K'(u, v)$ is one to one. Take $(tu + \phi, tv - \phi) \in Z$ such that $K'(u, v)(tu + \phi, tv - \phi) = 0$. Then

$$ \mathcal{I}''(u, v)(tu + \phi, tv - \phi) = 0, \quad P\mathcal{I}''(u, v)(tu + \phi, tv - \phi) = 0, $$

and in particular

$$ \mathcal{I}''(u, v)(tu + \phi, tv - \phi)(tu + \phi, tv - \phi) = 0, $$

that is

$$ 2t^2 \int_\Omega \langle \nabla u, \nabla v \rangle \, dx + 2t \int_\Omega \langle \nabla \phi, \nabla (v - u) \rangle \, dx - 2 \int_\Omega |\nabla \phi|^2 \, dx $$

$$ - \int_\Omega f'(u)(tu + \phi)^2 \, dx - \int_\Omega g'(v)(tv - \phi)^2 \, dx = 0. $$

Adding and subtracting the quantities $\int_\Omega \frac{f(u)}{u} \phi^2 \, dx$, $\int_\Omega \frac{g(v)}{v} \phi^2 \, dx$ and using the identities $f'(u)(tu^2, t^2v) = 0$, $f'(u)(t\phi, -t\phi) = 0$, we obtain

$$ \int_\Omega \left( \frac{f(u)}{u} - f'(u) \right) (tu + \phi)^2 \, dx + \int_\Omega \left( \frac{g(v)}{v} - g'(v) \right) (tv - \phi)^2 \, dx $$

$$ - \int_\Omega \left( \frac{f(u)}{u} \phi^2 + \frac{g(v)}{v} \phi^2 \right) - 2 \int_\Omega |\nabla \phi|^2 \, dx = 0 $$

Taking into account (f,g β), we have $\phi \equiv 0$ and $t = 0$.

**Step 2.** As $1 < p, q < 2^* - 1$, one can check that $Id - K'(u, v)$ is a compact operator. Then by the Fredholm alternative theorem $K'(u, v)|_Z$ being one to one yields that $K'(u, v)$ is onto, and thus $\mathcal{N}_I$ is a manifold.

**Step 3.** If $\mathcal{I}'_{\mathcal{N}_I}(u, v) = 0$, then according to the Lagrange multiplier rule there exist $\lambda \in \mathbb{R}$ and $\Psi \in H^1_0(\Omega)$ such that

$$ \mathcal{I}'(u, v)(\xi, \eta) = \lambda \mathcal{I}'(u, v)(\xi, \eta) + \lambda \mathcal{I}''(u, v)(u, v)(\xi, \eta) + \mathcal{I}''(u, v)(\lambda u + \Psi, \lambda v - \Psi)(\xi, \eta) $$

$$ = I'(u, v)(\lambda \xi, \lambda \eta) + \mathcal{I}''(u, v)(\lambda u, \lambda v - \Psi)(\xi, \eta) $$
for every $(\xi, \eta) \in H$. By taking $(\xi, \eta) = (\lambda u + \Psi, \lambda v - \Psi)$, we have
\[ I''(u, v)(\lambda u + \Psi, \lambda v - \Psi)(\lambda u + \lambda v - \Psi) = 0 \]
and thus, as in the Step 1 of this proof, $\lambda = 0, \Psi \equiv 0$, and the conclusion follows. \qed

We can now state a different characterization for the least energy level $c(\Omega)$.

**Proposition 5.4.** Assume $(fg_1)-(fg_2')-(fg_3)$ hold. Then
\[ c(\Omega) = \inf_{N_\Omega} I > 0, \]
which is achieved.

**Proof.** First of all observe that
\[ I(u, v) = \frac{\delta}{2(2 + \delta)} \int_{\Omega} (f(u)u + g(v)v) \, dx > 0 \quad \forall (u, v) \in N_\Omega, \]
hence $\inf_{N_\Omega} I \geq 0$. Taking a minimizing sequence $\{(u_n, v_n)\}_n$ by Ekeland’s variational principle we can suppose without loss of generality that $(u_n, v_n) \rightarrow (u, v)$ in $H$. Reasoning as in the proof of Corollary 2.5 we conclude that $(u, v) \neq (0, 0)$ achieves $\inf_{N_\Omega} I$. Thus by Lemma 5.3 we have $I'(u, v) = 0$, and so $\inf_{N_\Omega} I = c(\Omega)$. \qed

Let us now look for a third characterization of $c(\Omega)$. Take $(u, v) \in H, u \neq -v$.

As we saw in the proof of Lemma 5.2, the quantity
\[ \sup \{ I(t(u, v) + (\phi, -\phi)) : t \geq 0, \phi \in H_{10}^1(\Omega) \} \]
is finite. We want to show that it is uniquely achieved, and that the maximum is associated to a point in $N_\Omega$.

**Lemma 5.5.** Given $(u, v) \in H, u \neq -v$, there exist unique $t^* > 0$ and $\phi^* \in H_{10}^1(\Omega)$ such that
\[ \sup \{ I(t(u, v) + (\phi, -\phi)) : t \geq 0, \phi \in H_{10}^1(\Omega) \} = I(t^*(u, v) + (\phi^*, -\phi^*)), \]
Moreover, $t^*$ and $\phi^*$ are uniquely characterized by
\[ I'(t^* u + \phi^*, t^* v - \phi^*)(u, v) = 0, \quad I'(t^* u + \phi^*, t^* v - \phi^*)(\phi, -\phi) = 0, \quad \forall \phi \in H_{10}^1(\Omega), \]
that is
\[ (t^* u + \phi^*, t^* v - \phi^*) \in N_\Omega. \]

**Proof.** This was essentially proved in [90], under more restrictive assumptions. Here we present a proof which works under $(fg_1)-(fg_2')-(fg_3)$. Going back to the proof of Lemma 5.2 we deduce that
\[ \Lambda(t, \phi) := I(tu + \phi, tv - \phi) \leq a_1 t^2 - \frac{1}{2}\|\phi\|_{H_{10}^1}^2 - a_2 t^{2+\delta} \int_{\Omega} |u + v|^{2+\delta} \, dx - a_3 \]
for some \( a_1, a_2, a_3 > 0 \), so that \( s := \sup \Lambda(t, \phi) \) is finite. Moreover, taking a maximizing sequence \((t_n, \phi_n), [t_n] \) and \( \|\phi_n\|_{H^1_0} \) are bounded, and (up to subsequences)
\[
t_n \to t^*, \quad \phi_n \rightharpoonup \phi^* \text{ weakly in } H^1_0.
\]
In particular
\[
\|\phi^*\|^2_{H^1_0} \leq \liminf \|\phi_n\|^2_{H^1_0}.
\]
and, by Fatou’s lemma,
\[
\int_{\Omega} F(t^* u + \phi^*) \, dx \leq \liminf \int_{\Omega} F(t_n u + \phi_n) \, dx,
\]
and the same holds for \( G \). So,
\[
s = \limsup I(t_n u + \phi_n, t_n v - \phi_n) \leq I(t^* u + \phi^*, t^* v - \phi^*) \leq s
\]
and thus \( s \) is attained for \( t^* > 0, \phi^* \in H^1_0(\Omega) \), satisfying
\[
(u^*, v^*) := (t^* u + \phi^*, t^* v - \phi^*) \in N_{\mathcal{I}}.
\]
As for the uniqueness of \( t^*, \phi^* \), observe that
\[
\Lambda''(t^*, \phi^*)(t, \phi) = \mathcal{I}''(u^*, v^*)(tu + \phi, tv - \phi)(tu + \phi, tv - \phi)
\]
for \( s := t/t^*, \psi = \phi - t\phi^*/t^* \), and so, by the computations of the proof of Lemma 5.3,
\[
\Lambda''(t^*, \phi^*)(t, \phi) \leq -\delta \int_{\Omega} \left( \frac{f(u^*)}{u^*}(su^* + \psi)^2 + \frac{g(v^*)}{v^*}(sv^* - \psi)^2 \right) \, dx
\]
\[
- \int_{\Omega} \left( \frac{f(u^*)}{u^*} \psi^2 + \frac{g(v^*)}{v^*} \psi^2 \right) \, dx - 2 \int_{\Omega} |\nabla \psi|^2 \, dx < 0,
\]
whenever \( (t, \phi) \neq (0, 0) \), whence \( \Lambda \) has at most one single critical point. \( \square \)
As a consequence of this lemma, we have the following third characterization of the least energy level \( c \).

**Proposition 5.6.** Assume that \((fg1)-(fg2')-(fg3)\) hold. Then
\[
c(\Omega) = \inf_{u,v \in H^1_0} \sup_{t \geq 0} \mathcal{I}(t(u, v) + (\phi, -\phi)).
\]
We end this preliminary subsection with three observations.

**Remark 5.7.** With respect to Subsection 2.2, observe that here we have more information on the ground state level under \((H4')\). However, observe that this is a more restrictive assumption than \((H2)\).
Remark 5.8. If either $p = 1$ and $q > 1$, or $q = 1$ and $p > 1$, we still have that $I$ is a $C^2$ functional. Moreover, a closer look at the proof of Lemma 5.3 shows that its conclusions are true for such $(p, q)$'s. Thus Proposition 5.4 still holds in this situation. This observation had already been done in [24, Lemma 4.1].

Remark 5.9. Extension to other boundary conditions: following step by step each proof, it is easily seen that the same conclusions hold for $(u, v) \in H^1(\Omega) \times H^1(\Omega)$, that is, we have similar variational characterizations for ground states of the problem

$$-\Delta u + u = g(v), \quad -\Delta v + v = f(u) \text{ in } \Omega,$$

with $\partial_{\nu} u = \partial_{\nu} v = 0$ on $\partial\Omega$. The same observation is true for the system posed in the entire space $\Omega = \mathbb{R}^N$ (cf. [23, eq. (4.4)]). Furthermore, thanks to Proposition 5.6, it is also straightforward to show that

$$\Omega \mapsto c(\Omega)$$

is decreasing with respect to domain inclusion, and that

$$\mathbb{R}^+ \mapsto \mathbb{R}^+, \quad \lambda \mapsto c(\lambda)$$

is increasing, where $c(\lambda)$ denotes the ground state level of

$$-\Delta u + \lambda u = g(v), \quad -\Delta v + \lambda v = f(u) \text{ in } \mathbb{R}^N.$$

5.2. Introduction of the reduced functional. The considerations of the previous subsection motivate the following (equivalent) approach. Throughout this subsection we assume $(fg1)$–$(fg3)$, so that $p, q < 2^* - 1$. Reasoning as in the proof of Lemma 5.5, we can conclude that for any given $(u, v)$ with $u \neq -v$, there exists a unique function $\Psi_{u,v} \in H^1_0(\Omega)$ such that

$$\sup\{I(u + \phi, v - \phi) : \phi \in H^1_0\} = I(u + \Psi_{u,v}, v - \Psi_{u,v}),$$

which is uniquely characterized by

$$I'(u + \Psi_{u,v}, v - \Psi_{u,v})(\phi, -\phi) = 0, \quad \forall \phi \in H^1_0(\Omega),$$

that is

$$-2\Delta \Psi_{u,v} = -\Delta(v + u) + g(v - \Psi_{u,v}) - f(u + \Psi_{u,v}) \quad \text{in } H^{-1}(\Omega).$$

Lemma 5.10. The map $H \cap \{u \neq -v\} \to H$, $(u, v) \mapsto \Psi_{u,v}$ is of class $C^1$.

Proof. We follow the proof of [29, Proposition 2.1]. We apply the implicit function theorem to the map $\Theta : (H \cap \{u \neq -v\}) \times H^- \to H^-; \Theta((u, v), (\psi, -\psi)) = PT'((u, v) + (\psi, -\psi))$, where $P$ is the orthogonal projection of $H$ onto $H^-$. For any fixed pair $((u, v), (\psi, -\psi))$, the derivative of $\Theta$ with respect to $(\phi, -\phi)$ evaluated at $((u, v), (\psi, -\psi))$ is given by the linear map

$$(\phi, -\phi) \mapsto T(\phi, -\phi) = PT''((u + \psi, v - \psi))(\phi, -\phi),$$

that is

$$\langle T(\phi, -\phi), (\varphi, -\varphi) \rangle = -2\int_{\Omega} \langle \nabla \phi, \nabla \varphi \rangle \, dx - \int_{\Omega} f'(u + \psi) \phi \varphi - \int_{\Omega} g'(v - \psi) \phi \varphi, \quad \forall \phi, \varphi.$$
Since \((fg'2')\) holds, we have that \(Id - T\) is a compact operator. The operator \(T\) is one-to-one, since if \(T(\phi, -\phi) = 0\), then

\[-2\|\phi\|^2 = \int_\Omega f'(u + \psi)\phi^2 + \int_\Omega g'(v - \psi)\phi^2 \geq 0\]

and so \(\phi = 0\). Thus by the Fredholm’s alternative theorem \(T\) is also onto and hence we can apply the implicit function theorem and obtain the desired result. □

Denote \(\Psi_{u,u}\) simply by \(\Psi_u\). One can now define the reduced functional

\[(5.5) \quad J : H^1_0(\Omega) \to \mathbb{R}, \quad J(u) := I(u + \Psi_u, u - \Psi_u),\]

which is a \(C^1\) functional by the previous lemma. Moreover,

\[J'(u)\phi = I'(u + \Psi_u, u - \Psi_u)(\phi + \Psi'_u\phi, \phi - \Psi'_u\phi) = I'(u + \Psi_u, u - \Psi_u)(\phi, \phi).\]

As \(H = H^+ \oplus H^-\), we have proved the following lemma.

**Lemma 5.11.** The map 
\[\eta : H^1_0 \to H \quad u \mapsto (u + \Psi_u, u - \Psi_u)\]

is a homeomorphism between critical points of \(J\) and \(I\).

The introduction of this reduced functional appeared contemporarily in the papers by Ramos et al [27, 85, 86]. The properties of \(J\), in opposition to the ones of \(I\), are similar to the ones of the energy functional in the single equation case. In fact, from the properties of the functional \(I\), it is easy to show that \(J\) satisfies the Palais-Smale condition, and that it has a mountain pass geometry. Therefore, as far as the least energy level is concerned, we have the following “usual” characterizations.

**Proposition 5.12.** Let \(c(\Omega)\) be the least energy level as defined in (5.2). Then

\[c(\Omega) = \inf\{J(u) \mid u \in H^1_0(\Omega), \quad J'(u) = 0\} = \inf_{N_J} \sup_{t \geq 0} J(tu),\]

where \(N_J := \{u \in H^1_0(\Omega) \mid u \neq 0, \quad J'(u)u = 0\}\) is the standard Nehari manifold of the reduced functional \(J\).

**Remark 5.13.** A related reduction method was also used by Szulkin and Weth [58] in order to find ground-state solutions of the equation

\[-\Delta u + V(x)u = f(x, u), \quad u \in H^1(\mathbb{R}^N).\]

with \(f\) a superlinear, subcritical nonlinearity, \(f\) and \(V\) periodic in \(x\), and \(0\) not belonging to the spectrum of \(-\Delta + V\). The authors use a reduction based on the decomposition \(H^1(\mathbb{R}^N) = E^+ \oplus E^-\) related to the positive and negative parts of the spectrum of \(-\Delta + V\). The work [58] is inspired by Pankov [76], where a manifold of type (5.4) appeared in an independent way. We refer the reader to [99] Section 4 for more details on this.
5.3. The general case. In this section we justify in a precise way why one does not lose generality by considering \( p, q < 2^* - 1 \) instead of \( 1/(p + 1) + 1/(q + 1) > (N - 2)/N \), and \((fg2')\) instead of \((fg2)\). We illustrate this in the study of ground state solutions, and at the end of this section we make more general remarks. The ideas presented here are based on [89, Section 5]; since the proofs there are rather sketchy, we have decided to present here all the details.

Take \((p, q)\) satisfying (H4), supposing without loss of generality that \( p \leq q \), so that \( p < 2^* - 1 \). Assume that \((fg1)-(fg2)-(fg3)\) holds. For each \( n \in \mathbb{N} \), consider the following \(C^2\) truncation of the functions \( f \) and \( g \):

\[
f_n(s) = \begin{cases} \frac{f'(n)}{p_n^{p-1}} s^p + f(n) - \frac{f'(n)n}{p} f(s) & s > n \\ \frac{f'(n)}{p_n^{p-1}} |s|^{p-1} s + f(-n) + \frac{f'(n)n}{p} & -n \leq s \leq n \\ s < -n. \end{cases}
\]

and

\[
g_n(s) = \begin{cases} \frac{g'(n)}{p_n^{q-1}} s^q + g(n) - \frac{g'(n)n}{q} g(s) & s > n \\ \frac{g'(n)}{p_n^{q-1}} |s|^q s + g(-n) + \frac{g'(n)n}{q} & -n \leq s \leq n \\ s < -n. \end{cases}
\]

Observe that

\[
|f_n(s)| \leq C(1 + |s|^{p-1}), \quad |g_n(s)| \leq C(1 + |s|^{q-1})
\]

for some \( C \) independent of \( n \) (recall that \( q \geq p \)), and

\[
|f'_n(s)| \leq C_n(1 + |s|^{p-1}), \quad |g'_n(s)| \leq C_n(1 + |s|^{q-1}).
\]

In particular, \( f_n \) and \( g_n \) satisfy \((fg2')\). For \( F_n(s) := \int_0^s f_n(\xi) \, d\xi \) and \( G_n(s) := \int_0^s g_n(\xi) \, d\xi \), take the functional

\[
\mathcal{I}_n(u, v) = \int_{\Omega} (\nabla u, \nabla v) \, dx - \int_{\Omega} F_n(u) \, dx - \int_{\Omega} G_n(v) \, dx,
\]

which is well defined in \( H = H_0^1(\Omega) \times H_0^1(\Omega) \). Take the auxiliary functions

\[
\tilde{f}(s) = \begin{cases} \frac{f'(1)}{1+s} s^{1+s} + f(1) - \frac{f'(1)}{1+s} f(s) & s > 1 \\ f(s) & -1 \leq s \leq 1 \\ \frac{f'(1)}{1+s} |s|^s s + f(-1) + \frac{f'(1)}{1+s} & s < -1. \end{cases}
\]

and

\[
\tilde{g}(s) = \begin{cases} \frac{g'(1)}{1+s} s^{1+s} + g(1) - \frac{g'(1)}{1+s} g(s) & s > 1 \\ g(s) & -1 \leq s \leq 1 \\ \frac{g'(1)}{1+s} |s|^s s + g(-1) + \frac{g'(1)}{1+s} & s < -1. \end{cases}
\]

It is straightforward to check that

\[
\lambda_1 \tilde{f}'(s) \leq f'_n(s) \quad \text{for every } \lambda_1 < \min \left\{ 1, (1 + \delta) \frac{f'(1)}{f'(1)} - (1 + \delta) \frac{f'(-1)}{f'(-1)} \right\},
\]
and
\[ \lambda_2 \hat{g}'(s) \leq \hat{g}'(s) \quad \text{for every } \lambda_2 < \min \left\{ 1, (1 + \delta) \frac{g(1)}{g'(1)} - (1 + \delta) \frac{g(-1)}{g'(-1)} \right\}, \]
so that
\[ (5.7) \quad \lambda \hat{F}(s) \leq F_n(s), \quad \lambda \hat{G}(s) \leq G_n(s) \quad \text{for } \lambda = \min \{ \lambda_1, \lambda_2 \}. \]
Define \( \tilde{I} : H \to \mathbb{R} \) by
\[ \tilde{I}(u, v) = \int_\Omega \langle \nabla u, \nabla v \rangle dx - \lambda \int_\Omega \hat{F}(u) - \lambda \int_\Omega \hat{G}(v) dx. \]
We denote by \( c_n \) and \( \tilde{c} \) the least energy levels of \( I_n \) and \( \tilde{I} \) respectively, as defined before in this section - recall (5.2).

**Lemma 5.14.** If \((u_n, v_n)\) is a least energy solution for \( I_n \), then
\[ I_n(u_n, v_n) \leq \tilde{c}. \]
Furthermore,
\[ \int_\Omega (f(u_n)u_n + g(v_n)v_n) dx \leq \frac{2(2 + \delta)}{\delta} \tilde{c}. \]

**Proof.** Inequality (5.7) yields that \( I_n(u, v) \leq \tilde{I}(u, v) \) for every \((u, v) \in H \). Hence, if \((\tilde{u}, \tilde{v})\) is a ground state for \( \tilde{I} \), then by Proposition 5.6 one has
\[ \tilde{c} = \sup_{t \geq 0} \tilde{I}(t(u, v) + (\phi, -\phi)) \geq \sup_{t \geq 0} I_n(t(u, v) + (\phi, -\phi)) \geq c_n = I_n(u_n, v_n) \]
and the first conclusion follows. Now, by taking in consideration
\[ \int_\Omega \langle \nabla u_n, \nabla v_n \rangle dx - \int_\Omega F_n(u_n) - \int_\Omega G_n(v_n) dx = I_n(u_n, v_n) \leq C \]
and
\[ 2 \int_\Omega \langle \nabla u_n, \nabla v_n \rangle dx - \int_\Omega (f_n(u_n) + g_n(v_n)) dx = I'_n(u_n, v_n)(u_n, v_n) = 0, \]
and by combining this with assumption \((fg3)\), we have
\[ \int_\Omega (f_n(u_n) + g_n(v_n)) dx \leq 2\tilde{c} + \frac{2}{2 + \delta} \int_\Omega (f_n(u_n)u_n + g_n(v_n)v_n) dx. \]
As \( 2/(2 + \delta) < 1 \), the result follows. \( \square \)

Observe that \([H4]\) implies \([H2]\). Thus, as seen in Subsection 2.2 there exists \( 0 < s < 2 \) such that
\[ E^s(\Omega) \hookrightarrow L^{p+1}(\Omega), \quad E^{2-s}(\Omega) \hookrightarrow L^{q+1}(\Omega). \]
are compact embeddings. Next, we prove uniform bounds in the space \( E^s(\Omega) \times E^{2-s}(\Omega) \).
Lemma 5.15. Under the previous notations, there exists $C > 0$ (independent of $n$) such that

$$\|u_n\|_{E^s(\Omega)} + \|v_n\|_{E^{2-s}(\Omega)} \leq C.$$  

Proof. Multiplying equation $-\Delta u_n = g_n(v_n)$ by $A^{-(2-s)}A^s u_n \in E^{2-s}(\Omega)$, we obtain

$$\|u_n\|^2_{E^s(\Omega)} = \int_{\Omega} g_n(v_n) A^{-(2-s)}A^s u_n \, dx.$$  

Given $\varepsilon > 0$, by using $(fg1)$ we obtain the existence of $\varepsilon', C > 0$ such that

$$\|u_n\|^2_{E^s(\Omega)} \leq \varepsilon \|v_n\|^2_{L^2} + \varepsilon C \|A^{-(2-s)}A^s u_n\|^2_{L^{p+1}}$$  

$$+ C \left( \int_{\{|v_n| \geq \varepsilon'\}} |g_n(v_n)|^{(q+1)/q} \right) \|A^{-(2-s)}A^s u_n\|_{L^{q+1}}.$$  

Now, we have that

$$\|A^{-(2-s)}A^s u_n\|_{L^{p+1}} \leq C' \|A^{-(2-s)}A^s u_n\|_{E^{2-s}(\Omega)} = C' \|A^s u_n\|_{L^2} \leq C' \|u_n\|_{E^s(\Omega)}.$$  

Moreover, $|g(s)| \leq C|s|^q \forall |s| \geq \varepsilon'$, for some $C$ independent of $n$ (cf. (5.6)), thus $|g(s)|^{(q+1)/q} \leq C|g(s)s|$. By choosing $\varepsilon$ sufficiently small, and recalling Lemma 5.14 we obtain

$$\|u_n\|^2_{E^s(\Omega)} = \int_{\Omega} g_n(v_n) A^{-(2-s)}A^s u_n \, dx$$  

$$\leq \frac{1}{4} \left( \|u_n\|^2_{E^s(\Omega)} + \|v_n\|^2_{E^{2-s}(\Omega)} \right) + C'' \|u_n\|_{E^s(\Omega)}.$$  

Since an analogous estimate holds true for $\|v_n\|^2_{E^{2-s}(\Omega)}$, the result follows. \hfill $\square$

Finally, the following estimate implies that one can indeed work without loss of generality with $p, q < 2^* - 1$ (actually even with $p = q$).

Lemma 5.16. Under the previous notations, there exists $C > 0$ such that

$$\|u_n\|_{\infty} + \|v_n\|_{\infty} \leq C.$$  

In particular, $(u_n, v_n)$ is a least energy solution of (5.1) for sufficiently large $n$.

Proof. We follow the proof of [95, Theorem 1]. From the choice of $s$ and by Lemma 5.15 we have that

$$u_n \text{ is bounded in } L^{p+1}, \quad v_n \text{ is bounded in } L^{q+1}.$$  

Thus $f(u_n)$ is bounded in $L^{(p+1)/p}$ and $g_n(v_n)$ is bounded in $L^{(q+1)/q}$, and by elliptic regularity (see for instance [60, Th. 9.5 & Coro. 9.17])

$$u_n \text{ is bounded in } W^{2,(q+1)/q}, \quad v_n \text{ is bounded in } W^{2,(p+1)/p}.$$  

If either $(p+1)/p \geq N/2$ or $(q+1)/q \geq N/2$, then the result follows from the embedding $W^{2,s} \hookrightarrow L^\infty$ for $s \geq N/2$. Assuming the contrary, then by the embedding $W^{2,s} \hookrightarrow L^{Ns/(N-2s)}$, we conclude that

$$u_n \text{ is bounded in } L^{N(q+1)/(Nq-2(q+1))}, \quad v_n \text{ is bounded in } L^{N(p+1)/(Np-2(p+1))}.$$
We now iterate this procedure. Define the sequences
\[ p_{n+1} = \frac{Nq_n}{Np - 2q_n}, \quad q_{n+1} = \frac{Np_n}{Nq - 2p_n}, \]
with \( p_0 := q + 1, \ q_0 := p + 1. \) Whenever \( Np - 2q_n, Nq - 2p_n > 0, \) we have that
\[ u_n \text{ is bounded in } W^{2,p_{n+1}/q}, \quad v_n \text{ is bounded in } W^{2,q_{n+1}/p}. \]

We now prove that \( p_n \to +\infty, \ q_n \to +\infty, \) which shows that we need to make this
bootstrap procedure a finite number of times only in order to obtain the desired conclusion. The fact that \((p,q)\) is below the critical hyperbola is equivalent to \( p_0 < p_1, \ q_0 < q_1; \) by induction one can easily show that both \( p_n \) and \( q_n \) are strictly increasing sequences. Suppose, in view of a contradiction, that \( p_n \to l_1 \in \mathbb{R}, \ q_n \to l_2 \in \mathbb{R}. \) Then
\[ l_2 = \frac{N(pq - 1)}{2(q + 1)}. \]
We claim that \( N(pq - 1)/(2q + 2) < p + 1, \) which is in contradiction with the fact that \( p + 1 = q_0 < l_2. \) To prove the claim take, for each \( p \) fixed, the function
\[ h_p(q) = \frac{N(pq - 1)}{2(q + 1)}, \] for \( 1 < q < \frac{2p + N + 2}{pN - 2p - 2}. \]
We have \( h'_p > 0, \) hence
\[ h_p(q) < h_p \left( \frac{2p + N + 2}{pN - 2p - 2} \right) = p + 1. \]

\[ \square \]

Remark 5.17. For later reference, let us stress that actually from the start one could have supposed, without loss of generality, that \( 1 < p = q < 2^* - 1. \)

From the previous considerations, we learn that the following general result holds.

Theorem 5.18. Under assumptions \((fg1)-(fg2)-(fg3),\) let \((u_n, v_n)\) be any sequence of solutions of the truncated system
\[-\Delta u_n = g_n(v_n), \quad -\Delta v_n = f_n(u_n), \quad u_n, v_n \in H^1_0(\Omega).\]
If there exists \( C > 0 \) such that \( I_n(u_n, v_n) \leq C, \) then \( \|u_n\|_\infty + \|v_n\|_\infty \leq C' \) for some constant \( C' \) (and thus \((u_n, v_n)\) solves \[(5.1)\] for large \( n). \]

We saw that the variational characterization provided by Proposition \[5.9\] implies that \( I_n(u_n, v_n) \leq C \) for ground state solutions. In general, one can imagine that in another situation one has a suitable variational characterization for a certain energy critical level, then the uniform bound on the functional is also easily satisfied. This justifies the statement made in the beginning of this section saying that, in general, one does not lose generality by assuming \( p, q < 2^* - 1. \)
Remark 5.19. In the works by Ramos et al \cite{78, 79, 87, 88, 90}, $L^\infty$-bounds are obtained under a different assumption for the sequence $(u_n, v_n)$, and for more restrictive classes of functions $f$ and $g$. For the nonlinearities, consider

\[
(fg2) \quad \text{There exists } p, q \text{ satisfying } \{H1\} \text{ and constants } l_1, l_2 > 0 \text{ such that }
\]

\[
\lim_{|s| \to \infty} \frac{|f(s)|}{|s|^p} = l_1, \quad \lim_{|s| \to \infty} \frac{|g(s)|}{|s|^q} = l_2.
\]

Then for instance in \cite{87} Theorem 3.3 and \cite{78, Example 3.2} it is shown that the conclusion of Theorem 5.18 also holds under assumptions $(fg1), (fg2'), (fg3')$ and supposing that $(u_n, v_n)$ is a critical point of $I_n$ such that $m_{H^-}(u_n, v_n) \leq k$ for some $k \in \mathbb{N}$, where $m_{H^-}$ is the relative Morse index \cite[Section 2.4]{1}, \cite[Section 1]{2}:

\[
m_{H^-}(u, v) := \dim E^- V^- := \dim (V^- \cap (E^-)^\perp) - \dim (E^- \cap (V^-)^\perp),
\]

and $V^-$ represents the negative eigenspace of $I''_n(u, v)$.

At this point we would like to observe that although $I(u, v)$ has always infinite Morse index, this is not the case for the reduced functional. For instance for ground state solutions $(u, v)$, the Morse index of $J'(\frac{u + v}{2})$ is one, and also $m_{H^-}(u, v) = 1$ (cf. \cite{87} Example 3.2). In general, one has $m_J(u) \leq m_{H^-}(u + \Psi_u, u - \Psi_u)$, see \cite{87} Lemma 3.1].

5.4. A family of reduced functionals depending on a parameter. In some cases, it is useful to introduce a free parameter in the way we reduce the functional $I$. We will consider two such situations in Subsection 6.4 and Subsection 8.4 ahead. Suppose without loss of generality $1 < p = q < 2^*$, and consider the family of functionals

\[
J_\lambda : H^1_0(\Omega) \to \mathbb{R} : u \mapsto \sup \left\{ I \left( \lambda u + \psi, u - \frac{\psi}{\lambda} \right) : \psi \in H^1_0(\Omega) \right\}, \quad \lambda > 0.
\]

As in the case $\lambda = 1$, it is easily seen that $J_\lambda(w) = I(\lambda w + \psi_{\lambda, w}, w - \frac{\psi_{\lambda, w}}{\lambda})$ for some unique $\psi_{\lambda, w} \in H^1_0(\Omega)$, and that the map $\theta : H^1_0(\Omega) \to H^1_0(\Omega), \; w \mapsto \psi_{\lambda, w}$ is of class $C^1$, see Lemma 5.11

By definition of $\psi_{\lambda, w}$, we have that

\[
I'(\lambda w + \psi_{\lambda, w}, w - \frac{\psi_{\lambda, w}}{\lambda})(\eta, - \frac{\eta}{\lambda}) = 0
\]

for every $\eta \in H^1_0(B)$. It then follows that

\[
J'_\lambda(w)\xi = I'(u, v)(\lambda \xi, \xi) = I'(u, v)(\lambda \xi + \phi, \xi - \frac{\phi}{\lambda}),
\]

where $w := (u + \lambda v)/2\lambda$ and $\phi \in H^1_0(\Omega)$ is arbitrary. Therefore, the map

\[
H^1_0(\Omega) \to H^1_0(\Omega) \times H^1_0(\Omega), \quad w \mapsto (\lambda w + \psi_{\lambda, w}, w - \frac{\psi_{\lambda, w}}{\lambda})
\]

provides a homeomorphism between critical points of the reduced functional $J_\lambda$ and critical points of the functional $I$. Indeed, observe that for any $(\zeta, \xi) \in
Denoting by $N_{J_\lambda} := \{ w \in H^1_0(\Omega), w \neq 0 : J'_\lambda(w) w = 0 \}$ the Nehari manifold associated to $J_\lambda$, we can define

$$c_\lambda := \inf_{N_{J_\lambda}} J_\lambda.$$

Lemma 5.20. We have that

$$c_\lambda = \inf_{\gamma \in \Gamma} \sup_{t \in [0,1]} J_\lambda(\gamma(t)),$$

where

$$\Gamma := \{ \gamma \in C([0,1]; H^1_0(\Omega)) : \gamma(0) = 0 \text{ and } J_\lambda(\gamma(1)) < 0 \}.$$

Moreover, the level $c_\lambda$ does not depend on $\lambda$, and $c_\lambda = c(\Omega)$.

Proof. This is essentially proved in [79, Proposition 2.2] in a more general situation where $\lambda$ is allowed to be a non constant function. We give a more direct proof here.

We skip the proof of (5.8), as it follows in a standard way. Now, let $\theta_\lambda : H^1_0(\Omega) \to H^1_0(\Omega)$ be given by

$$\theta_\lambda(w) := \frac{\lambda + 1}{2} w + \frac{\lambda - 1}{2\lambda} \psi_{\lambda,w}.$$

Then, as proved in [27] Proposition 9, Step 3), $\theta_\lambda$ is a homeomorphism and

$$J_\lambda(\theta_\lambda^{-1}(w)) \leq J_1(w),$$

for every $w \in H^1_0(\Omega)$. Now, given $w \in H^1_0(\Omega) \setminus \{0\}$, take $t_0 > 0$ so large that $J_1(t_0 w) < 0$ and define $\gamma(\xi) := \theta_\lambda^{-1}(\xi t_0 w)$ for $0 \leq \xi \leq 1$. Then $\gamma \in \Gamma$ and

$$\sup_{\xi \in [0,1]} J_\lambda(\gamma(\xi)) \leq \sup_{\xi \in [0,1]} J_1(\xi t_0 w) \leq \sup_{t > 0} J_1(t w),$$

implying that

$$c_\lambda \leq \sup_{t > 0} J_1(t w).$$

Since $w$ is arbitrary, we conclude that $c_\lambda \leq c_1$. To show that $c_1 \leq c_\lambda$, one proceeds in a similar way. \qed
We have deduced yet another characterization of the ground energy level \( c(\Omega) \) defined in (5.2). In particular, this yields

\[
c(\Omega) = \inf_{v \neq -u} \sup \{ I(tu + \psi, tv - \frac{\psi}{\lambda}) : t \geq 0, \psi \in H^1_0(\Omega) \}
\]

\[= \inf \{ I(u, v) \mid (u, v) \in H \setminus \{(0, 0)\}, I'(u, v)(u + \psi, v - \frac{\psi}{\lambda}) = 0, \forall \psi \in H^1_0(\Omega) \}.
\]

6. More on the symmetry properties of solutions

The questions about the symmetry of the solutions of a second order elliptic equation can be tackled either using reflection methods and moving planes arguments, or symmetrization techniques. The moving planes method was adapted for elliptic systems as (1.1) by Troy [104], see also [29, 42, 93] and Remark 3.13. Further contribution based on symmetrization techniques for a scalar equation often rely on the Polya-Szegö inequality which asserts that the gradient of a Schwarz rearranged function \( u^* \) has a smaller \( L^2 \)-norm (other quantities can be considered as well) than the original function \( u \). For higher order elliptic problems, and also for Hamiltonian elliptic systems, this approach by symmetrization cannot be applied in such a direct way. Indeed, if one thinks for instance to the treatment of the system (1.3) using the reduction by inversion, the functional framework is a Sobolev space requiring the existence of two weak derivatives and one can clearly produce examples of such functions whose Schwarz symmetric rearrangement does not possess two weak derivatives anymore. We have shown in Section 3 and Section 4 that the right tool to apply symmetrization technique is the comparison principle due to Talenti, see Lemma 3.11. We will give more insight on the use of this principle to get both complete and partial symmetry results using polarizations.

6.1. Working with polarization. In this section, we show how the reduction by inversion framework allows to use polarization techniques with as a final aim the proof of complete or partial symmetry results.

Assume \( H \) is a closed half-space in \( \mathbb{R}^N \). We denote by \( \sigma_H : \mathbb{R}^N \to \mathbb{R}^N \) the reflection with respect to the boundary \( \partial H \) of \( H \). For simplicity, we also put \( \overline{\pi} = \sigma_H(x) \) for \( x \in \mathbb{R}^N \) when the underlying half-space \( H \) is understood. For a measurable function \( w : \mathbb{R}^N \to \mathbb{R} \) we define the polarization \( w_H \) of \( w \) relative to \( H \) by

\[
w_H(x) = \begin{cases} \max\{w(x), w(\overline{x})\}, & x \in H, \\ \min\{w(x), w(\overline{x})\}, & x \in \mathbb{R}^N \setminus H. \end{cases}
\]

We also denote \( \overline{w}(x) := w(\overline{x}) \).

We consider the set \( \mathcal{H} \) of all closed half-spaces \( H \) in \( \mathbb{R}^N \) such that \( 0 \in \partial H \). Given an unitary vector \( e \in \mathbb{R}^N \), we denote by \( \mathcal{H}_e \) the set of all closed half-spaces \( H \in \mathcal{H} \) such that \( e \in \text{int}(H) \) and we denote by \( \mathcal{H}_* \) the set of all closed half-spaces \( H \) in \( \mathbb{R}^N \) such that \( 0 \in \text{int}(H) \).
To our purposes we recall, without proving, the following useful characterization of symmetric function by means of polarizations, and refer to the survey [108] for more details on the subject.

**Proposition 6.1.**

(i) [57] Proposition 2] Let \( f \in C(\mathbb{R}^N) \). Then \( f \) is Schwarz symmetric (with respect to the origin) if, and only if, \( f = f_H \) for every \( H \in \mathcal{H} \).

(ii) [20] Lemma 17] Let \( f \in C(\mathbb{R}^N) \) and \( e \in \mathbb{R}^N \) an unitary vector. Then \( f \) is Schwarz foliated symmetric with respect to \( e \) if, and only if, \( f = f_H \) for every \( H \in \mathcal{H}_e \).

The following result is essentially due to [28] but we provide a rather elementary proof. Here, \( B \) stands for the open ball in \( \mathbb{R}^N \) centered at the origin and with radius one.

**Lemma 6.2.** Let \( f \in L^1(B) \), \( 1 < t < \infty \), and \( H \in \mathcal{H} \). Let \( u \) and \( v \) be the strong solutions of

\[
\begin{align*}
-\Delta u &= f, & -\Delta v &= f_H & \text{in } B, \\
u, v &= 0 & \text{on } \partial B.
\end{align*}
\]

Then \( v = v_H \) in \( B \) and \( v \geq u_H \) in \( H \cap B \). Moreover,

\[
\int_B u \varphi \, dx \leq \int_B v \varphi_H \, dx, \quad \forall \varphi \in L^\infty(B).
\]

In particular, if \( f \geq 0 \),

\[
\int_B u^s \varphi \, dx \leq \int_B v^s \varphi_H \, dx, \quad \forall \varphi \in L^\infty(B), \, \varphi \geq 0, \, s > 1.
\]

**Proof.** Without loss of generality, we can assume that \( f \) is smooth. Since \(-\Delta(v - \varphi) = f_H - \overline{f} \geq 0 \) in \( H \cap B \) we deduce from the maximum principle that \( v \geq \overline{\varphi} \) in \( H \cap B \). So \( v = v_H \) in \( B \). On the other hand, since, by definition, \( f - f_H = \overline{f} - \overline{f} \), we have that \(-\Delta(\overline{u} + u - \overline{\varphi} - \varphi) = \overline{f} + f - \overline{f} - \overline{f} = 0 \). It follows that \( \overline{u} + u = \overline{\varphi} + \varphi \) in \( B \); in particular, \( u = v \) on \( \partial H \cap B \). Then, by observing that \(-\Delta(v - u) = f_H - f \geq 0 \) in \( H \cap B \) and \(-\Delta(v - \overline{\varphi}) = \overline{f}_H - \overline{f} \geq 0 \) in \( H \cap B \), we conclude that \( v \geq u \) in \( H \cap B \) and \( v \geq \overline{\varphi} \) in \( H \cap B \), that is \( v \geq u_H \) in \( H \cap B \).

Now, given \( \varphi \in L^\infty(B) \), we must derive the inequality

\[
\int_B u \varphi \, dx = \int_{H \cap B} (u \varphi + \overline{\varphi}) \, dx \leq \int_{H \cap B} (v \varphi_H + \overline{\varphi} \varphi_H) \, dx = \int_B v \varphi_H \, dx.
\]

By replacing \( \overline{u} = u + \overline{u} - v \) and \( \varphi_H = \varphi + \overline{\varphi} - \varphi_H \) in the above expression, we find that the inequality reads

\[
\int_{H \cap B} [(\varphi_H - \varphi)(v - \overline{\varphi}) + (\varphi_H - \overline{\varphi})(v - u)] \, dx \geq 0.
\]

Clearly, this holds true since each of the four terms in parenthesis is non-negative, and this establishes (6.1).

Finally, in case \( f \geq 0 \), since moreover, \( v = v_H \), the property (6.2) is a consequence of (6.1), as follows from [28] Lemma 9.1 applied to the map \( f(r) = r^s \). □
We will also need a similar version of the above lemma for the case of the whole space $\mathbb{R}^N$. First, we recall that $-\Delta + I : W^{2,t}(\mathbb{R}^N) \to L^t(\mathbb{R}^N)$ is an isomorphism for every $1 < t < \infty$.

**Lemma 6.3.** Let $1 < t < \frac{N}{2}$ and set $r > 0$ such that $\frac{t-1}{t} + \frac{1}{t} = \frac{N-2}{N}$. Let $r' > 1$ such that $\frac{1}{r} + \frac{1}{r'} = 1$. Let $f \in L^t(\mathbb{R}^N)$, and $H$ any half-space in $\mathbb{R}^N$. Let $u$ and $v$ be the strong solutions of

$$
-\Delta u + u = f, \quad -\Delta v + v = f_H \quad \text{in} \quad \mathbb{R}^N.
$$

Then $v = v_H$ in $\mathbb{R}^N$ and $v \geq u_H$ in $H$. Moreover,

$$
\int_{\mathbb{R}^N} u\varphi dx \leq \int_{\mathbb{R}^N} v\varphi_H dx, \quad \forall \varphi \in L^{r'}(\mathbb{R}^N).
$$

In particular, if $f \geq 0$,

$$
(6.3) \quad \int_{\mathbb{R}^N} u\varphi dx \leq \int_{\mathbb{R}^N} v\varphi_h dx, \quad \forall \varphi \in L^{\infty}(\mathbb{R}^N), \varphi \geq 0.
$$

**Proof.** We observe that $u, v \in W^{2,t}(\mathbb{R}^N) \hookrightarrow L^r(\mathbb{R}^N)$. The proof is similar to the proof of Lemma 6.2 and so will be omitted here. \qed

**6.2. Symmetry results for a system in $\mathbb{R}^N$ using polarization arguments.** In this part we consider the system

$$
(6.4) \quad \begin{cases} 
-\Delta u + u = |v|^{q-1}v & \text{in} \quad \mathbb{R}^N, \\
-\Delta v + v = |u|^{p-1}u & \text{in} \quad \mathbb{R}^N,
\end{cases}
$$

and we assume that the pair $(p, q)$ satisfies the hypothesis (H3), which for convenience we recall here

$$(H3) \quad p, q > 0, \quad 1 > \frac{1}{p+1} + \frac{1}{q+1} > \frac{N-2}{N}. $$

It is proved in [23, Theorems 1.8 and 1.9] that (6.4) has a ground state solution and that any ground state solution of (6.4) has definite sign, that is, $u, v > 0$ in $\mathbb{R}^N$ or $u, v < 0$ in $\mathbb{R}^N$ (for short, $uv > 0$ in $\mathbb{R}^N$). It was also proved in [23] that at least one positive ground state solution of (6.4) is Schwarz symmetric. However, it was left as an open problem whether every ground state solution of (6.4) is radial symmetry or not. Here we give a positive answer to this question.

**Theorem 6.4.** Assume $(H3)$. Then (6.4) has a ground state solution. Any ground state solution $(u, v)$ of (6.4) is such that $uv > 0$ in $\mathbb{R}^N$. Moreover, if $(u, v)$ is a positive ground state solution of (6.4) then, up to a common translation, $u$ and $v$ are Schwarz symmetric.

Here our approach is based on the reduction by inversion as in Section 4, see also [23]. Set $L := -\Delta + I$. Then (6.4) is equivalent to

$$
L(|u|^{\frac{q}{2}-1}u) = |u|^{p-1}u, \quad u \in W^{2, \frac{2(N+1)}{N}}(\mathbb{R}^N),
$$
and the study of ground state solutions of (6.4) is then reduced to the study of
minimizers for the best Sobolev constant
\begin{equation}
(6.5) \quad \alpha_{p,q} := \inf \left\{ \int_{\mathbb{R}^N} |Lu|^\frac{q+1}{\nu} \, dx : u \in W^{2,\frac{q+1}{\nu}}(\mathbb{R}^N), \|u\|_{p+1} = 1 \right\}.
\end{equation}

The results listed below are proved in [23, Section 3]:
- there exists at least one minimizer to (6.5);
- any such minimizer is such that \( u, Lu > 0 \) in \( \mathbb{R}^N \) or \( u, Lu < 0 \) in \( \mathbb{R}^N \);
- at least one minimizer is Schwarz symmetric.

Therefore, the conclusion of the proof of Theorem 6.4 reduces to prove the
following proposition.

**Proposition 6.5.** Assume \( [H_3] \): Let \( u \in W^{2,\frac{q+1}{\nu}}(\mathbb{R}^N) \) be a minimizer of (6.5)
such that \( u, Lu > 0 \) in \( \mathbb{R}^N \). Then, up to translation, \( u, Lu \) are Schwarz symmetric.

We denote by \( T_{\mathbb{R}^N} : W^{2,\frac{q+1}{\nu}}(\mathbb{R}^N) \to \left(W^{2,\frac{q+1}{\nu}}(\mathbb{R}^N)\right)' \) the operator given by
\[ (T_{\mathbb{R}^N}(u), \varphi) = \int_{\mathbb{R}^N} |Lu|^\frac{1}{\nu-1} LuL\varphi \, dx, \quad \forall u, \varphi \in W^{2,\frac{q+1}{\nu}}(\mathbb{R}^N). \]

Then \( T_{\mathbb{R}^N} \) is a nonlinear homeomorphism, cf. [54, Lemma 3.2] for a similar result.

For every \( w \in L^{\frac{q+1}{\nu}}(\mathbb{R}^N) \), the imbedding \( W^{2,\frac{q+1}{\nu}}(\mathbb{R}^N) \hookrightarrow L^{q+1}(\mathbb{R}^N) \) guarantees that the map
\[ \varphi \mapsto \int_{\mathbb{R}^N} w\varphi \, dx, \quad \varphi \in W^{2,\frac{q+1}{\nu}}(\mathbb{R}^N), \]
defines a continuous linear functional on \( W^{2,\frac{q+1}{\nu}}(\mathbb{R}^N) \), and so there exists a unique \( u \in W^{2,\frac{q+1}{\nu}}(\mathbb{R}^N) \) such that \( T_{\mathbb{R}^N}(u) = w \), that is
\[ \int_{\mathbb{R}^N} |Lu|^\frac{1}{\nu-1} LuL\varphi \, dx = \int_{\mathbb{R}^N} w\varphi \, dx, \quad \forall \varphi \in W^{2,\frac{q+1}{\nu}}(\mathbb{R}^N). \]

**Lemma 6.6.** Let \( H \) be any half-space in \( \mathbb{R}^N \), \( w \in L^{\frac{q+1}{\nu}}(\mathbb{R}^N) \) be nonnegative
and \( u, \bar{u} \in W^{2,\frac{q+1}{\nu}}(\mathbb{R}^N) \) be such that \( T_{\mathbb{R}^N}(u) = w \) and \( T_{\mathbb{R}^N}(\bar{u}) = w_H \). Then
\[ \langle T_{\mathbb{R}^N}(u), u \rangle \leq \langle T_{\mathbb{R}^N}(\bar{u}), \bar{u} \rangle. \]

**Proof.** Let \( v \) and \( \bar{v} \) be the strong solutions of
\[ Lv = w, \quad L\bar{v} = w_H \quad \text{in} \quad \mathbb{R}^N. \]

Then, \( u \) and \( \bar{u} \) are the strong solutions of
\[ Lu = |v|^{q-1}v, \quad L\bar{u} = |\bar{v}|^{q-1}\bar{v} \quad \text{in} \quad \mathbb{R}^N, \]
and, by definition,
\[ \langle T_{\mathbb{R}^N}(u), u \rangle = \int_{\mathbb{R}^N} |Lu|^\frac{q+1}{\nu} \, dx = \int_{\mathbb{R}^N} |v|^{q+1} \, dx \quad \text{and} \quad \langle T_{\mathbb{R}^N}(\bar{u}), \bar{u} \rangle = \int_{\mathbb{R}^N} |\bar{v}|^{q+1} \, dx. \]

The conclusion follows then from (6.3) with \( \varphi \equiv 1 \). \( \square \)
Proof of Proposition 6.5 completed. By definition we have that
\[
\alpha_{p,q} := \inf_{u \in W^{2,\frac{p+1}{q}}(\mathbb{R}^N), u \neq 0} \frac{\langle T_{\mathbb{R}^N} (u), u \rangle}{(\int_{\mathbb{R}^N} |u|^{p+1} dx)^{(q+1)/q(p+1)}}.
\]
Let \(\alpha_{p,q}\) be achieved by a (positive) function \(u\) such that \(\int_{\mathbb{R}^N} u^{p+1} dx = 1\).

Step 1: For every half-space \(H\) in \(\mathbb{R}^N\), \(u_H\) is also a minimizer for \(\alpha_{p,q}\).
Indeed, since \(u\) is a minimizer for \(\alpha_{p,q}\), we have that \(T_{\mathbb{R}^N} (u) = \alpha_{p,q} u^p\). Let \(\tilde{u}\) be such that \(T_{\mathbb{R}^N} (\tilde{u}) = \alpha_{p,q} u_H^p\). Then, by Lemma 6.6, \(\langle T_{\mathbb{R}^N} (u), u \rangle \leq \langle T_{\mathbb{R}^N} (\tilde{u}), \tilde{u} \rangle\). By using the Hölder inequality we deduce that
\[
\alpha_{p,q} = \alpha_{p,q} \int_{\mathbb{R}^N} |u|^{p+1} dx = \langle T_{\mathbb{R}^N} (u), u \rangle \leq \langle T_{\mathbb{R}^N} (\tilde{u}), \tilde{u} \rangle = \alpha_{p,q} \int_{\mathbb{R}^N} \tilde{u} u_H^p dx
\]
\[
\leq \alpha_{p,q} \left( \int_{\mathbb{R}^N} \tilde{u}^{p+1} dx \right)^{1/(p+1)} \left( \int_{\mathbb{R}^N} u_H^{p+1} dx \right)^{p/(p+1)} = \alpha_{p,q} \left( \int_{\mathbb{R}^N} \tilde{u}^{p+1} dx \right)^{1/(p+1)}
\]
yielding that \(\int_{\mathbb{R}^N} \tilde{u}^{p+1} dx \geq 1\) and so
\[
\alpha_{p,q} \leq \frac{\langle T_{\mathbb{R}^N} (\tilde{u}), \tilde{u} \rangle}{(\int_{\mathbb{R}^N} |\tilde{u}|^{p+1} dx)^{(q+1)/q(p+1)}} \leq \alpha_{p,q} \left( \int_{\mathbb{R}^N} \tilde{u}^{p+1} dx \right)^{1/(p+1)} \left( \int_{\mathbb{R}^N} |\tilde{u}|^{p+1} dx \right)^{(q+1)/q(p+1)}
\]
\[
= \alpha_{p,q} \left( \int_{\mathbb{R}^N} \tilde{u}^{p+1} dx \right)^{-1/q(p+1)} \leq \alpha_{p,q}.
\]
It follows that \(\int_{\mathbb{R}^N} \tilde{u}^{p+1} = 1\) and \(\tilde{u}\) is a minimizer for \(\alpha_{p,q}\), so that \(T_{\mathbb{R}^N} (\tilde{u}) = \alpha_{p,q} \tilde{u}^p\). Hence \(\tilde{u} = u_H\) and we conclude that \(u_H\) is a minimizer for \(\alpha_{p,q}\).

Step 2: For every half-space \(H\) in \(\mathbb{R}^N\), we have \(u > \overline{\pi}\) in \(\text{int}(H)\), \(u < \underline{\pi}\) in \(\text{int}(H)\) or else \(u = \underline{\pi}\) in \(H\).
Indeed, up to normalization, with \(v := |L u|^{1/2} L u\) and \(w := |L u_H|^{1/2} L u_H\), we have that \(L u = v^q\), \(L v = u^q\), \(L u_H = w^q\), \(L w = u_H^q\) in \(\mathbb{R}^N\). In particular, we infer from the equations \(L v = w^q\) and \(L w = u_H^q\) that \(w \geq v_H\) in \(H\), cf. Lemma 6.3. Then, since, by definition, \(|u - \overline{\pi}| = 2 u_H - u - \underline{\pi}\) in \(H\), we see that
\[
L(|u - \overline{\pi}|) = ((w^q - v^q) + (w^q - \overline{\pi}^q)) \geq 0 \quad \text{in} \quad \text{int}(H).
\]
This implies that either \(u > \overline{\pi}\) in \(\text{int}(H)\), \(u < \underline{\pi}\) in \(\text{int}(H)\) or else \(u = \underline{\pi}\) in \(H\). Going back to the system, we must have that either \(v > \overline{\pi}\) in \(\text{int}(H)\), \(v < \underline{\pi}\) in \(\text{int}(H)\) or else \(v = \overline{\pi}\) in \(H\) respectively.

Step 3: Up to translation, \(u, Lu\) are Schwarz symmetric.
Up to translation, we may assume that \(u(0) = \max_{x \in \mathbb{R}^N} u(x)\). Now take any half-space \(H \in \mathcal{H}_+\). Then, from Step 2, we have that \(u \geq \overline{\pi}\) in \(H\), that is, \(u = u_H\). Hence, by Proposition 6.3\(^1\)(i), and going back to the system, it follows that \(u, Lu\) are Schwarz symmetric. \(\square\)
6.3. **A partial symmetry result.** We provide here an example where the reduction by inversion approach was used to derive a partial symmetry result for the ground state solutions of the Hénon type system

\[
\begin{cases}
-\Delta u = |x|^\beta|v|^{q-1}v & \text{in } B, \\
-\Delta v = |x|^\alpha|u|^{p-1}u & \text{in } B, \\
u, v = 0 & \text{on } \partial B,
\end{cases}
\]

(6.6)

where \(B\) is the open ball in \(\mathbb{R}^N\) centered at the origin of radius one and \(\alpha, \beta \geq 0\).

In this part we assume again that the powers \(p, q\) satisfy the hypothesis (H3). The procedure in this part is borrowed from [24, Theorems 1.2 and 1.3] from where we quote:

**Theorem 6.7** ([24]). Assume (H3). Then (6.6) has a ground state (classical) solution. In addition, any ground state solution of (6.6) has definite sign, i.e. either \(u, v > 0\) in \(B\) or \(u, v < 0\) in \(B\).

Moreover, for any \(\alpha, \beta \geq 0\), every (positive) ground state solution \((u, v)\) of (6.6) is such that \(u\) and \(v\) are both foliated Schwarz symmetric with respect to the same unit vector \(e \in \mathbb{R}^N\). Furthermore, either \(u\) and \(v\) are radially symmetric, or \(u\) and \(v\) are strictly decreasing in \(\theta \in [0, \pi]\) for \(0 < |x| < 1\).

In this part we will present the arguments involved to prove the Schwarz foliated symmetry of (positive) ground state solutions of (6.6). For the complete proof of Theorem 6.7, we refer to [24]. For further results on systems like (6.6) we refer to [21, 30, 46, 47, 68] and references therein.

Arguing as in Section 4, the system (6.6) can be rewritten as the scalar equation

\[
\Delta (|x|^{-\frac{q}{r}}|\Delta u|^\frac{r}{q-1}) = |x|^\alpha|u|^{p-1}u \quad \text{in } B, \quad \text{with } u, \Delta u = 0 \quad \text{on } \partial B.
\]

and the study of ground state solutions of (6.4) is then reduced to the study of minimizers for the Sobolev constant

\[
S := \inf \left\{ \int_B |\Delta u|^{\frac{p+1}{q}} |x|^{-\frac{\gamma}{q}} dx; \ u \in E_{\frac{p+1}{q}, \frac{\gamma}{q}}, \int_B |u|^{p+1} |x|^\alpha dx = 1 \right\},
\]

where, for each \(1 < s < \infty\) and \(\gamma > 0\)

\[
E_{s, \gamma} := \left\{ u \in W^{2, s}(B) \cap W^{1, s}_0(B); \int_B |\Delta u|^s |x|^{-\gamma} dx < +\infty \right\}.
\]

To simplify notation, we will denote \(E_{s, \frac{\gamma}{q}}\) simply by \(E\). It was proved in [24, Lemma 3.4] that the nonlinear operator \(T: E \to E'\) given by

\[
\langle T(u), \varphi \rangle = \int_B |\Delta u|^{\frac{r}{q}} \Delta u \Delta \varphi |x|^{-\beta/q} dx, \quad \forall u, \varphi \in E.
\]
in a nonlinear homeomorphism. On the other hand, for every \( w \in L^{\frac{p+1}{p}}(B) \), the imbedding \( E \hookrightarrow L^{p+1}(B) \) guarantees that the map
\[
\varphi \mapsto \int_B w\varphi \, dx, \quad \varphi \in E,
\]
defines a continuous linear functional on \( E \). So there exists a unique \( u \in E \) such that \( T(u) = w \), that is
\[
\int_B |\Delta u|^{\frac{1}{q} - 1} \Delta u \Delta \varphi |x|^{-\beta/q} \, dx = \int_B w \varphi \, dx, \quad \forall \varphi \in E.
\]
The next lemma helps to complete the proof of Theorem 6.7 in which concerns the symmetry of (positive) ground state solution.

**Lemma 6.8.** Let \( w \in L^{\frac{p+1}{p}}(B) \) be nonnegative and \( u, \tilde{u} \in E \) be such that \( T(u) = w \) and \( T(\tilde{u}) = w_H \). Then \( \langle T(u), u \rangle \leq \langle T(\tilde{u}), \tilde{u} \rangle \).

**Proof.** Let \( v \) and \( \tilde{v} \) be the strong solutions of
\[
-\Delta v = w, \quad -\Delta \tilde{v} = w_H \quad \text{in } B, \quad v, \tilde{v} = 0 \quad \text{on } \partial B.
\]
Then, \( u \) and \( \tilde{u} \) are the strong solutions of
\[
-\Delta u = |x|^\beta v^q, \quad -\Delta \tilde{u} = |x|^\beta (\tilde{v})^q \quad \text{in } B, \quad u, \tilde{u} = 0 \quad \text{on } \partial B
\]
and, by definition,
\[
\langle T(u), u \rangle = \int_B |\Delta u|^{\frac{p+1}{p}} |x|^{-\beta/q} \, dx = \int_B |x|^\beta v^{q+1} \, dx
\]
and
\[
\langle T(\tilde{u}), \tilde{u} \rangle = \int_B |x|^\beta (\tilde{v})^{q+1} \, dx.
\]
The conclusion follows then from (6.2) with \( \varphi(x) = |x|^\beta \). \( \square \)

**Proof of the foliated Schwarz symmetry of ground state solution of (6.6).** Let
\[
S := \inf_{u \in E, u \neq 0} \frac{\langle T(u), u \rangle}{\left( \int_B |u|^{p+1} |x|^\alpha \, dx \right)^{(q+1)/(q(p+1))}}.
\]
Let \( S \) be achieved by a (positive) function \( u \) such that \( \int_B u^{p+1} |x|^\alpha \, dx = 1 \).

**Step 1:** For every half-space \( H \in \mathcal{H} \), \( u_H \) is also a minimizer for \( \alpha_{p,q} \).
The proof follows the same procedure as in Step 1 of the last section, and so will be omitted here.

**Step 2:** For every half-space \( H \in \mathcal{H} \), we have \( u > \pi \) in \( \text{int}(H) \cap B \), \( u < \pi \) in \( \text{int}(H) \cap B \) or else \( u = \pi \) in \( H \cap B \).
Again the proof follows exactly as the proof of Step 2 in the last section, based on the strong maximum principle, and so will also be omitted here.
Step 3: Fix any point \( x_0 \in B \setminus \{0\} \) with \( u(x_0) = \max \{u(x) : x \in B, |x| = |x_0|\} \). Set \( e = \frac{x_0}{|x_0|} \). Then \( u, -\Delta u \) are Schwarz foliated symmetric with respect to \( e \).

Indeed, let \( H \in \mathcal{H}_e \). Then, by Step 2, it follows that \( u \geq u_H \) in \( H \cap B \), that is, \( u = u_H \). Hence, by Proposition 6.1 (ii), and going back to the system, it follows that \( u, -\Delta u \) are foliated Schwarz symmetric with respect to \( e \).

6.4. An example of symmetry breaking. We provide here an example where two different reduction approaches were used to derive a loss of symmetry of the ground state solutions. Namely we consider once again the Hénon type system (6.6), where \( B \) is the unit ball in \( \mathbb{R}^N \), \( \alpha, \beta > 0 \), and \((p, q)\) satisfy (H3).

First we show that a symmetry breaking can be deduced by direct energy comparison using the reduction by inversion from Section 4. Secondly we will use the Lyapunov-Schmidt type reduction from Section 5 to deduce a symmetry breaking in a different range of the parameters \( \alpha, \beta, p, q \) from a Morse type argument, namely deducing some estimates from the positivity of the second derivative of the family of reduced functional \( J_\lambda \) with an adequate choice of the parameter \( \lambda \).

Arguing as in Section 4, the system (6.6) can be rewritten as the scalar equation

\[
\Delta (|x|^{-\frac{\beta}{q}} |\Delta u|^{\frac{p-1}{q}}) = |x|^{\alpha} |u|^{p-1} u \quad \text{in} \quad B, \quad \text{with} \quad u, \Delta u = 0 \quad \text{on} \quad \partial B.
\]

The functional associated to this equation is

\[
J(u) = \frac{q}{q+1} \int_B |\Delta u|^{\frac{p+1}{q}} |x|^{-\frac{\beta}{q}} dx - \frac{1}{p+1} \int_B |u|^{p+1} |x|^{\alpha} dx,
\]

defined on the functional space

\[
E_{s, \gamma} = \left\{ u \in W^{2,s}(B) \cap W^{1,s}_{0}(B) : \int_B |\Delta u|^s |x|^{-\gamma} dx < +\infty \right\},
\]

with \( s = \frac{q+1}{q} \) and \( \gamma = \frac{\beta}{q} \). Radial solutions can be obtained by working with the same functional in the same Sobolev space restricted to radially symmetric functions, that is

\[
E_{s, \gamma, \text{rad}} = \left\{ u \in W^{2,s}_{\text{rad}}(B) \cap W^{1,s}_{0}(B) : \int_B |\Delta u|^s |x|^{-\gamma} dx < +\infty \right\},
\]

still with \( s = \frac{q+1}{q} \) and \( \gamma = \frac{\beta}{q} \). In order to deduce a symmetry breaking of the least energy solution, the simplest strategy consists in providing estimates of the least energy level (among solutions or equivalently on the corresponding Nehari manifold). Assume

\[
\frac{N + \alpha}{p+1} + \frac{N + \beta}{q+1} > N - 2.
\]

It is proved in [24] that there exist \( a, b, \delta, \alpha_0 > 0 \) such that, for every \( \alpha \geq \alpha_0 \), \( 0 \leq \beta \leq \delta \alpha \), we have

\[
a a^{\frac{(p+2)(q+1)}{p+1}} \left(1 + \beta^{\frac{p+1}{p+1}}\right) \leq c_{\text{rad}} \leq b a^{\frac{(p+2)(q+1)}{p+1}} \left(1 + \beta^{\frac{p+1}{p+1}}\right),
\]
being the least energy level among radial solutions. On the other hand, it is shown in [30, Theorem 2 c)] that
\[
\frac{\alpha, \beta}{C_0} \leq C_0 \alpha^{\frac{2(p+1)(q+1)-N(pq-1)}{p+1}} (C > 0, \beta \leq \alpha, \alpha \geq \alpha_0),
\]
where \(c_{\alpha, \beta}\) is the least energy level among all (not necessarily radial) solutions of (6.6). Actually, in [30] it is assumed \(p > 1, q > 1\) and \(\beta < (q + 1)N\) but a close inspection of their proof shows that (6.8) remains valid as long as \(\beta \leq \alpha\) and \(\alpha\) is sufficiently large. These estimates lead to the following conclusion: a symmetry breaking occurs when \(\alpha\) and \(\beta\) are comparable.

Theorem 6.9. Assume \([H_3]\), \(N > 1\) and there exists \(C > 0\) such that \(\beta \leq \alpha \leq C\beta\) as \(\alpha \to \infty\). Then there exists \(\alpha_0 > 0\) such that for \(\alpha \geq \alpha_0\), no ground state solution of (6.6) is radially symmetric.

Proof. This follows from a simple comparison of the levels \(c_{\alpha, \beta}\) and \(c_{\text{rad}}\). \(\Box\)

In the case where \(\alpha\) and \(\beta\) are no longer comparable, that is \(\beta = o(\alpha)\) as \(\alpha \to \infty\), the situation is much more delicate to handle. If \(\beta\) is fixed, we still deduce a loss of symmetry when \((p, q)\) is sufficiently close to the critical hyperbola, namely
\[
2(p + 1)(q + 1) - N(pq - 1) < (p + 2)(q + 1);
\]
This follows from Theorem 6.9 by taking the estimates (6.8) and (6.7) into account.

As shown in [96], the simplest way to prove symmetry breaking for the scalar Hénon equation is to observe that the ground critical level of the associated functional is asymptotically strictly smaller than the action on any radial solution; for the system (6.6) the situation is more tricky since both the corresponding ground critical levels, the radial one and the global one, may grow asymptotically at the same rate, see [24], and this is in great contrast with the case of a single equation, as treated by [96]. We mention that the estimate (6.7) corrects the wrong estimate [30, Thorem 2c].

To deduce a loss of symmetry in a regime where for instance \(\beta \geq 0\) is fixed and \(\alpha \to \infty\), another strategy can be exploited, namely another one from [96] (adapted for the single equation) which is based on the computation of the second derivative of the underlying energy functional. Here the Lyapunov type reduction of Section 5 is really the good approach to be used since the other ones are not convenient for Morse index type arguments.

Theorem 6.10. \((\beta = o(\alpha)\) and \(\beta \to \infty\) or \(\beta\) fixed) Assume \([H_3]\), \(pq > 1, p \geq 1, q \geq 1, N \geq 3\) and that \(\beta = o(\alpha)\) and \(\beta \to \infty\) as \(\alpha \to \infty\) or \(\beta\) is fixed but taken sufficiently large. Then there exists \(\alpha_0 > 0\) such that for \(\alpha \geq \alpha_0\), no ground state solution of (6.6) is radially symmetric.

We still denote by \(c_{\alpha, \beta}\) the radial ground state level associated to a least energy radial solution \((u_{\alpha, \beta}, v_{\alpha, \beta})\). The main ingredient in the proofs of the last wo
theorems is the following estimate

\[ c_{\alpha, \beta} \leq C_0 \left( \int_B |\nabla u_{\alpha, \beta}|^2 \, dx \right)^{1/2} \left( \int_B \frac{v_{\alpha, \beta}^2}{|x|^2} \, dx \right)^{1/2} \quad \forall \alpha, \beta \geq 0; \]

where the constant \( C_0 = C_0(p, q, N) \) in (6.9) is independent of \( \alpha \) and \( \beta \). The proof is rather long and basically follows from the non negativity of the second derivative of the reduced functional \( J_\lambda \) at a minimizer with a good choice of \( \lambda \). We refer to [24]. Notice that it is in the proof of this estimate that one requires \( p \geq 1, q \geq 1 \) and \( N \geq 3 \). On the other hand, one can show [24] that there exists \( \alpha_0 > 0 \) such that

\[ \left( \int_B |\nabla u_{\alpha, \beta}|^2 \, dx \right)^{1/2} \left( \int_B \frac{v_{\alpha, \beta}^2}{|x|^2} \, dx \right)^{1/2} \leq C_1 \frac{1}{1 + \sqrt{\beta}} c_{\alpha, \beta} \quad \forall \alpha \geq \alpha_0, \beta \geq 0 \]

for some positive constant \( C_1 = C_1(p, q, N) \), as long as \( \beta/\alpha \to 0 \). In fact, it is sufficient to have \( \beta/\alpha \leq \delta \) for some \( \delta < 1/(p + 2) \).

By comparing (6.9) and (6.10) we obtain a contradiction provided \( \beta \) is taken sufficiently large so that \((u_{\alpha, \beta}, v_{\alpha, \beta})\) is not a ground state solution.

7. Concentration phenomena

Throughout this section we will assume \( N \geq 3 \). To start with, let us recall some concentration results for solutions of

\[ -\varepsilon^2 \Delta u + V(x)u = f(u) \quad \text{in } \Omega, \]

with \( f(s) \) being a power type nonlinearity, superlinear at the origin and subcritical at infinity. One of the interesting phenomena concerning (7.1) is the existence of concentration for some classes of solutions under different boundary conditions and assumptions on \( V \). The task of enumerating all contributions to this subject would give a survey paper by itself, hence here we just state some of the most relevant papers whose statements have guided the corresponding results for Hamiltonian systems.

One of the first results regarding concentration phenomena for (7.1) was the one by Floer and Weinstein [58]: for \( \Omega = \mathbb{R} \), \( f(s) = |s|^2s \) and \( V \) bounded, the authors show (through a Liapunov-Schmidt reduction argument) that, given a non degenerate critical point of \( V \), there exists a solution of (7.1) which concentrates around that point. Later, Oh [73, 74, 75] uses a similar approach while extending the results to higher dimensions, dealing also with multipike solutions.

The first results with a non-degeneracy assumption on \( V \) go back to the works by Rabinowitz [84] and Wang [107]. In [84], it is shown the existence of a ground state solutions when \( \Omega = \mathbb{R}^N \) and \( V \) satisfies \( 0 < \inf_{x \in \mathbb{R}^N} V(x) < \liminf_{|x| \to \infty} V(x) \) for sufficiently small \( \varepsilon \to 0 \). In [107], it is proved that these solutions concentrate around a global minimum point of \( V \), as \( \varepsilon \to 0 \).
A further step in the study of these questions was done by del Pino and Felmer [49], where through a penalization method the authors find solutions which concentrate around a local minimum of $V$ (possibly degenerate). This was extended in [51] to find multiple spike solutions concentrating around a finite prescribed number of local minima of $V$, or around given topologically nontrivial critical points of $V$ [48, 50]. We refer to the introduction of [86] for more references on this subject.

Similar phenomena where studied for $V(x) \equiv 1$ and $\Omega$ bounded. For the Dirichlet case, Ni and Wei [72] proved that ground state solutions concentrate at the point which is at the maximum distance from the boundary, whereas in the Neumann case Ni and Takagi [71] showed that they concentrate around a point of $\partial \Omega$ having maximum mean curvature. The proof of these two results were simplified and extended to more general nonlinearities in [52], and we refer to the introduction of the latter paper for a more detailed description of the results and for an excellent review of the subject. We would like also to refer to [7] for more recent results.

At this point, it is natural to ask whether these results extend to the Hamiltonian system

\begin{equation}
\begin{cases}
-\Delta u + V(x)u = g(v) & \text{in } \Omega \\
-\Delta v + V(x)v = f(u) & \text{in } \Omega.
\end{cases}
\end{equation}

The answer is yes, and this task was done mainly in the works of Ramos et al [78, 79] [86] [88, 89, 90]. We will write ahead the exact statements, mainly because some of the results in the mentioned papers need clarification, and also because by using the arguments of Section 5, we can make nowadays less restrictive assumptions on $f, g$. In all statements it is required that $f, g$ satisfy $(fg1)–(fg2)–(fg3)$.

The proofs in these papers use mainly the approach and ideas followed on Section 5, and they do not consist on simple adaptations of the arguments used in the single equation case. In addition to what has been already said thoughtout this paper, there are mainly three difficulties that one needs to take in consideration when passing to the system. Firstly, as far as we know no uniqueness result seems to be known for the limiting problem \((7.2)\) with $\Omega = \mathbb{R}^N$ and $V \equiv 1$, which is a crucial assumption in some of the papers dealing with the single equation case (see for instance [51] Assumption $(f4)$). Secondly, as said before, the energy functional \((1.4)\) is strongly indefinite and the underlying linking theorems are of more complex nature; this fact makes energy estimates much harder to obtain. The third issue is the fact that for $(p, q)$ satisfying assumption $(H4)$, it might happen that either $p$ or $q$ is larger than the critical Sobolev exponent. However, if one has suitable upper bounds for the energy, one can then argue as in Subsection 5.3.

Consider the system

\begin{equation}
\begin{cases}
-\varepsilon^2 \Delta u + u = g(v) & \text{in } \Omega \\
-\varepsilon^2 \Delta v + v = f(u) & \text{in } \Omega
\end{cases}
\end{equation}

under Neumann

\begin{equation}
\frac{\partial u}{\partial n} = \frac{\partial v}{\partial n} = 0 \quad \text{on } \partial \Omega
\end{equation}
or Dirichlet boundary conditions:

\begin{equation}
    u = v = 0 \quad \text{on } \partial \Omega.
\end{equation}

As far as we know, the first paper to obtain concentration phenomena in Hamiltonian systems is due to Ávila and Yang [11], using the dual variational formulation we presented in Section 3 (related results using this approach can be found in [3, 4]). Their results were later on improved in [78, 90].

**Theorem 7.1** ([78, 90]). Let \( \Omega \) be a bounded domain. Under \((fg1)-(fg2)-(fg3)\), there exists \( \varepsilon_0 > 0 \) such that for any \( 0 < \varepsilon < \varepsilon_0 \) problem \((7.3)-(7.4)\) has non constant positive solutions \( u_\varepsilon, v_\varepsilon \). Moreover, \( u_\varepsilon + v_\varepsilon \) attains their maximum value at some unique and common point \( x_\varepsilon \in \partial \Omega \). Up to a subsequence, \( x_\varepsilon \rightarrow \bar{x} \in \partial \Omega \) with

\[ H(\bar{x}) = \max_{x \in \partial \Omega} H(x), \]

where \( H(x) \) denotes the mean curvature at a point \( x \in \partial \Omega \).

At this point we would like to stress the differences between the later statement and the actual statement made in [78, 90]. First of all, in the last papers the assumptions of \( f, g \) were more restrictive (for instance a requirement that \( f''(s) \leq 2f'(s)F(s) \) and \( g''(s) \leq 2g'(s)G(s) \) was made, among others). A close look at the proofs, however, show that, having proved the results of Section 5 under \((fg1)-(fg2)-(fg3)\), the only thing missing is to check that the following stronger result holds under these assumptions:

For any given Palais-Smale sequence \( I, \) that is \( I(u_n, v_n) \) bounded with \( \mu_n := \|I'(u_n, v_n)\| \rightarrow 0 \), then

\[ \sup \{I(t(u_n, v_n)) + (\phi, -\phi) : t \geq 0, \phi \in H_0^1 \} = I(u_n, v_n) + O(\mu_n^2). \]

This was proved in [89, Proposition 2.5] assuming only \((fg1)-(fg2)-(fg3)\).

The second and last difference is that the theorem we stated speaks about concentration of \( u_\varepsilon + v_\varepsilon \), while [78, 90] state that both \( u_\varepsilon, v_\varepsilon \) concentrate at the same unique local maximum \( x_\varepsilon \). It seems however that the proofs there do not imply such a strong result \(^3\) but only the one we stated on Theorem 7.1 (more precisely, step 4. in the argument of the proof of [90, Theorem 3.1] works only for the sum \( u_\varepsilon + v_\varepsilon \)). Alternatively, one can prove the weaker result that \( u_\varepsilon \) and \( v_\varepsilon \) admit global maximum points \( x_\varepsilon \) and \( y_\varepsilon \), and these satisfy \( |x_\varepsilon - y_\varepsilon|/\varepsilon \rightarrow 0 \) as \( \varepsilon \rightarrow 0 \). In particular, \( x_\varepsilon, y_\varepsilon \rightarrow \bar{x} \in \partial \Omega \) which maximizes the mean curvature at the boundary.

Similar comments can be made for the remaining statements of this section, and we refer to [89] for more comments regarding the assumptions on \( f \) and \( g \), and [103, Section 5] for more details concerning both questions.

As far as Dirichlet boundary conditions are concerned, the generalization of [72] for Hamiltonian systems is the following.

\(^3\)This fact was also confirmed by M. Ramos in a private communication.
Theorem 7.2 \((79)\). Let \(\Omega\) be a bounded domain. Under \((fg1)-(fg2)-(fg3)\), there exists \(\varepsilon_0 > 0\) such that for any \(0 < \varepsilon < \varepsilon_0\) the problem \((7.3)-(7.5)\) admits a positive ground state solution \((u_\varepsilon,v_\varepsilon)\), which satisfies the following properties, as \(\varepsilon \to 0\):

1. \(u_\varepsilon + v_\varepsilon\) attain their maximum value at some unique and common point \(x_\varepsilon \in \Omega\);
2. \(d_\varepsilon := \text{dist}(x_\varepsilon, \partial \Omega) \to \max_{x \in \Omega} \text{dist}(x, \partial \Omega)\);
3. \(c_\varepsilon(\Omega) = \varepsilon^N (c(\mathbb{R}^N) + e^{-2(1+\alpha(1))d_\varepsilon/\varepsilon})\),

where \(c_\varepsilon(\Omega)\) denotes the ground state level of \((7.3)\), and \(c(\mathbb{R}^N)\) denotes the ground-state level of the limiting problem \((7.3)\) with \(\varepsilon = 1\) and \(\Omega = \mathbb{R}^N\).

Next, we turn to \((7.6)\)

\[
\begin{align*}
-\varepsilon^2 \Delta u + V(x)u &= g(v) \quad \text{in } \Omega \\
-\varepsilon^2 \Delta v + V(x)v &= f(u) \quad \text{in } \Omega.
\end{align*}
\]

In case \(\Omega = \mathbb{R}^N\), we have the following generalization of \([84, 107]\):

Theorem 7.3 \((88)\). Let \(\Omega = \mathbb{R}^N\). Assume that the nonlinearities \(f\) and \(g\) satisfy \((fg1)-(fg2)-(fg3)\), and that the potential \(V\) is continuous and satisfies
\[
0 < \inf_{x \in \mathbb{R}^N} V(x) < \liminf_{|x| \to \infty} V(x).
\]

Then there exists \(\varepsilon_0 > 0\) such that for any \(0 < \varepsilon < \varepsilon_0\) there exists a positive ground state solution \((u_\varepsilon,v_\varepsilon)\) of \((7.6)\) such that \(u_\varepsilon + v_\varepsilon\) attain their maximum value at some unique and common point \(x_\varepsilon \in \mathbb{R}^N\). Moreover, \(\{x_\varepsilon\}_{\varepsilon}\) is bounded and, up to a subsequence, it converges to \(x_0 \in \mathbb{R}^N\) satisfying
\[
V(x_0) = \min_{x \in \mathbb{R}^N} V(x).
\]

Finally, we want to state the generalization for Hamiltonian systems of the results by del Pino and Felmer \([49, 51]\). Let us assume that \(V\) is locally continuous and
\[
\begin{align*}
(V1) \quad V(x) &\geq \alpha > 0 \text{ for all } x \in \Omega; \\
(V2) \quad \text{there exists bounded domains } \Lambda_i, \text{ mutually disjoint, compactly contained in } \Omega \ (i = 1, \ldots, k) \text{ such that} \\
\quad \inf_{\Lambda_i} V &< \inf_{\partial \Lambda_i} V
\end{align*}
\]

(that is, \(V\) admits at least \(k\) local strict minimum points, possibly degenerate).

Theorem 7.4 \((89, 103 \text{ Section 5})\). Take \(\Omega\) a regular (eventually unbounded) domain. Assume that \((fg1)-(fg3)\) and \((V1)-(V2)\) holds. Then by taking \(\varepsilon > 0\) small enough we have that \((7.6)\) admits a positive solution \((u_\varepsilon,v_\varepsilon)\) having the following properties:

1. \(u_\varepsilon + v_\varepsilon\) possess exactly \(k\) local maximum points \(x_{i,\varepsilon} \in \Omega_i, \ i = 1, \ldots, k;\)
2. \(u_\varepsilon(x_{i,\varepsilon}) + v_\varepsilon(x_{i,\varepsilon}) \geq b > 0, \text{ and } V(x_{i,\varepsilon}) \to \inf_{\Lambda_i} V \text{ as } \varepsilon \to 0;\)
for some constants $b, \gamma, \beta > 0$.

Comments on the proof. As explained in Section 5, one can work without loss of generality with $1 < p = q < 2^*$. We will denote by $J_\varepsilon$ the reduced functional associated with (7.6) in the sense of Subsection 5.2. Fix bounded domains $\tilde{\Lambda}_i$ ($i=1,\ldots,k$), such that $\Lambda_i \subset \tilde{\Lambda}_i$. Take cut-off functions $\phi_i$ such that $\phi_i = 1$ in $\tilde{\Lambda}_i$ and $\phi_i = 0$ in $\mathbb{R}^N \setminus \tilde{\Lambda}_i$. Since $\Omega$ might be an unbounded domain, following [49, 51], one can truncate the functions $f$ and $g$ outside $\Lambda_i$ in such a way that one recovers the Palais-Smale condition. Consider the following Nehari–type set

$$N_\varepsilon := \left\{ u \in H_0^1(\Omega) \mid J'_\varepsilon(u)(u\phi_i) = 0, \quad \text{and} \quad \int_{\Lambda_i} u^2 dx > \varepsilon^{N+1} \right\}.$$

Roughly speaking, this set (which can be proved to be a manifold) localizes the functional $J_\varepsilon$ near each $H_0^1(\Lambda_i) \times H_0^1(\Lambda_i)$. The technical condition $\int_{\Lambda_i} u^2 dx > \varepsilon^{N+1}$ insures that the set is closed. It can be proved that $c_\varepsilon = \inf_{N_\varepsilon} J_\varepsilon$ is a critical point, corresponding to a solution of (7.6) satisfying all the desired properties for sufficiently small $\varepsilon > 0$. As it was said before, we would like to observe that the statement in [89] is slightly incorrect, because it concludes that $u_\varepsilon$ and $v_\varepsilon$ have common local maximums. The veracity of this stronger statement is not known to hold; this is related with the fact that the if $(u, v)$ is a nontrivial solution of the limiting problem

$$-u'' - \frac{N-1}{r}u' + u = g(v), \quad -v'' - \frac{N-1}{r}v' + v = f(u),$$

$$Nu''(0) = u(0) - g(v(0)), \quad Nv''(0) = v(0) - g(u(0)),$$

then one can only guarantee that either $u''(0) \neq 0$ or $v''(0) \neq 0$. The full proof of the statement of Theorem 7.4 is presented in [103, Section 5].

We would like to close this section referring to the work of Ramos [86], where the author (under the dimensional restriction $3 \leq N \leq 6$) exhibits solutions of (7.6) which concentrate around a prescribed critical point of $V$, which is not necessarily a minimum. It remais an open question whether this extends to higher dimensions or if there exist multi-peak solutions of the system for small $\varepsilon > 0$ concentrating around topologically nontrivial critical points of $V$ (in the sense of [48, Theorem 1.2]).

8. Multiplicity results in the spirit of the Symmetric Mountain Pass Lemma

Let $\Omega$ be a bounded domain of $\mathbb{R}^N$, $N \geq 3$. It is well known that the superlinear and subcritical problem

$$-\Delta u = |u|^{p-1}u \text{ in } \Omega, \quad u = 0 \text{ on } \partial \Omega,$$
possesses infinitely many solutions in $H^1_0(\Omega)$ as follows from the natural $\mathbb{Z}_2$-symmetry and the symmetric Mountain Pass Lemma of Ambrosetti and Rabinowitz [8]. The non homogeneous problem

\begin{equation}
-\Delta u = |u|^{p-1} u + h(x) \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial\Omega,
\end{equation}

where $h \in L^2(\Omega)$, can therefore be seen as a (large) perturbation of a symmetric situation and thus a large number of solutions is expected. One can indeed obtain infinitely many solutions, provided the growth range of the nonlinearity is suitably restricted. Namely, Bahri and Berestycki [14], Struwe [97], and, with a different approach, Rabinowitz [82, 83] proved the existence of infinitely many solutions for problem (8.1) under the restriction

\begin{equation}
p > 1, \quad \frac{2}{p+1} + \frac{1}{p} > \frac{2N-2}{N},
\end{equation}

while, later on, Bahri and Lions [12] and Tanaka [101] (see also [64]) showed that it is sufficient to assume

\begin{equation}
p > 1, \quad p+1 < \frac{2N-2}{N-2}.
\end{equation}

The main ingredient in Bahri and Lions [12] and Tanaka [101] is the use of the Morse index leading to more precise estimates and a better conclusion. Moreover, assuming the “natural” growth restriction $(p+1)(N-2) < 2N$, Bahri [13] proved that there is an open dense set of functions $h \in H^{-1}(\Omega)$ for which (8.1) admits infinitely many weak solutions.

For the corresponding Hamiltonian elliptic system

\begin{equation}
\begin{cases}
-\Delta u = |v|^{q-1} v + k(x) \quad \text{in } \Omega, \\
-\Delta v = |u|^{p-1} u + h(x) \quad \text{in } \Omega, \\
u, v = 0 \quad \text{on } \partial\Omega,
\end{cases}
\end{equation}

the symmetric case $h(x) \equiv k(x) \equiv 0$ has been studied by several authors. By means of a Galerkin type approximation combined with the approach presented in Subsection 2.2, one can reduce the strongly indefinite functional to a semidefinite situation. We sketch this approach in Section 8.1. A different approach to the problem of symmetric indefinite functional was given by Angenent and van der Vorst in [9], who applied Floer’s version of Morse theory to Hamiltonian elliptic systems, in the spirit of [12] (see also [10]).

We show in Subsection 8.2 and Subsection 8.3 ahead that the variational approaches presented in the preceding sections allow to derive simplest proofs for the symmetric situation. Moreover, in the case where $h(x) \not\equiv 0$ and $k(x) \not\equiv 0$, the reduction method of Section 5 is successful to obtain the equivalent of the Bahri-Lions’ result for the scalar equation (for $p,q > 1$). Indeed, Rabinowitz’s approach mainly relies on an estimate of the deviation from symmetry and the use of an auxiliary functional. It turns out that the reduced functional $\mathcal{J}$ suits very well in
Rabinowitz’s approach (with some adaptation). Moreover, Morse index information a la Bahri-Lions can be injected since with \( J \) we recover the geometry of the single equation case functional.

In dimension 1 (see Subsection 8.4), we show that the reduction by inversion allows to treat the more general case \( pq > 1 \).

It must be stressed that since in general no a priori bounds for positive solutions are known to hold for (8.4), the results in this section do not give any information about the sign of the infinitely many solutions. In Subsection 9.2 we will discuss this in more detail, providing also multiplicity of sign-changing solutions.

8.1. The direct approach and Galerkin type approximation. In this section we consider the symmetric problem

\[
\begin{align*}
-\Delta u &= |v|^{q-1}v \quad \text{in } \Omega, \\
-\Delta v &= |u|^{p-1}u \quad \text{in } \Omega, \\
u, v &= 0 \quad \text{on } \partial\Omega,
\end{align*}
\]

following closely the presentation by Tarsi [102]. We will use the fractional Sobolev space approach of Subsection 2.2, and so we take \((p,q)\) satisfying \((H2)\), which yields the existence of \(0 < s < 2\) so that the functional \(I_s\) in (2.5) is well defined. We show that infinitely many solutions can be found as critical points of \(I_s\) by means of a version of the symmetric Mountain Pass Lemma of Ambrosetti and Rabinowitz [8], valid for strongly indefinite functionals. Let us introduce some notations.

Take a Banach space \(E\) with norm \(\|\cdot\|\). Suppose that \(E = E^+ \oplus E^-\) with both \(E^+, E^-\) having infinite dimension, spanned respectively by \((e^+_i)\), and \((e^-_i)\). Set, for \(n, m \in \mathbb{N}\)

\[
X_n = \text{span}\{e^+_1, ..., e^+_n\} \oplus E^-, \quad X^m = E^+ \oplus \text{span}\{e^-_1, ..., e^-_m\},
\]

and let \((X^m)^\perp\) denote the complement of \(X^m\) in \(E\). For a functional \(I \in C^1(E, \mathbb{R})\), we define \(I_n := I|_{X_n}\) as the restriction of \(I\) on \(X_n\). Then we have the following theorem due to de Figueiredo and Ding [41, Proposition 2.1], see also Bartsch and de Figueiredo [17].

**Theorem 8.1.** Let \(E\) be as above and let \(I \in C^1(E, \mathbb{R})\) be even with \(I(0) = 0\). In addition, suppose that for each \(m \in \mathbb{N}\), the following conditions hold:

1. \((I_1)\) there exists \(R_m > 0\) such that \(I(z) \leq 0\) for all \(z \in X^m\) with \(\|z\| \geq R_m\);
2. \((I_2)\) there exist \(r_m > 0\) and \(a_m \to +\infty\) such that \(I(z) \geq a_m\) for all \(z \in (X^m)^\perp\) with \(\|z\| = r_m\);
3. \((I_3)\) \(I\) is bounded from above on bounded sets of \(X^m\);

and that

1. \((I_4)\) \(I\) satisfies the \((PS)^*_c\) condition for any \(c \geq 0\), that is, any sequence \(\{z_n\} \subset E\) such that \(z_n \in X_n\) for any \(n \in \mathbb{N}\), \(I(z_n) \to c\), and \(I'(z_n) \equiv I'(z_n) \to 0\) as \(n \to +\infty\) possesses a convergent subsequence.

Then the functional \(I\) possesses an unbounded sequence \(\{c_m\}\) of critical values.
Idea of the proof. The sequence of critical values can be constructed by means of a Galerkin approximation. Using the previous notations, set
\[ B^m := \{ z \in X^m : \| z \| \leq R_m \} \]
as being the ball of radius \( R_m \) in \( X^m \), take
\[ B^m_n := B^m \cap X_n = \{ z \in X^m \cap X_n : \| z \| \leq R_m \}, \]
and define the following sets of continuous maps
\[ \Gamma^m_n := \{ h \in C(B^m_n, X_n) : h(-z) = -h(z) \ \forall z \in B^m_n, \ h(z) = z \ \forall z \in \partial B^m_n \}. \]
Finally define the values
\[ c^m_n := \inf_{h \in \Gamma^m_n} \sup_{z \in B^m_n} I(h(z)). \]
It can be proved that, for sufficiently large \( m \in \mathbb{N} \), the sequences \( c^m_n \) converge to critical values \( c^m \) of the functional \( I \) as \( n \to +\infty \). Thus the limits
\[ c_m := \lim_{n \to +\infty} c^m_n \]
are critical values of the symmetric functional \( I \) for large \( m \). \( \square \)

Other versions of the same theorem are known, where the \((PS)_{c^*}^*\) condition is replaced by other variants, or by the usual Palais-Smale condition (see for instance [16, 19, 53] and references therein).

We briefly present the functional framework in which the functional \( I_s \) associated to the system (8.5) satisfies the hypotheses of Theorem 8.1. First, fix again in \( H^1_0(\Omega) \) a system of orthogonal and \( L^2 \)-normalized eigenfunctions \( \phi_1, \phi_2, \phi_3, \ldots \), of \(-\Delta, \phi_1 > 0\), corresponding to positive eigenvalues \( \lambda_1 < \lambda_2 \leq \lambda_3 \leq \ldots \uparrow +\infty \), counted with their multiplicity. Remember the definition of
\[ A^s u = A^s \left( \sum_{n=1}^{\infty} a_n \phi_n \right) = \sum_{n=1}^{\infty} \lambda_n^{s/2} a_n \phi_n \]
defined in the space \( E^s(\Omega) \), see (2.3). Like in Subsection 2.2 we use the notation \( E_s = E^s(\Omega) \times E^t(\Omega) \) with \( t = 2 - s \). In order to apply Theorem 8.1 one uses the decomposition \( E_s = E_s^+ \oplus E_s^- \), with
\[ E_s^+ = \{(u, A^{-t} A^s u) : u \in E^s(\Omega)\}, \quad E_s^- = \{(u, -A^{-t} A^s u) : u \in E^s(\Omega)\}, \]
and basis \( (\phi_n, \pm A^{-t} A^s \phi_n)_n \). For the details we refer to Tarsi [102, Theorem 1.1] or to de Figueiredo and Ding [41] for a related but different problem.

8.2. The Symmetric Mountain Pass Lemma combined with the Lyapunov-Schmidt type reduction. We now show how the reduction approach of Section 5 combined with the Symmetric Mountain Pass Lemma [8] provides a short proof of the existence of infinitely many solution in a symmetric framework. Observe that we have to restrict ourselves to the case \( p, q > 1 \).

Theorem 8.2. Assume \((p, q)\) satisfies \([H_4]\). Then the system (8.5) admits an unbounded sequence of solutions \((u_k, v_k)_k \subset H^1_0(\Omega) \times H^1_0(\Omega)\).
Proof. We can assume that $1 < p = q < 2^* - 1$ (cf. Remark 5.11 or the discussion ahead) so that we can work with the functional space $H_0^1(\Omega) \times H_0^1(\Omega)$. Remember from (5.5) the definition of reduced functional
\[ J(u) = \sup \{ I(u + \psi, u - \psi) : \psi \in H_0^1(\Omega) \} = I(u + \Psi, u - \Psi), \]
so that
\[ J(u) \geq I(u, u) \geq \|u\|^2_{H_0^1} \]
provided $\|\alpha\| = \rho$ with $\rho > 0$ small enough. Now, take a finite dimensional subspace $X \subset H_0^1(\Omega)$. Assume by contradiction that there exists an unbounded sequence $(u_n)_n \subset X$ such that
\[ \liminf_{n \to \infty} J(u_n) > -\infty. \]
By computing $J(u_n)$, we easily see that the sequence $(\|\Psi_{u_n}\|_{H_0^1}/\|u_n\|_{H_0^1})_n$ is bounded and
\[ \lim_{n \to \infty} \int \left| \frac{u_n}{\|u_n\|_{H_0^1}} \pm \frac{\Psi_{u_n}}{\|u_n\|_{H_0^1}} \right|^p = 0. \]
It then follows that
\[ \lim_{n \to \infty} \int \left| \frac{u_n}{\|u_n\|_{H_0^1}} \right|^p = 0, \]
which is impossible since $X$ has finite dimension. Now since $J$ satisfies the Palais-Smale condition and it is an even functional, we can therefore apply the $\mathbb{Z}_2$-version of the Mountain Pass Theorem [8, Theorem 2.8 & Corollary 2.9] to the functional $J$, and the conclusion in the case $1 < p = q < 2^* - 1$ follows from Lemma 5.11.

Next, we observe that assuming $1 < p = q < 2^* - 1$ is not restrictive. Indeed, if for instance $p < 2^* - 1 < q$, we define $g_n(s)$ as in Subsection 5.3. Since $p < 2^* - 1$, extending the case of pure powers to our new settings, it is easily seen that for every $n \in \mathbb{N}$, the modified system
\[ (8.6) \]
has an unbounded sequence of solutions $(u_k, v_k)_k \subset H_0^1(\Omega) \times H_0^1(\Omega)$. Finally, arguing as in Section 5.3 it comes out that those solutions are bounded in the $L^\infty$ norm independently of $n$. This means that for every $k \in \mathbb{N}$, the first $k$ solutions of (8.6) are indeed solutions of the original system provided $n$ is chosen large enough. Since this is true for every $k \in \mathbb{N}$, the conclusion follows.

8.3. The Symmetric Mountain Pass Lemma combined with the reduction by inversion. Here we show how the reduction by inversion approach of Section 4 combined with the Symmetric Mountain Pass Lemma [8], see also [83, p. 5], provide yet another short proof, even simpler than that of Theorem 8.2, of the existence of countable infinitely many solution in a symmetric framework. Here we closely follow the presentation in [55].
Let $\Omega$ be a smooth bounded domain in $\mathbb{R}^N$ with $N \geq 1$. We consider the system

\begin{equation}
\begin{aligned}
-\Delta u &= |v|^{q-1}v & \text{in } \Omega, \\
-\Delta v &= |u|^{p-1}u & \text{in } \Omega, \\
u, v &= 0 & \text{on } \partial \Omega,
\end{aligned}
\end{equation}

under the same hypothesis made in Section 3, namely

\begin{equation}
(H3) \quad p, q > 0, \quad 1 > \frac{1}{p+1} + \frac{1}{q+1} > \frac{N-2}{N}.
\end{equation}

As we have seen at Section 4, the system (8.7) is equivalent to the fourth-order equation

\begin{equation}
\begin{aligned}
\Delta \left( |\Delta u|^{\frac{1}{q-1}} \Delta u \right) &= |u|^{p-1}u & \text{in } \Omega \\
u, \Delta u &= 0 & \text{on } \partial \Omega.
\end{aligned}
\end{equation}

Let $E = W^{2,\frac{q+1}{q}}(\Omega) \cap W^{1,\frac{p+1}{q+1}}_0(\Omega)$. So, under $\{H1\}$, classical solutions $(u, v)$ of (8.7) are the pairs such that $u$ is a critical point of the $C^1(E, \mathbb{R})$ functional $J : E \to \mathbb{R}$ defined by

\begin{equation}
J(u) = \frac{q}{q+1} \int_{\Omega} |\Delta u|^{\frac{q+1}{q}} \, dx - \frac{1}{p+1} \int_{\Omega} |u|^{p+1} \, dx.
\end{equation}

Here we prove the following theorem which improves Theorem 8.2.

**Theorem 8.3.** Assume $(H3)$. Then (8.7) has a sequence of classical solutions $(u_n, v_n)$ such that $J(u_n) \to \infty$ as $n \to \infty$.

**Proof.** By using Lemma 3.2 since $(H3)$ is satisfied, it is possible to show that $J$ satisfies the Palais-Smale condition; cf. [54, Lemma 3.4].

On the other hand, by using the superlinear hypothesis $1 > \frac{1}{p+1} + \frac{1}{q+1}$, that is $pq > 1$, and standard arguments it follows that $J$ has a mountain pass geometry around its local minimum at origin. Also, its is clear that $J$ is an even functional.

Then, by [83, p. 5], we just need to prove that for every finite dimensional subspace $F \subset E$, there exists $R = R(F) > 0$ such that $J(u) \leq 0$ for $u \in F \setminus B_R(F)$. This follows from the hypothesis $p > \frac{1}{q}$, since

\begin{equation}
J(u) = \frac{q}{q+1} \|u\|_{E}^{\frac{q+1}{q}} - \frac{1}{p+1} \|u\|_{p+1}^{p+1}
\end{equation}

and that on finite dimensional subspaces all norms are equivalent. \qed

8.4. Perturbation from symmetry. Throughout this subsection we will restrict the discussion to the case $N \geq 3$. Using the direct variational approach and adapting Rabinowitz’s arguments [84], Tarsi [102] obtained a first result in the vein of [14, 83, 84, 97] for the system (8.5). As in [11], the approach relies on Galerkin type arguments. Tarsi [102] proved the existence of infinitely many solutions for the perturbed system (8.4) under the restriction (assuming also that $1 < p \leq q$)

\begin{equation}
\frac{1}{p+1} + \frac{1}{q+1} + \frac{p+1}{p(q+1)} > \frac{2N-2}{N}.
\end{equation}
We observe that this condition implies condition (8.2) and it reduces to (8.2) in case \( p = q \). In particular, \( p + 1 \) is not allowed to be close to the critical range \((2N - 2)/(N - 2)\) which appears in (8.3). Observe also that both \( p + 1 \) and \( q + 1 \) have to be smaller than the critical Sobolev exponent \( 2N/(N - 2) \).

Using the Lyapunov-Shmidt type reduction of Section 5, Bonheure and Ramos [26, 27] get rid of the indefiniteness of the energy functional associated to the system, giving rise to critical points whose energy is controlled (from below) by their Morse indices. This allows to obtain a result in the vein of Bahri and Lions [12] and Tanaka [101] improving (8.8).

**Theorem 8.4** ([26, 27]). Let \( h, k \in L^2(\Omega) \) and take \((p,q)\) satisfying

\[
1 < p \leq q, \quad \frac{N}{2} \left( 1 - \frac{1}{p+1} - \frac{1}{q+1} \right) < \frac{p}{p+1}.
\]

Then the system (8.4) admits an unbounded sequence of solutions \((u_k,v_k)_k \subset H^1_0(\Omega) \times H^1_0(\Omega)\).

Observe that the condition (8.9) is sharp in the sense that it reduces to (8.3) in the case \( p = q \). In particular, this condition is implied by that expressed in (8.8). On the other hand, (8.9) does force both \( p + 1 \) and \( q + 1 \) to be smaller than the Sobolev exponent \( 2N/(N - 2) \). Observe also that we do assume both equations to be superlinear. Up to our knowledge, it is not known whether Theorem 8.4 extends to superlinear systems under the milder assumption \( pq > 1 \), except in dimension \( N = 1 \), see the forthcoming Theorem 8.5.

The proof of Theorem 8.4 combines the perturbation argument from Rabinowitz [84] and Tanaka [101] for the single equation (8.1) with the Lyapunov-Schmidt type reduction of Section 5 and makes use of a new estimate of the augmented Morse index of some min-max critical points of the reduced function \( J \). In fact, the main
ingredients for proving this estimate is the family of reduced functional depending on a parameter $J_\lambda$ (Subsection 5.4) and the well-known Cwikel [38], Lieb [66] and Rosenbljum [91] inequality (see [94] for a proof), which asserts that if $m^*_\nu(\alpha)$ denotes the number of eigenvalues $\mu \leq 1$ of the problem

$$-\Delta \varphi = \nu V(x) \varphi, \quad \varphi \in H^1_0(\Omega),$$

with $N \geq 3$, then

$$m^*_\nu(\alpha) \leq C \int V(x)^{N/2} \, dx$$

for some universal constant $C > 0$. We refer to [26, 27] for the complete proof.

As discussed above, the condition on the exponents $p$ and $q$ can be improved in dimension $N = 1$. The price to pay is that one needs to require more regularity on the perturbations $f, g$.

Theorem 8.5 ([22]). Suppose that $p, q > 0$, $pq > 1$ and $f, g \in C^1([0, 1])$. Then the system

$$\begin{cases}
-u'' = |v|^{q-1} v + f(x) & x \in (0, 1), \\
-v'' = |u|^{p-1} u + g(x) & x \in (0, 1), \\
u(0) = v(0) = u(1) = v(1) = 0 & \text{on } \{0, 1\}
\end{cases}$$

has infinitely many classical solutions.

The proof consists first in reducing (8.5) to a single nonlinear fourth-order equation as in Section 4. Let $u_f$ be the unique solution of $-u'' = f(x)$, $x \in (0, 1)$ that vanishes on at $x = 0$ and $x = 1$. Considering $w = u - u_f$, one is led to study the equation

$$\begin{cases}
\left( |w''|^\frac{q-1}{2} \right)'' = |w|^{q-1} w + |w + u_f|^{p-1}(w + u_f) - |w|^{p-1} w + g(x) & \text{in } (0, 1), \\
w, w'' = 0 & \text{on } \{0, 1\}.
\end{cases}$$

Assuming that $0 < q \leq 1$, the function

$$(x, s) \mapsto |s + u_f(x)|^{p-1}(s + u_f(x)) - |s|^{p-1}s + g(x)$$

is in $L^\infty([0, 1] \times \mathbb{R})$ as soon as $u_f$ and $g$ are bounded. This motivates to consider the model problem

$$(8.10) \quad \begin{cases}
\left( |w''|^\frac{q-1}{2} \right)'' = |w|^{p-1} w + h(x, w) & \text{in } (0, 1), \\
w, w'' = 0 & \text{on } \{0, 1\},
\end{cases}$$

with $h \in L^\infty([0, 1] \times \mathbb{R})$ and Carathéodory. The proof next follows Rabinowitz’s approach [82] adapted by Garcia Azorero and Peral Alonso [59] to deal with perturbations from symmetry involving the $p$-Laplacian operator. A crucial argument in Rabinowitz’s method is the use of the asymptotic estimates for the eigenvalues of the Laplacian. In the case we have the Laplacian operator, since it is linear, these asymptotic estimates lead directly to Poincaré type inequalities on the orthogonal of the spaces generated by the $n$–th first eigenfunctions. When dealing with a nonlinear differential operator, this step is much more delicate and
relies on some results on Schauder bases which are derived from Fourier analysis theory and topological isomorphism, for instance between \( W^{2,p}((0,1)) \) and \( L^p((0,1)) \times \mathbb{R}^2 \) when dealing with the fourth order quasilinear operator as in \((8.10)\). One of the main ingredient then for the proof of Theorem 8.5 is that for every \( 1 < p < \infty \), \( \{ \sin(n \pi t) : n \geq 1 \} \) is a Schauder basis for \( W^{1,p}_0((0,1)) \) and for \( W^{2,p}((0,1)) \cap W^{1,p}_0((0,1)) \). It is this step which would require new ideas if one wants to improve Theorem 8.5 to higher dimension. Indeed, for instance, if \( N = 2 \) and \( \Omega = (0,1) \times (0,1) \), the sequence of eigenfunctions of \( (\Delta, H^1_0(\Omega)) \), ordered according to the corresponding increasing value of the sequence of eigenvalues, is not a Schauder base for \( L^{(p+1)/p}(\Omega) \) if \( p \neq 1 \), since the process of “ball summation” for the double Fourier series does not work: see [65] Section 3.3 & Theorem 3.5.6.

We refer to [22] for the complete proof of Theorem 8.5.

9. Sign-Changing solutions

In this final section we briefly describe two results about sign-changing solutions of Hamiltonian systems. In the first subsection, we report a recent work dealing with least energy nodal solution for an Hénon–type system, proving existence and symmetry properties. In the second subsection, we go back to the symmetric problem \((8.5)\), showing the existence of infinitely many sign-changing solutions. The latter result is proved with the Lyapunov-Schmidt type reduction approach, while the former uses the dual method.

9.1. Least energy nodal solutions. In some of the first sections we addressed, from several points of view, the question of existence and symmetry of ground state solutions (or least energy solutions). Recently in [25], the authors together with Miguel Ramos have succeeded in proving similar results for least energy nodal solutions, that is, solutions which minimize the energy among the set of all solutions which change sign. More precisely, the results hold for the Hénon–type systems in a bounded domain \( \Omega \):

\[
\begin{cases}
-\Delta u = |x|^\beta |v|^{q-1}v & \text{in } \Omega \\
-\Delta v = |x|^\alpha |u|^{p-1}u & \text{in } \Omega \\
u, v = 0 & \text{on } \partial \Omega
\end{cases}
\]

under the assumptions

\[
\alpha, \beta \geq 0, \quad 1 > \frac{1}{p+1} + \frac{1}{q+1} > \frac{N-2}{N}
\]

(which include the biharmonic case, namely when \( p = \alpha = 1 \)). We have used the dual method to treat the problem, and we will follow closely the notations from Section 3. Given \( r, \gamma > 0 \), define

\[
L^r(\Omega, |x|^{-\gamma}) := \{ u : \Omega \to \mathbb{R} \text{ measurable} : \int_\Omega |u|^r |x|^{-\gamma} \, dx < \infty \}
\]
which is a Banach space equipped with the norm

$$\|u\|_{r,\gamma} := \left( \int_{\Omega} |u|^r |x|^{-\gamma} \, dx \right)^{1/r}.$$  

Observe that, since \( \Omega \) is bounded and \( \gamma > 0 \), we have the inclusions \( L^r(\Omega, |x|^{-\gamma}) \subset L^r(\Omega) \), where the last is the usual \( L^r \)-space. Define

$$X := L^{(p+1)/p}(\Omega, |x|^{-\alpha/p}) \times L^{(q+1)/q}(\Omega, |x|^{-\beta/q}),$$

$$\|(w_1, w_2)\|_X := \|w_1\|_X^{p+1} + \|w_2\|_X^{q+1} \quad \forall w = (w_1, w_2) \in X$$

and consider the map \( T : X \to L^1(\Omega) \) given by

$$Tw = w_1 Kw_2 + w_2 Kw_1 \quad w = (w_1, w_2) \in X$$

where, with some abuse of notations, \( K \) denotes the inverse of the Laplace operator with zero Dirichlet boundary conditions. Let \( I : X \to \mathbb{R} \) be the associated energy functional

$$I(w_1, w_2) = \frac{p}{p+1} \int_{\Omega} |w_1|^{(p+1)/p}|x|^{-\alpha/p} \, dx + \frac{q}{q+1} \int_{\Omega} |w_2|^{(q+1)/q}|x|^{-\beta/q} \, dx - \frac{1}{2} \int_{\Omega} Tw \, dx.$$  

Then the least energy nodal level can be defined by

$$c_{nod} = \inf\{I(w_1, w_2) : (w_1, w_2) \neq (0,0), \ I'(w_1 w_2) = 0\}.$$  

As in the case of ground states (cf. Section 3), this level can be characterized via a fiber-type map. Having this in mind, consider the constants

$$\lambda := \frac{2p(q+1)}{p+q+2pq}, \quad \mu = \frac{2q(p+1)}{p+q+2pq},$$

so that

$$\gamma := \lambda \frac{p+1}{p} = \mu \frac{q+1}{q} \in ]1,2[ \quad \text{and} \quad \lambda + \mu = 2.$$  

Given \( w \in X \), define \( \theta = \theta_w : \mathbb{R}_0^+ \times \mathbb{R}_0^+ \to \mathbb{R} \) by

$$\theta(t, s) = I(t^\lambda w_1^+ - s^\lambda w_1^-, t^\mu w_2^+ - s^\mu w_2^-),$$

and observe that \((t, s)\) is a critical point of \( \theta \) if and only if \((t, s)\) \( \in \mathcal{N}_{nod} \), where

$$\mathcal{N}_{nod} := \{(w_1, w_2) \in X : w_i^\pm \neq 0 \text{ and } I'(w)(\lambda w_i^+, \mu w_i^-) = I'(w)(\lambda w_i^-, \mu w_i^+) = 0\}.$$  

Since \( \theta_w \) may not have a global maximum for some \( w \in \mathcal{N}_{nod} \), we need to consider the following auxiliary set

$$\mathcal{N}_0 = \left\{ (w_1, w_2) \in X : \begin{array}{l} \lambda \int_{\Omega} w_1^+ Kw_2 \, dx + \mu \int_{\Omega} w_1 Kw_2^+ \, dx > 0 \\ \lambda \int_{\Omega} w_1^- Kw_2 \, dx + \mu \int_{\Omega} w_1 Kw_2^- \, dx < 0 \end{array} \right\}.$$  

Observe that \( w_i^\pm \neq 0 \forall i = 1,2, \ (w_1, w_2) \in \mathcal{N}_0 \). It can be proved that for each \( w \in \mathcal{N}_0, \theta_w \) admits a unique global maximum, which corresponds to a point in \( \mathcal{N}_{nod} \). The main results in [25] deal with existence and symmetry of least...
energy nodal solutions, and provide several equivalent characterizations of the corresponding energy level.

**Theorem 9.1.** The number $c_{nod}$ is attained by a function $w \in N_{nod}$, and

$$c_{nod} = \inf_{N_{nod}} \sup_{w \in N, t, s > 0} I(t^\lambda w_1^+ - s^\lambda w_1^-, t^\mu w_2^+ - s^\mu w_2^-).$$

Moreover, if $\Omega$ is a ball, then each least energy nodal solution $(u, v)$ is such that both $u, v$ are foliated Schwarz symmetric with respect to the same $p \in \partial B_1(0)$.

The proof of foliated Schwarz symmetry uses the notion of polarization, which has been introduced in Subsection 6.1. In [25], several examples of symmetry breaking are provided.

**Remark 9.2.** It is not clear if any approach different from the dual method could have been used to solve this problem. For instance if one tried the Lyapunov-Schmidt type reduction (Section 5), one would have to deal with the functions $\Psi_{u^+}, \Psi_{u^-}$, which seem difficult to characterize and to compare. On the other hand, by choosing the reduction by inversion approach (Section 4), one could not have worked with positive and negative parts of functions, since these are no longer in the domain of the corresponding energy functional; instead, one would have to deal with the projections on the cones of positive and negative functions.

9.2. Multiplicity results. Next we go back to the task of obtaining multiplicity results for the system (1.3), which we repeat here for convenience of the reader:

\[
\begin{aligned}
-\Delta u &= |v|^{q-1}v & \text{in } \Omega, \\
-\Delta v &= |u|^{p-1}u & \text{in } \Omega, \\
u, v &= 0 & \text{on } \partial \Omega.
\end{aligned}
\] (9.1)

We will assume (H4), which we recall as being

\[
(H4) \quad p, q > 1, \quad \frac{1}{p+1} + \frac{1}{q+1} > \frac{N-2}{N}.
\]

In Subsections 8.1-8.2-8.3 we have seen several ways of proving that (9.1) admits infinitely many solutions. However, since in general no a priori bounds for positive solutions are known, the previous result does not allow one to withdraw any conclusion about the existence of infinitely many sign-changing solutions. Nonetheless, this was proved directly with success in [85, Theorem 4] by using the approach introduced in Section 5.

**Theorem 9.3.** Assume that $(p,q)$ satisfies (H4). Then (9.1) admits an unbounded sequence of sign changing solutions $(u_k, v_k)$ in the sense that $(u_k + v_k)^+ \neq 0$, $(u_k + v_k)^- \neq 0$ for every $k$.

**Remark 9.4.** For $(u, v)$ solution of the problem, one has that $u + v$ changes sign if and only if both $u$ and $v$ change sign. In fact, the direct implication can be proved by using the maximum principle. As for the reverse implication, suppose

\[4\text{Except if } N = 3 \text{ and } 1 < p, q < 2^* - 1, \text{ see for instance [80] for recent developments.}\]
that \( u^\pm, v^\pm \neq 0 \). One must have \( \{ u > 0 \} \cap \{ v > 0 \} \neq \emptyset \), otherwise \( \{ u > 0 \} \subseteq \{ v < 0 \} \) and, by multiplying the equation of \( u \) by \( u^+ \), we would get \( \int_{\Omega} |\nabla u^+|^2 \, dx = \int_{\Omega} |v|^q \, |u^+|^2 \, dx \leq 0 \) and \( u^+ \equiv 0 \), a contradiction. Analogously, \( \{ u < 0 \} \cap \{ v < 0 \} \neq \emptyset \), and the claim follows.

**Sketch of the proof of Theorem 9.3.** As explained in Section 5 (see in particular Remark 5.17), we can suppose without loss of generality that \( 1 < p = q < 2^* - 1 \). We will use the notations of that section, recalling for instance the notion of reduced functional

\[
\mathcal{J}(u) := I(u + \Psi_u, u - \Psi_u), \quad u \in H^1_0(\Omega)
\]

(cf. (5.5)). For \( k \in \mathbb{N} \), let \( E_k := \text{span}\{\phi_1, \ldots, \phi_k\} \), where \( \phi_1 \) is again the \( i \)-th eigenvalue of \( (-\Delta, H^1_0(\Omega)) \), and \( S_k := \{ E_k^I \colon \|u\|_{L^p} = 1\} \). It can be proved that there exists \( c_0 > 0 \) (independent of \( k \)) such that

\[
\inf_{S_k} \mathcal{J} > -c_0
\]

and that (for large \( R_k > 0 \))

\[
\sup_{\partial Q_k} \mathcal{J} < -c_0, \quad \text{for } Q_k := B_{R_k} \cap E_k.
\]

In order to prove existence of sign-changing solutions, it is important to have some estimates outside the set \( P \), the cone of positive solutions. One proves that there exists \( M_k \) and \( \mu_k \) such that

\[
\text{dist}(u, P) \geq 2\mu_k, \quad \forall u \in S_k, \quad \mathcal{J}(u) \leq M_k,
\]

and that the cone \( P \) is invariant for the flow, in the sense that if \( \sigma(t, u) \) solves

\[
\frac{\partial \sigma}{\partial t}(t, u) = -\chi(\sigma(t, u)) \frac{\nabla \mathcal{J}(\sigma(t, u))}{\|\nabla \mathcal{J}(\sigma(t, u))\|}, \quad \sigma(0, u) = 0
\]

for some smooth function \( \chi : H^1_0(\Omega) \to [0, 1] \), then

\[
\text{dist}(u, P) \leq \mu_k \Rightarrow \text{dist}(\sigma(t, u), P) \leq \mu_k \quad \forall t \geq 0.
\]

Then it can be proved that

\[
c_k = \inf_{\gamma \in \Gamma_k} \sup_{\gamma(Q_k) \cap \{\text{dist}(u, P) \geq \mu_k\}} \mathcal{J},
\]

with

\[
\Gamma_k = \{ \gamma \in C(Q_k, H^1_0(\Omega)) : \gamma \text{ is odd, } \gamma|_{\partial Q_k} = Id, \sup_{\gamma(Q_k)} \mathcal{J} < M_k \},
\]

is a critical level of \( \mathcal{J} \), having a sign changing critical point \( u_k \) with Morse index less than or equal to \( k \). By combining this with a suitable notion of linking, it is proved the existence of a sign-changing solution \( u_k^* \) with augmented Morse index \( m^*(u_k) \) greater than or equal to \( k \), and such that

\[
C' k^{2(p+1)(q+1)} \left( \frac{p+1}{p(q+1)} \right)^{\frac{2(p+1)(q+1)}{(p(q+1)^2)}} \leq \mathcal{J}(u_k^*) \leq c_k \leq C k^{2(p+1)} + C,
\]

where in the second inequality it is used \cite[Proposition 9]{27}. □
It should be noted that the strategy of the proof is flexible enough to be applied to obtain “perturbation of symmetry” results in the case of single equation problems involving the harmonic or the biharmonic operator [85].
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