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Abstract. Patankar schemes have attracted increasing interest in recent years because they preserve the positivity of the analytical solution of a production-destruction system (PDS) irrespective of the chosen time step size. Although they are now of great interest, for a long time it was not clear what stability properties such schemes have. Recently a new stability approach based on Lyapunov stability with an extension of the center manifold theorem has been proposed to study the stability properties of positivity preserving time integrators. In this work, we study the stability properties of the classical modified Patankar–Runge–Kutta schemes (MPRK) and the modified Patankar Deferred Correction (MPDeC) approaches. We prove that most of the considered MPRK schemes are stable for any time step size and compute the stability function of MPDeC. We investigate its properties numerically revealing that also most MPDeC are stable irrespective of the chosen time step size. Finally, we verify our theoretical results with numerical simulations.
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1. Introduction. The derivation of structure preserving methods is essentially important and has attracted much attention recently in various different ways, cf. [20, 16, 21, 2]. One specific family of schemes which ensures the positivity and conservation property of the numerical approximations are modified Patankar (MP) schemes. They are constructed for conservative and positive production-destruction systems (PDS) which are used to describe chemical reactions or biological models [4], but can also be found as the semi-discretization of convection equations (with and without) stiff source terms [6, 12]. Such a PDS is defined through the following system of ordinary differential equations (ODEs):

\begin{align}
y'_i &= P_i(y) - D_i(y), \quad i = 1, \ldots, N
\end{align}

with

\begin{align}
P_i(y) &= \sum_{j=1}^{N} p_{ij}(y), \quad D_i(y) = \sum_{j=1}^{N} d_{ij}(y), \quad p_{ij}(y) = d_{ji}(y) \geq 0 \quad \text{and} \quad y = (y_1, \ldots, y_N)^T,
\end{align}

where \( y_i \) denotes the \( i \)-th concentration, e.g. the density of an chemical or biological component. Further, the production rate \( p_{ij} \) denotes the rate of change from the \( j \)-th component to the \( i \)-th component whereas the destruction \( d_{ij} \) tells us the change from the \( i \)-th component to the \( j \)-th component.

The PDS is positive if the componentwise inequality \( y(0) > 0 \) implies \( y(t) > 0 \) for all \( t > 0 \). It is easy to see that due to \( p_{ij}(y) = d_{ji}(y) \), solutions of (1.1) fulfill additionally the
conservation property $\sum_{i=1}^{N} y_i(t) = \text{const}$ for all $t \geq 0$.

To mimic conservation and positivity discretely, modified Patankar schemes have been first developed in [4] and further extended and applied in [16, 17, 19]. They proposed families of second- and third-order accurate modified Patankar–Runge–Kutta (MPRK) methods which are based on the Butcher coefficients whereas Huang and Shu have used as their starting point for the MP developments strong stability preserving (SSP) RK schemes in Shu-Osher form introducing SSPMPRK methods [11, 12]. However, all of those approaches have maximum order three, whereas arbitrary high-order MP schemes have later been proposed in [20]. These schemes are based on the Deferred Correction method [8]. All of those MP schemes are unconditionally positive and conservative for $y(0) > 0$.

Although the benefits of MP schemes have been repeatedly demonstrated numerically since their introduction in 2003, an analytical study of their stability and robustness has been lacking until recently. In [23] some issues of MP schemes have been analyzed whereas in [13, 14, 15], a suitable stability theory for positivity preserving time integration schemes has been proposed and applied to a family of second order MPRK schemes. In [10], this theory has been used to investigate the stability properties of the SSPMPRK schemes. In this paper, we follow the lines of [14, 15] and investigate the stability behavior of several MP schemes. We concentrate on the classical MPRK schemes from [16, 17] and the MPDeC approach up to order 14 [20].

The rest of the paper is organized as follows. In the next section, we shortly repeat the notation, the main definitions and results regarding the stability of fixed points from [15]. Next, in Section 3 and 4, we investigate the stability of MP schemes. First, we focus on a high-efficient MPRK scheme proposed in [23] and explain the general setting. Later, we consider the general families of third order MPRK schemes from [16, 17], denoted by MPRK43($\alpha, \beta$) and MPRK43($\gamma$). In Section 4, we extend our stability investigation to the MPDeC schemes from [20]. In numerical simulations, see Section 5, we verify our theoretical results. Finally, we formulate our conclusions and future research interests in section 6. In the Appendix 7, we give some additional material for completeness.

2. Preliminary Results and Notation. In the following part we shortly introduce the notation and the considered test equation where we also repeat the preliminary stability results for positivity preserving schemes following [13, 14, 15].

2.1. Notation and Test Case. We consider a stable linear positive and conservative PDS of the form

\begin{equation}
    y'(t) = Ay(t)
\end{equation}

with $A \in \mathbb{R}^{N \times N}$ and the initial condition

\begin{equation}
    y(0) = y^0 > 0
\end{equation}

following the notation and investigation in [10, 15]. In case that we have exactly $k > 0$ linear invariants, there exist vectors $n_1, \ldots, n_k$ which form a basis of the $\ker(A^T)$. As a consequence, they fulfill $n_i^T y(t) = n_i^T y^0$ for all $t \geq 0$ and $i = 1, \ldots, k$. Note that for conservative PDS we find $1 \in \ker(A^T)$, i.e. the sum of each column vanishes, that is $\sum_{j=1}^{N} a_{ji} = 0$ for $i = 1, \ldots, N$. 
Due to a classical result from dynamical system theory \cite{18}, we know that (2.1) is positive if and only if $A$ is a Metzler matrix, i.e. the off-diagonal elements are nonnegative. Altogether, (2.1) can be rewritten as a positive and conservative PDS with $p_{ij}(y) = d_{ij}(y) = a_{ij}y_j$ and $p_{ii}(y) = d_{ii}(y) = 0$ for $i \neq j$ and $i, j = 1, \ldots, N$. Moreover,

\begin{equation}
- \sum_{j=1}^{N} d_{ij}(y) = - \sum_{j=1}^{N} a_{ij}y_i = a_{ii}y_i
\end{equation}

holds true, which was already used in \cite{10} to rewrite the SSPMRK schemes in matrix-vector notation when applied to (2.1). To ensure stable steady states $y^* \in \ker(A)$ in the sense of Definition 2.2, the matrix $A$ has a spectrum

$$\sigma(A) \subseteq \mathbb{C}^- = \{ z \in \mathbb{C} \mid \Re(z) \leq 0 \}$$

and the eigenvalues of $A$ with zero real part have to be associated to a Jordan block size of 1, cf. \cite[Theorem 2]{7}. Also, according to the same theorem, no steady state of the test equation (2.1) is asymptotically stable in the sense of Definition 2.2 since $\ker(A) \neq \{0\}$.

To summarize the assumptions on the linear PDS (2.1), we introduce the algebraic multiplicity $\mu_A(\lambda)$ of the eigenvalue $\lambda \in \sigma(A)$ as well as the corresponding geometric multiplicity $\gamma_A(\lambda)$. Altogether we consider in the following systems of the form

\begin{equation}
y' = Ay, \quad A \neq 0, \quad A - \text{diag}(A) \geq 0, \quad \mu_A(0) = \gamma_A(0) = k \geq 1, \quad 1 \in \ker(A^T), \quad \sigma(A) \subseteq \mathbb{C}^-,
\end{equation}

where $\text{diag}(A)$ denotes the diagonal of $A$.

**Remark 2.1.** We want to note, that $1 \in \ker(A^T)$ and $A \neq 0$ imply that the matrix $A$ is even a proper Metzler matrix, which means that in addition to being a Metzler matrix, $A$ possesses at least one negative diagonal element. As a result of \cite[Theorem 10, Corollary 11]{3}, the only eigenvalue $\lambda \in \sigma(A) \subseteq \mathbb{C}^-$ with $\Re(\lambda) = 0$ is $\lambda = 0$. Hence, the only eigenvalue for which we require equality of algebraic and geometric multiplicity in \cite[Theorem 2]{7} is $\lambda = 0$.

As a final notation we want to introduce the diagonal matrix $\text{diag}(y)$ for a given vector $y \in \mathbb{R}^N$ by $(\text{diag}(y))_{ii} = y_i$ for $i = 1, \ldots, N$.

### 2.2. Stability of Positive and Conservative Schemes

Here we recall the main theorem from \cite{15} that we use for the subsequent stability investigation. The theorem provides sufficient conditions for the stability analysis of non-hyperbolic fixed points, i.e. fixed points $y^*$ of a map $g: D \to D$ with $D \subseteq \mathbb{R}^N$, where the Jacobian $Dg(y^*)$ of $g$ at $y^*$ possesses at least one eigenvalue $\lambda$ with $|\lambda| = 1$. We consider the following stability notion of $y^*$.

**Definition 2.2.** Let $y^*$ be a fixed point of an iteration scheme $y^{n+1} = g(y^n)$, that is $y^* = g(y^*)$.

1. $y^*$ is called Lyapunov stable if, for any $\epsilon > 0$, there exists a $\delta = \delta(\epsilon) > 0$ such that $\|y^0 - y^*\| < \delta$ implies $\|y^n - y^*\| < \epsilon$ for all $n \geq 0$.

2. If in addition to 1, there exists a constant $c > 0$ such that $\|y^0 - y^*\| < c$ implies $\|y^n - y^*\| \to 0$ for $n \to \infty$, we call $y^*$ asymptotically stable.
3. A fixed point that is not Lyapunov stable is said to be \textit{unstable}.

In the following we will also just speak of stable fixed points. A common result concerning the stability of fixed points is the following.

**Theorem 2.3 ([22, Theorem 1.3.7]).** Let \( y^{n+1} = g(y^n) \) be an iteration scheme with fixed point \( y^* \). Suppose the Jacobian \( Dg(y^*) \) exists and denote its spectral radius by \( \rho(Dg(y^*)) \).

Then

1. \( y^* \) is asymptotically stable if \( \rho(Dg(y^*)) < 1 \).
2. \( y^* \) is unstable if \( \rho(Dg(y^*)) > 1 \).

This theorem does not provide us with a criterion for the analysis of fixed points that are stable but not asymptotically stable, which must belong to the class of non-hyperbolic fixed points. Nevertheless, it gives a sufficient condition for detecting unstable fixed points. Still, the case of \( \rho(Dg(y^*)) = 1 \) is not yet covered by Theorem 2.3, and thus, we use the following theorem from [15]. For a better reading flow we first introduce some notation.

Since we have assumed that the system \( y' = Ay \) has exactly \( k \geq 1 \) linear invariants, there exist \( n_1, \ldots, n_k \) forming a basis of \( \ker(A^T) \). Similar to [15], we introduce

\[
N = \begin{pmatrix} n_1^T \\ \vdots \\ n_k^T \end{pmatrix} \in \mathbb{R}^{k \times N}
\]

as well as the set

\[
(2.5) \quad H = \{ y \in \mathbb{R}^N \mid Ny = Ny^* \},
\]

and repeat the following theorem on the stability of an iteration in its explicit form, i.e. \( y^{n+1} = g(y^n) \).

**Theorem 2.4 ([15]).** Let \( A \in \mathbb{R}^{N \times N} \) such that \( \ker(A) = \text{span}(v_1, \ldots, v_k) \) represents a \( k \)-dimensional subspace of \( \mathbb{R}^N \) with \( k \geq 1 \). Also, let \( y^* \in \ker(A) \) be a fixed point of a map \( g : D \to D \) where \( D \subseteq \mathbb{R}^N \) contains a neighborhood \( D \) of \( y^* \). Moreover, let any element of \( C = \ker(A) \cap D \) be a fixed point of \( g \) and suppose that \( g|_D \in C^1 \) as well as that the first derivatives of \( g \) are Lipschitz continuous on \( D \). Then \( Dg(y^*)v_i = v_i \) for \( i = 1, \ldots, k \) and the following statements hold.

1. If the remaining \( N - k \) eigenvalues of \( Dg(y^*) \) have absolute values smaller than 1, then \( y^* \) is stable.
2. Let \( H \) be defined by (2.5) and \( g \) conserve all linear invariants, which means that \( g(y) \in H \cap D \) for all \( y \in H \cap D \). If additionally the assumption of 1 is satisfied, then there exists a \( \delta > 0 \) such that \( y^0 \in H \cap D \) and \( \|y^0 - y^*\| < \delta \) imply \( y^n \to y^* \) as \( n \to \infty \).

We want to note that according to [10, Remark 2.4], \( g \in C^2(D) \) is enough to conclude that \( g|_D \in C^1 \) has Lipschitz continuous derivatives for an appropriate neighborhood \( D \).

3. **Stability investigation of modified Patankar schemes.** In [14, 15], a novel stability investigation has been developed for conservative and positive time integration schemes. To
that end, Theorem 2.4 was applied to a family of second order MPRK methods and it was shown that all fixed points are unconditional stable, i.e. stable for all $\Delta t > 0$. Recently, also families of SSPMPRK schemes have been investigated inside this framework [10]. In this section, we extend those investigations and consider modified Patankar schemes based on several Runge–Kutta methods. Thereby, the schemes are linearly implicit, so that the function $g$ satisfying $y^{n+1} = g(y^n)$ is in all these cases implicitly given by solving linear systems. By the same reasoning as in [10], one can verify that $g \in C^2$ for all schemes under consideration. The main idea for proving this is to show that the functions $\Phi_i$ defined by the numerical scheme are in $C^2$ and that $g$ is obtained by solving only linear systems with a unique solution.

Similarly, all schemes preserve positive steady states with the same arguments as in [10] or [23, Prop. 2.3]. Thus, in order to apply Theorem 2.3 and part 1 of Theorem 2.4, we need to compute the eigenvalues of the Jacobian of $g$ evaluated at some steady state $y^* \in \ker(A) \cap D^0$. However, to use also part 2 of Theorem 2.4, we need to prove that $g$ additionally conserves all linear invariants.

In order to compute $Dg(y^*)$ we follow the approach as in [15, 10] introducing functions $\Phi_i$ and several Jacobians. The functions $\Phi_i$ arise from rearranging the equations for the $s$ stages of the numerical method leading to

$$0 = \Phi_j(y^n, y^{(1)}(y^n), \ldots, y^{(j)}(y^n)), \quad j = 1, \ldots, s$$

$$0 = \Phi_{n+1}(y^n, y^{(1)}(y^n), \ldots, y^{(s)}(y^n), g(y^n)).$$

Note that $\Phi_j(x_0, \ldots, x_j)$ is a function of $j+1$ vector-valued variables while $\Phi_{n+1}(x_0, \ldots, x_s, y)$ depends on $s+2$ variables. As mentioned above, in all cases we will find $\Phi_{k, \Phi_{n+1}}$ are in $C^2$, so that we may define

$$D_n\Phi_j = \frac{\partial}{\partial x_0} \Phi_j, \quad D_l\Phi_j = \frac{\partial}{\partial x_l} \Phi_j,$$

for $j, l = 1, \ldots, s$ with $l \leq j$, and

$$D_n\Phi_{n+1} = \frac{\partial}{\partial x_0} \Phi_{n+1}, \quad D_l\Phi_{n+1} = \frac{\partial}{\partial x_l} \Phi_{n+1}, \quad D_{n+1}\Phi_{n+1} = \frac{\partial}{\partial y} \Phi_{n+1}.$$

for $l = 1, \ldots, s$. Moreover, the operators $D_i^*$ indicate the evaluation of the corresponding Jacobian at $y^*, y^{(1)}(y^*)$ et cetera, e.g. $D_n^*\Phi_2 = D_n\Phi_2(y^*, y^{(1)}(y^*), y^{(2)}(y^*))$. As we interpret $y^{(k)} = y^{(k)}(y^n)$ we also introduce the Jacobian $D^*y^{(k)} = Dy^{(k)}(y^*)$.

With that we can derive a formula for computing $Dg(y^*)$, where $y^{n+1} = g(y^n)$ is the unique solution to (3.1). The chain rule yields

$$0 = D_n^*\Phi_j + \sum_{l=1}^{j} D_l^*\Phi_j D^*y^{(l)}, \quad j = 1, \ldots, s,$$

$$0 = D_{n+1}^*\Phi_{n+1} + \sum_{l=1}^{s} D_{s+1}^*\Phi_{s+1} D^*y^{(l)} + D_{n+1}^*\Phi_{n+1} Dg(y^*).$$
which can be rewritten to

\[ D^* y^{(j)} = - \left( D_j^* \Phi_j \right)^{-1} \left( D_n^* \Phi_j + \sum_{l=1}^{j-1} D_l^* \Phi_j D^* y^{(l)} \right), \quad j = 1, \ldots, s, \]

(3.4)

\[ D g(y^*) = - \left( D_{n+1}^* \Phi_{n+1} \right)^{-1} \left( D_n^* \Phi_{n+1} + \sum_{l=1}^{s} D_l^* \Phi_{n+1} D^* y^{(l)} \right), \]

if all occurring inverses exist. Also, in order to avoid long formulas in the following, we may omit to write the functions \( \Phi_i \) together with all their arguments.

**Stability of MPRK(3,2).** In [23] a novel three stage, second order MPRK method has been developed and investigated numerically. The scheme has shown favorable properties and is given by

\[ y^{(1)} = y^n + \Delta t \sum_j \left( p_{ij}(y^n) \frac{y_j^{(1)}}{y_j^n} - d_{ij}(y^n) \frac{y_i^{(1)}}{y_i^n} \right), \]

\[ y^{(2)} = y^n + \Delta t \sum_j \left( \frac{p_{ij}(y^n) + p_{ij}(y^{(1)}) y_j^{(2)}}{4} \frac{y_j^{(1)}}{y_j^n} - \frac{d_{ij}(y^n) + d_{ij}(y^{(1)}) y_i^{(2)}}{4} \frac{y_i^{(1)}}{y_i^n} \right), \]

\[ y^{n+1} = y^n + \Delta t \sum_j \left( \frac{p_{ij}(y^n) + p_{ij}(y^{(1)}) + 4p_{ij}(y^{(2)}) y_j^{n+1}}{6} \frac{y_j^{(1)}}{y_j^n} - \frac{d_{ij}(y^n) + d_{ij}(y^{(1)}) + 4d_{ij}(y^{(2)}) y_i^{n+1}}{6} \frac{y_i^{(1)}}{y_i^n} \right). \]

Note that this scheme is steady state preserving as the stages are uniquely determined and \( y^{n+1} = y^{(2)} = y^{(1)} = y^* \) is a valid solution. Hence, writing \( y^{n+1} = g(y^*) \) we obtain \( g(y^*) = y^{(2)}(y^*) = y^{(1)}(y^*) = y^* \).

Next, we apply MPRK(3,2) to (2.4) which, due to (2.3), yields in matrix vector notation the following identity

\[ 0 = (I - \Delta t A)y^{(1)} - y^n = \Phi_1 \]

and we obtain

\[ D_n^* \Phi_1 = -I \quad \text{and} \quad D_1^* \Phi_1 = I - \Delta t A. \]

(3.6)

The second stage can be written as

the linear system

\[ 0 = y^n + \frac{\Delta t}{4} A \text{diag}(y^{(2)})(\text{diag}(y^{(1)}))^{-1}(y^n + y^{(1)}) - y^{(2)} = \Phi_2. \]

(3.7)

This equation can be transformed using the fact that diagonal matrices commute and \( \text{diag}(v^T)w = \text{diag}(w^T)v \) for all \( v, w \in \mathbb{R}^N \), yielding

\[ \Phi_2 = y^n + \frac{\Delta t}{4} A \text{diag}(y^n + y^{(1)})(\text{diag}(y^{(1)}))^{-1}y^{(2)} - y^{(2)}. \]

(3.8)
(3.9) \[ y^n + \frac{\Delta t}{4} A \text{ diag}(y^{(2)}) \left( \text{diag}(y^{(1)})^{-1} + 1 \right) - y^{(2)}, \]

where \( 1 = (1, \ldots, 1)^T \in \mathbb{R}^N \) as well as \( (y^{-1})_i = y_i^{-1} \) for \( y \in \mathbb{R}^N_{>0} \) and \( i = 1, \ldots, N \). Hence, we find

\[
D^*_n \Phi_2 \overset{(3.7)}{=} I + \frac{\Delta t}{4} A, \quad D^*_1 \Phi_2 \overset{(3.9)}{=} -\frac{\Delta t}{4} A, \quad D^*_2 \Phi_2 \overset{(3.8)}{=} \frac{\Delta t}{2} A - I.
\]

With analogous steps as before, the final step reads

\[
0 = y^n + \frac{\Delta t}{6} A \text{ diag}(y^{n+1})(\text{diag}(y^{(1)})^{-1}(y^n + y^{(1)} + 4y^{(2)}) - y^{n+1} = \Phi_{n+1}.
\]

Using again the above mentioned calculation rules, we get

\[
\Phi_{n+1} = y^n + \frac{\Delta t}{6} A \text{ diag}(y^n + y^{(1)} + 4y^{(2)})(\text{diag}(y^{(1)})^{-1}y^{n+1} - y^{n+1})
\]

\[
= y^n + \frac{\Delta t}{6} A \text{ diag}(y^{n+1}) \left( \text{diag}(y^n + 4y^{(2)})(y^{(1)})^{-1} + 1 \right) - y^{n+1}.
\]

Therefore,

\[
D^*_n \Phi_{n+1} \overset{(3.11)}{=} I + \frac{\Delta t}{6} A, \quad D^*_1 \Phi_{n+1} \overset{(3.13)}{=} -\frac{5}{6} \Delta t A,
\]

\[
D^*_2 \Phi_{n+1} \overset{(3.11)}{=} \frac{2}{3} \Delta t A, \quad \Phi_{n+1} \overset{(3.12)}{=} \Delta t A - I.
\]

Since \( \sigma(A) \subseteq \mathbb{C}^- \), we conclude that the inverses of the following matrices exist. We obtain from (3.4):

\[
D^* y^{(1)} = -(D^*_1 \Phi_1)^{-1} D^*_n \Phi_1 = (I - \Delta t A)^{-1},
\]

\[
D^* y^{(2)} = -(D^*_2 \Phi_2)^{-1} \left( D^*_n \Phi_2 + D^*_1 \Phi_2 D^* y^{(1)} \right) = -\left( \frac{\Delta t}{2} A - I \right)^{-1} \left( I + \frac{\Delta t}{4} A - \frac{\Delta t}{4} A(I - \Delta t A)^{-1} \right),
\]

\[
Dg(y^*) = -(D^*_n+1 \Phi_{n+1}^{-1})^{-1}(D^*_n \Phi_{n+1} + D^*_1 \Phi_{n+1} D^* y^{(1)} + D^*_2 \Phi_{n+1} D^* y^{(2)})
\]

\[
= (I - \Delta t A)^{-1} \left( I + \frac{\Delta t}{6} A - \frac{5}{6} \Delta t A(I - \Delta t A)^{-1} \right)
\]

\[
- \frac{2}{3} \Delta t A \left( \frac{\Delta t}{2} A - I \right)^{-1} \left( I + \frac{\Delta t}{4} A - \frac{\Delta t}{4} A(I - \Delta t A)^{-1} \right).
\]

Hence, eigenvalues \( \lambda \) of \( A \) are eigenvalues of the Jacobian \( Dg(y^*) \). By substituting \( z = \lambda \Delta t \), we obtain the stability function \( R(z) \) for MPRK(3,2) with

\[
R(z) = \frac{1}{1 - z} \left( 1 + \frac{z}{6} \frac{5z}{6(1 - z)} - \frac{4z}{3(1 - z)} \left( 1 + \frac{z}{4} \frac{z}{4(1 - z)} \right) \right) = \frac{z^3 + 18z - 12}{6(1 - z)^2(z - 2)},
\]

so that

\[
\sigma(Dg(y^*)) = \{ R(\lambda \Delta t) \mid \lambda \in \sigma(A) \}.
\]
Before we analyze this stability function, we want to point out that, due to (3.12),

\[ \mathbf{n}^T g(y^n) = \mathbf{n}^T y^{n+1} = \mathbf{n}^T y^n \]

holds true for all \( \mathbf{n} \in \ker(\mathbf{A}) \) as \( \mathbf{n}^T \mathbf{A} = \mathbf{0} \). Hence, the map \( g \) generating the iterates of the MPRK(3,2) scheme conserves all linear invariants of the linear test problem. As a consequence, all conditions for applying Theorem 2.3 and Theorem 2.4 are met. It remains to prove that \( |R(z)| < 1 \) holds in order to conclude the stability of the fixed points as well as the local convergence towards the corresponding steady state solution \( y^* \) satisfying \( \mathbf{n}^T y^0 = \mathbf{n}^T y^* \) for all \( \mathbf{n} \in \ker(\mathbf{A}^T) \).

**Proposition 3.1.** The stability function \( R(z) = \frac{z^3 + 18z - 12}{6(z-1)^2(z-2)} \) satisfies \( R(0) = 1 \) and \( |R(z)| < 1 \) for \( z \in \mathbb{C} \setminus \{0\} \).

**Proof.** Obviously, it is \( R(0) = 1 \). Then, we investigate \( |R(z)|^2 \) for \( z = iy \) and \( y \in \mathbb{R} \). Elementary calculations yield for the denominator of \( |R(z)|^2 \):

\[ |6(1 - z)^2(z-2)|^2 = 144 + 324y^2 + 216y^4 + 36y^6, \]

where the numerator gives

\[ |z^3 + 18z - 12|^2 = 144 + 324y^2 - 36y^4 + y^6. \]

Due to the even powers of \( y \), it is obviously that for \( y \neq 0 \), we have \( |R(iy)| < 1 \). Since \( R(z) \) is a rational function with poles\(^1\) at \( z = 1,2 \), we see that \( R(z) \) is holomorphic for all \( z \in \mathbb{C}^- \). We can apply the Phragmén-Lindelöf principle on the union of the origin and the interior of \( \mathbb{C}^- \) and deduce that \( |R(z)| \leq 1 \) for all \( z \in \mathbb{C}^- \). With the maximum principle, we know that \( |R(z)| = 1 \) is only possible on the imaginary axis since \( R \) is not constant. Therefore, it follows \( |R(z)| < 1 \) for all \( z \) with \( \Re(z) < 0 \).

From this result, we can follow as a direct consequence of Theorem 2.4:

**Corollary 3.2.** 1. Let \( y^* \) be a positive steady state of the differential equation (2.1). Then, \( y^* \) is a stable fixed point of the MPRK(3,2) for all \( \Delta t > 0 \).

2. Let \( y^* \) be the unique steady state of the initial value problem (2.1), (2.2). Then, the scheme MPRK(3,2) converges towards \( y^* \) for all \( \Delta t > 0 \), if \( y^0 \) is close enough to \( y^* \).

**Remark 3.3.** We want to mention that as long as the stability function \( R(z) = \frac{N(z)}{D(z)} \) with polynomials \( N, D \) satisfying \( \deg(N) \leq \deg(D) \) and \( D(z) \neq 0 \) for all \( z \in \mathbb{C}^- \), we can conclude \( |R(z)| < 1 \) for \( \Re(z) < 0 \) whenever \( |R(z)| \leq 1 \) holds on the imaginary axis with the same reasoning as in the proof of Proposition 3.1.

Moreover, we point out that the Phragmén-Lindelöf principle can also be applied to different sectors of \( \mathbb{C}^- \). Indeed, according to [3], all eigenvalues of a proper Metzler matrix \( \mathbf{A} \in \mathbb{R}^{N \times N} \) with \( 0 \in \sigma(\mathbf{A}) \subseteq \mathbb{C}^- \) and \( N \leq 4 \) lie in the sector \( S = \left\{ z \in \mathbb{C}^- \mid \arg(z) \in \left(\frac{3}{4}\pi, \frac{5}{4}\pi\right)\right\} \), and

\(^1\)Note that the stability function is always well defined on \( \mathbb{C}^- \) as otherwise a Jacobian of some \( \Phi_i \) must have been singular.
hence, it suffices in this case to investigate the stability function on the boundary of \( S \) rather than the imaginary axis. However, the analysis on \( \partial S \) is more complex.

**Stability of MPRK43\((\alpha, \beta)\).** In the following part, the third order accurate MPRK43-family from \([16, 17]\) will be analyzed, which can be written as

\[
\begin{align*}
y_i^{(1)} &= y_i^n + a_{21} \Delta t \sum_{j=1}^{N} \left( p_{ij}(y^n) \frac{y_j^{(1)}}{y_j^n} - d_{ij}(y^n) \frac{y_i^{(1)}}{y_i^n} \right), \\
y_i^{(2)} &= y_i^n + \Delta t \sum_{j=1}^{N} \left( (a_{31} p_{ij}(y^n) + a_{32} p_{ij}(y^{(1)})) \frac{y_j^{(2)}}{(y_j^n)^{\frac{1}{3}} (y_j^{(1)})^{1-\frac{1}{3}}} - (a_{31} d_{ij}(y^n) + a_{32} d_{ij}(y^{(1)})) \frac{y_i^{(2)}}{(y_i^n)^{\frac{1}{3}} (y_i^{(1)})^{1-\frac{1}{3}}} \right), \\
y_i^{(3)} &= y_i^n + \Delta t \sum_{j=1}^{N} \left( (\beta_1 p_{ij}(y^n) + \beta_2 p_{ij}(y^{(1)})) \frac{y_j^{(3)}}{(y_j^n)^{\frac{1}{4}} (y_j^{(1)})^{1-\frac{1}{4}}} - (\beta_1 d_{ij}(y^n) + \beta_2 d_{ij}(y^{(1)})) \frac{y_i^{(3)}}{(y_i^n)^{\frac{1}{4}} (y_i^{(1)})^{1-\frac{1}{4}}} \right), \\
y_i^{n+1} &= y_i^n + \Delta t \sum_{j=1}^{N} \left( (b_1 p_{ij}(y^n) + b_2 p_{ij}(y^{(1)}) + b_3 p_{ij}(y^{(2)})) \frac{y_j^{n+1}}{y_j^{(3)}} - (b_1 d_{ij}(y^n) + b_2 d_{ij}(y^{(1)}) + b_3 d_{ij}(y^{(2)})) \frac{y_i^{n+1}}{y_i^{(3)}} \right),
\end{align*}
\]

where \( p = 3a_{21} (a_{31} + a_{32}) b_3, \quad q = a_{21}, \quad \beta_2 = \frac{1}{2a_{21}} \) and \( \beta_1 = 1 - \beta_2 \).

We want to note that in \([16]\) the stages are labeled \( y^{(1)}, y^{(2)}, y^{(3)} \) and \( \sigma \), however, the first stage reads \( y^{(1)} = y^n \) and can directly be inserted into the further stages. As a result, the first non-trivial stage is the second one, which we denote by \( y^{(1)} \) here. As a result of this shift in superscript numbering, the stage \( \sigma \) corresponds to \( y^{(3)} \) in our framework. We performed these changes in order to be consistent with our notation and to reduce the number of functions \( \Phi_i \) by one. Also note that by the same reasoning as above, this scheme is also steady state preserving so that \( y^n = y^* > 0 \) yields \( y^{(i)}(y^n) = y^* \) for \( i = 1, 2, 3 \) and \( g(y^n) = y^{n+1}(y^n) = y^* \).

The Butcher tableau with respect to the two parameters is defined by

\[
\begin{array}{c|ccc}
& \alpha & \beta \\
\hline
0 & 0 & \alpha \\
\alpha & 3\alpha^2(1-\alpha) - \beta \alpha & \beta(\beta-\alpha) \\
\beta & \frac{6\alpha^2(\alpha-3\alpha)}{6\alpha(\beta-\alpha)} & \frac{3\beta-2}{6\alpha(\beta-\alpha)} & \frac{2-3\alpha}{6\alpha(\beta-\alpha)} \\
1 + \frac{2-3\alpha(\alpha-\beta)}{6\alpha(\beta-\alpha)} \\
\end{array}
\]

with

\[
\begin{align*}
2/3 \leq \beta &\leq 3\alpha(1-\alpha) & \quad \left\{ \begin{array}{l}
1/3 \leq \alpha < \frac{2}{3}, \\
3\alpha(1-\alpha) \leq \beta \leq 2/3 \quad \text{for} \quad 2/3 \leq \alpha < \alpha_0, \\
\frac{3\alpha-2}{6\alpha-3} \leq \beta \leq 2/3 \quad \text{for} \quad \alpha > \alpha_0,
\end{array} \right.
\end{align*}
\]

and \( \alpha_0 \approx 0.89255 \).

We follow the steps from MPRK32 and obtain

\[0 = (I - a_{21} \Delta t A) y^{(1)} - y^n = \Phi_1.\]
The Jacobians of \( \Phi_1 \) with respect to \( y^n \) and \( y^{(1)} \) are

\[
(3.19) \quad D_n^{*} \Phi_1 = -I \quad \text{and} \quad D_1^{*} \Phi_1 = I - a_{21} \Delta t A.
\]

For the second step, we obtain the linear system

\[
(3.20) \quad 0 = \Delta t A \, \text{diag}(y^{(2)}((\text{diag}(y^{(1)}))^{-1} \frac{1}{p} ((\text{diag}(y^n))^{-1} - \frac{1}{p} (a_{31} y^n + a_{32} y^{(1)})) + y^n - y^{(2)}) = \Phi_2.
\]

In order to compute the Jacobians of \( \Phi_2 \) with respect to \( y^n \) and \( y^{(1)} \), we introduce

\[
f(x, y(x)) = \text{diag}(x^k(a_1 x + a_2 y(x)))
\]

for some \( k, a_1, a_2 \in \mathbb{R} \), where \( y(x^*) = x^* \). We see that

\[
(3.21) \quad \left( \frac{\partial}{\partial x} f(x^*, y(x^*)) \right)_{ij} = \left. \frac{\partial}{\partial x_j} \left( (x_i^*)^k(a_1 x_i + a_2 y_i(x)^*) \right) \right|_{x = x^*}
\]

\[
= \delta_{ij} \left( k(x_i^*)^{k-1}(a_1 + a_2) x_i^* + (x_i^*)^k a_1 \right)
\]

\[
= \left( \text{diag}(x^*)^k \right)_{ij} (k(a_1 + a_2) + a_1).
\]

Hence, the derivatives of \( \Phi_2 \) are given by the following terms, using \( a_{31} + a_{32} = \beta \):

\[
(3.22) \quad D_n^{*} \Phi_2 = I + \Delta t A \left( \frac{1}{p} - 1 \right) \beta + a_{31},
\]

\[
D_1^{*} \Phi_2 = \Delta t A \left( -\frac{\beta}{p} + a_{32} \right),
\]

\[
D_2^{*} \Phi_2 = 0,
\]

\[
D_3^{*} \Phi_2 = -I + \beta \Delta t A.
\]

Next, \( \Phi_3 \) satisfies

\[
(3.23) \quad 0 = \Delta t A \, \text{diag}(y^{(3)}((\text{diag}(y^{(1)}))^{-1} \frac{1}{q} ((\text{diag}(y^n))^{-1} - \frac{1}{q} (\beta_1 y^n + \beta_2 y^{(1)}) + y^n - y^{(3)}) = \Phi_3.
\]

The derivatives are given by the following terms, using \( \beta_1 + \beta_2 = 1 \) and (3.21):

\[
(3.24) \quad D_n^{*} \Phi_3 = I + \Delta t A \left( \frac{1}{q} - 1 + \beta_1 \right),
\]

\[
D_1^{*} \Phi_3 = \Delta t A \left( -\frac{1}{q} + \beta_2 \right),
\]

\[
D_2^{*} \Phi_3 = 0,
\]

\[
D_3^{*} \Phi_3 = -I + \Delta t A.
\]

Finally, the last step can be written as

\[
(3.25) \quad 0 = y^n + \Delta t A \, \text{diag}(y^{n+1}((\text{diag} y^{(3)}))^{-1}) (b_1 y^n + b_2 y^{(1)} + b_3 y^{(2)}) - y^{n+1} = \Phi_{n+1}.
\]
Note that from this equation we can conclude that the generating map \( g \) conserves all linear invariants as \( n^T A = 0 \) implies \( n^T y^n = n^T y^{n+1} \). Furthermore, the derivatives are given by the following terms, using \( b_1 + b_2 + b_3 = 1 \):

\[
\begin{align*}
D_n^* \Phi_{n+1} &= I + b_1 \Delta t A, \\
D_1^* \Phi_{n+1} &= b_2 \Delta t A, \\
D_2^* \Phi_{n+1} &= b_3 \Delta t A, \\
D_3^* \Phi_{n+1} &= -\Delta t A, \\
D_{n+1}^* \Phi_{n+1} &= \Delta t A - I.
\end{align*}
\] (3.26)

With \( \sigma(A) \subseteq \mathbb{C}^- \) the inverses needed for (3.4) exist and we get

\[
\begin{align*}
D^* y^{(1)} &= -(D^*_1 \Phi_1)^{-1} D_n^* \Phi_1 = (I - \alpha \Delta t A)^{-1}, \\
D^* y^{(2)} &= -(D^*_2 \Phi_2)^{-1} \left( D_n^* \Phi_2 + D_1^* \Phi_2 D^* y^{(1)} \right) \\
&= (I - \beta \Delta t A)^{-1} \left( I + \Delta t A \left( \frac{1}{p} - 1 \right) \beta + a_{31} \right) + \Delta t A \left( -\frac{\beta}{p} + a_{32} \right) (I - \alpha \Delta t A)^{-1}, \\
D^* y^{(3)} &= -(D^*_3 \Phi_3)^{-1} \left( D_n^* \Phi_3 + D_1^* \Phi_3 D^* y^{(1)} + D_2^* \Phi_3 D^* y^{(2)} \right) \\
&= (I - \Delta t A)^{-1} \left( I + \Delta t A \left( \frac{1}{q} - 1 + \beta_1 \right) + \Delta t A \left( -\frac{1}{q} + \beta_2 \right) (I - \alpha \Delta t A)^{-1} \right), \\
D_g(y^*) &= -(D_{n+1}^* \Phi_{n+1})^{-1} \left( D_n^* \Phi_{n+1} + \sum_{l=1}^{3} D_l^* \Phi_{n+1} D^* y^{(l)} \right).
\end{align*}
\]

The stability function can be computed similar to the one of MPRK(3,2) and is given by

\[
R(z) = 1 + b_1 z + \frac{b_2 z}{1 - \alpha z} + \frac{b_3 z \left( 1 + z \left( \frac{1}{p} - 1 \right) \beta + a_{31} \right) + \frac{z(-\frac{\beta}{p} + a_{32})}{1 - \alpha z}}{1 - \beta z} - \frac{z \left( 1 + z \left( \frac{1}{q} - 1 + \beta_1 \right) + \frac{z(-\frac{1}{q} + \beta_2)}{1 - \alpha z} \right)}{1 - z}.
\]

This stability function can be rewritten in the form

\[
R(z) = \frac{\sum_{j=0}^{4} a_j z^j}{\sum_{j=0}^{4} \tilde{b}_j z^j},
\] (3.28)

where

\[
\begin{align*}
a_0 &= 1, & \tilde{b}_0 &= 1, \\
a_1 &= -(1 + \alpha + \beta), & \tilde{b}_1 &= -(\alpha + \beta + 2),
\end{align*}
\]
\[ a_2 = \frac{-6(1 + \beta)\alpha^3 + (6\beta^2 + 3)\alpha^2 + (6\beta^2 - 3\beta + 1)\alpha + 2(\beta - 1)}{6\alpha(\beta - \alpha)}, \]
\[ a_3 = \frac{(6\beta - 3)\alpha^3 + (6\beta^2 + 1)\alpha^2 + (3\beta^2 + \beta - 1)\alpha - 2(\beta - 1)}{6\alpha(\beta - \alpha)}, \]
\[ \tilde{b}_2 = (\beta + 2)\alpha + 2\beta + 1, \quad \tilde{b}_3 = -(\alpha + \beta + 2\alpha\beta), \]
\[ a_4 = -\left(\frac{1}{6} + (\beta - \frac{1}{2})\alpha\right), \quad \tilde{b}_4 = \alpha\beta. \]

An analytical investigation of the stability function of MPRK43(\(\alpha, \beta\)) for arbitrary finite sized systems \(N \times N\) is outside the scope of this paper. This is due to the fact \(R\) is a rational map in \(\alpha, \beta\) and \(z \in \mathbb{C}^-\) and by expanding \(R\) such that the coefficients of \(z^j\) are polynomials in \(\alpha\) and \(\beta\), we see that the maximum total degree appearing in the numerator and denominator is \(\text{deg}(\alpha^2\beta^2z^4) = 8\). But it can be seen that \(|R(z)| < 1\) is not true for all \((\alpha, \beta)\) satisfying (3.18), see for instance Figure 1, where the stability region is highlighted in grey for \((\alpha, \beta) = (\frac{1}{2}, \frac{2}{3})\).

![Figure 1: The stability domain of MPRK43(\(\frac{1}{2}, \frac{2}{3}\)) inside \([-0.1, 0] \times [-3, 3]\) is highlighted in grey. The two linear segments are given by \(\Re(z) = -10|\Im(z)|\). The angle between the two linear segments is approximately 168.58°.](image)

Nevertheless, if we restrict ourselves to the case outlined in Remark 3.3, i.e. we investigate \(R\) for systems with \(N \leq 4\), we can prove that MPKR43(\(\alpha, \beta\)) schemes are stable as we will find that \(|R(z)| < 1\) on

\[ S^\circ = \left\{ z \in \mathbb{C}^- \setminus \{0\} \mid \arg(z) \in (\frac{3}{4}\pi, \frac{5}{4}\pi) \right\}. \]
Note that for \((\alpha, \beta) = (\frac{1}{2}, \frac{2}{3})\) the largest cone inside the stability region contains the sector \(S\), see Figure 1. Hence, to see the instability properties of MPRK43\((\frac{1}{2}, \frac{2}{3})\) numerically using a linear positive PDS (2.4), Theorem [3, Theorem 10] and a small calculation reveal that we would have to consider a proper Metzler matrix \(A \in \mathbb{R}^{N \times N}\) with \(N \geq 32\).

**Proposition 3.4.** Let \(R\) be defined by (3.28). Then \(R(0) = 1\), and, if

\[
\begin{align*}
\bar{a}_3 \bar{b}_4 - a_3 a_4 & \leq 0, & a_4^2 - \bar{b}_3^2 & \leq 0, \\
(3.29) & a_1 a_4 - a_2 a_3 - \bar{b}_1 \bar{b}_4 + \bar{b}_2 \bar{b}_3 & \leq 0 \\
& a_2^2 - \bar{b}_2^2 - 2a_4 + 2\bar{b}_4 & \leq 0, & -a_1 a_2 + \bar{b}_1 \bar{b}_2 + a_3 - \bar{b}_3 & \leq 0,
\end{align*}
\]

then \(|R(z)| < 1\) holds true for all \(z \in S^n = \{z \in \mathbb{C}^+ \setminus \{0\} \mid \arg(z) \in (\frac{3}{4}\pi, \frac{5}{4}\pi)\}\).

**Proof.** First, \(a_0 = \bar{b}_0 = 1\) yields \(R(0) = 1\). Next, we make use of Remark 3.3 and investigate \(R\) on \(\partial S\), i.e. we substitute \(z = re^{i\varphi}\) with \(r > 0\) and \(\varphi \in \{\frac{3}{4}\pi, \frac{5}{4}\pi\}\). We obtain

\[
\left| R(re^{i\varphi}) \right|^2 = \frac{\left(\sum_{j=0}^4 r^j a_j \cos(j\varphi)\right)^2 + \left(\sum_{j=0}^4 r^j a_j \sin(j\varphi)\right)^2}{\left(\sum_{j=0}^4 r^j \bar{b}_j \cos(j\varphi)\right)^2 + \left(\sum_{j=0}^4 r^j \bar{b}_j \sin(j\varphi)\right)^2}.
\]

Next, note that \(\left| R(re^{i\varphi}) \right|^2 < 1\) is equivalent to

\[
\begin{align*}
& \left(\sum_{j=0}^4 r^j a_j \cos(j\varphi)\right)^2 + \left(\sum_{j=0}^4 r^j a_j \sin(j\varphi)\right)^2 - \left(\sum_{j=0}^4 r^j \bar{b}_j \cos(j\varphi)\right)^2 - \left(\sum_{j=0}^4 r^j \bar{b}_j \sin(j\varphi)\right)^2 \\
= & (a_4^2 - \bar{b}_4^2)r^8 + (2a_3 a_4 - 2\bar{b}_3 \bar{b}_4) \cos(\varphi)r^7 + (4(a_2 a_4 - \bar{b}_2 \bar{b}_4) \cos(\varphi)r^2 - 2a_2 a_4 + a_3^2 + 2\bar{b}_2 \bar{b}_4 - \bar{b}_3^2)r^6 + (8(a_1 a_4 - \bar{b}_1 \bar{b}_4) \cos(\varphi)^3 + (-6a_1 a_4 + 2a_2 a_3 + 6\bar{b}_1 \bar{b}_4 - 2\bar{b}_2 \bar{b}_3) \cos(\varphi))r^5 + (16(a_4 - \bar{b}_4) \cos(\varphi)^4 + 4(a_1 a_3 - \bar{b}_1 \bar{b}_3 - 4a_4 + 4\bar{b}_4) \cos(\varphi)^2 - 2a_1 a_3 + a_2^2 + 2\bar{b}_1 \bar{b}_3 - \bar{b}_2^2 + 2a_4 - 2\bar{b}_4)r^4 + (8(a_3 - \bar{b}_3) \cos(\varphi)^3 + (2a_1 a_2 - 2\bar{b}_1 \bar{b}_2 - 6a_3 + 6\bar{b}_3) \cos(\varphi))r^3 + (4(a_2 - \bar{b}_2) \cos(\varphi)^2 + a_1^2 - \bar{b}_1^2 - 2a_2 + 2\bar{b}_2)r^2 + (2a_1 - 2\bar{b}_1) \cos(\varphi)r < 0.
\end{align*}
\]

Dividing by \(r > 0\) and exploiting \(\cos(\frac{3}{4}\pi) = \cos(\frac{5}{4}\pi) = -\sqrt{\frac{1}{2}}\) we have to prove that

\[
\begin{align*}
& (a_4^2 - \bar{b}_4^2)r^7 + (-a_3 a_4 + \bar{b}_3 \bar{b}_4) \sqrt{2}r^6 + (a_2^2 - \bar{b}_2^2)r^5 + (a_1 a_4 - a_2 a_3 - \bar{b}_1 \bar{b}_4 + \bar{b}_2 \bar{b}_3) \sqrt{2}r^4 + (a_2^2 - \bar{b}_2^2 - 2a_4 + 2\bar{b}_4)r^3 + (-a_1 a_2 + \bar{b}_1 \bar{b}_2 + a_3 - \bar{b}_3) \sqrt{2}r^2 + (a_1^2 - \bar{b}_1^2)r + (-a_1 + \bar{b}_1) \sqrt{2} < 0.
\end{align*}
\]
The coefficients of $r^j$ can be written in terms of $\alpha$ and $\beta$ resulting in

\[
c_7 = a_4^2 - \tilde{b}_4^2 = \left(\frac{1}{3} \alpha - \alpha^2\right) \beta + \frac{\alpha^2}{4} - \frac{\alpha}{6} + \frac{1}{36}, \quad c_6 = \tilde{b}_3 \tilde{b}_4 - a_3 a_4,
\]

\[
c_5 = a_3^2 - \tilde{b}_3^2, \quad c_4 = a_1 a_4 - a_2 a_3 - \tilde{b}_1 b_4 + \tilde{b}_2 \tilde{b}_3,
\]

\[
c_3 = a_2^2 - \tilde{b}_2^2 - 2a_4 + 2\tilde{b}_4, \quad c_2 = -a_1 a_2 + \tilde{b}_1 b_2 + a_3 - b_3,
\]

\[
c_1 = a_1^2 - \tilde{b}_1^2 = -(2\alpha + 2\beta + 3) < 0, \quad c_0 = \tilde{b}_1 - a_1 = -1 < 0.
\]

Let us consider $c_7$, which is linear in $\beta$. The coefficient of $\beta$ is a parabola in $\alpha$ and vanishes for $\alpha = 0$ or $\alpha = \frac{1}{3}$. Since for $\alpha = \frac{1}{4} \in (0, \frac{1}{3})$, the coefficient reads $\frac{1}{12} - \frac{1}{16} > 0$, we can conclude that the coefficient of $\beta$ is negative for all $\alpha \geq \frac{1}{3}$. Now since $\beta \geq \frac{1}{4}$, the biggest value of $c_7$ can be obtained for $\beta = \frac{1}{4}$, resulting in

\[
c_7 \left(\alpha, \frac{1}{4}\right) = -\frac{\alpha}{12} + \frac{1}{36} \leq -\frac{1}{12} + \frac{1}{36} = 0.
\]

Additionally, we assumed that $c_2, \ldots, c_6 \leq 0$, so that $|R(z)| < 1$ on $S^0$ follows from Remark 3.3.

Remark 3.5. We want to note that the assumption (3.29) of Proposition 3.4 can be easily verified for a given $\alpha$ and $\beta$. Indeed, it can be demonstrated that the assumption is always met for $\alpha, \beta$ satisfying (3.18), however, an analytical proof is outside the scope of this paper. Instead we present 3D plots of (3.29) in the Appendix 7, see Figures 10 - 14.

From this result, we can follow as a direct consequence of Theorem 2.4:

Corollary 3.6. 1. Let $y^\ast$ be a positive steady state of the differential equation (2.1) with $N \leq 4$. Then, $y^\ast$ is a stable fixed point of $\text{MPRK}(\alpha, \beta)$ for all $\Delta t > 0$ and $\alpha, \beta$ satisfying (3.18) and (3.29).

2. If $y^\ast$ is the unique steady state of the initial value problem (2.1), (2.2) with $N \leq 4$ and if $y^0$ is close enough to $y^\ast$, then the $\text{MPRK}(\alpha, \beta)$ iterates converge towards $y^\ast$ for all $\Delta t > 0$ and $\alpha, \beta$ satisfying (3.18) and (3.29).

$\text{MPRK43(}\gamma\text{)}$. Already in [17] another $\text{MPRK43(}\gamma\text{)}$ has been proposed. It is based on

\[
\begin{array}{c|cccc}
0 & 2 & 3 & 1 & \gamma \\
\frac{2}{3} & 2 & \frac{2}{3} & \frac{1}{4} & \frac{1}{17} \\
\frac{2}{3} & 2 & \frac{2}{3} & 3 & \gamma \\
\frac{1}{4} & \frac{1}{17} & 3 & \frac{1}{4} & \gamma
\end{array}
\]
with $\frac{3}{8} \leq \gamma \leq \frac{3}{4}$. The scheme reads

\begin{equation}
(3.31)
\end{equation}

\begin{align*}
y^{(1)}_i &= y^n_i + a_{21} \Delta t \sum_{j=1}^{N} \left( p_{ij}(y^n) \frac{y_j^{(1)}}{y_j^n} - d_{ij}(y^n) \frac{y_j^{(1)}}{y_i^n} \right), \\
y^{(2)}_i &= y^n_i + \Delta t \sum_{j=1}^{N} \left( a_{31} p_{ij}(y^{(1)}) + a_{32} p_{ij}(y^{(1)}) \right) \frac{y_j^{(2)}}{(y_j^n)^{1-\frac{1}{p}}} - \left( a_{31} d_{ij}(y^n) + a_{32} d_{ij}(y^{(1)}) \right) \frac{y_i^{(2)}}{(y_i^n)^{1-\frac{1}{p}}}, \\
y^{(3)}_i &= y^n_i + \Delta t \sum_{j=1}^{N} \left( \beta_{pij}(y^n) + \beta_{2pij}(y^{(1)}) \right) \frac{y_j^{(3)}}{(y_j^n)^{1-\frac{1}{q}}} - \left( \beta_{1dij}(y^n) + \beta_{2dij}(y^{(1)}) \right) \frac{y_i^{(3)}}{(y_i^n)^{1-\frac{1}{q}}}, \\
y^{n+1}_i &= y^n_i + \Delta t \sum_{j=1}^{N} \left( b_{1pij}(y^n) + b_{2pij}(y^{(1)}) + b_{3pij}(y^{(2)}) \right) \frac{y_{j}^{n+1}}{y_j^n} - \left( b_{1dij}(y^n) + b_{2dij}(y^{(1)}) + b_{3dij}(y^{(2)}) \right) \frac{y_{i}^{n+1}}{y_i^n},
\end{align*}

where we again renamed the stages to be consistent with our framework. Moreover, the parameters above are given by

\begin{align*}
p &= 3a_{21}(a_{31} + a_{32})b_3 = \frac{4}{3} \gamma, \quad q = a_{21} = \frac{2}{3}, \\
\beta_1 &= 1 - \frac{1}{2a_{21}} = \frac{1}{4}, \quad \beta_2 = 1 - \beta_1 = \frac{3}{4}.
\end{align*}

Following exactly the steps from before, we obtain $\Phi_i = 0$ for $i \in \{1, 2, 3, n+1\}$ where

\begin{align*}
\Phi_1 &= y^n + a_{21} \Delta t A y^{(1)} - y^{(1)}, \\
\Phi_2 &= y^n + \Delta t A \text{diag}(y^{(2)}) (\text{diag}(y^{(1)}))^{-\frac{1}{p}} (\text{diag}(y^n))^{\frac{1}{p}-1} (a_{31} y^n + a_{32} y^{(1)}) - y^{(2)}, \\
\Phi_3 &= y^n + \Delta t A \text{diag}(y^{(3)}) (\text{diag}(y^{(1)}))^{-\frac{1}{q}} (\text{diag}(y^n))^{\frac{1}{q}-1} (\beta_1 y^n + \beta_2 y^{(1)}) - y^{(3)}, \\
\Phi_{n+1} &= y^n + \Delta t A \text{diag}(y^{n+1}) (\text{diag}(y^{(3)}))^{-1} (b_1 y^n + b_2 y^{(1)} + b_3 y^{(2)}) - y^{n+1}.
\end{align*}

Note that $n^T A = 0$ again leads to $n^T y^n = n^T y^{n+1} = n^T g(y^n)$ proving that the scheme conserves all linear invariants. Furthermore, $y^n = y^{(k)} = y^{n+1} = y^*$ with $k = 1, 2, 3$ solves $\Phi_1 = \Phi_2 = \Phi_3 = \Phi_{n+1} = 0$ so that also this scheme is steady state preserving for positive $y^* \in \ker(A)$. Hence, we need to compute $D g(y^*)$ to apply Theorem 2.4 and Theorem 2.3. We get $D^*_n \Phi_1 = I$ and $D^*_1 \Phi_1 = a_{21} \Delta t A - I$, which leads to

\begin{align*}
D^*_1 y^{(1)} &= (I - a_{21} \Delta t A)^{-1}.
\end{align*}

Next, using (3.21) we have

\begin{align*}
D^*_n \Phi_2 &= I + \Delta t A \left( \frac{1}{p} - 1 \right) (a_{31} + a_{32}) + a_{31}, \\
D^*_1 \Phi_2 &= \Delta t A \left( \frac{1}{p} (a_{31} + a_{32}) + a_{32} \right), \\
D^*_2 \Phi_2 &= \Delta t A (a_{31} + a_{32}) - I,
\end{align*}
which determines $\mathbf{D}^* y^{(2)}$ but we omit to write it down here for a better reading flow. Furthermore,

$$\mathbf{D}^* \Phi_3 = I + \Delta t \mathbf{A} \left( \left( \frac{1}{q} - 1 \right) (\beta_1 + \beta_2) + \beta_1 \right),$$

$$\mathbf{D}^*_1 \Phi_3 = \Delta t \mathbf{A} \left( -\frac{1}{q} (\beta_1 + \beta_2) + \beta_2 \right),$$

$$\mathbf{D}^*_2 \Phi_3 = 0,$$

$$\mathbf{D}^*_3 \Phi_3 = \Delta t \mathbf{A} (\beta_1 + \beta_2) - I.$$

Finally

$$\mathbf{D}^* \Phi_{n+1} = I + b_1 \Delta t \mathbf{A}, \quad \mathbf{D}^*_1 \Phi_{n+1} = b_2 \Delta t \mathbf{A}, \quad \mathbf{D}^*_2 \Phi_{n+1} = b_3 \Delta t \mathbf{A}$$

$$\mathbf{D}^*_3 \Phi_{n+1} = -\Delta t \mathbf{A} (b_1 + b_2 + b_3), \quad \mathbf{D}^*_{n+1} \Phi_{n+1} = \Delta t \mathbf{A} (b_1 + b_2 + b_3) - I.$$

The stability function is thus determined by (3.4) reading (3.32)

$$R(z) = \frac{1}{1 - z} \left( 1 + zb_1 + \frac{zb_2}{1 - za_{21}} + \frac{zb_3 \left( 1 + z \left( \left( \frac{1}{q} - 1 \right) (a_{31} + a_{32}) + a_{31} \right) + \frac{z(-\frac{1}{q} (a_{31} + a_{32}) + a_{32})}{1 - za_{21}} \right)}{1 - z(a_{31} + a_{32})} \right)$$

$$\times \frac{z \left( 1 + z \left( (\frac{1}{q} - 1) (\beta_1 + \beta_2) + \beta_1 \right) + \frac{z(-\frac{1}{q} (\beta_1 + \beta_2) + \beta_2)}{1 - za_{21}} \right)}{1 - z(\beta_1 + \beta_2)}$$

$$= \frac{1 + \frac{1}{4} z + \frac{z(3\gamma - 3\gamma)}{1 - \frac{1}{4} z} + \frac{z(3\gamma - 3\gamma)}{1 - \frac{3}{4} z}}{1 - z} - \frac{z \left( \frac{1 + \frac{3}{4} z + \frac{3}{4} z}{1 - \frac{3}{4} z} \right)}{1 - z} = \frac{-5z^4 + 7z^3 + 23z^2 - 42z + 18}{2(2z - 3)^2(z - 1)^2}.$$

Note that the stability function is independent of the parameter $\gamma$, so that the following investigation is valid for all $\frac{3}{5} \leq \gamma \leq \frac{3}{4}$.

**Proposition 3.7.** Let $R$ be defined by (3.32). Then $|R(z)| < 1$ holds true for all $z \in \mathbb{C}^- \setminus \{0\}$ and $R(0) = 1$.

**Proof.** A straightforward calculation yields

$$R(z) = \frac{-\frac{5}{18} z^4 + \frac{7}{18} z^3 + \frac{23}{18} z^2 - \frac{42}{18} z + 1}{(\frac{3}{5} z - 1)^2(z - 1)^2} = \frac{\sum_{j=0}^{4} a_j z^j}{1 - \sum_{j=0}^{4} b_j z^j},$$

where

$$a_0 = 1, \quad a_1 = -\frac{7}{3}, \quad a_2 = \frac{23}{18}, \quad a_3 = \frac{7}{18}, \quad a_4 = -\frac{5}{18},$$

$$b_0 = 1, \quad b_1 = -\frac{10}{3}, \quad b_2 = \frac{37}{9}, \quad b_3 = -\frac{20}{9}, \quad b_4 = \frac{4}{9}.$$
Hence $R(0) = 1$ and, additionally, we follow the proof of [10, Prop. 3.6], i.e. all we have to prove is that

\[
(a_1^2-b_1^2)y^8 + (-2a_2a_4 + a_3^2 + 2b_2b_4 - b_3^2)y^6 + (2a_4 - 2a_1a_3 + a_2^2 + 2b_1b_3 - b_2^2 - 2b_4)y^4 + (-2a_2 + a_1^2 - b_1^2 + 2b_2)y^2 < 0
\]

for all $y \neq 0$. We denote by $c_k$ the above coefficient of $y^k$. A small calculation reveals

\[
c_8 = -\frac{13}{108} < 0, \quad c_6 = -\frac{137}{324} < 0, \quad c_4 = -\frac{1}{12} < 0, \quad c_2 = 0,
\]

which finishes the proof due to the even powers of $y$.

From this result, we can follow as a direct consequence of Theorem 2.4:

**Corollary 3.8.** 1. Let $y^*$ be a positive steady state of the differential equation (2.1). Then, $y^*$ is a stable fixed point of MPRK($\gamma$) for all $\Delta t > 0$ and $\frac{3}{8} \leq \gamma \leq \frac{3}{4}$.

2. If $y^*$ is the unique steady state of the initial value problem (2.1), (2.2), then, the scheme MPRK($\gamma$) converges towards $y^*$ for all $\Delta t > 0$ and $\frac{3}{8} \leq \gamma \leq \frac{3}{4}$, if $y^0$ is close enough to $y^*$.

4. **Stability Investigation of modified Patankar Deferred Correction schemes.** Arbitrarily high-order conservative and positive modified Patankar Deferred Correction schemes (MPDeC) were introduced in [20] which is based on the Deferred Correction approach developed in [8]. A time step $[t^n, t^{n+1}]$ is divided into $M$ subintervals, where $t^n,0 = t^n$ and $t^n,M = t^{n+1}$. The idea of the scheme is to mimic the Picard–Lindelöf theorem as follows. At each subtimstep $t^n,m$ and each correction step $k$, an approximation $y^{m,(k)}$ is calculated. During each of the $K$ correction steps the approximation of the numerical solution is increased by one order of accuracy. The modified Patankar trick is introduced inside the basic scheme to guarantee positivity and conservation of the intermediate approximations. Using the fact that initial states $y^{0,(k)}_i = y^n_i$ are identical for any correction $k$, the MPDeC correction steps can be rewritten for $k = 1, \ldots, K$, $m = 1, \ldots, M$ and $i = 1, \ldots, N$ as

\[
y^{m,(k)}_i - y^n_i = \sum_{r=0}^{M} \theta^m_r \Delta t \sum_{j=1}^{N} \left( p_{ij}(y^{r,(k-1)}_i, y^{m,(k-1)}_i, y^{m,(k)}_i, y^{m,(k)}_i) \right) = 0,
\]

where $\theta^m_r$ are the correction weights and the index function $\gamma(j, i, \theta^m_r)$ is defined by

\[
\gamma(j, i, \theta^m_r) = \begin{cases} j, & \theta^m_r \geq 0, \\ i, & \theta^m_r < 0. \end{cases}
\]

We also want to note that $y^{s,0} = y^n$ holds true for all $s = 0, \ldots, M$ by definition. The new numerical solution when applied to (2.4) is $y^{n+1} = y^{M,(K)}$.

By means of an affine linear transformation of the interval $[t^n, t^{n+1}]$ to $[0,1]$, the $M$ transformed subintervals are determined by $0 = t^0 < \cdots < t^M = 1$. Then the correction weights can be computed according to the formula

\[
\theta^m_r = \int_0^{t^m} \varphi_r(t) dt,
\]
where \( \varphi_r \) is the \( r \)-th Lagrangian basis polynomials defined by the subtimenodes \( \{t_m^r\}_{m=0}^M \).

Due to the iterative correction process, MPDeC schemes are more complicated than the previous schemes, especially since the index function changes the weights of productive and destructive terms. Since \( \gamma \) depends on the sign of \( \theta_r^m \), we introduce the nonnegative part \( \theta_{m,+} = \min\{0, \theta_r^m\} \) and nonpositive part \( \theta_{m,-} = \max\{0, -\theta_r^m\} \). It is worth mentioning that

\[
\theta_{r,\pm}^m = \frac{\theta_r^m \pm |\theta_r^m|}{2}
\]

and

\[
\theta_r^m = \begin{cases} 
\theta_{r,+}^m, & \theta_r^m < 0, \\
\theta_{r,-}^m, & \theta_r^m \geq 0
\end{cases}
\]

as well as \( \theta_{r,-}^m + \theta_{r,+}^m = \theta_r^m \). With that, we split the sum appearing in (4.1) into two sums containing \( \theta_{r,+}^m \) and \( \theta_{r,-}^m \), respectively. For the separated sums, we know the value of \( \gamma(j, i, \theta_r^m) \) so that we introduce the positive part

\[
p_{r,(k)}(y_{r,(k-1)}, y_{m,(k-1)}, y_{m,(k)}) = A \text{ diag}(y_{m,(k)}) \left( \text{diag}(y_{m,(k-1)}) \right)^{-1} y_{r,(k-1)}
\]

as well as the negative part \( n_{r,(k)} \) given by

\[
n_{i,(k)}(y_{r,(k-1)}, y_{m,(k-1)}, y_{m,(k)}) = \sum_{j=1}^N \left( p_{ij}(y_{r,(k-1)}) \frac{y_{i,m,(k)}}{y_{i,m,(k-1)}} - d_{ij}(y_{r,(k-1)}) \frac{y_{j,m,(k)}}{y_{j,m,(k-1)}} \right)
\]

for \( i = 1, \ldots, N \), \( r = 0, \ldots, M \) and \( k = 1, \ldots, K \). Using \( p_{ij}(y) = d_{ji}(y) = a_{ij}y_j \) for \( i \neq j \) and \( p_{ii}(y) = d_{ii}(y) = 0 \) this can be rewritten as

\[
n_{i,(k)}(y_{r,(k-1)}, y_{m,(k-1)}, y_{m,(k)}) = y_{i,m,(k)} \sum_{j=1}^N \frac{a_{ij}y_j}{y_{i,m,(k)-1}} - y_{i,m,(k-1)} \sum_{j=1}^N \frac{a_{ij}y_j}{y_{j,m,(k)-1}}
\]

Utilizing these vector fields, the iterates from (4.1) satisfy

\[
0 = \Phi_k^m(y^n, y^{1,(k-1)}, \ldots, y^{M,(k-1)}, y_{m,(k)}) = y_{m,(k)} - y^n - \sum_{r=0}^M \theta_{r,\pm}^m \Delta t p_{r,(k)}(y_{r,(k-1)}, y_{m,(k-1)}, y_{m,(k)}) - \sum_{r=0}^M \theta_{r,-}^m \Delta t n_{r,(k)}(y_{r,(k-1)}, y_{m,(k-1)}, y_{m,(k)})
\]

for \( k = 1, \ldots, K \) and \( m = 1, \ldots, M \). Furthermore, analogously to the Jacobians introduced in (3.2) and (3.3), we write \( D_y^* \Phi_k^m \) to represent the Jacobian with respect to the entries of the vector \( y^x \) for some \( x \), evaluated at \( (y^*, \ldots, y_{m,(k)}(y^*)) \). Finally, we introduce similar notations for the Jacobians of \( p_{r,(k)} \) and \( n_{r,(k)} \) with respect to \( y^x \).

Also note that MPDeC schemes are steady state preserving as plugging in \( y_{m,(k)} = y^n = y^* \in \ker(A) \) into (4.1) yields a true statement. Hence, \( y_{m,(k)}(y^*) = y^* \) for all \( k = 1, \ldots, K \) and \( m = 1, \ldots, M \).

With that we are able to compute \( Dg(y^*) \) for MPDeC schemes as the next theorem states.
Theorem 4.1. Let $g: \mathbb{R}_0^N \to \mathbb{R}_0^N$, implicitly given by the solution of (4.6), be the generating map of the MPDeC iterates when applied to (2.4). Furthermore, let $y^* \in \ker(A) \cap \mathbb{R}_0^N$ be a steady state of (2.4).

Then, $g \in C^2$ and the Jacobian of $g$ evaluated at $y^*$ is given by

$$Dg(y^*) = D_n^n y^{M,(k)},$$

(4.7)

$$D^*_n y^{m,(k)} = -(D^*_{m,(k)} \Phi^m)\frac{1}{1-\delta_{k1}} \sum_{r=1}^{M} D^*_r (k-1) \Phi^m D^*_k D^*_n y^{r,(k-1)}$$

for $m = 1, \ldots, M$ and $k = 1, \ldots, K$. Therefore, $\delta_{ij}$ is the Kronecker delta and

$$D^*_n \Phi^m = \begin{cases}
-\theta^m \Delta t A, & k = 1, \\
-I + \theta^m \Delta t A, & k > 1,
\end{cases}$$

(4.8)

as well as

$$D^*_{l,(s)} \Phi^m = \begin{cases}
\sum_{r=0}^{M} \theta^m \Delta t A - \sum_{r=0}^{M} \theta^m \Delta t A (\diag(y^*) A^T (\diag(y^*))^{-1}) - \theta^m \Delta t A, & s = k - 1 > 0, l = m, \\
-I - \sum_{r=0}^{M} \theta^m \Delta t A + \sum_{r=0}^{M} \theta^m \Delta t (\diag(y^*) A^T (\diag(y^*))^{-1}), & s = k, l = m.
\end{cases}$$

(4.9)

Proof. Since the $\theta^m$ are fixed for a given scheme, the functions $\Phi^m_k$ are in $C^2$ and as a consequence of solving only linear systems, the map $g$ is also in $C^2$. Furthermore, the formula (4.7) follows analogously to (3.4), whereby we want to point out that the sum appearing in (4.7) is multiplied with 0 for $k = 1$ since $y^{r,(k-1)} = y^n$ in this case. Hence, we only have to prove the formulas (4.8) and (4.9). For this, we compute the Jacobians of each addend of the sums in (4.6) separately by considering (4.3) and (4.5).

Let us start proving (4.8), first considering $k = 1$. From (4.3) and $y^{s,0} = y^n$ for all $s = 0, \ldots, M$ it follows that

$$p^{s,(1)}(y^n, y^n, y^{m,(1)}) = p^{s,(1)}(y^n, y^{m,(1)}) = Ay^{m,(1)}$$

and hence, $D^*_n p^{s,(1)} = 0$. Moreover, (4.5) for $k = 1$ yields

$$n^{s,(1)}_{i}(y^n, y^n, y^{m,(1)}) = n^{s,(1)}_{i}(y^n, y^{m,(1)}) = \frac{y_i^{m,(1)}}{y_i^n} \sum_{j=1}^{N} a_{ij} y_j^n - \sum_{j=1}^{N} a_{ji} y_j^{m,(1)} y_j^n.$$ 

Hence, using $1 \in \ker(A^T)$, we obtain

$$\frac{\partial}{\partial y_i} n^{s,(1)}_{i}(y^*, y^*) = -\frac{1}{y_i^n} \sum_{j=1}^{N} a_{ij} y_j^n - \sum_{j=1}^{N} a_{ji} = \frac{1}{y_i^*} \left( -\sum_{j=1}^{N} a_{ij} y_j^* + a_{ii} y_i^* \right) = \frac{1}{y_i^*} \left( -\sum_{j=1}^{N} a_{ij} y_j^* + 2a_{ii} y_i^* \right) = 2a_{ii},$$

(4.10)
and for \( q \neq i \) we find

\[
\frac{\partial}{\partial y^*_q} n_i^{r,(1)}(y^*, y^*) = a_{iq} + a_{qi} \frac{y^*_i}{y^*_q}.
\]

Altogether, we obtain

\[
(D^{r,(1)} n^n_r) = A + \begin{pmatrix}
  a_{11} & a_{21} \frac{y^*_1}{y^*_2} & \cdots & a_{N1} \frac{y^*_1}{y^*_N} \\
  a_{12} \frac{y^*_2}{y^*_1} & \ddots & \vdots & \vdots \\
  \vdots & \ddots & \ddots & \vdots \\
  a_{1N} \frac{y^*_N}{y^*_1} & \cdots & \cdots & a_{NN}
\end{pmatrix} = A + \text{diag}(y^*) A^T (\text{diag}(y^*))^{-1},
\]

and thus,

\[
D^*_n \Phi^m_k = - \left( I + (A + \text{diag}(y^*) A^T (\text{diag}(y^*))^{-1}) \Delta t \sum_{r=0}^M \theta^m_{r,-} \right).
\]

Next, for \( k > 1 \) it follows from (4.3) that

\[
D^*_n p^r(k) = \delta_{r0} A.
\]

Similarly, \( D^*_n n^r(k) = 0 \) if \( r \neq 0 \). Furthermore,

\[
n_i^{0,(k)}(y^n, y^{m,(k-1)}, y^{m,(k)}) = \frac{y_i^{m,(k)}}{y_i^{m,(k-1)}} \sum_{j=1}^N a_{ij} y_j^n - \frac{y_i^n}{y_i^{m,(k-1)}} \sum_{j=1}^N a_{ji} y_j^{m,(k)}
\]

yields

\[
\frac{\partial}{\partial y^*_i} n_i^{0,(k)}(y^*, y^*, y^*) = - \sum_{j=1}^N a_{ji} = a_{ii}
\]

\[
\frac{\partial}{\partial y^*_q} n_i^{0,(k)}(y^*, y^*, y^*) = a_{iq}, \quad i \neq q,
\]

so that \( D^*_n n^{r,(k)} = \delta_{r0} A \). This results in

\[
D^*_n \Phi^m_k = - \left( I + (\theta^m_{0,-} + \theta^m_{0,+}) \Delta t A \right) = - \left( I + \theta^m_{0} \Delta t A \right),
\]

proving (4.8).

To derive (4.9) consider first the case \( s = k - 1 > 0 \) and \( 0 < l \neq m \). From (4.3) it follows immediately that

\[
D^*_l n^{r,(k-1)} = \delta_{rl} A.
\]
Moreover, (4.5) yields
\[
\frac{\partial}{\partial y_i^{m(k)}} n_i^{r,(k)}(y^*, y^*, y^*) = -\delta_{rl} \sum_{j=1}^N a_{ji} = \delta_{rl} a_{ii}
\]
\[
\frac{\partial}{\partial y_q^{m(k)}} n_i^{r,(k)}(y^*, y^*, y^*) = \delta_{rl} a_{iq}, \quad i \neq q,
\]
which means that \(D_{l,(k-1)}^* \mathbf{n}^{r,(k)} = \delta_{rl} A\). In total (4.6) gives us
\[
D_{l,(k-1)}^* \Phi^m_k = -\Delta t (\theta_{l,+}^m + \theta_{l,-}^m) A = -\Delta t \theta^m_l A.
\]

Next, we investigate the case of \(s = k - 1 > 0\) and \(l = m\). Using \(\text{diag}(v)w = \text{diag}(w)v\) and (4.3), we receive
\[
D_{m,(k-1)}^* \mathbf{n}^{r,(k)} = D_{m,(k-1)}^* \left( A \text{diag}(y^{m,(k)}) \text{diag} \left( y^{m,(k-1)} \right)^{-1} y^{r,(k-1)} \right) = -(1 - \delta_{rm}) A.
\]
Furthermore, recalling (4.5), i.e.
\[
n_i^{r,(k)}(y^{r,(k-1)}, y^{m,(k-1)}, y^{m,(k)}) = \frac{y_i^{m,(k)}}{y_i^{m,(k-1)}} \sum_{j=1}^N a_{ij} y_j^{r,(k-1)} - y_i^{r,(k-1)} \sum_{j=1}^N a_{ji} y_j^{m,(k-1)},
\]
we also distinguish between \(r = m\) and \(r \neq m\). In the first case we see \(n_i^{m,(k)} = n_i^{m,(k)}(y^{m,(k-1)}, y^{m,(k)})\) and
\[
\frac{\partial}{\partial y_i^{m(k)}} n_i^{m,(k)}(y^*, y^*) = -\frac{1}{y_i^*} \sum_{j=1}^N a_{ij} y_j^* - \sum_{j=1}^N a_{ji} (4.10) = 2a_{ii}
\]
\[
\frac{\partial}{\partial y_q^{m(k)}} n_i^{m,(k)}(y^*, y^*) = a_{iq} + a_{qi} \frac{y_i^*}{y_q^*} (4.11) = (A + \text{diag}(y^*) A^T (\text{diag}(y^*))^{-1})_{iq}, \quad i \neq q,
\]
which means that \(D_{m,(k-1)}^* \mathbf{n}^{m,(k)} = A + \text{diag}(y^*) A^T (\text{diag}(y^*))^{-1}\). Turning to the case \(r \neq m\), we find
\[
\frac{\partial}{\partial y_i^{m(k)}} n_i^{r,(k)}(y^*, y^*, y^*) = -\frac{1}{y_i^*} \sum_{j=1}^N a_{ij} y_j^* (4.10) = a_{ii},
\]
\[
\frac{\partial}{\partial y_q^{m(k)}} n_i^{r,(k)}(y^*, y^*, y^*) = a_{qi} \frac{y_i^*}{y_q^*} (4.11) = (\text{diag}(y^*) A^T (\text{diag}(y^*))^{-1})_{iq}, \quad i \neq q,
\]
resulting in \(D_{m,(k-1)}^* \mathbf{n}^{r,(k)} = \text{diag}(y^*) A^T (\text{diag}(y^*))^{-1}\) for \(r \neq m\). Altogether, we thus end up
with
\[
D_{m,(k-1)}^* \Phi_k^m = \sum_{r=0}^{M} \theta_{r,+}^m \Delta t A - \sum_{r=0}^{M} \theta_{r,-}^m \Delta t (\text{diag}(y^*) A^T (\text{diag}(y^*))^{-1}) - \theta_{m}^m \Delta t A.
\]

Finally, we have to consider the case \( s = k \) and \( l = m \), i.e. we have to compute \( D_{m,(k)}^* \Phi_k^m \).

Using \( \text{diag}(v)w = \text{diag}(w)v \) and (4.3) once again we see that
\[
D_{m,(k)}^* p_{r,(k)} = A.
\]

Furthermore, we obtain
\[
\frac{\partial}{\partial y_i} n_{i,(k)}^{r,(k)}(y^*,y^*,y^*) = \frac{1}{y_i} \sum_{j=1}^{N} a_{ij} y_j^* \quad (4.10)
\]
\[
= -a_{ii},
\]
\[
\frac{\partial}{\partial y_q} n_{i,(k)}^{r,(k)}(y^*,y^*,y^*) = -a_{iq} \frac{y_i^*}{y_q^*} = -(\text{diag}(y^*) A^T (\text{diag}(y^*))^{-1})_{iq}, \quad i \neq q,
\]
resulting in
\[
D_{m,(k)}^* \Phi_k^m = I - \sum_{r=0}^{M} \theta_{r,+}^m \Delta t A + \sum_{r=0}^{M} \theta_{r,-}^m \Delta t (\text{diag}(y^*) A^T (\text{diag}(y^*))^{-1})^{-1}
\]

With this, we have finally proven Theorem 4.1.

The distribution and number \( M \) of the substeps as well as the number of iterations \( K \) determines the order of accuracy of the scheme. In the following, we will use equispaced and Gauss–Lobatto points. To reach order \( p \), we use \( K = p \) corrections and \( M = \max\{K - 1, 1\} \) subintervals\(^2\). We will denote the \( p \)-th order MPDeC method by \( \text{MPDeC}(p) \). Note that \( \text{MPDeC}(1) \) is equivalent to the modified Patankar–Euler scheme and \( \text{MPDeC}(2) \) is equivalent to \( \text{MPRK}(2,2,1) \) investigated in [14]. Due to \( y^{n+1} = y^{M,(K)} \), \( \text{MPDeC} \) conserves all linear invariants, if \( \theta_{r,M} \geq 0 \) for all \( r = 0, \ldots, M \) since in this case the index function yields \( \gamma(j, i, \theta_{r,M}) = j \) and (4.1) can be written as
\[
y^{n+1} - y^n - \sum_{r=0}^{M} \theta_{r}^M \Delta t A \text{diag}(y^{n+1})(\text{diag}(y^{M,(K-1)}))^{-1} y^{r,(K-1)} = 0,
\]
which means that \( n^T y^{n+1} = n^T y^n \) for all \( n \in \ker(A^T) \). Indeed, for equispaced nodes, \( \theta_{r}^M \) with \( r = 0, \ldots, M \) are the weights of the closed Newton–Cotes formulas for integrals over \( I = [0, 1] \). Hence, a negative \( \theta_{r}^M \) occurs for the first time at \( M = 7 \), i.e. with \( \text{MPDeC}(8) \). In

\(^2\)Recent investigations have shown that for Gauss–Lobatto points it suffices to choose \( M = \lceil \frac{K}{2} \rceil \) due to the higher-order quadrature rule resulting in a more accurate approach. However, for consistency reasons we stick with the classical version as introduced and used in [20].
this case, we also have to consider \( n^{r,(K)}(y^{r,(K-1)}, y^{M,(K-1)}, y^{n+1}) \) given in (4.4), resulting in

\[
\begin{align*}
n^T n^{r,(K)}(y^{r,(K-1)}, y^{M,(K-1)}, y^{n+1}) &= \sum_{i,j=1}^{N} n_i \frac{y_i^{n+1}}{y_i^{M,(K-1)}} p_{ij}(y^{r,(K-1)}) - \sum_{i,j=1}^{N} n_i \frac{y_i^{n+1}}{y_j^{M,(K-1)}} d_{ij}(y^{r,(K-1)}) \\
&= \sum_{i,j=1}^{N} n_i \frac{y_i^{n+1}}{y_i^{M,(K-1)}} p_{ij}(y^{r,(K-1)}) - \sum_{i,j=1}^{N} n_j \frac{y_j^{n+1}}{y_i^{M,(K-1)}} p_{ij}(y^{r,(K-1)}),
\end{align*}
\]

where we switched indices and used \( d_{ij} = p_{ji} \) for the last equality. We observe that \( n^T n^{r,(k)} \) does not need to vanish for \( n \notin \text{span}(1) \), so that the preservation of all linear invariants can not be guaranteed anymore for arbitrary systems \((2.4)\) and \(\text{MPDeC}(2.4)\). As a result, \(\text{MPDeC} \) with Gauss–Lobatto nodes conserve all linear invariants when applied to the weights of the corresponding Gauss-Lobatto quadrature, which are always positive. As a result, \(\text{MPDeC} \) with Gauss–Lobatto nodes conserve all linear invariants when applied to \((2.4)\).

Remark 4.2. From Theorem 4.1, we see that the Jacobian in general depends on \( y^* \), if there exist negative correction weights \( \theta_r^m \). For equispaced or Gauss–Lobatto points this is already the case for \( K > 2 \). If \( A \) is normal, then \( A \) and \( A^T \) share the same eigenvectors and the corresponding eigenvalues are the complex conjugate of each other. Since \( 1 \in \ker(A^T) \) this means that even \( 1 \in \ker(A) \). Hence, we may discuss the stability of \( y^* = 1 \). Then, we find

\[
\sigma \left( r_1(A) + r_2 \left( \text{diag}(y^*) A^T (\text{diag}(y^*))^{-1} \right) \right) = \{ r_1(\lambda) + r_2(\bar{\lambda}) | \lambda \in \sigma(A) \}
\]

for any rational maps \( r_1, r_2 \), which means that the spectrum of the Jacobian of the map \( g \) generating the \(\text{MPDeC} \) iterates can be written only in terms of the eigenvalues of \( A \). Using (4.7), (4.8) and (4.9), the stability function \( R_p \) of \(\text{MPDeC}(p) \) for normal matrices \( A \) and \( y^* = 1 \) can be computed by

\begin{align*}
R^{m,(1)}(z) &= \frac{1 + (z + \bar{z}) \sum_{r=0}^{M} \theta_r^m}{1 - \left( z \sum_{r=0}^{M} \theta_r^m - \bar{z} \sum_{r=0}^{M} \theta_r^m \right)}, \\
R^{m,(k)}(z) &= \frac{1 + \theta_r^m z + z \sum_{r=1}^{M} \theta_r^m R^{m,(k-1)}(z) - \left( z \sum_{r=0}^{M} \theta_r^{m+1} - \bar{z} \sum_{r=0}^{M} \theta_r^{m-1} - z \theta_m \right) R^{m,(k)}(z)}{1 - \left( z \sum_{r=0}^{M} \theta_r^m - \bar{z} \sum_{r=0}^{M} \theta_r^m \right)}, \\
R_p(z) &= R^{M,(K)}(z),
\end{align*}

for \( k = 2, \ldots, K \) and \( m = 1, \ldots, M \). Note that if \( A \) is symmetric it is also normal and we
obtain $\sigma(A) \subseteq \mathbb{R}$, so that one can further simplify (4.12) to

$$
R^{m,(1)}(z) = \frac{1 + 2z \sum_{r=0}^{M} \theta_{r}^m}{1 - z \sum_{r=0}^{M} |\theta_{r}^m|},
$$

(4.13)

$$
R^{m,(\tilde{k})}(z) = \frac{1 + \theta_{0}^m z + z \sum_{r=1}^{M} \theta_{r}^m R^{r,(\tilde{k}-1)}(z) - z \left( \sum_{r=0}^{M} |\theta_{r}^m| - \theta_{m}^m \right) R^{m,(\tilde{k}-1)}(z)}{1 - z \sum_{r=0}^{M} |\theta_{r}^m|},
$$

$$
R_{\mu}(z) = R^{M,(K)}(z),
$$

using $\theta_{r,+}^m + \theta_{r,-}^m = \theta_{r}^m$. It is also worth mentioning that for the system matrix

$$
A = \begin{pmatrix}
-a & b \\
-a & -b
\end{pmatrix}
$$

(4.14)

with $a, b > 0$, used in [14, 23], we find that $\ker(A) = \text{span}(y^*)$ with $y_1^* = \frac{b}{a}$, and thus

$$
\text{diag}(y^*)A^T(\text{diag}(y^*))^{-1} = \begin{pmatrix}
-a & \frac{b}{a} \\
\frac{b}{a} & -b
\end{pmatrix} = A,
$$

so that the stability function $R_{\mu}$ in this case is also given by (4.13).

Deferred Correction schemes are described by an iterative process which can be compared with classical RK schemes with more stages [1]. As MPDeC and DeC share the same amount of stages, we thus know that MPDeC(3) contains 5 stages where MPDeC(4) has already 10 stages inside, resulting in rational function with polynomial degree 10 in the numerator and denominator. By going even to arbitrary high-order the stability analysis would even become more complicated. Therefore, we avoid a theoretical analysis of the stability functions and investigate them numerically.

To give a first insight in the stability properties of MPDeC, we analyze the reduced stability function (4.13). In both cases described in Remark 4.2, the eigenvalues of $A$ leading to (4.13) are real, so that it is no loss of generality to restrict ourselves to the $2 \times 2$ case with $A$ given in (4.14).

In Figure 2, we present the absolute value of the stability function over real $z$. To obtain a stable scheme, the absolute value of $R(z)$ has to be always smaller than one (the black line). In 2a, we investigate MPDeC from order 4 to 14 using Gauss–Lobatto points. As can be recognized all MPDeC methods are stable. In 2b, the stability functions of MPDeC schemes from 4th to 14th order are depicted. Here, we recognize that MPDeC(12) and MPDeC(14) are unstable but MPDeC(13) is stable. However, this is not surprising since already in classical DeC using equidistant points has been problematic for high-order methods, cf. [8, 9, 20, 23] and references therein. The reason for this is related with classical interpolation theory where it is known that equidistant points should be avoided. However, we like to point out that our investigation supports as well the numerical investigation in [23] where problems in MPDeC-equidistant have been also recognized.
5. Numerical Experiments. In the following part, we verify the theoretical results of our considered modified Patankar schemes by numerical simulations. For the MPRK schemes we will consider more general systems where for the MPDeC schemes we restrict ourselves as described above to a $2 \times 2$ system.

5.1. Numerical Simulations of MPRK Schemes. Due to our investigations in Section 3, all the considered MPRK schemes are unconditionally stable theoretically and our numerical experience will demonstrate this as well. For comparison, we will focus on the same tests as suggested and investigated in [14, 15, 10]. We consider the following three different settings:

1. Test problem with exclusively real eigenvalues
2. Test problem with complex eigenvalues
3. Test problem with double zero eigenvalues

Test problem with exclusively real eigenvalues. As the first test, we consider the linear initial value problem (IVP)

$$y' = 100 \begin{pmatrix} -2 & 1 & 1 \\ 1 & -2 & 1 \\ 1 & 3 & -2 \end{pmatrix} y \text{ with } y(0) = \begin{pmatrix} 1 \\ 9 \\ 5 \end{pmatrix}. \tag{5.1}$$

The IVP (5.1) has only positive off-diagonal elements inside the matrix and is therefore a Metzler matrix. Together with the positive initial values, this ensures that each component of the solution of the IVP is positive for all times. The eigenvalues are given by $\lambda_1 = 0$, $\lambda_2 = -300$ and $\lambda_3 = -500$ and the analytical solution is given by

$$y(t) = c_1 \begin{pmatrix} 5 \\ 3 \\ 7 \end{pmatrix} + c_2 \begin{pmatrix} -1 \\ 0 \\ 1 \end{pmatrix} e^{-300t} + c_3 \begin{pmatrix} 0 \\ -1 \\ 1 \end{pmatrix} e^{-500t}.$$
with \((c_1, c_2, c_3) = (1, 4, 6)\). The steady state is given by \(y^* = (5, 3, 7)^T\). The zero eigenvalue is simple and hence we obtain exactly one linear invariant given by \(1^T y^T\). Therefore, the positive system is also conservative, e.g. \(\sum_{i=1}^{3} y_i^n = 15\) for all \(n \in \mathbb{N}_0\). To demonstrate the stability of the MPRK methods, we select three different types focusing on MPRK32, MPRK43(0.5) and MPRK43(0.9,0.6). In Figure 3, the analytical and numerical results are shown. In 3a, we plot it using to a comparably small time step of \(\Delta t = 0.05\), whereas in 3b the time step is \(\Delta t = 25\). In both cases our approximated solution converges towards the fixed point even for a big time step. Note that we still have oscillations except for the MPRK32 scheme, we refer again to [23] for a more detailed investigation on this topic.

Test problem with complex eigenvalues. The second test is the IVP

\[
y' = 100 \begin{pmatrix} -4 & 3 & 1 \\ 2 & -4 & 3 \\ 2 & 1 & -4 \end{pmatrix} y \quad \text{with} \quad y(0) = \begin{pmatrix} 9 \\ 20 \\ 8 \end{pmatrix}.
\]

The system matrix in (5.2) is a Metzler matrix and we have the eigenvalues \(\lambda_1 = 0, \lambda_2 = 100(-6 + i)\) and \(\lambda_3 = \overline{\lambda}\). The analytical solution is given by

\[
y(t) = \begin{pmatrix} 13 \\ 14 \\ 10 \end{pmatrix} - 2e^{-600t} \begin{pmatrix} \cos(100t) & -1 \\ 0 & 1 \end{pmatrix} - 6e^{-600t} \begin{pmatrix} \cos(100t) & 1 \\ -1 & 0 \end{pmatrix} + \sin(100t) \begin{pmatrix} 1 \\ 0 \end{pmatrix}.
\]
and the steady state is $y^* = (13, 14, 10)^T$. Also in this case a rapid decrease to $y^*$ can be expected through the behaviour of (5.3). In Figure 4, we see again the numerical solution compared to the analytical one. All schemes are stable and converge towards the steady state solution. The conservation property is ensured as well and can be recognized in 4b.

**Test problem with double zero eigenvalues.** The third test is the linear IVP

$$y' = 100 \begin{pmatrix} -2 & 0 & 0 & 1 \\ 0 & -4 & 3 & 0 \\ 0 & 4 & -4 & 0 \\ 2 & 0 & 0 & -1 \end{pmatrix} y \text{ with } y(0) = \begin{pmatrix} 4 \\ 1 \\ 9 \\ 1 \end{pmatrix}. \tag{5.4}$$

The system matrix in (5.4) is a Metzler matrix with double zero eigenvalues $\lambda_1 = \lambda_2 = 0$. Therefore, we obtain besides $1^T y$ (the conservative property), a second linear invariant $n^T y$ with $n^T = (1, 2, 2, 1)^T$. Using the remaining eigenvalues $\lambda_3 = -300$ and $\lambda_4 = -700$ and corresponding eigenvectors, the analytical solution is given by

$$y(t) = c_1 \begin{pmatrix} 0 \\ 1 \\ 4/3 \\ 0 \end{pmatrix} + c_2 \begin{pmatrix} 1 \\ 0 \\ 0 \\ 2 \end{pmatrix} + c_3 e^{-700t} \begin{pmatrix} 0 \\ 1 \\ -1 \\ 0 \end{pmatrix} + c_4 e^{-300t} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 1 \end{pmatrix}$$

with $(c_1, c_2, c_3, c_4) = (30/7, 5/3, -23/7, 7/3)$. The steady state will be reached quite fast and it is given by $y^* = \frac{1}{7}(7, 90, 120, 70)^T$. In Figures 5 and 6, we see the numerical results for our selected schemes for different $\Delta t$. All schemes converge to the steady state solutions and preserve both linear invariants as presented in the figures.
Figure 5: Approximation of (5.4) with $\Delta t = 0.05$

Figure 6: Approximation of (5.4) with $\Delta t = 25$

5.2. Numerical Simulations of MPDeC Schemes. We consider the initial value problem

\[(5.5)\]

\[y' = \begin{pmatrix} -25 & 25 \\ 25 & -25 \end{pmatrix} y \text{ with } y(0) = \begin{pmatrix} 0.998 \\ 0.002 \end{pmatrix}.\]

The nonzero eigenvalue $\lambda = -50$ and the analytical solutions is given by

\[y(t) = \frac{1}{2} \begin{pmatrix} 1 \\ 1 \end{pmatrix} + 0.498 \begin{pmatrix} 1 \\ -1 \end{pmatrix} e^{-50t}.\]

The steady state is given by $y^* = (0.5, 0.5)^T$. In Figure 7, the numerical and analytical solutions are plotted for several different MPDeC schemes.

From our investigation in Section 4, we know that using Gauss–Lobatto points leads always stable and conservative approximations as can be also recognized in 7a however for equidistant points, we obtain problems inside the approximation for higher-order approximations. This can also be seen in our numerical approximation for the IVP (5.5) in Figure 7b. As we mentioned earlier this behaviour is not surprising since already the classical DeC method (without using the modified Patankar trick) has problems for high-order approximations, i.e.
Figure 7: Approximation with $\Delta t = 25$

Figure 8: Numerical approximation of (5.5)

for 8-th order or higher, if equidistant points are used. Obviously, MPDeC(14) is unstable and alternate around the steady state solution. Nevertheless, we can obtain a stable discretization for this test case if we decrease the time step. We can estimate the time step using the eigenvalue $\lambda = 50$ and the value $z^* \approx -9.403$ satisfying $|R(z^*)| = 1$ in Figure 2b. From $z = \Delta t \lambda$ we thus find the bound $\Delta t \leq 0.188$. In Figure 8, we see an unstable behaviour for $\Delta t = 0.2$ whereas for $\Delta t \approx 0.17$ also MPDeC(14) converges to the steady state solution. Indeed, increasing $\Delta t$ up to 0.188 to obtain stable approximations, however, the convergence rate will also be quite slow and we need more time to reach the steady state. Note that the presented theory only claims a local convergence of the iterates towards the steady state. Nevertheless, if we violate the stability condition, we can start arbitrary close to the steady
state solution, and still, the iterates will not converge to $y^*$. To clarify this, we change our IVP (5.5) to the following condition

\begin{equation}
(5.6) \quad y' = \begin{pmatrix} -0.5 & 0.5 \\ 0.5 & -0.5 \end{pmatrix} y \quad \text{with } y(0) = y^* + 10^{-6} \begin{pmatrix} 1 \\ -1 \end{pmatrix}.
\end{equation}

In Figure 9, we plot the numerical solution $y_2$ calculated with order MPDeC(14) using equispaced points. The time step is selected with respect to the eigenvalue $\lambda_1 = -1$, so that $\Delta t = \frac{1}{\lambda} = |z|$ holds. In 9b, we see a slow convergence against the steady state. In Figures 9c-9d, the conditions for convergence are not fulfilled and we see this also in our figures. A similar behaviour can be seen for $y_1$ analogously.

6. Conclusion. In this paper, we have investigated the stability conditions for several modified Patankar schemes. We were able to demonstrate that the MPRK(3,2) scheme proposed in [23] and the MPRK43($\gamma$) schemes from [16] are stable considering general positive linear $N \times N$ systems. Further, we provided the stability functions for the MPRK43($\alpha, \beta$) schemes and derived several conditions (3.29) on the parameters to obtain a stable scheme. For a fixed method, the conditions (3.29) can easily be checked whereas through a numerical study we have concluded that these conditions should be as well fulfilled for the general parameter selection. However, a formal proof is still missing. This remaining investigation will also be part of future research. We were also able to compute the stability function for MPDeC schemes and investigated the schemes numerically. We have seen that using Gauss–Lobatto points, we always obtain a stable scheme whereas for equispaced points stability issues have been recognized for higher-order methods and large $\Delta t$. This fact is not surprising since already DeC methods show stability issues if equispaced points are used and also the investigation in [23] confirms those problems. We have seen that the $\Delta t$ bound can be estimated from stability functions and eigenvalues.

In the future, we plan to continue our investigation in several directions. First, we consider non-conservative Patankar systems as the ones proposed in [5]. Later, we combine MP schemes with proper selected space discretization and consider hyperbolic conservation/balance laws as it was already successfully done in [6]. However, it is not clear what the stability and convergence properties of such combined schemes are.
7. Appendix. Numerical validation that Assumptions (3.29) are always fulfilled for the general parameter selection.
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