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Abstract—Given primes \(\ell \neq p\), we record here a \(p\)-adic valued Fourier theory on a local field over \(\mathbb{Q}_\ell\), which is developed under the perspective of group schemes. As an application, by substituting rigid analysis for complex analysis, it leads naturally to the \(p\)-adic local functional equation at \(\ell\), which strongly resembles the complex one in Tate’s thesis.

DOI: 10.1134/S2070046622030037

Key words: local functional equation, Fourier transform, group scheme, Cartier duality.

1. INTRODUCTION

Let \(K\) be a local field of characteristic 0, \(f\) be a Schwartz-Bruhat function on \(K\), and \(c : K^\times \to \mathbb{C}^\times\) be a unitary continuous character. A classical result of Tate states that there is a local functional equation [13, Theorem 2.4.1]

\[
\int_K f(x)c(x)|x|^s \frac{dx}{|x|} = \rho_C(c) \cdot |s| \int_K \hat{f}(x)c^{-1}(x)|x|^{1-s} \frac{dx}{|x|} \tag{1.1}
\]

for \(s \in \mathbb{C}\) with \(0 < \Re(s) < 1\). Here, \(dx\) is an additive Haar measure on \(K\), \(|\cdot|\) is the character given by \(d(ax) = |a|dx\) for all \(a \in K^\times\), \(\hat{f}\) is the Fourier transform of \(f\), and \(\rho_C(c) \cdot |s|\) is a meromorphic function on \(\mathbb{C}\) independent of \(f\). As an immediate consequence, Tate deduced that the zeta integral \(\int_K f(x)c(x)|x|^{s-1}dx\), a priori holomorphic on the half plane \(\Re(s) > 0\), admits a meromorphic continuation to all of \(\mathbb{C}\).

The main aim of this note is to establish a \(p\)-adic valued analogue to (1.1) when \(K\) is a finite extension of \(\mathbb{Q}_\ell\), where \(\ell \neq p\). The organization is as follows: In §2, by employing Cartier duality in the manner of Katz, we shall establish the \(p\)-adic Fourier transform on \(K\), which recovers a classical result of Schikhof. In §3, using elementary rigid analysis, we will discuss \(p\)-adic zeta integrals and their analytic nature. Eventually, following Tate’s original argument, we will establish the \(p\)-adic local functional equation in this rigid analytic setting. For the benefit of the reader, we have included Appendix A, which presents some motivational computations for the \(p\)-adic local functional equation. In Appendix B, we briefly explain how the ideas developed in the main sections might shed some light on a hypothetical functional equation of Kubota-Leopoldt \(p\)-adic \(L\)-functions.

We now introduce some notation so as to state our main results below. With a fixed local field \(K/\mathbb{Q}_\ell\) where \(\ell \neq p\), let \(\mathfrak{o}_K\) be the valuation ring of \(K\), \(I\) be its maximal ideal, \(\pi \in I\) be a uniformizer, and write \(q = \#\mathfrak{o}_K/(\pi)\). Also, denote by \(\mathfrak{d} = (\pi^\alpha)\) the different ideal of \(\mathfrak{o}_K/\mathbb{Z}_\ell\). Let \(\mathbb{C}_p\) be the completion of a fixed algebraic closure of \(\mathbb{Q}_p\), and denote by \(|\cdot|\) the absolute value on \(\mathbb{C}_p\) extending that on \(\mathbb{Z}_p\), so \(|p|_p = 1/p\). Let \(\mathfrak{o}_p\) be the ring of integers in \(\mathbb{C}_p\). Finally, if \(E\) is a subset of \(K\), we denote by \(1_E\) the characteristic function \(1_E : K \to \{0, 1\}\), i.e., \(1_E(x) = 1\) if \(x \in E\) and \(1_E(x) = 0\) otherwise.
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Theorem (A). Let $\mathcal{C}(K,o_p)$ be the Fréchet space of continuous functions from $K$ to $o_p$, and let $\mathcal{D}(K,o_p)$ be the continuous linear dual $\text{Hom}_{k^p}(\mathcal{C}(K,o_p), o_p)$. By choosing a compatible system of primitive $\ell$-power roots of unity $\zeta = (\zeta_n)_{n \geq 0} \in \lim_{n \to \infty} \mu_{\ell^n}$, we have an embedding

$$\mathcal{D}(K,o_p) \hookrightarrow \mathcal{C}(K,o_p) \quad \mu \mapsto \mu_{\zeta},$$

which identifies $\mathcal{D}(K,o_p)$ as uniformly continuous functions on $K$. Furthermore, if we let $dx$ denote the linear functional on compactly supported locally constant functions on $K$ defined by $dx(1_{o_p}) = q^{-b/2-n}$, then for any $f \in \mathcal{C}(K,o_p)$ such that $\lim_{x \to \infty} f(x) = 0$, we have $f dx \in \mathcal{D}(K,o_p)$, and

$$(fdx)_{\zeta}(\xi) = \int_K f(x)\zeta^{\text{Tr}(x\xi)} dx.$$  

Here, $\text{Tr}: K \to \mathbb{Q}_\ell$ is the trace map, and $\zeta^x$ is the function on $\mathbb{Q}_\ell$ such that if $x = \ell^n u$ with $u \in \mathbb{Z}_\ell$, $\zeta^u = \zeta^u \ell$ (we write $\zeta_n = 1$ for $n < 0$).

Theorem (B). Let $f \in \mathcal{C}(K,o_p)$ be such that $0 = \lim_{x \to \infty} f(x) = \lim_{x \to -\infty} \hat{f}(x) = f(0) = \hat{f}(0)$. Let $\tilde{\chi}: K^\times \to \mathbb{C}_p^\times$ be a continuous character with $\tilde{\chi}(\pi) = 1$, and for any $\lambda \in \mathbb{C}_p^\times$, let $\chi_{\lambda}: K^\times \to \mathbb{C}_p^\times$ be the unramified character with $\chi(\pi) = \lambda$. Then the zeta integral $Z(f, \chi\lambda) = \int_K f(x)\chi\lambda(x) dx$ is a rigid analytic function on the Laurent domain $\{\lambda \in \mathbb{C}_p^\times : |\lambda|_p = 1\}$, and satisfies a local functional equation:

$$\int_K f(x)\hat{\chi}\chi\lambda(x) dx = \rho(\hat{\chi}\chi\lambda) \int_K \hat{f}(x)\hat{\chi}^{-1}\chi\lambda^{-1}(x) dx,$$

(1.2)

where $\rho(\hat{\chi}\chi\lambda)$ is a rigid meromorphic function on $\mathbb{C}_p^\times$ independent of $f$. Moreover, if both $f$ and $\hat{f}$ are of Schwartz class $c$ for some $c \geq 1$ (see Definition 3.2), then (1.2) implies that $Z(f, \chi\lambda)$ can be meromorphically continued to the annulus $\{\lambda \in \mathbb{C}_p^\times : e^{-1} \leq |\lambda|_p \leq c\}$.

We remark that our approach to Theorem (A), namely via group schemes, has the merit that it does not presume any knowledge of the complex Fourier transform (which is really a special case of Pontryagin duality), despite the resulting explicit formula for $(fdx)_{\zeta}$ taking the same form as the complex one. In other words, it can be seen as an instance where Cartier and Pontryagin duality “coincide”. On the other hand, Theorem (B) shows that, if we supplant complex analysis by rigid analysis, the $p$-adic valued locally theory bears an uncanny resemblance to the complex one presented in §2.4 of [13].

2. GENERALITIES ON FOURIER THEORY

In §2.1 we shall consider functions on $K/o_p$ from the viewpoint of analysis and discuss their linearization; in §2.2 we use the linearization to give an algebraic viewpoint, and thereby realize the statement “$K$ is self dual” as known in classical Fourier analysis. This eventually leads to our construction of the Fourier transform in §2.3.

Remark on prior works. We emphasize that the algebraization of “distributions” on an $\ell$-adic ring of integers is not new, and in fact can be found in the literature as early as 1960s, e.g., [1] and [11], which treated mainly the $\ell = p$ case. The (formal) group scheme interpretation is prevalent in the works of Katz on $p$-adic $L$-functions and congruences of Bernoulli–Hurwitz numbers, see for example [8] and [9]. On the other hand, to the best knowledge of the author, the $\ell \neq p$ case has attracted little attention from number theorists (perhaps the most notable being [12]), and is only treated in detail, with strong analysis flavor, in W. H. Schikhof’s PhD thesis as recorded in Chapter 9 of [14]. In particular, one should note that the main result of this section, Theorem 2.12, is in fact due to Schikhof (cf. Theorem 9.21 loc. cit.), although the author was unaware of the work of Schikhof until he finished writing this note. Still, we have not found our treatment in terms of group schemes anywhere in the literature, and as emphasized in the introduction, our treatment will be independent of the classical Pontryagin duality, which plays a key role in Schikhof’s Fourier theory. As such, we believe that our treatment might be more natural, and better suited for modern number theorists.
2.1. Linearization of Function Spaces

For topological spaces $X, Y$, we let $\mathcal{C}(X, Y)$ denote all continuous functions from $X$ to $Y$. For $\mathcal{C}(K, \mathfrak{o}_p)$, we can make it a Fréchet space: for each compact open subset $U$ of $K$, we can define a semi-norm $\| f \|_U = \sup_{x \in U} |f(x)|$. It is easy to see that $(\mathcal{C}(U, \mathfrak{o}_p), \| \cdot \|_U)$ is a complete normed $\mathfrak{o}_p$-module. Since by restriction we have an isomorphism of $\mathfrak{o}_p$-modules, $\mathcal{C}(K, \mathfrak{o}_p) \cong \lim_{\leftarrow} \mathcal{C}(U, \mathfrak{o}_p)$, we may make $\mathcal{C}(K, \mathfrak{o}_p)$ Fréchet with $\| \cdot \|_U$ being its topology-defining semi-norms.

We note that modulo $p^n$, we have a natural identification $\mathcal{C}(\Gamma^- \mathfrak{o}_K, \mathfrak{o}_p/p^n) \cong \lim_{\leftarrow} \mathcal{C}(\Gamma^- \mathfrak{o}_K/\ell^N, \mathfrak{o}_p/p^n)$, because any continuous function on $\Gamma^- \mathfrak{o}_K$ valued in the discrete ring $\mathfrak{o}_p/p^n$ must be locally constant and $\Gamma^- \mathfrak{o}_K$ is compact. Now let $r$ vary and replace the above family $\{ U \}_{U, \text{open compact}}$ by $\{ \Gamma^- \mathfrak{o}_K \}_{r \geq 0}$ and $\mathfrak{o}_p$ by $\mathfrak{o}_p/p^n$, we can prolongate the above identification of $\mathfrak{o}_p/p^n$-modules:

$$\mathcal{C}(K, \mathfrak{o}_p/p^n) \cong \lim_{\leftarrow} \lim_{\rightarrow} \mathcal{C}(\Gamma^- \mathfrak{o}_K/\ell^N, \mathfrak{o}_p/p^n),$$

where the projective limit is taken with respect to restrictions and the inductive limit is defined using inclusions. Inside this space, we have also the uniformly continuous functions given by inverting limits: $\lim_{\rightarrow} \lim_{\leftarrow} \mathcal{C}(\Gamma^- \mathfrak{o}_K/\ell^N, \mathfrak{o}_p/p^n) = \lim_{\rightarrow} \mathcal{C}(K/\ell^N, \mathfrak{o}_p/p^n).

**Example.** The function $f = \sum_{n \geq 0} 1_{1/2^n + r \mathbb{Z}}$ is continuous, but not uniformly continuous.

The linearization above is useful in that it is also topological:

**Proposition 2.1.** Let $p_{n,r} : \mathcal{C}(K, \mathfrak{o}_p) \to \mathcal{C}(\Gamma^- \mathfrak{o}_K, \mathfrak{o}_p/p^n)$ be the canonical projection by restriction and modulo $p^n$. Then the Fréchet space $\mathcal{C}(K, \mathfrak{o}_p)$ is linearly topologized by $\{ \ker(p_{n,r}) \}_{n,r}$; i.e., these kernels are $\mathfrak{o}_p$-modules, and they form a fundamental system at the zero function. Hence we have a topological linearization:

$$\mathcal{C}(K, \mathfrak{o}_p) \cong \lim_{\leftarrow} \lim_{\rightarrow} \mathcal{C}(\Gamma^- \mathfrak{o}_K/\ell^N, \mathfrak{o}_p/p^n)$$

(2.1)

where the limit over $r$ is with respect to restriction and the colimit over $N$ is with respect to inclusion (as functions on $\Gamma^- \mathfrak{o}_K$).

**Proof.** First, by definition we have $\ker(p_{n,r}) = \{ f \in \mathcal{C}(K, \mathfrak{o}_p) : f(\Gamma^- \mathfrak{o}_K) \subseteq p^n \mathfrak{o}_p \}$. In particular, it is an $\mathfrak{o}_p$-module. Next, we note that under the semi-norm $\| \cdot \|_{\Gamma^- \mathfrak{o}_K}$, $\ker(p_{n,r})$ is nothing but $\{ g : \| g \|_{\Gamma^- \mathfrak{o}_K} \leq p^{-n} \}$. Therefore $\ker(p_{n,r})$ is open. Finally, to see that they form a fundamental system, we simply observe that the sub-family of semi-norms $\| \cdot \|_{\Gamma^- \mathfrak{o}_K}$, for $r \in \mathbb{Z}_{\geq 0}$, already give the Fréchet topology of $\mathcal{C}(K, \mathfrak{o}_p)$, which concludes that the family of open sets $\{ \ker(p_{n,r}) \}_{n,r}$ have enough candidates to become a fundamental system at 0.

Next, we define the continuous linear dual $\mathcal{D}(K, \mathfrak{o}_p) = \text{Hom}_{\mathfrak{o}_p}^{\text{cts}}(\mathcal{C}(K, \mathfrak{o}_p), \mathfrak{o}_p)$. A consequence of Proposition 2.1 is the following:

**Corollary 2.2.** There is a linearization:

$$\mathcal{D}(K, \mathfrak{o}_p) \cong \lim_{\leftarrow} \lim_{\rightarrow} \lim_{\rightarrow} \text{Hom}_{\mathfrak{o}_p}^{\text{cts}}(\mathcal{C}(\Gamma^- \mathfrak{o}_K/\ell^N, \mathfrak{o}_p/p^n), \mathfrak{o}_p/p^n)$$

(2.2)

where the colimit over $r$ is induced by restrictions and the limit over $N$ is induced by inclusions.

**Proof.** For any $L \in \mathcal{D}(K, \mathfrak{o}_p)$ and $f \in \mathcal{C}(K, \mathfrak{o}_p)$, to know the value $L(f) \in \mathfrak{o}_p$ it is necessary and sufficient to know the values $L(f) \mod p^n$ for all $n \geq 1$. So, we have an injection $\mathcal{D}(K, \mathfrak{o}_p) \rightarrow \lim_{\leftarrow} \text{Hom}_{\mathfrak{o}_p}^{\text{cts}}(\mathcal{C}(K, \mathfrak{o}_p), \mathfrak{o}_p/p^n)$. This map is also surjective: For any

$$L = (L_n)_n \in \lim_{\leftarrow} \text{Hom}_{\mathfrak{o}_p}^{\text{cts}}(\mathcal{C}(K, \mathfrak{o}_p), \mathfrak{o}_p/p^n),$$
we can regard $L$ as a linear functional on $\mathcal{C}(K, \mathfrak{a}_p)$ by $L(f) = \lim_n L_n(f)$. Furthermore, $L$ is continuous because for all $a \in \mathfrak{a}_p$, $n \in \mathbb{Z}_{\geq 0}$ and $m \geq n$, $L^{-1}(a + p^n \mathfrak{a}_p) = L_m^{-1}(a + p^n \mathfrak{a}_p)$ is an open subset of $\mathcal{C}(K, \mathfrak{a}_p)$ by the continuity of $L_m$.

It suffices now to deal with $\text{Hom}_{\mathfrak{a}_p}^{\text{cts}}(\mathcal{C}(K, \mathfrak{a}_p), \mathfrak{a}_p/p^n)$. Note first that as $p^n \mathcal{C}(K, \mathfrak{a}_p) = \mathcal{C}(K, p^n \mathfrak{a}_p)$, we have $\text{Hom}_{\mathfrak{a}_p}^{\text{cts}}(\mathcal{C}(K, \mathfrak{a}_p), \mathfrak{a}_p/p^n) \simeq \text{Hom}_{\mathfrak{a}_p}^{\text{cts}}(\mathcal{C}(K, \mathfrak{a}_p/p^n), \mathfrak{a}_p/p^n)$. Since $\mathfrak{a}_p/p^n$ is discrete, any linear functional belonging to this hom-set has an open kernel. By Proposition 2.1 we see that the kernel contains some $\ker(p_{n',r})$, and thus contains $\ker(p_{n',r}) + p^n \mathcal{C}(K, \mathfrak{a}_p) \supseteq \ker(p_{n,r})$. Therefore,

$$\text{Hom}_{\mathfrak{a}_p}^{\text{cts}}(\mathcal{C}(K, \mathfrak{a}_p), \mathfrak{a}_p/p^n) = \lim_{r \to 0} \text{Hom}_{\mathfrak{a}_p}^{\text{cts}}(\mathcal{C}(1^{-r} \mathfrak{a}_K, \mathfrak{a}_p/p^n), \mathfrak{a}_p/p^n)$$

$$= \lim_{r \to 0} \lim_{N \to \infty} \text{Hom}_{\mathfrak{a}_p}^{\text{cts}}(\mathcal{C}(1^{-r} \mathfrak{a}_K/1^N, \mathfrak{a}_p/p^n), \mathfrak{a}_p/p^n).$$

We note finally that since $\mathcal{C}(1^{-r} \mathfrak{a}_K/1^N, \mathfrak{a}_p/p^n)$ is discrete, we may drop the cts superscript. $\square$

To unveil the nature of the space $\mathcal{D}(K, \mathfrak{a}_p)$, we find it enlightening to think in terms of (commutative finite étale) group schemes. This will be carried out in the following section.

### 2.2. Group Scheme Theoretic Interpretation

Consider the constant group scheme $1^{-r} \mathfrak{a}_K/1^N$ defined over $\mathbb{Z}$, which is the sheafification of the functor $G_{\mathfrak{a}_p}(R) = 1^{-r} \mathfrak{a}_K/1^N$ for any ring $R$. When $G$ is an affine group scheme over a ring $S$ and $R$ is an $S$-algebra, we shall write $A_{G,R}$ for the affine algebra of $G \times_S R/\text{Spec}(R)$. It is easy to show that, as an algebra, $A_{1^{-r} \mathfrak{a}_K/1^N, R} \simeq \bigoplus_{a \in 1^{-r} \mathfrak{a}_K/1^N} R \delta_a$, where $\delta_a$'s are orthogonal idempotents and the identity is given by $\sum_a \delta_a$. Moreover, the comultiplication is given by the formula

$$s : \delta_a \mapsto \sum_{b + c = a} \delta_b \otimes \delta_c.$$

This is relevant to us, because when we regard $\mathcal{C}(1^{-r} \mathfrak{a}_K/1^N, \mathfrak{a}_p/p^n)$ as an $\mathfrak{a}_p/p^n$-algebra (its arithmetic coming from $\mathfrak{a}_p/p^n$), it is isomorphic to $A_{1^{-r} \mathfrak{a}_K/1^N, \mathfrak{a}_p/p^n}$. For instance, the idempotent $\delta_a$ represents the characteristic function $1_{a + 1^N}(x)$ on $1^{-r} \mathfrak{a}_K/1^N$.

Now we consider $\text{Hom}_{\mathfrak{a}_p}(\mathcal{C}(1^{-r} \mathfrak{a}_K/1^N, \mathfrak{a}_p/p^n), \mathfrak{a}_p/p^n)$. If we identify $\mathcal{C}(1^{-r} \mathfrak{a}_K/1^N, \mathfrak{a}_p/p^n)$ with $A_{1^{-r} \mathfrak{a}_K/1^N} \otimes \mathfrak{a}_p/p^n$, then we see the hom-set is naturally identified as the affine algebra of the Cartier dual of $1^{-r} \mathfrak{a}_K/1^N$ over $\mathfrak{a}_p/p^n$. Temporarily we write $G_{N,r} = (1^{-r} \mathfrak{a}_K/1^N)^\vee$, where $\vee$ stands for the Cartier dual. As such, by Corollary 2.2, we see immediately $\mathcal{D}(K, \mathfrak{a}_p) \simeq \lim_{N \to \infty} \lim_{r \to 0} A_{G_{N,r}, \mathfrak{a}_p/p^n}$. By virtue of the next theorem, we may identify $G_{N,r}$ with $1^{-N} \mathfrak{a}^{-1}/1^N \mathfrak{a}^{-1}$. Granting this, if we revert to analytic terms, we see that we have really shown “measures on $K$ are (uniformly continuous) functions on $K$” —— or as we claimed earlier, “$K$ is self-dual”. Strictly speaking, we also need to check “functoriality”, namely the (co-)limits are exactly those we saw in the linearization of functions; this is taken care of by Proposition 2.5 below.

**Theorem 2.3.** Let $\mathfrak{d}$ be the different ideal of $\mathfrak{a}_K/\mathbb{Z}_\ell$. Let $R$ be a ring in which $\ell$ is invertible, and which contains a primitive $\ell^{N+r}$-th root of unity $\zeta_{N,r}$. Then we have an isomorphism $G_{N,r} \times \mathbb{Z}_\ell R \simeq 1^{-N} \mathfrak{a}^{-1}/1^N \mathfrak{a}^{-1}$ depending on the choice of $\zeta_{N,r}$.

**Remark.** This is where we find the perspective of group schemes extremely useful: we know an étale finite flat group scheme is constant over the algebraic closure. Since $\ell \neq p$ we can immediately apply this to our group scheme $G_{N,r}$. In the proof however we shall give an explicit isomorphism, which is already hinted in §2.2 of Tate’s thesis.
Proof of Theorem 2.3. Our strategy is the following: First we construct a morphism from the constant presheaf of \( t^{-N} \mathfrak{d}^{-1} / t' \mathfrak{d}^{-1} \) to \( G_{N,r} \). Then, since \( G_{N,r} \) is a sheaf, we extend the morphism to \( t^{-N} \mathfrak{d}^{-1} / t' \mathfrak{d}^{-1} \). Finally, we check the isomorphism at geometric points, which is enough since both groups are étale.

Step 1. Recall that if \( G \) is a group scheme over \( R \), the Cartier dual as a functor is given by \( G^\vee(R') = \text{Hom}_{R'}(G_{R'}, G_{m,R'}) \), an element of which is then an invertible element \( x \in A_G, R' \) such that \( s(x) = x \otimes x \), where \( s \) is the comultiplication.

Step 2. Let \( G_{N,r} \) be the constant functor such that \( G_{N,r}(R') = t^{-N} \mathfrak{d}^{-1} / t' \mathfrak{d}^{-1} \) and \( G(f) : G(S) \to G(T) \) is the identity map, for any \( R', S, T \) over \( R \) and \( f : S/R \to T/R \). We shall construct a morphism \( G_{N,r} \to G_{N,r} \). Using the description of points in step 1, it suffices to construct functorial morphisms \( t^{-N} \mathfrak{d}^{-1} / t' \mathfrak{d}^{-1} \to \text{Hom}_{R'}(G_{R'}, G_{m,R'}) \). Concretely, for each \( R'/R \), and each \( b \in t^{-N} \mathfrak{d}^{-1} / t' \mathfrak{d}^{-1} \), we need to construct \( x_b = x_{b,R'} \in (\oplus_{a \in t^{-r} \mathfrak{d}/tN R' \delta_a})^\times \) such that

\[
\bullet \quad s(x_b) = x_b \otimes x_b;
\]

\[
\bullet \quad x_{a+b} = x_a x_b;
\]

\[
\bullet \quad \text{if } f : S \to T \text{ is an } R\text{-algebra map then } f(x_b,S) = x_b,T.
\]

Step 3. Define a function \( \zeta^x : t^{-N-r} \mathbb{Z}_l / t' \mathbb{Z}_l \to \mathbb{R}^\times \) by \( \zeta^x = \zeta_{N,r}^{[t^{N+r}]x} \) where for any \( t > 0 \), \( \mathbb{R}^\times \to \mathbb{R}^\times \) is the isomorphism sending \( y \to t^r y \). We may compose \( \zeta^x \circ \text{Tr} : t^{-N-r} \mathfrak{d}^{-1} / t' \mathfrak{d}^{-1} \to \mathbb{R}^\times \), which makes sense since \( \text{Tr} \) sends \( t^{-N-r} \mathfrak{d}^{-1} / t' \mathfrak{d}^{-1} \) to \( t^{-N-r} \mathbb{Z}_l / t' \mathbb{Z}_l \) (in general not surjective).

Step 4. For \( b \in t^{-N} \mathfrak{d}^{-1} / t' \mathfrak{d}^{-1} \), we write

\[
x_b = \sum_{a \in t^{-r} \mathfrak{d}/tN} \zeta_{\text{Tr}(ab)} \delta_a.
\]

Seeing \( \zeta_{\text{Tr}(ab)} \in \mathbb{R}^\times \) and \( \delta_a \)'s are orthogonal idempotents, it is clear that \( x_b \in (\oplus_{a \in t^{-r} \mathfrak{d}/tN R \delta_a})^\times \). Moreover, we verify:

\[
s(x_b) = \sum_{a \in t^{-r} \mathfrak{d}/tN} \zeta_{\text{Tr}(ab)} \sum_{u+v=a} \delta_u \otimes \delta_v
\]

\[
= \sum_{u,v} \zeta_{\text{Tr}(ab)} \delta_u \otimes \zeta_{\text{Tr}(ab)} \delta_v
\]

\[
= x_b \otimes x_b,
\]

and

\[
x_b x_c = \sum_{a \in t^{-r} \mathfrak{d}/tN} \zeta_{\text{Tr}(ab) + \text{Tr}(ac)} \delta_a = x_{b+c}.
\]

Finally, since by definition \( x_b \) has coefficients in \( R \), the functorial requirement is automatically satisfied.

Step 5. We have constructed a natural morphism \( G_{N,r} \to G_{N,r} \). Hence by the universal property, it extends to \( t^{-N} \mathfrak{d}^{-1} / t' \mathfrak{d}^{-1} \to G_{N,r} \). Since \( t^{-1} \in R \), we know that both of the \( \ell \)-groups, \( t^{-N} \mathfrak{d}^{-1} / t' \mathfrak{d}^{-1} \) and \( G_{N,r} \), are étale. Thus, the isomorphism can be checked by checking only Galois modules \( t^{-N} \mathfrak{d}^{-1} / t' \mathfrak{d}^{-1}(k) \to G_{N,r}(k) \) for any \( R \to k \) geometric (namely \( k \) is an algebraically closed field). To do this, we need to show that any \( x \in \text{Hom}_{k-\text{GrpSch}}(G_k, G_{m,k}) \) is of the form \( x_b \) for a
unique $b \in \Gamma^{-N\bar{d}^{-1}/\Gamma\bar{d}^{-1}}$ (as such, both $\Gamma^{-N\bar{d}^{-1}/\Gamma\bar{d}^{-1}}(k)$ and $G_{N,r}(k)$ are acted trivially by the Galois/fundamental group of $R$).

**Step 6.** Let $x \in \text{Hom}_{k-\text{GrpSch}}(G_k, G_{m,k})$, and we may write $x = \sum_{a \in \Gamma^{-r}o_K/lN} z(a) \delta_a$ (where $z$ is valued in $k^x$). Since $s(x) = x \otimes x$, expand it and we have

\[
\sum_{a \in \Gamma^{-r}o_K/lN} z(a) \sum_{u+v=a} \delta_u \otimes \delta_v = \sum_{a \in \Gamma^{-r}o_K/lN} z(a) \delta_a \otimes \sum_{b \in \Gamma^{-r}o_K/lN} z(b) \delta_b.
\]

Comparing the coefficients of $\delta_a \otimes \delta_b$, we find that $z(a + b) = z(a)z(b)$. Therefore, we have shown that any $x$ is coming from some $z \in \text{Hom}(\Gamma^{-r}o_K/lN, k^x)$, and it is easy to work out, conversely, any $z \in \text{Hom}(\Gamma^{-r}o_K/lN, k^x)$ gives an $x \in \text{Hom}_{k-\text{GrpSch}}(G_k, G_{m,k})$ by the above formula. By using the following lemma we may then conclude $x = x_b$ for some unique $b \in \Gamma^{-N\bar{d}^{-1}/\Gamma\bar{d}^{-1}}$. Hence, by step 5 the proof is finished.

**Lemma 2.4.** Let $R$ be a ring containing a primitive $\ell^{N+r}$-th root of unity $\zeta_{N,r}$. The bilinear pairing $\Gamma^{-r}o_K/lN \otimes \Gamma^{-N\bar{d}^{-1}/\Gamma\bar{d}^{-1}} \to R^x$ given by $a \otimes b \mapsto \zeta^{Tr(ab)}$ is perfect; i.e., it induces an isomorphism:

\[
\Gamma^{-N\bar{d}^{-1}/\Gamma\bar{d}^{-1}} \simeq \text{Hom}(\Gamma^{-r}o_K/lN, R^x).
\]

**Proof.** The induced map is injective because, for the trace pairing $\text{Tr}: \Gamma^{-N\bar{d}^{-1}/\Gamma\bar{d}^{-1}} \otimes \Gamma^{-r}o_K \to Q_\ell$, $\text{Tr}(a \otimes b) \in Z_\ell$ for all $a \in \Gamma^{-r}$ if and only if $p^{-r}b \in \bar{d}^{-1}$, and if only if $b \in \bar{d}^{-1}$. After the injectivity is established, the proof can then be completed using a general but elementary fact: if $G$ is a finite abelian $\ell$-group killed by $\ell^d$ and $R$ a ring containing a primitive $\ell^d$-th root of unity, then $\#G = \#\text{Hom}(G, R^x)$. Indeed, as the finite abelian group $\Gamma^{-N\bar{d}^{-1}/\Gamma\bar{d}^{-1}}$ is isomorphic to $\Gamma^{-r}o_K/lN$ and is killed by $\ell^{N+r}$, the aforementioned fact applies, and shows that $\#(\Gamma^{-N\bar{d}^{-1}/\Gamma\bar{d}^{-1}}) = \#\text{Hom}(\Gamma^{-r}o_K/lN, R^x)$. Hence, we see that the map in question, known to be injective, is also surjective by counting.

**Example.** $K = Q_\ell$. It is well-known that $(Z/\ell^d)^{\times}$ is isomorphic to $\mu_{\ell^d}$, the group scheme representing the functor $S \mapsto \{\xi \in S : \xi^{\ell^d} = 1\}$. So, if we choose a primitive $\ell^d$-th root of unity $\zeta_{\ell^d}$, Theorem 2.3 in particular provides an isomorphism $(Z/\ell^d)^{\times} \simeq \mu_{\ell^d} \simeq \ell^{-d}Z/Z \simeq Z/\ell^d$. Furthermore, we may write it down explicitly in terms of affine algebras:

\[
A_{\mu_{\ell^d}} \simeq R[X]/(X^{\ell^d} - 1) \xrightarrow{\sim} A_{Z/\ell^d} \simeq \bigoplus_{i \in Z/\ell^d} R\delta_i, \quad X \mapsto \sum_{i \in Z/\ell^d} \zeta_i^d \delta_i.
\]

This map is an isomorphism, since there exists $f_i(X) = \frac{\prod_{j \neq i}(X - \zeta_j)}{\prod_{j \neq i}(\zeta_i - \zeta_j)} \in R[X]$ (the denominator is allowed as $\ell^{-1} \in R$), which enjoys the property $f_i(\zeta_j) = 0$ (resp. $1$) if $j \neq i$ (resp. $j = i$). Moreover, we see here that the isomorphism indeed depends on the $\zeta_{\ell}$ chosen.

As $o_p$ contains all $\ell$-power roots of unity, all groups $G_{N,r}$ can be made constant group schemes by choosing a primitive $\ell^{N+r}$-th root of unity $\zeta_{N,r}$ for each pair $(N, r)$. So, we have an isomorphism that may or may not be canonical: $D(K, o_p) \simeq \lim_{\to} \lim_{\leftarrow} \lim_{\leftarrow} A_{\Gamma^{-N\bar{d}^{-1}/\Gamma\bar{d}^{-1}} \otimes o_p/p^a}$, where the limit over $N$ is just projection by congruences, and the limit/colimit over $r, N$ are given by, after base change to $o_p/p^{ra}$, maps $\psi^{r,N}, \psi^{N,r}$ coming from commutative diagrams:

\[
\begin{array}{ccc}
\text{Hom}_{o_p}(\mathcal{C}(\Gamma^{-r}o_K/lN, o_p), o_p) & \xrightarrow{\sim} & A_{G_{N,r}} \\
\downarrow & & \downarrow \\
\text{Hom}_{o_p}(\mathcal{C}(\Gamma^{-r-1}o_K/lN, o_p), o_p) & \xrightarrow{\sim} & A_{G_{N,r+1}} \\
\end{array}
\]
Proposition 2.5. Suppose the roots of unity \( \{\zeta_{N,r}\}_{N,r} \) are chosen in such a way that there exists \( \{\zeta_n\}_{n\geq 0} \), where each \( \zeta_n \) is a primitive \( \ell^n \)-th root of unity, satisfying \( \zeta_n^{\ell^k} = \zeta_{lt} \) and \( \zeta_{N,r} = \zeta_{N+r} \). Then the map \( \psi^{r,N} \) is induced from the natural projection \( \Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1} \to \Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1} \), so \( \psi^{r,N} \) is inclusion of continuous functions on \( \Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1} \) to those on \( \Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1} \); and the map \( \psi_{N,r} \) is induced from the inclusion of groups \( \Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1} \to \Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1} \), so \( \psi_{N,r} \) is restriction of continuous functions on \( \Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1} \) to those on \( \Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1} \).

Remark. Essentially this proposition says that, when the roots of unity \( \zeta_{N,r} \)'s are chosen compatibly, the limit/colimit of functions respectively. We also remind the reader that the two left squares are canonical while the two right squares, in particular \( \psi^{r,N} \) and \( \psi_{N,r} \)'s, depend on the choice of \( \zeta_{N,r} \)'s. We would like to identify \( \mathcal{D}(K,\mathfrak{o}_p) \) with uniformly continuous functions by the linearization (2.1), so we need a result about “functoriality” stated below. Note in the following we do not distinguish \( \mathcal{A}_{1^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1}} \) from \( \mathcal{C}(\Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1},\mathfrak{o}_p) \).

Proof of Proposition 2.5. We prove here the statement about \( \zeta_{N,r} \); for \( \psi_{N,r} \) it can be proved in a similar fashion. Recall from the proof of Theorem 2.3 that we constructed the isomorphism \( \Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1} \cong \mathfrak{G}_{N,r} \) by sheafifying the group homomorphisms \( \phi_r : \Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1} \to \text{Hom}(\Gamma^{-N}\mathfrak{o}_K/\mathfrak{N}, R^\times) \). Thus, to prove the statement about group schemes, by functoriality, it suffices to prove the statement for groups. That is, to show the following diagram commutes:

\[
\begin{array}{ccc}
\Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1} & \xrightarrow{\phi_{N,r}} & \text{Hom}(\Gamma^{-N}\mathfrak{o}_K/\mathfrak{N}, R^\times) \\
\downarrow \text{proj.} & & \downarrow \text{incl.*} \\
\Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^t\mathfrak{d}^{-1} & \xrightarrow{\phi_r} & \text{Hom}(\Gamma^{-N}\mathfrak{o}_K/\mathfrak{N}, R^\times)
\end{array}
\]
where the right vertical arrow is pullback by inclusion of groups. It is easily seen that the commutativity boils down to checking for all \( a \in \Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^{+1}\mathfrak{d}^{-1}, b \in \Gamma^{-r}\mathfrak{O}_K/\mathfrak{t}^N \), \( \zeta_{N,r+1}^{[\ell^{N+r+1}]\Tr(ab)} = \zeta_{N,r}^{[\ell^{N+r}]\Tr(ab)} \). As \( \Tr(ab) \in \ell^{-N-r}\mathbb{Z}/\mathbb{Z}_\ell \), we see that
\[
\zeta_{N,r+1}^{[\ell^{N+r+1}]\Tr(ab)} = \zeta_{N,r+1}^{\ell[\ell^{N+r}]\Tr(ab)} = (\zeta_{N,r+1}^{\ell})^{[\ell^{N+r}]\Tr(ab)} = \zeta_{N,r}^{[\ell^{N+r}]\Tr(ab)},
\]
where the last equality follows from the compatibility of our particular choice of roots of unity. □

**Notation.**

1. When a compatible system of \( \ell \)-power roots of unity is chosen, say \( \{\zeta_n\}_{n \geq 0} \), for any \( r \in \mathbb{Q}_\ell \) we shall use the shorthand \( \zeta^r \) to mean \( \zeta_{t}^{\ell^t} \) if \( \text{ord}(r) = -t < 0 \) and \( \zeta^r = 1 \) if \( r \in \mathbb{Z}_\ell \). Of course, in the former case, for any \( N \geq t \), \( \zeta_{N}^{t\ell^N} = \zeta_{t}^{t\ell^t} \), so we really have \( \zeta^r = \lim_{\ell \to \infty} \zeta_{N}^{t\ell^N} \). Note also this notation is already present in Theorem 2.3 and Lemma 2.4, and our use is consistent. Finally we point out for each \( r \in \mathbb{Q}_\ell \), the function \( \zeta^r : \mathbb{Q}_\ell \to \mathfrak{O}_p \) is uniformly continuous.

2. Instead of saying “let \( \{\zeta_n\}_{n \geq 0} \) be a system of primitive \( \ell \)-power roots of unity such that \( \zeta_{t+1}^{\ell} = \zeta_t \) for all \( t \)”, we will simply say “let \( \zeta \in T_\ell(\mathbb{G}_m) \) be generative”, where generative should be understood as either being a topological group generator, or a generator for the \( \mathbb{Z}_\ell \)-module.

We may now summarize our results below; even better, as a byproduct, we recover the familiar formula for the Fourier transform (we are using \( \int_K f(x) \mu(x) \) to mean the evaluation of \( \mu \) at \( f \)).

**Corollary 2.6.** Let \( \zeta \in T_\ell(\mathbb{G}_m) \) be generative. Then there is an isomorphism depending on \( \zeta \):
\[
\mathcal{D}(K, \mathfrak{O}_p) \xrightarrow{\sim} \lim_{\ell \to \infty} \lim_{r \to \infty} \lim_{N \to \infty} \mathcal{C}(\Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^{+1}\mathfrak{d}^{-1}, \mathfrak{O}_p/p^n) \xrightarrow{\sim} \mathcal{C}(K, \mathfrak{O}_p), \tag{2.3}
\]
which identifies \( \mathcal{D}(K, \mathfrak{O}_p) \) as uniformly continuous functions on \( K \). Explicitly, it is given by the map:
\[
\mu \mapsto \hat{\mu}_{\zeta}(r) = \int_K \zeta^{\text{Tr}(rx)} \mu(x) \quad \text{for all} \; r \in K.
\]

**Remarks.**

1. Note that \( \zeta^{ab} \) is in general not equal to \( (\zeta^a)^b \) since \( a, b \) take values in \( \mathbb{Q}_\ell \).

2. We could have taken \( \int_K \zeta^{-\text{Tr}(rx)} \mu(x) \) to be the definition of \( \hat{\mu}_{\zeta}(r) \) and still get an isomorphism, which is the common convention in classical Fourier analysis on real numbers.

3. When \( \zeta \) is fixed, we shall abuse the notation and just write \( \hat{\mu} \).

**Proof of Corollary 2.6.** Only the explicit formula requires a proof. We note that
\[
\mathcal{D}(K, \mathfrak{O}_p) \simeq \lim_{\ell \to \infty} \lim_{r \to \infty} \lim_{N \to \infty} \mathcal{C}(\Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^{+1}\mathfrak{d}^{-1}, \mathfrak{O}_p/p^n)
\]
is obtained by taking the projective limit of
\[
\lim_{r \to \infty} \lim_{N \to \infty} \text{Hom}_{\mathfrak{O}_p}(\mathcal{C}(\Gamma^{-r}\mathfrak{O}_K/\Gamma^{N}\mathfrak{O}_p/p^n), \mathfrak{O}_p/p^n) \simeq \lim_{r \to \infty} \lim_{N \to \infty} \mathcal{C}(\Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^{+1}\mathfrak{d}^{-1}, \mathfrak{O}_p/p^n),
\]
which in turn is obtained by gradually enlarging the isomorphism
\[
\lim_{N \to \infty} \text{Hom}_{\mathfrak{O}_p}(\mathcal{C}(\Gamma^{-r}\mathfrak{O}_K/\Gamma^{N}\mathfrak{O}_p/p^n), \mathfrak{O}_p/p^n) \simeq \lim_{N \to \infty} \mathcal{C}(\Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^{+1}\mathfrak{d}^{-1}, \mathfrak{O}_p/p^n),
\]
and which in turn is the projective limit of
\[
\text{Hom}_{\mathfrak{O}_p}(\mathcal{C}(\Gamma^{-r}\mathfrak{O}_K/\Gamma^{N}\mathfrak{O}_p/p^n), \mathfrak{O}_p/p^n) \simeq \mathcal{C}(\Gamma^{-N}\mathfrak{d}^{-1}/\Gamma^{+1}\mathfrak{d}^{-1}, \mathfrak{O}_p/p^n).
\]
The last isomorphism, however, is implicit in steps 2 and 4 in the proof of Theorem 2.3. Using the notation from there, we see that the map is given by (base change to $o_p/p^n$ of)

\[ l \mapsto \sum_{b \in \mathbb{N}_{\ell^{-1} \nmid \ell^{-1}}} \delta_b(l(x)) = \sum_{b \in \mathbb{N}_{\ell^{-1} \nmid \ell^{-1}}} \delta_b \sum_{a \in \mathbb{N}_{\ell^{-1} \nmid \ell^{-1}}} \zeta_{\text{Tr}(ab)}^l(a + 1^n)
\]

Thus, for any $b \in \mathbb{N}_{\ell^{-1} \nmid \ell^{-1}}$, $l(b) = \int_{\mathbb{N}_{\ell^{-1} \nmid \ell^{-1}}} \zeta_{\text{Tr}(bx)}^l(x)$. Chasing back, we then obtain the formula claimed above. \qed

**Example: Fourier transform on $\mathbb{Z}_\ell$.** In the following we fix some $\zeta \in T_\ell(\mathbb{G}_m)$ that is generative. For the $\mathcal{C}(\mathbb{Q}_\ell, o_p)$-module $\mathcal{D}(\mathbb{Q}_\ell, o_p)$, we have a submodule $\mathcal{D}(\mathbb{Z}_\ell, o_p) = \mathcal{D}(\mathbb{Q}_\ell, o_p)1_{\mathbb{Z}_\ell}$, which has a compatible linearization:

\[
\mathcal{D}(\mathbb{Q}_\ell, o_p) \sim \lim_{\leftarrow n} \lim_{\leftarrow r} \lim_{\rightarrow r} \mathcal{C}(\ell^{-N} \mathbb{Z}_\ell/\ell^n \mathbb{Z}_\ell, o_p/p^n) \sim \mathcal{C}(\mathbb{Q}_\ell, o_p)
\]

where the last vertical arrow is given by regarding a function on $\mathbb{Q}_\ell/\mathbb{Z}_\ell$ as a continuous function on $\mathbb{Q}_\ell$ that is constant on $\mathbb{Z}_\ell$-cosets. Note that since $\mathbb{Q}_\ell/\mathbb{Z}_\ell$ is discrete, $\mathcal{C}(\mathbb{Q}_\ell/\mathbb{Z}_\ell, o_p)$ really consists of arbitrary functions from $\mathbb{Q}_\ell/\mathbb{Z}_\ell$ to $o_p$. Moreover, the isomorphism $\mathcal{D}(\mathbb{Z}_\ell, o_p) \sim \mathcal{C}(\mathbb{Q}_\ell/\mathbb{Z}_\ell, o_p)$ recovers the Fourier transform utilized in [12], especially Proposition 2.1 loc. cit., by our choice of a generative $\zeta$. To illustrate this isomorphism, below we list some elements in $\mathcal{C}(\mathbb{Q}_\ell/\mathbb{Z}_\ell, o_p)$ and the corresponding elements in $\mathcal{D}(\mathbb{Z}_\ell, o_p)$:

- The Dirac function $\delta_a$, where $a \in \mathbb{Z}_\ell$, is the Fourier transform of $\nu_a(x) = \zeta^{-ax}dx$, where $dx$ is the Haar measure on $\mathbb{Z}_\ell$ with $\int_{a+\ell^n \mathbb{Z}_\ell} dx = \ell^{-n}$ for all $a \in \mathbb{Q}_\ell$, $n \in \mathbb{Z}_{\geq 0}$. In particular, we have $\int_{\mathbb{Q}_\ell} dx = 0$.

- The function $\zeta^{bx}$ for any $b \in \mathbb{Z}_\ell$ is the Fourier transform of the Dirac measure $\delta_b$. Note that if $b \notin \mathbb{Z}_\ell$, then $\zeta^{bx}$ will not be constant on $\mathbb{Z}_\ell$-cosets, meaning that in this case $\zeta^{bx}$ is not in the image of $\mathcal{D}(\mathbb{Z}_\ell, o_p)$.

- Let $\chi : (\mathbb{Z}_\ell/\ell)^\times \to \mathbb{C}_p^\times$ be a non-trivial character. Let $R_\chi$ be the function on $\mathbb{Q}_\ell/\mathbb{Z}_\ell$ given by (cf. §4 of [12]):

\[
R_\chi(x) = \begin{cases} 0 & \text{if } x \in \mathbb{Z}_\ell/\mathbb{Z}_\ell; \\ \sum_{1 \leq a < \ell} \chi(a) \frac{\zeta^{ax}}{1-\zeta} & \text{otherwise.} \end{cases}
\]

Via direct computation, one can show that $R_\chi = \hat{\mu}_\chi$, where $\mu_\chi \in \mathcal{D}(\mathbb{Z}_\ell, o_p)$ is such that for any $n \in \mathbb{Z}_{\geq 0}$ and $0 \leq a < \ell^n$:

\[
\mu_\chi(a + \ell^n \mathbb{Z}_\ell) = \begin{cases} 0 & \text{if } n = 0, 1; \\ \chi(a) \ell^{1-n}(V(a) - \ell^{n-1} - 1) & \text{if } n \geq 2, \end{cases}
\]

where for $x = \sum_{i \geq 0} x_i \ell^i \in \mathbb{Z}_\ell$ with $0 \leq x_i < \ell$ for all $i$, $V(x) = \sum_{i \geq 0} x_i + 1 \ell^i$. As such, in the terminology of [12], a rational function measure attached to $\sum_{1 \leq a < \ell} \chi(a) \frac{\zeta^{ax}}{1-\zeta}$ necessarily takes the form $\mu_\chi + \sum_{a \in \mathbb{Q}_\ell/\mathbb{Z}_\ell} \lambda_a \nu_a$, where all but finitely many $\lambda_a \in \mathbb{C}_p$ are zero.
2.3. The Fourier Transform

Recall our setting: \( K/\mathbb{Q}_\ell \) is finite, \( \mathfrak{o}_K \) is the valuation ring, \( \mathfrak{l} \) is the maximal ideal, and \( \pi \) is a chosen uniformizer. Let further \( q = \text{Nm}(\mathfrak{l}) \), where \( \text{Nm}(\mathfrak{a}) = \# \mathfrak{o}_K / \mathfrak{a} \) for any nonzero ideal \( \mathfrak{a} \subset \mathfrak{o}_K \), let \( \mathfrak{d} \) be the different ideal of \( \mathfrak{o}_K / \mathbb{Z}_\ell \), and \( \delta \in \mathbb{Z}_{\geq 0} \) such that \( q^\delta = \text{Nm}(\mathfrak{d}) \).

Although the isomorphism in Corollary 2.6 already deserves to be called the Fourier transform (attached to some generative \( \zeta \)), for our purpose we need a finer version that conforms to the classical (e.g., \( L^2 \)) Fourier theory. Namely we want to introduce Haar measures and obtain an endomorphism of \( K \). Following Tate, we denote the Haar measure of mass \( \text{Nm}^{-1/2} = q^{-\delta/2} \) on \( \mathfrak{o}_K \) by \( dx \).

Recall, a priori, it is a linear functional on the space of \( \mathfrak{o}_p \)-valued Schwartz–Bruhat functions on \( K \):

\[
S = S(K, \mathfrak{o}_p) = \left\{ \sum_{E \in \mathcal{K}} \lambda_E 1_E : \lambda_E \in \mathfrak{o}_p, \text{ almost all } \lambda_E = 0 \right\}
\]

and it pairs with \( 1_{a+1^N} \) to \( q^{-N-\delta/2} \). We remark that \( dx \in \text{Hom}_{\mathfrak{o}_p}(S, \mathfrak{o}_p) \) is not in \( \mathcal{D}(K, \mathfrak{o}_p) \), which follows from

**Lemma 2.7.** Let \( L \in \mathcal{D}(K, \mathfrak{o}_p) \) and recall the canonical projection \( p_{n,r} : \mathcal{C}(K, \mathfrak{o}_p) \to \mathcal{C}(\mathfrak{r}^{-n} \mathfrak{o}_K, \mathfrak{o}_p/p^n) \) in Proposition 2.1. With the linearization in (2.2), modulo \( p^n \),

\[
L \in \lim_{N} \text{Hom}_{\mathfrak{o}_p}(\mathcal{C}(\mathfrak{r}^{-n} \mathfrak{o}_K/l_1^N, \mathfrak{o}_p/p^n))
\]

if and only if \( L \) is zero when restricted to \( \ker(p_{n,r}) \). Conversely, for \( l \in \text{Hom}_{\mathfrak{o}_p}(S, \mathfrak{o}_p) \) there is at most one \( L \in \mathcal{D}(K, \mathfrak{o}_p) \) such that \( L|_S = l \); and the existence is guaranteed if:

- for all \( n \geq 1 \), there exists \( r \geq 0 \), such that \( l|_{S \cap \ker(p_{n,r})} = 0 \). (*)

**Remark.** Clearly, restriction to some \( \ker(p_{n,r}) \) is zero means the linear functional is compactly supported modulo \( p^n \). Since for any fixed \( n > 0 \), \( dx(1_{a-r+\mathfrak{o}_K}) = q^{-\delta/2} \neq 0 \) \( \mod p^n \) for all \( r > 0 \), we see that \( dx \) is not the restriction of any \( L \in \mathcal{D}(K, \mathfrak{o}_p) \) to \( S \).

**Proof of Lemma 2.7.** By the proof of Corollary 2.2, the first claim is clear. Next consider any \( l \in \text{Hom}_{\mathfrak{o}_p}(S, \mathfrak{o}_p) \): since for any \( n, r, \mathcal{C}(K, \mathfrak{o}_p)/\ker(p_{n,r}) = \mathcal{C}(\mathfrak{r}^{-n} \mathfrak{o}_K, \mathfrak{o}_p/p^n) = S/S \cap \ker(p_{n,r}) \), we see that \( S \) is dense in \( \mathcal{C}(K, \mathfrak{o}_p) \). Thus there is at most one \( L \) extending \( l \). Now for any \( l \) satisfying \((*) \), for each \( n \geq 1 \), \( l \) naturally gives rise to \( l_n \in \text{Hom}_{\mathfrak{o}_p}(S/S \cap \ker(p_{n,r}), \mathfrak{o}_p/p^n) = \text{Hom}_{\mathfrak{o}_p}(\mathcal{C}(K, \mathfrak{o}_p)/\ker(p_{n,r}), \mathfrak{o}_p/p^n) \subset \lim_{p} \text{Hom}_{\mathfrak{o}_p}(\mathcal{C}(\mathfrak{r}^{-n} \mathfrak{o}_K, \mathfrak{o}_p/p^n)) \). When we vary \( n \), the \( l_n \)'s are apparently compatible and hence form

\[
L = (l_n) \in \lim_{n} \lim_{r} \text{Hom}_{\mathfrak{o}_p}(\mathcal{C}(\mathfrak{r}^{-n} \mathfrak{o}_K, \mathfrak{o}_p/p^n)) \simeq \mathcal{D}(K, \mathfrak{o}_p).
\]

It is clear that \( L \) extends \( l \).

Although \( dx \) is not in \( \mathcal{D}(K, \mathfrak{o}_p) \), we have the following easy consequence of Lemma 2.7:

**Corollary 2.8.** We have \( 1_{\mathfrak{o}_K}(x)dx \in \mathcal{D}(K, \mathfrak{o}_p) \). In fact, given a generative \( \zeta \in T_\ell(\mathbb{G}_m) \), \( (1_{\mathfrak{o}_K}dx)^\zeta = q^{-\delta/2}1_{S^{-1}} \). Similarly, for \( \zeta \) as above, we have \( 1_{a+1^N}dx \in \mathcal{D}(K, \mathfrak{o}_p) \), and \( (1_{a+1^N}dx)^\zeta(y) = \zeta^{\text{Tr}(ay)}q^{-N-\delta/2}1_{S^{-1}} \).

**Proof.** Since \( 1_{\mathfrak{o}_K}(x)dx \) is compactly supported, by Lemma 2.7, it is in \( \mathcal{D}(K, \mathfrak{o}_p) \). Now for \( r \in \pi^{k-\delta} \mathfrak{o}_K^\times \), we compute:

\[
(1_{\mathfrak{o}_K}dx)^\zeta(r) = \int_{\mathfrak{o}_K} \zeta^{\text{Tr}(rx)}dx = \begin{cases} 
\text{Nm}(\mathfrak{d})^{-1/2} & k \geq 0; \\
\text{Nm}(\mathfrak{d})^{-1/2} \sum_{a \in \mathfrak{o}_K/l^k} \zeta^{\text{Tr}(ar)} & k < 0.
\end{cases}
\]

The claim for \( 1_{a+1^N} \) then follows from standard properties of the Fourier transform, e.g., using i) and ii) of Proposition 2.13.
Definition 2.9. A dissipative function in $\mathcal{C}(K, \omega_p)$ is one that is supported on a compact subset of $K$ modulo $p^n$ for each $n \in \mathbb{Z}_{>0}$.

Remarks.

1. For a continuous function $f$ on $K$, the condition that $f$ is compactly supported modulo $p^n$ for all $n \geq 0$ will often be paraphrased as $\lim_{x \to \infty} f(x) = 0$.

2. For simplicity, we have included in the definition that dissipative functions are valued in $\omega_p$. However, everything to follow can be extended to “$\mathbb{C}_p$-valued dissipative functions”, namely those of the form $f = p^{-n}g$ for some $n \in \mathbb{Z}_{>0}$ and dissipative $g \in \mathcal{C}(K, \omega_p)$.

As an example, the characteristic function $1_{a+\ell N}$ is dissipative since it is already compactly supported. Clearly, dissipative functions form a module over $\mathcal{C}(K, \omega_p)$. We also have a linearization of dissipative functions compatible with Proposition 2.1 by $\lim_{n \to \infty} \lim_{N \to \infty, \text{incl.}} \mathcal{C}(t^{-r}\omega_K/t^N, \omega_p/p^n)$, where the colimit with respect to $r$ is extension by zero. As such, for all dissipative $f$ and for all $n \geq 0$, there exists $f_n \in S$ such that $\sup_{x \in K} |f(x) - f_n(x)|_p < p^{-n}$. The notion of dissipative functions is tailored for $dx$, because again $f(x)dx$ modulo $p^n$ is compactly supported for all $n$. Thus using Lemma 2.7 again, we conclude:

Corollary 2.10. For any dissipative $f$, $f(x)dx \in \mathcal{D}(K, \omega_p)$.

Definition 2.11. For any generative $\zeta \in T_\ell(G_m)$, we define the Fourier transform of $f$ with respect to $\zeta$ by $(fdx)_{\zeta}$. In the rest of this paper, we shall fix such a $\zeta$ and simply write $\hat{f}$ for $(fdx)_{\zeta}$.

Remark. Note that our formal definition of the Fourier transform coincides with the contrived one (denoted by $\mathcal{T}$) used in the appendix. Indeed, the only ingredient for that definition is a field embedding $\iota_p : Q(\mu_{\ell\infty}) \hookrightarrow \mathbb{C}_p^\times$, which is the same as choosing a generative $\zeta = \{\zeta_n\}_{n \geq 0} \in T_\ell(G_m)$ through the correspondence

$$\iota_p(e^{-2\pi i/\ell}) = \zeta_n.$$

In turn, it is easy to verify that $\iota_p(e^{-2\pi it}) = \zeta^n$ for all $t \in \mathbb{Q}_\ell$, and hence by Corollary 2.8 we have $\mathcal{T}(1_{a+\ell N} z_a) = (1_{a+\ell N} z_a)_{\zeta} = (fdx)_{\zeta}$ for all $a \in \mathbb{Q}_\ell$ and $N \in \mathbb{Z}$. This is enough to conclude the coincidence by approximation.

Theorem 2.12 (Fourier inversion). The Fourier transform of a dissipative $f$ is still dissipative. Moreover,

$$(fdx)_{\zeta} = f.$$

Remark. A dissipative function is uniformly continuous, as a compactly supported function is. A tour de force proof of this fact is to combine Theorem 2.12 and Corollary 2.6.

Proof of Theorem 2.12. First we want to show, modulo $p^n$ for any $n \geq 1$, $\hat{f}$ is compactly supported on $K$. Note that if $g$ is dissipative then $\hat{g} \in \mathcal{C}(K, \omega_p)$ and $(p^n g) = p^n \hat{g} \in p^n \mathcal{C}(K, \omega_p)$. Now, if we take $f_n \in S$ such that $\sup_{x \in K} |f(x) - f_n(x)|_p < p^{-n}$, then $f_n - f = p^{-n}g$ where $g$ is continuous, and is in fact dissipative because $\lim_{x \to \infty} g(x) = p^{-n} \lim_{x \to \infty} |f(x) - f_n(x)| = 0$. This implies $f_n - \hat{f} \in p^n \mathcal{C}(K, \omega_p)$, and $\hat{f}_n \equiv \hat{f} \mod p^n$. To complete our argument, it suffices to note that $f_n$ may be regarded as some function on $t^{-r}\omega_K/t^N$ for some $r, N$, and thus $\hat{f}_n$ is naturally a function on $t^{-N}\omega^{-1}/t^N$ by Cartier duality, and thus compactly supported. As such, $\hat{f}$ is compactly supported modulo $p^n$.

The inversion identity can be directly verified for characteristic functions of open compact subsets, and hence it holds true for all elements of $S$. Hence it holds true for dissipative functions by approximation: just like above, for any dissipative $f$, we take $f_n$ and we see $((fdx)_{\zeta} = (f_n dx)_{\zeta} + p^n (gdx)_{\zeta}$ and thus $((fdx)_{\zeta} dx)_{\zeta} = f_n + p^n ((gdx)_{\zeta} dx)_{\zeta}$, whereby $((fdx)_{\zeta} dx)_{\zeta} = \lim_n f_n = f.$

\[\square\]
**Proposition 2.13.** Let \( f, g \) be dissipative. We have the following facts:

- \( i) \) If \( g(x) = f(x - h) \), then \( \hat{g}(y) = \hat{f}(y)\zeta^{\text{Tr}(hy)} \);

- \( ii) \) If \( g(x) = f(\lambda x) \), then \( \hat{g}(y) = \chi_{\text{Haar}}(\lambda)^{-1}\hat{f}(y/\lambda) \), where \( \chi_{\text{Haar}}(r)dx = d(rx) \);

- \( iii) \) (Ultrametric inequality) \( |\int_K f(x)dx|_p \leq \sup_{x \in K} |f(x)|_p \).

- \( iv) \) (Poisson summation formula) For any \( t \in K \):

  \[
  \int_{\partial K} f(x + t)dx = q^{-\delta/2} \int_{\partial^1} \hat{f}(y)\zeta^{\text{Tr}(ty)}dy.
  \]

- \( v) \) (Riemann–Lebesgue) \( \lim_{t \to \infty} \int_K f(x)\zeta^{\text{Tr}(tx)}dx = 0 \). Furthermore, if \( \int_K f(x)dx = 0 \) then \( \lim_{t \to 0} \int_K f(x)\zeta^{\text{Tr}(tx)}dx = 0 \).

**Proof.** Assertions \( i) - iv) \) are easily checked for \( S \), where the general case follows by approximation. We now explain \( v) \): Firstly note that both limits are limits of the value \( \hat{f}(t) \). Next since \( f \) is dissipative, by Theorem 2.12, \( \hat{f} \) is also dissipative. Therefore \( \lim_{t \to \infty} \hat{f}(t) = 0 \), which is the first limit. For the second limit, we note \( \hat{f}(0) = \int_K f(x)dx = 0 \), and since \( \hat{f} \) is continuous at 0, we deduce that \( \lim_{t \to 0} \hat{f}(t) = 0 \).

**Corollary 2.14.** Suppose a sequence of dissipative functions \( (f_n)_{n \geq 0} \) converges to \( f \) uniformly, i.e., \( \lim_{n \to \infty} \sup_{x \in K} |f(x) - f_n(x)| = 0 \). Then \( \lim_{n \to \infty} \int_K f_n(x)dx = \int_K f(x)dx \).

**Proof.** By the ultrametric inequality from Proposition 2.13, we have

\[
\left| \int_K f(x)dx - \int_K f_n(x)dx \right|_p \leq \sup_{x \in K} |f(x) - f_n(x)|_p,
\]

which tends to zero when \( n \) tends to infinity by definition.

---

**3. APPLICATION: LOCAL FUNCTIONAL EQUATION**

In what follows, by a multiplicative character, or a character for short, we exclusively mean a continuous group homomorphism \( \chi : K^\times \to C_p^\times \). Clearly such a \( \chi \) is uniquely determined by \( \chi(\pi) \in C_p^\times \) and its restriction \( \chi|_{K^\times} \), which is of finite image. We shall call \( |\chi(\pi)|_p \in R_+ \) the modulus of \( \chi \) and denote it by \( ||\chi|| \), which is our \( p \)-adic surrogate of the exponent of a complex character. By convention, when \( \chi|_{K^\times} \) is trivial, the character \( \chi \) is called unramified, and we denote by \( \chi_{\chi} \) the unramified character with \( \chi(\pi) = \lambda \). Following [13], we define an equivalence relation between multiplicative characters, by announcing \( \chi \sim \psi \) if \( \chi \psi^{-1} = \lambda \) for some \( \lambda \in C_p^\times \). We note the following simple fact:

**Proposition 3.1.** An equivalence class \( \mathcal{E} \) of characters can be parametrized by the rigid analytic space \( C_p^\times \), which formally is the \( C_p \)-points of the rigid analytification of \( G_m \) over \( C_p \). The parametrization that we will employ throughout, is to let any character \( \chi \in \mathcal{E} \) correspond to the point \( \chi(\pi) \in C_p^\times \), and conversely, let \( \lambda \in C_p^\times \) correspond to \( \tilde{\chi}\chi_{\lambda} \in \mathcal{E} \), where \( \tilde{\chi} \) is the unique character in the class with \( \tilde{\chi}(\pi) = 1 \).

**Definition 3.2.** Let \( c \) be a positive real number. A dissipative function \( f \) is said to be of Schwartz class \( c \), if for any multiplicative character \( \chi \) of modulus \( c \), \( \lim_{x \to 0} f(x)\chi(x) \) exists and, with \( f\chi(0) \) defined to be \( \lim_{x \to 0} f(x)\chi(x) \), the resulting function \( f\chi \) on \( K \) is dissipative.

**Proposition 3.3.** Let \( c \geq 1 \) and \( f \) be a dissipative function. If \( f \) is of Schwartz class \( c \), then for all multiplicative characters \( \chi \) of modulus \( c \), \( \lim_{x \to 0} f(x)\chi(x) = 0 \). Conversely, if for some character \( \chi \) of modulus \( c \), \( \lim_{x \to 0} f(x)\chi(x) = 0 \), then \( f \) is of Schwartz class \( c \).
Proof. Suppose first \( f \) is of Schwartz class \( c \), and let \( \chi \) be a multiplicative character of modulus \( c \), and \( \lambda \in \mathfrak{o}_p^\times \setminus \{1\} \). By the definition of Schwartz class, we know that both \( f\chi \) and \( f\chi\lambda \) are dissipative, and both \( \lim_{x \to 0} f(x)\chi(x) \) and \( \lim_{x \to 0} f(x)\chi\lambda(x) \) exist. We assert that \( \lim_{x \to 0} f(x)\chi(x) = 0 \), since otherwise the limit
\[
\lim_{n \to \infty} \lambda^n = \lim_{n \to \infty} \chi(\pi^n) = \frac{\lim_{n \to \infty} f\chi\lambda(\pi^n)}{\lim_{n \to \infty} f\chi(\pi^n)}
\]
would exist, which is not possible as \( \lambda \in \mathfrak{o}_p^\times \setminus \{1\} \).

Conversely, suppose \( \lim_{x \to 0} f(x)\chi(x) = 0 \) for some character \( \chi \) of modulus \( c \). Recall that a function \( g \) is dissipative if and only if \( g \) is continuous on \( K \) and \( \lim_{x \to \infty} g(x) = 0 \). So, to show \( f \) is of Schwartz class \( c \), we will show that, for any character \( \chi' \) of modulus \( c \), the limit \( \lim_{x \to 0} f\chi'(x) \) exists, and the resulting function \( f\chi' \) on \( K \) is continuous and \( \lim_{x \to \infty} f\chi'(x) = 0 \). Note first that, when \( \chi \) and \( \chi' \) are of the same modulus, the function \( \chi'\chi^{-1} \) on \( K^\times \) is bounded, and thus \( \lim_{x \to 0} f(x)\chi'(x) = \lim_{x \to 0}[f\chi(x)\chi'\chi^{-1}(x)] = 0 \). It is then clear that \( f\chi' \) is continuous on \( K \), since on \( K^\times \) it coincides with the continuous function \( f\chi'(x) \), and at 0, we defined \( f\chi'(0) = \lim_{x \to 0} f\chi'(x) \). Finally to show \( \lim_{x \to \infty} f\chi'(x) = 0 \), we first note that on \( K \setminus \mathfrak{o}_K \), \( \chi' \) is a bounded function since its modulus is \( c \geq 1 \). Therefore, as \( f \) is dissipative, we have \( \lim_{x \to \infty} f(x) = 0 \), and subsequently \( \lim_{x \to \infty} f(x)\chi'(x) = 0 \).

Corollary 3.4. Let \( c \geq 1 \), \( f \) be a dissipative function, and \( \chi \) be a multiplicative character of modulus \( c \) such that \( f\chi \) is dissipative. Then for all \( \epsilon' \in [1, c) \), \( f \) is of Schwartz class \( \epsilon' \). Furthermore, if there is another character \( \chi' \neq \chi \) of modulus \( c \) such that \( f\chi' \) is dissipative, then \( f \) is also of Schwartz class \( c \).

Proof. To show that \( f \) is of Schwartz class \( \epsilon' \) with \( 1 \leq \epsilon' < c \), by Proposition 3.3, it suffices to show that, for all characters \( \chi' \) of modulus \( \epsilon' \), \( \lim_{x \to 0} f\chi'(x) = 0 \). First note that since \( f\chi \) is dissipative, \( \lim_{x \to 0} f\chi(x) \) exists. Next, as \( \epsilon' < c \) we see that for \( x \in \pi^n\mathfrak{o}_K^\times \), \( |\chi'\chi^{-1}(x)|_p = (\epsilon'/c)^n \), and thus \( \lim_{x \to 0} \chi'\chi^{-1}(x) = 0 \). Combining these, we conclude that
\[
\lim_{x \to 0} f\chi'(x) = \lim_{x \to 0} f\chi(x) \cdot \lim_{x \to 0} \chi'\chi^{-1}(x) = 0.
\]

Now suppose \( \chi' \neq \chi \) is also of modulus \( c \) and \( f\chi' \) is dissipative. Again by Proposition 3.3, we want to show \( \lim_{x \to 0} f\chi(x) = 0 \), so as to conclude that \( f \) is of Schwartz class \( c \). When \( \chi'(\pi) \neq \chi(\pi) \), assuming by contradiction that \( \lim_{x \to 0} f\chi(x) \neq 0 \), then the same argument as in the proof of Proposition 3.3 shows that \( \lim_{n \to \infty} \chi'\chi^{-1}(\pi^n) \) exists, which is not possible since \( \chi'\chi^{-1}(\pi) \in \mathfrak{o}_K^\times \setminus \{1\} \). When \( \chi'(\pi) = \chi(\pi) \), since \( \chi' \neq \chi \), we must have some \( t \in \mathfrak{o}_K^\times \) such that \( \chi'(t) \neq \chi(t) \). As such, if \( \lim_{x \to 0} f(x)\chi(x) \neq 0 \), then for any \( u \in \mathfrak{o}_K^\times \):
\[
\lim_{x \to 0} \frac{f\chi'(x)}{f\chi(x)} = \lim_{n \to \infty} \frac{f\chi'(\pi^n u)}{f\chi(\pi^n u)} = \lim_{n \to \infty} \chi'\chi^{-1}(u) = \chi'\chi^{-1}(1).
\]
However, this cannot be consistent since, by taking \( u = t \) and \( u = 1 + \pi^n \) where \( n \) is big enough such that \( \chi(1 + \pi^n) = \chi'(1 + \pi^n) = 1 \), we get the contradiction \( \chi'\chi^{-1}(t) = 1 \).

Remark. In particular, for \( 1 \leq \epsilon' \leq c \), a dissipative function \( f \) of Schwartz class \( c \) is automatically of Schwartz class \( \epsilon' \).

Corollary 3.5. Let \( \chi \) be of modulus \( c \geq 1 \), and \( f \) be of Schwartz class \( c \). Then we have
\[
\int_K f\chi(x)dx = \lim_{n \to \infty} \int_{\pi^n\mathfrak{o}_K \setminus \pi^n\mathfrak{o}_K} f(x)\chi(x)dx = \sum_{n \in \mathbb{Z}} \int_{\pi^n\mathfrak{o}_K} f(x)\chi(x)dx.
\]

Proof. By Proposition 3.3 we have \( f\chi(0) = 0 \), and thus the compactly supported function \( 1_{\pi^n\mathfrak{o}_K \setminus \pi^n\mathfrak{o}_K}(x)f(x)\chi(x) \) converges to \( f\chi(x) \) uniformly when \( n \) tends to infinity. By Corollary 2.14 this implies \( \int_{\pi^n\mathfrak{o}_K \setminus \pi^n\mathfrak{o}_K} f\chi(x)dx \to \int_K f\chi(x)dx \) \((n \to \infty)\). The second equality then follows from the first. \( \square \)
**Definition 3.6.** Suppose for a dissipative function $f$, there exists some $c \geq 1$ such that $f$ is of Schwartz class $c$. We define the (local) zeta integral attached to $f$ to be:

$$Z(f, \chi) = \int_{\hat{K}} f(x) \chi(x) dx,$$

where $\chi$ ranges over multiplicative characters of modulus in $[1, c]$.

We are now ready to establish an analogue to Lemma 2.4.1 from [13].

**Lemma 3.7.** Let $f$ be of Schwartz class $c \geq 1$. For any equivalence class $\mathcal{E}$ of multiplicative characters with the rigid analytic parametrization by $C_p^\times$ as in Proposition 3.1, the zeta integral $Z(f, \chi)$ is a rigid analytic function on the Laurent domain $\{ \chi \in \mathcal{E} : 1 \leq \|\chi\| \leq c \} \subset \mathcal{E} \simeq C_p^\times$.

**Proof.** Recall we denote by $\tilde{\chi}$ the unique character in the equivalence class such that $\tilde{\chi}(\pi) = 1$. By Corollary 3.4, we know the function $Z(\lambda) = Z(f, \tilde{\chi}\lambda)$ is defined for $1 \leq |\lambda|_p \leq c$. It then suffices to establish the Laurent expansion of $Z(\lambda)$. Choose some $\xi \in C_p^\times$ such that $|\xi|_p = c$. For any $\lambda$ such that $1 \leq |\lambda|_p \leq c = |\xi|_p$, we have by Corollary 3.5

$$\int_{\hat{K}} f\tilde{\chi}\lambda(x) dx = \sum_{n \in \mathbb{Z}} \int_{\pi^n o_{\hat{K}}} f\tilde{\chi}\lambda(x) dx$$

$$= \sum_{n \geq 0} \left[ \int_{\pi^n o_{\hat{K}}} f\tilde{\chi}\xi(x) dx \right] \left( \frac{\lambda}{\xi} \right)^n + \sum_{n > 0} \left[ \int_{\pi^{-n} o_{\hat{K}}} f\tilde{\chi}(x) dx \right] \lambda^{-n}$$

$$= \sum_{n \geq 0} a_n \left( \frac{\lambda}{\xi} \right)^n + \sum_{n > 0} a_{-n} \lambda^{-n}.$$ 

We note that the above expansion is legitimate, because the coefficient $a_n$ tends to zero when $|n|$ tends to infinity: this can be seen by the ultrametric inequality

$$\left| \int_{\pi^n o_{\hat{K}}} f\chi(x) dx \right|_p \leq \sup_{x \in \pi^n o_{\hat{K}}} |f\chi(x)|_p,$$

for $\chi \in \{ \tilde{\chi}, \tilde{\chi}\xi \}$, and the vanishing of $f\tilde{\chi}$ at infinity and $f\tilde{\chi}\xi$ at zero. In particular the above expansion gives an element in the affinoid algebra $\mathcal{C}_p(X/\xi, Y)/(XY - 1)$, which corresponds to the Laurent domain $\{ \lambda \in C_p^\times : 1 \leq |\lambda|_p \leq |\xi|_p = c \}$. 

* * *

We can now start to discuss the $p$-adic local functional equation of zeta integrals. For a multiplicative character $\chi$, we write $\chi^* = (\chi\chi_{\text{Haar}})^{-1}$, where $\chi_{\text{Haar}} = \chi_{q^{-1}}$ is the unramified character such that $d(ax) = \chi_{\text{Haar}}(a) dx$ for all $a \in K^\times$.

**Lemma 3.8.** For all multiplicative characters $\chi$ of modulus 1, and dissipative functions $f, g$ such that all of $f, g, \hat{f}, \hat{g}$ are of Schwartz class 1, we have:

$$Z(f, \chi)Z(\hat{g}, \chi^*) = Z(\hat{f}, \chi^*)Z(g, \chi).$$ (3.1)
Proof. (Tate) We break down the proof in 4 steps:

Step 1. For any function \( f(x,y) \) on \( K \times K \) that is continuous and compactly supported modulo \( p^n \) for all \( n \geq 1 \), the 2-dimensional integral \( \int_{K \times K} f(x,y) \, dx \, dy \) exists. In fact, as in the one-dimensional case, we can approximate \( f(x,y) \) uniformly by linear combinations of characteristic functions of the form \( L = \sum_{m,n} \lambda_{m,n} 1_{E_m \times F_n} \), where the sum is finite and \( E_n \) and \( F_m \) are open compact. We can then define the double integral to be

$$\int_{K \times K} f(x,y) \, dx \, dy = \lim_{L} \left[ \mu_{\text{Haar}}(L) = \sum_{m,n} \lambda_{m,n} \mu_{\text{Haar}}(E_m) \mu_{\text{Haar}}(F_n) \right],$$

where the limit is over all such approximations, and for a compact open subset \( E \subset K \), \( \mu_{\text{Haar}}(E) = \int_{E} dx \). This limit is well-defined, since if \( L, L' \) are two approximations of \( f \) such that \( \sup_{x \in K} |f(x) - L(x)| \leq p^{-n} \) and \( \sup_{x \in K} |f(x) - L'(x)| \leq p^{-n} \), then by the ultrametric property we have \( |\mu_{\text{Haar}}(L) - \mu_{\text{Haar}}(L')| \leq p^{-n} \).

Step 2. Let \( f(x,y) \) be supported on \( E \times K \), where \( E \) is open compact of \( K^\times \). We prove the change of variable formula

$$\int_{K \times K} f(x,y) \, dx \, dy = \int_{K \times K} f(x,y) \chi_{\text{Haar}}(x) \, dx \, dy.$$

By approximation it suffices to prove this for \( f(x,y) = 1_{a+\pi^n \mathfrak{o}_K}(x) 1_{b+\pi^m \mathfrak{o}_K}(y) \); passing to a finer division if necessary, we may further assume that \( a \neq 0 \) and \( n > \max\{\text{ord}_\pi(a), \text{ord}_\pi(a) + m - \text{ord}_\pi(b)\} \).

In this case, the integral on the left is evaluated to be \( q^{-n-m-\delta} \). To deal with the integral on the right, put \( r = \text{ord}_\pi(a) \) and \( a = \pi^r u \) with \( u \in \mathfrak{o}_K^\times \). Given \( x \in a + \pi^n z = \pi^r (u + \pi^{n-r} z) \) for some \( z \in \mathfrak{o}_K \), and let \( z' \in \mathfrak{o}_K \) be such that \( u^{-1} + \pi^{n-r} z' = (u + \pi^{n-r} z)^{-1} \); this is possible since \( n > r = \text{ord}_\pi(a) \). As such we have

$$1_{b+\pi^m \mathfrak{o}_K}(xy) = 1_{b+\pi^m \mathfrak{o}_K}(\pi^r (u + \pi^{n-r} z)y) = 1_{(u^{-1} + \pi^{n-r} z')(\pi^{-r} b + \pi^{n-r} \mathfrak{o}_K)}(y) = 1_{a^{-1} b + \pi^{n-r} \mathfrak{o}_K}(y).$$

Using this, we are ready to compute the integral on the right:

$$\int_{K \times K} 1_{a+\pi^n \mathfrak{o}_K}(x) 1_{b+\pi^m \mathfrak{o}_K}(xy) q^{-\text{ord}_\pi(a)} dx \, dy = q^{-\text{ord}_\pi(a)} \int_{K \times K} 1_{a+\pi^n \mathfrak{o}_K}(x) 1_{a^{-1} b + \pi^{n-r} \mathfrak{o}_K}(y) dx \, dy = q^{-n-m-\delta}.$$

So the equality is verified.

Step 3. For dissipative functions \( f, g \) such that \( f, g, \hat{f}, \hat{g} \) are of Schwartz class 1, we show that \( \Psi(f,g)(y) = \int_K f(x) \hat{g}(xy) dx \) is of Schwartz class 1, \( \Psi(f,g)(y) = \Psi(g,f)(y) \), and for all characters \( \chi \) of modulus 1, \( \Psi(f,g)(y) \chi^*(y) \) is uniformly approximated by \( [\int_{\mathfrak{o}_K \setminus \pi^n \mathfrak{o}_K} f(x) \hat{g}(xy) dx] \chi^*(y) \), for \( m, n \in \mathbb{Z} \) and \( m \to -\infty \) and \( n \to \infty \). To prove the symmetry of \( f \) and \( g \), we write

$$\Psi(f,g)(y) = \int_{K \times K} f(x) g(t) \zeta^{\text{Tr}(xty)} \, dt \, dx.$$

Since we defined the 2-dimensional integral symmetrically, we have \( dtx = dtx \), and thus \( \Psi(f,g) = \Psi(g,f) \). Moreover, we can show modulo \( p^n \), \( \Psi(f,g) \) is compactly supported, by approximating the dissipative functions \( f \) and \( g \) and reduce it to the case \( f = 1_{a+\pi^n \mathfrak{o}_K} \) and \( g = 1_{b+\pi^m \mathfrak{o}_K} \), for \( a, b \in K \) and \( m, n \in \mathbb{Z} \). In this case we have

$$\Psi(f,g)(y) = \zeta^{\text{Tr}(ab)} \int_{(x,t) \in \pi^m \mathfrak{o}_K \times \pi^n \mathfrak{o}_K} \zeta^{\text{Tr}(atx + bxy + xty)} \, dt \, dx,$$
which is zero when \( \text{ord}_a(y) < -\delta - \max\{\text{ord}_m(a), m\} - \max\{\text{ord}_n(b), n\} \), and is therefore compactly supported. As such, we conclude that \( \Psi(f, g) \) is dissipative if \( f \) and \( g \) are. Consequently, as \( \hat{f}, \hat{g} \) are further assumed to be of Schwartz class 1, or equivalently \( \hat{f}(0) = \hat{g}(0) = 0 \), using Proposition 3.3 we find that \( \Psi(f, g) \) is also of Schwartz class 1.

Further, using Corollary 3.5 and the facts established in previous steps, we may re-write the product \( \Psi(f, g) \) as:

\[
0 = \lim_{m \to -\infty} \sup_{y \in K} \left| \Psi(f, g)(y) - \int_{\pi^m \mathcal{O}_K \setminus \pi^n \mathcal{O}_K} f(x) \hat{g}(xy) dx \right|_p
\]

\[
= \lim_{m \to -\infty} \sup_{y \in K} \left| \int_{K \setminus \pi^m \mathcal{O}_K} f(x) \hat{g}(xy) dx + \int_{\pi^m \mathcal{O}_K} f(x) \hat{g}(xy) dx \right|_p.
\]

This is then clear from the following ultrametric estimate for \( E \in \{K \setminus \pi^m \mathcal{O}_K, \pi^n \mathcal{O}_K\} \) and the vanishing of \( f \) at 0 and \( \infty \):

\[
\left| \int_E f(x) \hat{g}(xy) dx \right|_p \leq \sup_{x \in E} |f(x)|_p \cdot \sup_{x \in K} |\hat{g}(x)|_p.
\]

**Step 4.** Using Corollary 3.5 and the facts established in previous steps, we may re-write the product on the left of (3.1) by:

\[
\int_K f(x) \hat{g}(xy) dx = \sum_{m, n \in \mathbb{Z}} \int_{x \in \pi^m \mathcal{O}_K} \int_{y \in \pi^n \mathcal{O}_K} f(x) \hat{g}(y) \chi(x) \chi(y) dy dx
\]

\[
\quad = \sum_{m, n \in \mathbb{Z}} \int_{x \in \pi^m \mathcal{O}_K} \int_{y \in \pi^n \mathcal{O}_K} f(x) \hat{g}(xy) \chi(x) \chi(y) dy dx
\]

\[
\quad = \sum_{m, n \in \mathbb{Z}} \int_{y \in \pi^n \mathcal{O}_K} \int_{x \in \pi^m \mathcal{O}_K} f(x) \hat{g}(xy) \chi(x) \chi(y) dx dy
\]

\[
\quad = \sum_{m, n \in \mathbb{Z}} \left( \sum_{m \in \mathbb{Z}} \int_{x \in \pi^m \mathcal{O}_K} f(x) \hat{g}(xy) dx \right) \chi(y) dy
\]

\[
\quad = \sum_{m, n \in \mathbb{Z}} \left( \int_K f(x) \hat{g}(xy) dx \right) \chi(y) dy
\]

\[
\quad = \int_K \Psi(f, g)(y) \chi^*(y) dy.
\]

As \( \Psi(f, g)(y) = \Psi(g, f)(y) \), we conclude that \( \int_K f \chi \int_K \hat{g} \chi^* = \int_K \chi^* \int_K g \chi \). \( \square \)

**Remark.** According to Corollary 2.10 and Theorem 2.12, if \( f, g \) are dissipative, then one can define the **Cartier pairing**

\[
\langle f, g \rangle = \int_K f(x) \hat{g}(x) dx,
\]

which is exactly \( \Psi(f, g)(1) \). More generally, if we let \( \rho : K^\times \to \text{Aut}(\mathcal{O}(K, \mathcal{O}_p)) \) be the regular representation \( [\rho(y)f](x) = f(x/y) \), then

\[
\Psi(f, g)(y) = \int_K f(x) \hat{g}(xy) dx = \chi_{\text{Haar}}^{-1}(y) \int_K f(x/y) \hat{g}(x) dx = \chi_q(y) \langle \rho(y)f, g \rangle.
\]

As such, step 3 essentially shows that the Cartier pairing is symmetric and \( K^\times \)-invariant, and when either \( f \) or \( g \) is of Schwartz class 1, the matrix coefficient \( \langle \rho(y)f, g \rangle \) extends to a function on \( K \), and is also of Schwartz class 1.
Examples of Schwartz class functions, and their zeta integrals.

In the following, when \( I \subseteq \mathbb{R}_+ \) is an interval, we say that a function \( f \) is of Schwartz class \( I \) if \( f \) is of Schwartz class \( c \) for all \( c \in I \). Also, for a multiplicative character \( \chi \), recall that we have the decomposition \( \chi = \chi \chi_\lambda \) where \( \tilde{\chi} \) is the unique character equivalent to \( \chi \) with \( \tilde{\chi}(\pi) = 1 \).

(a) We may generalize the computations performed in the appendix. For any \( \alpha, \beta \in \mathbb{C}_p^\times \) with \( |\alpha|_p < 1 \) and \( |\beta|_p < 1 \), we define the dissipative functions

\[
\begin{align*}
&g_\alpha = \sum_{n \geq 0} \alpha^n \tilde{1}_{\pi^n o_K}; \\
g_\beta = \sum_{n \geq 0} \beta^n \tilde{1}_{\pi^n-1 o_K}; \\
G_\alpha = g_\alpha - q^{-1-\delta} \frac{1-\beta}{1-\alpha|_p}g_\beta.
\end{align*}
\]

Take the Fourier transform, and we get dissipative functions

\[
\begin{align*}
&\widehat{g}_\alpha = \frac{q^{-\delta/2}}{1-\alpha|_p} \left[ (1-\frac{1}{q}) \tilde{1}_{0-1} - \frac{1-\alpha}{q} \tilde{1}_{\alpha|_p/q} \right]; \\
&\widehat{g}_\beta = \frac{q^{\delta/2}}{1-\beta|_p} \left[ (q-1) \tilde{1}_{\pi^0 o_K} - q(1-\beta) \tilde{1}_{\beta|_p} \right]; \\
&\widehat{G}_\alpha = \frac{q^{-\delta/2}}{1-\alpha|_p} \left[ (1-\frac{1}{q}) \tilde{1}_{0-1} \setminus o_K + \frac{q^{-\delta/2}}{1-\alpha|_p} (1-\beta) \tilde{1}_{\beta|_p} \right].
\end{align*}
\]

We list their Schwartz classes:

| \( g_\alpha \)          | \( g_\beta \)          | \( G_\alpha \)          | \( \widehat{g}_\alpha \) | \( \widehat{g}_\beta \) | \( \widehat{G}_\alpha \) |
|------------------------|------------------------|------------------------|--------------------------|--------------------------|--------------------------|
| \(|0, |\alpha|_p^{-1}\) | \(|\beta|_p, \infty\)  | \(|\beta|_p, |\alpha|_p^{-1}\) | \(|\alpha|_p, 1\)          | \((0, 1)\)               | \(|\alpha|_p, |\beta|_p^{-1}\) |

As such, we see that both \( G_\alpha \) and \( \widehat{G}_\alpha \) are of Schwartz class \( \max\{|\alpha|_p, |\beta|_p\}, \min\{|\alpha|_p^{-1}, |\beta|_p^{-1}\} \). For simplicity, take \( G[\alpha] = G_{\alpha|_p}, \) which is of Schwartz class \( \{|\alpha|_p, |\alpha|_p^{-1}\} \), and we can compute directly the zeta integrals \( Z(G[\alpha], \tilde{\chi} \chi_\lambda) \) and \( Z(\widehat{G}[\alpha], \tilde{\chi} \chi_\lambda) \), where \( \lambda \in \mathbb{C}_p^\times \) such that \( |\lambda|_p \in \{|\alpha|_p, |\alpha|_p^{-1}\} \):

- If \( \tilde{\chi} \) is not the trivial character, both zeta integrals vanish, because \( G[\alpha] \) and \( \widehat{G}[\alpha] \) are \( o_K^\times \)-invariant (as functions on \( K \)).

\[
\begin{align*}
Z(G[\alpha], \chi_\lambda) &= q^{-\delta/2} (1-\frac{1}{q}) \left[ \frac{1}{1-\alpha|_p} - \frac{\lambda^{-1-\delta}}{1-\alpha/\lambda} \right]; \\
Z(\widehat{G}[\alpha], \chi_\lambda) &= (\lambda q^{-1})^\delta (1-\frac{1}{q}) \left[ \frac{1}{1-\alpha|_p} - \frac{\lambda^{-1-\delta}}{1-\alpha/\lambda} \right].
\end{align*}
\]

In particular, we find that \( Z(G[\alpha], \chi_\lambda) = q^{\delta/2} \lambda^{-\delta} \frac{1-\lambda^{-1}}{1-q} Z(\widehat{G}[\alpha], \chi_\lambda^*) \), where the factor \( q^{\delta/2} \lambda^{-\delta} \frac{1-\lambda^{-1}}{1-q} \) is independent of \( \alpha \), as guaranteed by Lemma 3.8.

(b) It is possible to give simpler examples. To begin with, for any multiplicative character \( \chi \), define the level of \( \chi \) to be 0 if \( \tilde{\chi} \) is unramified, and otherwise the smallest positive integer \( n \) such that \( \chi|_{1+\pi^n o_K} \) is trivial (when \( n = 1 \) and \( o_K^\times = 1+\pi o_K \), we say \( \chi \) is both of level 0 and 1). Next consider the following functions:

- \( h_0 = h_1 = (1+\pi o_K - \frac{1}{q} 1_{\pi o_K}) - (1+\pi^2 o_K - \frac{1}{q} 1_{\pi o_K}) = -\frac{1}{q} 1_{\pi o_K} + 1_{1+\pi o_K} - 1_{1+\pi^2 o_K}; \)

- \( h_2 = 1_{1+\pi^2 o_K} - \frac{1}{q} 1_{1+\pi^{n-1} o_K} \) for \( n \geq 2 \).
Again, we can compute their Fourier transforms:

- \( \hat{h}_0(y) = \hat{h}_1(y) = q^{-\delta/2-1} \left[ \zeta(\text{Tr}(y)) \mathbf{1}_{\pi^{-\delta-1}q_K} - \frac{1}{q} \zeta(\text{Tr}(\pi y)) \mathbf{1}_{\pi^{-\delta-2}q_K} \right] \);
- \( \hat{h}_n(y) = q^{-\delta/2-n} \zeta(\text{Tr}(y)) \mathbf{1}_{\pi^{-\delta-n}q_K} \) for \( n \geq 2 \).

We see that all of these functions are of Schwartz class \((0, \infty)\), since they are supported on open compact subsets of \( K^\times \). Now, we record their zeta integrals for any multiplicative character \( \chi = \bar{\chi}\lambda \):

| Level of \( \chi \) | 0 | 1 | \( m \geq 2 \) |
|---------------------|---|---|----------------|
| \( Z(h_n, \bar{\chi}\lambda), n = 0, 1 \) | \( q^{-\delta/2-2}(1 - \lambda) \) | \( q^{\delta/2-1}(1 - \lambda q^{-1}) \) | 0 |
| \( Z(h_n, \bar{\chi}\lambda), n \geq 2 \) | 0 | 0 | \( q^{-\delta/2-1} \) if \( m = n \), otherwise 0 |
| \( Z(h_n, \bar{\chi}\lambda), n = 0, 1 \) | \( -q^{-1}\lambda^{-\delta-1}(1 - \lambda^{-1}) \) | \( q^{-1}\lambda^{-\delta-1}(1 - \lambda^{-1})g(\bar{\chi}) \) | 0 |
| \( Z(h_n, \bar{\chi}\lambda), n \geq 2 \) | 0 | 0 | \( q^{-n}\lambda^{-\delta-n}g(\bar{\chi}) \) if \( m = n \), otherwise 0 |

where for \( \chi \) of level \( n \geq 1 \), \( g(\chi) = q^{\delta/2+n} \int_{\pi_K} \zeta(\text{Tr}(y/\pi^{\delta+n})) \chi(y) dy = \sum_{a \in \pi_K/1 + \pi^n \pi_K} \zeta(\text{Tr}(a/\pi^{\delta+n})) \chi(a) \) which is known to be non-zero. In particular, with fixed \( \bar{\chi} \) of level \( n \), we have an equality of rigid meromorphic functions in the variable \( \lambda \in C_p^\times \):

\[
\frac{Z(h_n, \bar{\chi}\lambda)}{Z(h_n, (\bar{\chi}\lambda)^*)} = \begin{cases} 
q^{\delta/2}\lambda^{-\delta-1}\lambda^{-1}g(\bar{\chi})^{-1}, & \text{if } n = 0; \\
q^{\delta/2+n}\lambda^{-\delta-n}g(\bar{\chi})^{-1}, & \text{if } n \geq 1.
\end{cases}
\]

We can now announce the main theorem:

**Theorem 3.9.** Suppose \( f \) is a dissipative function and both \( f \) and \( \tilde{f} \) are of Schwartz class \( c \) for some \( c \geq 1 \). Then, for any equivalence class \( \mathcal{E} \) of characters parametrized by \( C_p^\times \), the zeta integral \( Z(f, \chi) \) can be analytically continued on the Laurent domain \( \{ \chi \in \mathcal{E} : c^{-1} \leq \|\chi\| \leq c \} \), by the functional equation

\[
Z(f, \chi) = \rho(\chi)Z(\tilde{f}, \chi^*).
\]

Here, \( \rho(\chi) \) is a meromorphic function on each equivalence class of characters, defined by the functional equation itself when the modulus of \( \chi \) is 1, and for all multiplicative characters by analytic continuation.

**Proof.** For any \( n \in \mathbf{Z}_{\geq 0} \) and any multiplicative character \( \chi = \bar{\chi}\lambda \) of level \( n \), we define \( \rho(\chi) \) to be \( Z(h_n, \chi)/Z(h_n, (\chi)^*) \), as appeared in the second example above. It is clear that \( \rho(\chi) \) is rigid meromorphic on each equivalence class of characters, and is entire and non-vanishing unless \( n = 0 \), in which case it has a unique pole at \( \lambda = q \) and a unique zero at \( \lambda = 1 \).

By Corollary 3.4, we know that \( f \) and \( \tilde{f} \) are of Schwartz class 1, and thus by Lemma 3.8, for any character of modulus 1 and level \( n \), we have the functional equation

\[
Z(f, \chi) = \frac{Z(h_n, \chi)}{Z(h_n, (\chi)^*)}Z(\tilde{f}, (\chi)^*) = \rho(\chi)Z(\tilde{f}, (\chi)^*).
\]

Now fix an equivalence class of multiplicative characters, and let \( \chi = \bar{\chi}\lambda \) only range within this class (namely \( \tilde{\chi} \) and let \( \lambda \) range in \( C_p^\times \)). Then, the above equality is an equality between two rigid meromorphic functions on the Laurent domain \( \{ \lambda \in C_p^\times : |\lambda|_p = 1 \} \). Moreover, by Lemma 3.7 we know that \( Z(\tilde{f}, (\chi)^*) = Z(\tilde{f}, \chi^{-1}\chi_\lambda^{-1}) \) is an analytic function on the Laurent domain \( \{ \lambda \in C_p^\times, c^{-1} \leq |\lambda|_p \leq c \} \)
1. As such, $\rho(\chi)Z(\hat{f}, \chi^*)$ is in fact a meromorphic function on the Laurent domain $\{\lambda \in C_p^\times : e^{-1} \leq |\lambda|_p \leq 1\}$, extending the analytic function $Z(f, \chi)$ on $\{\lambda \in C_p^\times : |\lambda|_p = 1\}$. Therefore, the function $Z(f, \chi)$, which \textit{a priori} is analytic on $\{\lambda \in C_p^\times : 1 \leq |\lambda|_p \leq e\}$ by Lemma 3.7, can be extended to $\{\lambda \in C_p^\times : e^{-1} \leq |\lambda|_p \leq e\}$, as was to be shown. \hfill $\Box$

Remarks.

1. We have implicitly used the unicity of analytic continuation for Laurent domains, which we briefly explain here for completeness. For $\alpha_1, \alpha_2, \beta_1, \beta_2 \in C_p^\times$ such that $|\alpha_2|_p \leq |\alpha_1|_p \leq |\beta_1|_p \leq |\beta_2|_p$, we have an inclusion of the Laurent domains $D_1 = \{\lambda \in C_p^\times : |\alpha_1|_p \leq \lambda \leq |\beta_1|_p \} \subset D_2 = \{\lambda \in C_p^\times : |\alpha_2|_p \leq \lambda \leq |\beta_2|_p \}$. In this case, it is easy to show that the analytic continuation for any meromorphic function from $D_1$ to $D_2$, if exists, is unique, because the induced map on affinoid algebras $C_p(\frac{X}{\beta_2}, \alpha_2 Y)/(XY - 1) \rightarrow C_p(\frac{X}{\alpha_1}, \alpha_1 Y)/(XY - 1)$ is injective.

2. To us it is truly remarkable that we can analytically extend the zeta integrals below modulus 1. This is all because the Laurent domain $\{\lambda \in C_p^\times : |\lambda|_p = 1\}$ is already (admissible) open in $C_p^\times$, which is of true $p$-adic nature. The reader should compare this to the classical treatment in §2.4 of [13], which uses the common region of convergence $0 < \expont < 1$ to ensure the complex analytic continuation.

3. As noted in the appendix, our normalization is slightly different from that of Tate. In particular, our $p$-adic $\rho(\chi)$ corresponds to Tate’s complex $\rho_C(\chi| |)$. For example, fix $n \in Z$ and take $\chi : K^\times \rightarrow K^\times$ to be $\chi(x) = q^{-\text{ord}_p(x)}$, which we can regard as both a $p$-adic and complex multiplicative character. In this case, we have the equality (cf. p322, [13]):

$$\rho(\chi) = q^{\delta/2} \chi(\pi)^{-\delta} \frac{1 - \chi(\pi)^{-1}}{1 - \chi(\pi)q^{-1}} = (q^{\delta})^{(n+1)/2} \frac{1 - q^{(n+1)-1}}{1 - q^{-n+1}} = \rho_C(| |^{n+1}) = \rho_C(\chi| |).$$

4. The factor $\rho(\chi)$ is in fact dependent on $\zeta \in T_t(\mathbf{G}_m)$ chosen: if we chose $\zeta^t$ where $t \in Z_p^\times$ then $\hat{f}_{\zeta^t}(r) = \hat{f}(tr)$, so $\rho_{\zeta^t}(\chi) = \chi(t)\rho_C(\chi)$. Note that this dependence is invisible if $\chi$ is unramified; and, when $\chi$ is ramified, is reflected on the dependence of Gauss sum $g(\chi)$ on the choice of $\zeta$.

APPENDIX A: AN INFORMAL APPROACH

In this appendix we will describe an informal approach towards the $p$-adic local functional equation, followed by explicit computations for a certain family of functions. To us, such computations really form the genesis of this note, while the main sections are developed so as to formalize and justify these computations.

Recall, as discussed in the introduction, the complex local functional equation takes the form:

$$\int_{K} f(x)\chi(x) \frac{dx}{|x|} = \rho_C(\chi) \int_{K} \hat{f}(x)\hat{\chi}(x) \frac{dx}{|x|},$$

(A.1)

where $\chi = c| |^s : K^\times \rightarrow C^\times$ is a continuous character with $0 < \text{Re}(s) < 1$, and $\hat{\chi} = | |^{-1}\hat{\chi}$. As such, to ask whether there is a $p$-adic valued analogue, the first thing confronting us is to define relevant objects appearing in (A.1) for the $p$-adic setting. More precisely, to formulate (A.1) with values in $C_p$, there are 3 questions we need to answer:

(i) What is the $p$-adic analogue of $\chi$?

(ii) What is the $p$-adic analogue of $dx$, and with which can we still do integration?

(iii) What is the appropriate $p$-adic analogue of Fourier transform, and the subset of functions on which it is defined?
Finally we can answer (iii) by naively transplanting the complex-valued Fourier transform on $Q_{\ell}$ to $C_{p}^{\infty}$. For (ii), we follow the perspective of Riesz–Markov–Kakutani, and think of $dx$ as first a linear functional defined on $C_{p}$-valued compactly supported locally constant functions by $dx(1_{a+\ell^{n}Z_{\ell}}) = \ell^{-n}$, and then extend it by continuity to the completion of this subspace under the sup norm induced by $| \cdot |_{p}$. Consequently, we may choose once and for all an embedding $\chi_{1}$ into the unramified $C_{p}$-adic setting, which, at first sight, might appear both artificial and miraculous. Indeed, from complex Fourier transform we have:

$$f = 1_{a+\ell^{n}Z_{\ell}} \longleftrightarrow \hat{f}(t) = \int_{Q_{\ell}} f(x)e^{-2\pi i tx} dx = e^{-2\pi i at} \frac{1}{\ell^{N}} 1_{\ell^{-N}Z_{\ell}}(t),$$

where we recall for $x = \sum_{n\geq 0} a_{n} \ell^{n} \in Q_{\ell}$, $e^{2\pi i x} = e^{2\pi i \sum_{n=0}^{1} a_{n} \ell^{n}}$. As such, it shows $\hat{f}(t)$, a priori valued in $C_{p}$, is in fact taking its values in $Q(\mu_{\ell^{\infty}}) \subset C_{p}$, because with $t \in Q_{\ell}$, $e^{-2\pi i at}$ is an $\ell^{-ord_{\ell}(at)}$-th root of unity.

Consequently, we may choose once and for all an embedding $\iota_{p} : Q(\mu_{\ell^{\infty}}) \hookrightarrow C_{p}$, and define the $p$-adic mock Fourier transform $\mathcal{F}$ as an endomorphism on the completed space from our answer to (ii) by

$$\mathcal{F}(1_{a+\ell^{n}Z_{\ell}})(x) = \iota_{p}(e^{-2\pi i ax}) \frac{1}{\ell^{N}} 1_{\ell^{-N}Z_{\ell}}(x) = \frac{1}{\ell^{N}} \sum_{b \in Z_{\ell}/\ell^{N}} \iota_{p}(e^{-2\pi i ab}) \frac{1}{\ell^{N}} 1_{\ell^{N}Z_{\ell}}.$$

In short, we answered (iii) by interpolating the complex Fourier transform.

Now with the three questions resolved, if we assume like (A.1) there is also a factor $\rho(\chi) \in C_{p}$ independent of $f$ in our $p$-adic setting, we are ready to compute it. As an illustration, we do it explicitly in the unramified case below:

- Let $\chi : Q_{\ell}^{\infty} \to C_{p}^{\infty}$ be an unramified character. Clearly $\chi$ is determined by $\chi(\ell) \in C_{p}^{\infty}$, which we denote by $\lambda$.
- Let $dx$ be the linear functional as above, whose domain is the completion of compactly supported locally constant functions. For example, $dx$ can be evaluated at $\sum_{n\geq 0} p^{n} 1_{\ell^{n}Z_{\ell}}$, and the evaluation is $(1 - 1/\ell) \sum_{n\geq 0} p^{n} \ell^{-n}$.
- Fix any $\alpha \in C_{p}$ such that $|\alpha|_{p} < \min\{ |\lambda|_{p}, |\lambda|_{p}^{-1} \}$. Define the continuous function

$$G[\alpha](x) = \sum_{n\geq 0} (\alpha \ell)^{n} 1_{\ell^{n}Z_{\ell}} - \ell^{1} \sum_{n\geq 0} (\alpha/\ell)^{n} 1_{\ell^{-n-1}Z_{\ell}}.$$

Then because $1_{\ell^{n}Z_{\ell}} = 1_{\ell^{n}Z_{\ell}} - 1_{\ell^{n+1}Z_{\ell}}$, the mock Fourier transform $\mathcal{F}$ has the effect: $\mathcal{F}(1_{\ell^{n}Z_{\ell}}) = \ell^{-n} 1_{\ell^{-n}Z_{\ell}} - \ell^{-n-1} 1_{\ell^{-n-1}Z_{\ell}}$. By direct computation, we find:

- $\mathcal{F}(\sum_{n\geq 0} (\alpha \ell)^{n} 1_{\ell^{n}Z_{\ell}}) = \frac{1-\ell}{1-\alpha} 1_{\ell^{1}} - \frac{1-\alpha}{1-\ell} \sum_{n\geq 0} \alpha^{n} 1_{\ell^{-n-1}Z_{\ell}}$.
- $\mathcal{F}(\sum_{n\geq 0} (\alpha/\ell)^{n} 1_{\ell^{-n-1}Z_{\ell}}) = \frac{\ell(1-\ell)}{1-\alpha} 1_{\ell^{1}} - \frac{\ell(1-\alpha/\ell)}{1-\alpha} \sum_{n\geq 0} \alpha^{n} 1_{\ell^{n}Z_{\ell}}$.
- Thus $\mathcal{F}(G[\alpha]) = \frac{1-\alpha/\ell}{1-\alpha} \sum_{n\geq 0} \alpha^{n} 1_{\ell^{n}Z_{\ell}} - \frac{1-\alpha/\ell}{1-\alpha} \sum_{n\geq 0} \alpha^{n} 1_{\ell^{-n-1}Z_{\ell}}$.
• We may now compute the two integrals:
\[
\int_{\ell\mathbb{Z}_\ell^\times} G[\alpha](x)\chi(x)dx = \sum_{n \geq 0} (\alpha\ell)^n \int_{\ell^n\mathbb{Z}_\ell^\times} \chi(x)dx - \frac{1}{\ell} \sum_{n \geq 0} (\alpha/\ell)^n \int_{\ell^{-n-1}\mathbb{Z}_\ell^\times} \chi(x)dx
\]
\[
= \sum_{n \geq 0} \alpha^n\lambda^n(1-1/\ell) - \frac{1}{\ell} \sum_{n \geq 0} \alpha^n\lambda^{-n-1}\ell(1-1/\ell)
\]
\[
= \frac{1-1/\ell}{1-\alpha\lambda} - \frac{1-1/\ell}{\lambda(1-\alpha\lambda^{-1})}
\]
\[
= \frac{(1-1/\ell)(1-1/\ell)}{(1-\alpha\lambda)(1+\alpha)(1-\lambda/\ell)}.
\]

If we let \(\chi^* = \chi_{\text{Haar}}\chi^{-1}\) where \(\chi_{\text{Haar}}(x) = 1/\ell^{\text{ord}_\ell(x)}\), then
\[
\int_{\ell\mathbb{Z}} \mathcal{F}(G[\alpha])(x)\chi^*(x)dx
\]
\[
= \frac{1-\alpha/\ell}{1-\alpha} \sum_{n \geq 0} \alpha^n \int_{\ell^n\mathbb{Z}_\ell^\times} \chi^*(x)dx - \frac{1-\alpha/\ell}{\ell(1-\alpha)} \sum_{n \geq 0} \alpha^n \int_{\ell^{-n-1}\mathbb{Z}_\ell^\times} \chi^*(x)dx
\]
\[
= \frac{1-\alpha/\ell}{1-\alpha} \sum_{n \geq 0} \alpha^n(\ell\lambda^{-1})^n\ell^{-n}(1-1/\ell) - \frac{1-\alpha/\ell}{\ell(1-\alpha)} \sum_{n \geq 0} \alpha^n(\ell^{-1}\lambda)^n+1\ell^{n+1}(1-1/\ell)
\]
\[
= \frac{(1-\alpha/\ell)(1-1/\ell)}{(1-\alpha\lambda)(1-\alpha\lambda^{-1})} - \frac{(1-\alpha/\ell)(1-1/\ell)}{\ell(1-\alpha)} \frac{\lambda}{1-\alpha}\lambda
\]
\[
= \frac{(1-1/\ell)(1-1/\ell)}{(1-\alpha\lambda)(1+\alpha)(1-\lambda/\ell)}.
\]

We then conclude that
\[
\int_{\ell\mathbb{Z}} G[\alpha](x)\chi(x)dx = \rho(\chi) \int_{\ell\mathbb{Z}} \mathcal{F}(G[\alpha])(x)\chi^*(x)dx,
\]
where \(\rho(\chi) = \frac{1-1/\ell}{1-1/\ell} / \chi^*\).

Remarks.

1. Under proper normalization, (A.2) takes the same form as its complex counterpart (A.1). In fact, if we take the “multiplicative Haar measure” \(dx/\chi_{\text{Haar}}(x)\), then (A.2) shows for \(f = G[\alpha]::\)
\[
\int_{\ell\mathbb{Z}} f\chi dx = \rho(\chi_{\text{Haar}}) \int_{\ell\mathbb{Z}} \hat{f}\chi_{\text{Haar}}\chi^{-1} dx,
\]
which can be formally obtained from (A.1) by replacing every complex object by its \(p\)-adic analogue. We note, however, that our normalization is different from that of [13], and our \(\rho(\chi)\) is really the \(p\)-adic analogue of the complex factor \(\rho_C(\chi| \cdot |)\).

2. We did not take the test function to be \(1_{Z_\ell}\) as [13] did, for lacking a common region of convergence: On the one hand, \(\int_{\ell\mathbb{Z}} 1_{Z_\ell}\chi dx\) only converges when \(|\lambda|_p < 1\) (or \(\lambda = 1\)); and on the other, as \(\mathcal{F}(1_{Z_\ell}) = 1_{Z_\ell}\), the integral \(\int_{\ell\mathbb{Z}} \mathcal{F}(1_{Z_\ell})\chi^* dx\) converges only when \(|\chi^*(\ell)|_p = |\ell/\lambda|_p < 1\) or \(\ell/\lambda = 1\), in which case neither \(|\lambda|_p < 1\) or \(\lambda = 1\) could hold true.

3. In the above computations, we have shown that the factor \(\rho(\chi)\) is independent of \(\alpha\). To prove this fact, we could have avoided the computations if \(\lambda \in \mathbb{Q}\), by a transcendental method: Fix some transcendental \(\tilde{\alpha} \in \mathbb{C}^\times\) such that \(|\tilde{\alpha}| < \min\{|\lambda|_{\mathbb{C}}, |\lambda^{-1}|_{\mathbb{C}}\}\), and define a complex-valued
function $G[\hat{\alpha}]$ as above by replacing $\alpha$ by $\hat{\alpha}$. We may then relate the complex setting to the $p$-adic setting by a topological field embedding $\mathbb{Q}((\hat{\alpha})) \leftrightarrow \mathcal{C}_p$ sending $\hat{\alpha}$ to $\alpha$. The existence of some $\rho(\chi)$ independent of $\alpha$ or $\hat{\alpha}$ is a corollary of Tate’s complex-valued local functional equation.

4. When we answered question (ii), we ignored the condition on the exponent, namely $0 < \text{Re}(s) < 1$ if the complex character is $c \cdot |s|$ where $c$ is unitary. The computations above have revealed that the $p$-adic avatar of this condition is a statement about $|\chi(\ell)|_p$. More specifically, with the function $G[\alpha]$ fixed, the local functional equation holds true under the following $p$-adic-natured condition

$$|\alpha|_p < |\chi(\ell)|_p < |\alpha|_p^{-1}.$$ 

This and the next point, in turn, give a preview to Theorem 3.9.

5. By letting the parameter $\lambda = \chi(\ell)$ vary, we get a bijection between the rigid analytic variety $\mathbb{C}_p^\times$ and the set of all unramified characters $\mathbb{Q}_l^\times \rightarrow \mathbb{C}_p^\times$. We then see that the factor $\rho(\chi) = \frac{1-1/\lambda}{1-\lambda/\ell}$, with the variable $\lambda$, is in fact a rigid meromorphic function on $\mathbb{C}_p^\times$. Similarly, when $\alpha$ is fixed, we see that $\int_{\mathbb{Q}_l} G[\alpha] x dx$ and $\int_{\mathbb{Q}_l} \mathcal{F}(G[\alpha]) \chi^s dx$ are rigid analytic functions on the annulus $\{ \lambda \in \mathbb{C}_p^\times : |\alpha|_p^{-1} \leq |\lambda|_p \leq |\alpha|_p \}$. As such, (A.2) becomes an equality between two rigid analytic functions on the annulus, and thus is a bona fide functional equation. This perspective, in turn, concurs well with the one taken in [13], for which the meromorphic/analytic functions are instead on the Riemann surface $\mathcal{C}/\left(\frac{2\pi i}{\log q}\right)$.

6. We have assumed $\ell \neq p$, but this condition is not essential to the calculations above. The hidden complicity is that, in the $\ell = p$ case, there is not a well-defined notion of Haar measure, even on the subgroup $\mathbb{Z}_p$. For example, a non-zero bounded $\mathbb{C}_p^\times$-valued measure $\mu$ on $\mathbb{Z}_p$ cannot be invariant under addition, because otherwise for any subset $E$ of non-zero volume, $\mu(p^nE) = p^{-n}\mu(E)$ will tend to infinity when $n$ tends to infinity, and thus unbounded. In another vein, if we want to realize the Haar measure on $\mathbb{Z}_p$ as a locally analytic distribution $\mu$ (i.e., a distribution continue as in §1.1.2 of [4]) such that $\mu(a + p^n\mathbb{Z}_p) = p^{-n}$ for all $a \in \mathbb{Z}_p$ and $n \in \mathbb{Z}_{>0}$, then the problem is that $\mu$ is not unique: for all $a \in \mathbb{Z}_p$, one can show that, under the Amice transform, the locally analytic distribution $\mu_a$, corresponding to $\frac{1}{\log q} [a]_E \in \mathbb{Q}_p[[t-1]]$ satisfies this property. That being said, one should note that there is no locally analytic distribution $\mu$ such that $\mu(a + x) = \mu(x)$ for all $a \in \mathbb{Z}_p$, and thus none of the above $\mu_a$ is genuinely addition-invariant.

**APPENDIX B: TOWARDS A HYPOTHETICAL GLOBAL FUNCTIONAL EQUATION**

Recall that for the complex $L$-function attached to a Dirichlet character $\varphi : \mathbb{A}_\mathbb{Q}^\times \rightarrow \mathbb{Q}^\times$, we have the global functional equation

$$L(s, \varphi) = \rho(s, \varphi)L(1 - s, \varphi)$$

(B.1)

for some meromorphic factor $\rho(s, \varphi)$. By the “theory in the large” in Tate’s thesis, also known as Iwasawa-Tate theory [7], for a properly normalized multiplicative Haar measure $d^\times a$, (B.1) can be re-written as

$$\int_{\mathbb{A}_\mathbb{Q}^\times} f(a)\varphi(a)|a|^s d^\times a = \int_{\mathbb{A}_\mathbb{Q}^\times} \tilde{f}(a)\varphi^{-1}|a|^{-s} d^\times a.$$ 

In this appendix, as a continuation of of our methodology, we will record our attempt in seeking a $p$-adic valued global theory, and obtain, via tautology, an idelic integral representation of the $p$-adic polylogarithm. To us, even incomplete, such a theory seems to suggest a potential global functional equation for the $p$-adic zeta function, and thus deserves further investigations.
B.1 Idelic Characters

Let $A_f^p$ denote the restricted product $\prod_{\ell \neq p} Q_{\ell}$ with respect to $\prod_{\ell \neq p} Z_{\ell}$, and similarly $(A_f^p)^{\times} = \prod_{\ell \neq p} Q_{\ell}^{\times}$ with respect to $\prod_{\ell \neq p} Z_{\ell}^{\times}$. The group of finite ideles is then given by $A_f^\infty = Q_p^{\times} \times (A_f^p)^{\times}$. Let also $Z_{(p)}^+ = \{ r \in Q_{>0} : \gcd(r, p) = 1 \}$, which, as a group, is isomorphic to $\oplus_{\ell \neq p} Z_{\ell}$ by unique factorization. We then have a diagonal embedding $Z_{(p)}^+ \hookrightarrow (A_f^p)^{\times}$, and it is easy to work out the identification

$$Z_{(p)}^+ \setminus (A_f^p)^{\times} \sim \prod_{\ell \neq p} Z_{\ell}^{\times}. \quad (B.2)$$

To define characters on $(A_f^p)^{\times}$, we recall briefly the classical construction of $p$-adically valued idelic characters. Let $\chi_C : Q^\times \backslash A_f^\times \to C^\times$ be a complex idelic character of infinity type $n \in Z$, namely $\chi_{C,\infty}(x) = x^{-n}$ for all $x \in R_{>0}$, where $\chi_{C,\infty}$ is the restriction of $\chi_C$ on the local component $R^\times$. The Serre-Tate construction [6, §1] attaches to $\chi_C$ a $p$-adic avatar $\chi_{ST}^C : Q_{\infty}^\times \backslash A_f^\times \to C_p^\times$, defined by $\chi_{ST}^C(a) = \chi_{C}(a)^{\sigma_p} \cdot a_{\infty}^{-n}$, where $a = (a_v)_{v<\infty} \in A_f^\times$ and $\sigma_p : Q \to C_p$ is a fixed embedding. Suppose furthermore that $\chi_C$ is unramified, i.e., $\chi_C(\prod_{v<\infty} Z_v^\times) = 1$. Then it can be shown that $\chi_{ST}^C$ is a continuous homomorphism from $A_f^\times$ to $C_p^\times$ that enjoys the following two properties:

1) $\chi_{ST}^C$ is trivial on the diagonal $Q_{\infty}^\times \subset A_f^\times$ and on the subgroup $\prod_{\ell \neq p} Z_{\ell}^{\times}$.

2) The restriction of $\chi_{ST}^C$ to the local component $Q_p^\times$ is trivial on the cyclic subgroup $p Z_{\ell}$, and there exists an integer $n$ (the infinity type of $\chi_C$) such that $\chi_{ST}^C$ is of the form $x \mapsto x^{-n}$ for $x \in Z_p^\times$.

The two properties in fact characterize the image under the Serre-Tate construction of unramified characters, but we will not need this fact. We emphasize that the true merit of this characterization is that it frees us from archimedean considerations. Mimicking this, we introduce

**Definition 3.10.** A continuous homomorphism $\chi^p : (A_f^p)^{\times} \to C_p^\times$ will be referred to as an unramified character on $(A_f^p)^{\times}$ if it is the restriction of some continuous homomorphism $\chi : A_f^\times \to C_p^\times$ that enjoys the following two properties:

i) $\chi$ is trivial on the diagonal $Q_{\infty}^\times \subset A_f^\times$ and on the subgroup $\prod_{\ell \neq p} Z_{\ell}^{\times}$.

ii) The restriction of $\chi$ to the local component $Q_p^\times$ is trivial on the cyclic subgroup $p Z_{\ell}$.

In what follows, for a finite place $v$ we denote by $\chi_v$ the local character $\chi_v : Q_v^\times \hookrightarrow A_f^\times \xrightarrow{\chi} C_p^\times$.

**Remarks.**

1. There is at most one character $\chi : A_f^\times \to C_p^\times$ satisfying i) and ii) that restricts to a given $\chi^p : (A_f^p)^{\times} \to C_p^\times$. This is because $\chi = \chi_p \chi^p$, and properties i) and ii) show that the restriction of $\chi_p$ on the dense subset $p Z_{(p)}^+ \subset Q_p^\times$ is determined by $\chi^p$, and thus $\chi_p$ is determined by $\chi^p$.

2. Property ii) is redundant, since i) implies that $\chi_p(p) \prod_{\ell \neq p} \chi_{\ell}(p) = 1$ and $\chi_{\ell}(p) = 1$ for all $\ell \neq p$.

From now on we will often drop the adjective “unramified” since it is the only scenario under consideration. Also, when there is no confusion, we shall not distinguish the character $\chi^p : (A_f^p)^{\times} \to C_p^\times$ from its lift $\chi : A_f^\times \to C_p^\times$, thanks to the first remark.
Proposition 3.11. There is a bijection from the set of unramified characters on \((\mathbb{A}_f^p)^{\times}\) to continuous homomorphisms \(\lambda_p : \mathbb{Z}_p^\times \rightarrow \mathfrak{p}_p^\times\); the map is given by the restriction \(\chi \mapsto \chi|_{\mathbb{Z}_p^\times}\).

Proof. Suppose \(\chi^p\) is an unramified character on \((\mathbb{A}_f^p)^{\times}\). That \(\lambda_p = \chi|_{\mathbb{Z}_p^\times}\) is determined by \(\chi^p\) follows from the first remark above. Conversely, if \(\lambda_p\) is a character \(\mathbb{Z}_p^\times \rightarrow \mathfrak{p}_p^\times\), then we may define \(\chi_p\) to be the unique extension of \(\lambda_p\) to \(\mathbb{Q}_p^\times\) trivial on \(p\mathbb{Z}\), and \(\chi_{\ell}\) to be the unramified local character with \(\chi_{\ell}(\ell) = \chi_{\ell}(\ell)^{-1}\). In turn, by taking \(\chi^p = \prod_{\ell \neq p} \chi_{\ell}\) and \(\chi = \chi_p \chi^p\) we have a desired unramified character on \((\mathbb{A}_f^p)^{\times}\).

Examples. Thus to construct a character on \((\mathbb{A}_f^p)^{\times}\) it suffices to construct one on \(\mathbb{Z}_p^\times\). We then have the principal cyclotomic character \(\kappa : \mathbb{Z}_p^\times \rightarrow 1 + p\mathbb{Z}_p \hookrightarrow \mathfrak{p}_p^\times\), of which the character on \((\mathbb{A}_f^p)^{\times}\) is such that \(\kappa(n \prod_{\ell \neq p} \mathbb{Z}_\ell^\times) = (n)^{-1}\) for all \(n \in \mathbb{Z}_p^\times\). Also, for any Dirichlet character \(\psi : (\mathbb{Z}/p^\times) \rightarrow \mathbb{Q}_p^{\times}\), we may regard it as a character on \(\mathbb{Z}_p^\times\), and thus on \((\mathbb{A}_f^p)^{\times}\), its evaluation at the coset \(n \prod_{\ell \neq p} \mathbb{Z}_\ell^\times\) for \(n \in \mathbb{Z}_p^\times\) is a constant \(\psi(n)^{-1}\). We note that the usual cyclotomic character, \(\kappa \omega\), coincides with the absolute value \(| \cdot | : \langle \mathbb{A}_f^p \rangle^\times \rightarrow C_p^\times\), \(a = (x_\ell)_{\ell \neq p} \mapsto \prod_{\ell \neq p} |x_\ell|_\ell\), here for \(x_\ell \in \mathbb{Q}_p^{\times}\), \(|x_\ell|_\ell = \ell^{-\ord_\ell(x_\ell)}\). In the following we shall restrict exclusively to characters on \((\mathbb{A}_f^p)^{\times}\) of the form \(\chi = \kappa^s \psi\) for some \(s \in \mathbb{Z}_p\) and \(\psi\) as above.

### B.2 Global Theory of Integration

Let \(C(\mathbb{A}_f^p, \mathfrak{o}_p)\) be the set of continuous functions from \(\mathbb{A}_f^p\) to \(\mathfrak{o}_p\). In the same spirit as §2, we have the following topological linearization:

\[
C(\mathbb{A}_f^p, \mathfrak{o}_p) = \lim_{\longrightarrow} \lim_{\longleftarrow} \lim_{\longleftarrow} \lim_{\longrightarrow} C(N^{-1} \mathbb{Z}/M \prod_{\ell \neq p} \mathbb{Z}_\ell, \mathfrak{o}_p/p^n) = \lim_{\longrightarrow} \lim_{\longleftarrow} \lim_{\longleftarrow} \lim_{\longrightarrow} C(N^{-1} \mathbb{Z}/M \mathbb{Z}, \mathfrak{o}_p/p^n).
\]

Next, we define \(\mathcal{D}(\mathbb{A}_f^p, \mathfrak{o}_p) = \text{Hom}^{cts}_{\mathfrak{o}_p}(C(\mathbb{A}_f^p, \mathfrak{o}_p), \mathfrak{o}_p)\). Again by the Cartier duality formalism, it can be shown that there is an embedding (coarse Fourier transform)

\[
\mathcal{D}(\mathbb{A}_f^p, \mathfrak{o}_p) \simeq \lim_{\longrightarrow} \lim_{\longleftarrow} \lim_{\longleftarrow} \lim_{\longrightarrow} C(M^{-1} \mathbb{Z}/N \mathbb{Z}, \mathfrak{o}_p/p^n) \hookrightarrow C(\mathbb{A}_f^p, \mathfrak{o}_p).
\]

As usual, the explicit formula is

\[
\mu \mapsto \hat{\mu}(b) = \int_{\mathbb{A}_f^p} \zeta_{ba} \mu(a) \quad \text{for all } b \in \mathbb{A}_f^p.
\]

To introduce functions with desired decay, we consider \(C((\mathbb{A}_f^p)^{\times}, \mathfrak{o}_p)\), the space of continuous functions from \((\mathbb{A}_f^p)^{\times}\) to \(\mathfrak{o}_p\), which has a dense subspace \(\mathcal{S}((\mathbb{A}_f^p)^{\times}, \mathfrak{o}_p)\) consisting of compactly supported locally constant functions. On \(\mathcal{S}((\mathbb{A}_f^p)^{\times}, \mathfrak{o}_p)\) we have a linear functional \(da\) whose evaluation at \(1_{\prod_{\ell \neq p} \mathbb{Z}_\ell^\times}\) is 1, and satisfies the property \(d(ta) = t|da\) for all \(t \in (\mathbb{A}_f^p)^{\times}\). Furthermore, by a Schwartz class function we mean a function \(g \in C((\mathbb{A}_f^p)^{\times}, \mathfrak{o}_p)\) such that for all \(s \in \mathbb{Z}_p\) and all characters \(\psi, \kappa^s \psi/da\) is in \(\mathcal{D}(\mathbb{A}_f^p, \mathfrak{o}_p)\), where the pairing with any \(f \in C((\mathbb{A}_f^p)^{\times}, \mathfrak{o}_p)\) is via the following procedure:

\[
C((\mathbb{A}_f^p)^{\times}, \mathfrak{o}_p) \xrightarrow{\text{res}} C((\mathbb{A}_f^p)^{\times}, \mathfrak{o}_p) \xrightarrow{\kappa^s \psi/da} \mathfrak{o}_p
\]

\[
f \mapsto \int_{(\mathbb{A}_f^p)^{\times}} f(a)g(a)\kappa^s \psi(a)da,
\]
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where \( \text{res} : \mathcal{C}(A_f^p, o_p) \to \mathcal{C}((A_f^p)^\times, o_p) \) is the restriction map (valid and continuous because \((A_f^p)^\times\) has a finer topology than the inherited one from \(A_f^p\)).

**Remark.** Contrary to the local case, we do not have a well-behaved global multiplicative theory. More precisely, we see that there is no canonical section to the restriction map \( \mathcal{C}(A_f^p, o_p) \to \mathcal{C}((A_f^p)^\times, o_p) \) since the topology of \((A_f^p)^\times\) is strictly finer than that of \(A_f^p\); while recall in the local case we essentially used the canonical section \( \mathcal{C}(Q_{\ell}^\times, o_p) \to \mathcal{C}(Q_{\ell}, o_p) \) of extending by zero to define Schwartz class functions. In turn, this becomes problematic, as when \( f \in \mathcal{C}((A_f^p)^\times, o_p) \) is a Schwartz class function, \( \hat{f} \) will be a function on \( A_f^p \), and is thus never of Schwartz class under our definition!

**Example.** The function \( 1_{\Pi_{\ell \neq p}} z^s_{\ell} \) is of Schwartz class, because for any unramified character \( \chi \) on \((A_f^p)^\times\) we have \( \chi 1_{\Pi_{\ell \neq p}} z^s_{\ell} = 1_{\Pi_{\ell \neq p}} z^s_{\ell} \). Now let us compute its Fourier transform, which is given by

\[
(1_{\Pi_{\ell \neq p}} z^s_{\ell})^\wedge(b) = \int_{\Pi_{\ell \neq p}} z^s_{\ell} b \, da.
\]

Since for any \( b \in A_f^p \), its \( \ell \)-component is inside \( \mathbb{Z}_\ell \) for all but finitely many \( \ell \), we have

\[
\int_{\Pi_{\ell \neq p}} z^s_{\ell} b \, da = \lim_{s \to \infty} \int_{\Pi_{\ell \neq p}} z^s_{\ell} \, dx, \quad \text{where the limit is over all finite sets of primes not containing } p, \quad \text{and } dx \text{ is the product of the local Haar measures defined in §2.3.}
\]

We thus have

\[
(1_{\Pi_{\ell \neq p}} z^s_{\ell})^\wedge = \prod_{\ell \neq p} \frac{1}{1 - \zeta_{\ell - 1} z^s_{\ell}} = \prod_{\ell \neq p} \left( 1 - \frac{1}{1 - \ell^{-1} z^s_{\ell}} \right),
\]

which clearly is a uniformly continuous function on \( A_f^p \).

### B.3 Conjectural Functional Equation

We are now ready to indicate why the global integral is interesting. For \( \alpha \in \mathbb{C}_p \) with \( | \alpha |_p < 1 \), we consider the Schwartz class function \( E_{\alpha} = \sum_{n \geq 1, p \mid \text{midn}} a^n 1_{\Pi_{\ell \neq p}} z^s_{\ell} \). Let also \( \chi = (\kappa^{1-s} \psi \omega)^{-1} \) be a character on \((A_f^p)^\times\), with \( s \in \mathbb{Z}_p \) and \( \psi \) a Dirichlet character of a \( p \)-power conductor. Then we have the following integral representation of a (twisted) polylogarithm:

\[
\int_{(A_f^p)^\times} \chi(a) E_{\alpha}(a) \, da = \sum_{n \geq 1, p \mid \text{midn}} a^n \int_{(A_f^p)^\times} \chi(a) 1_{\Pi_{\ell \neq p}} z^s_{\ell}(a) \, da
\]

\[
= \sum_{n \geq 1, p \mid \text{midn}} a^n (n) \psi(\omega(n)) \frac{1}{n
\]

\[
= \sum_{n \geq 1, p \mid \text{midn}} a^n (n) \psi(\omega(n)) \frac{1}{n
\]

Denote the last function by \( \mathcal{L}(\alpha, s, \psi) \). By an observation of Koblitz [10, paragraph following Lemma 1] and Coleman [3, Proposition 6.2], for fixed \( s \) and \( \psi \), the function \( \mathcal{L}(\alpha, s, \psi) \) is rigid analytic on \( \mathbb{P}^1(\mathbb{C}_p) - \{ z \in \mathbb{C}_p : |z - 1|_p < 1 \} \). When \( s = k \geq 2 \) is an integer, Coleman [3, Corollary 7.1a] essentially showed that \( \mathcal{L}(\alpha, k, \psi) \) can be defined on the removed disc \( \{ z \in \mathbb{C}_p : |z - 1|_p < 1 \} \) so that it is continuous on \( \mathbb{P}^1(\mathbb{Q}_p) \); moreover, the following identity holds:

\[
\mathcal{L}(1, k, \psi) = L_p(k, \psi \omega),
\]
where the right hand side is the Kubota-Leopoldt $p$-adic $L$-function attached to the character $\psi_\omega$. Alternatively, when $p \neq 2$ we may allow $s \in \mathbb{Z}_p$ to be arbitrary, and evaluate the polylogarithm $L(\alpha, s, \psi)$ at $\alpha = -1$ to deduce
\[
L(-1, s, \psi) = \frac{1}{2} \sum_{n \geq 1} \sum_{p^{n-1} \leq m < p^{n} \text{nmidn}} (-1)^m \psi(m) \frac{1}{(m)^s} = -(1 - \psi_\omega(2)(2)^{1-s}) L_p(s, \psi_\omega),
\]
where the last equality is in essence due to Delbourgo [5, Theorem 1.1].

To proceed further, may we be forgiven to make the following bold speculations: We expect that it should be possible to give a precise meaning to the integral
\[
\int_{(A^\times_f)} \chi(a) E_\alpha(a) da = \rho(\chi) \int_{(A^\times_f)} (\kappa \omega \chi)^{-1}(a) E_\alpha(a) da.
\]

Alternatively, when $p$, we may allow
\[
\chi = (\kappa^{1-s} \psi_\omega)^{-1}
\]
and let $\alpha$ tend to 1, and we would obtain a conjectural functional equation of the Kubota-Leopoldt $p$-adic $L$-function:
\[
L_p(s, \psi_\omega) = \rho(\chi) L_p(1 - s, \psi_\omega^{-1}).
\]

We stress that the conjectural functional equation (B.4) has important consequences, since it can relate the values of the $p$-adic $L$-function at positive integers, which are at present largely mysterious, to those at negative integers, which are known to be Bernoulli numbers multiplied by the Euler factors at $p$. In particular, using it one should be able to tell whether or not $L_p(k, \psi_\omega^{k-1})$ vanishes for any positive integer $k \geq 2$, which in turn is closely tied to whether some Iwasawa modules are of finite cardinality (for a nice summary see §3.3 of [2]).

Final Remark. Strictly speaking, our discussion above have only indicated the limit on the left hand side is valid when $s \geq 1$ is an integer. On the other hand, the limit on the right is heuristically obtained from (B.3) by treating $E_\alpha$ as if as $E_\alpha$, and replacing $\chi$ by $(|\cdot|\chi)^{-1} = (\kappa \omega \chi)^{-1}$. The surrogation of $E_\alpha$ for $E_\alpha$ might eventually become legit, as we imagine that $\lim_{\alpha \to 1} E_\alpha = \Pi_{\ell \neq p} \mathbb{Z}_\ell$, and $1_{\Pi_{\ell \neq p}} \mathbb{Z}_\ell$ should be equal to its own Fourier transform. To us, the main difficulty is to find an appropriate way to precisely formulate the right hand side of the functional equation, where the method of $p$-adic analysis appears to have reached its limit. In this regard, we are curious whether we could have developed everything purely in terms of group schemes, as contrary to mixing it with $p$-adic analysis. We plan to study these questions in the near future.
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