Revealing defect-induced spin disorder in nanocrystalline Ni
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We use magnetic small-angle neutron scattering to study the magnetic microstructure of a nanocrystalline Ni bulk sample, which was prepared by straining via high-pressure torsion. The neutron data reveal that the scattering is strongly affected by the high density of crystal defects inside the sample, which were created by the severe plastic deformation during the sample preparation. The defects cause a significant spin-misalignment scattering contribution. The corresponding magnetic correlation length, which characterizes the spatial magnetization fluctuations in real space, indicates an average defect size of 11 nm. In the remanent state, the stray fields around the defects cause spin disorder in the surrounding ferromagnetic bulk, with a penetration depth of around 22 nm. The range and amplitude of the disorder is systematically suppressed by an increasing external magnetic field. Our findings are supported by micromagnetic simulations, which, for the particular case of nonmagnetic defects (holes) embedded in a ferromagnetic Ni phase, further highlight the role of localized spin perturbations for the magnetic microstructure of defect-rich magnets such as high-pressure torsion materials.

1. Introduction

Ultrafine-grained and nanocrystalline magnetic materials have attracted considerable interest over the last decades owing to their large potential for technological applications. Among the most well-known and efficient techniques for synthesizing such materials are inert-gas condensation and high-pressure torsion (HPT), the latter being a severe plastic deformation method. For a brief overview of the main techniques for the preparation of bulk ultrafine-grained and nanocrystalline materials, we refer the reader to the article by Koch; a detailed review on the HPT technique can be found in Ref.

Since the magnetic properties will ultimately determine the performance of ultrafine-grained materials, a precise knowledge of the relationship between the microstructure and the magnetic properties, i.e., the correlation between e.g., the saturation magnetization, coercive field, and magnetic anisotropy and the average grain size or crystallographic texture is crucial. Previous studies have reported that the magnetic properties of strained nanocrystalline materials produced by HPT strongly differ from polycrystalline samples with larger grain sizes; in particular, a reduction of the saturation magnetization (by 5%) and a significant increase of the coercive field (~ 50 times larger) were observed in HPT Ni using magnetometry. These features were qualitatively explained, respectively, by the decrease of the exchange energy in the vicinity of defects and by the increase of the dislocation density within the grain boundaries. The investigation of the magnetic domain structure of HPT materials with the aim to clarify the magnetization reversal mechanism has been mainly performed using Lorentz electron microscopy. Although these studies reported that the domain structure (i.e. shape and size) is not strongly affected by the grain size, the influence of a high density of lattice defects (e.g., vacancies, dislocations, grain boundaries, pores) induced by HPT on the spin structure still needs to be further clarified. As previously demonstrated, HPT can be used to modify the structure and thus to control the macroscopic magnetic properties of magnetic materials. Therefore, in the context of defect-engineering of advanced materials using severe plastic deformation, a better understanding of the influence of the defects on the magnetic properties at different length scales is necessary.

In this paper we employ magnetic small-angle neutron scattering (SANS) to investigate the magnetic microstructure of HPT Ni on the mesoscopic length scale. Magnetic SANS is a powerful technique which provides volume-averaged information about the perturbation of the magnetization vector field on a length scale of about 1 – 500 nm (see Refs. for reviews of the magnetic SANS fundamentals and applications). This technique was recently used to demonstrate that in HPT Fe defects act as a source of an anomalous effective magnetic anisotropy field. Here, we go a step further in the neutron data analysis. We determine the real-space magnetic correlation lengths from the magnetic SANS data to obtain estimates for the average defect size as well as for the spatial extent of the surrounding spin disorder within the bulk of the sample. Our experimental results are supported by micromagnetic simulations. This specific neutron data analysis of the spin-misalignment brings additional information which is important for the understanding of the role played by the defects in magnetic systems.
2. Experimental details
The HPT process for the preparation of the strained Ni sample used in this study is similar to the one described in Ref. 19. For the neutron experiments two disks of HPT Ni with a diameter of 10 mm and a thickness of 0.5 mm were stacked together, resulting in a total sample thickness of 1.0 mm. The neutron measurements were conducted at the instrument D33 at the Institut Laue-Langevin, Grenoble. The measurements were done using an unpolarized neutron beam with a mean wavelength of \( \lambda = 4.6 \) Å and a wavelength broadening of \( \Delta \lambda / \lambda = 10\% \) (full width at half maximum). The measurements were performed at room temperature and within a \( q \)-range of about 0.04 nm\(^{-1} \) \( \leq q \leq 0.45 \) nm\(^{-1} \). A magnetic field \( H_0 \) was applied perpendicular to the incident neutron beam \( (H_0 \perp k_0) \).

Neutron data were recorded by decreasing the field from the maximum field available of 6.7 T to 0.1 T. The neutron-data reduction (correction for the empty sample holder and background scattering, sample transmission, and detector efficiency) was conducted using the GRASP software package20. Further neutron conditions similar to those described in Ref. 19 were performed at the QUOKKA instrument at the Australian Nuclear Science and Technology Organization (ANSTO). We determined the (over 2\( \pi \)) azimuthally-averaged purely magnetic SANS cross sections \( d\Sigma_{\text{mag}}(q, H_0) / d\Omega \) by subtracting the total (nuclear + magnetic) SANS cross sections \( d\Sigma / d\Omega \) measured at the highest field of 6.7 T (approaching saturation) from the \( d\Sigma / d\Omega \) measured at lower fields. This SANS cross section data analysis was previously used to study the magnetization profile of magnetic nanoparticles23.

3. Magnetic SANS Analysis
3.1. Magnetic correlation function
The normalized magnetic correlation function \( C(r, H_0) \) was numerically computed by a direct Fourier transformation of the experimental data for \( d\Sigma_{\text{mag}}(q, H_0) / d\Omega \) according to24:

\[
C(r, H_0) = \frac{\int_0^\infty d\Sigma_{\text{mag}}(q, H_0) / d\Omega \cdot j_0(qr) q^2 dq}{\int_0^\infty d\Sigma_{\text{mag}}(q, H_0) / d\Omega \cdot q^2 dq},
\]

where \( j_0(qr) = \sin(qr) / qr \) is the zeroth-order spherical Bessel function. For this purpose, the experimental data \( d\Sigma_{\text{mag}}(q, H_0) / d\Omega \) beyond \( q_{\text{max}} \) were extrapolated to infinity using a power law, \( d\Sigma_{\text{mag}}(q, H_0) / d\Omega \propto 1 / q^n \) with \( 4 \leq n \leq 7 \) (compare inset in Figure 1b), and the extrapolation from \( q_{\text{min}} \) to \( q = 0 \) was done according to \( d\Sigma_{\text{mag}}(q, H_0) / d\Omega \propto a + bq^2 \).

3.2. Magnetic correlation length
The magnetic correlation length \( l_c(H_0) \) characterizes the distance over which perturbations in the spin structure around a lattice defect are transmitted by the exchange interaction into the surrounding crystal lattice25,26. Several procedures for obtaining \( l_c \) are discussed in the literature, e.g., \( l_c(H_0) \) can be defined as the value of \( r \) for which \( C(r, H_0) = C(0) e^{-1} \), or \( l_c \) can be found from the logarithmic derivative of \( C(r, H_0) \) in the limit \( r \to 0 \) (Ref. 25). Here, we determined the magnetic correlation length \( l_c(H_0) \) from the \( C(r, H_0) \) data at a particular field according to:

\[
l_c(H_0) = \int_0^\infty r C(r, H_0) dr / \int_0^\infty C(r, H_0) dr.
\]

The field dependence of the \( l_c \) data was then fitted using the following expression:

\[
l_c(H_0) = L + \frac{2A_{\text{sat}}}{\mu_0 M_s(h_0 + H^*)},
\]

where the field-independent parameter \( L \) is of the order of the defect size, \( A_{\text{sat}} \) and \( M_s \) are the exchange-stiffness constant and the saturation magnetization, respectively; the field \( H^* \) describes the contribution of the magnetostatic and magnetic anisotropy field to the internal magnetic field. This phenomenological model is based on micromagnetic theory27,28 and expresses the relationship between the nuclear and magnetic microstructure of a material. Equation (3) has already been successfully used to describe the spin misalignments in several nanocrystalline bulk ferromagnetic materials29,30.

4. Results and discussion
Figure 1a displays the (over 2\( \pi \)) azimuthally-averaged total (nuclear + magnetic) SANS cross section \( d\Sigma(q, H_0) / d\Omega \) measured at applied magnetic fields. As can be seen, at the smallest momentum transfers \( q \) the cross section \( d\Sigma(q, H_0) / d\Omega \) increases by more than two orders of magnitude when \( H_0 \) is decreased from 6.7 T to 0.1 T. Since the nuclear scattering is field independent, the strong field dependence of \( d\Sigma(q, H_0) / d\Omega \) observed in figure 1a originates from spin-misalignment scattering caused by mesoscale spin disorder (i.e., the failure of the spins to be completely aligned along \( H_0 \)). Figure 1b shows the corresponding purely magnetic SANS cross sections \( d\Sigma_{\text{mag}}(q, H_0) / d\Omega \), which were obtained by subtracting the total scattering at 6.7 T (approaching saturation) from the data at lower fields. The magnitude of \( d\Sigma_{\text{mag}}(q, H_0) / d\Omega \) is of the same order as \( d\Sigma(q, H_0) / d\Omega \). The asymptotic power-law exponent \( n \) in \( d\Sigma_{\text{mag}}(q, H_0) / d\Omega \propto 1 / q^n \) was found to be larger than the value of \( n = 4 \) (see inset in figure 1b); \( n = 4 \) would correspond to scattering from particles with sharp interfaces or from exponentially correlated fluctuations. The finding of a field-dependent \( n > 4 \) supports the notion of dominant spin-misalignment scattering, for which exponents \( n = 4 \)–8 are theoretically predicted and experimentally found27,28.

Figure 2 shows the normalized magnetic correlation function \( C(r, H_0) \) which was numerically computed according to equation (1). Increasing the field from 0.1 to 4 T, results in a decrease of \( C(r, H_0) \) at a given \( r \). This observation reflects the decrease of the spin-misalignment fluctuations and the suppression of the amplitude of the static disorder with increasing field. Furthermore, the correlations do not decay exponentially (see the log-linear plot in the inset
of figure 2), in agreement with the absence of a corresponding \( n = 4 \) power-law exponent observed in figure 1b. Moreover, for the lowest applied fields, the absence of a finite slope of \( C(r, H) \) in the limit \( r \to 0 \) is consistent with the absence of sharp interfaces in the magnetic microstructure and with the presence of a continuous magnetic scattering length density variation.

Figure 3 presents the field dependence of the magnetic correlation length \( l_c(H) \) determined from the \( C(r, H) \) using equation (2). As can be seen, \( l_c(H) \) increases from about 14 nm at the highest field of 4 T to 26 nm at the lowest field of 0.1 T. Moreover, for all fields investigated, the values of \( l_c(H) \) remain much smaller than 100 nm, which is the typical grain-size value reported in HPT Ni\(^{10}\). This latter observation thus indicates the presence of spin misalignment on a scale smaller than the grain size, as previously suggested by the analysis of experimental data to equation (3) (dashed line in figure 3), the following best-fit parameters are obtained: \( L = 11.3 \pm 0.1 \) nm and \( \mu_0 H^* \approx 71.2 \pm 3.0 \) mT. We reemphasize that \( L \) can be regarded as an estimate of the average defect size and \( H^* \) models the influence of the magnetostatic and magnetic anisotropy field contributions to the internal magnetic field. The estimated ‘defect size’ \( L \approx 11 \) nm suggests that the origin of the spin misalignment observed in HPT Ni results from a high density of crystal defects on a scale smaller than the grain size, as previously suggested in HPT Fe\(^{16}\). In the remanent state, we estimate the penetration depth \( \delta = l_c(H = 0) - L \) of the spin disorder into the ferromagnetic Ni-phase to be about 22 nm (figure 3).

To support and graphically illustrate our experimental findings, we simulated the real-space distribution of the magnetization vector field \( \mathbf{M}(r) \) around a spherical nonmagnetic defect embedded in a ferromagnetic Ni-phase (magnetic hole or pore). The open-source software package MuMax3 (Ref. 22) was used for this purpose. Figure 4 displays the simulation results for two selected applied fields, namely 0.05 T and 2 T. As can be seen, a localized perturbation of the magnetization (top panel) is observed around the defect at 0.05 T. This magnetization inhomogeneity is caused by the magnetodipolar stray field which is related to the jump of the magnetization magnitude at the pore-matrix interface (\( \mu_0 \Delta M \approx 0.62 \) T). In our experimental results the spatial extent of such a magnetization gradient is at (a given field) represented by \( l_c \). An applied field of 2 T largely suppresses the stray-field-torque related spin disorder. This can be seen in the bottom panel of figure 4, which compares the perpendicular component \( M_y \) at both fields. The scenario which is displayed in figure 4 illustrates how the nanoscale magnetization inhomogeneity, which is associated with a particular lattice defect, is related to a contrast for magnetic SANS. In real HPT samples, in addition to magnetostatic stray fields around voids, the magnetic anisotropy field generated by other microstructural defects such as vacancies, dislocations, and grain boundaries may contribute to the spin-misalignment scattering\(^{32,33}\).

To systematically correlate the macroscopic magnetic properties (e.g., the coercivity) to the outcome of the neutron data analysis (e.g., defect size, range of the correlation) one should perform a series of measurements for different degrees of deformation (HPT straining). Such experiments are underway and could further establish the SANS technique as an important pillar for the characterization of ultrafine-grained materials in the bulk and on the relevant mesoscopic length scale; for instance, one might then link the observed increased coercivity of HPT Ni\(^{2} \) to the defect density.

A final comment relates to the role of unpolarized versus polarized neutrons for the study of magnetic materials. The present results clearly demonstrate that for nanocrystalline defect-rich materials, which exhibit a strongly field-dependent SANS signal, it is not necessary to resort to polarized neutrons, if the aim is to study the (polarization-independent) spin-misalignment scattering. Polarized neutrons only provide additional information via the chiral scattering term in the cross section. A recent paper\(^{19} \) suggests that the local symmetry-breaking at defect sites gives rise to an asymmetric polarization-dependent contribution to the SANS cross section. In this respect, it would of interest to carry out half-polarized SANS experiments or even a one-dimensional polarization analysis on HPT samples.

5. Conclusion

We employed magnetic SANS to investigate the influence of crystal defects on the magnetic microstructure of nanocrystalline Ni prepared by HPT. The analysis of the field-dependent magnetic SANS data suggests the presence of strong spin misalignment on the mesoscopic length scale. In fact, the computation of the magnetic correlation function and the correlation length confirmed the presence of spin disorder on a scale smaller than the grain size. The phenomenological model [equation (3)] provides an excellent description of the field dependence of the spin-misalignment correlation length. We estimated the defect size to be around 11 nm and the penetration depth of the spin misalignment into the pure Ni phase in the remanent state to be around 22 nm. Our findings are supported by micromagnetic simulations which highlight that microstructural defects (such as pores) can induce significant nanoscale spin disorder, representing a contrast for magnetic SANS. The presented neutron-data analysis procedure is particularly useful for defect-rich materials, which exhibit a large magnetic SANS signal in response to an applied magnetic field.
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Figure 1

Figure 1: (a) Magnetic-field dependence of the (over 2π) azimuthally-averaged total (nuclear + magnetic) SANS cross section \(d\Sigma(q, H_0)/d\Omega\) and (b) of the purely magnetic SANS cross section \(d\Sigma_{\text{mag}}(q, H_0)/d\Omega\) (log-log scale). Dashed lines in (b): Extrapolation of \(d\Sigma_{\text{mag}}(q, H_0)/d\Omega \propto 1/q^n\) from \(q_{\text{max}}\) to infinity and of \(d\Sigma_{\text{mag}}(q, H_0)/d\Omega \propto a + bq^2\) from \(q_{\text{min}}\) to \(q = 0\). Inset in (b): Field dependence of the asymptotic power-law exponent \(n\) of the magnetic SANS cross section \(d\Sigma_{\text{mag}}(q, H_0)/d\Omega\) on a semi-logarithmic scale.
Figure 2: Magnetic-field dependence of the normalized magnetic correlation function $C(r, H_0)$. The correlation functions were numerically computed by a direct Fourier transformation [equation (1)] of $d\Sigma_{\text{mag}}(q, H_0)/d\Omega$ shown in figure 1a. Inset: Plot of $C(r, H_0)$ on a semi-logarithmic scale, emphasizing the non-exponential decay of the correlations.
Figure 3: Field dependence of the magnetic correlation length $l_c(H_0)$, determined from the computed $C(r, H_0)$ data shown in figure 2 (log-log scale). Dashed line: Fit of the $l_c(H_0)$ data using equation (3). $\mathcal{L}$ and $H^*$ were treated as free parameters, whereas $A_{ex}$ and $\mu_0M_s$ were fixed to 8.5 pJ/m and 0.6 T, respectively. Note: $A_{ex}$ and $M_s$ values were estimated from magnetic SANS and magnetometry results (data not shown).
Figure 4: Results of the micromagnetic simulations for a spherical defect (magnetic hole) embedded in a uniform Ni matrix. Applied-field values ($H_0$ is parallel to the $z$-direction): (a) 0.05 T and (b) 2 T. Top panel: Projections of the three-dimensional magnetization distribution $\mathbf{M}(\mathbf{r})$ into the $y$-$z$-plane. Bottom panel: Perpendicular magnetization component $M_y$. The black arrows and color bars in (b) indicate the strength and orientation of $M_y$ (arbitrary units). Materials parameters of Ni were used (Ref.\textsuperscript{35}).