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Abstract: Community detection is a hot research direction of network science, which is of great importance to complex system analysis. Therefore, many community detection methods have been developed. Among them, evolutionary computation based ones with a single-objective function are promising in either benchmark or real data sets. However, they also encounter resolution limit problem in several scenarios. In this paper, a Multi-Objective Pigeon-Inspired Optimization (MOPIO) method is proposed for community detection with Negative Ratio Association (NRA) and Ratio Cut (RC) as its objective functions. In MOPIO, the genetic operator is used to redefine the representation and updating of pigeons. In each iteration, NRA and RC are calculated for each pigeon, and Pareto sorting scheme is utilized to judge non-dominated solutions for later crossover. A crossover strategy based on global and personal bests is designed, in which a compensation coefficient is developed to stably complete the work transition between the map and compass operator, and the landmark operator. When termination criteria were met, a leader selection strategy is employed to determine the final result from the optimal solution set. Comparison experiments of MOPIO, with MOPSO, MOGA-Net, Meme-Net and FN, are performed on real-world networks, and results indicate that MOPIO has better performance in terms of Normalized Mutual information and Adjusted Rand Index.
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1. Introduction

Complex systems are common in nature and human society, most of which can be modelled and analyzed by complex networks, such as power network, transport system, epistatic interactions [1], cyber risk assessment model [2], social network, and other areas [3]. In these networks, vertices and edges, respectively, represent elementary units composing complex systems and interactions between units. Therefore, researching properties of complex networks is of great importance for understanding complex systems. With the in-depth research of complex networks, a growing number of properties have been captured [4]. Among them, community structure is the important and famous one [5], which indicates the trend of aggregation of nodes in the network: connections between nodes of the same community are closer, and of the different communities are more sparse [6]. The detection of communities can help to find the functional structure of complex networks, leading to better understanding the corresponding complex system, and hence becomes the hot topic in the field of network science.

In fact, many community detection methods have been proposed so far. Among them, one famous category is based on evolutionary computation, which belongs to artificial intelligent optimization metaheuristics inspired by principles from biology, ethology and so on [3–7]. Evolutionary computation methods are promising in solving complex problems since a simple and efficient evolutionary computation method can be easily developed by...
determining the representation for one complex problem, the function to optimize, and the evolutionary strategies of individuals. Compared to classical metaheuristics methods, main advantages of them are that the state space of feasible solutions is exploited fully and the number of communities is automatically determined during the search process.

However, many evolutionary computation methods to solve community detection merely consider single-objective function, which may encounter resolution limit problem and bias toward a given community structure [8–10]. For instance, Zhang et al. [9] proposed the MPSOA algorithm based on particle swarm optimization (PIO) to detect the community structure of complex networks. It introduces both global and tabu local search strategies in order to overcome the resolution limit problem. Gong et al. [8] proposed Meme-Net method which optimizes single modularity density function and combines genetic algorithm (GA) with a hill-climbing strategy as its local search strategy. Meme-Net performs better than classical GAs on community detection, but one limitation that exists within it is its dependence on parameter tuning. In addition, Guo et al. [10] proposed a GA based method LSSGA, which introduces a novel generation strategy for initial population. LSSGA also uses an effective mutation operator according to label propagation and local structure similarity to keep a balance between diversity and convergence. Understandably, multiple objective optimizations tend to evaluate community structure from different perspectives [6,11–19]. Pizzuti et al. [11] presented a multiple objective framework to detect communities in complex network for the first time, in which community fitness and community score are minimized and maximized respectively. Gong et al. [15] proposed a multiple objective community detection algorithm based on PIO, of which two evaluation objectives, e.g., Kernel K-Means (KKM) and Ratio Cut (RC), are to be minimized. It introduces decomposition operator to decompose the community detection problem into several scalar problems and then applies the proposed discrete framework to optimize them simultaneously. Shi et al. [12] proposed an evolutionary algorithm called MOCD to detect community structures under a multiple objective framework which optimizes a combination of two negatively correlated objectives. Furthermore, Rahimi et al. [17] improves PIO by modifying particles’ movement strategy based on genetic operator, and employs KKM and RC as its objective criteria. The good performance of it was presented in efficiency and quality, nevertheless the normalized mutual information (NMI) criterion used in iteration requires ground-truth communities being given first, which indicated that this method relies on more prior knowledge.

Same as the GA and PIO, pigeon inspired optimization (PIO) algorithm is also an efficient evolutionary computation algorithm. Duan et al. [20] first presented the PIO algorithm and applied to solve air robot path planning problems, in which map and compass operator model is presented based on magnetic field and sun, simultaneously landmark operator model is designed based on landmarks. Inspired by the Pareto sorting scheme, Qiu et al. [21] proposed a variant of PIO named MPIO to solve multi-objective optimization problems. The MPIO merges the map and compass operator with the landmark operator for the navigation of homing pigeons and employs a transition factor to smooth the work transition between the two operators. Improving MPIO based on the hierarchical learning behavior in pigeon flocks, Qiu et al. [22] once again proposed the modified MPIO to coordinate unmanned aerial vehicles fly in a stable formation under complex environments.

In this study, multi-objective pigeon inspired optimization algorithm (MOPIO) is applied to solve the community detection and presents superior performance comparing to the others. MOPIO adjusted the representation and the update of pigeons to adapt optimization problems of community detection through introducing the genetic operator. In this work, Negative Ratio Association (NRA) and Ratio Cut (RC) are employed as objective functions to be minimized. Pareto sorting scheme is utilized to judge non-dominated solutions which are used on later crossover process. A crossover strategy based on global and personal bests is designed, in which a compensation coefficient is developed to stably complete the work transition between the map and compass operator,
and the landmark operator. Besides, it uses the leader selection strategy to determine final result from the optimal solution set. Experiments on real networks validated the good performances of the proposed algorithm.

The remainder of this paper is organized as follows. Section 2 describes the definition of community detection, the related concepts of multi-objective optimization and the definition of original PIO algorithm. Section 3 presents the implementation details of MOPIO. In Section 4, the experimental results are discussed. Finally, conclusions are given in Section 5.

2. Related Works

2.1. Community Detection Problem

A complex network can be modeled as an undirected graph \( G = (V, E) \), where \( V \) and \( E \) denote a set of nodes and a set of edges respectively. A node of the graph can be seen as an entity, while edges denote the relationships among entities. Generally, the topological structure of nodes in complex networks presents a trend of aggregation, which can be referred to as dense clusters or communities. The goal of community detection is to group a set of nodes into dense parts, ensuring that internal connections of a part are denser than connections with other parts [23–25]. Communities in which a node can be a member of more than one community are called overlapping community. On the contrary, the situation of a node can only belong to one community is non-overlapping community. This study focuses on non-overlapping community detection.

Graph \( G \) is stored in the form of adjacency matrix defined as \( A \). If there is an edge between node \( i \) and node \( j \) in the adjacency matrix \( A \), the value of \( A_{ij} \) is set to 1, otherwise 0. Since the network is treated as undirected graph, \( A_{ij} \) equals to \( A_{ji} \). Given that a community \( S \) belongs to the graph \( G \). Let \( k_i^{in} = \sum_{j \in S} A_{ij} \) and \( k_i^{out} = \sum_{j \in S, j \notin S} A_{ij} \) be the internal and external degree of node \( i \), thus \( S \) is a strong community if \( \forall i \in S, k_i^{in} > k_i^{out} \), and \( S \) is weak if \( \sum_{i \in S} k_i^{in} > \sum_{i \in S} k_i^{out} \). That is to say, in a strong community structure, the number of the edges within the community is significantly larger than that of edges between the communities. To sum up, community detection is the process of exploring clusters which gathers nodes.

2.2. Multi-Objective Optimization

For many real applications, such as economy, management, and engineering design, it is difficult to judge the quality of a solution with one measure. Therefore, multi-objective optimization is widely used to solve such problems. Typically, in the process of multi-objective optimization, several complementary objectives are required to measure the quality of a solution and are optimized simultaneously to guide solutions approach to the optimal. The community detection problem can be modeled as an optimization problem [26], and then solved using the multi-objective optimization framework in which a set of solutions that define the best tradeoff among complementary objectives can be obtained. Generally, the multi-objective optimization problem is composed of several objective functions and constraints [27], which can be described as follows:

\[
\min_{x \in \mathbb{R}^n} F(x) = \min_{x \in \mathbb{R}^n} (f_1(x), f_2(x), \ldots, f_m(x)) \tag{1}
\]

\[
s.t. \ g_i(x) \leq 0, \ i = 1, 2, \ldots, p \tag{2}
\]

where \( F(x) \) consists of several objective functions that need to be minimized at the same time, \( f_m(x) \) is the \( m_{th} \) objective function, \( X = \{ x \in \mathbb{R}^n | g_i(x) \leq 0, i = 1, 2, \ldots, p \} \) is the feasible region of the optimization problem, \( \mathbb{R}^n \) is the \( n \)-dimensional solution space, and \( g_i(x) \) is the constraint function.

Pareto scheme is widely applied in multi-objective optimization problem, in which each solution is first assessed according to multiple criteria and a subset of solution to the conditions of Pareto optimality are offered. Below, several terminologies related with Pareto are introduced.
Given two decision vectors $x_1, x_2 \in X$ and $x_1$ dominating $x_2$, they can be written as $x_1 \succ x_2$, if and only if:

$$\forall i \in \{1, 2, \ldots, n\}, \quad f_i(x_1) \leq f_i(x_2) \land \exists j \in \{1, 2, \ldots, n\}, \quad f_j(x_1) < f_j(x_2)$$  \hspace{1cm} (3)

If there is no decision vector in the feasible region dominates a decision vector, the vector is called Pareto optimal solution or non-dominated solution. Pareto optimal solution or non-dominated solution is defined as:

$$PS^* = \{x^* \in X | \exists x \in X, x \succ x^* \}$$  \hspace{1cm} (4)

Pareto optimality is a situation that no criterion can be better without making at least one criterion worse in a multi-objective optimization problem. For an optimization problem with $m$ objective functions, all Pareto optimal solutions are mapped into a $m$-dimensional space as points depending on the value of objective functions. The region consisting of these points which respectively corresponding to one solution is named the Pareto optimal front (POF), which is defined as:

$$PF^* = \{F(x^*) = [f_1(x^*), f_2(x^*), \ldots, f_n(x^*)]^T | x^* \in PS^* \}$$  \hspace{1cm} (5)

2.3. Basic PIO

Solar position, the Earth’s magnetic field and landmarks are used by homing pigeons to orient and find nest accurately. Most researchers hold that homing ability is founded on the model of map and compass which rely on the sun and magnetic field, with the map and compass feature enabling pigeons to determine their locations relative to nest for orienting. Besides, pigeons will switch to landmark wayfinding mode about halfway through the journey, and reassess their route for correction. In order to solve the problem of engineering design optimization, Duan et al. [20] proposed a new biologically inspired swarm intelligence algorithm called Pigeon-Inspired Optimization (PIO) for the first time based on the homing behavior of pigeons. By simulating the group behavior of homing pigeons, the map and compass operator model and the landmark operator model are put forward derived from sun and magnetic field, and landmarks, respectively.

For single-objective optimization problems, PIO has achieved superior performance on solving the optimization design problems such as orbital spacecraft formation reconstruction and target detection tasks. So as to fill the gap of PIO in multi-objective optimization research, Multi-objective Pigeon-Inspired Optimization (MPIO) [21] is proposed. PIO uses two independent cycles to simulate the homing characteristics of pigeons, while MPIO merges the map compass operator model and the landmark operator model into an entirety. The work transition between two operators is stably completed with a compensation coefficient introduced, and the Pareto sorting scheme is used to solve multi-objective problems. For a D-dimension search space, in the MPIO, the total number of pigeons with $N$ is randomly initialized. Their positions and velocities are expressed by $X_i = [x_{i1}, x_{i2}, \ldots, x_{iD}]$ and $V_i = [v_{i1}, v_{i2}, \ldots, v_{iD}]$, respectively, where $i = 1, 2, \ldots, N$. The improved location and speed update methods for the next generation of pigeons are as follows:

$$V_i^t = V_{i}^{t-1} - e^{-R \times t} + rand_1 \cdot tr \cdot (1 - LG_{\max}^i) \cdot (X_{\text{gbest}} - X_i^{t-1}) + rand_2 \cdot tr \cdot LG_{\max}^i \cdot (X_{\text{center}}^{t-1} - X_i^{t-1})$$  \hspace{1cm} (6)

$$X_i^t = X_i^{t-1} + V_i^t$$  \hspace{1cm} (7)

where $t_{\text{max}}$ is the maximum number of iterations and $tr$ is the transition factor. With the increase of $t_{\text{max}}$, individual $X$ is more dependent on $X_{\text{center}}$, than $X_{\text{gbest}}$. $X_{\text{gbest}}$ is the best position compared with all pigeon positions during the $t - 1$ iteration of the map compass operator, and $X_{\text{center}}$ is a virtual position at the center of pigeon flock corresponding to the landmark operator. That is, the destination to which the pigeon flock will fly. Considering two operators need to be merged and redefined in MPIO, an archive $A$ is set to store the
non-dominated solutions and resolve $X_{gbest}$ and $X_{center}$. The implementation is introduced in the following discussion.

Through the pareto sorting scheme, the fitness of each pigeon of the current population is evaluated by the established objective function to obtain the non-dominated solution, and then the non-dominated solutions $S^X_1$ in the current generation $X$ are stored in archive $A$. $X_{center}$ is defined as follows:

$$X_{center}^{t-1} = \frac{\sum_{j=1}^{n} S^X_j}{n^X} \quad (8)$$

The archive $A$ retains the superior non-dominated solutions in $S^X_1$ and removes other bad solutions in the set. $X_{gbest}$ is randomly selected from $A$.

From the definition of $X_{center}$ in MPIO, this method is not suitable for solving problems on complex network data. As far as community detection problems are concerned, the optimal community partition scheme has nothing to do with the location mean of the non-dominated solution set. In this study, some improvements and innovations have been made based on the MPIO framework. According to the topological characteristics of complex networks, genetic operation is introduced, and the map compass operator model and the landmark operator model are redefined. Corresponding to the two stages, we use personal optimal solutions $X_{pbest}$ and the global optimal solution $X_{gbest}$ to participate in updating of pigeons. The detail of implementation is described in next section.

3. Method

In this section, the multi-objective pigeon inspired optimization for community detection (MOPIO) is described in detail. First, the representation scheme of individual and initialization rules for population used in the MOPIO framework are given, next, two objective functions including Negative Ratio Association (NRA) and Ratio Cut (RC) are described, then Pareto sorting scheme and the search strategy of MOPIO are elaborated; at last, the selection operation for getting an optimal solution from the archive is explained. The flowchart of MOPIO is given in Figure 1.

![Figure 1. The flowchart of the proposed method MOPIO algorithm.](image-url)
3.1. Pigeon Representation and Initialization

Considering the adaptability of pigeon inspired optimization for community detection, a pigeon inspired optimization which combines with genetic operators differ from the MPIO is proposed. We described a pigeon in optimization problem through the conception of gene, which is defined by the locus-based adjacency representation (LAR), as well as introduced the crossover and mutation operator instead of original updating operation by velocity. In our method, a pigeon in the population consists of \( N \) genes and each gene locus corresponding to a node in the graph possesses a value which is the index of node. For an instance, the value of \( j \) for \( k_{th} \) gene means there is an edge between node \( j \) and node \( k \) in this representation. By the decoding operation, a solution can be resolved into a community partition result, in which every connected component is a community. The number of community partition need not to be specified in advance. Moreover, the time consumption of decoding operation is linear, which means that using this representation is efficient.

The initialization operation of population is to randomly select a value from the neighbor nodes of the corresponding node for each locus of pigeon gene, and repeat this operation to initialize the whole pigeon swarm. The LAR scheme can ensure that the number of communities is automatically determined and every individual is a feasible solution, which also provides convenience for the subsequent crossover and mutation operation.

3.2. Fitness Function

In this study, NRA [28] and RC [29] are used to minimize as optimization functions. The NRA is a negative value of RA which measures the density of edges belonging to a same community. A significant community partition corresponds to a high RA value, in which internal edges of each community are dense. In order to facilitate the optimization process, the negative value of RA as one of objective functions. Therefore, NRA indicates the negative value of the sum of the internal edge densities of identified communities, which is calculated as follows:

\[
NRA = -RA = -\sum_{i=1}^{m} \frac{L(C_i, C_i)}{|C_i|}
\]  

where \( m \) represents the number of communities, and the \( |C_i| \) is the number of vertices in community \( i \).

Also, RC can be explained as the sum of the density of the links of inter-communities and it is computed as follows:

\[
RC = \sum_{i=1}^{m} \frac{L(C_i, \overline{C_i})}{|C_i|}
\]

where \( \overline{C_i} \) is the complementary set of \( C_i \), \( \overline{C_i} = D - C_i \), if a group of community structures \( D = \{C_1, C_2, \ldots, C_m\} \) of \( G \) is given. \( L(C_i, C_i) = \sum_{j \in C_i, k \in C_i} A_{jk} \) and \( L(C_i, \overline{C_i}) = \sum_{j \in C_i, k \in \overline{C_i}} A_{jk} \).

A community partition in which tight connections within communities and sparse connections between communities can be obtained, by minimizing NRA and RC. From the definition of the two objective functions, we can see that minimizing NRA can divide the network into many closely connected communities, but it is easy to create many small communities. Conversely, minimized RC can divide the network into a small number of large communities, which are connected sparsely. Thus, we balance the trade-off between them by multi-objective optimization method based on Pareto scheme to achieve the purpose of community detection.

3.3. Pareto Sorting Scheme

The Pareto sorting scheme [30] is used in the MOPIO algorithm with an elite individual candidate archive to maintain the non-dominated solutions. Pareto sorting occurs after
the update operation of individuals. According to the comparison of the value of objective functions among individuals, the dominant relationship among individuals is determined, and the solutions in a dominant side will be reserved. The dominance relationship has been described in Section 2.2. For updating the archive \( A \), solutions reserved above are compared with those original solutions in the archive to maintain non-dominated ones. Finally, the crowding distance between adjacent solutions is calculated, solutions ranking in descending order of fitness. On the basis of the sum of crowding distances in different criteria, all solutions are ranked in descending order again. The crowding distance is defined as follows:

\[
\text{Dis}(x_i) = \sum_{k=1}^{m} \frac{f_k(x_{j+1}^{(k)}) - f_k(x_{j-1}^{(k)})}{f_k^{\text{max}} - f_k^{\text{min}}}
\]

where \( x_i \) is the \( i \)th solution in the archive, \( x_{j+1}^{(k)} \) represents the previous solution of \( x_i \) when the solutions in the archive are sorted according to the descending order of \( k \)th objective function, that is to say, \( x_i \) ranks \( j \)th when sorting according to the descending order of \( k \)th objective function. The maximum and minimum values of the \( k \)th objective functions are \( f_k^{\text{max}} \) and \( f_k^{\text{min}} \), respectively. To ensure the diversity of solutions, it is considered that the larger crowding distance means better. And the global optimal solution is selected from the archive, which is described in the next section.

3.4. Search Strategy

Search phase of MOPIO is achieved by pigeons learning from non-dominated individuals. Learning process of a pigeon is composed of itself, personal optimums, and the global optimum of population. At the initial search phase, each pigeon will learn more about its own experience. As the number of iterations increases, pigeons will learn more from the global optimum of population. The improved update strategy based on two models within PIO, which makes the proposed method more suitable for solving optimization problems in community detection. In this study, the map and compass operator is merged with the landmark operator in a different way from MPIO, meanwhile, genetic operator including crossover and mutation is introduced. The detailed operator strategy is explained as follows.

3.4.1. Optimal Solution Selecting Strategy

MPIO is a method proposed for the design of mechanical parameter, in which movement of pigeons are adjusted by velocity update strategy depending on two operators, \( X_{\text{center}} \) and \( X_{\text{gbest}} \). In view of the characteristics of the discretization of network data in the problem of community detection, this paper proposes a novel update strategy based on crossover and mutation to replace velocity-based strategy. Correspondingly, the strategy for selecting individuals with high fitness is designed to determine the targets that pigeons in inherited from. The genetic operator proposed by MOPIO is completed by a pigeon and the personal optimal solution and the global optimal solution. The personal optimal solution is the optimal solution exploited by a pigeon in its own iteration process, and the global optimal solution is a certain solution selected from the archive, both can be inherited a part of the gene fragments in crossover phase by the pigeon corresponding to the personal optimal solution. The roulette wheel is used as a global optimal solution selection strategy, which is executed after the non-dominated solution set is arranged in descending order according to crowding distance. However, the optimal individual selection strategy we adopted is different from the general situation if and only if the population is first generation. In the first iteration, the initial state of the archive \( A \) is empty. The initial state of each pigeon of population is recorded as the personal optimal solution which will participate in the update operation in the next generation. For the global optimal solution, with non-dominated sorting scheme performed in the initial population, the pigeons are sorted according to the non-dominated rank, and each solution is compared with all the other solutions to check whether it is dominated. A set of non-dominated solutions identified by above operation are stored in the archive \( A \). After calculating the
crowding distance between solution in $A$ and assigning weights to the pigeons with the calculated values, a pigeon is selected from $A$ using roulette method as the global optimal solution.

3.4.2. Crossover and Mutation

The update operation is carried out after both personal optimal and the global optimal had been determined. Each pigeon can inherit better gene fragments from the two optimal solutions with higher fitness to produce offspring, which is achieved through a multi-individual crossover operation. The detail of crossover and mutation operation is depicted in Figure 2.

$$length_p = (1 - \log_{t_{\text{max}}}^t) \cdot pc \cdot N$$

(12)$$length_g = \log_{t_{\text{max}}}^t \cdot pc \cdot N$$

(13)

where $pc$ is crossover probability, $t_{\text{max}}$ is the maximum number of iterations, and $t$ is the number of the current iteration. The mutation strategy is to make a pigeon randomly select a neighbor node as a new gene with probability $pm$ for each gene locus. It can be seen from the definition that, at the early generation, more gene fragments can be obtained from the personal optimal solution through update operation. As the number of iterations increases, the preference for inherited gene fragments gradually tends to the global optimal solution. In this way, the population richness at the beginning of search phase can be guaranteed, and the convergence speed of the algorithm at the end of search phase can be accelerated.

3.5. Leader Selection Operation

When the termination criteria were met, the optimal solution selection operation would be performed on the archive to determine the final output of the algorithm. For selecting the result from the non-dominated solutions in the archive $A$, the leader selection operation is designed. First, the set of solutions in $A$ is sorted in descending according to crowding distance, the reciprocal of each solution’s ranking is recorded as its crowding distance score. Then, the modularity of each solution is calculated, similarly, the reciprocal
of the ranking of each solution in descending order is recorded as its modularity score. After calculating the total score of crowding distance and the modularity of each solution, the final result is determined by the roulette method, in which the solution with a higher score has a higher roulette weight. Meanwhile, a preferred ratio \( p \) is set to remove some individuals for eliminating the influence of the solution with too large value of single objective function. The solution with as large crowding distance and modularity as possible is selected for balancing the trade-off between crowding distance and modularity.

4. Results and Discussion

In this section, the experiments of MOPIO were conducted on four popular real-world networks, i.e., the Zachary’s karate club [31], FB50 [32], the American College Football [5] and the Krebs’ books on US politics [33]. To evaluate the performance of MOPIO, the comparison with four state-of-the-art models, such as MOGA-Net [11], MOPSO [17], FN [34] and Meme-Net [8], were implemented. Considering that the parameter setting is a challenging problem for evolutionary algorithms, the method of trial and error was adopted, which is reasonable to choose the value that performs well in our experiment. Based on this method, the parameters of MOPIO are presented in Table 1. Meanwhile, population size and iterations of all evolutionary algorithms in the comparison method are consistent with the proposed method in this study, and other parameters use the recommended parameters in their own method. It is worth noting that all the reported results in the experiments are average values obtained from 20 runs of each algorithm.

| N  | Population Size | 100 |
|----|-----------------|-----|
| I  | The number of MOPIO iteration | 50  |
| pc | crossover probability | 0.8 |
| pm | mutation probability | 0.4 |
| p  | preferred ratio   | 0.25|

4.1. Evaluation Metrics

Two commonly used evaluation metrics, i.e., the Normalized Mutual Information (NMI) [35] and the Adjusted Rand Index (ARI) [36], were adopted to estimate the quality of the partitions in the experiments. NMI is a metric used to measure the distribution similarity between community partitions identified by community detection algorithms and real community partitions. ARI is another widely recognized metric for evaluating the similarity between two partitions. We consider that NMI and ARI are common measures to evaluate the performance of community detection algorithms, and whether the ground truth clustering is balanced will lead to different NMI and ARI values. Therefore, we use these two measures to evaluate the experimental results comprehensively.

Given that two community partition, \( P_1 \) and \( P_2 \), correspond to real partition and detected partition respectively, the NMI is defined as:

\[
NMI(P_1, P_2) = -2\sum_{i=1}^{C_{P_1}} \sum_{j=1}^{C_{P_2}} C_{ij} \log(C_{ij}N/C_iC_j) / \left( \sum_{i=1}^{C_{P_1}} C_i \log(C_i/N) + \sum_{j=1}^{C_{P_2}} C_j \log(C_j/N) \right)
\]

where \( C \) is the confusion matrix of classification results between real partition and experimental partition. \( C_{ij} \) represents the number of nodes belonging to both community \( i \) in the \( P_1 \) and community \( j \) in the \( P_2 \), and \( C_i \) (\( C_j \)) is the sum of elements of \( C \) in row \( i \) (column \( j \)). \( C_{P_1} \) (\( C_{P_2} \)) and \( N \) represent the number of communities of \( P_1 \) (\( P_2 \)) and the total number of nodes, respectively. The NMI value range from 0 to 1, The larger the NMI value, the higher the similarity between \( P_1 \) and \( P_2 \).
ARI, another common evaluation function of clustering result, is revised by RI, and RI is defined as follows:

\[
RI = \frac{TP + TN}{TP + FN + FP + TN}
\]  

where \( TP \) represents the number of node pairs belonging to the same community in \( P_1 \) and \( P_2 \); \( FN \) represents the number of node pairs that belong to the same community in \( P_1 \) but different communities in \( P_2 \); Contrasting to \( FN \), \( FP \) represents the number of node pairs that belong to different communities in \( P_1 \) but the same community in \( P_2 \); \( TN \) represents the number of node pairs divided into different communities in \( P_1 \) and \( P_2 \).

Considering that the \( RI \) value is not close to 0, causing the lower degree discrimination in clustering results, \( ARI \) was introduced to modify the shortcomings. And \( ARI \) is defined as follows:

\[
ARI = \frac{RI - E(RI)}{MAX(RI) - E(RI)}
\]

where \( E(RI) \) is the expected value of \( RI \) and \( MAX(RI) \) is the maximum value of \( RI \).

Furthermore, three classic measures, including precision, recall and F-measure, were adopted to evaluate performance of MOPIO. Precision is the ratio of true-positive predictions out of all positive predictions, and Recall is the ratio of true-positive predictions to all true predictions, which can be defined as follows:

\[
Precision = \frac{TP}{TP + FP}
\]

\[
Recall = \frac{TP}{TP + FN}
\]

\( F\text{-measure} \) is the harmonic average of accuracy and recall, which defines as follows:

\[
F\text{-measure} = 2 \times \frac{Precision \times Recall}{Precision + Recall}
\]

4.2. Experimental Results

In this section, experimental results are presented on real-world network datasets, i.e., the Zachary’s karate club, FB50, the American College Football and the Krebs’ books on US politics. The characteristics of the networks are shown in Table 2.

**Table 2.** The characteristics of the networks.

| Network                   | Node | Edge | Community |
|---------------------------|------|------|-----------|
| Zachary’s karate club     | 34   | 78   | 2         |
| FB50                      | 50   | 404  | 4         |
| American College Football | 115  | 613  | 12        |
| Krebs’ books on US politics | 105  | 441  | 3         |

Table 3 shows the maximum and average of NMI and ARI for all comparison methods in 20 independent runs. As can be seen from the first part of Table 1, which is results on first dataset, maximum value of NMI obtained from MOPIO and Meme-Net reaches 1.000. The same is true of maximum ARI, indicating that both methods can search for standard community division results. Average NMI of MOPIO is higher than that of all other methods, meaning that the experimental results of MOPIO on karate network are more stable. In addition, the maximum NMI detected by MOPSO is lower than that of our method and Meme-Net, but it is quite close to 1.000. And the average NMI of the former is slightly higher than that of Meme-Net, so the performance of MOPSO and Meme-Net may be similar on the karate network. However, by comparing the maximum and average ARI values of the two methods, we can see that the classification results of Meme-Net are better. The true structure of the Zachary’s karate club network with two real partitions (blue and
brown) is given in Figure 3a. Other panels in Figure 3 show results with maximum NMI detected by the five methods. Nodes of the same color belong to the same community.

The results of MOPIO and Meme-net are consistent with the benchmark network, that of MOPSO is similar to the benchmark network, and the remaining methods identified more than two communities.

Table 3. Results obtained by the four algorithms on real-world network.

| Dataset | Metrics | MOPIO  | MOPSO  | MOGA-Net | FN   | Meme-Net |
|---------|---------|--------|--------|----------|------|----------|
| Karate  | NMI (max) | 1.000  | 0.930  | 0.707    | 0.692| 1.000    |
|         | NMI (avg) | 0.860  | 0.556  | 0.628    | 0.692| 0.501    |
|         | ARI (max) | 1.000  | 0.882  | 0.416    | 0.680| 1.000    |
|         | ARI (avg) | 0.856  | 0.467  | 0.415    | 0.680| 0.477    |
| Football| NMI (max) | 0.816  | 0.399  | 0.800    | 0.726| 0.887    |
|         | NMI (avg) | 0.754  | 0.122  | 0.762    | 0.726| 0.795    |
|         | ARI (max) | 0.670  | 0.113  | 0.629    | 0.491| 0.744    |
|         | ARI (avg) | 0.573  | 0.045  | 0.485    | 0.491| 0.581    |
| Fb50    | NMI (max) | 1.000  | 0.902  | 0.938    | 0.938| 1.000    |
|         | NMI (avg) | 1.000  | 0.794  | 0.938    | 0.938| 0.997    |
|         | ARI (max) | 1.000  | 0.814  | 0.954    | 0.954| 1.000    |
|         | ARI (avg) | 1.000  | 0.580  | 0.954    | 0.954| 0.998    |
| Polbooks| NMI (max) | 0.606  | 0.456  | 0.564    | 0.516| 0.574    |
|         | NMI (avg) | 0.494  | 0.163  | 0.524    | 0.516| 0.427    |
|         | ARI (max) | 0.709  | 0.248  | 0.665    | 0.609| 0.675    |
|         | ARI (avg) | 0.559  | 0.080  | 0.579    | 0.609| 0.434    |

Figure 3. True structure of the Zachary’s karate club network and results detected by five methods. (a) Benchmark network; (b) MOPIO; (c) MOPSO; (d) MOGA-Net; (e) FN; (f) Meme-Net.

The second part of Table 1 is the results of American College Football network. Whether it is the maximum and average values of NMI or those of ARI, Meme-Net is better than any other methods. Furthermore, the experimental performance of our method, ranks second, is close to Meme-Net, and it also performs well on the American College Football network. Networks depicted in Figure 4 are results with maximum NMI value.
detected by above methods and true partition of American College Football network. From the grouping of node colors in Figure 4, Meme-Net shows the closest result to the benchmark network, and MOPIO is closely behind. Except for MOPSO, most methods can detect structures like but not the same as the benchmark network.

![Figure 4](image)

**Figure 4.** True structure of American College Football network and results detected by five methods. (a) Benchmark network; (b) MOPIO; (c) MOPSO; (d) MOGA-Net; (e) FN; (f) Meme-Net.

In the experimental results on the FB50 data set, the maximum NMI and ARI of MOPIO is 1.000, which is better than all methods. The average values of NMI and ARI indicate that MOPIO can search out the standard partition scheme stably and accurately. Meme-Net ranks second and is slightly lower than MOPIO in terms of stability. MOGA-Net and FN have the same performance on FB50 data, so we can see that they can stably detect the same partition in 20 independent runs. However, this kind of partition slightly differs from the standard partition. Part of the experimental results are shown in Figure 5.

In the comparison of Krebs’ books on US politics network results, experimental results are similar to the case on football dataset, in which the result consistent with standard partition have not been found. The politics network is extraordinary complex so that all the comparison methods perform poorly on the dataset, as depicted in Figure 6. The best results of the maximum NMI and ARI are obtained from MOPIO, which are 0.606 and 0.709, respectively.
In MOPIO’s iteration tends to result in more communities. The Krebs’ books on US politics experimental results are shown in Table 4. The letters P, R and F correspond to the results of Precision, Recall and F-measure of the proposed method as well as those of four comparison methods. The classification performance of our approach MOPIO is superior to all other methods. To analyze their classification performance, we also calculate the Precision, Recall and F-measure of the proposed method as well as those of four comparison methods. The advantage of MOPIO is to ensure population diversity and the adequacy of exploration for solution space at the beginning of the search phase, and to guarantee high convergence precision to obtain community partitions close to the real structure. However, it is easy to see that the overall experimental performance of MOPSO in Table 3 is poor, except for good results in the karate network. The optimization of NRA and RC is essential to obtain the results containing more than three communities in most cases. This has powerful influence on precision, recall and F-measure calculated by macro average rule. We hope that the trade-off between NRA and RC can be better balanced in the future work.

To sum up, the experimental results show that MOPIO can perform well in terms of detection of real community structure. MOPIO is implemented in python and is freely available from https://github.com/CDMB-lab/MOPIO. Experiments show that the performance of MOPIO is generally better than the other four methods on the real network data set, which shows that MOPIO is promising for detecting real community structure. MOPIO is implemented in python and is freely available from https://github.com/CDMB-lab/MOPIO. Experiments show that the performance of MOPIO is generally better than the other four methods on the real network data set, which shows that MOPIO can perform well in terms of detection of real community structure. MOPIO is implemented in python and is freely available from https://github.com/CDMB-lab/MOPIO.

Table 4. Average results of Precision, Recall and F-measure from 20 independent runs. The classification performance of our approach MOPIO is superior to all other methods. To analyze their classification performance, we also calculate the Precision, Recall and F-measure of the proposed method as well as those of four comparison methods. The advantage of MOPIO is to ensure population diversity and the adequacy of exploration for solution space at the beginning of the search phase, and to guarantee high convergence precision to obtain community partitions close to the real structure. However, it is easy to see that the overall experimental performance of MOPSO in Table 3 is poor, except for good results in the karate network. The optimization of NRA and RC is essential to obtain the results containing more than three communities in most cases. This has powerful influence on precision, recall and F-measure calculated by macro average rule. We hope that the trade-off between NRA and RC can be better balanced in the future work.
experimental results are shown in Table 4. The letters P, R and F correspond to the results of Precision, Recall, F-measure in turn.

Table 4. Average results of Precision, Recall and F-measure from 20 independent runs.

| Dataset   | Metrics | MOPIO       | MOPSO       | MOGA-Net   | FN         | Meme-Net   |
|-----------|---------|-------------|-------------|------------|------------|------------|
| Karate    | P       | 0.624       | 0.631       | 0.229      | 0.370      | 0.402      |
|           | R       | 0.576       | 0.612       | 0.172      | 0.185      | 0.453      |
|           | F       | 0.596       | 0.615       | 0.196      | 0.247      | 0.410      |
| Football  | P       | 0.164       | 0.028       | 0.110      | 0.097      | 0.101      |
|           | R       | 0.182       | 0.108       | 0.150      | 0.165      | 0.142      |
|           | F       | 0.160       | 0.040       | 0.118      | 0.119      | 0.108      |
| Fb50      | P       | 1.000       | 0.462       | 0.625      | 0.625      | 0.981      |
|           | R       | 1.000       | 0.538       | 0.750      | 0.750      | 0.988      |
|           | F       | 1.000       | 0.492       | 0.667      | 0.667      | 0.983      |
| Polbooks  | P       | 0.095       | 0.209       | 0.052      | 0.056      | 0.123      |
|           | R       | 0.080       | 0.359       | 0.054      | 0.024      | 0.104      |
|           | F       | 0.074       | 0.237       | 0.033      | 0.033      | 0.085      |

The classification performance of our approach MOPIO is superior to all other methods on FB50 and the American College Football, MOPSO also outperforms other methods on two data, the Zachary’s karate club and the Krebs’ books on US politics. However, it is easy to see that the overall experimental performance of MOPSO in Table 3 is poor, except for good results in the karate network. The optimization of NRA and RC in MOPIO’s iteration tends to result in more communities. The Krebs’ books on US politics network is essentially a network with low modularity, and the experiment of MOPIO on this dataset will obtain the results containing more than three communities in most cases. This has powerful influence on precision, recall and F-measure calculated by macro average rule. We hope that the trade-off between NRA and RC can be better balanced in the future work.

To sum up, the experimental results show that MOPIO can perform well in terms of search accuracy and stability on the real data with standard community partition. With the increase of number of iterations, the proportion of learning from global and personal optimal individuals changes dynamically, so that the algorithm can explore the solution space sufficiently at the initial search phase and guarantee high convergent precision at the end of search phase, which ensures accuracy and stability of the results.

5. Conclusions

In this paper, a community detection method named MOPIO has been proposed, whose contribution mainly lies in an update strategy based on multi-individual crossover and an improved PIO scheme for community detection. After adopting the compensation coefficient in this strategy, the source of gene fragment will tend to the global optimal solution rather than the personal optimal solution as the number of iterations increases. In addition, this optimized update strategy, the pigeon inspired optimization method and the Pareto sorting scheme are combined into a community structure detection framework in MOPIO. Experiments show that the performance of MOPIO is generally better than the other four methods on the real network data set, which shows that MOPIO is promising for detecting real community structure. MOPIO is implemented in python and is freely available from https://github.com/CDMB-lab/MOPIO.

The advantage of MOPIO is to ensure population diversity and the adequacy of exploring for solution space at the beginning of the search phase, and to guarantee high convergence precision to obtain community partitions close to the real structure. However, MOPIO still has the following limitations, which is worthy of our further study and exploration. The method focuses on searching the partition consistent with the standard division of real network data, which often does not correspond to the best modularity. Therefore, our method has some difficulties for the artificial networks that merely rely on
modular optimization for detection without standard division. In the future, optimizing the experimental framework and analysis method of community detection is our goal, which is a research direction worthy of attention.
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