Vekua-type systems related to two-sided monogenic functions
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Abstract
Solutions to the Dirac equation are obtained by considering functions of axial type. This indeed gives rise to Vekua systems that can be solved in terms of special functions. In this paper we investigate axial symmetry for the solutions of the two-sided monogenic system and we give examples involving Bessel functions.
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1 Introduction

Let $\mathbb{R}_{0,m}$ be the $2^m$-dimensional real Clifford algebra constructed over the orthonormal basis $(e_1, \ldots, e_m)$ of the Euclidean space $\mathbb{R}^m$ (see [2]). The multiplication in $\mathbb{R}_{0,m}$ is governed by the following rules

$$e_j^2 = -1, \quad j = 1, \ldots, m,$$

$$e_j e_k + e_k e_j = 0, \quad 1 \leq j \neq k \leq m.$$

A basis for the algebra $\mathbb{R}_{0,m}$ is given by the elements

$$e_A = e_{j_1} \cdots e_{j_k},$$
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where $A = \{j_1, \ldots, j_k\} \subset \{1, \ldots, m\}$ is such that $j_1 < \cdots < j_k$. For the empty set $\emptyset$, we put $e_\emptyset = 1$, the latter being the identity element. The subspace of $k$-vectors is defined as
\[
\mathbb{R}^{(k)}_{0,m} = \left\{ a \in \mathbb{R}_{0,m} : a = \sum_{|A|=k} a_A e_A \right\},
\]
leading to the decomposition $\mathbb{R}_{0,m} = \bigoplus_{k=0}^{m} \mathbb{R}^{(k)}_{0,m}$.

One way to generalize the holomorphic functions of a complex variable is by considering the null solutions of the so-called generalized Cauchy-Riemann operator in $\mathbb{R}^{m+1}$, given by
\[
\partial_x = \partial_{x_0} + \partial_x,
\]
where
\[
\partial_x = \sum_{j=1}^{m} e_j \partial_{x_j}
\]
is the Dirac operator in $\mathbb{R}^m$. More precisely, an $\mathbb{R}_{0,m}$-valued function $f$ defined and continuously differentiable in an open set $\Omega$ of $\mathbb{R}^{m+1}$, is said to be left (resp. right) monogenic in $\Omega$ if $\partial_x f = 0$ (resp. $f \partial_x = 0$) in $\Omega$ (see e.g. [1, 3, 5]).

In a similar fashion is defined monogenicity with respect to $\partial_x$. Additionally, functions which are both left and right monogenic are called two-sided monogenic.

Suppose that $P_k(x)$ is a homogeneous left monogenic polynomial of degree $k \in \mathbb{N}_0$ in $\mathbb{R}^m$. The axial (left) monogenic functions are monogenic functions of the form
\[
\left( A(x_0, r) + \frac{r}{r} B(x_0, r) \right) P_k(x), \quad r = |x| = \sqrt{-x^2},
\]
with $A$ and $B$ being $\mathbb{R}$-valued and continuously differentiable functions in $\mathbb{R}^2$ (see [8, 12, 13]). It is not difficult to show that $A$ and $B$ satisfy the Vekua-type system
\[
\begin{cases}
\partial_{x_0} A - \partial_r B = \frac{2k + m - 1}{r} B \\
\partial_{x_0} B + \partial_r A = 0.
\end{cases}
\]
It is worth pointing out that some examples of these functions are provided by the so-called Fueter’s theorem (see e.g. [4, 7, 9, 10, 11, 14]).

Our aim in this paper is to construct the analog of functions (1) for the case of two-sided monogenicity. Explicit examples will also be given.
2 Two-sided axial monogenic functions

Let us recall the following Leibniz rules that will be used in our calculations

\[ \partial_x (xf) = -mf - 2 \sum_{j=1}^{m} x_j (\partial_x f) - x (\partial_x f), \quad (2) \]

\[ (fx) \partial_x = -mf - 2 \sum_{j=1}^{m} x_j (\partial_x f) - (f \partial_x x). \]

We denote by \( P_{k,l}(x) \) a homogeneous two-sided monogenic polynomial of degree \( k \) in \( \mathbb{R}^m \) with values in the subspace of \( l \)-vectors \( \mathbb{R}^{(l)}_{0,m} \). To be precise:

\[ P_{k,l}(tx) = t^k P_{k,l}(x), \quad t \in \mathbb{R}, \]

\[ \partial_x P_{k,l}(x) = 0 = P_{k,l}(x) \partial_x, \quad x \in \mathbb{R}^m, \]

\[ P_{k,l}(x) \in \mathbb{R}^{(l)}_{0,m}, \quad x \in \mathbb{R}^m. \]

In what follows, \( J_\alpha, Y_\alpha \) stand for the Bessel functions of the first and second kind respectively (see e.g. [6]). They satisfy the recurrence relations:

\[ \frac{2\alpha}{t} Z_\alpha(t) = Z_{\alpha-1}(t) + Z_{\alpha+1}(t), \]

\[ 2Z'_\alpha(t) = Z_{\alpha-1}(t) - Z_{\alpha+1}(t), \]

where \( Z_\alpha \) denotes \( J_\alpha \) or \( Y_\alpha \). On account of the above relations, we have

\[ (t^{-\alpha} Z_\alpha(t))' = -t^{-\alpha} Z_{\alpha+1}(t). \]

Let us now assume that \( A, B, C, D \) are \( \mathbb{R} \)-valued continuously differentiable functions in some open subset of \( \mathbb{R}^2_+ = \{(x_1, x_2) \in \mathbb{R}^2 : x_2 > 0\} \), and consider

\[ F(x) = A(x_0, r) P_{k,l}(x) + B(x_0, r) \overline{x} P_{k,l}(x) \]

\[ + C(x_0, r) P_{k,l}(x) \overline{x} + D(x_0, r) \overline{x} P_{k,l}(x) \overline{x}. \]

It is easily seen that

\[ \partial_x A = \sum_{j=1}^{m} e_j \partial_x A = \sum_{j=1}^{m} e_j (\partial_r A)(\partial_{x_j} r) = \frac{\partial_r A}{r} \overline{x} \]

and therefore

\[ \partial_x (AP_{k,l}) = (\partial_x A) P_{k,l} + A(\partial_x P_{k,l}) = \frac{\partial_r A}{r} \overline{x} P_{k,l}. \]
Using the Leibniz rule (2) and Euler’s theorem for homogeneous functions, we also obtain that
\[
\frac{\partial}{\partial x}(Bx^2 P_{k,l}) = (\partial_r B) x^2 P_{k,l} - B(mP_{k,l} + 2 \sum_{j=1}^{m} x_j (\partial x_j P_{k,l}) + x(\partial_x P_{k,l}))
\]
\[
= -((2k + m)B + r\partial_r B) P_{k,l}.
\]

Since, by hypothesis \(P_{k,l}\) is an \(l\)-vector valued function, then
\[
\sum_{j=1}^{m} e_j P_{k,l}e_j = (-1)^l(2l - m)P_{k,l},
\]
which leads to
\[
\frac{\partial}{\partial x}(P_{k,l}x) = (\partial_x P_{k,l})x + \sum_{j=1}^{m} e_j P_{k,l}(\partial x_j x) = (-1)^l(2l - m)P_{k,l}.
\]

This gives
\[
\frac{\partial}{\partial x}(CP_{k,l}x) = (-1)^l(2l - m)CP_{k,l} + \frac{\partial_r C}{r} xP_{k,l}x,
\]
\[
\frac{\partial}{\partial x}(DP_{k,l}x) = (-1)^l(2l - m)DP_{k,l}x
\]
\[
- ((2k + m + 2)D + r\partial_r D) P_{k,l}x.
\]

In view of the above equalities, we see that \(F\) is left monogenic if
\[
\begin{cases}
\partial_{x_0} A - r\partial_r B = (2k + m)B + (-1)^l(2l - m)C \\
\partial_{x_0} B + \frac{1}{r} \partial_r A = (-1)^l(2l - m)D \\
\partial_{x_0} C - r\partial_r D = (2k + m + 2)D \\
\partial_{x_0} D + \frac{1}{r} \partial_r C = 0.
\end{cases}
\]

Similarly, we can also get that
\[
(AP_{k,l})\frac{\partial}{\partial x} = \frac{\partial_r A}{r} P_{k,l}x,
\]
\[
(Bx P_{k,l})\frac{\partial}{\partial x} = (-1)^l(2l - m)BP_{k,l} + \frac{\partial_r B}{r} xP_{k,l}x,
\]
\[
(CP_{k,l}x)\frac{\partial}{\partial x} = -((2k + m)C + r\partial_r C) P_{k,l},
\]
\[
(Dx P_{k,l}x)\frac{\partial}{\partial x} = -((2k + m + 2)D + r\partial_r D)xP_{k,l}x + (-1)^l(2l - m)DP_{k,l}x.
\]
leading to the following system for the case of right monogenicity of \( F \)

\[
\begin{align*}
\partial_{x_0} A - r \partial_r C &= (2k + m) C + (-1)^{l+1} (2l - m) B \\
\partial_{x_0} C + \frac{1}{r} \partial_r A &= (-1)^l (2l - m) D \\
\partial_{x_0} B - r \partial_r D &= (2k + m + 2) D \\
\partial_{x_0} D + \frac{1}{r} \partial_r B &= 0.
\end{align*}
\] (4)

Since we are interested if \( F \) being two-sided monogenic, we should consider simultaneous solutions of the systems (3)-(4). A quick look at these systems reveals that

\[ \partial_{x_0} (B - C) = \partial_r (B - C) = 0, \]

which clearly implies that \( B - C \) is constant. Subtracting the first equations from (3)-(4) we may conclude that \( B = C \).

**Proposition 1** Suppose that \( A_1, A_2, A_3 \) are \( \mathbb{R} \)-valued continuously differentiable functions in the open set \( \Xi \subset \mathbb{R}^2_+ \). If these functions satisfy in \( \Xi \) the overdetermined system

\[
\begin{align*}
\partial_{x_0} A_1 - r \partial_r A_2 &= ((2k + m) + (-1)^{l+1} (2l - m)) A_2 \\
\partial_{x_0} A_2 + \frac{1}{r} \partial_r A_1 &= (-1)^l (2l - m) A_3 \\
\partial_{x_0} A_2 - r \partial_r A_3 &= (2k + m + 2) A_3 \\
\partial_{x_0} A_3 + \frac{1}{r} \partial_r A_2 &= 0,
\end{align*}
\] (5)

then

\[ A_1(x_0, r) P_{k,l}(x) + A_2(x_0, r) x P_{k,l}(x) + A_2(x_0, r) x P_{k,l}(x) + A_3(x_0, r) x P_{k,l}(x) \]

is two-sided monogenic in \( \Xi^* = \{ x \in \mathbb{R}^{m+1} : (x_0, r) \in \Xi \} \).

We now try to find particular solutions of the system (5), which we assume to be of the form

\[ A_j(x_0, r) = \exp(x_0) a_j(r), \quad j = 1, 2, 3, \]

with \( a_1, a_2, a_3 \) being \( \mathbb{R} \)-valued continuously differentiable functions.
From (5) it follows that
\[
\begin{aligned}
& a_1 - ra_2' = ((2k + m) + (-1)^{l+1}(2l - m))a_2 \\
& a_2 + \frac{a_1'}{r} = (-1)^{l}(2l - m)a_3 \\
& a_2 - ra_3' = (2k + m + 2)a_3 \\
& a_3 + \frac{a_2'}{r} = 0.
\end{aligned}
\tag{6}
\]

Eliminating $a_3$ from the last two equations of (6), yields
\[
ra_2'' + (2k + m + 1)a_2' + ra_2 = 0.
\]

The general solution of this homogeneous ordinary differential equation is expressed in terms of the Bessel functions:
\[
a_2(r) = r^{-k-\frac{m}{2}} \left( C_1 J_{k+\frac{m}{2}}(r) + C_2 Y_{k+\frac{m}{2}}(r) \right),
\]
where $C_1$, $C_2$ are arbitrary real constants. Hence
\[
a_3(r) = r^{-k-\frac{m}{2}-1} \left( C_1 J_{k+\frac{m}{2}+1}(r) + C_2 Y_{k+\frac{m}{2}+1}(r) \right).
\]

We thus obtain, from the first equation of (6), that
\[
a_1(r) = \left( (2k + m) + (-1)^{l+1}(2l - m) \right)a_2(r) - r^2a_3(r).
\]

Finally, it is not difficult to check that $a_1$, $a_2$, $a_3$ fulfill the second equation of (6).

**Proposition 2** Let $a_1$, $a_2$, $a_3$ be as above. Then the function
\[
\exp(x_0) \left( a_1(r)P_{k,l}(x) + a_2(r)xP_{k,l}(x) + a_2(r)P_{k,l}(x)x + a_3(r)xP_{k,l}(x)x \right)
\]
is two-sided monogenic in $\mathbb{R}^{m+1} \setminus \{x = 0\}$.

We would like to remark that solutions of the system (5) can also be obtained by using the power series method. Indeed, writing
\[
A_j(x_0, r) = \sum_{n=0}^{\infty} \frac{x_0^n}{n!} A_{j,n}(r), \quad j = 1, 2, 3,
\]
and substituting into (5) yields the recurrence relations

\[ A_{2,n+1} = -A_{2,n-1}'' - \frac{2k + m + 1}{r} A_{2,n-1}', \]

\[ A_{3,n+1} = -\frac{1}{r} A_{2,n}', \]

\[ A_{1,n+1} = r A_{2,n}' + (2k + m + (-1)^{l+1}(2l - m)) A_{2,n}, \]

with initial conditions

\[ A_{j,0}(r) = A_j(0, r), \quad j = 1, 2, 3, \]

\[ A_{2,1}(r) = \partial_{x_0} A_2(0, r). \]

Clearly,

\[ A_{2,2n}(r) = \sum_{j=1}^{2n} c_{n,j} A_{2,0}^{(2n-j+1)}(r), \]

\[ A_{2,2n+1}(r) = \sum_{j=1}^{2n} c_{n,j} A_{2,1}^{(2n-j+1)}(r), \]

with \( n \in \mathbb{N} \) and \( c_{n,j} \in \mathbb{Z} \).
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