Abstract:

Single-tower models are widely used in the ranking stage of news recommendation to accurately rank candidate_news according to their fine-grained relatedness with user interest indicated by user behaviors. However, these models can easily inherit the biases related to users’ sensitive attributes (e.g., gender) encoded in user behavior data for model training, and result in recommendation results unfair for users with certain attributes. In this paper, we propose FairRank, a fairness-aware single-tower ranking framework for news recommendation. Since candidate news selection in existing recommender systems can be biased, we propose to use a shared candidate-aware user model to match user interest with a real displayed candidate news and a random news. It learns a candidate-aware user embedding that reflects user interest in candidate news, and a candidate-invariant user embedding that indicates intrinsic user interest, respectively. We apply adversarial learning to both of them to reduce the biases brought by sensitive user attributes. In addition, we use a KL loss to regularize the attribute labels inferred from the two user embeddings to be similar, which can make the model capture less candidate-aware bias information. Extensive experiments on two datasets show that FairRank can improve the fairness of various single-tower news ranking models with minor performance loss.
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1 Introduction

Recall and ranking are two essential steps in personalized news recommendation [22, 25]. The recall step aims to select a small subset of candidate news from the large news pool to comprehensively cover different user interests [13]. In this step, two-tower models, which learn user interest and news embeddings independently, are common choices due to efficiency considerations [4, 9, 20, 24]. In contrast, the ranking step needs to accurately rank candidate news according to their relevance with user interest [15]. Thus, single-tower models that can capture the fine-grained relatedness between candidate news and user interest indicated by different user behaviors, are widely used as the ranking algorithms in news recommendation [6, 12, 30, 31].

News ranking models are usually learned on users’ click behavior data [8]. In fact, click behavior data inherently encodes biases related to users’ sensitive attributes such as demographics [1, 5]. The model learned on such data can inherit and even amplify these biases, which may generate biased recommendation results that are unfair to users with certain sensitive attributes [23]. Adversarial learning is a widely used technique to remove the biases related to sensitive attributes from deep models to help make fair predictions [3, 26, 28], which also has the potential to empower fairness-aware news recommendation. For example, Wu et al. [23] proposed a decomposed adversarial learning framework that learns a bias-aware user model and a bias-free user model to capture bias information and bias-independent user interest information for news recommendation, respectively. However, existing methods are based on two-tower architectures that model user interest and candidate news independently, and the fairness issue of single-tower news ranking models is rarely studied.

In this paper, we propose a fairness-aware single-tower ranking framework named FairRank for news recommendation, which can effectively improve the fairness of various single-tower news ranking models. Since the selection of candidate news in existing recommender systems can be biased, in FairRank we propose to use a shared candidate-aware user model to match user interest with a real displayed candidate news and a randomly selected news, respectively, to learn a candidate-aware user embedding that indicates user interest on a specific candidate news and a candidate-invariant user embedding that encodes intrinsic user interest in terms of expectation. To reduce the bias on sensitive user attributes encoded by the model, we apply adversarial learning to both user embeddings to remove bias information. In addition, to further eliminate bias information encoded by the selection of candidate news, we propose to use a Kullback–Leibler (KL) divergence loss to regularize the attribute labels inferred from the two user embeddings to be similar, which can encourage the model to be less sensitive to the inherent bias introduced by candidate news selection. Extensive experiments on two real-world news recommendation datasets show that FairRank can improve the fairness of various single-tower ranking models with minor performance sacrifice.

1 We find single-tower models may even have more severe unfairness than two-tower models, see experiments.
2.2 Fairness-aware Single-tower Ranking

The user model, which can be formulated as \( \hat{u} \), is a hidden embedding of candidate news (denoted as \( D_c \)). It takes a user’s clicked news \( D_t \) and the user’s clicked news \( D_c \) and candidate news \( D_r \) into a long document. To select clicked news according to their relevance to candidate news \( D_c \) or a random news, to model user’s interest in a specific candidate news and candidate-invariant user interest (in the sense of expectation). We then introduce its details and how to learn this model to generate fair news rankings.

2.1 Candidate-aware Ranking Model

Since candidate news usually can only match parts of user interest indicated by clicked news, modeling the fine-grained interactions between clicked news and candidate news may achieve better news ranking accuracy than directly matching candidate news with overall user interest. Thus, we use a candidate-aware user model to capture users’ candidate-aware interest. It can be implemented by many architectures, such as (1) using candidate-aware attention to select clicked news according to their relevance to candidate news [16]; (2) using 3-D convolutional neural network to match candidate news and clicked news based on their texts [15]; and (3) concatenating clicked news and candidate news into a long document as the input of a Transformer [14]. It takes a user’s clicked news (denoted as \( \{D_1, D_2, \ldots, D_N\} \), where \( N \) is the history length) and a candidate news \( D_c \) as input, and outputs a candidate-aware user embedding \( u_c \). This embedding is further used to compute a click score \( \hat{y} \) for ranking based on the relevance between \( u_c \) and the hidden embedding of candidate news \( D_c \) (denoted as \( h_c \)) learned in the user model, which can be formulated as \( \hat{y} = f(u_c, h_c) \), where \( f(\cdot) \) is a relevance function that is often implemented by inner product or feedforward neural networks.

2.2 Fairness-aware Single-tower Ranking

We then introduce how to learn a fairness-aware single tower ranking model. A straightforward way is applying adversarial learning to the candidate-aware user embedding to reduce biases on sensitive attributes. Unfortunately, the candidate news list to be ranked may also be biased, and it is difficult to purify the candidate-aware user embedding. To address this challenge, we propose to use a candidate-aware user model to jointly match clicked news with a candidate news \( D_c \) and a randomly selected news \( D_r \), to learn a candidate-aware user embedding \( u_c \) and a candidate-invariant user embedding \( u_r \), respectively. Since the random news is uniformly selected from the entire news set, the candidate-invariant user embedding can reflect the intrinsic user interest in the sense of expectation. We further apply adversarial learning to both kinds of user embeddings to learn debiased user interest. We use two independent dense layers to learn hidden representations of them (denoted as \( d_c \) and \( d_r \)) for inferring the sensitive user attribute, and a shared attribute predictor is used as the discriminator to predict sensitive attribute labels (denoted as \( \hat{z} \) and \( \tilde{z} \)) as follows:

\[
\hat{z} = \text{softmax}(W_d + b), \\
\tilde{z} = \text{softmax}(W_d + b),
\]

where \( W \) and \( b \) are parameters in the discriminator. We use an adversarial loss \( L_A \) to train the discriminator by using the cross-entropy comparing \( \hat{z} \) or \( \tilde{z} \) against the attribute label. The adversarial gradients of \( L_A \) will be propagated to the user model to remove its encoded biases on sensitive attributes.

However, existing studies show that adversarial learning may not fully remove sensitive attribute biases especially when the selection of candidate news has already been biased [23]. We notice that if bias information does not exist in the user model, the class distribution of the predicted attribute labels \( \hat{z} \) and \( \tilde{z} \) should be both uniform (we assume classes are balanced), which means that \( \hat{z} \) and \( \tilde{z} \) should have the same distributions. Thus, we apply an additional KL divergence loss \( L_D \) to \( \hat{z} \) and \( \tilde{z} \) to regularize them to be similar, which is formulated as follows:

\[
L_D = KL(\hat{z}, \tilde{z}).
\]

By optimizing this loss function, the bias distribution encoded in candidate selection is encouraged to be similar to uniform distribution, which means that less bias information can be encoded by the candidate-aware user model.

2.3 Model Training

We finally introduce the learning of FairRank. For the main news ranking task, following [18] we use negative sampling strategies to build training samples and use the InfoNCE [11] loss for optimization. The unified loss \( L \) for model training is as follows:

\[
L = L_R - \lambda \cdot L_A + L_D.
\]

where \( \lambda \) is a coefficient to control the relative importance of adversarial gradients.

3 EXPERIMENTS

3.1 Datasets and Experimental Settings

We use two real-world datasets for experiments. The first one is the dataset used in [23] (denoted as FairNews). There are 2,484 male users and 1,744 female users with observed gender labels. The second dataset is constructed by ourselves by collecting users’ click
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logs between 06/23/2019 and 07/20/2019 on a commercial news feeds platform (denoted as FairFeeds). There are 32,124 male users and 17,876 female users with gender labels. The logs in the first 3 weeks are for training and validation (9:1 split), and the rest are for test. The statistics of both datasets are listed in Table 1.

| #News  | #Users | #Impressions | #Clicks |
|--------|--------|--------------|---------|
| FairNews | 42,255 | 10,000 | 360,428 | 503,698 |
| FairFeeds | 112,052 | 337,286 | 500,000 | 853,291 |

In our experiments we use Adam [7] as the optimizer, and the learning rate is 1e-4. The adversarial loss weight $\lambda$ is 0.5. The batch size is 32. We search hyperparameters according to validation results. Motivated by [23], we choose AUC and nDCG@10 to evaluate ranking accuracy on impression data, and use the accuracy of gender prediction from the top 10 and 20 ranked news within 100 randomly selected candidate news as fairness metrics. These metrics are indications of casual fairness [29]. We report the average results of 5 independent experiments.

### 3.2 Fairness Comparison between Single-tower and Two-tower Models

We first compare the recommendation fairness of different single-tower and two-tower methods. The compared single-tower models include: (1) DKN [16], a news recommendation method based on candidate-aware attention; (2) DAN [32], user modeling candidate-aware attention and attentional LSTM; (3) FIM [15], a fine-grained interest matching approach for news recommendation; (4) UNBERT [31], a BERT-based news recommendation method that concatenates candidate news and clicked news into a single document. The compared two-tower models include: (1) EBNR [10], embedding-based news recommendation with GRU networks; (2) NAML [17], attentive multi-view learning for news recommendation; (3) NPA [18], news recommendation with personalized attention; (4) NRMS [19], multi-head self-attention networks for news recommendation; (5) PLM-NR [21], pretrained language model empowered news modeling for news recommendation. The results are shown in Table 2. We find that most single-tower ranking models generate unfairer recommendation results than two-tower models. This may be because single-tower models conduct finer-grained matching between user behaviors and the candidate [27], and thereby has a higher risks of finding shortcuts and encoding bias information. It shows that single-tower ranking models are suffered more from the biases encoded in user behavior data, and learning fair single-tower ranking models is more challenging.

### 3.3 Performance Comparison

Next, we verify whether FairRank can effectively mitigate the heavy unfairness issue of single-tower news ranking framework. We compare FairRank with two fairness-aware methods, i.e., (1) AL [2], applying adversarial learning to the candidate-aware user embedding; (2) FairRec [23], applying the decomposed adversarial learning method to the candidate-aware user model. The ranking fairness and accuracy of different methods based on different basic models are shown in Tables 3 and 4, respectively. From the results, we find all basic single-tower models are heavily affected by the biases related to sensitive attributes, and their ranking results are unfair. In addition, both AL and FairRec cannot effectively reduce the biases encoded in ranking results. This is because the selection of candidate news within an impression can be biased, and it is difficult for the single-tower models to remove their biases. By contrast, our FairRank approach can achieve much better fairness and even slightly better accuracy than AL and FairRec, showing that FairRank is more appropriate for learning fair news ranking models.

### 3.4 Ablation Study

We then study the influence of applying adversarial learning to the candidate-invariant user embedding and the additional KL regularization loss by removing them from FairRank to compare the accuracy and fairness changes. We use FIM as the basic model, and the results on FairNews are shown in Fig. 2. We find that removing
Table 4: Ranking accuracy of different methods. Higher scores indicate better accuracy.

| Methods          | FairNews AUC | FairNews nDCG@10 | FairFeeds AUC | FairFeeds nDCG@10 |
|------------------|--------------|------------------|--------------|------------------|
| DKN              | 60.36        | 38.83            | 65.24        | 32.10            |
| DKN+AL           | 59.97        | 38.48            | 64.76        | 31.88            |
| DKN+FairRec      | 59.83        | 38.39            | 64.65        | 31.82            |
| DKN+FairRank     | 59.91        | 38.44            | 64.69        | 31.86            |
| DAN              | 61.40        | 39.78            | 66.12        | 32.56            |
| DAN+AL           | 60.82        | 39.25            | 65.59        | 32.29            |
| DAN+FairRec      | 60.84        | 39.26            | 65.48        | 32.23            |
| DAN+FairRank     | 60.92        | 39.31            | 65.66        | 32.34            |
| FIM              | 63.23        | 41.48            | 67.15        | 33.18            |
| FIM+AL           | 62.57        | 40.93            | 66.52        | 32.84            |
| FIM+FairRec      | 62.64        | 40.98            | 66.60        | 32.88            |
| FIM+FairRank     | 62.73        | 41.06            | 66.70        | 32.94            |
| UNBERT           | 64.40        | 42.45            | 68.33        | 33.96            |
| UNBERT+AL        | 63.87        | 41.90            | 67.67        | 33.60            |
| UNBERT+FairRec   | 63.81        | 41.85            | 67.70        | 33.64            |
| UNBERT+FairRank  | 63.96        | 41.98            | 67.82        | 33.72            |

Figure 2: Effectiveness of the candidate-invariant user embedding and KL loss.

labels inferred from both candidate-aware and candidate-invariant user embeddings to be uniform.

3.5 Hyperparameter Analysis

Finally, we discuss the impact of adversarial loss weight $\lambda$ on accuracy and fairness. The results on FairNews are shown in Fig. 3. When $\lambda$ is larger, the accuracy usually decreases because the adversarial loss will influence the main recommendation task, while the fairness score does not have notable improvements when $\lambda$ is larger than 0.5. This is because the main recommendation task cannot gain sufficient supervision signals when the adversarial loss is too strong. Thus, we choose $\lambda = 0.5$ to achieve good fairness without hurting too much ranking accuracy.

4 CONCLUSION

In this paper, we propose a fairness-aware single-tower ranking framework for news recommendation, named FairRank. We propose to use a candidate-aware user model to match clicked news with both candidate news and random news to learn a candidate-aware user embedding and a candidate-invariant user embedding, respectively, to help reduce the bias introduced by candidate news selection. We apply adversarial learning to them to remove bias information, and further add a KL loss that regularizes the attribute labels inferred from the two user embeddings to be similar to make the user model less bias-sensitive. Experiments on two datasets show that FairRank can effectively improve the fairness of many single-tower news ranking models with minor accuracy losses.
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