Using Exploratory Spatial Analysis to Understand the Patterns of Adolescents’ Active Transport to School and Contributory Factors
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Abstract: Active transport to school (ATS) is a convenient way for adolescents to reach their recommended daily physical activity levels. Most previous ATS research examined the factors that promote or hinder ATS, but this research has been of a global (i.e., non-spatial), statistical nature. Geographical Information Science (GIS) is widely applied in analysing human activities, focusing on local spatial phenomena, such as distribution, autocorrelation, and co-association. This study, therefore, applied exploratory spatial analysis methods to ATS and its factors. Kernel Density Estimation (KDE) was used to derive maps of transport mode and ATS factor distribution patterns. The results of KDE were compared to and verified by Local Indicators of Spatial Association (LISA) outputs. The data used in this study was collected from 12 high schools, including 425 adolescents who lived within walkable distance and used ATS or MTS in Dunedin New Zealand. This study identified clusters and spatial autocorrelation, confirming that the adolescents living in the south of the city, who were female, attended girls-only schools, lived in more deprived neighbourhoods, and lived in neighbourhoods with higher intersection density and residential density used more ATS. On the other hand, adolescents who were male, attended boys-only schools, lived in less deprived neighbourhoods, had more vehicles at home, and lived in neighbourhoods with medium level intersection density and residential density used more ATS in the northwest of the city as well as some part of the city centre and southeast of the city. The co-association between spatial patterns of the ATS factors and the ATS usages that this study detected adds to the evidence for autocorrelation underpinning ATS users across the study area.
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1. Introduction

Active transport (e.g., walking and cycling) has a wide range of benefits on the urban environment, health and wellbeing, social and health equity [1]. Active transport to school (ATS) is a convenient way for adolescents to reach their recommended daily physical activity level, which is important to promote health and mitigate cardiovascular risk in later life [2–5]. ATS can also lead to a more environmental and economically sustainable travel behaviour over a lifetime [6]. Previous non-spatial findings reported either one of the genders to be more likely to use ATS [7–9] or no association between ATS and gender [9–11]. Home-to-school distance is one of the strongest predictors of adolescents’ use of ATS [8,11–14]. Home income status is negatively related to adolescents’ ATS rates [8,11,15–20]. High intersection density was found as both an ATS barrier due to safety concerns [8,12,21–23] and an ATS enabler due to better street network connectivity [8,10,22,24]. Higher residential density was also a positive correlation of ATS in adolescents [8,10,25,26]. Some previous studies reported higher
land-use diversity was positively associated with ATS usage [8,10], while some other studies reported either a negative [7] or insignificant [27] association.

Previous ATS and ATS correlate studies used space in a simplistic sense (mostly relative, based on distance from home to school), rather than utilising higher-order spatial concepts such as 2D distribution, spatial correlation, and the insights to be gained from mapping and visualisation techniques. A spatial analysis (i.e., local or non-global) is possible using Geographical Information Science (GIS) [28] to understand the variation of adolescent ATS usage and factors that may affect the ATS usage across space. However, previous studies focused on ATS and ATS factors, mostly statistical in nature, treated the study sites as one whole entity with the relationship between ATS and ATS factors were assumed to be consistent over the entire study site (global, non-spatial) [8,9,11,15]. This is geographically unrealistic, as “everything is related to everything else, but near things are more related than distant things” (the first law of geography) [29]. Following this law, there should be significant relationships between ATS users living close to each other, leading to the hypothesis that an adolescent’s transport to school behaviour is the same as or similar to his/her neighbour(s). Where there are more ATS users living near each other, these ATS users should form a cluster possessing similar properties [30]. To summarise, the assumption of the relationship between ATS and ATS factors in previous global statistical studies ignored potential spatially varying relationships between ATS and ATS factors across the study site. This study removes the assumption by applying exploratory spatial analysis to detect spatial similarity and anomalous behaviours of ATS clusters when associated with ATS factors and how the relationship changes across space.

Although GIS and spatial analysis techniques have been widely used in understanding human behaviours, this study is the first to apply the exploratory spatial analysis method in ATS application domain. This study aimed to use an exploratory spatial analysis method to examine the association between ATS and ATS factors, including gender, co-educational school status, home neighbourhood deprivation index, vehicle ownership, and built environment features in the home neighbourhoods, including intersection density, residential density, and mixed land use entropy. This study focused on adolescents who lived within walkable distance who used ATS or MTS.

2. Materials and Methods

2.1. Exploratory Spatial Analysis Methods

The exploratory spatial analysis methods this study used were kernel density estimation (KDE) and local indicators of spatial association (LISA). KDE is a spatial analysis and mapping tool to calculate the overall areal density of point-located observation points, based on the number of observation points per unit of area [30,31]. The method effectively converts the point set into a continuous surface by modelling density not only at each observation point but also in between those event point locations. In this study, KDE was applied to create density patterns of adolescents’ ATS status to visualise the distribution of ATS rate with different ATS factors set as the control variable.

LISA is a local version of the Moran’s I autocorrelation index, which allows variation across space to be dealt with by running Moran’s I on each individual located observation [32] in order to identify hotspots of clustering and outliers [33]. In this study, LISA was used to create maps in terms of demonstrating spatial clusters and outliers of adolescents’ transport to school modes in Dunedin, and then make comparison with KDE results to verify KDE results in a local spatial sense.

The exploratory spatial analysis methods, including both KDE and spatial autocorrelation (both Moran’s I and LISA), were highly applicable in understanding different subjects from human behaviour [34] to natural phenomenon [35]. The exploratory spatial analysis methods were also widely used in public health practice [36]. For example, KDE was applied for assessing the availability of health services in Nicaragua [37], while LISA was used to the obesity rate of Canadian adults [38]. However, the exploratory spatial analysis methods have not yet been applied to the ATS domain.
Both KDE and LISA require the definition of a distance threshold, which was set to 500 m. The use of inverse distance was used as the basis for weighting near-target events thus that such events had a larger influence on the observation point than events further away.

For KDE results mapping, a 3% volume contour was calculated from the kernel density surface (i.e., the contour encloses the upper 3% of the surface volume in order to isolate cluster extent). This enabled presentation of ATS and MTS for the same factor within the same results map, overlaid with the various LISA clusters identified. The LISA results already combined ATS (‘low’ value) and MTS (‘high’ value).

### 2.2. Study Setting and Data

This study was part of the Built Environment and Active Transport to School (BEATS) Study conducted in Dunedin, New Zealand [6]. The study site was Dunedin city, which is located to the southeast of the South Island of New Zealand. Dunedin is the 6th major city (in population and land area) in New Zealand and the 2nd largest in the South Island. This coastal city was built around a natural harbour, having many hilly suburbs and surrounded by hilly topography. The total area of Dunedin is around 3314 km$^2$ (255 km$^2$ urban area), with the population at approximately 128,800 at the time of data collection of BEATS study. The average temperature of Dunedin varies from 6 degrees in the winter to 17 degrees in the summertime, with an average of 806 mm of annual precipitation. In New Zealand, students start enrolling at school at age 5 (Year 1). There are 12 high schools in Dunedin, with half of the schools providing education from Year 7 (age 11) to Year 13 (age 18) and the other half starting at Year 9 (age 13). Among the 12 surveyed schools, there were 5 co-educational high schools (1 private school), 3 boys-only high schools (1 private school), and 4 girls-only high schools (2 private schools from Year 7 to 13).

The data on both adolescents’ transport to school behaviour and ATS factors were collected as a part of the BEATS Study data in the online survey from all 12 Dunedin high schools (Figure 1). Adolescents completed an online survey during the school time and under supervision of research staff. The BEATS Study collected survey data for 1780 adolescents between 13 to 18 years old [6]. All adolescents finished the same version of the survey [6]. There were 1478 participants (average age at 15.13) who provided valid survey data, while 425 adolescents were included in the sample data that this study used for analysis with the distance between home and school and the transport mode used as inclusion criteria. Paper-based consent forms were signed by all participants. For adolescents under 16 years of age, parents signed either the parental opt-out or parental opt-in consent based on the school’s preference. This study was approved by the University of Otago Human Ethics Committee (case number 13/203).

This study included 425 participants by the criteria of home-to-school distance and transport to school mode. Distance from home to school up to 2.25 km was referred to as walkable distance based on previous research on Dunedin adolescents [39]. This study only focused on adolescents living within walkable distance from home to school, while adolescents living beyond walkable distance (996 adolescents out of 1478 in total) were excluded. Transport modes were grouped into ATS, mixed transport, and motorised transport to school (MTS). ATS was defined as transport to school mode that included walking only in this study since other modes of ATS such as cycling were largely not used among Dunedin adolescents [40]. At the time of data collection, two of the participating high schools offered cycle skills training to their students [41], while less than 1.18% of adolescents (5 out of 425) that lived within 2.25 km from school reported riding a bicycle almost every day. Therefore, no significant spatial patterns emerged for cycling adolescents in this study. MTS including driving to school personally, driven by others, and using public transport. Mixed transport was considered as using both ATS and MTS on a single journey to school. This study only focused on ATS and MTS. Mixed transport to school mode was excluded due to the following reasons (231 out of 1478 adolescents in total). Firstly, there was no specific definition of mixed transport in terms of the frequency of each...
transport mode used during the week. Secondly, the study was lacking information for how much of an adolescent’s trip was spent in active and/or motorised transport modes when a mixed transport usage was reported in the survey. Therefore, this study only included adolescents who lived within walkable distance (425 adolescents) who used ATS or MTS in the spatial analysis.

Figure 1. City areas with important streets, suburbs, districts, and 12 high schools in Dunedin City.

The ATS factors used included: home-to-school distance, gender, co-educational school status, New Zealand home neighbourhood deprivation index, and intersection density, residential density, and mixed land use entropy [42] calculated using a 500 m buffer zone in the home neighbourhood. Adolescents’ sociodemographic characteristics and personal information data, including gender and vehicle ownership, were obtained from the online survey [6]. Home to school distance was calculated as the shortest network distance calculated from the home address that the adolescent provided to the school. The home neighbourhood deprivation index, presented at five levels of deprivation [43,44], was determined based on the home address that students provided during the survey. The New Zealand deprivation index score was calculated as proportions using census data and reported at individual meshblock level (small areas with boundaries defined by New Zealand government). The census data factors used to calculate deprivation index included household income, transport options, employment information, and family support, amongst others. To facilitate efficient description of the results, this study divided Dunedin into 8 areas based on OpenStreetMap and Dunedin City Council data, as presented in Figure 1.
2.3. Factor Classification

To foster logical and unambiguous mapping of the association between ATS and ATS factors over space, classification methods were applied on the ATS factor results:

(a) ATS factors, which have natural categories (e.g., gender: female/male) were grouped based on those categories. Home neighbourhood deprivation index was originally categorized into 5 levels with level 1 indicating low level deprived home neighbourhood and level 5 indicating highly deprived home neighbourhood. In terms of presenting significant spatial patterns of KDE and LISA for deprivation index difference and for better interpretation of the results, this study recoded home neighbourhood deprivation index 1 and 2 into less deprived home neighbourhood, index 3 into medium deprived home neighbourhood, and index 4 and 5 into more deprived home neighbourhood.

(b) ATS factors with unique numerical values for each individual adolescent home sample point including home neighbourhood residential density, intersection density, and mixed land use entropy were divided into 3 classes (low, medium, and high level) by Jenks Natural Breaks [45]. Jenks Natural Breaks classification was based on natural groupings implicit in the data. Class breaks were created in such a way as to group similar values for an ATS factor together whilst maximizing the differences between classes. Details of data grouping is shown in Table 1.

### Table 1. Classes of ATS factors.

| Factor                              | Statistical Summary | Categories     | Participants [n (%)] |
|-------------------------------------|--------------------|-----------------|----------------------|
| Gender                              | Range: 1–5        | Male            | 189 (44.47%)         |
|                                     | Mean: 2.621       | Female          | 236 (55.53%)         |
| Deprivation                         | Range: 0–4        | None            | 19 (4.47%)           |
|                                     | Mean: 1.774       | 1               | 162 (38.12%)         |
|                                     | STD: 0.923        | 2 or more       | 244 (57.41%)         |
| Vehicle ownership per household     | Range: 33.299–1719.202 | Co-ed school | 198 (46.59%)         |
|                                     | Mean: 1049.787    | Girls’ school   | 122 (28.71%)         |
|                                     | STD: 251.298      | Boys’ school    | 105 (24.71%)         |
| Transport modes                     | Range: 6.66–125.929 | Low (<33.85)  | 55 (12.94%)          |
|                                     | Mean: 26.229      | Medium (33.86–67.03) | 266 (62.59%)     |
|                                     | STD: 21.373       | High (>67.03)   | 104 (24.47%)         |
| Intersection density (/km²)         | Range: 33.299–1719.202 | Low (<554.58) | 6 (1.41%)            |
|                                     | Mean: 1049.787    | Medium (554.59–1041.21) | 225 (52.94%)   |
|                                     | STD: 251.298      | High (>1041.21) | 194 (45.65%)        |
| Residential density (/km²)          | Range: 0.033–0.618 | Low (0–0.18)   | 203 (47.76%)         |
|                                     | Mean: 0.217       | Medium (0.19–0.37) | 174 (40.94%)     |
|                                     | STD: 0.119        | High (0.38–1)   | 48 (11.29%)          |

3. Results

This section presents the spatial analysis results from both KDE and LISA. In terms of better presenting the results of KDE and LISA, as indicated in the methods section, a 3% volume contour line was calculated from the KDE surface representing the location and area of high-density kernel patterns. The blue contour line represents the top 3% of a kernel pattern of ATS users in association with each individual ATS factor, while the red contour line represents MTS users. Clustered light blue points are low-low clusters from LISA, which indicate a cluster of ATS users in association with individual ATS factors, while light pink points are high-high clusters indicating a cluster of MTS users. Dark blue
points represent an ATS user outlier among MTS clusters, while red points are MTS user outliers among ATS clusters. This study is trying to find the signs of the spatially varying distribution of KDE patterns and LISA clusters which are the evidence supporting the relationship between ATS and ATS factors as it varies over space.

There were large spatial overlaps between female ATS users (Figure 2a) and girls-only school attending ATS users (Figure 2b) in the south of the city. This particular result indicates not only that female ATS users and girls-only school attending ATS users lived close to each other, but potentially also attending girls-only school was connected to these female ATS users in the south of the city (i.e., a local, not global relationship of the kind this spatial study is trying to reveal). A similar spatial association was found with male ATS users (Figure 2c) and boys-only school attending ATS users (Figure 2d) in the northwest of the city. In terms of MTS usage, the distributions of female and girls-school attendees in the northwest, west, and south of the city were similar, while the distribution of male and boys-school attendees was also considered similar with the only exception located along the border dividing south and southeast zones of the city.

ATS rates varied across the city relative to neighbourhood deprivation. Less deprived neighbourhoods in the northwest of the city (Figure 3a) and more deprived neighbourhoods in the south of the city had higher ATS rates compared to MTS usage (Figure 3b). The evidence in the maps indicated that there was a spatially varying relationship between ATS usage and different deprivation level of the home neighbourhoods.

All adolescents with no vehicle at home used ATS from home to school (except one in Mosgiel using MTS). Adolescents with one vehicle at home used more ATS in the south and the city centre than those living in the southeast (Figure 4a). With two or more vehicles at home, there were both ATS and MTS users in the northwest, south, and southeast of the city (Figure 4b).

Figure 5 indicated that adolescents who live in the neighbourhoods with medium intersection density in the north and city centre area used more ATS (Figure 5b) than the rest of the city. On the contrary, in the south where there were homes in higher level intersection density areas, the ATS rate was higher (Figure 5c) in comparison with other city areas.

This study did not find any significant ATS user clusters within low residential density areas. Figure 6 shows that adolescents with medium residential density (Figure 6a) in the north and the southeast yielded more ATS clusters than the rest of the city, while adolescents in the south with high residential density (Figure 6b) also demonstrated a significantly higher ATS rate. The KDE result indicated no significant association between ATS rate and the medium and high-level mixed land use entropy in the home neighbourhood. On the other hand, LISA analysis indicated clear clusters in the northwest and south of the city (Figure 7a) and city centre area (Figure 7b), which can be presented as evidence to support the association between ATS rate and mixed land use entropy.

Figure 8 summarises the distribution of both KDE and LISA spatial patterns. The summary includes the spatial pattern distributions in seven zones of the city and the medium urban area Mosgiel. Spatial patterns for both ATS and MTS were mainly observed in the southeast, south, west, and northwest of the city. There was no pattern observed in the north and northeast of the city. The spatial coincidence of distribution between the transport modes used and the distribution of the ATS factors across the city was also highlighted in Figure 8. For example, there were matching results between KDE and LISA in terms of male ATS users in the south (matching KDE results of ATS with LISA result of Low-Low cluster) while female ATS usages in the southeast.
Figure 2. KDE and LISA transport modes distribution on gender and co-educational school attending status: (a) female; (b) male; (c) girls-only school attenders; (d) boys-only school attenders.
ATS rates varied across the city relative to neighbourhood deprivation. Less deprived neighbourhoods in the northwest of the city (Figure 3a) and more deprived neighbourhoods in the south of the city had higher ATS rates compared to MTS usage (Figure 3b). The evidence in the maps indicated that there was a spatially varying relationship between ATS usage and different deprivation level of the home neighbourhoods.

Figure 3. KDE and LISA transport modes distribution on home deprivation index: (a) less deprived home neighbourhood; (b) more deprived home neighbourhood.

All adolescents with no vehicle at home used ATS from home to school (except one in Mosgiel using MTS). Adolescents with one vehicle at home used more ATS in the south and the city centre than those living in the southeast (Figure 4a). With two or more vehicles at home, there were both ATS and MTS users in the northwest, south, and southeast of the city (Figure 4b).

Figure 4. KDE and LISA transport modes distribution on vehicle ownership per household: (a) one vehicle per household; (b) two or more vehicles per household.

Figure 5 indicated that adolescents who live in the neighbourhoods with medium intersection density in the north and city centre area used more ATS (Figure 5b) than the rest of the city. On the contrary, in the south where there were homes in higher level intersection density areas, the ATS rate was higher (Figure 5c) in comparison with other city areas.
Figure 5. KDE and LISA transport modes distribution on intersection density: (a) low home neighbourhood intersection density; (b) medium home neighbourhood intersection density; (c) high home neighbourhood intersection density.
This study did not find any significant ATS user clusters within low residential density areas. Figure 6 shows that adolescents with medium residential density (Figure 6a) in the north and the southeast yielded more ATS clusters than the rest of the city, while adolescents in the south with high residential density (Figure 6b) also demonstrated a significantly higher ATS rate.

Figure 6. KDE and LISA transport modes distribution on residential density: (a) medium home neighbourhood residential section density; (b) high home neighbourhood residential density.

The KDE result indicated no significant association between ATS rate and the medium and high-level mixed land use entropy in the home neighbourhood. On the other hand, LISA analysis indicated clear clusters in the northwest and south of the city (Figure 7a) and city centre area (Figure 7b), which can be presented as evidence to support the association between ATS rate and mixed land use entropy.

Figure 8 summarises the distribution of both KDE and LISA spatial patterns. The summary includes the spatial pattern distributions in seven zones of the city and the medium urban area Mosgiel. Spatial patterns for both ATS and MTS were mainly observed in the southeast, south, west, and northwest of the city. There was no pattern observed in the north and northeast of the city. The spatial coincidence of distribution between the transport modes used and the distribution of the ATS factors across the city was also highlighted in Figure 8. For example, there were matching results between KDE and LISA in terms of male ATS users in the south (matching KDE results of ATS with LISA result of Low-Low cluster) while female ATS usages in the southeast.
Figure 7. KDE and LISA transport modes distribution on mixed land use entropy: (a) low home neighbourhood mixed land use entropy; (b) medium home neighbourhood mixed land use entropy; (c) high home neighbourhood mixed land use entropy.
Figure 8. Summary of the KDE and LISA pattern distribution of individual ATS factor groups over eight zones within the study site.
4. Discussion

This study applied exploratory spatial analysis and visually identified spatial patterns and clusters for both ATS and ATS factors from the distribution maps that are indicative of the existence of the positive spatial autocorrelation among ATS users. This study visually found a negative association between ATS rate and home-to-school distance and a positive association between adolescents’ use of ATS and home neighbourhood residential density and intersection density in adolescents living in Dunedin, New Zealand. This study also found the existence of a spatial association between ATS and ATS factors, including gender, co-educational school status, neighbourhood deprivation, and vehicle ownership. The locations of the clusters of ATS users were consistent with locations of clusters in the ATS factors (gender, co-educational school status, neighbourhood deprivation, and vehicle ownership), even though the nature of the association (whether positive or negative) is unclear. The findings of this study are based on mapped distributions which previous studies did not include. The literature that this discussion section discussed and linked with are all global and non-spatial studies and, therefore, comparisons between the findings from this study with results of previous studies should be made with caution.

The exploratory spatial analysis found spatial evidence for males and females to use ATS in different locations in the city. Previous non-spatial findings reported either one of the genders to be more likely to use ATS [7–9] or no association between ATS and gender [9,10]. This spatial analysis study found evidence in maps to support the relationship between gender and ATS, with added insight into variation across space. The difference between this local spatial analysis study and previous global statistics in ATS studies is that previous studies assumed the study site as one large ATS user cluster while this study released that assumption and found multiple clusters of ATS users in different areas in one study site.

In the case of ATS usage in association with gender, previous studies that reported no association might have potentially ignored the possibility of existing multiple ATS user clusters across the study site. Although the spatial patterns of gender co-associated with the spatial patterns of ATS, the findings related to gender and ATS rate were not quantified findings indicating which gender was more likely to use ATS than the other one. On the contrary, it is a finding indicating the existence of spatial differences of ATS users of both genders across different locations in light of the locations of the single-sex schools within 2.25 km from adolescents’ homes (see next paragraph).

This study gathered evidence that gender and co-educational school status had potential similarities as regards ATS behaviour. The distribution similarity between female ATS users and ATS users attending girls-only schools in the south and male ATS users and ATS users attending boys-only schools in the northwest led this study to consider the linkage between gender and co-educational school attending status. The spatial distribution of ATS users attending single-sex schools provided evidence supporting ATS is associated with co-educational school status across different areas of the city. However, the current analysis did not conclude whether the association between co-educational school status and ATS usage was positive or negative. Mandic et al. [46] studied the factors that affect adolescents’ and their parents’ decisions about school choice. Among Dunedin adolescents, co-educational status was reported as one of the most common reasons among students who attended a co-educational school [46]. The overlap of the spatial distribution between gender-based ATS users and co-educational school status-based ATS users indicated that the presence of single-sex schools showed a clear impact on ATS usage in different genders in Dunedin. The spatial analysis method used in this study added a potential connection between ATS users of both genders and the respective single-sex school attendance by introducing thematically matching spatial patterns to add to the findings of previous global studies [46]. Future research should evaluate this finding and quantify the impact from the presence of single-sex schools to ATS users in respective genders.

Within the walking home-to-school distance that this research focused on, no positive/negative association between home neighbourhood deprivation and ATS range was identified in terms of the entire city. However, with the spatial analysis
method this study applied, differences were found among the patterns of ATS usage associated with home neighbourhood deprivation index in the northwest and the south of the city. The findings were partially consistent (findings in the south of the city) with previous non-spatial studies that showed a negative association between the home neighbourhood deprivation index and ATS rates [8,11,16–18], while inconsistent in the northwest of the city where the adolescents used more ATS within less deprived home neighbourhood. Therefore, future research should identify and quantify the spatial relationship between home neighbourhood deprivation and ATS across the areas that have been identified to be significant. For example, the negative association between ATS and home neighbourhood deprivation index in the south of the city that this study found need to be verified by spatial statistical modelling methods and then quantify the extent of the association. The verified and quantified results from future study could then be used to help to make suggestions to encourage ATS usage accordingly.

Having a vehicle or not was a defining factor affecting adolescents’ transport mode to school in this study. Within walkable distance, almost all adolescents with no vehicle at home used ATS. In addition, as vehicle ownership increased, the usage of MTS to school mode increased within walking distance. These findings are consistent with previous non-spatial studies where vehicle ownership was negatively correlated with ATS usage [10–12,47,48]. On the other hand, when adolescents lived in households with at least one vehicle and within walking distance to school, the relationship between vehicle ownership and the use of ATS varied across different areas of the city (the association was negative in the city centre while positive in the northwest and some area in southeast of the city). This finding is different from previous studies since this study presented the association between ATS usage and vehicle ownership in a spatial sense rather than a global (non-spatial) sense, which means more detailed spatial differences were observed. Future research could apply or improve the spatial analysis approach and focus on quantifying the localised spatial relationship between ATS and household vehicle ownership.

This study found that with increasing intersection density, ATS usage among Dunedin adolescents living within walking distance to their school increased. The ATS distribution associated with intersection density varied over the study city from the north to the south. Non-spatial findings from previous studies showed that higher intersection density means a better road network connection [12,23], which can encourage ATS usage [8,10] even though crossing the road was reported as a challenge for adolescents and hence was considered as a barrier of using ATS [12,21–23]. Future research should consider verifying the positive association between ATS usage and intersection density across the city that this study found with quantitative spatial statistical modelling.

This study found a positive relationship between home neighbourhood residential density and the ATS rate at a global scale across the city, which is consistent with previous non-spatial studies [8,10,25,26]. On a local scale, this study also found a detailed spatial difference in the relationship between residential density in the home neighbourhood and ATS usage across space (the density level of ATS users in the south was higher than the northwest and the city centre of the city). However, the information that this study presented is from a spatial and localised aspect. As this study was only a qualitative spatial analysis, future research should consider confirming the results of this study and quantifying the spatial relationship between ATS and residential density across the city.

A high level of mixed land use entropy (more heterogeneous land use types) was not associated with a higher rate of ATS in Dunedin adolescents, despite higher mixed land use being positively associated with ATS in previous non-spatial studies [10]. The reason for the non-significant relationship between mixed land use entropy and ATS rate in this study might be the low mixed land use entropy levels across predominantly evenly distributed residential areas of the study city (except the city centre area, which has little residential land use). As mentioned in the results section, by unearthing significant clustering, LISA disagreed with KDE in terms of the association between mixed land use entropy and ATS.
rate in a local spatial analysis sense, indicating an association between ATS rates and mixed land use entropy. However, the controversial result means this exploratory spatial analysis study cannot confirm the association between ATS rate and mixed land use entropy which means that future research should further evaluate the results of this study and make a final suggestion of the relationship between ATS and mixed land use entropy. Future research should also make a comparison between different, more varied study sites to further and more robustly evaluate the spatial association between mixed land use entropy and ATS usage. To be specific, the study site for future study should be in larger cities where land use diversity level would be much higher than the city that this study focused on or across different urbanization settings.

Maps generated as part of this cross-sectional research indicated the spatial distribution of ATS users across different categories of ATS factors. However, cross-sectional design prevents making conclusions about causality. The maps could be considered as reference material for decision makers in the city council and local schools to have an initial idea of where and which ATS factors, including the examined built environment factors, were associated (positively or negatively) with ATS usage among Dunedin adolescents. Hence, decision makers could use the map evidence to generate initial ideas about what further investigations (e.g., quantitative association and causation between ATS and ATS factors) could be instigated, along with information on priority. For example, residential density was positively associated with ATS usage in the south of the city, with locations reported in the map. Therefore, with further investigation into quantitative association and causation, the possible increase of ATS could be factored into any planning decisions on the potential increase of residential density in specific parts of the city, which has been linked to a reduction in vehicle dependency and better access to schools [49]. In the case of the positive relationship of ATS with intersection density, with further evaluation, decision makers could likewise factor in potential ATS benefits when making decisions on increasing neighbourhood connectivity, and/or improving the safety and incidence of pedestrian crossings in such crucial areas of the city. A third example arising from evidence for decision-making from this study, potentially augmented with more robust evidence from follow-on study, is the targeting of less deprived areas of the city for ATS-boosting initiatives, given the mapped evidence that such areas favoured MTS when compared to more-deprived areas. Having said this, the reference material that the mapped results provided were not processed to a quantitative level. Therefore, to follow up, confirmation of the quantitative relationship between ATS usage and ATS factors through a spatial modelling approach could be applied in the future.

The strengths of this study include a geographic approach to examine the spatial relationship between ATS and ATS factors using spatial analysis. Instead of statistical analysis, this study provided a direct and visible way to zoom in from the global view to a localised view. This localised view spatially indicated that the relationship between ATS and ATS factors in one part of the city may not be the same as in another part of the city. These spatial differences varying across the city (instances of spatial non-stationarity) visually identified in this study are providing a guideline for future quantitative spatial analysis, and a geographically weighted regression (GWR) [50] modelling is recommended for further studies. Previous studies used global (non-spatial) analysis methods that suggested the association between ATS and ATS factors as a whole picture and omitted the spatial difference between locations of the study area [47,51]. One of the purposes of applying the spatial analysis method to human activities is to provide evidence supporting decision making. Although this study was not a quantitative spatial statistical analysis, the findings of this study, along with potential future quantitative spatial statistical analysis, could support decision making of the local government and schools. Future studies should quantify the association between ATS and ATS factors that this study examined and confirm and further evaluate the difference of the association across space in the study site. The findings of quantitative spatial statistical analysis will confirm the association between ATS and ATS factors that this study identified across the city and suggest how ATS rates would
change along with the change of the corresponding ATS factors. With further quantified evaluation and confirmation, planning decisions such as whether to increase intersection density and/or residential density in the home neighbourhoods could be made based on the maps of this study and future studies to consider locations of improvement to encourage the ATS usage.

However (and this is a limitation of the study), due to the fact that the hotspot maps (KDE maps) lend themselves to qualitative assessment only, the maps should be used as decision support documents with caution. Insights are gained through a visualised detection method based on human judgement and recognition of spatial patterns. Therefore, bias and subjective identifications could infiltrate the analysis. Secondly, the findings of this study did not imply any causation between ATS and examined ATS factors, therefore, in interpreting the findings of this study, we should be careful not to imply causal relationships between ATS usage and ATS factors. The ATS factors detected in this study should nevertheless be further evaluated for their causality with the ATS rate in future studies. Thirdly, topography was not included as a factor in this study which was indicated in previous non-spatial studies to play a significant role in adolescents’ decisions on whether to use ATS or not [52]. As the study site was a hilly city, topography could play a significant role in influencing adolescents’ decisions about how they travel from home to school [52], therefore warranting closer investigation. Other than the exclusion of topography, the inclusion of ATS factors this study focused on was selective. Some objective factors, such as weather and school choice decisions, and subjective factors such as safety concerns and adolescents’ and their parents’ perspectives of ATS, were not included in this study, although previous studies [11,27,53] showed their relationship to ATS in adolescents. Other potential factors such as the width of streets, public transport services, sibling accompanies were also omitted from this study due to data availability. Thirdly, this study only focused on a large urban area (Dunedin city) along with a medium urban area (Mosgiel). The findings of this study may not be generalisable to urban centres, medium and small urban areas, or rural settlements. In addition, there was no ATS study conducted in other major cities in New Zealand. Future studies could make a comparison between major cities in the country and further examine the similarities and differences of association between ATS and ATS factors across New Zealand. City-level comparison could also be made across countries. Lastly, since the conducting of the BEATS study [6], a cycle lane infrastructure construction programme was introduced in Dunedin city. Although the cycle lanes were not directly designed to promote ATS for adolescents, it would still be valuable for future studies to evaluate the potential change of ATS usage (especially cycling to school) in Dunedin city.

5. Conclusions

In conclusion, using exploratory spatial analysis, this study confirmed negative spatial association among Dunedin adolescents between ATS rates and home to school distance. This study also confirmed clustering and, therefore, spatial autocorrelation among adolescents with respect to gender, co-educational school status, neighbourhood deprivation, family vehicle ownership, and home neighbourhood intersection, and residential density. The matching distribution between spatial patterns of the ATS factors and the ATS users that this study detected provided further evidence supporting the existence of spatial autocorrelation phenomenon underpinned ATS users across the study area. This study provided visible reference material for decision makers in the city council and local schools. With the maps that this study created, decision makers could have an initial idea of the specific location of where and how ATS usage is associated with ATS factors. This study provided evidence of varying spatial relationship between ATS and ATS factors for a future quantitative study to rely on, especially to support the inclusion of ATS factors in a geographically weighted regression model. Future studies should use such quantitative spatial analysis methods to further evaluate and confirm the relationship between ATS and ATS factors across the study area.
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