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Abstract—Recently, the compression and deployment of powerful deep neural networks (DNNs) on resource-limited edge devices to provide intelligent services have become attractive tasks. Although knowledge distillation (KD) is a feasible solution for compression, its requirement on the original dataset raises privacy concerns. In addition, it is common to integrate multiple pretrained models to achieve satisfactory performance. How to compress multiple models into a tiny model is challenging, especially when the original data are unavailable. To tackle this challenge, we propose a framework termed collaborative data-free knowledge distillation via multi-level feature sharing (CDFKD-MFS), which consists of a multi-header student module, an asymmetric adversarial data-free KD module, and an attention-based aggregation module. In this framework, the student model equipped with a multi-level feature-sharing structure learns from multiple teacher models and is trained together with a generator in an asymmetric adversarial manner. When some real samples are available, the attention module adaptively aggregates predictions of the student heads, which can further improve performance. We conduct extensive experiments on three popular computer visual datasets. In particular, compared with the most competitive alternative, the accuracy of the proposed framework is 1.18% higher on the CIFAR-100 dataset, 1.67% higher on the Caltech-101 dataset, and 2.99% higher on the mini-ImageNet dataset.
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I. INTRODUCTION

During the past few years, deep neural networks (DNNs) have become one of the most influential models in machine learning, and with the developments of the 5G wireless network and artificial intelligence of things (AIoT), equipping resource-constrained edge devices with DNN-based intelligent applications has become appealing. Unfortunately, modern DNNs are heavily overparameterized, requiring tremendous storage and computing resources for inference. For example, ResNet-50 [1], a typical DNN architecture for computer vision, occupies more than 100 megabytes of ROM for storage and requires more than 4 G FLOPs for inference. Such resource greedy DNNs make deployment challenging. Knowledge distillation (KD) [2] provides a feasible solution by compressing a large pretrained teacher model (teacher) into a tiny student model (student). However, the dataset for training the large model, which is indispensable in KD, is sometimes unavailable due to the high transmitting overhead or privacy concerns. Although some data-free KD approaches have been proposed [3], [4], they are not suitable for multi-model scenarios, where multiple models are integrated in an ensemble to achieve better performance. How to effectively compress multiple models by KD in a data-free manner is still an open problem.

There are some obstacles to achieving a multi-teacher data-free KD. First, the student may be confused from the knowledge provided by different teachers. Since the benefit of an ensemble model usually comes from its diverse feature representations learned by multiple models [5], a student with a linear-structure that is directly trained using these models may not be able to sufficiently preserve diversity, which results in performance degradation. Second, conducting KD requires careful design. Directly regarding the ensemble as a single model to apply single-teacher KD is convenient, but this method may ignore the diversity of different teachers and lead to a suboptimal result. Finally, how to effectively leverage available samples from the original dataset for data-free KD for better performance is challenging.

Some works designed multi-branch student architectures to avoid knowledge confusion when the original dataset is available. For example, Tran et al. [6] proposed a tree-like student architecture for multi-teacher KD, and Liu et al. [7] designed a multi-task attention network to learn multiple tasks simultaneously. A few works studied how to achieve KD with multiple teachers when the original data are unavailable. Ye et al. [8] proposed a group-stack dual-generative adversarial network (GAN) architecture. However, their work mainly focused on the knowledge amalgamation (KA) problem. Their model aimed to amalgamate functions of multiple models in one model and little
attention was paid to the size of the target model. Specifically, a linear network was trained as a backbone and the last several layers of teachers was grafted onto the backbone. This approach achieved KA but did not compress the teacher branches. Moreover, the backbone of the model is a concatenation of multiple separately trained parts, which may not reach the global optima. For the second challenge, generator-based approaches [3], [9] provide a favorable solution for the single-teacher scenario. Furthermore, in data-free quantization, where the teacher and the student have the same architecture, intermediate feature supervision has been introduced [10]. However, it is still desirable to design an approach to conduct data-free KD on multiple teachers and a student with a different architecture. Finally, using real samples in data-free KD has not been studied. Because a potential domain gap exists between real and generated samples, directly combining them to train a student is inappropriate.

To tackle these issues, we propose a collaborative data-free knowledge distillation framework with a multi-level feature-sharing (CDFKD-MFS) student architecture. This framework is an extension of our previous conference work [11]. Our new CDFKD-MFS framework consists of three parts: a multi-header student network module, an asymmetric adversarial data-free KD module, and an attention-based prediction aggregation module. First, the student is composed of a backbone network and multiple lightweight header networks and takes the multi-level feature of the backbone as input. This architecture alleviates the knowledge confusion problem in multi-teacher KD by decoupling parameters for learning shared knowledge and teacher-specific knowledge. Then, the student and a data generator are adversarially trained based on the distillation loss. In addition, the generator is guided by statistics in the batch normalization layers of teachers, and the student is trained using an ensemble distillation loss and a feature distillation loss. Finally, for cases when some real samples are available, an attention module is designed to aggregate predictions of multiple headers in the student. We evaluate the proposed framework on three datasets with different sample sizes: CIFAR-100 [12], Caltech-101 [13], and mini-ImageNet [14]. The results show that our method achieves at least 1.18%, 1.67%, and 2.99% performance improvements compared to the next best model on these datasets, respectively. We summarize our contributions as follows:

- We propose a data-free KD framework for multi-model compression, where multiple pretrained teachers collaborate to obtain a better student.
- We design a multi-header student equipped with a multi-level feature-sharing architecture, where its backbone learns shared knowledge, and each header learns from a specific teacher.
- We design an asymmetric adversarial data-free KD algorithm, where a data generator and the student are trained in an asymmetric adversarial way.
- We develop an attention-based prediction aggregation module, which can further improve performance when a few samples from the original dataset are available.

The rest of this paper is organized as follows. Section II introduces existing works related to KD, branchy networks, and attention. Section III provides details of the proposed framework. We evaluate the framework in Section IV and finally summarize our work in Section V.

II. RELATED WORKS

A. Data-Required KD

Knowledge distillation, which is a practical approach for compressing a large pretrained teacher model into a tiny student model, was first proposed by Hinton et al. [2]. The original KD method takes predictions of the teacher model as soft labels to train the tiny student model from a sketch. Based on this framework, some works simulate soft labels by regularizing [15] or label smoothing [16], [17]. In addition to the output layer, there are also some approaches for transferring the knowledge in intermediate layers of the teacher. Based on this consideration, FitNet [18] and some follow-up works [19], [20] adopted feature matching losses to utilize intermediate knowledge. Moreover, intermediate-layer supervision can also be achieved through attention map matching [21], feature distribution matching [22], and cross-layer knowledge transferring [23].

Multiple pretrained teacher models can provide diverse knowledge and improve the performance of the student [5]. Hinton et al. [2] proposed using the average of teacher prediction as the supervising signal. You et al. [24] and Park et al. [25] introduced feature supervision in multi-teacher KD. To better transfer knowledge from multiple teachers, some works added additional branches to the student [6], [26]. However, these branches were directly grafted onto the student without careful consideration, which may not be sufficient for preserving the diverse knowledge of teachers. Hence, multi-teacher KD requires a student to learn diverse knowledge from multiple teachers while remaining lightweight. To tackle this problem, we design a multi-header student with a multi-level feature-sharing structure to learn from multiple teachers.

B. Data-Free KD

Data-free KD aims to achieve knowledge transfer in the absence of the original dataset. A direct idea is to use other datasets as a substitute [27], [28], or synthesize a dataset to implement KD. Since the domain shift is unavoidable [29], data more similar to the original dataset are better for data-free KD. Compared with substitute data, synthesized data can match the original dataset better because of its flexibility. Based on whether a generator is adopted, we categorize approaches using synthesized data into two classes: optimization-based and generator-based approaches.

Optimization-based approaches directly optimize a random initialized sample to make it suitable for KD. Lopes et al. [30] reconstructed the original dataset using metadata collected during teacher model training. Nayak et al. [31] produced samples by modeling the softmax space of the original dataset. Recently, statistics in batch normalization (BN) layers of the pretrained teacher model have been adopted to assist data generation [4], [32]. More realistic substitute samples can be obtained with this information. Fang et al. [33] further introduced
contrastive learning to generate more diverse samples. However, optimization-based approaches optimize each sample separately, which means that the resource consumption is linearly related to the amount of required data. Moreover, although the scenario is assumed to be data-free, most of these approaches require the mean and variance (not those in the BN layers) of the original dataset for data generation.

Generator-based approaches adopt a generator to synthesize the substitute dataset, which is usually trained to output samples with given labels [34], [35], high teacher activation, or low prediction entropy [9]. Adversarial distillation [3], [36] is an efficient scheme that trains the generator and the student together by a min-max game. Fang et al. [37] and Choi et al. [38] combined adversarial distillation and a BN statistics constraint for data-free quantization. Liu et al. [10] designed a channel relation map matching loss to further improve performance. Only a few works have studied the multi-teacher data-free KD problem. Ye et al. [8] designed a group-stack dual-GAN student architecture to amalgamate different knowledge. Mainly aiming at amalgamation, their student contains layers from the teacher networks, causing inefficient compression. Moreover, their student architecture is highly related to the generator, which may limit its flexibility, and the student consisting of separate trained blocks may be suboptimal. Hao et al. [39] used the adversarial distillation framework to achieve a multi-teacher data-free KD, but the use of a single-header student may confuse diverse knowledge in multiple teacher models. To relieve this confusion and achieve flexible knowledge transfer, we design a multi-header student and an asymmetric adversarial data-free KD algorithm, which is end-to-end.

Our previous conference work [11] performed data-free KD with multiple pretrained teacher models under a proposed framework named CDFKD. The CDFKD framework consists of multiple teacher models, a student model with multiple output heads, and a generator model. In this framework, the generator produces substitute samples, while the student learns from multiple teachers with these samples, and each teacher is assigned to a corresponding student header. Moreover, when some samples from the original dataset are available, a simple attention module is trained to aggregate predictions given by student headers. In the extended paper, we re-design the architecture of the multi-head student for multi-level feature sharing, improve the aggregation module using the key-value attention mechanism, and replace the weak training scheme with the adversarial distillation framework.

C. Decoupling and Aggregation of Knowledge

To learn from multiple teachers and preserve the diversity, the student needs to decouple the knowledge in the teacher ensemble and learn with decoupled parameters with a branchy network architecture. Such designs were common in early-exiting [40] inference and multi-task learning. The multi-task learning problem, where early works adopted a tree-like student architecture as a solution [41], bears a closer resemblance to our work. Some later approaches decoupled the network into task-shared and task-specific parts. Misra et al. [42] proposed a cross-stitch unit to combine activations of the two parts. Liu et al. [7] proposed a multi-task attention network to achieve the decoupling of knowledge. The student designed for multi-teacher KD in our study was inspired by this work.

Aggregating predictions of the independent branches benefits from the ensemble method. We achieve aggregation with the attention mechanism, which enhances some parts of the input information while ignoring extraneous parts. The attention mechanism has been combined with DNNs to learn better feature representation [43], [44]. In addition to these simple attention mechanisms, more complex forms such as self-attention networks [45] and graph attention networks [46] have also achieved outstanding performance. In our work, we adopt key-value attention to aggregate predictions of student headers when a few real samples are given.

III. Method

To facilitate data-free KD to compress multiple pretrained models, we propose a framework termed CDFKD-MFS. Our framework can integrate the knowledge of multiple teacher models into a tiny student model while preserving diverse multi-model knowledge.

An overview: of the proposed CDFKD-MFS framework is shown in Fig. 1. This framework contains multiple teacher models, a generator, a multi-header student model, and an attentional aggregation module. Teacher models are pretrained on the original dataset. During data-free KD, the generator produces samples to substitute the original data. Given the generated samples, the student uses its backbone network to learn shared knowledge and its header branches to learn from specific teachers. In the student model, multi-level feature sharing is incorporated to reduce the branchy model size while providing satisfactory performance. Moreover, when some real samples from the original dataset are available, the attention module aggregates predictions of student headers to further improve performance.

In the following part of this section, we first introduce some background knowledge of data-free KD. Then we depict details of our CDFKD-MFS framework.

A. Background

Performing data-free KD requires a substitute for the original dataset. Existing approaches obtain this substitute using either generator-based or optimization-based methods. Generator-based methods train a generator network to produce substitute samples, while optimization-based methods directly optimize Gaussian noise for desired samples. Because the proposed framework is generator-based, we introduce some background knowledge and universal techniques of generator-based data-free KD, including KD, adversarial distillation, and BN statistics constraint.

KD: is a technique for compressing a large pretrained model into a tiny one [2]. During training, KD uses the predictions of the pretrained model, called teacher $T$, to guide the learning of a tiny student model $S$. Denoting the parameters of the student
as $\theta_s$, the above procedure is formulated as:
\[
\min_{\theta_s} \mathbb{E}_{x \in X} [\mathcal{D}_{KL}(S_{\theta_s}(x), T(x)) + \lambda \mathcal{D}_{CE}(S_{\theta_s}(x), y)],
\]
where $\mathcal{D}_{KL}$ and $\mathcal{D}_{CE}$ denote the KL-divergence and cross-entropy distance, respectively, $y$ is the ground-truth label of input sample $x$, and $\lambda$ is a hyperparameter balancing the two objectives. In practice, we found that simply setting $\lambda$ to 0 has little influence on student performance, so we adopt this more straightforward KD form in our study. However, the vanilla KD approach can only work in data-available scenarios. When the original dataset is unavailable, adversarial data-free distillation is an ideal solution.

Adversarial distillation: is a typical training scheme for generator-based data-free KD approaches [36]. When the original dataset is unavailable, the core problem is to find a substitute for the dataset. In adversarial distillation, this substitution is obtained by training a data generator, and the substitute data generation runs together with KD adversarially. Adversarial training is initially used in generative adversarial networks, where a generator network produces samples and a discriminator network distinguishes generated samples from real samples [47]. The two networks are trained successively in each iteration. However, the discriminator trained with the original dataset cannot be directly adopted in the case of missing data. Adversarial distillation regards the teacher and the student together as a proxy discriminator and trains it with a negative KL divergence loss. Mathematically, the adversarial distillation procedure can be represented as:
\[
\min_{\theta_s} \max_{\theta_g} \mathbb{E}_{z \sim \mathcal{N}(0, I)} [\mathcal{D}_{KL}(S_{\theta_s}(G_{\theta_g}(z)), T(G_{\theta_g}(z)))]
\]
where $\theta_g$ represents the parameters of generator $G$ and $z$ is a random vector sampled from a multivariate normal distribution. This procedure can be intuitively interpreted as follows: in each iteration, the generator produces samples on which the student cannot output predictions similar to the teacher. Simultaneously, the student learns from the teacher using these samples. When the training converges, the student can learn most teacher knowledge. Hence, the quality of the generated samples significantly influences the performance of the student, and how to generate samples containing more meaningful information plays a crucial role.

\textbf{BN statistics constraint:} has been proven helpful in sample generation for data-free KD [4], [38]. BN layers can reduce the internal covariate shifts when data forward propagate through neural networks, which makes the training of deeper networks achievable [48]. In data-free KD, these layers can also reduce the domain shift of generated samples. Specifically, during training, BN layers of the teacher model compute the mean and variance of all the data passing through them. By constraining activations of generated samples to match the precollected mean and variance on these layers, the generator can produce samples following a distribution close to the original dataset. Indexing BN layers with $i$ and denoting the mean and variance of the $i$-th BN layer as $\mu_i$ and $\sigma_i$, the BN statistic constraint is given by:
\[
\min_{\theta_g} \mathbb{E}_{z \sim \mathcal{N}(0, I)} [|| \hat{\mu}_i(G_{\theta_g}(z)) - \mu_i ||_2 + || \hat{\sigma}_i(G_{\theta_g}(z)) - \sigma_i ||_2],
\]
where $\hat{\mu}_i(G_{\theta_g}(z))$ and $\hat{\sigma}_i(G_{\theta_g}(z))$ are the mean and variance of activations at the $i$-th BN layer when the teacher takes $G_{\theta_g}(z)$ as input, respectively.
Although remarkable performance was achieved, almost all previous works assumed that only one pretrained teacher model exists without considering multi-teacher scenarios. We remedy this drawback and propose the CDFKD-MFS framework, which is suitable for multi-teacher data-free KD.

### B. Multi-Header Student Architecture

We first introduce a multi-header network architecture, which is adopted as the student in our framework. As there are multiple pretrained teachers, how to preserve their diverse knowledge into a single model requires careful consideration. A possible solution is to attach multiple output headers to a student and let each header learn from an individual teacher. In our previous work [11], we attached output headers to the student in a tree-like manner. More specifically, all headers are directly concatenated at the end of the backbone of the student. However, this simple architecture is insufficient to learn the abundant, diverse knowledge of multiple teachers and results in performance degradation, especially on some complex datasets, as shown in Section IV-C. To remedy this drawback, we propose a multi-header student with multi-level feature sharing.

The bottom right part of Fig. 1 illustrates the details of the proposed student architecture, which consists of two components: a shared backbone network and multiple header networks. There are the same number of headers and pretrained teachers. We denote the number by $N$. We split the backbone network into several blocks according to where the intermediate features are shared with the headers and assume the number of feature-sharing points is $M$. Each header also consists of $M$ blocks, which correspond to blocks in the backbone. The backbone can be any off-the-shelf network architecture, e.g., ResNet [1]. As the number of headers is related to the number of pretrained teachers, headers should be lightweight enough to avoid consuming too many computing resources when performing inference. Hence, we adopt the depthwise separable convolution [49] to build lightweight headers. Fig. 2 demonstrates the architecture of one student header block.

The student takes samples produced by the generator as inputs. During forward propagation, its backbone network performs the same as an ordinary DNN, and each header network takes multi-level intermediate features of the backbone network as input. In particular, outputs of the $j$-th backbone block and the $(j-1)$-th block in the $i$-th header are concatenated over their channel dimension. Then the $j$-th block in the $i$-th header takes the concatenation as its input. For the first block in each header, the input is only the output of the first backbone block. When the last block in a header finishes its forward propagation, the output is sent to a corresponding classifier to obtain the final prediction. Predictions of all headers can be aggregated by averaging or using other ensemble approaches. Similar network architecture designs can be found in multi-task learning [7], [50], which can alleviate the interference caused by learning different tasks simultaneously. In the proposed architecture, the backbone learns the knowledge shared by all headers, and each header learns from a specific teacher. This knowledge decoupling architecture can preserve the diverse knowledge of multiple teachers in a single student network and achieve better performance in comparison with a single-header student architecture, which will be shown in Section IV-C.

### C. Asymmetric Adversarial Data-Free KD

After the designation of the multi-header student, we introduce the proposed multi-teacher data-free KD approach. We name this approach asymmetric adversarial data-free KD because we adopt the adversarial distillation framework, but the objective functions of the generator and the student are not entirely the same. Specifically, for the generator, its objective function has a BN statistics constraint term, and for the student, feature supervision from teachers is introduced. Next, we first introduce the three loss terms illustrated in Fig. 1, and then introduce the objection function for training the generator and the student. Finally, the optimization is introduced.

**The BN loss:** is a constraint acting on the mean and variance of activations at the BN layers of all pretrained teachers. It requires activations of generated samples to have statistics similar to those of samples in the original dataset. In the multi-teacher scenario, we assume there are $N$ teachers in total and index them with $n$. Thus, we can extend the BN statistics constraint in Section III-A to the multi-teacher setting:

$$
L_{bn}(\theta_g) = \frac{1}{N} \sum_{n=1}^{N} \mathbb{E}_{z \sim \mathcal{N}(0, I), i \in \mathcal{I}_n} \left[ ||\hat{\mu}_i(G_{\theta_g}(z)) - \mu_i||_2 + ||\hat{\sigma}_i(G_{\theta_g}(z)) - \sigma_i||_2 \right],
$$

where $\mathcal{I}_n$ is the index set of BN layers in the $n$-th teacher. Because multiple teachers have learned diverse feature representations from the original dataset [5], the modified BN statistics constraint takes the representations learned by all teachers into consideration. Hence, the BN loss can assist the generator in producing more informative samples than simply using a single pretrained teacher, and these samples can help achieve better knowledge transfer.

**The two-level KD loss:** contains two loss terms designed for knowledge distillation. As mentioned above, we set the number of output headers in the student to be equal to that of pretrained teachers to assign each header a unique teacher. Thus, we can extend the adversarial distillation framework to the multi-teacher architecture of one student header block.

![Network architecture of one student header block.](image-url)

Fig. 2. Network architecture of one student header block. $c_{in}$ and $c_{out}$ are the channel number, $h$ is the height, and $w$ is the width of the feature map.
scenario:

$$L_{head}(\theta_s, \theta_g) = \frac{1}{N} \sum_{n=1}^{N} \mathbb{E}_{z \sim \mathcal{N}(0, I)} \left[ | | S_{\theta_n, n}(G_{\theta_g}(z)) - T_n(G_{\theta_g}(z)) | |_1 \right], \quad (2)$$

where $S_{\theta_n, n}(\cdot)$ denotes the output coming from the $n$-th header of the student. Note that we replace the KL divergence measurement in the original adversarial distillation framework with the $l_1$ norm measurement, which has been proven to be more effective in data-free KD [51].

Taking the average predictions from multiple trained models as the final result is a simple but effective ensemble method for DNN [5]. We want to preserve the ensemble gain of pretrained teachers in our tiny student model. Thus, we design an ensemble prediction loss term to guide the ensemble of student headers to output results that resemble those of the teacher ensemble:

$$L_{ens}(\theta_s) = \mathbb{E}_{z \sim \mathcal{N}(0, I)} | | \sum_{n=1}^{N} (S_{\theta_n, n}(G(z)) - T_n(G(z))) | |_1. \quad (3)$$

The header loss constitutes the adversarial target, and the ensemble loss term is only used to train the student.

The feature loss: introduces supervision from intermediate layers of teachers. As shown in previous works [18], [52], [53], knowledge from intermediate layers can also guide the learning of the student. We adopt this idea and design a feature supervision term. For simplicity and flexibility, this supervision is only imposed on the last feature extraction layer of the teachers and the student, i.e., layers whose outputs are fed into classifiers. When a model takes $x$ as input, we denote the output of these layers as $f_{t,n}(x)$ and $f_{s,n}(x)$, where $t$ and $s$ denote teachers and student headers, respectively, and $n$ indexes them. Hence, we can write the feature loss term as:

$$L_{feat}(\theta_s) = \frac{1}{N} \sum_{n=1}^{N} \mathbb{E}_{z \sim \mathcal{N}(0, I)} | | f_{s,n}(G(z)) - f_{t,n}(G(z)) | |_1. \quad (4)$$

The objective functions: of the generator and the student are composed of the above introduced loss terms. They are formulated as:

$$L_s(\theta_s) = L_{head}(\theta_s, \theta_g) + \alpha L_{ens}(\theta_s) + \beta L_{feat}(\theta_s),$$

$$L_g(\theta_g) = -L_{head}(\theta_s, \theta_g) + \gamma L_{bn}(\theta_g), \quad (5)$$

where $\alpha$, $\beta$, and $\gamma$ are balancing hyperparameters. The asymmetry in our adversarial data-free KD approach is apparent from the above objective functions. Compared with symmetric adversarial distillation, our approach introduces model-specific optimization objectives and can achieve better performance, which will be shown in our experiments.

The optimization: of our asymmetric adversarial data-free KD resembles that in the original adversarial distillation approach, which has a two-stage form. We summarize it in Algorithm 1. We adopt the setting that trains the student more frequently than the generator to keep the adversarial process balanced [3]. Moreover, during the whole training process, we let BN layers in the generator and the student keep collecting the mean and variance of all generated samples. This setting makes the learning of the generator and the student easy and improves the stability of the adversarial training process because they can track the activation statistics of each other.

### Algorithm 1: Asymmetric Adversarial Data-Free KD.

**Notations:** learning rates $\eta_s, \eta_g$; epochs $E_{max}$; iterations in one epoch $I_{max}$; student update steps in one iteration $S_{max}$

**Initialize** $(\theta_s, \theta_g)$

for epoch in 1 : $E_{max}$:
do

# Knowledge Transfer

for step in 1 : $S_{max}$:
do

$z \sim \mathcal{N}(0, I)$; samples $\leftarrow G(z)$

compute $L_s$ with Eqns. 2, 3, 4

$$\theta_s \leftarrow \theta_s - \eta_s \frac{\partial L_s}{\partial \theta_s}$$

end for

# Discrepancy Maximization

$z \sim \mathcal{N}(0, I)$; samples $\leftarrow G(z)$

compute $L_g$ with Eqns. 1, 2

$$\theta_g \leftarrow \theta_g - \eta_g \frac{\partial L_g}{\partial \theta_g}$$

end for

deay learning rates $\eta_s, \eta_g$

end for

### Algorithm 2: Attention-Based Prediction Aggregation.

**Notations:** learning rates $\eta_q$

**Initialize** $(q)$

while not converged:
do

for $(x, y) \in (\hat{X}, \hat{Y})$:
do

$z \sim \mathcal{N}(0, I), \theta \sim \text{Beta}(1, 1)$

$x' \leftarrow \theta x + (1 - \theta) G(z)$

compute label $y'$ of $G(z)$ with Eqn. 9

compute $L_{attn}$ with Eqn. 7

$$q \leftarrow q - \eta_q \frac{\partial L_{attn}}{\partial q}$$

end for

end while

### D. Attention-Based Prediction Aggregation

When some real samples are available, we use an attention module to aggregate predictions of student headers. The attention module takes a simple key-value attention form, and a Mixup [54] of real and generated samples is adopted for training the model.
The architecture of the attention-based prediction aggregation module is illustrated in the upper right corner of Fig. 1. The key vectors are composed of the features before classifiers, and the value vectors consist of logits. By computing the inner product between the key vectors and a learnable query vector and processing the result with a softmax function, we can obtain a weight vector for computing the weighted sum of all logits vectors. Then, the weighted logit vector is regarded as the final prediction. To formulate the above process, we represent key and value vectors by matrices:

\[ K = [f_{x,1}^T(x), f_{x,2}^T(x), \ldots, f_{x,N}^T(x)] \in \mathbb{R}^{N \times D}, \]
\[ V = [S_{\theta_{x,1}}^T(x), S_{\theta_{x,2}}^T(x), \ldots, S_{\theta_{x,N}}^T(x)] \in \mathbb{R}^{N \times C}, \]

where \( D \) is the dimension of the feature vectors, \( C \) is the dimension of the logit vectors, i.e., the number of classes, and \( x \) is an arbitrary input. Denoting the query vector as \( q \in \mathbb{R}^{D \times 1} \), we can then write the weighted result \( \hat{S}_{\theta_x}(x) \) as:

\[ \hat{S}_{\theta_x}(x) = V^T w \]
\[ = V^T \text{softmax} \left( \frac{K q}{\sqrt{D}} \right), \tag{6} \]

where \( w \) is the weight vector.

Furthermore, considering that there may exist a domain gap between real and generated samples, which harms the aggregated result, we use a mix of real and generated samples to train the query vector, resembling the Mixup approach [54]. The loss function is defined as:

\[ L_{\text{attn}}(q) = E_{(x,y),z,\theta} \left[ \theta D_{\text{CE}}(\hat{S}_{\theta_x}(\tilde{x}), y) + (1 - \theta) D_{\text{CE}}(\hat{S}_{\theta_x}(\tilde{x}), y'), \right], \tag{7} \]

\[ \tilde{x} = \theta x + (1 - \theta) G(z), \tag{8} \]
\[ y' = \arg \max 1 \sum_{n=1}^{N} T_n(G(z)), \tag{9} \]

where \( x, y \in (\tilde{X}, \tilde{Y}), z \sim \mathcal{N}(0, I), \theta \sim \text{Beta}(1, 1), \)

A generator-based approach that adopts adversarial distillation and a BN statistics constraint.

**CDKD [11]:** The approach in our previous conference work for multi-teacher data-free KD, which is generator-based. We slightly modify this approach by replacing the outdated data generation module with an adversarial-trained generator.

**DFED [39]:** A generator-based approach for multi-teacher data-free KD that uses adversarial distillation and a BN statistics constraint.

**DFAD [3]:** A generator-based approach that uses only adversarial distillation.

**DFQ [38]:** A generator-based approach that adopts adversarial distillation, a BN statistics constraint, and two extra entropy constraints on the sample category.

**ADI [4]:** An optimization-based approach that obtains substitute samples in advance and then conducts knowledge transfer with these samples.

**CMI [33]:** An optimization-based approach that adopts contrastive learning [56] for diverse sample generation.

We adopt three metrics for model evaluation: the number of model parameters, required FLOPs for inference, and accuracy. Fewer parameters, fewer inference FLOPs, and higher accuracy indicate a better student model.

### B. Implementation Details

**Models:** There are three models in the proposed framework: pretrained teachers, a student, and a generator. Similar to existing data-free approaches, we adopt ResNet-34 [1] as the teacher network architecture. The number of teachers is set to 3. The only difference between these teachers is their random initialized parameters at the beginning of training, which is proven to be sufficient to obtain diverse teachers [5]. The backbone of the student is a ResNet-18 network. We set one feature-sharing point after each residual block group in the backbone, where the total number is 4. The number of headers in the student is equal to that

32 × 32. In each class, there are 500 images for training and 100 images for testing.

**Caltech-101:** Caltech-101 consists of images belonging to 101 categories, whose sizes are approximately 300 × 200. The number of images in each class ranges from 40 to 800. We randomly sample 80% of the dataset as the training set, and the remaining samples are used as the testing set. Images in this dataset are resized to 128 × 128.
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### IV. EXPERIMENTS

#### A. Datasets and Baselines

We evaluate the proposed CDFKD-MFS framework on three public computer vision datasets: CIFAR-100 [12], Caltech-101 [13], mini-ImageNet [14]. The details of each dataset are listed as follows:

- **CIFAR-100:** CIFAR-100 consists of 60000 images that belong to 100 classes uniformly. Each image is of size 32 × 32. In each class, there are 500 images for training and 100 images for testing.

- **Caltech-101:** Caltech-101 consists of images belonging to 101 categories, whose sizes are approximately 300 × 200. The number of images in each class ranges from 40 to 800. We randomly sample 80% of the dataset as the training set, and the remaining samples are used as the testing set. Images in this dataset are resized to 128 × 128.

- **mini-ImageNet:** mini-ImageNet is designed for few-shot learning, which a subset of the ImageNet1k dataset [55]. This dataset consists of 60000 images from 100 classes. We resplit this dataset for classification, where 80% of images sampled in each class are used for training, and the remaining 20% of images are used for testing. All images are resized to 224 × 224 in our experiment.

We compare the CDFKD-MFS framework with both data-required and data-free counterparts. We only select KD [2] as the data-required counterpart for comparison. Data-free approaches are either generator-based or optimization-based. In addition to the method in our conference work, we select 3 generator-based methods and 2 optimization methods as the baselines, which are listed as follows:

- **CDFKD [11]:** The approach in our previous conference work for multi-teacher data-free KD, which is generator-based. We slightly modify this approach by replacing the outdated data generation module with an adversarial-trained generator.
- **DFED [39]:** A generator-based approach for multi-teacher data-free KD that uses adversarial distillation and a BN statistics constraint.
- **DFAD [3]:** A generator-based approach that uses only adversarial distillation.
- **DFQ [38]:** A generator-based approach that adopts adversarial distillation, a BN statistics constraint, and two extra entropy constraints on the sample category.
- **ADI [4]:** An optimization-based approach that obtains substitute samples in advance and then conducts knowledge transfer with these samples.
- **CMI [33]:** An optimization-based approach that adopts contrastive learning [56] for diverse sample generation.

We adopt three metrics for model evaluation: the number of model parameters, required FLOPs for inference, and accuracy. Fewer parameters, fewer inference FLOPs, and higher accuracy indicate a better student model.

### B. Implementation Details

**Models:** There are three models in the proposed framework: pretrained teachers, a student, and a generator. Similar to existing data-free approaches, we adopt ResNet-34 [1] as the teacher network architecture. The number of teachers is set to 3. The only difference between these teachers is their random initialized parameters at the beginning of training, which is proven to be sufficient to obtain diverse teachers [5]. The backbone of the student is a ResNet-18 network. We set one feature-sharing point after each residual block group in the backbone, where the total number is 4. The number of headers in the student is equal to that
of teachers, i.e., 3. For all header blocks, the number of their output channels equals the channel number of the shared features with which they are concatenated. The architecture of the generator comes from DCGAN [57]. For CIFAR-100, the generator adopts nearest-neighbor upsampling layers with a scale factor equal to 2 to achieve upsampling. The output block is a Tanh activation function followed by a BN layer. For Caltech-101 and mini-ImageNet, the generator adopts transposed convolutional layers with a kernel size equal to 4 for upsampling. Output block of the Caltech-101 generator is only a Tanh activation function, while the block of the mini-ImageNet generator is the same as that of the CIFAR-100 generator. For all datasets, we set the dimension of the normal noise as 256.

**Training:** Settings for conducting asymmetric adversarial data-free KD on the different datasets are not the same. We list the different hyperparameters in Table I, and introduce the data-free KD on the different datasets are not the same. We first analyze the results of CIFAR-100. Given some settings for conducting asymmetric adversarial data-free KD on the different datasets are not the same. We first conduct experiments on CIFAR-100 and Caltech-101, which are usually used by previous data-free counterparts. The results are summarized in Table II.

**Table I**

| CIFAR-100 | Caltech-101 | mini-ImageNet |
|-----------|-------------|---------------|
| $E_{\text{max}}$ | 300 | 300 | 100 |
| $I_{\text{max}}$ | 50 | 50 | 750 |
| $S_{\text{max}}$ | 5 | 5 | 5 |
| Batch size | 256 | 64 | 64 |
| $\alpha$ | 5 | 5 | 1 |
| $\beta$ | 0.2 | 0.2 | 0.05 |
| $\gamma$ | 0.1 | 0.1 | 0.1 |
| lr milestone | [100, 200] | [100, 200] | [30, 60, 90] |

Result:

We first conduct experiments on CIFAR-100 and Caltech-101, which are usually used by previous data-free counterparts. The results are summarized in Table II.

**Sample visualization:** We provide some generated samples of the proposed method in Fig. 3. These samples seem to be abstract. We conjecture that the cross-category information contained in each sample causes their confusing appearance, which means that each sample belongs to more than one category simultaneously. To verify this, we show confusion matrices of real samples and generated samples on CIFAR-100 in Fig. 5. The predictive distribution of all samples is obtained with one pretrained teacher model, and the label of each generated sample is set to the index of the max value in the predictive distribution vector. The confusion matrices illustrate that each generated sample indeed belongs to multiple categories in the view of the teacher. According to the original KD paper [2], these samples containing cross-category information are beneficial for transferring knowledge, with which teachers can teach the student the
TABLE II
KNOWLEDGE DISTILLATION RESULTS

| Model/Method         | Year | Data-required | Params(M) | CIFAR-100 FLOPs(G) | Acc(%) | Caltech-101 FLOPs(G) | Acc(%) | mini-ImageNet FLOPs(G) | Acc(%) |
|----------------------|------|---------------|-----------|-------------------|--------|---------------------|--------|------------------------|--------|
| Teacher              | -    | ✓             | 21.3      | 1.16              | 78.07  | 1.20                | 78.54  | 3.67                   | 81.13  |
| Teacher ensemble     | -    | ✓             | 64.0      | 3.48              | 80.40  | 3.60                | 80.83  | 11.01                  | 80.99  |
| Student KD [2]       | 2015 | ✓             | 11.2      | 0.56              | 77.42  | 0.59                | 77.40  | 1.82                   | 77.62  |
| DFQ [38]             | 2020 | x             | 11.2      | 0.56              | 77.62  | 0.59                | 77.76  | 1.82                   | 77.76  |
| ADI [4]              | 2020 | x             | 11.2      | 0.56              | 71.02  | 0.59                | 23.54  | 1.82                   | 32.84  |
| CMI [33]             | 2021 | x             | 11.2      | 0.56              | 73.05  | 0.59                | 71.39  | 1.82                   | 72.87  |
| DFED [39]            | 2021 | x             | 11.2      | 0.56              | 75.87  | 0.59                | 78.64  | 1.82                   | 74.05  |
| CDFKD [11]           | 2021 | x             | 20.8      | 0.71              | 66.47  | 0.75                | 78.04  | 2.28                   | 59.53  |
| CDFKD-MFS (w/o attention) | -   | x             | 18.2      | 0.64              | 77.69  | 0.68                | 79.59  | 2.09                   | 76.94  |
| CDFKD-MPS (w/ attention) | -   | ✓ (10%)       | 18.2      | 0.64              | **77.81** | 0.68                | **79.82** | 2.09                   | **77.04** |

Fig. 3. Visualization of images generated on CIFAR-100 (top) and Caltech-101 (bottom). These abstract samples are suitable for knowledge transfer because each one of them contains information from more than one category.

relations among multiple categories, not only the knowledge within each individual category.

D. Results on mini-ImageNet

We then test the proposed framework on the mini-ImageNet dataset. Except for ADI, all the data-free baselines were evaluated with at most $128 \times 128$ input size in their original paper. We use the mini-ImageNet dataset with a $224 \times 224$ input size setting to test their performance on larger samples.

Result analysis: The right two columns of Table II show the results on mini-ImageNet. As we can see, the performance gap between students and teachers increases, because this dataset is complex. Compared with the data-free counterparts, the proposed method can still learn most of the knowledge and achieve at least a 2.99% performance improvement over other methods. We compare generated images from each method to demonstrate the superiority of the proposed method.

Generated sample comparison: We provide 3 samples generated by each baseline in Fig. 4. The far left column shows some samples from the original dataset. The second and third columns are samples in two generator-based single-teacher approaches: DFAD and DFQ. Without the BN statistics constraint, samples of DFAD contain more repeating texture, which is meaningless compared with DFQ. The next two columns are samples obtained with optimization-based approaches, which appear to be more like real images than the other methods, especially the samples from ADI. Nevertheless, these methods require the pre-collected mean and variance of the original training samples, which may not be available in some more strict data-free scenarios. Moreover, optimization-based approaches perform worse than the generator-based counterparts in our experiments. The last three columns show samples generated by the multi-teacher methods. Samples in DFED are similar to those in DFQ because DFED regards the average of multiple teachers as one teacher. However, samples in CDFKD have a similar appearance, which implies that mode collapse [47] occurred in the generator. Mode collapse means that a generator can only output a single image with a few variations, which is a common problem in GANs. We conjecture that the tree-like student confused the knowledge in the backbone during backpropagation, which hinders more useful information flowing into the generator. Samples generated in the proposed CDFKD-MFS framework appear different from the other methods. More specifically, they seem horizontally symmetric because random horizontal flipping is adopted as one of the data augmentation schemes when training teachers. This symmetry means that the generator can produce samples containing more teacher knowledge, and hence, the student achieves better performance.

E. Ablation Study

To understand each part of the proposed framework, we design ablation studies, where the framework is evaluated on
Fig. 4. Comparison of images generated on mini-ImageNet. Noting that samples are randomly selected, there is no guarantee that each row belongs to the same category. Horizontally symmetric samples generated by our method are more informative and can assist the student in learning the horizontal flip invariance of teachers.

Fig. 5. Confusion matrices of real samples (left) and generated samples (right) on CIFAR-100. Generated samples contain more cross-category information than real samples.

Fig. 6. Impact of teacher number. As the teacher number increases, the performance of the student increases as well.

Table III: Ablation Study on Auxiliary Loss Terms

| Ensemble loss | Feature loss | Accuracy(%) |
|---------------|--------------|-------------|
| ×             | ×            | 73.62       |
| ✓             | ×            | 76.84       |
| ×             | ✓            | 77.24       |
| ✓             | ✓            | 77.69       |

CIFAR-100 with no available sample. We study the effectiveness of two auxiliary loss terms and the impact of teacher number.

Auxiliary loss: There are three auxiliary loss terms for training the student and the teacher. They are asymmetric parts in the objective functions (5), controlled by hyperparameters $\alpha$, $\beta$, and $\gamma$. Because the BN statistics constraint has been proven effective, we only consider the ensemble loss (3) and the feature loss (4) here. Table III shows the evaluation result. Each auxiliary loss can help improve the performance, and the best result is achieved when both terms are adopted. The improvement is 4.07% when both losses are used.

Impact of teacher number: The ensemble method is an effective approach to improve model performance. We vary the number of teachers in the ensemble from 1 to 5 and evaluate how the student performs. The result is shown in Fig. 6. Not surprisingly, the accuracy of the student increased with the number of teachers. Moreover, as the teacher number increases, the redundant part of the knowledge increases. Hence, the performance growth rate decreases.

F. Results on More Lightweight Models

DFED has shown that it is challenging to perform data-free KD on small models, e.g., wide residual networks (WRNs) [60], because it results in remarkable accuracy loss. To further verify the effectiveness, we compare the proposed framework with previous works on CIFAR-100 with WRN models. All hyperparameters are the same as those in Section IV-C, and the attention module is not used.

The results are reported in Table IV. We first take a ResNet-18 network as the teacher and a WRN-40-2 network as the student, which contains much fewer parameters than the teacher. Compared with data-required methods, there is an apparent performance degradation when applying data-free methods, larger than 5%. We then exchange the teacher and the student and observe a smaller performance gap of only approximately 2%.
TABLE IV
KNOWLEDGE DISTILLATION RESULTS ON THE CIFAR-100 DATASET WITH WRN MODELS

| Teacher  | Model   | Params(M) | FLOPs(M) | Student | Model   | Params(M) | FLOPs(M) | T*   | S*   | KD*  | DFAD | DPED | CDFKD-MFS |
|----------|---------|-----------|----------|---------|---------|-----------|----------|-------|-------|-------|------|------|----------|
| ResNet-18| 2.26/2.71 | 11.22     | 557      | WRN-10-2| 329/344 | 77.42     | 75.77     | 75.90 | 45.05 | 69.15 | 70.26 |
| WRN-40-2 | 2.26     | 2.26      | 129      | ResNet-18| 557/639 | 75.77     | 77.42     | 77.91 | 49.86 | 74.58 | 75.80 |
| WRN-40-2 | 2.26     | 2.26      | 129      | WRN-16-2| 102/116 | 75.77     | 71.67     | 72.02 | 30.11 | 60.76 | 69.08 |
| WRN-40-2 | 2.26     | 2.26      | 129      | WRN-16-1| 27/31   | 75.77     | 65.86     | 65.98 | 10.54 | 41.06 | 57.57 |

The left and the right of a slash (/) are data of a linear student and a multi-header student, respectively. Data-required methods are marked by an asterisk (*).

Hence, we conjecture that performing data-free KD gets more challenging as the student becomes smaller. We take two WRN models with fewer parameters as the student and a WRN-40-2 model as the teacher. The results follow our conjecture, where the performance gap between data-free and data-required methods becomes more significant when the student becomes smaller. However, our framework can significantly narrow the performance gap. When we take the WRN-16-2 model as the student, the proposed method achieves an 8.32% performance improvement compared with the data-free counterparts, and it achieves a 16.51% performance improvement when we use a smaller WRN-16-1 network as the student model.

G. Attention Map Comparison

We further compare attention maps generated by different teachers and student headers on the same sample to study what the student has learned. Attention maps are obtained on the last residual block of each model with GradCAM [61]. Samples for comparison come from the mini-ImageNet dataset.

Attention maps are shown in Fig. 7. We select four different samples according to the number of objects in the sample and the similarity of teacher attention maps. As we can see, when there is only one object in the sample, the student learns from teachers well. Each student header gives attention maps similar to its corresponding teacher (Fig. 7 a, 7 b). However, when multiple objects exist in a single sample, the result is different. The student either merges distinct teacher attention regions (Fig. 7 c), or confuses attention from different teachers (Fig. 7 d). Hence, we conjecture that samples containing multiple objects belonging to the label category are the main obstacle for data-free KD. In our future work, we will study how to guide a student to learn from teachers on such samples.

V. CONCLUSION

In this paper, we propose a framework termed CDFKD-MFS for multi-teacher data-free KD. The framework consists of a multi-level feature-sharing multi-header student model architecture, an asymmetric adversarial data-free KD algorithm, and an attention-based prediction aggregation module. We conduct extensive experiments to evaluate our framework. The results show that in addition to the widely used CIFAR-100 dataset and Caltech-101 dataset, the proposed framework also outperforms other data-free counterparts on the mini-ImageNet dataset under the more challenging 224 × 224 input size. When some real samples are available, our method achieves better performance by using the attention mechanism to adaptively aggregate predictions of the multi-header student. Moreover, when the student model is extremely small, the proposed framework can still achieve satisfactory performance, which is difficult for existing works. In the future, we will explore how to teach a student in data-free KD to perform like the teachers on samples containing multiple objects and further improve performance.
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