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The quantum permutation algorithm provides computational speed-up over classical algorithms for determining the parity of a given cyclic permutation. For its $n$-qubit implementations, the number of required quantum gates scales quadratically with $n$ due to the quantum Fourier transforms included. We show here for the $n$-qubit case that the algorithm can be simplified so that it requires only $O(n)$ quantum gates, which theoretically reduces the complexity of the implementation. To test our results experimentally, we utilize IBM’s 5-qubit quantum processor to realize the algorithm by using the original and simplified recipes for the 2-qubit case. It turns out that the latter results in a significantly higher success probability which allows us to verify the algorithm more precisely than the previous experimental realizations. We also verify the algorithm for the first time for the 3-qubit case with a considerable success probability by taking the advantage of our simplified scheme.

I. INTRODUCTION

Quantum computers apparently will lead the way for information technology in the near future. Although it is not known whether they will completely replace classical computers, in theory, they already surpass their classical competitors in overcoming particular tasks such as integer factorization [1] and searching unsorted databases [2] as well as solving various optimization [3, 4] and black box problems [5–7].

In mid 2016, IBM researchers brought a 5-qubit quantum processor into service which is essentially composed of superconducting transmon qubits [8–12]. Anyone with no prior knowledge of the underlying hardware and/or experimental physics can program the processor via a graphical web interface allowing users to construct quantum circuits over a cloud server by simple mouse drags and drops. The circuits are sent to the server and queued to be executed on the processor. The whole service, i.e., the processor and all of the other services provided for accessibility and documentation, is called IBM Quantum Experience (IQX) [13]. It has already been used for conducting various research experiments including quantum teleportation [14, 15], Mermin [16] and Leggett-Garg [17] inequality violations, quantum cheque implementation [18], quantum error correction, quantum arithmetic, quantum graph theory and fault-tolerant quantum computation [19, 20], Wigner function generation [21], non-destructive discrimination of Bell states [22], weight-four parity measurements [23], and quantum uncertainty and measurement reversibility [24]. A comparison of the IQX and a trapped-ion based quantum computer has also been made by running a selection of quantum algorithms on both of them [25]. Most recently, IBM also included a 16-qubit processor in IQX service which is available for beta access [26].

The recently proposed quantum permutation algorithm (QPA) solves a black box problem two times faster than the best possible classical algorithm [27]. It utilizes a single qubit to find out if the parity of a given cyclic permutation over $d$ elements is positive or negative. In a short time period, the algorithm has been verified by using various experimental methods, e.g., in $d = 3$, by employing deuterium nuclei (spin-1) as NMR quqarts [28]; in $d = 4$, by employing sodium nuclei (spin 3/2) as NMR quqarts [27] as well as two-photon polarizations [29], single-photon polarization together with the spatial mode [30], and orbital angular momentum of photons [31] as photonic ququarts.

In this article, we optimize the QPA by minimizing the number of required quantum gates when the algorithm is implemented by using an $n$-qubit register in $d = 2^n$. To do that, we modify the original recipe by replacing the quantum Fourier transform (QFT) and its inverse with simpler transformations requiring quadratically fewer quantum gates. In parallel with this, we show that, instead of measuring all qubits at the end, it is enough to measure only one prespecified qubit for determining the parity of a given permutation. Since our optimized scheme has the potential of being beneficial for experimental setups consisting of $n$-partite qubit systems, we test it experimentally by using IQX. In this way, we verified the QPA in $d = 4$ with a very high average success probability. We also examined the processor for its performance in realizing the original QPA in $d = 4$ to make a comparison with the optimized case. Lastly, we realize the algorithm in $d = 8$ and verify it with considerable success probability by using the optimized scheme.

This article is organized as follows: In Sec. II, we briefly explain the QPA and introduce our optimized scheme. In Sec. III, we present our experimental results for 2-qubit and 3-qubit cases. In Sec. IV, we summarize and discuss our results.
II. PERMUTATION PROBLEM

Consider a family of linear transformations $|\phi_m^\pm\rangle = P_m^\pm |\phi\rangle$ with $m = 0, 1, \ldots, d - 1$ in $d$-dimensional discrete space spanned by the orthonormal set of vectors $S = \{|0\rangle, |1\rangle, \ldots, |d - 1\rangle\}$ where $|i\rangle = (\delta_{0i}, \delta_{1i}, \ldots, \delta_{d-1,i})^T$. The operators $P_m^\pm$ are $d \times d$ matrices and they permute the components of a given vector $|\phi\rangle$ in a cyclic manner as

$$P_m^\pm = \sum_{k=0}^{d-1} (m \pm k)_{\text{mod}(d)} |k\rangle\langle k| \quad (1)$$

where $+$ and $-$ indicates the parity of the permutation. These cyclic permutations are indeed a subset of all possible permutations. More precisely, the components of $|\phi_m^+\rangle$ ($|\phi_m^-\rangle$) are obtained in ascending order by selecting adjacent components of $|\phi\rangle$ downwards (upwards) through the column vector in a periodic manner after starting with the $m$th component. One can interpret these permutations as being hidden in separate black boxes which can only be viewed in terms of their inputs $|\phi\rangle$ and outputs $|\phi_m^\pm\rangle$. In this context, a single query is defined as the examination of the output after the box is provided with an input. Thus, the permutation problem asks that, if we are given an arbitrary black box, how many queries are needed to estimate the parity of the corresponding permutation?

A. Classical approach

A classical computer exploits a finite alphabet — more specifically a binary alphabet $\{0, 1\}$ — for simulating any kind of computational algorithm. Mathematically, this is equivalent to defining our vector space over the binary field, i.e., the components of any vector can be either 0 or 1. Furthermore, the vector components are interpreted as different “wires” entering the black box since they correspond to different physical states as shown in Fig. 1(a). It can be seen that a single query is not enough to determine the parity of the given permutation when we start with the basis state $|1\rangle$. Moreover, the same situation is valid for any other vector defined in this vector space. Therefore, in the classical approach at least two queries with two different input vectors are required in order to solve the problem.

It is worth to emphasizing that, if we use another finite field with $d$ elements, we can solve the problem with a single query up to dimension $d$. This does not contradict the classical logic. However, the algorithm fails anyway in dimensions higher than $d$th. Enlarging the field where the vector space is defined does not provide a universal single-shot solution for the problem. Therefore, the binary field is chosen by convention.

B. Quantum approach

In the quantum approach, the vector space is defined over the complex field instead of the binary field as in the classical case. Therefore, the components of a vector correspond to the probability amplitudes which are represented by a single wire in the circuit diagram as shown in Fig. 1(b). The quantum algorithm starts to solve the problem by initializing the state

$$|\psi_1\rangle = \frac{1}{\sqrt{d}} \sum_{k=0}^{d-1} e^{i2\pi k/d} |k\rangle. \quad (2)$$

Then, one of the permutation operators in Eq. (1) is applied which results in

$$|\psi_{2,m}^\pm\rangle = \frac{1}{\sqrt{d}} \sum_{k=0}^{d-1} e^{i2\pi k/d} (m \pm k)_{\text{mod}(d)} |k\rangle. \quad (3)$$

Lastly, an inverse QFT is applied for decoding Eq. 3 into one of either

$$|\psi_{3,m}^+\rangle = e^{i2\pi m/d} |1\rangle \quad (4)$$

or

$$|\psi_{3,m}^-\rangle = e^{i2\pi (d-1)m/d} |d-1\rangle, \quad (5)$$

if the parity of the given permutation is positive or negative, respectively. Therefore, a single query is adequate to solve the problem deterministically after measuring $|\psi_{3,m}^\pm\rangle$ in the $S$ basis. The phases ($d$th roots of unity) uniquely assigned because the components of $|\psi_1\rangle$ play a key role in this computational speed-up by keeping track of the parity, which is classically impossible.
The quantum Fourier transform for \( n \) qubits is implemented by using \( n(n + 1)/2 \) Hadamard gates and controlled phase shift gates requiring QPA to include at least twice as much. Fortunately, a simplification can be done by completely getting rid of both the QFT and its inverse if the algorithm is implemented for \( n \) qubits. In the following we interchangeably use notations \(| q \rangle \) and \(| q_0 q_1 \ldots q_{n-1} \rangle \) for \( n \)-qubit states, where \( q = q_0 2^{n-1} + q_1 2^{n-2} + \cdots + q_{n-1} 2^0 \). We first note that we always start by transforming the same initial state \(| 1 \rangle \equiv |00 \ldots 01 \rangle \) to obtain the particular state \(| \psi_1 \rangle \) for any \( d = 2^n \), i.e., we do not actually need a general QFT capable to operate on all possible initial states. To see that let us write \( F|00 \ldots 01 \rangle \) in the tensor product form of individual qubits as

\[
|00 \ldots 01 \rangle \xrightarrow{F} |\psi_1 \rangle = \frac{1}{\sqrt{2^n}} \sum_{j=0}^{n-1} \left( |0 \rangle + e^{i2\pi2^{-j+1}} |1 \rangle \right).
\]  

(6)

Thus, one can prepare the state \(| \psi_1 \rangle \) in Eq. (2) by single qubit operations, i.e., first prepare all qubits in the ground state \(|0 \rangle \) and then, apply Hadamard and appropriate shift gates to each of them in a way to obtain \(| \psi_1 \rangle \) at the end. In other words, the effective transformation yielding \(| \psi_1 \rangle \) is

\[
|\psi_1 \rangle = \left[ \bigotimes_{j=1}^{n} HU_1(\lambda_j) \right]|00 \ldots 0 \rangle.
\]  

(7)

Here, \( H \) and \( U_1 \) are the Hadamard and phase shift gates which are given respectively as

\[
H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad U_1(\lambda_j) = \begin{bmatrix} 1 & 0 \\ 0 & e^{i\lambda_j} \end{bmatrix},
\]  

with \( \lambda_j = 2\pi2^{-j} \). Thus, the number of required gates for preparing the state \(| \psi_1 \rangle \) becomes \( 2n \) which is quadratically smaller than that of the original case. In Fig. 2, quantum circuits preparing \(| \psi_1 \rangle \) for 2-, 3-, and \( n \)-qubit cases are provided. We note for the 2-qubit case that the original QFT scheme apparently requires one gate less than that of the optimized scheme. However, as we will see in Sec. III B that the implementation of a controlled phase gate in the quantum processor is demanding in terms of the gates required. Therefore, in Sec. III, we will keep using the prescription given in Fig. 2 for initializing the 2-qubit case experimentally.

Further optimization can be done by eliminating the inverse QFT. We know that the algorithm deterministically results in either (4) or (5). Therefore, before the inverse QFT, \(| \psi_{\pm}^{\pm} \rangle \) can be chosen as \( F|0 \rangle \equiv | \psi_{2,m}^{+} \rangle \) and \( F|d-1 \rangle \equiv | \psi_{2,m}^{-} \rangle \) up to some phases depending on \( m \), respectively. We neglect these global phases since they have no effect on measurements and we will remove the subindex \( m \) to indicate this. The tensor product form of

\[
|q_j \rangle |0\rangle \xrightarrow{H} |\psi_1 \rangle
\]  

FIG. 2. Preparation of the \(| \psi_1 \rangle \) has already been given in Eq. (6). Similarly, \(| \psi_2^{-} \rangle \) can be written as

\[
|11 \ldots 1 \rangle \xrightarrow{F} |\psi_2^{-} \rangle = \frac{1}{\sqrt{2^n}} \sum_{j=0}^{n-1} \left( |0 \rangle + e^{-i2\pi2^{-j+1}} |1 \rangle \right).
\]  

(9)

We see by comparing Eq. (6) and Eq. (9) that \(| \psi_1^{\pm} \rangle \) and \(| \psi_2^{-} \rangle \) differ from each other only by the relative phases possessed by the individual qubit states

\[
|q_j^{\pm} \rangle = |0 \rangle + e^{\pm i\theta_j} |1 \rangle.
\]  

(10)

Here, \( \theta_j = 2\pi2^{-(j+1)} \) and the phases \( e^{\pm i\theta_j} \) are drawn in Fig. 3. It is seen that, independent of \( n \), the first qubit is always found either one of the two states \(|q_1^{\pm} \rangle \) \nsim\( \equiv \) \(|0 \rangle \pm i |1 \rangle \) regarding to the parity. Thus, one can immediately solve the problem by performing a Pauli Y measurement on the first qubit. However, sometimes it is experimentally more convenient to measure the qubits in the basis in which they have been prepared. For example, in the quantum processor we are only allowed to perform Pauli Z measurements. Therefore, before the measurement in the computational basis \(|0\rangle, |1\rangle \rangle \), we sequentially apply \( U_1(\pi/2) \) and \( H \) operators given in Eq. (8) as

\[
|\Psi_{2}^{+} \rangle \xrightarrow{U_1} |0 \rangle \mp |1 \rangle \xrightarrow{H} \begin{cases} |0 \rangle, & \text{for } - \\ |1 \rangle, & \text{for } + \end{cases}
\]  

(11)

for eventually obtaining deterministic results (see Fig. 3(b)), which is analogous to the task of the inverse QFT in the original scheme. We obtain either \(|0 \rangle \) or \(|1 \rangle \) with certainty for negative and positive permutations, respectively, by a single query. We note that the other qubits with \( j > 1 \) cannot be used for the same purpose since they do not possess orthogonal states for different parities.
over 5 samples ($5 \times 8192$) and we average each distribution. Consequently, we obtain finite-sample (probability) distributions over the possible measurement outcomes with the processor with a runtime of one minute or less.

Circuit is increased. Therefore, the results vary depending on which qubits have been used and how many gates have been implemented for each of them. For this reason, we chose the qubits providing the most efficient and the most robust results for the calibration parameters at the time we made the experiment. We provide these parameters together with a very brief technical description of the processor in the appendix.

III. EXPERIMENTAL REALIZATION

We performed 3 different experiments by using the IQX web interface where the physical qubits in the processor are labeled by q[i] with $i = 0, 1, 2, 3, 4$ and they are initially found in the ground state $|0\rangle^\otimes 5$. We initialize all experiments by preparing $|\psi_1\rangle$ according to Fig. 2, and then we complete the circuits as shown in Fig. 3(b) for the optimal cases (we provide further information about the original case in Sec. III B). For each $P_m^\pm$, we build separate circuits which are realized 8192 times by the processor with a runtime of one minute or less. Consequently, we obtain finite-sample (probability) distributions over the possible measurement outcomes with the sample size 8192 and we average each distribution over 5 samples ($5 \times 8192$ realizations in total). Since we run all circuits one after another, we assume that sequential realizations does not affect each other, i.e., the processor is prepared exactly in the same initial state for each circuit.

We note that qubits in the processor are slightly different from each other in terms of their calibration parameters such as energy relaxation time, coherence time, gate error and readout error. The coherence of the processor is gradually lost as the number of gates in the circuit is increased. Therefore, the results vary depend-

A. Optimal QPA for the 2-qubit case

We choose $q[1]$ and $q[0]$ as $|q_0\rangle$ and $|q_1\rangle$, respectively. This opposite labeling can be seen unnecessarily disorienting at the first glance. However, it is required for the consistency between our formalism and the architecture of the processor when the performance issues are considered. We implement 8 permutation operators $P_m^\pm$ as shown in Fig. 4. The Pauli X gates appear on the $|q_0\rangle$ line may seem unnecessary since $|q_1\rangle$ is measured at the end. However, we do not eliminate these gates from circuits for further optimization because of the assumption that we are not allowed to “look” inside of the black box. Therefore, we do not intervene in the structure of the permutation operators and we use them as they are.

The probability distributions for each $P_m^\pm$ are shown in Fig. 5. It is seen that we obtain high fidelity results verifying the theory, which are slightly different from each other. Therefore, we can assign an individual success probability $S_m^\pm$ to each $P_m^\pm$, which is the chance of finding the parity with a single query, e.g., $S_0^+ = 0.963$ and $S_0^- = 0.986$. The differences in success probabilities occur due to two possible reasons: i) The processor is less successful in one or more of preparing, protecting and measuring the excited state $|1\rangle$, which eventually causes a 3.5% drop in the success probabilities of the positive parities on average (see the Appendix for the relaxation times of individual qubits). We verified this fact by doing independent experiments where we examine the ground and excited states in detail. ii) The permutation operators induce different decoherence rates on the processor. Particularly, the existence of controlled NOT gates appear on the

FIG. 3. Complex-plane representation of the phases $e^{\pm i\theta}$ in Eq. (10) up to 4 qubits. The conjugate phases correspond to different parities. Only the first qubit ($j = 1$) can be found in one of the two orthogonal states $|0\rangle \pm i|1\rangle$ depending on the parity in any dimension $d$. (b) Circuit representation of the optimized QPA for $n$ qubits after the state preparation (see Fig. 2). Here, $U_1$ is the phase gate given in Eq. (8) with $\lambda = \pi/2$. After the Hadamard gate, only $|q_1\rangle$ is measured and the other qubits are neglected. The measurement results in either $|0\rangle$ or $|1\rangle$ with unit probability if the permutation is negative or positive, respectively.

FIG. 4. Circuit diagrams of all 8 permutation operators $P_n^\pm$ for $n = 2$. Here, one-qubit and two-qubit gates are the Pauli X and the controlled NOT gates, respectively. The lower (upper) line corresponds to $|q_0\rangle$ ($|q_1\rangle$).
gates reduces the success probabilities about 1% when we compare the results for a given parity. The reason for this is that controlled NOT gate has approximately 10 times higher error rate than that of the one-qubit gates.

In terms of computational issues, the exact parity determination with the processor for an unknown $P^\pm_m$ is pointless since one needs more than one realizations to obtain a reliable result, which consequently provide no speed up in practice. On the other hand, the individual success probabilities $S^\pm_m$ given in Fig. 5 do not provide a precise information for single-shot realizations since we do not know which permutation operator we have queried at all. If we define an average success probability $\bar{S}$ over all permutation operators instead, it would be meaningful in the case of an ensemble of different permutation operators rather than a single one. For these reasons, to provide computational insight to our results, let us consider the scenario as follows: We have a set of $N$ unknown permutation operators $\{(P^j_m)_{1}, \ldots, (P^j_m)_N\}$ whose elements are distributed according to a probability distribution $p^j_m$ with $j \in \{+, -\}$. Our aim is to find the parity of each operator via one-shot experimental realizations, which amounts to $N$ realizations in total. Now, we can define the average success probability as $\bar{S} = \sum_{m,j} p^j_m S^j_m$. If $p^j_m$ is uniform and $N \gg 1$ [32], we obtain $\bar{S} = 0.974$ with the average standard error

$$\bar{S} \pm \frac{1}{\sqrt{Nd}} \sqrt{\sum_{m,j} [S^j_m - (S^j_m)^2]^{1/2}}.$$  \hfill (12)

For $N = 10^5$, for example, one can be sure that 97.4% of $N$ results are correct with an error margin of $\pm 0.13\%$.

Therefore, we are able to classify $N$ permutation operators according to their parities by $N$ realizations where the same process would require at least two times more operations in case of any classical algorithm. Nevertheless, approximately 2.6% of accuracy is lost due to decoherence effects in the processor and measurement errors. In general, $P^j_m$'s are not necessarily distributed uniformly and we may have no idea about this distribution at all. Therefore, in a more realistic scenario, the mean $\bar{S}$ practically varies within the interval $[0.950, 0.997]$ as long as $N \gg 1$, where the bounds are fixed by $P^+_{3}$ and $P^-_{1}$.

\section*{B. Original QPA for the 2-qubit case}

We choose $q[3]$ and $q[2]$ as $|q_0\rangle$ and $|q_1\rangle$, respectively. As already mentioned in Sec. II that the original scheme requires an $F$ to initialize the known state $|\psi_1\rangle$ and an $F^\dagger$ to decode the unknown state $|\psi_2^+\rangle$ for the measurement (see Fig. 1). We keep using the procedure given in Fig. 2 to prepare the state $|\psi_1\rangle$ because there is still no reason to use an $F$ to obtain a known state. However, an $F^\dagger$ is inevitable because of the fact that we need a general transformation acts on an unknown state. There is no physical gate or a predefined subroutine in the IQX interface for $F^\dagger$. Nevertheless, it can be efficiently implemented as shown in Fig. 6(b) [33, 34]. We note here that the controlled NOT gates can only be placed in the $|q_0\rangle$ (control) to $|q_1\rangle$ (target) direction because of the architecture of the processor (see the coupling maps in the Appendix). For this reason, the middle controlled NOT

\begin{figure}[h]
\includegraphics[width=\textwidth]{fig5}
\caption{Experimental results for 2-qubit case. In agreement with the theory, the measurement yields $|0\rangle$ ($|1\rangle$) when the parity of a given permutation negative (positive) with an average success probability of 97.4%. Since the standard errors of individual sample means are at most $\pm 0.120\%$ for the sample size 8192, we do not include the error bars.}
\end{figure}
FIG. 6. (a) Experimental results for the original QPA for 2-qubits. In agreement with the theory, the measurement most likely yields either $|01\rangle \equiv |1\rangle$ or $|11\rangle \equiv |3\rangle$ for positive and negative parities, respectively, with an average success probability of 86.3%. The error bars are not included since the standard errors of sample means are at most $\pm 0.349\%$ for the sample size 8192. (b) An efficient circuit diagram of inverse QFT ($F^\dagger$) for the processor [33, 34]. The qubit $|q_0\rangle$ ($|q_1\rangle$) corresponds to $q[3]$ ($q[2]$) in the IQX web interface. Here, $H$ and $T$ are the Hadamard and $U_1(\pi/4)$ phase gates as given in Eq. (8), respectively. The SWAP gate is omitted in the actual implementation for efficiency. Instead, the lines are interchanged before the dots.

included in the SWAP gate is inverted via four additional $H$ gates. Furthermore, if we implement the $F^\dagger$ exactly as shown, each permutation operator including a controlled NOT gate would also require these additional $H$ gates (see Fig. 4). However, in our implementation of $F^\dagger$, we discard the SWAP gate and instead, we interchange the two lines $|q_0\rangle$ and $|q_1\rangle$ before the horizontal dots appear in Fig. 6(b), i.e., both the state preparation and the permutation operator circuits are implemented upside down. Thus, we only use two controlled NOT and five one-qubit gates for $F^\dagger$ and we do not need extra $H$ gates for the permutation operators anymore. After $F^\dagger$, we measure both qubits in the computational basis separately to obtain results corresponding to the basis $\{\langle 00 |, \langle 01 |, \langle 10 |, \langle 11 |\}$. We note that we have to use more than $n(n + 1)/2 = 3$ gates to implement $F^\dagger$ since the processor does not perform a controlled phase gate by default.

In Fig. 6(a), the average probability distributions for different $P_m^\pm$ are given. Although the results are pretty much consistent with the theory, the average success probability is reduced about 11% in comparison with Fig. 5. However, this is not surprising since we utilize two controlled NOT gates and five one-qubit gates for implementing the $F^\dagger$ and we also measure qubit $|q_0\rangle$ at the end. These operations cause additional errors which do not appear in the optimal case at all. Actually, we can estimate the error probability of $F^\dagger$ by using Fig. 8 in the Appendix as 4.1%. By also considering the difference between the measurement (readout) errors of the two cases, we end up with a total error probability of 9.2% which approximately explains the decrease in the success probability.

C. Optimal QPA for the 3-qubit case

We choose $q[4]$, $q[3]$ and $q[2]$ as $|q_0\rangle$, $|q_1\rangle$ and $|q_2\rangle$, respectively. The circuit diagrams of 16 permutation operators are given in Fig. 7(a) together with the corresponding probability distributions. It is seen that in order to realize the half of permutation operators, we need Toffoli gates which are not physically implemented in the processor. For this reason, we use a combination of six controlled NOT and nine single-qubit gates to implement it as shown in Fig. 7(b). By using Fig. 8 in the Appendix,
we can calculate the error probability of the Toffoli gate as approximately 19% which is significantly large.

The probability distributions in Fig. 7(a) significantly verify the theory with an average success probability of $\bar{S} = 0.868$. From the computational point of view, after processing $N = 10^5$ homogeneously distributed unknown permutation operators, one can be sure that 86.8% of the results are correct with an error margin of 0.56% (see Sec. III A for details). For a nonhomogeneous distribution instead, the mean $\bar{S}$ practically varies within the interval [0.713, 0.978] where the bounds are determined by $P^+_7$ and $P^-_3$. Compared to optimal 2-qubit case, the average success probability is less and the average standard error is more due to the high error probability of the Toffoli gate. It can also be seen from Fig. 7(a) that the individual success probabilities get considerably reduced for the cases where a Toffoli gate is used. Therefore, the results for 3-qubit case can be considered too erroneous.

FIG. 7. (a) Experimental results for 3-qubit case. In agreement with the theory, positive (negative) parities most likely end up with the state $|1\rangle$ ($|0\rangle$) with an average success probability of 86.8%. We do not include the error bars since the standard errors of the sample means are at most $\pm 0.500\%$ for the sample size 8192. (b) Implementation of Toffoli gate [33] with the target on $|q_0\rangle$. Here, $H$ and $T$ are the Hadamard and $U_1(\pi/4)$ phase gates as given in Eq. (8), respectively.
for claiming a quantum speed-up in practice. However, they still provide a solid proof for the verification of the QPA in $d = 8$ while the original recipe might result in completely incorrect results due to the vast amount of quantum gates it requires.

### IV. CONCLUSION

We introduced an optimization method for the QPA for $n$-qubit cases by showing that the required number of quantum gates for implementing the algorithm can be reduced so that it scales with $n$ instead of $n^2$ as in the original recipe. This result points out a quadratic decrease in the amount of the sources for an experimental setup. It is further not required to measure each individual qubit to find out the parity of the permutation, i.e., a single measurement on a particular qubit is adequate. By utilizing IBM’s quantum processor, we have demonstrated the significant experimental advantage of the optimized scheme over the original scheme for the 2-qubit case. Moreover, we tested and verified the QPA in $d = 8$ for the first time with an appreciable success probability.

Our results indicate that the processor can practically be used approximately with 97% efficiency to classify large number of unknown permutation operators according to their parities by exploiting two-to-one speed-up ratio compared with any classical algorithm. For the 3-qubit case, this efficiency reduces to approximately 87% mainly because of our costly implementation of the Toffoli gate. For this reason, a physically integrated Toffoli gate would be a significant improvement for the IBM's quantum processor for realizing any kind of reversible Boolean function similar to the permutation operator.

In conclusion, as the quantum computers are being improved by reducing the error rates, it will be possible to implement more complex algorithms in larger dimensions. Based on our results, we believe that gate-model-based quantum computers are promising candidates for the future of quantum computation technology.

### Appendix: Technical Details about the IBM's 5-Qubit Quantum Processor

The qubits in the processor are composed of superconducting inductors, capacitors, and Josephson junctions. The Josephson junctions make the system’s potential anharmonic and give rise to energy levels that are not equally spaced. In this way, one can consider the system as a qubit with the unique zero to one transition frequency $f$. Two important parameters for the qubits are the relaxation time $T_1$ and the dephasing time $T_2$, where $T_1$ is the decay time of a qubit from its excited state $|1\rangle$ to the ground state $|0\rangle$ while $T_2$ quantifies the time it takes for a superposition state to lose its phase relationship. Here, $T_1$ can be one of the several reasons making

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{Exp.} & \text{Temp.} & \text{Exp.} & \text{Temp.} & \text{Exp.} & \text{Temp.} & \text{Exp.} & \text{Temp.} & \text{Exp.} & \text{Temp.} \\
\hline
\text{Sec. IIIA} & 18.6 \text{ mK} & \text{q}[0] & 5.27 & 58.1 & 52.2 & 1.03 & 1.7 \\
\text{Sec. IIIA} & 21.0 \text{ mK} & \text{q}[1] & 5.21 & 66.9 & 38.7 & 1.54 & 2.7 \\
\text{Sec. IIIA} & 21.0 \text{ mK} & \text{q}[2] & 5.35 & 41.7 & 37.5 & 1.29 & 4.3 \\
\text{Sec. IIIA} & 16.8 \text{ mK} & \text{q}[3] & 5.43 & 45.2 & 15.6 & 1.29 & 3.8 \\
\text{Sec. IIIA} & 23.11.2017 & \text{q}[2] & 5.03 & 51.6 & 79.8 & 1.97 & 1.1 \\
\text{Sec. IIIA} & 9.7.2017 & \text{q}[3] & 5.30 & 38.1 & 55.9 & 1.80 & 3.8 \\
\text{Sec. IIIA} & 23:26(UTC) & \text{q}[4] & 5.06 & 63.3 & 109.8 & 1.12 & 3.6 \\
\text{Sec. IIIA} & 10:47(UTC) & \text{q}[5] & 5.03 & 51.6 & 79.8 & 1.97 & 1.1 \\
\text{Sec. IIIA} & \text{ibmqx2} & \text{q}[6] & 5.30 & 38.1 & 55.9 & 1.80 & 3.8 \\
\text{Sec. IIIA} & \text{ibmqx4} & \text{q}[7] & 5.06 & 63.3 & 109.8 & 1.12 & 3.6 \\
\hline
\end{array}
\]

FIG. 8. Calibration parameters of the processors, namely ibmqx2 and ibmqx4, during we perform the experiments in Secs. III A, III B, and III C. Here, $f$, $T_1$, $T_2$, $e_g$, and $e_r$ are the qubit frequency, relaxation time, coherence time, single-gate error and readout error, respectively. The controlled NOT gate errors are denoted by $e_{ij}^q$ where the target qubit is $j$.

The processor behave slightly state dependent as we discussed in Sec. III A. The qubits are coupled with each other via two coplanar waveguides making the implementation of the controlled NOT gates possible. The qubit with higher (lower) frequency becomes the control (target) qubit and the full control-to-target coupling maps are given by $\{0 : (1, 2), 1 : (2), 3 : (2, 4), 4 : (2)\}$ and $\{1 : (0), 2 : (0, 1, 4), 3 : (2, 4)\}$ for the two processors called ibmqx2 and ibmqx4, respectively. Both chips have the same connectivity except the directions in their coupling maps (the IQX team first introduced ibmqx2 and then replaced it with ibmqx4 in October, 2017). The restriction in the coupling directions mainly determined our way of implementing the permutation operators, the Toffoli gate, and the inverse QFT in the article. The error probabilities of controlled NOT gates are denoted by $e_{ij}^q$ where $i$ and $j$ represents the control and target qubits, respectively. Each qubit also has a dedicated coplanar waveguide for realizing the single-qubit operations and readout, where the respective error probabilities are denoted by $e_g$ and $e_r$. All systems are kept in a refrigerator with very low temperatures on the order of milli-Kelvins. Detailed information about the processor and the superconducting quantum computers can be found in Refs. [8, 10–12, 35]

The IQX team recalibrate the processor at least once a day and the above-mentioned parameters change slightly. In Fig. 8, we provide these parameters for three different days in which we performed our experiments.
ACKNOWLEDGMENTS

We would like to thank D. Maslov for pointing out the typos in the manuscript and for his helpful comments. We also acknowledge use of the IBM Q Experience for this work. The views expressed are those of the authors and do not reflect the official policy or position of IBM or the IBM Q Experience team. I. Y. was partially supported by the project RVO 68407700.

[1] P. W. Shor, in Proceedings of the 35th Annual Symposium on Foundations of Computer Science, SFCS ’94 (IEEE Computer Society, Washington, DC, 1994) pp. 124–134.
[2] L. K. Grover, Phys. Rev. Lett. 79, 325 (1997).
[3] E. Farhi, J. Goldstone, and S. Gutmann, arXiv:1411.4028 [quant-ph] (2014).
[4] N. Wiebe, D. Braun, and S. Lloyd, Phys. Rev. Lett. 109, 050505 (2012).
[5] D. Deutsch and R. Jozsa, Proc. R. Soc. A 439, 553 (1992).
[6] E. Bernstein and U. Vazirani, in Proceedings of the 25th Annual ACM Symposium on Theory of Computing, STOC ’93 (ACM, New York, 1993) pp. 11–20.
[7] D. R. Simon, in Proceedings of the 35th Annual Symposium on Foundations of Computer Science, SFCS ’94 (IEEE Computer Society, Washington, DC, 1994) pp. 116–123.
[8] M. Steffen, D. P. DiVincenzo, J. M. Chow, T. N. Theis, and M. B. Ketchen, IBM J. Res. Dev. 55, 13 (2011).
[9] J. Koch, T. M. Yu, J. Gambetta, A. A. Houck, D. I. Schuster, J. Majer, A. Blais, M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf, Phys. Rev. A 76, 042319 (2007).
[10] IBM, “The qx2 backend,” https://github.com/QISKit/ibmqx-backend-information/tree/master/backends/ibmqx2 (2017).
[11] M. H. Devoret, A. Wallraff, and J. M. Martinis, arXiv:cond-mat/0411174 (2004).
[12] IBM, “The qx1 backend,” https://github.com/QISKit/ibmqx-backend-information/tree/master/backends/ibmqx1 (2017).
[13] IBM, “The quantum experience,” http://research.ibm.com/ibm-q/ (2017).
[14] S. Fedortchenko, arXiv:1607.02398 [quant-ph] (2016).
[15] M. Sisodia, A. Shukla, K. Thapliyal, and A. Pathak, arXiv:1704.05294 [quant-ph] (2017).
[16] D. Alsina and J. I. Latorre, Phys. Rev. A 94, 012314 (2016).
[17] E. Huffman and A. Mizel, Phys. Rev. A 95, 032131 (2017).
[18] B. K. Behera, A. Banerjee, and P. K. Panigrahi, arXiv:1707.00182 [quant-ph] (2017).
[19] S. J. Devitt, Phys. Rev. A 94, 032329 (2016).
[20] C. Vuillot, arXiv:1705.08957 [quant-ph] (2017).
[21] R. P. Rundle, P. W. Mills, T. Tilma, J. H. Samson, and M. J. Everitt, Phys. Rev. A 96, 022117 (2017).
[22] M. Sisodia, A. Shukla, and A. Pathak, Phys. Lett. A 381, 3860 (2017).
[23] IBM, "The qx3 backend," https://github.com/QISKit/ibmqx-backend-information/tree/master/backends/ibmqx3 (2017).
[24] M. Berta, S. Wehner, and M. M. Wilde, New J. Phys. 18, 073004 (2016).
[25] N. M. Linke, D. Maslov, M. Roetteler, S. Debnath, C. Figgatt, K. A. Landsman, K. Wright, and C. Monroe, Proc. Natl. Acad. Sci. U.S.A. 114, 3305 (2017).
[26] IBM, “The qx4 backend,” https://github.com/QISKit/ibmqx-backend-information/tree/master/backends/ibmqx4 (2017).
[27] Z. Gedik, I. A. Silva, B. Çakmak, G. Karpat, E. L. G. Vidoto, D. O. Soares-Pinto, E. R. deAzevedo, and F. F. Fanchini, Sci. Rep. 5, 14671 (2015).
[28] S. Dogra, Arvind, and K. Dorai, Phys. Lett. A 378, 3452 (2014).
[29] X. Zhan, J. Li, H. Qin, Z. Hao Bian, and P. Xue, Opt. Express 23, 18422 (2015).
[30] F. Wang, Y. Wang, R. Liu, D. Chen, P. Zhang, H. Gao, and F. Li, Sci. Rep. 5, 10995 (2015).
[31] D.-X. Chen, R.-F. Liu, P. Zhang, Y.-L. Wang, H.-R. Li, H. Gao, and F.-L. Li, Chin. Phys. B 26, 060305 (2017).
[32] Here, the condition $N \gg 1$ ensures that sample means are normally distributed. More precisely, we assert the condition $N > \frac{9dC}{1-C}$ with $C = \max(S_j)$ so that the interval $1 - \max(S_j)$ becomes greater than three-sigma intervals of the sample means.
[33] M. Amy, D. Maslov, M. Mosca, and M. Roetteler, IEEE Trans. Comput.-Aided Des. Integr. Circuits Syst. 32, 818 (2013).
[34] Y. Nam, N. J. Ross, Y. Su, A. M. Childs, and D. Maslov, arXiv:1710.07345 [quant-ph] (2017).
[35] J. M. Gambetta, J. M. Chow, and M. Steffen, NJP Quantum Inf. 3, 2 (2017).