DISCRETE INTEGRABLE SYSTEMS AND CONDENSATION ALGORITHMS FOR PFAFFIANS
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Abstract. Inspired by the connection between the Dodgson’s condensation algorithm and Hirota’s difference equation, we consider condensation algorithms for Pfaffians from the perspectives of discrete integrable systems. The discretisation of Pfaffian elements demonstrate its effectiveness to the Pfaffian $\tau$-functions and discrete integrable systems. The free parameter in the discretisation allows us in particular to obtain explicit, one-parameter condensation algorithms for the Pfaffians.

1. Introduction and statement of results

Integrable combinatorics is a fascinating subject since it collects the ideas from integrable system, combinatorics, cluster algebra and so on. One of the main topics is the Dodgson’s condensation algorithm proposed by Dodgson [12], based on the celebrated Jacobi identity

$$|A| \times |A_{i_1,j_1}^{i_r,j_r}| = |A_{i_1,j_1}^{i_r}| \times |A_{i_1}^{i_r}| - |A_{i_1}^{i_r}| \times |A_{i_1,j_1}^{i_r}|,$$

where $|A_{i_1,j_1}^{i_r,j_r}|$ stands for the determinant of the the matrix obtained from $A$ by deleting its $i_1, \ldots, i_r$ rows and $j_1, \ldots, j_r$ columns. According to the Jacobi identity, choosing $\tau_{k,l}^n$ as an $n$-th order determinant $\det(a_{i,j})$, where $i$ is from $k$ to $k+n-1$ and $j$ is from $l$ to $l+n-1$, specifies the famous discrete Toda equation (or Hirota-Miwa equation, discrete KP equation (dKP) and $A_\infty$ T-system)

$$\tau_{k,l+1}^n \tau_{k+1,l+1}^n = \tau_{k,l}^{n+1} \tau_{k+1,l-1}^n - \tau_{k+1,l}^{n-1} \tau_{k,l}^n.$$

(1.1)

One of the most important features of this integrable lattice is its exact solvability. That is, if we set enough initial values $\tau_0^{k,l} = 1$ and $\tau_0^{k,l} = a_{k,l}$ for all $k, l \in \{0, \ldots, N-1\}$, then by iterating the equation (1.1), we can get the value of $\tau_{N,0}^0$, which is equal to the $N$-th order determinant $\det(a_{k,l})_{k,l=0}^{N-1}$ (See Fig 1 for a one-step process).

Later, the $\lambda$-determinant was introduced [29] as a generalisation of the ordinary determinant via a one-parameter Dodgson’s condensation algorithm

$$T_{n+1}^{k,l} T_{n-1}^{k,l} = T_n^{k,l+1} T_n^{k,l-1} + \lambda T_n^{k+1,l} T_n^{k-1,l},$$

where $T_n^{k,l}$ is connected with $\tau_n^{k,l}$ via the affine transformation $\tau_n^{k,l} \mapsto T_n^{k-l, k+l+n}$. The iteration process produces the corresponding $\lambda$-determinant. If one considers initial data [10]

$$T_0^{l,m} = 1, \quad (l, m \in \mathbb{Z}; l + m = n \mod 2)$$

$$T_1^{i,j} = a_{(j-i+n+1)/2, (i+j+n+1)/2}, \quad (i, j \in \mathbb{Z}; i + j = n + 1 \mod 2; |i| + |j| \leq n - 1)$$
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Figure 1. An graphic explanation of the Toda lattice: if one gets enough values at the bottom and middle levels, then one can get the value at the top by using the iterating formula.

then the solution $T_{n}^{0,0} := |A|_{\lambda}$ is called as the $\lambda$-determinant. Moreover, the Laurent polynomial induced by the $\lambda$-determinant is related to the so-called alternating sign matrices, which is useful in the six-vertex model and thus attracted much attention from combinatorics and mathematical physics [10, 19, 23].

The cube recurrence

$$\tau_{n}^{k+1,l+1,k,l} - \tau_{n}^{k,l+1,k+1,l} = \tau_{n+1}^{k+1,l+1,k,l} - \tau_{n+1}^{k,l+1,k+1,l} - \tau_{n-1}^{k+1,l+1,k,l} + \tau_{n-1}^{k,l+1,k+1,l},$$

(1.2)
is another discrete dynamical system admitting Laurent property [15] and it has two different guises. One was given by Miwa [25] as an analogy of Hirota’s difference equation. Later, the same recurrence relation was introduced by Propp [28] and studied from the point of view of algebraic combinatorics [3, 15].

From the perspectives of integrable system, one can always expect that the $\tau$-functions of the $B$-type lattice could be expressed as Pfaffians [17] and it is natural to ask whether one can compute the value of Pfaffian via the recurrence relation, i.e. to find a condensation algorithm for Pfaffian. Although we will show that equation (1.2) has Pfaffian solutions, the scheme is not explicit for iteration. Therefore, in this text, we mainly investigate the condensation algorithms for Pfaffians. For this purpose, we introduce two different integrable lattices to compute the value of Pfaffians. One is the Bäcklund transformation of the cube recurrence/dBKP equation, which rotates the vertices and make it explicit to iterate. Another is a so-called D-type Toda lattice which was proposed when investigating a convergent acceleration algorithm for Pfaffian sequence transformations. One-parameter recurrence relations are also proposed. With proper discrete time evolutions, we show that these integrable lattices have closed form solutions with a parameter, which was called a relaxation factor in the algorithm.

We organise the article as following. In Section 2, we give some brief introductions to Pfaffian for later use. Next, the condensation algorithms are given in Section 3. Since the discrete evolutions of the solutions admit a one-parameter deformation, we introduce relaxation factors in the algorithm. As a by-product, in Section 4, we give an explicit Pfaffian solution to the discrete CKP equation, demonstrating the effectiveness of this Pfaffian technique, which is powerful in discretisation of Pfaffian $\tau$-function as well as integrable systems. Some concluding remarks are given at the end.
2. A gentle introduction to Pfaffian

Given a skew-symmetric matrix of order $2N$, $A := (a_{i,j})_{i,j=1}^{2N}$, then the Pfaffian of $A$ is given by

$$\text{Pf}(A) = \sum_P (-1)^P a_{i_1,i_2} \cdots a_{i_{2N-1},i_{2N}}.$$ 

The summation means the sum over all possible combinations of pairs selected from 1 to $2N$ satisfying $i_{2l-1} < i_{2l+1}$ and $i_{2l-1} < i_{2l}$. The factor $(-1)^P$ takes the value $+1$ ($-1$) if the sequence $i_1$ to $i_{2N}$ is an even (odd) permutation of 1 to $2N$. Here we take the notation

$$\text{Pf}(A) := \text{Pf}(1, \cdots, 2N) = \sum_P (-1)^P \text{Pf}(i_1, i_2) \cdots \text{Pf}(i_{2N-1}, i_{2N})$$

with $\text{Pf}(i, j) = a_{i, j}$. From the definition, one can find the following explicit expansion

$$\text{Pf}(1, \cdots, 2N) = \sum_{\hat{j}=2}^{2N} (-1)^{\hat{j}} \text{Pf}(1, \hat{j}) \text{Pf}(2, \cdots, \hat{j}, \cdots, 2N), \quad (2.1)$$

where $\hat{j}$ denotes that the index $j$ is omitted. If one computes the value of Pfaffian by directly using (2.1), then the cost of this algorithm is about $O(N!)$ floating-point operation. Therefore, there have been some efficient numerical algorithms for computing the Pfaffians [30, 35] whose computational cost is of $O(N^3)$. One idea is to find the canonical form by making the use of skew LU decomposition given by [2]: it is well known that for a $2n \times 2n$ skew-symmetric matrix $A$ and an arbitrary $2n \times 2n$ matrix $B$, there holds

$$\text{Pf}(BAB^T) = \det(B)\text{Pf}(A). \quad (2.2)$$

Therefore, to compute the Pfaffian of $A$ is to compute the value of a $2 \times 2$ block diagonal matrix after the basic column/row transformations.

Some basic properties of Pfaffian are given for later use. One is the bilinear identities, as an analogy of the determinant identities such as Jacobi identity and Plücker relation. These identities play important roles in many different contexts of soliton theory [17, 26, 27] and algebraic combinatorics [13, 22, 32, 36]. Although some of the low order Pfaffian identities was shown in [33], the most general cases were given in Prof Yasuhiro Ohta’s PhD thesis [27]. The bilinear identities are written as

$$\text{Pf}(a_1, \cdots, a_m, \ast)\text{Pf}(\ast) = \sum_{j=2}^{m} (-1)^j \text{Pf}(a_1, a_j, \ast)\text{Pf}(a_2, \cdots, \hat{a}_j, \cdots, a_m, \ast), \quad (2.3a)$$

$$\text{Pf}(a_1, \cdots, a_m, \ast)\text{Pf}(\ast, 2n) = \sum_{j=1}^{m} (-1)^{j-1} \text{Pf}(a_j, \ast)\text{Pf}(a_1, \cdots, \hat{a}_j, \cdots, a_m, \ast, 2n), \quad (2.3b)$$

where $\{\ast\} = \{1, \cdots, 2n\}$ and $\{\ast\} = \{1, \cdots, 2n - 1\}$.

Since the discrete integrable system and discrete Pfaffian tau functions are the main objects considered, some basic formulae for the discrete Pfaffian elements should be introduced. One is the discrete Gram-type Pfaffian. If $\text{Pf}(i^*, j^*) = \text{Pf}(i, j) + \lambda \text{Pf}(a, b, i, j)$ ($\lambda \in \mathbb{C} \setminus \{0\}$) and $\text{Pf}(a, b) = 0$, then

$$\text{Pf}(1^*, \cdots, 2n^*) = \text{Pf}(1, \cdots, 2n) + \lambda \text{Pf}(a, b, 1, \cdots, 2n). \quad (2.4)$$
Moreover, if we further have \( \text{Pf}(a, i^*) = \text{Pf}(a, i) + \lambda \text{Pf}(b, i) \), then
\[
\text{Pf}(a, 1^*, \cdots, 2n - 1^*) = \text{Pf}(a, 1, \cdots, 2n - 1) + \lambda \text{Pf}(b, 1, \cdots, 2n - 1). \tag{2.5}
\]

Another discrete Pfaffian is called the Wronski-type, which is also called as the addition formula for Pfaffians \([17, 26]\). The elements in this case satisfy
\[
\text{Pf}(i^*, j^*) = \lambda^2 \text{Pf}(i, j) + \lambda \text{Pf}(i + 1, j) + \lambda \text{Pf}(i, j + 1) + \text{Pf}(i + 1, j + 1),
\]
and the addition formula gives
\[
\text{Pf}(1^*, \cdots, 2n^*) = \text{Pf}(c, 1, \cdots, 2n + 1), \text{ where Pf}(c, i) = (-\lambda)^{i-1}. \tag{2.6}
\]

Furthermore, if we have \( \text{Pf}(d, i^*) = \lambda \text{Pf}(d, i) + \text{Pf}(d, i + 1) \), then
\[
\text{Pf}(d, 1^*, \cdots, 2n - 1^*) = \text{Pf}(d, c, 1, \cdots, 2n), \text{ where Pf}(d, c) = 0. \tag{2.7}
\]

Please refer to \([18, 26]\) for more details about the Wronski-type discrete Pfaffians.

### 3. Condensation algorithms for Pfaffian and integrable lattices

In this section, we consider two integrable lattices which could be regarded as condensation algorithms for Pfaffians. The first one comes from the famous Miwa equation or so-called discrete BKP (dBKP) equation, which has been extensively studied in soliton theory. Its discrete soliton solutions were exhibited in \([34]\) and recently the molecule solutions, i.e. the solutions with special initial values, were given in \([4]\). Interestingly, this lattice equation was also proposed in combinatorics and named as the cube recurrence \([28]\). Its Laurent property was shown by Fomin and Zelevinsky \([15]\) and corresponding combinatorial objects called groves were given in \([3]\). We consider its Bäcklund transformation as a condensation algorithm for Pfaffians. The other integrable lattice algorithm we consider here is the Toda lattice of discrete DKP type, which is a coupled lattice equation. This lattice equation was proposed when we studied the Pfaffian sequence transformations \([5]\) and the integrability conditions such as Bäcklund transformation and Lax pair were shown as well.

We can see that these two lattice equations are totally different but they are all efficient to compute the values of Pfaffians.

#### 3.1. A condensation algorithm for Pfaffian—an integrable lattice of B-type

Let’s start with the famous Miwa equation
\[
\tau_{n}^{k+1,l+1} - \tau_{n}^{k,l+1} - \tau_{n+1}^{k,l+1} = \tau_{n-1}^{k+1,l+1} - \tau_{n+1}^{k+1,l} - \tau_{n-1}^{k,l+1}, \tag{3.1}
\]
where we take the discrete step length as 1.

As demonstrated in \([4]\), with initial values \( \tau_{-1}^{k,l} = 0, \tau_{0}^{k,l} = 1, \tau_{1}^{k,l} = \text{Pf}(d_0, 0)^{k,l} \) and \( \tau_{2}^{k,l} = \text{Pf}(0, 1)^{k,l} \), where \( \text{Pf}(d_0, 0)^{k,l} \) and \( \text{Pf}(0, 1)^{k,l} \) are some functions given, this lattice equation admits the following Pfaffian tau-functions
\[
\tau_{2n}^{k,l} = \text{Pf}(0, \cdots, 2n - 1)^{k,l}, \quad \tau_{2n+1}^{k,l} = \text{Pf}(d_0, 0, \cdots, 2n)^{k,l},
\]
where the Pfaffian elements satisfy the discrete evolutions
\[
\begin{align*}
\text{Pf}(d_0, i)^{k+1,l} & = \text{Pf}(d_1, i)^{k,l}, \\
\text{Pf}(i, j)^{k+1,l} & = \text{Pf}(i, j)^{k,l} + \text{Pf}(d_0, d_1, i, j)^{k,l}, \\
\text{Pf}(d_0, i)^{k,l+1} & = \text{Pf}(d_0, i)^{k,l} + \text{Pf}(d_0, i + 1)^{k,l}, \\
\text{Pf}(i, j)^{k,l+1} & = \text{Pf}(i, j)^{k,l} + \text{Pf}(i + 1, j)^{k,l} + \text{Pf}(i, j + 1)^{k,l} + \text{Pf}(i + 1, j + 1)^{k,l}.
\end{align*}
\]

It can be verified directly by using the bilinear identities (2.3a) and (2.3b) with the help of discrete Pfaffian elements introduced in (2.4)-(2.7). Unfortunately, although we can give them explicit solutions, this scheme is not applicable to iterate, so it is not helpful in the construction of algorithm and we leave it here without proof; please refer to [4] for some hints of verification. In other words, if we get the values of \(\tau_{n-1}^{k,l}\) and \(\tau_{n}^{k,l}\) for all \(k, l \in \mathbb{Z}\), we need to solve a first-order difference equation to obtain the values \(\tau_{n+1}^{k,l}\) (See Fig. 2), which are not easy to ensure the uniqueness of the solutions even though all of the initial values are well set.

![Figure 2. The graphic explanation for B-Toda lattice: One can hardly compute the explicit value for the points at the top.](image_url)

One needs to consider whether there is any explicitly iterative algorithm to compute the value of a Pfaffian. A possible way is to rotate the thickly dashed parallelogram (so as the corresponding hexahedron), and make one of the vertices at the top, two at the middle, and the rest one at the bottom. In this case, we can explicitly compute the value at the top if the values of the lower levels are known. In fact, this kind of realisation is equivalent to consider the Bäcklund transformation of the lattice equation. As is known, the Bäcklund transformation of the discrete BKP equation was given by Gilson et al [16], and later it was called as the generalised Lotka-Volterra equation [4]

\[
\tau_{n+2}^{k,l} \tau_{n-1}^{k+1,l+1} - \tau_{n}^{k+1,l+1} \tau_{n+1}^{k,l+1} = \tau_{n}^{k+1,l+1} \tau_{n+1}^{k,l} - \tau_{n+1}^{k+1,l} \tau_{n+1}^{k,l+1}.
\]

The reasons we call it as the generalised Lotka-Volterra lattice are: (1) Just as the Lotka-Volterra lattice is the Bäcklund transformation of the Toda lattice, the generalised Lotka-Volterra lattice is the Bäcklund transformation of the B-Toda lattice; (2) If we dismiss the discrete variables \(k\) or \(l\), it looks similar to the full discrete Lotka-Volterra equation. The solution of this lattice is given in the following proposition.
Proposition 3.1. The solutions of the generalised Lotka-Volterra equation (3.2) are given by
\[ \tau_{2n}^{k,l} = Pf(0, \cdots, 2n-1)^{k,l}, \quad \tau_{2n+1}^{k,l} = Pf(d,0, \cdots, 2n)^{k,l} \]
with the discrete Pfaffian evolutions satisfying
\[
\begin{align*}
Pf(d,i)^{k+1,l} &= Pf(d,i+1)^{k,l}, \\
Pf(i,j)^{k+1,l} &= Pf(i+1,j+1)^{k,l}, \\
Pf(d,i)^{k,l+1} &= Pf(d,i)^{k,l} + Pf(d,i+1)^{k,l}, \\
Pf(i,j)^{k,l+1} &= Pf(i,j)^{k,l} + Pf(i+1,j)^{k,l} + Pf(i,j+1)^{k,l} + Pf(i+1,j+1)^{k,l}.
\end{align*}
\]
\[(3.3)\]
Moreover, the initial values of the equation are given by \(\tau_{-1}^{k,l} = 0, \tau_{0}^{k,l} = 1, \tau_{1}^{k,l} = Pf(d,i)^{k,l}\) and \(\tau_{2}^{k,l} = Pf(0,1)^{k,l}\) for all \(k, l \in \mathbb{Z}_{\geq 0}\).

Proof. The proof of this proposition is based on the discrete Wronskian-type Pfaffian and the bilinear identities. Although some hints have been demonstrated in [4], for self-consistency, we give more details about the proof and the ideas would be used later. According to the Wronskian-type Pfaffian formulae (2.6) and (2.7), we know another label \(c\) should be introduced such that Pf\((d,c) = 0\) and Pf\((c,i) = (-1)^{i}\). Then from the discrete evolutions (3.3), one has
\[
\begin{align*}
\tau_{2n}^{k,l+1} &= Pf(c,0, \cdots, 2n)^{k,l}, \\
\tau_{2n+1}^{k,l+1} &= Pf(d,c,0, \cdots, 2n+1)^{k,l}, \\
\tau_{2n}^{k+1,l+1} &= Pf(1, \cdots, 2n)^{k,l}, \\
\tau_{2n+1}^{k+1,l+1} &= Pf(d,1, \cdots, 2n+1)^{k,l}, \\
\tau_{2n}^{k+1,l+1} &= -Pf(c,1, \cdots, 2n+1)^{k,l}, \\
\tau_{2n+1}^{k+1,l+1} &= -Pf(d,c,1, \cdots, 2n+2)^{k,l}.
\end{align*}
\]
\[(3.4)\]
Using the bilinear identity (2.3a) by taking \(\{a_{1}, a_{2}, a_{3}, a_{4}\}\) as \(\{d,c,0,2n+1\}\) and \(\{*\}\) as \(\{1, \cdots, 2n\}\), we can be lead to the bilinear identity
\[
\frac{\tau_{2n+2}^{k,l} \tau_{2n-1}^{k+1,l+1}}{\tau_{2n+1}^{k,l+1}} = -\frac{\tau_{2n}^{k+1,l+1} \tau_{2n+1}^{k,l+1}}{\tau_{2n+2}^{k,l+1}} + \frac{\tau_{2n}^{k,l+1} \tau_{2n+1}^{k+1,l}}{\tau_{2n+2}^{k,l}} + \frac{\tau_{2n}^{k,l} \tau_{2n+1}^{k+1,l+1}}{\tau_{2n+2}^{k+1,l}} + \frac{\tau_{2n}^{k+1,l} \tau_{2n+1}^{k,l+1}}{\tau_{2n+2}^{k,l+1}}.
\]
Similarly, if we make the use of bilinear identity (2.3b) by taking \(\{a_{1}, a_{2}, a_{3}\}\) as \(\{d,c,0\}\) and \(\{*\}\) as \(\{1, \cdots, 2n-1\}\), it reads
\[
\frac{\tau_{2n+1}^{k,l} \tau_{2n-2}^{k+1,l+1}}{\tau_{2n}^{k,l+1}} = -\frac{\tau_{2n-1}^{k+1,l+1} \tau_{2n}^{k,l+1}}{\tau_{2n+1}^{k,l+1}} + \frac{\tau_{2n-1}^{k,l+1} \tau_{2n+1}^{k,l}}{\tau_{2n}^{k,l}} + \frac{\tau_{2n}^{k,l} \tau_{2n+1}^{k+1,l}}{\tau_{2n+1}^{k+1,l+1}} + \frac{\tau_{2n}^{k+1,l} \tau_{2n+1}^{k,l+1}}{\tau_{2n+1}^{k,l+1}}.
\]
Combining these gives the equation (3.2). \(\square\)

Remark 3.2. It is remarkable that the 14-point scheme demonstrated by King and Schief [21] can be realised by using one B-Toda lattice (3.1) (8-points scheme) and Bäcklund transformation (3.2) in three different directions (in every direction 2 points are added).

3.1.1. Why is it a condensation algorithm for the Pfaffian? The process is divided into two parts.

(1) Preparation of Data. Introducing quadruplets Pf\((i,j,k,l)\) to denote the Pfaffian elements Pf\((i,j)^{k,l}\). Let’s consider a \(2N \times 2N\) skew symmetric matrix \(\{a_{i,j}\}_{i,j=0}^{2N-1}\) and store the elements \(a_{i,j}\) as Pf\((i,j,0,0)\). Following the discrete evolution relation (3.3), one can iteratively obtain Pf\((i,j,k,0)\) := Pf\((i+k, j+k, 0, 0)\) for \(1 \leq k \leq 2N-2\) and
\[
Pf(i,j,k,l) := Pf(i,j,k,l-1) + Pf(i+1,j,k,l-1) + Pf(i,j+1,k,l-1) + Pf(i+1,j+1,k,l-1)
\]
for \(1 \leq k+l \leq 2N-2\). Therefore, information about Pf\((0,1,k,l)\) are stored for \(0 \leq k+l \leq 2N-2\). Introduce triplets \(D(i,k,l)\) to take the place of Pf\((d_{0},i)^{k,l}\), which are totally independent with
Pf(i,j,k,l) (c.f. (3.3)). We can assume that there be 2N free parameters \( \{ \alpha_i \}_{i=0}^{2N-1} \), such that \( \mathcal{D}(i,0,0) = \alpha_i \). Following (3.3), we know that \( \mathcal{D}(i,k,0) := \mathcal{D}(i+k,0,0) \) and \( \mathcal{D}(i,k,l) := \mathcal{D}(i,k,l-1) + \mathcal{D}(i+1,k,l-1) \). Therefore, we get enough information about \( \mathcal{D}(0,k,l) \) for 0 \( k + l \leq 2N - 2 \) for iteration.

(2) Iteration. Being well prepared, we now take \( \phi_{n}^{k,l} := x_{2n}^{k,l} \) and \( \psi_{n}^{k,l} := \tau_{2n+1}^{k,l} \) and initial values \( \phi_{0}^{k,l} = 1, \phi_{1}^{k,l} = \text{Pf}(0,1,k,l) \) and \( \psi_{0}^{k,l} = \mathcal{D}(0,k,l) \). By realising that the equation (3.2) can be split into two equations

\[
\psi_{n}^{k,l} \phi_{n-1}^{k+1,l+1} = -\psi_{n-1}^{k+1,l} \phi_{n}^{k,l+1} + \psi_{n-1}^{k+1,l} \phi_{n}^{k,l} + \phi_{n-1}^{k,l} \psi_{n}^{k+1,l},
\]

(3.5a)

\[
\phi_{n+1}^{k,l} \psi_{n-1}^{k+1,l+1} = -\phi_{n}^{k+1,l} \psi_{n+1}^{k,l+1} + \phi_{n}^{k+1,l} \psi_{n+1}^{k,l} + \psi_{n}^{k,l} \phi_{n+1}^{k+1,l},
\]

(3.5b)

one can use the equation (3.5a) to obtain \( \psi_{1}^{k,l} \) and use (3.5b) to obtain \( \phi_{1}^{k,l} \), etc.. The value of \( \phi_{N}^{0,0} \) is the goal for iteration, to obtain the exact value of a Pfaffian of order \( N \).

The computational cost is mainly from the preparation process and the algorithm needs about \( O(N^4) \) floating-point operations. We demonstrate a one-step process in Fig 3.

![Figure 3. The graphic explanation for Generalised Lotka-Volterrra lattice: The exact value of the point at the top will be explicitly obtained if enough initial values are given.](image)

An illustrating example: Consider the easiest example Pf\((a_{i,j})^{2}_{i,j=0}\) with Pfaffian elements \( a_{i,j} = -a_{j,i} \) and introduce the free parameters \( \alpha_i = 1 \). Some simple computations tell us that \( \psi_{0}^{k,l} = 2! \), and \( \phi_{1}^{0,0} = a_{0,1}, \phi_{1}^{1,0} = a_{1,2}, \phi_{1}^{0,1} = a_{1,2} + a_{0,2} + a_{0,1}, \phi_{1}^{1,1} = a_{2,3} + a_{1,3} + a_{1,2} \), and \( \phi_{1}^{0,2} = a_{2,3} + 2a_{1,3} + 3a_{1,2} + 2a_{0,2} + a_{0,3} + a_{0,1} \), which are the preparations for the iterations. Now we can compute \( \psi_{1}^{0,0} = -\phi_{1}^{0,1} + 2\phi_{1}^{0,0} + 2\phi_{1}^{1,0} = a_{0,1} - a_{0,2} + a_{1,2}, \psi_{1}^{1,1} = -2\phi_{1}^{0,2} + 4\phi_{1}^{0,1} + 4\phi_{1}^{1,1} = 2(a_{2,3} + a_{1,2} - a_{0,3} + a_{0,1}) \) and \( \psi_{1}^{1,0} = -\phi_{1}^{1,1} + 2\phi_{1}^{1,0} + 2\phi_{1}^{2,0} = a_{1,2} - a_{1,3} + a_{2,3} \). Putting them into (3.5b), we can get \( \phi_{2}^{0,0} = a_{0,3}a_{2,3} - a_{0,2}a_{1,3} + a_{0,3}a_{1,2} \), which coincides with the expansion of the second order Pfaffian.

In fact, regarding the lattice equation (3.2) and discrete evolutions (3.3), we simply took the \( \lambda = 1 \) in the discrete Wronskian formulae (c.f. eqs. (2.6)-(2.7)). However, we can keep the parameter
\( \lambda \) inside the Pfaffian elements, and then the system can be generalised to the one involving a relaxation parameter. Consider \( \lambda \in \mathbb{C} \setminus \{0\} \) and the discrete evolutions

\[
\text{Pf}(d, i)^{k+1,l} = \text{Pf}(d, i+1)^{k,l},
\]

\[
\text{Pf}(i, j)^{k+1,l} = \text{Pf}(i+1, j)^{k,l},
\]

\[
\text{Pf}(d, i)^{k+1,l} = \lambda \text{Pf}(d, i)^{k,l} + \text{Pf}(d, i+1)^{k,l},
\]

\[
\text{Pf}(i, j)^{k+1,l} = \lambda^2 \text{Pf}(i, j)^{k,l} + \lambda \text{Pf}(i+1, j)^{k,l} + \text{Pf}(i+1, j+1)^{k,l} + \text{Pf}(i+1, j+1),
\]

then the discrete evolutions of the tau functions should be the same with (3.4) except

\[
\tau_{2n+1}^{k+1,l+1} = -\lambda^{-1}\text{Pf}(c, 1, \ldots, 2n+1)^{k,l}, \quad \tau_{2n+1}^{k+1,l+1} = -\lambda^{-1}\text{Pf}(d, c, 1, \ldots, 2n+2)^{k,l}.
\]

Following the proof in Proposition 3.1 and using bilinear identities backwards, one can find the following iteration scheme

\[
\begin{align*}
\tau_{2n+2}^{k,l} & = \tau_{2n+1}^{k+l+1} + \lambda \tau_{2n+1}^{k+2} - \lambda \tau_{2n+1}^{k+1} + \tau_{2n+1}^{k+2} + \tau_{2n+1}^{k+1}, \\
\tau_{2n+1}^{k,l} & = \tau_{2n}^{k+l+1} + \lambda \tau_{2n}^{k+1} - \lambda \tau_{2n}^{k} + \tau_{2n}^{k+1} + \tau_{2n}^{k}.
\end{align*}
\]

(3.6)

We call the parameter \( \lambda \) as the relaxation factor and when \( \lambda = 1 \), it reduces to the original algorithm.

### 3.2. Another condensation algorithm for Pfaffian—an integrable lattice of D-type.

This part is devoted to another condensation algorithm for the Pfaffian. This integrable lattice was firstly proposed by considering a reasonable acceleration for the Pfaffian sequence transformation with its integrability [5]. Unlike the generalised Lotka-Volterra lattice, which could be written as a unified bilinear recurrence relation, the integrable lattice related to the DKP equation can only be written in a coupled formalism. The main results are stated as following proposition.

**Proposition 3.3.** The Toda lattice of DKP type admits the form

\[
\sigma_n^{k,l} = \frac{\text{Pf}(0, 1)^{k,l}}{\text{Pf}(d_0, d_1)^{k,l}}, \quad \sigma_n^{k,l} = \text{Pf}(d_0, d_1, \ldots, 2n-1)^{k,l}
\]

with the Pfaffian elements satisfying

\[
\begin{align*}
\text{Pf}(d_0, d_1)^{k,l} &= 0, \quad \text{Pf}(d_0, d_1)^{k,l} = 1, \\
\text{Pf}(d_1, i)^{k+1,l} &= \text{Pf}(0, i+1)^{k,l} - \text{Pf}(0, i)^{k,l}, \\
\text{Pf}(i, j)^{k+1,l} &= \text{Pf}(i, j)^{k,l} - \text{Pf}(i+1, j)^{k,l} + \text{Pf}(i+1, j+1)^{k,l}, \\
\text{Pf}(d_1, i)^{k+1,l} &= \text{Pf}(d_1, i+1)^{k,l} + \text{Pf}(0, i)^{k,l}, \\
\text{Pf}(d_1, i)^{k+1,l} &= \text{Pf}(d_1, i+1)^{k,l} + \text{Pf}(0, i+1)^{k,l}.
\end{align*}
\]

(3.8a)

(3.8b)

(3.8c)

(3.8d)

(3.8e)

**Proof.** The key point is to make the use of (2.2). By abstracting the second line by the first one and continuing the process, one can find

\[
\text{Pf}(0, \ldots, 2n-1) = \text{Pf}(d_1, d_0^*, \ldots, 2n-2^*),
\]
where \( \text{Pf}(d_1, i^*) = \text{Pf}(0, i + 1) - \text{Pf}(0, i) \) and \( \text{Pf}(i^*, j^*) = \Delta_1 \Delta_2 \text{Pf}(i, j) \), with notations \( \Delta_1 \text{Pf}(i, j) = \text{Pf}(i + 1, j) - \text{Pf}(i, j) \), \( \Delta_2 \text{Pf}(i, j) = \text{Pf}(i, j + 1) - \text{Pf}(i, j) \). Such observations lead to the discrete evolutions (3.8b)-(3.8c). Therefore, by discrete evolutions (3.8a)-(3.8e), one can find

\[
\text{Pf}(d_0, 0, \cdots, 2n)^{k,l} = \tau_n^{k,l+1}, \quad \text{Pf}(0, \cdots, 2n)^{k,l} = \tau_n^{k+1,l}, \quad \text{Pf}(d_1, 1, \cdots, 2n)^{k,l} = \tau_n^{k,l-1} - \tau_n^{k+1,l},
\]

\[
\text{Pf}(0, 1, \cdots, 2n+1)^{k,l} = \sigma_n^{k+1,l} - \tau_n^{k,l+1} + \tau_n^{k+1,l}.
\]

Making use of the Pfaffian identity (2.3a) with \( \{a_1, a_2, a_3, a_4\} = \{d_0, d_1, 0, 2n + 1\} \) and \( \{\ast\} = \{1, \cdots, 2n\} \) and identity (2.3b) with \( \{a_1, a_2, a_3\} = \{d_0, d_1, 0\} \) and \( \{\ast\} = \{1, \cdots, 2n - 1\} \), one can verify that the Pfaffian tau functions with the given discrete evolutions satisfy the integrable lattice.

It’s not surprising that (3.7a)-(3.7b) can be used for computing the value of Pfaffian since it has been utilised as an iterative algorithm in convergent acceleration algorithm. As before, we would show how to realise it as a condensation algorithm. Let’s consider a second order Pfaffian \( \text{Pf}(i, j, 0, 0) = a_{i,j} \). Then we can set \( \text{pf}(i, j, k, 0) := \text{pf}(i + k, j + k, 0, 0) \) for \( 1 \leq k \leq 2N - 1 \) and

\[
\text{pf}(i, j, k, l) := \text{pf}(i, j, k, l - 1) - \text{pf}(i, j + 1, k, l - 1) - \text{pf}(i + 1, j, k, l - 1) + \text{pf}(i + 1, j + 1, k, l - 1)
\]

for \( 1 \leq k + l \leq 2N - 1 \). Therefore, by setting the initial values

\[
\tau_0^{k,l} = 1, \quad \tau_1^{k,l} = \text{pf}(0, 1, k, l), \quad \sigma_n^{k,l} = 0,
\]

the equation (3.7a) would give us the exact value of \( \sigma_1^{k,l} \) and (3.7b) would give us the value of \( \tau_2^{k,l} \), etc. Iterating the values of \( \sigma \) and \( \tau \) repeatedly, we would finally obtain the results of \( \tau_n^{0,0} \), as expected. The computational cost is mainly from the storage the values for \( \text{pf}(0, 1, k, l) \), which cost \( O(N^4) \) floating-point operations.

An illustrating example: Let’s consider a second order Pfaffian \( \text{Pf}(a_{i,j})_{i,j=0}^3 \) with \( a_{i,j} = -a_{j,i} \), then we know \( \tau_0^{0,0} = a_{0,1}, \tau_0^{0,1} = a_{1,2} - a_{0,2} + a_{0,1}, \tau_0^{1,0} = a_{1,2}, \tau_0^{1,1} = a_{2,3} - a_{1,3} + a_{1,2}, \tau_0^{2,0} = a_{2,3} \) and \( \tau_0^{0,2} = a_{2,3} - 2a_{1,3} + 3a_{1,2} + a_{0,3} - 2a_{0,2} + a_{0,1} \). Therefore, from equation (3.7a) we can compute \( \sigma_0^{0,1} = 2a_{0,1} - a_{0,2} \) and \( \sigma_1^{1,1} = 2a_{1,2} - a_{1,3} \), and then from equation (3.7b), we know that \( \tau_2^{0,0} = a_{0,1}a_{2,3} - a_{0,2}a_{1,3} + a_{0,3}a_{1,2} \).

Similarly, we can introduce a free parameter into the relations (3.8b)-(3.8c) and consider the following discrete evolutions

\[
\text{Pf}(d_1, i)^{k,l+1} = \text{Pf}(0, i + 1)^{k,l} + \lambda \text{Pf}(0, i)^{k,l},
\]

\[
\lambda^2 \text{Pf}(i, j)^{k,l+1} = \lambda^2 \text{Pf}(i, j)^{k,l} + \lambda \text{Pf}(i + 1, j)^{k,l} + \lambda \text{Pf}(i, j + 1)^{k,l} + \lambda \text{Pf}(i + 1, j + 1)^{k,l}.
\]

According to the proof of Proposition 3.3, this kind of evolution comes from the basic column/row transformations by adding the second line by the first line times \( \lambda \). By simply expanding the Pfaffian and making the use of discrete evolutions, one can find there are only two terms changed

\[
\text{Pf}(d_0, 1, \cdots, 2n + 1)^{k,l} = -\lambda \tau_n^{k+1,l+1}, \quad \text{Pf}(d_0, d_1, 1, \cdots, 2n)^{k,l} = -\lambda \sigma_n^{k+1,l} - \tau_n^{k,l+1} + \tau_n^{k+1,l}.
\]
Following Proposition 3.3, one can find a relaxation factor appeared in the algorithm
\[
\sigma_n^{k+1,l+1} = \tau_{n-1}^{k+1,l+1} - \lambda\tau_{n-1}^{k+1,l+2,k,l} - \tau_{n}^{k+1,l+1,k,l} - \lambda\sigma_n^{k+1,l+1} \tau_{n}^{k+1,l+1},
\]
\[
\tau_{n+1}^{k+1,l+2} = -\lambda^{-1}\sigma_n^{k+1,l+1} - \sigma_n^{k+1,l+1}\tau_{n+1}^{k+1,l+1} - \lambda^{-1}\tau_{n+1}^{k+1,l+1} - \lambda^{-1}\tau_{n+1}^{k+1,l+1},
\]
which reduces to (3.7a)-(3.7b) when \( \lambda = -1 \).

4. DISCRETISATION OF GRAM-TYPE PFÄFFIAN AND DISCRETE INTEGRABLE SYSTEM

In this part, we demonstrate another discretisation of integrable systems by using the discrete Pfaffian elements, to show the effectiveness of the method. In fact, the solution we consider in this part is a kind of determinant, but from the connection between special Pfaffian and determinant, we know that it can be dealt with the formulae by Pfaffian. The link between determinant and Pfaffian was elaborately discussed in, for example, [26, Section 2].

The lattice equation considered here is the C-Toda lattice [7, 24], which has a 2 + 1-dimensional generalisation
\[ D_t\tau_{n+1} \cdot \tau_n = \sigma_n^2, \quad D_t D_s\tau_{n+1} \cdot \tau_n = 4\sigma_{n+1} \sigma_n. \]  
(4.1)
It is remarkable that the equation could be iterated if the initial values are given; one can get the exact values of \( \tau_{n+1} \) from the first equation and that of \( \sigma_{n+1} \) from the second equation although a first-order ODE should be solved. Moreover, the solutions of this lattice equation have closed determinant forms [7]
\[ \tau_n = \det(I_{i,j})_{i,j=0,\ldots,n-1}, \quad \sigma_n = \det(I_{i,j})_{i=0,\ldots,n,j=0,\ldots,n-1} \]
with the time evolutions
\[ \frac{\partial}{\partial t} I_{i,j} = I_{i+1,j} + I_{i,j+1}, \quad \frac{\partial}{\partial s} I_{i,j} = \alpha_i \alpha_j, \quad \frac{\partial}{\partial t} \alpha_i = \alpha_{i+1}. \]  
(4.2)
The Pfaffian version of the solutions was given in [24] by recognising that
\[ \tau_n = Pf(0, \ldots, n-1, n-1^*, \ldots, 0^*), \quad \sigma_n = (-1)^n Pf(d_0, 0, \ldots, n-1, n^*, \ldots, 0^*) \]
with Pfaffian entries \( Pf(i, j) = Pf(i^*, j^*) = Pf(d_0, i) = 0, Pf(i, j^*) = I_{i,j} \) and \( Pf(d_0, i^*) = \alpha_i \). With these notations, the time evolution relations (4.2) could be rewritten in terms of Pfaffian as
\[ \partial_t Pf(i, j^*) = Pf(i+1, j^*) + Pf(i, j+1^*), \quad \partial_t Pf(d_0, i^*) = Pf(d_0, i + 1^*), \]  
(4.3a)
\[ \partial_s Pf(i, j^*) = Pf(d_0, d_0^*, i, j^*) \]  
(4.3b)
with \( Pf(d_0, i) = \alpha_i \), according to the symmetric property. Then we discretise the time evolutions of the Pfaffian elements. To demonstrate it clearly, we denote the notations by the correspondence \((s, t) \leftrightarrow (m, l)\). Using the discretisation technique, we could construct the discrete evolutions in direction \( l \) as
\[ Pf(i, j^*)^{m,l+1} = Pf(i, j^*)^{m,l} - Pf(i+1, j^*)^{m,l} - Pf(i, j+1^*)^{m,l} + Pf(i+1, j+1^*)^{m,l}, \]
\[ Pf(d_0, i^*)^{m,l+1} = Pf(d_0, i + 1^*)^{m,l} - Pf(d_0, i^*)^{m,l}, \]
which could be regarded as the discretisation of relation (4.3a). Regarding relation (4.3b), one could discretise it by
\[ Pf(i, j^*)^{m+1,l} = Pf(d_0, d_0^*, i, j^*)^{m,l} - Pf(i, j^*)^{m,l}. \]
Therefore, if we define the discrete Pfaffian \( \tau \)-function as

\[
\tau^m_N = \text{Pf}(0, \ldots, N - 1, N - 1^*, \ldots, 0^*)^m, \quad \sigma^m_N = \text{Pf}(d_0, 0, \ldots, N - 1, N^*, \ldots, 0^*)^m,
\]

and due to the addition formula for discrete Pfaffians (2.6)-(2.7), one could further obtain the following relations

\[
\begin{align*}
\text{Pf}(d_0, 0, \ldots, N - 1, N - 1^*, \ldots, 0^*)^m & = \tau^m_N - \tau^m_{N-1}, \\
\text{Pf}(c_0, c_0^*, 0, \ldots, N - 1, N - 1^*, \ldots, 0^*)^m & = \tau^m_{N-1}, \\
\text{Pf}(d_0, c_0, c_0^*, 0, \ldots, N - 1, N^*, \ldots, 0^*)^m & = \sigma^m_{N-1},
\end{align*}
\]

where Pfaffian entries

\[
\begin{align*}
\text{Pf}(c_0, i^*)^m & = \text{Pf}(c_0, i^*)^m = 1, \\
\text{Pf}(c_0, c_0^*)^m & = \text{Pf}(c_0, i^*)^m = \text{Pf}(c_0, i^*)^m = 0.
\end{align*}
\]

By using the Pfaffian identity (2.3a) with \( \{ \ast \} = \{ 0, \ldots, N - 1, N - 1^*, \ldots, 0^* \} \), one could get

\[
\tau^m_{N+1} - \tau^m_N - \tau^m_{N-1} = (\sigma^m_N)^2
\]

(4.4)

if \( \{ a_0, a_1, a_2, a_3 \} = \{ d_0, d_0^*, N, N^* \} \) is chosen. Moreover, taking \( \{ a_0, a_1, a_2, a_3 \} = \{ d_0, d_0^*, c_0, c_0^* \} \) and denoting a new variable

\[
\xi^m_N = \text{Pf}(c_0, d_0^*, 0, \ldots, N, N^*, \ldots, 0^*),
\]

one gets another equation

\[
\tau^m_N \xi^m_{N-1} + \xi^m_N \tau^m_{N-1} = (\xi^m_{N-1})^2.
\]

(4.5)

It should be noted that \( \xi^m_N \) is a new variable which seems not appear in the continuous equation (4.1). To make it closed, it is obvious that we need more relations between the auxiliary variables \( \xi \), \( \sigma \) and the tau function \( \tau \). Therefore, a higher order Pfaffian identity is needed at this stage. By using the identity (2.3a), and taking \( \{ \ast \} \) as \( \{ 0, \ldots, N - 1, N - 1^*, \ldots, 0^* \} \) and \( \{ a_0, \ldots, a_3 \} \) as \( \{ d_0, d_0^*, c_0, c_0^*, N, N^* \} \), the identity demonstrates the following relation

\[
\tau^m_{N+1} \tau^m_N - \tau^m_{N-1} \tau^m_{N-1} = \sigma^m_N \sigma^m_{N-1} - \xi^m_N \xi^m_{N-1}.
\]

(4.6)

With the help of equations (4.4), (4.5) and (4.6), one can derive the following equation

\[
\tau^m_{N+1} \tau^m_{N-1} - \tau^m_{N+1} \tau^m_{N-1} = \sigma^m_N \sigma^m_{N-1} + \xi^m_N \xi^m_{N-1}.
\]

(4.7)

Therefore, by eliminating the term \( \sigma^m_N \sigma^m_{N-1} \) from equations (4.6) and (4.7), it results in the equation

\[
\tau^m_{N+1} \tau^m_{N-1} - \tau^m_{N+1} \tau^m_{N-1} = \tau^m_{N+1} \tau^m_{N-1} + \tau^m_{N+1} \tau^m_{N-1} = 2\xi^m_N \xi^m_{N-1}.
\]

(4.8)

It is remarkable equations (4.5) and (4.8) could be regarded as a discretisation of 2+1 dimensional C-Toda lattice (4.1). Furthermore, these two equations could be written in terms of \( \tau \) only, and it results in

\[
4(\tau^m_N \tau^m_{N-1} - \tau^m_{N+1} \tau^m_{N-1})(\tau^m_N \tau^m_{N-1} - \tau^m_{N+1} \tau^m_{N-1}) = (\tau^m_N \tau^m_{N-1} + \tau^m_{N+1} \tau^m_{N-1} - \tau^m_{N+1} \tau^m_{N-1} - \tau^m_{N+1} \tau^m_{N-1})^2.
\]
This equation is equivalent to the discrete CKP equation [1, 31]
\[
4\left(\tau_{N+1}^{m,l} - \tau_{N+1}^{m+1,l+1} - \tau_{N}^{m,l} + \tau_{N}^{m+1,l+1}\right)
= \left(\tau_{N}^{m,l} - \tau_{N+1}^{m,l+1}\right)^2
\]
via the affine transformation \(\tau_{N}^{m,l} \mapsto \tau_{N-l}^{m,l}\). To conclude, we state the following proposition.

**Proposition 4.1.** The discrete C-Toda (dCKP) lattice
\[
4\left(\tau_{N+1}^{m,l} - \tau_{N+1}^{m+1,l+1} - \tau_{N}^{m,l} + \tau_{N}^{m+1,l+1}\right)
= \left(\tau_{N}^{m,l} - \tau_{N+1}^{m,l+1}\right)^2
\]

admits the following solution
\[
\tau_{N}^{m,l} = Pf(0, \cdots, N-1, N-1^{*}, \cdots, 0^{*})^{m,l},
\]
where the Pfaffian elements satisfy
\[
Pf(i, j)^{m,l} = Pf(i, j + 1^{*})^{m,l} - Pf(i, j^{*})^{m,l} - Pf(i, j + 1^{*})^{m,l} + Pf(i + 1, j + 1^{*})^{m,l},
\]
\[
Pf(i, j)^{m+1,l} = Pf(d_0, d_0^{*}, i, j^{*})^{m,l} - Pf(i, j^{*})^{m,l}, Pf(d_0, d_0^{*}, i^{*})^{m,l+1} = Pf(d_0, i + 1^{*})^{m,l} - Pf(d_0, i^{*})^{m,l}.
\]

The equation (4.9) is still an 8-point scheme, whose lattice points are the same with those given in (3.1). Moreover, the discrete evolutions of the Pfaffian elements are almost the same with (3.3). These facts imply that there should be some unified relation between these eight vertices, and it may lead to different lattice equations when different interactions are imposed.

## 5. Concluding Remarks

In this work, we mainly proposed two condensation algorithms for Pfaffians and relaxation factors are introduced in the algorithms as well. As we’ve shown, the computational cost of the algorithm is of \(O(N^4)\) floating operations, and therefore, the importance of the algorithms doesn’t lie in themselves, but a better understanding of the interactions between discrete integrable systems and algebraic combinatorics. The relaxation factors in the iteration processes (3.6) and (3.9) could not result in the \(\lambda\)-Pfaffian if we consider the exact value of \(\tau_{2n,0}^{0,0}\). Therefore, how to correctly propose the concept of \(\lambda\)-Pfaffian and how to relate it to the combinatorics objects are still unknown to us; we leave it for our future study.

Another interesting question is about the reduction to 1-dimensional lattice. For example, as the Toda lattice can be iterated and its solution can be explicitly expressed as determinant, if one consider the reduction \(\tau_{n}^{k,l} := \hat{\tau}_{n+2k+2l}\) where \(\tau_{n}^{k,l}\) is the tau-function in (1.1), then \(\{\hat{\tau}_{\ell}\}\) satisfy a Somos-4 sequence
\[
\hat{\tau}_{\ell} \hat{\tau}_{\ell+4} = \hat{\tau}_{\ell+1} \hat{\tau}_{\ell+3} + \hat{\tau}_{\ell+2}^2.
\]

The exact Hankel determinant solution was given by [6, 20]. The solution of the Somos-5 sequence is then given by [8] and the key idea is to make use of the Bäcklund transformation of the Somos-4 sequence. It can be made as a reduction from the fully discrete Lotka-Volterra lattice. Although a sigma-function solution of the Somos-6 sequence was given in [14], it is still unknown for us about the explicit Pfaffian solution. The choice of \(\tau_{n}^{k,l} \mapsto \hat{\tau}_{n+2k+4l}\) gives the reduction to the Somos-6 sequence
\[
\hat{\tau}_{\ell+6} \hat{\tau}_{\ell} = \hat{\tau}_{\ell+5} \hat{\tau}_{\ell+1} + \hat{\tau}_{\ell+4}^2 + \hat{\tau}_{\ell+2}^2.
\]
Moreover, for the generalised Lotka-Volterra lattice (3.2), if we set $\hat{\tau}_{n}^{k,l} := \hat{\tau}_{n+3k+5l-1}$, then the Somos-7 sequence

$$\hat{\tau}_{\ell+7}\hat{\tau}_{\ell} = \hat{\tau}_{\ell+6}\hat{\tau}_{\ell+1} + \hat{\tau}_{\ell+5}\hat{\tau}_{\ell+2} - \hat{\tau}_{\ell+4}\hat{\tau}_{\ell+3}$$

will be obtained. It is our future work to obtain the explicit Pfaffian solution for these Somos-6 and Somos-7 sequences.
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