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Abstract
In recent years, numerous troll accounts that manipulate social media sentiment have emerged. Due to the use of fake and automated accounts by businesses, abusers, and nation-state-sponsored troll farms, detecting and eliminating trolling is a crucial issue for social networking platforms. Various NLP techniques are used to extract information from social networking text, such as tweets on Twitter, to identify the messages originating from fake accounts. In this context, this paper implements and compares nine deep learning-based architectures for troll tweet detection, with three models for each BERT, ELMo, and GloVe word embedding model. The majority of BERT-based architectures improve the detection of trolling tweets, as demonstrated by experimental results. An ELMo-based architecture with a GRU classifier has the highest AUC for detecting troll messages. Future socially-based systems can utilize the proposed architectures to identify troll messages.
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1. Introduction
Recently, the growth and ubiquity of the Internet results in the construction of many social media environments, which specialize in communication services [1]. In addition to firms [2]–[4], the users [5] have used social media in an extensive diversity of countries. Furthermore, "being social" has been proved to be tremendously important for the relationship quality between users in the online environment instead of being a troll; this behavior might be assessed in a diversity of manners [6]–[8]. Trolls are individuals who generate the character of truly desiring to be part of a group at issue, delivering pseudo-sincere intents or containing professing, but their real intents are to make disruption and/or to activate or aggravate disagreement in online discourse [9], [10]. In some cases, a troll is described as the anti-social behavior feature of gaming groups and side discussion forums such as 4chan [11], [12]. Additionally, the trolls are part of a government-sponsored effort to spread deliberately false information about public health issues, such as vaccines and social justice, and political candidates [13]–[16]. Besides, people who generate or deceive arguments to sow mistrust and manipulate public opinion are trolling on sociopolitical platforms. [17]. Consequently, trolling is a malicious form of online behavior that disrupts public discourse and interactions, irritates conversational users, and attracts users to inconclusive conflict [18].

Over time, trolls' tactics shifted from employing aggressive speech to spreading false news, rumors, and misinformation [19]. In addition, trolling became an organized effort of trolling farms or user society from sporadic action of individuals, which organize the propagation of the content of the troll on social networking environments (SNEs), typically using the social automated program to increase by generating misunderstandings of consensus on a separate subject [20]. Government-sponsored trolling farms use an automated
program and fake accounts to generate troll content and manipulate community thoughts, making it challenging to detect and eliminate trolling in SNEs. These environments rely on moderators to ban/mute trolls and flag/delete troll content to circumvent this issue. Nevertheless, this manual remedy results in scalability, delayed activities, and subjective judgment [21], [22]. To address the limitations that are inherent in manual approaches, some detection software designed to operate automatically has been developed. The core functionality of these programs is founded on natural language processing (NLP) algorithms and artificial intelligence (AI) approaches, such as machine learning and deep learning, respectively. To put it another way, due to the importance of automatic troll detection, the researchers have implemented a number of well-known methods, such as sentimental and linguistic analysis [21], [23]–[26], social network analysis [27], [28], and metadata analysis [21], [29].

In this study, several model architectures using both NLP and deep learning techniques are developed to perform automatic detection of troll tweets. More specifically, a total of nine deep learning-based troll tweet detection architectures are implemented and compared, with three models for each of the three word embedding models: BERT, ELMo, and GloVe. The performance of each architecture is measured in terms of precision, recall, F1 score, area under the ROC curve (AUC), and classification accuracy. Troll tweet detection was improved across all architectures that use BERT models, according to the results of the experiments. Besides, it shows that GRU classifiers have the best AUC score for detecting troll tweet messages in an ELMo-based architecture.

The organization of this article is as follows. Section 2 presents relevant research on detecting troll tweets. The theoretical foundation of the various research methods used in this study is briefly explained in section 3. Section 4 provides an explanation of the proposed model architecture. Section 5 discusses the experiments that were performed and their results. Concluding observations are made in the final section.

2. Related Work

The troll detection task is very difficult since everyone can send trolling messages on the Internet [10]. The author of the [30], which analyzes the antecedents of personal trolling behavior, discovered that the use of both the debate and mood context can describe the behavior of trolling better than a person’s trolling history. According to a trolling study [14], which links to the Russian troll farm Internet Research Agency (IRA) and is sponsored by the state, a minor part of original trolling content for example hashtags, posts, memes, etc. is generated by trolls and for about a specific time of interest such as the Brexit referendum, they deeply involve in re-tweeting about a specific point in time of interest. Dissimilar state-sponsored approaches are found in a study into the activity of trolling during the US election in 2016. Trolls from Iran are the opposite of Trump whereas Internet Research Agency trolls are pro-Trump. To avoid easy detection of troll content on the Internet, these two troll farms are not consistent over time in spreading trolling content [31]. To permit constructive general discourse and a high degree of participation, one of the aims of communication-based social networking platforms is to detect trolling actions, which makes them unwilling to instantly externalize individuals showing the behaviors of trolling to keep away from perceptions of censorship and extreme control [21]. When considering the risk to the reliability of public view and the integrity of the online conversation generated by various
motives, forms, and types of trolls, the necessitate for automatic recognition of trolling in communication-based social networking platforms is obvious.

To address the trolling issue, many studies have been carried out to design troll detection algorithms. A sentiment and linguistic analysis are one of the methods to detect trolls since the contents of trolls are naturally textual in general and consist of a form of social media messages or comments that include provocative and virulent language. To distinguish trolling activities, a domain-adapting sentimental analysis is designed in [25]. In this study, linguistic, thread-level, user-level, and post-level features are used and encouraging results of detecting trolling about 70 percent of the time are obtained in an online forum. In addition, measurement of emotions and sentiments of messages aid to detect trolling on Twitter. To distinguish Twitter trolling more than 76 percent of the time, the authors of the [10] evaluate the abusive textual contents with other meta-data from troll messages. In [32], the authors reach an accuracy of 88.95%, recall of 93.12%, and precision of 86.88% by using an out-of-box sentimental analysis tool named VADER along with syntactic, lexical, and aggression analyzers when the Kaggle Twitter cyber-trolls dataset is used [23], [33]. The authors of [24] used a troll detection algorithm that analyzes the IRA Twitter writing style trolling that investigates the moral, sentimental, and emotional modifications illustrating an F1 score of 94%. A great deal of metadata about people that research also used towards detecting and learning the behavior of the trolls is provided by online and social media platforms. In [29] the authors generated two classifiers, enhancing the sentimental analysis that has data regarding the publication time of the troll messages (weekend, workday, nighttime, work time). The first classifier attempts to detect sponsored trolls which make manipulation the view of the users and the second one attempts to detect individualistic trolling which incites anger and gives offense to people. Parallel results of around 82% accuracy are obtained by two detection methods. In another study in [27], the authors obtain a precision of 51% by using the metadata in a greater communication-based social networking investigation of the Slashdot Zoo website when troll users are discriminated against. To distinguish real people from state-sponsored trolls and individual trolls, the authors of [28] implemented a different method to analyze the activity and effects of the users on Twitter. The authors of [34] propose an approach to detect troll tweets in English and Russian by reducing the detection process to authorship verification. The proposed method is evaluated using monolingual, cross-lingual, and bilingual training scenarios with multiple machine learning algorithms, such as deep learning. With AUCs of 0.877 and 0.82 for tweet classification in English and Russian test sets, respectively, bilingual learning achieves the best results.

3. Background

3.1. Word Embedding Methods

3.1.1. GloVe

To generate word embeddings, GloVe (Global Vectors for Word Representation) is an alternative technique [35]. The GloVe word representations are a mixture of prediction approaches and count-based approaches such as Word2Vec. The GloVe stands for Global
Vectors [36], which represents the idea: that the technique employs global data from a corpus to acquire word vector representations [37]. To calculate the relation between context C and word W: N(W, C), the easiest count-based technique employs co-occurrence counts. To build the loss function, Global Vectors utilizes such counts as well. GloVe is based upon matrix factorization methods on the word-context matrix. A big matrix of co-occurrence information is built, and each ‘word’ (the rows) is counted, and how often this word in some ‘context’ (the columns) is seen in a huge corpus. Generally, the corpus is scanned in the following way: context terms are searched for in a specified range set by a window size for every term before the term and a window size after the term. In addition to this, a smaller amount of weight is given to more distant words. The amount of contexts is huge because this is fundamentally combinatorial in size. Consequently, to produce a lower-dimensional matrix at that time, this matrix is factorized, where for each word each row produces an embedding vector. It is generally completed by making a reconstruction loss minimum. Discovering the lower-dimensional word embeddings that can describe many variations in the high-dimensional information is the aim of this loss.

3.1.2. ELMo

A novel sort of deep contextualized word representation that models both (1) complex features of word usage (e.g., semantics and syntax), and (2) how these employs vary across linguistic contexts such as modeling polysemy [38] are introduced. ELMo is different from conventional types of word embedding in that every token is assigned a representation that is the complete input sentence function. In this model, a bi-directional LSTM that is trained by a coupled language model objective on a huge amount of text corpora generates vectors. Because of this, it is called ELMo (Embeddings from Language Models) representations. ELMo representations, in contrast to earlier methods for contextualizing word vectors [39], [40], are deep, in the sense that they are a function of the entire internal layers of the bidirectional language model. For each end task, more particularly, a linear vector combination is stacked above every input word, which increases performance over just utilizing the top LSTM layer learned. In this way, the internal states combination permits for very rich word representations. It has been proven that context-dependent aspects of word meaning (for example they can be utilized without alteration to make well performance on supervised word sense disambiguation tasks) are captured by the higher-level LSTM states whereas lower-level states model aspects of syntax (for example the part-of-speech tagging is done by them). Simultaneously revealing these signals is extremely beneficial, as it enables the learned models to select the semi-supervision techniques that are most advantageous for each final task.

3.1.3. BERT

Google introduces Bidirectional Encoder Representations from Transformers (BERT), which is a language transformation method [41]. The BERT learns the deep representation of texts by taking into account both, right and left contexts. For that reason, it is called deeply bidirectional. BERT is a technique that can be utilized for training a general-purpose language model on very big corpora and then these models can be used for the Natural Language Processing (NLP) tasks [42]–[44]. Consequently, pre-training and fine-tuning are
two different phases used when implementing BERT. is trained on unlabeled data is used to train during the pre-training step. After that, the pre-trained parameters are used to initialize the framework and then the framework will fine-tune for certain NLP tasks. Enormous computation resources are required to fine-tune the BERT framework. The identical framework is used by BERT in various tasks. The Transformers is used to build the BERT framework [45]. The framework has two variations, which are the BERT-large and BERT-base models. 16 self-attention heads, a hidden size of 1024, and 24 Transformer blocks are included in BERT-large and hidden size of 768, 12 self-attention heads and 12 Transformer blocks are included in the BERT-base model.

3.2. Encoder Methods

3.2.1. CNN

A particular sort of feed-forward neural network is represented by CNN (Convolutional neural networks), which includes neurons of a layer performing a convolution operation [42]. CNN networks are inspired by the ocular nerve function. Following a specific size of the convolution filter, neurons react to the activations of the input of the nearby neurons named filters as well. Shifting the convolutional filter over the entire set of values is the process of convolution. In such a situation, input values and the product of the convolution filter are shown by the convolution process (see Figure 1) [46]. To decrease the number of outputs, and computational complexity and to prohibit overfitting in networks, pooling layers are used in CNN. Immediately after the convolution layers, the sampling layers are generally processed since when the convolution filters are shifting throughout the single inputs, the duplicated values are produced. The pooling layers are used to remove surplus data. The global-max pooling layers where we select between the global max-pooling layer and the global-average pooling layer are used in this study. Such layers perform on the same principle as the conventional max-pooling layer. The dissimilarity is that average pooling is calculated for the complete input, not just a specific field.

3.2.2. RNN

Recurrent neural network (RNN) is a traditional sort of neural network with recurring connections, which permits a type of memory [47]. In addition, these make it appropriate for sequential prediction tasks that contain arbitrary spatiotemporal dimensions. Therefore, various NLP problems employ the RNN architecture to analyze sequence tokens by concerning a sentence interpretation.

Long Short-Term Memory (LSTM) [48] is a sort of RNN. To solve the vanishing gradient problem in RNN, LSTM contains a more complicated framework. Therefore, the Long Short-Term Memory will make certain that long-term context and data are preserved in any sequence-based problems (see Figure 2). In comparison with other neural network architectures, instead of interconnected neurons, the LSTM structure includes memory blocks that are linked in layers. To deal with the data flow, the block output, and the block state, the LSTM uses gateways in the block. Gateways can decide which information should be kept
and which is significant in a sequence. LSTM has four gates, which perform the functions below (see Figure 3): i) Input gate—this controls the entry of data into the memory block. ii) Cell state—long-term data is stored in this gate. iii) Forget gate—this gate can learn what data will be preserved and what data will be removed and then perform actions according to that. iv) Output gate—this gate will make a decision on what action to carry out on the output according to the memory unit and the input. In addition to that, the authors of [49] aim to resolve the vanishing gradient problem illustrated in Section 3.3 in the publication, where they present a type of RNN model called Gated Recurrent Unit (GRU). Gated Recurrent Unit can be thought of as a type of the Long Short-Term Memory model since the design of both networks is done in a parallel way. To deal with the vanishing gradient problem, GRU uses reset and update gates. The reset gate aids the network to decide, how much data will be deleted from the prior time steps and the update gate assists the network to decide, how much of the prior data from the earlier time steps will be required in the next steps.

### 3.2.3. Transformer

Nowadays, transformer models are very common techniques used to resolve a variety of natural language problems for example language understanding, summarization, and question answering but especially it is effectively employed in text categorization problems [50]. Similar to RNN structure, sequential information for example natural language tasks such as text summarization and translation [51] is dealt with by Transformers. On the other hand, in comparison with recurrent neural networks, processing the sequential data in order is not needed in Transformers. For instance, if we have a natural language sentence, the start of this sentence is not required to be processed before the end in the Transformer model. Because of this characteristic, the Transformers permit considerably more parallelization in comparison with recurrent neural networks and as a result decrease training times [45]. In NLP, Transformers have quickly turned out to be the architecture of choice [52] by substituting previous RNN structures for instance LSTM.

A transformer is an encoder-decoder model. In the encoder part, some encoding layers repetitively process the input data one after the other. In the decoder part, some decoding layers perform the identical thing to the encoder output. Processing the input to produce encodings, which contain data regarding which input parts are related to each other, is the purpose of every encoder layer. The encoders pass their encodings set to the following encoder layers as an input.

To produce output sequences, each decoder will take the entire encodings and process them via their incorporated contextual data. In other words, each decoder layer performs the opposite of the encoder [53]. To accomplish this, an attentional mechanism is used by each decoder and encoder layer, which for every input, measures every other input relevance and takes data from them accordingly to generate the output [54]. In addition, all decoder layers contain an extra attentional mechanism taking data from the prior decoder’s outputs before the decoder layer takes data from the encodings. For extra operating of the outputs, a feed-forward neural network is included in both the decoder and encoder layers. Additionally, they have layer normalization phases and residual connections [54].

### 3.2.4. Evaluation Metrics
There are four categories for the results of binary classification [55]: i) True Positive (TP): Classifying positive samples correctly; ii) False Negative (FN): Classifying a positive sample inaccurately; iii) False Positive (FP): Classifying a negative sample inaccurately; VI) True Negative (TN): Classifying negative samples correctly; as a starting point, following metrics can be obtained via the previous ones as well.

For classification, the most fundamental evaluation measure is accuracy. The fraction of the accurate predictions is represented by the evaluation measure accuracy in the network. The calculation of accuracy is as follows:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN}
\]

The fraction of accurate predictions between the entire predictions with the positive label is the precision, which represents how many of the positively predicted samples are true positive samples. The calculation of the standard precision is shown below:

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

Between all positive samples, the fraction of accurate predictions is the recall, which indicates how many positive samples are positively classified. The calculation of the standard recall is shown below:

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

The harmonic average of recall and precision represents F-measure, which can be calculated as follow:

\[
F1 = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}
\]

Here, the weight of recall and precision is equal. For that reason, this is called an F1 measure as well.

Receiver Operating Characteristics (ROC): ROC curve is selected as a standard criterion to test classifiers if there is a dataset with a class imbalance issue [56], [57]. To evaluate a classifier's performance, the area under the ROC curve (AUC) metric is commonly utilized as a de facto measure if a dataset has a class imbalance issue. The AUC is a metric, which calculates how much a positive class sample is higher ranked than a negative class sample randomly when the samples are sorted with classification probabilities.

4. The proposed model architecture

The interactions between individuals and computers are studied by NLP by employing the human’s natural language. To process and analyze natural language data, it is very popular to utilize NLP methods for instance machine translation models, language models, and so on. The representations of the text, which should be learned first, are the first thing to be accomplished to figure out the text. Self-supervised learning (SSL) is being broadly employed to obtain the pre-trained representations of the document with the present a sequence of the text from a huge corpus for instance the prediction of some hidden part of the text utilizing some other part of their nearby text. Without costly labeling efforts, thus, the
architectures can learn via supervision from large document information. If all words or sub-words are treated as a different token, the pre-trained representations of each word can be obtained on a massive corpus using some methods such as GloVe, ELMo, BERT, etc. Each word representation is shown as a vector when the pre-training process is finished. In some techniques, on the other hand, the same word vector representation is always used for the same word the same regardless of the context such as GloVe and FastText. For example, if we have two different sentences: “He went to the bank to deposit some money” and “He went to the bank to sit down.”. In this case, the same word representation is used for the word “bank” in the first and second sentences. The word vector representation of the same token is adapted to diverse contexts by various pre-trained methods. But in the sentences above, the word “bank” has various senses depending upon where it is used. Unlike GloVe and FastText, some methods provide contextualized word-embeddings based upon the context in which the word is used to both obtain the meaning of the word in that context in addition to other context-based data [58]. Moreover, BERT is a much deeper self-supervised method based upon the transformer encoder. In this study, different pre-trained word representations will be used to test the troll dataset.

Pre-trained word embeddings can be fed to many deep neural network models for a variety of NLP tasks. As can be seen from the Figure, the many pre-trained word embedding methods can be used to feed a range of deep neural network models for diverse NLP problems.

Detecting troll tweets is one of the fundamental tasks of natural language processing (NLP), which involves evaluating the category of a sentence containing a bunch of words. Troll tweet detection mainly consists of two parts:

1) Word embedding, for example, uses the classic BERT, ELMo, and GloVe, which have been popular in recent years, to convert words into word vectors.
2) The encoder performs the next feature extraction of word embedding inputs, such as the commonly used CNN, GRU and Transformer models that have been very popular in recent years, which are more high-level semantic features that can extract words.
This study focuses on these two parts, testing the effects of text classification in different word vectors with different Encoder.

5. Experiments

5.1. Dataset Description

Experiments are conducted using a troll dataset compiled by Miao et al. [34]. This troll dataset consists of 18,514 trolls collected from 2018 to 19. Each message is labeled with one of the following two classes: Troll (9257 messages), and non-troll (9257 messages). In addition, duplicates and retweets are filtered out to prevent over-fitting in this dataset [34]. The same number of normal tweet messages is gathered at random to generate a balanced dataset for binary classification. The same hashtags as those of the troll messages are utilized by the list of random messages. The ultimate troll dataset includes 18,514 English tweet messages, after adding tweet messages from real accounts. The dataset is divided into three parts so that it contains 12,959 training samples, 1,851 validation samples, and 3,702 test samples. The sample number distribution reveals that this data set is well-balanced.

5.2. Experimental setup

The following word embedding vector types were chosen for this study: GloVe utilizes the word vector Glove.6B.300d. ELMo employs the context word vector of the pre-trained model supplied by AllenNLP; the dimensions of the LSTM's implicit and output layers are 2048/256. BERT employs the Bert-large-uncased word vector supplied by Transformers, which has a 12-layer transformer structure and a 512-byte output layer size.

Following are descriptions of three distinct encoder methods. CNN utilizes convolutional neural networks for feature extraction. RNN extracts features utilizing a GRU network. The transformer was combined with Positional Embedding and Transformer Encoder to extract features. The implementation of PyTorch was utilized for this procedure.

5.3. Performance Evaluation

The proposed models have been evaluated in terms of F1 measure and classification accuracy on the dataset explained above in the experiment. If the categories of the dataset are balanced, the accuracy metric is one of the best evaluation metrics in terms of performance [59]. But the troll dataset used in this study has a balance over its classes. Although the classifier's performance can be validated by the accuracy metric only, high values for the F1 score along with a high AUC score have been tried to accomplish in addition to the good accuracy score in the experiment.

It is vital to use decent embedding methods to preprocess the specified dataset to achieve excellent troll detection performance [60]. Nowadays, the word embedding methods generated by the BERT, GloVe, and ELMo algorithms are good selections.
Table 1. Performance results in terms of accuracy, precision, recall, F1, and AUC

| Pretrained Embedding Method | Encoder Methods | Accuracy | Precision | Recall | F1    | AUC  |
|-----------------------------|-----------------|----------|-----------|--------|-------|------|
| BERT                        | CNN             | 0.838    | 0.849     | 0.822  | 0.835 | 0.915|
|                             | GRU             | 0.845    | **0.865** | 0.817  | 0.840 | 0.924|
|                             | Transformer     | **0.856**| 0.825     | **0.904**| **0.863**| **0.909**|
| ELMo                        | CNN             | 0.842    | 0.833     | 0.854  | 0.844 | 0.916|
|                             | GRU             | 0.855    | 0.839     | 0.878  | 0.859 | **0.929**|
|                             | Transformer     | 0.843    | 0.827     | 0.867  | 0.847 | 0.917|
| GloVe                       | CNN             | 0.743    | **0.743** | 0.741  | 0.742 | 0.818|
|                             | GRU             | 0.767    | 0.760     | 0.779  | 0.769 | 0.831|
|                             | Transformer     | **0.732**| 0.749     | **0.698**| **0.723**| **0.806**|

*Bold values indicate the best-performed method and bold italics indicate worst performed method.

The performance results of architectures in terms of accuracy, precision, recall, and F1 metrics are shown in Table 1. As shown in Table 1, the F1-score for BERT ranged from 0.835 to 0.863, whereas the ELMo-based architectures ranged from 0.843 to 0.858. CNN architecture, which makes use of word embeddings from the BERT model ranged from 0.822 to 0.915. In general, all ELMo and BERT-based architectures outperform the GloVe-based architectures by about 13%. Because the same word vector representation is always used for the same word regardless of the context in GloVe. Unlike GloVe, BERT and ELMo provide contextualized word embeddings based upon the context in which the word is used to obtain both the meaning of the word in that context and other context-based data. Additionally, BERT is a much deeper self-supervised method based upon the transformer encoder.

Table 2. Comparison of the AUC results with the previous study

| Ref. | Method                  | AUC  |
|------|-------------------------|------|
| [34] | SVM (Stylometric)       | 0.836|
|      | Logistic Regression (N-grams) | 0.861|
|      | RNN+CNN (Raw Text)      | 0.824|

This study

| Method                  | AUC  |
|-------------------------|------|
| BERT+CNN                | 0.915|
| BERT+GRU                | 0.924|
| BERT+Transformer        | 0.909|
| ELMo+CNN                | 0.916|
| ELMo+GRU                | **0.929**|
| ELMo+Transformer        | 0.917|
| GloVe+CNN               | 0.818|
| GloVe+GRU               | 0.831|
| GloVe+Transformer       | **0.806**|
From the evaluation results illustrated in Table 1 and Table 2 for troll tweet detection tasks, the next inferences are drawn:

- The usage of BERT and ELMo word embedding with all state-of-the-art deep neural learning frameworks performs improved results for troll detection tasks in comparison to GloVe word embeddings.
- GRU deep learning architecture in combination with any word-embedding methods ELMo, BERT and Glove perform the best result than other present benchmarks deep learning-based troll detection models.
- BERT word embedding models perform all other state-of-the-art troll detection architectures by giving the maximum detection F1, Precision, Recall, and Accuracy score Troll detection architecture. On the other hand, the ELMo word embedding method provides the best result in terms of the AUC score.
- In general, the GloVe word embedding model gives the worst results in all other word embedding architectures by giving the minimum detection in terms of F1, Precision, Recall, AUC, and Accuracy score.

6. Conclusion

In recent years, many trolling accounts have emerged to manipulate public opinion on social media. Detecting trolling messages and taking action is vital to maintaining a safe social media environment. Detecting and eliminating trolling is a critical issue for social-networking platforms since businesses, abusers, and nation-state-sponsored troll farms use false and automated accounts. Such farms can use a variety of polarized topics to manipulate public opinion and produce troll content. NLP techniques are used to extract data from social media text, such as Twitter tweets. In many text processing applications, word embedding representation methods, such as BERT, have performed better than prior NLP architectures, offering novel breaks to precisely comprehend and categorize social-networking information for various tasks.

In this study, a total of nine different model architectures for troll tweet detection that is based on deep learning have been implemented and compared. There are three different models for each of the BERT, ELMo, and GloVe word embedding models. We evaluate the performance of each architecture by calculating its classification accuracy, F1 score, AUC, and precision. Based on the findings of the experiments, it is possible to draw the conclusion that the majority of the architectural designs that make use of the Bidirectional Encoder Representations from Transformers models have, in general, improved their capability of detecting trolling messages. In terms of area under the curve (AUC), a customized ELMo-based architecture that employs a Gated Recurrent Unit (GRU) classifier is the most effective architecture for detecting troll messages. In the future, various social-based systems will be able to use the architectures that have been proposed to detect troll messages.
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