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Abstract
In this article we present a solution to a nonlinear relative of the parabolic differential equation that was tackled by Feynman and Kac in the late 1940s. For the proof we rely on continuous time stochastic calculus. Second we draw an interesting connection with a related recurrence relation affirming the presented result by collapsing onto the continuous time framework but only in the limit. The equation emerges in the context of infinite horizon discounted Linearly Solvable Optimal Control, which, as far as we are aware of, is untreated by the literature. The continuous time setting can be treated using our new result. As we will demonstrate the discrete time setting is intractable. Nevertheless we can provide close estimates based on the recurrence relation which also allows us to estimate the influence of time discretization errors. We demonstrate our solution treating a small case study.
1. Introduction

Ever since the work of Feynman and Kac in the late 1940’s, when both men were addressing what turned out to be essentially the same problem\(^1\) the Feynman-Kac formula has grown into a well established means of evaluating parabolic partial differential equations (PDEs) subject to, amongst others, terminal boundary constraints.

\[
\frac{\partial}{\partial t} Z(t, x) = -q(t, x)Z(t, x) + \nabla_x Z(t, x)^\top a(t, x) + \frac{1}{2} \text{tr} \left( \Sigma(t, x) \nabla_{xx} Z(t, x) \right) \\
Z(T, x) = Z_T(x)
\]

The Feynman-Kac formula states

\[
Z(t, x) = \mathbb{E}_{P(X(t \to T)|X(t)=x)} \left[ \exp \left( -\int_t^T q(X(\tau))d\tau \right) Z_T(x) \right]
\]

here \(X(\tau \geq t)\) is a diffusion process with drift \(dX = a(X)dt + \sigma(X)dW\) with initial condition \(X(t) = x\) and \(dW\) being a Wiener process. Other quantities are introduced in theorem 1.

The formula draws a marvellous connection between parabolic PDEs and stochastic Itô or diffusion processes. Essentially the formula implies that the PDE mentioned above can be evaluated by simulating random paths of a stochastic Itô process and paved way for practical methods of evaluation for problems that were otherwise deemed intractable. Major areas of interest are quantum mechanics [4], finances [5] and more recently also optimal control [6, 7, 8, 9].

The aim of this paper is to present a solution to the related differential equation introduced below, which can be interpreted reasonably as a non-linear (and stationary) relative of the problem studied by Feynman and Kac,\(^1\)Although targeting the problem from their own respective field of expertise. Feynman’s work was motivated by attempts to produce tractable solutions for the one-dimensional Schrödinger equation. Feynman developed the concept that is now known as Path Integral theory, where the state of a particle at time \(t\) is obtained by averaging over all possible paths starting at a fixed initial state [1]. When Kac got wind of his then colleague’s ideas, he showed that the same principles applied to the heat equation, reinterpreting the averaging operation probabilistically as a conditional expectation. He subsequently revealed the fundamental relationship between stochastic diffusion processes and certain partial differential equations in a series of papers giving rise to what is now known as the Feynman-Kac formula [2, 3].
that is, as opposed to the former, not subjected to any constraints

\[
\alpha Z(x) \log Z(x) = -q(x)Z(x) + \nabla_x Z(x)^\top a(x) + \frac{1}{2} \text{tr} \left( \Sigma(x) \nabla_{xx} Z(x) \right)
\]

Specifically, we shall illustrate that the solution to this equation is given by the following conditional expectation

\[
Z(x) = \lim_{T \to \infty} \mathbb{E}_{P(X(t \to T) | X(t) = x)} [I(T)]
\]

\[
I(s) = \exp \left( - \int_t^s e^{-\alpha(t-\tau)}q(X(\tau))d\tau \right)
\]

We provide two methods of proof. One involves a modified version of the modern method of proof used for the linear Feynman-Kac formula. The other is based on a stochastic recurrence relation that collapses onto the continuous time framework but only in the limit. To the best of our knowledge the presented results are strictly original.

The studied nonlinear PDE emerges in the context of discounted infinite horizon Linearly Solvable Optimal Control (LSOC). This is a particular subclass of stochastic optimal control problems that allow for explicit evaluation of the value function and hence the optimal control. In the second part of this contribution we treat its application in LSOC [9].

2. Derivation

This section contains two methods of proof for the central result. The proofs are organised in two theorems, one addresses the continuous time problem as such, the other establishes a connection with a closely related recurrence relation that collapses onto the continuous time framework in the limit.

2.1. Itô calculus

The derivation of our results relies on the Itô calculus [4, 5]. For the purpose of self containment, we briefly present notation and summarize the required results from that area for the reader to acquaint with before progressing further.

The key concept in Itô calculus is that of the Wiener process. A Wiener process is a mathematical entity that can be used to construct arbitrary stochastic processes.
Definition 1 (Wiener process). The Wiener process $W(t)$ is defined by means of the following properties

- for $\Delta t > 0$, the increment $W(t + \Delta t) - W(t)$ is Gaussian with mean zero and variance $\Delta t$
- the limit $\lim_{\Delta t \to 0} \frac{1}{\Delta t} (W(t + \Delta t) - W(t))$ is not defined

The mathematical construction of a signal exhibiting such properties is beyond that required to establish the result proposed here. It suffices to note that the Wiener process can be understood as the limit case of a discrete-time random walk.

These properties also imply that

\[ \mathbb{E}[dW] = 0 \]
\[ \mathbb{E}[dW^2] = dt \]

The concept of Brownian motion can be used to construct general stochastic processes. Specifically we will consider (Itô drift) diffusion or stochastic processes propelled by the stochastic differential equations of the following general form $dX = a(X(t))dt + \sigma(X(t))dW$ where $X \in \mathbb{R}^n$ and $dW \in \mathbb{R}^m$. Further we will denote the probability of a path spawned by such a diffusion process conditioned on the initial value $X(t) = x$ as $P(X(t \to T)|X(t) = x)$. Note that such a path is a stochastic variable and that by consequence the expectation $\mathbb{E}_{P(X(t \to T)|X(t) = x)}[\cdot]$ is defined.

Within this framework Itô’s lemma generalises the notion of the total derivative of a function $V(t, x)$ along paths spawned by any diffusion process

**Lemma 1** (Itô’s lemma). Let $\{V, a, \sigma\} : \mathbb{R} \times \mathbb{R}^n \mapsto \{\mathbb{R}, \mathbb{R}^n, \mathbb{R}^{n \times m}\}$ be functions of time and space where $V(t, x)$ is twice differentiable at least and let $X$ be a stochastic process that can be modelled as a Brownian motion with drift $a(t, x)$ and covariance $\Sigma(t, x) = \sigma(t, x)\sigma(t, x)^\top$ then we have that

\[
dV(t, X) \approx (\partial_t V(t, X) + \nabla_x V(t, X)^\top a(t, X) + \frac{1}{2} \text{tr}(\Sigma(t, X) \nabla_{xx} V(t, X)))dt + \nabla_x V(t, X)^\top \sigma(t, X)dW + \mathcal{O}(d^2)
\]

With major implication

\[
\lim_{dt \to 0} \frac{1}{dt} \mathbb{E}_{dX}[dV(t, X)] = \partial_t V(t, X) + \nabla_x V(t, X)^\top a(t, X) + \frac{1}{2} \text{tr}(\Sigma(t, X) \nabla_{xx} V(t, X))
\]
2.2. Main results

For notational brevity and rapid intuitive interpretation, henceforth we restrain from writing the functional argument as often as the context permits.

We provide the continuous time treatment first.

**Theorem 1.** Let \( \{Z, q, a, \sigma\} : \mathbb{R}^n \rightarrow \{\mathbb{R}, \mathbb{R}^n, \mathbb{R}^{n \times n}\} \) be scalar, vector and matrix functions of the spatial coordinate \( x \) respectively, so that \( \Sigma = \sigma \sigma^\top \succ 0 \) and let \( \alpha > 0 \) a positive constant. Now consider the PDE

\[
\alpha Z \log Z = -qZ + \nabla_x Z^\top a + \frac{1}{2} \text{tr} (\Sigma \nabla_{xx} Z)
\]

If \( X \) is a stochastic process propelled by the stochastic differential equation

\[
dX = a(X)dt + \sigma(X)dW
\]

where \( dW \) is a Wiener process then we have that

\[
Z(x) = \lim_{T \to \infty} \mathbb{E}_{P(X(t \to T)|X(t) = x)} [I(T)]
\]

\[
I(s) = \exp \left( -\int_t^s e^{-\alpha (\tau - t)} q(X(\tau)) d\tau \right)
\]

**Proof.** Consider the stochastic process

\[
Y(s) = Z(s) e^{-\alpha (s-t)} I(s)
\]

The product rule then implies that

\[
dY = d \left( Z^{-\alpha s'} \right) I + Z^{-\alpha s'} dI, \ s' = s - t
\]

and one easily verifies that

\[
dI = -e^{-\alpha s'} q I ds
\]

The first differential is trickier and involves the chain rule.

\[
d \left( Z^{-\alpha s'} \right) = \frac{\partial}{\partial Z} \left( Z^{-\alpha s'} \right) dZ + \frac{\partial}{\partial s} \left( Z^{-\alpha s'} \right) ds
\]

\[
= e^{-\alpha s'} Z^{-\alpha s' -1} dZ - \alpha e^{-\alpha s'} Z^{-\alpha s'} \log Z ds
\]

\[
= e^{-\alpha s'} Z^{-\alpha s' -1} \left( (\nabla_x Z^\top a + \frac{1}{2} \text{tr} (\Sigma \nabla_{xx} Z)) ds + \nabla_x Z^\top dW \right) - \alpha e^{-\alpha s'} Z^{-\alpha s'} \log Z ds
\]
Substitution of both results into the expression for $dY$ then yields

$$
dY = e^{-\alpha s'} Z e^{-\alpha s'} - 1 \left( \nabla_x Z^\top a + \frac{1}{2} \text{tr} (\Sigma \nabla_{xx} Z) \right) Ids
- \alpha e^{-\alpha s'} Z e^{-\alpha s'} I \log Z ds - e^{-\alpha s'} q Z e^{-\alpha s'} S ds
+ e^{-\alpha s'} Z e^{-\alpha s'} - 1 I \nabla_x Z^\top dW
$$

which can be rearranged into

$$
dY = e^{-\alpha s'} Z e^{-\alpha s'} - 1 \times
\left( -\alpha Z \log Z - qZ + \nabla_x Z^\top a + \frac{1}{2} \text{tr} (\Sigma \nabla_{xx} Z) \right) Ids
+ e^{-\alpha s'} Z e^{-\alpha s'} - 1 I \nabla_x Z^\top dW
$$

The first term vanishes as dictated by the PDE. We can also get rid of the second term. First integrating from $t$ to $T$, yielding

$$
Y(T) - Y(t) = \int_t^T e^{-\alpha s'} Z e^{-\alpha s'} - 1 S \nabla_x Z^\top ds dW
$$

We then note that the right-hand side depends on $dW$. Hence we take the expectation over the path $X(t \rightarrow T)$ conditioned on $X(t) = x$ and recognize an Itô integral so that as a result the term vanishes effectively.

$$
\mathbb{E}_{P(X(t \rightarrow T) | X(t) = x)} [Y(T)] - Y(t) =
\mathbb{E}_{P(X(t \rightarrow T) | X(t) = x)} \left[ \int_t^T e^{-\alpha s'} Z e^{-\alpha s'} - 1 I \nabla_x Z^\top ds dW \right] = 0
$$

On account of the conditionality on $X(t) = x$ and the definition of $Y$ it follows directly that $Y(t) = Z(x)$. Hence we can rearrange the result above into an expression for $Z(x)$.

Finally, we must get rid of $Z(X(T))$. It is easily verified that if we take the limit $T \rightarrow \infty$ the proof is completed.

$$
Y(t) = Z(x)
= \mathbb{E}_{P(X(t \rightarrow T) | X(t) = x)} [Y(T)]
= \mathbb{E}_{P(P(X(t \rightarrow T) | X(t) = x))} \left[ I(T) Z(X(T)) - e^{\alpha (T-t)} \right]
= \lim_{T \rightarrow \infty} \mathbb{E}_{P(X(t \rightarrow T) | X(t) = x)} [I(T)]
$$

We refer to this solution as a nonlinear or stationary Feynman-Kac formula. \hfill \Box
We now present a second alternative method of proof. This method relies on identification of a stochastic recurrence relation that collapses onto the continuous time framework but only in the limit.

One might recognize that the result in discrete time is stronger in the sense that the result holds for general discrete time transition probabilities $P(X' = y | X = x)$. However to establish the connection with the result in continuous time, we need to address a restrictive class of transition probabilities that can be classified effectively as random walks with drift. Second in contrast to the solution in continuous time, here the solution is only exact in the limit. This is unfortunate for the anticipated application in control as we will discuss later.

**Theorem 2.** Let \( \{Z, q, a, \sigma\} : \mathbb{R}^n \mapsto \{\mathbb{R}, \mathbb{R}^n, \mathbb{R}^n, \mathbb{R}^{n \times m}\} \) be scalar, vector and matrix functions of the spatial coordinate \( x \) respectively and \( 1 > \alpha > 0 \) a positive constant and so that \( \Sigma = \sigma \sigma^\top > 0 \). Now consider the stochastic nonlinear recurrence relation

\[
Z(x) = \mathbb{E}_{P(X' | X = x)} \left[ e^{-q(X)} Z(X')^\alpha \right]
\]

Then

\[
\tilde{Z}(x) \leq Z(x) \leq C \tilde{Z}(x)
\]

where \( C \geq 1 \) but bounded and

\[
\tilde{Z}(x) = \lim_{N \to \infty} \mathbb{E}_{P(X(0 \to N) | X(n) = x)} [S(N)]
\]

\[
S(s) = \exp \left( - \sum_{n=0}^{s} \alpha^n q(X(n)) \right)
\]

and if \( X \) is a stochastic process propelled by the random walk with drift \( X' = X + \Delta X, \Delta X = a(X) \Delta t + \sigma(X) \Delta W \) where \( \Delta W \sim \mathcal{N}(0, \Delta t I) \) then the stochastic recurrence relation collapses onto the stationary PDE from theorem \( \square \) in the limit \( \Delta t \to 0 \) and the solution collapses onto the corresponding nonlinear Feynman-Kac formula.

---

2Notation $X' | X = x$ indicates the value of the state after one time instant has passed conditioned on $X = x$. This implies that we can associate a transition probability density function $P(X' = y | X = x)$ expressing the probability of reaching $y$ from $x$. The probability of a stochastic discrete time path conditioned on $X(n) = x$ is denoted as $P(X(n \to N) | X(n) = x)$. 
Proof. First note that the random walk
\[
\Delta X = a(X) \Delta t + \sigma(X) \Delta W, \Delta W \sim N(0, \Delta t I)
\]
shares the characteristics of the continuous time diffusion process described in theorem [1] if \( \Delta t \to 0 \) and can be considered equivalent consequently.

Second we overload notation and substitute discrete time approximations of the continuous time function \( q \) and scalar \( \alpha \) for the associated entities in the discrete time setting.

Specifically we have that \( q \mapsto q \Delta t \) and \( \alpha \mapsto e^{-\alpha \Delta t} \). Substitution into the stochastic recurrence relation yields
\[
Z(x) = \mathbb{E}_{P(\Delta X|X=x)} \left[ e^{-q(X)\Delta t} Z(x + \Delta X)e^{-\alpha \Delta t} \right]
\]

With these preliminary results in place we can start manipulating the recurrence relation. Furthermore since \( e^{-q(x)\Delta t} Z(x)e^{-\alpha \Delta t} \) is not a stochastic variable we can introduce it into the expectation operators argument
\[
0 = e^{-q(x)\Delta t} \mathbb{E}_{P(\Delta X|X=x)} \left[ Z(x + \Delta x)e^{-\alpha \Delta t} - Z(x)e^{-\alpha \Delta t} \right]
\]
\[
+ e^{-q(x)\Delta t} Z(x)e^{-\alpha \Delta t} - Z(x)
\]

Now we approximate the argument by its differential representation, i.e.
\[
Z(x + \Delta x)e^{-\alpha \Delta t} - Z(x)e^{-\alpha \Delta t} \approx e^{-q(x)\Delta t} Z(x)e^{-\alpha \Delta t} - 1 \Delta Z.
\]
This approximation is exact for \( \Delta Z \to 0 \) or equivalently when \( \{\Delta X, \Delta t\} \to 0 \)
\[
0 = e^{-\alpha \Delta t} e^{-q(x)\Delta t} Z(x)e^{-\alpha \Delta t} - 1 \mathbb{E}_{P(\Delta X|X=x)} [\Delta Z] + e^{-q(x)\Delta t} Z(x)e^{-\alpha \Delta t} - Z(x)
\]

By definition of the transition probability it follows direct that the expectation is equal to
\[
\mathbb{E}_{P(\Delta X)}[\Delta Z] = (\nabla_x Z^\top a + \frac{1}{2} \text{tr}(\Sigma \nabla_{xx} Z)) \Delta t
\]

The former result can be substituted into the recurrence relation.
\[
0 = \lim_{\Delta t \to 0} \frac{1}{\Delta t} e^{-q(\Delta t)} Z^{-\alpha \Delta t} \left( (\nabla_x Z^\top a + \frac{1}{2} \text{tr}(\Sigma \nabla_{xx} Z))\Delta t + \lim_{\Delta t \to 0} \frac{1}{\Delta t} \left( e^{-q(\Delta t)} Z^{-\alpha \Delta t} - Z \right) \right)
\]

Evaluation of the first term is trivial and established the part of the PDE that can be associated to the diffusion process.
The second term can be recognized as the definition of the derivative with respect to $\Delta t$ evaluated at $\Delta t = 0$.

$$\lim_{\Delta t \to 0} \frac{1}{\Delta t} \left( e^{-q\Delta t} Z e^{-\alpha\Delta t} - Z \right) = \frac{d}{d\Delta t} \left( e^{-q\Delta t} Z e^{-\alpha\Delta t} \right) \bigg|_{\Delta t = 0}$$

$$= -qZ - \alpha Z \log Z$$

These terms produce the $\alpha Z \log Z$ and $qZ$ terms that were still missing.

Substituting the intermediary results back into the main equation recovers the stationary PDE. It follows that the discrete time stochastic recurrence relation collapses onto the differential equation in the limit.

$$\alpha Z \log Z = -qZ + \nabla_x Z^\top a + \frac{1}{2} \text{tr} (\Sigma \nabla_{xx} Z)$$

Now it is left to proof that the same holds true for the solution. First let us show that the discrete time solution indeed satisfies the bounds in the theorem. As is easily verified, on account of the power $\alpha$ the recursion resists explicit evaluation. To resolve this inconvenience we introduce the variable $\delta_n$. Since $(\cdot)^\alpha$ is concave when $0 < \alpha < 1$, Jensen’s inequality ascertains the lower bound. Then since $\delta_0 = 1$ and $\lim_{n \to \infty} \delta_n = 1$ the upper bound is a reasonable assumption.

$$1 \leq \delta_n(x) = \frac{\mathbb{E}_{P(X'\mid X=x)} [Z(X')^\alpha]^n}{\mathbb{E}_{P(X'\mid X=x)} [Z(X')^\alpha]^{n+1}} \leq C_n$$

Substituting $\delta_n(x)\mathbb{E}_{P(X'\mid X=x)} [Z(X')^\alpha]^{n+1}$ for $\mathbb{E}_{P(X'\mid X=x)} [Z(X')^\alpha]^n$ whenever such an expression emerges, allows to evaluate the recursion anyhow and produces the result

$$Z(x) = \mathbb{E}_{P(X(0\to N)\mid X(0)=x)} \left[ S(N) Z(X(N))^\alpha \delta(N) \right]$$

where

$$\delta(N) = \prod_{n=1}^{N} \delta_n(X(n))$$

On account of the bounds on $\delta_n$ we have that $1 \leq \lim_{N \to \infty} \delta(N) \leq C \leq \infty$ guaranteeing that the solution satisfies indeed

$$\tilde{Z}(x) \leq Z(x) \leq C \tilde{Z}(x)$$

To show that the bounds tighten when $\Delta t \to 0$ we simply note that $\lim_{\Delta t \to 0} \delta_n = 1$ with $\alpha \mapsto e^{-\alpha \Delta t}$.
Further since the discrete time dynamics collapse onto the diffusion process it follows that \( \lim_{\Delta t \to 0} P(X(n \to N)|X(n) = x) = P(X(t \to T)|X(t) = x) \). Finally we practice the definition of the Riemann integral in the expectation operators argument so to obtain

\[
Z(x) = \tilde{Z}(x) = \lim_{\Delta t \to 0} \lim_{N \to \infty} \mathbb{E} P(X(n \to N)|X(n) = x) [S'(N)] \\
= \lim_{T \to \infty} \mathbb{E} P(X(t \to T)|X(t) = x) [I(T)]
\]

where

\[
S'(s) = \exp \left(- \sum_{m=n}^{s} e^{-\alpha(m-n)\Delta t} q(X(m)) \Delta t \right)
\]

This finalises the connection between theorems 1 and 2.

The theorem has two interesting consequences. Firstly, it guarantees that we can estimate a lower bound for the solution \( Z(x) \), namely \( \tilde{Z}(x) \), by approximating the expectation using sampled paths. Secondly the alternative proof is valuable in its own right as it offers a tool to study the effect of time discretization schemes when evaluating the continuous solution numerically. Specifically for significantly small \( \Delta t \ll 1 \) the estimate will be reliable within a margin \([1, C]\) with \( C \geq 1 \). We shall demonstrate this empirically in our numerical experiment.

3. Linearly Solvable Optimal Control

In this section we introduce two problems that are rooted in stochastic optimal control which merit from the theorems in the previous section. In particular we will introduce two optimal control problems, either in a continuous be it discrete time setting for which we estimate the value function by sampling paths from the uncontrolled process. This class of control problems is known as LSOC [6]. On account of the Feynman-Kac formula it is possible to estimate the control based on uncontrolled sample paths.

Initiated by the work of Kappen — who first noticed the potential use of this peculiar subclass — this lead to the development of a series of control methods known as Path Integral Control (see [8, 7] and references therein) which has been connected to Entropy Regularized Optimal Control more recently [10]. As far as we are aware of the discounted infinite horizon LSOC setting is untreated by the literature.
3.1. Continuous Time Infinite Horizon

Let us begin our discussion by considering the continuous time discounted infinite horizon stochastic optimal control with control affine dynamics and control quadratic cost rate term.

**Definition 2.** Let \( q : \mathbb{R}^n \to \mathbb{R} \) be a strictly positive function, \( R \in \mathbb{R}^{m \times m} \) a strictly positive definite matrix and \( \alpha \) a strictly positive scalar. The continuous time infinite horizon stochastic optimal control for control affine dynamics and control quadratic cost rate is then defined as

\[
\begin{align*}
    u^* &= \arg \min_u C[u] \\
    &= \arg \min_u \lim_{T \to \infty} \mathbb{E}_{P(X(t \to T)|X(t) = x)} \left[ \int_t^T c(\tau) d\tau \right]
\end{align*}
\]

where \( c(\tau) = e^{-\alpha(\tau-t)} \left( q(X(\tau)) + \frac{1}{2} u(\tau)^\top Ru(\tau) \right) \) and \( X(\tau \geq t)|X(t) = x \) is governed by the control affine diffusion process

\[
dX = (a(X) + B(x)u) dt + \sigma(x)dW.
\]

It is well-known that the optimal control is governed by the following differential equation — also known as the stochastic Hamilton-Jacobi-Bellman (HJB) differential equation. Here \( V \) represents the so called *Value function* which quantifies the accumulated cost when the optimal control is continuously applied from initial state \( X(t) = x \)

\[
\alpha V = \min_u q + \frac{1}{2} u^\top Ru + \nabla_x V^\top (a + Bu) + \frac{1}{2} \text{tr}(\Sigma_{xx})
\]

It is easily verified that the minimizer satisfies

\[
u^* = -R^{-1}B^\top \nabla_x V
\]

Substitution into the original equation then produces the differential equation which we refer to as the optimal HJB equation

\[
\alpha V = q - \frac{1}{2} \nabla_x V^\top BR^{-1}B^\top \nabla_x V + \nabla_x V^\top a + \frac{1}{2} \text{tr}(\Sigma \nabla_{xx} V)
\]

This equation appears to be intractable on account of the quadratic term in \( \nabla_x V \). However a well known trick in physics is to introduce the following Value function transformation

\[
Z(x) = e^{-V(x)}
\]
so that

\[
\nabla_x V = -\frac{1}{2} \nabla_x Z, \quad \nabla_{xx} V = -\frac{1}{2} \nabla_{xx} Z + \frac{1}{2} \nabla_x Z \nabla_x Z^T
\]

and equivalently \( u^* = \frac{1}{2} R^{-1} B^T \nabla_x Z \).

This transformation will allow us to reduce the complexity of the PDE significantly and propose a solution in terms of theorem 1 for a limited problem subclass. Substitution of this intermediary result into the HJB equation reveals that

\[
\alpha Z \log Z = -qZ + \nabla_x Z^T a + \frac{1}{2} \text{tr} (\Sigma \nabla_{xx} Z) + \frac{1}{2} \frac{1}{Z} \nabla_x Z^T B R^{-1} B^T \nabla_x Z - \frac{1}{2} \frac{1}{Z} \nabla_x Z^T \Sigma \nabla_x Z
\]

Hence by choosing \( \Sigma = BR^{-1} B^T \) the last two terms cancel out and the nonlinear PDE treated in theorem 1 emerges

\[
\alpha Z \log Z = -qZ + \nabla_x Z^T a + \frac{1}{2} \text{tr} (\Sigma \nabla_{xx} Z)
\]

Thus by consequence it follows that

\[
Z(x) = \lim_{T \to \infty} \mathbb{E}_{P(X(t \to T)|X(t) = x)} [I(T)]
\]

where \( X(\tau \geq t)|X(t) = x \) is governed by the uncontrolled diffusion process

\[
dX = a(X)dt + \sigma(X)dW.
\]

This remarkable result implies that we can estimate the Value function from sample paths taken from the uncontrolled diffusion process and since the optimal control is expressed in terms of the Value function, subsequently also the policy.

### 3.2. Discrete Time Infinite Horizon

Analogous results can be established in a discrete time setting. Here the associated optimal control problem is known as Kullback-Leibler control or discrete time Linearly Solvable Optimal Control. As will soon prove to be the case, the discrete time stochastic optimal control cannot be solved directly by introducing a control quadratic cost rate and assuming control affine dynamics. Instead one introduces an information-geometric cost that penalizes the control indirectly \[9\]. Specifically the quadratic control cost is replaced by the Kullback-Leibler divergence between the generic controlled transition probability \( P_\mu \) and the uncontrolled transition probability \( P \) that is obtained for zero control.
We will show that for control affine dynamics this reduces effectively to an equivalent quadratic control cost.

\[
\mathbb{D}[P_u(X'|X = x)||P(X'|X = x)] = \mathbb{E}_{P_u}(X'|X = x) \left[ \log \frac{P_u(X'|X = x)}{P(X'|X = x)} \right]
\]

The discrete time infinite horizon stochastic optimal control for control affine dynamics and Kullback-Leibler control cost rate is established rigorously in the following definition.

**Definition 3.** Let \( q : \mathbb{R}^n \mapsto \mathbb{R} \) be a strictly positive function and \( \alpha \) a strictly positive scalar. The discrete time infinite horizon stochastic optimal control for control affine dynamics and Kullback-Leibler control cost rate is then defined as

\[
u^* = \arg\min_u C[u]
\]

\[
= \arg\min_u \lim_{N \to \infty} \mathbb{E}_{P_u(X(n \to N)|X(n) = x)} \left[ \sum_{m=n}^{N} c(m) \right]
\]

where \( c(m) = \alpha^{m-n} \left( q(X(m)) + \log \frac{P_u(X(m+1)|X(m))}{P(X(m+1)|X(m))} \right) \) and the transition probability is governed by the control affine random walk \( (\Delta W \sim \mathcal{N}(0, I)) \) \( X' = X + \Delta X, \Delta X = a(X) + B(x)u + \sigma(X)\Delta W. \)

First note that for a control affine random walk the Kullback-Leibler cost rate simplifies to a quadratic control cost rate. Hence it follows that an equivalent relation between the stochastic process and the control cost rate, which allowed us to solve the stochastic optimal control problem in continuous time, is inherent to the Kullback-Leibler control setting.

\[
\mathbb{D}[P_u(X'|X = x)||P(X'|X = x)] = \frac{1}{2} u^T \underbrace{B^T \Sigma^{-1} B}_{R} u + c
\]

Further it can be shown that the problem in definition 3 is equivalent to the following recursive optimization problem. Again \( V \) represents the Value function which is subject to a similar interpretation as in continuous time. In a generic setting this equation is referred to as the stochastic Bellman equation.

\[
V(x) = \min_{P_u \in \mathcal{P}} \mathbb{E}_{P_u(X'|X = x)} \left[ q(x) + \log \frac{P_u(X'|X = x)}{P(X'|X = x)} + \alpha V(X') \right]
\]
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Specific to the discrete time Linearly Solvable Optimal Control setting is that the problem can be lifted from the control space to the controlled transition probability space, that is \( P_u(X' = y | X = x) \in \mathcal{P} \) where \( \mathcal{P} \) represents the space of all transition probabilities on \( \{ X' = y | X = x \} \) defined as \( \mathcal{P} = \{ P(X' = y | X = x) | \int P(X' = y | X = x) dy = 1 \} \). Hence the problem below can no longer be treated as an optimization problem but as a variational one.

We can solve this problem by introducing the Lagrangian

\[
L[P_u, \lambda] = \mathbb{E}_{P_u} \left[ q + \log \frac{P_u}{\mathbb{E}} + \alpha V' \right] + \lambda (\mathbb{E}_{P_u} [1] - 1)
\]

so that the optimal transition probability is governed by

\[
\partial_{P_u} L = \int (\log \frac{P_u}{\mathbb{E}} + \alpha V' + \lambda + 1) dX' = 0
\]

which is identically equal to zero if the integrand is, and so

\[
P^*_u(X' = y | X = x) \propto P(X' = y | X = x) e^{-\alpha V(y)}
\]

where the relation \( \propto \) implies that the left-hand side and right-hand side are equivalent up to a normalization constant which on its turn depends on the Lagrangian multiplier \( \lambda \).

Substitution of the optimal transition probability function into the Bellman equation reveals then that the Value function is governed by the following stochastic recurrence relation

\[
V(x) = q(x) - \log \mathbb{E}_{P(X'|X=x)} \left[ e^{-\alpha V(X')} \right]
\]

Reintroducing the Value function transformation \( Z(x) = e^{-V(x)} \) then produces

\[
Z(x) = e^{-q(x)} \mathbb{E}_{P(X'|X=x)} [Z(X')^\alpha]
\]

and by consequence of theorem \( 2 \) it then also follows that

\[
\tilde{Z}(x) = \lim_{N \to \infty} \mathbb{E}_{P(X(n \to N)|X(n) = x)} [S(N)]
\]

Equivalently we have that

\[
P^*_u(X' = y | X = x) \propto P(X' = y | X = x) Z(y)^\alpha
\]

\[
= \frac{P(X' = y | X = x) Z(y)^\alpha}{\mathbb{E}_{P(X'|X=x)} [Z(X')^\alpha]}
\]
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These results determine a straightforward discrete time version of the continuous time optimal control discussed in the previous paragraph. On account of theorem 2, unfortunately here we can only approximate $Z(x)$ and hence the performance of the derived policy will deteriorate in practice.

The symmetry is completed by noting that we can abstract the optimal control for control affine dynamics remarking that

$$
\mathbb{E}_{P_u(x'|X=x)}[X'] = a(x) + B(x)u^*(x)
= \frac{\mathbb{E}_{P(X'|X=x)}[(a(x) + \sigma(x)\Delta W) Z(X')^a]}{\mathbb{E}_{P(X'|X=x)}[Z(X')^a]}
$$

so that

$$
u^*(x) = R^{-1} B^\top \Sigma^{-1} \frac{\mathbb{E}_{P(X'|X=x)}[\sigma(x)\Delta W Z(X')^a]}{\mathbb{E}_{P(X'|X=x)}[Z(X')^a]}
$$

The same result follows from the following projection strategy

$$
u^*(x) \approx \arg \min_u \mathbb{D} [P_u^*(X'|X = x)||P_u(X'|X = x)]
$$

3.3. Note on the transformation and solution scaling

Both in a continuous and discrete time setting the control problem is subject to a constraint relating the diffusion covariance matrix $\Sigma$ with the control penalty matrix $R$

$$
\Sigma = BR^{-1}B^\top \text{ or } R = B^\top \Sigma^{-1}B
$$

This constraint implies that the diffusion process and the admissible control are inherently balanced and the control designer cannot choose a different control weighing. Although the constraint makes sense from a control engineering perspective — since the larger the uncertainty is, the higher the admissible control can be — it poses a limiting restriction that practitioners would like to see resolved. The issue can be remedied easily by scaling the solely state dependent cost rate term $q$. Alternatively we could reconsider the Value function transformation. Specifically we could also have used the parametrized transformation $Z = e^{-\frac{1}{2}V}$. If one repeats the continuous time derivation substituting this transformation rather than the unparametrized transformation, we find

$$
\Sigma = \gamma BR^{-1}B^\top \text{ or } R = \gamma B\Sigma^{-1}B^\top
$$
which allows to effectively scale the relation. The discrete time constraint is obtained by weighting the Kullback-Leibler control cost rate with $\gamma$.

Finally note that in this case the solution is adapted to $Z(x) = \lim_{T \to \infty} \mathbb{E}_{P(X(t\to T)|X(t)=x)} \left[ I(T)^{\frac{1}{2}} \right]$ in the continuous time setting and $Z(x) = \lim_{N \to \infty} \mathbb{E}_{P(X(n\to N)|X(n)=x)} \left[ S(N)^{\frac{1}{2}} \right]$ in the discrete time setting.

This effectively illustrates that the parametrized value function transformation is equivalent to a rescaling of the state dependent control cost rate term $q$.

4. Example

In this section we demonstrate the proposed solution for a small case study and verify the influence of some parameters empirically. The system under study is the controlled van der Pol equation $\ddot{y} - 2\zeta\omega(1-y^2)\dot{y} + \omega^2 y = u$. Here we assume that the source of uncertainty operates solely in the input space, i.e. $dX = (a(X) + Bu)dt + B\sigma dW$ with $dW \sim \mathcal{N}(0, I)$ or equivalently $dX = (a(X) + Bu)dt + dW'$ where $dW' \sim \mathcal{N}(0, \Sigma), \Sigma = \sigma^2 BB^\top$. We choose $\omega = 1$, $\zeta = \frac{1}{4}$ and $\sigma^2 = \frac{1}{2}$. A discounted infinite horizon stochastic optimal control problem is defined with state penalty rate $q = \frac{1}{2} \|x\|^2$ and discount factor $\alpha = 1$. The conversion of this system to a state-space representation is trivial. In our simulations we use a discretised version of the continuous dynamics. The discretization is performed as in the proof of theorem 2 where we choose $\Delta t = 1 \times 10^{-3}$ which is several orders of magnitude smaller than the system’s time constant.

The goal is to determine the optimal policy. Therefore we first estimate the value function making use of the nonlinear Feynman-Kac formula from theorem 1. This is done by determining the value function over a sample grid of initial values (see figure 1). We approximate the associated function value using a Monte Carlo estimate of the expectation using $M$ sample paths and truncate the cost after time $T$. For sufficiently large $M$ and $T$ and small $\Delta t$ the estimate should be exact. We then approximate the surface using a Gaussian Process and determine the optimal policy as detailed in section 3.1.
Figure 1 illustrates the estimation procedure for a single coordinate, here \( x = (2, 2) \). The parameter \( \gamma \) is varied over the set \( \{4, 1, \frac{1}{3}\} \). Note that the same set of experiments can be used for every value of \( \gamma \). Figures 2 and 3 demonstrate the \( Z, V \) and policy response function estimation for \((T, M) = (1, 25)\) and \((T, M) = (25, 500)\) respectively. In figure 4 the effect of \( \gamma \) is illustrated on the estimates of \( Z \). Finally figure 5 illustrates the stabilizing effect of the policy on the dynamic landscape governing the van der Pol equation.

5. Conclusion

In this contribution we present a solution to a nonlinear PDE closely related to the parabolic PDE studied by Feynman and Kac. Our results have applications in Linearly Solvable Optimal Control. In particular our work extends the framework to incorporate the discounted infinite horizon setting which remained untreated by the literature.
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