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ABSTRACT
This paper presents a stability analysis tool for model predictive control (MPC) where control action is generated by optimising a cost function over a finite horizon. Stability analysis of MPC with a limited horizon but without terminal weight is a well-known challenging problem. We define a new value function based on an auxiliary one-step optimisation related to stage cost, namely optimal one-step value function (OSVF). It is shown that a finite horizon MPC can be made to be asymptotically stable if OSVF is a (local) control Lyapunov function (CLF). More specifically, by exploiting the CLF property of OSVF to construct a contractive terminal set, a new stabilising MPC algorithm (CMPC) is proposed. We show that CMPC is recursively feasible and guarantees stability under the condition that OSVF is a CLF. Checking this condition and estimation of the maximal terminal set are discussed. Numerical examples are presented to demonstrate the effectiveness of the proposed stability condition and corresponding CMPC algorithm.
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1. Introduction
Consider a finite horizon optimisation problem involved in model predictive control (MPC), or also known as receding horizon control (RHC), with the performance index defined as

\[ J'(x(k), U(k)) = \sum_{i=0}^{N} l'(x(k+i), u(k+i)) \]  

where \( x(k+i), i = 0, \ldots, N \) and \( U(k) = [u(k), \ldots, u(k+N)] \) are state and control, respectively. \( l'(x, u) \) is the stage cost and \( N \) is the length of the horizon. Lack of stability of some earlier MPC schemes with a finite horizon \( (1) \) has triggered extensive research on stability of MPC. Stability analysis of MPC has been an active topic in the last three decades and a rich body of knowledge and understanding about stability and related design parameters of various MPC algorithms has been accumulated; e.g. Grüne and Pannek (2017), Lee (2011), and Rawlings and Mayne (2009). There are several approaches in establishing the stability of the above schemes. The most widely used is the terminal weight-based framework (e.g. Chen et al., 2000; Fontes, 2001; Mayne et al., 2000). In this framework, there are three important integrants that are closely coupled, namely, a local control Lyapunov function (CLF) used as a terminal weight to add in the performance index \( (1) \), a terminal set constraint on the terminal state, and a terminal control satisfying certain conditions for all state in the terminal set (Mayne et al., 2000). However, for complicated systems, it is not easy to find a suitable terminal weight since it not only acts as a CLF for a specific system, but also must link back to the stage cost and the optimal cost function. As pointed out in Grune and Rantzer (2008), adding a terminal weight in the cost function brings a few issues. Among others, performance may be distorted by an inappropriate terminal weight. With the addition of a terminal weight, the cost function now consists of two terms: stage cost within the horizon and a terminal weight. If the terminal weight is much larger than the summed stage cost, the influence of the summed stage cost would be too small during the optimisation. Sometimes a terminal weight may have to be selected quite conservatively to make sure that a terminal weight covers the cost-to-go, particularly for systems whose cost-to-go is difficult to calculate or estimate.

Motivated by the above observation, considerable effort has been made to relax the requirements in
the terminal weight-based MPC framework in the last two decades. Broadly speaking, there are two main approaches to addressing the issues caused by using a terminal weight. One is to find a generalised terminal weight that is not necessary to be a CLF if certain property holds, e.g. Faulwasser et al. (2018), Grimm et al. (2005), Grüne and Pannek (2017), and Jadbabaie and Hauser (2005). For instance, stability for unconstrained discrete-time systems under MPC algorithms was established in Grimm et al. (2005), where it does not require the terminal cost to be a local CLF (could be the zero function) if certain assumptions are satisfied. The other is to drop terminal weights completely, e.g. Angeli et al. (2016), Faulwasser et al. (2018), Grüne (2013), and Grüne and Pannek (2017). Since the stability results are established based on certain asymptotic property of value functions, this approach normally requires to increase the horizon $N$ in the cost (1) to be sufficiently large, or equality terminal constraints have to be included. Along this line, recently there are interesting development with explicit horizon bounds in Grune and Rantzer (2008) and for discount performance costs in Granzotto et al. (2020). Table 1 in Faulwasser et al. (2018) provides a nice summary of the state-of-the-art about MPC stability.

This paper is interested in further bridging the gap between MPC theory and practical applications. We are interested in an MPC algorithm with a fixed limited horizon as in the cost (1). Here a limited horizon implies the horizon is relatively short (for example, for the sake of computational burden). As pointed out in Faulwasser et al. (2018), many MPC algorithms widely applied in engineering actually do not have a terminal weight but they are stable; for example, Boström-Rost (2019), Hu and Chen (2005), Maffei et al. (2017) and Nilsson et al. (2015). Another evidence is all the case studies in the nonlinear model predictive control toolbox of Matlab do not have a terminal cost since it is in general difficult to find a non-conservative terminal weight for a nonlinear system and the resulted MPC algorithm is actually proven to be stable (so no need to add). The lack of theoretical foundation, in particular rigorous stability proofs, is regarded as a drawback of finite horizon MPC particularly for safety critical systems, e.g. Grüne and Rantzer (2008). Despite all the existing work; e.g. Angeli et al. (2016), Grüne and Rantzer (2008), Grüne (2013), Grüne and Pannek (2017), and Granzotto et al. (2020), there is a clear gap between available stability analysis tools and practical applications particularly for MPC with a limited horizon (e.g. only several prediction steps). For example, there is a significant interest in developing MPC methods with active learning; see survey paper (Mesbah, 2018). However, MPC with active uncertainty learning is very computationally involved and most of research in this area is on developing sub-optimal solutions for this problem with only a limited horizon (usual only one or two); e.g. see Chen et al. (2021). Focusing on optimisation problems with only a limited look-ahead horizon is a main difference between this work and literature in dealing with finite horizon MPC (e.g. Angeli et al., 2016; Grüne, 2013; Grüne & Pannek, 2017; Granzotto et al., 2020; Grüne & Rantzer, 2008). So far, there is little work on stability analysis of MPC with a limited horizon (e.g. one or two steps) and without terminal weight. Chen (2010) reported a stability condition for MPC with any length of horizon including only one-step.

In summary, this paper is interested in developing stability tools for MPC with the cost function (1) with a limited number of horizon; that is, $N$ is a small number, or only one or two. This group of MPC algorithms have been widely used in practical applications for a number of reasons; e.g. reduced computational load, or avoid the difficult in finding a suitable terminal weight but so far, there are no existing tools available for this group of MPC algorithms so there is a significant gap between MPC theory and its practical applications.

To address this challenging problem, we define a new stage cost by reformulating the original stage cost $l$ in (1). Optimisation of the modified stage cost gives the same control sequence so MPC behaves as the original one. Based on that, the Optimal one-Step Value Function, OSVF, is defined as the value function yielded by optimising the modified one-step stage cost over admissible control. A main contribution in this paper is that **MPC with a fixed limited horizon as in Equation (1) can be made to be stable if OSVF is a CLF (if it is feasible at the beginning).** More specifically, under this condition, a contractive terminal set could be constructed and added to the original optimisation problem with the cost function (1). We show that the corresponding MPC algorithm, referred as CMPC, is recursively feasible with this new contractive terminal constraint and guarantees stability. It is noted that a contractive terminal constraint technique
was developed to enlarge the domain of attraction for terminal weight stabilising MPC algorithm in Limon et al. (2005).

A significant implication of the work in this paper is that if OSVF is a CLF, there is no need to add a terminal weight in the cost function, or extend the horizon significantly for the purpose of stability guarantee.

This paper is organised as follows. In Section 2, a finite horizon MPC problem for constrained nonlinear systems without terminal weight is described. New stability condition and corresponding CMPC algorithm with stability guarantee are developed in Section 3. In Section 4, the property of OSVF being a CLF is investigated and a procedure to estimate the corresponding maximal terminal set if this property holds is proposed. These results are illustrated by two examples to provide more insight. Simulation study for a numerical example is given in Section 5. The original finite horizon MPC is unstable with one-step horizon. But after showing its OSVF is actually a CLF, with a minimum change of the algorithm by adding a constructed terminal constraint using the property of OSVF (without adding a terminal weight or increasing the horizon), the finite horizon MPC becomes stable. Finally, this paper ends up with conclusions in Section 6.

2. Finite horizon MPC for nonlinear systems

Consider a constrained nonlinear system

\[ x(k + 1) = f(x(k), u(k)), \]  

or succinctly \( x^+ = f(x, u) \), with the input constraints

\[ u \in U \]  

and the state constraints

\[ x \in \mathcal{X} \quad \text{and} \quad 0 \in \mathcal{X} \]  

The cost function (1) is widely used in MPC and other optimisation problems as a standard form. However, it is observed that the cost associated with the initial state \( x(k) \) is not changed by the control sequence \( U' \), and the optimal control at \( k + N, u(k + N) \), is also not relevant since it does not change the state sequence within the horizon and so the associated state costs.

Motivated by this intuitive observation, we rewrite the cost function (1) in the form of a new stage cost \( l(x^+, u) \) as

\[ J(x(k), U(k \mid k)) = \sum_{i=0}^{N-1} l(x(k + i) \mid k, u(k + i \mid k)) \]  

(5)

where \( U(k \mid k) = [u(k \mid k)^T, \ldots, u(k + N - 1 \mid k)^T]^T \) denotes calculated control sequence at the time instant \( k \) and \( x(k + i \mid k), i = 1, \ldots, N \), are corresponding predicted state sequence in the receding horizon where \( (\cdot \mid k) \) explicitly indicates a variable depending on the measurement at time \( k \). Furthermore, \( x(k \mid k) = x(k) \). It was acknowledged that although not all the original stage cost \( l \) could be rewritten in the above form as (5), many widely used stage costs could be reformulated in this form. See Remark 2.2 for discussion.

A classic finite MPC setting is that at each \( k \), the online optimisation problem is solved with the cost (5), i.e.

\[ J_{\text{opt}}^*(x(k)) = \min_{U(k \mid k) \in U} J(x(k), U(k \mid k)) \]  

(6)

subject to system dynamics (2), the control constraint (3) and the state constraint (4). Assuming the existence of a solution, the optimal control sequence and the corresponding state trajectory are denoted by \( U^*(k \mid k) \) and \( x^*(k + 1 \mid k), \ldots, x^*(k + N \mid k) \), respectively. We use the subscript * to indicate the optimal solution, the optimal control sequence or states under the optimal control sequence.

Only the first control action is implemented in MPC

\[ u(k) = u^*(k \mid k) \]  

(7)

and the closed-loop system at time \( k + 1 \) is given by

\[ x(k + 1) = f(x(k), u^*(k \mid k)) \]  

(8)

It shall be highlighted that minimisation of the cost function (1) or (5) actually yields the same control sequence so the resulted MPC algorithms have the same behaviours.

**Remark 2.1:** Reformulation of the stage cost plays a significant role in our further development. By doing this, essentially a different Lyapunov function, instead of the optimal value function of minimising the cost (1) as in the current terminal weight MPC framework, is used in establishing the stability of finite horizon MPC in this paper. But more importantly, the modified stage cost is used to define a new value function (OSVF) and our stability analysis tool is established based on the property of this new function.
**Remark 2.2:** The stage cost without state and control cross terms, e.g. in the form of \( f(x,u) = l(x) + l_g(u) \), can be easily reformulated as \( l(x^+, u) \). For a quadratic cost function with a cross coupling term of \( x \) and \( u \), it can be decoupled by using a simple control variable transform \( \hat{u} = u - R^{-1}Sx \) where \( R \) is the control weight and \( S \) the cross term weight. Therefore, for a wide class of stage costs, we are able to reformulate (1) as in (5).

**Remark 2.3:** One may argue that following the observation that \( u^*(k+N | k) \) is always zero, the associated state related cost at \( N \) stage, i.e. \( l(x(k+N | k), 0) \) can be considered as a terminal weight. Then the current terminal weight based stability conditions could be applied. As shown in Chen (2010), this approach does not work since this terminal weight does not cover the cost-to-go as required.

We will investigate stability of the above-described MPC without resorting to adding a terminal weight. To present our results, the following assumptions commonly used in MPC stability analysis are introduced.

A1: \( f(\cdot, \cdot) \) and \( l(\cdot, \cdot) \) are continuously differentiable. Furthermore, \( f(0,0) = 0, l(0,0) = 0 \);

**Definition 2.1:** A real-valued scalar function \( \phi : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) belongs to class \( K \) if it is continuous, strictly increasing and \( \phi(0) = 0 \). \( \phi \) belongs to class \( K_\infty \) if \( \phi \) belongs to class \( K \) and is radically unbounded.

**Definition 2.2 (Positively invariant set Rawlings & Mayne, 2009):** A closed set \( \mathcal{X} \) that contains the origin as its interior is called as a positively invariant set for a nonlinear autonomous system \( x^+ = g(x) \) if \( g(x) \) belongs to \( \mathcal{X} \) for all \( x \in \mathcal{X} \).

**Definition 2.3 (CLF Rawlings & Mayne, 2009):** Suppose the set \( \mathcal{X} \) and closed set \( \Omega, \Omega \subseteq \mathcal{X} \), are control invariant for \( x^+ = f(x,u), u \in \mathcal{U} \). A function \( V : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0} \) is said to be a CLF in \( \mathcal{X} \) for the system \( x^+ = f(x,u), u \in \mathcal{U} \), and the set \( \Omega \) in \( \mathcal{X} \) if there exist functions \( \beta_i \in K_\infty, i = 1, 2, 3 \), defined on \( \mathcal{X} \), such that for any \( x \in \Omega \subseteq \mathcal{X} \), there exists a control \( u \in \mathcal{U} \) such that

\[
\beta_1(|x|) \leq V(x) \leq \beta_2(|x|) \tag{9}
\]

and

\[
V(f(x,u)) - V(x) \leq -\beta_3(|x|) \tag{10}
\]

**3. Stability for finite horizon MPC without terminal weight and algorithm**

**3.1. Finite horizon MPC with stability guarantee**

To facilitate the discussion, based on the modified stage cost \( l \), an auxiliary optimisation problem with one-step stage cost is defined as, for any \( x \in \Omega \subseteq \mathcal{X} \)

\[
m(x) \triangleq \min_{u \in \mathcal{U}} l(x^+, u); \quad x^+ = f(x,u) \in \Omega \tag{11}
\]

where \( \Omega \) is a compact and closed set. \( m(x) \) is referred to as optimal One-Step Value Function (OSVF), which will be used extensively in this paper in establishing stability and developing stability guaranteed MPC algorithms.

Define a sublevel set as

\[
\Omega(\alpha) \triangleq \{ x \in \mathbb{R}^n : m(x) \leq \alpha, x \in \mathcal{X} \} \tag{12}
\]

for some \( \alpha > 0 \) where \( m(x) \) is defined in Equation (11). Furthermore, \( \alpha_0 \) is used to define the maximal control invariant set.

We now impose an important condition on OSVF, \( m(x) \), for establishing stability of finite horizon MPC.

A2: The value function \( m(x) \) is a CLF for system (2) with respect to the set \( \Omega(\alpha) \) defined in (12) for any \( 0 < \alpha \leq \alpha_0 \). Moreover, it also satisfies condition (9) for all \( x \in \mathcal{X} \).

**Remark 3.1:** Assumption A2 is related to the system dynamics and the stage cost for online optimisation. Section 4 is devoted to investigate the detail about under what conditions this assumption is satisfied.

It can be observed that if OSVF \( m(x) \) is a CLF as in Definition 2.3, the set \( \Omega(\alpha) \) is well defined with \( 0 \in \Omega(\alpha) \) since it is positive definite. Based on Assumption A2, we construct a contractive terminal set and add it as a constraint in the original finite horizon MPC, which forms a new algorithm with stability guarantee as described below.

**CMPC: MPC with Contractive terminal constraints**

**Step 1** Define system dynamics (2), constraints \( \mathcal{X} \) and \( \mathcal{U} \), the length of horizon \( N \), the stage cost \( l(x^+, u) \) as in the cost function (5), initial state \( x_0 \) and initial \( \alpha_0 \). Let \( k = 0, x(0) = x_0, \alpha(0) = \alpha_0 \). Choose \( \delta > 0 \) as a sufficiently small number.
Step 2 Solve the optimisation problem (6) subject to system dynamics (2), constraints (3) and (4), and the terminal constraint
\[ x(k + N | k) \in \Omega(\alpha(k)) \subset \mathcal{X} \] (13)

Step 3 Apply \( u(k) = u^*(k | k) \). Update the terminal set \( \Omega(\alpha(k)) \) by the following rule:
\[ \alpha(k + 1) = \min\{m(x^*(k + N | k)), m(x^*(k + 1 | k))\} - \delta \|x^*(k + s | k)\|^2 \] (14)

where \( \delta > 0 \) is sufficiently small and \( s \) denotes the instant where the minimum is achieved in the first term. Terminate the update of the terminal set and let \( \alpha(k+1) = 0 \) if \( \alpha(k+1) \leq 0 \).

Step 4 Let \( k = k + 1 \) and go to Step 2.

Compared with the original finite horizon MPC, the only change in CMPC is that the terminal constraint (13) is added during the optimisation. This is similar to a standard terminal weight based MPC, but there are two crucial differences. First, there is no need to add a terminal weight in the cost function. The other is that the terminal set is updated in Step 3 at each iteration.

One distinctive feature of the proposed CMPC is, depending on the relationship between the first state and the final state in the horizon, we construct the terminal set in a different way. That is, when \( m(x^*(k + 1 | k)) \leq m(x^*(k + N | k)) \leq \alpha(k) \) as shown by the green dotted trajectory in Figure 1, we construct the terminal set \( \Omega(\alpha(k + 1)) \) as the dotted ellipsoid, which allows us to speed up the convergence process of the MPC algorithm by taking advantage of this property. In most of cases, \( m(x^*(k + 1 | k)) > m(x^*(k + N | k)) \) as shown in the dashed line or the dot-dashed line in Figure 1. The difference between the dashed line and dot-dashed line is that the terminal state \( x^*(k + N | k) \) of the dot-dashed line just lies on the boundary of the terminal set \( \Omega(\alpha(k)) \) but that of the dashed line is inside the terminal set \( \Omega(\alpha(k)) \). Therefore it is easy to construct a new terminal set \( \Omega(\alpha(k + 1)) \) (dashed ellipsoid) using Equation (14) for the latter. For the former, it will be shown in Lemma 3.1 and Theorem 3.1 that if the OSVF is a CLF, we are able to construct a new contractive terminal set \( \Omega(\alpha(k + 1)) \) using Equation (14) (see dot-dashed ellipsoid in Figure 1).

Theorem 3.1 states that the recursive feasibility and asymptotic stability of CMPC can be guaranteed under the condition that OSVF \( m(x) \) is a CLF.

**Theorem 3.1 (Recursive feasibility and asymptotic stability):** Consider a nonlinear system (2) with constraints (3), (4) and the performance cost (5) without terminal weight, satisfying Assumptions A1–A2. Suppose that CMPC is feasible with respect to an initial state \( x_0 \in \mathcal{X} \). Then

1. CMPC is recursively feasible;
2. CMPC is asymptotically stable with respect to the origin.

**Remark 3.2:** Essentially, Theorem 3.1 states that a finite horizon MPC is stable if the optimal one-step stage cost is a CLF. Under this condition, a procedure of constructing a feasible terminal set in each iteration is presented. There is no need of significantly modifying the original MPC problem as in other approaches (e.g. adding a terminal weight or significantly increase horizon) in order to guarantee stability. Certainly, not
all MPC problems with a finite horizon satisfy this condition although a simple example in Section 4.2 shows this condition is satisfied for a wide range of MPC settings. If not satisfied, we have to either modify the stage cost \( l(x^+, u) \) such that OSVF is a CLF (subject to that satisfactory performance is still achieved), or resort to the existing approaches for stability guarantee; e.g. adding a terminal weight or increasing horizon until the associated conditions are satisfied. The new result is just an addition to the existing tool set for guaranteeing MPC stability.

Remark 3.3: The only modification to the original MPC scheme in the proposed approach is to add a (contractive) terminal constraint. Two questions naturally arise: whether or not is it necessary and how much computation burden would it increase? These two questions have been studied in Mayne (2013). It was concluded that if the system being controlled is subject to hard state constraints and recursive feasibility is desirable, then adding terminal constraints is a necessity. Furthermore, it concludes that 'given that hard state constraints are present, the additional complexity due to the terminal constraint is not significant'. In many applications, due to physical constraints, safety or other requirements, hard constraints on state (and control) are present as in the general setting of the MPC problem. These constraints must be respected by not only the terminal states but also all the intermediate states before the terminal state. Hence it is the authors opinion that this is a minor modification to the original MPC algorithm while guaranteeing stability (under the condition that OSVF is a CLF). Furthermore, it shall be highlighted that CMPC fully recovers to the original one if the terminal constraint is not activated during optimisation.

3.2. Recursive feasibility and stability proof

Lemma 3.1: Suppose that CMPC is feasible for an initial state \( x_0 \in \Omega(\alpha_0) \) for some \( \alpha_0 \). Under Assumption 2, there exist \( \beta_1, \beta_4 \in \mathbb{K}_\infty \) such that its optimal cost \( J^*(x) \) satisfying \( \beta_1(|x|) \leq J^*(x) \leq \beta_4(|x|) \) for all \( x \in \mathcal{X} \).

Proof: We establish the lower and upper bounds of the optimal cost \( J^*(x) \) under Assumption A2. For any \( x \in \mathcal{X} \), the lower bound is implied by \( J^*(x(k)) \geq l(x^+(k+1 | k), u^*(k)) \geq m(x(k)) \geq \beta_1(|x(k)|) \). The second inequality is due to the principle of optimality while the last follows from the lower bound of \( m(x) \) in A2. The upper bound of \( J^*(x) \) can be established using a suboptimal look ahead solution. The optimisation problem (6) is split into \( N \) one-step optimisation problems and they are solved from Stage 0 to Stage \( N-1 \) recursively, which gives a cost \( \sum_{i=0}^{N-1} m(x(k+i | k)) \) where \( x(k+i | k) \) is the state under the suboptimal control sequence \( u^*(k+i | k) \) yielded by this look ahead \( N \) strategy. Since \( m(x) \) is bounded for any \( x \in \mathcal{X} \), the summed stage cost of all the corresponding OSVFs is also bounded. \( J^*(x(k)) \) is less than the associated cost of this suboptimal solution so it is also bounded by a function \( \beta_4(|x(k)|) \in \mathbb{K}_\infty \).

Lemma 3.2: Consider a nonlinear system (2) with constraints (3), (4), and a terminal constraint (13) and the cost function (5) satisfying Assumptions A1–A2. Suppose that the optimisation problem (6) starts from a state within an initial feasible set, i.e. \( x(0) = x_0 \in \Omega(\alpha_0) \) for a given \( \alpha_0 \), and there exist a control \( u(k + N | k) \in \mathcal{U} \) and a \( \mathbb{K}_\infty \) function \( \beta_2 \) such that

\[
I(x(k+N+1 | k), u(k+N | k)) - I(x^*(k+1 | k), u^*(k | k)) \leq -\beta_2(|x(k)|)
\]  \tag{15}

for all \( k \geq 0 \) where \( x(k+N+1 | k) = f(x^*(k+N | k), u(k+N | k)) \in \Omega(\alpha(k)) \) and \( x^*(k+N | k) \) is the terminal state under the optimal control sequence at time \( k \). The optimisation problem (6) is recursively feasible and the closed-loop system stemming from the MPC algorithm is asymptotically stable.

Proof: Suppose that the optimisation problem (6) is feasible at time \( k \). The optimal control sequence, the optimal state trajectory and the optimal cost are denoted by \( u^*(k+i | k) \) and \( x^*(k+i+1 | k), i = 0, \ldots, N-1 \), and \( J^*(x(k)) \), respectively. Following Lemma 3.1, \( J^*(x(k)) \) could be used as a Lyapunov function candidate. Stability is established by showing that the modified value function \( J^*(x) \) has a monotonicity property, that is

\[
J^*(x(k+1)) - J^*(x(k)) \leq -\beta_2(|x(k)|)
\]  \tag{16}

where \( x(k+1) \) denotes the system state at time \( k+1 \) under \( u(k) = u^*(k | k) \).

Rewrite the optimal cost \( J^*(x(k)) \) as
The control sequence \( U^*(k|k) \) and corresponding state trajectory, there exist a control \( \tilde{u}(k+N|k) \in \mathcal{U} \) and corresponding \( \tilde{x}(k+N+1|k) = f(x^*(k+N|k),\tilde{u}(k+N|k)) \in \Omega(\alpha(k)) \) such that it holds. Invoking this condition into (17) yields

\[
J^*(x(k)) \geq \sum_{i=1}^{N-1} l(x^*(k+i+1|k), u^*(k+i|k)) + \beta_5(|x(k)|) + l(\tilde{x}(k+N+1|k),\tilde{u}(k+N|k))
\]

(18)

The control sequence \( U(k+1|k+1) \triangleq [u^*(k+1|k), \ldots, u^*(k+N-1|k),\tilde{u}(k+N|k)] \in \mathcal{U} \) ensures all the constraints are met and \( \tilde{x}(k+N+1|k) \in \Omega(\alpha(k)) \).

With \( x(k+1) = x^*(k+1|k) \) under \( u(k) = u^*(k|k) \), it forms a feasible control sequence for the optimisation problem (6) at time \( k+1 \). Hence it is recursively feasible.

Combining the principle of optimality at time \( k+1 \) and condition (18) obtains Equation (16). Hence the monotonicity of the modified value function is established. Asymptotic stability can be established by following the standard argument in classic stability guaranteed MPC, e.g. Mayne et al. (2000) and Rawlings and Mayne (2009).

We are now ready to establish Theorem 3.1.

**Theorem 3.1.** The proof consists of two steps. We first show the recursive feasibility of CMPC under the condition that OSVF is a CLF and then establish its stability.

**Item 1.** Suppose that at time \( k \), with the state \( x(k) \), the optimisation problem (6) with a terminal set \( \Omega(\alpha(k)) \) is feasible and solved, which gives the optimal control sequence and corresponding states. The terminal state \( x^*(k+N|k) \) belongs to the control invariant set \( \Omega(\alpha(k)) \). We now update the terminal set \( \Omega(\alpha(k)) \) as in Step 3 by Equation (14) and show the MPC algorithm is still feasible at \( k+1 \) with the updated terminal constraint.

To simplify the discussion, let \( \alpha'(k+1) = m(x^*(k+s|k)) = \min\{m(x^*(k+N|k)), m(x^*(k+1|k))\} \) where \( s \) could be either 1 or \( N \). We need to consider two cases, depending on the relationship between \( x^*(k+1|k) \) and \( x^*(k+N|k) \). First consider the case of \( m(x^*(k+1|k)) \geq m(x^*(k+N|k)) \). In this case, the minimum is achieved at \( x^*(k+N|k) \), i.e. \( s = N \). It is straightforward to show that \( x^*(k+N|k) \in \Omega(\alpha'(k+1)) \subseteq \Omega(\alpha(k)) \). Following Assumption A2 that \( m(x) \) is a CLF with respect to all \( x \) in \( \Omega(\alpha(k)) \), we have that there exists a control \( u(k+N|k) \in \mathcal{U} \) such that \( x(k+N+1) = f(x^*(k+N|k), u(k+N|k)) \in \Omega(\alpha'(k+1)) \).

Now consider the case that \( m(x^*(k+1|k)) < m(x^*(k+N|k)) \), i.e. \( s = 1 \). First, one can conclude that \( \alpha'(k+1) \leq \alpha(k) \) since \( m(x^*(k+1|k)) \leq m(x^*(k+N|k)) \leq \alpha(k) \). It follows from \( m(x) \) being a local CLF that \( \Omega(\alpha'(k+1)) \) is a control invariant set. Hence, there always exists a control sequence \( \tilde{u}(k+1|k+1), \ldots, \tilde{u}(k+N|k+1) \in \mathcal{U} \) such that all states \( \tilde{x}(k+i|k+1), i = 2, \ldots, N+1 \), including the terminal state \( \tilde{x}(k+N+1|k+1) \) within the constraint set \( \Omega(\alpha'(k+1)) \subseteq \Omega(\alpha(k)) \subseteq X \).

Therefore, one has \( \alpha'(k+1) \leq \alpha(k) \) for either \( s = 1 \) or \( s = N \). We now show that for either case, there always exists a sufficiently small \( \delta > 0 \) such that the update law (14) holds. This is due to the fact that \( \Omega(\alpha'(k+1)) \) is a control invariant set. Considering the case of \( s = 1 \), there exist \( u(k+N|k+1) \) and \( \beta_3(.) \) such that

\[
m(f(\tilde{x}(k+N+1|k+1), u(k+N|k+1)) \leq m(\tilde{x}(k+N|k+1)) - \beta_3(|\tilde{x}(k+N+1|k+1)|) \\
\leq \alpha'(k+1) - \beta_3(|\tilde{x}(k+N+1|k+1)|)
\]

(19)

Equation (19) implies that there always exists an sufficiently small \( 0 < \delta \||\tilde{x}(k+N+1|k+1)| \leq \beta_3(\|\tilde{x}(k+N+1|k+1)\|) \) and a control \( \tilde{u}(k+N|k+1) \in \mathcal{U} \) such that \( \tilde{x}(k+N+1|k+1) = f(\tilde{x}(k+N|k+1), \tilde{u}(k+N|k+1)) \) falls into the updated terminal set \( \Omega(\alpha(k+1)) \) with \( \alpha(k+1) = \alpha'(k+1) - \delta \|\tilde{x}(k+N+1|k+1)\|^2 \) as in (14). We are able to draw the same conclusion for \( s = N \).

In summary, CMPC at \( k+1 \) is feasible with respect to the constructed terminal set \( \Omega(\alpha(k+1)) \) if it is feasible at \( k \) with respect to a terminal set
the stage cost \( \Omega(\alpha(k)) \). Furthermore, one has \( \alpha(k+1) < \alpha(k) \) with the update rule of the terminal set in Step 3. When the terminal set shrinks to the origin with \( \alpha(k) \) approaching to zero, the terminal set is not updated anymore and the optimisation reduces to one with an equality constraint on the terminal state. By repeating the above process, the recursive feasibility can be established and the optimisation is always feasible if it is feasible at the beginning.

Item 2). Now we establish the stability of CMPC with the help of the recursive feasibility established above.

There are two iterative processes involved in the above MPC algorithm: the current state and the terminal set. Following the discussion above, the terminal set shrinks with time since \( \alpha(k+1) < \alpha(k) \). Once the terminal set approaches to zero, the update of the terminal set in Step 3 is terminated. Then Lemma 3.2 can be used to show that the system state converges to the origin finally. Essentially, condition (15) is satisfied under CMPC. This is because by choosing \( u(k+N | k) = 0 \) with the terminal state \( x^*(k+N | k) = 0 \), the corresponding stage cost \( l(x(k+N+1 | k), u(k+N | k)) = 0 \) (Assumption 1). Condition (15) is met since the stage cost \( l(x^*(k+1 | k), u^*(k | k)) \) for any no-zero \( x(k) \) is positive by the virtue of OSVF being a CLF (see Proposition 1 and Assumption 2).

Now we consider the case at the beginning where the initial state \( x_0 \) may be within the initial feasible terminal set \( \Omega(\alpha_o) \) where \( \alpha_o \) could be used to define a maximal control invariant set such that OSVF is a CLF. This could happen, for example, when OSVF is a global CLF. In this case, when choosing \( \alpha(0) = \alpha_o \), OSVF \( m(x(k+N)) \) associated with the terminal set \( \Omega(\alpha(0)) \) may be larger than OSVF \( m(x(k)) \) associated with \( x_o \) so condition (15) is not necessarily satisfied. This can be fixed by recalculating \( \alpha(0) \) as \( \alpha(0) = m(x_0) - \delta \) with a sufficiently small \( \delta > 0 \). By the virtue of \( m(x) \) being a local CLF with respect to the updated \( \Omega(\alpha(0)) \subset \Omega(\alpha_o) \), the optimisation is feasible and, in a similar fashion as previously, we can show that condition (15) is satisfied under the optimal control sequence. After the first iteration, Step 3 in CMPC ensures the system state \( x(k) \) is always outside the terminal set \( \Omega(\alpha(k)) \) in the following iterations by the way of updating the terminal set \( \Omega(\alpha(k)) \).

Remark 3.4: Minimisation is involved in checking the terminal constraint (13), which may significantly increase computational load. This can be avoided by reformulating the optimisation problem in Step 2. It can be shown that the terminal constraint (13) is equivalent to that there exists \( u(k+N) \in \mathcal{U} \) such that

\[
l(x(k+N+1 | k), u(k+N | k)) \leq \alpha(k)
\]

(20)

This is because if the constraint \( m(x(k+N+1 | k)) \in \Omega(\alpha(k)) \), i.e. Equation (13), is satisfied, one has

\[
l(x^*(k+1 | k), u^*(k+N | k)) = m(x(k+N | k)) \leq \alpha(k)
\]

(21)

with \( x^*(k+N+1 | k) = f(x(k+N | k), u^*(k+N | k)) \) under the optimal control for OSVF, \( u^*(k+N | k) \in \mathcal{U} \). Therefore, there exists \( u(k+N | k) \in \mathcal{U} \) satisfying (20). Conversely, if there exists \( u(k+N | k) \in \mathcal{U} \) satisfying (20), one has

\[
m(x(k+N | k)) \leq l(x(k+N+1 | k), u(k+N | k)) \leq \alpha(k)
\]

(22)

which implies condition (13) is satisfied.

Hence the optimisation problem in Step 2 of CMPC can be re-written as

\[
J^*(x(k)) = \min_{u(k|k),...u(k+N-1|k),u(k+N|k) \in \mathcal{U}} J(x(k), U(k|k))
\]

(23)

subject to system dynamics (2), state and control constraint, and the terminal constraint (20). There is one more element in the control sequence to be optimised (i.e. \( u(k+N | k) \)) but the minimisation involved in checking the terminal constraint is avoid. The computational load is significantly reduced.

4. OSVF properties and estimation of terminal set

Assumption A2 on OSVF \( m(x) \) plays a central role in establishing stability of finite horizon MPC in this paper. The terminal set is also defined based on OSVF. Understanding the property of this function is important in checking if it is a local CLF and in estimating a maximal terminal set.

4.1. Properties of OSVF

Assumption A2 consists of two conditions (9) and (10) for OSVF. In essence, Condition (9) requires the stage
cost \( l(x^+, u) \) has a lower bound and upper bound for any \( x \in \mathcal{X} \) and \( u \in U \). In this paper, we impose the following assumption on the stage cost to satisfy condition (9) for OSVF in Assumption 2.

**Proposition 4.1:** For any \( x \in \mathcal{X} \), assume that there exist \( \beta_1, \beta_2 \in K_\infty \) such that (i) there exists a \( u \in U \) satisfying \( l(x^+, u) \leq \beta_2(|x|) \) and (ii) \( l(x^+, u) \geq \beta_1(|x|) \) for any \( u \in U \). Then condition (9) for OSVF in Assumption 2 is satisfied.

**Proof:** It follows from \( l(x^+, u) \geq \beta_1(|x|) \) for all any \( x \in \mathcal{X} \) and \( u \in U \) that this property also holds for \( m(x) \) which corresponds to the stage cost under one-step optimal control, i.e. \( m(x) \geq \beta_1(|x|) \) for any \( x \in \mathcal{X} \). It also holds for \( x \in \Omega(\alpha) \) since it is a subset of \( \mathcal{X} \). Since there exist a control \( u \in U \) and \( K_\infty \) function \( \beta_2 \) such that \( l(x^+, u) \leq \beta_2(|x|) \), the OSVF \( m(x) \) must be also upper bounded as it is defined as \( \inf_{u \in U} l(x^+, u) \) for any \( x \in \mathcal{X} \), hence for any \( x \in \Omega(\alpha) \).

Basically, Proposition 4.1 states Assumption A2 holds if stage cost \( l(x^+, u) \) is positive definite and well defined (i.e. there is no state in \( \mathcal{X} \) such that stage cost approaches to infinity under all admissible controls). Similar conditions on \( l(x, u) \) are widely required for establishing stability of MPC. For example, Assumption 2.14 in Rawlings and Mayne (2009) requires \( l'(x, u) \geq \beta(|x|) > 0 \) for all \( x \in \mathcal{X} \) and any \( u \in U \). Proposition 4.1 is slightly more restrictive than \( l(x, u) \) being positive definite.

To further illustrate this condition, consider an affine system \( x^+ = f_0(x) + g(x)u \) with a stage cost \( l = (x^+)^T Q x^+ + u^T R u \), where \( Q > 0 \) and \( R > 0 \). The corresponding OSVF can be calculated as

\[
m(x) = f_0(x)^T (Q^{-1} + g(x)^T R^{-1} g(x))^{-1} f_0(x)
\]

It can be shown that \( m(x) \) is always positive definite and satisfies condition (9) if \( f_0(x) \neq 0 \) for any \( x \neq 0 \). It is acknowledged that there is significant research in MPC such as Economic MPC (EMPC) in relaxing the condition of the lower bound on the stage cost; e.g. Faulwasser et al. (2018).

We now focus on condition (10) for OSVF. It is equivalent to checking if there exists a control \( u \in U \) such that for all \( x \in \Omega(\alpha) \)

\[
m(f(x, u)) - m(x) \leq -\beta_3(|x|)
\]

In general, this can be carried out by solving the following optimisation problem

\[
\min_{u \in U} m(f(x, u)) - m(x)
\]

and then assessing if the minimum is negative.

For a general nonlinear system, similar to other CLF-based approaches, it is not easy to directly check this condition. In the following, we investigate this problem for a linear system and the proposed approach can also be extended to a nonlinear system by linearising it around the origin.

Consider a linear system

\[
x^+ = Ax + Bu
\]

and a quadratic stage cost

\[
l(x^+, u) = (x^+)^T Q x^+ + u^T R u
\]

with \( Q > 0 \) and \( R > 0 \). In the absence of constraints, solving the one-step optimisation problem with \( l \) in Equation (28) gives the optimal one-step control \( u^{*,1} = -(B^T Q B + R)^{-1} B^T Q A x \) and the corresponding OSVF

\[
m(x) = x^T A^T (Q^{-1} + BR^{-1} B^T)^{-1} A
\]

It follows from (29) that \( m(x) \) is positive definite so condition (9) is satisfied. Furthermore, we have

\[
m(x^+) = (Ax + Bu)^T (A^T (Q^{-1} + BR^{-1} B^T)^{-1} A)
\]

Therefore, following condition (10), OSVF is a CLF if there exists a control \( u \) such that

\[
(Ax + Bu)^T (A^T (Q^{-1} + BR^{-1} B^T)^{-1} A)(Ax + Bu) - x^T A^T (Q^{-1} + BR^{-1} B^T)^{-1} A x < 0
\]

Letting \( u = K x \), the above condition is met if there exists a \( K \) satisfying the following LMI

\[
\begin{bmatrix}
A^T (Q^{-1} + BR^{-1} B^T)^{-1} A & (A + BK)^T A \\
A (A + BK) & Q^{-1} + BR^{-1} B^T
\end{bmatrix} > 0
\]

**Proposition 4.2:** Consider a finite horizon MPC problem for a linear system (27) and with a quadratic cost
Consider an unconstrained first order linear system (Chen, 2010)

\[ x(k + 1) = ax(k) + bu(k) \]  

(33)

and an one-step horizon cost function

\[ J(k) = qx(k + 1 \mid k)^2 + ru(k \mid k)^2 \]

(34)

is employed with \( q > 0 \) and \( r > 0 \). It is assumed that \( b \neq 0 \); otherwise, the MPC problem is ill-defined.

A quick calculation gives OSVF as

\[ m(x) = \frac{a^2 qr}{r + qb^2} x^2 \]

(35)

We show that this function is a CLF for the system with \( any \) \( a, b \neq 0, q > 0, r > 0 \). For this MPC problem, condition (32) reduces to

\[
\begin{bmatrix}
\frac{a^2 qr}{r + qb^2} & a(a + bK) \\
\frac{a(a + bK)}{1/q + b^2/r} \\
\end{bmatrix} > 0
\]

(36)

It can be easily shown that this condition is always satisfied, for example, choosing \( K = -\frac{a}{b} \).

Therefore, OSVF for this finite horizon MPC problem is a CLF (globally in this case). We are able to construct a terminal set as in CMPC based on this property. By adding this terminal set into the original finite horizon MPC, CMPC in Section 3.1 is always feasible and, more importantly, it is (globally) asymptotically stable as stated in Theorem 3.1. It shall be highlighted that CMPC is stable for any parameter \( a, b \neq 0 \), any positive control and state weight with any horizon \( N \).

This system has been investigated in Grune and Rantzer (2008) with \( a = 2 \) and \( b = 1, q = 0.5, r = 0 \) using the approximation approach. The required horizon estimated for a stabilising MPC is from 12 to 23, depending on the performance approximation accuracy. Our result shows that CMPC is stable with \( any \) horizon for this parameter setting. With \( r = 0 \), Corollary 4.2 is not directly applicable. However, this can be relaxed by not using the matrix identify but directly using the first part of (29).

This example was also studied in Chen (2010) and a stability condition was given by

\[ \frac{a^2 r}{r + b^2 q} < 1 \]

(37)

The corresponding MPC is stable if the system parameters \( a \) and \( b \) and the state and control weights \( q > 0, r > 0 \) satisfy Equation (37). It can be shown that the stability condition proposed in this paper is much less conservative than that in Chen (2010).

This simple example clearly demonstrates that stability of finite horizon MPC can be established for a much wider range of system parameters or choices of the weights in the cost function by using the property of OSVF being a CLF. CMPC can stabilise the system with almost any combination of system parameters and positive weights in the cost function for this simple first order example with \( any \) length of horizon.

### 4.3. Estimation of the maximal terminal set

Once OSVF is a CLF, that is, there exists a gain \( K \) such that condition (32) is satisfied, we are able to construct a contractive terminal set based on that. Naturally, we are interested in finding a maximally admissible terminal set.

First the state and control constraints \( x \in \mathcal{X} \) and \( u \in \mathcal{U} \) can be represented or approximated by the constraints

\[ C_i x + D_i u \leq 1, i = 1, \ldots, s \]

(38)
The set $\mathcal{D}$ in the state space corresponding to the above constraints is defined by

$$\mathcal{D} = \{x \in \mathbb{R}^n : (C_i + D_i K)x \leq 1, i = 1, \ldots, s\} \quad (39)$$

With OSVF $m(x)$ given by (29), the terminal set $\Omega(\alpha)$ in (12) reduces to an ellipsoid set as

$$\Omega(\alpha) = \{x \in \mathbb{R}^n : x^T A^T (Q^{-1} + BR^{-1}B^T)^{-1} A x \leq \alpha\} \quad (40)$$

It is well defined since $m(x)$ is positive definite under the condition that it is a CLF.

Furthermore, it can be shown that $\Omega(\alpha)$ is contained in the set $\mathcal{D}$ if and only if

$$\begin{bmatrix} \frac{1}{\alpha} & C_i + D_i K \\ (C_i + D_i K)^T & A^T (Q^{-1} + BR^{-1}B^T)^{-1} A \end{bmatrix} \geq 0; \quad i = 1, \ldots, s \quad (41)$$

with $i = 1, \ldots, s$. This condition is equivalent to

$$\begin{bmatrix} \alpha' & C_i + D_i K \\ (C_i + D_i K)^T & A^T (Q^{-1} + BR^{-1}B^T)^{-1} A \end{bmatrix} \geq 0; \quad i = 1, \ldots, s \quad (42)$$

Estimating the maximally admissible terminal set can be done by finding a gain $K$ such that $\alpha$ is maximised. This can be formulated as an LMI optimisation problem.

$$\alpha^* = \min_K \alpha' \quad (43)$$

subject to (32) and

$$\begin{bmatrix} \alpha' & C_i + D_i K \\ (C_i + D_i K)^T & A^T (Q^{-1} + BR^{-1}B^T)^{-1} A \end{bmatrix} \geq 0 \quad (44)$$

After this optimisation problem is solved, the maximal terminal set $\Omega(\alpha_o)$ in (12) is estimated with $\alpha_o = 1/\alpha^*$.

5. Autonomous agent with finite horizon optimisation

Optimisation with a finite look ahead horizon is currently used widely for online planning in robotics and autonomous systems where a lower level controller is designed to control a mobile robot/vehicle to follow a planned path under robot dynamics, disturbance and uncertainty; e.g. Boström-Rost (2019) and Wongpiromsarn et al. (2012). In the planning level, a more detailed dynamic model is ignored. Consider an autonomous agent (a mobile robot, or a vehicle) whose behaviour was abstracted as

$$x(k + 1) = Ax(k) + Bu(k) \quad (45)$$

with $x = [x_1, x_2]^T$ is the position of the agent and $u \in \mathbb{R}^1$ is the move. This type of model has been widely used in informative path planning (Boström-Rost, 2019) (e.g. Simultaneous localization and mapping (SLAM) (Temeltas & Kayak, 2008), or environment monitoring (Hutchinson et al., 2018)) where the agent needs to decide the next move in order to maximise a reward or minimising a cost function. This can be formulated in an MPC setting through updating the environment belief and then performing an online optimisation repeatedly to decide the best next move; for example, see Chen et al. (2021); Hutchinson et al. (2020).

Consider an autonomous mobile robot whose behaviour is abstracted as a linear system (45) with

$$A = \begin{bmatrix} 0.7 & 0.1 \\ 0.8 & 0.6 \end{bmatrix}; \quad B = \begin{bmatrix} 0.8 \\ -0.5 \end{bmatrix} \quad (46)$$

and its task is simply to go back to home at the origin. At each step, we choose to take a move to make the system’s distance at the next time to the home as small as possible, i.e. minimising the cost function

$$J(x(k)) = x_1(k + 1)^2 + x_2(k + 1)^2 + 0.01u(k)^2 \quad (47)$$

The open-loop system is stable in the sense that it naturally goes back to the home without any control, $u = 0$, as shown in Figure 2. However, by minimising the cost function (47), the corresponding MPC scheme actually drives the system moving away from the origin and becomes unstable (see Figure 2).

Now we calculate OSVF and check its property. The corresponding OSVF (29) is given by

$$m(x) = x^T A^T (Q^{-1} + BR^{-1}B^T)^{-1} A x$$

$$= x^T \begin{bmatrix} 1.1016 & 0.5891 \\ 0.5891 & 0.3162 \end{bmatrix} x \quad (48)$$

It can be shown that there exists a control gain $K$ such that Equation (32) holds; for example, with $K = [-1.7454 - 0.6510]$. Hence, $m(x)$ is a CLF. In the absence of state and control constraints, the whole space is feasible so CMPC globally asymptotically stabilises the agent. In the presence of constraints, the
maximum terminal set could be estimated following the procedure in Section 4. For example, with $|u| \leq 10$, the maximal terminal set could be estimated as $\Omega(\alpha_o)$ with $\alpha_o = 1.297$. CMPC with the above terminal set is always feasible and asymptotically stable with respect to the origin (see Figure 2). That is, we can make the original unstable MPC algorithm being globally stable by simply adding a terminal set as constructed in this paper. (Figure 2)

6. Conclusions

MPC algorithms with a limited horizon and without terminal weight are widely used in practical applications for many reasons. However, despite all the considerable effort and progress so far, it is still far way from proving a complete answer to stability analysis of this type of algorithms. Consequently, there still lacks of solid theoretic foundation particularly in stability analysis to underpin many their applications. The work in this paper contributes to bridging the gap in this area. By defining OSVF based on the stage cost, we show that stability of finite horizon MPC can be established if OSVF is a CLF. Under this condition, a contractive terminal set can be constructed and added to the original MPC. It shows that this slightly modified MPC algorithm, CMPC, is recursively feasible and asymptotically stable.

Based on the work in this paper, a finite horizon MPC algorithm with stability guarantee can be developed by the following procedure. After defining the stage cost based on the performance requirement, we first check the property of OSVF. If it is a local CLF, we are able to establish stability of the finite horizon MPC algorithm using the proposed approach in this paper. If not, we may change the stage cost to make OSVF as a CLF subject to that the resultant performance meets the requirement. Otherwise, we resort to the existing solutions to ensure stability, e.g. adding a terminal weight, or increasing the horizon to be sufficiently large.

Future research directions along the work proposed in this paper will be on reducing the conservativeness of the requirement of OSVF defined based on the modified stage cost being a clf, and extending the work to a wider class of MPC problems including MPC with terminal weight. Furthermore, only regulation problems are considered in this paper and more research is required in extending the work to a broader range of MPC problems such as tracking or economic MPC. It is anticipated that new complementary stability conditions will be developed for these MPC problems by exploiting the technique developed in this paper. The needs of less conservative and more effective stability analysis tools for MPC are not only due to their theoretical significance. They are also important in providing proven properties for practical applications, particularly for safety critical systems, extending the applicability of MPC, and providing more degrees of freedom for parameter tuning which potentially could improve performance. This work contributes to achieving a better trade-off between optimality in performance, stability and computational burden.
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