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Abstract— In this paper, we consider the relaying of orthogonal space time block codes (OSTBCs) in a two-way amplify-and-forward (AF) multiple-input multiple-output (MIMO) relay system with estimated channel state information (CSI). A simple four phase protocol is used for training and OSTBC data transmission. Decoding of OSTBC data at a user terminal is performed by replacing the exact CSI by the estimated CSI, in a maximum likelihood decoder. Tight approximations for the moment generating function (m.g.f.) of the received signal-to-noise ratio at a user is derived under Rayleigh fading by ignoring the higher order noise terms. Analytical average error performance of the considered cooperative scheme is derived by using the m.g.f. expression. Moreover, the analytical diversity order of the considered scheme is also obtained for certain system configurations. It is shown by simulations and analysis that the channel estimation does not affect the diversity order of the OSTBC based two-way AF MIMO relay system.

I. INTRODUCTION

Two users can exchange their information by using a relay node, in a two-way cooperative system. The spectral efficiency and diversity gain of the two-way relay system can be improved by employing multiple antennas [1]–[5]. However, a key problem in two-way relay system is that the channel state information (CSI) of all links is needed at both the users, for self-interference cancellation and decoding of the data transmitted by each other. The problem of channel estimation in two-way relaying is not simple because each user needs to estimate the channel in between itself and relay node as well as the channel in between the other user and relay. Optimal channel estimation and training design for single antenna based two-way amplify-and-forward (AF) relay networks is discussed in [6]; a rate efficient two-phase training protocol for cascaded channel estimation, required for maximum likelihood (ML) detection, is proposed in this paper. Comparison of different channel estimation schemes like cascaded channel estimation and individual channel estimation is performed in [7], for a two-way multiple-input multiple-output (MIMO) relay systems. The mean square error (MSE) and bit error rate (BER) performance of these two schemes are compared, in this work. In [8], lower bounds on the sum rate of information transmission in AF MIMO relay system with estimated CSI, using a precoding matrix at the relay, are obtained. The problem of joint source and relay optimization for AF MIMO two-way relay systems, with imperfect CSI, is considered in [9]; however, no analytical performance of the AF MIMO relay system is provided.

Motivation and Our Contributions

In the existing works [8], [9], the transmission of the spatial multiplexed data vector, by using imperfect CSI based precoding matrix at the users and/or relay, is considered. These techniques require complicated MIMO precoder designs, at different nodes; moreover, the spatial multiplexing results into high complexity ML decoding. On the other hand, the orthogonal space time block code (OSTBC) achieves full diversity without any channel information at the transmitter, and provides low complexity symbol wise ML decoding. The OSTBC based relay system does not require global CSI at the source and/or relay contrary to the existing schemes [8], [9]; hence, it can be easily implemented in practice. In [10], [11], transmission of OSTBC in decode-and-forward (DF) protocol based two-way MIMO relay system is studied with perfect information of the CSI, required for decoding the transmitted data at the users and relay. The schemes of [10], [11] avoid the need for the CSI at the transmitters in two-way MIMO relay system, contrary to [8], [9]. However, due to the erroneous relaying in DF protocol, the OSTBC based two-way DF MIMO relay systems [10], [11] loose diversity. Since the AF protocol does not have this problem, it can be used for improving the OSTBC relaying in two-way MIMO relay system. Further, the existing works [10], [11] do not facilitate deriving important performance metrics such as the symbol error rate (SER) and achievable diversity, for the OSTBC based two-way MIMO relay system. In this paper, we address the problem of fixed gain relaying of OSTBC in a two-way AF MIMO relay system, with imperfect CSI. It is deduced by using the ML decoder metric of the OSTBC data that OSTBC relaying in two-way AF MIMO relaying system requires a complicated channel estimation protocol, as compared to existing two-way AF relay systems.

Our contributions in this paper are as follows: 1) Closed-form approximate expression (by ignoring higher order noise terms) for the moment generating function (m.g.f.) of the received signal-to-noise ratio (SNR) at a user in OSTBC based two-way AF MIMO relaying system with estimated CSI, is derived. 2) The performance of the considered two-way AF MIMO cooperative system is quantified by deriving the analytical average error performance for $M$-PSK and $M$-QAM constellations. 3) The analytical expression of diversity order of the considered system with imperfect CSI, for some special cases, is also obtained. Some useful insights into practical two-way AF MIMO relay system implementation are obtained by using the analytical diversity order.

II. SYSTEM MODEL

We consider a two-way cooperative system with two users and a single relay, as shown in Fig. 1 where User-$i$, $i = 1, 2$, and the relay have $N_t$ and $N_r$ antennas, respectively. Both users act as source and destination as well. Since the transmission of data occurs in both directions, i.e., to/from the relaying node, we assume that channel reciprocity holds;
so that the reverse channel matrices are the transpose of the forward channel matrices. If channel reciprocity does not hold, then the derived results are not applicable. Let $\mathbf{H}_i$ be the $N_i \times N_r$ relay-to-User-$i$ MIMO channel matrix containing independent and identically distributed (i.i.d.) complex circular Gaussian elements with zero mean and unit variance, which corresponds to the case of i.i.d. Rayleigh fading. Transmission of data occurs in two phases; during first phase, both users transmit their data to the relay. In the second phase, the MIMO relay amplifies the received signals with a fixed gain, and then broadcasts to both users. There is no direct link in between the users. Throughout the paper, we assume that User-$i$ needs to decode the OSTBC data transmitted by User-$j$, $j = 1, 2$, $i \neq j$.

It is assumed for analytical simplicity, that the source (User-$j$) employs linear OSTBC encoding. In particular, groups of $M_j$ symbols indexed by $c_1^{(j)}, c_2^{(j)}, \ldots, c_{M_j}^{(j)}$ are mapped to an orthogonal matrix $\mathbf{C}_j \in \mathbb{C}^{N_j \times T}$. $N_j \leq T$, where $T$ denotes the number of symbols intervals used to send each OSTBC codeword. A detailed structure of the linear OSTBC is given in [12, Chapter 7]. Since it takes $T$ symbols periods to transmit $M_j$ symbols, the code rate is $\tilde{R}_j = M_j/T$. We can write $\mathbf{C}_j = [c_j(1), c_j(2), c_j(3), \ldots, c_j(T)]$, where $c_j(m) \in \mathbb{C}^{N_j \times 1}$, $m = 1, 2, \ldots, T$, $E \left\{ \| c_j(m) \|^2 \right\} = \tilde{\gamma}_j E \{ \cdot \}$ denotes the expectation, $\| \cdot \|_F$ stands for the Euclidean norm, and $\tilde{\gamma}_j$ is defined as the average SNR of User-$j$. The received signal at the relay in the first phase is given by

$$\mathbf{Y}_r = \sum_{i=1}^{2} \mathbf{H}_i^T \mathbf{C}_i + \mathbf{W}_r,$$

where $\mathbf{Y}_r \in \mathbb{C}^{N_r \times T}$ denotes the received signal matrix, $(\cdot)^T$ denotes the transpose; and $\mathbf{W}_r \in \mathbb{C}^{N_r \times T}$ with $\operatorname{vec}(\mathbf{W}_r) \sim \mathcal{CN}(0, \mathbf{I}_{N_rT})$--where $\operatorname{vec}(\cdot)$ is the column-wise vectorization operator, $\mathbf{0}_{N_r, T}$ represents an all zero $N_r \times T$ 1 vector, and $\mathcal{CN}(\cdot, \cdot)$ denotes the complex Normal distribution--is the additive white Gaussian noise (AWGN) matrix at the relay, containing zero mean complex Gaussian noise elements with unit variance. The relay multiplies this received signal by a constant gain matrix $\mathbf{G} = a \mathbf{I}_{N_r}$ prior to broadcasting it to both users. In particular, the selection of $a$ ensures that an average power constraint $E \left\{ \| \mathbf{Y}_r \|_F^2 \right\} \leq b$, where $\| \cdot \|_F$ is the Frobenius norm of the matrix, is satisfied at the relay. The value of $a$ is given as

$$a = \sqrt{\frac{b}{N_r T (1 + \rho)}}, \quad b \in \mathbb{R}^+,$$

where $\rho = \tilde{\gamma}_i + \tilde{\gamma}_j$. The data received at the User-$i$, during broadcasting from the relay, is given by

$$\mathbf{Y}_i = a \mathbf{H}_i \mathbf{Y}_r + \mathbf{W}_i,$$

where $\mathbf{W}_i$ with $\operatorname{vec}(\mathbf{W}_i) \sim \mathcal{CN}(0, \mathbf{I}_{N_rT})$ is the AWGN noise matrix. From (1) and (3), we have

$$\mathbf{Y}_i = a \mathbf{G}_i \mathbf{C}_i + a \mathbf{G}_{i,j} \mathbf{C}_j + a \mathbf{H}_i \mathbf{W}_r + \mathbf{W}_i,$$

where $\mathbf{G}_i = \mathbf{H}_i \mathbf{H}_i^T \in \mathbb{C}^{N_i \times N_i}$ and $\mathbf{G}_{i,j} = \mathbf{H}_i \mathbf{H}_j^T \in \mathbb{C}^{N_i \times N_j}$. An ML decoder of $\mathbf{C}_j$ can be obtained by maximizing the conditional probability density function (p.d.f.), i.e.,

$$f(\mathbf{y}_i|\mathbf{g}_i, \mathbf{g}_{i,j}, \mathbf{H}_i, \mathbf{C}_i, \mathbf{C}_j) = \mathcal{CN}(\mathbf{y}_i| \mathbf{K}_i^{-1/2} \mathbf{Y}_i, \mathbf{g}_i = \operatorname{vec}(\mathbf{G}_i) \in \mathbb{C}^{N_i^2 \times 1}, \mathbf{g}_{i,j} = \operatorname{vec}(\mathbf{G}_{i,j}) \in \mathbb{C}^{N_iN_j \times 1}, \mathbf{K}_i = a^2(\mathbf{I}_r \otimes \mathbf{H}_i \mathbf{H}_i^T) + \mathbf{I}_{N_iT} \in \mathbb{C}^{N_i \times T \times N_i \times T}, \otimes \text{denotes the Kronecker product, and} \quad (\cdot)^T \text{represents the Hermitian–as}$$

$$\mathcal{C}_j = \arg \min_{\mathbf{c}_j} \left\| \mathbf{y}_i - a \mathbf{K}_i^{-1/2} (\mathbf{C}_i^T \otimes \mathbf{I}_{N_i}) \mathbf{g}_i + (\mathbf{C}_j^T \otimes \mathbf{I}_{N_j}) \mathbf{g}_{i,j} \right\|^2,$$

where $A^{1/2}$ denotes the matrix square root of matrix $A$. From [5], it can be seen that we need to estimate $\mathbf{H}_i$ (in order to calculate $\mathbf{K}_i$); and cascaded channel matrices $\mathbf{G}_i$ and $\mathbf{G}_{i,j}$, to decode the OSTBC matrix $\mathbf{C}_j$ at User-$i$.

### III. Decoding of OSTBC in Two-Way AF MIMO Relay System with Estimated CSI

Since the proposed ML decoder [5] requires individual and cascaded channel estimates, we use a modified version of the protocol of [6] (which only allows for cascaded channel estimation) for channel estimation and OSTBC data transmission; this protocol consists of four phases. In the first phase, the relay broadcasts training data to both users. In the second phase, one of the users (User-$i$) transmits pilot symbols to the relay and relay broadcasts the received signals with unity gain. Another user (User-$j$) transmits training data and the relay broadcasts the received signals, in the third phase. Whereas, in the fourth and final phase, two-way relay amplifying the OSTBCs of the users takes place. It is assumed that the users and relay transmit unitary pilot matrices.

In the first phase, the ML estimate of $\mathbf{H}_i$ at User-$i$ can be obtained as

$$\hat{\mathbf{H}}_i = \mathbf{R}_i \mathbf{S}_p^H (\mathbf{S}_p \mathbf{S}_p^H)^{-1} = \mathbf{H}_i + \mathbf{N}_i \in \mathbb{C}^{N_i \times N_r},$$

where $\mathbf{R}_i = \mathbf{H}_i \mathbf{R}_j + \mathbf{N}_i \in \mathbb{C}^{N_i \times N_p}$, $\mathbf{P}_p = M_p \mathbf{N}_r$, $M_p \in \mathbb{Z}^+ \text{ denotes the data matrix received by User-$i$ due to the pilot matrix } \mathbf{S}_p \in \mathbb{C}^{N_i \times P} \text{ broadcasted by the relay, and} \mathbf{N}_i \text{ with } \operatorname{vec}(\mathbf{N}_i) \sim \mathcal{CN}(0, \mathbf{I}_{N_iP}) \text{ is the AWGN noise matrix received at User-$i$. Note that the pilot matrix } \mathbf{S}_p \text{ contains } M_p \text{ transmissions of an } N_r \times N_r \text{ unitary matrix. Furthermore, } \hat{\mathbf{N}}_i = \mathbf{N}_i \mathbf{S}_p^H (\mathbf{S}_p \mathbf{S}_p^H)^{-1} \text{ with } \operatorname{vec}(\mathbf{N}_i) \sim \mathcal{CN}(0, \mathbf{I}_{N_iN_r}) \text{ is the channel estimation noise of } \mathbf{H}_i.$

In the second phase of training, the data received at User-$j$ is given by

$$\hat{\mathbf{R}}_j = \mathbf{H}_j \mathbf{H}_j^T \mathbf{C}_p + \mathbf{H}_j \mathbf{U}_i + \mathbf{N}_j,$$

where $\mathbf{C}_p \in \mathbb{C}^{N_i \times L}$, $L = N_p \mathbf{N}_r$, $N_p \in \mathbb{Z}^+$ denotes the unitary training matrix transmitted by User-$i$; $\mathbf{U}_i$ with $\operatorname{vec}(\mathbf{U}_i) \sim \mathcal{CN}(0, \mathbf{I}_{N_pL}) \text{ and } \mathbf{N}_j \text{ with } \operatorname{vec}(\mathbf{N}_j) \sim \mathcal{CN}(0, \mathbf{I}_{N_pL}) \text{ represent AWGN noise received at the relay and User-$j$, respectively. By applying the vectorization operator over } (7) \text{ and performing whitening of the noise, we obtain } \tilde{\mathbf{r}}_j = \mathbf{K}_j^{-1/2} \mathbf{r}_j = \mathbf{K}_j^{-1/2} (\mathbf{C}_p \otimes \mathbf{I}_{N_j}) \mathbf{g}_{j,i} + \mathbf{n}_{j,i}, \text{ where } \tilde{\mathbf{r}}_j = \operatorname{vec}(\tilde{\mathbf{r}}_j), \mathbf{K}_j = (\mathbf{I}_r \otimes \mathbf{H}_j \mathbf{H}_j^T) + \mathbf{I}_{LN_j}, \text{ and}$
\[ n_{j,i} \sim CN(0_{N_i}, I_{N_i}) \] is the AWGN noise vector. By minimizing \[ \| \hat{r}_j - K_j^{-1/2} (C_{p_i} \otimes I_{N_i}) g_{j,i} \|^2 \] with respect to \( (w.r.t.) \ g_{j,i} = \text{vec} (G_{j,i}) = \text{vec} \left( H_j H_j^H \right) \in \mathbb{C}^{N_i \times 1} \), we get the estimate of \( g_{j,i} \) as
\[ g_{j,i} = \left( C_{p_i} \otimes I_{N_i} \right)^{-1} \left( C_{p_i} \otimes I_{N_i} \right)^{+} \hat{r}_j. \] (8)
where \( \hat{K}_j = \left( I_L \otimes H_j H_j^H \right) + I_{LN_j} \), and \( (\cdot)^+ \) denotes the matrix conjugate. By substituting the value of \( \hat{r}_j \) from (7) to (8), and after some algebraic manipulations, we get
\[ \hat{g}_{j,i} = g_{j,i} + \left( C_{p_i} \otimes I_{N_i} \right) \hat{K}_j^{-1/2} n_{j,i}. \] (9)
The data received at User-\( i \), in the second phase, is given by
\[ \hat{R}_i = G_i C_{p_i} + H_i U_j + N_i, \] (10)
where \( U_j \) with \( \text{vec} (U_j) \sim CN(0_{N_i}, I_{N_i}) \) and \( N_i \) with \( \text{vec} (N_i) \sim CN(0_{N_i}, I_{N_i}) \) represent AWGN noise received at the relay and User-\( i \), respectively. From (10), after some manipulations, the ML estimate of \( g_i \) can be obtained as
\[ \hat{g}_i = g_i + \left( C_{p_i} \otimes I_{N_i} \right) \hat{K}_i^{-1/2} n_{i,i}, \] (11)
where \( n_{i,i} \sim CN(0_{N_i}, I_{N_i}) \) is the AWGN noise vector. Similarly, the channel estimates, \( \hat{g}_{i,j} \) and \( \hat{g}_i \), in the third phase of training, can be obtained. By replacing the exact channel gains with their estimated values in (5), we get a decoder of the OSTBC matrix \( C_j \) at User-\( i \):
\[ \hat{C}_j = \arg\min_{C_j} \| \hat{\mathbf{y}}_i - a \hat{K}_i^{-1/2} \left( C_j \otimes I_{N_i} \right) \hat{g}_i + \left( C_j \otimes I_{N_i} \right) g_{j,i} \|^2, \] (12)
where \( \hat{\mathbf{y}}_i = \hat{K}_i^{-1/2} \hat{y}_i \), \( \hat{K}_i = a^2 \left( I_T \otimes \hat{H}_j \hat{H}_j^H \right) + I_{N_i} \), and \( \hat{g}_{i,j} \) can be obtained from (9) by swapping \( i \) and \( j \). From (12) and (12), and after some algebra, we get the following symbol-wise decoder of the OSTBC data, in channel estimation based two-way AF MIMO relay system:
\[ \hat{c}_{i,j}^{(n)} = \min_{c_{i,j}^{(n)}} \left| \frac{\text{Re} \left\{ \text{Tr} \left\{ \hat{Y}_i H X A_{c_{i,j}^{(n)}} \right\} \right\}}{\| X \|^2} \right|^2. \] (13)
In (13), \( n = 1, 2, \ldots, M_j \), \( A_n \) and \( B_n \) are \( N_j \times T \) OSTBC specific dispersion matrices given in [12, Eq. (7.4.2)], \( \text{Re} (\cdot) \) and \( \text{Im} (\cdot) \) represent real and imaginary parts, respectively, of a complex quantity, \( \text{Tr} \{ \cdot \} \) denotes the matrix trace, \( j = \sqrt{-1} \), \( X = \left( \hat{H}_j \hat{H}_j^H + I_{N_j} \right)^{-1/2} G_{j,i} \), and \( \hat{Y}_i = \hat{y}_i - \left( C_T \otimes \hat{H}_j \hat{H}_j^H + I_{N_j} \right)^{-1/2} \hat{g}_i \).

IV. PERFORMANCE ANALYSIS

We analyze the performance of the two-way AF MIMO relay system with estimated channel gains, in this section. It is assumed that \( C_{p_i}, C_{p_i}^H = I_{N_i} \) and \( C_{i,j} C_{j,i}^H = I_{N_i} \). Let \( b(k) \) denotes the \( k \)-th column of a matrix \( B \); therefore, we can write the \( m \)-th column of \( Y_j \) from (4) as
\[ y_{j}(m) = a G_{i,j}(m) + a G_{i,j}(m) + a H_{i,w}(m) + w_{i}(m). \] (14)
From (14), it can be seen that the overall input-output relationship is equivalent to multiple access channels based two-user MIMO system with effective channel matrices \( G_i \) and \( G_{i,j} \); and additive colored Gaussian noise, \( a H_{i,w}(m) + w_{i}(m) \), which has the following conditional covariance:
\[ \hat{K}_i = E \left\{ (a H_{i,w}(m) + w_{i}(m)) (a H_{i,w}(m) + w_{i}(m))^H \right\}. \] (15)
Therefore, the ML decision variable at User-\( i \) will be
\[ \Lambda = \min_{\tilde{y}_i} \| \tilde{y}_{i}(m) - a \hat{K}_i^{-1/2} (G_i C_{i}(m) + G_{i,j} \hat{c}_{j}(m)) \|^2, \] (16)
where \( \tilde{y}_i(m) = \hat{K}_i^{-1/2} y_i(m) \). It can be observed from (16) that the decision variable depends upon the exact value of the effective channel matrices. However, the destination user utilizes estimated channel matrices (gained during the training phases), in place of the exact channel matrices in the decision variable. Therefore, from (16), the decision variable with estimated channel matrices can be written as
\[ \Lambda = \min_{\tilde{y}_i} \| \tilde{y}_{i}(m) - a \hat{K}_i^{-1/2} (G_i C_{i}(m) + G_{i,j} \hat{c}_{j}(m)) \|^2, \] (17)
where \( \hat{G}_i \) and \( \hat{G}_{i,j} \) denote the estimate of \( G_i \) and \( G_{i,j} \), respectively; \( \hat{y}_i(m) = \hat{K}_i^{-1/2} y_i(m) \), and
\[ \hat{K}_i = E \left\{ (a H_{i,w}(m) + w_{i}(m)) (a H_{i,w}(m) + w_{i}(m))^H \right\}. \] (18)
By ignoring the higher order noise in (19), we have \( \hat{K}_i \approx \hat{K}_i \); hence, \( \hat{y}_i(m) \approx \hat{K}_i^{-1/2} y_i(m) \). Since the higher order noise terms have very small value as compared to other noise terms, these terms can be ignored for simplifying the analysis. It is shown in [13]–[15] that this approximation works very well for performance analysis of different communication systems. Moreover, it will be verified by simulation in Section V that the analytical results, derived under this assumption, are very accurate.

Let us observe that \( \hat{g}_i = \text{vec} \left( \hat{G}_i \right) \) and \( \hat{g}_{i,j} = \text{vec} \left( \hat{G}_{i,j} \right) \); therefore, we can write \( \hat{G}_{i,j} \) in terms of \( \hat{G}_{i,j} \) and \( \hat{G}_i \), by using (9) and (11), respectively, after some straightforward algebra. Substituting these values of \( \hat{G}_i \) and \( \hat{G}_{i,j} \), and value of \( y_i(m) \) (given in (14)) in (17); and after some algebra, the decision variable at the User-\( i \) can be written as
\[ \Lambda = \min_{\hat{C}_j} \left| \hat{a} \hat{K}_i^{-1/2} G_{i,j} (c_{j}(m) - \hat{c}_{j}(m)) + w(m) \right|^2, \] (20)
where \( w(m) = \hat{K}_i^{-1/2} \left( a H_{i,w}(m) + w_{i}(m) \right) - a \left( \hat{n}_{i,j}(m) c_{i,j}(m) \right) \); \( \hat{n}_{i,j}(m) \) and \( \hat{n}_{i,j}(m) \) are the estimation noises of \( g_{j,i}(m) \) and \( g_{j,j}(m) \), respectively. From (20), we can write the ML decision variable for transmitted codeword \( C_j \) at User-\( j \) as
\[ \Lambda = \min_{C_j} \left| \hat{a} \hat{K}_i^{-1/2} G_{i,j} (C_j - \hat{C}_j) + w(m) \right|^2, \] (21)
In (21), \( W = \hat{K}_i^{-1/2} \left( a H_{i,w}(m) + w_{i}(m) \right) - a \left( \hat{n}_{i,i} C_i + \hat{n}_{i,j} C_j \right) \) is the additive Gaussian noise (\( \hat{n}_{i,i} \in \mathcal{C}^{N_i \times N_i} \) and \( \hat{n}_{i,j} \in \mathcal{C}^{N_i \times N_j} \)).
being the estimation noises of \(G_i\) and \(G_{i,j}\), respectively) present in the decision variable with conditional covariance matrix

\[
K_i = E\{\hat{K}_i^{-1/2} (aH_iW_r + W_i - a (\hat{N}_{i,j}C_i + \hat{N}_{i,j}C_j))\}
\]

\[
\times \left( aH_iW_r + W_i - a (\hat{N}_{i,j}C_i + \hat{N}_{i,j}C_j) \right)^H K_i^{-1/2} H_i
\]

\[
= K_i^{-1/2} (Z_i I_{N_i} + Z_j H_i H_i^H) K_i^{-1/2},
\]

where \(Z_1 = 1 + a^2 (1/N_{p_i} + 1/N_{p_j})\) and \(Z_2 = a^2 (1 + 1/N_{p_i} + 1/N_{p_j})\). From (21), the instantaneous SNR of the \(n\)-th symbol encoded in the OSTBC \(C_j\), can be written after linear OSTBC processing, using [16, Eq. (11)], and after some algebraic manipulations, as

\[
\gamma_n = \|aK_i^{-1/2} \tilde{C}_{i,j}\|_F^2 E \left\{ |c_{ij}|^2 \right\}
\]

\[
= \alpha_j \bar{\gamma} a^2 \text{Tr} \left\{ G_{i,j}^H (Z_i I_{N_i} + Z_j H_i H_i^H) G_{i,j} \right\},
\]

where \(\alpha_j = 1/(R_j N_j)\). Since the right hand side of (24) is independent of \(n\), hence, we drop subscript \(n\); and denote the received instantaneous SNR at User-\(i\) as \(\gamma_i\), in rest of the paper.

A. Expression of M.G.F.

The following theorem provides a closed-form expression for the m.g.f. of the SNR \(\gamma_i\).

**Theorem 1:** The m.g.f. of \(\gamma_i\) is given as

\[
M_{\gamma_i}(s) = \kappa^{-1} \det (J(s)),
\]

where \(\det (\cdot)\) denotes the determinant, \(\kappa = \prod_{i=1}^n \Gamma(p - l + 1)\Gamma(q - l + 1)\), \(p = \max(N_r, N_i)\), \(q = \min(N_r, N_i)\), and \(J(s)\) is the \(q \times q\) Hankel matrix with \((t, v)\)-th entry

\[
J_{tv}(s) = \frac{\Gamma(\nu_{tv})}{\Gamma(\nu_{tv} + N_{j})} \sum_{k=0}^{N_{j}} \binom{N_{j}}{k} \left( \frac{a^2 s \alpha_j \bar{\gamma} j}{Z_2} \right)^k
\]

\[
\times U \left( \nu_{tv}, \nu_{tv} + 1 - k, \frac{Z_1}{Z_2 + a^2 \alpha_j \bar{\gamma} j} \right),
\]

where \(\nu_{tv} = t + v + p - q - 1\). \(\Gamma(\cdot)\) is the Gamma function, and \(U(\cdot, \cdot, \cdot)\) is the confluent hypergeometric function of the second kind.

Proof: A proof of Theorem 1 is given in Appendix I.

It can be seen from (24) and (25) that the m.g.f. has a direct dependence on \(N_j\); however, the dependence on \(N_r\) and \(N_i\) is through their maximum and minimum values, \(p\) and \(q\), respectively.

B. Average Error Performance

1) M-PSK Constellation: The SER of User-\(i\) for the M-PSK constellation is given by [17]

\[
P_{\gamma_i}^{(\text{MPSK})} = \frac{1}{\pi} \int_0^{\pi} M_{\gamma_i}(\theta) \left( \frac{g_{\text{MPSK}} \sin^2 \theta}{\sin^2 \theta} \right) d\theta,
\]

where \(\theta = \pi (M - 1)/M\) and \(g_{\text{MPSK}} = \sin^2(\pi/M)\). Therefore, the SER of the channel estimation based two-way AF MIMO relay system can be calculated from (24) and (26). The integral in (26) can be numerically computed with the help of MATLAB.

From (26), for BPSK (\(M = 2\)), we can write the BER of User-\(i\) as

\[
P_{\text{BER}}^{(\text{BPSK})} = \frac{1}{\pi} \int_0^{\pi/2} M_{\gamma_i}(\theta) \left( \frac{1}{\sin^2 \theta} \right) d\theta.
\]

For \(q = 1 (q\) is defined after (24), from (26), (35), and (36), we have

\[
P_{\text{BER}}^{(\text{BPSK})} = \frac{1}{\Gamma(p)} \int_0^{\infty} \lambda^{p-1} \exp(-\lambda) \times \left\{ \frac{1}{\pi} \int_0^{\pi/2} \left( 1 + \frac{a^2 \alpha_j \bar{\gamma} j}{Z_2(1 + a^2 \alpha_j \bar{\gamma} j)} \right)^{-1} d\theta \right\} d\lambda.
\]

With help of [17], the inner integral in (28) can be solved as

\[
\int_0^{\pi/2} \left( 1 + \frac{a^2 \alpha_j \bar{\gamma} j}{Z_2(1 + a^2 \alpha_j \bar{\gamma} j)} \right)^{-1} d\theta = \frac{1}{2} \left( 1 - \sum_{k=0}^{N_j-1} \binom{2k}{k} \left( \frac{Z_1}{Z_2} \right)^k (1 + a^2 \alpha_j \bar{\gamma} j/Z_2)^{k+1/2} \right).
\]

From (28) and (29), using binomial series expansion of the term \((1 + a^2 \alpha_j \bar{\gamma} j/Z_2)^k\), and with help of [18, Eq. (3.383.5)], we get

\[
P_{\text{BER}}^{(\text{BPSK})} = \frac{1}{\Gamma(p)} \int_0^{\infty} \lambda^{p-1} \exp(-\lambda) \times \left\{ \frac{1}{\pi} \int_0^{\pi/2} \left( 1 + \frac{a^2 \alpha_j \bar{\gamma} j}{Z_2(1 + a^2 \alpha_j \bar{\gamma} j)} \right)^{-1} d\theta \right\} d\lambda.
\]

C. Diversity Order

In the high SNR region, the diversity order is a key parameter, which dictates the system performance. This parameter can be derived by focusing on the asymptotic expansion of the m.g.f. of the instantaneous received SNR. By using (24), we can find the diversity order of the OSTBC based two-way AF MIMO relay system with imperfect channel knowledge, for some special cases, as given in Theorem 2.

**Theorem 2:** The diversity order of the channel estimates based two-way AF MIMO relay system is \(p\), if \(p < N_j\); and \(N_j\), if \(p > N_j\); for \(\min(N_r, N_i) = 1\).
Moreover, Fig. 2 also presents the analytical BER curve of the two-way AF MIMO relay system with perfect and imperfect CSI, given in (30). It can be noticed that neglecting higher order noise does not lead to any serious degradation in the analytical performance. Further, the slopes of the analytical BER versus SNR plots at high SNR in Fig. 2 indicate that the diversity order of the considered two-way AF MIMO relay system is four; therefore, the quality of CSI does not affect the diversity order of the ML decoder of two-way AF MIMO relay system with estimated CSI. We have also plotted the simulated BER performance of the same rate existing optimal training based AF two-way relaying system [6], in Fig. 2. It can be seen from Fig. 2 that the considered training based two-way AF MIMO relay system significantly outperforms the existing single antenna and optimal training based two-way AF scheme [6]. Therefore, the proposed four phase training protocol (though appears to be rate deficient) enables the OSTBC based two-way AF MIMO relay system to significantly outperform the same rate single antenna based two-way AF relaying scheme which uses optimal training sequences.

V. Simulation and Analytical Results

A three node two-way cooperative system shown in Fig. 1 is considered for simulation and analysis. We present numerical results for two users. In Fig. 2 simulation results of the two-way AF MIMO relay system using the ML decoder with perfect CSI (given in (5)) and imperfect CSI (given in (12)) are obtained for $N_1 = N_2 = N_r = 2$, $N_p = N_{p_2} = M_p = 1$, $a = 1$, Alamouti OSTBC, and BPSK constellation. It can be seen from Fig. 2 that the ML decoder with perfect CSI outperforms the ML decoder with imperfect CSI at all SNRs considered in the figure. For example, for $BER=10^{-6}$, the ML decoder looses approximately 5 dB due to the usage of imperfect CSI. Moreover, Fig. 2 also presents the analytical BER curve of the two-way AF MIMO relay system with perfect and imperfect CSI for BPSK modulation; analytical curves are generated based on the closed-form expression, given in (30). It can be noticed from Fig. 2 that analytical and simulated curves are closely matched for all SNR values considered in the simulation; this indicates that neglecting higher order noise does not lead to any serious degradation in the analytical performance. Further, the slopes of the analytical BER versus SNR plots at high SNR in Fig. 2 indicate that the diversity order of the considered two-way AF MIMO relay system with perfect or imperfect CSI is four; therefore, the quality of CSI does not affect the diversity order of the ML decoder of two-way AF MIMO relay system with estimated CSI. We have also plotted the simulated BER performance of the same rate existing optimal training based AF two-way relaying system [6], in Fig. 2. It can be seen from Fig. 2 that the considered training based two-way AF MIMO relay system significantly outperforms the existing single antenna and optimal training based two-way AF scheme [6].

The analytical and simulated performance of the ML decoder is obtained for $N_1 = N_2 = N_r = 2$, $N_p = N_{p_2} = M_p = 1$, $a = 1$, Alamouti STBC, BPSK, QPSK, 8-PSK, 16-PSK, and 16-QAM, in Fig. 3. The simulation results closely follow the analytical BER/SER values, as seen in Fig. 3. In Fig. 4 we have plotted the simulated and analytical error performance of the ML decoder with estimated CSI for $N_p = N_{p_2} = M_p = 1$, $N_1 = N_2 = 2$, $N_r = 1$, $a = 1$, BPSK, and QPSK. It can be seen from Fig. 4 that the simulated and analytical values of the BER/SER have a close match. Further, the diversity of the considered two-way AF MIMO relay system is two as seen in Fig. 4. This observation corroborates the analytical diversity order given in Theorem 2.

We have plotted analytical BER of the two-way AF MIMO relay system with $N_1 = N_2 = N_r = 2$, $N_p = N_{p_2} = M_p = 1, 2, 4, 8, 16$, $a = 1$, perfect CSI, BPSK constellation, and Alamouti code. It can be seen from Fig. 5 that the BER performance of the ML decoder using estimated CSI improves with increasing number of training blocks. For $N_p = 16$, the ML decoder with estimated CSI performs very close to the ML decoder with perfect CSI, as seen in Fig. 5.

VI. Conclusions

This paper has discussed the transmission of OSTBC in a two-way AF MIMO relay system with estimated channel gains. We have investigated the statistical properties of instantaneous received SNR of a user, utilizing an ML decoder with imperfect CSI, by using the tools of finite-dimensional random matrix theory. The performance of the scheme has been discussed in terms of BER, SER, and diversity order for some special cases, by using the tight approximations of m.g.f.; simulation and analytical results have demonstrated that the diversity order of the two-way AF MIMO relay system is not affected by the use of estimated channel matrices.

APPENDIX I

Proof of Theorem 1

The m.g.f. of $\gamma(i)$ can be expressed as
\[ M_{\gamma(i)}(s) = E \left\{ \exp(-s\gamma(i)) \right\} \]
\[ = E_{H_i,H_j} \left( \exp(-s^2\alpha_j\gamma_j) \text{Tr}\left( G_{i,j}^H(Z_i I_{N_i} + Z_2 H_i H_j^H)^{-1} G_{i,j} \right) \right) \]

Since \( H_j \) has a matrix variance complex Gaussian distribution, by using the results given in [12, Proof of Theorem 4.1], we have
\[ M_{\gamma(i)}(s) = \det\left( I_{N_i} + a^2 \alpha_j \gamma_j s H_i H_j^H (Z_i I_{N_i} + Z_2 H_i H_j^H)^{-1} H_i \right)^{-N_j} \]

Now we need to average \( M_{\gamma(i)}(H_j) \) over \( H_i \). By performing the singular value decomposition (SVD) of \( H_i \), we have \( H_i = X_i D_i V_i \), where \( X_i \in C^{N_i \times N_i} \) and \( V_i \in C^{N_i \times N_i} \) are unitary matrices, and \( D_i \in \mathbb{R}^{N_i \times N_i} \) is a diagonal matrix with singular values \( \lambda_1 > \lambda_2 > \cdots > \lambda_N \). By using the results given in \([12, Proof of Theorem 4.1]\), we have
\[ M_{\gamma(i)}(s) = \det\left( I_{N_i} + a^2 \alpha_j \gamma_j s D_i D_j^T (Z_i I_{N_i} + Z_2 D_i D_j^T)^{-1} D_i \right)^{-N_j} \]
\[ = \prod_{j=1}^{q} \left( 1 + \frac{a^2 \alpha_j \gamma_j l_j^2}{Z_1 + Z_2 l_j} \right)^{-N_j} \]

Let \( \lambda_1, \ldots, \lambda_q \) denote the ordered non-zero eigenvalues of \( H_i^H H_i \) (\( \lambda_1 > \lambda_2 > \cdots > \lambda_q \)); we can rewrite (34) as
\[ M_{\gamma(i)}(s) = \prod_{j=1}^{q} \left( 1 + \frac{a^2 \alpha_j \gamma_j \lambda_j}{Z_1 + Z_2 \lambda_j} \right)^{-N_j} \]

where \( \lambda_j = l_j^2 \) and \( \Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_q) \). The joint distribution of the eigenvalues of \( H_i^H H_i \) can be written as [20, Eq. (2.22)]
\[ f_\Lambda(\lambda_1, \lambda_2, \ldots, \lambda_q) = \kappa^{-1} \prod_{j_1 < j_2} (\lambda_{j_2} - \lambda_{j_1})^{3} \prod_{k=1}^{q} \lambda_k^{p-\gamma} \exp(-\lambda_k), \]
where \( \lambda_1 > \lambda_2 > \cdots > \lambda_q > 0 \). By averaging (35) over \( \Lambda \), with the help of \([16, Corollary 2]\), we have
\[ M_{\gamma(i)}(s) = \kappa^{-1} \det(J(s)), \]

where \( \kappa = \prod_{k=1}^{N_j} \Gamma(p - l + 1) \Gamma(q - l + 1) \) and \( J(s) \) is a \( q \times q \) Hankel matrix with \((t, \nu)\)-th element
\[ J_{t\nu}(s) = \int_0^\infty \lambda^{t+\nu-1} \left( 1 + \frac{Z_2}{Z_1} \lambda \right)^{-N_j} \exp(-\lambda) d\lambda. \]

After solving the integral in (35) by using [18, Eq. (3.383)], we obtain (25).

### Appendix II

#### Proof of Theorem 2

It can be seen from [21, Eqs. (13.5.6), (13.5.9), and (13.5.12)] that the confluent hypergeometric function \( U(a_1, b_1, z) \) of the second kind can be asymptotically approximated for \( z \ll 1 \) (small \( z \)) as
\[ U(a_1, b_1, z) \approx \begin{cases} \frac{\Gamma(a_1-1)}{\Gamma(a_1)} z^{1-b_1}, & \text{if } b_1 \geq 2, \\ \frac{\Gamma(b_1-1)}{\Gamma(b_1)} (\ln z + \Psi(a_1)), & \text{if } b_1 = 1, \\ \frac{\Gamma(1-b_1)}{\Gamma(1-a_1)} z^{1-b_1}, & \text{if } b_1 \leq 0, \end{cases} \]

where \( \Psi(\cdot) \) is the digamma function [21] and \( a_1 > 0 \). We consider the case when \( \min(N_r, N_t) = 1 \) and \( p < N_j \). In this case, the m.g.f. of the received SNR of the ML decoder can be expressed using (24) as
\[ M_{\gamma(i)}(s) = \sum_{k=0}^{p-1} \phi(k, s) + \phi(p, s) + \sum_{k=p+1}^{N_j} \phi(k, s) \left( 1 + \frac{a^2 \alpha_j \gamma_j}{Z_2} \right)^{p+N_j} \left( \frac{Z_2}{Z_1} \right)^2 \]

where \( \phi(k, s) = \frac{N_j}{k} \left( \frac{a^2 \alpha_j \gamma_j}{Z_2} \right)^k \Gamma(p) \left( p + k + 1 - \frac{Z_1 Z_2}{1 + a^2 \alpha_j \gamma_j} \right). \]

Let us assume that \( \gamma_1 = \gamma_2 = \gamma \) (all links are identically distributed) and \( b = \beta \gamma, \beta \in \mathbb{R}^+ \), for diversity calculations. It can be shown from (2) that \( a^2 = \beta/(2N_r T) \), for very large values of \( \gamma \). Therefore, for \( |s|\gamma \gg 1 \) (large \( s\gamma \)), from (39) and (40), we have
\[
\sum_{k=0}^{p-1} \phi(k, s) \approx \left( \frac{a^2 \alpha_j \gamma_s}{Z_2} \right)^{p-1} \sum_{k=0}^{N_j} \Gamma(p-k),
\]

where \( \alpha_j, \gamma_s, Z_1, \) and \( Z_2 \) are independent of \( s \) and \( \gamma_s \). Taking the most dominant power of \( s \gamma_s \) in (41), the m.g.f., given in (40), can be approximated for large \( s \gamma_s \) as \( M_{s,0}(s) \approx \frac{\eta_1}{s \gamma_s} \), where \( \eta_1 \) is a constant independent of \( s \) and \( \gamma_s \). Hence, the diversity order of the ML decoder is \( p \) for \( \min(N_r, N_i) = 1 \) and \( p < N_j \). For \( \min(N_r, N_i) = 1 \) and \( p \geq N_j \), we can obtain the approximate m.g.f. by a method similar to that for \( p < N_j \) as \( M_{s,0}(s) \approx \eta_2 \gamma_s^{-N_j} \), where \( \eta_2 \) is a constant independent of \( s \) and \( \gamma_s \), resulting in a diversity order of \( N_j \).
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