Soliton surfaces associated with generalized symmetries of integrable equations
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Abstract

In this paper, based on the Fokas et al approach (Fokas and Gel’fand 1996 Commun. Math. Phys. 177 203–20; Fokas et al 2000 Sel. Math. 6 347–75), we provide a symmetry characterization of continuous deformations of soliton surfaces immersed in a Lie algebra using the formalism of generalized vector fields, their prolongation structure and links with the Fréchet derivatives. We express the necessary and sufficient condition for the existence of such surfaces in terms of the invariance criterion for generalized symmetries and identify additional sufficient conditions which admit an explicit integration of the immersion functions of 2D surfaces in Lie algebras. We discuss in detail the \(su(N)\)-valued immersion functions generated by conformal symmetries of the \(CP^{N-1}\) sigma model defined on either the Minkowski or Euclidean space. We further show that the sufficient conditions for explicit integration of such immersion functions impose additional restrictions on the admissible conformal symmetries of the model defined on Minkowski space. On the other hand, the sufficient conditions are identically satisfied for arbitrary conformal symmetries of finite action solutions of the \(CP^{N-1}\) sigma model defined on Euclidean space.

PACS numbers: 02.20.Ik, 20.20.Sv, 20.40.Dr
Mathematics Subject Classification: 35Q53, 35Q58, 53A05

1. Introduction

Over the last century, the problem of investigation and construction of surfaces and their continuous deformations under various types of dynamics has been the subject of extensive research. In particular, the study of surfaces associated with integrable models has been vigorously pursued and significant results have been obtained concerning the intrinsic
geometric properties, as well as integrable dynamics of soliton surfaces (see e.g. [5, 6, 25–28, 37, 42] and references therein). For example, it was shown that integrable dynamics of these surfaces inherit the remarkable properties of integrable equations. In particular, there is a direct connection between certain classes of 2D surfaces and trajectories of infinite-dimensional integrable Hamiltonian systems.

One area of much recent activity in the study of soliton surfaces makes use of the generalized symmetries of the linear spectral problem associated with an integrable equation in order to induce surfaces immersed in multi-dimensional space. This line of research was begun by Sym [40] and Tafel [41] who exploited the symmetry of the linear spectral problem with respect to the spectral parameter to produce a formula for the immersion of surfaces in Lie algebras. The Sym–Tafel formula was extended by adding continuous deformations, including those generated by the gauge symmetry of the linear spectral problem [11, 17, 30]. Further deformations of the formula were added by Fokas, Gel’fand, Finkel and Liu [18] who also considered generalized symmetries of the associated integrable equations and used these symmetries to extend the Sym–Tafel formula for immersion of surfaces in Lie algebras. The immersion function given in [18] has recently been applied by several authors to the study of various classes of soliton surfaces associated with different integrable models (e.g. [3, 4, 9]).

The objective of this paper is to gain a deeper understanding of the formula for immersion given by Fokas et al [18] by applying the apparatus of generalized vector fields and their prolongation to this problem. This approach allows us to systematically construct and study the induced surfaces from a Lie group point of view. In particular, we identify a sufficient condition for the generalized symmetries to guarantee that the immersion function can be explicitly integrated. We further propose a formula, analogous to the formula in [18], for an explicit form of the immersion function and give the necessary and sufficient conditions for the immersion function to be expressible in the proposed form.

The paper is organized as follows. In section 2, we give a brief overview of the results from [18] and in section 3 we recast these results in terms of generalized symmetries, their characteristic equations, associated vector fields and prolongation structure. In section 4, we treat separately three symmetries of the linear spectral problem and its compatibility conditions, namely conformal symmetry in the spectral parameter, a gauge transformation of the wavefunctions for the linear spectral problem and generalized symmetries of an integrable equation equivalent to the compatibility conditions of the linear spectral problem. In this section, we define the Fokas–Gel’fand immersion function as the immersion function generated by a linear combination of these three symmetries. The surface is determined by its tangent vectors and defined up to a constant of integration chosen in such a way that the immersion function is in the Lie algebra. We further propose an explicit formula for the integration of the immersion function, analogous to the formula defined in [18], and show that tangent vectors coincide with those given in [18] if and only if the generalized symmetry of the integrable equation is also a symmetry of the linear spectral problem. The proposed formula is expressed in terms of an arbitrary real function of the spectral parameter, an arbitrary gauge function in the Lie algebra, and the prolongation of the evolutionary form of the generalized vector field acting on wavefunctions for the linear spectral problem. The formula is given in equation (69). In section 5, we illustrate these theoretical considerations by considering the completely integrable two-dimensional $\mathbb{C}P^{N-1}$ sigma model and the immersion functions associated with the conformal symmetry of the equations of motion. In particular, we show that the Fokas–Gel’fand formula for immersion can be integrated for the $\mathbb{C}P^{N-1}$ sigma model defined on either Minkowski or Euclidean space. However, in the case of traveling wave solutions of the $\mathbb{C}P^{N-1}$ sigma model defined on Minkowski space, the Fokas–Gel’fand immersion formula will have the proposed form (69) if and only if the conformal symmetry...
is generated by a dilation and translation of the space of independent variables. On the other hand, for finite action solutions of the $CP^{N-1}$ sigma model defined on Euclidean space, a general conformal symmetry is also a symmetry of the linear spectral problem and so the Fokas–Gel’fand formula will have the proposed form (69).

2. The Fokas–Gel’fand immersion formula

In this section, we briefly summarize the results of Fokas et al [18] in order to provide a basis for further analysis in this paper. Suppose that the following matrix system of nonlinear partial differential equations (NPDEs) in two independent variables $u$ and $v$ of the form

$$\Delta \equiv \partial_u U - \partial_v V + [U, V] = 0$$

admits a linear spectral problem (LSP) given by

$$\partial_u \Phi = U\Phi, \quad \partial_v \Phi = V\Phi,$$

where $\Phi(u, v, \lambda)$ takes its values in some Lie group $G$ and $U(u, v, \lambda)$ and $V(u, v, \lambda)$ are matrix functions in the associated Lie algebra $\mathfrak{g}$. Note that, as long as $U$ and $V$ satisfy (1) there exists some group-valued function $\Phi$ which satisfies the LSP (2).

Now, consider an infinitesimal symmetry of the matrix system of NPDEs (1) and its associated LSP (2) given by

$$\begin{pmatrix} U' \\ V' \\ \Phi' \end{pmatrix} = \begin{pmatrix} U \\ V \\ \Phi \end{pmatrix} + \epsilon \begin{pmatrix} A \\ B \\ \Psi \end{pmatrix}, \quad 0 < \epsilon \in \mathbb{R}$$

with the requirements that $U', V' \in \mathfrak{g}$ and $\Phi' \in G$. Such deformations are also required to have the same singularity structure as $U$ and $V$, in $\lambda$ given by (1) and (2). That is, the matrices $A(u, v, \lambda)$, $B(u, v, \lambda)$ taking values in the Lie algebra $\mathfrak{g}$ and $\Psi(u, v)$ such that $\Phi + \epsilon \Psi$ is in the Lie group $G$ will also obey some differential constraints arising from the infinitesimal deformations of (1) and (2). The infinitesimal deformation of the NPDEs (1) requires that the $\mathfrak{g}$-valued matrix functions $A, B$ satisfy

$$\frac{\partial A}{\partial v} - \frac{\partial B}{\partial u} + [A, V] + [U, B] = 0.$$  \hfill (4)

and the infinitesimal deformation of (2) implies

$$\frac{\partial \Psi}{\partial u} = U\Psi + A\Phi, \quad \frac{\partial \Psi}{\partial v} = V\Psi + B\Phi.$$  \hfill (5)

According to [17, 18], an infinitesimal symmetry of the integrable equation (1), given by matrix functions $A, B \in \mathfrak{g}$ which satisfy (5), suffices to generate a surface immersed in the Lie algebra $\mathfrak{g}$ and also to induce an infinitesimal symmetry of the LSP (2). We present these results in the following theorem and corollary.

**Theorem 1** (Fokas et al [18]). Suppose that we have matrix functions $U, V \in \mathfrak{g}$, and $\Phi \in G$ which satisfy the matrix system of NPDEs (1) and the associated LSP (2). Suppose further that $A, B \in \mathfrak{g}$ are matrix functions which satisfy (4). Then, there exists a $\mathfrak{g}$-valued immersion function $F(u, v)$ such that the tangent vectors to the 2D surface are given by

$$\frac{\partial F}{\partial u} = \Phi^{-1} A\Phi, \quad \frac{\partial F}{\partial v} = \Phi^{-1} B\Phi.$$  \hfill (6)

**Proof.** Equations (4) are exactly the compatibility equations for (6) and so the immersion function $F$ exists and, up to affine transformations, can be assumed to be in the Lie algebra $\mathfrak{g}$. \hfill $\square$
As a corollary, it was shown [17, 18] that from this surface one can construct an infinitesimal symmetry of not just the integrable NPDEs (1) but also of its LSP (2).

**Corollary 1.** Suppose that we have matrix functions $U, V \in g$ and $\Phi \in G$ which satisfy (1) and (2) and matrix functions $A, B \in g$ which satisfy (4); then, there exists a matrix function $\Psi(u, v)$ such that $A, B, \Psi$ define an infinitesimal symmetry of equations (1) and (2). That is, the matrix functions $A, B, \Psi$ satisfy (4) and (5).

**Proof.** We need to show that given $U, V, A, B \in g$ and $\Phi \in G$ satisfying (1), (2) and (4), there exists some matrix function $\Psi(u, v)$ such that $\Phi, \Psi$ define an infinitesimal symmetry of equations (1) and (2). That is, the matrix functions $A, B, \Psi$ satisfy (4) and (5). If we define

$$\Psi \equiv \Phi F,$$

(7)

it is straightforward to determine, using (6), that the function $\Psi$ satisfies (5). Furthermore, since $F$ is in the Lie algebra $g$ the Lie formula

$$\Phi' = \Phi + \epsilon \Psi = \Phi(1 + \epsilon F)$$

(8)

implies that $\Phi'$ is in the Lie group $G$. Thus, we have constructed an appropriate infinitesimal deformation of the wavefunction $\Phi$. □

Further, in [18], the authors consider admissible symmetries of the system of NPDEs (1) including a conformal transformation of the spectral parameter $\lambda$, gauge transformations of the wavefunction $\Phi$, and generalized symmetries of a system of integrable NPDEs equivalent to (1). They then use these symmetries to define a $g$-valued immersion function of a 2D surface as in theorem 1.

That is, suppose that it is possible to parametrize $U$ and $V$ in terms of some set of dependent variables $\theta^n(u, v)$ $n = 1, \ldots, m$ so that the system of NPDEs (1) is independent of spectral parameter $\lambda$ and is an integrable differential system. Let $a(\lambda)$ be an arbitrary real function of the spectral parameter $\lambda$, $S(u, v, \lambda)$ be an arbitrary matrix function taking values in the Lie algebra $g$ and $\{\phi^n\}$ be a generalized symmetry of the integrable system of NPDEs equivalent to (1). Let us define

$$A = a \frac{\partial U}{\partial \lambda} + \frac{\partial S}{\partial u} + [S, U] + \sum_{n=1}^{m} \frac{DU}{D\theta^n}\phi^n,$$

(9)

$$B = a \frac{\partial V}{\partial \lambda} + \frac{\partial S}{\partial v} + [S, V] + \sum_{n=1}^{m} \frac{DV}{D\theta^n}\phi^n,$$

(10)

where $D/D\theta^n$ is the Fréchet derivative in the direction of $\theta^n$. The results of [18] show that matrices $A$ and $B$ satisfy (4) and so there exists some $g$-valued immersion function $F$ with tangent vectors given by

$$\frac{\partial}{\partial u} F = \Phi^{-1} A \Phi, \quad \frac{\partial}{\partial v} F = \Phi^{-1} B \Phi.$$  

(11)

We note here that in order for the immersion function to define a surface, the matrices $A$ and $B$ are required to be linearly independent.

We shall call any immersion function with tangent vectors (11) a Fokas–Gel’fand immersion. In the paper [18], the authors propose an integrated form of this surface:

$$F \equiv \Phi^{-1} \left( a \frac{\partial \Phi}{\partial \lambda} + S \Phi + \sum_{n=1}^{m} \frac{D\Phi}{D\theta^n}\phi^n \right).$$

(12)
We claim that this form of the surface holds if and only if \( \{ \phi_n \} \) is a generalized symmetry of the LSP (2) in addition to the integrable system of NPDEs equivalent to (1).

The objective of this paper is to delve deeper into the understanding of this immersion formula defined by tangent vectors (11) and the proposed form of its integration (12). We will make use of the Lie group structure of generalized symmetries and their associated vector fields.

3. Generalized symmetries and the linear spectral problem

In order to determine the infinitesimal generalized symmetries of the matrix system of NPDEs (1), we make use of the apparatus of vector fields and their prolongations as presented in the book by Olver [33]. Specifically, we rewrite the formula for immersion functions of 2D surfaces in Lie algebras in terms of the prolongation formalism of vector fields rather than the notation for Fréchet derivatives. In this formulation, we are able to give necessary and sufficient conditions for the existence of a \( g \)-valued immersion function \( F \) based on the invariance criterion for generalized symmetries [33]. Furthermore, we are able to formulate sufficient conditions for the surface \( F \) to be explicitly integrated according to tangent vectors (11) and show that these conditions are necessary for the \( g \)-valued immersion function to have the proposed form (12).

For uniformity of further computation, let us introduce the following notation:

\[
\begin{align*}
  u &= x^1, \\
  v &= x^2, \\
  \lambda &= x^3, \\
  U &= u^1(x'), \\
  V &= u^2(x'), \\
  (13)
\end{align*}
\]

and the derivatives of the matrix functions \( u^\alpha \) are given by

\[
\begin{align*}
  u^\alpha_J &\equiv \frac{\partial^{\left| J \right|} u^\alpha}{\partial x_{j_1} \ldots \partial x_{j_\left| J \right|}}, \\
  \left| J \right| &> 0, \quad \alpha = 1, 2, \\
  (14)
\end{align*}
\]

where \( J = (j_1, \ldots, j_\left| J \right|) \) is a multi-index with \( j_k = 1, 2, 3 \) and \( \left| J \right| = n \). We decompose the matrix functions \( u^1 \) and \( u^2 \) in the basis \( e_j \) \( j = 1, \ldots, s \) for the Lie algebra \( g \)

\[
\begin{align*}
  u^1 &\equiv u^1_j e_j, \\
  u^2 &\equiv u^2_j e_j \\
  (15)
\end{align*}
\]

using the convention that repeated indices are summed over. The \( u^{\alpha,j} \) are the dependent variables and \( x^1, x^2, x^3 \) are the independent variables of the matrix system of NPDEs (19). In terms of these variables, the total derivative operator \( D_J \) is defined iteratively by

\[
\begin{align*}
  D_{J,i} &\equiv D_i D_J, \\
  D_i &\equiv \frac{\partial}{\partial x^i} + u^{\alpha,j} \frac{\partial}{\partial u^\alpha_{J,i}}, \\
  i &= 1, 2, 3, \\
  (16)
\end{align*}
\]

According to the notation in [33], we use the following notation for functions depending on the independent variables \( x' \) and dependent variables \( u^\alpha \) and their derivatives \( u^\alpha_J \), that is, \( f[u] \equiv f(x', D_J u^\alpha) \).

In order to perform the symmetry analysis, we require that the wavefunction \( \Phi \) in the LSP (2) depend not only on the independent variables \( x' \) but also on the dependent variables \( u^\alpha \). This assumption is consistent with known solutions of the LSP (e.g., in [14] and [16]). In what follows, we denote \( f(x') \equiv f[u] \) when we would like to refer to the value of the composition of the mapping \( f[u] \) with the dependent variables and their derivatives \( u^\alpha_J \).

In this notation, the wavefunction and its derivatives can be written as

\[
\begin{align*}
  \widetilde{\Phi}(x') &= \Phi[u] = \Phi(x^i, D_J u^{\alpha,j}(x'^i)), \\
  \frac{\partial}{\partial x^\alpha} \widetilde{\Phi}(x') &= D_{\alpha} \Phi[u], \\
  r &= 1, 2, 3 \\
  (17)
\end{align*}
\]

and the LSP (2) takes the form

\[
\begin{align*}
  \frac{\partial}{\partial x^\alpha} \widetilde{\Phi} = u^\alpha \Phi &\iff D_{\alpha} \Phi = u^\alpha \Phi, \\
  \alpha &= 1, 2 \\
  (18)
\end{align*}
\]
with compatibility conditions given by the matrix system of NPDEs
\[ u_1^2 - u_1^1 + [u^1, u^2] = 0. \tag{19} \]

Let \( c_{ij}^l \) be the structural coefficients of the Lie algebra \([e_k, e_l] = c_{kl}^i e_i\). Then the matrix system of NPDEs (19) written in this basis is given by the following system of coupled NPDEs:
\[ \Delta^j \equiv u_2^1 - u_1^2 + u^{1k} u^2 c_{kl}^j = 0, \quad j = 1, \ldots, s. \tag{20} \]

In what follows, we assume that this matrix system of NPDEs (20) is nondegenerate in the sense given in [33]. Consider now a generalized symmetry of the system of NPDEs (20) given by the generalized vector field
\[ \bar{v} = \sum_{i=1}^3 \xi^i[u] \frac{\partial}{\partial x^i} + \sum_{\alpha=1}^2 \sum_{j=1}^s \phi_{\alpha}^j[u] \frac{\partial}{\partial u^j}. \tag{21} \]

The general vector field \( \bar{v} \) written in evolutionary form is
\[ \bar{v}_Q = \sum_{\alpha=1,2} \sum_{j=1}^s Q_{\alpha}^j[u] \frac{\partial}{\partial u^j}, \quad Q_{\alpha}^j[u] = (\phi_{\alpha}^j[u] - \xi^i[u] u_i^{\alpha/j}). \tag{22} \]

with \( Q[u] = (Q_1[u], Q_2[u]) \) the (matrix) characteristic of \( \bar{v} \) where the matrices are defined as \( Q_0 \equiv \bar{Q} e_j \in \mathfrak{g} \). The vector field \( \bar{v}_Q \) generates an infinitesimal symmetry of the dependent variables \( u^\alpha / \Phi^1 \) via the transformation
\[ (u^\alpha / \Phi^1)' = u^\alpha + \epsilon Q_{\alpha}^1, \tag{23} \]
or equivalently in the matrix form
\[ (u^\alpha)' = u^\alpha + \epsilon Q_\alpha. \tag{24} \]

The requirement that the vector field \( \bar{v} \) be a generalized symmetry of \( \Delta^j = 0 \) is equivalent to the requirement that the associated evolutionary representative \( \bar{v}_Q \) be a generalized symmetry. That is,
\[ \rho \bar{v}_Q(\Delta^j) = D_2 Q_1^j - D_1 Q_2^j + (Q_1^1 u_i^{2j} + u^{1k} Q_2^j) c_{kl}^j = 0. \tag{25} \]

whenever the system of NPDEs (20) holds, i.e. \( \Delta^j = 0 \). In the matrix form, (25) becomes
\[ \rho \bar{v}_Q(\Delta) = D_2 Q_1 - D_1 Q_2 + [Q_1, u^2] + [u^1, Q_2] = 0, \tag{26} \]

whenever the matrix NPDE (19) holds, i.e. \( \Delta = 0 \).

Note that the requirements that \( \bar{v} \) be a generalized symmetry of \( \Delta^j = 0 \) coincides with the requirements that the infinitesimal matrix symmetry of the initial equation, \( \Delta^j = 0 \). Thus, we can use this generalized symmetry to define an immersion function \( F[u] \in \mathfrak{g} \), in analogy with theorem 1, with tangent vectors given by
\[ D_1 F = \Phi^{-1} Q_1[u] \Phi, \quad D_2 F = \Phi^{-1} Q_2[u] \Phi. \tag{27} \]

The quantities \( Q_1 \) and \( Q_2 \) are analogous to matrices \( A \) and \( B \), respectively. The compatibility equations of (27) are satisfied whenever the vector field \( \bar{v}_Q \) given by \( Q = (Q_1, Q_2) \) is a generalized symmetry of \( \Delta = 0 \) and so the immersion function \( F \) exists and, without loss of generality, can be assumed to be the Lie algebra \( \mathfrak{g} \).

The following proposition recasts theorem 1 in the language of generalized vector fields.

**Proposition 1.** Let \( \mathfrak{g} \) be some Lie algebra with basis \( e_j \) and structural coefficients \( c_{ij}^l \). Assume \( u^1 = u^1 j e_j, u^2 = u^2 j e_j \in \mathfrak{g} \) are matrix functions which satisfy the system of NPDEs
\[ \Delta^j \equiv u_2^1 - u_1^2 + u^{1k} u^2 c_{kl}^j = 0, \quad j = 1, \ldots, s. \tag{28} \]

...
and $\Phi[u] \in G$ is a solution of the associated LSP

$$D_{a} \Phi = u^{a} \Phi, \quad \alpha = 1, 2. \quad (29)$$

Let $\tilde{v}$ be a generalized vector field in dependent variables $u^{1j}, u^{2j}$ and independent variables $x^{1}, x^{2}, x^{3}$ given by

$$\tilde{v} = \sum_{i=1}^{3} \xi^{i}[u] \frac{\partial}{\partial x^{i}} + \sum_{a=1}^{2} \sum_{j=1}^{s} \phi_{a}^{j}[u] \frac{\partial}{\partial u^{a}j}$$

with evolutionary form

$$\tilde{v}_{Q} = Q_{a}^{j}[u] \frac{\partial}{\partial u^{a}j}, \quad Q_{a}^{j}[u] = (\phi_{a}^{j}[u] - \xi^{i}[u]u_{i}^{a}), \quad \alpha = 1, 2. \quad (30)$$

Then, the following statements are equivalent.

(i) $\tilde{v}$ is a generalized symmetry of $\Delta^{j} = 0$.

(ii) There exists an immersion function $\tilde{F}(x^{i}) = F[u]$ in the Lie algebra $g$ with tangent vectors

$$\frac{\partial \tilde{F}(x^{i})}{\partial x^{a}} = D_{a} F[u] = \Phi^{-1} Q_{a}[u] \Phi, \quad \alpha = 1, 2, \quad (32)$$

where the matrices $Q_{a}$ are given by $Q_{a} = Q_{a}^{j} e_{j}$.

(iii) There exists a matrix function $\Psi$ such that the infinitesimal deformation

$$\begin{pmatrix} u^{1} \\ u^{2} \\ \Phi \end{pmatrix} \rightarrow \begin{pmatrix} u^{1} \\ u^{2} \\ \Phi \end{pmatrix} + \epsilon \begin{pmatrix} Q_{1}[u] \\ Q_{2}[u] \\ \Psi \end{pmatrix}$$

(33)

gives a generalized infinitesimal symmetry of the system of NPDEs (28) together with its LSP (29).

Furthermore, if statement (ii) holds then $\Psi = \Phi F$ is an admissible infinitesimal deformation of $\Phi$ and if statement (iii) holds, then $F = \Phi^{-1} \Psi$ has tangent vectors which coincide with expression (32).

**Proof.** First, we prove that statement (i) is equivalent to statement (ii). From the invariance criterion for generalized symmetries [33], we know that $\tilde{v}$ is a generalized symmetry of $\Delta^{j} = 0$ (28) if and only if

$$pr\tilde{v}_{Q}(\Delta^{j}) = D_{2} Q_{1} - D_{1} Q_{2} + \{Q_{1}, u^{2}\} + \{u^{1}, Q_{2}\} = 0, \quad (34)$$

whenever $\Delta^{j} = 0$. On the other hand, an immersion function $F$ with tangent vectors given by (32) will exist if and only if the compatibility conditions for the tangent vectors (32) are satisfied. The compatibility conditions for (32) are exactly (34) and so the immersion function $F$ exists. Since the tangent vectors of $F$ are assumed to be in the Lie algebra $g$ we can also assume, modulo a constant of integration, that $F$ is in the Lie algebra $g$ as well. Thus, statement (i) is equivalent to statement (ii).

Next, we prove that statement (ii) is equivalent to statement (iii). As above, statement (ii) holds if and only if (34) holds. The infinitesimal deformation (33) is a symmetry of the system of NPDEs (28) if and only if conditions (34) hold and so statement (iii) implies statement (ii). Further, the infinitesimal deformation (33) is also a symmetry of the LSP (29) if and only if conditions (5) hold, i.e.

$$D_{a}(\Psi) = u^{a} \Psi + Q_{a} \Phi, \quad \alpha = 1, 2. \quad (35)$$
If we define $\Psi = \Phi F$ as in (7) then $(\Phi)' = \Phi(1 + \epsilon F)$ is in $G$ and (35) is satisfied whenever $\Phi$ is a solution of the LSP (29) and immersion function $F$ has tangent vectors given by (32). Thus, statement (ii) implies statement (iii) and conversely if statement (ii) holds then
\[ \Psi = \Phi F \] (36)
is an admissible symmetry for the wavefunction $\Phi$.

Finally, if statement (iii) holds then $\Psi = \Phi F$ (36) is an admissible symmetry for the wavefunction $\Phi$.

Hence, we have shown that a generalized vector field $\mathbf{v}$ is a symmetry of the system of NPDEs (19) if and only if there exists a $g$-valued immersion function $\tilde{F}(x^i)$ with tangent vectors given by (32) which in turn is equivalent to the existence of a generalized infinitesimal symmetry of the system of NPDEs (28) together with its LSP (29). In the next section, we will give explicit examples of such symmetries and construct their associated surfaces immersed in Lie algebras.

4. Symmetries of the linear spectral problem

We can use some known infinitesimal symmetries of the system of NPDEs (19) together with its LSP (18) to generate $g$-valued immersions $\tilde{F}(x^i)$ of 2D surfaces in analogy with Fokas et al [18]. These include a conformal transformation in the spectral parameter $x^3$, gauge transformations of the wavefunction $\Phi$, and generalized symmetries of the system of integrable NPDEs equivalent to (19). Let us consider each case separately.

4.1. Conformal symmetry in the spectral parameter: the Sym–Tafel formula

The system of NPDEs (19) is invariant under a conformal transformation in the spectral parameter $x^3 \equiv \lambda$. The vector field associated with this symmetry has the form
\[ \tilde{v} = -a(x^3) \frac{\partial}{\partial x^3}, \quad \tilde{v}_Q = a(x^3) u^a_j \frac{\partial}{\partial u^a j}, \] (37)
where $a(x^3)$ is an arbitrary real function of the spectral parameter. This vector field generates the infinitesimal symmetry $(x^3)' = x^3 - \epsilon a(x^3)$ and $(u^a)' = u^a + \epsilon u^a_3$. So, by proposition 1, there exists a $g$-valued immersion function $\tilde{F}(x^i)$ with tangent vectors given by
\[ \frac{\partial \tilde{F}^{ST}(x^i)}{\partial x^a} = D_a F^{ST}[u] = a(x^3) \Phi^{-1} u^3_3 \Phi. \] (38)

Equations (38) can be integrated to obtain the $g$-valued immersion function $\tilde{F}$ for the surface given by
\[ \tilde{F}^{ST}(x^i) = F^{ST}[u] = a(x^3) \Phi^{-1} \Psi = a(x^3) \Phi^{-1} D_3 \Phi. \] (39)

This expression is known as the Sym–Tafel formula for immersion [40, 41]. As in part 2 of proposition 1, this also implies that there exists an infinitesimal deformation of both the system of NPDEs (28) and its LSP (29) of the form
\[ \begin{pmatrix} u^1 \\ u^2 \\ \Phi \end{pmatrix} \rightarrow \begin{pmatrix} u^1 \\ u^2 \\ \Phi \end{pmatrix} + \epsilon a \begin{pmatrix} u^1_1 \\ u^2_2 \\ u^3_3 \\ D_3 \Phi \end{pmatrix}, \] (40)
where, as before, we have the matrix function $\Psi$ defined as in (7) by
\[ \Psi = \Phi^{-1} F = D_3 \Phi. \] (41)
4.2. Gauge transformation of the wavefunction

It is possible to perform the analysis in a somewhat ‘opposite’ direction by assuming that statement (iii) in proposition 1 is satisfied and using the infinitesimal symmetry to determine the generalized vector field and the g-valued immersion function. That is, the system of NPDEs (28) and its LSP (29) are invariant under the gauge transformation

$$S(x^i) \in \Phi_1 + \epsilon/\Psi_1, \quad /\Psi_1 = S/\Phi_1$$

(42)

associated with the infinitesimal transformation of the system

$$\begin{pmatrix} u^1 \\ u^2 \\ \Phi \end{pmatrix} \rightarrow \begin{pmatrix} u^1 \\ u^2 \\ \Phi \end{pmatrix} + \epsilon \begin{pmatrix} \partial_1 S + [S, u^1] \\ \partial_2 S + [S, u^2] \\ S/\Phi \end{pmatrix},$$

(43)

which is a symmetry of the system of NPDEs (28) together with its LSP (29).

The vector field which generates this infinitesimal symmetry written in evolutionary representation is

$$\vec{v}_Q = \left( \partial_1 S^j + S^k u^{2j} c^i_{kl} \right) \frac{\partial}{\partial u^1} + \left( \partial_2 S^j + S^k u^{1j} c^i_{kl} \right) \frac{\partial}{\partial u^2},$$

(44)

and the g-valued immersion function

$$\tilde{F}^S(x^i) = F^S[u] = \Phi^{-1} \Psi = \Phi^{-1} S \Phi$$

(45)

has tangent vectors

$$\frac{\partial \tilde{F}^S(x^i)}{\partial x^\alpha} = D_\alpha F^S[u] = \Phi^{-1} \left( \frac{\partial S}{\partial x^\alpha} + [S, u^\alpha] \right) \Phi,$$

(46)

consistent with the tangent vectors given in (32).

4.3. Generalized symmetries of an associated integrable equation

Finally, we shall show how a generalized symmetry of some system of integrable NPDEs equivalent to (19) can be used to satisfy the requirements of proposition 1 and to induce a 2D surface immersed in the Lie algebra, g.

Suppose that it is possible to reparametrize the matrices $u^1(x^1, x^2, x^3)$, $u^2(x^1, x^2, x^3)$ by $m$ unknown functions $\theta^a(x^1, x^2)$, $n = 1, \ldots, m$, and their derivatives so that the system of NPDEs (19) is equivalent to some set of differential equations in these unknown functions, denoted $M^a$, which are independent of the spectral parameter $x^3$: that is,

$$\Delta[u^a(\theta), x^3] = 0 \iff M^a[\theta] = 0.$$  

(47)

We make use of the notation $f[\theta] = f(x^1, x^2, \theta^a)$ and $f(\theta, x^3) = f(x^1, x^2, x^3, \theta^a)$.

The LSP associated with the integrable system of equations (47) is given in terms of the wavefunction $\Phi = \Phi(\theta, x^3)$ by

$$D_\alpha \Phi(\theta, x^3) = u^a(\theta, x^3) \Phi(\theta, x^3), \quad \alpha = 1, 2.$$  

(48)

The integrable system of NPDEs (47) has dependent variables $\theta^a$ and independent variables $x^1, x^2$ and so an associated generalized vector field is given by

$$\tilde{w} = s^a[\theta] \frac{\partial}{\partial x^a} + \sum \phi_n[\theta] \frac{\partial}{\partial \theta^n}, \quad \alpha = 1, 2$$

(49)

with the evolutionary form $\tilde{w}_Q$:

$$\tilde{w}_Q = \sum Q_n[\theta] \frac{\partial}{\partial \theta^n}, \quad \text{where } Q_n[\theta] = \phi_n[\theta] - s^a[\theta] \partial_a^n.$$  

(50)
Here, we no longer consider the spectral parameter $x^3$ as an independent variable and so the multi-index $J = (j_1, \ldots, j_n)$ takes values $j_k = 1, 2$. Similarly, the total derivative in the new variables is given by

$$D_\alpha = \frac{\partial}{\partial x^\alpha} + \theta^{\alpha}_{J,\beta} \frac{\partial}{\partial \theta^\beta_J}, \quad \alpha = 1, 2.$$  

(51)

This generalized vector field induces an infinitesimal deformation of the functions $\theta^\alpha$ by

$$(\theta^\alpha)' = \theta^\alpha + \epsilon Q_n[\theta]$$

and hence induces an infinitesimal deformation of the matrices $u^\alpha$ via

$$(u^\alpha)' = u^\alpha + \epsilon pr\vec{w}\partial_{\theta^\alpha}u^\alpha([\theta], x^3).$$

(52)

As we shall prove in the following proposition, making use of proposition 1, a generalized vector field which is a symmetry of the integrable system of NPDEs (47) can be used to define a $g$-valued immersion function $F$ and associated infinitesimal deformation of the integrable system of NPDEs (47) together with its associated LSP (48).

**Proposition 2.** Suppose that there exists an integrable system of NPDEs given in terms of dependent variables $\theta^\alpha(x^1, x^2)$, with $u^\alpha \equiv u^\alpha([\theta], x^3) \in g$, equivalent to

$$\Delta[u^\alpha([\theta], x^3)] = D_2u^1 - D_1u^2 + [u^1, u^2] = 0$$

(53)

which is independent of the spectral parameter $x^3$ and is the compatibility conditions of the LSP

$$D_\alpha \Phi = u^\alpha([\theta], x^3)\Phi, \quad \alpha = 1, 2$$

for the matrix function $\Phi = \Phi([\theta], x^3)$. Consider a generalized vector field $\vec{w}$ in the evolutionary form

$$\vec{w}_{\partial_{\theta^\alpha}} = \sum_n Q_n[\theta] \frac{\partial}{\partial \theta_n^\alpha}.$$  

(54)

Then, the following statements are equivalent.

1. The vector field $\vec{w}_{\partial_{\theta^\alpha}}$ is a generalized symmetry of the integrable system of NPDEs (52).
2. There exists an immersion function $\tilde{F}(x^i) = F([\theta], x^3)$ in the Lie algebra $g$ with tangent vectors

$$\frac{\partial \tilde{F}}{\partial x^\alpha}(x^i) = D_\alpha F([\theta], x^3) = \Phi^{-1} pr\vec{w}_{\partial_{\theta^\alpha}}u^\alpha, \quad \alpha = 1, 2.$$  

(55)

3. There exists a matrix function $\Psi$ so that the infinitesimal deformation

$$\begin{pmatrix} u^1 \\ u^2 \\ \Phi \end{pmatrix} \rightarrow \begin{pmatrix} u^1 + pr\vec{w}_{\partial_{\theta^\alpha}}u^1 \\ u^2 + pr\vec{w}_{\partial_{\theta^\alpha}}u^2 \\ \Phi \end{pmatrix} + \epsilon \begin{pmatrix} \Psi \end{pmatrix}$$

(56)

gives a generalized infinitesimal symmetry of the system of integrable NPDEs (52) together with its LSP (53).

Furthermore, if statement (ii) holds then $\Psi = \Phi F$ is an admissible infinitesimal deformation of $\Phi$ and if statement (iii) holds, then the immersion function $F = \Phi^{-1}\Psi$ has tangent vectors consistent with (55).

**Proof.** For the proof, we make use of proposition 1 to observe that statement (ii) is equivalent to statement (iii) and so we only need to show that statement (i) is equivalent to statement (ii).
From the invariance criterion for generalized symmetries [33], the generalized vector field \( \vec{w}_Q \) is a generalized symmetry of (52) if and only if
\[
pr \vec{w}_Q(D_2 u^1) - pr \vec{w}_Q(D_1 u^2) + [(pr \vec{w}_Q u^1), u^2] + [u^1, (pr \vec{w}_Q u^2)] = 0. \tag{57}
\]
On the other hand, the compatibility conditions for the tangent vectors (55) are
\[
D_2(pr \vec{w}_Q u^1) - D_1(pr \vec{w}_Q u^2) + [(pr \vec{w}_Q u^1), u^2] + [u^1, (pr \vec{w}_Q u^2)] = 0. \tag{58}
\]
As was shown [33] in Lemma 5.12 (see the appendix), the prolongation of a general evolutionary vector field \( \vec{w}_Q \) commutes with the total derivative \( D_\alpha \) and so (57) is equivalent to (58). Thus, if \( \vec{w}_Q \) is a generalized symmetry of (52), then the compatibility equations for (55) are satisfied and so the matrix function \( F \) exists and, modulo a constant of integration, can be assumed to be in the Lie algebra \( g \). Conversely, if an immersion function \( F \) exists then (57) is satisfied and so \( \vec{w}_Q \) is a generalized symmetry of (52). Thus, we have proved the theorem. \( \square \)

Finally, we formulate some conditions on the generalized vector field \( \vec{w}_Q \) which allow for the integration of the \( g \)-valued immersion function \( \tilde{F}(x^i) \). If the generalized vector field is a symmetry of both the system of integrable NPDEs (52) and its LSP (53), then the immersion function can be explicitly integrated. We present this result in the following proposition.

**Proposition 3.** Suppose that, as in proposition 2, there exists an integrable system of NPDEs given in terms of dependent variables \( \theta^a(x^1, x^2) \), with \( u^a \equiv u^a(\theta^1, x^3) \in g \), equivalent to (52) which is independent of spectral parameter \( x^3 \) and is the compatibility conditions of the LSP (53) for the matrix function \( \Phi = \Phi(\theta^1, x^3) \). Suppose further that the generalized vector field given in evolutionary form by
\[
\vec{w}_Q = \sum_n Q_n[\theta] \frac{\partial}{\partial \theta^n} \tag{59}
\]
is a symmetry of the integrable system of NPDEs (52). Then, the following statements are equivalent.

(i) The generalized vector field \( \vec{w}_Q \) is a symmetry of the LSP (53) in the sense that
\[
pr \vec{w}_Q(D_\alpha \Phi - u^a \Phi) = 0 \text{ whenever } D_\alpha \Phi - u^a \Phi = 0. \tag{60}
\]
(ii) The \( g \)-valued immersion function given by \( \tilde{F}(x^i) \)
\[
\tilde{F}(x^i) = F(\theta^1, x^3) = \Phi^{-1} pr \vec{w}_Q \Phi \tag{61}
\]
has tangent vectors
\[
\frac{\partial \tilde{F}(x^i)}{\partial x^\alpha} = D_\alpha F(\theta^1, x^3) = \Phi^{-1} pr \vec{w}_Q u^a \Phi, \quad \alpha = 1, 2. \tag{62}
\]
(iii) The infinitesimal deformation
\[
\begin{pmatrix}
  u^1 \\
  u^2 \\
  \Phi
\end{pmatrix}
\rightarrow
\begin{pmatrix}
  u^1 \\
  u^2 \\
  \Phi
\end{pmatrix} + \epsilon \begin{pmatrix}
  pr \vec{w}_Q u^1 \\
  pr \vec{w}_Q u^2 \\
  pr \vec{w}_Q \Phi
\end{pmatrix} \tag{63}
\]
gives a generalized infinitesimal symmetry of the system of integrable NPDEs (52) together with its LSP (53).
Proof. By proposition 1, statements (ii) and (iii) of proposition 3 are equivalent. So, to prove this proposition, we only need to show that \( \tilde{F}(x^i) \) has the appropriate tangent vectors (62) if and only if \( \bar{w}_Q \) is a symmetry of the LSP (53). Suppose \( \Phi \) satisfies the LSP (53). Then from (62) and making use of (53), (61) and (A.3) we get

\[
D_\alpha F(\theta, x^3) - \Phi^{-1} pr \bar{w}_Q u^\alpha \Phi = D_\alpha (\Phi^{-1} pr \bar{w}_Q \Phi) - \Phi^{-1} pr \bar{w}_Q(u^\alpha) \Phi \\
= \Phi^{-1} (-u^\alpha pr \bar{w}_Q \Phi + D_\alpha (pr \bar{w}_Q \Phi)) - \Phi^{-1} pr \bar{w}_Q(u^\alpha) \Phi \\
= \Phi^{-1} (-u^\alpha pr \bar{w}_Q \Phi + pr \bar{w}_Q(D_\alpha \Phi)) - \Phi^{-1} pr \bar{w}_Q(u^\alpha) \Phi \\
= \Phi^{-1} (pr \bar{w}_Q(D_\alpha \Phi) - pr \bar{w}_Q(u^\alpha) \Phi) \\
= \Phi^{-1} (pr \bar{w}_Q(D_\alpha \Phi - u^\alpha \Phi)).
\]

Thus, the proposed \( \tilde{F}(x^i) \) has the appropriate tangent vectors (62), i.e. equation (65) is equal to zero, if and only if \( pr \bar{w}_Q(D_\alpha \Phi - u^\alpha \Phi) = 0 \) that is, the generalized vector field \( \bar{w}_Q \) is a symmetry of the LSP (53). Further, the surface \( F \) given by (61) is in adjoint representation and so is an element of the Lie algebra \( g \).

We can compare these results with those in [18] where the immersion is given instead in terms of the Fréchet derivative. These two formulations are related via proposition 5.2 in the book of Olver [33] which relates the prolongation of \( \bar{w}_Q \) to the Fréchet derivative via the formula

\[
pr \bar{w}_Q \Phi = \left( \frac{D\Phi}{D\theta^n} \right) Q_n \equiv \lim_{\epsilon \to 0} \frac{\partial}{\partial \epsilon} \Phi(\theta^n + \epsilon Q_n)
\]

and similarly

\[
u^\alpha \to u^\alpha + \epsilon (pr \bar{w}_Q u^\alpha) = u^\alpha + \epsilon D\Phi \frac{D\theta^n}{D\theta^n} Q_n.
\]

Proposition 3 implies that, for an infinitesimal symmetry of the system of integrable equations (52), the immersion function of the surface given by

\[
F = \Phi^{-1} \left( \frac{D\Phi}{D\theta^n} \right) Q_n
\]

will have tangent vectors

\[
D_1 F = \Phi^{-1} \left( \frac{D\Phi}{D\theta^n} \right) Q_n \Phi, \quad D_2 F = \Phi^{-1} \left( \frac{D\Phi}{D\theta^n} \right) Q_n \Phi,
\]

if and only if the symmetry is also an infinitesimal symmetry of the LSP (53).

4.4. A linear combination of these symmetries

To recapitulate the results from this section, we can take a linear combination of each symmetry and obtain the associated surfaces.

Suppose that there exists dependent variables \( \theta^n(x^1, x^3) \) with \( u^\alpha = u^\alpha(\theta^3, x^3) \in g \) such that the integrable system of NPDEs (52) is independent of spectral parameter \( x^3 \) and is equivalent to the solvability of the LSP (53) for the matrix function \( \Phi(\theta^3, x^3) \). Let \( a(x^3) \) be an arbitrary real function of the spectral parameter \( x^3 \), \( S(x^1, x^2, x^3) \) be an arbitrary matrix function with values in the Lie algebra \( g \) and \( \bar{w}_Q \) a generalized vector field in evolutionary form which is a symmetry of the integrable system of NPDEs (52).

Let us define

\[
A = au^1 + \partial_1 S + [S, u^1] + pr \bar{w}_Q u^1 \in g.
\]
\[ B = au_2^2 + \partial_2 S + [S, u_2^2] + pr \tilde{w}_Q u_2^2 \in \mathfrak{g}. \]  

Then the results of this section imply that there exists some \( g \)-valued immersion function \( F \) with tangent vectors
\[ D_1 F = \Phi^{-1} A \Phi, \quad D_2 F = \Phi^{-1} B \Phi. \]  

We shall call any immersion function with these tangent vectors a Fokas–Gel’fand immersion. The results of the previous subsections 4.1, 4.2 and 4.3 then show that the Fokas–Gel’fand immersion defined by tangent vectors (68) can be integrated explicitly
\[ F = \Phi^{-1} \left( a(x_3) D_3 \Phi + S \Phi + pr \tilde{w}_Q \Phi \right) \in \mathfrak{g} \]  

if and only if \( \tilde{w}_Q \) is also a symmetry of the LSP (53).

Similarly, there exists some matrix function \( \Psi \) such that the infinitesimal deformation
\[ \begin{pmatrix} u_1 \\ u_2 \\ \Phi \end{pmatrix} \rightarrow \begin{pmatrix} u_1 \\ u_2 \\ \Phi \end{pmatrix} + \epsilon \begin{pmatrix} A \\ B \\ \Psi \end{pmatrix} \]  

is a symmetry of the integrable system of NPDEs (52) together with its LSP (53). The matrix function \( \Psi \) is given modulo a constant matrix by
\[ \Psi = a(x_3) D_3 \Phi + S \Phi + pr \tilde{w}_Q \Phi \]  

if and only if \( \tilde{w}_Q \) is also a symmetry of the LSP (53). Again, note that \( \Psi \) and \( F \) can be related via (36).

In the following section, we will develop these theoretical considerations using as an example the completely integrable two-dimensional \( \mathbb{C}P^{N-1} \) sigma model. In particular, we will show that the conformal symmetry of the model induces a Fokas–Gel’fand immersion in \( su(N) \) which does not in general coincide with the immersion formula given by (69).

5. Example: \( \mathbb{C}P^{N-1} \) sigma model and conformal symmetry

The objective of this section is to consider 2D surfaces immersed in \( su(N) \) associated with the completely integrable \( \mathbb{C}P^{N-1} \) sigma model in two dimensions. It is well known that this model has an associated LSP of the form above \([43, 44]\). It has been computationally expedient to express the \( \mathbb{C}P^{N-1} \) sigma model in terms of a rank-1 Hermitian projector \( P(x_1, x_2) \) with \( P^2 = P^\dagger = P \).

Defining matrix functions
\[ u^1 = \frac{2}{1 + \lambda} [D_1 P, P], \quad u^2 = \frac{2}{1 - \lambda} [D_2 P, P] \]  

the Euler–Lagrange (E-L) equations are
\[ \Delta \equiv [D_{12} P, P] = D_2 u^1 - D_1 u^2 + [u^1, u^2] = 0 \]  

which are exactly the compatibility conditions for the LSP of the form
\[ D_\alpha \Phi = u^\alpha \Phi, \quad \alpha = 1, 2, \]  

where \( \lambda = x_3 \) is the spectral parameter.

In the case of the \( \mathbb{C}P^{N-1} \) sigma model defined on Euclidean space, \( x^1 = \xi, \ x^2 = \overline{\xi} \) are complex variables and the matrices \( u^\alpha \) satisfy \( (u^1)^\dagger = -u^2 \) and \( \Phi \in SU(N) \). For the \( \mathbb{C}P^{N-1} \) sigma model defined on Minkowski space, \( x^1 = x + t, \ x^2 = x - t \) are lightcone coordinates.
and the matrices $u^a$ satisfy $u^1, u^2 \in su(N)$ and $\Phi \in SU(N)$. The action of the $CP^{N-1}$ sigma model is given by [19, 44]

$$A = \int_{\Omega} \text{tr}(P_1 P_2) \, dx^1 \, dx^2, \quad \Omega \subset \mathbb{R}^2.$$  \hspace{1cm} (73)

The E-L (71) equations admit a conformal symmetry given by the vector field

$$\bar{w} = -f(x^1) \frac{\partial}{\partial x^1} - g(x^2) \frac{\partial}{\partial x^2}$$  \hspace{1cm} (74)

for $f = f(x^1)$ and $g = g(x^2)$ arbitrary complex functions of one variable.

In order to rewrite the vector field $\bar{w}$ in the evolutionary form, we would like to write the E-L equations (71) in terms of some set of dependent functions. To accomplish this, it is useful to rewrite the projector $P$ in terms of an element of the Lie algebra $su(N)$ and then to perform the analysis in this basis via rank-$(N-1)$ matrix function

$$\theta \equiv i(P - E) \in su(N) \Rightarrow P = E - i\theta,$$  \hspace{1cm} (75)

$$P^2 = P \Rightarrow \theta \cdot \theta = -i\left(\frac{2-N}{N}\right)\theta + \left(\frac{1-N}{N}\right)E,$$  \hspace{1cm} (76)

where we introduce the notation $E = I/N$. In terms of the basis $e_k$ of $su(N)$, the matrix function $\theta$ can be decomposed into

$$\theta = \theta^k e_k \in su(N), \quad \left[\theta^j, \theta^l\right] = c_{jl}^k e_k, \quad j, k, l = 1, \ldots, N^2 - 1$$  \hspace{1cm} (77)

with derivatives

$$\theta^k_j = \frac{\partial^n \theta^k}{\partial j_1 \cdots \partial j_n}, \quad J = (j_1, \ldots, j_n), \quad j_i = 1, 2$$  \hspace{1cm} as in section 4.3.

The E-L equations (71) then become

$$\Delta(\theta) = -[\theta_{12}, \theta] = 0, \quad \Delta^k(\theta) = -\theta^j_{12} \theta^j_{12} = 0.$$  \hspace{1cm} (78)

In terms of the dependent variables $\theta^k$, the evolutionary form of the vector field $\bar{w}$ is given by

$$\bar{w}_C \equiv (f(x^1)\theta^1_j + g(x^2)\theta^2_j) \frac{\partial}{\partial \theta^j},$$  \hspace{1cm} (79)

with prolongation

$$pr \bar{w}_C = (f(x^1)\theta^1_j + g(x^2)\theta^2_j) \frac{\partial}{\partial \theta^j} + D_j (f(x^1)\theta^1_j + g(x^2)\theta^2_j) \frac{\partial}{\partial \theta^j}.$$  \hspace{1cm} (80)

For the remainder of the paper, fix $\bar{w}_C$ to be the generalized vector field associated with conformal transformations with characteristic

$$C = (C_1, \ldots, C_{N^2-1}), \quad C_j = f(x^1)\theta^1_j + g(x^2)\theta^2_j.$$  \hspace{1cm} (81)

The prolongation of $\bar{w}_C$ acting on the E-L equations (78) gives

$$pr \bar{w}_C(\Delta^k) = (D_{12} (f(x^1)\theta^1_j + g(x^2)\theta^2_j)) \theta^j + \theta^j_{12} (f(x^1)\theta^1_j + g(x^2)\theta^2_j)) c_{jl},$$  \hspace{1cm} (82)

which in matrix form is

$$pr \bar{w}_C(\Delta) = [D_{12} (f(x^1)\theta_1 + g(x^2)\theta_2), \theta] + [\theta_{12}, (f(x^1)\theta_1 + g(x^2)\theta_2)].$$  \hspace{1cm} (83)

It can be computed directly that $pr \bar{w}_C(\Delta) = 0$ whenever $\Delta = 0$ for arbitrary complex functions $f$ and $g$ and so the vector field given by (74) is a symmetry of the E-L equations (78).

However, in the case of the $CP^{N-1}$ sigma model defined on Minkowski space, we require that the infinitesimal deformation of $u^a$ remain in $su(N)$, i.e.

$$(u^a + \epsilon pr \bar{w}_C u^a) \in su(N)$$  \hspace{1cm} (84)
which gives the additional constraints that the functions \( f \) and \( g \) are required to be real. On the other hand, for the \( \mathbb{C}P^{N-1} \) model defined on Euclidean space, the requirement is that

\[
(u^1 + \epsilon pr \tilde{w}_C u^1)^\dagger = -(u^2 + \epsilon pr \tilde{w}_C u^2)
\]

which gives the restrictions \( g(x^2) = f(x^1) \).

The conformal symmetry can be used to define an \( su(N) \)-valued immersion function via proposition 2 and furthermore, the immersion function can be integrated explicitly. We present these results in the following proposition.

**Proposition 4.** Suppose that the rank-1 Hermitian projector \( P = \mathcal{E} - i\theta, \theta \in su(N) \) is a solution of the Euler–Lagrange equations for the \( \mathbb{C}P^{N-1} \) sigma model and \( \Phi([[\theta]], x^3) \in SU(N) \) is a solution of its associated LSP. That is, we define the matrix functions

\[
u^1 = -\frac{2}{1+\lambda} \theta_1^1 + \frac{2}{1-\lambda} \theta_1^2, \quad \nu^2 = -\frac{2}{1+\lambda} \theta_2^1 + \frac{2}{1-\lambda} \theta_2^2.
\]

The E-L equations

\[
\Delta(\theta) \equiv -[\theta_{12}, \theta] = D_2 \nu^1 - D_1 \nu^2 + [\nu^1, \nu^2] = 0\]

are exactly the compatibility conditions for the LSP given by

\[
D_\alpha \Phi = \nu^\alpha \Phi, \quad \alpha = 1, 2.
\]

Let \( \tilde{w}_C \) be a generalized vector field associated with a conformal transformation given by

\[
\tilde{w}_C = (f(x^1)\theta_1^1 + g(x^2)\theta_2^1) \frac{\partial}{\partial \theta_j}.
\]

Then, the following statements hold.

(i) The \( su(N) \)-valued immersion function \( F \) given by

\[
F = \Phi^{-1}(f \nu^1 + g \nu^2) \Phi \in su(N)
\]

has tangent vectors

\[
D_\alpha F = \Phi^{-1} pr \tilde{w}_C \nu^\alpha \Phi.
\]

That is, \( F \) is the Fokas–Gel’fand immersion function associated with conformal symmetries of the \( \mathbb{C}P^{N-1} \) model.

(ii) The infinitesimal deformation given by

\[
\begin{pmatrix}
u^1 \\ \nu^2 \\ \Phi
\end{pmatrix} \rightarrow \begin{pmatrix} u^1 \\ u^2 \\ \Phi
\end{pmatrix} + \epsilon \begin{pmatrix} pr \tilde{w}_C u^1 \\ pr \tilde{w}_C u^2 \\ (f \nu^1 + g \nu^2) \Phi = \Phi F
\end{pmatrix}
\]

is a symmetry of the E-L equations (87) together with its LSP (88).

**Proof.** We know from proposition 2 that statement (i) of proposition 4 is equivalent to statement (ii) so we only need to show that the \( su(N) \)-valued immersion function \( F \) given by (90) has the appropriate tangent vectors to be a Fokas–Gel’fand immersion function associated with conformal symmetries of the \( \mathbb{C}P^{N-1} \) model. We compute the action of the generalized vector field \( \tilde{w}_C \) on the matrices \( u^1 \) and \( u^2 \):

\[
pr \tilde{w}_C u^1 = -\frac{2}{1+\lambda} (f_1[\theta_1, \theta] + f[\theta_{11}, \theta] + g[\theta_1, \theta_2])
\]

\[
= D_1(f \nu^1) + g D_2(u^1)
\]
and

\[
pr \tilde{w}_Cu^2 = \frac{-2}{1 - \lambda} (f[\theta_2, \theta_1] + g[\theta_{22}, \theta] + g_2[\theta_2, \theta])
\]

\[
= f D_1(u^2) + D_2(gu^2). \tag{94}
\]

It is then a straightforward computation to verify that \(F\) as given by (90) has the appropriate tangent vectors. Indeed, carrying out the differentiation in (91) gives

\[
D_1 F = D_1(\Phi^{-1}(fu^1 + gu^2)\Phi)
\]

\[
= \Phi^{-1}(-u^1(fu^1 + gu^2) + fD_1u^1 + fu^1u^1 + gD_1u^2 + gu^2u_1)\Phi
\]

\[
= \Phi^{-1}(D_1(fu^1) + gD_2(u^1))\Phi
\]

and

\[
D_2 F = D_2(\Phi^{-1}(fu^1 + gu^2)\Phi)
\]

\[
= \Phi^{-1}(-u^2(fu^1 + gu^2) + fD_2u^1 + fu^1u^2 + gD_2u^2 + gu^2u^2)\Phi
\]

\[
= \Phi^{-1}(fD_1(u^2) + D_2(gu^2))\Phi,
\]

where we have used the E-L equations (87). Thus, the immersion function \(F\) as given by (90) has the appropriate tangent vectors and so is a Fokas–Gel’fand immersion function associated with conformal symmetries of the \(\mathbb{C}P^{N-1}\) sigma model (71). Hence, we have proved the proposition. \(\square\)

In this section, we have shown that the surfaces induced by conformal symmetries of the \(\mathbb{C}P^{N-1}\) sigma model can be explicitly given in terms of arbitrary functions \(f(x^1)\) and \(g(x^2)\), the matrices \(\Phi, u^{\alpha}\) and their derivatives. In the following sections, we will compare the immersion functions given by (90) with those described in proposition 3. In particular, we shall show that these functions do not coincide in the case of traveling wave solutions for the \(\mathbb{C}P^{N-1}\) sigma model defined on Minkowski space but do for finite action (73) solutions of the \(\mathbb{C}P^{N-1}\) sigma model defined on Euclidean space.

5.1. \(\mathbb{C}P^{N-1}\) sigma model defined on Minkowski space

In the following section, we would like to investigate cases where the surfaces induced by conformal symmetries of the \(\mathbb{C}P^{N-1}\) sigma model can be explicitly given in terms of arbitrary functions \(f(x^1)\) and \(g(x^2)\), the matrices \(\Phi, u^{\alpha}\) and their derivatives. In the following sections, we will compare the immersion functions given by (90) with those described in proposition 3. In particular, we shall show that these functions do not coincide in the case of traveling wave solutions for the \(\mathbb{C}P^{N-1}\) sigma model defined on Minkowski space but do for finite action (73) solutions of the \(\mathbb{C}P^{N-1}\) sigma model defined on Euclidean space.
wavefunctions which are given by only for a restricted class of conformal transformations, namely for translations and dilations.

Let \( \theta \) be a traveling wave solution of the E-L equations (87)

\[
\theta \equiv \theta(x^1 + \kappa x^2), \quad \kappa \theta_1 - \theta_2 = 0, \quad \kappa \in \mathbb{R}
\]

(97)

with the following differential consequences:

\[
[\theta_1, \theta_2] = \kappa [\theta_1, \theta_1] = 0, \quad 0 = [\theta_{12}, \theta] = \kappa [\theta_{11}, \theta] = \frac{1}{\kappa} [\theta_{22}, \theta].
\]

(98)

Note that (98) implies \( D_\alpha [\theta_\beta, \theta] = 0 \) for \( \alpha, \beta = 1, 2 \) and so \( u^1 \) and \( u^2 \) are both constant matrices and thus correspond to vacuum solutions [24, 43]. In this case, we can solve for the wavefunctions which are given by

\[
\Phi = \exp \left( 2 \chi [\theta_1, \theta] \right) (2i\theta - (2 - N)\mathcal{E}), \quad \chi \equiv \left( \frac{\lambda x^1 - \kappa \lambda x^2}{1 + \lambda} \right).
\]

(99)

By straightforward computation, one obtains that \( \Phi \) given by (99) satisfies the LSP (88) whenever \( \theta \equiv \theta(x^1 + \kappa x^2) \). We make use of the algebraic restrictions on the matrix function \( \theta \):

\[
\theta \cdot \theta = \frac{-i(2 - N)}{N} \theta + \frac{1 - N}{N} \mathcal{E}
\]

(100)

and the differential consequences of (100)

\[
\frac{-i(2 - N)}{N} \theta_1 = \theta \theta_1 + \theta_1 \theta, \quad \theta \theta_1 \theta = \frac{N - 1}{N^2} \theta_1,
\]

(101)

which in turn implies

\[
[\theta_1, \theta](2i\theta - (2 - N)\mathcal{E}) = 2i\theta_1 \theta_1 - 2i\theta \theta_1 - \frac{(2 - N)}{N} (\theta_1 \theta - \theta \theta_1)
\]

\[
= \frac{(2 - N)}{N} (\theta_1 \theta + \theta \theta_1) + \frac{4i(1 - N)}{N^2} \theta_1 = -i\theta_1.
\]

(102)

As a consequence of (100) and (102), the total derivative of \( \Phi \) is given by

\[
D_1 \Phi = D_1 \left( \exp \left( 2 \chi [\theta_1, \theta] \right) (2i\theta - (2 - N)\mathcal{E}) \right)
\]

\[
= D_1 \left( \sum_{a=0}^{\infty} \frac{(2\chi)^a}{a!} ([\theta_1, \theta])^a (2i\theta - (2 - N)\mathcal{E}) \right)
\]

\[
= \sum_{a=1}^{\infty} \frac{(2\chi)^{a-1}}{(a - 1)!} D_1([\theta_1, \theta])^a (2i\theta - (2 - N)\mathcal{E}) + \sum_{a=0}^{\infty} \frac{(2\chi)^a}{a!} ([\theta_1, \theta])^a (2i\theta_1)
\]

\[
+ \sum_{a=1}^{\infty} \frac{(2\chi)^a}{(a - 1)!} \frac{\lambda}{1 + \lambda} ([\theta_1, \theta])^a (2i\theta - (2 - N)\mathcal{E})
\]

\[
- \sum_{a=0}^{\infty} \frac{(2\chi)^a}{a!} ([\theta_1, \theta])^a 2[\theta_1, \theta](2i\theta - (2 - N)\mathcal{E})
\]

\[
+ \sum_{a=1}^{\infty} \frac{(2\chi)^a}{(a - 1)!} D_1([\theta_1, \theta])^a (2i\theta - (2 - N)\mathcal{E})
\]

\[
= \left( \frac{-2}{1 + \lambda} [\theta_1, \theta] \right) \Phi + \sum_{a=1}^{\infty} \frac{(2\chi)^a}{(a - 1)!} D_1([\theta_1, \theta])^a (2i\theta - (2 - N)\mathcal{E})
\]

(103)
The prolongation of the generalized vector field \( \vec{w} \) is given by

\[
D_2 \Phi = D_2 \left( \exp \left( 2 \chi [\theta_1, \theta] \right) (2i\theta - (2 - N)\xi) \right)
\]

\[
= D_2 \left( \sum_{a=0}^{\infty} \frac{(2\chi)^a}{a!} ([\theta_1, \theta])^a (2i\theta - (2 - N)\xi) \right)
\]

\[
= \sum_{a=1}^{\infty} \frac{(2\chi)^a}{a!} \frac{1}{a-1} D_2([\theta_1, \theta])^a (2i\theta - (2 - N)\xi) + \sum_{a=0}^{\infty} \frac{(2\chi)^a}{a!} ([\theta_1, \theta])^a (2i\theta - (2 - N)\xi)
\]

\[
= \sum_{a=1}^{\infty} \frac{(2\chi)^a}{a!} \frac{1}{a-1} D_2([\theta_1, \theta])^a (2i\theta - (2 - N)\xi)
\]

\[
= \sum_{a=0}^{\infty} \frac{(2\chi)^a}{a!} ([\theta_1, \theta])^a (2i\theta - (2 - N)\xi)
\]

\[
= \Phi \quad \text{whenever} \quad \theta = \theta(x^1 + \kappa x^2) \quad \text{and} \quad [\theta_12, \theta] = 0.
\]
\[ \theta_j^i \frac{\partial \Phi}{\partial \theta_j^i} = \theta_j^i \frac{\partial}{\partial \theta_j^i} \exp \left( 2 \chi \theta_i^\alpha \theta^j \epsilon^j \right) (2i \theta^m e_m - (2 - N) \chi) \]

\[ = \theta_j^i \frac{\partial}{\partial \theta_j^i} \sum_{a=0}^{\infty} \frac{1}{a!} (2 \chi \theta_i^\alpha \theta^j \epsilon^j)^a (2i \theta^m e_m - (2 - N) \chi). \quad (110) \]

Note that in the above sum, the only non-zero terms are those for which \( k = n \) and (110) simplifies

\[ \theta_j^i \frac{\partial \Phi}{\partial \theta_j^i} = \sum_{a=0}^{\infty} a(2 \chi)^a \theta_i^\alpha \theta^j \epsilon^j (2i \theta^m e_m - (2 - N) \chi) \]

\[ = (2 \chi \theta_i^\alpha \theta^j \epsilon^j) \sum_{a=1}^{\infty} \frac{(2 \chi)^{a-1}}{(a - 1)!} (\theta_i^\alpha \theta^j \epsilon^j)^{a-1} (2i \theta^m e_m - (2 - N) \chi) \]

\[ = (2 \chi \theta_i^\alpha \theta^j \epsilon^j) \Phi \]

\[ = 2 \chi [\theta_i, \theta] \Phi. \quad (111) \]

We then substitute (109)–(111) into (108) using the requirement \( k \theta_1 - \theta_2 = 0 \) and the fact the \( \Phi \) satisfies the LSP (88) to obtain a closed expression for the \( su(N) \)-valued immersion function \( \mathcal{F} \):

\[ \mathcal{F} = \Phi^j \left( D_1 \Phi - \frac{2 \lambda}{1 + \lambda} [\theta_1, \theta] \Phi \right) + g \left( D_2 \Phi + \frac{\lambda \kappa}{1 - \lambda} [\theta_1, \theta] \right) + 2 f_1 \chi [\theta_1, \theta] \Phi \]

\[ = (-2 f - 2 \kappa g + 2 f_1 \chi) \Phi^j [\theta_1, \theta] \Phi + (112) \]

Next, we compute the tangent vectors to the immersion function \( \mathcal{F} \). First, note that the matrix \( \Phi^{-1} [\theta_1, \theta] \Phi \) is constant whenever \( \Phi \) satisfies the LSP (88) and \( \theta \) is a traveling wave with \( \theta_2 = \kappa \theta_1 \). Computing the derivatives of the matrix \( \Phi^{-1} [\theta_1, \theta] \Phi \) gives

\[ D_1 \left( \Phi^{-1} [\theta_1, \theta] \Phi \right) = \Phi^j (-[\theta_1, \theta] [\theta_1, \theta] + [\theta_1, \theta] [\theta_1, \theta]) \Phi = 0 \]

and

\[ D_2 \left( \Phi^{-1} [\theta_1, \theta] \Phi \right) = \Phi^j (-[\theta_2, \theta] [\theta_1, \theta] + [\theta_1, \theta] [\theta_2, \theta]) \Phi = 0. \]

This greatly simplifies the computation of the tangent vectors and in particular, we can observe that the immersion function is degenerate and gives a curve instead of a 2D surface. We note here that we are only considering the third part of the Fokas–Gel’fand immersion formula defined by tangent vectors (68) and, in particular, if we consider the case where \( a(\lambda) = 0 \) and \( S(\lambda) \in su(N) \) is an arbitrary gauge, the function

\[ F = (-2 f - 2 \kappa g + 2 f_1 \chi) \Phi^j [\theta_1, \theta] \Phi + (113) \]

defines a 2D surface immersed in \( su(N) \).

The tangent vectors for the \( su(N) \)-valued immersion function \( \mathcal{F} \) given by (112) are

\[ D_1 \mathcal{F} = \left( -\frac{2 \lambda f_1}{1 + \lambda} \right) \Phi^j [\theta_1, \theta] \Phi, \quad (114) \]

\[ D_2 \mathcal{F} = \left( -2 \kappa g - \frac{2 \lambda f_1}{1 - \lambda} \right) \Phi^j [\theta_1, \theta] \Phi. \quad (115) \]

With such an immersion function, we can then use proposition 1 to induce an infinitesimal symmetry of the E-L equations (87) together with its LSP (88). We present these results in the following proposition.
Proposition 5. Suppose that the rank-1 Hermitian projector $P = E - i\theta, \theta(x^1 + \kappa x^2) \in su(N)$ is a traveling wave solution of the Euler–Lagrange equations (87) for the $\mathbb{C}P^{N-1}$ sigma model defined on Minkowski space. Furthermore, let $\vec{w}_C$ be the generalized vector field associated with conformal transformations (89) and $u^\alpha$ defined as in (86). Then the following statements hold.

i. The $SU(N)$ matrix function $\Phi$ given by
$$\Phi = \exp(2\chi[\theta_1, \theta])(2i\theta - (2 - N)E), \quad \chi \equiv \left(\frac{\lambda x^1}{1 + \lambda} - \frac{\kappa \lambda x^2}{1 - \lambda}\right)$$
(116)
satisfies the LSP (88).

ii. The $su(N)$-valued immersion function $\mathcal{F}$ given by
$$\mathcal{F} = \Phi^{-1} pr\vec{w}_C \Phi$$
(117)
has tangent vectors
$$D_\alpha \mathcal{F} = \Phi^{-1} R_\alpha \Phi, \quad \alpha = 1, 2$$
(118)
where
$$R_1 = \left(\frac{-2}{1 + \lambda} f_1 + f_{11} \chi\right)[\theta_1, \theta], \quad R_2 = \left(-2g_2 - f_1 \frac{2\kappa}{1 - \lambda}\right)[\theta_1, \theta].$$
(119)

iii. The infinitesimal deformation given by
$$\begin{pmatrix} u^1 \\ u^2 \\ \Phi \end{pmatrix} \rightarrow \begin{pmatrix} u^1 \\ u^2 \\ \Phi \end{pmatrix} + \epsilon \begin{pmatrix} R_1 \\ R_2 \\ \Psi = pr\vec{w}_C \Phi \end{pmatrix}$$
(120)
is a symmetry of the E-L equations (87) together with its LSP (88).

Proof. We have already proved the results above. First, the computation of $D_\alpha \Phi$ given by (104) and (106) shows that $\Phi$ given by (116) is a solution of the LSP (88) whenever $\Phi$ is a traveling wave solution of the E-L equations (87). Also the computations of the tangent vectors $D_\alpha \mathcal{F}$ given by (114) and (115) show that the $su(N)$-valued immersion function $\mathcal{F}$ has tangent vectors which coincide with expression (118) whenever $\Phi$ is a traveling wave solution of the E-L equations (87). Finally, we check that the infinitesimal deformation given by (120) is a symmetry of the E-L equations (87) together with its LSP (88) modulo the requirement that $\kappa \theta_1 - \theta_2 = 0$. But as before, the requirement that the tangent vectors given by (118) be compatible is exactly given by the requirements that (120) be an infinitesimal symmetry of the E-L equations (87):

$$D_2 R_1 - D_1 R_2 + [R_1, u^2] + [u^1, R_2] = 0.$$ 

Similarly, we can use the equation for the tangent vectors (118) to show that

$$D_\alpha (pr\vec{w}_C \Phi) = u^\alpha (pr\vec{w}_C \Phi) + R_\alpha \Phi,$$

whenever $\Phi$, given by (116), is a solution of the LSP (88) and so the infinitesimal deformation given by (120) is a symmetry of the E-L equations (87) together with its LSP (88). $\Box$

Note that for arbitrary real functions $f$ and $g$ the matrix functions
$$R_\alpha \neq pr\vec{w}_C u^\alpha, \quad \alpha = 1, 2,$$
and so the tangent vectors to $\mathcal{F}$ are not, in general, given by $D_\alpha \mathcal{F} = \Phi^i pr\vec{w}_C u^\alpha \Phi$. Thus, $\mathcal{F}$ does not generally have the form of a Fokas–Gel’fand immersion function generated by a conformal symmetry (89) of the $\mathbb{C}P^{N-1}$ sigma model defined on Minkowski space.
However, we can use proposition 3 to give necessary and sufficient conditions on the generalized vector field \( \vec{w}_C \) so that the immersion function \( \mathcal{F} \) will have tangent vectors given by \( D_\alpha \mathcal{F} = \Phi^\alpha pr\vec{w}_C u^\alpha \Phi \) and so will be the Fokas–Gelfand immersion function generated by conformal symmetries of the \( \mathbb{C}P^{N-1} \) sigma model defined on Minkowski space. We state these results in the following proposition.

**Proposition 6.** Suppose that the rank-1 Hermitian projector \( P = \mathcal{E} - i\theta (x^1 + k x^2) \in su(N) \) is a traveling wave solution of the Euler–Lagrange equations (87) for the \( \mathbb{C}P^{N-1} \) sigma model defined on Minkowski space. Furthermore, as above, let \( \vec{w}_C \) be the generalized vector field associated with conformal transformations of the form (89) and \( u^\alpha \) are defined as in (86).

Then the following statements are equivalent.

(i) The generalized vector field \( \vec{w}_C \) is a generalized symmetry of the traveling wave equations (97). That is, \( pr\vec{w}_C (\kappa \theta_1 - \theta_2) = 0 \) whenever \( \kappa \theta_1 - \theta_2 = 0 \).

(ii) The \( su(N) \)-valued immersion function \( \mathcal{F} \) given by

\[
\mathcal{F} = \Phi^{-1} pr\vec{w}_C \Phi
\]  

has tangent vectors

\[
D_\alpha \mathcal{F} = \Phi^{-1} pr\vec{w}_C u^\alpha \Phi, \quad \alpha = 1, 2, 
\]  

and so \( \mathcal{F} \) is the Fokas–Gelfand immersion function generated by conformal symmetries of the \( \mathbb{C}P^{N-1} \) sigma model defined on Minkowski space.

(iii) The infinitesimal deformation given by

\[
\begin{pmatrix} u^1 \\ u^2 \\ \Phi \end{pmatrix} \rightarrow \begin{pmatrix} u^1 \\ u^2 \\ \Phi \end{pmatrix} + \epsilon \begin{pmatrix} pr\vec{w}_C u^1 \\ pr\vec{w}_C u^2 \\ pr\vec{w}_C \Phi \end{pmatrix}
\]  

is a symmetry of the E-L equations (87) together with its LSP (88).

**Proof.** Using proposition 3, all that needs to be shown is that for \( \Phi \) a solution of the LSP (88), the condition

\[
pr\vec{w}_C (D_\alpha \Phi - u^\alpha \Phi) = 0 \iff f = ax^1 + b, \quad g = ax^2 + c
\]  

holds. We have already computed the expression \( D_\alpha \Phi - u^\alpha \Phi \) given by (103) and (105) so we only need to compute the action of the prolongation of \( \vec{w}_C \) on this sum, taken modulo \( \theta \) a traveling wave solution of the E-L equations (87):

\[
pr\vec{w}_C (D_1 \Phi - u^1 \Phi) = \left( f \left( D_1 - \frac{\partial}{\partial x^1} \right) + f_1 \left( \theta^k \frac{\partial}{\partial \theta^1} + \theta^1 \frac{\partial}{\partial \theta^k} + \theta^{11} \frac{\partial}{\partial \theta^{11}} + \theta^{12} \frac{\partial}{\partial \theta^{12}} + \theta^{22} \frac{\partial}{\partial \theta^{22}} \right) + f_2 \left( \theta^2 \frac{\partial}{\partial \theta^2} + \theta^{12} \frac{\partial}{\partial \theta^{12}} + \theta^{22} \frac{\partial}{\partial \theta^{22}} \right) \right) (D_1 \Phi - u^1 \Phi).
\]  

Invoking (103), the quantity \( D_1 \Phi - u^1 \Phi \) is given by

\[
D_1 \Phi - u^1 \Phi = \sum_{a=1}^{\infty} \frac{(2x)^a}{a!} D_1 ([\theta_1, \theta]^a)(2i\theta - (2 - N)\mathcal{E})
\]  

and so we obtain

\[
pr\vec{w}_C (D_1 \Phi - u^1 \Phi) = pr\vec{w}_C \left( \sum_{a=1}^{\infty} \frac{(2x)^a}{a!} D_1 ([\theta_1, \theta]^a)(2i\theta - (2 - N)\mathcal{E}) \right) = 2pr\vec{w}_C (\chi) \sum_{a=1}^{\infty} \frac{(2x)^a}{(a-1)!} D_1 ([\theta_1, \theta]^a)(2i\theta - (2 - N)\mathcal{E})
\]  
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Recall, that if $\theta(x^1 + \kappa x^3)$ is a traveling wave solution of the E-L equations (88), the matrix $[\theta_1, \theta]$ is a constant and hence $D_1[\theta_1, \theta] = 0$. Thus, modulo the requirements that $\theta$ be a traveling wave solution of the E-L equations (88), the quantity (127) becomes

$$\begin{align*}
pr \tilde{w}_C(D_1 \Phi - u^1 \Phi) &= \sum_{a=1}^{\infty} \frac{(2\chi)^a}{a!} pr \tilde{w}_C(D_1([\theta_1, \theta]^a)) (2i\theta - (2 - N)\epsilon) \\
+ &\sum_{a=1}^{\infty} \frac{(2\chi)^a}{a!} pr \tilde{w}_C(D_1([\theta_1, \theta]^a)) (2i\theta - (2 - N)\epsilon).
\end{align*}$$

(127)

The action of $pr \tilde{w}_C$ on $[\theta_1, \theta]^a$ is given by

$$pr \tilde{w}_C([\theta_1, \theta]^a) = (f_{D_1} + g_{D_2})[\theta_1, \theta]^a + f_1 \left( \frac{\partial}{\partial \theta_1^k} \left( \theta_1^k \theta_1^j \phi_{c_1} \phi_{c_2} \right)^a \right)$$

$$= af_1(\theta_1^k \theta_1^j \phi_{c_1} \phi_{c_2})^a \text{ modulo } \kappa \theta_1 - \theta_2 = 0, \quad [\theta_{12}, \theta] = 0,$$

$$= af_{11}[\theta_1, \theta]^a \text{ modulo } \kappa \theta_1 - \theta_2 = 0, \quad [\theta_{12}, \theta] = 0.$$  

(129)

Thus,

$$D_1 pr \tilde{w}_C([\theta_1, \theta]^a) = af_{11}[\theta_1, \theta]^a \text{ modulo } \kappa \theta_1 - \theta_2 = 0, \quad [\theta_{12}, \theta] = 0,$$

and (128) simplifies to

$$pr \tilde{w}(D_1 \Phi - u^1 \Phi) = \sum_{a=1}^{\infty} \frac{(2\chi)^a}{(a - 1)!} f_{11}[\theta_1, \theta]^a (2i\theta - (2 - N)\epsilon)$$

(130)

which is equal, via the LSP (88), to

$$pr \tilde{w}_C(D_1 \Phi - u^1 \Phi) = - f_{11} x (1 + \lambda) D_1 \Phi.$$  

(131)

Hence, for non-constant wavefunctions, $pr \tilde{w}_C(D_1 \Phi - u^1 \Phi)$ vanishes if and only if $f_{11} = 0$, i.e. $f = ax + b$.

For $a = 2$, expression (105) gives

$$D_2 \Phi - u^2 \Phi = \left( \frac{-2x\kappa \lambda}{1 - \lambda} \right) \Phi + \sum_{a=1}^{\infty} \frac{(2\chi)^a}{(a - 1)!} D_2([\theta_1, \theta]^a)(2i\theta - (2 - N)\epsilon).$$

(132)

The computation of the action of $pr \tilde{w}_C$ on $D_2 \Phi - u^2 \Phi$ is similar to those above:

$$pr \tilde{w}_C(D_2 \Phi - u^2 \Phi) = pr \tilde{w}_C \left( \left( \frac{-2x\kappa \lambda}{1 - \lambda} \right) \phi \right) + \left( \frac{-2x\kappa \lambda}{1 - \lambda} \right) pr \tilde{w}_C \Phi$$

$$+ 2 pr \tilde{w}_C(x) \sum_{a=1}^{\infty} \frac{(2\chi)^a-1}{(a - 1)!} D_2([\theta_1, \theta]^a)(2i\theta - (2 - N)\epsilon))$$

$$+ \sum_{a=1}^{\infty} \frac{(2\chi)^a}{a!} pr \tilde{w}_C(D_2([\theta_1, \theta]^a)) (2i\theta - (2 - N)\epsilon)$$

$$+ \sum_{a=1}^{\infty} \frac{(2\chi)^a}{a!} D_2([\theta_1, \theta]^a) pr \tilde{w}_C(2i\theta - (2 - N)\epsilon).$$

(133)
Again, if $\theta$ is a traveling wave solution of the E-L equations (88), then $\kappa \theta_1 - \theta_2 = 0$ and $D_2[\theta_1, \theta] = 0$, and so the quantity (133) becomes

$$pr \tilde{w}_C(D_2 \Phi - u^2 \Phi) = pr \tilde{w}_C \left[ \left( \frac{-2\kappa \lambda}{1-\lambda} [\kappa \theta_1 - \theta_2, \theta] \right) \Phi \right]$$

$$+ \sum_{a=1}^{\infty} \frac{(2\lambda)^{a}}{a!} pr \tilde{w}_C (D_2[([\theta_1, \theta]^a)]) (2i\theta - (2 - N)E).$$

(134)

We use (129) and

$$pr \tilde{w}_C \left( \frac{-2\kappa \lambda}{1-\lambda} [\kappa \theta_1 - \theta_2, \theta] \right) = (fD_1 + gD_2) \left( \frac{-2\kappa \lambda}{1-\lambda} [\kappa \theta_1 - \theta_2, \theta] \right)$$

$$+ \frac{-2\kappa \lambda}{1-\lambda} (f_1[\kappa \theta_1, \theta] + g_2[-\theta_2, \theta])$$

$$= \frac{2\kappa \lambda (f_1 - g_2)}{1-\lambda} \theta \Phi \mod \kappa \theta_1 - \theta_2 = 0$$

(135)

to obtain a final expression for (133)

$$pr \tilde{w}_C(D_2 \Phi - u^2 \Phi) = \frac{2\kappa \lambda (f_1 - g_2)}{1-\lambda} \theta \Phi$$

(136)
or, using the LSP (88),

$$pr \tilde{w}_C(D_2 \Phi - u^2 \Phi) = -\kappa \lambda (f_1 - g_2) D_2 \Phi$$

(137)

and so, $pr \tilde{w}_C(D_2 \Phi - u^2 \Phi) = 0$ if and only if $f_1 = g_2$. Thus, we have shown that (124) holds. Note that this is exactly the requirement that

$$pr \tilde{w}_C(\kappa \theta_1 - \theta_2) = 0 \text{ whenever } (\kappa \theta_1 - \theta_2) = 0.$$ 

(138)

Hence, if $\theta$ is a traveling wave solution of the E-L equations (87) and $\tilde{w}_C$ is given by (89) then $pr \tilde{w}_C$ will be a symmetry of the LSP (88) if and only if it is a symmetry of the traveling wave requirements, i.e. a symmetry of $(\kappa \theta_1 - \theta_2) = 0$. Therefore, by proposition 3, statement (i) is equivalent to statement (ii) which is equivalent to statement (iii). \hfill $\square$

In particular, what proposition 6 shows is that for a general conformal symmetry of the E-L equations (87), the immersion function $F$ given by (121) does not have tangent vectors given by (122) and so is generally not a Fokas–Gel'fand immersion function generated by conformal symmetries of the $\mathbb{CP}^{N-1}$ sigma model defined on Minkowski space. On the other hand, if $f = ax^1 + b$, $g = ax^2 + c$ then the surface given in proposition 6 is

$$F = \Phi^1 (fu^1 + gu^2) \Phi = -2\Phi^1 \left( \frac{ax^1 + b}{1+\lambda} [\theta_1, \theta] + \frac{ax^2 + c}{1-\lambda} [\theta_2, \theta] \right) \Phi$$

(139)

which differs from the surface

$$F = \Phi^1 pr \tilde{w}_C \Phi$$

$$= \Phi^1 \left( -2(ax^1 + b) - 2\kappa (ax^2 + c) + 2a \left( \frac{\lambda x^1}{1+\lambda} - \frac{\kappa \lambda x^2}{1-\lambda} \right) \right) \Theta \Phi$$

$$= \Phi^1 \left( \frac{-2(ax^1 + b)}{1+\lambda} [\theta_1, \theta] - \frac{2(ax^2 + c)}{1-\lambda} [\theta_2, \theta] \right) \Phi - \left( \frac{2b\lambda}{1+\lambda} + \frac{2\kappa \lambda}{1-\lambda} \right) \Phi^1 [\theta_1, \theta] \Phi$$

by a constant matrix

$$F - F = \left( \frac{2b\lambda}{1+\lambda} + \frac{2\kappa \lambda}{1-\lambda} \right) \Phi^1 [\theta_1, \theta] \Phi.$$
In particular, they are both Fokas–Gel’fand immersion functions generated by conformal symmetries of the $\mathbb{C}P^{N-1}$ sigma model defined on Minkowski space.

Thus, we have shown by counterexample that for an arbitrary generalized symmetry of the E-L equations (87), the surface defined by (121) does not have tangent vectors given by (122) and so is not a Fokas–Gel’fand immersion function. Equivalently the infinitesimal deformation (123) is not in general a symmetry of the E-L equations (87) together with its LSP (88). In the next section, we will show that in the case of finite action solutions of the $\mathbb{C}P^{N-1}$ sigma model defined on Euclidean space these results do hold for arbitrary conformal transformations.

5.2. $\mathbb{C}P^{N-1}$ sigma model defined on Euclidean space

In this section, we consider the $\mathbb{C}P^{N-1}$ sigma model defined on two-dimension Euclidean and, in particular, finite action solutions defined on the extended complex plane for which a complete set of solutions can be given via raising and lowering operators [8, 15, 19, 39]. Furthermore, for this class of solutions, the wavefunctions $\Phi_1$ can be given explicitly in terms of the set of orthogonal projectors [19, 20]. Here, we will prove that a conformal symmetry of the E-L equations (71) is also a symmetry of the LSP (72) and so the surface given in proposition 4 coincides with the surface given in proposition 3.

Recall [19, 36] that if $P$ is any finite action solution of the $\mathbb{C}P^{N-1}$ sigma model defined on the extended complex Euclidean plane there exists a holomorphic projector $P_0$ such that $P = \Pi_k^\pm P_0$ where the creation and annihilations operators are defined respectively as

$$\Pi_+ P = \frac{D_1 P P D_2 P}{\text{tr}(D_1 P P D_2 P)}, \quad \Pi_- P = \frac{D_2 P P D_1 P}{\text{tr}(D_2 P P D_1 P)}. \quad (140)$$

Furthermore, the set of rank-1 projectors

$$\Lambda = \{ P_0 = \Pi_k^\pm P, \Pi_{k-1}^\pm P, \ldots, \Pi_- P, \Pi_+ P, \Pi_\pm P, \ldots, \Pi_{N-k}^\pm P \} \quad (141)$$

are mutually orthogonal and their images span $\mathbb{C}^N$ and $\Pi_\pm$ are contracting operators, i.e. there is some $N$ so that $\Pi_k^N P = 0$ [19, 36]. Finally, as was shown in [19, 44], the solutions for the wavefunction $\Phi$ of the LSP (72) associated with the E-L equations (71) are given for $P = \Pi_k^\pm P_0$ as

$$\Phi = \left( I + \frac{4\lambda}{(1-\lambda)^2} \sum_{j=1}^k \Pi_j^\pm P - \frac{2}{1+\lambda} P \right). \quad (142)$$

We can simplify this notation by recalling that $\Pi_\pm$ are contracting operators and in particular $\Pi_k^N P = 0$ [36] and so it is possible to drop the dependence of $\Phi$ on $k$ and say that if $P$ is any rank-1 Hermitian projector which is a finite action solution of the $\mathbb{C}P^{N-1}$ sigma model defined on the extended complex Euclidean plane, $\Phi$ given by

$$\Phi = \left( I + \frac{4\lambda}{(1-\lambda)^2} \sum_{j=1}^\infty \Pi_j^\pm P - \frac{2}{1+\lambda} P \right) \quad (143)$$

is a solution of the LSP (72). Note that $\Phi$ depends on $P$ and its derivatives, i.e. $\Phi(P, D_1 P)$, so it is consistent to apply the prolongation of a generalized vector field in evolutionary form on the wavefunction.

Again, these results can be rewritten in terms of the matrix function $\theta \in su(N)$ with $P = \mathcal{E} - i\theta$, where $\mathcal{E} = I/N$. In this notation,

$$\Pi_+ P = \frac{D_1 P P D_2 P}{\text{tr}(D_1 P P D_2 P)} = \frac{\theta_1 (\mathcal{E} - i\theta) \theta_2}{\text{tr}(\theta_1 (\mathcal{E} - i\theta) \theta_2)}, \quad (144)$$
\[ \Pi_\pm P = \frac{D_2 P \pi_i D_2 P}{\text{tr}(D_2 P \pi_i D_2 P)} = \frac{\theta_2(\theta - i\theta)\theta_1}{\text{tr}(\theta_2(\theta - i\theta)\theta_1)}. \]  

(145)

Denoting \( \Pi_\pm(P) = \Pi_\pm(\theta - i\theta) \), the wavefunction \( \Phi \) (143) becomes

\[ \Phi = \Pi + \frac{4\lambda}{(1 - \lambda)^2} \sum_{j=1}^{\infty} \Pi_j^\prime (\theta - i\theta) - \frac{2}{1 + \lambda} (\theta - i\theta). \]  

(146)

We claim that a conformal transformation on \( \theta \) induces a conformal transformation on each of the orthogonal projectors \( \Pi^k_\pm(\theta - i\theta) \) and consequently on the wavefunction \( \Phi \).

Proposition 7. Given a generalized vector field \( \tilde{w}_C \) associated with a conformal symmetry transformation. The action of \( \text{pr} \tilde{w}_C \) on \( \Pi^k_\pm(\theta - i\theta) \) is

\[ \text{pr} \tilde{w}_C (\Pi^k_\pm(\theta - i\theta)) = f D_1 \Pi^k_\pm(\theta - i\theta) + g D_2 \Pi^k_\pm(\theta - i\theta). \]  

(147)

That is, the infinitesimal deformation

\[ \theta' = \theta + \epsilon (f \theta_1 + g \theta_2) \]

induces the infinitesimal deformation

\[ \left( \Pi^k_\pm (\theta - i\theta) \right)' = \Pi^k_\pm (\theta - i\theta) + \epsilon \left( f D_1 \Pi^k_\pm(\theta - i\theta) + g D_2 \Pi^k_\pm(\theta - i\theta) \right). \]

Proof. We prove this by induction for the \( \Pi_- \) case. That is, for \( \tilde{w}_C \) given by (89), we shall prove that for all \( k = 0, 1, 2, \ldots \),

\[ \text{pr} \tilde{w}_C (\Pi^k_\pm (\theta - i\theta)) = f D_1 \Pi^k_\pm (\theta - i\theta) + g D_2 \Pi^k_\pm (\theta - i\theta) \]  

(148)

and the proof for \( \Pi_+ \) will follow by symmetry in the variables \( x^1 \) and \( x^2 \). When \( k = 0 \), we can directly observe that

\[ \text{pr} \tilde{w}_C (\theta - i\theta) = -i(f \theta_1 + g \theta_2) = f D_1 (\theta - i\theta) + g D_2 (\theta - i\theta) \]

so the identity (148) holds for \( k = 0 \). For the induction step, we assume that (148) holds for \( k \) and show that it holds for \( k + 1 \). Let us define new independent variables \( \phi = \phi^1 e_j \in su(N) \)

\[ \phi = i (\theta - \Pi^k_\pm (\theta - i\theta)), \]  

(149)

and the generalized vector field \( \tilde{z}_C \) as

\[ \tilde{z}_C = (f D_1 \phi^1 + g D_2 \phi^1) \frac{\partial}{\partial \phi^1} \]  

(150)

with characteristic vector \( Q_j = f D_1 \phi^j + g D_2 \phi^j \). The dependent variables \( \phi^j(x^1, x^2) \) and \( \phi^1(x^1, x^2) \) are related via (149) and its inverse

\[ \theta = -i(\theta - P) = -i(\Pi^k_\pm (\Pi^k_\pm P)) = -i(\theta - \Pi^k_\pm (\theta - i\theta)). \]  

(151)

As before with the matrix function \( \theta \), the action of the raising and lowering operators action on \( \theta - i\phi \) is given by

\[ \Pi_\pm (\theta - i\phi) = \frac{D_2 \phi (\theta - i\phi) D_1 \phi}{\text{tr}(D_2 \phi (\theta - i\phi) D_1 \phi)}. \]  

(152)

Then the induction assumption (148) becomes

\[ \text{pr} \tilde{w}_C (\theta - i\phi) = f D_1 (\theta - i\phi) + g D_2 (\theta - i\phi) \]

\[ = \text{pr} \tilde{z}_C (\theta - i\phi). \]  

(153)
Using this form of the induction assumption (153), we compute

\[ \text{pr} \, \tilde{w}_C \left( \Pi^{\ell+1}_-(E - i\theta) \right) = \text{pr} \, \tilde{w}_C \left( \Pi_- (E - i\phi) \right) \]

\[ = \frac{\text{pr} \, \tilde{w}_C (D_2 \phi (E - i\phi) D_1 \phi)}{\text{tr}(D_2 \phi (E - i\phi) D_1 \phi)} = \frac{D_2 \phi (E - i\phi) D_1 \phi}{\text{tr}(D_2 \phi (E - i\phi) D_1 \phi)^2} \times \text{tr}(\text{pr} \, \tilde{w}_C (D_2 \phi (E - i\phi) D_1 \phi)). \]  

(154)

The fact that the prolongation of a generalized vector field commutes with the total derivatives gives

\[ \text{pr} \, \tilde{w}_C (D_2 \phi (E - i\phi) D_1 \phi) = D_2 (\text{pr} \, \tilde{w}_C \phi)(E - i\phi) D_1 \phi \]

\[ + D_2 \phi \text{pr} \, \tilde{w}_C (E - i\phi) D_1 \phi + D_2 \phi (E - i\phi) D_1 (\text{pr} \, \tilde{w}_C \phi) \]

(155)

which can be written as

\[ \text{pr} \, \tilde{w}_C (D_2 \phi (E - i\phi) D_1 \phi) = D_2 (\text{pr} \, \tilde{z}_C \phi)(E - i\phi) D_1 \phi + D_2 \phi \text{pr} \, \tilde{z}_C (E - i\phi) D_1 \phi \]

\[ + D_2 \phi (E - i\phi) D_1 (\text{pr} \, \tilde{z}_C \phi) \]

(156)

\[ = \text{pr} \, \tilde{z}_C (D_2 \phi (E - i\phi) D_1 \phi), \]

(157)

where the induction assumption written in terms of \( \phi \) (153) was used to switch \( \tilde{w}_C \) with \( \tilde{z}_C \). Thus, (154) can be rewritten as

\[ \text{pr} \, \tilde{w}_C \left( \Pi^{\ell+1}_-(E + i\theta) \right) = \text{pr} \, \tilde{z}_C \Pi_- (E + i\phi) \]

(158)

and it remains to show that

\[ \text{pr} \, \tilde{z}_C \Pi_- (E + i\phi) = f D_1 (\Pi_- (E + i\phi) + g D_2 (\Pi_- (E + i\phi))) \]

(159)

in order to prove (148) for \( k + 1 \). The prolongation of the vector field \( \tilde{z}_C \) is

\[ \text{pr} \, \tilde{z}_C = f D_1 + g D_2 + \sum_{n>0,j} \left( f_n \phi_{j,1}^l + g_n \phi_{j,2}^l \right) \frac{\partial}{\partial \phi_{j,n}^l} \]

and so

\[ \text{pr} \, \tilde{z}_C \Pi_- (E + i\phi) = \left( f D_1 + g D_2 + f_1 \phi_{1}^l \frac{\partial}{\partial \phi_{1}^l} + g_2 \phi_{2}^l \frac{\partial}{\partial \phi_{2}^l} \right) \Pi_- (E + i\phi). \]

(160)

However, the last two terms vanish due to the form of the lowering operator, \( \Pi_- \), i.e.

\[ \phi_{1}^l \frac{\partial}{\partial \phi_{1}^l} \Pi_- (E + i\phi) = \phi_{1}^l \frac{\partial}{\partial \phi_{1}^l} \left( \frac{\phi_{1}^l (E - i\phi^m e_m) (\phi_{2}^l e_n)}{\text{tr}(\phi_{1}^l (E - i\phi^m e_m) (\phi_{2}^l e_n))} \right) \]

\[ = \frac{\phi_{1}^l (E - i\phi^m e_m) (\phi_{2}^l e_n)}{\text{tr}(\phi_{1}^l (E - i\phi^m e_m) (\phi_{2}^l e_n))} \times \left( \frac{\phi_{2}^l e_n}{\text{tr}(\phi_{1}^l (E - i\phi^m e_m) (\phi_{2}^l e_n))} \right) \times \text{tr}(\phi_{1}^l (E - i\phi^m e_m) (\phi_{2}^l e_n)) = 0. \]

A similar computation gives

\[ \phi_{2}^l \frac{\partial}{\partial \phi_{2}^l} \Pi_- (E + i\phi) = 0. \]

(161)

Thus, (160) becomes

\[ \text{pr} \, \tilde{z}_C \Pi_- (E + i\phi) = f D_1 \Pi_- (E + i\phi) + g D_2 \Pi_- (E + i\phi) \]

(162)
and we have proved that
\[ pr\tilde{w}_C(\Pi^{k+1}_-(E+i\theta)) = fD_1\Pi_-(E+i\phi) + gD_2\Pi_- (E+i\phi) \]
\[ = fD_1\Pi^{k+1}_-(E+i\theta) + gD_2\Pi^{k+1}_-(E+i\theta) \] (163)
which proves the induction. □

This proposition shows that a conformal transformation in \( \theta \) induces a conformal transformation on the entire spanning set of orthogonal projectors \( \Lambda \). Furthermore, since \( \Phi \) is linear in the basis \( \Lambda \), a conformal transformation in \( \theta \) also induces a conformal transformation in \( \Phi \) and we have the following corollary.

**Corollary 2.** For any finite action solution of the \( \mathbb{C}P^{N-1} \) sigma model defined on the extended complex Euclidean plane given in terms of rank-1 Hermitian projector \( P = (E-i\theta) \), the action of a conformal transformation in \( \theta \) induces a conformal transformation on the wavefunctions \( \Phi \) which satisfy the LSP (72) associated with the E-L equations (71). That is, for a generalized vector field \( \tilde{w}_C \) of the form (89), its action on \( \Phi \) is
\[ pr\tilde{w}_C\Phi = fD_1\Phi + gD_2\Phi. \] (164)

**Proof.** From the previous lemma, the action of \( pr\tilde{w}_C \) on \( \Pi^k_-(E-i\theta) \) is given by (148). Furthermore, for any finite action solution of the E-L equations (71) the wavefunction \( \Phi \) which solves the LSP (72) is given by (146) and in particular is a linear combination of the lowering operators \( \Pi^k_-(E-i\theta) \). Thus, it is straightforward to see that (164) holds. □

We can then use this corollary to show that for any finite action solution of the \( \mathbb{C}P^{N-1} \) sigma model defined on the extended complex Euclidean plane, the generalized vector field associated with a conformal transformation is a conformal symmetry of the LSP (72). We prove the results in the following proposition.

**Proposition 8.** Let \( P = (E-i\theta) \) be a finite action solution of the E-L equations (71) defined on the extended complex plane and \( \Phi \) a solution of the associated LSP (72). Let \( \tilde{w}_C \) be a generalized vector field associated with a conformal symmetry transformation given as in (89). Then the following statements hold.

(i) The generalized vector field \( \tilde{w}_C \) is a generalized symmetry of the LSP (72). That is
\[ pr\tilde{w}_C(D_\alpha\Phi - u^\alpha\Phi) = 0 \text{ whenever } D_\alpha\Phi - u^\alpha\Phi = 0. \] (165)

(ii) The \( \mathfrak{su}(N) \)-valued immersion function
\[ F = \Phi^\dagger pr\tilde{w}_C\Phi \] (166)
has tangent vectors given by
\[ D_\alpha F = \Phi^\dagger pr\tilde{w}_C u^\alpha\Phi, \quad \alpha = 1, 2 \] (167)
and so \( F \) is a Fokas–Gel’fand immersion function generated by conformal symmetries of the \( \mathbb{C}P^{N-1} \) sigma model defined on Euclidean space.

(iii) The infinitesimal deformation
\[ \begin{pmatrix} u^1 \\ u^2 \\ \Phi \end{pmatrix} \rightarrow \begin{pmatrix} u^1 \\ u^2 \\ \Phi \end{pmatrix} + \epsilon \begin{pmatrix} pr\tilde{w}_C u^1 \\ pr\tilde{w}_C u^2 \\ pr\tilde{w}_C \Phi \end{pmatrix} \] (168)
gives a generalized infinitesimal symmetry of the system of the E-L equations (71) together with its associated LSP (72).
Proof. Proposition 3 implies that statements (ii) and (iii) hold if and only if (i) holds. Thus, to prove the proposition, we only need to show that
\[ \text{pr} \vec{w}_C (D_\alpha \Phi - u^\alpha \Phi) = 0 \text{ whenever } D_\alpha \Phi - u^\alpha \Phi = 0. \]

We use the fact that the prolongation of an evolutionary vector field commutes with the total derivatives (see the appendix) and (164) from corollary 2 to compute
\[ \text{pr} \vec{w}_C (D_\alpha \Phi - u^\alpha \Phi) = D_\alpha (f D_1 \Phi + g D_2 \Phi) - \text{pr} \vec{w}_C (u^\alpha \Phi) - u^\alpha \text{pr} \vec{w}_C \Phi. \] (169)
The action of \( \text{pr} \vec{w}_C u^\alpha \) was given in (93) and (94) and we use this to show that, whenever \( D_\alpha \Phi - u^\alpha \Phi = 0 \), the requirement (169) holds for \( \alpha = 1 \) since
\[ \text{pr} \vec{w}_C (D_1 \Phi - u^1 \Phi) = D_1 (f u^1 \Phi + gu^2 \Phi) - D_1 (f u^1 \Phi) - g D_2 (u^1 \Phi) - u^1 (f u^1 + gu^2) \Phi = g_2 (D_1 u^2 - D_2 u^1 + [u^2, u^1]) \Phi = 0, \]
where the final equality is from E-L equations (52). Similarly, for \( \alpha = 2 \), the requirement (169) holds since
\[ \text{pr} \vec{w}_C (D_2 \Phi - u^2 \Phi) = f_1 (D_2 u^1 - D_1 u^2 + [u^1, u^2]) \Phi = 0 \]
and so we have shown that \( \vec{w}_Q \) is a generalized symmetry of the LSP (72) and therefore statement (i) is true and we have proved the proposition. \( \square \)

To conclude, in this section we have shown that, for \( \mathbb{C} P^{N-1} \) sigma models, a generalized symmetry of the E-L equations (71) is not always a generalized symmetry of the associated LSP (72) and so the infinitesimal deformation given by (63) is not always a symmetry of the LSP (72). Similarly, for an arbitrary conformal symmetry of the E-L equations (71), the \( su(N) \)-valued immersion function given by
\[ F = \Phi^{-1} (f u^1 + gu^2) \Phi \in su(N) \] (170)
is a Fokas–Gel’fand immersion function generated by the generalized vector field \( \vec{w}_C \), i.e. the immersion function \( F \) has tangent vectors
\[ D_\alpha = \Phi^{-1} \text{pr} \vec{w}_C u^\alpha \Phi. \] (171)
Conversely, the immersion function \( \mathcal{F} \) defined as
\[ \mathcal{F} = \Phi^{-1} \text{pr} \vec{w}_C \Phi \in su(N) \] (172)
is not generally a Fokas–Gel’fand immersion for traveling wave solutions of the \( \mathbb{C} P^{N-1} \) sigma model defined on Minkowski space but is such an immersion for finite action solutions of the \( \mathbb{C} P^{N-1} \) sigma model defined on the extended complex Euclidean plane.

6. Conclusion

In this paper, we perform a group theoretical analysis of the Fokas–Gel’fand formula for the immersion of 2D surfaces in Lie algebras using the formalism of generalized vector fields and their prolongation structure. We provide the necessary and sufficient conditions for the existence of such surfaces in terms of the invariance criterion for generalized symmetries. The most important advantage of the presented approach is that it provides an efficient tool for the systematic construction and investigation of 2D surfaces immersed in a multi-dimensional space proceeding directly from the integrable model under consideration. We have also used this approach to consider the expression given in [18] for the explicit integration of the \( g \)-valued immersion function, up to an appropriate constant of integration,
and have derived the necessary and sufficient conditions for this reformulated expression to hold.

These theoretical results are then illustrated by making use of the Fokas–Gel’fand formula to construct surfaces immersed in $su(N)$ associated with the $CP^{N-1}$ sigma model defined on two-dimensional Minkowski or Euclidean space. In particular, we show that the sufficient conditions for the integration of the Fokas–Gel’fand immersion function are not satisfied for arbitrary conformal symmetries of traveling wave solutions of the $CP^{N-1}$ sigma model defined on Minkowski space but are identically satisfied for arbitrary conformal symmetries of finite action solutions of the $CP^{N-1}$ sigma model defined on Euclidean space.

This research could be expanded in several directions to further our understanding of the $g$-valued immersion function and the geometric characteristics of the induced 2D surfaces. One possible direction of investigation is to systematically analyze the surfaces obtained from the Fokas–Gel’fand immersion formula as applied to the $CP^{N-1}$ sigma model and to compare these surfaces with those obtained through other methods [21–23]. In particular, it was shown in [20] that, for the $CP^{N-1}$ sigma model defined on Euclidean space, the Sym–Tafel formula is equivalent to the generalized Weierstrass formula for immersion and creation and annihilation operators were provided for a sequence of surfaces associated with the set of orthogonal projectors spanning $CN$. It is then natural to ask how the Fokas–Gel’fand immersion, as an extension of the Sym–Tafel formula, fits into this framework and if analogous recurrence operators can be constructed. Similarly, as in [36], many geometric characteristics of the surfaces given by the generalized Weierstrass formula for immersion (including fundamental forms of surfaces as well as the relations between them as expressed in the Gauss–Weingarten and Gauss–Codazzi–Ricci equations, Gaussian curvature, mean curvature vector, Willmore functional and Euler-Poincaré characters) were expressed in terms of physical quantities of the $CP^{N-1}$ sigma model (including the Euler– Lagrange equations, Lagrangian density, action and topological charge). It would be interesting to understand how the deformation of the Sym–Tafel formula, defined using the Fokas–Gel’fand formula, affects these geometric characteristics and how they are related to deformations of the physical model under consideration.

Finally, these surfaces and their deformations have many interesting potential applications. Here we name just a few of them. In physics, potential applications include quantum field theory and string theory (both bosonic [35] and superstring [2]), statistical physics [31], gauge field theory [1], phase transitions (e.g. growth of crystals, dynamics of vortex sheets, surface waves, etc [12, 32]) and fluid dynamics (e.g. the motion of boundaries between regions of different densities and viscosities [10, 38]). In biochemistry and biology, surfaces and their deformations have played a fundamental role in the study of many nonlinear phenomena including the study of biological membranes and vesicles, for example, long protein molecules [13, 34] and the Canham–Helfrich membrane model [29]. In mathematics, the construction of surfaces associated with integrable models can be applied to the study of isomonodromy deformations of surfaces and Painlevé type equations [7]. These applications and further theoretical issues will be explored in our future works.
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Appendix

Since it is used repeatedly throughout the proofs in this paper, we include the proof of Lemma 5.12 from p 300 of the book by Olver [33]. We check that the prolongation of a general evolutionary vector field \( \tilde{w}_Q \) commutes with the total derivative \( D_\alpha \). The form of \( D_\alpha(\text{pr} \tilde{w}_Q) \) and \( \text{pr} \tilde{w}_Q(D_\alpha) \) can be obtained by direct computations

\[
D_\alpha(\text{pr} \tilde{w}_Q) = D_{J,\alpha} Q_n \frac{\partial}{\partial \theta^a_j} + D_{J} Q_n \theta^a_{J,\alpha} \frac{\partial}{\partial \theta^a_j \partial \theta^a_{j'}}. \tag{A.1}
\]

\[
\text{pr} \tilde{w}_Q(D_\alpha) = D_{J} Q_n \frac{\partial}{\partial \theta^a_j} \left( \frac{\partial}{\partial x^I} + \theta^a_{j,I} \frac{\partial}{\partial \theta^a_j} \right) = D_{J,\alpha} Q_n \frac{\partial}{\partial \theta^a_j} + D_{J} Q_n \theta^a_{J,\alpha} \frac{\partial}{\partial \theta^a_j \partial \theta^a_{j'}}. \tag{A.2}
\]

If we compare the two equations above (A.1) and (A.2), we observe that they coincide so long as

\[
D_{J,\alpha} Q_n \frac{\partial}{\partial \theta^a_j} = D_{J} Q_n \theta^a_{J,\alpha} \frac{\partial}{\partial \theta^a_j}. \tag{A.3}
\]

But, since we are using the convention that repeated indices are summed over, these are equal and so we have proved

\[
[D_\alpha, \text{pr} \tilde{w}_Q] = 0.
\]

References

[1] Amit D 1978 Field Theory, The Renormalization Group and Critical Phenomena (New York: McGraw-Hill)
[2] Barret J, Gibbons G W, Perry M J and Ruback P 1994 Klienenian geometry and \( n \)-\( 2 \) superstrings Int. J. Mod. Phys. A 9 1457–93
[3] Bavan H and Marvan M 2009 On integrability of Wiengarten surfaces: a forgotten class J. Phys. A: Math. Theor. 42 404007
[4] Bavan H and Marvan M 2010 Classification of integrable Wiengarten surfaces possessing \( sl(2) \)-valued zero curvature representation Nonlinearity 23 2577–97
[5] Bobenko A I 1990 Integrable surfaces Funct. Anal. Appl. 24 227–8
[6] Bobenko A I 1994 Surfaces in terms of 2 by 2 matrices Harmonic Maps and Integrable Systems ed A Fordy and J C Wood (Braunschweig: Vieweg)
[7] Bobenko A I and Ehler U 1985 Painlevé Equations in the Differential Geometry of Surfaces (Lecture Notes in Mathematics) (Berlin: Springer) p 1753
[8] Borchers H J and Garber W D 1980 Local theory of solutions for the \( O(2k + 1) \) -\( \sigma \)-model Commun. Math. Phys. 72 77–102
[9] Ceyhan O, Fokas A S and Gürses M 2000 Deformation of surfaces associated with integrable Gauss–Mainardi–Codazzi equations J. Math. Phys. 41 2251–70
[10] Chavolin J, Joanny J F and Zinn-Justin J 1989 Liquids at Interfaces (Amsterdam: Elsevier)
[11] Cieśliński J 1997 A generalized formula for integrable classes of surfaces in Lie algebras J. Math. Phys. 38 4255–72
[12] David F, Ginsparg P and Weibelberg S (ed) 1996 Fluctuating Geometries in Statistical Mechanics and Field Theory (Amsterdam: Elsevier)
[13] Davydov A 1999 Solitons in Molecular Systems (New York: Kluwer)
[14] Din A M, Horvath Z and Zakrzewski W J 1984 The Riemann–Hilbert problem and finite action \( \mathbb{C} P^{N–1} \) solutions Nucl. Phys. B 233 269
[15] Din A M and Zakrzewski W J 1980 General classical solutions in the \( \mathbb{C} P^{N–1} \) model Nucl. Phys. B 174 397–406
[16] Faddeev L D and Takhtajan V E 1986 Hamiltonian Methods in the Theory of Solitons (Berlin: Springer)
[17] Fokas A S and Gel’fand I M 1996 Surfaces on Lie groups, on Lie algebras, and their integrability Commun. Math. Phys. 177 203–20

30
[18] Fokas A S, Gel’fand I M, Finkel F and Liu Q M 2000 A formula for constructing infinitely many surfaces on Lie algebras and integrable equations Sel. Math. 6 347–75
[19] Goldstein P P and Grundland A M 2010 Invariant recurrence relations for $\mathbb{C}P^{N-1}$ models J. Phys. A: Math. Theor. 43 265206
[20] Goldstein P P and Grundland A M 2011 On the surfaces associated with $\mathbb{C}P^{N-1}$ models GROUP28: Physical and Mathematical Aspects of Symmetry in Proc. 28th Intl Colloquium on Group-Theoretical Methods in Physics (Newcastle upon Tyne, July 2010) J. Phys.: Conf. Ser. at press
[21] Grundland A M and Snobl L 2006 Description of surfaces associated with $\mathbb{C}P^{N-1}$ sigma models J. Geom. Phys. 56 512–31
[22] Grundland A M, Strasburger A and Zakrzewski W J 2005 Surfaces immersed in $su(n+1)$ Lie algebras obtained from the $\mathbb{C}P^{N}$ sigma models J. Phys. A: Math. Gen. 39 9187–213
[23] Grundland A M and Yurdusen I 2009 On analytic descriptions of two-dimensional surfaces associated with the $\mathbb{C}P^{N-1}$ sigma models J. Phys. A: Math. Theor. 42 172001
[24] Harnad J, Saint-Aubin Y and Shnider S 1984 Soliton solutions to Zakharov–Shabat systems by the reduction method Wave Phenomena: Modern Theory and Applications ed C Rogers and T B Moody (Amsterdam: Elsevier) pp 423–52
[25] Helein F 2001 Constant Mean Curvature Surfaces, Harmonic Maps and Integrable Systems (Boston, MA: Birkhäuser)
[26] Konopelchenko B 1996 Induced surfaces and their integrable dynamics Stud. Appl. Math. 96 9–51
[27] Konopelchenko B and Landolfi G 2000 Induced surfaces and their integrable dynamics: Ii. Generalized Weierstrass representations in 4-d spaces and deformations via DS hierarchy Stud. Appl. Math. 104 129–69
[28] Konopelchenko B and Taimanov I 1996 Constant mean curvature surfaces via an integrable dynamical system J. Phys. A: Math. Gen. 29 1261–5
[29] Landolfi G 2003 New results on the Canham–Helfrich membrane model via the generalized Weierstrass representation J. Phys. A: Math. Gen. 36 11937–54
[30] Liu Q 1995 Generalized conditional symmetries, asymptotic integrability and integrable surfaces PhD Thesis Clarkson University
[31] McCoy B and Wu T 1973 The Two-Dimensional Ising Model (Boston, MA: Harvard University Press)
[32] Nelson D, Piran T and Weinberg S 1992 Statistical Mechanics of Membranes and Surfaces (Singapore: World Scientific)
[33] Olver P J 1993 Applications of Lie Groups to Differential Equations 2nd edn (New York: Springer)
[34] Ou-Yang Z, Lui J and Xie Y 1999 Geometric Methods in Elastic Theory of Membranes in Liquid Crystal Phases (Singapore: World Scientific)
[35] Polchinski J 1992 String Theory (Cambridge: Cambridge University Press)
[36] Post S and Grundland A M 2010 Analysis of $\mathbb{C}P^{N-1}$ models via projective structure arXiv:1010.2183
[37] Rogers C and Schief W K 2000 Backlund and Darboux Transformations: Geometry and Modern Applications in Soliton Theory (Cambridge: Cambridge University Press)
[38] Safram S 1994 Statistical Thermodynamics of Surfaces Interface and Membranes (Reading, MA: Addison-Wesley)
[39] Sasaki R 1983 General class of solutions of the complex Grassmannian and $\mathbb{C}P^{N-1}$ sigma models Phys. Lett. B 130 69–72
[40] Sym A 1985 Soliton surfaces and their applications (Soliton geometry from spectral problems) Geometric Aspects of the Einstein Equations and Integrable systems (Lecture Notes in Physics vol 239) ed R Martini (Berlin: Springer) pp 154–231
[41] Tafel J 1995 Surfaces in $\mathbb{R}^3$ with prescribed curvature J. Geom. Phys. 17 381–90
[42] Taimanov I A 2006 Two dimensional Dirac operator and the theory of surfaces Russ. Math. Surv. 61 79–159
[43] Zakharov V E and Mikhailov A V 1979 Relativistically invariant two-dimensional models of field theory which are integrable by means of the inverse scattering method Sov. Phys. 40 1017–49
[44] Zakrzewski W J 1989 Low Dimensional Sigma Models (Bristol: Hilger)