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ABSTRACT

This work uses hierarchical logistic Gaussian processes to infer true redshift distributions of samples of galaxies, through their cross-correlations with spatially overlapping spectroscopic samples. We demonstrate that this method can accurately estimate these redshift distributions in a fully Bayesian manner jointly with galaxy-dark matter bias models. We forecast how systematic biases in the redshift-dependent galaxy-dark matter bias model affect redshift inference. Using published galaxy-dark matter bias measurements from the Illustris simulation, we compare these systematic biases with the statistical error budget from a forecasted weak gravitational lensing measurement. If the redshift-dependent galaxy-dark matter bias model is mis-specified, redshift inference can be biased. This can propagate into relative biases in the weak lensing convergence power spectrum on the 10% - 30% level. We, therefore, showcase a methodology to detect these sources of error using Bayesian model selection techniques. Furthermore, we discuss the improvements that can be gained from incorporating prior information from Bayesian template fitting into the model, both in redshift prediction accuracy and in the detection of systematic modeling biases.
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1 INTRODUCTION

In the era of large area photometric surveys like DES (e.g. Abbott et al. 2018), KiDS (e.g. Hildebrandt et al. 2017), HSC (e.g. Aihara et al. 2018) and future surveys like LSST (e.g. Ivezić et al. 2008), WFIRST (e.g. Spergel et al. 2015) and Euclid (e.g. Laureijs et al. 2011), it becomes increasingly important to accurately model sources of systematic bias in weak gravitational lensing and large-scale structure probes (e.g. Mandelbaum 2018). One of the most important systematics in the context of photometric surveys is associated with inaccurate measurements of distance, or redshift, using the galaxies’ photometry (e.g. Ma et al. 2006; Bernstein & Huterer 2010). These photometric redshifts can be inferred by a variety of techniques. In ‘template fitting’, we fit models for the spectral energy distribution (SED) of galaxies to their photometry (e.g. Arnouts et al. 1999; Benitez 2000; Ilbert et al. 2006; Feldmann et al. 2006; Greisel et al. 2015; Leistedt et al. 2016). Alternative techniques use machine learning to infer a flexible mapping between the galaxies’ photometry and redshift, using a spectroscopic training set (Tagliaferri et al. 2003; Collister & Lahav 2004; Gerdes et al. 2010; Carrasco Kind & Brunner 2013; Bonnett 2015; Rau et al. 2015; Hoyle 2016). More recently, a combination of these approaches has also been investigated (Speagle & Eisenstein 2015; Hoyle et al. 2015).

Traditionally, photometric redshifts are validated using redshifts derived from spectroscopic observations, which requires long exposure times. Since spectroscopic observations are consequently quite costly, the completeness of these surveys strongly depend on the galaxy type and it can be impractical to obtain complete spectroscopic validation samples that extend towards faint magnitudes (see e.g. Huterer et al. 2014; Newman et al. 2015).

Cross-correlation techniques are a practical alternative to the aforementioned inference techniques that use information of the galaxies photometry (e.g. Newman 2008a; Ménard et al. 2013; McQuinn & White 2013; Scott et al. 2016; Raccanelli et al. 2017; B. Morrison et al. 2016; Davis et al. 2017; Gatt et al. 2018). These methods use galaxy samples for which spectroscopic or highly accurate photometric redshifts are available, and cross correlate them with the sample for which redshifts need to be inferred. Since this sample typically has only photometric information available, we will refer to it as the ‘photometric sample’, even though we are not using its photometry in the cross-correlation technique. Except for the effect of cosmic magnification (see e.g. Scranton et al. 2005), this cross-correlation signal is only non-zero if both samples are at the same redshift. Therefore this methodology allows one to learn about the ensemble redshift distribution of the photometric sample. In contrast, the aforementioned techniques that use galaxy
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photometry constrain both the redshifts of the individual galaxies and the ensemble redshift distribution of the sample. In this paper we use the term ‘photo-z’ distribution to denote ensemble redshift distributions of photometric samples of galaxies, i.e. not individual galaxies, even in the context of cross-correlation techniques that do not use the photometry of the galaxies.

Extensions of this method employ different cosmological observables like weak gravitational lensing (e.g. Benjamin et al. 2013), or jointly marginalize over cosmological parameters, while assuming Gaussian photometric selection functions (McLeod et al. 2017). In more recent developments, Hoyle & Rau (2018) demonstrated that redshift information can be extracted even without the use of a spectroscopic reference sample solely from the correlation functions of the photometric sample itself, if the photo-z distributions follow a known family of distributions like Gaussians or simple mixtures thereof. The first steps towards combining template fitting with cross-correlations have been made by Sánchez & Bernstein (2019), who use a simplified model for the redshift distribution and the cross-correlation measurement which fixes the galaxy-dark matter bias. They demonstrate nicely the improvements that can be gained by combining both complementary approaches in a Bayesian manner. Recently a similar approach has been applied to obtain redshift information for blended sources (Jones & Heavens 2019).

In this paper we extend and complement the aforementioned techniques by introducing the logistic Gaussian process as a flexible prior distribution to model photometric redshift distributions in a cross-correlation setting. This model easily allows the incorporation of prior knowledge of the redshift distribution and can be efficiently sampled with the methodology presented in this paper. As the redshift-dependent galaxy-dark matter bias of the photometric sample is degenerate with a flexible parametrization of the photometric redshift distribution, we marginalize over our uncertainty in this function. Gaussian processes are a popular machine learning method in cosmology that was used for example for machine learning-based photometric redshift estimation (e.g. Almosallam et al. 2016) or to interpolate, and smooth, redshift histograms obtained using cross-correlation measurements (Johnson et al. 2017). Our method differs from these previous applications of Gaussian processes, as we use the logistic Gaussian process as a prior to the shape of the logarithm of the redshift distribution and not as a regression model. In this way we can jointly marginalize over the parametrization of the photometric redshift distribution and other systematic uncertainties like galaxy-dark matter bias.

We specifically discuss how systematic biases in the modelling of the redshift-dependent galaxy-dark matter bias affects redshift inference. Specifically we showcase how Bayesian model comparison can be used to detect these biases and investigate the effect of incorporating additional information from e.g. template fitting on both the predictive accuracy of our method and the robustness with respect to the aforementioned modelling systematics. We demonstrate this framework using a simulated mock data vector that uses published correlation function estimates from the Illustris simulation that provide galaxy-dark matter bias information. In this work we apply our methodology to two galaxy samples, i.e. the spectroscopic and photometric sample, that have different galaxy-dark matter bias properties. In the future we will apply our methodology to more realistic scenarios that accurately model the galaxy type selection of DESI-like spectroscopic surveys.

This paper is structured as follows: in §2 we describe our methodology. This includes our modelling of the angular correlation functions, covariances, galaxy-dark matter bias and the design of our statistical model. In §4 we showcase the performance and accuracy of our methodology and study how systematic errors in the redshift dependent galaxy-dark matter bias impact redshift inference. We also propose Bayesian model comparison techniques as a way to detect these biases, which allows us to mitigate them by refining our modelling. We summarize and conclude in §5.

2 METHODOLOGY

Measurements of statistics of the density field are important for constraining cosmological parameters. Consider the product density \( \rho(x_1, x_2) \) of finding two galaxies with positions \( x_1 \) and \( x_2 \) in the infinitesimal volumes \( dV(x_1) \) and \( dV(x_2) \). If the point process that describes the galaxy density field at redshift \( z \) is stationary and isotropic, this quantity only depends on the distance between the two galaxies \( r = ||x_1 - x_2|| \) and we can write (e.g. Kerscher 1999)

\[
\rho(x_1, x_2) = \rho^2(1 + \xi(r)) .
\]

Here, \( \xi(r) \) denotes the two-point correlation function of galaxies\(^1\) and \( \rho \) denotes the average density of galaxies (per volume). The two-point correlation function is a statistic of the density field and can be used to constrain cosmological parameters. On the plane of the sky, we can define the angular correlation function \( w(\theta) \) in analogy to \( \xi(r) \) in Eq. (1) by replacing \( \rho \) by the average density of galaxies per unit area and \( \xi(r) \) with the angular correlation function \( w(\theta) \), where \( \theta \) denotes the angular distance between the galaxy pair.

The basis of cross correlation redshift techniques are angular correlation functions between photometric and spectroscopic samples. The cross correlation amplitude\(^2\) \( \bar{w}_{\text{phot-spec}}(z) \) between the photometric (phot) and spectroscopic sample (spec) at redshift \( z \) can be written as

\[
\bar{w}_{\text{phot-spec}}(z) \propto p_{\text{phot}}(z) p_{\text{spec}}(z) b_{\text{phot}}(z) b_{\text{spec}}(z) w_{\text{DM}}(z) .
\]

The probability density functions \( p_{\text{phot}}, p_{\text{spec}} \) of the photometric and spectroscopic samples denote the probability of finding a galaxy in the sample at redshift \( z \). These functions are therefore normalized to integrate to unity\(^3\). The terms \( b_{\text{phot}}, b_{\text{spec}} \) denote the galaxy-dark matter bias from the respective samples and \( w_{\text{DM}}(z) \) the amplitude of the dark matter density component. The squared galaxy-dark matter bias denotes the ratio between the two-point correlation function measured on the density field of tracers, i.e. the galaxies in the respective sample, and the two-point correlation function measured on the underlying dark-matter density field.

From Eq. (2) we expect a significant angular cross correlation signal only between samples that overlap spatially as well as in redshift. We then measure the cross-correlation between the photometric and spectroscopic samples binned in redshift intervals, e.g. tophat bins. In this way we can derive redshift information for the photometric sample from these cross-correlation signals. However as can be seen in Eq. (2), a redshift-dependent galaxy-dark matter bias evolution of the samples is degenerate with the
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1 Note that the function \( g(r) = 1 + \xi(r) \) is referred to as the ‘pair correlation function’ in statistics (Stoyan & Stoyan 1994).
2 Here to be understood as the angular correlation function averaged over an angular interval according to Eq. (9).
3 The unit of the probability density function is the reciprocal unit of it’s argument. While the redshift has no unit, we will later use the probability density function of the comoving distance of the galaxies. Then the unit of the probability density will be inverse distance.
of galaxies. The functions compared with the coherence length of the considered clustering approximation assumes that the redshift distribution varies little values using the measured functions from the Illustris simulation, 2018, Fig. 1) we can approximate the correlation function \( M_{\text{NRAS}} \) 2007; Springel et al. 2018), but above \( 1 \) Mpc/h (Springel et al. 2018, Fig. 1) we can approximate the correlation function \( \xi(r) \) as a power law

\[
\xi(r) = \left( \frac{r}{r_0} \right)^{-\gamma},
\]

where the clustering scale length \( r_0 \) and exponent \( \gamma \) are a function of redshift \( z \), or equivalently comoving distance. As explained in the next section, we will model the redshift dependence of these values using the measured functions from the Illustris simulation, for different galaxy samples, from Springel et al. (2018). The Limber approximation assumes that the redshift distribution varies little compared with the coherence length of the considered clustering density field (Bartelmann & Schneider 2001, p. 43). Following Simon (2007) we write the angular correlation function as

\[
w(\theta) = \int_0^\infty d\Omega p_1(\theta)p_2(\theta) d\Omega \xi(R, \theta),
\]

where we used the variables \( R = \sqrt{\theta^2 + \Delta R^2} \) and \( \Delta R = r_2 - r_1 \) and denote with \( r_1 \) and \( r_2 \) the radial distances of a pair of galaxies. The functions \( p_1(\theta) \) and \( p_2(\theta) \) denote the sample comoving distance distributions that are connected with the redshift distributions \( p(z) \) as \( p(\theta) = p(z) |dz/d\theta| \).

Using the power law approximation in Eq. (3), the angular correlation function can be expressed as

\[
w(\theta) = \int_0^\infty d\Omega A_w(\theta) \left( \frac{\theta}{1 \text{ RAD}} \right)^{-1-\gamma(\theta)},
\]

where

\[
A_w(\theta) = \sqrt{\pi} r_0(\theta)^\gamma \left( \frac{\Gamma(\gamma(\theta)/2 - 1/2)}{\Gamma(\gamma(\theta)/2)} \right) p_1(\theta)p_2(\theta) d_A(\theta)^{-1-\gamma(\theta)}.
\]

Here, \( d_A(\theta) \) denotes the angular diameter distance, \( \Gamma(x) \) are gamma functions.

To simplify the calculation, we discretize the comoving distance-dependence of the scale length \( r_0(\theta) \), the exponent \( \gamma(\theta) \) and the photometric redshift distribution into the same \( N \) comoving distance bins

\[
w(\theta) = \sum_{i=1}^N A_w^i \left( \frac{\theta}{1 \text{ RAD}} \right)^{-1-\gamma_i},
\]

where

\[
A_w^i = \sqrt{\pi} r_0(\theta)^\gamma \left( \frac{\Gamma(\gamma/2 - 1/2)}{\Gamma(\gamma/2)} \right) p^i_1 p^i_2 \int_{R_{i-1}}^{R_i} d_A(\theta)^{-1-\gamma_i} d\theta.
\]

Here \( R_{i-1} \) and \( R_i \) denote the left and right edges of comoving distance bin \( i \).

As discussed in more detail in the next section, we bin the angular correlation function in \( \theta \) space (see e.g. Salazar-Albornoz et al. 2017)

\[
\tilde{w} = \frac{1}{\Delta \Omega} \int d\Omega w(\theta),
\]

where \( \tilde{w} \) denotes the binned angular correlation function, and \( \Omega \) denotes the solid angle, where

\[
\Delta \Omega = 2\pi \int_{\theta_L}^{\theta_R} d\theta' \sin \theta' \approx \pi (\theta_R^2 - \theta_L^2).
\]

Here we used the small angle approximation \( \sin(\theta) \sim \theta \), which is valid to good accuracy within small angular intervals \( \theta \in [\theta_L, \theta_R] \). We thus obtain

\[
\tilde{w} = \frac{2}{\theta_R^2 - \theta_L^2} \sum_{i=1}^N A_w^i \left( \frac{3^{3-\gamma_i} - 3^{1-\gamma_i}}{3 - \gamma_i} \right)
\]

To model the scale length of the photometric and spectroscopic samples, we assume linear biasing (see e.g. Matthews & Newman 2010):

\[
r_{i,sp}(\theta)p_{i,sp}(\theta) = \sqrt{\frac{\Gamma(\gamma(\theta)/2 - 1/2)}{\Gamma(\gamma(\theta)/2)}} r_{i,pp}(\theta)p_{i,pp}(\theta),
\]

where \( r_{i,sp}(\theta), r_{i,sp}(\theta), r_{i,pp}(\theta) \) and \( p_{i,sp}(\theta), p_{i,sp}(\theta), p_{i,pp}(\theta), p_{i,pp}(\theta) \) denote the comoving distance-dependent scale length and slope of the two point correlation function (Eq. 3) for the cross-correlation between the spectroscopic and photometric samples, the spectroscopic sample and the photometric sample.

Linear biasing is also assumed to obtain the redshift-dependent galaxy bias models for the modelling of the covariance matrix in §2.3, that employ angular correlation power spectra of the cross- and auto-correlations

\[
b_{sp,sp,pp}(\theta)^2 = \left( \frac{r_{i,sp,pp}(\theta)}{r_{i,sp,pp}(\theta)} \right)^2.
\]

Here \( r_{i,sp,pp}(\theta) \) denotes the scale length of the total matter component measured in Springel et al. (2018) on scales 5h^{-1}Mpc – 20h^{-1}Mpc. In this range, the total matter power spectrum is very similar to the dark-matter only power spectrum (Springel et al. 2018, Fig. 9). We therefore use it for the definition of the galaxy-dark matter bias in Eq. (13). Within the considered scales, we expect that the influence of scale-dependent biasing is quite low (Springel et al. 2018, Fig. 19, top right panel). We therefore use the same redshift-dependent power law slope \( \gamma \) for the dark matter and galaxy components.

Similarly, since the redshift-dependent power law slope \( \gamma \) does not depend much on stellar mass, as found in Springel et al. (2018, Fig. 14), we will use the same power spectrum slope for all galaxy
samples considered in this forecast. The used model corresponds to the stellar mass sample \(8.5 < \log(M_\ast / [h^{-2} M_\odot]) < 9.0\) shown in Springel et al. (2018, Fig. 14). Furthermore we will assume that the slope and scale length of the two point correlation function \(\gamma\) and \(r_{\text{LS}}\) can be measured sufficiently accurately in the spectroscopic sample, compared with the uncertainty in the redshift-dependent scale length of the photometric sample. We will therefore fix these values in the statistical analysis described in §3, based on the high signal-to-noise ratio expected for next generation spectroscopic surveys (see, e.g., DESI Collaboration et al. 2016). This is similar to the approach used in traditional cross-correlation redshift estimates, where one fits the scale length and power-law slope of the spectroscopic sample and subsequently uses these fitted parameters in the cross-correlation analysis assuming linear biasing (e.g. Matthews & Newman 2012).

### 2.2 Modelling the redshift distribution and scale length of the galaxy samples

The left panels of Fig. 1 and Fig. 2 show the assumed redshift and comoving distance distributions. The black line shows the redshift distribution of the photometric sample and the red bins those of the spectroscopic sample. The right panels of Fig. 1 and Fig. 2 plot the scale length models of our mock galaxies. The redshift distribution covers a relatively small redshift range up to \(z < 1.5\) that is designed to ensure that the assumptions we impose on the redshift evolution of the galaxy-dark matter bias and the power law exponent can be expected to be valid to a good degree. We refer to the following sections §2.4 and §2.5 for a more detailed discussion of these assumptions. We picked a tailed distribution to ensure that our methodology is tested to be robust against cross-correlation measurements with very different signal-to-noise levels. We note however that the particular shape of the photometric redshift distribution does not influence our results on a fundamental level, as we parametrize the photometric redshift distribution using a logistic Gaussian process on the (log) histogram bins, which is a very flexible non-parametric approach.

It has to be noted however, that the redshift binning of the spectroscopic sample can introduce an undesired smoothing effect, if these bins are chosen to be too large. For more peaked distributions, we therefore might have to consider a finer binning. This effect has been studied in Rau et al. (2017), where recommendations about bin width selection, as well as on methods to detect and correct the oversmoothing effect are described. Since our distribution is quite smooth, we expect that our binning scheme is fine enough to capture the structure of the distribution well.

The redshift evolution of the scale length models has been extracted from Springel et al. (2018, Fig. 13).\(^4\) The redshift evolution of the exponent \(\gamma\) is less dependent on stellar mass as discussed in Springel et al. (2018). For simplicity we therefore choose a common function for these samples that corresponds to the stellar mass bin of Model 5 in Fig. 1, i.e. \(8.5 < \log(M_\ast / [h^{-2} M_\odot]) < 9.0\). The different scale length models correspond to the stellar mass ranges of the different galaxy samples that we want to consider in this work. In the following we will denote these models with the numbers quoted in the plot. Since we will compare different combinations of galaxy-dark matter bias models for the spectroscopic and photometric samples, we will use different scale length factor models for each sample. As the redshift, or comoving distance, evolution of the scale factor cannot be measured directly for the photometric sample, we need to parametrize our uncertainty in this quantity. Matthews & Newman (2012) use a constant factor to correct the scale length models from the measured spectroscopic sample to match the photometric one, i.e. \(r_{\text{spec}}(z) = \tilde{r}_{\text{phot}}(z)\). However we found that a constant shift \(\Delta\), i.e. \(r_{\text{spec}}(z) = \Delta + \tilde{r}_{\text{phot}}(z)\) provides a better fit to offset the spectroscopic scale length model (Model 5) to the assumed photometric scale factor model (Model 4). Furthermore we would like to study more complicated cases, where the difference in the photometric/spectroscopic scale length models is not a simple offset, but depends in a more complicated manner on the comoving distance. This motivated us to parametrize the comoving distance-dependence of the scale length as Chebychev polynomials

\[
r_{\text{pp}}(\tilde{r}) = \sum_{l=0}^{M} \Delta_l T_l(\tilde{r})
\]

where the \(T_l(\tilde{r})\) are given by the recurrence relation

\[
T_0(\tilde{r}) = 1
\]

\[
T_1(\tilde{r}) = \tilde{r}
\]

\[
T_{n+1}(\tilde{r}) = 2T_n(\tilde{r}) - T_{n-1}(\tilde{r}).
\]

If the coefficients of the higher order terms \(T_i\) for \(i > 0\) are the same for the spectroscopic and photometric samples, this parametrization is equivalent to the previously discussed fit between Model 5 and 4.

We found that the expansion in Chebychev polynomials converged rapidly to the true function. By the properties of this basis, omitting higher order terms in this expansion leads to an intrinsic sparsity in the approximation and they provide good fits to the scale length for \(M = 2\). The constant offset \(\Delta\) then corresponds to the \(\Delta_0\) parameter in this expansion. We note that we use the Chebychev expansion only as a way to interpolate the comoving distance-dependence of the scale length. It is no substitute for a physically-motivated galaxy-dark matter bias model.

### 2.3 Modelling the Covariance Matrix

The following section describes the modelling of the theoretical covariance matrix. The previous section used a simplified modelling of the angular correlation function. Since computational speed and modelling simplicity is not an advantage for the modelling of the covariance matrix, we use a more accurate approach here. We model the covariance matrix of the angular correlation functions binned in angular bins \(i, j\) for the redshift bins \(a\) and \(b\) by transforming the covariance matrix of the corresponding angular correlation power spectra for redshift bins \(a\) and \(b\) as (see e.g. Crocce et al. 2011; Salazar-Albornoz et al. 2017)

\[
\Sigma_{a,b}(i, j) = \sum_{l \geq 2} \left(\frac{2l + 1}{4\pi}\right)^2 \hat{L}_l^2 \hat{\Sigma}_{a,b}(l, l).
\]

where \(\Sigma_{a,b}^{l, l'}\) denotes the covariance matrix of the angular correlation power spectra for a pair of redshift bins \(a\) and \(b\) and

\[
\hat{L}_l = \frac{2\pi}{\Delta\Omega} \frac{1}{2l + 1} \tilde{L}
\]

\[
\tilde{L} = L_{l-1} \left(\cos(\theta_R^i) - L_{l+1} \left(\cos(\theta_R^i) \right) \right)
\]

\[
- L_{l-1} \left(\cos(\theta_L^j) + L_{l+1} \left(\cos(\theta_L^j) \right) \right)
\]
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Figure 1. Left: Redshift distribution of the background sample and spectroscopic tophat functions. Right: Evolution of the scale length as a function of redshift. We omit a ‘Model 3’ here that would correspond to the stellar mass interval between Model 2 and Model 4 and can be found in Springel et al. (2018, Fig. 13). We do not use this stellar mass bin here, but still want to indicate with the numbering that there is a galaxy population between those shown here.

Figure 2. Left: Distribution of comoving distance of the background sample and spectroscopic tophat functions. Right: Evolution of the scale length as a function of comoving distance.

The shot noise \( \bar{n}_{sg} \) denotes the number of galaxies per steradian in the respective sample. The correlation power spectrum of a cosmological density field, e.g. the density field of galaxy positions or the corresponding field of galaxy shapes in lensing, can be defined as (e.g. Kirk et al. 2015)

\[
C_{ij}(\ell) = \frac{2}{\pi} \int W^i(\ell, k) W^j(\ell, k) P(k) dk
\]

where \( P(k) \) denotes the matter power spectrum and \( W^i(\ell, k) \) are weighting functions that ‘project’ the matter power spectrum along the redshift dimension. For galaxy clustering the weighting function is defined as

\[
W_{\text{clus}}(\ell, k) = \int b_g(k, z) n(z) j_\ell(kr(z)) D(z) dz
\]
where the function takes the form

\[ W_{\text{limb}}(\ell, k) = \int q(z) j_\ell(kr(z))D(z)dz, \]

where \( q(z) \) denotes the lensing weight

\[ q(z) = \frac{3H_0^2 \Omega_m}{2\pi^2 a(z)} \int_{r_{\text{hor}}}^{r(z)} dr' n(r') \left( \frac{r(z') - r(z)}{r(z')} \right), \]

where \( a(z) \) is the scale factor evaluated at redshift \( z \) and \( r_{\text{hor}} \) is the comoving horizon.

The cosmological parameter values and forecast assumptions made in this work are listed in Tab. 2 and the assumed redshift distributions are shown in Fig. 1. The assumptions on number density and sky coverage are selected in analogy to Kirk et al. (2015) and would correspond to a DES Y5-like survey. However the redshift distribution covers a smaller redshift range, as discussed in the previous section. This implies that our signal-to-noise will likely be overestimated, which will make systematic biases due to a mis-specified redshift dependent galaxy-dark matter model more significant, compared with the statistical error budget. We reiterate that we do not intend to forecast the performance of a particular survey, but rather to test the robustness of our redshift inference to a redshift-dependent galaxy-dark matter bias mis-specification.

We use the cosmosis\textsuperscript{5} (Zuntz et al. 2015) software to estimate the non-linear matter power spectrum for these parameters and the ‘LimberJack’ code\textsuperscript{6} to calculate the galaxy angular power spectra, where we use the Limber approximation for \( \ell > 60 \) and the exact calculation for smaller modes (see e.g. Thomas et al. 2011, §4). We perform the summation in Eq. (18) up to \( \ell = 5000 \) to ensure convergence. We note that the covariance matrix of the angular correlation power spectra exhibits correlations between the auto-correlation of the photometric bin and the cross-correlations with the spectroscopic tophat bins. These correlations are largest for low angular modes and decrease for larger modes. As these cross-correlations are typically ignored in similar cross-correlation analyses, where the auto-correlation and the cross-correlations are fit individually (e.g. Newman 2008b; Matthews & Newman 2010), we will only consider the diagonal component of the covariance matrix for simplicity. However we do stress that these cross terms have been used in previous applications of the cross-correlation technique (e.g. Matthews & Newman 2012) and should be included in a practical application to data.

The left panel of Fig. 3 shows the correlation matrix of the angular correlation function for the example of the auto-correlation of the photometric sample. Similarly the right panel of Fig. 3 shows the correlation matrix of the angular correlation function for the cross-correlation between the photometric sample and the last spectroscopic tophat bin. We see in both panels, that the correlation of sub-degree angular scales is very high and decreases for correlations on larger angular scales. We note however that this result strongly depends on the impact of shot noise on the covariance, and therefore on the considered galaxy sample. Note that in order to better resolve the structure of the correlation matrix on small scales, we decrease the color range by setting a lower limit on the correlation coefficients in the plot to \( |\rho_{ij}| > 0.3 \).

Due to the high correlation on sub-degree scales, we consider a single angular bin from \( \theta \in [0.1, 1.0] \) arcmin, which is in the regime where the Limber approximation (see §2.1) is quite accurate. These scales are also comparable to the angular bins within 0.06 – 6 [arcmin] that have been used in Matthews & Newman (2010). We note that this excludes larger scales that could be used to constrain cosmological parameters in a subsequent analysis. However the significant covariance between these larger (degree) scales and the sub-degree regime, particularly in the autocorrelation implies that we need to account for this covariance. We will further comment on this point in §2.5.

\textsuperscript{5} https://bitbucket.org/joezuntz/cosmosis/wiki/Home
\textsuperscript{6} https://github.com/damonge/LimberJack
2.4 Generating the mock data vector

As discussed in the previous section, we find a large correlation between angular correlation function bins on small angular scales. Similar to Ménard et al. (2013) we therefore generate our mock data for the photometric galaxy angular auto- and cross-correlations with the spectroscopic tophat bins using a single angular bin within \([0.1, 1.0]\) arcmin following Eq. (11).

This correlation function is generated assuming a redshift-dependent scale length and power spectrum exponent \(\gamma(r)\) model that we discretize within the comoving distance bins shown in Fig. 1 as described in §2.1. We note that the binning of the redshift distribution and the discretization of \(r(r)\) and \(\gamma(r)\) are performed in comoving distance. We reiterate that the creation of the covariance matrix uses a more accurate modelling of the correlation functions. Since the software we use to obtain galaxy angular correlation power spectra in §2.3 assumes a redshift distribution, we transform the histograms defined as comoving distance distributions \(p(r)\) into redshift space \(p(z)\) according to \(p(z) = p(r)/(dr/dz)\). Since the histogram assumes a uniform distribution in comoving distance, this transformation leads to tilted histogram bins and tophat functions. Since this is an artifact of the histogram discretization, we re-bin at the histogram midpoints for plots like Fig. 1. However, to ensure consistency with the modelling of the angular correlation function data vector, we transform all comoving distance tophat functions and histogram bins into redshift space without re-binning before the angular correlation power spectra are obtained.

We reiterate that the scale length model strongly varies as a function of stellar mass, while the model for \(\gamma(r)\) is quite similar for different galaxy populations within the redshift range \((z < 1.5)\) considered in this work. Thus, while we will use different scale length models in our mock data vector, we will choose the same model for \(\gamma(r)\) that corresponds to Model 5 in Fig. 1.

We note that the long-tailed shape of the photometric redshift distribution shown in the left panel of Fig. 1 ensures that the sampling tested in the following sections has to prove its robustness against significant variations in signal-to-noise in the parameters that describe the photo-z distribution. As this work does not consider inhomogeneous spectroscopic samples, i.e. spectroscopic samples that consist of very different galaxy populations across redshift, we do not extend our redshift range beyond \(z > 1.5\), where a realistic spectroscopic sample will consist of high-redshift quasar samples with quite different clustering properties compared with the rest of the sample.

The modelling of the data vector also uses Eq. (11), however the scale length offset \(\Delta_0\) (see §2.2) is treated as a random variable. In §4.2 we study the effect of biased scale length models on the accuracy of the reconstructed photo-z distribution.

2.5 Summary of modelling assumptions

In the following we summarize the modelling assumptions made when generating the mock data vector, the modelling of this data vector and the modelling of the covariance matrix. These points are also listed in Tab. 2 for easy reference. We list the assumption in the first column and list if this affects the generation of the mock data vector, the modelling of the data vector and the modelling of the covariance matrix in the subsequent columns.

Limber Approximation and Power Law correlation function

We use the Limber approximation to model the angular correlation functions within a single angular bin of \(\theta \in [0.1, 1.0]\) arcmin. The Limber approximation in combination with a power-law correlation function is the basis of many cross correlation methods (e.g. Newman 2008b; Matthews & Newman 2010; Ménard et al. 2013). We use this assumption in both the generation and modelling of the data vector. This analytical model allows us to quickly evaluate the correlation functions, which is very beneficial for efficient sampling. The Limber approximation can be expected to be accurate on the percent level within the considered scales (see e.g. Simon 2007). We expect that deviations from the power-law correlation function can introduce a larger source of modelling bias, especially on smaller scales and high redshift \(z > 1.5\), where scale-dependent galaxy-dark matter bias will become important. For the modelling of the covariance matrix, we do not assume a power law correlation function and do not impose the Limber approximation. Since the advantages of the Limber approximation, i.e. convenient modelling and computational speed, do not affect the generation of the covariance matrix, we use the more exact treatment here.

Galaxy-Dark Matter bias

While we investigate the effect of a redshift-dependent galaxy-dark matter bias, we do not address the issue of a possible scale dependence. We neglect the stellar mass dependence of the correlation exponent \(\gamma\) and use the same model for all galaxy samples. Furthermore we assume linear biasing throughout the paper. These assumptions are made for the creation of the mock data vector and its modelling.

Since we use the full modelling of the power spectrum for the modelling of the covariance matrix, we need to convert the scale length and power spectrum exponent into a redshift-dependent galaxy-dark matter bias model according to Eq. (13). We use the aforementioned ‘global’ correlation exponent model, as well as the assumption of linear biasing.

Covariance modelling

The modelling of our covariance matrix includes both the shot noise contribution and cosmic variance. However for simplicity we neglect correlations between angular modes and cross terms between the auto- and cross-correlations of the data vector. As shown in Fig. 3, correlations between auto- and cross-correlations become important at small angular modes, i.e. larger scales. A more complete modelling should therefore include these terms.

Cosmology dependence

We must assume a fiducial cosmological model to convert from line-of-sight comoving distances to redshift. The dependence of the results on this assumption is expected to be mild (see e.g. Newman 2008b). However in a more complete treatment, we will have to marginalize over cosmological parameters in the cross correlation analysis. Furthermore while the covariance matrix can, depending on the shot noise of the considered sample, show significant correlation between sub-degree and degree scales. This poses a problem if small scales are used to obtain cross correlation redshift posteriors that are used at larger scales in a cosmological analysis. We then need to consider a conditional like-
The likelihood of the large scale clustering measurement, given the small scale data vector. This is left for future work.

**Galaxy Sample Selection** In this work we use a very simplistic selection of galaxy samples based on their stellar mass. Furthermore we assumed that we will be able to control the error contribution from uncertainties in the galaxy-dark matter bias of the spectroscopic sample to sufficient accuracy to not significantly widen our redshift posteriors. In future applications to data, we will have to include the spectroscopic measurement into the data likelihood and incorporate the complex galaxy selection function of spectroscopic surveys into the modelling. Especially at higher redshift, we must account for inhomogeneous galaxy populations in the spectroscopic reference sample and a more complex galaxy-dark matter bias model than presented in this work.

### 3 STATISTICAL MODELLING

In this section we will introduce our statistical model and discuss our sampling methodology. We use a graphical notation in the form of a directed graphical model shown in Fig. 4. This diagram summarizes the dependency between the different random variables in a concise manner.

#### 3.1 Directed Graphical Models

A directed graph, such as Fig. 4, illustrates the dependency between different random variables schematically as a set of boxes or circles that are connected with arrows. Boxes denote variables with fixed values, circles represent random variables and shading represents a known random variable, e.g. a data vector. Arrows represent dependencies between these variables. For example, if two random variables $a$ and $b$ are connected by an arrow $a \rightarrow b$, they are not independent, i.e. $p(a, b) \neq p(a)p(b)$ and we need to define the conditional probability $p(a|b)$ of a random variable $a$ given the value of $b$. The likelihood is shown in a box that represents the dimension of the random variable, in our case the data vector of $N_{\text{bins}}$ + 1 angular correlation functions. A filled circle within such a box thus represents the measured data, i.e. the angular correlation function measurement $w_i$, where the dimension is specified in the larger box. The modelled data vector is again a random variable, as it depends on a set of parameters that are themselves random variables. Accordingly the model for the measured data, i.e. $w$, is shown as an open circle, where the model depends on a set of model parameters. The boxed nodes shown in Fig. 4 therefore represent the likelihood term $L = p(w|w_{\text{model}})$, i.e. the probability of the data given the model.

In the following we will describe the different components of the particular model shown in Fig. 4.

#### 3.2 Logistic Gaussian processes for Redshift Inference

We model the redshift distribution of the photometric sample as a histogram in comoving distance shown in Fig. 1, where the histogram bin midpoints are placed at the position of the $N_{\text{bins}}$ spectroscopic tophat bins that are shown in red. We note that the bin sizes are selected such that they span equal-sized bins in redshift of size $\Delta z = 0.1$. We discretize the photometric redshift distribution, the distance dependent scale factor $r_0(r)$ and the exponent $y(r)$ on this grid to model the angular correlation functions as described in § 2.1. The data vector $\tilde{w}$ therefore consists of the auto-correlation of the photometric redshift bin and the cross-correlations between the photometric redshift bins and the spectroscopic tophat distributions. In this paper we will treat each bin height of the photometric sample, and the first order term in the Chebychev expansion (`scale length offset $\delta_0$`), as random variables. We fix the scale length model of the spectroscopic sample to its fiducial value and marginalize over the scale length offset $\delta_0$ of the photometric scale length model.

We note that the data covariance of the cross-correlation measurements implicitly contains our uncertainty in this parameter via the spectroscopic auto-correlation terms in Eq. (20). The scale length models of the spectroscopic and photometric samples are strongly degenerate via the linear biasing assumption Eq. (12). For the considered data vector it is therefore practical to fix these spectroscopic terms, that will likely be constrained to good precision by future spectroscopic surveys like DESI. A more complete treatment would explicitly break this degeneracy by including the measurement of the spectroscopic correlation functions into the data vector. We leave this for future work.

**Likelihood specification** We assume a Gaussian likelihood for the data vector $w$

$$p(w|w_{\text{model}}, C) = \prod_{i=1}^{N_{\text{bins}}+1} \mathcal{N}(w_i|w_{\text{model}}, \sigma_{w,i}),$$  \hspace{1cm} (27)

where the product runs over the auto-correlation and the $N_{\text{bins}}$ cross-correlations with the spectroscopic tophat bins. The modelling of the angular correlation function is then given by Eq. (11).

We illustrate the likelihood in Fig. 4 as the boxed node at the lower right corner, where the data/model of the angular correlation function is represented as the empty/filled nodes. The box represents the joint likelihood of the $N_{\text{bins}}$ + 1 dimensional data vector.

| Assumption                                | Mock Data Vector | Data Vector Model | Covariance matrix |
|-------------------------------------------|------------------|-------------------|-------------------|
| Limber approximation                     | Yes              | Yes               | No (Exact modelling) |
| Power law correlation function           | Yes              | Yes               | No (Exact modelling) |
| Linear Biasing                           | Yes              | Yes               | Yes               |
| Scale-dependent bias                     | No               | No                | No                |
| Redshift-dependent bias                  | Yes              | Yes               | Yes               |
| Covariance between $c$                   | N/A              | N/A               | No                |
| Covariance auto- and cross-correlations  | N/A              | N/A               | N/A               |
| Cosmic Variance                          | N/A              | N/A               | Yes               |
| Account for cosmological parameter dependance | N/A              | No                | N/A               |
| Simplified treatment of spectroscopic survey | Yes              | Yes               | Yes               |
Prior specification We set a logistic Gaussian process prior on the \( N_{\text{bins}} \) photometric redshift histogram heights denoted as the empty circle ‘nz’ in Fig. 4. According to this, the logarithm of the \( N_{\text{bins}} \times N_{\text{bins}} \) dimensional vector of histogram heights \( \log(nz) \) is assumed to be drawn from a multivariate normal distribution with mean vector \( \mu \) and \( \Sigma_{\text{bins}} = \Sigma_{\text{bins}} \) dimensional covariance matrix \( \Sigma \)

\[
\log(nz) \sim N(\mu, \Sigma).
\]

(28)

The advantage of using a logistic Gaussian Process prior – in contrast to alternatives such as the Dirichlet or flat priors – is that it opens the possibility of encoding knowledge of the shape and smoothness of the redshift distribution in the covariance function. This is however optional, and the Gaussian can be chosen to be very uninformative.

As described in the following, we can jointly marginalize over the parameters that describe the redshift distribution and the scale length model, which accounts for the degeneracy between the parameters of the redshift distribution and the galaxy-dark matter bias model. Furthermore, the logistic transform guarantees positivity in
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Estimating z-distributions with logistic GPs

Figure 4. Graphical representation of the hierarchical logistic Gaussian process model. Empty/filled circles show unobserved/observed random variables and boxes denote fixed values. Arrows illustrate relationships between the variables. The boxed area represents a joint likelihood of angular correlation function measurements. This includes the autocorrelation of the photometric redshift distribution and the cross-correlations with the spectroscopic tophat bins. We list a summary of the model in the right column. Note that vector-valued quantities are shown in bold face. We also refer to the corresponding paper sections for more information. Here \( U(x, y) \) and \( N(\mu, \sigma) \) respectively denote a uniform distribution in the limits \([x, y]\) and a normal distribution with mean \( \mu \) and standard deviation \( \sigma \) or covariance \( \Sigma \) in the multivariate case.
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and ‘σ’ are shown in Fig. 4 in the top hierarchy. As detailed in §2.1, we fix the redshift dependence of the power law exponent ‘γ’ and choose an unrestricted flat prior on the first coefficient of the Chebychev expansion, the ‘scale length offset Δ₀’.

3.3 Sampling Methodology

We sample the model shown in Fig. 4 using a combination of Metropolis-Hastings sampling and Elliptical Slice sampling steps. We use two separate one-dimensional Metropolis-Hastings steps to sample the two parameters that describe the Gaussian Process Kernel, a one-dimensional Metropolis-Hastings step to sample the parameter that describes the scale length model and an elliptical-slice sampling step to sample the parameters that describe the background sample redshift distribution. Since in each of these steps we fix the other parameters fixed, which mimics Gibbs sampling, we will refer to the procedure as ‘Metropolis-Hastings within Gibbs’ sampling. The Metropolis-Hastings sampling approach is described in § 3.3.1 and the Elliptical Slice sampling method in § 3.3.2. We will then detail the concrete sampling implementation in § 3.3.3.

3.3.1 Metropolis-Hastings sampling

Assuming a set of random variables θ, Metropolis-Hastings within Gibbs sampling [see e.g. Gelman et al. 2004] iteratively samples from the distribution of each variable θᵢ conditional on all other variables θᵢ₋₁, i.e., p(θᵢ|θᵢ₋₁, D), where θᵢ₋₁ = (θᵢ₋₁,1, ..., θᵢ₋₁,t, ..., θᵢ₋₁,d). Here D denotes the data vector, t counts the number of iterations and i indexes the index of the variable that is currently updated. If this conditional distribution is not known, we draw samples for a new parameter θ* given a previous state of the parameter θ₋₁ from a proposal distribution J(θ*|θ₋₁). These samples are then accepted with probability

\[
    r = \frac{p(θ^*|θ₋₁, D)J(θ^*|θ₋₁)}{p(θ₋₁|θ₋₂, D)J(θ₋₁|θ₋₂)}.
\]

We can connect the posterior probabilities p(θᵢ|θ₋₁, D) via Bayes rule with the likelihood p(D|θ, θ₋₁) and the prior p(θᵢ) as

\[
    p(θᵢ|θ₋₁, D) = p(D|θᵢ, θ₋₁) p(θᵢ|θ₋₁).
\]

We select a normal distribution as the proposal distribution J(θ*|θ₋₁) = N(θ*|μ = θ₋₁, σ), where we center the Gaussian at the previously proposed value θ₋₁ and tune the standard deviation σ such that we obtain acceptance rates between 20%-30% for the respective parameters. Since this distribution is symmetric, it cancels in Eq. (30).

We note that samples are always accepted (r = 1) if we use the conditionals p(θᵢ|θ₋₁,d, D) in Eq. 30 as the proposal distribution. This special case is known as Gibbs sampling and can be used for a restricted set of models, typically complex conjugate models, for which we can obtain an analytical distribution. We note that the Metropolis-Hastings steps described do not have to be one-dimensional (single parameter updates), but rather can use multidimensional proposal distributions.

Furthermore we note that the sampling algorithm used to update each parameter does not have to employ the Metropolis-Hastings scheme, but can use other sampling approaches. The iterative update of the conditionals then gives the possibility to use different sampling algorithms as ‘building-blocks’ for a combined sampling scheme. We will describe an alternative scheme in the next section and refer the interested reader to Gelman et al. (2004) for a more detailed description of the Metropolis-Hastings sampling methodology.

3.3.2 Elliptical Slice Sampling

Slice sampling samples from a density p(θ) by considering the area under the density function represented by the joint density of θ and an auxiliary variable u. After sampling from this joint density, samples of the variable u are dropped to obtain samples from p(θ).

Following e.g. Dittmar (2013) we can write:

\[
    p(\theta) = \int_0^1 p(\theta, u) du,
\]

where \( p(\theta) \) does not have to be normalized and \( Z_p \) is a normalization constant \( \frac{1}{Z_p} = p(\theta) \).

The joint distribution is then given as

\[
    p(\theta, u) = \begin{cases} \frac{1}{Z_p} & 0 \leq u \leq p(\theta), \\ 0 & \text{otherwise}. \end{cases}
\]

Using the same methodology introduced in the previous section, we first sample from \( p(\theta) \) using \( u \sim \mathcal{U}(0, \frac{1}{Z_p}) \) and then from \( p(\theta|u) \) represented as a sample from the ‘slice’ \( \{ z: u < p(\theta) \} \).

While the first step of slice sampling is trivial, the second often involves starting with an initial sample and selecting a larger proposal region, determined by a step size parameter, that contains both the sample and the slice. Then an initial sample is drawn from that region. If this initial sample lies outside the target slice, the size of the proposal region is reduced and the procedure is repeated. Concretely we note that it is still necessary to select a step size parameter, to define the proposal region.

Elliptical Slice sampling is a variant especially geared towards target distributions of the form

\[
    p(\theta) = \frac{1}{Z} p(D|\theta) N(\theta, 0, \Sigma),
\]

where \( \theta \) denotes the free parameters of the model, \( N(\theta, 0, \Sigma) \) is a Gaussian prior and \( p(D|\theta) \) describes the likelihood. In contrast to classical slice sampling, the proposal region is now an ellipse defined by a sample from the prior \( \nu \sim N(\nu, 0, \Sigma) \) and the current parameter state \( \theta^₋₁ \):

\[
    \theta^* = \theta^₋₁ \cos(\alpha) + \nu \sin(\alpha).
\]

Here, \( \alpha \) describes the position on this elliptical proposal region. Since the initial sample is drawn from the full ellipse, it is not necessary to select a step size. The sampling and shrinking operations are then performed in analogy to the classical slice sampling algorithm. We refer the interested reader to Murray et al. (2009) for a more detailed description of the method.

3.3.3 Sampling the Logistic Gaussian process

Starting from the top end of Fig. 4, we use three main Metropolis-Hastings steps to sample the hyperparameters of the logistic Gaussian process covariance, the (log) histogram heights of the photometric redshift distribution and the scale length offset \( \Delta_0 \) that describes the scale length model. The sampling of the hyperparameters \( l \) and \( \sigma \) is performed in two separate Metropolis-Hastings steps. Then, we sample the histogram heights using Elliptical Slice sampling. In the third Metropolis-Hastings step we sample the scale length offset \( \Delta_0 \). In each of these steps we hold the parameters that are not currently updated fixed, as described in § 3.3.1.
We note that the parameters that describe the histogram heights and scale length model can be quite correlated and Elliptical Slice sampling allows us to take larger steps along the degeneracy direction, which leads to better sampling performance for the logistic Gaussian process model. We further note that this methodology does not require gradients, which will not be available if we sample over a likelihood, which models the correlation functions in terms of cosmological parameters.

In the following we will discuss how we construct a prior on the redshift distribution from a Bayesian histogram of sampled redshift values. In the experiments we performed in the next section we found that Metropolis-Hastings sampling performed better in combination with this redshift prior. The reason is that this prior weakens the correlation between the aforementioned parameters, in which case Metropolis-Hastings sampling becomes more efficient. We therefore used Metropolis-Hastings sampling steps for the individual log histogram heights instead of Elliptical Slice sampling. We note that this might not be an optimal choice for different priors and data likelihoods.

### 3.3.4 Informative Prior on the Redshift distribution

To set an informative prior on the redshift distribution, we require an independent set of data that constrains the histogram bins represented as the logistic Gaussian process. This information will typically come from photometric redshift estimation based on template fitting or machine learning, that constrain the redshifts of individual galaxies. A prior on the population of redshift values can therefore be represented as a Bayesian histogram and samples can be drawn from a Dirichlet distribution given the counts of galaxy redshifts in the respective histogram bins. The distribution over the set of histogram heights \( \bar{n}_z \) is therefore given as

\[
\bar{n}_z \sim \text{Dir}(\Phi + \tilde{c}),
\]

where \( \text{Dir} \) denotes the Dirichlet distribution and \( \Phi \) its parameter that is set to a unity vector to represent a flat prior. The vector \( \tilde{c} \) denotes the counts of galaxy redshifts in the respective histogram bin. Here \( \tilde{c} \) is a vector of length \( M \), where \( M \) denotes the number of histogram bins. Accordingly, a sample \( \bar{n}_z \) from the Dirichlet distribution is an \( M \) dimensional vector of histogram heights. If the sample size is large, i.e. if each element of \( \tilde{c} \) is high, the scatter of new samples around the mean histogram heights is small. However if there are very few galaxies in the sample, the Dirichlet distribution will sample around this mean value of histogram heights more broadly. Since the treatment of photometric redshift error in the context of machine learning or template based photometric redshift techniques is beyond the scope of this paper, we will use a lower bound on the prior width by assuming true redshift values for all galaxies in the photometric dataset.

For our case, we find that the logarithm of these sampled redshift histogram heights can be approximated as a multivariate normal distribution to sufficient accuracy for our purposes. For this we use the sample mean and covariance estimated on a large number (\( \sim 10^5 \)) of (log) Dirichlet samples for our approximation. This multivariate normal distribution can then be readily used as a prior distribution for the logistic Gaussian process model.

### 3.4 Model Evaluation

In many practical application of inference there will be a level of uncertainty in the underlying modelling and, as a result, a level of ambiguity between reasonable model choices. It is therefore of paramount importance to compare these models efficiently and combine them if various models provide equally good descriptions of the data. We evaluate and compare the models using goodness of fit statistics and the expected biases in the Lensing convergence power spectrum. The latter is especially useful as it allows judgment about the possible impact of residual photometric redshift errors on the weak lensing measurement, which is the primary cosmological probe to test theories of dark energy in the context of large area photometric surveys.

#### 3.4.1 Information Criteria

In classical statistics the maximum of the log-likelihood is often penalized by the number of free parameters in the model, to measure the ‘goodness of fit’ and avoid the risk of specifying too many parameters (‘overfitting’). This approach, represented by the Akaike information criterion (AIC; Akaike 1973), has the disadvantage in the Bayesian analysis, that it will not change with different prior choices that clearly affect model complexity and posterior. In this work we will therefore use the Deviance Information Criterion (DIC; Spiegelhalter et al. 2002) that provides an extension of the AIC towards the Bayesian paradigm.

We use the definition of the DIC based on the predictive density\(^7\) (Gelman et al. 2013) as

\[
\text{DIC} = \log \left( p(D|\hat{\theta}_{\text{Bayes}}) \right) - P_{\text{DIC}}
\]

where \( D \) denotes the data vector and \( p(D|\hat{\theta}_{\text{Bayes}}) \) denotes the likelihood evaluated at the posterior expectation \( \hat{\theta}_{\text{Bayes}} = E[\theta|D] \).

Model complexity is then penalized as

\[
P_{\text{DIC}} = 2 \text{var}_{\text{post}} \log(D|\theta),
\]

where \( \text{var}_{\text{post}} \log(D|\theta) \) denotes the posterior variance of the likelihood. More complex models will have a larger posterior variance due to their additional degrees of freedom in parameter space. As both terms in the DIC are evaluated with respect to the posterior, its value will depend on the choices of prior.

We note that an alternative to this approach (that is commonly used in cosmology) is a model selection using the marginal likelihood, or evidence, for a model \( M_i \) from a set of \( C \) models \( M = \{ M_1, \ldots, M_C \} \):

\[
p(D|M_i) = \int p(D|\theta, M_i) p(\theta|M_i) d\theta,
\]

where \( \theta \) are the model parameters and \( D \) represents the data. While we could have used multimodel inference techniques like Barker & Link (2013) on our previously fitted chains to estimate marginal likelihood for all the models used in this paper, we decided to use the DIC criterion for its simplicity and computational speed.

We note, however, that a Bayesian information criteria like the DIC can have advantages when averaging over multiple models becomes necessary, or if multiple models need to be ‘scored’ based on their ‘goodness of fit’. The evidence can be used to ‘weight’ the posterior constraints for different models in the case where the true

\(^7\) The original definition based on the deviance differs slightly by a factor of \( -2 \). This is further explained in Gelman et al. (2013), where both definitions are detailed.
model is known to be in the model set \( M \). If this is not the case, this approach will select the single ‘best fit’ model in the large data limit. In cases where the true model is not part of the model set, techniques based on information criteria or ‘stacking’ techniques (e.g. Gelman et al. 2013) may be more suitable. Furthermore the evidence can be dependent on prior choices (Gelman et al. 2013), which may lead to specification problems especially if the model set is incomplete. Thus, while our primary motivation for using the computationally more efficient DIC criterion is computational speed and simplicity, we would like to highlight the usefulness of information criteria, especially if we expect systematic modelling errors that could cause an incomplete model set.

3.4.2 Bias in lensing convergence power spectrum
To be able to better evaluate the significance of photometric redshift biases, we evaluate the quality of the reconstructed photometric redshift distribution in terms of the expected relative bias in the lensing convergence power spectrum

\[
\Delta_{\text{rel}} = \frac{\hat{C}_{\ell}^{\text{bias}} - \hat{C}_{\ell}^{\text{std}}}{\hat{C}_{\ell}^{\text{std}}},
\]

where \( \hat{C}_{\ell} \) denotes the binned lensing power spectrum

\[
\hat{C}_{\ell} = \frac{1}{N_{\ell}} \sum_{\ell} C_{\ell} \, ,
\]

and \( N_{\ell} \) denotes the number of integer angular modes. Here, \( \hat{C}_{\ell}^{\text{std}} \) denotes the lensing convergence power spectrum obtained using the unbiased, fiducial, redshift distribution. \( \hat{C}_{\ell}^{\text{bias}} \) denotes the photometric redshift distribution obtained assuming the (potentially) biased galaxy-dark matter bias model in the inference. We choose to bin the angular correlation power spectra \( \ell \in [10, \ell_{\text{max}}] \), where we select \( \ell_{\text{max}} = 3000 \) in analogy to Kirk et al. (2015). We compare the resulting systematic biases with the expected statistical measurement error from a weak gravitational lensing measurement with the specifications given in Tab. 2 and a shape noise of \( \sigma_{\epsilon} = 0.23 \) comparable with Kirk et al. (2015). The error in the binned measurement is then

\[
\sigma(\hat{C}_{\ell}) = \sqrt{\frac{2}{N_{\ell}} \sum_{\ell} \frac{2}{(2\ell + 1)f_{\text{sky}}} \left( C_{\ell} + \frac{\sigma_{\epsilon}^2}{2\delta g} \right)^2},
\]

which implements Eq. (20) with a different, weak gravitational lensing specific, shot noise term. Eq. (43) also includes the cosmic variance contribution to the covariance matrix, that is inversely proportional to the fractional sky coverage \( f_{\text{sky}} \). Neglected are the covariance between the different modes \( \ell \). This is done in analogy to other forecasts like Kirk et al. (2015). The 1 \( \sigma \) error in \( \Delta_{\text{rel}} \) is then given as

\[
\sigma_{\Delta_{\text{rel}}} = \frac{\sigma(\hat{C}_{\ell})}{C_{\ell}^{\text{std}}}
\]

We note that this simple metric does not substitute an accurate forecast that evaluates the impact of photometric redshift bias on cosmological parameter inference. This would require a tomographic analysis that is representative of modern surveys like DES or LSST, which is beyond the scope of this work. However, if the mean systematic bias in the reconstructed lensing convergence power spectrum is significantly below the statistical error budget given in Eq. (43), we can assume that its impact on cosmological parameters will be small. It therefore allows us to approximately judge the practical implications and relevance of the photometric redshift error on cosmological parameter inference, even without a more precise forecasting exercise.

4 ANALYSIS AND RESULTS
In the following section we investigate the performance of our logistic Gaussian process model in recovering the photometric redshift distribution using the cross-correlation likelihood (Eq. (27)) and test how different scale-length models affect the inference.

Tab. 3 summarizes the nomenclature used in our analysis. The first column quotes the name tag of the particular setup, the second column the scale length model assumed for the spectroscopic sample, the third our ansatz for the scale length model of the photometric sample and the fourth column lists the true scale length model of the photometric sample (that is unknown to us in practise). The final column indicates if a prior on the photometric redshift distribution is used. We refer to Fig. 1 for an overview over the different scale length models. We note that we adapt the covariance matrix of the likelihood to changes in the corresponding galaxy-dark matter bias according to Eq. (13).

4.1 Fiducial Model
In this first section we study a test case where our assumption that the scale length model of the photometric and spectroscopic samples only differs by a constant offset is valid to a good degree. This is the case for example in Model 4 and 5 shown in Fig. 1. As can be seen this implies that both samples have similar stellar mass ranges, which would require a spectroscopic survey that does not exhibit an extreme selection towards highly biased tracers. We therefore study this scenario assuming Model 4 as the scale length model of the photometric sample and Model 5 as the scale length model of the spectroscopic sample. As discussed in § 2.2, we use a constant offset to parametrize our uncertainty in the scale length, which corresponds to the first (constant) term in the Chebychev expansion. In the following, we will refer to this case as ‘SSA4P5’.

To test if the small differences between Model 4 and 5 will introduce biases in our inference, we compare with the results in the absence of systematics. For this unbiased, fiducial test case, we fix the higher order terms of the Chebychev expansion to their true, unbiased, values from Model 4. As before, we will marginalize over an offset in the scale length and will refer to this case as ‘SSA54P4’. Note that this scenario is not the same as assuming scale length model 4 for both the spectroscopic and the photometric sample, because our covariance matrix will assume scale length model 5 for the spectroscopic sample. To simplify the notation, the following will refer to the offset in the scale length as ‘scale length offset \( \Delta_{\ell} \)’.

The left panel of Fig. 5 shows the posterior of the difference between the true photometric redshift distribution and the redshift distribution inferred in these models. All distributions shown in this work have been normalized to unit area. We show the results for ‘SSA54P4’ in grey contours and results for ‘SSA55P4’ in red. The right panel plots the corresponding posterior distributions for the scale length offset \( \Delta_{\ell} \), where the dashed blue line denotes its true value. We see that we can recover the redshift distribution to great accuracy for both models. For the unbiased scale length model we obtain, as expected, unbiased constraints on the photometric redshift distribution and scale length parameter, which we regard as a test of our sampling and methodology.
Table 3. Summary of the model nomenclature used in this work. We list the model name, the assumed scale length model (see Fig. 1) for the spectroscopic sample, the Ansatz for the scale length of the photometric sample and the true scale length model of the photometric sample. The last column indicates if a prior on the photometric redshift distribution was used.

| Name          | Spec | Ansatz | Phot | Prior |
|---------------|------|--------|------|-------|
| S5A4P4        | 5    | 4      | 4    | No    |
| S5A5P4        | 5    | 5      | 4    | No    |
| S1A2P4        | 1    | 2      | 4    | No    |
| S1A5P4        | 1    | 5      | 4    | No    |
| S1A1P4        | 1    | 1      | 4    | No    |
| S1A2P4 prior Nz | 1 | 2 | 4 | Yes |
| S1A5P4 prior Nz | 1 | 5 | 4 | Yes |

Table 4. Results of the model comparison between different redshift dependent galaxy-dark matter bias models summarized in Tab. 3. DIC denotes the Deviance Information criterion (Eq. 37), $p_{\text{DIC}}$ the measure of model complexity (Eq. 39), ‘Loglike’ denotes the log-likelihood evaluated at the mean of the posterior, i.e. the first term in Eq. (37), ‘Cl Bias’ denotes the relative bias in the lensing convergence power spectrum (Eq. 41).

| Name          | DIC  | Cl Bias | Loglike | $p_{\text{DIC}}$ |
|---------------|------|---------|---------|-----------------|
| S1A2P4        | 77.85 | 1.77 | 95.71 | 17.86          |
| S1A5P4        | 81.54 | 0.26 | 95.58 | 14.04          |
| S1A1P4        | -2385.84 | 3.70 | -2370.28 | 15.57        |
| S1A2P4 prior Nz | -117.47 | 0.76 | 24.31 | 141.78         |
| S1A5P4 prior Nz | 93.30 | 0.10 | 101.05 | 7.75           |

The [5, 95] posterior percentile range of the inferred photometric redshift distribution assuming the slightly biased case S5A5P4 are largely consistent with the true result, however, as expected, inconsistent for the scale length offset $\Delta_0$. We can therefore conclude that a slight modelling bias in the scale length, or galaxy-dm bias model, has a small effect on the accuracy of the recovered redshift distribution. It has to be noted that we made quite optimistic assumptions for the photometric and spectroscopic surveys (see Tab. 2). For less optimistic assumptions, e.g. a smaller area of overlap between spectroscopic and photometric survey, we can expect the statistical error to be larger. The statistical error then quickly becomes even more dominant compared with the small photometric redshift systematic shown in Fig. 5.

We note that there is considerable degeneracy between the scale length offset and the redshift distribution, particularly for the low redshift bins where the signal-to-noise ratio in the clustering measurement is large. This is illustrated in Fig. 6 for the unbiased model S5A4P4, which shows the posterior distributions of the scale length offset $\Delta_0$ and the first two histogram bin heights of the photometric redshift distribution. We see that the scale length offset $\Delta_0$ and the photometric redshift distribution bin heights are indeed strongly correlated. For the bins at higher comoving distance, or redshift, this correlation decreases.

In the next section we will discuss a more extreme case, where larger differences in the stellar mass of the photometric and spectroscopic galaxy population translate into larger differences in the scale length models.

4.2 Impact of biased scale length models

We test the impact of biased scale length models on the redshift distribution inference in a more pessimistic setup: we make the ansatz that the scale length of the photometric/spectroscopic sample is given by scale length Model 4/1 and denote this setup as S1A1P4. As one can see from Fig. 1, a simple constant shift in the scale length model is no longer a sound approximation, as both models have a significantly different slope at large comoving distances or high redshift. This can be seen as an extreme case of scale length model mis-specification and we will likely be able to calibrate the model to better accuracy either using simulations or by incorporating information from e.g. galaxy-galaxy lensing (e.g. Prat et al. 2018) in future surveys.

We therefore include a more optimistic setup into this comparison. Here we make the ansatz for Models 2/5, that are more similar to the true photometric model (Model 4). This means that instead of fixing the higher order coefficients of the Chebychev expansion to the parameters of Model 1, we fix them to the parameters of Model 2/5. We will denote the Model 1-4 with an ansatz of Model 2/5 as ‘S1A2P4’ and ‘S1A5P4’ respectively. As in the previous section we will marginalize over the constant term in the Chebychev expansion, i.e. the ‘scale length offset $\Delta_0$’. Fig. 7 shows the resulting difference in the recovered redshift distributions, where the ‘pessimistic’ case of Model 1-4 shows considerable biases that are reduced by S1A2P4 and to better accuracy by S1A5P4. This recovered bias is naturally similar to the fiducial case discussed in the previous section.

Fig. 8 compares the relative error in the lensing convergence power spectrum for the different model configurations with the statistical error budget to be expected for the lensing survey defined in Tab. 2. The corresponding numbers are listed in Tab. 4. We see that model S1A1P4 has the largest error in the convergence power spectrum and is clearly rejected by the DIC criterion. However even though S1A2P4 yields a systematic bias that is larger than the statistical error budget, it has a similar DIC as the much better-performing model S1A5P4. This is a result of the degeneracy between different scale length models with the redshift distribution of the photometric sample. To highlight this, we impose a prior on the redshift distribution bin heights as described in §3.3.4. The corresponding results for models denoted as ‘Nz prior’ are shown in Fig. 8 and Fig. 7. We see that the inclusion of a prior improves S1A2P4 and S1A5P4 in terms of the relative error in the convergence power spectrum. Most importantly however, the difference in DIC is much larger compared with the case that does not incorporate prior information. The worse S1A2P4 model is now more clearly rejected by the DIC criterion. We note that imposing a prior on the scale length offset $\Delta_0$ was not sufficient in our experiments to produce this effect. This is sensible, as the redshift distribution in our setup contains many more degrees of freedom compared with the parametrization of the scale length model. This indicates that combining the clustering measurement with external redshift constraints from e.g. template fitting will be necessary to break the degeneracy between our uncertainty in the redshift-dependent scale factor, i.e. the redshift-dependent galaxy-dark matter bias, and the redshift distribution of the photometric sample.

8 Making the ansatz of Model 5 for the photometric sample is very similar to the case studied in the previous section. However as the true scale length model of the spectroscopic sample is Model 1, and not Model 5 as in the previous section, the data covariance matrix is slightly different.
Figure 5. Posterior distributions for the bin heights of the ensemble redshift distribution of the photometric sample and scale length offset $\Delta_0$ for the model with mismatched scale length S5A5P4 (red) and matching scale length S5A4P4 (black/grey). **Left:** We show the [5, 95] posterior percentiles of the difference between the posterior redshift distribution and the true redshift distribution. **Right:** Posterior distributions of the ‘Scale length offset $\Delta_0$’. The blue dashed line shows its true value.

Figure 6. Posterior distributions for the unbiased model (matching scale length) S5A4P4 for the scale length offset $\Delta_0$ and the first two photometric redshift bins. The dashed lines denote the true values.

Figure 7. Difference between the estimated $p(z)$ and fiducial $p_{\text{fid}}(z)$ redshift distributions for the different scenarios listed in Tab. 3. The solid lines show the median of the posterior and the error contours the [5, 95] posterior percentiles.

5 SUMMARY AND CONCLUSIONS

We have presented a hierarchical logistic Gaussian process model to estimate photometric redshift distributions from cross-correlations between the photometric sample and spatially overlapping spectroscopic samples. Using a simulated data vector and a covariance matrix that mimics a current photometric survey, we demonstrated that this model is able to accurately estimate photometric redshift distributions in a fully Bayesian manner. More specifically, we tested the robustness of our approach to biases in the redshift-dependent galaxy-dark matter bias model. For this we use several published scale length model measurements from the Illustris simulation in our likelihood simulation. We then investigated several scenarios that range from small systematic biases in our parametrization of the redshift-dependent scale length, to more extreme cases where the assumed scale length model does not capture the true underlying function. In our model, we match the scale length model in the spectroscopic sample to the scale length of the photometric sample. This is a good approximation, if the spectroscopic and photometric samples have a roughly similar galaxy population as measured by e.g. their stellar mass. A test case that would mimic this situation selects a spectroscopic and photometric sample in stellar mass bin of $8.5 < \log M_\ast [h^{-2} M_\odot] < 9.0$ and $9.0 < \log M_\ast [h^{-2} M_\odot] < 9.5$ respectively. For these galaxy samples, the scale length parametrization had a low systematic bias and the recovered redshift distribution posteriors were consistent with the truth within the error bars.

To probe the robustness of our redshift inference we then tested a spectroscopic scale length model that corresponds to a galaxy sample in a much higher stellar mass bin of $10.5 < \log M_\ast [h^{-2} M_\odot] < 11.0$, where we expect our parametrization to under-perform. For this more pessimistic case we found indeed that the redshift posterior distribution is significantly biased. Forecasting the systematic
biases in the lensing convergence power spectrum, we find that these biases exceed the statistical error budget in the measurement by a factor of 3, assuming a DES Y5-like lensing survey. In order to detect these biases we propose to evaluate a range of models in a Bayesian model comparison to find the ‘best fitting’ candidate. We tested several different scale length models and found that our model comparison statistic reliably detects models with a large systematic modelling bias.

Finally we test how the incorporation of additional information from e.g. template-based redshift inference affects the prediction performance and the results of the model comparison. We set a prior on our logistic Gaussian process using a Gaussian approximation to a Bayesian histogram posterior. This mimics a photometric redshift distribution obtained by a strongly idealized photometric redshift code. By sampling our model using this prior information we find that the quality of our redshift inferences is significantly improved. Furthermore we find that the sensitivity of our model comparison statistic to systematic biases in the scale length model is also significantly enhanced. We therefore conclude that the combination of SED-based redshift estimation and cross-correlation will strongly benefit the accuracy and robustness of the overall redshift inference. In a future publication we will extend this model to include a template fitting likelihood. To improve the sampling efficiency, specifically in the low signal-to-noise tails of the distribution, we will also include a variable selection that reduces the number of free parameters that need to be sampled. More importantly this will enable us to marginalize over cosmological parameters in a joint analysis, for which computationally more expensive likelihoods must be evaluated. We will also apply our methodology to more realistic spectroscopic calibration samples with a more realistic galaxy type selection.
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