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Abstract
In this paper, we analyze the pattern formation in a chemical reaction-diffusion Brusselator model. Two-component Brusselator model in two spatial dimensions is studied numerically through direct partial differential equation simulation and we find a periodic pattern. In order to understand the periodic pattern, it is important to investigate our model in one-dimensional space. However, direct partial differential equation simulation in one dimension of the model is performed and we get periodic traveling wave solutions of the model. Then, the local dynamics of the model is investigated to show the existence of the limit cycle solutions. After that, we establish the existence of periodic traveling wave solutions of the model through the continuation method and finally, we get a good consistency among the results.

Index Terms: Reaction Diffusion System, Periodic Traveling wave, Pattern Formation, Brusselator Model.

1. Introduction

Pattern formation of a nonlinear reaction-diffusion (R-D) system of partial differential equations (PDEs) can be described by the Periodic traveling wave (PTW) solutions of such system. In paper [1], authors first studied the PTW solutions of a coupled oscillatory R-D system. The PTW solutions have also been noticed in ecological [2, 3, 4], biological [5, 6], physical [7, 8, 9] and chemical [10, 11, 12] systems. Method of continuation is a powerful method to study the PTW solutions of a R-D system [13]. In this paper, we consider an activator-inhibitor Brusselator model which represents an autocatalytic oscillating chemical reaction and the pattern formations for this model are discussed in [14, 15, 16, 17]. In paper [18], author theoretically proved the existence of the Hopf bifurcation of the Brusselator model which reveals the existence of PTW solutions of...
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In paper [19], authors discussed the asymptotic behavior of the solutions of the Brusselator model numerically and focused on the stable pattern formation. In paper [20], author studied various types of pattern formation of the Brusselator model arising in chemical reactions with the numerical investigation. We are interested to establish the existence of PTW solutions of the Brusselator model numerically as a function of wave speed and a bifurcation parameter $b$ throughout the periodic pattern formation.

Our goal of this present paper is to study the periodic pattern formation of the model (1). We obtain spatiotemporal periodic pattern by using the direct PDE numerical computations in two dimensions. Numerical simulations in one dimension are also performed to show the existence of PTW solutions of (1). We prove the existence of Hopf bifurcation point of the system (2) numerically, by using the parameter $b$ as a bifurcation parameter. We establish the existence of the PTW solutions as a function of the parameter $b$ in the model (1) via the method of continuation.

The remainder part of this paper is organized as follows. In section 2, we describe a nonlinear R-D system for the standard Brusselator model. In subsection 3.1, periodic pattern formation through the direct numerical PDE simulation in two dimensions is discussed. In subsection 3.2, we show the PTW solutions of the model through PDE numerical simulation in one dimension. Local dynamics analysis is discussed in subsection 3.3. In subsection 3.4, we establish the existence of PTW solutions of the model using the continuation method. Finally, some conclusions are given in section 4.

2. Model

The R-D system of equations in two variables for the standard Brusselator model is given by [21]:

\[
\frac{\partial u}{\partial t} = D_u \Delta u + a - (b + 1)u + u^2v, \\
\frac{\partial v}{\partial t} = D_v \Delta v + bu - u^2v,
\]

(1)

where $u$ and $v$ are the dimensionless concentration called activator and inhibitor and whose corresponding diffusion coefficients are $D_u$ and $D_v$ respectively. The reaction kinetics are $f(u,v) = a - (b + 1)u + u^2v$ and $g(u,v) = bu - u^2v$ for the activator and inhibitor respectively where $a$ and $b$ are the kinetic parameters. The equilibrium for the system $f(u,v) = 0$ and $g(u,v) = 0$ is $(a, b/a)$.

3. Results and Discussions

3.1. Periodic Pattern Formation in the Two Dimensional Spaces through PDE Simulation

In this section, we use alternating direction implicit (ADI) method with Neumann boundary conditions to perform a series of direct PDE numerical simulations of (1) in two dimensions. Numerical simulation is performed on the spatiotemporal grid $(x_i, y_j)$ with $x_i = i\Delta x$, $i = 0, \cdots, N_x$ and $y_j = j\Delta y$, $j = 0, \cdots, N_y$ where $\Delta x = \Delta y$ for a uniform mesh grid and time $t_n = n\Delta t$, $n = 0, 1, 2, 3, \cdots$, where $\Delta t$ is the time step. Therefore, the space steps in the $x$ -direction and in the $y$ -direction are as follows:
\[ \Delta x = \frac{L_x}{N_x}, \quad \Delta y = \frac{L_y}{N_y}, \quad N_x, N_y \in \mathbb{Z}, \]

where \(0 < x < L_x\) and \(0 < y < L_y\) is used as the domain in the \((x, y)\) parameter plane. In (1), we represent the grid approximations by \(U_{i,j}^n = u(x_i, y_j, t_n)\) and \(V_{i,j}^n = v(x_i, y_j, t_n)\). Therefore, the full discrete grid approximation of \(U_{i,j}^n\) is as follows:

\[
\frac{U_{i,j}^{n+1/2} - U_{i,j}^n}{\Delta t/2} = D_u \frac{U_{i-1,j}^{n+1/2} - 2U_{i,j}^{n+1/2} + U_{i+1,j}^{n+1/2}}{\Delta x^2} + D_u \frac{U_{i,j-1}^n - 2U_{i,j}^n + U_{i,j+1}^n}{\Delta y^2} + f(U_{i,j}^n, V_{i,j}^n) \quad (3)
\]

\[
\frac{U_{i,j}^{n+1} - U_{i,j}^{n+1/2}}{\Delta t/2} = D_u \frac{U_{i-1,j}^{n+1/2} - 2U_{i,j}^{n+1/2} + U_{i+1,j}^{n+1/2}}{\Delta x^2} + D_u \frac{U_{i,j-1}^{n+1} - 2U_{i,j}^{n+1} + U_{i,j+1}^{n+1}}{\Delta y^2} + f(U_{i,j}^{n+1/2}, V_{i,j}^{n+1/2}) \quad (4)
\]

Equation (3) indicates the first half of the total time step and (4) indicates the rest half of the total time step. The central difference operator is defined as \(\delta_x U_{i,j}^k = U_{i+1/2,j}^k - U_{i-1/2,j}^k\) and a similar formula can be defined for \(\delta_y\). Equivalently, we can define the approximation equations for \(V_{i,j}^n\).

Table 1. Typical parameter values of (1) for the numerical computations.

| Parameters | \(a\) | \(b\) | \(D_u\) | \(D_v\) |
|------------|-------|-------|--------|--------|
| Values     | 3.0   | 14.0  | 3.0    | 10.0   |

Fig.1. Pattern evolution as a function of time. (a) at \(t = 0\) (b) at \(t = 47\) (c) at \(t = 122\) (d) at \(t = 2000\).

In this simulation, we use \(\Delta x = \Delta y = 0.5\) as space step and \(\Delta t = 0.04\) as time step on a grid of \(220 \times 220\) elements and eventually, we get a periodic spot pattern. Again, it was checked that the decreasing values of step size did not lead to any changes in the results. We continue our numerical simulations until they are in a stationary or until they have behavior that the characteristics results do not seem anymore. Fig.1 shows the dynamics of a periodic pattern of (1) as a function of time. Here, we consider a small perturbation of the steady state solution as an initial guess and continue our simulation process for a long time until we get a periodic pattern. We use the parameter values of (1) as mentioned in Table 1. Fig.1(a) shows the initial data at time...
$t = 0$. Fig.1(b), Fig.1(c) shows the development process of the spot pattern at time $t = 47$ and $t = 122$ respectively. Finally, we get a periodic spot pattern at time $t = 2000$ which shows in Fig.1(d).

3.2. Existence of PTW Solutions in the One Dimensional Space through PDE Simulation

In this subsection, we compare the results of (1) obtained in the previous subsection 3.1 with the corresponding direct PDE numerical simulations of (1) in one dimensional space. Fig.2 shows the qualitative behavior of the PTW solutions of (1) with the periodic patterns.

![Fig.2](image)

(a) Space-time plot via direct PDE simulation. (a) Solutions of activator, $u$ (b) Solutions of inhibitor, $v$.

Fig.2(a) and Fig.2(b) shows that the PTW solutions of the activator, $u$ and the inhibitor, $v$ respectively. We apply an implicit scheme with periodic boundary conditions over the domain $[0, D]$. Here $D$ represents the system size which is defined by $D = n \times p$ where $n$ is the number of pulses and $p$ is the spatial period. We consider, $dx = 0.09$ as space size and $dt = 0.01$ as time step on 2181 grid elements and other parameter settings remain the same as those in Fig.1. Here, we consider a small perturbation of the steady state solution as the initial data and continue our simulation process for a long time until we get a stable pattern. In this simulation, we take $D = 200$ as the system size with four pulses that means, the spatial period is $p = 50$ and also we take $50 \leq t \leq 150$ as the time range for the solutions of (1). Finally, we obtain periodic pattern solutions of the activator, $u$ as well as the inhibitor, $v$. Hence, we get a good agreement between the results obtained from this subsection and the result from the subsection 3.1.

3.3. Existence of Limit Cycles (Local Dynamics Analysis)

In this subsection, we establish the existence of limit cycle solutions of the local dynamics of the model (1). Local dynamics of the model (1) without diffusion term can be represented by the following system of ordinary differential equations (ODEs).
Fig. 3. An illustration of the local dynamics of the model (1) which is represented by (5).

\[
\begin{align*}
\frac{du}{dt} &= a - (b+1)u + u^2 v, \\
\frac{dv}{dt} &= bu - u^2 v.
\end{align*}
\] (5)
A periodic solution \((u,v)\) is a periodic orbit or limit cycle of the system of ODEs (5). Linear stability analysis shows that when \(b < 1 + a^2\) then the equilibrium point \((a,b/a)\) is stable and all other non-equilibrium solutions of (5) approach to the unstable limit cycle. Also, when \(b > 1 + a^2\) then the equilibrium point \((a,b/a)\) is unstable and all other non-equilibrium solutions of (5) approach to the stable limit cycle. Hence, we get an equation for the Hopf bifurcation points and which is \(b = 1 + a^2\). Now, we investigate the system of ODEs (5) numerically to verify the linear stability analysis results.

In Fig.3, we plot activator and inhibitor densities \(u\) and \(v\) with respect to time as well as \(u\) versus \(v\) where we take \(a = 3.0\). In this case, the kinetics have a Hopf bifurcation at \(b = 10.0\) and we get a stable limit cycle solution for greater values of \(b = 10.0\). Fig.3(a) and Fig.3(b) represents the solutions of (5) when \(a = 3.0\) and \(b = 9.9\), where we get the stable equilibrium point (3,3.3) and shows the existence of the unstable limit cycle. Fig.3(c) and Fig.3(d) represents the solutions of (5) when \(a = 3.0\) and \(b = 10.0\) where we get the unstable equilibrium point (3,3.37) shows the existence of the stable limit cycle. From the stable limit cycle solutions of (5), we see that the cycles are of low amplitude for \(b\) close to the Hopf bifurcation value \(b = 10.0\) and they increase in amplitude as \(b\) is increased.

### 3.4. Existence of PTW Solutions of the Model via Continuation Method

In order to provide the instability of a R-D system, it is important to investigate the PTW solutions of (1) via traveling wave coordinate. In this section, we use a software package WAVETRAIN [13] which is based on the continuation method and we establish the existence of PTW solutions of (1) in the two dimensional parameter plane. Traveling wave coordinate \(z = x - ct\) is used in our calculation where \(c\) is the wave speed and also \(x\) and \(t\) are the space and time coordinates, respectively. By putting \(u(x,t) = U(z)\) and \(v(x,t) = V(z)\) in (1), we get the following traveling wave equations.

\[
D_u \frac{d^2U}{dz^2} + c \frac{dU}{dz} + a - (b+1)U + U^2V = 0,
\]

\[
D_v \frac{d^2V}{dz^2} + c \frac{dV}{dz} + bU - U^2V = 0.
\]

Now we rewrite the system of equations (6) as a system of four dimensional ODEs as follows:

\[
\frac{dU}{dz} = P,
\]

\[
\frac{dP}{dz} = \left(-cP - a + (b+1)U - U^2V\right)/D_u,
\]

\[
\frac{dV}{dz} = Q,
\]

\[
\frac{dQ}{dz} = \left(-cQ - bU + U^2V\right)/D_v.
\]
A PTW solution \((U(z), V(z))\) represents the existence of periodic orbit or limit cycle solution of the system (7) via Hopf bifurcation theorem [22, 23] as a bifurcation parameter passes through the critical value. In simple cases, the branch of the solution (7) has at least one terminating at a Hopf bifurcation point [13] and in complex problems, the solution branch starts and ends at homoclinic solution. A periodic traveling wave solution from the simulation of the partial differential equation is required as an initial solution for the continuation. The parameter \(b\) is considered as the bifurcation parameter and the other parameter values of (1) are the same as in Fig.1. Fig.4 represents the existence of the PTW solutions on a grid of \(10 \times 10\) elements. In the parameter plane, the green triangle represents that periodic traveling wave solution does not exist and also the orange line represents that the locus of Hopf bifurcation points with respect to the wave speed. Also, the brown circle indicates that the existence of the PTW solution corresponding to the wave speed \(c\) and the parameter value \(b\).

Fig.4. Existence of periodic traveling wave solutions of (1) as a function of parameter \(b\) and the wave speed \(c\).

Fig.5. Two PTW solution profiles of (1) as a function of the parameter \(b\) and wave speed \(c\).
Fig. 5 shows two different PTW solution profiles of (1) as a function of control parameter $b$ and wave speed $c$. Here we calculate solution profiles for $b=14.0$ with different wave speeds and the other parameter values of our model (1) are $a = 3.0, D_a = 3.0$ and $D_v = 10.0$. In Fig.5, symbols $U, P, V$ and $Q$ are the internal names of the state variables of (1). According to the $(b, c)$ parameter plane in Fig.4, Fig.5(a) represents the PTW solution profile for the bifurcation parameter value $b = 14.0$ with the wave speed $c = 5.0$ and the calculated period of the wave is 26.78. Also, Fig.5(b) represents the PTW solution profile for the bifurcation parameter value $b = 14.0$ with the wave speed $c = 20.0$ and the calculated period of the wave is 158.97. These figures in Fig.5 indicate that increasing the value of wave speed $c$ increases the periods of the PTW solutions of (1) at fixed bifurcation parameter value. However, the periods are not changing quickly as wave speed $c$ changes. In paper [1], authors discussed the PTW solutions of the R-D system and the stability of the waves based on the periods of the corresponding waves. They showed that waves a sufficiently small period are always unstable whereas those with a sufficiently large period are always stable. Our Fig.5(a) shows the small period 26.78 with the small wave speed $c = 5.0$ and the figure looks like an unstable PTW solution and similarly Fig.5(b) shows the large period 158.97 corresponding to the high wave speed $c = 20.0$ and the figure looks like a stable PTW solution.

4. Conclusion

We showed the periodic pattern dynamics of a non-linear R-D Brusselator model by the direct numerical PDE simulation in two dimensions. In the numerical simulation process, we figured out a periodic spot pattern. Besides, we studied the existence of PTW solutions numerically in one dimensional space. We showed the existence of periodic solutions as well as limit cycles of the local dynamics of our model. We also studied the existence of PTW solutions in the parameter plane as a function of one parameter family via continuation method. Moreover, we showed several PTW solution profiles for $b=14.0$ with different wave speeds corresponding to the continuation result. Thus, we found a consistent result between the continuation result and the result from the direct PDE simulations.
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