Abstract. We present a new approach for predicting stable equilibrium shapes of two-dimensional crystalline islands on flat substrates, as commonly occur through solid-state dewetting of thin films. The new theory is a generalization of the widely used Winterbottom construction (i.e., an extension of the Wulff construction for particles on substrates). This approach is equally applicable to cases where the crystal surface energy is isotropic, weakly anisotropic, strongly anisotropic and “cusped”. We demonstrate that, unlike in the classical Winterbottom approach, multiple equilibrium island shapes may be possible when the surface energy is strongly anisotropic. We analyze these shapes through perturbation analysis, by calculating the first and second variations of the total free energy functional with respect to contact locations and island shape. Based on this analysis, we find the necessary conditions for the equilibria to be stable to two-dimensional perturbations and exploit this through a generalization of the Winterbottom construction to identify all possible stable equilibrium shapes. Finally, we propose a dynamical evolution method based on surface diffusion mass transport to determine whether all of the stable equilibrium shapes are dynamically accessible. Applying this approach, we demonstrate that islands with different initial shapes may evolve into different stationary shapes and show that these dynamically-determined stationary states correspond to the predicted stable equilibrium shapes, as obtained from the generalized Winterbottom construction.
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1. Introduction. Many micro- and nano-scale devices use solid thin films as basic building components. Compared to traditional bulk materials, thin films have a very large surface-area-to-volume ratios. Such films can be unstable to particle formation (dewetting or agglomeration) due to surface tension/capillarity effects, especially at high temperatures and/or on long time scales. Solid-state dewetting has been observed and studied in a large number of experimental systems (e.g., see the recent review papers [26, 39]), such as Ni films on MgO substrates and Si films on amorphous SiO$_2$ substrates (i.e., SOI).

The dewetting of solid thin films is similar to the dewetting of liquid films [3, 35, 46]. The main difference between solid and liquid dewetting is associated with anisotropy of physical properties (e.g., surface energy, diffusivity) and the mode of mass transport; solid-state dewetting is usually dominated by surface diffusion rather than fluid dynamics (as in liquid-state dewetting). Solid-state dewetting is increasingly important in many modern technologies where it can be either detrimental or advantageous. For example, dewetting can destroy micro-/nano-device perfor-
Fig. 1.1. A schematic illustration of a film or island on a flat, rigid substrate in two dimensions with three interfaces, i.e., film/vapor (FV), film/substrate (FS) and vapor/substrate (VS) interfaces.

From a mathematical perspective, theoretical solid-state dewetting studies can be categorized into two major classes. The first focuses on the equilibrium of particles on substrates (e.g. [22, 49]), i.e., finding the stable equilibrium shapes of solid-state particles via constrained minimization; the second examines the temporal evolution of the film/particle morphology (e.g. [5, 15, 16, 37, 41, 44]), i.e., examining dewetting dynamics subject to different classes of kinetic phenomena, such as Rayleigh-like instabilities [15, 18], corner-induced instabilities [50] and periodic mass-shedding [41, 44]. In this paper, we mainly focus on the determination of equilibrium shapes of anisotropic particles on substrates and validate the theoretical predictions on (multiple) stable equilibria by numerically solving sharp-interface dynamical evolution models based on surface diffusion and contact line migration.

Following the thermodynamic principles laid out by Gibbs [9], we seek to determine the equilibrium shape of an island/film on a substrate that is a connected shape $\Omega$ which minimizes the total interfacial energy functional of the system [16, 22],

$$\min_{\Omega} W = \int_{\Gamma_{FV}} \gamma_{FV} d\Gamma_{FV} + \int_{\Gamma_{FS}} \gamma_{FS} d\Gamma_{FS} + \int_{\Gamma_{VS}} \gamma_{VS} d\Gamma_{VS} \quad \text{s.t. } |\Omega| = \text{const.}$$

Here, $\Omega$ refers to the island/film (see Fig. 1.1), $|\Omega|$ represents its total volume (3D)/area (2D) of the region, $\Gamma_{FV}$, $\Gamma_{FS}$ and $\Gamma_{VS}$ represent the film/vapor, film/substrate and vapor/substrate interfaces, respectively, and $\gamma_{FV}, \gamma_{FS}, \gamma_{VS}$ represent their corresponding interfacial energy densities. As is typical in solid-state dewetting problems, we assume that $\gamma_{FS}$ and $\gamma_{VS}$ are constants (we assume here that the substrate is flat and remains so during the entire dewetting process, but the effects of a mechanically or chemically reactive substrate can be also included in the model). If $\gamma_{FV}$ is a constant, the problem is isotropic; if $\gamma_{FV}$ depends on the orientation of the film/vapor interface (free surface), it is anisotropic. For crystalline films, $\gamma_{FV}$ is a function of the surface normal (the angle between the outer surface normal and the $y$-axis in 2D) $\theta$.
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Fig. 1.2. A schematic illustration for the Wulff construction in 2D with a strongly anisotropic surface energy $\gamma(\theta) = 1 + 0.3\cos(4\theta)$, where (a) is the $\gamma$-plot (blue curve of points with angle $\theta$ and distance $\gamma(\theta)$ to the origin, i.e., the Wulff point) with the gray line (normal) perpendicular to the radius vector; (b) shows these normals at all points along the $\gamma$-plot; (c) shows the equilibrium particle (Wulff) shape in blue (i.e., the solution to (1.2)) - this is the inner envelope of all of these planes (outlined in black) after the “ears” have been removed.

In the absence of a substrate, the island/film is completely surrounded by the vapor and the problem reduces to the classical problem in applied mathematics and materials science, i.e., determining a connected shape $\Omega$ such that

$$\min_\Omega W = \int_{\Gamma_{FV}} \gamma_{FV} d\Gamma_{FV} \text{ for } |\Omega| = \text{const}.$$  

This problem was first solved by Wulff [45] over a century ago using a geometrical approach which has become known as the Wulff (or Gibbs-Wulff) construction (see an illustration in Fig. 1.2). In fact, for the isotropic and weakly anisotropic cases, the Wulff envelope yields a unique connected particle shape which is the equilibrium; however, for the strongly anisotropic case, the Wulff envelope includes distinct “ears”, and its inner simply-connected envelope yields the equilibrium by applying the van Gogh treatment, i.e., cutting off/removing these “ears” (cf. Fig. 1.2(c)). For the convenience of readers, Fig. 1.3 displays the Wulff constructions for several different types of surface energy densities $\gamma(\theta)$.

Subsequently, several researchers (e.g., see [8, 25, 27, 31, 38]) provided rigorous proofs that the Wulff construction indeed yields a particle shape of minimal energy, i.e. the solution of (1.2). For example, Fonseca and Muller [8] applied geometric measure theory to show that the Wulff construction gives the equilibrium (solution) to (1.2). On the other hand, Gurski, McFadden and Miksis determined the linear stability of the above problem under the weak anisotropy, and they considered first and second variations of a two-dimensional equilibrium shape, while including the important effects of an axial perturbation (i.e., Rayleigh instability) [10, 11]. In fact, the variational problem (1.2) is scale-invariant and thus it can be first solved for any fixed volume/area in 3D/2D and followed by an appropriate re-scaling. In 2D, if
\( \gamma(\theta) \in C^1[-\pi, \pi] \), the Wulff envelope can be expressed analytically as [14, 32, 41]:

\[
\begin{align*}
\gamma(\theta) &= 1 + 0.06 \cos(4\theta) \quad \text{(weakly anisotropic);} \\
\gamma(\theta) &= 1 + 0.3 \cos(4\theta) \quad \text{(strongly anisotropic);} \\
\gamma(\theta) &= |\cos \theta| + |\sin \theta| \quad \text{("cusped").}
\end{align*}
\]

where a scaling factor can be chosen such that the area of the inner simply-connected region surrounded by the curve is \(|\Omega|\).

The equilibrium shape of an island on a substrate (i.e., the island in contact with a flat substrate where the substrate energy terms are included) is the solution to (1.1) and can be determined using the geometrical Wulff-Kaischew construction [19]. This equilibrium shape is often called the Winterbottom shape [43], i.e., a Wulff shape truncated by a flat substrate plane/line in 3D/2D, and where the Wulff shape is truncated depends on the wettability of the substrate, i.e., \(\gamma_{VS} - \gamma_{FS}\). The Winterbottom construction, though widely studied and applied (e.g., [21, 23, 48]), only describes island shapes corresponding to the global minimum of the free energy, i.e., the solution to (1.1). It does not, however, predict all possible stable equilibria, including metastable solutions - local minimizers. In fact, experiments often show island shapes that are not consistent with the Winterbottom shape and this discrepancy is likely attributable to the island shapes trapped in metastable free energy minima [24, 28]. To clarify this issue, this paper addresses the determination of all possible stable equilibria of the problem (1.1). We propose a generalization of the Winterbottom construction that is not only simply the truncated Wulff shape, but also considers the “ears” from the truncated Wulff envelope.

This paper is organized as follows. In section 2, we consider first-order perturbations to the shape of the two-dimensional film/vapor interface and contact positions, including the first and second thermodynamic variations of the total interfacial energy functional. Based on the thermodynamic variations, in section 3 we propose a generalized Winterbottom construction for determining all possible stable equilibrium shapes. In section 4, we adopt a sharp-interface dynamical evolution model under surface diffusion and contact line migration for simulating solid-state dewetting and implement this model by a numerical method from different initial conditions for find-
ing stable equilibrium shapes of the problem. Then, several numerical simulations are reported to validate the generalized Winterbottom construction in section 5. Finally, we draw some conclusions in section 6.

2. Thermodynamic variation. In this section, we consider the solid-state dewetting problem in 2D and calculate its first and second thermodynamic variations of the total free energy of the system. For simplicity, all the physical variables in the following discussion are non-dimensionalized, and the subscript \( s \) stands for differentiation with respect to the arc length.

As illustrated in Fig. 2.1, the film/vapor interface is denoted as \( \Gamma := X(s) = (x(s), y(s)), \ s \in [0, L] \) with arc length \( s \), and \( L \) represents the total length of the interface \( \Gamma \). The outer unit normal vector \( n \) and unit tangent vector \( \tau \) can be expressed as: \( n = (-y_s, x_s) \) and \( \tau = (x_s, y_s) \). Suppose that the flat substrate coincides with the \( x \)-axis of a Cartesian system, and \( x_c^l \) and \( x_c^r \) represent the \( x \)-axis coordinates of the left and right contact points, respectively, \( i.e., \ x(0) = x_c^l \) and \( x(L) = x_c^r \). In this scenario, the constrained minimization problem (1.1) can be reformulated as (by subtracting a constant and in dimensionless form):

\[
\min_{\Omega} W := W(\Gamma) = \int_{\Gamma} \gamma(\theta) \ d\Gamma - \sigma(x_c^r - x_c^l) \ s.t. \ |\Omega| = \text{const},
\]

where \( \sigma := (\gamma_{x} - \gamma_{xx})/\gamma_0 \) is a dimensionless material constant, \( \gamma_0 \) is a surface energy density employed to non-dimensionalize the equations, and \( \gamma(\theta) \) is the dimensionless film/vapor surface energy density (scaled by \( \gamma_0 \)). In the following discussion, according to (1.3), we assume that \( \gamma(\theta) \in C^4([\pi, \pi]) \) so that the equilibrium curve is at least a continuous piecewise-\( C^2 \) curve.

2.1. First and second variations. We calculate the first and second variations of the energy functional \( W \) defined in Eq. (2.1) with respect to the interface curve \( \Gamma \) and the left and right contact points, \( x_c^l \) and \( x_c^r \). In general, the calculation of the first variation with respect to a closed curve, such as the functional defined in the problem (1.2) [4] and the Willmore functional [42], only requires consideration of the perturbation along the normal direction of the closed curve, because the perturbation along the tangent direction of the closed curve contributes nothing to the first variation. However, in this case, the energy functional also depends on the two contact points \( (x_c^l, x_c^r) \), and we find that the tangent perturbation plays an important role in understanding contact point perturbations; hence, tangent perturbation must also be included.

We assume that the interface \( \Gamma = (x(s), y(s)) \) is a continuous piecewise-\( C^2 \) curve, and its derivatives with respect to the arc length, in the following discussion, can be understood in the weak sense. We consider the following infinitesimal first-order perturbation about the curve \( \Gamma \) along both its normal and tangent directions (see Fig. 2.1):

\[
\Gamma^\epsilon = \Gamma + \epsilon \varphi(s)n + \epsilon \psi(s)\tau,
\]

where \( 0 < \epsilon \ll 1 \) is a small perturbation parameter, \( \varphi(s), \psi(s) \in \text{Lip}[0, L] \) represent Lipschitz continuous perturbation functions with respect to arc length \( s \). Then the two components of the new curve \( \Gamma^\epsilon \) can be expressed as follows:

\[
\Gamma^\epsilon = (x^\epsilon(s), y^\epsilon(s)) = (x(s) + \epsilon u(s), y(s) + \epsilon v(s)), \quad 0 \leq s \leq L,
\]

where \( s \) is still a parameterization (but not the arc length) of the new curve \( \Gamma^\epsilon \) and
Due to this infinitesimal perturbation, the total interface free energy $W(\Gamma^\epsilon)$ := $W(\Gamma^\epsilon; \varphi, \psi)$ for the new curve $\Gamma^\epsilon$ after perturbation becomes:

$$W(\Gamma^\epsilon) := W(\Gamma^\epsilon; \varphi, \psi) = \int_{\Gamma^\epsilon} \gamma(\theta^\epsilon) \, d\Gamma^\epsilon - \sigma \left[ (x^\epsilon_c + cu(L)) - (x^\epsilon_c + cu(0)) \right]$$

$$= \int_0^L \gamma \left( \arctan \frac{y^\epsilon_s}{x^\epsilon_s} \right) \sqrt{(x^\epsilon_s)^2 + (y^\epsilon_s)^2} \, ds - \sigma \left[ (x^\epsilon_c + cu(L)) - (x^\epsilon_c + cu(0)) \right],$$

where $y^\epsilon_s = y_s + cu_s$ and $x^\epsilon_s = x_s + cu_s$, $\theta^\epsilon := \arctan \frac{y^\epsilon_s}{x^\epsilon_s} \in [-\pi, \pi]$ and the function “arctan” is the generalization of the usual arctangent function [16].

If the total energy $W(\Gamma^\epsilon)$ is understood as a function of the perturbation parameter $\epsilon$, then by simple calculations, we obtain

$$\frac{dW(\Gamma^\epsilon)}{d\epsilon} = \int_0^L \left[ \gamma'(\theta^\epsilon) \frac{d\epsilon}{d\theta^\epsilon} \sqrt{(x^\epsilon_s)^2 + (y^\epsilon_s)^2} + \gamma(\theta^\epsilon) \frac{x^\epsilon_s u_s + y^\epsilon_s v_s + \epsilon (u_s^2 + v_s^2)}{\sqrt{(x^\epsilon_s)^2 + (y^\epsilon_s)^2}} \right] \, ds$$

$$- \sigma \left[ u(L) - u(0) \right],$$
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where

\[
\frac{d\theta}{de} = \frac{x_s v_s - y_s u_s}{(x_s^2 + y_s^2)^2}.
\]

Noting Eqs. (2.4), (2.8) and (2.9), we can calculate the rate of change of the total interface energy functional with respect to the curve \(\Gamma(t)\) in terms of \(\epsilon\) as

\[
\delta W(\Gamma; \varphi, \psi) = \lim_{\epsilon \to 0} \frac{W(\Gamma^\epsilon) - W(\Gamma)}{\epsilon} = \left. \frac{dW(\Gamma^\epsilon)}{de} \right|_{\epsilon=0}
\]

\[
= \int_0^L \left[ \gamma'(\theta)(\varphi_s - \kappa \psi) + \gamma(\theta) \kappa \varphi + \gamma(\theta) \psi_s \right] ds - \sigma \left[ u(L) - u(0) \right]
\]

\[
= \left. \left[ \gamma'(\theta) \varphi \right] \right|_{s=0}^{s=L} + \int_0^L \gamma''(\theta) \kappa \varphi ds - \int_0^L \gamma'(\theta) \kappa \psi ds + \int_0^L \gamma(\theta) \kappa \varphi ds
\]

\[
\quad + \left. \left[ \gamma(\theta) \psi \right] \right|_{s=0}^{s=L} + \int_0^L \gamma'(\theta) \kappa \psi ds - \sigma \left[ u(L) - u(0) \right]
\]

\[
\delta W(\Gamma; \varphi, \psi) = \int_0^L \mu(s) \varphi(s) ds + f(\theta^a; \gamma(\theta) u(\theta^a)) - f(\theta^a; \gamma(\theta) u(L)),
\]

where \(\delta W(\Gamma; \varphi, \psi)\) is called as the first variation of the interface energy functional (2.1) and \(\kappa\) represents the curvature of the curve, i.e., \(\kappa = -y_s x_s + x_s y_s\).

Assume that \(\theta^a\) and \(\theta^r\) are contact angles at the left and right contact points, respectively, then we have

\[
x_s(0) = \cos \theta^a, \quad y_s(0) = \sin \theta^a, \quad x_s(L) = \cos \theta^r, \quad y_s(L) = \sin \theta^r.
\]

From Eqs. (2.5) and (2.6), we have

\[
\left\{\begin{array}{l}
\psi(0) = u(0) \cos \theta^a, \quad \varphi(0) = -u(0) \sin \theta^a, \\
\psi(L) = u(L) \cos \theta^r, \quad \varphi(L) = -u(L) \sin \theta^r,
\end{array}\right.
\]

Inserting (2.12) into (2.10), we obtain

\[
\delta W(\Gamma; \varphi, \psi) = \int_0^L \mu(s) \varphi(s) ds + f(\theta^a; \gamma(\theta) u(\theta^a)) - f(\theta^a; \gamma(\theta) u(L)),
\]

where

\[
f(\theta; \gamma) := \gamma(\theta) \cos \theta - \gamma'(\theta) \sin \theta - \sigma,
\]

and \(\mu := \mu(s)\) represents the dimensionless chemical potential of the system,

\[
\mu(s) := \tilde{\gamma}(\theta) \kappa(s) = (\gamma''(\theta) + \gamma(\theta)) \kappa(s),
\]

and \(\theta := \theta(s)\) is the local orientation of the interface curve.

Similar to the first variation, we calculate the second variation of the energy functional (2.1). From Eqs. (2.8) and (2.9), we have

\[
\frac{d^2 W(\Gamma^\epsilon)}{de^2} = \int_0^L \left\{ \gamma''(\theta) \left( \frac{d\theta^r}{de} \right)^2 \sqrt{(x_s^2)^2 + (y_s^2)^2} + \gamma'(\theta) \frac{d^2 \theta^r}{de^2} \sqrt{(x_s^2)^2 + (y_s^2)^2} + \frac{2\gamma'(\theta) x_s v_s + y_s u_s + \epsilon (u_s^2 + v_s^2)}{\sqrt{(x_s^2)^2 + (y_s^2)^2}} \right.
\]

\[
\quad - \left. \frac{\gamma(\theta)}{\sqrt{(x_s^2)^2 + (y_s^2)^2}} \right\} ds,
\]

\[
\left. \frac{d^2 W(\Gamma^\epsilon)}{de^2} \right|_{\epsilon=0} = \int_0^L \left\{ \gamma''(\theta) \left( \frac{d\theta^r}{de} \right)^2 \sqrt{(x_s^2)^2 + (y_s^2)^2} + \gamma'(\theta) \frac{d^2 \theta^r}{de^2} \sqrt{(x_s^2)^2 + (y_s^2)^2} + \frac{2\gamma'(\theta) x_s v_s + y_s u_s + \epsilon (u_s^2 + v_s^2)}{\sqrt{(x_s^2)^2 + (y_s^2)^2}} \right.
\]

\[
\quad - \left. \frac{\gamma(\theta)}{\sqrt{(x_s^2)^2 + (y_s^2)^2}} \right\} ds,
\]

\[
\left. \frac{d^2 W(\Gamma^\epsilon)}{de^2} \right|_{\epsilon=0} = \int_0^L \left\{ \gamma''(\theta) \left( \frac{d\theta^r}{de} \right)^2 \sqrt{(x_s^2)^2 + (y_s^2)^2} + \gamma'(\theta) \frac{d^2 \theta^r}{de^2} \sqrt{(x_s^2)^2 + (y_s^2)^2} + \frac{2\gamma'(\theta) x_s v_s + y_s u_s + \epsilon (u_s^2 + v_s^2)}{\sqrt{(x_s^2)^2 + (y_s^2)^2}} \right.
\]

\[
\quad - \left. \frac{\gamma(\theta)}{\sqrt{(x_s^2)^2 + (y_s^2)^2}} \right\} ds,
\]

\[
\left. \frac{d^2 W(\Gamma^\epsilon)}{de^2} \right|_{\epsilon=0} = \int_0^L \left\{ \gamma''(\theta) \left( \frac{d\theta^r}{de} \right)^2 \sqrt{(x_s^2)^2 + (y_s^2)^2} + \gamma'(\theta) \frac{d^2 \theta^r}{de^2} \sqrt{(x_s^2)^2 + (y_s^2)^2} + \frac{2\gamma'(\theta) x_s v_s + y_s u_s + \epsilon (u_s^2 + v_s^2)}{\sqrt{(x_s^2)^2 + (y_s^2)^2}} \right.
\]

\[
\quad - \left. \frac{\gamma(\theta)}{\sqrt{(x_s^2)^2 + (y_s^2)^2}} \right\} ds,
\]
where \( x'_s = x_s + \epsilon u_s, \ y'_s = y_s + \epsilon v_s, \) and \( \frac{d\theta}{ds} \) is defined in Eq. (2.9) and

\[
\frac{d^2 \theta}{ds^2} = -2 \frac{(x_s v_s - y_s u_s)}{[(x'_s)^2 + (y'_s)^2]} - \frac{x_s v_s + y_s u_s + \epsilon (u'_s^2 + v'_s^2)}{[(x'_s)^2 + (y'_s)^2]}
\]

Substituting (2.5) and (2.17) into (2.16) and recalling that \( \kappa = -y_s x'_s + x_s y'_s \) and \( x'_s^2 + y'_s^2 = 1, \) we obtain

\[
\frac{d^2 \mu(s)}{ds^2} = 0
\]

Substituting (2.17) into (2.20), we find that

\[
\frac{d^2 \theta}{ds^2} = \frac{(x'_s)^2 + (y'_s)^2}{2}\]

Conversely, if \( \Gamma(e) \) is an equilibrium shape, then \( \delta W(\Gamma(e); \varphi, \psi) \equiv 0, \) \( \forall \varphi, \psi \in \text{Lip}[0, L] \) with the perturbation function \( \varphi(s) \) satisfying Eq. (2.19), i.e., \( \int_0^L \varphi(s) \ ds = 0, \) it is an equilibrium shape of the solid-state dewetting problem (2.1).

**Definition 2.1. (Equilibrium shapes):** If a continuous piecewise-\( C^2 \) curve \( \Gamma(s) := (x(s), y(s)) \) for \( s \in [0, L], \) satisfies \( \delta W(\Gamma; \varphi, \psi) \equiv 0, \) \( \forall \varphi, \psi \in \text{Lip}[0, L] \) with the perturbation function \( \varphi(s) \) satisfying Eq. (2.19), i.e., \( \int_0^L \varphi(s) \ ds = 0, \) it is an equilibrium shape of the solid-state dewetting problem (2.1).

**Lemma 2.2.** Assume that a continuous piecewise-\( C^2 \) curve \( \Gamma(s) := (x(s), y(s)) \) for \( s \in [0, L], \) represents the film/vapor interface of the solid-state dewetting problem (2.1) with material constant \( \sigma \) and surface energy density \( \gamma(\theta). \) Then \( \Gamma(e) \) is an equilibrium shape if and only if the following two conditions are satisfied:

\[
\begin{align*}
\mu(s) &:= \tilde{\gamma}(\theta) \kappa(s) = [\gamma(\theta) + \gamma''(\theta)] \kappa(s) \equiv C, \quad a.e. \ s \in [0, L], \\
\int_0^L \varphi(s) \ ds & = 0
\end{align*}
\]

where the constant \( C \) is determined by the given area of the film, and \( \theta^a, \theta^c \) represent the left and right contact angles of \( \Gamma_e, \) respectively.

**Proof.** It’s easy to see that if the conditions (2.20)-(2.21) are both satisfied, by using Eqs. (2.13) and (2.19), then we find that \( \delta W(\Gamma; \varphi, \psi) \equiv 0, \) \( \forall \varphi, \psi \in \text{Lip}[0, L]. \) Therefore, \( \Gamma(e) \) is an equilibrium shape.

Conversely, if \( \Gamma(e) \) is an equilibrium shape, then \( \delta W(\Gamma(e); \varphi, \psi) \equiv 0, \) \( \forall \varphi, \psi \in \text{Lip}[0, L]. \) Since \( u(0) \) and \( u(L) \) are arbitrary, by using Eq. (2.13), we can obtain the condition (2.21) and the following expression

\[
\int_0^L \mu(s) \varphi(s) \ ds = 0.
\]
By choosing $C = \frac{1}{L} \int_0^L \mu(s) \, ds$ and making use of $\int_0^L (\mu(s) - C) \varphi(s) \, ds = 0$, we have $\int_0^L (\mu(s) - C)^2 \, ds = 0$. By choosing $\varphi(s) = \mu(s) - C$, we obtain

$$\int_0^L (\mu(s) - C)^2 \, ds = 0.$$ 

Therefore, we find that $\mu(s) \equiv C$, a.e. $s \in [0, L]$, i.e., the condition (2.20). Ω

It can be easily shown that the Wulff envelope, i.e., Eq. (1.3), satisfies the condition (2.20): $\mu(s) \equiv C$. Note that when $\gamma(\theta)$ is strongly anisotropic, the curve given above by Eq. (1.3) will self-intersect, i.e., the Wulff envelope will form “ears”. In this case, without considering the substrate energy, the Wulff construction states that cutting off all “ears” will give the unique equilibrium shape. Considering the substrate energy, the (classical) Winterbottom construction still follows the Wulff construction approach, however, in the following we show that this is not always true.

Condition (2.21) is called as the anisotropic Young equation, which has been derived over the years by many authors (e.g., see \([13, 29, 41]\)). Its roots determine the anisotropic Young angles, $\theta_a \in [-\pi, \pi]$. For the isotropic case, i.e., $\gamma(\theta) \equiv 1$, it is easy to see that the anisotropic Young equation collapses to the well-known (isotropic) Young equation, i.e., $\cos \theta = \gamma(\theta) = \frac{2\sqrt{c_a}}{c_a}$, which is commonly used in liquid-state wetting/dewetting \([47, 3]\). When $-1 \leq \sigma \leq 1$, the Young equation has a unique root $\theta_a^\ast = \cos^{-1} \sigma$ in the interval $[0, \pi]$ and a unique root $\theta_b^\ast = -\cos^{-1} \sigma$ in the interval $[-\pi, 0]$; and when $|\sigma| > 1$, there is no root and complete wetting or dewetting occurs.

For the anisotropic case, differentiating $f(\theta; \sigma)$ with respect to $\theta$, we obtain

$$\frac{df(\theta; \sigma)}{d\theta} = -[\gamma''(\theta) + \gamma(\theta)] \sin \theta = -\tilde{\gamma}(\theta) \sin \theta, \quad \theta \in [-\pi, \pi].$$

For the weakly anisotropic case, i.e., the surface stiffness $\tilde{\gamma}(\theta) = \gamma''(\theta) + \gamma(\theta) > 0$ for $\theta \in [-\pi, \pi]$, $f(\theta; \sigma)$ is a monotonously decreasing function on the interval $[0, \pi]$, and a monotonously increasing function on the interval $[-\pi, 0]$, respectively; in this case, for any given $\sigma \in \mathbb{R}$, the anisotropic Young equation (2.21) has at most one root $\theta_a^\ast \in [0, \pi]$, and at most one root $\theta_b^\ast \in [-\pi, 0]$, respectively. On the other hand, in the strongly anisotropic case, i.e., the surface stiffness $\tilde{\gamma}(\theta) = \gamma''(\theta) + \gamma(\theta)$ changes sign over $[-\pi, \pi]$ and the anisotropic Young equation (2.21) may have multiple roots over the interval $[0, \pi]$ (see Fig. 2.2) and/or over the interval $[-\pi, 0]$.

![Plot of f(θ; σ) as a function of θ for γ(θ) = 1 + β cos(4θ) for different β and σ = −0.5.](image)

Looking back at the explicit expression of the Wulff envelope, i.e., Eq. (1.3), if we first use a flat substrate line given by the expression $y = \sigma$ to truncate the
Wulff envelope and then redefine the origin of the Cartesian coordinates for the Wulff envelope by denoting the \( y \)-coordinate of the flat substrate line as the zero (the \( x \)-coordinate is unchanged), we find that the substrate intersects the Wulff envelope at contact points \((x(\theta_0^l), 0)\) and \((x(\theta_0^u), 0)\) with contact angles \( \theta_0^l \in [0, \pi] \) and \( \theta_0^u \in [-\pi, 0] \). It is easy to see that \( \theta_0^l \) and \( \theta_0^u \) satisfy the anisotropic Young equation (2.21).

Therefore, we conclude that a connected curve segment of the Wulff envelope, which is truncated by a flat substrate line \( y = \sigma \), is an equilibrium shape of the solid-state dewetting problem (2.1) [16]. However, the situation is much more complicated when the surface energy is strongly anisotropic due to the existence of multiple roots over \([0, \pi]\) and/or \([-\pi, 0]\) in the anisotropic Young equation (2.21). In general, not all equilibria with anisotropic Young contact angles (roots of the anisotropic Young equation (2.21)) are stable. Stability conditions for the equilibrium shapes can be determined by using the second variation of the energy functional.

**Definition 2.3. (Stable equilibrium):** If a continuous piecewise-\( C^2 \) curve \( \Gamma_e := (x(s), y(s)) \) for \( s \in [0, L] \) satisfies the relation: \( \forall \, \nu_0 > 0 \), there exists a small positive number \( \epsilon_0 \), such that when \( |\epsilon| < \epsilon_0 \), the following relation always holds:

\[
W(\Gamma_e) \leq W(\Gamma^*_e; \varphi, \psi) \leq W(\Gamma_e) + \nu_0, \quad \forall \, \|\varphi\|_{\text{Lip}[0,L]} \leq 1, \, \|\psi\|_{\text{Lip}[0,L]} \leq 1,
\]

where \( W(\Gamma^*_e; \varphi, \psi) \) is defined above in Eq. (2.7) with the perturbation function \( \varphi(s) \) satisfying Eq. (2.19) (i.e., \( \int_0^L \varphi(s) \, ds = 0 \)), then \( \Gamma_e \) is a stable equilibrium of the solid-state dewetting problem (2.1).

According to the above second variation, i.e., Eq. (2.18), we can obtain a necessary condition for stable equilibria of the solid-state dewetting problem (2.1).

**Lemma 2.4.** If a continuous piecewise-\( C^2 \) curve \( \Gamma_e := (x(s), y(s)) \) for \( s \in [0, L] \) satisfies relation (2.22), then \( \Gamma_e \) is an equilibrium shape and the following stability condition (with respect to two-dimensional perturbations) holds:

\[
\tilde{\gamma}(\theta(s)) = \gamma(\theta) + \gamma''(\theta) \geq 0, \quad \text{a.e. } s \in [0, L].
\]

**Proof.** If \( \Gamma_e \) satisfies (2.22), then when \( |\epsilon| < \epsilon_0 \), \( W(\Gamma_e) \leq W(\Gamma^*_e; \varphi, \psi) \). By examining \( W(\Gamma^*_e; \varphi, \psi) \) as a function of \( \epsilon \) and \( W(\Gamma_e) = W(\Gamma^0_e; \varphi, \psi) \), we see that

\[
\delta W(\Gamma_e; \varphi, \psi) = \lim_{|\epsilon| \to 0, \epsilon \neq 0} \frac{1}{\epsilon} \left[ \frac{W(\Gamma^*_e; \varphi, \psi) - W(\Gamma_e)}{\epsilon} \right] = 0.
\]

Therefore, \( \Gamma_e \) is an equilibrium shape of the solid-state dewetting problem (2.1).

Furthermore, using Taylor expansion for \( W(\Gamma^*_e; \varphi, \psi) \) with respect to \( \epsilon \), we have

\[
W(\Gamma^*_e; \varphi, \psi) = W(\Gamma_e) + \delta W(\Gamma_e; \varphi, \psi) \epsilon + \frac{1}{2} \delta^2 W(\Gamma_e; \varphi, \psi) \epsilon^2 + \mathcal{O}(\epsilon^3),
\]

where the second variation \( \delta^2 W(\Gamma_e; \varphi, \psi) \) is defined by Eq. (2.18). Then, by using the above definition of stable equilibrium and the first variation \( \delta W(\Gamma_e; \varphi, \psi) = 0 \), we immediately have

\[
\delta^2 W(\Gamma_e; \varphi, \psi) = \int_0^L \tilde{\gamma}(\theta)(\varphi_s - \kappa \psi)^2 \, ds \geq 0.
\]

Since \( \varphi(s) \) and \( \psi(s) \) are arbitrarily chosen functions, we obtain \( \tilde{\gamma}(\theta(s)) = \gamma(\theta) + \gamma''(\theta) \geq 0, \) a.e. \( s \in [0, L] \). \( \Box \)
Remark 2.1. This Lemma shows that all surface orientations presented in the stable equilibrium shape have non-negative surface stiffness. We refer to these orientations as stable orientations.

Combining Lemmas 2.2 and 2.4, we have the following theorem which presents necessary conditions for stable equilibria of the solid-state dewetting problem (2.1).

Theorem 2.5. \textbf{(Necessary conditions):} Assume that a continuous piecewise-$C^2$ curve $\Gamma_e := (x(s), y(s))$ for $s \in [0, L]$ is the film/vapor interface of the solid-state dewetting problem (2.1) with material constant $\sigma$ and film/vapor interface energy density $\gamma(\theta)$. If $\Gamma_e$ is a stable equilibrium, then the three conditions (2.20), (2.21) and (2.23) are simultaneously satisfied.

3. A generalized Winterbottom construction. In this section, we present a generalization of the Winterbottom construction for obtaining all possible stable equilibria of solid-state dewetting for a given surface energy density $\gamma(\theta)$ and material constant $\sigma$. By applying this generalized Winterbottom construction, we show that for a crystalline material with an $m$-fold symmetric surface energy, there are cases for which multiple stable equilibrium island shapes exist for strong anisotropy [16, 24, 20].
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Fig. 3.1. A simple illustration of the three steps for obtaining all possible stable equilibria: (a) given a $\gamma$-plot (blue solid curves), obtain the corresponding Wulff envelope (black solid curves); (b) then remove all unstable equilibrium orientations (black dash curves); and (c1)-(c4) finally use a flat substrate (red dash line) to truncate the Wulff envelope to obtain stable equilibrium island shapes (blue and green shaded regions). Here, we choose $\gamma(\theta) = 1 + 0.3\cos(4\theta)$ and $\sigma = -0.5$ as an example.

3.1. Three steps of the construction. According to the three conditions presented in Theorem 2.5, if given a surface energy density $\gamma(\theta)$ and a material parameter $\sigma := \frac{\gamma_{\text{FS}} - \gamma_{\text{VS}}}{\gamma_0}$, then we can construct all possible stable equilibrium shapes via the following three simple steps (see Fig. 3.1):

Step 1. Condition (2.20) $\implies$ “Draw the Wulff envelope”: For a given $\gamma(\theta)$, draw its $\gamma$-plot (blue curve in Fig. 3.1(a)). Obtain its Wulff envelope (black solid curve in
Fig. 3.1(a)) from the γ-plot via the Wulff construction. The Wulff envelope can be obtained analytically from Eqs. (1.3) when γ(θ) is smooth.

**Step 2.** Condition (2.23) \(\implies\) “Remove all unstable orientations”: Remove all orientations from the Wulff envelope (obtained in Step 1) for which the surface stiffness is negative (black dashed curves in Fig. 3.1(b)). As shown in Fig. 3.1(b), only parts of the Wulff envelope “ears” are unstable.

**Step 3.** Condition (2.21) \(\implies\) “Truncate the Wulff envelope”: Add a flat substrate \(y = \sigma\) (red dash line in Fig. 3.1(c1)-(c4)) and discard the sections of the remaining Wulff envelope (obtained in Step 2). The origin of the x-y coordinates lies at the center of the Wulff envelope (i.e., the Wulff point shown in Fig. 1.2(a)). Stable equilibria are enclosed by the Wulff envelope and the substrate line (blue shaded region in Fig. 3.1(c1) and green shaded regions in Fig. 3.1(c2)-(c4)).

In general, when the surface energy is isotropic or weakly anisotropic (i.e., the Wulff envelope has no “ears”), this procedure can produce at most one stable equilibrium. This is the most widely discussed application of the Winterbottom construction. However, when the surface energy is strongly anisotropic, this procedure may produce multiple stable equilibria, depending on the position of the flat substrate line (i.e., the material constant \(\sigma\)). For example, if we choose \(\sigma = 0.25\), this will produce only one stable equilibrium; on the contrary, if we choose \(\sigma = -0.5\) (shown in Fig. 3.1), it will produce four stable equilibria, including two symmetric shapes ((c1) and (c4)) and two asymmetric shapes ((c2) and (c3)). In the following discussion, we focus largely on cases of strong anisotropy.

### 3.2. Stable equilibria in strongly anisotropic cases

Here we discuss more details regarding stable equilibrium shapes found by application of the generalized Winterbottom construction for solid thin films with \(m\)-fold (\(m = 2, 3, 4, 6\)) smooth, symmetric film/vapor interface energy densities, which are widely discussed in the materials science literature. We write this surface energy density in the form:

\[
\gamma(\theta) = 1 + \beta \cos [m(\theta + \phi)], \quad \theta \in [-\pi, \pi],
\]

where \(\phi \in [0, \pi]\) represents a phase shift angle describing the rotation of the island crystal structure with respect to the substrate plane, and \(\beta \geq 0\) controls the degree of the anisotropy. For this surface energy, when \(\beta = 0\) the system is isotropic; when \(0 < \beta < \frac{1}{m^2 - 1}\) it is weakly anisotropic; otherwise, it is strongly anisotropic.

We now focus on four strongly anisotropic cases where the substrate line intersects with part of the Wulff envelope “ears”; these are cases not addressed in the classical Winterbottom construction [19, 43].

**Case 1 (Unique stable equilibrium with an inverted shape).** When the flat substrate line intersects with the top “ear” of the Wulff envelope (see Fig. 3.2(a) - (d)), the stable equilibrium can be obtained by “flipping over” the truncated part of the Wulff envelope, as shown in Figs. 3.2(c) and (d). Two different equilibrium island shapes are seen: the first between the substrate line (red) and dashed black line (shaded in green in Fig. 3.2(c)) and the second between the substrate line and the solid black line (shaded in blue in Fig. 3.2(d)). The first one (in green) is unstable, while the second (in blue) is stable. Interestingly, the stable case shown by Fig. 3.2(d) has concave rather than convex surfaces. This is quite different from the classical Winterbottom/Wulff constructions where the island/particle shape is always convex. The convexity of Wulff shapes has been rigorously proven by [31]. In this example, the anisotropic Young equation (2.21) has two different roots (i.e., \(\theta_a = \{0.3425, 0.6863\}\))
in $[0, \pi]$, but only the root 0.6863 corresponds to the left contact angle of the stable equilibrium shape shown by Fig. 3.2(d).

**Case 2 (A self-intersection curve with complete dewetting).** When $\sigma = -1.6$, the flat substrate line intersects the bottom “ear” (see Fig. 3.2(a) and (e)), and the truncated Wulff envelope shape is a self-intersection curve, shown by Fig. 3.2(e). In this case, the two contact points meet each other, and complete dewetting occurs - this implies that the island becomes an isolate particle, detached from the substrate. Note here that in this example, the anisotropic Young equation (2.21) has only one root (i.e., $\theta_a = 2.2497$), and it is less than $\pi$.

**Case 3 (Unique stable equilibrium).** When the flat substrate line intersects the middle “ears” of the Wulff envelope above the center, only one stable equilibrium shape exists and that is the one represented by the classical Winterbottom construction. In this example (i.e., $\gamma(\theta) = 1 + 0.3 \cos(4\theta)$ and $\sigma = 0.25$), the anisotropic Young equation (2.21) has three different roots ($\theta_a = \{0.8471, 1.6436, 2.1649\}$) in $[0, \pi]$, but only the root $\theta_a = 0.8471$ corresponds to the left contact angle of the stable equilibrium shape.

**Case 4 (Multiple stable equilibria).** In this case, the substrate line intersects the middle “ears” below the center. As shown in Fig. 3.3, it admits three solutions to the anisotropic Young equation (2.21). For the case shown in Fig. 3.3(a) ($m = 4, \beta = 0.3, \phi = 0, \sigma = -0.5$), for which stable equilibrium shapes have been clearly shown by Fig. 3.1), the three solutions for the left contact angle in $[0, \pi]$ are $\theta_a = \{1.0563, 1.4146, 2.3575\}$ two of which are stable. This yields the four stable equilibrium shapes - two symmetric (blue shaded region and striped region in Fig. 3.3(a)) and two asymmetric stable equilibrium shapes (blue shaded region plus the striped regions to the left or right of it in Fig. 3.3(a)). Similarly, for the case shown in Fig. 3.3(b) ($m = 4, \beta = 0.4, \phi = 0, \sigma = -\sqrt{3}/2$), there are three solutions in $[0, \pi]$ for the left contact angle $\theta_a = \{1.0672, 1.3723, 2.4520\}$ two of which are stable. However, this yields one symmetric (striped region in Fig. 3.3(b)) and two asymmetric stable
equilibrium shapes (blue shaded region plus the striped regions on the left or right of the center of the blue region in Fig. 3.3(b), together with a completely dewetted particle (the blue region detached from the substrate in Fig. 3.3(b)).

![Fig. 3.3. Two different examples for Case 4, where the generalized Winterbottom constructions are given for (a) $m = 4, \beta = 0.3, \phi = 0, \sigma = -0.5$; (b) $m = 4, \beta = 0.4, \phi = 0, \sigma = -\sqrt{3}/2$.]

The four cases discussed here clearly show that the anisotropic Young equation (2.21) may have multiple roots in $[0, \pi]$ (corresponding to static values of the left contact angles), but it is not necessarily the case that all of these are stable; i.e., there are stable and unstable anisotropic Young angles. More precisely, “stable anisotropic Young angles” refer here to all roots to (2.21) for which (2.23) is satisfied, i.e., equilibrium contact angles which may occur for stable orientations. For the $m$-fold crystalline surface energy (3.1) with $\phi = 0$, we find that a stable anisotropic Young angle uniquely determines a symmetric stable equilibrium shape. Hence, the number of stable anisotropic Young angles reflects the number of stable equilibrium island shapes. For a fixed $\phi$, we can examine how the number of anisotropic Young angles (i.e., the roots of the anisotropic Young equation (2.21) in $[0, \pi]$) and the number of those that are stable vary with the magnitude of the anisotropy $\beta$ and the material constant $\sigma$. We show these numbers of anisotropic Young angles as a function of $\beta$ and $\sigma$ for $m$-fold symmetric crystals ($m = 2, 3, 4, 6$) in Fig. 3.4 (for $\phi = 0$). As shown in Fig. 3.4, when $m$ increases, the maximum number of stable anisotropic Young angles also increases, and this means that more stable equilibrium shapes may appear (note: we only show data for $0 \leq \beta < 1$ since outside this range, the surface energy density $\gamma(\theta)$ may be non-positive).

4. Dynamical evolution via surface diffusion. In the previous section, we showed that when the surface energy is strongly anisotropic, multiple stable equilibrium island shapes (and contact angles) are possible. Which equilibrium shape appears may depend on how the system evolves, i.e., it may be possible for the system to be trapped in a metastable equilibrium. In order to investigate this question, we propose the dynamical evolution sharp-interface model via surface diffusion-controlled shape evolution for simulating solid-state dewetting and finding numerical stationary (or equilibrium) shapes. In the following section, we present numerical results for this model, evolving the structure until the shape becomes stationary and compare the resulting morphologies with those predicted in the previous section. We previously outline this approach in [41, 16] and describe it here for (i) the isotropic/weakly anisotropic, (ii) the strongly anisotropic, and (iii) the non-smooth and/or “cusped”
Fig. 3.4. Phase diagrams of the number of anisotropic Young angles (roots of the anisotropic Young equation (2.21) in $[0, \pi]$) as a function of $\beta$ and $\sigma$ for (a) $m = 2$, (b) $m = 3$, (c) $m = 4$, and (d) $m = 6$ (under the fixed $\phi = 0$). The colors indicate the total number of anisotropic Young angles - see the color bar at the top. The Arabic numerals in each of the plots indicate the number of stable anisotropic Young angles. Of course, the number of stable anisotropic Young angles is less than or equal the number of roots of (2.21).
surface energy cases.

4.1. Isotropic/weakly anisotropic case. In this case, $\gamma(\theta) \in C^2[-\pi, \pi]$ and $\tilde{\gamma}(\theta) := \gamma(\theta) + \gamma''(\theta) > 0$ for all $\theta \in [-\pi, \pi]$, where the first variation was shown in (2.13). A sharp-interface model for the two-dimensional solid-state dewetting of an island/film on a flat rigid substrate via surface diffusion was proposed in [41, 2]. In dimensionless form, the model may be written as

$$X_t = \mu_{ss} n, \quad 0 < s < L(t), \quad t > 0,$$

$$\mu = [\gamma(\theta) + \gamma''(\theta)] \kappa, \quad \kappa = -y_{ss} x_s + x_{ss} y_s;$$

where $\Gamma := \Gamma(t) = X(s, t) = (x(s, t), y(s, t))$ represents the moving film/vapor interface, $s$ is the arc length or distance along the interface, $t$ is time, $n = (-y_s, x_s)$ is the interface outer unit normal direction, $\mu := \mu(s, t)$ is the chemical potential and $L := L(t)$ represents the total length of the moving film/vapor interface. The initial condition is

$$X(s, 0) = (x(s, 0), y(s, 0)) = X_0(s) = (x_0(s), y_0(s)), \quad 0 \leq s \leq L_0 := L(0).$$

and the boundary conditions are [41]:

(i) Contact point condition

$$y(0, t) = 0, \quad y(L, t) = 0, \quad t \geq 0;$$

(ii) Relaxed contact angle condition

$$\frac{dx_s}{dt} = \eta f(\theta'_l; \sigma), \quad \frac{dx_r}{dt} = -\eta f(\theta'_r; \sigma), \quad t \geq 0,$$

where $\theta'_l := \theta'_l(t)$ and $\theta'_r := \theta'_r(t)$ are the (dynamic) contact angles at the left and right contact points, respectively, $0 < \eta < \infty$ denotes the contact line mobility, and $f(\theta; \sigma)$ is defined as Eq. (2.14);

(iii) Zero-mass flux condition

$$\mu_s(0, t) = 0, \quad \mu_s(L, t) = 0, \quad t \geq 0.$$

Condition (4.4) implies that the two contact points must move along the flat substrate, condition (4.5) is the energy dissipation relation for the moving contact points [41], and condition (4.6) ensures that the total area/mass of the thin film is conserved (no mass flux at the moving contact points). The total area/mass of the island $A(t)$ and the total interfacial energy $W(t)$ are defined as

$$A(t) = \int_0^{L(t)} y(s, t) x_s(s, t) \, ds, \quad W(t) = \int_0^{L(t)} \gamma(\theta(s, t)) \, ds - \sigma [x_r'(t) - x_l'(t)].$$

**Proposition 4.1.** For the sharp-interface model governing by Eqs. (4.1)-(4.2) together with boundary conditions (4.4)-(4.6) and the initial condition (4.3), the total area/mass is conserved and the total interfacial energy decreases during the evolution in the isotropic or weakly anisotropic case:

$$A(t) \equiv A(0) = \int_0^{L(0)} y(s, 0) x_s(s, 0) \, ds, \quad t \geq 0,$$

$$W(t) \leq W(t_1) \leq W(0) = \int_0^{L(0)} \gamma(\theta(s, 0)) \, ds - \sigma [x_r'(0) - x_l'(0)], \quad t \geq t_1 \geq 0.$$
Proof. We first introduce a new time-independent variable \( p \in [0,1] \) and re-parameterize the moving film/vapor interface such that \( p = 0 \) and \( p = 1 \) represent the left and right contact points, respectively. Then the arc length \( s \) is a function of \( p \) and \( t \) and we denote \( s_p = \frac{ds}{dp} \). The area/mass of the thin film in (4.8) can be rewritten as

(4.10) \[ A(t) = \int_0^1 yx_p \, dp. \]

By differentiating (4.10) with respect to \( t \) and integrating by parts, we obtain

\[
\dot{A}(t) = \int_0^1 (y_t x_p + y x_p t) \, dp = \int_0^1 (y_t x_p - y_p x_t) \, dp + y x_t \bigg|_{p=0}^{p=1}
\]

\[
= \int_0^1 (x_t, y_t) \cdot (-y_p, x_p) \, dp = \int_0^L(t) \mathbf{X}_t \cdot \mathbf{n} \, ds
\]

(4.11)

which immediately implies the total area/mass is conserved.

The total free energy in (4.9) can be rewritten as

(4.12) \[ W(t) = \int_0^1 \gamma(\theta) s_p \, dp - \sigma[x^*_c(t) - x^*_l(t)]. \]

Notice that the following equations hold:

(4.13) \[ \mathbf{n}_p = \kappa s_p \mathbf{t}, \quad \mathbf{t}_p = -\kappa s_p \mathbf{n}, \quad \theta_p = -\kappa s_p, \quad s_{pt} = \mathbf{X}_{pt} \cdot \mathbf{t}, \quad \theta_t s_p = \mathbf{X}_{pt} \cdot \mathbf{n}. \]

Differentiating (4.12) with respect to \( t \) and integrating by parts, making use of the above identities (4.13) and Eqs. (4.1)-(4.6), we obtain

\[
\dot{W}(t) = \int_0^1 (\gamma'(\theta) \theta_t s_p + \gamma(\theta) s_{pt}) \, dp - \sigma \left( \frac{dx^*_c}{dt} - \frac{dx^*_l}{dt} \right)
\]

\[
= \int_0^1 \mathbf{X}_{pt} \cdot (\gamma'(\theta) \mathbf{n} + \gamma(\theta) \mathbf{t}) \, dp - \sigma \left( \frac{dx^*_c}{dt} - \frac{dx^*_l}{dt} \right)
\]

\[
= -\int_0^1 \mathbf{X}_t \cdot \left( \left( \gamma''(\theta) \theta_p + \gamma'(\theta) \kappa s_p \mathbf{t} \right) + \gamma''(\theta) \theta_p \mathbf{t} - \gamma(\theta) \kappa s_p \mathbf{n} \right) \, dp
\]

\[
+ \left[ \mathbf{X}_t \cdot \left( \gamma'(\theta) \mathbf{n} + \gamma(\theta) \mathbf{t} \right) \right]_{p=1}^{p=0} - \sigma \left( \frac{dx^*_c}{dt} - \frac{dx^*_l}{dt} \right)
\]

(4.14)

\[
= \int_0^{L(t)} \kappa (\gamma(\theta) + \gamma''(\theta)) \mathbf{X}_t \cdot \mathbf{n} \, ds + f(\theta^*_c; \sigma) \frac{dx^*_c}{dt} - f(\theta^*_l; \sigma) \frac{dx^*_l}{dt}
\]

\[
= \int_0^{L(t)} \mu \mu_{ss} \, ds - \frac{1}{\eta} \left[ \left( \frac{dx^*_c}{dt} \right)^2 + \left( \frac{dx^*_l}{dt} \right)^2 \right]
\]

\[
= \mu \mu_{ss} \bigg|_{s=L(t)}^{s=0} - \int_0^{L(t)} \mu^2 \, ds - \frac{1}{\eta} \left[ \left( \frac{dx^*_c}{dt} \right)^2 + \left( \frac{dx^*_l}{dt} \right)^2 \right]
\]

(4.15)

\[
= -\int_0^{L(t)} \mu^2 \, ds - \frac{1}{\eta} \left[ \left( \frac{dx^*_c}{dt} \right)^2 + \left( \frac{dx^*_l}{dt} \right)^2 \right] \leq 0, \quad t \geq 0,
\]

which demonstrates that the total free energy is dissipative during the evolution. \( \Box \)
4.2. Strongly anisotropic case. In this case, \( \gamma(\theta) \in C^2[-\pi, \pi] \) and the surface stiffness \( \tilde{\gamma}(\theta) := \gamma(\theta) + \gamma''(\theta) \) changes sign for some \( \theta \in [-\pi, \pi] \), and the governing equations (4.1)-(4.2) become ill-posed. These governing equations can be regularized by adding regularization terms such that the regularized sharp interface model is well-posed. In practice, this is often done by regularizing the total interfacial energy \( W(\Gamma) \) in (2.1) by adding the well-known Willmore energy, i.e., \( W_{wm} = \frac{1}{2} \int_{\Gamma} \kappa^2 \, d\Gamma \) [12, 40, 16, 2] such that the regularized total interfacial energy becomes

\[
W_{reg}(\Gamma) = W(\Gamma) + \varepsilon^2 W_{wm}(\Gamma) = \int_{\Gamma} \left[ \gamma(\theta) + \varepsilon^2 \kappa^2 \right] d\Gamma - \sigma(x_\ell^s - x_\ell^f),
\]

where \( 0 < \varepsilon \ll 1 \) is a small regularization parameter.

Similar to the calculation of the first variation of \( W(\Gamma) \) in (2.1) to obtain (2.13), we obtain the first variation of the regularized total interfacial energy \( W_{reg}(\Gamma) \) as (details omitted here for brevity) [16]:

\[
\delta W_{reg}(\Gamma; \varphi, \psi) = \int_0^L \mu^\varepsilon(s) \varphi(s) \, ds + f^\varepsilon(\theta^d_0; \sigma) u(L) - f^\varepsilon(\theta^d_0; \sigma) u(0) - (\kappa \varphi_s)_0^L + \left( \frac{1}{2} \kappa^2 \psi \right)_0^L,
\]

where the function \( f^\varepsilon(\theta; \sigma) \) is defined as

\[
f^\varepsilon(\theta; \sigma) := \gamma(\theta) \cos \theta - \gamma'(\theta) \sin \theta - \varepsilon^2 \kappa_s(\theta) \sin \theta,
\]

and \( \mu^\varepsilon := \mu^\varepsilon(s) \) represents the dimensionless (regularized) chemical potential of the system, i.e.,

\[
\mu^\varepsilon(s) := \tilde{\gamma}(\theta) \kappa - \varepsilon^2 \left( \frac{\kappa^3}{2} + \kappa_{ss} \right), \quad \tilde{\gamma}(\theta) = \gamma(\theta) + \gamma''(\theta), \quad \kappa = -y_{ss}x_s + x_{ss}y_s.
\]

For \( \varepsilon \to 0 \), if \( \kappa_s(\theta) = o(1/\varepsilon^2) \) at contact points, then \( f^\varepsilon(\theta; \sigma) \to f(\theta; \sigma) \), which is defined in Eq. (2.14).

A sharp-interface model for the solid-state dewetting of a two-dimensional island/film with strongly anisotropic surface energy \( \gamma(\theta) \) on a flat rigid substrate can be written as (in dimensionless form) [16, 2]:

\[
\mathbf{X}_t = (\mu^\varepsilon)_s \mathbf{n}, \quad 0 < s < L(t), \quad t > 0.
\]

The initial condition is (4.3), the first boundary condition is (i) the contact point condition (4.4), and the other boundary conditions can be written as

(ii') Relaxed contact angle condition

\[
\frac{dx_\ell^l}{dt} = \eta f^\varepsilon(\theta^d_0; \sigma), \quad \frac{dx_\ell^r}{dt} = -\eta f^\varepsilon(\theta^d_0; \sigma), \quad t \geq 0,
\]

(iii') Zero-mass flux condition

\[
(\mu^\varepsilon)_s(0, t) = 0, \quad (\mu^\varepsilon)_s(L, t) = 0, \quad t \geq 0,
\]

(iv) Zero-curvature condition

\[
\kappa(0, t) = 0, \quad \kappa(L, t) = 0, \quad t \geq 0.
\]
Compared to the isotropic/weakly anisotropic case, the contact point condition (4.4) is the same and the boundary conditions (4.21)-(4.22) are similar. However, the additional boundary condition (4.23) is obtained from the first variation of the free energy (4.17) such that the system is self-closed (the dynamical evolution PDEs become sixth-order while they are fourth-order for the isotropic/weakly anisotropic case) and the total (regularized) free energy is dissipative during the evolution. In fact, this zero-curvature boundary condition (4.23) may be interpreted as the shape tends to be faceted near the two contact points when the surface energy anisotropy is strong.

As a function of time, the total (regularized) interfacial energy is defined as

\[ W_{\text{reg}}^\varepsilon(t) := \int_0^{L(t)} \left[ \gamma(\theta) + \varepsilon^2 \frac{\kappa^2}{2} \right] ds - \sigma [x_r^\varepsilon(t) - x_c^\varepsilon(t)]. \]

**Proposition 4.2.** For the sharp-interface model governed by Eqs. (4.20) and (4.19), together with boundary conditions (4.4) and (4.21)-(4.23) and initial condition (4.3), the total area/mass is conserved (i.e. (4.8) is valid), and the total (regularized) interfacial energy decreases during the evolution, i.e.,

\[ W_{\text{reg}}^\varepsilon(t) \leq W_{\text{reg}}^\varepsilon(t_1) \leq W_{\text{reg}}^\varepsilon(0), \quad t \geq t_1 \geq 0. \]

**Proof.** The proof that the total area/mass is conserved is similar to the proof of Proposition 4.1 and is omitted here for brevity. In order to prove that the energy is always decreasing during the evolution, the Willmore regularization energy can be rewritten as

\[ W_{\text{wm}}(t) = \frac{1}{2} \int_0^1 \kappa^2 s_p \, dp. \]

Differentiating (4.26) with respect to \( t \), making use of Eq. (4.13) and the identity \( \kappa_t s_p = -\theta_{pt} - \kappa s_{pt} \), applying (4.23) and integrating by parts, we obtain

\[
W_{\text{wm}}(t) = \frac{1}{2} \int_0^1 \left( 2\kappa_t s_p + \kappa^2 s_{pt} \right) dp = \int_0^1 \left( -\kappa \theta_{pt} - \kappa^2 s_{pt} + \frac{1}{2} \kappa^2 s_{pt} \right) dp
\]

\[
= \int_0^1 \left( -\kappa \theta_{pt} - \frac{1}{2} \kappa^2 s_{pt} \right) dp = \int_0^1 \left( \kappa s_p \theta_t - \frac{1}{2} \kappa^2 s_{pt} \right) dp
\]

\[
= \int_0^1 X_{pt} \cdot (\kappa_n - \frac{1}{2} \kappa^2 \tau) \, dp
\]

\[
= -\int_0^1 X_t \cdot (\kappa_{ss} s_p n + \kappa_s n_p - \kappa_{s\tau} \tau - \frac{1}{2} \kappa^2 \tau_p) \, dp + \left( \kappa_s X_t \cdot n \right)_{\theta=\theta^i}^{\theta=\theta^o} n^{p=1}_{p=0}
\]

Combining (4.27) and (4.14), applying (4.21)-(4.22) and integrating by parts, we have

\[
W_{\text{reg}}^\varepsilon(t) = \int_0^{L(t)} \left( \tilde{z}(\theta) \kappa - \varepsilon^2 \left( \kappa_{ss} + \frac{1}{2} \kappa^3 \right) \right) X_t \cdot n \, ds + f^\varepsilon(\theta^i_p; \sigma) \frac{dx_r^\varepsilon}{dt} - f^\varepsilon(\theta^o_p; \sigma) \frac{dx_c^\varepsilon}{dt}
\]

\[
= \int_0^{L(t)} \mu^\varepsilon \left[ s_{ss} ds - \frac{1}{\eta} \left( \frac{dx_r^\varepsilon}{dt} \right)^2 + \left( \frac{dx_c^\varepsilon}{dt} \right)^2 \right]
\]

\[
= -\int_0^{L(t)} \left( \mu^\varepsilon \right)^2 s_{ss} ds - \frac{1}{\eta} \left[ \left( \frac{dx_r^\varepsilon}{dt} \right)^2 + \left( \frac{dx_c^\varepsilon}{dt} \right)^2 \right] \leq 0, \quad t \geq 0,
\]
which immediately implies (4.25). □

4.3. Non-smooth and/or ‘cusped’ cases. In this case, \( \gamma(\theta) \in C^0[-\pi, \pi] \) but \( \gamma(\theta) \notin C^2[-\pi, \pi] \). In most anisotropic solid-state dewetting analyses, it is assumed that the surface energy \( \gamma(\theta) \) is piecewise smooth and is only non-smooth and/or “cusped” at a finite set of points. A typical example can be given as [2, 32]

\[
\gamma(\theta) = 1 + \beta \cos[m(\theta + \phi)] + \sum_{i=1}^{n} |\sin(\theta - \alpha_i)|, \quad \theta \in [-\pi, \pi],
\]

where \( n \) is a positive integer, \( \beta \geq 0 \) is a constant, \( m \) is a positive integer, \( \phi \in [0, \pi] \) and \( \alpha_i \in [0, \pi] \) for \( i = 1, 2, \ldots, n \) are constants.

In this situation, we can first smooth the surface energy \( \gamma(\theta) \) by a \( C^2 \)-smooth function \( \gamma_\delta(\theta) \) with a smoothing parameter \( 0 < \delta \ll 1 \) such that \( \gamma_\delta(\theta) \) converges uniformly to \( \gamma(\theta) \) for \( \theta \in [-\pi, \pi] \) when \( \delta \to 0^+ \). For the above example, we use

\[
\gamma_\delta(\theta) = 1 + \beta \cos[m(\theta + \phi)] + \sum_{i=1}^{n} \sqrt{\delta^2 + (1 - \delta^2) \sin^2(\theta - \alpha_i)}, \quad \theta \in [-\pi, \pi].
\]

If the smoothed surface energy \( \gamma_\delta(\theta) \) is weakly anisotropic, \( \gamma_\delta(\theta) + \gamma_\delta''(\theta) > 0 \) for all \( \theta \in [-\pi, \pi] \), we can apply the sharp-interface model presented in section 4.1 by replacing \( \gamma(\theta) \) with \( \gamma_\delta(\theta) \). On the other hand, if the smoothed surface energy is strongly anisotropic, \( \gamma_\delta(\theta) + \gamma_\delta''(\theta) < 0 \) for some \( \theta \in [-\pi, \pi] \), we must use the (regularized) sharp-interface model with a regularization parameter \( 0 < \varepsilon \ll 1 \) (see section 4.2) by replacing \( \gamma(\theta) \) with \( \gamma_\delta(\theta) \).

5. Numerical validation. In this section, we present six examples to validate the proposed generalized Winterbottom construction by numerically solving the proposed dynamical evolution equations for the mass transport via surface diffusion coupled with contact line migration. These examples will also show that metastable island shapes are dynamically accessible. The first four examples correspond to the four cases discussed in section 3 and the other two are for an \( m \)-fold smooth surface energy \( \gamma(\theta) \) with a non-zero phase angle \( \phi \) and non-smooth surface energy \( \gamma(\theta) \) with “cusps”.

For the weakly anisotropic case, Eqs. (4.1)-(4.2) coupled with boundary conditions (4.4)-(4.6) are numerically solved; for the strongly anisotropic case, Eqs. (4.19)-(4.20) coupled with boundary conditions (4.4) and (4.21)-(4.23) are numerically solved. We employ a semi-implicit parametric finite element method (PFEM) recently proposed by the authors [2] for solving the above two cases. We note that for these two cases, we have rigorously proved that under the proposed models, the total area/mass of the island is conserved and the total energy decreases during the island morphology evolution. These propositions guarantee that the dynamical evolution process converges to one of stable equilibria of the total free energy functional.

In the following numerical simulations, we choose a large contact point mobility \( \eta = 100 \) and a small regularization parameter \( \varepsilon = 0.1 \) for the strongly anisotropic cases, except where noted. The choice of a large contact point mobility (e.g., \( \eta = 100 \)) tends to drive the contact angle very quickly to the “nearest” locally-stable anisotropic Young angle determined by Eq. (2.21), resulting in an equilibrium shape that effectively minimizes the total surface energy with the fixed locally-stable contact angles. The influence of these parameter choices on the solid-state dewetting evolution process and equilibrium shapes has been discussed in [2, 16, 41].
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Example 5.1 (Case 1 in Section 3.2). We set the parameters describing the anisotropic surface energy in (3.1) to $m = 2$, $\beta = 0.7$, $\phi = 0$, and $\sigma = 1.75$, as in Case 1 in Section 3.2. We choose two different initial island shapes of the same area (see the magenta dash-dot curves in Fig. 5.1(a)-(b)), and let these shapes evolve until they are stationary (i.e., numerical equilibrium shapes are achieved). As shown in Fig. 5.1, for these two very different initial conditions, the numerical results converge to the same shape and this shape is that predicted from our generalized Winterbottom construction (see Fig. 3.2(d)). We note the slight differences between the theoretical and numerical result at the top corner is the result of the regularization of the surface energy. As predicted, the unstable equilibrium shape, represented by the lower blue dashed curve in Fig. 5.1 is not observed for either initial island shape.

Example 5.2 (Case 2 in Section 3.2). We set the parameters describing the anisotropic surface energy in (3.1) to $m = 2$, $\beta = 0.7$, $\phi = 0$, $\sigma = -1.6$. As shown in Fig. 5.2(a), we start the numerical simulation with a triangular island shape (magenta dash-dot curve). After a while, the two contact points meet - effectively decoupling the island from the substrate. This means that complete dewetting has occurred. We
stop the numerical calculation when the two contact points meet, and the terminating shape of the island is shown by the solid back curve in Figure 5.2(a). This simulation result is consistent with the prediction by the Generalized Winterbottom construction shown in Fig. 3.2(e). Fig. 5.2(b) shows the corresponding temporal evolution of the left dynamic contact angle. As is clearly seen in this figure, the numerical left dynamic contact angle converges to the theoretical anisotropic Young angle \( \theta_a = 2.2497 \).

Fig. 5.3. The numerical equilibrium shapes (solid black curves) for Case 3 in Section 3.2 with the parameters: \( m = 4, \beta = 0.3, \phi = 0, \sigma = 0.25 \) for two different initial island shapes (magenta dash-dot curves). The blue dash curve represents the theoretical truncated Wulff envelope obtained from the generalized Winterbottom construction, Fig. 3.1(c).

**Example 5.3 (Case 3 in Section 3.2).** We choose the same set of parameters \( m = 4, \beta = 0.3, \phi = 0, \sigma = 0.25 \) as the Case 3 in Section 3.2. As shown in Fig. 5.3, for both of the two very different initial shapes, the system evolves to the same final, stationary shape. This shape is in good agreement with the stable equilibrium shape Fig. 3.1(c) predicted by the generalized Winterbottom construction.

Fig. 5.4. Multiple equilibria (black solid curves) are found for Case 4 with the parameters: \( m = 4, \beta = 0.4, \phi = 0, \sigma = -\sqrt{3}/2 \) for three different initial island shapes (magenta dash-dot curves). The energies of these three states decrease from (a) to (c), indicating that the classical Winterbottom construction prediction yields the globally minimum energy island shape (Note that the shape in (b) has a mirror symmetric counterpart, not shown here).

**Example 5.4 (Case 4 in Section 3.2).** For Case 4, we choose the same set of parameters \( m = 4, \beta = 0.4, \phi = 0, \sigma = -\sqrt{3}/2 \) as Fig. 3.3(b) in Section 3.2. As predicted by the generalized Winterbottom construction, three different stable equilibrium shapes and complete dewetting are the solutions. More precisely, these stable equilibria include a symmetric stable equilibrium island shape shown in Fig. 5.4(a), two asymmetric stable equilibrium shapes shown in Fig. 5.4(b) (its mirror is also a solution, not shown here); and complete dewetting shown in Fig. 5.4(c) (its numerical
simulation was stopped when the two contact points meet). All of these shapes correspond to the theoretical predictions obtained from the generalized Winterbottom construction. By comparing the numerical equilibrium shapes with the generalized Winterbottom predictions, we find that they are in good accordance with each other. These results demonstrate that not only the global equilibrium island shape, but also all of the metastable island shapes are dynamically attainable. This shows that it is necessary to consider the generalization of the Winterbottom construction and not just the classical Winterbottom construction in understanding experimentally observable island morphologies.

**Example 5.5** (*m*-fold smooth surface energy with a non-zero phase angle $\phi$). In order to demonstrate the generality of our proposed generalized Winterbottom construction, we also present an example of an *m*-fold symmetry crystalline island with $m = 4$, $\beta = 0.3$, and $\sigma = 0.2$, where the crystal lattice of the island is rotated by $\phi = \pi/6$ (relative to the substrate surface normal). As seen in Fig. 5.5(a), two different stable equilibria are found from the generalized Winterbottom construction (blue shaded and horizontally striped regions). We show the numerically stable solutions in Fig. 5.5(b)-(c) (solid black curves) obtained for two different initial island shapes (magenta dash-dot curves). We observe that these two different initial conditions converge to two different stationary states - both of the shapes (one corresponding to the global equilibrium and one metastable) are predicted from the generalized Winterbottom construction.

**Example 5.6** (Non-smooth surface energy with “cusps”). For this example, we perform numerical calculations for the non-smooth (cusped) surface energy density $\gamma(\theta)$ in Eq. (4.29) for the parameters $m = 4$, $\beta = 0.25$, $\phi = 0$, $n = 1$ and $\alpha_1 = 0$. Figure 5.6(a) depicts the generalized Winterbottom construction for this non-smooth surface energy density and $\sigma = -0.3$. Applying the generalized Winterbottom construction to this case, we find four distinct stable equilibria (the asymmetric one has a mirror symmetry, not shown here). Figure 5.6(b)-(d) show the numerical equilibrium states obtained (black solid curves) starting from three different initial shapes.
Fig. 5.6. (a) Illustration of the generalized Winterbottom construction for a non-smooth surface energy with “cusps” as per Eq. (4.29), where the parameters were set to: $m = 4, \beta = 0.25, \phi = 0, \alpha_1 = 0, \sigma = -0.3$. The blue shaded and horizontal striped regions indicate different stable equilibrium shapes. (b)-(d) show the numerical stable solutions (black solid curves) found from evolving the island shapes from different initial shapes (magenta dash-dot curves) using the smoothed surface energy, defined in Eq. (4.30) with $\epsilon = \delta = 0.05$ (note that the shape in (c) has a mirror symmetric counterpart, not shown here).

(magenta dash-dot curves) along with the Winterbottom predictions for the same set of parameters. The numerical calculations were performed with $\delta = 0.05$ in (4.30) and $\epsilon = 0.05$ in (4.20). Again, the agreement between the numerical results and our theoretical predictions is excellent. The energies for these equilibrium shapes increase from (b) to (d) - the symmetric island shape in (b) is the classical Winterbottom prediction corresponding to the global minimum energy shape.

6. Conclusions. We have presented a new approach to predicting stable equilibrium shapes of two-dimensional crystalline islands on flat substrates. Our theory is a generalization of the widely used, classical Winterbottom construction [43]. This approach is equally applicable to isotropic, weakly anisotropic, strongly anisotropic and “cusped” crystal surface energy functions. We predict that, unlike in the classical Winterbottom approach, multiple equilibrium island shapes may be possible. We analyzed these shapes through a perturbation analysis, by calculating the first and second variations of the total free energy functional with respect to contact positions and island shape. Based on this analysis, we obtained the necessary conditions for the equilibria to be stable with respect to two-dimensional perturbation and exploit this through a generalization of the Winterbottom construction to identify all possible stable equilibrium shapes. Finally, we developed a dynamical evolution method based upon surface diffusion mass transport to determine if all of the stable equilibrium shapes are dynamically accessible. Applying this approach, we demonstrated that islands with different initial shapes may evolve into different stationary shapes and show that these dynamically-determined stationary states correspond to those stable, equilibrium shapes predicted by our new, generalized Winterbottom construction.
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