Continuum field theory for the deformations of planar kirigami
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Mechanical metamaterials exhibit exotic properties at the system level, that emerge from the interactions of many nearly rigid building blocks. Determining these emergent properties theoretically has remained an open challenge outside of a few select examples. Here, for a large class of periodic and planar kirigami, we provide a coarse-graining rule linking the design of the panels and slits to the kirigami’s macroscale deformations. The procedure gives a system of nonlinear partial differential equations (PDE) expressing geometric compatibility of angle functions related to the motion of individual slits. Leveraging known solutions of the PDE, we present excellent agreement between simulations and experiments across kirigami designs. The results reveal a surprising nonlinear wave response that persists even at large boundary loads, the existence of which is determined completely by the Poisson’s ratio of the unit cell.

Mechanical metamaterials are solids with exotic properties arising primarily from the geometry and topology of their mesostructures. Recent studies have focused on creating metamaterials with unexpected shape-morphing capabilities [1, 2], as this property is advantageous in applications spanning robotics, bio-medical devices, and space structures [3–6]. A natural motif in this setting is a design that exhibits a mechanism [7–9] or floppy mode [10]: the pattern, when idealized as an assembly of rigid elements connected along perfect hinges, can be activated by a continuous motion at zero energy. Yet mechanisms, even when carefully designed, rarely occur as a natural response to loads [11]. Instead, the complex elastic interplay of a metamaterial’s building blocks results in an exotic soft mode of deformation. Characterizing soft modes is a difficult problem. Linear analysis hints at a rich field theory [12, 13], the nonlinear version of which has been uncovered only in a few examples. Miura-Origami [14], for instance, takes on a saddle-like shape under bending, a feature linked to its auxetic behavior in the plane [15]. The Rotating Squares (RS) [16] pattern exhibits domain wall motion [17] and was recently linked to conformal soft modes [18].

In this Letter, we go far beyond any one example to establish a general coarse-graining rule determining the exotic, nonlinear soft modes of a large class of mechanism-based mechanical metamaterials inspired by kirigami. Our method includes the RS pattern as a special case, illuminating the particular nature of its conformal response. In general, we find a dichotomy between kirigami systems that respond by a nonlinear wave-like motion, and others including conformal kirigami that do not. We turn to introduce the specific systems treated here, and to describe our theoretical and experimental results.

Setup and overview of results – Kirigami traditionally describes an elastic sheet with a pattern of cuts and folds [19–21]. More recently, the term has come to include cut patterns that, by themselves, produce complex deformations both in and out-of-plane [22–30]. Here, we study the 2D response of patterns with repeating unit cells of four convex quadrilateral panels and four parallelogram slits. These patterns form a large model system for mechanism-based kirigami [31–33]; their pure mechanism deformations are unit-cell periodic and counter-rotate the panels. Fig. 1 shows two examples, with the familiar RS pattern in (a). Each kirigami is free to deform as a mechanism under the loading, yet curiously neither does. Instead, exotic soft modes reveal themselves in the response.

What determines soft modes? The key insight is that each unit cell is approximately mechanistic, yielding a bulk actuation that varies slowly from cell to cell. To characterize the response, then, one must solve the geom-
etry problem of “fitting together” many nearly mechanistic cells. Coarse-graining this problem, we derive a continuum field theory coupling the kirigami’s macroscopic or effective deformation to the local motion of its unit cells. For each cell, we track the opening angle $2\xi$ of its deformed slit, along with an angle $\gamma$ giving the cell’s overall rotation as in Fig. 1. We derive a system of partial differential equations (PDEs) relating these angles, whose coefficients depend nonlinearly on $\xi$ as well as on the unit cell design. Solving this system exactly, we demonstrate an excellent match with experiments of different designs.

Our theory divides planar kirigami into two generic classes, which we term elliptic and hyperbolic based on the so-called type of the coarse-grained PDE [34, 35]. Elliptic kirigami shows a characteristic decay in actuation away from loads. In contrast, hyperbolic kirigami deforms with persistent actuation, via a nonlinear wave response. Surprisingly, this dichotomy turns out to be directly related to the Poisson’s ratio of the unit cell—elliptic kirigami is auxetic, while hyperbolic kirigami is not. This result serves as a powerful demonstration of our continuum field theory, and adds to the emerging literature connecting Poisson’s ratio to the qualitative behavior of mechanical metamaterials [15, 36–38].

Coarse-graining planar kirigami – We begin by introducing a general kirigami pattern consisting of a periodic array of unit cells, each having four quad panels and four parallelogram slits as in Fig. 2(a). The most general setup is as follows: start by selecting a seed of two quad panels connected at a corner point, rotate a copy of this seed $180^\circ$, and connect it to the original seed to form a unit cell. Provided the resulting panels are disjoint, tessellating this unit cell along a Bravais lattice with basis vectors $s = s_1 + s_2 + s_3 + s_4$ and $t = t_1 + t_2 + t_3 + t_4$ gives a viable pattern. For an explanation of why this procedure is exhaustive, see supplemental section SM.1 [39]. We fix one such pattern and coarse-grain its kinematics.

First, we consider mechanisms. As our kirigami has parallelogram slits, its pure mechanism deformations are given by an alternating array of panel rotations specified by the rotation matrices $R(\gamma \pm \xi)$ in Fig. 2(a). (The angles $\gamma$ and $\xi$ agree with those of Fig. 1.) To coarse-grain, we view the deformation as distorting the underlying Bravais lattice: from the top half of the figure, the original lattice vectors $s$ and $t$ deform to

$$s_{\text{def}} = R(\gamma)(R(-\xi)(s_1 + s_2) + R(\xi)(s_3 + s_4)), \quad t_{\text{def}} = R(\gamma)(R(-\xi)(t_1 + t_4) + R(\xi)(t_2 + t_3)).$$

(1)

In turn, this distortion can be encoded into the two-by-two matrix $\mathbf{F}_{\text{eff}}$ defined by $\mathbf{F}_{\text{eff}}s = s_{\text{def}}$ and $\mathbf{F}_{\text{eff}}t = t_{\text{def}}$, concretely linking Fig. 2(a) and (b). We call $\mathbf{F}_{\text{eff}}$ the coarse-grained or effective deformation gradient associated with the mechanism. Evidently,

$$\mathbf{F}_{\text{eff}} = R(\gamma)\mathbf{A}(\xi)$$

(2)

for a shape tensor $\mathbf{A}(\xi)$ that depends only on $\xi$ and on the vectors $s_i$ and $t_i$ defining the unit cell. This tensor will be made explicit in the examples to come (see SM.2 [39] for the general formula).

FIG. 2. Coarse-graining a mechanism. (a) Vectors $s_i, t_i$ define the unit cell, which tessellates along $s$ and $t$ to produce the pattern. In a mechanism, panels rotate by the indicated rotation matrices $R(\gamma \pm \xi)$. (b) Coarse-graining through the lattice defines the effective deformation gradient $\mathbf{F}_{\text{eff}}$. Soft modes agree locally with this picture.

While this PDE is trivially solved by the pure mechanisms in (2), it admits many other exotic solutions whose effective deformation gradients $\nabla y_{\text{eff}}(x)$ and angle fields $\gamma(x)$ and $\xi(x)$ vary across the sample. The PDE characterizes soft modes in a doubly asymptotic limit of finely patterned kirigami, in which the hinges are small relative to the panels and the number of panels is large.

As gradients are curl-free, it follows by taking the curl of (3) that (SM.4 [39])

$$\nabla \gamma(x) = \Gamma(\xi(x))\nabla \xi(x)$$

(4)

for $\Gamma(\xi) = \frac{\mathbf{A}^T(\xi)\mathbf{A}(\xi)}{\det \mathbf{A}(\xi)} R(\frac{\pi}{2})$. Eq. (4) is a PDE reflecting the geometric constraint that every closed loop in
the kirigami must remain closed. This PDE can sometimes be solved analytically for the angle fields, as we do in the examples below, but in general we imagine it will be solved numerically. After finding $\gamma(x)$ and $\xi(x)$, $\mathbf{y}_{\text{eff}}(x)$ can be recovered from (3) uniquely up to a translation. Eqs. (3-4) furnish a complete effective description of the locally mechanistic kinematics of any planar kirigami with a unit cell of four quad panels and four parallelogram slits.

**Linear analysis, PDE type and Poisson’s ratio** – While the effective description (3-4) is nonlinear, we can start to learn its implications for kirigami soft modes by linearizing about a pure mechanism. We do so first for the class of rhombi-slit kirigami, whose shape tensors $\mathbf{A}(\xi)$ are diagonal. This simplification greatly clarifies the exposition without compromising the generality of our results; we treat general patterns at the end of this section.

Per Fig. 3, a rhombi-slit kirigami is defined by parameters $\lambda_1, \ldots, \lambda_4$ that can take any value in $[0, 1]$, and an aspect ratio $a_r > 0$:

\[
\mathbf{A}(\xi) = \mu_1(\xi)\mathbf{e}_1 \otimes \mathbf{e}_1 + \mu_2(\xi)\mathbf{e}_2 \otimes \mathbf{e}_2,
\]

\[
\mu_1(\xi) = \cos\xi - \alpha \sin\xi, \quad \mu_2(\xi) = \cos\xi + \beta \sin\xi, \tag{5}
\]

\[
\alpha = a_r(\lambda_4 - \lambda_2), \quad \beta = a_r^{-1}(\lambda_1 - \lambda_3).
\]

Note $\alpha$ and $\beta$ encode the geometry of the unit cell, $\mu_1(\xi)$ and $\mu_2(\xi)$ give the stretch or contraction of its sides under a mechanism, and $\mathbf{e}_1$ and $\mathbf{e}_2$ are unit vectors along the initial slit axes, as in Fig. 3. Finally, $\Gamma(\xi)$ in (4) satisfies

\[
\Gamma(\xi) = \Gamma_{12}(\xi)\mathbf{e}_1 \otimes \mathbf{e}_2 + \Gamma_{21}(\xi)\mathbf{e}_2 \otimes \mathbf{e}_1 \tag{6}
\]

for $\Gamma_{12}(\xi) = -\mu_1(\xi)/\mu_2(\xi)$ and $\Gamma_{21}(\xi) = \mu_2(\xi)/\mu_1(\xi)$. Eqs. (5-6) follow from (1-2) after choosing appropriate $s_i$ and $t_i$ (SM.2 [39]).

Proceeding perturbatively, we write $\xi(x) = \xi_0 + \delta\xi(x)$ and $\gamma(x) = \gamma_0 + \delta\gamma(x)$ for small angles $\delta\xi(x)$ and $\delta\gamma(x)$, and let $\mathbf{y}_{\text{eff}}(x) = \mathbf{A}(\xi_0)\mathbf{x} + \mathbf{u}(\mathbf{A}(\xi_0)\mathbf{x})$ for a small displacement $\mathbf{u}(\mathbf{y})$ about a pure mechanism with constant slit opening angle $2\xi_0$. (Taking $\gamma_0 = 0$ eliminates a free global rotation.) Expanding (3) to linear order and computing the strain $\mathbf{\varepsilon}(\mathbf{y}) = \frac{1}{2}(\nabla\mathbf{u}(\mathbf{y}) + \nabla\mathbf{u}^T(\mathbf{y}))$ yields

\[
\mathbf{\varepsilon}(\mathbf{A}(\xi_0)\mathbf{x}) = \delta\xi(x) \begin{pmatrix} \varepsilon_1(\xi_0) & 0 \\ 0 & \varepsilon_2(\xi_0) \end{pmatrix} \tag{7}
\]

with $\varepsilon_i(\xi_0) = \mu_i(\xi_0)/\mu_1(\xi_0)$, $i = 1, 2$. Similarly, expanding (4) to linear order and taking its curl gives that

\[
0 = \left(\Gamma_{21}(\xi_0)\partial_x^2 - \Gamma_{12}(\xi_0)\partial_y^2\right)\delta\xi(x). \tag{8}
\]

Both equations must hold for the perturbation to be consistent with the effective theory.

The ratio of principal strains in (7) defines an effective Poisson’s ratio which turns out to be directly related to the coefficients in (8):

\[
\nu_{21}(\xi_0) := -\frac{\varepsilon_2(\xi_0)}{\varepsilon_1(\xi_0)} = \frac{\Gamma_{21}(\xi_0)\mu_2(\xi_0)}{\Gamma_{12}(\xi_0)\mu_2(\xi_0)}. \tag{9}
\]

This link has remarkable implications. Writing (8) as $\partial_x^2\delta\xi(x) = \frac{\mu_2(\xi_0)}{\mu_1(\xi_0)}\nu_{21}(\xi_0)\partial_y^2\delta\xi(x)$ and applying standard PDE theory, we discover that the overall structure of the perturbations is governed by the sign of the Poisson’s ratio, i.e., whether the pattern is auxetic or not:

\[
\begin{cases}
\nu_{21}(\xi_0) < 0 & \text{elliptic and auxetic}, \\
\nu_{21}(\xi_0) > 0 & \text{hyperbolic and non-auxetic}.
\end{cases} \tag{10}
\]

This criterion is visualized in Fig. 3.

The terms hyperbolic and elliptic come from PDE theory where an equation’s type, found by linearization, informs the structure of its solutions [34, 35]. Here in the hyperbolic case, (8) is the classical wave equation with wave speed $c = \frac{\mu_2(\xi_0)}{\mu_1(\xi_0)}\sqrt{\nu_{21}(\xi_0)}$, the $x_1$- and $x_2$-coordinates being like “space” and “time”. Linearization predicts waves for small loads; motivated by this, we go on below to construct a branch of nonlinear wave solutions describing the hyperbolic kirigami in Fig. 1(b). In contrast, the RS pattern in Fig. 1(a) is auxetic and so is elliptic. Instead of waves, elliptic kirigami shows a decay in actuation away from loads. We highlight the strong maximum principle of elliptic PDEs [35]: the maximum and minimum actuation in an elliptic kirigami must occur only at its boundary, lest it deform by a constant mechanism. No such principle holds for hyperbolic kirigami.

Remarkably, the same coupling in (10) between Poisson’s ratio and PDE type holds for the general quad-based kirigami patterns treated here. We sketch the main ideas to provide clarity on this important result (see SM.5 [39] for details). Linearizing about a mechanism as before leads to a strain $\mathbf{\varepsilon}(\mathbf{A}(\xi_0)\mathbf{x})$ with eigenvalues $\delta\xi(x)e_i(\xi_0)$, $i = 1, 2$. Passing to a principle frame,
the effective Poisson’s ratio of the pattern—which dictates its auxeticity—is still given by the first expression in (9). Eq. (8) becomes a general second order linear PDE $c_{ij}(\xi_0)\partial^2_{\xi} \delta \xi(x) = 0$ (summation implied). It is elliptic or hyperbolic according to the sign of the discriminant of its coefficients. A coordinate transformation reveals (10).

Nonlinear analysis and examples – The previous linear analysis addresses the character of the kirigami’s response nearby a pure mechanism, but does not prescribe it at finite loads. We now present several exact solutions of the nonlinear system (3-4) which capture the deformations of the kirigami in Fig. 4, far into the nonlinear response. Our solutions are based on known results from PDE theory, which we detail in SM.6 [39] and summarize here. Using them, we simulate the panel motions with an ansatz that rotates and translates the panels to fit the solution. Due to the finiteness of the sample, one may expect slight deviations between theory and experiment, which scale with the relative panel size. See SM.3 [39] for more details.

(i) Nonlinear waves – Fig. 4(a) shows the $\alpha = -0.9, \beta = 0$ pattern from the top left of Fig. 3, which remains non-auxetic, thus hyperbolic, for $\xi \in (0, 0.235\pi)$. The hyperbolicity is borne out through the existence of nonlinear simple wave solutions to (4), defined by the criteria that $\xi = \xi(\theta(x))$ and $\gamma = \gamma(\theta(x))$ for a scalar function $\theta(x)$. As a result, the angles vary across envelopes of straight line segments called characteristic curves. The term “simple wave” comes from compressible gas dynamics, where the same functional form governs gas densities varying next to regions of constant density [40]. For kirigami, simple waves alleviate slit openings next to regions of uniform actuation in response to loads.

The left part of Fig. 4(b) shows the experimental specimen pulled at its left and right ends along its centerline. Slits open by an essentially constant amount in a central diamond region (orange), and recede towards the specimen’s corners. Note the “fanning out” of contours of constant slit actuation from where the loads are applied. A simulation based on simple wave solutions matches these features on the right of Fig. 4(b). Its straight line contours are characteristic curves.

(ii) Conformal maps – Recent work [18] has noted the relevance of conformal maps for kirigami. Adding to this discussion, and as an example of our more general elliptic class, we note using (5) that the only rhombi-slit kirigami designs that deform conformally ($\mu_1(\xi) = \mu_2(\xi)$ for all $\xi$ by definition [41]) have $\alpha = -\beta$ and $\nu_{21}(\xi) = -1$. This includes the RS pattern in Fig. 4(d), fabricated according to the lower left $\alpha = -0.9$ design in Fig. 3. We highlight the RS pattern due to its dramatic shape-morphing. Conformal mappings are basic examples in complex analysis [42], enabling numerous solutions to (4).

The left part of Fig. 4(e) shows the RS pattern pulled at its left and right ends. Its slits open up dramatically at the loading points and remain closed at the corners: the largest and smallest openings are at the boundary, per the maximum principle. Contours of constant slit actuation form arcs around these points. On the right of Fig. 4(e), we fit the deformed boundary of the pat-
tern to a conformal map. The simulation recovers the locations where the slits are most open and closed, and qualitatively matches their variations in the bulk.

(iii) Annuli — Though one may think of hyperbolic and elliptic kirigami as a dichotomy, and this is true as far as auxeticity is concerned, we close by pointing out the existence of some special effective deformations that are “universal” in that they occur for both. One example is the annular deformation in Fig. 4(c) and (f), which arises from (4) under the condition that $\xi(x)$ is either only a function of $x_1$ or of $x_2$. All rhombi-slit kirigami patterns are capable of this deformation, as we demonstrate using the previous hyperbolic (c) and elliptic (f) designs. Note unlike the previous examples, these experiments are done using pure displacement boundary conditions.

Discussion — Looking forward, while our emphasis here was on the derivation of coarse-grained PDEs expressing bulk geometric constraints, we set aside the important question of the forces underlying them. Understanding the inter-panel forces more closely should eventually lead to a complete continuum theory predicting exactly which exotic soft mode will arise in response to a given load. Our results show that the effective PDE system (3-4) plays the dominant, constraining role. This is consistent with the conformal elasticity of Ref. [18].

More broadly, we expect that an effective PDE of a geometric origin exists to constrain the bulk behavior of mechanical metamaterials beyond kirigami. Such PDEs have been found for certain origami designs [36, 37], via a differential geometric argument akin to our passage from (3) to (4). In origami, one also finds a surprising coupling between the Poisson’s ratio of the mechanisms and certain fine features of exotic soft modes. Are such couplings universal? What about the role of heterogeneity [29, 30, 43, 44]? Can coarse-graining lead to constitutive models for mechanical metamaterials, common to practical engineering [45, 46], or to effective descriptions of their dynamics [47]? While there are many avenues left to explore, our work on the soft modes of planar kirigami highlights new physics and is a convincing step towards the discovery of a continuum theory for mechanical metamaterials at large.
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Notation. We refer to equations and figures from the main text as Eq. (1), Fig. 1 and so on. The SM versions are distinguished by an “S”, as in Eq. (S1), Fig. S1.

SM.1. UNIT CELLS OF FOUR QUAD PANELS AND FOUR PARALLELOGRAM SLITS

In this section, we derive all possible unit cells in quad-kirigami composed of four convex quad panels and four parallelogram slits. The result is based on the geometric argument in Fig. S1, which establishes a series of necessary conditions that eventually leads to the overall characterization.

We start with two generic quad panels connected at a corner (Fig. S1(a)). We will show that these two panels seed the entire pattern. First, observe that the two panels must repeat along the vector indicated by $\mathbf{t}$ (Fig. S1(b)), since our unit cell consists of four quad panels. As the slits are assumed to be
parallelograms, we can conclude their shapes from two of their sides (Fig. S1(c)). We now have identified the four parallelogram slits of our unit cell. The rest of the pattern is obtained through a tessellation (Fig. S1(d)), in this case along the vector $s$. This identifies the final two panels of the unit cell (Fig. S1(e)), which turn out to be a rotation of the seed by $180^\circ$.

![Diagram of seed and transformed panels](image)

FIG. S1: Geometric argument for constructing unit cells with quad panels and parallelogram slits.

As a word of caution, we note that it is possible for a given seed to initiate an invalid tessellation, in the sense that two of the resulting panels overlap. One can avoid this by counter-rotating the seeded panels until a valid configuration is obtained.

**SM.2. MECHANISM DEFORMATIONS**

Here we describe all possible planar and *mechanism deformations* of our kirigami, i.e., those that rotate and translate the panels in the plane while preserving the pattern’s topology. Coarse-graining leads to the effective description in Eq. (3-4) of the main text. We specialize to kirigami with rhombi-slits at the end.

**A. Identifying mechanisms**

We first study a single unit cell of four panels $P_i$, labeled as shown in Fig. S2, with each $x_{ij}$ indicating the corner points connecting adjacent panels. The rigid deformations of this cell have the form

$$ y_i(x) = R_i x + c_i, \quad x \in P_i, \quad i = 1, \ldots, 4 \quad (S1) $$

for appropriately chosen 2D rotations $R_i$ and 2D translations $c_i$. In particular, to preserve the topology, the deformations must satisfy

$$ y_1(x_{41}) = y_4(x_{41}), \quad y_2(x_{12}) = y_1(x_{12}), \quad y_3(x_{32}) = y_2(x_{32}), \quad y_4(x_{43}) = y_3(x_{43}). \quad (S2) $$

By routine manipulation, this restriction is equivalent to prescribing three of the four translations as

$$ c_1 = (R_4 - R_1)x_{41} + c_4, $$
$$ c_2 = (R_4 - R_1)x_{41} + (R_1 - R_2)x_{12} + c_4, $$
$$ c_3 = (R_4 - R_1)x_{41} + (R_1 - R_2)x_{12} + (R_2 - R_3)x_{32} + c_4 \quad (S3) $$
and solving the loop compatibility condition
\[ R_1(x_{12} - x_{41}) + R_2(x_{32} - x_{12}) + R_3(x_{43} - x_{32}) + R_4(x_{41} - x_{43}) = 0. \tag{S4} \]

Concerning the nature of (S4), we note that each term in the sum is a vector describing one side of the deformed slit. Summing the terms, as shown, traverses the sides in a loop that must return back to the starting point for the slit to remain closed. The analysis, so far, is completely general and applies regardless of the shape of the slits.

The next step is to solve for the rotations \( R_i, i = 1, \ldots, 4 \), and build on this solution to construct the rigid panel deformations. Here, as it is consistent with the patterns in the main text, we simplify to the case of a parallelogram slit given by the vectors
\[ u = x_{12} - x_{41} = -(x_{43} - x_{32}), \quad v = x_{32} - x_{12} = -(x_{41} - x_{43}). \tag{S5} \]

The loop condition reduces to
\[ (R_1 - R_3)u + (R_2 - R_4)v = 0 \tag{S6} \]

and we read off the solution \( R_1 = R_3 \) and \( R_2 = R_4 \). That this is the only solution for the motion of the parallelogram slit follows from elementary geometry (e.g., by a routine application of the law of cosines). Thus, the rigid deformations of the unit cell are parameterized by rotations that satisfy
\[ R_1 = R_3 = R(\gamma + \xi), \quad R_2 = R_4 = R(\gamma - \xi) \tag{S7} \]

for two angles \( \gamma \) and \( \xi \), and translations \( c_i, i = 1, 2, 3 \) obeying (S3). The angle \( \gamma \) rotates the unit cell as a whole. The angle \( \xi \) describes how its slit opens and closes. The slit angle \( \angle x_{41}x_{12}x_{32} \) in Fig. S2 is deformed to \( \angle x_{41}x_{12}x_{32} + 2\xi \) under our parameterization.

Iterating the result of (S7) yields a characterization of all rigid mechanism deformations of the kirigami: its panel rotations must alternate between \( R(\gamma + \xi) \) and \( R(\gamma - \xi) \) throughout. For a given set of alternating rotations, the corresponding panel translations that preserve the pattern’s topology are uniquely prescribed up to an overall translation. Since \( \xi \) is an angle describing how the slits open and close, it has a maximum possible value \( \xi^+ \in [0, \pi/2] \) and a minimum possible value \( \xi^- \in [-\pi/2, 0] \) beyond which continued deformation results in panels overlapping. In a valid mechanism, \( \xi \in [\xi^-, \xi^+] \). Fig. S3 depicts this result for the pattern in Fig. S1(e). The deformation continuously evolves as a function of \( \xi \), distorting the slits while keeping the panels rigid until eventually one set of slits closes (at \( \xi = \xi^- \) or \( \xi = \xi^+ \)).
B. Coarse-grained description of mechanisms

In the main text, we coarse-grained the mechanism deformation discussed above to derive its effective deformation gradient

\[ \mathbf{F}_{\text{eff}} = \mathbf{R}(\gamma)\mathbf{A}(\xi). \]  

(S8)

To reiterate, this formula captures the bulk behavior of the mechanism parameterized by the angles \( \gamma \) and \( \xi \). It applies to any kirigami pattern composed of a unit cell of four quad panels and four parallelograms slits. Recall the vectors \( \mathbf{s}_i, \mathbf{t}_i, i = 1, \ldots, 4 \), from Fig. 2. From these vectors and Eq. (1), we find that

\[ \mathbf{A}(\xi) = \mathbf{a}(\xi) \otimes \mathbf{s} + \mathbf{b}(\xi) \otimes \mathbf{W}s \]  

(S9)

where \( \mathbf{W} = \mathbf{R}(\pi/2) \), and

\[ \mathbf{a}(\xi) = \mathbf{R}(-\xi)\mathbf{a}_1 + \mathbf{R}(\xi)\mathbf{a}_2, \quad \mathbf{b}(\xi) = \mathbf{R}(-\xi)\mathbf{b}_1 + \mathbf{R}(\xi)\mathbf{b}_2. \]  

(S10)

The vectors \( \mathbf{a}_{1,2} \) and \( \mathbf{b}_{1,2} \) encode the shape of the reference pattern explicitly via

\[ \begin{align*}
\mathbf{a}_1 &= |\mathbf{s}|^{-2}\mathbf{s}_{12}, & \mathbf{b}_1 &= \frac{1}{\mathbf{W}(\mathbf{s})}\mathbf{t}_{14} - \frac{(\mathbf{t})}{|\mathbf{s}|^2(\mathbf{W}(\mathbf{s})\mathbf{s})}\mathbf{s}_{12}, \\
\mathbf{a}_2 &= |\mathbf{s}|^{-2}\mathbf{s}_{34}, & \mathbf{b}_2 &= \frac{1}{\mathbf{W}(\mathbf{s})}\mathbf{t}_{23} - \frac{(\mathbf{t})}{|\mathbf{s}|^2(\mathbf{W}(\mathbf{s})\mathbf{s})}\mathbf{s}_{34}
\end{align*} \]  

(S11)

where \( \mathbf{s}_{ij} = \mathbf{s}_i + \mathbf{s}_j \) and \( \mathbf{t}_{ij} = \mathbf{t}_i + \mathbf{t}_j \).

C. Simplification to rhombi-slits

The examples in the main text focus on the special case of kirigami with rhombi-slits. Such patterns correspond to certain special choices of \( \mathbf{s}_i, \mathbf{t}_i \):

\[ \begin{align*}
2\mathbf{s}_1 &= (1 - \lambda_3)\mathbf{e}_1 - a_r(1 - \lambda_2)\mathbf{e}_2, & 2\mathbf{s}_4 &= (1 - \lambda_3)\mathbf{e}_1 + a_r(1 - \lambda_2)\mathbf{e}_2, \\
2\mathbf{s}_2 &= \lambda_3\mathbf{e}_1 + a_r\lambda_2\mathbf{e}_2, & 2\mathbf{s}_3 &= \lambda_3\mathbf{e}_1 - a_r\lambda_2\mathbf{e}_2, \\
2\mathbf{t}_1 &= a_r\lambda_2\mathbf{e}_2 + (1 - \lambda_1)\mathbf{e}_1, & 2\mathbf{t}_2 &= a_r\lambda_2\mathbf{e}_2 - (1 - \lambda_1)\mathbf{e}_1, \\
2\mathbf{t}_3 &= a_r(1 - \lambda_2)\mathbf{e}_2 + (1 - \lambda_3)\mathbf{e}_1, & 2\mathbf{t}_4 &= a_r(1 - \lambda_2)\mathbf{e}_2 - (1 - \lambda_3)\mathbf{e}_1,
\end{align*} \]  

(S12)

for \( \lambda_1, \ldots, \lambda_4 \) taking values in \([0, 1]\), and an aspect ratio \( a_r > 0 \). We use \( \mathbf{e}_1, \mathbf{e}_2 \) for the standard Cartesian basis vectors on \( \mathbb{R}^2 \). These formulas follow by comparing the vectors \( \mathbf{s}_1, \ldots, \mathbf{t}_4 \) defining the unit cell in Fig. 2

\[ \xi \approx \xi^- \quad \text{---} \quad \xi = 0 \quad \text{---} \quad \xi \approx \xi^+ \]

FIG. S3: Kirigami patterns with parallelogram slits can deform as a mechanism in the plane.
to the \((\lambda_1, \ldots, \lambda_4, a_r)\)-parameterization of the rhombi-slit cell in Fig. 3. Observe that \(s = \sum_{i=1}^{4} s_i = e_1\) and \(t = \sum_{i=1}^{4} t_i = a_r e_2\). The explicit formula for \(A(\xi)\) in Eq. (5) is obtained by substituting (S12) into (S9-S11) and performing routine algebra.

In fact, the formulas in (S12) describe all kirigami patterns with a unit cell of four quad panels and four rhombi-slits. This follows from the argument in SM.1 (see Fig. S1(a-c)), as we explain. We desire rhombi-slits and each such slit will have only one free side length, rather than the two free lengths of a generic parallelogram. This restricts the seed: its second quad must be a reflection of its first quad across the vector \(Wt\), to obtain rhombi slits. Since the seed quads are mirrored, the 180° rotation from before is now a reflection across \(t\). Hence, \(s\) is parallel to \(Wt\), i.e., the lattice vectors \(s\) and \(t\) are orthogonal. Without loss of generality, we can rotate and rescale the pattern to make \(s\) into \(e_1\). It follows that \(t = a_r e_2\) for some \(a_r > 0\). We then obtain a unit cell exactly as described in Fig. 3, consistent with (S12).

### SM.3. COARSE-GRAINING SOFT MODES

In this section, we derive the effective PDE in Eq. (3) by constructing a general, locally mechanistic soft mode. The idea is to allow spatial variations in the mechanisms of the previous section; an effective deformation \(y_{eff}(x)\) emerges in the bulk. As stated in the main text, we find that \(y_{eff}(x)\) describes a soft mode when it solves the PDE. We enunciate a basic numerical procedure based on our construction to find the panel motions. It is used in the theory portions of Fig. 4 of the main text. We end with a discussion of the discrepancies between theory and experiment in our approach.

#### A. Closing the gaps in a soft mode

We start by fixing our notation with reference to Fig. S4. Fix a general periodic quad-kirigami pattern as in Section SM.1, whose unit cell has four convex quad panels and four parallelogram slits. The system we study is made up of a large but finite number of kirigami unit cells selected from this pattern, within a two-dimensional reference domain \(\Omega \subset \mathbb{R}^2\) (Fig. S4(a)). Non-dimensionalizing by the system size, we take our panels and unit cells to have (non-dimensional) widths \(\sim \ell \ll 1\). Each cell is labeled by its lower left corner point, which we consistently write with an overbar, as in \(\bar{x}\). The four panels in the cell at \(\bar{x}\) are then labeled counter-clockwise as \(P_{1,\bar{x}}, \ldots, P_{4,\bar{x}}\) (Fig. S4(b)).

We consider panel deformations made up of counter-rotations and translations in the form

\[
y_{i,\bar{x}}^{(\ell)}(x) = R(\gamma(\bar{x}) + \sigma_i \xi(\bar{x}))(x - \bar{x}) + y_{eff}(\bar{x}) + \ell d_i(\bar{x}), \quad x \in P_{i,\bar{x}}^{(\ell)}
\]  

(S13)

for \(i = 1, \ldots, 4\), and where \(\sigma_1 = \sigma_3 = 1\) and \(\sigma_2 = \sigma_4 = -1\). The effective deformation \(y_{eff}(x)\) describes a macroscopic motion we think of as occurring in a smooth manner on the whole domain \(\Omega\), even though it is only sampled at the cell reference points \(x\). Similarly, we refer to macroscopic angle functions \((\gamma(x), \xi(x))\) and panel translation functions \(d_1(x), \ldots, d_4(x)\). In this ansatz, initially connected panels can and generically will have gaps open up between them as in Fig. S4(c,f). We will choose the panel translations \(d_i(x)\) to close the gaps within each deformed unit cell, thus enforcing a locally mechanistic response. Then, the only gaps that occur are between neighboring unit cells (Fig. S4(c)). As we shall see, these gaps are consistent with a soft mode (and, in particular, are of order \(\sim \ell^2\)) provided \(y_{eff}(x)\) solves the effective PDE.

To help organize the calculation, we label the corner points of the \(\bar{x}\)-cell as \(x_{ij}^{(\ell)}(\bar{x})\) (Fig. S4(d)). We then follow the calculation from section SM.2 using the replacements \(R_i \mapsto R_i(\bar{x}), c_i \mapsto y_{eff}(\bar{x}) - R_i(\bar{x})x + \ell d_i(\bar{x})\) and \(x_{ij} \mapsto x_{ij}^{(\ell)}(\bar{x})\) to compare (S13) and (S1). Copying the result of (S3), we see that the \(\bar{x}\)-cell remains
FIG. S4: Notation for deriving the effective description and corresponding simulation method.

gap-free if and only if

\[
\ell(d_1(x) - d_4(x)) = \left( R(\gamma(x) + \sigma_4 \xi(x)) - R(\gamma(x) + \sigma_1 \xi(x)) \right) (x^{(l)}_{41}(\tilde{x}) - \tilde{x}),
\]
\[
\ell(d_2(x) - d_1(x)) = \left( R(\gamma(x) + \sigma_1 \xi(x)) - R(\gamma(x) + \sigma_2 \xi(x)) \right) (x^{(l)}_{12}(\tilde{x}) - \tilde{x}),
\]
\[
\ell(d_3(x) - d_2(x)) = \left( R(\gamma(x) + \sigma_2 \xi(x)) - R(\gamma(x) + \sigma_3 \xi(x)) \right) (x^{(l)}_{32}(\tilde{x}) - \tilde{x}).
\]

(S14)

There are six constraints for the eight degrees of freedom in question. Following Fig. S4(d,e), we have

\[
x^{(l)}_{41}(\tilde{x}) = \tilde{x} + \ell(t_1 + t_2 + t_3 + s_3), \quad x^{(l)}_{12}(\tilde{x}) = \tilde{x} + \ell(t_1), \quad x^{(l)}_{32}(\tilde{x}) = \tilde{x} + \ell(s_1 + s_2).
\]

(S15)

Combining (S14) and (S15) gives the constraints

\[
d_1(x) = \left( R(\gamma(x) - \xi(x)) - R(\gamma(x) + \xi(x)) \right) (t_1 + t_2 + t_3 + s_3) + d_4(x),
\]
\[
d_2(x) = \left( R(\gamma(x) - \xi(x)) - R(\gamma(x) + \xi(x)) \right) (t_2 + t_3 + s_3) + d_4(x),
\]
\[
d_3(x) = \left( R(\gamma(x) - \xi(x)) - R(\gamma(x) + \xi(x)) \right) (t_2 + t_3 + s_1 + s_2 + s_3) + d_4(x).
\]

(S16)
Again, these equations ensure that the panels within each unit cell remain connected upon deformation. Enforcing them prescribes three of the panel translation fields \( \mathbf{d}_i(\mathbf{x}) \), but not all four.

Next, we attend to the gaps between unit cells, which are given by

\[
\begin{align*}
\mathbf{g}_{14}(\bar{x}) &= \mathbf{y}_{1,4}^{(s)}(\mathbf{x}_{14}(\bar{x})) - \mathbf{y}_{4,4}^{(s)}(\mathbf{x}_{14}(\bar{x})), \\
\mathbf{g}_{21}(\bar{x}) &= \mathbf{y}_{2,2}^{(s)}(\mathbf{x}_{21}(\bar{x})) - \mathbf{y}_{1,4}^{(s)}(\mathbf{x}_{21}(\bar{x})), \\
\mathbf{g}_{23}(\bar{x}) &= \mathbf{y}_{2,3}^{(s)}(\mathbf{x}_{23}(\bar{x})) - \mathbf{y}_{3,3}^{(s)}(\mathbf{x}_{23}(\bar{x})), \\
\mathbf{g}_{34}(\bar{x}) &= \mathbf{y}_{3,4}^{(s)}(\mathbf{x}_{34}(\bar{x})) - \mathbf{y}_{4,4}^{(s)}(\mathbf{x}_{34}(\bar{x})),
\end{align*}
\]

as in Fig. 4(c,d,f). An inspired Taylor expansion will lead to the PDE for \( \mathbf{y}_{\text{eff}}(\mathbf{x}) \). Recall the deformed \( \mathbf{x} \)-cell remains connected, by (S16). Copy it twice and translate the copies along \( \ell \) as in Fig. S4(c,d,f). An inspired Taylor expansion will lead to the PDE for \( y \) by Taylor expansion.

\[
\begin{align*}
y_{1,4}(\mathbf{x}) &= \mathbf{y}_{1,4}(\mathbf{x}) + \ell \nabla \mathbf{y}_{\text{eff}}(\mathbf{x}) \mathbf{s} + O(\ell^2), \\
y_{2,2}(\mathbf{x}) &= \mathbf{y}_{2,2}(\mathbf{x}) + \ell \nabla \mathbf{y}_{\text{eff}}(\mathbf{x}) \mathbf{t} + O(\ell^2),
\end{align*}
\]

for any \( \mathbf{x} \in \mathcal{P}_{1,4}^{(s)} \). Substituting (S18) and (S19) into (S17), we conclude the following formulas for the gaps between unit cells:

\[
\begin{align*}
g_{14}(\bar{x}) &= \ell (\nabla \mathbf{y}_{\text{eff}}(\mathbf{x}) - \mathbf{R}(\bar{x})) \mathbf{A}(\mathbf{\xi}(\mathbf{x})) \mathbf{s} + O(\ell^2), \\
g_{23}(\bar{x}) &= \ell (\nabla \mathbf{y}_{\text{eff}}(\mathbf{x}) - \mathbf{R}(\bar{x})) \mathbf{A}(\mathbf{\xi}(\mathbf{x})) \mathbf{s} + O(\ell^2), \\
g_{34}(\bar{x}) &= \ell (\nabla \mathbf{y}_{\text{eff}}(\mathbf{x}) - \mathbf{R}(\bar{x})) \mathbf{A}(\mathbf{\xi}(\mathbf{x})) \mathbf{t} + O(\ell^2). \\
g_{21}(\bar{x}) &= \ell (\nabla \mathbf{y}_{\text{eff}}(\mathbf{x}) - \mathbf{R}(\bar{x})) \mathbf{A}(\mathbf{\xi}(\mathbf{x})) \mathbf{t} + O(\ell^2).
\end{align*}
\]

These formulas prescribe the gaps between the unit cell at \( \bar{x} \) and its neighbors above and to the right (Fig. S4(c)). Letting \( \bar{x} \) vary throughout the unit cells recovers all the gaps. Thus, the gaps in our prescription (S13) are of order \( \sim \ell^2 \) if and only if the effective PDE holds:

\[
\nabla \mathbf{y}_{\text{eff}}(\mathbf{x}) = \mathbf{R}(\gamma(\mathbf{x})) \mathbf{A}(\mathbf{\xi}(\mathbf{x})).
\]

**B. A numerical procedure for plotting panel motions**

The preceding description can be used to visualize the panel motions of a soft mode. Given a solution \((\mathbf{y}_{\text{eff}}(\mathbf{x}), \gamma(\mathbf{x}), \mathbf{\xi}(\mathbf{x}))\) of the effective PDE (S21), we substitute it and the formulas for each \( \mathbf{d}_i(\mathbf{x}) \) from (S16) into the rigid panel motion ansatz from (S13). To generate the theoretical results in Fig. 4, we take \( \mathbf{d}_4(\mathbf{x}) = \mathbf{0} \), though in general this choice could be optimized to improve the gaps at order \( \sim \ell^2 \). (That this optimization does not improve the gaps at a lower order follows from (S20).) By this choice, each panel motion \( \mathbf{y}_{1,4}(\mathbf{x}) \) in (S21) is fully assigned: we achieve a recipe for deforming all panels in the pattern by rotations and translations approximating the effective deformation \( \mathbf{y}_{\text{eff}}(\mathbf{x}) \). The gaps between unit cells are at most \( O(\ell^2) \), and are negligible compared to the unit cell widths in the limit of a large number of cells.

**C. Elastic energy**

Having evaluated the gaps in our ansatz for the panel motions, we now determine when the construction yields a **soft mode**, which by definition has stored elastic energy much smaller than bulk elasticity scaling.
We do so by introducing a simple spring model for the energy, and coarse-graining it in the doubly asymptotic limit mentioned in the main text. The effective PDE (S21) emerges to set the bulk energy; we conclude it must be solved for our ansatz to generate a soft mode.

Consider the ansatz in (S13-S20), this time without necessarily enforcing the PDE for \( y_{\text{eff}}(x) \). While the construction is purely geometric, one can enrich it with distortions that elastically close the gaps. Two sources of energy result: the panels and hinges (i) stretch to preserve the pattern’s topology, and (ii) bend to account for the counter-rotations. Adopting a simple elastic spring model as in [1], we define the energy

\[
\mathcal{E}_{\text{SM}}^{(\ell,\delta)} = \sum_{x} \sum_{i \sim j} \frac{1}{2} E \left( |g_{ij}^{(\ell)}(\bar{x})|^2 + \delta^2 w_{ij}(\xi(\bar{x})) \right)
\]

(S22)

under the rigid ansatz (S13). The first term describes a linear spring with zero rest length linking the corner points of adjacent panels; it accounts for the forces needed to close gaps of length \( |g_{ij}^{(\ell)}(\bar{x})| \). The second term describes a (possibly nonlinear) torsional spring energy \( w_{ij}(\xi) \), and accounts for the bending moments in the hinges. Per Fig. S6(b), the experimental patterns come with hinges of length \( d \approx (1/10)\ell \) and height \( h \approx (1/40)\ell \); in the model, we lump these dimensions into a single characteristic length \( \delta \ll \ell \) and take the hinge energy to be \( \sim \delta^2 \). Consistent with our experiments in which the panels and hinges are made of the same material, we let \( E > 0 \) denote a single characteristic elastic modulus. As usual, we use \( \bar{x} \) to denote a choice of unit cell in the reference domain \( \Omega \). The inner sum over \( i \sim j \) then collects the spring energies associated to the eight vertices of the \( \bar{x} \)-cell shown in Fig. S4(d).

Having defined an energy, we coarse-grain it in a limit

\[
\ell \to 0 \quad \text{with} \quad \delta \equiv \delta(\ell) \text{ chosen to satisfy } \frac{\delta(\ell)}{\ell} \to 0. \quad \text{(S23)}
\]

This requires that the hinges remain asymptotically negligible in size relative to the panels, while the number of panels grows. We additionally assume that the quantities \( y_{\text{eff}}(x), \gamma(x) \) and \( \xi(x) \) from our ansatz are chosen independently of \( \ell \) (see, however, SM.3.D for a brief discussion of how to relax this constraint).

By the formulas for the gaps in (S20) and the definitions

\[
W_t := \sum_{i \sim j} w_{ij}(\xi) \quad \text{and} \quad Q_{\text{bulk}}(G) := 2 \operatorname{Tr} \left( G^T G (s \otimes s + t \otimes t) \right),
\]

(S24)

we have that

\[
\mathcal{E}_{\text{SM}}^{(\ell,\delta(\ell))} = \sum_{\bar{x}} E \left( |g_{21}^{(\ell)}(\bar{x})|^2 + |g_{34}^{(\ell)}(\bar{x})|^2 + |g_{14}^{(\ell)}(\bar{x})|^2 + |g_{23}^{(\ell)}(\bar{x})|^2 + \delta^2 w(\xi(\bar{x})) \right)
\]

\[
= \sum_{\bar{x}} E \left\{ 2\ell^2 \sum_{\nu \in \{s,t\}} |(\nabla y_{\text{eff}}(\bar{x}) - R(\gamma(\bar{x})) A(\xi(\bar{x}))) \nu + O(\ell)|^2 + \delta^2 w(\xi(\bar{x})) \right\}
\]

\[
= \sum_{\bar{x}} \ell^2 E \left\{ Q_{\text{bulk}} \left( \nabla y_{\text{eff}}(\bar{x}) - R(\gamma(\bar{x})) A(\xi(\bar{x})) \right) + \frac{\delta^2}{\ell^2} w(\xi(\bar{x})) + O(\ell) \right\}. \quad \text{(S25)}
\]

Recognize, in view of Fig. S4(a-b), that each unit cell covers an area \( \ell^2 |s \cdot W_t| \). Applying the Riemann integration formula \( \sum_{\bar{x}} \ell^2 f(\bar{x}) \to |s \cdot W_t| \int_{\Omega} f(x) \, dA \) yields for the coarse-grained energy

\[
\lim_{\ell \to 0} \mathcal{E}_{\text{SM}}^{(\ell,\delta(\ell))} = \lim_{\ell \to 0} \frac{E}{|s \cdot W_t|} \int_{\Omega} \left\{ Q_{\text{bulk}} \left( \nabla y_{\text{eff}}(x) - R(\gamma(x)) A(\xi(x)) \right) + \frac{\delta(\ell)^2}{\ell^2} w(\xi(x)) + O(\ell) \right\} \, dA
\]

(S26)

\[
= \frac{E}{|s \cdot W_t|} \int_{\Omega} Q_{\text{bulk}} \left( \nabla y_{\text{eff}}(x) - R(\gamma(x)) A(\xi(x)) \right) \, dA.
\]

The bulk elastic energy just derived vanishes if and only if the effective PDE (S21) holds. This explains why the effective PDE captures the soft modes of our kirigami patterns. When specialized to conformal kirigami, (S26) recovers the bulk part of the elastic energy from [2], up to a choice of elastic moduli.
D. Comparing experimental soft modes to the coarse-grained theory

The effective PDE (S21) is fundamentally an asymptotic constraint. It describes the leading order behaviors of soft kirigami modes in the limit of a large number of panels and with negligible hinges (per (S23)). At small but finite \( \ell \) and \( \delta/\ell \), the actual deformation of the kirigami can be expected to exhibit slight deviations from our ansatz. We address these deviations now.

Consider, for instance, a refinement of the panel motions in the ansatz (S13) obtained by replacing the \( \ell \)-independent fields \((y_{\text{eff}}(x), \gamma(x), \xi(x))\) with ones that are allowed to depend on the number of panels and perhaps even the hinge sizes:

\[
y_{\text{eff}}(x) \mapsto y_{\text{eff}}^{(\ell,\delta)}(x) = y_0(x) + \ell y_1(x) + \frac{\delta^2}{\ell^2} y_2(x),
\]

\[
\gamma(x) \mapsto \gamma^{(\ell,\delta)}(x) = \gamma_0(x) + \ell \gamma_1(x) + \frac{\delta^2}{\ell^2} \gamma_2(x),
\]

\[
\xi(x) \mapsto \xi^{(\delta,\ell)}(x) = \xi_0(x) + \ell \xi_1(x) + \frac{\delta^2}{\ell^2} \xi_2(x).
\]

(S27)

After updating the previous asymptotic analysis to account for these replacements, one finds a coarse-grained energy nearly identical to that of (S26), the only difference being that the term inside \( Q_{\text{bulk}}(\cdot) \) is replaced by \( \nabla y_0(x) - R(\gamma_0(x)) A(\xi_0(x)) \). Setting \( \nabla y_0(x) = R(\gamma_0(x)) A(\xi_0(x)) \) to produce a soft mode leaves room for perturbations in the effective description which now scale with the parameters:

\[
\left| \nabla y_{\text{eff}}^{(\ell,\delta)}(x) - R(\gamma^{(\ell,\delta)}(x)) A(\xi^{(\ell,\delta)}(x)) \right| \sim \max \left\{ \ell, \frac{\delta^2}{\ell^2} \right\}.
\]

(S28)

The choice of the remaining perturbations in (S27) is a delicate matter involving minimizing the residual elastic energy of a general pattern. The derivation of this energy is the subject of ongoing research; for more in the case of conformal kirigami, see [2].

Even without settling the exact form of the residual energy, we can still address the order of magnitude of the discrepancies between our experiments and theory. The patterns in Fig. 4 are \( 16 \times 16 \) unit cells, giving \( \ell \sim 1/16-1/32 \). Per Fig. S6, \( \delta^2/\ell^2 \sim \delta \cdot h = 1/400 \). So, \( \ell \gg \delta^2/\ell^2 \) in our samples. By (S28), the deformation gradients in the experiments can reasonably deviate from the effective PDE constraint (S21) on the order of 3-6% of the magnitude of the field variables \( y_{\text{eff}}(x), \gamma(x) \) and \( \xi(x) \) used in our simulations. This expectation is consistent with the results in the main text.

SM.4. THE COMPATIBILITY CONDITION FOR EFFECTIVE DEFORMATIONS

The previous sections concerned the derivation of the effective PDE

\[
\nabla y_{\text{eff}}(x) = R(\gamma(x)) A(\xi(x))
\]

(S29)

relating \( y_{\text{eff}}(x) \) to the angle fields \((\gamma(x), \xi(x))\). The rest of this supplement is about the analysis of this PDE and its solutions. We start in this section by deriving the compatibility condition

\[
\nabla \gamma(x) = \Gamma(\xi(x)) \nabla \xi(x)
\]

(S30)

as a consequence of (S29). Actually, on simply connected domains \( \Omega \), this condition is not only necessary but also sufficient for the fields \((\gamma(x), \xi(x))\) to admit some effective deformation \( y_{\text{eff}}(x) \) solving (S29). Indeed, we shall derive it by enforcing the curl-free nature of \( \nabla y_{\text{eff}}(x) \). Sufficiency follows since a curl-free tensor field on a simply connected domain is always the gradient of a vector field.
Let $y_{\text{eff}}(x)$, $\gamma(x)$ and $\xi(x)$ satisfy the effective PDE (S29) on $\Omega \subset \mathbb{R}^2$. Since partial derivatives commute, i.e., $\partial_1 \partial_2 y_{\text{eff}}(x) = \partial_2 \partial_1 y_{\text{eff}}(x)$,
\[
\partial_1 \left( R(\gamma(x))A(\xi(x))e_2 \right) - \partial_2 \left( R(\gamma(x))A(\xi(x))e_1 \right) = 0. \tag{S31}
\]
Using the chain and product rules, there follows
\[
R(\gamma(x)) \left[ \partial_1 \gamma(x)WA(\xi(x))e_2 + \partial_1 \xi(x)A'(\xi(x))e_2 - \partial_2 \gamma(x)WA(\xi(x))e_1 - \partial_2 \xi(x)A'(\xi(x))e_1 \right] = 0 \tag{S32}
\]
where $W = R(\pi/2)$. Note $\partial_1 \gamma(x)e_2 - \partial_2 \gamma(x)e_1 = W\nabla \gamma(x)$ and $\partial_1 \xi(x)e_2 - \partial_2 \xi(x)e_1 = W\nabla \xi(x)$. Hence, (S32) re-writes as
\[
WA(\xi(x))W\nabla \gamma(x) + A'(\xi(x))W\nabla \xi(x) = 0, \tag{S33}
\]
after pre-multiplying by $R^T(\gamma(x))$. Writing $WA(\xi)W$ in the Cartesian basis shows that
\[
-WA(\xi)W = - \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} A_{11}(\xi) & A_{12}(\xi) \\ A_{21}(\xi) & A_{22}(\xi) \end{pmatrix} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} A_{22}(\xi) & -A_{21}(\xi) \\ -A_{12}(\xi) & A_{11}(\xi) \end{pmatrix} := \text{cof}A(\xi) \tag{S34}
\]
for the cofactor matrix of $A(\xi)$. Of course, $\det \nabla y_{\text{eff}}(x) = \det A(\xi(x)) > 0$ in all physically relevant cases. Then, $\text{cof}A(\xi) = (\det A(\xi))A^{-T}(\xi)$, where $A^{-T}(\xi)$ is the well-defined inverse transpose of $A(\xi)$. By making use of all these identities, the equation in (S33) becomes
\[
\nabla \gamma(x) = \left[ \frac{A^T(\xi(x))A'(\xi(x))W}{\det A(\xi(x))} \right] \nabla \xi(x), \tag{S35}
\]
which is the desired compatibility condition (S30).

**SM.5. PDE TYPE AND A UNIVERSAL LINK TO THE POISSON’S RATIO**

Here, we classify the general quad-based kirigami patterns from the main text using the concept of PDE type. In particular, we find the type of the compatibility relations relating the angle fields:
\[
\nabla \gamma(x) = \Gamma'(\xi(x))\nabla \xi(x). \tag{S36}
\]
Since we are in two dimensions, this system comprises two first order scalar PDEs in the unknowns $(\gamma(x), \xi(x))$. It is therefore equivalent to a single second order nonlinear scalar PDE in, say, $\xi(x)$. Following the standard procedure, we determine the type of this equation as **elliptic**, **hyperbolic**, or **parabolic** depending on the coefficients of its linearization about a solution [3, Ch. III; Sec. 1.3].

Note in the examples from Fig. 4, the PDE type remains constant (it is either elliptic or hyperbolic). In general, however, the type can vary across $\Omega$. We first illustrate this procedure on a mechanism deformation, and then discuss general soft modes. We end by finding the link between the PDE type of (S36) and the effective Poisson’s ratio of our kirigami, in the general case stated in the main text.

**A. Definition of PDE type**

As recalled above, the PDE type of (S36) is defined through linearization. To help explain this procedure, we first demonstrate it on a pure mechanism. Then, we obtain the type for a general soft mode.
Consider a mechanism deformation given by the constant angle functions \((\gamma_0(x), \xi_0(x)) \equiv (\gamma_0, \xi_0)\). Substituting the perturbations \(\gamma(x) = \gamma_0 + \delta\gamma(x)\) and \(\xi(x) = \xi_0 + \delta\xi(x)\) into (S36) and collecting terms at leading order yields the linear system

\[
\nabla\delta\gamma(x) = \Gamma(\xi_0)\nabla\delta\xi(x).
\]

Taking the curl of the lefthand side to eliminate \(\delta\gamma(x)\) gives a second order scalar PDE for \(\delta\xi(x)\):

\[
\nabla \cdot \left( W\Gamma(\xi_0)\nabla\delta\xi(x) \right) = 0.
\]

Introducing \(\text{sym} \ A = \frac{1}{2}(A + A^T)\), this becomes

\[
\left( \text{sym}(W\Gamma(\xi_0)) \right)_{ij} \partial_i \partial_j \delta\xi(x) = 0
\]

in index notation with repeated indices summed. Eq. (S39) gives the linearized PDE in standard form. Its type is determined via the discriminant of its coefficients [3]. Equivalently, it is determined by

\[
\sigma_{\text{PDE}}(\xi_0) := \text{det} \left( \text{sym}(W\Gamma(\xi_0)) \right).
\]

If \(\sigma_{\text{PDE}}(\xi_0) > 0\), the PDE is said to be of elliptic type; if \(\sigma_{\text{PDE}}(\xi_0) < 0\), it is called hyperbolic; if \(\sigma_{\text{PDE}}(\xi_0) = 0\), it is parabolic. While this classification is made in reference to the linearized PDE (S39), it is understood to apply to the nonlinear PDE (S36) as well.

Returning to generalities, we now linearize the system (S36) about an arbitrary solution \((\gamma_0(x), \xi_0(x))\) and determine its type. Taking \(\gamma(x) = \gamma_0(x) + \delta\gamma(x)\) and \(\xi(x) = \xi_0(x) + \delta\xi(x)\) gives the linear system

\[
\nabla\delta\gamma(x) = \Gamma(\xi_0(x))\nabla\delta\xi(x) + \delta\xi(x)\Gamma'(\xi_0(x))\nabla\xi_0(x)
\]

for the angle perturbations \((\delta\gamma(x), \delta\xi(x))\). Its highest order terms involve their gradients, and are the spatially-varying versions of the analogous terms in (S39). Again, we can take the curl of (S41) to eliminate \(\delta\gamma(x)\) in favor of \(\delta\xi(x)\). The end result is a second order linear scalar PDE

\[
c_{11}(x)\partial_1 \partial_1 \delta\xi(x) + c_{22}(x)\partial_2 \partial_2 \delta\xi(x) + c_{12}(x)\partial_1 \partial_2 \delta\xi(x) + b_1(x)\partial_1 \delta\xi(x) + b_2(x)\partial_2 \delta\xi(x) + a(x)\delta\xi(x) = 0
\]

with coefficients \(c_{ij}(x), b_i(x)\) and \(a(x)\) depending on \(\xi_0(x)\) and \(\nabla\xi_0(x)\). It is classified through its highest order derivatives, which involve the coefficients \(c_{ij}(x)\). As a moment’s consideration will show, these terms are identical to those of (S39), except that the previously constant mechanism angle \(\xi_0\) is now replaced by a spatially-varying one \(\xi_0(x)\). Thus, the PDE type is determined by \(\sigma_{\text{PDE}}(\xi_0(x))\) from (S40). The dependence on \(x\) highlights the possibility that this type may vary throughout \(\Omega\).

In summary, the PDE system (S36) governing soft modes of our kirigami patterns is classified according to its linearization about a solution \((\gamma_0(x), \xi_0(x))\), using the determinant

\[
\sigma_{\text{PDE}}(\xi_0(x)) := \text{det} \left( \text{sym}(W\Gamma(\xi_0(x))) \right).
\]

It is elliptic where \(\sigma_{\text{PDE}}(\xi_0(x)) > 0\), hyperbolic where \(\sigma_{\text{PDE}}(\xi_0(x)) < 0\), and parabolic where \(\sigma_{\text{PDE}}(\xi_0(x)) = 0\). It can be of mixed type in general, but can also be of one type throughout \(\Omega\) as demonstrated by the rhombi-slit examples in the main text (see Fig. 4).
B. Definition of the effective Poisson’s ratio

Next, we define the effective Poisson’s ratio of our general kirigami patterns, including the rhombi-slit ones from the main text as a special case. After identifying the Poisson’s ratio, we go on to link it to the PDE type in the next section.

We require a formula for the linear strain of a perturbation. As in the main text, we expand about a mechanism using \( y_{\text{eff}}(x) = A(\xi_0) x + u(A(\xi_0) x) \), where \( u(y) \) is a small displacement field. It is coupled to the angles \( \gamma(x) = \delta \gamma(x) \) and \( \xi(x) = \xi_0 + \delta \xi(x) \) through the PDE (S29). (Again, we set \( \gamma_0 = 0 \) to remove the free global rotation.) Notice that

\[
\begin{align*}
\nabla y_{\text{eff}}(x) &= A(\xi_0) + \nabla u(A(\xi_0) x) A(\xi_0), \\
R(\gamma(x)) A(\xi(x)) &= A(\xi_0) + \delta \gamma(x) W A(\xi_0) + \delta \xi(x) A'(\xi_0)
\end{align*}
\]

(S44)

to first order in the perturbation. Since the lefthand sides above are required to be equal by the effective PDE (S29),

\[
\nabla u(A(\xi_0) x) = \delta \gamma(x) W + \delta \xi(x) A'(\xi_0) A^{-1}(\xi_0)
\]

(S45)
to leading order. The linear strain \( \varepsilon(y) = \text{sym} \nabla u(y) \) is then given to leading order by

\[
\varepsilon(A(\xi_0) x) = \delta \xi(x) \text{sym} (A'(\xi_0) A^{-1}(\xi_0)).
\]

(S46)

Since this strain is symmetric, it can be represented in the principle directions of strain space as

\[
\varepsilon(A(\xi_0) x) = \delta \xi(x) \left( \varepsilon_1(\xi_0) v_1(\xi_0) \otimes v_1(\xi_0) + \varepsilon_2(\xi_0) v_2(\xi_0) \otimes v_2(\xi_0) \right).
\]

(S47)

To fix the notation, we let \( \{ v_1(\xi_0), v_2(\xi_0) \} \) be a righthanded orthonormal basis with \( v_1(\xi_0) \cdot e_1 > 0 \) and \( v_1(\xi_0) \cdot e_2 \geq 0 \). Given all this, we can now define the effective Poisson’s ratio of our kirigami patterns as

\[
\nu_{21}(\xi_0) := -\frac{\varepsilon_2(\xi_0)}{\varepsilon_1(\xi_0)}.
\]

(S48)

This makes concrete the brief description of the general Poisson’s ratio in the main text, and recovers the definition in the rhombi-slit case as well. Note its value depends on the slit actuation, \( \xi_0 \).

Importantly, away from singular points where \( \varepsilon_1(\xi_0) = 0 \), the Poisson’s ratio satisfies

\[
\text{sign}(\nu_{21}(\xi_0)) = -\text{sign}(\varepsilon_1(\xi_0) \varepsilon_2(\xi_0)) = -\text{sign} \left[ \det \left( \text{sym} \left( A'(\xi_0) A^{-1}(\xi_0) \right) \right) \right].
\]

(S49)

This follows from combining the righthand sides of (S46) and (S47). Thus, the kirigami pattern’s auxeticity at actuation \( \xi_0 \) is determined by the sign of

\[
\sigma_{\text{Aux}}(\xi_0) := \det \left( \text{sym} \left( A'(\xi_0) A^{-1}(\xi_0) \right) \right).
\]

(S50)

When \( \sigma_{\text{Aux}}(\xi_0) > 0 \), the pattern has a negative Poisson’s ratio and is auxetic; when \( \sigma_{\text{Aux}}(\xi_0) < 0 \), it has a positive Poisson’s ratio and a standard, non-auxetric response.
C. Link between PDE type and the Poisson’s ratio

We are now in a position to substantiate the claim from the main text that the PDE type of (S36) is linked in general to the effective Poisson’s ratio of the kirigami. Formally, we establish the following universal relationship between (S40) and (S50):

\[
\text{sign} \left( \sigma_{\text{Aux}}(\xi) \right) = \text{sign} \left( \sigma_{\text{PDE}}(\xi) \right) \quad \text{when det} \ A(\xi) > 0.
\]  

(S51)

Note det \( \nabla y_{\text{eff}}(x) = \text{det} \ A(\xi(x)) > 0 \) for all physically relevant deformations. The identity (S51) shows that our kirigami patterns deform auxetically if and only if their effective PDEs are of elliptic type. Conversely, a hyperbolic PDE type corresponds to a standard, non-auxetic Poisson’s ratio.

The desired identity actually follows from a stronger result regarding the eigenvalues of the symmetric tensors in the definitions of \( \sigma_{\text{Aux}}(\xi) \) and \( \sigma_{\text{PDE}}(\xi) \). The fact is that the eigenvalues of \( \text{sym} \left( \mathbf{W} \Gamma(\xi) \right) \) and \( \text{sym} \left( \mathbf{A}'(\xi) \mathbf{A}^{-1}(\xi) \right) \) are of opposite signs, provided \( \text{det} \ A(\xi(x)) > 0 \). This is clear in the rhombi-slit case, where the matrices are diagonal (as follows from the formulas in Eq. (5) and (6)). But in the general case, it is not obvious. To verify it, we show that the quadratic forms

\[
Q_{\text{PDE}}(v) = v \cdot \text{sym} \left( \mathbf{W} \Gamma(\xi) \right) v,
\]

\[
Q_{\text{Aux}}(v) = v \cdot \text{sym} \left( \mathbf{A}'(\xi) \mathbf{A}^{-1}(\xi) \right) v
\]

are negatives of each other, in suitable coordinates. Since the eigenvalues of the matrices in question are nothing other than the maximum and minimum of \( Q_{\text{PDE}}(v) \) and \( Q_{\text{Aux}}(v) \) amongst unit vectors \( |v| = 1 \) [4], this establishes the result.

Observe that

\[
Q_{\text{PDE}}(v) = v \cdot \mathbf{W} \Gamma(\xi) v, \quad Q_{\text{Aux}}(v) = v \cdot \mathbf{A}'(\xi) \mathbf{A}^{-1}(\xi) v
\]

(S52)

since \( v \cdot B v = 0 \) whenever \( B \) is a skew tensor. Using the first of these, we get that

\[
Q_{\text{PDE}}(\mathbf{W} \tilde{v}) = - \frac{1}{\text{det} \ A(\xi)} \tilde{v} \cdot \left( \mathbf{A}^T(\xi) \mathbf{A}'(\xi) \right) \tilde{v}
\]

(S54)

by the definition of \( \Gamma(\xi) \) in (S35). Similarly,

\[
Q_{\text{Aux}} \left( \frac{\mathbf{A}(\xi) \tilde{v}}{|\mathbf{A}(\xi) \tilde{v}|} \right) = \frac{1}{|\mathbf{A}(\xi) \tilde{v}|^2} \tilde{v} \cdot \mathbf{A}^T(\xi) \mathbf{A}'(\xi) \tilde{v}
\]

(S55)

for any \( \tilde{v} \neq 0 \). The resulting forms involve the same tensor \( \mathbf{A}^T(\xi) \mathbf{A}'(\xi) \). So whenever \( \text{det} \ A(\xi) > 0 \),

\[
\text{sign} \left( \min_{|v|=1} Q_{\text{PDE}}(v) \right) = - \text{sign} \left( \min_{|v|=1} \tilde{v} \cdot \mathbf{A}^T(\xi) \mathbf{A}'(\xi) \tilde{v} \right),
\]

\[
\text{sign} \left( \min_{|v|=1} Q_{\text{Aux}}(v) \right) = \text{sign} \left( \min_{|\tilde{v}|=1} \tilde{v} \cdot \mathbf{A}^T(\xi) \mathbf{A}'(\xi) \tilde{v} \right).
\]

(S56)

The same identities hold with maximization in place of minimization. Hence, (S51) is proved.

SM.6. EXACT SOLUTIONS OF THE EFFECTIVE PDE

In this section, we provide a detailed description of the nonlinear PDE solutions behind the theory portions of Fig. 4 in the main text. The reader may also wish to consult Section SM.3B which presents the numerical method we use to plot the panel motions.
A. Simple wave solutions

We start by constructing the nonlinear wave response of our hyperbolic rhombi-slit kirigami, under an assumption that its Poisson’s ratio \( \nu_{21}(\xi) \) is positive on an interval of slit actuation angles \( \xi \). These solutions are used to plot the theory half of Fig. 4(b).

Consider solving the compatibility equations

\[
\nabla \gamma(x) = \Gamma(\xi(x)) \nabla \xi(x)
\]

with \( \nu_{21}(\xi(x)) > 0 \). Since we are dealing with rhombi-slits, \( \Gamma(\xi) = \Gamma_{12}(\xi)e_1 \otimes e_2 + \Gamma_{21}(\xi)e_2 \otimes e_1 \) for \( \Gamma_{12}(\xi) = -\mu_1'(\xi)/\mu_2(\xi) \) and \( \Gamma_{21}(\xi) = \mu_2'(\xi)/\mu_1(\xi) \). Its eigenvectors and corresponding eigenvalues are

\[
\nu^{\pm}(\xi) = e_1 \pm \sqrt{\Gamma_{12}(\xi)\Gamma_{21}(\xi)/\Gamma_{12}(\xi)} e_2 \quad \text{and} \quad \nu^{\pm}(\xi) = \frac{\pm \sqrt{\Gamma_{12}(\xi)\Gamma_{21}(\xi)}}{\sqrt{\Gamma_{12}(\xi)}}
\]

and the condition that \( \nu_{21}(\xi(x)) > 0 \) requires that \( \Gamma_{12}(\xi(x)\Gamma_{21}(\xi(x)) > 0 \). Note this guarantees a real-valued eigensystem (another way of defining hyperbolicity). To solve (S57), we look for a solution satisfying \( \gamma(x) = f(\xi(x)) \) for a function \( f(\xi) \). This is inspired by the notion of a simple wave solution, which is of the form \( (\gamma(x), \xi(x)) = f(\theta(x)) \) for functions \( f(\theta) \) and \( \theta(x) \) [5, Ch. 11.2.1]. Here, we use \( f(\theta) = (f(\theta), \theta) \).

In order for the ansatz \( \gamma(x) = f(\xi(x)) \) to solve the PDE system (S57), we must require that

\[
f'(\xi(x))\nabla \xi(x) = \Gamma(\xi(x)) \nabla \xi(x). \tag{S59}
\]

This condition requires \( \nabla \xi(x) \) to be parallel to an eigenvector \( \nu^{\pm}(\xi(x)) \). Then, \( f'(\xi) \) is recovered from the corresponding eigenvalue. Since the eigenvectors form an orthonormal basis, it is equivalent to solve

\[
\begin{cases}
\Gamma_{12}(\xi(x))\Gamma_{21}(\xi(x)) > 0, \\
\nabla \xi(x) \cdot W \nu^{\sigma}(\xi(x)) = 0
\end{cases} \tag{S60}
\]

with \( \sigma = + \) or \( - \) and with \( W = \mathbb{R}(\pi/2) \). For various boundary conditions, (S60) has a unique solution, which covers some or all of the specimen domain \( \Omega \). This solution can be obtained analytically by the method of characteristics: \( \xi(x) \) is found to be constant along a family of straight characteristic lines, each of which is perpendicular to \( \nu^{\sigma}(\xi(x)) \). If such a solution exists in only part of the domain \( \hat{\Omega} \subset \Omega \), we can attempt to cover the rest of \( \Omega \) using other simple wave solutions (or other solutions altogether).

In Fig. 4(b), we use four simple wave solutions in the four corners of the sample, along with a constant actuation region where \( \xi(x) \equiv \xi_0 \) in the middle portion.

Before going on to describe the simple wave solutions behind Fig. 4(b), we explain how to recover the rotation angle \( \gamma(x) \). Suppose we have a simple wave solution per (S60) on a sub-domain \( \hat{\Omega} \subset \Omega \) covered by characteristic lines. Then, considering the equation (S59) and our ansatz \( \gamma(x) = f(\xi(x)) \), we find that

\[
\gamma(x) = \int_0^\xi(s) \Gamma_\sigma(s) ds + \gamma_0, \quad x \in \hat{\Omega}. \tag{S61}
\]

for some real-valued constant \( \gamma_0 \). Since \( \xi(x) \) remains constant along characteristic lines, so does \( \gamma(x) \).

To obtain Fig. 4(b), we first construct a simple wave solution to match the experiment in the upper left quadrant of the pattern. We take this region to be the domain \( (0, 1)^2 \) with the panels scaled appropriately on this domain without loss of generality. The solutions on the other three quadrants are then obtained by mirror symmetry. Since the experiment appears to indicate a rarefaction fan-type shape, we parameterize our simple wave solutions using their boundary data along the line segment \( \mathcal{L} := \{se_2: s \in (0, 1)\} \), and consider data \( \xi = \xi_0 \), corresponding to a sharp increase in the opening angle at the origin. Specifically, we
use $\xi_b(s) = \xi_0 \exp(-\lambda s)$, $s \in (0, 1)$ for $\lambda \gg 1$ and $\xi_0 \in (0, 0.235\pi)$. This choice gives $\xi_b(0) = \xi_0$, $\xi_b(1) \approx 0$, with a sharp increase in actuation near the origin. We then set

$$\xi(se_2 + tWv^+(\xi_b(s))) = \xi_b(s) \text{ for } se_2 + tWv^+(\xi_b(s)) \in (0, 1)^2$$

(S62)

to obtain our simple wave solution. This prescription solves (S60) with characteristic lines that sweep from left to right throughout the domain. They start from a line parallel to $e_2$, and tilt towards a line parallel to $e_1$ for a value of $\xi_0 = 0.235\pi$. The value of $\xi_0 = 0.11\pi$ matches the bulk deformation inside the (essentially uniform) diamond region. This value sets the rightmost characteristic, which is parallel to $Wv^+(\xi_b(0) = 0.11\pi) \approx 0.7e_1 + e_2$. We choose $\lambda = 10$ for the simulated solution; other large values of $\lambda$ do not alter the solution noticeably. Again, we apply $\xi(x) \equiv \xi_0 = 0.11\pi$ on the regions of $(0, 1)^2$ not described by the simple wave solution and its mirror reflections. Having constructed $\xi(x)$, we find $\gamma(x)$ using (S61) with $\gamma_0 = -\int_0^{\xi_0(0)} \Gamma^+(s) ds$. This prescription solves (S57) on $(0, 1)^2$ and mirroring the result produces a solution to the full compatibility condition (S57) for the example in Fig. 4(b). We plot the result using the numerical method discussed in Section SM.3 B.

B. Conformal map solutions

We now consider rhombi-slit kirigami under the assumption that $\alpha = -\beta$. From the formula for $A(\xi)$ in the main text, the effective PDE reduces in this setting to

$$\nabla y_{\text{eff}}(x) = \mu(\xi(x)) R(\gamma(x))$$

(S63)

where $\mu_1(\xi) = \mu_2(\xi) = \mu(\xi) = \cos\xi - \alpha \sin\xi$. Instead of using the compatibility condition to determine the angles $(\gamma(x), \xi(x))$, we simply observe that such effective deformations are conformal maps in the plane. So, they can be found using complex analysis.

Let $z = x_1 + ix_2$ denote a complex number and consider any complex analytic function $f(z)$ on a domain $\Omega$ in the complex plane. Then $y_c(x) = \text{Re}[f(z)] e_1 + \text{Im}[f(z)] e_2$ has $\nabla y_c(x) = \mu_c(x) R(\gamma(x))$ for a 2D rotation $R(\gamma(x))$ and dilatation $\mu_c(x)$. It is an effective deformation obeying (S63) if we can match $\mu_c(x)$ to an angle $\xi(x)$ such that $\mu(\xi(x)) = \mu_c(x)$. This is possible as long as $\mu_c(x)$ does not stray too far from 1 (how far exactly depends only on the choice of $\alpha = -\beta$).

Optimization framework for conformal kirigami - We generate conformal deformations $y_c(x; \tau, \delta, \kappa)$ as above, based on the family of complex polynomials of the form $f(z) = \sum_{k=1}^{N} \tau_k (z - \delta_k - i\kappa_k)^k$ with real valued parameters $\tau = (\tau_1, \ldots, \tau_N)$, $\delta = (\delta_1, \ldots, \delta_N)$ and $\kappa = (\kappa_1, \ldots, \kappa_N)$. To compare with the experiments, we notice that a proxy for boundary data is the list of 2D vectors $\tilde{y}_1, \ldots, \tilde{y}_M$ that represent the center points of each boundary panel in a deformed sample. Prior to deformation, these panels are also described by an analogous list of 2D vectors $\bar{x}_1, \ldots, \bar{x}_M$. After extracting these lists, we optimize

$$\min_{\tau, \delta, \kappa \in \mathbb{R}^N} \sum_{m=1}^{M} |y_c(\bar{x}_m; \tau, \delta, \kappa) - \tilde{y}_m|^2$$

(S64)

using fminunc in MATLAB. From the optimal $y_{\text{eff}}(x) = y_c(x; \tau_{\text{opt}}, \delta_{\text{opt}}, \kappa_{\text{opt}})$, we obtain the angles $\xi(x)$ and $\gamma(x)$. Finally, with $y_{\text{eff}}(x), \gamma(x), \xi(x)$ known, we plot the results using the numerical method described in Section SM.3 B.

This optimization procedure is extremely versatile. We used it to produce the simulation in Fig. 4(e), based on the extracted boundary data from the RS center-pulling experiment (same figure). We have also done a number of other comparisons of different boundary data for the RS example. Fig. S5 shows three additional comparisons between theory and experiment using the optimization procedure. All simulations in the conformal case were carried out with $N = 5$ (15 parameters are optimized) with the reference configuration $\tau^0 = (1, 0, 0, 0, 0)$, $\delta^0 = 0$ and $\kappa^0 = 0$ chosen as the input data to the optimization.
C. One-dimensional solutions

Here we construct some universal solutions for both hyperbolic and elliptic rhombi-slit kirigami, via the one-dimensional ansatz $\xi(\mathbf{x}) = f(\mathbf{x} \cdot t)$ with a unit vector $t$. The annular solutions in Fig. 4(c) and (f) use the results of this section.

Enforcing the usual compatibility conditions (S57), we find for $\xi(\mathbf{x}) = f(\mathbf{x} \cdot t)$ that

$$\nabla \gamma(\mathbf{x}) = f'(\mathbf{x} \cdot t) \Gamma_{12}(f(\mathbf{x} \cdot t))(\mathbf{t} \cdot \mathbf{e}_2) \mathbf{e}_1 + f'(\mathbf{x} \cdot t) \Gamma_{21}(f(\mathbf{x} \cdot t))(\mathbf{t} \cdot \mathbf{e}_1) \mathbf{e}_2. \quad (S65)$$

Since the partial derivatives $\partial_1 \partial_2 \gamma(\mathbf{x})$ and $\partial_2 \partial_1 \gamma(\mathbf{x})$ commute, we obtain that

$$\left( f'(s) \Gamma_{12}(f(s))(\mathbf{t} \cdot \mathbf{e}_2)^2 - f'(s) \Gamma_{21}(f(s))(\mathbf{t} \cdot \mathbf{e}_1)^2 \right)' = 0$$

$$\Rightarrow f'(s) \left( \Gamma_{12}(f(s))(\mathbf{t} \cdot \mathbf{e}_2)^2 - \Gamma_{21}(f(s))(\mathbf{t} \cdot \mathbf{e}_1)^2 \right) = c_0 \quad (S66)$$

for some constant $c_0 \in \mathbb{R}$. This last equation is an ODE in $f(s)$ that can be solved for a suitable initial condition $f(0)$.

Taking one such solution, we recover its $\gamma(\mathbf{x})$ as follows. If $\mathbf{t} \cdot \mathbf{e}_2 = 0$, then $\nabla \gamma(\mathbf{x}) = -c_0 \mathbf{e}_2$, yielding $\gamma(\mathbf{x}) = -c_0 (\mathbf{x} \cdot \mathbf{e}_2) + d_0$ for some constant $d_0$. Otherwise,

$$\nabla \gamma(\mathbf{x}) = \frac{c_0}{(\mathbf{t} \cdot \mathbf{e}_2)} \mathbf{e}_1 + f'(\mathbf{x} \cdot t) \Gamma_{21}(f(\mathbf{x} \cdot t)) \frac{(\mathbf{t} \cdot \mathbf{e}_1)}{(\mathbf{t} \cdot \mathbf{e}_2)} \mathbf{t} \quad (S67)$$
and hence
\[
\gamma(x) = \frac{c_0}{(t \cdot e_2)} (x \cdot e_1) + \frac{(t \cdot e_1)}{(t \cdot e_2)} \int_0^{f(x,t)} \Gamma_{21}(s) ds + d_0
\]  
(S68)

for some constant \(d_0\). In either case, we obtain an expression for \(\gamma(x)\).

The annular solutions in the main text use \(t = e_1\) or \(e_2\). We solve the ODE in (S66) with \(f(0) = 0\), and select the constant \(c_0\) such that the resulting \(f(s)\) is monotonically increasing on the interval \((0, 1)\).

**SM.7. SPECIMEN FABRICATION AND DATA EXTRACTION**

Our kirigami specimens are cut out of 1.5 mm-thick natural rubber sheets (McMaster-Carr 8633K71) using an 80 Watt Epilog Fusion Pro 32 laser cutter. To avoid burning the specimens and to produce clean cuts, the laser cutter is focused on the bottom face of the rubber sheet. The specimens are painted with white primer paint in order to facilitate the image processing procedure and to create high contrast with the black background.

The specific kirigami patterns discussed in the main article need to undergo slight modifications before being processed by the laser cutter. In particular, ideal point-like joints are replaced with compliant flexure-like hinges. This modification to the design is illustrated in Fig. S6 for the hyperbolic sample. Fig. S6(a) represents the idealized pattern and Fig. S6(b) represents the pattern that is sent to the laser cutter. In Fig. S6(b), we also indicate the normalized dimensions of the hinges: \(\hat{d} = 1/10\) and \(\hat{h} = 1/40\) as shown.

**FIG. S6:** (a) Idealized unit cell for the hyperbolic sample, with its characteristic dimensions. (b) A portion of the pattern used to fabricate an analog to (a); the thin red lines overlay to the pattern represent the idealized unit cell. The only difference between (b) and (a) is the addition of flexure-like hinges of non-dimensional width \(\hat{d}\) and length \(\hat{h}\).

The images of the samples are recorded by means of a FLIR 5-megapixel 35 fps camera with Edmund Optics lenses. The samples are anchored to the supporting plate via pins or double-sided tape. Quantitative information on the deformation is extracted through digital image processing in MATLAB. After converting the images to binary (using the `imbinarize` function), we obtain the centroid \(c_i\), semi-major axis \(a_i\), and semi-minor axis \(b_i\) of a generic slit \(i\) using the `regionprops` function. Then, we calculate \(\xi_i\) from \(\tan \xi_i = a_i/b_i\) and take \(\gamma_i\) as the inclination of the major axis with respect to the horizontal; since we know the dimensions of the panels in the sample, we plot an idealized unit cell, deformed by an angle \(\xi_i\) and rotated by \(\gamma_i\), centered at the slit centroid \(c_i\). We repeat this process for each slit. In Fig. 4 of the main text, panels are only superimposed onto the right-half of each specimen and are colored according to the
calculated value of $\xi_i$. 
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