A quantum mechanical approach to establishing the magnetic field orientation from a maser Zeeman profile
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ABSTRACT
Recent comparisons of magnetic field directions derived from maser Zeeman splitting with those derived from continuum source rotation measures have prompted new analysis of the propagation of the Zeeman split components, and the inferred field orientation. In order to do this, we first review differing electric field polarization conventions used in past studies. With these clearly and consistently defined, we then show that for a given Zeeman splitting spectrum, the magnetic field direction is fully determined and predictable on theoretical grounds: when a magnetic field is oriented away from the observer, the left-hand circular polarization is observed at higher frequency and the right-hand polarization at lower frequency. This is consistent with classical Lorentzian derivations. The consequent interpretation of recent measurements then raises the possibility of a reversal between the large-scale field (traced by rotation measures) and the small-scale field (traced by maser Zeeman splitting).
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1 INTRODUCTION
Although a large number of magnetic field studies have been undertaken using Zeeman splitting of maser spectra (e.g. Fish et al. 2005; Surcis et al. 2011), the majority of these studies only consider magnetic fields for individual regions. For mapping the field pattern within a source, the intensity of the field is of prime interest, together with changes in field direction, but knowledge of the actual line-of-sight field orientation (either towards or away from the observer) is not usually of importance to the interpretation.

However, when considering ensembles of sources, there is a possibility of comparing absolute field directions with Galactic structure, and with measurements obtained by other techniques. Results of the MAGMO survey (Green et al. 2012), and prior observations of magnetic field orientation from hydroxyl (OH) maser Zeeman splitting (e.g. Reid & Silverstein 1990; Fish et al. 2003; Han & Zhang 2007) have led us to re-evaluate the field direction for a given Zeeman pattern. Specifically, we address the apparent contradiction in field direction between the maser measurements and those inferred from Faraday rotation (e.g. Brown et al. 2007; Van Eck et al. 2011) by exploring the Zeeman splitting in the quantum mechanical sense.

In the weak field limit, Zeeman splitting causes the otherwise degenerate energy levels of an atom or molecule to split into $2J + 1$ magnetic components, where $J$ is the total angular momentum quantum number. In the simplest case of a $J = 1\to 0$ transition, this results in three transition components:1 the unshifted (in frequency relative to zero magnetic field) $\pi$ and the two shifted $\sigma$, denoted $\sigma^+$ and $\sigma^-$ (Fig. 1). Commonly, conventions are invoked when attributing the $\sigma^+$ and $\sigma^-$ components to a handedness of circular polarization, and for allocating which of these is found at the higher frequency for a given field direction.

In this paper, we first outline the current convention for inferring field orientation from an observed maser spectrum (Section 2). We then re-evaluate the propagation of the individual components to show how the field direction is fully determined and predictable on theoretical grounds, and is consistent with the previously used convention (for example as adopted in Davies 1974 and Garcia-Barreto et al. 1988). The argument presented is first in an abbreviated

---

1 We focus on this simple instance, applicable to the OH doublet transitions at 1665 and 1667 MHz, and H i at 1420 MHz. We note that similar analysis can be applied to the more complex Zeeman patterns of some other transitions, such as the 1720 MHz satellite transition of OH.
is required

V has a sign

(−1)
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m/Δm1 has the lower frequency (higher equivalent Doppler absorption (Davies, m340), Δm1 has the higher frequency (lower velocity).

The radio engineering definition of RCP and LCP dates from 1942 (as counterclockwise (see also Fig. 46x121)). Radio astronomers adopted the IEEE usage, and it was formally endorsed in 1973 by the IAU.

2 COMMONLY ADOPTED MAGNETIC FIELD DIRECTION CONVENTION

Conventions of field orientations have a long and chequered past, exacerbated by differences between optical and radio wavelengths, emission and absorption, the pulsar community and the rest of the astronomy community (e.g. Babcock 1953; Babcock & Cowling 1953).

There are essentially three elements that have to be taken into account to define the field direction: (1) what is defined as RCP and LCP polarization (invoking coordinate systems and basis vectors); (2) which σ components these polarizations interact with; and (3) which frequencies these polarizations are found at for a field towards or away from us.

The IEEE convention2 is the current standard for the first element, defining LCP as clockwise rotation of the electric field vector as viewed by the observer with radiation approaching, and RCP as counterclockwise (see also Fig. 2). Radio astronomers adopted the IEEE usage, and it was formally endorsed in 1973 by the IAU.

2 The radio engineering definition of RCP and LCP dates from 1942 (as decreed by the IRE, Institute of Radio Engineers) but is commonly referred to as the IEEE standard (endorsed in 1969 by the IEEE, which had been formed in 1963 as a merger of IRE and IEE).

Direction of rotation for IEEE rho−polarization

Figure 2. The ‘right-handed’ axis system with the electric field of the wave from equation (4) sketched in, and showing the direction of rotation of the electric field vector, as seen by the observer, of RCP radiation under the IEEE convention. The alignment of the x and y axes with, respectively, North and astronomical East follows the standard IAU orientations as set out in Hamaker & Bregman (1996).

There are essentially three elements that have to be taken into account to define the field direction: (1) what is defined as RCP and LCP polarization (invoking coordinate systems and basis vectors); (2) which σ components these polarizations interact with; and (3) which frequencies these polarizations are found at for a field towards us or away from us.

The IEEE convention is the current standard for the first element, defining LCP as clockwise rotation of the electric field vector as viewed by the observer with radiation approaching, and RCP as counterclockwise (see also Fig. 2). Radio astronomers adopted the IEEE usage, and it was formally endorsed in 1973 by the IAU.

2 The radio engineering definition of RCP and LCP dates from 1942 (as decreed by the IRE, Institute of Radio Engineers) but is commonly referred to as the IEEE standard (endorsed in 1969 by the IEEE, which had been formed in 1963 as a merger of IRE and IEE).

3 We note that in this paper, confusingly, the labelled Stokes V has a sign inconsistent with the IAU definition of V.
the Carina–Sagittarius spiral arm is found to be opposite to that indicated by rotation measures of Galactic and extragalactic sources (Green et al. 2012, and references therein). It is this apparent discrepancy that prompted a rigorous re-evaluation.

2.1 The classical Lorentzian derivation

Although there has been much ambiguity within the astronomical community, there is a significant body of physics literature with derivations, in a classical sense, of the field direction from Zeeman splitting. These started with the original work by Zeeman (1897, 1913) and include: White (1934), Sommerfeld (1954), Stone (1963), Jenkins & White (1976), Landi Degl’Innocenti & Landolfi (2004), Haken, Wolf & Brewer (2005). In this work, if the magnetic field is directed towards the observer (and denoted with a negative value), IEEE LCP is at the lower frequency, IEEE RCP is at the higher frequency. Similarly if the magnetic field is directed away from the observer (and denoted with a positive value) IEEE LCP is at the higher frequency, IEEE RCP is at lower frequency. Throughout the rest of the paper, we refer to this body of work as the ‘classical Lorentzian derivation’.

3 THE INFERRED FIELD DIRECTION

In this section, we revisit the quantum mechanics and radiative transfer of the Zeeman effect to demonstrate that the inferred direction of the field is uniquely defined by the observed frequency (or velocity) shift, in accordance with the classical Lorentzian derivation.

3.1 Frequencies of \( \sigma \) components

We now consider the interaction of circularly polarized radiation with molecules that are subject to Zeeman splitting by an external magnetic field (Fig. 3). According to the discussion in Eisberg & Resnick (1974), the magnetic moment of the molecule, \( \mu \), is close to, but not exactly, antiparallel to the total angular momentum vector, \( J \) (or \( F \) in a molecule like OH or CH that has a Zeeman effect of hyperfine structure). The magnetic moment precesses rapidly about \( -J \) and much more slowly about \( -B \). Eisberg & Resnick (1974) introduce the approximation that in one period of rotation of \( \mu \) about \( -B \), \( \mu \) will rotate so many times about \( -J \) that the component of \( \mu \) perpendicular to \( -J \) averages out to zero, and we need to consider only the parallel component, \( \mu_J \), precessing with \( -J \) about \( -B \). This precession implies a corresponding precession of \( J \) about \( B \), and it may be shown (for example Littlefield & Thorley 1979) that the sense of this latter precession is counterclockwise for observers with the magnetic field pointing towards them. Aligning the magnetic field and radiation propagation directions along the z-axis (\( \theta = 0 \), see Fig. 3), observers receiving the radiation also see \( J \) rotating counterclockwise, corresponding to right-handed rotation under the IEEE convention (Fig. 4). Since \( m \) is the quantum number corresponding to \( J_z \), the projection of \( J \) on the z-axis, this right-handed (counterclockwise) rotation corresponds to positive values of \( m \).

The considerations above allow us to consider the radiation-molecule interaction in a \( \sigma^+ \) transition (Fig. 3). Recall that in our convention, a \( \sigma^+ \) transition is one in which the value of \( m \) increases by 1 in emission. The left-hand side of the figure shows the transition in absorption. The molecules change from the initial state (a) as discussed above (IEEE right-handed rotation and \( m = 1 \)) to the final state (b) where \( J \) has no projection on the z-axis and \( m = 0 \). The overall value of \( m \) must therefore be zero. To conserve the angular momentum of the interaction, the initially right-handed molecules must interact with LCP radiation (under the IEEE convention), which has an electric field vector that rotates clockwise as viewed by an observer receiving the radiation (Fig. 3 a). A derived result of this scheme is that a photon of the LCP radiation must carry \(-1\) unit of angular momentum associated with \( m \). This result is consistent with the conventions on photon polarization in Landau et al. (1982) and Fujia Yang (2010), having taken into account the handedness conventions used in these works. On the right-hand side of Fig. 3 we see a stimulated emission event, with the LCP radiation now approaching a molecule with \( m = 0 \) (part c). A photon of this radiation then copies itself, and leaves the molecules in right-hand precession (d). The overall value of \( m \) in this stimulated emission case is \(-1\). It should be noted that for the case of spontaneous emission, one can follow the left-hand side of Fig. 3 from (b) to (a): start with \( m = 0 \) and no radiation and the result is radiation with LCP, and the molecules have undergone a right-handed transition, increasing \( m \) by 1; this is in the same sense as for stimulated emission.

For Zeeman splitting of maser emission, if \( \Delta m = m_{\text{lower}} - m_{\text{upper}} \) (e.g. Gray & Field 1994; Gray 2012), where \( m_{\text{lower}} \) and \( m_{\text{upper}} \) are the quantum numbers corresponding to the magnetic sub-levels.
(Fig. 1), we find that $\sigma^+$ is always found at the lower frequency (higher velocity), $\sigma^-$ at the higher frequency (lower velocity).\(^4\) This is shown schematically in Fig. 1.

### 3.2 $\sigma$ to Stokes $V$ correspondence

The evolution of Stokes $V$ with propagation distance for the two $\sigma$ components, following Goldreich, Keeley & Kwan (1973, hereafter GKK73), can be defined respectively for the $\sigma^+$ and $\sigma^-$ components as\(^5\)

\[
\frac{dV}{dz} = \gamma(1 + \cos^2 \theta) V - 2\gamma \cos \theta I
\]

(2)

\[
\frac{dV}{dz} = \gamma(1 + \cos^2 \theta) V + 2\gamma \cos \theta I,
\]

(3)

where $\gamma$ is the gain coefficient, and with the field vectors and $\theta$ defined as in Figs 3 and 4. Remembering that Stokes $I$ exceeds Stokes $V$, it can be seen from this equation that for an aligned field, one where the magnetic field vector is approximately coincident with the propagation vector ($\theta \approx 0$), thus directed towards the observer, the $\sigma^+$ component will have increasingly negative Stokes $V$ and the $\sigma^-$ component increasingly positive Stokes $V$. Similarly for an opposing field direction ($\theta \approx \pi$), the $\sigma^+$ component will have increasingly positive Stokes $V$ and the $\sigma^-$ component increasingly negative Stokes $V$. Thus, with the frequencies (or equivalent velocities) of the $\sigma^+$ and $\sigma^-$ components defined by the quantum mechanics of the splitting (Section 3.1), we know inherently that positive Stokes $V$ at a lower frequency (higher velocity) indicates a field directed away from the observer.

### 3.3 Polarization handedness

If we now, as is commonly done, invoke the IAU definition of Stokes $V$ for emission, with positive $V$ corresponding to RCP and negative $V$ corresponding to LCP, we see that RCP at a lower frequency (higher velocity) and LCP at a higher frequency (lower velocity) indicate a field away from the observer.

### 4 CONSISTENCY OF POLARIZATION DEFINITIONS

In this section, we justify Sections 3.2 and 3.3 by demonstrating the consistency of the statement based on helical basis vectors.

#### 4.1 The direction of waves

We consider our electromagnetic (EM) waves to propagate in the $xyz$-plane (Fig. 2). The electric field of such a plane-polarized wave has a standard representation (Jenkins & White 1957; Lothian 1957; Young & Freedman 2004) of

\[
E(z, t) = \hat{x}E_x \cos(\omega t - kz),
\]

(4)

where $\hat{x}$ is the unit vector along the $x$-axis, $E_x$ is the field amplitude, $\omega$ is its angular frequency and $k = \omega/c$, its wavenumber.

\(^4\)This convention is presented in the often cited Garcia-Barreto et al. (1988), although it should be noted that the alternative $\Delta m = m_{\text{lowest}} - m_{\text{upper}}$ is also often adopted (as noted by D. E. Rees in Kalkofen 1988).

\(^5\)Note that the $\pm 1$ sub-scripts used on the Stokes parameters to denote transition type by GKK73 are reversed with respect to the $\sigma^\pm$ notation used in this work.

### 4.2 The field as applied to masers

In equation (4), the field amplitude is assumed to be real and constant. In maser astrophysics, we typically deal with a spectral line composed of Fourier components distributed about a line centre frequency, $\omega_0$. The width of the line is narrow in the sense that some width parameter, $\Delta \omega$, such as the full width at half-maximum, satisfies $\Delta \omega \ll \omega_0$. We can now generalize the field in equation (4) to the typical maser case by letting the rapidly oscillating trigonometric term depend on $\omega_0$, and by introducing a slowly varying phase factor into the amplitude of each Fourier component: see for example, Menegozzi & Lamb (1978), Goldreich et al. (1973), Deguchi & Watson (1990) and Gray (2012). The complex amplitude of the full field, $\hat{E}(z, t)$, then becomes an integral over frequency offset from $\omega_0$, and varies on a time-scale vastly longer than 1/$\omega_0$. The field is now

\[
E(z, t) = \Re \{ \hat{x}E_x e^{-i\omega t} \hat{\xi} e^{-i\omega_0 t} \}.
\]

(5)

where the tilde on the amplitude indicates a complex-valued function. As discussed above, the wave in equation (5) is moving in the direction of more positive $z$.

For the present purpose of testing the conformity of EM radiation definitions with polarization conventions, the full complexity of equation (5) is not required. Our investigations require the use of time differences of the order of 1/$\omega_0$ and distances vastly shorter than any amplification or gain length. We therefore ignore the slow time and space dependence of the complex amplitude, leaving it in the form of a constant real amplitude multiplied by a constant phase factor, $e^{i\phi}$, that is,

\[
E(z, t) = \Re \left\{ \hat{x}E_x e^{i\phi} e^{-i\omega t} \hat{\xi} e^{-i\omega_0 t} \right\}.
\]

(6)

### 4.3 Elliptical polarization

The wave represented by equation (6) is linearly polarized in the $xz$-plane. In this work, we need to consider circularly and, more generally, elliptically polarized radiation. This will contain both $x$ and $y$ components of the electric field, each with its own phase factor. In general, we have

\[
E(z, t) = \Re \left\{ \hat{x}E_x e^{i\phi} + \hat{y}E_y e^{i\phi} \right\} e^{-i\omega t} e^{-i\omega_0 t}.
\]

(7)

where $\phi_x$ and $\phi_y$ are the phases of the Cartesian field components.

A Cartesian representation is unwieldy when calculating the interaction of the EM radiation with the molecular density matrix, so it is customary to shift to a set of unit vectors based on positive and negative helicity: helical unit vectors in the spherical basis, often written as $\hat{e}_+ \hat{e}_-$ and $\hat{e}_+ \hat{e}_-$. The field amplitude can now be broken into helical, rather than Cartesian, components, so that the usual representation for our elliptically polarized wave is

\[
E(z, t) = \Re \left\{ \hat{e}_+ E_+ + \hat{e}_- E_- \right\} e^{-i\omega t} e^{-i\omega_0 t}.
\]

(8)

There is a third helical unit vector, but this is simply equal to the $z$-axis unit vector, and is often written, $\hat{e}_z \hat{e}_z$. The positive and negative helicity unit vectors are unfortunately ambiguous, and we discuss below how to attach them to a standard pair of unit vectors corresponding to IEEE LCP and RCP. We have removed one ambiguity by choosing to write $e^{i\omega_0 t} e^{-i\omega t}$ (rather than $e^{-i\omega_0 t} e^{i\omega t}$) when using complex exponential notation, as appears to be standard practice in maser polarization theory papers, including GKK73.
4.4 The axis system

We have defined our EM wave to propagate along the $z$-axis in the positive direction in Section 4.1. This definition must be supplemented by a convention for the orientation of the $x$- and $y$-axes if any test of handedness is to work. We assume that the standard ‘right-handed’ system of axes from mathematics has been used by all authors unless they have clearly stated otherwise. This axis system is drawn in many textbooks, and it is reproduced in Fig. 2 (Boas 1966; Arfken 1970). Also shown in Fig. 2 is the EM wave from equation (4) at time $t = 0$.

4.5 A test prescription for polarization handedness

In mathematical descriptions of elliptically polarized radiation, it is the helical unit vectors that decide the handedness of polarization, given some standard definition of left and right. Here, we present a formal prescription for testing any pair of helical unit vectors against the IEEE standard.

(i) Associate the positive and negative helicity unit vectors with presumed LCP and RCP radiation.

(ii) Use equation (8) with the presumed RCP and LCP unit vectors to determine the RCP and LCP electric field components in terms of their Cartesian counterparts.

(iii) Write down a version of equation (8) corresponding to an RCP wave.

(iv) Insert into this equation the definition of the presumed right-handed unit vector, and resolve the electric field into its Cartesian components.

(v) Set a fixed distance, say $z = 0$.

(vi) Pick a time, $t$, such that the electric field is aligned along the positive $y$-axis.

(vii) Advance the time to $t_2$ so that $\omega_0 t_2 = \omega_0 t_1 + \pi/2$, and check the new alignment of the electric field vector.

(viii) If the field at $t_2$ is aligned with the negative $x$-axis, then the field has rotated counterclockwise from the observer’s point of view (see Fig. 2) and the presumed RCP vector conforms to the IEEE standard. If the field has instead rotated clockwise from the observer’s point to point along the positive $x$-axis, then the presumed right-handed unit vector is actually left under the IEEE convention (or right-handed in the optics convention).

4.6 Goldreich et al. (1973)

The seminal theory paper on maser polarization is GKK73. Their equation 12 clearly defines Stokes $V$ in accordance with the IAU convention: right minus left. The same equation also tells us that the positive helicity unit vector should be associated with RCP (and negative helicity with LCP). The definitions of the helical unit vectors are given in the text just above equation 12 of GKK73 and, given the associations above, we deduce that

$$\hat{e}_R = (\hat{x} + i\hat{y})/\sqrt{2}; \quad \hat{e}_L = (\hat{x} - i\hat{y})/\sqrt{2},$$

noting that in this basis the left-hand vector is the complex conjugate of the right-handed vector. Do these vectors conform to the IEEE definition? The short answer is yes, they do. To prove this, we follow the prescription set out in Section 4.5 above.

Step (i) of Section 4.5 has already been completed in the discussion above. For step (ii), we write down a version of equation (8) in which the positive and negative helicity vectors and components are replaced by their RCP and LCP equivalents

$$E(z, t) = \Re \left\{ \hat{e}_R \hat{E}_R + \hat{e}_L \hat{E}_L \right\} e^{-i\omega t},$$

where $Y(z, t) = \omega_0 (t - z/c)$. Inserting the definitions from equation (9), and resolving into Cartesian components, we obtain,

$$E(z, t) = (1/\sqrt{2}) \Re \left\{ \hat{x} (\hat{E}_R + \hat{E}_L) + i \hat{y} (\hat{E}_R - \hat{E}_L) \right\} e^{-i\omega t},$$

from which it is evident that $\hat{E}_x = (\hat{E}_R + \hat{E}_L)/\sqrt{2}$ and $\hat{E}_y = i(\hat{E}_R - \hat{E}_L)/\sqrt{2}$. Inverting this pair of expressions requires that

$$\hat{E}_L = (\hat{E}_x + i\hat{E}_y)/\sqrt{2}; \quad \hat{E}_R = (\hat{E}_x - i\hat{E}_y)/\sqrt{2}. $$

We can now complete step (iii) by writing down a version of equation (8) in (presumed) RCP only

$$E_R(z, t) = \Re \left\{ \hat{e}_R \hat{E}_R \right\} e^{-i\omega t},$$

and continue to step (iv) by inserting the definitions of $\hat{e}_R$ from equation (9) and of $\hat{E}_R$ from equation (12). The result is

$$E_R(z, t) = (1/2) \Re \left\{ \hat{x} \hat{E}_x + \hat{y} \hat{E}_y + i(\hat{y} \hat{E}_x - \hat{x} \hat{E}_y) \right\} \times (\cos Y - i \sin Y).$$

Step (iv) is completed by multiplying out the brackets and taking the real part, leaving

$$E_R(z, t) = (1/2) \left\{ \hat{x} (\cos \omega_0 t - \sin \omega_0 t) + \hat{y} (\cos \omega_0 t + \sin \omega_0 t) \right\}.$$

Step (vi) is achieved by setting $\omega_0 t_1 = \pi/4$, so that $\cos \omega_0 t_1 = \sin \omega_0 t_1 = 1/\sqrt{2}$. The $x$-component of the field disappears, and the field is aligned with the positive $y$-axis

$$E_R(0, t_1) = (\hat{x}/\sqrt{2}) \hat{y}. $$

To see how the field rotates, we advance the time by one quarter period to $t_2$, such that $\omega_0 t_2 = \omega_0 t_1 + \pi/2 = 3\pi/4$. The trigonometric functions now have the values, $\cos \omega_0 t_2 = -1/\sqrt{2}$ and $\sin \omega_0 t_2 = +1/\sqrt{2}$.

The modified field is

$$E_R(0, t_2) = (-\hat{x}/\sqrt{2}) \hat{y}, $$

which completes step (vii). The final step is to note that, from the observer’s viewpoint, the field has rotated counterclockwise through one quarter turn to align with the negative $x$-axis. The conclusion is that the presumed RCP vector from equation (9) is indeed IEEE-compliant.

A similar analysis (though using a different starting time, $t_1$) shows that the LCP vector is also IEEE-compliant as left handed. We conclude that the helical vectors of the spherical basis used in GKK73 are IEEE-compliant and satisfy the IAU definition of Stokes $V$.

4.7 Gray & Field (1995)

The first paper of a series, Gray & Field (1995), denoted GF95 hereafter, applied the semiclassical saturation theory developed in Field & Richardson (1984) and Field & Gray (1988) to polarized masers,
particularly for the case where the Zeeman splitting is large compared to the Doppler width. This work is somewhat more difficult to test than GKK73 because the electric field definition is in Cartesian components. However, it is useful because the helical vectors may be derived from field and phase definitions, rather than stated.

We begin with equation (7), the definition of an elliptically polarized wave in Cartesian components. It is straightforward to transfer the entire phase factor to the $y$-component: lift the real part operator to yield a complex version of the electric field, and multiply this by $e^{-i\phi}$. The real part of this modified field is then the electric field used in GF95 (equation 1) $E(z,t) = \Re \left\{ [\hat{x}E_x + \hat{y}E_y]e^{-i\phi} \right\}$,\hspace{1em}(19)

where $Y(z, t)$ is defined as before and $z = \phi_x - \phi_y$, as stated in the text below equation 1 of GF95. If we assume circular polarization to set $E_x = E_y = E$, and expand the complex exponentials, equation (19) may be developed to the form $E(z,t) = \mathcal{E} \Re \left\{ [\hat{x} \cos \delta - i \sin \delta] (\cos Y - i \sin Y) \right\}$,\hspace{1em}(20)

and after multiplying out the brackets and taking the real part, to $E(z,t) = \mathcal{E} \Re [\hat{x} \cos \delta + \hat{y} \cos(\delta + Y)]$.\hspace{1em}(21)

As in the GKK73 test, we proceed by setting the fixed distance of $z = 0$ to obtain $E(0,t) = \mathcal{E} \Re [\hat{x} \cos \omega_0 t + \hat{y} \cos(\delta + \omega_0 t)]$.\hspace{1em}(22)

At this point, we introduce the IEEE convention\(^6\), which requires that for RCP radiation, the $y$-component of the field leads the $x$-component: that is, $\delta$ is negative and, for circular polarization, equal to $-\pi/2$. Inserting this value into equation (22), we recover $E(0,t) = \mathcal{E} \Re [\hat{x} \cos \omega_0 t + \hat{y} \sin \omega_0 t]$.\hspace{1em}(23)

Note that equation (23) is consistent with cosinusoidal $x$- and sinusoidal $y$-components in IEEE (‘source point-of-view’).

As a final check, set the initial time $t_1$ such that $\omega_0 t_1 = -\pi/2$, and equation (23) reduces to the $y$-aligned, $E(0,t_1) = \mathcal{E} \hat{y}$. The time can now be advanced one quarter period, so that $\omega_0 t_2 = \omega_0 t_1 + \pi/2 = \pi$, leading to $E(0,t_2) = -\mathcal{E} \hat{x}$. This is a counterclockwise rotation from the observer’s viewpoint, so the electric field in GF95 is consistent with the IEEE convention.

4.7.1 Helical unit vector for RCP radiation

The choices made in the test above now dictate the helical unit vector (in the spherical basis) for RCP radiation in GF95. With $\delta = -\pi/2$ as required for IEEE RCP, $e^{-i\phi} = \hat{y}$. Substitution of this result into equation (19), and setting $E_x = E_y = E$ as above for circular polarization, we find that the RCP wave is $E_R(z,t) = \mathcal{E} \Re \left\{ [\hat{x} + i\hat{y}] e^{-i\phi} \right\}$,\hspace{1em}(24)

which dictates that, for GF95, $\hat{e}_R = (\hat{x} + i\hat{y})/\sqrt{2}$,\hspace{1em}(25)

a form identical to that used by GKK73.

4.7.2 IEEE compliance

Although both GKK73 and GF95 are IEEE-compliant in their description of circular polarization, and use identical definitions of $\hat{e}_R$, the definitions of $\hat{e}_L$ are different; one can be obtained from the other by multiplication by $-1$. From the point of view of circular polarization, this difference is inconsequential. We note that the GKK73 definition, $\hat{e}_L = (\hat{x}_L - i\hat{y}_L)/\sqrt{2}$, may be obtained from equation (22) by setting $\delta = +\pi/2$, for LCP radiation, to obtain $E(0,t) = \mathcal{E} \Re \left\{ [\hat{x} \cos \omega_0 t - \hat{y} \sin \omega_0 t] \right\}$,\hspace{1em}(26)

The wave in equation (26) is $y$-aligned at a new start time given by $\omega_0 t_3 = -\pi/2$, and advancing it through $\pi/2$ rad to $t_4 = 0$ yields an $x$-aligned field, demonstrating clockwise rotation from the observer’s viewpoint and therefore IEEE-left-handedness. Insertion of the corresponding phase factor, $e^{-i\pi/2} = -i$, into equation (19), with equal real $x$- and $y$-amplitudes, then recovers the left-hand unit vector used by GKK73. Note that this form of $\hat{e}_L$ is just the complex conjugate of $\hat{e}_R$, as defined in equation (25).

Note that in the paragraph above, the starting time of the wave was defined by $\omega_0 t_3 = -\pi/2 = \omega_0 t_4 - \pi$, where $t_4$ is defined as in Section 4.7 ($\omega_0 t_2 = \pi/2$). The form of the LCP wave, at $z = 0$, starting at $t_4$ is, from equation (19) $E(0,t - t_4) = \mathcal{E} \Re \left\{ [\hat{x} - i\hat{y}] e^{-i\phi(t - t_4)} \right\}$,\hspace{1em}(27)

but to start it from the same time as the RCP wave tested in Section 4.7, we eliminate $t_4$ in favour of $t_1$, noting that this introduces a phase factor of $e^{-i\pi t} = -1$, transforming equation (27) to $E(0,t - t_1) = \mathcal{E} \Re \left\{ [-\hat{x} + i\hat{y}] e^{-i\phi(t - t_1)} \right\}$,\hspace{1em}(28)

which yields the form of $\hat{e}_L$ used in GF95, that is $\hat{e}_L = (-\hat{x} + i\hat{y})/\sqrt{2}$.

4.7.3 Definition of left-handed vector and scalar signature

From Section 4.7.2, we note that, for a given definition of a right-handed unit vector, two definitions of a left-handed vector are common: one is based on the same initial orientation of the electric field vector (but different time origins), and the other is based on the same time (but different vector orientations for the LCPs and RCPs). More importantly, the first type satisfies, $\hat{e}_L = \hat{e}_R^\ast$, whilst the second satisfies $\hat{e}_L = -\hat{e}_R^\ast$. This introduces a new layer of complexity that does not affect the handedness of polarization, but should be noted.

We introduce here the scalar signature, $s$, which is the scalar product of a pair of helical vectors in the spherical basis $s = \hat{e}_R \cdot \hat{e}_L$.\hspace{1em}(29)

Here, $s$ is equal to either $+1$ for the first type, where the vectors are complex conjugates, or $-1$ for the second case, where they are anticonjugate. In the tests considered so far, GKK73 has $s = 1$, but GF95 has $s = -1$.

4.7.4 IAU compliance

We have determined that polarization in GF95 follows the IEEE convention. However, the values of $\delta$ used in Section 4.7, combined with the definition of Stokes $V$ in equation 7 of that work imply that GF95 used the non-IAU (LCP minus RCP) version of this quantity. A combination of non-IAU Stokes $V$ and the use of the $\sigma^\pm$ notation for transition type results in a radiative transfer equation for Stokes $V$ (equation 24 of GF95) that is identical in form to that in GKK73.
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(who use IAU Stokes V, but whose ± sub-scripts are reversed from our \( \sigma \)). The use of non-IAU Stokes V by GF95 almost certainly led to the incorrect statement regarding polarization handedness and field orientation in section 2.2 of that work. Note that our equation (2) and equation (3) may be obtained from equation 24 of GF95 by making the substitution \( V_{GF95} = -V_{IAU} \).

5 THE HELICITY OF TRANSITIONS

For GKK73 to comply with the IAU definition of Stokes V, the right- and left-handed vectors used to represent the polarization of the radiation must have the following association with the positive and negative helicity vectors used to represent the response of the molecular density matrix

\[
\hat{e}_{+} \rightarrow \hat{e}_R ; \hat{e}_{-} \rightarrow \hat{e}_L \quad \text{[GKK73]. (30)}
\]

In Section 4, we have considered the use of helical vectors to represent the handedness of radiation polarization, noting that they are often written in the form of positive and negative helicity as above. In order to derive equations for the transfer of the Stokes parameters, we must also describe the molecular response in terms of these same vectors. The molecular response is used in two ways in the derivation of the transfer equations: once through the macroscopic polarization of the medium that provides source terms for the transfer equations, and again through the Hamiltonian that appears in the evolution equations of the molecular density matrix. It turns out that the Hamiltonian is adequate to fix the helicity of the various magnetic transitions, and we will not consider the macroscopic polarization further.

By definition, the interaction Hamiltonian, comprising its off-diagonal elements and resulting from the effect of the radiation field on the molecular electric dipole, has elements of the form,

\[
\hbar W_{a,b} = -E \cdot \hat{d}_{a,b}. \quad \text{(31)}
\]

where \( a \) and \( b \) are magnetic energy sub-levels and \( \hat{d} \) is the dipole operator. For the sake of example, we choose a \( \sigma^+ \) transition, noting that this has the lowest frequency in a Zeeman group (see Fig. 1).

Note that the Zeeman group in GKK73 is the simplest non-trivial case with \( m_{\text{upper}} \) having the possible values \(-1, 0, 1\) and an unsplit ground state with \( m_{\text{lower}} = 0 \). Their only allowed \( \sigma^- \) transition is therefore the one from \( m_{\text{upper}} = -1 \) to the ground state, and this is consistent with their equation 15, where the upper level with \( m = -1 \) has the smallest diagonal Hamiltonian element of the three, and therefore the lowest energy. Our specific form of equation (31) for the \( \sigma^+ \) transition is therefore,

\[
\hbar W_{+0} = -E \cdot \hat{d}_{+0}. \quad \text{(32)}
\]

By comparison with equation 17 of GKK73 and our equation (9), we see that the dipole for the \( \sigma^+ \) transition is right-handed, and the dipole operator may be written,

\[
\hat{d}_{+0} = \hat{d}_{R}. \quad \text{(33)}
\]

which in the convention adopted by GKK73 corresponds to positive helicity (see equation 30 of this paper). This vector was originally written in a coordinate system where the magnetic field lies along the \( z \)-axis, and a rotation matrix (equation 19 of GKK73) was provided to rotate it on to the system where the \( z \)-axis coincides with the direction of radiation propagation. In this work, it is perfectly acceptable to align the systems, as in Fig. 3. Note that equation (33) is consistent with this figure: molecules with an IEEE right-handed dipole interact with only IEEE LCP radiation in the \( \sigma^+ \) transition, since \( s = 1 \), but a right-handed vector dotted on to itself is zero.

5.1 Extension to Stokes V

The formula derived for the molecular dipole in equation (33) is only true when the magnetic field and radiation propagation directions are aligned. If we reversed the magnetic field, whilst keeping the propagation direction the same, our observer would then see the molecular dipole for the same \( \sigma^+ \) transition represented by an IEEE left-handed helical vector that would interact with IEEE RCP radiation. By means of a rotation matrix, the general case is represented in, say, the radiation propagation frame as a linear combination of both left-handed and right-handed helical vectors with coefficients that contain functions of the angle \( \theta \) between the propagation and magnetic field axes. For the case of the transfer of Stokes V, the coefficients are functions only of \( \cos \theta \).

Whatever detail is involved in obtaining it, the final radiative transfer equation for IAU-compliant Stokes V must agree with the result derived in Section 5 above: for a \( \sigma^+ \) transition: IEEE LCP radiation is amplified when the magnetic field and propagation axes are aligned (\( \cos \theta = 1 \)). At this point, we note that GKK73 do not use the same \( \sigma^+ \) and \( \sigma^- \) notation for magnetic transitions as this paper: their definition follows their equation 46b on page 121, and states, ‘sub-scripts on the Stokes parameters distinguish among the three radiation bands by indicating the magnetic sub-level of the upper state to which each couple’. With reference to Fig. 1 we see that if \( m_{\text{lower}} = 0 \) is the only available lower state, as in GKK73, the upper state of the \( \sigma^+ \) transition has \( m_{\text{upper}} = -1 \), corresponding to a sub-script \(-1\) for GKK73 – i.e. their notation is reversed with respect to ours.

With the above note in mind, we select the simplest transfer equation for Stokes V in GKK73 that provides the necessary information: their equation 52, line 2. Use of this equation requires that the magnetic field be sufficiently strong not only to provide a good quantization axis, but also to split the \( \sigma^- \) and \( \pi \) transitions by considerably more than a Doppler (thermal and turbulent) width. The equation is also free of the complexities of saturation, which are not required to consider the sense of circular polarization. To place the equation in our \( \sigma^- \) and \( \pi \) convention, we must change each \( \pm \) symbol in the GKK73 equation with \( \pi \) when it refers to a radiation quantity (Stokes I and V here), but not the one preceding the term in \( \cos \theta \), which is dictated by the field and propagation geometry discussed earlier. The results are our equation (2) and equation (3) for \( \sigma^+ \) and \( \sigma^- \), respectively. Note that the above operation is not the same as a simple swap of helicities, which would swap all the \( \pm \) to \( \mp \) in the GKK73 equation and leave it invariant.

The discussion following equation (2) and equation (3) in Section 3.2 then gives us a predominance of negative Stokes V (IEEE LCP radiation) for a \( \sigma^+ \) (GKK73 negative) transition when the magnetic and propagation axes are aligned (\( \theta = 0 \)). This is in accord with the discussion of the radiation–dipole interaction in Section 5, with Fig. 3, and the classical Lorentzian derivation.

6 SUMMARY

We revisit the quantum mechanics and radiative transfer of maser emission under the conditions of Zeeman splitting and establish the correct field orientation for an observed spectrum. Adopting the IEEE convention for right-handed and left-handed circular polarization, and the IAU convention for Stokes V (right-handed circular polarization minus left-handed circular polarization) we find (Fig. 5)

(i) A magnetic field directed away from the observer will have RCP at a lower frequency (higher velocity) and LCP at a higher frequency (lower velocity).
Summary of observed Zeeman profiles (top) and corresponding magnetic field directions relative to the observer (bottom). The IAU definition of Stokes $V$ and the IEEE definition of polarization handedness are assumed. Frequency increases from left to right.

(ii) A magnetic field directed towards the observer will have RCP at a higher frequency (lower velocity) and LCP at a lower frequency (higher velocity).

The results of our current analysis are consistent with the classical Lorentzian derivations and mean that Zeeman splitting in the Carina–Sagittarius spiral arm, as measured from previous studies, should be interpreted as a field direction aligned away from the observer, and thus demonstrating a real field reversal in the interstellar medium.
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**APPENDIX A: A SIMPLE TEST**

The scalar or dot product of pairs of helical vectors in the spherical basis has been introduced in Section 4.7.3 to define the scalar signature of a basis. The dot product may also be used as a very simple test to determine conformity of any basis to the IEEE convention now that we have a vector, $\hat{e}_R = (\hat{x} + i \hat{y})/\sqrt{2}$, that we know is IEEE-compliant.
Table A1. Electric field polarization conventions apparently used in works discussing maser polarization and in selected general texts.

| Author(s)   | Convention | Signature |
|-------------|------------|-----------|
| GKK73       | IEEE       | +1        |
| GF95        | IEEE       | −1        |
| DW90        | IEEE       | −1        |
| E91         | Optics     | +1        |
| DvT09       | IEEE       | −1        |
| G12         | Optics     | −1        |

1. See main text for definitions of shorthand notation.
2. IEEE corresponds to \( \hat{e}_R \cdot \hat{e}_R = 0 \); optics corresponds to \( \hat{e}_R \cdot \hat{e}_R = \pm 1 \).
3. From evaluation of the helical vector. From the above argument, and their equation A4a, DW90 therefore require the spherical basis, with scalar signature equal to −1, and therefore in the same convention as GF95.
4. This work includes Elitzur (1991) and subsequent works (Elitzur 1992, 1993). Its purpose was to extend the work of GKK73 from \( J = 1 \) to arbitrary rotational transitions. In this work, \( \mathbf{E}^+ \) corresponds to LCP, and it is assumed \( \mathbf{E}^- \) is the coefficient of \( \hat{e}_{+} \) and equivalent to \( \hat{e}_L \). Under these assumptions the vectors are optics-compliant and the scalar signature is +1. However, it should be noted that Stokes V is defined contrary to IAU, with Stokes \( V = \text{LCP} - \text{RCP} \).

A3 Dinh-v-Trung (2009)

The work considered here (DvT09 for short) applied up-to-date computing power to the polarization problem, with conclusions that supported the standard model of polarized maser propagation. The definition of Stokes V is the same as in DW90 (DvT09; equation 7), so the electric field component marked with negative helicity must be RCP. The electric field definition (DvT09 equation 4) also agrees with DW90 so we must equate \( \hat{e}_R = -\hat{e}_+ \) and \( \hat{e}_L = -\hat{e}_- \). By inspection of DvT09 equation 1, we see that the definition of \( \hat{e}_R \) agrees with DW90 and GF95. However, the definition of \( \hat{e}_L \) appears to be simply a negated version of \( \hat{e}_R \). Presumably, this is just a typographical error, and the symbol before i should be ± rather than ±. Assuming this is so, DvT09 is IEEE-compliant.

A4 Gray (2012)

In the above work (G12 for short), the Stokes parameters are set out on page 277. They have Stokes V as positive helicity field components subtracted from negative helicity components as in DW90 and DvT09. Therefore, to conform with the IAU convention, negative helicity components must be RCP. However, as in GKK73, but unlike DW90 and DvT09, the negative helicity (right-handed) field-component is the amplitude associated with the negative helicity unit vector, as required by equation 7.153 of G12 on page 270. We therefore make the association, \( \hat{e}_R = \hat{e}_- \) in this case. From the definitions printed just above equation 7.153, and the discussion above, G12 defines the right- and left-handed unit vectors as, \( \hat{e}_R = (\hat{x} - i \hat{y})/\sqrt{2} \) and \( \hat{e}_L = (\hat{x} + i \hat{y})/\sqrt{2} \). This combination is optics-compliant with a scalar signature of −1. Gray (2012) is therefore internally self consistent in having a field pointing away from the observer in W3(OH).
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