Topological Point Defects of Liquid Crystals in Quasi-Two-Dimensional Geometries
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We review the interactions and dynamics of topological defects in liquid crystals (LCs) in quasi-two-dimensional (2D) geometries. Such spatial restrictions can be realized in thin freely suspended smectic C films, in thin sandwich cells filled with nematic LCs, and under specific boundary conditions in LC shells embedded in aqueous solutions. Random defect patterns can be created by thermal quenching of the samples from lower ordered into higher ordered phases. On the other hand, well-defined isolated defect configurations for the study of elementary interaction steps can be prepared by using simple mechanical techniques. Observation by polarizing microscopy is straightforward. Spatial dimensions of the experimental systems as well as time scales are convenient for observation. The continuum theory of LCs is well-developed so that, in addition to the experimental characterization, an analytical or numerical description is feasible. From interactions and dynamic features observed in these LC systems, general conclusions on defect dynamics can be drawn.
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1. INTRODUCTION

Topological defects occur in a wide variety of physical systems, ranging from soft matter [1–6] to quantum systems [7–10], superfluid liquids [11–14], and thin magnetic films [15–17] to cosmology [18–22]. Often, the coarsening of defect patterns that form after symmetry-breaking phase transitions determines the establishment of long-range order in the system. The dynamical properties of such patterns are far from being trivial. A promising concept to find a universal description is to look for general features of defect patterns and their interactions in different systems [20–25]. For that purpose, a system in which universal features of defects can be studied relatively easily and in a quantitative way is of great advantage. Some liquid crystal (LC) phases are promising candidates by virtue of their easy handling, straightforward observation, convenient relaxation time scales, and diversity of structures. They allow for studying defect interactions and coarsening dynamics of topological defect patterns with conventional optical polarizing microscopy. Ensembles of very different kinds of defects in LC phases have been described (e.g., [1–5, 26–33]). The observation of pattern coarsening by mutual annihilations of topological point defects in such systems allows for the direct study of “scaling solutions,” providing models for the evolution of monopoles, multipoles, and textures. Isolated defect pairs can be created to study their mutual interactions as the elementary steps of pattern coarsening. Beyond such defect
interactions, mixed structures of defects and inclusions of various shapes and sizes or influences of container boundaries can add further levels of complexity. It is possible to add a mass (of attached inclusions) to defects, to set spatial restrictions, and to exploit defects for structural stabilization of two-dimensional or three-dimensional colloids.

A considerable simplification for the analysis of basic features of defect dynamics is the restriction to quasi-two-dimensional (2D) systems, i.e., samples in which the extension in the third dimension is negligible with respect to the typical defect distances and core sizes and samples that can be considered uniform in the third dimension. We focus here on defects in this category of 2D systems, even though this excludes the rich variety of three-dimensional defect structures found in colloidal systems with nematic hosts in flat cells [3, 4, 34, 35] or other geometrical restrictions [36–39]. We also disregard dislocations, which are 3D defect structures formed by smectic phases, but restrict ourselves to disclinations. Finally, we have limited this review to conventional, “passive” LC materials and disregard active nematics (e.g., [41, 42]). The focus of this review is on smectic LCs in thin-film geometry, but we also discuss some quasi-2D nematic systems in sandwich cells, where the character of the director field is sufficiently 2D. Examples of optical images of topological defects in LC films are seen in Figure 1. Topologically, they are classified by the defect strength or topological charge $S$, which is equal to the number of full rotations of the liquid-crystal director on a closed path around the defect core. Defects of a given strength $S$ may be further distinguished by a phase $\theta_1$ (Figure 2). An advantage of smectic freely suspended films over nematics is that experiments with nematics in sandwich cells are not easy to interpret because of the three-dimensionality of the geometric problem. Defects, even if they are well-localized in the cell midplane, usually extend from one glass plate to the other. Interactions with the boundaries, such as pinning, and a preferential alignment or 3D director field distortions near the cell walls have to be taken into account. No-slip boundary conditions for material flow will make the dynamics much more complex than in freely suspended films, for which we can neglect coupling to a surrounding fluid in most cases. The same applies if the defects are located at a confining boundary; their geometry will, in this case, be more 3D in nature. Smectic C mesogens, on the other hand, can form stable, quasi-two-dimensional (2D) freely suspended films (FSFs) similar to soap films when they are stretched across a solid frame [45]. Since their first detailed description by Young et al. [46], they have proven very useful in manifold investigations. Stable films can be as thin as two molecular layers.

2. FUNDAMENTALS

2.1. Liquid Crystal Phases and Their Continuum Description

Since there are excellent textbooks that describe the physics of liquid crystals, we recollect here only a few basic features that are necessary to understand the nature, structure and dynamics of defects in LC phases. For a deeper introduction into the properties and theoretical description of LCs, the reader is referred to standard books (e.g., [47, 48]).

---

**FIGURE 1** (A) Snapshot of a non-equilibrium arrangement of nine defects in a SmC freely suspended film, all with topological strength +1. The defects repel each other, and the pattern rapidly expands, with eight defects moving radially outward and one remaining in the center. The defect cores are labeled by small circles (see text). Figure adapted from Stannarius and Harth [32]. (B) Pair of defects of opposite topological strengths, −1 (left) and +1 (right) in a SmC freely suspended film. The defects attract each other and finally annihilate, leaving a defect-free uniform texture. Figure adapted from Missaoui et al. [43]. Both images were recorded with crossed polarizers and a diagonally inserted wave plate. (C) Depolarized reflected microscope images of islands in a SmC freely suspended film. The islands contain tangential clockwise (L) and counterclockwise (R) $c$-director fields and central $+1$ defects; each island has an accompanying outer $−1$ defect. Reproduced from Silvestre et al. [29] with permission, copyright American Physical Society. (D) Coarsening of umbilical defect patterns in a nematic cell with homeotropic anchoring and an electric field normal to the cell plane. The director of the material with negative $\Delta \varepsilon$ is driven into the cell plane, forming numerous umbilic ±1 disclinations. Reproduced with permission from Dierking et al. [44], copyright American Physical Society.
The relevant thermotropic LC phases in the context of this review are nematic (N), smectic C (SmC), and smectic C* (SmC*) liquid crystals. Nematics have a molecular arrangement without long-range positional order, and the local preferential orientation of the molecular long axes (the optical axis) is characterized by the director field \( \hat{n}(x, y, z) \). Conventional nematic phases are non-polar, belong to the symmetry group \( D_{\infty h} \), and the directions \( \hat{n} \) and \( -\hat{n} \) are equivalent. The ground state of a conventional non-chiral, infinitely extended nematic sample is a spatially uniform alignment of \( \hat{n} \). Spatial distortions of the director lead to contributions to the elastic free energy density \( w \) in the form

\[
w = \frac{1}{2} K_{11} (\nabla \cdot \hat{n})^2 + \frac{1}{2} K_{22} (\hat{n} \cdot \nabla \times \hat{n})^2 + \frac{1}{2} K_{33} (\hat{n} \times \nabla \times \hat{n})^2 \tag{1}
\]

with the elastic constants for splay, \( K_{11} \), twist, \( K_{22} \), and bend, \( K_{33} \), of the order of a few pN. Such distortions can be caused, for example, by the boundary conditions in finite samples, by the existence of topological defects, by application of electromagnetic fields, or by shear flow.

At solid or liquid boundaries, or at free surfaces, the director may adopt preferential orientations. Those are described by boundary conditions, which may be strong (analogous to Dirichlet type boundary conditions), fixing the orientation of the director, or weak (analogous to Robin boundary conditions), fixing a certain relation between the director and its spatial derivatives. For weak anchoring, the director can deviate from its preferred orientation at the cost of an increased elastic energy. Additional terms may occur in chiral or polar phases. Another term with the saddle-splay elastic constant \( K_{24} \) can be transformed into a surface integral of the free energy, it is thus only dependent on the director orientation at boundaries and can be neglected when the director is rigidly anchored. It may play a role in the vicinity of defect cores. Except near singular points of this director field, one can assume that \( |\hat{n}| = 1 \). In 2D geometry, with \( \hat{n} = (\cos \theta, \sin \theta, 0) \), the free energy density equation reduces to

\[
w = \frac{K_{11}}{2} (\nabla \cdot \hat{n})^2 + \frac{K_{33}}{2} (\nabla \times \hat{n})^2
\]

\[
= \frac{K_{11}}{2} (-\sin \theta \frac{\partial \theta}{\partial x} + \cos \theta \frac{\partial \theta}{\partial y})^2 + \frac{K_{33}}{2} (\sin \theta \frac{\partial \theta}{\partial y} + \cos \theta \frac{\partial \theta}{\partial x})^2.
\tag{2}
\]

In one-constant approximation, where the elastic constants are set equal to \( K_{11} = K_{33} = K \),

\[
w = \frac{K}{2} \left( \frac{\partial \theta}{\partial x} \right)^2 + \left( \frac{\partial \theta}{\partial y} \right)^2,
\tag{3}
\]

and the minimum of the free energy can be found from the solutions of the Laplace equation \( \Delta \theta = 0 \). Singular points of the director field mark defects. In their vicinity, the nematic order parameter goes down and the continuum model requires the introduction of a tensor order parameter \([49–53] \). We will not consider the nanoscopic structure of the defect cores here. In many situations, it is practical to make the reasonable approximation that the director is pinned at the boundary of a circle with radius \( r_c \) around the defect core, and the actual core region is omitted.
Another important property of nematics is their electric and magnetic anisotropy. In the simplest case of uniaxial nematics, the dielectric permittivity adopts the form

$$\hat{\epsilon} = \begin{bmatrix} \epsilon_\perp & 0 & 0 \\ 0 & \epsilon_\perp & 0 \\ 0 & 0 & \epsilon_\parallel \end{bmatrix}.$$ 

In the case $\Delta \epsilon = \epsilon_\parallel - \epsilon_\perp > 0$, the electric torque drives the director toward a parallel or antiparallel orientation respective to the electric field; in the opposite case, the director is pushed toward a perpendicular orientation. Similarly, the diamagnetic susceptibility $\hat{\chi}$ is a tensor that governs the reorientation of the director in an external magnetic field. Finally, the uniaxial nematic phase is birefringent, with different ordinary and extraordinary refractive indices. This allows optical studies with polarizing microscopy (see section 2.3 below).

Thin SmC films can be treated with the same concept, where a unit vector along the projection of $\hat{n}$ onto the film plane takes over the role of the nematic director. This is appropriate as long as the director orientation is uniform along the film normal, which is fulfilled in micrometer or sub-micrometer thin SmC films and in SmC′ films that are much thinner than their helical pitch. We now consider the projection $\tilde{n}_0 = (n_x, n_y, 0)$ of $\hat{n}$ onto the film plane, with variable length depending on the tilt angle $\beta$ (see Figure 3). The free energy expansion in the film is [54, 55]

$$w = A|\tilde{n}_0|^2 + C|\tilde{n}_0|^4 + K_{11}(\nabla \cdot \tilde{n}_0)^2 + [K_{22}(\tilde{n} - \tilde{n}_0)^2 + K_{33}\tilde{n}_0^2](\nabla \times \tilde{n}_0)^2,$$  

where the Landau parameters $A < 0$ and $C > 0$ set the equilibrium length of $\tilde{n}_0$, viz. the equilibrium tilt angle $\beta_0 = \arcsin\sqrt{-A/(2C)}$ of $\hat{n}$ respective to the layer normal. Their magnitude describes the resistance against changes of $\beta$. At non-zero tilt, one can define a unit vector $\hat{c} = \tilde{n}_0/|\tilde{n}_0|$, the $c$-director (Figure 3), which is a true vector. Approaching the core of a defect in the $c$-director field, $|\tilde{n}_0|$ drops to zero, i.e., the material in the core is locally in the smectic A (SmA) phase ($\beta \to 0$). Note that there are only splay and bend of $\hat{c}$ in the 2D system. With

the new constants $K_5 = \sin^2 \beta K_{11}$, $K_B = K_{22} \sin^2 \beta \cos^2 \beta + K_{33} \sin^2 \beta$, and $\beta = (\cos \theta, \sin \theta, 0)$ one obtains

$$w_C = \frac{K_5}{2}(\text{div} \hat{c})^2 + \frac{K_B}{2}(\text{rot} \hat{c})^2 = \frac{K_5}{2} \left( -\sin \theta \frac{\partial \theta}{\partial x} + \cos \theta \frac{\partial \theta}{\partial y} \right)^2$$

$$+ \frac{K_B}{2} \left( \sin \theta \frac{\partial \theta}{\partial x} + \cos \theta \frac{\partial \theta}{\partial y} \right)^2.$$

This free energy density is similar to Equation (2). In one-constant approximation, $K_5 = K_B = K$, the SmC free energy density has the same form as in the nematic case (Equation 3).

2.2. Geometries

The conventional geometry to study nematics is that of thin sandwich cells, with cell gaps between few $\mu$m and several hundred $\mu$m. The director can be anchored homeotropically at both cell plates, or planarly at one plate, homeotropically at the other (hybrid anchoring), or anchored planarly at both plates. The planar anchoring can have a preferential direction in the plane, or it can be azimuthally degenerate. Two examples are depicted in Figure 4A.

There are various methods to produce defects in nematic cells. The easiest one is a rapid phase transition from the isotropic into the nematic phase across the clearing point, either by a temperature quench or by application of high pressure to trigger this transition [20, 21]. It is advantageous in such experiments to have either homeotropic anchoring conditions at the cell plates (director normal to the surfaces) or planar, azimuthally degenerate anchoring. A rich pattern of string defects occurs after the disorder–order transition. These are three-dimensional and of complex geometry. The problem in this experiment is to achieve a well-defined temperature quench. In Chuang's studies [20, 21], no particular surface treatment was reported. Pargellis et al. [56] improved the experiment by well-defined surface treatment of the sapphire windows to ensure homeotropic boundary conditions of the director in the nematic phase. The temperature was quenched by cooling one of the plates below the clearing point and keeping the second one above that point so that a phase boundary between isotropic and nematic states was established and kept in the middle between the cell plates. After this temperature quench, the director adopted degenerate planar boundary conditions at the nematic-isotropic (N-I) interface. Defects that form spontaneously in the nematic move to the N-I interface. Owing to broken mirror symmetry of the anchoring conditions on both interfaces, the 3D director field includes tilt, and only integer-strength defects can form.

This experimental technique was further improved by Nagaya et al. [57, 58] and later employed by Dierking et al. [44, 59]. Their experiments were performed under isothermal conditions in a homeotropic cell within the nematic phase. The authors used materials with negative dielectric anisotropy $\Delta \epsilon = \epsilon_\parallel - \epsilon_\perp < 0$ and applied an electric field along the cell normal. The director remained anchored homeotropically at the cell plates but was driven out of the field direction in the cell center. The maximum director deflection toward the planar orientation was then in the cell midplane. It was not necessary to fix temperature gradients in a sophisticated way to keep the phase boundary in the cell center.
as in Pargellis et al. [56]. The geometry of the umbilics that form was such that only integer-strength disclinations were possible (Figure 1D). We note that umbilics are, strictly speaking, not defects because they do not contain singularities of the director field. In a 2D projection, however, they behave in many respects like point defects and show similar interactions.

In all these types of nematic sandwich cells, one has to consider the peculiar boundary conditions for the nematic at the glass plates. The director field is therefore in general three-dimensional. Not only is the director anchored at the plates, but the flow field also has 3D character because of its no-slip boundary conditions. Even though many studies of defect dynamics have been performed in nematic cells (e.g., [20, 21, 44, 59–67]), these limitations must be clearly recognized [62, 68, 69]. A different geometry for nematics is that of spherical shells of few μm thickness and diameters of the order of 100 μm, which are filled with, and suspended in, surfactant solutions [40, 70]. There, one can adjust planar, degenerate, or hybrid boundary conditions to create defect structures of the director field. The spherical geometry requires a total topological charge of +2 in the director field at any surface with planar components of \( \hat{n} \). The closed nature of the nematic layer imposes special restrictions to the arrangements of topological defects [71–77]. In smectic shells with homeotropic anchoring, layers arrange in an onion-like structure. The layer arrangement is usually more complex for hybrid or planar anchoring of \( \hat{n} \) [40, 73]. This special geometry of LC shells will not be considered in the following because of its many peculiarities that are unrelated to defect behavior in the flat 2D geometry.

Smectic C phases offer several advantages over nematics when one is interested in a quantitative determination of defect interactions, dynamics, and annihilation processes. These materials can form FSFs with huge aspect ratios, either as planar films (Figure 4B) or bubbles. These films are ideal model systems to study defect dynamics: they can be prepared with thicknesses that are uniform on a molecular scale. The local orientation is well-described by a continuum theory of a 2D unit vector field \( \hat{z}(x, y) \). Film thicknesses are between a few nanometers and several micrometers depending on the preparation conditions. Since all relevant forces scale linearly with the film thickness, the dynamics of the point disclinations are independent of film thickness as long as air drag can be neglected. Lateral widths of the films can be chosen in the millimeter and centimeter ranges so that influences of the boundaries on the local defect dynamics can be controlled. Spatial dimensions of defect patterns in the micrometer range and time scales of annihilation experiments of few seconds offer convenient observation conditions.

The spatially uniform alignment of the c-director is the ground state. Boundary conditions at the film holder may impose certain c-director distortions or even require the necessity of a defect in the film. If the film is disturbed, e.g., by quenching it into a lower symmetry phase [78–81], by a sudden air blow causing complex shear flow patterns in the film plane [82–84], or by rapid changes of the film geometry in presence of inhomogeneous director fields [32, 43, 85], point disclinations can be generated.

Pargellis et al. [78] performed experiments in SmC FSF. Defects were created by temperature quenches from SmA into SmC. Some of the disadvantages of this technique are difficulties to avoid spatial temperature inhomogeneities during the quench, which may evoke Marangoni effects, and advection of the film with airflow. In order to avoid these complications, Muzny [80] studied defects produced with a mechanically induced phase transition from SmA to SmC. Films were spanned across a circular frame and could be deflected by an overpressure of a few Pascal to SmC sphere caps. Upon sudden release of the overpressure, the caps collapsed to flat films, thereby reducing their surface. The consequence was a rapid transition from SmC to the SmA phase. Upon reducing the mesogen tilt angle \( \beta \) very quickly to zero, the film thickened and partially compensated for surface area reductions. Within few milliseconds after collapse, the SmC phase was re-established, and a c-director texture with multiple defects appeared. Wachs [81] performed similar experiments with the same technique in very thin (two-layer) SmC films.

An alternative is the preparation of islands (circular thicker films regions), which can be achieved by air flushes [84] or by a reduction of the film area of very thin films [86, 87]. Since the c-director is anchored at the island borders, each island necessarily contains a +1 defect in equilibrium. A compensating –1 defect is formed in the film surrounding the island. Defects can also form spontaneously, starting from a periodically distorted director structure in film menisci [88–91]. Such defects can migrate into a
uniform film region (see Figure 5A). Multiple +1 defects can be pinned in small thinner regions (“holes”) of an otherwise uniform film [32], as in Figures 5B,C.

A simple technique to produce defect pairs is to touch the films with a thin fiber [43]. At the contact spot, the fiber circumference may enforce a preferential tangential or radial anchoring of the c-director and a compensating nearby −1 defect. If one moves the fiber far enough away from the latter defect before the film is released, a conjugated pair remains.

A very peculiar exception are materials that exhibit a sign change of one of the elastic constants, for example, the bend elastic constant. In such a material, the uniform ground state is no longer energetically favored, a film with uniform texture will spontaneously develop defect pairs connected by inversion walls [93]. A similar spontaneous formation of defects in a uniform film was described by Dolganov et al. [94] and attributed to a spontaneous bend term in a chiral smectic C* material.

2.3. Observation Techniques

The optical anisotropy in the film plane is determined by the orientation of the c-director, which reflects the tilt azimuth. This allows optical observation of the c-director field by means of polarizing microscopy in transmission or reflection. Figure 3 sketches the c-director and the optical appearance of a SmC film when observed with crossed polarizers (top), or crossed polarizers and a diagonal λ wave plate (bottom). Without the phase plate, the texture is fourfold degenerate, and with the phase plate it is two-fold.

The c-director field is extracted from transmission images under crossed polarizers as in Figure 5C, or with an additional diagonally inserted full wave plate (550 nm, slow axis from top right to bottom left), as in the examples shown in Figures 1A,B, 5B. With the phase plate, the films appear bluish where the c-director is diagonal bottom-left to top-right or vice versa, and they appear orange where the c-director is oriented diagonal from bottom-right to top-left or vice versa. It is impossible to distinguish the directions ⃗c and −⃗c at normal incidence. When the c-director field corresponding to a certain texture is plotted in the following, the sense of direction of ⃗c was chosen arbitrarily in each experiment. This is no problem as long as this selection is consistently maintained within each experiment, because the free energy, force, and torque equations do not depend upon the sign of ⃗c. An alternative is Depolarized Reflected Light Microscopy (DRLM), with the same limitations (see images in Figure 1C).

In nematic cells, the situation is in principle similar, but the director is usually not uniform along the cell normal. The optical axis may thus have spatially varying polar and azimuthal angles. The optical intensity in transmission depends in a more complex fashion on ⃗n(x, y, z). In a crude approximation, one may usually presuppose that textures under crossed polarizers reflect the orientation of the in-plane components of ⃗n. This is fulfilled when the director field is uniform along the cell normal.
Then, textures and defects have appearances very similar to those of the c-director given in Figure 3, with the c-director replaced by the director projection: Dark regions indicate that the projection of the nematic director onto the cell plane is along one of the polarizers. Bright regions reflect diagonal projections. If \( \hat{n}(x, y, z) \) is perpendicular to the cell plane everywhere, the texture under crossed polarizers is uniformly black.

A more elaborate analysis reveals that the transmitted intensity does not only vary with the phase lag between ordinary and extraordinary wave in the cell and the polarizer orientations. One also has to take into account that in-plane variations of \( \hat{n} \) modulate the spatial refractive index profile. In contrast to thin smectic films, this may generate refraction and intensity modulations of transmitted light even in absence of polarizers so that defects may be visible even in unpolarized light.

### 3. THEORETICAL MODELS

#### 3.1. Quasi-Equilibrium Configurations and Forces of Defect Pairs

Continuum models of the nematic and smectic C phases form the theoretical basis of the description of defect dynamics. The simplest assumption made in many models is that the motion of the defects is overdamped and adiabatic. There is no inertia related to the director reorientation or defect core motion. Defects move with a velocity determined by the balance of elastic forces that arise from the gradients in potential and counteracting viscous forces caused by director reorientations and possible coupling to flow. Each snapshot of the director field can be assumed to represent a free energy minimum under the condition of fixed defect core positions (sometimes including a given flow field). Such interaction forces can be generated, e.g., by fixed anchoring conditions of the director at a boundary near the defect. In a pair of defects of equal or opposite topological charges, their elastic interaction forces drive mutual attraction or repulsion.

The interaction between two disclinations was first calculated under the simplifying assumption of equal splay and bend elastic constants, i.e., \( K_S = K_B = K \), in the absence of material flow. The director field is taken as a linear superposition of the single-defect solutions of the director field [95]. For individual defects with topological charge \( S_i \) positioned at the origin \((0, 0)\), these individual solutions have the form

\[
\theta(\vec{r}) = S_i \phi(\vec{r}) + \theta_i, \tag{6}
\]

where \( \phi \) is the angle between \( \vec{r} \) and the \( x \) axis, and \( \theta_i \) is the phase of the defect. For two defects of topological charges \( S_1 \) and \( S_2 \) at positions \( \vec{R}_1 = (x_1, y_1) \) and \( \vec{R}_2 = (x_2, y_2) \), this yields

\[
\theta(\vec{r}) = S_1 \arctan \left( \frac{y - y_1}{x - x_1} \right) + S_2 \arctan \left( \frac{y - y_2}{x - x_2} \right) + \theta_\infty. \tag{7}
\]

The two arctan functions yield the angles of the position vectors \((\vec{r} - \vec{R}_1)\) and \((\vec{r} - \vec{R}_2)\) with the \( x \) axis. This solution is sketched in Figure 6A for \( S_1 = +1 \) (left), \( S_2 = -1 \) (right) and \( \theta_\infty = -\pi/2 \) (the c-director angle in infinity). The problem with this type of solutions is that it produces only defect pairs whose phases match, i.e., the c-director along a straight line connecting the defects is constant, since the arguments of the two arctan functions in Equation (7) remain constant on the straight line connecting the defect cores. This is only a specific subset of the solutions of the general problem, where defects can have any phases.

For two such specific defects with strengths \( S_1 \) and \( S_2 \), separated by a distance \( \vec{R} \), the mutual attractive or repulsive force per film thickness is [96, 97]

\[
F_e = 2\pi S_1 S_2 \frac{K}{\vec{R}}. \tag{8}
\]

It acts along the separation vector \( \vec{R} = \vec{R}_2 - \vec{R}_1 \), where \( \vec{R}_1 \) are the positions of the two cores. Thus, the two defects are expected to approach or move away from each other on straight paths. In nematics, the defect strengths can have integer or half-integer values. In SmC films, owing to the polar character of the c-director, point defects can only have integer strengths. Disclinations of the same sign repel, those of opposite signs attract each other, with forces inversely proportional to the distance \( \vec{R} \).

Equations (7), (8) describe defect pairs with “ideal” orientations respective to each other, and with “ideal” orientation of \( \vec{R} \) to the far director field. The basic models that led to Equation (7) assume that the superposition of two
interacting defects is the only director field deformation present. This is correct only if the orientations “match,” i.e., the $\theta$ is constant along the line connecting the two cores, as sketched in Figure 6A. These models cannot describe the effects of mutual orientation mismatches (with regard to the phase angles $\theta_{1,2}$ of both defects) such as those sketched in Figure 6B. In practice, one has to take into account that phases of interacting defects in general do not match. The effects of these mutual orientations were first discussed by Vromans and Giomi [99]. They argued that half-integer defects have a generic orientation (“tilt”), which affects their interactions qualitatively. It changes the trajectories of mutually attracting or repelling pairs so that their motion is no longer along the interconnecting line (Figure 7).

Tang and Selinger [100] extended this idea and generalized it to arbitrary defect strengths. They introduced tensors of rank $n|1-S|$ to characterize the orientation of defects of strength $S$ in $n$-atic phases (phases with an orientational order parameter of $n$-fold symmetry). In the non-polar nematic phase, $S = +1/2$ defects are described by a vector, $-1/2$ defects by a tensor of rank 3. In polar nematics and SmC, the $+1$ defect is a scalar, the $-1$ defect is a tensor of rank 2. Tang and Selinger derived explicit expressions for the director field around defect pairs with different orientations and for the elastic energy depending on the defect orientation parameters. The analytical solutions were found using a conformal mapping technique [100], which works only under the condition of elastic isotropy ($K_3 = K_9$).

We use their concept to discuss effects of defect orientations on interactions of conjugated pairs, $S_1 = -S_2 = S$. The equilibrium solutions are [100]

$$\theta(\vec{r}) = S \arctan \left( \frac{y - y_1}{x - x_1} \right) - S \arctan \left( \frac{y - y_2}{x - x_2} \right) + \frac{\delta \theta}{2} \left[ 1 + \frac{\ln(|\vec{r} - \vec{R}_1|) - \ln(|\vec{r} - \vec{R}_2|)}{\ln(R) - \ln(r_c)} \right] + \theta_0,$$

$$\delta \theta = \theta_2 - \theta_1 - 2S\psi_D - S\pi,$$

$$\theta_0 = \theta_1 + S(\psi_D + \pi),$$

where the angle $\psi_D$ defines the direction of $\vec{R}$ relative to the $x$ axis (Figure 6B), and $r_c$ is the defect core radius. It is assumed that $r_c$ is very small compared to $R$. The director field at circles with radius $r_c$ around the cores is described by equations of the form of Equation (6). The terms $-S\pi$ and $+S\pi$ in the definitions of $\delta \theta$ and $\theta_0$ arise from the correct choice of the quadrants of the arctan functions used in Tang and Selinger [100]. The first line of Equation (9) plus $\theta_0$ reproduces the solution for pairs with mutually matching orientations (Equation 7). The second line with the parameter $\delta \theta/2$ is a solution of the Laplace equation with fixed boundary conditions $\theta = 0$ at the core of the $S_1$ defect and $\theta = \delta \theta$ at the core of the $S_2$ defect.

These equilibrium solutions are exact, but they lead to a boundary condition of the director field at infinity $\theta_\infty = \delta \theta/2 + \theta_0 = (\theta_1 + \theta_2 + S\pi)/2$ that depends upon the phase angles of the two defects. This is no problem unless one wants to describe realistic experimental systems where the director far from the conjugated pair is usually homogeneous and independent of the
defect positions and orientations. In order to realize such fixed boundary conditions, we rotated the solutions of Equation (9) to fix $\theta_\infty$. Without loss of generality, we chose $\theta'_\infty = 0$ [primed angles refer to the rotated system $(x', y')$]. In the primed system rotated by $-\theta_\infty$, the defect phases become

$$
\begin{align*}
\theta'_1 &= \frac{S+1}{2} \theta_1 + \frac{S-1}{2} \theta_2 + \frac{S-1}{2} S \pi, \\
\theta'_2 &= -\frac{S+1}{2} \theta_1 - \frac{S-1}{2} \theta_2 - \frac{S+1}{2} S \pi.
\end{align*}
$$

(10)

Some representative solutions are visualized in Figure 8 for $\pm 1$ defect pairs and more in Missaoui et al. [43]. In the special case $S = 1$, the equations simplify to $\theta'_1 = \theta_1$ and $\theta'_2 = -\theta_1 - \pi$, the phase angle of the scalar $+1$ defect is preserved. One can easily verify that $\theta'_1 + \theta'_2 + S \pi = 0$ gives the correct boundary condition $\theta'_\infty = 0$ in all cases. The phase mismatch $\delta \theta$, i.e., the angle by which the director reorients on the straight line connecting the two cores, remains invariant under rotations of the coordinates. It is one of the two essential parameters for the pair orientation. The second important parameter describing the defect pair is the orientation of the connection vector $\vec{R}$ with respect to the far director. We will refer to $\psi'_D$ as the misalignment angle. It becomes

$$
\psi'_D = -\frac{\delta \theta}{2S} - \frac{1}{S} \theta'_1 - \pi.
$$

(11)

It is useful to introduce the misalignment parameter $\delta \phi = \psi'_D + \theta'_1/S + \pi$. The most important result of this analysis is that according to Equation (11), the mismatch $\delta \theta$ and the misalignment $\delta \phi$ are not independent of each other in equilibrium. The mutual phases of the conjugated defects and the orientation of the defect pair in the external director field are strictly related. Defect pairs in equilibrium adopt a mismatch angle in accordance with their positions in a given external director field.

The elastic free energy of a film of thickness $h$, associated with the distorted configurations of a defect pair, is [100]

$$
W_{\text{pair}} = 2 \pi K h S^2 \ln \left( \frac{R}{2 r_c} \right) + \frac{\pi K h \delta^2}{2} \ln \left( \frac{R/(2 r_c)}{\ln (R/2 r_c)} \right)^2
$$

(12)

where the first term represents the usual elastic energy for matching defects with topological charges $\pm S$. The second term is the effect of mismatch, which generates a torque. Again, the equilibrium also fixes $\psi'_D$, the orientation of the topological dipole in the surrounding director field, thus the rotation of the $-1$ defect and the orbit of both defects around the annihilation.
center cannot be separated in this model. At defect separations that are large compared to \( r_c \), the torque is

\[
T = -\frac{\pi K h}{\ln(R/r_c)} \delta \theta.
\]

(13)

The previous derivation presupposed one-constant approximation. Two aspects have to be considered: Already Chandrasekhar [101] noticed that an elastic anisotropy causes a torque if the predominant elastic deformation between the defects is unfavorable. This holds true even if this pair is aligned and has matching phases. Second, defects with topological charge \( S = \pm 1 \) have a peculiarity: the director field in the vicinity of the core can either be pure splay for \( \theta_1 = [0, \pm \pi] \), or pure bend for \( \theta_1 = \pm \pi/2 \). Since the deformation energy diverges near the core, the director will be pinned there, either radially or tangentially. All other types of defects are less affected by elastic anisotropy. The director field structure slightly changes when \( K_S \neq K_B \), but the energy of isolated defects does not depend on their phase angle \( \theta_1 \). Because of their symmetry, director fields near the \( S = \pm 1 \) defect core are unaffected by elastic anisotropy, but all other types contain splayed and bent regions in their vicinity. Regions related to the smaller elastic constant are compressed, while those related to the larger elastic constant expand to minimize the elastic energy. The director field around an isolated \( S = \pm 1 \) defect in presence of an elastic anisotropy \( \alpha = (K_S - K_B)/(K_S + K_B) \) changes to [102]

\[
\varphi(\theta) = q \int_0^\theta \sqrt{\frac{1 + \alpha \cos(2x)}{1 + \alpha q^2 \cos(2x)}} \, dx,
\]

(14)

with a prefactor \( q \) determined by \((S - 1)\varphi[\pi, q] = -2 \varphi[\pi, q] = \pi \). We note here that the combination of defect phase match and alignment concepts with elastic anisotropy, with material flow and with finite system size is currently almost unexplored. This requires further theoretical effort. Gartland et al. [98] derived a general energy-based framework to determine the force acting on point defects in nematics. They noted that the static director fields considered above will, in general, not be identical to the dynamic director field configurations during defect annihilation, particularly not in presence of backflow (see next section). Tang and Selinger [103] exemplarily calculated a correction term describing the director field change due to a motion of \( \pm 1/2 \) defects at constant velocity in presence of material flow. Thus, simply deducing the annihilation dynamics from the energy landscapes of static solutions for the director field may not be adequate.

### 3.2. Defect Dynamics

After having obtained the equilibrium director configurations for defect pairs in given distances and orientations, we now discuss their dynamics: It is a widely used concept to assume that interacting defects moving in the LC system pass equilibrium configurations of the director fields in an adiabatic way. The specific drag force (per film thickness) on a defect of topological strength \( S \) moving with velocity \( v \) in a film at rest is [104]

\[
F_{\text{drag}} = \pi \gamma_1 S^2 v \ln(L/r_c),
\]

(15)

\( L \) is a characteristic system size. Flow is neglected here, the one-constant approximation is used, and \( \gamma_1 \) is the rotational viscosity. Pleiner [105] derived an equivalent equation for a defect moving in a SmC film, with \( \gamma_1 \) as the rotational viscosity of the \( c \)-director. The problem with this equation is its logarithmic divergence with \( L \), which requires setting some long-distance cut-off. Ryskin and Kremenetsky [106] proposed a correction that leads to

\[
F_{\text{drag}} = \pi \gamma_1 S^2 v \ln(3.6/Er),
\]

(16)

with the Ericksen number \( Er = \gamma_1 v r_c/K \). Note that, since the defect is an immaterial object, it does not involve material transport in this approximation. Thus, shear viscosities do not enter the drag force equation.

The balance of the elastic force \( F_e \) and the drag forces \( F_{\text{drag}} \) on both defects yields the velocity

\[
v = \pm \frac{K}{\gamma_1 \ln(3.6/Er) R} = \pm \frac{D_1}{R}
\]

(17)

for each defect. According to Equation (17), two disclinations of opposite charge approach each other with velocities essentially inversely proportional to the separating distance \( R \) (disregarding the velocity dependence of \( Er \)). With \( R = 2v \), one obtains

\[
R(t) = \sqrt{4D_1(t_0 - t)},
\]

(18)

where \( t_0 \) is the annihilation time.

A more accurate model has to incorporate several aspects: first, the approximation that a moving defect has the same director configuration as a defect at rest needs to be checked [107]. Second, the defect velocities are influenced by the elastic anisotropy \( \alpha = (K_S - K_B)/(K_S + K_B) \neq 0 \) [6, 55]. Third, backflow effects cannot be neglected in most situations (except in Langmuir films where the subphase effectively inhibits such material transport).

An elastic anisotropy \( \alpha \neq 0 \) will cause a difference in the velocities of the defects of the pair, even when the film material is at rest. Because of their symmetry, \( \pm 1 \) defects are unaffected. The altered director configuration around a \( -1 \) disclination (Equation 14), however, influences the specific drag force in Equation (15). Brugues et al. [6] obtained for \( \pm 1 \) defects moving with velocity \( v \) in a restricted domain with radius \( R_d \)

\[
F_{\text{drag}}^{(\pm)} \approx \frac{\pi \gamma_1 v \ln(R_d/r_c)}{R_d},
\]

\[
F_{\text{drag}}^{(\pm)} \approx \frac{1}{2} \gamma_1 v \ln(R_d/r_c) \int_0^{2\pi} \left[ 1 + \frac{1}{q} \sqrt{1 + \alpha q^2 \cos(2\varphi)} \right]^2 d\varphi,
\]

(19)

respectively, independent of the direction of motion. This effect was already observed in simulations by Svenšek and Žumer [55]: The \( -1 \) defect will move faster toward the annihilation point than the \( +1 \) defect, irrespective of the sign of the elastic anisotropy \( \alpha \).

However, the differences in defect velocities caused by elastic anisotropy are small compared to flow-coupling effects in SmC FSFs or effectively 2D nematic films. In particular, as the defects
move, coupling between the inhomogeneously changing director field and the velocity field (so-called backflow) plays a significant role. Defects of different strength couple to the flow field in different ways. Using a tensor order parameter description, simulations of Toth et al. [51] showed that, in a 2D nematic, the +1/2 defect moves faster than its −1/2 counterpart.

The coupled problem of director reorientation and flow is described by the Ericksen-Leslie equations, see, for example, Stewart [108] for a comprehensive discussion. These equations have to be treated numerically in general. Few analytical results exist [109–111] regarding the asymmetry of the motion of the defects in a conjugated pair [109, 111] and the qualitative structure of the backflow field [110]. The sign of the velocity field at the defect position depends on the topological charge: the fastest flow occurs in front of the positive defect toward and behind the negative defect away from the partner [110].

Coupling director reorientation and flow can speed up the relaxation significantly and it induces vortices in the flow field accompanying the moving defects, as first predicted by Denniston et al. [52]. The qualitative effect of backflow on the defect velocities is similar for defect lines and umbilics in nematics and point defects in SmC FSFs: while backflow increases the velocity of the positively charged defect, motion of the negative defect is hardly affected by backflow, often even reduced [51, 53, 55, 112, 113]. Due to the structure of the equations, the scaling of the defect separation $R \propto \sqrt{t_0 - t}$ with time to annihilation is preserved until the defects approach so closely that their core regions start overlapping. Svenšek and Žumer [55] studied the influence of the Ericksen-Leslie viscosities and elastic anisotropy on ±1 defect pair annihilation in a SmC film numerically on a short spatial scale of initial separations.

Qualitative results are summarized in Figure 9B. Compared to the reference case without flow [Figure 9A, graph (a), and Figure 9B, graph (c)], both elastic anisotropy and flow slow down the −1 defect and accelerate the +1 defect. The annihilation points are shifted toward the initial position of the −1 defect. In general, symmetric terms of the stress tensors, e.g., the complete elastic stress tensor in one elastic constant approximation, affect motion of both defects in the same way, thus they do not contribute to an asymmetric annihilation process [55]. The $\gamma_1$ term in the viscous stress tensor is antisymmetric. It dominates the flow coupling during annihilation: the generated flow carries both defects with the same velocity in the same direction [55]. This enhances flow near the +1 defect while reducing flow near the −1 defect. The efficiency of backflow increases with the ratio of $\gamma_1$ to the isotropic viscosity $\alpha_4$. The flow driven by the above terms does not depend on the phase $\theta_1$ of the +1 defect (Equation 6). The viscosity coefficient $\gamma_2 = \alpha_2 + \alpha_3$ becomes relevant when the phase of the +1 defect is varied: a tangential +1 defect annihilates faster than a radial one with its partner (compare curves e and f in Figure 9B).

For general phase angles $\theta_1$, the induced flow field even breaks the symmetry respective to the axis connecting the defects [53]. The situation is qualitatively the same for annihilating ±1/2 lines in 2D nematics [53]. The coarsening of defect patterns is only slightly accelerated by hydrodynamic effects, and the $R(t)$ scaling behavior is unchanged [114], at least when $R \gg r_c$. It is also common to 2D nematics and SmC models that initialization of the simulation with an equilibrium director field of given defect positions causes significant transient deviations from the expected scaling behavior [53, 55].

An alternative, coarse-grained approach to describe defect dynamics is based on Rayleigh dissipation functions, as outlined by Vertogen [115], Sonnet and Virga [116], and Tang and Selinger [103]. Tang and Selinger [103] recently employed this technique to predict the motion of disclinations, including their reorientation, treating the defects as effective “particles”. The authors considered passive nematics where the drag on ±1/2 disclinations is shown to depend upon the orientation of the defects relative to the surrounding director field (a feature that is closely connected with the mismatch and misalignment angles discussed above). The study describes a coupling of translations
and rotations in the defect dynamics. In addition, an extension of the model to active nematics was developed by introduction of an activity coefficient.

The influence of an in-plane aligning electric field on the annihilation of ±1/2 disclinations was described for 2D nematics with weak degenerate planar anchoring [63, 117]. The director distortion in-between the pair is compressed to a wall of relatively constant width along the connecting axis. This leads to a different scaling regime where the energy decreases linearly with decreasing wall length, and the defects approach each other at constant velocity [63]. Speed anisotropy between the defects is caused mainly by backflow and not by elastic anisotropy.

Umbilic distortions in nematics with negative Δε in homeotropically aligned cells with an electric field normal to the cell are in many respects similar to SmC defects. However, in the former, one always has to consider 3D effects due to the finite cell gap, evoked by boundary conditions on the director and flow fields [59]. The dynamics also depend on the electric field strength, which sets the core size of the umbilic structure [59]. When bend is favored to splay in the nematic, the elastic anisotropy speeds up the −1 umbilic [59]. Remarkably, this is opposite to the behavior of ±1/2 disclinations in nematic cells and ±1 disclination pairs in SmC FSFs.

When the elementary process is known, one may draw conclusions from pair annihilations to the coarsening of random patterns with multiple defects. For that purpose, a distribution of defects with a given density ρ(t) per unit area is considered, and its scaling with time is analyzed statistically. In a given film area, ρ ∝ ℓ−2 depends upon some characteristic length ℓ related to the average defect distance. Coarsening proceeds as a sequence of individual annihilation steps of neighboring conjugated strings or point defects. From scaling arguments, considering the dissipation rate and the defect energy of a network of string defects in a nematic, a decay of the defect density with ρ(t) ∝ ℓ−4 was predicted [20] in 2D. The typical length scale in such a system increases with ℓ1/2.

4. EXPERIMENTAL RESULTS

A number of 2D experiments were performed in nematic cells under different anchoring conditions (e.g., [20, 21, 44, 56–59, 62, 63, 118, 119]), mainly focused on pair annihilation and on coarsening statistics. Irrespective of the apparent simplicity of the experimental realization, only a few experimental studies have examined point defects and their interactions in smectic C FSFs (e.g., [32, 78–81, 86, 120]) to test the above described theoretical models and predictions. However, there has been considerable work on inclusions in SmC FSFs where self-organization caused by topological interactions has been investigated. We refer the reader to a recent review by Dolganov et al. [33] and to the review by Bohley and Stannarius [121].

Finally, there are a few publications on defects in Langmuir films (e.g., [6, 122]), which share many properties with thin smectic films, viz. their quasi-2D geometry and homogeneity in normal direction. The c-director can rotate freely at the interfaces. On the other hand, the coupling to the subphase inhibits flow. We have grouped the experiments in this section by the arrangement of defects instead of the mesophase in which they are formed.

4.1. Single Disclinations

Structure and dynamics of single disclinations in nematic and smectic phases have been studied by several techniques. While with polarizing microscopy the core structures of conventional nematics are not accessible, transmission electron microscopy (TEM) can visualize such structures after they were frozen quickly into a crystalline state [123–127]. Often, this technique is employed with polymeric liquid crystals where the structure transfer to the solid phase is easier to achieve. Recently, experiments were also reported for chromonic liquid crystals [127]. Since the long-range interactions of defects are hardly affected by the inner core, we have disregarded this aspect in the following section. At greater distances, the director structure can either be determined with polarizing microscopy or by decoration of the distortions with inclusions [26, 128].

In thin SmC films surrounded by a uniform meniscus, topology requires a total topological charge +1 within a flat smectic film. An energetically favorable state is a single +1 defect near the film center. This holds similarly for defects enclosed in smectic islands or holes (Figure 1C).

4.1.1. Structure of Single Disclinations

The +1 disclinations in LCs have a peculiarity: they are invariant to rotations, irrespective of an elastic anisotropy. In case of α ≠ 0, they choose the configuration with lower energy, which in nematics can be either splay or bend depending upon the material parameters K11 and K33. In smectic C, non-polar materials have K_B < K_S because the bend constant contains contributions from n director twist (see line above Equation 5), which are less energy costly. This may be opposite in strongly polar SmC* materials where the spontaneous polarization tends to avoid splay. When this polarization is perpendicular to c, it increases the effective bend constant [129]. However, even though radial and tangential configurations represent the equilibrium states, a strong enough torque exerted by the external director field may distort the defect and may even cause the c-director to flip θ1 by ±π at the defect core. For such a jump over the potential wall, a sufficiently strong distortion is needed. This can be realized by spinning the c-director in a circular film with strong anchoring at the outer meniscus by means of electric or magnetic fields [130, 131]. When the field is switched off, the +1 defect that is necessarily present in the film because of the boundary conditions moves to the center. The phase difference between the defect core and the film boundary (seen as a spiral pattern, Figure 10) can only relax if the c-director reorients at the meniscus or at the defect core. The spiral contracts toward the center and increases the torque near the core until the barrier is surmounted and the phase mismatch is relieved by π. Note the strong deformation near the core in the second image of Figure 10, immediately before the flip. In practically all other experimental situations where SmC defect pair or pattern dynamics are considered, such strong distortions are absent; thus the c-director remains pinned tangentially at the +1 core.
either clockwise or counterclockwise. In Figures 1A, 5C, the clockwise (CW) and counterclockwise (CCW) tangential defects are marked with black/white circles. Since the sign of $\Gamma$ cannot be distinguished in reflection microscopy at normal incident light, the assignment is not unequivocal. The black circle may mark a CCW defect and white circles CW defects or vice versa.

4.1.2. Diffusion of Single Defects

The position of disclinations in FSFs is subject to Brownian diffusion in a potential given by the elastic energy landscape which is defined by the boundary conditions. Diffusive motion is counteracted by viscous drag due to director reorientations [79, 80, 105]. A single $+1$ defect in the center of a circular film shows normal diffusion with a linearly time-dependent mean square displacement (MSD) as long as this displacement is small compared to the film radius. Diffusion coefficients are of the order of $10^{-14}$ m$^2$/s [80]. At longer times, the confining potential of the film boundaries takes effect, and the MSD saturates. Central defects within islands experience particularly strong confinement. Wachs [81] showed that the diffusion constant for extremely thin films significantly increases under reduced ambient pressure, while the elastic constant remains roughly unaltered. This evidences that the material flow driven by inhomogeneous director reorientations in the film couples to flow of the ambient gas. This coupling mechanism is similar to that of the subphase of Langmuir films, yet the effect is much weaker. Similar film thickness dependent effects on the mobility of inclusions in quasi 2D membranes [132, 133] can be described within the Saffman-Delbrück/Hughes-Pailthorpe-White theory [134]. If this conclusion is correct, then Equations (15, 16) underestimate the drag forces on defects under normal atmosphere substantially, at least in thin FSFs.

4.2. Defect Pairs

When one analyzes the published studies of pair annihilation in nematics, it is striking that most pairs are in mutually matching orientations, which is most probably no coincidence. We do not exclude, however, the possibility that these particularly simple configurations had been intuitively selected by the experimenters. We are going to discuss the matching, aligned pairs first before returning to the mismatch problem afterwards in section 4.2.2.

4.2.1. Annihilation Dynamics

When external disturbances are negligible, the defect separation $R$ obeys the square root law (Equation 18), in good approximation both in nematics [44, 62, 68] and in uniformly thick SmC FSFs [43, 80, 81]. However, when either strong planar anchoring with a preferential alignment is present in a cell [62], or when an aligning external electric field [59, 63] breaks the azimuthal symmetry in the cell plane, $R$ scales linearly with $(t_0 - t)$. The distortion connecting the defects is compressed to a narrow wall and reducing the wall length is the dominant source of energy reduction.

In very thick SmC FSFs, arrays of layer dislocations can play the role of an external field [78, 79]. Pargellis et al. studied 10–40 $\mu$m thick films that were most probably not uniform in thickness. In such films, dislocation arrays tend to force the $c$-director in a preferential orientation parallel to layer steps, i.e., normal to the thickness gradient. Distortions are squeezed into narrow walls [135]. The square-root law (Equation 18), describes only pairs which are separated by less than the wall widths.

Regardless of the existence of a field, the positively charged defects always move faster than the negatively charged ones, in accordance with theory. The dominance of backflow over elastic anisotropy in this asymmetry was demonstrated for umbilics in a cholesteric material [68]. The asymmetry of umbilic velocities in external fields is set by visco-elastic parameters of the material, not by field-induced structural changes [59].

Annihilation of $\pm 1/2$ disclination pairs was also analyzed in lyotropic nematics within a rather thick (100 $\mu$m) glass capillary with planar anchoring [118, 119]. Interestingly, averaging numerous experiments produced a scaling $R \propto (t - t_0)^{0.42 \pm 0.01}$. The reasons for the deviations can be manifold, e.g., fluctuations in the lyotropic [118, 119] or more complex defect interactions, such as mismatching mutual orientations in defect pairs (next paragraph) or inhomogeneous surrounding director fields. The defect separation was of the order of the cell thickness in these experiments, and the geometry is thus rather 3D. Defect velocities fluctuate more strongly than in thermotropic LCs, with evidence of long-range correlations [119].

Smectic C FSFs appear to be well-suited to study annihilation with full backflow coupling. Nevertheless, a quantitative analysis of annihilation dynamics and comparison to viscous and elastic material parameters to test existing models [55] is still...
missing. The few existing studies have confined themselves to the qualitative confirmation of the scaling law. In Missaoui et al. [43], a velocity ratio of +1 and −1 defect of about 1.8 was reported in qualitative agreement with theory. In extremely thin films, deviations from the $t^{1/2}$ scaling were found at small separations [81].

Material flow is inhibited in Langmuir films [6, 122]. This allows to quantify the velocity asymmetry caused by elastic anisotropy. In small circular islands, defect interactions and annihilation were observed after island coalescence. Qualitatively, the results agree with predictions [6, 55].

4.2.2. Defect Matching and Alignment
As the theoretical models in section 3.1 predicted, the defect orientation and the alignment of the pair in the far director field are important parameters for the quasi-equilibrium states. The previous section showed that the concept of defect pairs passing different quasi-equilibria is useful for pairs that are perfectly oriented with respect to each other. The hypothesis that the angular mismatch might play a role in the dynamics was probably first uttered by Wachs [81]. In practically all experimental studies, the problem of orientation matching was disregarded, but one can discover examples in published papers: In Pargellis’ 1992 experiments ([78], Figures 10, 12 in there), the annihilation of several pairs definitely does not follow straight paths. A wall connecting the pair rotates in the film plane. Similar mismatch can be identified in Dierking et al. [44], Figure 3B, even though this aspect was not mentioned in those papers.

A systematic experimental study of defect pairs in different mutual orientations and different positions respective to the far field was performed by Missaoui et al. [43]: essentially, defect pairs always adopt an orientation with respect to each other that is related to their alignment with the far field. Misalignment causes curved trajectories, and, on the way to annihilation, the defects move on either clockwise or counterclockwise bent paths depending upon the sign of $\delta \theta \approx -\delta \phi$ (Figure 11). This differs quantitatively from the theoretical prediction $\delta \phi = -\delta \theta / 2$. Possible reasons are that either the one-constant approximation $\alpha = 0$ used in Equation (9) is a too strong simplification for the material used ($\alpha \approx 0.4$), the assumption of an adiabatic approach is incorrect, or the finite film size affects the pair orientation.

The static equilibrium solutions are certainly not exact when flow is present [55]. We note that in realistic coarsening scenarios, the director field surrounding adjacent pairs is influenced by all neighbors. Then, misalignment effects may be averaged out to a certain extent, while the mismatch between the partners remains an important parameter.

4.3. Multidefect Arrays
A previous investigation [32] of repulsive interactions of defects of identical topological charges $S = \pm 1$ has shown some limitations of the classical defect interaction models in liquid crystals [61, 95, 97] but a good agreement of the predicted square-root law of the time dependence of the characteristic quantities. Defects were collected initially in a small spot of a smectic C film: the film contained a circular area of reduced film thickness, a so-called “hole” comprising defects with total topological charge $N$. In this hole, $N$ defects of charge $+1$ each were located along the boundary. The situation is shown in Figure 5C. In different experiments, $N$ varied between 4 and 12. The defects repel each other but cannot enter the surrounding thicker film regions because their elastic energy increases linearly with film thickness. On the other hand, they prevent the hole from shrinking and extinction because they counteract a reduction of the hole radius. By manually destroying the hole [32], the defects are freed and they explode in a regular pattern (Figure 1A) on straight radial trajectories. It was found that the velocities are well-described by a square-root law $R \propto t^{1/2}$ with $R$ being the distance from the central spot that contained the defects and $t$ the time after extinction of the hole. It was further observed that because of the pinning of the c-director at +1 defect cores, interactions to farther away defects are partially screened by nearer ones. Finally, it was demonstrated that multiple +1 defects with tangential anchoring cannot be described as a superposition of solutions of single defects. They necessarily include additional distortions of the surrounding director field that are not considered in the classical interaction models. The latter two features are not relevant in systems with elastic isotropy, where +1 defects can adjust $\theta_1$ without barriers. They are, however, characteristic for any systems that require strictly tangential or radial vector fields around their +1 defects.

4.4. Coarsening of Complex Patterns
In an attempt to mimic cosmic string dynamics and the coarsening of complex string defect patterns, Chuang et al. [20, 21] studied nematics between sapphire plates. Rapid phase transitions from the isotropic phase were triggered either by a temperature quench or high pressure. The boundary conditions at the surfaces were not specified. They were presumably planar degenerate. In the nematic phase, a rich pattern of string defects occurred after the disorder-order transition. These defects were three-dimensional and of complex geometry. Nevertheless, the authors analyzed the 2D images and considered the mean density $\rho$ of defects per area. They confirmed a coarsening $\rho(t) \propto t^{-1}$, as predicted by scaling arguments within an approximate model. In the late stages of coarsening, there were clear deviations from the $t^{-1}$ scaling law, and $\rho(t)$ dropped even faster than the $t^{-2}$ scaling predicted for 3D systems. Comparable experiments by Pargellis et al. [56] were performed under well-defined boundary conditions. Defects of strength $\pm 1$ emerged at an isotropic-nematic interface in the cell midplane. The authors were able to obtain accurate quantitative data of the 2D defect density $\rho(t)$. Approximately 1 min after the quench, this density followed the predicted $t^{-1}$ decay. In an improved experimental geometry, Nagaya et al. [58] and Dierking et al. [44, 59] studied coarsening of defect patterns under isothermal conditions. Umbilics were formed in a material with $\Delta \varepsilon < 0$ exposed to an electric field along the cell normal. In a 2D view, the authors consider the umbilics as defect patterns. These structures can be regarded as integer-strength defects (see Figure 1). The $\rho \propto 1/t$ coarsening law was confirmed. Similar coarsening experiments in SmC FSFs were reported by Pargellis et al. [78].
FIGURE 11 | (A–C) Matching defect pair, $\delta \theta = 0$, in perfect alignment, $\delta \varphi = 0$. Times refer to the annihilation event, white circles in (C) mark the positions where (A,B) were recorded. (D–F) Same for mismatching, misaligned pair with initial angles $\delta \theta = +65^\circ$, $\delta \varphi = -36^\circ$. (G–I) Mismatching, misaligned pair with initial angles $\delta \theta = -50^\circ$, $\delta \varphi = +79^\circ$. The white bar in (A) marks 50 $\mu$m, in (D,G) 100 $\mu$m. Black arrows indicate the orientation of the far director. Images reprinted from Missaoui et al. [43].
The films were comparably thick (of the order of $10^3$ layers). Defects were created by temperature quenches. The texture between defect pairs showed an unusual appearance: instead of structures comparable to those found by other authors, the director distortions were localized in narrow inversion walls. This changes the defect dynamics qualitatively. The likely explanation of this discrepancy was given in section 4.2.1. One consequence was that the coarsening statistics changed qualitatively, the decay of $\rho(t)$ became exponential. Since a reproducible thickness profile is difficult to control in very thick films, it is preferable to study defect pattern coarsening in submicrometer thin, uniform films.

Muzny [80] studied defect pattern coarsening in homogeneously thick FSFs with a purely mechanical preparation technique that does not involve temperature changes. The decay of the defect density $\rho(t) \propto t^{-1}$ in random many-defect patterns was confirmed in these experiments. The fact that the coarsening dynamics is rather similar in all these experiments, irrespective of the sample geometries, defect preparation methods and types of defects seem to indicate that the $\rho \propto t^{-1}$ scaling is a robust result that is independent of details of the elementary annihilation steps.

5. SUMMARY

Models and experiments of 2D nematic and SmC defect interactions and dynamics were compiled in this review. The nematodynamic equations require that the defect separation $R$ of an isolated conjugated pair scales as $R(t) \propto \sqrt{t_0-t}$ with the time to annihilation, irrespective of the presence of flow. This holds true as long as no other length scales enter the description, such as lateral confinement, the vicinity of defect cores, the Saffman length of advected air layers, or widths of inversion walls generated by external electric fields. The square-root scaling was confirmed in many experiments with smectic films and nematics in sandwich cells. Material flow accelerates the motion of the positively charged defect and decelerates the negative counterpart; the annihilation point is thus shifted toward the negatively charged defect. The dominating term is related to the ratio $\gamma_1/\alpha_0$. Elastic anisotropy has a similar effect, which is usually much weaker than flow coupling. Both predictions qualitatively agree with experiments. Nematics confined to sandwich cells often suffer from a more or less 3D character of the director field. Real quasi-2D systems can be realized using free-standing smectic C films or Langmuir films. The former display full flow coupling, as the surrounding fluid is often negligible, whereas the latter eliminate flow in the film plane through coupling to the bulk water phase.

Most of the existing models of defect dynamics disregard the mutual orientation of the defects and the pair’s orientation in the far director field. They also do not account for the special fixed configurations of +1 defects (preferentially tangential or radial), which influence the relaxation dynamics qualitatively. Recent studies have brought this problem into focus [43, 99, 106]. The theory predicts curved defect trajectories and rotations of the defects on the way to annihilation. Quantitatively, there are some discrepancies between model and experiments, suggesting that a single-elastic constant approach without flow oversimplifies the physical situation. Pinning of the phase of +1 defects in general requires additional director distortions in configurations of multiple defects, altering the repulsion dynamics [32]. The influence of lateral confinement as well as a possible coupling to thermal fluctuations or a surrounding low-viscosity fluid still need to be incorporated in the models of thin films.

Defect diffusion has been studied in FSF [79–81]. In thick films, normal diffusion with coefficients of the order of a few $\mu m^2/s$ was observed, while in very thin films of only few molecular layers, coupling of flow to the ambient air seems to attenuate the diffusive motion.

This review has focused on systems where defect dynamics is driven by interactions with the surrounding director field and flow driven by the director dynamics. An interesting extension with promising perspectives is the study of systems where defects are generated, moved, and recombined by flow fields of external origin, such as active nematics [41, 136], and microfluidic systems where external flow can tune the topology of the samples [137]. In addition, the vast field of disclinations interacting with solid or liquid inclusions in liquid crystals has been completely left open here. Comprehensive reviews of static arrangements of solid or liquid inclusions in combination with defects can be found in Dolganov et al. [33] and Stannarius and Harth [92]. The dynamics of such symbiotic structures deserve considerable interest in future studies. Another promising perspective to consider when preparing self-assembled structures is the well-controlled creation of defect patterns with proper surface structuring of nematic cells [138]. Such structures can be switched electrically, and diffraction properties of nematic cells can be influenced by means of electric fields.
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