A Cluster Based Classification for Imbalanced Data Using SMOTE
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Abstract. There is tremendous upturn in data repositories because of data generation by various organizations like government, cooperates, health caring in large amounts. Large amount of data is being produced, processed, collected, and analysed online. So there comes a requirement to transform this data into valuable information. This process of extracting the knowledge from large amount of data is referred as data mining. The proposed hybrid approach can be checked on different classifiers like Naïve Bayes, Random forest classifier etc. In proposed methodology we find that SMOTE algorithm which used K-nearest neighbour algorithm is limited to some minority class instances for creating synthetic samples, which sometimes leads to over fitting, so an effective oversampling approach can be developed.

1. Introduction
The majority of data in the original word are balanced. This happens if the distribution of the target class among different class levels is not equivalent. This classification of data is one of the toughest problems in machine learning and has become quite important recently. This has contributed to the development of most popular machine learning algorithms to maximize total accuracy, which is the percentage of precise predictions of any classifier. This results in a very low sensitivity and high accuracy to the positive class [1][2]. The best approach is therefore not to concentrate on total precision but to optimize the sensitivities of the positive and negative groups separately. To overcome this problem, several methods have been developed: Samples conform to the previous distribution of the minority and the majority the distribution of balanced classes in the training results. The techniques of sampling can be classified according to basic sampling and advanced methods. Primary sampling techniques include random minority class sampling (RSS), random minority class sampling (ROS) and the composite sampling of both. But with random over-samples of minority data, it is possible that certain minority groups are somewhat enhanced, so that the model is trained in this case leads highly to over fitting. In contrast, random under samples across the majority class lead to the loss of certain important information, since random data are deleted from the majority class [3][4].

SMOTE (Synthetic Minority Oversampling Technique) has been suggested by Chawla et al. (2002), as an advanced over-sampling method. It is intended by creating artificial examples within the minority class to enrich the minority class borders rather than replicating the existing examples in order to avoid overlap. By combining the majority of subgroups with oversampling of the minor classes, multiple re-
modelling for the imbalanced data set has been proposed in order to increase the categorization generalization and to prevent a combination of both sampling methods. Absolute knowledge loss or less stress can increase (Estabrooks et al., 2004). Any data set that can be configured using noise/boundary, redundant/atypical examples, leading to problems with data quality and valid descriptions, however, remove those cases that lead to poorly classified jobs. Batista et al. (2004) proposed the use of Tomek link SMOTE to generate a series of synthetic samples for minority classes using SMOTE to over-sample minority classes, and the use of Tomek link for minority class subclasses where it would eliminate noise and border information. The motivation behind this method is similarly similar to the SMOTE To make connections. He also suggested SMOTE to his nearest neighbor. ENN deletes more cases than to make binding, so more detailed data cleaning is expected. The Unilateral Selection (OSS) method for Kubat and Matwin (2018) is a sub-sampling method that applies CNns to a number of class noise and border instance after applying to make binding’s tomek bindings. Confined situations can be called 'insecure' since the wrong side of their decision-making boundaries may contain little terms. The goal of CNN is to eradicate several of these far-reaching decisions. Another method was proposed using the combination of SMOTE and OSS. The SMOTE and OSS methods provide a balancing system for data set distribution, so that the classification results are improved in terms of classification performance. The unilateral selection for subsampling follows the CNN1-NN classification rules, which do not provide sufficient subassembly and often lead to over fitting. Also, unilateral selection does not remove the externalities of the dataset by selecting (Prestanto et al., 2018). So, here we propose an approach that incorporates re-modelling techniques (oversampling and subsampling) for the proper balance of the dataset and improves the nature and quality of the training data by eliminating inconsistent events such as noise / limits / duplicates / advanced data sets that lead to the workplace and all classes are correctly categorized [5][6][7][8][9][10].

2. Literature Review

The goal of the proposed OSS subsampling technique is to remove some of these problematic (noise / borderline) examples from the majority class as a form of sub modelling. This suggests to them, it will reduce the examples of the majority class and therefore reduce the classification distinction. According to Chawla et al. (2002): This paper reveals that our (minor) minority sampling groups and minority sampling will obtain higher ratings (ROC space) than the subgroup alone. According to Garcia et al. (2010): The problem of unbalanced learning is related to the performance of the data presented in the data presented and the algorithms present in the presence of severe classification bias. Liu and others. (2013): Sub-Sampling is a popular method for tackling class disequilibrium issues that only uses a subset of the majority class and thus is very efficient. The big disadvantage is that many class examples are ignored. Ganganawar (2012): In this paper we present a short overview of existing solutions to proposed problems of class imbalance at either data or algorithms. One common practice to handle imbalanced data problems is artificial recuperating it by over- and/or under-sampling, which some scientists have proved to be well-integrated with class imbalanced data set, modified support for vector machines, set-based minority-class rule methods [11][12].

According to Lopez et al. (2017): The paper offers a detailed overview of the main issues involved with the use of the internal characteristics of such classified data. It would help to develop the existing models: minor inconsistencies, a lack of focus of training results, duplication of groups, recognition of noise-related results, importance of instances of restrictions and sets adjustment, data for training and testing. We study algorithms on data like features including a view on the actions of certain experimental instances and various approaches and praise [13].

Agarwal etc. (2015): The paper suggested the SCUT hybrid sampling approach for balancing the amount of examples of the training in this multi-class national setting. With the production of synthetic examples, our SCUT numerical accepts minority instances and utilizes cluster analysis for the classification of the major samples [14].
Cao and Zhai (2015): The classification of two numbers of unbalanced data in paper was proposed with a hybrid sampling method. SMOTE is used to generate standardized points for the minority groups, and then the subsampling procedure has been used to remove much of the low-grade samples. Thus comparatively balanced data sets are created and the new data set can be addressed by using SVM [15].

Prestanto and others. (2018): This study will explain the imbalance class in the multiclass EDM dataset management method using a combination of SMOTE and OSS. The class SMOTE and OSS method provide a balancing system for data set distribution, so that classification results improve classification performance [16].

3. Proposed Work

In this study, the first step is to gather and then split the unbalanced data collection that we want to define into a testing data set and a test dataset. The model is fitted first to a testing data set, an example set that matches the model parameters. The model is conditioned using a supervised learning approach in a training data set. The test data set is, finally, a data set used to evaluate neutrally how the model fits in with the training data set. The educational curriculum is then split into two subcategories, the minority and the majority.

The primary aim of balancing classes is to increase minority class frequency and reduce majority frequency. This is required to have around the same number of cases for all grades. There is also a remodeling technique for the balancing class, which determines the solution at the data stage. Two methods are available: over- and under-sampling. Where a minority class is defined in the data sample below, an over-sampling technique is used to expand minority class instances. And a subsample is added to all groups represented as a plurality to offset the minority class. The majority class is subsampled and the minority class is over-sampled, so two subsets are formed. We merge them to construct a new equilibrium training package [17][18][19].

We used the classifier to train the new balance training set, and we primarily used the test set created to evaluate the performance of the classifier. We will evaluate the proposed work of publicly available datasets from UCI repositories, KEEL repositories, NASA datasets, etc [20][21][22].

4. Performance Evaluation

The proposed approach will be analysed based on the performance measures. Following are the metrics that can be considered such as [23]:

Confusion Matrix: Confusion, It's considered an error unit. It is a specific table design that allows the performance of an algorithm, normally a controlled learning one, to be visualized (Shown in Table 1).

| Actual  | Predicted   |                  |
|---------|-------------|------------------|
| Positive Class | Negative Class | True Positive (TP) |
|          | False Negative (FN) |                  |
| Negative Class | True Negative (TN) | False Positive (FP) |

a) True Optimistic (TP): Results are positive and are expected to be positive.
b) False Negative (FN): False negatives (FN) are good, but negative.
c) True Talks (TN): The conclusion is pessimistic and optimistic.
d) False Positive (FP): The observation is positive, but negative.
Precision: The accuracy is referred to as the significant fraction of the identified instances. The exact number of true positives in a class for a class function is the total (i.e. the number of properly identified items in a positive class) separated by an overall number of elements marked as positive elements (i.e. the sum of genuinely positive and false positive elements, which are items incorrectly marked as class objects).

\[
\text{Precision} = \frac{TP}{(TP + FP)}
\]  

Recall: Remembering the relevant instances is called the fraction. In a classification process, recall is classified by a total number of elements currently of the positive class (i.e. the aggregate of true positive and false negatives, subjects not identified as positive but predisposed to belong to the positive class). Recall is classifying as the number of true positives.

\[
\text{Recall} = \frac{TP}{(TP + FN)}
\]

5. Result Analysis

Sensitivity is a significant parameter in the evaluation of the imbalanced dataset classifier efficiency. As with specificity, from the total number of cases present we will calculate the number of positive type instances correctly categorized into our data collection. For imbalances in the data set minority class instances we are most interested in the right definition of minority class instances than in the imbalanced data collection.

Via the use of data resampling, we can create the classification pattern on the training dataset, and then measure the sensitivity of how many minority class instances are properly categorized by the model.

The first column of the table 1 shows the datasets, first row of the table shows data sampling techniques and the entities under are the sensitivity evaluator of the SVM classifier given the sampling technique and the corresponding dataset.

Table 2 and Figure 1 shows the comparison of sensitivity value obtained for all the datasets for existing method (SMOTE, SMOTE-RUS, SMOTE-TOMEK Links and SMOTE-OSS) and proposed method in the form of table and bar graph. From the results, it is observed that the proposed method shown higher sensitivity value as compared to methods SMOTE (Chawla et al., 2002), SMOTE with Random Undersampling (Agrawal et al., 2015), SMOTE with Tomek Links (Batista et al., 2004) and SMOTE with One Sided Selection (Pristyanto et al., 2018). Thus, our proposed method has better performance than existing methods as after removal of all the noisy, borderline, outliers and redundant instances from majority class and oversampling of minority class will lead to the proper classification of instances and will classify minority class instances more properly.

Table 2. Performance Comparison in terms of Sensitivity (%)

| Dataset | SMOTE (%) | SMOTE-RUS (%) | SMOTE-Tomek Links (%) | SMOTE-OSS (%) | Proposed Hybrid Approach (%) |
|---------|-----------|---------------|-----------------------|---------------|-------------------------------|
| CM1     | 50        | 50            | 50                    | 50            | 83                            |
| PC1     | 67        | 67            | 71                    | 75            | 79                            |
| PC2     | 33        | 36            | 40                    | 45            | 67                            |
| PC4     | 79        | 75            | 79                    | 79            | 82                            |
| MC2     | 64        | 73            | 55                    | 64            | 91                            |
| MW1     | 46        | 54            | 62                    | 62            | 77                            |
| KC3     | 67        | 44            | 56                    | 56            | 78                            |
| Haberman| 32        | 32            | 32                    | 32            | 44                            |
Sensitivity is an important parameter for evaluating the performance of any classifier. But with class imbalance it is not declared as good parameter because only classifying majority class instances and not correctly classifying minority class instances which are of main interest than also it gives higher accuracy.

6. Conclusion
The cluster-based subsampling (CBE) strategy aims to solve class imbalance problems by leaving the majority of instances in the overlapping areas of training information. This was achieved by grouping the training dataset into some K groups and bypassing all instances of the majority class satisfying $0 < r < 1$ and $r$ incomplete / noise instances, unnecessary examples, and the presence of outliers, such that data models have the potential to influence general estimation. For example, sampling techniques such as RSS are another data quality problem. Classification, time of sampling. These problems are inherent in most real-world data sets, as they may be incorrectly created or raised due to the nature of the application domain. It could be argued that these problematic instances can be easily deleted during the data cleansing process, but removing instances blindly from the dataset may worsen the class imbalance problem, depending on the nature of the available information.
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