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Abstract: We study the polyhedral structure of the static probabilistic lot-sizing problem and propose valid inequalities that integrate information from the chance constraint and the binary setup variables. We prove that the proposed inequalities subsume existing inequalities for this problem, and they are facet-defining under certain conditions. In addition, we show that they give the convex hull description of a related stochastic lot-sizing problem. We propose a new formulation that exploits the simple recourse structure, which significantly reduces the number of variables and constraints of the deterministic equivalent program. This reformulation can be applied to general chance-constrained programs with simple recourse. The computational results show that the proposed inequalities and the new formulation are effective for the the static probabilistic lot-sizing problems.
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1. Introduction  In this paper, we study the static probabilistic lot-sizing (SPLS) problem. Given a joint probability distribution of random demand over a finite planning horizon, and a service level, $1 - \epsilon$, SPLS problem aims to find a production plan at the beginning of the planning horizon (before the random demand is realized), so that the expected total cost of production and inventory is minimized, and the probability of stockout does not exceed $\epsilon$. In this study, we focus on finite probability spaces.

Wagner and Whitin (1958) introduce the deterministic uncapacitated lot-sizing (ULS) problem (without backlogging), which is the problem of finding the optimal plan of production and inventory quantities, to satisfy the demand in each period of the planning horizon on time. The authors propose an $O(n^2)$ algorithm for ULS, where $n$ is the number of time periods in the planning horizon. Improved polynomial algorithms can also be found in Federgruen and Tzur (1991) and Wagelmans et al. (1992). Barany et al. (1984) give a complete linear description of the convex hull of ULS in the original space of variables by the so-called $(\ell, S)$ inequalities. In addition, Krarup and Bilde (1977) propose an extended formulation for the ULS problem, which gives the complete linear description of the convex hull of solutions to ULS in the extended space.

Pochet and Wolsey (1988) provide the first polyhedral study of a closely related deterministic ULS problem with backlogging (ULSB), in which backorders are allowed in intermediate periods and penalized by shortage costs, and demands must be met at the end of the planning horizon. K"uc"ukyavuz and Pochet (2009) propose a class of inequalities that generalizes the inequalities of Pochet and Wolsey (1988) and show that this class of inequalities is enough to give a complete linear description of the convex hull of ULSB. Gade and K"uc"ukyavuz (2013) give extended formulations for the deterministic ULSB problem when there is a limit on the number of periods in which shortages occur.

The aforementioned studies assume that the demands are known for each time period of the planning horizon. However, in many applications, these parameters are uncertain, and only the joint probability distribution of these data is available. Guan et al. (2006b) address a multi-stage stochastic integer programming formulation of the uncapacitated lot-sizing problem under uncertainty. They extend the deterministic $(\ell, S)$ inequalities to the stochastic case. Guan et al. (2006a) show that these inequalities are sufficient to describe the convex hull of solutions to the two-period problem (see, also Di Summa and Wolsey, 2008). Ahmed et al. (2003) use the tight extended formulation proposed for the deterministic lot-sizing problem to strengthen the deterministic equiva-
lent formulation of the stochastic lot-sizing problem. Guan and Miller (2008), Huang and Küçükyavuz (2008) and Jiang and Guan (2011) propose dynamic programming algorithms for solving stochastic uncapacitated lot-sizing problems that run in polynomial time in the input size (number of scenarios and time periods).

The stochastic lot-sizing model assumes that we have to satisfy the uncertain demand in each time period for every scenario, which may lead to an over-conservative solution with excessive inventory. As an alternative, for a given service level, $1 - \epsilon$, a chance-constrained lot-sizing formulation, referred to as the static probabilistic lot-sizing problem (SPLS), ensures that the production schedule, which is determined at the beginning of the planning horizon before the realization of random demands, meets the demands on time with probability at least $1 - \epsilon$. Berald and Ruszczyński (2002) consider a variant of SPLS, where the total expected cost is approximated by eliminating the holding cost and inventory variables from the objective function. The authors propose a branch-and-bound method that relies on a partial enumeration of the so-called $p$-efficient points (see Prékopa, 1990; Sen, 1992; Dentcheva et al., 2000; Ruszczyński, 2002). (See, also Lejeune and Ruszczyński, 2007, for a more general probabilistic production and distribution planning problem). The SPLS model with the inventory costs is solved using a branch-and-cut algorithm in Küçükyavuz (2012). Zhang et al. (2014) propose a dynamic probabilistic lot-sizing model, in which the production schedule is updated based on the scenario realization of the previous time periods. We refer the reader to Küçükyavuz (2014) for a survey on deterministic, stochastic and probabilistic lot-sizing models.

Chance-constrained programming (CCP) is a class of optimization problems where the probability of an undesirable outcome is limited by a given threshold, $\epsilon$, (see, e.g., Charnes et al. (1958), Charnes and Cooper (1963), Miller and Wagner (1965), Prékopa (1973)). Luedtke and Ahmed (2008) propose sample-average approximation (SAA) algorithm for CCPs with general probabilistic distribution (see, also Calafiore and Campi, 2005; 2006; Nemirovski and Shapiro, 2005; Campi and Garatti, 2011). The resulting sampled problem can be formulated as a large-scale deterministic mixed-integer program. However, the weakness of the linear programming relaxation of this formulation makes it inefficient to solve with commercial integer programming solvers.

For unstructured chance-constrained programs (CCP) with random right-hand sides, Luedtke et al. (2010), Küçükyavuz (2012) and Abdi and Fukasawa (2016) study strong valid inequalities for the deterministic equivalent formulation of the chance constraint. In addition, Luedtke (2013) and Liu et al. (2014) propose decomposition algorithms for two-stage CCPs with a finite number of scenarios, which show significant improvement in computational performance when solving the deterministic equivalent formulation of the CCPs. CCPs with other special structures are also studied in Song and Luedtke (2013), Song et al. (2014) and Wang et al. (2012).

In this paper, we provide a polyhedral study of the static probabilistic lot-sizing problem. Different from earlier studies (summarized in Section 3.1), we derive a class of valid inequalities that synthesize information from the binary production setup variables and the chance constraint (Section 3.2). As a result, we obtain inequalities that are stronger than those considering the chance constraint and lot-sizing structures separately. We prove that our inequalities are facet-defining under certain conditions. Furthermore, we show that they are sufficient to provide the complete linear description of a related stochastic lot-sizing problem. In Section 4, we propose a new formulation for SPLS, which greatly reduces the number of variables and constraints of the deterministic equivalent formulation. We also show that the proposed new formulation can be extended to general two-stage chance-constrained programs with simple recourse. Our computational experiments summarized
in Section 5 show that the proposed methods are effective.

2. Problem Formulation  Given a planning horizon with length \( n \), let \( N := \{1, \ldots, n\} \). Also, let \( x_i \) be the production setup variable and \( f_i \) be the fixed cost of production at time period \( i \) for all \( i \in N \). In addition, let \( y_i \) be the production quantity and \( c_i \) be the unit cost of production at time period \( i \), for all \( i \in N \). Let \( \xi \) be the uncertain demand. Throughout, we let \([j] = \{1, 2, \ldots, j\} \), for \( j \in \mathbb{Z}_+ \).

The generic model of the static probabilistic lot-sizing problem, which is introduced in Beraldi and Ruszczyński (2002), can be formulated as a two-stage optimization problem. The first-stage problem is stated as:

\[
\begin{align*}
\min & \quad f^\top x + c^\top y + \mathbb{E}_\xi \left( \Theta_\xi(y) \right) \\
\text{s.t.} & \quad \mathbb{P}\left( \sum_{i=1}^t y_i \geq \sum_{i=1}^t \xi_i, \; t \in N \right) \geq 1 - \epsilon \\
& \quad y_i \leq M_i x_i, \quad i \in N \\
& \quad y \in \mathbb{R}^n_+, x \in \mathbb{B}^n, 
\end{align*}
\]

where \( M_i \) is a large constant to make (1c) redundant when \( x_i \) equals to one, for all \( i \in N \). Constraint (1b) enforces that the probability of violating the demands from time 1 to \( n \) should be less than the user-given risk rate \( \epsilon \). In addition, \( \Theta_\xi(y) \) is the value function of the second-stage problem given by:

\[
\Theta_\xi(y) = \min h^\top s(\xi) \\
\quad s_t(\xi) \geq \sum_{i=1}^t (y_i - \xi_i), \quad t \in N \\
\quad s(\xi) \in \mathbb{R}^n_+, 
\]

where \( s(\xi) \) is the vector of second-stage inventory variables with nonnegative cost vector \( h \). In addition, constraints (2b) together with (2c) ensure the correct calculation of the inventory level. Note that the second-stage problem has a simple-recourse structure. Zhang et al. (2014) propose a related model, in which there may be shortages in the intermediate time periods, but all demand must be satisfied by the end of the planning horizon to meet contractual obligations. Our methods are valid for both variations of SPLS.

Given a finite scenario set \( \Omega = \{1, \ldots, m\} \), let \( \pi_j \) be the probability of scenario \( j \), for all \( j \in \Omega \). In addition, let \( d_{ji} \) be the demand for period \( i \) under scenario \( j \), for all \( i \in N \) and \( j \in \Omega \). Let \( s_{jt} \) be the inventory at the end of time period \( t \in N \) in scenario \( j \in \Omega \), which incurs a unit holding cost \( h_t \). As is common in SAA methods, throughout the rest of the paper, we assume that each scenario is equally likely, i.e., \( \pi_j = \frac{1}{m} \), for all \( j \in \Omega \). Letting \( k = \lceil me \rceil \), the deterministic equivalent formulation of SPLS is

\[
\begin{align*}
\min & \quad f^\top x + c^\top y + \frac{1}{m} \sum_{j=1}^m h^\top s_j \\
\text{s.t.} & \quad \sum_{i=1}^t y_i \geq \sum_{i=1}^t d_{ji}(1 - z_j), \quad t \in N, j \in \Omega \\
& \quad \sum_{j=1}^m z_j \leq k \\
& \quad y_i \leq M_i x_i, \quad i \in N 
\end{align*}
\]
\[ s_{jt} \geq \sum_{i=1}^{t} (y_i - d_{ji}) \quad \text{for } t \in N, j \in \Omega \quad \text{(3e)} \]

\[ s_j \in \mathbb{R}^n_+, j \in \Omega, y \in \mathbb{R}^n_+, x \in \mathbb{B}^n, z \in \mathbb{B}^m, \quad \text{(3f)} \]

where we introduce additional logical variable \( z_j \), which equals 0 if the demand in each time period under scenario \( j \) is satisfied, and 1 otherwise, for all \( j \in \Omega \). In addition, \( M_i = \max_{j \in \Omega} D_{jin} \), for all \( i \in N \), where \( D_{jin} = \sum_{p=1}^{n} d_{jp} \), for all \( j \in \Omega \). Furthermore, the cardinality constraint (3c) along with the big-M constraint (3b) represents the chance constraint in the equal probability case. However, this deterministic equivalent formulation is hard to solve due to the large number of scenario-based variables and constraints, and the big-M type of constraints (3b) and (3d), which yield weak linear programming relaxations. In the next section, we survey the existing valid inequalities for this class of problems, and then propose new valid inequalities.

3. Valid Inequalities

In this section, we propose a class of strong valid inequalities for SPLS that subsume known inequalities for this problem. Before we describe the proposed inequalities, we review existing inequalities for SPLS adapted from the \((\ell, S)\) inequalities for the deterministic lot-sizing problem, and the mixing inequalities for the deterministic equivalent of chance-constrained programs with random right-hand sides.

3.1 Existing Studies

Consider the feasible region of (3) in the space of \((x, y, z)\) variables. Let \( P = \{(x, y, z) \in \mathbb{B}^n \times \mathbb{R}^n_+ \times \mathbb{B}^m \mid (3b) - (3d)\} \). First, note that we can adapt the \((\ell, S)\) inequalities (Barany et al., 1984) for the deterministic lot-sizing problem, to obtain the following valid inequalities for its chance-constrained counterpart:

\[ \sum_{i \in S} y_i + \sum_{i \in \tilde{S}} D_{ji} x_i \geq D_{j\ell}(1 - z_j), \quad j \in \Omega, \quad \text{(4)} \]

where \( \ell \in N, S \subseteq [\ell] \), and \( \tilde{S} = [\ell] \setminus S \). To see the validity of (4), note that if \( z_j = 0 \), then the demand in each time period of the \( j \)-th scenario must be met, and (4) reduces to \((\ell, S)\) inequalities for the \( j \)-th scenario. Otherwise, if \( z_j = 1 \), then the inequality is trivially valid. However, this class of inequalities contains the undesirable big-M terms, which lead to weak linear programming relaxations. Furthermore, they only contain information from a single scenario at a time. We will address the question on the strength of inequalities (4) for a special case in Proposition 3.4. Similarly, we can also apply the modified extended formulation of deterministic uncapacitated lot-sizing problem studied in Krarup and Bilde (1977) to the SPLS, with the added big-M terms. However, this simple adaption only uses the information from a single scenario, which may not be strong for the deterministic equivalent program where we have to consider the intersection of the whole scenarios set. In addition, the number of variables and constraints explode as we increase \( m \) and \( n \).

Second, since the big-M inequalities (3b) contain the mixing structure, we can apply the mixing inequalities to strengthen the linear programming relaxation of (3). To simplify notation, let \( D_{ji} = D_{j\ell_1} \), for all \( i \in N \) and \( j \in \Omega \). In addition, for all \( i \in N \) and \( j \in \Omega \), let \( \sigma \) be a permutation of the scenarios such that \( D_{\sigma_{i(1)}i} \geq D_{\sigma_{i(2)}i} \geq \ldots \geq D_{\sigma_{i(m)}i} \), where \( D_{\sigma_{i(j)}i} \) is the \( j \)-th largest cumulative demand for the \( i \)-th time period. To further simplify the notation, let \( D_{\sigma_{i(i)}i} = D_{\sigma_{i(i)}i} \). Let \( T_1^* = \{\sigma_{i(1)}, \sigma_{i(2)}, \ldots, \sigma_{i(k)}\} \), for all \( i \in N \). Throughout the paper, when we define a set such as \( T := \{t_1, t_2, \ldots, t_a\} \), it should be understood that \( a \) is the cardinality of \( T \).

**Proposition 3.1 (Adapted from Luedtke (2013))** For \( \ell \in N \), let \( T_\ell := \{t_{\ell(1)}, t_{\ell(2)}, \ldots, t_{\ell(a)}\} \subseteq T^*_\ell \),
where $D_{t(1)} \geq D_{t(2)} \geq \cdots \geq D_{t(n)}$. The basic mixing inequalities
\begin{equation}
\sum_{i=1}^{s} y_i + \sum_{j=1}^{a_{i}} (D_{t(i)} - D_{t(j+1)})z_{t(i)} \geq D_{t(i)},
\end{equation}
are valid for $P$, where $t_{\ell(k+1)} = \sigma_{\ell(k+1)}$.

Luedtke (2013), Küçükyavuz (2012) and Abdi and Fukasawa (2016) provide extensions of the basic mixing inequalities (5) for equal and general probability cases. However, the mixing inequalities based on cumulative production quantities do not provide any strengthening for fractional $x$. Hence, an interesting research question is whether we can combine the mixing inequalities and the $(\ell, S)$ inequalities to obtain valid inequalities that cut off fractional $(x, z)$. Next, we provide an affirmative answer to this question.

### 3.2 New Valid Inequalities

In this section, we propose a class of valid inequalities which subsumes inequality (5). In addition, we study the strength of the new inequalities and provide a polynomial separation algorithm, which is exact under certain conditions.

**Proposition 3.2** For $\ell \in \mathbb{N}$, let $S \subseteq [\ell], \bar{S} = [\ell] \setminus S$, and let $T_{i-1} := \{t_{i-1(1)}, t_{i-1(2)}, \ldots, t_{i-1(a_{i-1})}\} \subseteq T_{i-1}$, where $D_{t_{i-1(1)}} \geq D_{t_{i-1(2)}} \geq \cdots \geq D_{t_{i-1(a_{i-1})}}$, for all $i \in (\bar{S} \setminus \{1\}) \cup \{\ell + 1\}$. In addition, we fix $t_{\ell(1)} = \sigma_{\ell(1)}$. Let $\bar{T} = (\cup_{i \in S} T_{i-1}) \cup T_{\ell}$. The inequality
\begin{equation}
\sum_{i \in S} y_i + \sum_{i \in \bar{S}} (D_{t_{i(1)}} - D_{t_{i-1(1)}})z_j \geq \sum_{i \in S} y_i + \sum_{j \in \bar{T}} \bar{\alpha}_{ji} z_j \geq D_{t_{\ell(1)}},
\end{equation}
is valid for $P$, where $t_{i-1(a_{i-1}+1)} = \sigma_{i-1(k+1)}$, for all $i \in (\bar{S} \setminus \{1\}) \cup \{\ell + 1\}$.

**Proof.** Suppose that $x_i = 0$, for all $i \in \bar{S}$. Then inequality (6) reduces to:
\begin{equation}
\sum_{i \in S} y_i + \sum_{j \in \bar{T}} \bar{\alpha}_{ji} z_j \geq \sum_{i \in S} y_i + \sum_{j \in \bar{T}} (D_{t_{i(1)}} - D_{t_{i-1(1)}})z_j \geq D_{t_{\ell(1)}},
\end{equation}
where the first inequality follows from the definition of $\bar{\alpha}_{ji}$, and the second inequality follows from the validity of the mixing inequality (5) for time period $\ell$ when $x_i = 0$ for all $i \in \bar{S}$. Otherwise, let $i' \in \bar{S}$ be the smallest index in $\bar{S}$ such that $x_{i'} = 1$. Then we have:
\begin{equation}
\sum_{i \in S} y_i + \sum_{i \in S \setminus \{i'\}} (D_{t_{i(1)}} - D_{t_{i-1(1)}})x_i + \sum_{j \in \bar{T}} \bar{\alpha}_{ji} z_j \geq \sum_{i \in S} y_i + \sum_{j \in \bar{T}} (D_{t_{i'(1)}} - D_{t_{i'-1(1)}})z_{t_{i'(1)}} \geq D_{t_{\ell(1)}},
\end{equation}
where the first inequality follows from the nonnegativity of $(D_{t_{i(1)}} - D_{t_{i-1(1)}})$ and the definition of $\bar{\alpha}_{ji}$, since $t_{\ell(1)} = \sigma_{\ell(1)}$. In addition, the second inequality follows from the validity of mixing inequality (5) for period $i'$ given that $y_i = 0$ for $i \in \bar{S}, i < i'$.

**Example 3.1** Let $k = 2, n = 2, m = 5$, and consider the demand data given in Table 1.

For $\ell = 2$, let $T_{\ell} = \{3,4\}, T_{\ell-1} = T_1 = \{1,5\}, S = \{1\},$ and $\bar{S} = \{2\}$. According to the definition, $\bar{T} = \{1,3,4,5\}$. Since $1 \in \bar{T}$, and scenario 1 is the scenario with the largest demand in the first time period,
\[ \alpha_{11} = D_{t(1)} - D_{t(2)} = D_{\sigma(1)} - D_{\sigma(2)} = 6 - 4 = 2. \] In addition, since \( 1 \not\in T_\ell \), we have \( \alpha_{12} = 0 \). Hence, we have \( \bar{\alpha}_1 = \max\{\alpha_{11}, \alpha_{12}\} = 2 \). Since \( 3 \in \bar{T} \), and \( 3 \not\in T_1 \), we have \( \alpha_{31} = 0 \). In addition, since \( 3 \in T_\ell \), and it is the scenario with the largest cumulative demand at time period \( \ell \), we have \( \alpha_{32} = D_{t(1)} - D_{t(2)} = D_{\sigma(1)} - D_{\sigma(2)} = 11 - 10 = 1 \). Hence, we have \( \bar{\alpha}_3 = \max\{\alpha_{31}, \alpha_{32}\} = 1 \). Similarly, \( \bar{\alpha}_4 = \max\{\alpha_{41}, \alpha_{42}\} = \max\{0, D_{t(2)} - D_{t(3)}\} = 1 \), and \( \bar{\alpha}_5 = \max\{\alpha_{51}, \alpha_{52}\} = \max\{D_{t(2)} - D_{t(3)}, 0\} = \max\{D_{\sigma(2)} - D_{\sigma(3)}, 0\} = 1 \). Hence, the proposed inequality for this choice of parameters is:

\[ y_1 + 5x_2 + 2z_1 + z_3 + z_4 + z_5 \geq 11. \] (7)

Next we show the strength of the proposed inequalities.

**Proposition 3.3** Inequalities (6) are facet-defining for \( \text{conv}(P) \) if

(i) \( \bar{S} \neq \emptyset \) and \( 1 \in \bar{S} \);

(ii) \( T_{p-1} \cap (T^*_q \cup T^*_t) = \emptyset, T_t \cap T^*_q = \emptyset \), for all \( p \neq q \), and \( p, q \in \bar{S} \);

(iii) \( D_{t(1)} - D_{t-1(\ell-1)+1} < M_i \), for all \( i \in \bar{S} \);

(iv) \( d_{ji} > 0 \) for all \( j \in \Omega \) and \( i \in N \).

**Proof.** First, note that \( \dim(P) = 2n + m - 1 \), assuming that \( d_{ji} > 0 \), for all \( j \in \Omega \) and \( i \in N \), since \( x_1 = 1 \) when demands are positive at period 1, and backordering is not allowed in \( n - k \) scenarios. To show that inequality (6) is facet-defining under conditions (i)-(iv), we need to find \( 2n + m - 1 \) affinely independent points \((x, y, z)\) that satisfy (6) at equality. Let \( g(t_{i(j)}) \), for all \( t_{i(j)} \in T_i \) and \( i+1 \in \bar{T} \cup \{\ell + 1\} \), be a unique mapping such that scenario \( t_{i(j)} \) has the \( g(t_{i(j)}) \)-th largest cumulative demand at time period \( i \). Also, for \( p \in [\ell], i \in \bar{T} \) and \( j \in [a_i + 1] \), let \( \bar{y}_j^p \) be an \( n \)-dimensional vector such that \( \bar{y}_j^p = D_{t_{i(j)}} \) and \( \bar{y}_j^p = 0 \), for all \( i = 2, \ldots, n \).

First, consider the feasible points: \((e_1 + e_{\ell+1}, \bar{y}_j^p + e_{\ell+1}M_{\ell+1}, \sum_{i=1}^{g(t_{i(j)})-1} e_{\sigma_{i(j)}})\), for \( j \in [a_\ell + 1] \), where \( e_j \) is the \( j \)-th unit vector with appropriate dimension. These \( a_\ell + 1 \) points are affinely independent and satisfy inequality (6) at equality. Next, consider the set of points: \((e_1 + e_{\ell+1}, \bar{y}_j^p + e_{\ell+1}M_{\ell+1}, e_j), \forall j = \Omega \setminus \bar{T} \). These \( m - a_\ell - \sum_{i=\bar{S}} a_{\ell-1} \) points are feasible, affinely independent from all other points, and satisfy inequality (6) at equality.

Next, for \( T_{i-1} \), for all \( i \in \bar{S} \) we construct the following set of feasible points:

\[(e_1 + e_i + e_{\ell+1}, \bar{y}^{i-1}_j + e_i(D_{\sigma_{i(1)}} - D_{t_{i-1(\ell)}}) + e_{\ell+1}M_{\ell+1}, \sum_{p=1}^{g(t_{i-1(j)})-1} e_{\sigma_{i-1(p)}}), j \in [a_{i-1} + 1],\]

and

\[(e_1 + e_i + e_{\ell+1}, \bar{y}^{i-1}_{a_{i-1}+1} + e_i(D_{\sigma_{i(1)}} - D_{t_{i-1(\ell-1)+1}} + \triangle) + e_{\ell+1}M_{\ell+1}, \sum_{p=1}^{k} e_{\sigma_{i-1(p)}}),\]
where $0 < \triangle \leq M_i - D_{\sigma(t_i)} + D_{t-1(\sigma_{i-1}+1)}$. These $\sum_{i \in S} a_{i-1} + 2|\tilde{S}|$ points are affinely independent from all other points, and satisfy inequality (6) at equality.

Next, for each $i \in S \setminus \{1\}$, we construct the following set of feasible points:

$$(e_1 + e_i + e_{\ell+1}, y_1^\ell + e_{\ell+1}M_{\ell+1}, 0),$$

$$(e_1 + e_i + e_{\ell+1}, e_iD_{\sigma_{i-1}(1)} + e_i(D_{\sigma(t_i)} - D_{\sigma_{i-1}(1)}) + e_{\ell+1}M_{\ell+1}, 0).$$

These $2|S| - 2$ points are feasible, affinely independent from all other points, and satisfy inequality (6) at equality.

Next, for each $i \in N \setminus \{\ell + 1\}$, consider the following set of points:

$$(e_1 + e_{\ell+1} + e_i, y_1^\ell + e_{\ell+1}M_{\ell+1}, 0),$$

$$(e_1 + e_{\ell+1} + e_i, y_1^\ell + e_{\ell+1}M_{\ell+1} + e_i\triangle, 0),$$

where $0 < \triangle \leq M_i$. These $2(n - \ell - 1)$ points are feasible, affinely independent from all other points, and satisfy inequality (6) at equality.

Finally, for a fixed index $p^* \in \tilde{S}$, we construct the remaining two points:

$$(e_1 + e_{p^*}, y_1^{p^*-1} + e_{p^*}M_{p^*}, 0),$$

$$(e_1 + e_{p^*} + e_{\ell+1}, y_1^{p^*-1} + e_{p^*}M_{p^*} + e_{\ell+1}\triangle, 0),$$

where $0 < \triangle < M_{\ell+1}$. These two points are feasible, affinely independent from all other points, and satisfy inequality (6) at equality. Hence, we obtain $2n + m - 1$ affinely independent feasible points that satisfy inequality (6) at equality, which completes the proof.

\begin{example}
(Continued.) Inequality (7) is a facet-defining inequality for $\text{conv}(P)$, because $T_{\ell-1} \cap T_{\ell}^* = \emptyset$, $T_{\ell} \cap T_{\ell-1}^* = \emptyset$, $1 \in S$, and $D_{t_{\ell-1}} - D_{t_{\ell}(1)} = D_{\sigma_{2}(1)} - D_{\sigma_{1}(1)} = 5 < M_2 = 10$.
\end{example}

\begin{remark}
Note that if $\tilde{S} = \emptyset$, then the proposed inequality (6) reduces to the mixing inequality (5) for a given $\ell \in N$ and $T_{\ell} \subseteq T_{\ell}^*$. In addition, suppose that $D_{\sigma_{t+1}(k+1)} \geq D_{\sigma_{t}(1)}$. Consider inequality (6) for the $(\ell + 1)$-th time period, when $\tilde{S} = \{\ell + 1\}$ and $T_{\ell+1} = \emptyset$, for the same choice of $T_{\ell}$ as inequality (5):

$$\sum_{i=1}^{\ell} y_i + \sum_{j=1}^{m} (D_{t_{\ell}(j)} - D_{t_{\ell}(j+1)})z_{t_{\ell}(j)} \geq D_{\sigma_{t+1}(k+1)} - (D_{\sigma_{t+1}(k+1)} - D_{\sigma_{t}(1)})x_{\ell+1}. \quad (8)$$

Because $D_{\sigma_{t+1}(k+1)} \geq D_{\sigma_{t}(1)}$ by assumption, the right-hand side of (8) equals $D_{\sigma_{t+1}(k+1)}(1 - x_{\ell+1}) + D_{\sigma_{t}(1)}x_{\ell+1} \geq D_{\sigma_{t}(1)} - D_{t_{\ell}(1)}$, the right-hand side of (5). Hence, if $\tilde{S} = \emptyset$ and $D_{\sigma_{t+1}(k+1)} \geq D_{\sigma_{t}(1)}$, then the mixing inequality (5) is dominated by the proposed inequality (8).

Next, we consider another special case that shows the strength of our inequalities.

\begin{proposition}
If $\epsilon = 0$, then adding the proposed inequalities (6) to $P$ is sufficient to give the complete linear description of $\text{conv}(P)$.
\end{proposition}

\begin{proof}
If $\epsilon = 0$, then $k = 0$, and we have to satisfy every scenario, i.e., the cumulative production until time period $i \in N$ must be sufficient to satisfy the scenario with largest cumulative demand until time period $i$. In this case, $\tilde{T} = \emptyset$, and the proposed inequalities (6) reduce to the following inequalities:

$$\sum_{i \in S} y_i + \sum_{i \in S} (D_{\sigma_{t}(1)} - D_{\sigma_{i-1}(1)})x_i \geq D_{\sigma_{t}(1)}. \quad (9)$$

Furthermore, when $k = 0$, we can fix $z = 0$ and $s_{jt} = \sum_{i=1}^{t}(y_i - d_{ji})$ for all $t \in N, j \in \Omega$, and rewrite the deterministic equivalent program:

$$\min f^T x + c^T y + \sum_{j=1}^{m} \sum_{t=1}^{n} \pi_j h_t \left( \sum_{i=1}^{t}(y_i - d_{ji}) \right) \quad (10a)$$

\end{proof}
\[
\begin{align*}
\text{s.t. } & \sum_{i=1}^{t} y_i \geq D_{\sigma(t)}, & t \in N \\
y_i \leq M_i x_i, & i \in N \\
y \in \mathbb{R}_+^n, & x \in \mathbb{B}^n.
\end{align*}
\]

Note that the optimization problem (10) is equivalent to a deterministic uncapacitated lot-sizing problem, where the cumulative demand in each time period is given by the largest cumulative demand in each time period over all scenarios. Hence, the \((\ell, S)\) inequalities for the deterministic equivalent program (10) when \(k = 0\) are sufficient to describe \(\text{conv}(P)\) when \(\epsilon = 0\) (follows from Barany et al., 1984), and they are in the form of inequality (9), which is a special case of the proposed inequality (6) when \(k = 0\).

In contrast, for the special case of \(\epsilon = 0\), when we let \(z = 0\), inequalities (4) reduce to \((\ell, S)\) inequalities for each scenario \(j \in D\) individually, which is not sufficient to describe \(\text{conv}(P)\) in this case. Clearly, inequalities (6) combine information across all scenarios and yield stronger inequalities.

**Separation of inequalities (6):** There are exponentially many inequalities (6). We have two main questions when dealing with the separation problem for a given \(\ell \in N\): first, for any time period \(i \neq 1\), we need to decide if \(i \in S\) or \(i \in \bar{S}\); second, for each \(i \in \bar{S}\), we need to find a subset \(T_{i-1}\) of \(T_{i-1}^*\) so that the term \(\sum_{j \in \bar{F}} \alpha_j z_j\) is minimized. First, given a fractional solution \((\bar{x}, \bar{y}, \bar{z})\), for all \(i \in N \setminus \{1\}\), we solve the following problems

\[
Y_{i-1} = \min_{T_{i-1} \subseteq T_{i-1}^*} \left\{ -D_{t_{i-1}(i)} \bar{x}_i + \sum_{p=1}^{a_{i-1}} (D_{t_{i-1}(p)} - D_{t_{i-1}(p+1)}) \bar{z}_{t_{i-1}(p)} \right\},
\]

\[
\hat{Y}_i = \min_{T_i \subseteq T_i^*, \sigma(t) \in T_i} \left\{ \sum_{p=1}^{a_i} (D_{t_i(p)} - D_{t_i(p+1)}) \hat{z}_{t_i(p)} \right\}.
\]

Problems (11) and (12) can be solved similarly to the separation of the mixing inequalities in \(O(k \log k)\) time (Günlük and Pochet, 2001) for each \(i \in N \setminus \{1\}\). We let \(\bar{T}_{i-1}\) and \(\hat{T}_i\) be the optimal argument of problems (11) and (12), respectively. Finally, for each \(\ell \in N \setminus \{1\}\) and \(i \in [\ell]\) if \(\hat{y}_i \leq D_{t_{i-1}(i)} \bar{x}_i + Y_{i-1}\), then we let \(i \in S\). Otherwise, we let \(i \in \bar{S}\) and \(T_{i-1} = \bar{T}_{i-1}\). Then we obtain \(\alpha_{j(i-1)}\) for each \(i \in \bar{S} \cup \{\ell + 1\}\) and \(j \in \bar{T}_{i-1}\). In addition, we let \(T_i = \hat{T}_i\) and \(\hat{\alpha}_j = \max \left\{ \max_{i \in \bar{S}} \{\alpha_{j(i-1)}\}, \alpha_j \right\}\) for all \(j \in \bar{T} = (\bigcup_{i \in \bar{S}} T_{i-1}) \cup T_i\).

If \(\sum_{i \in S} \hat{y}_i + \sum_{i \in \bar{S}} (D_{t_{i-1}(i)} - D_{t_{i-1}(i)}) \bar{x}_i + \sum_{j \in \bar{F}} \alpha_j \hat{z}_j < D_{t_{\ell(i)}}\) for this choice of \(\ell, S, \bar{T}\), then we have found a violated inequality (6).

**Proposition 3.5** The proposed separation procedure runs in \(O(n \max\{n, k \log(k)\})\) time. Suppose that \(T_{p-1}^* \cap T_{q-1}^* \cap T_t = \emptyset\), for all \(p \neq q\), and \(p, q \in \bar{S}\), then the proposed separation procedure is exact.

**Proof.** For a fixed index \(\ell \in N\), if the condition stated in the proposition holds, then we can rewrite inequality (6) as:

\[
\sum_{i \in S} \hat{y}_i + \sum_{i \in \bar{S}} \left( (D_{t_{i-1}(i)} - D_{t_{i-1}(i)}) x_i + \sum_{p=1}^{a_{i-1}} (D_{t_{i-1}(p)} - D_{t_{i-1}(p+1)}) z_{t_{i-1}(p)} \right) + \sum_{p=1}^{a_{\ell}} (D_{t_{\ell}(p)} - D_{t_{\ell}(p+1)}) z_{t_{\ell}(p)} \geq D_{t_{\ell(i)}}\]

because \(\alpha_{j(i-1)} = 0\), for all but at most one \(i \in \bar{S} \cap \{\ell + 1\}\) and \(j \in T_{i-1}\). As a result, each time period is separable from other time periods, and the separation procedure is exact.

The complexity of the algorithm for solving (11) and (12) for all \(i \in N \setminus \{1\}\) is \(O(nk \log(k))\). After finding the optimal \(\bar{T}_{i-1}\) for \(i \in N \setminus \{1\}\), which is independent of the choice of \(\ell\), identifying the set \(S\) for a given \(\ell \in N\) takes \(O(n)\) time. Therefore, we get an overall run time of \(O(n \max\{n, k \log(k)\})\).
If the conditions in Proposition 3.5 are not satisfied, then the separation procedure is a heuristic.

In Appendix A we give a second class of valid inequalities that involves the inventory variables, which is valid for the deterministic equivalent formulation, and facet-defining under certain conditions.

4. A new formulation that exploits the simple recourse property The deterministic equivalent formulation contains $O(mn)$ additional variables, which becomes computationally challenging if the number of scenarios, $m$, or the number of time periods, $n$ increases. One can consider a Benders decomposition algorithm given in Appendix B. However, we may have to add exponentially many optimality cuts, which significantly slow down the solution of the master problem, as we show in our computational study in Section 5.

In this section, we propose a new formulation for SPLS that is similar to the master problem used in the Benders decomposition algorithm. However, we show that the new formulation only uses polynomially many inequalities to capture the second-stage cost.

For all $i \in N$ and $j \in \Omega$, let $\bar{\sigma}$ be a permutation of the scenarios such that $D_{\bar{\sigma}(1)}i \leq D_{\bar{\sigma}(2)}i \leq \cdots \leq D_{\bar{\sigma}(m)}i$, where $D_{\bar{\sigma}(j)}i$ is the $j$-th smallest cumulative demand for the $i$-th time period. To further simplify the notation, let $D_{\bar{\sigma}(j)}i = D_{\bar{\sigma}(j)}i$.

**Proposition 4.1** Let $\Theta_i'$ be an additional variable that captures the total inventory of $i$-th time period for all scenarios. In addition, let $[k]^+ = \{0, 1, 2, \ldots, k\}$. The formulation

$$\begin{align*}
\min f^\top x + c^\top y + \frac{1}{m} \sum_{i=1}^{n} h_i \Theta_i' \\
in B^n, y \in R^n_+, \Theta' \in R^n_+,
\end{align*}$$

is equivalent to the deterministic equivalent of SPLS (3) under equiprobable scenarios.

**Proof.** We can rewrite the deterministic equivalent formulation (3) as a two-stage problem given by

$$\begin{align*}
\min f^\top x + c^\top y + \frac{1}{m} \sum_{i=1}^{n} h_i \Theta_i'(y) \\
s.t. (3b) - (3d),
\end{align*}$$

where $\Theta_i'(y)$, the total inventory level at each period $i$, is defined by the second-stage simple resource problem with respect to each time period $i$, stated as

$$\begin{align*}
The i-th time period.
\end{align*}$$

where $\Theta_i'(y)$, the total inventory level at each period $i$, is defined by the second-stage simple resource problem with respect to each time period $i$, stated as

$$\begin{align*}
\Theta_i'(y) = \min \sum_{j=1}^{m} s_{ji} \\
s.t. s_{ji} \geq \sum_{p=1}^{i} y_p - D_{ji}, \\
s_{ji} \geq 0
\end{align*}$$

$j \in \Omega$.
Let $\Theta'_i$ be a variable that captures the correct value of $\Theta'_i(y)$ for any feasible $y$ through the exponentially many inequalities

$$\Theta'_i \geq (m-q) \sum_{p=1}^{i} y_p - \sum_{j \in R_q} D_{ji}, \quad q \in [k]^+, \tag{14}$$

where $R_q \subseteq \Omega$ is a subset of scenarios such that $|R_q| = m - q$. Hence, to show that the proposed formulation (13) is equivalent to the deterministic equivalent program (3), we show that the polynomial subclass (13c) of the exponential class of inequalities (14) suffice to give a correct formulation. For a fixed $q \in [k]^+$ and $i \in N$, consider the following chain of inequalities:

$$\Theta'_i \geq (m-q) \sum_{p=1}^{i} y_i - \sum_{j \in R_q} D_{ji} \geq (m-q) \sum_{p=1}^{i} y_p - \sum_{j \in R_q} D_{ji},$$

where the first inequality follows from the fact that the set $\{\bar{\sigma}_{i(1)}, \bar{\sigma}_{i(2)}, \ldots, \bar{\sigma}_{i(m-q)}\}$ is a possible choice of $R_q$, and the second inequality follows from the definition of the permutation $\bar{\sigma}$. Hence, the polynomial class of inequalities (13c) implies all inequalities of the form (14), which completes the proof. \qed

**Example 3.1** (Continued.) Let $i = 2$, then the value of $\Theta'_2$ can be captured by the following $k+1 = 3$ inequalities

$$\Theta'_2 \geq 5(y_1 + y_2) - 7 - 9 - 9 - 10 - 11, \tag{15a}$$
$$\Theta'_2 \geq 4(y_1 + y_2) - 7 - 9 - 10, \tag{15b}$$
$$\Theta'_2 \geq 3(y_1 + y_2) - 7 - 9. \tag{15c}$$

In the optimal solution, if every scenario is satisfied at time period 2, then inequality (15a) captures the value of $\Theta'_2$, and the other two inequalities provide lower bounds on $\Theta'_2$. Suppose that in the optimal solution, one scenario is violated in time period 2, then the violated scenario must be the scenario with the highest cumulative demand at time period 2. Hence, inequality (15b) captures the correct value of $\Theta'_2$, and inequalities (15a) and (15c) yield lower bounds for $\Theta'_2$.

**Remark 4.1** We show that the proposed formulation can also be applied to the general two-stage chance-constrained program with simple recourse, equiprobable scenarios and finite probability space.

Given a scenario set $\Omega = \{1, 2, \ldots, m\}$, let $x$ be the vector of the first stage decision variables, $c$ be its cost vector, and $X$ be its feasible region. In addition, the following scenario-dependent constraint set:

$$A_j x \geq b_j$$

is enforced only when scenario $j \in \Omega$ is satisfied by the chance constraint, where $A_j$ and $b_j$ are random coefficient matrix of $x$ and right-hand side vector with appropriate dimensions, respectively. In addition, the $d$-dimensional simple recourse function, (see, e.g., Birge and Louveaux, 1997) is defined as:

$$\sum_{i=1}^{d} h_i [u_i^T x - g_{ji}]_+, \quad j \in \Omega,$$

where $g_{ji}$ is scenario-dependent parameter, for all $j \in \Omega$ and $i \in [d]$, and $u_i$ is the coefficient vector of the recourse function for $i$-th dimension, for all $i \in [d]$. Let $h_i, i \in [d]$ be a penalty term for the excess $[u_i^T x - g_{ji}]_+$ in the second stage.
Assume that each scenario is equally likely. The deterministic equivalent of a general two-stage chance-constrained program with simple recourse, equiprobable scenarios, and finite probability space is stated as follows:

\[
\begin{align*}
\min & \quad c^\top x + \frac{1}{m} \sum_{j=1}^{m} d \sum_{i=1}^{d} h_i [u_i^\top x - g_{ji}]^+ \\
\text{s.t.} & \quad A_j x + \bar{M}_j z_j \geq b_j \\
& \quad \sum_{j=1}^{m} z_j \leq k \\
& \quad x \in X, z \in \mathbb{B}^m,
\end{align*}
\]

where (16b)-(16c) enforce the chance constraint, and \(\bar{M}_j\) is sufficiently large to make (16b) redundant when \(z_j = 1\). Since we have to introduce \(O(md)\) new variables and constraints to linearize the nonlinear term in the cost function (16a), the deterministic equivalent program (16) is a large-scale mixed-integer program, which is very hard to solve.

Let \(\Theta_i\), for all \(i \in [d]\), be the additional variable that captures the value of the recourse function for dimension \(i\). In addition, let \(\sigma'\) be the permutation of scenarios such that: \(g_{\sigma'(i)j} \leq g_{\sigma'(i+1)j} \leq \cdots \leq g_{\sigma'(m)j}\). In order to simplify notation, let \(g_{\sigma'(i)j} = g_{\sigma'(i)j}^{(j)}\), for all \(j = 1, 2, \ldots, m\). Hence, according to Proposition 4.1, we can rewrite the deterministic equivalent formulation (1) as:

\[
\begin{align*}
\min & \quad c^\top x + \frac{1}{m} \sum_{i=1}^{d} h_i \Theta_i \\
\text{s.t.} & \quad (1b) - (1c) \\
& \quad \Theta_i \geq \sum_{j=1}^{m-q} (m-q)u_i^\top x - g_{\sigma'(i)j}^{(j)} , \quad i \in [d], q \in [k]^+, \\
& \quad \Theta \in \mathbb{R}^d.
\end{align*}
\]

Here we only require \(d\) new variables and \(O(dk)\) many new constraints. In this case, we can greatly reduce the number of variables and constraints in the deterministic equivalent formulation, because \(k \ll m\), for small \(\epsilon\).

5. Computational Experiments

In this section, we summarize our computational experience with various classes of valid inequalities and our new formulation. All runs were executed on a Windows Server 2012 R2 Data Center with 2.40GHZ Intel(R) Xeon(R) CPU and 32.0 GB RAM. The algorithms tested in the computational experiment were implemented using C programming language, with Microsoft Visual Studio 2012 and CPLEX 12.6. A time limit of one hour is set.

In our experiments, we compare the proposed new formulation (13) against the deterministic equivalent formulation (3) and Benders decomposition algorithm (see Appendix B), with different choices of valid inequalities. The first class of valid inequalities (6) and its special case of mixing inequalities (5) are valid for the deterministic equivalent formulation, the Benders master problem and the new formulation (13). However, the second class of valid inequalities given in Appendix A include the inventory variables, hence they only apply to the deterministic equivalent formulation. In Tables 2 and 3, each row reports the average of three instances. We let \(f_i\) and \(c_i\) to be randomly generated from a discrete uniform distribution over \([50, 100]\), and \([5, 10]\), respectively, for all \(i \in N\). In addition, we generate the demand in each period randomly, where \(d_{ji}\) follows
discrete uniform distribution $[10, 30]$, for all $i \in N$ and $j \in \Omega$.

In Table 2, the “DEP (5), (6), (17);” “B. D. & Ineq. (5)-(6);” “N.F. & (5);” and “N.F. & (5)-(6)” columns report the performance of the deterministic equivalent formulation with the additional strengthening from inequalities (5), (6), and (17); Benders decomposition algorithm with valid inequalities (5) and (6); new formulation with valid mixing inequalities (5); and new formulation with mixing inequalities and the proposed inequalities (6), respectively. The number of mixing inequalities that can be added to both formulations is limited to 150, and based on the results, this limit is hit by every instance. The “Time” column reports the average solution time in seconds for the instances that are solved to optimality within time limit, and the “Gap” column reports the average optimality gap for the instances that reach the time limit. The “-” sign under the “Time” column indicates that no instance is solved to optimality within time limit. The “*” sign indicates that CPLEX is not able to solve the instance due to memory limit, and no feasible solution is obtained. In addition, we only add the proposed inequalities at the root node level.

Table 2: Computational results comparing different formulations.

| (\(\epsilon, n\)) | \(m\) (10^3) | DEP (5), (6), (17) | B. D. & Ineq. (5)-(6) | N.F. & (5) | N.F. & (5)-(6) |
|-------------------|--------------|------------------|------------------|------------|----------------|
|                   | Time         | Gap (%)          | Time             | Gap (%)    | Time           | Gap (%)    |
| (0.01, 5)         | 10           | 277              | 0                | 199        | 143            | 0          |
|                   | *            | *                | 860              | 441        | 387            | 0          |
|                   | 30           | *                | 0.47             | -0.12      | 3534           | 0.05       |
| (0.01, 10)        | 10           | *                | -0.16            | -1.11      | -              | 1.38       |
|                   | 20           | *                | -2.17            | -0.94      | 3416           | 0.90       |
|                   | 30           | *                | *                | 3.28       | -              | 2.36       |
| (0.01, 30)        | 3            | *                | 1028             | 185        | 127            | 0          |
|                   | 4            | *                | 1794             | 524        | 397            | 0          |
|                   | 5            | *                | 3324             | 1472       | 1334           | 0          |
| (0.01, 40)        | 3            | *                | 1179             | 723        | 606            | 0          |
|                   | 4            | *                | -23.02           | 1864       | 1690           | 0.07       |
|                   | 5            | *                | 14.51            | 3321       | 2793           | 0.57       |

As we can see from Table 2, the deterministic equivalent formulation cannot solve most of the instances, due to the memory limit. The Benders decomposition provides slightly better results, since it is able to find a feasible solution. However, for the instances with 30 or 40 time periods, the optimality gap of Benders decomposition algorithm is very large. The proposed new formulation provides a big improvement. It can solve most of the instances to optimality. For the instances that reach the time limit, the optimality gap is small. Finally, the effectiveness of the proposed inequalities (6) is shown in the last column. It provides the best results, with generally the smallest solution time and optimality gap.

In Table 3, we report additional information on the average root gap (“R.Gap %”) and number of nodes explored during the branch-and-bound process (“Nodes”). The column “Opt.Cut” reports the number of optimality cuts added to the Benders master problem. The column “Cuts” reports the number of the proposed inequalities (6) added to the new formulation in addition to the mixing cuts (5), which are special cases of inequalities (6). As we can see from Table 3, because we only add the proposed inequalities (6) at the root node.
Table 3: Additional information for the experiments in Table 2.

| Instances | B. D. & Ineq. (5)-(6) | N.F. & (5) | N.F. & (5)-(6) |
|-----------|----------------------|------------|----------------|
|           |                      | Nodes Opt.Cut | Nodes R. Gap (%) | Nodes R. Gap (%) | Cuts |
| $(\epsilon, n)$ | $m \times 10^3$ | | | | |
| $(0.01, 5)$ | 10 | 1828 | 42398 | 2028 | 1.08 | 880 | 1.00 | 7 |
|             | 20 | 12493 | 121553 | 737 | 3.90 | 623 | 3.43 | 6 |
|             | 30 | 48676 | 373193 | 54667 | 3.88 | 41379 | 3.41 | 7 |
| $(0.01, 10)$ | 10 | 55031 | 98625 | 36067 | 3.61 | 33751 | 3.46 | 12 |
|             | 20 | 28112 | 288242 | 29315 | 6.76 | 32529 | 4.96 | 10 |
|             | 30 | * | * | 6327 | 7.92 | 9088 | 6.78 | 10 |
| $(0.01, 30)$ | 3 | 5047 | 29828 | 837 | 3.60 | 359 | 2.88 | 23 |
|             | 4 | 9696 | 64784 | 2233 | 5.46 | 1892 | 3.59 | 26 |
|             | 5 | 12267 | 88599 | 5917 | 7.42 | 5653 | 6.08 | 22 |
| $(0.01, 40)$ | 3 | 5026 | 31672 | 2088 | 3.88 | 1608 | 3.76 | 16 |
|             | 4 | 9397 | 103936 | 6494 | 6.36 | 5729 | 2.53 | 19 |
|             | 5 | 8150 | 64154 | 7375 | 3.96 | 7672 | 3.24 | 18 |

After adding the violated inequalities (5), the number of additional inequalities (6) is not very large. However, the new cuts are beneficial; the number of branch-and-bound nodes is reduced with the proposed inequalities (6), and the root node gap with the new inequalities is also smaller in most cases. As a result, more instances are solved to optimality within the time limit. In addition, compared with the results from Benders decomposition, the proposed new formulation uses much fewer “optimality cuts” to capture the second-stage inventory value. For example, for the instances where $m = 10000$ and $n = 5$, the Benders decomposition algorithm requires 42398 optimality cuts. In contrast, the proposed new formulation only requires $m \times \epsilon \times n = 500$ additional inequalities to fully capture the second-stage inventory value. As a result, the proposed new formulation provides a significant improvement in solution time.

We also tested the effectiveness of adapting the extended formulation of Krarup and Bilde (1977) for deterministic ULS to strengthen the deterministic equivalent of SPLS. However, we observe that it slows down the deterministic equivalent model further, so we do not report our computations with this formulation.
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### Appendix A. Valid inequalities that involve stock variables

In this section, we study the polyhedral structure of the deterministic equivalent formulation which includes the stock variables. Let $P_+ = \{(x,y,z,s) \mid (3b) - (3f)\}$. 


For \( \ell = 2, \ldots, n \), let \( T_\ell := \{ t_\ell(1), t_\ell(2), \ldots, t_\ell(a_\ell) \} \subseteq T_\ell^* \), where \( D_{t_\ell(1)} \geq D_{t_\ell(2)} \geq \cdots \geq D_{t_\ell(n)}. \)

For \( j \in \Omega \), the inequalities

\[
s_j(\ell - 1) + (D_{t_\ell(1)} - D_{t_\ell(1)}) x_\ell + \sum_{p=1}^{a_\ell} (D_{t_\ell(p)} - D_{t_\ell(p+1)}) z_{t_\ell(p)} \geq D_{t_\ell(1)} - D_{t_\ell(1)},
\]

are valid for \( P_+ \).

**Proof.** If \( x_\ell = 1 \), then inequality (17) is trivially satisfied. Otherwise, \( y_\ell = 0 \). Because \( s_j(\ell - 1) \geq \sum_{p=1}^{\ell - 1} y_p - D_{j(\ell - 1)} = \sum_{p=1}^{\ell} y_p - D_{j(\ell - 1)} \), the validity of inequality (17) follows from the validity of the mixing inequality (5) for time period \( \ell \).

**Example 3.1** (Continued.) Let \( \ell = 2, j = 1 \) and \( T_\ell = \{3,4\} \), then we obtain:

\[
s_{11} + (D_{t_2(1)} - D_{t_1(1)}) x_2 + (D_{t_2(1)} - D_{t_2(2)}) z_3 + (D_{t_2(2)} - D_{t_2(3)}) z_4 \geq (D_{t_2(1)} - D_{t_1(1)}),
\]

which is equivalent to:

\[
s_{11} + 5x_2 + z_3 + z_4 \geq 5.
\]

In fact, this inequality is a facet-defining inequality for this problem, as we show in Proposition A.2.

Next, we show the strength of the proposed inequalities (17).

**Proposition A.2** For \( \ell = 2, \ldots, n \) and \( T_\ell \subseteq T_\ell^* \), if \( \sigma_{\ell - 1(1)} \notin T_\ell^* \cup \{ \sigma_{\ell(k+1)} \}, j = \sigma_{\ell - 1(1)} \) and \( t_{\ell(1)} = \sigma_{\ell(1)} \), then inequality (17) is facet-defining for \( \text{conv}(P_+) \).

**Proof.** First, we show that under the conditions stated in Proposition A.2, inequality (17) is facet-defining for the convex hull of the polyhedron: \( P_{s_j(\ell - 1)} = \{(x, y, z, s_j(\ell - 1)) \in B^n \times \mathbb{R}_+^n \times \mathbb{R}^m \times \mathbb{R}_+ \mid s_j(\ell - 1) \geq \sum_{p=1}^{\ell - 1} y_p - D_{j(\ell - 1)}, (3b) - (3d)\} \), in which we only consider the stock variable for scenario \( j = \sigma_{\ell - 1(1)} \) at time period \( \ell - 1 \). To show that inequality (17) is facet-defining for \( \text{conv}(P_{s_j(\ell - 1)}) \), we need to find \( \dim(P_{s_j(\ell - 1)}) = 2n + m \) affinely independent points \( (x, y, z, s_j(\ell - 1)) \) that satisfy inequality (17) at equality.

Let \( g(t_{i(p)}) \), for all \( t_{i(p)} \in T_i \) and \( i+1 \in S \cup \{ \ell + 1 \} \), be a unique mapping such that the scenario \( t_{i(p)} \) has the \( g(t_{i(p)}) \)th largest cumulative demand at time period \( i \). We first consider the following set of feasible points:

\[
(e_1 + e_{\ell + 1}, \bar{y}_p + e_{\ell + 1} M_{\ell + 1}, \sum_{j=1}^{g(t_{i(p)}) - 1} e_{\sigma_{\ell(i)}, \bar{y}_{p1}^j - D_{\sigma_{\ell - 1(i)}}}, p \in [a_\ell + 1],
\]

where \( \bar{y}_p^j \) is defined in the proof of Proposition 3.3. To see the feasibility of these points, note that if \( \sigma_{\ell - 1(1)} \notin T_\ell^* \cup \{ \sigma_{\ell(k+1)} \} \), we must have \( \bar{y}_{\ell+1,1}^\ell - D_{\sigma_{\ell - 1(1)}} \geq 0 \). Hence, we obtain \( a_\ell + 1 \) affinely independent points that satisfy inequality (17) at equality.

Next, consider the following set of points:

\[
(e_1 + e_{\ell + 1}, \bar{y}_p^{\ell - 1} + e_{\ell} M_{\ell}, 0, 0),
\]

These \( m - a_\ell \) points are feasible, affinely independent from all other points, and satisfy inequality (17) at equality. Next, we consider the following set of points:

\[
(e_1 + e_{\ell}, \bar{y}_p^{\ell - 1} + e_{p} M_{\ell}, 0, 0), p \in N \setminus [\ell],
\]
\((e_1 + e_\ell + e_p, y_i^{\ell - 1} + e_\ell M_\ell + e_p, 0, 0), p \in N \setminus \{\ell\}\)

where \(0 < \triangle < M_p\), for all \(p \in N \setminus \{\ell\}\). These \(2(n - \ell) + 1\) points are feasible, affinely independent from all other points, and satisfy inequality (17) at equality.

Next, we consider the following set of points:

\[
(e_1 + e_\ell + e_{\ell+1}, y_i^{\ell - 1} + e_\ell(M_\ell - \triangle_1) + e_{\ell+1}M_{\ell+1}, 0, 0),
\]

\[
(e_1 + e_p + e_\ell, y_i^{\ell - 1} + e_\ell M_\ell, 0, 0), p \in \{\ell - 1\} \setminus \{1\},
\]

\[
(e_1 + e_p + e_\ell, y_i^{\ell - 1} + e_\ell M_\ell + \Delta_2(e_p - e_1), 0, 0), p \in \{\ell - 1\} \setminus \{1\},
\]

where \(0 < \triangle_1 \leq \bar{\gamma}_{11}^{\ell-1}\), and \(0 < \Delta_2 \leq \min\{\bar{\gamma}_{11}^{\ell-1} - D_{\sigma_1(1)}, M_p\}\), for all \(p \in \{\ell - 1\} \setminus \{1\}\). It is easy to see that these \(2\ell - 3\) points are feasible, affinely independent from other points, and satisfy inequality (17) at equality. Finally, consider the feasible point: \((e_1 + e_\ell, y^* + e_\ell M_\ell, e_{\sigma_{\ell-1}(1)}, 0)\), where \(y^*_1 = D_{\sigma_{\ell-1}(2)}\), and \(y^*_1 = 0\), for all \(i = 2, \ldots, n\). This point is affinely independent from all other points, and satisfies inequality (17) at equality. Hence, we have \(2n + m\) affinely independent points that satisfy inequality (17) at equality, which shows that the proposed inequality is facet-defining for \(\operatorname{conv}(P_{\sigma_{\ell-1}(1)})\).

To show that the proposed inequality is also facet-defining for \(\operatorname{conv}(P_+)\), let: \((\tilde{x}^p, \tilde{y}^p, \tilde{z}^p, \tilde{s}_{p(i-1)})\), \(p \in [2n + m]\), be the affinely independent points constructed for \(\operatorname{conv}(P_{\sigma_{\ell-1}(1)})\). Then, we construct the set of points: \((\tilde{x}^p, \tilde{y}^p, \tilde{z}^p, \tilde{s}^p), p \in [2n+m]\), where \(\tilde{s}^p = \max\{\sum_{i=1}^n \tilde{y}_i^p - D_{\Omega_i}, 0\}\) for \(q \in \Omega, i \in N\). These “extended” points are feasible, affinely independent, and satisfy inequality (17) at equality. Finally, for each inventory variable \(s_{pi}\) such that \(p \neq \sigma_{\ell-1}(1)\) or \(i \neq \ell - 1\), we construct the set of points: \((\tilde{x}^1, \tilde{y}^1, \tilde{z}^1, \tilde{s}^1) + (0, 0, 0, s_{pi}), p \neq \sigma_{\ell-1}(1), i \neq \ell - 1\), where \(\Delta > 0\), and \(e_{pi}\) is an \(m \times n\) dimensional matrix such that the \((p,i)\)-th entry equals 1, and all other entries are 0. These \(nm - 1\) points are feasible, affinely independent from other points, and satisfy inequality (17) at equality. Hence, we obtain \(2n + m + mn - 1\) feasible, affinely independent points that satisfy inequality (17) at equality, which completes the proof.}

**Separation of inequalities (17):** Given a fractional solution of the deterministic equivalent formulation \((\tilde{x}, \tilde{y}, \tilde{z}, \tilde{s})\), we solve the problem (12) to obtain \(\tilde{y}_i, i \in N \setminus \{1\}\). Then, with a linear pass, we add the violated inequality (17) for \(\ell \in N \setminus \{1\}\), \(j = \sigma_{\ell-1}(1)\), if \(\tilde{y}_{j(1)} + (D_{\ell(1)} - D_{j(\ell-1)}) \tilde{x}_\ell + \tilde{y}_\ell < D_{t(1)} - D_{j(\ell-1)}\). Otherwise, there is no violated inequalities (17). The overall running time is \(O(nk \log(k))\). In addition, since we consider a single time period at a time, the separation procedure is exact.

**Appendix B. A Benders decomposition algorithm** There are \(mn\) stock variables, which could cause computational difficulty as the size of the problem increases. In this section, we study a Benders decomposition algorithm. Let \(\theta_j\), for all \(j \in \Omega\), represent the additional variable that captures the second-stage cost of scenario \(j\). The relaxed master problem is

**MASTER:**

\[
\min \, f^T x + c^T y + \frac{1}{m} \sum_{j=1}^m \pi_j \theta_j
\]

s.t.

\[
y_i \geq \sum_{i=1}^t d_{ji}(1 - z_j), \quad t \in N, j \in \Omega
\]

\[
\sum_{j=1}^m z_j \leq k
\]

\[
y_i \leq M_i x_i, \quad i \in N
\]
\[ \theta \in \mathbb{R}^m_+, \ y \in \mathbb{R}^n_+, \ x \in \mathbb{B}^n, \ z \in \mathbb{B}^m, \]

where we relax the constraint (3e) which captures the second-stage cost of each scenario. Note that the first class of proposed inequalities (6) is valid for the master problem. However, since the second class of valid inequalities (17) involves the stock variables, it cannot be directly applied to the master problem. For each \( j \in \Omega \), the subproblem is stated as:

\[
\theta_j = \min \mathbf{h}^\top \mathbf{s}_j
\]

\[ s_{ji} \geq \sum_{i=1}^{t} (y_i - d_{ji}), \quad t \in N \]

(\( \gamma_{ji} \))

\[ s \in \mathbb{R}^n_+, \]

where \( \gamma_{ji} \) is the dual variable associated with \( i \)-th time period of \( j \)-th scenario. Next, the corresponding dual variable for \( j \)-th scenario is stated as:

\[
\theta_j \geq \max \sum_{i=1}^{n} \left( \sum_{t=1}^{i} (y_t - d_{jt}) \right) \gamma_{ji}
\]

\[
\gamma_{ji} \leq h_i, \quad i \in N, \quad \text{(18b)}
\]

\[
\gamma_{j} \in \mathbb{R}^n_+. \quad \text{(18c)}
\]

Note that according to Bodur et al. (2014), we can apply the second class of valid inequalities (17) to the subproblems, to further strengthen the quality of the Benders optimality cuts added to the master problem. However, this implementation did not lead to improvements in solution time for our test instances, hence we do not report experiments with this version of Benders in our computational study in Section 5.

Given a first stage solution \((\hat{y}, \hat{\theta})\), instead of solving the dual problem (18) as a linear problem, we can take advantage of the special structure of (18) and generate Benders optimality cuts in \( O(n) \) time: for each \( i \in N \), if the term \( \sum_{t=1}^{i} (y_t - d_{jt}) < 0 \), then \( \gamma_{ji} = 0 \), because of the nonnegativity of \( h_i \), for all \( i \in N \). Otherwise, \( \gamma_{ji} = h_i \). Let \( \gamma^*_j \) be the optimal dual solution for scenario \( j \), if \( \hat{\theta}_j < \sum_{i=1}^{n} \left( \sum_{t=1}^{i} (y_t - d_{jt}) \right) \gamma^*_{ji} \), then we add the following optimality cut to the master problem:

\[
\theta_j \geq \sum_{i=1}^{n} \left( \sum_{t=1}^{i} (y_t - d_{jt}) \right) \gamma^*_{ji},
\]

to cut off the suboptimal solution.

However, although we can solve the subproblem in \( O(n) \) time, there are an exponential number of possible Benders optimality cuts for each scenario. As shown in our computational study in Section 5, as the number of time periods \( (n) \) grows, the Benders decomposition algorithm becomes ineffective.