Integral bases for the universal enveloping superalgebras of map superalgebras II
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Абстракт. Пусть \( g \) — конечномерная комплексная простая операціоналгебра типа Картана, а \( A \) — коммутативная, ассоциативная алгебра с едниницей над \( \mathbb{C} \). В этом папір, наслідувавши [1], ми визначаємо інтегральну форму для універсального ободягу операціоналгебра \( g \otimes A \), і показуємо експлицітний інтегральний базис для цієї інтегральної форми.

1. Вступ

Интегральные базисы для различных классов Линейных алгебр и универсальных ободягов алгебр были формулированы Chevalley, Cartier, Kostant, Garland и Mitzman, [9, 5, 11]. Интегральные базисы для кантованных универсальных ободягов алгебр различных Линейных алгебр были открыты Lusztig, Beck, Chari и Pressley, [10, 2, 4]. Интегральные базисы для универсальных ободягов алгебр операціоналгебра простых комплексных Линейных алгебр были данные в [3].

В 1977, V. Kac предоставил полное классификацию простых Линейных алгебр, [8]. Простые конечномерные Линейные алгебры разделяются на две группы в зависимости от их четной части: они являются или классическими или типа Картана. Интегральные базисы для универсальных ободягов алгебр операціоналгебра классических Линейных алгебра были данны в [1]. Интегральные базисы для универсальных ободягов алгебр операціоналгебра типа Картана Линейных алгебра были данны в [6].

В этом работе мы завершаем построение интегральных базисов для универсальных ободягов алгебр операціоналгебра типа Картана Линейных алгебра, начатое в [1] по формулировании этих базисов для алгебр операціоналгебра Кардана Линейных алгебра. Это делается через прямые идентичности в универсальних ободях супералгебрах. Корневые системы Кардана Линейных алгебра отличаются от корневых систем простых классических Линейных алгебра. В частиности, не каждый корень имеет мултипликативный 1 и тем сократительный от корней не является корнем. Эти отличия требуют более сложного базиса Chevalley. Дело в том, что в отличие от Chevalley, базиса строения идентичностей, которые требуются для доказательства существования подходящего интегрального базиса, более трудно в Кардане Линейных алгебра ободях.

Этот папір организован следующим образом: в секции 2 мы фиксруем некоторые системы обозначений и кратко повторяем основные факты о простых супералгебрах Кардана Линейных алгебра, вводим операціоналгебра и отмечаем свойства, которые мы будем использовать в оставшейся части папіра. Затем в секции 3 мы формулируем основную теорему папіра и даваем некоторые важные следствия. В следующей секции 4 мы формулируем и доказываем все необходимые идентичности прямого строения. В секции 5 мы доказываем основную теорему папіра и даем треугольное разложение нашей интегральной формы.

2. Предварительные
2.1. The following notation will be used throughout this manuscript: \( \mathbb{C} \) is the set of complex numbers, \( \mathbb{Z}_{\geq 0} \) is the set of non-negative integers, and \( \mathbb{N} \) is the set of positive integers. All vector spaces and algebras we consider will be over the ground field \( \mathbb{C} \). A Lie superalgebra is a finite dimensional \( \mathbb{Z}_2 \)-graded vector space \( g = g_0 \oplus g_1 \) with a bracket \([,] : g \otimes g \to g\) which preserves the \( \mathbb{Z}_2 \)-grading and satisfies graded versions of the operations used to define Lie algebras. The even part \( g_0 \) is a Lie algebra under the bracket. Given any Lie superalgebra \( g \) let \( U(g) \) be the universal enveloping superalgebra of \( g \). \( U(g) \) admits a PBW type basis and if \( x_1, \ldots, x_m \) is a basis of \( g_0 \) and \( y_1, \ldots, y_n \) is a basis of \( g_1 \), then the elements

\[
x_1^{i_1} \cdots x_m^{i_m} y_1^{j_1} \cdots y_n^{j_n} \quad \text{with} \quad i_1, \ldots, i_m \geq 0 \quad \text{and} \quad j_1, \ldots, j_n \in \{0,1\}
\]

form a basis of the universal enveloping superalgebra \( U(g) \). Given \( u \in U(g) \) and \( r \in \mathbb{Z}_{\geq 0} \) define

\[
u^{(r)} := \frac{u^r}{r!} \quad \text{and} \quad \begin{pmatrix} u \end{pmatrix}^r := \frac{u(u-1) \cdots (u-r+1)}{r!}.
\]

Define \( T^0(g) := \mathbb{C} \), and for all \( j \geq 1 \), define \( T^j(g) := g^{\otimes j} \), \( T(g) := \bigoplus_{j=0}^{\infty} T^j(g) \), and \( T_j(g) := \bigoplus_{k=0}^{j} T^k(g) \). Then set \( U_j(g) \) to be the image of \( T_j(g) \) under the canonical surjection \( T(g) \to U(g) \). Then for any \( u \in U(g) \) define the degree of \( u \) by

\[
\deg u := \min \{ u \in U_j(g) \}
\]

2.2. Finite-dimensional complex simple Lie superalgebras were classified by Kac [8]. The finite-dimensional simple Lie superalgebras are divided into two classes: the classical (when the even part is a reductive Lie algebra) and the Cartan ones (otherwise). Lie superalgebras of Cartan type consists of four infinite families

\[
W(n), \ n \geq 2; \ S(n), \ n \geq 3; \ \tilde{S}(n), \ n \geq 4 \quad \text{and even}; \ H(n), \ n \geq 4.
\]

We briefly define Cartan type Lie superalgebras. Assume that \( n \geq 2 \). Let \( \Lambda(n) \) denote the exterior algebra on \( n \) odd generators \( \xi_1, \ldots, \xi_n \); \( \Lambda(n) \) is a \( 2^n \)-dimensional associative algebra we assign to it a \( \mathbb{Z} \)-grading by setting \( deg \xi_i = 1 \) for \( 1 \leq i \leq n \). The \( \mathbb{Z}_2 \)-grading is inherited from the \( \mathbb{Z} \)-grading by setting \( \Lambda(n)_0 = \bigoplus_k \Lambda^{2k}(n) \) and \( \Lambda(n)_1 = \bigoplus_k \Lambda^{2k+1}(n) \).

Let \( p(x) \) denote the parity of a homogeneous element \( x \) in a \( \mathbb{Z}_2 \)-graded vector space. A (homogeneous) superderivation of \( \Lambda(n) \) is a linear map \( D : \Lambda(n) \to \Lambda(n) \) which satisfies \( D(xy) = D(x)y + (-1)^{p(x)p(y)}xD(y) \) for all homogeneous \( x, y \in \Lambda(n) \). Then \( W(n) \) is the Lie superalgebra of super derivations of \( \Lambda(n) \). The bracket on \( W(n) \) is the supercommutator bracket. That is,

\[
[x, y] = xy - (-1)^{p(x)p(y)}yx
\]

for homogeneous \( x, y \) and extended to all \( W(n) \) by linearity. The \( \mathbb{Z} \)-grading on \( \Lambda(n) \) induces a \( \mathbb{Z} \)-grading on \( W(n) \)

\[
W(n) = W(n)_{-1} \oplus W(n)_0 \oplus \cdots \oplus W(n)_{n-1},
\]

where \( W(n)_k \) consists of derivations that increase the degree of a homogeneous element by \( k \).

Denote by \( \partial_i \) the derivation of \( \Lambda(n) \) defined by

\[
\partial_i(\xi_j) := \delta_{i,j}.
\]
Then any element $D$ of $W(n)$ can be written in the form

$$\sum_{i=1}^{n} f_i \partial_i,$$

where $f_i \in \Lambda(n)$.

The superalgebra $S(n)$ is the subalgebra of $W(n)$ consisting of all elements $D \in W(n)$ such that $\text{div}(D) = 0$, where

$$\text{div} \left( \sum_{i=1}^{n} f_i \partial_i \right) := \sum_{i=1}^{n} \partial_i(f_i).$$

The superalgebra $S(n)$ has a $\mathbb{Z}$-grading induced by the grading of $W(n)$

$$S(n) = S(n)_{-1} \oplus S(n)_0 \oplus \cdots \oplus S(n)_{n-2}.$$

The simple Lie superalgebra $\tilde{S}(n)$ is defined only when $n$ is even. The superalgebra $\tilde{S}(n)$ has a $\mathbb{Z}$-grading

$$\tilde{S}(n) = \tilde{S}(n)_{-1} \oplus \tilde{S}(n)_0 \oplus \cdots \oplus \tilde{S}(n)_{n-2}.$$

For each $r$ with $0 \leq r \leq n-2$, $S_r(n) = S_r(n)$ . The difference is that $\tilde{S}(n)_{-1}$ has a basis consisting of $\xi_1 \ldots \xi_n \partial_i$. This grading is not an algebra grading.

The subspace of $W(n)$ spanned by all super derivations of the form

$$D_f := \sum_{i \in \mathbb{N}} \partial_i(f) \partial_i$$

where $f \in \Lambda(n)$, is a Lie superalgebra called $\tilde{H}(n)$. It inherits a natural $\mathbb{Z}$-grading from $W(n)$ and we have

$$\tilde{H}(n) = \tilde{H}(n)_{-1} \oplus \tilde{H}(n)_0 \oplus \cdots \oplus \tilde{H}(n)_{n-2}.$$

The subalgebra

$$H(n) = [\tilde{H}(n), \tilde{H}(n)] = H(n)_{-1} \oplus H(n)_0 \oplus \cdots \oplus H(n)_{n-3}$$

is a simple Lie superalgebra of Cartan type.

Throughout this work $g$ will be a Cartan type Lie superalgebra. The crucial difference between the Cartan type superalgebras and the classical superalgebras is that the $g_{0}$ component is no longer reductive. However, as was described above, the Cartan type Lie superalgebras admit a $\mathbb{Z}$-grading: $g = \bigoplus_{k \in \mathbb{Z}} g_k$. The grading is compatible with the $\mathbb{Z}_2$-grading in the sense that $\bigoplus_{k} g_{2k} = g_0$ and $\bigoplus_{k} g_{2k+1} = g_1$.

### 2.3. Cartan Subalgebras and the Root Structure.

Cartan subalgebras $h$ of $g$ coincide with Cartan subalgebras of $g_0$. We fix a distinguished Cartan subalgebra $h$ of $g_0$ so that $h$ has the following bases respectively.

$$\{ \xi_k \partial_k \mid k \in \{1, \ldots, n\} \} \quad \text{if} \quad g = W(n)$$

$$\{ \xi_k \partial_k - \xi_{k+1} \partial_{k+1} \mid k \in \{1, \ldots, n-1\} \} \quad \text{if} \quad g = S(n) \text{ or } \tilde{S}(n)$$

$$\left\{ \xi_k \partial_k - \xi_{\left[ \frac{n}{2} \right]} \partial_{\left[ \frac{n}{2} \right]} + k \partial_{\left[ \frac{n}{2} \right]} \right\} \quad \text{if} \quad g = H(n)$$

If $g = W(n)$ define $E \in g_0$ by

$$E := \sum_{i=1}^{n} \xi_i \partial_i.$$
Then define $\tilde{h}$, $\overline{g}_0$, and $\overline{g}$ as follows:

$$\begin{align*}
\tilde{h} & := h \text{ if } g = W(n) \text{ or } \tilde{S}(n) \text{ and } \tilde{h} := h + CE \text{ if } g = S(n) \text{ or } H(n) \\
\overline{g}_0 & := g_0 \text{ if } g = W(n) \text{ or } \tilde{S}(n) \text{ and } \overline{g}_0 := g_0 + CE \text{ if } g = S(n) \text{ or } H(n) \\
\overline{g} & := g \text{ if } g = W(n) \text{ or } \tilde{S}(n) \text{ and } \overline{g} := g + CE \text{ if } g = S(n) \text{ or } H(n)
\end{align*}$$

Then we have a root decomposition

$$g = \bigoplus_{\alpha \in \mathcal{H}} g_{\alpha},$$

where $g_{\alpha} := \{x \in g \mid [h, x] = \alpha(h)x \text{ for all } h \in \tilde{h}\}$. The set $R := \{\alpha \in \tilde{h}^* - \{0\} \mid g_{\alpha} \neq \{0\}\}$ is called the root system. The $\mathbb{Z}_2$-grading of $g$ determines a decomposition of $R$ into the disjoint union of the even roots $R_0$ and the odd roots $R_1$.

For each $\alpha \in R$ there is a unique integer $ht(\alpha)$ (called the height of $\alpha$) such that $g \subset g_{ht(\alpha)}$. This allows us to use the $\mathbb{Z}$ grading of $g$ to determine a disjoint decomposition of $R$. For $z \in \mathbb{Z}$ we define $R_z := \{\alpha \in R \mid ht(\alpha) = z\}$. Then

$$R = \bigcup_{z \in \mathbb{Z}} R_z$$

The $\mathbb{Z}_2$ and $\mathbb{Z}$ decompositions are compatible in that

$$R_0 = \bigcup_{z \in \mathbb{Z}} R_{2z} \text{ and } R_1 = \bigcup_{z \in \mathbb{Z}} R_{2z+1}.$$

Let us describe the roots. If $g = W(n)$ then $g_0 \cong gl(n)$. We choose the standard basis $\varepsilon_1, \ldots, \varepsilon_n$ of $h^*$ where $\varepsilon_i(\xi_j \partial_j) = \delta_{ij}$ for all $1 \leq i, j \leq n$. Then the root system of $g$ is the set

$$R = \{\varepsilon_{i_1} + \cdots + \varepsilon_{i_k} - \varepsilon_{j} \mid 1 \leq i_1 < \cdots < i_k \leq n, 1 \leq j \leq n\}.$$

If $g = S(n)$ then $g_0 \cong sl(n)$. The root system of $S(n)$ is a subset of that of $W(n)$. The root system of $S(n)$ is obtained from the root system of $W(n)$ by removing the roots $\varepsilon_1 + \cdots + \varepsilon_n - \varepsilon_j$. Thus the root system of $g$ is the set

$$R = \{\varepsilon_{i_1} + \cdots + \varepsilon_{i_k} - \varepsilon_{j} \mid 1 \leq i_1 < \cdots < i_k \leq n, k < n, 1 \leq j \leq n\}.$$

If $g = \tilde{S}(n)$ then $g_0 \cong sl(n)$ and the root system of $g$ is the same as that of $S(n)$ except in this case we have $\varepsilon_1 + \cdots + \varepsilon_n = 0$.

Finally if $g = H(n)$ then $g_0 \cong so(n)$. Let $\{\varepsilon_1, \ldots, \varepsilon_{[\frac{n}{2}]}\}$ be the standard basis in the weight space of $so(n)$ and $\delta$ be dual to $E$. If $n$ is even, then the root system of $g$ is the set

$$R = \{\pm \varepsilon_{i_1} \pm \cdots \pm \varepsilon_{i_k} + m\delta \mid 1 \leq i_1 < \cdots < i_k \leq n/2, k - 2 \leq m \leq n - 2, k - m \in 2\mathbb{Z}\}.$$

If $n$ is odd, then the root system of $g$ is the set

$$R = \{\pm \varepsilon_{i_1} \pm \cdots \pm \varepsilon_{i_k} + m\delta \mid 1 \leq i_1 < \cdots < i_k \leq n/2, k - 2 \leq m \leq n - 2\}.$$

Many properties of root decompositions for semisimple Lie algebras do not hold in our case. For example, a root may have multiplicity bigger than one. Also, $\alpha \in R$ does not imply that $-\alpha \in R$. In the following proposition we record some properties of the roots; see also [6, 8, 13, 14].
Proposition 2.3.1. \cite{6,14} Let $g$ be a Cartan type Lie superalgebra and let $g = \bigoplus_{\alpha \in \overline{R}} g_\alpha$ be its root decomposition relative to $h$.

(1) If both $\alpha \in R$ and $-\alpha \in R$, then $g_\alpha, g_{-\alpha} \subset g_0$ and $\dim g_\alpha = 1$.
(2) $2\alpha \in R$ if $g = H(n)$, $\alpha \in \{ m\delta \mid m \in \mathbb{Z} \}$ or $g = S(n)$, $\alpha \in \{ -\varepsilon_i \mid i = 1, \ldots, n \}$.

As in \cite{6} and \cite{14} fix a distinguished simple root system for $g$, $\Delta := \{ \alpha_1, \ldots, \alpha_l \}$. Denote by $R^+$, and $R^-$, positive roots, negative roots respectively. Define $g^\pm := \bigoplus_{\alpha \in R^\pm} g_\alpha$. Then we have the lopsided triangular decomposition $g = g^- \oplus h \oplus g^+$. For $j \in \{ 0, 1 \}$ define $R_j^\pm := R^\pm \cap R_j$. Define $I := \{ 1, \ldots, l \}$.

2.4. Chevalley Bases. In this subsection we define the notion of Chevalley bases for the Cartan type Lie superalgebras. The basis given here is identical to that in \cite{6}.

Define the multiplicity function $\mu : R \to \mathbb{Z}_{\geq 0}$ by $\mu(\alpha) := \dim g_\alpha$ and for each $z \in \mathbb{Z}_{\geq 0}$ define

$$[z] := \begin{cases} 
1, \ldots, z \text{ if } z \geq 1 \\
\emptyset \text{ if } z = 0
\end{cases}$$

Definition 2.4.1. A Chevalley basis of $g$ is any $\mathbb{C}$-basis $B = \{ h_i \mid i \in I \} \cup \{ x_{\alpha,k} \mid \alpha \in R, \ k \in [\mu(\alpha)] \}$ for $g$ which is homogeneous for the cyclic grading of $g$ and has the following properties:

(1) $\{ h_i \mid i \in I \}$ is a $\mathbb{C}$-basis for $h$, such that $\alpha(h_i) \in \mathbb{Z}$ for all $\alpha \in R$ and all $i \in I$, $h_\beta \in \text{span}_\mathbb{Z} \{ h_i \mid i \in I \}$ for all $\beta \in R_0$, and $[h_i, h_j] = 0$ for all $i, j \in I$;
(2) For all $\alpha \in R$, $\{ x_{\alpha,k} \mid k \in [\mu(\alpha)] \}$ is a $\mathbb{C}$-basis for $g_\alpha$, and $[h_i, x_{\alpha,k}] = \alpha(h_i)x_{\alpha,k}$ for all $i \in I$, $\alpha \in R$, and $k \in [\mu(\alpha)]$;
(3) $[x_{\alpha,k}, x_{\alpha,k}] = 0$ for all $\alpha \in R_0$ and $k \in [\mu(\alpha)]$;
(4) $[x_{\alpha,1}, x_{-\alpha,1}] = h_\alpha$ (as defined in \cite{14}) for all $\alpha \in R_0$, and, for each $\gamma \in R_{-1}$, there exist injections $\sigma_\gamma : [\mu(-\gamma)] \hookrightarrow I$ such that $\{ \pm h_{\sigma_\gamma(k)} \mid \gamma \in R_{-1}, k \in [\mu(-\gamma)] \} = \{ \pm h_i \mid i \in I \}$ and $[x_{\alpha,1}, x_{-\gamma,k}] = \pm h_{\sigma_\gamma(k)}$;
(5) $[x_{\alpha,k}, x_{\beta,m}] = 0$ for all $\alpha, \beta \in R$, $k \in [\mu(\alpha)]$, $m \in [\mu(\beta)]$, and $m \in [\mu(\beta)]$ with $\alpha + \beta \notin R \cup \{ 0 \}$;
(6) Given $\alpha, \beta \in R$ with $\alpha + \beta \in R$, $k \in [\mu(\alpha)]$, and $m \in [\mu(\beta)]$, there exist $c_{\alpha,k}^{\beta,m} : [\mu(\alpha + \beta)] \to \{ 0, \pm 1, \pm 2 \}$ such that $[x_{\alpha,k}, x_{\beta,m}] = \sum_{j=1}^{\mu(\alpha + \beta)} c_{\alpha,k}^{\beta,m}(j)x_{\alpha + \beta,j}$, and the following hold:
(a) If $\alpha, \beta \in R_0$, then $c_{\alpha,k}^{\beta,1}(1) = \pm(r + 1)$ where $r \in \mathbb{N}$ is such that $\beta - r\alpha \in R$ and $\beta - (r + 1)\alpha \notin R$ (note that in this case $\mu(\alpha) = \mu(\beta) = \mu(\alpha + \beta) = 1$),
(b) If $\alpha$ or $\beta$ is in $R_{-1}$, then there is one and only one $j' \in [\mu(\alpha + \beta)]$ such that $c_{\alpha,k}^{\beta,m}(j') = \pm 1$, and for all other $j \in [\mu(\alpha + \beta)]$ $c_{\alpha,k}^{\beta,m}(j) = 0$.
(c) If $\alpha = \beta$, there is at most one $j' \in [\mu(\alpha + \beta)]$ such that $c_{\alpha,k}^{\beta,m}(j') \neq 0$, and if such a $j'$ exists then $c_{\alpha,k}^{\beta,m}(j') = \pm 2$;
(7) If $\alpha \in R_0$ and $2\alpha + \beta \in R$, there exists a unique $k \in [\mu(2\alpha + \beta)]$ such that $[x_{\alpha,1}, [x_{\alpha,1}, x_{\beta,m}] = \pm 2x_{2\alpha + \beta,k}$ for all $m \in [\mu(\beta)]$.
Fix a Chevalley basis for $g$.

$$B := \{h_i \mid i \in I\} \cup \{x_{\alpha,k} \mid \alpha \in \mu(R), \ k \in |\mu(\alpha)|\}$$

2.5. **Map superalgebra and Notation.** Fix a commutative associative unitary algebra $A$ over $\mathbb{C}$. $B$ will denote a fixed $\mathbb{C}$-basis of $A$. The *map superalgebra* of $g$ is the $\mathbb{Z}_2$-graded vector space $g \otimes A$, where $(g \otimes A)_0 := g_0 \otimes A$ and $(g \otimes A)_1 := g_1 \otimes A$, with bracket given by linearly extending the bracket

$$[z \otimes a, z' \otimes b] := [z, z']_g \otimes ab, \ z, z' \in g, \ a, b \in A,$$

where $[,]_g$ denotes the super commutator bracket. $g$ can be embedded in this Lie superalgebra as $g \otimes 1$, see also [1, 12].

3. **An integral form and integral basis**

If $A$ is an algebra over the field $\mathbb{C}$ of complex numbers, define an integral form $A_\mathbb{Z}$ of $A$ to be a $\mathbb{Z}$-algebra such that $A_\mathbb{Z} \otimes_\mathbb{Z} \mathbb{C} = A$. An integral basis for $A$ is a $\mathbb{Z}$-basis for $A_\mathbb{Z}$. In this section we define our integral form and state its integral basis as a theorem.

3.1. **Multisets and $p(\chi)$**. Given any set $S$ define a *multiset of elements of $S$* to be a multiplicity function $\chi : S \to \mathbb{Z}_{\geq 0}$. Define $\mathcal{F}(S) := \{\chi : S \to \mathbb{Z}_{\geq 0} : |\text{supp} \chi| < \infty\}$. For $\chi \in \mathcal{F}(S)$ define $|\chi| := \sum_{s \in S} \chi(s)$. Notice that $\mathcal{F}(S)$ is an abelian monoid under function addition. Define a partial order on $\mathcal{F}(S)$ so that for $\psi, \chi \in \mathcal{F}(S)$, $\psi \leq \chi$ if $\psi(s) \leq \chi(s)$ for all $s \in S$. Define $\mathcal{F}_k(S) := \{\chi \in \mathcal{F}(S) : |\chi| = k\}$ and given $\chi \in \mathcal{F}(S)$ define $\mathcal{F}(S)(\chi) := \{\psi \in \mathcal{F}(S) : \psi \leq \chi\}$ and $\mathcal{F}_k(S)(\chi) := \{\psi \in \mathcal{F}(S)(\chi) : |\psi| = k\}$. In the case $S = A$ the $S$ will be omitted from the notation. So that $\mathcal{F} := \mathcal{F}(A)$, $\mathcal{F}_k := \mathcal{F}_k(A)$, $\mathcal{F}(\chi) := \mathcal{F}(A)(\chi)$ and $\mathcal{F}_k(\chi) := \mathcal{F}_k(A)(\chi)$.

If $\psi \in \mathcal{F}(\chi)$ we define $\chi - \psi$ by standard function subtraction. Also define functions $\pi : \mathcal{F} \to \{0\} \to A$ by

$$\pi(\psi) := \prod_{a \in A} a^{\psi(a)}$$

and $\pi(0) = 1$, and $M : \mathcal{F} \to \mathbb{Z}$ by

$$M(\psi) := \frac{|\psi|!}{\prod_{a \in A} \psi(a)!}$$

For all $\psi \in \mathcal{F}$, $M(\psi) \in \mathbb{Z}$ because if supp $\psi = \{a_1, \ldots, a_k\}$ then $M(\psi)$ is the multinomial coefficient

$$\binom{|\psi|}{\psi(a_1), \ldots, \psi(a_k)}$$

For $s \in S$ define $\chi_s$ to be the characteristic function of the set $\{s\}$. Then for all $\chi \in \mathcal{F}(S)$

$$\chi := \sum_{s \in S} \chi(s) \chi_s$$

Given $\alpha \in R$ and $S \subset A$ define $X_\alpha : \mathcal{F}(S) \to U(g \otimes A)$ by

$$X_\alpha(\chi) := \prod_{a \in \text{supp} \chi} (x_a \otimes a)^{\chi(a)}$$
Given \( \chi \in \mathcal{F} \) and \( \alpha \in R \), recursively define functions \( p_\alpha : \mathcal{F} \to U(h_\alpha \otimes A) \) by \( p_\alpha(0) := 1 \) and for \( \chi \in \mathcal{F} - \{0\} \),

\[
p_\alpha(\chi) := -\frac{1}{|\chi|} \sum_{\psi \in \mathcal{F}(\chi) - \{0\}} \mathcal{M}(\psi)(h_\alpha \otimes \pi(\psi)) p_\alpha(\chi - \psi)
\]

For all \( i \in I \), define \( p_i(\chi) := p_{ai}(\chi) \).

**Remark 3.1.1.**

1. \( p_\alpha(\chi) \) are a generalization of Garlands \( \Lambda_k(h_\alpha \otimes t^r) \) because \( p_\alpha(k \chi_i') = \Phi(\Lambda_k-1(h_\alpha \otimes t^r)) \), [5] page 502.

2. Given \( \alpha \in R^+ \) and \( \psi \in \mathcal{F} \)
\[
X_\alpha \left( |\psi| \chi_1 \right) X_\alpha(\psi) \equiv (-1)^{[\psi]} p_\alpha(\psi) \mod (U(g \otimes A)(x_\alpha \otimes A)), \quad [3] \quad \text{Lemma 5.4}.
\]

We record some basic properties of \( p_\alpha(\chi) \) for the rest of the paper.

**Proposition 3.1.2.** Let \( \alpha, \beta \in R, S \subset A, \chi, \phi \in \mathcal{F}(S), \ i \in I, \) and \( b \in S \). Then

1. \( p_\alpha(\chi_b) = -(h_\alpha \otimes b) \)

2. \( p_\alpha(\chi) = (-1)^{|\chi|} \prod_{\alpha \in A} (h_\alpha \otimes a)^{(\chi(a))} + \text{elements of } U(h_\alpha \otimes A) \text{ of degree less than } |\chi| \)

3. \( p_\alpha(\chi)p_\beta(\phi) = p_\beta(\phi)p_\alpha(\chi) \)

4. \( p_i(\chi)p_i(\phi) = \prod_{\alpha \in A} (\chi(\alpha) + \phi(\alpha))p_\alpha(\chi + \phi) + u, \) where \( u \) is in \( Z - \text{span} \{p_i(\psi) : \psi \in \mathcal{F}(S)\} \) with \( \deg u < |\chi| + |\phi| \).

**Proof.** (1) is easily checked by direct calculation. (2) can be shown by induction on \( |\chi| \) using (1) for the base case. (3) is true because \( p_\alpha(\chi), p_\beta(\phi) \in U(h \otimes A) \), which in turn is a subset of the center of \( U(g \otimes A) \). (4) is proved as Lemma 5.1.2 in [1]. \( \square \)

**Remark 3.1.3.** Note that, by induction on \( |\chi| \), Proposition 3.1.2 tells us that if \( B \) is a \( \mathbb{C} \)-basis for \( A \) then \( \{p_\alpha(\chi) : \chi \in \mathcal{F}(B)\} \) is a \( \mathbb{C} \)-basis for \( U \{\{h_\alpha\} \otimes A\} \) and furthermore that the set of all products of elements of the set \( \{p_i(\chi) \mid i \in I, \chi \in \mathcal{F}(B)\} \) is a \( \mathbb{C} \)-basis for \( U(h \otimes A) \).

### 3.2 Assume that \( A \) has a basis \( B \), which is closed under multiplication.

**Definition 3.2.1.** Define the integral form \( U_Z(g \otimes A) \) to be the \( Z \)-subalgebra of \( U(g \otimes A) \) generated by the following

\[
(x_{\alpha,k} \otimes b)^{(s)}; \quad \alpha \in R_0, \ k \in [\mu(\alpha)], \ b \in B, s \in \mathbb{Z}_{\geq 0}
\]

\[
x_{\gamma,n} \otimes c; \quad \gamma \in R_1, \ n \in [\mu(\gamma)], \ c \in B
\]

\[
p_i(\chi); \quad i \in I, \ \chi \in \mathcal{F}(B)
\]

Define a **monomial** in \( U_Z(g \otimes A) \) to be any finite product of elements of the generating set of \( U_Z(g \otimes A) \). Given a monomial \( m \) its **factors** are elements of the generating set of \( U_Z(g \otimes A) \) appearing in \( m \).

The goal of this paper is to prove the following theorem, which is the analog of Theorem 3.1.3 in [1].
Theorem 3.2.2. The \( Z \)-superalgebra \( U_Z(\mathfrak{g} \otimes A) \) is a free \( Z \)-module. Let \((\leq, R \cup I)\) be a total order. Then a \( Z \) basis of \( U_Z(\mathfrak{g} \otimes A) \) is given by the set \( B \) of all products (without repetitions) of elements of the set
\[
\left\{ (x_{\alpha,k} \otimes a_{\alpha,k})^{(r_{\alpha,k})}, p_i(\psi_i), (x_{\gamma,n} \otimes c_{\gamma,n}) \right\}
\]
where \( \alpha \in R_0, k \in [\mu(\alpha)], i \in I, \gamma \in R_1, n \in [\mu(\gamma)], \psi_i \in \mathcal{F}(B), a_{\alpha,k}, c_{\gamma,n} \in B, \) and \( r_{\alpha,k} \in \mathbb{Z}_{\geq 0} \) taken in the order given by \((\leq, R \cup I)\).

Remarks 3.2.3. (1) In the case where \( \gamma \in R \) and \( 2\gamma \in R \) (which is described in Proposition 2.3.1(2)) we will also need a total order \( \leq \) on the basis \( B \) for \( A \) in order to state our integral basis for \( U_Z(\mathfrak{g} \otimes A) \) because in this case \( (x_{\gamma} \otimes a) \) and \( (x_{\gamma} \otimes b) \) do not commute. The products in \( B \) will be taken first in the order \((\leq, R \cup I)\) and then in the order given by \( (\leq, B) \).

(2) If \( \mathfrak{g} \) is of type \( S(n) \) or \( H(n) \), so that \( \mathfrak{g} \subsetneq \mathfrak{g} \), we add the element \( h_\delta \) to our Chevalley basis of \( \mathfrak{g} \) to obtain a Chevalley basis for \( \mathfrak{g} \). All of the results in this work can then be applied to \( \mathfrak{g} \) by including \( h_\delta \) as necessary.

Corollary 3.2.4. Let \( \mathfrak{g}^+, \mathfrak{g}_0^+, \mathfrak{g}_1^+ \) denote positive parts of \( \mathfrak{g} \), \( \mathfrak{g}_0 \) and \( \mathfrak{g}_1 \), respectively, in the \( Z \)-grading. We have the following isomorphisms of \( Z \)-modules.

\[
\begin{align*}
(1) \quad U_Z(\mathfrak{g} \otimes A) & \cong U_Z(\mathfrak{g}_0 \otimes A) \otimes_\mathbb{Z} \Lambda_\mathbb{Z}(\mathfrak{g}_1 \otimes A), \\
(2) \quad U_Z((\mathfrak{g}_0 \otimes \mathfrak{g}^+) \otimes A) & \cong U_Z(\mathfrak{g}_0 \otimes A) \otimes_\mathbb{Z} \Lambda_\mathbb{Z}(\mathfrak{g}_1^+ \otimes A), \\
(3) \quad U_Z(\mathfrak{g}_0 \otimes A) & \cong U_Z(\mathfrak{g}_0 \otimes A) \otimes_\mathbb{Z} \Lambda_\mathbb{Z}(\mathfrak{g}_1^+ \otimes A).
\end{align*}
\]

Proof. (1) can be proved similarly to Corollary 3.1.5 in [1]. (2) is proved similarly but we apply Theorem 3.2.2 to choose a basis \( \mathcal{B} \) of \( U_Z((\mathfrak{g}_0 \otimes \mathfrak{g}^+) \otimes A) \) where \( \leq \) is such that \((R_0 \cup I) \leq \bigcup_{z \in \mathbb{Z}_{\geq 0}} R_{2z+1}\). (3) is again similar; this time we apply the theorem to \( U_Z(\mathfrak{g}_0 \otimes A) \) and the order should be such that \((R_0 \cup I) \leq \bigcup_{z \in \mathbb{N}} R_{2z}\). \( \square \)

4. Straightening Identities

In this section we state all commutation relations and provide a proofs for some of these identities. We have commutation relations involving even generators and those involving even and odd generators. The proofs will follow the lists of the straightening identities. Note that in all of these identities all of the coefficients are in \( Z \). Also, note that in the cases which are not listed the factors either commute or anticommute.

4.1. Even Generator Straightening Identities. Given \( \chi \in \mathcal{F}(S) \) define \( \text{supp} \chi := \{ s \in S : \chi(s) > 0 \} \).

Given \( \chi \in \mathcal{F} \) define
\[
S(\chi) := \left\{ \psi \in \mathcal{F}(\mathcal{F}) : \sum_{\phi \in \mathcal{F}} \psi(\phi) \phi \leq \chi \right\}
\]
and \( S_k(\chi) := S(\chi) \cap \mathcal{F}_k(\mathcal{F}) \).

Given \( j \geq 0 \) define
\[
\mathcal{P}(j) := \left\{ \lambda \in \mathcal{F}(\mathbb{Z}_{\geq 0}) : \sum_{m \in \text{supp} \lambda} \lambda(m)m = j \right\}
\]
and \( \mathcal{P}_k(j) := \mathcal{P}(j) \cap \mathcal{F}_k(\mathbb{Z}_{\geq 0}) \).
For all \( j, k \in \mathbb{Z}_{\geq 0}, \alpha \in R \) and \( c, d \in A \), define \( D^{\alpha,1}_{j,k}(0,d) := 0 =: D^{\alpha,1}_{j,k}(c,0) \) and \( D^{\alpha,1}_{j,k} : (A - \{0\})^2 \to U(g \otimes A) \) by

\[
D^{\alpha,1}_{j,k}(d,c) := \sum_{\lambda \in \mathcal{P}_k(j)} \prod_{m \in \text{supp} \lambda} (x_{\alpha,1} \otimes d^m c)^{(\lambda(m))}
\]

**Remark 4.1.1.** The definition of \( D^{\alpha,1}_{j,k}(d,c) \) above is the analog of the recursive definition of \( D^+_{\alpha}(j\chi, j\chi_d, k\chi_c) \) from [3] by Proposition 5.2 in [3].

Define \( x_{\alpha,k} = 0 \) if \( \alpha \notin R \). The notation below is from the definition of the Chevalley basis.

**Proposition 4.1.2.** For all \( \eta \in R_0, u \in [\mu(\eta)], i,j \in I, \alpha, \zeta \in R_0, \beta, \gamma \in R_0, \eta, u \in [\mu(\eta)], v \in R_0 - R_0, q \in [\mu(\vartheta)], \chi, \varphi \in \mathcal{F}, a,b \in A, \) and \( r, s \in \mathbb{Z}_{\geq 0} \). Where \( v' \in [\mu(2\alpha + \vartheta)] \) and \( \varepsilon \in \{ \pm 1 \} \) are such that \([x_{\alpha,1}[x_{\alpha,1}, x_{\vartheta,q}]] = 2\varepsilon x_{2\alpha + \vartheta,v'} \).

\[
p_i(\chi)p_j(\varphi) = p_j(\varphi)p_i(\chi)
\]

\[
(x_{\eta,u} \otimes a)^{(r)}(x_{\eta,u} \otimes a)^{(s)} = \binom{r + s}{s}(x_{\eta,u} \otimes a)^{(r+s)}
\]

\[
(x_{\alpha,1} \otimes a)^{(r)}(x_{-\alpha,1} \otimes b)^{(s)} = \sum_{j,k,v \in \mathbb{Z}_{\geq 0}} \sum_{j+k+v \leq \min(r,s)} (-1)^{j+k+v} D^{\alpha,1}_{j,k,v}(ab,b)p_{\alpha}(k\chi_{ab})
\]

\[
D^{\alpha,1}_{v,r-j-k-v}(ab,a)
\]

\[
(x_{\eta,u} \otimes a)^{(r)}p_i(\chi) = \sum_{\psi \in S(r)} p_i \left( \chi - \sum_{\phi \in \mathcal{F}} \psi(\phi) \phi \right)
\]

\[
\times \prod_{\varphi \in \mathcal{F}} \left( \eta(h_i) + |\varphi| - 1 \right) \mathcal{M}(\varphi) (x_{\eta,u} \otimes a\pi(\varphi))^{(\psi(\varphi))}
\]
\[
\begin{align*}
    p_i(\chi) (x_{\eta,u} \otimes a)^{(r)} &= \sum_{\psi \in \mathcal{S}(\chi)} \prod_{\varphi \in \mathcal{F}} \left(\frac{-\eta(h_i) + |\varphi| - 1}{|\varphi|}\right) \mathcal{M}(\varphi) (x_{\eta,u} \otimes a\pi(\varphi))^{(\psi(\varphi))} \\
    &\times p_i \left(\chi - \sum_{\phi \in \mathcal{F}} \psi(\phi)\phi\right) \\
    (x_{\beta,m} \otimes a)^{(r)} (x_{\gamma,n} \otimes b)^{(s)} &= \min(r,s) \left(\sum_{j=0}^{(s-j)} (x_{\gamma,n} \otimes b)^{(s-j)} \left(\sum_{\psi \in \mathcal{F}_j([\mu(\beta+\gamma)])} \prod_{n=1}^{\mu(\beta+\gamma)} (e_{\beta,m}^{\gamma,n}(v))^{\psi(v)} (x_{\beta+\gamma,v} \otimes ab)^{(\psi(v))}\right) \\
    &\times (x_{\beta,m} \otimes a)^{(r-j)}\right) \\
    (x_{\alpha,1} \otimes a)^{(r)} (x_{\alpha,q} \otimes b)^{(s)} &= \sum_{j_1,j_2 \in \mathbb{Z}_{\geq 0}}^{\min(s,j_1-j_2)} (x_{\alpha,q} \otimes b)^{(s-j_1-j_2)} \psi^{j_2} (x_{2\alpha+\theta,v} \otimes a^2 b)^{(j_2)} \\
    &\times \left(\sum_{\psi \in \mathcal{F}_j([\mu(\alpha+\theta)])} \prod_{\psi(\psi)} \psi(v) \left(\sum_{\psi(\psi)} \psi(\psi)\right) (x_{\alpha+\theta,v} \otimes ab)^{(\psi(v))}\right) \\
    &\times (x_{\alpha,1} \otimes a)^{(r-j_1-2j_2)} \\
    (x_{\alpha,1} \otimes a)^{(r)} (x_{\zeta,1} \otimes b)^{(s)} &= \sum_{\psi \in \mathcal{F}(\mathbb{N}^2)} \left(\sum_{\psi(\psi) \leq s} \sum_{\psi(\psi) \leq r} \prod_{(j,k) \in \text{supp} \psi \in \mathcal{F}(\mathbb{N}^2)} (x_{j\alpha+k\zeta,1} \otimes a^j b^k)^{(\psi(j,k))}\right) \\
    &\times (x_{\alpha,1} \otimes a)^{(r-s+j)} \\
\end{align*}
\]

Where \(\varepsilon_{\psi} \in \{\pm 1\}\) for all \(\psi \in \mathcal{F}(\mathbb{N}^2)\), \(x_{j\gamma+k\beta} = 0\) if \(j\gamma + k\beta \notin R\) and all of the unlabeled sums are over all \((j,k) \in \text{supp} \psi\).

**Proof.** \((4.1.1)\) is clear because for all \(\alpha \in R\) and all \(\chi \in \mathcal{F}\) \(p_\alpha(\chi)\) is in the center of \(U(g \otimes A)\). \((4.1.2)\) is easily shown by direct calculation. \((4.1.3)\) is a slight variation of a special case of Lemma 5.4 in \([2]\). Lemma 5.4 in \([2]\) applies because for all \(\alpha \in R_0 \{x_{-\alpha,1}, h_\alpha, x_{\alpha,1}\}\) is an \(\mathfrak{sl}_2\)-triple. Proposition 5.2 in \([2]\) gives the necessary equivalence of our nonrecursive definition of \(D_{j,k}^{\pm}\) \((d,c)\) and the more general recursive definition in \([2]\), (see Remark 4.1.1). \((4.1.4)\) is proved by induction on \(r\). The base case \((r = 1)\) is proved in Lemma 4.1.4 in \([1]\).
Assuming the base case we have

\[(r + 1) (x_{\eta,u} \otimes a)^{(r+1)} p_i(\chi) = (x_{\eta,u} \otimes a)^{(r)} (x_{\eta,u} \otimes a) p_i(\chi) \]

\[= (x_{\eta,u} \otimes a)^{(r)} \sum_{\psi' \in \mathcal{F}(\chi)} p_i(\chi - \psi') \left( \frac{\eta(h_i)}{|\psi'| - 1} \right) \mathcal{M}(\psi') (x_{\eta,u} \otimes a\pi(\psi')) \]

\[= \sum_{\psi' \in \mathcal{F}(\chi)} \left( \frac{\eta(h_i)}{|\psi'| - 1} \right) \mathcal{M}(\psi') \sum_{\tau \in S_r(\chi - \psi')} p_i \left( \chi - \psi' - \sum_{\phi \in \mathcal{F}} \tau(\phi) \phi \right) \]

\[\times \prod_{\varphi \in \mathcal{F}} \left( \left( \frac{\eta(h_i)}{|\varphi| - 1} \right) \mathcal{M}(\varphi) (x_{\eta,u} \otimes a\pi(\varphi)) \right)^{(\tau(\varphi))} \]

(by the induction hypothesis)

\[= \sum_{\psi' \in \mathcal{F}(\chi)} \sum_{\tau \in S_r(\chi - \psi')} p_i \left( \chi - \sum_{\phi \in \mathcal{F}} (\tau + \chi\psi') (\phi) \phi \right) (\tau(\psi') + 1) \]

\[\times \prod_{\varphi \in \mathcal{F}} \left( \left( \frac{\eta(h_i)}{|\varphi| - 1} \right) \mathcal{M}(\varphi) (x_{\eta,u} \otimes a\pi(\varphi)) \right)^{(\tau+\chi\psi')(\varphi)} \]

\[= \sum_{\psi \in S_{r+1}(\chi)} \sum_{\psi' \in \mathcal{F}} \psi(\psi') p_i \left( \chi - \sum_{\phi \in \mathcal{F}} \psi(\phi) \phi \right) \]

\[\times \prod_{\varphi \in \mathcal{F}} \left( \left( \frac{\eta(h_i)}{|\varphi| - 1} \right) \mathcal{M}(\varphi) (x_{\eta,u} \otimes a\pi(\varphi)) \right)^{(\psi(\varphi))} \]

\[= (r + 1) \sum_{\psi \in S_{r+1}(\chi)} p_i \left( \chi - \sum_{\phi \in \mathcal{F}} \psi(\phi) \phi \right) \]

\[\times \prod_{\varphi \in \mathcal{F}} \left( \left( \frac{\eta(h_i)}{|\varphi| - 1} \right) \mathcal{M}(\varphi) (x_{\eta,u} \otimes a\pi(\varphi)) \right)^{(\psi(\varphi))} \]

So we have proved \((4.1.4)\). \((4.1.5)\) is proved similarly and hence the proof is omitted. \((4.1.6)\) and \((4.1.7)\) are proved using Lemma 4.1.5(1) and (2) in [I], respectively, and the Multinomial Theorem. \((4.1.8)\) is Proposition 4.1.2 equation \((4.1.6)\) in [I]. \[\square\]

4.2. Odd and even generator straightening identities. Recall that \(R_{-1}\) is the set of roots of height \(-1\).

**Proposition 4.2.1.** For all \(\alpha \in R_0, \beta \in R_0, \gamma, \zeta \in R_1, \vartheta \in R_{-1}, k \in [\mu(-\vartheta)], m \in [\mu(\gamma)], n \in [\mu(\zeta)], q \in [\mu(\alpha)], r \in \mathbb{N}, a, b \in A, i \in I, \chi \in \mathcal{F}\) where \(s \in [\mu(2\beta + \gamma)]\) and \(\varepsilon \in \{\pm 1\}\)
are such that \([x_{\gamma,1}, [x_{\beta,1}, x_{\gamma,1}]] = 2\varepsilon x_{2\beta+\gamma,s}\).

\[
(x_{\gamma,m} \otimes a) p_i(\chi) = \sum_{\psi \in F(\chi)} \begin{pmatrix} |\psi| - 1 + \gamma(h_i) \\ |\psi| \end{pmatrix} \mathcal{M}(\psi) p_i(\chi - \psi) (x_{\gamma,m} \otimes a\pi(\psi)) \tag{4.2.1}
\]

\[
p_i(\chi) (x_{\gamma,m} \otimes a) = \sum_{\psi \in F(\chi)} \begin{pmatrix} |\psi| - 1 - \gamma(h_i) \\ |\psi| \end{pmatrix} \mathcal{M}(\psi) (x_{\gamma,m} \otimes a\pi(\psi)) p_i(\chi - \psi) \tag{4.2.2}
\]

\[
(x_{\gamma,m} \otimes b) (x_{\gamma,m} \otimes a) = \begin{cases} \pm (x_{2\gamma,j'} \otimes ab) & \text{if } c_{\gamma,m}^{\gamma,j'} = \pm 2 \text{ for some } j' \in [\mu(2\gamma)] \\ 0 & \text{otherwise} \end{cases} \tag{4.2.3}
\]

\[
(x_{\theta,1} \otimes a) (x_{-\theta,k} \otimes b) = - (x_{-\theta,k} \otimes b) (x_{\theta,1} \otimes a) + \left(h_{\sigma(\theta)}(k) \otimes ab\right) \tag{4.2.4}
\]

\[
(x_{\gamma,m} \otimes a) (x_{\zeta,n} \otimes b) = - (x_{\zeta,n} \otimes b) (x_{\gamma,m} \otimes a) + \sum_{j=1}^{\mu(\gamma+\zeta)} c_{\gamma,n}^{\gamma,j}(j) (x_{\gamma,j} \otimes ab) \tag{4.2.5}
\]

\[
(x_{\alpha,q} \otimes a)^{(r)} (x_{\gamma,m} \otimes b) = (x_{\gamma,m} \otimes b) (x_{\alpha,q} \otimes a)^{(r)}
+ \sum_{j=1}^{\mu(\alpha+\gamma)} c_{\alpha,q}^{\gamma,m}(j) (x_{\alpha,j} \otimes ab) (x_{\alpha,q} \otimes a)^{(r-1)} \tag{4.2.6}
\]

\[
(x_{\beta,1} \otimes a)^{(r)} (x_{\gamma,m} \otimes b) = (x_{\gamma,m} \otimes b) (x_{\beta,1} \otimes a)^{(r)}
+ \varepsilon (x_{2\beta+\gamma,s} \otimes a^2b) (x_{\beta,1} \otimes a)^{(r-2)} \tag{4.2.7}
\]

Proof. (4.2.1) and (4.2.2) are proved in Lemma 4.1.4 in \[1\], (4.2.3), (4.2.4), and (4.2.5) are all shown by direct calculation. (4.2.6) and (4.2.7) can be shown by induction on \(r\). \(\square\)

5. Proof of Theorem 3.2.2

In this section we will prove Theorem 3.2.2 and give a triangular decomposition of \(U_{\mathbb{Z}}(\mathfrak{g} \otimes A)\). The proof will proceed by induction on the degree of monomials in \(U_{\mathbb{Z}}(\mathfrak{g} \otimes A)\) (using the definition of degree in Section 2.1) and the following lemmas.

5.1.

**Lemma 5.1.1.** For all \(\alpha \in R_0, \beta, \gamma \in R_0, \text{ with } (\beta \neq -\gamma), k \in [\mu(\beta)], m \in [\mu(\gamma)], \chi, \eta \in R_1, n \in [\mu(\zeta)], q \in [\mu(\eta)], \chi \in F(B), r, s \in \mathbb{Z}_{\geq 0}, a, b \in B, \text{ and } i \in I.

1. \([x_{\alpha,1} \otimes a]^{(r)}, [x_{-\alpha,1} \otimes b]^{(s)}\) has degree less than \(r + s\).

2. \([x_{\beta,k} \otimes a]^{(r)}, p_i(\chi)\) has degree less than \(r + |\chi|\).

3. \([x_{\beta,k} \otimes a]^{(r)}, [x_{\gamma,m} \otimes b]^{(s)}\) has degree less than \(r + s\).

4. \([x_{\zeta,n} \otimes a], p_i(\chi)\) has degree less than \(|\chi| + 1\).

5. \([x_{\beta,k} \otimes a]^{(r)}, [x_{\zeta,n} \otimes b]\) has degree less than \(r + 1\).
(6) \([x_{\xi,n} \otimes a], (x_{\eta,q} \otimes b) \in \mathbb{Z} - \text{span } B \) and has degree less than 2.

**Proof.** For (1) by (4.1.3) we have
\[
(x_{\alpha,1} \otimes a)^{(r)} (x_{\alpha,1} \otimes b)^{(s)} = \sum_{j,k,r,v \in \mathbb{Z} \geq 0, 0 < j+k+v \leq \min(r,s)} (-1)^{j+k+v} D_{j,s-r-j-k-v}^1(ab,b)p_{a}(k\chi_{ab}) D_{v,r-j-k-v}^{\alpha,1}(ab,a)
\]
\[+ (x_{\alpha,1} \otimes b)^{(s)} (x_{\alpha,1} \otimes a)^{(r)} \quad (\text{by definition } D_{0,1}^{\beta,1}(d,c) = (x_{\beta,1} \otimes c)^{(t)})
\]

By the definition of \(D_{j,t}^{\alpha,1}(d,c), D_{j,s-r-j-k-v}^{\alpha,1}(ab,b)p_{a}(k\chi_{ab}) D_{v,r-j-k-v}^{\alpha,1}(ab,a) \in \mathbb{Z} - \text{span } B, \) and either the sum on the right-hand side is zero or its terms have degree \(r+s - 2j-k-2v < r+s.\)

For (2) by (4.1.4) we have
\[
(x_{\beta,k} \otimes a)^{(r)} p_{i}(\chi)
\]
\[= \sum_{\psi \in S_{\xi}(\chi) - \{r\chi_{0}\}} p_{i}\left(\chi - \sum_{\phi \in \mathcal{F}} \psi(\phi)\right) \prod_{\phi \in \mathcal{F}} \left(\left|\varphi - 1 + \beta(h_{i})\right| \mathcal{M}(\varphi) (x_{\beta,k} \otimes a_{\pi}(\varphi))\right)^{(\psi(\varphi))}
\]
\[+ p_{i}(\chi) (x_{\beta,k} \otimes a)^{(r)}
\]
and by (4.1.5) we have
\[
p_{i}(\chi) (x_{\beta,k} \otimes a)^{(r)}
\]
\[= \sum_{\psi \in S_{\xi}(\chi) - \{r\chi_{0}\}} \prod_{\phi \in \mathcal{F}} \left(\left|\varphi - 1 - \beta(h_{i})\right| \mathcal{M}(\varphi) (x_{\beta,k} \otimes a_{\pi}(\varphi))\right)^{(\psi(\varphi))} p_{i}\left(\chi - \sum_{\phi \in \mathcal{F}} \psi(\phi)\right)
\]
\[+ (x_{\beta,k} \otimes a)^{(r)} p_{i}(\chi)
\]

In one of the cases the factors are in the order specified by \((\leq, R \cup I)\) and either the sums on the right-hand sides are zero or by Proposition 3.1.2 the sums on the right-hand sides have degree
\[
\left|\chi - \sum_{\phi \in \mathcal{F}} \psi(\phi)\right| + |\psi| = |\chi| + r - \sum_{\phi \in \mathcal{F}} \psi(\phi)|\phi| < |\chi| + r
\]
since \(\psi \neq r\chi_{0}.\)

For (3) we use (4.1.6), (4.1.7), and (4.1.8). Using (4.1.8) we have
\[
(x_{\alpha,1} \otimes a)^{(r)} (x_{\xi,1} \otimes b)^{(s)} = \sum_{\psi \in \mathcal{F}(\mathbb{N}^{2}) - \{0\}} \varepsilon_{\psi} (x_{\xi,1} \otimes b)^{(s - \sum k\psi(j,k))} \prod_{(j,k) \in \text{supp } \psi} \left(x_{j\alpha+k\xi,1} \otimes a_{j}^{k}\right)^{(\psi(j,k))}
\]
\[\times (x_{\alpha,1} \otimes a)^{(r - \sum j\psi(j,k))} + (x_{\xi,1} \otimes b)^{(s)} (x_{\alpha,1} \otimes a)^{(r)}
\]

Either the sum on the right-hand side is zero or its terms have degree
\[
r+s - |\psi| - \sum_{(j,k) \in \text{supp } \psi} (j\psi(j,k) + k\psi(j,k)) < r+s
\]
For (4) by (4.2.1) we have
\[(x_{\zeta,n} \otimes a) p_i(\chi) = \sum_{\psi \in \mathcal{F}(\chi) - \{0\}} \left( |\psi| - 1 + \zeta(h_i) \right) M(\psi) p_i(\chi - \psi) (x_{\zeta,n} \otimes a\pi(\psi)) + p_i(\chi) (x_{\zeta,n} \otimes a)\]
and by (4.2.2) we have
\[p_i(\chi) (x_{\zeta,n} \otimes a) = \sum_{\psi \in \mathcal{F}(\chi) - \{0\}} \left( |\psi| - 1 - \zeta(h_i) \right) M(\psi) (x_{\zeta,n} \otimes a\pi(\psi)) p_i(\chi - \psi) + (x_{\zeta,n} \otimes a) p_i(\chi)\]

In one of the cases the factors are in the order specified by \((\preceq, R \cup I)\) and either the sums on the right-hand sides are zero or by Proposition 3.1.2 the sums on the right-hand sides have degree \(|\chi| - |\psi| + 1 < |\chi| + 1\). For (5) and (6) just apply (4.2.6), (4.2.7), (4.2.3), (4.2.4) and (4.2.5) as needed.

**Proof of Theorem 3.2.2** Fix an order \((\preceq, R \cup I)\). The Poincaré-Birkhoff-Witt Theorem for Lie superalgebras and Remark 3.1.3 imply that \(\mathcal{B}\) is a \(\mathbb{C}\)-linearly independent set. Hence \(\mathcal{B}\) is a \(\mathbb{Z}\)-linearly independent set.

It suffices to show that the integer span of \(\mathcal{B}\) is \(U_{\mathbb{Z}}(g \otimes A)\). We will prove this by induction on the degree of monomials in \(U_{\mathbb{Z}}(g \otimes A)\) (using the definition of degree in Section 2.1). Since \(p_i(x_a) = -(h_i \otimes a)\) any degree one monomial is in the integer span of \(\mathcal{B}\). Let \(m\) be any monomial in \(U_{\mathbb{Z}}(g \otimes A)\). Recall that a monomial is any finite product of elements of the generating set of \(U_{\mathbb{Z}}(g \otimes A)\). If \(m \in \mathcal{B}\) then we are done. If not then either the factors of \(m\) are not in the order specified by \(\preceq\), or \(m\) has products of factors with the following forms

\[(x_{\alpha,k} \otimes b)^{(r)} (x_{\alpha,k} \otimes b)^{(s)} , \quad \alpha \in R_0, k \in [\mu(\alpha)], b \in \mathcal{B}, r, s \in \mathbb{Z}_{\geq 0} \quad (5.1.1)\]

\[p_i(\chi) p_i(\psi) , \quad i \in I, \chi, \psi \in \mathcal{F}(\mathcal{B}) \quad (5.1.2)\]

\[(x_{\gamma,m} \otimes c)^{j} , \quad \gamma \in R_1, m \in [\mu(\gamma)], c \in \mathcal{B}, j \in \mathbb{Z}_{\geq 0} \quad (5.1.3)\]

If the factors of \(m\) are not in the order given by \(\preceq\) then we can order the factors of \(m\) according to \(\preceq\) using the straightening identities in Propositions 4.1.2 and 4.2.1. Lemma 5.1.1 implies that these rearrangements will only produce integer linear combinations of monomials with lower degree. These lower degree monomials are in the integer span of \(\mathcal{B}\) by the induction hypothesis.

If (possibly after rearranging factors as above) \(m\) contains products of factors as in (5.1.1) we apply (4.1.2) to combine these pairs of factors into single factors with integral coefficients. If \(m\) contains products of factors as in (5.1.2) we apply Proposition 3.1.2(4) to obtain an integer linear combination of single factors. Crucially all of these factors other than the leading term have lower degree and hence any monomial containing them is in the integer span of \(\mathcal{B}\) by the induction hypothesis. If \(m\) contains powers of factors as in (5.1.3) we apply (4.2.3) to get

\[(x_{\gamma,m} \otimes c)^{j} = (x_{\gamma,m} \otimes c)^{2k+\varepsilon} = z (x_{2\gamma,j'} \otimes c^{\varepsilon})^k (x_{\gamma} \otimes c)^{\varepsilon} = zk! (x_{2\gamma,j'} \otimes c^{\varepsilon})^{(k)} (x_{\gamma} \otimes c)^{\varepsilon}\]

where \(z \in \{\pm 1\}\), \(k \in \mathbb{Z}_{\geq 0}, \varepsilon \in \{0, 1\}\). This monomial has lower degree and hence is in the integer span of \(\mathcal{B}\) by the induction hypothesis.

We may need to repeat one or more of these steps but in the end we see that \(m \in \mathbb{Z}\)-span \(\mathcal{B}\). Thus the integer span of \(\mathcal{B}\) is \(U_{\mathbb{Z}}(g \otimes A)\) and so \(\mathcal{B}\) is an integral basis for \(U_{\mathbb{Z}}(g \otimes A)\).
If for some $\gamma \in R$, $2\gamma \in R$ we need a total order $(\preceq, B)$ (see Remark 3.2.3(1)). Using the identity (4.2.3) with we can reorder the products of factors of the form $(x_{\gamma,m} \otimes a)(x_{\gamma,m} \otimes b)$ as required by $\preceq$. With each reordering new monomials will be created, however, by Lemma 5.1.1(6), they will have lower degree and hence will be in the integer span of $B$ by the induction hypothesis.

5.2. Let $U^\pm_Z(g \otimes A)$ denote the $Z$-subalgebras of $U_Z(g \otimes A)$ generated, respectively, by

$$\{(x_\alpha \otimes a)^{(r)}, x_\gamma \otimes c : \alpha \in R^\pm_0, \gamma \in R^\pm_1, a, c \in B, r \in \mathbb{Z}_{\geq 0}\}.$$ 

Let $U^0_Z(g \otimes A)$ denote the $Z$-subalgebra of $U_Z(g \otimes A)$ generated by

$$\{p_i(\chi) : \chi \in F(B), i \in I\}.$$ 

Then as a corollary to Theorem 3.2.2 we obtain the following triangular decomposition of $U_Z(g \otimes A)$.

**Corollary 5.2.1.**

$$U_Z(g \otimes A) = U^-_Z(g \otimes A)U^0_Z(g \otimes A)U^+_Z(g \otimes A).$$

**Proof.** In Theorem 3.2.2 choose $(\preceq, R)$ so that $R^- \preceq I \preceq R^+$. Then by Theorem 3.2.2 we can write every element of $U_Z(g \otimes A)$ as a $Z$-linear combination of elements of $U^-_Z(g \otimes A)U^0_Z(g \otimes A)U^+_Z(g \otimes A)$.

Let $(\preceq \pm, R^\pm)$ be any total orders. Define $B^\pm$ to be the sets of all products (without repetitions) of elements of the set

$$\{(x_\alpha \otimes b)^{(r_\alpha)}, x_\gamma \otimes c : \alpha \in R^\pm_0, \gamma \in R^\pm_1, b, c \in B, r_\alpha \in \mathbb{Z}_{\geq 0}\}$$

taken in the orders given by $\preceq \pm$. Given a total order $(\preceq, I)$ define

$$B^0 := \left\{ \prod_{i \in I} p_i(\varphi_i) : \varphi_1, \ldots, \varphi_l \in F(B) \right\}$$

with the products taken in the order given by $\preceq$.

**Proposition 5.2.2.** Let $B^\pm$ and $B^0$ be as above. Then

1. $B^\pm$ are $Z$ bases for $U^\pm_Z(g \otimes A)$ respectively.
2. $B^0$ is a $Z$ basis for $U^0_Z(g \otimes A)$.

**Proof.** The proof of (1) is similar to that of Theorem 3.2.2. In this case we proceed by induction on the degree of a monomial in $U^\pm_Z(g \otimes A)$ using Lemma 5.1.1(3), (5) and (6) and (4.1.2). For (2) it suffices to show that any product of elements of the set $\{p_i(\chi) : \chi \in F(B), i \in I\}$ is in the $Z$-span of $U^0_Z(g \otimes A)$. This can be shown by induction on the degree of such a product. For the inductive step we apply Proposition 3.1.2(4).
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