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Abstract

Despite the efficiency and scalability of machine learning systems, recent studies have demonstrated that many classification methods, especially deep neural networks (DNNs), are vulnerable to adversarial examples; i.e., examples that are carefully crafted to fool a well-trained classification model while being indistinguishable from natural data to human. This makes it potentially unsafe to apply DNNs or related methods in security-critical areas. Since this issue was first identified by Biggio et al. (2013) and Szegedy et al. (2014), much work has been done in this field, including the development of attack methods to generate adversarial examples and the construction of defense techniques to guard against such examples. This paper aims to introduce this topic and its latest developments to the statistical community, primarily focusing on the generation and guarding of adversarial examples. Computing codes (in python and R) used in the numerical experiments are publicly available for readers to explore the surveyed methods. It is the hope of the authors that this paper will encourage more statisticians to work on this important and exciting field of generating and defending against adversarial examples.
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1 Introduction

Machine learning systems achieve state-of-the-art performance in various tasks in artificial intelligence, such as image classification, speech recognition, machine translation and game-playing (e.g., Simonyan and Zisserman, 2014; Silver et al., 2016; Devlin et al., 2019). Despite their tremendous successes, machine learning models have been shown to be vulnerable to adversarial examples. By adding imperceptible perturbations to the original inputs, the attacker can produce adversarial examples to fool a learned classifier (e.g., Szegedy et al., 2014; Goodfellow et al., 2015). Adversarial examples are indistinguishable from the original inputs to human, but are mis-classified by the classifier. For an illustration, consider the following images in Figure 1:

![Figure 1: An example of adversarial example, taken from Chen et al. (2017).](image)

To humans, the two images appear to be the same – the vision system of human will identify each image as a bagel. The image on the left side is an ordinary image of a bagel (the original image). However, the image on the right side is generated by adding a small and imperceptible perturbation that forces a particular classifier to classify it as a piano. The example in Figure 1 was generated to fool a deep neural network (DNN) based classifier. However, an adversarial example is not an isolated case that happens only to some neural networks, but a general case for most of the practically used neural networks. Besides, recent works have shown that linear models and many other general statistical learning models, such as logistic regression and tree-based models, are also vulnerable to adversarial examples (Chen et al., 2019). With the wide application of machine learning models, this causes serious concerns about the safety of machine learning systems in security sensitive areas, such as self-driving cars, flight control systems, healthcare systems and...
so on. Therefore, studies on adversarial examples have attracted much attention in recent years.

Most of the studies on adversarial examples can be generally classified into two categories: works on how to efficiently generate adversarial examples (i.e., attack), and works on how to guard against such adversarial examples (i.e., defense). This paper reviews the latest research on adversarial attack and defense, and compares the state-of-the-art attack and defense methods on benchmark datasets. We illustrate the main concepts via an image classification task with a continuous input space. However, we also note that there have been research activities on adversarial robustness for other applications with discrete input data, such as natural language processing (NLP), discrete models and nearest neighbor classifiers (e.g., Jia and Liang, 2017; Samanta and Mehta, 2017; Gao et al., 2018; Cheng et al., 2020b; Yang et al., 2020b).

With this paper, it is our hope that more statisticians will be engaged in this important and exciting field of attacking and defending classification methods. As to be demonstrated below, many problems from this field are statistical in nature, and statistical methodologies and principles can be adopted to improve existing methods or even to develop new methods. R codes that demonstrate how to attack a logistic regression model are provided for statisticians who are interested in this problem to experiment with. Lastly, we note that there are other review papers in related topics that might be of interest to the reader; e.g., Serban et al. (2020) reviewed adversarial phenomenon in the field of object detection, while other authors (e.g., Qiu et al., 2019; Yuan et al., 2019; Ren et al., 2020; Xu et al., 2020) provided reviews of adversarial examples with emphasis in computer vision and natural language processing from the perspective of computer science. These authors categorized the methods in a different manner when compared to ours.

**Notation.** In this paper, all the vectors are denoted as bold symbols. The input to the classifier is represented by \( \mathbf{x} \) and the label associated with the input is represented by \( y \). Thus, one observation is a pair \((\mathbf{x}, y)\). The classifier is denoted as \( f(\cdot) \) and \( f(\mathbf{x}) \) represents the output vector of the classifier. The dimension of \( f(\mathbf{x}) \) is equal to the number of classes of the dataset. Let \( f(\mathbf{x})_i \) denote the score of predicting \( \mathbf{x} \) with label \( i \). We caution that, in some works in the literature, \( f(\mathbf{x})_i \) is taken as the “probability” that sample \( \mathbf{x} \) corresponds to label \( i \), but very often these \( f(\mathbf{x})_i \)'s are not probabilities. The prediction of the classifier is denoted as \( c(\mathbf{x}) = \arg\max_i f(\mathbf{x})_i \); that is,
the predicted label is the one with the highest prediction score. We use the $\ell_\infty$ and $\ell_2$ distortion metrics to measure similarity between inputs and report the $\ell_\infty$ distance in the normalized $[0,1]$ space, and the $\ell_2$ distance as the total root-mean-square distortion normalized by the total number of dimensions.

The rest of this paper is organized as follows. Section 2 provides a quick summary of DNNs. This section can be omitted if the reader has a good understanding of the classification task, by treating a DNN as a black-box classifier. Then Section 3 describes the latest developments for attacking classification methods, while Section 4 presents defense methods for defending against such attacks. Lastly, numerical comparisons are given in Section 5 while concluding remarks, including future directions for statistical research, are offered in Section 6.

## 2 Deep Neural Networks

Deep Neural Networks (DNNs) have become one of the most prominent technologies of our time, as they achieve state-of-the-art performance in many machine learning tasks, including but not limited to image classification, text mining, and speech processing. A brief introduction to DNNs is given in this section to help readers understand attack and defense methods. More details of DNNs can be found, for example, in Goodfellow et al. (2016). To speed up the pace, the readers may skip this section (and come back later), which will not affect understanding the concepts behind those attack and defense methods. It is because the DNNs described below can be viewed as black-box classifiers and their details are not crucial for the comprehension of such concepts. However, for readers who are interested in the robustness of DNNs and not familiar with their architectures, this section would be helpful.

A DNN consists of a large class of models and learning methods. Here we describe a general form of DNN classifier that is widely applied in image classification. For a DNN model $f(\cdot)$ with $L$ layers, each layer is parameterized by a weight matrix $\theta_i$, which holds the knowledge of the DNN model and is updated during the training process. Each neuron of the DNN has an activation function $\phi_i$, which is usually used to introduce non-linearity into the output of a neuron. Each function $\phi_i$ for $i \in \{1,...,L\}$ is modeled using a layer of neurons, where the function $\phi_i$ takes the
output of the previous layer \( (h_{i-1}) \) as input and produces \( h_i \) as the output of the current layer. The function \( \phi_i \) is usually chosen to be ReLU (rectified linear unit) \( \phi(v) = \max(0, v) \), but there are also many other choices. In fully connected neural networks, the output of each layer is generated by multiplying a weight matrix with the previous layer output and adding a bias term. However, there could be other designs for the weights. For example, in a convolutional neural network (CNN), the weight \( \theta_i \) is a kernel matrix. The kernel matrix scans over the input matrix, from left to right and from top to bottom, and each one of the values within the kernel is multiplied by the input value on the same position to generate the output matrix; see Figure 2 for an example. More details of convolutional neural network design can be found in LeCun et al. (1998). In general, a DNN can be expressed as:

\[
f(x) = \phi_L(\theta_L, \phi_{L-1}(\theta_{L-1}, \ldots \phi_2(\theta_2, \phi_1(\theta_1, x)))).
\]

As illustrated in Figure 3, a deep classifier is a machine learning model that uses a hierarchical composition of \( L \) parametric functions to model an input \( x \). Depending on the loss applied to the final layer, a neural network can easily handle both regression and classification tasks. For regression, there is only one output unit at the end of the network. For multi-class classification, there are \( K \) output units, where \( K \) is the number of classes.
Figure 3: **DNN Classifier**: the model takes an image of a handwritten digit as input and predicts the probability of it being in one of the $K = 10$ classes for digits 0 to 9 (Papernot et al., 2017).

For the classification task, the cross-entropy loss is widely used:

$$
\ell(x, y) = -\sum_{i=1}^{K} 1_{\{i=y\}} \log(f(x)_i).
$$

Given a dataset with many known input-label pairs $(x, y)$, the DNN will adjust its parameters ($\{\theta_1, ..., \theta_n\}$) to reduce the prediction error between the prediction and the correct label. The generic approach to minimize the prediction loss is gradient descent, called back-propagation in this setting (Hecht-Nielsen, 1992). Because of the compositional form of the model, the error gradient is derived using the chain rule for differentiation. The gradient is computed by a two-pass algorithm, where a forward pass is used to compute the loss and a backward pass is carried out to derive the gradient. In backward pass, error gradients with respect to network parameters are successively propagated from the network’s output layer to its input layer. For large datasets, stochastic gradient descent is usually applied, where the gradient descent is done on a random subset of data.

At the testing stage, the DNN with fixed parameters is used to predict the label of unseen input.
The output of the DNN is a probability vector \( f(x) \), and the prediction is \( c(x) = \arg\max_i f(x)_i \).

DNNs achieve state-of-the-art performance in the task of image classification. For example, an vision transformer network \cite{Dosovitskiy2021} can achieve over 99% accuracy when classifying natural images from the benchmark dataset CIFAR10 \cite{Krizhevsky2009}. Ideally, we expect the deep classifier to generalize well, making accurate predictions for inputs outside of the domain explored during training. However, recent studies on adversarial attack show that carefully crafted adversarial examples can easily fool the model.

3 Attack

Adversarial attacks are processes to generate an adversarial example based on a given natural sample and the victim model. Figure 4 illustrates this process of generating adversarial examples. Here \( x_0 \) denotes the natural input, and the DNN can correctly predict its label \( y_0 \). An adversarial attack aims to find a small perturbation \( \delta \) such that the adversarial example \( x^* = x_0 + \delta \), which looks similar to \( x_0 \) to humans, will be mis-classified by the victim model.

Multiple attack methods have been introduced for the crafting of adversarial examples to attack various DNNs. In general, there are two kinds of attack goals: targeted and untargeted. For
untargeted attack, the attack is successful if the input is predicted with any wrong label. Take Figure 1 as example. As long as the bagel image is not classified as bagel, the attack is successful. For targeted attack, the attack is successful only when the adversarial example is classified as the target class. In this example, if the target class is piano, the attack is successful only when the right side image is labeled as piano by the victim classifier.

Based on the information needed, the attack methods can be grouped into three categories: (1) gradient-based, (2) score-based, and (3) decision-based. Most of these methods can perform both targeted and untargeted attacks. In general, one attack method belongs to one of the three categories, while recently it has been shown that an ensemble of attacks from multiple categories can potentially lead to a stronger attack (Croce and Hein 2020). If all the information of the victim model, such as model structure, parameters and so on, is revealed to the attacker, the scenario is called white box setting. If only the predicted scores are available, the scenario is called soft-label black box setting. If only the predicted labels are revealed, the scenario is called hard-label black box setting. There are also gray box settings, where part of the model information is available. Notice that the part of the model information that is available/unavailable is problem dependent. For example, Yang et al. (2020a) defined the gray box as the scenario where the attacker has access to the classifier but not the design of the adversarial example detector. We will thus focus on white-box and black-box attacks in this paper. The next three subsections present representative examples and deeper discussions of the three categories of attack methods.

3.1 Gradient-Based Attack

Many existing attack methods fall in this category. These methods leverage the gradients of the loss w.r.t. the input to form adversarial examples. For instance, the Fast Gradient Sign Method (FGSM) (Goodfellow et al. 2015) generates adversarial examples based on the sign of gradients, and uses a step size to control the $\ell_\infty$ norm of perturbation. The Basic Iterative Method (BIM) (Kurakin et al. 2016) and Projected Gradient Descent Attack (PGD) (Madry et al. 2018) can be viewed as iterative versions of FGSM. PGD crafts adversarial examples by running FGSM for a fixed number of iterations or until mis-classification is achieved. The most effective gradient-based adversarial at-
tack methods to date are C&W (Carlini and Wagner, 2017b) and PGD. Both C&W attack and PGD have been frequently used to benchmark the defense algorithms due to their effectiveness (Athalye et al., 2018). Since gradient information is required to perform attack, gradient-based attack is mainly for the white-box setting. The process of crafting adversarial examples can be formulated as an optimization problem. Depending on the optimization formulations of the attack methods, gradient-based attack methods can be further divided into two sub-categories.

**Constraint-optimization formulation based methods:** The first sub-category consists of constraint-optimization formulation based methods. Given a model with a fixed parameter \( \theta \) and an input pair \((x_0, y_0)\), the process of generating adversarial examples \( x^* \) can be described by the following optimization problem:

\[
x^* = x_0 + \delta \quad \text{with} \quad \delta = \arg \max_{\delta \in S} L(\theta, x_0 + \delta, y_0),
\]

where \( L \) is the loss function, \( \delta \) is the adversarial perturbation, and \( S \in \mathbb{R}^d \) is the set of allowed perturbations, usually chosen to be \( S = \{\delta \mid \|\delta\|_{\infty} \leq \epsilon\} \) for some \( \epsilon \).

The optimization goal is to search for the adversarial perturbation that leads to wrong classification. Therefore, for untargeted attack, the loss function \( L \) can be the loss function used to train the classifier, while for targeted attack, other loss functions designed for the target class should be used. By maximizing (1), the attacker is forcing the classifier to err on the classification task. To guarantee that the perturbation is not too large so that \( x_0 \) and \( x^* \) are indistinguishable to human, the search space is restricted to be within the \( \epsilon \)-ball around the input.

The optimization problem defined in (1) can be reformulated as

\[
\arg \max_{\delta \in \mathcal{S}} L(\theta, x_0 + \delta, y_0) = \arg \max_{\|\delta\|_{\infty} \leq \epsilon} L(\theta, x_0 + \delta, y_0),
\]

which can be solved by gradient descent. **Projected-Gradient Descent Attack (PGD)** crafts adversarial examples by solving this optimization problem with the projected gradient descent method. It is proposed by Madry et al. (2018), which finds adversarial examples in an \( \epsilon \)-ball of the input. The PGD attack updates in the direction that decreases the probability of the original class most, then projects the result back to the \( \epsilon \)-ball of the input. The updating equation of the PGD
attack is:

\[ x^{t+1} = \Pi_\epsilon \left\{ x^t + \alpha \cdot \text{sign} \left( \nabla_x L(\theta, x^t, y) \right), x_0 \right\}, \tag{3} \]

where \( x_0 \) is the original input, \( x^t \) is the updated input in step \( t \), \( \epsilon \) controls the maximum distortion, \( \alpha \) is the step size and \( \nabla_x L(\theta, x^t, y) \) represents the gradient of classification loss \( L(\cdot) \) w.r.t. input \( x^t \). Basically, PGD attack constructs an adversarial example by adding or subtracting a small error term, \( \alpha \), to each input dimension. The decision of adding or subtracting an error term depends on whether the sign of the gradient for an input dimension is positive or negative. Then the result from previous step is projected to the \( \epsilon \)-ball around the original input. If (3) is run for only one step, it is equivalent to the Fast Gradient Sign Method (FGSM) (Goodfellow et al., 2015). If it is run for multiple steps, it is the PGD attack or the Basic Iterative Method (BIM) (Kurakin et al., 2016). Recently, Croce and Hein (2020) introduced a new attack method called Autoattack, which combines two extensions of PGD and a decision-based attack to automatically evaluate defense methods without parameter tuning.

**Regularization-optimization formulation based methods:** The second sub-category consists of regularization-optimization formulation based methods. The C&W attack proposed by Carlini and Wagner (2017a) is a representative one, and is by far one of the strongest attack methods. It can perform both targeted and untargeted attacks, which are formulated as the following optimization problem:

\[ x^* = \arg\min_x \left\{ \| x - x_0 \|_2^2 + c g(x) \right\}, \tag{4} \]

where the first term enforces small distortion of the original input and the second term is the loss function that measures the success of the attack. The parameter \( c > 0 \) controls the trade-off between distortion and attack success.

If it is for untargeted attack, which means the attacker only wants the classifier to make a mistake and does not care the predicted label of the adversarial example, then \( g(x) \) is defined as:

\[ g(x) = \max \left\{ f(x)_{y_0} - \max_{i \neq y_0} f(x)_i, 0 \right\}, \]

where \( y_0 \) denotes the true label of input \( x_0 \), \( f(x)_{y_0} \) represents the score of predicting input \( x \) with label \( y_0 \), and \( f(x)_i \) represents the score of predicting input \( x \) with label \( i \). Minimizing \( g(x) \) will
make the prediction score of true class \( y_0 \) smaller than the prediction scores of classes other than \( y_0 \). Therefore, the adversarial example \( x^* \) will be classified to a wrong class.

If the attacker wants the adversarial example to be classified into a specific target class with label \( t \), where \( t \neq y_0 \), then \( g(x) \) is defined as:

\[
g(x) = \max\{\max_{i \neq t} f(x)_i - f(x)_t, 0\}.
\]

The above targeted attack loss function will push the prediction score of the target class \( t \) to be higher than those of other classes. Carlini and Wagner (2017a) showed that their attack can successfully bypass ten different defense methods designed for detecting adversarial examples.

Inspired by an elastic-net method proposed by Zou and Hastie (2005), Chen et al. (2018) proposed the elastic-net attack (EAD), which also belongs to this sub-category of regularization-optimization formulation based methods. EAD formulates the process of generating adversarial examples as an elastic-net regularized optimization problem, which can be viewed as extended version of the C&W Attack. Their formulation of elastic-net attacks to DNNs for crafting an adversarial example with respect to a labeled sample is as follows:

\[
x^* = \arg\min_x \left\{ \|x - x_0\|_2^2 + \beta \|x - x_0\|_1 + cg(x) \right\},
\]

where \( g(x) \) is the same as the one defined in C&W attack. The authors showed that EAD can improve attack transferability and complement adversarial training.

We note that most gradient-based attack methods fall into the above two sub-categories, but there are also other kinds of gradient-based attack methods, such as Jacobian-based Saliency Map Attack (Papernot et al. 2016), Deepfool (Moosavi-Dezfooli et al. 2016), Network for Adversary Generation (Mopuri et al. 2018) and Adversarial Transformation Networks (Baluja and Fischer 2018). All of these methods perform adversarial attacks based on the gradient information.

**Choice of perturbation set in adversarial attacks.** Both constraint and regularization optimization based formulations require a distance measurement to quantify the difference between the original example and the perturbed example. Despite \( \ell_\infty \) norm being used for PGD-based attacks (1) and the \( \ell_2 \) norm being widely used in C&W based attacks (4), in general we can use any \( \ell_p \) norm for both constraint and regularization based formulations. For example, \( \ell_1 \) norm and
a mixed of different norms have been used in (Chen et al. 2018). Further, recently it has been recognized that \( \ell_p \) norm based attacks may not be realistic, so researchers have started to explore more flexible perturbation sets. For instance, Wong et al. (2019) uses Wasserstein distance to measure the perturbation strength, and Wong and Kolter (2020) proposed learning the perturbation sets based on human perception.

3.2 Score-Based Attack

In reality, detailed model information, such as the gradient, may not be available to the attackers. The score-based attack methods do not require access to gradients. They perform adversarial attacks based on the output scores \( f(x)_i \)'s of the victim classifier. For example, Chen et al. (2017) proposed a method to estimate the gradient with score information and craft adversarial examples with the estimated gradient. Ilyas et al. (2018) introduced a method which leverages natural evolutionary strategy to estimate the gradient and generate adversarial examples. In general, score-based attacks can be divided into two sub-categories.

**Gradient-approximation based methods:** The first sub-category are gradient-approximation based methods. As the name suggests, these methods first approximate the gradients or the signs of the gradients, then generate adversarial examples using the approximated information.

Zeroth Order Optimization Based Attack (ZOO) proposed by Chen et al. (2017) uses a finite difference method to approximate the gradient of the loss w.r.t. the input. Then the C&W attack is applied to generate an adversarial example. It uses the following formula to estimate the gradient:

\[
\frac{\partial f(x)}{\partial x_{(i)}} \approx \frac{f(x + he_i) - f(x - he_i)}{2h},
\]

where \( h \) is a small constant and \( e_i \) is a standard basis vector with only the \( i \)th component as 1, and \( i \) ranges from 1 to the dimension of input. The time used to estimate the gradients grows with the dimension. When the dimension of the input is large, the authors introduced several techniques to scale-up the estimation, making it possible for the method to craft adversarial examples in reasonable time for large DNNs trained on large datasets, such as ImageNet (Deng et al. 2009).

Many other methods are introduced to efficiently approximate the gradient and generate adversarial examples based on it, such as NES attack (Ilyas et al. 2018) and Bandits Attack (Ilyas
NES attack uses natural evolutionary strategies (hence the acronym NES) to estimate the gradient of loss w.r.t. the input and then generates adversarial examples based on the estimated gradient:

$$\frac{1}{\sigma n} \sum_{i=1}^{n} \delta_i f(x + \sigma \delta_i),$$

where $n$ is the number of searches to estimate gradient, $\delta_i$ is random direction sampled from $\mathcal{N}(0, I)$ and $\sigma$ is the standard deviation of the search step. The authors also extended the method to a partial-information setting, where only part of the scores or top-$k$ sorted labels are given.

In fact, the most important information for adversarial attack is the sign of the gradient, which provides the direction of optimization. Many methods are proposed to estimate the sign of the gradient and use that information to craft adversarial examples; notable examples include SignSGD (Lin et al. 2018a) and Sign hunter (Al-Dujaili and O’Reilly, 2020). To further improve the efficiency of gradient approximation or sign estimation, some researchers propose using a substitute model, which is a model trained with the same data as the victim model and performs similarly to the victim model. Representative examples include Subspace attack (Guo et al. 2019b) and Transfer-based prior (Cheng et al. 2019a). Also, Wang et al. (2020a) shows how to exploit the data distribution to identify importance subspace for black-box attacks. These attack methods also belong to the gradient-approximation based category since their key element is to approximate gradient information efficiently.

Other methods: The second sub-category of score-based methods consists of methods that do not approximate gradient related information to generate adversarial examples. For example, Li et al. (2019) proposed the Gaussian black-box adversarial attack (Nattack), which searches the adversarial examples by modeling the adversarial population with a Gaussian distribution. The intuition comes from the fact that one can find various adversarial examples for the same input using different attack methods, which suggests there is a population of adversarial examples. Other methods that fall into this sub-category include the GenAttack (Alzantot et al. 2018), the Simple Black-Box Attack (Guo et al. 2019a) and Square attack (Andriushchenko et al. 2020).
3.3 Decision-Based Attack

In many practical situations, the attacker has access only to the predicted labels of the model, but not any gradient or score information. When only the predicted label $c(x)$ is available, both gradient-based and score-based methods do not work. Papernot et al. (2017) introduced a transfer attack method which requires only the observations of the labels predicted by the model. The main idea is to train a substitute model which is similar to the target model and attack the substitute model instead. Boundary Attack was subsequently proposed by Brendel et al. (2018), which searches for adversarial examples based on random-walk on the decision boundary. Many extensions of Boundary Attack have been proposed to improve the efficiency and performance of it (Brunner et al., 2019; Chen and Jordan, 2019; Chen et al., 2020; Guo et al., 2020). There are also decision-based attack methods that are neither transfer-based nor random-walk based (Ilyas et al., 2018; Cheng et al., 2020a; Guo et al., 2019b). In general, the goal of decision-based attack is to generate adversarial examples with the predicted labels returned by the victim model. Decision-based attack methods can be divided into three sub-categories.

**Transfer based attacks:** The first category consists of transfer-based attack methods. Various researchers have observed that, if two DNNs are trained with similar data, even though the two models may have very different structures, adversarial examples generated on one model can be used to fool another one. Based on this observation, Papernot et al. (2017) proposed to train a substitute model based on a small amount of training data and generate adversarial examples based on the substitute model. They showed that the adversarial examples generated on the substitute model can also fool the target classifier. The proposed method does not require too many samples to train the substitute model and can achieve relatively high success rate in untargeted task. However, the method does not work well in targeted task. Liu et al. (2017) proposed an ensemble-based approach to generating transferable adversarial examples. This ensemble approach increases the proportion of target adversarial examples transferring with their target labels.

**Random-walk based attacks:** The second category consists of methods that are based on random walk on the boundary. Brendel et al. (2018) proposed Boundary Attack, a method that does not rely on the gradient of loss w.r.t. the input and performs well under both targeted and
untargeted settings. The method starts with a sample categorized in the targeted class and seeks to minimize the perturbation while staying adversarial. The process of boundary attack is shown in Figure 5 and details of the method are described in Algorithm 1.

**Algorithm 1 Boundary Attack**

1. **Input:** decision model $c(\cdot)$, original input $x$
2. **Output:** $x^{adv}$
3. **Initialization:** $t = 0$, $\tilde{x}^0 \sim \mathcal{U}(0, 1)$ s.t. $c(\tilde{x}^0) = \text{target class}$
4. **while** $t < T$ **do**
5. $t = t + 1$
6. draw random perturbation from proposal distribution $\eta^t \sim \mathcal{P}(\tilde{x}^{t-1})$
7. **if** $c(\tilde{x}^{t-1} + \eta^t) = \text{target class}$ **then**
8. set $\tilde{x}^t = \tilde{x}^{t-1} + \eta^t$
9. **else**
10. set $\tilde{x}^t = \tilde{x}^{t-1}$
11. **end if**
12. **end while**
13. **Return** $\tilde{x}^T$

Note that $c(x)$ is the label assigned to the input $x$ by the classifier, and $T$ is the maximum number of iterations.

Define input space as $\mathcal{D}$, the process of drawing $\eta^t$ from the proposal distribution is as follows:

- **Draw** $\eta^t \sim \mathcal{N}(0, I)$.
- **Rescale and clip** $\eta^t$ to make sure $\tilde{x}^{t-1} + \eta^t \in \mathcal{D}$ and $||\eta^t||_2 = \delta \cdot d(x, \tilde{x}^{t-1})$, where $d(\cdot, \cdot)$ represents distance function between two samples and $\delta$ is a hyper-parameter that controls the scale of the perturbation.
- **Orthogonal perturbation:** project $\eta^t$ onto a sphere around the original input $x$ such that $d(x, \tilde{x}^{t-1} + \eta^t) = d(x, \tilde{x}^{t-1})$. 
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Figure 5: An illustration of Boundary Attack. In essence the Boundary Attack performs rejection sampling along the boundary between adversarial and non-adversarial images [Brendel et al. 2018].

- Move towards the original input such that $\tilde{x}^{t-1} + \eta^t \in D$ and $d(x, \tilde{x}^{t-1}) - d(x, \tilde{x}^{t-1} + \eta^t) = \epsilon \cdot d(x, \tilde{x}^{t-1})$ both hold, where $\epsilon$ controls the step size of the movement.

Boundary Attack achieves performance comparable to state-of-the-art white-box attacks on DNNs trained for classification. [Chen and Jordan (2019)] introduced Boundary Attack++, using binary information at the decision boundary to estimate gradient direction. They showed that Boundary Attack++ requires significantly fewer model queries than Boundary Attack. [Guo et al. 2020] proposed a decision-based black-box attack, which improves the query-efficiency of Boundary Attack by restricting the search for adversarial examples to a low frequency domain. There are many other methods belong to this category, such as Guessing Smart [Brunner et al. 2019].

**Optimization based attacks:** Instead of conducting random walks, a process which does not have any convergence guarantees, more recently researchers have found that attacks in the decision-based setting can also be formulated as solving a zeroth order optimization problem [Cheng et al. 2019b]. They showed that both PGD and C&W loss are ill-defined in the decision-based setting, and instead we need to redefine the problem as finding the best direction $\theta$ of adversarial examples. Given $x_0$, a function $g(\cdot)$ that measures the distance between $x_0$ and the decision boundary along
direction $\theta$ can be defined as

$$g(\theta) = \arg \min_{\lambda > 0} \left( f(x_0 + \lambda \frac{\theta}{\|\theta\|}) \neq y_0 \right).$$

(5)

The attack problem can then be posed as

$$\theta^* = \arg \min_{\theta} g(\theta),$$

(6)

and the adversarial example that is closest to $x_0$ is $x^* = x_0 + g(\theta^*) \frac{\theta}{\|\theta\|}$. Although the gradient of $g(\theta)$ cannot be directly computed, the function value of $g(\theta)$ can be computed by binary search, thus standard zeroth order optimization solvers can be applied for solving (6). In OPT attack (Cheng et al., 2019a), Randomized Gradient-Free (RGF) method (Nesterov and Spokoiny, 2017) is used to address the problem. Later, Cheng et al. (2020a) showed that the gradient sign of (6) can be computed in a more query-efficient way, leading to an improved attack called Sign-OPT. On the other hand, Chen et al. (2020) proposed another optimization-based formulation, leading to yet another query-efficient algorithm called HotSkipJump Attack. Recently, Chen and Gu (2020) proposed RayS, which reformulates the continuous optimization problem in Cheng et al. (2019a) into a discrete one for $\ell_\infty$ norm attack.

4 Defense

There has been extensive research on improving the robustness of DNNs for defending against adversarial examples. In general, methods that aim to increase model robustness fall into the following four main categories: (1) augmenting the training data with adversarial examples, (2) leveraging randomness to defend against adversarial attacks, (3) removing adversarial perturbations with projection, and (4) detecting the adversarial examples instead of classifying them correctly.

4.1 Adversarial Training

To improve the robustness of a classifier against adversarial examples, one natural idea is to train the model with adversarial examples. Goodfellow et al. (2015) proposed generating adversarial examples with FGSM attack and adding them back to the training data set to improve the robustness
of the model. Later Kurakin et al. (2016) suggested using a multi-step FGSM to further improve
the adversarial robustness.

Madry et al. (2018) introduced a min-max formulation, which iteratively generates adversarial
elements with PGD attack while training the model. Athalye et al. (2018) showed that Madry’s
adversarial training can survive strong attacks while many other state-of-the-art defense methods
cannot. Instead of minimizing the original loss function $L(\theta, x, y)$, the following min-max objective
function is used:

$$\min_{\theta} \max_{\delta \in S} L(\theta, x + \delta, y).$$

The inner maximization problem aims to find an adversarial perturbation of a given data point
$x$ within the perturbation set $S$ that achieves a high loss. Indeed, this is precisely the problem
of attacking any given neural network. On the other hand, the goal of the outer minimization
problem is to find the model parameters that minimize the “adversarial loss” given by the inner
attack problem. Therefore, the model is trained with the adversarial example in the $\epsilon$-ball of the
original sample. Recently, it has been shown that such min-max optimization is guaranteed to
converge under certain assumptions (Gao et al., 2019).

Many defense methods based on Madry’s adversarial training have been proposed to further
improve its efficiency and performance. For example, Zhang et al. (2019b) proposed TRADES,
a theoretically-driven upper bound minimization algorithm that achieved the top-1 rank in the
NeurIPS 2018 defense competition.

In other methods, researchers treated mis-classified examples and correctly classified examples
as the same when performing adversarial training. Ding et al. (2020) noticed the importance of
mis-classified examples and improved the performance of adversarial training by combining the
usual cross-entropy loss with a margin maximization loss term applied to the correctly classified
examples. Wang et al. (2020b) found that mis-classified examples have more impact on the final
robustness than correctly classified examples and incorporate mis-classified examples in adversarial
training as a regularizer.

Other than just adding adversarial examples into the training process, Wang et al. (2019) studied
the convergence quality of adversarial examples found in the inner maximization and proposed
a dynamic adversarial training method that changes adversarial strength in inner maximization according to convergence quality. The convergence of adversarial training has also been studied in many other works (e.g., Gao et al., 2019).

Adversarial training performs well against attacks but generating adversarial examples during training could be expensive. Consequently, various researchers have developed methods for reducing the computational overhead brought by adversarial training (Shafahi et al., 2019; Zhang et al., 2019a; Wong et al., 2020). Many extensions of adversarial training have also been proposed to improve the performance of adversarial training (Carmon et al., 2020; Zhang et al., 2019b; Gowal et al., 2020; Wu et al., 2020; Pang et al., 2020, 2021).

4.2 Randomization

Another group of effective defense methods leverages randomness to defend against adversarial examples. Adversarial perturbation can be viewed as noise, and various methods have been proposed to improve the robustness of DNNs by incorporating random components into the model. The randomness can be introduced to:

- the input; i.e., randomizing the input of a neural network to remove the potential adversarial perturbation (e.g., Xie et al., 2018; Cohen et al., 2019),
- the hidden layer output; i.e., adding Gaussian noise to the input and hidden output (e.g., Liu et al., 2018b) and introducing pruning methods to randomize the network output (e.g., Dhillon et al., 2018), or
- the parameters of the classifier; i.e., leveraging a Bayesian component to add randomness to the weights of the model (e.g., Liu et al., 2019).

The robustness of neural networks against random noise has been analyzed both theoretically (Fawzi et al., 2016; Franceschi et al., 2018) and empirically (Dodge and Karam, 2017). Xie et al. (2018) introduced a simple preprocessing method to randomize the input of neural networks, hoping to remove the potential adversarial perturbation. During the testing phase, the input is randomly resized to several sizes, then around each of the resized inputs, zeros are randomly
padded. The authors demonstrated that this simple method can be applied to large-scale datasets, such as Imagenet. Similarly, Zantedeschi et al. (2017) showed that, by using a modified ReLU activation layer (called BReLU) and adding noise to the origin input to augment the training data, the learned model will gain some stability to adversarial examples. However, other researchers have found that this defense method is not robust against strong white-box attack, such as PGD and C&W (Carlini and Wagner, 2017b).

Instead of adding random components to the input space, Liu et al. (2018b) proposed a “noise layer” to introduce randomness to both the input and the hidden layer output. In this “noise layer”, randomly generated Gaussian noise is added to the input:

\[ x \leftarrow x + \varepsilon, \quad \varepsilon \sim \mathcal{N}(0, \sigma^2 I), \]

where \( \sigma \) is a hyper-parameter. Larger values of \( \sigma \) lead to better robustness but worse prediction accuracy, while smaller values of \( \sigma \) result in better prediction accuracy but deteriorated robustness. The noise layer is applied in both training and testing phases, so the prediction accuracy will not be largely affected. The authors showed that Random Self-Ensemble (RSE) is equivalent to an ensemble possessing an infinite number of noisy models without any additional memory overhead. However, the experiments demonstrated that, although RSE can increase the robustness of DNNs, it also sacrifices a non-negligible amount of accuracy. Later, Liu et al. (2019) introduced a new min-max formulation to combine adversarial training with Bayesian Neural Networks (BNNs). All weights in a Bayesian neural network are represented by probability distributions over possible values, rather than having a single fixed value. The proposed framework, called Adv-BNN, combines adversarial training with randomness, is shown to have significant improvement over previous approaches including RSE and Madry’s adversarial training.

Although these methods demonstrate improvement of robustness against adversarial examples, they typically lack theoretical guarantee for their performances. Lecuyer et al. (2019); Li et al. (2018a); Cohen et al. (2019) introduced a method called **Randomized Smoothing** and proved a tight robustness guarantee in the \( \ell_2 \) norm. The details of Randomized Smoothing are summarized below:

- Training stage:
1. Train the base classifier with Gaussian data augmentation with variance $\sigma^2$. That is, the base classifier is trained on the natural examples and noisy examples, where the noisy examples are generated by adding Gaussian noise to natural examples.

2. The trained base classifier is denoted as $f$.

- **Testing stage**: for a given input testing sample $x$:
  1. Generate $n$ noise corrupted samples by adding Gaussian noise with variance $\sigma^2$ to the input $x$.
  2. Feed the $n$ noise corrupted samples into the trained base classifier $f$ and obtain the top-2 frequent predicted classes from the predictions. The top-2 frequent classes are denoted as $\hat{c}_A, \hat{c}_B$ and the corresponding frequencies are denoted as $n_A, n_B$.
  3. If $\text{BINOMPVALUE}(n_A, n_A + n_B, 0.5) \leq \alpha$, the final predicted class is $\hat{c}_A$, otherwise abstain. The function $\text{BINOMPVALUE}(n_A, n_A + n_B, p)$ returns the $p$-value of the two-sided hypothesis test that $n_A \sim \text{Binomial}(n_A + n_B, p)$ and $\alpha$ is the abstention threshold generated based on Hung et al. (2019).

They also provided a process to generate certificated radius around the input. Theoretical analysis was provided to show that the classifier is robust around the input within the found $\ell_2$ radius.

### 4.3 Projection

The development of generative models, such as auto-encoders and generative adversarial networks, gives rise to another line of research, which removes adversarial noise by fitting generative models on the training data [Jalal et al. 2017; Meng and Chen 2017; Li et al. 2018b; Samangouei et al. 2018]. These defense mechanisms employ the power of generative models to combat the threat from adversarial examples. The input to the classifier is first fed into the generative model and then classified. Since the generative model is trained on natural examples, adversarial examples will be projected to the manifold learned by the generative model. Furthermore, “projecting” the adversarial examples onto the range of the generative model can have the desirable effect of reducing the adversarial perturbation.
Meng and Chen (2017) introduced MagNet as a robust framework against adversarial examples. It trains multiple auto-encoders to move adversarial examples closer to the manifold of natural examples. An auto-encoder is a type of neural network that consists of two major parts: the encoder that maps the input to a low-dimensional space and the decoder that recovers the input from the low-dimensional embedding. The auto-encoder is usually trained on the reconstruction loss w.r.t. the input. Therefore, the high-dimensional data is summarized by the low-dimensional embedding through the training process. In MagNet, one auto-encoder is chosen at random at testing time to filter the input samples, and thus adversarial perturbation could potentially be removed through this encoding and decoding process.

Instead of using auto-encoders, Samangouei et al. (2018) proposed to train a Generative Adversarial Networks (GAN) (Goodfellow et al., 2015) to fit the training data distribution and help remove adversarial noise. It first trains a GAN to model the distribution of the training data. Then, at inference time, it finds an output of the GAN that is close to the input, and feeds that output into the classifier. This process “projects” input samples onto the range of the GAN’s generator, which can potentially help remove the effect of adversarial perturbations. Here the GAN is proposed to estimate the generative model through an adversarial process, in which two major parts are simultaneously trained: a generative model $G$ that captures the data distribution, and a discriminative model $D$ that estimates the probability that a sample came from the training data rather than $G$. The objective of training a GAN is:

$$\min_G \max_D \left\{ \mathbb{E}_{x \sim p_{data}(x)} [\log D(x)] + \mathbb{E}_{z \sim p_z(z)} [\log (1 - D(G(z)))] \right\},$$

where $p_{data}(x)$ represents the data distribution and $p_z(z)$ represents a prior distribution that is predefined. Therefore, $D$ and $G$ together play a two-player min-max game to recover the data distribution.

Defense-GAN is similar to MagNet as both of these methods aim to filter out the adversarial noise by using a generative model. Samangouei et al. (2018) showed that Defense-GAN is more robust than MagNet on several benchmark datasets. There are some other works also follow similar patterns (Jalal et al., 2017; Song et al., 2018).

All of the above methods train a separate generative model to perform the adversarial noise
filtering. [Li et al. 2018b] proposed a different defense framework, termed **ER-Classifer**, which combines the process of filtering and classification in one framework. In fact, any deep classifier can be viewed as a combination of these two parts as illustrated in Figure 6: an encoder part to extract useful features from the input data and a classifier part to perform classification based on the extracted features. Both the encoder and the classifier are neural networks.

ER-Classifer is similar to a regular deep classifier, which first projects the input to a low-dimensional space with an encoder $G$, then performs classification based on the low-dimensional embedding with an classifier $C$. The novelty is that at the training stage, the low-dimensional embedding of ER-Classifer is stabilized with a discriminator $D$ by minimizing the dispersion between the distribution of the embedding and the distribution of a selected prior. The goal of the discriminator is to separate the true code sampled from a prior and the “fake” code produced by the encoder, while the encoder will try to produce generated code that is similar to the true one. The result of this competition is that the distribution of the embedding space will be pushed towards the prior distribution. Therefore it is expected that this regularization process can help remove the effects of any adversarial distortion and push the adversarial examples back to the natural data manifold. Another difference is that the embedding space dimension is much smaller for the ER-classifier, when compared with a general deep classifier, making it easier for the training process to converge. Details of the framework are illustrated in Figure 7. [Li et al. 2018b] showed that ER-Classifer achieves state-of-the-art performance against strong adversarial attack methods on several benchmark datasets.
4.4 Detection

Methods in this fourth category aim to detect the existence of adversarial examples, rather than trying to classify them into the correct classes. The main assumption behind these methods is that the adversarial examples came from a different distribution when comparing to those from the natural data. In other words, adversarial examples do not lie on the data manifold, and DNNs classify correctly only the samples near the manifold of training data (Tanay and Griffin, 2016). Therefore adversarial examples may be detected with carefully designed detectors.

A straightforward way towards adversarial example detection is to build a simple binary classifier separating the adversarial examples apart from the clean data (Gong et al., 2017). The advantage is that it serves as a preprocessing step without imposing any assumptions on the model it protects. However, this method suffers from a generalization limitation. In a similar method, a small “detector” subnetwork is trained as an augmentation of DNNs on the binary classification task to distinguish true data from adversarial perturbations (Metzen et al., 2017), where the inputs (to this detector) are taken from intermediate layers of the classification network. Alternatively, a cascade classifier may be built on the outputs from the convolutional layers (Li and Li, 2017) to
efficiently detect adversarial examples. Zheng and Hong (2018) proposed modeling the output of a classifier with Gaussian mixture models and performing hypothesis testing to detect adversarial examples. Roth et al. (2019) showed that adversarial examples exist in cone-like regions in very specific directions from their corresponding natural inputs and proposed a new test statistic to detect adversarial examples with the findings. In a recent work, Yang et al. (2020a) studied the feature attributions of adversarial examples and proposed a detection method based on feature attribution scores.

Instead of building a detector based on input or output of the network, another line of research proposes to study the characteristics of adversarial examples and build detectors based on such features (Feinman et al., 2017; Grosse et al., 2017; Lee et al., 2018; Ma et al., 2018; Raghuram et al., 2020). In order to detect adversarial examples that lie far from the data manifold, Feinman et al. (2017) proposed KD-Detection to perform density estimation on the training data in the feature space of the last hidden layer to help detect adversarial examples.

Kernel density estimation is used to measure how far a sample is from the provided data manifold. Suppose that $x_1, \ldots, x_n$ are training samples drawn from an unknown probability density $p_X(x)$. Given $x$, we can use the following function to estimate the density score at $x$:

$$\hat{p}_X(x) = \frac{1}{n} \sum_{i=1}^{n} K_\sigma(x, x_i),$$

where $K_\sigma(\cdot, \cdot)$ is a kernel function. In the KD-Detection framework, one kernel density model is fitted for each class. Therefore, if $x$ is predicted with label $y$, the samples $\{x_i\}_{i=1}^{n}$ used to do the estimation are training samples from class $y$. After the kernel density is fitted, both natural examples and adversarial examples are fed into the model and density function to generate density scores. A logistic regression model is then fitted on the kernel density scores to detect whether the input is adversarial or not.

Many recent works fall into this category, studying the properties of adversarial examples and detecting them with hidden layer features. Ma et al. (2018) observed Local Intrinsic Dimension (LID) of hidden-layer outputs differ between the original and adversarial examples, and leveraged these characteristics to detect adversarial examples. In another work, Lee et al. (2018) generated the class conditional Gaussian distributions with respect to hidden layer output of the DNN un-
der Gaussian discriminant analysis, which result in a confidence score based on the Mahalanobis distance (MAHA), followed by a logistic regression model on the confidence scores to detect adversarial examples. Recently, a joint statistical test pooling information from multiple layers is proposed in Raghuram et al. (2020) to detect adversarial examples.

5 Numerical Experiments

In this section, we show how the attack methods fool various classifiers, including classical models like logistic regression and more recent models like DNNs. In the first part, the results of attacking a logistic regression model with projected gradient descent attack are shown. In the second part, we select representative attack methods from each category (gradient-based, score-based, and decision-based) and compare their performances. In the last part, we select one defense method from each category (adversarial training, randomization, projection, and detection) and compare their performances. The following benchmark datasets are used in our experiments:

- MNIST (LeCun 1998): a handwritten digit dataset that consists of 60,000 training images and 10,000 testing images. These are 28 × 28 black and white images in ten different classes.

- CIFAR10 (Krizhevsky and Hinton 2009): a natural image dataset that contains 50,000 training images and 10,000 testing images with ten different classes. These are low resolution 32 × 32 color images.

The input image is stored in RGB format with three channels, where the pixel values of each channel range from 0 to 256. We use the $\ell_\infty$ and $\ell_2$ distortion metrics to measure similarity between images and report the $\ell_\infty$ distance in the normalized $[0, 1]$ space (e.g., a distortion of 0.031 corresponds to $8/256$), and the $\ell_2$ distance as the total root-mean-square distortion normalized by the total number of pixels. Computing codes for carrying out the following numerical experiments can be downloaded at https://github.com/reviewadvexample/rewe_adv_defense.
5.1 Attacking Logistic Regression Model

We train a logistic regression model to perform binary classification on two handwritten digits, zero and one. The model is trained on all the images with label 0 or 1 in the training dataset and tested on all the images with label 0 or 1 in the testing dataset. Therefore, the training and testing sets are subsets of the training and testing sets of MNIST. There are 5,923 handwritten-zero images and 6,742 handwritten-one images in the training set. For testing set, there are 980 handwritten-zero images and 1,135 handwritten-one images.

The loss function of the logistic regression model used is:

\[
f(w) = \sum_{i=1}^{n} \log(1 + \exp(-y_i w^T x_i)),
\]

where \(w \in \mathbb{R}^{784}\) is the weight, \(x_1, x_2, ..., x_n \in \mathbb{R}^{784}\) are input images vectorized from the original 28 \times 28 pixel space dimension, and \(y_1, y_2, ..., y_n \in \{-1, 1\}\) are labels with -1 corresponding to handwritten-zero and 1 corresponding to handwritten-one.

The projected gradient descent (PGD) method attacks the model using gradient information. The gradient of the loss w.r.t. a certain input image \(x_i\) is:

\[
\nabla f(x_i) = -\frac{y_i}{1 + \exp(y_i w^T x_i)} w.
\]

PGD attacks the model by repeating the following updating equation:

\[
x^{t+1} = \Pi_{\epsilon} \{ x^t + \alpha \cdot \text{sign} (\nabla f(x_i)), x_i \}.
\]

In our experiment, we set \(\alpha = 1, \epsilon = 8\), which reflects 0.031 in \([0, 1]\) scale since \(\frac{8}{256} \approx 0.031\), and run the updates for 40 steps.

The prediction accuracy under no attack is 99.95%. Under PGD attack, the prediction accuracy drops to 72.96%. In Figure 8, we visualize four attack results, where in each pair the image on the left side is the original image and the image on the right side is the adversarial example based on the left one. We observe that the adversarial examples look remarkably similar to the original images but the predictions on these examples are altered by some invisible adversarial noise.
Figure 8: Four examples of attack results on a logistic regression model. In each pair of images, the left shows the original handwritten image and the right shows the adversarial image, which is classified incorrectly by the logistic regression model.

5.2 Comparison of Different Attack Methods

In this subsection we compare the performances of several attack methods including gradient-based, score-based and decision-based. The gradient-based attacks are compared on all samples from the test sets of the two benchmark datasets described above. Due to the slow speed of generating adversarial examples with score-based and decision-based approaches, the corresponding methods are evaluated on 300 random samples from each of the test sets.

For the dataset MNIST, we train a network consisting of two convolutional layers with, respectively, 20 and 50 filters with kernel size 5, each followed by $2 \times 2$ max-pooling, and a fully connected layer of size 500. For CIFAR10, we use the standard VGG-16 structure (Simonyan and Zisserman 2014) with batch normalization.

The attack methods tested are:
• Gradient-based: FGSM \cite{Goodfellow2015} and PGD \cite{Madry2018}.

• Score-based: ZOO \cite{Chen2017} and Square attack \cite{Andriushchenko2020}.

• Decision-based: Boundary attack \cite{Brendel2018}, OPT attack \cite{Cheng2019a} and Sign-OPT \cite{Cheng2020a}.

Results on gradient-based attack. The results of attacking the two classification models on MNIST and CIFAR10 with gradient-based methods are shown in Table 1. The strength of attack is represented by $\epsilon$, which controls the maximum distortion level. The larger the value of $\epsilon$, the stronger the attack. It is easy to see that PGD is stronger than FGSM since PGD runs the optimization process with equation (3) multiple times to search for adversarial examples, while FGSM runs the optimization for only one step.

\begin{table}[h]
\centering
\begin{tabular}{l|ccc|ccc}
\hline
Method & \multicolumn{3}{c|}{MNIST} & \multicolumn{3}{c}{CIFAR10} \\
\hline
 & Clean Acc $\epsilon = 0.1$ & $\epsilon = 0.2$ & $\epsilon = 0.3$ & Clean Acc $\epsilon = 0.01$ & $\epsilon = 0.02$ & $\epsilon = 0.03$ \\
\hline
FGSM & 98.58\% & 75.98\% & 17.66\% & 2.63\% & 93.34\% & 56.46\% & 50.85\% & 47.61\% \\
PGD & 98.58\% & 69.42\% & 6.47\% & 0.02\% & 93.34\% & 5.71\% & 0.12\% & 0.01\% \\
\hline
\end{tabular}
\caption{Accuracy on MNIST and CIFAR10 under gradient-based attack.}
\end{table}

Results on score-based attack. The results of score-based attacks on MNIST and CIFAR10 are shown in Table 2. For ZOO \cite{Chen2017}, the maximum number of iterations (Max.iter) limits the number of searches used to perform gradient estimation. The larger the value, the better the approximation. Therefore, a large quantity of maximum number of iterations usually results in better performance. Similarly for Square attack \cite{Andriushchenko2020}, the maximum number of iterations controls the number of random-walk steps to search for adversarial examples. Therefore, a large value usually leads to better performance. The authors of Square attack studied the property of adversarial distortion and leveraged it to perform the attack. The method achieves better performances with the same maximum number of iterations when compared to the ZOO.
| Method | Clean Acc | Max.iter= 100 | Max.iter= 200 | Max.iter= 500 |
|--------|-----------|---------------|---------------|---------------|
| MNIST  |           |               |               |               |
| ZOO    | 99.33%    | 99.33%        | 99.33%        | 99.00%        |
| Square | 99.33%    | 73.33%        | 34.00%        | 16.67%        |
| CIFAR10|           |               |               |               |
| ZOO    | 93.67%    | 93.67%        | 90.33%        | 76.67%        |
| Square | 93.67%    | 84.67%        | 70.67%        | 54.33%        |

Table 2: Accuracy on MNIST and CIFAR10 under score-based attack.

Results on decision-based attack. The results of decision-based experiments, in which only the predicted labels are available to the attacks, are shown in Figure 9. Under this setting, only limited information is available, making it harder to craft adversarial examples. In Figure 9, we compare Boundary [Brendel et al., 2018], OPT attack [Cheng et al., 2019a] and Sign-OPT [Cheng et al., 2020a] by visualizing the relationship between the number of queries required versus distortion. Boundary attack is an example of random-walk based attacks and the other two are examples of optimization based attacks. The horizontal axis of each figure represents number of times the victim model is called to generate adversarial example. The vertical axis represents distortion level; i.e., the $\ell_2$ norm Euclidean distance between adversarial example and the original input. We observe that, under the same distortion level, Sign-OPT and OPT attacks require much fewer number of searches to craft adversarial examples than Boundary attack, and Sign-OPT is more efficient than OPT attack.

5.3 Comparison of Different Defense Methods

We first compare defense methods from the first three categories (adversarial training, randomization and projection) and delay the last category (detection) towards the end of this subsection. It is because detection methods are based on a different philosophy when comparing with the first three categories: they aim to detect the adversarial examples rather than to classify them correctly. In other words, they are not directly comparable with other defense methods. As before, we compare these methods with the same two benchmark datasets.

The following methods from the first three categories are selected for comparison:
Figure 9: Performances of decision-based attacks. Number of queries represents the number of times victim model is called.

- **No Defense**: Model without any defense method.
- **Adversarial training**: Madry’s Adv (Madry et al. 2018) and TRADES (Zhang et al. 2019b).
- **Randomization**: RSE (Liu et al. 2018b) and Ran.Smooth (Cohen et al. 2019).
- **Projection**: ER-CLA (Li et al. 2018b).

The comparison results of the first three categories of defense methods are shown in Figure 10.

In the plot, the horizontal axis represents $\epsilon$, the strength of the PGD attack. The larger the $\epsilon$, the stronger the attack. The vertical axis represents the testing accuracy under the PGD attack. For all models, the accuracy drops as the attack strength increases except for Ran.Smooth on MNIST when the attack strength increases from 0 to 0.05. We observe that TRADES and Ran.Smooth perform better on MNIST and CIFAR10. On CIFAR10, RSE and Madry’s adversarial training perform similarly, while TRADES performs best when attack is strong. Another point to notice is that, when there is no attack, all the other methods perform worse than ER-Classifier. In fact, ER-Classifier and adversarial training methods can be combined together to further improve the results. In Li et al. (2018b), the authors showed that combing ER-Classifier with adversarial
Figure 10: Comparison of Different Defense Methods on MNIST and CIFAR10

| Data    | Metric | C&W | FGSM | PGD |
|---------|--------|-----|------|-----|
| CIFAR10 | AUC    | 0.945 | 0.947 | 0.955 | 0.968 | 0.873 | 0.957 | 0.968 | 0.990 | 0.791 | 0.777 | 0.963 | 0.962 |
|         | TPR(FPR@0.01) | 0.068 | 0.220 | 0.591 | 0.309 | 0.136 | 0.385 | 0.224 | 0.698 | 0.018 | 0.093 | 0.059 | 0.191 |
|         | TPR(FPR@0.05) | 0.464 | 0.668 | 0.839 | 0.726 | 0.401 | 0.753 | 0.709 | 0.974 | 0.148 | 0.317 | 0.819 | 0.789 |
|         | TPR(FPR@0.10) | 0.911 | 0.856 | 0.901 | 0.954 | 0.572 | 0.875 | 1.000 | 1.000 | 0.285 | 0.448 | 0.999 | 0.999 |
| MNIST   | AUC    | 0.932 | 0.785 | 0.968 | 0.980 | 0.933 | 0.888 | 0.952 | 0.992 | 0.801 | 0.861 | 0.967 | 0.975 |
|         | TPR(FPR@0.01) | 0.196 | 0.079 | 0.212 | 0.630 | 0.421 | 0.152 | 0.898 | 0.885 | 0.062 | 0.170 | 0.607 | 0.382 |
|         | TPR(FPR@0.05) | 0.616 | 0.263 | 0.911 | 0.900 | 0.692 | 0.503 | 0.908 | 0.990 | 0.275 | 0.396 | 0.934 | 0.851 |
|         | TPR(FPR@0.10) | 0.818 | 0.397 | 1.000 | 0.972 | 0.796 | 0.678 | 0.917 | 1.000 | 0.129 | 0.552 | 0.945 | 0.956 |

Table 3: Performance of detection methods against strong attacks.

training methods outperform both Madry’s adversarial training and TRADES. All five defense methods perform much better than the model without any defense method.

Now we compare defense methods from the detection category. The methods are:

- **KD**: Kernel Density detection (Feinman et al. 2017).
- **LID**: Local Ontrinsic Dimensionality detection (Ma et al. 2018).
- **ODD**: Odds are odd detection (Roth et al. 2019).
- **ReBeL**: Reading Between the Layers (Raghuram et al. 2020).

We report area under the curve (AUC) of the ROC curve as the performance evaluation criterion,
as well as the true positive rates (TPR) by thresholding false positive rates (FPR) at 0.01, 0.05 and 0.1, as it is practical to keep mis-classified natural data at a low proportion. Note that TPR represents the proportion of adversarial examples correctly classified as adversarial, while FPR represents the proportion of natural data incorrectly mis-classified as adversarial. Before calculating the performance metrics, all the samples that can be classified correctly by the model are removed. The results are reported in Table 3. ODD (Roth et al., 2019) and ReBeL (Raghuram et al., 2020) show superior or comparable performance over the other detection methods across the two benchmark datasets.

6 Concluding Remarks

In this paper we described the attack and defense problems in classification. We provided a taxonomy of these methods, explained the main ideas behind them, and numerically compared their performances. As mentioned before, it is our hope that this paper can spark statisticians’ interest in this exciting area of research, as we firmly believe that statisticians are well suited to provide unique and significant contributions to the field. One successful example is the EAD attack of Chen et al. (2018), where the elastic-net penalty of Zou and Hastie (2005) was a key component of the method. Another successful example is the ER-Classifer of Li et al. (2018b), where the method of Levina and Bickel (2005) was used to estimate the intrinsic dimension of the data, and achieve dimension reduction. We conclude this paper with some future work directions that are particularly suited for statisticians to tackle.

Statistical properties of adversarial examples. It is important and useful to study the statistical properties of adversarial examples, as these can provide useful insights and guidelines for building stronger attack and defense methods. So far work in this area is rather sparse. Some notable exceptions include the study of the hidden layer output distribution of adversarial examples (Lee et al., 2018), the variance of the hidden output (Raghuram et al., 2020), and the input space feature attribution (Yang et al., 2020a).
Efficient modeling for improved decision-based attacks. In reality, many classification systems are blackboxes to the outsiders, and therefore gradient-based and score-based attack methods cannot be applied. Also, these classification systems typically limit the number of queries any outsider can make, and hence many of the current decision-based attack methods will fail. The problem of developing a strong decision-based attack method can be viewed as estimating (or modeling) a black-box classification model with a limited number of carefully chosen “design points” (most likely in a sequential manner) as input to the classifier.

Theoretical guarantee for robust defense methods. With the ever increasing size and complexity of datasets and applications, there will always be a demand for more reliable and efficient defense methods that are scalable. So far the trend is that many defense methods were shown to have excellent empirical properties at the time of their creation, but then very often they were soon beaten by newer attack methods [Athalye et al. 2018]. This suggests that defense methods cannot be blindly trusted. One ambitious project is to formally define the notion of robustness in this attack and defense context, which includes attaching a robust score to any defense method; i.e., the higher the score, the more reliable the method. This is similar to the use of breakdown point in classical robust statistics. It is likely that there will be different reasonable definitions for robustness, each designed for one type of attacks. If a new method achieves high scores for different robustness definitions, then we have strong confidence that this method will work well.
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