HIGHER ORDER YANG-MILLS FLOW

CASEY KELLEHER

Abstract. We define a family of functionals generalizing the Yang-Mills functional. We study the corresponding gradient flows and prove long-time existence and convergence results for subcritical dimensions as well as a bubbling criterion for the critical dimensions. Consequently, we have an alternate proof of the convergence of Yang-Mills flow in dimensions 2 and 3 given by Råde [21] and the bubbling criterion in dimension 4 of Struwe [23] in the case where the initial flow data is smooth.

1. Introduction

1.1. Background. Let \((E, h) \to (M, g)\) be a vector bundle over a smooth finite-dimensional manifold. The Yang-Mills energy of a connection \(\nabla\) on \(E\) is given by

\[
\mathcal{YM}(\nabla) := \frac{1}{2} \int_M |F_\nabla|^2 dV_g,
\]

the \(L^2\) norm of the curvature tensor \(F_\nabla\). The study of the corresponding gradient flow to (YME) was initially studied by Atiyah and Bott [1] for \(M\) a closed Riemann surface and proposed studying it as a means of understanding the topology of the space of connections using infinite dimensional Morse theory. Since then, one remarkable application of the flow was Donaldson’s characterization of the correspondence between the algebraic and differential geometry on Kähler manifolds in [8]. Here he demonstrated that the stability of a bundle is equivalent to it admitting irreducible Hermitian-Einstein connection with respect to the Kähler metric.

In the case of \(\dim M \in \{2, 3\}\), Råde ([21] Theorems 1, 1’, 2) demonstrated the long time existence and uniqueness of the flow. For dimension 4, Struwe ([23], Theorem 2.3) established existence, convergence and uniqueness of a solution to the gradient flow up to some time \(T > 0\) and characterized the ‘bubbling’ behavior of energy of the curvature at singularities at such time. Schlatter [22] later proved Struwe’s conjecture of long-time existence and uniqueness of the flow modulo applications of blowups and changes of bundle topology at a finite number of times. Similar results were later demonstrated by Kozono, Maeda, and Naito [16] as well as work by Chen and Shen ([4], [5], [6], et. Zhou [7]). Work characterizing the behavior of the flow in supercritical dimensions has been established by Tao and Tian [24], and more recent developments have been performed by Petraceh and Riviére in the case of fixed boundary connections [20]. In addition, Naito explicitly constructed flows in [18] which blow up in finite time for the supercritical dimensions.

The question of long time existence and convergence of Yang-Mills gradient flow over four dimensional manifolds has yet to be determined and is an area of particular interest. For many flows, the critical dimension offers interesting results but requires nonstandard approaches to study. One of the advantages to our proposed study of the functionals below is that the corresponding family of flows have increasing critical dimension, so one may be able to provide some insight on the Yang-Mills flow and the space of connections in higher dimensions.
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We now introduce our main functional of study. For each \( k \in \mathbb{N} \), the Yang-Mills \( k \)-energy is

\[
\mathcal{YM}_k(\nabla) := \frac{1}{2} \int_M \left| \nabla^{(k)} F_\nabla \right|^2 dV_g.
\]

Critical points of this functional satisfy the corresponding Euler-Lagrange equation, called the Yang-Mills \( k \)-equation,

\[
0 = (-1)^k D^\nabla \Delta^{(k)} F_\nabla + P_1^{(2k+1)} [F_\nabla] + P_2^{(2k-1)} [F_\nabla],
\]

where the \( P \) notation is defined in (1.3), and \( D^* \) defined in (1.1). With an eye towards future applications we construct a generalized negative gradient flow, called the generalized Yang-Mills \( k \)-flow given by, for a one-parameter family \( \nabla_t \) of connections,

\[
\frac{\partial \nabla_t}{\partial t} = (-1)^{k+1} D^\nabla \Delta^{(k)} F_\nabla_t + \partial_k(\nabla_t),
\]

where \( \Delta^{(k)} \) means \( k \) iterations of the rough Laplacian, and \( \partial_k(\nabla) \) is a lower order tensor featuring terms of the background manifold \( M \) to be more precisely defined within the paper.

This higher order generalization of the Yang-Mills functional is in analogy with the work performed by Mantegazza in [17] where he studies higher order variants of mean curvature flow. These are inspired by and similar to functionals proposed by De Giorgi as a means to solving his open conjecture (cf. pp. 32 of [17] for a statement).

We now introduce a modified version of the Yang-Mills \( k \)-flow inspired by work performed by Hong, Tian and Yin [11] in their study of the Yang-Mills \( \alpha \)-flow. Consider the Yang-Mills \( (\rho, k) \)-energy given by, for \( \rho \in [0, \infty) \),

\[
\mathcal{YM}_{\rho k}(\nabla) := \int_M \left( \rho \left| \nabla^{(k)} F_\nabla \right|^2 + |F|^2 \right) dV
= \rho \mathcal{YM}_k(\nabla) + \mathcal{YM}(\nabla).
\]

By studying the corresponding flow and sending \( \rho \searrow 0 \) one expects to, as in the case of [11], identify solutions to the Yang-Mills flow. The advantage of approaching with this quantity is that one is not restricted to any particular dimension; while [11] focuses on \( \text{dim} \ M = 4 \), in our case by choosing appropriate choices of \( k \) one can regularize in any dimension.

1.2. Main results and outline. Here we state the main results of this paper and provide an outline of the layout.

**Theorem A.** Let \( (E, h) \to (M, g) \) be a vector bundle over a smooth compact finite-dimensional boundariless Riemannian manifold. Let \( \nabla \) be a smooth, metric compatible connection on \( E \) and \( F_\nabla \) its curvature tensor.

(S) (Subcritical) If \( \text{dim} \ M \in [2, 2(k+2)) \cap \mathbb{N} \), there is a unique solution \( \nabla_t \) to Yang-Mills \( k \)-flow with \( \nabla_0 = \nabla \) existing for \( t \in \mathbb{R}_{>0} \).

(C) (Critical) If \( \text{dim} \ M = 2(k+2) \), there is a unique solution \( \nabla_t \) to the Yang-Mills \( k \)-flow, with \( \nabla_0 = \nabla \), existing on \( [0, T) \) for some maximal \( T \in \mathbb{R}_{>0} \cup \{\infty\} \). If \( T < \infty \), then \( \limsup_{t \to T} |F_\nabla_t|_{L^\infty(M)} = \infty \), and there exists \( \epsilon > 0 \) and some \( \epsilon > 0 \) such that for all \( r > 0 \), \( \lim_{T} \int_{B_r(x)} |F_\nabla_t|^{k+2} dV_g \geq \epsilon \), where \( B_r(x) \) denotes the geodesic ball of radius \( r \) centered about \( x \). Furthermore, there are only a finite number of points \( x \in M \) where such behavior can occur at time \( T \).

**Remark 1.1.** Although in the case of our proofs we assume smoothness of the initial connection \( \nabla \), if one assumes instead that \( \nabla \) lies in certain Sobolev spaces depending on \( k \) we can conclude a wider generalization of results. In particular for \( k = 0 \) we may consequently confirm Theorem 1 of Råde [21] and Theorem 2.3 of Struwe [23] in the case of Yang-Mills flow. Additionally, the
properties of the Yang-Mills 1-energy compare to those demonstrated by the analysis of Ichiyama, Inoguchi and Urakawa [14] on the bi-Yang Mills energy, which is given by

\[
\text{BYME} \quad B_Y M(\nabla) := \frac{1}{2} \int_M |D_\nabla F_\nabla|^2 \, dV_g.
\]

We will reflect on these two energies and their relationship in §4.1.2.

The second key result is a useful consequence of the analysis done to prove Theorem A.

**Theorem B.** Let \((E, h) \to (M, g)\) be a vector bundle over a smooth compact finite-dimensional boundariless Riemannian manifold. Let \(\nabla\) be a smooth, metric compatible connection on \(E\) and \(F_\nabla\) its curvature tensor. For all \(\rho > 0\), if \(\dim M \in [2, 2(k + 2)] \cap \mathbb{N}\) there is a solution \(\nabla_t\) to the Yang-Mills \((\rho, k)\)-flow existing for \(t \in \mathbb{R}_{\geq 0}\) and \(\nabla := \lim_{t \to \infty} \nabla_t\) is a solution to the Yang-Mills \((\rho, k)\)-equation, given by

\[
0 = \rho \left( (-1)^k D_\nabla \Delta (k) F_\nabla + P_1^{(2k+1)} [F_\nabla] + P_2^{(2k-1)} [F_\nabla] \right) + D_\xi F_\nabla.
\]

**Remark 1.2.** For Theorem B the uniqueness of the solution at \(t = \infty\) can be demonstrated by proving complete convergence rather than sequential. The proof hinges on verifying that the Yang-Mills \(k\)-functional satisfies the Lojasiewicz-Simon gradient inequality, as in the proof of Råde in [21]. However, this verification is nontrivially technical and geometrically uninformative, so we leave this as an exercise for the not-so-faint of heart. We refer the reader to §7 of [10] for more information regarding the inequality including a discussion of its use by Råde.

Here is an outline of the paper. After laying out the groundwork and necessary identities in §2 we prove Theorem A in §3 (Existence and regularity results) and §4 (Long time existence results). We break down §3 as follows.

- **§3.1 Short time existence.** We verify the short time existence of the generalized flow by performing gauge fixing to equate the gradient flow (being degenerate parabolic) with an equivalent parabolic system.

- **§3.2 Smoothing estimates.** Using interpolation techniques we demonstrate estimates for quantities \(|\nabla^\ell F_\nabla|\) for \(\ell \in \mathbb{N}\) dependent on the temporal parameter and the supremum of the norm of curvature \(|F_\nabla|\).

- **§3.3 Long time existence obstruction.** We demonstrate that the only impediment to long-time existence of the flow is a lack of supremal bound on the flow curvature.

- **§3.4 Blowup analysis.** Using a blowup argument, we demonstrate that in the subcritical dimensions the supremum of the norm of the bundle curvature is bounded.

In the following section, §4, we initially prove Theorem A, then in §4.1 we prove Theorem B and finally conclude with a discussion applications and potential extensions of the Yang-Mills \(k\)-flow.
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1.3. **Notation and Conventions.** Let \((E, h) \to (M, g)\) be a vector bundle over a smooth, compact, finite dimensional Riemannian manifold without boundary. Let \(S(E)\) denote the smooth sections of \(E\). For each point \(x \in M\) choose a local orthonormal basis of \(TM\) given by \(\{\partial_i\}\) with dual basis \(\{d^i\}\) and a local basis for \(E\) given by \(\{\mu_\alpha\}\) with dual basis \(\{\mu^*_\alpha\}\). Let \(\Lambda^p(M)\) denote the
set of smooth $p$-forms over $M$ and set $\Lambda^p(E) := \Lambda^p(M) \otimes S(E)$. Next set $\text{End} E := E \otimes E^*$, where $E^*$ denotes the dual space of $E$ and take

$$\Lambda^p(\text{Ad} E) := \{ \omega \in \Lambda^p(\text{End} E) : \omega^\beta_\alpha = -\omega^\alpha_\beta \}.$$ 

The set of all smooth, bundle metric compatible connections on $E$ will be denoted by $\mathcal{A}_E$. The action of given connection $\nabla$ are extended to other tensor bundles by coupling it with the corresponding Levi-Civita connection on $(M, g)$. Given a chart containing $p \in M$ the action of a connection $\nabla$ on $E$ and on $M$ is captured by the (associated) connection coefficient matrices $\Gamma = (\Gamma^\beta_\alpha)_i^j d^i \otimes \mu^\beta_\alpha \otimes \mu^* \alpha$ and $G = (G^k_j)_i^j d^i \otimes d^j \otimes \partial_k$ respectively, where

$$\nabla \mu^\beta_\alpha = \Gamma^\beta_\alpha d^i \otimes \mu^\delta \quad \nabla \theta_j = G^k_j d^i \otimes \partial_k.$$ 

The actions of $\nabla$ may be further extended to tensorial combinations of $TM$ and $E$ as well as their dual spaces.

Let $D$ be the exterior derivative, or skew symmetrization of $\nabla$ over the tensor products of $TM$ where

$$D^p : \Lambda^p(E) \to \Lambda^{p+1}(E)$$

$$: \omega \mapsto \text{Alt}(\nabla \omega),$$

where $\text{Alt}$ is the unscaled alternating map on tensors. The $p$ superscript will be typically suppressed. The curvature tensor on $E$ and its coordinate formulation are given by

$$F_\nabla := D^1 \circ D^0 : \Lambda^0(E) \to \Lambda^2(E)$$

$$: (F_\nabla)_i^j = \partial_j \Gamma_i^\beta - \partial_j \Gamma_i^\alpha \Gamma^\beta_\alpha - \Gamma^\alpha_\beta \Gamma^\beta_i - \Gamma^\delta_i \Gamma^\beta_\delta.$$ 

The pointwise and global ($L^2$) inner products are given respectively by

$$\langle \cdot, \cdot \rangle, \langle \cdot, \cdot \rangle : \Lambda^p(\text{Ad} E) \times \Lambda^p(\text{Ad} E) \to \mathbb{R}$$

$$\langle \omega, \zeta \rangle := -\left( \prod_{\nu=1}^p g^{i_\nu j_\nu} \right) \omega^\beta_\alpha \zeta^\alpha_\beta$$

$$||\zeta||_{L^2(M)} := \sqrt{\langle \zeta, \zeta \rangle},$$

where $dV_g$ denotes the canonical volume form with respect to the metric $g$. Note that the definition of $\langle \cdot, \cdot \rangle$, and thus $(\cdot, \cdot)$, can be extended, when necessary, as follows. Let $p, q \in \mathbb{N}$ with $p < q$. Let $K = (k_i)_{i=1}^p$ and $L = (l_i)_{i=1}^q$ multiindices, and let $\omega \in \Lambda^p(\text{Ad} E)$ and $\zeta \in \Lambda^q(\text{Ad} E)$ respectively. Then

$$\langle \omega, \zeta \rangle := -\left( \prod_{i=1}^p g^{k_i l_i} \right) \omega^\beta_\alpha \zeta^\alpha_\beta.$$ 

Considering the nonextended inner product, we set $\nabla^*$ to be the formal $L^2$ adjoint of $\nabla$. For computational purposes, $D_\nabla^*$, will denote a rescaled version of the formal $L^2$ adjoint of $D_\nabla$, satisfying for $\omega \in \Lambda^p(\text{Ad} E)$ and $\psi \in \Lambda^{p-1}(\text{Ad} E)$,

$$\int_M \langle D_\nabla^* \omega, \psi \rangle dV_g = \frac{1}{p} \int_M \langle \omega, D_\nabla \psi \rangle dV_g.$$
In coordinates, this is given simply by \((D^\omega_v)_{i_1...i_p}^\beta = g^{i_1j} \nabla_j \omega_{i_1...i_p}^\beta\). The rough and Hodge Laplacian are given respectively by

\[
\Delta : \Lambda^p(E) \to \Lambda^p(E) \\
\Delta_\nabla : \Lambda^p(E) \to \Lambda^p(E)
\]

\[
: \omega \mapsto -\nabla^* \nabla \omega, \\
\Delta_\nabla : \Lambda^p(E) \to \Lambda^p(E)
\]

\[
: \omega \mapsto (D^\omega_\nabla D_\nabla + \nabla D^\omega_\nabla)_\omega.
\]

**Generalized operations.** Let \(\omega, \zeta \in \Lambda^p(E)\). Let \(\omega * \zeta\) express any normal-valued, multilinear form depending on \(\omega\) and \(\zeta\) in a universal bilinear way. Furthermore by the Cauchy-Schwartz inequality there exists some \(C > 0\) such that

\[
|\omega * \zeta| \leq C |\omega| |\zeta|,
\]

where here \(*\) simply denotes some algebraic action.

**Unconventional operators.** Let \(J := (j^i)_{i=1}^J\) and \(K := (k^i)_{i=1}^K\) be multiindices and let \(j, k\) be a distinct indices from those in \(J\) and \(K\) respectively. The operation pound is given by

\[
\#: (T^* M)^{\otimes |J|+1} \otimes (\text{End} E) \times (T^* M)^{\otimes |K|+1} \otimes (\text{End} E) \to (T^* M)^{|J|+|K|} \otimes (\text{End} E),
\]

\[
(\omega \# \zeta) \left( \partial_j_1, ..., \partial_j_{|J|}, \partial_k_1, ..., \partial_k_{|K|} \right) = \sum_{i=1}^n \omega \left( \partial_i, \partial_j_1, ..., \partial_j_{|J|} \right) \zeta \left( \partial_i, \partial_k_1, ..., \partial_k_{|K|} \right).
\]

In coordinates this is written in the form \((\omega \# \zeta)_{J,K}^\beta = g^{j^k \omega, j^\delta \zeta} \delta_{j^\delta k^\alpha}\). Roughly speaking, \# is matrix multiplication combined with contraction of the first two forms. We define the corresponding pound bracket by

\[
[\omega, \zeta]^\# \left( \partial_j_1, ..., \partial_j_{|J|}, \partial_k_1, ..., \partial_k_{|K|} \right) := (\omega \# \zeta) \left( \partial_j_1, ..., \partial_j_{|J|}, \partial_k_1, ..., \partial_k_{|K|} \right) - (\zeta \# \omega) \left( \partial_j_1, ..., \partial_j_{|J|}, \partial_k_1, ..., \partial_k_{|K|} \right).
\]

**Derivatives.** When not performing coordinate computations, for a connection \(\nabla\), we will reserve upper indices without parentheses for indexing sequences and with parentheses for iterations of differentiation. That is,

\[
\{\nabla^i\}_{i \in \mathbb{N}} = \{\nabla^1, \nabla^2, \cdots\}, \\
\nabla^{(i)} = \nabla \underbrace{\cdots \nabla}_{i \text{ times}}
\]

Note the lower index is reserved for the temporal parameter.

We utilize the \(P\) notation introduced in \([15]\). Let \(v \in \mathbb{N}\) and \(W := (w_i)^v\), and set \(s = \sum_{i=1}^v w_i\). Let \(R\) denote some background tensor dependent only on \(g\), so that

\[
P_v^{(s)} [\omega] := (\nabla^{(w_1)} \omega) * \cdots * (\nabla^{(w_s)} \omega) * R.
\]

**Notation.** Many quantities are one-parameter families, and we will often call this parameter the ‘temporal’ parameter. This parametrization will be denoted with \(t\) parameter, however when understood the \(t\) subscript will be dropped. Differentiation with respect to \(t\) will sometimes be indicated with \('^t'\) for notational convenience. A geodesic ball centered at a point \(x \in M\) with radius \(r\) will be denoted by \(B_x(r)\).
2. Preliminary computations

2.1. General variations. The variations of general one-parameter families will be computed in preparation for the work of §3. For the remainder of this section, we will let $\mathcal{I}$ denote some simply connected subset of $\mathbb{R}$ over which $\nabla_t$ is parameterized.

**Lemma 2.1.** Suppose $\nabla_t \in \mathcal{A}_E \times \mathcal{I}$ and $\omega_t \in \Lambda^p(\text{End } E) \times \mathcal{I}$. Then for $\ell \in \mathbb{N}$,

$$\frac{\partial}{\partial t} \left[ \nabla_t^{(\ell)} \omega_t \right] = \sum_{i=0}^{\ell-1} \left( \nabla_t^{(i)} \dot{\Gamma} + \nabla_t^{(i-1)} \omega_t \right) \left( \nabla_t^{(\ell-i+1)} \omega_t \right). \quad (2.1)$$

**Proof.** The proof will proceed by induction on $\ell \in \mathbb{N}$ satisfying (2.1). Let $J := (J_w)_{w=1}^{|J|}$ be a multiindex and set

$$J(w, s) := \begin{cases} p_r & \text{if } r \neq w, \\ s & \text{if } r = w. \end{cases}$$

Roughly speaking $J(w, s)$ substitutes the $w$th element of the $J$ multiindex with an $s$. For $\ell = 1$ applying normal coordinates yields

$$\frac{\partial}{\partial t} \left[ \nabla_{\omega^\beta J_0} \right] = \frac{\partial}{\partial t} \omega_{L_0} - \sum_{w=1}^{|P|} \left( G_{i_j w}^0 \omega_{J_0} + G_{i_j w}^1 \omega_{J_0} \right) - \omega_{J_0} - \dot{\Gamma}^0 \omega_{J_0} + \Gamma^0 \omega_{J_0}.$$

Hence the base case holds, giving

$$\frac{\partial}{\partial t} [\nabla \omega] = \nabla \omega + \dot{\Gamma} \ast \omega. \quad (2.3)$$

Now assume the induction hypothesis (2.1) is satisfied for $\ell \in \mathbb{N}$ and let $L$ be a multiindex with $|\beta| = \ell$. We compute

$$\left( \frac{\partial}{\partial t} \left[ \nabla^{(\ell+1)} \omega \right] \right)^\beta_{jLP_0} = \frac{\partial}{\partial t} \left[ \nabla^{(\ell)} \omega \right]_{L_0} + \frac{\partial}{\partial t} \left[ \Gamma^\beta \lambda \nabla^{(\ell)} \omega_{L_0} \right] - \nabla^{(\ell+1)} \omega - \nabla^{(\ell)} \omega_{L_0} + \dot{\Gamma}^\beta \omega_{L_0}.$$

Or, written in coordinate invariantly,

$$\frac{\partial}{\partial t} \left[ \nabla^{(\ell+1)} \omega \right] = \nabla^{(i+1)} \dot{\Gamma} \ast \nabla^{(i+1)} \omega + \nabla^{(i)} \dot{\Gamma} \ast \nabla^{(i)} \omega + \nabla^{(\ell+1)} \omega + \dot{\Gamma} \ast \nabla^{(\ell)} \omega.$$

Hence $\ell + 1$ satisfies the induction hypothesis, so inductively the result follows. \qed

**Corollary 2.2.** Suppose $\nabla_t \in \mathcal{A}_E \times \mathcal{I}$. Then for $\ell \in \mathbb{N}$

$$\frac{\partial}{\partial t} \left[ \nabla_t^{(\ell)} F_{\nabla_t} \right] = \sum_{i=0}^{\ell-1} \nabla_t^{(i)} \dot{\Gamma} + \nabla_t^{(\ell-i-1)} F_{\nabla_t} + \nabla_t^{(\ell)} D_{\nabla_t} \dot{\Gamma}_t. \quad (2.4)$$

Furthermore, $\frac{\partial F_{\nabla_t}}{\partial t} = D_{\nabla_t} \dot{\Gamma}_t$. 

Hence $\ell + 1$ satisfies the induction hypothesis, so inductively the result follows. \qed
2.2. **Flow specific variations.** We first compute the Euler Lagrange equation of the Yang-Mills $k$-energy to determine the corresponding Yang-Mills $k$-flow, and introduce a generalized version of the flow to expand the scope of our results. We then demonstrate that the Yang-Mills flow is a weakly parabolic system.

**Proposition 2.3.** For $\nabla_t \in \mathcal{A}_F \times \mathcal{I}$ the variation of the Yang-Mills $k$-energy is given by

\[
\frac{d}{dt} \left[ \mathcal{Y} \mathcal{M}_k(\nabla_t) \right] = \int_M \langle \text{Grad} \mathcal{Y} \mathcal{M}_k(\nabla_t), \hat{\Gamma}_t \rangle dV_g,
\]

where

\[
\text{Grad} \mathcal{Y} \mathcal{M}_k(\nabla) := (-1)^k D^k t \Delta F + \sum_{i=0}^{2k-1} P_1^{(i)} [F] + P_2^{(2k-1)} [F].
\]

**Proof.** Differentiating the Yang-Mills $k$-energy with respect to $t$ yields

\[
\frac{d}{dt} \left[ \frac{1}{2} \int_M |\nabla^{(k)} F|^2 dV_g \right] = \int_M \left\langle \sum_{i=0}^{k-1} \nabla^{(i)} \hat{\Gamma} \ast \nabla^{(k-i-1)} F + \nabla^{(k)} D\hat{\Gamma}, \nabla^{(k)} F \right\rangle dV_g
\]

Appealing to Corollary 2.2 for the variation of $\nabla^{(k)} F$ yields,

\[
\frac{d}{dt} \left[ \frac{1}{2} \int_M |\nabla^{(k)} F|^2 dV_g \right] = \int_M \left\langle \sum_{i=0}^{k-1} \nabla^{(i)} \hat{\Gamma} \ast \nabla^{(k-i-1)} F, \nabla^{(k)} F \right\rangle dV_g + \int_M \left\langle \nabla^{(k)} D\hat{\Gamma}, \nabla^{(k)} F \right\rangle dV_g.
\]

For the first integral of (2.7) integration by parts gives,

\[
\int_M \left\langle \sum_{i=0}^{k-1} \nabla^{(i)} \hat{\Gamma} \ast \nabla^{(k-i-1)} F, \nabla^{(k)} F \right\rangle dV_g = \int_M \left\langle \hat{\Gamma}, P_2^{(2k-1)} [F] \right\rangle dV_g.
\]

The second integral of (2.7) is addressed with Lemma 5.13 to recursively integrate by parts,

\[
\int_M \left\langle \nabla^{(k)} D\hat{\Gamma}, \nabla^{(k)} F \right\rangle dV_g = \int_M \left\langle D\hat{\Gamma}, \sum_{i=1}^{2k-2} \sum_{w=0}^i \nabla^{(w)} \text{Rm} \ast \nabla^{(2k-2-w)} F + P_2^{(2k-1)} [F] \right\rangle dV_g
\]

\[
+ \int_M \left\langle D\hat{\Gamma}, (-1)^k \Delta^{(k)} F \right\rangle dV_g
\]

\[
= \int_M \left\langle D\hat{\Gamma}, \sum_{i=0}^{2k-2} P_1^{(i)} [F] + P_2^{(2k-2)} [F] \right\rangle dV_g + \int_M \left\langle D\hat{\Gamma}, (-1)^k \Delta^{(k)} F \right\rangle dV_g
\]

\[
= \int_M \left\langle \hat{\Gamma}, \sum_{i=0}^{2k-1} P_1^{(i)} [F] + P_2^{(2k-1)} [F] \right\rangle dV_g + 2 \int_M \left\langle \hat{\Gamma}, (-1)^k D^* \Delta^{(k)} F \right\rangle dV_g.
\]

Combining the integrands and comparing we therefore conclude

\[
\text{Grad} \mathcal{Y} \mathcal{M}_k(\nabla) = (-1)^k \Delta^{(k)} F + \sum_{i=0}^{2k-1} P_1^{(i)} [F] + P_2^{(2k-1)} [F].
\]

The result follows. \hfill \square
Given $\nabla_t \in \mathcal{A}_E \times \mathcal{I}$ define the Yang-Mills $k$-flow by

\[
(\text{YMkF}) \quad \frac{\partial \nabla_t}{\partial t} = -\text{Grad} \, \mathcal{M}_k(\nabla_t) = (-1)^{k+1} D^*_t \Delta^{(k)}_t F + D^{(2k-1)}_2 [F_{\nabla_t}].
\]

Observe that setting $k = 0$ in (YMkF) and omitting the lower order terms immediately yields Yang-Mills flow,

\[
\frac{\partial \nabla_t}{\partial t} = -D^*_t F_{\nabla_t}.
\]

For future work it is advantageous to perform a more general analysis. To do so set, for $k \in \mathbb{N}$,

\[
(2.8) \quad \mathcal{O}_k(\nabla) := \sum_{i=1}^{k} \sum_{j=2}^{i+1} P_j^{(2i+3-2j)} [F_{\nabla}].
\]

We additionally set $\mathcal{O}_0 \equiv 0$. The generalized Yang-Mills $k$-flow is given by

\[
\frac{\partial \nabla_t}{\partial t} = (-1)^{k+1} D^*_t \Delta^{(k)}_t F_{\nabla_t} + \mathcal{O}_k(\nabla_t).
\]

Given a connection $\nabla \in \mathcal{A}_E$, a generalized Yang-Mills $k$-system will be the generalized Yang-Mills $k$-flow coupled with $\nabla_0 := \nabla$ as the initial condition.

Next we demonstrate the weak ellipticity of the generalized Yang-Mills $k$-flow, which is a result of the gauge invariance of the function (cf. Corollary 5.23).

Proposition 2.4. Set

\[
\Phi_k : \mathcal{A}_E \to \Lambda^1(\text{End} \, E)
\]

\[
: \nabla \mapsto (-1)^{k+1} D^*_t \Delta^{(k)} F_{\nabla}.
\]

Then $\Phi_k$ is a weakly elliptic operator.

Remark 2.5. Note that $\Phi_k$ is the highest order term of the generalized Yang-Mills $k$-flow and thus its symbol is completely determined by this.

Proof. Let $I = (i_r)_{r=1}^k$ be some multiindex. Appealing to Corollary 2.2 for the variation of $\nabla^{(2k+1)} F_{\nabla_t}$ yields,

\[
\frac{\partial}{\partial t} \left[ (\Phi_k(\nabla_t))_{\beta}^{ra} \right] = (-1)^k \frac{\partial}{\partial t} \left[ g^{pq} \left( \prod_{i=1}^{k} g^{ijr} \right) \nabla_p \nabla_{i_1 \ldots i_k} F_{qra}^\beta \right]
\]

\[
= (-1)^k g^{pq} \left( \prod_{i=1}^{k} g^{ijr} \right) \frac{\partial}{\partial t} \left[ \nabla_p \nabla_{i_1 \ldots i_k} F_{qra}^\beta \right]
\]

\[
= (-1)^k g^{pq} \left( \prod_{i=1}^{k} g^{ijr} \right) \left( \nabla_p \nabla_{i_1 \ldots i_k} D_q \Gamma^\beta_{ra} + \left( \sum_{i=0}^{k-1} \nabla^{(i)} \nabla^{(k-i-1)} F \right)_{p_1j_1 \ldots i_k j_k qra} \right).
\]

The left hand term is of dominating order and thus determines the symbol, which is given by, for $B \in \Lambda^1(E)$,

\[
(\sigma [\Phi_k](B))_{\beta}^{ra} = (-1)^k g^{pq} \left( \prod_{i=1}^{k} g^{ijr} \right) \partial_q \partial_{i_1 \ldots i_k} \left( \partial_r B^\beta_{ra} - \partial_r B^\beta_{qa} \right),
\]

and thus

\[
(2.9) \quad (L^\xi_{\Phi_k}(B))_{\beta}^{ra} := (-1)^k g^{pq} \left( \prod_{i=1}^{k} g^{ijr} \right) \xi_p \left( \prod_{s=1}^{k} \xi_{i_s} \xi_{j_s} \right) \left( \xi_r B^\beta_{ra} - \xi_r B^\beta_{qa} \right)
\]

\[
= (-1)^k |\xi|^{2k} \left( \xi_r^2 B^\beta_{ra} - \xi_r (B, \xi_r^\beta) \right).
\]
Therefore it follows that
\[ L_{\Phi_k}^\xi (B), B ) = ( -1 )^{k+1} |\xi|^{2k} \left( |\xi| |B|^2 - |\langle B, \xi \rangle|^2 \right). \]

This term is nonnegative by the Cauchy Schwartz Inequality. This completes the proof, but let us proceed and identify the kernel of \( L_{\Phi_k}^\xi \). After changing bases (via rotation and dilation of the space of \( \xi \)) one can take \( \xi := (\delta_1^i)_{i=1} \). Evaluating at such \( \xi \) gives that
\[ \langle L_{\Phi_k}^\xi (B), B \rangle = ( -1 )^{k+1} \left( |B|^2 - B_{\alpha}^\beta B_{\beta}^\alpha \right). \]

Therefore the kernel of the operator
\[ L_{\Phi_k}^\xi : \Lambda^1 (\text{End } E) \to \mathbb{R} \]
\[ : B \mapsto \langle L_{\Phi_k}^\xi (B), B \rangle. \]
is the set of sections \( B \in S (T^* M \otimes \text{End } E) \) of the form \( B = (\delta_1^k B_{\alpha}^\beta) \). Thus \( \dim (\ker L_{\Phi_k}^\xi) = \dim (\text{End } E) \).

### 3. Existence and regularity results

#### 3.1. Short time existence.

We next demonstrate the short time existence of generalized Yang-Mills \( k \)-flow. Despite the weak ellipticity of the operator \( \Phi_k \) demonstrated in Proposition 2.4, one may construct a 'moving gauge' which actively shifts the flow to an equivalent parabolic system, thus ensuring short time existence.

The active shift of gauge transformations within the gauge group \( \mathcal{G}_E \) is achieved by solving the one-parameter family of gauge transformations which satisfy the following ordinary differential equation. Given a family of connections \( \nabla_t \in A_E \times \mathcal{T} \) and a one-parameter family \( \varsigma_t \in S (\text{Aut } E) \times \mathcal{T} \) satisfying the flow
\[ \frac{\partial \varsigma_t}{\partial t} = ( -1 )^{k+1} \left( \Delta^{(k)} D_{\nabla_t} \Gamma_t - \Gamma_0 \right) \varsigma_t, \]
with the additional imposed initial condition \( \varsigma_0 := \text{Id} \). The corresponding parabolic system will be written with respect to the following operator.

\[ \Psi_k (\nabla, \nabla) : A_E \times A_E \to \Lambda^1 (\text{End } E) \]
\[ : (\nabla, \nabla) \mapsto ( -1 )^{k+1} D_{\nabla} \Delta^{(k)} F_{\nabla} + \tilde{\Theta}_k (\nabla) + ( -1 )^{k} D_{\nabla} \Delta^{(k)} D_{\nabla} \left( \Gamma - \tilde{\Gamma} \right). \]

**Definition 3.1** ((\( \Psi, k \))-flow). We will call a one-parameter family \( \nabla_t \in A_E \times \mathcal{T} \) with initial condition \( \nabla_0 \) a solution to the (\( \Psi, k \))-flow if
\[ \frac{\partial \nabla_0}{\partial t} = \Psi_k (\nabla_t, \nabla_0). \]

**Lemma 3.2.** For a fixed connection \( \nabla_0 \in A_E \); \( \Psi_k (\cdot, \nabla_0) \) is an elliptic operator.

**Proof.** The symbol of \( \Psi_k \) will be computed as follows: since the variation of the first term, which is \( \Phi_k \), was computed in Proposition 2.4, it is sufficient to first consider the variation of the latter quantities. Set
\[ \left( \Theta_k \left( \nabla, \nabla \right) \right)^\beta_{p\alpha} := ( -1 )^k \left( D_{\nabla} \Delta^{(k)} D_{\nabla}^* \left( \Gamma - \tilde{\Gamma} \right) \right)^\beta_{p\alpha} \]
\[ = ( -1 )^{k+1} g^{qr} \left( \prod_{i=1}^k g^{ji_j_r} \right) \left( \nabla_p \nabla_{i_1 j_1} \cdots \nabla_{i_k j_k} \nabla_q \left( \Gamma - \tilde{\Gamma} \right) \right)^\beta_{r\alpha}. \]
Then take $\tilde{\nabla} = \nabla_0$, and consider a one-parameter family $\nabla_t \in \mathcal{A}_E \times \mathcal{I}$ with $\nabla_0$ as the initial condition. We differentiate temporally and appeal to Lemma 2.1 to observe that there is only one term of highest order (specifically order $2k + 3$).

$$\frac{\partial}{\partial t} \left[ (\Theta_k (\nabla_t, \nabla_0))_{\beta}^{\alpha} \right] = (-1)^{k+1} g^{qr} \left( \prod_{\ell=1}^{k} g^{ij\ell} \right) \left( \nabla_p \nabla_{i_1j_1} \cdots \nabla_{i_kj_k} \nabla q_{r\alpha}^{\beta} \right).$$

Therefore for $B \in \Lambda^1(\text{End} E)$,

$$\langle \sigma [\Theta_k](B) \rangle_{\beta}^{\alpha} = (-1)^k g^{qr} \left( \prod_{\ell=1}^{k} g^{ij\ell} \right) \partial_p (\partial_{i_1} \partial_{j_1}, \ldots \partial_{i_k} \partial_{j_k} \partial_q B_{r\alpha}^{\beta}),$$

and so

$$(3.2) \quad \left( L_{\Psi_k}^{\xi}(B) \right)_{\beta}^{\alpha} = (-1)^k \xi_\alpha |\xi|^{2k} \langle \xi, B \rangle_{\alpha}^{\beta}.$$

Then by combining (2.9) and (3.2) and noting they have the same orders,

$$\left( L_{\Psi_k}^{\xi}(B) \right)_{\beta}^{\alpha} = \left( L_{\Psi_k}^{\xi}(B) + L_{\Theta_k}^{\xi}(B) \right)_{\beta}^{\alpha} = (-1)^{k+1} |\xi|^{2k+2} B_{\beta}^{\alpha}.$$

Now we observe that

$$\langle L_{\Psi_k}^{\xi}(B), B \rangle = (-1)^k |\xi|^{2k+2} |B|^2.$$

Thus $\langle L_{\Psi_k}^{\xi}(\cdot, \cdot) \rangle$ is either strictly positive definite or negative definite depending on the parity of $k$. We conclude that $\Psi_k$ is an elliptic operator and the result follows. \qed

We now develop some necessary identities regarding the action of gauge transformations on various quantities. The majority are included within the appendix in the gauge transformations section (§5.3), though the most relevant will be stated here.

**Remark 3.3.** For $\zeta \in S(\text{Aut} E)$ and $\nabla \in \mathcal{A}_E$, set

$$\Delta_\zeta := g^{ij}(\zeta^* \nabla)_i(\zeta^* \nabla)_j.$$

With this notation, the action of $\zeta$ on $\Delta$ we have the identities

$$\zeta^* \Delta(\cdot) := \zeta^{-1} \Delta(\zeta \cdot) = \Delta_\zeta(\zeta \cdot).$$

Additionally an analogous statement of Lemma 5.22 applies where $\Delta$ replaces $\nabla$: $\zeta^* [\Delta(\omega)] = (\zeta^* \Delta)[\zeta^* \omega] = \Delta_\zeta[\zeta^* \omega]$.

To understand the intuition behind the following proof, we recall its primary inspiration and most basic case (Yang-Mills flow, $k = 0$) given in ([9], pp. 233-235), though we have simplified the strategy. We then address the general setting for $k \in \mathbb{N}$ after. The short time existence is not immediately clear since Yang-Mills flow itself fails to be parabolic due to the infinite-dimensional gauge symmetry group. One correctly expects, given a solution $\nabla_t$, that its the geometric content should be preserved in its projection $[\nabla_t] \in \mathcal{A}_E / G_E \times \mathcal{I}$ in the space of connections modulo gauge transformation. One chooses another family within $[\nabla_t]$ which is not gauge invariant but moves smoothly and transversely to the action of the gauge group. This ensures that the degeneracy is removed and thus the family is parabolic and so exists for short time. This new flow can be represented uniquely by a family of gauge transformations $\zeta_t \in G_E \times \mathcal{I}$ applied to the initial flow.

Before continuing we define a notational convention which will condense more complicated terms produced from the lower order terms in differentiation.
Remark 3.6. Given an expression for the difference of the connection coefficient matrices $\Gamma$ and $\Gamma'$ with respect to $\Gamma$ Yang-Mills $k$-flow by establishing the correspondence between this flow and the $(\Psi, k)$-flow. This relationship lies in this miraculous ‘dictionary’ equality between the flows. On the left side of (3.3) is an algebraic interaction of tensors on the gauge transformation. On the right is an act of differentiation of the gauge transformation plus lower order terms.

Definition 3.4 (Partition strings). Let $L := (l_i)_{i=1}^{|L|}$ denote some multiindex, $P_r(L)$ denote the partition strings of $L$, that is, the collection of multiindices of length $r \leq |L|$ which contains entries ordered with respect to $L$,

$$P_r(L) := \{(l_{s_v})_{v=1}^r : s_v \in [1, m], s_v < s_{v+1}\}.$$ 

For example,

$$P_1(L) := \{(l_s) : s \in [1, m] \cap \mathbb{N}\},$$
$$P_2(L) := \{(l_{s_1}, l_{s_2}) : s_1, s_2 \in [1, m] \cap \mathbb{N}, s_1 < s_2\}.$$

Given $P \in P_r(L)$ of the form $P := (l_{s_v})_{v=1}^r$ we let $P^c$ denote the complimentary string, where $P^c \in P_{m-r}(L)$ and, roughly speaking as sets, $(P \cup P^c) = L$.

We next define the following operator which is formulated for notational convenience. Its construction is motivated by the following Lemma 3.5, and is purely a technical quantity in terms of the lower order objects. This is utilized in in demonstrating uniqueness of the flow.

$$a_k : S(\text{Aut } E) \times A^2 E \to S(\text{End } E),$$
$$: (ς, \nabla, \nabla') \mapsto \varsigma^\beta \varsigma'^\gamma (\nabla \Gamma) \left[\Gamma - \Gamma'\right]_\alpha^\tau + g^{ij} \varsigma^\beta \Delta^{(k)} \nabla_j \left[\varsigma^\alpha - 1\right]_\alpha^\tau (D\varsigma')_i^\alpha$$

$$+ g^{ij} \varsigma'^\gamma \Delta^{(k)} \left[\varsigma^\alpha - 1\right]_\alpha^\tau \Delta [\varsigma']_\alpha^\tau$$

$$+ g^{ij} \varsigma'^\gamma \left[\int_0^{L-1} g^{i'j'} \right] \sum_{r=1}^{k-1} \sum_{P \in P_r(L)} (\nabla_P (\varsigma^\alpha - 1) \frac{}{} \varsigma'^\beta \nabla_P (\Delta) \left[\varsigma']_\alpha^\tau\right]).$$

Lemma 3.5. Let $\nabla, \nabla' \in A_E$ and $ς \in S(\text{Aut } E)$. The following equality holds

$$(\Delta^{(k)} \left[\nabla' \right] (\Gamma - \nabla) \right] \varsigma = -\Delta^{(k+1)} \varsigma + a_k (ς, \varsigma^\alpha \nabla, \nabla').$$

Remark 3.6. The equality given in (3.4) is the key to establishing uniqueness of the generalized Yang-Mills $k$-flow by establishing the correspondence between this flow and the $(\Psi, k)$-flow. This relationship lies in this miraculous ‘dictionary’ equality between the flows. On the left side of (3.4) is an algebraic interaction of tensors on the gauge transformation. On the right is an act of differentiation of the gauge transformation plus lower order terms.

Proof. First an expression for the difference of the connection coefficient matrices $\Gamma$ and $\Gamma'$ with respect to $\Gamma$-$\nabla$ will be attained through first forming ‘$ς$-conjugations’ of $\Gamma$ and the coordinate expansion of $\Gamma$-$\nabla$ (Lemma 5.17).

$$\Gamma^\beta_{\alpha i} - \Gamma^\beta_{\alpha i} = \varsigma^\delta (\varsigma^\gamma - 1) \Gamma^\rho_{\alpha i} \nabla^\gamma (\varsigma^\alpha - 1)_{\alpha} - \Gamma^\beta_{\alpha i}$$

$$= \varsigma^\delta (\Gamma \varsigma \nabla)^\gamma_{\alpha} (\varsigma^\alpha - 1)_{\alpha} - \varsigma^\delta (\varsigma^\gamma - 1)_{\alpha} (\varsigma^\gamma - 1)_{\alpha} - \Gamma^\beta_{\alpha i}$$

$$= \varsigma^\delta (\Gamma \varsigma \nabla)^\gamma_{\alpha} (\varsigma^\gamma - 1)_{\alpha} - \Gamma^\beta_{\alpha i}. $$

Using one more identity,

$$(D \varsigma \nabla)_{\alpha i} = \partial_i \varsigma_{\alpha} + (\Gamma \varsigma \nabla)^\gamma_{\alpha i}^\delta_{\delta} - (\Gamma \varsigma \nabla)^\gamma_{\delta i}^\alpha_{\alpha}$$

one sees that

$$\Gamma^\beta_{\alpha i} - \Gamma^\beta_{\alpha i} = \varsigma^\delta (\varsigma^\gamma - 1) \Gamma^\rho_{\alpha i} \nabla^\gamma (\varsigma^\alpha - 1)_{\alpha} - \Gamma^\beta_{\alpha i}$$

$$= \varsigma^\delta (\Gamma \varsigma \nabla)^\gamma_{\alpha} (\varsigma^\gamma - 1)_{\alpha} - \Gamma^\beta_{\alpha i}.$$
We apply this to the following computation.

\[
\Delta^{(k)} D^\varsigma_{\varsigma} (\Gamma - \bar{\Gamma})_\delta^\beta \varsigma_\alpha = (\varsigma^{-1})^* \left( \Delta^{(k)} D^\varsigma_{\varsigma} (\Gamma - \bar{\Gamma})_\delta^\beta \right) \varsigma_\alpha
\]

\[
= - (\varsigma^{-1})^* (\Delta \varsigma)^{(k)} D^\varsigma_{\varsigma} \left[ (\varsigma^{-1})^\gamma_\varsigma (\varsigma^{-1})^\gamma_\delta (\Gamma \varsigma \nabla_\varsigma (\varsigma^{-1})^\gamma_\delta + \bar{\Gamma}_\delta)^\varsigma_\alpha \right]
\]

\[
= - (\varsigma^{-1})^* (\Delta \varsigma)^{(k)} D^\varsigma_{\varsigma} \left[ (\varsigma^{-1})^\gamma_\varsigma (\varsigma^{-1})^\gamma_\delta (\Gamma \varsigma \nabla_\varsigma (\varsigma^{-1})^\gamma_\delta + (\varsigma^{-1})^\gamma_\delta \bar{\Gamma}^\varsigma_\delta)^\varsigma_\alpha \right]
\]

\[
= - (\varsigma^{-1})^* (\Delta \varsigma)^{(k)} D^\varsigma_{\varsigma} \left[ (\varsigma^{-1})^\gamma_\varsigma (\varsigma^{-1})^\gamma_\delta (\Gamma \varsigma \nabla_\varsigma (\varsigma^{-1})^\gamma_\delta - \varsigma^* \left( (\Gamma \varsigma \nabla_\varsigma)^\tau_\alpha - \bar{\Gamma}^\tau_\alpha \right) \right]
\]

Expanding the left side term

\[
(\Delta \varsigma)^{(k)} \left[ D^\varsigma_{\varsigma} \left( (\varsigma^{-1})^\gamma_\varsigma (\varsigma^{-1})^\gamma_\delta (\Gamma \varsigma \nabla_\varsigma (\varsigma^{-1})^\gamma_\delta) \right) \right]_\alpha
\]

\[
= - g^{ij} (\Delta \varsigma)^{(k)} (\varsigma^{-1})^\gamma_\varsigma (\Gamma \varsigma \nabla_\varsigma (\varsigma^{-1})^\gamma_\delta)_j
\]

\[
= - g^{ij} (\Delta \varsigma)^{(k)} \left[ (\varsigma^{-1})^\gamma_\varsigma (\Gamma \varsigma \nabla_\varsigma (\varsigma^{-1})^\gamma_\delta)_j \right]_T_1
\]

We further expand the term on the right, with the intent of drawing out the \(\varsigma^{-1}\) term. Using Lemma 5.24 applied to \(\varsigma^{-1} \in S(\text{Aut } E)\) we have

\[
(\Delta \varsigma)^{(k)} \left[ (\varsigma^{-1})^\gamma_\varsigma (\varsigma^{-1})^\gamma_\delta (\Delta \varsigma)_k^\varsigma \right]_\alpha = (\varsigma^{-1})^\gamma_\varsigma (\varsigma^{-1})^\gamma_\delta (\Delta \varsigma)^{(k+1)}_\varsigma^\varsigma_\alpha + \left[ (\Delta \varsigma)^{(k)} (\varsigma^{-1})^\gamma_\varsigma (\Delta \varsigma)_k^\varsigma \right]_T_3
\]

\[
+ \left[ \prod_{\ell=0}^{k} g^{ij\ell_r} \sum_{r=1}^{k-1} \sum_{P \in \mathcal{P}(L)} \left( (\varsigma^* \nabla)_P (\varsigma^{-1})^\gamma_\varsigma \right) \left( (\varsigma^* \nabla)_P (\Delta \varsigma)_k^\varsigma \right) \right]_T_4
\]

Therefore

\[
(\Delta \varsigma)^{(k)} \left[ D^\varsigma_{\varsigma} (\Gamma - \bar{\Gamma})_\delta^\beta \right]_\alpha = - (\Delta \varsigma)^{(k+1)}_\varsigma^\varsigma_\alpha + (a_k (\varsigma, \varsigma^* \nabla, \bar{\nabla}))_\alpha^\varsigma,
\]

where

\[
a_k \left( \varsigma, \varsigma^* \nabla, \bar{\nabla} \right)^\varsigma_\alpha = (a_k (\varsigma, \varsigma^* \nabla, \bar{\nabla}))_\alpha^\varsigma
\]

Note that \(a_k \left( \varsigma, \varsigma^* \nabla, \bar{\nabla} \right)\) is lower order than \(\varsigma^{-1} \varsigma\). The result follows.

We now demonstrate the short time existence and uniqueness of the flow.

**Proposition 3.7.** Let \((E, h) \to (M^n, g)\) be a vector bundle over a compact manifold. Given some metric compatible connection \(\nabla_0\) on \(E\), there exists some \(\varepsilon > 0\) such that the generalized Yang-Mills \(k\)-system with initial condition \(\nabla_0\) has a unique solution \(\nabla_t\) for \(t \in [0, \varepsilon)\).

**Proof.** We first prove existence and then uniqueness. Let \(\nabla_0 \in \mathcal{A}_E\) and consider the following two systems. First, a system of connections \(\nabla_t \in \mathcal{A}_E \times I\) given by

\[
\begin{cases}
\frac{\partial \nabla_t}{\partial t} = \Psi_k (\nabla_t, \nabla_0) \\
\nabla_0 |_{t=0} = \nabla_0.
\end{cases}
\]

(3.5)
Next, a system of gauge transformations $\zeta_t \in S(EndE) \times \mathcal{I}$ satisfying
\[
\begin{align*}
\frac{\partial \zeta_t}{\partial t} &= (-1)^{k+1} \left( \Delta^{(k)} D_t^* (\Gamma_t - \Gamma_0) \right) \zeta_t \\
\zeta_0 &= \text{Id}.
\end{align*}
\]

**Existence.** Consider the flow $\nabla_t$ with initial condition $\nabla_0$. Since $\Psi_k$ is an elliptic operator by Lemma 3.2, a solution $\nabla_t$ to the parabolic system (3.5), the $(\Psi, k)$-flow, exists on some $t \in [0, \epsilon)$ for $\epsilon > 0$. Choose the unique solution $\zeta_t$ to the system (3.6) and consider $\zeta_t^* \nabla_t$. This is a solution to the generalized Yang-Mills $k$-system with initial condition $\nabla_0$ as seen through the following computation which utilizes (5.15) and (5.20),
\[
\begin{align*}
\left( \frac{\partial \zeta_t^* \nabla_t}{\partial t} \right)^\beta_{\rho\alpha} &= (D_{\zeta_t^* \nabla_t})_r (\zeta_t^{-1})^\rho_{\beta} + (\zeta_t^{-1})^\rho_{\delta} (\Gamma^{\delta}_{\rho\beta})^\beta_{\beta} \\
&= (-1)^{k+1} (D_{\nabla_t})_r (\zeta_t^{-1})^\rho_{\beta} (\Delta^{(k)})_\delta^\beta (D_{\zeta_t^* \nabla_t})_r^\delta (\zeta_t^{-1})^\rho_{\beta} + (\zeta_t^{-1})^\rho_{\delta} (\Gamma^{\delta}_{\rho\beta})^\beta_{\beta} \\
&= (-1)^{k+1} (D_{\nabla_t})_r (\zeta_t^{-1})^\rho_{\beta} (\Delta^{(k)})_\delta^\beta (D_{\zeta_t^* \nabla_t})_r^\delta (\zeta_t^{-1})^\rho_{\beta} + (\zeta_t^{-1})^\rho_{\delta} (\Gamma^{\delta}_{\rho\beta})^\beta_{\beta}.
\end{align*}
\]

Therefore $\zeta_t^* \nabla_t$ is a solution to the generalized Yang-Mills $k$-system. The first result follows.

**Uniqueness.** Suppose that $\nabla_0$ is some connection with two solutions $\zeta_t$ and $\tilde{\nabla}_t$ to the generalized Yang-Mills $k$-system. Let $\varrho_t \in S(\text{Aut} E) \times \mathcal{I}$ be the solution to the following system of gauge transformations:
\[
\begin{align*}
\frac{\partial \varrho_t}{\partial t} &= (-1)^k (\Delta^{(k)})_\beta^\beta (\nabla_t) \varrho_t + (-1)^k a_k (\varrho_t, \nabla_t, \nabla_0) \\
\varrho_0 &= \text{Id}.
\end{align*}
\]

Similarly let $\tilde{\varrho}_t \in S(\text{Aut} E) \times \mathcal{I}$ be the solution to the following:
\[
\begin{align*}
\frac{\partial \tilde{\varrho}_t}{\partial t} &= (-1)^k (\Delta^{(k)})_\beta^\beta (\tilde{\nabla}_t) \tilde{\varrho}_t + (-1)^k a_k (\tilde{\varrho}_t, \tilde{\nabla}_t, \tilde{\nabla}_0) \\
\tilde{\varrho}_0 &= \text{Id}.
\end{align*}
\]

These are strictly parabolic and lower order hence the solutions exists for all time. The next task is to verify that with the initial condition $\nabla_0$, the one-parameter family $(\varrho_t)^* \nabla_t$ is a solution to (3.5). Observe that by the equivalence demonstrated by Lemma 3.5,
\[
\begin{align*}
\left( \frac{\partial \varrho_t}{\partial t} \right)^\beta_{\alpha} &= (-1)^{k+1} (\Delta^{(k)})_\beta^\beta (\nabla_t) \left[ D_{(\varrho_t)^* \nabla_t}^* (\varrho_t)^* [\Gamma - \Gamma_0] \right]^\beta_{\alpha} \\
&= (-1)^{k+1} (\Delta^{(k)})_\beta^\beta (\nabla_t) \left[ D_{(\varrho_t)^* \nabla_t}^* (\varrho_t)^* [\Gamma - \Gamma_0] \right]^\beta_{\alpha}.
\end{align*}
\]

With this in mind and utilizing the expression for the derivative of a gauge acting on a connection (5.15),
\[
\begin{align*}
\left( \frac{\partial ((\varrho_t)^* \nabla_t)}{\partial t} \right)^\beta_{\alpha} &= (D_{(\varrho_t)^* \nabla_t})_i (\varrho_t)^{i\alpha} \delta^\beta_{\alpha} + (\varrho_t)^{i\alpha} (\Gamma^{\beta}_{i\alpha})^\beta_{\alpha} \\
&= - (D_{(\varrho_t)^* \nabla_t})_i (\varrho_t)^{i\alpha} \delta^\beta_{\alpha} + (\varrho_t)^{i\alpha} \left[ (\Delta^{(k)})_\beta^\beta (\nabla_t) \left[ D_{(\varrho_t)^* \nabla_t}^* (\varrho_t)^* [\Gamma - \Gamma_0] \right]^\beta_{\alpha} \\
+ \left( \Delta^{(k)} (\varrho_t)^* \nabla_t \right)^\beta_{\alpha} + (\varrho_t)^{i\alpha} (\Gamma^{\beta}_{i\alpha})^\beta_{\alpha} \right].
\end{align*}
\]

This is precisely $\Psi_k((\varrho_t)^* \nabla_t, \nabla_0)$. The computation could be done identically with $((\varrho_t)^* \nabla_t)$ instead, giving that $(\varrho_t)^* \nabla_t$ and $(\varrho_t)^* \nabla_t$ are both solutions to system (3.5) with the same initial
To vary following evolution equation holds, and for (3.7)

\[
\frac{\partial}{\partial t} \left[ \nabla_t^{(\ell)} F_{\nabla_t} \right] = (-1)^k \Delta_t^{(k+1)} \left[ \nabla_t^{(\ell)} F_{\nabla_t} \right] + P_2^{(\ell+2k)} [F_{\nabla_t}] + \sum_{s=0}^{\ell+2k} P_s^{(s)} [F_{\nabla_t}]
\]

(3.7)

\[
+ \sum_{i=1}^{k} \sum_{j=2}^{i+1} P_j^{(\ell+2i+4-2j)} [F_{\nabla_t}] + \sum_{i=1}^{k} \sum_{j=2}^{i+1} P_j^{(\ell+2i+2-2j)} [F_{\nabla_t}],
\]

and for \( \ell = 0 \),

(3.8)

\[
\frac{\partial F_{\nabla_t}}{\partial t} = (-1)^{k+1} \Delta_t^{(k+1)} F_{\nabla_t} + P_1^{(2k)} [F_{\nabla_t}] + P_2^{(2k)} [F_{\nabla_t}] + \sum_{i=1}^{k} \sum_{j=2}^{i+1} P_j^{(2i+4-2j)} [F_{\nabla_t}].
\]

Proof. To vary \( F_{\nabla_t} \), we differentiate and then apply the Bochner formula (Proposition 5.7) to obtain

\[
\frac{\partial F}{\partial t} = D \hat{\Gamma}
\]

\[
= D((-1)^{k+1} D^* \Delta^{(k)} F + \bar{\partial}_k(\nabla))
\]

\[
= (-1)^{k+1} \Delta D \Delta^{(k)} F + D(\bar{\partial}_k(\nabla))
\]

\[
= (-1)^{k+1} \Delta^{(k+1)} F + (-1)^{k+1} (Rm + F) \ast (\Delta^{(k)} F) + D(\bar{\partial}_k(\nabla))
\]

\[
= (-1)^{k+1} \Delta^{(k+1)} F + P_1^{(2k)} [F] + P_2^{(2k)} [F] + \left( \sum_{i=1}^{k} \sum_{j=2}^{i+1} P_j^{2i+4-2j} [F] \right).
\]

To vary \( \nabla_t^{(\ell)} F_{\nabla_t} \), we apply (2.2) and then insert the equation of generalized Yang-Mills \( k \)-flow,

\[
\frac{\partial \nabla_t^{(\ell)} F}{\partial t} = \nabla_t^{(\ell)} D \hat{\Gamma} + \sum_{i=0}^{\ell-1} \left( \nabla^{(i)} D \hat{\Gamma} \ast \nabla^{(\ell-i-1)} F \right)
\]

\[
= \left[ \nabla^{(\ell)} D \left((-1)^{k+1} D^* \Delta^{(k)} F + \bar{\partial}_k(\nabla)\right) \right]_{T_1}
\]

\[
+ \left[ \sum_{i=0}^{\ell-1} \left( \nabla^{(i)} \left((-1)^{k+1} D^* \Delta^{(k)} F + \bar{\partial}_k(\nabla)\right) \ast \nabla^{(\ell-i-1)} F \right) \right]_{T_2}.
\]
We manipulate $T_1$ first. Using the Bochner formula (Proposition 5.7) to decompose the first quantity yields
\[
T_1 = (-1)^{k+1} \nabla^{(k)} \Delta D \Delta^{(k)} F + \nabla^{(k)} D \Delta^{(k)} \nabla
\]
\[
= \nabla^{(k)} \left[ \Delta^{(k+1)} F \right] + \nabla^{(k)} \left[ (Rm + F) \ast \nabla^{(2k)} F \right] + \nabla^{(k)} D [\Delta^{(k)} \nabla]
\]
\[
= \nabla^{(k)} \left[ \Delta^{(k+1)} F \right] + \sum_{q=0}^{\ell} P_1^{(2k+q)} [F] + P_2^{(2k+\ell)} [F] + \sum_{i=1}^{k} \sum_{j=2}^{i+1} P_j^{(\ell+2i+4-2j)} [F].
\]

Using Corollary 5.15 yields
\[
\nabla^{(k)} \left[ \Delta^{(k+1)} F \right] = (-1)^k \Delta^{(k+1)} \nabla^{(k)} F + \sum_{v=0}^{\ell-1} \sum_{j=0}^{2k+1} \left( \nabla^{(v+j)} (Rm + F) \ast (\nabla^{(\ell-v-2k-j)} F) \right)
\]
\[
= (-1)^k \Delta^{(k+1)} \nabla^{(k)} F + \sum_{s=0}^{\ell+2k} P_1^{(s)} [F] + P_2^{(\ell+2k)} [F].
\]

Which gives that
\[
T_1 = (-1)^k \Delta^{(k+1)} \nabla^{(k)} F + \sum_{s=0}^{\ell+2k} P_1^{(s)} [F] + P_2^{(\ell+2k)} [F] + \sum_{q=0}^{\ell} P_1^{(2k+q)} [F]
\]
\[
+ \sum_{i=1}^{k} \sum_{j=2}^{i+1} P_j^{(\ell+2i+4-2j)} [F].
\]

Next we manipulate $T_2$,
\[
T_2 = \sum_{i=0}^{\ell-1} \left( \nabla^{(i)} \left[ (-1)^{k+1} D^{*} \Delta^{(k)} F + \Delta^{(k)} \nabla \right] \ast \nabla^{(\ell-i-1)} F \right)
\]
\[
= \sum_{i=0}^{\ell-1} \left( \nabla^{(i+2k+1)} F \ast \nabla^{(\ell-i-1)} F + \sum_{v=1}^{k} \sum_{j=2}^{v+1} P_j^{(2v+3-2j+i)} [F] \ast \nabla^{(\ell-i-1)} F \right)
\]
\[
= P_2^{(2k+\ell)} [F] + \sum_{v=1}^{k} \sum_{j=2}^{v+1} P_j^{(\ell+2v+2-2j)} [F].
\]

Combining $T_1$ and $T_2$ yields
\[
\frac{\partial \nabla^{(k)} F}{\partial t} = (-1)^k \Delta^{(k+1)} \nabla^{(k)} F + P_2^{(\ell+2k)} [F] + \sum_{s=0}^{\ell+2k} P_1^{(s)} [F]
\]
\[
+ \sum_{i=1}^{k} \sum_{j=2}^{i+1} P_j^{(\ell+2i+4-2j)} [F] + \sum_{i=1}^{k} \sum_{j=2}^{i+1} P_j^{(\ell+2i+2-2j)} [F].
\]

The result follows. 

We next begin the discussion of our local smoothing estimates. While the inclusion of a bump function forces the computations to be significantly more involved, they are highly necessary. During the blowup analysis in Proposition 3.24, while working within a coordinate chart, we will require these local estimates to address that the domains of the connections under consideration are restricted to open subsets of $\mathbb{R}^n$. 
**Definition 3.9** (Bump function set and bounding quantity). Let $\mathcal{B} := \{ \eta \in C^\infty_c(M) : 0 \leq \eta \leq 1 \}$, that is, the family of ‘bump’ functions. Let $\ell \in \mathbb{N}$ and set, for a given $\nabla \in \mathcal{A}_E$,

$$J^{(\ell)}_{\eta} := \sum_{q=0}^{\ell} \left\| \nabla^{(q)} \eta \right\|_{L^\infty(M)}.$$

We first prove the following lemma, which will be essential in the manipulations of Lemma 3.11. This is a technical result demonstrating how to shift derivatives within the integrands terms which will be commonly featured. This relies primarily on integration by parts while taking the interaction of the bump function into account.

**Lemma 3.10.** Let $p, q, r, s \in \mathbb{N}$, $\nabla \in \mathcal{A}_E$ and $\eta \in \mathcal{B}$. Then if $s \in \mathbb{N} \setminus \{1\}$,

$$\int_M \left( P_1^{(p)} [F \nabla] * P_1^{(q+r)} [F \nabla] \right) \eta^s dV_g \leq \int_M \left( P_1^{(p+1)} [F] * P_1^{(q)} [F] \right) \eta^s dV_g$$

$$+ \sum_{j=0}^{r-1} \int_M \left( P_1^{(p+j)} [F] * P_1^{(q+(r-1-j))} [F] \right) \eta^{s-1} dV_g. \tag{3.9}$$

**Proof.** The proof follows by induction on $r$. For the base case, observe that by integration by parts,

$$\int_M \left( P_1^{(p)} [F] * P_1^{(q+1)} [F] \right) \eta^s dV_g \leq \int_M \left( P_1^{(p+1)} [F] * P_1^{(q)} [F] \right) \eta^s dV_g$$

$$+ J^{(1)}_{\eta} \int_M \left( P_1^{(p)} [F] * P_1^{(q)} [F] \right) \eta^{s-1} dV_g.$$ The base case follows, now we assume the induction hypothesis (3.9) holds for $r$. Then by instead applying the identity with $p$ replaced by $p+1$ and $q$,

$$\int_M \left( P_1^{(p)} [F] * P_1^{(q+r+1)} [F] \right) \eta^s dV_g \leq \int_M \left( P_1^{(p+1)} [F] * P_1^{(q+r)} [F] \right) \eta^s dV_g$$

$$+ J^{(1)}_{\eta} \int_M \left( P_1^{(p)} [F] * P_1^{(q+r)} [F] \right) \eta^{s-1} dV_g$$

$$= \int_M \left( P_1^{(p+r+1)} [F] * P_1^{(q)} [F] \right) \eta^s dV_g$$

$$+ \sum_{j=0}^{r} J^{(1)}_{\eta} \int_M \left( P_1^{(p+j)} [F] * P_1^{(q+(r-j))} [F] \right) \eta^{s-1} dV_g.$$ The result follows. \qed

**Lemma 3.11.** Let $\ell \in \mathbb{N}$, $\eta \in \mathcal{B}$, and suppose $\nabla_t \in \mathcal{A}_E \times \mathcal{I}$ a solution to generalized Yang-Mills $k$-flow with $\sup_{M \times \mathcal{I}} |F \nabla_t| < \infty$. Set $\varphi_t := \nabla_t^{(\ell)} F \nabla_t$ and choose $K > \max \{ \sup_{M \times \mathcal{I}} |F \nabla_t|, 1 \}$. Then for $s \geq 2(\ell + k + 1)$ there exists $C := C \left( \dim M, \text{rank} E, k, \ell, g, J^{(s)}_{\eta} \right)$ such that

$$\frac{d}{dt} \| \eta^{s/2} \varphi_t \|_{L^2(M)}^2 \leq -\| \eta^{s/2} (\nabla_t^{(k+1)} \varphi_t) \|_{L^2(M)}^2 + C K^{2k+2} \| F \nabla_t \|_{L^2(M), \eta > 0}^2.$$
Proof. We differentiate $|\eta^{s/2}\varphi_t|^2_{L^2}$ using the variation computation in Lemma 3.8,

$$
\frac{d}{dt} \left[ \int_M \eta^s |\varphi|^2 dV_g \right] = \int_M 2 \langle \frac{d}{dt} [\varphi], \eta^s \varphi \rangle dV_g
$$

$$
= \left[ (-1)^{k} 2 \int_M \left< \nabla^{(k+1)} \varphi, \eta^s \varphi \right> dV_g \right]_{T_1} + \left[ \int_M \left< P_2^{(\ell+2k)} [F], \eta^s \varphi \right> dV_g \right]_{T_2}
$$

$$
+ \left[ \sum_{q=0}^{\ell+2k} \int_M \left< P_1^{(\eta_q)} [F], \eta^s \varphi \right> dV_g \right]_{T_3}
$$

$$
+ \left[ \sum_{i=1}^{k} \sum_{j=2}^{i+1} \int_M \left< P_j^{(\ell+2i+4-2j)} [F], \eta^s \varphi \right> dV_g \right]_{T_4}
$$

$$
+ \left[ \sum_{i=1}^{k} \sum_{j=2}^{i+1} \left< \int_M P_j^{(\ell+2i+2-2j)} [F], \eta^s \varphi \right> dV_g \right]_{T_5}.
$$

We address each labelled term separately. Note that the analysis of the constraint on $s$ contributed by each term requires two main considerations. Let $\alpha, \beta, \zeta, r \in \mathbb{N}$ and $(i_j)_{j=1}^{r}$ be some multi-index. First, an application of Corollary 5.5 requires that, if applied to $|\eta^{\alpha/2} \nabla^{(\beta)} F||$, we must have $\alpha \geq 2\beta$. The application of Lemma 5.13 requires that to estimate $\int_M \eta^s \nabla^{(i_1)} F \cdots \nabla^{(i_r)} F dV_g$ with $\sum_{j=1}^{r} i_j = 2\zeta$, then $\alpha \geq 2\zeta$. The constant $C \in \mathbb{R}_{>0}$ to appear in the following manipulations will be updated, increasing through computations.

**$T_1$ estimate.** We manipulate $T_1$ using Lemma 5.13 to shift $\nabla$ across the inner product.

$$
T_1 = \left[ (-1)^{k} 2 \int_M \left< \nabla^{(k+1)} \varphi, \eta^s \varphi \right> dV_g \right]_{T_1}
$$

$$
= -2 \int_M \left< \nabla^{(k+1)} \varphi, \nabla^{(k+1)} [\eta^s \varphi] \right> dV_g + \left< \sum_{q=1}^{2k-2} \sum_{w=0}^{q} \left( \nabla^{(w)} (Rm + F) \ast \nabla^{(2k-2-w)} \varphi \right), \varphi \right>
$$

$$
= \left[ -2 \int_M \left< \nabla^{(k+1)} \varphi, \nabla^{(k+1)} [\eta^s \varphi] \right> dV_g \right]_{T_{11}} + \left[ \int_M \left< P_3^{(2k-2+2\ell)} [F], \eta^s dV_g \right> \right]_{T_{12}}
$$

$$
+ \left[ \sum_{q=0}^{2\ell-2} \int_M \left< P_2^{(2k+q)} [F], \eta^s dV_g \right> \right]_{T_{13}}.
$$

We address each term above separately. For $T_{11}$, we differentiate, resulting in a summation, draw out one term to ‘absorb’ the others and address the rest of the indices.

$$
T_{11} = -2 \sum_{j=0}^{k+1} \int_M \nabla^{(j)} [\eta^s] \ast \left< \nabla^{(k+1-j)} \varphi, \nabla^{(k+1)} \varphi \right> dV_g
$$

$$
\leq -2 ||\eta^{s/2} \nabla^{(k+1)} \varphi||^2_{L^2} + \sum_{j=1}^{k+1} \left< \int_M \eta^s \varphi, \nabla^{(k+1-j)} \varphi, \nabla^{(k+1)} \varphi \right> dV_g.
$$
We manipulate each term in the summation on the right, first by a weighted Hölder’s inequality and then applying Corollary 5.5,

\[ j_{(k+1)}^{(k+1)} \int_M \eta^{s-j} \langle \nabla^{(k+1-j)} \varphi, \nabla^{(k+1)} \varphi \rangle dV_g \]

\[ \leq \varepsilon \left\| \eta^{s/2} \nabla^{(k+1)} \varphi \right\|_{L^2}^2 + C \left\| \eta^{(s-2j)/2} \nabla^{(k+1-j)} \varphi \right\|_{L^2}^2 \]

\[ = \varepsilon \left\| \eta^{s/2} \nabla^{(k+1)} \varphi \right\|_{L^2}^2 + C \left\| \eta^{(s-2j)/2} \nabla^{(k+1+\ell-j)} \varphi \right\|_{L^2}^2 \]

\[ \leq \varepsilon \left\| \eta^{s/2} \nabla^{(k+1)} \varphi \right\|_{L^2}^2 + \epsilon \left\| \eta^{(s-2j+2)/2} \nabla^{(k+1+\ell)} \varphi \right\|_{L^2}^2 + C \| F \|_{L^2, \eta>0}^2 \]

\[ \leq 2\varepsilon \left\| \eta^{s/2} \nabla^{(k+1)} \varphi \right\|_{L^2}^2 + C \| F \|_{L^2, \eta>0}^2 \cdot \]

Therefore we conclude, by summing over all terms,

\[ T_{11} \leq -2 \left\| \eta^{s/2} \nabla^{(k+1)} \varphi \right\|_{L^2}^2 + (k + 1) \left( 2\varepsilon \left\| \eta^{s/2} \nabla^{(k+1)} \varphi \right\|_{L^2}^2 + C \| F \|_{L^2, \eta>0}^2 \right) \]

\[ \leq (-2 + 2\varepsilon (k + 1)) \left\| \eta^{s/2} \nabla^{(k+1)} \varphi \right\|_{L^2}^2 + C \| F \|_{L^2, \eta>0}^2 \cdot \]

**T_{11} bump function constraints.** Now we analyze the maximum power of the bump function in this setting. Corollary 5.5 requires that \( s - 2j > 2(k + 1 + \ell - j) \), namely \( s > 2(k + 1 + \ell) \). There are no other constraints on the bump function.

Next we estimate \( T_{12} \) by applying Lemma 5.6 and then Corollary 5.5.

\[ T_{12} \leq \int_M \left( P_3^{(2k-2+2\ell)} [F] \right) \eta^s dV_g \]

\[ \leq Q_{(3,k-1+\ell)} K \left( \left\| \eta^{s/2} \nabla^{(k-1)} \varphi \right\|_{L^2}^2 + \| F \|_{L^2, \eta>0}^2 \right) \]

\[ = CK \left( \left\| \eta^{s/2} \nabla^{(k+\ell-1+2)} \varphi \right\|_{L^2}^2 + \| F \|_{L^2, \eta>0}^2 \right) \]

\[ \leq \epsilon \left\| \eta^{(s+2)/2} \nabla^{(k+1)} \varphi \right\|_{L^2}^2 + CK^2 \| F \|_{L^2, \eta>0}^2 \]

\[ \leq \epsilon \left\| \eta^{s/2} \nabla^{(k+1)} \varphi \right\|_{L^2}^2 + C K^2 \| F \|_{L^2, \eta>0}^2 \cdot \]

**T_{12} bump function constraints.** The application of Lemma 5.6 and Corollary 5.5 require that \( s \geq 2(1 + \ell) \), giving the restraint here.

Next we estimate \( T_{13} \). We divide up the summation into cases when the index \( q \) is either odd or even and apply Lemma 3.10 to ‘balance out’ the order of the connection application across terms,

\[ T_{13} = \sum_{q \in 2N \cup \{0\}} \int_M \left( P_2^{(2k+q)} [F] \right) \eta^s dV_g + \sum_{q \in 2N-1} \int_M \left( P_2^{(2k+q)} [F] \right) \eta^s dV_g \]

\[ = \left[ \sum_{q \in 2N \cup \{0\}} \int_M \left( P_2^{(2k+q)} [F] \right) \eta^{s-1} dV_g \right]_{T_{13,E}} + \left[ \sum_{q \in 2N-1} \int_M \left( P_1^{(2k+2)} [F] \ast P_1^{(2k+2)} [F] \right) \eta^s dV_g \right]_{T_{13,O}} \]
For each index $q$ of $T_{13,E}$ we apply Lemma 5.6 and then Corollary 5.5, noting that we maximize $q$ at $2\ell - 2$ to obtain the final line,

$$\int_M \left( P_2^{2(k+q)} [F] \right)^{n_1} \eta^{s-1} dV_g \leq Q_{(2,k+q)} \left( ||\eta^{(s-1)/2} \nabla^{(k+\frac{q}{2})} F||^2_{L^2} + ||F||^2_{L^2,\eta=0} \right)$$

$$= C \left( \left||\eta^{(s-1)/2} \nabla^{(k+\ell+1-(\ell-\frac{q}{2}))} \varphi\right||^2_{L^2} + ||F||^2_{L^2,\eta=0} \right)$$

$$\leq \epsilon \left||\eta^{\frac{s-1+2\ell-k}{2}} \nabla^{(k+1)} \varphi\right||^2_{L^2} + C ||F||^2_{L^2,\eta=0}$$

Therefore we conclude that

$$T_{13,E} \leq \epsilon \left(||\eta^{s/2} \nabla^{(k+1)} \varphi||^2_{L^2}\right) + C ||F||^2_{L^2,\eta=0}.$$

**$T_{13,E}$ bump function constraints.** The application of Lemma 5.6 and Corollary 5.5 require that $s - 1 \geq 2k + q$, which is at worst when $q$ is maximized ($q = 2\ell - 2$). Thus $s \geq 2(k + \ell) - 1$.

Next we address $T_{13,O}$. For each term in the summation we apply Hölder’s inequality followed by an application of Lemma 5.6 to each term, then lastly and application of Corollary 5.5.

$$\int_M \left( P_1^{2(k+q)} [F] \ast P_1^{2(k+q)} [F] \right) \eta^s dV_g$$

$$\leq \frac{\epsilon}{2} \int_M P_2^{2(k+q)} [F] \eta^s dV_g + \frac{\epsilon}{2} \int_M P_2^{2(k+q)} [F] \eta^s dV_g$$

$$\leq \frac{\epsilon}{2} Q_{(2,2k+q)} \left( \left||\eta^{s/2} \nabla^{(2k+q)} F\right||^2_{L^2} + ||F||^2_{L^2,\eta=0} \right)$$

$$+ \frac{\epsilon}{2} Q_{(2,2k+q)} \left( \left||\eta^{s/2} \nabla^{(2k+q)} F\right||^2_{L^2} + ||F||^2_{L^2,\eta=0} \right)$$

$$= C \left( \left||\eta^{s/2} \nabla^{k+1+\ell-(\ell-\frac{q}{2})} \varphi\right||^2_{L^2} + \left||\eta^{s/2} \nabla^{k+1+\ell-(\ell-\frac{q}{2})} \varphi\right||^2_{L^2} \right)$$

$$+ C ||F||^2_{L^2,\eta=0}$$

$$\leq \epsilon \left||\eta^{\frac{s+\ell-(\ell-\frac{q}{2})}{2}} \nabla^{(k+1)} \varphi\right||^2_{L^2} + \epsilon \left||\eta^{\frac{s+\ell-(\ell-\frac{q}{2})}{2}} \nabla^{(k+1)} \varphi\right||^2_{L^2} + C ||F||^2_{L^2,\eta=0}$$

$$\leq 2\epsilon \left||\eta^{s/2} \nabla^{(k+1)} F\right||^2_{L^2} + C ||F||^2_{L^2,\eta=0}.$$

**$T_{13,O}$ bump function constraints.** The applications of both Lemma 5.6 and Corollary 5.5 require that $s \geq 2 \left(k + \left\lceil \frac{q}{2} \right\rceil \right)$. We note that $q \leq 2\ell - 3$, so we conclude that $s \geq 2 \left(k + \ell - \left\lceil \frac{q}{2} \right\rceil \right) = 2 \left(k + \ell - 1 \right)$. 


Therefore we conclude that

\[ T_1 \leq (-2 + \epsilon (5 + \ell)) \left\| \eta^{s/2} \nabla^{(k+1)} \varphi \right\|_{L^2}^2 + C K^2 \left\| F \right\|_{L^2, \eta > 0}^2. \]

**T₁ bump function constraints.** Based on the above computations we conclude the cumulative constraint across all subterms \( T_1 \) that \( s \geq 2(k + \ell + 1) \).

**T₂ estimate.** For \( T_2 \) we apply Lemma 5.6 and then Corollary 5.5,

\[
T_2 = \int_M \left\langle P_2^{(\ell+2k)} [F], \eta^s \varphi \right\rangle \, dV_g \\
= \int_M \left( P_3^{(2\ell+2k)} [F] \right) \eta^s \, dV_g \\
\leq Q_{(3,\ell+k)} K \left( \left\| \eta^{s/2} \left( \nabla^{(k+\ell)} F \right) \right\|_{L^2}^2 + \left\| F \right\|_{L^2, \eta > 0}^2 \right) \\
= C K \left( \left\| \eta^{s/2} \left( \nabla^{(k+1+\ell-1)} F \right) \right\|_{L^2}^2 + \left\| F \right\|_{L^2, \eta > 0}^2 \right) \\
\leq \epsilon \left\| \eta^{(s+1)/2} \nabla^{(k+1)} \varphi \right\| + C K^2 \left\| F \right\|_{L^2, \eta > 0}^2 \\
\leq \epsilon \left\| \eta^{s/2} \nabla^{(k+1)} \varphi \right\| + C K^2 \left\| F \right\|_{L^2, \eta > 0}^2.
\]

**T₂ bump function constraints.** For the application of Lemma 5.6 and Corollary 5.5 we required \( s \geq 2(\ell + k) \).

**T₃ estimate.** For \( T_3 \) we divide up terms between an even and odd number of derivatives and have, via integration by parts and collecting up derivatives of \( \eta \) accordingly, noting that \( s > k + \ell \geq \left\lceil \frac{s + \ell}{2} \right\rceil \),

\[
T_3 = \sum_{q=0}^{\ell+2k} \int_M \left\langle P_1^{(q)} [F], \eta^s \varphi \right\rangle \, dV_g \\
= \sum_{q=0}^{\ell+2k} \int_M \left( P_2^{(q+\ell)} [F] \right) \eta^s \, dV_g \\
= \sum_{q+\ell \in 2\mathbb{N}} 2k+\ell \int_M \left( P_2^{(q+\ell)} [F] \right) \eta^s \, dV_g + \sum_{q+\ell \not\in 2\mathbb{N}} 2k+\ell-1 \int_M \left( P_2^{(q+\ell)} [F] \right) \eta^s \, dV_g \\
\leq \left[ \sum_{q+\ell \in 2\mathbb{N}} 2k+\ell \int_M \left( P_2^{(q+\ell)} [F] \right) \eta^{s-1} \, dV_g \right] T_{3,E} \\
+ \left[ \sum_{q+\ell \not\in 2\mathbb{N}} 2k+\ell-1 \int_M \left( P_1^{(q+\ell)} [F] \ast P_1^{(q+\ell)} [F] \right) \eta^s \, dV_g \right] T_{3,O}.
\]
For $T_{3,E}$ we have that by Lemma 5.6 and then Corollary 5.5, noting that since $q \leq 2k + \ell$, then we have that $k + \frac{\ell - d}{2} \geq 0$, each term of the summation becomes

$$j^{(1)}_{\eta}(\int_M (P_2^{(q+\ell)} F^*) \eta^{s-1} dV_g \leq Q_{(2, \frac{q+\ell}{2})} \left( \| \eta^{(s-1)/2} \nabla (\frac{4+\ell}{2}) F \|_{L^2}^2 + \| F \|_{L^2, \eta, > 0} \right)$$

$$= C \left( \| \eta^{(s-1)/2} \nabla (\ell + 1 - (k + 1 + \frac{\ell - d}{2})) F \|_{L^2}^2 + \| F \|_{L^2, \eta, > 0} \right)$$

$$\leq \epsilon \| \eta^{(s+k+\frac{\ell - d}{2})/2} \nabla (k+1) \varphi \|_{L^2}^2 + C \| F \|_{L^2, \eta, > 0}^2$$

$$\leq \epsilon \| \eta^{s/2} \nabla (k+1) \varphi \|_{L^2}^2 + C \| F \|_{L^2, \eta, > 0}^2.$$

**T3,E bump function constraints.** The applications of Lemma 5.6 and Corollary 5.5 required $s \geq q + \ell + 1$. Maximizing the right side of the inequality with respect to $q$ we conclude that $s \geq 2(k + \ell) + 1$. For the second term we manipulate with Hölder’s inequality, apply Lemma 5.6 and then Corollary 5.5, noting that since $q \leq 2k + \ell - 1$, then we have that $\left[\frac{q+\ell}{2}\right] \leq k + \ell$, so

$$\int_M (P_1^{(\frac{q+\ell}{2})} F) \eta^{s} dV_g \leq \int_M (P_2^{(\frac{q+\ell}{2})} F) \eta^{s} dV_g + \int_M (P_2^{(\frac{q+\ell}{2})} F) \eta^{s} dV_g$$

$$\leq Q_{(2, \frac{q+\ell}{2})} \left( \| \eta^{s/2} \nabla (\frac{q+\ell}{2}) F \|_{L^2}^2 + \| F \|_{L^2, \eta, > 0} \right)$$

$$+ Q_{(2, \frac{q+\ell}{2})} \left( \| \eta^{s/2} \nabla (\frac{q+\ell}{2}) F \|_{L^2}^2 + \| F \|_{L^2, \eta, > 0} \right)$$

$$= C \| \eta^{s/2} \nabla (k+1 - (k + 1 + \frac{\ell - d}{2})) F \|_{L^2}^2 + C \| F \|_{L^2, \eta, > 0}^2$$

$$\leq \epsilon \| \eta^{s+k+\frac{\ell - d}{2}} \nabla (k+1) \varphi \|_{L^2}^2 + C \| F \|_{L^2, \eta, > 0}^2$$

$$\leq 2\epsilon \| \eta^{s/2} \nabla (k+1) \varphi \|_{L^2}^2 + C \| F \|_{L^2, \eta, > 0}^2.$$

We explain the manipulation of the bump function power from the second to last line. Note here that since the maximum value of $q$ is $2k + \ell - 1$, then we have $k + \ell + 1 - \left[\frac{q+\ell}{2}\right] \geq 1$, which implies that the powers of $\eta$ are always larger than $s$.

**T3,O bump function constraint.** The applications of Lemma 5.6 and then Corollary 5.5 require that $s \geq \left[\frac{q+\ell}{2}\right]$. Maximizing $q$ at the value $2k + \ell - 1$, we have $s \geq 2(k + \ell)$.

We thus conclude that

$$T_3 \leq 3\epsilon \| \eta^{s/2} \nabla (k+1) \varphi \|_{L^2}^2 + C \| F \|_{L^2, \eta, > 0}^2.$$

**T3 bump function constraint.** We combine the cumulative lower bounds of $T_{3,E}$ and $T_{3,O}$ with the constraint that $s \geq 2(k + \ell)$. 


\textbf{T4 estimate.} For $T_4$ we apply Lemma 5.6 and then Corollary 5.5.

\[
T_4 = \sum_{i=1}^{k} \sum_{j=2}^{i+1} \int_M \left(P_{j+1}^{(2\ell+2i+2-2j)}[F]\right) \eta^s dV_g
\leq \sum_{i=1}^{k} \sum_{j=2}^{i+1} Q(j+1,\ell+1-j)K^{j-1} \left(||\eta^{s/2}\nabla^{(\ell+i+1-j)}F||_{L^2}^2 + ||F||_{L^2,\eta>0}^2\right)
= \sum_{i=1}^{k} \sum_{j=2}^{i+1} CK^{j-1} \left(||\eta^{s/2}\nabla^{(\ell+i+1-j)}F||_{L^2}^2 + ||F||_{L^2,\eta>0}^2\right)
\leq \sum_{i=1}^{k} \sum_{j=2}^{i+1} \epsilon||\eta^{s+(k+j-i)/2}\nabla(k+1)\varphi||_{L^2}^2 + CK^{2j}||F||_{L^2,\eta>0}^2
\leq \frac{k(k+1)}{2} \epsilon||\eta^{s/2}\nabla(k+1)\varphi||_{L^2}^2 + CK^{2k}||F||_{L^2,\eta>0}^2.
\]

Note that the second to last line results from the fact that we must consider the minimizing bump function power by implementing the bounds on $i$ and $j$: with $k-i+j \geq k-k+2 = 2$, and thus the lowest power of $\eta$ is $s+2$, strictly greater than $s$.

\textbf{T4 bump function constraint.} For the application of Lemma 5.6 and Corollary 5.5 we require $s \geq 2(\ell+i+1-j)$. The right hand side of this inequality is maximized when $i = k$ and $j = 2$, that is when $s \geq 2(k+\ell-1)$.

\textbf{T5 estimate.} For $T_5$ we apply Lemma 5.6 and then Corollary 5.5,

\[
T_5 \leq \sum_{i=1}^{k} \sum_{j=2}^{i+1} \int_M \left(P_{j+2}^{(2\ell+2i+2-2j)}[F]\right) \eta^s dV_g
\leq \sum_{i=1}^{k} \sum_{j=2}^{i+1} Q(j+2,\ell+i+1-j)K^{j} \left(||\eta^{s/2}\nabla^{(\ell+i+1-j)}F||_{L^2}^2 + ||F||_{L^2,\eta>0}^2\right)
= \sum_{i=1}^{k} \sum_{j=2}^{i+1} CK^{j} \left(||\eta^{s/2}\nabla^{(\ell+i+1-j)}F||_{L^2}^2 + ||F||_{L^2,\eta>0}^2\right)
\leq \sum_{i=1}^{k} \sum_{j=2}^{i+1} \epsilon||\eta^{s+(k-i+j)/2}\nabla(k+1)\varphi||_{L^2}^2 + CK^{2j}||F||_{L^2,\eta>0}^2
\leq \sum_{i=1}^{k} \sum_{j=2}^{i+1} \epsilon||\eta^{s/2}\nabla(k+1)\varphi||_{L^2}^2 + CK^{2k}||F||_{L^2,\eta>0}^2
\leq \frac{k(k+1)}{2} \epsilon||\eta^{s/2}\nabla(k+1)\varphi||_{L^2}^2 + CK^{2k+2}||F||_{L^2,\eta>0}^2.
\]

Note that the second to last line results from the fact that we must consider the minimizing bump function power by implementing the bounds on $i$ and $j$, as done for $T_4$ previously.

\textbf{T5 bump function constraint.} The application of Lemma 5.6 and Corollary 5.5 require $s \geq 2(\ell+i+1-j)$. Using the bounds on the $i$ and $j$ the right side is maximized when $i = k$ and $j = 2$, that is, when $s \geq 2(k+\ell-1)$. 
Now we combine everything. Summing up the $T_i$ estimates and combining the constraints on $s$ we conclude that

$$\frac{d}{dt} \left[ \int_M |\varphi|^2 \, dV_g \right] \leq \sum_{i=1}^5 T_i$$

$$\leq -2 \left\| \nabla^{(k+1)} \varphi \right\|_{L^2}^2 + (k(k + 1) + \ell + 9) \epsilon \left\| \nabla^{(k+1)} \varphi \right\|_{L^2}^2 + CK^{2k+2} \|F\|_{L^2, \eta > 0}^2,$$

where $s \geq 2(k + \ell + 1)$. Taking $\epsilon = (k(k + 1) + \ell + 9)^{-1}$ yields the desired result. \hfill \Box

**Remark 3.12.** The bounds on $|\nabla^{(i)} R_m|$ for $i \in [0, i_{k, \ell}] \cap \mathbb{N}$ (where $i_{k, \ell}$ is an index dependent on its subscripts) contribute to the coefficient $C$ in the above estimates, though these are undisplayed and incorporated into the $P_i^{(w)}$ notation. In the later blowup analysis (Proposition 3.24), although the manifold $M$ is changing, the bounds on $R_m$ are actually decreasing since the base manifold is tending toward $\mathbb{R}^n$ in the blowup sequence.

**Theorem 3.13.** Let $q \in \mathbb{N}$, $\eta \in \mathcal{B}$, and suppose $\nabla_t \in \mathcal{A}_E \times \mathcal{I}$ is a solution to generalized Yang-Mills $k$-flow with $\sup_{M \times I} |F_{\nabla_t}| < \infty$. Choose $s > 2(k + q + 1)$ and $K > \max\{\sup_{M \times I} |F_{\nabla_t}|, 1\}$. Then for $t \in [0, T) \subset I$ with $T < K^{-2(k+1)}$ there exists $C_q := C_q \left( \dim M, \text{rank } E, k, s, q, g, j_{\eta}^{(s)} \right) \in \mathbb{R}_0^+$, such that the following estimates hold.

$$\left\| \eta^s \nabla_t^{(q)} F_{\nabla_t} \right\|_{L^2(M)}^2 \leq \frac{C_q \left( \sup_{[0, T]} \|F_{\nabla_t}\|_{L^2(M), \eta > 0}^2 \right)}{t^{k+1}}.$$

**Proof.** Set $\alpha_q := 1$, and let $\{\alpha_{k, \ell}\}_{k=0}^{q-1} \subset \mathbb{R}$ be coefficients to be determined. Then set

$$\Phi(t) := \sum_{\ell=0}^q \alpha_{k, \ell} t^{\ell} \left\| \eta^s \nabla_t^{(k+1)\ell} F_t \right\|_{L^2}^2.$$

Then differentiating, reindexing and applying Lemma 3.11 yields

$$\frac{d\Phi}{dt} = \sum_{\ell=1}^q \ell \alpha_{k, \ell} t^{\ell-1} \left\| \eta^s \nabla_t^{(k+1)\ell} F_t \right\|_{L^2}^2 \sum_{\ell=0}^q \alpha_{k, \ell} t^{\ell} \frac{d}{dt} \left[ \left\| \eta^s \nabla_t^{(k+1)\ell} F_t \right\|_{L^2}^2 \right]$$

$$\leq \sum_{\ell=0}^{q-1} \left( (\ell + 1) \alpha_{k+1, \ell} t^{\ell+1} \left\| \eta^s \nabla_t^{(k+1)(\ell+1)} F_t \right\|_{L^2}^2 \right)$$

$$+ \sum_{\ell=0}^q \left( \alpha_{k, \ell} t^{\ell} \left( - \left\| \eta^s \left( \nabla_t^{(k+1)(\ell+1)} F_t \right) \right\|_{L^2}^2 + CK^{2k+1} \left\| F_t \right\|_{L^2, \eta > 0}^2 \right) \right)$$

$$= -t^{\ell} \left\| \eta^s \left( \nabla_t^{(k+1)(q+1)} F_t \right) \right\|_{L^2}^2 + \sum_{\ell=0}^q (\alpha_{k+1, \ell+1} - \alpha_{k, \ell}) t^{\ell} \left\| \eta^s \left( \nabla_t^{(k+1)(\ell+1)} F_t \right) \right\|_{L^2}^2$$

$$+ CK^{2k+1} \sum_{\ell=0}^q \alpha_{k, \ell} t^{\ell} \left\| F_t \right\|_{L^2, \eta > 0}^2.$$

Using the initial condition $\alpha_q = 1$, we choose constants satisfying the recursion relation

$$\alpha_{k+1, \ell+1} - \alpha_{k, \ell} \leq 0,$$
so in particular, we choose constants which satisfy \( \alpha_\ell \geq \frac{q}{2} \). Then incorporating the fact that \( t \) is bounded above by \( K^{-2(k+1)} \) and choosing \( C_{(k+1)q} \geq C(\sum_{\ell=0}^q \alpha_\ell) \),

\[
\frac{d\Phi}{dt} = CK^{2(k+1)} \sum_{\ell=0}^q \alpha_\ell \ell^p \|F_t\|_{L^2, \eta > 0}^2 \leq C_{(k+1)q} K^{2(k+1)} \|F_t\|_{L^2, \eta > 0}^2
\]

integrating both sides with respect to the temporal variable yields that

\[
\Phi(t) - \Phi(0) \leq C_{(k+1)q} K^{2(k+1)} \int_0^t \|F_t\|_{L^2, \eta > 0}^2 dt,
\]

therefore

\[
t^q \|\eta^s \nabla_{(k+1)q} F_t\|_{L^2}^2 \leq C_{(k+1)q} tK^{-2(k+1)} \left( \sup_{t \in [0,T]} \|F_t\|_{L^2, \eta > 0}^2 \right) + \Phi(0)
\]

\[
\leq C_{(k+1)q} \left( \sup_{t \in [0,T]} \|F_t\|_{L^2, \eta > 0}^2 \right) + q! \|F_0\|_{L^2, \eta > 0}.
\]

We conclude

\[
\|\eta^s \nabla_{(k+1)q} F\|_{L^2}^2 \leq \frac{C_{(k+1)q}}{t^q} \left( \sup_{t \in [0,T]} \|F_t\|_{L^2, \eta > 0}^2 \right).
\]

To complete the proof we consider remaining derivative types (that is, \( \|\eta^s \nabla_{(k+1)\ell + w} F_t\|_{L^2}^2 \) where \( m \in \mathbb{N} \cup \{0\} \) and \( w \in [1, k] \cap \mathbb{N} \). We observe that by Corollary 5.5 combined with the fact that \( T < 1 \), then

\[
\left\| \nabla_{(k+1)\ell + w} F_t \right\|_{L^2}^2 \leq \epsilon \left\| \nabla_{(k+1)(\ell + 1)} F_t \right\|_{L^2}^2 + C_{\ell} \|F_t\|_{L^2, \eta > 0}^2
\]

\[
\leq \frac{C_{(k+1)(\ell + 1)}}{t^{\ell + 1}} \left( \sup_{t \in [0,T]} \|F_t\|_{L^2, \eta > 0}^2 \right) + \frac{C_{\ell} \|F_t\|_{L^2, \eta > 0}^2}{t^{\ell + 1}}
\]

\[
\leq \frac{C \sup_{t \in [0,T]} \|F_t\|_{L^2, \eta > 0}^2}{t^{\ell + 1}}.
\]

We have established the inequality for all \( q \in \mathbb{N} \), and the result follows. \( \square \)

**Corollary 3.14.** Suppose \( \nabla_t \in \mathcal{A}_E \times [0, \tau] \) is a solution to generalized Yang-Mills \( k \)-flow and \( \eta \in \mathcal{B} \). Set \( \tau := \min\{\tau, 1\} \) and \( K \geq \sup_{M \times [0, \tau]} \|F_{\nabla_t}\|. \) Then for \( s, \ell \in \mathbb{N} \) with \( s > (k + \ell + 1) \) there exists

\[
Q_\ell := Q_\ell \left( K, s, \ell, j_1^{(s)}, \text{rank } E, g, \dim M, \Sigma \right) \in \mathbb{R}_{>0} \text{ such that }
\]

\[
\sup_{M} \|\eta^s \nabla_{(k+1)q} F_{\nabla_t}\|_{L^2}^2 \leq 2 \sup_{M \times [0, \tau]} \|F_{\nabla_t}\|_{L^2(M), \eta > 0}^2.
\]

**Remark 3.15.** Note that the corollary results have no dependency on the initial connection \( \nabla_0 \).

**Proof.** By the smoothing estimates of Theorem 3.13 we have that

\[
\sup_M \|\eta^s \nabla_{(k+1)q} F_{\nabla_t}\|_{L^2}^2 \leq Q_\ell \sup_{M \times [0, \tau]} \|F_t\|_{L^2, \eta > 0}^2.
\]

Since \( \|\eta^s \nabla_{(k+1)q} F\|_{L^2}^2 \) is a real valued function on \( M \times [0, \infty) \), and any \( j > \frac{q}{2} \), we use Kato’s Inequality (Lemma 5.3) combined with the second Sobolev Imbedding Theorem (Theorem 5.2), which gives that \( H^j_{\ell} \subset C^j_{\ell} \), yielding the Sobolev constant \( S_\ell \) so that

\[
\sup_M \|\eta^s \nabla_{(k+1)q} F_{\nabla_t}\|_{L^2}^2 \leq S_\ell \sum_{j=0}^j \|\nabla^{(w)} F_{\nabla_t}\|_{L^2} \leq S_\ell \sum_{j=0}^j \|\eta^s \nabla^{(k+1)q} F_{\nabla_t}\|_{L^2}.
\]
Therefore, combining the two above inequalities,

\[
\sup_M \left| \eta^s \nabla^{(t)} F_t \right|^2 \leq S_\ell \sum_{\omega=0}^j \left( C_{\ell+w} \sup_{[0,\eta]} \| F_{\ell+t} \|_{L^2,\eta>0} \right)^{1/2} \\
\leq S_\ell \left( \max_{w\in[0,j]\cap\mathbb{N}} C_{\ell+w} \right) \left( \sup_{M\times[0,\eta]} \| F_{\ell+t} \|_{L^2,\eta>0} \right).
\]

Setting \( Q_\ell := S_\ell \left( \max_{w\in[0,j]\cap\mathbb{N}} C_{\ell+w} \right) \), the result follows. \( \square \)

**Corollary 3.16.** Suppose \( \nabla_t \in \mathcal{A}_E \times [0,T) \) is a solution to generalized Yang-Mills flow for \( T \in [0,\infty) \) and that \( \eta \in \mathcal{B} \). Furthermore suppose that

\[
\max \left\{ \sup_{[0,T]} \| F_{\nabla_t} \|_{L^2(M)}, \sup_{[0,T]} \| F_{\nabla_t} \|_{L^\infty(M)} \right\} \leq K \in [1,\infty).
\]

Then for \( t \in [0,T) \), \( s,\ell \in \mathbb{N} \) with \( s > 2(k+\ell+1) \) there, exists some

\[ Q_\ell := Q_\ell(\nabla_0, T, K, \ell, s, g, \dim(M), j_\eta^{(t)}) \in \mathbb{R}_0^+ \]

such that

\[
\sup_{M\times[0,T]} \left| \eta^s \nabla^{(t)} F_t \right|^2 \leq Q_\ell.
\]

**Proof.** Since \( \nabla_t \) exists and is smooth on the compact interval \([0,\frac{T}{2}]\) over \( M \), which is also compact, then for each \( \ell \in \mathbb{N} \) there exists a constant \( B_\ell > 0 \) dependent on \( \nabla_0 \) such that

\[
\sup_{[0,\frac{T}{2}]} \left| \eta^s \nabla^{(t)} F \right|^2_{L^2} \leq B_\ell.
\]

Let \( \tau := \min \left\{ \frac{1}{K^{2(t+\eta)}}, \frac{T}{2} \right\} \). Then if we consider any time \( t > \frac{T}{2} \) we can consider the estimate given on the interval \( [\ell - \tau, \ell] \) by applying Corollary 3.14 to obtain a local pointwise bound. However, since this bound is independent of each \( t \) (only relying on the time \( \frac{T}{2} \)), then we in fact have a uniform bound over \( \left[ \frac{T}{2}, T \right) \). Taking the maximum of this and \( B_\ell \) we achieve the desired result. \( \square \)

### 3.3. Long time existence obstruction

We first prove two general lemmas which are in fact independent of the flow. The first is a completely general manipulation, and the second only relies on the bounds on \( |\nabla^{(t)} F_{\nabla_t}| \) for \( \ell \in \mathbb{N} \) for a given family \( \nabla_t \in \mathcal{A}_E \times \mathcal{I} \).

**Lemma 3.17.** Let \( \nabla, \tilde{\nabla} \in \mathcal{A}_E \) and set \( \Upsilon := \tilde{\nabla} - \nabla \). Then for all \( \zeta \) in some tensor product of \( TM \), \( E \), and their corresponding duals,

\[
\tilde{\nabla}^{(t)} [\zeta] = \nabla^{(t)} [\zeta] + \sum_{i=0}^{\ell-1} \sum_{(j-i) \neq 0} P_{\ell-1-i}^{(j)} [\Upsilon] \ast P_1^{(j-i)} [\zeta] \\
= \nabla^{(t)} [\zeta] + \sum_{i=0}^{\ell-1} \sum_{(j-i) \neq 0} (\tilde{P}_{\ell-1-i}^{(j)} [\Upsilon] \ast \tilde{P}_1^{(j-i)} [\zeta]).
\]

**Proof.** The first summation follows simply from direct computation, so we address the second. Note that any quantity in \( P_w^{(v)} [\Upsilon] \) has the form, for some multiindex \((r_j^w)_{j=1}^w\) where \( \sum_{j=1}^w r_j = v \),

\[
P_w^{(v)} = \nabla^{(r_1)} [\Upsilon] \ast \cdots \ast \nabla^{(r_w)} [\Upsilon].
\]
Then replacing $\nabla = \tilde{\nabla} + \Upsilon$ yields
\[
P_w^{(r)} = \nabla^{(r_1)} [\Upsilon] \ast \ldots \ast \nabla^{(r_w)} [\Upsilon]
\]
\[
= (\tilde{\nabla} + \Upsilon^*)^{(r_1)} [\Upsilon] \ast \ldots \ast (\tilde{\nabla} + \Upsilon^*)^{(r_w)} [\Upsilon]
\]
\[
= \left( \sum_{q=0}^{r_1} q \left( \tilde{r}_{r_1+1-p} [\Upsilon] \right) \right) \ast \ldots \ast \left( \sum_{q=0}^{r_w} q \left( \tilde{r}_{r_w+1-p} [\Upsilon] \right) \right)
\]
\[
= \sum_{q=0}^{v} q \left( \tilde{r}_{i-w-p} [\Upsilon] \right).
\]
Thus we have that
\[
\left( P_{i-1-i}^{(j)} [\Upsilon] \ast P_{1}^{(j-i)} [\zeta] \right) = \left( \sum_{q=0}^{i} q \sum_{p=0}^{w} \left( \tilde{r}_{i-1-p} [\Upsilon] \right) \right) \ast P_{1}^{(j-i)} [\zeta],
\]
and thus
\[
\sum_{j=0}^{i-1} j \left( \sum_{q=0}^{i} q \left( \tilde{r}_{i-1-p} [\Upsilon] \right) \right) \ast P_{1}^{(j-i)} [\zeta] = \sum_{j=0}^{i-1} j \left( \tilde{r}_{i-1-1} [\Upsilon] \ast P_{i-1}^{(j-i)} [\zeta] \right).
\]
The result follows.
\[
\square
\]
For the following proof let $\nabla_t \in A_E \times [0, T)$ for some $T < \infty$, and set
\[
\Upsilon_s := \int_0^s \left( \frac{\partial \nabla}{\partial t} \right) dt.
\]
Note that for all $s < T$, we have $\Upsilon_s := \nabla_s - \nabla_0$.

**Proposition 3.18.** Let $\nabla_t \in A_E \times [0, T)$ for some $T < \infty$. Suppose further that for all $\ell \in \mathbb{N}$ there exists $C_\ell \in \mathbb{R}_{>0}$ such that
\[
\sup_{M \times [0, T]} \left| \nabla_t^{(\ell)} \left( \frac{\partial \nabla}{\partial t} \right) \right| \leq C_\ell.
\]
Then $\lim_{t \to T} \nabla_t := \nabla_T$ exists and is smooth.

**Proof.** We first demonstrate that $\nabla_T := \lim_{t \to T} \nabla_t$ exists in $C^0(M)$. For all $s \leq T$ we have
\[
|\Upsilon_s| = \left| \int_0^s \left( \frac{\partial \nabla}{\partial t} \right) dt \right| \leq TC_0.
\]
This implies, since $\nabla_0$ is continuous, that $\nabla_T$ is continuous.

Next we demonstrate smoothness of $\nabla_T$. The proof proceeds by induction on the $\ell \in \mathbb{N}$ satisfying $|\nabla_0^{(\ell)} [\Upsilon_T]| < \infty$. Let $s < T$. For the base case,
\[
|\nabla_0 [\Upsilon_s]| = \left| \int_0^s \nabla_0 \left( \frac{\partial \nabla}{\partial t} \right) dt \right|
\]
\[
= \left| \int_0^s \left( \nabla_0 \left( \frac{\partial \nabla}{\partial t} \right) - \Upsilon_t \ast \left( \frac{\partial \nabla}{\partial t} \right) \right) dt \right|
\]
\[
\leq \int_0^s \left( |\nabla_0 \left( \frac{\partial \nabla}{\partial t} \right)| + C |\Upsilon_t| \left( \frac{\partial \nabla}{\partial t} \right) \right) dt,
\]
where $C = C (\dim M, \text{rank } E) \in \mathbb{R}_{>0}$. Applying this to the above computations,
\[
|\nabla_0 [\Upsilon_s]| \leq \int_0^s \left( \left| \nabla_0 \left( \frac{\partial \nabla}{\partial t} \right) \right| + C |\Upsilon_t| \left( \frac{\partial \nabla}{\partial t} \right) \right) dt \leq TC_1 + CTC_0^2 < \infty.
\]
Since $\mathcal{Y}_s$ is continuous and the bound above is uniform across $s \in [0,T)$ then $|\nabla_0 [\mathcal{Y}_s]| < \infty$, completing the proof of the base case.

Now let $\ell \in \mathbb{N}$ and suppose the induction hypothesis is satisfied for \{1, \ldots, $\ell - 1$\}. Expanding $\nabla_0^{(\ell)} [\mathcal{Y}_s]$ and applying Lemma 3.17,

$$
\nabla_0^{(\ell)} [\mathcal{Y}_s] = \int_0^s \nabla_t^{(\ell)} \left[ \frac{\partial \mathcal{Y}}{\partial t} \right] dt
= \int_0^s \left( \nabla_t^{(\ell)} \left[ \frac{\partial \mathcal{Y}}{\partial t} \right] + \sum_{j=0}^{\ell-1} \sum_{i=0}^{j} \left( P_{\ell-1-i}^{(i)} [\mathcal{Y}_t] \ast P_1^{(\ell-i)} \left[ \frac{\partial \mathcal{Y}}{\partial t} \right] \right) \right) dt.
$$

Where here $P$ is taken with respect to $\nabla_t$. Taking the norm of the quantities gives, for $C > 0$,

$$
|\nabla_0^{(\ell)} [\mathcal{Y}_s]| = \int_0^s \left( ||\nabla_t^{(\ell)} [\frac{\partial \mathcal{Y}}{\partial t}]|| + \sum_{i=0}^{\ell-1} \sum_{j=0}^{j} \left( P_{\ell-1-i}^{(i)} [\mathcal{Y}_t] \ast P_1^{(\ell-i)} \left[ \frac{\partial \mathcal{Y}}{\partial t} \right] \right) \right) dt.
$$

Each term is bounded by assumption, and in particular, all terms on the right are bounded by the induction hypothesis, $|\nabla_0^{(\ell)} [\mathcal{Y}_s]| < \infty$. Since our choice of bounds are uniform for all $t \in [0,T)$ and $\mathcal{Y}_s$ is continuous, it follows that $|\nabla_0^{(\ell)} [\mathcal{Y}_T]| < \infty$, so the induction hypothesis is satisfied by $\ell$. Thus $\mathcal{Y}_T$ is smooth, so since

$$
\mathcal{Y}_T = \lim_{t \to T} \mathcal{Y}_t = \lim_{t \to T} (\Gamma_0 - \Gamma_t) = \Gamma_0 - \lim_{t \to T} \Gamma_t,
$$

then $\nabla_t$ may be extended to $\nabla_T := \lim_{t \to T} \nabla_t$, which is smooth. The result follows. \qed

Using the previous results we demonstrate that the only obstruction to long time existence of the flow is a lack of supremal bound on the curvature tensor.

**Theorem 3.19.** Suppose $\nabla_t$ is a solution to generalized Yang-Mills $k$-flow for some maximal $T < \infty$. Then

$$
\sup_{M \times [0,T]} |F_{\nabla_t}| = \infty.
$$

**Proof.** Suppose to the contrary that $\sup_{M \times [0,T]} |F_{\nabla_t}| \leq K < \infty$. Then by Corollary 3.16 for all $t \in [0,T)$ and $\ell \in \mathbb{N}$, we have $\sup_{M} |\nabla^{(\ell)} F_{\nabla_t}|$ is uniformly bounded and so by Proposition 3.18, $\nabla_T := \lim_{t \to T} \nabla_t$ exists and is a smooth solution to generalized Yang-Mills $k$-flow for such $t$. However, by Proposition 3.7, there exists $\epsilon > 0$ such that $\nabla_t$ exists over the extended temporal domain $[0,T + \epsilon)$, which contradicts the assumption that $T$ was maximal. Thus $\sup_{M \times [0,T]} |F_{\nabla_t}| = \infty$, and the result follows. \qed

### 3.4. Blowup analysis

We now address the possibility of Yang-Mills $k$-flow singularities given no bound on the spatial supremum of curvature. To do so we require the following theorem of Uhlenbeck [27].

**Theorem 3.20** (Coulomb Gauge Theorem, Theorem 1.3, pp. 33 of [27]). Suppose $2p \geq n$. There are constants $\kappa_n, c_n \in \mathbb{R}_{>0}$ such that any connection $\nabla$ on the trivial bundle over $B_0(1) \subset \mathbb{R}^n$, the unit ball, with $||\nabla F||_{L^{(n/2)}(\mathbb{R}^n)} < \kappa_n$ is gauge equivalent to a connection $\nabla$ with coefficient matrix $\Gamma_t$ over $B_0(1)$ such that

1. $D^*_\nabla \Gamma = 0$,
2. $||\Gamma||_{C^{0,1}(\mathbb{R}^n)} \leq c_n ||\nabla F||_{C^{0,0}(\mathbb{R}^n)} = c_n ||\nabla F||_{C^{p,0}(\mathbb{R}^n)}$.

For our setting we will need to extend this choice of gauges over a large region. This will be accomplished using the following result stated in Donaldson and Kronheimer’s text [9].
Theorem 3.21 (Gauge patching theorem, Corollary 4.4.8, pp.159 of [9]). Suppose \( \{\nabla^i\} \) is a sequence of connections on \( E \) over \( M \) with the following property: for each \( x \in M \) there is a neighborhood \( U_x \) and a subsequence \( \{\nabla_i^j\} \) with corresponding sequence of gauge transformations \( s_{ij}^k \) defined over \( M \) such that \( s_{ij}^k \nabla^j_i \) converges over \( U_x \). Then there is a single subsequence \( \{\nabla^i_k\} \) defined over \( M \) such that \( s_{ij}^k \nabla^j_i \) converges over all of \( M \).

Now we establish some preliminary scaling laws of Yang-Mills \( k \)-flow, and discuss the effect that this scaling has on the generalized flow, which will be key in the proceeding blowup analysis argument.

Lemma 3.22. Suppose \( \nabla_t \in \mathcal{A}_E \times \mathcal{I} \) is a solution to Yang-Mills \( k \)-flow with local coefficient matrices \( \Gamma_i \). Define the one-paramater family \( \nabla^\lambda_t \in \mathcal{A}_E \times \mathcal{I} \) with coefficient matrices given by
\[
(3.13) \quad \Gamma^\lambda_t(x) := \lambda \Gamma \lambda(k+1)_t(\lambda x).
\]
Then \( \nabla^\lambda_t \) is also a solution to Yang-Mills \( k \)-flow.

Proof. Using the scaling as in (3.13) we set \( F^\lambda_t := F_t^\lambda \) and \( D^\lambda_t := D_t^\lambda \). Then we insert \( \nabla^\lambda_t \) into the Yang-Mills \( k \)-flow equation. First, we take the temporal derivative.
\[
\frac{\partial \nabla^\lambda_t}{\partial t} = \frac{\partial \Gamma^\lambda_t}{\partial t} = \lambda^{2k+3} \frac{\partial \Gamma_t}{\partial t} = \lambda^{2k+3} \frac{\partial \nabla_t}{\partial t}.
\]
Now we compare this to the scaling of \( \text{Grad} \, \mathcal{Y} \mathcal{M}_1 \). If we revisit the proof of Proposition 2.3, rather than commute connections and perform integration by parts (in order to get clean Laplacian pairings), if we instead just directly integrate by parts, one confirms that
\[
\text{Grad} \, \mathcal{Y} \mathcal{M}_1(\nabla) = P_{1,-\,\text{Rm}}^{(2k+1)} [F_\nabla] + P_{2,-\,\text{Rm}}^{(2k-1)} [F_\nabla],
\]
where here \( P_{v,-\,\text{Rm}}^{(u)} \) notation is that of Definition 1.3 with the added constraint that the quantities are written entirely in terms of derivatives of \( F_\nabla \). With this in mind, as a consequence of Lemma 5.9,
\[
\text{Grad} \, \mathcal{Y} \mathcal{M}_1(\nabla^\lambda_t) = \lambda^{2k+3} \text{Grad} \, \mathcal{Y} \mathcal{M}_1(\nabla_t).
\]
Thus the desired scaling law holds through the Yang-Mills \( k \)-flow equation. The result follows. \( \square \)

Remark 3.23. While the proof of Lemma 3.22 only applies in the case of Yang-Mills \( k \)-flow, we may utilize the result on the generalized flow in the subsequent blow up analysis. To see this we must verify that the order of \( \mathcal{O}_k \) works favorably with respect to the scaling law (that is, if we send \( \lambda \to 0 \)). Rescaling with \( \Gamma^\lambda_t(x) := \lambda \Gamma \lambda(k+1)_t(\lambda x) \) we have, by appealing to Lemma 5.9,
\[
\mathcal{O}_k(\nabla^\lambda) = \sum_{i=1}^{k} \sum_{j=2}^{i+1} (P_j)^{2i+3-2j} [F_\nabla] = \sum_{i=1}^{k} \sum_{j=2}^{i+1} \lambda^{2i+3} P_j^{2i+3-2j} [F_\nabla].
\]
We have that \( 5 \leq 2i + 3 \leq 2k + 3 \). As \( \lambda \to 0 \) we have that all terms are dominated except those of the form
\[
\sum_{i=1}^{k} \sum_{j=2}^{i+1} \lambda^{2k+3} P_j^{2k+3-2j} [F_\nabla].
\]
These are the dominant quantities of \( \mathcal{O}_k \) in the context of rescaling for small \( \lambda \) and agree with the scaling law of Yang-Mills \( k \)-flow, thus ultimately preserving the behavior of the blowup limit.

We now demonstrate the construction of a generalized Yang-Mills \( k \)-flow blowup limit in the following proposition.
Proposition 3.24. Suppose there exists a maximal \( T \in [0, \infty] \) such that \( \nabla_t \in \mathcal{A}_E \times [0, T) \) is a solution to generalized Yang-Mills k-flow and \( \lim_{t \to T} \| F_{\nabla_t} \|_{L^\infty(M)} = \infty \). Then a blowup sequence \( \{ \nabla_t^i \} \) exists and converges pointwise to a smooth solution \( \nabla_t \) to generalized Yang-Mills k-flow with domain \( \mathbb{R}^n \times \mathbb{R}_{\leq 0} \). Additionally for each \( q \in \mathbb{N} \) there exists \( C_q = C_q(K, q, \text{rank } E, y, \dim M) \) such that

\[
\sup_{(x, t) \in \mathbb{R}^n \times \mathbb{R}_{\leq 0}} |\nabla_t^{(q)} F_{\nabla_t}| \leq C_q,
\]

and furthermore \( |F_{\nabla_t}(0)| = 1 \).

Proof. Choose a sequence \( \tau_i \searrow T \) within \( [0, T) \). For each \( \tau_i \), there exists a point \( (x_i, t_i) \in M \times [0, T) \) so that

\[
|F_{\nabla_{t_i}}(x_i)| = \sup_{(x, t) \in M \times [0, \tau_i]} |F_{\nabla_t}(x)|.
\]

Choose a subsequence so that \( \{ x_i \} \) converges to some \( x_\infty \in M \). There exists some chart about the blowup center \( x_\infty \) so that the tail of the sequence \( \{ x_i \} \) is contained within the single chart mapping into \( B_0(1) \). We will only consider the sequence tail, so it is therefore sufficient to utilize the coordinate chart and assume that the sequence is contained in \( \mathbb{R}^n \). Thus we may identify connections with their coefficient matrices in this argument.

Let \( \{ \lambda_i \} \subset \mathbb{R}_{>0} \) be constants to be determined, and set

\[
\Gamma^i_t(x) := \lambda_i^{1/(2k+2)} \Gamma_{\lambda_i t+t_i} (\lambda_i^{1/(2k+2)} x + x_i).
\]

Note the corresponding curvatures \( F_t := F_{\nabla_t} \) is scaled in the following manner,

\[
F^i_t(x) = \lambda_i^{1/(k+1)} F_{\lambda_i t+t_i} (\lambda_i^{1/(2k+2)} x + x_i).
\]

By Lemma 3.22 all corresponding \( \nabla_t^i \) are also solutions to the generalized Yang-Mills k-flow (though with different initial conditions and scaled lower order terms). The domain for each \( \nabla^i_t \) is \( B_{x_i} ((\lambda_i)^{-1/(2k+2)} \times \left[ \frac{-t_i}{\lambda_i}, \frac{t_i}{\lambda_i} \right] \). We will choose \( \lambda_i \) to mitigate the 'blowing up' of the sequence curvatures \( F^i_t \) by observing the following:

\[
\sup_{t \in \left[ \frac{-t_i}{\lambda_i}, \frac{t_i}{\lambda_i} \right]} |F^i_t(x)| = \left| \lambda_i^{1/(k+1)} \right| \sup_{t \in \left[ \frac{-t_i}{\lambda_i}, \frac{t_i}{\lambda_i} \right]} \left| F_{\lambda_i t+t_i} (\lambda_i^{1/(2k+2)} x + x_i) \right| \\
= \left| \lambda_i^{1/(k+1)} \right| \sup_{t \in [0, t_i]} |F_t(x)| \\
= \left| \lambda_i^{1/(k+1)} \right| |F_{t_i}(x)|.
\]

Setting \( \lambda_i = |F_{t_i}(x_i)|^{-(k+1)} \) gives that

\[
1 = |F^i_0(0)| = \lambda_i^{1/(k+1)} |F_{0+t_i}(0 + x_i)| = \sup_{t \in \left[ \frac{-t_i}{\lambda_i}, 0 \right]} |F^i_t(x)|.
\]

(3.14) Note that we have no information on the behavior of the \( F^i_t \) for \( t > 0 \), so this bound (3.14) induced by the choices of \( \lambda_i \) is only guaranteed on \( \mathbb{R}_{\leq 0} \).

Next we construct smoothing estimates for the sequence \( \{ \nabla_t^i \} \). Let \( y \in \mathbb{R}^n, \tau \in \mathbb{R}_{\leq 0} \) and consider sequence indices \( i \in \mathbb{N} \) such that the domain of \( \nabla_t^i \) contains \( B_y(1) \times [\tau - 1, \tau] \). Let \( \eta_y \in C^\infty_c(M) \) be chosen so that

\[
\begin{cases} 
0 \leq \eta_y \leq 1, \\
\text{supp} \eta_y = B_y(1), \\
\eta_y |_{B_y(\frac{1}{2})} = 1.
\end{cases}
\]
For any $s \in \mathbb{N}$ note that $\sup_{[\tau-1,\tau]} |\eta^{q}_{\rho} F_{i}^t| \leq 1$. Since each $\eta^{q}_{\rho} F_{i}^t$ is smooth on $[\tau-1,\tau]$ then by Corollary 3.14 for all $q \in \mathbb{N}$ one may choose $s > 2(k + q + 1)$ so that there exists a $Q_q$ such that
\[
\sup_{\{\tau\} \times B_y(\frac{1}{2})} \left( (\nabla^q_{i}) F_{i}^t \right) \leq \sup_{\{\tau\} \times B_y(1)} |\eta^{q}_{\rho} (\nabla^q_{i}) F_{i}^t| \leq Q_q.
\]
Utilizing the same bump function and recentering it at each point, we establish uniform smoothing estimates across all of $\mathbb{R}^n$. Therefore, we obtain uniform pointwise bounds for $((\nabla^q_{i}) F_{i}^t)$ for all $q, i \in \mathbb{N}$.

Let $\epsilon, R \in \mathbb{R}_{>0}$ and $\tau \in \mathbb{R}_{\leq 0}$. For any $m \in \mathbb{N}$ we consider the compact time interval $[\tau - m, -\frac{1}{m}]$ and all $i \in \mathbb{N}$ such that the domain of $\nabla^q_{i}$ contains $[\tau - m, -\frac{1}{m}] \times B_0(R + m + \epsilon)$. Since the $F_{i}^t$ are all pointwise uniformly bounded by 1, then there exists some $\delta > 0$ so that for any $y \in \mathbb{R}^n$, we have $\|F_{i}^t\|_{L^{n/2}B_y(\delta)} \leq \kappa_n$, where $\kappa_n$ is as defined in the Coulomb Gauge Theorem (Theorem 3.20). We rescale coordinates of the sequence of connections $\nabla^q_{i}$ restricted to $B_y(\delta)$ (so that $B_y(\delta) \mapsto B_0(1)$), again using the scalings laws to preserve that $\nabla^q_{i}$ is a solution to Yang-Mills $k$-flow up to highest order terms, by setting
\[
\tilde{\Gamma}_{i}^t(x) := \frac{1}{\delta^2} \Gamma_{i\delta^{-2}} \left( \frac{x-y}{\delta} \right).
\]
We apply the Coulomb Gauge Theorem for $t = \delta^2(\tau - m)$ to obtain a sequence of connections $\tilde{\Upsilon}_{i}^t$ which are gauge equivalent to $\tilde{\Gamma}_{i}^t$ on $B_0(1)$ and some $c_n > 0$ satisfying, for all $i \in \mathbb{N}$,
\[
\left\| \tilde{\Upsilon}_{i}^t(\delta^2(\tau - m)) \right\|_{C^{n,1}} \leq c_n.
\]
Note that for $t = \delta^2(\tau - m)$ the curvatures corresponding to $\tilde{\Upsilon}_{i}^t$ coincide with the curvatures corresponding to $\tilde{\Gamma}_{i}^t$. We will denote these by $\tilde{F}_{i}^t$. As a result of Lemma 3.22 the curvatures scale with the coefficient matrices and so the derivatives of curvatures are also uniformly bounded, that is, for all $q \in \mathbb{N}$ there exists $C_q > 0$ such that
\[
\sup_{B_0(1) \times [\delta^2(\tau - m), \frac{\delta^2}{m}]} \left\| \nabla^q_{i} \tilde{F}_{i}^t \right\| \leq C_q.
\]
Consequently, as demonstrated in Proposition 3.18, given the short time existence of $\nabla^q_{i}$ by Proposition 3.7, it follows that it exists for $t \in [\delta^2(\tau - m), \frac{\delta^2}{m}]$ such that for some $C(\tau-m) \in \mathbb{R}_{>0}$,
\[
\sup_{B_0(1) \times [\delta^2(\tau - m), \frac{\delta^2}{m}]} \left\| \tilde{\Upsilon}_{i}^t \right\|_{C^{n,1}} \leq \delta^2 C(\tau-m).
\]
We redilate and shift the coordinates to recover the domain $B_y(\delta)$ and thus obtain a new sequence of connections $\Upsilon_{i}$ defined on $B_y(\delta)$ by
\[
\Upsilon_{i}^t(x) := \delta^2 \tilde{\Upsilon}_{i}(\delta x + y),
\]
which satisfies
\[
\sup_{B_y(\delta) \times [\tau - m, \frac{1}{m}]} \left\| \Upsilon_{i}^t \right\|_{C^{n,1}} \leq C(\tau-m).
\]
Again, we emphasize that in fact each $\Upsilon_{i}^t$ is a solution to generalized Yang-Mills $k$-flow by virtue of the steps used to construct it, and furthermore $\Upsilon_{i}^t$ is gauge equivalent to $\Gamma_{i}^t$. Taking a countable covering of these balls for $y \in B_0(R + m)$, we apply the Gauge Patching Theorem (Theorem 3.21) and obtain sequence of connection matrices $\{\Upsilon_{i}\}$ defined over all of $B_0(R + m)$.

Recursively consider $\rho \in \mathbb{N}$ starting with $m = 1$ and choose $\alpha, \alpha' \in (0,1)$ with $\alpha' < \alpha$. Given $\{\Upsilon_{i}\}$, with bounds of this sequence in $C^{\rho,\alpha}$, by the Arzela-Ascoli Theorem (Theorem 5.1) there exists some subsequence $\{\Upsilon_{i}^{\rho}\}$ which converges with respect to $C^{\rho,\alpha}$ to some $(\Upsilon_{i})^{\infty}$. Note that for any $\rho_1, \rho_2 \in \mathbb{N}$ with $\rho_1 < \rho_2$, $(\Upsilon_{\rho_1})^{\infty} = (\Upsilon_{\rho_2})^{\infty}$ since $C^{\rho_2,\alpha'}$ is a topological subspace of $C^{\rho_1,\alpha'}$.
so convergence coincides. Relabel the subsequence terms $\Upsilon_i^{\rho} \mapsto \Upsilon_i^{t}$ and repeat this refinement through all $\rho \in \mathbb{N}$. We observe that as $\rho \to \infty$, the resulting sequence, $\{\Upsilon_i^{t}\}$ converges with respect to $C^\infty$ to some limit term $\Upsilon^\infty_t$ on $B_y(R + m)$. We perform the above construction for all $m \in \mathbb{N}$ and take a diagonal subsequence of coefficient matrices which converge on any compact subset of $\mathbb{R}_{<0} \times \mathbb{R}^n$ to a connection coefficient matrix $\tilde{\Gamma}_t$. The connection $\tilde{\nabla}_t$ with $\tilde{\Gamma}_t$ as its coefficient matrix is a solution to generalized Yang-Mills $k$-flow, in particular, given by

$$\frac{\partial \tilde{\nabla}_t}{\partial t} = (-1)^{k+1} D^*_{\tilde{\nabla}_t} \Delta_t^{(k)} F_{\tilde{\nabla}_t} + P_2^{2k-2} [F_{\tilde{\nabla}_t}].$$

Furthermore, note that $\tilde{\nabla}_t$ inherits all supremal bounds on the derivatives, as desired. □

**Remark 3.25.** Note that throughout the blowup procedure each connection satisfied a different generalized Yang-Mills $k$-flow since the lower order terms within $\Upsilon_k$ scale differently than the highest order term (cf. Remark 3.23).

### 4. Long time existence results

We now hone in our attention to specifically the Yang-Mills $k$-flow rather than its generalization. The explicit form allows for properties necessary to prove the main two parts of Theorem A. We now demonstrate that for finite times the Yang-Mills $k$-flow yields control over the Yang-Mills energy of the curvature.

**Lemma 4.1.** Suppose that $\nabla_t \in A_E \times \mathcal{I}$ is a solution to Yang-Mills $k$-flow. Then for all $T < \infty$ with $T \in \mathcal{I}$ we have that $\sup_{[0,T]} ||F_{\nabla_t}||_{L^2(M)} < \infty$.

**Proof.** Let $\nabla_t$ be a solution to the Yang-Mills $k$-flow. Then differentiating the Yang-Mills $k$-energy with such $\nabla_t$ as the argument yields (referring to the proof of Proposition 2.3)

$$\frac{d}{dt} [\mathcal{Y} \mathcal{M}_k(\nabla_t)] = 2 \int_M \left< \frac{\partial}{\partial t} \left[ \nabla_t^{(k)} F_t \right], \nabla_t^{(k)} F_t \right> dV_g$$

$$= -2 \int_M \left< \text{Grad} \mathcal{Y} \mathcal{M}_k(\nabla_t), \frac{\partial \nabla_t}{\partial t} \right> dV_g$$

$$= -2 ||\text{Grad} \mathcal{Y} \mathcal{M}_k(\nabla_t)||^2_{L^2}.$$

This, unsurprisingly, indicates that the flow monotonically decreases the Yang-Mills $k$-energy. With the above computation in mind we will estimate $||F_t||^2_{L^2}$ on $[0, T]$. Differentiating with respect to the temporal parameter gives

$$\frac{d}{dt} [\mathcal{Y} \mathcal{M}(\nabla_t)] = \int_M \left< \frac{\partial F_t}{\partial t}, F_t \right> dV_g$$

$$= \int_M \left< D_t \tilde{\Gamma}_t, F_t \right> dV_g$$

$$= 2 \int_M \left< \tilde{\Gamma}_t, D_t^* F_t \right> dV_g$$

$$= -2 \int_M \left< \text{Grad} \mathcal{Y} \mathcal{M}_k(\nabla_t), D_t^* F_t \right> dV_g.$$
Integrating both sides with respect to $t$ and manipulating with Young’s Inequality followed by the weighted interpolation identity of Corollary 5.5, for any $\epsilon > 0$, we obtain

\[
\mathcal{YM}(\nabla_T) - \mathcal{YM}(\nabla_0) = -2\int_0^T \left( \int_M \langle \operatorname{Grad} \mathcal{YM}_k(\nabla_t), D_t^i F_t^i \rangle \, dv_g \right) dt \\
\leq C \int_0^T \left( \| \operatorname{Grad} \mathcal{YM}_k(\nabla_t) \|_{L^2}^2 + \| D_t^i F_t^i \|_{L^2}^2 \right) dt \\
\leq C \int_0^T \frac{4}{dt} [\mathcal{YM}_k(\nabla_t)] \, dt + C \int_0^T \| \nabla_t F_t^i \|_{L^2}^2 \, dt \\
\leq C (\mathcal{YM}_k(\nabla_0) - \mathcal{YM}_k(\nabla_T)) + \int_0^T \left( C_{\epsilon} \| \nabla_t^{(k)} F_t^i \|_{L^2}^2 + \epsilon \| F_t^i \|_{L^2}^2 \right) dt \\
\leq CT (\mathcal{YM}_k(\nabla_0)) + \epsilon T \sup_{t \in [0,T]} \mathcal{YM}(\nabla_t).
\]

We thus have that

\[
\sup_{t \in [0,T]} (\mathcal{YM}(\nabla_t)) \leq \frac{CT}{1 - \epsilon} (\mathcal{YM}_k(\nabla_0) + \mathcal{YM}(\nabla_0)).
\]

Thus, choosing $\epsilon$ sufficiently small yields the desired result. \hfill \Box

**Theorem 4.2.** Suppose $\dim M < 2p$ and $\nabla_t \in A_E \times [0,T)$ a solution to generalized Yang-Mills $k$-flow and $\sup_{[0,T]} \| F_{\nabla_t} \|_{L^p(M)} < \infty$. Then

\[
\sup_{[0,T]} \| F_{\nabla_t} \|_{L^\infty(M)} < \infty.
\]

**Proof.** Let $\dim M = n < 2p$. We suppose to the contrary $\lim_{t \to T} \| F_t^i \|_{L^\infty} = \infty$ and construct a blowup limit $\{ \nabla_t^i \}$ with limit $\nabla_t$ as described in Proposition 3.24. Since $\| F_t^i(x) \|_{L^\infty} = 1 < \infty$, by Fatou’s Lemma and Proposition 5.11,

\[
\| F_{\nabla_t} \|_{L^p([0,1]^n)}^p \leq \lim_{t \to 1} \inf \| F_t^i \|_{L^p([0,1]^n)}^p \\
\leq \lim_{t \to 1} \lambda_i^{\frac{2p-n}{2}} \| F_t^i \|_{L^p(\mathbb{R}^n)}^p.
\]

Since $\lim_{t \to 1} \lambda_i = 0$ then whenever $2p > n$ the right hand side of the inequality converges to zero, which is a contradiction since the blowup limit is constructed for nontrivial curvatures. The result follows. \hfill \Box

Utilizing this we may prove the complete long time existence of the Yang-Mills $k$-flow for subcritical dimensions.

**Proof of Theorem A (S).** Set $\dim M = n$. By the Sobolev embedding theorem, we solve for $p$ such that $H_t^k \subset H_0^p$, namely one satisfying the formula

\[
\frac{1}{p} = \frac{1}{2} - \frac{(k-0)}{n}.
\]

We additionally impose that $p > \frac{n}{2}$ to utilize Theorem 4.2 and solve to obtain that $2(k+2) > n$. In this case, then we have that, using the interpolation identities of Corollary 5.5, where $S_{k,p}$ is the Sobolev constant and $C$ is the constant induced by interpolation of these derivatives via Corollary
5.5, 
\[
\| F_\nabla \|_{L^p(M)} \leq S_{k,p} \left( \sum_{j=0}^{k} \| \nabla^{(j)} F_\nabla \|_{L^2(M)} \right) \\
= CS_{k,p} \left( \sqrt{\mathcal{YM}_k(\nabla)} + \sqrt{\mathcal{YM}(\nabla)} \right) .
\]

Referring to Lemma 4.1, since \( \mathcal{YM}_k(\nabla_t) \) is decreasing along Yang-Mills \( k \)-flow and we have control over \( \mathcal{YM}(\nabla_t) \) for any finite time, we conclude that the flow exhibits smooth long time existence. \( \square \)

**Remark 4.3.** Note that this proof does not conclude that the flow exists at \( t = \infty \), so it may be the case that the Yang-Mills \( k \)-flow admits singularities at infinite time.

We now state a theorem which generalizes the characterization of energy concentration of Yang-Mills flow in dimension 4 introduced by Struwe [23]. First we characterize bubbling of \( L^p \) norms in relation to the base manifold dimension. With this proposition we then may conclude the bubbling in critical dimensions.

**Proposition 4.4.** Let \( p \in \mathbb{N} \) and suppose \( \dim M = 2p \) and \( \nabla_t \) is a solution to generalized Yang-Mills \( k \)-flow for \( t \in [0,T) \) with \( T \) maximal. Then there exists some \( \epsilon > 0 \) such that if \( x \in M \) with the property that \( \lim_{t \to T} \| F_\nabla(x) \|_{L^p(B_r(x))} = \infty \), then for all \( r > 0 \), \( \lim_{t \to T} \| F_\nabla \|_{L^p(B_r(x))} \geq \epsilon \).

**Proof.** Choose a blowup sequence \( \{ \nabla_t^i \} \) as described in Proposition 3.24 with limit \( \nabla_t \). Then by construction \( | F_\nabla^i(0) | = 1 \). By the derivative bounds on \( \nabla_t \) of Proposition 3.24, since \( | \nabla_t F_\nabla | \) is bounded, combined with the smoothness of \( \nabla_t \) over time, one has that that for \( (y,t) \in B_0(\delta) \times ( -\delta,0 ) \) we have
\[
| F_\nabla(y) | \geq \frac{1}{T}.
\]

Observing this we have
\[
\lim_{t \to 0} \| F_\nabla \|_{L^p(B_0(\delta))}^p = \lim_{t \to 0} \int_{B_0(\delta)} | F_\nabla |^p dV_g \\
\geq \frac{\text{Vol}[B_0(\delta)]}{2^p}.
\]

Conversely, using the computations in Theorem 4.2 yields,
\[
\| F_\nabla \|_{L^p(B_0(\delta))}^p = \int_{B_0(\delta)} | F_\nabla |^p dV_g \\
= \int_{B_0(\delta)} \lim_{t \to \infty} | F_\nabla |^p dV_g \\
= \lim_{i \to \infty} \lambda_i^{\frac{2p-n}{2(2k+2)}} \| F_\nabla \|_{L^p(B_\delta(\delta \lambda_i^{1/(2k+2)})]}^p \\
= \lim_{i \to \infty} \| F_\nabla \|_{L^p(B_\delta(\delta \lambda_i^{1/(2k+2)})]}^p.
\]

Since \( \lim_{i \to \infty} \lambda_i^{1/(2k+2)} = 0 \) then for any \( r > 0 \) and \( t \in (T - \delta, T) \),
\[
\frac{\text{Vol}[B_0(\delta)]}{2^p} \leq \lim_{i \to \infty} \| F_\nabla \|_{L^p(B_\delta(\delta \lambda_i^{1/(2k+2)})]}^p \leq \| F_\nabla \|_{L^p(B_\delta(\delta \lambda_i^{1/(2k+2)})]}^p.
\]

Choose \( \epsilon = \frac{\text{Vol}[B_0(\delta)]}{2^p} \). Taking \( \lim_{t \to T} \) on both sides achieves the desired result. \( \square \)

We use this characterization of a discrete ‘quantum’ of energy gathering up at a singularity to demonstrate that only a finite number of points can exhibit this blowup behavior at a singular time.
Proof of Theorem A (C). Note that the lower bound on the amount of energy at a singularity location given in Proposition 4.4 is $\varepsilon$ is independent of the point about which the blowup procedure occurred. We can again use the Sobolev embedding theorem as performed in the proof of Theorem A (S) (cf. equation (4.1)) in the case where $n = 2(k + 2)$ to conclude the estimate of (4.1). Since $\mathcal{YM}_k(\nabla_t)$ and $\mathcal{YM}(\nabla_t)$ are both controlled for finite time along the flow, it follows that we again may bound $\lim_{t \to T} ||F_{\nabla_t}||_{L^p(M)}$ from above. Thus only a finite number of points may exhibit singularities at time $T$. □

4.1. Extensions. Here we state the proof of our second main result, Theorem B, and reflect on possible extensions of the flow.

4.1.1. Regularized flow. As stated in the introduction, we study the Yang-Mills $(\rho,k)$-energy and corresponding gradient flow (cf. Definition $\mathcal{YM}_{\rho,k}$E). Utilizing the work of the previous sections combined with the presence of the Yang-Mills energy, we demonstrate subcritical long time existence and convergence.

Proof of Theorem B. The corresponding flow of this particular functional is given by the weighted sums of the negative gradient flows of the two participating functionals.

\[
\frac{\partial \nabla_t}{\partial t} = \rho \left( (-1)^{k+1} D_{\nabla_t}^{(k)} F_{\nabla_t} + P_2^{(2k-1)} [F_{\nabla_t}^4] \right) - D_{\nabla_t}^{(k)} F_{\nabla_t} \\
= - (\rho \text{Grad} \mathcal{YM}_k(\nabla_t) + \mathcal{YM}(\nabla_t)).
\] (4.2)

As in the work of [11], one would hope to apply a regularization argument on the Yang-Mills $(\rho,k)$-flow by sending $\rho \to 0$ to identify Yang-Mills connections. The advantage to using this flow over that of the Yang-Mills $\alpha$-flow is that the Yang-Mills $(\rho,k)$-flow has long time existence and convergence in dimensions less than $2(k + 2)$. This follows from simply temporarily rescaling the gradient flow of (4.2) to shift the dependence of $\rho$ on the highest order term to the others. Since these lower order terms satisfy the requirements of possible quantities represented by $\mathcal{YM}_k(\nabla)$ (cf. (2.8)), then we can simply apply the arguments of §3 to obtain short time existence and uniqueness, necessary smoothing estimates, and construct blowup limits as desired. However, since this is the negative gradient flow of the weighted sum of the Yang-Mills $k$-energy and the Yang-Mills energy, we have that each individual energy is bounded over time above by a scaled multiple of $\rho \mathcal{YM}_k(\nabla_0) + \mathcal{YM}(\nabla_0)$ for all time. Therefore we obtain a subsequential limit at $t = \infty$ since a singularity cannot occur, and we conclude the result. □

As in the case of the Yang-Mills $\alpha$-flow, one could pursue further results as in the works of [11] and [12], such as verifying the Yang-Mills $k$-energy satisfies the Palais-Smale condition, which will guarantee the existence of minimizers, or proving an energy identity as in [12].

4.1.2. Yang-Mills 1-flow versus bi-Yang Mills. In particular we now turn to the study of the Yang-Mills 1-energy, given by

\[
\mathcal{YM}_1(\nabla) := \frac{1}{2} \int_M |\nabla F_{\nabla}|^2 dV_g.
\]

The Yang-Mills 1-flow is closely tied to the bi-Yang-Mills flow (cf. (BYME)) studied in [14]. While the bi-Yang-Mills flow is arguably more ‘natural’ to study (with reference to the gradient flow of Yang-Mills), the Yang-Mills 1-flow admits long time existence. Roughly speaking, this is due to the fact that the Yang-Mills 1-energy measures ‘all’ of $\nabla F_{\nabla}$, while the bi-Yang-Mills energy only measures a portion (since $D^*$ is a trace of $\nabla$).

We explicitly demonstrate the relationship between the two energies in the following lemma.
Lemma 4.5 (Comparison of Yang-Mills 1-flow to bi-Yang-Mills). For $\nabla \in \mathcal{A}_E$,

$$
\mathcal{Y}M_1(\nabla) = 2BM(\nabla) + \frac{1}{2} \int_M g^{ij} g^{kl} \left( - R_{\ell p}^k F_{\mu \alpha}^\beta + R_{\ell q}^k F_{\rho \alpha}^\beta - g^{qk} R m_{\ell q}^\beta F_{\rho \alpha}^\gamma \right) F_{j_k \beta}^\alpha dV_g
+ \frac{1}{2} \int_M g^{ij} g^{kl} \left( \left[ [F,F]^\# \right]_{i \ell \alpha}^\beta - \left( [F,F]^\# \right)_{\ell i \alpha}^\beta \right) F_{j_k \beta}^\alpha dV_g.
$$

Proof. We compute, transition to local coordinates and apply the Bochner formula (Proposition 5.7),

$$
\mathcal{Y}M_1(\nabla) = \frac{1}{2} \int_M |\nabla F|^2 dV_g
= \frac{1}{2} \int_M \langle F, \Delta F \rangle dV_g
= -\frac{1}{2} \int_M g^{ij} g^{kl} (\Delta F)_{i \ell \alpha}^\beta F_{j_k \beta}^\alpha dV_g
= \frac{1}{2} \int_M g^{ij} g^{kl} \left( - R_{\ell p}^k F_{\mu \alpha}^\beta + R_{\ell q}^k F_{\rho \alpha}^\beta - g^{qk} R m_{\ell q}^\beta F_{\rho \alpha}^\gamma \right) F_{j_k \beta}^\alpha dV_g
+ \frac{1}{2} \int_M g^{ij} g^{kl} \left( \left[ [F,F]^\# \right]_{i \ell \alpha}^\beta - \left( [F,F]^\# \right)_{\ell i \alpha}^\beta \right) F_{j_k \beta}^\alpha dV_g
+ \frac{1}{2} \int_M g^{ij} g^{kl} (\Delta_D F)_{i \ell \alpha}^\beta F_{j_k \beta}^\alpha dV_g.
$$

Manipulate the last integral yields

$$
-\frac{1}{2} \int_M \langle \Delta_D F, F \rangle dV_g = -\frac{1}{2} \int_M \langle (D^* D + D D^*) F, F \rangle dV_g
= -\frac{1}{2} \int_M \langle D D^* F, F \rangle dV_g
= \int_M |D^* F|^2 dV_g
= 2BM(\nabla).
$$

Combining terms, the result follows. \qed

The bi-Yang-Mills flow admits an isolation phenomena displayed in [14], which was in turn inspired by the work of [3]. One would hope that an analogous isolation phenomena can be demonstrated for Yang-Mills 1-flow. However, it appears that this trade off for properties such as guaranteed long time existence discussed above by measuring the full energy calls for more thought in demonstrating (if possible) an isolation phenomena.

4.1.3. Conformally invariant functional. By constructing a generalization of the Yang-Mills $k$-flow our analysis was extended to a broader range of flows. One wonders if, for each family of generalized Yang-Mills $k$-flows, there is a canonical representative for each $k$, and a corresponding canonical functional. One trait which could distinguish this canonical member is conformal invariance. Indeed, in the case of Yang-Mills flow, the conformal invariance in dimension 4 is crucial to the work of Taubes in [25] regarding the process of constructing Yang-Mills instantons via gluing procedures.

5. Appendix

We include various theorem statements and results essential to the arguments of the prior sections. This is comprised of analytic background (§5.1), gauge transformations (§5.3), and connection identities (§5.2).
5.1. Analytic background. We introduce some analytic results utilized within the main paper.

**Theorem 5.1** (Arzela-Ascoli Theorem). Let $M = \mathbb{R}^n$. Let $\alpha \in (0,1]$ and $R \in \mathbb{R}_{>0}$. Given some $K > 0$, $\alpha' < \alpha$ and a sequence $\{f_i\}$ such that
\[
\|f_i\|_{C^{0,\alpha'}(B_0(R))} \leq K,
\]
there exists a subsequence $\{f_{i_j}\}$ and some $f_\infty \in C^{0,\alpha'}(B_0(R))$ such that $f_{i_j} \to f_\infty$ with respect to the $C^{0,\alpha'}(B_0(R))$ norm.

**Theorem 5.2** (Sobolev Imbedding Theorems, pp.35 of [2]). Set $M = \mathbb{R}^n$. Let $j, \ell \in \mathbb{N} \cup \{0\}$ with $i < j$, and $p, q \in [1, \infty)$ with $1 \leq q < p$ such that
\[
\frac{1}{p} = \frac{1}{q} - \frac{(j - i)}{n}.
\]
Then $H^q_j \subset H^p_\ell$ and the identity operator is continuous, and the following holds.

1. (The first Sobolev Imbedding Theorem) If there exists $\varrho \in \mathbb{N} \cup \{0\}$ such that $(j - \varrho) > \frac{1}{q}$ then $H^q_j \subset C^{0,0}$ and the identity operator is continuous.
2. (The second Sobolev Imbedding Theorem) If there exists $\varrho \in \mathbb{N} \cup \{0\}$ such that $(j - \varrho - \alpha) > \frac{1}{q}$, then $H^q_j \subset C^{\alpha,\alpha}$.

**Lemma 5.3** (Kato’s inequality). Suppose $L$ is some multiindex and $\omega \in (TM)^{\otimes |L|}$. Then whenever $|\omega| \neq 0$,
\[
(5.1) \quad |\nabla |\omega_L| \leq |\nabla \omega_L|.
\]

5.1.1. Convexity estimates. We next extend two convexity estimates (Corollary 5.3 and 5.5) of [15] to be applied to $L^q$ norms of elements of $\Lambda^p(\text{End } E)$ for $\ell \in \mathbb{N}$ (rather than elements of $C^\infty(M)$). The resulting corollary (cf. Corollary 5.5) of the first result mentioned combined with the second result (cf. Lemma 5.6) are key in the smoothing estimates of §3.2. For a given $\eta \in \mathcal{B}$, recall the definition of $j^\eta_p$ which is a constant bounding the $L^\infty(M)$ norms of $\eta$ (cf. Definition 3.9). We now state an analogue of Corollary 5.3 of [15]

**Lemma 5.4.** Let $\nabla \in \mathcal{A}_E$ and $\eta \in \mathcal{B}$. For $2 \leq p < \infty$, $\ell \in \mathbb{N}$, $s \geq \ell p$, there exists $C_\ell = C_\ell \left(\dim M, \text{rank } E, p, q, s, \ell, g, j^\eta_1(\ell)\right) \in \mathbb{R}_{>0}$ such that for $\phi \in C^{\infty}(M)$ we have,
\[
\left(\int_M |\nabla^{(\ell)}\phi|^p |\eta|^s dV_g\right)^{1/p} \leq C_\ell \left(\int_M |\nabla^{(\ell+1)}\phi|^p |\eta|^{s+p} dV_g\right)^{1/p} + C_\ell \left(\int_{\eta > 0} |\phi|^p |\eta|^{s-\ell p} dV_g\right)^{1/p}.
\]

**Proof.** Note that this is simply Corollary 5.3 of [15] applied to $|\nabla^{(\ell)}\phi|$. $\square$

An immediate consequence of this lemma is an interpolation identity obtained via iterating the inequality is the following corollary.

**Corollary 5.5.** Let $\nabla \in \mathcal{A}_E$ and $\eta \in \mathcal{B}$. For $2 \leq p < \infty$, $\ell \in \mathbb{N}$, $s \geq \ell p$, there exists some $C_\ell = C_\ell \left(\dim M, \text{rank } E, p, q, s, \ell, g, j^\eta_1(\ell)\right) \in \mathbb{R}_{>0}$ such that for $\phi \in C^{\infty}(M)$,
\[
(5.2) \quad \left\|\frac{s}{p} \nabla^{(\ell)}\phi\right\|_{L^p(M)} \leq \epsilon \left\|\frac{s}{p} \nabla^{(\ell+j)}\phi\right\|_{L^p(M)} + C_\ell \left\|\phi\right\|_{L^p(M), \eta > 0}.
\]

In particular for $p = 2$ and some constant $K \geq 1$,
\[
(5.3) \quad K \left\|\frac{s}{p} \nabla^{(\ell)}\phi\right\|_{L^2(M)}^2 \leq \epsilon \left\|\frac{s}{p} \nabla^{(\ell+j)}\phi\right\|_{L^2(M)}^2 + C_\ell K^2 \left\|\phi\right\|_{L^2(M), \eta > 0}.
\]
Proof. This simply follows by induction. The base case is given by Lemma 5.4. Now assume that for \( j \in \mathbb{N} \) that (5.2) holds. Without loss of generality, we consider the equality with \( \epsilon \) replaced by \( \sqrt{\epsilon} \). Manipulating the first term on the right we have, applying Lemma 5.4,

\[
\left\| \frac{s+jp}{\eta} \nabla^{(\ell+j)} \phi \right\|_{L^p} \leq \sqrt{\epsilon} \left\| \frac{s+p(j+1)}{\eta} \nabla^{(\ell+j+1)} \phi \right\|_{L^p} + C_{\sqrt{\epsilon}} \left\| \phi \right\|_{L^p, \eta > 0}.
\]

Inserting this into (5.2) with \( \epsilon \) replaced with \( \sqrt{\epsilon} \), we conclude the result. Consequently we have the case for \( j+1 \), so inductively the result holds for all \( \mathbb{N} \).

The second identity (5.3) is essentially representing the direct application of this lemma in \( \S 3.2 \), which is strictly in the setting where \( p = 2 \) and the computations feature quantities with their \( L^2 \) norm squared. Therefore we note one more manipulation where we square both sides of the inequality and apply Hölder’s inequality:

\[
a \leq b + c
\]

\[
a^2 \leq (b + c)^2 = b^2 + 2bc + c^2
\]

\[
\leq b^2 + 2 \left( \frac{b^2}{2} + \frac{c^2}{2} \right) + c^2
\]

\[
\leq 2 \left( b^2 + c^2 \right).
\]

Therefore if we are using the weighted versions of the inequality then they hold for the squared norms too. This is a minor manipulation but should be noted. Additionally, note that the shift of the ‘weight’ \( K \) featured in (5.3) is merely a consequence of weighted Hölder’s inequality being featured through each of these iterated computations. □

Lemma 5.6 (Analogue of Corollary 5.5 of [15]). Let \( \nabla \in A_E \) and \( \eta \in B \). Let \( r, w, s \in \mathbb{N} \) and \( \phi \in \Lambda^p(\operatorname{End} E) \) with \( s \geq 2w \) and \( 0 \leq i_1, \ldots, i_r \leq w \), so that \( \sum_{j=1}^r i_j = 2w \). Then there exists some \( Q_{(w,r)} := Q \left( \dim M, \operatorname{rank} E, p, s, g, j^{(1)}, w, r \right) \in \mathbb{R}_{>0} \) such that

\[
\int_M \eta^s \left( \nabla^{(i_1)} \phi \ast \ldots \ast \nabla^{(i_r)} \phi \right) dV_g \leq Q_{(w,r)} \left\| \phi \right\|_{L^\infty(M,\eta)}^2 \left( \left\| \eta^{s/2} \nabla^{(w)} \phi \right\|_{L^2(M)}^2 + \left\| \phi \right\|_{L^2(M,\eta > 0)}^2 \right).
\]

5.2. Connection identities. We next provide some key identities regarding manipulations applied to the connections throughout various identities. We first state standard elementary manipulations and key formulas like the Bochner formula (cf. Proposition 5.7) in the preliminary identities section (\( \S 5.2.1 \)), then state some basic scaling laws of connections and curvatures (\( \S 5.2.2 \)) and then introduce manipulations to address the higher order differential operators which appear within the flow.

5.2.1. Preliminary identities. We first begin with the most basic manipulations.

Proposition 5.7 (Bochner formula). Let \( \nabla \in A_E \) and \( \omega \in \Lambda^p(\operatorname{End} E) \). Then the following equality holds.

(5.4) \nabla_D \omega = -\nabla \omega + Rm \ast \omega + F \ast \omega.

In particular, for \( p = 1 \),

(5.5) \nabla_k (\nabla \omega \omega_k) + Rm^p \omega_{p \alpha} + g^k \left( F_{ij} \omega_{k \alpha} - F_{ij} \omega_{k \alpha} \right),

given invariantly by \( \nabla \omega = -\nabla \omega + Rm(\omega, \ast \cdot) + \left\{ \omega, F, \ast \right\} \). For \( p = 2 \),

(5.6) \nabla_k (\nabla \omega \omega_k) + \left( -Rc^p \omega_{p \alpha} + Rc_{p \alpha} \omega_{p \alpha} + g^k \left( Rm^p_{i \alpha q} \omega_{q k \alpha} \right) \right) + \left\{ \omega, F \right\}_{i \alpha} - \left\{ \omega, F \right\}_{i \alpha} \omega_{i \alpha}.
The Bochner formula can be seen as a consequence of the following technical lemma which demonstrates the terms that appear when commuting connections. We state this result in terms of explicit coordinates and demonstrate the proof for future use.

**Lemma 5.8.** For $K = (k_\ell)_{\ell=1}^{|K|}$ be a multiindex and $\omega \in S((T^*M)^{\otimes |K|} \otimes \text{End} E)$,\n
\[(\nabla_i, \nabla_j)\omega^\beta_{K\alpha} = Rm^p_{ijk\ell}(\omega^\beta_{K(\ell,p)\alpha}) - F^\delta_{ij\alpha\beta} + F^\beta_{ij\delta\alpha}.\]

Where ‘$K(\ell,p)$’ means replacing $k_\ell$ with $p$ in the multiindex $K$.

**Proof.** Use of normal coordinates in the computation of the commutator of connections yields\n\[(\nabla_i, \nabla_j)\omega^\beta_{K\alpha} = \nabla_i(\nabla_j\omega^\beta_{K\alpha}) - \nabla_j(\nabla_i\omega^\beta_{K\alpha})\]
\[= \partial_i \left( \partial_j \omega^\beta_{K\alpha} - G^p_{jk\ell} \omega^\beta_{K(\ell,p)\alpha} - \Gamma^\delta_{j\alpha} \omega^\beta_{K\delta} + \Gamma^\delta_{j\delta} \omega^\beta_{K\alpha} \right)\]
\[\qquad - \partial_j \left( \partial_i \omega^\beta_{K\alpha} - G^p_{ik\ell} \omega^\beta_{K(\ell,p)\alpha} - \Gamma^\delta_{i\alpha} \omega^\beta_{K\delta} + \Gamma^\delta_{i\delta} \omega^\beta_{K\alpha} \right)\]
\[= \left( \partial_j G^p_{ik\ell} - \partial_i G^p_{jk\ell} - \partial_i \Gamma^\delta_{j\alpha} + \partial_j \Gamma^\delta_{i\alpha} \right) \omega^\beta_{K(\ell,p)\alpha} \]
\[\qquad + \left( -\partial_j \Gamma^\delta_{i\delta} + \partial_i \Gamma^\delta_{j\delta} \right) \omega^\beta_{K\alpha} \]
\[= Rm^p_{ijk\ell}(\omega^\beta_{K(\ell,p)\alpha}) - F^\delta_{ij\alpha\beta} + F^\beta_{ij\delta\alpha}.\]

The result follows. □

5.2.2. Scaling laws. We first introduce key scaling properties of connections and corresponding quantities. This determines the critical dimension of the Yang-Mills $k$-flow, and is applied primarily in the blowup analysis (§3.4) and flow long time existence results (§4).

We first show how iterations of a scaled connection act on a similarly scaled 1-form.

**Lemma 5.9.** Suppose $\nabla$ is a connection and let $x \in M$ such that in a coordinate chart containing $x$ the coefficient matrix of $\nabla$ is $\Gamma$. Let $\omega \in S(E)$ and set
\[\Gamma^\lambda := \lambda \Gamma(\lambda x) \text{ and } \omega^\lambda(x) := \omega(\lambda x).\]

Let $\nabla^\lambda$ denote the connection with coefficient matrix $\Gamma^\lambda$. Then for all $\ell \in \mathbb{N}$,
\[\nabla^\lambda(\ell) \omega^\lambda = \lambda^\ell \nabla(\ell) \omega.\]

**Proof.** We observe that in the case $\ell = 1$,
\[(\nabla^\lambda)_i(\omega^\lambda)^\alpha = \partial_i (\omega^\lambda)^\alpha + (\Gamma^\lambda)^\alpha_{i\delta} (\omega^\lambda)^\delta = \lambda \partial_i \omega^\alpha + \lambda \Gamma^\alpha_{i\delta} \omega^\delta.\]

Iterating this operation of $\nabla$ yields the desired result. □

**Remark 5.10.** Since $F^\lambda = D^\lambda \circ D^\lambda$, then it follows that for $\nabla^\lambda$ as defined above over the appropriate vector bundles,
\[F^\lambda = \lambda^2 F^\lambda.\]

We now demonstrate how the above scaling effects the $L^p$ norm of the curvature. This is key in determining the critical dimension of our Yang-Mills $k$-energies as well as performing our blowup analyses. In preparation for these discussions, we scale the curvature more generally in the following argument.

**Proposition 5.11.** For $\lambda \in \mathbb{R}$, set $F^\lambda(x) := \lambda^4 F(\lambda^4 x)$. Then it follows that
\[\|F^\lambda\|_{L^p(B_0(1))}^p = \lambda^{6p-nr} \|F\|_{L^p(B_0(\lambda^4))}^p.\]
Proof. Expressing the $L^p$ norm of $F_\lambda$ in terms of $F$, with the condensed notation $dx^{1\cdots n} = dx^1 \wedge \cdots \wedge dx^n$ yields
\[
||F^\lambda||_{L^p}^p = \int_{B_0(1)} |F^\lambda|^p dx^{1\cdots n} = \int_{B_0(1)} \lambda^{np} |F(\lambda^r x)|^p dx^{1\cdots n}.
\]
We change variables by choosing $y^i = \lambda^r x^i$, giving that $dy^{1\cdots n} = \lambda^{nr} dx^{1\cdots n}$. Applying this to the above equality gives
\[
||F^\lambda||_{L^p}^p = \lambda^{np} \int_{B_0(\lambda^r)} |F(\lambda^r)|^p \frac{1}{\lambda^{nr}} dy^{1\cdots n} = \lambda^{np-nr} ||F||_{L^p(B_0(\lambda^r))}^p.
\]
The result follows. \qed

5.2.3. Higher order identities. The following identities are key in manipulating higher order terms which appear the generalized Yang-Mills $k$-flow and are primarily results of recursive integration by parts and commuting of connections.

This next technical lemma prepares an expression to draw out iterations of the Laplacian after integrating by parts, which is performed in the following result (cf. Lemma 5.13).

Lemma 5.12. Suppose $\nabla \in A_E$ and $\lambda$ in the domain of $\nabla$. Let $I = (i_v)_{v=1}^{|I|}$ and $J = (j_v)_{v=1}^{|J|}$ be two multiindices with $|I| = |J| = k$. Let $S$ and $Q$ be two multiindices consisting of entries corresponding to both bundle and base manifold. The following identity holds.
\[
(\nabla_{i_k} \cdots \nabla_{i_1} \nabla_{j_1} \cdots \nabla_{j_k} \xi^S_Q) = (\nabla_{i_k} \nabla_{j_k} \nabla_{i_{k-1}} \cdots \nabla_{i_1} \nabla_{j_1} \xi^S_Q) + \sum_{\ell=1}^{2k-2} \sum_{w=0}^\ell \left( \nabla^{(w)}(\text{Rm} - \text{F} \langle \nabla^{(k-2-w)} \xi^S_Q \rangle) \right)
\]

Proof. For notational simplicity, given a multiindex $I = (i_v)_{v=1}^{|I|}$, set $\nabla_{i_1 \cdots i_{|I|}} := \nabla_{i_1} \cdots \nabla_{i_{|I|}}$. Iterating Lemma 5.8 as covariant derivatives are interchanged one obtains
\[
(\nabla_{i_k} \cdots \nabla_{i_1} \nabla_{j_1} \cdots \nabla_{j_\ell} \xi^S_Q) = (\nabla_{i_k} \nabla_{j_k} \nabla_{i_{\ell-1}} \cdots \nabla_{i_1} \nabla_{j_1} \xi^S_Q) + \sum_{\ell=1}^{2k-2} \sum_{w=0}^\ell \left( \nabla^{(w)} \left( \langle \text{Rm} - \text{F} \rangle \nabla^{(2k-2-w)} \xi \rangle \right) \right)^S_{i_1 \cdots i_{|I|} j_1 \cdots j_\ell Q}
\]
The result follows. \qed
Lemma 5.13. Let $\nabla \in \mathcal{A}_E$, and $\zeta, \xi$ in the domain of $\nabla$. Then for $\ell \in \mathbb{N}$,

\[
(5.9) \quad \int_M \left\langle \nabla^{(\ell)} \zeta, \nabla^{(\ell)} \xi \right\rangle dV_g = \int_M \left\langle \zeta, (-1)^k \Delta^{(\ell)}(\xi) \right\rangle dV_g + \left\langle \zeta, \sum_{v=1}^{2\ell-2} \sum_{w=0}^v \left( \nabla^{(w)} [Rm + F] * \nabla^{(2\ell-2-w)}(\xi) \right) \right\rangle.
\]

Proof. Let $P$, $Q$, $S$ represent multiindices consisting of base manifold and bundle indices (roman and greek letters respectively), and let $g$ denote indices of quantities in the domain of $\nabla$ which are combinations of products of the bundle metric $h$ and the manifold metric $g$. Integrating by parts yields

\[
\int_M \left\langle \nabla^{(\ell)} \zeta, \nabla^{(\ell)} \xi \right\rangle dV_g = \int_M \left( \prod_{v=0}^{\ell} g^{i_vj_v} \right) g^{PQ} g_{QS} \left( \nabla_{i_1 \ldots i_s P} \zeta^R \right) \left( \nabla_{j_1 \ldots j_t Q} \xi^S \right) dV_g
\]

\[
= (-1)^\ell \int_M \left( \prod_{v=0}^{\ell} g^{i_vj_v} \right) g^{PQ} g_{RS} \zeta^P \left( \nabla_{i_v \ldots i_1} \nabla_{j_1 \ldots j_t} \xi^S \right) dV_g.
\]

Using Lemma 5.12 to manipulate the quantity yields

\[
\int_M \left\langle \nabla^{(\ell)} \zeta, \nabla^{(\ell)} \xi \right\rangle dV_g = \int_M \left\langle \zeta, (-1)^\ell \Delta^{(\ell)}(\xi) \right\rangle dV_g + \left\langle \zeta, \sum_{v=1}^{2\ell-2} \sum_{w=0}^v \left( \nabla^{(w)} [Rm + F] * \nabla^{(2\ell-2-w)}(\xi) \right) \right\rangle.
\]

The result follows. \hfill \Box

The next two lemmas are formal manipulations of commuting connections and laplacians in order to keep track of the lower order terms which appear when these are performed.

Lemma 5.14 (Commuting multiple laplacians with the connection). For $\nabla \in \mathcal{A}_E$, $\ell \in \mathbb{N}$ and $\omega \in \Lambda^p(\text{End } E)$,

\[
(5.10) \quad \nabla \Delta^{(\ell)} \omega = \Delta^{(\ell)} \nabla \omega + \sum_{j=0}^{2\ell-1} \nabla^{(j)} [Rm + F] * \nabla^{(2\ell-1-j)} \omega.
\]

Proof. The proof follows by induction over $\ell \in \mathbb{N}$ satisfying (5.10). For the following computations we will excise the indices from $\omega$ for computational ease. For the base case, computing $\nabla \Delta$ using Lemma 5.8 gives

\[
\nabla \Delta \omega = g^{jk} \nabla_i \nabla_j \nabla_k \omega
\]

\[
= g^{jk} (\nabla_j \nabla_i \nabla_k \omega) + [\nabla_i, \nabla_j] \nabla_k \omega
\]

\[
= g^{jk} (\nabla_j \nabla_k \nabla_i \omega + \nabla_j ([\nabla_i, \nabla_k] \omega) + [\nabla_i, \nabla_j] \nabla_k \omega)
\]

\[
= \Delta \nabla_i \omega + (\nabla [(Rm + F) * \omega])_i + ((Rm + F) * \nabla \omega)_i
\]

\[
= \Delta \nabla_i \omega + \left( \sum_{j=0}^{1} \nabla^{(j)} [Rm + F] * \nabla^{(1-j)} \omega \right)_i.
\]

The base case follows. Now let $\ell \in \mathbb{N}$ and suppose (5.10) is satisfied by $\ell - 1$. Applying this to the $\ell$ case yields

\[
\nabla \Delta^{(\ell)} \omega = \nabla \Delta^{(\ell-1)} (\Delta \omega)
\]

\[
= \Delta^{(\ell-1)} \nabla \omega + \sum_{j=0}^{2\ell-3} \nabla^{(j)} [Rm + F] * \nabla^{(2\ell-3-j)} \nabla \omega.
\]
Expanding and manipulating the left term gives
\[
\Delta^{(\ell-1)} \nabla \Delta \omega = \Delta^{(\ell-1)} \left[ \nabla \Delta \omega + \sum_{j=0}^{1} \nabla^{(j)} [R_{m+F} \ast \nabla^{(1-j)} \omega] \right]
\]
\[
= \Delta^{(\ell)} \nabla \omega + \Delta^{(\ell-1)} \left[ \sum_{j=0}^{1} \nabla^{(j)} [R_{m+F} \ast \nabla^{(1-j)} \omega] \right]
\]
\[
= \Delta^{(\ell)} \nabla \omega + \left( \sum_{j=0}^{1} \nabla^{(2\ell-2)} \left( \nabla^{(j)} [R_{m+F} \ast \nabla^{(1-j)} \omega] \right) \right)
\]
\[
= \Delta^{(\ell)} \nabla \omega + \left( \sum_{j=0}^{1} \sum_{(p+q=2\ell-2)} \nabla^{(p+j)} [R_{m+F} \ast \nabla^{(1-j+q)} \omega] \right).
\]

Updating (5.11) we obtain
\[
\nabla \Delta^{(\ell)} \omega = \Delta^{(\ell)} \nabla \omega + \sum_{j=0}^{2\ell-1} \nabla^{(j)} [R_{m+F} \ast \nabla^{(2\ell-1-j)} \omega].
\]

The result follows. \(\square\)

**Corollary 5.15.** Let \(\nabla \in \mathcal{A}_E\), take \(v, w \in \mathbb{N}\) and \(\omega \in \Lambda^p(\text{End} E)\). Then
\[
\nabla^{(v)} \Delta^{(w)} \omega = \Delta^{(w)} \nabla^{(v)} \omega + \sum_{b=0}^{v-1} \sum_{j=0}^{2w-1} \left( \nabla^{(b+j)} [R_{m+F} \ast \nabla^{(\ell-b+2w-2-j)} \omega] \right).
\]

### 5.3. Gauge transformations.

The main complications and interesting properties of the Yang-Mills flow stem from the interactions with the gauge group with the connections. We provide multiple identities which characterize these interactions and their consequences.

**Definition 5.16** (Gauge transformation). A gauge transformation \(\varsigma\) is a section of \(\text{Aut} E\). The group of gauge transformations is called the **gauge group** of the metric bundle \(E\), denoted by \(\mathcal{G}_E\).

The action of a gauge transformation \(\varsigma\) on a connection is denoted by \(\varsigma^* \nabla\) and given by
\[
\varsigma^* : \mathcal{A}_E \to \mathcal{A}_E
\]
\[
: \nabla \mapsto \varsigma^{-1} \circ \nabla \circ \varsigma,
\]

that is, for some \(\mu \in S(E)\) we have \(\varsigma^* \nabla = \varsigma^{-1} \nabla (\varsigma \mu)\). Furthermore, for \(\phi \in S(\text{End} E)\), define the action of \(\varsigma\) on \(\phi\) by
\[
(\varsigma^* \phi)_{\alpha}^\beta := (\varsigma^{-1})^\beta_\phi \varsigma \varsigma^\tau_\alpha.
\]

That is, a gauge transformation simply conjugates an endomorphism. Similarly for any \(\omega \in \Lambda^p(\text{End} E)\) for \(p \in \mathbb{N}\) set
\[
\varsigma^* (\omega_{\alpha}^\beta ) := (\varsigma^{-1})^\beta_\omega \varsigma \varsigma^\tau_\alpha.
\]

The following results demonstrate the action of gauges on various objects besides those mentioned above. To obtain these, we first perform some explicit coordinate computations regarding these actions. The following lemma demonstrates what the connection coefficient matrix transforms into under the action of gauge transformation.

**Lemma 5.17.** Let \(\varsigma \in S(\text{Aut} E)\) and \(\nabla \in \mathcal{A}_E\), and set \(\nu = \nu^\beta \mu_\beta \in S(E)\). The coordinate expression of \(\varsigma^* \nabla\) is
\[
(\varsigma^* \nabla \nu)^i_{\beta} = \partial_i \nu^\beta + (\Gamma_{\varsigma \nabla})^i_{\beta \gamma} \nu^\gamma,
\]
where
\[(\Gamma_{\varsigma^*\nabla})^\beta_{\theta} := (\varsigma^{-1})^\beta_\delta (\partial_\delta \varsigma^\theta) + (\varsigma^{-1})^\beta_\gamma \Gamma_\gamma^\theta (\varsigma^\gamma).\]

**Remark 5.18.** We emphasize that \(\Gamma_{\varsigma^*\nabla}\) is *not* equivalent to \(\varsigma^*\Gamma = \varsigma^{-1}\Gamma_{\varsigma}\).

**Proof.** Simply computing yields
\[
(\varsigma^*\nabla)_i^\nu := (\varsigma^{-1})^\beta_\delta \left(\nabla_i (\varsigma^\gamma^\nu^\theta)\right)
= (\varsigma^{-1})^\beta_\delta \left[\partial_\delta \varsigma^\nu^\theta + \varsigma^\delta_\theta (\partial_\theta^{\nu^\gamma^\delta} + \Gamma_\gamma^\theta (\varsigma^\gamma^\nu^\theta)\right]
= \partial_\nu^\theta + (\varsigma^{-1})^\beta_\delta (\partial_\delta \varsigma^\nu^\theta) + (\varsigma^{-1})^\beta_\gamma \Gamma_\gamma^\theta (\varsigma^\gamma^\nu^\theta).
\]
The result follows. \(\square\)

We next compute the curvature of a gauge transformed connection in coordinates, and demonstrate that the gauge transformation acts on the curvature via conjugation. Note that this agrees with the declaration of the action of the gauge transformation on a 1-form.

**Lemma 5.19.** Suppose that \(\nabla \in \mathcal{A}_E\) and \(\varsigma \in S(Aut E)\). Then
\[
(F_{\varsigma^*\nabla})^\beta_{ij\alpha} = (\varsigma^{-1})^\beta_\delta (F_{\nabla})^\delta_{ij\alpha}.\]

**Proof.** Observe that, by carefully matching terms yields
\[
(F_{\varsigma^*\nabla})^\beta_{ij\alpha} = \partial_i ((\Gamma_{\varsigma^*\nabla})^\beta_{j\alpha}) - \partial_j ((\Gamma_{\varsigma^*\nabla})^\beta_{i\alpha}) + (\Gamma_{\varsigma^*\nabla})^\beta_k (\Gamma_{\varsigma^*\nabla})^k_{ij\alpha} - (\Gamma_{\varsigma^*\nabla})^\beta_k (\Gamma_{\varsigma^*\nabla})^k_{ji\alpha}
= \partial_i \left((\varsigma^{-1})^\beta_\delta (\partial_\delta \varsigma^\alpha) + (\varsigma^{-1})^\beta_\gamma \Gamma_\gamma^\alpha (\varsigma^\gamma)\right) - \partial_j \left((\varsigma^{-1})^\beta_\delta (\partial_\delta \varsigma^\alpha) + (\varsigma^{-1})^\beta_\gamma \Gamma_\gamma^\alpha (\varsigma^\gamma)\right)
+ \left((\varsigma^{-1})^\beta_\delta (\partial_\delta \varsigma^\alpha) + (\varsigma^{-1})^\beta_\theta (\partial_\theta \varsigma^\alpha)\right) \left((\varsigma^{-1})^\delta_\xi \partial_\xi (\varsigma^\gamma) + (\varsigma^{-1})^\delta_\gamma \Gamma_\gamma^\xi (\varsigma^\xi)\right)
- \left((\varsigma^{-1})^\beta_\delta (\partial_\delta \varsigma^\alpha) + (\varsigma^{-1})^\beta_\theta (\partial_\theta \varsigma^\alpha)\right) \left((\varsigma^{-1})^\delta_\xi \partial_\xi (\varsigma^\gamma) + (\varsigma^{-1})^\delta_\gamma \Gamma_\gamma^\xi (\varsigma^\xi)\right)
= (\varsigma^{-1})^\beta_\theta \left(\partial_i \Gamma^\theta_{j\mu} - \partial_j \Gamma^\theta_{i\mu} + \Gamma^\delta_\theta \Gamma^\mu_{ji} - \Gamma^\delta_\theta \Gamma^\mu_{ij}\right) \varsigma^\mu_{\alpha}
= (\varsigma^{-1})^\beta_\theta (F_{\nabla})^\theta_{ij\alpha}.\]
The result follows. \(\square\)

The following lemma demonstrates the action of a gauge on a commutation bracket.

**Lemma 5.20.** For \(\omega, \psi \in \Lambda^p(E)\) and \(\varsigma \in S(Aut E)\),
\[
(\varsigma^* [\omega, \psi])^\beta_{KL} = [\varsigma^* \omega, \varsigma^* \psi]^\beta_{KL}.
\]

**Proof.** Let \(K\) and \(L\) be multiindices of length \(p\) and \(q\) respectively, with \(K = (k_i)_{i=1}^{|K|}\) and \(L = (l_i)_{i=1}^{|L|}\). Then computing yields
\[
(\varsigma^* ([\omega, \psi]))^\beta_{KL} = (\varsigma^* (\omega^\beta_{KL} \psi^\gamma_{La} - \psi^\beta_{La} \omega^\gamma_{KL}))
= (\varsigma^* \omega^\beta_{KL} \psi^\gamma_{La} - \varsigma^* \psi^\beta_{La} \omega^\gamma_{KL}).
\]
The result follows. \(\square\)
Remark 5.21. Note that since contraction occurs across base indices and the gauge transformation acts on the bundle, a consequence of this computation is that the gauge transformation also respects the pound bracket (defined in (1.2)), that is, 
\[ \varsigma^* \left( [\omega, \psi]^{\#} \right) = [\varsigma^* \omega, \varsigma^* \psi]^{\#}. \]

The next lemma demonstrates the action of gauge on a connection applied to endomorphism, and how the action distributes between the two objects.

Lemma 5.22. Let \( \nabla \in \mathcal{A}_E \), \( \phi \in S(\text{End} \ E) \) and \( \varsigma \in S(\text{Aut} \ E) \). Then 
\[ \varsigma^*(\nabla \phi) = (\varsigma^* \nabla)(\varsigma^* \phi). \]

Proof. Expanding \( \varsigma^*(\nabla \phi) \) yields 
\[ \varsigma^*((\nabla)_{\imath} \phi^\beta_{\alpha}) = \left( (\varsigma^{-1})^\beta_\gamma (\partial_\gamma \phi^\beta_{\alpha}) \right)_{T_1} - \left[ (\varsigma^{-1})^\beta_\gamma \phi^\delta_{\rho} \Gamma^\rho_{\gamma \alpha} \right]_{T_2} + \left[ (\varsigma^{-1})^\beta_\gamma \phi^\delta_{\rho} \phi^\phi_{\delta \gamma} \right]_{T_3} = T_1 + T_2 + T_3. \]

Now observe that 
\( \left( \varsigma^* \nabla \right) (\varsigma^{-1} \phi) = \partial_\iota (\varsigma^{-1} \phi_{\iota}^{\gamma} \phi^{\gamma}_{\alpha}) + \left( (\varsigma^{-1})^\beta_\iota (\partial_\iota \phi^\beta_{\gamma}) \right) \]
\[ = (\partial_\iota (\varsigma^{-1})^\beta_\gamma \phi_{\iota}^{\gamma} \phi^{\gamma}_{\alpha}) + (\varsigma^{-1})^\beta_\gamma \phi_{\iota}^{\gamma} \phi^{\gamma}_{\alpha} \]
\[ = T_1 + T_2 + T_3. \]

The equality holds and the result follows. \( \square \)

A key property of gauges with respect to the Yang-Mills \( k \)-energy, which determines the nonellipticity of the flow (cf. Proposition 2.4) is demonstrated in the following lemma. Namely, that the Yang-Mills \( k \)-energy is invariant under gauge transformation.

Corollary 5.23. For \( \varsigma \in S(\text{Aut} \ E) \) and \( \nabla \in \mathcal{A}_E \), 
\[ \mathcal{Y} \mathcal{M}_k(\nabla) = \mathcal{Y} \mathcal{M}_k(\varsigma^* \nabla). \]

Proof. This is a consequence of Lemma 5.19 and the definition of the action of gauge on a connection and on a 2-form (cf. Definition 5.16). \( \square \)

Lemma 5.24. Let \( L := (i_1, j_1, \cdots i_k, j_k) \), \( \varsigma \in S(\text{Aut} \ E) \), and \( \zeta \) some element of a tensor product of \( T^* M \) and \( E \) and their corresponding duals. Then 
\[ \Delta^{(k)} \left[ \varsigma^\beta_{\alpha} \varsigma^Q_R \right] = \Delta^{(k)} \left[ \varsigma^\beta_{\alpha} \varsigma^Q_R \right] + \left( \prod_{i=0}^{k} g^{i_j \iota} \right) \left( \sum_{r=1}^{k-1} \sum_{P \in P_r(L)} \left( \nabla_P \varsigma^\beta_{\alpha} \right) \left( \nabla_P \varsigma^Q_R \right) \right) + \varsigma^\beta_{\alpha} \Delta^{(k)} \left[ \varsigma^Q_R \right], \]
where the quantity \( P_r(L) \) is defined in Definition 3.4.
Proof. This is simply an application of the Leibniz rule and being aware of the distribution of connection pairings (coming from each Laplacian).

In the following lemma we investigate the action of this particular connection with a one-parameter family of gauge transformation and is essential in the following result.

**Lemma 5.25.** Let $\nabla \in A_E$ and $\zeta_t \in S(\mathrm{Aut} \, E) \times \mathcal{I}$. Then

\begin{equation}
(\zeta_t^* \nabla)^{\beta}_\alpha = (\zeta_t^{-1})^\beta_\delta (\partial_\delta \zeta_t)_\alpha + (\zeta_t^{-1})^\beta_\gamma (\Gamma_t^\gamma_\delta (\zeta_t))_\alpha - (\Gamma_t^* \nabla)^\delta_\alpha (\zeta_t^{-1})^\beta_\delta .
\end{equation}

**Proof.** Note that despite the assumed time dependence of $\zeta_t$ the notational dependency will be omitted. Simply computing yields

\[
(\zeta^* \nabla)(\zeta_t^{-1}) = \partial_t \left( (\zeta_t^{-1})^\beta_\delta (\zeta_t)^\beta_\delta \right) + (\Gamma_t^* \nabla)^\delta_\alpha (\zeta_t^{-1})^\delta_\alpha - (\Gamma_t^* \nabla)^\delta_\alpha (\zeta_t^{-1})^\delta_\alpha \\
= - (\zeta_t^{-1})^\beta_\rho (\partial_\rho \zeta_t)^\delta_\alpha + (\zeta_t^{-1})^\beta_\delta (\partial_\delta \zeta_t)^\delta_\alpha + (\Gamma_t^* \nabla)^\delta_\alpha (\zeta_t^{-1})^\delta_\alpha \\
- (\Gamma_t^* \nabla)^\delta_\alpha (\zeta_t^{-1})^\delta_\alpha .
\]

The result follows.

In the following lemma both the connection and the gauge transformation are one-parameter families, though the gauge transformation does not necessarily determine how the family of connections varies, as was the case in the prior lemma.

**Lemma 5.26.** Let $\zeta_t \in S(\mathrm{Aut} \, E) \times \mathcal{I}$ and $\nabla_t \in A_E \times \mathcal{I}$. The linearized gauge action of $\zeta_t$ on $\nabla_t$ is given in coordinates by

\begin{equation}
\left( \frac{\partial}{\partial t} [\zeta_t^* \nabla_t] \right)^{\beta}_\alpha = (\zeta_t^* \nabla_t)(\zeta_t^{-1})^{\beta}_{\alpha} + (\zeta_t^{-1})^\beta_\delta \left( \Gamma_t^\delta_{\rho \gamma} (\zeta_t) \right)_{\rho}.
\end{equation}

**Proof.** As in the previous lemma, note that despite the assumed time dependence of $\zeta_t$ and $\nabla_t$ the notational dependency will be omitted. Differentiating $\zeta^* \Gamma$ with respect to $t$ gives

\[
\left( \frac{\partial}{\partial t} [\zeta^* \nabla] \right)^{\beta}_\alpha = \partial_t ((\zeta_t^{-1})^\beta_\delta \Gamma_k^\delta_{\rho \gamma} + \partial_t ((\zeta_t^{-1})^\beta_\delta \partial_t \zeta_t) \\
= \partial_t ((\zeta_t^{-1})^\beta_\delta \Gamma_k^\delta_{\rho \gamma} + (\zeta_t^{-1})^\beta_\delta \Gamma_k^\delta_{\rho \gamma} + (\zeta_t^{-1})^\beta_\delta \Gamma_k^\delta_{\rho \gamma} ) \\
+ \partial_t ((\zeta_t^{-1})^\beta_\delta \partial_t \zeta_t) + (\zeta_t^{-1})^\beta_\delta \partial_t \zeta_t \\
= - ((\zeta_t^{-1})^\beta_\delta \zeta_t (\zeta_t^{-1})^\delta_\gamma ) \Gamma_k^\delta_{\rho \gamma} + (\zeta_t^{-1})^\beta_\delta \Gamma_k^\delta_{\rho \gamma} + (\zeta_t^{-1})^\beta_\delta \Gamma_k^\delta_{\rho \gamma} \\
- ((\zeta_t^{-1})^\beta_\delta \zeta_t (\zeta_t^{-1})^\delta_\gamma ) \partial_t \zeta_t + (\zeta_t^{-1})^\beta_\delta \partial_t \zeta_t.
\]
Applying the computations of Lemma 5.25 and then Lemma 5.17,

\[
\left( \frac{\partial}{\partial t} [s^*\nabla] \right)_{k\alpha}^\beta = - \left( (s^{-1})_\beta^\gamma (s^*_\gamma) ((s^{-1})_\delta^\gamma) \Gamma^\delta_{k\theta} s^\alpha + (s^{-1})_\beta^\delta \tilde{\Gamma}^\delta_{k\theta} s^\alpha + (s^{-1})_\delta^\beta \Gamma^\delta_{k\theta} s^\alpha \right) \\
- \left( (s^{-1})_\beta^\gamma (s^*_\gamma) ((s^{-1})_\delta^\gamma) \right) \left( \partial_\delta s^\alpha + (s^{-1})_\delta^\gamma (s^{*\gamma}) (s^{-1})_\delta^\epsilon \right) \\
= \left[ (s^{-1})_\beta^\gamma (s^*_\gamma) + (s^{-1})_\beta^\delta \Gamma^\delta_{k\theta} s^\alpha - (s^{*\gamma})_{k\alpha} (s^{-1})_\delta^\gamma \right] \\
+ \left[ - \left( (s^{-1})_\beta^\gamma (s^*_\gamma) \right) (s^{*\gamma})_{k\alpha} - (s^{-1})_\beta^\delta (\tilde{\Gamma}^\delta_{k\theta}) s^\alpha \right] \\
= (s^{*\gamma})_{k\alpha} + (s^{-1})_\beta^\gamma \left( \tilde{\Gamma}^\delta_{k\theta} s^\alpha \right) .
\]

The result follows. \( \square \)
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