THE HARDY INEQUALITY AND LARGE TIME BEHAVIOUR OF THE HEAT EQUATION ON $\mathbb{R}^{N-k} \times (0, \infty)^k$
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ABSTRACT. In this paper we study the large time asymptotic behaviour of the heat equation with Hardy inverse-square potential on corner spaces $\mathbb{R}^{N-k} \times (0, \infty)^k$, $k \geq 0$. We first show a new improved Hardy-Poincaré inequality for the quantum harmonic oscillator with Hardy potential. In view of that, we construct the appropriate functional setting in order to pose the Cauchy problem. Then we obtain optimal polynomial large time decay rates and subsequently the first term in the asymptotic expansion of the solutions in $L^2(\mathbb{R}^{N-k} \times (0, \infty)^k)$. Particularly, we extend and improve the results obtained by Vázquez and Zuazua (J. Funct. Anal. 2000), which correspond to the case $k = 0$, to any $k \geq 0$. We emphasize that the higher the value of $k$ the better time decay rates are. We employ a different and simplified approach than Vázquez and Zuazua, managing to remove the usage of spherical harmonics decomposition in our analysis.

1. Introduction

In this paper we analyze sharp time asymptotic properties of the Cauchy problem with Dirichlet boundary conditions:

$$
\begin{align*}
\partial_t u(t,x) = \Delta u(t,x) + \frac{\lambda}{|x|^2} u(t,x), & \quad t > 0, x \in \mathbb{R}^{N,k}_+, \\
u(t,x) = 0, & \quad t > 0, x \in \partial \mathbb{R}^{N,k}_+, \\
u(0,x) = u_0(x), & \quad x \in \mathbb{R}^{N,k}_+,
\end{align*}
$$

(1.1)

where $N \geq 2$ is the space dimension, $k \in \{0, \ldots, N\}$ is a fixed integer and $\mathbb{R}^{N,k}_+$ denotes the space $\mathbb{R}^{N-k} \times (0, \infty)^k \subset \mathbb{R}^N$ with its boundary denoted by $\partial \mathbb{R}^{N,k}_+$. The initial data $u_0$ is assumed to belong to $L^2(\mathbb{R}^{N,k}_+)$, $|x|$ is the Euclidean norm of $x$ in $\mathbb{R}^N$ and $\lambda/|x|^2$ is an inverse-square Hardy potential with a real parameter $\lambda$ which will be made precise later. To be more specific, for $N \in \mathbb{N}$ and $k \in \{0, 1, \ldots, N\}$, we denote

$$
\mathbb{R}^{N,k}_+ := \left\{ x = (x', x_{N-k+1}, \ldots, x_N) \in \mathbb{R}^N \mid x' = (x_1, \ldots, x_{N-k}) \in \mathbb{R}^{N-k} \text{ and } x_{N-k+j} > 0, \text{ for all } j \in \mathbb{N} \text{ with } 1 \leq j \leq k \right\}
$$

and

$$
\partial \mathbb{R}^{N,k}_+ = \left\{ x = (x', x_{N-k+1}, \ldots, x_N) \mid x' = (x_1, \ldots, x_{N-k}) \in \mathbb{R}^{N-k} \text{ and } x_{N-k+j} = 0, \text{ for all } j \in \mathbb{N} \text{ with } 1 \leq j \leq k \right\}.
$$

It can be easily seen that $\mathbb{R}^{N,0}_+$ coincides with the space $\mathbb{R}^N$ and $\mathbb{R}^{N,1}_+$ is known as the upper half space, usually denoted by $\mathbb{R}^N_+$ in the literature.
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The real parameter $\lambda$ in the singular potential $\lambda/|x|^2$ is assumed to belong to the range $\lambda \in (-\infty, \lambda_{N,k}]$ where

$$\lambda_{N,k} := \left( \frac{N - 2}{2} + k \right)^2$$

is the optimal constant in the Hardy inequality on $\mathbb{R}^{N,k}_+$. This inequality (see e.g. [24]) reads:

$$\int_{\mathbb{R}^{N,k}_+} |\nabla u|^2 dx \geq \lambda_{N,k} \int_{\mathbb{R}^{N,k}_+} \frac{u^2}{|x|^2} dx, \quad \forall u \in C_c^\infty(\mathbb{R}^{N,k}_+).$$

Later in paper, we will construct the appropriate functional setting for the problem to be well-posed and study the asymptotic behaviour of the solution in the $L^2$ norm. We distinguish two different situations:

a) the subcritical case $\lambda < \lambda_{N,k}$;

b) the critical case $\lambda = \lambda_{N,k}$.

In order to outline the main results and tools used in the proofs, let us consider the Hamiltonian operator $A_\lambda$, initially defined on $C_c^\infty(\mathbb{R}^{N,k}_+)$, which has the form:

$$A_\lambda u := -\Delta u - \frac{\lambda}{|x|^2} u.$$

Then, the problem (1.1) can be written as:

$$\begin{cases}
\partial_t u(t, x) + A_\lambda u(t, x) = 0, & t > 0, x \in \mathbb{R}^{N,k}_+, \\
u(t, x) = 0, & t > 0, x \in \partial \mathbb{R}^{N,k}_+, \\
u(0, x) = u_0(x), & x \in \mathbb{R}^{N,k}_+.
\end{cases}$$

Due to the Hardy inequality (1.3), a theorem by Reed and Simon [23, cf. Theorem VIII.15] allows us to extend $A_\lambda$ for any $\lambda \leq \lambda_{N,k}$ to a self-adjoint unbounded and nonnegative operator on $L^2(\mathbb{R}^{N,k}_+)$. So, following The Hille-Yosida theory (see, e.g. [8]), we can consider the contractions semigroup

$$e^{-tA_\lambda} : L^2(\mathbb{R}^{N,k}_+) \to L^2(\mathbb{R}^{N,k}_+), \quad u_0 \mapsto u(t) := e^{-tA_\lambda} u_0, \quad t \geq 0,$$

satisfying $u \in C([0, \infty); L^2(\mathbb{R}^{N,k}_+))$. The contraction property implies $\|u(t)\|_{L^2(\mathbb{R}^{N,k}_+)} \leq \|u_0\|_{L^2(\mathbb{R}^{N,k}_+)}$ and moreover, for any positive time $t$ we have $\|e^{-tA_\lambda}\|_{L^2(\mathbb{R}^{N,k}_+) \to L^2(\mathbb{R}^{N,k}_+)} = 1$. To check this it is enough to consider a sequence of initial data $(\varphi_n)_{n \geq 1}$ in $D(A_\lambda)$ such that $\|\varphi_n\|_{L^2(\mathbb{R}^{N,k}_+)} = 1$ and $\|A_\lambda \varphi_n\|_{L^2(\mathbb{R}^{N,k}_+)} \to 0$, i.e. $\varphi_n(x) = (1/n)^{N/2} \varphi(x/n)$ with $\varphi$ a smooth normalized compactly supported function.

One way we can force the semigroup to decay is to consider the initial data in a subspace of $L^2(\mathbb{R}^{N,k}_+)$. It is by now classical to take $u_0$ in the weighted space

$$L^2(\mathbb{R}^{N,k}_+) ; K) := \left\{ u \in L^2(\mathbb{R}^{N,k}_+) \mid \int_{\mathbb{R}^{N,k}_+} |u(x)|^2 K(x) dx < \infty \right\}, \quad K(x) := e^{\frac{\lambda x^2}{4}}.$$

In the following, where there is no risk of confusion, we write $L^2$ and $L^2(K)$ instead of $L^2(\mathbb{R}^{N,k}_+) \to L^2(\mathbb{R}^{N,k}_+; K)$, respectively. Then we initiate our analysis by using the so-called "self-similarity variables" method, which will allow us to cast problem (1.1) into another one, induced by an operator with compact inverse, which will help to gain polynomial decay rates in time for the original problem (1.1).

The self-similarity variables transformation we use takes the following form:

$$v(s, y) = K^{\frac{1}{2}}(y) e^{\frac{\lambda y^2}{4}} u \left( e^s - 1, e^s y \right).$$

With this notation, $v$ formally satisfies the following Cauchy problem:
Moreover, the constant
\[ 1 + \frac{|y|^2}{16} \]
controls the $L^1$ norm since it controls the $L^1$ norm of $|\nabla v|^2$ for large $s$ and the functions $L^1$. This is done in [23, Theorem VIII.15] which allows us to define an unbounded operator $L_\lambda$ on $L^2(\mathbb{R}_+^{N,k})$, with domain $D(L_\lambda)$. A detailed analysis of the spaces $H_\lambda$ and $D(L_\lambda)$ is done in Section 4.

Since the operator $L_\lambda$ is self-adjoint and non-negative, the well-posedness of the problem (1.1) is ensured by the Hille-Yosida theory (see, e.g., [8, Theorem 3.2.1]) which leads to the following: for any $v_0 \in L^2(\mathbb{R}_+^{N,k})$ problem (1.6) has a unique solution:
\[ v \in C([0, \infty), L^2(\mathbb{R}_+^{N,k})) \cap C((0, \infty), D(L_\lambda)) \cap C^1((0, \infty), L^2(\mathbb{R}_+^{N,k})). \]

Regarding the problem (1.6), we should remark two things. First, the assumption that $u_0$ is in $L^2(K)$, implies that the initial data $v_0$ is in $L^2$. Next, the extra term $\frac{|y|^2}{16} v$, which blows up for large $|y|$, forces the solutions to concentrate in compact regions, so we obtain compactness when embedding the form domain $H_\lambda$ into $L^2$. This shows that the spectrum of the operator $L_\lambda$ is discrete and accumulates at infinity. Applying analytical tools which are specific to parabolic equations, we deduce that the first eigenvalue of $L_\lambda$ is positive and provides sharp exponential decay for the solutions $v(s, \cdot)$ of (1.6). In consequence, returning to the original problem, we are able to obtain sharp polynomial large time decay for the solution $u(t, \cdot)$ of (1.4). This will be rigorously detailed later.

In order to state our main results we need to introduce the number which quantifies the criticality of the parameter $\lambda$:
\[ m_\lambda := \sqrt{\lambda_{N,k} - \lambda} \]
and the functions
\[ \alpha_{k,\lambda}(x) = e^{-\frac{|y|^2}{16}} |x|^{m_\lambda - \frac{N_k}{2} x_{N-k+1} x_{N-k+2} \cdots x_N} |x|^k, \]
which, as we will see later, play a fundamental role in our analysis.

The first main result of our paper relies on the following improved Hardy-Poincaré inequality in which the sharp constant turns out to be the first eigenvalue of the operator $L_\lambda$.

**Theorem 1.1.** For any $u \in C_c^\infty(\mathbb{R}_+^{N,k})$ it holds
\[ \int_{\mathbb{R}_+^{N,k}} \left( |\nabla u|^2 - \lambda \frac{|u|^2}{|x|^2} + \frac{|x|^2}{16} |u|^2 \right) dx \geq \frac{1 + m_\lambda}{2} \int_{\mathbb{R}_+^{N}} |u|^2 dx. \]

Moreover, the constant $\frac{1 + m_\lambda}{2}$ in (1.13) is sharp and it is achieved by the functions $\alpha_{k,\lambda}$ in (1.12), is (see Section 3 for details).
Remark 1.6. In fact, the minimizers $\alpha_{k,\lambda}$ in (1.13) do not belong to $C^\infty(\mathbb{R}^{N,k}_+)$ but will see that that inequality (1.13) extends to functions $u$ from the larger space $H_\lambda$ and the equality is achieved in $H_\lambda$ for $u = \alpha_{k,\lambda}$ (see Section 4 for details).

One of the main purposes of this paper is to find the following number:

$$\gamma_\lambda := \sup \left\{ \gamma \geq 0 \mid \exists C_\gamma > 0 \text{ s.t. } \|u(t)\|_{L^2} \leq C_\gamma (1 + t)^{-\gamma} \|u_0\|_{L^2(K)}, \forall t \geq 0, u_0 \in L^2(K) \right\}$$

which will provide us the optimal polynomial decay rate of the solutions of (1.1). In addition, we are interested in the asymptotic profile of the solution as time goes to infinity, namely in the behaviour of the function $t \to t^{\gamma_\lambda} u(t)$. The main result of the paper is the following:

**Theorem 1.3.** For any initial data $u_0 \in L^2(K)$, the solution $u$ of problem (1.1) satisfies:

$$\|u(t)\|_{L^2(\mathbb{R}^{N,k}_+)} \leq (1 + t)^{-\frac{1+m_\lambda}{2}} \|u_0\|_{L^2(\mathbb{R}^{N,k}_+; K)}, \quad \forall t \geq 0. \tag{1.14}$$

Moreover, this polynomial decay rate is sharp:

$$\lim_{t \to \infty} t^{\frac{1+m_\lambda}{2}} \left\| u(t) - \beta t^{-\frac{1+m_\lambda}{2}} e^{-\frac{\|u_0\|^2_{L^2(K)}}{4N}} \right\|_{L^2(\mathbb{R}^{N,k}_+)} = 0, \tag{1.15}$$

where

$$\beta = \left( \|\alpha_{k,\lambda}\|_{L^2(\mathbb{R}^{N,k}_+)} \right)^{-1} \int_{\mathbb{R}^{N,k}_+} u_0(x) e^{-\frac{\|u_0\|^2_{L^2(K)}}{8N}} \alpha_{k,\lambda}(x) dx.$$

**Remark 1.4.** Formula (1.15) expresses the fact that $u$ admits the asymptotic expansion in $L^2$:

$$u(t, x) = U(t, x) + o(t^{-\frac{1+m_\lambda}{2}}), \quad \text{as } t \to \infty,$$

where the asymptotic profile $U(t, x) := \beta t^{-\frac{1+m_\lambda}{2}} e^{-\frac{\|u_0\|^2_{L^2(K)}}{4N}} \alpha_{k,\lambda}(x)$ satisfies that $t^{\frac{1+m_\lambda}{2}} \|U(t, \cdot)\|_{L^2(\mathbb{R}^{N,k}_+)}$ is constant in time.

**Remark 1.5.** In particular, if $\lambda$ is critical, i.e. $\lambda = \lambda_{N,k}$, then $m_\lambda = 0$, so the optimal decay rate in (1.14) is: $(t + 1)^{-\frac{1}{2}}$ and the normalizing constant is

$$\beta = \sqrt{\frac{2k-1}{\omega_{N,k}}} \int_{\mathbb{R}^N_k} u_0(x) e^{-\frac{\|u_0\|^2_{L^2(K)}}{8N}} \alpha_{k,\lambda}(x) dx,$$

where $\omega_{N,k} = \int_{S^{N-1}} \sigma^2_{N-k+1} \cdots \sigma^2_N d\sigma$. More details about this calculations can be seen in Section 5.

**Remark 1.6.** In the case of the half-space $\mathbb{R}^N_+$, i.e. $k = 1$, Theorem 1.15 reads:

$$\|u(t)\|_{L^2(\mathbb{R}^N_+)} \leq (1 + t)^{-\frac{1+m_\lambda}{2}} \|u_0\|_{L^2(\mathbb{R}^N_+; K)}, \quad \forall t \geq 0 \tag{1.16}$$

and

$$\lim_{t \to 0} t^{\frac{1+m_\lambda}{2}} \left\| u(t, x) - \beta t^{-\frac{1+m_\lambda}{2}} |x|^{-\frac{m_\lambda}{N}} x_N \right\|_{L^2(\mathbb{R}^N_+; x_N)} = 0, \tag{1.17}$$

where $m_\lambda = \sqrt{\frac{N^2}{4} - \lambda}$ and

$$\beta = \frac{\sqrt{N}}{2^{m_\lambda} \Gamma(m_\lambda + 1)} \int_{\mathbb{R}^N_+} u_0(x) |x|^{-\frac{m_\lambda}{N}} x_N dx,$$

where $\Gamma$ denotes the Gamma function. In particular, for critical $\lambda = \lambda_{N,1} = \frac{N^2}{4}$ we have $m_\lambda = 0$ and

$$\beta = \sqrt{N} \int_{\mathbb{R}^N_+} u_0(x) |x|^{-\frac{N}{2}} x_N dx.$$
Remark 1.7. Inequality (1.16) implies that, if we work on the half-space $\mathbb{R}^N_+$ with $\lambda = \frac{(N-2)^2}{4}$, which is the critical Hardy constant on $\mathbb{R}^N$, we obtain the following decay estimate:

$$\frac{1+\sqrt{2\gamma}}{2} \| u(t) \|_{L^2(\mathbb{R}^N)} \leq \| u_0 \|_{L^2(\mathbb{R}^N_+, K)}, \quad \forall t \geq 0,$$

so the decay is improved from $\gamma_\lambda = \frac{1}{2}$ (as proved in [25]) to $\gamma_\lambda = \frac{1+\sqrt{2\gamma}}{2}$ when we switch from $\mathbb{R}^N$ to $\mathbb{R}^N_+$, while keeping the same parameter $\lambda$. More generally, when $\lambda$ is kept constant, the decay improves as we work on spaces $\mathbb{R}^N_+^{N,k}$ with increasing $k$.

The well-posedness of the heat equation with singular inverse-square potential was first addressed by Baras and Goldstein [2], who showed that the Cauchy problem in $\mathbb{R}^N$ is well-posed for $\lambda$ less or equal to the critical Hardy exponent $\lambda_{N,0}$, but ill-posed for greater values of $\lambda$. Later on, many papers studied well-posedness and asymptotic results for several generalisations of (1.1). For instance, Ferreira and Mesquita [11] considered the heat equation with multipolar inverse-square potentials in $\mathbb{R}^N$, proved sufficient conditions for well-posedness and analysed the asymptotic behaviour of the solutions via Fourier transform techniques. Abdellaoui, Peral and Primo [1] managed to prove well-posedness for any $\lambda > 0$, provided that an absorption term of the form $|\nabla u|^p$, for suitable $p$, is added to the equation (1.1). Another direction of generalisation was replacing the heat operator in (1.1) with the $p$-Laplacian: García Azorero and Peral Alonso [12] proved the existence of a global attractor for the solutions. The heat equation with a perturbed version of the inverse-square potential in $\mathbb{R}^N$ was studied by Ishige and Mukai [17], who obtained asymptotic profiles for initial data in $L^2(K)$, using spectral methods.
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The methods we use in our paper are based on the so-called self-similarity transform (abv. SST), an improved Hardy-type inequality and spectral analysis in $L^2(\mathbb{R}^N_+, K)$. The SST method has been widely used in significant works in the literature since the ‘80s. For instance, Gidas and Spruck [14] consider the self-similarity scaling to study the behaviour of elliptic equations near isolated singularities of the coefficient functions. Later on, Giga and Kohn [15] used the same technique to analyse the blow-up of solutions of the non-linear heat equation on a cylinder. Some years later, Escobedo and Kavian [9] considered SST and the weighted spaces $L^2(K)$ and $H^1(K)$ to study existence and uniqueness results for the semilinear heat equation. They proved the compactness of the embedding $H^1(K) \subset L^2(K)$ and used spectral properties of the linear operator involved in the expression of the equation in similarity variables. These techniques were then applied by Escobedo and Zuazua [10] in the analysis of the large-time asymptotic behaviour for the non-linear convection diffusion equation.

The Hardy inequality is a cornerstone in the study of all sorts of differential equations, with a history of more than a century. A completely non-exhaustive survey of the extensions of this inequality would include the notorious results of Brezis-Marcus [4] and Brezis-Vazquez [5], together with the more recent contributions of Ghoussoub-Moradifam [13] and Lam, Lu and Zhang [21].

The contribution of Hardy-type inequalities in the study of asymptotic behaviour was the subject of various influential papers, starting with the pioneering work of Vázquez and Zuazua [25], which deals with the heat equation with Hardy potential on $\mathbb{R}^N$. They analysed the large-time decay and asymptotic profile of this equation, using, besides Hardy-type inequalities, all the machinery of SST and spectral results in the weighted space $L^2(K)$. Afterwards, those techniques were employed in order to obtain decay estimates for the heat equations in twisted tubes (Krejčířík, Zuazua [20]) and curved wedges (Krejčířík [19]), but also for the heat semigroup with local magnetic field in the plane (Krejčířík [18]). Later on, the paper [7] by Cazacu and Krejčířík is concerned with the heat semigroup generated by the magnetic Schrödinger operator perturbed by the critical Hardy potential.

It is also worth mentioning the work [16], where Gkikas obtained small-time kernel estimates and a Harnack inequality for the heat equation with inverse-squared-distance potential in exterior domains, via Hardy-Poincare inequalities.
The main novel aspects brought in by our paper, compared to the references above, can be resumed as follows:

a) We generalize the asymptotic results for the heat equation with Hardy potential, obtained by Vázquez and Zuazua \[25\] in the case of the whole space \(\mathbb{R}^N\), to the corner space \(\mathbb{R}^N_{+,k}\), providing an improved decay;

b) Our analysis is more straightforward than its counterpart in \[25\], as we totally get rid of the spherical harmonics machinery, especially in the proof of Theorem \[1.4\] where we only have to properly design the positive eigenfunctions \(\alpha_{k,\lambda}\).

The paper is organized as follows. In Section 2 we introduce the self-similarity transform (SST) and we write the problem \((1.1)\) in those variables. Section 3 consists of the proof of Theorem \[1.1\] i.e. the improved Hardy inequality in \(\mathbb{R}^N_{+,k}\). In Section 4 we provide the rigorous framework in which we pose the problem in order to prove the asymptotic estimates. Section 5 contains the proof of the main result, namely Theorem 1.3.

2. THE EQUATION IN SIMILARITY VARIABLES

In the spirit of \[25\], Section 9], we introduce the similarity variables \((s,y) \in (0,\infty) \times \mathbb{R}^N_{+,k}\) through the following change of variables:

\[
(s, y) := \left( \ln(t + 1), \frac{x}{\sqrt{t + 1}} \right), \quad (t, x) = \left( e^s - 1, e^{\frac{s}{2}}y \right),
\]

\[
w(s,y) := e^{\frac{Ns}{4}}u \left( e^s - 1, e^{\frac{s}{2}}y \right).
\]

An important feature of this transformation is that it keeps the \(L^2\)-norm invariant, i.e.

\[
\|w(s)\|_{L^2} = \|u(t)\|_{L^2}.
\]

With these notations we have

\[
\partial_s w(s, y) = e^{\frac{Ns}{4}} \left[ \frac{N}{4} \cdot u \left( e^s - 1, e^{\frac{s}{2}}y \right) + e^{\frac{s}{2}}y \nabla u \left( e^s - 1, e^{\frac{s}{2}}y \right) + e^s \partial_t u \left( e^s - 1, e^{\frac{s}{2}}y \right) \right],
\]

\[
\nabla_y w(s, y) = e^{\frac{Ns}{4}} \cdot e^{\frac{s}{2}} \nabla u \left( e^s - 1, e^{\frac{s}{2}}y \right),
\]

\[
\Delta_y w(s, y) = e^{\frac{Ns}{4}} \cdot e^s \Delta u \left( e^s - 1, e^{\frac{s}{2}}y \right).
\]

Thus, problem \((1.4)\) translates into:

\[
\begin{align*}
\partial_s w(s, y) + A_\lambda w(s, y) - \frac{N}{4} w(s, y) - \frac{y}{2} \nabla w(s, y) &= 0, \quad s > 0, \quad y \in \mathbb{R}^N_{+,k}, \\
w(s, y) &= 0, \\
w(0, y) &= u_0(y),
\end{align*}
\]

(2.1)

Notice that the \(s\)-evolution generator of \((2.1)\) gathering the non-zero order terms is an operator which can be written as:

\[
\Delta_y w + \frac{y}{2} \cdot \nabla w = \frac{1}{K} \text{div}(K \nabla w),
\]

where we recall that \(K(y) = e^{\frac{|y|^2}{4}}\). This invites us to study the well-posedness of \((2.1)\) in the weighted space \(L^2(K)\). For this reason, we restrict the initial data \(u_0\) to the weighted space \(L^2(K)\). However, since we prefer to work in a non-weighted space \(L^2(\mathbb{R}^N_{+,k})\), we employ the transformation \(v(s, y) := K^{\frac{1}{2}}(y)w(s, y)\) and study the equation satisfied by \(v\), that is

\[
\begin{align*}
\partial_s v(s, y) + A_\lambda v(s, y) + \frac{|y|^2}{4} v(s, y) &= 0, \quad s > 0, \quad y \in \mathbb{R}^N_{+,k}, \\
v(s, y) &= 0, \\
v(0, y) &= K^{\frac{1}{2}}(y)w(0, y) = K^{\frac{1}{2}}(y)u_0(y), \quad y \in \mathbb{R}^N_{+,k},
\end{align*}
\]

(2.2)

with the initial data \(v_0\) belonging to the space \(L^2(\mathbb{R}^N_{+,k})\).

The Cauchy problem \((2.2)\) is associated to the harmonic oscillator operator with Hardy potential given by \((1.7)\). Roughly speaking, we will prove that this operator has compact inverse.
In particular, we are able to determine its first (positive) eigenvalue and the corresponding eigenfunctions.

3. Improved Hardy-Poincaré type Inequality

This section is dedicated to the proof of Theorem 1.1. The proof is very direct and short once we construct a positive eigenfunction in \( \mathbb{R}^{N,k}_+ \) for the operator \( L_\lambda \). This eigenfunction was defined in (1.12):

\[
\alpha_{k,\lambda}(x) = e^{-|x|^2 |x|^{m_\lambda} - \frac{X_{N-k+1}X_{N-k+2} \cdots X_N}{|x|^k}} \in L^2(\mathbb{R}^{N,k}_+).
\]

First, notice the important detail that \( \alpha_{k,\lambda}(x) > 0 \) in \( \mathbb{R}^{N,k}_+ \). This allows to consider the well-defined function

\[
\phi(x) := \frac{u(x)}{\alpha_{k,\lambda}(x)},
\]

which belongs to \( C^\infty_c(\mathbb{R}^{N,k}_+) \), provided that \( u \) is smooth and compactly supported. Thus,

\[
\int_{\mathbb{R}^{N,k}_+} |\nabla u|^2 \, dx = \int_{\mathbb{R}^{N,k}_+} \alpha_{k,\lambda}^2 |\nabla \phi|^2 \, dx + \int_{\mathbb{R}^{N,k}_+} \phi^2 |\nabla \alpha_{k,\lambda}|^2 \, dx + 2 \int_{\mathbb{R}^{N,k}_+} \alpha_{k,\lambda} \nabla \alpha_{k,\lambda} \phi \cdot \nabla \phi \, dx.
\]

Due to the compact support of \( \phi \), we can integrate by parts the mixt term above:

\[
2 \int_{\mathbb{R}^{N,k}_+} \alpha_{k,\lambda} \phi \nabla \alpha_{k,\lambda} \cdot \nabla \phi \, dx = \int_{\mathbb{R}^{N,k}_+} \alpha_{k,\lambda} \nabla \alpha_{k,\lambda} \cdot \nabla (\phi^2) \, dx
\]

\[
= - \int_{\mathbb{R}^{N,k}_+} \phi^2 \text{div}(\alpha_{k,\lambda} \nabla \alpha_{k,\lambda}) \, dx
\]

\[
= - \int_{\mathbb{R}^{N,k}_+} \phi^2 |\nabla \alpha_{k,\lambda}|^2 \, dx - \int_{\mathbb{R}^{N,k}_+} \phi^2 \alpha_{k,\lambda} \Delta \alpha_{k,\lambda} \, dx.
\]

Therefore,

\[
(3.1) \quad \int_{\mathbb{R}^{N,k}_+} |\nabla u|^2 \, dx = \int_{\mathbb{R}^{N,k}_+} \alpha_{k,\lambda}^2 |\nabla \phi|^2 \, dx - \int_{\mathbb{R}^{N,k}_+} \phi^2 \alpha_{k,\lambda} \Delta \alpha_{k,\lambda} \, dx
\]

\[
= \int_{\mathbb{R}^{N,k}_+} \alpha_{k,\lambda}^2 \left| \nabla \left( \frac{u}{\alpha_{k,\lambda}} \right) \right|^2 \, dx - \int_{\mathbb{R}^{N,k}_+} \Delta \alpha_{k,\lambda} |u|^2 \, dx.
\]

In addition, explicit computations show that \( \alpha_{k,\lambda} \) satisfies in classical sense the equation

\[
L_\lambda \alpha_{k,\lambda} = \frac{1 + m_\lambda}{2} \alpha_{k,\lambda}, \quad \text{i.e.}
\]

\[
(3.2) \quad \frac{-\Delta \alpha_{k,\lambda}(x)}{\alpha_{k,\lambda}(x)} = \frac{\lambda}{|x|^2} - \frac{|x|^2}{16} + \frac{1 + m_\lambda}{2}, \quad \forall x \in \mathbb{R}^{N,k}_+.
\]

We combine (3.1) and (3.2) to obtain:

\[
\int_{\mathbb{R}^{N,k}_+} \left( |\nabla u|^2 - \frac{\lambda |u|^2}{|x|^2} + \frac{|x|^2}{16} |u|^2 \right) \, dx - \frac{1 + m_\lambda}{2} \int_{\mathbb{R}^{N,k}_+} |u|^2 \, dx
\]

\[
= \int_{\mathbb{R}^{N,k}_+} \alpha_{k,\lambda}^2 \left| \nabla \left( \frac{u}{\alpha_{k,\lambda}} \right) \right|^2 \, dx \geq 0,
\]

which proves (1.13).

In order to prove that the constant is sharp, we construct a sequence of functions \( (\Lambda_\epsilon)_\epsilon \subset C^\infty_c(\mathbb{R}^{N,k}_+) \) such that

\[
\lim_{\epsilon \to 0} \frac{I_\lambda[\Lambda_\epsilon]}{\|\Lambda_\epsilon\|_{L^2}^2} = \frac{1 + m_\lambda}{2}.
\]
We notice that
\[ \eta \in \mathcal{L} \]
and
\[ \lim_{\epsilon \to 0} \left( l_\lambda[\Lambda_\epsilon] - \frac{1 + m_\lambda}{2} \|\Lambda_\epsilon\|^2_{L^2} \right) = 0 \]

To construct such sequence we need the following Lemma:

**Lemma 3.1.** There exists a sequence of functions \((\psi_\epsilon)_{\epsilon > 0} \in C_c^\infty(0, \infty)\) which satisfies:

\[ \text{supp}(\psi_\epsilon) \subseteq [\epsilon^2 - \epsilon^4, \epsilon^2 + \epsilon^4]; \]
\[ 0 \leq \psi_\epsilon \leq 1; \psi_\epsilon \equiv 1 \text{ on } [\epsilon + \epsilon^4, \epsilon^{-1} - \epsilon^4]; \]
\[ \text{for every } \zeta \geq 0, \lim_{\epsilon \to 0} \int_0^\infty e^{-\frac{\alpha}{2} r^{1+\zeta}} |\psi'_\epsilon(r)|^2 dr = 0. \]

The sequence defined by \(\Lambda_\epsilon(x) := \alpha_{k,\lambda}(x) \psi_\epsilon(|x|)\) satisfies \(3.4\)-\(3.5\). Indeed, \((\Lambda_\epsilon)_{\epsilon > 0}\) converges to \(\alpha_{k,\lambda}\) in \(L^2(\mathbb{R}^N_k)\) and, in view of \(3.3\), we get that:

\[ 0 \leq l_\lambda[\Lambda_\epsilon] - \frac{1 + m_\lambda}{2} \|\Lambda_\epsilon\|^2_{L^2} = \int_{\mathbb{R}^N_k} \alpha_{k,\lambda}|\nabla \psi_\epsilon(|x|)|^2 \leq |S^{N-1}| \int_0^\infty e^{-\frac{\alpha}{2} r^{1+2m_\lambda}} |\psi'_\epsilon(r)|^2 dr, \]

which tends to zero, by \(3.4\). Furthermore, \(\Lambda_\epsilon\) converges to \(\alpha_{k,\lambda}\) in \(L^2(\mathbb{R}^N_k)\) as \(\epsilon\) goes to zero. The proof of Theorem \(1.1\) is now finished.

**Proof of Lemma 3.1.** In what follows we assume \(\epsilon > 0\) to be small enough. When \(\zeta > 0\), a simpler construction may be done. The main difficulty is to construct a sequence for \(\zeta = 0\), which corresponds to the critical value of \(\lambda\). We provide an example which works for both cases. The construction of \((\psi_\epsilon)_{\epsilon > 0}\) goes as follows (the idea is inspired from [5, Proposition 3.1]): First we consider the sequence \(\eta_\epsilon : \mathbb{R} \to [0, \infty),\)

\[ \eta_\epsilon(r) = \begin{cases} \frac{\log r - 2 \log \epsilon}{-\log \epsilon}, & r \in [\epsilon^2, \epsilon], \\ \frac{r^2}{\log \epsilon}, & r \in [\epsilon, \epsilon^{-1}], \\ 1, & r \in [\epsilon^{-1}, \epsilon^{-2}], \\ 0, & \text{otherwise.} \end{cases} \]

We notice that \(\eta_\epsilon\) is continuous, \(0 \leq \eta_\epsilon \leq 1\), \(\text{supp}(\eta_\epsilon) = [\epsilon^2, \epsilon^{-2}]\) and its weak derivative is:

\[ \eta'_\epsilon(r) = \begin{cases} -\frac{1}{\log \epsilon}, & r \in (\epsilon^2, \epsilon), \\ -\frac{\epsilon^2}{\log \epsilon}, & r \in (\epsilon^{-1}, \epsilon^{-2}), \\ 0, & \text{otherwise.} \end{cases} \]

In order to obtain a sequence \((\psi_\epsilon)_{\epsilon > 0}\) of smooth functions, we consider \((\rho_\epsilon)_{\epsilon > 0}\) a standard sequence of mollifiers (3 p.108), \(\rho_\epsilon(r) := \frac{1}{r} \rho\left(\epsilon^{-1} r\right)\), where \(\rho\) is a non-negative \(C_c^\infty(\mathbb{R})\) function supported in \([-1, 1]\) and having mass one. Then, \(\text{supp}(\rho_\epsilon) \subseteq [-\epsilon^4, \epsilon^4]\).

The desired sequence is obtained as the convolution \(\psi_\epsilon = \eta_\epsilon * \rho_\epsilon\), which we prove that satisfies properties \(3.3\)-\(3.8\) above. Since \(0 \leq \eta_\epsilon \leq 1\) and \(\rho_\epsilon\) has mass one, we get

\[ \psi_\epsilon(r) = \int_{-\epsilon^4}^{\epsilon^4} \eta_\epsilon(r - s) \rho_\epsilon(s) ds \in [0, 1] \]

If \(r \in [\epsilon + \epsilon^4, \epsilon^{-1} - \epsilon^4]\), then, for any \(s \in [-\epsilon^4, \epsilon^4]\), \(r - s \in [\epsilon, \epsilon^{-1}]\), so \(\eta_\epsilon(r - s) = 1\) and thus \(\psi_\epsilon(r) = 1\). Similarly, one can prove that the support of \(\psi_\epsilon\) is contained in \([\epsilon^2 - \epsilon^4, \epsilon^2 + \epsilon^4]\).

We now to prove \(3.8\). We notice that:

\[ \psi'_\epsilon(r) = \int_{-\epsilon^4}^{\epsilon^4} \eta'_\epsilon(r - s) \rho_\epsilon(s) ds, \]
so we can do the same reasoning as above to get that:
\[
\text{supp}(\psi') \subseteq [\varepsilon^2 - \varepsilon^4, \varepsilon + \varepsilon^4] \cup [\varepsilon^{-1} - \varepsilon^4, \varepsilon^{-2} + \varepsilon^4].
\]
When \( r \in [\varepsilon^2 - \varepsilon^4, \varepsilon + \varepsilon^4] \) and \( s \in [-\varepsilon^4, \varepsilon^4] \), we have \( r - s \geq r - \varepsilon^4 \geq r/2 \), then the particular form of \( \eta' \), given in (3.9), together with (3.10), implies that,
\[
|\psi'(r)| \leq \frac{1}{\log \varepsilon} \int_{-\varepsilon^4}^{\varepsilon^4} \frac{1}{r - \varepsilon^4} \rho(s) \, ds = \frac{1}{(\log \varepsilon)(r - \varepsilon^4)} \leq \frac{-2}{r \log \varepsilon}.
\]
For \( r \in [\varepsilon^{-1} - \varepsilon^4, \varepsilon^{-2} + \varepsilon^4] \) a similar argument shows that
\[
|\psi'(r)| \leq \frac{\varepsilon^2}{1 - \varepsilon}.
\]
We split the integral in (3.8) into a sum \( I_1(\varepsilon) + I_2(\varepsilon) \), where
\[
I_1(\varepsilon) = \int_{\varepsilon^2 - \varepsilon^4}^{\varepsilon^2 + \varepsilon^4} e^{-\frac{r^2}{4}} r^{1+\zeta} |\psi'(r)|^2 \, dr
\]
and
\[
I_2(\varepsilon) = \int_{\varepsilon^{-1} - \varepsilon^4}^{\varepsilon^{-2} + \varepsilon^4} e^{-\frac{r^2}{4}} r^{1+\zeta} |\psi'(r)|^2 \, dr.
\]
It is clear that \( I_2(\varepsilon) \) tends to 0 as \( \varepsilon \) approaches 0, so we focus on \( I_1(\varepsilon) \). Therefore:
\[
I_1(\varepsilon) \leq \frac{4}{(\log(\varepsilon))^2} \int_{\varepsilon^2 - \varepsilon^4}^{\varepsilon^2 + \varepsilon^4} e^{-\frac{r^2}{4}} r^{\zeta - 1} \, dr.
\]
For \( \zeta > 0 \), this immediately converges to 0 as \( \varepsilon \) goes to 0. For \( \zeta = 0 \), we get that
\[
I_1(\varepsilon) \leq 4 \log(2\varepsilon) - \log(\varepsilon^2/2) = -\frac{4}{\log \varepsilon},
\]
which also converges to 0.

\[\Box\]

4. Functional and spectral framework

One of the consequences of Theorem [1.1] is that the seminorm \( \| \cdot \|_{l_\lambda} \) induced by \( l_\lambda \) defined in (1.8) bounds from above the \( L^2 \) norm,
\[
\| u \|_{l_\lambda}^2 \geq \frac{1 + m_\lambda}{2} \| u \|_{L^2}^2,
\]
for every \( u \in C^\infty_c(\mathbb{R}^N_+) \). As a result, \( \| \cdot \|_{l_\lambda} \) is actually a norm on \( C^\infty_c(\mathbb{R}^N_+) \). We can extend it to a complete norm, by considering the space
\[
H_\lambda = \overline{C^\infty_c(\mathbb{R}^N_+)^{\| \cdot \|_{l_\lambda}}}.
\]
the closure with respect to the \( \| \cdot \|_{l_\lambda} \) norm, which makes \( H_\lambda \) a Hilbert space. More precisely, the estimate (4.1) implies that \( H_\lambda \) can be defined as:
\[
H_\lambda = \left\{ u \in L^2(\mathbb{R}^N_+) : \exists (u_n)_n \subset C^\infty_c(\mathbb{R}^N_+) \text{ Cauchy sequence in } \| \cdot \|_{l_\lambda} \text{ s.t. } \lim_{n \to \infty} \| u_n - u \|_{L^2} = 0 \right\}.
\]
Inequality (4.1) implies that \( H_\lambda \) is continuously embedded in \( L^2 \), which allows us to follow [23 Theorem VIII.15] and define the operator \( L_\lambda : H_\lambda \to H_\lambda' \), \( L_\lambda(u) = l_\lambda(u, \cdot) \), which is the Riesz isomorphism between \( H_\lambda \) and \( H_\lambda' \), where \( l_\lambda(\cdot, \cdot) \) is the bilinear form associated to \( l_\lambda(\cdot, \cdot) \) defined in (1.8)–(1.9).

The same result enables us to associate to the bilinear form \( l_\lambda \) defined on \( H_\lambda \) a self-adjoint unbounded operator \( L_\lambda \) on \( L^2 \) with domain:
\[
D(L_\lambda) = \left\{ u \in H_\lambda : \mathcal{L}_\lambda u \in L^2(\mathbb{R}^N_+) \right\}.
\]
The integration by parts formula implies the operator $L_\lambda$ acts on $C_c^\infty(\mathbb{R}^{N,k}_+)$ functions as follows:

$$L_\lambda u = -\Delta u - \lambda \frac{u}{|x|^2} + \frac{|x|^2}{16} u,$$

so we have successfully extended the operator in \((1.7)\) on the space $H_\lambda$.

**Remark 4.1.** In fact, Theorem 1.1 asserts that

$$L_\lambda \geq \frac{1 + m_\lambda}{2}, \quad \text{where } m_\lambda = \sqrt{\lambda N,k - \lambda}, \quad \lambda N,k = \left(\frac{N - 2}{2} + k\right)^2,$$

in the sense of quadratic forms in $L^2(\mathbb{R}^{N,k}_+)$.

4.1. **A remark about the space $H_\lambda$ in the subcritical case.** If $\lambda$ is subcritical, we can characterise more accurately the space $H_\lambda$ defined above:

**Proposition 4.2.** If $\lambda \in (-\infty, \lambda_{N,k})$, then

$$H_\lambda = H^1_0(\mathbb{R}^{N,k}_+) \cap L^2(\mathbb{R}^{N,k}_+; | \cdot |^2),$$

that is:

$$H_\lambda = \left\{ u \in H^1_0(\mathbb{R}^{N,k}_+) : \int_{\mathbb{R}^{N,k}_+} |u(x)|^2 |x|^2 dx < \infty \right\},$$

and the norms $\| \cdot \|_{l_\lambda}$ and $\| \cdot \|_{H^1} + \| \cdot \|_{L^2(\mathbb{R}^{N,k}_+; | \cdot |^2)}$ are equivalent.

**Proof.** First, we prove that, on $C_c^\infty(\mathbb{R}^{N,k}_+)$, the two norms above are equivalent. Indeed, for $u \in C_c^\infty(\mathbb{R}^{N,k}_+)$, Hardy’s inequality \((1.3)\) implies that:

$$l_\lambda[u] \geq \left(1 + \frac{\max(0,\lambda)}{\lambda N,k}\right) \int_{\mathbb{R}^{N,k}_+} |\nabla u|^2 dx + \frac{1}{16} \|u\|^2_{L^2(\mathbb{R}^{N,k}_+; | \cdot |^2)},$$

and

$$l_\lambda[u] \leq \left(1 + \frac{\max(0,\lambda)}{\lambda N,k}\right) \int_{\mathbb{R}^{N,k}_+} |\nabla u|^2 dx + \frac{1}{16} \|u\|^2_{L^2(\mathbb{R}^{N,k}_+; | \cdot |^2)}.$$

These inequalities, together with Theorem 1.1, imply the equivalence of the norms in the case of smooth compactly supported functions.

The fact that $C_c^\infty(\mathbb{R}^{N,k}_+)$ is dense in $H^1_0(\mathbb{R}^{N,k}_+) \cap L^2(\mathbb{R}^{N,k}_+; | \cdot |^2)$ follows by a standard cut-off and mollification argument, so the Proposition is proved. \qed

4.2. **Compact embedding.** In this section, we go further and prove that the embedding $H_\lambda \subset L^2$ is compact, which will lead to $L_\lambda$ having compact inverse.

**Proposition 4.3.** The embedding $H_\lambda \subset L^2(\mathbb{R}^{N,k}_+)$ is compact.

**Proof.** We proceed by contradiction. Let $(\psi_n)_{n \geq 1}$ be a bounded sequence in $H_\lambda$ which has no convergent subsequence in $L^2$. Since $H_\lambda$ is the closure of $C_c^\infty(\mathbb{R}^{N,k}_+)$ w.r.t. $\| \cdot \|_{l_\lambda}$ norm, we can assume that every $\psi_n$ is in $C_c^\infty(\mathbb{R}^{N,k}_+)$. Otherwise, we can choose the sequence $(\hat{\psi}_n)_{n \in \mathbb{N}} \subset C_c^\infty(\mathbb{R}^{N,k}_+)$ such that $\|\psi_n - \hat{\psi}_n\|_{l_\lambda} < \frac{1}{n}$, which is also bounded and converges in $L^2$ on a subsequence if and only if the original sequence $(\psi_n)_{n \geq 1}$ converges on a subsequence.

It is standard to assume further that $\psi_n$ converges weakly to $0$ in $H_\lambda$, so also in $L^2$. Furthermore, since there is no subsequence of $(\psi_n)_{n \geq 1}$ that converges to $0$ in $L^2$, then $(\|\psi_n\|_{L^2})_n$ must be bounded from below away from $0$. Therefore, we can assume without losing generality that $\|\psi_n\|_{L^2} = 1$.

Let us consider $M > 0$ such that $\|\psi_n\|_{l_\lambda} \leq M, \forall n \geq 1$ i.e.:

$$\int_{\mathbb{R}^{N,k}_+} \left[ |\nabla \psi_n|^2 - \frac{\lambda}{|y|^2} |\psi_n|^2 + \frac{|y|^2}{16} |\psi_n|^2 \right] dy \leq M, \forall n \geq 1.$$ \hfill (4.4)
In what follows, the general idea is to make use of the last term above in order to transfer the problem on a bounded domain, for which we know a compactness result. First, using Hardy’s inequality (1.3), the estimate (4.4) implies that:

\[
\int_{\mathbb{R}^{N,k}^+} \frac{|x|^2}{16} |\psi_n|^2 \, dx \leq M, \forall n \geq 1.
\]

Therefore, if we choose \( R \) such that \( \frac{16M}{R^2} < \frac{1}{2} \), we obtain:

\[
(4.5) \quad \int_{\mathbb{R}^{N,k} \setminus B_R} |\psi_n|^2 \, dx \leq \frac{1}{2}, \forall n \geq 1.
\]

Next, we construct a radial mollifier \( \phi : \mathbb{R} \to [0, \infty) \), which is smooth, \( \phi \equiv 1 \) on \((-\infty, 0] \) and \( \phi \equiv 0 \) on \([1, \infty) \). Then, we consider, for every \( R > 0 \), \( \phi_R(x) = \phi(|x| - R) \). The function \( \phi_R \) satisfies:

1. \( \phi_R \in C^\infty_c(\mathbb{R}^N) \), \( \text{supp}(\phi_R) \subseteq B_{R+1} \),
2. \( \phi_R \equiv 1 \) on \( B_R \),
3. \( |\phi_R| \leq 1 \),
4. \( \nabla \phi_R \) and \( \Delta \phi_R \) are bounded by a constant independent of \( R \).

Here, \( B_R \) stands for the ball in \( \mathbb{R}^N \) with radius \( R \), which is centered at the origin. With this properties in mind, we decompose every \( \psi_n \):

\[
\psi_n = \psi_n \phi_R + \psi_n (1 - \phi_R) = \psi_n^1 + \psi_n^2.
\]

We obtain

\[
(4.6) \quad \|\psi_n\|_\lambda^2 = \int_{\mathbb{R}^{N,k}^+} \left[ |\nabla \psi_n^1|^2 - \lambda |\psi_n^1|^2 \right] \, dx + \int_{\mathbb{R}^{N,k}^+} \left[ |\nabla \psi_n^2|^2 \, dx - \lambda |\psi_n^2|^2 \right] \, dx
\]

\[
+ 2 \int_{\mathbb{R}^{N,k}^+} \nabla \psi_n^1 \cdot \nabla \psi_n^2 \, dx - 2\lambda \int_{\mathbb{R}^{N,k}^+} \frac{|\psi_n|^2 \phi_R(1 - \phi_R)}{|x|^2} \, dx + \frac{1}{16} \int_{\mathbb{R}^{N,k}^+} |\psi_n|^2 \, |x|^2 \, dx.
\]

Further, since \( \phi_R(1 - \phi_R) \) is supported in \([R, R + 1]\), we take \( R \) is large enough such that \( \frac{R^2}{16} \geq \frac{2\lambda}{|\psi_n|^2} \). As a result,

\[-2\lambda \int_{\mathbb{R}^{N,k}^+} \frac{|\psi_n|^2 \phi_R(1 - \phi_R)}{|x|^2} \, dx + \frac{1}{16} \int_{\mathbb{R}^{N,k}^+} |\psi_n|^2 \, |x|^2 \, dx \geq 0.
\]

Therefore, Hardy’s inequality (1.3) applied to \( \psi_n^2 \), together with (4.6), implies that:

\[
\|\psi_n\|_\lambda^2 \geq \int_{\mathbb{R}^{N,k}^+} \left[ |\nabla \psi_n^1|^2 - \lambda |\psi_n^1|^2 \right] \, dx + 2 \int_{\mathbb{R}^{N,k}^+} \nabla \psi_n^1 \cdot \nabla \psi_n^2 \, dx.
\]

From the definition of \( \psi_n^1 \) and \( \psi_n^2 \), we obtain, integrating by parts, that

\[
2 \int_{\mathbb{R}^{N,k}^+} \nabla \psi_n^1 \cdot \nabla \psi_n^2 \, dx = \int_{\mathbb{R}^{N,k}^+} |\nabla \psi_n|^2 \phi_R(1 - \phi_R) \, dx + \int_{\mathbb{R}^{N,k}^+} |\psi_n|^2 \left[ \frac{1}{2} \Delta \phi_R - |\nabla \phi_R|^2 \right] \, dx.
\]

Therefore,

\[
\|\psi_n\|_\lambda^2 \geq \int_{\mathbb{R}^{N,k}^+} \left[ |\nabla \psi_n|^2 - \lambda \frac{|\psi_n|^2}{|x|^2} \right] \, dx + \int_{\mathbb{R}^{N,k}^+} |\psi_n|^2 \left[ \frac{1}{2} \Delta \phi_R - |\nabla \phi_R|^2 \right] \, dx.
\]

Since \( \frac{1}{2} \Delta \phi_R - |\nabla \phi_R|^2 \) is bounded by a constant independent of \( R \) and \( \|\psi_n\|_{L^2} = 1 \), we deduce that for some positive constant \( C \),

\[
\int_{\mathbb{R}^{N,k}^+} \left[ |\nabla \psi_n|^2 - \lambda \frac{|\psi_n|^2}{|x|^2} \right] \, dx \leq C, \forall n \geq 1.
\]
Since $\psi_n^1 \in H_0^1(B_{R+1})$, it follows from Theorem 2.2 that $(\psi_n^1)_{n \geq 1}$ is bounded in any $W^{1,q}(B_{R+1})$ with $q \in [1, 2)$. Choosing $q \in (\frac{2N}{N+2}, 2)$, by Rellich-Kondrachov Theorem 9.16, $(\psi_n^1)_{n}$ converges strongly up to a subsequence in $L^2$ to some $\psi^1$. 

Next, since $\psi_n \rightharpoonup 0$ in $L^2$, and if $R$ is bounded, 

$$\lim_{n \to \infty} \int_{R_{\delta}^N} \psi_n \phi_R \xi dx = 0, \forall \xi \in L^2.$$ 

It follows that $\psi_n^1 \to 0$ in $L^2$ and the strong convergence result above implies that $\psi_n^1 \to 0$ in $L^2$ up to a subsequence. This and (4.5) contradict $\|\psi_n\|_{L^2} = 1$ for all $n \geq 1$. The conclusion follows. 

The compact embedding $H_\lambda \subset L^2$ can now be used to prove that the operator $L_\lambda$ has compact inverse.

**Theorem 4.4.** The operator $L_\lambda : D(L_\lambda) \to L^2(\mathbb{R}^N_{+})$ has compact inverse. More precisely, there exists a compact operator $L_\lambda^{-1} : L^2 \to D(L_\lambda)$ such that 

$L_\lambda^{-1} \circ L_\lambda = id_{D(L_\lambda)}$ and $L_\lambda \circ L_\lambda^{-1} = id_{L^2}.$

**Proof.** We consider the following diagram: 

$$L^2 \xrightarrow{i_2 \text{ comp.}} H_\lambda^* \xrightarrow{L_\lambda^{-1}} H_\lambda \xrightarrow{i_1 \text{ const.}} L^2,$$

which gives us the desired operator $L_\lambda^{-1}$.

Set $T := i_1 \circ L_\lambda^{-1} \circ i_2$ be the operator defined using the diagram. In this setting, the definition (4.3) of $D(L_\lambda)$ can be written more exactly as: 

$$D(L_\lambda) = \{i_1(u) : u \in H_\lambda \text{ s.t. } \exists v \in L^2 \text{ satisfying } L_\lambda u = i_2(v)\}.$$ 

Therefore, it can be easily seen that $i_1(L_\lambda^{-1}(i_2(L^2))) = D(L_\lambda)$, so the image of $T$ is exactly $D(L_\lambda)$. Further, for $u \in D(L_\lambda)$, $T(L_\lambda(u)) = i_1(L_\lambda^{-1}(i_2(L_\lambda(u)))) = u$, so $T \circ L_\lambda = id_{D(L_\lambda)}$. Similarly, we obtain $L_\lambda \circ T = id_{L^2}$.

Finally, the operator $T$ is compact, as a composition of a compact operator with two continuous ones, so the proof is finished. 

\hfill \Box

4.3. The first eigenvalue of $L_\lambda$. In the previous section, we proved that the operator $L_\lambda$ is self-adjoint and has compact inverse. Therefore, its spectrum is discrete, the eigenvalues form an increasing sequence and they have corresponding eigenvectors which span a dense subspace of $L^2(\mathbb{R}^N_{+})$.

Theorem 13 implies that no eigenvalue is less than $\frac{1 + m_\lambda}{2}$, where we recall that $m_\lambda = \sqrt{\lambda N/k - \lambda}$. In this section, we will prove that $\frac{1 + m_\lambda}{2}$ is indeed an eigenvalue and we also find the corresponding eigenspace.

**Theorem 4.5.** The first eigenvalue of $L_\lambda$ is $\frac{1 + m_\lambda}{2}$, whose eigenspace is spanned by the function $\alpha_{k, \lambda}$ defined in (1.12).

**Proof.** The proof consists of two steps:

**Step 1:** We prove that $\alpha_{k, \lambda} \in H_\lambda$ and $L_\lambda \alpha_{k, \lambda} = \frac{1 + m_\lambda}{2} \alpha_{k, \lambda}$.

Indeed, with the notations in the proof of Theorem 13 (see Section 3), $L_\epsilon(x) = \alpha_{k, \lambda}(x) \psi_\epsilon(|x|)$ belongs to $C_c^\infty(\mathbb{R}^N_{+})$ and identity (3.3) implies that:

$$\|L_\epsilon - \Lambda_\delta\|_{L^2} = \frac{1 + m_\lambda}{2} \|L_\epsilon - \Lambda_\delta\|_{L^2} + \int_{\mathbb{R}_+^N} \alpha_{k, \lambda}^2(x)|\psi_\epsilon'(|x|)| - |\psi_\delta'(|x|)|^2 dx$$

As in the proof of Theorem 13, $\lim_{\epsilon \to 0} \|L_\epsilon - \alpha_{k, \lambda}\|_{L^2} = 0$ and $\int_{\mathbb{R}_+^N} \alpha_{k, \lambda}^2(x)|\psi_\epsilon'(|x|)|^2 dx$ converges to zero. Thus, (4.7) implies that $(\Lambda_\epsilon)_{\epsilon}$ is a Cauchy sequence in the $\|\cdot\|_{L^2}$ norm. It follows that
the latter sequence is convergent in $H_\lambda$ and the limit must be $\alpha_{k,\lambda}$ (since $H_\lambda$ is continuously embedded in $L^2$). Therefore, $\alpha_{k,\lambda} \in H_\lambda$.

In order to prove that $L_\lambda \alpha_{k,\lambda} = \frac{1+m_\lambda}{2} \alpha_{k,\lambda}$, we begin by fixing an arbitrary $\varphi \in C^\infty_c(\mathbb{R}^{N,k}_+)$. We recall that the operator $L_\lambda : H_\lambda \to H^*_\lambda$ satisfies:

$$\langle L_\lambda u, v \rangle_{H^*_\lambda, H_\lambda} = l_\lambda(u, v), \forall u, v \in H_\lambda.$$ 

As a result, using the convergence $\Lambda_\varepsilon \to \alpha_{k,\lambda}$ in $H_\lambda$, we obtain that:

$$\lim_{\varepsilon \to 0} \langle L_\lambda \Lambda_\varepsilon \varphi, \varphi \rangle_{H^*_\lambda, H_\lambda} = \langle L_\lambda \alpha_{k,\lambda}, \varphi \rangle_{H^*_\lambda, H_\lambda}. \quad (4.8)$$

On the other hand, since $\Lambda_\varepsilon(x) = \alpha_{k,\lambda}(x) \psi_\varepsilon(|x|) \in C^\infty_c(\mathbb{R}^{N,k}_+)$, it follows that:

$$L_\lambda \Lambda_\varepsilon = -\Delta \Lambda_\varepsilon - \frac{\lambda}{|x|^2} \Lambda_\varepsilon + \frac{|x|^2}{16} \Lambda_\varepsilon
= -\Delta(\alpha_{k,\lambda}(x) \psi_\varepsilon(|x|)) - \frac{\lambda}{|x|^2} \alpha_{k,\lambda}(x) \psi_\varepsilon(|x|) + \frac{|x|^2}{16} \alpha_{k,\lambda}(x) \psi_\varepsilon(|x|).$$

Let us choose $\varepsilon$ small enough such that, by (3.7), $\psi_\varepsilon \equiv 1$ on the support of $\varphi$. Thus

$$(L_\lambda \Lambda_\varepsilon, \varphi)_{L^2} = \left( -\Delta \alpha_{k,\lambda} - \frac{\lambda}{|x|^2} \alpha_{k,\lambda} + \frac{|x|^2}{16} \alpha_{k,\lambda}, \varphi \right)_{L^2}.$$ 

Now, (3.2) implies that, for $\varepsilon$ small enough,

$$\langle L_\lambda \Lambda_\varepsilon, \varphi \rangle_{H^*_\lambda, H_\lambda} = (L_\lambda \Lambda_\varepsilon, \varphi)_{L^2} = \frac{1+m_\lambda}{2} (\alpha_{k,\lambda}, \varphi)_{L^2} = \frac{1+m_\lambda}{2} (\alpha_{k,\lambda}, \varphi)_{H^*_\lambda, H_\lambda},$$

which implies, by (4.8) and the density of $C^\infty_c(\mathbb{R}^{N,k}_+)$ in $H_\lambda$, that:

$$L_\lambda \alpha_{k,\lambda} = \frac{1+m_\lambda}{2} \alpha_{k,\lambda}.$$ 

We have obtained that $\alpha_{k,\lambda} \in D(L_\lambda)$ and $L_\lambda \alpha_{k,\lambda} = \frac{1+m_\lambda}{2} \alpha_{k,\lambda}$.

**Step 2:** We prove that all eigenfunctions corresponding to the eigenvalue $\frac{1+m_\lambda}{2}$ are in the span of $\alpha_{k,\lambda}$.

Indeed, let $u \in D(L_\lambda)$ such that $L_\lambda u = \frac{1+m_\lambda}{2} u$. Since $u \in H_\lambda$, there exists a sequence $(u_n)_{n \geq 1}$ approximating $u$ in the $\| \cdot \|_{H_\lambda}$ norm and hence in $L^2$. By (3.3),

$$\| u_n \|_{H^*_\lambda}^2 - \frac{1+m_\lambda}{2} \| u_n \|_{L^2}^2 = \int_{\mathbb{R}^{N,k}_+} \alpha_{k,\lambda}^2 \left| \nabla \left( \frac{u_n}{\alpha_{k,\lambda}} \right) \right|^2 \, dx.$$ 

Letting $n \to \infty$, the left hand side converges to zero since

$$\| u \|_{H^*_\lambda}^2 - \frac{1+m_\lambda}{2} \| u \|_{L^2}^2 = (L_\lambda u, u)_{L^2} - \frac{1+m_\lambda}{2} \| u \|_{L^2}^2 = 0.$$ 

Hence

$$\lim_{n \to \infty} \int_{\mathbb{R}^{N,k}_+} \alpha_{k,\lambda}^2 \left| \nabla \left( \frac{u_n}{\alpha_{k,\lambda}} \right) \right|^2 \, dx = 0. \quad (4.9)$$

With the notations

$$\xi_n = \frac{u_n}{\alpha_{k,\lambda}} \text{ and } \xi = \frac{u}{\alpha_{k,\lambda}},$$

we obtain

$$\lim_{n \to \infty} \int_{\mathbb{R}^{N,k}_+} \alpha_{k,\lambda}^2 |\nabla \xi_n|^2 \, dx = 0$$

and

$$\lim_{n \to \infty} \int_{\mathbb{R}^{N,k}_+} \alpha_{k,\lambda}^2 |\xi_n - \xi|^2 \, dx = \lim_{n \to \infty} \| u_n - u \|_{L^2}^2 = 0.$$
Next, since $\alpha_{k,\lambda}$ is a positive continuous function, we obtain that, $\xi_n \rightarrow \xi$ and $\nabla \xi_n \rightarrow 0$ in $L^2_{\text{loc}}(\mathbb{R}^{N,k}_+)$. The above limits imply that the $L^2$ function $\xi$ has null weak gradient on every compact set, so $\xi$ is a constant function on the whole $\mathbb{R}^{N,k}_+$. Therefore, $u \in \text{Span}(\alpha_{k,\lambda})$, so the proof is finished. \hfill \Box

5. Asymptotic behaviour for the heat equation with Hardy potential on $\mathbb{R}^{N,k}_+$

In this section, we will analyse the long-time decay and the asymptotic profile for the solutions of the Cauchy problem (1.1), by first computing the profile for the problem in self-similarity variables (1.6).

With the definitions in Section 4, equation (1.6) can be written as:

\begin{equation}
\begin{cases}
\partial_t v(s,y) + L_\lambda v(s,y) = 0, & s > 0, y \in \mathbb{R}^{N,k}_+, \\
v(0,y) = v_0(y) = K^{\frac{1}{n}}(y)u_0(y), & y \in \mathbb{R}^{N,k}_+.
\end{cases}
\end{equation}

By the spectral results in Section 4.3, there exists an orthonormal sequence of eigenfunctions $(\psi_n)_{n \geq 0}$ of $L_\lambda$, which span a dense subset of $L^2$ and the corresponding sequence of eigenvalues $(\mu_n)_{n \geq 0}$ is non-decreasing, $\mu_0 = \frac{1+m_0}{2}$ and $\mu_1 > \frac{1+m_1}{2}$, where we recall that $m_\lambda = \sqrt{\lambda_{N,k} - \lambda}$. Moreover, by Theorem 4.5, the eigenspace corresponding to $\mu_0$ is spanned by:

$$
\alpha_{k,\lambda}(x) = e^{-\frac{|x|^2}{4}} |x|^{m_\lambda - N} \frac{x_{N-k+1}x_{N-k+2} \cdots x_N}{|x|^k}.
$$

Then, the first normalised eigenfunction is given by:

$$
e_0 = (\|\alpha_{k,\lambda}\|_{L^2})^{-1} \alpha_{k,\lambda}.
$$

Since the function $\alpha_{k,\lambda}^2$ is evenly symmetric in each variable, we have that:

$$
\|\alpha_{k,\lambda}\|^2_{L^2(\mathbb{R}^{N,k}_+)} = \frac{1}{2^k} \int_{\mathbb{R}^N} e^{-\frac{|x|^2}{4}} |x|^{2m_\lambda - N + 2} \left( \frac{x_{N-k+1}x_{N-k+2} \cdots x_N}{|x|^k} \right)^2 \, dx.
$$

Therefore, by passing to polar coordinates, we obtain:

$$
\|\alpha_{k,\lambda}\|^2_{L^2(\mathbb{R}^{N,k}_+)} = \frac{\omega_{N,k}}{2^k} \int_0^\infty e^{-r^2} r^{2m_\lambda+1} \, dr,
$$

where $\omega_{N,k} = \int_{S^{N-1}} \sigma_{N-k+1}^2 \cdots \sigma_N^2 \, d\sigma$. In particular, for $\lambda = \lambda_{N,k}$ critical,

$$
\|\alpha_{k,\lambda}\|^2_{L^2(\mathbb{R}^{N,k}_+)} = \frac{\omega_{N,k}}{2k-1},
$$

so, in this case,

$$
e_0 = \sqrt{\frac{2k-1}{\omega_{N,k}}} \alpha_{k,\lambda}.
$$

5.1. Proof of Theorem 1.3. We begin by computing the solution of (5.1) explicitly using the Hilbert basis $(e_n)_{n \geq 0}$. First, we decompose the initial data $v_0 \in L^2(\mathbb{R}^{N,k}_+)$ with respect to this basis:

$$
v_0(y) = \sum_{n \geq 0} \beta_n(0) e_n(y), 	ext{ where } \beta_n(0) = \int_{\mathbb{R}^{N,k}_+} v_0 \sigma_n \, dy.
$$

It follows that the solution $v \in C([0, \infty), L^2(\mathbb{R}^{N,k}_+))$ of (5.1) is given by

$$
v(s,y) = \sum_{n \geq 0} \beta_n(0) e^{-\mu_n s} e_n(y).
$$

By Parseval’s identity we have:

$$
\|v(s)\|^2_{L^2} = \sum_{n \geq 0} \beta_n^2(0) e^{-2\mu_n s} \leq e^{-2\mu_0 s} \sum_{n \geq 0} \beta_n^2(0) = e^{-2\mu_0 s} \|v_0\|^2_{L^2}.
$$
Since $\mu_0 = \frac{m_0 + 1}{2}$, it follows that:

\begin{equation}
(5.6) \quad e^{\frac{1+m}{2}s} \|v(s)\|_{L^2} \leq \|v_0\|_{L^2}.
\end{equation}

Similarly, by the fact that $\mu_n \geq \mu_1 > \frac{m_1 + 1}{2}$ for every $n \geq 1$, we obtain:

\begin{equation}
(5.7) \quad \lim_{s \to \infty} e^{\frac{1+m}{2}s} \|v(s) - \beta_0(0)e^{\frac{1+m}{2}s}e_0\|_{L^2} = 0.
\end{equation}

As a result,

\begin{equation}
(5.8) \quad \lim_{s \to \infty} e^{\frac{1+m}{2}s} \|v(s) - \beta_0(0)e^{\frac{1+m}{2}s}e_0\|_{L^2} = 0.
\end{equation}

Taking into account that:

\begin{equation}
v(s, y) = e^{-\frac{|y|^2}{2s}} e^{\frac{m}{2}} u(e^s - 1, e^s y) \quad \text{and} \quad \alpha_{k, \lambda}(y) = (t + 1)^{\frac{N}{4}} e^{-\frac{|y|^2}{4(t+1)}} e^{\frac{|y|^2}{8s}} \alpha_{k, \lambda}(x),
\end{equation}

estimate (5.6) implies that:

\begin{equation}
(t + 1)^{1+m}\int_{\mathbb{R}^{N,k}} |u(t, x)|^2 e^{\frac{|x|^2}{4(t+1)}} \|u\|_{L^2} \leq \int_{\mathbb{R}^{N,k}} |u_0(x)|^2 \left| e^{\frac{|x|^2}{4(t+1)}} \right| \text{dx}
\end{equation}

and (5.7) reads as:

\begin{equation}
\lim_{t \to \infty} (t + 1)^{1+m}\int_{\mathbb{R}^{N,k}} \left| u(t, x) - \beta (t + 1)^{-(1+m)} \right| e^{-\frac{|x|^2}{4(t+1)}} e^{\frac{|x|^2}{8s}} \alpha_{k, \lambda}(x) \right|^2 \text{dx} = 0,
\end{equation}

where we denote $\beta := \left( \|\alpha_{k, \lambda}\|_{L^2(\mathbb{R}^{N,k})} \right)^{-1} \beta_0(0)$.

Since, for any $t$ and $x$, we have that $e^{-\frac{|x|^2}{4(t+1)}} \geq 1$, (5.6) and (5.9) lead to:

\begin{equation}
(5.8) \quad (t + 1)^{1+m}\int_{\mathbb{R}^{N,k}} |u(t, x)|^2 \text{dx} \leq \int_{\mathbb{R}^{N,k}} |u_0(x)|^2 \left| e^{\frac{|x|^2}{4(t+1)}} \right| \text{dx}
\end{equation}

and

\begin{equation}
(5.9) \quad \lim_{t \to \infty} t^{1+m}\int_{\mathbb{R}^{N,k}} \left| u(t, x) - \beta (t + 1)^{(1+m)} e^{-\frac{|x|^2}{4(t+1)}} e^{\frac{|x|^2}{8s}} \alpha_{k, \lambda}(x) \right|^2 \text{dx} = 0.
\end{equation}

Taking into account that, due to a change of variables $x = z\sqrt{t}$ followed by dominated convergence,

\begin{equation}
\lim_{t \to \infty} t^{1+m}\int_{\mathbb{R}^{N,k}} \left| \left((t + 1)^{-(1+m)} e^{-\frac{|x|^2}{4(t+1)}} - t^{-(1+m)} e^{-\frac{|x|^2}{4t}} \right) e^{\frac{|x|^2}{8s}} \alpha_{k, \lambda}(x) \right|^2 \text{dx} = 0,
\end{equation}

we arrive to the asymptotic results in Theorem 1.3.

We note that (5.3) leads to:

\begin{equation}
\beta = \left( \|\alpha_{k, \lambda}\|_{L^2(\mathbb{R}^{N,k})} \right)^{-1} \int_{\mathbb{R}^{N,k}} v_0(x) \alpha_{k, \lambda}(x) \text{dx} = \left( \|\alpha_{k, \lambda}\|_{L^2(\mathbb{R}^{N,k})} \right)^{-1} \int_{\mathbb{R}^{N,k}} u_0(x) e^{\frac{|x|^2}{8s}} \alpha_{k, \lambda}(x) \text{dx}.
\end{equation}

In order to prove the optimality of the polynomial decay obtained in (5.8), we consider the initial data:

\begin{equation}
u_0(x) = e^{-\frac{|x|^2}{8s}} \alpha_{k, \lambda}(x),\end{equation}

so that $v_0$ is exactly the eigenfunction $\alpha_{k, \lambda}$ of $L_\lambda$. Therefore, the solution $v$ of (5.1) is given by:

\begin{equation}
v(s, y) = e^{-\frac{1+m}{2}s} v_0(y).
\end{equation}
Consequently, reverting the self-similarity change of variables (1.5), the corresponding solution of (1.1) is:

$$u(t, x) = e^{-\frac{|x|^2}{8(t+1)}}(t+1)^{\frac{N}{4}} v \left( \log(t+1), \frac{x}{\sqrt{t+1}} \right)$$

$$= (t+1)^{\frac{1+m_\alpha}{2}} e^{-\frac{|x|^2}{8(t+1)}} v_0 \left( \frac{x}{\sqrt{t+1}} \right).$$

Finally, after another change of variable $x = z \sqrt{t+1}$, we arrive to:

$$\|u(t)\|_{L^2(\mathbb{R}^N, x)} = (t+1)^{\frac{1+m_\alpha}{2}} \|u_0\|_{L^2(\mathbb{R}^N, x)},$$

so the optimal decay of the solutions of (1.1) is $\gamma_\lambda = \frac{1+m_\alpha}{2}$. \hspace{1cm} $\square$

**Remark 5.1.** The solution (5.4) of (1.6) obtained via the spectral method above is the same with the one obtained in (1.10) via semigroup theory.

**Proof.** From the expression in (5.4), we deduce that $v \in C([0, \infty), L^2(\mathbb{R}^N, x))$. Moreover, the fact that the sequence $(e_k)_k$ is orthonormal in $L^2$ implies that, for $s_0 > 0$,

$$\lim_{s \to s_0} \|v(s) - v(s_0) + (s - s_0) \sum_{n \geq 0} \beta_n(0) \mu_n e^{-\mu_n s_0} e_n\|_{L^2(\mathbb{R}^N, x)} = 0.$$ 

Therefore,

$$\partial_s v(s) = - \sum_{n \geq 0} \beta_n(0) \mu_n e^{-\mu_n s} e_k,$$

from which we deduce that $v \in C^1([0, \infty), L^2(\mathbb{R}^N, x))$.

We are left to prove that $v \in C((0, \infty), D(L_\lambda))$ and, that, for $s > 0$,

$$L_\lambda v(s) = \sum_{n \geq 0} \beta_n(0) \mu_n e^{-\mu_n s} e_n.$$ 

Indeed, since

$$I_\lambda(e_i, e_j) = (L_\lambda e_i, e_j) = \mu_i \delta_{i,j}, \forall i, j \geq 0;$$

we deduce that

$$\left\| \sum_{i=1}^{n_2} \beta_i(0) e^{-\mu_i s} e_i \right\|_{L_\lambda}^2 = \sum_{i=1}^{n_2} \beta_i(0)^2 \mu_i e^{-2\mu_i s}.$$ 

Therefore, as $\sum_{n \geq 0} \beta_n(0)^2 < \infty$, the sequence $(s_n)_n = (\sum_{i=0}^{n} \beta_i(0) e^{-\mu_i s} e_i)_n$ is Cauchy in $\| \cdot \|_{L_\lambda}$.

Since the space $H_\lambda$ is continuously embedded in $L^2(\mathbb{R}^N, x)$, it follows that the limit of $(s_n)_n$ in $H_\lambda$ coincides with the $L^2$ limit of $(s_n)_n$, which is $v(s)$. Therefore, $v(s) \in H_\lambda$, for every $s > 0$.

Moreover, the following limit takes place in $H^*_\lambda$:

$$L_\lambda v(s) = \lim_{n \to \infty} L_\lambda s_n$$ 

On the other hand, since every $e_i$ is in $D(L_\lambda)$, then

$$L_\lambda s_n = L_\lambda s_n = \sum_{i=0}^{n} \beta_i(0) \mu_i e^{-\mu_i s} e_i.$$ 

Form the expression above, we deduce that $(L_\lambda s_n)_n$ is a Cauchy sequence in $L^2$. Therefore, (5.10), together with the continuous embedding $L^2 \subset H^*_\lambda$ implies that:

$$L_\lambda v(s) = \sum_{n \geq 0} \beta_n(0) \mu_n e^{-\mu_n s} e_n \in L^2,$$

so we conclude by (1.3) that, for every $s > 0$, $v(s) \in D(L_\lambda)$ and

$$L_\lambda v(s) = \sum_{n \geq 0} \beta_n(0) \mu_n e^{-\mu_n s} e_n.$$ 

$\square$
HARDY INEQUALITY AND HEAT EQUATION ON $\mathbb{R}^{N-k} \times (0, \infty)^k$
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