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Abstract

The Fleming-Viot (FV) process is a measure-valued diffusion that models the evolution of type frequencies in a countable population which evolves under resampling (genetic drift), mutation, and selection. In the classic FV model the fitness (strength) of types is given by a measurable function. In this paper, we introduce and study the Fleming-Viot process in random environment (FVRE), when by random environment we mean the fitness of types is a stochastic process with càdlàg paths. We identify FVRE as the unique solution to a so called quenched martingale problem and derive some of its properties via martingale and duality methods. We develop the duality methods for general time-inhomogeneous and quenched martingale problems. In fact, some important aspects of the duality relations only appears for time-inhomogeneous (and quenched) martingale problems. For example, we see that duals evolve backward in time with respect to the main Markov process whose evolution is forward in time. Using a family of function-valued dual processes for FVRE, we prove that, as the number of individuals $N$ tends to $\infty$, the measure-valued Moran process $\mu_{t}^{N}$ (with fitness process $e_{N}$) converges weakly in Skorokhod topology of càdlàg functions to the FVRE process $\mu^{t}$ (with fitness process $e$), if $e_{N} \to e$ a.s. in Skorokhod topology of càdlàg functions. We also study the long-time behaviour of FVRE process $(\mu_{t}^{N}, e_{t})_{t \geq 0}$ joint with its fitness process $e = (e_{t})_{t \geq 0}$ and prove that the joint FV-environment process $(\mu_{t}, e_{t})_{t \geq 0}$ is ergodic under the assumption of weak ergodicity of $e$.
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1 Introduction

Probabilistic models play a crucial role in population genetics. In particular, for a long time, different popular models in interacting particle systems have been used to model several population dynamics. In fact two important mechanisms of evolution in population dynamics, namely mutation and natural selection, are better to be understood as random time-varying parameters. The dynamics of a population is effected by environmental changes. In fact, the genetic variations exist in the genomes of species and these variations, in turn, are in interaction with environments. Natural selection, as the most important mechanism of evolution, favors the fitter type in an organism. The fitness of different types determines the role of "natural selection" in a population and depends on important environmental parameters. It is a function of environmental changes and other evolutionary mechanisms, i.e. mutation and genetic drift. Subsequently, an important question is the effect of environmental changes on the structure of the population. "Adaptive processes have taken centre in molecular evolutionary biology. Time dependent fitness functions has opposing effects on adaptation. Rapid fluctuations enhance the stochasticity of the evolutionary process and impede long-term adaptation."[17] In other words, living in rapidly varying environments, a population is not able to adapt to the environment. Because of simplicity, the existing probabilistic models in population genetics mainly concern problems in which the natural selection is not time-dependent. This decreases the validity of models and does not allow the study of the interactions between the environment and the population. In other words, they cannot explain the real effect of the environment on adaptation of a population system. In fact, it is both more realistic and also challenging to have a random environment varying in time.

In this paper, we study long time behaviours of some countable probabilistic population dynamics in random environment. For this purpose we make use of the martingale problem and the duality method and we develop a generalization of existing methods in the literature to the case of time-inhomogeneous Markov processes. In particular, in this paper, the duality method is studied for time-inhomogeneous Markov processes and Markov processes in random environments. In the case of their existence, dual processes are powerful tools to prove uniqueness of martingale problems and to understand the long-time behaviour of Markov processes. We apply these methods in order to define the Fleming-Viot process in random environment. In fact this process arises as a weak limit of the so called Moran processes in random environment which are natural generalizations of their counterpart in deterministic environment. Identifying the Fleming-Viot process in random environment as the solution to a quenched martingale problem, we study its long-time behaviour via studying the long-time behaviour of its dual process.

The classic particle Moran process is a basic probabilistic population dynamic which models the evolution of frequency of types (alleles) in a population with $N \in \mathbb{N}$ individuals. Letting the fitness
of types be a stochastic process, we generalize this model, and introduce a finite population system in random environment, namely the particle Moran process in random environment (PMRE) with type space \( I \), and resampling, mutation, and selection rates \( \frac{2}{N}, \beta, \frac{N}{\gamma} > 0 \), respectively. Here, we assume that the type space is a general metric space. However for the results of the paper, we always assume that \( I \) is compact. Let \( E \) be a family of continuous functions from \( I \) to \([0, 1]\), endowed with the sup-norm topology. For the results of this paper, we also assume that \( E \) is compact. A (bounded) fitness process is an \( E \)-valued measurable stochastic process \((e_t)_{t \geq 0}\), with càdlàg paths, defined on a probability space \((\Omega, \mathbb{P}, \mathcal{F})\). The fitness process has the role of natural selection in the environment, and determines the fitness of types in the population dynamic. Consider a population of \( N \) individuals, labelled by \( 1, \ldots, N \). The PMRE process is a continuous-time, \( I^N \)-valued Markov process in which each individual carries a configuration (type) in \( I \) and population evolves as a pure jump process when jumps occur at independent Poisson times of resampling (genetic drift), mutation and selection. More precisely, for \( i = 1, \ldots, N \) and \( t \geq 0 \), denote by \( Y_{i}^{N,e}(t) \) the type of individual \( i \) at time \( t \), and let \( Y^{N,e}(t) := (Y_{1}^{N,e}(t), \ldots, Y_{N}^{N,e}(t)) \). The PMRE process \((Y^{N,e}(t))_{t \geq 0}\) evolves as follows. Between every ordered pair of individuals \( i, j \) (\( i \neq j \)), resampling with probability \( \alpha/N \) for any \( i,j \) pair of individuals \( i,j \) pair of individuals \( i \neq j \) is involved in a possible selective event at rate \( \gamma/2 > 0 \) and upon a resampling event the \( j \)th individual dies and is replaced by an offspring of the \( i \)th individual. Also the type of every individual, independently, changes from \( x \in I \) to \( y \in I \) with mutations at rate \( \beta q(x,dy) \) where \( \beta > 0 \), and \( q \) is a stochastic kernel on \( I \). Every ordered pair of individuals \( i,j \) (\( i \neq j \)) is involved in a possible selective event at rate \( \alpha/N \), for \( \alpha \geq 0 \). Upon a possible selective event at time \( t \), with probability \( e_t(Y_{i}^{N,e}(t)) \), the \( j \)th individual dies and is replaced by an offspring of the \( i \)th one, and with probability \( 1-e_t(Y_{i}^{N,e}(t)) \) no change happens. Note that, always, there exist constants \( \beta', \beta'' \geq 0 \) and probability kernels \( q'(dy) \) and \( q''(x,dy) \), where

\[
\beta q(x,dy) = \beta' q'(dy) + \beta'' q''(x,dy).
\]

We call \( \beta'q'(dy) \) the parent-independent component of the mutation.

Considering the frequency of alleles at each time, it is convenient to project \( Y^{N,e} \) onto a purely atomic (with at most \( N \) atoms) measure-valued process on \( \mathcal{P}^N(I) \), that is the space of all probability measures \( m \) on \( I \) with at most \( N \) atoms such that \( Nm(\cdot) \) is a counting measure. More precisely, for any \( t \geq 0 \), let

\[
\mu_N^{e}(t) = \frac{1}{N} \sum_{i=1}^{N} \delta_{Y_{i}^{N,e}(t)}
\]

where, for \( a \in I \), \( \delta_a \) is the delta measure on \( a \). For some results in this paper, we assume that \( e \) is independent of the initial distribution of \( \mu_N^{e} \), the mutation kernel, and Poisson times of jumps (for the dual process). Let \( E \) be a compact subset of \( C(I, [0, 1]) \) equipped with the sup-norm topology. We assume that the fitness process is a measurable stochastic process with sample paths in \( D_E([0, \infty)) \), the space of càdlàg functions endowed with the Skorokhod topology. Letting \( N \to \infty \), the Fleming-Viot process in random environment arises as the weak limit of \( \mu_N^{e} \) in \( D_{\mathcal{P}^I([0, \infty))} \), where \( \mathcal{P}(I) \) is the space of Borel probability measures on \( I \) endowed with the topology of weak convergence. We characterize this process as a solution to a martingale problem in random environment (called quenched martingale problem). The main purpose of this paper is to study the long-time behaviour of Fleming-Viot processes in random environment. In order to do that, we develop the duality method to the case of time-dependent and quenched martingale problems. Our goal is to set up the martingale and duality method for measure-valued Moran and Fleming-Viot processes in random environments. We study the convergence and ergodic theorems for these processes. We organize the
paper as follows. In the rest of the first section, after introducing some general notations, we set up the time-inhomogeneous martingale problems and bring some criteria for existence and uniqueness of solutions. In subsection 1.3 we introduce the notion of operator-valued stochastic processes and generalize the time-inhomogeneous martingale problem to quenched martingale problems in order to characterize Markov processes in random environments as their solutions. In this section, we also define the joint annealed-environment process, where we consider the evolution of the annealed process together with its associated environment. Section 2 is devoted to martingale characterization of Moran and Fleming-Viot processes in random environments (r.e.). The statement of the main theorems will be given in this section as well. Section 3 develops the duality method in the case of general time-inhomogeneous and quenched martingale problems. Section 4 presents a function-valued dual for the Fleming-Viot process in random environment and studies its long-time behaviour. In section 5, we prove the convergence of infinitesimal generators of Moran processes in random environments to that of the Fleming-Viot process in random environment. The proof of the well-posedness of the quenched Fleming-Viot martingale problem, along with the convergence of the Moran process in r.e. to Fleming-Viot process in r.e., will come in section 6. Section 7 is devoted to the proof of continuity of sample paths of the Fleming-Viot process in r.e.. Finally, in section 8, we prove the ergodic theorem for the Fleming-Viot process in random environment.

1.1 General notations

For metric spaces \((S, d_S)\) and \((S', d_{S'})\), we denote by \(C(S, S') = C^0(S, S')\) and \(C^k(S, S')\) (for \(k \geq 1\)) the space of all continuous, and \(k\) times continuously differentiable (Borel measurable) functions form \(S\) to \(S'\), respectively. In particular, when \(S'\) is the set of real numbers with the standard topology, we replace \(C(S, S')\) and \(C^k(S, S')\) by \(C(S) = C^0(S)\) and \(C^k(S)\), respectively. Let \(\mathcal{B}(S)\), \(\mathcal{C}(S) = C^0(S)\), and \(C^k(S)\) (for \(k \geq 1\)) be the space of all bounded, bounded continuous, and bounded \(k\) times continuously differentiable Borel measurable real-valued functions on \(S\), respectively, with norm \(\|f\|_\infty = \|f\|_\infty^S := \sup_{x \in S} |f(x)|\). The topology induced by this norm is called the sup-norm topology. We equip the space of all \(S\)-valued càdlàg functions, namely the space of all right continuous with left limits \(S\)-valued functions defined on \(\mathbb{R}_+\), with Skorokhod topology, and denote it by \(D_S[0, \infty)\). We denote by \(\mathcal{B}(S)\) both the Borel \(\sigma\)-field and the space of all Borel measurable real-valued functions on \(S\). Denote by \(\mathcal{P}(S)\) the space of all (Borel) probability measures on \(S\), equipped with the weak topology, and let \(\Rightarrow\) denote convergence in distribution. Also for \(S_n \subset S\), for natural numbers \(n\), say a sequence of \(S_n\)-valued random variables, namely \((Z_n)_{n \in \mathbb{N}}\), converges weakly to an \(S\)-valued random variable \(Z\), if \(i_n(Z_n) \Rightarrow Z\) as \(n \to \infty\), where \(i_n : S_n \to S\) is the natural embedding map. In general, for two topological spaces \(S_1\) and \(S_2\), by \(S_1 \times S_2\) we mean the Cartesian product of two spaces equipped with the product topology, and by \(\mathcal{P}(S_1 \times S_2)\) we mean the space of all Borel probability measures on \(S_1 \times S_2\). Otherwise, we shall indicate it if we furnish the product space with another topology. Also, denote by \(< m, f >\) or \(< f, m >\) the integration \(\int_S f dm\) for \(m \in \mathcal{P}(S)\) and \(f \in \mathcal{B}(S)\) (or more generally, when \(m \in \mathcal{P}(S)\) is given, for all \(m\)-integrable functions).

Throughout this paper, \(S\) is a general Polish space, i.e. a separable completely metrizable topological space, with at least two elements (to avoid triviality), and we assume \((\Omega, \mathcal{F}, \mathbb{P})\) is a probability space, and all random variables and stochastic processes will be defined on this space. Also, we restrict random variables and stochastic processes to take values only on Polish spaces. We denote by \(\mathbb{P}\zeta^{-1}\) the law of an \(S\)-valued random variable \(\zeta\) (similarly, a measurable stochastic process \(\zeta = (\zeta_t)_{t \geq 0}\)). Let \(m = \mathbb{P}\zeta^{-1}\). For an \(m\)-integrable real-valued function \(f\) on \(S\), the expected
value of \( f(\zeta) \) is denoted by \( \mathbb{E}[f(\zeta)] \), or to emphasise the law of \( \zeta \), by \( \mathbb{E}_m[f(\zeta)] \). Also, by \( \mathbb{E}^t[f(\zeta)] \) (\( \mathbb{E}^m[f(\zeta)] \), respectively), we put emphasis on the initial state \( x \in S \) (initial distribution \( p_0 \in \mathcal{P}(S) \), respectively) of the process \( \zeta \).

### 1.2 Time-inhomogeneous martingale problem: existence and uniqueness

We can think of an operator \( G \) on a Banach space \( L \) as a subset of \( L \times L \). This definition allows \( G \) to be a multi-valued operator. A linear operator is one that is a linear subspace of \( L \times L \). Observe that a linear operator \( G \) is single-valued, if the condition \((0, g) \in G \) implies \( g = 0 \). For a single-valued linear operator \( G \), the domain of \( G \), denoted by \( D(G) \), is the set of elements of \( L \) on which \( G \) is defined. In other words, \( D(G) = \{ f \in L : (f, g) \in G \} \). Also, the range of an operator \( G \) is denoted by \( \mathcal{R}(G) = \{ g \in L : (f, g) \in G \} \). Let \( D \) be a linear subspace of \( L \). A time-dependent single-valued linear operator \( G \) is a mapping from \( \mathbb{R}_+ \times D \) to \( L \) such that \( G(t, \cdot) : D \rightarrow L \) is a single-valued linear operator. For simplicity, we set \( G_t(\cdot) = G(t, \cdot) \) for any \( t \geq 0 \). In the sequel, we only deal with time-dependent linear operators for which the domain of \( G_t \) is \( D \) for any \( t \geq 0 \). Therefore we define the domain of \( G \) to be \( D(G) = D \). As discussed above, we can identify the time-dependent generator of an \( S \)-valued inhomogeneous Markov process with the domain \( D \subset \mathcal{B}(S) \) as a subset of \( \mathcal{B}(S) \times \mathcal{B}(S) \) (not necessarily linear). For our purposes in this paper we assume that all the operators are linear and single-valued, therefore their domains are linear subspaces of \( \mathcal{B}(S) \). In the sequel we consider the generators of Markov processes as both single-valued linear operators and also linear subspaces of \( \mathcal{B}(S) \times \mathcal{B}(S) \) for which containing \((0, g)\) implies \( g = 0 \). Similarly, for a time-dependent infinitesimal generator of a time-inhomogeneous Markov process, \( G : \mathbb{R}_+ \times D \rightarrow \mathcal{B}(S) \), for any \( t \geq 0 \), we assume that \( G_t \) is a single-valued linear operator and also a linear subspace of \( \mathcal{B}(S) \times \mathcal{B}(S) \) for which containing \((0, g)\) implies \( g = 0 \).

Here we speak of martingale problems for general Markov processes (the time-inhomogeneous case). A martingale problem is identified by a triple \((G, \mathcal{D}, P_0)\), where \( P_0 \in \mathcal{P}(S) \), \( \mathcal{D} \subset \mathcal{B}(S) \), and \( G : \mathbb{R}_+ \times \mathcal{D} \rightarrow \mathcal{B}(S) \) is a time-dependent linear operator with domain \( \mathcal{D} \).

**Definition 1.** An \( S \)-valued measurable stochastic process \( \zeta = (\zeta_t)_{t \in \mathbb{R}} \), defined on \( (\Omega, \mathbb{F}, \mathbb{P}) \) is said to be a solution of the martingale problem \((G, \mathcal{D}, P_0)\) if for \( \zeta \) with sample paths in \( D_S[0, \infty) \) and initial distribution \( P_0 \), for any \( f \in \mathcal{D} \)

\[
\int_0^t G_s f(\zeta(s)) ds
\]

is a \( P \)-martingale with respect to the canonical filtration, where \( P \in \mathcal{P}(D_S[0, \infty)) \) is the law of \( \zeta \). We also say that \( P \) is a solution of \((G, \mathcal{D}, P_0)\). The process \( \zeta \) or its law \( P \) is said to be a general solution if the sample paths of \( \zeta \) are not necessarily in \( D_S[0, \infty) \), i.e. the support of \( P \) is not contained in \( D_S[0, \infty) \). We say the martingale problem is well-posed if there is a unique solution (with paths in \( D_S[0, \infty) \), general solutions not considered), that is there exists a unique \( P \in \mathcal{P}(D_S[0, \infty)) \) that solves the martingale problem. It is said to be \( \mathcal{C}([0, \infty), S) \)-well posed, if it has a unique solution \( P \) in \( \mathcal{P}(\mathcal{C}([0, \infty), S)) \).

The following concepts are useful in order to prove the uniqueness of martingale problems.

**Definition 2.** We say a set of functions \( U \subset \mathcal{C}(S) \) (more generally, \( U \subset \mathcal{B}(S) \)) separates points if for every \( x, y \in S \) with \( x \neq y \) there exists a function \( f \in U \) for which \( f(x) \neq f(y) \). We say \( U \) vanishes nowhere if for any \( x \in S \) there exists a function \( f \in U \) such that \( f(x) \neq 0 \).
Definition 3. A collection of functions $U \subset C(S)$ (more generally, $U \subset B(S)$) is said to be measure-determining on $\mathcal{M} \subset \mathcal{P}(S)$ if for $P, P' \in \mathcal{M}$, assuming

$$
\int_S f dP = \int_S f dP'
$$

for all $f \in U$ implies $P = P'$. We say $U$ is measure-determining, if it is measure-determining on $\mathcal{P}(S)$. Also, we say $U$ is convergence-determining on $\mathcal{M} \subset \mathcal{P}(S)$ if for the sequence of probability measures $(P_n)_{n \in \mathbb{N}}$ and the probability measure $P$ in $\mathcal{M}$

$$
\lim_{n \to \infty} \int_S f dP_n = \int_S f dP \text{ for all } f \in U
$$

implies $P_n \Rightarrow P$. We say $U$ is convergence-determining, if it is convergence-determining on $\mathcal{P}(S)$.

If $U \subset C(S)$ is convergence-determining then it is measure-determining, but the converse is not true in general. Two concepts are equivalent for compact $S$ (see Lemma 3.4.3 [9]).

In order to be able to transform some useful properties from the time-independent martingale problems to time-dependent ones, it is convenient to define the space-time process for the $S$-valued stochastic process $\zeta = (\zeta_t)_{t \geq 0}$ by $\zeta^*_t = (\zeta_t, t)$, which is an $S \times \mathbb{R}_+$-valued stochastic process. Consider the particular case when $\zeta$ is an $S$-valued time-inhomogeneous Markov process with time-dependent generator $G : \mathbb{R}_+ \times D(G) \to B(S)$, i.e. $(G_t : D(G) \to B(S))_{t \geq 0}$. Let $(T_{s,r})_{0 \leq s \leq t}$ be the time-inhomogeneous semigroup of $\zeta$, corresponding to $G$ defined by

$$
T_{s,r}f(x) = \int_S f(y)p(s, x; r, dy) \text{ for } f \in B(S),
$$

where $p(s, x; r, dy)$ is the transition probability for $\zeta$. From the definition of space-time process, $\zeta^*$ is also Markov with the transition probability

$$
p^*(t, (x, s), d(y, r)) = \delta_{t+s}(r)p(s, x; r, dy)
$$

where $\delta_u(.)$ is the delta measure on $\mathbb{R}_+$ for $u \geq 0$. Therefore, the semigroup of $\zeta^*$ is given by

$$
T^*_t f^*(x, s) = \int_{S \times [0, \infty)} f^*(y, r)p^*(t, (x, s), d(y, r)) = \int_S f^*(y, t+s)p(s, x; t+s, dy)
$$

for $f^* \in B(S \times [0, \infty))$. Let $G^*$ be the infinitesimal generator of $\zeta^*$ with domain $\mathcal{D}(G^*)$. Let $\mathcal{D}^* := \{ fh \in B(S \times [0, \infty)) : f \in \mathcal{D}(A), h \in C^1_c([0, \infty), \mathbb{R}) \}$ where $C^1_c([0, \infty), \mathbb{R})$ is the set of all continuously differentiable real valued functions on $[0, \infty)$ with compact support. In particular for any $f^* = fh \in \mathcal{D}^*$ with $f \in \mathcal{D}(A)$ and $h \in C^1_c([0, \infty), \mathbb{R})$, we have

$$
T^*_t fh(x, s) = h(s+t)T_{s,s+t}f(x).
$$

Therefore, $\mathcal{D}^* \subset \mathcal{D}(G^*)$, and the infinitesimal generator of $\zeta^*$ restricted to the domain $\mathcal{D}^*$ is given by

$$
G^* fh(x, s) = h(s)G_s f(x) + h'(s)f(x).
$$
Let $G' = G^*|_{D^*}$. In other words, $G' \subset \mathcal{B}(S \times \mathbb{R}_+) \times \mathcal{B}(S \times \mathbb{R}_+)$ is defined by

$$G' = \{(fh, gh + f h') : (f, g) \in G, h \in C_c^1([0, \infty), \mathbb{R})\}. \quad (11)$$

By Theorem 4.7.1 of (Ethier and Kurtz-1986 [9]), $\zeta$ is a solution to the time-dependent martingale problem $(G, D(G), P_0)$ for $P_0 \in \mathcal{P}(S)$ if and only if $\zeta^*$ is a solution to the martingale problem $(G^*, D^*, P_0^*)$, where $P_0^* \in \mathcal{P}(S \times [0, \infty))$ is the image of $P_0$ under the projection $x \mapsto (x, 0)$, that is $P_0^*(A, r) = \delta_0(r)P_0(A)$ for $A \in \mathcal{B}(S)$. If, in addition, we assume $D(G) \subset \bar{\mathcal{C}}(S)$ and that it also separates points and vanishes nowhere, then we can extend $G'$ to a subset of $G^*$ whose domain is an algebra which separates points. As $G^*$ is linear and as $D^*$ is closed under pointwise multiplication of functions, the algebra of functions generated by $D^*$ and separated by $D^*$, is a linear subspace of $D(G^*)$. Also $D^{**}$ separates points and vanishes nowhere. Hence $D(G^*)$ is dense in $\bar{\mathcal{C}}(S \times \mathbb{R}_+)$ in the topology of uniform convergence on compact sets that concludes $G^*: D(G^*) \to \bar{\mathcal{C}}(S \times \mathbb{R}_+)$. Let $G'' = G^*|_{D^{**}}$. Consider the martingale problem $(G^*, D^{**}, P_0^*)$ (or, with an equivalent notation, $(G'', D^{**}, P_0^*)$). By linearity, any solution to $(G^*, D^{**}, P_0^*)$ is a solution to $(G^*, D^*, P_0^*)$ and vice versa. Hence $\zeta$ is a solution to the time-dependent martingale problem $(G, D(G), P_0)$ if and only if $\zeta^*$ is a solution to the martingale problem $(G^*, D^{**}, P_0^*)$.

The following lemma is useful to prove uniqueness in the case that we have a Markov solution of a time-dependent martingale problem.

**Lemma 1.1.** Let $S$ be a Polish space and $G = (G_t)_{t \geq 0}$ be a time-dependent linear operator on $\mathcal{B}(S)$ with the domain $D(G) \subset \bar{\mathcal{C}}(S)$ that contains an algebra of functions that separates points. Suppose there exists an $S$-valued Markov process with generator $G$ and initial distribution $P_0 \in \mathcal{P}(S)$. Then the time-inhomogeneous martingale problem $(G, D(G), P_0)$ is well-posed.

**Remark 1.2.** The lemma remains true if $S$ is a separable metric space.

**Proof.** Without loss of generality, we assume $D(G)$ is an algebra, separating points. Otherwise, we prove the theorem for the subalgebra of $D(G)$ with this property, which has at least one Markov solution, and hence the uniqueness of the latter implies the uniqueness of the original martingale problem. Let a Markov process $\zeta = (\zeta_t)_{t \geq 0}$ be a solution to the $(G, D(G), P_0)$ martingale problem. Then by discussion before the above lemma, the Markov space-time process $\zeta^* = (\zeta^*_t)_{t \geq 0}$ defined by $\zeta^*_t = (\zeta_t, t)$ is a solution to the martingale problem $(G^*, D^{**}, P_0^*)$ (equivalently, $(G^*, D^{**}, P_0^*)$), where $G^*$, $D^{**}$ and $P_0^*$ are defined as before. Therefore, it is sufficient to prove that $(\zeta^*_t)_{t \geq 0}$ is the unique solution to this martingale problem. Since $G''$ is the infinitesimal generator of $\zeta^*$ restricted to the domain $D^{**}$, it is dissipative and there is $\lambda > 0$ such that $\mathcal{R}(\lambda - G'') = \overline{\mathcal{D}(G'')} = \overline{D^{**}}$. Thus, by Theorem 4.4.1 in [9], we need only to show that $D^{**}$ is measure-determining. But $D^{**} \subset \bar{\mathcal{C}}(S \times \mathbb{R}_+)$ and the algebra $D^{**}$ separates points. The latter follows from the fact that both $D(G)$ and $\bar{\mathcal{C}}^1_c((0, \infty), \mathbb{R}_+)$ separate points. Hence by Theorem 3.4.5 [9] $D^{**}$ is measure-determining. This finishes the proof.

In fact, we can see that the uniqueness of one-dimensional distributions of solutions of a martingale problem $(G, D, P_0)$ guarantees the uniqueness of the finite-dimensional distributions which, in turn, implies uniqueness of the martingale problem. Another important fact about martingale formulation is that any unique solution of a martingale problem $(G, D, P_0)$ is strongly Markovian. The following is a restatement of Theorem 4.4.2 and Corollary 4.4.3 (Ethier and Kurtz 1986 [9]) in the case of time-inhomogeneous martingale problems.
Proposition 1.3. Let $S$ be a separable metric space, and let $G : \mathbb{R}_+ \times \mathcal{B}(S) \to \mathcal{B}(S)$ be a time-dependent linear operator. If the one-dimensional distributions of any two possible solutions $\zeta^{(1)}$ and $\zeta^{(2)}$ of the martingale problem $(G, D, P_0)$ (with sample paths in $\mathcal{C}([0, \infty), S)$, respectively) coincide, i.e. if

$$\mathbb{P}(\zeta^{(1)}(t) \in A) = \mathbb{P}(\zeta^{(2)}(t) \in A)$$

for any $t \geq 0$ and $A \in \mathcal{B}(S)$, then the martingale problem $(G, D, P_0)$ has at most one solution (with sample paths in $\mathcal{C}([0, \infty), S)$, respectively). In the case of existence, the solution is a Markov process. In addition to the above assumptions, if $G$ is a linear time-dependent operator satisfying $G : \mathbb{R}_+ \times \mathcal{C}(S) \to \mathcal{B}(S)$, then in the case of existence, the unique solution of $(G, D, P_0)$, namely $\zeta$, is strongly Markov, i.e. for any a.s. finite stopping time $\tau$ (with respect to the canonical filtration of $\zeta$, namely $\{F^\tau_t\}_{t \in \mathbb{R}_+}$)

$$\mathbb{E}_{P_0} \left[ f(\zeta(\tau + t)|F^\tau_t) \right] = \mathbb{E}_{P_0} \left[ f(\zeta(\tau + t)|\zeta(\tau)) \right]$$

Proof. The same argument as the one used in the proof of Theorem 4.4.2 and Corollary 4.4.3 (Ethier and Kurtz 1986 [9]) (in homogeneous martingale problem case) proves the proposition.

To have the uniqueness for a time-inhomogeneous martingale problem $(G, D, P_0)$, it is necessary and sufficient that the one-dimensional distributions of any two possible solutions of the martingale problem coincide. The uniqueness of the one-dimensional distributions concludes that every solution is a Markov process, and, hence, it implies the uniqueness of time-dependent semigroups of two solutions. For general theory of martingale problems one can see [7, 9, 2].

In the next subsection we develop the martingale problems with stochastic operator-valued processes.

1.3 Quenched martingale problem in random environment and stochastic operator process

As we restrict our attention to population dynamics in random time-varying environments (i.e. fitness processes), we are dealing with the Markov processes which are not only inhomogeneous in time but also their generators are random. Therefore, the idea of martingale problem should be extended in order to identify time-inhomogeneous Markov processes in random environments. We first describe what we mean by a stochastic process in a random environment.

Definition 4. Let $S'$ be a Polish space and let $\{\zeta^x\}_{x \in S'}$ be a family of $S$-valued measurable stochastic processes with laws $\{P^x\}_{x \in S'}$ all defined on the Borel probability space $(\Omega, \mathbb{P}, F)$ and with sample paths in $D_S([0, \infty))$ a.s.. As the supports of all $\{P^x\}_{x \in S'}$ are in $D_S([0, \infty))$, we regard these measures as the elements of $\mathcal{P}(D_S([0, \infty)))$. Suppose the map $x \mapsto P^x(B)$ is measurable for any Borel measurable subset $B$ contained in $D_S([0, \infty))$. Let $X : \Omega \to S'$ be Borel measurable, i.e. $X$ is an $S'$-valued random variable. The mapping $\zeta^X : \omega \mapsto \zeta^X(\omega)$ is called an $S$-valued stochastic (annealed) process in random environment $X$ with law $P$ which is the average over all $P^x$, i.e.

$$P(\cdot) = \int_{\Omega} P^x(\cdot) \mathbb{P}^{env} \, dx$$

(14)

where $\mathbb{P}^{env} = X \ast \mathbb{P} = \mathbb{P}X^{-1}$ is the law of $X$. Recall that $X \ast \mathbb{P}$ is the push-forward measure of $\mathbb{P}$ under the random variable $X$. For any $x \in S'$, $\zeta^x$ is called the quenched process with the given environment $x$. As $P \in \mathcal{P}(D_S([0, \infty]))$, the annealed process has sample paths in $D_S([0, \infty))$. 
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The fact that the quenched processes are Markov does not guarantee that the annealed process is Markov. Also, $\zeta^X$ need not to be Markov when, for $P^{\text{env}}$-a.e. $x \in S'$, $\zeta^x$ is Markov but $X$ is not so.

We can consider a stochastic process in r.e. from the perspective of its generator which is a random time-varying generator. This hints us to think of the process by keeping the information of random variations for its generator. The following develops this concept.

**Definition 5.** Consider a Banach space $L$ with a linear subset $D \subset L$ (i.e. $D$ is closed under vector addition and scalar multiplication) and denote by $L(D,L)$ the set of all bounded linear operators with domain $D$ on $L$, equipped with the operator norm. By a linear operator process on $L$ with the domain $D \subset L$ we mean an $L(D,L)$-valued stochastic process, i.e. a mapping $G : \Omega \times \mathbb{R}_+ \to L(D,L)$ such that $G(\cdot,t)$ is a measurable function for any $t \in \mathbb{R}_+$ and $G(\omega,t)$ is a bounded linear operator on $L$ with domain $D$ for any $t \in \mathbb{R}_+$ and $\omega \in \Omega$. A measurable linear operator process $G$ is a linear operator process for which $G$ is a measurable function. We, interchangeably, denote $G$ either as above, or as a function from $\Omega \times \mathbb{R}_+ \times D$ to $L$, i.e. for any $f \in D$ we set $G(\omega,t,f) = G(\omega,t)f$. Also, by $(G_t)_{t \geq 0}$ we denote a general linear operator process.

As we deal with only linear operators, we call the process defined above an "operator process".

**Definition 6.** For an $S'$-valued random variable $X : \Omega \to S'$, we say an operator process $G : \Omega \times \mathbb{R}_+ \to L(D,L)$ is consistent with $X$ (or with its law $\mathbb{P}X^{-1} \in \mathcal{P}(S')$) if for any $t \in \mathbb{R}_+$ the function $G(\cdot,t)$ is constant on every measurable pre-image $X^{-1}(x)$ for $x \in \text{supp}(\mathbb{P}X^{-1})$. In this case we set $G(X^{-1}(x),s) := G(\omega,s)$ for an arbitrary $\omega \in X^{-1}(x)$.

Let $S'$ be a Polish space and $D$ be a linear subspace of $B(S)$. Let a probability measure $\mathbb{P}^{\text{env}} \in \mathcal{P}(S')$ be the distribution of an $S'$-valued random variable $X : \Omega \to S'$, i.e. $\mathbb{P}^{\text{env}} = \mathbb{P}X^{-1}$. Consider the operator process $G : \Omega \times \mathbb{R}_+ \times D \to B(S)$ which is consistent with $X$. We identify a time-inhomogeneous martingale problem in random environment (r.e.), or a quenched martingale problem in r.e. $X$, with a quadruple $(G, D, P_0, \mathbb{P}^{\text{env}})$ where $P_0 : S' \to \mathcal{P}(S)$ is measurable. From now on, when we speak of a quenched martingale problem $(G, D, P_0, \mathbb{P}^{\text{env}})$, we automatically assume that $G$ is consistent with $\mathbb{P}^{\text{env}}$.

**Definition 7.** (Quenched martingale problem in r.e.) Let $X$ be an $S'$-valued random variable with law $\mathbb{P}^{\text{env}}$. An $S$-valued stochastic process in r.e. $X$, namely $\zeta^X$, with the family of quenched laws $\{P^x\}_{x \in S'}$ and initial distributions $\{P_0(x)\}_{x \in S'}$ is said to be a solution of the quenched martingale problem $(G, D, P_0, \mathbb{P}^{\text{env}})$ if for any $f \in D$

$$f(\zeta^x_t) - \int_0^t G_x(s)f(\zeta^x_s)ds$$

is a $P^x$-martingale with respect to the canonical filtration, for $\mathbb{P}^{\text{env}}$-almost all $x \in S'$, where

$$G_x(s) = G(X^{-1}(x),s)$$

In this case, we also say $\{P^x\}_{x \in S'}$ is a solution to the quenched martingale problem. We say $\{P^x\}_{x \in S'}$ is a general solution to the martingale problem, if there exists $U \in \mathcal{B}(S')$ with $\mathbb{P}^{\text{env}}(U) > 0$ such that for any $x \in U$ the support of $P^x$ is not in $D_S[0, \infty)$. We say the martingale problem is well-posed if there is a unique $\zeta^X$ solution with these properties (general solutions are not considered in the definition of uniqueness), i.e. there exists a unique ($\mathbb{P}^{\text{env}}$-a.s. uniquely determined) family $\{P^x\}_{x \in S'}$, satisfying the above conditions.
Remark 1.4. In fact, each quenched martingale problem in r.e. \((G, \mathcal{D}, P_0, \mathbb{P}^{env})\), \(\mathbb{P}^{env}\)-a.s. uniquely determines an \(S'\)-indexed family of time-inhomogeneous martingale problems \(\{(G_x, \mathcal{D}, P_0(x))\}_{x \in S'}\) along with the environment probability measure \(\mathbb{P}^{env}\), and vice versa. The problems of existence and uniqueness of the first are equivalent to the problems of existence and uniqueness of the second family \(\mathbb{P}^{env}\)-a.s.

Another process drawing our attention is a joint stochastic process and its environment.

**Definition 8.** Suppose \(\zeta^X\) be as defined in Definition 4, i.e. a stochastic process in random environment \(X\), with an extra assumption \(S' = D_E[0, \infty)\) for a Polish space \(E\). The random variable \(X\) can be regarded as an \(E\)-valued stochastic process with sample paths in \(S'\). For \(t \in \mathbb{R}_+\) and \(\omega \in \Omega\), define the joint \(S \times E\)-valued stochastic process by \(\zeta_t(\omega) = (\zeta^{X(\omega)}_t(\omega), X_t(\omega))\) and call it the joint annealed-environment process. In fact for each \(\omega \in \Omega\), \(\zeta(\omega)\) gives a trajectory of environment and a trajectory of the process in that environment.

Having the law of the joint process \(\zeta\), how can we retrieve the law of \(\zeta^X\)? Let \(P^*\) be the law of \(\zeta\) and \(\mathbb{P}^{env}\) be the law of \(X\). Since \(S\) and \(S'\) are Polish, by disintegration theorem, there exists a unique family of probability measures \(\{P^{**x}\}_{x \in S'} \subset \mathcal{P}(D_S[0, \infty) \times S')\) (unique w.r.t. \(\mathbb{P}^{env}\), that is for any such family \(\{P^{**x}\}_{x \in S'}\), \(\mathbb{P}^{env}(\{x \in S' : P^{**x} = P^*\}) = 1\)) satisfying

(i) The map \(x \mapsto P^{**x}(B)\) is Borel measurable for any Borel measurable set \(B \subset D_S[0, \infty) \times S'\).
(ii) \(P^{**x}((D_S[0, \infty) \times S') \setminus Y_x) = 0\) for \(\mathbb{P}^{env}\)-almost all \(x \in S'\) where \(Y_x := \{(s, x)\}_{s \in D_S[0, \infty)}\).
(iii) For any Borel measurable subset \(B\) of \(D_S[0, \infty) \times S'\) we have

\[
P^*(B) = \int_{S'} P^{**x}(B) d\mathbb{P}^{env}(dx). \tag{17}
\]

Then, for \(\mathbb{P}^{env}\)-a.e. \(x \in S'\), \(P^x\) will be the push-forward measure of \(P^{**x}\) under the measurable projection from \(D_S[0, \infty) \times S'\) onto \(D_S[0, \infty)\). We also can observe that the annealed measure \(P\) is the push-forward measure of \(P^*\) under the projection from \(D_S[0, \infty) \times S'\) onto \(D_S[0, \infty)\), and it can gives another way to construct quenched measures, as they are in fact conditional measures of \(P\) and can be derived by disintegration theorem for \(P\) and \(\mathbb{P}^{env}\). The following diagram summarizes the relations of these measures.

\[
\begin{array}{c}
P^* \downarrow \quad \text{push-forward} \quad \downarrow \quad P \\
\{P^{**x}\}_{x \in S'} \quad \{P^x\}_{x \in S'}
\end{array}
\tag{18}
\]

2 Moran and Fleming-Viot processes in random environments: Martingale characterization

In this section, first, we identify the Moran process in r.e. as a quenched martingale problem and prove its wellposedness, and then we define the generator of the Fleming-Viot (FV) process in r.e. and the quenched martingale problem for it as well. Also, in this section, we state some main results of this paper for Moran and FV processes in r.e.. This includes the wellposedness
of the quenched martingale problem for the FV process in r.e., some properties of this process such as continuity of the sample paths almost surely, and the weak convergence of the quenched (and annealed) measure-valued Moran processes to the quenched (and annealed) FV process, when the environments of the first (fitness processes) converge to that of the second. Also, under the assumption of existence of a parent-independent component of the mutation process and certain assumptions for the environment process, we state an ergodic theorem for the annealed-environment process. The proofs of the main theorems will come in sections 6, 7, and 8.

Throughout this paper we assume that $I$ is a compact metric space, called type space. Any element of $I$ is called a type or allele. We also assume that $E \subset C(I, [0, 1])$ is compact. A fitness function (or selection intensity function) is a Borel measurable function from $I$ to $[0, 1]$. In this paper, we assume that fitness functions are in $C(I, [0, 1])$.

**Definition 9.** A fitness process is an $E$-valued measurable stochastic process defined on $(\Omega, \mathbb{P}, \mathcal{F})$ with sample paths in $D_E[0, \infty)$. When the fitness process is Markov, we call it Markov fitness.

**Remark 2.1.** Restricting the fitness processes to have sample paths in $D_E[0, \infty)$ is an essential assumption to guarantee the generators of Moran and Fleming-Viot processes in random environments exist for a suitable set of functions.

Let $e$ be a fitness process. As $E$ is a compact space and therefore separable, $e$ can be regarded as a $D_E[0, \infty)$-valued random variable defined on $(\Omega, \mathbb{P}, \mathcal{F})$, that is $e : \Omega \to D_E[0, \infty)$ be a measurable map. We denote by

$$P_{env} = P_{env,e} := e \star \mathbb{P} = \mathbb{P} e^{-1} \in \mathcal{P}(D_E[0, \infty))$$

(19)

the distribution of $e$. For simplicity of notation, we let $e_t = e(t)$ for a fitness process $e$. We frequently denote by $e = (e_t)_{t \geq 0}$ a fitness process and by $\hat{e} \in D_E[0, \infty)$ a trajectory of $e$. Also, we denote by $\hat{e} \in E$ a fitness function. We emphasise that, in the sequel, a fitness process $e$ is regarded as both an $E$-valued measurable stochastic process with sample paths in $D_E[0, \infty)$ and a $D_E[0, \infty)$-valued random variable with the law $P_{env}$. We assume that the possible times of selection occur with rate $\alpha/N$ independently for every individual, and at a possible time $t$ of selection for individual $i \leq N$, a selective event occurs with probability $e_i(Y_i^{N,e}(t))$. Recall that $Y_i^{N,e}(t)$ is the type of individual $i$ at time $t$, in the particle Moran process in random environment (PMRE) with $N$ individuals. For the results in this paper we assume that the fitness process is either a general $E$-valued stochastic process or a Markov process. We continue this section with identifying the Moran process in r.e. (MRE) as a solution of a quenched martingale problem in r.e..

### 2.1 Moran process in random environments

By a Moran process we think of the measure-valued Moran process with resampling, mutation and selection with a compact type space $I$ and an $E$-valued fitness process as constructed in introduction in detail. Recall that $E$ is compact in this paper. For $N \in \mathbb{N}$, let $\mathcal{P}^N(S)$ be the set of all purely atomic probability measures in $\mathcal{P}(S)$ with at most $N$ atoms such that $Nm(.)$ is a counting measure. In other words, $\mathcal{P}^N(S)$ is the image of $I^N$ under the map

$$(a_1, ..., a_N) \mapsto \frac{1}{N} \sum_{i=1}^{N} \delta_{a_i}$$

(20)

from $I^N$ to $\mathcal{P}(S)$ where $\delta_a$ is the delta measure with support $\{a\} \subset S$. An element of $\mathcal{P}^N(S)$ is called an empirical measure on $S$ (with at most $N$ atoms). In this section we assume that the
number of individuals $N \geq 1$ is fixed. With $N$ individuals and type space $I$, let $(\mu^N(t))_{t \in \mathbb{R}_+}$ be a measure-valued ($\mathcal{P}^N(I)$-valued) Moran process with fitness process $e$ whose law is given by $\mathbb{P}^N = \mathbb{P}^N,e \in \mathcal{P}(D_E[0,\infty))$ and let $\alpha/\beta,\gamma/2 > 0$ be the selection, mutation, and resampling rates, respectively. We assume that the fitness process $e$ evolves between jumps and is independent of the Poisson times of jumps (for resampling, mutation and selection), the initial distribution, and also of the mutation kernel, i.e. it is independent of the outcome of a mutation event that occurs on type $a$ for every $a \in I$. Let $q(x,dy)$ be a stochastic kernel for the mutation process on the state space $I$, that is the type of the offspring of an individual with type (allele) $x$ after a mutation event follows the transition function $q(x,dy)$. As $q(x,dy)$ can either depend on $x$ or not, it is always possible to write the mutation kernel as

$$\beta q(x,dy) = \beta' q'(dy) + \beta'' q''(x,dy)$$  \hfill (21)

for $\beta',\beta'' \geq 0$ s.t. $\beta + \beta'' = \beta > 0$. The first term in the right hand side of equation (21) is called parent-independent component of the mutation event. When there is no ambiguity in the notation and the fitness process is known, we drop the superscript $e$ and denote MRE with the fitness function $e$ by $\mu_N$. Also we denote by $\mu^N_\beta$ the quenched Moran process with the deterministic fitness process $\hat{e} \in D_E[0,\infty)$.

To study $\mu_N$ as a quenched martingale problem in r.e. $e$, we need to determine a convenient set of functions as the domain of its generator. We use the following domain for the generator of the classic measure-valued Moran process. For an empirical measure $m \in \mathcal{P}^N(I)$, let $m^{(N)} \in \mathcal{P}(I^N)$ be the $N$ times sampling measure without replacement from $m$, i.e. letting $da = d(a_1,\ldots,a_N)$

$$m^{(N)}(da) = m(da_1) \times \frac{Nm - \delta_{a_1}(da_2)}{N-1} \times \cdots \times \frac{Nm - \sum_{i=1}^{N-1} \delta_{a_i}(da_N)}{1}$$  \hfill (22)

Let $\tilde{\mathfrak{g}}_N$ be the algebra generated by all functions $\hat{\Phi}^f_N : \mathcal{P}^N(I) \rightarrow \mathbb{R}$ for $f \in \mathcal{C}(I^N)$ with

$$\hat{\Phi}^f_N(m) = \langle m^{(N)}, f \rangle = \int_{I^N} f dm^{(N)}.$$  \hfill (23)

Note that $\tilde{\mathcal{C}}(I) = \mathcal{C}(I)$, $\tilde{\mathcal{C}}(I^N) = \mathcal{C}(I^N)$, $\tilde{\mathcal{C}}(\mathcal{P}(I)) = \mathcal{C}(\mathcal{P}(I))$ and $\tilde{\mathcal{C}}(\mathcal{P}^N(I)) = \mathcal{C}(\mathcal{P}^N(I))$, since $I$ and therefore $\mathcal{P}(I)$ and $\mathcal{P}^N(I)$ are compact. Also note that any function in $\tilde{\mathfrak{g}}_N$ is a restriction of a function in $\mathcal{C}(\mathcal{P}(I))$.

**Proposition 2.2.** For any $N \in \mathbb{N}$, the algebra $\tilde{\mathfrak{g}}_N$ separates points, and hence is measure and convergence-determining on $\tilde{\mathcal{C}}(\mathcal{P}^N(I))$. Also $\tilde{\mathfrak{g}}_N$ vanishes nowhere.

**Proof.** Let $m_1, m_2 \in \mathcal{P}^N(I)$ such that $m_1 \neq m_2$. Let $\mathcal{R} := \text{supp}(m_1) \cap \text{supp}(m_2)$. There exists $a \in \mathcal{R}$ such that $m_1(a) \neq m_2(a)$. Since $|\mathcal{R}| \leq 2N$, there exists $r > 0$ such that the ball radius $r$ centred at $a$ (w.r.t. the metric of $I$), namely $B(a,r)$, excludes all the points of $\mathcal{R}$ except $a$. It is clear that there exists a function $f \in \mathcal{C}(I)$ with $f(a) = 1$ that vanishes outside of $B(a,r)$. Consider $f \in \mathcal{C}(I^N)$ which depends only on the first variable in $I^N$ and defined by $\hat{f}(x_1,x_2,\ldots,x_3) = f(x_1)$. Then

$$\langle m_1^{(N)}, \hat{f} \rangle = \langle m_1, f \rangle = m_1(a) \neq m_2(a) = \langle m_2, f \rangle = \langle m_2^{(N)}, \hat{f} \rangle.$$  \hfill (24)

Also, $\tilde{\mathfrak{g}}_N$ vanishes nowhere, since the constant function $1 \in \mathcal{C}(I^N)$ and for any $m \in \mathcal{P}^N(I)$, $\langle m, 1 \rangle = 1 \neq 0$. \hfill \Box
Remark 2.3. Alternatively, the latter proposition can be proved by showing that \( \tilde{\mathcal{F}}_N \) strongly separates points. For the definition see [9], Section 3.4.

It is straightforward to see that the generator of the MRE with fitness process \( e \) on \( \tilde{\mathcal{F}}_N \) is the operator process \( \tilde{\mathcal{G}}^N : \Omega \times \mathbb{R}_+ \times \tilde{\mathcal{F}}_N \to \tilde{\mathcal{F}}_N \) consistent with the environment process \( e \) given by

\[
\tilde{\mathcal{G}}^N = \hat{\mathcal{G}}^N.e := \tilde{\mathcal{G}}^{\text{res},N.e} + \tilde{\mathcal{G}}^{\text{mut},N.e} + \tilde{\mathcal{G}}^{\text{sel},N.e}
\]  

(25)

where \( \tilde{\mathcal{G}}^{\text{res},N.e} \) and \( \tilde{\mathcal{G}}^{\text{mut},N.e} \), i.e. the resampling and mutation generators, are linear operators from \( \tilde{\mathcal{F}}_N \) to \( \tilde{\mathcal{F}}_N \), and \( \tilde{\mathcal{G}}^{\text{sel},N.e} \), the selection generator, is an operator process consistent with \( e \). We usually drop the superscript \( e \), if there is no risk of ambiguity. To be more explicit, let

\[
\bar{I}_k = \left( \bigcup_{n=k}^{\infty} I^n \right) \cup I^N
\]  

(26)

for \( k \in \mathbb{N} \). For the resampling generator, we have

\[
\tilde{\mathcal{G}}^{\text{res},N} \tilde{\Phi}^f_N (m) = \frac{\gamma}{2} \sum_{i,j=1}^{N} < m^{(N)}, f \circ \sigma_{ij} - f >
\]  

(27)

where \( \sigma_{ij} : \bar{I}_{ivj} \to \bar{I}_{ivj} \) is a map replacing the \( j \)-th component of \( x \in \bar{I}_{ivj} \) with the \( i \)-th one (\( i \lor j = \max \{i, j\} \)). In other words, defining another map \( \sigma^y_j : I_j \to I_j \) for \( j \in \mathbb{N} \) and \( y \in I \) with \( \sigma^y_j(x) := (x_1, ..., x_{j-1}, y, x_{j+1}, ..., x_n) \) if \( j \leq n \) and \( x = (x_1, ..., x_n) \), and with \( \sigma^y_j(x) := (x_1, ..., x_{j-1}, y, x_{j+1}, ...) \) if \( x = (x_1, x_2, ...) \), we have \( \sigma_{ij}(x) = \sigma^x_{ij} \) (the reason to define these functions to be so general is to use them later for Fleming-Viot processes).

For mutation, we have

\[
\tilde{\mathcal{G}}^{\text{mut},N} \tilde{\Phi}^f_N (m) = \beta \sum_{i=1}^{N} < m^{(N)}, B_i f - f >
\]  

\[= \beta' \sum_{i=1}^{N} < m^{(N)}, B'_i f - f > + \beta'' \sum_{i=1}^{N} < m^{(N)}, B''_i f - f >, \]  

(28)

where

\[
B_i, B'_i, B''_i : C(I^N) \cup \left( \bigcup_{n \geq i} C(I^n) \right) \to C(I^N) \cup \left( \bigcup_{n \geq i} C(I^n) \right)
\]  

(29)

are bounded linear operators defined by

\[
B_i f(x) = \int_I f \circ \sigma_i^y(x) q(x_i, dy),
\]  

(30)

\[
B'_i f(x) = B'_i f(x) := \int_I f \circ \sigma_i^y(x) q'(dy),
\]  

(31)

\[
B''_i f(x) = B''_i f(x) := \int_I f \circ \sigma_i^y(x) q''(x_i, dy).
\]  

(32)
Note that $B_1, B'_1, B''_1$ leaves $\mathcal{C}(I^n)$ and, for any $n \in \mathbb{N}$, $\mathcal{C}(I^n)$ invariant.

To have a generator process consistent with $e$ we first need to specify the time-dependent generator of $\hat{\mu}_N^t$ for any given (quenched) environment $\hat{c}$. For any $t \geq 0$, let

$$\hat{e}_i(t)(x) := \hat{e}(t)(x_i)$$

and, for $x \in I^N$ and $s \geq 0$, define

$$\hat{e}_i^{t,s}(x) := \int_t^{t+s} \hat{e}_i(r)(x) P_{t,s}^*(dr),$$

where $P_{t,s}^*$ is the distribution of the position of a Poisson point in the interval $[t, t+s]$, conditioned to have exactly one Poisson point in the interval. Then the generator process for the selection is

$$\hat{\Phi}_N^t(x) = \lim_{s \to 0} \frac{1}{s} \left( \sum_{i,j=1}^{N} <m^{(N)}, \hat{e}_i^{t,s} f \circ \sigma_{ij} > + \sum_{i,j=1}^{N} <m^{(N)}, (1 - \hat{e}_i^{t,s}) f > 
+ (1 - \frac{1}{N}s) \sum_{i,j=1}^{N} <m^{(N)}, f > - \sum_{i,j=1}^{N} <m^{(N)}, f > \right)$$

$$= \lim_{s \to 0} \frac{1}{s} \left( \sum_{i,j=1}^{N} <m^{(N)}, \hat{e}_i^{t,s} f \circ \sigma_{ij} - \hat{e}_i^{t,s} f > \right).$$

But $\hat{e} \in D_E[0, \infty)$ is right-continuous (has a right limit), and hence so is $\hat{e}_i$ for any $i \leq N$. Therefore for any $x \in I^N$

$$\inf_{t \leq r \leq t+s} \hat{e}_i(r) \leq \hat{e}_i^{t,s}(x) \leq \sup_{t \leq r \leq t+s} \hat{e}_i(r),$$

and hence

$$\hat{e}_i^{t,s}(x) \to \hat{e}_i(t)(x)$$

as $s \to 0$, and furthermore $\hat{e}_i^{t,s} \to \hat{e}_i(t)$ in the sup-norm topology. This concludes that the generator process for the selection, $\hat{\Phi}_N^t : \mathbb{R}_+ \times \hat{\mathbb{F}}_N \to \hat{\mathbb{F}}_N$, is given by

$$\hat{\Phi}_N^t(x) = \frac{1}{N} \sum_{i,j=1}^{N} <m^{(N)}, \hat{e}_i(t)(f \circ \sigma_{i,j} - f) > .$$

For simplicity, similarly to the Definition 6, we denote

$$\hat{\Phi}_N^t(e^{-1}(\hat{c}), t) := \hat{\Phi}_N^t(t).$$

Therefore, the selection generator process is the operator process $\hat{\Phi}_N^t : \Omega \times \mathbb{R}_+ \times \hat{\mathbb{F}}_N \to \hat{\mathbb{F}}_N$, defined by

$$\hat{\Phi}_N^t(\omega, t) = \hat{\Phi}_N^t(e^{-1}(\hat{c}), t)$$

for any $\omega \in \Omega$.
for any $\omega \in e^{-1}(\tilde{e})$ and any $\tilde{e}$ in the range of $e$. Note that the value of $\tilde{G}^{sel,N}(\omega, t)$ for $\omega \in e^{-1}(\tilde{e})$ with $\tilde{e}$ out of range of $e$ is not important and, actually, it can be any linear operator on $\tilde{\mathcal{F}}_N$. Equivalently,

$$\tilde{G}^{sel,N}(\omega, t) \tilde{\Phi}_N^f(m) = \frac{N}{N} \sum_{i,j=1}^N < m^{(N)}, e_i(\omega, t)(f \circ \sigma_{i,j}^N - f) >,$$  \hspace{1cm} (42)

where

$$e_i(\omega, t)(x) := e(\omega, t, x_i) = \tilde{G}^{sel,N}(e^{-1}(\tilde{e}), t).$$  \hspace{1cm} (43)

Note that, in order to ensure $\tilde{G}^{sel,N}_e(t) : \tilde{\mathcal{F}}_N \to \tilde{\mathcal{F}}_N$, $\tilde{e}(t)$ must be in $C(I, [0, 1])$. In fact we have assumed more, i.e. $\tilde{e} \in D_E[0, \infty)$ (recall $E \subset C(I, [0, 1])$). The (quenched) linear generator of the Moran process with a deterministic fitness process $\tilde{e} \in D_E[0, \infty)$, namely $\tilde{G}_e : \mathbb{R}_+ \times \tilde{\mathcal{F}}_N \to \tilde{\mathcal{F}}_N$, is given by

$$\tilde{G}_e^N := \tilde{G}^{res,N}_e + \tilde{G}^{mut,N}_e + \tilde{G}^{sel,N}_e.$$  \hspace{1cm} (44)

**Proposition 2.4.** Let $P_0^N : D_E[0, \infty) \to \mathcal{P}(\mathcal{P}^N(I))$ be measurable and $\tilde{G}^N$ be as defined above. The $(\tilde{G}^N, \tilde{\mathcal{F}}_N, P_0^N, \tilde{\mathcal{F}}^{env})$-martingale problem is well-posed, and $\mu_{\tilde{N}}^{\tilde{e}}$ is identified as the solution of this martingale problem.

**Proof.** The existence has been shown by construction. Note that the constructed quenched solutions $\mu_{\tilde{N}}^{\tilde{e}}$, for every $\tilde{e} \in D_E[0, \infty)$, is also Markov. It suffices to prove that, for any $\tilde{e} \in D_E[0, \infty)$, the time-inhomogeneous martingale problem $(\tilde{G}^N, \tilde{\mathcal{F}}_N, P_0^N(\tilde{e}))$ is well-posed. But this follows from Lemma 1.1 and the fact that the algebra $\tilde{\mathcal{F}}_N$ separates points. $\square$

**Remark 2.5.** The latter proposition can also be proved using the duality method in the same way that we show the uniqueness of the quenched martingale problem for Fleming-Viot process in r.e. See sections 3 and 4.

### 2.2 Fleming-Viot process in random environments

Identifying MRE as a solution of a well-posed quenched martingale problem, we prove that the FVRE process arises as the weak limit (in $D_P(I, [0, \infty))$) of MRE processes with $N$ individuals as $N \to \infty$. In fact, we prove the following stronger weak convergence. For a sequence of fitness processes $e_N$ converging weakly to a fitness process $e$, in $D_E[0, \infty)$, FVRE process with the fitness process $e$, namely $\mu_e$, arises as the weak limit of MRE processes $\mu_{\tilde{N}}^{\tilde{e}}$ in $D_P(I, [0, \infty))$. The first step to prove this kind of theorems is to introduce the FVRE martingale problem. Here we set up the quenched martingale problem for FVRE.

Let $B_n(I^N)$, $C_n(I^N)$, and $C^k_n(I^N)$ be the subsets of $B(I^N)$, $C(I^N)$, and $C^k(I^N)$, respectively, depending on the first $n$ variables of $I^N$.

**Definition 10.** For $f \in B_n(I^N)$, a polynomial is a function

$$\bar{\Phi}_f := \bar{\Phi} : \mathcal{P}(I) \to \mathbb{R}$$

defined by

$$\bar{\Phi}_f(m) := < m^{\otimes N}, f > \text{ for } m \in \mathcal{P}(I),$$

where $m^{\otimes N}$ is the $N$-fold product measure of $m$. The smallest number $n$ for which (46) holds is called the degree of $\bar{\Phi}_f$. 
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Let
\[ \tilde{\mathcal{F}}^k = \{ \tilde{\Phi} f : f \in \bar{C}^k_n(I^N) \text{ for some } n \in \mathbb{N} \} \]  
(47)
for \( k \in \mathbb{N} \cup \{0, \infty\} \), and let \( \tilde{\mathcal{F}} = \tilde{\mathcal{F}}^0 \).

**Proposition 2.6.** For \( k \in \mathbb{N} \cup \{0, \infty\} \), \( \tilde{\mathcal{F}}^k \) is an algebra of functions that separates points and vanishes nowhere, therefore it is measure and convergence-determining.

**Proof.** To show that \( \tilde{\mathcal{F}}^k \) is an algebra of functions for every \( k \in \mathbb{N} \cup \{0, \infty\} \), observe that for \( \Phi f, \Phi g \in \tilde{\mathcal{F}}^k \) with degree \( n_1 \) and \( n_2 \), respectively, we have
\[ \Phi f + \Phi g = \Phi f + g \in \tilde{\mathcal{F}}^k \]  
(48)
where \( f + g \in C^k_n(I^N) \), for \( n = \max\{n_1, n_2\} \). Also
\[ \Phi f \Phi g = \Phi f \circ (g \circ \tau_{n_1}) \in \tilde{\mathcal{F}}^k, \]  
(49)
where \( \tau_k : I^N \rightarrow I^N \) is the translation operator on \( I^N \) defined by
\[ \tau_k(a_1, a_2, ...) = (a_{r+1}, a_{r+2}, ...) \]  
for \( r \in \mathbb{N} \). Note that being convergence-determining and measure-determining are equivalent for \( \tilde{\mathcal{F}}^k \subset C(P(I)) \), by Lemma 3.4.3 [9]. Thus, by Theorem 3.4.5 [9], it suffices to show that \( \tilde{\mathcal{F}}^k \) separates points. The latter follows from the fact that for any \( m_1, m_2 \in P(I) \), there exists \( f \in C^k_n(I^N) \), for \( k \in \mathbb{N} \cup \{0, \infty\} \), such that
\[ \Phi f(m_1) = \langle m_1, f \rangle \neq \langle m_2, f \rangle = \Phi f(m_2). \]  
(50)
Also \( 1 \in C^k_0(I^N) \), and for any \( m \in P(I) \), we have \( 1 = \langle m, 1 \rangle \neq 0 \). This proves the proposition. \( \square \)

**Remark 2.7.** \( \tilde{\mathcal{S}} \) is dense in \( C(P(I)) \) in the topology of uniform convergence on compact sets.

We are ready to define the generator of FVRE and state the quenched martingale problem in r.e. for it. For \( n \in \mathbb{N} \) and \( f \in C_n(I^N) \), let \( \tilde{\Phi}^f \) be a polynomial. The generator of the FVRE with a fitness process \( e \) is the operator process
\[ \tilde{\mathcal{G}}^e : \Omega \times \mathbb{R}_+ \times \tilde{\mathcal{F}} \rightarrow \tilde{\mathcal{F}} \]  
(51)
also denoted by \( \tilde{\mathcal{G}} = (\tilde{\mathcal{G}}_t)_{t \geq 0} \), defined as
\[ \tilde{\mathcal{G}}^e = \tilde{\mathcal{G}}^{res} + \tilde{\mathcal{G}}^{mut} + \tilde{\mathcal{G}}^{sel,e}, \]  
(52)
where the first and the second terms on the right hand side are the linear operators corresponding to resampling and mutation (generators) from \( \tilde{\mathcal{F}} \) to \( \tilde{\mathcal{F}} \), and the third one is an operator process serving as the selection generator. Usually, we drop the superscript \( e \), when there is no risk of confusion. For \( \tilde{\Phi}^f \in \tilde{\mathcal{F}}, m \in P(I) \) and \( x = (x_1, x_2, ...) \), the operator process is defined as follows.

The resampling generator is defined by
\[ \tilde{\mathcal{G}}^{res} \tilde{\Phi}^f(m) = \frac{\gamma}{2} \sum_{i,j=1}^n \langle m^\otimes N, f \circ \sigma_{i,j} - f \rangle. \]  
(53)
For mutation, put
\[
\tilde{G}^{\text{mut}} \Phi^f(m) = \beta \sum_{i=1}^{n} <m^{\otimes N}, B_i f - f > \\
= \beta' \sum_{i=1}^{n} <m^{\otimes N}, B'_i f - f > + \beta'' \sum_{i=1}^{n} <m^{\otimes N}, B''_i f - f >
\]

Recall that
\[
B_i f(x) = \int f \circ \sigma^y_i(x) q(x, dy)
\]
\[
B'_i f(x) = \int f \circ \sigma^y_i(x) q'(dy)
\]
\[
B''_i f(x) = \int f \circ \sigma^y_i(x) q''(x, dy).
\]

For the selection generator, define the following operator processes
\[
\tilde{G}^{\text{sel}} : \Omega \times \mathbb{R}_+ \times \tilde{\mathcal{F}} \to \tilde{\mathcal{F}}
\]
consistent with \( e \) such that \( \tilde{G}^{\text{sel}}(\omega, t) \) is defined to be a linear operator from \( \tilde{\mathcal{F}} \) to \( \tilde{\mathcal{F}} \) as
\[
\tilde{G}^{\text{sel}}(\omega, t) \Phi^f(m) = \alpha \sum_{i=1}^{n} <m^{\otimes N}, \tilde{e}_i(\omega, t) f - \tilde{e}_{n+1}(\omega, t) f >.
\]

Recall that \( \tilde{e}_i(\omega, t)(x) = e(\omega, t, x_i) \) and \( \tilde{e}_i(t)(x) = \tilde{e}(t)(x_i) \) for a given trajectory \( \tilde{e} \in D_E[0, \infty) \).

Then as denoted in Definitions 6 and 7, we have
\[
\tilde{G}^{\text{sel}}(\tilde{e}) \Phi^f(m) = \alpha \sum_{i=1}^{n} <m^{\otimes N}, \tilde{e}_i(t) f - \tilde{e}_{n+1}(t) f >.
\]

Also, for a given trajectory \( \tilde{e} \in D_E[0, \infty) \), let \( \tilde{G}_{\tilde{e}} : \mathbb{R}_+ \times \tilde{\mathcal{F}} \to \tilde{\mathcal{F}} \) be defined by
\[
\tilde{G}_{\tilde{e}} := \tilde{G}^{\text{res}} + \tilde{G}^{\text{mut}} + \tilde{G}^{\text{sel}}.
\]

The following theorems state the well-posedness of FVRE martingale problem and identify the limit of the measure-valued Moran processes in r.e. as the unique solution of a quenched martingale problem in r.e..

**Theorem 2.8.** Let \( e \) be a fitness process and let \( P_0 : D_E[0, \infty) \to \mathcal{P}(\mathcal{P}(I)) \) be measurable, and \( P_{\text{env},e} \in \mathcal{P}(D_E[0, \infty)) \). The \( (\tilde{G}^e, \tilde{\mathcal{F}}, P_0, P_{\text{env},e}) \)-martingale problem is well-posed. Furthermore, the unique solution is a strong Markov process.

**Definition 11.** Let \( e \) be an \( E \)-valued stochastic process with sample paths in \( D_E[0, \infty) \) and law \( P_{\text{env}} \).

The unique \( \mathcal{P}(I) \)-valued process which is the solution of the martingale problem \( (\tilde{G}^e, \tilde{\mathcal{F}}, P_0, P_{\text{env},e}) \), denoted by \( \mu^e \), is called Fleming-Viot process in r.e. \( e \) (FVRE). When there is no risk of ambiguity, we drop \( e \) from the superscripts. For a given trajectory of \( e \), namely \( \tilde{e} \) picked by \( P_{\text{env}} \), \( \mu^\tilde{e} \) represents the quenched FV process with the deterministic (fixed) environment \( \tilde{e} \).
Recall that we frequently denote by $e, e_N$ stochastic fitness processes, and by $\tilde{e}$ a fixed time-dependent fitness function (an element of $D_E[0, \infty)$). Also note that measurable functions $P_0 : D_E[0, \infty) \to \mathcal{P}(\mathcal{P}(I))$ and $P^N_0 : D_E[0, \infty) \to \mathcal{P}(\mathcal{P}^N(I))$, for $N \in \mathbb{N}$, are initial distributions of TVRE and MRE, respectively. Also, in the following, we assume

\[
\begin{align*}
\mathbb{P}^{env} & = \mathbb{P}^{env, e} \in \mathcal{P}(D_E[0, \infty)) \\
\mathbb{P}^{env, N} & = \mathbb{P}^{env, e_N} \in \mathcal{P}(D_E[0, \infty))
\end{align*}
\]

are the laws of fitness processes $e$ and $e_N$, for $N \in \mathbb{N}$, respectively. We usually use the environment $e$ for TVRE and $e_N$ for MRE with $N$ individuals and assume $e_N$ converges to $e$ in Skorokhod topology. In particular, let $\mu^N_{e_N}$ be the unique solution to the quenched martingale $(\tilde{G}^N_{e_N}, \tilde{F}_N, \tilde{P}^N_0, \mathbb{P}^{env, N}) = (\tilde{G}^N, \tilde{F}_N, \tilde{P}^N_0, \mathbb{P}^{env})$ and $\mu^e$ be the unique solution to $(\tilde{G}^e, \tilde{F}, \tilde{P}^e_0, \mathbb{P}^{env})$.

**Theorem 2.9.** Let $e$ be a fitness process and $P$ be the law of $\mu^e$ with the family of quenched measures $\{\tilde{P}^e\}_{\tilde{e}} \subseteq D_E[0, \infty)$ for $\{\mu^e\}_{\tilde{e}} \subseteq D_E[0, \infty)$. Then for $\mathbb{P}^{env}$-a.e. $\tilde{e} \in D_E[0, \infty)$, the process $\tilde{\mu}^e$ has continuous sample paths (in $C([0, \infty), \mathcal{P}(I))$) $\tilde{P}^e$-a.s., that is

\[
\mathbb{P}^{env}(\tilde{e} \in D_E[0, \infty) : \tilde{P}^e(t \to \mu^e(t) \text{ is continuous}) = 1) = 1.
\]

Therefore,

\[
P(t \to \mu^e(t) \text{ is continuous}) = 1.
\]

**Theorem 2.10.** Suppose $\tilde{P}^N_0$ and $\tilde{P}^N_0$ are continuous, for any $N \in \mathbb{N}$.

(i) Let $\tilde{e}_N, \tilde{e} \in D_E[0, \infty)$, for $N \in \mathbb{N}$, such that $\tilde{e}_N \to \tilde{e}$ in $D_E[0, \infty)$. Then

a) If $P^N_0(\tilde{e}_N) \to \tilde{P}_0(\tilde{e})$ in $\mathcal{P}(\mathcal{P}(I))$, as $N \to \infty$, then $\mu^N_{e_N} \to \tilde{\mu}^e$ in $D_{\mathcal{P}(I)}[0, \infty)$, as $N \to \infty$.

b) For $M \in \mathbb{N}$,

\[
\mu^N_{e_N} \Rightarrow \tilde{\mu}^e_M \text{ as } N \to \infty
\]

in $D_{\mathcal{P}(I)}[0, \infty)$.

c) $\mu^N_{e_N} \Rightarrow \tilde{\mu}^e$ in $D_{\mathcal{P}(I)}[0, \infty)$, as $N \to \infty$.

(ii) Let $e$ and $\{e_N\}_{N \in \mathbb{N}}$ be fitness processes (not necessarily Markov) such that $e_N \to e$ in $D_E[0, \infty)$ a.s., as $N \to \infty$. Then

a) If $P^N_0(e_N) \to P_0(e)$ in $\mathcal{P}(\mathcal{P}(I))$, as $N \to \infty$, a.s. then

\[
\mu^{e_N}_N \Rightarrow \mu^e
\]

in $D_{\mathcal{P}(I)}[0, \infty)$, as $N \to \infty$.

b) For $M \in \mathbb{N}$,

\[
\mu^{e_N}_N \Rightarrow \mu^e_M \text{ as } N \to \infty
\]

in $D_{\mathcal{P}(I)}[0, \infty)$, as $N \to \infty$.

c) $\mu^{e_N} \Rightarrow \mu^e$ in $D_{\mathcal{P}(I)}[0, \infty)$, as $N \to \infty$. 
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**Remark 2.11.** We summarize the convergence theorem in the following diagram. If \( e_M \to e \), as \( M \to \infty \), a.s. in \( D_E[0, \infty) \), then

\[
\begin{align*}
\mu^M_N & \Rightarrow \mu^M \\
\downarrow & \quad \downarrow \\
\mu^N & \Rightarrow \mu^e
\end{align*}
\]

as \( M \to \infty \) and \( N \to \infty \), appropriately.

**Definition 12.** We say an \( S \)-valued Markov process \( Z \) is weakly ergodic if there exists \( m \in \mathcal{P}(S) \) such that for every initial distribution of \( Z \)

\[
\lim_{t \to \infty} \int_{\Omega} f(Z_t(\omega)) dP = \langle m, f \rangle, \quad f \in \bar{C}(S).
\]

In other words, letting \( \{T^Z_t\} \) be the semigroup of \( Z \) on \( \bar{C}(S) \), there exists \( m \in \mathcal{P}(S) \) such that

\[
\lim_{t \to \infty} T^Z_t f(x) = \langle m, f \rangle
\]

for any \( x \in S \) and \( f \in \bar{C}(S) \).

**Theorem 2.12.** Suppose there exists a parent-independent component in the mutation process, i.e. \( \beta' > 0 \), and let \( e \) either be a stationary fitness process (not necessarily Markov) or a weakly ergodic Markov fitness with semigroup \( \{T^env_t\} \) such that \( T^env_t : C(E) \to C(E) \) for any \( t \geq 0 \). Then the following statement holds.

(i) There exists a \( \mathcal{P}(I) \)-valued random variable \( \mu^e(\infty) \) such that

\[
\mu^e(t) \Rightarrow \mu^e(\infty)
\]

as \( t \to \infty \), in \( \mathcal{P}(I) \).

(ii) By assumption on weak ergodicity of \( e \), there exists an \( E \)-valued random variable \( e(\infty) \) such that the annealed-environment process converges weakly, that is

\[
(\mu^e(t), e(t)) \Rightarrow (\mu^e(\infty), e(\infty))
\]

as \( t \to \infty \), in \( \mathcal{P}(I) \times E \), and the law of \( (\mu^e(\infty), e(\infty)) \) is the unique invariant distribution of \( (\mu^e(t), e(t))_{t \geq 0} \).

The strategy to prove these theorems for the annealed processes \( \mu^e \) and \( \mu^e_N \) is to prove them for quenched processes (processes with fixed environments), first, and then integrating over the elements of \( D_E[0, \infty) \) we get the result for the annealed process. As each quenched (fixed) environment is a deterministic process and thus Markov, one can characterize the quenched processes as a quenched martingale problem in r.e. regardless of having Markovian property for the environments. This is one important advantage of this method. The technique that we apply is the combination of martingale problem and duality method. As the fitness process and hence the quenched generators depend on time, the dual process also must do so. Therefore, we need to understand the behaviour of the time-dependent dual process. The next section prepares some generalities about dual processes for time-inhomogeneous Markov processes.
3 Duality method for stochastic processes in random environments

One application of the duality method for martingale problems is to transform the uniqueness problem into the existence problem. Furthermore, in many cases, studying the dual is relatively simpler than studying the main Markov process. This gives more information about the main process which is harder to study directly. Duality method has been developed for many time-homogeneous Martingale problems. In this section, we extend the method of duality for time-inhomogeneous and quenched martingale problems, and generalize the notion of time-dependent Feynman-Kac duals, namely we study general duals in which an exponential term appears. In fact, some important aspects of duality relation only appears for time-inhomogeneous martingale problems. Roughly speaking, the evolution of the dual is backward in time with respect to the main Markov process. In practice, we usually cannot avoid appearance of Feynman-Kac term in dual processes. However, in the case of Fleming-Viot process when the fitness process is bounded, one can give duals in which there is no exponential term. In fact, when the fitness function (process) is unbounded, the existence of Feynman-Kac term is unavoidable.

In this section we assume that $S'$ and $S_1$ are Polish metric spaces, $S_2$ is a separable metric space, and $\mathbb{P}^{env}$ is the law of the environment $X : \Omega \to S'$ which is an $S'$-valued random variable. Let $\mathcal{D}_i \subset \mathcal{B}(S_i)$ for $i = 1, 2$. We assume $G^{i,t} : \mathbb{R}_+ \times \mathcal{D}_i \to \mathcal{B}(S_i)$ to be time-dependent linear operators, for $i = 1, 2$, and let $m_0^i \in \mathcal{P}(S_i)$. Also, we assume, for $i = 1, 2$ and for any real number $t \geq 0$, $G^{i,t} : \Omega \times \mathbb{R}_+ \times \mathcal{D}_i \to \mathcal{B}(S_i)$ are operator processes with domain $\mathcal{D}_i$, and $\mathcal{P}_0^i : S' \to \mathcal{P}(S_i)$ are measurable. Let $f \in \mathcal{B}(S_1 \times S_2)$ be such that $f(., v) \in \mathcal{D}_1$ and $f(u, .) \in \mathcal{D}_2$ for any $v \in S_2$ and $u \in S_1$. Let $g : \mathbb{R}_+ \times S_2 \to \mathbb{R}$ be a Borel measurable function. We start with the definition of duality for two families of time-inhomogeneous problems.

Two families of time-dependent martingale problems $\mathcal{G}^{*1} = \{(G^{1,t}, \mathcal{D}_1, m_0^1)\}_{t \in \mathbb{R}_+}$ and $\mathcal{G}^{*2} = \{(G^{2,t}, \mathcal{D}_2, m_0^2)\}_{t \in \mathbb{R}_+}$ are said to be dual with respect to $(f, g)$, if for each family of solutions $\{\xi^t\}_{t \in \mathbb{R}_+}$ to the martingale problem $\mathcal{G}^{*1}$, with respective laws $\{m^{1,t}\}_{t \in \mathbb{R}_+}$, and each family of solutions $\{\xi^t\}_{t \in \mathbb{R}_+}$ to the martingale problem $\mathcal{G}^{*2}$, with respective laws $\{m^{2,t}\}_{t \in \mathbb{R}_+}$, we have

$$\int_{S_1} \mathbb{E}_{m^{1,t}} |f(u, \xi^t(u))| \exp\left(\int_0^t g(s, \xi^t(s))ds\right) |m_0^1(du)| < \infty \quad (73)$$

for any $t \in \mathbb{R}_+$, and

$$\int_{S_2} \mathbb{E}_{m^{1,t}} |f(\xi^t(v), v)| m_0^2(dv) = \int_{S_1} \mathbb{E}_{m^{2,t}} |f(u, \xi^t(u))| \exp\left(\int_0^t g(s, \xi^t(s))ds\right) |m_0^1(du)|. \quad (74)$$

We extend this idea to two families of quenched martingale problems in random environment. Let $M^i(x) \subset \mathcal{P}(S_i)$ be a collection of measures on $S_i$, for any $x \in S'$ and $i = 1, 2$. Set

$$M^i := \{ \mathcal{P}_0^i \in \mathcal{B}(S', \mathcal{P}(S_i)) : \forall x \in S', \mathcal{P}_0^i(x) \in M^i(x) \}, \quad (75)$$

where $\mathcal{B}(S', \mathcal{P}(S_i))$ is the set of all Borel measurable functions from $S'$ to $\mathcal{P}(S_i)$ for $i = 1, 2$.

Two families of quenched martingale problems in r.e. $X$, namely

$$\mathcal{G}^1 = \mathcal{G}^1(M^1) := \{(G^{1,t}, \mathcal{D}_1, \mathcal{P}_0^i, \mathbb{P}^{env})\}_{(t, \mathcal{P}_0^i) \in \mathbb{R}_+ \times M^1}$$
and
\[ \mathcal{G}_2 = \mathcal{G}^2(M^2) := \{(G^{2,t}, D_2, Q_0, \mathbb{P}^\text{env})\}_{(t, Q_0) \in \mathbb{R}_+ \times M^2}, \]
are said to be (strongly) dual with respect to \((f, g)\), if for each family of solutions \(\{\xi^{t,P_0,X}\}_{(t, P_0) \in \mathbb{R}_+ \times M^1}\) to \(\mathcal{G}^1\), where each solution \(\xi^{t,P_0,X}\) has the family of quenched laws \(\{P^{t,P_0,x}\}_{x \in S'}\), and for each family of solutions \(\{\xi^{t,Q_0,X}\}_{(t, Q_0) \in \mathbb{R}_+ \times M^2}\) to \(\mathcal{G}^2\), where each solution \(\xi^{t,Q_0,X}\) has the family of quenched laws \(\{Q^{t,Q_0,x}\}_{x \in S'}\), we have:
\[ \mathbb{E}_{\mathbb{P}^\text{env}} \left[ \int_{S_1} \mathbb{E}_{Q^{t,Q_0,X}} \left[ |f(u, \xi^{t,Q_0,X}(t))| \exp\left\{ \int_0^t g(s, \xi^{t,Q_0,X}(s)) ds \right\} \right] | P_0(X)(du) \right] < \infty \] (76)
for any \(t \in \mathbb{R}_+, \ P_0 \in M^1\), \(Q_0 \in M^2\) (Recall \(P^{t,P_0,X} : \omega \mapsto P^{t,P_0,X(\omega)}\) and \(Q^{t,Q_0,X} : \omega \mapsto Q^{t,Q_0,X(\omega)}\), and for \(\mathbb{P}^\text{env}\)-a.e. \(x\)
\[ \int_{S_2} \mathbb{E}_{P^{t,P_0,x}} \left[ f(\xi^{t,P_0,x}(t), v) \right] Q_0(x)(dv) = \int_{S_1} \mathbb{E}_{Q^{t,Q_0,x}} \left[ f(u, \xi^{t,Q_0,X}(t)) \exp\left\{ \int_0^t g(s, \xi^{t,Q_0,X}(s)) ds \right\} \right] P_0(x)(du) \] (77)
for any \(t \in \mathbb{R}_+, \ P_0 \in M^1\) and \(Q_0 \in M^2\).

We say they are dual in average if for any \(t \geq 0, \ P_0 \in M^1\) and \(Q_0 \in M^2\) (76) holds, and
\[ \mathbb{E}_{\mathbb{P}^\text{env}} \left[ \int_{S_2} \mathbb{E}_{P^{t,P_0,x}} \left[ f(\xi^{t,P_0,X}(t), v) \right] Q_0(X)(dv) \right] = \mathbb{E}_{\mathbb{P}^\text{env}} \left[ \int_{S_1} \mathbb{E}_{Q^{t,Q_0,x}} \left[ f(u, \xi^{t,Q_0,X}(t)) \exp\left\{ \int_0^t g(s, \xi^{t,Q_0,X}(s)) ds \right\} \right] P_0(X)(du) \right] \] (78)
for any \(t \in \mathbb{R}_+, \ P_0 \in M^1\) and \(Q_0 \in M^2\).

**Remark 3.1.** For \(i = 1, 2, \ x \in S'\) and \(t \in \mathbb{R}_+\), recall that \(G^{i,t} : \mathbb{R}_+ \times D_1 \to \mathcal{B}(S_i)\) is defined by
\[ G^{i,t}(s, h) := G^{i,t}(X^{-1}(s), x, h). \] (79)
For \(i = 1, 2, \ x \in S'\) and \(m_0^i \in \mathcal{P}(S_i)\), let \(\mathcal{G}_i^{m_0^i}(\mathbb{P}^i)\) be the family of martingale problems \(\{(G^{i,t}', D_1, m_0^i)\}_{t \in \mathbb{R}_+}\).
In fact \(\mathcal{G}^1(M^1)\) and \(\mathcal{G}^2(M^2)\) are dual if and only if for \(\mathbb{P}^\text{env}\)-a.e. \(x \in \mathbb{R}_+\), \(G^{1,t}_x(m_0^1)\) and \(G^{2,t}_x(m_0^2)\) are dual for any \(m_0^1 \in M^1(x)\) and \(m_0^2 \in M^2(x)\).

When there exist a time-dependent operator \(G^1 : \mathbb{R}_+ \times D_1 \to \mathcal{B}(S_1)\) and an operator process \(G^1 : \Omega \times \mathbb{R}_+ \times D_1 \to \mathcal{B}(S_1)\) such that for any \(t \geq 0, \ G^{1,t} = G^1\) and \(G^{1,t} = G^1\), all the martingale problems in the families \(\mathcal{G}_1\) and \(\mathcal{G}_1\) coincide with the ones in the families \(\{(G^{1,t}, D_1, P_0)\}_{P_0 \in M^1}\) and \(\{(G^{1,t}, D_1, P_0, \mathbb{P}^\text{env})\}_{P_0 \in M^1}\), respectively. Because of the importance of these special cases, we give their definitions separately as follows.
Def. 13. Suppose $G^1 : \mathbb{R}_+ \times \mathcal{D}_1 \rightarrow \mathcal{B}(S_1)$ is a time dependent linear operator, and let $m^i_0 \in \mathcal{P}(S_i)$ for $i = 1, 2$. The martingale problem $\mathscr{G}^{x_1} = (G^1, D_1, m^1_0)$ and the family of martingale problems $\mathscr{G}^{x_2} = \{(G^{2,t}, D_2, m^2_0)\}_{t \in \mathbb{R}_+}$ are said to be dual with respect to $(f, g)$, if for each solution $\zeta$ to the martingale problem $\mathscr{G}^{x_1}$, with law $m^1$, and each family of solutions $\{\xi^i\}_{i \in \mathbb{R}_+}$ to the martingale problem $\mathscr{G}^{x_2}$, with respective laws $\{m^{2,t}\}_{t \in \mathbb{R}_+}$, (73) holds for any $t \in \mathbb{R}_+$, and

$$\int S_2 \mathbb{E}_{m^1}[f(\zeta(t), v)] m^1_0(dv) = \int S_1 \mathbb{E}_{m^{2,t}}[f(u, \xi^t(u))] \exp\{\int 0 g(s, \xi^t(s)) ds\} m^1_0(du)$$

for any $t \in \mathbb{R}_+$.

Remark 3.2. If, in addition, we assume that $G^1 : \mathcal{D}_1 \rightarrow \mathcal{B}(S_1)$ and there exists a linear operator $G^2 : \mathcal{D}_2 \rightarrow \mathcal{B}(S_2)$ such that for any $t \geq 0$, $G^{2,t} = G^2$, then the duality in Def. 13 reduces to the classic time-homogeneous duality. In this case, it is still possible to find a family of time-dependent duals (not necessarily one dual).

For the quenched martingale problem in random environment we have:

Def. 14. Let $f$ and $g$ be as defined above and $G^1 : \Omega \times \mathbb{R}_+ \times \mathcal{D}_1 \rightarrow \mathcal{B}(S_1)$ be an operator process. We say a family of quenched martingale problems

$$\mathscr{G}^1 = G^1(M^1) = \{(G^1, D_1, P_0, \mathbb{P}^{\text{env}})\}_{P_0 \in M^1}$$

and a family of quenched martingale problems

$$\mathscr{G}^2 = G^2(M^2) = \{(G^{2,t}, D_2, Q_0, \mathbb{P}^{\text{env}})\}_{(t, Q_0) \in \mathbb{R}_+ \times M^2}$$

are (strongly) dual with respect to $(f, g)$ if for each family of solutions $\{\zeta^{P_0,x}\}_{P_0 \in M^1}$ to $\mathscr{G}^1$, with the respective families of quenched laws $\{\{P^{\text{env}}\}_{x \in S^1}\}_{P_0 \in M^1}$, and for each family of solutions $\{\xi^{t,Q_0,x}\}_{(t, Q_0) \in \mathbb{R}_+ \times M^2}$ to $\mathscr{G}^2$, with respective families of quenched laws $\{\{Q^{\text{env}}\}_{x \in S^1}\}_{(t, Q_0) \in \mathbb{R}_+ \times M^2}$, we have: for every $t \geq 0$, $P_0 \in M^1$ and $Q_0 \in M^2$, (76) holds and for $\mathbb{P}^{\text{env}}$-a.e. $x \in S^1$

$$\int S_2 \mathbb{E}_{P^{\text{env}}}[f(\zeta^{P_0,x}(t), v)] Q^1_0(x) dv = \int S_1 \mathbb{E}_{Q^{\text{env}}}[f(u, \xi^{t,Q_0,x}(t))] \exp\{\int 0 g(s, \xi^{t,Q_0,x}(s)) ds\} P^1_0(du) \quad (81)$$

for any $t \in \mathbb{R}_+$, $P_0 \in M^1$ and $Q_0 \in M^2$.

They are said to be dual in average if (76) holds for any $t \geq 0$, $P_0 \in M^1$, $Q_0 \in M^2$ and

$$\mathbb{E}^{\mathbb{P}^{\text{env}}}[\int S_2 \mathbb{E}_{P^{\text{env}}}[f(\zeta^{P_0,X}(t), v)] Q^1_0(X) dv] = \mathbb{E}^{\mathbb{P}^{\text{env}}}[\int S_1 \mathbb{E}_{Q^{\text{env}}}[f(u, \xi^{t,Q_0,X}(t))] \exp\{\int 0 g(s, \xi^{t,Q_0,X}(s)) ds\} P^1_0(X) du] \quad (82)$$
for any \( t \geq 0, \, P_0 \in M^1 \) and \( Q_0 \in M^2 \).

**Remark 3.3.** For \( i = 1, 2, \, x \in S' \), and \( t \in \mathbb{R}_+ \), as we already defined, let \( G^1_x : \mathbb{R}_+ \times D_1 \rightarrow \mathcal{B}(S_1) \) and \( G^{2,t}_x : \mathbb{R}_+ \times D_2 \rightarrow \mathcal{B}(S_2) \) with

\[
G^1_x(s, h) := G^1(X^{-1}(x), s, h) \quad \tag{83}
\]

and

\[
G^{2,t}_x(s, h) := G^{2,t}(X^{-1}(x), s, h). \quad \tag{84}
\]

For \( i = 1, 2, \, x \in S' \) and \( m_0 \in \mathcal{P}_c(S_1) \), let \( \mathcal{G}^*_1(m_0) := (G^1_x, D_1, m_0) \) and \( \mathcal{G}^*_2(m_0) := \{(G^{2,t}_x, D_2, m_0)\}_{t \in \mathbb{R}_+} \). We have that \( \mathcal{G}^*_1(M^1) \) and \( \mathcal{G}^*_2(M^2) \) are dual if and only if for \( \mathbb{P}^x \text{-a.e.} \, x \in S' \), \( \mathcal{G}^*_1(m_0) \) and \( \mathcal{G}^*_2(m_0) \) are dual for any \( m_0 \in M^1(x) \) and \( m_0 \in M^2(x) \).

When the family of functions \( \{f(\cdot, v) : v \in S_2\} \) is sufficiently nice, in other words measure-determining, the duality relation ensures the coincidence of the one-dimensional distributions of any two solutions of the martingale problem, which itself implies the uniqueness of finite dimensional distributions of those which is equivalent to well-posedness of the martingale problem. The following proposition transforms the problem of uniqueness for a martingale problem to the problem of existence of a dual process, or in other words, to the problem of existence of a dual martingale problem. This is a generalization of Lemma 5.5.12 [2] and Proposition 4.4.7 [9].

Let \( \mathcal{P}_c(S_1) = \{m \in \mathcal{P}(S_1) : m \text{ has a compact support}\} \), and recall that, for \( y \in S_2 \), \( \delta_y \) is the delta measure with the support on \( \{y\} \).

**Proposition 3.4.** Suppose that, for any \( m_0 \in \mathcal{P}_c(S_1) \) and \( y \in S_2 \), the time-dependent martingale problem

\[ \mathcal{G}^*_1(m_0) = (G^1, D_1, m_0) \]

and the families of time-dependent martingale problems

\[ \mathcal{G}^*_2(\delta_y) = \{(G^{2,t}, D_2, \delta_y)\}_{t \in \mathbb{R}_+} \]

are dual with respect to \( (f, g) \). Consider a collection of measures \( \mathcal{M} \subset \mathcal{P}(S_1) \) containing \( \mathbb{P}\zeta(s)^{-1} \) for every \( s \geq 0 \) and every solution \( \zeta \) of \( \mathcal{G}^*_1(m_0) \) with \( m_0 \in \mathcal{P}_c(S_1) \). Suppose that \( \{f(\cdot, y) : y \in S_2\} \) is measure-determining on \( \mathcal{M} \). If for every \( y \in S_2 \) and \( t \geq 0 \) the martingale problem \( (G^{2,t}, D_2, \delta_y) \) has a solution, then for any initial distribution \( m_0 \in \mathcal{P}(S_1) \), the time-dependent martingale problem \( (G^1, D_1, m_0) \) has at most one solution (a unique solution).

**Proof.** For \( m_0 \in \mathcal{P}_c(S_1) \), let \( \zeta \) and \( \zeta' \) be two solutions to \( \mathcal{G}^*_1(m_0) \), and denote by \( \xi^{t,y} \) an arbitrary solution to the martingale problem \( (G^{2,t}, D_2, \delta_y) \) for \( t \geq 0 \) and \( y \in S_2 \). By the duality relation

\[
\mathbb{E}[f(\zeta(t), y)] = \int_{S_1} \mathbb{E}[f(u, \xi^{t,y}(t))] \exp\left\{ \int_0^t g(s, \xi^{t,y}(s)) ds \right\} m_0^d(du) = \mathbb{E}[f(\zeta'(t), y)] \quad \tag{85}
\]

that, as \( \{f(\cdot, y)\}_{y \in S_2} \) is measure-determining on \( \mathcal{M} \), implies the uniqueness of one-dimensional distributions, i.e. \( \mathbb{P}\zeta(t)^{-1} \) and \( \mathbb{P}\zeta'(t)^{-1} \) coincide for any \( t \in \mathbb{R}_+ \). Hence, \( \mathbb{P}\zeta^{-1} = \mathbb{P}\zeta'^{-1} \) that means uniqueness.
For general $m_0 \in \mathcal{P}(S_1)$, let $\zeta$ and $\zeta'$ be solutions to the martingale problem $\mathcal{G}^1(m_0)$, and let $K \subset S_1$ be compact with $m_0(K) > 0$. Denote by $\zeta_K$ and $\zeta_K'$, the processes $\zeta$ and $\zeta'$ conditioned on $\{\zeta(0) \in K\}$ and $\{\zeta'(0) \in K\}$, respectively. It is clear that $\zeta_K$ and $\zeta_K'$ are solutions to the martingale problem $\mathcal{G}^1(m_0(\cdot|K))$ with
\[
m_0(\cdot|K) = \frac{m_0(\cdot \cap K)}{m_0(K)} \in \mathcal{P}_c(S_1).
\]
Thus, as proved above, $\mathbb{P}\zeta_K(t)^{-1} = \mathbb{P}\zeta_K'(t)^{-1}$ which means
\[
\mathbb{P}(\zeta(t) \in A|\zeta(0) \in K) = \mathbb{P}(\zeta'(t) \in A|\zeta'(0) \in K)
\]
for any Borel measurable subset $A$ of $S_1$. Since $S_1$ is a Polish space, from regularity of $m_0$, there exist a sequence of compact sets $(K_n)_{n \in \mathbb{N}}$ such that $m_0(K_n) \to 1$ as $n \to \infty$. Therefore,
\[
\mathbb{P}(\zeta(t) \in A) = \lim_{n \to \infty} \mathbb{P}(\zeta(t) \in A|\zeta(0) \in K_n) = \lim_{n \to \infty} \mathbb{P}(\zeta'(t) \in A|\zeta'(0) \in K_n) = \mathbb{P}(\zeta'(t) \in A)
\]
which implies uniqueness, by Proposition 1.3.

We easily generalize the last Proposition to the case of quenched martingale problems. For every $x \in S'$, let $M_c(x) = \mathcal{P}_c(S_1)$, and let $M_4(x) = \{\delta_y \in \mathcal{P}(S_2) : y \in S_2\}$. We define $M_c$ and $M_4$ from $M_c(x)$ and $M_4(x)$ as already defined.

**Proposition 3.5.** Suppose that the families of quenched martingale problems
\[
\mathcal{G}^1(M_c) = \{(G^1, D_1, P_0, \mathbb{P}^\text{env})\}_{P_0 \in M_c}
\]
and
\[
\mathcal{G}^2(M_4) = \{(G^2, D_2, P_0, \mathbb{P}^\text{env})\}_{(t,P_0) \in \mathbb{R}_+ \times M_4}
\]
are dual with respect to $(f, g)$. Consider a collection of measures $\mathcal{M} \subset \mathcal{P}(S_1)$ such that for $\mathbb{P}^\text{env}$ a.e. $x \in S'$ contains $\mathbb{P}^\times(s)^{-1}$ for all $s \geq 0$ and all solutions $\zeta^x$ of $(G^1_x, D_1, \mathbb{P}^\times(0)^{-1})$ for which $\mathbb{P}^\times(0)^{-1} \in \mathcal{P}_c(S_1)$. Suppose that $\{(f, y) : y \in S_2\}$ is measure-determining on $\mathcal{M}$. If for $\mathbb{P}^\text{env}$-a.e. $x \in S'$, for every $y \in S_2$ and $t \geq 0$ the martingale problem $(G^2, D_2, \delta_y)$ has a solution, then for any initial distribution function $P_0 : S' \to \mathcal{P}(S_1)$ the quenched martingale problem $(G^1, D_1, P_0, \mathbb{P}^\text{env})$ has at most one solution (a unique solution).

**Proof.** First note that, as mentioned in Remark 3.3, $\mathcal{G}^1(M_c)$ and $\mathcal{G}^2(M_4)$ are dual with respect to $(f, g)$ if and only if, for $\mathbb{P}^\text{env}$-a.e. $x \in S'$, $\mathcal{G}^1_x = (G^1_x, D_1, m_0)$ and $\mathcal{G}^2_x = (G^2_x, D_2, m_0)$ are dual with respect to $(f, g)$ for every $m_0 \in \mathcal{P}_c(S_1)$ and $x \in S_2$. For any distribution function $P_0 : S' \to \mathcal{P}(S_1)$, the quenched martingale problem $(G^1, D_1, P_0, \mathbb{P}^\text{env})$ has at most one solution if and only if $(G^1_x, D_1, P_0(x))$ has at most one solution for $\mathbb{P}^\text{env}$-a.e. $x \in S'$. But the latter follows from Proposition 3.4 and this finishes the proof.

Now we try to find conditions that guarantee the duality relation between two families of martingale problems. The following proposition is a natural extension of a theorem by D. Dawson and T. Kurtz [6] to the case of time-dependent duality relations.

**Proposition 3.6.** Let $S_1$ and $S_2$ be two metric spaces, and let $D_1 \subset \mathcal{B}(S_1)$ and $D_2 \subset \mathcal{B}(S_2)$. Let $G^1 : \mathbb{R}_+ \times D_1 \to \mathcal{B}(S_1)$ and $G^2 : \mathbb{R}_+ \times D_2 \to \mathcal{B}(S_2)$, for $t \geq 0$, be time-dependent linear operators.
Consider functions $g \in \mathcal{B}(\mathbb{R}_+ \times S_2)$ and $f \in \mathcal{B}(S_1 \times S_2)$ such that, for any $u \in S_1$ and $v \in S_2$, $f(.,v) \in \mathcal{D}_1$ and $f(u,.) \in \mathcal{D}_2$, and for any $t \geq s \geq 0$

$$G^1(s)f \in \mathcal{B}(S_1 \times S_2)$$ (89)

and

$$G^{2,t}(s)f \in \mathcal{B}(S_1 \times S_2),$$ (90)

where for $(u,v) \in S_1 \times S_2$

$$G^1(s)f(u,v) := G^1(s)f(.,v)(u)$$ (91)

and

$$G^{2,t}(s)f(u,v) := G^{2,t}(s)f(u,.)v).$$ (92)

Let $m_0^i \in \mathcal{P}(S_i)$, for $i = 1, 2$. Let $\zeta^1$ and $\zeta^{2,t}$ be solutions to martingale problems $(G^1, D_1, m_0^1)$ and $(G^{2,t}, D_2, m_0^2)$, for any $t \geq 0$, respectively. Assume that for any $t \geq 0$, there exists an integrable random variable $C_t$ such that

(i) 

$$\sup_{s,r \leq t} |f(\zeta^1(s), \zeta^{2,t}(r))| \leq C_t$$ (93)

(ii) 

$$\sup_{s,r \leq t} |G^1(s)f(\zeta^1(s), \zeta^{2,t}(r))| \leq C_t$$ (94)

(iii) 

$$\sup_{s,r \leq t} |G^{2,t}(r)f(\zeta^1(s), \zeta^{2,t}(r))| \leq C_t.$$ (95)

If, for any $t \geq 0$, for a.e. $0 \leq s \leq t$

$$G^1(s)f(.,v)(u) = G^{2,t}(t-s)f(u,.)v) + g(t-s,v)$$ (96)

for every $u \in S_1$ and every $v \in S_2$, then

$$G^{*1}(m_0^1) = (G^1, D_1, m_0^1)$$

and

$$G^{*2}(m_0^2) = \{(G^{2,t}, D_2, m_0^2)\}_{t \geq 0}$$

are dual with respect to $(f, g)$.

Proof. We assume $\zeta^1$ and $\{\zeta^{2,t}\}_{t \geq 0}$ are independent. For $t \geq 0$ and $s, r \leq t$ define

$$F(s,r) = \mathbb{E}[f(\zeta^1(s), \zeta^{2,t}(r)). \exp(\int_{0}^{r} g(u, \zeta^{2,t}(u)) du)].$$ (97)

Therefore, by martingale property

$$F(s,r) - F(0,r) = \int_{0}^{s} \mathbb{E}[G^1(u)f(\zeta^1(u), \zeta^{2,t}(r)) \exp\{\int_{0}^{r} g(\tilde{u}, \zeta^{2,t}(\tilde{u})) d\tilde{u}\}] du$$ (98)
Let $F_1$ and $F_2$ be partial derivatives of $F$. Then
\[
F_1(s, r) = \mathbb{E}[\mathcal{G}^1(s) f(\zeta^1(s), \zeta^{2,t}(r)) \exp\{ \int_0^r g(\bar{u}, \zeta^{2,t}(\bar{u})) d\bar{u} \}].
\] (99)

We must also compute $F(s, r) - F(s, 0)$. In order to do so, applying lemma 3.1.2 in [6], for $h \geq 0$ with $r + h \leq t$, we can write
\[
F(s, r + h) - F(s, r) =
\mathbb{E}[f(\zeta^1(s), \zeta^{2,t}(r + h)) \left( \int_r^{r+h} g(u, \zeta^{2,t}(u)) \exp\{ \int_0^u g(\bar{u}, \zeta^{2,t}(\bar{u})) d\bar{u} \} du \right)] +
\mathbb{E}\left[ \int_r^{r+h} \mathcal{G}^{2,t}(u) (\zeta^1(s), \zeta^{2,t}(u)) du \exp\{ \int_0^u g(\bar{u}, \zeta^{2,t}(\bar{u})) d\bar{u} \} \right] =
\mathbb{E}\left[ \int_r^{r+h} f(\zeta^1(s), \zeta^{2,t}(u)), g(u, \zeta^{2,t}(u)) \exp\{ \int_0^u g(\bar{u}, \zeta^{2,t}(\bar{u})) d\bar{u} \} du \right] +
\mathbb{E}\left[ \int_r^{r+h} \mathcal{G}^{2,t}(u) f(\zeta^1(s), \zeta^{2,t}(u)) \exp\{ \int_0^u g(\bar{u}, \zeta^{2,t}(\bar{u})) d\bar{u} \} du \right] +
\mathbb{E}\left[ \int_r^{r+h} \mathcal{G}^{2,t}(u) f(\zeta^1(s), \zeta^{2,t}(u)) \exp\{ \int_0^u g(\bar{u}, \zeta^{2,t}(\bar{u})) d\bar{u} \} du \right].
\] (100)

Under the assumptions above integrals exist, and the second and the forth terms in the last equation are bounded by
\[
\frac{1}{2} h^2 \mathbb{E}[C_1].
\] (101)

Writing $F(s, r) - F(s, 0)$ as
\[
\sum_{i=1}^{t} (F(s, r_i) - F(s, r_{i-1}))
\] (102)

for $l \in \mathbb{N}$ and an increasing sequence of real numbers $0 = r_0 < r_1 < ... < r_l = r$, and letting $l \to 0$ and $\max(r_i - r_{i-1}) \to 0$, we get
\[
F(s, r) - F(s, 0) =
\int_0^r \mathbb{E}\{ f(\zeta^1(s), \zeta^{2,t}(u)) g(u, \zeta^{2,t}(u)) + \mathcal{G}^{2,t}(u) f(\zeta^1(s), \zeta^{2,t}(u)) \} \exp\{ \int_0^u g(\bar{u}, \zeta^{2,t}(\bar{u})) d\bar{u} \} du.
\] (103)

Thus the partial derivative $F_2$ exist for a.e. $r \leq t$ and
\[
F_2(s, r) =
\mathbb{E}\{ f(\zeta^1(s), \zeta^{2,t}(r)) g(r, \zeta^{2,t}(r)) + \mathcal{G}^{2,t}(r) f(\zeta^1(s), \zeta^{2,t}(r)) \} \exp\{ \int_0^r g(\bar{u}, \zeta^{2,t}(\bar{u})) d\bar{u} \}.
\] (104)
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By Lemma 3.1.1 [6]
\[
F(t,0) - F(0,t) = \int_0^t F_1(s,t-s) - F_2(s,t-s) ds = \\
\int_0^t \{E[G^1(s)f(\zeta^1(s),\zeta^{2,t}(t-s))] \exp \{ \int_0^{t-s} g(\tilde{u},\zeta^{2,t}(\tilde{u})) d\tilde{u} \} \} - \\
E[\{f(\zeta^1(s),\zeta^{2,t}(t-s))g(t-s,\zeta^{2,t}(t-s)) + G^{2,t}(t-s)f(\zeta^1(s),\zeta^{2,t}(t-s))\}].
\]
(105)

But this vanishes for a.e. \( t \geq 0 \) and a.e. \( 0 \leq s \leq t \) by (96). The statement follows, since \( F(t,0) \) and \( F(0,t) \) are continuous for \( t \in \mathbb{R}_+ \).

The following is an automatic extension of the last proposition to the case of quenched martingale problems.

**Proposition 3.7.** Let \( S_1 \) and \( S_2 \) be two metric spaces, and let \( D_1 \subset B(S_1) \) and \( D_2 \subset B(S_2) \). Let \( G^1 : \Omega \times \mathbb{R}_+ \times D_1 \to B(S_1) \) and \( G^{2,t} : \Omega \times \mathbb{R}_+ \times D_2 \to B(S_2) \), for \( t \geq 0 \), be operator processes. Consider functions \( g \in B(\mathbb{R}_+ \times D_2) \) and \( f \in B(S_1 \times D_2) \) such that, for any \( u \in S_1 \) and \( v \in S_2 \), \( f(.,v) \in D_1 \) and \( f(u,.) \in D_2 \). Let \( \mathbb{P}^{env} \in \mathcal{P}(S') \), and \( m_i^0 \in \mathcal{P}(S_i) \), for \( i = 1,2 \). Suppose \( \{\zeta^{1,x}\}_{x \in S'} \) and \( \{\zeta^{2,t,x}\}_{x \in S'} \) are solutions to quenched martingale problems \((G^1,D_1,m_1^0,\mathbb{P}^{env})\) and \((G^{2,t},D_2,m_2^0,\mathbb{P}^{env})\), for any \( t \geq 0 \), respectively. Assume that for \( \mathbb{P}^{env} \)-a.e. \( x \in S' \), for any \( t \geq s \geq 0 \)
\[
G^1_x(s)f \in \mathcal{B}(S_1 \times S_2)
\]
and
\[
G^{2,t}_x(s)f \in \mathcal{B}(S_1 \times S_2),
\]
and \( \mathbb{P}^{env} \)-a.s. for any \( t \geq 0 \), there exists an integrable random variable \( C^x_t \) such that

(i)
\[
\sup_{s,r \leq t} |f(\zeta^{1,x}(s),\zeta^{2,t,x}(r))| \leq C^x_t
\]
(108)

(ii)
\[
\sup_{s,r \leq t} |G^1_x(s)f(\zeta^{1,x}(s),\zeta^{2,t,x}(r))| \leq C^x_t
\]
(109)

(iii)
\[
\sup_{s,r \leq t} |G^{2,t}_x(r)f(\zeta^{1,x}(s),\zeta^{2,t,x}(r))| \leq C^x_t
\]
(110)

If for \( \mathbb{P}^{env} \)-a.e. \( x \in S' \), for any \( t \geq 0 \) and for a.e. \( 0 \leq s \leq t \)
\[
G^1_x(s)f(.,v)(u) = G^{2,t}_x(t-s)f(u,)(v) + g(t-s,v)
\]
(111)

for every \( u \in S_1 \) and every \( v \in S_2 \), then
\[
\mathcal{G}^1(m_0^1) = (G^1,D_1,m_1^0,\mathbb{P}^{env})
\]
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Proof. The proof is an automatic application of Proposition 3.6 and Remark 3.3.

\[ p^2(m_0^2) = \{(G_{2,t}, D_2, m_0^2, P_{env})\}_{t \geq 0} \]

are dual with respect to \((f, g)\).

4 A function-valued dual for FVRE

The goal of this section is to construct a dual process in r.e. \( e \) which is a fitness process (not necessarily Markov). Recall that \( P_{env} \) is the law of \( e \). For any \( \tilde{e} \in D_E[0, \infty) \), we define the quenched dual family \( \{\psi^{t,\tilde{e}}\}_{t \in \mathbb{R}_+} \) of Markov processes with the deterministic environment \( \tilde{e} \in D_E[0, \infty) \), where \( \psi^{t,\tilde{e}} = (\psi^{t,\tilde{e}}_s)_{s \in \mathbb{R}_+} \). The process \( \psi^{t,\tilde{e}} \) is a Markov jump process with the state space \( C^* = \bigcup_{n \in \mathbb{N}} C_n(I^n) \) without any jumps after time \( t \in \mathbb{R}_+ \), i.e. \( \psi^t(t + s) = \psi^t(t) \) for any \( s \geq 0 \) (The process stays forever in its location at time \( t \)). Also, as before, we assume that \( e \) is independent of Poisson times of jumps, the mutation kernel, and the initial distribution of the process. In order to define the transition probabilities of \( \psi^{t,\tilde{e}} \) at times of jumps, we need the following notations. For \( \underline{a} = (a_1, a_2, \ldots) \in I^n \), define the insertion function \( \theta^\text{ins}_t : I^n \rightarrow I^n \) to be

\[
\theta^\text{ins}_t(a) = (a_{j-1} \mathbb{1}_{\{j>i\}})_{j \in \mathbb{N}},
\]

where the value of \( \mathbb{1}_{\{j>i\}} \) is 1 if \( j > i \), and it is 0, otherwise. Also, the deletion function \( \theta^\text{del}_t : I^n \rightarrow I^n \) is defined by

\[
\theta^\text{del}_t(a) = (a_{j+1} \mathbb{1}_{\{j>i\}})_{j \in \mathbb{N}}.
\]

For \( n \in \mathbb{N} \), the process \( \psi^{t,\tilde{e}} \) jumps from state \( f \in C_n(I^n) \subset C^* \) to

\[
f \circ \sigma_{ij} \circ \theta^\text{ins}_t \quad \text{at rate } \frac{\gamma}{2} \quad \text{for } i, j = 1, \ldots, n \text{ (resampling)}
\]

(114)

to

\[ B'_i f \quad \text{at rate } \beta' \quad \text{for } i = 1, \ldots, n \text{ (parent – independent mutation)} \]

(115)

to

\[ B''_i f \quad \text{at rate } \beta'' \quad \text{for } i = 1, \ldots, n \text{ (parent – dependent mutation)} \]

(116)

(Recall \( \beta = \beta' + \beta'' \) and also recall the definition from (31) and (32)),

to

\[
\tilde{e}_i(t-s)f + (1 - \tilde{e}_i(t-s))(f \circ \theta^\text{del}_t) \quad \text{at rate } \alpha \quad \text{for } i = 1, \ldots, n \text{ (selection)}
\]

(117)

for a jump occurring at time \( s \leq t \).

Having the fitness Markov \( e \) with law \( P_{env} \) which can be considered as a \( D_E[0, \infty) \)-valued random variable, we can think of a family of stochastic processes in random environment \( e \), namely \( \{\psi^{t,\tilde{e}}\}_{t \in \mathbb{R}_+} \). In fact, for \( t \geq 0 \), \( \psi^{t,\tilde{e}} \) is a stochastic process in random environment \( e \) whose quenched processes, \( \{\psi^{t,\tilde{e}}\}_{\tilde{e} \in D_E[0, \infty)} \), are defined as above.

We define the duality function \( \tilde{H} : \mathcal{P}(I) \times C^* \rightarrow \mathbb{R} \) by

\[
\tilde{H}(m, f) = \langle m^{\otimes N}, f \rangle
\]

(118)

for \( f \in C^* \) and \( m \in \mathcal{P}(I) \).

For \( f \in C_n(I^n) \subset C^* \), in fact \( \tilde{H}(m, f) = \tilde{\Phi}^f(m) \), where by definition \( \Phi^f \in \tilde{\mathcal{F}} \). Note that \( \tilde{H} \) is a continuous function and hence measurable function but not bounded. The following is automatic.
Proposition 4.1. The collection of functions \( \{ \tilde{H}(\cdot, f) : f \in \mathcal{C}^* \} \) is measure-determining on \( \mathcal{P}(I) \).

Proof. The set in the statement of proposition is in fact \( \tilde{F} \) and, it was already proved that \( \tilde{F} \) is measure-determining.

Before proving the duality relation, we find the generator of \( \psi^{t, \tilde{e}} \) for \( t \geq 0 \). For \( \tilde{m} \in \mathcal{P}(I^N) \), define \( \phi^{\tilde{m}} \in \mathcal{C}(\mathcal{C}^*) \) (remember \( \mathcal{C}^* \) is equipped with sup-norm topology) as
\[
\phi^{\tilde{m}}(f) = \langle \tilde{m}, f \rangle > f \in \mathcal{C}^*.
\]

From construction, for \( t \geq 0 \) and \( \tilde{m} \in \mathcal{P}(I^N) \), the time-dependent generator of \( \psi^{t, \tilde{e}} \) on function \( \phi^{\tilde{m}} \), namely \( \mathcal{G}^{\tilde{m}}_t \), is computed as follows. For \( 0 \leq s \leq t \) and \( f \in C_n(I^N) \) for \( n \in \mathbb{N} \)
\[
\mathcal{G}^{\tilde{m}}_t(s)\phi^{\tilde{m}}(f) = \sum_{0 \leq i,j \leq n} \beta_{ij} \langle \tilde{m}, f \circ \sigma_{ij} \circ \varphi^{\text{ins}} - f \rangle + \beta' \sum_{i=1}^{n} \langle \tilde{m}, B'_i f - f \rangle + \beta'' \sum_{i=1}^{n} \langle \tilde{m}, B''_i f - f \rangle + \mathcal{G}^{\text{sel}}_t(s)\phi^{\tilde{m}}(f)
\]

To continue, we must compute the last term that is the generator of the dual process \( \psi^{t, \tilde{e}} \) corresponding to the selection jumps (117). Recall that the probability measure \( P_{s,s+r}^* \) on \( [s, s+r] \), for any \( t-s \geq r \geq 0 \), is the law of choosing one Poisson point in the interval \( [s, s+r] \) conditioned on having only one Poisson point in that interval. For \( x \in I^N \), let
\[
\tilde{e}_i^{s,s+r}(x) = \int_{s}^{s+r} \tilde{e}_i(t-u)(x)P_{s,s+r}^*(du).
\]

As before, since \( \tilde{e} \in D_{E}[0, \infty) \), the left limit of \( \tilde{e} \) exists for any \( i \leq n \) and any time \( s \in \mathbb{R}_+ \) and
\[
\inf_{s \leq u \leq s+r} \tilde{e}_i(t-u)(x) \leq \tilde{e}_i^{t,t+s}(x) \leq \sup_{s \leq u \leq s+r} \tilde{e}_i(t-u)(x).
\]

Therefore
\[
\lim_{r \to 0} \int_{s}^{s+r} \tilde{e}(t-u)(.)P_{s,s+r}^*(du) = \tilde{e}(s^-)(.)
\]

pointwisely, (and furthermore in sup-norm topology), where
\[
\tilde{e}_i(s^-)(x) = \lim_{u \to s^-} \tilde{e}_i(u)(x).
\]
Thus

$$G^*_e(s)\phi_n(f) = \lim_{r \to 0} \frac{1}{r} (\alpha r \sum_{i=1}^{s+r} \int_s^t \tilde{e}_i(t-u)f + (1-\tilde{e}_i(t-u))f \circ \dot{g}_i^{det} > P^*_{s,s+r}(du)) = (1-\tilde{e}_i(t-u))f \circ \dot{g}_i^{det} > P^*_{s,s+r}(du)$$

(125)

$$= \lim_{r \to 0} \sum_{i=1}^{n} \langle \tilde{m}, f \rangle - \alpha \sum_{i=1}^{n} \langle \tilde{m}, f \rangle = \alpha \sum_{i=1}^{n} \langle \tilde{m}, f \rangle$$

Remark 4.2. As we already mentioned, assuming that \( e \) has sample paths in \( D_E[0, \infty) \) is essential in order to compute the operator process. Also note that under this assumption the operator processes \( (G^*_e)_{s \geq 0} \) and \( (G^{*l,c})_{s \geq 0} \) take sample paths in \( D_E[0, \infty) \), a.s..

Applying above computations on \( \hat{H}(.,.) \), we have

$$G^*_e(t)(s)\hat{H}(m^{\otimes n}, .)(f) = \frac{2}{t} \sum_{0 \leq i,j \leq n} \langle m^{\otimes n}, f \circ \sigma_{ij} \circ \dot{g}_i^{ins} - f \rangle + \beta' \sum_{i=1}^{n} \langle m^{\otimes n}, B_i^{l} f - f \rangle + \beta'' \sum_{i=1}^{n} \langle m^{\otimes n}, B_i^{c} f - f \rangle$$

(127)

Because of exchangeability, we can rewrite the first term of the last equation as

$$\frac{\gamma}{2} \sum_{0 \leq i,j \leq n} \langle m^{\otimes n}, f \circ \sigma_{ij} \circ \dot{g}_i^{ins} - f \rangle = \frac{\gamma}{2} \sum_{0 \leq i,j \leq n} \langle m^{\otimes n}, f \circ \sigma_{ij} - f \rangle$$

(128)

On the other hand, for the function \( \hat{H}(., f) = \Phi^f(.) \), where \( f \in C_n(I^n) \), we already saw that

$$\tilde{G}_e \hat{H}(f)(m) = \frac{2}{t} \sum_{0 \leq i,j \leq n} \langle m^{\otimes n}, f \circ \sigma_{ij} - f \rangle + \beta' \sum_{i=1}^{n} \langle m^{\otimes n}, B_i^{l} f - f \rangle + \beta'' \sum_{i=1}^{n} \langle m^{\otimes n}, B_i^{c} f - f \rangle$$

(129)

Since \( \tilde{e} \) is in \( D_E[0, \infty) \), it is right continuous with left limit. Also the number of discontinuity points of \( \tilde{e} \) is at most countable. For any \( t \geq 0 \), this yields the equality

$$\tilde{G}_e(s) = G^*_e(t-s)$$

(130)
for every \( s \leq t \) except possibly at most countable points of discontinuity of \( \hat{e} \). Furthermore, constructing the corresponding operator process of \( \psi^{t,\hat{e}} \), namely \( \mathcal{G}^{t,\hat{e}} \), which is consistent with \( e \), for any \( t \geq 0 \), there exist at most countable times \( s \leq t \) for which
\[
\mathcal{G}^e(s) = \mathcal{G}^{t,\hat{e}}(t - s)
\] (131)
does not hold almost surely.

In fact we can deduce the duality relation between FV in environment \( \hat{e} \) and jump Markov processes \( \{\psi^{t,\hat{e}}\}_{t \geq 0} \). Before doing this, we need to know an easy property of the dual processes whose proof will be postponed, namely, for \( t \geq 0 \), starting at the state \( \psi_0 \in \mathcal{C}^* \), \( \|\psi^{t,\hat{e}}\|_\infty \) (\( \|\cdot\|_\infty \)-supnorm on \( \mathcal{C}^* \)) remains bounded by \( \|\hat{\psi}_0\|_\infty \) for any \( s \geq 0 \), a.s.. The following proposition states that for any \( \hat{e} \in D_E[0,\infty) \) and \( t \geq 0 \), conditioning on \( \mu_0^e = m_0 \in \mathcal{P}(I) \) and \( \psi^{t,\hat{e}} = \psi_0 \in \mathcal{C}^* \), the duality relation holds for \( \mu^e \) and \( \{\psi^{t,\hat{e}}\}_{t \geq 0} \).

**Proposition 4.3.** For every \( \hat{e} \in D_E[0,\infty) \), \( m_0 \in \mathcal{P}(I) \), and \( \hat{\psi}_0 \in \mathcal{C}^* \), the time-dependent martingale problem
\[
(\mathcal{G}_{\hat{e}}, \hat{\mathcal{F}}, \delta_{m_0})
\] (132)
and one-parameter family of time-dependent martingale problems
\[
\{(\mathcal{G}_{\hat{e}}^{t}, \{< m^{\otimes N}, \cdot >\}_{m \in \mathcal{P}(I), \delta_{\hat{\psi}_0}})\}_{t \geq 0}
\] (133)
are dual with respect to \( (\mathcal{H}, 0) \), that is for every \( t \geq 0 \)
\[
\mathbb{E}^{\mu_0^e}[\mathcal{H}(\mu^e_t, \hat{\psi}_0)] = \mathbb{E}^{\hat{\psi}_0}[\mathcal{H}(m_0, \psi^{t,\hat{e}})]
\] (134)

**Remark 4.4.** The statement of the theorem is stronger than Definition 14 as it guarantees the duality relation for every fixed (quenched) environment. Also, from the proof, it will be clear that, for any integrable \( \mathcal{C}^* \)-valued random variable \( \psi \), the duality relation holds between \( (\mathcal{G}_{\hat{e}}, \hat{\mathcal{F}}, \delta_{m_0}) \) and
\[
\{(\mathcal{G}_{\hat{e}}^{t}, \{< m^{\otimes N}, \cdot >\}_{m \in \mathcal{P}(I), \delta_{\hat{\psi}_0}})\}_{t \geq 0}.
\] (135)

**Proof.** Boundedness of \( \psi^{t,\hat{e}}_{s,\hat{r}} \) a.s. for any \( t, s \geq 0 \) yields that for any \( t \geq 0 \) and for any \( s, r \leq t \), there exists a constant \( C > 1 \) such that
\[
< \mu^e_s, \psi^{t,\hat{e}}_{s,\hat{r}} > \leq \|\hat{\psi}_0\|_\infty \leq C \|\psi_0\|_\infty \text{ a.s.} \tag{136}
\]
and
\[
\|\mathcal{G}_e(s)\mathcal{H}(\mu^e_s, \psi^{t,\hat{e}}_{s,\hat{r}})\|_{\infty} \leq C < \mu^e_s, \psi^{t,\hat{e}}_{s,\hat{r}} > \leq C \|\psi_0\|_\infty \text{ a.s.} \tag{137}
\]
and
\[
\|\mathcal{G}_e(s)\mathcal{H}(\mu^e_s, \psi^{t,\hat{e}}_{s,\hat{r}})\|_{\infty} \leq C < \mu^e_s, \psi^{t,\hat{e}}_{s,\hat{r}} > \leq C \|\psi_0\|_\infty \text{ a.s.} \tag{138}
\]
since for any \( f \in \mathcal{C}^* \), \( \|f \circ \sigma_{ij} \circ g_{ij}^{m,s}\|_{\infty} \), \( \|B_1 f\|_{\infty} \), \( \|B_2 f\|_{\infty} \), and \( \|f\hat{\psi}_i(s) - f\hat{\psi}_{n+1}(s)\|_{\infty} \) are bonded by \( \|f\|_{\infty} \) (cf. Proposition 4.8). Therefore the assumptions of Proposition 3.6 hold. Then the statement of theorem follows from (130) (for every \( t \) and a.e. \( s \leq t \)), and Proposition 3.6.

**Remark 4.5.** The same argument as the one in the proof of the last proposition shows that, in fact the following more general duality relation is true. For \( r \geq 0 \), let \( \mathcal{G}^{t+r} : \Omega \times \mathbb{R}_+ \times \hat{\mathcal{F}} \to \hat{\mathcal{F}} \) be an operator process defined by
\[
\mathcal{G}^{t+r}(\omega, s) := \mathcal{G}(\omega, s + r) \text{ for } s \geq 0 \text{ and } \omega \in \Omega.
\] (139)
Then, the simple observation that for $t \geq 0$ and for a.e. $s \leq t$

$$G^s(t) = \tilde{G}(t-s) = \tilde{G}^r(t-r-s) \quad \mathbb{P}^{e_{\nu_0}} - \text{a.s.}$$

(140)

shows that for every $\tilde{e} \in D_E[0, \infty)$, $m_0 \in \mathcal{P}(I)$, $r \geq 0$, and $\tilde{\psi}_0 \in C^\ast$, the time-dependent martingale problem

$$((G^s_{\tilde{e}}, \tilde{G}, \delta_{m_0})$$

(141)

and one-parameter family of time-dependent martingale problems

$$\{(G^s_{\tilde{e}}, \{<m^s_{\otimes N}, \cdot \}>_{m \in \mathcal{P}(I), \delta_{\psi_0}})\}_{t \geq r}$$

(142)

are dual with respect to $(\tilde{H}, 0)$, that is for every $t \geq r$

$$\mathbb{E}^{m_0}[\tilde{H}(\mu_{t-r}^{s+r, \tilde{e}}, \tilde{\psi}_0)] = \mathbb{E}^{\tilde{\psi}_0}[\tilde{H}(m_0, \psi_{t-r}^{s}])$$

(143)

where $\mu_{t-r}^{s+r, \tilde{e}} = \mu_{s+r}^{t}$ for $s \geq 0$.

The family of annealed stochastic processes $\{\psi^{t, \tilde{e}}\}_{t \in \mathbb{R}^+}$ is called the dual in r.e. $e$. Also for any $\tilde{e} \in D_E[0, \infty)$, the family of time-inhomogeneous Markov processes $\{\psi^{t, \tilde{e}}\}_{t \in \mathbb{R}^+}$ is called the dual in quenched environment (or with quenched fitness process) $\tilde{e}$.

**Proposition 4.6.** For any measurable map

$$\tilde{P}_0 : D_E[0, \infty) \to \mathcal{P}(\mathcal{P}(E)),$$

the $(\tilde{G}, \tilde{G}, \tilde{P}_0, \mathbb{P}^{e_{\nu_0}})$-martingale problem has at most one solution.

**Proof.** Stronger than the statement of the theorem, we show that for every $\tilde{e} \in D_E[0, \infty)$, the time-dependent martingale problem $(\tilde{G}^{s}, \tilde{G}, m_0)$ for any $m_0 \in \mathcal{P}(\mathcal{P}(I))$ is well-posed. Since $\mathcal{P}(I)$ is compact, this is equivalent to well-posedness of $(\tilde{G}^{s}, \tilde{G}, \delta_{\nu})$ for every $\nu \in \mathcal{P}(I)$. The latter is an immediate consequence of the duality relation (Proposition 4.3), Proposition 4.1, and Proposition 3.4. \qed

In order to prove an ergodic theorem for FVRE we study the long-time behaviour of the dual family.

**Proposition 4.7.** Suppose there exists a parent-independent mutation component, that is $\beta' > 0$. Then there exists an almost surely finite random time $\tau$ at which, for every $t \geq 0$ and $\tilde{e} \in D_E[0, \infty)$, $\psi_{t, \tilde{e}}$ does not depend on variables of $I^N$, i.e. $\psi_{t, \tilde{e}}$ is a random constant function (a $C_0(I^N)$-valued random variable), and $\tau$ is independent of $t$ and $\tilde{e}$.

**Proof.** First note that if there exists such a random time, then it is independent of the choice of $t \geq 0$ and $\tilde{e} \in D_E[0, \infty)$. This is true since the random time is only a function of Poisson jump processes which by assumption are independent of $e$ and $t$. So it is enough to show the existence of $\tau$ for an arbitrary quenched process $\psi = (\psi_s)_{s \geq 0} := \psi^{t, \tilde{e}}$ for $\tilde{e} \in D_E[0, \infty)$ and $t \geq 0$. Note that constant functions, i.e. the elements of $C_0(I^N)$, are absorbing states. For an arbitrary initial state $f \in C_{m}(I^N)$, we prove that there exists a random almost surely finite time at which the process hits $C_0(I^N)$. The degree of a function in $C^\ast$ is the maximum number of variables (possibly 0) on which the function depends. Consider the natural surjective mapping from $C^\ast$ onto $\mathbb{N} \cup \{0\}$ that
corresponds to each function in \( C^* \), its degree in \( \mathbb{N} \cup \{0\} \). This mapping induces a continuous time random walk on the state space \( \mathbb{N} \cup \{0\} \), more precisely defined by \( \phi_t = n \) if the degree of \( \psi_t \) is \( n \) for \( t \geq 0 \). Note that \( \psi \) hits a constant if and only if \( \varphi = (\varphi_s)_{s \geq 0} \) hits 0. In fact, we can see that \( \varphi \) is a birth-death process with a quadratic rate of death and a linear rate of birth. In order to see this, we need to determine the degree of all the states to which \( \psi \) can jump from an arbitrary state \( f \in \mathcal{C}_n(I^\mathbb{N}) \). It is clear that, at any time \( s \leq t \), \( f \) can jump only to states

\[ f \circ \sigma_{ij} \circ \hat{u}^{ins} \in \mathcal{C}_{n-1} \text{ with rate } \frac{n}{2} \text{ for } i, j = 1, ..., n \]

\[ B_i f \in \mathcal{C}_{n-1} \text{ with rate } \beta' \text{ for } i = 1, ..., n \]

\[ \hat{e}(t-s)f + (1-\hat{e}(t-s))f \in \mathcal{C}_{n+1} \text{ with rate } \alpha \text{ for } i = 1, ..., n \]

Again, it is clear that time \( s \) and environment \( \hat{e} \) do not affect on the birth and death rates. Let \( g \) be a polynomial with degree \( n \). There exists an \( \hat{n} \geq n \) such that \( g \in \mathcal{C}_{\hat{n}}(I^\mathbb{N}) \). Therefore, at a time of jump, a birth occurs at state \( n \) with probability

\[ \frac{n\alpha}{\left(\frac{n}{2}\right)^2 + n\beta' + n\alpha} \]  

(145)

and a death occur with probability

\[ \frac{(\hat{n})\frac{n}{2} + n\beta'}{(\frac{n}{2})^2 + n\beta' + n\alpha} \]  

(146)

Thus, for any \( n \geq 2 \), \( \varphi \) starting in \( n \) will hit 1 in an a.s. finite random time. Suppose \( \varphi \) does not hit 0. Then the last line of argument implies that \( \varphi \) hits 1 infinitely many times without jumping afterwards to 0. But this is not possible due to the existence of the parent-independent mutation component which gives a positive probability, \( \frac{\beta'}{\beta' + \alpha} \), of jumps from 1 to 0.

Similarly to [7], we show that the dual process is non-increasing a.s.

**Proposition 4.8.** For any \( \hat{e} \in D_E[0, \infty) \) and \( t \geq 0 \), the dual process \( \psi^{t, \hat{e}} \), starting in \( \hat{\psi}_0 \), is non-increasing and bounded by \( \|\hat{\psi}_0\|_{\infty} \) a.s..

**Proof.** Let \( n \in \mathbb{N} \) and \( f \in \mathcal{C}_n(I^\mathbb{N}) \subset \mathcal{C}^* \) be arbitrary. For any \( i, j \leq n \) and \( a \in I \), \( f \circ \sigma_{ij} \circ \hat{u}^{ins} \), \( f \circ \sigma_{i}^{a} \), and \( f \circ \hat{u}_{i}^{del} \) are defined by setting restrictions on the first \( n \) variables of \( f \), that is they are restrictions of \( f \) on a subdomain and therefore

\[ \|f \circ \sigma_{i}^{a}\|_{\infty} \leq \|f\|_{\infty} \]

\[ \|f \circ \hat{u}_{i}^{del}\|_{\infty} \leq \|f\|_{\infty} \]

\[ \|f \circ \sigma_{i}^{-1} \circ \hat{u}^{ins}_{i}\|_{\infty} \leq \|f\|_{\infty} \]  

(147)

Also

\[ \|B'f\|_{\infty} = \sup_{x \in I^\mathbb{N}} \left| \int f \circ \sigma_{i}^{a}(x)q' \right| \leq \int f \circ \sigma_{i}^{a} q' \leq \|f\|_{\infty} \]  

(148)

33
Assume that $Z$ is a stationary Markov process with law $\nu_k$. Then
\[ \hat{e}_i(t-s)(x)f(x) + (1 - \hat{e}_i(t-s)(x))f \circ \varrho_t^{del}(x) \leq f(x) \leq \|f\|, \quad (150) \]
and if, $f(x) \leq f \circ \varrho_t^{del}(x)$, then
\[ \|\hat{e}_i(t-s)f + (1 - \hat{e}_i(t-s))f \circ \varrho_t^{del}(x)\|_{\infty} \leq \|f\|_\infty. \quad (151) \]
Thus,
\[ \|\hat{e}_i(t-s)f + (1 - \hat{e}_i(t-s))f \circ \varrho_t^{del}\|_{\infty} \leq \|f\|_{\infty}. \quad (152) \]
Therefore, all jumps lead us to a function with a smaller sup-norm. In other words, $t \mapsto \|\psi^{t,x}\|$ is a non-increasing function, a.s.. In particular, for any $s \geq 0$, $\|\psi^{t,x}\|_{\infty} \leq \|\psi_0\|_{\infty}$ a.s.. □

To understand the long time behaviour of FVRE, we can study the long time behaviour of the dual process. We need the following lemma for this purpose.

**Lemma 4.9.** Let $Z^{\nu}$ be an $S$-valued Markov process with initial distribution $\nu_0 \in \mathcal{P}(S)$ and with homogeneous transition probability function $p(t, x, dy)$ whose semigroup is denoted by $(T^Z_t : \check{\mathcal{C}}(S) \to \check{\mathcal{C}}(S))_{t \geq 0}$, with
\[ T^Z_t f(x) = \int_S f(y)p(t, x, dy) \text{ for } f \in \check{\mathcal{C}}(S). \quad (153) \]
Assume that $Z^{\nu}$ takes its sample paths in $D_S[0, \infty)$ a.s.. Suppose $Z$ is weakly ergodic, i.e. there exists $\nu \in \mathcal{P}(S)$ such that for any $x \in S$ and $f \in \check{\mathcal{C}}(S)$ we have $T^Z_tf(x) \to < \nu, f >$ as $t \to \infty$. Let $m^{\nu_0}$ be the law of $Z^{\nu_0}$ for $\nu_0 \in \mathcal{P}(S)$, and let $\check{Z}$ and denote its law by $\check{m}$ (i.e. $\check{Z}$ is a stationary Markov process with law $\check{m} = m^\nu$). Denote by $m_{t_1, t_2, \ldots, t_k}^{\nu_0}$ and $\check{m}_{t_1, t_2, \ldots, t_k}$ the $k$-dimensional distributions of $m^{\nu_0}$ and $\check{m}$, respectively, for $k \in \mathbb{N}$ and real numbers $0 \leq t_1 < t_2 < \ldots < t_k$. Then

(i) For any $\nu_0 \in \mathcal{P}(S)$, any $k \in \mathbb{N}$ and any sequence of real numbers $0 \leq t_1 < t_2 < \ldots < t_k$
\[ m_{t_1+s, t_2+s, \ldots, t_k+s}^{\nu_0} \Rightarrow \check{m}_{t_1, t_2, \ldots, t_k} \quad (154) \]
as $s \to \infty$, for any $k \in \mathbb{N}$ and $t_1 < \ldots < t_k \in \mathbb{R}_+$.

(ii) In addition to above assumptions, let $S$ be compact, and $\overline{D(G^{\check{Z}})}$, where $G^{\check{Z}}$ is the generator of $\check{Z}$, contains an algebra that separates points and vanishes nowhere. Let $Z^{\nu_0, t} := (Z^{\nu_0, t}_s)_{s \geq 0}$, defined by $Z^{\nu_0, t}_s := Z^{\nu_0}_{s+t}$ (the initial distribution of $Z^{\nu_0, t}$ is the law of $Z^{\nu_0}_t$). Then for any $\nu_0$ the process $Z^{\nu_0, t}$ weakly converges to $\check{Z}$ in $D_S[0, \infty)$ as $t \to \infty$.

**Remark 4.10.** Recall that another equivalent definition of weak ergodicity for $Z$ is that there exists a probability measure $\nu \in \mathcal{P}(S)$ such that for every initial distribution $\nu_0$
\[ \lim_{t \to \infty} \mathbb{E}_{m^{\nu_0}}[f(Z^{\nu_0}_t)] = < \nu, f > \quad f \in \check{\mathcal{C}}(S) \quad (155) \]
Proof. (i) We must prove for arbitrary \( \nu_0 \in \mathcal{P}(S) \), \( k \in \mathbb{N} \), \( 0 \leq t_1 < t_2 < \ldots < t_k \) and \( f \in \bar{C}(S^n) \)

\[
\int_{S^n} f d\nu_0^{t_1+s,t_2+s,\ldots,t_k+s} \to \int_{S^n} f d\tilde{\nu}_{t_1,t_2,\ldots,t_k}. \tag{156}
\]

In order to prove the convergence, it suffices to prove it for a convergence-determining set of functions. In particular, we prove that convergence holds for

\[
\{ f \in \bar{C}(S) : f(x_1, x_2, \ldots, x_k) = f_1(x_1)f_2(x_2)\ldots f_k(x_k), \quad k \in \mathbb{N}, \quad f_i \in \bar{C}(S), i = 1, \ldots, k \} \tag{157}
\]

Set \( s_i := t_{i+1} - t_i \) for \( i = 1, \ldots, k - 1 \). For \( f_1, \ldots, f_k \in \bar{C}(S) \)

\[
\int_{S^n} f_1(x_1)\ldots f_k(x_k)dm_1^{t_{1+s},t_2+s,\ldots,t_k+s}(dx_1,\ldots,dx_k) = \int_{S^n} f_1(x_1)\int_{S} f_2(x_2)\ldots\int_{S} f_{k-1}(x_{k-1})x_{k}\int_{S} f_k(x_k)p(s_{k-1},x_{k-1},dx_{k-1})p(s_{k-1},s_{k-2},dx_{k-2})p(1,s,x_0,dx_0) = \int_{S} T_1^Z T_k^Z f_1(x)T_1^Z \ldots (f_{k-2}(x)T_1^Z \ldots (f_{k-1}(x)T_1^Z (f_k(x))))\ldots) d\nu_0. \tag{158}
\]

Under the assumptions, the function

\[
g(x) := T_1^Z f_1(x)T_1^Z \ldots (f_{k-2}(x)T_1^Z \ldots (f_{k-1}(x)T_1^Z (f_k(x))))\ldots) \tag{159}
\]

is continuous, therefore \( \nu_0, T_t^Z g \to \nu, g \) as \( s \to \infty \), by weak ergodicity of \( Z \).

(ii) It suffice to prove the tightness (cf. Theorem 3.7.8 [9]). But this follows Remark 4.5.2 in [9] and the fact that the generators of \( Z_{\nu_0}^\epsilon \), for any \( t \geq 0 \) is identical to \( G_\epsilon \).

Now, we are ready to state a main tool to study the long-time behaviour of the FVRE. We do this by the study of long time behaviour of the dual processes.

**Theorem 4.11.** Suppose that there exists a parent-independent component in the mutation process, i.e. \( \beta' > 0 \), and let \( \epsilon \) either be a stationary fitness process (not necessarily Markov) or a weakly ergodic Markov fitness with semigroup \( \{ T_t^{env} \} \) such that \( T_t^{env} : \mathcal{C}(E) \to \mathcal{C}(E) \) for any \( t \geq 0 \). Then, conditioning on \( \psi_{t_0}^{\epsilon,\nu} = \tilde{\psi}_0 \in \mathcal{C}^* \), the limit

\[
\lim_{t \to \infty} \mathbb{E}^{\psi_0}[f(\psi_{t}^{\epsilon,\nu})] \tag{160}
\]

exists for any \( f \in \bar{C}(C^*) \) and is bounded by \( \| \tilde{\psi}_0 \|_{\infty} \). In particular

\[
\lim_{t \to \infty} \mathbb{E}^{\psi_0}[\psi_t^{\epsilon,\nu}] \tag{161}
\]

exists (remember that \( \psi_t^{\epsilon,\nu} \) hits a constant function, an absorbing state, in finite time a.s. and therefore (161) is meaningful).
Proof. Let $J^t_{e,c}$ be the set of all times of Poisson jumps for $\psi^t_{e,c}$ up to time $s$, including resampling, mutation, and selection times of jumps, that $J^t_{e,c}$ has all information of Poisson point processes, but not any information about $e$. Because of stationarity, the process $(J^t_{e,c})_{s>0}$ is independent of $t$ and also $e$ (by assumption). Therefore, it is convenient to drop $(t,e)$ from the superscript. Similarly, we define the following stochastic processes which are independent of $e$ and $t$ (for the same reason) and therefore we drop $(t,e)$ from the superscript again. Let $\kappa_s$ be the stochastic jump process counting the number of selective events of $\psi^{t,e}_{\hat{\kappa}t}$ up to time $s \geq 0$, and let

$$T_s^{sel} := \{s_1^e \leq s_2^e \leq \cdots \leq s_{\kappa_s}^e\}$$

be the times of selective events occurring for $\psi^{t,e}_{\hat{\kappa}t}$ up to time $s$. As before, let $\tau$ be the stopping time at which $\psi^{t,e}_{\hat{\kappa}t}$ hits a random constant function. Recall that (cf. Proposition 4.7) $\tau$ is independent of $e$ and $t$, and it is a.s. finite. For any $t$ and $e$, $\psi^{t,e}_{\hat{\kappa}t}$ is a random constant time whose value is a function, $F$, of $\tau$, $J_{\tau}$, $\kappa_{\tau}$, $T_{\tau}^{sel}$, and $(e_{t-1}^{t-1})_{k=1}^{k=n}$. Specially, fixing $\tau = s$, $J_{\tau} = \tilde{J}_s$, $\kappa_{\tau} = k$, $T_{\tau}^{sel} = \{t_1, \ldots, t_k\}$, the function $F$ is continuous with respect to $e_{t-t_1}, \ldots, e_{t-t_k}$, i.e it is continuous with respect to variables of $E_k$. Let $(e_{\tau}^\ast_{\ast})_{s>0}$ be the stationary process generated by the semigroup $T^{env}$ and invariant initial distribution $\nu$ (In the case that $e$ is stationary, let $e_{\tau}^\ast = e_s$, for $s \geq 0$, and continue the same proof). As $e$ is weakly ergodic, by Lemma 4.9, for any continuous function $g \in C(E)$

$$\lim_{t \to \infty} E[g(e_{t-t_k}, e_{t-t_k-1}, \ldots, e_{t-t_1})] =$$

$$E[g(e_0^0, e_{t-t_k-1}, \ldots, e_{t-t_1})].$$

(163)

Since $e$ is independent of $\tau$, $J_{\tau}$, $\kappa_{\tau}$, $T_{\tau}^{sel}$ (by assumption), the conditional process $e$ given values of $J_{\tau}$, $\tau$, $\kappa_{\tau}$, $T_{\tau}^{sel}$ is still weakly ergodic, and hence

$$\lim_{t \to \infty} E^{\hat{\psi}}[\psi^{t,e}_{\hat{\kappa}t} | \tau, J_{\tau}, \kappa_{\tau}, T_{\tau}^{sel}] =$$

$$E^{\hat{\psi}}[\psi^{t,e}_{\hat{\kappa}t} | \tau, J_{\tau}, \kappa_{\tau}, T_{\tau}^{sel}],$$

(164)

Similarly, for any $f \in \hat{C}(C^*)$,

$$\lim_{t \to \infty} E^{\hat{\psi}}[f(\psi_{\hat{\kappa}t}^{t,e}) | \tau, J_{\tau}, \kappa_{\tau}, T_{\tau}^{sel}] =$$

$$E^{\hat{\psi}}[f(\psi_{\hat{\kappa}t}^{t,e}) | \tau, J_{\tau}, \kappa_{\tau}, T_{\tau}^{sel}],$$

(165)

Getting another expectation, knowing that $\tau$ is finite and $\|\psi^{t,e}_{\hat{\kappa}t}\| \leq \|\hat{\psi}_{0}\|$ a.s. yields that

$$\lim_{t \to \infty} E^{\hat{\psi}}[\psi^{t,e}_{\hat{\kappa}t} | \tau, J_{\tau}, \kappa_{\tau}, T_{\tau}^{sel}] =$$

$$E^{\hat{\psi}}[\psi^{t,e}_{\hat{\kappa}t} | \tau, J_{\tau}, \kappa_{\tau}, T_{\tau}^{sel}],$$

(166)

and hence the limit exists and is bounded by $\|\hat{\psi}_{0}\|$. Similarly,

$$\lim_{t \to \infty} E^{\hat{\psi}}[f(\psi_{\hat{\kappa}t}^{t,e})] =$$

$$E^{\hat{\psi}}[f(\psi_{\hat{\kappa}t}^{t,e})],$$

(167)

for $f \in \hat{C}(C^*)$. □
5 Convergence of generators

This section is devoted to the convergence of generators of MRE to FVRE. Before setting the convergence of generator processes, we need to extend the generators of the measure-valued Moran processes in a convenient sense. The Moran process takes values in $\mathcal{P}^N(I)$. Also all functions in $\tilde{\mathcal{S}}_N$ have domain $\mathcal{P}^N(I)$. On the other hand, the FV process is a $\mathcal{P}(I)$-valued Markov process, and $\mathcal{P}(I)$ is the domain of polynomials in $\tilde{\mathcal{S}}$. In order to measure the distance of the elements of $\tilde{\mathcal{S}}$ and $\tilde{\mathcal{S}}_N$, for $N \in \mathbb{N}$, we need to extend the functions in the second algebra to take all measures of $\mathcal{P}(I)$.

Let $S' \subset S$, and consider time-dependent linear operators $A : \mathbb{R}_+ \times \mathcal{D}(A) \to \mathcal{B}(S)$ and $B : \mathbb{R}_+ \times \mathcal{D}(B) \to \mathcal{B}(S')$ with $\mathcal{D}(A) \subset \mathcal{B}(S)$ and $\mathcal{D}(B) \subset \mathcal{B}(S')$. For $f \in \mathcal{D}(A)$ and $g \in \mathcal{D}(B)$, let $g^f \in \mathcal{B}(S)$ be

$$g^f(x) = \begin{cases} g(x) & \text{if } x \in S' \\ f(x) & \text{if } x \in S \setminus S'. \end{cases}$$

(168)

Set

$$D := \mathcal{D}(B, A) = \{g^f \in \mathcal{B}(S) : f \in \mathcal{D}(A), g \in \mathcal{D}(B)\},$$

(169)

and define, for $t \geq 0$, the time-dependent linear operator $B^A : \mathbb{R}_+ \times D \to \mathcal{B}(S)$ by

$$B^A(t)g^f(x) = \begin{cases} B(t)g^f(x) & \text{if } x \in S' \\ A(t)f(x) & \text{if } x \in S \setminus S'. \end{cases}$$

(170)

It is clear that $(f, g) \mapsto g^f$ is bilinear with respect to the function addition. Moreover, if $\mathcal{D}(A)$ and $\mathcal{D}(B)$ are algebras, then so is $D$. The time-dependent linear operator $(B^A, D)$ is called the extension of $(B, \mathcal{D}(B))$ with respect to $(A, \mathcal{D}(A))$.

For a moment, denote by $\| \cdot \|_\infty = \| \cdot \|^S_\infty$ the sup-norm on $\mathcal{B}(S)$. We extend the notion of supnorm to restrictions of functions to a subdomain of $S$. More precisely, for

$$h_1, h_2 \in \bigcup_{\emptyset \neq S' \subset \tilde{S} \subset S} \mathcal{B}(\tilde{S}),$$

(171)

define

$$\| h_1 - h_2 \|^S_\infty = \sup_{x \in S'} |h_1(x) - h_2(x)|.$$  

(172)

Then, the following properties are trivial.

$$\| g^f - f \|_\infty = \| g - f \|^S_\infty,$$

$$\| B^A g^f - Af \|_\infty = \| Bg - Af \|^S_\infty$$

(173)

Let $\iota_{S', S}$ be the natural embedding from $S'$ into $S$, and let $m_0 \in \mathcal{P}(S')$, and, as before, denote by $\iota_{S', S} * m_0$ its push-forward measure under $\iota_{S', S}$. If an $S'$-valued measureable stochastic process $\zeta = (\zeta_t)_{t \geq 0}$ is a solution to the martingale problem $(B, \mathcal{D}(B), m_0)$, then its image under the natural embedding, $(\iota_{S', S}(\zeta_t))_{t \geq 0}$, is a solution to the martingale problem $(B^A, \mathcal{D}(B, A), \iota_{S', S} * m_0)$.

The following proposition is a generalization of Lemma 4.5.1 [9].

**Proposition 5.1.** Let $S$ be a separable metric space, $S_n \subset S$, $\mathcal{D} \subset \tilde{\mathcal{C}}(S)$, $\mathcal{D}_n \subset \mathcal{B}(S_n)$, for $n \in \mathbb{N}$. Consider time-dependent linear operators

$$A : \mathbb{R}_+ \times \mathcal{D} \to \tilde{\mathcal{C}}(S)$$

(174)
and
\[ A_n : \mathbb{R}_+ \times \mathcal{D}_n \to \mathcal{B}(S_n). \]  

(175)

Denote the sup-norm on \( S \) by \( \| \cdot \|_{\infty} \), and let
\[ \| \cdot \|_{\infty,n} := \| \cdot \|_{\infty}^S_n \text{ for } n \in \mathbb{N}, \]

(176)

where the right side is defined as before. Let \( m^n_0 \in \mathcal{P}(S_n) \), for \( n \in \mathbb{N} \), and \( m_0 \in \mathcal{P}(S) \). Let \( Z_n \) be a solution of the martingale problem \((A_n, \mathcal{D}_n, m^n_0)\) (with sample paths in \( D_{S_n}[0, \infty) \subset D_S[0, \infty) \)) for every \( n \in \mathbb{N} \). Assume that, for any \( f \in \mathcal{D} \), there exists a sequence \((f_n)_{n \in \mathbb{N}}\), with \( f_n \in \mathcal{D}_n \) for every \( n \in \mathbb{N} \), such that

(i) \[ \lim_{n \to \infty} \| f_n - f \|_{\infty,n} = 0 \]

(ii) \[ \lim_{n \to \infty} \| A_n(s) f - A(s) f_n \|_{\infty,n} = 0 \text{ for a.e. } s \geq 0. \]

(iii) For any \( t \geq 0 \)
\[ \sup_{n \in \mathbb{N}, s \leq t} \| A_n(s) f_n \|_{\infty,n} < \infty. \]

(177)

If \( Z \) is an \( S \)-valued stochastic process with the initial distribution \( m_0 \) such that \( Z_n \Rightarrow Z \) in \( D_S[0, \infty) \), as \( n \to \infty \), then \( Z \) is a solution of the martingale problem \((A, \mathcal{D}, m_0)\).

Proof. Let \( \tilde{Z}_n(t) = \iota_{S_n \subset S}(Z_n(t)) \), for \( t \geq 0 \), where \( \iota_{S_n \subset S} \) is the natural embedding from \( S_n \) into \( S \). As explained above, \( \tilde{Z}_n \) is a solution to the martingale problem \((A^n, \mathcal{D}(A_n, A), \tilde{m}^n_0)\), for \( n \in \mathbb{N} \), where \( A^n \) is the extension of \( A_n \) with respect to \( A \) with the domain \( \mathcal{D}(A_n, A) \) (defined as before), and \( \tilde{m}^n_0 = \iota_{S_n \subset S} \circ m^n_0 \) is the image (push-forward measure) of \( m^n_0 \) under \( \iota_{S_n \subset S} \). In order for \( Z \) to be a solution to \((A, \mathcal{D}, m_0)\), it is necessary and sufficient that for any \( k \in \mathbb{N}, 0 \leq t_1 \leq ... \leq t_k \leq t \leq s, h_i \in \mathcal{C}(S) \), for \( i = 1, ..., k \), and \( f \in \mathcal{D} \)

\[ E[\{ f(Z(s)) - f(Z(t)) - \frac{s}{t} A(r) f(Z(r)) dr \} \prod_{i=1}^{k} h_i(Z(t_i))] = 0. \]

(178)

Under the assumptions, for any \( f \in \mathcal{D} \), there exists a sequence of \( f_n \in \mathcal{D}_n \) such that
\[ \lim_{n \to \infty} \| f_n - f \|_{\infty} = \lim_{n \to \infty} \| f_n - f \|_{\infty,n} = 0 \]

(179)

and
\[ \lim_{n \to \infty} \| A_n(s) f_n - A(s) f \|_{\infty,n} = \lim_{n \to \infty} \| A_n(s) f_n - A(s) f \|_{\infty,n} = 0 \]

(180)

for a.e. \( s \geq 0 \). Let \( k \in \mathbb{N}, h_i \in \mathcal{C}(S) \), for \( i = 1, ..., k \). Let all \( 0 \leq t_1 \leq ... \leq t_k \leq t \leq s \) be in the times of continuity for \( Z \), i.e. they belong to \( \{ r \geq 0 : Z(r) = Z(r^-) \text{ a.s.} \} \) which contains all positive real numbers except possibly at most countable ones. Since \( \tilde{Z}_n \Rightarrow Z \) in \( D_S[0, \infty) \), as \( n \to \infty \), and \( f \) is bounded continuous, we have
\[ \lim_{t \to \infty} E[A_n^A(r) f_n^A(\tilde{Z}_n(r))] = E[A(r) f(Z(r))] \]

(181)

for a.e. \( r \geq 0 \) (for all \( r \geq 0 \) except possibly at most a countable number of points). Thus, by (iii),
\[ \lim_{t \to \infty} \int_t^s E[A_n^A(r) f_n^A(\tilde{Z}_n(r))] dr = \int_t^s E[A(r) f(Z(r))] dr. \]

(182)
Therefore, as $\tilde{Z}_n$ is a solution to $(A_n^f, D(A_n, A), \tilde{m}_0^n)$ for any $n \in \mathbb{N}$,

$$0 = \lim_{n \to \infty} \mathbb{E}[\{f_n^s(\tilde{Z}_n(s)) - f_n^s(\tilde{Z}_n(t)) - \int_t^s A_n^f(r)f_n^s(\tilde{Z}_n(r))dr\} + h_i(Z(t_i))] =$$

$$\mathbb{E}[\{f(Z(s)) - f(Z(t)) - \int_t^s A(r)f(Z(r))dr\} + h_i(Z(t_i))] = 0. \quad (183)$$

Since $\tilde{Z}$ is right continuous a.s., by (iii) and continuity of $f$, the last equality holds for any choice of $k \in \mathbb{N}$ and $t_1, \ldots, t_k, t \geq 0$.

\[\] \[\]

**Remark 5.2.** One can replace (ii) and (iii) in the assumptions of the last proposition by

(ii)' There exists a measure-zero subset of $\mathbb{R}_+$, namely $U$, such that for any $t \geq 0$, $\lim_{n \to \infty} \|A_n(s)f_n - A(s)f\|_{N, n} = 0$ uniformly on $s \in [0, t] \cap U^c$.

(iii)' For any $t \geq 0$

$$\sup_{s \leq t} \|A(s)f\|_{\infty} < \infty. \quad (184)$$

In fact (ii)' and (iii)' conclude (ii) and (iii).

To apply the last proposition in our problem, we must verify the validity of the assumptions (i),(ii), and (iii), for the generators of MRE and FVRE. We can see that the generators are uniformly bounded in a very strong sense.

Recall that for $\tilde{e} \in D_E[0, \infty)$, $\tilde{G}_e = \tilde{G}^{res} + \tilde{G}^{mut} + \tilde{G}^{sel}$ and $\tilde{G}_e^N = \tilde{G}^{res,N} + \tilde{G}^{mut,N} + \tilde{G}^{sel,N}$ for $N \in \mathbb{N}$. Also, from now on in the rest of the paper, we denote by $\|\cdot\|$ the supnorm on $B(A(I))$, and by $\|\cdot\|_N := \|\cdot\|_{P^N(I)}$ the supnorm on restrictions on $B(P^N(I))$. Also, similarly to the last section, we denote by $\|\cdot\|_\infty$ the supnorm on $B(I^N)$, specially we use this notation for the functions on $C^*$, i.e. the state space of the dual process, and we denote by $\|\cdot\|_{\infty,N} = \|\cdot\|_{I^N}$ the supnorm on restrictions on $B(I^N)$.

**Proposition 5.3.** For any $\Phi := \Phi^f \in \tilde{F}$,

$$\sup_{s \geq 0, \tilde{e} \in D_E[0, \infty)} \|\tilde{G}_e(s)\Phi\| < \infty \quad (185)$$

**Proof.** Assume that $f \in C_n(I^N)$. As we saw in the proof of Proposition 4.8, for any $i, j \leq n$ and $y \in I$, $f \circ \sigma_{ij}$ and $f \circ \sigma_{ij}^y$ are defined by setting restrictions on the $n$ first variables of $f$, that is they are restrictions of $f$ on a subdomain, and therefore,

$$\|f \circ \sigma_{ij}^y\|_{\infty} \leq \|f\|_{\infty}$$

$$\|f \circ \sigma_{ij}\|_{\infty} \leq \|f\|_{\infty} \quad . \quad (186)$$

Thus, for any $m \in P(I)$,

$$\|\tilde{G}^{res}\Phi f(m)\| =$$

$$\frac{1}{2} \left| \sum_{i,j=1}^n < m^{\otimes N}, f \circ \sigma_{ij} - f > \right| \leq$$

$$\frac{1}{2} \left( \|f \circ \sigma_{ij}\|_{\infty} + \|f\|_{\infty} \right) \leq$$

$$\frac{1}{2} \gamma(N) \|f\|_{\infty}. \quad (187)$$
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Also,

\[
|\tilde{G}^{mut}\tilde{\Phi}(m)| = |\beta' \sum_{i=1}^{n} < m^\otimes N, B_i f - f > + \beta'' \sum_{i=1}^{n} < m^\otimes N, B_i'' f - f > | \leq \\
4\beta\|f\|_\infty,
\]

(188)

and for any \( \hat{e} \in D_E[0, \infty) \) and \( s \geq 0 \)

\[
\hat{G}_s^{sel}(s)\tilde{\Phi}(m) = \alpha \sum_{i=1}^{n} < m^\otimes N, \hat{e}_i(s)f - \hat{e}_{n+1}(s)f > \leq 2\alpha\|f\|_\infty.
\]

(189)

Therefore, there exists a constant \( C > 0 \) such that for any \( s \geq 0 \) and \( \hat{e} \in D_E[0, \infty) \)

\[
|\tilde{G}(s)\tilde{\Phi}(m)| < C\|f\|_\infty < \infty.
\]

(190)

\[\Box\]

**Proposition 5.4.** Let \( \hat{e}_N, \hat{e} \in D_E[0, \infty) \), for \( N \in \mathbb{N} \), such that \( \hat{e}_N \to \hat{e} \) in \( D_E[0, \infty) \), as \( n \to \infty \).

For any \( \tilde{\Phi} := \tilde{\Phi}^f \in \tilde{\mathcal{F}} \), there exists a sequence of functions \( \tilde{\Phi}_N := \tilde{\Phi}_N^f \in \tilde{\mathcal{F}}_N \), for \( N \in \mathbb{N} \), such that

(i) \( \lim_{N \to \infty} \tilde{\Phi}_N - \tilde{\Phi} = 0 \).

(ii) For a.e. \( t \geq 0 \)

\[
\lim_{N \to \infty} \|\tilde{G}_s^N(t)\tilde{\Phi}_N - \tilde{G}(t)\tilde{\Phi}\|_N = 0.
\]

(191)

(iii)

\[
\sup_{N \in \mathbb{N}, s \geq 0} \|\tilde{G}_s^N(s)\tilde{\Phi}_N\|_N < \infty
\]

(192)

**Proof.** To simplify the notation, when it comes to applying it in the proof, we denote

\[
\hat{e}_N^j(s)(x) := \hat{e}_N(s)(x_i),
\]

(193)

for \( s \geq 0 \) and \( x = (x_1, x_2, ...) \) (or \( x = (x_1, ..., x_N) \)). We assume \( f \in C_n(I^N) \), for fixed \( n \in \mathbb{N} \).

Consider an arbitrary sequence of injective maps \( \eta^N : I^N \to I^N \), for \( N \in \mathbb{N} \), such that each \( \eta^N \) is identical on the first \( N \) coordinates (e.g. \( \eta^N : (x_1, x_2, ..., x_N) \to (y_1, y_2, ...) \) where \( x_i = y_i \) for \( i \leq N \) and, for \( i > N, y_i = c \) for a fixed \( c \in I \)). Note that, as we deal with the limit and the supremum, for \( N \leq n \), neither the value of \( \tilde{\Phi}_N \), nor the value of \( \tilde{G}_s^N \tilde{\Phi}_N \) are important. So we assume these functions are 0 functions, for \( N \leq n \). For \( m \in \mathcal{P}(I) \), recall the definition of \( m^N \) from (22) and set

\[
\hat{m}_N := \eta^N \cdot m^N \quad N \in \mathbb{N},
\]

(194)

that is the push-forward measure of \( m^N \) under \( \eta^N \). It is clear that for any function \( g \in C(I^N) \)

\[
\int_{I^N} g \hat{m}_N = \int_{I^N} g \circ \eta^N dm^N.
\]

(195)
As \( f \) depends only on the first \( n \) variables, we can define \( \tilde{f} \in C(I^n) \) by
\[
\tilde{f}(x_1, x_2, \ldots, x_n) = f(x_1, x_2, \ldots, x_n, x_{n+1}, \ldots),
\]
for an arbitrary choice of \( x_i \) for \( i > n \). Let \( f_N := f \circ \eta^N \).
\[
\| \Phi_{N}^f - \Phi \|_N = \sup_{m \in P^N(I)} | < m^{(N)}, f \circ \eta^N > - < m^{\otimes N}, f > | = \]
\[
\sup_{m \in P^N(I)} | \int I^n \tilde{f}(x) m(dx_1) \prod_{i=2}^{N} \frac{Nm(dx_i) - 1}{N-1} - \int I^n \tilde{f}(x) \prod_{i=2}^{N} m(dx_i) | \leq \]
\[
\| f \|_{\infty} \sup_{m \in P^N(I)} \sum_{(x_1, \ldots, x_n) \in \text{supp}(m)^n} (m(x_1) \prod_{i=2}^{N} \frac{Nm(dx_i) - 1}{N-1} - \prod_{i=1}^{n} m(x_i)) | \leq \| f \|_{\infty} (C_N + o(C_N))
\]
for a constant \( C \). This yields (i).

To prove (ii), first we observe that for \( i, j \leq N \)
\[
f_N \circ \sigma_{ij} = f \circ \eta^N \circ \sigma_{ij} = f \circ \sigma_{ij} \circ \eta^N.
\]
Let \( tr_{ij} \) be the transposition operator on \( i \) and \( j \). Since \( f \) depends only on the first \( n \) variables, for \( N \geq n \)
\[
\tilde{G}_{res,N}^{f_N} \tilde{f}_N^m = \sum_{i=1}^{N} < m^{(N)}, f \circ \sigma_{ij} \circ \eta^N > = \sum_{i=1}^{N} < \tilde{m}^{(N)}, f \circ \sigma_{ij} - f > = \sum_{i=1}^{N} < \tilde{m}^{(N)}, f \circ \sigma_{ij} - f > + \sum_{i=n+1}^{N} \sum_{j=1}^{n} < \tilde{m}^{(N)}, f \circ \sigma_{ij} - f > = \sum_{i=1}^{N} \sum_{j=1}^{n} < \tilde{m}^{(N)}, f \circ \sigma_{ij} - f > + \sum_{i=n+1}^{N} \sum_{j=1}^{n} < \tilde{m}^{(N)}, f \circ \sigma_{ij} - f >.
\]
But the last term vanishes because of exchangeability of \( m^{(N)} \). Therefore, similarly to the proof of (i),
\[
\| G_{res,N}^{f_N} - G_{res}^f \|_N \leq \sum_{m \in P^N(I)} \sum_{i,j=1}^{n} < \tilde{m}^{(N)}, f \circ \sigma_{ij} - f > - < m^{\otimes N}, f \circ \sigma_{ij} - f > | < C_N + o(C_N)
\]
\[\text{41}\]
for a constant $C_1 > 0$. Similarly, for mutation

$$
||\hat{G}^{mut,N} \hat{f}_N - \tilde{G}^{mut} \hat{f}||_N \leq \sup_{m \in \mathcal{P}^N(t)} \left\| \sum_{i=1}^{n} \left( \tilde{m}_i^{(N)}(s) \beta_i(B_i^t f - f) + \beta''(B_i^t f - f) \right) \right\|_{\infty} \leq C_1 + o(1/n).
$$

To verify this for the selection, first note that as $\tilde{e}_N \to \tilde{e}$ in $D_E[0, \infty)$, as $N \to \infty$, for every positive real number $t \geq 0$, except possibly a countable number of them, we have $\tilde{e}_N(t) \to \tilde{e}(t)$. The selection operator is very similar to the resampling one, except, here, the constant rate $\tilde{e}$ is replaced by a time-dependent càdlàg fitness, and hence, the terms corresponding to $i = n + 1, ... N, j = 1, ..., n$ do not necessarily vanish.

More explicitly, for a continuity time $s \geq 0$ of $\tilde{e}$

$$
\sum_{i=n+1}^{N} \sum_{j=1}^{n} < \tilde{m}_i^{(N)}, \tilde{e}_N^i(s) f \circ \sigma_{ij} - \tilde{e}_N^i(s) f > = \sum_{i=n+1}^{N} \sum_{j=1}^{n} < \tilde{m}_i^{(N)}, (\tilde{e}_N^i(s) f) \circ \sigma_{ij} - \tilde{e}_N^i(s) f > + \sum_{i=n+1}^{N} \sum_{j=1}^{n} < \tilde{m}_i^{(N)}, (\tilde{e}_N^i(s) f) \circ \sigma_{ij} - \tilde{e}_N^i(s) f >.
$$

Therefore, for constants $C_3$ and $C_4$,

$$
||\hat{G}^{sel,N} \hat{f}_N - \tilde{G}^{sel} \hat{f}||_N = \sup_{m \in \mathcal{P}^N(t)} \left\| \sum_{i=1}^{n} \left( \tilde{m}_i^{(N)}(s) \beta_i(B_i^t f - f) + \beta''(B_i^t f - f) \right) \right\|_{\infty} \leq C_1 + o(1/n) + \sup_{m \in \mathcal{P}^N(t)} \left\| \sum_{i=1}^{n} \left( \tilde{m}_i^{(N)}(s) \beta_i(B_i^t f - f) + \beta''(B_i^t f - f) \right) \right\|_{\infty}
$$

for a constant $C_1 > 0$. Similarly, for mutation
where the right hand side is bounded by
\[
\frac{C_5}{N} + o\left(\frac{1}{N}\right) + \alpha \sum_{i=1}^{n} \|f\|_{\infty} \{\|\tilde{e}_N^i(s) - \tilde{e}_i(s)\|_{\infty} + \|\tilde{e}_N^{n+1}(s) - \tilde{e}_{n+1}(s)\|_{\infty}\} \tag{204}
\]
Hence, there exists $C_5$ such that
\[
\|\tilde{G}_{e;N}^{\ast;el.} (s) \tilde{\Phi}_N^{f_N} - \tilde{G}_{\tilde{\varepsilon}}^{\ast;el.} (s) \tilde{\Phi}^f\|_N < \frac{C_5}{N} + o\left(\frac{1}{N}\right) \tag{205}
\]
This finishes the proof of (ii).

For part (iii), similarly to the proof of Proposition 5.3, there exists a constant $C > 0$ such that for any $m \in P^N(I)$, $s \geq 0$
\[
|\tilde{G}_{e_N}^{N} (s) \Phi_{N}^{f_N} (m)| \leq C\|f_N\|_{\infty,N} = C\|f \circ \eta^N\|_{\infty,N} = C\|f\|_{\infty} \tag{206}
\]

**Proposition 5.5.** Let $\tilde{\varepsilon}_N, \tilde{\varepsilon} \in D_E[0, \infty)$, and suppose that $\tilde{\varepsilon}_N \to \tilde{\varepsilon}$ in $D_E[0, \infty)$. For any $\tilde{\Phi} = \tilde{\Phi}^f \in \tilde{\mathcal{F}}$
\[
\lim_{N \to \infty} \|\tilde{G}_{e_N}^{N} (s) \tilde{\Phi} - \tilde{G}_{\tilde{\varepsilon}}^{N} (s) \tilde{\Phi}\| = 0 \tag{207}
\]
for every $s \geq 0$ except possibly a countable number of real numbers. Moreover,
\[
\sup_{N \in \mathbb{N}, s \geq 0} \|\tilde{G}_{e_N}^{N} (s) \tilde{\Phi}^f\| < \infty \tag{208}
\]

**Proof.** As $\tilde{\varepsilon}_N \to \tilde{\varepsilon}$ in $D_E[0, \infty)$, for every positive real numbers $s \geq 0$, except possibly countable ones $\tilde{\varepsilon}_N \to \tilde{\varepsilon}$ in $E$, as $N \to \infty$. The resampling and mutation rates, for both generators, are identical. Thus we need to verify that the limit is 0 for the selection terms. To this end, for any $m \in P(I)$, and any continuity point $s \geq 0$ of $\tilde{\varepsilon}$,
\[
\|\tilde{G}_{e_N}^{N} (s) \tilde{\Phi} - \tilde{G}_{\tilde{\varepsilon}}^{N} (s) \tilde{\Phi}\| \leq \sum_{i=1}^{n} \sup_{m \in P(I)} |< m, \tilde{e}_N^i(s)f - \tilde{e}_N^{n+1}(s)f > - < m, \tilde{e}_i(S)f - \tilde{e}_{n+1}(s)f > |
\leq \sum_{i=1}^{n} \|\tilde{e}_N^i(s)f - \tilde{e}_i(s)f - (\tilde{e}_N^{n+1}(s)f - \tilde{e}_{n+1}(s)f)\|_{\infty} \leq \sum_{i=1}^{n} \|f\|_{\infty} (\|\tilde{e}_N^i(s) - \tilde{e}_i(s)\|_{\infty} + \|\tilde{e}_N^{n+1}(s) - \tilde{e}_{n+1}(s)\|_{\infty}). \tag{209}
\]
The last term converges to 0 and this yields the result.

For the second part, write
\[
\sup_{N \in \mathbb{N}, s \geq 0} \|\tilde{G}_{e_N}^{N} (s) \tilde{\Phi}^f\| \leq \sup_{\tilde{\varepsilon} \in D_E[0, \infty), s \geq 0} \|\tilde{G}_{\tilde{\varepsilon}}^{N} (s) \tilde{\Phi}^f\| < \infty, \tag{210}
\]
where the last inequality follows Proposition 5.3. \qed

---
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Proposition 5.6. Let $M \in \mathbb{N}$, and let $\tilde{e}_N, \tilde{e} \in D_E[0, \infty)$, and suppose that $\tilde{e}_N \to \tilde{e}$ in $D_E[0, \infty)$. Then for any $\Phi_M = \tilde{\Phi}_M \in \tilde{\mathcal{F}}_M$

$$\lim_{N \to \infty} \| \tilde{G}^M_{\tilde{e}_N}(s) \Phi_M - \tilde{G}^M_{\tilde{e}}(s) \Phi_M \|_M = 0$$

(211)

for every $s \geq 0$ except possibly a countable number of real numbers. Moreover,

$$\sup_{N \in \mathbb{N}, s \geq 0} \| \tilde{G}^M_{\tilde{e}_N}(s) \Phi_M \|_M < \infty$$

(212)

Proof. The proof is similar to the proof of Proposition 5.5. Again, resampling and mutation terms of both generators are the same, and for a continuity point $s \geq 0$ of the function $\tilde{e}$

$$\| \tilde{G}^M_{\tilde{e}_N}(s) \Phi_M - \tilde{G}^M_{\tilde{e}}(s) \Phi_M \|_M \leq \sum_{i,j=1}^{N} \| \tilde{e}^i_N(s) - \tilde{e}_i(s) \|_\infty \| f \circ \sigma_{ij} - f \|_\infty \leq 2(N - 1) \sum_{i=1}^{N} \| \tilde{e}^i_N(s) - \tilde{e}_i(s) \|_\infty \| f \|_\infty,$$

(213)

where the last term is converging to 0 as $N \to \infty$. As before, there exists a constant $C > 0$ such that for any $m \in \mathcal{P}^{M}(I)$ and $s \geq 0$

$$| \tilde{G}^M_{\tilde{e}_N}(s) \Phi_M(m) | \leq C \| f \|_{\infty, M} < \infty.$$  

(214)

6 Convergence of MRE to FVRE

In this section we prove the wellposedness of the FVRE martingale problem (Theorem 2.8), and also prove convergence of MRE to FVRE (Theorem 2.10). In the previous sections, we prepared all necessary tools to construct FVRE from MRE. We proved the uniqueness of the FVRE martingale problem, convergence of generators, and other required properties. What remained is the proof of tightness that is relatively simple, due to compactness of the state spaces $I$ and $E$ and uniform boundedness of the fitness process. This section essentially is devoted to the problem of tightness, and proves it for $\{ \mu^N \}_{N \in \mathbb{N}}$, $\{ \mu^x_N \}_{N \in \mathbb{N}}$, and $\{ \mu^N_M \}_{N \in \mathbb{N}}$, where $\tilde{e}$ and $\tilde{e}_N$, for $N \in \mathbb{N}$, are càdlàg functions in $D_E[0, \infty)$ and $M \in \mathbb{N}$. We apply a modification of Remark 4.5.2 [9] which best fits our problem.

Lemma 6.1. Let $S$ be a Polish space, and $S_n \subset S$. Consider $\mathcal{D} \subset \hat{C}(S)$ that contains an algebra that separates points and vanishes nowhere. Let $\mathcal{D}_n \subset \mathcal{B}(S_n)$ and consider time-dependent linear operators

$$A_n : \mathbb{R}_+ \times \mathcal{D}_n \to \mathcal{B}(S_n)$$

(215)

for $n \in \mathbb{N}$. For any $N \in \mathbb{N}$, suppose there exists an $S_n$-valued solution $Z_n = (Z_n(s))_{s \geq 0}$ (with sample paths in $D_{S_n}(0, \infty) \subset D_S(0, \infty)$) to the martingale problem $(A_n, \mathcal{D}_n, m^n_0)$ where $m^n_0 \in \mathcal{P}(S_n)$. Assume:
(i) For any \( f \in \mathcal{D} \), there exists a sequence \( (f_n)_{n \in \mathbb{N}} \), \( f_n \in \mathcal{D}_n \), such that
\[
\|f_n - f\|_{\infty,n} \to 0, \tag{216}
\]
as \( n \to \infty \) (here \( \| \cdot \|_{\infty,n} \) is the general norm \( \| \cdot \|_{\infty}^{S_n} \) defined in the beginning of Section 5).

(ii) For any \( t \geq 0 \), there exists \( r > 1 \), such that
\[
\limsup_n E\left[ \int_0^t |A_n(s) f_n(Z_n(s))|^{r} \, ds \right]^{\frac{1}{r}} < \infty. \tag{217}
\]

(iii) (Compact containment condition)
For any \( \varepsilon, t > 0 \), there exists a compact set \( K_{\varepsilon,t} \subset S \) such that
\[
\inf_n P[Z_n(s) \in K_{\varepsilon,t} \text{ for } 0 \leq s \leq t] \geq 1 - \varepsilon \tag{218}
\]
Then \( \{Z_n\}_{n \in \mathbb{N}} \) is relatively compact (equivalently tight) in \( D_S[0, \infty) \).

Proof. The set \( \mathcal{D} \) contains an algebra that separates points and vanishes nowhere, and hence it is dense in \( C(S) \) in the topology of uniform convergence on compact sets. As the compact containment condition holds, and \( Z_n \) takes sample paths in \( D_S[0, \infty) \) for any \( n \), applying Theorem 3.9.1 [9], it suffices to show for any \( f \in \mathcal{D}, f \circ Z_n = (f \circ Z_n(s))_{s \geq 0} \) is tight in \( D_S[0, \infty) \). Theorem 3.9.4 [9] gives certain criteria under which \( f \circ Z_n \) is tight, namely for any \( t \geq 0 \)
\[
\limsup_n E[\sup_{s \in [0,t] \cap \mathbb{Q}} |f_n(Z_n(s)) - f(Z_n(s))| < \|f_n - f\|_{\infty,n}. \tag{219}
\]
But the last term converges to 0 as \( n \to \infty \). Thus (ii) and the fact that \( Z_n \) are solutions to martingale problems \( (A_n, \mathcal{D}_n, \mathbb{P}_n^0) \) yields the result. \( \square \)

Lemma 6.2. For any \( M \in \mathbb{N} \) and \( (\tilde{e}_N)_{N \in \mathbb{N}} \subset D_E[0, \infty) \), the sequences \( (\mu_N^{\tilde{e}_N})_{N \in \mathbb{N}} \) and \( (\mu_N^{\tilde{e}_N})_{N \in \mathbb{N}} \) are tight in \( D_{\mathcal{P}(I)}[0, \infty) \), and \( (\mu_N^{\tilde{e}_N})_{N \in \mathbb{N}} \) is tight in \( D_{\mathcal{P}^M(I)}[0, \infty) \).

Proof. First note that the compact containment condition always holds due to the compactness of the state space \( \mathcal{P}(I) \). Propositions 5.4, 5.5, and 5.6 guarantee the conditions (i) and (ii) of Lemma 6.1. Of course, condition (i) holds for \( \{\mu_N^{\tilde{e}_N}\}_{N \in \mathbb{N}} \) by setting \( \mathcal{D}_N = \tilde{\mathcal{F}} \) and \( \Phi^{\tilde{e}_N} = \tilde{\Phi} \) for any \( N \in \mathbb{N} \). Similarly, in the case of \( \{\mu_M^{\tilde{e}_N}\}_{N \in \mathbb{N}} \), we set \( \mathcal{D}_N = \tilde{\mathcal{F}}_M \), for any \( N \in \mathbb{N} \), and the sequence of functions, \( \Phi^{\tilde{e}_N}_M \), all identical to \( \tilde{\Phi}_M \). Further, \( \tilde{\mathcal{F}} \) and \( \tilde{\mathcal{F}}_N \) separate points and vanishes nowhere (Propositions 2.6, 2.2) on \( \mathcal{P}(I) \) and \( \mathcal{P}^N(I) \), respectively. This finishes the proof. \( \square \)

Now we are ready to prove Theorems 2.8 and 2.10.

Proof of Theorems 2.8 and 2.10

For Theorem 2.8, it suffices to prove existence of a solution to the martingale problem \((\tilde{G}_\varepsilon, \tilde{\mathcal{F}}, \tilde{P}_0)\) for every \( \varepsilon \) (uniqueness of such a martingale problem has been proved (cf. Proposition 1.3)). Then wellposedness of the quenched martingale problem follows immediately. Also, for Theorem 2.10, integrating over \( \Omega \), part (ii) follows part (i), automatically. Therefore, we concentrate on the proof of existence of \((\tilde{G}_\varepsilon, \tilde{\mathcal{F}}, P_0)\), for any \( \varepsilon \in D_E[0, \infty) \), and proof of part (i) in Theorem 2.10.
Let $M$ be an arbitrary natural number. By assumption and continuity of $\tilde{P}_0$ and $\tilde{P}_0^M$, we have the convergence of initial distributions, i.e.

$$
\begin{align*}
\tilde{P}_0^N(\tilde{e}_N) &\to \tilde{P}_0(\tilde{e}) \quad \text{in } \mathcal{P}(\mathcal{P}(I)) \\
\tilde{P}_0(\tilde{e}_N) &\to \tilde{P}_0(\tilde{e}) \quad \text{in } \mathcal{P}(\mathcal{P}(I)) \\
\tilde{P}_0^M(\tilde{e}_N) &\to \tilde{P}_0^M(\tilde{e}) \quad \text{in } \mathcal{P}(\mathcal{P}^M(I)).
\end{align*}
$$

(220)

Propositions 5.1, 5.4, 5.5, and 5.6 combined with the uniqueness of martingale problems $(\tilde{G}_e, \tilde{F}, \tilde{P}_0(\tilde{e}))$, $(\tilde{G}^M_e, \tilde{F}^M, \tilde{P}^M_0(\tilde{e}))$ (Propositions 4.6 and 2.4) ensure that any convergent subsequence of $(\mu^N_e)_N \in \mathbb{N}$ and $(\mu^M_e)_N \in \mathbb{N}$, respectively) converges weakly in the corresponding Skorokhod topology to the unique solution of time-dependent martingale problem $(\tilde{G}_e, \tilde{F}, \tilde{P}_0(\tilde{e}))$ $(\tilde{G}^M_e, \tilde{F}^M, \tilde{P}^M_0(\tilde{e}))$, respectively). By tightness of $(\mu^N_e)_N \in \mathbb{N}$ and $(\mu^M_e)_N \in \mathbb{N}$, respectively) , Lemma 6.2, the weak limits exist. This yields part (i) of Theorem 2.10. Note that, for any $\tilde{e} \in D_E[0, \infty)$, letting $\tilde{e}_N = \tilde{e}$ (or $\tilde{e}_N = \tilde{e}_M$, respectively) for all $N \in \mathbb{N}$, we have also proved that

$$
\begin{align*}
\mu^N_e &\Rightarrow \mu^e \\
\mu^M_e &\Rightarrow \mu^e
\end{align*}
$$

(221)

in $D_{\mathcal{P}(I)}[0, \infty)$ as $N \to \infty$. Also, in particular for any $\tilde{e} \in D_E[0, \infty)$, setting $\tilde{e}_N = \tilde{e}$ for all $N \in \mathbb{N}$, implies existence of a solution to $(\tilde{G}_e, \tilde{F}, \tilde{P}_0)$, and this, together with the uniqueness, Proposition 4.6, deduces wellposedness.

Note that we do not need continuity of $\tilde{P}_0$, except to prove convergence results $\mu^N_e \Rightarrow \mu$ and $\mu^M_e \Rightarrow \mu_M$ in the corresponding Skorokhod topology, as $N \to \infty$.

7 Continuity of sample paths of FVRE

The purpose of this section is to prove the continuity of sample paths for the FVRE process. We make use of the criteria developed recently by Depperschmidt et al. in [7] (see also [1]). To formulate the sufficient conditions under which FVRE takes continuous paths a.s., we shall introduce the concept of first and second order operators. We follow the definitions and the proof of Section 4 in [7].

**Definition 15.** Let $L$ be a Banach space and suppose $\mathcal{D} \subset L$ contains an algebra $\mathcal{A}$. A linear operator $G$ on $L$ with the domain $\mathcal{D}$ is said to be a first order operator with respect to $\mathcal{A}$ if for any $f \in \mathcal{A}$

$$
Gf^2 - 2Gf = 0.
$$

(222)

It is said to be a second order operator, if it is not a first order operator, and for every $f \in \mathcal{A}$

$$
Gf^3 + 3f^2Gf - 3fGf^2 = 0.
$$

(223)

The following lemma is an extension of Proposition 4.5 in [7] to the case of time-dependent martingale problems.

**Lemma 7.1.** Let $S$ be a Polish space, and consider $\mathcal{D} \subset \mathcal{C}(S)$ containing a countable algebra $\mathcal{A}$ that separates points of $S$ and contains constant functions. Let $G : \mathbb{R}_+ \times \mathcal{D} \to \mathcal{B}(S)$ be a time-dependent linear operator such that, for any $t \geq 0$,

$$
G(t) = G^1(t) + G^2(t),
$$

(224)
where $G^1(t)$ and $G^2(t)$ are first and second order linear operators for every $t \geq 0$, respectively. Assume that for any $t \geq 0$ and $f \in \mathcal{A}$, $G(.)f$ is uniformly bounded on $[0,t]$, i.e.

$$\sup_{s \leq t} |G(s)f| < \infty. \quad (225)$$

Let $m_0 \in \mathcal{P}(S)$. Then, any general solution $Z = (Z_t)_{t \geq 0}$ of the martingale problem $(G, \mathcal{D}, m_0)$, has sample paths in $C([0,\infty), S)$ a.s.

**Remark 7.2.** Note that under the assumption, any general solution of the martingale problem $(G, \mathcal{D}, m_0)$ is a solution, i.e. takes its sample paths in $D_S[0,\infty)$ a.s. (cf. Theorem 4.3.6 [9]).

**Proof.** We follow the proof of Proposition 4.5 in [7]. Let $Z = (Z_t)_{t \geq 0}$ be a solution to the martingale problem $(G, \mathcal{D}, m_0)$. For any $f \in \mathcal{A}$, first we prove $(f(Z_t))_{t \geq 0}$ has continuous paths a.s.. For $f \in \mathcal{A}$ and $x, y \in S$, let $F_{f,y}(x) := f(x) - f(y)$. Since $\mathcal{A}$ is an algebra, for any $y \in S$ and $f \in \mathcal{D}$, $F_{f,y} \in \mathcal{A}$, and hence $F_{f,y}^2, F_{f,y}^4 \in \mathcal{A}$. Thus

$$F_{f,y}^2(Z_t) - \int_0^t G(u)F_{f,y}^2(Z_u)du \quad (226)$$

is a martingale with respect to the canonical filtration. In particular, for $t \geq s$

$$E[F_{f,Z_s}^2(Z_t)] = \int_s^t E[G(u)F_{f,Z_s}^2(Z_u)]du \leq C_1(t-s) \quad (227)$$

for a constant $C_1 > 0$. Also,

$$E[(f(Z_t) - f(Z_s))^4] = E[F_{f,Z_s}^4(Z_t)] = (by \; Lemma \; 4.4. \; [7])$$

$$\int_s^t E[F_{f,Z_s}^2(Z_u)(6GF_{f,Z_s}^2(Z_u) - 8F_{f,Z_s}(Z_u)GF_{f,Z_s}(Z_u))]du \leq$$

$$C_2 \int_s^t E[F_{f,Z_s}^2(Z_u)]du \leq$$

$$C_1C_2 \int_s^t (u-s)du = \frac{C_1C_2(t-s)^2}{2}. \quad (228)$$

Continuity of $(f(Z_t))_{t \geq 0}$ follows from Proposition 3.10.3 [9]. The remainder of the proof is identical to that of Lemma 4.4 in (Depperschmidt et al. [7]).

**Lemma 7.3.** Let $\tilde{e} \in D_E[0,\infty)$. Then

(a) $\tilde{G}_{mut}$ is first order.

(b) For any $t \geq 0$, $\tilde{G}_{res}^\tilde{e}(t)$ is first order.

(c) $\tilde{G}_{res}$ is second order.

**Proof.** See Proposition 4.10 in [7].

**Proof of Theorem 2.9**

Continuity of the sample paths of $\mu^e$ a.s. follows the continuity of sample paths of $\mu^\tilde{e}$ for every $\tilde{e} \in D_E[0,\infty)$. The latter is a consequence of Propositions 2.6, 5.3, Theorem 2.8, and Lemmas 7.1 and 7.3.
8 An ergodic theorem for FVRE

This section proves the main ergodic theorem, Theorem 2.12, for the FV annealed-environment process. Before giving a complete proof, we show that the semigroup of FV with any deterministic fitness process \( \hat{e} \in D_E [0, \infty) \) has Feller property, i.e. it is from \( \mathcal{C}(\mathcal{P}(I)) \) to \( \mathcal{C}(\mathcal{P}(I)) \). For any \( 0 \leq s \leq t \) and \( \hat{e} \in D_E [0, \infty) \), let \( p^\hat{e} (s, x; t, dy) \) and \( (T^\hat{e}_{s,t})_{0 \leq s \leq t} \) be, respectively, the transition probability and the semigroup of \( \mu^\hat{e} \), i.e. for \( f \in \mathcal{C}(\mathcal{P}(I)) \) and \( m \in \mathcal{P}(I) \)

\[
T^\hat{e}_{s,t} f (m) = \int_{\mathcal{P}(I)} f (m') p^\hat{e} (s, m; t, dm').
\]

(229)

**Proposition 8.1.** Let \( \hat{e} \in D_E [0, \infty) \) be a deterministic fitness process. Then, \( (T^\hat{e}_{s,t})_{0 \leq s \leq t} \) is a Feller semigroup, i.e. for any \( 0 \leq s \leq t \) and for any \( f \in \mathcal{C}(\mathcal{P}(I)) \), \( T^\hat{e}_{s,t} f \in \mathcal{C}(\mathcal{P}(I)) \). In other words, for any \( 0 \leq s \leq t \)

\[
T^\hat{e}_{s,t} : \mathcal{C}(\mathcal{P}(I)) \rightarrow \mathcal{C}(\mathcal{P}(I)).
\]

(230)

**Proof.** Recall from Remark 4.5 the definition of \( (\mu^\hat{e}_{t-s})_{t \geq 0} \):

\[
\mu^\hat{e}_{t-s} = \mu^\hat{e}_{t+s}
\]

(231)

Let \( m^0_0 \rightarrow m_0 \) in \( \mathcal{P}(I) \), as \( n \rightarrow \infty \), and \( \hat{\psi}_0 \in \mathcal{C}^* \). For any \( 0 \leq s \leq t \), the duality relation follows Proposition 4.3 and Remark 4.5, and since \( \hat{\psi}_0 \) is bounded continuous depending on a finite number of variables, we have

\[
\lim_{n \rightarrow \infty} \mathbb{E}^m_0 [\mu^\hat{e}_{t-s}, \hat{\psi}_0 >] = \lim_{n \rightarrow \infty} \mathbb{E}^{\hat{\psi}_0} [\mu^m_0, \psi_{t-s}^t >] = \mathbb{E}^{\hat{\psi}_0} [\mu^m_0, \psi_{t-s}^t >] = \mathbb{E}^{\hat{\psi}_0} [\mu^m_0, \psi_{t-s}^t >].
\]

(232)

As \( \{< ., \hat{\psi}_0 >\}_{\hat{\psi}_0 \in \mathcal{C}^*} \) is measure-determining, for any \( f \in \mathcal{C}(\mathcal{P}(I)) \)

\[
\lim_{n \rightarrow \infty} T^\hat{e}_{s,t} f (m^0_n) = \lim_{n \rightarrow \infty} \mathbb{E}^m_0 [\mu^\hat{e}_{t-s}, f (m^0_n)] = \mathbb{E}^{m_0} [\mu^\hat{e}_{t-s}, f (m^0_n)] = T^\hat{e}_{s,t} f (m^0).
\]

(233)

**Proof of Theorem 2.12**

By duality relation (in average), Proposition 4.3, and Theorem 4.11, for any \( m_0 \in \mathcal{P}(I) \) and \( \hat{\psi}_0 \in \mathcal{C}^* \)

\[
\lim_{t \rightarrow \infty} \mathbb{E}^{m_0} [\mu^\hat{e}_t, \hat{\psi}_0 >] = \lim_{t \rightarrow \infty} \mathbb{E}^{\hat{\psi}_0} [\mu^\hat{e}_t, \psi_{t-c}^t >] = \lim_{t \rightarrow \infty} \mathbb{E}^{\hat{\psi}_0} [\psi_{t-c}^c],
\]

(234)

where the limit on the right hand side of the last equality exists and does not depend on \( m_0 \in \mathcal{P}(I) \). Since \( \mathcal{P}(I) \) is compact, \( \{\mu^c_{t_i}\}_{t \geq 0} \) is tight and therefore there exist some convergent subsequences. Let \( (t_i)_{i \in \mathbb{N}} \) and \( (s_i)_{i \in \mathbb{N}} \) be two strictly increasing sequences of positive real numbers, and let \( \{\mu^c_{t_i}\}_{i \in \mathbb{N}} \) and \( \{\mu^c_{s_i}\}_{i \in \mathbb{N}} \) (with \( \mu^c_0 = m_0 \)) be such that

\[
\mu^c_{t_i} \Rightarrow \mu^c_{1,m_0} (\infty)
\]

(235)

\[
\mu^c_{s_i} \Rightarrow \mu^c_{2,m_0} (\infty)
\]

(236)
in $\mathcal{P}(I)$ as $N \to \infty$, where $\mu_i^{e,m_0}(\infty)$, for $i = 1, 2$, are random measures in $\mathcal{P}(I)$. For any $\hat{\psi}_0 \in \mathcal{C}^*$

$$
\mathbb{E}[<\mu_1^{e,m_0}(\infty), \hat{\psi}_0>] = \lim_{i \to \infty} \mathbb{E}^{m_0}[<\mu_i^{e}, \hat{\psi}_0>] = \lim_{i \to \infty} \mathbb{E}^{\hat{\psi}_0}[\psi_i^{e,c}] = \lim_{i \to \infty} \mathbb{E}^{\hat{\psi}_0}[\psi_i^{e,c}] = \lim_{i \to \infty} \mathbb{E}^{m_0}[<\mu_i^{e}, \hat{\psi}_0>] = \mathbb{E}[<\mu_2^{e,m_0}(\infty), \hat{\psi}_0>].
$$

As $\lim_{i \to \infty} \mathbb{E}^{\hat{\psi}_0}[\psi_i^{e,c}]$ does not depend on $m_0$, so do $\mu_i^{e,m_0}(\infty)$, for $i = 1, 2$. Hence, there exists a random probability measure $\mu^e(\infty) \in \mathcal{P}(I)$ such that for any $m_0 \in \mathcal{P}(I)$, conditioning on $\mu_i^e = m_0$,

$$
\mu_i^e \Rightarrow \mu^e(\infty).
$$

For part (ii), it is sufficient to prove that conditioning on any initial distribution of $(\mu_i^e, e_i)$, namely $\hat{m}_0 \in \mathcal{P}(\mathcal{P}(I) \times E)$, $\lim_{i \to \infty} \mathbb{E}[f_1(\mu_i)f_2(e_i)] \quad f_1 \in \mathcal{C}(\mathcal{P}(I)), \quad f_2 \in \mathcal{C}(E)$

exists and does not depend on $\hat{m}_0$. In that case, since $\mathcal{P}(I) \times E$ is compact, any convergent subsequence of $(\mu_i^e, e_i)$ converges weakly to a unique limit, and from part (i) and assumption, then

$$
(\mu_i^e, e_i) \Rightarrow (\mu^e(\infty), e(\infty)).
$$

To prove the existence of the limit for any arbitrary $\hat{\psi}_0 \in \mathcal{C}^*$ and $m_0 \in \mathcal{P}(I)$, write

$$
\mathbb{E}[<\mu_i^e, \hat{\psi}_0 > f_2(e_i)] = \mathbb{E}[\mathbb{E}[<\mu_i^e, \hat{\psi}_0 > |e]f_2(e_i)] = \mathbb{E}[\mathbb{E}[m_0^e, \psi_i^{e,c} > |e]f_2(e_i)]
$$



But, conditioning on $\tau, J_\tau, \kappa, T_\tau^{ed}$, knowing the fact that $\tau$ is finite a.s. and does not depend on $e$, and replacing the continuous function $f$ in (165) by $\psi_i^{e,c}(t)$, we can see the limit of the last term in the last equality exists and does not depend on the choice of $m_0$ and $\hat{\psi}_0$. (Recall that $<.,f>$ is measure and convergence-determining.) Now let $\nu^*$ be the distribution of $(\mu^e(\infty), e(\infty))$. Let $T_i^* \in \mathcal{P}(I) \times E$, $\hat{m}_0 \in \mathcal{P}(\mathcal{P}(I) \times E)$, and $s \geq 0$,

$$
\int_{\mathcal{P}(I) \times E} T_i^* F d\nu^* = \lim_{i \to \infty} \int_{\mathcal{P}(I) \times E} T_i^* F d\hat{m}_0 = \int_{\mathcal{P}(I) \times E} F d\nu^*.
$$

The last equation holds for any $\hat{m}_0$, including all invariant measures. Hence the uniqueness holds.
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