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Abstract

Finite discrete Huffman sequences, together with their extension to n-dimensional arrays, are highly valued because their discrete aperiodic auto-correlations optimally approximate the continuum form of the delta function. We present here several new families of real and integer-valued Huffman sequences, beyond those of the recursive form found by Hunt and Ackroyd. These new sequences are derived using the remarkably uniform discrete Fourier power spectra of Huffman sequences, where the elements are expressed as terms of the Fibonacci sequence.

I. Introduction

A discrete (Kronecker) delta function $\delta_j$, comprising a single non-zero entry for element $j$ among an array of zeros, has practical significance in defining the limit of element localization, acting as does a Dirac delta $\delta$ on the continuum. Functions $f$ and $g$ where $f \cdot g = \delta$ under some binary operation ($\cdot$) are widely useful, as then $f$ and $g$ are functionally inverse. For the correlation operator (where $\cdot \rightarrow \otimes$) in the periodic domain, it is possible to find functions $f$ that are self-inverse, such that $f$ represents a factorization of the delta function. Discrete periodic examples that approximate this behavior are $M$-, Legendre and non-redundant arrays, while Singer sequences perfectly correlate to a Kronecker delta [1], [2]. Importantly, a sequence $f = f_1, f_2, \cdots, f_N$ of $N$ discrete elements with perfect delta auto-correlation in the periodic domain [3], where the right extended element $f_{N+1} = f_1$ and the left extended element $f_0 = f_N$, will, in general, exhibit significantly lower auto-correlation under zero-padded aperiodic conditions, where $f_0 = f_{N+1} = 0$.

In the discrete aperiodic domain, the ‘end’ auto-correlation terms are the product between the first element, $f_1$ and last element $f_N$. For any sequence with $N > 1$, this product will always be non-zero, even though the sum of the products at all other non-zero shifts may be zero. Hence any delta formed under aperiodic conditions must exhibit end entries in the sea of zeros around the central spike that denotes the limit of localization. Huffman [4] recognized and formalized this critical difference between periodic and aperiodic deltas. Throughout, we refer to Huffman sequences which have no more than one pair of non-zero off-peak aperiodic auto-correlation elements as ‘canonical’ or ‘delta-correlated’. Such arrays meet the limiting bounds for off-peak correlation values established by Welch [5] and Sarwate [6], [7].
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In addition to results from direct methods, Hunt and Ackroyd [8] found a recursive formula to produce desired integer-valued canonical Huffman sequences where the deltas formed under aperiodic auto-correlation have end entries with a minimal value of -1 (where \( f_1 f_N = -1 \) for \( f \) of length \( N \)). Their approach placed the zeros of \( z \)-transforms on a single pair of circles with requisite radii \( X \) and \( 1/X \), at the necessary regularly-spaced phase angles in the Argand plane. Multiplication by carefully placed poles was used to create particular configurations of zeros to fully satisfy Huffman’s criteria for canonical sequences [4]. A second order recursion, intrinsic to these arrays, was identified upon inspection from a series-expansion of the \( z \)-transform, evident also in their direct method solution and consistent with the coefficients of a transformation involving ultra-spherical polynomials [8]. With their scaling parameter set to unity, the \( z \)-transform \( X \) and \( 1/X \) radii are interestingly equal to the golden ratio and its reciprocal. This is perhaps unsurprising, given the intrinsic recursion matches that which defines Fibonacci polynomials. As such, we anticipated that an elementary proof of the canonical delta-correlation might be possible using well known recursion identities.

Our recent work [9] showed that the single recursion identified by Hunt and Ackroyd can indeed express such canonical Huffman arrays as largely comprised of Fibonacci series that scale according to Fibonacci polynomials, for a continuous scaling parameter \( s \). In that work, families of sequences that have delta-like correlation were constructed as discrete projections from higher dimensional \((nD)\) canonical Huffman sequences, these are referred to as ‘quasi-Huffman arrays’ [9]. By connecting delta-correlation with the elementary diffraction physics of certain aberrated waves on the continuum, the flatness of the Fourier spectrum was identified as an important and useful property of Huffman sequences, which deserves further analysis [9].

Huffman [4], Ackroyd [10], [11], Schroeder [12] and Golay [13], [14] constructed similar 1D sequences of length \( N \) using different Fourier techniques to approximate canonical delta-correlation, without precisely adhering to Huffman’s criteria. They selected \( N \) points in the 2D Fourier plane, distributed around the perimeter of two circles, with radii \( X \) and \( 1/X \), with \( X \) close to 1. In these construction algorithms, the value chosen for \( X \), the division of \( N \) points being either inner or outer radii points, and the angular placement of these ‘root’ points around the perimeter, are sequence design variables. Given appropriate choices for these variables (often found by iteration after applying symmetry constraints), the resulting sequences can closely reproduce the canonical Huffman auto-correlation. A similar approach is mirrored in more recent work [15]. This method is advantageous as, by construction and with the value \( X \approx 1 \), it produces sequence examples where all element amplitudes are significantly more uniform than for the Fibonacci based Huffman sequences. However, truly uniform (binary) Huffman sequences do not exist [16]. Most of the sequences generated as above are comprised of complex, non-integer elements (cf. Barker sequences [17] generalized to the complex plane [18], [19], [20]).

The canonical Fibonacci-based Huffman sequences of Hunt and Ackroyd [8] are, by design, inherently real and integer valued for integer scaling parameters. While integer forms were ruled out in that work for lengths \( N = 4n+1 \), one can find asymptotically close approximations for large \( N = 4n + 1 \) or exact canonical Gaussian-integer arrays, though we shall not consider complex arrays further here. Also, as briefly given in the Supplementary Material Sec. VII there exist length \( 4n + 3 \) canonical integer-valued arrays that are not based on the Fibonacci sequence, yet have identical correlation metrics, and direct methods can readily find \( N = 4n + 1 \) integer-valued canonical
Huffman arrays with end elements equal to 1. The Supplementary Material Sec. [VI] gives a formal and elementary proof that the aperiodic auto-correlation of the Fibonacci-based Huffman sequences is a discrete delta function, by summing auto-correlation products using standard recursion identities.

Here we use key spectral properties of the aperiodic auto-correlation of Huffman sequences to show that the explicit Fourier transform of these Fibonacci-based Huffman sequences can be expressed in closed-form, using elementary methods. The simplicity of these spectral insights prompts the discovery of many more canonical Huffman sequences that are not based upon the Fibonacci sequence, including new integer-valued arrays, as detailed in the latter part of this paper.

The results presented here are for 1D sequences. In [9], the aforementioned extensions of 1D to 2D (see also [21]) and nD Huffman arrays were presented, as were constructions for ‘quasi-Huffman’ arrays, where the correlations closely approximate the exact 1D aperiodic form. The 1D proofs and results shown here can be readily extended for nD Huffman arrays.

II. THE DELTA AUTO-CORRELATION OF FIBONACCI BASED CANONICAL HUFFMAN ARRAYS

Using elementary means and recursion identities, it is proven in the Supplementary Material (Sec. [VI]) that Huffman arrays comprising ordered sequences of Fibonacci polynomials $F_1(s), F_2(s), \ldots$ with the following form are canonically delta-correlated:

$$H^N(s) = 2s[(2s)^{-1}, F_1(s), F_2(s), \ldots, F_M(s), F_{M+1}(s)/2 - F_M(s)/s, F_{-M}, \ldots, F_{-2}(s), F_{-1}(s), -(2s)^{-1}],$$

where $M$ must be even. The aperiodic auto-correlation $A_d(s)$ of Eq. [1] is zero for all off-peak shifts $|d| < N - 1$, and non-zero at the end points $A_{N-1}(s) = A_{-(N-1)}(s) = -1$.

The Fibonacci-based canonical Huffman family in Eq. [1] is identical to that derived by Hunt and Ackroyd and, with different choices of $s$, can be matched with all of their sequences found by direct methods [8].

We begin our analysis of these interesting canonical Huffman sequences by demonstrating a closed-form expression for the auto-correlation peak at zero-shift, $A_0(s)$, using an elementary approach. To this end, the central element of any auto-correlation is the sum of squared elements (by definition and in accord with Parseval’s theorem), so the Huffman auto-correlation peak $A_0(s)$ can be written as,

$$A_0(s) = 2 + (2s)^2[(F_{M+1}(s)/2 - F_M(s)/s)^2 + 2 \sum_{i=1}^{M} F_i(s)^2],$$

with $M = (N - 3)/2$. Equation [2] can be simplified using a generalized Fibonacci sum of squares identity [22], such that

$$A_0(s) = 2 + (2s)^2[(F_{M+1}(s)/2 - F_M(s)/s)^2 + 2F_M(s)F_{M+1}(s)/s]$$

$$= 2 + (2s)^2[(F_{M+1}(s)/2)^2 + (F_M(s)/s)^2 + F_M(s)F_{M+1}(s)/s] = 2 + s^2F_{M+1}^2 + 2^2F_MF_{M+2},$$

where the Fibonacci polynomial recursion was used to arrive at the final equality. We can now succinctly express the delta auto-correlation array $A(s)$ for canonical Huffman arrays $H^N(s)$:

$$A(s) = H^N \otimes H^N = [-1, 0, \ldots, 0, A_0, 0, \ldots, 0, -1],$$
where \( A_0 = 2 + s^2 F_{M+1}^2 + 2^2 F_M F_{M+2} \).

For periodic correlation, it is possible to devise ‘perfect arrays’ with delta-auto-correlation (i.e. all off-peak elements zero) [3]. For similar sequences that approximate perfect arrays, it is useful to compute quality metrics that compare to the delta-function [23]. Useful quality metrics include the relative sum of square auto-correlation elements as a ‘merit factor’ \( M \), together with the peak to maximum off-peak ratio \( R \) and the degree of spectral-flatness \( S \). These metrics are respectively defined as

\[
M = \frac{A_0^2}{\sum_{i \neq 0} A_i^2}, \tag{5}
\]

\[
R = \frac{A_0}{\max(|A_i|_{i \neq 0})}, \tag{6}
\]

\[
S = \frac{\Delta F}{\langle F \rangle}, \tag{7}
\]

where \( \Delta F \) is the maximum variation in the Fourier transform magnitudes, over all frequencies in the Fourier spectrum, and \( \langle F \rangle \) is the mean Fourier magnitude.

Given the results detailed in this section, the first of these two quality metrics can be expressed in closed-form for canonical Huffman arrays:

\[
M = (2 + s^2 F_{M+1}^2 + 2^2 F_M F_{M+2})^2 / 2, \tag{8}
\]

\[
R = 2 + s^2 F_{M+1}^2 + 2^2 F_M F_{M+2}. \tag{9}
\]

The numeric values for metrics \( M \) and \( R \) are large compared to unity for canonical Huffman arrays, even for small \( N, s = 1 \). The spectral flatness metric \( S \) is covered in the next section.

### III. The Flat Fourier Spectra of Canonically Delta-Correlated Arrays

The Fourier transform \( \mathcal{F} \) of a delta function is a constant, so that the power-spectrum is broad-band and flat. The sparse delta-like form of the canonical Huffman auto-correlation means that the Fourier spectrum of a Huffman sequence \( H \) has a similarly compact expression, which can be deduced using the Fourier convolution theorem applied to the auto-correlation,

\[
\mathcal{F}[H \otimes H] = |\mathcal{F}[H]|^2. \tag{10}
\]

This section specifies the exact form of the power-spectrum for canonical Huffman arrays. The simple delta-like form of the canonical delta auto-correlation of \( H_N(s) \) foreshadows that its power-spectrum should be almost constant.

Using a convention consistent with Eq. [10] the discrete Fourier transform \( g \) for sequence \( f \) is here defined as,

\[
g_q = \mathcal{F}[f]_q = \sum_{n=0}^{N-1} f_n e^{-2\pi i n q / N}, \tag{11}
\]

with inverse,

\[
f_n = \mathcal{F}^{-1}[g]_n = N^{-1} \sum_{q=0}^{N-1} g_q e^{2\pi i q n / N}. \tag{12}
\]

A sequence of length \( N = 2M + 3 \) has a bandwidth of frequencies ranging from zero up to the Nyquist frequency \( M + 1 \). Upon taking the inverse Fourier transform of Eq. [10] the periodic auto-correlation \( A^p(s) \) of \( H_N(s) \) can be
defined. In that case, the \(-1\) values at the ends of the length \(2N - 1\) aperiodic auto-correlation in Eq. \(\text{I}\) fold/wrap such that

\[
A^p(s) = \mathcal{F}^{-1}[|\mathcal{F}[H^N(s)]|^2] = [A_0, -1, 0, \ldots, 0, -1].
\] (13)

The \(N\) wrapped terms in Eq. \(\text{I}\) offer a potential short-cut to our proof that all off-peak correlations, bar the end points, are zero. However this approach hides the remarkable summation to zero of cross products for partially overlapped sequences.

Before determining the power-spectrum of Eq. \(13\) in closed-form, we shall evaluate the Fourier transform of the Huffman array at \(q = 0\). As Eq. \(11\) implies, the Fourier amplitude \(\mathcal{F}[H^N(s)]_0\) at the zero-frequency \(q = 0\) corresponds to the sum of the Huffman sequence, in which the \(\pm 1\) end points and all even elements cancel.

By adding all of the odd elements of \(H(s)\), for scale \(s = 1\) (when \(F_j(s) = f_j(s)\)) we have \(\mathcal{F} = -f_{M-2}\) and \(\mathcal{F}[H^N(s)]_0 = 4f_M - f_{M-2}\), for \(s = 1\), where \(\mathcal{F}\) is the middle term in the sequence. This relation generalizes for all \(s\), in terms of Fibonacci polynomials as,

\[
\mathcal{F}[H^N(s)]_0 = \sum_{i=1}^N H_i^N(s) = sF_{M+1}(s) - 2F_M(s) + 4s \sum_{i=1}^{M/2} F_{2i-1}(s)
\] (14)

\[
= sF_{M+1}(s) + 2F_M(s) = F_{M+2}(s) + F_M(s).
\]

Above, we have used the odd-index identity \(\sum_{n=1}^{N} F_{2n-1}(s) = F_{2N}(s)/s\). This identity is practically the same as that from the Fibonacci series \((s = 1)\), arising from the Fibonacci polynomial recursion \(F_{2n-1}(s) = [F_{2n}(s) - F_{2(n-1)}(s)] / s\), such that the sum over \(n\) is telescoping (consecutive terms cancel, leaving \(F_{2N}(s) / s - F_0(s) / s\), with \(F_0(s) = 0\)).

We now return to evaluating the power-spectrum of canonical Huffman arrays, in the periodic domain, using Eq. \(10\). The Fourier transform of the periodic auto-correlation is given by substituting \(A^p(s)\) in Eq. \(13\) into Eq. \(11\)

\[
\mathcal{F}[A^p(s)]_q = \sum_{n=0}^{N-1} A_n^p(s)e^{-2\pi inq/N} = A_0 - 2\cos(2\pi q/N)
\] (15)

where \(A_0 = 2 + s^2F_{M+1}^2 + 2^2F_MF_{M+2}\) is the peak of the auto-correlation \(A^p(s)\).

Before concluding this section, we draw attention to an interesting observation that the \(q = 0\) origin in Eq. \(15\) \(A_0 - 2\), appears different from the square of the zeroth order Fourier coefficient (in the last line of Eq. \(14\)). To reconcile this apparent contradiction, consider the square of Eq. \(14\) with the following recursion substitutions,

\[
|\mathcal{F}[H^N(s)]_0|^2 = [F_{M+2}(s) + F_M(s)]^2 = [F_{M+2}(s) + (F_{M+2}(s) - sF_{M+1}(s))]^2 = [2F_{M+2}(s) - sF_{M+1}(s)]^2
\]

\[
= [s^2F_{M+1}(s) + 2^2F_{M+2}(s)(F_{M+2}(s) - sF_{M+1}(s))] = s^2F_{M+1}^2(s) + 2^2F_{M+2}(s)F_M(s) = A_0 - 2.
\] (16)

Hence Eq. \(15\) and Eq. \(14\) are consistent with Eq. \(\text{I}\) as expected. This check has revealed yet another interesting property of canonical Huffman arrays, namely that for such sequences the square of the sum equals the sum of the squares, bar the contributions from the \(\pm 1\) end points,

\[
\sum_{i=2}^{N-1} [H_i^N(s)]^2 = \sum_{i=2}^{N-1} H_i^N(s)^2.
\] (17)
Equation 17 thereby shows that these canonically delta-correlated arrays correspond to an infinite family (indexed by \( N \) and \( s \)) of Pythagorean \( n \)-tuples, whenever \( s \) is an integer. A related connection between Pell sequences (intrinsic here, when \( s = 2 \)) and such Fermat-like multi-dimensional hypotenuse formulas has been noted in the literature (24). These insights provide a simplified form of the power spectrum,

\[
|\mathcal{F}[H^N(s)]_q|^2 = |F_{M+2}(s) + F_M(s)|^2 + 2^2\sin^2(\pi q/N),
\]

where we have substituted \( 2^2\sin^2(\pi q/N) \) for \( 2(1 - \cos(2\pi q/N)) \). Equation 18 shows that the mean of the Fourier magnitude is always less than \( F_{M+2}(s) + F_M(s) \) and that the maximum can be reliably overestimated by setting \( q = N \). Using this along with a binomial expansion of the square root of Eq. 18 leads to a succinct bound on the spectral-flatness \( S \) from Sec. II

\[
S < 2/[F_{M+2}(s) + F_M(s)]^2.
\]  

Equation 19 tends to zero in the large-\( s \) limit, which can be seen from the fact that \( |F_M(s)| \sim s^{M-1} \) for large \( s \). Equation 19 also tends to zero in the large-\( M \) limit if \( s \geq 1 \), because the numerical value of any Fibonacci polynomial will become arbitrarily large if both of the following hold: (i) \( M \gg 1 \), (ii) \( s \geq 1 \). This behavior of the spectral flatness \( S \) shows that the Fourier-spectra of Huffman arrays are asymptotically constant, just like the delta function. Another way of expressing this important point is to consider the square root of Eq. 18. Using Eq. 16 and the sine-square/cosine identity, this can be written as,

\[
|\mathcal{F}[H^N(s)]_q| = \sqrt{S_N^2 + 2^2S_q^2} \approx |S_N| + (1 - c_q)/|S_N| - 2s_q^4/|S_N|^3 + 4s_q^6/|S_N|^5 - 10s_q^8/|S_N|^7,
\]

where \( S_N \) is the sum over all elements of the Huffman array, \( c_q \) is short for \( \cos(2\pi q/N) \) with \( s_q = \sin(\pi q/N) \). The leading term in Eq. 20 is simply the magnitude of \( S_N \) and this series arose from an expansion of the square root in Eq. 20 in terms of \( 1 - c_q \).

To reach these conclusions we have evaluated the Fourier spectrum via indirect means, taking advantage of the Fourier correlation theorem to avoid the unnecessary complexities of exponential sums. Due to the Golay skew symmetry of the Huffman arrays, it is however possible to evaluate the Fourier transform explicitly to yield both the magnitude and phase.

The discrete Fourier transform of the canonical Huffman arrays takes on a particularly simple form, if \( H^N(s) \) is cyclically shifted such that the middle \( x \) term in \( H^N(s) \) becomes the first element. With this rearrangement, the cyclically shifted sequence \( H^N_c(s) \) almost coincides with the ordered Fibonacci polynomial sequence,

\[
H^N_c(s) = 2s[F_{M+1}(s)/2 - F_M(s)/s, F_{-M}, F_{-(M-1)}(s), F_{-(M-2)}(s), \ldots, F_{-1}(s), -(2s)^{-1}, (2s)^{-1}, F_1(s),
\ldots, F_{M-2}(s), F_{M-1}(s), F_M(s)],
\]  

with the exception of the first element and interior unit-magnitude elements. Since spatial shifts of elements induce linear phase ramps in the spectral domain, this Huffman form remains canonically delta-correlated for periodic auto-correlation.
Given the monotonically increasing indices, evaluating the Fourier transform of Eq. 21 is almost the same task as that of the ordered Fibonacci polynomial sequence. Substitution of Eq. 21 into Eq. 11 gives a symmetrical form for the Fourier transform (using \( M = (N - 3)/2 \)),

\[
\mathcal{F}[H_c^N(s)]_q = sF_{(N-3)/2+1} - 2F_{(N-3)/2} + 2s \sum_{n=1}^{(N-3)/2} F_{(N-1)/2-n}(e^{2\pi i q/N} + (-1)^n e^{-2\pi i q/N}) \\
+ e^{-2\pi i(N+3)/2-1}q/N - e^{2\pi i(N+3)/2-1}q/N,
\]

(22)

where we have sifted out the \( \pm 1 \) Huffman elements from the Fourier sum. Note the conjugated exponentials in Eq. 22 that alternately evaluate to sines or cosines. Every element \( \mathcal{F}[H^N(s)]_q \) can be written completely in terms of sinusoids, given known Chebyshev product-series for the Fibonacci polynomials [25], [26] or indeed trigonometric versions of the Binet form [27].

Using a computer algebra system, coupled with several of the aforementioned Fibonacci polynomial identities, after considerable algebraic reductions we were able to arrive at a compact closed-form expression for Eq. 22,

\[
\mathcal{F}[H_c^N(s)]_q = -\frac{2i \sin(2\pi q/N) + s}{2i \sin(2\pi q/N)} \left[ F_{2(N-3)/4}(s) + F_{2(N-3)/4+2}(s) + 2i(-1)^q \sin(\pi q/N) \right].
\]

(23)

One can readily verify that Eq. 22 and Eq. 23 are equal using computer algebra constrained for real \( s \) and \( N = 4n+3 \) for positive integer \( n \). Rather than pursuing a lengthy line-by-line derivation of Eq. 23, it suffices to note that Eq. 22 can be expressed in closed-form since the Fibonacci polynomials can be written in terms of exponentials with phases that are linear in the summation index. This arises from the well known connection between the Binet form and Chebyshev polynomials of the second kind [27], such that

\[
F_n(s) = i^{-n+1} \frac{e^{-in \cos^{-1}(is/2)} - e^{in \cos^{-1}(is/2)}}{e^{-i \cos^{-1}(is/2)} - e^{i \cos^{-1}(is/2)}}.
\]

(24)

Hence the partial sum in Eq. 22 can be evaluated as variants of geometric series for the constituent terms, giving the periodic Fourier transform for Fibonacci polynomial Huffman arrays in closed-form, albeit less succinct than that of Eq. 23.

Equation 23 summarizes several of the key findings here, as the spectral flatness and canonical delta-correlation are evident from the modulus. Moreover, after cyclic permutation by \( (N - 1)/2 + 1 \) steps, the inverse Fourier transform of Eq. 23 yields Huffman arrays, without reference to recursion or Binet forms, and hence may be viewed as a simpler representation of these canonical delta-correlated sequences.

The scope of this paper has been to connect Hunt and Ackroyd’s [8] Huffman sequences with the generalized Fibonacci sequence, to enable elementary and accessible proofs of the defining delta auto-correlation property. It is anticipated that the closed-form Fourier transform expressions elucidated by this connection will lead to new insights concerning spectrally flat Huffman arrays. As a concrete example, consider replacing the sines in the unit-amplitude phasor for the leading term in Eq. 22 with another periodic function that is odd in \( q \), such as the tangent,

\[
\mathcal{F}[H_{c,\text{tangent}}^N(s)]_q = \frac{2i \tan(2\pi q/N) + s}{2i \tan(2\pi q/N)} \left( \frac{2 + s}{2 - s} \right)^{(N-1)/4} - \left( \frac{2 + s}{2 - s} \right)^{-{(N-1)/4}} + 2i(-1)^q \sin(\pi q/N),
\]

(25)

for scale parameter \( |s| \neq 2 \). The non-Fibonacci \( q = 0 \) term in Eq. 25 was arrived at by some educated guesses to ensure the canonical condition. Equation 25 has been checked numerically for \( s \) ranging from -10 to +10 and
\( N = 4n + 1 \) from 3 to 45. This was done by inverse Fourier transformation, the removal of redundant zeros in every second element, and subsequent cyclic permutation, the process of which gives rise to a scalable family of odd-length canonical Huffman arrays \( H_t^N(s) \), where \( N = 2n + 1 \).

While Eq. 25 efficiently describes the Fourier spectra of cyclically permuted \( H_t^N(s) \) (convenient for numerical evaluation), it is possible to state \( H_t^N(s) \) directly as a family of sequences, for a particular choice of \( s \). To this end, setting the scale \( s \) to unity yields the simple canonical form \( H_{three}^N = [3, 3^{j-1}, \ldots, x, \ldots, 3^{-k}, -1/3] \), with middle term \( x = 3^{-(3-N)/2} - 3^{(N-3)/2} \), where \( j \) is the element number counted from the left and \( k \) is that from the right of the array. With only two non-zero off-peak auto-correlation elements equal to \(-1\), these canonical Huffman sequences are not clearly defined by a recursion and do not exhibit skew symmetry. Perhaps unsurprisingly, the zeros of the z-transform do not sit on golden-ratio circles with radii \( X = \phi \) and \( 1/X = 1/\phi \) but instead we have \( X = 3 \) and \( 1/X = 1/3 \). For a given length \( N \), the z-transforms from numerical inversion of Eq. 25 show that the complex arguments of the corresponding z-transform zeros sit at equi-angled phases (as required by Huffman’s canonical conditions) while the radii \( X(s), 1/X(s) \) vary with \( s \), as expected. The diminishing fractions on the right hand side of this simple \( H_{three}^N \) canonical sequence can in fact be truncated to derive yet another class of simple Huffman arrays. After rounding and truncating \( H_{three}^N \), the following scalable canonical family of any length \( N \) was inferred upon inspection,

\[
H_{int}^N(s) = [h_1, (s^2 - 1)s^n, \ldots, h_N]. \tag{26}
\]

Here, \( h_1 = s \), \( h_N = -s^{(N-2)} \) and the dots refer to the index \( n \) running from 0 to \( N - 3 \). The name of \( H_{int}^N(s) \) refers to the all-integer valued elements that arise for integer choices of the real-valued parameter \( s \). The canonical condition follows, for all lengths \( N \) and finite scaling \( s \), by appropriate summation of terms \( H_{int,n}^N(s)H_{int,n+m}^N(s) \) for element indices \( n \) and offsets \( m \), including two more products to handle terms involving the \( h_1 \) and \( h_N \) end elements. The auto-correlation peak is \( 1 + s^{2N-2} \), with a pair of equal minima \(-s^{N-1}\) and all other terms zero.

This work pursued elementary proofs of the canonical condition for Hunt and Ackroyd’s \( \mathcal{F} \) Fibonacci-based Huffman arrays. The associated Fourier analysis was designed to prove and quantify the important spectral-flatness of the Fibonacci-based Huffman arrays but the simplicity of the approach has yielded unexpected insights, partly summarized by the families of canonical delta-correlated sequences \( H_t^N(s), H_{three}^N \) and \( H_{int}^N(s) \). Future work will further explore the solution space of canonical and quasi-Huffman sequences for greater flexibility in the design of such spectrally-flat delta-correlated arrays.
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Supplementary Material

In this Supplemental Material we give a formal proof that the aperiodic auto-correlation of the particular Huffman sequences derived by Hunt and Ackroyd [8] are canonical, using elementary identities for Fibonacci polynomials. In other words, we show that such a Huffman sequence correlates as a discrete delta function: a peak at zero shift and exactly zero for all other shifts except the unavoidable end terms. The proofs show how sums of products are zero for these off-peak shifts and the accompanying diagrams highlight the role of Golay skew-symmetry for canceling terms, the sign alternation of which is naturally provided by the Fibonacci property that \( f_{-j} = (-1)^{-j+1} f_j \) for every integer \( j \). The first two short sections define the problem and the details of the proofs are contained in the longer Sec. VI. To supplement the introduction of the main text, the final section here (Sec. VII) provides a few canonical Huffman sequences that are unlike those of Hunt and Ackroyd [8] and which, though seemingly related, are not obviously based upon the Fibonacci sequence.

IV. Delta Auto-Correlation

The \( j^{th} \) element \( A_j \) of an auto-correlation \( A \) for any sequence is defined by

\[
A_j = S \otimes S = \sum_i S_i S_{i+j},
\]

for shifts \( |j| < N \) where the sum runs from elements \( i = 1 \) to the length of \( S \), \( i = N \), and we assume a convention that both \( S_1 \) and \( S_N \) are finite. Shifts that take \( i + j \) beyond \( N \) contribute zero, which is equivalent to zero-padding the left of \( S_1 \) and right of \( S_N \). The standard ‘aperiodic’ auto-correlation definition in Eq. [27] differs from the periodic version, whereby shifts \( i + j \) beyond the length of \( S \) correspond to cyclically permuted elements of \( S \). The real-valued sequences we shall describe remain delta-correlated according to either definition.

V. Canonical Huffman Arrays

For the largest misalignment of \( S_i \) with \( S_{i+j} \), the sum in Eq. [27] constitutes a single element, hence \( A_j \) must be non-zero for such shifts (there are a pair: one for the leftmost shift and another for the rightmost). Hence the closest possible representation of the delta function \( \delta \) by \( A \) must be of the form \( [a, 0, \cdots, 0, a_0, 0, \cdots, 0, a] \) for the \( 2N - 1 \) auto-correlation elements. For integer valued sequences, we accordingly minimize the end elements such that \( |a| = 1 \). In the main text, delta-correlated sequences with corresponding \( A \) that adhere to this ideal form are referred to as ‘canonical Huffman arrays’ [4].

VI. Huffman Arrays Built from Fibonacci Sequences Are Canonical

The canonical delta-correlation condition is that all off peak elements in the auto-correlation \( A \) must be zero, except for the end points. Golay [13] has shown that all odd elements in \( A \) are automatically zero, provided one generates \( A \) from a seed sequence with ‘skew-symmetric’ alternation of elements \( S = [a, b, c, \cdots, c, -b, a] \) for lengths \( 4n + 1 \), where \( n \) is an integer. The Fibonacci based Huffman arrays here have length \( 4n + 3 \), for which the appropriate skew symmetry is instead \( S = [a, b, c, \cdots, -c, b, -a] \). Upon computing the auto-correlation of this seed sequence with integer elements and imposing the canonical condition, a set of quadratic Diophantine equations...
Fig. 1. **Shifted products of Huffman arrays.** a) The canonical Huffman array $H^{15}$ was halved (green squares) then shifted by one element to the right (red circles) and the product of the two sequences was then divided by 8 (blue diamonds). Perfect anti-symmetry about the center is evident, implying a zero-sum for the auto-correlation at this shift. b) The same as for a), except that the halved $H^{15}$ Huffman sequence was instead shifted by 2 elements to the right. Unlike the graphs in a), it is difficult to see whether the sum of the product sequence cancels to zero or not.

Minimizing the two end terms of the aperiodic auto-correlation $A$, such that $-a^2 = -1$, fixes $a$ to be 1, upon which integer solutions arise when $b$ is even. The smallest choice $b = 2$ yields an odd-length sequence $H^N$ comprised of the negative and positive Fibonacci sequences, with an additional middle element $\underline{x}$.

$$H^N = b[b^{-1}, f_1, f_2, \ldots, f_M, \underline{x}/b, f_{-M}, \ldots, f_{-2}, f_{-1}, -b^{-1}]$$

$$= [1, 2f_1, 2f_2, \ldots, 2f_M, \underline{x}, 2f_{-M}, \ldots, 2f_{-2}, 2f_{-1}, -1]$$

where $M = (N - 3)/2$, $\underline{x} = -f_{M-2}$ and $f_1, f_2, f_3, \ldots$ are elements of the Fibonacci sequence. Integer solutions are only valid for even $M$, so we shall also impose this condition hereafter. This restricts the length $N$ of the Huffman arrays to be of the form $N = 4n + 3$ for integer $n \geq 1$. Fig. 1 demonstrates pictorially the cancellations that occur for odd shifts, which is clear from the product of $H^{15}/2$ (halved) with the same array shifted by 1 element (green squares and red circles, with the product shown as blue diamonds having been further scaled down by a multiplicative factor of 8). However the supposed cancellation for even shifts (2 elements here) is not clear at all in Fig. 1b, despite the fact that the summed product of the displaced graphs totals to zero.

The problem here is to show that Eq. 28 is canonically delta-correlated,

$$H^N \otimes H^N = [-1, 0, \ldots, 0, A_0, 0, \ldots, 0, -1],$$

where $A_0 = \sum_{i=1}^{N}(H^N_i)^2$. The generalization considered here is to prove Eq. 29 for the cases where elements $f_1, f_2, \ldots, f_j$ in Eq. 28 are replaced with Fibonacci polynomials $F_j(s)$, with the choice $b = 2s$, and $s \in \mathbb{R}$. We refer to $s$ throughout as a ‘scaling parameter’. For $s$ different from unity, the middle element generalizes to $\underline{x} = sF_{M+1} - 2F_M$. The Fibonacci polynomials are defined by the recursion [28],

$$F_{r+2}(s) = sF_{r+1}(s) + F_r(s),$$
with \( F_0(s) = 0 \) and \( F_1(s) = 1 \). For economy of notation, unless otherwise stated, we shall suppress the polynomial argument \( s \) hereafter, such that \( F_j(s) \equiv F_j \) and \( H^N(s) \equiv H^N \). Although the canonical Huffman arrays are designed to contain integer elements (for integer \( s \)), the delta-correlation property holds over continuous \( s \). For example, \( H^{11}(p/q) \) has entirely rational entries

\[
H^{11}(m) = [1, 2m, 2m^2, 2m(1 + m^2), 2m^2(2 + m^2), -3m + m^3 + m^5, -2m^2(2 + m^2), 2m(1 + m^2), -2m^2, 2m, -1]
\]

for \( m = p/q \), where \( p \) and \( q \) are both non-zero integers. As another example, \( H^{11}(\phi) \) is irrational for all but the end points, with the interesting form

\[
H^{11}(\phi) = [1, 2\phi, 2\phi + 2, 6\phi + 2, 10\phi + 8, 2(2\phi + 2), -10\phi - 8, 6\phi + 2, -2\phi - 2, 2\phi, -1],
\]

where \( \phi \) is the golden ratio. Continuously scaled examples of Huffman arrays with \( N = 15 \) are shown in Fig. 2 over the range \( s \in [-2, 2] \).

---

Fig. 2. Delta-correlated Huffman arrays of Fibonacci polynomials – 15-element examples. Discrete array elements of \( H^{15}(s)/(2s) \) correspond to vertical columns in the figure, where the odd element numbers have been labeled. The division by \( 2s \) highlights the detailed structure of the arrays and renders all elements (except the end points and middle point) as Fibonacci polynomial values. All arrays are canonically delta-correlated and the horizontal row axis ranges from \( s = -2 \) to \( s = 2 \), in steps of 0.1, smoothly interpolating between the Fibonacci \((s = 1)\) and Pell \((s = 2)\) sequences. Specifically, the \( s = 1 \) case has the form \([1/2, 1, 1, 2, 3, 5, 8, -3/2, -8, 5, -3, 2, -1, 1, -1/2]\). The \( s = 2 \) case corresponds to \([1/4, 1, 2, 5, 12, 29, 70, 99/2, -70, 29, -12, 5, -2, 1, -1/4]\). Although all canonical \( H^N(s) \) arrays are well defined at \( s = 0 \), the normalized \( H^N(s)/(2s) \) is not. Hence, the middle column for \( s = 0 \) has been omitted.

Consider a specific auto-correlation element \( A_d \) which can be deduced by shifting the bottom row of Fig. 3 relative to the top by \( d \) positions \((d = 4 \text{ in this case})\), then multiplying aligned elements above and below before summing. On account of the skew-symmetric form of \( H^N \), we need only examine the case where \( d \) is even,
Fig. 3. Auto-correlation of a skew-symmetric sequence for even shifts. The + and − symbols indicate signs in the sequence S from Eq. [27]. The X symbols represent the middle element of both identical sequences.

\[
A_d = \sum_i H_d^N H_{i+d}^N. 
\]

(33)

First we consider correlation shifts \(d\) of magnitude less than \(M\) (the largest Fibonacci index). Next, the specific shift \(d = M\) is treated separately. The cases of larger shifts \(d > M\) are dealt with in a subsequent sub-section (Sec. VI-C).

A. Auto-correlation elements \(A_d\) of \(H_N(s)\) for \(d < (N - 3)/2\)

As \(A_d = A_{-d}\), we need only consider even and positive values of \(d\). It is instructive to separate the product pairs that arise from Fibonacci terms with positive indices from those of the negative-index contributions, the two terms involving \(x\) as well as the terms arising from the unit-magnitude end points. Due to the imposed skew symmetry, the sum over positive-index pairs of terms is identical to a portion of the alternating sum, as portrayed by the lighter shaded elements in Fig. 3. Similarly, the alternating sum involving pairs of unmatched signs (comprising only one addend in the particular Fig. 3 example) is doubled by identical elements either side of the center of overlap. These paired elements are shaded darker in Fig. 3 with the paired elements at the central overlap shaded darkest. Lastly, the skew-symmetry ensures that the products involving \(\pm 1\) are identical to each other, as are those involving the \(x\) elements.

With these observations, element \(A_d\) can then be summarized in terms of the Fibonacci polynomials as,

\[
A_d = 8s^2[F_d/(2s)] + (sF_{M+1} - 2F_M)F_{M-d+1}/(2s) + (-1)^{r-1}F_{M-r+1}^2 + \sum_{i=1}^{M-d} F_iF_{i+d} - \sum_{i=0}^{r-1} (-1)^i F_{M+i+2-d}F_{M-i}] ,
\]

(34)

where \(r = d/2\) and the third term corresponds to the darkest pair of elements in Fig. 3. Note that the first sum in Eq. 34 is undefined for \(d \geq M\). We will consider such larger shifts in the next two subsections. The pattern in Eq. 34 for \(d = 0\) is consistent with \(A_0 = \sum_{i=1}^{N} (H^N)^2\).

The first sum in Eq. 34 comprises products of Fibonacci terms \(F_iF_{i+d}\), which can be converted to a sum over squares using a recent generalization of Catalan’s identity that remains unchanged for Fibonacci polynomials [28],

\[
F_{n-r}F_{n+r} = F_n^2 - (-1)^{n-r}F_r^2. 
\]

(35)
Shifting the dummy summation index by \( r = d/2 \) converts \( F_i F_{i+d} \) into \( F_{i-r} F_{i+r} \) such that

\[
\sum_{i=1}^{M-d} F_i F_{i+d} = \sum_{i=1+r}^{M-r} F_{i-r} F_{i+r} = \sum_{i=1+r}^{M-r} F_i^2 - (-1)^{i-r} F_r^2 = \sum_{i=1}^{M-r} F_i^2 - \sum_{i=1}^{r} F_i^2,
\]

where an even-number of identical alternating terms were canceled to arrive at the final equality and the summation index was shifted again. The sums can be further simplified using the generalized Fibonacci sum of squares identity [22],

\[
\sum_{i=1}^{N} F_i(s)^2 = F_N(s)F_{N+1}(s)/s.
\]

Hence, Eq. 36 becomes (suppressing the \( s \) dependence again such that \( F_j \equiv F_j(s) \)),

\[
\sum_{i=1}^{M-d} F_i F_{i+d} = F_{M-r} F_{M-r+1}/s - F_r F_{r+1}/s,
\]

where the sum of squares identity was used twice.

The second summation in Eq. 34 can be treated similarly,

\[
\sum_{i=0}^{r-1} (-1)^i F_{M+i+2-d} F_{M-i} = \sum_{i=1-r}^{0} (-1)^{i-1+r} F_{M+1-r+i} F_{M+1-r-i} = \sum_{i=1-r}^{0} (-1)^{i-1+r} [F_{M+1-r}^2 - (-1)^{M+1-r-i} F_i^2].
\]

The final sum in Eq. 39 can be written as

\[
\sum_{i=1-r}^{0} (-1)^{i-1+r} [F_{M+1-r}^2 - (-1)^{M+1-r-i} F_i^2] = (1 + (-1)^{r-1})/2 F_{M+1-r}^2 - \sum_{i=1}^{r-1} F_i^2,
\]

where the factor of two accounts for the cancellation of all but one term, which occurs when \( r \) is odd for the sum over \( F_{M+1-r} \), and, by interchanging the upper and lower limits, we have used the fact that the negative-index Fibonacci terms have the same magnitude as those of the positive-index terms with \( F_0(s) = 0 \). Using Eq. 37, Eq. 39 becomes

\[
\sum_{i=0}^{r-1} (-1)^i F_{M+i+2-d} F_{M-i} = (1 + (-1)^{r-1})/2 F_{M+1-r}^2 - F_{r-1} F_r/s.
\]
Pooling the equations above expresses the auto-correlation in closed-form,

\[
A_d = 8s^2[F_d/(2s) + (sF_M - 2F_M)F_{M-d+1}/(2s)] \\
+ (-1)^{r-1}F_{M-r+1}/2 + F_{M-r}F_{M-r+1}/s - F_{r}F_{r+1}/s \\
- (1 + (-1)^{r-1})F_{M+1-r}/2 + F_{r-1}F_{r}/s]
\]

\[
= 8s^2[F_d/(2s) + (sF_M - 2F_M)F_{M-d+1}/(2s)] \\
+ F_{M-r}F_{M-r+1}/s - F_{r}F_{r+1}/s \\
- F_{M+1-r}/2 + F_{r-1}F_{r}/s]
\]

where the last equality was arrived at by using the Fibonacci polynomial recursion \(F_{r+1} = sF_{r} + F_{r-1}\), such that \(F_{r}(F_{r+1} - F_{r-1})/s = F_{r}^2\). Also, \(d\) is now notated as \(2r\) hereafter.

None of the terms in Eq. 42 cancel in pairs, for arbitrary indices, hence further transformations are required at this point. The ‘Johnson rule’ for product pairs [29], from which many other second-order Fibonacci number relations can be derived [30], is of great utility here:

\[
f_a f_b - f_c f_d = (-1)^{t}(f_a f_0 - f_c f_d),
\]

where \(a, b, c, d, t\) are any integers and the constraint \(a + b = c + d\) must be satisfied. This rule remains unchanged for Fibonacci polynomials [29] (whereby all \(f\) are replaced by \(F\) in Eq. 43). There are two pairs of consecutive terms in Eq. 42 with indices involving both \(M\) and \(r\) that match this form and meet this requirement. Before employing the Johnson rule, note that the \(t\) parameter can be used to match any of the indices and thereby set one of the constituent pairs to zero (since \(f_0 = 0\)). With this in mind, choosing \(t = M - 2r + 1\) removes two terms, so that Eq. 42 becomes

\[
A_{2r} = 8s^2[F_{2r}/(2s) + F_{r}^2/2 - F_{r-1}F_{r}/s - F_{r}^2]
\]

\[
= 8s^2[F_{2r}/(2s) - F_{r-1}F_{r}/s - F_{r}^2/2],
\]

where \(t\) is odd since \(M\) is even. To complete the proof that \(A_d = 0\) for \(0 < d < M\), we will use the identity (which can be verified by substituting the Binet forms on both sides [28]),

\[
F_{m+n+1} = F_{m+1}F_{n+1} + F_mF_n.
\]

Setting \(m = r\) and \(n = r - 1\) in Eq. 45 we now have,

\[
A_{2r} = 8s^2[(F_{r+1}F_{r} + F_{r}F_{r-1})/(2s) - F_{r-1}F_{r}/s - F_{r}^2/2]
\]

\[
= 8s^2[F_{r+1}F_{r}/(2s) - F_{r-1}F_{r}/(2s) - F_{r}^2/2].
\]

The Fibonacci polynomial identity \(F_{r-1} = sF_{r} + F_{r-1}\) dictates that \((F_{r+1} - F_{r-1})/s = F_{r}\). Using this gives,

\[
A_{2r} = 8s^2[F_{r}F_{r}/2 - F_{r}^2/2] = 0.
\]
Hence, for cases where \( d < M \), we have proven that Fibonacci polynomial based Huffman sequences are canonical for all even \( M \) and any scaling parameter \( s \).

**B. Auto-correlation element \( A_d \) of \( H^N(s) \) for \( d = (N - 3)/2 \)**

As Fig. 3 implies, the sum over strictly positive-index Fibonacci pairs does not occur at shift \( d = M \), so the first summation in Eq. 34 must be omitted in this specific case. Upon substituting \( d = M \), the absence of this term renders Eq. 42 as the simpler form,

\[
A_M = 8s^2\left[ (sF_{M+1} - F_M)/(2s) + F_{M/2-1}F_{M/2}/s - F_{M/2+1}^2/2 \right].
\]  

To show this is zero, it is convenient to match the indices in which \( M \) is halved, with those where \( M \) is not halved. Writing \( t = M/2 \), this can be facilitated using both Catalan’s identity Eq. 35 to give \( F_{2t+1} = F_t^2 + F_{t+1}^2 \) as well as Eq. 45 in the form \( F_{2t} = F_t(F_t - 1 + F_{t+1}) \). Using these expressions, Eq. 49 becomes

\[
A_{2t} = 8s^2\left[ (F_t^2 + F_{t+1}^2)/2 - F_t(F_{t-1} + F_{t+1})/(2s) \right]
\]

\[
= 8s^2[(F_t^2/2 - F_t(F_{t+1} + F_{t-1})/(2s)]
\]

\[
= 0,
\]

where the last line is from the Fibonacci polynomial recursion on the elements in round brackets.

**C. Auto-correlation elements \( A_d \) of \( H^N(s) \) for \( d > (N - 3)/2 \)**

Consider now the remaining case for larger shifts \( d > M \), which do not involve the middle \( x \) elements. Upon inspection of Fig. 4, we can infer that the auto-correlation \( A_d \) comprises two identical sums over pairs of positive- and negative-index Fibonacci polynomials, either side of the center of overlap, as well as two identical terms involving \( \pm 1 \). The darkest shaded pair of (identical) elements in Fig. 4 gives rise to a solitary squared term in \( A_d \). The sum of all these terms is given in Eq. 50 (with \( d = 2r \)),

\[
A_{2r} = 8s^2\left[ -F_{2(M-r+1)}/(2s) + (-1)^rF_{M-r+1}^2/2 \right]
\]

\[
- \sum_{i=1}^{M-r-i} (-1)^iF_iF_{2(M-r+1-i)}.
\]
We can simplify the summation in Eq. 50 using similar procedures to those employed earlier. To this end, Catalan’s identity Eq. 35 can be used if the index in the summation is first shifted,

\[ \sum_{i=1}^{M-r} (-1)^i F_{2(M-r+1)-i} \]

which the addends can be written,

\[ F_{(M-r+1)+i}F_{(M-r+1)-i} \]

Inserting Eq. 52 into Eq. 51 and also shifting the index back by \( M - r + 1 \) yields,

\[ \sum_{i=1}^{M-r} (-1)^i F_i F_{2(M-r+1)-i} \]

where \((-1)^2(M-r+1) = 1\) and \((-1)^{M-r} = (-1)^r\) were used (for the latter, \( M \) is even) and all alternating signed terms of constant magnitude cancel when \( r \) is even, leaving one final term (inducing the division by 2).

Since the magnitude of negative indices matches that of positive indices, the limits of the sum in Eq. 53 can be interchanged to reduce this to a single term using the generalized sum over squares identity Eq. 37,

\[ \sum_{i=1}^{M-r} (-1)^i F_i F_{2(M-r+1)-i} \]

Inserting Eq. 54 into Eq. 50 yields the auto-correlation \( A_{2r} \) at even shift \( d \) as a closed-form expression comprising three terms,

\[ A_{2r} = 8s^2 [-F_{2(M-r+1)}/(2s) + (-1)^r F_{2(M-r+1)}/2] + (1 - (-1)^r)/2F_{M-r+1}^2 + F_{M-r}F_{M-r+1}/s \]

where we have factored out \(-1\) to reveal similarity with Eq. 42. By comparison, the terms between square brackets are identical if the Fibonacci index \( r \) in Eq. 42 is substituted with the index \( M - r + 1 \). As such Eq. 55 is automatically zero (i.e. \( A_d = 0 \), for \( d > M \)). This completes the proof that Huffman arrays, constituted by skew-symmetric Fibonacci polynomial sequences, are canonical for all auto-correlation shifts.
VII. OTHER CANONICAL SEQUENCES NOT BASED ON THE FIBONACCI RECURSION

There are many canonical Huffman sequences which can be found by direct methods that do not follow the recursion for Fibonacci polynomials, some comprising integer elements. Though outside the scope of this work, we provide three such examples for the interested reader, which are different from those discussed in the main manuscript. The following length 11 non-Fibonacci canonical Huffman array $H_{\text{non}}^{11}$ exhibits all the same correlation metrics as the Fibonacci based $H^{11}(s = 1)$,

$$H_{\text{non}}^{11} = [1, 1, 3, 4, 2, 6, -7, -1, 2, 1, -1].$$ (56)

Likewise, the z-transform zeros sit on circles in the Argand plane with the same $\phi$ and $1/\phi$ radii as that of $H^{11}(s = 1)$, where $\phi$ is the golden ratio.

There exist canonical arrays of length $4n + 1$ and, as remarked by Hunt and Ackroyd [8], no entirely-integer solutions exist when the end elements have opposite signs $\pm 1$. However, for arrays with sufficiently large elements, length $4n + 1$ canonical arrays which asymptotically approximate integer elements, for example this almost-integer non-Fibonacci based Huffman array $H_{\text{non}}^{9}$,

$$H_{\text{non}}^{9} = [1, 200, 100(200 - 2\sqrt{10002}), 100(-2 - 400\sqrt{10002}), -400000\sqrt{10002}, 100(-2 + 400\sqrt{10002}), 200, -1]$$ (57)

Also, it is possible to find canonical length $4n + 1$ arrays comprising Gaussian integer elements, such as $[1, 2i, -2 - 2i, 4 - 2i, 4i, -4 - 2i, 2 - 2i, 2i, -1]$

Lastly, if we consider the Huffman extension suggested by Hunt and Ackroyd [8] whereby both end elements are matched to be $+1$, then integer $4n + 1$ canonical arrays are again possible, such as,

$$H_{\text{non}}^{13} = [1, 4, 8, 14, 24, 20, -14, -20, 24, -14, 8, -4, 1].$$ (58)