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Abstract

A tight cycle in an r-uniform hypergraph H is a sequence of ℓ ≥ r + 1 vertices x₁, . . . , xℓ such that all r-tuples \{xᵢ, xᵢ₊₁, . . . , xᵢ₊r−1\} (with subscripts modulo ℓ) are edges of H. An old problem of V. Sós, also posed independently by J. Verstraëte, asks for the maximum number of edges in an r-uniform hypergraph on n vertices which has no tight cycle. Although this is a very basic question, until recently, no good upper bounds were known for this problem for r ≥ 3. Here we prove that the answer is at most nʳ−1+o(1), which is tight up to the o(1) error term. Our proof is based on finding robust expanders in the line graph of H together with certain density increment type arguments.

1 Introduction

Given a (possibly infinite) family of r-uniform hypergraphs F, the Turán number or extremal number of F, denoted by ex(n, F), is the maximum number of edges in an r-uniform hypergraph on n vertices which does not contain a copy of any member of F. The study of the extremal numbers of graphs and hypergraphs is one of the central topics in discrete mathematics, which goes back more than hundred years to the works of Mantel [13] in 1907 and Turán [17] in 1941. Instances of this problem also appear naturally in discrete geometry, additive number theory, probability, analysis, computer science and coding theory. For a general reference, we refer the reader to the surveys [7, 11, 14, 16]. Despite that this topic was extensively studied, there are still many natural families of graphs and hypergraphs whose Turán number is not well understood. In this paper, we make a substantial progress on understanding the extremal number of such a family of hypergraphs.

One of the most basic results in graph theory says that if G is a graph on n vertices which does not contain a cycle, then G has at most n − 1 edges, and this bound is best possible. While this simple fact has many different proofs, analogues of this result for uniform hypergraphs turn out to be more challenging. There are different notions of cycles in hypergraphs one can consider: loose cycles, Berge cycles and tight cycles (which all coincide for graphs), but in this paper we focus on tight cycles. If r ≥ 2 and ℓ ≥ r + 1, the tight cycle of length ℓ is the r-uniform hypergraph with vertices x₁, . . . , xℓ and edges \{xᵢ, xᵢ₊₁, . . . , xᵢ₊r−1\} for i = 1, . . . , ℓ, where all indices are modulo ℓ. There is a large literature on the extremal number of Berge and loose cycles, see e.g. [2, 6, 8, 9, 10, 12], but the corresponding questions for tight cycles turn out to be particularly difficult.

Let \( C(r) \) denote the family of r-uniform tight cycles. Let \( S_n(r) \) be the r-uniform hypergraph, whose edges are those r-element subsets of \([n]\) that contain 1. Clearly, \( S_n(r) \) contains no tight cycle, and
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If $H$ is an $r$-uniform hypergraph on $n$ vertices which does not contain a tight cycle, then $H$ has at most $n^{r-1+o(1)}$ edges.

More precisely, our proof shows that there exists $c = c(r) > 0$ such that $H$ has at most $n^{r-1}e^{c\sqrt{\log n}}$ edges.

2 Preliminaries

Let us start by describing the notation we are going to use, some of which might be slightly unconventional. As usual, $[r]$ denotes the set $\{1, \ldots, r\}$, and $S_r$ denotes the set of all permutations of $[r]$. If $G$ is a graph and $X \subseteq V(G)$, the neighborhood of $X$ is $N_G(X) = N(X) = \{y \in V(G) \setminus X : \exists x \in X, xy \in E(G)\}$. A tight path in an $r$-uniform hypergraph $H$ is a sequence of $\ell \geq r+1$ vertices $x_1, \ldots, x_\ell$ such that $\{x_i, \ldots, x_{i+r-1}\} \in E(H)$ for $i = 1, \ldots, \ell-r+1$.

Let $H$ be an $r$-uniform hypergraph on $n$ vertices. By considering a random partition of $V(H)$ into $r$-parts, we can find an $r$-partite subgraph $\mathcal{H}'$ of $H$ with at least $\frac{r}{r!} |E(H)|$ edges. Therefore, it is enough to verify Theorem 1.1 for $r$-partite $r$-uniform hypergraphs. Now suppose that $H$ is an $r$-partite $r$-uniform hypergraph with vertex classes $A_1, \ldots, A_r$, each of size at most $n$. Instead of working with hypergraphs, we find it more suitable to work with their line graphs. Also, instead of viewing edges as $r$-element subsets of the vertices, it is better to work with $r$-tuples of vertices. This motivates the following definition.

Say that a graph $G$ is an $r$-line-graph if the vertex set of $G$ is a set of $r$-tuples $V \subseteq A_1 \times \cdots \times A_r$, and $x$ and $y$ are joined by an edge in $G$ if and only if $x$ and $y$ differ in exactly one coordinate. A subgraph of an $r$-line-graph $G$ always refer to an induced subgraph of $G$, which is an $r$-line-graph as well by definition. Given an $r$-partite $r$-uniform hypergraph $H$, we can naturally identify it with an $r$-line-graph. A tight cycle in an $r$-line-graph refers to a sequence of vertices corresponding to the edges of a tight cycle in the associated hypergraph.
Let $G$ be an $r$-line-graph and let $X \subset V(G) \subset A_1 \times \cdots \times A_r$. For $i \in [r]$ and $X \subset V(G)$, the $i$-boundary of $X$, denoted by $\partial^{(i)}_G(X) = \partial^{(i)}(X)$ is the set of vertices $y \in V(G)$ for which $y$ has a neighbor in $X$ which differs from $y$ in the $i$-th coordinate. Also, the $i$-neighborhood of $X$ is $N^{(i)}_G(X) = N^{(i)}(X) = \partial^{(i)}(X) \setminus X$.

For $i \in [r]$, an $i$-block of $G$ is a set of the form $x \cup N^{(i)}(x)$ for some $x \in V(G)$, and a block is an $i$-block for some $i \in [r]$. Note that the block containing $x$ is the set of all vertices which only differ from $x$ in the $i$-th coordinate. Therefore, a block is a clique in $G$, and the $i$-blocks of $G$ form a partition of $V(G)$ for any $i \in [r]$. Let $p(G)$ denote the number of blocks of $G$, and define the density of $G$ as

$$\text{dens}(G) = \frac{\sum_{B} |B|}{p(G)} = \frac{r|V(G)|}{p(G)},$$

where the sum iterates over all blocks $B$ of $G$.

The $i$-degree of a vertex $x \in V(G)$ is $d^{(i)}_G(x) = d^{(i)}(x) = |N^{(i)}(x)| + 1$, where we write $N^{(i)}(x)$ instead of $N^{(i)}(\{x\})$ (so $d_i(x)$ is the size of the $i$-block containing $x$). With slight abuse of notation, the minimum degree of $G$, denoted by $\delta(G)$, is the minimum of $d^{(i)}(x)$ over all $x \in V(G)$ and $i \in [r]$, which is the minimum size of a block in $G$.

### 2.1 An overview of the proof

Let $\mathcal{H}$ be an $r$-partite $r$-uniform hypergraph with vertex classes of size at most $N$, and let $G$ be the $r$-line-graph associated with $\mathcal{H}$. Let $n = dN^{r-1}$ be the number of edges of $\mathcal{H}$, then $|V(G)| = n$ and $p(G) \leq rN^{r-1}$. Therefore,

$$\text{dens}(G) = \frac{rn}{p(G)} \geq \frac{rN^r}{rN^{r-1}} = d.$$

Hence, Theorem 1.1 is an immediate consequence of the following theorem.

**Theorem 2.1.** There exists $c = c(r) > 0$ such that the following holds. If $G$ is an $r$-line-graph with $n$ vertices that does not contain a tight cycle, then $\text{dens}(G) \leq e^{c\sqrt{\log n}}$.

In the rest of the paper, we prove Theorem 2.1. Let us briefly outline our proof strategy. Let $G$ be an $r$-line-graph of density $d$ such that $V(G) \subset A_1 \times \cdots \times A_r$. First, we show that $G$ contains a subgraph $H$ with minimum degree $\Omega(d)$ (as a reminder, here and everywhere else, minimum degree refers to our new definition of minimum degree) and good expansion properties, namely that every $X \subset V(H)$ of size at most $\frac{|V(H)|}{2}$ satisfies $|N(X)| \geq \lambda|X|$, where $\lambda = \Theta(\frac{1}{\log n})$. Then, we show that $H$ is a robust expander, meaning that even if one removes of a few elements of $A_1 \cup \cdots \cup A_r$ (and thus deletes all the vertices containing a removed coordinate), $H$ still has good expansion properties. This can be found in Section 3.

Now fix an arbitrary permutation $\sigma \in S_r$. Let $x = (x_1, \ldots, x_r), y = (y_1, \ldots, y_r) \in V(G)$ such that $x_i \neq y_i$ for $i \in [r]$. Say that $y$ is a $\sigma$-neighbor of $x$ if the following holds. Let $z_0 = x$, and define $z_1, \ldots, z_r \in A_1 \times \cdots \times A_r$ such that $z_i$ is the vector we get from $z_{i-1}$ after changing the $\sigma(i)$-th coordinate to $y_{\sigma(i)}$. Then $y = z_r$. If $z_1, \ldots, z_{r-1}$ are all vertices of $G$, then say that $y$ is a $\sigma$-neighbor of $x$. If $X \subset V(G)$, the $\sigma$-boundary of $X$, denoted by $\partial^{\sigma}_G(X)$, is the set of vertices $y$ which are the $\sigma$-neighbor of some $x \in X$.

This notion is useful for the following reason. Say that a sequence of vertices $v_1, \ldots, v_k$ is a $\sigma$-path if $v_1$ is a $\sigma$-neighbor of $v_i$ for $i = 1, \ldots, k−1$, and no two vertices among $v_1, \ldots, v_k$ share
a coordinate. Then a \( \sigma \)-path corresponds to a tight path in the associated hypergraph. Our goal is to show that the expansion of \( H \) implies that for any pair of vertices \( x, y \in V(H) \) not sharing a coordinate, there is a short \( \sigma \)-path \( P \) starting with \( x \) and ending with \( y \). But then after removing the coordinates appearing in \( P \) (except for the coordinates of \( x \) and \( y \)), the remaining graph \( H' \) still has good expansion properties. Therefore, we can find a \( \sigma \)-path \( P' \) starting with \( y \) and ending with \( x \) in \( H' \). But then \( P \cup P' \) is a tight cycle in \( H \), and we are done. Unfortunately, we are not quite able to show that there is a \( \sigma \)-path from any \( x \) to any \( y \), but we can prove that either this is the case, or we can find a small subgraph of \( H \) with unusually high density. Then, we conclude the proof by a density increment type argument.

The key observation that allows us to find short paths between pairs of vertices is that if \( H \) has good expansion properties, then the \( \sigma \)-boundaries also expand, that is, \( |\partial^\sigma_G(X)| \geq (1 + \lambda')|X| \) for every \( |X| \leq \frac{1}{2}|V(H)| \) for some \( \lambda' = \Theta(\lambda) \). This implies that given \( x, y \in V(H) \), we can reach a large proportion of the vertices of \( H \) from \( x \) by a short \( \sigma \)-path. Also, if \( \tau \) is the reverse of \( \sigma \), we can reach a large proportion of the vertices of \( H \) by a \( \tau \)-path starting with \( y \). See Section 4 for details. Then, it remains to find some \( z \in V(G) \) such that \( z \) can be reached from \( x \) by a \( \sigma \)-path \( P_x \), \( z \) can be reached by a \( \tau \)-path \( P_y \) from \( y \), and no vertex \( u \in P_x \setminus \{z\} \) and \( v \in P_y \setminus \{z\} \) share a coordinate.

3 Expansion

Let us start with a simple, but very useful lemma about finding subgraphs of large minimum degree in \( r \)-line-graphs.

**Lemma 3.1.** If \( G \) is an \( r \)-line-graph of density \( d \), then \( G \) contains a subgraph \( H \) such that \( \text{dens}(H) \geq d \) and \( \delta(H) \geq \frac{4}{r} \).

**Proof.** Repeat the following operation: if there exist \( i \in [r] \) and \( x \in V(G) \) such that \( d_i(x) < \frac{d}{r} \), then delete the block \( B \) containing \( x \). We show that if the density of \( G \) is at least \( d \), then this operation increases the density. Indeed, if the resulting graph is \( G' \), then

\[
\text{dens}(G') \geq \frac{r|V(G)| - r|B|}{p(G) - 1} > \frac{dp(G) - d}{p(G) - 1} = d.
\]

This implies that after repeating the operation described above a finite number of times, we end up with a nonempty graph \( H \) with the desired properties. \( \square \)

If \( G \) is a graph and \( \lambda > 0 \), we say that \( G \) is a \( \lambda \)-expander if for every \( X \subset V(G) \) satisfying \( |X| \leq \frac{1}{2}|V(G)| \) we have \( |N(X)| \geq \lambda |X| \). Note that having expansion for every set of size at most \( \frac{1}{2}|V(G)| \) automatically implies the expansion of larger sets as well, as we show in the next claim.

**Claim 3.2.** Let \( 0 < \lambda < 1, \epsilon > 0 \) and let \( G \) be a \( \lambda \)-expander. If \( X \subset V(G) \) such that \( |X| \leq (1 - \epsilon)|V(G)| \), then \( |N(X)| \geq \frac{\lambda}{2}|X| \).

**Proof.** If \( |X| \leq \frac{|V(G)|}{2} \), then this follows from the definition. Suppose that \( |X| \geq \frac{|V(G)|}{2} \) and that \( |N(X)| < \frac{\lambda}{2}|X| \). Let \( Y = V(G) \setminus (X \cup N(X)) \). Then \( |Y| \leq \frac{|V(G)|}{2} \) so \( |N(Y)| \geq \lambda |Y| \). But \( |Y| = |V(G)| - |X| - |N(X)| \geq |V(G)|(\epsilon - \frac{\lambda}{2}) \) and \( N(Y) \subset N(X) \), so

\[
|N(X)| \geq |N(Y)| \geq \lambda |V(G)| \left( \epsilon - \frac{\epsilon \lambda}{2} \right) \geq \frac{\epsilon \lambda}{2} |V(G)|,
\]
Say that an \( r \)-line-graph \( G \) is a \((\lambda,d)\)-expander if \( G \) is \( \lambda \)-expander and \( \delta(G) \geq d \). A result of Shapira and Sudakov [15] tells us that every graph on \( n \) vertices contains a \( \lambda \)-expander subgraph of roughly the same density, where \( \lambda = \Theta\left( \frac{1}{\log n} \right) \) (in their case, density refers to the usual notion of edge density; also, their notion of expansion is stronger). We use their approach to show that an \( r \)-line-graph \( G \) also contains a \((\lambda,d)\)-expander subgraph of roughly the same density, where \( d = \Omega(\text{dens}(G)) \).

**Lemma 3.3.** Let \( G \) be an \( r \)-line-graph on \( n \) vertices of density \( d \), and let \( 0 < \lambda \leq \frac{1}{2 \log n} \). Then \( G \) contains a subgraph \( H \) of density at least \( d(1 - \lambda \log n) \) such that \( H \) is \((\lambda,\frac{d}{2^\ell})\)-expander.

**Proof.** First, we show that if \( G' \) is an \( r \)-line-graph of density \( d' \) that is not a \( \lambda \)-expander, then there exists \( U \subset V(G') \), \( U \neq V(G') \) such that either

1. \(|U| \leq \frac{1}{2} |V(G')| \) and dens\((G'[U]) \geq d'(1 - \lambda)\), or
2. \( \text{dens}(G'[U]) \geq d' \).

Indeed, if \( G' \) is not a \( \lambda \)-expander, then there exists \( W \subset V(G') \) such that \(|W| \leq \frac{1}{2} |V(G')| \) and \(|N(W)| \leq \lambda |W| \). We show that either \( U_1 = W \) satisfies 1., or \( U_2 = V(G') \setminus (N(W) \cup W) \) satisfies 2.

Suppose this is not true. Let \( p_j = p(G'[U_j]) \) for \( j = 1, 2 \). Note that \( p(G') \geq p_1 + p_2 \). But then we can write

\[
 r|V(G')| = r(|U_1| + |N(U_1)| + |U_2|) \leq r|U_1|(1 + \lambda) + r|U_2| < d'(1 - \lambda)(1 + \lambda)p_1 + d'p_2 \leq d'(p_1 + p_2) \leq r|V(G')|,
\]

contradiction.

By applying Lemma 3.1, we can also conclude that there exists \( U \subset V(G') \), \( U \neq V(G') \) such that either

1. \(|U| \leq \frac{1}{2} |V(G')| \), dens\((G'[U]) \geq d'(1 - \lambda)\) and \( \delta(G'[U]) \geq \frac{d'(1 - \lambda)}{r} \), or
2. \( d(G'[U]) \geq d' \) and \( \delta(G'[U]) \geq \frac{d'}{r} \).

Starting with an \( r \)-line-graph \( G \) of density \( d \), replace \( G \) with one of its subgraphs of minimum degree at least \( d/r \) having density at least \( d \). If current \( G \) is not a \( \lambda \)-expander, we can find \( U \subset V(G) \) satisfying 1.* or 2.*. Replace \( G \) with \( G[U] \), and repeat the previous step until \( G \) is a \( \lambda \)-expander or its density is less than \( d/2 \). The process must stop since we are deleting at least one vertex at every step. Let \( H \) be the final graph and let \( \ell \) be the number of steps of kind 1.* that we made. Then \( |V(H)| \leq |V(G)|2^{-\ell} \) and therefore \( \ell \leq \log_2 n \). This implies that dens\((H) \geq d(1 - \lambda)^{\ell} \geq d(1 - \lambda \log n) \geq d/2 \), \( \delta(H) \geq d(1 - \lambda \log n) \geq \frac{d}{2^\ell} \) and \( H \) is \( \lambda \)-expander.

From this, we can immediately conclude that we can cover almost every vertex of an \( r \)-line-graph \( G \) with disjoint expander subgraphs.

**Corollary 3.4.** Let \( \epsilon > 0 \). Let \( G \) be an \( r \)-line-graph on \( n \) vertices of density at least \( d \), and let \( \lambda \leq \frac{1}{2 \log n} \). Then \( G \) contains vertex disjoint subgraphs \( G_1, \ldots, G_k \) such that \( G_i \) is a \((\lambda,\frac{d}{2^\ell})\)-expander for \( i \in [k] \), and \( \bigcup_{i=1}^k V(G_i) \geq (1 - \epsilon)n \).
Proof. We will greedily find the subgraphs $G_1, \ldots, G_k$ as follows. Suppose that we have already found $G_1, \ldots, G_j$, and let $H$ be the subgraph of $G$ induced on $V(G) \setminus \bigcup_{i=1}^{j} V(G_i)$. If $|V(H)| \leq cn$, then stop, otherwise define $G_{j+1}$ as follows. The number of blocks of $H$ is at most $p(G)$, so the density of $H$ is at least \( \frac{\rho \min V(G)}{p(G)} = ed \). But then $H$ contains a $\left( \lambda, \frac{ed}{2r} \right)$-expander subgraph by Lemma 3.3, let this subgraph be $G_{j+1}$.

Let $G$ be an $r$-line-graph with $V(G) \subset A_1 \times \cdots \times A_r$. If $u \in A_1 \cup \cdots \cup A_r$, the deletion of $u$ from $G$ means that we remove all vertices of $G$ with one coordinate equal to $u$. Next, we show that our notion of $(\lambda, d)$-expansion is robust, which means that after the deletion of a few coordinates of a good expander, the resulting graph is still a good expander.

**Lemma 3.5.** Let $u, d$ be positive integers. Let $G$ be an $r$-line-graph on $n$ vertices with $V(G) \subset A_1 \times \cdots \times A_r$ such that the minimum degree of $G$ is $\delta$. Let $H$ be the subgraph of $G$ we get after deleting at most $u$ elements of $A_1 \cup \cdots \cup A_r$ from $G$. Then $H$ is an $r$-line-graph of minimum degree at least $\delta - u$ on at least $(1 - \frac{u}{\delta})n$ vertices.

If in addition $G$ is $\lambda$-expander, $\lambda \leq 1$ and $u \leq \frac{\delta d}{4r}$, then $H$ is a $\left( \frac{\lambda}{2}, \frac{d}{2} \right)$-expander.

Proof. If $x \in V(H)$, then at most $u$ neighbors of $x$ are deleted, so it is clear that the minimum degree of $H$ is at least $\delta - u$. Let $U$ be the set of deleted elements and let $U_i = A_i$ for $i \in [r]$. The number of vertices $(a_1, \ldots, a_r) \in V(G)$ such that $a_i \in U_i$ for some $i \in [r]$ is at most $\frac{|U_i|}{\delta} - n$, as each $i$-block of $G$ contains at least $\delta$ vertices of which at most $|U_i|$ has its $i$-th coordinate in $U_i$. Therefore, the total number of deleted vertices is at most $\frac{|U_1| + \cdots + |U_r|}{\delta} n \leq \frac{\delta}{\delta} n$.

It remains to show that $H$ is a $\frac{\lambda}{2}$-expander. Let $X \subset V(H)$ such that $|X| \leq \frac{1}{2} |V(H)|$. As $G$ is $\lambda$-expander, we have $|N_G(X)| \geq \lambda |X|$. Let $i \in [r]$, and let $\mathcal{B}$ be the family of $i$-blocks of $G$ having a nonempty intersection with $X$. Then the $i$-blocks of $H$ intersecting $X$ are $V(H) \cap B$ for $B \in \mathcal{B}$. But here, we have

\[
|V(H) \cap B| \geq |B| - u \geq |B| \left( 1 - \frac{u}{\delta} \right) \geq |B| \left( 1 - \frac{\lambda}{4r} \right).
\]

Note that

\[
|N_G^{(i)}(X)| = \sum_{B \in \mathcal{B}} |B|,
\]

so

\[
|N_H^{(i)}(X)| = \sum_{B \in \mathcal{B}} |B \cap V(H)| \geq \left( 1 - \frac{\lambda}{4r} \right) \sum_{B \in \mathcal{B}} |B| = \left( 1 - \frac{\lambda}{4r} \right) (|N_G^{(i)}(X)| + |X|).
\]

From this, we get

\[
|N_H^{(i)}(X)| \geq |N_G^{(i)}(X)| - \frac{\lambda}{4r} (|X| + |N_G^{(i)}(X)|).
\]

(1)

Consider two cases.

Case 1. There exists $i \in [r]$ such that $|N_G^{(i)}(X)| \geq |X|$. In this case (1) implies that

\[
|N_H(X)| \geq |N_H^{(i)}(X)| \geq \left( 1 - \frac{\lambda}{2r} \right) |N_G^{(i)}(X)| \geq \frac{1}{2} |X|.
\]
Case 2. For every $i \in [r]$, we have $|N_G^{(i)}(X)| < |X|$. Then (1) implies that $|N_H^{(i)}(X)| \geq |N_G^{(i)}(X)| - \frac{1}{2r} |X|$. But then

$$|N_H(X)| = \bigcup_{i \in [r]} N_H^{(i)}(X) \geq \bigcup_{i \in [r]} N_G^{(i)}(X) - r \cdot \frac{\lambda}{2r} |X| = |N_G(X)| - \frac{\lambda}{2} |X| \geq \frac{\lambda}{2} |X|.$$  

Therefore, $H$ is a $\frac{1}{2}$-expander. \hfill \Box

\section{\textbf{4} $\sigma$-expansion}

Let $G$ be an $r$-line-graph and let $X \subset V(G)$. Given a permutation $\sigma \in S_r$, the $\sigma$-boundary of $X$ is defined as

$$\partial^\sigma_G(X) = \partial^\sigma(X) = \partial^{(\sigma(1))}(\partial^{(\sigma(2))}(\partial^{(\sigma(3))}(\ldots)(X))\ldots).$$

If $x \in V(G)$ and $y \in \partial^\sigma(x)$, say that $y$ is a $\sigma$-neighbor of $x$ in $G$. Note that being a $\sigma$-neighbor is not necessarily a symmetric relation.

In this section, we show that if $G$ has good expansion properties, then the $\sigma$-boundaries also expand. We prove even more: even if one deletes a few $\sigma$-neighbours of every $x \in V(G)$ arbitrarily, the $\sigma$-boundaries still expand. This motivates the following definition.

Suppose that $V(G) \subset A_1 \times \cdots \times A_r$. For every $x \in V(G)$, let $F(x) \subset A_1 \cup \cdots \cup A_r$ be a (possibly empty) set of forbidden coordinates, and let $\mathcal{F} = (F(x))_{x \in V(G)}$. Given $X \subset V(G)$, define $\partial^\sigma_G(X, \mathcal{F}) = \partial^\sigma(X, \mathcal{F})$ as the set of vertices $y$ for which there exists $x \in X$ such that $y$ is a $\sigma$-neighbor of $x$, and no coordinate of $y$ is in $F(x)$.

\textbf{Lemma 1.41.} Let $\sigma \in S_r$, let $0 < \epsilon, \lambda < 1$, and let $d, u$ be a positive integers such that $100r^2u \leq \epsilon d \lambda$. Let $G$ be an $r$-line-graph such that $G$ is a $(\lambda, d)$-expander, and let $\mathcal{F} = (F(x))_{x \in V(G)}$ such that $|F(x)| \leq u$ for every $x \in V(G)$. Then for every $X \subset V(G)$ satisfying $|X| \leq (1 - \epsilon)|V(G)|$, we have

$$|\partial^\sigma(X, \mathcal{F})| \geq \left(1 + \frac{\epsilon \lambda}{4r}\right) |X|.$$  

\textbf{Proof.} Write $t = \frac{u}{d}$, then $t \leq \frac{\epsilon \lambda}{400r}$. Let $i \in [r]$ and $X \subset V(G)$. We start the proof with two simple claims. Let $\mathcal{F}' = (F'(x))_{x \in V(G)}$ be some family of sets of forbidden coordinates, and define $\partial^{(i)}(X, \mathcal{F}')$ as the set of vertices $y$ which have an $i$-neighbor $x \in X$ such that the $i$-coordinate of $y$ is not in $F'(x)$. Suppose that $|F'(x)| \leq u$ for every $x \in V(G)$.

\textbf{Claim 1.} $\textbf{4.2.}$

$$|\partial^{(i)}(X, \mathcal{F}')| \geq (1 - 4t)|X \cup N^{(i)}(X)| \geq (1 - 4t)|X|.$$  

\textbf{Proof.} It is enough to show the first inequality. Let $\mathcal{B}$ be the set of $i$-blocks in $G$ having a nonempty intersection with $X$. Clearly, $\partial^{(i)}(X, \mathcal{F}')$ is the disjoint union of the sets $\partial^{(i)}(B \cap X, \mathcal{F}')$ for $B \in \mathcal{B}$, and $X \cup N^{(i)}(X)$ is the disjoint union of the sets $B \in \mathcal{B}$. Therefore, it is enough to show that $|\partial^{(i)}(B \cap X, \mathcal{F}')| \geq (1 - 4t)|B|$. But if $x \in B \cap X$, then

$$|\partial^{(i)}(B \cap X, \mathcal{F}')| \geq |B| - 1 - |F(x)| \geq |B| - 1 - dt \geq |B|(1 - 4t),$$  

where the third inequality holds noting that $|B| \geq d$. \hfill \Box
Claim 4.3. If $|X \cup N(i)(X)| \leq 2|X|$, then $|X \cap \overline{\partial(i)(X,F')}| \geq (1-4t)|X|$.

Proof. As before, let $B$ be the set of $i$-blocks in $G$ having a nonempty intersection with $X$. Note that

$$|X \cup N(i)(X)| = \sum_{B \in \mathcal{B}} |B| \geq d|\mathcal{B}|,$$

so we get $|\mathcal{B}| \leq \frac{2|X|}{d}$.

Let $B \in \mathcal{B}$ and $x \in B \cap X$. Clearly,

$$|\partial(i)(B \cap X,F') \cap X| \geq |B \cap X| - 1 - |F(x)| \geq |B \cap X| - 1 - dt.$$

Therefore, we have

$$|\partial(i)(X,F') \cap X| \geq \sum_{B \in \mathcal{B}} (|B \cap X| - 1 - dt) = |X| - 2dt|\mathcal{B}| \geq |X|(1-4t),$$

where the second inequality holds by $|\mathcal{B}| \leq \frac{2|X|}{d}$.

Without loss of generality, suppose that $\sigma$ is the permutation $12\ldots r$, and let $X \subset V(G)$ such that $|X| \leq (1-\epsilon)|V(G)|$. Let $X_0 = X$, $F_0 = \mathcal{F}$, and in what follows we define $X_1, \ldots, X_r$ and $F_1, \ldots, F_r$. Suppose that $X_i, F_i = (F_i(x))_{x \in V(G)}$ is already defined for some $i \in \{0, \ldots, r-1\}$, then define $X_{i+1}, F_{i+1}$ as follows. Consider two cases.

First, suppose that $|N(i+1)(X_i)| \geq \frac{\delta \lambda}{3^r}|X_i|$, and in this case say that expansion happened. Let $X_{i+1} = \partial(i+1)(X_i,F_i)$. Then $|X_{i+1}| \geq (1-4t)(1 + \frac{\epsilon \lambda}{3^r})|X_i|$ by Claim 4.2. On the other hand, if $|N(i+1)(X_i)| < \frac{\delta \lambda}{3^r}$, then let $X_{i+1} = X_i \cap \partial(i+1)(X_i,F_i)$. Then $|X_{i+1}| \geq (1-4t)|X_i|$ by Claim 4.3. In each case, for each $y \in X_{i+1}$, let $F_{i+1}(y) = F_i(x)$, where $x \in X_i$ is an arbitrary $(i+1)$-neighbor of $y$ for which no coordinate of $y$ is in $F_i(x)$, and set $F_{i+1}(y) = \emptyset$ for every $y \in V(G) \setminus X_{i+1}$.

Note that $X_r \subset \partial^r(X,F)$, so it is enough to show that $|X_r| \geq (1 + \frac{\epsilon \lambda}{3^r})|X|$. Observe that if expansion happened even once, then we have

$$|X_r| \geq (1-4t)^r \left(1 + \frac{\epsilon \lambda}{3^r}\right) |X| \geq (1-4rt) \left(1 + \frac{\epsilon \lambda}{3^r}\right) |X| \geq 1 + \frac{\epsilon \lambda}{4^r} |X|,$$

where the second inequality holds as $t \leq \frac{\epsilon \lambda}{160r^2}$. Therefore, it remains show that expansion must have happened. Suppose otherwise, then $X_r \subset X_{r-1} \subset \cdots \subset X_0$ and $|X_r| \geq (1-4t)^r |X| \geq (1-4rt) |X|$. Observe that for $i \in \{0, \ldots, r-1\}$, we have $X_r \cup N(i+1)(X_r) \subset X_i \cup N(i+1)(X_i)$. Therefore,

$$|N(i+1)(X_r)| \leq |X_i| + |N(i+1)(X_i)| - |X_r| \leq |X| + \frac{\epsilon \lambda}{3^r} |X| - (1-4rt) |X| = 4rt + \frac{\epsilon \lambda}{3^r} |X|,$$

where the second inequality holds as expansion did not happen. But then

$$|N(X_r)| \leq \sum_{i=1}^r |N(i)(X_r)| \leq 4r^2t + \frac{\epsilon \lambda}{3} |X| < \frac{\epsilon \lambda}{2} |X_r|,$$

which contradicts that $G$ is a $\lambda$-expander and Claim 3.2. Therefore, expansion must have happened for some $0 \leq i \leq r-1$, finishing the proof. 

\[ \square \]
Let $G$ be an $r$-line-graph such that $V(G) \subset A_1 \times \cdots \times A_r$, and let $\sigma \in S_r$. Say that a sequence $a_1, \ldots, a_r$ of distinct elements of $A_1 \cup \cdots \cup A_r$ is a $\sigma$-path in $G$ if

1. $a_i \in A_{\sigma(j)}$, where $j \equiv i \pmod{r}$,
2. $(a_i, \ldots, a_{i+r-1}) \in V(G)$ for $i = 1, \ldots, rk - r + 1$.

Note that the sequence $a_1, \ldots, a_r$ corresponds to a tight path in the hypergraph identified with $G$.

Also, if $x_1, \ldots, x_k$ is a sequence of vertices of $G$, say that $x_1, \ldots, x_k$ forms a $\sigma$-path if $a_1, \ldots, a_r$ is a $\sigma$-path, where $a_{ri-r+1}, \ldots, a_{ri}$ are the coordinates of $x_i$ (in the order given by $\sigma$). Also, if $x, y \in V(G)$, say that $y$ can be reached from $x$ by a $\sigma$-path, if there exists a $\sigma$-path $x_1, \ldots, x_k$ such that $x_1 = x$ and $x_k = y$. Note that the statement that $y$ can be reached from $x$ by a $\sigma$-path is equivalent to the statement that $x$ can be reached from $y$ by a $\tau$-path, where $\tau$ is the reverse of $\sigma$ (that is, $\tau(i) = \sigma(r - 1 - i)$ for $i \in [r]$). The size of a $\sigma$-path $x_1, \ldots, x_k$ is $k$.

**Lemma 4.4.** Let $\sigma \in S_r$, let $\epsilon, \lambda > 0$ and let $n, d$ be positive integers such that $500r^4 \log n < \epsilon^2 \lambda^2 d$. Let $G$ be an $r$-line-graph on $n$ vertices that is a $(\lambda, d)$-expander, and let $x \in V(G)$. Then at least $(1 - \epsilon)n$ vertices of $G$ can be reached by a $\sigma$-path of size at most $\frac{5r \log n}{\epsilon \lambda}$ from $x$.

**Proof.** Suppose that $V(G) \subset A_1 \times \cdots \times A_r$. Let $X_1 = \{x\}$ and let $X_i$ be the set of vertices that can be reached from $x$ by a $\sigma$-path of size $i$. For $y \in X_i$, let $x = x_1, \ldots, x_i = y$ be a $\sigma$-path, and let $F(y) \subset A_1 \cup \cdots \cup A_r$ be the set of all coordinates appearing in $x_1, \ldots, x_{i-1}$. For $y \in V(G) \setminus X_i$, let $F(y) = \emptyset$, and set $F = F(y)_{y \in V(G)}$. Then $\partial^\sigma(X_i, F) \subset X_{i+1}$. Note that $|F| < ri$ for every $y \in V(G)$. If $|X_i| \leq (1 - \epsilon)n$ and $ri \leq \frac{\epsilon \lambda d}{100r}$, then we can apply Lemma 4.1 to get

$$|X_{i+1}| \geq |\partial^\sigma(X_i, F)| \geq \left(1 + \frac{\epsilon \lambda}{4r} \right)|X_i|.$$

Hence, by induction on $i$, if $i < \frac{\epsilon \lambda d}{100r}$, then either $|X_i| \geq \left(1 + \frac{\epsilon \lambda}{4r}\right)^i$ or $|X_j| \geq (1 - \epsilon)n$ for some $j \leq i$. Setting $I := \frac{5r \log n}{\epsilon \lambda} < \frac{\epsilon \lambda d}{100r}$, we have $(1 + \frac{\epsilon \lambda}{4r})^I > n$, which implies $|X_j| \geq (1 - \epsilon)n$ for some $j \leq I$. □

**Remark.** Following the same proof, it is not hard to show the following strengthening of Lemma 4.4. Let $L$ be a positive integer such that $\frac{5r \log n}{\epsilon \lambda} < L < \frac{\epsilon \lambda d}{100r}$. Then at least $(1 - \epsilon)n$ vertices of $G$ can be reached by a $\sigma$-path of size exactly $L$ from $x$.

## 5 Finding tight paths

This section contains the bulk of the proof of Theorem 2.1. Here, we prove that if $G$ is an $r$-line-graph with good expansion properties and $\sigma \in S_r$, then either there exists a $\sigma$-path from any vertex $x$ to any other vertex $y$, or $G$ contains a small subgraph with unusually high density. Let us give a rough outline of the proof.

Suppose that $V(G) \subset A_1 \times \cdots \times A_r$, then we partition each of the sets $A_1, \ldots, A_r$ into two parts, which then gives a partition of $V(G)$ into $2^r$ parts. We find a partition such that $x$ and $y$ are in different parts $G_1$ and $G_2$, no vertex in $V(G_1)$ shares a coordinate with a vertex in $V(G_2)$, and the vertices of $V(G)$ are uniformly distributed among the $2^r$ parts. Let $\tau$ be the reverse of $\sigma$, that is $\tau(i) = \sigma(r - 1 - i)$ for $i \in [r]$. Then our goal is to find two vertices $z \in V(G_1)$ and $z' \in V(G_2)$ such
that $z'$ is a $\sigma$-neighbor of $z$, there is a $\sigma$-path $P$ from $x$ to $z$ in $V(G_1)$, and there is a $\tau$-path $P'$ from $y$ to $z'$ in $V(G_2)$. Indeed, then $P \cup P'$ is a $\sigma$-path from $x$ to $y$.

Unfortunately, we are not quite able to achieve this. One of the main difficulties is that while $G$ might have good expansion properties, this might not be true for $G_1$ or $G_2$. Instead, for $i = 1, 2$, we cover most vertices of $G_i$ with expander subgraphs $G_{i,1}, \ldots, G_{i,k_i}$ using Lemma 3.4, and argue that either the number of expanders used is small, or one of the expander subgraphs is small. In the latter case, we found our small subgraph of $G$ with unusually high density.

Hence, suppose that both $k_1$ and $k_2$ are small. In this case, we will choose a vertex $x_j \in G_{1,j}$ and a $\sigma$-path $P_{1,j}$ connecting $x$ with $x_j$ in $G$. Since $G$ is expander this is possible to do for most indices $j$. Let $U_1$ be the set of coordinates appearing on the union of paths $P_{1,j}$. Similarly, for most indices $j$, we will choose a vertex $y_j \in G_{2,j}$ and a $\tau$-path $P_{2,j}$ connecting $y$ with $y_j$ such that the vertices of $P_{2,j}$ have no coordinates in $U_1$. Let $U_2$ be the set of coordinates appearing on the union of paths $P_{2,j}$. Using the paths $P_{1,j}$ and expansion properties of $G_{i,j}$ we show that most vertices of $G_1$ can be reached from $x$ by a $\sigma$-path, whose every vertex $z$ satisfies that $z$ has no coordinate in $U_2$, and $z$ is either in $V(G_1)$, or its coordinates are in $U_1$. Also, most vertices of $G_2$ can be reached from $y$ by a $\tau$-path, whose every vertex $z'$ satisfies that $z'$ has no coordinate in $U_1$, and $z'$ is either in $V(G_2)$, or its coordinates are in $U_2$. Then, we find two vertices $z \in V(G_1)$ and $z' \in V(G_2)$ such that $z'$ is a $\sigma$-neighbor of $z$, there is a $\sigma$-path $P$ from $x$ to $z$ satisfying the above properties, and there is a $\tau$-path $P'$ from $y$ to $z'$ satisfying the above properties. Then $P \cup P'$ is a $\sigma$-path from $x$ to $y$.

In the next claim, we show that if we randomly partition the sets $A_1, \ldots, A_r$, then the vertices are well distributed among the $2^r$ parts.

**Claim 5.1.** Let $\epsilon > 0$, then there exists $c = c(r, \epsilon) > 0$ such that the following holds. Let $G$ be an $r$-line-graph on $n$ vertices such that $V(G) \subset A_1 \times \cdots \times A_r$ and the minimum degree of $G$ is at least $c(r, \epsilon) n$. Also, let $x, y \in V(G)$ such that $x$ and $y$ share no coordinates. Then for $i \in [r]$, there exists a partition of $A_i$ into two sets, $A_{i,1}$ and $A_{i,2}$, with the following three properties:

1. $x \in A_{i,1} \times \cdots \times A_{i,1}$ and $y \in A_{i,2} \times \cdots \times A_{i,2}$.

2. Given vector $e = (e_1, \ldots, e_r)$ let $A_e = A_{1,e_1} \times \cdots \times A_{r,e_r}$. Then for all $e \in \{1, 2\}^r$ and every block $B$ of $G$, either $B \cap A_e = \emptyset$, or

\[
\frac{1 - \epsilon / 2^r}{2} |B| \leq |B \cap A_e| \leq \frac{1 + \epsilon / 2^r}{2} |B|.
\]

3. For every $e \in \{1, 2\}^r$,

\[
\frac{1 - \epsilon}{2^r} n \leq |V(G) \cap A_e| \leq \frac{1 + \epsilon}{2^r} n.
\]

**Proof.** For $i \in [r]$, partition $A_i$ randomly into two sets $A_{i,1}$ and $A_{i,2}$ such that $x \in A_{i,1} \times \cdots \times A_{i,1}$ and $y \in A_{i,2} \times \cdots \times A_{i,2}$. More precisely, each element of $A_i \setminus \{x(i), y(i)\}$ is in either $A_{i,1}$ or $A_{i,2}$ independently with probability $1/2$. This partition clearly satisfies property 1 and we prove that for large enough $c$, with positive probability, it satisfies also 2 and 3.

Let $B$ be an $i$-block and let $e \in \{1, 2\}^r$. Without loss of generality we can assume that $i = 1$. Then for $i = 2, \ldots, r$, there exists $a_i \in A_i$ such that $B \subset A_1 \times \{a_2\} \times \cdots \times \{a_r\}$. Therefore, if $a_i \notin A_{i,e_i}$ for some $i \in \{2, \ldots, r\}$, then $B \cap A_e = \emptyset$. Otherwise, each element of $B' = B \setminus \{x, y\}$
appears in \( A_e \) independently with probability 1/2. Therefore, choosing \( c \) large enough and writing \( m = |B'| \), we have by Chernoff’s inequality
\[
P \left( |B' \cap A_e| - \frac{m}{2} \geq \frac{c m}{6r} \right) \leq 2e^{-\frac{2cm}{12r}} \leq 2n^{-\frac{s}{2r^2}} < \frac{1}{2^{r+1}rn}.
\]

Here, \( |B| \geq m \geq |B| - 2 \) and \( \frac{cm}{12r} \geq 2 \), so with probability at least \( 1 - \frac{1}{2^{r+1}rn} \), we also have \( \frac{1-\epsilon/(2r)}{2} |B| \leq |B \cap A_e| \leq \frac{1+\epsilon/(2r)}{2} |B| \). Since the number of blocks \( B \) of \( G \) is at most \( rn \), and there are \( 2^r \) choices for \( A_e \), by the union bound the probability that property 2 holds is at least \( \frac{1}{2} \).

To complete the proof we show that property 2 implies 3. For \( i \in [r] \), let \( A_{i,0} = A_i \), and for \( e \in \{0,1,2\}^r \), as before \( A_e = A_{1,e_1} \times \cdots \times A_{r,e_r} \). We show, by induction, that if \( e \in \{0,1,2\}^r \) is a vector with exactly \( s \) nonzero coordinates, then
\[
\left(1 - \frac{\epsilon}{2r}\right)^s - n \leq |V(G) \cap A_e| \leq \frac{(1 + \frac{\epsilon}{2r})^s - n}{2^s},
\]

When \( s = r \), this implies property 3. For \( s = 0 \), the statement is trivially true, so let us suppose that \( s \geq 1 \), and that the statement holds for \( s - 1 \) instead of \( s \). Let \( e \in \{0,1,2\}^r \) such that \( e \) contains \( s \) nonzero coordinates, and suppose that \( e_i \neq 0 \). Let \( f \in \{0,1,2\}^r \) be the vector we get after changing \( e_i \) to 0 in \( e \). Note that if \( B \) is an \( i \)-block of \( G \), then \( B \) is either disjoint from or completely contained in \( A_f \). Also, for each \( B \) contained in \( A_f \), we can change uniquely the zero coordinates of \( f \) to be either 1 or 2 to obtain a vector \( g \in \{1,2\}^r \) such that \( B \cap A_g = B \cap A_e \neq \emptyset \). Then by property 2, we have \( \frac{1-\epsilon/(2r)}{2} |B| \leq |B \cap A_e| \leq \frac{1+\epsilon/(2r)}{2} |B| \). As this holds for every \( i \)-block \( B \) contained in \( A_f \), we have \( \frac{1-\epsilon/(2r)}{2} |V(G) \cap A_f| \leq |V(G) \cap A_e| \leq \frac{1+\epsilon/(2r)}{2} |V(G) \cap A_f| \). Since, by induction, \( \frac{(1-\epsilon/(2r))^{r-1} - n}{2^s} \leq |V(G) \cap A_f| \leq \frac{(1+\epsilon/(2r))^{r-1} - n}{2^s} \), this implies \( \frac{(1-\epsilon/(2r))^s - n}{2^s} \leq |V(G) \cap A_e| \leq \frac{(1+\epsilon/(2r))^s - n}{2^s} \).

Now we are ready to prove the main lemma of this section.

**Lemma 5.2.** There exist \( c_1, c_2, c_3, c_4 > 0 \) depending only on \( r \) such that the following holds. Let \( \lambda > 0 \), \( K > 1 \), and let \( n, d \) be positive integers such that \( K < \frac{c_1 \lambda^2 d}{\log n} \), \( \lambda \leq \frac{1}{2 \log n} \), and \( d \geq \frac{c_2 \log n}{\lambda^2} \). Let \( G \) be an \( r \)-line-graph with \( n \) vertices that is \( (\lambda, d) \)-expander, and let \( x, y \in V(G) \) such that \( x \) and \( y \) share no coordinates. Then either \( G \) contains a \( \sigma \)-path of size at most \( \frac{c_4 \log n}{\lambda} \) from \( x \) to \( y \), or \( G \) has a subgraph with at most \( \frac{n}{K} \) vertices and minimum degree at least \( c_3 d \).

**Proof.** Let \( \epsilon = 2^{-r-6} \), and without loss of generality, let \( \sigma \) be the permutation \( 12 \ldots r \). Also, suppose that \( n \geq 2^{-r} \), otherwise, we can choose \( c_1 \) small enough to guarantee that \( 1 < K \leq \frac{c_1 \lambda^2 d}{\log n} \) cannot be satisfied. This also implies that \( \lambda < \epsilon \). Let \( c = c(r, \epsilon) \) be the constant given by Claim 5.1. We show that the constants \( c_1 = \frac{\epsilon^2}{2^{3r}} \), \( c_2 = \max\{10^5 r^5 \epsilon^{-3}, c\} \), \( c_3 = 40 \epsilon^{-1} \), and \( c_4 = \frac{\epsilon^2}{2^r} \) suffice.

Suppose that \( G \) contains no subgraph with at most \( \frac{n}{K} \) vertices and minimum degree at least \( c_3 d \). Let \( V(G) \subset A_1 \times \cdots \times A_r \), and for \( i \in [r] \), partition \( A_i \) into two sets \( A_{i,1} \) and \( A_{i,2} \) satisfying Claim 5.1. This can be done since \( d \geq \frac{c_2 \log n}{\lambda^2} \geq c \log n \). For \( e \in \{1,2\}^r \), recall that \( A_e = A_{1,e_1} \times \cdots \times A_{r,e_r} \), and let \( G_e \) be the subgraph of \( G \) induced on \( A_e \cap V(G) \). For simplicity, write \( G_1 \) and \( G_2 \) instead of \( G(1,\ldots,1) \) and \( G(2,\ldots,2) \), respectively. By Claim 5.1, we have the following properties:

1. \( x \in V(G_1) \) and \( y \in V(G_2) \),
2. for every \( e \in \{1,2\}^r \), \( \frac{1}{2^r} n \geq |V(G_e)| \geq \frac{1}{2^r} n \), and
3. for every block $B$ of $G$, and every $e \in \{1,2\}^r$, either $B \cap V(G_e) = \emptyset$, or
\[
\frac{1 + \frac{d}{2r}}{2} |B| \geq \frac{1 - \frac{d}{2r}}{2} |B| \geq \frac{d}{3}.
\]

Let $j \in \{1,2\}$. As the density of $G_j$ is at least $d/3$, we can apply Lemma 3.4 to find vertex disjoint subgraphs $G_{j,1}, \ldots, G_{j,k_j}$ of $G_j$ such that $G_{j,i}$ is a $(\lambda, \frac{d}{6r})$-expander, and $G_{j,1}, \ldots, G_{j,k_j}$ cover at least $(1 - \epsilon)|V(G_j)|$ vertices of $G_j$. By our assumption on the nonexistence of subgraphs of size at most $\frac{n}{\lambda}$ and minimum degree $c_d \frac{d}{6r}$, the size of each $G_{j,i}$ is at least $\frac{n}{\lambda}$, which implies that $k_j \leq K$.

Let $G'$ be the graph we get after removing the coordinates of $y$ from $G$. As $r \leq \frac{\lambda d}{4r}$, we can apply Lemma 3.5 to conclude that $G'$ is a $(\frac{\lambda}{2}, \frac{d}{2})$-expander on at least $(1 - \frac{\epsilon}{4})|V(G)| \geq (1 - \epsilon)|V(G)|$ vertices. Let $X \subset V(G')$ be the set of vertices $z$ such that $z$ can be reached from $x$ by a $\sigma$-path of size at most $L := \frac{5r \log n}{\epsilon(\lambda/2)}$ in $G'$. Noting that $500r^4 \log n \leq \epsilon^2(\frac{\lambda}{2})^2 \frac{d}{2}$ holds by the choice of $c_2$, we can apply Lemma 4.4 to get $|X| \geq (1 - \epsilon)|V(G')| \geq (1 - 2\epsilon)|V(G)|$.

For $i = 1, \ldots, k_1$, if $X \cap V(G_{1,i})$ is nonempty, pick an arbitrary vertex $x_i \in X \cap V(G_{1,i})$, which we call the representative of $G_{1,i}$. Without loss of generality, let $1, \ldots, \ell_1$ be the indices $i$ for which $G_{1,i}$ has a representative, then $\sum_{i=1}^{\ell_1} |V(G_{1,i})| \leq |V(G)| - |X| \leq 2\epsilon|V(G)|$. Therefore,
\[
\sum_{i=1}^{\ell_1} |V(G_{1,i})| \geq (1 - \epsilon)|V(G_1)| - 2\epsilon|V(G)| \geq (1 - 2^{\ell_1+2}\epsilon)|V(G_1)|,
\]
where the last inequality holds by the bound on $|V(G_1)|$ from property 2.

For $i = 1, \ldots, \ell_1$, let $P_{1,i} \subset V(G)$ be a $\sigma$-path of size at most $L$ from $x$ to $x_i$, and let $P_1 = \bigcup_{i=1}^{\ell_1} P_{1,i}$. Also, let $U_1$ be the set of coordinates appearing in the vertices of $P_1$. Then $|P_1| \leq LK$, and $|U_1| \leq rLK \leq \frac{\lambda d}{4r}$, where the last inequality holds by the choice of $c_1$. Let $G''$ be the subgraph of $G$ after the removal of the elements of $U_1$. We can apply Lemma 3.5 to conclude that $G''$ is a $(\frac{\lambda}{2}, \frac{d}{2})$-expander on at least $(1 - \frac{|U_1|}{d})|V(G)|$ vertices. Here, $(1 - \frac{|U_1|}{d})|V(G)| \geq \frac{1 - \lambda}{4} |V(G)| > (1 - \epsilon)|V(G)|$ holds.

Let $\tau$ be the reverse of $\sigma$, that is, the permutation $r(r-1) \ldots 1$. Let $Y$ be the set of vertices in $G'$ which can be reached from $y$ by a $\tau$-path of size at most $L$ in $G''$. Then $|Y| \geq (1 - \epsilon)|V(G'')| > (1 - 2\epsilon)|V(G)|$ by Lemma 4.4. For $i = 1, \ldots, k_2$, if $Y \cap V(G_{2,i})$ is nonempty, pick an arbitrary vertex $y_i \in Y \cap V(G_{2,i})$, which we call the representative of $G_{2,i}$. Without loss of generality, let $1, \ldots, \ell_2$ be the indices $i$ for which $G_{2,i}$ has a representative, then $\sum_{i=1}^{\ell_2} |V(G_{2,i})| \leq |V(G)| - |Y| \leq 2\epsilon|V(G)|$. Therefore,
\[
\sum_{i=1}^{\ell_2} |V(G_{2,i})| \geq (1 - \epsilon)|V(G_2)| - 2\epsilon|V(G)| \geq (1 - 2^{\ell_2+2}\epsilon)|V(G_2)|.
\]

For $i = 1, \ldots, \ell_2$, let $P_{2,i} \subset V(G)$ be a $\tau$-path of size at most $L$ from $y$ to $y_i$, and let $P_2 = \bigcup_{i=1}^{\ell_2} P_{2,i}$. Also, let $U_2$ be the set of coordinates appearing in the vertices of $P_2$. Then $|P_2| \leq LK$ and $|U_2| \leq rLK$.

For $j = 1, 2$ and $i = 1, \ldots, \ell_j$, let $H_{j,i}$ be the graph we get after removing every element of $U = U_1 \cup U_2$ from $G_{j,i}$, with the exception of the coordinates of $x_i$ in case $j = 1$, and with the exception of the coordinates of $y_i$ in case $j = 2$. Here, $|U| \leq 2rLK < \frac{\lambda(ed/(6r))}{4r}$ holds by the choice of $c_1$, so we can apply Lemma 3.5 to conclude that $H_{j,i}$ is a $(\frac{\lambda}{2}, \frac{d}{6r})$-expander on at least
\[
\left(1 - \frac{|U|}{ed/(6r)}\right)|V(G_{j,i})| > \left(1 - \frac{\lambda}{4r}\right)|V(G_{j,i})| > (1 - \epsilon)|V(G_{j,i})|.
\]
vertices. Let $X_i$ be the set of vertices in $H_{1,i}$ that can be reached from $x_i$ by $\sigma$-path of size at most $r$ in $H_{1,i}$. Also, let $Y_i$ be the set of vertices in $H_{2,i}$ that can be reached from $y_i$ by $\tau$-path of size at most $L$ in $H_{2,i}$. See Figure 1 for an illustration. Noting that $500r^4\log n < e^2(\frac{1}{2})^2(\frac{3\log n}{4\pi})$ holds by the choice of $c_2$, we can apply Lemma 4.4 to deduce that $|X_i| \geq (1-\epsilon)|V(H_{1,i})| \geq (1-2\epsilon)|V(G_{1,i})|$, and similarly $|Y_i| \geq (1-2\epsilon)|V(G_{2,i})|$. Let $X' = \bigcup_{i=1}^{r} X_i$ and $Y' = \bigcup_{i=1}^{r} Y_i$, then $|X'| \geq \sum_{i=1}^{r} (1-2\epsilon)|V(G_{1,i})| \geq (1-2^r+3\epsilon)|V(G_{1})|$ by inequality (2), and similarly $|Y'| \geq (1-2^r+3\epsilon)|V(G_{2})|$.

Here, $X'$ and $Y'$ have the following property. Every vertex $z \in X'$ can be reached from $x$ by a $\sigma$-path $P_z$ of size at most $2L$ such that every coordinate of every vertex of $P_z$ is in the set $(A_{1,1} \cup \cdots \cup A_{1,r} \cup U_1) \setminus U_2$. Also, every vertex $z' \in Y'$ can be reached from $y$ by a $\tau$-path $P_{z'}$ of size at most $2L$ such that every coordinate of every vertex of $P_{z'}$ is in the set $(A_{2,1} \cup \cdots \cup A_{2,r} \cup U_2) \setminus U_1$. Therefore, if $z \in X'$ and $z' \in Y'$, then no vertex in $P_z$ shares a coordinate with any vertex in $P_{z'}$. In order to finish the proof, it is enough to find $z = (z_1, \ldots, z_r) \in X'$ and $z' = (z'_1, \ldots, z'_r) \in Y'$ such that $w_i = (z'_1, \ldots, z'_i, z_{i+1}, \ldots, z_r)$ are vertices of $G$ for $i = 1, \ldots, r-1$. Indeed, then $P_z \cup P_{z'}$ is a $\sigma$-path of size at most $4L = \frac{c\log n}{X}$ from $x$ to $y$. But this is equivalent to the statement that $\partial_G^\epsilon(X') \cap Y' \neq \emptyset$.

Claim 5.3. Let $W \subset |V(G_1)|$. Then $|\partial_G^\epsilon(W) \cap V(G_2)| \geq (1-\epsilon)|W|$. 

Proof. For $i \in \{0, \ldots, r\}$, let $e_i \in \{1, 2\}^r$ be the vector whose first $i$ coordinates are 2, and the last $r-i$ coordinates are 1. Let $W_0 = W$ and for $i = 1, \ldots, r$, let $W_i = \partial^\epsilon(W_{i-1} \cap V(G_{e_i}))$. Then $\partial_G^\epsilon(W) \cap V(G_2) = W_r$. We show that $|W_i| \geq (1-\epsilon/r)|W_{i-1}|$, then we get that $|W_r| \geq (1-\epsilon/r)^r|W| \geq (1-\epsilon)|W|$, finishing the proof.

Let $B$ be the set of $i$-blocks of $G$ having a nonempty intersection with $W_{i-1}$. Let $B \in B$, then $B \cap V(G_{e_i}) = B \cap W_i$. But $|B \cap V(G_{e_i})| \geq \frac{1-\epsilon/2r_B}{2}|B|$ and $|B \cap W_{i-1}| \leq |B \cap V(G_{e_{i-1}})| \leq \frac{1+\epsilon/2r_B}{2}|B|$.
by 2., so \(|B \cap W_i| \geq \frac{1-\epsilon/(2r)}{1+\epsilon/(2r)} |B \cap W_{i-1}| \geq (1-\epsilon/r) |B \cap W_{i-1}|\). As this is true for every block in \(B\), we get \(|W_i| \geq (1-\epsilon/r) |W_{i-1}|\).

By the previous claim, we have
\[|\partial_c^c(X') \cap V(G_2)| \geq (1-\epsilon)|X'| \geq (1-2^{r+4}\epsilon)|V(G_1)| > \frac{1}{2} |V(G_2)|\]
where the third inequality holds by the bound on \(|V(G_2)|\) from property 2. Since also
\[|Y'| \geq (1-2^{r+3}\epsilon)|V(G_2)| > \frac{1}{2} |V(G_2)|\]
we get that \(\partial_2^c(X') \cap Y' \neq \emptyset\), completing the proof.

\[\square\]

6 Finding a tight cycle

The following statement follows easily from Lemma 4.4.

**Corollary 6.1.** There exist \(c_1', c_2', c_3' > 0\) depending only on \(r\) such that the following holds. Let \(K > 1\) and let \(n, d\) be positive integers such that \(d \geq c_1' \log^3 n\) and \(K \leq c_2' \log n\). If \(G\) is an \(r\)-line-graph on \(n\) vertices of density at least \(d\), then either \(G\) contains a tight cycle, or \(G\) contains a subgraph with minimum degree at least \(c_3' d\) on at most \(\frac{n}{K}\) vertices.

**Proof.** Let \(c_1, c_2, c_3, c_4\) be the constants given by Lemma 5.2. We show that \(c_1' = \max\{64c_2, 256r^3c_3\}\), \(c_2' = \frac{c_1}{32r'}\), \(c_3' = \frac{c_4}{2r'}\) suffices. Let \(\lambda = \frac{1}{2\log_2 n}\). As \(\text{dens}(G) \geq d\), \(G\) contains a subgraph \(H\) that is \((\lambda, \frac{d}{2r'})\)-expander, by Lemma 3.3. Suppose that \(H\) contains no subgraph with minimum degree at least \(c_3' d\) on at most \(\frac{|V(H)|}{K} \leq \frac{n}{K}\) vertices. Let \(\sigma \in S_{\ell}\) be an arbitrary permutation.

Let \(x, y \in V(H)\) such that \(x\) and \(y\) share no coordinates. As the parameters \(\lambda, \frac{d}{2r'}, K\) satisfy the desired conditions of Lemma 5.2, there exists a \(\sigma\)-path \(P\) from \(x\) to \(y\) in \(H\) of size at most \(\frac{c_1 \log n}{\lambda} < 4c_3 \log n\). Let \(U\) be the set of coordinates appearing in \(P \setminus \{x, y\}\), and let \(H'\) be the subgraph of \(H\) we get after removing the elements of \(U\). Note that \(|U| \leq 16c_3 \log n|^2 \leq \frac{\lambda(d/(2r'))}{4r} \), so we can apply Lemma 3.5 to get that \(H'\) is a \((\lambda, \frac{d}{2r'})\)-expander. But then applying Lemma 5.2 again, noting that \(\frac{\lambda}{2}, \frac{d}{4r}, K\) also satisfy the desired conditions, we get that \(H'\) contains a \(\sigma\)-path \(P'\) from \(y\) to \(x\). Observe that \(P \cup P'\) is a tight cycle, finishing the proof.

**Proof of Theorem 2.1.** Let \(c_1', c_2', c_3'\) be the constants given by Corollary 6.1, and let \(K = \epsilon \log n)^{1/2}\). Choose \(c\) sufficiently large such that the following inequalities hold for every positive integer \(n\):
\[c \geq 2 \log(1/c_3'), \exp(\frac{c}{7} \log n)^{1/2}) \geq c_1' \log n)^3\] and \(K \log n)^3 \leq c_2' \exp(\frac{c}{7} \log n)^{1/2}\). Suppose that \(G = G_0\) does not contain a tight cycle. Define the graphs \(G_1, G_2, \ldots, G_k\) for \(k < \sqrt{\log n}\) with the following properties:

1. for \(i \geq 1\), \(G_i\) is a subgraph of \(G_{i-1}\),
2. \(\text{dens}(G_i) \geq (c_3')^i d\),
3. \(|V(G_i)| \leq \frac{n}{K}\).
Clearly, $G_0$ satisfies these properties. If $G_i$ is already defined satisfying these properties for some $0 \leq i \leq \sqrt{\log n}$, define $G_{i+1}$ as follows. We have

$$d_i := \text{dens}(G_i) \geq (e_3')^{i+1}d \geq \exp \left( c(\log n)^{1/2} - \log \left( \frac{1}{e_3'} \right) (\log n)^{1/2} \right) \geq \exp \left( \frac{c}{2}(\log n)^{1/2} \right),$$

which implies $d_i \geq c'(\log n)^{3} \geq c'(\log |V(G_i)|)^{3}$ and $K \leq c_2' \frac{d_i}{(\log n)^{3}} \leq c_2' \frac{d_i}{(\log |V(G_i)|)^{3}}$. Therefore, we can apply Lemma 6.1 to conclude that there exists a subgraph $G_{i+1}$ of $G_i$ with at most $\frac{|V(G_i)|}{K} \leq \frac{n}{K^{c+1}}$ vertices and density at least $(e_3')^{i+1}d$.

However, this is a contradiction: for $I = \lfloor \sqrt{\log n} \rfloor$, the graph $G_I$ has less vertices than its density. Therefore, $G$ must contain a tight cycle.

\section{Concluding remarks}

In this paper we proved that an $r$-uniform hypergraph $\mathcal{H}$ on $n$ vertices with $dn^2$ edges, where $d \geq e^{c\sqrt{\log n}}$, contains a tight cycle of length at most $O((\log n)^2)$. Our proof can be also used to show that one can find a cycle of any specific length $L$, divisible by $r$, such that $\Omega((\log n)^2) < L < d^{-O(\sqrt{\log n})}$. To achieve this, one needs just to follow the remark after Lemma 4.4 and its consequences.

It is very plausible that our approach works also when $d$ is polylogarithmic in $n$. The only place in our paper that requires larger degree comes from Lemma 5.2. It seems that after taking a random partition of the sets $A_1, \ldots, A_r$, the graphs $G_1$ and $G_2$ should also have good expansion properties. If this is the case, then one can show that $\text{ex}(n, C^{(r)}) = n^{r-1}(\log n)^{O(1)}$. On the other hand, in order to prove $\text{ex}(n, C^{(r)}) = O(n^{r-1})$, one seems to need new ideas.

Finally, let us mention a related conjecture of Conlon, see [14], about the extremal number of tight cycles of given constant length. Let $C^{(r)}_\ell$ denote the $r$-uniform tight cycle of length $\ell$.

**Conjecture 7.1.** There exists $c = c(r) > 0$ such that for every $\ell \geq r + 1$ which is divisible by $r$, we have $\text{ex}(n, C^{(r)}_\ell) = O(n^{r-1+\frac{1}{\ell}})$.

Note that, it is essential that $r$ divides $\ell$. Otherwise a complete $r$-partite $r$-uniform hypergraph shows that the extremal number is $\Omega(n^r)$. For $r = 3$, a solution of the above conjecture gives an improved upper bound on the maximum number of edges in a subgraph of the hypercube $\{0, 1\}^n$ that contain no cycle of length $4k+2$ for large $k$. See [3] for connection between these two problems.
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