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Abstract—In training machine learning models for land cover semantic segmentation there is a stark contrast between the availability of satellite imagery to be used as inputs and ground truth data to enable supervised learning. While thousands of new satellite images become freely available on a daily basis, getting ground truth data is still very challenging, time consuming and costly. In this paper we present Embedding Earth a self-supervised contrastive pre-training method for leveraging the large availability of satellite imagery to improve performance on downstream dense land cover classification tasks. Performing an extensive experimental evaluation spanning four countries and two continents we use models pre-trained with our proposed method as initialization points for supervised land cover semantic segmentation and observe significant improvements up to 25% absolute mIoU. In every case tested we outperform random initialization, especially so when ground truth data are scarce. Through a series of ablation studies we explore the qualities of the proposed approach and find that learnt features can generalize between disparate regions opening up the possibility of using the proposed pre-training scheme as a replacement to random initialization for Earth observation tasks. Code will be uploaded soon at https://github.com/michaeltrs/DeepSatModels.

I. INTRODUCTION

In recent years an increasing number of organizations have placed emphasis on the use of Earth observation (EO) data and machine learning technologies as a means to partially automate or enhance their capacity in setting, monitoring and reporting the progress made on their associated goals and targets. Such technologies could be applied for projects ranging from global scale to benefiting targeted communities in need [1]. The United Nations (UN) aim at using remote sensing data for monitoring sustainable development goals [2]. In the European Union (EU) part of the Common Agricultural Policy (CAP) objectives is the use of remote sensing tools for the automation and monitoring of CAP allocations and sustainability targets [3]. In Africa the use of satellite imagery for crop yield prediction and early detection of pests and plant diseases could lead to almost real time monitoring of food supplies and the prevention of potential shortages [4].

At the same time driven by potential benefits an increasing number of EO satellites are getting launched collecting data for Earth systems and monitoring the variability in natural and built environments. For Sentinel-1/2 satellite missions alone the total amount of data available to download has already reached the Petabyte scale. This plethora of input data is in stark contrast to the difficulty of obtaining ground truth annotations, especially at the scale required to make the most out of supervised deep learning algorithms which have revolutionized computer vision [4], [5], [6]. Compiling ground truth datasets for EO tasks involves the collection of data either through the deployment of field missions or the development of platforms for crowd sourcing data [7]. Both solutions are time consuming and costly especially so for remote and difficult to access regions.

This imbalance necessitates the development of techniques for learning without annotations that can leverage the large amounts of readily available available EO data. In this paper, we propose such a method for self-supervised learning of dense representations. Our key contributions are the following:

1) we design a system for end-to-end self-supervised visual pre-training at the pixel level. Finetuning the pre-trained models on land cover semantic segmentation we observe significant improvements up to 25% absolute mIoU compared to our baselines. Benefits are particularly pronounced for datasets containing relatively few annotations.

2) through a series of ablation studies we explore the method hyperparameter space and derive conclusions about how the size and qualitative characteristics of the pre-training set affect downstream segmentation performance. We find that increasing the size of the pre-training set, either by extending the Period of Interest (POI) or the Area of Interest (AOI), generally improves downstream segmentation performance.

3) we find no performance deterioration when initializing from a model pre-trained in a different region than the AOI of the downstream segmentation task, e.g. pre-training a model on a different country compared to pre-training using at the same AOI as the annotated dataset. This observation opens the possibility for the general use of such pre-trained models as initialization points for land cover segmentation tasks. We make the pre-trained models used in this study publicly available together with code for replicating the experiments presented here.

II. RELATED WORK

A. Beyond random initialization of model parameters

When training DNNs an unfavourable initialization of model parameters can lead to several problems such as parameter saturation and very slow convergence to a good solution [8]. Several works have proposed techniques for stabilizing the training dynamics making it possible to train deeper architectures that lead to improved DNN performance overall [8], [9], [10], [11]. Beyond these insights regarding parameter initialization it has been found that rather than randomly initializing network parameters for every new task, using the
weights of a model previously trained on a different domain can in many cases improve performance. Transfer Learning revolves around this idea: how to transfer knowledge which has been learnt into one source domain to another downstream target domain. A common practice for training DNNs for vision related tasks has been to use models trained on large scale image classification datasets, e.g. ImageNet [12] as an initialization point for downstream tasks [13]. For this setting to work knowledge learnt during pre-training needs to be general enough to find some application in the target domain. In that spirit it is convenient if there is some overlap between the semantic objects found in the pre-training and target domain datasets. Another approach following similar principles is to use un/self-supervised training prior to fine-tuning a network into the target domain. This approach has also been shown to improve performance [14] and has two distinct advantages compared to supervised transfer learning. First, unlabelled data are inexpensive to obtain making it easier to compile large scale datasets which contain significant variation and can be used to train models that generalize well to unseen data. Secondly, it makes it possible to compile a dataset and derive a pre-training methodology that is specifically tailored to the target domain and task. For dense classification tasks with remote sensing imagery our proposed method follows the latter approach of self-supervised pre-training. The main reason for this choice is the difficulty of obtaining annotations at high resolution over very large AOI and the inability of land cover classification models to generalize from one region to another as has been empirically shown in previous studies [15], [16].

B. Metric learning

The main goal of metric learning is to express the similarity between different inputs by use of a distance metric over their encoded representations. For training DNNs the most commonly encountered framework for applying metric learning is to use Siamese Networks trained with a Contrastive loss function. Siamese Networks employ two copies of the same network used to process two inputs of known semantic similarity and obtain their respective encodings. Popular applications involve signature [17] and face [18] verification and one-shot image recognition [19]. A contrastive loss function is designed for reducing the distance between encodings of inputs characterized by similar semantics (positive pairs) and increasing the distance between pairs with different semantics (negative pairs). Originally introduced for face verification [18] there has recently been a resurgence of Contrastive learning methods in computer vision as a means for learning a useful embedding space and to enhance the discriminatory capacity of DNNs on downstream tasks. The method can be applied in either a fully supervised manner [20], [21], [22], [23], [24] or, by choice of a suitable pretext task, as a self-supervised learning task [25], [26], [27].

C. Self-supervised learning for vision tasks

Before computer vision self-supervised learning approaches have driven a revolution in natural language processing (NLP). Models pre-trained on a large corpus of text significantly outperform their counterparts trained only using annotated data [28], [29], [30]. These methods typically employ autoencoders [31], [32], [33], [34] and in particular the masked autoencoder framework [35] in which part of the input is hidden and the learning task is to predict that in the output. For successfully doing so the model is expected to learn some underlying structure of the data and thus learn about the data space without requiring annotations. Several works in computer vision have used the same framework. Applying the BERT criterion [28] on natural images [36] hide and subsequently predict a fixed ratio of pixels in an autoregressive manner. Contrastive Predictive Coding (CPC) [26], [37] uses autoregressive modelling to predict the future in latent rather than input space. While this framework naturally suits problems involving sequential data a variety of problems can be formulated using this framework, e.g. for image classification an image can be seen as a series of patches extracted from a predefined grid. A recently popularized framework for self-supervised learning in vision involves using instance discrimination [25] as a pretext task. Instance discrimination assumes that each sample in a training set belongs to a class of each own and the training task involves learning to discriminate each sample from all other samples. In a contrastive learning setting two different views of the same sample, obtained by data augmentation, should be mapped nearby in embedding space while all other inputs should be contrasted. We note how this framework does not require any annotations, the identities of the training samples alone are used to define a set of classes. In that spirit [25], [27], [38], [39], [40] use the instance discrimination task and variants of Noise Contrastive Estimation (NCE) loss [41]. They manage to learn high quality embedding spaces judged by the capacity of a linear classifier to separate produced embeddings into classes when trained on annotated data. These methods have contributed to closing the gap in the discriminative power between models trained in a fully supervised and self-supervised manner. It is generally agreed that comparing with a large number of negative pairs is required for a successful implementation. In [27], [38] this is achieved by use of a very large batch size. However, this imposes a requirement for large accelerator memory. To decouple the number of negative samples from the mini-batch size, allowing it to be large, [25] keep encodings for every sample in the training set in a memory bank which is updated when the same sample is encountered during each epoch. In the same spirit [39], [40] maintain a dynamic dictionary of encodings as a fixed size data queue. Our method uses the latter approach which is found to improve performance without the need of large batch sizes. Also, strong data augmentation and the addition of a separate 2-layer predictor network for obtaining final embeddings were both shown to improve performance in [27], [40]. In our proposed approach which is designed for use with satellite imagery data augmentation is driven by the characteristics of input domain. Additionally in preliminary experiments the use of a predictor network was not found to improve performance and is avoided in favour of simplicity. All the above works were developed to learn global image representations suitable for image classification. More recently
self-supervised instance discrimination was extended to a dense context in [42], [43]. Both works employ data queues and input augmentation to create two different views of a sample image. Positive pairs are obtained by sampling from a set of pixels in correspondence between the two views. While [42] keep track of augmentation parameters to derive pixel correspondences [43] opt to learn correspondences as a separate process during training. Additionally, [43] add a loss component on global features which they show to stabilize the learning process. Our work is more similar to [42] in that we only use local features and calculate explicit pixel correspondences. In contrast to both works we formulate our loss function to include pixels from the same sample into the set of negative pairs and extend the data augmentation module for use with image time-series.

D. Land cover semantic segmentation using satellite imagery

Land cover semantic segmentation aims at classifying each location found in a satellite image, or a set of images, as one out of a predefined number of land cover types. The same techniques for training DNNs that have lead to significant advances in computer vision community have been consistently shown to outperform previous remote sensing based approaches either using single images [44], [45] or image time series of [46], [47], [48], [49]. However, the domain of satellite images is fundamentally different from that of natural images requiring special treatment for successful model training. For example while it is possible to compile large scale datasets of natural images from a variety of image sensors this is not possible with remote sensing data as satellite sensors are expensive to set in orbit and exhibit more variation between one another than RGB sensors do, e.g. in terms of resolution and image bands. As such most trained models tend to be sensor dependent. Moreover, regional variations in atmospheric conditions, land geometry and land cover types hinder the generalization capability of models trained with full supervision [15], [16] and obtaining large scale ground truth annotations at a scale that would make generalization possible has not been achieved thus far.

Tackling semantic segmentation of crop types from time series of satellite images [47] exploit the spatial temporal nature of the inputs and propose the use of CRNN framework [50] in which fully connected RNN layers are replaced by 2D convolutional layers. Improving their results [48] first process each image individually by a 2D CNN before applying a CRNN backend and also test a fully convolutional 3D-UNET [51]. Both models achieve similar performance. Exploring the use of pre-training methods [24] use a fully supervised contrastive criterion to model the relationship between each pixel and its local spatial context. Their work shows improvements over the aforementioned studies [47], [48] while exhibiting significant performance gains along parcel boundaries. Using [52] use the BDL framework [53] for semantic segmentation adversarial domain adaptation to improve the performance between static RGB images obtained from different satellites. In the self-supervised space [54] use the BERT criterion on time series of satellite images improving the performance of randomly initialized baselines. Their approach only uses individual pixels and thus does not perform joint spatio-temporal modelling which is a goal of this study. For static images [55] use semantic inpainting [56] for overhead scene parsing, road network extraction, and land cover estimation.

III. Proposed approach

Our proposed method can be categorized as a dense instance discrimination pretext task. In particular we make the assumption that pixels corresponding to the same location over the span of a POI correspond to the same land cover type. Thus, we force extracted features corresponding to the same location under different views in space and time to be similar. At the same time we assume that no two locations have the exact same characteristics, thus, we optimize our feature extractor such that features extracted at different locations are dissimilar irrespective of view. Overall our training pipeline includes the following components:

1) a stochastic data augmentation module \( r(\cdot) \) is used to extract two different views for every sample in a mini-batch of image time series.
2) queries and keys encoder functions \( f_k(\cdot), f_k(\cdot) \) extract pixel level encodings for each respective view.
3) a dense correspondence module \( \Phi(\cdot) \) is used to find pairs of pixels corresponding to the same location from the two views (positive pairs). All other pairs are considered to be negative pairs,
4) a data queue \( K \) in which key encodings from the current mini-batch are enqueued while these from the oldest one are dequeued.
5) a contrastive loss function \( L(\cdot) \) is used to encourage extracted encodings from positive pairs to be close in embedding space and far for all negative pairs.

All model components are presented schematically in Fig.1

and in Python pseudocode in Listing 1. In the following sections we describe each component individually.

A. Extracting different views

To ensure an efficient implementation our data augmentation module is decomposed into two separate modules \( r = r_b \circ r_s \) at the sample and batch levels. Separately for each sample \( x_i \in \mathbb{R}^{T_i \times H \times W \times C} \) in a mini-batch \( X = \{x_i, i \in \{1, ..., N\} \} \) the sample level module extracts two views \( x_i^{qs}, x_i^{ks} = r_s(x_i) \in \mathbb{R}^{T \times H \times W \times C}, T < T_i \) sampling randomly in time. Outputs are concatenated into two separate mini-batches. For each of the two mini-batches the batch level module \( r_b \) uses random augmentation parameters \( \phi^q, \phi^K \) to extract two random crops \( x_i^q = r_b(x_i^{qs}, \phi^q), x_i^K = r_b(x_i^{ks}, \phi^K) \in \mathbb{R}^{T \times H_{cr} \times W_{cr} \times C} \) while at the same time performs random horizontal and vertical flipping. In practice the augmentation parameters include the top-left coordinates of the crop, the crop size and whether the image was flipped in either dimension. The probability of flipping is set to 0.5 in each dimension. The choice of crop size \( H_{cr} \times W_{cr} \) w.r.t. the initial size of the images \( H \times W \) is made such that there is a minimum overlap area \( A_{min} \) between the two crops to facilitate the extraction of positive pairs for training as described next.
Figure 1: Overview of the proposed pre-training framework. Bottom to top: An input time series is processed by the sample ($r_s$) and batch ($r_b$) level augmentation modules to produce the inputs for the queries ($f_q$) and keys ($f_k$) encoders. The correspondence module $\Phi$ retrieves pixels in correspondence $y^{q+}$ and $y^{k+}$ from extracted embeddings $y^q$ and $y^k$ which are used to form positive and in-sample negative pairs. These features, together with the data queue $Y_{queue}$, are used to derive the current loss. Backpropagation is applied only for the queries encoder. After parameter update the earliest encodings are dequeued and $N_{queue}$ randomly sampled embeddings $y^k$ are enqueued.
B. Feature extraction

For a backbone \( g : \mathbb{R}^{T \times H_{cr} \times W_{cr} \times C} \rightarrow \mathbb{R}^{H_{cr} \times W_{cr} \times D} \) extracted dense features are further processed by a projection head \( h : \mathbb{R}^{H_{cr} \times W_{cr} \times D} \rightarrow \mathbb{R}^{H_{cr} \times W_{cr} \times D} \) which consists of a \( 1 \times 1 \) convolutional layer followed by a ReLu activation followed by a final \( 1 \times 1 \) convolutional layer. The complete network \( f = h \circ g \) is initialized as queries encoder \( f_q \) and its parameters are copied to produce the initialization point for the keys encoder \( f_k \). Both are used to obtain final dense embeddings \( y_q^i = f_q(x_i^q), y_k^j = f_k(x_i^k) \in \mathbb{R}^{H_{cr} \times W_{cr} \times D} \). After pre-training the projection head is discarded and a linear layer is added to project the final embedding to a space with the appropriate dimensionality.

C. Positive and negative pair matching

Positive pairs from the queries and keys encoders are pixels in correspondence between the two views. To find them we keep track of applied data augmentation parameters \( \phi^q, \phi^k \) during each training step which we feed to a correspondence module \( \Phi \) to get \( N^+ \) randomly sampled positive pairs \( q_i, k_i = \Phi(y_q^i, y_k^j, \phi^q, \phi^k, N^+) \in \mathbb{R}^{N^+ \times D} \) from the total number of pixels in correspondence. \( N^+ \) is a hyperparameter which defines the number of positive pairs per training sample. Furthermore, we randomly sample another \( N^\text{queue} \) locations from the encoded keys to obtain the negative pairs \( k_i^\text{queue} \in \mathbb{R}^{N^\text{queue} \times D} \) which are enqueued in our keys data queue \( K \in \mathbb{R}^{M \times D} \). Enqueuing and dequeuing \( K \) takes place after weights are updated during each training step to avoid to possibility to to include positive pairs into the data queue.

D. Loss function

To learn an instance discriminative feature space we need a loss function that encourages the each encoded query \( q_j \) to be similar with its corresponding key \( k_j \) and dissimilar with all other in-sample keys \( k_i, i \neq j \) and query keys \( K_i \). For this purpose we use the loss function from \([25, 26]\) which takes the following form for our pretext task.

\[
L = - \sum_{j=1}^{N} \log \frac{\exp(q_j k_j / \tau)}{\sum_{i=1}^{N} \exp(q_j k_i / \tau) + \sum_{i=1}^{M} \exp(q_j K_i / \tau)}
\]

where \( \tau \) is a temperature hyperparameter that controls the concentration of the probability distribution imposed by the SoftMax layer \([57, 58]\) and \( M \) is the size of our data queue. The similarity between encodings is measured by their dot-product. We note that all elements of \( q, k, K \) are normalized by their \( L^2 \)-norm prior to application of eq.1. It is interesting to view eq.1 as a non-parametric version of the Cross-Entropy Loss function with a SoftMax classifier in which \( k_j \) is the true class of \( q_j \).

E. Parameter update

While the MoCo mechanism proposed in \([39]\) effectively decouples the number of negative samples from mini-batch size it also makes it impossible to update the parameters of the keys encoder via back-propagation as the hidden layer features are discarded to reduce memory requirements. An obvious choice would be to only use a single encoder network and use it for getting both queries, keys and to update the queue values. However, in \([59]\) it was noted that this approach yields poor performance in practice. This is attributed to the fact that a fast parameter update of the encoder practically renders earlier queue elements inconsistent with the current mini-batch for similarity training. To counter both problems they propose the following methodology which we also employ in this paper. Both queries and keys encoders are initialized with the same parameters. At each training step only the parameters of the queries encoder are updated by back-propagation while the parameters of the keys encoder are updated as an exponential moving average of the queries encoder.

\[
\theta_q \leftarrow \theta_q - \alpha \nabla_{\theta_q} L
\]

\[
\theta_k \leftarrow m \theta_k + (1 - m) \theta_q
\]

Where \( \theta_q, \theta_k \) are the parameters of the queries and keys encoders, \( \alpha \) is the learning rate and \( m \in [0, 1) \) is the momentum coefficient. This way it is possible to differentiate \( f_q \) from \( f_k \) while at the same time \( f_k \) evolves much slower allowing earlier batches maintain their contribution to the loss function.

IV. Experiments

In all experiments presented our aim is to test the benefit of the proposed pre-training method as an alternative to random initialization for dense land cover classification. All experiments take the following form:

1) a baseline performance for a model of choice and dataset is obtained by randomly initializing the network parameters and training with full supervision
2) the same network architecture is trained with the methodology presented in section III starting from random initialization using a large amount of unlabelled data \((N_{\text{pretrain}} \geq N_{\text{train}})\). The pre-trained model is then used as the initialization point for fully supervised end-to-end training using the same protocol as in step 1.

For each experiment we denote both the pre-training and training datasets. The names of the training sets include a country code and a number indicating the logarithm of the subsampling ratio w.r.t. the total number of samples available for each respective country. For example dataset DEU0 includes all training samples in Germany (subsampled at a ratio of \(2^{-6} = 1\)) while dataset GHA5 includes \(2^{-5} = \frac{1}{32}\) of the number of data available in Ghana. For all datasets we perform an ablation study by varying the amount of available data.

plots for a quick visual interpretation of results. Detailed performance metrics can be found in Appendix C.
Figure 2: AOI in Germany. Solid lines denote the annotated AOI while dashed lines denote the area covered by DEU-base and DEU-time pre-training data.

Figure 3: AOI in France. Solid lines denote the annotated AOI while dashed blue lines denote the area covered by FRA-space pre-training data. FRA-base and FRA-time datasets cover the same AOI as the annotated dataset.

Figure 4: AOI in Ghana. Solid lines denote the annotated AOI while dashed lines denote the area covered by GHA-base pre-training data.

Figure 5: AOI in S.Sudan. Solid lines denote the annotated AOI while dashed lines denote the area covered by SSU-base and SSU-time pre-training data.

Table I: Pretraining datasets. $N_t$: number of Sentinel-2 tiles, $N_y$: number of years, $N_s$: number of samples, $D_{sample}$: resolution of images before data augmentation, $D_{crop}$: resolution of training images after data augmentation

| Name   | $N_t$ | $N_y$ | $N_s$ | $D_{sample}$ | $D_{crop}$ |
|--------|-------|-------|-------|--------------|------------|
| FRA-base | 1     | 1     | 51,984 | 48X48        | 32X32      |
| DEU-base | 1     | 1     | 117,649 | 32X32       | 24X24      |
| GHA-base | 1     | 1     | 11,733  | 100X100     | 64X64      |
| SSU-base | 1     | 1     | 11,881  | 100X100     | 64X64      |
| FRA-space | 3     | 1     | 150,232 | 48X48       | 32X32      |
| FRA-time  | 1     | 3     | 152,438 | 48X48       | 32X32      |
| DEU-time  | 1     | 3     | 351,947 | 32X32       | 24X24      |
| SSU-time  | 1     | 3     | 35,643  | 100X100     | 64X64      |

Table II: Training datasets. $N_y$: number of years, $N_s$: number of samples, $N_{cl}$: number of classes, $D_{sample}$: resolution of images before data augmentation

| Name   | $N_y$ | $N_s$ | $N_{cl}$ | $D_{sample}$ |
|--------|-------|-------|----------|--------------|
| FRA-train | 1     | 26,106 | 13       | 48X48        |
| FRA-eval | 1     | 4,098  | 13       | 48X48        |
| DEU-train | 1     | 27,053 | 17       | 24X24        |
| DEU-eval | 1     | 8,391  | 17       | 24X24        |
| GHA-train | 1     | 2,423  | 5        | 64X64        |
| GHA-eval | 1     | 1,616  | 5        | 64X64        |
| SSU-train | 1     | 3,510  | 6        | 64X64        |
| SSU-eval | 1     | 2,344  | 6        | 64X64        |

A. Datasets

Experiments are performed with publicly available data from four different AOI in Germany (DEU), France (FRA), Ghana (GHA) and S.Sudan (SSU). Annotated data were obtained from the original studies. For downloading and extracting data without annotations for self-supervised training we use the DeepSatData pipeline [59]. The choice of...
The FRA-space dataset consists of tiles T31TFM for year 2016 while the FRA-time dataset extends that for years 2018 and 2020. Both datasets in Europe contain all 13 Sentinel-2 bands plus an additional day of year (doy) parameter indicating the day of the year normalized in \([0,1]\]. Subsampling was performed uniformly in space such that even the smallest datasets cover the entire AOI. The locations of data for Germany and France are shown in Figs.2, 3.

For experiments in Africa we used the Ghana and South Sudan datasets from [48] shared by the Radiant Earth Foundation\(^4\) For Ghana we selected the 4 most popular crop types found in the AOI (ground nut, maize, rice and soy bean). The training and evaluation data span the 2016 growing season. The GHA-base dataset consists of tile T31PZR for year 2016. In South Sudan we selected 6 land cover types out of the most populated land cover types found in the data (bush, bare soil, forest, shrubland, grasslands and meadows, wetland) for the 2017 growing season. The SU-base dataset consists of tile T35PMK for 2017 while the SU-time dataset extends that to years 2018 and 2020. Data in Ghana cover a relatively small AOI while data in South Sudan cover a very large AOI which spans the entire country. Both datasets are quite sparse both in terms of parcel locations (the average distance between parcels is large) but also in terms of ratio of foreground to total number of pixels (few foreground pixels w.r.t. total). The locations of data for Ghana and South Sudan are shown in Figs.4, 5. Both African datasets contain 10 Sentinel-2 bands plus an additional doy parameter. We note that in order to protect privacy both datasets do not include information on the location of agricultural parcels. As such splitting the data into train and evaluation sets was performed randomly in space while ensuring that all datasets maintain an equal ratio from every class. We also note that for privacy preservation purposes the input satellite images in both datasets include some random noise component making them sub-optimal for image classification purposes.

---

Listing 1: Pseudocode of proposed pre-train task in a PyTorch-like style.

```python
# f_q, f_k: encoder networks for query and key
# r: data augmentation module
# queue: queue of K keys (KxD)
# m: momentum
# t: temperature
# f_k.params - f_q.params # initialize
for x in loader: # load a minibatch of B samples
    # augment and retain augmentation information
    x_q, aug_q = r(x) # BxTxFxHxW
    x_k, aug_k = r(x) # BxTxFxHxW
    # extract queries and keys
    q = norm(f_q(x_q)) # BxKxHxW
    k = norm(f_k(x_k)) # BxKxHxW
    q, k = k.detach() # no gradient to keys
    # rand sample N pixels/sample in correspondence
    q, k = sample_c(q, k)
    # in-sample positive and negative logits
    l_ins = einsum('nc,kc->nk', [q, k]) # BXN
    # queue positive and negative logits
    l_neg = einsum('nc,kc->nk', [q, queue]) # BNXK
    # positives are diagonal of l_ins
    labels = range(B*N)
    # contrastive loss eq.1
    loss = CrossEntropyLoss(logits/t, labels)
    # momentum update for query network
    loss.backward()
    f_k.params = m*f_k.params+(1-m)*f_q.params
    # update queue for current minibatch
    enqueue_and_dequeue(queue, k)

    # SGD update for query network
    loss.backward()
    f_k.params = m*f_k.params+(1-m)*f_q.params
    # update queue for current minibatch
    enqueue_and_dequeue(queue, k)
```

---

\(^3\)https://www.data.gouv.fr/en/datasets/registre-parcellaire-graphique-rpg-contours-des-parcelles-et-iles-culturaux-et-leur-groupe-de-cultures-majoritaire

\(^4\)https://mlhub.earth/
Figure 6: Germany - mIoU at evaluation set.

Figure 7: France - mIoU at evaluation set.

Figure 8: Ghana - mIoU at evaluation set.

Figure 9: S.Sudan - mIoU at evaluation set.

than to overcome limitations imposed by accelerator memory. Further details can be found in Appendix [5]

C. Comparison with random initialization

We present a comparison between models starting with random parameter initialization and those pre-trained using the base datasets. Results are presented in Figs[6, 7, 8, 9] respectively for Germany, France, Ghana and S.Sudan. Overall, as expected, we observe evaluation performance to drop with decreasing number of samples in the training datasets. Additionally, pre-trained models are shown to outperform their counterparts in every case tested with no exception. From the horizontal distances between the pre-trained and random initialization curves it appears that pre-training has an equivalent effect with doubling the amount of training data. There is a general trend for pre-training to have a more significant benefit in the smaller annotation space. However, that is not always the case. For example in Germany performance seems to improve more on medium size (DEU3, DEU4) rather than the smallest datasets. We also note that pre-training performance gains are smaller on the African datasets. Potential reasons could be the inclusion of noise in the training datasets which introduces a gap between pre-training and training data or the large cloud cover which affects both pre-training and final segmentation training.

D. Comparison with state-of-the-art pre-training

We compare EmbeddingEarth with the recently proposed CSCL method [24] for supervised visual pre-training. While our method does not require ground truths for the pre-train task CSCL depends on provided annotations. As such, to ensure a fair comparison, CSCL pre-trained models only use the amount of annotations available in each training set, e.g. FRA2 segmentation model is initialized by a model pre-trained on FRA2. Results are presented in Figs[6, 7, 8, 9] respectively for Germany, France, Ghana and S.Sudan. We observe decreasing performance gains for CSCL in smaller size datasets which is expected given that the size of the pre-training set matches the training set size. Our method exhibits a much gentler performance degaradation w.r.t. the dataset size and outperforms CSCL in every case apart from the largest datasets for France (FRA0-FRA2).
E. Analysis of results

We find that improvements are generally evenly distributed among classes and pixel location within a parcel. In Fig. 10 we show confusion matrices for the DEU4 dataset and compare per class performance for random initialization of parameters and DEU-base pre-training. Similar confusion matrices for all countries can be found in Figs. 16, 17, 18, 19 in Appendix C. We observe improvements for all classes in Germany and the majority of classes elsewhere. In France Ghana and S.Sudan there are few classes for which random initialization performs better, however, overall improvement is always higher for the pre-trained models. We also distinguish between performance improvement at parcel interior vs boundary locations. For this purpose a boundary location is assumed to be any location which does not share the same class as all of its $3 \times 3$ local neighbourhood. Results are plotted in Fig. 11 for Germany. Additional plots for all countries can be found in Figs. 20, 21, 22, 23 in Appendix C. We observe similar improvement at both interior and boundary locations which is different from the findings of [24] whose pre-training task lead to greater performance gains at the boundaries.

F. Ablation studies

In this section we present results from a series of ablation studies to assess how various qualities of the pre-training affect final segmentation performance.

For deciding on a value for the temperature scaling parameter $\tau$ (eq. 1) we explore how various $\tau$ values affect performance. We test typically used values close to $0.07$ used in the original implementation of MoCo [39]. Results are shown in Fig. 12. Overall most temperature parameter values appear to lead to similar performance on semantic segmentation apart from $\tau = 0.03$ which seems to significantly lag on smaller size datasets. The choice of $\tau = 0.10$ for the remaining experiments was made because this parameter was found to be a good performer in most cases and is close to the values typically used in MoCo.

It is of interest to find what is the optimum number of pre-training steps. To find out we are sampling initialization values at various stages during pre-training and compare downstream segmentation performance. Results are presented in Fig. 13. Overall we observe that even minimal pre-training for 10 epochs improves over random initialization in every case and performance continues to improve with more pre-
training. This suggests that the selected number of 100 epochs might be sub-optimal and more steps could lead to better performance in practice.

Next we want to assess the generality of pretrained features. By mixing pre-training and finetuning regions we assess the importance of pre-training at a different location than that of the downstream task. More specifically we swap the initializations between each set of countries in Europe and Africa. Results using the swapped datasets for Germany, France, Ghana and S.Sudan can be seen in Figs[6,7] and Figs[8,9]. We find that swapping locations has little to no effect over downstream segmentation performance and in numerous cases we obtain improved performance using an initialization point from a different country. This suggests that the reason our pre-training scheme improves performance is not just because the network learns the instance discrimination task for a particular region. This is also in contrast with the tendency of fully supervised land cover segmentation models not to generalize to completely new regions. To our knowledge this is the first method exhibiting that quality. More importantly it opens the possibility to pre-train and collect a set of initialization values for popular land cover identification models and use these instead of random initialization for downstream tasks. This method has been very successfully applied to other computer vision problems such as object detection and semantic segmentation using ImageNet [12] pre-trained initializations for faster training and improved performance.

Figure 14: France. Train loss during pre-training.

So far we have seen that we get stronger improvements compared to the randomly initialized baselines for small size training datasets. In a similar spirit, here we assess the significance of the size of pre-training datasets in segmentation performance. We compare the results obtained using the base datasets with the time and space datasets from Table 4. Additionally, we want to assess the relative importance of using more locations for a given period of time compared to a longer period for a given set of locations. Results are presented in Figs[6,7]. We note a general trend for time pre-trained models to outperform both base and space pre-trained ones when using the default 67k data queue. Using a larger pre-training AOI does not appear to offer any benefits and models pre-trained with FRA-space are in most cases outperformed by FRA-base models. This indicates that pre-training over a larger AOI than that of the training set (Fig3) can hinder downstream model performance. However, it was previously shown that pre-training at a different location does not affect performance which raises the question why using a pre-train dataset covering larger regions does not offer any improvement. One reason could be that the size of the examined datasets is already large enough to achieve most of the benefits of pre-training. Another possibility is that the larger the area covered by a pre-training dataset the easier the objective function becomes to optimize as queue encodings correspond to increasingly disparate locations and are easier to distinguish from the query vectors. We present some empirical evidence towards the latter reason in Fig[14] where we plot the train loss for pre-training in France and observe lower values for the FRA-space dataset consistently during training indicating an easier optimization objective. Furthermore, we perform pre-training by tripling the size of the data queue to size 201k. Increasing the size of the queue introduces a tradeoff between including more diversity in the negative samples and increasing the duration (in training steps) an encoding spends in the queue. More diversity is achieved simply because encodings from more locations are included in the queue and thus as negative pairs in the loss function (eq1). The number of negative pairs has been previously shown to improve the quality of learnt features is contrastive learning [39, 27]. However, increasing the duration an encoding spends in the data queue means that currently encoded queries are being compared with encodings from earlier instantiations of the keys encoder which might not be as relevant during the current training step. In our case training with a 201k data queue is found to be a more difficult pre-training optimization objective (Fig[14]). From Fig[7] we observe an improvement in performance for the space dataset but not for the time dataset.

We have shown the benefits of the proposed pre-training scheme w.r.t. random initialization. Another option is to use a previously trained supervised land cover segmentation model as an initialization point for a new region. To recreate a realistic scenario in which we have a large labelled dataset in a source country and we want to train for a target country we use the best model trained with the largest dataset in each respective country, i.e. DEU0, FRA0, GHA0, SSU0, as the initialization for another country in the same continent. Results are shown in Figs[6,7,8,9]. In all cases self-supervised initializations outperform the fully supervised ones. In terms of the observed differences the results are mixed. For Germany and S.Sudan the differences with self-supervision are significant, the fully supervised initializations are closer to the random rather than the self-supervised ones. For France and Ghana the differences are not as significant.

In most cases, we observe a smaller benefit of supervised pre-training over random initialization for the larger training datasets and some benefit for the smaller datasets. An exception to pattern is Ghana in which the benefit is almost constant for all dataset sizes.

V. CONCLUSION

In this paper we presented a self-supervised pre-training methodology for land cover semantic segmentation tasks using
time series of satellite images. To assess the merits of our approach we performed a large scale study using Sentinel-2 images from four countries in Europe and Africa. In every case tested we found significant improvements up to +25% absolute mIoU over random initialization and showed improvements over fully supervised pre-training. Additionally we have shown that the learnt features generalize equally well to unseen regions significantly improving downstream segmentation performance in different countries than the ones used during pre-training. Because of this we see our work opening a new direction in land cover segmentation making it possible to use a set of pre-trained model weights for high performing segmentation models as initialization points for EO related downstream tasks similar to how pre-trained models have been used in computer vision tasks. The Embedding Earth pretext task does not use any annotations, thus, it is not in any way restricted to learning a particular type or land cover but is a system for extracting features characteristic of the spatiotemporal patterns of the input image time series. As a result, although not tested in tasks other than land cover segmentation, we expect pre-trained initialization points to be beneficial for other EO tasks including but not limited to dense classification such as object detection and dense regression. We leave these possibilities as a topic for future research.

APPENDIX A

DATASET CLASS DISTRIBUTIONS

In Fig.[15] we present normalized pixel counts (pixel count for each class divided by total) for all training datasets in the four countries tested. By design we maintain a similar distribution of pixel counts is maintained for all datasets in each country. Only smaller size datasets exhibit some limited variation from the average distribution which can be attributed to their limited size, i.e. winter barley in DEU7. In the legend we also show the ratio of foreground to overall pixels for each dataset. Note how this value is significantly lower for the Arican compared to the European datasets as a result of the data sparsity in Ghana and S.Sudan.

APPENDIX B

TRAINING IMPLEMENTATION DETAILS

Pre-training details. All models were pre-trained using the SGD optimizer with momentum 0.9 and a learning rate 0.0001 reduced by ×10 at epochs 40 and 60. Unless otherwise indicated the temperature parameter for eq[1] is set to 0.10, the size of the keys queue is set to 67,200 and we always sampled 32 pixels in correspondence between views to use as positive pairs. The batch size was set to 60 for datasets in Europe and 30 for datasets in Africa. All models were pre-trained for 100 epochs in Europe and 200 epochs in Africa. We chose to train for more epochs in Africa because the number of samples in the pre-training set was reduced as a consequence of the larger sample size (100 pixels compared to 48 for France and 32 for Germany). The crop size during pre-training was selected such that it matched the sample size of the respective segmentation dataset. France is an exception to this rule as models there were pre-trained with crop size 32 while the dataset from [24] contains samples of size 48. We have empirically found this not to be significant for final segmentation performance as there are cases where models pre-trained in Germany with much smaller crop size outperform models pre-trained in France. Segmentation training details. All models were trained using the Adam optimizer [60] with default hyperparameters β1 = 0.9, β2 = 0.999 and a learning rate 0.0001 reduced exponentially at a rate of 0.975 every two epochs. Details on the total number of epochs and batch sizes used can be found in Table[III] In all cases training hyperparameters were kept constant between runs using the same dataset, e.g. all models trained with the FRA1 dataset use the same training protocol.

| train set | N epochs | batch size |
|-----------|-----------|------------|
| DEU0-3    | 150       | 32         |
| DEU4-5    | 225       | 16         |
| DEU6-7    | 225       | 8          |
| FRA0-3    | 150       | 32         |
| FRA4-5    | 225       | 16         |
| FRA6-7    | 225       | 8          |
| GHA0      | 400       | 16         |
| GHA1-5    | 400       | 8          |
| SSU0-1    | 300       | 16         |
| SSU2-5    | 400       | 8          |

Table III: Segmentation training. Number of epochs and batch size.

APPENDIX C

DETAILED EVALUATION METRICS

Tables [V] [VI] [VII] show detailed evaluation metrics for all runs in Germany, Ghana, France and S.Sudan. We present macro (averaged over classes) accuracy, mIoU and F1 scores and micro (averaged over pixels) accuracy and mIoU. Figs.[16] [17] [18] [19] show confusion matrices for Germany, France, Ghana and S.Sudan respectively. All values of the diagonal are displayed. To avoid cluttering non diagonal values are only displayed if they are greater than 0.05. Figs. [20] [21] [22] [23] present a performance comparison between random and pre-trained initialization for object interior and boundary pixels for Germany, France, Ghana and S.Sudan.
Figure 15: Class distribution among the training datasets. (top-left) Germany, (top-right) France, (bottom-left) Ghana, (bottom-right) S.Sudan. % in legend parentheses is the ratio of foreground to overall pixels for each dataset.
| datasets | macro | micro |
|----------|-------|-------|
| pre-train | train | acc  | iou | F1  | acc  | iou |
| FRA0      | 0.7592 | 0.5485 | 0.7735 | 0.8333 | 0.7142 |
| FRA1      | 0.7564 | 0.5672 | 0.7746 | 0.8345 | 0.7158 |
| FRA2      | 0.7633 | 0.5761 | 0.7769 | 0.8352 | 0.7230 |
| FRA3      | 0.7568 | 0.5672 | 0.7777 | 0.8307 | 0.7104 |
| FRA4      | 0.7652 | 0.5714 | 0.7783 | 0.8344 | 0.7159 |
| FRA5      | 0.7620 | 0.5680 | 0.7848 | 0.8373 | 0.7201 |
| FRA6      | 0.7646 | 0.5697 | 0.7810 | 0.8349 | 0.7241 |
| FRA7      | 0.7540 | 0.5706 | 0.7719 | 0.8312 | 0.7326 |
| FRA8      | 0.7713 | 0.5824 | 0.7873 | 0.8341 | 0.7273 |

Table IV: Results in Germany. * supervised pre-training, † CSCL pre-training [24]

| datasets | macro | micro |
|----------|-------|-------|
| pre-train | train | acc  | iou | F1  | acc  | iou |
| FRA0      | 0.7292 | 0.5275 | 0.7934 | 0.8069 | 0.6773 |
| FRA1      | 0.7498 | 0.5481 | 0.7855 | 0.8158 | 0.6889 |
| FRA2      | 0.7452 | 0.5475 | 0.7552 | 0.823 | 0.6992 |
| FRA3      | 0.7482 | 0.5444 | 0.7746 | 0.7116 | 0.683 |
| FRA4      | 0.7327 | 0.5456 | 0.7561 | 0.8172 | 0.6909 |
| FRA5      | 0.7374 | 0.5518 | 0.7619 | 0.8173 | 0.6941 |
| FRA6      | 0.7487 | 0.5656 | 0.7639 | 0.8265 | 0.7043 |
| FRA7      | 0.7373 | 0.5435 | 0.7514 | 0.8106 | 0.6837 |
| FRA8      | 0.7515 | 0.6575 | 0.7611 | 0.8221 | 0.698 |

Table V: Results in France. FRA-time** and FRA-space** pre-train datasets denote training with 20k size queue. * supervised pre-training, † CSCL pre-training [24]
Table VI: Results in Ghana. * supervised pre-training, † CSCL pre-training [24]

| datasets          | macro     | micro    |
|-------------------|-----------|----------|
|                  | pre-train | train    |
|                   | acc       | iou      | F1    | acc   | iou  |
| GHA-base          | GHA0      | 0.5232   | 0.3737 | 0.3513 | 0.3977 | 0.4252 |
|                   | GHA1      | 0.4554   | 0.3198 | 0.4663 | 0.5506 | 0.3799 |
|                   | SSU-base  | GHA0      | 0.5305 | 0.3822 | 0.5427 | 0.6152 | 0.4380 |
|                   | SSU0      | GHA0      | 0.5373 | 0.3840 | 0.5466 | 0.6381 | 0.4401 |
|                   | GHA0†     | 0.5228 | 0.3804 | 0.5363 | 0.6026 | 0.4312 |
|                   | GHA1      | 0.4554   | 0.3198 | 0.4663 | 0.5506 | 0.3799 |
|                   | SSU-base  | GHA0      | 0.4960 | 0.3435 | 0.4958 | 0.5652 | 0.3939 |
|                   | SSU0      | GHA0      | 0.4765 | 0.3371 | 0.4881 | 0.5620 | 0.3919 |
|                   | GHA1      | 0.4932   | 0.3367 | 0.4862 | 0.5596 | 0.3882 |
|                   | GHA0†     | 0.4558   | 0.3265 | 0.4674 | 0.5542 | 0.3883 |
|                   | GHA1      | 0.4422   | 0.3069 | 0.4514 | 0.5437 | 0.3733 |
|                   | SSU-base  | GHA0      | 0.4357 | 0.2950 | 0.4406 | 0.5246 | 0.3556 |
|                   | SSU0      | GHA0      | 0.437 | 0.2937 | 0.4388 | 0.525 | 0.3559 |
|                   | GHA2      | 0.3845   | 0.2502 | 0.3917 | 0.4795 | 0.3153 |
|                   | GHA3      | 0.4338   | 0.277 | 0.4277 | 0.4908 | 0.3365 |
|                   | SSU-base  | GHA3      | 0.4398 | 0.2821 | 0.4273 | 0.5126 | 0.3446 |
|                   | SSU0      | GHA3      | 0.4008 | 0.2674 | 0.4105 | 0.5003 | 0.3336 |
|                   | GHA3†     | 0.3978   | 0.2622 | 0.4074 | 0.4742 | 0.3108 |
|                   | GHA4      | 0.3517   | 0.2230 | 0.3514 | 0.4482 | 0.2880 |
|                   | GHA5      | 0.3594   | 0.2257 | 0.3577 | 0.4402 | 0.2822 |
|                   | GHA5†     | 0.3594   | 0.2257 | 0.3577 | 0.4402 | 0.2822 |
|                   | GHA5      | 0.3784   | 0.2375 | 0.3646 | 0.4606 | 0.2992 |
|                   | SSU-base  | GHA5      | 0.3836 | 0.2405 | 0.3673 | 0.4674 | 0.3005 |
|                   | SSU0      | GHA5      | 0.3611 | 0.2330 | 0.3622 | 0.4733 | 0.3100 |
|                   | GHA5†     | 0.3522   | 0.2223 | 0.3512 | 0.4420 | 0.2855 |

Table VII: Results in S.Sudan. * supervised pre-training, † CSCL pre-training [24]
Figure 16: Germany - Confusion matrices at evaluation set. From top to bottom: DEU1, DEU4, DEU6 training datasets, left to right: random and pre-trained initialization. Better viewed in color and zoomed in.

Figure 17: France - Confusion matrices at evaluation set. From top to bottom: FRA1, FRA4, FRA6 training datasets, left to right: random and pre-trained initialization. Better viewed in color and zoomed in.
Figure 18: Ghana - Confusion matrices at evaluation set. From top to bottom: GHA1, GHA3, GHA5 training datasets, left to right: random and pre-trained initialization. Better viewed in color and zoomed in.

Figure 19: S.Sudan - Confusion matrices at evaluation set. From top to bottom: SSU1, SSU3, SSU5 training datasets, left to right: random and pre-trained initialization. Better viewed in color and zoomed in.
Figure 20: Germany - mIoU at evaluation set. Comparison between random initialization and pre-training for interior and boundary pixels.

Figure 21: France - mIoU at evaluation set. Comparison between random initialization and pre-training for interior and boundary pixels.

Figure 22: Ghana - mIoU at evaluation set. Comparison between random initialization and pre-training for interior and boundary pixels.

Figure 23: S.Sudan - mIoU at evaluation set. Comparison between random initialization and pre-training for interior and boundary pixels.
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