Instability of solitary waves of the generalized higher-order KP equation
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Abstract
This paper deals with the generalized higher-order Kadomtsev–Petviashvili (KP) equation. The strong instability of solitary wave solutions of this equation will be proved.
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1. Introduction

This paper is concerned with the generalized Kadomtsev–Petviashvili (GKP) equation with higher-order dispersion in the main direction of propagation

\[
\begin{align*}
    u_t + \alpha u_{xxx} + \beta u_{xxxxx} + u^p u_x &= v_y, \\
    v_x &= u_y, \\
\end{align*}
\]

(1.1)

where \((x, y) \in \mathbb{R}^2, t \geq 0\), the constants \(\beta\) and \(\alpha\) are \(\pm 1\) and \(u(x, y, t)\) is a real valued function. Such an equation occurs naturally in the modelling of certain long dispersive waves (cf [1, 10, 11]). The ‘usual’ GKP equation (actually so-called ‘GKP-I’) corresponds to \(\beta = 0\), \(p > 0\) and \(\alpha = 1\); which is, in turn, a two-dimensional version of the generalized KdV (GKdV) equation. To some extent, equation (1.1) can also be considered as a two-dimensional extension of the generalized Kawahara equation (cf [13, 22])

\[ u_t + \alpha u_{xxx} + \beta u_{xxxxx} + u^p u_x = 0. \]

Mathematical interests are concentrated on the well-posedness for the initial value problem associated with (1.1) and the existence of the solitary wave solutions of (1.1). There are many rigorous results that have recently appeared concerning the problems of local existence for equation (1.1); see, for example, [5, 9, 14, 20, 21].
The issue of existence (and nonexistence) of the solitary waves of (1.1) was investigated by de Bouard and Saut [6,7]; however, the solitary waves of (1.1) were observed numerically, for \( p = 1 \), in [1,10,11]. We recall that a solitary wave solution of (1.1) is a localized solution of (1.1) of the form \( u(x - ct, y) \), where \( c > 0 \) is the speed of wave propagation; alternatively, it is a solution \( u \) of the equation

\[
-c u_x + \alpha u_{xxx} + \beta u_{xxxxx} + u^p u_x = v_y, \quad v_x = u_y.
\]  

(1.2)

The authors in [6] showed that the GKP equation, for \( 0 < p < 4 \), possesses a nontrivial solitary wave; and then they established the existence of the solitary wave solution of (1.2), for \( p > 0 \), \( \alpha > 0 \) and \( \beta < 0 \). Moreover, the regularity, symmetry and decay estimates of solitary waves for the GKP equation and equation (1.1) were studied in [6,7]. In [8], the authors also proved that the ground states of the GKP equation are nonlinearly unstable for \( 4/3 < p < 4 \), using a qualitative and variational method developed by Bona et al [3]. In particular, they used essentially the property of invariance of the problem (when \( \beta = 0 \)) under scaling \( c^{1/p} u(\sqrt{c} x, cy) \) [8]. Liu and Wang [18] used a method developed by Cazenave and Lions (cf [4]) and showed that the set of minimizers for a variational problem associated with the Euler–Lagrange equation and satisfied by a solitary wave of the GKP equation is not empty, for \( 0 < p < 4 \), and it is stable when \( 0 < p < 4/3 \). In [16,17], Liu proved that the solitary waves of the GKP equation are strongly unstable, when \( 2 < p < 4 \). In fact he showed that the solution of the GKP equation, for \( 2 < p < 4 \), blows up in finite time in some sense, provided it begins near the solitary wave solution of the GKP equation. The main ingredients used in [16,17] are based on solving several complicated minimization problems, constructing several invariant sets and using a virial-type identity.

Our main aim in this paper is to investigate the instability property of solitary wave solutions for (1.1). But in contrast to the GKP equation, equation (1.2) (and also (1.1)) does not possess any scaling invariance; so that the techniques used in [6,7,16–18] seem not to be applied. To overcome this difficulty, we will use several minimization problems with multiple constraints to construct some sets that are conserved under the flow generated by (1.1). When \( p \geq 4 \), we shall also apply the techniques used in [16,17] and show that solitary waves for (1.1) are unstable by the mechanism of blow-up. Unfortunately, we do not know of a stability/instability result of solitary waves of (1.1), when \( p < 4 \).

This paper is organized as follows. In section 2, we shall prove the existence of solitary waves for (1.1) by a different method from that used in [6]. Indeed we will apply a mountain-pass argument to prove the existence of the solitary waves. We also show that our solitary waves (of (1.2)) are the ground states, i.e. they have minimal action. Moreover, we will also give some variational properties of these solutions. In section 3, we use several minimization problems with multiple constraints to construct some invariant sets under the flow of (1.1). Section 4 is devoted to prove that the solutions of (1.1) with initial data in these invariant sets must blow up in a finite time. We shall also show the solitary waves of (1.1) are strongly unstable in the sense of definition 4.1.

We end this section by introducing some notations that will be used throughout this paper.

1.1. Notations

We shall denote by \( \hat{\varphi} \) the Fourier transform of \( \varphi \), defined as

\[
\hat{\varphi}(\xi) = \int_{\mathbb{R}^2} \varphi(\omega)e^{-i\omega \cdot \xi} \, d\omega.
\]
For $s \in \mathbb{R}$, we denote by $H^s(\mathbb{R}^2)$ the nonhomogeneous Sobolev space defined by
\[ H^s(\mathbb{R}^2) = \{ \varphi \in \mathcal{S}'(\mathbb{R}^2) : \| \varphi \|_{H^s(\mathbb{R}^2)} < \infty \}, \]
where
\[ \| \varphi \|_{H^s(\mathbb{R}^2)} = \left( \int (1 + |\xi|^2)^s \hat{\varphi}(\xi)^2 d\xi \right)^{1/2}, \]
and $\mathcal{S}'(\mathbb{R}^2)$ is the space of tempered distributions.

Let $\mathcal{X}$ be the closure of $\mathcal{C}_c^\infty(\mathbb{R}^2)$ with the norm
\[ \| u \|_{\mathcal{X}} = \| u \|_{L^2(\mathbb{R}^2)} = c \| \nabla u \|_{L^2(\mathbb{R}^2)} + \| u \|_{L^2(\mathbb{R}^2)}, \]
for $u \in \mathcal{X}$ and $u = \psi_x$, where $\psi \in L_{loc}^2(\mathbb{R}^2)$, $\forall 2 \leq q < \infty$; we also have $v = \psi_y \in L^2(\mathbb{R}^2)$ by a choice of $\psi \in L_{loc}^2(\mathbb{R}^2)$; so that
\[ \| u \|_{\mathcal{X}} = c \| \nabla u \|_{L^2(\mathbb{R}^2)} + \| u \|_{L^2(\mathbb{R}^2)} + \| u_x \|_{L^2(\mathbb{R}^2)} + \| u_{xx} \|_{L^2(\mathbb{R}^2)}. \]

Let
\[ X_s = \left\{ u \in H^s(\mathbb{R}^2) : (\xi^{-1} \hat{u}(\xi, \eta))^\vee \in H^s(\mathbb{R}^2) \right\}, \]
with the norm
\[ \| u \|_{X_s} = \| u \|_{H^s(\mathbb{R}^2)} + \left\| (\xi^{-1} \hat{u}(\xi, \eta))^\vee \right\|_{H^s(\mathbb{R}^2)}, \]
where ‘$\vee$’ is the Fourier inverse transform.

For any positive numbers $a$ and $b$, the notation $a \lesssim b$ means that there exists a positive constant $C$ such that $a \leq Cb$.

Throughout this paper, we consider the case $\beta = -\alpha = -1$, $c > 0$ and $p = k/m$ where $m$ is any odd integer and $k$ is any even integer so that $\int_{\mathbb{R}^2} u_{p+2} \, dx \, dy = \| u \|_{L^{p+2}(\mathbb{R}^2)}^p$.

## 2. Ground states and variational characterizations

In this section, we give a brief proof of the existence of localized solitary waves of equation (1.1); i.e. the nontrivial solutions of (1.2). We will also give some variational properties of these solutions.

First we state the result of the existence of solitary waves of (1.2).

**Theorem 2.1.** Let $p > 0$ be arbitrary. Then (1.2) admits a nontrivial solitary wave solution $u \in \mathcal{X}$.

**Sketch of the proof.** We adapt to the arguments in [25]. We consider the minimax value
\[ d = \inf_{\gamma \in \Gamma} \max_{t \in [0, 1]} S(\gamma(t)), \]
where
\[ S(u) = E(u) + cF(u), \quad \Gamma = \{ \gamma \in C([0, 1], \mathcal{X}) : \gamma(0) = 0, \; S(\gamma(1)) < 0 \}, \]
\[ E(u) = \frac{1}{2} \int_{\mathbb{R}^2} \left( u_x^2 + u_{xx}^2 + v^2 \right) \, dx \, dy - \frac{1}{(p+1)(p+2)} \int_{\mathbb{R}^2} u^{p+2} \, dx \, dy, \]
\[ F(u) = \frac{1}{2} \int_{\mathbb{R}^2} u^2 \, dx \, dy, \]
and $v$ is defined as in (1.2); and then use the mountain-pass lemma without the Palais–Smale condition (cf [2]) by employing the embedding (see [6])
\[ \mathcal{X} \hookrightarrow L^q(\mathbb{R}^2), \quad 2 \leq q < \infty; \]
and the following compact embedding:
\[ \mathcal{X} \hookrightarrow L^q(\mathbb{R}^2), \quad 2 \leq q < \infty. \] (2.5)

**Remark 2.2.** Similar to [6], using the Pohozaev-type identities, one can prove that no solitary wave of (1.1) can exist if one of the following cases occurs:

(i) \( \beta \alpha = 1 \) and \( (p - 4)\alpha > 0 \),
(ii) \( \beta \alpha = 1, (4 - p)\alpha > 0 \), when \( c \) is sufficiently large,
(iii) \( \beta = -\alpha = 1 \).

**Remark 2.3.** It is noteworthy that the quantities \( E \) and \( F \) are formally conserved by solutions of (1.1), i.e.
\[ E(u(t)) = E(u(0)) \quad \text{and} \quad F(u(t)) = F(u(0)). \]

Next, we are going to obtain some variational properties of our solitary waves which are important in our instability analysis. Let \( I(u) := \langle S'(u), u \rangle \),
\[ d' := \inf \sup_{u \in \mathcal{X}, t > 0} S(tu), \] (2.6)
where
\[ \mathcal{X} = \left\{ u \in \mathcal{X}, G(u) := \int_{\mathbb{R}^2} u^{p+2} \, dx \, dy > 0 \right\}; \] (2.7)
and
\[ m := \inf\{S(u); \, u \in \mathcal{N}\}, \] (2.8)
where
\[ \mathcal{N} = \{ u \in \mathcal{X}; \, u \neq 0, \, I(u) = 0 \}. \] (2.9)

**Lemma 2.4.** There is a nontrivial minimizer for (2.6) and (2.8) which is a solitary wave solution of (1.2). Furthermore \( d' = m = d \).

**Remark 2.5.** It is worth noting that for every \( u \in \mathcal{X} \), there exists a unique \( t = t_u \) such that \( tu \in \mathcal{N} \),
\[ S(tu) = \max_{t > 0} S(\tau u) \]
and \( t \) depends continuously only on \( u \in \mathcal{X} \). In fact, it is easy to see that the function
\[ \frac{d}{dt} S(\tau u) = I(\tau u) = \tau^2 \left( \|u\|_{\mathcal{X}}^2 - \frac{\tau^p}{p+1} \int_{\mathbb{R}^2} u^{p+2} \, dx \, dy \right) \]
vanishes at only one point \( t = t_u > 0 \). Thus \( S \) is positive on \( \mathcal{N} \). Since \( S(0) = 0 \), we see that \( t \) is a point of maximum for \( S(\tau u) \).

To prove lemma 2.4, we need the following helpful lemma.

**Lemma 2.6.** Let \( \{u_k\}_{k \in \mathbb{N}} \) be a bounded sequence in \( \mathcal{X} \). Suppose that there exists \( r > 0 \) such that
\[ \sup_{\zeta \in \mathbb{R}^2} \|u_k\|_{L^2(B_r(\zeta))} \to 0, \] (2.10)
as \( k \to \infty \), where \( B_r(\zeta) \) is the ball of radius \( r \) centred at \( \zeta \in \mathbb{R}^2 \). Then \( u_k \to 0 \) in \( L^p(\mathbb{R}^2) \) for \( 2 < p < \infty \).

**Proof.** Let \( 2 < p < \infty \). By the Hölder inequality and (2.4), there holds
\[ \|u\|_{L^p(B_r(\zeta))} \lesssim \|u\|_{L^2(B_r(\zeta))} \|u\|_{L^p(B_r(\zeta))} \lesssim \|u\|_{L^2(B_r(\zeta))}. \]
Now we cover \( \mathbb{R}^2 \) by balls of radius \( r \) in such a way that each point of \( \mathbb{R}^2 \) is contained in at most 3 balls, then we obtain
\[
\|u\|_{L^p(B_r(\zeta))} \lesssim \sup_{\zeta \in \mathbb{R}^2} \|u\|_{L^p(\mathbb{R}^2)}.
\] (2.11)

Hence we conclude that \( u_k \to 0 \) in \( L^p(\mathbb{R}^2) \), for \( 2 < p < \infty \), by combining (2.10) and (2.11).

The proof of lemma 2.4 follows.

**Proof of lemma 2.4.** First, we prove that there is a nontrivial minimizer for (2.8) which is a solution of (1.2).

By (2.4), one can easily observe that there exist \( \epsilon_1, \epsilon_2 > 0 \) such that for every nontrivial function \( u \in \mathcal{N} \), we have \( \|u\|_\mathcal{X} \geq \epsilon_1 \) and \( S(u) \geq \epsilon_2 \).

Now let \( \{u_k\} \subset \mathcal{N} \) be a minimizing sequence of (2.8). Then we obtain \( \|u_k\|_\mathcal{X} \geq \epsilon_1 \) and
\[
S(u_k) = \frac{p}{2(p+1)(p+2)} \|u_k\|_\mathcal{X}^2.
\]

So that \( \{u_k\} \) is bounded in \( \mathcal{X} \). To show that there is a convergent subsequence, with a limit \( u \in \mathcal{X} \), similar to [6], we use the concentration-compactness lemma [15], applied to the sequence
\[
\rho_k = cu_k^2 + (u_k)_x^2 + (u_k)_y^2 + v_k^2.
\]

First, using lemma 2.6, the evanescence case is excluded. To rule out the dichotomy case, one shows that
\[
m < m_\sigma := \inf \left\{ S(u) - \frac{1}{2} I(u); \ I(u) = \sigma \right\},
\]
for all \( \sigma < 0 \). Now if the dichotomy would occur, i.e. \( u_k \) splits into a sum \( u_k^1 + u_k^2 \) and the distance of the supports of these functions tends to +\( \infty \), then one shows that \( I(u_k^1) \to \sigma \), \( I(u_k^2) \to -\sigma \), \( \sigma \in \mathbb{R} \) and \( m \geq m_\sigma + m_{-\sigma} > m \) which is a contradiction. Therefore, the sequence \( u_k \) concentrates and the limit \( u \) satisfies \( I(u) \leq 0 \). The case \( I(u) < 0 \) can be excluded by the same reason as above; and we obtain that \( u \in \mathcal{X} \) is a minimizer for (2.8).

Now since \( u \) is a minimizer for (2.8), there exists a Lagrange multiplier \( \theta \) such that \( S'(u) = \theta I(u) \). Since \( S'(u), u \) = 0 and
\[
\langle I'(u), u \rangle = \|u\|_\mathcal{X}^2 - \frac{1}{p+1} \int_{\mathbb{R}^2} u^{p+2} dx \, dy \leq -C\|u\|_\mathcal{X}^2 < 0,
\]
we claim that \( \theta = 0 \), i.e. \( u \) is a solution of (1.2). Now we prove the identity \( d = m = d' \).

First, it is easily seen that if \( u \in \mathcal{N} \), then \( I(u) = 0 \) and \( u \in \mathcal{X} \). On the other hand, if \( u \in \mathcal{X} \), then \( tu \in \mathcal{X} \), for any \( t > 0 \). Hence by remark 2.5 and the definitions of \( m \) and \( d' \), we see that \( m = d' \).

Now we show that \( d \geq m \). Since \( u^{p+2} \) is superquadratic at zero, we see that \( I(u) > 0 \) in a neighbourhood of the origin, except of zero. Hence \( I(\gamma(t)) > 0 \), for \( \gamma \in \Gamma \) and for some \( t > 0 \). Now for \( u \in \mathcal{X} \), we have
\[
2S(u) = \|u\|_\mathcal{X}^2 - \frac{2}{(p+1)(p+2)} G(u) > I(u).
\]

Hence \( I(\gamma(t)) < 0 \), therefore \( \gamma(t) \) crosses \( \mathcal{N} \) and this implies that \( d \geq m \).

Finally we prove that \( d' \geq d \). Let \( u \in \mathcal{X} \), then we have \( (tu)^{p+2} \geq Ct^\mu \), for some \( C, \mu > 0 \), if \( t > 0 \) is large enough. This implies that \( S(tu) < 0 \) for every \( u \in \mathcal{X} \) for sufficiently large \( t > 0 \). Hence the half-axis \( \{tu; \ t > 0\} \) generates, in a natural way, an element of \( \Gamma \). This leads us to the inequality \( d \leq d' \) \( \square \).
Remark 2.7. By lemma 2.4, one can observe that \( \mathcal{N} \neq \emptyset \) and \( \mathcal{N} \) is a manifold. Moreover, one can easily see that there exists \( C > 0 \) such that for any \( u \in \mathcal{N} \), \( \|u\|_\mathcal{N} \geq C > 0 \). Furthermore, for any \( u \in \mathcal{X} \) with \( I(u) < 0 \), it is deduced from remark 2.5 that there exists a unique \( t \in (0, 1) \) such that \( tu \in \mathcal{N} \). More precisely,

\[
t = \left( \frac{(p + 1)I(u)}{G(u)} + 1 \right)^{1/p}.
\]

The following theorem characterizes the minimax value \( m \). Let

\[
\mathcal{D}(u) := \frac{p}{2(p + 1)(p + 2)} G(u).
\]

Theorem 2.8. Let \( u \in \mathcal{X}, u \neq 0 \). Then the following statements are equivalent:

(i) \( u \) is a ground state of (1.2),

(ii) \( I(u) = 0 \) and \( \mathcal{D}(u) = m = \inf \{ \mathcal{D}(w); w \in \mathcal{N} \} \),

(iii) \( \mathcal{D}(u) = m \) and \( I(u) = 0 = \inf \{ I(w); w \in \mathcal{X}, \mathcal{D}(w) = m \} \),

(iv) \( m = S(u) = \inf \{ S(w); w \in \mathcal{N} \} \) and \( I(u) = 0 \).

Proof. By definition, it is obvious to see that (i) \( \Leftrightarrow \) (iv).

Implication (ii) \( \Rightarrow \) (i) is proved in lemma 2.4.

(ii) \( \Rightarrow \) (iii): if \( u \) satisfies (ii), \( I(u) = 0 \). Assume that there exists \( w \in \mathcal{X} \) such that \( \mathcal{D}(w) = m \) and \( I(w) < 0 \). Then \( \mathcal{D}(w) > 0 \) and there exists \( t_0 \in (0, 1) \) such that \( I(t_0 w) = 0 \). This contradicts \( \mathcal{D}(t_0 w) = \mathcal{D}(w) = m \).

(iii) \( \Rightarrow \) (ii): let \( u \in \mathcal{X} \) satisfying (iii). Then \( \mathcal{D}(u) = m \) and \( I(u) = 0 \). Assume that there exists \( w \in \mathcal{X} \) such that \( I(w) = 0 \) and \( \mathcal{D}(w) < m \). Thus there exists \( t_0 > 1 \) such that \( \mathcal{D}(t_0 w) = m \). Now we have \( I(t_0 w) < 0 \); and this contradicts (iii).

(iv) \( \Rightarrow \) (ii): assume that (iv) holds. Then there is a Lagrange multiplier \( \theta \) such that \( S'(u) = \theta I'(u) \). Similar to lemma 2.4, we obtain that \( \theta = 0 \); so that \( S'(u) = 0 \). Now if \( w \in \mathcal{X} \), with \( w \neq 0 \), is a solution of (1.2), then \( w \in \mathcal{N} \) and \( S'(w) = 0 \). Therefore, the definition of \( m \) implies that \( S(u) \leq S(w) \).

Finally we state another characterization of the minimax value \( m \).

Theorem 2.9. Let \( s \geq 5 \) and \( \mathcal{L} = \{ u \in X_s; u \neq 0, I(u) = 0 \} \). Then

\[
\inf_{u \in \mathcal{L}} S(u) = m.
\]

Proof. Let \( \ell = \inf_{u \in \mathcal{L}} S(u) \). Then clearly, \( \ell \geq m \). To see \( \ell \leq m \), it suffices to prove that

\[
S(u^*) \geq \inf_{u \in \mathcal{L}} S(u) - \epsilon,
\]

for any \( \epsilon > 0 \) and any \( u^* \in \mathcal{N} \). Since \( X_s \) is dense in \( \mathcal{X} \), we can find a sequence \( \{ u_n \} \subset X_s \) such that

\[
u^* = u_n + w_n
\]

with \( w_n \to 0 \) in \( \mathcal{X} \) as \( n \to \infty \). Since \( u^* \neq 0, I(u^*) = 0 \) and \( w_n \to 0 \) in \( \mathcal{X} \), we know that

\[
\lim_{n \to \infty} G(u_n) \neq 0 \quad \text{and} \quad \lim_{n \to \infty} I(u_n) = 0.
\]

Similar to remark 2.7, it is deduced that there exists a sequence \( \{ \theta_n \} \subset \mathbb{R} \) such that \( \theta_n u_n \in \mathcal{L} \) and \( \lim_{n \to \infty} \theta_n = 1 \).

Now by writing \( u^* = \theta_n u_n + (1 - \theta_n)u_0 + w_n \), comparing \( S(u^*) \) with \( S(\theta_n u_n) \) and using the facts \( 1 - \theta_n \to 0 \) and \( w_n \to 0 \) (strongly) in \( \mathcal{X} \), as \( n \to \infty \), we deduce

\[
\|u^*\|^2_\mathcal{X} \geq \|\theta_n u_n\|^2_\mathcal{X} - \frac{2\epsilon}{3}.
\]
and
\[ G(u^*) \leq G(\partial_n u_n) + \frac{\epsilon (p + 1)(p + 2)}{3}. \]

Therefore,
\[ S(u^*) \geq S(\partial_n u_n) - \epsilon \geq \inf_{u \in L} S(u) - \epsilon. \]

This completes the proof. \(\square\)

3. Invariant sets

In this section, we will use the minimization problems defined in section 2 to construct several sets that are invariant under the flow generated by (1.1). First we state the following local existence and uniqueness theorem that can be obtained along the lines of arguments of [19, theorems 3.1 and 3.3], [23, theorem 2.1] and [24, theorem 1.1]. This result is sufficient for our purposes. It is noteworthy that one may also prove the following theorem by applying Kato’s theory [12].

**Theorem 3.1.** Let \( u_0 \in X_s, s \geq 5 \). Then there exists \( T > 0 \) such that (1.1) has a unique solution \( u(t) \) with \( u(0) = u_0 \) satisfying
\[ u \in C([0, T); X_s) \cap C^1([0, T); H^{s-5}(\mathbb{R}^2)), \quad \partial_x^{-1} u_y \in C([0, T); H^{s-1}(\mathbb{R}^2)). \]

and if \( \partial_x^{-2}(u_0)_{yy} \in L^2(\mathbb{R}^2), \) one has \( u_t \in L^\infty((0, T); X_0), \) \( \partial_x^{-1} u_{yt} \in L^\infty((0, T); H^{-1}(\mathbb{R}^2)). \)

Moreover \( |y| u \in L^\infty((0, T); L^2(\mathbb{R}^2)), \) if \( |y| u_0 \in L^2(\mathbb{R}^2). \) Furthermore, we have \( F(u(t)) = F(u_0) \) and \( E(u(t)) = E(u_0). \)

Next we define the sets
\[ \mathcal{R} = \{ u \in X_s; u \neq 0, I(u) < 0, \mathcal{R}(u) = 0 \} \]
and
\[ \mathcal{Q} = \{ u \in X_s; u \neq 0, I(u) < 0, \mathcal{Q}(u) = 0 \}, \]
where
\[ \mathcal{R}(u) = \int_{\mathbb{R}^2} \left( \frac{1}{2} u_x^2 + u_x^2 \right) dx \ dy - \frac{p}{2(p + 1)(p + 2)} \int_{\mathbb{R}^2} u^{p+2} dx \ dy \] (3.1)
and
\[ \mathcal{Q}(u) = \int_{\mathbb{R}^2} \left( \frac{1}{2} u_x^2 + u_x^2 + v^2 \right) dx \ dy - \frac{p}{(p + 1)(p + 2)} \int_{\mathbb{R}^2} u^{p+2} dx \ dy. \] (3.2)

The following lemma gives a relation between \( m \) and above minimax values.

**Lemma 3.2.** If \( p \geq 4 \), then \( d_{\mathcal{R}} \geq m \) and \( d_{\mathcal{Q}} \geq m \), where
\[ d_{\mathcal{R}} = \inf_{u \in \mathcal{R}} S(u) \quad \text{and} \quad d_{\mathcal{Q}} = \inf_{u \in \mathcal{Q}} S(u). \]

**Proof.** First we prove the first part of the lemma. For any \( u \in \mathcal{R} \), by theorem 2.9, we want to find \( w \in \mathcal{Q} \) such that \( S(u) \geq S(w) \). We note that for any \( u \in \mathcal{R} \), \( I(u) < 0 \) and \( \mathcal{R}(u) = 0 \). For any \( \lambda > 0 \), denote \( u_\lambda(x, y) = \lambda u(\lambda x, \lambda y) \). A straightforward calculation reveals that
\[ I(u_\lambda) = \int_{\mathbb{R}^2} \left( c u^2 + \lambda^2 u_x^2 + \lambda^4 u_{xx}^2 + v^2 \right) dx \ dy - \frac{\lambda^p}{p + 1} \int_{\mathbb{R}^2} u^{p+2} dx \ dy. \]
Thus it is easy to see that
\[ I(u_\lambda) \rightarrow \int_{\mathbb{R}^2} (cu^2 + v^2) \, dx \, dy > 0, \]
as \( \lambda \rightarrow 0 \) and
\[ I(u_\mu) \rightarrow I(u) < 0, \]
as \( \lambda \rightarrow 1 \); so that we can find \( \mu \in (0, 1) \) such that \( I(u_\mu) = 0 \), i.e. \( u_\mu \in \mathcal{Z} \). Therefore \( S(u_\mu) \geq m \). Now we show that \( S(u) \geq S(u_\mu) \), for any \( \lambda \in (0, 1) \). Indeed,
\[ S(u_\lambda) = \frac{1}{2} \int_{\mathbb{R}^2} \left( cu^2 + \lambda^2 u^4 + \lambda^4 u_{xx}^2 + v^2 \right) \, dx \, dy - \frac{\l(\lambda)}{(p+1)(p+2)} \int_{\mathbb{R}^2} u^{p+2} \, dx \, dy \]
yields that
\[ S(u) - S(u_\lambda) = \int_{\mathbb{R}^2} \left[ (1 - \lambda^2) u^2 + \frac{1}{2} \lambda^4 u_{xx}^2 \right] \, dx \, dy - \frac{1 - \lambda^2}{(p+1)(p+2)} \int_{\mathbb{R}^2} u^{p+2} \, dx \, dy. \]
Since \( R(u) = 0 \), we have
\[ S(u) - S(u_\lambda) = \int_{\mathbb{R}^2} \left[ g_1(\lambda) u^2 + g_2(\lambda) u_{xx}^2 \right] \, dx \, dy, \]
where
\[ g_1(\lambda) = \frac{1}{2} (1 - \lambda^2) - \frac{1}{p} (1 - \lambda^4), \quad \text{and} \quad g_2(\lambda) = \frac{1}{2} (1 - \lambda^4) - \frac{1}{p} (1 - \lambda^2). \]
Note that \( g_1(\lambda) \rightarrow \frac{1}{2} - 1/p \geq 0 \) as \( \lambda \rightarrow 0 \), \( g_1(\lambda) \rightarrow 0 \) as \( \lambda \rightarrow 1 \) and \( g_1(\lambda) < 0 \) for \( \lambda \in (0, 1) \); thus \( g_1(\lambda) \geq 0 \) for \( \lambda \in (0, 1) \). The same argument proves that \( g_2(\lambda) \geq 0 \) for \( \lambda \in (0, 1) \). Thus \( S(u) \geq S(u_\lambda) \) for any \( \lambda \in (0, 1) \). In particular, \( S(u) \geq S(u_\mu) \). By setting \( w = u_\mu \), we conclude the proof of first part of the lemma.

The proof of the second part of the lemma is similar. Let \( u \in \mathcal{Z} \). Then \( I(u) < 0 \) and \( Q(u) = 0 \). Now denote
\[ u_\lambda(x, y) = \lambda^2 u(\lambda x, \lambda^3 y), \]
then
\[ I(u_\lambda) = \int_{\mathbb{R}^2} \left[ cu^2 + \lambda^2 u^2 + \lambda^4 u_{xx}^2 + \lambda^4 v^2 \right] \, dx \, dy = \frac{\lambda^{2p}}{p+1} \int_{\mathbb{R}^2} u^{p+2} \, dx \, dy. \]
It is readily seen that
\[ I(u_\lambda) \rightarrow \|u\|_{L^2(\mathbb{R}^2)}^2 > 0, \]
as \( \lambda \rightarrow 0 \), and \( I(u_\mu) \rightarrow I(u) < 0 \), as \( \lambda \rightarrow 1 \). Therefore, we can find \( \mu \in (0, 1) \) such that \( I(u_\mu) = 0 \), i.e. \( u_\mu \in \mathcal{Z} \). Hence \( S(u_\mu) \geq m \).

Now we prove that \( S(u) \geq S(u_\mu) \), for any \( \lambda \in (0, 1) \). Indeed, from
\[ S(u_\lambda) = \frac{1}{2} \int_{\mathbb{R}^2} \left[ cu^2 + \lambda^2 u^2 + \lambda^4 u_{xx}^2 + \lambda^4 v^2 \right] \, dx \, dy - \frac{\lambda^{2p}}{(p+1)(p+2)} \int_{\mathbb{R}^2} u^{p+2} \, dx \, dy \]
and \( Q(u) = 0 \), we obtain
\[ S(u) - S(u_\lambda) = \int_{\mathbb{R}^2} \left[ g_1(\lambda) u^2 + g_2(\lambda) \left( u_{xx}^2 + v^2 \right) \right] \, dx \, dy, \]
where
\[ g_1(\lambda) = \frac{1}{2} (1 - \lambda^2) - \frac{1}{2p} (1 - \lambda^2p), \quad \text{and} \quad g_2(\lambda) = \frac{1}{2} (1 - \lambda^4) - \frac{1}{p} (1 - \lambda^2p). \]
An argument similar to the first part of the lemma shows that $g_1(\lambda) \geq 0$ and $g_2(\lambda) \geq 0$, for $\lambda \in (0, 1)$. Hence $S(u) \geq S(u_\mu)$ for any $\lambda \in (0, 1)$. In particular, $S(u) \geq S(u_\mu)$. By setting $w = u_\mu$, we complete the proof. □

Now similar to [16, 17], we define the following sets:

$$
\mathcal{D}_1 = \{u \in X_i; \ S(u) < m, \ I(u) < 0, \ Q(u) < 0\}; \\
\mathcal{D}_2 = \{u \in X_i; \ S(u) < m, \ I(u) < 0, \ Q(u) > 0\}; \\
\mathcal{R}_1 = \{u \in X_i; \ S(u) < m, \ I(u) < 0, \ R(u) > 0\}; \\
\mathcal{R}_2 = \{u \in X_i; \ S(u) < m, \ I(u) < 0, \ R(u) < 0\}.
$$

We show the invariance of these sets under flow generated by (1.1). The following lemma is crucial to obtain the blow-up result.

**Lemma 3.3.** Suppose that $s \geq 5$, $p \geq 4$ and $c > 0$. Let $u_0$ be the initial data such that the corresponding solution $u(t)$ of (1.1) is in $C([0, T); X_i)$ for some $T > 0$ and satisfies $E(u(t)) = E(u_0)$ and $F(u(t)) = F(u_0)$ for $0 \leq t < T$. Then

(i) $u_0 \in \mathcal{R}_i$ implies that $u(t) \in \mathcal{R}_i$, $\forall t \in [0, T)$, $i = 1, 2$;  
(ii) $u_0 \in \mathcal{D}_i$ implies that $u(t) \in \mathcal{D}_i$, $\forall t \in [0, T)$, $i = 1, 2$.

**Proof.** Here we only consider the invariance of $\mathcal{D}_1$ under the flow of (1.1). The invariance of $\mathcal{D}_2$, $\mathcal{R}_1$ and $\mathcal{R}_2$ can be analogously proved.

Let $u_0 \in \mathcal{D}_1$. Then by theorem 3.1, we know that if $S(u_0) < m$, then $S(u(t)) = S(u_0) < m$. We prove that $I(u(t)) < 0$, for all $t \in [0, T)$. The argument is made by contradiction. Suppose that, from the continuity, there exists $t_0 \in (0, T)$ such that $I(u(t_0)) = 0$. Then since $u(t_0) \neq 0$, it is deduced that $S(u(t_0)) \geq m$. This contradicts with $S(u(t)) < m$, for all $t \in (0, T)$. Therefore,

$$
I(u(t)) < 0,
$$

for all $t \in [0, T)$.

Finally, we show that $Q(u(t)) < 0$, for all $t \in [0, T)$. We will argue by contradiction and suppose that, from the continuity, there exists $t_0 \in (0, T)$ such that $Q(u(t_0)) = 0$. Since we have proved that $I(u(t)) < 0$, for all $t \in (0, T)$, we have $u(t_0) \in \mathcal{D}_2$. So that $S(u(t_0)) \geq d_\mathcal{D} \geq m$; which contradicts with $S(u(t)) < m$, for all $t \in (0, T)$. Thus, $Q(u(t)) < 0$, for all $t \in [0, T)$. □

**Remark 3.4.** Similar to [16], one can easily show that if $u_0 \in \mathcal{R}_1 \cap \mathcal{D}_1$ then it follows from remark 2.3 that the solution $u(t)$ of (1.1), corresponding to the initial data $u(0) = u_0$, satisfies $\|u(t)\|_x \leq C(\|u_0\|_x, \varphi)$, for a solitary wave $\varphi$ of (1.2). Consequently, the solution $u(t)$ of (1.1) is bounded globally for $t \geq 0$; and the blow-up cannot occur in finite time in $\mathcal{D}_i$.

However, we do have a blow-up solution which is only due to the transverse dispersion; we will state it in the next section.

**Remark 3.5.** It is easy to see that if $u$ is a solitary wave of (1.2) and $p \geq 2$, then the energy $E(u) > 0$. More precisely, the Pohozaev-type identities (5.8) and (5.9) in [6] give

$$
\int_{\mathbb{R}^2} (u_x^2 + 2u_{xx}^2) \, dx \, dy = 2 \int_{\mathbb{R}^2} v^2 \, dx \, dy = \frac{p}{(p + 1)(p + 2)} \int_{\mathbb{R}^2} u^{p+1} \, dx \, dy.
$$

(3.3)
Hence (3.3) and the definition of $E$ in (2.2) yield

$$E(u) = \left(\frac{3}{4} - \frac{1}{p}\right) \int_{\mathbb{R}^2} u_x^2 \, dx \, dy + \left(1 - \frac{2}{p}\right) \int_{\mathbb{R}^2} u_{xx}^2 \, dx \, dy > 0.$$  

**Remark 3.6.** If $p \geq 4$ and $u_0 \in \mathcal{D}$, then $E(u_0) > 0$. Indeed, since $\mathcal{R}(u_0) > 0$, we obtain

$$E(u_0) > \int_{\mathbb{R}^2} \left[\left(\frac{1}{2} - \frac{1}{p}\right) \left(\partial_t u_0^2 + \frac{1}{2} - \frac{2}{p}\right) \left(\partial_x^2 u_0^2 + \frac{1}{2} u_0^2\right)\right] \, dx \, dy > 0.$$  

### 4. Blow-up and instability

In this section, we are going to prove the strong instability of solitary waves of (1.1), by the mechanism of blow-up. First, it is worth recalling the definition of the strong instability.

**Definition 4.1.** We say that the solitary wave $\varphi$ is strongly unstable if for any $\delta > 0$ there exists $u_0 \in X_\delta$ ($s \geq 5$), close to $\varphi$ in $\mathcal{D}$ with $\|u_0 - \varphi\|_X < \delta$, such that the solution $u(t)$ of (1.1) with initial data $u(0) = u_0$ blows up in finite time.

Now, we are ready to state our blow-up result (see remark 3.4).

**Theorem 4.2.** If $p \geq 4$, $u_0 \in \mathcal{D}$ and $\nu u_0 \in L^2(\mathbb{R}^2)$, then the solution $u(t)$ of (1.1), corresponding to the initial data $u(0) = u_0$, blows up in finite time. More precisely, there exists $0 < \tau < \infty$ such that

$$\lim_{t \to \tau^-} \|u_0(t)\|_{L^2(\mathbb{R}^2)} = +\infty.$$  

**Proof.** For any $u_0 \in \mathcal{D}$ and $\nu u_0 \in L^2(\mathbb{R}^2)$, we have $u(t) \in \mathcal{D}$, by lemma 3.3. Thus $S(u(t)) < m$, $I(u(t)) < 0$, $Q(u(t)) < 0$ and $\mathcal{R}(u(t)) > 0$. For any $\lambda > 0$, we denote

$$u_\lambda(x, y) = \lambda^2 u(\lambda x, \lambda y).$$  

Then similar to the proof of lemma 3.2, it is straightforward to verify that

$$I(u_\lambda(t)) \to c \|u(t)\|_{L^2(\mathbb{R}^2)}^2 > 0,$$

as $\lambda \to 0$, and

$$I(u_\lambda(t)) \to I(u(t)) < 0,$$

as $\lambda \to 1$. Hence there exists $\mu \in (0, 1)$ such that $I(u_\mu(t)) = 0$ and $I(u_0(t)) < 0$ for any $\lambda \in (0, 1]$.

Now since $Q(u(t)) < 0$, one of the following cases occurs: $Q(u_\lambda(t)) < 0$ for all $\lambda \in [\mu, 1]$, $Q(u_\lambda(t)) = 0$ for some $\nu \in (\mu, 1)$, or $Q(u_\lambda(t)) = 0$.

If $Q(u_\lambda(t)) < 0$ for all $\lambda \in [\mu, 1]$, or $Q(u_\lambda(t)) = 0$, then we have $I(u_\mu(t)) = 0$, $Q(u_\nu(t)) \leq 0$ and $S(u_\nu(t)) \geq 0$. Moreover, a straightforward calculation reveals that

$$S(u(t)) - S(u_\mu(t)) = \frac{1}{2} \int_{\mathbb{R}^2} \left[\left(1 - \mu^2\right) u_{xx}^2(t) + \left(1 - \mu^2\right) \left(u_{xx}^2 + v^2(t)\right)\right] \, dx \, dy$$

$$\geq \frac{1}{2p} \int_{\mathbb{R}^2} \left[\left(1 - \mu^2\right) u_{xx}^2(t) + \left(1 - \mu^2\right) \left(u_{xx}^2 + v^2(t)\right)\right] \, dx \, dy$$

$$= \frac{1}{p} \left(Q(u(t)) - Q(u_\mu(t))\right) \geq \frac{1}{p} Q(u(t)).$$
If there is \( \nu \in (\mu, 1) \) such that \( Q(u_\nu(t)) = 0 \), then it follows that \( I(u_\nu(t)) < 0 \) and \( Q(u_\nu(t)) = 0 \), i.e. \( u_\nu(t) \in \mathcal{D} \). Thus \( S(u_\nu(t)) \geq d_{\mathcal{D}} \geq m \); and a similar computation yields
\[
S(u(t)) - S(u_\nu(t)) \geq \frac{1}{p} (Q(u(t)) - Q(u_\nu(t))) \geq \frac{1}{p} Q(u(t)).
\]
Therefore in all cases, we have
\[
Q(u(t)) \leq p(S(u_0) - m) = -\varrho < 0.
\]

Note that, similar to [19], one can prove the following virial-type identity:
\[
\mathcal{I}''(t) = 8 \int_{\mathbb{R}^2} \left[ v^2(t) - \frac{p}{2(p+1)(p+2)} u^{p+2}(t) \right] dx dy = 8 (Q(u(t)) - R(u(t))) ,
\]
where
\[
\mathcal{I}(t) = \int_{\mathbb{R}^2} y^2 u^2(t) dx dy.
\]
On the other hand, \( R(u(t)) > 0 \), since \( u_0 \in \mathcal{R}_1 \). Thus, we find that there exists \( t_0 > 0 \) such that \( \mathcal{I}(t_0) = 0 \). The invariance of \( F \), the Weyl–Heisenberg inequality and remark 3.4 imply that there exists a blow-up time \( \tau \in (0, t_0] \) such that
\[
\lim_{t \to \tau^-} \left\| u_\nu(t) \right\|_{L^2(\mathbb{R}^2)} = +\infty;
\]
and the proof is complete. \( \square \)

Now our instability theorem reads as follows.

**Theorem 4.3 (Instability).** Let \( p \geq 4 \). Suppose that \( \varphi \) is a solitary wave solution of (1.2) with \( c > 0 \). Then \( \varphi \) is strongly unstable in the sense of definition 4.1.

To prove theorem 4.3, we need the following lemmas.

**Lemma 4.4.** There exist the constants \( \lambda > 0 \) and \( \mu > 0 \) such that for \( w_{\lambda, \mu}(x, y) = \lambda \varphi(x, \mu y) \),
\[
S(w_{\lambda, \mu}) < m, \quad I(w_{\lambda, \mu}) < 0, \quad Q(w_{\lambda, \mu}) < 0 \quad \text{and} \quad R(w_{\lambda, \mu}) > 0. \quad (4.1)
\]

**Proof.** Let \( \varphi \) be a solitary wave solution of (1.2) with \( \varphi_y = \psi_x \) defined as in section 1.1. First, by a straightforward computation (see remark 3.5), one has
\[
I(\varphi) = Q(\varphi) = R(\varphi) = 0. \quad (4.2)
\]
Reciprocally,
\[
S(w_{\lambda, \mu}) = \frac{\lambda^2}{2\mu} \int_{\mathbb{R}^2} \left[ c\varphi^2 + \varphi_x^2 + \varphi_{xx}^2 + \mu^2 \psi^2 - \frac{2\lambda p \varphi^{p+2}}{(p+1)(p+2)} \right] dx dy, \quad (4.3)
\]
\[
I(w_{\lambda, \mu}) = \frac{\lambda^2}{\mu} \int_{\mathbb{R}^2} \left[ c\varphi^2 + \varphi_x^2 + \varphi_{xx}^2 + \mu^2 \psi^2 - \frac{\lambda p \varphi^{p+2}}{p+1} \right] dx dy, \quad (4.4)
\]
\[
Q(w_{\lambda, \mu}) = \frac{\lambda^2}{\mu} \int_{\mathbb{R}^2} \left[ \frac{1}{2} \varphi^2 + \varphi_x^2 + \varphi_{xx}^2 \right] dx dy - \frac{p\lambda^p \varphi^{p+2}}{(p+1)(p+2)}, \quad (4.5)
\]
\[
R(w_{\lambda, \mu}) = \frac{\lambda^2}{\mu} \int_{\mathbb{R}^2} \left[ \frac{1}{2} \varphi^2 + \varphi_x^2 \right] dx dy - \frac{p\lambda^p \varphi^{p+2}}{2(p+1)(p+2)}. \quad (4.6)
\]
Using (4.2), it is straightforward to verify that the conditions in (4.1) are equivalent to conditions
\[ R(w_{\lambda, \mu}) = g_1(\lambda, \mu) \int_{\mathbb{R}^2} \left( \frac{1}{2} \phi_x^2 + \phi_{xx}^2 \right) \, dx \, dy > 0, \]  
(4.7)
\[ Q(w_{\lambda, \mu}) = g_2(\lambda, \mu) \int_{\mathbb{R}^2} \left( \frac{1}{2} \phi_x^2 + \phi_{xx}^2 \right) \, dx \, dy < 0, \]  
(4.8)
\[ I(w_{\lambda, \mu}) = g_3(\lambda, \mu) \int_{\mathbb{R}^2} \left( \frac{1}{2} \phi_x^2 + \phi_{xx}^2 \right) \, dx \, dy < 0, \]  
(4.9)
and
\[ S(w_{\lambda, \mu}) = g_4(\lambda, \mu) \int_{\mathbb{R}^2} \left( \frac{1}{2} \phi_x^2 + \phi_{xx}^2 \right) \, dx \, dy \leq \int_{\mathbb{R}^2} \left( \frac{1}{2} \phi_x^2 + \phi_{xx}^2 \right) \, dx \, dy, \]  
(4.10)
where
\[ g_1(\lambda, \mu) = \frac{\lambda^2}{\mu} - \frac{\lambda^{p+2}}{\mu}, \]
\[ g_2(\lambda, \mu) = \frac{\lambda^2}{\mu} + \lambda^2 \mu - \frac{2\lambda^{p+2}}{\mu}, \]
\[ g_3(\lambda, \mu) = \frac{\lambda^2 \mu}{2} + \frac{(p + 4)\lambda^2}{p \mu} - \frac{2(2p + 2)\lambda^{p+2}}{p \mu}, \]
\[ g_4(\lambda, \mu) = \frac{\lambda^2 \mu}{2} + \frac{(p + 4)\lambda^2}{2p \mu} - \frac{2\lambda^{p+2}}{p \mu}. \]
Hence conditions (4.7)–(4.10) are equivalent to
\[ \lambda^p < 1, \]  
(4.11)
\[ 2\lambda^p > 1 + \mu^2, \]  
(4.12)
\[ 2(p + 2)\lambda^p > 4 + p(1 + \mu^2), \]  
(4.13)
\[ \frac{\lambda^2 \mu}{2} + \frac{(p + 4)\lambda^2}{2p \mu} - \frac{2\lambda^{p+2}}{p \mu} < 1. \]  
(4.14)
Now by taking \( \mu^2 = 1 - \epsilon \) and \( \lambda^p \in (\lambda^*, 1) \), where \( \epsilon > 0 \) is small enough and
\[ \lambda^* = \max \left\{ 1 - \frac{\epsilon}{2}, 1 - \frac{p\epsilon}{2(p + 2)} \right\}, \]
(4.1) thus holds for \( w_{\lambda, \mu} \); and the proof is complete. \( \square \)

**Lemma 4.5.** For any \( u, w \in \mathcal{X} \) with \( \|u\|_{\mathcal{X}} \leq C \) and \( \|w\|_{\mathcal{X}} \leq 1 \), there exist the constants \( C_i > 0, i = 1, 2, 3, 4, \) independent of \( w \) such that
\[ Q(u + w) < Q(u) + C_1 \|w\|_{\mathcal{X}}, \]  
(4.15)
\[ R(u) < R(u + w) + C_2 \|w\|_{\mathcal{X}}, \]  
(4.16)
\[ S(u + w) < S(u) + C_3 \|w\|_{\mathcal{X}}, \]  
(4.17)
and
\[ I(u + w) < I(u) + C_4 \|w\|_{\mathcal{X}}. \]  
(4.18)

**Proof.** We prove (4.15) and (4.16). One can prove (4.17) and (4.18) in the same vein.

First recalling the definition of \( p \) (in section 1.1), then using the inequality
\[ |u|^{p+2} + |w|^{p+2} - |u + w|^{p+2} \lesssim |w| |u|^{p+1} + |w|^{p+1} |u|, \]
and the embedding (2.4), it follows that

$$\int_{\mathbb{R}^2} \left( |u|^{p+2} - |u + w|^{p+2} \right) \, dx \, dy \lesssim \|w\|_\mathcal{X}^{p+2} + \left( \|u\|_\mathcal{X} \|w\|^{p+1}_\mathcal{X} + \|u\|^{p+1}_\mathcal{X} \|w\|_\mathcal{X} \right) \lesssim \|w\|_\mathcal{X} .$$

Thus, using

$$\int_{\mathbb{R}^2} \left( \partial_i^x (u + w) \right)^2 \, dx \, dy \lesssim \|w\|_\mathcal{X} + \|w\|^2_\mathcal{X} + \int_{\mathbb{R}^2} \left( \partial_i^x u \right)^2 \, dx \, dy$$

$$\lesssim \|w\|_\mathcal{X} + \int_{\mathbb{R}^2} \left( \partial_i^x u \right)^2 \, dx \, dy, \quad i = 1, 2$$

and

$$\int_{\mathbb{R}^2} \left( \partial_i^{-1} (u + w) \right)^2 \, dx \, dy \lesssim \|w\|_\mathcal{X} + \|w\|^2_\mathcal{X} + \int_{\mathbb{R}^2} \left( \partial_i^{-1} u \right)^2 \, dx \, dy$$

$$\lesssim \|w\|_\mathcal{X} + \int_{\mathbb{R}^2} \left( \partial_i^{-1} u \right)^2 \, dx \, dy,$$

it is deduced that

$$Q(u + w) - Q(u) \lesssim \|w\|_\mathcal{X} + \int_{\mathbb{R}^2} \left( |u|^{p+2} - |u + w|^{p+2} \right) \, dx \, dy \lesssim \|w\|_\mathcal{X} .$$

This proves (4.15).

To prove (4.16), using again the embedding (2.4) and the inequality

$$|u + w|^{p+2} - |u|^{p+2} \lesssim |w| |u|^{p+1} + |w| |u|^{p+2},$$

we obtain

$$\int_{\mathbb{R}^2} (u + w)^{p+2} \, dx \, dy \lesssim \|w\|_\mathcal{X} + \int_{\mathbb{R}^2} u^{p+2} \, dx \, dy. \quad (4.19)$$

As above, equation (4.19) and

$$\int_{\mathbb{R}^2} \left[ \left( \partial_i^x u \right)^2 - \left( \partial_i^x (u + w) \right)^2 \right] \, dx \, dy \lesssim \|w\|_\mathcal{X}, \quad i = 1, 2,$$

imply that

$$\mathcal{R}(u) - \mathcal{R}(u + w) \lesssim \|w\|_\mathcal{X} .$$

Finally, here is the proof of theorem 4.3.

**Proof of theorem 4.3.** For any $\delta > 0$, let $\epsilon > 0$ be sufficiently small; and $\mu, \lambda$ and $w_{\lambda, \mu}$ be as in lemma 4.4 such that

$$\|w_{\lambda, \mu} - \varphi\|_\mathcal{X} < \delta / 2.$$

Since $X_\delta$ is dense in $\mathcal{X}$, we find $u_0 \in X_\delta$ such that

$$\|u_0 - w_{\lambda, \mu}\|_\mathcal{X} < \min \left\{ 1, \frac{\delta}{2}, \frac{\sigma}{\sum_{i=1}^{4} C_i} \right\},$$

where $C_i, i = 1, 2, 3, 4$, are as in lemma 4.5 and

$$\sigma = \min \left\{ m - S(u_{\lambda, \mu}), -I(u_{\lambda, \mu}), \mathcal{R}(u_{\lambda, \mu}), -\mathcal{Q}(u_{\lambda, \mu}), \frac{\delta}{2} \right\} .$$

Therefore

$$\|u_0 - \varphi\|_\mathcal{X} \leq \|u_0 - w_{\lambda, \mu}\|_\mathcal{X} + \|w_{\lambda, \mu} - \varphi\|_\mathcal{X} < \delta;$$

and lemmas 4.4 and 4.5 imply that $u_0 \in \mathcal{A}_1 \cap \mathcal{L}_1$. Since $\delta$ is arbitrary, then theorem 4.2 implies that the solution $u(t)$ of (1.1) with the initial data $u(0) = u_0$ blows up in a finite time.

The proof of theorem 4.3 is complete. □
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