Heterogeneous mean-field theory for two-species symbiotic processes on networks
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A simple model to study cooperation is the two-species symbiotic contact process (2SCP), in which two different species spread on a graph and interact by a reduced death rate if both occupy the same vertex, representing a symbiotic interaction. The 2SCP is known to exhibit a complex behavior with a rich phase diagram, including continuous and discontinuous transitions between the active phase and extinction. In this work, we advance the understanding of the phase transition of the 2SCP on uncorrelated networks by developing a heterogeneous mean-field (HMF) theory, in which the heterogeneity of contacts is explicitly reckoned. The HMF theory for networks with power-law degree distribution shows that the region of bistability (active and inactive phases) in the phase diagram shrinks as the heterogeneity level is increased by reducing the degree exponent. Finite-size analysis reveals a complex behavior where a pseudo discontinuous transition at a finite-size can be converted into a continuous one in the thermodynamic limit, depending on degree exponent and symbiotic coupling. The theoretical results are supported by extensive numerical simulations.

I. INTRODUCTION

Cooperative or symbiotic processes, in which two or more dynamics evolve on the same substrate, interacting with each other synergistically, present a rich behavior in terms of the phase transitions and criticality [1]. This kind of approach is extensively used in ecological models of competition and cooperation [2, 3]. However, this idea can be expanded to the context of epidemics if one considers two interacting pathogens propagating across the same hosts. If a host can be infected simultaneously by both pathogens, the co-infection can result in coexisting infections when competitive interactions are considered [4, 5]. An important class of interacting dynamical processes are those involving information and epidemic spreading influencing each other [6–9]. On the other hand, cooperative or synergistic interactions result in richer phase diagrams, which may include discontinuous phase transitions and they have been a topic of intense research [5, 10–18].

Phase transitions in spreading phenomena involve the absorbing states [19, 20], which are the frozen configurations without fluctuations of the order parameter [21]. Two fundamental models for spreading of single species are the susceptible-infected-susceptible (SIS) epidemic model [19] and the contact process (CP) [22, 23]. These models on generic graphs are defined as follows. Nodes can be active (infectious) or inactive (susceptible). Active nodes become spontaneously inactive with rate \( \mu \), in both models, or can independently activate each inactive nearest neighbor with rates \( \lambda \) and \( \lambda/k \) in SIS and CP models, respectively, in which \( k \) is the node degree (number of neighbors). Despite the similar rules, these processes behave very differently on heterogeneous networks. Considering the important case of power-law degree distributions, in which the probability that a randomly chosen node has degree \( k \) scales as \( P(k) \sim k^{-\gamma} \) [24] where \( \gamma \) is the degree exponent, CP presents a finite activation threshold [25, 26] and a phase transition while the SIS is governed by complex activation mechanisms [27] which leads to vanishing epidemic threshold, and consequently absence of a genuine phase transition in the thermodynamic limit [28, 29].

While coexisting spreading processes on networks are widely investigated using models based on SIS-like dynamics [7, 8, 30], the phase transition can be more naturally tackled in CP-like spreading processes where the phase transitions happen in the thermodynamic limit. A simple model to study cooperation is the two-species symbiotic CP (2SCP) [17], in which two different species spread on a substrate following the standard CP rules except if both occupy the same node, when they interact symbiotically by a reduced death rate \( \mu_s \). In addition to its interest as an elementary model of symbiosis, the 2SCP is useful in the study of out-of-equilibrium phase transitions. Several works discussing and characterizing the phase transition of this model were out recently [17, 18, 31, 32]. On regular lattices, the 2SCP presents a continuous phase transition in one and two spatial dimensions [17]. However, it was found that the transition becomes discontinuous in the regime of strong symbiosis when diffusion is introduced [31]. The 2SCP was also investigated in complete graphs and random regular (RR) networks [32], and it was conjectured that the nature of its transition changes, from continuous to discontinuous, at the upper critical dimension. The phase diagram determining the regions of the 2SCP space parameter \( \mu_s \) versus \( \lambda \) was obtained in the simplest one-site mean-field level [31].

The 2SCP was also investigated numerically in complex networks (Barabási-Albert, Erdős-Rényi and RR networks) in Ref. [18] and the results compared with a homogeneous pairwise mean-field theory where the fixed degree is replaced with the average degree of the network. This strategy was previously used for ordinary CP on networks [25, 33]. An approach to reckon the heterogeneity explicitly is the heterogeneous mean-field (HMF) theory, conceived to investigate dynamical processes on
complex networks [19]. It assumes that the vertex degree is the quantity relevant to determine its state, neglecting dynamical correlations as well as the actual structure of the network. While failing to reproduce accurately the activation of the SIS dynamics on power-law networks with $\gamma > 5/2$ due to strong localization effects [27, 29], it reproduces very accurately the CP critical behavior on these same networks [25, 26]. In order to contribute to the better understanding of symbiotic dynamics on complex networks, we develop a HMF theory [19, 34] for 2SCP and analyze the case of power-law networks considering a range of degree exponent $2 < \gamma < 4$. We validate the results by performing quasi-stationary (QS) simulations on synthetic complex networks. We report that the degree distribution plays a central role in the shape of the phase diagram defining active, inactive, and bistable phases, in which the last one shrinks for lower degree exponents (higher heterogeneity). Finite-size scaling reveals complex behaviors where a pseudo discontinuous transition at finite sizes becomes continuous in the thermodynamic limit.

This paper is organized as follows. In Section II, we present the model, review basic properties for homogeneous networks and develop the HMF theory for S2CP. In Sec. III we perform the numerical analysis of the HMF equations and finite-size scaling and stochastic simulations are compared with the HMF theory in Sec. IV. Finally, Sec. V is devoted to summarizing our conclusions.

II. MEAN-FIELD THEORIES FOR THE 2SCP

The 2SCP is defined considering two species (A and B) evolving on the same network. Each node can support at most one individual of each species. The activation process is exactly the same of the CP where both species create clones of themselves with rate $\lambda/k$ at all neighbors that do not carry one individual of its own species. In addition, a singly occupied node by either A or B becomes vacant with rate $\mu$. If a node contains two species, a reduced symbiotic death rate $\mu_s < \mu$ is adopted, such that the chance of death for both A and B individuals is reduced. All transitions for the model are illustrated in Fig. 1. Hereafter, we adopt $\mu = 1$ without loss of generality.

A. Homogeneous mean field

We start reviewing the basic homogeneous mean-field theory for 2SCP [17], where all nodes are statistically equivalent. Therefore, the dynamical equations are constructed in terms of probabilities that the node is in a given state: vacant, occupied by one species A, by one species B, or by both species. Taking into account all possible transitions indicated in Fig. 1, the following set of equations is obtained

\[
\begin{align*}
\frac{d\rho_0}{dt} &= \rho_A + \rho_B - \lambda \rho_0 \rho_T, \\
\frac{d\rho_A}{dt} &= -\rho_A + \rho_{AB} \mu_s + \lambda \rho_0 \varphi_A - \lambda \rho_A \varphi_A, \\
\frac{d\rho_B}{dt} &= -\rho_B + \rho_{AB} \mu_s + \lambda \rho_0 \varphi_A - \lambda \rho_B \varphi_A, \\
\frac{d\rho_{AB}}{dt} &= -2\mu_s \rho_{AB} + 2\lambda \rho_A \rho_B + \lambda \rho_{AB} (\rho_A + \rho_B),
\end{align*}
\]

in which $\rho_0$, $\rho_A$, $\rho_B$ and $\rho_{AB}$ are probabilities that a given node is vacant, occupied by an individual of species A, of species B, or both, respectively. The auxiliary variables $\rho_T = \rho_A + \rho_B + 2\rho_{AB}$ is the total prevalence and $\varphi_X = \rho_{AB} + \rho_X$ is the probability that a node has at least one individual of species X. It is important to note that in the absence of either A or B, the mean-field equations reduce to the ones of the standard CP [21]. By considering symmetrical solutions $\rho_A = \rho_B = \rho$ and the closure relation $\rho_A + \rho_B + \rho_{AB} + \rho_0 = 1$, the system is reduced to two independent variables.

The stationary solutions are the trivial $\bar{\rho} = \bar{\rho}_{AB} = 0$ and the nontrivial one given by

\[
\bar{\rho} = \frac{\mu_s \left[ 2(1 - \mu_s) - \lambda + \sqrt{\lambda^2 - 4\mu_s(1 - \mu_s)} \right]}{2\lambda(1 - \mu_s)}
\]
and

$$\tilde{p}_{AB} = \frac{\lambda \tilde{p}^2}{\mu_s - \lambda \tilde{p}}.$$ 

(6)

Analyzing these solutions, the following conclusions can be obtained: (i) The nontrivial solution exists only if $\lambda \geq \sqrt{4\mu_s(1 - \mu_s)}$; (ii) For $\mu_s > 1/2$, $\lambda_c = 1$ is a continuous transition point where the scaling $\tilde{p} \simeq \frac{\mu_s}{\lambda(\lambda - \lambda_c)}$ holds; (iii) For $\mu_s < 1/2$, the transition point $\lambda_c = \sqrt{4\mu_s(1 - \mu_s)}$ implies in $\tilde{p} > 0$ for the nontrivial solution, indicating a discontinuous transition.

The discontinuity in solutions for $\mu_s < 1/2$ implies in a bistability region since $\tilde{p} = 0$ is also locally stable for $\sqrt{4\mu_s(1 - \mu_s)} < \lambda < 1$. The convergence to the stationary state depends on the initial condition: for $\rho_A(0) = \rho_B(0) \lesssim 1$, the dynamics converges to Eq. (5) for $\lambda > \lambda^* = \sqrt{4\mu_s(1 - \mu_s)}$ while for $\rho_A(0) = \rho_B(0) \gtrsim 0$, the convergence happens for $\lambda > \lambda^* = 1$ while the absorbing state remains stable always. The curves $\lambda^-(\mu_s)$ and $\lambda^+(\mu_s)$ are called lower and upper spinoidal, respectively. Visual representations of the discontinuity are shown in Fig. 2. Although it is beyond the scope of the paper, it is important to mention that homogeneous theories were constructed using pairwise interactions [18].

B. Heterogeneous mean-field

The basic assumptions of the HMF theory [19, 34] is that all nodes of same degree are equivalent and interact with other nodes considering the conditional probability $P(k'|k)$ that a node of degree $k$ is connected to another node of degree $k'$. We introduce the notation $\rho^X_k$ for the prevalence of individuals of species X (A, B, vacant, or AB) lying on nodes of degree $k$; i.e., the probability that a randomly chosen node of degree $k$ is in the state X. We also extend the definitions of the auxiliary variables $\bar{\varphi}^X_k$, $\tilde{\varphi}^X_k$, and $\varphi^X_k$ to their degree dependence. Thus, dynamical equations for the HMF theory become

$$\frac{d\rho_A^0}{dt} = \rho_A^0 + \rho_B^0 + \lambda \rho_k^0 \sum_{k'} \frac{\rho_{k'}^0 P(k'|k)}{k'},$$

(7)

$$\frac{d\rho_A^A}{dt} = -\rho_A^A + \mu_s \rho_{kA}^A + \lambda \rho_k^0 \sum_{k'} \frac{\tilde{\varphi}_{k'}^A P(k'|k)}{k'},$$

(8)

$$\frac{d\rho_B^B}{dt} = -\rho_B^B + \mu_s \rho_{kB}^B + \lambda \rho_k^0 \sum_{k'} \frac{\bar{\varphi}_{k'}^B P(k'|k)}{k'},$$

(9)

and

$$\frac{d\rho_{AB}^AB}{dt} = -2\mu_s \rho_{AB}^AB + \lambda \rho_k^A k \sum_{k'} \frac{\varphi_{k'}^B P(k'|k)}{k'},$$

(10)

+ $\lambda \rho_{AB}^B k \sum_{k'} \frac{\bar{\varphi}_{k'}^B P(k'|k)}{k'}$.

As in the homogeneous theory, we look for symmetric ($\rho_k^A = \rho_k^B = \rho_k$) and stationary solutions ($\tilde{\varphi}^X_k = 0$) and can use the closure relation $\rho_k^A + \rho_k^B + \rho_{AB}^AB = 1$. In order to advance in the solution, we consider uncorrelated networks for which the neighbor’s degree is independent of the degree of the considered node resulting in $P(k'|k) = k' P(k')/\langle k \rangle$ [35]. Let’s define $\beta_k = \lambda k/\langle k \rangle$ and $\varphi = \sum_k \varphi^X_k P(k) = \sum_k \bar{\varphi}^X_k P(k)$, in which the latter does not depend on $k$, to obtain the following set of equations for $k = k_{\text{min}}, \ldots, k_{\text{max}}$

$$\frac{d\rho_k^A}{dt} = -\rho_k + \mu_s \rho_{kA}^A + (1 - 3\rho_k - \rho_{AB}^AB) \beta_k \varphi$$

(11)

and

$$\frac{d\rho_k^B}{dt} = -\rho_k + \mu_s \rho_{kB}^B + \beta_k \rho_{kB}^B \varphi.$$ 

(12)

Solving these equations in the steady state for $\rho_{AB}^AB$ and $\rho_k$, one obtains

$$\rho_{AB}^AB = \beta_k \rho_k \varphi/\mu_s$$

(13)

and

$$\tilde{\rho}_k = \frac{\beta_k \bar{\varphi}}{1 + 2\beta_k \varphi + \beta_k^2 \varphi^2/\mu_s}.$$ 

(14)

Substituting Eqs. (13) and (11) in $\bar{\varphi}$, we obtain a self-consistent transcendental equation

$$\bar{\varphi} = \Theta(\bar{\varphi}) = \sum_{k} \varphi_k^A (1 + \beta_k \varphi/\mu_s) P(k)/\langle k \rangle + 2\beta_k \varphi + \beta_k^2 \varphi^2/\mu_s,$$

(15)

which can be expanded in terms of Gauss hypergeometric functions [36] using a continuous degree approximation (Appendix A) or solved numerically using bisection method given a degree distribution $P(k)$ and, thus, providing $\tilde{\rho}_k$ and $\rho_{AB}^AB$.

The loss of stability of the absorbing state $\rho_k = \rho_k^{AB} = 0$ at $\lambda^+$ can be obtained using Eq. (13) near to the transition point, where both $\rho_k \ll 1$ and $\rho_{AB}^AB \ll 1$, implying that $\bar{\varphi} \ll 1$. According to Eq. (13), which is proportional to the product $\rho_k \bar{\varphi}$, we can assume $\rho_{AB}^AB \ll \rho_k$ in Eq. (14) to obtain the following linearized and closed system for $\rho_k$

$$\frac{d\rho_k}{dt} = -\rho_k + \frac{\lambda k}{\langle k \rangle} \sum_{k'} \rho_{k'} P(k') + \ldots \simeq \sum_{k'} L_{kk'} \rho_{k'},$$

(16)

where

$$L_{kk'} = -\delta_{kk'} + \frac{\lambda k P(k')}{\langle k \rangle}.$$ 

(17)
is the Jacobian of the linearized system. This is exactly the same Jacobian of the single species CP on networks [37]. The loss of stability of the absorbing state is obtained when the largest eigenvalue of $L_{kk'}$ is zero. One can easily check that $v_k = k$ is an eigenvector of $C_{kk'} = k P(k')/(k)$ with eigenvalue $\Lambda = 1$. Since $v_k > 0$ and $C_{kk'}$ is positive definite, Perron-Frobenius theorem guaranties that $\Lambda$ is the largest and non-degenerate eigenvalue of $C_{kk'}$, providing the upper spinodal $\lambda^+ = 1$.

We define the order parameter as the fraction of nodes occupied by at least one particle, which is given by

$$\rho_T = 2 \rho + \rho_{AB},$$

in which

$$\rho = \sum_{k=k_{min}}^{k_{max}} \rho_k P(k)$$

is the probability that a randomly chosen node is occupied by either A or B species and

$$\rho_{AB} = \sum_{k=k_{min}}^{k_{max}} \rho_k^{AB} P(k)$$

is the probability of double occupation. In figure 2(a) we present typical hysteresis diagrams for $\rho_T$ as a function of $\lambda$ using a power-law degree distribution with $\gamma = 3.5$ and $\mu_s = 0.2$ for two initial conditions: $\rho_{AB}(0) = 1$ representing a fully occupied substrate and $\rho_{AB}(0) = 10^{-6}$ which is near to the absorbing state. To compare this result with the case of uncorrelated networks in Sec. IV, we have chosen an upper cutoff for the degree distribution $k_{max} = \sqrt{N}$, where $N$ is the number of nodes of the network. The hysteresis effect in these curves manifests as bistability regions (hashed area). The phase diagrams in the $\lambda \times \mu_s$ parameter space computed numerically solving Eq. (15) are presented for degree exponents $\gamma = 3.5$, 2.7 and 2.3 in Fig. 2. The upper spinodal $\lambda^+ = 1$ is confirmed. One can see that the bistability region is close to the homogeneous case for $\gamma = 3.5$, being gradually reduced as the network heterogeneity is increased with smaller values of $\gamma$, shrinking in the limit $\gamma \to 2$.

One can rationalize the role of heterogeneity as follows. The chance of a doubly occupied node to produce occupation with both species in one of its neighbors decreases with its degree due to the random choice of the target, scaling approximately as $1/k^2$ (choose the same neighbor twice for both A and B offspring before death). So, even though hubs are, on average, more active than the regular nodes, more hubs dismantle the sibomatic mechanisms by diluting species in different neighbors.

The diagrams for finite-size system indicate that the transitions become continuous for $\mu_s > \mu_s^*$, which depends on the degree exponent $\gamma$. For $\gamma = 3.5$, it is very close to homogeneous network case, $\mu_s^* = 1/2$, shown in Sec. II A.

We perform a continuous approximation [26] for Eq. (15), where the sum is replaced by an integral over $k$,
to obtain
\[ \bar{\varphi} = \Theta(\bar{\varphi}) = \int_{k_{\min}}^{\infty} \frac{\bar{\varphi} \beta_k (1 + \beta_k \bar{\varphi} / \mu_s) P(k)}{1 + 2 \beta_k \bar{\varphi} + \beta_k^2 \bar{\varphi}^2 / \mu_s} dk \] (21)

in the limit \( k_{\max} \to \infty \). One can verify by direct differentiation that \( \Theta'(\bar{\varphi}) > 0 \) and \( \Theta''(\bar{\varphi}) < 0 \) for \( \mu_s \geq 1/2 \), implying that \( \Theta(\bar{\varphi}) \) is monotonically increasing function and that only a continuous transition is possible, as illustrated in Fig. 3(a). Therefore, a discontinuous transition shown in Fig. 3(b), if there is one, must occur for \( \mu_s \leq 1/2 \). To determine when the discontinuous transition turns to continuous, i.e., when the gap in lower spinodal vanishes, we can use a series expansion for small \( \bar{\varphi} \).

A lengthy algebraic handling, summarized in Appendix A, leads to
\[ \Theta(\bar{\varphi}) = \lambda \bar{\varphi} + a_{\gamma - 1} \bar{\varphi}^{\gamma - 1} + a_2 \bar{\varphi}^2 + a_3 \bar{\varphi}^3, \] (22)

where the coefficients \( a_i \) are functions of \( \mu_s \), \( \gamma \), and \( \lambda \) given in Eq. (A4). Considering the range of interest \( \mu_s \leq 1/2 \), we can easily see that \( a_2 \leq 0 \) for \( 2 < \gamma < 3 \) and \( a_2 \geq 0 \) for \( \gamma > 3 \). Similarly, \( a_3 > 0 \) for \( \gamma < 4 \) and \( a_3 < 0 \) for \( \gamma > 4 \). The coefficient \( a_{\gamma - 1} \) has a very complicated dependence on \( \gamma \) and \( \mu_s \) shown in Eq. (A5). However, the sign of \( a_{\gamma - 1} \) can be investigated numerically. We found that \( a_{\gamma - 1} < 0 \) for \( \gamma > 3 \) while changes sign in interval \( 0 \leq \mu_s \leq 1/2 \) for \( 2 < \gamma < 3 \); see Fig. 4.

The cubic term is negligible for \( \gamma < 4 \) while the term \( \bar{\varphi}^{\gamma - 1} \) is negligible otherwise. The nontrivial solution of \( \Theta(\bar{\varphi}) = \bar{\varphi} \) disappears following a pitchfork bifurcation \[38\] where \( \Theta'(\bar{\varphi}^*) = 1 \) and \( \Theta''(\bar{\varphi}^*) = \bar{\varphi}^* \), as shown in Fig. 3(b); \( \bar{\varphi}^* \) is the discontinuity gap of \( \bar{\varphi} \). Solving these equations to leading order one finds
\[ \bar{\varphi}^* \simeq \begin{cases} \frac{(\gamma - 1) a_{\gamma - 1}}{|a_2|}^{1/(3 - \gamma)} & 2 < \gamma < 3 \\ \frac{a_2}{(\gamma - 1) a_{\gamma - 1}}^{1/(\gamma - 3)} & 3 < \gamma < 4 \\ \frac{a_2}{3 a_3} & \gamma > 4 \end{cases} \] (23)

For \( \gamma > 3 \), the gap \( \bar{\varphi}^* \) vanishes for \( a_2 = 0 \) which leads to \( \mu_s^* = 1/2 \), the same result of the homogeneous case. For the scale-free regime \( 2 < \gamma < 3 \), the gap goes to zero when \( a_{\gamma - 1} = 0 \). This calculation can be done numerically, as illustrated in Fig. 4. We have that \( \mu_s^* \) increases nonmonotonically from 0 to 1/2 for \( \gamma \in (2, 3) \) as shown in the phase diagram in parameter’s space \( \mu_s \) versus \( \gamma \) presented in Fig. 7(b). The scaling of Eq. (23) was verified through the numerical solution of Eq. (15) for large \( k_{\max} \).

III. FINITE-SIZE SCALING IN THE HMF THEORY

Stochastic simulations can be performed only in finite size networks. So, it is important to understand the finite size dependence of HMF theory. So, we analyze the total prevalence curves corresponding to different sizes starting from a network fully occupied by both species as initial condition. Figure 5 shows the curves for \( p_T \) as function of the infection rate \( \lambda \) for \( \mu_s = 0.2 \), and different levels of heterogeneity given by \( \gamma = 2.3, 2.7 \) and 3.5. We observe two finite-size scaling behaviors depending on the degree exponent for a fixed \( \mu_s \). If \( \gamma = 2.3 \), the transition is discontinuous at an activation threshold \( \lambda^c < 1 \) for small sizes. However as \( N \) increases, this discontinuity drops towards a continuous transition in the infinite size limit when \( \lambda^c \to \lambda^c = 1 \) implying a pseudo threshold for finite sizes. On the other hand, for \( \gamma = 2.7 \), the discontinuity is sustained in the thermodynamic limit, at a threshold converging to \( \lambda^c < 1 \). The convergence can also be seen for \( \gamma = 3.5 \), being much faster in this case.

Figure 5 presents the finite-size scaling for the activation thresholds \( \lambda^c \) and the gap discontinuity \( \Delta \), for curves shown in Fig. 6. The activation thresholds converge to the upper spinodal \( \lambda^+ = 1 \) for \( \gamma = 2.3 \) while the convergence to the lower spinodals are reported for \( \gamma = 2.7 \) and 3.5. The discontinuity gap remains finite for \( \gamma = 2.7 \) and 3.5.
FIG. 5. Total prevalence \((\rho_T = 2\rho + \rho_{AB})\) as a function of \(\lambda\) for \(P(k)\) representing synthetic scale-free networks with \(\mu_s = 0.2\) and different sizes. (a) \(\gamma = 2.3\), (b) \(\gamma = 2.7\). (c) \(\gamma = 3.5\)

but decay as a power-law \(\Delta_p \sim N^{-0.43}\), corroborating the transition continuity as \(N \to \infty\).

FIG. 6. Finite-size scaling for (a) activation threshold and (b) discontinuity gap for 2SCP obtained with the HMF theory for power-law degree distributions with different values of \(\gamma\) and \(\mu_s = 0.2\) fixed. Lower and upper degree cutoffs \(k_{\min} = 3\) and \(k_{\max} = \sqrt{N}\) we adopted.

We determine numerically the value \(\mu^*_s\) of the symbiotic coupling that separates the continuous from discontinuous transitions, analyzing different levels of heterogeneity. Figure 7(a) shows the finite-size scaling of \(\Delta_p\) for \(\gamma = 2.3\) and different values of \(\mu_s\). While curves for lower values of \(\mu_s\) tend to a finite value of \(\Delta_p\) (bends upwards), it keeps decaying towards 0, within the accuracy of our numerical solution, for higher values. To estimate the value of \(\mu^*_s\), we assume a monotonic approximation of the asymptotic limit using an scaling in form \(\Delta_p(N) = \Delta_p(\infty) + cN^{-b}\) or, more precisely, \(z = z_0 + \ln(1 + ce^{-bw})\) with \(z = \ln(\Delta_p)\) and \(w = \ln(N)\) in double logarithmic form to reckon correctly the scaling behavior. By collecting the values of \(\mu^*_s\) for different \(\gamma\), we obtain the phase diagram in the space parameter \(\mu_s\) versus \(\gamma\) presented in Fig. 7(b), in which the theoretical curve that separates the continuous from discontinuous transitions is presented. We observe a very good match between finite-size scaling and the theoretical prediction, with more significant differences for \(\gamma\) close to 2 or 3. Indeed, this same effect was reported for the ordinary contact processes on networks, presenting stronger finite-size corrections in these ranges of \(\gamma\) \([26, 39]\). This agreement qualifies the method to the analysis of stochastic simulations where no exact expression is available. Figure 7(b) also corroborates the shrinking of the bistability region in the phase parameter \(\lambda\) versus \(\mu_s\) as the heterogeneity is increased towards \(\gamma = 2\) and the independence of \(\mu^*_s\) on the degree exponent for \(\gamma > 3\). Note that, according to Eq. (23), heterogeneity alters the critical dependence for \(3 < \gamma < 4\) where the gap \(\varphi^*\) goes to zero following a scaling that depend on \(\gamma\), while the homogeneous mean-field behavior is recovered only for \(\gamma > 4\).

IV. QUASISTATIONARY SIMULATIONS FOR 2SCP ON COMPLEX NETWORKS

A. Methods

In order to validate the predictions of the HMF theory, we performed simulations of 2SCP on annealed and quenched networks with power-law degree distributions. Connections in annealed networks are probabilistic, such that a node \(i\) can be connected to any other node \(j\) with probability proportional to the product \(k_i k_j\) in a given time step \([37]\). Due to the constant rewiring, annealed networks are substrates in which HMF theories are expected to be exact in the thermodynamic limit and can be used to corroborate the correctness of the HMF equations \([37, 39]\). Annealed networks are easily implemented attributing the desired degree sequence \(\{k_1, \ldots, k_N\}\) for the nodes of the network. When a neighbor has to be chosen, a vertex is randomly selected with probability proportional to its degree \([37]\). The uncorrelated configuration model (UCM) \([40]\) was used to simulate quenched networks. An upper cutoff \(k_{\max} = \sqrt{N}\) guarantees absence of degree correlations and was used to allow a comparison with annealed and HMF results.

We performed stochastic simulations using an opti-
to perform the FSS; see main text. (b) Symbiosis coupling μ∗ separating the discontinuous and continuous transitions for different values of the degree exponent, obtained theoretically (solid curve) and with the FSS of ∆p versus N.

FIG. 7. (a) Finite-size scaling (FSS) of discontinuity gap (∆p) for 2SCP obtained with the HMF theory for power-law degree distributions with γ = 2.3 and different values of μs. Symbols are numerical data obtained from integration of HMF equations and solid lines non-linear regression to perform the FSS; see main text. (b) Symbiosis coupling μ∗ separating the discontinuous and continuous transitions for different values of the degree exponent, obtained theoretically (solid curve) and with the FSS of ∆p versus N.

mized Gillespie algorithm detailed in Ref. [18]. To deal with the intrinsic difficulties of absorbing states in finite-size systems [21], we adopt the slightly modified QS simulations [41, 42], constraining the averages to configurations in which none species is extinct [18]. A list with Mconf configurations visited along the dynamics, in which both species are active, is constructed. This list is constantly updated by replacing one of its elements with the current configuration with probability q per unit of time. One configuration of this list is randomly chosen to replace the system’s state whenever one of the species is extinct. The QS quantities are computed after a relaxation time trlx during an average time tavr. The QS method has been successively applied to diverse dynamical processes with absorbing states on complex networks [18, 25, 26, 43, 44]. In the present work we used M = 100, q = 10−2, ttrlx = 10⁶, and tavr = 10⁷.

B. Results

Sizes attainable in stochastic simulations are much smaller than in the solution of the HMF equation (15) that involve n ~ kmax variables while in the simulations the number of agents scale as N = (kmax)². Additionally, the RAM memory demanded can be orders of magnitude larger. The comparison between total prevalence obtained with HMF theory and QS simulations on annealed networks of different sizes with degree exponent γ = 2.3 is shown in Fig. 8(a). One can see that the simulations converge to the theoretical predictions as N increases while the discrepancies for smaller sizes are due to the absence of stochasticity in the theory, which become negligible in the infinite-size limit. Higher values of γ lead to even better agreement of QS simulation with HMF theory and the results are physically similar to the presented case γ = 2.3. This agreement corroborates the correctness of the HMF analysis. Simulations of 2SCP on UCM quenched networks with the same parameters of the annealed case are presented in Fig. 8(b). While a similar qualitative behavior is observed, with the reduction of discontinuity gap as N increases, there are expected quantitative differences such as the shift of the activation threshold in the lower spinodal towards higher values. Indeed, the dynamical correlations existing in quenched networks play the important role of raising the activation
V. SUMMARY AND DISCUSSIONS

Coexistence of dynamical processes on the top of complex networks is a breakthrough issue that has been investigated in several applied contexts, which demand more complex models and substrates. So, due to its simplicity, the two species contact process can be used as a benchmark model to investigate the nature of discontinuous or continuous transition in coexisting dynamics. The existence of continuous and discontinuous transitions in the 2SCP has been already theorized in simpler mean-field theories, such as the homogeneous one [17, 31], in which the discontinuity threshold is fixed and independent of the substrate. Even for more complicated theories, such as the pairwise mean-field theory [18], this threshold is independent of the network heterogeneity. The role of heterogeneity of the contact structure has not been analyzed from the theoretical point of view. In the present work, we tackle this problem by investigating a heterogeneous mean-field theory for the 2SCP with a set of equations that take into account the degree distribution.

The HMF theory predicts that increased heterogeneity leads to the reduction of the regions of bistability in the phase diagram $\lambda$ versus $\mu_s$, where absorbing and active states are locally stable. In terms of network parameters, the bistability region shrinks as the degree exponent $\gamma$ goes to the lower bound $\gamma = 2$. Weakening of bistability can be attributed to the lowered probability to produce doubly occupied nodes among the neighbors of a hub, which are the most active elements of the network. We performed a careful finite-size analysis and observed complex behaviors. Depending on the strength of the symbiotic coupling, a discontinuous transition observed at a finite size gradually converges to a continuous one in the thermodynamic limit, consisting in a pseudo discontinuous transition at finite sizes. Our analytical results are backed up by extensive stochastic simulations on both annealed and quenched networks.

We expect that our results will stimulate further fundamental investigations of the interplay between heterogeneity and bistability in nonequilibrium absorbing-state phase transitions and can help to understand basic phenomena in applied modeling of coexisting dynamics such as rumors and contagious diseases [9], interacting diseases [5, 30], and ecological symbiosis [2]. Natural sequence of the current work is to extend the theory to networks with degree correlations observed in many real networks [35].

Appendix A: Continuous approximation for Eq. (15)

Starting with Eq (21), we complete squares in the denominator and takes a binomial series expansion to find

$$
\Theta(\bar{\varphi}) = \int_{k_{\text{min}}}^{\infty} \frac{\beta_k \bar{\varphi}(\sqrt{\mu_e} + \bar{\varphi} \beta_k / \sqrt{\mu_e})}{\sqrt{\mu_e}(1 + \bar{\varphi} \beta_k / \sqrt{\mu_e})^2} \sum_{n=0}^{\infty} \left[ \frac{2(1 - \sqrt{\mu_e} \bar{\varphi} \beta_k / \sqrt{\mu_e})}{(1 + \bar{\varphi} \beta_k / \sqrt{\mu_e})^2} \right]^n P(k) dk.
$$

(A1)
The sum is converging since \( \zeta = 2\tilde{\varphi}(\beta_k/\sqrt{\mu_\varphi})(1 + \tilde{\varphi}\beta_k/\sqrt{\mu_\varphi})^2 \leq 1/2 \) was used in series expansion of \((1 - \zeta)^{-1}\). Now, considering a normalized power-law distribution \( P(k) = Ak^{-\gamma} \) with \( A = (\gamma - 1)k_{\text{min}}^{-\gamma - 1} \), the change of variable \( x = \lambda k/(\sqrt{\mu_\varphi}(k)) \) leads to

\[
\Theta(\tilde{\varphi}) = \alpha \sum_{n=0}^{\infty} \left[ 2(1 - \sqrt{\mu_\varphi})^n \right]^{\gamma n + 1} \left[ \sqrt{\mu_\varphi} \int_{x_0}^{\infty} \frac{x^{\gamma n + 1}}{(1 + \tilde{\varphi}x)^{2n+2}} + \tilde{\varphi} \frac{x^{\gamma n + 2}}{(1 + \tilde{\varphi}x)^{2n+2}} \right],
\]

(A2)

where \( x_0 = \lambda k_{\text{min}}/\sqrt{\mu_\varphi}(k) \) and \( \alpha = (\gamma - 1) (k_{\text{min}}/\sqrt{\mu_\varphi}(k))^\gamma \). The integrals in Eq. (A2) can be expressed in terms of Gauss hypergeometric functions \( F(a, b; c; x) \) [36], to obtain

\[
\Theta(\tilde{\varphi}) = \alpha x_0^{-\gamma + 1} \sum_{n=0}^{\infty} \left[ 2(1 - \sqrt{\mu_\varphi})^n \right]^{(n+1)} \left[ \frac{\sqrt{\mu_\varphi}}{n+\gamma} F \left( 2n+2, n+\gamma, n+\gamma+1; -\frac{1}{\tilde{\varphi}x_0} \right) \right] + \frac{\tilde{\varphi}x_0}{n+\gamma-1} F \left( 2n+2, n+\gamma-1, n+\gamma; -\frac{1}{\tilde{\varphi}x_0} \right).
\]

(A3)

Now we take the asymptotic expansion for \( F(a, b; c; z) \) for \( z \to \infty \) up order \( \varphi^3 \) to obtain

\[
\Theta(\tilde{\varphi}) = \lambda \tilde{\varphi} + a_{\gamma-1} \tilde{\varphi}^{\gamma-1} + \frac{(\gamma - 2)^2(1 - 2\mu_\varphi)}{(\gamma - 3)(\gamma - 1)\mu_\varphi} \lambda^2 \varphi^2 + \frac{(\gamma - 2)^3(7 - 8\sqrt{\mu_\varphi})}{(4 - \gamma)(\gamma - 1)^2\mu_\varphi} \lambda^3 \varphi^3 + \cdots,
\]

(A4)

where

\[
a_{\gamma-1} = (\gamma - 1) \left( \frac{\lambda k_{\text{min}}}{\langle k \rangle \sqrt{\mu_\varphi}} \right)^{\gamma - 1} \tilde{\beta},
\]

(A5)

and

\[
\tilde{\beta} = \sum_{n=0}^{\infty} \left[ 2(1 - \sqrt{\mu_\varphi})^n \right] \left[ \sqrt{\mu_\varphi} + \frac{n - \gamma + 2}{n+\gamma-1} \right] \frac{\Gamma(n+\gamma+2)\Gamma(\gamma+n)}{\Gamma(2n+2)},
\]

(A6)

where \( \Gamma(x) \) is the Gamma function [36].
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