Moments of moments of primes in arithmetic progressions
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Abstract
We establish unconditional \(\Omega\)-results for all weighted even moments of primes in arithmetic progressions. We also study the moments of these moments and establish lower bounds under the Generalized Riemann Hypothesis (GRH). Finally, under GRH and the Linear Independence Hypothesis (LI), we prove an asymptotic for all moments of the associated limiting distribution, which, in turn, indicates that our unconditional and GRH results are essentially best possible. Using our probabilistic results, we formulate a conjecture on the moments with a precise associated range of validity, which we believe is also best possible. This last conjecture implies a \(q\)-analog of the Montgomery-Soundararajan conjecture on the Gaussian distribution of primes in short intervals. The ideas in our proofs include a novel application of positivity in the explicit formula and the combinatorics of arrays of characters that are fixed by certain involutions.
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1 | INTRODUCTION

In addition to having a rich history spanning decades, the study of moments of arithmetical sequences in residue classes is experiencing accelerating and major recent progress. For instance, starting from the works of Liu [71, 72], Perelli [84], Friedlander and Goldston [35], Hooley [52, 54, 55], and culminating with the work of Harper–Soundararajan [42] and its generalization by
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Mastrostefano [74], we now have a general unconditional lower bound for the variance of primes and generalized divisor functions up to $x$ in arithmetic progressions modulo $q$, on average over $q \leq Q$ and in the range $x^{3+\varepsilon} \leq Q \leq x$. These questions have their origin in the foundational work of Barban [11], Davenport–Halberstam [28], Montgomery [77], and Hooley [45], as well as in the earlier work of Selberg [96] and others on primes in short intervals. There is a myriad of other related works which would be relevant to mention here, including work on variations of the Montgomery–Hooley asymptotic formula [37, 40, 45–55, 67, 97–99], relations with pair correlation and other statistics on zeros of $L$-functions [17, 20, 73], spaced moduli [8–10, 16, 30, 76], other arithmetic functions [12–14, 27, 38, 57, 68, 75, 80, 82, 83, 86, 91, 103, 107–109], as well as function field analogs [39, 58, 59, 92].

In parallel, we have been experiencing intensive ongoing work on moments of $L$-functions in families, guided by the random matrix theory analogs [60, 61] and the conjectures [21, 22, 24, 25]. In this direction, we mention the fundamental work of Ramachandra [89, 90] and Heath-Brown [43], as well as the relatively recent Rudnick–Soundararajan breakthrough [93, 94], which inspired much further work [1, 3, 18, 87, 101] on lower bounds. As for upper bounds, we mention Soundararajan’s landmark result [102] which was sharpened to the conjectured order of magnitude by Harper [41], as well as some of the many other papers on the subject [19, 23, 44, 62, 63, 81, 88, 110].

Much less is known about higher moments of arithmetical sequences in residue classes, with a notable family of exceptions. Indeed, in the influential work [34], Fouvry, Ganguly, Kowalski and Michel have computed all moments of the classical divisor function in a certain range. This work has inspired further developments including generalizations to coefficients of $GL(N)$ automorphic forms [65, 69, 100, 106, 111]. Moreover, very recently, Nunes has established upper bounds on higher moments of squarefree integers [83]. As for the sequence $\Lambda(n)$ (the von Mangoldt function), the third moment has been computed by Hooley [51], as well as by Vaughan [105] with a major arcs approximation. Hooley has also formulated a conjecture on higher moments [50] on average over $q \leq Q$ in the restricted range $x/(\log x)^4 \leq Q = o(x/\log x)$. Other than this conjecture, we are not aware of any results on higher moments of $\Lambda(n)$ in arithmetic progressions.

In this paper, we put forward a new technique which will allow us, through positivity and involved combinatorics, to establish lower bounds on average for all weighted moments of $\Lambda(n)$ in arithmetic progressions. More precisely, we will establish lower bounds on all moments of moments. The conceptual idea of studying moments of moments has its roots in Cramer’s result [26] on the variance of $\psi(x) - x$, Hooley’s bound [49] on the $t$-average of the variance of $\psi(e^t; q, a)$, Vaughan’s upper bound [104] on the higher $q$-moments of the variance of $\psi(x; q, a)$, the second author’s work [31] on the moments of the limiting distribution of the variance, as well as the very recent work of Assiotis, Bailey, and Keating [4–7] on moments of moments in the context of families of $L$-functions and of characteristic polynomials of large random matrices. The approach in the present paper is to study the higher moments of $\psi(e^t; q, a)$ via its $t$-moments for a given modulus $q$; in other words, we consider a double moment, over $a \pmod{q}$ and over $t \leq T$. As a side result, we are also able to study the fixed residue class $a = 1$, once more on average over $t \leq T$. Note also that all our results apply to individual moduli $q$, rather than to the more usual average over $q$.

As pointed out by Hooley [53], it is somewhat paradoxical that the GRH allows one to obtain an asymptotic for $\psi(x; q, a)$ for individual moduli $q \leq x^{3-\varepsilon}$, while asymptotics for the variance of $\psi(x; q, a)$ require that $x^{3+\varepsilon} \leq q \leq x$. This last barrier has recently been broken over function fields in the influential work of Keating and Rudnick [58]. However, as far as we know, it still
stands over \( \mathbb{Q} \). Interestingly, with the current methods, we were able to obtain lower bounds of the conjectured order of magnitude for moduli that are of size \( x^{\delta} \) for some small enough \( 0 < \delta < \frac{1}{2} \) (in fact, \( x^{\delta} \) can be replaced by a smaller function tending to infinity, no matter how slowly).

The moments of \( \Lambda(n) \) are strongly linked with the spacing properties of zeros of \( L \)-functions (see, e.g., [20, 26, 36]), and a fortiori to the Diophantine properties of imaginary parts of zeros of \( L(s, \chi) \). An analogous relation was uncovered in the Monach–Montgomery determination of the exact order of magnitude of the error term in the prime number theorem [79, p. 484], which depends on an effective version of the linear independence hypothesis on zeros of \( \xi(s) \). Having to assume such a hypothesis is a major drawback in the application of the explicit formula to this context. Nevertheless, in the current work, we were able to overcome this hypothesis through an application of positivity. As a result, we obtain optimal lower bounds that are independent of the Diophantine properties of zeros of \( L \)-functions. Moreover, by combining these results with an approach pioneered by Littlewood [70], we obtain unconditional and conjecturally optimal \( \Omega \)-results on all even moments.

Before we state our results, we need to introduce some notation. For \( \eta \in L^1(\mathbb{R}) \), we recall the usual definition of the Fourier transform

\[
\hat{\eta}(\xi) := \int_{\mathbb{R}} \eta(t) e^{-2\pi i \xi t} dt.
\]

As in the work of Fouvry, Ganguly, Kowalski, and Michel [34], we will count \( \Lambda(n) \) with a weight function. More precisely, for any fixed \( \delta > 0 \), we define \( S_{\delta} \subset L^1(\mathbb{R}) \) to be the set of all nontrivial differentiable even \( \eta : \mathbb{R} \to \mathbb{R} \) such that for all \( t \in \mathbb{R} \),

\[
\eta(t), \eta'(t) \ll e^{-\left(\frac{1}{2} + \delta\right)|t|},
\]

and moreover, for all \( \xi \in \mathbb{R} \), we have that

\[
0 \leq \hat{\eta}(\xi) \ll (|\xi| + 1)^{-1}(\log(|\xi| + 2))^{-2-\delta}.
\]

(1.1)

For \( a, q \in \mathbb{N} \), we define

\[
\psi_\eta(x; q, a) := \sum_{\substack{n \geq 1 \\ n \equiv a \pmod{q}}} \frac{\Lambda(n)}{n^{1/2}} \eta(\log(n/x)); \quad \psi_\eta(x, \chi_0, q) := \sum_{\substack{n \geq 1 \\ (n, q) = 1}} \frac{\Lambda(n)}{n^{1/2}} \eta(\log(n/x)).
\]

The effect of this choice of test function is the concentration of the mass on those \( n \) for which \( n \approx x \). As an example of element of \( S_{\delta} \), one can take \( \eta_K(t) = e^{-K|t|} \) with \( K \geq \frac{1}{2} + \delta \), for which \( \hat{\eta}(\xi) = 2K/(K^2 + (2\pi \xi)^2) \). Note also that the classical prime counting functions correspond to the choice \( \eta_0(t) := e^{\pi t} 1_{t \geq 0} \notin S_{\delta} \), for which \( \psi_{\eta_0}(x; q, a) = \psi(x; q, a)/\sqrt{x} \) and \( \hat{\eta}_0(\xi) = (1/2 - 2\pi i \xi)^{-1} \).

---

\[\footnote{The upper bound on \( \hat{\eta}(\xi) \) is a quite mild condition given the differentiability of \( \eta \); going through the proof of the Riemann–Lebesgue lemma, we see, for instance, that a stronger bound holds as soon as \( \eta' \) is monotous. (A stronger bound holds if \( \eta \) is twice differentiable.) As for the positivity condition, we can take, for example, \( \eta = \eta_1 \ast \eta_1 \) for some smooth and rapidly decaying \( \eta_1 \).} \]
The object of study in this paper is the moment\footnote{Note that the moments are usually not divided out by $\varphi(q)$; this normalization should be kept in mind while comparing our results to those in the literature. Moreover, since $\psi_n(x;\chi_0,q)$ is of order $x^{\frac{1}{2}}$, in a sense we have also normalized by $x^{\frac{n}{2}}$.} \\

$$M_n(x, q; \eta) = \frac{1}{\varphi(q)} \sum_{\substack{a \pmod{q} \in T_{\eta} \setminus \{0\}}} \left( \frac{\psi_n(x; q, a) - \psi_\eta(x, \chi_0 q)}{\varphi(q)} \right)^n. \quad (1.2)$$

We define the constants $\alpha(h) := \hat{h}(0)$ and \\

$$\beta_q(h) := -\hat{h}(0) \left( \log(8\pi) + \gamma_0 + \sum_{p \mid q} \frac{\log p}{p-1} \right) + \frac{1}{2} \int_0^\infty \frac{e^{-x^2}}{1-e^{-x}} \left( 2\hat{h}(0) - \hat{h}(x) - \hat{h}(-x) \right) dx,$$

where $\gamma_0$ is the Euler–Mascheroni constant. Here are our main unconditional results.

**Theorem 1.1.** Let $\delta > 0$, $\eta \in S_\delta$, fix $\varepsilon > 0$, and let $g : \mathbb{R}_{\geq 1} \to \mathbb{R}_{\geq 3}$ be any increasing function tending to infinity for which $g(u) \leq e^u$. For a positive proportion of moduli $q$, there exists an associated value $x_q$ such that $g(c_1(\varepsilon, \delta, \eta) \log x_q) \leq q \leq g(c_2(\varepsilon, \delta, \eta) \log x_q)$, where the $c_j(\varepsilon, \delta, \eta) > 0$ are constants, and \\

$$M_2(x_q, q; \eta) \geq (1 - \varepsilon) \frac{\alpha(\hat{\eta}^2) \log q}{\varphi(q)}. \quad (1.4)$$

If, moreover, $g(u) \leq u^{\frac{1}{M}}$ for some $M \geq 4\varepsilon^{-1}$, then we can choose $x_q$ in such a way that \\

$$g((\log x_q)^{1 - \frac{3}{2M^2}}) \leq q \leq g(\log x_q)$$

and \\

$$M_2(x_q, q; \eta) \geq \frac{\alpha(\hat{\eta}^2) \log q + \beta_q(\hat{\eta}^2)}{\varphi(q)} + \frac{1}{q^{\frac{3}{2} + \varepsilon}}. \quad (1.5)$$

**Remark 1.1.**

1. The expression $(\alpha(\hat{\eta}^2) \log q + \beta_q(\hat{\eta}^2))/\varphi(q)$ is the expected main term for $M_2(x, q; \eta)$ (see Conjecture 1.8 below).
2. One can obtain an $\Omega$-result for $M_2(x_q, q; \eta) - (\alpha(\hat{\eta}^2) \log q + \beta_q(\hat{\eta}^2))/\varphi(q)$, which is slightly stronger than (1.5), but with undetermined sign. More precisely, the term $1/q^{\frac{3}{2} + \varepsilon}$ can be replaced with a constant times $\log q/\varphi(q)^{\frac{3}{2}}$.
3. Goldston and Vaughan [37] have shown\footnote{Note that in [37, Theorem 1.1], $-c_xQ$ should be replaced by $+c_xQ$.} that under GRH and in the range $x^{\frac{5}{7} + \varepsilon} \leq Q \leq x^{1-\varepsilon}$,

$$\frac{1}{Q^2} \sum_{q \leq Q} \left( \sum_{\substack{a \pmod{q} \in \mathbb{Z} \setminus \{0\}}} \frac{\Lambda(n) - x}{\varphi(q)} \right)^2 \log q - \beta_q(\hat{\eta}_0^2) = \Omega_{\pm} \left( x^{-\frac{3}{7}} Q^{-\frac{1}{2}} \right),$$

where $\beta_q(\hat{\eta}_0^2) = -(\gamma_0 + \log(2\pi) + \sum_{p \mid q} \frac{\log p}{p-1})$. \hspace{1cm} (1.6)
In a certain range, we have similar results for all even moments. Here and throughout, we will denote the \( n \)th moment of the Gaussian by

\[
\mu_n := \begin{cases} 
\frac{(2m)!}{2^m m!} & \text{if } n = 2m \text{ for some } m \in \mathbb{N}, \\
0 & \text{otherwise.}
\end{cases}
\] (1.6)

**Theorem 1.2.** Let \( \delta > 0, \eta \in S_5 \), and fix \( m \geq 2 \). For any \( B \in \mathbb{R}_{>0} \), there exists a real number \( \lambda \in \left[ \frac{1}{m-1+B}, \frac{1}{B} \right] \) with the following property. For any fixed \( \varepsilon > 0 \), there exists a sequence of moduli \( \{q_i\}_{i \geq 1} \) and associated values \( \{x_i\}_{i \geq 1} \) such that \( q_i = (\log x_i)^{1+o(1)} \) and

\[
M_{2m}(x_i, q_i; \eta) \geq (1 - \varepsilon)\mu_{2m} \frac{\left( \alpha(\hat{\eta}^2) \log q_i \right)^m}{\varphi(q_i)^m}.
\] (1.7)

If moreover \( g : \mathbb{R}_{>1} \to \mathbb{R}_{>3} \) is an increasing function such that \( g(x) \leq x^{1/m} \) with \( M \geq 2\varepsilon^{-1} \), then for a positive proportion of \( q \), there exists \( x_q \) such that \( g((\log x_q)^{1 - \frac{1}{m}}) \leq q \leq g((\log x_q)^{1 - \frac{1}{m}}) \) and

\[
M_{2m}(x_q, q; \eta) \geq \mu_{2m} \left( \frac{\left( \alpha(\hat{\eta}^2) \log q_i + \beta q_i(\hat{\eta}^2) \right)}{\varphi(q_i)} \right)^m + \frac{1}{q_i^{m+\frac{1}{2}+\varepsilon}}.
\] (1.8)

**Remark 1.2.**

1. Under the additional condition \( q \geq (\log_2 x)^{1+\varepsilon} \), we believe that Theorems 1.1 and 1.2 are essentially best possible (see Conjecture 1.8). However, in the range \( q \leq \varepsilon \log_2 x \), we believe that \( M_{2m}(x, q; \eta) \) can be larger (see Remark 1.6).

2. Under GRH, we will show in Section 7 that analogs of Theorems 1.1 and 1.2 are valid for all moduli \( q \). For instance, it follows from Lemma 7.4 that for every large enough \( q \), there exists an associated value \( x_q \) such that \( \log x_q \asymp_{\varepsilon, \eta} \log q \) and

\[
M_2(x_q, q; \eta) \geq (1 - \varepsilon)\frac{\alpha(\hat{\eta}^2)}{\varphi(q)} \log q.
\]

Moreover, one can obtain a version of Theorem 1.2 (still unconditional) which holds for a positive proportion of moduli \( q \) in the range \( \log q / \log \log x \asymp_m 1 \).

3. Under GRH, one can also obtain \( \Omega \)-results for the odd moments \( M_{2m+1}(x, q; \eta) \) (using this time even moments, that is the lower bound on \( \mathcal{V}_{2r, 2m+1}(T, q; \eta, \Phi) \) in Theorem 1.3 below).

Theorems 1.1 and 1.2 are applications of our estimates for higher moments of moments, which we now describe. We define the expected value

\[
m_n(q; \eta) := \lim_{T \to \infty} \frac{1}{T} \int_0^T M_n(e^t, q; \eta) dt,
\] (1.9)

whenever the limit exists. We consider the set \( \mathcal{U} \subset L^1(\mathbb{R}) \) of nontrivial even integrable functions \( \Phi : \mathbb{R} \to \mathbb{R} \) such that \( \hat{\Phi} \geq 0 \). As a consequence, we have that \( \Phi(0) > 0 \). For \( s, n \in \mathbb{N} \) such that (1.9)

\(^{\dagger}\) We will see in Lemma 4.3 that GRH implies the existence of this limit.
exists, we define
\[ \mathcal{V}_{s,n}(T, q; \eta, \Phi) := \frac{1}{T} \int_0^\infty \Phi \left( \frac{t}{T} \right) \left( M_n(e^t, q; \eta) - m_n(q; \eta) \right)^s \, dt. \] (1.10)

We also define the quantities
\[ \nu_n := n!^2 \sum_{k \geq 2, m \geq 0, n = k + 2m} \frac{1}{k! 2^m m! 2}; \quad V_n(q; \eta) := \frac{\nu_n \left( \alpha(\hat{\eta}^2) \log q \right)^n}{\varphi(q)^{n+1}}. \] (1.11)

We are ready to state our main theorem.

**Theorem 1.3.** Assume GRH, and let \( \delta > 0 \), \( \eta \in S_\delta \), \( \Phi \in \mathcal{V}' \), \( q \geq 3 \), \( T \geq 1 \), \( n \geq 2 \), \( k, r \geq 1 \). Then, the limit (1.9) exists. Moreover, if \( q \) is large enough in terms of \( \delta \) and \( \eta \), then in the ranges \( n \leq \log q / \log 2 q \) and \( r \leq \log q \), the moment of moment \( \mathcal{V}_{s,n}(T, q; \eta, \Phi) \) satisfies the lower bounds
\[ \mathcal{V}_{2r,n}(T, q; \eta, \Phi) \geq \mu_{2r} V_n(q; \eta)^r \left( 1 + O_{\delta, \eta} \left( n \frac{\log_2 q}{\log q} \right) \right)^r + O_{\delta, \eta} \left( \frac{r}{\log q} \right)^r + O_{\Phi} \left( \frac{(C_{\delta, \eta} \log q)^{2r} n}{T \varphi(q)^{2r}} \right); \]
\[ (-1)^n \mathcal{V}_{2r+1,n}(T, q; \eta, \Phi) \geq (2r + 1)! \frac{\delta_{n,2r+1} V_n(q; \eta)^{2r+1}}{2^{r-1} (r-1)! \varphi(q)^{1/2}} \]
\[ \times \left( 1 + O_{\delta, \eta} \left( n \frac{\log_2 q}{\log q} \right) \right)^r + O_{\delta, \eta} \left( \frac{r}{\log q} \right)^r + O_{\Phi} \left( \frac{(C_{\delta, \eta} \log q)^{(2r+1)n}}{T \varphi(q)^{2r+1}} \right). \]

Here, \( \delta_{n,2r+1} = 0 \) if \( n \) is odd, and otherwise \( \delta_{n,2r+1} := \nu_n^{-3} (\nu'_n + \nu''_n) \), where \( \nu'_n \) and \( \nu''_n \) are constants of the same nature as \( \nu_n \), which are defined in (6.17) and (6.18), respectively. Moreover, the constant \( C_{\delta, \eta} > 0 \) depends only on \( \delta, \eta \). Finally, the mean of the \( n \)th moment \( m_n(q; \eta) \) satisfies the bounds
\[ m_{2k+1}(q; \eta) \leq 0 \] and
\[ m_{2k}(q; \eta) \geq \mu_{2k} \left( \frac{\alpha(\hat{\eta}^2) \log q + \beta_q(\hat{\eta}^2)}{\varphi(q)} \right)^k + O \left( \frac{(C_{\delta, \eta} \log q)^k}{\varphi(q)^{k+1}} \right). \]

**Remark 1.3.**

1. In Proposition 7.9, we also obtain lower bounds for the moments of \( \psi^0(e^t; q, 1) - \psi^0(e^t, \chi_{0,q})/\varphi(q) \); in other words, we may fix the individual residue class 1 (mod \( q \)).
2. The conditions \( \hat{\gamma}, \hat{\Phi} \geq 0 \) are crucial here (recall the definitions of \( S_\delta \) and \( \mathcal{V}' \)). If they were to be dropped, then as discussed earlier, in order to obtain a lower bound of the strength of Theorem 1.3 using the techniques of this paper, one would need to assume an effective version of the linear independence hypothesis on Dirichlet \( L \)-functions. More precisely, it would be sufficient to assume that if \( \gamma_1, \ldots, \gamma_n \) are imaginary parts of zeros of height at most \( S \geq 1 \) of

---

\(^\dagger\) It is crucial here that we subtract \( m_n(q; \eta) \) rather than the empirical mean \( \frac{1}{T} \int_0^T M_n(e^t, q; \eta) \); in the latter case, the resulting combinatorial expression is not well suited for an application of positivity of \( \hat{\gamma}, \hat{\Phi} \).

\(^\ddagger\) As we will see in (1.18), \( V_n(q; \eta) \) is the (conjectural) asymptotic variance of \( M_n(e^t, q, \eta) \).
L(s, \chi_1), \ldots L(s, \chi_n), \text{ respectively, with } \chi_j \neq \chi_{0,q}, \text{ then either } |\gamma_1 + \cdots + \gamma_n| \geq \exp(-(qS)^{1+\varepsilon}), \text{ or } n = 2m \text{ and for each } j, \text{ there exists } \ell_j \neq j \text{ for which } \chi_j = \chi_{\ell_j} \text{ and } \gamma_j = -\gamma_{\ell_j}. \text{ This is the } q\text{-analog of the Montgomery–Monach conjecture [79, (15.24)] on zeros of } \zeta(s). \text{ However, this approach would impose the extra condition } q \leq (\log T)^{1-\varepsilon} \text{ (in other words, when translating back to } M_n(x, q; \eta), \text{ we would need } q \leq (\log x)^{1-\varepsilon}).

As another application of our results, we will establish \Omega\text{-results for the usual prime counting functions (without smooth weights).

Corollary 1.4. Assume GRH, and fix } g : \mathbb{R}_{\geq 1} \rightarrow \mathbb{R}_{\geq 3} \text{ an increasing function tending to infinity for which } g(u) \leq e^{u}. \text{ For each large enough modulus } q, \text{ there exists } a (\mod q) \text{ with } (a, q) = 1 \text{ and values } x_q \text{ for which } g(c_1 \log x_q) \leq q \leq g(c_2 \log x_q), \text{ where } 0 < c_1 < c_2 < \frac{1}{2} \text{ are absolute, and

\[ \sum_{n \leq x_q \atop n \equiv a (\mod q)} \Lambda(n) - \frac{1}{\varphi(q)} \sum_{n \leq x_q \atop (n,q)=1} \Lambda(n) \gg \frac{(x_q \log q)^{\frac{1}{2}}}{\varphi(q)^{\frac{1}{2}}}. \]

Unconditionally, the same holds for a positive proportion of moduli } q.

Our method also allows to isolate the individual arithmetic progression 1 (mod q). We will show in Proposition 7.9 that under GRH, for any } \eta \in S_\delta \text{ and } \Phi \in \mathcal{U}, \text{ and in the range } m \leq \log q/(2 \log_2 q),

\[ \frac{1}{T} \int_0^\infty \Phi \left( \frac{t}{T} \right) \left( \psi_\eta(e^t; 1, q) - \frac{\psi_\eta(e^t; \chi_0, q)}{\varphi(q)} \right)^{2m} \, dt \geq \mu_{2m} \left( \frac{\alpha(\delta^2) \log q + \beta_q(\delta^2)}{\varphi(q)} \right)^{m} \Phi \left( \frac{C_{\delta,\eta} \log q^{m}}{\varphi(q)^{m+1}} + \frac{(K_{\delta,\eta} \log q)^{2m}}{T} \right), \]

where } C_{\delta,\eta}, K_{\delta,\eta} > 0 \text{ are constants. We deduce the following.

Corollary 1.5. Assume GRH, and fix } \varepsilon > 0 \text{ small enough and } M > 1 + \varepsilon. \text{ Let } g : \mathbb{R}_{\geq 1} \rightarrow \mathbb{R}_{\geq 3} \text{ be an increasing function tending to infinity such that } g(u) \leq u^{\frac{1}{M}}. \text{ Then, for each large enough modulus } q, \text{ there exists an associated value } x_q \text{ such that } g((\log x_q)^{1-\frac{1}{M}-2\varepsilon}) \leq q \leq g((\log x_q)^{1-\frac{1}{M}}) \text{ and

\[ \sum_{n \leq x_q \atop n \equiv 1 (\mod q)} \Lambda(n) - \frac{1}{\varphi(q)} \sum_{n \leq x_q \atop (n,q)=1} \Lambda(n) \gg \frac{(x_q \log q)^{\frac{1}{2}}}{\varphi(q)^{\frac{1}{2}}}. \] (1.12)

In the next theorem, we will show under GRH that } M_n(e^t, q; \eta) \text{ has a limiting distribution as } t \rightarrow \infty \text{ (which we will denote by } H_n(q; \eta)), \text{ and estimate the corresponding moments.

Definition 1.6. For } n \geq 1, \text{ we say that } E : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^n \text{ has limiting distribution } \mu \text{ if } \mu \text{ is a probability distribution on } \mathbb{R} \text{ such that for any bounded continuous } f : \mathbb{R}^n \rightarrow \mathbb{R}, \text{ we have that

\[ \lim_{T \rightarrow \infty} \frac{1}{T} \int_0^T f(E(t)) \, dt = \int_{\mathbb{R}^n} f \, d\mu. \] (1.13)
We will establish lower bounds for all centered moments

$$\mathbb{V}_{s,n}(q; \eta) := \mathbb{E}[(H_n(q; \eta) - \mathbb{E}[H_n(q; \eta)])^s].$$

(1.14)

Under the additional hypothesis LI below, we will show that these bounds are sharp.

**Hypothesis LI**: For any $q \geq 3$, the multiset

$$Z(q) := \{ \Im(m(\varphi_\chi)) \geq 0 : \ell(q, \chi) = 0, \chi \pmod{q}, \Re(\varphi_\chi) \geq 1 \}$$

is linearly independent over $\mathbb{Q}$.

**Remark 1.4.** LI implies that the zeros of $L(s, \chi)$ are simple, and that $L(\frac{1}{2}, \chi) \neq 0$.

**Theorem 1.7.** Assume GRH, and let $\delta > 0$, $\eta \in S_\delta$, $q \geq 3$, $n \geq 2$, $r, m \geq 1$. Then, $M_n(e^i, q; \eta)$ possesses a limiting distribution of as $t \to \infty$, which will be denoted by $H_n(q; \eta)$. If moreover $q$ is large enough in terms of $\delta$ and $\eta$, $n \leq \log q / \log q$ and $r \leq \log q$, then the variance defined in (1.14) satisfies the lower bounds

$$\mathbb{V}_{2r,n}(q; \eta) \geq \mu_{2r} V_n(q; \eta)^r \left( 1 + O_{\delta, \eta} \left( n \frac{\log_2 q}{\log q} \right) \right)^r + O_{\delta, \eta} \left( \frac{r}{\log q} \right);$$

$$\mathbb{V}_{2r+1,n}(q; \eta) \geq (-1)^n \frac{(2r + 1)!}{2^r (r - 1)!} \frac{\vartheta_{n,2r+1}}{\varphi(q)^\frac{1}{2}} V_n(q; \eta)^{2r+1} \times \left( 1 + O_{\delta, \eta} \left( n \frac{\log_2 q}{\log q} \right) \right)^r + O_{\delta, \eta} \left( \frac{r}{\log q} \right).$$

Assuming in addition that LI holds, we have that $\mathbb{E}[H_{2m+1}(q; \eta)] = 0$ and

$$\mathbb{E}[H_{2m}(q; \eta)] = \mu_{2m} \left( \alpha(\hat{\eta}^2) \log q + \beta_\chi(\hat{\eta}^2) \right)^m + O_m \left( \frac{\log q}{\varphi(q)^{m+1}} \right),$$

(1.17)

and for higher moments, we have the asymptotic estimates

$$\mathbb{V}_{2r,n}(q; \eta) = \mu_{2r} V_n(q; \eta)^r \left( 1 + O_{n,r} \left( \frac{\log_2 q}{\log q} \right) \right);$$

$$\mathbb{V}_{2r+1,n}(q; \eta) = (-1)^n \frac{(2r + 1)!}{2^r (r - 1)!} \frac{\vartheta_{n,2r+1}}{\varphi(q)^\frac{1}{2}} V_n(q; \eta)^{2r+1} \left( 1 + O_{n,r} \left( \frac{\log_2 q}{\log q} \right) \right).$$

(1.18)

(1.19)

**Remark 1.5.** In the specific case $m = 1$, one can obtain an upper bound of the correct order of magnitude in (1.17) assuming GRH only, by using Hooley’s arguments [49, Theorem 1]. However, for higher moments, applying the same approach would yield an upper bound which is $1 / \varphi(q)^{1+o(1)}$.

In other words, as $q \to \infty$, $H_n(q; \eta)$ has variance asymptotic to $V_n(q; \eta)$, and the normalized random variable $(H_n(q; \eta) - \mathbb{E}[H_n(q; \eta)]) / \sqrt{\mathbb{V}[H_n(q; \eta)]}$ has Gaussian moments up to a certain point. This does not persist for very large moments (in terms of $q$); $H_n(q; \eta)$ is bounded by $K_{\delta, \eta} \log q^n / \varphi(q)$ for some $K_{\delta, \eta} > 0$, and thus $\mathbb{V}_{s,n}(q; \eta) \ll (2K_{\delta, \eta} \log q)^n / \varphi(q)^s$. The presence of the constant $\nu_n$ (rather than the variance of the $n$th power of the Gaussian) in the variance $V_n(q; \eta)$...
can be explained by the fact that the values of $\psi_\eta(e^t, q; a) - \psi_\eta(e^t, \chi_{0,q})/\varphi(q)$ are not independent as $a$ runs over the invertible residues modulo $q$. Indeed, a calculation similar to [66, Lemma 2.1] shows that the covariances are nonzero.

We deduce the following conjecture which generalizes and refines Hooley’s conjecture [50].

**Conjecture 1.8.** Let $\varepsilon > 0$, $n \geq 1$, $\delta > 0$, and $\eta \in S_\delta$. In the range $(\log_2 x)^{1+\varepsilon} \leq q \leq x^{1-\varepsilon}$ and for fixed values of $n$, we have the asymptotic

$$M_n(x, q; \eta) = (\mu_n + o_{q, x \to \infty}(1)) \left( \frac{\alpha(\eta^2) \log q}{\varphi(q)} \right) \frac{n}{2}.$$

(1.20)

**Remark 1.6.** We also conjecture that (1.20) holds in the range $(\log_2 x)^{1+\varepsilon} \leq q \leq x^{1-\varepsilon}$ with the function $\eta_0(t) = e^{t^2} 1_{t \leq 0}$, that is with the classical weight (since then $\eta_0(\log(n/x))/n^\frac{1}{2} = x^{-\frac{1}{2}} 1_{n \leq x}$). This generalizes [31, Conjecture 1.1]. Moreover, the lower bound in the range $(\log_2 x)^{1+\varepsilon} \leq q \leq x^{1-\varepsilon}$ is essentially best possible. Indeed, by [33, Theorem 1.2] and Hölder’s inequality, for $\varepsilon \log_2 x / \log_2 x \leq q \leq \varepsilon \log_2 x$, we have that the moments $M_{2m}(x, q; \eta_0)$ can be as large as $\left( \frac{\log q}{\varphi(q)} \right)^m \left( \frac{\log_2 x}{q} \right)^m$. Moreover, one can show that (1.20) does not hold for $q$ very close to $x$ (indeed, in this range, $M_{2m}(x, q; \eta)$ can be as large as $(\log q)^{2m-1}/\varphi(q)^m$).

Conjecture 1.8 suggests the following subsequent conjecture about the distribution of primes in arithmetic progressions.

**Conjecture 1.9.** Let $\varepsilon > 0$. In the range $(\log_2 x)^{1+\varepsilon} \leq q \leq x^{1-\varepsilon}$ and for fixed $V \in \mathbb{R}$,

$$\frac{1}{\varphi(q)} \left\{ a \pmod{q} : \psi(x; q, a) - \frac{\psi(x, \chi_{0,q})}{\varphi(q)} > V \frac{(x \log q)^{\frac{1}{2}}}{\varphi(q)^{\frac{1}{2}}} \right\} \leq \int_V^\infty e^{-\frac{u^2}{2}} \frac{du}{\sqrt{2\pi}} + o_{q, x \to \infty}(1).$$

Conjectures 1.8 and 1.9 are $q$-analogues of the conjectures of Montgomery and Soundararajan on primes in short intervals [78, Conjectures 1.2] (see also the recent article [15]).

## 2. WEIL EXPLICIT FORMULA

The goal of this short section is to express $M_n(x, q; \eta)$ as a sum over zeros of Dirichlet $L$-functions. For $\eta \in S_\delta$, we will study the moments of $\psi_\eta(x; q, a)$ via the explicit formula for

$$\psi_\eta(x, \chi) := \sum_{n=1}^\infty \Lambda(n) \chi(n) n^\frac{1}{2} \eta(\log(n/x)),$$

where $\chi \pmod{q}$ is a Dirichlet character of conductor $q \chi \geq 3$. By orthogonality, we have the identity

$$M_n(x, q; \eta) = \frac{1}{\varphi(q)^n} \sum_{\substack{\chi_1, \ldots, \chi_n \neq \chi_{0,q} \\chi_1, \ldots, \chi_n \neq \chi_{0,q}}} \psi_\eta(x, \chi_1) \cdots \psi_\eta(x, \chi_n).$$

(2.1)

We recall that $\eta$ is even and real-valued, and hence for all $\xi \in \mathbb{R}$, $\hat{\eta}(-\xi) = \hat{\eta}(\xi) = \hat{\eta}(\xi)$. We begin with the following bound on “ramified primes.”
Lemma 2.1. Let $\delta > 0$ and $\eta \in S_\delta$. Let $\chi$ be a nonprincipal character modulo $q$ with associated primitive character $\chi^*$. For any $t \geq 0$ and $q \geq 3$, we have the bound

$$\psi_\eta(e^t, \chi) - \psi_\eta(e^t, \chi^*) \ll_{\delta, \eta} e^{-\frac{t}{2}} \log q.$$ 

Proof. By the triangle inequality,

$$|\psi_\eta(e^t, \chi) - \psi_\eta(e^t, \chi^*)| \leq \sum_{(n,q)>1} \frac{\Lambda(n)}{n^{\frac{1}{2}}} |\eta(t - \log n)|$$

$$= \sum_{p|q} \log p \sum_{k \geq 1} \frac{1}{p^k} |\eta(t - k \log p)|.$$ 

As $\eta(u) \ll e^{-\left(\frac{1}{2} + \delta\right)|u|}$, we split the sum over $k$ into two parts, according to whether $k \log p \geq t$ or not. A straightforward calculation shows that both of these sums are $\ll e^{-\frac{t}{2}}$. The claimed bound follows.

We are ready to apply the explicit formula.

Lemma 2.2. Let $q \geq 3$, let $\chi \pmod{q}$ be a nonprincipal Dirichlet character, and let $\delta > 0$ and $\eta \in S_\delta$. Then for $t \geq 0$, we have the formula

$$\psi_\eta(e^t, \chi) = -\sum_{\varphi_\chi} e^{\left(\varphi_\chi - \frac{1}{2}\right)it} \hat{\eta}\left(\frac{\varphi_\chi - \frac{1}{2}}{2\pi i}\right) + O_{\delta, \eta}(e^{-\frac{t}{2}} \log q), \tag{2.2}$$

where $\varphi_\chi$ runs over the nontrivial zeros of $L(s, \chi)$.

Proof. Let $\chi^*$ be the primitive character modulo $q_\chi$ which induces $\chi$, and define as usual $a(\chi) = 0$ when $\chi(-1) = 1$ and $a(\chi) = 1$ when $\chi(-1) = -1$. We will evaluate the sum over zeros on the right-hand side of (2.2). We can replace $L(s, \chi)$ by $L(s, \chi^*)$, since these have the same nontrivial zeros. We apply Weil’s explicit formula for $L(s, \chi^*)$. Taking $F(x) := \eta(2\pi x + t)$ in [79, Theorem 12.13], we find that $\hat{F}(\varphi_\chi - \frac{1}{2}) = \frac{1}{2\pi} e^{\left(\varphi_\chi - \frac{1}{2}\right)it} \hat{\eta}\left(\frac{\varphi_\chi - \frac{1}{2}}{2\pi i}\right)$, and it follows that

$$\sum_{\varphi_\chi} e^{\left(\varphi_\chi - \frac{1}{2}\right)it} \hat{\eta}\left(\frac{\varphi_\chi - \frac{1}{2}}{2\pi i}\right) = \left(\log \frac{q_\chi}{\pi} + \frac{1}{\Gamma}\left(\frac{1}{4} + \frac{a(\chi)}{2}\right)\right) \eta(t)$$

$$- \sum_{n=1}^{\infty} \Lambda(n) \left(\frac{n}{q_\chi} \eta(t - \log n) + \chi^*(n)\eta(t + \log n)\right) \tag{2.3}$$

$$+ \int_{0}^{\infty} e^{-\left(\frac{1}{2} + a(\chi)\right)x} \frac{1}{1 - e^{-2x}} (2\eta(t) - \eta(x + t) - \eta(-x + t)) \, dx.$$ 

Since $\eta \in S_\delta$, the first and third terms are clearly $\ll_{\eta} e^{-\frac{t}{2}} \log q$. For the term involving $\chi^*(n)$, the triangle inequality yields that

$$\sum_{n=1}^{\infty} \frac{\Lambda(n)}{n^{\frac{1}{2}}} \chi^*(n)\eta(t + \log n) \ll_{\delta, \eta} e^{-\frac{t}{2}}.$$ 

The proof is completed by applying Lemma 2.1. \qed
Throughout the paper, we will use the Riemann–von Mangoldt formula (see, e.g., [79, Corollary 14.7])

\[ N(T, \chi) := \# \{ \varphi_\chi : |\Im m(\varphi_\chi)| \leq T \} = \frac{T}{\pi} \log \left( \frac{q_\chi T}{2\pi e} \right) + O(\log(q_\chi(T + 2))) \quad (T \geq 1). \quad (2.4) \]

The following slightly weaker version of GRH will appear naturally in this paper.

**Hypothesis GRH \( \hat{\eta} \).** For all \( q \geq 3 \), if \( \chi \) is any primitive character to the modulus \( q \) and \( \varphi_\chi \) is a nontrivial zero of \( L(s, \chi) \), then either \( \Re e(\varphi_\chi) = \frac{1}{2} \), or \( \hat{\eta}(\varphi_\chi - \frac{1}{2} \frac{1}{2\pi i}) = 0 \).

We observe that Hypothesis GRH \( \hat{\eta} \) is independent of the Riemann Hypothesis for \( \zeta(s) \) (since we have excluded the principal character).

As a corollary of Lemma 2.2, we obtain the following uniform bounds.

**Corollary 2.3.** Let \( q \geq 3 \) and \( n \geq 2 \), let \( \chi \) (mod \( q \)) be a nonprincipal Dirichlet character, and let \( \delta > 0 \) and \( \eta \in S_\delta \). Then, under GRH \( \hat{\eta} \), for \( t \geq 0 \) and for \( q \) large enough, we have the bounds

\[ |\psi_\eta(e^t, \chi)| \ll_{\delta, \eta} \log q; \quad (2.5) \]

\[ M_n(e^t, q; \eta) \ll \frac{(C_{\delta, \eta} \log q)^n}{\varphi(q)}, \quad (2.6) \]

where \( C_{\delta, \eta} \) is a positive constant depending only on \( \delta \) and \( \eta \).

**Proof.** The bound (2.5) is obtained by applying (1.1) to the sum over zeros in Lemma 2.2, followed by a summation by parts using (2.4). The bound on \( M_n(e^t, q; \eta) \) follows from inserting this bound into (2.1). \( \square \)

### 3 | Conductors and Convergent Sums Over Zeros

In this section, we fix \( \delta > 0 \) and consider the set \( T_\delta \) of nontrivial measurable functions \( h : \mathbb{R} \to \mathbb{R} \) having the following properties. We require that \( \hat{\xi} \leftrightarrow \xi h(\xi) \) is integrable, and that, for all \( \xi \in \mathbb{R} \), we have the bounds

\[ 0 \leq h(\xi) \ll (1 + |\xi|)^{-1}(\log(2 + |\xi|))^{-2-2\delta}. \]

Moreover, for all \( t \in \mathbb{R} \), we have that\(^\dagger\)

\[ \hat{h}(t), \hat{h}'(t) \ll e^{-\left(\frac{1}{2} + \frac{\delta}{2}\right)|t|}. \]

Note that if \( \eta \in S_\delta \) is nontrivial, then \( h_\eta := \hat{\eta}^2 \in T_{\delta/2} \). We extended \( h \) to \( s \in \mathbb{C} : |\Im m(z)| \leq \frac{1}{4\pi} \) by writing

\[ h(s) := \int_{\mathbb{R}} e^{2\pi i s \xi} \hat{h}(\xi)d\xi. \quad (3.1) \]

\(^\dagger\) The integrability of \( \xi \mapsto \xi h(\xi) \) implies that \( \hat{h} \) is differentiable (see [64, p. 430]).
Our goal is to compute various sums involving the quantity

\[ b(\chi; h) := \sum_{\varphi \chi} h\left(\frac{\varphi - \frac{1}{2}}{2\pi i}\right) \]  

(3.2)

with \( h \in T_\delta \), where \( \chi \) is a nonprincipal character modulo \( q \geq 3 \), and where the sum is running over the nontrivial zeros \( \varphi \chi \) of \( L(s, \chi) \). To do so, we will first need to bound the sum

\[ b_2(\chi; h) := -\sum_{n=1}^{\infty} \frac{\Lambda(n)}{n^{\frac{3}{2}}} (\chi^*(n)\hat{h}(\log n) + \overline{\chi^*(n)}\hat{h}(-\log n)), \]  

(3.3)

where \( \chi^* \) is the primitive character modulo \( q_\chi \) inducing \( \chi \).

**Lemma 3.1.** Let \( \delta > 0 \) and \( h \in T_{\delta/2} \). For \( q \geq 3 \) and \( \chi \equiv 0 \pmod{q} \) nonprincipal, we have the estimate

\[ \frac{1}{\varphi(q)} \sum_{\chi \equiv 0 \pmod{q}} b_2(\chi; h) \ll \frac{\log q}{\varphi(q)}. \]  

(3.4)

**Proof.** First, since \( h \) is real-valued,

\[ b_2(\chi; h) = -2\Re\left( \sum_{n=1}^{\infty} \frac{\Lambda(n)}{n^{\frac{3}{2}}} \chi^*(n)\hat{h}(\log n) \right). \]

We use the same method as [31, Lemma 3.2]. To do so, we apply [32, Proposition 3.4], and deduce that

\[ \sum_{\chi \equiv 0 \pmod{q}} \left( b_2(\chi; h) + 2\Re\left( \sum_{n=1}^{\infty} \frac{\Lambda(n)}{n^{\frac{3}{2}}} \chi(n)\hat{h}(\log n) \right) \right) \ll \sum_{p^{\nu} \equiv 1 \pmod{q/p^{\nu}} \nu, e \geq 1} \frac{\log p}{p^{e(1+\frac{\delta}{2})}} \varphi\left( \frac{q}{p^{\nu}} \right) \]

\[ \ll \log q, \]

where the second inequality follows from an argument similar to that in the proof of [31, Lemma 3.2]. Hence, we can apply the orthogonality relations and obtain the estimate

\[ \sum_{\chi \equiv 0 \pmod{q}} b_2(\chi; h) = -2\Re\left( \varphi(q) \sum_{n \equiv 1 \pmod{q}} \frac{\Lambda(n)}{n^{\frac{3}{2}}} \hat{h}(\log n) \right) + O_h(\log q). \]

The proof is finished by noting that

\[ \sum_{n \equiv 1 \pmod{q}} \frac{\Lambda(n)}{n^{1+\frac{\delta}{2}}} \ll \sum_{j=1}^{\infty} \frac{\log(1 + qj)}{(1 + qj)^{1+\frac{\delta}{2}}} \ll \delta \frac{\log q}{q^{1+\frac{\delta}{2}}}. \]

We are now ready to estimate the average of \( b(\chi; h) \). The proof will involve the first moment of \( \log q_\chi \), which was computed in [32].
Proposition 3.2. Let $\delta > 0$, $h \in T_{5/2}$, and $q \geq 3$. We have the average estimate

$$
\frac{1}{\varphi(q)} \sum_{\chi \pmod{q} \neq \chi_0,q} b(\chi; h) = \alpha(h) \log q + \beta_q(h) + O_{\delta,h}(\log q/\varphi(q)),
$$

(3.5)

where $\alpha(h)$ and $\beta_q(h)$ are defined in (1.3). Moreover, we have the pointwise estimate

$$
b(\chi; h) = \alpha(h) \log q \chi + O_{\delta,h}(1).
$$

(3.6)

Proof. We generalize [31, Lemma 3.2] by applying the explicit formula [79, Theorem 12.13] with $F(x) := 2\pi \hat{\chi}(-2\pi x)$. For $\chi \pmod{q}$ nonprincipal, this yields that

$$
b(\chi; h) = b_1(\chi; h) + b_2(\chi; h) + b_3(\chi; h),
$$

(3.7)

where $b_2(\chi; h)$ is defined in (3.3) and

$$
b_1(\chi; h) := \left( \log \left( \frac{q \chi}{\pi} \right) + \frac{\Gamma'(\frac{1}{4} + \frac{1}{2}a(\chi))}{\Gamma(\frac{1}{4} + \frac{1}{2}a(\chi))} \right) \hat{\chi}(0);
$$

$$
b_3(\chi; h) := \int_0^\infty \frac{e^{-(\frac{1}{2} + a(\chi)) x}}{1 - e^{-2x}} \left( 2\hat{\chi}(0) - \hat{\chi}(x) - \hat{\chi}(-x) \right) dx,
$$

(3.8)

with $a(\chi)$ defined as in the proof of Lemma 2.2. We first prove (3.6). We clearly have that $b_1(\chi; h) = \alpha(h) \log q \chi + O_h(1)$. As for $b_3(\chi; h)$, after recalling that $h \in T_{5/2}$ implies that $\hat{\chi}$ is differentiable, we deduce that $b_3(\chi; h) \ll \sup_{t \in [0,1]} |\hat{\chi}'(t)| + O_h(1) \ll_h 1$. Finally,

$$
b_2(\chi; h) \ll_h \sum_{n \geq 1} \frac{\Lambda(n)}{n^{1 + \delta/2}} \ll \delta^{-1}.
$$

The claimed estimate follows.

We now move to (3.5). The formulas [79, (C.15), (C.16)] imply that

$$
b_1(\chi; h) = \alpha(h) \left( \log \left( \frac{q \chi}{8\pi} \right) - \gamma_0 - \frac{\pi}{2} \chi(-1) \right).
$$

(3.9)

Now, by [32, Proposition 3.3], we have that

$$
\frac{1}{\varphi(q)} \sum_{\chi \pmod{q} \neq \chi_0,q} \log q \chi = \log q - \sum_{p | q} \log \frac{p}{p-1},
$$

(3.10)

and hence,

$$
\frac{1}{\varphi(q)} \sum_{\chi \pmod{q} \neq \chi_0,q} b_1(\chi; h) = \alpha(h) \left( \log \left( \frac{q}{8\pi} \right) - \sum_{p | q} \log \frac{p}{p-1} - \gamma_0 \right) + O_h\left( \frac{1}{\varphi(q)} \right).
$$

(3.11)

The computation of the average of $b_2(\chi; h)$ was done in Lemma 3.1, and that of $b_3(\chi; h)$ is straightforward. \hfill $\square$
Remark 3.1. In a subsequent article, we will show how the techniques of this section allow to obtain an estimate for

\[ b_{2n}(\chi) := \sum_{\chi} \frac{1}{|\chi|^2n}. \]

We will also need to estimate incomplete sums over zeros. To handle these, we will establish a pair correlation result. We first need to estimate the following sum over characters.

Lemma 3.3. Let \( m, n, q \in \mathbb{N} \) with \( q \geq 3 \), let \( \chi \) (mod \( q \)) be a fixed character, and define

\[ S_q(m, n) := \sum_{\chi \chi_2 (mod \ q)} \chi_1(n)\chi_2(n). \]

Then, for any primes \( p_1, p_2 \) and integers \( e_1, e_2 \geq 1 \) and \( \nu_1, \nu_2 \geq 0 \) such that \( p_1^{\nu_1}, p_2^{\nu_2} \parallel q \), we have the formula

\[
S_q(p_1^{e_1}, p_2^{e_2}) = \begin{cases} 
\chi(p_1^{e_1})\varphi(q)1_{p_1^{e_1} = p_2^{e_2} (mod \ q)} & \text{if } (p_1, q) = 1, \\
\chi(p_2^{e_2})\varphi(q/p_1^{\nu_1})1_{p_1^{e_1} = p_2^{e_2} (mod \ q/p_1^{\nu_1})} & \text{if } p_1 \mid q, p_2 \nmid q, \\
\chi(p_1^{e_1})\varphi(q/p_2^{\nu_2})1_{p_1^{e_1} = p_2^{e_2} (mod \ q/p_2^{\nu_2})} & \text{if } p_1 \nmid q, p_2 \mid q, \\
1_{\text{cond}(\chi)/q/p_1^{\nu_1} r(p_1^{e_1} + q/p_1^{\nu_1})\varphi(q/p_1^{\nu_1})1_{p_1^{e_1} = p_2^{e_2} (mod \ q/p_1^{\nu_1})} & \text{if } p_1 \mid q, p_2 = p_1, \\
\chi(1)(p_2^{e_2} + q/p_2^{\nu_2})\chi(2)(p_1^{e_1})\varphi(q/p_1^{\nu_1}) & \text{if } p_1, p_2 \mid q, p_1 \neq p_2,
\end{cases}
\]

where by definition \( \text{cond}(\chi) \) is the conductor of \( \chi \), and for \( p_1 \neq p_2 \), \( \chi = \chi^{(1)}\chi^{(2)}\chi^{(3)} \) with \( \chi^{(1)} \) (mod \( p_1^{\nu_1} \)), \( \chi^{(2)} \) (mod \( p_2^{\nu_2} \)) and \( \chi^{(3)} \) (mod \( q / (p_1^{\nu_1} p_2^{\nu_2}) \)).

Proof. The easiest case is when \( (p_1 p_2, q) = 1 \), in which we have that

\[ S_q(p_1^{e_1}, p_2^{e_2}) = \sum_{\chi_1 (mod \ q)} \chi_1(p_1^{e_1})\chi_1(p_2^{e_2}) = \chi(p_2^{e_2})\varphi(q)1_{p_1^{e_1} = p_2^{e_2} (mod \ q)} \]

If \( p_1 \mid q \) but \( p_2 \nmid q \), then

\[ S_q(p_1^{e_1}, p_2^{e_2}) = \sum_{\chi_1, \chi_2 (mod \ q)} \chi_1(p_1^{e_1})\chi_2(p_2^{e_2}) = \sum_{\chi_1 (mod \ q)} \chi_1(p_1^{e_1})(\chi_1(p_2^{e_2})), \]

which by [32, Proposition 3.4] is equal to \( \chi(p_2^{e_2})\varphi(q/p_1^{\nu_1})1_{p_1^{e_1} = p_2^{e_2} (mod \ q/p_1^{\nu_1})} \).

Let us now assume that \( p_1, p_2 \mid q \). First, observe that

\[ S_q(p_1^{e_1}, p_2^{e_2}) = \sum_{\chi_1 (mod \ q/p_1^{\nu_1}) \chi_2 (mod \ q/p_2^{\nu_2})} \chi_1(p_1^{e_1})\chi_2(p_2^{e_2}). \]

We claim that given \( \chi \) (mod \( q \)) and \( \chi_1 \) (mod \( q/p_1^{\nu_1} \)), the condition \( \forall x : (x, q) = 1, \chi_1\chi_2(x) = \chi(x) \) uniquely determines \( \chi_2 \) (mod \( q/p_2^{\nu_2} \)). Indeed, we have that for all \( f \geq 1 \), \( \chi_2(p_2^f) = \chi_2(p_2^f +
\(q/p_2^{\nu_2}\), and \((p_2^T + q/p_2^{\nu_2}, q) = 1\). Moreover, if \(\text{cond}(\chi \chi_1) | q/p_2^{\nu_2}\), then such a \(\chi_2\) always exists. As a result, \(S_q(p_1^{\nu_1}, p_2^{\nu_2})\) is equal to

\[
\sum_{\chi_1 \mod q/p_1^{\nu_1}} \chi_1(p_1^{\nu_1})(\chi \chi_1)(p_2^{\nu_2} + q/p_2^{\nu_2}) = \chi(p_2^{\nu_2} + q/p_2^{\nu_2}) \sum_{\chi_1 \mod q/p_2^{\nu_2}} \chi_1(p_1^{\nu_1})\chi_1(p_2^{\nu_2} + q/p_2^{\nu_2}).
\]

Let us now assume that \(p_1 \neq p_2\), in which case \(\chi \mod q\) can be decomposed as \(\chi = \chi^{(1)} \chi^{(2)} \chi^{(3)}\), with \(\chi^{(1)} \mod p_1^{\nu_1}\), \(\chi^{(2)} \mod p_2^{\nu_2}\) and \(\chi^{(3)} \mod q/(p_1^{\nu_1} p_2^{\nu_2})\). Similarly, we can decompose any \(\chi_1 \mod q/p_1^{\nu_1}\) as \(\chi_1 = \chi^{(2)} \chi^{(3)}\), with \(\chi^{(2)} \mod p_2^{\nu_2}\) and \(\chi^{(3)} \mod q/(p_1^{\nu_1} p_2^{\nu_2})\).

The condition \(\text{cond}(\chi \chi_1) | q/p_2^{\nu_2}\) is equivalent to saying that \(\chi^{(2)} \chi^{(2)} = \chi^{(0)} p_2^{\nu_2}\). In other words,

\[
S_q(p_1^{\nu_1}, p_2^{\nu_2}) = \chi(p_2^{\nu_2} + q/p_2^{\nu_2}) \chi^{(2)}(p_1^{\nu_1}) \chi^{(2)}(p_2^{\nu_2} + q/p_2^{\nu_2}) \sum_{\chi_1 \mod q/(p_1^{\nu_1} p_2^{\nu_2})} \chi_1(p_1^{\nu_1}) \chi_1(p_2^{\nu_2} + q/p_2^{\nu_2}),
\]

which by the orthogonality relations is equal to

\[
\chi(p_2^{\nu_2} + q/p_2^{\nu_2}) \chi^{(2)}(p_1^{\nu_1}) \chi^{(2)}(p_2^{\nu_2} + q/p_2^{\nu_2}) \varphi(q/(p_1^{\nu_1} p_2^{\nu_2})) \sum_{\chi_1 \mod q/(p_1^{\nu_1} p_2^{\nu_2})} \chi_1(p_1^{\nu_1}) \chi_1(p_2^{\nu_2} + q/p_2^{\nu_2}).
\]

The final case to consider is \(p_1 = p_2 \mid q\), in which the condition \(\text{cond}(\chi \chi_1) | q/p_1^{\nu_1}\) is equivalent to \(\text{cond}(\chi) | q/p_1^{\nu_1}\). The sum \(S_q(p_1^{\nu_1}, p_2^{\nu_2})\) is then equal to

\[
1_{\text{cond}(\chi) \mod q/p_1^{\nu_1}} \chi(p_1^{\nu_1} + q/p_1^{\nu_1}) \sum_{\chi_1 \mod q/p_1^{\nu_1}} \chi_1(p_1^{\nu_1}) \chi_1(p_2^{\nu_2}) = 1_{\text{cond}(\chi) \mod q/p_1^{\nu_1}} \chi(p_1^{\nu_1} + q/p_1^{\nu_1}) \varphi(q/p_1^{\nu_1}) \sum_{\chi_1 \mod q/p_1^{\nu_1}} \chi_1(p_1^{\nu_1}) \chi_1(p_2^{\nu_2}),
\]

by the orthogonality relations.

Here is the pair correlation result we will need. We will assume GRH\(_h\) for brevity; however, it is very possible that this assumption can be removed.

**Proposition 3.4.** Let \(q \geq 3\), and fix \(\chi \mod q\) and \(z \in \mathbb{R}\). Let \(h \in \mathcal{T}_{3/2}\), and assume GRH\(_h\). Let \(\Phi \in L^1(\mathbb{R})\) be even and supported in \([-1, 1]\). Then in the range \(1 \leq L \leq \log q - \log_2 q\), we have the bound

\[
P(h; \chi, z) := \sum_{\chi_1, \chi_2 \neq \chi \chi_1} \sum_{\chi_1 \chi_2 = \chi} h\left(\frac{\gamma_1}{2\pi}\right) h\left(\frac{\gamma_2}{2\pi}\right) \hat{\Phi}\left(\frac{L}{2\pi}(z - \gamma_1 - \gamma_2)\right) \ll_{\delta, h} \varphi(q) \left(\log q\right) \left(1 + \frac{\log q}{L}\right),
\]

where \(\gamma_j = \frac{1}{2} + i\gamma_j\) runs through the zeros of \(L(s, \chi_j)\). The implied constant is independent of \(\chi\) and \(z\).

**Proof.** We apply (2.3) with \(\eta := \hat{h}\); we obtain the identity

\[
b(\chi; h, t) := \sum_{\gamma_\chi} h\left(\frac{\gamma_\chi - \frac{1}{2}}{2\pi i}\right) e^{i\gamma_\chi - \frac{1}{2} t} = b_1(\chi; h, t) + b_2(\chi; h, t) + b_3(\chi; h, t) + b_4(\chi; h, t),
\]
where

\[
b_1(\chi; h, t) := \left( \log \frac{q_{\chi}}{\pi} + \frac{\Gamma'}{\Gamma} \left( \frac{1}{4} + \frac{a(\chi)}{2} \right) \right) \hat{h}(t);
\]

\[
b_2(\chi; h, t) := - \sum_{n \geq 1} \frac{\Lambda(n)}{n^2} \chi^n(n) \hat{h}(t - \log n);
\]

\[
b_3(\chi; h, t) := \int_0^{\infty} \frac{e^{-\left( \frac{1}{2} + a(\chi) \right)y}}{1 - e^{-2y}} \left( \frac{2}{\pi} \right) \hat{h}(t) - \hat{h}(t + y) - \hat{h}(t - y) \right) \, dy;
\]

\[
b_4(\chi; h, t) := - \sum_{n \geq 1} \frac{\Lambda(n)}{n^2} \chi^n(n) \hat{h}(t + \log n).
\]

We have the bounds \( b_1(\chi; h, t) \ll |\hat{h}(t)| \log q \leq \hat{h}(0) \log q \); \( b_3(\chi; h, t), b_4(\chi; h, t) \ll h \); \( b(\chi; h, t) \ll h \log q \), and as a result, \( b_2(\chi; h, t) \ll h \log q \) as well. We deduce that

\[
P(h; \chi, z) = \int_{\mathbb{R}} \Phi(\xi) e^{-iLz\xi} \sum_{\chi_1, \chi_2 \neq \chi_0, q} \sum_{\chi_1 \chi_2 = \chi} b_2(\chi_2, h, L\xi) b_2(\chi_2, h, L\xi) \, d\xi + O_{\delta, h} \left( \varphi(q) (\log q)^2 + \varphi(q) \log q \right).
\]

The main term is equal to

\[
P_M(h, z, L) := \sum_{m,n \geq 1} \frac{\Lambda(m)\Lambda(n)}{(mn)^{\frac{1}{2}}} I_{m,n}(h, z, L) \sum_{\chi_1, \chi_2 \neq \chi_0, q} \sum_{\chi_1 \chi_2 = \chi} \chi'_1(m) \chi'_2(n),
\]

where

\[
I_{m,n}(h, z, L) := \int_{\mathbb{R}} \Phi(\xi) e^{-iLz\xi} \hat{h}(\log m - L\xi) \hat{h}(\log n - L\xi) \, d\xi.
\]

We note that \( I_{m,n}(h, z, L) \ll L^{-1} \), and moreover for \( m \leq n \),

\[
I_{m,n}(h, z, L) \ll \begin{cases}
(mn)^{-\frac{1}{2} - \delta} L^{-1} e^{L(1+2\delta)} & \text{if } e^L \leq m \leq n, \\
\left( \frac{m}{n} \right)^{2+\delta} \left( \frac{1}{L} + 1 - \frac{\log m}{L} \right) & \text{if } m \leq e^L \leq n, \\
\left( \frac{m}{n} \right)^{2+\delta} \left( \frac{1}{L} + \frac{\log(n/m)}{L} \right) & \text{if } m \leq n \leq e^L.
\end{cases}
\]

(3.13)

In particular, if \( m \leq n \) and \( m \leq e^L \), we have the bound \( I_{m,n}(h, z, L) \ll \left( \frac{m}{n} \right)^{\frac{1}{2} + \delta}. \)
We now apply Lemma 3.3. The contribution to $P_M(h; \chi, z)$ of those $n, m$ for which $(mn, q) = 1$ is given by

$$P_{(mn,q)=1} := \sum_{m,n \geq 1 \atop (mn,q)=1} \frac{\Lambda(m)\Lambda(n)}{(mn)^{\frac{1}{2}}} I_{m,n}(h, z, L)(\chi(m)\varphi(q)\chi_{n \equiv m \pmod{q}} - \chi(m) - \chi(n) + 1)$$

$$\ll J + \varphi(q)L + e^L,$$

where the contribution of the nondiagonal terms in the part of the sum involving the factor $\chi(m)\varphi(q)\chi_{n \equiv m \pmod{q}}$ is bounded by a constant times

$$J := \varphi(q) \sum_{m,k \geq 1} \frac{\Lambda(m)\Lambda(m+kq)}{(m+m+kq)^{\frac{1}{2}}} I_{m,m+kq}(h, z, L) \ll \varphi(q) \frac{e^L (\log q + L)}{q}.$$

In other words, we have shown that $P_{(mn,q)=1}$ is an admissible error term.

For the remaining terms in $P_M(h, z, L)$, we first note that we may drop the conditions $\chi_1, \chi_2 \neq \chi_{0,q}$ in (3.12) at the cost of the error term $O(e^L)$; we will denote the resulting sum by $Q(h; \chi, z)$. By Lemma 3.3, the contribution to $Q(h; \chi, z)$ of those $n, m$ for which either $(m, q) > 1$ and $(n, q) = 1$, or $(n, q) > 1$ and $(m, q) = 1$, is then

$$\ll \sum_{n \geq 1 \atop (n, q) = 1} \sum_{\nu, \epsilon \geq 1} \frac{\Lambda(n) \log p}{(np^\nu)^{\frac{1}{2}}} I_{n, p^\nu}(h, z, L) \varphi(q/p^\nu) \ll \varphi(q) \log_2 q.$$

As for the contribution of those $m, n$ for which $m = p_1^{\nu_1}, n = p_2^{\nu_2}$ with $p_1 \neq p_2$ and $p_1, p_2 | q$, it is

$$\ll \sum_{p_1 \mid q} \sum_{\nu_1, \epsilon_1 \geq 1, \nu_2, \epsilon_2 \geq 1} \frac{\log p_1 \log p_2}{(p_1^{\nu_1} p_2^{\nu_2})^{\frac{1}{2}}} I_{p_1^{\nu_1}, p_2^{\nu_2}}(h, z, L) \varphi(q/(p_1^{\nu_1} p_2^{\nu_2})) \ll_{\epsilon} \varphi(q) \log_2 q.$$

To show this last bound, we used the inequalities

$$\sum_{\nu_1, \nu_2 \geq 1} \varphi(q/(p_1^{\nu_1} p_2^{\nu_2})) \leq \sum_{\nu_1, \nu_2 \geq 1} \frac{\varphi(q)}{\varphi(p_1^{\nu_1} p_2^{\nu_2})} \ll \frac{\varphi(q)}{p_1 p_2},$$

and applied the bounds (3.13).

Finally, the contribution of those $n, m$ for which $m = p^{\nu_1}, n = p^{\nu_2}$ with $p^{\nu} | q$ and $\nu \geq 1$ is

$$\ll \sum_{p^{\nu} \mid q} \frac{(\log p)^2}{p^{\nu+2}} I_{p^{\nu_1}, p^{\nu_2}}(h, z, L) \varphi(q/p^{\nu}) \ll \frac{1}{L} \sum_{p^{\nu} \mid q} \frac{(\log p)^2}{p} \varphi(q/p^{\nu}) \ll \varphi(q).$$

The proof is finished. \qed

The next step is to estimate the variance of $\log q$. This was done in [31, Lemma 3.3], which we refine and rectify here.
Lemma 3.5. For $q \geq 3$, we have the estimate

$$\frac{1}{\varphi(q)} \sum_{\chi \pmod{q}, \chi \neq \chi_0,q} \left( \log q_{\chi} - \log q + \sum_{p|q} \frac{\log p}{p-1} \right)^2 = \sum_{p|q} \frac{(\log p)^2}{p} + O(1) \ll (\log_2 q)^2.$$  

Moreover, for $h \in T_{\delta/2}$, we have that

$$\frac{1}{\varphi(q)} \sum_{\chi \pmod{q}, \chi \neq \chi_0,q} (b(\chi; h) - \alpha(h) \log q)^2 \ll (\alpha(h) \log_2 q)^2 + O_{\delta,h}(1).$$

Proof. Performing a computation analogous† to that in [31, Lemma 3.3], we see that

$$\frac{1}{\varphi(q)} \sum_{\chi \pmod{q}, \chi \neq \chi_0,q} (\log q_{\chi} - \log q)^2$$

$$= \sum_{p' \parallel q} \frac{p(\log p)^2}{(p-1)^2} \left( 1 + \frac{1}{p} - \frac{2}{p^r} \right) + 2 \sum_{p_1, p_2|q \atop p_1 < p_2} \frac{(\log p_1)(\log p_2)}{(p_1-1)(p_2-1)} + O\left( \frac{(\log q)^2}{\varphi(q)} \right)$$

$$= \left( \sum_{p|q} \frac{\log p}{p-1} \right)^2 + \sum_{p' \parallel q} \frac{p(\log p)^2}{(p-1)^2} \left( 1 - \frac{2}{p^r} \right) + O\left( \frac{(\log q)^2}{\varphi(q)} \right).$$

We conclude that

$$\frac{1}{\varphi(q)} \sum_{\chi \pmod{q}, \chi \neq \chi_0,q} \left( \log q_{\chi} - \log q + \sum_{p|q} \frac{\log p}{p-1} \right)^2 = \sum_{p' \parallel q} \frac{p(\log p)^2}{(p-1)^2} \left( 1 - \frac{2}{p^r} \right) + O\left( \frac{(\log q)^2}{\varphi(q)} \right)$$

$$= \sum_{p|q} \frac{(\log p)^2}{p} + O(1) \ll (\log_2 q)^2,$$

and the first claimed estimate follows. For the second, we combine the last bound with (3.6). ☐

We now establish the final lemma of this section, which will be useful in our computation of higher moments.

Lemma 3.6. Let $\delta > 0$, $h \in T_{\delta/2}$, and let $k \geq 2$. If $q$ is large enough in terms of $\delta$ and $h$ and $\chi$ is a character modulo $q$, then in the range $k \leq \log q / \log_2 q$, we have the estimate

$$\sum_{\chi_1, \ldots, \chi_k \pmod{q}, \chi_1, \ldots, \chi_k \neq \chi_0,q, \chi_1 \cdots \chi_k = \chi} b(\chi_1; h) \cdots b(\chi_k; h) = \varphi(q)^{k-1}(\alpha(h) \log q)^k \left( 1 + O\left( k \frac{\log_2 q}{\log q} \right) \right).$$ (3.14)
Moreover, if we assume GRH, then uniformly for \( z \in \mathbb{R} \), we have the bound

\[ \sum_{X_1, \ldots, X_k \equiv \chi \pmod{q}} h\left( \frac{\gamma_{X_1}}{2\pi} \right) \cdots h\left( \frac{\gamma_{X_k}}{2\pi} \right) = o_{\delta, h}(q^{k-1}(\alpha(h) \log q)^{k-1}), \quad (3.15) \]

where we used the shorthand \( \gamma_{X_j} := (\varphi_{X_j} - \frac{1}{2})/i \).

**Proof.** We first establish (3.15). The left-hand side of this equation is

\[ \leq \sum_{X_3, \ldots, X_k \equiv \chi \pmod{q}} \sum_{X_3, \ldots, X_k \neq \chi_0, q} h\left( \frac{\gamma_{X_3}}{2\pi} \right) \cdots h\left( \frac{\gamma_{X_k}}{2\pi} \right) \]

\[ \times \sup_{z' \in \mathbb{R}} \sup_{\chi \equiv \chi_0, q} \left| \sum_{\chi \neq \chi_0, q} \sum_{\chi_1, \chi_2} h\left( \frac{\gamma_{\chi_1}}{2\pi} \right) h\left( \frac{\gamma_{\chi_2}}{2\pi} \right) \right| \Phi_0\left( \frac{\log q}{3\pi} (z' - \gamma_1 - \gamma_2) \right), \]

where \( \Phi_0(x) := \max(0, 1 - |x|) \). Here, we replaced the sum over \( \chi = (X_3 \cdots X_k)^{-1} \) with \( z' = z - \gamma_3 - \cdots - \gamma_k \) by the supremum over \( z' \) and \( \chi \), and deleted the condition \( \gamma_1 + \gamma_2 = z' \) by adding the factor involving \( \Phi_0 \).

The claimed bound follows from Proposition 3.4 and (3.6).

We now move to (3.14). By expanding the product \( a_1 \cdots a_k = (a_1 - b_1 + b_1)(a_2 - b_2 + b_2) \cdots (a_k - b_k + b_k) \), we deduce the identity

\[ a_1 \cdots a_k - b_1 \cdots b_k = \sum_{(\varepsilon_1, \ldots, \varepsilon_k) \neq (0, \ldots, 0)} c(\varepsilon_1) \cdots c(\varepsilon_k), \]

where

\[ c(\varepsilon_j) := \begin{cases} a_j - b_j & \text{if } \varepsilon_j = 1 \\ b_j & \text{otherwise.} \end{cases} \]

We observe that for \( \ell \geq 2 \),

\[ C_\ell(q; \chi) := \left| \left\{ (X_1, \ldots, X_\ell) : X_1 \cdots X_\ell = \chi \cdot X_j \neq \chi_0, q \right\} \right| = (\varphi(q) - 1)^{\ell-1} + O(\varphi(q)^{\ell-2}). \quad (3.16) \]

and hence by setting \( a_j := b(\chi_j; h) \) and \( b_j := \alpha(h) \log q \), it follows that

\[ \sum_{X_1, \ldots, X_k \equiv \chi \pmod{q}} b(\chi_1; h) \cdots b(\chi_k; h) - C_k(q; \chi)(\alpha(h) \log q)^k \]

\[ = \sum_{\emptyset \neq I \subset \{1, \ldots, k\}} (\alpha(h) \log q)^{k-|I|} \sum_{X_1, \ldots, X_k \equiv \chi \pmod{q}} \prod_{j \in I} (b(\chi_j; h) - \alpha(h) \log q). \]
Now, noting that $C_1(q; \chi) \in \{0, 1\}$, the triangle and Cauchy–Schwarz inequalities and the estimate (3.16) imply that for any fixed $J \subseteq \{1, \ldots, k\}$,

$$\left| \sum_{\chi_1 \cdots \chi_k \pmod q \atop \chi_1 \cdots \chi_k \neq \chi_0, a} \prod_{j \in J} (b(\chi_j; h) - \alpha(h) \log q) \right| \leq \varphi(q) \left( \prod_{j \in J} \left| \sum_{\chi \neq \chi_0, a} b(\chi; h) - \alpha(h) \log q \right| \right)^{|J|/2} \leq \varphi(q)^{k-1} (\alpha(h) \log_2 q + c_{\delta, h})^{|J|},$$

by Lemma 3.5, where $c_{\delta, h} > 0$ depends on $\delta$ and $h$. When $J = \{1, \ldots, k\}$, this is $\ll \varphi(q)^{k-1} (\alpha(h) \log_2 q + c_{\delta, h})^{k-1} \cdot (\alpha(h) \log q + c_{\delta, h})$, by the estimate (3.6) and the trivial bound $\log q \chi \leq \log q$. Consequently, we have the bound

$$\sum_{\chi_1 \cdots \chi_k \pmod q \atop \chi_1 \cdots \chi_k \neq \chi_0, a} b(\chi_1; h) \cdots b(\chi_k; h) - C_k(q)(\alpha(h) \log q)^k \ll \varphi(q)^{k-1} \sum_{j=1}^{k-1} \binom{k}{j} (\alpha(h) \log q)^{k-j} (\alpha(h) \log_2 q + c_{\delta, h})^j$$

$$+ \varphi(q)^{k-1} (\alpha(h) \log_2 q + c_{\delta, h})^{k-1} (\alpha(h) \log q + c_{\delta, h})$$

$$= \varphi(q)^{k-1} (\alpha(h) \log q)^k \left( \left( 1 + \frac{\log_2 q + c_{\delta, h} \alpha(h)^{-1}}{\log q} \right)^k - 1 + O \left( \left( \frac{\log_2 q}{\log q} \right)^{k-1} \right) \right)$$

$$\ll k \frac{\log_2 q + c_{\delta, h} \alpha(h)^{-1}}{\log q} \varphi(q)^{k-1} (\alpha(h) \log q)^k \left( 1 + \frac{\log_2 q + c_{\delta, h} \alpha(h)^{-1}}{\log q} \right)^{k-1}.$$

The claim follows.

## 4 THE PROBABILISTIC MODEL

The two goals of this section are to show that under GRH (see the beginning of Section 2 for the definition of this hypothesis), the function $M_n(e^t, q; \eta)$ has a limiting distribution, and moreover, we can compute its moments. We begin with the following lemma.
Lemma 4.1. For \( n, m \in \mathbb{N} \), let \( E = (u_{\mu,j}, v_{\mu,j})_{1 \leq \mu \leq m} \) be an array of functions \( u_{\mu,j}, v_{\mu,j} : \mathbb{R}_{\geq 0} \to \mathbb{R} \) such that \( E \) has a limiting distribution in \( \mathbb{R}^{2mn} \). Then, the function

\[
F(t) := \Re e \left( \sum_{\mu=1}^{m} \prod_{j=1}^{n} (u_{\mu,j}(t) + iv_{\mu,j}(t)) \right)
\]

has a limiting distribution in \( \mathbb{R} \).

Proof. This follows from the definition of limiting distribution. Defining \( G : \mathbb{R}^{2mn} \to \mathbb{R} \) by

\[G((x_{\mu,j}, y_{\mu,j})_{\mu,j}) := \Re e(\sum_{\mu=1}^{m} \prod_{j=1}^{n} (x_{\mu,j} + iy_{\mu,j})) \]

one can check that the measure defined by

\[\mu_F(f) := \mu_E(f \circ G)\]

is a limiting distribution for \( F \). In other words, \( \mu_F \) is the pushforward measure \( G_\ast \mu_E \).

We can now show the existence of the limiting distribution.

Lemma 4.2. Let \( \delta > 0, \eta \in S_\delta \), and assume GRH \( \hat{\eta} \). Then for any \( n \geq 2 \) and \( q \geq 3 \), \( M_n(e^t, q; \eta) \) has a limiting distribution.

Proof. In the expression (2.1), we order the set of vectors of characters \((\chi_1, \ldots, \chi_n)\) modulo \( q \) such that \( \chi_j \neq \chi_{0,q}, \chi_1 \cdots \chi_n = \chi_{0,q} \), as \( \{(\psi_{\mu,1}, \ldots, \psi_{\mu,n}) : 1 \leq \mu \leq C_n(q)\} \), where \( C_n(q) \) is defined in (3.16). It follows that

\[M_n(e^t, q; \eta) = \sum_{\mu=1}^{m} \prod_{j=1}^{n} (u_{\mu,j}(t) + iv_{\mu,j}(t)),\]

where \( m = C_n(q) \), \( u_{\mu,j}(t) := \Re e(\psi_{\eta}(e^t, \psi_{\mu,j})) \), \( v_{\mu,j}(t) := \Im e(\psi_{\eta}(e^t, \psi_{\mu,j})) \). By Lemma 2.2, we have that

\[
u_{\mu,j}(t) = -\Re e \left( \sum_{\gamma_{\psi_{\mu,j}}} e^{it\gamma_{\psi_{\mu,j}} \hat{\eta}_{\xi}(\gamma_{\psi_{\mu,j}}/2\pi)} \right) + O(e^{-t/2} \log q);
\]

where \( \varphi_{\psi_{\mu,j}} = \frac{1}{2} + i\gamma_{\psi_{\mu,j}} \) is running over the nontrivial zeros \( \varphi_{\psi_{\mu,j}} \) of \( L(s, \psi_{\mu,j}) \), and where the \( b \) over the sum indicates that we are summing over zeros \( \varphi_{\psi_{\mu,j}} \) for which \( \hat{\eta}((\varphi_{\psi_{\mu,j}} - \frac{1}{2})/(2\pi i)) \neq 0 \). In particular, since we are assuming GRH \( \hat{\eta} \), we are only summing over zeros on the critical line; in other words, \( \gamma_{\psi_{\mu,j}} \in \mathbb{R} \). We now apply [2, Theorem 1.4] (see also [29]), whose conditions are satisfied thanks to the fact that \( \eta \in S_\delta \) and the Riemann–von Mangoldt formula (2.4). It follows that

\[E(t) := (u_{\mu,j}(t), v_{\mu,j}(t))_{1 \leq \mu \leq m} \]

admits a limiting distribution on \( \mathbb{R}^{2mn} \), and the same is true for \( M_n(e^t, q; \eta) \) by Lemma 4.1.

Our next goal is to give an expression for the moments of \( H_n(q; \eta) \).
Lemma 4.3. Let $\delta > 0$ and $\eta \in S_\delta$, and assume GRH$_{\hat{\eta}}$. Let $s \in \mathbb{N}$, $n \geq 2$, $q \geq 3$, and let $H_n(q; \eta)$ be the random variable associated to the limiting distribution of $M_n(e^t, q; \eta)$. Then we have the formulas

\[
\mathbb{E}[H_n(q; \eta)^s] = \lim_{T \to \infty} \frac{1}{T} \int_0^T M_n(e^t, q; \eta)^s dt;
\]

\[
\mathbb{E}[(H_n(q; \eta) - \mathbb{E}[H_n(q; \eta)])^s] = \lim_{T \to \infty} \frac{1}{T} \int_0^T (M_n(e^t, q; \eta) - \mathbb{E}[H_n(q; \eta)])^s dt.
\]

Proof. The proof is direct since $M(e^t, q; \eta)$ is bounded by Corollary 2.3, and thus, $H_n(q; \eta)$ is compactly supported. Hence, with $B(q; \eta) \coloneqq \sup_{t \geq 0} |M(e^t, q; \eta)|$, one can take

\[
f(x) = \begin{cases} 
  x^s & \text{if } |x| \leq B(q; \eta); \\
  x^s(B(q; \eta) + 1 - |x|) & \text{if } B(q; \eta) < |x| \leq B(q; \eta) + 1; \\
  0 & \text{if } |x| > B(q; \eta) + 1
\end{cases}
\]

in (1.13), and deduce that

\[
\lim_{T \to \infty} \frac{1}{T} \int_{t \leq T} M(e^t, q; \eta)^s dt = \int_{|x| \leq B(q;\eta)} x^s d\mu_{H_n(q;\eta)}(x) = \mathbb{E}[H_n(q; \eta)^s].
\]

The proof is similar for centered moments.

In order to give an explicit description of the moments of $H_n(q; \eta)$, we apply the explicit formula in Lemma 2.2. The following notation will simplify the resulting expression. For $s, n \in \mathbb{N}$, we introduce the set of arrays of characters

\[
X_{s,n} := \left\{ \chi = (\chi_{\mu,j})_{1 \leq \mu \leq s}^{1 \leq j \leq n} : \begin{array}{l}
\chi_{\mu,j} \neq \chi_{0,q} \quad (1 \leq j \leq n), \\
\chi_{\mu,1} \cdots \chi_{\mu,n} = \chi_{0,q} \quad (1 \leq \mu \leq s)
\end{array} \right\}.
\]

(4.1)

For $\chi \in X_{s,n}$, we define the set of associated arrays of nontrivial zeros

\[
\Gamma(\chi) := \left\{ \gamma = (\gamma_{\mu,j})_{1 \leq \mu \leq s}^{1 \leq j \leq n} : L(\frac{1}{2} + i\gamma_{\mu,j}, \chi_{\mu,j}) = 0, |\Re m(\gamma_{\mu,j})| < \frac{1}{2} \right\},
\]

(4.2)

as well as the subset

\[
\Gamma_0(\chi) := \left\{ \gamma \in \Gamma(\chi) : \sum_{1 \leq \mu \leq s}^{1 \leq j \leq n} \gamma_{\mu,j} = 0 \right\}.
\]

For $\gamma \in \Gamma(\chi)$, we will use the notations

\[
\hat{\gamma}(\chi) := \prod_{1 \leq \mu \leq s}^{1 \leq j \leq n} \hat{\gamma}(\frac{\gamma_{\mu,j}}{2\pi}); \\
\Sigma_{\gamma} := \frac{1}{2\pi} \sum_{1 \leq \mu \leq s}^{1 \leq j \leq n} \gamma_{\mu,j}.
\]

(4.3)

Note that under GRH$_{\hat{\eta}}$, for each $\gamma \in \Gamma(\chi)$, we have that either $\gamma \in \mathbb{R}^s$, or $\hat{\gamma}(\gamma) = 0$. 
Lemma 4.4. Let $\delta > 0$, $\eta \in S_5$, $\Phi \in L^1(\mathbb{R})$, $\Phi$ even, and assume GRH$_\eta$. For $s \in \mathbb{N}$, $n \geq 2$, $T \geq 1$ and $q \geq 3$, we have the formula

$$
\frac{1}{T} \int_0^\infty \Phi\left(\frac{t}{T}\right) M_n(e^t, q; \eta)^s dt = \frac{(-1)^{sn}}{2\varphi(q)^{sn}} \sum_{\chi \in X_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma) \hat{\Phi}(T\Sigma_{\gamma}) + O\left(\frac{(K_{\delta,\eta} \log q)^{sn}}{T\varphi(q)^s}\right),
$$

where $K_{\delta,\eta} > 0$ is a constant. In particular,

$$
\mathbb{E}[H_n(q; \eta)^s] = \frac{(-1)^{sn}}{2\varphi(q)^{sn}} \sum_{\chi \in X_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma).
$$

Proof. By Lemma 2.2, we have that, for any nonprincipal character $\chi$ of modulus $q$ and $t \geq 0$,

$$
\psi_\eta(e^t, \chi) = -\sum_{\gamma} e^{i\gamma \chi t} \hat{\eta}\left(\frac{\gamma \chi}{2\pi}\right) + O(e^{-\frac{t}{2} \log q}),
$$

(4.4)

where the sum is taken over the zeros $\rho_\chi = \frac{1}{2} + i\gamma_\chi$ of $L(s, \chi)$. In particular, under GRH$_\eta$, either $\gamma_\chi \in \mathbb{R}$ or $\hat{\eta}\left(\frac{\gamma \chi}{2\pi}\right) = 0$. Taking complex conjugates, it follows that

$$
\psi_\eta(e^t, \chi) = -\sum_{\gamma} e^{-i\gamma \chi t} \hat{\eta}\left(\frac{\gamma \chi}{2\pi}\right) + O(e^{-\frac{t}{2} \log q}).
$$

(4.5)

We see that

$$
\frac{(-1)^{sn}}{\varphi(q)^{sn}} \sum_{\chi \in X_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma) \hat{\Phi}(T\Sigma_{\gamma}) = \frac{1}{T} \int_\mathbb{R} \Phi\left(\frac{t}{T}\right) \frac{(-1)^{sn}}{\varphi(q)^{sn}} \sum_{\chi \in X_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma) e^{-2\pi i t \Sigma_{\gamma}} dt
$$

$$
= \frac{1}{T} \int_\mathbb{R} \Phi\left(\frac{t}{T}\right) \left(\frac{(-1)^n}{\varphi(q)^n} \sum_{\chi \in X_{1,n}} \sum_{\gamma_1, \ldots, \gamma_n} \hat{\eta}\left(\frac{\gamma_{\chi_1}}{2\pi}\right) \cdots \hat{\eta}\left(\frac{\gamma_{\chi_n}}{2\pi}\right) e^{-it(\gamma_{\chi_1} + \cdots + \gamma_{\chi_n})}\right)^s dt.
$$

We split the integral as $\int_\mathbb{R} = \int_0^\infty + \int_{-\infty}^0$. In the first of these, an application of (4.5) and (2.5) shows that it is

$$
= \frac{1}{T} \int_0^\infty \Phi\left(\frac{t}{T}\right) \left(\frac{1}{\varphi(q)^n} \sum_{\chi \in X_{1,n}} \psi_\eta(e^t, \chi) \cdots \psi_\eta(e^t, \chi_n)\right)^s dt + O\left(\frac{(K_{\delta,\eta} \log q)^{sn}}{T\varphi(q)^s}\right)
$$

$$
= \frac{1}{T} \int_0^\infty \Phi\left(\frac{t}{T}\right) M_n(e^t, q; \eta)^s dt + O\left(\frac{(K_{\delta,\eta} \log q)^{sn}}{T\varphi(q)^s}\right),
$$

by (2.1) and since $M_n(e^t, q; \eta)$ is real. Making the change of variables $u = -t$ and applying (4.4), we see that the same holds for the integral between $-\infty$ and $0$, and the claimed estimate follows.

As for the claimed identity, we specialize to $\Phi = \Phi_0 = 1_{[-1,1]}$. Taking $T \to \infty$ and applying Lemma 4.3, we obtain that

$$
\mathbb{E}[G_n(q; \eta)^s] = \lim_{T \to \infty} \frac{(-1)^{sn}}{2\varphi(q)^{sn}} \sum_{\chi \in X_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma) \hat{\Phi_0}(T\Sigma_{\gamma}).
$$
Now, \( \hat{\Phi}_0(\xi) = \sin(2\pi \xi) / \pi \xi \), and by dominated convergence (note that for any \( \eta \in S_5 \), the sum over \( \gamma \) converges absolutely), we can interchange the limit and the sum over \( \gamma \). The claimed identity follows.

5 | EXPECTED VALUE OF MOMENTS

This section serves as a warm-up for the following one. We recall that \( \mathcal{C} \subset L^1(\mathbb{R}) \) is the set of nontrivial even integrable functions \( \Phi : \mathbb{R} \rightarrow \mathbb{R} \) such that \( \hat{\Phi} \geq 0 \). Our goal is to estimate the first moment of the \( n \)th moment

\[
\mathcal{M}_{1,n}(T, q; \eta, \Phi) := \frac{1}{T} \int_0^T \Phi\left(\frac{t}{T}\right) M_n(e^t, q; \eta) dt.
\]

We begin with the following combinatorial lemma.

**Lemma 5.1.** Let \( m \geq 1, \delta > 0, \eta \in S_5 \), and assume GRH. Then, for \( q \geq 3 \), we have the lower bound

\[
\frac{1}{\varphi(q)^2} \sum_{\gamma_j \in \chi_{1,2m}} \sum_{\gamma_j \in \gamma_{\chi_1,\chi_{2m}}} \hat{\gamma}(\gamma_{\chi_1} / 2\pi) \cdots \hat{\gamma}(\gamma_{\chi_{2m}} / 2\pi) \geq \mu_{2m} \left( \frac{\alpha(\hat{\eta}^2) \log q + \beta_q(\hat{\eta}^2)}{\varphi(q)} \right)^m + O\left( \frac{\mu_{2m} (C_{\delta,\eta} \log q)^m}{\varphi(q)^{m+1}} \right),
\]

where the \( \gamma_j \) are running over the nontrivial zeros of \( L(s, \chi_j) \), and \( C_{\delta,\eta} > 0 \) is a constant.

**Proof.** By positivity of \( \hat{\gamma}(\gamma_j / 2\pi) \) (GRH is crucial in this step), we can restrict the sum over \( (\gamma_j) \) to those ordinates of zeros for which \( \forall i, \exists j \neq i \text{ s.t. } \gamma_j = -\gamma_i \) and \( \gamma_j = \gamma_i \). We can further restrict the sum such that the associated pairs \( \{i_k, j_k\} \) are disjoint, and such that \( \chi_{i_k} \not\in \{\chi_{i'\ell}, \chi_{i'\ell'} \forall i' \neq i_k, j_k\} \). We may also take \( i_k, j_k \) such that for any \( k \), the index \( i_k \) satisfies

\[
i_k = \min\{i_{\ell'}, j_{\ell'} \ (\ell' \geq k)\}.
\]

In particular, \( i_1 = 1 \). The number of such \( i_1, j_1, \ldots, i_k, j_k, \ldots, i_m, j_m \) is

\[
= (2m - 1)(2m - 3) \cdots 1 = \mu_{2m}.
\]

For a given choice of sets \( \{i_k, j_k\} \), the contribution to the left-hand side of (5.2) is

\[
\geq \frac{1}{\varphi(q)^2 \mu_{2m}} \sum_{\chi_{i_1} \neq \chi_{0,q}} b^+(\chi_{i_1}; \hat{\eta}^2) \sum_{\chi_{i_2} \not\in \gamma_{0,q}, \gamma_{\chi_1}, \gamma_{\chi_1}} b^+(\chi_{i_2}; \hat{\eta}^2) \cdots \sum_{\chi_{i_m} \not\in \gamma_{0,q}, \gamma_{\chi_1}, \gamma_{\chi_1}, \ldots, \gamma_{\chi_{m-1}, \gamma_{\chi_1}, \gamma_{\chi_1}, \ldots, \gamma_{\chi_{m-1}}}} b^+(\chi_{i_m}; \hat{\eta}^2),
\]

where denoting by \( \sum^* \) a sum without multiplicities,

\[
b^+(\chi; \hat{\eta}^2) := \sum^*_{\gamma_{\chi}} \left| \frac{1}{2 + i\gamma_{\chi}} L(s, \chi) \right|^2 \hat{\gamma}(\gamma_{\chi} / 2\pi) \geq b(\chi; \hat{\eta}^2).
\]
After applying this lower bound, we can forget the conditions

\[ \chi_{i_k} \notin \{ \chi_{i_1}, \ldots, \chi_{i_{k-1}}, \overline{\chi_{i_1}}, \ldots, \overline{\chi_{i_k}} \} \]

by adding an error term bounded by \( \ll m^2 \varphi(q)^{-m-1}(K_{\delta, \eta} \log q)^m \). This yields that the left-hand side of (5.2) is

\[ \geq \mu_{2m} \frac{1}{\varphi(q)^2m} \left( \sum_{\chi \pmod{q}} b(\chi; \tilde{\eta}^2) \right)^m + O \left( m^2 \mu_{2m} \frac{(K_{\delta, \eta} \log q)^m}{\varphi(q)^{m+1}} \right), \]

which by Proposition 3.2 is

\[ \geq \mu_{2m} \left( \frac{\alpha(\tilde{\eta}^2) \log q + \beta_q(\tilde{\eta}^2)}{\varphi(q)} \right)^m + O \left( \mu_{2m} \frac{(2K_{\delta, \eta} \log q)^m}{\varphi(q)^{m+1}} \right). \]

The claimed lower bound follows. \( \square \)

We deduce the following inequalities on the mean of moments \( \mathcal{M}_{1, 2m}(T, q; \eta, \Phi) \), which is defined in (5.1).

**Proposition 5.2.** Let \( m \geq 1, \Phi \in \mathcal{U}, \delta > 0, \eta \in S_\delta, \) and assume GRH\( \tilde{\eta} \). For any \( T \geq 1 \) and \( q \geq 3 \), we have that

\[ \mathcal{M}_{1, 2m}(T, q; \eta, \Phi) \geq \mu_{2m} \left( \frac{(K_{\delta, \eta} \log q)^{2m+1}}{T \varphi(q)} \right), \]

where \( K_{\delta, \eta}, C_{\delta, \eta} > 0 \) are constants.

**Proof.** We apply positivity in Lemma 4.4, noting that \( \tilde{\eta}, \hat{\Phi} \geq 0 \). We obtain the lower bound

\[ (\neg 1)^n M_{1, n}(T, q; \eta, \Phi) \geq \frac{1}{\varphi(q)^n} \sum_{\chi \in \chi_{1, n}} \sum_{\gamma_{X_1}, \ldots, \gamma_{X_n}} \hat{\eta} \left( \frac{\gamma_{X_1}}{2\pi} \right) \cdots \hat{\eta} \left( \frac{\gamma_{X_n}}{2\pi} \right) + O \left( \frac{(K_{\delta, \eta} \log q)^n}{T \varphi(q)} \right). \]

If \( n = 2m + 1 \), then the claimed bound follows at once from positivity of \( \hat{\eta} \left( \frac{\gamma_{X_1}}{2\pi} \right) \) (hypothesis GRH\( \tilde{\eta} \) is crucial here). If \( n = 2m \), then we apply Lemma 5.1 and obtain the desired result. \( \square \)

We are ready to prove the second part of Theorem 1.3.

**Proof of Theorem 1.3, second part.** The claimed bounds follow from positivity in Lemma 4.4 (recall also Lemma 4.3), and from Proposition 5.2. \( \square \)
6  |  HIGHER MOMENTS OF MOMENTS

The goal of this section is to prove Theorem 1.3. We first apply the inclusion–exclusion principle in order to evaluate the main terms which we will obtain later. For \( s \in \mathbb{N}, \sigma = (\sigma_1, \ldots, \sigma_s) \in \mathbb{R}^s \), \( T \in \mathbb{R}_{>0} \) and \( \Phi \in \mathcal{U} \), we define the quantities

\[
\Delta_s(\sigma) := \sum_{I \subset \{1, \ldots, s\}} (-1)^{|I|} \delta_0 \left( \sum_{\mu \in I} \sigma_\mu \right) \prod_{\mu \notin I} \delta_0(\sigma_\mu); \tag{6.1}
\]

\[
\Delta_s(\sigma; \Phi, T) := \frac{1}{\hat{\Phi}(0)} \sum_{I \subset \{1, \ldots, s\}} (-1)^{|I|} \hat{\Phi} \left( T \sum_{\mu \in I} \sigma_\mu \right) \prod_{\mu \notin I} \delta_0(\sigma_\mu), \tag{6.2}
\]

where

\[
\delta_0(x) := \begin{cases} 
1 & \text{if } x = 0; \\
0 & \text{otherwise.}
\end{cases}
\]

Note that

\[
\lim_{T \to +\infty} \Delta_s(\sigma; \Phi, T) = \Delta_s(\sigma).
\]

**Lemma 6.1.** Let \( s \in \mathbb{N}, \sigma \in \mathbb{R}^s, T \in \mathbb{R}_{>0} \) and \( \Phi \in \mathcal{U} \). The function \( \Delta_s(\sigma) \) is the indicator function of the \( \sigma \) such that \( \sum_{\mu=1}^s \sigma_\mu = 0 \) and \( \sigma_\mu \neq 0 \) for all \( 1 \leq \mu \leq s \). Moreover,

\[
\Delta_s(\sigma; \Phi, T) \geq \Delta_s(\sigma). \tag{6.3}
\]

**Proof.** We observe that

\[
\hat{\Phi}(0) \Delta_s(\sigma; \Phi, T) = \sum_{I \subset \{1, \ldots, s\}: \forall \mu \notin I, \sigma_\mu = 0} (-1)^{|I|} \hat{\Phi} \left( \sum_{\mu=1}^s \sigma_\mu \right) \prod_{\mu=1}^s \left( 1 - \delta_0(\sigma_\mu) \right).
\]

We then deduce that

\[
\Delta_s(\sigma; \Phi, T) = \begin{cases} 
\frac{1}{\hat{\Phi}(0)} \hat{\Phi} \left( T \sum_{\mu=1}^s \sigma_\mu \right) & \text{if } \sigma_\mu \neq 0 \text{ for all } \mu, \\
0 & \text{otherwise.}
\end{cases} \tag{6.4}
\]

The claimed bound follows. \[ \Box \]

We recall the definition (1.10) of \( V_{s,n}(T, q; \eta, \Phi) \), that of \( \Gamma(\chi) \) in (4.2), and moreover for \( \gamma \in \Gamma(\chi) \), we define

\[
\sigma_\gamma := \left( \frac{1}{2\pi} \sum_{j=1}^n \gamma_{\chi,\mu,j} \right)_{1 \leq \mu \leq s} \in \mathbb{C}^s. \tag{6.5}
\]

We also recall the definition (4.1). Our next goal is to express \( V_{s,n}(T, q; \eta, \Phi) \) as a sum over zeros of Dirichlet \( L \)-functions.
Lemma 6.2. Assume GRH, and let $\delta > 0$, $\eta \in S_\delta$, $\Phi \in \mathcal{L}^1(\mathbb{R})$, $\Phi$ even, $s \geq 1$ and $n \geq 2$. For $T \geq 1$ and $q \geq 3$, we have the formula

$$V_{s,n}(T, q; \eta, \Phi) = \frac{(-1)^{sn}}{\varphi(q)^{sn}} \sum_{\chi \in X_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma) \Delta_\gamma(\sigma; \Phi, T) + O_{\Phi} \left( \frac{(K_{\delta, \eta} \log q)^{sn}}{T \varphi(q)^s} \right), \quad (6.6)$$

where $\hat{\eta}(\gamma)$ is defined in (4.3), $\Gamma(\chi)$ is defined in (4.2) and $K_{\delta, \eta} > 0$ is a constant.

Proof. The proof follows the lines of that of Lemma 4.4. We see that

$$L_{s,n}(T, q; \eta, \Phi) := \frac{(-1)^{sn}}{\varphi(q)^{sn}} \sum_{\chi \in X_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma) \Delta_\gamma(\sigma; \Phi, T)$$

$$= \frac{1}{T \hat{\Phi}(0)} \int_{\mathbb{R}} \Phi \left( \frac{t}{T} \right) \frac{(-1)^{sn}}{\varphi(q)^{sn}} \sum_{I \subseteq \{1, \ldots, s\}} (-1)^{s-|I|} \sum_{\chi \in X_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma) e^{-it \sum_{\gamma \in \Gamma(\chi)} \psi_{\chi}^I} \, dt$$

$$= \frac{1}{T \hat{\Phi}(0)} \int_{\mathbb{R}} \Phi \left( \frac{t}{T} \right) \frac{(-1)^{sn}}{\varphi(q)^{sn}} \sum_{I \subseteq \{1, \ldots, s\}} (-1)^{s-|I|} \sum_{\chi_{\mu} \neq \chi_{0,q} \mu \in \Gamma} \sum_{\gamma_{\mu} \neq \gamma_{0,q} \mu \in \Gamma} \hat{\eta}(\gamma) e^{-it \sum_{\gamma \in \Gamma(\chi)}} \, dt.$$ 

Now, the sums over $\chi_{\mu,j}$ depend on $|I|$ rather than on $I$ itself, and thus, we deduce that

$$L_{s,n}(T, q; \eta, \Phi) = \frac{1}{T \hat{\Phi}(0)} \int_{\mathbb{R}} \Phi \left( \frac{t}{T} \right) \frac{(-1)^{sn}}{\varphi(q)^{sn}} \sum_{k=0}^{s} (-1)^{s-k} \left( \sum_{\chi \in X_{1,n}} \prod_{j=1}^{n} \hat{\eta} \left( \frac{\gamma_{\chi,j}}{2\pi} \right) e^{-it \gamma_{\chi,j}} \right)^k \times$$

$$\sum_{\chi \in X_{1,n}} \prod_{j=1}^{n} \hat{\eta} \left( \frac{\gamma_{\chi,j}}{2\pi} \right) \, dt.$$ 

By Lemmas 4.3 and 4.4, the second term in parentheses is equal to $(-1)^n \varphi(q)^n m_n(q; \eta)$. We split the integral as $\int_{\mathbb{R}} = \int_{0}^{\infty} + \int_{-\infty}^{0}$. In the first of these, an application of (4.5) and (2.5) shows that it is

$$= \frac{1}{T \hat{\Phi}(0)} \int_{0}^{\infty} \Phi \left( \frac{t}{T} \right) \frac{1}{\varphi(q)^{sn}} \sum_{k=0}^{s} (-1)^{s-k} \left( \sum_{\chi \in X_{1,n}} \prod_{j=1}^{n} \psi_{\eta}(e^{\chi_1}, \ldots, e^{\chi_n}) \right)^k \times$$

$$\left( \varphi(q)^n m_n(q; \eta) \right)^{s-k} \, dt + O_{\Phi} \left( \frac{(K_{\delta, \eta} \log q)^{sn}}{T \varphi(q)^s} \right).$$

\[ \frac{1}{T \Phi(0)} \int_0^\infty \Phi \left( \frac{t}{T} \right) \sum_{k=0}^{s} (-1)^{s-k} \binom{s}{k} M_n(e^t, q; \eta)^k m_n(q; \eta)^s \frac{dt}{T \Phi(q)^s} + O(\Phi(K \delta, \log q)^s), \]

by (2.1). Once more, the same holds for the integral between \(-\infty\) and 0. An application of the binomial theorem achieves the proof. □

We will establish a lower bound for \(\gamma_{s,n}(T, q; \eta, \Phi)\) through positivity of \(\hat{\eta}\) and \(\hat{\Phi}\). This will involve the following combinatorial object.

**Definition 6.3.** For \(r \in \mathbb{N}\) and \(n \geq 2\), we define \(F_{2r,n}\) to be the set of involutions \(\pi : \{1, \ldots, 2r\} \times \{1, \ldots, n\} \to \{1, \ldots, 2r\} \times \{1, \ldots, n\}\) having no fixed point and with the following two properties. First, for each fixed \(1 \leq \mu \leq 2r\), there exists a unique \(1 \leq \nu \leq 2r, \nu \neq \mu\) such that \(J_{\mu,\nu}(\pi) \neq \emptyset\), where

\[ J_{\mu,\nu}(\pi) := (\{\mu\} \times \{1, n\}) \cap \pi(\{\nu\} \times \{1, n\}) \quad (6.7) \]

is set of elements on the “row” \(\mu\) which are sent to some element on the “row” \(\nu\) through \(\pi\). Second, we require that for each \(1 \leq \mu \leq 2r\),

\[ \sum_{1 \leq \nu \leq 2r \atop \nu \neq \mu} |J_{\mu,\nu}(\pi)| \geq 2. \]

Given an involution \(\pi \in F_{2r,n}\) and an array \(\chi = (\chi_{\mu,j})_{1 \leq \mu \leq 2r \atop 1 \leq j \leq n}\) of characters modulo \(q\), we will write

\[ \pi(\chi) := (\chi_{\pi(\mu,j)})_{1 \leq \mu \leq 2r \atop 1 \leq j \leq n}. \]

One can identify \(F_{2r,n}\) with the set \(\mathcal{P}_{2r,n}\) of pairs \((\mu, j), (\nu, i)\) with \(1 \leq \mu, \nu \leq 2r, 1 \leq j, i \leq n, (\mu, j) \neq (\nu, i)\), and such that for each fixed \(\mu\),

\[ \left| \left\{ \nu \in [1, 2r] \setminus \{\mu\} \mid \exists j, i : ((\mu, j), (\nu, i)) \in \mathcal{P}_{2r,n} \right\} \right| = 1, \]

\[ \sum_{1 \leq \nu \leq 2r \atop \nu \neq \mu} \left| \left\{ j \in [1, n] \mid \exists i : ((\mu, j), (\nu, i)) \in \mathcal{P}_{2r,n} \right\} \right| \geq 2. \]

We note that for any \(\pi \in F_{2r,n}\), we have that \(|J_{\nu,\mu}(\pi)| = |J_{\mu,\nu}(\pi)|\), and moreover, for any fixed \(1 \leq \mu \leq 2r\),

\[ |J_{\mu,\mu}(\pi)| \equiv 0 \pmod{2}, \quad \sum_{\nu=1}^{2r} |J_{\mu,\nu}(\pi)| = n. \quad (6.8) \]

We begin with the following technical lemma, whose proof gives an idea on how we will count characters.

**Lemma 6.4.** Let \(r \in \mathbb{N}, n \geq 2, q \geq 3\) and let \(\pi \in F_{2r,n}\) be such that \(J_{\nu,\mu}(\pi) \neq \emptyset\) if either \(\mu = \nu\) or \(\{\mu, \nu\} = \{2u-1, 2u\}\) for some \(1 \leq u \leq r\), and \(J_{\mu,\nu}(\pi) = \emptyset\) otherwise. Let also \(1 \leq u \leq r\), and let \((\mu_0, j_0), (\mu_1, j_1)\) be such that \(1 \leq \mu_1 \leq \mu_0, \mu_0 \in \{2u-1, 2u\}, 1 \leq j_0, j_1 \leq n, \) and \(\pi(\mu_0, j_0) \neq (\mu_1, j_1)\).
Then, given a fixed array of characters \((\chi_{\mu,j})_{1 \leq \mu \leq 2u-2}\), we have the bound
\[
\sum_{1 \leq j \leq n} X_{2u-1,1} \cdots X_{2u-1,n} X_{2u,1} \cdots X_{2u,n} 
\leq q \sum_{1 \leq j \leq n} \chi_{\mu, j} \in \{\chi_\nu, i \mid i \leq n, \nu \leq \mu, (i, \nu) \notin \{(j, \mu), \pi(j, \mu)\}\},
\]
where \(\Theta_{\pi}(2u) = \prod_{\nu \neq \mu} \chi_\mu, \nu \). The implied constant is absolute.

**Proof.** The second relation of (6.8) applied for \(\mu = 2u\) and \(\mu = 2u - 1\) gives
\[
|J_{2u,2u}| + |J_{2u,2u-1}| + |J_{2u-1,2u-1}| + |J_{2u-1,2u}| = |J_{2u,2u}| + 2|J_{2u,2u-1}| + |J_{2u-1,2u-1}| = 2n.
\]
The pairs \((\mu_0, j_0), (\mu_1, j_1)\) are elements of either \(J_{2u-1,2u}, J_{2u,2u-1}, J_{2u,2u}\) or \(J_{2u-1,2u-1}\). First, we will treat the case where \((\mu_0, j_0), (\mu_1, j_1)\) \(\in J_{2u-1,2u-1}\), and thus, \((\mu_0, j_0), (\mu_1, j_1) = (2u - 1, j_1)\) and \(\pi(\mu_0, j_0) = (2u - 1, j_0')\), \(\pi(\mu_1, j_1) = (2u - 1, j_1')\) with \(j_0', j_1', j_1''\) all distinct. We have that
\[
\sum_{\chi_{\mu, j}(\mu, j) \in J_{2u-1,2u-1} \cup J_{2u,2u} \setminus X_{2u,1}} 1 \leq q |J_{2u-1,2u}| + |J_{2u-1,2u-1}| - 1.
\]
Indeed, the character \(\chi_{2u-1, j_0}\) is determined by the value of \(\chi_{2u-1, j_1}\) through the relation \(\chi_{2u-1, j_0} = \chi_{2u, j_1}\). Moreover, we claim that
\[
\sum_{\chi_{\mu, j}(\mu, j) \in J_{2u,2u-1}} 1 \leq q |J_{2u-1,2u}| - 1.
\]
Indeed, in this sum, we may only sum over the characters \(\chi_{\mu, j}\) for \((\mu, j) \in J_{2u,2u-1}\), as these determine the values of the characters for \((\mu, j) \in J_{2u,2u-1}\) thanks to the relation \(\chi_{\mu, j} = \chi_{\mu, j}\). Finally, one of \(\chi_{\mu, j}\) for \((\mu, j) \in J_{2u,2u-1}\) is determined by the other characters \(\chi_{\mu, l}\) for \((\mu, l) \in J_{2u,2u-1}\) thanks to the relation \(\prod_{j \in J_{2u-1,2u}} \chi_{2u-1, j} = \chi_0, q\). This implies the claimed upper bound. The bound for the case \((\mu_0, j_0) \in J_{2u-1,2u-1}, (\mu_1, j_1) \in J_{2u,2u}\) follows along the same lines.

Second, we treat the case where \((\mu_0, j_0), (\mu_1, j_1) \in J_{2u-1,2u-1}\) (in particular this implies that \(\mu_0 = \mu_1 = 2u - 1\)); the proof for the other cases is similar. If \(\pi(2u - 1, j_0) = (2u, j_0')\) and \(\pi(2u - 1, j_1) = (2u, j_1')\), then the sum we are interested in is actually equal to
\[
\sum_{\chi_{2u-1,1} \cdots \chi_{2u-1,n}, \chi_{2u,1} \cdots \chi_{2u,n}} 1,
\]
where \(\pi'\) is equal to \(\pi\) except for the values \(\pi'(2u - 1, j_0) = (2u - 1, j_1)\) and \(\pi'(2u, j_0') = (2u, j_1')\). Thus, we have reduced the problem to the case treated in the first part of the proof, and the result follows.
We continue to estimate sums over characters in the following lemma.

**Lemma 6.5.** Let \( r \in \mathbb{N}, n \geq 2, q \geq 3 \) and let \( \pi \in F_{2r,n} \). We have the estimate
\[
C_{2r,n}(q; \pi) := \sum_{\chi \in X_{2r,n}} 1 = \varphi(q)^{(n-1)r} \left( 1 + O \left( \frac{n^2 r^2}{\varphi(q)} \right) \right). \tag{6.9}
\]

If moreover \( q \) is large enough in terms of \( \delta \) and \( \eta \), then in the ranges \( n \leq \log q / \log_2 q \) and \( r \leq c \varphi(q)^{1/2}/n \) with \( c > 0 \) a small enough absolute constant, we have the estimate
\[
\sum_{\chi \in X_{2r,n}} \prod_{1 \leq \mu \leq 2r, 1 \leq j \leq n} b(\chi_{\mu,j}; \eta^2)^{1/2} = \varphi(q)^{(n-1)r} \left( \alpha \eta^2 \log q \right)^{nr} \left( 1 + O \left( \frac{n \log_2 q}{\log q} \right) \right)^r. \tag{6.10}
\]

Under the additional assumption of GRH\( \eta \), if \( 1 \leq \mu_0 \neq \nu_0 \leq 2r \) are such that \( J_{\mu_0,\nu_0}(\pi) \neq \emptyset \), then we have the bound
\[
\sum_{\chi \in X_{2r,n}} \sup_{z \in \mathbb{R}} \left\{ \sum_{\varphi_{\mu_0,1} \cdots \varphi_{\mu_0,n} \neq 0} \prod_{1 \leq \mu \leq 2r, 1 \leq j \leq n} b(\chi_{\mu,j}; \eta^2)^{1/2} \right\} \ll_{\delta, \eta} \varphi(q)^{(n-1)r} \left( \alpha \eta^2 \log q \right)^{nr-1}. \tag{6.11}
\]

**Proof.** We begin with (6.9). Fix \( \pi \in F_{2r,n} \). In the sum defining \( C_{2r,n}(q; \pi) \) and by definition of \( F_{2r,n} \), we can change the indexing in the variable \( \mu \) in such a way that \( J_{\mu,\nu}(\pi) \neq \emptyset \) (recall (6.7)) if \( \{\mu, \nu\} \in \{2u-1, 2u\} \) for some \( 1 \leq u \leq r \), and \( J_{\mu,\nu}(\pi) = \emptyset \) otherwise.

We distinguish two different sets of indices:
\[
J_\pi := \bigcup_{\mu=1}^{2r} J_{\mu,\mu}(\pi) = \{\mu, j \in \{\mu\} \times [1, n]\};
\]
\[
I_\pi := \bigcup_{1 \leq \mu \neq \nu \leq 2r} J_{\mu,\nu}(\pi) = \{\mu, j \in \{\mu\} \times [1, n]\};
\]
and we recall the relations (6.8). For each fixed \( 1 \leq u \leq r \), the conditions \( X_{2u-1,1} \cdots X_{2u-1,n} = X_{2u,1} \cdots X_{2u,n} = X_0,q \) are equivalent to \( \Theta_{\pi}(2u) := \prod_{1 \leq j \leq n} X_{2u,j} = X_0,q \). Note also that the condition \( \chi_{\mu,j} = \chi_{\nu,i} \Rightarrow (\mu, j) \in \{(v, i), \pi(v, i)\} \) implies that for \( (v, i) \notin \{(\mu, j), \pi(\mu, j)\}, \chi_{v,i} \neq \chi_{\mu,j} \).
The choice of $\pi$ implies that we can write $\pi(\chi) = (\pi_2(\chi_2), \pi_4(\chi_4), \ldots, \pi_{2r}(\chi_{2r}))$ where $\chi = (\chi_2, \chi_4, \ldots, \chi_{2r})$ and $\chi_{2u} = (\chi_{\mu, j})_{\mu \in \{2u-1, 2u\}}$. Then, we can write

$$C^{2r, n}(q; \pi) = \sum_{\chi_2 \in X_{2,n}} \sum_{\chi_4 \in X_{2,n}} \ldots \sum_{\chi_{2r} \in X_{2,n}} 1,$$

where the star means that in each of the sums, we have the extra condition

$$\chi_{\mu, j} \notin \{ \chi_{\nu, i} | i \leq n, \nu \leq \mu, (i, \nu) \notin \{(\mu, j), \pi(\mu, j)\} \} \quad (\mu = 2u - 1, 2u; 1 \leq j \leq n). \quad (6.12)$$

We first treat $C^{2r, n}(q; \pi)$ as if there were no star on the sums; we will come back to the original sums later. For any fixed $1 \leq u \leq r$, we have that

$$\sum_{\chi_{2u} \in X_{2,n}} 1 = \sum_{\chi_{2u} \in X_{2,n}} 1 \cdot \sum_{\chi_{2u} \in X_{2,n}} 1.$$

The second factor on the right-hand side is equal to

$$(\varphi(q) - 1)^{1/2} |J_{2u,2u-1}|-1 \left(1 + O \left( \frac{1}{\varphi(q)} \right) \right),$$

since $|J_{2u,2u-1}| \geq 2$. As for the first, it is equal to the square of

$$\sum_{\chi_{2u} \in X_{2,n}} 1 = (\varphi(q) - 1)^{1/2} |J_{2u,2u}|-1.$$

The analog of the estimate (6.9), with no star on the sums, follows. We now indicate how to remove the condition (6.12) using Lemma 6.4. This is done by summing over the $\leq (2rn)^2$ possibilities for the pair of pairs $(\mu_0, j_0), (\mu_1, j_1)$ for which $\chi_{\mu_0, j_0} = \chi_{\mu_1, j_1}$ and $\pi(\mu_0, j_0) \neq (\mu_1, j_1)$; in each of these sums, we can apply Lemma 6.4. The claimed bound follows.

We now move to (6.10). Following the steps above, we may once more assume that $J_{\mu, \nu}(\pi) \neq \emptyset$ (recall (6.7)) if $\{\mu, \nu\} \in \{2u - 1, 2u\}$ for some $1 \leq u \leq r$, and $J_{\mu, \nu}(\pi) = \emptyset$; otherwise, this implies that the left-hand side of (6.10) is equal to

$$L^{2r, n}(q; \pi) := \sum_{\chi_2 \in X_{2,n}} \sum_{\chi_4 \in X_{2,n}} \ldots \sum_{\chi_{2r} \in X_{2,n}} \prod_{1 \leq \mu \leq 2r} b(\chi_{\mu, j}; \hat{\eta})^{1/2}.$$

As before, we may remove the star by introducing an admissible error term; this is possible thanks to Proposition 3.2 in which we use the bound $q_\chi < q$. Now, for any fixed $1 \leq u \leq r$, keeping in mind
that $J_{2u,2u-1} \neq \emptyset$, we notice that by Lemma 3.6,

$$\sum_{\chi_{2u,j} \neq \chi_{0,q}} \prod_{j \in J_{2u,2u-1}} b(\chi_{2u,j}; \hat{\eta}^2) = \varphi(q)^{|J_{2u,2u-1}|-1}(\alpha(\hat{\eta}^2) \log q)^{|J_{2u,2u-1}|} \left(1 + O\left(\frac{\log q}{\log q}\right)\right).$$

The argument is similar for the factors involving $J_{2u,2u}$ and $J_{2u-1,2u-1}$, and this concludes the proof. The proof of (6.11) is similar, thanks to Lemma 3.6.

□

We are ready to obtain our first lower bound on $V_{2r,n}(T, q; \eta, \Phi)$ in terms of $|F_{2r,n}|$.

Lemma 6.6. Let $\delta > 0$, $\eta \in S_{\delta}$, $\Phi \in U$, $r \geq 1$, and $n \geq 2$, and assume GRH $\hat{\eta}$. For $T \geq 1$, $q$ large enough in terms of $\delta$ and $\eta$, and in the ranges $n \leq \log q / \log_2 q$ and $r \leq \log q$, we have the lower bound

$$V_{2r,n}(T, q; \eta, \Phi) \geq \frac{V_n(q; \eta)^r}{v_n^r} |F_{2r,n}| \left(1 + O_{\delta, \eta} \left(n \log_2 q \frac{\log q}{\log q}\right)^r + O_{\delta, \eta} \left(\frac{r}{\log q}\right)^r\right) + O_{\Phi} \left((K_{\delta, \eta} \log q)^{2rn} \frac{T \varphi(q)^{2r}}{s}\right),$$

where $K_{\delta, \eta} > 0$ is a constant.

Proof. We recall that we can view the $\pi \in F_{2r,n}$ as involutions on the set of arrays of characters $\chi = (\chi_{\mu,j})_{1 \leq \mu \leq 2r, 1 \leq j \leq n}$ by setting $\pi(\chi) = (\chi_{\pi(\mu,j)})_{1 \leq \mu \leq 2r, 1 \leq j \leq n}$.

By Lemma 6.1 and by positivity of $\hat{\eta}$ and of $\Delta_{2r}(\sigma, \Phi, T)$, we can restrict the sum on the right-hand side of (6.6) as follows:

$$V_{2r,n}(T, q; \eta, \Phi) \geq \frac{1}{\varphi(q)^{2rn}} \sum_{\chi \in F_{2r,n}} \sum_{\pi \in \chi_{2r,n}} \hat{\eta}(\chi) \Delta_{2r}(\sigma, \Phi, T) + O_{\Phi} \left((K_{\delta, \eta} \log q)^{sm} \frac{T \varphi(q)^{2r}}{s}\right)$$

$$\geq \frac{1}{\varphi(q)^{2rn}} \sum_{\pi \in F_{2r,n}} \sum_{\chi \in \chi_{2r,n}} \hat{\eta}(\chi) \Delta_{2r}(\sigma, \Phi, T) + O_{\Phi} \left((K_{\delta, \eta} \log q)^{sm} \frac{T \varphi(q)^{2r}}{s}\right).$$

(6.14)

Now, we may bound the inner sum as follows:

$$\sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma) \geq \sum_{\gamma \in \Gamma(\chi)} \prod_{1 \leq \mu \leq 2r, 1 \leq j \leq n} \left(\frac{\text{ord}_{x=\frac{1}{2}+iy_{\mu,j}} L(s, \chi_{\mu,j})}{1/2}\right)^{1/2}.$$
Applying Lemma 6.5, we can remove the conditions $\sum_{j=1}^{n} Y_{\mu,j} \neq 0$ at the cost of an admissible error term. The resulting sum is handled with (6.10), and the claimed estimate follows. □

The final step is to compute $|F_{2r,n}|$.

**Lemma 6.7.** For $r \in \mathbb{N}$ and $n \geq 2$, we have the formula

$$|F_{2r,n}| = \mu_{2r} v_n,$$

where $F_{2r,n}$ was defined in Definition 6.3 and $v_n$ in (1.11).

**Proof.** We can view the elements of $F_{2r,n}$ as pairs $\{(\mu, j), (\nu, i)\}$, where $1 \leq \mu, \nu \leq 2r$, $1 \leq j, i \leq n$, and $\pi(\mu, j) = (\nu, i)$. Clearly, $|F_{2r,n}| = \mu_{2r} |G_{2r,n}|$, where $G_{2r,n}$ is the set of involutions $\pi : \{1, \ldots, 2r\} \times \{1, \ldots, n\} \to \{1, \ldots, 2r\} \times \{1, \ldots, n\}$ having no fixed point and such that (recall (6.7))

$$\{(\mu, \nu) \in [1, 2r]^2 : J_{\mu,\nu}(\pi) \neq \emptyset\} = \{(2u, 2u - 1), (2u - 1, 2u) : 1 \leq u \leq r\},$$

and $|J_{2u,2u-1}| \geq 2$. For $\pi \in G_{2r,n}$ and $1 \leq u \leq r$, we let $k_u(\pi) := |J_{2u-1,2u-1}(\pi)|$ (recall (6.7)), and $k(\pi) = (k_u(\pi))_{1 \leq u \leq r}$. We recall (6.8); in particular, $\mathcal{E}(\pi) := k(\pi)/2 \in (\mathbb{Z}_{\geq 0})^r$. For any given $\mathcal{E} \in \{0, \ldots, \left\lfloor \frac{n-2}{2} \right\rfloor\}^r$, there are exactly $\prod_{1 \leq u \leq r} \left(\frac{n}{2\mathcal{E}_u} \right)^2 (n - 2\mathcal{E}_u)! (\frac{(2\mathcal{E}_u)!}{2^u \mathcal{E}_u!})^2$ involutions $\pi \in G_{2r,n}$ for which $\mathcal{E}(\pi) = \mathcal{E}$. The claim follows. □

We now work with odd values $s = 2r + 1$. The combinatorics are more complicated here, and we need to change the definition of the set $F_{2r,n}$ accordingly.

**Definition 6.8.** For $r \in \mathbb{N}$ and $n \geq 2$, we define $F_{2r+1,n}$ to be the set of involutions $\pi : \{1, \ldots, 2r + 1\} \times \{1, \ldots, n\} \to \{1, \ldots, 2r + 1\} \times \{1, \ldots, n\}$ having no fixed point and such that there exists a set $N_\pi \subset \{1, \ldots, 2r + 1\}$ of cardinality 3 for which for each fixed $\mu \in S_\pi := \{1, \ldots, 2r + 1\} \setminus N_\pi$, there exists a unique $1 \leq \nu < 2r + 1$, $\nu \neq \mu$ such that $J_{\mu,\nu} \neq \emptyset$, and moreover $\{|(\mu, \nu) : \mu, \nu \in N_\pi, \mu < \nu, J_{\mu,\nu}(\pi) \neq \emptyset\| \in \{2, 3\}$. In other words, $\pi$ is such that there is a set of “rows” $S_\pi$ that are paired two by two through $\pi$, and its complement $N_\pi$ is such that its rows are either paired in a 3-cycle, or for which there is one line which is paired with the other two. Moreover, we require that for each $1 \leq \mu \leq 2r + 1$,

$$\sum_{1 \leq \nu \leq 2r + 1 \atop \nu \neq \mu} |J_{\mu,\nu}| \geq 2.$$

Note that the relations (6.8) (with $2r + 1$ in place of $2r$) hold for any $\pi \in F_{2r+1,n}$. We first prove an analog of Lemma 6.5.

**Lemma 6.9.** Let $r \in \mathbb{N}$, $n \geq 2$ and $q \geq 3$, and let $\pi \in F_{2r+1,n}$. We have the estimate

$$C_{2r+1,n}(q; \pi) := \sum_{X \in X_{2r+1,n} \atop \pi(X) = \overline{X}} 1 = \varphi(q)^{(n-1)2r+1} \frac{1}{2} \left(1 + O\left(\frac{n^2 r^2}{\varphi(q)}\right)\right). \quad (6.15)$$
If moreover $q$ is large enough in terms of $\delta$ and $\eta$, then in the ranges $n \leq \log q / \log 2$ and $r \leq \varphi(q)^{1/2}/n$, we have the estimate

$$\sum_{\chi \in \chi_{2r+1,n}} \prod_{1 \leq \mu \leq 2r+1, 1 \leq j \leq n} b(\chi_{\mu,j}; \eta^2)^{1/2} = \varphi(q)^{(n-1)\frac{2r+1}{2} - \frac{1}{2}} (\alpha(\eta^2) \log q)^n \frac{2r+1}{2} \times \left(1 + O\left(\frac{n \log q}{\log q}\right)^{r+1}\right).$$

Finally, the analog of (6.11) holds with $\varphi(q)^{(n-1)\frac{2r+1}{2} - \frac{1}{2}} (\alpha(\eta^2) \log q)^n \frac{2r+1}{2} - 1$ in place of $\varphi(q)^{(n-1)r(\alpha(\eta^2) \log q)^n r - 1}$.

**Proof.** Fix $\pi \in F_{2r+1,n}$. In the sum defining $C_{2r+1,n}(q; \pi)$ and by definition of $F_{2r+1,n}$, we can change the indexing in the variable $\mu$ in such a way that $J_{\mu,\nu}(\pi) \neq \emptyset$ if either $\{\mu, \nu\} \subseteq \{1, 2, 3\}$ or $\{\mu, \nu\} = \{2u, 2u + 1\}$ for some $2 \leq u \leq r$, and $J_{\mu,\nu}(\pi) = \emptyset$ otherwise. For $\chi \in X_{2r+1,n}$, let us write $\chi = (\chi_1, \chi_2)$, where $\chi_1 = (\chi_{\mu,j})_{1 \leq \mu \leq 3, 1 \leq j \leq n} \in X_{3,n}$ and $\chi_2 = (\chi_{\mu,j})_{4 \leq \mu \leq 2r+1, 1 \leq j \leq n} \in X_{2r-2,n}$. With this notation, we can define $\pi_1$ and $\pi_2$ in such a way that $\pi(\chi) = (\pi_1(\chi_1), \pi_2(\chi_2))$. Then the condition $\pi(\chi) = \chi$ is equivalent to $\pi_1(\chi_1) = \chi_1$ and $\pi_2(\chi_2) = \chi_2$. This is possible since $\pi_1(\chi_1)$ does not depend on $\chi_2$ and $\pi_2(\chi_2)$ does not depend on $\chi_1$. Consequently, we may write

$$C_{2r+1,n}(q; \pi) = \sum_{\chi_1 \in X_{3,n}} \sum_{\chi_2 \in X_{2r-2,n}} 1.$$

The innermost sum can be computed using the same arguments as in Lemma 6.5, and we deduce that it is sufficient to prove (6.15) for $r = 1$. Recalling Definition 6.8, this means that $N_{\pi} = \{1, 2, 3\}$ and $S_{\pi} = \emptyset$.

We first treat the case where $|(\mu, \nu) : \mu < \nu, J_{\mu,\nu}(\pi) \neq \emptyset| = 2$; by reordering $\mu$ in the array of characters $\chi = (\chi_{\mu,j})_{1 \leq \mu \leq 3}$, we may assume that $J_{1,2}(\pi), J_{1,3}(\pi) \neq \emptyset$, and $J_{2,3}(\pi) = \emptyset$. Under the condition $\pi(\chi) = \chi$, the relations $\prod_{j=1}^n \chi_{\mu,j} = \chi_{0,q}$ ($\mu = 1, 2, 3$) are equivalent to

$$\Theta_{\mu,1}(\pi) := \prod_{j \in J_{\mu,1}(\pi)} \chi_{\mu,j} = \chi_{0,q} (\mu = 2, 3)$$

(since the remaining relation is automatically satisfied). We reformulate the relations for $j \in J_{\mu,\mu}$ which follow from the equality $\pi(\chi) = \chi$, with $\chi \in X_{3,n}$. To do so, we denote $\chi_{\mu,j} := (\chi_{\mu,j})_{j \in J_{\mu,\mu}}$ and $\pi_{\mu}(\chi_{\mu,j}) := (\pi(\chi_{\mu,j}))_{j \in J_{\mu,\mu}}$. Then, the condition $\pi(\chi) = \chi$ implies that $\pi_{\mu}(\chi_{\mu,j}) = \chi_{\mu,j}$ for $1 \leq \mu \leq 3$. This condition also implies that the values of $\chi_{1,j}$ with $j \notin J_{1,1}$ are determined by those of $\chi_{\mu,j}$ with $\mu \in \{2, 3\}$. We deduce that

$$C_{3,n}(q; \pi) = \sum_{\chi_{2,1,\ldots,\chi_{2,n},\chi_{3,1,\ldots,\chi_{3,n}} \neq \chi_{0,q}} 1 \prod_{j \in J_{1,1}(\pi)} (1 \cdot \chi_{0,q,j}) \prod_{\mu \in \{2, 3\}} \pi_{\mu}(\chi_{\mu,j})^{\varphi(q)/2} \cdot \varphi(q)^{\varphi(q)/2} \prod_{\mu \in \{2, 3\}} \varphi(q)^{\varphi(q)/2} \cdot \varphi(q)^{\varphi(q)/2} \left(1 + O\left(\frac{n^2}{\varphi(q)}\right)\right).$$
Applying (6.8), we deduce that the exponent of \( \varphi(q) \) is equal to
\[
\frac{|J_{2,2}|}{2} + \frac{|J_{3,3}|}{2} + \frac{|J_{1,1}|}{2} - 1 + \frac{|J_{2,1}|}{2} + \frac{|J_{1,2}|}{2} + \frac{|J_{1,3}|}{2} + \frac{|J_{2,3}|}{2} + \frac{|J_{3,1}|}{2} - 1 + \frac{|J_{2,2}|}{2} + \frac{|J_{3,3}|}{2} - |J_{1,1}| - 2.
\]

By our hypothesis on \( \pi \), we have that \( n - |J_{1,1}| = n - |J_{2,2}| + n - |J_{3,3}| \), which concludes the proof in this case.

We now move to the case where \( |\{(\mu, \nu) : \mu < \nu, J_{\mu,\nu}(\pi) \neq \emptyset\}| = 3 \). Given an array of characters \( \chi = (\chi_{\mu,j})_{\mu,j} \) such that \( \pi(\chi) = \overline{\chi} \) and keeping the notation
\[
\Theta_{\mu,\nu}(\pi) := \prod_{j \in J_{\mu,\nu}} \chi_{\mu,j},
\]
we can rewrite the conditions \( \prod_{j=1}^n \chi_{\mu,j} = \chi_{0,q} (1 \leq \mu \leq 3) \) as
\[
\Theta_{1,2}(\pi) = \Theta_{1,3}(\pi); \quad \Theta_{1,3}(\pi) = \Theta_{2,3}(\pi).
\]

This new set of conditions is now minimal, since \( J_{1,3} \cap J_{2,3} = \emptyset \). We can now write
\[
C_3, n(q; \pi) = \sum_{\chi_{1,1} \neq \chi_{0,q}} \sum_{\chi_{2,2} \neq \chi_{0,q}, (j \in J_{2,3} \cup J_{2,3})} \sum_{\chi_{3,3} \neq \chi_{0,q}, (j \in J_{3,3})} \frac{1}{\pi_1(\chi_1) = \pi_2(\chi_2) = \pi_3(\chi_3) = \pi(\pi_1(\chi_1), \pi_2(\chi_2), \pi_3(\chi_3))} \chi_{\mu,j} = \chi_{\nu,i} \Rightarrow (\mu, j) \in \{(\nu, i), \pi(\nu, i)\}
\]
\[
= \varphi(q) \left( \frac{|J_{1,1}|}{2} + |J_{2,2}| + |J_{3,3}| - 1 \right) \cdot \varphi(q) \left( \frac{|J_{1,2}|}{2} + |J_{2,3}| - 1 \right) \cdot \varphi(q) \left( \frac{|J_{3,3}|}{2} \right) \left( 1 + O \left( \frac{n^2}{\varphi(q)} \right) \right).
\]

The exponent of \( \varphi(q) \) is now
\[
\frac{|J_{1,1}| + |J_{2,2}| + |J_{3,3}|}{2} + |J_{1,2}| + |J_{2,3}| + |J_{3,3}| - 2,
\]
which is seen to be equal to \( \frac{3}{2}n - 2 \) by adding the equations \( n = |J_{\mu,1}| + |J_{\mu,2}| + |J_{\mu,3}| \) for \( 1 \leq \mu \leq 3 \) and using the relation \( \sum_{\mu,j} = |J_{\nu,i}| \).

The second and third claimed estimates follow as in the proof of Lemma 6.5. \( \square \)

**Lemma 6.10.** Assume GRH_{h_0}, and let \( \delta > 0, \eta \in S_\delta, \Phi \in U \), and \( r \in \mathbb{N}, n \geq 2 \), with \( n \) even. For \( T \geq 1, q \) large enough in terms of \( \delta \) and \( \eta \) and in the ranges \( n \leq \log q / \log_2 q \) and \( r \leq \log q \), we have the lower bound
\[
\gamma_{2r+1,n}(T, q; \eta, \Phi) \geq \frac{1}{\varphi(q)^{\frac{1}{2}}} \left( \frac{V_n(q; \eta)}{V_n} \right)^{\frac{2r+1}{2}} \left| F_{2r+1,n} \right|^r \left( 1 + O_{\delta, \eta} \left( \frac{n \log_2 q}{\log q} \right) \right)^r + O_{\delta, \eta} \left( \frac{r}{\log q} \right).
\]

(6.16)
Moreover, for all $q \geq 3$ and all $n \geq 1$, we have the weaker bound

$$(-1)^n \mathcal{V}_{2r+1,n}(T, q; \eta, \Phi) \geq O_\Phi \left( \frac{(K_{\delta,\eta} \log q)^{(2r+1)n}}{T \varphi(q)^{2r+1}} \right).$$

Here, $K_{\delta,\eta} > 0$ is a constant.

**Proof.** The estimate for odd values of $n$ is obtained by applying Lemma 6.2 and discarding the sum over zeros using positivity. For even values of $n$, we bound the sum over zeros in the same way as in Lemmas 6.5 and 6.6, using this time Lemma 6.9. \hfill \Box

In order to state the last combinatorial lemma of this section, we define the constants

$$\nu'_n := \sum_{(\ell, k) \in \mathbb{Z}_+^2} \frac{n!^3}{k_1!k_2!2\ell_1!\ell_2!\ell_3!};$$

(6.17)

$$\nu''_n := \frac{1}{3} \sum_{(\ell, k) \in \mathbb{Z}_+^2} \frac{n!^3}{k_1!k_2!k_3!2\ell_1!\ell_2!\ell_3!};$$

(6.18)

**Lemma 6.11.** For $r \in \mathbb{N}$ and $n \in 2\mathbb{N}$, we have the formula

$$|F_{2r+1,n}| = \frac{(2r + 1)!}{2^r(r - 1)!} \nu'^{-1} \nu'' + \nu'_n + \nu''_n.$$

**Proof.** Clearly,

$$|F_{2r+1,n}| = \frac{(2r + 1)!}{2^r(r - 1)!} \left( |A_{2r+1,n}| + \frac{1}{3} |B_{2r+1,n}| \right),$$

where $A_{2r+1,n}, B_{2r+1,n}$ are sets of involutions $\pi : \{1, \ldots, 2r + 1\} \times \{1, \ldots, n\} \to \{1, \ldots, 2r + 1\} \times \{1, \ldots, n\}$ having no fixed point, for which for each $1 \leq \mu \leq 2r + 1$,

$$\sum_{1 \leq \nu \leq 2r+1 \atop \nu \neq \mu} |J_{\mu,\nu}(\pi)| \geq 2,$$

(6.19)

such that for $\pi \in A_{2r+1,n}$,

$$\{\{\mu, \nu\} : J_{\mu,\nu}(\pi) \neq \emptyset\} = \{\{1, 2\}, \{1, 3\}\} \cup \{\{2u, 2u + 1\} : 2 \leq u \leq r\},$$

and for $\pi \in B_{2r+1,n}$,

$$\{\{\mu, \nu\} : J_{\mu,\nu}(\pi) \neq \emptyset\} = \{\{1, 2\}, \{1, 3\}, \{2, 3\}\} \cup \{\{2u, 2u + 1\} : 2 \leq u \leq r\}.$$
We let

\[ k_u(\pi) := \begin{cases} |J_{u,1}(\pi)| & \text{if } 1 \leq u \leq 3, \\ |J_{2u-4,2u-4}(\pi)| & \text{if } 4 \leq u \leq r + 2, \end{cases} \]

and \( k(\pi) = (k_u(\pi))_{1 \leq u \leq r+2} \). Note that \( \ell(\pi) := k(\pi)/2 \in (\mathbb{Z}_{\geq 0})^{r+2} \).

For \( \pi \in A_{2r+1,n} \) and \( 1 \leq u \leq r + 1 \), we observe that

\[ n - 2\ell_1(\pi) = |J_{1,2}(\pi)| + |J_{1,3}(\pi)|, \quad n - 2\ell_2(\pi) = |J_{1,2}(\pi)|, \quad n - 2\ell_3(\pi) = |J_{1,3}(\pi)|, \]

and hence \( n + 2\ell_1(\pi) = 2\ell_2(\pi) + 2\ell_3(\pi) \). For any given \( \ell \in \{0, \ldots, \lfloor n/2 \rfloor - 1\}^{r+2} \) such that \( n + 2\ell_1 = 2\ell_2 + 2\ell_3 \), there are exactly

\[ \left( \frac{n - 2\ell_1}{n - 2\ell_2} \right) (n - 2\ell_2)! (n - 2\ell_3)! \prod_{1 \leq u \leq 3} \left( \begin{array}{c} n \\ 2\ell_u \end{array} \right)! \prod_{4 \leq u \leq r+2} \left( \begin{array}{c} n \\ 2\ell_u \end{array} \right)! \left( \begin{array}{c} 2\ell_u \\ 2\ell_u \end{array} \right)! \]

involutions \( \pi \in A_{2r+1,n} \) for which \( \ell(\pi) = \ell \).

As for \( B_{2r+1,n} \), we let \( m_1(\pi) := |J_{1,2}(\pi)|, m_2(\pi) := |J_{2,3}(\pi)| \) and \( m_3(\pi) := |J_{3,1}(\pi)| \). For any given \( \ell \in \{0, \ldots, \lfloor n/2 \rfloor - 1\}^{r+2} \) and \( m \in \{1, \ldots, n-1\}^3 \) such that \( m_u + m_{u+2} + 2 \ell_u = n \) for \( 1 \leq u \leq 3 \) (with the convention that \( m_4 = m_1, m_5 = m_2 \)), there are

\[ \prod_{u=1}^3 \left( \frac{n - 2\ell_u}{m_u} \right) m_u! \left( \begin{array}{c} n \\ 2\ell_u \end{array} \right)! \prod_{4 \leq u \leq r+2} \left( \begin{array}{c} n \\ 2\ell_u \end{array} \right)! \left( \begin{array}{c} 2\ell_u \\ 2\ell_u \end{array} \right)! \]

involutions \( \pi \in B_{2r+1,n} \) (note that \( m_u(\pi) \geq 1 \) implies the condition \( (6.19) \)) for which \( \ell(\pi) = \ell \) and \( m(\pi) = m \). The claim follows from adding all the different possible outcomes.

We are now ready to prove the main results of this section.

**Proof of Theorem 1.3.** The lower bounds for \( \mathbb{V}_{s,n}(T, q; \eta, \Phi) \) follow from Lemmas 6.6 and 6.10, combined with Lemmas 6.7 and 6.11.

We also establish the lower bounds in Theorem 1.7.

**Proof of Theorem 1.7, first part.** First note that under GRH, Lemma 6.2 implies that

\[ \mathbb{V}_{s,n}(q; \eta) = \lim_{T \to \infty} \mathbb{V}_{s,n}(T, q; \eta, 1_{[-1,1]}) = \frac{(-1)^{sn}}{\varphi(q)^{sn}} \sum_{\chi \in \chi_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma) \Delta_s(\sigma_\gamma), \]

by dominated convergence. For \( s = 2r \), we argue as in the proof of Lemma 6.6 and use positivity of \( \hat{\eta} \) to deduce that

\[ \mathbb{V}_{2r,n}(q; \eta) \geq \left( 1 + O_{\delta,\eta} \left( n \log_2 q \over \log q \right) \right)^{r} + O_{\delta,\eta} \left( r \over \log q \right) \frac{V_n(q; \eta)^r}{n^r} |F_{2r,n}|. \]

Thanks to Lemma 6.7, this implies (1.15). The proof of (1.16) is similar, following this time Lemmas 6.10 and 6.11.
The goal of this section is to prove Theorems 1.1 and 1.2. We will separate the proof into two parts. On the one hand, we will show that it follows from GRH, and, on the other hand, we will show that it also follows from its negation.

We first need to adapt a result of Hooley [49, Theorem 1].

**Lemma 7.1.** Let \( \delta > 0 \) and \( \eta \in S_\delta \), and assume GRH. Then, in the range \( q \geq 3 \) and \( \log q \leq S \), we have the bound

\[
\frac{1}{S} \int_0^S M_2(e^t, q; \eta) dt \ll_{\delta, \eta} \frac{\log q}{\varphi(q)}.
\]

**Proof.** We will show that in the range \( 2 \log q \leq T \), we have the bound

\[
\mathcal{V}_{1,2}(T, q; \eta, \Phi_0) = \frac{2}{T} \int_0^\infty \Phi_0\left(\frac{t}{T}\right) M_2(e^t, q; \eta) dt \ll_{\delta, \eta} \frac{\log q}{\varphi(q)},
\]

where

\[
\Phi_0(x) := \begin{cases} 1 - |x| & \text{if } |x| \leq 1, \\ 0 & \text{otherwise}, \end{cases}
\]

and \( \hat{\Phi}_0(\xi) = \frac{\sin(\pi \xi)}{\pi \xi} \geq 0 \). This clearly implies our claim.

By Lemma 6.2, we have the estimate

\[
\mathcal{V}_{1,2}(T, q; \eta, \Phi_0) = \frac{2}{\varphi(q)^2} \sum_{\chi \neq \chi_0, q} \sum_{\gamma, \lambda \chi} \widehat{\eta}\left(\frac{\gamma}{2\pi}\right) \widehat{\eta}\left(\frac{\lambda}{2\pi}\right) \widehat{\Phi}_0\left(\frac{T}{2\pi}(\gamma - \lambda)\right) + O\left(\frac{(K_{\delta, \eta} \log q)^2}{\varphi(q)^2 T}\right),
\]

where \((\gamma, \lambda)\) runs over the pairs of imaginary parts of zeros of \( L(s, \chi) \) on the critical line. We will consider three distinct ranges of \(|\gamma - \lambda|\).

First, the bound (3.6) implies that

\[
\sum_{|\gamma - \lambda| \geq 1} \widehat{\Phi}_0\left(\frac{T}{2\pi}(\gamma - \lambda)\right) \ll \frac{(\log q)^2}{T^2},
\]

whose contribution to \( \mathcal{V}_{1,2}(T, q; \eta, \Phi_0) \) is \( \ll \frac{(\log q)^2}{T^2 \varphi(q)} \).

Second, in the range \( w \leq |\gamma - \lambda| \leq 2w \) (which we denote by \(|\gamma - \lambda| \sim w\)) with \( \frac{1}{3\log q} \leq w \leq 1 \), we will use the fact that for \(|t| \in [0, \frac{9}{10}]\), \( \Phi_0(t) \geq \frac{1}{10} \). We deduce that

\[
\sum_{\chi \neq \chi_0, q} \sum_{|\gamma - \lambda| \sim w} \widehat{\Phi}_0\left(\frac{T}{2\pi}(\gamma - \lambda)\right) \ll \frac{1}{(wT)^2} \sum_{\chi \neq \chi_0, q} \sum_{|\gamma - \lambda| \sim w} \widehat{\eta}\left(\frac{\gamma}{2\pi}\right) \widehat{\eta}\left(\frac{\lambda}{2\pi}\right) \widehat{\Phi}_0\left(\frac{\gamma - \lambda}{5\pi w}\right) \ll \frac{\varphi(q)(\log q)^2}{wT^2},
\]
by Proposition 3.4. As a result, decomposing the sum over $\gamma_x$ into dyadic intervals, we obtain the bound
\[
\frac{2}{\varphi(q)^2} \sum_{X \neq X_{0,q}} \sum_{\gamma_x, \lambda_x, \psi \psi' \neq \psi} \hat{\eta} \left( \frac{\gamma_x}{2\pi} \right) \hat{\eta} \left( \frac{\lambda_x}{2\pi} \right) \Phi_0 \left( \frac{T}{2\pi} (\gamma_x - \gamma_{\psi'}) \right) \ll \frac{(\log q)^2}{\varphi(q) T^2}.
\]
Finally, we are left to bound
\[
\frac{2}{\varphi(q)^2} \sum_{X \neq X_{0,q}} \sum_{\gamma_x, \lambda_x, \psi \psi' \neq \psi} \hat{\eta} \left( \frac{\gamma_x}{2\pi} \right) \hat{\eta} \left( \frac{\lambda_x}{2\pi} \right) \Phi_0 \left( \frac{T}{2\pi} (\gamma_x - \gamma_{\psi'}) \right)
\leq \frac{2}{\varphi(q)^2} \sum_{X \neq X_{0,q}} \sum_{\gamma_x, \lambda_x, \psi \psi' \neq \psi} \hat{\eta} \left( \frac{\gamma_x}{2\pi} \right) \hat{\eta} \left( \frac{\lambda_x}{2\pi} \right)
\ll \frac{1}{\varphi(q)^2} \sum_{X \neq X_{0,q}} \sum_{\gamma_x, \lambda_x, \psi \psi' \neq \psi} \hat{\eta} \left( \frac{\gamma_x}{2\pi} \right) \hat{\eta} \left( \frac{\lambda_x}{2\pi} \right) \Phi_0 \left( \frac{\log q}{4\pi} \cdot (\gamma_x - \lambda_x) \right).
\]
Applying Proposition 3.4, we see that this term is $\ll (\log q) / \varphi(q)$. The proof is finished. 

We now show that $M_m(e^t, q; \eta)$ takes large values by using the bounds obtained in Section 5.

**Lemma 7.2.** Let $m \geq 1$, $\delta > 0$, $\eta \in S_{\delta}$, and assume that GRH$_{\eta}$ holds. Fix $\varepsilon > 0$ and let $C_{\varepsilon, \delta, \eta}$ be a large enough constant, and let $f : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ be any function such that for all $t \geq 3$, $f(t) \geq 1$. Then, for all $q \geq (C_{\varepsilon, \delta, \eta} m)^m$, there exists an associated value $x_m(q)$ for which $\log(x_m(q)) \in [f(q), f(q) \varphi(q)^m \mu^{-1} m]^{1\over 2m}$ and such that
\[
M_{2m}(x_m(q), q; \eta) \geq (1 - \varepsilon) \mu_{2m} (1 - \alpha \hat{\eta}^2) \log q)^m \varphi(q)^{m-1}.
\]

**Proof.** We can clearly assume that $\alpha(\hat{\eta}^2) = 1$. We apply Proposition 5.2 with $\Phi = \Phi_0$ where $\Phi_0$ is defined in (7.1). We deduce that for $C_{\varepsilon, \delta, \eta}$ large enough, $\varphi(q) \geq (C_{\varepsilon, \delta, \eta})^m$ and $T \geq (C_{\varepsilon, \delta, \eta} \log q)^m \mu^{-1}_{2m}$, \( \frac{\mu_{2m} \log q}{\varphi(q)^{m-1}} \),
\[
1 \int_0^\infty \Phi_0 \left( \frac{t}{T} \right) M_{2m}(e^t, q; \eta) \, dt \geq \left( \frac{1}{2} - \frac{\varepsilon}{3} \right) \mu_{2m} \log q)^m \varphi(q)^m.
\]
We claim that there exists $t_m(q) \in \left[ \frac{\mu_{2m} T}{\varphi(q)^{m-1}(C_{\varepsilon, \delta, \eta} \log q)_m}, T \right]$ (where we might need to enlarge the value of the constant $C_{\varepsilon, \delta, \eta} > 0$) such that
\[
\Phi_0 \left( \frac{t_m(q)}{T} \right) M_{2m}(e^{t_m(q)}, q; \eta) \geq (1 - \varepsilon) \mu_{2m} \log q)^m \varphi(q)^m.
\]
To show this, assume otherwise that for all $t \in [S, T]$, where we used the shorthand $S = T\mu_{2m}/\varphi(q)^{m-1}(C_{\varepsilon,\delta,\eta} \log q)^m$,

$$\Phi_0\left(\frac{t}{T}\right)M_{2m}(e^t, q; \eta) \leq (1 - \varepsilon)\mu_{2m}\frac{(\log q)^m}{\varphi(q)^m}.$$  

Applying Corollary 2.3, we deduce that

$$\int_0^\infty \Phi_0\left(\frac{t}{T}\right)M_{2m}(e^t, q; \eta)\, dt = \int_S^T \Phi_0\left(\frac{t}{T}\right)M_{2m}(e^t, q; \eta)\, dt + \int_0^S \Phi_0\left(\frac{t}{T}\right)M_{2m}(e^t, q; \eta)\, dt$$

$$\leq \left(\sup_{S \leq t \leq T} M_{2m}(e^t, q; \eta)\Phi_0\left(\frac{t}{T}\right)\right) \int_S^T \, dt + O\left(S \frac{(K_{\delta,\eta} \log q)^{2m}}{\varphi(q)}\right).$$  

When $C_{\varepsilon,\delta,\eta}$ is large enough, this contradicts (7.3). In summary, for all $q \geq 3$ such that $\varphi(q) \geq (C_{\varepsilon,\delta,\eta})^m$ (by enlarging once more the constant $C_{\varepsilon,\delta,\eta}$, we may replace $\varphi(q)$ with $q$) and for any $U \geq 1$, there exists $x_m(q)$ such that $\log(x_m(q)) \in [U, U\varphi(q)^{m-1}(C_{\varepsilon,\delta,\eta} \log q)^m\mu_{2m}^{-1}]$ and such that

$$M_{2m}(x_m(q), q; \eta) > (1 - \varepsilon)\mu_{2m}\frac{(\log q)^m}{\varphi(q)^m}.$$  

The proof is finished. □

In the particular case $n = 2$, we can localize the large values of $M_n(e^t, q; \eta)$ more precisely thanks to Lemma 7.1.

**Lemma 7.3.** Let $\delta > 0$ and $\eta \in S_\delta$, and assume that GRH$_{\hat{\eta}}$ holds. Fix $\varepsilon > 0$, and let $f : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ be any function such that for all $x \geq 3$, $f(x) \geq \log x$. Then, for all $q$ large enough in terms of $\delta, \eta$ and $\varepsilon$, there exists an associated value $x(q)$ for which $f(q) \approx_{\delta,\eta,\varepsilon} \log(x(q))$ and such that

$$M_2(x(q), q; \eta) \geq (1 - \varepsilon)\mu_{2m}\frac{(\log q)^m}{\varphi(q)^m}. \quad (7.5)$$

**Proof.** The proof is almost identical to that of Lemma 7.2 except that one can apply Lemma 7.1 and deduce that the left-hand side of (7.4) is

$$\leq (1 - \varepsilon)T\frac{\log q}{\varphi(q)} + O_{\delta,\eta}\left(S \frac{\log q}{\varphi(q)}\right).$$  

□

In the next lemma, we apply our results on higher moments of $M_{2m}(x, q; \eta)$ and deduce a stronger $\Omega$-result. However, our localization of the large values of $M_{2m}(x, q; \eta)$ is less precise than in Lemma 7.2.

**Lemma 7.4.** Let $m, r \geq 1$, $\delta > 0$, $\eta \in S_\delta$, and assume that GRH$_{\hat{\eta}}$ holds. Fix $\varepsilon > 0$ and let $C_{\varepsilon,\delta,\eta,m,r}$ be a large enough constant, and let $f : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ be any function such that for all $t \geq 3$, $f(t) \geq 1$. Then, for all $q \geq C_{\varepsilon,\delta,\eta,m,r}$, there exists an associated value $x_m(q)$ for which $\log(x_m(q)) \in$
\[ f(q), f(q)C_{\varepsilon, \delta, \eta, m, r} \varphi(q)^{2mr+m-r}(\log q)^{m(2r+1)} \] and such that

\[
M_{2m}(x_q, q; \eta) > \mu_{2m} \left( \frac{\alpha(\hat{\eta}^2) \log q + \beta_q(\hat{\eta}^2)}{\varphi(q)} \right)^m + (1 - \varepsilon)E_{r,m} \left( \frac{\gamma_{2m}^2(\alpha(\hat{\eta}^2) \log q)^m}{\varphi(q)^{m+1} + \frac{1}{\varphi(q)^{2r+1}}} \right),
\]

where

\[
E_{r,m} := \left( \frac{(2r + 1)!}{2^{r+1}(r - 1)!} \theta_{2m,2r+1} \right)^{\frac{1}{2r+1}}.
\]

**Proof.** The proof starts as that of Lemma 7.2, with the test function \( \Phi_0 \) defined in (7.1). From Theorem 1.3 (in which GRH \( \hat{\eta} \) is clearly sufficient), we deduce that for \( \varphi(q) \geq C_{\varepsilon, \eta, n, r} \) and \( T \geq C_{\varepsilon, \delta, \eta, m, r}(\log q)^m(2r+1)\varphi(q)^{2mr+m-r} \),

\[
\frac{1}{T} \int_{\mathbb{R}} \Phi_0 \left( t \right) \left( M_{2m}(e^t, q; \eta) - m_{2m}(q; \eta) \right)^{2r+1} dt \\
\geq \left( 1 - \frac{\varepsilon}{3} \right)^{2r+1} \frac{(2r + 1)!}{2^{r+1}(r - 1)!} \frac{\theta_{2m,2r+1}}{\varphi(q)^{\frac{1}{2}}} V_{2m}(q; \eta)^{2r+1} \frac{1}{2^{2r+1}}.
\]

Similarly as in the proof of Lemma 7.2 (note that the fact that \( 2r + 1 \) is odd is crucial here), we deduce that there exists \( t_m(q) \in [D_{\varepsilon, \delta, \eta, m, r} \varphi(q)^{m(2r+1)-r}(\log q)^{m(2r+1)}, T] \), where \( D_{\varepsilon, \delta, \eta, m, r} > 0 \) is a small enough constant, such that

\[
M_{2m}(e^t, q; \eta) - m_{2m}(q; \eta) > \left( 1 - \frac{\varepsilon}{2} \right) \left( \frac{(2r + 1)!}{2^{r+1}(r - 1)!} \right) \frac{1}{\varphi(q)^{\frac{1}{2}}} V_{2m}(q; \eta)^{\frac{1}{2}}.
\]

Finally, we apply the lower bound on \( m_{2m}(q; \eta) \) given in Theorem 1.3.

\[ \square \]

**Corollary 7.5.** Let \( \delta > 0 \) and \( \eta \in S_\delta \), and assume that GRH \( \hat{\eta} \) holds. Fix \( \varepsilon > 0 \) small enough, and let \( g : \mathbb{R}_{\geq 1} \to \mathbb{R}_{\geq 3} \) be an increasing function tending to infinity such that \( g(u) \leq e^u \). For each modulus \( q \gg \varepsilon, \delta, \eta \), there exists an associated value \( x_q \) such that \( g(c_1(\varepsilon, \delta, \eta) \log x_q) \leq q \leq g(c_2(\varepsilon, \delta, \eta) \log x_q) \), where the \( c_j(\varepsilon, \delta, \eta) > 0 \) are constants, and

\[
M_2(x_q, q; \eta) \geq (1 - \varepsilon) \frac{\alpha(\hat{\eta}^2) \log q}{\varphi(q)}.
\]

If moreover \( g(u) \leq u^{\frac{1}{M}} \) for some \( M \geq 4\varepsilon^{-1} \) and for all \( u \), then we can find \( x_q \) such that \( g((\log x_q)^{1-\frac{1}{M\varepsilon}}) \leq q \leq g((\log x_q)^{\frac{1}{M\varepsilon}}) \) and

\[
M_2(x_q, q; \eta) \geq \frac{\alpha(\hat{\eta}^2) \log q + \beta_q(\hat{\eta}^2)}{\varphi(q)} + \frac{1}{\varphi(q)^{\frac{1}{2} - \varepsilon}}.
\]

**Proof.** For the first statement, we apply Lemma 7.3 with \( f = g^{-1} \), which implies that \( f(q) \leq \log q \).
For the second statement, we apply Lemma 7.4 with \( f = g^{-1} \), which now implies that \( f(q) \geq q^M \). Hence, taking \( r = \lfloor \frac{\varepsilon^{-1}}{4} \rfloor \), we have that (7.8) holds for some \( x_q \) in the range \( f(q) \leq \log(x_q) \leq f(q)C_{\varepsilon,1,r} \varphi(q)^{r+1} (\log q)^{2r+1} \leq f(q)^{1+\frac{1-\varepsilon}{4}+2} \), and the proof follows. Here, we have used the bound \( f(q) \geq q^M \) which implies that \( \log q < M \log f(q) \leq f(q)^{\varepsilon^2} \).

\[ \square \]

**Corollary 7.6.** Let \( \delta, \varepsilon > 0 \) and \( \eta \in S_2 \), assume that GRH\(_\hat{\eta} \) holds, and fix \( m \geq 2 \). For any \( B \in \mathbb{R}_{>0} \), there exists a real number \( \lambda \in [\frac{1}{m-1+B}, \frac{1}{B}] \) with the following property. There exists a sequence of moduli \( \{ q_i \}_{i \geq 1} \) and associated values \( \{ x_i \}_{i \geq 1} \) such that

\[ q_i = (\log x_i)^{\lambda + o(1)} \quad \text{and} \quad M^{2m}(x_i, q_i; \eta) \geq (1-\varepsilon)\mu_{2m}(\alpha(\hat{\eta}^2 \log q_i) \varphi(q_i)^m). \]  

(7.9)

Let moreover \( g : \mathbb{R}_{\geq 1} \to \mathbb{R}_{\geq 3} \) be an increasing function such that as \( x \to \infty \), \( g(x) \leq x^{1+m\delta} \), with \( M \geq 2e^{-1} \). Then, for each modulus \( q \geq C_{\varepsilon,\delta,\eta,m} \), there exists an associated value \( x_q \) such that

\[ g((\log x_q)^{1-\frac{1}{m\delta}}) \leq q \leq g(\log x_q) \quad \text{and} \quad (7.6) \text{ holds.} \]

Proof. The proof of the second part is similar to that of Corollary 7.5. In the first part, we pick \( f(q) = (q \log q)^B \), and apply Lemma 7.2. The resulting sequence \( x_m(q) \) is such that

\[ B + o(1) \leq \frac{\log \log x_m(q)}{\log q} \leq B + m - 1 + o(1), \]

and we can extract a subsequence having the desired property. \( \square \)

We now work under the negation of GRH\(_{\hat{\eta}} \). It follows from the work of Kaczorowski and Pintz [56] that if \( L(s, \chi) \) does not have real nontrivial zeros, then \( \psi_\eta(x, \chi) \approx \log X \) large oscillations in the interval \([1, X]\). Moreover, Pintz [85] and Schlage-Puchta [95] have obtained stronger results for \( \psi(x) - x \). A weaker but unconditional result will be sufficient for our purposes.

**Lemma 7.7.** Let \( \delta > 0 \) and \( \eta \in S_2 \), and fix \( \varepsilon > 0 \). For \( q \geq 3 \), let \( \chi \) be a nonprincipal character \((\mod q)\), and let \( \Theta_{\chi,\eta} \) be the supremum of the real parts of the zeros \( \varphi_X \chi \) of \( L(s, \chi) \) such that \( \hat{\eta}(\frac{\varphi_X - 1}{2\pi i}) \neq 0 \). Then, for every large enough \( X \in \mathbb{R} \) (in terms of \( \chi, \varepsilon \) and \( \eta \)), there exists \( x \in [X^{1-\varepsilon}, X] \) such that

\[ |\psi_\eta(x, \chi)| > x^{\Theta_{\chi,\eta}-\frac{1}{2}-\varepsilon}. \]

Proof. We distinguish two cases, depending on the value of

\[ \gamma_{\chi,\eta} := \inf\{|\gamma| : \gamma \in \mathbb{R}, L(\Theta_{\chi,\eta} + i\gamma, \chi) = 0, \hat{\eta}(\frac{\Theta_{\chi,\eta} - 1}{2\pi i}) \neq 0\} \in \mathbb{R}_{\geq 0} \cup \{\infty\}. \]

If \( \gamma_{\chi,\eta} > 0 \), then we apply [56, Theorem 1] with \( f(x) := 2\Re(\psi_\eta(x, \chi)) = \psi_\eta(x, \chi) + \psi_\eta(x, \overline{\chi}) \). We have that

\[ \int_0^\infty f(x)x^{-s-1}dx = -\hat{\eta}(\frac{s}{2\pi i})(L(s + \frac{1}{2}, \chi) + L(s + \frac{1}{2}, \chi)). \]  

(7.10)
By definition of $\Theta_{\chi,\eta}$, the function $L'(s + \frac{1}{2}, \chi)/L(s + \frac{1}{2}, \chi)$ has a pole $s_0$ of residue $\geq 1$ in the half plane $\Re(s) > \Theta_{\chi,\eta} - \frac{1}{2} - \varepsilon$, and moreover $\hat{\eta}(\frac{s_0}{2\pi i}) \neq 0$. Since $L(s + \frac{1}{2}, \chi)$ is entire, it follows that the poles of $L'(s + \frac{1}{2}, \chi)/L(s + \frac{1}{2}, \chi)$ have positive residues, and we conclude that the right-hand side of (7.10) is meromorphic on $\mathbb{C}$ and has a pole $s_0$ in the half plane $\Re(s) > \Theta_{\chi,\eta} - \frac{1}{2} - \varepsilon$. Hence, the conditions of [56, Theorem 1] are satisfied and the conclusion follows.

We now assume that $\gamma_{\chi,\eta} = 0$, which implies that $L(\Theta_{\chi,\eta}, \chi) = 0$ and $\hat{\eta}(\frac{\Theta_{\chi,\eta} - 1}{2\pi i}) \neq 0$. In this case, for $1 < T_1 < T_2$, we consider the average

$$\frac{1}{T_2 - T_1} \int_{T_1}^{T_2} e^{-t(\Theta_{\chi,\eta} - \frac{1}{2})} \Re(\psi_{\eta}(e^t, \chi)) dt,$$

which by Lemma 2.2 is

$$\Re e \sum_{\varphi_{\chi} \neq \Theta_{\chi,\eta}} \frac{e^{T_2(\varphi_{\chi} - \Theta_{\chi,\eta})} - e^{T_1(\varphi_{\chi} - \Theta_{\chi,\eta})}}{(T_2 - T_1)(\varphi_{\chi} - \Theta_{\chi,\eta})} \hat{\eta}\left(\frac{\varphi_{\chi} - \frac{1}{2}}{2\pi i}\right)$$

$$- \Re \left(\hat{\eta}\left(\frac{\Theta_{\chi,\eta} - \frac{1}{2}}{2\pi i}\right)\right) \text{ord}_{s=\Theta_{\chi,\eta}} L(s, \chi) + O_{X}\left(\frac{e^{-\Theta_{\chi,\eta}T_1}}{T_2 - T_1}\right).$$

We have a similar identity for the average of $\Im m(\psi_{\eta}(e^t, \chi))$. Then, taking $T_1 = (1 - \varepsilon) \log X$ and $T_2 = \log X$, we claim that (7.11) takes the form

$$\frac{1}{\varepsilon \log X} \int_{(1 - \varepsilon) \log X}^{\log X} e^{-t(\Theta_{\chi,\eta} - \frac{1}{2})} \Re(\psi_{\eta}(e^t, \chi)) dt$$

$$= -\Re \left(\hat{\eta}\left(\frac{\Theta_{\chi,\eta} - \frac{1}{2}}{2\pi i}\right)\right) \text{ord}_{s=\Theta_{\chi,\eta}} L(s, \chi) + O_{X}\left(\frac{1}{\varepsilon \log X}\right).$$

Indeed, we have that $|e^{T_j(\varphi_{\chi} - \Theta_{\chi,\eta})}| \leq 1$. Moreover, we have the bound

$$\hat{\eta}(s) = \frac{1}{-2\pi is} \int_{\mathbb{R}} e^{-2\pi ist} \eta'(t) dt \ll \frac{1}{|s|} \int_{\mathbb{R}} e^{2\pi |\Im m(s)| |t|} |\eta'(t)| dt,$$

which is $\ll 1/|s|$ whenever $\Im m(s) \leq \frac{1}{4\pi}$ by definition of $S_q$. This is the case with $s = (\varphi_{\chi} - \frac{1}{2})/(2\pi i)$, and hence, the infinite sum over zeros in (7.11) converges absolutely.

Coming back to (7.12) and its analog for $\Im m(\psi_{\eta}(e^t, \chi))$, we recall that $\hat{\eta}\left(\frac{\Theta_{\chi,\eta} - \frac{1}{2}}{2\pi i}\right) \neq 0$, and deduce that for all large enough $X$, there exists $t \in [(1 - \varepsilon) \log X, \log X]$ such that either $|e^{-t(\Theta_{\chi,\eta} - \frac{1}{2})} \Re(\psi_{\eta}(e^t, \chi))| \gg_{\chi,\eta} 1$, or $|e^{-t(\Theta_{\chi,\eta} - \frac{1}{2})} \Im m(\psi_{\eta}(e^t, \chi))| \gg_{\chi,\eta} 1$. This implies the claimed assertion. 

**Corollary 7.8.** Let $\delta > 0$ and $\eta \in S_{\delta}$, and assume that $\text{GRH}_{\hat{\eta}}$ does not hold. Then, there exists an absolute (ineffective) number $\kappa > 0$ such that the following holds. Let $f : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 3}$ be an increasing function tending to infinity such that $f(x) \leq x^{\kappa}$. For a positive (ineffective) proportion of moduli $q$,
there exists an associated value \( x_q \) such that \( f(x_q^{1-\kappa}) \leq q \leq f(x_q) \) and for each \( m \geq 1 \),

\[
M_{2m}(x_q, q; \eta) \gg \frac{x_q^{m\kappa}}{\varphi(q)^m}.
\]

The implied constant in this bound is also ineffective.

Proof. We first treat the case \( m = 1 \). Let \( \chi_\varepsilon \) be a primitive character of least modulus \( q_\varepsilon \) for which there exists a zero \( \varepsilon_\varepsilon = \Theta_\varepsilon + i\gamma_\varepsilon \) of \( L(x, \chi_\varepsilon) \) with \( \Theta_\varepsilon > \frac{1}{2} \), and such that \( \hat{\eta}(\frac{\varepsilon_\varepsilon - \frac{1}{2}}{2\pi}) \neq 0 \). Fix \( \varepsilon < \Theta_\varepsilon - \frac{1}{2}, \) and pick any \( \kappa < \Theta_\varepsilon - \frac{1}{2} - \varepsilon < \frac{1}{2} \). The set of moduli we will consider is the set of large enough multiples of \( q_\varepsilon \); those form a positive proportion of all moduli. If \( q \) is such a multiple, we apply Lemma 7.7, and find that when \( f^{-1}(q) \) is large enough in terms of \( \kappa, \varepsilon, \eta \) and \( \chi_\varepsilon \), there exists \( x_q \in [f^{-1}(q), (f^{-1}(q))^{1+\kappa}] \) such that

\[
|\psi_\eta(x_q, \chi_\varepsilon)| > x_q^{\Theta_\varepsilon - \frac{1}{2} - \varepsilon}.
\]

We deduce that

\[
M_2(x_q, q; \eta) = \frac{1}{\varphi(q)^2} \sum_{\chi(\bmod q) \neq \chi_0} |\psi_\eta(x_q, \chi)|^2 \geq \frac{1}{\varphi(q)^2} |\psi_\eta(x_q, \chi_\varepsilon)|^2 \gg \frac{x_q^{2\Theta_\varepsilon - 1 - \varepsilon}}{\varphi(q)^2},
\]

which is the required estimate.

For \( m \geq 2 \), we apply Hölder’s inequality and deduce that for all \( x \geq 0 \),

\[
M_{2m}(x, q; \eta) \geq M_2(x, q; \eta)^m.
\]

The result follows.

We are now ready to prove our main unconditional results.

Proof of Theorems 1.1 and 1.2. If GRH_\eta is false, then the claimed \( \Omega \)-results follow from Corollary 7.8. Otherwise, they follow from Corollaries 7.5 and 7.6.

Proof of Corollary 1.4. We argue by contradiction. Assume that for some \( q \) and \( K > 0 \) and for all \( a (\bmod q) \) and \( y \in [\exp(c_2^{-1} g^{-1}(q)), \exp(c_1^{-1} g^{-1}(q))] \), we have the bound

\[
\left| \sum_{n \leq y \atop n \equiv a (\bmod q)} \Lambda(n) - \frac{1}{\varphi(q)} \sum_{n \leq y \atop (n, q) = 1} \Lambda(n) \right| \leq K \frac{(y \log q)^{\frac{1}{2}}}{\varphi(q)^{\frac{1}{2}}}.
\]

We let \( \eta = \eta_0 \now \eta_0 \), where \( \eta_0 \) is any nontrivial smooth even function supported in \([-1, 1]\). Applying summation by parts, we deduce that in the range \( x \in [\exp(c_2^{-1} g^{-1}(q) + 2), \exp(c_1^{-1} g^{-1}(q) - 2)] \),
\[ \psi_\eta(x; q, a) - \frac{\psi_\eta(x, \chi_0, q)}{\varphi(q)} = \int_{0}^{\infty} \frac{\eta(\log(\frac{x}{y}))}{y^{\frac{1}{2}}} \left( \frac{\psi(y; q, a) - \psi(y, \chi_0, q)}{\varphi(q)} \right) dy \]

\[ = - \int_{e^{-2x}}^{e^2x} \frac{\eta'(\log(\frac{y}{x})) - \frac{1}{2} \eta(\log(\frac{y}{x}))}{y^{\frac{3}{2}}} \left( \frac{\psi(y; q, a) - \psi(y, \chi_0, q)}{\varphi(q)} \right) dy \]

\[ \ll K \left( \frac{\log q}{\varphi(q)} \right)^{\frac{1}{2}}. \]

This yields the upper bound \( M_2(x; q; \eta) \ll K^2 \log q / \varphi(q) \). Under GRH, when \( K \) is small enough and for some choice of \( 0 < c_1, c_2 < \frac{1}{2} \), this contradicts Lemma 7.3 as soon as \( q \) is large enough. Under the negation of GRH, this contradicts Lemma 7.8 as soon as \( q \) is in a well-chosen set (given by Lemma 7.8) of positive (ineffective) density.

Finally, we end this section by proving Corollary 1.5. This will be achieved through the following proposition, which we believe is of independent interest.

**Proposition 7.9.** Assume GRH, and let \( \delta > 0, \eta \in S_\delta, T \geq 1 \) and \( \Phi \in U \). For \( m \in \mathbb{N}, q \geq 3 \), and in the range \( m \leq \log q / (2 \log_2 q) \), we have the bound

\[ \frac{1}{T} \int_0^\infty \Phi \left( \frac{t}{T} \right) \left( \psi_\eta(e^t; q, 1) - \frac{\psi_\eta(e^t, \chi_0, q)}{\varphi(q)} \right)^{2m} dt \]

\[ \geq \mu_{2m} \left( \frac{\alpha(\hat{\eta}^2) \log q + \beta_2(\hat{\eta}^2)}{\varphi(q)} \right)^m + O_\Phi \left( \mu_{2m} \frac{(C_\delta, \eta \log q)^m}{\varphi(q)^{m+1}} + \left( K_\delta, \eta \log q \right)^{2m} \right), \]

where \( C_\delta, \eta, K_\delta, \eta > 0 \) are constants.

**Proof.** The proof follows the lines of that of Lemma 6.2. Applying the orthogonality relations and the explicit formula in Lemma 2.2, we see that

\[ \frac{1}{T} \int_0^\infty \Phi \left( \frac{t}{T} \right) \left( \psi_\eta(e^t; q, 1) - \frac{\psi_\eta(e^t, \chi_0, q)}{\varphi(q)} \right)^{2m} dt \]

\[ = \frac{1}{T} \int_0^\infty \Phi \left( \frac{t}{T} \right) \frac{1}{\varphi(q)^{2m}} \sum_{\chi_1, \ldots, \chi_{2m} \neq \chi_0, q} \psi_\eta(e^t, \chi_1) \cdots \psi_\eta(e^t, \chi_{2m}) dt \]

\[ = \frac{1}{T} \int_0^\infty \Phi \left( \frac{t}{T} \right) \frac{1}{\varphi(q)^{2m}} \sum_{\chi_1, \ldots, \chi_{2m} \neq \chi_0, q} \prod_{j=1}^{2m} \hat{\eta}(\gamma_{x_j} / 2\pi) e^{-it\gamma_{x_j}} dt + O_\Phi \left( \frac{(K_\delta, \eta \log q)^{2m}}{T} \right) \]

\[ = \frac{1}{2\varphi(q)^{2m}} \sum \sum \hat{\Phi} \left( \frac{T}{2\pi} (\gamma_{x_1} + \cdots + \gamma_{x_{2m}}) \right) \prod_{j=1}^{2m} \hat{\eta}(\gamma_{x_j} / 2\pi) + O_\Phi \left( \frac{(K_\delta, \eta \log q)^{2m}}{T} \right). \]
At this point, we apply positivity. Note that it is crucial here that the residue class we are working with is \( a = 1 \), since otherwise we would not be able to handle the signs of \( \overline{\chi}(a) \) in the explicit formula. The claimed result follows from Lemma 5.1.

**Proof of Corollary 1.5.** After applying Proposition 7.9, the rest of the proof is similar to that of Corollary 1.4, the only major difference being that we apply the uniform bound

\[
\psi_\eta(e^i; q, 1) - \frac{\psi_\eta(e^i, \chi_0, q)}{\varphi(q)} \ll \log q
\]

rather than Lemma 7.1. This is responsible for our weaker control on the size of \( x_q \) in terms of \( q \). □

## 8 APPLICATIONS OF LI

The goal of this section is to study the probabilistic model \( H_n(q; \eta) \) Defined in Lemma 4.3, for some \( \eta \in S_\delta \), under GRH and LI. To begin, we will see that the relation \( \gamma_1 + \cdots + \gamma_n = 0 \) in the definition of \( \Gamma_0(\chi) \) (see Section 4) has a very simple set of solutions.

**Lemma 8.1.** Let \( q \geq 3 \), and let \( \gamma_1, \ldots, \gamma_n \) be ordinates of nontrivial zeros of the functions \( L(s, \chi_1), \ldots, L(s, \chi_n) \), respectively, where \( \chi_1, \ldots, \chi_n \) are nonprincipal characters \( (\mod q) \). Under GRH and LI, the relation \( \gamma_1 + \cdots + \gamma_n = 0 \) implies that \( n = 2m \) for some \( m \in \mathbb{N} \), and moreover, there exists \( i_1, \ldots, i_m \) and \( j_1, \ldots, j_m \) such that

\[
\{i_1, \ldots, i_m, j_1, \ldots, j_m\} = \{1, \ldots, 2m\}
\]

and

\[
\gamma_{i_k} + \gamma_{j_k} = 0, \quad \overline{\chi_{j_k}} = \chi_{i_k}.
\]

**Proof.** Clearly, LI implies that \( L(1/2, \chi) \neq 0 \), that is, \( \gamma_\chi \neq 0 \). We argue by induction over \( n \). The statement is clear for \( n = 1 \). For \( n = 2 \), note that \( \gamma_1 + \gamma_2 = 0 \) implies that \( \gamma_1 \gamma_2 < 0 \), say \( \gamma_1 > 0 \) and \( \gamma_2 < 0 \). Also, \( 1/2 - i \gamma_2 \) is a zero of \( L(s, \overline{\chi_2}) \), and \( \gamma_1 = -\gamma_2 \) implies by LI that \( \chi_1 = \overline{\chi_2} \).

Let \( n \geq 3 \) and assume that the statement holds for all \( 1 \leq r < n \). We can reorder the \( \gamma_i \) in such a way that \( \gamma_1, \ldots, \gamma_\ell > 0 \), and \( \gamma_{\ell+1}, \ldots, \gamma_n < 0 \), for some \( 1 \leq \ell \leq n - 1 \) (clearly, the \( \gamma_i \) are not all of the same sign). Then,

\[
\gamma_1 + \cdots + \gamma_\ell = (-\gamma_{\ell+1}) + \cdots + (-\gamma_n), \tag{8.1}
\]

and \( 1/2 - i \gamma_{\ell+1}, \ldots, 1/2 - i \gamma_n \) are zeros of \( L(s, \overline{\chi_j}) \) with \( \gamma_j > 0 \). We claim that

\[
\{\gamma_1, \ldots, \gamma_\ell\} = \{-\gamma_{\ell+1}, \ldots, -\gamma_n\}.
\]

Indeed, if, for example, \( \gamma_1 \not\in \{-\gamma_{\ell+1}, \ldots, -\gamma_n\} \), then the formula (8.1) implies that \( \gamma_1 \) is a \( \mathbb{Q} \)-linear combination of positive imaginary parts of other zeros, which contradicts LI. We conclude that there exists \( j_\ell \geq \ell + 1 \) such that \( -\gamma_{j_\ell} = \gamma_\ell \); by LI, we also need to have \( \chi_\ell = \overline{\chi_{j_\ell}} \). Hence, our induction hypothesis for \( r = n - 2 \) implies that \( r \) is even, \( \ell - 1 = n - \ell - 1 \), and moreover, we
can find distinct indices \( j_1, \ldots, j_{\ell-1} \in \{ \ell + 1, \ldots, n \} \setminus \{ j_\ell \} \) such that for \( 1 \leq k \leq \ell - 1 \), \(-\gamma_{j_k} = \gamma_k\) and \( \chi_k = \overline{\chi_{j_k}} \).

A direct consequence of Lemma 4.4 is the following.

**Lemma 8.2.** Let \( \delta > 0, \eta \in S_\delta, r, m \in \mathbb{N} \) and \( q \geq 3 \). Under GRH and LI, we have that

\[
\mathbb{E}[H_{2m+1}(q; \eta)^{2r+1}] = 0.
\]

**Proof.** By Lemma 8.1, if \( \gamma_{\mu,j} \) are imaginary parts of zeros of \( L(s, \chi_{\mu,j}) \), then \( \gamma_{\mu,1} + \cdots + \gamma_{\mu,2m+1} \neq 0 \). Hence, Lemma 4.4 implies that \( \mathbb{E}[H_{2m+1}(q; \eta)^{2r+1}] \) is equal to an empty sum. \( \square \)

Taking \( \Phi = 1_{[-1,1]} \) and \( T \to \infty \) in Lemma 6.2 and applying Lemma 4.3, we obtain the following corollary of Lemma 8.1.

**Corollary 8.3.** Let \( \delta > 0 \) and \( \eta \in S_\delta \), and assume GRH and LI. Let \( \chi = (\chi_{\mu,j})_{1 \leq \mu \leq \ell, 1 \leq j \leq n} \) be an array of characters, and for \( 1 \leq \mu \leq \ell \) and \( 1 \leq j \leq n \), denote by \( \gamma_{\mu,j} \) the imaginary part of a generic non-trivial zero of \( L\left(s, \chi_{\mu,j}\right) \). Then, there exists an involution \( \pi \) of the set \( \{1, \ldots, \ell\} \times \{1, \ldots, n\} \) having no fixed points such that \( \pi(\chi) = \overline{\chi} \) and, for \( 1 \leq \mu \leq \ell \) and \( 1 \leq j \leq n \), \( \gamma_{\mu,j} + \gamma_{\pi(\mu),j} = 0 \). Moreover, if the product \( sn \) is even, then we have the upper bound

\[
\forall_{s,n}(q; \eta) \leq \frac{1}{\varphi(q)^{sn}} \sum_{\pi \in I_{s,n}} \sum_{\chi \in k_{s,n}} \sum_{\gamma \in \chi(\chi)} \hat{\eta}(\gamma) \Delta_s(\sigma_\gamma),
\]

where \( I_{s,n} \) is the set of involutions \( \pi \) of the set \( \{1, \ldots, \ell\} \times \{1, \ldots, n\} \) having no fixed points and such that \( \sum_{1 \leq \mu \leq \ell} |J_{\mu,\nu}(\pi)| \equiv 0 \pmod{2}; \sum_{1 \leq \mu \leq \ell} |J_{\mu,\nu}(\pi)| \geq 2 \), \( \nu \neq \mu \)

where the set \( J_{\mu,\nu}(\pi) \) is defined in (6.7).

Note that this upper bound on \( \forall_{s,n}(q; \eta) \) is not an equality, since there are arrays of characters associated to more than one involution \( \pi \in I_{s,n} \). However, we will see in Lemma 8.5 that the overcount is negligible. The following definition will be useful.

**Definition 8.4.** For \( r \geq 1 \) and \( n \geq 2 \), let \( G_{2r,n} \) be the set of involutions \( \pi : \{1, \ldots, 2r\} \times \{1, \ldots, n\} \to \{1, \ldots, 2r\} \times \{1, \ldots, n\} \) having no fixed points for which (8.2) holds, and

\[
\left| \left\{ (\mu, \nu) : 1 \leq \mu < \nu \leq 2r, J_{\mu,\nu}(\pi) \neq \emptyset \right\} \right| \geq r + 1.
\]

In particular, recalling Definition 6.3, we have that

\[
I_{2r,n} = F_{2r,n} \cup G_{2r,n}.
\]

\(^1\) Actually, the first condition in (8.2) is automatic since \( \pi \) is an involution having no fixed points.
Lemma 8.5. Let \( r \in \mathbb{N}, \ n \geq 2, \ q \geq 3, \) and let \( \pi \in G_{2r,n}. \) We have the upper bound

\[
C_{2r,n}(q; \pi) := \sum_{\chi \in X_{2r,n}} 1 \leq \varphi(q)^{(n-1)r-1}.
\]

Proof. For an array of characters \( \chi = (\chi_{\mu,j})_{1 \leq \mu \leq s \atop 1 \leq j \leq n} \) such that \( \pi(\chi) = \overline{\chi}, \) we will use the notation

\[
\Theta_{\mu,\nu}(\chi, \pi) := \prod_{(\mu,j) \in J_{\mu,\nu}} \chi_{\mu,j}.
\]

Note that \( \Theta_{\mu,\mu}(\chi, \pi) = X_{0,q} \) and \( \Theta_{\mu,\nu}(\chi, \pi) = \Theta_{\nu,\mu}(\chi, \pi). \) The relations

\[
\chi_{\mu,1} \cdots \chi_{\mu,n} = X_{0,q} \quad (1 \leq \mu \leq 2r)
\]

are equivalent to

\[
\prod_{\nu \neq \mu} \Theta_{\mu,\nu}(\chi, \pi) = X_{0,q} \quad (1 \leq \mu \leq 2r). \tag{8.3}
\]

We consider

\[
E_1(\pi) := \{ (\mu, \nu) : 1 \leq \mu < \nu \leq 2r, J_{\mu,\nu}(\pi) \neq \emptyset \}.
\]

We let \( E(\pi) \subset E_1(\pi) \) be a set of least cardinality for which

\[
\bigcup_{(\mu, \nu) \in E(\pi)} \{ \mu, \nu \} = \{1, \ldots, 2r\}, \tag{8.4}
\]

that is, every \( 1 \leq \mu \leq 2r \) is paired with some \( 1 \leq \nu \leq 2r \) through \( E(\pi). \) The existence of \( E(\pi) \) follows from the assumption (8.2). Clearly, \( |E(\pi)| \geq r. \)

We consider two distinct cases. First, we assume that \( |E(\pi)| = r. \) Then, by reordering the array \( \chi, \) we may assume that \( E(\pi) = \{(1,2), (3,4), \ldots, (2r-1,2r)\} \) and \( (1,3) \in E_1(\pi). \) For a given value of \( \Theta_{\mu,\nu}(\chi, \pi) \) for all \((\mu, \nu) \in \{ (\mu, \nu) : 1 \leq \mu < \nu \leq 2r \} \setminus (E(\pi) \cup \{(1,3)\}), \) we claim that the relations (8.3) have a unique solution, that is, the \( \Theta_{\mu,\nu}(\chi, \pi) \) with \((\mu, \nu) \in E(\pi) \cup \{(1,3)\}\) are determined. This is clearly the case for \( \mu_0 = 5, 7, \ldots, 2r-1 \) since exactly one of the \( \Theta_{\mu,\nu}(\chi, \pi) \) with \((\mu, \nu) \in E(\pi) \cup \{(1,3)\}\) appears in the relations (8.3) with \( \mu = \mu_0. \) Now, for \((\mu_0, \nu_0) \in \{(1,2), (1,3), (3,4)\}, \) we have the relations

\[
\begin{align*}
\Theta_{1,2}(\chi, \pi)\Theta_{2,3}(\chi, \pi)\Theta_{3,4}(\chi, \pi) &= \prod_{5 \leq \nu \leq 2r} \Theta_{2,\nu}(\chi, \pi), \\
\Theta_{1,3}(\chi, \pi)\Theta_{2,3}(\chi, \pi)\Theta_{3,4}(\chi, \pi) &= \prod_{5 \leq \nu \leq 2r} \Theta_{3,\nu}(\chi, \pi), \\
\Theta_{1,4}(\chi, \pi)\Theta_{2,4}(\chi, \pi)\Theta_{3,4}(\chi, \pi) &= \prod_{5 \leq \nu \leq 2r} \Theta_{4,\nu}(\chi, \pi),
\end{align*}
\]

which imply once more a unique choice for \( \Theta_{\mu,\nu}(\chi, \pi) \) with \((\mu, \nu) \in \{(1,2), (1,3), (3,4)\}. \) Now, \( \Theta_{\mu,\nu} \) is a product of \( |J_{\mu,\nu}| \) characters; hence, the total number of summands in \( C_{2r,n}(q; \pi) \) is at most

\[
\exp \left( \log(\varphi(q)) \left( \sum_{\mu=1}^{2r} \frac{|J_{\mu,\mu}|}{2} + \sum_{1 \leq \mu < \nu \leq 2r \atop (\mu, \nu) \in E(\pi) \cup \{(1,3)\}} |J_{\mu,\nu}| \right) \right) \leq \varphi(q)^{(n-1)r-1}.
\]
We now consider the second case where $|E(\pi)| \geq r + 1$. We claim that for every $(\mu_0, v_0) \in E(\pi)$, we either have that $\mu_0 \notin \{\mu, v\}$ for all $(\mu, v) \in E(\pi) \setminus \{(\mu_0, v_0)\}$, or $v_0 \notin \{\mu, v\}$ for all $(\mu, v) \in E(\pi) \setminus \{(\mu_0, v_0)\}$. Indeed, the contrary would contradict minimality of $E(\pi)$, since $E(\pi) \setminus \{(\mu_0, v_0)\}$ would have the property (8.4). Moreover, for a given value of $\Theta_{\mu_0, v_0}(\chi, \pi)$ for all $(\mu, v) \in \{(\mu, v) : 1 \leq \mu < v \leq 2r\} \setminus E(\pi)$, we claim that the relations (8.3) have a unique solution, that is, the $\Theta_{\mu_0, v_0}(\chi, \pi)$ with $(\mu, v) \in E(\pi)$ are determined. To show this, we fix $(\mu_0, v_0) \in E(\pi)$, and recall that either $\mu_0 \notin \{\mu, v\}$ for all $(\mu, v) \in E(\pi) \setminus \{(\mu_0, v_0)\}$, or $v_0 \notin \{\mu, v\} \setminus \{(\mu_0, v_0)\}$ for all $(\mu, v) \in E(\pi)$. In the first case, taking $\mu = \mu_0$ in (8.3) shows that $\Theta_{\mu_0, v_0}(\chi, \pi)$ is uniquely determined. In the second, this follows from taking $\mu = v_0$. As before, we conclude that

$$C_{2r,n}(q; \pi) \leq \varphi(q)^{(n-1)r-1}.$$

We now move to the case where $s = 2r + 1$ is odd. As in the even case, we use the notation

$$E_1(\pi) := \{(\mu, v) : 1 \leq \mu < v \leq 2r + 1, J_{\mu, v}(\pi) \neq \emptyset\}.$$

**Definition 8.6.** Let $r \in \mathbb{N}$, $n \geq 2$. We define $G_{2r+1,n}$ to be the set of involutions $\pi : \{1, \ldots, 2r + 1\} \times \{1, \ldots, n\} \rightarrow \{1, \ldots, 2r + 1\} \times \{1, \ldots, n\}$ having no fixed points such that (8.2) holds for $1 \leq \mu \leq 2r + 1$, and for which either $|E_1(\pi)| \geq r + 2$, or $|E_1(\pi)| = r + 2$ and there does not exist $1 \leq \mu_1 < \mu_2 < \mu_3 \leq 2r + 1$ such that $\{(\mu_1, \mu_2), (\mu_2, \mu_3), (\mu_1, \mu_3)\} \subset E_1(\pi)$.

We remark that (8.2) implies that $|E_1(\pi)| \geq r + 1$, and moreover, we have that

$$I_{2r+1,n} = F_{2r+1,n} \cup G_{2r+1,n}.$$

**Lemma 8.7.** Let $r \in \mathbb{N}$, $n \in 2\mathbb{N}$, $q \geq 3$, and let $\pi \in G_{2r,n}$. We have the bound

$$C_{2r+1,n}(q; \pi) := \sum_{\chi \in \chi_{2r+1,n} \pi(\chi) = \chi} 1 \leq \varphi(q)^{(n-1)\frac{2r+1}{2} - \frac{3}{2}}.$$

**Proof.** We will use the same notation as in the proof of Lemma 8.5. We separate the proof into two distinct cases. First, we assume that $|E(\pi)| \geq r + 2$. As in the proof of Lemma 8.5, for a given value of $\Theta_{\mu, v}(\chi, \pi)$ for all $(\mu, v) \in \{(\mu, v) : 1 \leq \mu < v \leq 2r + 1\} \setminus E(\pi)$, the relations (8.3) have a unique solution. We conclude that

$$C_{2r+1,n}(q; \pi) \leq \varphi(q)^{(n-1)\frac{2r+1}{2} - \frac{3}{2}}.$$

Second, we assume that $E(\pi) = r + 1$. After reordering $\chi$, we may also assume that

$$E(\pi) = \{(1, 2), (1, 3), (4, 5), (6, 7), \ldots, (2r, 2r + 1)\}.$$

Now, since $E_1(\pi) \geq r + 2$, we may assume that one of $(1,4),(2,4)$, or $(4, 6)$, which we will denote by $(\mu_e, v_e)$, is an element of $E_1(\pi)$ (recall the definition of $G_{2r+1,n}$). Arguing as before, we see that for a given value of $\Theta_{\mu, v}(\chi, \pi)$ for all $(\mu, v) \in \{(\mu, v) : 1 \leq \mu < v \leq 2r + 1\} \setminus (E(\pi) \cup \{(\mu_e, v_e)\})$, the relations

$$\prod_{v \neq \mu} \Theta_{\mu, v}(\chi, \pi) = \chi_{0,q} \quad (1 \leq \mu \leq 2r + 1) \quad (8.5)$$
determine \( \Theta_{\mu,\nu}(\chi, \pi) \) for \((\mu, \nu) \in E(\pi) \cup \{(\mu_e, \nu_e)\}, \mu \geq 8.\) In the case where \((\mu_e, \nu_e) = (1,4)\), \(\Theta_{6,7}(\chi, \pi)\) is also determined, and moreover, we have that

\[
\begin{align*}
\begin{cases}
\Theta_{1,2}(\chi, \pi) \Theta_{2,3}(\chi, \pi) = \prod_{6 \leq \nu \leq 2r + 1} \Theta_{2, \nu}(\chi, \pi), \\
\Theta_{1,3}(\chi, \pi) \Theta_{2,3}(\chi, \pi) = \prod_{6 \leq \nu \leq 2r + 1} \Theta_{3, \nu}(\chi, \pi), \\
\Theta_{1,4}(\chi, \pi) \Theta_{2,4}(\chi, \pi) = \prod_{6 \leq \nu \leq 2r + 1} \Theta_{4, \nu}(\chi, \pi), \\
\Theta_{1,5}(\chi, \pi) \Theta_{2,5}(\chi, \pi) = \prod_{6 \leq \nu \leq 2r + 1} \Theta_{5, \nu}(\chi, \pi),
\end{cases}
\end{align*}
\]

which shows that \(\Theta_{1,2}(\chi, \pi), \Theta_{1,3}(\chi, \pi), \Theta_{4,5}(\chi, \pi),\) and \(\Theta_{1,4}(\chi, \pi)\) are also determined. The same argument works in the case \((\mu_e, \nu_e) = (2,4)\). Finally, for \((\mu_e, \nu_e) = (4,6)\) we have that

\[
\begin{align*}
\begin{cases}
\Theta_{1,2}(\chi, \pi) \Theta_{2,3}(\chi, \pi) = \prod_{4 \leq \nu \leq 2r + 1} \Theta_{2, \nu}(\chi, \pi), \\
\Theta_{1,3}(\chi, \pi) \Theta_{2,3}(\chi, \pi) = \prod_{4 \leq \nu \leq 2r + 1} \Theta_{3, \nu}(\chi, \pi), \\
\Theta_{4,5}(\chi, \pi) \Theta_{5,6}(\chi, \pi) \Theta_{5,7}(\chi, \pi) = \prod_{\nu \notin \{4,7\}} \Theta_{5, \nu}(\chi, \pi), \\
\Theta_{4,6}(\chi, \pi) \Theta_{5,6}(\chi, \pi) \Theta_{6,7}(\chi, \pi) = \prod_{\nu \notin \{4,7\}} \Theta_{6, \nu}(\chi, \pi), \\
\Theta_{4,7}(\chi, \pi) \Theta_{5,7}(\chi, \pi) \Theta_{6,7}(\chi, \pi) = \prod_{\nu \notin \{4,7\}} \Theta_{7, \nu}(\chi, \pi),
\end{cases}
\end{align*}
\]

which once more show that \(\Theta_{1,2}(\chi, \pi), \Theta_{1,3}(\chi, \pi), \Theta_{4,5}(\chi, \pi), \Theta_{4,6}(\chi, \pi),\) and \(\Theta_{6,7}(\chi, \pi)\) are determined.

We conclude that

\[
C_{2r+1,n}(q; \pi) \leq \varphi(q)^{(n-1)}2^{r+1/2 - 3/2}.
\]

We are now ready to finish the proof of Theorem 1.7.

**Proof of Theorem 1.7, second part.** We first prove the estimate for \(\mathbb{E}[H_{2m}(q; \eta)]\). Lemma 4.4 implies that

\[
\mathbb{E}[H_{2m}(q; \eta)] = \frac{1}{\varphi(q)^{2m}} \sum_{\chi \in X_{1, n}} \sum_{\gamma_1, \ldots, \gamma_{2m}} \hat{\eta} \left( \frac{\gamma_1 \chi_1}{2 \pi} \right) \cdots \hat{\eta} \left( \frac{\gamma_{2m} \chi_{2m}}{2 \pi} \right),
\]

which combined with Lemma 8.1 take the form (recall (3.2), and note that under LI, the zeros of \(L(s, \chi)\) are simple)

\[
\begin{align*}
\mathbb{E}[H_{2m}(q; \eta)] &= \frac{1}{\varphi(q)^{2m}} \sum_{\{i_1, j_1, \ldots, i_m, j_m\}} \sum_{\chi_{i_1}, \ldots, \chi_{i_m} \neq 0} \sum_{\gamma_{i_1}, \ldots, \gamma_{i_m} = 0} \left| \hat{\eta} \left( \frac{\gamma_{i_1} \chi_{i_1}}{2 \pi} \right) \right|^2 \cdots \left| \hat{\eta} \left( \frac{\gamma_{i_m} \chi_{i_m}}{2 \pi} \right) \right|^2 \\
&\quad + O \left( \mu_{2m} \frac{m^2}{\varphi(q)^{2m}} \sum_{\chi_{i_1} \neq 0} b(\chi; \eta)^2 \left( \sum_{\chi_{i_1} \neq 0} b(\chi; \eta)^2 \right)^{m-2} \right) \\
&= \frac{\mu_{2m}}{\varphi(q)^m} \sum_{\chi \mod q \atop \chi \neq \chi_{0,q}} b(\chi; \eta)^2 \left( \sum_{\chi \neq \chi_{0,q}} b(\chi; \eta)^2 \right)^{m-2} + O \left( \mu_{2m} \frac{m^2(K_{\delta, q} \log q)^m}{\varphi(q)^{m+1}} \right),
\end{align*}
\]

by Proposition 3.2. The claimed estimate follows from a second application of Proposition 3.2.
Moving on to higher moments, by taking $T \to \infty$ in Lemma 6.2 and applying Lemma 4.3, we obtain that

\[
\mathbb{V}_{s,n}(q; \eta) = \frac{(-1)^{sn}}{\phi(q)^{sn}} \sum_{\chi \in \chi_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma) \Delta_s(\sigma_\gamma)
\]

\[
= \frac{(-1)^{sn}}{\phi(q)^{sn}} \sum_{\chi \in \chi_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma) \Delta_s(\sigma_\gamma),
\]

by Lemma 8.1. The inner sum may be further restricted by requiring that $\gamma_{\chi_{\mu,j}} + \gamma_{\chi_{\nu,i}} = 0$, where $(\mu, j)$ and $(\nu, i)$ are such that $\chi_{\mu,j} = \chi_{\nu,i}$. We will first discard characters in the outer sum in such a way to change the condition $\forall (\mu, j), \exists (\nu, i) : \chi_{\mu,j} = \chi_{\nu,i}$ into $\forall (\mu, j), \exists! (\nu, i) : \chi_{\mu,j} = \chi_{\nu,i}$. The sum of the extra terms is

\[
\ll (K_{s,n} \log q)^{sn} \sum_{\chi \in \chi_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma) \Delta_s(\sigma_\gamma),
\]

where we have used the bound

\[
\sum_{\gamma} |\hat{\eta}(\gamma)|^2 \ll \delta_{s,n} \log q,
\]

which is a consequence of the decay of $\hat{\eta}$ combined with the Riemann–von Mangoldt formula. By Lemmas 8.5 and 8.7, the total contribution of the $\pi \in G_{s,n}$ is

\[
\ll |G_{s,n}| \phi(q)^{sn} \frac{\delta_{s,n}}{2} \left( K_{s,n} \log q \right)^{sn},
\]

where $\delta_{s,n} = 1$ when $2 \nmid s$, and is zero otherwise. If $s = 2r$ and $\pi \in F_{2r,n}$, then after reordering $\chi$ in the inner sum, we can assume that $J_{2u-1,2u}(\pi) \neq \emptyset$ for $1 \leq u \leq r$ and that $J_{\mu,\nu}(\pi) = \emptyset$ otherwise. There are two subcases. If there exists

\[X_{2u-1,j} \in \{ \chi_{\nu,i} : \nu \notin \{ 2u - 1, 2u \}, i \leq n \},\]

then arguing as in the proof of Lemma 6.5, one shows that the inner sum is $\ll n^2 r^2 \phi(q)^{(n-1)r-1}$. Otherwise, there must exist

\[X_{2u-1,j} \in \{ \chi_{\nu,i} : \nu \notin \{ 2u - 1, 2u \}, i \leq n \} \setminus \{ \chi_{2u-1,j} \}, \chi_{2u-1,j} \in F_{2r,n} \}
\]

Once more, the inner sum is $\ll n^2 r^2 \phi(q)^{(n-1)r-1}$.
We conclude that
\[
\psi_{s,n}(q; \eta) = \frac{(-1)^{sn}}{\varphi(q)^{sn}} \sum_{\pi \in I_{s,n}} \sum_{\chi \in \chi_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma) \Delta_s(\gamma)
\]
\[
\times \sum_{\forall (\mu,j), \exists !(\nu,i) \neq (\mu,j) : \chi \mu,j = \chi \nu,i} \sum_{\forall (\mu,j), \gamma \nu,i + \gamma \pi(\mu,j) = 0} \left( |G_{s,n}| + n^2 r^2 |F_{s,n}| \right) \sigma(q)^{sn} \frac{(K_{s,n} \log q)^{sn/2}}{\varphi(q)^{n+1 + \delta_{2|s}}}.
\]

Now, by Lemmas 8.5 and 8.7, the sum over \( \pi \in G_{s,n} \) is absorbed in the error term. The remaining terms are
\[
= \frac{(-1)^{sn}}{\varphi(q)^{sn}} \sum_{\pi \in F_{s,n}} \sum_{\chi \in \chi_{s,n}} \sum_{\gamma \in \Gamma(\chi)} \hat{\eta}(\gamma). \]

Applying Lemmas 6.5 and 6.9 yields the claimed estimate on \( \psi_{s,n}(q; \eta) \).

\[\square\]
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