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Abstract

We study the complexity of approximating the partition function $Z_{\text{Ising}}(G; \beta)$ of the Ising model in terms of the relation between the edge interaction $\beta$ and a parameter $\Delta$ which is an upper bound on the maximum degree of the input graph $G$. Following recent trends in both statistical physics and algorithmic research, we allow the edge interaction $\beta$ to be any complex number. Many recent partition function results focus on complex parameters, both because of physical relevance and because of the key role of the complex case in delineating the tractability/intractability phase transition of the approximation problem.

In this work we establish both new tractability results and new intractability results. Our tractability results show that $Z_{\text{Ising}}(-; \beta)$ has an FPTAS when $|\beta - 1|/|\beta + 1| < \tan(\pi/(4\Delta - 4))$. The core of the proof is showing that there are no inputs $G$ that make the partition function 0 when $\beta$ is in this range. Our result significantly extends the known zero-free region of the Ising model (and hence the known approximation results).

Our intractability results show that it is $\#P$-hard to multiplicatively approximate the norm and to additively approximate the argument of $Z_{\text{Ising}}(-; \beta)$ when $\beta \in \mathbb{C}$ is an algebraic number such that $\beta \notin \mathbb{R} \cup \{i, -i\}$ and $|\beta - 1|/|\beta + 1| > 1/\sqrt{\Delta - 1}$. These are the first results to show intractability of approximating $Z_{\text{Ising}}(-, \beta)$ on bounded degree graphs with complex $\beta$. Moreover, we demonstrate situations in which zeros of the partition function imply hardness of approximation in the Ising model.
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1 Introduction

The Ising model is a classical model of ferromagnetism in statistical physics \[23\] and is one of the most well studied particle spin models \[41, \text{Chapter 4}\]. The model has a parameter \(\beta\) called the edge interaction which captures the interactions between “spins” along the edges of a host graph. Let \(G = (V, E)\) be an undirected graph, possibly with multiple edges or loops. The configurations of the Ising model on \(G\) are the assignments \(\sigma: V \rightarrow \{0, 1\}\). Each configuration \(\sigma\) has a weight \(\beta^m(\sigma)\), where \(m(\sigma)\) denotes the number of monochromatic edges of \(G\) under the assignment \(\sigma\). The partition function of the Ising model is the aggregate weight over all configurations, i.e.,

\[
Z_{\text{Ising}}(G; \beta) = \sum_{\sigma: V \rightarrow \{0, 1\}} \beta^m(\sigma).
\]

The partition function is important because of its relevance in capturing qualitative properties of the model such as free energy and magnetisation. It is also the normalising factor in the Gibbs distribution which is used to sample configurations.

This work studies the complexity of approximating the partition function, especially in terms of the interaction between the edge interaction \(\beta\) and a parameter \(\Delta \geq 3\) which is an upper bound on the maximum degree of the input graph \(G\). It is well-known in statistical physics \[5, 22, 27, 38, 41, 42\] that physical phase transitions can be identified by viewing the parameter \(\beta\) as a complex number. More recently, the consideration of complex parameters has been discovered in computer science to be the key to characterising the tractability/intractability boundary. On the algorithmic side, important work of Barvinok and of Patel and Regts \[1, 34\] shows that, for some partition functions, finding an open zero-free region (in terms of a parameter in the complex plane) leads directly to an FPTAS for approximating the partition function. This approach has been exploited for several partition functions to obtain new approximability results for complex parameters, sometimes including real parameters that other methods had failed to address \[3, 19, 20, 21, 28, 29, 30, 6, 36, 35\]. The new algorithms discovered in this work are also based on the identification of zero-free regions. On the complexity-theoretic side, recent publications have shown for various spin systems a connection between the location of the complex zeros of the partition function and provable inapproximability of the partition function \[8, 7, 11, 10\]. A key approach in all of these applications, and one that we will also develop in this work, is the connection to complex dynamics.

Before describing our results, we briefly describe existing work on the problem of approximating the partition function of the Ising model. Let \(\Delta \geq 3\) be an integer. We are interested in the problem of approximating \(Z_{\text{Ising}}(G; \beta)\) when the input graph \(G\) has maximum degree at most \(\Delta\). This problem has already been well studied in the case where \(\beta\) is a positive real. When \(\beta > (\Delta - 2)/\Delta\) there is an FPRAS for \(Z_{\text{Ising}}(\cdot; \beta)\) on graphs with maximum degree at most \(\Delta\) \[25, 37\]. When \(0 < \beta < (\Delta - 2)/\Delta\), there is no FPRAS for \(Z_{\text{Ising}}(\cdot; \beta)\) on graphs with maximum degree at most \(\Delta\) unless \(\text{NP} = \text{RP}\) \[15\]. The computational phase transition \((\Delta - 2)/\Delta\) coincides precisely with the uniqueness / non-uniqueness phase transition of the \(\Delta\)-regular infinite tree.

The complexity of approximation is mostly not understood when \(\beta\) is complex. Prior to this work, there was no inapproximability result for any non-real edge interactions. Moreover, even though zero-free regions of the partition function have been the focus of recent publications \[2, 29, 31\], these regions turn out to be far from optimal. In this work we shed some
light on this approximability problem by significantly extending the known zero-free regions (leading to approximation algorithms) and by giving an inapproximability result that covers most of the complex plane. Our zero-free region for the Ising model is stated in Theorem 1.

**Theorem 1.** Let $\Delta$ be an integer with $\Delta \geq 3$. Let $G = (V, E)$ be a graph of maximum degree at most $\Delta$. Let $\varepsilon_{\Delta} = \tan(\pi/(4(\Delta - 1))) \in (0, 1)$. Then $Z_{\text{Ising}}(G; \beta) \neq 0$ for all $\beta \in \mathbb{C}$ with $|\beta - 1|/|\beta + 1| \leq \varepsilon_{\Delta}$.

Theorem 1 can be applied in conjunction with the algorithms of Barvinok, and Patel and Regts [1, 34] to obtain an FPTAS for $Z_{\text{Ising}}(-; \beta)$, giving the following corollary² (proved in Section 2).

**Corollary 2.** Let $\Delta$ be an integer with $\Delta \geq 3$. Let $\beta$ be an algebraic number such that $|\beta - 1|/|\beta + 1| < \varepsilon_{\Delta}$, where $\varepsilon_{\Delta} = \tan(\pi/(4(\Delta - 1)))$. Then there is an algorithm that, on inputs a graph $G$ with maximum degree at most $\Delta$ and a rational $\varepsilon > 0$, runs in time $\text{poly(size}(G), 1/\varepsilon)$ and outputs $\hat{Z} = Z_{\text{Ising}}(G; \beta)e^z$ for some complex number $z$ with $|z| \leq \varepsilon$.

Figure 1: Zero-free regions for the partition function of the Ising models on graphs with maximum degree $\Delta = 3$. The following four regions have been plotted:

- The large disk corresponds to the region given in Theorem 1.
- The small dotted disk corresponds to $|\beta - 1|/|\beta + 1| \leq \delta_{\Delta}$, where $\delta_{\Delta}$ is as in (7), and it contains the regions stated in Corollaries 15 and 16 due to Barvinok, Mann and Bremner [1, 31].
- The diamond-shaped region corresponds to the zero-free region given in [2] by Barvinok and Barvinok (see Theorem 19 for the statement).
- The segment joining $(\Delta - 2)/\Delta$ and $\Delta/(\Delta - 2)$ corresponds to the region given in [29] by Liu, Sinclair and Srivastava (see Theorem 18 for the statement).

Theorem 1 significantly extends the zero-free regions given in [2, 1, 29, 31]. The case $\Delta = 3$ is depicted in Figure 1. In fact, the zero-free regions of Barvinok, and Mann and
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¹This result can be extended to the Potts model, demonstrating that, for $\varepsilon_{\Delta} = \tan(\pi/(4\Delta))$, and for any $q \geq 2$, $Z_{\text{Potts}}(G; q; \beta) \neq 0$ for all $\beta \in \mathbb{C}$ with $|\beta - 1|/|\beta + 1| \leq \varepsilon'_{\Delta}$.

²In this work we state our algorithmic results in terms of algebraic numbers as the required computations can be performed efficiently in the field of algebraic numbers, see Section 3.1.
Bremner [1, 31] are contained in our result for any \( \Delta \geq 3 \), see Section 2.3 for a detailed description of these zero-free regions. In [31] the authors also discuss how an FPRAS for the partition function of the Ising model on bounded-degree graphs can be used to strongly simulate certain classes of IQP circuits. We note that their quantum simulation results are also extended as a consequence of Theorem 1.

When it comes to hardness results on complex edge interactions, we are not aware of any hardness result in the literature that covers non-real edge interactions. Our hardness result is given in Theorem 3. First, let us introduce some notation. We consider the problem of multiplicatively approximating the norm of \( Z_{\text{Ising}}(G; \beta) \) and the problem of additively approximating the principal argument of \( Z_{\text{Ising}}(G; \beta) \) for a fixed algebraic number \( \beta \). These computational problems can be formally stated as follows. Let \( K > 1 \) and \( \rho \in (0, \pi/2) \) be real numbers.

**Name:** IsingNorm\((\beta, \Delta, K)\)

**Instance:** A (multi)graph \( G \) with maximum degree at most \( \Delta \).

**Output:** If \( Z_{\text{Ising}}(G; \beta) = 0 \), then the algorithm may output any rational number. Otherwise, it must output a rational number \( \hat{N} \) such that \( \hat{N}/K \leq |Z_{\text{Ising}}(G; \beta)| \leq K\hat{N} \).

**Name:** IsingArg\((\beta, \Delta, \rho)\)

**Instance:** A (multi)graph \( G \) with maximum degree \( \Delta \).

**Output:** If \( Z_{\text{Ising}}(G; \beta) = 0 \), then the algorithm may output any rational number. Otherwise, it must output a rational number \( \hat{A} \) such that for some \( a \in \text{arg}(Z_{\text{Ising}}(G; \beta)) \) we have \( |a - \hat{A}| \leq \rho \).

It is important to note that each choice of the parameters \( \beta, \Delta, K, \rho \) gives a different computational problem. It turns out that, by a standard powering argument of the partition function, the choice of \( K \) and \( \rho \) does not change the hardness of the problem (as long as \( K > 1 \) and \( \rho \in (0, \pi/2) \)), see [17, Lemma 3.2].

**Theorem 3.** Let \( \Delta \) be an integer with \( \Delta \geq 3 \) and let \( \beta \in \mathbb{C} \) be an algebraic number such that \( \beta \notin \mathbb{R} \cup \{i, -i\} \) and \( |(\beta - 1)/|\beta + 1| > 1/\sqrt{\Delta - 1} \). Then the problems IsingNorm\((\beta, \Delta, 1.01)\) and IsingArg\((\beta, \Delta, \pi/3)\) are \#P-hard.

Corollary 2 and Theorem 3 leave the complexity of the problems IsingNorm\((\beta, \Delta, 1.01)\) and IsingArg\((\beta, \Delta, \pi/3)\) unaddressed for those edge interactions \( \beta \notin \mathbb{R} \) such that

\[
\tan\left(\frac{\pi}{4(\Delta - 1)}\right) \leq \frac{\beta - 1}{\beta + 1} \leq \frac{1}{\sqrt{\Delta - 1}}.
\]

It turns out that the partition function has zeros inside the region given by (1) (see Corollary 47). Moreover, we show that if there is a “nice” graph \( G \) such that \( Z_{\text{Ising}}(G; \beta) = 0 \), then IsingNorm\((\beta, \Delta, 1.01)\) and IsingArg\((\beta, \Delta, \pi/3)\) are \#P-hard, see Lemma 46 and Corollary 48. This allows us to find points \( \beta \) as in (1) such that the approximation problems are \#P-hard, as depicted in Figure 2.

\(^3\)For \( z \in \mathbb{C}\setminus\{0\} \), we denote by \( |z| \) the norm of \( z \), by Arg\((z) \in [0, 2\pi) \) the principal argument of \( z \) and by arg\((z) \) the set \( \{ \text{Arg}(z) + 2\pi j : j \in \mathbb{Z} \} \) of all the arguments of \( z \), so that for any \( a \in \text{arg}(z) \) we have \( z = |z|\exp(ia) \).
The complexity of approximating the partition function of the Ising model on graphs with maximum degree $\Delta = 3$ and $\beta \in \mathbb{C} \setminus \mathbb{R}$.

- **Theorem 3**: when $|\beta - 1|/|\beta + 1| > 1/\sqrt{\Delta - 1}$ and $\beta \notin \{i, -i\}$, IsingNorm($\beta, \Delta, 1.01$) and IsingArg($\beta, \Delta, \pi/3$) are #P-hard (region outside the large dotted red circle).
- **Corollary 47**: there are points $\beta_0 \in \mathbb{C} \setminus \mathbb{R}$ with $|\beta_0 - 1|/|\beta_0 + 1| < 1/\sqrt{\Delta - 1}$ such that $Z_{\text{Ising}}(G; \beta_0) = 0$ for some graph $G$ with maximum degree $\Delta$. The problems IsingNorm($\beta_0, \Delta, 1.01$) and IsingArg($\beta_0, \Delta, \pi/3$) are #P-hard.
- **Theorem 1**: there is an FPTAS for $Z_{\text{Ising}}(-; \beta)$ when $|\beta - 1|/|\beta + 1| < \tan(\pi/(4\Delta - 4))$ (region inside the small green circle).
- **Theorem 18 by Liu, Sinclair and Srivastava [29]**: the interval $((\Delta - 2)/\Delta, \Delta/(\Delta - 2))$ is contained in an open zero-free region (thick segment on the real line), so there is an FPTAS for $Z_{\text{Ising}}(-; \beta)$.
- The points $0, 1, -1, i$ and $-i$ are easy points of the Ising model: the partition function can be evaluated at these points in polynomial time in the size of the input graph [24].

### 1.1 Proof approach

In the proof of Theorem 1 we use the SAW tree construction of Godsil and Weitz [16, 40] to reduce the study of zero-free regions of partition functions on graphs to the study of zero-free regions of partition functions on trees (see Section 2.1 for details). The partition function of a two-spin system on a tree admits a recurrence expression that can be studied to find zero-free regions on trees. This approach has been successfully applied in the literature for the Ising model and other partition functions [29, 6, 8]. In our work we exploit the properties of the Mobius function $h_\beta(z) = (\beta z + 1)/(\beta + z)$ appearing in this recurrence for the Ising model. This Mobius function satisfies the equality

$$\frac{h_\beta(z) - 1}{h_\beta(z) + 1} = \frac{(\beta - 1)(z - 1)}{(\beta + 1)(z + 1)},$$

which neatly relates properties of $(\beta - 1)/(\beta + 1)$ to properties of the partition function of the Ising model on trees, and greatly simplifies the derivation of our zero-free region. The translation of Theorem 1 to an FPTAS for the partition function then follows from the work of Barvinok, Patel and Regts [2, 34], see the proof of Corollary 2.

In order to obtain our inapproximability results, we construct graphs $H$ with maximum degree at most $\Delta$ and two distinguished vertices $s, t$ with degree 1 such that substituting an edge in the host graph with $(H, s, t)$ has the effect of altering the edge interaction $\beta$ of the
original edge to a new edge interaction $\beta'$. In this case, we say that $H (\beta, \Delta)$-implements $\beta'$, see Section 3.2 for a formal definition. Implementations have played an important role in proofs of hardness of evaluating and approximating partition functions, and they are the main tool to reduce exact computation to approximate computation via a binary search [7, 18, 14]. Initiated in [24, 41], these constructions have now become more elaborate in recent inapproximability results [18, 14, 7, 10], using connections to the iteration of complex dynamical systems. The following definition captures the relevant framework for our implementations.

**Definition 4.** Let $\Delta \geq 3$ be an integer and $\beta \in \mathbb{C}_\mathbb{A}$. We say that the pair $(\Delta, \beta)$ implements the complex plane (resp. the real line) in polynomial time for the Ising model if there is an algorithm such that, on input $\lambda \in \mathbb{C}_\mathbb{A}$ (resp. $\lambda \in \mathbb{A}$) and rational $\varepsilon > 0$, computes a graph $G$ that $(\Delta, \beta)$ implements a complex number $\hat{\lambda}$ with $|\lambda - \hat{\lambda}| \leq \varepsilon$. The running time of this algorithm must be polynomial in the size of the representations of $\lambda$ and $\varepsilon$.

Our main contribution is that we can $(\Delta, \beta)$ implement the real line (and, in fact, the complex plane), for those pairs $(\Delta, \beta)$ given in the following lemma.

**Lemma 5.** Let $\Delta$ be an integer with $\Delta \geq 3$ and let $\beta \in \mathbb{C}_\mathbb{A} \setminus \mathbb{R}$ with $\beta \not\in \{i, -i\}$ and $1/\sqrt{\Delta - 1} < |\beta - 1|/|\beta + 1|$. Then the pair $(\Delta, \beta)$ implements the complex plane in polynomial time for the Ising model.

The requirement that it be possible to implement the real line is the main bottleneck when reducing exact computation to approximate computation. Even when it is possible to identify some parameter values which enable the implementation of the real line, the complete determination of the set of parameter values which make this possible seems out of reach, see, for instance, [18, 7].

The proof of Lemma 5 uses connections with complex dynamics, following recent developments in the area. The main idea in this line of works is to analyse what can be implemented with trees, which can be done via understanding the properties of the underlying dynamical system. A key difference in the case of the Ising model relevant to previous works is that vertex-style implementations are useless; due to the perfect symmetry of the Ising model nothing interesting can be implemented through that route. Instead, we have to consider more elaborate edge gadgets, cf. Section 3.5, and obtain tree-style recursions for them. Surprisingly, we are able to recover the tree-recursions for vertex activities (even though our gadgets are not trees and simulate edge activities instead), albeit with a bit different value of $\beta$ which yields the square root in Lemma 5. We leave as a tantalising open problem how to remove this square root, which seems inherent in our edge-style approach.

The good news is that once this edge-framework of the gadgets is in place, we can adapt suitably the arguments given in [7]. We have in fact generalised these arguments in Appendix A, so that they are more amenable to be used for other spin systems. A quick summary of the main idea behind Appendix A is as follows. We assume that we have access to a recursively-constructed gadget that implements a weight $f(z)$ assuming that we can implement $z$ (for us, this is the gadget given in Section 3.5). Then we apply results of complex dynamics to the function $f$ in order to understand which points we can implement by iterating $f$, which involves studying the neighbourhood of fixed points of $f$. There are two steps in the constructions. In the first step, we show how to implement approximations
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4We denote by $\mathbb{A}$ the set of real algebraic numbers and we denote by $\mathbb{C}_\mathbb{A}$ the set of complex algebraic numbers.
of any number near a fixed point of $f$ (which is done using Lemma 33 in our setting). In
the second step, this implementation result is translated to implementing the complex plane
in polynomial time when the fixed point under consideration is repelling (Lemma 34). As
explained in Appendix A, it is important in this generalisation that the function $f$ is of the
form $g(z^d)$, where $g$ is a Mobius map$^5$.

To conclude this section, we comment on the connection between zeros of the partition
function and hardness. It turns out that our hardness and implementation results can be
applied to conclude hardness of approximation at some zeros of the partition function, such
as the zero plotted in Figure 2. Our main result on this matter is the following lemma.

**Lemma 6.** Let $\Delta$ be an integer with $\Delta \geq 3$. Let $\beta \in \mathbb{C}_\mathbb{A} \setminus (\mathbb{R} \cup \{i, -i\})$. Let us assume that $(\Delta, \beta)$ implements the edge interaction $-1$. Then IsingNorm($\Delta, \beta, 1.01$) and IsingArg($\Delta, \beta, \pi/3$) are $\#P$-hard.

Typically, if we have a graph $G$ with maximum degree $\Delta$ such that $Z_{\text{Ising}}(G; \beta) = 0$, then this can be used to $(\Delta, \beta)$-implement $-1$ (provided that we can make the terminals have degree 1) and conclude hardness. See Lemma 46, where we conclude hardness of approximation based on Lemma 6 and appropriate graphs with zero partition function. This is the first result of this style for the Ising model, though building a connection between zeros and inapproximability for bounded-degree graphs has also been explored thoroughly in a recent work [11] for the independence polynomial. These observations lead us to propose the following conjecture.

**Conjecture 7.** Let $\Delta$ be an integer with $\Delta \geq 3$ and let $\beta \in \mathbb{C}_\mathbb{A}$ with $\beta \not\in \mathbb{R} \cup \{i, -i\}$. If there is a graph $G$ with maximum degree at most $\Delta$ such that $Z_{\text{Ising}}(G; \beta) = 0$, then the problems IsingNorm($\beta, \Delta, 1.01$) and IsingArg($\beta, \Delta, \pi/3$) are $\#P$-hard.

We make progress toward Conjecture 7 in Corollary 48, where we have to weaken the
result, concluding hardness of IsingNorm($\beta, \Delta, 1.01$) and IsingArg($\beta, \Delta, \pi/3$) when the graph $G$ has maximum degree at most $\Delta - 1$. Unfortunately, our implementation results seem not enough to prove the full conjecture.

This paper is organised as follows. In Section 2 we prove Theorem 1 and Corollary 2.
In Section 3 we prove Theorem 3. In Section 4 we give explicit evidence that zeros imply
hardness of approximation and use these results to find more edge interactions where the
approximation problem is $\#P$-hard. In Appendix A we generalise the implementation results
of [7] so that they can be applied to other two spin systems, including the Ising model. This
generalisation may be useful in its own.

2 Easiness: a zero-free region for the Ising model

In this section we prove Theorem 1 and Corollary 2. We also compare Theorem 1 to the zero-
free regions appearing in Figure 1. First, let us introduce some notation and observations
that we use in the rest of this section.

2.1 The tree of self-avoiding walks

In this section we recall some results concerning the self-avoiding walk tree (SAW tree) of a
graph and its connection to the partition function of the Ising model. SAW trees were intro-

$^5$The results of [7] are derived for $g(z) = 1/(1+\lambda z)$, where $\lambda$ is an activity of the independent set polynomial.
As noted in Appendix A some extra work is needed to generalise these results to any Mobius map $g$. 

2 Easiness: a zero-free region for the Ising model
duced in the study of partition functions by Godsil in [16] to study the matching polynomial. SAW trees gained in popularity after the work of Weitz on the independent set polynomial [40]. The idea of Godsil and Weitz was reducing the study of the partition function of a two-spin system on graphs to the study of the same partition function on trees. This idea is at the core of our proof of Theorem 1.

Intuitively the SAW tree $T$ of a graph $G = (V, E)$ and a vertex $v \in V$ is constructed by considering all of the self-avoiding walks from $v$ in $G$ and storing these in a tree $T$. The root of $T$ is the walk consisting of the single vertex $v$, and two self-avoiding walks are connected in $T$ if one of them is a strict sub-walk of the other with maximal length. We refer to [29, Appendix A] for a formal construction. Some of the leaves of the tree $T$ are pinned according to a systematic procedure that is described in [29, Appendix A]. It is important to note that if $G$ has maximum degree $\Delta$, then every node of $T$ has at most $d := \Delta - 1$ children, except possibly the root of $T$, which might have $\Delta$ children. We will use the following result that relates $Z_{\text{Ising}}(G; x)$ and $Z_{\text{Ising}}(T; x)$.

**Proposition 8** ([29, Proposition B.1]). Let $G$ be a connected graph and let $v$ be a vertex of $G$. Let $T$ be the SAW tree of $(G, v)$. Then the polynomial $Z_{\text{Ising}}(G; x)$ divides the polynomial $Z_{\text{Ising}}(T; x)$. In particular, if $\beta \in \mathbb{C}$ is such that $Z_{\text{Ising}}(T; \beta) \neq 0$, then it also holds that $Z_{\text{Ising}}(G; \beta) \neq 0$.

As a consequence of Proposition 8, we can translate zero-free results for trees to zero-free results for graphs. Our proof of Theorem 1 uses this approach. In the rest of this section we recall some tools to study the partition function of the Ising model on trees.

**Definition 9.** Let $T$ be a tree (possibly with some pinned leaves) and let $v$ be its root. For each $j \in \{0, 1\}$, we define $Z^j_v(T; \beta)$ as the sum of $\beta^{m(\sigma)}$ over the configurations $\sigma$ of $T$ that have $\sigma(v) = j$, so $Z_{\text{Ising}}(T; \beta) = Z^0_v(T; \beta) + Z^1_v(T; \beta)$. We define the ratio

$$R(T, v; \beta) = \frac{Z^1_v(T; \beta)}{Z^0_v(T; \beta)}.$$

The ratio $R(T, v; \beta)$ is a rational function on $\beta$. If $Z^0_v(T; \beta) \neq 0$, we note that $Z_{\text{Ising}}(T; \beta) = 0$ if and only if $R(T, v; \beta) = -1$, so we can study the zeros of the partition function by studying these ratios. It turns out that the ratios $R(T, v, \beta)$ can be computed recursively. Let us consider the function

$$F_{\beta, k}(z_1, \ldots, z_k) = \prod_{j=1}^{k} h_{\beta}(z_j),$$

where $h_{\beta}(z) = (\beta z + 1)/(\beta + z)$ for any $z \in \mathbb{C}$. Then if $(T_1, v_1), \ldots, (T_d, v_d)$ are the trees with roots $v_j$ hanging from the root of $T$, one can check that

$$R(T, v; \beta) = F_{\beta, k}(r_1, \ldots, r_k),$$

where $r_j = R(T_j, v_j; \beta)$ for all $j \in [k] := \{1, \ldots, k\}$, see for instance [29]6.

---

6In [29] the authors work with $Z_C(b) = Z_{\text{Ising}}(G; 1/b)\beta|E(G)|$, so they get $h_{\beta}(z) = (b + z)/(bz + 1)$ instead.
2.2 Proof of Theorem 1

First, we introduce some notation that will be used repeatedly in this work.

Definition 10. Let $\delta > 0$. We define $R(\delta)$ as the set of complex numbers $z$ such that $|(z - 1)/(z + 1)| \leq \delta$.

Definition 10 allows us to conveniently restate Theorem 1 as $Z_{\text{sing}}(G; \beta) \neq 0$ for any graph $G$ with maximum degree at most $\Delta$ and any $\beta \in R(\varepsilon \Delta)$, where $\varepsilon \Delta = \tan(\pi/(4\Delta - 4))$.

Proposition 11 gives some properties of the region $R(\delta)$ that we need in our proofs. For $x \in \mathbb{C}$ and $r > 0$ real we denote $B(x, r) = \{z \in \mathbb{C} : |z - x| < r\}$, $\overline{B}(x, r) = \{z \in \mathbb{C} : |z - x| \leq r\}$ and $C(x, r) = \{z \in \mathbb{C} : |z - x| = r\}$.

Proposition 11. Let $\delta > 0$. The region $R(\delta)$ satisfies the following properties:

1. We have $1 \in R(\delta)$ and $-1 \not\in R(\delta)$.
2. If $\beta \in R(\delta)$, then $\beta^{-1} \in R(\delta)$.
3. The map $\phi(z) = (z - 1)/(z + 1)$ has the following property. We have $\phi(C(0, 1)) = i\mathbb{R} = \phi^{-1}(C(0, 1))$, and $\{z \in \mathbb{C} : \text{Re}(z) > 0\} = \phi^{-1}(B(0, 1))$. In particular, if $\delta = 1$, then $R(\delta)$ is the set of complex numbers $z$ with $\text{Re}(z) \geq 0$.
4. If $\delta \in (0, 1)$, then $R(\delta)$ is the closed disk $\overline{B}(c_\delta, r_\delta)$ with centre $c_\delta = (1 + \delta^2)/(1 - \delta^2)$ and radius $r_\delta = 2\delta/(1 - \delta^2)$. Moreover, for every $z \in R(\delta)$ we have $|z| \leq c_\delta + r_\delta = (1 + \delta)/(1 - \delta)$.

Proof. We prove each property separately.

1. This property is trivial.
2. Note that $(z^{-1} - 1)/(z^{-1} + 1) = (1 - z)/(1 + z) = -(z - 1)/(1 + z)$, so $\beta \in R(\delta)$ if and only if $\beta^{-1} \in R(\delta)$.
3. One can check that the inverse of $\phi(z) = (z - 1)/(z + 1)$ is the Möbius map $\phi^{-1}(y) = -1/(1+y)/(y-1)$. Hence, $|\phi(z)| = 1$ if and only if $|\phi^{-1}(z)| = 1$, which happens exactly when $|z + 1| = |z - 1|$ or, equivalently, $z \in i\mathbb{R}$. This proves $\phi(C(0, 1)) = i\mathbb{R} = \phi^{-1}(C(0, 1))$. Note that $|z - 1| < |z + 1|$ if and only if $|\text{Re}(z) - 1| < |\text{Re}(z) + 1|$. The latter is equivalent to $\text{Re}(z) > 0$. This shows that $\{z \in \mathbb{C} : \text{Re}(z) > 0\} = \phi^{-1}(B(0, 1))$, and the result follows.
4. We note that $R(\delta) = \{z \in \mathbb{C} : |\phi(z)| \leq \delta\} = \phi^{-1}(\overline{B}(0, \delta))$. We claim that $\phi^{-1}$ sends the circle $C(0, \delta)$ to the circle $C(c_\delta, r_\delta)$, where $c_\delta$ and $r_\delta$ are as in the statement. As $\phi^{-1}$ is a Möbius map, $\phi^{-1}(C(0, \delta))$ is a circle or a line of $\mathbb{C}$, see Section 3.3 on rational maps.

We take 3 points in the circle $C(0, \delta)$ and show that they are in $C(c_\delta, r_\delta)$. The three points are $\delta, -\delta$ and $\delta i$. One can easily check that $\phi^{-1}(\delta) = (1 + \delta)/(1 - \delta) = c_\delta + r_\delta$ and $\phi^{-1}(\delta i) = (1 - \delta)/(1 + \delta) = c_\delta - r_\delta$. We also have

$$
\phi^{-1}(\delta i) - c_\delta = \frac{i - \delta}{i + \delta} - \frac{1 + \delta^2}{1 - \delta^2} = -\frac{1 + i\delta}{i + \delta} \frac{2\delta}{1 - \delta^2},
$$

so $|\phi^{-1}(\delta i) - c_\delta| = r_\delta$ as we wanted. We conclude that $\phi^{-1}(C(0, \delta)) = C(c_\delta, r_\delta)$. Since $\phi^{-1}$ is holomorphic in $B(0, 1)$ and $\phi^{-1}(0) = 1 \in \overline{B}(c_\delta, r_\delta)$, we obtain $\phi^{-1}(\overline{B}(0, \delta)) = \overline{B}(c_\delta, r_\delta)$ as we wanted. Finally, the point in $\overline{B}(c_\delta, r_\delta)$ with the largest norm is $c_\delta + r_\delta = (1 + \delta)/(1 - \delta)$.

$\square$
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Remark 12. Let $\alpha, \beta \in [-\pi, \pi]$. Then it is well-known that if $\alpha, \beta, \alpha + \beta \notin \pi/2 + \pi\mathbb{Z}$, we have
\[
\tan(\alpha + \beta) = \frac{\tan(\alpha) + \tan(\beta)}{1 - \tan(\alpha)\tan(\beta)}.
\]
In particular, we obtain the equality
\[
\tan(2\alpha) = \frac{2\tan(\alpha)}{1 - \tan(\alpha)^2}.
\]
Let $f(x) = 2x/(1 - x^2)$. This function is strictly increasing in $x \in [-1, 1]$. Hence, if we have $\alpha \in [-\pi/4, \pi/4]$ and $\tan(2\alpha) = f(\delta)$ for some $\delta \in (0, 1)$, we can conclude that $\tan(\alpha) = \delta$. This argument will be used in the proof of Theorem 1.

Lemma 13. Let $\delta, \varepsilon > 0$, let $\beta \in \mathcal{R}(\delta)$ and let $h_\beta(z) = (\beta z + 1)/(\beta + z)$. Then $h_\beta(\mathcal{R}(\varepsilon)) \subseteq \mathcal{R}(\varepsilon\delta)$. Moreover, we have $h_\beta(\infty) = \beta \in \mathcal{R}(\delta)$.

Proof. It is straightforward to check that for any $z \in \mathbb{C}$ with $z \neq -1$, we have Equation (2), namely
\[
\frac{h_\beta(z) - 1}{h_\beta(z) + 1} = \frac{(\beta - 1)(z - 1)}{(\beta + 1)(z + 1)}.
\]
The result now follows from (2) and the definition of $\mathcal{R}(\varepsilon), \mathcal{R}(\varepsilon\delta)$. \hfill \Box

We are now ready to prove Theorem 1.

Theorem 1. Let $\Delta$ be an integer with $\Delta \geq 3$. Let $G = (V, E)$ be a graph of maximum degree at most $\Delta$. Let $\varepsilon_\Delta = \tan(\pi/(4(\Delta - 1))) \in (0, 1)$. Then $Z_{\text{ising}}(G; \beta) \neq 0$ for all $\beta \in \mathbb{C}$ with $|\beta - 1|/|\beta + 1| \leq \varepsilon_\Delta$.

Proof. Let $\beta \in \mathcal{R}(\varepsilon_\Delta)$. In light of Proposition 8, we only have to prove that $Z_{\text{ising}}(T; \beta) \neq 0$ for all trees $T$ with maximum degree at most $\Delta$ with possibly some pinned leaves. Let $v$ be the root of such a tree $T$. We are going to prove that $R(T, v; \beta) \neq -1$ and (unless $T$ consists of a single vertex, pinned to 1, in which case the Theorem is trivial) that $Z_v^0(T, v; \beta) \neq 0$. Note that both assertions combined imply that
\[
Z_{\text{ising}}(T; \beta) = Z_v^0(T, v; \beta) \left(1 + \frac{Z_{\beta}^1(T, v; \beta)}{Z_v^0(T, v; \beta)}\right) = Z_v^0(T, v; \beta)(1 + R(T, v; \beta)) \neq 0
\]
as we want.

First, we restrict ourselves to trees such that every node has at most $d := \Delta - 1$ children and possibly some its leaves are pinned. We claim that for such a tree $T$ with root $v$ we have

1. $R(T, v; \beta) \in \mathcal{R}(1) \cup \{\infty\}$, that is, $R(T, v; \beta)$ has non-negative real part or $R(T, v; \beta) = \infty$ (Proposition 11);
2. if $T$ has height at least 1, then $Z_v^0(T, v; \beta) \neq 0$ (a tree with only one vertex has height 0 by definition).

We carry out the proof by induction on the height of the tree. Let us consider the case when the tree $T$ consists of only one vertex. Depending on whether the vertex is pinned or not, either $R(T, v; \beta) = 1$ and $Z_v^0(T; \beta) = 1$, or $R(T, v; \beta) \in \{0, \infty\}$ and $Z_v^0(T; \beta) \in \{1, 0\}$. In either case, $R(T, v; \beta) \in \mathcal{R}(1) \cup \{\infty\}$.
Now let $T$ be a tree of height $l > 0$ and let us assume that our claim holds for any of the desired trees with height at most $l - 1$. Let $T$ be a tree of height $l$ such that all nodes have at most $d$ children. Let $v$ be its root and let $(T_1, v_1), \ldots, (T_k, v_k)$ be the trees hanging from this root. By assumption, $k \leq d$. Let $r_j = R(T_j, v_j; \beta)$ for all $j \in [k]$. In view of (3), we have

$$R(T, v; \beta) = \prod_{j=1}^{k} h_{\beta}(r_j).$$

(4)

By our induction hypothesis, $r_j \in \mathcal{R}(1) \cup \{\infty\}$ for all $j \in [k]$. In light of Lemma 13, we find that $h_{\beta}(r_j) \in \mathcal{R}(\varepsilon_{\Delta})$ for all $j \in [k]$. This property will be enough to ensure that the product in (4) yields a complex number with non-negative real part. Let us study the argument of any element of $\mathcal{R}(\varepsilon_{\Delta})$. By a trigonometry reasoning shown in Figure 3, the argument of any element in $\mathcal{R}(\varepsilon_{\Delta})$ is in the interval $[-\theta, \theta]$ for $\theta$ such that

$$\tan(\theta) = \frac{r_{\varepsilon_{\Delta}}}{\sqrt{c_{\varepsilon_{\Delta}}^2 - r_{\varepsilon_{\Delta}}^2}} = \frac{2\varepsilon_{\Delta}}{1 - \varepsilon_{\Delta}^2},$$

where $r_{\delta}$ and $c_{\delta}$ are defined in Proposition 11. In view of Remark 12 for $\alpha = \theta/2$, we conclude that $\tan(\theta/2) = \varepsilon_{\Delta}$ and, thus, $\theta/2 = \arctan(\varepsilon_{\Delta}) = \pi/(4d)$. Therefore, the complex number $R(T, v; \beta)$ is the product of $k$ numbers with argument in $[-\theta, \theta] = [-\pi/(2d), \pi/(2d)]$, so its argument is in $[-k\theta, k\theta] \subseteq [-\pi/2, \pi/2]$, where we used $k \leq d$. This is equivalent to saying that $R(T, v; \beta)$ has non-negative real part as we wanted. Note that when $l \geq 1$, we have also shown that $R(T, v; \beta) \in \mathbb{C}$.

Let us now prove that $Z_v^0(T; v; \beta) \neq 0$. We have

$$Z_v^0(T; \beta) = \prod_{j=1}^{k} \left( \beta Z_{v_j}^0(T_j; \beta) + Z_{v_j}^1(T_j; \beta) \right).$$

(5)

If $T_j$ has height at least 1, then

$$\beta Z_{v_j}^0(T_j; \beta) + Z_{v_j}^1(T_j; \beta) = Z_{v_j}^0(T_j; \beta) (\beta + R(T_j, v_j; \beta)) \neq 0,$$

where we used that $Z_{v_j}^0(T_j; \beta) \neq 0$ and $\text{Re}(\beta + R(T_j, v_j; \beta)) > 0$ by the induction hypothesis (recall that $\text{Re}(\beta) > 0$). If $T_j$ has height 0, that is, $T_j$ has only one vertex, then, depending on whether this vertex is pinned or not,

$$\beta Z_{v_j}^0(T_j; \beta) + Z_{v_j}^1(T_j; \beta) \in \{1, \beta, 1 + \beta\}.$$
Therefore, the product in (5) is a product of complex numbers that are non-zero, so $Z^0_v(T; \beta) \neq 0$ as we wanted.

Finally, to prove the Theorem, we consider a tree $T$ with maximum degree at most $\Delta$ and possibly some pinned leaves. Let $v$ be its root and let $(T_1, v_1), \ldots, (T_k, v_k)$ be the trees hanging from this root. By the claim, $R(T_j, v_j; \beta) \in \mathcal{R}(1) \cup \{\infty\}$ for all $j \in [k]$. By Lemma 13, $h_\beta(r_j) \in \mathcal{R}(\varepsilon_\Delta)$ for all $j \in [k]$, so the argument of $h_\beta(r_j)$ is in $[-\pi/(2d), \pi/(2d)]$ for all $j \in [k]$. It follows from this fact, $k \leq \Delta$, and (4), that the argument of $R(T, v; \beta)$ is in $[-k\pi/(2d), k\pi/(2d)] \subseteq [-\Delta\pi/(2d), \Delta\pi/(2d)] \subseteq [-3\pi/4, 3\pi/4],$

where we used that $\Delta \geq 3$. In particular, $R(T, v; \beta)$ is not a negative real number, so $R(T, v; \beta) \neq -1$. The fact that $Z^0_v(T; \beta) \neq 0$ follows analogously from (5), $Z^0_v(T; \beta)$ is a product of non-zero complex numbers.

**Corollary 2.** Let $\Delta$ be an integer with $\Delta \geq 3$. Let $\beta$ be an algebraic number such that $|\beta - 1|/|\beta + 1| < \varepsilon_\Delta$, where $\varepsilon_\Delta = \tan(\pi/(4(\Delta - 1)))$. Then there is an algorithm that, on inputs a graph $G$ with maximum degree at most $\Delta$ and a rational $\varepsilon > 0$, runs in time $\text{poly}(\text{size}(G), 1/\varepsilon)$ and outputs $\hat{Z} = Z_{\text{Ising}}(G; \beta)e^z$ for some complex number $z$ with $|z| \leq \varepsilon$.

**Proof.** The proof follows from combining Theorem 1, the work of Patel and Regts [34] and the work of Barvinok [1]. Let $G$ and $\varepsilon > 0$ be the inputs of our algorithm. We consider the polynomial $q_{G, \beta}(z) = Z_{\text{Ising}}(G; 1 + z(\beta - 1))$. We want to give an FPTAS for $q_{G, \beta}(1) = Z_{\text{Ising}}(G; \beta)$. We claim that, on graphs with maximum degree at most $\Delta$, we can compute the $k$-th coefficient of $q_{G, \beta}(z)$ in polynomial time in $2^k$ and the size of $G$. This claim is proved for the more general case of the graph homomorphism partition function in the proof of [34, Theorem 6.1]. Recall that $1$ and $\beta$ are in the interior of the disk $\mathcal{R}(\varepsilon_\Delta)$ (Proposition 11) so this is also true of an open interval around the line segment between them. Hence, there is $\delta > 0$ such that $1 + z(\beta - 1) \in \mathcal{R}(\varepsilon_\Delta)$ for all $z \in R_\delta$, where $R_\delta$ is a strip of the form $R_\delta = \{z \in \mathbb{C} : -\delta \leq \text{Re}(z) \leq 1 + \delta, |\text{Im}(z)| \leq \delta\}$. In light of Theorem 1, we conclude that $q_{G, \beta}(z) \neq 0$ for all $z \in R_\delta$. In [1, Section 2.2.2] Barvinok constructs a polynomial $\phi_\delta$ and a real number $b_0 > 1$ such that $\phi_\delta(0) = 0$, $\phi_\delta(1)$ and $\phi_\delta(z) \in R_\delta$ for any $z \in B(0, b_0)$. Note that the polynomial $p_{G, \beta}(z) = q_{G, \beta}(\phi_\delta(z))$ does not vanish in $\overline{B}(0, b_0)$. Finally, we compute an approximation of $p_{G, \beta}(1) = Z_{\text{Ising}}(G; \beta)$ as in [1, Lemma 2.2.1] using the truncated Taylor series of $\log p_{G, \beta}(z)$. The algorithm of Barvinok uses $O(\log(\text{deg}(p_{G, \beta})/\varepsilon)) = O(\log(\text{size}(G)/\varepsilon))$ coefficients of the Taylor series of $\log p_{G, \beta}(z)$. Here the implicit “$O$" notation depends only on $\beta$. These coefficients can be computed using the algorithm of Patel and Regts in polynomial time in $\text{size}(G)$ and $1/\varepsilon$. We conclude that [1, Lemma 2.2.1] computes $Y$ such that $|\log p_{G, \beta}(1) - Y| \leq \varepsilon$ in polynomial time in $\text{size}(G)$ and $1/\varepsilon$. Let $z = \log p_{G, \beta}(1) - Y$ and $\hat{Z} = \exp(Y)$. Then we have $\hat{Z} = Z_{\text{Ising}}(G; \beta)e^z$ and $|z| \leq \varepsilon$ as we wanted. $\square$

### 2.3 Comparing our result to the state of the art

In this section we gather all the results we are aware of on the zeros of the partition function of the Ising model and compare them to Theorem 1. We show that our result extends the state of the art significantly.

---

2The idea presented in the proof of Corollary 2 is known among experts, see for example, [29]; we include it here for completeness. We note that the only properties of $S = \{z \in \mathbb{C} : |z - 1|/|z + 1| < \varepsilon_\Delta\}$ needed are that $S$ is open and $(t + (1 - t)\beta : t \in [0, 1]) \subseteq S$ for all $\beta \in S$. 12
Results on the zeros of the graph homomorphism partition function can be particularised to the Ising model. Before stating these results, let us introduce this partition function. Let \( G = (V, E) \) be an undirected graph, possibly with multiple edges or loops, and let \( A = (a_{ij}) \) be a \( k \times k \) symmetric matrix of complex numbers. The graph homomorphism partition function is defined as

\[
\hom(G; A) = \sum_{\phi: V \to [k]} \prod_{\{u,v\} \in E} a_{\phi(u) \phi(v)},
\]

where \([k]\) denotes \( \{1, \ldots, k\} \). When \( k = 2 \) and \( a_{11} = a_{22} \) we have

\[
\hom(G; A) = a_1 |E| \sum_{\phi: V \to \{1,2\}} \prod_{\{u,v\} \in E: \phi(u) = \phi(v)} a_{11} a_{12} = a_1 |E| Z_{\text{Ising}} \left( G; \frac{a_{11}}{a_{12}} \right),
\]

recovering the partition function of the Ising model as a particular case.

To the best of our knowledge, the best result on the zeros of the graph homomorphism partition function known up to date is the following result of Barvinok.

**Theorem 14** ([1, Theorem 7.1.4]). For a positive integer \( \Delta \), let

\[
\delta_\Delta = \max \left\{ \sin \left( \frac{\alpha}{2} \right) \cos \left( \Delta \frac{\alpha}{2} \right) : 0 < \alpha < \frac{2\pi}{3\Delta} \right\}.
\]

Then for any graph \( G = (V, E) \) with maximum degree at most \( \Delta \), we have \( \hom(G; A) \neq 0 \) for any complex symmetric matrix \( A \) with dimension \( k \times k \) such that \( |1 - a_{ij}| \leq \delta_\Delta \) for any \( i, j \in \{1, \ldots, k\} \).

Theorem 14 can be naively translated to the Ising model by considering matrices of the form

\[
\begin{bmatrix}
\beta & 1 \\
1 & \beta
\end{bmatrix}.
\]

For those matrices, Theorem 14 says that \( Z_{\text{Ising}}(G, \beta) \neq 0 \) when \( |1 - \beta| \leq \delta_\Delta \). One can obtain a stronger result for the Ising model if we apply (6) together with Theorem 14.

**Corollary 15.** Let \( \Delta \) be a positive integer, let \( \delta_\Delta \) as in (7) and let

\[
\beta \in \bigcup_{a \in B(1, \delta_\Delta)} \frac{1}{a} B(1, \delta_\Delta).
\]

Then \( Z_{\text{Ising}}(G, \beta) \neq 0 \) for any graph \( G \) with maximum degree at most \( \Delta \).

**Proof.** We can write \( \beta = a_{11}/a_{12} \) for \( a_{11}, a_{12} \in B(1, \delta_\Delta) \). We consider the matrix

\[
A = \begin{bmatrix} a_{11} & a_{12} \\ a_{12} & a_{11} \end{bmatrix}.
\]

By (6) and Theorem 14 we have \( Z_{\text{Ising}}(G, \beta) = a_1^{-|E|} \hom(G; A) \neq 0 \) for any graph \( G = (V, E) \) with maximum degree at most \( \Delta \).

The case \( a = 1 \) is the naive application of Theorem 14 mentioned after Theorem 14. Taking \( a = 1/\sqrt{\beta} \) in Corollary 15 gives the following corollary that can be found in the work of Mann and Bremner [31].
Corollary 16 ([31, Corollary 7]). Let $\Delta$ be a positive integer, let $\delta_{\Delta}$ as in (7) and let $\beta \in \mathbb{C}$ such that $|1 - 1/\sqrt{\beta}| \leq \delta_{\Delta}$ and $|1 - \sqrt{\beta}| \leq \delta_{\Delta}$. Then $Z_{\text{Ising}}(G, \beta) \neq 0$ for any graph $G$ with maximum degree at most $\Delta$.

Proof. This is a particular case of Corollary 15 where $a$ is set to $1/\sqrt{\beta}$.

In Lemma 17 we show that the sets $\bigcup_{a \in B(1, \delta)} \overline{B}(1, \delta)/a$ and $\mathcal{R}(\delta)$ are related.

Lemma 17. For any $\delta \in (0, 1)$, we have

$$
\left[ \frac{1 - \delta}{1 + \delta}, \frac{1 + \delta}{1 - \delta} \right] \subseteq \bigcup_{a \in B(1, \delta)} \frac{1}{a} \overline{B}(1, \delta) \subseteq \mathcal{R}(\delta).
$$

Proof. The first inclusion follows from the fact that

$$
\left[ \frac{1 - \delta}{1 + \delta}, \frac{1 + \delta}{1 - \delta} \right] \subseteq \frac{1}{1 + \delta} \overline{B}(1, \delta) + \frac{1}{1 - \delta} \overline{B}(1, \delta).
$$

In the rest of the proof we focus on the second inclusion. First, let us consider $a$ of the form $a = 1 + \delta e^{i\theta}$ for some $\theta \in [0, 2\pi)$. We show that $\overline{B}(1, \delta)/a \subseteq \mathcal{R}(\delta)$. Note that $\overline{B}(1, \delta)/a = \overline{B}(1, \delta)/|a|$. Since $\overline{B}(1, \delta)/a$ and $\mathcal{R}(\delta)$ are convex, we only have to show that the border of $\overline{B}(1, \delta)/a$ is contained in $\mathcal{R}(\delta)$. Let $\beta$ be in the border of $\overline{B}(1, \delta)/a$. We can write $\beta = (1 + \delta e^{i\tau})/a = (1 + \delta e^{i\tau})/(1 + \delta e^{i\theta})$ for some $\tau \in [0, 2\pi)$. We have

$$
\frac{\beta - 1}{\beta + 1} = \delta \frac{e^{i\tau} - e^{i\theta}}{2 + \delta(e^{i\tau} + e^{i\theta})}.
$$

The norm of the right hand size of (8) is bounded by $\delta$. This can be shown using Mathematica (see Appendix B for the code). Hence, $\beta$ is in $\mathcal{R}(\delta)$ as we wanted.

Now we consider the case when $a = 1 + re^{i\theta}$ for some $r \in (0, \delta)$. Let $f(z) = 1/z$ and $\Omega = f(\overline{B}(1, \delta))$. We claim that the set $f(\overline{B}(1, \delta))$ is convex. Let us finish the proof assuming this claim. The map $f$ maps the border of $\overline{B}(1, \delta)$ to the border of $f(\overline{B}(1, \delta))$. Thus, we can write $1/a = \lambda f(a_1) + (1 - \lambda)f(a_2)$ for some $\lambda \in (0, 1)$ and $a_1$ and $a_2$ in the circle of centre 1 and radius $\delta$. We obtain,

$$
\frac{1}{a} \overline{B}(1, \delta) = \frac{\lambda}{a_1} \overline{B}(1, \delta) + (1 - \lambda) \frac{1}{a_2} \overline{B}(1, \delta),
$$

which is contained in $\mathcal{R}(\delta)$ due to the convexity of $\mathcal{R}(\delta)$ (Proposition 11, $\mathcal{R}(\delta)$ is a closed disk) and the fact that $\overline{B}(1, \delta)/a_1$ and $\overline{B}(1, \delta)/a_2$ are contained in $\mathcal{R}(\delta)$ as we argued at the beginning of this proof.

Finally we prove that $f(\overline{B}(1, \delta))$ is a convex set. The map $f(z) = 1/z$ is a Mobius map, so it sends lines and circles to lines and circles, see Section 3.3 on rational maps. The points $f(1 - \delta), f(1 + \delta), f(1 + i\delta)$ are not aligned so $f$ sends the circle of center 1 and radius $\delta$ to a circle determined by the points $1/(1 - \delta), 1/(1 + \delta)$ and $1/(1 + i\delta)$. Note that $f(1) = 1$ is in the disk determined by this circle, so $f(\overline{B}(1, \delta))$ is a closed disk and, in particular, convex.

As a consequence of Lemma 17, the non-zero regions of the partition function of the Ising model given by Corollaries 15 and 16 are contained in $\mathcal{R}(\delta_{\Delta})$, where $\delta_{\Delta}$ is as in (7). Recall that the zero-free region given in Theorem 1 is $\mathcal{R}(\varepsilon_{\Delta})$, where $\varepsilon_{\Delta} = \tan(\pi/(4\Delta - 4))$. By
the definition of $\mathcal{R}(\delta)$ (see Definition 10), we have $\mathcal{R}(\delta_{\Delta}) \subseteq \mathcal{R}(\varepsilon_{\Delta})$ if and only if $\delta_{\Delta} \leq \varepsilon_{\Delta}$. Hence, now we compare $\delta_{\Delta}$ and $\varepsilon_{\Delta}$. Figure 4 shows that our $\varepsilon_{\Delta}$ is significantly larger than $\delta_{\Delta}$, so Theorem 1 improves the results of Barvinok, Mann and Brenner (Corollaries 15 and 16) considerably, particularly for the case $\Delta = 3$. See also Figure 1. The limit of $\varepsilon_{\Delta}(\Delta - 1)$ is $\pi/4 = 0.785...$, whereas we have numerically checked that $\delta_{\Delta}(\Delta - 1)$ tends to 0.561... Thus, our result is stronger for all $\Delta$, and in the limit as $\Delta \to \infty$.

![Figure 4: Plot of the quantities $\varepsilon_{\Delta}(\Delta - 1)$ and $\delta_{\Delta}(\Delta - 1)$.](image)

When the edge interaction $\beta$ is real, the partition function of the anti-ferromagnetic Ising model (corresponding to the case $\beta < 1$) has an FPTAS when $\beta$ is in the uniqueness region of the infinite $\Delta$-regular tree [37]. This uniqueness region turns out to be the interval $((\Delta - 2)/\Delta, \Delta/(\Delta - 2))$. When $\beta > 1$ (corresponding to the ferromagnetic Ising model) the partition function has an FPRAS on arbitrary graphs (with no restrictions on the degree) by the work of Jerrum and Sinclair [25]. However, in the case of the anti-ferromagnetic Ising model ($\beta \in (0,1)$) this uniqueness/non-uniqueness phase transition is also a computational transition for the complexity of approximating the partition function of the Ising model: unless $\text{RP} = \text{NP}$, for all $\Delta \geq 3$, there is no FPRAS for approximating the partition function on graphs of maximum degree $\Delta$ when $\beta \in (0,(\Delta - 2)/\Delta)$ [15]. Interestingly, the uniqueness interval $((\Delta - 2)/\Delta, \Delta/(\Delta - 2))$ is contained in a complex zero-free region of the partition function of the Ising model.

**Theorem 18** ([29, Theorem 1.2]). Let $\Delta$ be an integer with $\Delta \geq 3$. For any $\beta \in ((\Delta - 2)/\Delta, \Delta/(\Delta - 2))$, there exists a $\delta > 0$ such that for all $\beta' \in \mathbb{C}$ with $|\beta' - \beta| < \delta$, we have $Z_{\text{Ising}}(G; \beta') \neq 0$ for any graph $G$ with maximum degree at most $\Delta$.

The argument given in the proof [29, Theorem 1.2] uses continuity to prove the existence of $\delta > 0$ as in the statement. Hence, the zero-free region is not given explicitly. We note that Theorem 18 cannot be extended to include more edge interactions $\beta \in (0,(\Delta - 2)/\Delta)$ unless $\text{RP} = \text{NP}$ as, by the work of Patel and Regts [34], this would imply easiness of approximating $Z_{\text{Ising}}(G; \beta')$ on graphs with maximum degree $\Delta$.

A recent paper of Barvinok and Barvinok gives another region where $Z_{\text{Ising}}(G; \beta)$ is non-zero [2]. This result actually applies to the multivariate Ising model with a field but it can be stated for our particular case as follows.
Theorem 19 ([2, Theorem 1.1]). Let $\Delta$ be a positive integer with $\Delta \geq 3$. Let $a \in \mathbb{C}$ and let $\beta = e^{2a}$. Suppose that for some $0 < \delta < 1$ we have $|\text{Re}(a)| < (1 - \delta)/\Delta$ and $|\text{Im}(a)| \leq \delta^2/(10\Delta)$. Then $Z_{\text{Ising}}(G; \beta) \neq 0$ for any graph $G$ with maximum degree at most $\Delta$.

Generally Theorems 1 and 19 are incomparable for $\Delta$ large enough, both of them cover edge interactions that escape from the other result. However, for $\Delta = 3$ Barvinok’s region is contained in the region $R(\tan(\pi/(4\Delta - 4)))$ covered by Theorem 1. This is depicted in Figure 1, where all the regions introduced in this section have been plotted for $\Delta = 3$.

3 Proof of our hardness results

In this section we prove Theorem 3. Our hardness proof uses the reduction developed by Goldberg and Jerrum [18]. Goldberg and Jerrum developed this reduction to obtain #P-hardness results for determining the sign of the Tutte polynomial, which (in its random-cluster formulation) is a two-variable polynomial with variables $q$ and $y$ that includes the partition function of the Ising model as a particular case with the change of variables $q = 2$ and $y = \beta$. This reduction has been further refined in [17] to obtain #P-hardness results for the problem of approximating the norm of the Tutte polynomial. Further refinements have been obtained in [14], where the authors give a reduction from exact evaluation of the Tutte polynomial to approximation of this polynomial with complex edge interactions. This later refinement is particularly useful when obtaining hardness results for restricted families of graphs for which exact evaluation of the Tutte polynomial remains hard. In [14] this was exploited to prove hardness of approximation for planar graphs whereas here we exploit this reduction to obtain hardness of approximation for bounded-degree graphs for the partition function of the Ising model.

In order to apply the reduction given in [14] there are a few technical results that we have to develop. The reduction is based on the binary search / interval shrinking technique of Goldberg and Jerrum [18] and this requires us to be able to implement approximations of any real edge interaction efficiently. We formalised this property in Definition 4 (recall that we denote by $A$ the set of real algebraic numbers and we denote by $C_A$ the set of complex algebraic numbers).

Our work shows that we can implement the complex plane in polynomial time for most pairs $(\Delta, \beta)$. These pairs $(\Delta, \beta)$ are those where $\beta \notin \mathbb{R}$ and $|\beta - 1|/|\beta + 1| > 1/\sqrt{\Delta - 1}$, see Lemma 5. If we could extend Lemma 5 to other pairs $(\Delta, \beta)$, then we could automatically extend Theorem 3 to these pairs. In other words, the limiting factor in the proof of Theorem 3 is being able to $(\Delta, \beta)$ implement the real line. In fact, most of our work is devoted to this task. The proof of Lemma 5 heavily uses the results of [7] as an input. In [7], the authors $(\Delta, \lambda)$ implement the complex plane in polynomial time for the independent set polynomial for most complex activities $\lambda^k$. Their arguments apply results of complex dynamics in conjunction with the tree recurrence for the independent set polynomial. It turns out that the arguments presented in [7] can be generalised so that they can be applied to other spin systems, and we do so in Appendix A. We refer to [7, Section 2] or our Appendix A for a description of this complex dynamics approach.

This section is organised as follows. First, in Section 3.1 we indicate how we represent algebraic numbers and how we compute with them. In Section 3.2 we introduce implemen...
tations formally as well as some constructions that we use in our proofs. In Section 3.3 we state the results of complex dynamics that are used in our implementation results. In Section 3.4 we introduce the framework needed to implement the real line in polynomial-time (using Appendix A as an input). In Section 3.5 we use this framework to prove Lemma 5. Then in Section 3.6 we use Lemma 5 in conjunction with the reductions of [14] to prove our hardness results.

3.1 Computing with algebraic numbers

Our hardness result (Theorem 3) involves algebraic edge interactions. Here we specify how we represent algebraic numbers and how we perform arithmetic computations with them. An algebraic number \( z \) can be represented as its minimal polynomial \( p \) and a rectangle \( R \) of the complex plane such that \( z \) is the only root of \( p \) in \( R \). We can compute the addition, subtraction, multiplication, division and conjugation of algebraic numbers in polynomial time in the length of their representations, see [39] for details. As a consequence, we can also compute the real and imaginary parts of \( z \) and the norm of \( z \), which are algebraic numbers themselves, in polynomial time. Note that an algebraic number is 0 if and only if its minimal polynomial is \( x \), which can be easily checked in this representation. Hence, we can also determine in polynomial time whether two algebraic numbers \( z_1 \) and \( z_2 \) are equal by checking if \( z_1 - z_2 \) is 0.

When \( z \) is a real algebraic number, we can simply represent it as its minimal polynomial \( p \) and an interval \( I \) with rational endpoints such that \( z \) is the only root of \( p \) in \( I \). If we are given a real algebraic number \( z \) with this representation, then we can approximate it as closely as we want by applying Sturm sequences and binary search [13]. In fact, for \( z_1 \) and \( z_2 \) real algebraic numbers, Sturm sequences also allow us to check whether \( z_1 \geq z_2 \) in time polynomial in the length of the representations of \( z_1 \) and \( z_2 \). See [13] for more details and complexity analysis. In some of our algorithms we have to check, for \( z, x \in \mathbb{C} \) and \( r \in \mathbb{A} \) with \( r > 0 \), if \( z \in B(z, x) \) or \( z \in \overline{B}(z, x) \). Note that \( |z - x| \) is a real algebraic number, and thus, we can check if \( |z - x| < r \) or \( |z - x| = r \) in polynomial time in the sizes of \( x, z \) and \( r \).

3.2 Implementing weights, series compositions and parallel compositions

In this section we define implementations and series and parallel compositions for the Ising model. These concepts have been used several times to obtain hardness results for partition functions, see for instance [18] for definitions in the context of Tutte polynomials or [12] for definitions for the graph homomorphism partition function. Here we restrict ourselves to the partition function of the Ising model.

We will make use of the following notation. Let \( H = (V, E) \) be a graph and let \( s \) and \( t \) be two distinct vertices of \( H \). For \( j, k \in \{0, 1\} \) we define

\[
Z_{st}^{jk}(H; \beta) = \sum_{\sigma: V \to \{0, 1\}} \beta^{m(\sigma)}.
\]

The interaction matrix of \( H \) at \((s, t)\) is the matrix

\[
I_{st}(H; \beta) = \begin{bmatrix}
Z_{st}^{00}(H; \beta) & Z_{st}^{01}(H; \beta) \\
Z_{st}^{10}(H; \beta) & Z_{st}^{11}(H; \beta)
\end{bmatrix}.
\]
We say that the graph $H$ $\beta$-implements the weight $w$ if there are vertices $s$ and $t$ in $H$ such that the interaction matrix $I_{st}(H; \beta)$ is of the form

$$C \begin{bmatrix} w & 1 \\ 1 & w \end{bmatrix}$$

for some complex number $C$ with $C \neq 0$ or, equivalently, $Z_{st}^{01}(H; \beta) \neq 0$ and we have $Z_{st}^{01}(H; \beta)/Z_{st}^{01}(H; \beta) = w$. The point of implementations is that if we substitute an edge $e$ with weight $w$ of a graph $G$ by the graph $H$ (identifying the endings of $e$ with the vertices $s$ and $t$), the value of the partition function stays the same up to the factor $C = Z_{st}^{01}(H; \beta)$, see for instance [14, Lemma 9]. Hence, if we have an oracle to evaluate the partition function of the Ising model at $\beta$ and we know $C$, we can use this oracle to evaluate this partition function at $w$. This idea is exploited in many hardness reductions, see [14] and the references therein.

In this paper we are interested in graphs with bounded degree, so in order to use this construction while maintaining the maximum degree of the graphs involved, the vertices $s$ and $t$ should have degree at most $\Delta$.

This is formalised in the following definition.

**Definition 20.** Let $\Delta \geq 2$ be an integer and $\beta \in \mathbb{C} \setminus \{0\}$. Let $G$ be a graph. We say that $G$ $(\Delta, \beta)$-implements the edge interaction $\beta'$ in $\mathbb{C}$ if $G$ has maximum degree at most $\Delta$ and $G$ $\beta$-implements $\beta'$ with the terminals $s$ and $t$. We say that $(\Delta, \beta)$ implements the edge interaction $\beta' \in \mathbb{C}$ if there is a graph $G$ that $(\Delta, \beta)$-implements $\beta'$. More generally, we say that $(\Delta, \beta)$ implements a set of edge interactions $S \subseteq \mathbb{C}$ if $(\Delta, \beta)$ implements $\beta'$ for any $\beta' \in S$.

It is important to know that implementations are transitive, that is, if $H$ $(\Delta, \beta)$-implements the weight $w$ and $J$ $(\Delta, w)$-implements the weight $\gamma$, it is not difficult to construct a graph that $(\Delta, \beta)$-implements $\gamma$.

We now state a systematic way to implement edge interactions. Let $H_1 = (V_1, E_1)$ and $H_2 = (V_2, E_2)$ be two graphs. For each $j \in \{1, 2\}$, let $s_j, t_j \in V_j$ be two distinct vertices.

1. The parallel composition of $(H_1, s_1, t_1)$ and $(H_2, s_2, t_2)$ is the graph $H$ constructed by considering the union of $H_1$ and $H_2$ and identifying $s_1$ with $s_2$ and $t_1$ with $t_2$. The interaction matrix $I_{s_1t_1}(H; y)$ is the Hadamard product (or component-wise product) of the interaction matrices $I_{s_1t_1}(H_1; y)$ and $I_{s_2t_2}(H_2; y)$. Hence, if $(H_j, s_j, t_j)$ implements $w_j$ for $j \in \{1, 2\}$, then $(H, s_1, t_1)$ implements $w = w_1 w_2$.

2. The series composition of $(H_1, s_1, t_1)$ and $(H_2, s_2, t_2)$ is the graph $H$ constructed by considering the union of $H_1$ and $H_2$ and identifying $t_1$ with $s_2$. The interaction matrix $I_{s_1t_2}(H; y)$ is the product of the interaction matrices $I_{s_1t_1}(H_1; y)$ and $I_{s_2t_2}(H_2; y)$. Hence, if $(H_j, s_j, t_j)$ implements $w_j$ for $j \in \{1, 2\}$, $(H, s_1, t_1)$ implements the edge interaction $w = (w_1 w_2 + 1)/(w_1 + w_2)$. Note that this operation is commutative, the series composition of $(H_1, s_1, t_1)$ and $(H_2, s_2, t_2)$ implements the same weight as the series composition of $(H_2, s_2, t_2)$ and $(H_1, s_1, t_1)$.

Series compositions are particularly helpful when working with graphs with bounded degree. In our constructions we usually consider the series composition of a graph $H$ that $(\Delta, \beta)$-implements a weight $w$ and a path of length 1 with edge interaction $\beta$. This allows us to have a terminal vertex with degree 1 in the resulting graph. This construction implements the edge interaction

$$h_\beta(w) = \frac{\beta w + 1}{\beta + w}.$$  

(9)
The Möbius map \( h_\beta \) arises very frequently in this work and plays an important role in our arguments.

### 3.3 Iteration of complex rational maps

In Appendix A we extend the work on implementations for the independent set polynomial given in [7] to a more general setting so that these results can be applied to other partition functions, such as the partition function of the Ising model. The technique developed in [7] uses several results from complex dynamics that we recall here. These complex dynamics results are also used in this section when implementing edge interactions for the Ising model. We gather all this material in this section. We refer to [33] for an introduction to Riemann surfaces and to [4, 32] for an introduction to complex dynamics.

By \( \hat{C} = C \cup \{\infty\} \) we denote the Riemann sphere. The Riemann sphere is a metric space with the chordal metric \( d(\cdot, \cdot) \), given by

\[
d(z, w) = \frac{2|z - w|}{\left(1 + |z|^2\right)^{1/2} \left(1 + |w|^2\right)^{1/2}}, \quad \text{and} \quad d(z, \infty) = \lim_{w \to \infty} d(z, w) = \frac{2}{\left(1 + |z|^2\right)^{1/2}}.
\]

The Riemann sphere is a Riemann surface, meaning that locally the Riemann sphere is homeomorphic to open subsets of \( \mathbb{C} \). One can translate several results from complex analysis to Riemann surfaces. An example of such a result is the open mapping theorem, see, for example, [33, Theorem 2.2.2].

**Proposition 21** (Open mapping theorem for Riemann surfaces, [33, Theorem 2.2.2]). Let \( X \) and \( Y \) be Riemann surfaces. If \( \phi : X \to Y \) is a non-constant holomorphic mapping, then \( \phi \) is open, that is, \( \phi(O) \) is an open subset of \( Y \) for any open set \( O \subseteq X \).

One can show that the set of holomorphic functions on the Riemann sphere is exactly the set of rational functions. A rational function of degree \( d \) is a \( d \)-fold map on \( \hat{C} \). Hence, the automorphisms on the Riemann sphere are precisely the rational functions of degree 1. These are also known as Möbius maps or Möbius transformations. We use the following two properties of Möbius maps.

**Proposition 22** ([33, Theorem 5.7.3, part (f)]). If \( C \) is a circle in \( \hat{C} \) (i.e., \( C \) is a circle in \( \mathbb{C} \) or \( C = L \cup \{\infty\} \) for some line \( L \) in \( \mathbb{C} \)), then the image of \( C \) under any Möbius map is also a circle in \( \hat{C} \).

**Proposition 23** ([33, Proof of Theorem 5.8.2]). Let \( a \in \mathbb{C} \) with \( |a| < 1 \), \( \theta \in \mathbb{R} \) and let \( \phi(z) = e^{i\theta}(az + 1)/(\overline{a} + z) \). Then the Möbius map \( \phi \) fixes the circle \( C(0, 1) \).

It is well-known that holomorphic complex maps are locally Lipschitz and this is exploited in [7]. Here we use a global Lipschitz property on the Riemann sphere, see Lemma 24.

**Lemma 24** ([4, Theorem 2.3.1]). Let \( f \) be a rational map. Then \( f \) is a Lipschitz map on the Riemann sphere, that is, there is a constant \( L > 0 \) such that \( d(f(z), f(w)) \leq Ld(z, w) \) for every \( z, w \in \hat{C} \), where \( d \) is the chordal metric.

We conclude this section by introducing some results from complex dynamics. For a non-negative integer \( n \) we denote by \( f^n \) the \( n \)-fold iterate of \( n \) (for \( n = 0 \), \( f^0 \) denotes the identity map). Let \( f : \hat{C} \to \hat{C} \) be a rational map. Suppose that \( \omega \in \hat{C} \) is a fixed point of \( f \). If \( \omega \in \mathbb{C} \),
the multiplier of $f$ at $\omega$ is defined as $f'(\omega)$. If $\omega = \infty$, the multiplier of $f$ at $\omega$ is defined as $1/f'(\infty)$. The behaviour of the iterates $f^n$ near a fixpoint is characterised in terms of the multiplier $q$ of $f$ at this fixpoint. With this in mind, there are three types of fixpoints: attracting if $|q| < 1$, neutral or indifferent if $|q| = 1$, and repelling if $|q| > 1$. We also need to introduce the Julia set of $f$. We refer to [4] for a definition, here we only use the two following properties of Julia sets, Lemma 25 and Theorem 26.

**Lemma 25** ([32, Lemma 4.6]). Let $f : \hat{\mathbb{C}} \to \hat{\mathbb{C}}$ be a rational map. Every repelling fixpoint of $f$ belongs to the Julia set of $f$.

A set $U$ is a neighbourhood of $x$ if it contains a ball $B(x, r)$ for some $r > 0$. The exceptional set of a rational map $f$ is the set of points $z \in \hat{\mathbb{C}}$ such that $|z| = \{z' \in \hat{\mathbb{C}} : f^n(z') = f^m(z) \text{ for some integers } n, m \geq 0 \}$ is finite.

**Theorem 26** ([4, Theorem 4.2.5]). Let $f : \hat{\mathbb{C}} \to \hat{\mathbb{C}}$ be a rational map with exceptional set $E_f$. Let $z_0$ be a point in the Julia set of $f$ and let $U$ be a neighbourhood of $z_0$. Then $\bigcup_{n=0}^{\infty} f^n(U) = \hat{\mathbb{C}} \setminus E_f$.

The exceptional points of $f$ can be characterised as follows.

**Lemma 27** ([32, Lemma 4.9] and [4, Theorem 4.1.2]). Let $f : \hat{\mathbb{C}} \to \hat{\mathbb{C}}$ be a complex rational map of degree at least 2, and let $E_f$ be its exceptional set. Then, $|E_f| \leq 2$. Moreover,

- if $E_f = \{\zeta\}$, then $\zeta$ is a fixed point of $f$ with multiplier 0;
- if $E_f = \{\zeta_1, \zeta_2\}$ where $\zeta_1 \neq \zeta_2$, then $\zeta_1, \zeta_2$ have multiplier 0 and either they are fixed points of $f$, or $f(\zeta_1) = \zeta_2$ and $f(\zeta_2) = \zeta_1$.

### 3.4 Ising and Mobius programs

In this section we introduce the framework that we use to implement the real line in polynomial time for the Ising model. Our proofs are based on the techniques developed in [7] for the hardcore model. The idea behind the implementation results of [7] is the following one. First, we have to come up with a recursively-constructed gadget that implements a weight $f(z_1, z_2, \ldots, z_d)$ assuming that we can implement $z_1, \ldots, z_d$. Then we apply results of complex dynamics to the function $f$ in order to understand which points we can implement by iterating $f$. As we will see, it is important that the function $f$ is of the form $g(z_1 z_2 \cdots z_d)$, where $g$ is a Mobius map. In [7] the function $f$ naturally arises from the tree-recurrence for vertex implementations in the hardcore model. Unfortunately vertex-style implementations are useless in the Ising model; due to the perfect symmetry nothing interesting can be implemented through that route. Hence, we need to devise another way to obtain this type of recurrence in the Ising model. This is done in Proposition 29 for the Mobius map $g_\beta$, which is introduced in Definition 28.

**Definition 28.** Let $\Delta \geq 3$ and $\beta \in \mathbb{C}$, and set $d := \Delta - 1$. Let $h_\beta(x) = (\beta x + 1)/(\beta + x)$ and let $g_\beta(x) = h_\beta(h_\beta(x))$. An Ising-program for $\beta$ is a sequence $a_0, a_1, \ldots$, starting with $a_0 = \beta$ and satisfying

$$a_k = g_\beta(a_{i_k,1} \cdots a_{i_k,d_k}) \quad \text{for } k \geq 1,$$

where $d_k \in [d]$ and $i_{k,1}, \ldots, i_{k,d_k} \in \{0, \ldots, k - 1\}$. We say that the Ising program $a_0, a_1, \ldots$ generates $x \in \mathbb{C}$ if there exists an integer $k \geq 0$ such that $a_k = x$. 
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We use these definitions for \( h_\beta \) and \( g_\beta \) several times in the rest of Section 3. We work with Ising-programs from a computational point of view. We represent an element \( a_k \) of an Ising-program by the tuples \((i_{j,1}, \ldots, i_{j,d_j})\) for \( j \in \{2, \ldots, k\}\), so computing \( a_k \) means computing its representation as a sequence of tuples. Proposition 29 gives a gadget that implements the edge-interactions generated by an Ising-program.

**Proposition 29.** Let \( \Delta \geq 3 \) and \( \beta \in \mathbb{C} \). Suppose that \( a_0, a_1, \ldots \) is an Ising-program for \( \beta \). Then, for every \( k \geq 0 \), we can compute from the representation of \( a_k \) a graph \( H_k \) with maximum degree at most \( \Delta \) that \((\Delta, \beta)\)-implements the edge interaction \( a_k \). This computation takes \( \text{poly}(\Delta, k) \) steps.

**Proof.** Set \( d := \Delta - 1 \). We give a recursive algorithm for the task of the statement. For \( k = 0 \), our algorithm outputs the graph with two vertices and one edge joining them. This graph implements the edge interaction \( a_0 = \beta \). For \( k > 0 \), first our algorithm computes recursively graphs \( H_0, \ldots, H_{k-1} \) such that \( H_j \ (\Delta, \beta)\)-implements \( a_j \) for every \( j \in \{0, \ldots, k-1\} \). Since \( a_0, a_1, \ldots \) is an Ising-program, we have \( a_k = g_\beta(a_{i_{k,1}}, \ldots, a_{i_{k,d_k}}) \) for \( d_k \in [d] \) and some indexes \( i_{k,1}, \ldots, i_{k,d_k} \in \{0, \ldots, k-1\} \). We have access to these indexes since we have access to the representation of \( a_k \). Our algorithm constructs \( H_k \) as the series composition of the following graphs: \( H_0 \), the parallel composition of the graphs \( H_{i_{k,1}}, \ldots, H_{i_{k,d_k}} \), and \( H_0 \). The graph \( H_k \) implements the same edge interaction as that implemented by the graph shown in Figure 5.

![Figure 5: The recursive construction for \( H_k \).](image)

By the properties of series and parallel compositions, see (9), the graph \( H_k \) implements the edge interaction \( h_\beta(h_\beta(a_{i_{k,1}}, \ldots, a_{i_{k,d_k}})) = a_k \). Note that constructing \( H_k \) from \( H_0, \ldots, H_{k-1} \) takes \( \text{poly}(\Delta, k) \) steps, so in total our algorithm has performed at most \( k \) times that number of steps. \( \Box \)

Note that \( g_\beta \) is the composition of two Mobius maps and, thus, is a Mobius map. Hence, Ising-programs can be viewed as a particular case of Mobius-programs (see Definition 30).

**Definition 30.** Let \( d \geq 2 \) be an integer, \( g \) be a Mobius map and \( a_0 \in \mathbb{C} \). A Mobius-program for \( g \) and \( d \) starting at \( a_0 \) is a sequence of complex numbers \( a_0, a_1, \ldots \) of the form

\[
a_k = g(a_{i_{k,1}}, \ldots, a_{i_{k,d_k}}) \quad \text{for } k \geq 1,
\]

where \( d_k \in [d] \) and \( i_{k,1}, \ldots, i_{k,d_k} \in \{0, \ldots, k-1\} \). We say that the Mobius-program \( a_0, a_1, \ldots \) generates \( x \in \mathbb{C} \) if there exists a non-negative integer \( k \) such that \( a_k = x \). We usually omit \( d \) when its value is clear from the context.

In [7] the authors studied the points that can be generated by those Mobius-programs starting at \( a_0 = \lambda \) for

\[
g(x) = \frac{1}{1 + \lambda x},
\]
where \( \lambda \) is an activity for the independent set polynomial. They called this program a hardcore-program. The study of hardcore-programs is at the core of the hardness results for the independent set polynomial derived in [7]. It turns out that their results on hardcore-programs can be generalised to our setting of Mobius-programs. In short, their techniques imply that under some hypothesis we can efficiently generate approximations of any complex number with Mobius-programs algorithmically. First, let us introduce some notation that we use to generalise their results.

**Definition 31.** Let \( d \geq 2 \) be an integer and let \( g \) be a Mobius map. Let \( a_0 \in \mathbb{C} \). We say that \( \gamma \in \mathbb{C} \setminus \mathbb{R} \) is program-approximable for \( g, d \) and \( a_0 \) if for each \( \varepsilon > 0 \), there is a Mobius-program for \( g \) and \( d \) starting at \( a_0 \) that generates a number \( x \in \mathbb{C} \setminus \mathbb{R} \) with \( 0 < |\gamma - x| \leq \varepsilon \).

**Definition 32.** Let \( d \geq 2 \) be an integer and let \( g \) be a Mobius map with coefficients in \( \mathbb{C}_\gamma \). Let \( a_0 \in \mathbb{C}_\gamma \). We say that \( \gamma \in \mathbb{C} \) is densely program-approximable in polynomial time for \( g, d \) and \( a_0 \) if there is \( r_\gamma \in \mathbb{A}_{>0} \) such that for each positive integer \( k \) there is an algorithm whose inputs are a rational \( \varepsilon > 0 \) and \( \lambda' \in B(\gamma, r_\gamma) \cap \mathbb{C}_\lambda \) that computes, in polynomial time in size(\( \varepsilon \)) and size(\( \lambda' \)), \( k \) distinct complex numbers \( x_1, x_2, \ldots, x_k \) generated by Mobius-programs for \( g \) starting at \( a_0 \) with \( |\lambda' - x_j| \leq \varepsilon \) for all \( j \in [k] \).

In both definitions, we usually omit \( d \) when its value is clear from the context.

In [7] the author consider a fixed point of \( f(x) := g(x^d) \) that is program-approximable for their choice of \( g \) and \( a_0 \) and show that this fixed point is densely program-approximable in polynomial time for \( g \) and \( a_0 \). Then they use this property in conjunction with results of complex dynamics to generate approximations of any complex number when the fixed point under consideration is repelling. This idea is made precise in Lemmas 33 and 34. We include the proofs of Lemmas 33 and 34 in Appendix A.

**Lemma 33 ([7, Proposition 2.6 for Mobius-programs]).** Let \( d \) be an integer with \( d \geq 2 \) and let \( g \) be a Mobius map with coefficients in \( \mathbb{C}_\lambda \). Let \( f(x) := g(x^d) \) and let \( \omega \) be a fixed point of \( f \). Let us assume that the following assumptions hold.

1. \( \omega \) is program-approximable for \( g, d \) and \( a_0 \in \mathbb{C} \);
2. \( \omega \neq 0 \), \( g'(\omega^d) \notin \{0, \infty\} \) and \( g''(\omega^d) \neq \infty \);
3. Let \( z := f'(\omega)/d = g'(\omega^d)\omega^{d-1} \). We have \( 0 < |z| < 1 \) and \( z \notin \mathbb{R} \).

Then \( \omega \) is densely program-approximable in polynomial time for \( g, d \) and \( a_0 \).

**Lemma 34 ([7, Proposition 2.2 for Mobius-programs]).** Let \( d \) be an integer with \( d \geq 2 \) and let \( g \) be a Mobius map with coefficients in \( \mathbb{C}_\lambda \) such that \( g(\infty) \in \mathbb{C} \). Let \( \omega \in \mathbb{C} \) be a repelling fixed point of \( f(z) := g(z^d) \) that is densely program-approximable in polynomial time for \( g \) and \( a_0 \in \mathbb{C}_\lambda \). Let \( E_f \) be the exceptional set of the rational map \( f \). If \( 0, \infty \notin E_f \), then the following holds.

There is a polynomial-time algorithm such that, on input \( \lambda \in \mathbb{C}_\lambda \) and rational \( \varepsilon > 0 \), computes an element \( a_k \) of a Mobius-program for \( g \) starting at \( a_0 \) with \( |\lambda - a_k| \leq \varepsilon \).

In order to apply Lemmas 33 and 34, first one has to find a fixed point \( \omega \) with the properties described in Lemma 33. When applying this result to the Ising model, we will set \( \omega = 1 \). Then one has to find the region of activities / edge interactions where the fixed point is repelling. All this work is carried out in Section 3.5.
3.5 Proof of Lemma 5

In this section we use the framework introduced in Section 3.4 to prove Lemma 5. This proof strongly uses the properties of the map $h_β$, which naturally arises in the context of the Ising model. The proof is divided into several technical lemmas. First, we show that $ω = 1$ is a program-approximable fixed point for the Ising model (Lemma 36). Then we prove Lemma 5 when $1/\sqrt{Δ + 1} < |β - 1|/|β + 1| < 1$. Finally, we address the cases $|β - 1|/|β + 1| = 1$ and $|β - 1|/|β + 1| > 1$ separately, as they do not directly follow from the results of Section 3.4. We will use the following remark.

Remark 35. Let $β, x ∈ \mathbb{C} \setminus \{1, -1\}$. Then it is straightforward to check that

\[
\frac{h_β(x) - 1}{h_β(x) + 1} = \frac{(β - 1)(x - 1)}{(β + 1)(x + 1)}.
\]

This equation was observed in (2) and plays a key role in the proof of Theorem 1. By induction we conclude that, for any positive integer $n$,

\[
\frac{h_β^n(x) - 1}{h_β^n(x) + 1} = \left(\frac{β - 1}{β + 1}\right)^n \frac{(x - 1)}{(x + 1)}.
\]

By rearranging this equation, we obtain, for any positive integer $n$,

\[
h_β^n(x) = -1 - \frac{2}{\left(\frac{β - 1}{β + 1}\right)^n \left(\frac{x - 1}{x + 1}\right) - 1} = 1 + \frac{2}{\left(\frac{β + 1}{β - 1}\right)^n \left(\frac{x + 1}{x - 1}\right) - 1}.
\]

Therefore, we have

\[
g_β^n(x) = -1 - \frac{2}{\left(\frac{β - 1}{β + 1}\right)^{2n} \left(\frac{x - 1}{x + 1}\right) - 1} = 1 + \frac{2}{\left(\frac{β + 1}{β - 1}\right)^{2n} \left(\frac{x + 1}{x - 1}\right) - 1}.
\]

Lemma 36. Let $β ∈ \mathbb{C}$ with $β ∈ \{i, -i\} \cup \mathbb{R}$. Then there is an Ising-program $a_0, a_1, \ldots$ such that the following holds. For every $ε > 0$, there is a positive integer $k$ such that $0 < |1 - a_k| ≤ ε$ and $a_k \not∈ \mathbb{R}$.

Proof. We note $(x + 1)/(x - 1) = 1 + 2/(x - 1) ∈ \mathbb{R}$ if and only if $2/(x - 1) ∈ \mathbb{R}$ or, equivalently, $x ∈ \mathbb{R}$. Thus, we have $(β + 1)/(β - 1) \not∈ \mathbb{R}$. These facts are used repeatedly in this proof. There are three cases:

Case 1: $0 < |β - 1|/|β + 1| < 1$. First, let us describe the Ising-program. We define $a_0 = β$ and $a_j = g_β(a_{j-1})$ for every $j$ with $j ≥ 1$. Note that this is an Ising-program. Since $a_j = g_β^j(β)$ for $j ≥ 1$, by Remark 35 we obtain

\[
a_j - 1 = \frac{2}{\left(\frac{β + 1}{β - 1}\right)^{2j+1} - 1}, \tag{10}
\]

By hypothesis we have $|β + 1|/|β - 1| > 1$, so the right hand side of (10) converges to 0. Moreover, since $(β + 1)/(β - 1) \not∈ \mathbb{R}$, there are infinitely many positive integers $j$ such that the right hand side of (10) is not real. Therefore, we can find a positive integer $k$ with $0 < |1 - a_k| ≤ ε$ and $a_k \not∈ \mathbb{R}$.
Case 2: \(|\beta - 1|/|\beta + 1| > 1\). First, we give an Ising-program \(b_0, b_1, \ldots\) with the property that \(b_j\) converges to \(-1\). We define \(b_0 = \beta\) and \(b_j = g_\beta(b_{j-1})\) for every \(j\) with \(j \geq 1\). By Remark 35 we have
\[
b_j + 1 = -\frac{2}{\left(\frac{\beta - 1}{\beta + 1}\right)^{2j+1} - 1},
\]
so \(b_j + 1\) converges to 0 because \(|\beta - 1|/|\beta + 1| > 1\). Once we have this Ising program, we define \(a_0 = \beta\), \(a_{2j-1} = b_j\) and \(a_{2j} = g_\beta(a_{2j-1}) = g_\beta(b_j^2)\) for all \(j \geq 1\). From Remark 35 we obtain
\[
a_{2j-1} - 1 = g_\beta(b_j^2) - 1 = \left(\frac{\beta - 1}{\beta + 1}\right)^{2j} \frac{b_j^2 - 1}{b_j^2 + 1}.
\]
The right hand side of (11) converges to 0, so \(a_{2j}\) converges to 1. Moreover, (11) in combination with \(b_j = g_\beta(b_j^2)\) and Remark 35 gives \((b_j + 1)/(b_j - 1) = ((\beta - 1)/(\beta + 1))^{-2j-1}\) and
\[
a_{2j-1} - 1 = \left(\frac{\beta - 1}{\beta + 1}\right)^{2j} \frac{b_j^2 - 1}{b_j^2 + 1} = \left(\frac{\beta - 1}{\beta + 1}\right)^{-2j} \frac{(b_j - 1)^2}{b_j^2 + 1}.
\]Since \((\beta - 1)/(\beta + 1)\) is not real and \((b_j - 1)^2/(b_j^2 + 1)\) converges to 2, there are infinitely many values of \(j\) such that \((a_{2j-1} - 1)/(a_{2j} + 1)\) is not real. Equivalently, there are infinitely many values of \(j\) such that \(a_{2j}\) is not real. Hence, for every \(\varepsilon > 0\), there is a positive integer \(k\) such that \(0 < |1 - a_{2k}| \leq \varepsilon\) and \(a_{2k} \not\in \mathbb{R}\).

Case 3: \(|\beta - 1|/|\beta + 1| = 1\). Then we note that \(\beta \in \mathbb{R}^i\) (Proposition 11, Item 3). We can write \(\beta = c\lambda\) with \(c\) a real number with \(c \not\in \{0, 1, -1\}\), where we used that \(\beta \not\in \{0, i, -i\}\). We consider \(\gamma = g_\beta(\beta^2)\). We claim that \(\gamma \not\in \{i, -i\} \cup \mathbb{R}\) and \(|\gamma - 1|/|\gamma + 1| > 1\). Assuming this, we obtain our Ising-program as \(b_0 = \beta\), \(b_1 = \gamma\) and \(b_j = a_{j-1}\) for all \(j \geq 2\), where \(a_0, a_1, \ldots\) is the Ising-program of Case 2 with \(\beta = \gamma\). We study \(\gamma\) to conclude the proof. We note that \(\gamma\) is the edge interaction implemented by the series composition of three edges with edge interactions \(\beta, \beta^2\) and \(\beta\). Recall that series compositions are commutative when it comes to the weight they implement (see Section 3.2) and that the weight implemented by the series composition of two graphs implementing \(w_1\) and \(w_2\) is \((w_1w_2+1)/(w_1+w_2) = h_{w_1}(w_2) = h_{w_2}(w_1)\). Thus, we have \(\gamma = h_\beta(h_\beta(\beta^2))\). This is also the edge interaction implemented by the series composition of three edges with edge interactions \(\beta, \beta^2\) and \(\beta\), so we can also write \(\gamma = h_{\beta^2}(h_\beta(\beta))\). From the expression \(\gamma = h_\beta(h_\beta(\beta^2))\) and Remark 35 we find that
\[
\left|\frac{\gamma - 1}{\gamma + 1}\right| = \left|\frac{g_\beta(\beta^2) - 1}{g_\beta(\beta^2) + 1}\right| = \left|\frac{\beta - 1}{\beta + 1}\right| = \left|\frac{\beta^2 - 1}{\beta^2 + 1}\right| = \left|\frac{1 + c^2}{1 - c^2}\right| > 1,
\]
where we used that \(c \neq \pm 1\). In particular, we have \(\gamma \neq \pm i\). From the expression \(\gamma = h_\beta(h_\beta(\beta))\) we are going to show that \(\gamma \not\in \mathbb{R}\), which would complete the proof. We have
\[
h_\beta(x) = h_{-c^2}(x) = \frac{-c^2x + 1}{-c^2 + x} = \frac{-(c^2x + 1)(\bar{x} - c^2)}{|x - c^2|^2} = -c^2|x|^2 + \bar{x} + c^4x - c^2.
\]
Since \(c^4 \neq 1\) because \(c \neq \pm 1\), we find that \(h_\beta(x)\) is non-real for any non-real \(x\). In particular this is the case for \(x = h_\beta(\beta)\) as \(h_\beta(\beta) = (1 + \beta^2)/(2\beta) = -i(1 - c^2)/(2c) \not\in \mathbb{R}\). We conclude that \(\gamma = h_\beta(h_\beta(\beta))\) is not real as we wanted. ☐
Using the notation of Appendix A (see Definition 31), the statement of Lemma 36 implies “1 is program-approximable for \( g_\beta \) and \( a_0 = \beta \) for any \( \beta \in \mathbb{C} \setminus (\mathbb{R} \cup \{i, -i\}) \).” This is one of the three conditions that we have to check to apply Lemma 33 with \( \omega = 1 \) in our current setting. Lemma 37 shows that the two other conditions hold for some edge interactions \( \beta \).

**Lemma 37.** Let \( d \) be an integer with \( d \geq 2 \) and let \( \beta \in \mathbb{C} \setminus (\mathbb{R} \cup \{i, -i\}) \). Let \( f_\beta(x) = g_\beta(x^d) \), where \( g_\beta \) is as in Definition 28. Let \( z = f'_\beta(1)/d \). If \( 0 < |\beta - 1|/|\beta + 1| < 1 \) and \( |\beta| \neq 1 \), then

1. \( g'_\beta(1) \notin \{0, \infty\}, g''_\beta(1) \neq \infty; \)
2. \( 0 < |z| < 1 \) and \( z \notin \mathbb{R}. \)

**Proof.** Let us determine \( z, g'_\beta(1) \) and \( g''_\beta(1) \). We have \( h'_\beta(x) = (\beta^2 - 1)/(\beta + x)^2 \) and \( h''_\beta(x) = 2(1 - \beta^2)/(\beta + x)^3 \). Hence, we obtain \( g'_\beta(1) = h'_\beta(h_\beta(1))h'_\beta(1) = (\beta - 1)^2/(\beta + 1)^2 \). Since \( 0 < |\beta - 1|/|\beta + 1| < 1 \), we have \( 0 < |g'_\beta(1)| < 1 \), so \( g'_\beta(1) \notin \{0, \infty\} \). Moreover, from \( z = f'(1)/d = g'_\beta(1) \), we obtain \( 0 < |z| < 1 \). Note that \( (\beta - 1)^2/(\beta + 1)^2 \in \mathbb{R} \) if and only if \( (\beta - 1)/(\beta + 1) \in \mathbb{R} \). Also note that \( (\beta - 1)/(\beta + 1) = 1 - 2/(\beta + 1) \), so \( (\beta - 1)/(\beta + 1) \in \mathbb{R} \) if and only if \( \beta \in \mathbb{R} \). If \( (\beta - 1)/(\beta + 1) = c \) for some \( c \in (-1, 1) \), then we obtain

\[
\beta = \frac{1 + ci}{1 - ci} = \frac{1 - c^2}{1 + c^2} + \frac{2c}{1 + c^2}i,
\]

so \( |\beta|^2 = 1 \). Since \( \beta \notin \mathbb{R} \) and \( |\beta| \neq 1 \) by hypothesis, we find that \( z = g'_\beta(1) = (\beta - 1)^2/(\beta + 1)^2 \notin \mathbb{R} \) as we wanted. Finally, let us determine \( g''_\beta(1) \). We have \( g''_\beta(1) = -4(\beta - 1)^2b/\beta + 1 \notin \{0, \infty\} \), where we used that \( \beta \notin \{1, -1\} \). This finishes the proof. \( \square \)

**Remark 38.** The map \( f_\beta(z) = g_\beta(z^d) \) does not have exceptional points. To see this, we apply Lemma 27. First, let us determine the points of \( f_\beta \) with multiplier 0. We have

\[
f_\beta(z) = \frac{(\beta^2 + 1)z^d + 2\beta}{\beta^2 + 1 + 2\beta z^d} \quad \text{and} \quad f'_\beta(z) = dz^{(d-1)} \cdot \frac{(\beta^2 - 1)^2}{(\beta^2 + 1 + 2\beta z^d)^2},
\]

so the only point with multiplier 0 is \( z = 0 \). However, 0 is not a fixed point of \( f_\beta \) because \( f_\beta(0) = 2\beta/(1 + \beta^2) \), so \( f_\beta \) does not have any exceptional points.

Now we combine all the results obtained so far in this section obtaining Corollaries 39 and 40.

**Corollary 39.** Let \( \Delta \) be an integer with \( \Delta \geq 3 \) and let \( \beta \in \mathbb{C}_\Delta \setminus \mathbb{R} \) with \( |\beta| \neq 1 \) and \( 0 < |\beta - 1|/|\beta + 1| < 1 \). There is a rational number \( r \in (0, 1) \) and a polynomial-time algorithm such that, on input \( \lambda \in B(1, r) \cap \mathbb{C}_\Delta \) and rational \( \varepsilon > 0 \), computes a graph \( G \) that \((\Delta, \beta)\)-implements a complex number \( \lambda \) with \( |\lambda - \lambda| \leq \varepsilon \).

**Proof.** Set \( d := \Delta - 1 \). Lemma 36 and Lemma 37 provide us with the three conditions that the fixed point \( \omega = 1 \) of \( f_\beta(x) = g_\beta(x^d) \) has to satisfy to apply Lemma 33. We find that 1 is densely program-approximable in polynomial time for \( g_\beta \), \( d \) and \( a_0 = \beta \). In terms of Ising-programs, this gives (Definition 32 with \( k = 1 \)) that there is \( r > 0 \) and an algorithm, on inputs a rational \( \varepsilon > 0 \) and \( \lambda \in B(1, r) \cap \mathbb{C}_\Delta \), that computes, in polynomial time in size(\( \varepsilon \)) and size(\( \lambda \)) a complex number \( \hat{\lambda} \) generated by an Ising-program with \( |\lambda - \hat{\lambda}| \leq \varepsilon \). This can be then translated to the result given in the statement by applying Proposition 29. \( \square \)
Corollary 40. Let $\Delta$ be an integer with $\Delta \geq 3$ and let $\beta \in \mathbb{C}_\Delta \setminus \mathbb{R}$ with $|\beta| \neq 1$ and $1/\sqrt{\Delta-1} < |\beta-1|/|\beta+1| < 1$. Then the pair $(\Delta, \beta)$ implements the complex plane in polynomial time for the Ising model.

Proof. Set $d := \Delta - 1$. The proof starts the same way as the proof of Corollary 39. The difference here is that once we show that 1 is densely program-approximable in polynomial time for $g_\beta$, $d$ and $a_0 = \beta$, we use this property to apply Lemma 34. First, we have two check the other two hypothesis of Lemma 34. The first hypothesis that 1 is a repelling fixed point of $f_\beta$ or, equivalently, $|f_\beta'(1)| > 1$. This follows from $1/\sqrt{\Delta-1} < |\beta-1|/|\beta+1|$ since $f_\beta'(1) = d(\beta-1)^2/(\beta+1)^2$. The second hypothesis is that 0 and $\infty$ are not exceptional points of the rational map $f_\beta$, which holds because $f_\beta$ does not have exceptional points, see Remark 38. We conclude by Lemma 34 that there is a polynomial-time algorithm such that, on input $\lambda \in \mathbb{C}_\Delta$ and rational $\varepsilon > 0$, computes an element $a_k$ of an Ising-program with $|\lambda - a_k| \leq \varepsilon$. The result now follows by applying the algorithm of Proposition 29 to translate the obtained Ising-program to a graph that $(\Delta, \beta)$-implements $a_k$. \qed

Finally, we extend Corollaries 39 and 40 to the rest of the complex plane when possible.

Lemma 41. Let $\Delta$ be an integer with $\Delta \geq 3$ and let $\beta \in \mathbb{C}_\Delta \setminus \mathbb{R}$ with $\beta \notin \{i, -i\}$. There is a rational number $r \in (0, 1)$ and a polynomial-time algorithm such that, on input $\lambda \in B(1, r) \cap \mathbb{C}_\Delta$ and rational $\varepsilon > 0$, computes a graph $G$ that $(\Delta, \beta)$-implements a complex number $\hat{\lambda}$ with $|\lambda - \hat{\lambda}| \leq \varepsilon$.

Proof. We recall that $|\beta-1|/|\beta+1| < 1$ if and only if $\Re(\beta) > 0$, and $\Re(\beta)=0$, see Proposition 11, Item 3. We distinguish three cases based on this observation:

Case 1: $|\beta| \neq 1$ and $0 < |\beta-1|/|\beta+1| < 1$. This case is exactly Corollary 39.

Case 2: $|\beta| = 1$ and $0 < |\beta-1|/|\beta+1| < 1$. We have $\Re(\beta) > 0$. We consider the edge interaction $\beta' = h_\beta(\beta)$ that is implemented by a path of length two with weights $\beta$. We have $\beta' = (\beta^2 + 1)/(2\beta) = (\beta + \beta^{-1})/2 = \Re(\beta) \in (0, 1)$, where we used that $|\beta| = 1$ and $\Re(\beta) > 0$. We now consider the Mobius map $h_{\beta'}(x) = (\beta' x + 1)/(\beta' x + \beta') = (\beta' x + 1)/(\beta' (x + 1))$, where we used that $\beta'$ is real. It is well known that this Mobius map fixes $\{x \in \mathbb{C} : |x| = 1\}$ (Proposition 23). Moreover, $h_{\beta'}(0) = 1/\Re(\beta) \in (1, \infty)$. Hence, the Mobius map $h_{\beta'}$ sends the open unit disk $D := B(0, 1)$ to $\hat{\Sigma} \setminus D$ and it sends $\hat{\Sigma} \setminus D$ to $D$. We conclude that $g_{\beta'}(\hat{\Sigma}) = \hat{\Sigma}$. Therefore, $\beta \cdot \beta' \in D$ and $\gamma := g_{\beta'}(\beta \cdot \beta') \in D$. We can implement the edge interaction $\gamma$ using the graph given in Figure 6. We have

$$h_{\beta'}(x) = \frac{\beta'^2 x + \beta' + \beta' |x|^2 + \bar{\beta'}}{|\beta'| + |x|^2},$$

so, since $\beta' \in (0, 1)$, the Mobius map $h_{\beta'}(x)$ sends points with positive real part to points with positive real part, and non-real points to non-real points. Hence, the Mobius map $g_{\beta'}(x) = h_{\beta'}(h_{\beta'}(x))$ also has these properties. We conclude that $\gamma = g_{\beta'}(\beta \cdot \beta')$ has positive real part and is not real. Putting all this together, $\gamma$ is a non-real number with $|\gamma| < 1$ and $0 < |\gamma - 1|/|\gamma + 1| < 1$, so $\gamma$ is in the first case of this proof. We can translate the algorithm of the first case of this proof for $\gamma$ to an algorithm for $\beta$ because we can $(\Delta, \beta)$-implement $\gamma$, see Section 3.2 for the transitivity property of implementations.
Case 3: $|\beta - 1|/|\beta + 1| \geq 1$. We can use the Ising program of Lemma 36 to generate $a_k \in \mathbb{C} \setminus \mathbb{R}$ with $|1 - a_k| < 1/2$. We can $(\Delta, \beta)$-implement $a_k$ with the help of Proposition 29. Note that $0 < |a_k - 1|/|a_k + 1| < 1$, so the edge interaction $a_k$ is in one of the first two cases of the proof. Again from the transitivity property of implementations, we can translate the algorithm of the first two cases for $a_k$ to an algorithm for $\beta$, concluding the proof.

Lemma 5. Let $\Delta$ be an integer with $\Delta \geq 3$ and let $\beta \in \mathbb{C} \setminus \mathbb{R}$ with $\beta \notin \{i, -i\}$ and $1/\sqrt{\Delta - 1} < |\beta - 1|/|\beta + 1|$. Then the pair $(\Delta, \beta)$ implements the complex plane in polynomial time for the Ising model.

Proof. Set $d := \Delta - 1$. Let $r$ be the positive real number given in Lemma 41. Let $f_\beta(x) = g_\beta(x^d)$. As argued in Corollary 40, $1$ is a repelling fixed point of $f_\beta$ so, by Lemma 25, $1$ belongs to the Julia set of $f$ and, thus, by Theorem 26, $\bigcup_{n=0}^\infty f_\beta^n(B(1, r)) = \hat{\mathbb{C}} \setminus E_{f_\beta}$, where $E_{f_\beta}$ is the set of exceptional points of $f_\beta$. In view of Remark 38, $E_{f_\beta}$ is empty. Let $\gamma = 10(1+i)$. There is a positive integer $N$ such that $\gamma \in f_\beta^N(B(1, r))$. Thus, there is $x^* \in B(1, r) \cap \mathbb{C}_\mathbb{A}$ such that $f^N(x^*) = \gamma$. By the continuity of the rational function $f^N$ at $x^*$, there is $\delta \in (0, r)$ such that $|f^N(x^*) - f^N(x)| \leq 0.01$ for every $x \in B(x^*, \delta)$. The constants $\gamma$ and $0.01$ are not chosen to be optimal but to make the notation and proof simpler for the reader. In view of Lemma 41 we can compute (in constant time) a graph $G$ that $(\Delta, \beta)$-implies a complex number $\hat{x}$ with $|x^* - \hat{x}| \leq \delta$. Let $\hat{\gamma} = f_\beta^N(\hat{x})$. Note that we can $(\Delta, \beta)$ implement $\hat{\gamma}$ using the construction from Proposition 29 and the fact that we can $(\Delta, \beta)$ implement $\hat{x}$. By continuity, we have $|\gamma - \hat{\gamma}| \leq 0.01$. Note that $\hat{\gamma}$ is in $\mathbb{C}_\mathbb{A}$. Moreover, we have $\text{Re}(\hat{\gamma}) > 0$, so $|\gamma - 1|/|\gamma + 1| < 1$. From $|\gamma - \hat{\gamma}| \leq 0.01$ and the triangle inequality we have

$$\frac{|\hat{\gamma} - 1|}{|\gamma + 1|} = \frac{|(\hat{\gamma} - \gamma) + \gamma - 1|}{|\hat{\gamma} - \gamma| + |\gamma + 1|} \geq \frac{|\gamma - 1| - 0.01}{|\gamma + 1| + 0.01} > 1/\sqrt{2}.$$ 

Hence, the edge interaction $\hat{\gamma}$ is in the region covered by Corollary 40, so the pair $(\Delta, \hat{\gamma})$ implements the complex plane in polynomial time for the Ising model. We conclude that the pair $(\Delta, \beta)$ implements the complex plane in polynomial time for the Ising model thanks to the transitivity property of implementations.

The complex dynamic argument presented in the proof of Lemma 5 is one of the main ideas behind the results of [7] and is applied twice in Appendix A. The proof of Lemma 5 is simpler than the ones presented in Appendix A because here we are only trying to approximate $\gamma$ instead of approximating any number in a neighbourhood of $\gamma$. This allows us to use the continuity of $f^N$ at $x^*$ instead of having to use Lipschitz properties of $f^N$ and careful approximations of the quantities involved.

Remark 42. Lemma 5 can be extended to other points with $1/\sqrt{\Delta - 1} > |\beta - 1|/|\beta + 1|$. However, we have not found a systematic way to do this. Rather we are aware of points $\beta$
with $1/\sqrt{\Delta - 1} > |\beta - 1|/|\beta + 1| > 1/(\Delta - 1)$ that can be used to $(\Delta, \beta)$-implement edges interactions that are covered by Lemma 5. For example, this is the case of those points $\beta$ such that there is a “nice” graph $G$ with $Z_{\text{Ising}}(G; \beta) = 0$. This is made precise in Section 4.

3.6 Reducing exact computation to approximate computation

In this section we use our implementation results to prove the hardness of approximating the partition function of the Ising model on bounded degree graphs. A basic building block for the reduction is the binary search (interval-shrinking) technique developed by Goldberg and Jerrum in the context of the Tutte polynomial [18]. Since the partition function of the Ising model is a special case of the Tutte polynomial, this building block is also applicable here. The interval-stretching technique requires us to be able to implement the real line in polynomial time, and this is the motivation behind the results of Section 3.5.

We need to use a version of the interval-shrinking technique that applies in the context of non-real edge interactions. This has been developed previously [14, 17]. The reduction of [14] is particularly relevant for us because the starting point for their hardness result is the problem of exactly evaluating the the Tutte polynomial, and crucially this remains $\#P$-hard even in the $q = 2$ case (corresponding to the Ising model) and even when the input is restricted to be a 3-regular graph [26] (which we require here). In the rest of this section, we briefly explain the reduction given in [14] and show how it applies to bounded degree graphs (which were not considered in the previous work).

First, let us introduce some notation. For numbers $q$ and $\gamma$, the Tutte polynomial of a graph $G = (V, E)$ is given by

$$Z_{\text{Tutte}}(G; q, \gamma) = \sum_{A \subseteq E} q^{k(A)} \gamma^{|A|}, \quad (12)$$

where $k(A)$ denotes the number of connected components in the graph $(V, A)$ (isolated vertices do count). We have $Z_{\text{Ising}}(G; \beta) = Z_{\text{Tutte}}(G; 2, \beta - 1)$, see, for instance, [38]. Let $s$ and $t$ be two distinct vertices of $G$. We define

$$Z_{st}(G; q, \gamma) = \sum_{A \subseteq E: s \text{ and } t \text{ in the same component}} q^{k(A)} \gamma^{|A|}$$

Analogously, let $Z_{s|t}$ be the contribution to $Z_{\text{Tutte}}(G; q, \gamma)$ from the configurations $A \subseteq E$ such that $s$ and $t$ are in different connected components in $(V, A)$. That is, $Z_{s|t}(G; q, \gamma) = Z_{\text{Tutte}}(G; q, \gamma) - Z_{st}(G; q, \gamma)$. We define the following computational problems for any rational numbers $q > 0$, $\gamma > 0$, any integer $\Delta \geq 3$ and any $\beta \in \mathbb{C}_k$.

**Name:** Ising$(\Delta, \beta)$.
**Instance:** A graph $G = (V, E)$ with maximum degree at most $\Delta$.
**Output:** The number $Z_{\text{Ising}}(G; \beta) \in \mathbb{C}_k$.

**Name:** RatioTutte$(\Delta, q, \gamma)$.
**Instance:** A graph $G = (V, E)$ with maximum degree at most $\Delta$ and an edge $(s, t)$ of $G$.
**Output:** The rational number $Z_{s|t}(G; q, \gamma)/Z_{st}(G; q, \gamma)$.  
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In [14] the authors consider $\text{RatioTutte}(\Delta, q, \gamma)$ without restrictions on the maximum degree of the input graph. They only ask for the vertices $s$ and $t$ to be in the same connected component of $G$. Moreover, they let $q$ and $\gamma$ be any non-zero algebraic numbers (possibly non-real or negative real), so they have to study carefully the possibility that $Z_{st}(G; q, \gamma) = 0$. Their results can be applied to our simplified version of $\text{RatioTutte}(\Delta, q, \gamma)$ to obtain the reductions given in Lemmas 43 and 44.

**Lemma 43** (Bounded degree version of [14, Lemmas 42 and 43] for the Ising model). Let $K$ be a real number with $K > 1$. Let $\Delta \geq 3$ be an integer and let $\beta \in \mathbb{C}_K$ such that $(\Delta, \beta)$ implements the real line in polynomial time. Let $y \in \mathbb{C}$ with $y > 1$. Then we have the reductions

$$
\text{RatioTutte}(\Delta, 2, y - 1) \leq_T \text{IsingNorm}(\Delta, \beta, K),
$$

$$
\text{RatioTutte}(\Delta, 2, y - 1) \leq_T \text{IsingArg}(\Delta, \beta, \pi/3).
$$

**Proof.** The proof is the almost the same as that of [14, Lemmas 42 and 43]. Here we indicate how we adapt the reduction of [14, Lemmas 42 and 43] to graphs with maximum degree $\Delta$. First, let us translate our Ising notation to the notation used in the proof of [14, Lemmas 42 and 43]. In the original proof we have two weights $\gamma_1 \in (-2, -1)$ and $\gamma_2 > 0$ and access to an oracle that approximates the norm or determines the sign of the multivariate Tutte polynomial on weighted graphs with weights in $\{\gamma_1, \gamma_2\}$. Note that determining the sign reduces to additively approximating the argument of this polynomial with error at most $\pi/3$, so we can use our oracle $\text{IsingArg}(\Delta, \beta, \pi/3)$ instead. The purpose of the weights $\gamma_1$ and $\gamma_2$ is implementing the real line in polynomial time for the Tutte polynomial ([14, Corollary 12]). Here the role of these weights is performed by $\beta$. Hence, every time [14, Corollary 12] is used in the proof of [14, Lemmas 42 and 43] we use the fact that $(\Delta, \beta)$ implements the real line in polynomial time instead. The reduction of [14, Lemmas 42 and 43] computes the ratios $Z_{st}(H; q, \gamma)/Z_{st}(H; q, \gamma)$ for some positive number $\gamma$ that can be implemented using $\gamma_1$ and $\gamma_2$. Here we set $\gamma = y - 1$. The only relevant properties of $\gamma$ in the proof of [14, Lemmas 42 and 43] are $\gamma > 0$ and the fact that $\gamma$ can be implemented exactly.

There are two differences between this proof and the proof of [14, Lemmas 42 and 43]. Let $H$ and $(s, t)$ be the inputs of $\text{RatioTutte}(\Delta, 2, y - 1)$. The first difference in the proof is that we restrict ourselves to computing ratios $Z_{st}(H; q, \gamma)/Z_{st}(H; q, \gamma)$ where $(s, t)$ is an edge of $H$. This is so that all the graphs considered in the reduction have maximum degree at most $\Delta$. The original proof applies one of the oracles $\text{IsingNorm}(\Delta, \beta, K)$ and $\text{IsingArg}(\Delta, \beta, \pi/3)$ to a copy of $H$ with an extra edge joining $s$ and $t$. This extra edge has a weight $\gamma'$ that is updated repeatedly during the binary search. The weight $\gamma'$ is implemented using [14, Corollary 12] or, in our case, using the fact that $(\Delta, \beta)$ implements the real line in polynomial time. Instead of adding an extra edge between $s$ and $t$, here we modify the edge $(s, t)$ so that its weight is $\gamma \cdot \gamma'$, producing the same effect as adding an extra edge from $s$ to $t$ with weight $\gamma'$. This time we have to implement $\gamma \cdot \gamma'$ instead. Let $H'$ be the graph obtained by copying $H$ and substituting the edge $(s, t)$ with an appropriate graph that $(\Delta, \beta)$-implements $\gamma \cdot \gamma'$. Then the graph $H'$ also has maximum degree at most $\Delta$. Moreover, for $\varepsilon = \gamma' + 1$ we have

$$
Z_{\text{Tutte}}(H'; q, \gamma) = Z_{st}(H; q, \gamma)(1 + \gamma') + Z_{st}(H; q, \gamma) \left(1 + \frac{\gamma'}{q}\right)
= Z_{st}(H; q, \gamma) \left(1 - \frac{1}{q}\right) + \varepsilon \left(Z_{st}(H; q, \gamma) + \frac{1}{q}Z_{st}(H; q, \gamma)\right)
= f(\varepsilon; H, \gamma),
$$

(13)
where \( f(\varepsilon; H, \gamma) \) is the linear function to which the binary search will be performed. The purpose of the binary search is finding a zero of \( f(\varepsilon; H, \gamma) \), which allows us to compute the ratio \( Z_{st}(H; q, \gamma)/Z_{st}(H; q, \gamma) \).

The second difference is that we cannot implement \( \gamma \) exactly. We can bypass this by using a very close approximation \( \hat{\gamma} \) of \( \gamma \) instead. We use the fact that we can\((\Delta, \beta)\)-implement \( \hat{\gamma} \) with \(|\gamma - \hat{\gamma}| \leq \delta \) in polynomial time in the size of \( \delta \). We perform the binary search on \( f(\varepsilon; H, \hat{\gamma}) \) instead. This allows us to compute the rational number \( Z_{sl}(H; q, \hat{\gamma})/Z_{st}(H; q, \hat{\gamma}) \). We can choose \( \delta \) with size(\( \delta \)) \( \in \text{poly}(\text{size}(\varepsilon), \text{size}(H)) \) such that \(|Z_{sl}(H; q, \hat{\gamma}) - Z_{sl}(H; q, \gamma)| \leq \varepsilon \) and \(|Z_{st}(H; q, \hat{\gamma}) - Z_{st}(H; q, \gamma)| \leq \varepsilon \), see for instance \([14, \text{Lemma 55}]\). Therefore, the error that we make by outputting \( Z_{sl}(H; q, \hat{\gamma})/Z_{st}(H; q, \hat{\gamma}) \) instead of \( Z_{sl}(H; q, \gamma)/Z_{st}(H; q, \gamma) \) can be made to be at most \( \varepsilon \) by choosing \( \delta \) with size(\( \delta \)) \( \in \text{poly}(\text{size}(\varepsilon), \text{size}(H)) \) thanks to the lower and upper bounds on \(|Z_{sl}(H; q, \cdot)| \) and \(|Z_{st}(H; q, \cdot)| \), see \([14, \text{Section 6.1}]\) for these bounds.

We conclude that we can compute \( Z_{sl}(H; q, \gamma)/Z_{st}(H; q, \gamma) \) exactly. This can be done using \([14, \text{Lemma 38}]\) as it is done for algebraic numbers in the proof of \([14, \text{Lemma 42}]\), or a simpler version of \([14, \text{Lemma 38}]\) for rational numbers.

**Lemma 44** (Particular case of \([14, \text{Lemma 49}]\)). Let \( \Delta \geq 3 \) be an integer and let \( \beta \in \mathbb{Q} \) with \( \beta > 0 \). Then we have the reduction

\[
\text{Ising}(\Delta, \beta) \leq_T \text{RatioTutte}(\Delta, \beta).
\]

**Proof.** The reduction given in the proof of \([14, \text{Lemma 49}]\) applies with the change of variables \( q = 2 \) and \( \gamma = \beta - 1 \). It is important to note that this reduction only invokes the oracle for \( \text{RatioTutte}(\Delta, \beta) \) with inputs \((G, s, t)\) such that \( e = (s, t) \) is an edge of \( G \). The reduction reduces the computation of \( Z_{\text{Tutte}}(G; q, \gamma) \) to that of \( Z_{\text{Tutte}}(G\setminus e; q, \gamma) \), \( Z_{sl}(G; q, \gamma)/Z_{st}(G; q, \gamma) \) and \( Z_{sl}(G\setminus e; q, \gamma)/Z_{st}(G\setminus e; q, \gamma) \), where \( G\setminus e \) is the graph \( G \) without the edge \( e \). Hence, all the calls to the oracle \( \text{RatioTutte}(\Delta, \beta) \) involve subgraphs of \( G \), that have maximum degree at most \( \Delta \). Finally, because \( q > 0 \) and \( \gamma > 0 \) in our setting, we do not have to consider the cases when \( Z_{st}(G; q, \gamma) = 0 \), simplifying the result.

Now we have the tools to obtain the desired reductions and the proof of Theorem 3.

**Lemma 45** (\([14, \text{Lemma 50}]\) for the Ising model). Let \( K \) be a real number with \( K > 1 \). Let \( \Delta \geq 3 \) be an integer and let \( \beta \in \mathbb{C}_{\mathbb{A}} \) such that \((\Delta, \beta)\)-implements the real line in polynomial time. Let \( y \in \mathbb{C} \) with \( y > 1 \). Then we have the reductions

\[
\text{Ising}(\Delta, y) \leq_T \text{IsingNorm}(\Delta, \beta, K),
\]

\[
\text{Ising}(\Delta, y) \leq_T \text{IsingArg}(\Delta, \beta, \pi/3).
\]

**Proof.** This result follows directly from combining Lemmas 43 and 44. The proof of \([14, \text{Lemma 50}]\) takes a bit more work because one has to be careful about possible zeros of \( Z_{st}(G; q, \gamma) \).

**Theorem 3.** Let \( \Delta \) be an integer with \( \Delta \geq 3 \) and let \( \beta \in \mathbb{C} \) be an algebraic number such that \( \beta \notin \mathbb{R} \cup \{i, -i\} \) and \(|\beta - 1|/|\beta + 1| > 1/\sqrt{\Delta - 1} \). Then the problems \( \text{IsingNorm}(\beta, \Delta, 1.01) \) and \( \text{IsingArg}(\beta, \Delta, \pi/3) \) are \#P-hard.

**Proof.** Our hardness theorem now follows from combining Lemmas 5 and 45 in conjunction with the fact that \( \text{Ising}(3, y) \) is \#P-hard for any \( y > 1 \) \([26]\).
Since $1/\sqrt{\Delta - 1}$ converges to 0 as $\Delta$ diverges, Theorem 3 gives a new proof of [14, Theorem 3] which says that IsingNorm($\beta, \infty, 1.01$) and IsingArg($\beta, \infty, \pi/3$) (where there are no restrictions on the maximum degree of the input graph) are #P-hard for any algebraic number $\beta \in \mathbb{C} \setminus (\mathbb{R} \cup \{i, -i\})$.

4 Zeros of the partition function and hardness

In this section we give explicit evidence that zeros of the partition function imply hardness of approximation for the Ising model when the edge interaction $\beta$ is not in $\mathbb{R} \cup \{i, -i\}$. These are the first results that explicitly link zeros to hardness of approximation that we are aware of. Our main technical result Lemma is 6, which shows that implementing $-1$ implies hardness of approximation of the partition function of the Ising model. We then use zeros of the partition function to implement $-1$ and conclude hardness in Lemma 46 and Corollary 48. Our proofs use the hardness and implementation results of Section 3. Finally, in Corollary 47, we give an example of an edge interaction $\beta$ in the region $\mathcal{R}(1/\sqrt{2})$ and a graph $G$ with maximum degree 3 such that $Z_{\text{Ising}}(G; \beta) = 0$, showing that the hardness region given in Theorem 3 is not optimal.

Lemma 6. Let $\Delta$ be an integer with $\Delta \geq 3$. Let $\beta \in \mathbb{C} \setminus (\mathbb{R} \cup \{i, -i\})$. Let us assume that $(\Delta, \beta)$ implements the edge interaction $-1$. Then IsingNorm($\Delta, \beta, 1.01$) and IsingArg($\Delta, \beta, \pi/3$) are #P-hard.

Proof. There are two cases. The first case is when $|\beta - 1|/|\beta + 1| > 1/\sqrt{\Delta - 1}$. Then, since $\beta \notin \mathbb{R} \cup \{i, -i\}$, we know that the problems IsingNorm($\Delta, \beta, 1.01$) and IsingArg($\beta, \Delta, \pi/3$) are #P-hard (Theorem 3). In the rest of the proof we assume that $|\beta - 1|/|\beta + 1| \leq 1/\sqrt{\Delta - 1}$.

We are going to reduce the approximation problems at $(\Delta, \gamma)$ to the approximation problems at $(\Delta, \beta)$ for some $\gamma$ such that IsingNorm($\Delta, \gamma, 1.01$) and IsingArg($\Delta, \gamma, \pi/3$) are #P-hard. In this reduction we will use the fact that we can $(\Delta, \beta)$ implement the edge interaction $-1$. Let $\alpha \in \mathbb{C}$ be some edge interaction that we can $(\Delta, \beta)$-implement. We fine-tune $\alpha$ later in the proof. We consider the weighted graph $J$ given in Figure 7. By the properties of series and parallel compositions, this graph implements the edge interaction $\gamma := h_\beta(h_\beta(-\alpha))$.

From Remark 35 it follows that

$$\frac{\gamma - 1}{\gamma + 1} = \left(\frac{\beta - 1}{\beta + 1}\right)^2 \frac{-\alpha - 1}{-\alpha + 1}. \quad (14)$$

The idea to complete this proof is $(\Delta, \beta)$-implementing $\alpha$ so that the complex number in (14) has norm larger than 1 (hence larger than $1/\sqrt{\Delta - 1}$ so Theorem 3 applies). By Item 3 of Proposition 11, the norm is larger than 1 if and only if Re($\gamma$) < 0, which is what we are aiming for. We also want $\gamma$ to be non-real. Note that $\gamma$ is real if and only if $1 - 2/(\gamma + 1) = (\gamma - 1)/(\gamma + 1)$ is real. Let $r \in (0, 1)$ be the rational number in the statement of Lemma 41.
Let \( \varepsilon = |(\beta - 1)/(\beta + 1)|^2 r/2 \), so \( \varepsilon \) is an algebraic number with \( \varepsilon \in (0,1/(\Delta - 1)) \) and \( \varepsilon \leq r/4 \).

Let \( \xi \in \mathbb{C}_A \) such that

\[
\frac{\xi - 1}{\xi + 1} = \frac{r(\beta - 1)^2}{4(\beta + 1)^2} i.
\]

We have \( |\xi - 1|/|\xi + 1| = \varepsilon/2 \), so \( \xi \in \mathcal{R}(\varepsilon/2) \). From Proposition 11, we obtain \( \Re(\xi) \geq 0 \) and

\[
|\xi| \leq \frac{1 + \varepsilon/2}{1 - \varepsilon/2} \leq \frac{1 + 1/4}{1 - 1/4} = 5/3,
\]

where we used that \( 0 < \varepsilon \leq 1/(\Delta - 1) \leq 1/2 \). Thus, we have

\[
|\xi - 1| = |\xi + 1|\varepsilon/2 \leq (5/3 + 1)\varepsilon/2 = 4\varepsilon/3 \leq 1.
\]

Therefore, we can use Lemma 41 to \((\Delta, \beta)\)-implement \( \alpha \in \mathbb{C}_A \) with \( |\xi - \alpha| < \varepsilon/8 \). We have

\[
|\alpha - 1| \leq |\alpha - \xi| + |\xi - 1| < (1/8 + 4/3)\varepsilon < 2\varepsilon < 1.
\]

Hence, \( \Re(\alpha) > 0 \) and we find that

\[
|\xi - 1| = |\xi + 1|\varepsilon/2 \leq (5/3 + 1)\varepsilon/2 = 4\varepsilon/3 \leq 1.
\]

Let \( a = (\alpha - 1)/(\alpha + 1) \), \( b = (\beta - 1)^2/(\beta + 1)^2 r/2 \) and \( z = (\xi - 1)/(\xi + 1) = ib/2 \). The situation is plotted in Figure 8.

![Figure 8: The quantities a, b, z in the proof of Lemma 6. We have |b| = \varepsilon, z = ib/2 and |a - z| < \varepsilon/4.](image)

Let \( xy = \{\lambda(y - x) : \lambda \in \mathbb{R}\} \) for any \( x, y \in \mathbb{C} \). Note that \( 0z \) and \( 0b \) are perpendicular, so 0 is the closest point of the line \( 0b \) to \( z \). Since \( 0 \notin B(z, \varepsilon/4) \), we conclude that \( 0b \cap B(z, \varepsilon/4) = \emptyset \).

In particular, \( a \) is not in the line \( 0b \). Also note that \( |a| < \varepsilon \) by the triangle inequality. Putting all this together with equation (14), we find that

\[
\frac{\gamma - 1}{\gamma + 1} = -\frac{2}{r} ba^{-1} \notin \mathbb{R} \quad \text{and} \quad \frac{\gamma - 1}{\gamma + 1} = -\frac{2}{r} |a| > 1
\]

as we wanted. We have shown how to \((\Delta, \beta)\)-implement \( \gamma \in \mathbb{C}_A \) with \( \Re(\gamma) < 0 \) and \( \gamma \notin \mathbb{R} \). In particular, we have \( |\gamma - 1|/|\gamma + 1| > 1/\sqrt{\Delta - 1} \). As a consequence of Theorem 3, the problems \( \text{IsingNorm}(\Delta, \gamma, 1.01) \) and \( \text{IsingArg}(\Delta, \gamma, \pi/3) \) are \#P-hard. These problems reduce to \( \text{IsingNorm}(\Delta, \beta, 1.01) \) and \( \text{IsingArg}(\Delta, \beta, \pi/3) \) because we can \((\Delta, \beta)\)-implement \( \gamma \), and the result follows.
The rest of this section exploits Lemma 6 to obtain hardness for zeros of the partition function. Our approach uses a zero to implement \(-1\) and conclude hardness with the help of Lemma 6.

**Lemma 46.** Let \(\Delta\) be an integer with \(\Delta \geq 3\). Let \(\beta \in \mathbb{C}_\Delta \setminus (\mathbb{R} \cup \{i, -i\})\). Suppose that there is a graph with maximum degree at most \(\Delta\) having terminals \(s, t\) such that

1. the degree of \(s\) and \(t\) is at most \(\Delta - 1\);
2. \(Z_{\text{Ising}}(G; \beta) = 0\);
3. \(Z_{st}^{ij}(G; \beta) \neq 0\) for some \(i, j \in \{0, 1\}\).

Then \(\text{IsingNorm}(\Delta, \beta, 1.01)\) and \(\text{IsingArg}(\Delta, \beta, \pi/3)\) are \#P-hard.

**Proof.** By symmetry of the spins 0 and 1 in the definition of \(Z_{\text{Ising}}\), for any vertex \(v\) of \(G\) we have \(Z_{st}^0(G; \beta) = Z_{st}^1(G; \beta)\). Let \(i, j \in \{0, 1\}\) as in the statement. We obtain \(0 = Z_{\text{Ising}}(G; \beta) = 2Z_{st}^i(G; \beta)\) so

\[
0 = Z_{st}^0(G; \beta) + Z_{st}^1(G; \beta).
\]

(15)

Since either \(Z_{st}^0(G; \beta)\) or \(Z_{st}^1(G; \beta)\) is non-zero by hypothesis, both quantities are non-zero. Again, by symmetry of the spins 0 and 1, we have \(Z_{st}^{00}(G; \beta) = Z_{st}^{01}(G; \beta)\) and \(Z_{st}^{10}(G; \beta) = Z_{st}^{11}(G; \beta)\). Thus, by dividing by \(Z_{st}^{01}(G; \beta)\) in (15) we find that

\[
-1 = \frac{Z_{st}^{11}(G; \beta)}{Z_{st}^{01}(G; \beta)}.
\]

We have shown that the graph \(G\) \(\beta\)-implements \(-1\). Consider the graph \(H\) that is a copy of \(G\) with two extra vertices, \(s'\) and \(t'\), and two extra edges, \((s, s')\) and \((t, t')\). By the properties of series compositions, see (9), the graph \(H\) \(\beta\)-implements \(h_\beta(h_\beta(-1)) = -1\) for the terminals \(s'\) and \(t'\) (both of which have degree 1). Moreover, \(H\) has maximum degree at most \(\Delta\) because \(G\) has maximum degree at most \(\Delta\) and the vertices \(s\) and \(t\) have at most \(\Delta - 1\) neighbours in \(G\). We conclude that \(H\) (\(\Delta, \beta\))-implements \(-1\), and hardness follows from Lemma 6.

**Corollary 47.** Let \(\Delta = 3\). There is a \(\beta \in \mathbb{C}_3 \setminus (\mathbb{R} \cup \{i, -i\})\) with \(|\beta - 1|/|\beta + 1| < 1/\sqrt{\Delta - 1}\) such that \(\text{IsingNorm}(\Delta, \beta, 1.01)\) and \(\text{IsingArg}(\Delta, \beta, \pi/3)\) are \#P-hard.

**Proof.** Let us consider the graph \(G\) given in Figure 9 with distinguished vertices \(s\) and \(t\).

![Figure 9: A graph that \(G\) with maximum degree 3 such that \(Z_{\text{Ising}}(G; x)\) has a zero \(\beta \in \mathbb{R}(1/\sqrt{2})\).](image)

One can check that \(Z_{st}^{01}(G; x) = (1 + x^2 + 2x^3)^2\) and \(Z_{st}^{11}(G; x) = x^2(2x + x^3)^2\). We have \(Z_{\text{Ising}}(G; x) = 2(1 + 6x^2 + 8x^3 + 2x^4 + 8x^5 + 6x^6 + x^8)\). Using Mathematica we have determined that \(Z_{\text{Ising}}(G; x)\) has a zero at \(\beta \approx 0.396608 + 0.917988i\). Moreover, we have \(|Z_{st}^{01}(G; \beta)| > 2\), so \(\beta\) and \(G\) satisfy the hypothesis of Lemma 46. We conclude that \(\text{IsingNorm}(\Delta, \beta, 1.01)\) and \(\text{IsingArg}(\Delta, \beta, \pi/3)\) are \#P-hard. Finally, we have \(|\beta - 1|/|\beta + 1| < \sqrt{2}\) since \(|\beta - 1|/|\beta + 1| \approx 0.6572981\).
We point out that one can use the approach that Buys developed for the independent set polynomial to find more zeroes inside the region $|\beta - 1|/|\beta + 1| \leq 1/\sqrt{\Delta - 1}$ [9].

Let $\beta \in \mathbb{C}\backslash(\mathbb{R} \cup \{i, -i\})$. Lemma 46 uses the existence of a graph $G$ with maximum degree at most $\Delta$ and $Z_{\text{Ising}}(G; \beta) = 0$ to demonstrate the hardness of $\text{ISING-NORM}(\beta, \Delta, 1.01)$ and $\text{ISING-ARG}(\beta, \Delta, \pi/3)$. However, Lemma 46 relies on the additional condition that $Z_{st}^{ij}(G; \beta) \neq 0$ for some $i, j \in \{0, 1\}$ and two terminals $s$ and $t$ with degree at most $\Delta - 1$. In the following conjecture, we conjecture that these additional conditions are not necessary.

**Conjecture 7.** Let $\Delta$ be an integer with $\Delta \geq 3$ and let $\beta \in \mathbb{C}_H$ with $\beta \notin \mathbb{R} \cup \{i, -i\}$. If there is a graph $G$ with maximum degree at most $\Delta$ such that $Z_{\text{Ising}}(G; \beta) = 0$, then the problems $\text{ISING-NORM}(\beta, \Delta, 1.01)$ and $\text{ISING-ARG}(\beta, \Delta, \pi/3)$ are $\#P$-hard.

We make some progress on this conjecture in Corollary 48 (by changing the degree constraint from $\Delta$ to $\Delta - 1$), but the full result seems to be out of reach for our implementation techniques.

**Corollary 48.** Let $\Delta$ be an integer with $\Delta \geq 3$ and let $\beta \in \mathbb{C}_H \backslash (\mathbb{R} \cup \{i, -i\})$. Suppose that there is a graph $G$ of maximum degree at most $\Delta - 1$ with $Z_{\text{Ising}}(G; \beta) = 0$. Then $\text{ISING-NORM}(\beta, \Delta, 1.01)$ and $\text{ISING-ARG}(\beta, \Delta, \pi/3)$ are $\#P$-hard.

**Proof.** Let $F = \{G' : G' \text{ has maximum degree at most } \Delta - 1 \text{ and } Z(G', \beta) = 0\}$, which is not empty by our hypothesis. We can choose $H \in F$ with the minimum possible number of edges. Let $e = (s, t)$ be an edge of $H$. Let $H \setminus e$ be the graph obtained by deleting the edge $e$ from $H$. We have

$$Z_{st}^{00}(H; \beta) = \beta Z_{st}^{00}(H \setminus e; \beta),$$

$$Z_{st}^{01}(H; \beta) = Z_{st}^{01}(H \setminus e; \beta).$$

Therefore, if $Z_{st}^{00}(H; \beta) = Z_{st}^{01}(H; \beta) = 0$, then $Z_{\text{Ising}}(H \setminus e; \beta) = 2Z_{st}^{00}(H \setminus e; \beta) = 2(Z_{st}^{00}(H; \beta) + Z_{st}^{01}(H; \beta)) = 0$, which contradicts the minimality of $H$. We conclude that either $Z_{st}^{00}(H; \beta) \neq 0$ or $Z_{st}^{01}(H; \beta) \neq 0$. Since $s$ and $t$ have degree at most $\Delta - 1$, the result follows from Lemma 46.
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Appendix A  Mobius-programs: proofs of Lemmas 33 and 34

In this appendix we prove Lemmas 33 and 34. These lemmas generalise the results on implementations for the independent set polynomial given in [7] to a more general setting so that they can be applied to other spin systems, including the Ising model. Some of the definitions and results required in this appendix have been stated in Section 3.4, so we ask the reader to read Section 3.4 before this appendix. This appendix is organised as follows. In Section A.1 we show how to generate approximations of any point around a program-approximable fixed point as a first step towards the proof of Lemma 33. In Section A.2 we prove Lemma 33. Finally, in Section A.3 we prove Lemma 34.

A.1 From program-approximable to densely program-approximable

In this section we generalise the results in [7, Section 7.2] on hardcore-programs to Mobius-programs. The main result of this section is Lemma 52, where we show that program-approximable fixed points are densely program-approximable under some hypothesis. The main idea behind the results given in [7, Section 7] is that, locally around \( \omega \), hardcore-programs behave as straight-line-programs, which are much easier to study. This property is not specific to hardcore-programs, as illustrated in Lemma 50.
Definition 49. Let \( z \in \mathbb{C} \) with \( z \neq 0 \). A straight-line-program with operation

\[
(a_1, \ldots, a_d) \mapsto z \sum_{j=1}^d a_j
\]

(16)
is a sequence of assignments starting with \( a_0 = 0, a_1 = 1 \) and

\[
a_k = z (a_{i_{k,1}} + \cdots + a_{i_{k,d}}), \quad \text{for } k = 2, 3, \ldots,
\]

where \( i_{k,1}, \ldots, i_{k,d} \in \{0, \ldots, k-1\} \). We say that the straight-line-program generates \( x \in \mathbb{C} \) if there exists integer \( k \geq 0 \) such that \( a_k = x \).

Lemma 50 ([7, Lemma 7.9 for Mobius-programs]). Let \( d \) be an integer with \( d \geq 2 \) and let \( g \) be a Mobius map. Let \( \omega \in \mathbb{C} \) be a fixed point of \( f(z) = g(z^d) \) with \( \omega \neq 0 \) and \( g'(\omega^d), g''(\omega^d) \neq 0 \).

Set \( z := g'(\omega^d)\omega^{d-1} \). There exist reals \( C_0 := C_0(g,d,\omega) > 1 \) and \( \delta_0 := \delta_0(g,d,\omega) > 0 \) such that for any \( a_1, \ldots, a_d \in \mathbb{C} \) with \( |a_j| \leq \delta_0 \) (for \( j \in [d] \)) we have

\[
g((\omega + a_1) \cdots (\omega + a_d)) = \omega + z \left( \sum_{j=1}^d a_j \right) + \tau,
\]

where \( \tau \in \mathbb{C} \) with \( |\tau| \leq C_0 \max_{j \in [d]} |a_j|^2 \).

Proof. The proof is analogous to that of [7, Lemma 7.9]. The only difference is the determination of the constants \( C_0 \) and \( \delta_0 \). Here these constants are obtained by a continuity argument whereas in [7, Lemma 7.9] \( C_0 \) and \( \delta_0 \) are determined explicitly. We include this proof to illustrate this continuity argument. Let \( b_1, \ldots, b_d \in \mathbb{C} \) with \( |b_j| \leq 1 \) for every \( j \in [d] \). For \( t \in \mathbb{R} \), we define

\[
F(t) = g ((\omega + tb_1) \cdots (\omega + tb_d)).
\]

Note that \( F(0) = g(\omega^d) = \omega \). To simplify our notation, for each \( j \in [d] \), let \( x_j(t) = \omega + tb_j \), and set \( y(t) = x_1(t) \cdots x_d(t), \) so \( F(t) = g(y(t)). \) We have

\[
F'(t) = g'(y(t)) \sum_{j=1}^d b_j \prod_{i=1, i \neq j}^d x_i(t).
\]

In particular, we obtain

\[
F'(0) = g'(\omega^d) \sum_{j=1}^d b_j \omega^{d-1} = z \sum_{j=1}^d b_j.
\]

(17)

We have

\[
F''(t) = g''(y(t)) \left( \sum_{j=1}^d b_j \prod_{i=1, i \neq j}^d x_i(t) \right)^2 + 2g'(y(t)) \sum_{1 \leq j < i \leq d} b_j b_i \prod_{l=1, l \neq i,j}^d x_l(t).
\]

(18)

Since \( g'(\omega^d), g''(\omega^d) \neq \infty \) (by assumption) and \( y(0) = \omega^d \), from the continuity of the maps \( y, g' \) and \( g'' \) we find that there is \( \delta_0 := \delta_0(g,d,\omega) \in (0,1) \) such that \( g'(y(t)) \) and \( g''(y(t)) \) are bounded when \( |t| \leq \delta_0 \). Note that \( |x_j(t)| \leq |\omega| + 1 \) when \( |t| \leq \delta_0 \). Therefore, (18) can be
upper bounded when $|t| \leq \delta_0$ by a constant $C_0 := C_0(g, d, \omega) > 1$. By Taylor’s formula we conclude that, for every $t \in \mathbb{R}$ with $|t| \leq \delta_0$,

$$|F(t) - F(0) - F'(t)t| \leq C_0 t^2. \quad (19)$$

Finally, let $a_1, \ldots, a_d$ with $|a_j| \leq \delta_0$. We choose $t = \max_{j \in [d]} |a_j|$. The result for $t = 0$ is equivalent to $F(0) = \omega$. Hence, we can assume that $t > 0$ and define $b_j = a_j/t$ for $j \in [d]$. The result then follows from $F(0) = \omega$, (17) and (19).

\textbf{Remark 51.} If the Mobius map $g$ of Lemma 50 is given explicitly, then the constants $\delta_0(g, d, \omega)$ and $C_0(g, d, \omega)$ can be determined explicitly as it is done for $g(x) = 1/(1 + \lambda x)$ in the proof of [7, Lemma 7.9].

As noted in [7, Section 7], straight-line-programs can generate evaluations of any polynomial $p(z)$ with positive coefficients, up to a factor $z^n$. This property of straight-line-programs is used in [7, Lemma 2.10] in conjunction with a density result on evaluations of polynomials to come up with more general Lemma 52, Lemma 2.10 can be effectively replaced by “Mobius-programs” in [7, Lemma 2.10] can be effectively replaced by “Mobius-program for $g$ and $a_0$”, and every time that the proof invokes [7, Lemma 7.9] we can use the more general Lemma 50 instead.

The second main difference is that our statement adds a layer of generality in the choice of the fixed point $\omega \in \mathbb{C}$. In [7, Lemma 2.10] $\omega$ is chosen as the fixed point of $f(z) = 1/(1 + \lambda z^d)$ with the smallest norm. It turns out that such a fixed point satisfies the hypothesis of our statement. First, $\omega$ is program-approximable for $g(z) = 1/(1 + \lambda z)$ and $a_0 = \lambda$ (see [7, Lemma 2.7]). Secondly, we have $\omega$ and $g'(\omega^d), g''(\omega^d) \neq \infty$. Thirdly, $0 < |z| < 1$ and $z \notin \mathbb{R}$, see [7, Lemma 7.4] (we should point out that in [7] the authors set $z = \omega - 1$, which agrees with

\textbf{Lemma 52 ([7, Lemma 2.10] for Mobius-programs).} Let $d$ be an integer with $d \geq 2$ and let $g$ be a Mobius map. Let $f(x) := g(x^d)$ and let $\omega$ be a fixed point of $f$. Let us assume that the following assumptions hold.

1. $\omega$ is program-approximable for $g$ and $a_0 \in \mathbb{C}$;
2. $\omega \neq 0$ and $g'(\omega^d), g''(\omega^d) \neq \infty$;
3. Let $z := f'(\omega)/d = g'(\omega^d)\omega^{d-1}$. We have $0 < |z| < 1$ and $z \notin \mathbb{R}$.

Then, for any $\varepsilon, \kappa > 0$ there exists a radius $\rho \in (0, \kappa)$ such that the following holds. For every $x \in B(\omega, \rho)$ there is a Mobius-program for $g$ starting at $a_0$ that generates $a_k$ with $|x - a_k| \leq \varepsilon \rho$.

\textbf{Proof.} The proof is the same one as that of [7, Lemma 2.10] apart from a few differences in notation. Here we point out these differences in notation so that the reader can translate the proof to our setting if needed. First of all, in our version we have an arbitrary Mobius map $g$ whereas [7, Lemma 2.10] sets $g(z) = 1/(1 + \lambda z)$ for some activity $\lambda \in \mathbb{Q} \setminus \mathbb{R}$ of the independent set polynomial. The particular choice of $g$ does not affect the proof, so every instance of “hardcore-program” in [7, Lemma 2.10] can be effectively replaced by “Mobius-program for $g$ and $a_0$”, and every time that the proof invokes [7, Lemma 7.9] we can use the more general Lemma 50 instead.

Finally, let $\omega$ be a fixed point of $f$ with the smallest norm. It turns out that such a fixed point satisfies the hypothesis of our statement. First, $\omega$ is program-approximable for $g(z) = 1/(1 + \lambda z)$ and $a_0 = \lambda$ (see [7, Lemma 2.7]). Secondly, we have $\omega$ and $g'(\omega^d), g''(\omega^d) \neq \infty$. Thirdly, $0 < |z| < 1$ and $z \notin \mathbb{R}$, see [7, Lemma 7.4] (we should point out that in [7] the authors set $z = \omega - 1$, which agrees with
that uses the hypotheses given in \([7, \text{Lemma 7.10}]\). We note that when the proof is now analogous to that of \([7, \text{Lemma 2.10}]\) there is an extra factor \(\lambda\) when activities of the independent set polynomial are considered. Here we can omit this factor because we are not translating programs to gadgets.

**A.2 Proof of Lemma 33**

In this section we translate the results given in \([7, \text{Section 7.3}]\) to Mobius-programs. The main result of this section is Lemma 33, which gives an algorithmic version of Lemma 52. First, we need some technical results, Lemmas 53 and 54, which extend \([7, \text{Lemma 7.10 and 7.11}]\) to our more general setting.

**Lemma 53** ([7, Lemma 7.10 for Mobius-programs]). Let \(d\) be an integer with \(d \geq 2\) and let \(g\) be a Mobius map. Let \(\omega \in \mathbb{C}\) be a fixed point of \(f(z) = g(z^d)\) with \(\omega \neq 0\), \(g'(\omega^d) \notin \{0, \infty\}\) and \(g''(\omega^d) \neq 0\). Set \(z := g'(\omega^d)\omega^{d-1}\). There exist reals \(\delta_1 := \delta_1(g, d, \omega) > 1\) and \(\delta_1 := \delta_1(g, d, \omega) > 0\) such that for any \(a_1, \ldots, a_d \in \mathbb{C}\) with \(|a_j| \leq \delta_1\) (for \(j \in [d]\)) we have

\[
\Phi^{-1}(\omega + a_d) = \omega + \frac{a_d}{z} - \sum_{j=1}^{d-1} a_j + \tau,
\]

where

\[
\Phi(x) = g\left(x \prod_{j=1}^{d-1} (\omega + a_j)\right)
\]

and \(\tau \in \mathbb{C}\) with \(|\tau| \leq C_0 \max_{j \in [d]} |a_j|^2\).

**Proof.** First, note that

\[
\Phi^{-1}(x) = g^{-1}(x) \prod_{j=1}^{d-1} (\omega + a_j)^{-1}.
\]

Let \(b_1, \ldots, b_d \in \mathbb{C}\) with \(|b_j| \leq 1\) for every \(j \in [d]\). For \(t \in (-|\omega|, |\omega|)\), note that \(\omega + tb_j \neq 0\), so we can define

\[
F(t) = g^{-1}(\omega + tb_d) \prod_{j=1}^{d-1} (\omega + tb_j)^{-1}.
\]

We note that when \(g\) is particularised to \(g(x) = 1/(1+\lambda x)\), \(F\) coincides with the definition of \(F\) given in \([7, \text{Lemma 7.10}]\). Moreover, \(F(t)\) agrees with \(\Phi^{-1}(\omega + a_d)\) for \(t = \max_{j \in [1, \ldots, d]} |a_j|\) and \(b_j = a_j/t\). Note that \(F(0) = g^{-1}(\omega)\omega^{-d+1} = \omega\). One can check that \(F'(0) = b_d/z - \sum_{j=1}^{d-1} b_j\).

The proof is now analogous to that of \([7, \text{Lemma 7.10}]\), with the difference that the constants \(C_1 := C_1(g, d, \omega) > 1\) and \(\delta_1 := \delta_1(g, d, \omega) > 0\) are not explicitly determined but rather obtained by a continuity argument as in Lemma 50 that uses the hypotheses \(\omega \neq 0\), \(g'(\omega^d) \notin \{0, \infty\}\) and \(g''(\omega^d) \neq 0\). Hence, we do not repeat the rest of the proof here.

**Lemma 54** ([7, Lemma 7.11 for Mobius-programs]). Let \(d\) be an integer with \(d \geq 2\) and let \(g\) be a Mobius map. Let \(\omega \in \mathbb{C}\) be a fixed point of \(f(z) = g(z^d)\) with \(g'(\omega^d)\), \(g''(\omega^d) \neq 0\). Set
There exist reals $C_2 := C_2(g, d, \omega) > 1$ and $\delta_2 := \delta_2(g, d, \omega) > 0$ such that for any $a_1, \ldots, a_d \in \mathbb{C}$ with $|a_j| \leq \delta_2$ (for $j \in [d]$) we have

$$\Phi'(\omega + a_d) = z + \tau,$$

where

$$\Phi(x) = g\left(x \prod_{j=1}^{d-1} (\omega + a_j)\right)$$

and $\tau \in \mathbb{C}$ with $|\tau| \leq C_0 \max_{j \in [d]} |a_j|$. 

**Proof.** First, note that

$$\Phi'(x) = g'\left(x \prod_{j=1}^{d-1} (\omega + a_j)\right) \prod_{j=1}^{d-1} (\omega + a_j).$$

Let $b_1, \ldots, b_d \in \mathbb{C}$ with $|b_j| \leq 1$ for every $j \in [d]$. For $t \in \mathbb{R}$, we define

$$F(t) = g'\left(\prod_{j=1}^{d} (\omega + tb_j)\right) \prod_{j=1}^{d} (\omega + tb_j),$$

so $F(t)$ agrees with $\Phi'(\omega + a_d)$ for $t = \max_{j \in [1, d]}|a_j|$ and $b_j = a_j/t$. Note that $F(0) = g'(\omega^d)\omega^{d-1} = z$. At this point the proof is analogous to that of Lemma 50, so we are not repeating it again. The only difference is that this time we have to bound $F'(t)$, instead of $F^d(t)$, in a neighbourhood of $t = 0$, obtaining $\delta_2 := \delta_2(g, d, \omega) \in (0, 1)$ and $C_2 := C_2(g, d, \omega) > 1$ such that $|F'(t)| \leq C_2$ for all $t \in (-\delta_2, \delta_2)$. In [7, Lemma 7.11] the constants $\delta_2$ and $C_2$ are made precise for the choice $g(x) = 1/(1 + \lambda x)$, whereas here we obtain them by continuity of $F'(t)$ and the fact that $g'(\omega^d), g''(\omega^d) \neq \infty$. \qed

**Lemma 55** ([7, Lemma 7.12 for Mobius-programs]). Let $d$ be an integer with $d \geq 2$ and let $g$ be a Mobius map. Let $f(x) := g(x^d)$ and let $\omega$ be a fixed point of $f$. Let us assume that the following assumptions hold.

1. $\omega$ is program-approximable for $g$ and $a_0 \in \mathbb{C}$;
2. $\omega \neq 0$ and $g'(\omega^d), g''(\omega^d) \notin \{0, \infty\}$;
3. Let $z := f'(\omega)/d = g'(\omega^d)\omega^{d-1}$. We have $0 < |z| < 1$ and $z \notin \mathbb{R}$.

Then there are Mobius-programs for $g$ starting at $a_0$ that generate $\{\lambda_0, \lambda_1, \ldots, \lambda_t\} \subseteq \mathbb{C}$, and a real $r > 0$ such that the following hold for all $\hat{\omega} \in B(\omega, r)$.

1. For $i = 0$, $\lambda_0 \in B(\hat{\omega}, 2r)$.
2. For $i = 1, \ldots, t$, the map $\Phi_i$ given by $\Phi_i(x) = g(x\lambda_i\lambda_0^{d-2})$ is contracting on the ball $B(\hat{\omega}, 2r)$.
3. $B(\hat{\omega}, 2r) \subseteq \bigcup_{i=1}^{t} \Phi_i(B(\hat{\omega}, 2r))$.

**Proof.** The proof is exactly the same one as that of [7, Lemma 7.12] apart from the differences in notation mentioned in the proof of Lemma 52, and the fact that we use the more general Lemma 53 instead of [7, Lemma 7.10] and the more general Lemma 54 instead of [7, Lemma 7.11]. \qed
When one has maps $\Phi_1, \ldots, \Phi_t$ with the properties 2 and 3 of Lemma 55, there is an efficient algorithm to approximate numbers using sequential applications of the maps $\Phi_1, \ldots, \Phi_t$, see Lemma 56.

**Lemma 56 ([7, Lemma 2.8]).** Let $z_0 \in \mathbb{C}_\lambda$, $r \in \mathbb{R}_{>0}$ and $U$ be the ball $B(z_0, r)$. Further, suppose that $\Phi_1, \ldots, \Phi_t$ are Mobius maps (with coefficients in $\mathbb{C}_\lambda$) that satisfy the following:

1. for each $i \in [t]$, $\Phi_i$ is contracting on the ball $U$,
2. $U \subseteq \bigcup_{i=1}^t \Phi_i(U)$.

Then there is a polynomial-time algorithm which, on input (i) a starting point $x_0 \in U \cap \mathbb{C}_\lambda$, (ii) a target $x \in U \cap \mathbb{C}_\lambda$, and (iii) a rational $\varepsilon > 0$, outputs a number $\hat{x} \in U \cap \mathbb{C}_\lambda$ and a sequence $i_1, i_2, \ldots, i_k \in [t]$ such that

$$\hat{x} = \Phi_{i_k} \left( \Phi_{i_{k-1}} \left( \cdots \Phi_{i_1} \left( x_0 \right) \cdots \right) \right) \text{ and } |x - \hat{x}| \leq \varepsilon.$$  

Even though [7, Lemma 2.8] is stated for particular maps $\Phi_i$ that arise in the context of the independent set polynomial, its proof is more general and works in the setting of Lemma 56. Now Lemma 33 follows from combining Lemmas 55 and 56.

**Lemma 33 ([7, Proposition 2.6 for Mobius-programs]).** Let $d$ be an integer with $d \geq 2$ and let $g$ be a Mobius map with coefficients in $\mathbb{C}_\lambda$. Let $f(x) := g(x^d)$ and let $\omega$ be a fixed point of $f$. Let us assume that the following assumptions hold.

1. $\omega$ is program-approximable for $g$, $d$ and $a_0 \in \mathbb{C}$;
2. $\omega \neq 0$, $g'(\omega^d) \notin \{0, \infty\}$ and $g''(\omega^d) \neq 0$;
3. Let $z := f'(\omega)/d = g'(\omega^d)\omega^{d-1}$. We have $0 < |z| < 1$ and $z \notin \mathbb{R}$.

Then $\omega$ is densely program-approximable in polynomial time for $g$, $d$ and $a_0$.

**Proof.** The proof is the same as that of [7, Proposition 2.6], the main differences being that we invoke the more general Lemmas 55 and 56 instead of [7, Lemmas 7.12 and 2.8]. We also stop the proof once we have obtained the desired program instead of translating the program to a gadget for the independent set polynomial. Finally, in the definition of densely program-approximable in polynomial time we ask the algorithm to compute $k$ approximations $x_1, \ldots, x_k$ of $\lambda'$. This can be done by running $k$ versions of the algorithm given in the proof of [7, Proposition 2.6] and setting a different value for $x_0$ in each version when applying Lemma 56. In the proof of [7, Proposition 2.6] the value $x_0$ is a good approximation of the fixed point $\omega$. These distinct values for $x_0$ are obtained by generating a better approximation of the fixed point $\omega$ each time. The generated elements $x_1, \ldots, x_k$ will be of the form $\Phi_{i_j} \left( \Phi_{i_{j-1}} \left( \cdots \Phi_{i_1} \left( x_0 \right) \cdots \right) \right)$, so all of them are distinct because the starting points for $x_0$ are distinct and the maps $\Phi_i$ are bijective.

### A.3 Proof of Lemma 34

In this section we prove Lemma 34, that is, we show how to generate approximations of any complex number with a Mobius-program. This generalises [7, Proposition 2.2] to Mobius-programs. Up to this point the results of [7] on hardcore-programs have been generalised to
Mobius-programs without much effort. In this section we have to refine the arguments given in the proof of [7, Proposition 2.2] to make it work for any Mobius map \( g \), although the main idea stays the same: starting from a repelling fixed point and applying results of complex dynamics (see Section 3.3) to come up with an appropriate Mobius-program.

First, let us make some remarks about the proof of [7, Proposition 2.2]. This result shows how to efficiently implement approximations of any complex activity of the independent set polynomial via a hardcore-program. The proof is divided into three steps. First, the authors show how to generate approximations of any activity sufficiently large. Then they use the fact that \( g(x) = 1/(1 + \lambda x) \) tends to 0 when \( x \) diverges to generate approximations of any complex number near 0. Finally, they combine both results to generate an approximation of any complex number. Unfortunately, the second step breaks for arbitrary Mobius maps and, in particular, for the Mobius maps that we use when particularising these results to the Ising model. This motivates the work presented in this section.

This section is organised as follows. In Lemma 57 we show that if a repelling fixed point of \( f(z) := g(z^d) \) is densely program-approximable in polynomial-time, then any complex point is densely program-approximable in polynomial-time. In particular, this includes the point 0 that escapes from the arguments given in [7], which rely heavily on the fact that complex holomorphic maps are locally Lipschitz. Instead of this local property, here we use the fact that rational maps are Lipschitz on the Riemann sphere with respect to the chordal metric (Lemma 24), which simplifies the proofs because we do not have to deal so carefully with the poles of the rational map. In Lemma 58 we show how to generate approximations of any complex number that is sufficiently large. Although Lemma 58 could follow from the technical proof given in [7, Proposition 2.2], we include a simpler proof that goes along the same lines as the proof of Lemma 57. Finally, we combine Lemmas 57 and 58 to prove Lemma 34.

**Lemma 57.** Let \( d \) be an integer with coefficients in \( \mathbb{C}_\lambda \). Let \( \omega \in \mathbb{C} \) be a repelling fixed point of \( f(z) := g(z^d) \) that is densely program-approximable in polynomial time for \( g \) and \( a_0 \in \mathbb{C}_\lambda \). Let \( E_f \) be the exceptional set of the rational map \( f \) and let \( \gamma \in \mathbb{C} \setminus E_f \). Then \( \gamma \) is densely program-approximable in polynomial time for \( g \) and \( a_0 \).

**Proof.** Let \( r_\omega > 0 \) from the definition of densely program-approximable point for \( \omega \) (Definition 32). Since \( \omega \) is a repelling fixed point of \( f \), by Lemma 25 it belongs to the Julia set of \( f \) and, thus, by Theorem 26, \( \bigcup_{n=0}^\infty f^n(B(\omega, r_\omega)) = \hat{\mathbb{C}} \setminus E_f \). Let \( N \) be the smallest non-negative integer such that \( \gamma \in f^N(B(\omega, r_\omega)) \). If \( N = 0 \), then the fact that \( \gamma \) is densely program-approximable in polynomial time for \( g \) and \( a_0 \) is trivial: let \( r_\gamma \) be any positive real number with \( B(\gamma, r_\gamma) \subseteq B(\omega, r_\omega) \) and use the algorithm from the definition of densely program-approximable (in polynomial time) point for \( \omega \) on the inputs \( \lambda \in B(\gamma, r_\gamma) \cap \mathbb{C}_\lambda \) and \( \varepsilon > 0 \) rational. In the rest of the proof we deal with the case \( N \geq 1 \).

Let \( x \in B(\omega, r_\omega) \) such that \( f^N(x) = \gamma \in \mathbb{C} \). Let

\[
P = \{ z \in \mathbb{C} : z \text{ is a pole of } f^n \text{ for some } n \in [N] \}.
\]

Note that \( P \) is a finite set so there is \( r > 0 \) such that

\[
\overline{B}(x, r) \subseteq B(\omega, r_\omega) \quad \text{and} \quad \overline{B}(x, 2r) \cap P \subseteq \{ x \}.
\]

We point out here that \( x \in P \) if and only if there is \( n \in [N - 1] \) such that \( f^n(x) = \infty \). Since \( f^N(\overline{B}(x, 2r)) \) is a compact set of complex numbers \( (f^N \) is continuous on \( \overline{B}(x, 2r) \) as a
complex function due to the lack of poles), there is a rational constant \( C > 0 \) depending on \( \gamma \) such that
\[
|f^N(z)| \leq C \quad \text{for every } z \in \overline{B}(x, 2r).
\]

Since \( f^N \) is a rational function, \( f^N(B(x, r)) \) is an open set in \( \hat{\mathbb{C}} \) by the open mapping theorem (Proposition 21). Hence, there is a rational \( r_\gamma > 0 \) with \( B(\gamma, r_\gamma) \subseteq f^N(B(x, r)) \) (here we used that \( \gamma \neq \infty \)). This is the radius in the definition of densely program-approximable point for \( \gamma \) (Definition 32). By Lemma 24, there is a rational \( L \geq 1 \) such that \( f^N \) is Lipschitz with constant \( L \) in \( \hat{\mathbb{C}} \) with respect to the chordal metric.

Now we proceed to give the polynomial-time algorithm. Let \( k \) be a positive integer. Let \( \lambda \in B(\gamma, r_\gamma) \cap \mathbb{C}_A \) and \( \varepsilon > 0 \) rational be the inputs of the algorithm. We are going to compute \( k \) elements of Mobius-programs that approximate \( \lambda \) up to an error \( \varepsilon \). We set
\[
\varepsilon' = \frac{\varepsilon}{1 + C^2} \quad \text{and} \quad \varepsilon'' = \min\{\varepsilon'/L, r\}.
\]

We can write \( f^N(z) = P(z)/Q(z) \) where \( P \) and \( Q \) are polynomials with coefficients in \( \mathbb{C}_A \). Note that the equation \( P(z)/Q(z) = \lambda \) in \( z \in B(x, r) \cap \mathbb{C}_A \) is equivalent to \( P(z) = \lambda Q(z) \) in \( z \in B(x, r) \cap \mathbb{C}_A \) because \( Q \) has no zeros in \( B(x, r) \). We can solve this polynomial equation numerically as described in the proof of [7, Proposition 2.2, case I] to compute \( x' \in B(x, r) \cap \mathbb{C}_A \) with \( |x^* - x'| \leq \varepsilon''/2 \) for some solution \( x^* \) of \( P(z) = \lambda Q(z) \) with \( x^* \in B(x, r) \cap \mathbb{C}_A \), so \( f^N(x^*) = \lambda \). Since \( x^* \in B(x, r) \cap \mathbb{C}_A \), we can use the algorithm of the definition of densely program-approximable in polynomial time for \( \omega \) to compute \( k + 1 \) distinct elements \( \hat{x}_1, \ldots, \hat{x}_{k+1} \) of a Mobius-program for \( g \) and \( a_0 \) with \( |x' - \hat{x}| \leq \varepsilon''/2 \). Let \( \hat{x} \) be any of these \( k + 1 \) elements and let us analyse how close \( f^N(\hat{x}) \) is to \( \lambda \). We have \( |x^* - \hat{x}| \leq \varepsilon'' \) by the triangle inequality. We claim that \( |\lambda - f^N(\hat{x})| \leq \varepsilon \). In view of the Lipschitz property of \( f^N \) and (22), we have
\[
d(\lambda, f^N(\hat{x})) \leq L d(x^*, \hat{x}) = L \frac{|x^* - \hat{x}|}{((1 + |x^*|^2)(1 + |\hat{x}|^2))^{1/2}} \leq L |x^* - \hat{x}| \leq L \varepsilon'' \leq \varepsilon'.
\]

Note that by the triangle inequality, \( |x - \hat{x}| \leq |x - x'| + |x' - \hat{x}| \leq r + \varepsilon'' \leq 2r \). We can now use the upper bound (21) with \( z = \hat{x} \) and \( z = x^* \) to conclude that \( |f^N(x^*)| = |\lambda| \leq C \) and
\[
|\lambda - f^N(\hat{x})| = \left( (1 + |f^N(\hat{x})|^2)(1 + |\lambda|^2) \right)^{1/2} d(\lambda, f^N(\hat{x})) \leq (1 + C^2) d(\lambda, f^N(\hat{x})) = \varepsilon.
\]

The algorithm chooses \( k \) numbers in \( \{f^N(\hat{x}_1), \ldots, f^N(\hat{x}_{k+1})\} \) in conjunction with its representation as a sequence of tuples (which comes from the representation of \( \hat{x} \) and the corresponding applications of \( f \)). Recall that \( N \) does not depend on the inputs \( \varepsilon \) and \( \lambda \), so computing \( f^N(\hat{x}) \) from \( \hat{x} \) only adds a constant factor to the running time. In order to conclude the proof, we have to ensure that \( f^1(\hat{x}), f^2(\hat{x}), \ldots, f^N(\hat{x}) \) is a sequence of complex numbers, that is, \( \infty \) does not appear in the sequence. It is enough to show that this is the case for at least \( k \) of the \( k + 1 \) outputs \( f^N(\hat{x}_1), \ldots, f^N(\hat{x}_{k+1}) \), since we only wanted \( k \) outputs to begin with. This follows from (20) and the fact that at most one of the numbers \( \hat{x}_1, \ldots, \hat{x}_{k+1} \) is equal to \( x \).

\[\square\]

**Lemma 58** ([7, Proposition 2.2, case I]). Let \( d \) be an integer with \( d \geq 2 \) and let \( g \) be a Mobius map with coefficients in \( \mathbb{C}_A \). Let \( \omega \in \mathbb{C} \) be a repelling fixed point of \( f(z) := g(z^d) \) that is densely program-approximable for \( g \) and \( a_0 \in \mathbb{C}_A \). Let \( E_f \) be the exceptional set of the
rational map $f$. If $\infty \not\in E_f$, then there exists a rational number $M > 1$ such that the following holds.

There is a polynomial-time algorithm such that, on input $\lambda \in \mathbb{C}_\Delta$ with $|\lambda| > M$ and rational $\varepsilon > 0$, computes an element $a_k$ of a Mobius-program for $g$ starting at $a_0$ with $|\lambda - a_k| \leq \varepsilon$.

**Proof.** This lemma can be proven following the argument given in the first case of the proof of [7, Proposition 2.2] for the independent set polynomial. Here we give a simpler proof that works even when $g$ is just a rational function. The original proof is significantly more technical because the authors first get close to a pole and then apply one more iteration of $f$ to get near the desired point $\lambda$. To do this, they have to make sure that the poles of $f^1, \ldots, f^N$ are excluded from the all the domains considered and that all the applications of $f$ are locally Lipschitz.

Our proof follows the same structure as that of Lemma 57 with $\gamma = \infty$, but it requires a slightly different analysis because in the proof $x$ is a pole of $f^N$. Let $r_\omega > 0$ from the definition of densely program-approximable fixed point for $\omega$. Since $\omega$ is a repelling fixed point of $f$, by Lemma 25 it belongs to the Julia set of $f$, and, thus, by Theorem 26, $\bigcup_{n=0}^\infty f^n(B(\omega, r_\omega)) = \hat{C} \setminus E_f$. Since $\infty \not\in E_f$, we can consider the smallest non-negative integer $N$ such that $\infty \in f^N(B(\omega, r_\omega))$. Note that $N \geq 1$ because $\infty \not\in B(\omega, r_\omega)$.

Let $x \in B(\omega, r_\omega)$ such that $f^N(x) = \infty$. Let

$$\mathcal{P} = \{z \in \mathbb{C} : z \text{ is a pole of } f^n \text{ for some } n \in [N]\}$$

and

$$\mathcal{Z} = \{z \in \mathbb{C} : z \text{ is a zero of } f^n \text{ for some } n \in [N]\}.$$ 

Note that $\mathcal{P}$ and $\mathcal{Z}$ are finite sets and $x \in \mathcal{P}$ because $f^N(x) = \infty$. Let $\delta$ be the minimum distance between any two distinct numbers in $\mathcal{P} \cup \mathcal{Z}$. There is $0 < r < \delta/4$ such that

$$\overline{B}(x, r) \subseteq B(\omega, r_\omega) \text{ and } \overline{B}(x, 2r) \cap (\mathcal{P} \cup \mathcal{Z}) = \{x\}. \quad (23)$$

Since $f^N$ is a rational function, $f^N(B(x, r))$ is an open set in $\hat{\mathbb{C}}$, see Section 3.3. Hence, by the topology of the Riemann sphere and the fact that $\infty \in f^N(B(x, r))$, there is $M > 1$ with $U = \{z \in \mathbb{C} : |z| > M\} \subseteq f^N(B(x, r))$. This is the constant given in the statement. We can write $f^N(z) = P(z)/Q(z)$ where $P$ and $Q$ are polynomials with coefficients in $\mathbb{C}_\Delta$ that do not share any root, so the set of roots of $P$ is $\mathcal{Z}$ and the set of roots of $Q$ is $\mathcal{P}$. We are going to bound $|P(z)|$ and $|Q(z)|$ in $B(x, r)$. First, let us bound $|P(z)|$. Let $k$ be the multiplicity of the pole $x$ of $f^N$. For any $z \in \overline{B}(x, 2r)$ and $\zeta \in \mathcal{Z} \cup \mathcal{P}$ with $\zeta \neq x$, in view of $r < \delta/4$ and (23), we have

$$|z - \zeta| \leq |x - \zeta| + |z - x| \leq |x - \zeta| + 2r \leq 2r + \max_{\zeta' \in \mathcal{Z} \cup \mathcal{P}} |x - \zeta'|$$

and

$$|z - \zeta| \geq |x - \zeta| - |x - z| \geq \delta - 2r \geq \delta/2.$$

Hence, there are real numbers $C_0, C_1 > 0$ such that, for any $z \in \overline{B}(x, 2r)$,

$$C_0(\delta/2)^{\deg P} \leq |P(z)| \leq C_1 \quad \text{and} \quad C_0(\delta/2)^{\deg Q - k} |x - z|^k \leq |Q(z)| \leq C_1 |x - z|^k. \quad (24)$$

Combining the bounds in (24) and setting $D_0 = C_0(\delta/2)^{\deg P}/C_1$ and $D_1 = C_1(\delta/2)^{k - \deg Q}/C_0$ we find that, for any $z \in \overline{B}(x, 2r)$,

$$D_0 |x - z|^{-k} \leq |f^N(z)| \leq D_1 |x - z|^{-k}.$$ 

(25)
Note that $D_0$ and $D_1$ are positive. The bounds (25) play an important role in our algorithm. We also need Lemma 24, which gives a rational $L \geq 1$ such that $f^N$ is Lipschitz with constant $L$ in $\hat{C}$.

Now we proceed to give the polynomial-time algorithm. Let $\lambda \in \mathbb{C}_A$ with $|\lambda| > M$ and $\varepsilon > 0$ rational be the inputs. We set $\tau = \frac{D_2 \cdot 2^k |\lambda|}{D_0}$ and

$$
\varepsilon' = \frac{\varepsilon}{((1 + |\tau|^2) (1 + |\lambda|^2))^{1/2}} \quad \text{and} \quad \varepsilon'' = \min \left\{ \varepsilon' / L, r, \frac{1}{2} \left( \frac{D_0}{|\lambda|} \right)^{1/k} \right\}. \quad (26)
$$

Note that $\text{size}(\varepsilon'') = \text{poly(size}(\varepsilon), \text{size}(\lambda))$ since $L, D_0, D_1, r, k$ are constants that do not depend on the inputs. The equation $P(z)/Q(z) = \lambda$ in $z \in B(x, r) \cap \mathbb{C}_A$ is equivalent to $P(z) = \lambda Q(z)$ in $z \in B(x, r) \cap \mathbb{C}_A$ because $Q$ has no zeros in $B(x, r)$ other than $x$. We can solve this polynomial equation numerically as described in the proof of [7, Proposition 2.2, case I] to compute $x' \in B(x, r) \cap \mathbb{C}_A$ with $|x' - x| \leq \varepsilon'' / 2$ for some solution $x^*$ of $P(z) = \lambda Q(z)$ with $x^* \in B(x, r) \cap \mathbb{C}_A$, so $f^N(x^*) = \lambda$. Since $x' \in B(x, r) \cap \mathbb{C}_A \subseteq B(\omega, r_\omega)$, we can use the algorithm of the definition of densely program-approximable in polynomial time for $\omega$ to compute 2 distinct elements $\hat{x}_1, \hat{x}_2$ of a Mobius-program for $g$ and $a_0$ with $|x^j - \hat{x}_j| \leq \varepsilon'' / 2$ for any $j \in \{1, 2\}$. By the triangle inequality, we have $|x^* - \hat{x}_j| \leq \varepsilon''$ and $|x - x^*| + |x^* - \hat{x}_j| \leq \varepsilon'' \leq 2r$, where we used (26). In light of the choice of $r$ in (23), for any $z \in \overline{B}(x, 2r)$, we have $f^N(z) = \infty$ if and only if $z = x$. Hence, we can check if $\hat{x}_j$ is $x$ by evaluating $f^N(\hat{x}_j)$ and checking if the result is $\infty$ or not. Since $\hat{x}_1$ and $\hat{x}_2$ are distinct, at least one of the two is not $x$, so we can pick $\hat{x} \in \{\hat{x}_1, \hat{x}_2\}$ with $\hat{x} \neq x$. We work with $\hat{x}$ in the rest of the proof. We claim that $|\lambda - f^N(\hat{x})| \leq \varepsilon$. Recall that $x^*, \hat{x} \in \overline{B}(x, 2r)$. In view of the bounds (25) and (26) we have

$$
\frac{1}{2} |x - x^*| \geq \frac{1}{2} \left( \frac{D}{|f^N(x^*)|} \right)^{1/k} \geq \frac{1}{2} \left( \frac{D}{|\lambda|} \right)^{1/k} \geq \varepsilon''.
$$

so $|x - \hat{x}| \geq |x - x^*| - |x^* - \hat{x}| \geq |x - x^*| - \varepsilon'' \geq |x - x^*| / 2$ and

$$
|f^N(\hat{x})| \leq \frac{D_1}{|x - \hat{x}|^k} \leq D_1 \left( \frac{2}{|x - x^*|} \right)^k \leq \frac{D_1}{D_0} 2^k |\lambda| = |\tau|. \quad (27)
$$

In view of the Lipschitz property of $f^N$ and (26), we have

$$
d(\lambda, f^N(\hat{x})) \leq L d(x^*, \hat{x}) = L \frac{|x^* - \hat{x}|}{((1 + |x^*|^2) (1 + |\hat{x}|^2))^{1/2}} \leq L |x^* - \hat{x}| \leq L \varepsilon'' \leq \varepsilon',
$$

which in combination with (27) yields

$$
|\lambda - f^N(\hat{x})| = \left( (1 + |f^N(\hat{x})|^2) (1 + |\hat{x}|^2) \right)^{1/2} d(\lambda, f^N(\hat{x})) \leq \left( (1 + |\tau|^2) (1 + |\lambda|^2) \right)^{1/2} \varepsilon' = \varepsilon,
$$

as we wanted to prove. The algorithm outputs $f^N(\hat{x})$ in conjunction with its representation as a sequence of tuples (which comes from the representation of $\hat{x}$ and the corresponding applications of $f$). In order to conclude the proof, we have to guarantee that the sequence $f^1(\hat{x}), f^2(\hat{x}), \ldots, f^N(\hat{x})$ does not contain the point $\infty$. In light of (23), $\hat{x}$ is a pole of $f^n$ for some $n \in [N]$ if and only if $\hat{x} = x$. But we chose $\hat{x} \in \{\hat{x}_1, \hat{x}_2\}$ with $\hat{x} \neq x$, concluding the proof. \qed
Now we can combine Lemmas 57 and 58 to prove Lemma 34. The proof follows the same idea as that of [7, Proposition 2.2, case I] with the difference that we can not use the particular shape of \( g \) to simplify some steps. Hence, we have again to use the Lipschitz property of rational functions on the Riemann sphere (Lemma 24).

Lemma 34 ([7, Proposition 2.2 for Mobius-programs]). Let \( d \) be an integer with \( d \geq 2 \) and let \( g \) be a Mobius map with coefficients in \( \mathbb{C} \) such that \( g(\infty) \in \mathbb{C} \). Let \( \omega \in \mathbb{C} \) be a repelling fixed point of \( f(z) := g(z^d) \) that is densely program-approximable in polynomial time for \( g \) and \( a_0 \in \mathbb{C} \). Let \( E_f \) be the exceptional set of the rational map \( f \). If \( 0, \infty \notin E_f \), then the following holds.

There is a polynomial-time algorithm such that, on input \( \lambda \in \mathbb{C} \) and rational \( \varepsilon > 0 \), computes an element \( a_k \) of a Mobius-program for \( g \) starting at \( a_0 \) with \( |\lambda - a_k| \leq \varepsilon \).

Proof. By Lemma 24 there is a rational \( L \geq 1 \) such that \( f^N \) is Lipschitz with constant \( L \) in \( \hat{\mathbb{C}} \). Note that \( g \) only has one complex pole because \( g \) is a Mobius map with \( g(\infty) \in \mathbb{C} \). Let \( p \in \mathbb{C} \) be the pole of \( g \), so \( g(p) = \infty \). We can write \( g \) as \( g(z) = a/(z-p) + b \) for some \( a, b \in \mathbb{C} \) with \( a \neq 0 \). Let \( r_0 \in (0, 1) \) be rational number as in Lemma 57 for \( \gamma = 0 \). Let \( M > 1 \) be a rational number as in Lemma 58. There is a rational \( r > 0 \) such that

\[
|g(z)| > 2M \quad \text{for all } z \in B(p, r). \tag{28}
\]

Since \( g(\infty) = b \in \mathbb{C} \) and \( p \) is the only pole of \( g \), we find that \( g \) is bounded on \( \mathbb{C} \setminus B(p, r/2) \). Let \( C \) be a positive real number with

\[
|g(z)| \leq C \quad \text{for all } z \in \mathbb{C} \setminus B(p, r/2). \tag{29}
\]

We can now specify the algorithm announced in the statement. Let \( \lambda \in \mathbb{C} \) and rational \( \varepsilon > 0 \) be its inputs. Our algorithm distinguishes two cases depending on \( \lambda \in B(p, r_p) \).

1. \(|\lambda| > M\). Then we can use the algorithm of Lemma 58 to compute an element \( a_k \) of a Mobius-program for \( g \) starting at \( a_0 \) with \( |\lambda - a_k| \leq \varepsilon \).

2. \(|\lambda| \leq M\). Let \( x^* = g^{-1}(\lambda) \). We have \( x^* \notin B(p, r) \) because \( |g(x^*)| = |\lambda| < 2M \), see (28). Let

\[
\varepsilon' = \min \left\{ \frac{\varepsilon}{L(1 + C^2)} \cdot r/2 \right\} \tag{30}
\]

Our algorithm computes \( x^* \) and distinguish two more cases depending on \( x^* \). In each of the two cases the algorithm is going to compute an element \( \hat{x} \) of a Mobius-program for \( g \) starting at \( a_0 \) with \( |x^* - \hat{x}| \leq \varepsilon' \).

- \(|x^*| > M\). Our algorithm uses the algorithm of Lemma 58 with inputs \( x^* \) and \( \varepsilon' \) to compute an element \( \hat{x} \) of a Mobius-program for \( g \) starting at \( a_0 \) with \( |x^* - \hat{x}| \leq \varepsilon' \), and returns \( a_k \).

- \(|x^*| \leq M\). Note that \( 2M/r_0 > M \). Our algorithm first uses the algorithm of Lemma 58 with inputs \( \lambda = 2M/r_0 \) and \( \varepsilon = 1 \) to compute an element \( \lambda_1 \) of a Mobius-program for \( g \) starting at \( a_0 \) with \( |2M/r_0 - \lambda_1| \leq 1 \), so \( |\lambda_1| > M/r_0 \). This step takes constant time since all the quantities involved are constants stored in our algorithm. The idea for this part of the proof is borrowed from [7, Proposition 2.2, case III]. Here \( \lambda_1 \) plays the same role as the activity \( \lambda_1 \) implemented in [7, Proposition 2.2,
case III], hence the choice of the name. We have \( |x^*/\lambda_4| < r_0 \), so we can use the algorithm of Lemma 57 for \( \gamma = 0 \) with inputs \( x^*/\lambda_4 \) and \( \varepsilon'/|\lambda_4| \) to compute an element \( \hat{x} \) of a Mobius-program for \( g \) starting at \( a_0 \) with \( |x^*/\lambda_4 - \hat{y}| \leq \varepsilon'/|\lambda_4| \). We set \( \hat{x} = \lambda_4 \hat{y} \) and note that \( |x^* - \hat{x}| \leq \varepsilon' \).

From the definition of \( \varepsilon' \) (30) and the triangle inequality we have

\[
|p - \hat{x}| \geq |p - x^*| - |x^* - \hat{x}| \geq r - \varepsilon' \geq r/2.
\]

Hence, (29) yields

\[
|g(\hat{x})| \leq C. \tag{31}
\]

In view of the Lipschitz property of \( f^N \) we have

\[
d(\lambda, g(\hat{x})) \leq Ld(g^{-1}(\lambda), \hat{x}) = \frac{|x^* - \hat{x}|}{((1 + |x^*|^2)(1 + |\hat{x}|^2))^{1/2}} \leq L|x^* - \hat{x}| \leq L\varepsilon' \leq \frac{\varepsilon}{L(1 + C^2)}
\]

which in combination with (31) and \( |\lambda| \leq M \leq C \) yields

\[
|\lambda - g(\hat{x})| = \left( (1 + |g(\hat{x})|^2) (1 + |\lambda|^2) \right)^{1/2} d(\lambda, g(\hat{x})) \leq L(1 + C^2) d(\lambda, g(\hat{x})) \leq \varepsilon.
\]

Our algorithm returns the representation of \( g(\hat{x}) \) as an element of a Mobius-program.

Remark 59. The hypothesis \( g(\infty) \in \mathbb{C} \) can be removed from Lemma 34. This would require us to study the case \( g(\infty) = \infty \) in the proof of Lemma 34. Note that \( g(z) = \infty \) if and only if \( g \) is of the form \( az + b \) for \( a, b \in \mathbb{Q} \) with \( a \neq 0 \). This case is not relevant for this work, hence why we left it out of the statement. Also, for convenience, [7] restricted attention to complex numbers whose real and imaginary parts are rational, but it suffices for them to be algebraic.

Appendix B  Mathematica code for the proof of Lemma 17

The following Mathematica code shows that

\[
\left| \frac{e^{\tau i} - e^{\theta i}}{2 + \delta(e^{\tau i} + e^{\theta i})} \right| \leq 1,
\]

which was promised in the proof of Lemma 17. The output of the code is False. The code uses the (rigorous) Resolve function of Mathematica.

```mathematica

cos1 = 2 t1/(1 + t1^2);
sin1 = (1 - t1^2)/(1 + t1^2);
cos2 = 2 t2/(1 + t2^2);
sin2 = (1 - t2^2)/(1 + t2^2);
Z = ComplexExpand[((cos1 + I sin1) - (cos2 + I sin2)) / (2 + delta (cos1 + cos2 + I (sin1 + sin2))));
X = Simplify[(Z + ComplexExpand[Conjugate[Z]])/2];
Y = Simplify[(Z - ComplexExpand[Conjugate[Z]])/(2 I)];
Resolve[Exists[{t1, t2, delta}, X^2 + Y^2 > 1 && -1 <= t1 <= 1 && -1 <= t2 <= 1 && 0 < delta < 1]]
```

48