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Machine learning methods based on normalizing flows have been shown to address important challenges, such as critical slowing-down and topological freezing, in the sampling of gauge field configurations in simple lattice field theories. A critical question is whether this success will translate to studies of QCD. This Proceedings presents a status update on advances in this area. In particular, it is illustrated how recently developed algorithmic components may be combined to construct flow-based sampling algorithms for QCD in four dimensions. The prospects and challenges for future use of this approach in at-scale applications are summarized.
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1. Introduction

The rapid development of machine learning, and in particular deep learning, over the last decade has spawned a new wave of algorithms for computational physics [1–3]. In lattice quantum field theory, custom machine learning tools are being developed to accelerate almost every step of the computational workflow [4], from configuration generation [5–46] to calculation or design of observables [5, 18, 47–59] and various aspects of analysis [60–71], while maintaining rigorous guarantees of exactness.

One particular approach to accelerating gauge field generation via machine learning is based on the use of flow transformations as trivializing maps [72–75], as outlined in Sec. 2. Bespoke flow architectures tailored to this application have been constructed, including gauge-equivariant architectures designed for Abelian and non-Abelian gauge field theories [30, 31], and methods to incorporate fermions [32, 46]. Proof-of-principle implementations have demonstrated success in ameliorating important challenges such as critical slowing-down and topological freezing, as well as the computation of thermodynamic quantities, in theories ranging from scalar field theory [5, 28, 35, 39, 76] through Yukawa theory [32], to the Schwinger model [9, 43] and SU(3) gauge field theory with fermions in two dimensions [46].

The following sections outline how recent developments may be combined to construct flow transformations to enable sampling of QCD gauge field configurations, and present the first numerical demonstration of this technique applied to lattice QCD.

2. Flow transformations of lattice field configurations

In the machine learning lexicon, a flow transformation [73–75] is a diffeomorphism between manifolds, defined with a large number of free parameters such that it can be optimized, or trained, to some objective. Precisely, a flow $f$ maps samples $z$ from a ‘prior’ or base distribution $r(z)$ to samples $\varphi = f(z)$ distributed according to

$$q(\varphi) = r(z) | \det \frac{\partial f(z)}{\partial z}|^{-1}. \quad (1)$$

The free parameters of $f$ are optimized such that $q(\varphi)$ approximates a ‘target’ probability distribution $p(\varphi)$, i.e., $q(\varphi) \approx p(\varphi)$. Typically this is achieved by minimization of a ‘loss function’ that quantifies the difference between $q(\varphi)$ and $p(\varphi)$, such as the Kullback-Leibler (KL) divergence [77] or related measures. It is often convenient to define the loss function such that it can be computed stochastically using only samples from $r(z)$ (known as ‘self-training’ as no ‘training data’, i.e., no samples from $p(\varphi)$, are needed). Given a flow model $f$, samples from $p(\varphi)$ can be obtained by using samples drawn from the model distribution $q(\varphi)$ as proposals in the independence Metropolis algorithm [78–80], or by reweighting.

Applications of flow models to lattice field theory are discussed in Refs. [5, 7–9, 23, 25, 27–44]. In the context of gauge field configuration generation, $\varphi$ (and $z$) are field configurations, and the goal is to sample efficiently from $p(\varphi) = \frac{1}{Z} e^{-S(\varphi)}$, where $S(\varphi)$ is the Euclidean action of the theory and $Z$ is a normalization constant. In the most direct approach, $r(z)$ can be taken as a trivial distribution (e.g., an independent uniform distribution over the Haar measure on each link for a gauge theory), and $f$ implements an approximation of a trivializing map [72]. Naturally, many
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Figure 1: Sketch of the workflow of a joint model, reproduced from Ref. [46]. The notation \( z \) and \( \chi \) denotes samples from the base distribution, transformed via the marginal and conditional models \( f_m(z) \) and \( f_c(\chi|U) \) to produce the gauge and pseudofermion fields, \( U \) and \( \phi \). The proposed configuration is distributed as \( q(\phi, U) = q(U)q(\phi|U) \), in terms of the marginal and conditional model probability densities \( q(U) \) and \( q(\phi|U) \).

Other choices are possible and may be practical for particular applications; for example, \( r(z) \) may represent the distribution of configurations of a pure-gauge theory that can be sampled with the Heat Bath algorithm [81–83], or a theory with a different action or with different parameters from \( p(\phi) \). Alternatively, rather than using the flow directly for sampling, the entire construction may be embedded as a component of a more general or hybrid sampling algorithm [7–9]. Variations of flow transformations may also be used in other applications in lattice field theory, such as contour deformation and density-of-states approaches to ameliorating the sign problem [42, 57, 84, 85].

Naturally, the efficiency of sampling gauge field configurations using a flow transformation, regardless of where the flow construction appears in the sampling algorithm, will depend both on the level of optimization that has been achieved and on the flexibility, or expressivity, of the function \( f \) itself. Using architectures that respect important features of the target distribution, such as gauge symmetry [31], can be critical to achieving practical success.

3. Numerical demonstration

Combining the developments of Refs. [31, 46], all of the necessary components are in place to apply flow-based sampling of lattice gauge field configurations to QCD. This section outlines the first demonstration of this application.

For illustration, an architecture is optimized for flow-based sampling of QCD with \( N_f = 2 \) fermion flavors in 4D, with lattice volume \( 4^4 \), strong coupling \( \beta = 1 \), and \( \kappa = 0.1 \). As in Ref. [46], the flow is composed of two separate flow models—marginal and conditional submodels—to produce samples of the gauge and pseudofermion degrees of freedom. The resulting joint model structure is illustrated in Fig. 1. As detailed in Ref. [46], an efficient way to use joint models is to draw multiple pseudofermion samples for fixed gauge fields and average the resulting weight factors for the Metropolis accept-reject or reweighting procedure. This yields more precise estimators of the determinant of the Dirac operator; in the limit of an infinite number of pseudofermion samples, this would give the same results as using the marginal flow model with an exact evaluation of the determinant of the Dirac operator.
3.1 Model definition

Marginal model

The marginal model uses a Haar-uniform prior distribution and consists of 48 gauge-equivariant spline coupling layers [31], with convolutional neural networks acting in the spectral flow to define the spline parameters. Each spectral flow is parametrized by two convolutional neural networks, each made of four convolutional layers with kernel size 3. The two networks are structurally identical except for the number of input channels, which is determined by the number of plaquettes and concatenated input (see [31] for details). The two intermediate convolutions each have 32 input and output channels. The last layer has 32 input channels and 49 output channels to parametrize 16 spline knots and an offset. The “Leaky ReLU” activation function was used in intermediate layers, but no activation is applied to the final output. spatially separated convolutions are used; i.e., the four-dimensional convolutional neural networks consist of blocks, where every block is the sequential application of a one-dimensional convolution along each of the four dimensions, with a bias for only the last one. The number of channels between each one-dimensional convolution is set to the number of output channels. The weights and biases of the convolutions comprise all free parameters of the architecture. The gauge-invariant inputs to the inner spectral flow are the real and imaginary parts of the traces of all frozen plaquettes. Masking patterns are generated with the algorithm for higher-dimensional masks presented in Ref. [86], using the parameters spatial-dims = [4, 4, 4, 4], mask-orientations = [0], width = 4, active-phase = 0, orientations-to-shift = [0, 1, 2, 3], and shifts = [1, 2, 1, 1]. These parameters are varied across flow layers using the alternation scheme that always sets mask-orientations[0] to orientations-to-shift[0], also described in Ref. [86].

The marginal model is constructed and trained prior to the conditional model being trained. The convolution weights are first initialized using the Xavier normal [87] scheme with gain parameter 0.5, and biases are set to zero. After initialization, self-training proceeds by minimizing stochastic estimates of the “reverse” KL loss [28] computed with flow model samples, as discussed above. Gradients of the fermion determinant are estimated stochastically as described in Appendix C of Ref. [32]. During training, the Dirac operator is regulated as \((DD^\dagger + \mu_0)\), with \(\mu_0 = 10^{-5}\); no regulator is used in evaluation. The marginal model is trained for 21k steps with batch size 512. The initial learning rate is \(10^{-3}\), and decreases by a factor 0.8 every 10k steps. All optimization is performed with the Adam optimizer [88] with \(\epsilon = 10^{-2}\). Clipping is applied to the norm and value of gradients [89]; the maximum norm value was set to 10, and maximum value to 0.1.

Conditional model

The conditional model uses a Gaussian prior and consists of 36 pseudofermion layers built from parallel transport convolutional networks (PTCN), defined in Ref. [46]. The masking pattern rotates through the spin projectors \(\frac{1}{2}(1 \pm \gamma_\mu)\) for \(\mu \in \{0, 1, 2, 3, 5\}\) along with even/odd spatial projectors. In the notation of Ref. [46], the PTCNs use \(n_{PT} = 6\) and \(H = 4\). The context function of each PTCN is a convolutional neural network—as described in the Appendix B.2 of Ref. [46]—and it has six input channels, namely \(\sum_{\mu \neq \nu} \text{Re Tr} P_{\mu \nu}, \sum_{\mu \neq \nu} \text{Im Tr} P_{\mu \nu}, I_0, I_1, I_2,\) and \(I_3\) where \(P_{\mu \nu}(x)\) is the plaquette and \(I_i(x) = x_i \mod 4\). The part of the context function that is shared among all PTCNs has 8 hidden channels, with “ELU” used as the inner activation function. The final activation function is “tanh”. All layers have biases and use kernel size 3.
The weights in the networks defining the conditional model architecture are initialized with the Xavier normal [87] scheme with a gain of 0.3. The biases are initialized using a Gaussian distribution with a mean of 0 and a standard deviation of 0.05. Conditional model training then proceeds by self-training the joint model for gauge and pseudofermion fields, similar to Ref. [46], except here the marginal model is kept fixed. The conditional model is optimized in 3 phases: for 16k steps with batch size 640, learning rate $10^{-4}$; for 28k steps with batch size 640, learning rate $5 \times 10^{-5}$, stepped to $2.5 \times 10^{-5}$ after 20k steps; for 17k steps with batch size 800, learning rate $2.5 \times 10^{-5}$. During training, the Dirac operator is regulated as described above for the marginal model. The Adam optimizer [88] is used with the same settings as for the training of the marginal model: $\epsilon = 10^{-2}$, and gradient clipping to norm/value with values 10/0.1 is applied, as for the marginal model.

3.2 Results

The quality of the trained model can be assessed using various measures, including the acceptance rate of samples used as proposals in independence Metropolis or the Effective Sample Size per configuration (ESS), defined from $N$ samples as \[\text{ESS} = \frac{1}{N} \left( \sum_{i=1}^{N} w_i \right)^2 / \sum_{i=1}^{N} w_i^2,\] with $w_i = p(\varphi_i) / q(\varphi_i)$. ESS increases with model quality, with $\text{ESS} \in [1/N, 1]$. With training as detailed above, the model achieves an ESS of approximately 0.1 with 512 pseudofermion draws. For comparison, reweighting directly from the base distribution to the target gives an ESS of $\lesssim 10^{-4}$, estimated using 65k Haar-uniform configurations and exact evaluation of the determinant in the action.

Comparing observables computed on an ensemble sampled from the trained flow model with those computed on an ensemble prepared using Hybrid Monte Carlo (HMC) at the same parameters shows statistical consistency between the algorithms, as is expected. Precisely, an ensemble of 65k configurations is sampled from the trained flow model; given the ESS of approximately 0.1, this corresponds to approximately 6.5k independent samples. Measurements on each configuration are reweighted when computing observables. For comparison, 65k configurations are generated for the same parameters using HMC as implemented in the chroma library [90]. Trajectories of length $\tau = 0.5$ are integrated with five leapfrog steps each, yielding an acceptance rate of $\sim 95\%$. Configurations are generated in 8 independent streams; the initial 500 trajectories in each are discarded for equilibration. The ensemble is thinned by a factor of 10 to remove autocorrelations, for a total of 6.5k independent samples. Figure 2 collates a comparison of several observables computed on both ensembles:

- **Plaquette:**
  \[P = \frac{1}{N_c L^2} \sum_x \sum_{\mu<\nu} \text{Re} \text{ tr} \ P_{\mu\nu}(x),\]  \[\text{where } N_c = 3 \text{ is the number of colors, } L = 4 \text{ is the extent of the lattice geometry, and } P_{\mu\nu} \text{ denotes the } 1 \times 1 \text{ Wilson loop which extends in the } \mu \text{ and } \nu \text{ directions;}\]

- **Polyakov loop:**
  \[L = \frac{1}{L^3} \sum_x \text{ tr} \prod_{x_0} U_0(x_0, \bar{x}),\]  \[\text{where } U_0 \text{ is the gauge link in the time direction;}\]
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• Pion correlation function:

\[
C_\pi(x_0) = -\sum_x \langle [\bar{u}\gamma_5 d](x_0, \bar{x}) [\bar{d}\gamma_5 u](0, \bar{0}) \rangle,
\]

measured using point sources;

• Topological charge:

\[
Q = \frac{1}{16\pi^2} \sum_x \epsilon_{\mu\nu\rho\sigma} F_{\mu\nu}(x) F_{\rho\sigma}(x),
\]

where \(\epsilon_{\mu\nu\rho\sigma}\) is the Levi-Civita tensor and \(F_{\mu\nu}\) is defined through the clover definition.

The topological charge is computed on ensembles subject to Wilson flow [72] to flow time \(t/a^2 = 4\) in order to reveal the structure of the distribution.

Clearly, statistically consistent results are obtained with flow-based sampling as compared with HMC. The small discrepancies in some bins are consistent with statistical fluctuations, as illustrated in Fig. 3, which displays the distribution over all observables and all bins of residuals of the flow results relative to the HMC benchmark, as compared with the \(\chi^2\) distribution.

4. Outlook

Section 3 demonstrates the basic technology for the application of flow-based sampling algorithms to lattice QCD. The key question, naturally, is whether any such approach will provide a computational advantage over HMC at the scale of state-of-the-art studies. As discussed at length in Ref. [91], this is a challenging question that can only be answered through experimental investigation.

The key difficulty in assessing the viability of flow-based sampling for lattice QCD is that the effectiveness of the approach depends on a very large number of choices, few of which have been explored to date. In particular, different flow architectures and training approaches yield not only different model quality and hence algorithm performance, but different scaling of that quality across parameter space. Moreover, there is a complicated trade-off between investment in training, and hence model quality, and the resulting acceleration of sampling; the optimal choice of stopping condition for optimization depends on how many configurations, at how many different sets of parameters, are ultimately desired, and may involve artificially truncating training of the model.

To give just one example of the complexity of this question; incorporating the latest advances in flow model architecture design, flow-based sampling of scalar field theory configurations can be achieved that is at least an order of magnitude more efficient than the first implementation of the approach in Ref. [28]. For QCD in particular, while a first demonstration has now been achieved, the exploration of the space of suitable architectures has barely begun, and significant advances can be expected through further development.

Complicating the picture further, it is very likely that the first practical, at-scale applications of flow transformations in lattice QCD will not be in the context of direct sampling from the model, but via one of the many possible hybrid algorithms that can be developed to exploit the same or similar flow architectures, as noted in the introduction. Naturally, each such approach presents its own set of advantages and challenges with regard to scaling, which must be assessed independently.
Despite the unknowns, what is nevertheless evident is that the practical application of flow-based sampling in lattice QCD will require the feat of engineering a custom machine learning architecture to a similar scale as those routinely used in industrial applications. Moreover, the deployment of that model will likely require tight coupling with traditional lattice QCD codes on high-performance computing resources. Despite the clear challenge this presents, it is also clear that much stands to be gained; in particular, the approach could enable efficient ensemble generation at fine lattice spacings where HMC suffers from effects such as topological freezing and critical slowing-down, and offers clear advantages in studies of thermodynamic observables by providing
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Figure 3: Distribution of the residuals of all the bins in the four subfigures in Fig. 2. Uncertainties of the results obtained with the flow and HMC ensembles are added in quadrature. The dashed line illustrates a $\chi^2$ distribution with 1 degree of freedom. Binning is chosen to be uniform in the square root of the $x$-axis.

direct access to the partition function. As a single trained model may be used to generate ensembles efficiently across parameter space, one can imagine using the same core model components to generate the diverse ensembles required for the control over the continuum limit in precision flavour physics applications, elongated lattice geometries or anisotropic field configurations for thermodynamics or spectroscopy, and high statistics to beat down signal-to-noise challenges in nuclear physics applications. If they can be achieved, optimized flow models for QCD are thus likely to become a valuable community resource, shared and re-used extensively for applications across lattice QCD.
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