INHOMOGENEOUS STRICHARTZ ESTIMATES IN SOME CRITICAL CASES
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Abstract. Strong-type inhomogeneous Strichartz estimates are shown to be false for the wave equation outside the so-called acceptable region. On a critical line where the acceptability condition marginally fails, we prove substitute estimates with a weak-type norm in the temporal variable. We achieve this by establishing such weak-type inhomogeneous Strichartz estimates in an abstract setting. The application to the wave equation rests on a slightly stronger form of the standard dispersive estimate in terms of certain Besov spaces.

1. Introduction

Consider the following Cauchy problems for the inhomogeneous wave equation

\[ \begin{cases} (\partial_t^2 - \Delta)u(t, x) = F(t, x), & (t, x) \in \mathbb{R}^{1+d}, d \geq 2 \\ u(0, \cdot) = f, & \partial_t u(0, \cdot) = g, \end{cases} \]

and the inhomogeneous Schrödinger equation

\[ \begin{cases} (i\partial_t + \Delta)u(t, x) = F(t, x), & (t, x) \in \mathbb{R}^{1+d}, d \geq 1 \\ u(0, \cdot) = f. \end{cases} \]

By Duhamel’s principle, solutions \( u_W \) and \( u_S \) to (W) and (S), respectively, can be written in the form

\[ u_W(t, x) = \cos(t\sqrt{-\Delta})f(x) + \frac{\sin(t\sqrt{-\Delta})}{\sqrt{-\Delta}}g(x) - \int_0^t \frac{\sin((t-s)\sqrt{-\Delta})}{\sqrt{-\Delta}}F(s, \cdot)(x) \, ds, \]

and

\[ u_S(t, x) = e^{it\Delta}f(x) - i \int_0^t e^{i(s-t)\Delta}F(s, \cdot)(x) \, ds. \]

When \( F \) is identically zero, we obtain the solution of the homogeneous problem, and when the initial data is set to zero we obtain the solution of the inhomogeneous problem.

An extremely useful family of estimates, known as Strichartz estimates, quantify the size and decay of the solutions of evolution equations such as (W) and (S), typically through the use of mixed-norm spaces \( L^q_t L^r_x(\mathbb{R} \times \mathbb{R}^d) \). It is natural to divide such estimates into homogeneous Strichartz estimates

\[ \|U(t)f\|_{L^q_t L^r_x} \lesssim \|f\|_{\mathcal{K}} \]
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and inhomogeneous Strichartz estimates
\[ \left\| \int_{s<t} U(t)U^*(s)F(s,\cdot)\,ds \right\|_{L^q_tL^r_x} \lesssim \|F\|_{L_{t,x}^{\sigma'}} \]
for an appropriate operator \( U(t) \), Hilbert space \( \mathcal{H} \), and exponent pairs \((q, r)\) and \((\tilde{q}, \tilde{r})\). In the case of the wave and Schrödinger equations, it is standard to take \( \mathcal{H} \) to be \( L^2 \) or, more generally, a homogeneous Sobolev space \( H^s \).

To a large extent, the Strichartz estimates for the wave and Schrödinger equations can be considered in a unified manner using the following abstract setting. Let \( X \) be a measure space and \( \mathcal{H} \) be a Hilbert space. For each \( t \in \mathbb{R} \), suppose we have an operator \( U(t) : \mathcal{H} \to L^2(X) \) which satisfies the following energy estimate
\[ (1.1) \quad \|U(t)f\|_{L^2(X)} \lesssim \|f\|_{\mathcal{H}} \]
and, for some \( \sigma > 0 \), the dispersive estimate
\[ (1.2) \quad \|U(t)U^*(s)g\|_{L^\infty(X)} \lesssim |t-s|^{-\sigma} \|g\|_{L^1(X)}. \]

We say that the exponent pair \((q, r)\) is sharp \( \sigma \)-admissible if
\[ 2 \leq q, r \leq \infty, \quad \frac{1}{q} = \sigma \left( \frac{1}{2} - \frac{1}{r} \right), \quad \text{and} \quad (q, r, \sigma) \neq (2, \infty, 1). \]

**Theorem A** (Keel–Tao, [11]). Suppose \( U(t) \) satisfies (1.1) and (1.2). Then, the homogeneous Strichartz estimate
\[ (1.3) \quad \|U(t)f\|_{L^q_tL^r_x(\mathbb{R} \times X)} \lesssim \|f\|_{\mathcal{H}} \]
and the inhomogeneous Strichartz estimate
\[ (1.4) \quad \left\| \int_{s<t} U(t)U^*(s)F(s,\cdot)\,ds \right\|_{L^q_tL^r_x(\mathbb{R} \times X)} \lesssim \|F\|_{L_{t,x}^{\sigma'}} \]
both hold for all sharp \( \sigma \)-admissible pairs \((q, r)\) and \((\tilde{q}, \tilde{r})\).

For the Schrödinger equation, we take \( U(t) = e^{it\Delta} \) and \( X = \mathbb{R}^d \) with \( d \geq 1 \), in which case (1.1) holds with \( \mathcal{H} = L^2(\mathbb{R}^d) \) and (1.2) holds with \( \sigma = \frac{d}{2} \). In this case, Theorem A leads to a complete characterisation of the exponents \((q, r) \in [2, \infty] \times [2, \infty) \) for which the homogeneous Strichartz estimate
\[ (1.5) \quad \|e^{it\Delta}f\|_{L^q_tL^r_x} \lesssim \|f\|_2 \]
holds; i.e. \((q, r)\) is sharp \( \frac{d}{2} \)-admissible.

For the wave equation, we take \( X = \mathbb{R}^d \) with \( d \geq 2 \), and a standard approach is to consider the homogeneous estimates in terms of the one-sided and frequency-localised propagator \( U(t) = e^{it\sqrt{-\Delta}} \chi_0(\sqrt{-\Delta}) \), where \( \chi_0 \) is a bump function supported away from the origin. In this case, (1.1) holds with \( \mathcal{H} = L^2(\mathbb{R}^d) \) and (1.2) holds with \( \sigma = \frac{d}{2} \). In fact, thanks to the frequency-localisation, a stronger dispersive estimate holds with \((1 + |t-s|)^{-\sigma} \) on the right-hand side and a slight extension of Theorem A (proved in [11]) leads to a complete characterisation of the exponents \((q, r) \in [2, \infty] \times [2, \infty) \) for which the (frequency-localised) homogeneous Strichartz estimate
\[ \|e^{it\sqrt{-\Delta}}\chi_0(\sqrt{-\Delta})f\|_{L^q_tL^r_x} \lesssim \|f\|_2 \]
holds; i.e. $\frac{1}{q} \leq \sigma(\frac{1}{2} - \frac{1}{r})$ and $(q, r, \sigma) \neq (2, \infty, 1)$, with $\sigma = \frac{d-1}{2}$. When $r \neq \infty$, one can remove the frequency localisation by an application of the Littlewood–Paley inequality to give homogeneous Strichartz estimates of the form

$$\|e^{it\sqrt{-\Delta}} f\|_{L_t^q L_x^r} \lesssim \|f\|_{H^s},$$

where $s = d(\frac{1}{2} - \frac{1}{r}) - \frac{1}{q}$. It is important for this application of the Littlewood–Paley inequality that $q, r \in [2, \infty)$. The case $r = \infty$ presents subtleties; for example, although (1.5) holds when $(q, r, d) = (4, \infty, 1)$, the analogous estimate (1.6) when $(q, r, d) = (4, \infty, 2)$ was shown to fail by Fang–Wang [6]. We also refer the reader to [16] and [9] for the failure of (1.6) when $(q, r, d) = (2, \infty, 1)$ for $d = 3$ and $d \geq 4$, respectively.

A number of papers have been crucial to the development of Strichartz estimates. A significant contribution in [11] was to establish the endpoint case $(q, r) = (2, \infty, 1)$ for the homogeneous estimate (1.3) when $\sigma > 1$. We refer the reader to [5, 6, 8, 11, 18, 10, 21] and their references within for further discussion.

The problem of determining all possible inhomogeneous Strichartz estimates (1.4) for the wave and Schrödinger equations is still open. Foschi [7] and Vilela [20], following the scheme of Keel and Tao [11], independently obtained a wider range of Lebesgue exponents than those given in Theorem A. Foschi stated his results in the abstract framework above, while Vilela’s statement is particular to the Schrödinger equation.

In the case of the Schrödinger equation, for the inhomogeneous Strichartz estimate (1.4) to hold, the scaling condition

$$\frac{1}{q} + \frac{1}{q^*} = \frac{d}{2} \left( 1 - \frac{1}{r} - \frac{1}{r^*} \right)$$

is easily seen to be necessary. Also, in [7, 20], several further conditions were shown to be necessary for (1.4) to hold, including

$$\frac{1}{q} < d \left( \frac{1}{2} - \frac{1}{r} \right)$$
and its counterpart for \( (\tilde{q}, \tilde{r}) \) (later, this condition will appear in the definition of \( \frac{d}{2} \)-acceptability) and

\[
\frac{1}{q} \leq \frac{1}{q'}.
\]

In [7, 20] it was shown that (1.4) holds under (1.7) and (1.8), and further assumptions which differ depending on whether \( d = 1, d = 2 \) or \( d \geq 3 \); we refer the reader to these papers for the precise statement of their result (see also [12, 13] for certain improvements to the range of exponents). Although (1.4) fails when \( q, r \) are such that (1.8) marginally fails, that is

\[
\frac{1}{q} = \frac{1}{2} + \frac{1}{r},
\]

the third author and Seo proved in [14] that certain weak-type estimates of the form

\[
\|F\|_{L^q L^r} \lesssim \|\mathcal{F}\|_{L^p L^s}
\]

are true in such a critical case; see Corollary 1.2 below for a precise statement.

As suggested above in our discussion of the homogeneous case, the inhomogeneous estimates for the wave equation (without any frequency localisation assumption) follow less easily. Taggart [19] succeeded in obtaining a result for the wave equation, analogous to the result obtained by Foschi and Vilela for the Schrödinger equation, by making use of a slightly stronger dispersive estimate

\[
\|e^{it\sqrt{-\Delta}} f\|_{\dot{B}^{\frac{d}{2}}_{q,2}} \lesssim |t|^{-(d-1)/2} \|f\|_{L^q_{t} L^r_{x}}
\]

for data in the Besov space \( \dot{B}^{\frac{d}{2}}_{q,2} \), where \( \rho = \frac{d+1}{4} \). This falls outside the scope of the abstract result of Foschi, whose basic assumptions were [14] and [12], as in Theorem A. Taggart’s inhomogeneous estimates for the wave equation were thus built on establishing a generalisation of Foschi’s abstract result which accommodated (1.11): roughly speaking, one replaces the Lebesgue spaces where the spatial variable lies with appropriate Banach spaces. This approach actually gives rise to stronger inhomogeneous Strichartz estimates of the form

\[
\|\int_{s<t} e^{i(t-s)\Delta} F(s, \cdot) \, ds\|_{L^q_t L^r_x} \lesssim \|F\|_{L^p_t \dot{B}^{\frac{d}{2}}_{q,2}}
\]

and embeddings involving Besov spaces and Lebesgue spaces yield estimates with \( L^q_t L^r_x \) norms. Notice that this approach avoids explicit use of Littlewood–Paley theory. This has a major advantage since it is possible for the temporal exponent \( q \) to fall below 2 and this seems to prevent a straightforward approach based on the standard \( L^1 \to L^\infty \) dispersive estimate and Littlewood–Paley theory from succeeding (see the end of Section 2 for further remarks in this direction).

Our main goal in this note is to consider inhomogeneous Strichartz estimates in certain critical cases. To describe this, following Foschi [7], for \( \sigma > 0 \) we say that the exponent pair \( (q, r) \) is \( \sigma \)-acceptable if

\[
1 \leq q < \infty, 2 \leq r \leq \infty, \quad \frac{1}{q} \leq 2\sigma \left( \frac{1}{2} - \frac{1}{r} \right), \quad \text{or} \quad (q, r) = (\infty, 2).
\]

Figure 1 depicts the range of sharp \( \sigma \)-admissible and \( \sigma \)-acceptable exponents.
We remark that the condition \( \frac{1}{q} < 2\sigma (\frac{1}{2} - \frac{1}{\sigma}) \) appearing in the definition of \( \sigma \)-acceptability arose in the discussion above in (1.8) as a necessary condition for the inhomogeneous estimates for the Schrödinger equation. The analogous condition for the wave equation seems not to have been established before, so we provide a proof in Section 3 that \( \frac{1}{q} \leq p \) is necessary in the case of inhomogeneous estimates for the wave equation.

In our main result below, we consider the critical case \( \frac{1}{q} = 2\sigma (\frac{1}{2} - \frac{1}{\sigma}) \) and obtain a generalisation of the weak-type estimate (1.10) to an abstract setting analogous to the framework used by Taggart [19]. As an application, we establish such weak-type estimates for the wave equation in the critical case \( \frac{1}{q} = (d-1)(\frac{1}{2} - \frac{1}{\sigma}) \).

We now state the main result in this note.

**Theorem 1.1.** Let \( \sigma > 0, \mathcal{H} \) be a Hilbert space and \( \mathcal{B}_0, \mathcal{B}_1 \) be Banach spaces. For each \( t \in \mathbb{R} \), suppose we have an operator \( U(t) : \mathcal{H} \rightarrow \mathcal{B}_0^\ast \) which satisfies the following estimates

\[
\|U(t)f\|_{\mathcal{B}_0^\ast} \leq \|f\|_{\mathcal{H}},
\]

\[
\|U(t)U^*(s)g\|_{\mathcal{B}_1^\ast} \leq |t-s|^{-\sigma} \|g\|_{\mathcal{B}_1}.
\]

Suppose one of the following conditions holds.

- \( \sigma < 1 \) and \( \theta, \tilde{\theta} \in [0, 1] \);
- \( \sigma = 1 \) and \( \theta, \tilde{\theta} \in [0, 1] \);
- \( \sigma > 1 \) and

\[
\frac{\sigma-1}{\sigma}(1-\theta) \leq (1-\tilde{\theta}), \quad \frac{\sigma-1}{\sigma}(1-\tilde{\theta}) \leq (1-\theta).
\]

Then for all \( q \) and \( \tilde{q} \) verifying

\[
\sigma \theta = \frac{1}{q} < \frac{1}{\tilde{q}} = 1 - \sigma \left( \frac{\tilde{\theta}}{2} - \frac{\theta}{2} \right), \quad \theta \leq \tilde{\theta},
\]

the following estimate

\[
\left\| \int_{s<t} U(t)U^*(s)F(s, \cdot) \, ds \right\|_{L^q_{\cdot.} {\mathcal{B}_0^\ast}} \leq \|F\|_{L^\tilde{q}_{\cdot.} {\mathcal{B}_\theta}}
\]

holds, where \( \mathcal{B}_\theta \) denotes the real interpolation space \((\mathcal{B}_0, \mathcal{B}_1)_{\theta, 2}\).

Observe that by taking \( \mathcal{H} = L^2 \), \( (\mathcal{B}_0, \mathcal{B}_1) = (L^2, L^1) \), and \( U(t) = e^{it\Delta} \), along with the Lorentz space embedding \( L^r \subset \mathcal{B}_\theta = L^{r,2} (r = \frac{2}{1-\theta}) \), then we recover the result in [14] with the addition of the case \( d = 2 \).

**Corollary 1.2.** Suppose one of the following conditions holds.

- \( d = 1 \) and \( r, \tilde{r} \in (2, \infty] \);
- \( d = 2 \) and \( r, \tilde{r} \in (2, \infty] \);
- \( d \geq 3 \) and

\[
\frac{d-2}{r} \leq \frac{d}{\tilde{r}}, \quad \frac{d-2}{\tilde{r}} \leq \frac{d}{r}.
\]
Then for all $q$ and $\tilde{q}$ verifying
\[ d\left(\frac{1}{2} - \frac{1}{r}\right) = \frac{1}{q} < \frac{1}{q'} = 1 - d\left(\frac{1}{r} - \frac{1}{\tilde{r}}\right), \quad \frac{1}{r} \leq \frac{1}{\tilde{r}}, \]
the following estimate
\[
\left\| \int_{s<t} e^{i(t-s)\Delta} F(s, \cdot) \, ds \right\|_{L_t^q L_x^r} \lesssim \|F\|_{L_t^q L_x^r}
\]
holds.

By duality, Theorem 1.1 also obtains estimates for the cases $q = \infty$ or $\tilde{q} = \infty$ which are excluded in the definition of $\sigma$-acceptable exponents used in the statements of previous results such as \[5\] [10] [7] [20] [22] [13]. Indeed, take $0 \leq \theta = \tilde{\theta} < 1/\sigma$ in (1.15) with $\tilde{q} = \infty$, in which case we obtain
\[
\left\| \int_{s<t} U(t)U^*(s) F(s, \cdot) \, ds \right\|_{L_t^q B_{\bar{r}}^{\sigma}} \lesssim \|F\|_{L_t^q B_{\bar{r}}^{\sigma}}
\]
(1.18)
\[
\left\| \int_{s<t} U(t)U^*(s) F(s, \cdot) \, ds \right\|_{L_t^q B_{\bar{r}}^{\sigma}} \lesssim \|F\|_{L_t^{\tilde{q}} B_{\tilde{r}}^{\tilde{\theta}}}
\]
(1.19)
for $q > 1$.

As discussed already, the level of generality of Theorem 1.1 accommodates dispersive estimates in terms of Besov spaces and thus allows one to avoid use of Littlewood–Paley theory to extend frequency-localised estimates to frequency-global estimates. A direct application of Theorem 1.1 to the wave equation is the following.

**Corollary 1.3.** Suppose one of the following conditions holds.

- $d = 2$ and $r, \tilde{r} \in (2, \infty]$;
- $d = 3$ and $r, \tilde{r} \in (2, \infty]$;
- $d \geq 4$ and $\frac{d-3}{r} \leq \frac{d-1}{\tilde{r}}$, $\frac{d-3}{\tilde{r}} \leq \frac{d-1}{r}$.

Then for all $q$ and $\tilde{q}$ verifying
\[ (d-1)\left(\frac{1}{2} - \frac{1}{r}\right) = \frac{1}{q} < \frac{1}{q'} = 1 - \frac{d-1}{2}\left(\frac{1}{r} - \frac{1}{\tilde{r}}\right), \]
and
\[ \gamma = \frac{d+1}{2}\left(\frac{1}{2} - \frac{1}{r}\right), \quad \tilde{\gamma} = \frac{d+1}{2}\left(\frac{1}{2} - \frac{1}{\tilde{r}}\right), \]
the following estimate
\[
\left\| \int_{s<t} e^{i(t-s)\Delta} F(s, \cdot) \, ds \right\|_{L_t^q L_x^r} \lesssim \|F\|_{L_t^q L_x^r}
\]
holds. Therefore,
\[
\left\| \int_{s<t} e^{i(t-s)\Delta} F(s, \cdot) \, ds \right\|_{L_t^q L_x^r} \lesssim \|F\|_{L_t^q L_x^r}
\]
also holds whenever $r, \tilde{r} < \infty$. 

In particular, take \( \gamma + \tilde{\gamma} = 1 \), \( q = r \) and \( \tilde{q} = \tilde{r} \), then Corollary 1.3 states that if \( d \geq 2 \),

\[
\frac{1}{q'} - \frac{1}{q} = \frac{2}{d+1}
\]

and

\[
\frac{d-1}{2d} = \frac{1}{q} - \frac{1}{\tilde{q}} = \frac{2}{d+1} - \frac{d-1}{2d},
\]

then

\[
(1.22) \quad \|u\|_{L_{t}^{q,\infty} L_{x}^{\tilde{q}}} \lesssim \|F\|_{L_{t,\varepsilon}^{q'}}
\]

holds for any solution \( u \) to (W) with zero initial data.

Note that (1.21) follows from (1.20) by the embeddings

\[
\dot{B}_{r,2}^{\sigma,\alpha} \subseteq \dot{H}_{r}^{\sigma} \quad \text{and} \quad \dot{H}_{r}^{\rho} \subseteq \dot{B}_{r,2}^{\rho,\alpha}
\]

for \( 2 \leq r < \infty \) and \( \rho \in \mathbb{R} \), and the fact that \((\sqrt{-\Delta})^{\alpha}\) is an isomorphism from \( \dot{B}_{r,2}^{\gamma,\alpha} \) to \( \dot{B}_{r,2}^{\gamma,\alpha} \). Here, \( \dot{H}_{r}^{\rho} \) denotes the homogeneous Sobolev space whose norm is defined by

\[
\|f\|_{\dot{H}_{r}^{\rho}} = \| (\sqrt{-\Delta})^{\rho} f \|_{L_{t}^{p}}.
\]

For (1.21), we note that \( L^{q,\infty} \) cannot be improved to a smaller Lorentz space \( L^{q,p} \) with \( p < \infty \). We prove this assertion in Section 3 (the corresponding claim for the Schrödinger equation and (1.10) was explained in [14]). For further remarks on Theorem 1.1 and its connection to other results in the literature, we refer the reader to Section 3.

2. Proofs of the main results

The following time-local estimates were obtained in [19] Proposition 4.1 by Taggart and were used to generalise the abstract result of Foschi [7] from \( L_{X}^{r} \) spaces to an interpolation family of abstract Banach spaces \( B_{\theta} = (B_{1}, B_{2})_{\theta,2} \); we refer the reader to [3] for details of real interpolation spaces. As noted above, we will need this level of generality to be able to prove (1.21) by avoiding Littlewood–Paley theory and thus handle the cases where \( q < 2 \).

**Lemma 2.1.** [19] Proposition 4.1 Let \( \sigma > 0 \) and assume \( U(t) \) satisfies (1.13) and (1.14). Suppose one of the following conditions holds.

- \( \sigma < 1 \) and \( \theta, \tilde{\theta} \in [0, 1] \);
- \( \sigma = 1 \) and \( \theta, \tilde{\theta} \in [0, 1] \);
- \( \sigma > 1 \) and

\[
\frac{\sigma - 1}{\sigma} (1 - \theta) \leq (1 - \tilde{\theta}), \quad \frac{\sigma - 1}{\sigma} (1 - \tilde{\theta}) \leq (1 - \theta).
\]

Suppose \( q \) and \( \tilde{q} \) verify either

\[
0 \leq \frac{1}{q} \leq \frac{1}{\tilde{q}} \leq 1 - \sigma \left( \frac{\tilde{\theta} - \theta}{2} \right), \quad \theta \leq \tilde{\theta},
\]
or

\[-\sigma(\frac{\hat{\theta}}{2} - \frac{\theta}{2}) \leq 1 - \frac{1}{q} \leq \hat{\theta} \leq \theta.

Then, for all \(j \in \mathbb{Z}\), the estimate

\[(2.1) \quad \| \int_{[t-s] \sim 2^j} U(t)U^*(s)F(s, \cdot) \, ds \|_{L^q_y B^s_x} \lesssim 2^{-j \beta(\hat{\theta}, \hat{\theta}, q, \bar{q})} \| F \|_{L^q_y B^s_x}
\]

holds, where

\[(2.2) \quad \beta(\theta, \hat{\theta}, q, \bar{q}) = \frac{\sigma}{2} (\theta + \hat{\theta}) - \frac{1}{q} - \frac{1}{q}.
\]

To prove Theorem 1.1, we will need the following summation lemma which allows us to sum (2.1) in \(j \in \mathbb{Z}\) to obtain (1.16).

**Lemma 2.2.** Let \(\epsilon_1, \epsilon_2 > 0\) and \(1 \leq q_1, q_2 < \infty\). For a given Banach space \(B\), suppose \(\{f_j\}_{j \in \mathbb{Z}}\) is a collection of \(B\)-valued functions defined on \(\mathbb{R}\) such that

\[(2.3) \quad \| f_j \|_{L^{q_1}(B)} \leq M_1 2^{-\epsilon_1 j} \quad \text{and} \quad \| f_j \|_{L^{q_2}(B)} \leq M_2 2^{-\epsilon_2 j}.
\]

Then

\[
\| \sum_j f_j \|_{L^{q_1}(B)} \lesssim C M_1^\theta M_2^{1-\theta}
\]

where \(\theta = \epsilon_2 / (\epsilon_1 + \epsilon_2)\), \(1/q = \theta/q_1 + (1-\theta)/q_2\) and \(C\) is a constant depending on \(\epsilon_1, \epsilon_2, q_1\) and \(q_2\).

The above lemma is due to Bourgain [4]; see also [13] or [15]. For completeness, we provide a short proof.

**Proof of Lemma 2.2.** Let \(\lambda > 0\) and \(N \in \mathbb{Z}\) which will be chosen at the end of the proof. Then, by Chebyshev’s inequality and the triangle inequality, we have

\[
\left\{ t : \left\| \sum_{j=-\infty}^\infty f_j \right\|_B > \lambda \right\} \lesssim \lambda^{-q_1} I_1 + \lambda^{-q_2} I_2
\]

where

\[
I_1 := \int_{\mathbb{R}} \left( \sum_{j=-\infty}^N \| f_j(\cdot, t) \|_B \right)^{q_1} \, dt
\]

\[
I_2 := \int_{\mathbb{R}} \left( \sum_{j=N+1}^\infty \| f_j(\cdot, t) \|_B \right)^{q_2} \, dt.
\]

By the triangle inequality and (2.3), we obtain \(I_1^{1/q_1} \lesssim M_1 2^{\epsilon_1 N}\) and \(I_2^{1/q_2} \lesssim M_2 2^{-\epsilon_2 N}\). Putting these bounds together and optimising in the choice of \(N\) yields

\[
\left\{ t : \left\| \sum_{j=-\infty}^\infty f_j \right\|_B > \lambda \right\}^{1/q} \lesssim M_1^\theta M_2^{1-\theta} \lambda^{-1}
\]

as claimed. \(\square\)
2.1. **Proof of Theorem 1.1.** Define the operator $T_j$ by

$$T_j F = \int_{[t-s]^{-2j}} U(t)U^*(s)F(s, \cdot) \, ds.$$ 

Then,

$$\int_{-\infty}^t U(t)U^*(s)F(s, \cdot) \, ds = \sum_{j \in \mathbb{Z}} T_j F.$$ 

Fix $\theta, \hat{\theta}, q, \hat{q}$ satisfying (1.15). Then we verify that $\frac{\sigma}{2} (\theta + \hat{\theta}) - \frac{1}{q} - \frac{1}{\hat{q}} = 0$. Now we choose $q_1, q_2$ given by

$$\frac{1}{q_1} = \frac{1}{q} + \delta, \quad \frac{1}{q_2} = \frac{1}{q} - \delta$$

for some $\delta > 0$ sufficiently small so that the conditions of Lemma 2.1 holds for pairs $(q_i, \theta)$ and $(\hat{q}, \hat{\theta})$, $i = 1, 2$. Such $\delta$ exists since we assume $1/q < 1/q'$. Thus, by Lemma 2.1 we have

$$\|T_j F\|_{L_t^q L_x^\infty} \lesssim 2^{j\left(\frac{\sigma}{2} (\theta + \hat{\theta}) - \frac{1}{q} - \frac{1}{\hat{q}}\right)} \|F\|_{L_t^q L_x^\infty}$$

and we note that

$$\frac{\sigma}{2} (\theta + \hat{\theta}) - \frac{1}{q} - \frac{1}{\hat{q}} < 0 < \frac{\sigma}{2} (\theta + \hat{\theta}) - \frac{1}{q} - \frac{1}{q_2}.$$ 

Applying Lemma 2.2 with $\epsilon_i = |\frac{\sigma}{2} (\theta + \hat{\theta}) - \frac{1}{q} - \frac{1}{q_i}|$ gives the desired estimate (1.16). \qed

2.2. **Proof of Corollary 1.3.** We make use of the dispersive estimate (1.11), which we restate here

$$(2.4) \quad \|e^{it\sqrt{-\Delta}} f\|_{B^s_{p,2}} \lesssim |t|^{-(d-1)/2} \|f\|_{B^s_{p,2}},$$

where $\rho = \frac{d+1}{4}$. Here, we recall the Besov norm is given by

$$\|f\|_{B^s_{p,2}} = \left( \sum_{j \in \mathbb{Z}} 2^{jsp} \|f \ast \varphi_j\|_{L^r(R^d)} \right)^{1/s}$$

where $\varphi_j = \hat{\varphi}(2^{-j} \cdot)$, $\varphi \in C_c^\infty(\frac{1}{2}, 2]$ and $\sum_{j \in \mathbb{Z}} \varphi_j = 1$.

Although the estimate (2.4) can be found in [8], we give a proof for completeness. Given $\varphi$ as above, the standard dispersive estimate

$$(2.5) \quad \sup_{x \in \mathbb{R}^d} \left| \int_{\mathbb{R}^d} e^{i(x \cdot \xi + t |\xi|)} \hat{\varphi}(\xi) \, d\xi \right| \lesssim |t|^{-(d-1)/2}$$

and an elementary rescaling argument gives

$$\|e^{it\sqrt{-\Delta}} \varphi_j\|_{L^\infty(R^d)} \lesssim |t|^{-(d-1)/2} 2^{j(d+1)/2}.$$ 

This easily yields

$$2^{-j(d+1)/4} \|\varphi_j \ast e^{it\sqrt{-\Delta}} f\|_{L^\infty(R^d)} \lesssim |t|^{-(d-1)/2} 2^{j(d+1)/4} \|\varphi_j \ast f\|_{L^1(R^d)}$$

where $\varphi$ is similar to $\varphi$, chosen such that $\varphi_j \ast \tilde{\varphi}_j = \varphi_j$. Taking the $\ell^2$ norm of each sequence gives (2.4).
Proof of Corollary 1.2 For the operator \( U(t) = e^{i\sqrt{-\Delta}t} \), we apply Theorem 1.1 with \( H = L^2 \) and \((\mathcal{B}_0, \mathcal{B}_1) = (L^2, \dot{B}^0_{1,2})\), where \( \rho = \frac{d+1}{4} \). The estimate (1.20) now follows by making use of the interpolation space identity (see, for example, Lemma 8.1)
\[
(\dot{B}^0_{(r_0,2)}(\mathcal{B}^{\rho_1}_{r_1,2}))_{\theta,2} = \dot{B}^0_{(r,2),2},
\]
where \( r_0, r_1 \in [1, \infty) \), \( \rho_0, \rho_1 \in \mathbb{R} \) with \( \rho_0 \neq \rho_1 \), and \( \theta \in (0, 1) \). Here, the norm for \( \dot{B}^0_{(r,2),2} \) is the same as for \( \dot{B}^0_{r,2} \), except the \( L^r \) norm is replaced by the Lorentz space norm \( L^{r,2} \). Thus, \( \mathcal{B}_\theta = \dot{B}^0_{(\gamma',2),2} \rightarrow \dot{B}^\gamma_{(\gamma',2)} \), where \( \gamma = \frac{d+1}{4} \theta \) and \( \frac{1}{\gamma} = \frac{1}{r} + \frac{\theta}{2} \), and (1.20) follows.

Remarks. (1) Using the dispersive estimate (1.2), Foschi proved Lemma 2.1 for the case \( \mathcal{B}_\theta = (L^2, L^1)_{\theta,2} \). From the standard dispersive estimate for the wave equation (2.5), this yields a frequency-localised version of (1.21). Littlewood–Paley theory appears to only allow us to remove this localisation in the restricted range \( q, \tilde{q} \geq 2 \).

(2) Related to the remark above, we finish this section with an observation about strong-type inhomogeneous estimates for the wave equation. Lemma 2.1 in the case \( \mathcal{B}_\theta = (L^2, L^1)_{\theta,2} \) (due to Foschi) generates frequency-localised strong-type inhomogeneous estimates. To circumvent the issues with applying Littlewood–Paley theory to remove the localisation, rather than employing the strong form of Lemma 2.1 as carried out by Taggart, one may proceed with a bilinear interpolation argument in the \( q\tilde{q} \)-plane. This generates estimates of the form
\[
(2.6) \quad \left\| \int_{s < t} e^{i(t-s)\sqrt{-\Delta}} F(s, \cdot) \, ds \right\|_{L^q_t L^{\tilde{q}}_x} \lesssim \|F\|_{L^q_t L^{\tilde{q}}_x},
\]
and rests on the standard dispersive estimate rather than (2.4).

3. Necessary conditions and further remarks

In this section, \( C \) denotes a positive constant which may change from line to line.

3.1. A necessary condition for the wave equation.

Proposition 3.1. Let \( d \geq 2, 1 \leq q, \tilde{q} < \infty, 2 \leq r, \tilde{r} \leq \infty \) and \( 1 \leq p < \infty \). If the estimate
\[
(3.1) \quad \left\| \int_{\mathbb{R}} e^{i(t-s)\sqrt{-\Delta}} F(s, \cdot) \, ds \right\|_{L^p_t L^r_x} \lesssim \|F\|_{L^q_t L^{\tilde{q}}_x}
\]
holds for all \( F \) whose (spatial) Fourier support is compactly supported away from zero, then
\[
\frac{1}{q} < (d - 1) \left( \frac{1}{2} - \frac{1}{r} \right).
\]

This proposition shows that inhomogeneous Strichartz estimates for the wave equation generically fail unless the condition \( \frac{1}{q} < (d - 1) \left( \frac{1}{2} - \frac{1}{r} \right) \) holds. By standard arguments, it follows that the corresponding estimate to (3.1) with the \( s \)-integral taken over \( \int_{-\infty}^t \) also fails unless \( \frac{1}{q} < (d - 1) \left( \frac{1}{2} - \frac{1}{r} \right) \).
Proof. Choose \( \hat{\psi}(t, \xi) = \psi(t)\varphi(|\xi|) \) where \( \psi \) is an even \( C^\infty(\mathbb{R}) \) function supported in \((-c_0, c_0)\) for \( c_0 > 0 \) sufficiently small and \( \varphi \in C_0^\infty([\frac{1}{2}, 2]) \). Setting \( \hat{\varphi}(r) = r^{\frac{d-4}{2}}\varphi(r) \), by using polar coordinates, we have
\[
\int_\mathbb{R} e^{i(t-s)\sqrt[-d]{2}}F(s, \cdot)(x)\,ds = C \left( |x|^{-\frac{d+1}{2}}I(x, t) + |x|^{-\frac{d+1}{2}}II(x, t) \right),
\]
where
\[
I(x, t) = \int_0^\infty \int_0^{2\pi} e^{it(r)\hat{\varphi}(r)} \cos(r|x| - \frac{\pi(d-1)}{4})\,dr\,\psi(s)\,ds,
\]
\[
II(x, t) = \int_0^\infty \int_0^{2\pi} e^{it(r)\hat{\varphi}(r)} r^{\frac{d-3}{2}} \varphi(r)E(r|x|)\,dr\,\psi(s)\,ds.
\]
Here, the error function \( E \) arises from the asymptotic estimate
\[
\int_\mathbb{R} e^{ix\theta} \,d\theta = C|x|^{-\frac{d+2}{2}} J_{\frac{d-2}{2}}(|x|)
\]
\[
= C|x|^{-\frac{d+2}{2}} \left( \cos(r|x| - \frac{\pi(d-1)}{4}) + E(|x|) \right),
\]
where \( E(\rho) \lesssim \rho^{-1} \) for \( \rho \gg 1 \) (see, for example, \[17\]). Then
\[
I(x, t) = \frac{1}{2} \left( e^{-i\pi(d-1)/4}I_-(x, t) + e^{i\pi(d-1)/4}I_+(x, t) \right)
\]
where
\[
I_\pm(x, t) = \int_0^\infty \int_0^{2\pi} e^{-i[|\pm|x|-(t-s)|]r}\hat{\varphi}(r)\,dr\,\psi(s)\,ds
\]
\[
= \int_0^\infty \hat{\varphi}(|x| - (t-s))\psi(s)\,ds
\]
\[
= \vartheta * \psi(|x| - t)
\]
and we have set \( \vartheta := \hat{\varphi} \). Since \( \vartheta(0) > 0 \), it follows that \( \vartheta * \psi(0) > 0 \) for a sufficiently small choice of \( c_0 \). By continuity, there exists \( \delta_0 > 0 \) such that \( \vartheta * \psi(t) > 0 \) for \( |t| \leq \delta_0 \). Thus,
\[
|I_+(x, t)| \gtrsim 1 \quad \text{for} \quad ||x| - t| \leq \delta_0.
\]
Also, \( |\vartheta(t)| \lesssim \frac{1}{1 + |t|} \) for all \( t \in \mathbb{R} \) by an integration by parts argument and since \( \varphi \in C_0^\infty(\mathbb{R}) \). This implies
\[
|I_-(x, t)| \lesssim \frac{1}{1 + |x| + t} \lesssim \frac{1}{t},
\]
and therefore \( |I(x, t)| \gtrsim 1 \), for \( |x| - t| \leq \delta_0 \) and \( t \gg 100 \). Also, \( |II(x, t)| \lesssim \int_{r \sim 1} |E(r|x|)|\,dr \lesssim 1/|x| \), so
\[
\int_\mathbb{R} e^{i(t-s)\sqrt[-d]{2}}F(s, \cdot)\,ds \gtrsim |x|^{-\frac{d+1}{2}} \left( I - II \right)
\]
\[
\gtrsim t^{-\frac{d+1}{2}}
\]
if \( |x| - t| \leq \delta_0 \) and \( t \gg 100 \). So, for \( t \gg 100 \),
\[
\left\| \int_\mathbb{R} e^{i(t-s)\sqrt[-d]{2}}F(s, \cdot)\,ds \right\|_{L^2_\infty} \gtrsim \left\| \int_\mathbb{R} e^{i(t-s)\sqrt[-d]{2}}F(s, \cdot)\,ds \right\|_{L^2(||x| - t| \leq \delta_0)}
\]
\[
\gtrsim t^{(d-1)(\frac{1}{2} - \frac{1}{2})}.
\]
If follows that
\[
\left\| \int_R e^{it(t-s)}\sqrt{\Delta} F(s, \cdot) \, ds \right\|_{L_t^pL_x^q} \gtrsim \left( \int_0^1 \lambda^{p(1-\frac{1}{d})-1} \, d\lambda \right)^{1/p}
\]
where \( \alpha = (d-1)(\frac{1}{q} - \frac{1}{p}) \). On the other hand, clearly \( \|F\|_{L_t^pL_x^q} < \infty \). Therefore, the condition \( \frac{1}{q} < \alpha \) is necessary for (3.1), as claimed. \( \square \)

### 3.2. Some limitations.

Recall the crucial assumption

\[
\sigma \theta = \frac{1}{q} < \frac{1}{q'} = 1 - \sigma \left( \frac{\theta}{2} - \frac{\theta}{2} \right)
\]

in Theorem 1.1. By translation invariance considerations, the assumption \( \frac{1}{q} \leq \frac{1}{q'} \) is natural, and thus we have not addressed the case \( q = q' \) in this note. Our approach as it stands does not permit this case since we rely on Bourgain's summation trick (Lemma 2.2) and this seems to constrain us to a situation where \( q \) can freely move in some open range.

The strict inequality in condition (3.2) also means we are unable to address the case \( q = 1 \) with our approach. Related to this, the estimate

\[
\int \|e^{it\Delta} f\|_{L_t^qL_x^\infty(R^3)} \, dt \lesssim \|f\|_{L_t^{6/5}L_x^\infty(R^3)}
\]

was claimed to be true in [1, Proposition 1.2]. By Minkowski’s inequality, this implies the inhomogeneous Strichartz estimate

\[
\left\| \int_{s<t} e^{it(t-s)} F(s, \cdot) \, ds \right\|_{L_t^1L_x^q(R \times R^3)} \lesssim \|F\|_{L_t^1L_x^{6/5}(R \times R^3)},
\]

which seems to provide a particular case with \( q = q' = 1 \) on the critical line \( \frac{1}{q} = d(\frac{1}{2} - \frac{1}{d}) \), albeit in restricted weak-type form with respect to the spatial variable (see [1, Theorem 1.3]). Unfortunately, it seems that (3.3) and (3.4) are both false. Through personal communications, M. Beceanu informed us that a variant form of (3.3) is still possible [2].

More generally, the estimate

\[
\left\| \int_R e^{it(t-s)} F(s, \cdot) \, ds \right\|_{L_t^1L_x^q} \lesssim \|F\|_{L_t^1L_x^{\frac{6}{5}d}(R^d)}
\]

is false for all \( d \geq 3 \), and hence the stronger estimate

\[
\int \|e^{it\Delta} f\|_{L_t^\frac{6}{5d}L_x^{\frac{6}{5}}} \, dt \lesssim \|f\|_{L_t^\frac{6}{5d}},
\]

is also false for all \( d \geq 3 \). To see the failure of (3.5), consider the function \( F \) given by

\[
F(t, x) = \frac{1}{1 + 4t^2} \exp(-\frac{1}{2}|x|^2)
\]

so that

\[
\hat{F}(\tau, \xi) = C \exp(-\frac{1}{2}(\xi^2 + |\tau|))
\]
for some constant $C$. In this case, we have
\[
\int_{\mathbb{R}^d} e^{i(x \cdot \xi - t |\xi|^2)} \hat{F}(-|\xi|^2, \xi) \, d\xi = C \int_{\mathbb{R}^d} e^{i x \cdot \xi e^{-(1+i)t)|\xi|^2} \, d\xi
\]
\[
= C \frac{1}{(1 + it)^{d/2}} \exp \left( - \frac{|x|^2}{4(1 + it)} \right).
\]
Therefore, if $r \in [1, \infty]$, it follows that
\[
\left\| \int_{\mathbb{R}} e^{i(t-s)\Delta} F(s, \cdot) \, ds \right\|_{L^r_{x,t}} \sim |t|^{\delta (\frac{1}{2} - \frac{1}{q})}
\]
holds for all $|t| \geq 1$. Thus, in the case $r = \frac{2d}{d-2}$ with $d \geq 3$, we have
\[
\left\| \int_{\mathbb{R}} e^{i(t-s)\Delta} F(s, \cdot) \, ds \right\|_{L^2_{x,t}} \sim \frac{1}{|t|^{\frac{d-2}{2}}}
\]
for all $|t| \geq 1$ and hence
\[
\left\| \int_{\mathbb{R}} e^{i(t-s)\Delta} F(s, \cdot) \, ds \right\|_{L^{\frac{2d}{d+2}}_{x,t} L^\infty_{s}} = \infty.
\]
On the other hand, it is clear that $\|F\|_{L^{a,b}_{x,t}} < \infty$ for any $a, b \in [1, \infty)$.

It is clear that the above counterexample does not rule out the possibility of being true with the weak-type space $L^{1,\infty}_{t}$. Related to this, we remark that estimates of the shape $L^1_{t} L^{r'}_{x} \to L^{1,\infty}_{t} L^{1}_{x}$ are of substantial interest since they would lead to an improvement in the result of Foschi and Vilela [7] [20] in the case $q = \tilde{q}'$.
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