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Abstract

Principal component analysis (PCA) is a widely used dimension reduction technique in machine learning and multivariate statistics. To improve the interpretability of PCA, various approaches to obtain sparse principal direction loadings have been proposed, which are termed Sparse Principal Component Analysis (SPCA). In this paper, we present thresholding as a provably accurate, polynomial time, approximation algorithm for the SPCA problem, without imposing any restrictive assumptions on the input covariance matrix. Our first thresholding algorithm using the Singular Value Decomposition is conceptually simple; is faster than current state-of-the-art; and performs well in practice. On the negative side, our (novel) theoretical bounds do not accurately predict the strong practical performance of this approach. The second algorithm solves a well-known semidefinite programming relaxation and then uses a novel, two step, deterministic thresholding scheme to compute a sparse principal vector. It works very well in practice and, remarkably, this solid practical performance is accurately predicted by our theoretical bounds, which bridge the theory-practice gap better than current state-of-the-art.

1 Introduction

Principal Component Analysis (PCA) and the related Singular Value Decomposition (SVD) are fundamental data analysis and dimensionality reduction tools in a wide range of areas including machine learning, multivariate statistics and many others. These tools return a set of orthogonal vectors of decreasing importance that are often interpreted as fundamental latent factors that underlie the observed data. Even though the vectors returned by PCA and SVD have strong optimality properties, they are notoriously difficult to interpret in terms of the underlying processes generating the data [Mahoney and Drineas, 2009], since they are linear combinations of all available data points or all available features. The concept of Sparse Principal Components Analysis (SPCA) was introduced in the seminal work of [d’Aspremont et al., 2007], where sparsity constraints were enforced on the singular vectors in order to improve interpretability. A prominent example where sparsity improves interpretability is document analysis, where sparse principal components can be mapped to specific topics by inspecting the (few) keywords in their support [d’Aspremont et al., 2007, Mahoney and Drineas, 2009, Papailiopoulos et al., 2013].

Formally, given a positive semidefinite (PSD) matrix $A \in \mathbb{R}^{n \times n}$, SPCA can be defined as follows:

$$ Z^* = \max_{x \in \mathbb{R}^n, \|x\|_2 \leq 1} x^\top Ax, \quad \text{subject to } \|x\|_0 \leq k. \quad (1) $$

1 Recall that the $p$-th power of the $\ell_p$ norm of a vector $x \in \mathbb{R}^n$ is defined as $\|x\|_p^p = \sum_{i=1}^n |x_i|^p$ for $0 < p < \infty$. For $p = 0$, $\|x\|_0$ is a semi-norm denoting the number of non-zero entries of $x$. 
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In the above formulation, $\mathbf{A}$ is a covariance matrix representing, for example, all pairwise feature or object similarities for an underlying data matrix. Therefore, SPCA can be applied to either the object or feature space of the data matrix, while the parameter $k$ controls the sparsity of the resulting vector and is part of the input. Let $\mathbf{x}^*$ denote a vector that achieves the optimal value $\mathbf{Z}^*$ in the above formulation. Intuitively, the optimization problem of eqn. (1) seeks a sparse, unit norm vector $\mathbf{x}^*$ that maximizes the data variance.

It is well-known that solving the above optimization problem is \texttt{NP}-hard [Moghaddam et al., 2006a] and that its hardness is due to the sparsity constraint. Indeed, if the sparsity constraint were removed, then the resulting optimization problem can be easily solved by computing the top left or right singular vector of $\mathbf{A}$ and its maximal value $\mathbf{Z}^*$ is equal to the top singular value of $\mathbf{A}$.

**Notation.** We use bold letters to denote matrices and vectors. For a matrix $\mathbf{A} \in \mathbb{R}^{n \times n}$, we denote its $(i, j)$-th entry by $A_{i,j}$; its $i$-th row by $\mathbf{A}_{i\cdot}$, and its $j$-th column by $\mathbf{A}_{\cdot j}$; its 2-norm by $\|\mathbf{A}\|_2 = \max_{\mathbf{x} \in \mathbb{R}^n, \|\mathbf{x}\|_2 = 1} \|\mathbf{A}\mathbf{x}\|_2$; and its (squared) Frobenius norm by $\|\mathbf{A}\|_F^2 = \sum_{i,j} A_{i,j}^2$. We use the notation $\mathbf{A} \succeq 0$ to denote that the matrix $\mathbf{A}$ is symmetric positive semidefinite (PSD) and $\text{Tr}(\mathbf{A}) = \sum_i A_{i,i}$ to denote its trace, which is also equal to the sum of its singular values. Given a PSD matrix $\mathbf{A} \in \mathbb{R}^{n \times n}$, its Singular Value Decomposition is given by $\mathbf{A} = \mathbf{U}\Sigma\mathbf{U}^T$, where $\mathbf{U}$ is the matrix of left/right singular vectors and $\Sigma$ is the diagonal matrix of singular values.

### 1.1 Our Contributions

Thresholding is a simple algorithmic concept, where each coordinate of, say, a vector is retained if its value is sufficiently high; otherwise, it is set to zero. Thresholding naturally preserves entries that have large magnitude while creating sparsity by eliminating small entries. Thus, thresholding seems like a logical strategy for SPCA: after computing a dense vector that approximately solves a PCA problem, perhaps with additional constraints, thresholding can be used to sparsify it.

Our first approach ($\text{spca-svd}$, Section 2) is a simple thresholding-based algorithm for SPCA that leverages the fact that the top singular vector is an optimal solution for the SPCA problem without the sparsity constraint. Our algorithm actually uses a thresholding scheme that leverages the top few singular vectors of the underlying covariance matrix; it is simple and intuitive, yet offers the first of its kind runtime vs. accuracy bounds. Our algorithm returns a vector that is provably sparse and, when applied to the input covariance matrix $\mathbf{A}$, provably captures the optimal solution $\mathbf{Z}^*$ up to a small additive error. Indeed, our output vector has a sparsity that depends on $k$ (the target sparsity of the original SPCA problem of eqn. (1)) and $\varepsilon$ (an accuracy parameter between zero and one). Our analysis provides unconditional guarantees for the accuracy of the solution of the proposed thresholding scheme. To the best of our knowledge, no such analyses have appeared in prior work (see Section 1.2 for details). We emphasize that our approach only requires an approximate singular value decomposition and, as a result, $\text{spca-svd}$ runs very quickly. In practice, $\text{spca-svd}$ is faster than current state-of-the-art and almost as accurate, at least in the datasets that we used in our empirical evaluations. However, as shown in Section 4, there is a clear theory-practice gap, since our theoretical bounds fail to predict the practical performance of $\text{spca-svd}$, which motivated us to look for more elaborate thresholding schemes that come with improved theoretical accuracy guarantees.

Our second approach ($\text{spca-sdp}$, Section 3) uses a more elaborate semidefinite programming (SDP) approach with (relaxed) sparsity constraints to compute a starting point on which thresholding strategies are applied. Our algorithm provides novel bounds for the following standard convex relaxation of the problem of eqn. (1):

$$\max_{\mathbf{Z} \in \mathbb{R}^{n \times n}, \mathbf{Z} \succeq 0} \text{Tr}(\mathbf{AZ}) \text{ s.t. } \text{Tr}(\mathbf{Z}) \leq 1 \text{ and } \sum_i |Z_{i,j}| \leq k. \tag{2}$$

It is well-known that the optimal solution to eqn. (2) is greater than or equal to the optimal solution to eqn. (1). We contribute a novel, two-step deterministic thresholding scheme that converts $\mathbf{Z} \in \mathbb{R}^{n \times n}$ to a vector $\mathbf{z} \in \mathbb{R}^n$ with sparsity $\mathcal{O}(\beta^2 k^2/\varepsilon^2)$ and satisfies\footnote{For simplicity of presentation and following the lines of [Fountoulakis et al., 2017], we assume that the rows and columns of the matrix $\mathbf{A}$ have unit norm; this assumption can be removed as in [Fountoulakis et al., 2017].} $\mathbf{z}^\top \mathbf{A} \mathbf{z} \geq \frac{1}{\alpha} \cdot \mathbf{Z}^\top - \varepsilon$. Here $\alpha$ and $\beta$ are parameters of the optimal solution matrix $\mathbf{Z}$ that describe the extent to which the SDP relaxation of eqn. (2) is able
to capture the original problem. We empirically demonstrate that these quantities are close to one for the (diverse) datasets used in our empirical evaluation. As a result (see Section 4), we demonstrate that the empirical performance of spca-sdp is much better predicted by our theory, unlike spca-svd and current state-of-the-art. To the best of our knowledge, this is the first analysis of a rounding scheme for the convex relaxation of eqn. (2) that does not assume a specific model for the covariance matrix $A$. However, this approach introduces a major runtime bottleneck for our algorithm, namely solving an SDP.

An additional contribution of our work is that, unlike prior work, our algorithms have clear tradeoffs between quality of approximation and output sparsity. Indeed, by increasing the density of the final SPCA vector, one can improve the amount of variance that is captured by our SPCA output. See Theorem 2.1 for details on this sparsity vs. accuracy tradeoff for spca-svd and spca-sdp, respectively.

Applications to Sparse Kernel PCA. Our algorithms have immediate applications to sparse kernel PCA (SKPCA), where the input matrix $A \in \mathbb{R}^{n \times n}$ is instead implicitly given as a kernel matrix whose entry $(i, j)$ is the value $k(i, j) := \langle \phi(X_i), \phi(X_j) \rangle$ for some kernel function $\phi$ that implicitly maps an observation vector into some high-dimensional feature space. Although $A$ is not explicit, we can query all $O(n^2)$ entries of $A$ using $O(n^2)$ time assuming an oracle that computes the kernel function $k$. We can then subsequently apply our SPCA algorithms and achieve polynomial runtime with the same approximation guarantees.

Experiments. Finally, we evaluate our algorithms on a variety of real and synthetic datasets in order to practically assess their performance. As discussed earlier, from an accuracy perspective, our algorithms perform comparably to current state-of-the-art. However, spca-svd is faster than current state-of-the-art. Importantly, we evaluate the tightness of the theoretical bounds on the approximation accuracy: the theoretical bounds for spca-svd and current state-of-the-art fail to predict the approximation accuracy of the respective algorithms in practice. However, the theoretical bounds for spca-sdp are much tighter, essentially bridging the theory-practice gap, at least in the datasets used in our evaluations.

1.2 Prior work

SPCA was formally introduced by [d’Aspremont et al., 2007]; however, previously studied PCA approaches based on rotating [Jolliffe, 1995] or thresholding [Cadima and Jolliffe, 1995] the top singular vector of the input matrix seemed to work well, at least in practice, given sparsity constraints. Following [d’Aspremont et al., 2007], there has been an abundance of interest in SPCA. [Jolliffe et al., 2003] considered LASSO (SCoTLASS) on an $\ell_1$ relaxation of the problem, while [Zou and Hastie, 2005] considered a non-convex regression-type approximation, penalized similar to LASSO. Additional heuristics based on LASSO [Ando et al., 2009] and non-convex $\ell_1$ regularizations [Zou and Hastie, 2005, Zou et al., 2006, Sriperumbudur et al., 2007, Shen and Huang, 2008] have also been explored. Random sampling approaches based on non-convex $\ell_1$ relaxations [Fountoulakis et al., 2017] have also been studied; we highlight that unlike our approach, [Fountoulakis et al., 2017] solved a non-convex relaxation of the SPCA problem and thus perhaps relied on locally optimal solutions. Beck and Vaisbourd [2016] presented a coordinate-wise optimality condition for SPCA and designed algorithms to find points satisfying that condition. While this method is guaranteed to converge to stationary points, it is also susceptible to getting trapped at local solutions. In another recent work Yuan et al. [2019], the authors came up with a decomposition algorithm to solve the sparse generalized eigenvalue problem using a random or a swapping strategy. However, the underlying method needs to solve a subproblem globally using combinatorial search methods at each iteration, which may fail for a large sparsity parameter $k$. Additionally, [Mohgaddam et al., 2006b] considered a branch-and-bound heuristic motivated by greedy spectral ideas. [Journée et al., 2010, Papailiopoulos et al., 2013, Kuleshov, 2013, Yuan and Zhang, 2013] further explored other spectral approaches based on iterative methods similar to the power method. [Yuan and Zhang, 2013] specifically designed a sparse PCA algorithm with early stopping for the power method, based on the target sparsity.

Another line of work focused on using semidefinite programming (SDP) relaxations [d’Aspremont et al., 2007, d’Aspremont et al., 2008, Amini and Wainwright, 2009, d’Orsi et al., 2020]. Notably, [Amini and Wainwright, 2009] achieved provable theoretical guarantees regarding the SDP and thresholding approach of [d’Aspremont et al., 2007] in a specific, high-dimensional spiked covariance model, in which a base matrix
is perturbed by adding a sparse maximal eigenvector. In other words, the input matrix is the identity matrix plus a “spike”, i.e., a sparse rank-one matrix.

Despite the variety of heuristic-based sparse PCA approaches, very few theoretical guarantees have been provided for SPCA: this is partially explained by a line of hardness-of-approximation results. The sparse PCA problem is well-known to be \( \text{NP}-\text{Hard} \) [Moghaddam et al., 2006a]. [Magdon-Ismail, 2017] shows that if the input matrix is not PSD, then even the sign of the optimal value cannot be determined in polynomial time unless \( P = \text{NP} \), ruling out any multiplicative approximation algorithm. In the case where the input matrix is PSD, [Chan et al., 2016] shows that it is \( \text{NP}-\text{hard} \) to approximate the optimal value up to multiplicative \((1 + \varepsilon)\) error, ruling out any polynomial-time approximation scheme (PTAS). Moreover, they show Small-Set Expansion hardness for any polynomial-time constant factor approximation algorithm and also that the standard SDP relaxation might have an exponential gap.

We conclude by summarizing prior work that offers provable guarantees (beyond the work of [Amini and Wainwright, 2009]), typically given some assumptions about the input matrix. [d’Aspremont et al., 2014] showed that the SDP relaxation can be used to find provable bounds when the covariance input matrix is formed by a number of data points sampled from Gaussian models with a single sparse singular vector. Perhaps the most interesting, theoretically provable, prior work is [Papailiopoulos et al., 2013], which presented a combinatorial algorithm that analyzed a specific set of vectors in a low-dimensional eigenspace of the input matrix and presented relative error guarantees for the optimal objective, given the assumption that the input covariance matrix has a decaying spectrum. From a theoretical perspective, this method is the current state-of-the-art and we will present a detailed comparison with our approaches in Section 4. [Asteris et al., 2011] gave a polynomial-time algorithm that solves sparse PCA exactly for input matrices of constant rank. [Chan et al., 2016] showed that sparse PCA can be approximated in polynomial time within a factor of \( n^{-1/3} \) and also highlighted an additive PTAS of [Asteris et al., 2015] based on the idea of finding multiple disjoint components and solving bipartite maximum weight matching problems. This PTAS needs time \( n^{\text{poly}(1/\varepsilon)} \), whereas all of our algorithms have running times that are a low-degree polynomial in \( n \).

## 2 SPCA via SVD Thresholding

To achieve nearly input sparsity runtime, our first thresholding algorithm is based upon using the top \( \ell \) right singular vectors of the PSD matrix \( A \). Given \( A \) and an accuracy parameter \( \varepsilon \), our approach first computes \( \Sigma_\ell \in \mathbb{R}^{\ell \times \ell} \) (the diagonal matrix of the top \( \ell \) singular values of \( A \)) and \( U_\ell \in \mathbb{R}^{n \times \ell} \) (the matrix of the top \( \ell \) right singular vectors of \( A \)), for \( \ell = 1/\varepsilon \). Then, it deterministically selects a subset of \( O( k/\varepsilon^3) \) columns of \( \Sigma_\ell^{1/2} U_\ell^T \) using a simple thresholding scheme based on the norms of the columns of \( \Sigma_\ell^{1/2} U_\ell^T \). (Recall that \( k \) is the sparsity parameter of the SPCA problem.) In the last step, it returns the top right singular vector of the matrix consisting of the chosen columns of \( \Sigma_\ell^{1/2} U_\ell^T \). Notice that this right singular vector is an \( O( k/\varepsilon^3) \)-dimensional vector, which is finally expanded to a vector in \( \mathbb{R}^n \) by appropriate padding with zeros. This sparse vector is our approximate solution to the SPCA problem of eqn. (1).

This simple algorithm is somewhat reminiscent of prior thresholding approaches for SPCA. However, to the best of our knowledge, no provable a priori bounds were known for such algorithms without strong assumptions on the input matrix. This might be due to the fact that prior approaches focused on thresholding only the top right singular vector of \( A \), whereas our approach thresholds the top \( \ell = 1/\varepsilon \) right singular vectors of \( A \). This slight relaxation allows us to present provable bounds for the proposed algorithm.

In more detail, let the SVD of \( A \) be \( A = U \Sigma U^T \). Let \( \Sigma_\ell \in \mathbb{R}^{\ell \times \ell} \) be the diagonal matrix of the top \( \ell \) singular values and let \( U_\ell \in \mathbb{R}^{n \times \ell} \) be the matrix of the top \( \ell \) right (or left) singular vectors. Let \( R = \{ i_1, \ldots, i_{|R|} \} \) be the set of indices of rows of \( U_\ell \) that have squared norm at least \( \varepsilon^2/k \) and let \( \bar{R} \) be its complement. Here \(|R|\) denotes the cardinality of the set \( R \) and \( R \cup \bar{R} = \{1, \ldots, n\} \). Let \( R \in \mathbb{R}^{n \times |R|} \) be a sampling matrix that selects the columns of \( U_\ell \) whose indices are in the set \( R \). Given this notation, we are now ready to state Algorithm 1.

---

3Each column of \( R \) has a single non-zero entry (set to one), corresponding to one of the \(|R|\) selected columns. Formally, \( R_{i_t,t} = 1 \) for \( t = 1, \ldots, |R| \); all other entries of \( R \) are set to zero.
Lemma 2.2 allows us to provide provably accurate bounds for the thresholding Algorithm 1. Following Lemma 2.2, which is very much at the heart of our proof of Theorem 2.1 and, unlike prior work, this end. We address the inevitable approximation error incurred by such approximate SVD methods below.

Subspace iteration using a random initial subspace or the Krylov subspace of the matrix, can be used towards computing the top $\ell$ singular values of the matrix $A$. One could always use the SVD of the full matrix $(\text{time})$ to compute the top $\ell$ singular vectors and singular values of $A$. In practice, any iterative method, such as subspace iteration using a random initial subspace or the Krylov subspace of the matrix, can be used towards this end. We address the inevitable approximation error incurred by such approximate SVD methods below.

Finally, we highlight that, as an intermediate step in the proof of Theorem 2.1, we need to prove the following Lemma 2.2, which is very much at the heart of our proof of Theorem 2.1 and, unlike prior work, allows us to provide provably accurate bounds for the thresholding Algorithm 1.

Algorithm 1 \texttt{spca-svd}: fast thresholding SPCA via SVD

\begin{algorithm}
\caption{Output: $y \in \mathbb{R}^n$ such that $\|y\|_2 = 1$ and $\|y\|_0 = k/\varepsilon^2$.}
\begin{algorithmic}
\STATE $\ell \leftarrow 1/\varepsilon$
\STATE Compute $U_\ell \in \mathbb{R}^{n \times \ell}$ (top $\ell$ left singular vectors of $A$) and $\Sigma_\ell \in \mathbb{R}^{\ell \times \ell}$ (the top $\ell$ singular values of $A$);
\STATE Let $R = \{i_1, \ldots, i_{|R|}\}$ be the set of rows of $U_\ell$ with squared norm at least $\varepsilon^2/\ell$ and let $R \in \mathbb{R}^{n \times |R|}$ be the associated sampling matrix (see text for details);
\STATE $y \in \mathbb{R}^{|R|} \leftarrow \arg\max_{x} x_\ell \|x\|_2^2 = \frac{\|\Sigma_\ell^{1/2} U_\ell^T R x\|_2^2}{\ell} - \frac{\varepsilon}{\ell} \text{Tr}(A)$;
\STATE return $z = R y \in \mathbb{R}^n$.
\end{algorithmic}
\end{algorithm}

Notice that $R y$ satisfies $\|R y\|_2 = \|y\|_2 = 1$ (since $R$ has orthogonal columns) and $\|R y\|_0 = |R|$. Since $R$ is the set of rows of $U_\ell$ with squared norm at least $\varepsilon^2/\ell$ and $\|U_\ell\|_F^2 = \ell = 1/\varepsilon$, it follows that $|R| \leq k/\varepsilon^3$. Thus, the vector returned by Algorithm 1 has $k/\varepsilon^3$ sparsity and unit norm.

Theorem 2.1 Let $k$ be the sparsity parameter and $\varepsilon \in (0,1]$ be the accuracy parameter. Then, the vector $z \in \mathbb{R}^n$ (the output of Algorithm 1) has sparsity $k/\varepsilon^3$, unit norm, and satisfies

$$z^T A z \geq Z^* - 3\varepsilon \text{Tr}(A).$$

The intuition behind Theorem 2.1 is that we can decompose the value of the optimal solution into the value contributed by the coordinates in $R$, the value contributed by the coordinates outside of $R$, and a cross term. The first term we can upper bound by the output of the algorithm, which maximizes with respect to the coordinates in $R$. For the latter two terms, we can upper bound the contribution due to the upper bound on the squared row norms of indices outside of $R$ and due to the largest singular value of $U$ being at most the trace of $A$. We defer the full proof of Theorem 2.1 to the supplementary material.

The running time of Algorithm 1 is dominated by the computation of the top $\ell$ singular vectors and singular values of the matrix $A$. One could always use the SVD of the full matrix $A$ ($\mathcal{O}(n^3)$ time) to compute the top $\ell$ singular vectors and singular values of $A$. In practice, any iterative method, such as subspace iteration using a random initial subspace or the Krylov subspace of the matrix, can be used towards this end. We address the inevitable approximation error incurred by such approximate SVD methods below.

Finally, we highlight that, as an intermediate step in the proof of Theorem 2.1, we need to prove the following Lemma 2.2, which is very much at the heart of our proof of Theorem 2.1 and, unlike prior work, allows us to provide provably accurate bounds for the thresholding Algorithm 1.

Lemma 2.2 Let $A \in \mathbb{R}^{n \times n}$ be a PSD matrix and $\Sigma \in \mathbb{R}^{n \times n}$ (respectively, $\Sigma_\ell \in \mathbb{R}^{\ell \times \ell}$) be the diagonal matrix of all (respectively, top $\ell$) singular values and let $U \in \mathbb{R}^{n \times n}$ (respectively, $U_\ell \in \mathbb{R}^{n \times \ell}$) be the matrix of all (respectively, top $\ell$) singular vectors. Then, for all unit vectors $x \in \mathbb{R}^n$,

$$\|\Sigma_\ell^{1/2} U_\ell^T x\|_2^2 \geq \|\Sigma^{1/2} U^T x\|_2^2 - \varepsilon \text{Tr}(A).$$

At a high level, the proof of Lemma 2.2 first decomposes a basis for the columns spanned by $U$ into those spanned by the top $\ell$ singular vectors and the remaining $n - \ell$ singular vectors. We then lower bound the contribution of the top $\ell$ singular vectors by upper bounding the contribution of the remaining $n - \ell$ singular vectors after noting that the largest remaining singular value is at most a $1/\ell$-fraction of the trace. For additional details, we defer the full proof to the supplementary material.

Using an approximate SVD solution. The guarantees of Theorem 2.1 in Algorithm 1 use an exact SVD computation, which could take time $\mathcal{O}(n^3)$. We can further improve the running time by using an approximate SVD algorithm such as the randomized block Krylov method of Musco and Musco [2015], which runs in nearly input sparsity runtime. Our analysis uses the relationships $\|\Sigma_\ell^{1/2}\|_2^2 \leq \text{Tr}(A)/\ell$ and
\( \sigma_1(\Sigma_i) \leq \text{Tr}(A) \). The randomized block Krylov method of Musco and Musco [2015] recovers these guarantees up to a multiplicative \((1 + \varepsilon)\) factor, in \(O((\log n)^{1/2} \cdot \text{nnz}(A))\) time. Thus, by rescaling \(\varepsilon\), we recover the same guarantees of Theorem 2.1 by using an approximate SVD in nearly input sparsity time. This results in a randomized algorithm; if one wants a deterministic algorithm then one should compute an exact SVD.

### 3 SPCA via SDP Relaxation and Thresholding

To achieve higher accuracy, our second thresholding algorithm uses an approach that is based on the SDP relaxation of eqn. (2). Recall that solving eqn. (2) returns a PSD matrix \(Z^* \in \mathbb{R}^{n \times n}\) that, by the definition of the semidefinite programming relaxation, satisfies \(\text{Tr}(AZ^*) \geq Z^*\), where \(Z^*\) is the true optimal solution of SPCA in eqn. (2).

We would like to acquire a sparse vector \(z\) from \(Z^*\). To that end, we first take \(Z_1\) to be the best rank-1 approximation to \(Z^*\). Note that \(Z_1\) can be quickly computed by taking the top eigenvector \(u\) of \(Z^*\) and setting \(Z_1 = uu^\top\). Consider a set \(S\) defined to be the set of indices of the \(9k^2\beta^2/\varepsilon^2\) coordinates of \(u\) with the largest absolute value, where \(\beta\) is a parameter defined below (and close to 1 in our experiments). Intuitively, the indices in \(S\) should correlate with the “important” rows and columns of \(A\). Hence, we define \(z \in \mathbb{R}^n\) to be the vector that matches the corresponding coordinates of \(u\) for indices of \(S\) and zero elsewhere, outside of \(S\). As a result, \(z\) will be a \(9k^2\beta^2/\varepsilon^2\)-sparse vector.

**Algorithm 2** spca-sdp: accurate thresholding SPCA via SDP

**Input:** \(A \in \mathbb{R}^{n \times n}\), sparsity \(k\), error parameter \(\varepsilon > 0\).

**Output:** \(z \in \mathbb{R}^n\) such that \(\|z\|_2 = 1\) and \(\|z\|_0 = 9k^2\beta^2/\varepsilon^2\).

1. Let \(Z^*\) be the optimal solution to the relaxed SPCA problem of eqn. (2);
2. Let \(Z_1 = uu^\top\) be the best rank-1 approximation to \(Z^*\);
3. Let \(z \in \mathbb{R}^n\) be the sparse vector containing the top \(9k^2\beta^2/\varepsilon^2\) coordinates in magnitude of \(u\);
4. return \(z\).

Our main quality-of-result approximation for Algorithm 2 is Theorem 3.1. For simplicity of presentation, we make the standard assumption that all rows and columns of \(A\) have been normalized to have unit norm; this assumption can be relaxed, e.g., see [Fountoulakis et al., 2017].

**Theorem 3.1** Given a PSD matrix \(A \in \mathbb{R}^{n \times n}\), a sparsity parameter \(k\), and an error tolerance \(\varepsilon > 0\), let \(Z\) be an optimal solution to the relaxed SPCA problem of eqn. (2) and \(Z_1\) be the best rank-one approximation to \(Z\). Suppose \(\alpha \geq 1\) is a constant such that \(\text{Tr}(AZ) \leq \alpha \text{Tr}(AZ_1)\) and \(\beta\) is a constant such that \(\beta \geq \|Z_1\|_1\). Then, Algorithm 2 outputs a vector \(z \in \mathbb{R}^n\) that satisfies \(\|z\|_0 = 9k^2\beta^2/\varepsilon^2, \|z\|_2 \leq 1\), and

\[
z^\top Az \geq (1/\alpha)Z^* - \varepsilon.
\]

**Proof:** If \(Z_1 = uu^\top\), then \(u^\top Au = \text{Tr}(AZ_1) \geq (1/\alpha)\text{Tr}(AZ) \geq (1/\alpha)Z^*\).

Since all eigenvalues of \(Z\) are at most one, we have that \(\|uu^\top\|_F^2 \leq 1\), which means \(\|u\|_2 \leq 1\).

Also, letting \(\beta \geq \|Z_1\|_1\), we have \(\|Z_1\|_1 \leq \beta\|Z\|_1 \leq \beta k\). So \(\|Z_1\|_1 = \sum_{i,j} |u_i u_j| = \|u\|_2^2\), so \(\|u\|_1 \leq \sqrt{\beta k}\).

Let \(z\) be the vector of top \(9k^2\beta^2/\varepsilon^2\) coordinates in absolute value of \(u\), and remaining entries equal to 0. Then by Hölder’s inequality,

\[
z^\top Az = u^\top Au - (u - z)^\top Az - z^\top A(u - z) - (u - z)^\top A(u - z)
\]

\[
= u^\top Au - 2z^\top A(u - z) - (u - z)^\top A(u - z)
\]

\[
\geq u^\top Au - 2\|z\|_1\|A(u - z)\|_{\infty} - \|u - z\|_1\|A(u - z)\|_{\infty}.
\]

Each row of \(A\) has squared Euclidean norm at most 1, so that \(\|u - z\|_2 \geq \|A(u - z)\|_{\infty}\). Since \(\|u\|_1 \leq \sqrt{\beta k}\), then

\[
z^\top Az \geq u^\top Au - 2\sqrt{\beta k}\|u - z\|_2 - \sqrt{\beta k}\|u - z\|_2 = u^\top Au - 3\sqrt{\beta k}\|u - z\|_2.
\]
Because \( \|u\|_1 \leq \sqrt{\beta K} \) and \( z \) contains the top \( \frac{9k^2\beta^2}{\varepsilon^2} \) coordinates in absolute value of \( u \), then all entries of \((u - z)\) have magnitude at most \( \frac{\varepsilon^2}{9(k\beta)^2} \). Hence, we have

\[
\|u - z\|_2^2 \leq \frac{\varepsilon^4}{81(k\beta)^3} \cdot \frac{9(k\beta)^2}{\varepsilon^2} = \frac{\varepsilon^2}{9k\beta},
\]

and therefore, \( \|u - z\|_2 \leq \frac{\varepsilon}{3\sqrt{k\beta}} \). Hence,

\[
z^\top A z \geq u^\top A u - \varepsilon \geq (1/\alpha) Z^* - \varepsilon.
\]

Note \( z \) has \( \frac{9k^2\beta^2}{\varepsilon^2} \) non-zero entries, and \( \|z\|_2 \leq \|u\|_2 \leq 1 \).

**Interpretation of our guarantee.** Our assumptions in Theorem 3.1 simply say that much of the trace of the matrix \( AZ \) should be captured by the trace of \( AZ_1 \), as quantified by the constant \( \alpha \). For example, if \( Z \) were a rank-one matrix, then the assumption would hold with \( \alpha = 1 \). As the trace of \( AZ_1 \) fails to approximate the trace of \( AZ \) (which intuitively implies that the SDP relaxation of eqn. (2) did not sufficiently capture the original problem), the constant \( \alpha \) increases and the quality of the approximation decreases. In our experiments, we indeed observed that \( \alpha \) is close to one (see Table 1). Similarly, we empirically observe that \( \beta \), which is the ratio between the 1-norm of \( Z \) and its rank-one approximation is also close to one for our datasets.

**Using an approximate SDP solution.** The guarantees of Theorem 3.1 in Algorithm 2 use an optimal solution \( Z \) to the SDP relaxation in eqn. (2). In practice, we will only obtain an approximate solution \( \tilde{Z} \) to eqn. (2) using any standard SDP solver, e.g. [Alizadeh, 1995], such that \( \text{Tr}(\tilde{A}Z) \geq \text{Tr}(AZ) - \varepsilon \) after \( O((\log 1/\varepsilon)) \) iterations. Since our analysis only uses the relationship \( u^\top A u \geq \text{Tr}(AZ) \), then the additive \( \varepsilon \) guarantee can be absorbed into the other \( \varepsilon \) factors in the guarantees of Theorem 3.1. Thus, we recover the same guarantees of Theorem 3.1 by using an approximate solution to the SDP relaxation in eqn. (2).

### 4 Experiments

We compare the output of our algorithms against state-of-the-art SPCA approaches, including the coordinate-wise optimization algorithm of Beck and Vaisbourd [2016] (cwpca) the block decomposition algorithm of Yuan et al. [2019] (dec), and the spannogram-based algorithm of Papailiopoulos et al. [2013] (spca-lowrank). For the implementation of dec, we used the coordinate descent method and for cwpca we used the greedy coordinate-wise (GCW) method. We implemented spca-lowrank with the low-rank parameter \( d \) set to three; finally, for spca-svd, we fixed the threshold parameter \( \ell \) to one.

![Experimental results on real data: \( f(y) \) vs. sparsity.](a) Chr 1, n = 37,493  (b) Chr 2, n = 40,844  (c) Gene expression data
In order to explore the sparsity patterns of the outputs, we first applied our methods on the *pit props* dataset, which was introduced in [Jeffers, 1967] and is a toy, benchmark example used to test sparse PCA. It is a $13 \times 13$ correlation matrix, originally calculated from 180 observations with 13 explanatory variables. We applied our algorithms to the *Pit Props* matrix in order to extract a sparse top principal component, having a sparsity pattern similar to that of *cwpca*, *dec*, and *spca-lowrank*. It is actually known that the decomposition method of Yuan et al. [2019] can find the global optimum for this dataset. We set the sparsity parameter $k$ to seven; Table 2 in Appendix B shows that both *spca-svd* and *spca-sdp* are able to capture the right sparsity pattern. In terms of the optimal value $Z^*$, *spca-svd* performs very similar to *spca-lowrank*, while our SDP-based algorithm *spca-sdp* exactly recovers the optimal solution and matches both *dec* and *cwpca*.

Next, we further demonstrate the empirical performance of our algorithms on larger real-world datasets, as well as on synthetic datasets, similar to [Fountoulakis et al., 2017] (see Appendix B). We use genotypic data from the Human Genome Diversity Panel (HGDP) [Consortium, 2007] and the International Haplotype Map (HAPMAP) project [Li et al., 2008], forming 22 matrices, one for each chromosome, encoding all autosomal genotypes. Each matrix contains 2,240 rows and a varying number of columns (typically in the tens of thousands) that is equal to the number of single nucleotide polymorphisms (SNPs, well-known biallelic loci of genetic variation across the human genome) in the respective chromosome. Finally, we also use a lung cancer gene expression dataset ($107 \times 22,215$ matrix) from [Landi et al., 2008].

We compare our algorithms *spca-svd* and *spca-sdp* with the solutions returned by *dec*, *cwpca*, and *spca-lowrank*. Let $f(y) = \frac{y^T Ay}{\|A\|_2}$; then, $f(y)$ measures the quality of an approximate solution $y \in \mathbb{R}^n$ to the SPCA problem. Essentially, $f(y)$ quantifies the ratio of the explained variance coming from the first sparse PC to the explained variance of the first sparse eigenvector. Note that $0 \leq f(y) \leq 1$ for all $y$ with $\|y\|_2 \leq 1$. As $f(y)$ gets closer to one, the vector $y$ captures more of the variance of the matrix $A$ that corresponds to its top singular value and corresponding singular vector.

In our experiments, for *spca-svd* and *spca-sdp*, we fix the sparsity $s$ to be equal to $k$, so that all algorithms return a sparse vector with the same number of non-zero elements. In Figures 1a-1c we evaluate the performance of the different SPCA algorithms by plotting $f(y)$ against $\|y\|_0$, i.e., the sparsity of the output vector, on data from HGDP/HAPMAP chromosome 1, HGDP/HAPMAP chromosome 2, and the gene expression data. Note that in terms of accuracy both *spca-svd* and *spca-sdp*, essentially match the current state-of-the-art *dec*, *cwpca*, and *spca-lowrank*.

We now discuss the running time of the various approaches. All experiments were performed on a server with two Rome 32 core, 2.0GHz CPUs and .8 TBs of RAM. Our *spca-svd* is the fastest approach, taking about 2.5 to three hours for each sparsity value for the largest datasets (HGDP/HAPMAP chromosomes 1 and 2 data). The state-of-the-art methods *spca-lowrank*, *cwpca*, and *dec* take five to seven hours for the same dataset and thus are at least two times slower. However, our second approach *spca-sdp* is slower and takes approximately 20 hours, as it needs to solve a large-scale SDP problem.

Comparing the theoretical guarantees of our approaches and current-state-of-the-art. A straightforward theoretical comparison between the theoretical guarantees of our methods and current state-
5 Conclusion, limitations, and future work

We present thresholding as a simple and intuitive approximation algorithm for SPCA, without imposing restrictive assumptions on the input covariance matrix. Our first algorithm provides runtime-vs-accuracy trade-offs and can be implemented in nearly input sparsity time; our second algorithm needs to solve an SDP and provides highly accurate solutions with novel theoretical guarantees. Our algorithms immediately extend to sparse kernel PCA. Our work does have limitations which are interesting topics for future work. First, is it possible to improve the accuracy guarantees of our SVD-based thresholding scheme to match its superior practical performance. Second, can we speed up our SDP-based thresholding scheme in practice by using early termination of the SDP solvers or by using warm starts? Third, can we extend our approaches to handle more than one sparse singular vectors, by deflation or other strategies? Finally, it would be interesting to explore whether the proposed algorithms can approximately recover the support of the vector...
$x^*$ (see eqn. (1)) instead of the optimal value $Z^*$.

**Broader Impacts and Limitations**

Our work is focused on speeding up and improving the accuracy of algorithms for SPCA. As such, it could have significant broader impacts by allowing users to more accurately solve SPCA problems like the ones discussed in our introduction. While applications of our work to real data could result in ethical considerations, this is an indirect (and unpredictable) side-effect of our work. Our experimental work uses publicly available datasets to evaluate the performance of our algorithms; no ethical considerations are raised.
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A SPCA via thresholding: Proofs

We will use the notation of Section 2. For notational convenience, let \( \sigma_1, \ldots, \sigma_n \) be the diagonal entries of the matrix \( \Sigma \in \mathbb{R}^{n \times n} \), i.e., the singular values of \( A \).

**Lemma 2.2** Let \( A \in \mathbb{R}^{n \times n} \) be a PSD matrix and \( \Sigma \in \mathbb{R}^{n \times n} \) (respectively, \( \Sigma_{\ell} \in \mathbb{R}^{\ell \times \ell} \)) be the diagonal matrix of all (respectively, top \( \ell \)) singular values and let \( U \in \mathbb{R}^{n \times n} \) (respectively, \( U_{\ell} \in \mathbb{R}^{n \times n} \)) be the matrix of all (respectively, top \( \ell \)) singular vectors. Then, for all unit vectors \( x \in \mathbb{R}^n \),

\[
\left\| \Sigma_{\ell}^{1/2} U^T x \right\|_2^2 \geq \left\| \Sigma^{1/2} U^T x \right\|_2^2 - \varepsilon \text{Tr}(A).
\]

**Proof:** Let \( U_{\ell, \perp} \in \mathbb{R}^{n \times (n-\ell)} \) be a matrix whose columns form a basis for the subspace perpendicular to the subspace spanned by the columns of \( U_{\ell} \). Similarly, let \( \Sigma_{\ell, \perp} \in \mathbb{R}^{(n-\ell) \times (n-\ell)} \) be the diagonal matrix of the bottom \( n-\ell \) singular values of \( A \). Notice that \( U = [U_{\ell} U_{\ell, \perp}] \) and \( \Sigma = [\Sigma_{\ell} \ 0 \ \Sigma_{\ell, \perp}] \); thus,

\[
U \Sigma^{1/2} U^T = U_{\ell} \Sigma_{\ell}^{1/2} U_{\ell}^T + U_{\ell, \perp} \Sigma_{\ell, \perp}^{1/2} U_{\ell, \perp}^T.
\]

By the Pythagorean theorem,

\[
\left\| U \Sigma^{1/2} U^T x \right\|_2^2 = \left\| U_{\ell} \Sigma_{\ell}^{1/2} U_{\ell}^T x \right\|_2^2 + \left\| U_{\ell, \perp} \Sigma_{\ell, \perp}^{1/2} U_{\ell, \perp}^T x \right\|_2^2.
\]

Using invariance properties of the vector two-norm and sub-multiplicativity, we get

\[
\left\| \Sigma_{\ell}^{1/2} U_{\ell}^T x \right\|_2^2 \geq \left\| \Sigma^{1/2} U^T x \right\|_2^2 - \left\| \Sigma_{\ell, \perp}^{1/2} \right\|_2^2 \left\| U_{\ell, \perp}^T x \right\|_2^2.
\]

We conclude the proof by noting that \( \left\| \Sigma^{1/2} U^T x \right\|_2^2 = x^T U \Sigma U^T x = x^T A x \) and

\[
\left\| \Sigma_{\ell, \perp}^{1/2} \right\|_2^2 = \sigma_{\ell+1} \leq \frac{1}{\ell} \sum_{i=1}^{n} \sigma_i = \frac{\text{Tr}(A)}{\ell}.
\]

The inequality above follows since \( \sigma_1 \geq \sigma_2 \geq \ldots \sigma_\ell \geq \sigma_{\ell+1} \geq \ldots \geq \sigma_n \). We conclude the proof by setting \( \ell = 1/\varepsilon \).

**Theorem 2.1** Let \( k \) be the sparsity parameter and \( \varepsilon \in (0,1] \) be the accuracy parameter. Then, the vector \( z \in \mathbb{R}^n \) (the output of Algorithm 1) has sparsity \( k/\varepsilon^3 \), unit norm, and satisfies

\[
z^T A z \geq z^* - 3 \varepsilon \text{Tr}(A).
\]

**Proof:** Let \( R = \{i_1, \ldots, i_{|R|}\} \) be the set of indices of rows of \( U_{\ell} \) (columns of \( U_{\ell}^T \)) that have squared norm at least \( \varepsilon^2/k \) and let \( \bar{R} \) be its complement. Here \( |R| \) denotes the cardinality of the set \( R \) and \( R \cup \bar{R} = \{1, \ldots, n\} \). Let \( R \in \mathbb{R}^{n \times |R|} \) be the sampling matrix that selects the columns of \( U_{\ell} \) whose indices are in the set \( R \) and let \( R_{\perp} \in \mathbb{R}^{n \times (n-|R|)} \) be the sampling matrix that selects the columns of \( U_{\ell} \) whose indices are in the set \( \bar{R} \). Thus, each column of \( R \) (respectively \( R_{\perp} \)) has a single non-zero entry, equal to one, corresponding to one of the \( |R| \) (respectively \( |\bar{R}| \)) selected columns. Formally, \( R_{i,t} = 1 \) for all \( t = 1, \ldots, |R| \), while all other entries of \( R \) (respectively \( R_{\perp} \)) are set to zero; \( R_{\perp} \) can be defined analogously. The following properties are easy to prove: \( RR^T + R_{\perp}R_{\perp}^T = I_n \); \( R^T R = I \); \( R_{\perp}^T R_{\perp} = I \); \( R_{\perp}^T R = 0 \). Recall that \( x^* \) is the optimal solution to the SPCA problem from eqn. (1). We proceed as follows:

\[
\left\| \Sigma_{\ell}^{1/2} U_{\ell}^T x^* \right\|_2^2 = \left\| \Sigma_{\ell}^{1/2} U_{\ell}^T (R R^T + R_{\perp}R_{\perp}^T) x^* \right\|_2^2
\]
In the above derivations we use standard properties of norms and the fact that the columns of \( \bar{z} \). In the above we used 

\[
\sum_{i=1}^{n} (U^*_i R_\perp)_{si} (R_\perp^* x)_{i} \leq \sqrt{\frac{\varepsilon^2}{k}} \sum_{i=1}^{n} |(R_\perp^* x)_{i}| 
\]

which follows from the Pythagorean theorem and sub-multiplicativity. We now bound the second term in the right-hand side of the above inequality.

\[
\|U^*_i R_\perp R_\perp^* x\|_2 = \| \sum_{i=1}^{n} (U^*_i R_\perp)_{si} (R_\perp^* x)_{i} \|_2 
\]

\[
\leq \sqrt{\frac{\varepsilon^2}{k}} \| (R_\perp^* x)_{i} \|_1 \leq \sqrt{\frac{\varepsilon^2}{k}} \sqrt{k} = \varepsilon. 
\]

In the above derivations we use standard properties of norms and the fact that the columns of \( U_i^* \) that have indices in the set \( \bar{R} \) have squared norm at most \( \varepsilon^2/k \). The last inequality follows from \( \| R_\perp^* x \|_1 \leq \| x \|_1 \leq \varepsilon/\sqrt{k} \), since \( x^* \) has at most \( k \) non-zero entries and Euclidean norm at most one.

Recall that the vector \( y \) of Algorithm 1 maximizes \( \| \Sigma_i^1/2 U_i^* R x \|_2 \) over all vectors \( x \) of appropriate dimensions (including \( Rx^* \)) and thus

\[
\| \Sigma_i^1/2 U_i^* R y \|_2 \geq \| \Sigma_i^1/2 U_i^* RR_\perp^* x \|_2. 
\]

Combining eqns. (3), (4), and (5), we get that for sufficiently small \( \varepsilon \),

\[
\| \Sigma_i^1/2 U_i^* x^* \|_2^2 \leq \| \Sigma_i^1/2 U_i^* z \|_2^2 + 2 \varepsilon \text{Tr}(A). 
\]

In the above we used \( z = Ry \) (as in Algorithm 1) and \( \sigma_1 \leq \text{Tr}(A) \). Notice that

\[
U_i \Sigma_i^1/2 U_i^* z + U_{i, \perp} \Sigma_i^1/2 U_{i, \perp} U_i^* z = U \Sigma^1/2 U^\top z, 
\]

and using the Pythagorean theorem we get

\[
\| U_i \Sigma_i^1/2 U_i^* z \|_2^2 + \| U_{i, \perp} \Sigma_i^1/2 U_{i, \perp} U_i^* z \|_2^2 = \| U \Sigma^1/2 U^\top z \|_2^2. 
\]

Using the unitary invariance of the two norm and dropping a non-negative term, we get the bound

\[
\| \Sigma_i^1/2 U_i^* z \|_2^2 \leq \| \Sigma^1/2 U^\top z \|_2^2. 
\]

Combining eqns. (6) and (7), we conclude

\[
\| \Sigma_i^1/2 U_i^* x^* \|_2^2 \leq \| \Sigma^1/2 U^\top z \|_2^2 + 2 \varepsilon \text{Tr}(A). 
\]

We now apply Lemma 2.2 to the optimal vector \( x^* \) to get

\[
\| \Sigma^1/2 U^\top x^* \|_2^2 - \varepsilon \text{Tr}(A) \leq \| \Sigma_i^1/2 U_i^* x^* \|_2^2. 
\]

Combining with eqn. (8) we get

\[
z^\top A z \geq Z^* - 3 \varepsilon \text{Tr}(A). 
\]

In the above we used \( \| \Sigma^1/2 U^\top z \|_2^2 = z^\top A z \) and \( \| \Sigma_i^1/2 U_i^* x^* \|_2^2 = (x^*)^\top A x^* = Z^* \). The result then follows from rescaling \( \varepsilon \).

\[\square\]
B Additional Notes on Experiments

For Algorithm 1, we fix the threshold parameter $\ell$ to 1 for all datasets. For Algorithm 2, we rely on ADMM-based first-order methods to solve eqn. (2). More precisely, we use the `admm.spca()` function of the ADMM package in R [Ma, 2013] as well as Python’s cvxpy package with SCS solver to solve eqn. (2). Next, we show the performance of our algorithms on pitprops data:

| Algorithm | topogiam | height | mustel | bovid | ovary | ringtop | ringlet | bowmax | bowdist | whorls | clear | knots | diaknot | PVE | $z^*$ |
|----------|----------|--------|--------|-------|-------|---------|---------|--------|---------|--------|-------|-------|---------|-----|-------|
| spca-avd (Algorithm 1) | 0.320 | 0.320 | 0 | 0 | 0.206 | 0.446 | 0.305 | 0.376 | 0.399 | 0 | 0 | 0 | 0.941 | 3.993 |
| spca-adp (Algorithm 2) | 0.324 | 0.350 | 0 | 0 | 0.208 | 0.403 | 0.314 | 0.379 | 0.399 | 0 | 0 | 0 | 0.974 | 3.996 |
| dec [Yuan et al., 2019] | -0.423 | -0.430 | 0 | 0 | -0.268 | -0.403 | -0.313 | -0.379 | -0.399 | 0 | 0 | 0 | 0.941 | 3.993 |
| cvxpa [Bork and Yashound, 2016] | -0.423 | -0.430 | 0 | 0 | -0.268 | -0.403 | -0.313 | -0.379 | -0.399 | 0 | 0 | 0 | 0.941 | 3.993 |
| spca-lowrank [Papailiopoulos et al., 2013] | -0.427 | -0.432 | 0 | 0 | -0.249 | -0.399 | -0.326 | -0.378 | -0.403 | 0 | 0 | 0 | 0.927 | 3.994 |

Table 2: Loadings, % of variance explained (PVE), and the objective function value for the first principal component of the Pit Props data.

B.1 Real Data

Population genetics data. We use population genetics data from the Human Genome Diversity Panel [Consortium, 2007] and the HAPMAP [Li et al., 2008]. In particular, we use the 22 matrices (one for each chromosome) that encode all autosomal genotypes. Each matrix contains 2,240 rows and a varying number of columns that is equal to the number of single nucleotide polymorphisms (SNPs, well-known biallelic loci of genetic variation across the human genome) in the respective chromosome. The columns of each matrix were mean-centered as a preprocessing step. See Table 3 for summary statistics.

Gene expression data. We also use a lung cancer gene expression dataset (GSE10072) from the NCBI Gene Expression Omnibus database [Landi et al., 2008]. This dataset contains 107 samples (58 cases and 49 controls) and 22,215 features. Both the population genetics and the gene expression datasets are interesting in the context of sparse PCA beyond numerical evaluations, since the sparse components can be directly interpreted to identify small sets of SNPs or genes that capture the data variance.

B.2 Synthetic Data

We also use a synthetic dataset generated using the same mechanism as in [Foumatoulakis et al., 2017]. Specifically, we construct the $m \times n$ matrix $\mathbf{X}$ such that $\mathbf{X} = \mathbf{U}\Sigma\mathbf{V}^T + \mathbf{E}_\sigma$. Here, $\mathbf{E}_\sigma$ is a noise matrix, containing i.i.d. Gaussian elements with zero mean and we set $\sigma = 10^{-3}$; $\mathbf{U} \in \mathbb{R}^{m \times m}$ is a Hadamard matrix with normalized columns; $\Sigma = (\Sigma, 0) \in \mathbb{R}^{m \times n}$ such that $\Sigma \in \mathbb{R}^{m \times m}$ is a diagonal matrix with $\Sigma_{11} = 100$ and $\Sigma_{ii} = e^{-2}$ for $i = 2, \ldots, m$; $\mathbf{V} \in \mathbb{R}^{n \times n}$ such that $\mathbf{V} = \mathbf{G}_n(\theta)\mathbf{V}$, where $\mathbf{V} \in \mathbb{R}^{n \times n}$ is also a Hadamard matrix with normalized columns and

$$
\mathbf{G}_n(\theta) = \mathbf{G}(i_1, i_1 + 1, \theta) \mathbf{G}(i_2, i_2 + 1, \theta) \ldots \mathbf{G}(i_{n/4}, i_{n/4} + 1, \theta),
$$

is a composition of $\frac{n}{4}$ Givens rotation matrices with $i_k = \frac{n}{2} + 2k - 1$ for $k = 1, 2, \ldots, \frac{n}{4}$. Here $\mathbf{G}(i, j, \theta) \in \mathbb{R}^{n \times n}$ is a Givens rotation matrix, which rotates the plane $i \leftrightarrow j$ by an angle $\theta$. For $\theta \approx 0.27\pi$ and $n = 2^{12}$, the matrix $\mathbf{G}_n(\theta)$ rotates the bottom $\frac{n}{2}$ components of the columns of $\mathbf{V}$, making half of them almost zero and the remaining half larger. Figure 3 shows the absolute values of the elements of the first column of the matrices $\mathbf{V}$ and $\tilde{\mathbf{V}}$.

B.3 Additional Experiments

In our additional experiments on the large datasets, Figure 3b shows the performance of various SPCA algorithms on synthetic data. We observe our algorithms perform optimally and closely match with dec, cvpca, and spca-lowrank. Moreover, notice that turning the bottom $\frac{n}{4}$ elements of $\mathbf{V}$ into large values
doesn’t affect the performances of spca-svd and spca-sdp, which further highlights the robustness of our methods. In Figure 4, we demonstrate how our algorithms perform on Chr 3 and Chr 4 of the population genetics data. We see a similar behavior as observed for Chr 1 and Chr 2 in Figures 1a-1b.
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Fig. 3: Experimental results on synthetic data with \( m = 2^7 \) and \( n = 2^{12} \): (a) the red and the blue lines are the sorted absolute values of the elements of the first column of matrices \( V \) and \( \tilde{V} \) respectively. (b) \( f(y) \) vs. sparsity ratio.
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Fig. 4: Experimental results on real data: \( f(y) \) vs. sparsity ratio.
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| Dataset         | # Rows | # Columns | Density |
|-----------------|--------|-----------|---------|
| Chr 1           | 2,240  | 37,493    | 0.986   |
| Chr 2           | 2,240  | 40,844    | 0.987   |
| Chr 3           | 2,240  | 34,258    | 0.986   |
| Chr 4           | 2,240  | 30,328    | 0.986   |
| Gene expression | 107    | 22,215    | 0.999   |