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How far can we take the resource theoretic approach to explore physics? Resource theories like LOCC, reference frames and quantum thermodynamics have proven a powerful tool to study how agents who are subject to certain constraints can act on physical systems. This approach has advanced our understanding of fundamental physical principles, such as the second law of thermodynamics, and provided operational measures to quantify resources such as entanglement or information content. In this work, we significantly extend the approach and range of applicability of resource theories. Firstly we generalize the notion of resource theories to include any description or knowledge that agents may have of a physical state, beyond the density operator formalism. We show how to relate theories that differ in the language used to describe resources, like micro and macroscopic thermodynamics. Finally, we take a top-down approach to locality, in which a subsystem structure is derived from a global theory rather than assumed. The extended framework introduced here enables us to formalize new tasks in the language of resource theories, ranging from tomography, cryptography, thermodynamics and foundational questions, both within and beyond quantum theory.

Summary of this paper: This work is motivated by the three desiderata on the left, which are detailed in the centre (see Section 1B). On the right, the tools developed here to address them.
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I. Introduction

Modern physics and information theory highlighted a fundamental connection between knowledge and action. Consider for instance the thought experiment of Maxwell’s demon [1], which concerns a box filled with a gas and partitioned by a wall with a small door. The same system could be described both as a ‘gas of volume \( V \), temperature \( T \) and pressure \( P \)’ and through a precise microscopic specification of all the gas particles—there is no contradiction in the descriptions, which simply represent the different depths of knowledge of two possible observers. Crucially, this difference affects how different agents may exploit the box, even if they have access to the same set of operations (like opening and closing the door at will).

The demon is an agent who knows the position and velocity of every particle, and can selectively let certain molecules pass between the two sides, in order to send fast particles to the right and slow ones to the left. This creates a difference in temperature between the two sides, and now the demon can extract work by letting the hot side expand. For an agent who knows only the volume, temperature and pressure of the gas (and does not know when to open the door), such a process seems impossible in line with the second law of thermodynamics.

This example sounds like a perfect candidate to be framed in terms of resource theories, which study precisely the possibilities accessible to constrained agents. Instead, it highlights a fundamental limitation of current frameworks: since the two agents have different descriptions of the same physical system, there is no way to consistently model both within the same theory without extra assumptions. For example, in statistical physics it is assumed that the macroscopic observer assigns a particular probability distribution over all microstates compatible with her description, in order to represent her knowledge as a mixed state (a uniform distribution gives rise to the usual statistical ensembles). This assumption is both morally unjustified and limiting, because the statements made on this basis apply only to an agent with this particular prior distribution and may not be robust. Despite this, traditional statistical physics claims that the statements based on a uniform prior apply to all agents with a given coarse-grained description (specified e.g. by volume and pressure). This may serendipitously hold in the thermodynamic regime of large, uncorrelated systems, for typical observations, but is not necessarily true in general.

In this work, we overcome this limitation by generalizing resource theories to model an agent’s knowledge explicitly. We draw from the idea of
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coarse-grained descriptions such as an \( \varepsilon \)-ball of quantum states or the specification of a few properties (e.g., macroscopic observables, or that two systems are uncorrelated), which may be compatible with several microstates. We do not impose any distribution over those microstates, which results in concise descriptions, without all the extra information of a probability measure. These specifications allow us to find simple answers to particular questions about the system without checking all the states involved explicitly (e.g., common properties of gases at a given pressure and volume, or of separable states). Such statements naturally hold true for all Bayesian agents with different prior distributions. Furthermore, this approach enables us to explicitly relate resource theories that differ in the language used to describe resources (like micro and macroscopic thermodynamics), as well as local agents acting in different parts of a global space.

Finally, we address another shortcoming of current resource theories, which concerns the subsystem structure of resources. Traditional formulations of resource theories assume that local resources are well-defined and can be composed as building blocks (e.g., by taking the tensor product). Figures of merit like conversion rates and monotones are often expressed in terms of number of copies of local resources (e.g., the entanglement of formation is defined as the number of Bell pairs necessary to create a bipartite state with LOCC). However, the assumption of a rich subsystem structure is very strong and in natural settings unrealistic. In real life, subsystems correspond merely to operational classifications within a global space. Here we take a top-down approach in which the local structure is derived from a global theory rather than assumed. We identify two key aspects of traditional subsystems: local descriptions correspond to coarse-grainings that should be independent of both other local descriptions and local transformations elsewhere. We express these properties in a global theory and find minimal conditions to make meaningful statements about local resources. Finally, we show how to find an operational subsystem structure within a global theory, based only on commutation relations between transformations.

Our approach can be applied to a large class of problems, beyond quantum theory. The concepts introduced here allow us to formalize a range of new tasks in the language of resource theories, ranging from tomography, cryptography, thermodynamics and foundational questions.

In the remainder of this introduction, we first review the notion of resource theories, with examples from quantum information theory, elaborate on the limitations of current approaches, and then outline the desiderata of a generalized framework.

### A. Resource theories

Resource theories are a framework to study the possible actions of agents, given some constraints, like the laws of physics, technical limitations or the rules of a game. A resource theory is usually defined by a set of allowed transformations on a state space, which correspond to operations that are easy or cheap to implement.

We illustrate this with a paradigmatic example: the resource theory of \textit{local operations and classical communication}, LOCC [2] (see [3] for a review). The idea behind LOCC is to study entanglement under realistic conditions: in the absence of perfect quantum state distribution, what can be achieved with resources such as a lossy quantum channel or a slightly entangled state? To study this resource conversion rigorously, one formulates a theory in which agents can freely perform local operations and classical communication, and everything else is a resource that must be accounted for [2]. Such an operational motivation is key to most resource theories in quantum information theory, from reference frames to thermodynamics (see Example 1).

The set of free (or allowed) operations imposes a pre-order$^1$ \( \rightarrow \) on the space of resources: we write \( R \rightarrow S \) if we can transform a resource \( R \) into another, \( S \), using only free operations. For example, we can use a Bell pair \( R \) and some LOCC to perform teleportation of one qubit, and therefore simulate a single-qubit use of a perfect quantum channel, \( S \). The pre-order induced by LOCC on bipartite pure states is given by the majorization relation of the reduced density matrices: \( |\psi\rangle_{AB} \rightarrow |\phi\rangle_{AB} \iff \text{Tr}_A(|\psi\rangle\langle\psi|_{AB}) \leq \text{Tr}_A(|\phi\rangle\langle\phi|_{AB}) \).

We may then characterize the ordered space. For instance, we may identify a set of free resources: these are the resources that can always be prepared with the allowed transformations, even when we don’t know the initial state. In LOCC, this corresponds to separable states and classical channels. We may also look for necessary and sufficient conditions for state transformations, try to assign value to different resources, study conversion rates between many copies of two resources, find order monotones like squashed entanglement, discuss resource inequalities, and phenomena like catalysis. These concepts are generalized and explored in the context of more abstract resource theories in [4–6]. Most results to date are largely

---

$^1$ A pre-order is a binary relation that is reflexive, \( R \rightarrow R \) and transitive, \( R \rightarrow S \& S \rightarrow T \implies R \rightarrow T \).
Based on the notions of subsystems and composition of local resources (like asking how many copies of a Bell pair are needed to create a given state). In the present work we analyse and generalize those notions, thus paving the way to a more interesting discussion on quantification of resources, which will be treated in the upcoming Part II of this work.

B. Desiderata for a general framework

In this section we explore limitations of current formulations of resource theories in more detail, and lay out the operational desiderata that we want a general framework to satisfy. We will refer to these guidelines throughout this work as we set up a simple and intuitive framework that respects them.

1. Representation of resources: formalizing subjective knowledge

As Maxwell’s demon illustrated, the resources available to an agent are not simply the ultimate physical states of a system, but rather what she knows about the system. This knowledge can be formalized with descriptions such as quantum states (in the resource theories of LOCC and noisy operations), state variables like pressure or temperature (in phenomenological thermodynamics), or molecules and compounds (in chemistry). The descriptions one can make (or equivalently, the knowledge one may hold) about a system respect a certain structure: for example, ‘acetic acid’ and ‘hydrochloric acid’ are clearly different compounds, but the description ‘acid’ fits both; it is a compatible, although less specific (and potentially less useful) description than the former two. For quantum systems, we can think of similar examples: for instance, to say that a system is at least \( \varepsilon \)-close to a state \( \sigma \), i.e. \( \rho \in B^\varepsilon(\sigma) \), is less specific than describing its exact state \( \rho \) (there are several density operators compatible with that description). Similarly, we could use entanglement witnesses to characterize correlations between two systems, without specifying their joint state. In quantum resource theories, resources are usually represented by density operators. However, the examples of coarse-grained descriptions above cannot be expressed in the density matrix formalism alone. Perhaps the reason why this has not been noticed in the past is that in traditional resource theories, one rarely thinks about resources as descriptions of an agent’s knowledge, but rather as physical states, for which density matrices would be the best formalism.

Now, a quantum Bayesian\(^2\) might argue that the quantum formalism does allow an agent to express coarse-grained knowledge, since he can always take a convex mixture of quantum states to create a new one that describes more uncertainty. However, the focus of the Bayesian framework lies on updating probability assignments after gaining additional knowledge, and as such its basic principles (such as Dutch book consistency) provide no guidelines for forgetting or coarse-graining knowledge. It then seems that in order to coarse-grain his description, a Bayesian has to choose a particular measure, such as one that corresponds to his prior distribution on the states involved. Whatever statements he later makes will depend on that prior, and may not hold for another agent with the same coarse-grained knowledge. This is problematic for example in quantum tomography, where we try to characterize a system by measuring a small sample subsystem [20]. In a Bayesian framework, the state an agent ultimately assigns to the system depends on the prior distribution that he uses (that is, the state that he used to describe the system before taking into account the measurement data). However, more generally one might want to make statements independently of the prior—statements different agents could agree on, and that accurately represent the knowledge learnt through the tomography, without the extra clutter of the prior distribution. This can be done with confidence regions, with which the knowledge about the system is not represented by means of a density matrix alone, but rather by neighbourhoods of states, which take precisely the form \( B^\varepsilon(\rho) \).

There are also cases in which we may simply not be interested in the details of the actual state of the system, even if we could describe it. For example, our description of success of a protocol could be that a battery is charged above some energy threshold, and we would accept any final state that was compatible with that requirement; more prosaically, a child might be happy to receive any dog for her birthday, even though she can distinguish different breeds.

We would like to represent resources with a formalism that captures all aspects of the above examples. It should be both simple and powerful at the same time: it should be possible to compare resources, go to more coarse-grained descriptions by forgetting detailed knowledge about the system, and to combine different descriptions to make up

\(^{2}\) In QBism, density operators represent states of knowledge and correspond to an agent’s best bid about the properties of a system at hand. In this view, quantum states are always subjective descriptions, not objective facts about a physical system [10].
A general framework for resource theories. The set of allowed operations \( \mathcal{T} \) is a monoid of trace-preserving completely positive maps (TPCPMs). In general, ignoring a subsystem by taking the partial trace is always allowed, so operations have the form \( \text{Tr}_S(F(\rho)) \). Let us see some examples.

a. Quantum theory. All TPCPMs are allowed; all quantum resource theories correspond to restrictions on this theory. Unitary quantum theory only allows for unitaries, \( F(\rho) = U \omega U^\dagger \).

b. Locality constraints. One of the first examples of quantum resource theories model agents subject to locality constraints, in order to characterize non-local correlations. We fix some partitions of the global Hilbert space, \( \mathcal{H} = A \otimes B \otimes \ldots \), and only allow for local TPCPMs in those partitions, \( F(\omega) = [F_A \otimes F_B \otimes \ldots](\omega) \). We may also allow for classical channels across the partitions, in which case we recover the resource theory of local operations and classical communication (LOCC). Many variations exist, for instance in which we allow for a limited amount of quantum communication; see [5] for a review.

For local operations, any state of product form across the partitions is a free resource, and in LOCC all separable states are free. On the other hand, Bell pairs are extremely valuable for bipartite LOCC, because we can use them to create any other state. Common ways to quantify the value of resources are for instance entanglement of formation (number of Bell pairs necessary to create a state via LOCC) and distillation entanglement (number of Bell pairs that can be obtained from a state), and quantities like the mutual information are monotones for LO.

c. Thermal operations. This resource theory intends to formalize quantum thermodynamics by studying both energy and entropy flows [7–9]. We fix a global Hamiltonian \( H \), and allow for operations that affect neither entropy nor energy (that is, unitaries that commute with \( H \)). If we want to model thermal operations in the presence of a free heat bath at a fixed temperature \( T \), we may additionally allow for maps that simulate thermalization of subsystems, for instance by replacing local states with thermal states at temperature \( T \). The general form of an allowed operation is therefore \( F(\omega) = U (\pi_A \otimes \text{Tr}_A(\omega)) U^\dagger \) : \( [U, H] = 0 \), where \( \pi_A \propto e^{-\frac{\omega}{kT}} \) is a local Gibbs state. This assumes a weakly interacting Hamiltonian, \( H = H_A \otimes 1_{A^c} + 1_A \otimes H_{A^c} + H_{\text{int}} \), with \( \|H_{\text{int}}\| \ll \|H\| \). In this theory, local Gibbs states are free resources, and quantities like the free energy emerge as monotones (see [10] for a review). If the Hamiltonian is fully degenerate, all unitaries are allowed, and we recover the resource theory of noisy operations. Extra constraints like momentum conservation may also be added.

Note: It is more common to find the formulation ‘we may bring in any extra ancilla system in a thermal state, apply a joint unitary, and trace out a subsystem’. In our framework, the partial trace always comes for free (it is a form of forgetting). Furthermore, we build our specification space such that all the subsystems that could be appended in a fully mixed state are already included in the global Hilbert space. The two views can be related via embeddings.

d. Quantum computation complexity. A relevant question for experimentalists is how easy it is to implement a quantum gate. At the moment, single-qubit gates are significantly easier to implement than even two-qubit gates, so one may express the question of complexity of implementation as a resource theory where single-qubit gates are given for free (note that here the state space of resources is made of transformations, not quantum states). Given that universal sets of gates only require one two-qubit entangling gate (like a CNOT), one can quantify the cost resources (gates) in terms of number of CNOTs needed to implement a gate. For an overview, see for instance [11].

e. Other examples. Aspects of quantum theory such as coherence [12–14], asymmetry, and reference frames [15–18] have also been studied through the lens of resource theories. For a brief overview see [5].

Desideratum 1 (Modelling resources). A general framework should allow agents’ descriptions of resources to go beyond the assignment of subjective probabilities. It should specify simple rules to combine, coarse-grain and organize knowledge according to arbitrary criteria. Finally, it should specify how to update knowledge after physical transformations.
2. Relating different theories

One of the main aims when generalizing resource theories should be to devise a framework that allows us to relate resource theories that differ in the transformations they allow as well as in their language to describe resources. This, on the one hand, means that it should describe how to combine allowed operations, building more relaxed or more restricted resource theories, such as going from LO (local operations) to LOCC (local operations and classical communication), or constructing a resource theory of local thermodynamics [10]. On the other hand, the framework should enable us to compare theories that are described by different state spaces. For example, we should be able to compare the viewpoint of Maxwell’s demon (whose state space accounts for the positions and velocities of microscopic particles) to that of a macroscopic observer (who describes only macroscopic state variables), and use this to study how standard thermodynamics emerges from microscopic models like quantum thermal operations. Similarly, the framework should allow us to relate different agents acting within a resource theory that have only partial knowledge of each other’s actions, for instance in cryptographic scenarios.

Desideratum 2 (Relating different resource theories). The framework should allow us to combine and relate different resource theories, which may differ in both the language used to describe resources and actions available to agents.

3. Operational subsystems

Resource theories usually follow a ‘bottom-up’ approach to subsystems: they specify building blocks, such as local states and resources, that can be composed and discarded at will. While this is often useful in practice to make relevant statements, it is generally a simplified model of the real processes which occur in one global state space. That such an approach is justified is tacitly assumed in each resource theory and cannot be derived from within. In real life, however, a scientist confronted with a global theory does not assume that it contains a clean subsystem structure, but rather tries to find and characterize operational subsystems. For example, in genetics, it was not a priori known where genes started and ended within a strand of DNA. It is only through making experiments and analysing the effect of transformations (like the replacement of nucleotides, which affects the encoded proteins) that biologists learn the structure of genes. A ‘traditional’ approach to a resource theory of genetics would have as local resources all the mapped genes, and let agents combine them to engineer new creatures.

For a generalized framework of resource theories, we now ask to take a top-down approach, and start with a global state space and global transformations. Subsystems should now not be assumed, but the theory should give a way to construct descriptions of local resources and local transformations, and specify when such descriptions can be used consistently.

In this way, each agent may divide the global state space into subsystems and recognize degrees of freedoms based on her understanding of the structure of possible transformations, resulting in potentially different, operational classifications.

Desideratum 3 (Characterizing locality). A general framework for resource theories should follow a top-down approach, starting from a global theory and deriving an operational subsystem structure. The framework should allow to characterize local resources, and specify conditions for consistent use of local descriptions. It should further show in which circumstances the usual bottom-up, building-block type models are justified and known resource theories are recovered.

C. Structure of this paper

In Section II we introduce the basic formalism of our framework, meeting Desideratum 1. In Section III we see how to relate the views and possibilities of different agents (Desideratum 2). In Section IV we show how, using these ideas, a subsystem structure can be derived from a global theory, and discuss different notions of locality (Desideratum 3). In the remaining of the paper we explore Desideratum 1 further: in Section V we formalize approximations and more generally the structuring of knowledge according to arbitrary criteria, and in Section VI we fit the notions of convexity and probability in our framework. Finally, we wrap up with conclusions, further directions and relation to existing approaches.

The examples provided give an intuition behind our ideas, as well as direct applications of the framework. All the proofs of propositions and theorems in the main text can be found in the appendix, where the results are further explored and expanded, and where you can also find a summary of basic notions of algebra and order theory. Knowledge of quantum theory helps to follow some of the examples and motivation, but is not necessary to understand the framework.
II. MODELLING RESOURCES

In this section we introduce a formal definition of resource theories that satisfies Desideratum 1. We will define resource theories through two aspects of the agent: a specification space to describe her resources, and the allowed operations that she can perform.

The discerning reader may soon recognize familiar aspects of our framework: it might remind her of possible worlds, algebras of events, linear logic, Kripke structures, indicator functions, rough sets, Dempster-Shafer theory or a limited version of Bayesianism. Connections to those approaches are discussed in Section VII B. Indeed our specification spaces could also be expressed through some of those theories, which is partially what makes it so intuitive. If the next section feels like old news, keep in mind that it is just the minimal structure needed to discuss our problems of interest: resource theories, relations between agents and notions of locality.

A. Specification spaces

The state space of a physical theory can be seen as the language used by a theory to describe resources. For instance, the state space of zoology could be the set of all animal species (Example 2); in quantum theory, all density operators over some Hilbert space (Example 3), and in traditional thermodynamics the possible values of macroscopic observables. In particular, the ‘states’ of a theory are not necessarily the ultimate descriptions of an underlying reality. We will see how to relate the state spaces—or languages—of different theories in Section III.

A particular agent acting within a theory may not have access to the information about the exact state she holds, and may describe her knowledge of the resource at hand through a coarse-grained specification. For example, imagine that you are given a box, and told that it holds either a sheep or a fox. How would you describe your knowledge of the animal inside the box? Given that you only know it is one of the two, you could without loss of information express it as a set \{sheep, fox\}, whose elements are the two possibilities that you admit. Many other specifications of knowledge can be expressed through sets, including neighbourhoods of a state, uncertainty about a probability distribution over possible states,\(^3\) and non-local information. They allow us to frame knowledge of local resources (like a reduced density operator) in the context of a global space (see Example 3). Furthermore, sets let us formalize learning and forgetting very easily: forgetting corresponds to going to a larger set, and learning, or combining knowledge, is achieved by intersecting sets. We formalize the notion of sets—or specifications—as subjective states of knowledge as follows.

**Definition II.1** (Specification space). The specification space \(S^\Omega\) of a set \(\Omega\) is composed of all non-empty subsets of \(\Omega\),

\[
S^\Omega := \{ V \subseteq \Omega, \; V \neq \emptyset \}.
\]

Elements \(V \in S^\Omega\) are called specifications. The set \(\Omega\) is called the state space, and elements \(\omega \in \Omega\) are called states.

A function on a specification space that achieves forgetting, i.e. which satisfies \(f(W) \supseteq W\) for all specifications \(W\), is called **inflating**.

Two specifications \(V, W \in S^\Omega\) are said to be **compatible** if \(V \cap W \neq \emptyset\), and in this case we call \(V \cap W\) the combined knowledge of \(V\) and \(W\).

The empty set corresponds to the idea of being wrong—we reach it by combining contradicting knowledge.

**Remark II.2.** A specification space is a partially-ordered set, ordered by inclusion, \((S^\Omega, \subseteq)\). In particular, it is a join-semilattice \((S^\Omega, \cup)\), where the join operation is the union of sets. We may define the meet of two specifications via set intersection \(\cap\), but the structure is not closed under \(\cap\) (because we may reach the empty set).

Although knowledge is represented by general sets of states, some ways of organizing knowledge are more natural than others. For example, some sets correspond to concise descriptions, such as “mammal” in the example of the animal specification space, or local density matrices in the case of a quantum specification space (see Example 3). This idea will be explored in Section V. For now, note that although sets can be large and in general complex, the beauty of specifications is that they can always be seen as a subset of a set that allows a simple description.

As a first example of why this description of knowledge in terms of specifications can be extremely useful, consider again the tomography setting described in Section 1B1. In [20], it was noted that the problem of determining the state space of density matrices. These notions are explored in Section VI.
Example 2: Animal specification spaces

Imagine that we want to formalize our knowledge about animals. The elements of $\Omega$ correspond to the best possible description of different animals—for instance, all the known animal species. An example of a state would be $\omega = \text{‘jaguar’} \in \Omega$. Specifications are subsets of $\Omega$ that characterize uncertainty about the exact species, for instance $V = \{\text{jaguar, leopard}\} \in S^\Omega$. ‘Mammal’ is another specification: a set that includes all animals that are mammals.

For an intuitive example of knowledge combination, imagine that Alice and Bob both saw a spotted big cat. Alice knows that the cat lives in Africa, so she thinks that it might be either a cheetah or a leopard, whereas Bob noticed that the animal is a Panthera, so he knows it could be a jaguar or a leopard. By combining their knowledge, they reach the conclusion $\{\text{cheetah, leopard}\} \cap \{\text{jaguar, leopard}\} = \{\text{leopard}\}$. However, if a third observer insisted that the animal was either a puma or a lynx, we would know that at least one of them was wrong, because the three specifications are not compatible.

For an example of a specification homomorphism, let $\Sigma$ the set of all colours, and $S^\Sigma$ the corresponding specification space. Now take the function that maps an animal to its colours, $\tilde{f} : \Omega \rightarrow S^\Sigma$; for instance $\tilde{f}(\text{Tiger}) = \{\text{Orange, Black, White}\}$. We can use $\tilde{f}$ to build a homomorphism $f : S^\Omega \rightarrow S^\Sigma$ which maps a specification to all possible colours of its elements. For instance,

$$f(\{\text{Tiger, Leopard}\}) = \tilde{f}(\text{Tiger}) \cup \tilde{f}(\text{Leopard}) = \{\text{Orange, Black, White}\} \cup \{\text{Yellow, Black, White}\} = \{\text{Orange, Black, White, Yellow}\}.$$ 

As an example of a function that is not a homomorphism, consider $g : S^\Sigma \rightarrow S^\Omega$ to be the function that maps a set of colours to the set of animals that exhibit precisely all those colours. Clearly $g(V \cup W) \neq g(V) \cup g(W)$; for instance, Tiger $\in g(\{\text{Orange, Black, White}\})$, but Tiger $\notin g(\text{Orange}) \cup g(\text{Black}) \cup g(\text{White})$. Here, $g$ is not a homomorphism because it does not treat specifications as states of knowledge. That is, under $g$, a set $Z \in S^\Sigma$ does not reflect the idea ‘I have one of these colours, and I do not know which’, but rather ‘I have exactly all of these colours with certainty’.

On a subsystem by means of measurements on a random sample is equivalent to other common formulations of tomography, in which the goal is to determine the “true” state $\sigma$ based on measurements on many copies $\sigma^\otimes n$. Using specifications, we can now immediately formulate the main result of [20]: namely, it says that for any $n$ and $0 < \varepsilon \leq 1$, there exists a non-trivial tomography procedure which, after measurements on $n$ copies of any state $\sigma$, returns a specification $V$ such that $\sigma \in V$ with confidence level $1 - \varepsilon$. Of course, the size of the specification $V$ will depend on $\varepsilon$ and $n$. For precise definitions of the confidence level and the construction of the specification, see [20].
Example 3: Quantum specification spaces

For a quantum-mechanical resource theory of a bipartite system, the state space could be the set $\Omega_{AB}$ of all normalized density operators over the global Hilbert space $H_{AB}$. Specifications, or states of knowledge, are subsets of $\Omega_{AB}$: for instance the specification $\{\rho, \sigma\}$ means that the observer knows that $H_{AB}$ is either in state $\rho$ or $\sigma$. We can also represent fuzzy probabilistic knowledge, of the sort 'I know that the probability of state $\sigma$ is at most 5%', with the specification $\bigcup_{\rho \leq 0.05} \{p \sigma + (1-p) \rho\}$. Another intuitive specification would be the neighbourhood of a state, $B^\varepsilon(\rho_{AB}) = \{\omega_{AB} \in \Omega_{AB} : \frac{1}{2} \|\rho_{AB} - \omega_{AB}\|_1 \leq \varepsilon\}$.

A specification of particular interest is the description of the reduced state of a subsystem. If an agent says that the subsystem $H_A$ is in state $\rho_A$, this implies that her knowledge is limited to system $H_A$; the rest of the universe could be in any compatible state. In our framework, this is represented by the specification $\hat{\rho}_A \in 2^{\Omega_{AB}}$, which is the set of all states of $H_{AB}$ that are compatible with the marginal $\rho_A$,

$$\hat{\rho}_A := \{\omega_{AB} \in \Omega_{AB} : \omega_A := \text{Tr}_B(\omega_{AB}) = \rho_A\}.$$  

A relevant example of knowledge combination is when an agent knows two marginals, like $\rho_A$ and $\sigma_B$, but not how they are correlated. His knowledge can be represented as $\hat{\rho}_A \cap \hat{\sigma}_B = \{\omega_{AB} \in \Omega : \omega_A = \rho_A, \omega_B = \sigma_B\}$.

An intuitive example of forgetting is induced by taking the partial trace (forgetting the state of a subsystem), as $\{\rho_{AB}\} \subset \hat{\rho}_A$. Losing precision would be another example, as $B^\varepsilon(\rho) \subseteq B^{\varepsilon + \delta}(\rho)$. Trace-preserving completely positive maps (TPCPMs) map density operators to density operators, and therefore may be used to build quantum specification endomorphisms. For example, a unitary operation $U$ is applied to a quantum specification $W$ as $f_U(W) = \bigcup_{\rho \in W} \{U \rho U^\dagger\}$.

B. Resource theories

As we saw in the introduction, a resource theory is defined by a set of allowed transformations. These are functions that map elements on specification space to other elements of specification space which are allowed by the theory.

We may use functions on specification space in general to characterize certain aspects of specifications (like the colour of an animal, as in Example 2) or to represent physical transformations (like the quantum operations of Example 3). We will later also use them to relate different specification spaces. In all these cases, the idea that specifications are states of knowledge is reflected by considering only functions that act individually on each element of a specification.\footnote{This condition, though weaker, is analogous to asking that quantum operations be convexity-preserving.} For example, if you know that two qubits are either in state $\rho$ or $\sigma$, and you apply a CNOT gate, your knowledge is updated as $\text{CNOT}([\rho, \sigma]) =$...
{\text{CNOT}(\rho), \text{CNOT}(\sigma)}$. Technically, functions that follow this rule correspond to semilattice homomorphisms, which preserve the structure of a specification space.

**Remark II.3.** Let $S^\Omega$ and $S^\Sigma$ be two specification spaces. Then, for any function $f : S^\Omega \rightarrow S^\Sigma$, these two statements are equivalent:

1. $f$ is a join-semilattice homomorphism, that is, for any set $W \subseteq S^\Omega$ of specifications, $f(\bigcup_{W \in W} W) = \bigcup_{W \in W} f(W)$;
2. $f$ is an element-wise function, that is, there exists a function $f : \Omega \rightarrow S^\Sigma$ such that $f(W) = \bigcup_{W \in W} f(\omega)$.

The set of transformations in a resource theory, in our framework, forms a monoid of endomorphisms on the specification space.

**Definition II.4 (Resource theory).** A resource theory is a structure $(S^\Omega, \mathcal{T})$, where $S^\Omega$ is a specification space and $\mathcal{T}$ is a monoid of endomorphisms on $S^\Omega$, equipped with the operation of composition of functions. The elements of $S^\Omega$ are called resources and the elements of $\mathcal{T}$ are the transformations.

Now that we have a set of transformations, we can analyze the structure that they impose on the specification space. In other words, we define an operational pre-order $\rightarrow$ for resource theories on specification spaces.

**Definition II.5 (Reaching specifications).** Let $(S^\Omega, \mathcal{T})$ be a resource theory. Given two resources $V, W \in S^\Omega$, we say that a transformation $f \in \mathcal{T}$ reaches $W$ from $V$, denoted $V \xrightarrow{f} W$, if $f(V) \subseteq W$.

More generally, we say that $W$ can be reached from $V$, and denote it by $V \rightarrow W$, if there exists a transformation $f \in \mathcal{T}$ such that $V \xrightarrow{f} W$.

In this definition, we use $\subseteq$ instead of equality because an agent is always allowed to forget some information. For instance, a transformation that turns fish into parrots also turns fish into birds (the less specific description). Similarly, if we start with a quantum state $\rho$ and there is an allowed transformation $f$ such that $f(\rho) = \sigma' \in \mathcal{B}(\sigma)$ according to e.g. the trace distance, we may say that this neighbourhood can be reached, $\rho \xrightarrow{f} \mathcal{B}(\sigma)$, although we might not necessarily be able to reach the state $\sigma$ from $\rho$.

Note that, in order to have $V \rightarrow W$, there must exist a transformation $f$ that transforms every state $\omega \in V$ as $f(\omega) \subseteq W$. In particular, this implies that knowing more cannot hurt.

**Remark II.6.** Let $(S^\Omega, \mathcal{T})$ be a resource theory. The relation $\rightarrow$ is a pre-order in $S^\Omega$. Now let $V, W \in S^\Omega$ be two compatible specifications, and let $Z \in S^\Omega$. If $V \rightarrow Z$ then $V \cap W \rightarrow Z$.

This formalism gives us a very natural way to define free resources: they are specifications that can be achieved from any state, in particular even if we do not know the initial state. In other words, a specification that can be reached starting from $\Omega$.

**Definition II.7 (Free resources).** Let $(S^\Omega, \mathcal{T})$ be a resource theory. $V \in S^\Omega$ is a free resource if $\Omega \rightarrow V$.

In the next sections, we explore and develop this basic structure.

### III. RELATING DIFFERENT THEORIES

In this section we address Desideratum 2, on relating different resource theories. First we study how to translate between the languages, or specification spaces, of two theories. We then investigate how to combine and relate theories that are restricted in the transformations available to agents.

#### A. Specification embeddings

One may find it undesirable that in our framework we always have to specify the most precise state space available within a theory. How can we represent an agent that keeps an open mind to the world and does not assume that her ‘states’ are the most specific descriptions possible? The answer is two-fold. Firstly, in our framework the choice of state space $\Omega$ by an agent is not connected to a belief that those states be the ultimate representation of reality. They correspond merely to a choice of language—a level of specificity that the agent is comfortable with. For instance, suppose that an agent wants to engineer molecular interactions. Even if she knows of the existence from $S^\Omega$, and allow only for transformations that do not reach it. If we are wrong, we may believe that we can achieve anything: we can go to any specification with the operation of forgetting, since the empty set is contained in all sets. We would therefore obtain a trivial resource theory where everything is possible.
Example 4: Extensive embeddings

In extensive embeddings, the larger state space $\Sigma$ simply contains more states than $\Omega$, but they do not correspond to a more precise description of reality.

For example, suppose that you discover a new animal species, *Saltuarius eximius*. Then your new state-space of all animal species would be $\Sigma = \Omega \cup \{\text{Saltuarius eximius}\}$, and the elements of $\Omega$ would still correspond to basic elements in $\Sigma$.

As an example of extensive embeddings in quantum theory, the set of density operators $\Omega$ has more elements than the set of density matrices with real entries, $\Omega(\mathbb{R})$. Therefore, $\mathcal{S}^{\Omega}$ is an extensive embedding of $\mathcal{S}^{\Omega(\mathbb{R})}$. Fermionic mechanics considers only density operators that correspond to fermions. In thermodynamics, an energy shell forms a subset of all possible states of a system, and therefore there is an extensive embedding from the specifications admitted by an observer who knows the total energy of a system to $\mathcal{S}^{\Omega}$.

For example, suppose that the state space $\Omega$ corresponds to the most precise description of reality known to an agent, Horatio. This is not necessarily the most complete description possible; another agent may know that there are more things in heaven and earth than are dreamt of in $\Omega$. Additional information about reality can come in two flavours: either Hamlet simply knows of more elements of reality, in which case his state-space is an extension of $\Omega$ (Example 4), or he has more specific descriptions of the elements of $\Omega$ (Example 5). These two cases are formalized as extensive and intensive embeddings of specification spaces.

**Definition III.1** (Specification embeddings). Let $\mathcal{S}^{\Omega}$ and $\mathcal{S}^{\Sigma}$ be two specification spaces. A function $\mathbf{e} : \mathcal{S}^{\Omega} \rightarrow \mathcal{S}^{\Sigma}$ is a specification embedding if it is both an order embedding and an order homomorphism. In this case we say that $\mathcal{S}^{\Omega}$ is embedded in $\mathcal{S}^{\Sigma}$, and we may call $\mathcal{S}^{\Omega}$ the reduced specification space. We denote the embedding of $\mathcal{S}^{\Omega}$ in $\mathcal{S}^{\Sigma}$ by $\mathcal{E}(\mathcal{S}^{\Omega}) := \{\mathbf{e}(V)\}_{V \in \mathcal{S}^{\Omega}}$.

A specification embedding is extensive if $|\mathbf{e}(\omega)| = 1$ for all $\omega \in \Omega$, and intensive if there exists an adjoint homomorphism $\mathbf{h} : \mathcal{S}^{\Sigma} \rightarrow \mathcal{S}^{\Omega}$ such that $(\mathbf{e}, \mathbf{h})$ is a Galois insertion.

Embeddings and Galois insertions are notions directly inherited from order theory and applied to the join-semilattices $(\mathcal{S}^{\Omega}, \subseteq)$ and $(\mathcal{S}^{\Sigma}, \subseteq)$. See Appendices A and C for details; for now it suffices to know that an order embedding $\mathbf{e} : \mathcal{S}^{\Omega} \rightarrow \mathcal{S}^{\Sigma}$ is a map that satisfies $V \subseteq W \Rightarrow \mathbf{e}(V) \subseteq \mathbf{e}(W)$. In particular, embeddings are injective and order-preserving. A Galois insertion of $\mathcal{S}^{\Omega}$ in $\mathcal{S}^{\Sigma}$ is a set of two maps $(\mathbf{e}, \mathbf{h})$, where $\mathbf{e} : \mathcal{S}^{\Omega} \rightarrow \mathcal{S}^{\Sigma}$ and $\mathbf{h} : \mathcal{S}^{\Sigma} \rightarrow \mathcal{S}^{\Omega}$, such that $\mathbf{h} \circ \mathbf{e}$ is the identity in $\mathcal{S}^{\Omega}$ and $\mathbf{e}(V) \subseteq Z \Leftrightarrow V \subseteq \mathbf{h}(Z)$.

The unique characteristic that distinguishes intensive embeddings is that it is always possible to find a reduced specification in $\mathcal{S}^{\Omega}$ from a specification $V \in \mathcal{S}^{\Sigma}$, by taking $\mathbf{h}(V)$. This does not necessarily hold for extensive embeddings, for instance,
Example 5: Intensive embeddings

In intensive embeddings, states of \( \Sigma \) correspond to more precise descriptions of states of \( \Omega \). In particular, this implies that every specification in \( S^\Omega \) has a correspondent description in \( S^\Sigma \), and vice-versa. That correspondence is formalized by a Galois insertion \((e, h)\) of the reduced space \( S^\Omega \) in \( S^\Sigma \).

For animal specifications, an example of an intensive embedding would be, for instance, if a more astute observer could identify subspecies. Her state space \( \Sigma \) would have all the subspecies, and states of \( \Omega \) (species) would correspond to coarse-grainings of subspecies—in other words, specifications.

In quantum theory any coarse-graining of information can also be formulated as an intensive embedding. This is the case of going from the quantum state to all states compatible with some macroscopic observables, or from hidden variables to density matrices. Another interesting example concerns local vs global knowledge. The specification space of a subsystem, \( S^{\Omega_A} \), is embedded in a larger one, \( S^{\Omega_{AB}} \); for example, \( e_A(\{\rho_A\}) = \hat{\rho}_A = \{\omega_{AB} : \omega_A = \rho_A\} \), and \( h_A(\{\rho_{AB}\}) = h_A(\{\rho_A \otimes \sigma_B\}) = \hat{\rho}_A \). Indeed, the lumping map \( \text{Lump}_A = e_A \circ h_A \) acts as \( \text{Lump}_A(\{\rho_{AB}\}) = \text{Lump}_A(\{\rho_A \otimes \sigma_B\}) = \hat{\rho}_A \).

where we add new states. In particular, intensive embeddings play an important role in defining local specifications from a global one (Example 5).

In fact, it turns out that all specification embeddings can be constructed as a combination of intensive and extensive embeddings. We can use this to compare the languages of theories that apply to different regimes of the same physical reality, or to relate the perspectives of two agents acting within the same underlying theory.

**Theorem 1** (Constructing embeddings). Any specification embedding \( e : S^\Omega \to S^\Sigma \) can be written as a combination of an extensive and an intensive embedding, that is \( e = e_{\text{ext}} \circ e_{\text{int}} \), or likewise \( e = e_{\text{int}} \circ e_{\text{ext}} \).

For a constructive proof and further properties of embeddings, see Appendix C.

In the above, we saw how to relate different languages used to describe resources. However, we assumed that these languages were already known, and merely described the embeddings that connect the corresponding specification spaces. A more general questions would be whether, given a theory and some restricting criteria expressed in its language, we could construct the embeddings and reduced spaces directly. Indeed this is the case. For extensive embeddings, the reduced specification spaces can be understood as simply restricting the state space of the bigger specification space (from all animals to only mammals, from all particles to only fermions). On the other hand, for intensive embeddings the reduced spaces correspond to a coarse-graining of the language (from quarks to protons, from species to families). These can be formalized via so-called lumping functions on the original specification space. Formally, a lumping is an idempotent inflating endomorphism (see Appendix A). For example, this lumping could be a function that maps species to families (\( \text{Lump}_{\text{fam}}(\text{jaguar}) = \text{Felidae} = \{\text{leopard, lynx, puma, . . .}\} \)) or bipartite states to the knowledge of a marginal (\( \text{Lump}_A(\{\rho_{AB}\}) = \hat{\rho}_A; \) see Example 3). Lumpings define equivalence classes of specifications (\( \text{Lump}_{\text{fam}}(\text{jaguar}) = \text{Lump}_{\text{fam}}(\text{puma}) \), so we may write jaguar \( \sim_{\text{fam}} \) puma), which in turn in-
Example 6: Nested embeddings

The authors acknowledge the daunting look of this picture—it depicts a simple concept, if one looks closely. In this example, we want to go from a description of quantum states in a global space $H_A \otimes H_B \otimes H_C$ to a description of reduced states in $H_A \otimes H_B$ and finally in the smaller space, $H_A$. Proposition III.4 ensures that the embeddings behave naturally: for example, they may be composed as $e_{A \rightarrow ABC} = e_{AB \rightarrow ABC} \circ e_{A \rightarrow AB}$.

We can use lumpings to find specifications that correspond to reduced knowledge, like the local specification $\hat{\rho}_A$.

**Proposition III.2** (Embeddings and lumpings). Let $S^\Sigma$ be a specification space equipped with a lumping map $\text{Lump}$. Then $\text{Lump}$ induces an intensive embedding of a reduced specification space $S^\Omega$ into $S^\Sigma$ with Galois insertion $(e, h)$ such that $\text{Lump} = e \circ h$. Conversely, through this relation every intensive embedding gives rise to a lumping $\text{Lump}$ on $S^\Omega$.

Proposition III.2 also ensures nested embeddings behave well. This is the case of going from a description $\Sigma$ of all subspecies to one of all species, $\Omega$, and then to one of all families of animals, $\Gamma$. The following result tells us that if we have two of the possible embeddings between the three specification spaces, we can always find the third embedding in the natural way (see Example 6).

**Definition III.3** (Local specification). Let $S^\Omega$ be a specification space intensively embedded in another, $S^\Sigma$, with the corresponding lumping $\text{Lump}$. We say that a specification $V \in S^\Sigma$ is local in $\Omega$ (or coarsed to $\Omega$) if $\text{Lump}(V) = V$.

**Proposition III.4** (Nested embeddings). Let $S^A$, $S^{AB}$ and $S^{ABC}$ be specification spaces. Given two intensive embeddings $e_{A \rightarrow AB}$ and $e_{AB \rightarrow ABC}$, then

$$e_{A \rightarrow ABC} := e_{AB \rightarrow ABC} \circ e_{A \rightarrow AB}$$

is an intensive embedding of $S^A$ in $S^{ABC}$.

Conversely, given two intensive embeddings with Galois insertions $(e_{AB \rightarrow ABC}, h_{ABC \rightarrow AB})$ and $(e_{A \rightarrow ABC}, h_{ABC \rightarrow A})$ such that the respective lumpings in $S^{ABC}$ satisfy $\text{Lump}_{ABC \rightarrow AB} \subseteq \text{Lump}_{ABC \rightarrow A}$, then

$$e_{A \rightarrow AB} := h_{ABC \rightarrow AB} \circ e_{A \rightarrow ABC}$$

is an intensive embedding of $S^A$ in $S^{AB}$. The two methods give rise to the same embeddings.

B. Relating resource theories

Now that we have seen how to relate the languages used by different theories, we can go one step further and consider a particular such agent acting within a global resource theory $(S^\Omega, T)$. This agent, Alice, may be restricted in knowledge, in which case her specification space $S^\Omega_A$ would be embedded in $S^\Omega$. She may also be restricted in her actions—for instance, if she is limited to local operations. We formalize this notion for intensive embeddings. See Example 7 for illustrations of both restrictions.
**Example 7: Restricted agents within resource theories**

The simplest example of a restricted agent within a global resource theory \((S, \mathcal{T})\) is someone who has limited knowledge, like a macroscopic observer. Their perspective can be represented by a smaller specification space \(S'\), which is related to \(S\) via an intensive embedding \((e, h)\). The coarse-grained versions of the transformations in \(S\) are then built as \(\tilde{T} = \{ h \circ f \circ e, f \in \mathcal{T} \}\). One can use this method to verify whether macroscopic thermodynamics arises from different variations of theories of quantum thermal operations.

A more complex example is the case of two local agents (Alice and Bob) acting within a global theory \((S, \mathcal{T})\). On the one hand they have access to smaller specification spaces, \(S'\), connected via embeddings \((e_A, h_A)\) and \((e_B, h_B)\) to the global space. On the other, they only have access to subsets of transformations \(A, B \in \mathcal{T}\), corresponding to local operations. Again we need to take the reduced versions of those functions: for example, for functions in \(S'\), we take \(\tilde{B} = \{ h_B \circ f_B \circ e_B, f_B \in B \}\). That is, if the original form of a local function in the global space is something like \(f_B = 1_A \otimes E_B\), then its reduced version in \(S'\) is \(\tilde{f}_B = E_B\).

The concept of independence between these two local agents has different aspects to it: for example, it could mean that an action accessible to Bob, like \(f_B\), should not impact the reduced specification on Alice’s side. It may also mean that any two local specifications are compatible. Finally, it may imply that Alice’s transformations commute with Bob’s. We discuss these notions in Section IV.

**Definition III.5** (Restricted agent within a global resource theory). We say that a resource theory \((S', A)\) represents a restricted agent within an underlying theory \((S, \mathcal{T})\) if:

1. there is an intensive embedding of \(S'\) in \(S\), represented by a Galois insertion \((e_A, h_A)\), and
2. there is a submonoid of operations \(A \subseteq \mathcal{T}\) such that
   \[ \tilde{A} = \{ h_A \circ f \circ e_A : f \in A \} \]

For example, imagine that the global theory models thermodynamics in the presence of a heat bath (allowing agents to thermalize subsystems and apply reversible, energy-conserving transformations), and Alice is a local agent who sees and controls an isolated system \(\mathcal{H}_A\). First we would need to find an embedding of Alice’s specification space \(S'\) in the global one. The second step is to consider only operations of the form \(U_A \otimes 1_{\text{rest}}\), with \([U_A, H_A] = 0\), excluding both global and thermalizing operations. The set \(A\) would be composed of these operations, and \(\tilde{A}\) would have the reduced versions of those operations, from the point of view of Alice: simply \(U_A\).
In the next section, we analyze representation of local agents in more detail.

Another way to play with different resource theories is to combine them. As we saw, resource theories are operationally defined—they start by considering a set of operations that are easy to implement. This set might be quite complex, like the set of operations that satisfy a number of constraints. It often helps to study the effect of each of those constraints separately, and build up the final resource theory from individual pieces. This also allows us to vary and adapt the resource theory to the circumstances, for instance if technology evolves to the point where one of the constraints becomes obsolete.

**Definition III.6** (Combined resource theories). Let \((S^Ω, T)\) and \((S^Ω, F)\) be two resource theories on the same specification space \(S^Ω\). The combined resource theory of \(T\) and \(F\) in \(S^Ω\) is defined as \((S^Ω, T \cup F)\).

For example, combining the resource theory of local operations and the theory of thermal operations gives us a theory of thermal operations under locality restrictions. [21] A construction \(V \rightarrow W\) under a combined resource theory \((S^Ω, T \cup F)\) is only possible if it is allowed in both \((S^Ω, T)\) and \((S^Ω, F)\).

**IV. LOCALITY AND INDEPENDENCE**

In this section we find and characterize the local structure found in a global resource theory \((S^Ω, T)\), as per Desideratum 3. From an operational perspective, subsystems correspond to simplified descriptions for local resources and local processes, allowing us to split up global knowledge into independent smaller parts. This means that we are looking for local resource theories of the form \((S^{Ω_A}, A)\), which we can model by restricted resource theories as in Definition III.5.

For two such local resource theories \((S^{Ω_A}, A)\) and \((S^{Ω_B}, B)\) (representing local agents Alice and Bob, say), we identify two main operational aspects of independence guaranteed by a traditional subsystem structure: (i) local descriptions of resources in \(S^{Ω_A}\) and \(S^{Ω_B}\) are independent, and (ii) local actions on \(A\) do not affect local descriptions in \(S^{Ω_B}\) (and vice-versa). We find relevant consequences of both aspects: whenever (i) local descriptions do not yield information about other subsystems, local resources can be freely composed, an aspect that is frequently exploited in traditional resource theories. Similarly, in order to split up knowledge, process it locally, and recombine it, it is enough that Alice’s operations do not affect Bob’s local states (ii). Studying the two aspects individually will also be useful to define meaningful concepts of composition, conversion rates or catalysis in general resource theories in which some of the above aspects may fail to be satisfied. They will then yield minimal conditions for such concepts to be well-defined. This will be the subject of Part II of this work—for a brief outline, see Section VII.

A related question is how to find such a subsystem structure in the first place, starting only from a global theory. We find that commutation relations at the level of transformations allow us to construct independent local resource theories. Although this is not necessarily the only way to find an operational subsystem structure, it gives us a complete structure. For example, in quantum theory it recovers the partial trace.

**A. Free composition of local resources**

The first aspect of independence is that specifications in the local specification space of Alice yield no information about Bob’s local knowledge. For example, in quantum theory \(\hat{\rho}_A\) carries no information about the local state in \(S^{Ω_B}\), as \(h_B(\hat{\rho}_A) = Ω_B\). This leads to the notion of independence between two specification embeddings.

**Definition IV.1** (Independence of embeddings). Let \(S^Ω\) be a specification space. Let there be an intensive embedding \((e_A, h_A)\) of a specification space \(S^{Ω_A}\) in \(S^Ω\). We say that a specification \(V \in S^Ω\) is compatible with the embedding if \(h_A(V) = Ω_A\).

Now let there be a second intensive embedding \((e_B, h_B)\) of a specification space \(S^{Ω_B}\) in \(S^Ω\). We say that the two embeddings are compatible if:

1. for any specification \(V_A \in S^{Ω_A}\), \(e_A(V_A)\) is compatible with \(S^{Ω_B}\), and
2. for any specification \(W_B \in S^{Ω_B}\), \(e_B(W_B)\) is compatible with \(S^{Ω_A}\).

It turns out that embeddings are compatible precisely when two local specifications in the respective specification spaces are freely composable. For example, in quantum theory this would mean that we can combine any \(\rho_A\) and \(σ_B\), that is \(\hat{\rho}_A \cap \hat{σ}_B\) always exists.
Proposition IV.2 (Free composition of local resources). Let $S^\Omega$ be a specification space. Let there be two intensive embeddings of specification spaces $S^{\Omega_A}$ and $S^{\Omega_B}$ in $S^\Omega$. Then the following are equivalent:

1. the two embeddings are compatible,
2. for any specifications $V_A \in S^{\Omega_A}$ and $W_B \in S^{\Omega_B}$, there exists a specification $Z \in S^\Omega$ such that $h_A(Z) = V_A$ and $h_B(Z) = W_B$,
3. any two specifications $V_A \in S^{\Omega_A}$, $W_B \in S^{\Omega_B}$ can be composed, $e_A(V_A) \cap e_B(W_B) \neq \emptyset$, and this combination leaves local information unchanged, $h_A(e_A V_A \cap e_B W_B) = V_A$.

It is worth noting that not all resource theories with a natural notion of subsystems satisfy free composition of local resources. For example, in quantum theory, if $\Omega_{AB}$ consists of all pure bipartite states, and Alice sees a mixed state, we know that Bob cannot have a pure state on his subsystem. Similarly, in the genetics of some animal, it could be that not all combinations of genes are viable. The same is true if there is some conserved quantity in the global theory, like a fixed overall energy: then two local states of high energy may not be compatible.

However, free composition of local resources is at the heart of many concepts in traditional resource theories, such as conversion rates and catalysis. Therefore, if one wishes to find one such resource theory within a physical theory, it is essential to verify that free composition holds on the systems of interest.

B. Independent processing

In addition to compatibility of the respective embeddings, the second central aspect of two agents to be able to treat knowledge independently lies in the relation between the embeddings and the transformations that they can apply. That is, Alice’s local knowledge should still be valid after Bob performs a local operation. In quantum theory, local specifications in $S^{\Omega_A}$ are independent of local maps on $B$.

Definition IV.3 (Independent agents). Let $(S^\Omega, T)$ be a resource theory and $B \subseteq T$ a submonoid of transformations. Let there be an intensive embedding of a specification space $S^{\Omega_A}$ in $S^\Omega$, defined by the Galois insertions $(e_A, h_A)$.

We say that a specification $V_A \in \Omega_A$ is independent of the transformations in $B$ if, for all $f_B \in B$,

$$h_A \circ f_B \circ e_A(V_A) \subseteq V_A.$$ 

We that the embedding is independent of $B$ if all $V_A \in S^{\Omega_A}$ are independent of $B$.

Two restricted resource theories $(S^{\Omega_A}, A)$ and $(S^{\Omega_B}, B)$ of a global theory $(S^\Omega, T)$ are said to be independent if $S^{\Omega_A}$ is independent of $B$, and $S^{\Omega_B}$ is independent of $A$.

This independence condition is particularly important in cryptographic applications, where Bob could represent some (unpredictable) adversary, but it is also relevant in the context of locality or isolated degrees of freedom. When this condition is satisfied, any knowledge $V_A \in S^{\Omega_A}$ can be ignored for the purpose of implementing a transformation in the monoid $B$.

Proposition IV.4 (Independent processing). Let $(S^\Omega, T)$ be a resource theory and $B \subseteq T$ a submonoid of transformations. Let there be an intensive embedding of a specification space $S^{\Omega_A}$ in $S^\Omega$, defined by the Galois insertion $(e_A, h_A)$. If the embedding is independent of $B$, then

$$f_B(e_A(V_A) \cap W) = e_A(V_A) \cap f_B(W),$$

for any transformation $f_B \in B$, any local specification $V_A \in S^{\Omega_A}$ and any other specification $W \in S^\Omega$ that is compatible with $e_A(V_A)$.

The following theorem tells us that when agents are independent, then their respective knowledge can be composed, transformed and treated individually. In other words, a local treatment of their individual resource theories is compatible with the global picture.

Theorem 2 (Independent agents can operate independently). Let $(S^{\Omega_A}, A)$ and $(S^{\Omega_B}, B)$ be independent agents within a global theory $(S^\Omega, T)$. Then for any local functions $f_A \in A$ and $g_B \in B$, and for any global specification $V \in S^\Omega$,

$$f_A \circ g_B(V) \subseteq e_A \circ f_A \circ h_A(V) \cap e_B \circ g_B \circ h_B(V).$$

Note that this theorem says that we can always lose some information in going to the local pictures (for instance about correlations between the two local descriptions), but the statements made given only local information are still correct. In
Part II of this work, we will see that we can apply the usual bottom-up approach of traditional resource theories if the independence conditions are satisfied and the local descriptions are compatible.

C. Locality from commutativity of transformations

So far we have overlooked another aspect of locality and independence, at the level of action: Alice and Bob’s local transformations often commute. For instance, in quantum theory operations of the form \( U_A \otimes 1_B \) commute with those of the form \( 1_A \otimes U_B \). Commutativity of operations is also relevant for a single agent who wants to define subsystems, or identify degrees of freedom, in a larger space that he controls: for example, it can help experimental physicists identify operational qubits within more complex physical systems like trapped ions or superconducting electrodes, or biologists find functional genes within a strand of DNA. More generally, here we show how to use commutation relations of transformations to find a complete set of independent local resource theories. First we formalize commutation relations and independent transformations.

**Definition IV.5** (Commutant and independent operations). Let \((S^\Omega, \mathcal{T})\) be a resource theory, and let \(A \subseteq \mathcal{T}\) be a subset of operations. The **commutant of** \(A\) consists of the transformations that commute with all the elements of \(A\),

\[
\mathcal{A} := \{ g \in \mathcal{T} : f \circ g(V) = g \circ f(V), \quad \forall f \in A, \forall V \in S^\Omega \}.
\]

Two submonoids of transformations \(A, B \subseteq \mathcal{T}\) are **independent**, denoted \(A \perp B\), if they commute, that is \(A \subseteq \overline{B}\) and \(B \subseteq \overline{A}\), and \(A \cap B = \{1\}\).

Two restricted agents \((S^\Omega_A, \overline{A})\) and \((S^\Omega_B, \overline{B})\) are said to have access to **independent operations** if \(A \perp B\).

The next step is to study the structure induced by these commutation relations, at the level of transformations. We say that a subset of transformations forms a complete subsystem if it is closed under a certain commutation relation (taking the bicommutant). See Example 8 for an intuitive example.

**Definition IV.6** (Complete subsystems of transformations). Let \((S^\Omega, \mathcal{T})\) be a resource theory. The **bicommutant** \(\overline{A}\) of a set of transformations \(A \subseteq \mathcal{T}\) is the commutant of \(\mathcal{A}\). We say that \(A\) is **complete** if \(A = \overline{A}\). (In that case, \(A\) forms a submonoid of \(\mathcal{T}\), see Proposition D.3.)

The **space of complete subsystems** of the theory, \(\text{Sys}(\mathcal{T})\) is the set of all complete submonoids of \(\mathcal{T}\). We call each element \(A \in \text{Sys}(\mathcal{T})\) a **subsystem of transformation**. Given two subsystems \(A, B \in \text{Sys}(\mathcal{T})\), we call \(A \vee B := \overline{A \cap B}\) the **joint subsystem** of \(A\) and \(B\).

The following proposition tells us that complete subsystems form a well-behaved structure. It further tells us how subsystems can be composed to yield joint systems as well as how to identify common subsystems, and that by this procedure, the smallest subsystem is given by the set of transformations that commute with all others (if two or more operations in the resource theory do not commute, this would be the identity transformation); the largest subsystem is the whole monoid of transformations of the resource theory. Further exploration of these ideas can be found in Appendix D.

**Proposition IV.7** (Complete subsystems form bounded lattice). Let \((S^\Omega, \mathcal{T})\) be a resource theory. The space of complete subsystems \(\text{Sys}(\mathcal{T})\), together with the operations

\[
A \vee B := \overline{A \cap B}, \quad A \wedge B := \overline{A \cup B},
\]

forms a bounded lattice \((\text{Sys}(\mathcal{T}), \vee, \wedge)\). The bottom is formed by the set of transformations that commute with all others, \(\overline{\mathcal{T}}\) and the top is \(\mathcal{T}\).

These subsystems represent the most general way in which a global agent could describe subsystems of transformations. However, we should note that they may not necessarily correspond to the operations available to local agents. For instance, in the previous thermodynamic example, where Alice controlled an isolated system, if we were to consider \(\overline{\mathcal{A}}\), this would contain thermalizing transformations, which we might want to exclude for independent, operational reasons.

We can now connect commutativity to notions of locality at the level of specifications: complete subsystems of transformations can be used to define independent resource theories. Free composition is achieved with an extra assumption. For constructive proofs, see Appendix D.
Example 8: Finding complete subsystems from commutativity relations

In this quantum example, the resource theory \((S^\Omega, \mathcal{T})\) consists of all unitary transformations acting on three qubits. We may use commutativity relations to find complete subsystems at the level of transformations.

For example, suppose that we start with a subset of transformations \(A \subset \mathcal{T}\) corresponding to almost all transformations on the first qubit. Taking the commutant \(\overline{A}\) (transformations in \(\mathcal{T}\) that commute with all of those in \(A\)) gives us the monoid of all joint operations on the last two qubits. The bicommutant of \(A, \overline{A}\), is then the monoid of all unitaries acting on the first qubit. In this sense, taking the bicommutant corresponds to a form of closure under commutation relations.

This is similar in spirit to the von Neumann bicommutant theorem, which establishes that taking the bicommutant corresponds to a form of closure under commutation relations.

\[ A \cap B \]

\[ A \cup B \]

\[ A \overline{\cup} B \]

In the second picture, we see how to find joint systems. Suppose that we want to find the subset of operations on the first two qubits, \(A \vee B\). We start from the set \(A \cup B\), which corresponds to local operations on the two qubits, but no joint operations. If we take its commutant, we obtain \(A \overline{\cup} B = C\), the set of operations on the last qubit. The bicommutant is now the set of all operations that commute with \(C\), and that is precisely the set of joint operations on \(A\) and \(B\).

Theorem 3 (Independent agents from independent transformations). Let \((S^\Omega, \mathcal{T})\) be a resource theory and \(A, B \subseteq \mathcal{T}\) two independent complete subsystems of transformations. Then there exist two reduced specification spaces \(S^{\Omega_1}\) and \(S^{\Omega_2}\) intensively embedded in \(S^\Omega\) such that the resource theories \((S^{\Omega_1}, A)\) and \((S^{\Omega_2}, B)\) represent independent agents.

D. Quantum subsystems

The tensor product subsystem structure of quantum theory satisfies our generalized notions of subsystems and independence. Take the resource theory of quantum mechanics in a finite Hilbert space \(\mathcal{H} = \bigotimes_{i \in I} \mathcal{H}_i\), where the allowed operations correspond to TPCP maps. The first thing to note is that the set of TPCP maps acting on each individual subspace is each own bicommutant. Hence, these sets form complete subsystems of transformations, and can be found in the theory through our top-down approach. From Theorem 3 it follows that they induce intensive embeddings, that in this case correspond precisely to the partial trace.

Proposition IV.8 (Partial trace as an induced embedding). Let \((S^\Omega, \mathcal{M})\) be quantum theory in a finite Hilbert space \(\mathcal{H} = \bigotimes_{i \in I} \mathcal{H}_i\). Let \(J \subseteq I\) denote any collection of subspaces and \(\mathcal{T}\) its complement. The set of TPCPMs \(\mathcal{T}_J \subseteq \mathcal{T}\) acting only on subsystems \(J\) (that is maps of the form \(\mathcal{E}_J \otimes I_{\overline{J}}\)) forms a complete subsystem of transformations, \(\mathcal{T}_J = \mathcal{T}_J\). This set induces the intensive embedding \((e_J, h_J)\), with

\[ e_J : S^{\Omega_J} \rightarrow S^\Omega \]

\[ W_J \mapsto \{ \rho \in \Omega : Tr_{\overline{J}}(\rho) \in W_J \} = \{ \hat{\rho}_J : \rho_J \in W_J \} \]

\[ h_J : S^\Omega \rightarrow S^{\Omega_J} \]

\[ W \mapsto \{ Tr_{\overline{J}}(\rho) : \rho \in W \} = \{ \rho_J \in \Omega_J : \hat{\rho}_J \cap W \neq \emptyset \} \]

In the above, \(\Omega_J\) denotes the space of density matrices in the subspace \(\bigotimes_{i \in J} \mathcal{H}_i\).

For non-intersecting collections \(J\) and \(L\), we have that \(S^{\Omega_J}\) and \(S^{\Omega_L}\) are freely composable. Furthermore, \((S^{\Omega_J}, \mathcal{T}_J)\) and \((S^{\Omega_L}, \mathcal{T}_L)\) represent independent agents with commuting operations.

The above insight is particularly interesting in the cases where Hilbert space decomposition is not
unique, or the quantum resource theory is more restrictive in the set of allowed operations. For example, due to technical constraints, in certain situations it might be easier to work with an entangled basis as opposed to the bases of individual atoms or spins, e.g. in the case of quantum dots to encode logical qubits in fault-tolerant quantum computing [23] or of virtual qubits in nano heat engines [24].

One can find further interesting embeddings and restricted resource theories within quantum mechanics. Indeed, the set of complete subsystems would include not only transformations on individual subspaces, but also transformations on more specific degrees of freedom. For example, in unitary quantum mechanics rotations along the X axis of a qubit also correspond to a complete subsystem, because they form their own bicommutant. The corresponding embedding would be of a classical particle with only this degree of freedom.

### E. Effective resource theories

Restricted resource theories arise from more general theories through the limitations in either knowledge or available transformations of a given agent. One may now ask how the agent’s possibilities could be enhanced by having access to a particular additional resource, like a heat bath, a laser beam or a catalyst. In traditional resource theories, we model such an additional resource by appending a new subsystem, such as a catalyst, to a given state on a target system. However, from a global point of view, the additional resource corresponds merely to additional knowledge outside the target. For example, suppose that the agent is restricted in knowledge to \( S^\Omega A \), which is embedded in the global space \( S^\Omega \). The additional resource can be represented by a global specification \( K \in S^\Omega \) that is compatible with the embedding \( S^\Omega A \) (for example, information about the state of an independent subsystem). The resulting induced transformations on the smaller specification space give rise to a new resource theory in \( S^\Omega A \), which we call an effective resource theory. This concept is similar in spirit to the regularized resource theories of [6].

**Definition IV.9 (Effective resource theory).** Let \( (S^\Omega, \mathcal{T}) \) be a resource theory, and \( (S^{\Omega A}, \tilde{A}) \) describe a restricted agent within the theory. Now let \( K \in S^\Omega \) be a specification compatible with \( S^{\Omega A} \).

We call the resource theory \( (S^{\Omega A}, \tilde{A}) \) the effective resource theory of \( (S^{\Omega A}, \tilde{A}) \) induced by \( K \) if the functions in \( \tilde{A}^K \) have the form

\[
\tilde{f}_A : S^{\Omega A} \rightarrow S^{\Omega A}
\]

\[
V \mapsto h_A \circ f_A (e_A(V) \cap K),
\]

where \( f_A \in A \) and \( (e_A, h_A) \) is the Galois insertion defining the embedding.

A prominent example is given by the resource theory of thermal operations, which can be seen as an effective resource theory resulting from the resource theory of unitary, energy-conserving operations through access to additional heat baths at a fixed temperature. In the upcoming Part II of this work we also discuss the relation between catalysis and effective resource theories.

### V. APPROXIMATIONS AND ROBUSTNESS

Some state spaces have a notion of proximity between states. For such notions to be meaningful, they should express, at some level, how easy it is to distinguish the states. They may be very diverse: they could be defined relative to an agent that is constrained in her observations, or they could describe an arbitrary coarse-graining of knowledge according to some criteria. Examples of such notions would be the trace distance in quantum theory, or the distinguishability based on a particular observable feature or criterion.

In the simple case of the trace distance, there is a real number \( \varepsilon \in [0, 1] \) that parametrizes neighbourhoods of states, like \( B^\varepsilon(\rho) \), according to precision. The neighbourhoods are sets of states, or specifications—special specifications that characterize the metric of the space induced by a given distinguishability criterion. This is in line with Desideratum 1: specifications, the same objects that already describe the resources in our framework, can be used to model such coarse-grained descriptions.

We call the structure of such neighbourhoods or coarse-grainings the approximation structure of the specification space. Then we generalize this notion by dropping the restriction that neighbourhoods be parametrized by a real number; indeed, we only require that the parameters be partially ordered. For example, the parameters could reflect more than one criterion of precision, and therefore
A natural notion of proximity between animals emerges from their biological classification: take \( \mathcal{E} \) to be the ordered set \( \{ \text{Species} < \text{Genus} < \text{Subfamily} < \text{Family} < \text{Suborder} < \text{Order} < \text{Class} < \text{Phylum} < \text{Kingdom} \} \). We define the approximation structure such that the \( \varepsilon \)-ball of an animal contains all the animals that belong to the same \( \varepsilon \)-classification. For example,

\[
\{\text{King penguin}\}_\text{Species} = \{\text{King penguin}\}
\subseteq \{\text{King penguin}\}_\text{Class} = \text{Aves}
\subseteq \{\text{King penguin}\}_\text{Kingdom} = \text{Animal} = \Omega.
\]

But maybe there is more than one way to characterize animals; we might want to classify them according to their geographic distribution. For instance, we can extend \( \mathcal{E} \) with a chain for habitat characterization,

\[
\mathcal{E}' = \mathcal{E} \cup \{0 < \text{Ecoregion} < \text{Biome} < \text{Ecozone} < \text{Planet}\}.
\]

For example, the approximation structure \( A_{\mathcal{E}'} \) tells us that fur seals and penguins are geographically, if not biologically, close,

\[
\{\text{Antarctic fur seal}\} \not\subseteq \{\text{King penguin}\}_\text{Class},
\{\text{Antarctic fur seal}\} \subseteq \{\text{King penguin}\}_\text{Phylum},
\{\text{Antarctic fur seal}\} \subseteq \{\text{King penguin}\}_\text{Ecoregion}.
\]

Note that \( W^\varepsilon \subset W^{\varepsilon'} \) only when \( \varepsilon \leq \varepsilon' \), and that there is no operation \(+\) defined on \( \mathcal{E}' \), so we cannot talk of properties such as the triangle inequality for this approximation structure.

Not having a total order (see Example 9). For simplicity of notation, we use \( W^\varepsilon = B^\varepsilon(W) \).

**Definition V.1 (Approximation structures).** Let \((S^\Omega, T)\) be a resource theory and let \((\mathcal{E}, \leq)\) be a set with a partial order. An approximation structure is a family \( A_{\mathcal{E}}(\Omega) = \{B^\varepsilon\}_{\varepsilon \in \mathcal{E}} \) of inflating endomorphisms,

\[
B^\varepsilon : S^\Omega \to S^\Omega
\]

such that

1. for all \( W \in S^\Omega \) and \( \varepsilon, \varepsilon' \in \mathcal{E}, \varepsilon \leq \varepsilon' \Rightarrow W^\varepsilon \subseteq W^{\varepsilon'}, \) and
2. there exists a saturating element \( \varepsilon_{\max} \in \mathcal{E} \) such that for all \( W \in S^\Omega, W^{\varepsilon_{\max}} = \Omega \).

We call the parameter \( \varepsilon \) the precision of the approximation, and the specification \( W^\varepsilon \) the \( \varepsilon \)-ball, \( \varepsilon \)-neighbourhood or \( \varepsilon \)-approximation of \( W \) .

If there exists an element \( 0 \in \mathcal{E} \) such that \( W^0 = W \) for all specifications, we say that the structure is attainable.

When applicable, we may also demand triangle inequalities (e.g., for the trace distance). For an example of an unattainable approximation structure, take \( \Omega = \mathbb{R} \) and \( x^\varepsilon \) being the \( 10^{-\varepsilon} \)-digit approximation of a real number \( x \). No finite number of digits would allow us to reach \( x \) in this way. This and other examples, definitions and results are explored in Appendix E.

Now we may characterize resources and resource theories with respect to a given approximation structure. For example, quantum mechanics is stable under the trace distance, because TPCP maps, being linear, cannot increase the distance between two states. In classical mechanics, on the other hand, there are many examples of chaotic theories under specific metrics.

**Definition V.2 (Stability and robustness).** We say that a resource theory \((S^\Omega, T)\) is stable according to an approximation structure \( A_{\mathcal{E}}(\Omega) \) if

\[
V \to W \implies V^\varepsilon \to W^\varepsilon,
\]

for all \( V, W \in S^\Omega, \varepsilon \in \mathcal{E} \).

We say that a resource \( V \in S^\Omega \) is at least \( \varepsilon \)-robust if \( V^\varepsilon \) is not a free resource.

One natural direction is to quantify how stable or chaotic a theory is, by bounding the maximum divergence achievable in the theory. This is similar to the usage of Lyapunov exponents, but it may be generalized to the case where \( \mathcal{E} \) is not a commut-
tive monoid. The robustness of a resource can be related to the fine-tuning of theories. The following proposition ensures that, for stable theories, one cannot obtain robust resources by processing resources that are not robust.

**Proposition V.3 (Stability and robustness).** Let \((S^Ω, T)\) be a stable resource theory according to an approximation structure \(A_Ω(Ω)\). Then, for any \(V,W \in S^Ω\) such that \(V \rightarrow W\), if \(W\) is \(ε\)-robust then \(V\) is also \(ε\)-robust.

Approximation structures can be carried over through embeddings. The following proposition guarantees that given an approximation structure on a specification space \(S^Ω\), we are able to construct an approximation structure on any smaller specification space \(S^Σ\) that is related to \(S^Ω\) via an intensive embedding.

**Proposition V.4 (Reduced approximation structures).** Let \(S^Ω\) be a specification space equipped with an approximation structure \(A_Σ(Σ)\), which is parametrized by a poset \(E\). Let there be \(S^Ω\) embedded in \(S^Σ\) via \((e,h)\). Then there exists an approximation structure \(A_Σ\) in \(S^Ω\) also parametrized by \(E\), such that \(e(V^ε) \supseteq (e(V))^ε\).

Any saturating element \(e_{max} \in E\) is still saturating for the reduced approximation structure. Similarly, if \(A_Σ(Σ)\) is attainable, so is \(A_Σ(Ω)\).

VI. PROBABILITY AND CONVEXITY

An issue that we have not discussed so far is that of probabilistic knowledge and convexity. The reader may have wondered how an agent may express probabilistic knowledge of reality. At first sight, specifications only allow for statements of the sort ‘I know that the state is either \(ρ\) or \(σ\)’, and not ‘I know that it is \(ρ\) with probability \(p\) or \(σ\) with probability \(1−p\)’. Indeed, our formalism does not impose a notion of probability; instead, it assumes that if the agent has such a notion, it is already incorporated in an underlying convex state space \(Ω\). For example, in quantum theory, the space of density matrices \(Ω\) is convex: for any two \(ρ, σ \in Ω\), there is a density matrix \(p \ ρ + (1−p) \ σ \in Ω\) that expresses the probabilistic knowledge discussed above. Therefore, there is no need to impose another subjective notion of probability at the level of specifications.

However, the state space might be convex for other reasons than to express probabilistic knowledge: for example, in chemistry we might want to describe mixtures of substances through convex combinations, such as a solution of 1 gram of salt in 50 grams of water. The structure of such mixtures will be much the same as the structure of probabilistic mixtures, and so we treat both types of convexity in this section. In either case, we may define the convex mixture\(^6\) of two specifications as

\[ p \ V + (1−p) \ W := \bigcup_{\nu \in V} \bigcup_{\omega \in W} \{ p \ \nu + (1−p) \ \omega \}. \]

Let us have a closer look at probabilistic mixtures. Consider the simple specification \(V = \{ ω, ν\}\), interpreted as ‘I might have state \(ω\) or state \(ν\)’. An agent with some notion of probability might also read it as ‘I have either state \(ω\) or \(ν\), and I do not know the probability distribution over those two possibilities’. For him, an equivalent description of \(V\) would be

\[ V^p = \bigcup_{0 \leq p \leq 1} \{ p \ \omega + (1−p) \ \nu \}. \]

We call this new specification the **probabilistic version** of \(V\), and it corresponds to the convex hull of \(V\). It is important to note that, unless a specification \(V\) is already convex, \(V\) and \(V^p\) are not strictly equal; their equivalence is given from an interpretation of probability that we take as natural.\(^7\)

More precisely, this **probabilistic equivalence** is given by an equivalence relation \(∼_p\) defined by \(V ∼_p V^p\). Given such an interpretation, however, we may choose to work in the probabilistic quotient space, that is, we can always identify specifications that are equivalent under \(∼_p\). In Appendix F we derive consistency conditions to work in the quotient space.

For example, if \(Ω\) is the set of possible outcomes of an exam, and my two specifications are \(V = \{\text{Pass}\}\) and \(W = \{\text{Pass, Fail}\}\), then the convex mixture

\[ 0.95 \ V + 0.05 \ W = \{\text{Pass}\} \cup \{0.95 \ \text{Pass} + 0.05 \ \text{Fail}\} \]

\[ ∼_p \bigcup_{p \geq 0.95} \{ p \ \text{Pass} + (1−p) \ \text{Fail}\} \]

corresponds to the specification ‘Pass with probability at least 95%’. In other words, our framework allows us to formalize fuzzy knowledge of an agent that may not have a total prior distribution over a set of states or events, but only a partial prior of the sort ‘I know that the probability is between \(p\) and \(p + δ\).’

Now we may study whether a set of transformations preserves convexity. For convex mixtures

---

\(^6\) For more complete results, see Appendix F. In particular, we use a generalized notion of convexity for sets that may not have all the structure of a real vector space.

\(^7\) A Bayesian might interpret this as ‘the specification is compatible with all possible priors.’
The following result is of particular interest.

We characterize doubly convex resource theories. In Appendix F, the set of quantum operations is not doubly convex (because we cannot mix unitaries). In particular, LOCC is not doubly convex, and so is LOCC. The theory of unitary operations is convex. Furthermore, quantum theory is convex, and so is LOCC. The theory of unitary operations is not doubly convex (because we are not allowed to mix unitaries). In Appendix F, we characterize doubly convex resource theories. The following result is of particular interest.

**Example 10: Quantum convexity**

Let $\Omega$ be the set of all density operators for a qubit. This set is convex—the extremal points are the set of all pure states (the surface of the Bloch sphere). Let $V = \{ |0\rangle\langle 0|, |1\rangle\langle 1| \} \in S^2$. Then

$$V^p = \bigcup_{0 \leq p \leq 1} \{ p |0\rangle\langle 0| + (1-p) |1\rangle\langle 1| \}.$$ 

We can denote the elements of $V^p$ by $\{ v_p \}_{0 \leq p \leq 1}$. For instance, $v_{0.7} = \{ 0.7 |0\rangle\langle 0| + 0.3 |1\rangle\langle 1| \}$ is the fully mixed state, which corresponds to taking the uniform distribution. Note that this is still more precise knowledge than not knowing the distribution: $\{ v_{1/2} \} \subset V^p$.

In general, this is not always desirable. For instance, in the example of a solution of salt in water the properties of the resulting substance, such as the electrical conductivity, might not directly reflect the properties of the individual substances. However, in the case of probabilistic mixtures, the transformations should respect the character of subjective probabilistic knowledge of mixtures. In this case, the requirement of convexity-preserving transformations is analogous in spirit to asking transformations to be specification homomorphisms.

**Definition VI.1 (Convex resource theories).** A resource theory $(S^d, T)$ is convex if the state space $\Omega$ is convex and all transformations in $T$ preserve convexity, that is,

$$f(p V + (1-p) W) = p f(V) + (1-p) f(W),$$

for all $f \in T$, all $V, W \in S^d$, and $p \in [0,1]$.

The resource theory is doubly convex if, in addition, the set of transformations $T$ is also convex, and convex combination of transformations behaves naturally (see Appendix F for a full definition), in particular

$$(p f + (1-p) g)(V) \sim_p p f(V) + (1-p) g(V).$$

For example, the set of density operations over a fixed Hilbert space is convex, and quantum transformations (TPCPMs) are linear, and so convexity-preserving, $\mathcal{E}(p \rho + (1-p) \sigma) = p \mathcal{E}(\rho) + (1-p) \mathcal{E}(\sigma)$. Therefore all quantum resource theories are convex. Furthermore, quantum theory is doubly convex, and so is LOCC. The theory of unitary operations is not doubly convex (because we are not allowed to mix unitaries). In Appendix F we characterize doubly convex resource theories. The following result is of particular interest.

**Theorem 4 (Convexity of free resources).** Let $(S^d, T)$ be a doubly convex resource theory. Then, the set of free resources is convex (under probabilistic equivalence), that is, for any two free resources $V$ and $W$, $(p V + (1-p) W)^p$ is also a free resource.

In particular, the set of free states is convex: if $\{ \nu \}$ and $\{ \omega \}$ are free, then $(p \nu + (1-p) \omega)$ is also free.

If a state space is convex, then we may ask whether a restricted agent also describes his knowledge with a convex state space. It turns out that whether or not this is true only depends on the lumping map induced by the embedding, which should satisfy a weaker version of convexity preservation. In quantum theory, this condition applies to the embeddings given by the partial trace.

**Theorem 5 (Convex embeddings).** Let $\Omega$ be a convex state space, and let Lump be a lumping in $S^d$ inducing a reduced specification space $S^T$. If Lump satisfies

$$\text{Lump}(p V + (1-p) W) \supseteq p \text{Lump}(V) + (1-p) \text{Lump}(W),$$

then the reduced state space $T$ is also convex.

In particular, if $(S^d, T)$ is a doubly convex resource theory, and general consistency conditions are satisfied between convex combinations and the embedding, then the induced restricted resource theory $(S^T, T)$ is also doubly convex. For details of this, see Appendix F.

**VII. DISCUSSION**

Guided by operational principles and explicit desiderata, we have developed a generalized framework of resource theories that extends the range of applicability of resource theories by making the
subjectivity of the agent explicit. We wrap up by returning to our original desiderata, and seeing how they are satisfied by our results. Then we discuss relations to other approaches and finally we map future directions of research.

A. Meeting the desiderata

**Desideratum 1 (Modelling resources).** A general framework should allow agents’ descriptions of resources to go beyond the assignment of subjective probabilities. It should specify simple rules to combine, coarse-grain and organize knowledge according to arbitrary criteria. Finally, it should specify how to update knowledge after physical transformations.

Specification spaces are a simple yet powerful tool to model descriptions of resources. A state of knowledge or specification is formalized as a set of possible physical states admitted by an agent (Definition II.1). Combining knowledge is achieved by intersecting those sets, and forgetting by order-inflating functions (Definition II.1). Approximation structures formalize the coarse-graining of knowledge through arbitrary criteria, reflecting the distinguishability of resources according to particular observable features (Definition V.1). Specification spaces also accommodate the notion of probabilistic knowledge via convexity of the state space, and probabilistic equivalence relations (Definition VI.1).

Physical transformations should respect the nature and structure of knowledge: for this we require them to be order homomorphisms and, in the case of probabilistic knowledge, convexity-preserving (Definitions II.4 and VI.1). This is also taken into account in the pre-order induced in a resource theory by specification transformations: forgetting information always comes for free (Definition II.5). We see how a resource theory behaves under approximation structures and probabilistic knowledge by studying robustness and convexity of free resources (Proposition V.3 and Theorem 4 respectively).

**Desideratum 2 (Relating different resource theories).** The framework should allow us to combine and relate different resource theories, which may differ in both the language used to describe resources and actions available to agents.

Theories that differ in their language to describe resources can be related via specification embeddings (Definition III.1). Theorem I tells us that a relation between different resources can always be established combining intensive embeddings (which link coarse- and fine-grained descriptions of the same resources) and extensive embeddings (which add entirely new resources). We show how to build intensive embeddings from arbitrary coarse-grainings of information and how to nest successive embeddings (Propositions III.2 and III.4 respectively). Finally, we formalized the notion of local states of knowledge—or equivalently specifications that correspond to the knowledge of a limited agent (Definition III.3).

More generally, agents that differ in both language and action, such as local agents acting within a global theory, can be modelled via restricted resource theories (Definition III.5). In particular we can combine the restrictions of different resource theories (Definition III.6). We characterize embeddings that respect approximation structures and convexity, such that these aspects of knowledge are carried over between related specification spaces (Proposition V.4 and Theorem 5).

**Desideratum 3 (Characterizing locality).** A general framework for resource theories should follow a top-down approach, starting from a global theory and deriving an operational subsystem structure. The framework should allow to characterize local resources, and specify conditions for consistent use of local descriptions. It should further show in which circumstances the usual bottom-up, building-block type models are justified and known resource theories are recovered.

We find an operational subsystem structure in a global resource theory by building local resource theories based only on commutation relations between physical transformations (Theorem 3). In particular, quantum subsystems and the partial trace can be derived in this way (Theorem IV.8). We further explore the subsystem structure induced by commutation relations in Definitions IV.9 and IV.6 and in Proposition IV.7.

This is not necessarily the unique way of finding a subsystem structure; more generally, we find two aspects of locality that are used in traditional building-block approaches to resource theories. The first is that local descriptions are independent of each other, which ensures that they can always be combined (Definition IV.1 and Proposition IV.2). This condition does not hold in the presence of global constraints. The second aspect of locality is that the descriptions of one local agent are independent of the actions of another (Definition IV.3). This ensures that we can consistently process the actions of independent agents locally (Theorem 3).

These two notions in their strongest sense are taken for granted in traditional approaches; however, we will see in Part II of this work that they
are not strictly necessary in order to define relevant concepts such as copies of resources, correlations, memories or catalysis. To pave the road to that work we explore weaker and asymmetric versions of the two notions of independence in Definitions IV.1 and IV.3 and in Proposition IV.4. These allow us to introduce the notion of effective resource theory (induced for example by a catalyst) in Definition IV.9.

B. Relation to existing work

1. Theories of knowledge

There are many ways how one could describe an agent’s subjective knowledge, and there is a huge body of work within a variety of fields dedicated to this question, ranging from philosophy to economics, engineering and computer science. The present work bridges those disciplines with quantum information theory and resource theories, and in the future, more sophisticated ideas from those fields could be incorporated in our framework.

a. Modal logic. The idea to represent knowledge in terms of sets of possible states is not new. In fact, the analogous concept of possible worlds dates back to Leibniz [25], and was most prominently brought forward by Kripke [26] and Lewis [27]. Kripke developed the semantics for modal logic, which quantifies over possible worlds to express knowledge and inference (for a historical survey on modal logic, see [28]).

b. Epistemic logic. Building up on these notions, epistemic logic [29, 30] pursues the task of characterizing knowledge, based on the formalism of Kripke structures. Kripke structures are a way of modelling the knowledge of different agents, in which one starts with a set of possible states (in our case Ω), and models an agent’s knowledge by means of so-called possibility relations\(^8\) \(R_i(ν, ω) \in \{0, 1\}\) that express whether or not agent \(i\) can exclude the possibility \(ω \in Ω\) if the true state is \(ν \in Ω\). Note in particular that \(R_i\) is not necessarily symmetric. Given a particular true state \(ν\), the knowledge of agent \(i\) essentially corresponds to a subset of possible states \(V_{i, ν}\) = \(\{ω \in Ω : R_i(ν, ω) = 1\}\), and is thus just a specification. In our language, we can understand the possibility relations as inducing an approximation structure, with \(E = \{i\}_1\) and \(\{ν\}_i = V_{i, ν}\). Epistemic logic then analyses the propositions known by a particular agent: agent \(i\) knows a proposition \(φ\) if and only if \(φ(ω)\) is true in all states \(ω \in V_{i, ν}\) that are indistinguishable for the agent \(i\) from the true state \(ν\).

In our framework, this could be modeled by means of homomorphisms \(φ : S^Ω → S^{\{0, 1\}}\). Within epistemic logic, further statements about an agent’s knowledge follow from studying the semantics of this model of Kripke structures. A set of complete axioms for this semantics have been characterized by Hintikka [31].

c. Linear and dynamic epistemic logic. It would be interesting to explore in more detail how our framework connects to modern developments in epistemic logic. In particular, one could draw ideas from dynamic epistemic logic, which studies knowledge update in such models (see e.g. [32], or for a recent algebraic analysis [33]). Related to this, linear logic [34, 35] tries to extend classical logic to situations where inferences can change the underlying premise, similar in spirit to resource theories. A good review of the connection between linear logic and resource theories has been given in [6]. In particular, notions of common knowledge shared by several agents, and the way it evolves, are fundamental to communication, cryptography and information security settings. In this context, it would be promising to look at some of the puzzles that are studied in dynamic epistemic logic such as the muddy children’s puzzle [29, 30] and understand whether our framework presents an advantage in treating them.

2. Notions of probability

a. Bayesian formalism. Our framework includes the possibility of a convex state space to encode subjective probabilities, taking the specification space as a structure on top of that. In this way, specifications can be used to model Bayesian agents. Moreover, we may explore interesting cases, like a bounded Bayesian agent that is limited in her memory and information processing capacities. For example, even if the agent has good reason to model local knowledge with a probability distribution or a density matrix \(ρ_A\), it might be computationally hard (and artificial) to pick and store a prior over compatible global states.

By means of specifications like \(ρ_A\), such an agent may still predict the effect of global actions on her local state of knowledge, consistent with any possible prior, without over-modelling her knowledge. In the introduction we argued that a Bayesian approach might not always be suitable to represent a realistic agent’s knowledge. In the following we will briefly review theories that weaken the axioms of probability theory towards a more operational approach.
b. Dempster-Shafer theory, subjective logic and plausibility. Dempster-Shafer theory studies an agent’s degree of belief on propositions (which are essentially specifications). To do so, it introduces a new layer on top of the basic structure of epistemic logic: a set of belief functions which follow similar but weaker axioms as probabilities in a Bayesian framework \([36, 37]\). Based on these belief functions, an agent can determine lower and upper probabilities (or degrees of confidence) for particular propositions. Dempster-Shafer theory also guides the agent on how to update these beliefs as he learns more, combines knowledge and forgets or coarse-grains the knowledge, much like our intensive specification embeddings. For an extensive review, see \([38]\); this approach has been recently taken up by the quantum logic community \([39]\). Similarly, subjective logic \([40]\) quantifies agents’ knowledge about certain propositions by means of a degree of belief \(b\), disbelief \(d\) and a remaining level of uncertainty \(a = 1 − p − d\). Interestingly, it also studies the interaction of many agents and resulting trust networks \([41]\). As future work, it would be interesting to apply these ideas to our framework. For example, we could investigate the impact of our notions of independence on the rules for updating belief.

c. Fuzzy logic. Finally, one could draw links to fuzzy logic \([42–44]\), where the premise is that propositions can take truth values anywhere between 0 and 1, or elements can belong to a set to a degree between 0 and 1 respectively. In our framework, this could be used construct a Bayesian model on top of specifications, in which different elements in the specification would receive different degrees of certainty. However, such a model could already be simulated by a convex state space, and so it is not clear if more insight can be gained from this approach.

3. Approximation structures

In order to quantify proximity between states and specifications, we have introduced a definition of approximation structures, which parametrize neighbourhoods of states in a very general way. For instance, we do not even require an underlying symmetric distance measure, so notions such as the work distance from \([8]\) are covered. Indeed, its generality stands out among other approaches to proximity in the literature.

a. Topology. By defining approximations through inflating homomorphisms, our definition is analogous to the notion of neighbourhoods in topology (see e.g. \([45]\)). However, the general structure of our approximation parameters \((\mathcal{E}, \leq)\), characterized by a partial order, allows us to formalize operational notions of proximity which do not constrain the underlying structure of the topology (such as a metric) but nonetheless provide structure on the neighborhoods. In the context of topology, one could also compare our approach to the concept of proximity spaces, which give a way of characterizing the nearness of sets \([46]\). However, this approach relies on a set of fairly restrictive axioms (such as symmetry), and as such seems less general than similar relations that follow from our approximation structures.

b. Rough sets. The approach that is probably most interesting to compare to our notion of approximation is given by the rough sets introduced by Pawlak \([47, 48]\). In this approach, sets are approximated by means of lower and upper approximations, which result from indistinguishability relations according to particular attributes. In our language, these attributes can be understood as lumpings, which correspond to a special case of our approximation homomorphisms, so that they induce equivalence classes of indiscernible objects according to the respective criteria. It would be interesting to generalize the ideas of lower and upper approximations for our definitions of approximation structures.

4. Resource theories

We have referred to previous work on resource theories throughout this paper. However, some recent generalizations of resource theories \([4–6]\) deserve a more detailed analysis.

a. Asymptotic reversibility. Ref. \([4]\) addresses the question of the asymptotic reversibility of a resource theory, showing that such reversibility follows from a maximal set of allowed transformations. It would be interesting to connect these ideas to our framework, and see if their result can be generalized beyond quantum resource theories. One could draw inspiration from their work to define conversion rates in our framework, and see how their expressions can be adapted to fit generalized resource theories. Another notable connection of \([4]\) to our paper lies in the set of free states: while in their work, convexity of the free resources is assumed, we derive it in Theorem 4.

b. Categorical approach. Recent works \([5, 6]\) present an approach connecting resource theories to category theory. These papers in general provide a very good introduction to the structure of resource theories as they have been studied to date, and the interested reader can find many references to related work therein. In particular, Section 10 of \([6]\) gives an excellent overview of previous research in the various areas connected to resource theories including linear logic and con-
structor theory. In fact, this paper discusses the various aspects of resource theories in detail and points out valuable links to related concepts within mathematics and wider research areas throughout, referring to von Neumann and Morgenstern in decision theory [49] and Lieb and Yngvason in the foundations of thermodynamics [50]. As we have also mentioned in the introduction, the approach in [4] differs from ours in that it does not treat knowledge and the subjectivity of an agent explicitly, and takes a bottom-up approach to subsystems and composition.

c. Abstract cryptography. In cryptography resource theories emerge naturally: constraints and subjectivity of agents are the name of the game, and always treated explicitly. The present work is heavily influenced by the ideas of abstract cryptography found in [51]. In this work, cryptographic constructions are phrased in terms of resource theories: for example, the one-time-pad encryption scheme can be seen as a transformation of an initial resource (an authenticated channel together with a secret key) into a target resource (a private channel). Furthermore, resources may be formulated by means of specifications. For example, an authenticated channel between two parties, Alice and Bob, may leak information to a third party, Eve. It is implicit in this notion that Alice and Bob do not know how much is leaked to Eve (for example, they cannot use the channel as a means to communicate with Eve). The idea of authenticated channel may therefore be modeled as the set of all channels between Alice and Bob with different levels of leakage to Eve—a specification.

C. Directions

With the basic framework set up, there is much to explore. Concepts in traditional resource theories like memories, catalysis, currencies or conversion rates should be generalized to our framework, where in particular one uses generalized notions of subsystems—this is the main subject of the upcoming Part II of this work. On the other hand, it would also be very interesting to explore monotones on the pre-order on the specification space, and see whether results from traditional resource theories (like the uniqueness of monotones [50, 52]) can be carried over to more general settings. Also, the framework itself leaves interesting directions open to explore further, such as to introduce a specification space of transformations. Finally, one could look at particular applications of our framework in more detail, such as the connection between microscopic and macroscopic thermodynamics or cryptographic settings. In the following we detail some of these directions.

1. Memories and catalysis

The concept of memories and catalysis in traditional resource theories relies heavily on the strict notion of subsystems. In traditional resource theories, a memory corresponds to a system that stores information, which can then be used to perform certain tasks more efficiently, like the erasure of another system that is correlated with the memory [53]. Since this notion uses the idea of subsystems, it will be interesting to reformulate results concerning memories in our framework — in particular, one can highlight which aspects of subsystems are sufficient for defining a memory.

Similarly, catalysis in traditional resource theories is the phenomenon that additional resources can help speed up, or make possible a process which otherwise would have been more costly or impossible. This concept is well-known in chemistry (for example, the reaction of hydrogen peroxide into water is facilitated by manganese dioxide), but has also received attention recently in quantum resource theories [8, 54–56]. Again, catalysis in traditional resource theories is defined in terms of an additional subsystem that is appended to the system in consideration; in our framework we can study which aspect of generalized subsystems is necessary to capture the concept of catalysis. In particular, catalysis induces an effective resource theory on the remaining systems (similarly to [6], where catalysis gives rise to a regularization); we make this idea precise in Part II of this work.

2. Composition and copies of local resources

Another concept central to traditional resource theories is the idea of composition and copies of local resources, which can then be used to define conversion rates between resources (see e.g. [4]). These concepts make heavy use of the traditional subsystem structure, where local resources can be combined with the tensor product to produce uncorrelated composite resources. In Part II of this work, we take a more operational approach that goes beyond the tensor product. For example, to compose two heat baths we could allow them to be slightly correlated, as long as these correlations are weak enough that they do not affect their joint behaviour. We are still able to find meaningful concepts of copies and conversion rates. One can then check if for familiar resource theories, asymptotic results like those of [4] could be recovered.
Once one has defined the notions of composition and copies of local resources, one can study the cost and yield of resources and resource transformations in terms of a “standard” resource, a currency. Such a currency allows to facilitate any resource transformation, given enough of it, and provides a useful means of quantifying the value of resources. This does not exist in all resource theories; however, many traditional resource theories are equipped with a currency. For example, in bipartite LOCC maximally entangled pairs of qubits form a currency, in noisy operations it would be pure qubits, and in thermodynamics we may quantify resources by means of energy stored in an explicit battery system. In Part II of this work, we formalize the notion of a currency in terms of generalized subsystems. We may then compare currencies that arise from copies of resources (such as pure or maximally entangled qubits) to those defined on one system (such as the energy of a battery). Finally, one can draw connections to monotones, conversion rates and reversibility, as well as to existing concepts such as the entropy meters in [57].

Another main direction for future work is to classify more explicitly the pre-order on specification space that is induced from a resource theory. The general question of whether or not an arbitrary transformation $V \rightarrow W$ is possible can be very hard. Hence, we should look for ways to answer this question in special cases, for instance by finding monotones. There are two steps to approach this issue: the first would be to exploit that some specifications have a concise description, and such descriptions can be reached from any specification by means of coarse-graining. In this context, it would be interesting to explore the ideas of lower and upper approximations introduced in the works on rough sets [47, 48]. The second important step is that monotones along the pre-order that are known for traditional resource theories should be extended to specifications. If this is not possible directly, still lower and upper bounds to monotones could be found in terms of state space monotones. In some explicit cases, where the pre-order on state space is fully known and characterized, for example through majorization, a corresponding analogue for specification spaces could be identified.

Another straightforward extension of our framework would be to consider specification spaces of allowed transformations, as well as formalizing approximation structures and embeddings on the level of transformations. A specification space of transformations $S^T$ would correspond to coarse-graining, or operationally, to uncertainty over which transformation exactly has been applied, for example after applying process tomography. Mathematically, a specification of transformations would itself act as a homomorphism, that is, for $F = \{f,g\}, f,g \in T$ we shall demand that it acts as $F(V) = f(V) \cup g(V)$. Embeddings of transformations have been implicitly treated in the context of restricted and local resource theories. More generally, this could be done via embeddings on $S^T$. Lastly, we may set up approximation structures on $S^T$ that reflect approximation structures on $S^Ω$, such that for instance $f^ε(V) = f(V^ε)$, or $f(V) = W \Rightarrow f^ε(V) = W^ε$. When exploring these concepts, one should look for general duality between resources and transformations, that is conditions under which statements about specifications of transformations might be reduced to statements about resources.

Finally, it remains to look at particular applications of our generalized framework where our results yield further insight. One example would be to study in more detail the connection between macroscopic thermodynamics and microscopic models such as classical statistical mechanics or noisy and thermal operations through embeddings, and see if this link can be made formal. In this context, one should formalize the insight that specification spaces make the equal a priori probability postulate for the microcanonical ensemble in statistical mechanics obsolete. Another option is to explore applications to cryptography and information security in general, where our framework could be used to relate the knowledge of adversarial agents.

While resource theories may be purely operational frameworks, they can reveal fundamental aspects of the underlying physical theory. For example, the task of deriving quantum theory from a set of axioms [58–60] is naturally cast in terms of a resource theory formalism. This may be done by starting from a general framework for probabilistic
theories, where resources are sets of black boxes characterized by inputs, outputs and probability distributions (expressing things like state preparation, a physical transformation or measurement statistics), and transformations correspond to different ways of connecting inputs and outputs of those boxes (for example by preparing two local states and then performing a joint measurement). One then imposes subsequent operational constraints on both resources and allowed transformations (based on things like non-signalling, local tomography, no-cloning, or familiar macroscopic behaviour) until the resulting resource theory singles out quantum theory. It would be interesting to extend this approach beyond probabilistic theories, by using specifications to describe arbitrary resources.
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Appendix A: Basics of algebra and order theory, general statements

In this appendix we review standard notions from algebra and order theory, and introduce a few general concepts and results of our own.

1. Algebraic structures

**Definition A.1** (Basic algebraic structures). A pair \((S, \cdot)\) composed of a set \(S\) and a binary operation \(\cdot : S \times S \rightarrow S\) is:

- a magma if \(S\) is closed under \(\cdot\), \(x \cdot y \in S\), for all \(x, y \in S\);
- a semigroup if it is an associative magma, \(x \cdot (y \cdot z) = (x \cdot y) \cdot z\), for all \(x, y, z \in S\);
- a band if it is an idempotent semigroup, \(x \cdot x = x\), for all \(x \in S\);
- a monoid if it is a semigroup with an identity element \(1 \in S\), \(1 \cdot x = x \cdot 1 = x\), for all \(x, y, z \in S\);
- a group if it is a monoid in which every element \(x \in S\) has an inverse \(x^{-1} \in S\), such that \(x^{-1} \cdot x = x \cdot x^{-1} = 1\).

**Definition A.2** (Submonoids). Let \((S, \cdot)\) be a monoid. A submonoid of \(S\) is a subset \(A \subseteq S\) such that \((A, \cdot)\) is a monoid. If \(\{1\} \subseteq A \subseteq S\) we say that it is a proper submonoid; otherwise it is a trivial submonoid.

The above definition applies analogously to more complex algebraic structures, like groups.

**Lemma A.3.** Let \((S, \cdot)\) be a monoid, and \((A, \cdot)\) and \((B, \cdot)\) be two submonoids of \((S, \cdot)\). Then \((A \cap B, \cdot)\) is also a submonoid of \((S, \cdot)\).

**Proof.** As the identity is element of both \(A\) and \(B\), it is also in \(A \cap B\). It is left to show that if \(a, b \in A \cap B\), then also \(a \cdot b \in A \cap B\). But since \(a, b\) are elements of both \(A\) and \(B\), and \((A, \cdot)\) and \((B, \cdot)\) are monoids, also \(a \cdot b \in A\) and \(a \cdot b \in B\). Hence \(a \cdot b \in A \cap B\).

**Definition A.4** (Monoid homomorphisms). Let \((S, \cdot)\) and \((T, \star)\) be two monoids with identities \(1_S\) and \(1_T\) respectively. A map \(f\) from \(S\) to \(T\) is a monoid homomorphism if \(f(a \cdot b) = f(a) \star f(b)\) and \(f(1_S) = 1_T\). If in addition \(f\) is bijective, then \(f\) is called a monoid isomorphism, and the two monoids are said to be isomorphic.

2. Order structures

**Definition A.5** (Pre and partial orders). A preorder \(\leq\) on a set \(S\) is a is a binary relation between elements of \(S\) that is reflexive \((x \leq x)\) and transitive \((x \leq y \land y \leq z \implies x \leq z)\).

A partial order \(\leq\) is a an antisymmetric preorder \((x \leq y \land y \leq x \implies x = y)\). We call the structure \((S, \leq)\) a partially ordered set, or poset.

A strict partial order \(<\) is a binary relation that is irreflexive, antisymmetric (if \(x < y\) holds, then \(y < x\) doesn’t) and transitive. It may always be built from any partial order \(\leq\) by excluding reflexivity (we define it as \(x < y : x \leq y\) and \(x \neq y\)).

The dual relations \(\geq\) and \(>\) are built from \(\leq\) and \(<\) respectively analogously \((x \geq y \Leftrightarrow y \leq x)\).

Now we introduce terminology for relations between elements of a poset, as well as special elements and subsets. For intuitive examples, see Figs. 1 and A2.
Definition A.6 (Relations between elements of a poset). Let \((S, \leq)\) be a poset. Two elements \(x, y \in S\) are said comparable if either \(x \leq y\) or \(y \leq x\).

If all elements of \(S\) are comparable, then \(\leq\) is a total order. A chain is a totally ordered subset of \(S\). Let \(X \subseteq S\) be a subset of \(S\). We say that an element \(y \in S\) is:

- an upper bound of \(X\), \(y \geq X\), if \(x \leq y\), for all \(x \in X\);
- a lower bound of \(X\), \(y \leq X\), if \(y \leq x\), for all \(x \in X\);
- the join of \(X\), \(y = \vee X\), if it is the least upper bound of \(X\), that is, \(y \geq X\) and \(y \leq z\), for all \(z \geq X\);
- the meet of \(X\), \(y = \wedge X\), if it is the greatest lower bound of \(X\), that is, \(y \leq X\) and \(y \geq z\), for all \(z \leq X\);
- the top or greatest element of \(S\), \(y = 1\), if \(y \geq S\);
- the bottom or least element of \(S\), \(y = 0\), if \(y \leq S\).
FIG. 2. **Upper and lower sets, ideals and filters.** In each example, the subset $X$ of a poset is indicated by orange elements and blue background. On the top left, $X$ is an upper set, given that $X = \uparrow X$. Note however that $X$ is not filtered, as not every subset of $X$ has a lower-bound in $X$. To obtain a filter (bottom right), we add an element to $X$. Now $X$ is a principal filter, because it has a maximum element (in this case, the top of the poset). Similarly, on the top right we have a lower set ($X = \downarrow X$) which is not directed, because not all of its subsets have an upper bound in $X$. This is fixed in the bottom right diagram, with the addition of an element. Note that the resulting ideal is not principal, because it lacks a minimum element.

**Definition A.7** (Labeling subsets of a poset). Let $S$ be a poset and $X \subseteq S$ a non-empty subset. We define:

- $\uparrow X = \bigcup_{x \in X} \{y \in S : y \geq x\}$;
- $\downarrow X = \bigcup_{x \in X} \{y \in S : y \leq x\}$.

We say that $X$ is

- an **upper set** if $X = \uparrow X$;
- a **lower set** if $X = \downarrow X$;
- **directed** if every finite subset of $X$ has an upper bound in $X$;
- **filtered** if every finite subset of $X$ has a lower bound in $X$;
- an **ideal** if $X$ is a directed lower set;
- a **filter** if $X$ is a filtered upper set;
- a **principal** ideal if $X$ is an ideal and has a maximum element;
- a **principal** filter if $X$ is a filter and has a minimum element.

**Remark A.8.** Let $S$ be a poset and $X \subseteq S$ a non-empty subset. 

The set of upper bounds of $X$ is given by $\bigcap_{x \in X} \uparrow \{x\}$. If the join of $X$ exists, then this equals $\uparrow (\sqcup X)$. Analogously, the set of lower bounds of $X$ is $\bigcap_{x \in X} \downarrow \{x\}$. If the meet of $X$ exists, this equals $\downarrow (\sqcap X)$. 
**Definition A.9** (Lattices and semilattices). A poset \((S, \leq)\) is

- a **join-semilattice** if all finite non-empty subsets \(X \subseteq S\) have a join in \(S\);
- a **meet-semilattice** if all finite non-empty subsets \(X \subseteq S\) have a meet in \(S\);
- a **lattice** if it is both a join- and a meet-semilattice;
- a **bounded lattice** if it is a lattice with both a top and a bottom;
- a **complete** semilattice or lattice if the above applies to all non-empty subsets of \(S\), not only to finite ones.

**Remark A.10.** Lattices and semilattices define algebraic structures:

- A **join-semilattice** \((S, \leq)\) defines a commutative band \((S, \lor)\) with the binary join operation, \(x \lor y := \lor \{x, y\}\). The two definitions are related as 
  \[ x \leq y \iff x \lor y = y. \]

- A **meet-semilattice** \((S, \leq)\) defines a commutative band \((S, \land)\) with the binary meet operation, \(x \land y := \land \{x, y\}\). The two definitions are related as 
  \[ x \leq y \iff x \land y = x. \]

- A **lattice** \((S, \leq)\) defines a structure \((S, \lor, \land)\) with two associative, commutative, idempotent operations, linked by the absorption law, \(x \land (x \lor y) = x \lor (x \land y) = x\). We call such structures... lattices.

- A **bounded lattice** \((S, \leq)\) with top 1 and bottom 0 forms an algebraic lattice \((S, \lor, \land, 1, 0)\) where 1 is the identity element for \(\land\) (and absorbing for \(\lor\)), and 0 is the identity element for \(\lor\) (and absorbing for \(\land\)).

**Example A.11.** The power set \(2^\Omega\) of any set \(\Omega\) is the set of all subsets of \(\Omega\). If we order it by inclusion, \((2^\Omega, \subseteq)\), it forms a complete lattice, \((2^\Omega, \cup, \cap)\). The join is given by set union, and the meet by set intersection. The top is \(\Omega\) (which acts like an identity towards \(\cap\) and like the absorbing element towards \(\cup\)) and the bottom is the empty set (vice-versa).

### 3. Functions in order theory

**Definition A.12** (Functions between posets). Let \((S, \leq), (T, \leq)\) be two posets. A function \(f : S \to T\) is said to be

- **order-preserving** if \(x \leq y \implies f(x) \leq f(y)\);
- **order-reflecting** if \(f(x) \leq f(y) \implies x \leq y\);
- **order-embedding** if it is both order-preserving and order-reflecting, \(x \leq y \iff f(x) \leq f(y)\);
- an **order isomorphism** if it is a bijective order-embedding function, in which case we say that the two posets are isomorphic, and finally
- if \(S = T\), we say that \(f\) is **inflating** if \(x \leq f(x)\) and **deflating** if \(f(x) \leq x\), for all \(x\).

**Remark A.13.** Order-reflecting functions, and in particular embeddings, are injective, given that \(f(x) = f(y) \implies x \leq y \land y \leq x \iff x = y\).
Definition A.14 (Semilattice homomorphisms and quasi-homomorphisms). Let \((S, \lor), (T, \lor)\) be two join-semilattices. A homomorphism between the two is a function \(f : S \to T\) that preserves binary joins,
\[
f(x \lor y) = f(x) \lor f(y),
\]
for all \(x, y \in S\). The same goes for meet-semilattices, with \(\land\) replacing \(\lor\). For complete semilattices, we demand that
\[
f(\lor X) = \bigvee_{x \in X} f(x),
\]
for any subset \(X \subseteq S\). An semilattice endomorphism is an semilattice homomorphism from a semilattice to itself. An semilattice isomorphism is a surjective semilattice homomorphism.

A join-semilattice quasi-homomorphism is a function \(f : S \to T\) such that
\[
f(V \lor W) \geq f(V) \lor f(W).
\]
A join-semilattice quasi-endomorphism is a quasi-homomorphism from a join-semilattice to itself.

Remark A.15. Homomorphisms of join-semilattices are in particular quasi-homomorphisms.

Lemma A.16. Quasi-homomorphisms of join-semilattices are order-preserving functions.

Proof. Let \((S, \leq), (T, \preceq)\) be two join-semilattices, and \(f : S \to T\) be a quasi-homomorphism. Let \(x \leq y \in S\). Recall that according to the definition of algebraic join-semilattices, \(x \leq y \iff x \lor y = y\). We have
\[
f(x) \leq f(x) \lor f(y) \leq f(x \lor y) = f(y).
\]

Corollary A.17. Let \((S, \leq), (T, \preceq)\) be two join-semilattices, and \(f : S \to T\) be a quasi-homomorphism. Let \(x, y \in S\). If \(x \leq y\), then \(f(x) \lor f(y) = f(x \lor y)\).

Proof. Since \(f\) is order-preserving,
\[
x \leq y \implies f(x) \leq f(y) \iff f(x) \lor f(y) = f(y) = f(x \lor y).
\]

Definition A.18 (Lumping). Let \((S, \leq)\) be a join-semilattice. A map \(\text{Lump} : S \to S\) is called a lumping if it is an idempotent inflating endomorphism. If it is an idempotent inflating quasi-endomorphism, we call it a quasi-lumping.

4. Galois connections

Definition A.19 (Galois connection). Let \((S, \leq), (T, \preceq)\) be two posets. A (antitone) Galois connection between them is a set of two functions, \(g : S \to T\) and \(h : T \to S\) such that
\[
y \leq g(x) \iff h(y) \leq x,
\]
for all \(x \in S, y \in T\). The functions \(g\) an \(h\) are adjoints. The composition \(h \circ g : S \to S\) is called the associated closure operator, while \(g \circ h : T \to T\) is the associated kernel operator.

If \(h \circ g = \mathbb{1}_S\), we say that the connection is a Galois insertion of \(S\) in \(T\). In that case, we denote by \(\text{Lump}\) the kernel operator, \(\text{Lump} := g \circ h : T \to T\).

Remark A.20. If \((g, h)\) is a Galois connection between \((S, \leq)\) and \((T, \preceq)\), then
- \(h, g, h \circ g\) and \(g \circ h\) are order-preserving;
- \(h \circ g\) and \(g \circ h\) are idempotent;
• $h \circ g(x) \leq x$, and $g \circ h(y) \geq y$, for all $x \in S$ and $y \in T$.

Lemma A.21. In a Galois insertion, $h$ is surjective.

Proof. In a Galois insertion of $T$ in $S$, $h(g(x)) = x$ for all $x \in T$. Hence for any $x \in T$, there exists an element $y$ in the domain $S$ of $h$ such that $h(y) = x$, namely $y = g(x)$. \qed

Remark A.22 (Composition of Galois connections). If $(g_1, h_1)$ is a Galois connection between $(R, \leq)$ and $(S, \leq)$ and $(g_2, h_2)$ is a Galois connection between $(S, \leq)$ and $(T, \leq)$, then the composition $(g_2 \circ g_1, h_1 \circ h_2)$ is a Galois connection between $(R, \leq)$ and $(T, \leq)$. If they were both Galois insertions, then the composed connection is also a Galois insertion.

5. Quotient spaces

Definition A.23 (Quotient spaces). Let $S$ be a set. An equivalence relation $\sim$ is a binary relation that is reflexive, transitive and symmetric. Equivalence classes induced by an equivalence relation are the sets $[x] := \{y \in S : x \sim y\}$. The quotient space of $S$ under the equivalence relation $\sim$ is defined as the set of all equivalence classes,

$$S/\sim := \{[x], x \in S\}.$$

Definition A.24 (Induced equivalent relations). Let $(S, \leq)$ and $(T, \leq)$ be two join-semilattices and $f : S \to T$ a semilattice order-homomorphism. We define the binary relation induced by $f$ as

$$x \sim y : f(x) = f(y).$$

Lemma A.25. Let $(S, \leq)$ be a complete join-semilattice and Lump a quasi-lumping in $S$. The relation $\sim$ induced by Lump has the following properties:

1. $\sim$ is an equivalence relation.
2. $[\text{Lump}(x)] = [x]$.
3. If $x \sim y$, then $\text{Lump}(x) \lor y = \text{Lump}(x)$; more generally $\bigvee_{y \in [x]} y = \text{Lump}(x)$.

If, in addition, Lump is an endomorphism (and therefore a lumping), then the following properties also hold:

1. $\sim$ is cumulative: $x \sim y \implies x \sim x \lor y$.
2. If $x \sim y$ and $w \sim z$, then $x \lor w \sim y \lor z$.

Proof. For quasi-endomorphisms, we have:

1. $\sim$ is an equivalence relation (reflexive, symmetric and transitive), because = is itself an equivalence relation.
2. Follows from idempotence of Lump: $\text{Lump}(\text{Lump}(x)) = \text{Lump}(x)$.
3. Follows from the facts that $\text{Lump}(x) \in [x]$ and Lump is inflating, $\text{Lump}(x) = \text{Lump}(y) \geq y$.

For endomorphisms, we have in addition:

1. $\sim$ is cumulative, because Lump is a homomorphism. Indeed, let $x \sim y \iff \text{Lump}(x) = \text{Lump}(y)$. Then $\text{Lump}(x \lor y) = \text{Lump}(x) \lor \text{Lump}(y) = \text{Lump}(x) \lor \text{Lump}(x) = \text{Lump}(x)$. In other words, $x \sim x \lor y$.
2. Since Lump is a homomorphism and $x \sim y$ as well as $w \sim z$, $\text{Lump}(x \lor w) = \text{Lump}(x) \lor \text{Lump}(w) = \text{Lump}(y) \lor \text{Lump}(z) = \text{Lump}(y \lor z)$. \qed
As we will see, these induced equivalence classes are useful to create Galois insertions. The following lemma tell us that we can always build such classes starting from any set of homomorphisms.

**Lemma A.26** (Lumping generated by homomorphisms). Let \((S, \leq)\) and \((T, \leq)\) be two join semilatices and \(f : S \to T\) a semilattice homomorphism. Then the map

\[
\text{Lump}_f : S \to S \\
x \mapsto \bigvee \{ y : f(x) = f(y) \}
\]

is a lumping. More generally, if \(A\) is a set of homomorphisms \(\{ f_A : S \to T \}_f \), then

\[
\text{Lump}_A : S \to S \\
x \mapsto \bigvee_{f_A \in A} \text{Lump}_{f_A}(x)
\]

is a lumping.

**Proof.** To see that \(\text{Lump}_A\) is inflating, note that \(x \in \{ y : f_A(x) = f_A(y) \}\), so \(x \leq \text{Lump}_{f_A} \leq \text{Lump}_A\). To see that \(\text{Lump}_{f_A}\) is an endomorphism, note that

\[
\text{Lump}_f(x \lor z) = \bigvee \{ y : f(x \lor z) = f(y) \}
\]

\[
= \bigvee \{ y : f(x) \lor f(z) = f(y) \}
\]

\[
= \left( \bigvee \{ y : f(x) = f(y) \} \right) \lor \left( \bigvee \{ y : f(z) = f(y) \} \right)
\]

\[
= \text{Lump}_f(x) \lor \text{Lump}_f(z),
\]

and from this it follows that \(\text{Lump}_A\) is also an endomorphism, because

\[
\text{Lump}_A(x \lor z) = \bigvee_{f_A \in A} \text{Lump}_{f_A}(x \lor z)
\]

\[
= \bigvee_{f_A \in A} \text{Lump}_{f_A}(x) \lor \text{Lump}_{f_A}(z)
\]

\[
= \left( \bigvee_{f_A \in A} \text{Lump}_{f_A}(x) \right) \lor \left( \bigvee_{f_A \in A} \text{Lump}_{f_A}(z) \right)
\]

\[
= \text{Lump}_A(x) \lor \text{Lump}_A(z).
\]

Finally, to show that \(\text{Lump}\) is idempotent, we use the fact that \(\text{Lump}_f\) is an endomorphism,

\[
\text{Lump}_f \circ \text{Lump}_f(x) = \text{Lump}_f \left( \bigvee \{ y : f(x) = f(y) \} \right)
\]

\[
= \bigvee_{y : f(x) = f(y)} \text{Lump}_f(y)
\]

\[
= \bigvee_{y : f(x) = f(y)} \bigvee \{ z : f(y) = f(z) \}
\]

\[
= \bigvee \{ z : f(x) = f(z) \} = \text{Lump}_f(x).
\]

\[\square\]

The following proposition tell us that every lumping induces a Galois insertion. We will use this idea to define intensive embeddings and probabilistic equivalence.
Proposition A.27 (Galois insertion induced by a lumping). Let \((S, \leq)\) be a complete join-semilattice, let \(\text{Lump}\) be a lumping in \(S\), and \(\sim\) the equivalence relation induced by \(\text{Lump}\). Then there is a Galois insertion of \(S/\sim\) in \(S\) defined by the pair \((g, h)\), where

\[
g : \ S/\sim \to S
\]

\[
x \mapsto \bigvee_{y \in [x]} y,
\]

\[
h : \ S \to S/\sim
\]

\[
x \mapsto [x].
\]

Also, \((S/\sim, \preceq)\) is a join-semilattice with the induced partial order

\[
[y] \preceq [x] : g([y]) \leq g([x]),
\]

and the join operation

\[
x \lor [y] := h(g([x]) \lor g([y])).
\]

Furthermore, \(\text{Lump} = g \circ h\), both \(g\) and \(h\) are semilattice homomorphisms, and \(g\) is an order embedding of \(S/\sim\) in \(S\).

**Proof.** Before we begin, observe that

\[
g([x]) = g([y]) \iff \bigvee_{x' \in [x]} x' = \bigvee_{y' \in [y]} y' \iff f(x) = f(y) \iff [x] = [y].
\]

Also note that by definition, any element of \(S/\sim\) can be written as \([x]\) for some \(x \in S\).

First we show that \(h \circ g\) is the identity in \(S/\sim\) and that \(g \circ h = \text{Lump}\).

1. To show that \(g \circ h = \text{Lump}\), we use the fact that \(\text{Lump}\) is inflating, \(g \circ h(x) = g([x]) = \bigvee_{y \in [x]} y = \text{Lump}(x)\) (Lemma A.25).

2. We now have \(h \circ g([x]) = h(\text{Lump}(x)) = [x]\).

Now we show that \((S/\sim, \preceq)\) is a poset:

1. \(\preceq\) is reflexive by definition: \(g([x]) \leq g([x]) \iff [x] \preceq [x]\).

2. Transitivity of \(\preceq\) follows from transitivity of \(\leq\),

\[
g([x]) \leq g([y]) \text{ and } g([y]) \leq g([z]) \implies g([x]) \leq g([z]) \iff [x] \preceq [y] \text{ and } [y] \preceq [z] \implies [x] \preceq [z].
\]

3. \(\preceq\) is antisymmetric:

\[
[x] \preceq [y] \text{ and } [y] \preceq [x] \iff g([x]) \leq g([y]) \text{ and } g([y]) \leq g([x]) \iff g([x]) = g([y]) \iff [x] = [y].
\]

Note that \(g\) is an order embedding by definition of the partial order in the reduced space. Now we show that \(\preceq\) and \(\lor\) are related in the usual way. Before we do it, note that \([x] \lor [y] = h(g([x]) \lor g([y]))\) is well-defined, because \(S\) is a join-semilattice.

1. First we show that \([x] \preceq [y] \implies [x] \lor [y] = [y]\). We have

\[
[x] \preceq [y] \iff g([x]) \leq g([y])
\]

\[
[S \text{ join-semilattice}] \iff g([x]) \lor g([y]) = g([y])
\]

\[
[h \circ g \text{ identity, definition of } \lor] \iff [x] \lor [y] = [y].
\]
2. Now we show that \([x] \lor [y] = [y] \implies [x] \leq [y]\). We have

\[
[x] \lor [y] = [y] \iff h(g([x]) \lor g([y])) = [y] \\
\implies g \circ h(g([x]) \lor g([y])) = g([y]) \\
\iff \text{Lump}(g([x]) \lor g([y])) = g([y]) \\
\begin{array}{|c|}
\hline
\text{Lump inflating} \\
\begin{array}{c}
\implies g([x]) \lor g([y]) \leq g([y]) \\
\implies g([x]) \leq g([y]) \\
\iff [x] \leq [y].
\end{array}
\end{array}
\]

Now we show that \(g\) and \(h\) are homomorphisms.

1. First we show that \(h\) is a homomorphism. We have

\[
h(x) \lor h(y) = h(g(h(x)) \lor g(h(y))) \\
\text{[Lump = } g \circ h] = h(\text{Lump}(x) \lor \text{Lump}(y)) \\
\text{[Lump homomorphism] = } h(\text{Lump}(x \lor y)) \\
= h \circ g \circ h(x \lor y) \\
\text{[h \circ g identity] = } h(x \lor y).
\]

2. Now we prove that \(g\) is a homomorphism. We have

\[
g([x]) \lor g([y]) = \text{Lump}(x) \lor \text{Lump}(y) \\
\text{[Lump homomorphism] = } \text{Lump}(x \lor y) \\
= g \circ h(x \lor y) \\
\text{[h homomorphism] = } g([x] \lor [y]).
\]

To prove that \((g, h)\) is a Galois insertion, it remains to show that it is a Galois connection:

1. First we show that \([y] \leq [x] \implies y \leq g([x])\). We have that \([y] \leq [x] \iff g([y]) \leq g([x]),\) so we just need to show that \(y \leq g([y]).\) This comes directly from the definition of join in the semilattice \(S\).

2. Now we show \(y \leq g([x]) \implies [y] \leq [x].\) We have

\[
y \leq g([x]) \iff y \lor g([x]) = g([x]) \\
\implies h(y \lor g([x])) = h(g([x])) \\
\text{[h homomorphism] \iff } h(y) \lor h(g([x])) = h(g([x])) \\
\text{[h \circ g identity] \iff } [y] \lor [x] = [x] \\
\iff [y] \leq [x].
\]

Note also that, since the two posets are related by a Galois insertion, if \([x] \lor [y]\) were not a least upper bound for \([x]\) and \([y],\) then \(g([x]) \lor g([y])\) would not be a least upper bound to \(g([x])\) and \(g([y]),\) leading to a contradiction.

We obtain an analogous result if instead of a homomorphism we have a quasi-homomorphism. The proof is identical, and we include it here for completeness.
Proposition A.28 (Galois connection induced by a quasi-lumping). Let \((S, \leq)\) be a complete join-semilattice, let Lump be a quasi-lumping in \(S\), which induces an equivalence relation \(\sim\) that is cumulative. Then there is a Galois insertion of \(S/\sim\) in \(S\) defined by the pair \((g, h)\), where

\[
g : \quad S/\sim \to S \\
x \mapsto \bigvee_{y \in [x]} y.
\]

Also, \((S/\sim, \leq)\) is a join-semilattice with the induced partial order

\[
[y] \leq [x] : \quad g([y]) \leq g([x]),
\]

and the join operation

\[
[x] \vee [y] := h(g([x]) \vee g([y])).
\]

Furthermore, Lump = \(g \circ h\), \(g\) is an order-embedding semilattice quasi-homomorphism, and \(h\) is an (order-preserving) quasi-homomorphism.

Proof. Before we begin, observe that

\[
g([x]) = g([y]) \iff \bigvee_{x' \in [x]} x' = \bigvee_{y' \in [y]} y' \iff \text{Lump}(x) = \text{Lump}(y) \iff [x] = [y]
\]

because we assumed that \(\sim\) is cumulative. Also note that by definition, any element of \(S/\sim\) can be written as \([x]\) for some \(x \in S\).

First we show that \(h \circ g\) is the identity in \(S/\sim\) and that \(g \circ h = \text{Lump}\).

1. To show that \(g \circ h = \text{Lump}\), we use the fact that Lump is inflating, \(g \circ h(x) = g([x]) = \bigvee_{y \in [x]} y = \text{Lump}(x)\) (Lemma A.25).

2. We now have \(h \circ g([x]) = h(\text{Lump}(x)) = [x]\).

Now we show that \((S/\sim, \leq)\) is a poset:

1. \(\leq\) is reflexive by definition: \(g([x]) \leq g([x]) \iff [x] \leq [x]\).

2. Transitivity of \(\leq\) follows from transitivity of \(\leq\),

\[
g([x]) \leq g([y]) \quad \text{and} \quad g([y]) \leq g([z]) \quad \implies \quad g([x]) \leq g([z])
\]

\[
\iff [x] \leq [y] \quad \text{and} \quad [y] \leq [z] \implies [x] \leq [z].
\]

3. \(\leq\) is antisymmetric:

\[
[x] \leq [y] \quad \text{and} \quad [y] \leq [x] \quad \iff \quad g([x]) \leq g([y]) \quad \text{and} \quad g([y]) \leq g([x])
\]

\[
\iff g([x]) = g([y]) \quad \iff \quad [x] = [y].
\]

Note that \(g\) is an order embedding by definition of the partial order in the reduced space. Now we show that \(\leq\) and \(\vee\) are related in the usual way. Before we do it, note that \([x] \vee [y] = h(g([x]) \vee g([y]))\) is well-defined, because \(S\) is a join-semilattice.

1. First we show that \([x] \leq [y]\) \implies \([x] \vee [y] = [y]\). We have

\[
[x] \leq [y] \iff g([x]) \leq g([y])
\]

\[
[S \text{ join-semilattice}] \iff g([x]) \vee g([y]) = g([y])
\]

\[
\implies h(g([x]) \vee g([y])) = h(g([y]))
\]

\[
[h \circ g \text{ identity, definition of } \vee] \iff [x] \vee [y] = [y].
\]
2. Now we show that \([x] \vee [y] = [y] \iff [x] \leq [y]\). We have
\[
[x] \vee [y] = [y] \iff h(g([x]) \vee g([y])) = [y]
\]
\[
\iff g \circ h(g([x]) \vee g([y])) = g([y])
\]
\[
\iff \text{Lump}(g([x]) \vee g([y])) = g([y])
\]
\[
\text{[Lump inflating]} \implies g([x]) \vee g([y]) \leq g([y])
\]
\[
\implies g([x]) \leq g([y])
\]
\[
\iff [x] \leq [y].
\]

Now we show that \(h\) is an order-preserving quasi-homomorphism and that \(g\) is a quasi-homomorphism (which as we noticed before is actually order-embedding).

1. First we show that \(h\) is order-preserving. To see that this has to be the case, note that Lump is order-preserving because it is a semilattice quasi-homomorphism. Since \(g\) is an order-embedding, now also \(h\) has to be order-preserving since Lump = \(g \circ h\).

2. Then we show that since \(h\) is order-preserving, \(h\) is a quasi-homomorphism. We have
\[
h(x) \vee h(y) = h(g(h(x)) \vee g(h(y)))
\]
\[
\text{[Lump = } g \circ h] = h(\text{Lump}(x) \vee \text{Lump}(y))
\]
\[
\text{[Lump quasi-homomorphism, } h \text{ order-preserving]} \leq h(\text{Lump}(x \vee y))
\]
\[
= h \circ g \circ h(x \vee y)
\]
\[
\text{[h \circ g identity]} = h(x \vee y).
\]

3. Now we prove that \(g\) is a quasi-homomorphism. We have
\[
g([x]) \vee g([y]) = \text{Lump}(g([x])) \vee \text{Lump}(g([y]))
\]
\[
\text{[Lump quasi-homomorphism]} \leq \text{Lump}(g([x]) \vee g([y]))
\]
\[
= g(h(g([x]) \vee g([y])))
\]
\[
= g([x] \vee [y]).
\]

To prove that \((g, h)\) is a Galois insertion, it remains to show that it is a Galois connection:

1. First we show that \([y] \leq [x] \implies y \leq g([x])\). We have that \([y] \leq [x] \iff g([y]) \leq g([x])\), so we just need to show that \(y \leq g([y])\). This comes directly from the definition of join in the semilattice \(S\).

2. Now we show \(y \leq g([x]) \implies [y] \leq [x]\). We have
\[
y \leq g([x]) \iff y \vee g([x]) = g([x])
\]
\[
\implies h(y \vee g([x])) = h(g([x]))
\]
\[
\text{[h quasi-homomorphism]} \implies h(y) \vee h(g([x])) \leq h(g([x]))
\]
\[
\text{[h \circ g identity]} \iff [y] \vee [x] \leq [x]
\]
\[
[= \text{ follows as } \geq \text{ trivial]} \iff [y] \leq [x].
\]

Note also that, since the two posets are related by a Galois insertion, if \([x] \vee [y]\) were not a least upper bound for \([x]\) and \([y]\), then \(g([x]) \vee g([y])\) would not be a least upper bound to \(g([x])\) and \(g([y])\), leading to a contradiction. 

6. Commutant and bicommutant

The notions in this section will be used to find modularity of transformations in terms of commutativity relations in Appendix D. The semigroup considered will then be the monoid of transformations.
Definition A.29 (Commutant and bicommutant). Let \((S, \cdot)\) be a semigroup. We say that \(a\) and \(b\) ∈ \(S\) commute if \(a \cdot b = b \cdot a\). We say that two subsets \(A\) and \(B\) of \(S\) commute if every two elements \(a \in A, b \in B\) commute. The commutant of a subset \(A \subseteq S\) is the set of all elements that commute with \(A\); we denote it \(\overline{A}\). The bicommutant or completion of \(A\), denoted \(\overline{\overline{A}}\), is the commutant of the commutant of \(A\). If \(\overline{\overline{A}} = A\), we say that \(A\) is complete.

Lemma A.30. Let \((S, \cdot)\) be a semigroup. Then the following properties hold for all subsets \(A, B \subseteq S\):

1. \(A \subseteq \overline{A}\);
2. if \(A \subseteq B\), then \(B \subseteq \overline{A}\);
3. if \(A = \overline{A}\), then \(A\) is complete;
4. \(\overline{\overline{A}} = A\) is complete; as a corollary, \(\overline{A}\) is complete;
5. \(\overline{A \cap B} = \overline{A} \cup \overline{B}\);
6. \(\overline{A \cup B} \subseteq \overline{A \cap B}\);
7. if \(A\) and \(B\) are complete, then \(A \cap B\) is complete.

Proof. 1. Every \(a \in A\) commutes with \(\overline{A}\), so \(a \in \overline{A}\).
2. Every element \(b \in \overline{B}\) commutes with \(B\), and in particular with \(A\), therefore \(b \in \overline{A}\).
3. \(\overline{\overline{A}} = \overline{A} = \overline{\overline{A}}\);
4. First we use property 1, with \(A = C\). We obtain \(\overline{C} \subseteq \overline{\overline{C}}\). Then we use property 2, taking \(A = C\) and \(B = \overline{C}\). We obtain \(\overline{C} \subseteq \overline{\overline{C}}\).
5. \(\overline{A \cap B} = \{y : ay = ya, \forall a \in A\} \cap \{y : by = yb, \forall b \in B\} = \{y : ay = ya, \forall a \in A \cup B\} = \overline{A} \cup \overline{B}\);
6. Using the second property, \(A, B \supseteq A \cap B \implies \overline{A}, \overline{B} \subseteq \overline{A \cap B} \implies \overline{A \cap B} \subseteq \overline{A} \cup \overline{B}\);
7. Using property 5, we have \(A \cap B = \overline{A} \cap \overline{B} = \overline{A \cap \overline{B}}\), which is complete by property 4. \(\square\)
Appendix B: Resource theories

1. General definitions and remarks

**Definition B.1** (Equality of maps). Let \( f \) and \( g \) be two maps defined in a specification space \( S^\Omega \). We say that \( f = g \) if \( f(W) = g(W) \), for all \( W \in S^\Omega \).

**Remark B.2.** If both \( f \) and \( g \) are order homomorphisms, it suffices to demand \( f(\omega) = g(\omega) \), for all \( \omega \in \Omega \).

2. Proofs of claims from the main text

Given a set of allowed transformations, we can analyse the structure that they induce in our specification space. We show that \( \rightarrow \) is a pre-order: \( V \rightarrow V \) and, if \( V \rightarrow W \) and \( W \rightarrow Z \), then \( V \rightarrow Z \).

**Proposition B.3** (Pre-order in resource theories). Let \(( S^\Omega, T )\) be a resource theory. The relation \( \rightarrow \) is a pre-order in \( S^\Omega \).

**Proof.** We have to show that \( \rightarrow \) is reflexive and transitive. These properties hold because \( T \) is a monoid. Firstly, \( T \) has an identity element \( 1 \in T : 1(W) = W, \forall W \in S^\Omega \), and therefore \( W \rightarrow W \). Secondly, \( T \) is closed under composition of transformations (for any \( f, g \in T, f \circ g \in T \)). We use this to prove transitivity, that is, \( V \rightarrow W \) and \( W \rightarrow X \) implies \( V \rightarrow X \). Let \( f \) be the function that achieves \( V \rightarrow W : f(V) \subseteq W \) and \( g \) the function that achieves \( W \rightarrow X : g(W) \subseteq X \). Then

\[
g \circ f(V) = \bigcup_{\omega \in f(V)} g(\{\omega\}) \subseteq \bigcup_{\omega \in W} g(\{\omega\}) = g(W) \subseteq X.
\]

3. Additional Results

a. Properties of the pre-order

**Lemma B.4** (Knowing more cannot hurt). Let \(( S^\Omega, T )\) be a resource theory in a power set \( S^\Omega \). Let \( V, W \in S^\Omega \) be two compatible specifications, and let \( Z \in S^\Omega \). If \( V \rightarrow Z \) then \( V \cap W \rightarrow Z \).

**Proof.** Let \( f \) be the transformation that achieves \( f(V) \subseteq Z \). Then

\[
f(V \cap W) = \bigcup_{\omega \in V \cap W} f(\{\omega\}) \subseteq \bigcup_{\omega \in V} f(\{\omega\}) = f(V) \subseteq Z.
\]

The following lemma simply tells us that in order to reach a specification \( W \) from \( V \) we need to apply the same transformation to all elements of \( W \).

**Lemma B.5.** Let \(( S^\Omega, T )\) be a resource theory. Then, for any \( V, W \in S^\Omega \),

\[
V \rightarrow W \iff \exists f \in T \ \forall \omega \in V : f(\{\omega\}) \subseteq W.
\]

**Proof.** We use the fact that all the endomorphisms in \( T \) are element-wise functions (Lemma II.3). To prove \( \Rightarrow \) we take the transformation \( f \in T \) that achieves \( V \rightarrow W \) on the left-hand side. We have

\[
W \supseteq f(V) \supseteq \bigcup_{\omega \in V} f(\{\omega\}) \supseteq f(\{\omega\}), \forall \omega \in V.
\]
To prove that \( \Leftrightarrow \) holds, we take the function \( f \) that achieves the right-hand side. We have

\[
f(V) = \bigcup_{\omega \in V} f(\omega) \subseteq W
\]

\[
\subseteq \bigcup_{\omega \in V} W = W,
\]

which means that \( V \rightarrow W \).

\[ \square \]

**b. Partial order and quotient space**

Now we can define sets of equivalent resources: we say that two resources \( V, W \in S^\Omega \) are equivalent if they are inter-convertible, that is, both \( V \rightarrow W \) and \( W \rightarrow V \).

**Definition B.6** (Quotient space). Let \((S^\Omega, \mathcal{T})\) be a resource theory. We define the equivalence relation of mutual convertibility as

\[
V \sim_T W \iff V \rightarrow W \text{ and } W \rightarrow V,
\]

the corresponding equivalence classes

\[
[W]_T := \{ V \in S^\Omega : V \sim_T W \},
\]

and the quotient space

\[
S^\Omega / T := S^\Omega / \sim_T = ([W]_T : W \in S^\Omega).
\]

In the quotient space, \( \rightarrow \) is a partial order.

**Remark B.7.** Let \((S^\Omega, \mathcal{T})\) be a resource theory. The quotient space \( S^\Omega / T \), together with the partial order induced by \( \rightarrow \),

\[
[V]_T \leq [W]_T \iff V \rightarrow W;
\]

is bounded; the top element is \([\Omega]_T\).

We may now define equivalent resource theories. Note that the following definition does not require the two state spaces \( \Omega \) and \( \Sigma \) to be equal, only that we can find the same structure under the respective allowed transformations.

**Definition B.8** (Equivalent resource theories). Two resource theories \((S^\Omega, \mathcal{T})\) and \((S^\Sigma, \mathcal{M})\) are equivalent if \( S^\Omega / T \) is isomorphic to \( S^\Sigma / M \).

**c. Free resources and conservation laws**

**Remark B.9.** Let \((S^\Omega, \mathcal{T})\) be a resource theory. Then \( V \in S^\Omega \) is a free resource if and only if \( V \in [\Omega]_T \).

**Proof.** Note that \( V \rightarrow \Omega \) is trivially true for any \( V \in S^\Omega \), because \( V \subseteq \Omega \). This means that \( \Omega \rightarrow V \iff V \in [\Omega]_T \).

Some resource theories satisfy conservation laws: for instance, applying a thermal operation to a Gibbs state results in a Gibbs state, or applying local operations to bipartite states conserves the mutual information between the two systems. The following definition formalizes this intuition.

**Definition B.10** (Conserved resources). Let \((S^\Omega, \mathcal{T})\) be a resource theory. A resource \( V \in S^\Omega \) is conserved by the theory if \( f(V) = V \), for all transformations \( f \in \mathcal{T} \).

Let \((S^\Omega, \mathcal{T})\) be a resource theory. We say that a restricted theory \((S^\Omega, \mathcal{M})\) is obtained via conservation of a set of specifications \( V \subseteq S^\Omega \) if \( \mathcal{M} = \{ f \in \mathcal{T} : f(V) = V, \forall V \in V \} \).
Definition B.11 (Resource-independent transformations). Let \((S^\Omega, T)\) be a resource theory. A transformation \(f_V \in T\) is said resource-independent if \(f_V(W) = f_V(\Omega) = V\), for all specifications \(W \in S^\Omega\).

In the context of quantum resource theories, resource-independent transformations correspond to replacing the global state with a fixed specification. For instance, in the case of thermal operations or Gibbs-preserving maps, this could be a global Gibbs state.

Remark B.12. Let \((S^\Omega, T)\) be a resource theory. If there is a resource-independent \(f_V \in T\), then \(V\) is a free resource.

If a resource theory preserves one specification \(V\), there can be at most one resource-independent transformation, \(f_V : W \to V, \forall W \in S^\Omega\). If the theory conserves more than one specification, then there can no resource-independent transformations.
Appendix C: Specification embeddings

In this appendix we explore specification embeddings, and provide rigorous proofs to the results presented in the article.

1. General definitions and remarks

**Definition C.1** (Maps preserved by a lumping or embedding). Let $S^\Omega$ be a specification space, Lump an inflating, idempotent quasi-endomorphism in $S^\Omega$ and $F$ a set of maps $f : S^\Omega \to S^\Omega$. We say that Lump preserves $F$ if $\text{Lump} \circ f = \text{Lump} \circ f \circ \text{Lump}$, for all $f \in F$.

If Lump induces an intensive embedding $(e, h)$, we may also say that the embedding preserves $F$.

**Remark C.2.** For intensive embeddings, it suffices to demand $h \circ f = h \circ f \circ \text{Lump}$.

2. Proofs of claims from the main text

**Theorem 1** (Constructing embeddings). Any specification embedding $e : S^\Omega \to S^\Sigma$ can be written as a combination of an extensive and an intensive embedding, that is $e = e_{ext} \circ e_{int}$, or likewise $e = e_{int} \circ e_{ext}$.

**Proof.** For the first equality, $e = e_{ext} \circ e_{int}$, first we define a new state space

$\Gamma := \{ \nu \in \Sigma' : \nu \in i \circ e(\{\omega\}) \text{ for some } \omega \in \Omega \}$

where $\Sigma'$ is a copy of $\Sigma$ and $i$ the isomorphism between $\Sigma$ and $\Sigma'$.

As $\Gamma \subseteq \Sigma'$, there is trivially an extensive embedding $e_{ext}$ that connects $S_{\Gamma}$ to $S_{\Sigma}$. Now, define the intensive embedding $e_{int} : S^\Omega \to S^{\Gamma}$ through the corresponding Galois adjoint $h_{int}(\{\gamma\}) = \omega \iff \gamma \in i \circ e(\{\omega\})$.

Here, $h_{int}$ is well-defined because $e$ is an order-embedding, and gives a surjective homomorphism. The corresponding $e_{int}$ is defined in the usual way:

$e_{int}(V) := \{ \gamma \in \Gamma : h_{int}(\{\gamma\}) \subseteq V \}$.

Now, it is easy to verify that $e = e_{ext} \circ e_{int}$.

To show that $e$ can be also written as $e = e_{int} \circ e_{ext}$, define a space $\Gamma$ through

$\Gamma := \Omega' \cup \{ \gamma \in \Sigma' : \gamma \notin i \circ e(\{\omega\}) \text{ for any } \omega \in \Omega \}$

with $\Omega'$ a copy of $\Omega$ and $\Sigma'$ a copy of $\Sigma$ with the isomorphism $i$, and take $\tilde{e}_{ext}$ to be the trivial extensive embedding between $S^\Omega$ and $S^{\Gamma}$. Now, define the intensive embedding $\tilde{e}_{int} : S^\Omega \to S^{\Sigma'}$ analogue to before in $e_{int}$ through

$\tilde{h}_{int}(\{\sigma\}) = \omega \iff \gamma \in i \circ e(\{\omega\})$,

for any $\sigma \in \Sigma$ for which $i(\sigma) \notin \Gamma$. The elements $\gamma \in \Gamma$ that are already element of $\Sigma$ get mapped to themselves, that is

$\tilde{e}_{int}(\{\gamma\}) = i^{-1}(\{\gamma\}) \iff \gamma \in \Sigma'$.

Then, we find as required that $e = \tilde{e}_{int} \circ \tilde{e}_{ext}$. $\square$

**Proposition III.2** (Embeddings and lumpings). Let $S^\Sigma$ be a specification space equipped with a lumping map Lump. Then Lump induces an intensive embedding of a reduced specification space $S^\Omega$ into $S^\Sigma$ with Galois insertion $(e, h)$ such that $\text{Lump} = e \circ h$. Conversely, through this relation every intensive embedding gives rise to a lumping Lump on $S^\Omega$. 44
Proof. The direct statement follows directly from Lemma C.3 below. The converse follows by simply noting that \( e \circ h \) is an idempotent and inflating endomorphism for any intensive embedding \( e \) with Galois adjoint \( h \).

**Lemma C.3.** Let \( S^\Omega \) be a specification space, let Lump be an idempotent, inflating specification endomorphism in \( S \), and \( \sim \) the equivalence relation induced by Lump. Let \( (g,h) \) be the induced Galois insertion of the quotient space \( S^\Omega / \sim \) in \( S^\Omega \) (see Proposition A.27).

Under these conditions, there exists an isomorphism \( i \) between \( S^\Omega / \sim \) and a specification space \( S^\Sigma \), such that \( (g \circ i^{-1}, i \circ h) \) is an intensive embedding of \( S^\Sigma \) in \( S^\Omega \). We call \( S^\Sigma \) the reduced specification space induced by Lump.

**Proof.** First we identify the set of images of singletons,
\[
\Sigma' = \{ h(\{\omega\}), \ \omega \in \Omega \} = \{ [\{\omega\}], \omega \in \Omega \}\subseteq S^\Omega / \sim.
\]

Our new state-space \( \Sigma \) is simply a copy of \( \Sigma' \). We define this copy via a constructive isomorphism,
\[
\tilde{i} : \quad \Sigma' \rightarrow \Sigma
\[
\{ \{\omega\} \} \mapsto \tilde{i}(\{\{\omega\}\}) := \sigma_{[\omega]}.
\]

We build \( S^\Sigma \) from \( \Sigma \) as usual. The second step is to posit that every element of \( S^\Omega / \sim \) can be written as
\[
\bigvee_{\omega \in W} [\{\omega\}],
\]
for some specification \( W \in S^\Omega \). This holds because \( (g,h) \) is a Galois insertion and \( h \) is a semilattice homomorphism: the image of lower sets (like singletons) are lower sets. Moreover, we know that for any specification \( W \in S^\Omega \), the element \( \bigvee_{\omega \in W} [\{\omega\}] \) exists, because the quotient space is a semilattice.

Finally, we define the general isomorphism between \( S^\Omega / \sim \) and \( S^\Sigma \) as
\[
i : \quad S^\Omega / \sim \rightarrow S^\Sigma
\[
\bigvee_{\omega \in W} [\{\omega\}] \mapsto \bigcup_{\omega \in W} \{ \tilde{i}( \{\omega\} ) \} = \bigcup_{\omega \in W} \{ \sigma_{[\omega]} \}.
\]

This is by definition a semilattice homomorphism, which is simply mapping one order to the other. It is also bijective, for the reasons above-mentioned, so it is an isomorphism.

To show that \( (g \circ i^{-1}, i \circ h) \) is an intensive embedding of \( S^\Sigma \) in \( S^\Omega \), note that the pair of isomorphisms \((i^{-1}, i)\) in particular a (trivial) Galois insertion. The composition of two Galois insertions is a Galois insertion, and the composition of two homomorphisms is a homomorphism, so our pair is an intensive embedding.

**Proposition III.4** (Nested embeddings). Let \( S^A \), \( S^{AB} \) and \( S^{ABC} \) be specification spaces. Given two intensive embeddings \( e_{A \rightarrow AB} \) and \( e_{AB \rightarrow ABC} \), then
\[
e_{A \rightarrow ABC} := e_{AB \rightarrow ABC} \circ e_{A \rightarrow AB}
\]
is an intensive embedding of \( S^A \) in \( S^{ABC} \).

Conversely, given two intensive embeddings with Galois insertions \( e_{AB \rightarrow ABC}, h_{ABC \rightarrow AB} \) and \( e_{A \rightarrow ABC}, h_{ABC \rightarrow A} \) such that the respective lumpings in \( S^{ABC} \) satisfy \( \text{Lump}_{ABC \rightarrow AB} \subseteq \text{Lump}_{ABC \rightarrow A} \), then
\[
e_{A \rightarrow AB} := h_{ABC \rightarrow AB} \circ e_{A \rightarrow ABC}
\]
is an intensive embedding of \( S^A \) in \( S^{AB} \). The two methods give rise to the same embeddings.

**Proof.** Let us prove the first statement. Thanks to Proposition III.2 all we have to show is that \( \text{Lump}_{ABC \rightarrow A} := e_{A \rightarrow ABC} \circ h_{ABC \rightarrow A} \) is an idempotent, inflating specification endomorphism in \( S^{ABC} \) (with \( h_{ABC \rightarrow A} = h_{AB \rightarrow A} \circ h_{ABC \rightarrow AB} \)). This then ensures that \( e_{A \rightarrow ABC} \) forms an intensive embedding since \( \text{Lump}_{ABC \rightarrow A} \) would induce an embedding isomorphic to it.
To show that Lump_{ABC \to A} is inflating, we have
\text{Lump}_{ABC \to A}(V) = e_{AB \to ABC} \circ e_{A \to AB} \circ h_{AB \to A} \circ h_{ABC \to AB}(V) \supseteq e_{AB \to ABC} \circ h_{ABC \to AB}(V) \supseteq V.

For idempotence, we have
\text{Lump}_{ABC \to A} \circ \text{Lump}_{ABC \to A}
= e_{AB \to ABC} \circ e_{A \to AB} \circ e_{A \to AB} \circ e_{A \to AB} \circ h_{AB \to A} \circ h_{ABC \to AB}
= e_{AB \to ABC} \circ e_{A \to AB} \circ h_{AB \to A} \circ h_{ABC \to AB} = \text{Lump}_{ABC \to A}.

Finally, Lump_{ABC \to A} is a composition of homomorphisms, so it is a specification endomorphism (Lemma C.5).

For the converse, we will prove the same properties for Lump_{AB \to A} := e_{A \to AB} \circ h_{AB \to A} (with h_{AB \to A} = h_{ABC \to A} \circ e_{AB \to ABC}). To show that the lumping is inflating, we have
\text{Lump}_{AB \to A}(V) = h_{ABC \to AB} \circ e_{A \to AB} \circ h_{ABC \to AB} \circ e_{AB \to ABC}(V) \supseteq e_{AB \to ABC} \circ h_{ABC \to AB}(V) = V.

To show that it is idempotent, we write
\text{Lump}_{AB \to A} \circ \text{Lump}_{AB \to A}
= h_{ABC \to AB} \circ \text{Lump}_{ABC \to A} \circ e_{A \to AB} \circ h_{ABC \to AB} \circ \text{Lump}_{ABC \to A} \circ e_{AB \to ABC}
= h_{ABC \to AB} \circ \text{Lump}_{ABC \to A} \circ \text{Lump}_{ABC \to A} \circ e_{A \to AB} \circ e_{AB \to ABC}
= h_{ABC \to AB} \circ \text{Lump}_{ABC \to A} \circ e_{A \to ABC} = \text{Lump}_{AB \to A}.

Finally, this lumping is again trivially a specification endomorphism.

To see that the definitions in the two parts coincide, note that taking e'_{A \to AB} := h_{ABC \to AB} \circ e_{A \to ABC} yields
\text{e'_{A \to ABC}} := e_{AB \to ABC} \circ e'_{A \to AB}
= e_{AB \to ABC} \circ h_{ABC \to AB} \circ e_{A \to ABC} \circ h_{ABC \to A} \circ e_{A \to ABC}
= \text{Lump}_{ABC \to AB} \circ \text{Lump}_{ABC \to A} \circ e_{A \to ABC}
= \text{Lump}_{ABC \to A} \circ e_{A \to ABC} = e_{A \to ABC}.

\square

3. Additional results

a. Homomorphisms

In the following we use the term ‘homomorphism’ to refer to specification homomorphisms, that is order homomorphisms in specification spaces. For simplicity, we may denote f(\{\omega\}) by f(\omega).

Remark C.4. Any function between two state-spaces, \overline{f} : \Omega \to \Sigma can be used to build a homomorphism,
\begin{align*}
f : & \quad S^\Omega \to S^\Sigma \\
& \quad W \mapsto \bigcup_{\omega \in W} \{\overline{f}(\omega)\}.
\end{align*}
Lemma C.5. The composition of any two element-wise functions in $S^\Omega$ is also an element-wise function.

Proof. Take two element-wise functions, $f(W) = \bigcup_{\omega \in W} \tilde{f}(\omega)$ and $g(W) = \bigcup_{\omega \in W} \tilde{g}(\omega)$. We have

$$g \circ f(W) = g\left( \bigcup_{\omega \in W} \tilde{f}(\omega) \right)$$

$$= g\left( \bigcup_{\omega \in W} \bigcup_{\omega' \in f(\omega)} \{\omega'\} \right)$$

$$= \bigcup_{\omega \in W} \bigcup_{\omega' \in f(\omega)} \tilde{g}(\omega')$$

$$=: \bigcup_{\omega \in W} g \circ \tilde{f}(\omega),$$

where we defined the function

$$\tilde{g} \circ \tilde{f} : \Omega \to S^\Omega \quad \omega \mapsto \bigcup_{\omega' \in f(\omega)} \tilde{g}(\omega').$$

The following lemma concerns knowledge combination and homomorphisms: it says that, given two specifications, we always get a more precise description by combining them first and applying an homomorphism second than the other way around.

Lemma C.6. Let $S^\Omega$ and $S^\Sigma$ be two specification spaces, and let $W \subseteq S^\Omega$ be any subset of compatible specifications (that is, $\cap W \neq \emptyset$). Then, for any homomorphism $f : S^\Omega \to S^\Sigma$,

$$f(\cap W) \subseteq \bigcap_{W \in W} f(W) \in S^\Sigma.$$  

Proof. Using the fact that $f$ is a homomorphism, and therefore we can write $f(W) = \bigcup_{\omega \in W} \tilde{f}(\omega)$, we have

$$\bigcap_{W \in W} f(W) = \bigcap_{W \in W} \left( \bigcup_{\omega \in W} f(\omega) \right)$$

$$= \bigcap_{W \in W} \left( \bigcup_{\omega \in \cap W} f(\omega) \bigcup \left( \bigcup_{\omega \in W \setminus \cap W} f(\omega) \right) \right)$$

$$\supseteq \bigcap_{W \in W} \left( \bigcup_{\omega \in \cap W} f(\omega) \right)$$

$$= \bigcup_{\omega \in \cap W} f(\omega)$$

$$= f(\cap W).$$

Lemma C.7. Let $S^\Omega$ be a specification space and Lump an idempotent, inflating quasi-endomorphism in $S^\Omega$. Let $V, W \in S^\Omega$. Then

1. Lump($\text{Lump}(V) \cup \text{Lump}(W)$) = Lump($V \cup W$),

2. if $V$ and $W$ are compatible, Lump($V \cap \text{Lump}(W)$) $\supseteq$ Lump($V \cap W$),

3. if $V$ and $W$ are compatible, Lump($\text{Lump}(V) \cap \text{Lump}(W)$) = Lump($V \cap \text{Lump}(W)$).
Proof.  1. First observe that, since Lump is a quasi-endomorphism, order-preserving and idempotent,

\[ \text{Lump}(V) \cup \text{Lump}(W) \subseteq \text{Lump}(V \cup W) \]

\[ \implies \text{Lump}(\text{Lump}(V) \cup \text{Lump}(W)) = \text{Lump}(\text{Lump}(V \cup W)) = \text{Lump}(V \cup W). \]

To show the other direction, we use the fact that Lump is inflating and order preserving,

\[ V \cup W \subseteq \text{Lump}(V) \cup \text{Lump}(W) \]

\[ \implies \text{Lump}(V \cup W) \subseteq \text{Lump}(\text{Lump}(V) \cup \text{Lump}(W)). \]

2. We can write \( V = (V \cap W) \cup (V \setminus W) \) and \( W = (V \cap W) \cup (W \setminus V) \). Now we use the fact that Lump is a quasi-endomorphism to show

\[ \text{Lump}(V) \cap \text{Lump}(W) = \text{Lump}((V \cap W) \cup (V \setminus W)) \cap \text{Lump}((V \cap W) \cup (W \setminus V)) \]

\[ \supseteq (\text{Lump}(V \cap W) \cup \text{Lump}(V \setminus W)) \cap (\text{Lump}(V \cap W) \cup \text{Lump}(W \setminus V)) \]

\[ \supseteq \text{Lump}(V \cap W). \]

3. Similarly to 1., direction \( \supseteq \) follows from the fact that Lump is inflating. The other direction follows from 2., together with the fact that Lump is idempotent.

\[ \square \]

b. Specification embeddings

Here stand some properties of specification embeddings. Order embeddings, Galois connections and related notions are defined in Appendix A. In the following, \( S^\Omega \) and \( S^\Sigma \) are two specification spaces, and there is a specification embedding \( \varepsilon : S^\Omega \to S^\Sigma \).

Lemma C.8. Embeddings are directed, that is \( \varepsilon(S^\Omega) \) is a directed set. Furthermore, it has a maximum element, \( \varepsilon(\Omega) \).

Proof. Let \( V, W \in S^\Omega \). We have to show that \( \varepsilon(V) \cup \varepsilon(W) \in \varepsilon(S^\Omega) \). Since embeddings are homomorphisms, \( \varepsilon(V) \cup \varepsilon(W) = \varepsilon(V \cup W) \), and \( V \cup W \in S^\Omega \). Similarly, because \( S^\Omega \) has a top, \( \Omega \), the maximum of \( \varepsilon(S^\Omega) \) is \( \varepsilon(\Omega) \). \[ \square \]

Lemma C.9. Embeddings are filtered, up to the empty set. That is, let \( V, W \in S^\Omega \). If \( V \cap W \neq \emptyset \), then \( \varepsilon(V) \cap \varepsilon(W) \in \varepsilon(S^\Omega) \).

Proof. If \( V \cap W \neq \emptyset \) that is \( V \cap W \in S^\Omega \), then \( \varepsilon(V) \cap \varepsilon(W) = \varepsilon(V \cap W) \in \varepsilon(S^\Omega) \), because \( \varepsilon \) is an embedding. \[ \square \]

Lemma C.10. The composition of two specification embeddings is a specification embedding. In particular, the composition of two extensive embeddings is an extensive embedding, and the composition of two intensive embeddings is an intensive embedding.

Proof. The general claim follows from the facts that the composition of two order embeddings is an order embedding, and the composition of two homomorphisms is an homomorphism. For intensive embeddings, we have in addition that the composition of two Galois insertions is a Galois insertion. For extensive embeddings, \( |\varepsilon_2 \circ \varepsilon_1(\omega)| = 1 \), since \( |\varepsilon_1(\omega)| = 1 \) and \( \varepsilon_2 \) is also an extensive embedding. \[ \square \]

Lemma C.11. For extensive embeddings, \( \{\varepsilon(\omega)\}_{\omega \in \Omega} \subseteq \Sigma \). In other words, we could relabel the elements of \( \Sigma \) such that \( \varepsilon = 1 \) and \( \Omega \subseteq \Sigma \).

Proof. For any \( \omega \in \Omega \), we have \( |\varepsilon(\omega)| = 1 \implies \varepsilon(\omega) \in \Sigma \). Furthermore, \( \varepsilon \) is an embedding, and therefore injective (see Remark A.13). This means that \( \Omega \) gets mapped to an isomorphic subset of \( \Sigma \). \[ \square \]

Lemma C.12. For extensive embeddings, \( \varepsilon(S^\Omega) \) is a principal ideal of \( S^\Sigma \).
Proof. We already know that $e(S^\Omega)$ is directed and has a maximum element. It remains to show that it is a lower set. Let $V \in S^\Omega$ and $X \in S^\Sigma$. We have to show that if $X \subseteq e(V)$, then there exists $W \in S^\Omega$ such that $X = e(W)$. Because embeddings are homomorphisms, we have $e(V) = \bigcup_{\omega \in V} e(\omega)$. Now we use the fact that $|e(\omega)| = 1$,

$$X \subseteq \bigcup_{\omega \in V} e(\omega) \quad \text{and} \quad |e(\omega)| = 1, \forall \omega \in V \implies \exists W \subseteq V : X \subseteq \bigcup_{\omega \in W} e(\omega) = e(W).$$

Lemma C.13. For intensive embeddings, $|h(\{\sigma\})| = 1$, for all $\sigma \in \Sigma$.

Proof. Suppose that $|h(\{\sigma\})| > 1$. This implies that we can write $h(\{\sigma\}) = \{\tilde{a}\} \cup \tilde{X}$ for some $\tilde{a} \in \Omega, \tilde{X} \in S^\Omega, \tilde{a} \notin \tilde{X}$. For a Galois insertion, $e(h(\{\sigma\})) \supseteq \{\sigma\}$. But since $e$ is a homomorphism, we know that $e(\{\tilde{a}\} \cup \tilde{X}) = e(\{\tilde{a}\}) \cup e(\tilde{X})$, and so this implies that either $e(\{\tilde{a}\}) \supseteq \{\sigma\}$ or $e(\tilde{X}) \supseteq \{\sigma\}$. But as $h$ is also a homomorphism and in particular order-preserving, and $h \circ e$ is the identity on $S^\Omega$, this implies either $\{\tilde{a}\} = h(e(\{\tilde{a}\})) \supseteq h(\{\sigma\})$ or $\tilde{X} = h(e(\tilde{X})) \supseteq h(\{\sigma\})$. But this contradicts our assumption that $h(\{\sigma\}) = \{\tilde{a}\} \cup \tilde{X}$ with $\tilde{a} \notin \tilde{X}$. 

Remark C.14. If a specification embedding $e : S^\Omega \rightarrow S^\Sigma$ is both intensive and extensive, then it is trivial, that is $\Omega$ is isomorphic to $\Sigma$. 
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Appendix D: Locality

1. General definitions and remarks

The following definition will help us create a structure of embeddings corresponding to local descriptions, based only on commutativity relations between transformations. That is, we go from a subsystem structure at the level of transformations to one at the level of specifications (Theorem 3).

We start with any submonoid of transformations $A$, and lump over them. This will give us reduced descriptions that are invariant under those transformations. For example, if our theory is quantum mechanics on three qubits and $A$ consists of all quantum maps acting on the first qubit, then Lump$_A$ will generate local descriptions of the other two qubits.

Definition D.1 (Embedding generated by a monoid). Let $(S^Ω, T)$ be a resource theory and $A ⊆ T$ a submonoid of transformations. We say that the monoid $A$ generates the lumping Lump$_A$, as in Lemma A.26,

\[
\text{Lump}_A : S^Ω → S^Ω \\
V ↦ \bigcup_{f_A ∈ A} \{ W ∈ S^Ω : f_A(V) = f_A(W) \}.
\]

Similarly, we say that an intensive embedding $(e_A, h_A)$ that arises from Lump$_A$ (as in Prop. A.27) is generated by the monoid $A$.

2. Proofs of claims from the main text

a. Independence of local descriptions

Proposition IV.2 (Free composition of local resources). Let $S^Ω$ be a specification space. Let there be two intensive embeddings of specification spaces $S^{Ω_A}$ and $S^{Ω_B}$ in $S^Ω$. Then the following are equivalent:

1. the two embeddings are compatible,
2. for any specifications $V_A ∈ S^{Ω_A}$ and $W_B ∈ S^{Ω_B}$, there exists a specification $Z ∈ S^Ω$ such that $h_A(Z) = V_A$ and $h_B(Z) = W_B$,
3. any two specifications $V_A ∈ S^{Ω_A}$, $W_B ∈ S^{Ω_B}$ can be composed, $e_A(V_A) \cap e_B(W_B) \neq ∅$, and this combination leaves local information unchanged, $h_A(e_A(V_A) \cap e_B(W_B)) = V_A$.

In order to prove this proposition, we need the following lemma.

Lemma D.2. Let $S^A$ be a specification space intensively embedded in $S^Ω$, and $V ∈ S^Ω$ be a specification. The following are equivalent:

1. $\text{Lump}_A(V) = Ω$,
2. For all specifications $\hat{W}_A$ local in $A$, it holds that $V \cap \hat{W}_A \neq ∅$ and $\text{Lump}_A(V \cap \hat{W}_A) = \hat{W}_A$.

Proof. It is easy to show that (2) $⇒$ (1) by taking $\hat{W}_A = Ω$. For the other direction, we rewrite (1) as

$e_A \circ h_A(V) = Ω \implies \underbrace{h_A \circ e_A \circ h_A(V)}_{\text{[identity]}} = h_A(Ω) \iff h_A(V) = Ω_A \iff \bigcup_{ν ∈ V} h_A(\{ν\}) = Ω_A ⊆ W_A.$

This implies that for any $ω_A \in W_A$ there exists $ν ∈ V$ such that $h_A(\{ν\}) = \{ω_A\}$. Now,

$W_A = \{ ω ∈ Ω : h_A(\{ω\}) ⊆ W_A \} ∋ ν,$

which shows that $V \cap \hat{W}_A \neq ∅$, and also that

$W_A \subseteq h_A(V \cap \hat{W}_A) \implies e_A(W_A) \subseteq e_A \circ h_A(V \cap \hat{W}_A) \iff \hat{W}_A \subseteq \text{Lump}_A(V \cap \hat{W}_A).$

However, trivially also $\text{Lump}_A(\hat{W}_A \cap V) \subseteq \hat{W}_A$ and so $\text{Lump}_A(\hat{W}_A \cap V) = \hat{W}_A$. \qed
We may now proceed.

**Proof of Proposition IV.2.** The equivalence between 1 and 3 follows from Lemma D.2. Next we prove $2 \implies 3$. That the intersection is non-empty follows from 2 together with the fact that the lumping is inflating: $Z \subseteq \hat{Z}_A \cap \hat{Z}_B = \hat{V}_A \cap \hat{W}_B$. The second property also holds since $\text{Lump}_A := e_A \circ h_A$ is idempotent and inflating, so that

$$\text{Lump}_A(\hat{V}_A \cap \hat{W}_B) = \text{Lump}_A(\text{Lump}_A(Z) \cap \text{Lump}_B(Z)) \supseteq \text{Lump}_A(\text{Lump}_A(Z) \cap Z) = \text{Lump}_A(Z) = \hat{V}_A,$$

and the other direction ($\subseteq$) holds trivially. Applying $h_A$ on both sides yields the desired equality. To show $3 \implies 2$, set $Z := \hat{V}_A \cap \hat{W}_B \neq \emptyset$. Now trivially

$$h_A(Z) = V_A,$$

$$h_B(Z) = W_B. \quad \square$$

**Proposition IV.4** (Independent processing). Let $(S^\Omega, T)$ be a resource theory and $B \subseteq T$ a submonoid of transformations. Let there be an intensive embedding of a specification space $S^\Omega_A$ in $S^\Omega$, defined by the Galois insertion $(e_A, h_A)$. If the embedding is independent of $B$, then

$$f_B(e_A(V_A) \cap W) = e_A(V_A) \cap f_B(W),$$

for any transformation $f_B \in B$, any local specification $V_A \in S^\Omega_A$ and any other specification $W \in S^\Omega$ that is compatible with $e_A(V_A)$.

**Proof.** Since $e(V)$ is compatible with $W$, we can write $W = (W \cap e(V)) \cup Z$ for some $Z \in S^\Omega$ such that $h(Z) \cap V = \emptyset$. This is because if it were the case that $h(Z) \cap V \neq \emptyset$, there would be an element $z \in Z$ such that $h(\{z\}) \subseteq V$, and so $z \in e(V)$ by definition of $e(V)$ and we can take it out of $Z$. Now

$$e(V) \cap f(W) = e(V) \cap f((W \cap e(V)) \cup Z) = (e(V) \cap f(W \cap e(V))) \cup (e(V) \cap f(Z))$$

$$[h \circ f(Z) \subseteq h(Z)] = (e(V) \cap f(W \cap e(V))) \cup \emptyset$$

$$[h(W \cap e(V)) \subseteq V] = f(W \cap e(V))$$

where we have again used that $e(V) = \bigcup \{\omega \in \Omega : h(\{\omega\}) \subseteq V\}. \quad \square$

**Theorem 2** (Independent agents can operate independently). Let $(S^\Omega_A, \tilde{A})$ and $(S^\Omega_B, \tilde{B})$ be independent agents within a global theory $(S^\Omega, T)$. Then for any local functions $f_A \in A$ and $g_B \in B$, and for any global specification $V \in S^\Omega$, 

$$f_A \circ g_B(V) \subseteq e_A \circ \tilde{f}_A \circ h_A(V) \cap e_B \circ \tilde{g}_B \circ h_B(V).$$

**Proof.** With Proposition IV.4, using the independence of the embeddings $e_A$ and $e_B$ from the transformations in $B$ and $A$ respectively,

$$f_A \circ g_B(V) \subseteq f_A \circ g_B(e_A \circ h_A(V) \cap e_B \circ h_B(V))$$

$$= f_A(e_A \circ h_A(V) \cap g_B \circ e_B \circ h_B(V))$$

$$\subseteq f_A \circ e_A \circ h_A(V) \cap f_A \circ g_B \circ e_B \circ h_B(V)$$

$$\subseteq f_A \circ e_A \circ h_A(V) \cap e_B \circ h_B \circ f_A \circ g_B \circ e_B \circ h_B(V)$$

$$\subseteq e_A \circ \tilde{f}_A \circ h_A(V) \cap e_B \circ \tilde{g}_B \circ h_B(V) \quad \square$$
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b. Modularity of transformations

**Proposition D.3** (Complete subsets of monoids are submonoids). Let \((S, \cdot)\) be a monoid and let \(A\) be a complete subset of \(S\). Then \((A, \cdot)\) is a submonoid.

**Proof.** We need to show that \((A, \cdot)\) is associative, that \(A\) contains the identity 1, and that it is closed under the operation \(\cdot\). Associativity is inherited from \((S, \cdot)\), and 1 commutes with all elements (in particular with all those in \(A\)), so \(1 \in A\). Now let \(a, \tilde{a} \in A\). Then, for any \(b \in A\) we have

\[
b \cdot (a \cdot \tilde{a}) = (b \cdot a) \cdot \tilde{a} = (a \cdot b) \cdot \tilde{a} = a \cdot (b \cdot \tilde{a}) = a \cdot (\tilde{a} \cdot b) = (a \cdot \tilde{a}) \cdot b,
\]

where we used the associativity of \(S\), and the fact that \(b\) commutes with both \(a\) and \(\tilde{a}\). This implies that \(a \cdot \tilde{a} \in A\).

---

**Proposition IV.7** (Complete subsystems form bounded lattice). Let \((S^\Omega, \mathcal{T})\) be a resource theory. The space of complete subsystems \(\text{Sys}(\mathcal{T})\), together with the operations

\[
A \lor B := \overline{A} \cup \overline{B}, \\
A \land B := \overline{A} \cap \overline{B},
\]

forms a bounded lattice \((\text{Sys}(\mathcal{T}), \lor, \land)\). The bottom is formed by the set of transformations that commute with all others, \(\mathcal{T}\), and the top is \(\mathcal{T}\).

**Proof.** This proof relies on properties of the commutant, expressed in Lemma A.30.

Let \(A, B, C \in \text{Sys}(S)\). We have to show that \(\text{Sys}(S)\) is closed under the two operations, that they are associative, commutative, obey the identities, and are linked by the absorption law.

1. \(A \lor B \in \text{Sys}(S)\) and \(A \land B \in \text{Sys}(S)\):
   
   \(A \lor B\) is complete by definition, therefore forms a submonoid. The same applies to \(A \land B\), by property 7 of Lemma A.30. Note that this set is never empty because both submonoids contain the identity 1.

2. \(A \lor (B \lor C) = (A \lor B) \lor C\):
   
   We have
   \[
   A \lor (B \lor C) = \overline{A} \cup \overline{B} \cup \overline{C} \\
   = \overline{A \cap B \cup C} \quad [1] \\
   = \overline{A \cap B \cup C} \quad [2] \\
   = \overline{A \cap (B \cap C)} \quad [1] \\
   = \overline{A \cap B \cap C} ,
   \]

   where we used the properties of the commutant from Lemma A.30: [1] \(\overline{F \cup G} = \overline{F} \cap \overline{G}\) and [2] \(\overline{F}\) is complete; the last step comes from associativity of \(\cap\). The same argument shows that \((A \lor B) \lor C = \overline{A \lor B \lor C}\).

3. \(A \land (B \land C) = (A \land B) \land C\):
   
   Follows directly from associativity of \(\land\).

4. \(A \lor B = B \lor A\) and \(A \land B = B \land A\):
   
   Follow from commutativity of \(\lor\) and \(\land\) respectively.
5. $A \lor T = A$:

We have $A \lor T = \overline{A \cup T} = \overline{A} = A$, because every complete subsystem contains $T$ (Lemma D.18).

6. $A \land S = A$:

We have $A \land S = A \cap S = A$.

7. $A \land (A \lor B) = A$:

We start from $A \land (A \lor B) = A \cap (A \cup B)$. Then, on the one hand we have $A \cap (A \cup B) \subseteq A$, and on the other $A \cap (A \cup B) \supseteq A \cap (A \lor B) = A$.

8. $A \lor (A \land B) = A$:

We have $A \lor (A \land B) = \overline{A \cap (A \lor B)} = \overline{A} = A$.

\[\square\]

\begin{center}
\textit{c. Independent agents from independent transformations}
\end{center}

\begin{tcolorbox}
Theorem 3 (Independent agents from independent transformations). Let $(S^\Omega, T)$ be a resource theory and $A, B \subseteq T$ two independent complete subsystems of transformations. Then there exist two reduced specification spaces $S^\Omega_A$ and $S^\Omega_B$ intensively embedded in $S^\Omega$ such that the resource theories $(S^\Omega_A, \tilde{A})$ and $(S^\Omega_B, \tilde{B})$ represent independent agents.

Proof. We take $\operatorname{Lump}_A := \operatorname{Lump}_A^\mathcal{A}$ and $\operatorname{Lump}_B := \operatorname{Lump}_B^\mathcal{B}$ as in Definition D.1. Then, by Proposition D.4 below, $\operatorname{Lump}_A$ is independent of $B$ (because $B \subseteq \overline{A}$), and vice-versa.
\[\square\]
\end{tcolorbox}

\begin{tcolorbox}
Proposition D.4 (Properties of embeddings generated by transformations). Let $(S^\Omega, T)$ be a resource theory and $A \subseteq T$ a submonoid of transformations. Then $A$ generates an intensive embedding $(e^A, h^A)$ that is independent of $A$, that is

\[f_A \circ \operatorname{Lump}_A(V) \subseteq \operatorname{Lump}_A(V),\]

for all $f_A \in A$ and $V \in S^\Omega$. Furthermore, the embedding preserves $A$ and any functions that commute with $A$, that is

\[\operatorname{Lump}_A \circ f(V) = \operatorname{Lump}_A \circ f \circ \operatorname{Lump}_A(V),\]

for all $f \in A \cup \overline{A}$ and $V \in S^\Omega$.

Proof. The first statement follows trivially from the definition of the embedding through the equivalence class induced by $\operatorname{Lump}_A$ generated by $A$, which satisfies $f_A(\operatorname{Lump}_A(V)) \subseteq \operatorname{Lump}_A(V)$ for all $f_A \in A$ and $V \in S^\Omega$. Thus the embedding is independent of $A$.

To prove the second statement, we have $h_A \circ f_A(V) = h_A(V)$ for all $f_A \in A$ and $V \in S^\Omega$. Now we may plug in $\operatorname{Lump}_A$ on the right to obtain $h_A \circ \operatorname{Lump}_A(V) = h_A \circ f_A \circ \operatorname{Lump}_A(V)$, which means that the embedding preserves $A$. To see that it also preserves functions that commute with $A$, let $f_B \in \overline{A}$.
\end{tcolorbox}
We have

\[
\text{Lump}_A \circ f_B \circ \text{Lump}_A(V) = \text{Lump}_A \circ f_B \left( \bigcup_{f_A \in A} \{ W : f_A(W) = f_A(V) \} \right)
\]

\[
= \text{Lump}_A \left( \bigcup_{f_A \in A} \{ f_B(W) : f_A(W) = f_A(V) \} \right)
\]

\[
= \bigcup_{g_A \in A} \bigcup_{f_A \in A} \{ W' : g_A(W') = g_A \circ f_B(W), \ f_A(W') = f_A(V) \}
\]

\[
\subseteq \bigcup_{g_A \in A} \bigcup_{f_A \in A} \{ W' : g_A(W') = g_A \circ f_B(W), \ f_B \circ f_A(W') = f_B \circ f_A(V) \}
\]

\[
[f_B \circ f_A = f_A \circ f_B] = \bigcup_{g_A \in A} \bigcup_{f_A \in A} \{ W' : g_A(W') = g_A \circ f_B(W), \ f_B \circ f_A(W') = f_B \circ f_A(V) \}
\]

\[
[g_A \circ f_A = \ell_A \in A] \subseteq \bigcup_{\ell_A \in A} \{ W' : \ell_A(W') = \ell_A \circ f_B(V) \}
\]

\[
= \text{Lump}_A \circ f_B(V),
\]

while the other direction holds because the lumping is inflating.

In fact, as the transformations on \( A \) and \( B \) commute, we can obtain a stronger version of the Theorem above. This is shown in Corollary D.7 later.

In addition, the following proposition states that with an extra assumption on the state space and the transformations in two complete subsystems \( A \) and \( B \), independent transformations yield independent agents with freely composable resources.

**Proposition D.5** (Freely composable resource theories from independent transformations). Let \((S^\Omega, T)\) be a resource theory, and let \( A, B \in \text{Sys}(T) \) be two independent subsystems. If for all \( V, W \in S^\Omega \)

\[
\exists X \in S^\Omega, f_{\overline{A}} \in \overline{T}, f_{\overline{B}} \in \overline{B} \text{ s.t. } f_{\overline{A}}(V) = f_{\overline{A}}(X), f_{\overline{B}}(W) = f_{\overline{B}}(X)
\]

then there exist two reduced specification spaces \( S^{\Omega_A} \) and \( S^{\Omega_B} \) intensively embedded in \( S^\Omega \) which are freely composable and such that the resource theories \((S^{\Omega_A}, \overline{A})\) and \((S^{\Omega_B}, \overline{B})\) represent independent agents.

**Proof.** As for the proof of Theorem 3, we construct the embedding through \( \text{Lump}_A = \text{Lump}_{\overline{A}} \) and \( \text{Lump}_B = \text{Lump}_{\overline{B}} \). From the Theorem, it follows that the two resulting resource theories \((S^{\Omega_A}, \overline{A})\) and \((S^{\Omega_B}, \overline{B})\) are independent. It is left to show that \( \text{Lump}_A \circ \text{Lump}_B(V) = \text{Lump}_B \circ \text{Lump}_A(V) = \Omega \) for all \( V \in S^\Omega \) (since by Proposition IV.2 compatibility of embeddings is equivalent to free composition of local resources). We have

\[
\text{Lump}_A \circ \text{Lump}_B(V) = \text{Lump}_{\overline{A}} \circ \text{Lump}_{\overline{B}}(V)
\]

\[
= \text{Lump}_{\overline{A}} \left( \bigcup_{X \in S^\Omega, f_{\overline{A}} \in \overline{A}} (X : f_{\overline{A}}(X) = f_{\overline{A}}(V)) \right)
\]

\[
= \bigcup_{Y \in S^\Omega} \bigcup_{X \in S^\Omega} \bigcup_{f_{\overline{A}} \in \overline{A}, f_{\overline{B}} \in \overline{B}} (Y : f_{\overline{A}}(Y) = f_{\overline{A}}(X), f_{\overline{B}}(Y) = f_{\overline{B}}(X))
\]

\[
= \Omega
\]

and vice versa for \( \text{Lump}_B \circ \text{Lump}_A(V) \), and so the local descriptions are freely composable. 
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Corollary D.7. Let \( (S^\Omega, \mathcal{M}) \) be quantum theory in a finite Hilbert space \( \mathcal{H} = \bigotimes_{i \in I} \mathcal{H}_i \). Let \( J \subseteq I \) denote any collection of subspaces and \( \overline{I} \) its complement. The set of TPCPMs \( T_J \subseteq \mathcal{T} \) acting only on subsystems \( J \) (that is maps of the form \( \mathcal{E}_J \otimes \mathcal{I}_{\overline{J}} \)) forms a complete subsystem of transformations, \( \overline{T}_J = T_J \). This set induces the intensive embedding \((e_J, h_J)\), with

\[
e_J : S^{\Omega_J} \rightarrow S^\Omega
\]

\[
W_J \mapsto \{ \rho \in \Omega : \Tr{\mathcal{T}}(\rho) \in W_J \}
\]

\[
= \{ \tilde{\rho}_J : \rho_J \in W_J \},
\]

\[
h_J : S^\Omega \rightarrow S^{\Omega_J}
\]

\[
W \mapsto \{ \Tr{\mathcal{T}}(\rho) : \rho \in W \}
\]

\[
= \{ \rho_J \in \Omega_J : \tilde{\rho}_J \cap W \neq \emptyset \}.
\]

In the above, \( \Omega_J \) denotes the space of density matrices in the subspace \( \bigotimes_{i \in J} \mathcal{H}_i \).

For non-intersecting collections \( J \) and \( L \), we have that \( S^{\Omega_J} \) and \( S^{\Omega_L} \) are freely composable. Furthermore, \( (S^{\Omega_J}, \overline{T}_J) \) and \( (S^{\Omega_L}, \overline{T}_L) \) represent independent agents with commuting operations.

**Proof.** In order to show that \((e, h)\) induces an embedding, we have to show that the pair forms a Galois insertion and that \( e, h \) are specification homomorphisms. The latter is easy to see by definition of \( e \) and \( h \), which can be understood as element-wise functions. To see that they form a Galois insertion, we note that \( h \circ e \) is trivially the identity, and that by construction for all \( V_J \in S^{\Omega_J}, W \in S^\Omega \)

\[
W \subseteq e(V_J) \iff \Tr{\mathcal{T}}(\rho) \in V_J \quad \forall \rho \in W \iff h(W) \subseteq V_J
\]

as required. \( \square \)

3. Additional Results

**Remark D.6.** If two agents are independent, then any transformation in \( A \cap B \) acts trivially in the local specification spaces \( S^{\Omega_A} \) and \( S^{\Omega_B} \). That is, those operations only change degrees of freedom that are out of reach for the two agents (like some common environment or microscopic parameters).

a. Independent agents with commuting transformations

The following corollary corresponds to Theorem 2, with the additional feature that the transformations of the two agents commute. This is the case, for example, for the independent agents constructed in the proof of Theorem 3.

**Corollary D.7.** Let \( (S^{\Omega_A}, \tilde{A}) \) and \( (S^{\Omega_B}, \tilde{B}) \) represent two independent agents within a global theory \( (S^\Omega, \mathcal{T}) \), such that their transformations \( A, B \in \mathcal{T} \) commute. Then the two agents can operate independently and the resulting knowledge can be recombined, that is, for any \( f_A \in A \) and \( f_B \in B \) and \( V \in S^\Omega \),

\[
f_A \circ g_B(V) \subseteq f_A \circ \text{Lump}_A(V) \cap g_B \circ \text{Lump}_B(V).
\]

**Proof.** The proof follows from the independence of the embeddings \( e_A \) and \( e_B \) from the transformations in \( A \) and \( B \) respectively, as well as from the fact that transformations in \( A \) and \( B \) commute.

\[
f_A \circ g_B(V) \subseteq f_A \circ g_B(e_A \circ h_A(V) \cap e_B \circ h_B(V))
\]

\[\text{[Proposition IV.4]} = f_A(e_A \circ h_A(V) \cap g_B \circ e_B \circ h_B(V)) \]

\[
\subseteq f_A \circ e_A \circ h_A(V) \cap f_A \circ g_B \circ e_B \circ h_B(V)
\]

\[
= f_A \circ e_A \circ h_A(V) \cap g_B \circ f_A \circ e_B \circ h_B(V)
\]

\[
\subseteq f_A \circ e_A \circ h_A(V) \cap g_B \circ e_B \circ h_B(V).
\]

\( \square \)
b. Inherited subsystems

Sometimes, a resource theory \((S^\Omega, T)\) arises from particular (perhaps very limiting) constraints on an agent within a world of more general physical processes: think for example of the set of thermal operations within quantum theory. In this case, the subsystems induced by \(T\) might not reflect the actual subsystem structure that an agent would like to assign based on his understanding of locality. In such cases, it can be natural to define subsystems at the level of the mother theory—a resource theory that allows a broader set of allowed transformations. Such a theory would allow all transformations an agent regards as physically possible, while at the same time a particular resource theory in consideration could be recovered from the mother theory by restricting to a subset of the allowed operations.

**Definition D.8** (Inherited subsystems). Let \((S^\Omega, T)\) be a restricted resource theory within \((S^\Omega, M)\). We define the *inherited subsystem structure* of the former as

\[
\text{Sys}(T(M)) = \{ A \cap T, \ A \in \text{Sys}(M) \}.
\]

**Remark D.9.** Although the reduced subsystems are now not necessarily complete, Lemma A.3 ensures that they are still monoids. Similarly, independent subsystems in the mother theory induce independent subsystems in the daughter theory.

In the end, it depends on the particular implementation of this framework which resource theory to consider for an operational definition of subsystems. We introduce an example in the next section.

c. Abelian sets and centre

Suppose that a restricted resource theory \((S^\Omega, T)\) contains a subset of transformations that commute with all others: for example the preparation of a conserved resource (such as a global Gibbs state for thermal operations). Those transformations form the Abelian *centre* of \(T\), and will be part of every bicommutant, and therefore every subsystem of transformations, just like the identity operation. For this reason, the centre of \(T\), if non-trivial, can be problematic: having such global operations in local subsystems might not have the operational meaning that we would look for in a subsystem structure. We can overcome this issue by inheriting the subsystem structure from a higher theory with a trivial centre, such as general TPCPMs instead of thermal operations. In this section we define the notion of centre and show that it is a subsystem itself, contained in every other subsystem.

**Definition D.10** (Commutative subsets). Let \(S\) be a semigroup. We say that \(A \subseteq S\) is *abelian* or *commutative* if \(A \subseteq \overline{A}\).

We say that two subsets \(A, B \subseteq S\) commute if \(A \subseteq \overline{B}\) and \(B \subseteq \overline{A}\).

**Definition D.11** (Centre). Let \(S\) be a semigroup and \(A \subseteq S\). We define the *centre* of \(A\) as

\[
Z(A) := A \cap \overline{A}.
\]

In case \(S\) is a monoid with identity 1, we say that \(A\) is *centreless* if \(Z(A) = \{1\} \).

**Lemma D.12.** Let \(S\) be a semigroup and \(A \subseteq S\) a subset. Then \(Z(A)\) is abelian.

**Proof.** We have to show that \(Z(A) \subseteq \overline{Z(A)}\). From Lemma A.30 we have

\[
\overline{Z(A)} = \overline{A \cap \overline{A}} \supseteq \overline{A} \cup \overline{\overline{A}} \supseteq \overline{A} \cap \overline{A} \supseteq \overline{A} \cap A = Z(A).
\]

**Lemma D.13.** Let \(S\) be a semigroup and \(A \subseteq S\) a complete subset. Then \(Z(A)\) is complete.

**Proof.** From Lemma A.30, we have that

\[
\overline{A \cap A} = \overline{A} \cap \overline{A} = \overline{A} \cup \overline{A},
\]

which is the commutant of a set, and therefore complete.
Lemma D.14. Let $S$ be a monoid, and let $A$ and $B$ be two commuting complete subsystems. Then $A \cap B \subseteq Z(A) \cap Z(B)$.

Proof. Because $A$ and $B$ commute, we have $B \subseteq \overline{A}$, therefore $A \cap B \subseteq A \cap \overline{A} = Z(A)$. Analogously, $A \subseteq \overline{B}$, so $A \cap B \subseteq Z(B)$. Therefore $A \cap B \subseteq Z(A) \cap Z(B)$. \qed

Corollary D.15. If $A$ and $B$ are two commuting complete subsystems, then $A \cap B$ is abelian.

Corollary D.16. If $A$ and $B$ are two commuting complete subsystems and either of them is centreless, then $A \cap B = \{1\}$.

Corollary D.17. If $S$ is a monoid and $A \subseteq S$ a complete submonoid, then $Z(A)$ is a complete submonoid.

Lemma D.18. Let $S$ be a monoid and $A \subseteq S$ a subset. Then $Z(S) \subseteq Z(A) \subseteq \overline{A}$.\hfill 57
Appendix E: Approximation structures

1. General definitions and remarks

In the main text, we have defined approximation structures through the partially ordered set \((\mathcal{E}, \leq)\). Often, \((\mathcal{E}, \leq)\) is also a monoid (for instance, \((\mathbb{R}^+, +)\)) that induces a distance in \(\Omega\). In that case, an approximation structure might satisfy a triangle inequality. The following definition generalizes that idea to the case where there might be more than one monoid in \(\mathcal{E}\).

**Definition E.1 (Triangle inequality).** Let \(S^\Omega\) be a specification space equipped with an approximation structure \(A_\mathcal{E}\). If there are chains \(\{\mathcal{E}_i \subseteq \mathcal{E}\}_{i \in I}\) which are also commutative monoids \(\{(\mathcal{E}_i, +_i)\}_{i \in I}\), then we say that the approximation structure satisfies a triangle inequality if

\[
\forall W \in S^\Omega, \forall i \in I, \forall \varepsilon, \varepsilon' \in \mathcal{E}_i : (W^\varepsilon)' \subseteq W^{\varepsilon + \varepsilon'}.
\]

**Remark E.2.** Let \(S^\Omega\) be a specification space equipped with an approximation structure \(A_\mathcal{E}\) that satisfies the triangle inequality. Then, for every commutative monoid \(\mathcal{E}_i \subseteq \mathcal{E}\), and every \(\varepsilon, \varepsilon' \in \mathcal{E}_i\),

\[
\text{if } V \subseteq W^\varepsilon \text{ and } \tilde{V} \subseteq V^{\varepsilon'}, \text{ then } \tilde{V} \subseteq W^{\varepsilon + \varepsilon'},
\]

for all \(W, V, \tilde{V} \in S^\Omega\).

An approximation structure induces a special way to organize knowledge in terms of \(\varepsilon\)-balls around elements of the state-space (see the examples at the end of this appendix). This is captured by the following definition.

**Definition E.3 (Approximation space).** Let \(\Omega\) be a state space equipped with an approximation structure \(A_\mathcal{E}(\Omega)\). The approximation space induced by \(A_\mathcal{E}\) on \(\Omega\) is the set of all specifications that are neighbourhoods of states, \(\{\omega^\varepsilon\}_{\omega \in \Omega, \varepsilon \in \mathcal{E}} \subseteq S^\Omega\).

2. Proofs of claims from the main text

**Proposition V.3 (Stability and robustness).** Let \((S^\Omega, \mathcal{T})\) be a stable resource theory according to an approximation structure \(A_\mathcal{E}(\Omega)\). Then, for any \(V, W \in S^\Omega\) such that \(V \rightarrow W\), if \(W\) is \(\varepsilon\)-robust then \(V\) is also \(\varepsilon\)-robust.

**Proof.** Since the theory is stable, \(V^\varepsilon \rightarrow W^\varepsilon\). If \(V^\varepsilon \in [\Omega]_\mathcal{T}\), then \(\Omega \rightarrow V^\varepsilon \rightarrow W^\varepsilon\). But \(W^\varepsilon \not\in [\Omega]_\mathcal{T}\), so we reach a contradiction.

**Proposition V.4 (Reduced approximation structures).** Let \(S^\Sigma\) be a specification space equipped with an approximation structure \(A_\mathcal{E}(\Sigma)\), which is parametrized by a poset \(\mathcal{E}\). Let there be \(S^\Omega\) embedded in \(S^\Sigma\) via \((e, h)\). Then there exists a approximation structure \(A_\mathcal{E}\) in \(S^\Omega\) also parametrized by \(\mathcal{E}\), such that \(e(V^\varepsilon) \supseteq (e(V))^\varepsilon\).

Any saturating element \(\varepsilon_{\text{max}} \in \mathcal{E}\) is still saturating for the reduced approximation structure. Similarly, if \(A_\mathcal{E}(\Sigma)\) is attainable, so is \(A_\mathcal{E}(\Omega)\).

**Proof.** We define the new family of functions \(A_\mathcal{E}(\Omega) = \{\cdot\}^\varepsilon \subseteq \mathcal{E}\) on the reduced specification space through

\[
W^\varepsilon; = h((e(W))^\varepsilon)
\]

for any \(W \in S^\Omega\), where \(e\) and \(h\) are the functions defining the Galois insertion between the two spaces. By definition,

\[
e(W^\varepsilon) \supseteq (e(W))^\varepsilon.
\]

We need to show the following things:
1. The new functions are inflating specification endomorphisms on $S^\Omega$.
   This follows from being a composition of homomorphisms.

2. For all $W \in S^\Omega$ and $\varepsilon, \varepsilon' \in \mathcal{E}, \varepsilon \leq \varepsilon' \implies W^\varepsilon \subseteq W^{\varepsilon'}$.
   Follows from the facts that $e$ and $h$ are order-preserving and the approximations and $A^\varepsilon(\Sigma)$ satisfy the desired property.

3. There exists a saturating element $\varepsilon_{\text{max}} \in \mathcal{E}$ such that for all $W \in S^\Omega$, $W^{\varepsilon_{\text{max}}} = \Omega$.
   Since $h(\Sigma) = \Omega$, any saturating element $\varepsilon_{\text{max}}$ stays saturating.

4. If the original approximation structure is attainable for some $0 \in \mathcal{E}$, so is the new approximation structure.
   Since $V_0 = V$ for any $V \in S^\Sigma$, we have that $W_0 = h((e(W))^0) = h \circ e(W) = W$, for any $W \in S^\Omega$.

Remark E.4. Note that in the reduced approximation structure, it can happen that $\cdot^\varepsilon = \cdot^{\varepsilon'}$ although $\cdot^\varepsilon \neq \cdot^{\varepsilon'}$ in the original approximation structure.

Remark E.5. If an approximation structure $(\mathcal{E}, \leq)$ satisfies a triangle inequality on $S^\Sigma$, this property does not necessarily carry over to a reduced approximation structure on $S^\Omega$ embedded in $S^\Sigma$ as above. When this is actually the case is studied in Proposition E.8 below.

3. Additional Results

a. General properties of approximation structures

Corollary E.6. Let $S^\Omega$ be a specification space equipped with an approximation structure $A^\varepsilon(\Omega)$. It is more precise to combine two states of knowledge $V$ and $W$ and then approximate the result than to approximate first and then combine the approximations,

$$(V \cap W)^\varepsilon \subseteq V^\varepsilon \cap W^\varepsilon,$$

for all $V, W \in S^\Omega$ and all $\varepsilon \in \mathcal{E}$.

Proof. Follows directly from Lemma C.6. □

We have seen that intensive embeddings induce reduced approximation structures. The following propositions concern further properties of such induced approximation structures that are carried over from the initial approximation structure.

Proposition E.7 (Robustness in restricted resource theories). Let $(S^\Sigma, \mathcal{T})$ be a resource theory equipped with an approximation structure $A^\varepsilon(\Sigma)$. Let there be an intensive embedding $(e, h)$ resulting in restricted theory $(S^\Omega, \tilde{\mathcal{T}})$ and approximation structure $A^\varepsilon(\Omega)$.

Then, if $V \in S^\Sigma$ is not $\varepsilon$-robust according to $A^\varepsilon(\Sigma)$, neither is $h(V)$ $\varepsilon$-robust according to $A^\varepsilon(\Omega)$.

Proof. If $V$ is not $\varepsilon$-robust, this means that $\Sigma \rightarrow V^\varepsilon$, that is, there exists a function $f \in \mathcal{T}$ such that $f(\Sigma) \subseteq V^\varepsilon$. Since $h$ is order-preserving, we have

$$h \circ f(\Sigma) \subseteq h(V^\varepsilon)$$

$$\iff h \circ f(\Omega) \subseteq h(V')$$

$$\iff \tilde{f}(\Omega) \subseteq h(V') \subseteq h((e \circ h(V'))^\varepsilon) = (h(V))^\varepsilon.$$

Hence $\Omega \rightarrow (h(V))^\varepsilon$, and so $h(V)$ is also not $\varepsilon$-robust. □

The next proposition shows that if an embedding preserves the approximation structure, then an induced approximation structure inherits any triangle inequality.
Proposition E.8 (Triangle inequality in reduced approximation structures). Let $S^\Omega$ be a specification space equipped with an approximation structure $A_\epsilon(\Omega)$ that respects a triangle inequality, and $S^T$ be a specification space embedded in $S^\Omega$ with an intensive embedding $e$ that preserves the endomorphisms of the approximation structure. Then the reduced approximation structure $A_\epsilon(T)$ on $S^T$ induced by $e$ and $A(\Omega)$ also respects the triangle inequality.

Proof. Since the embedding preserves the approximation endomorphisms, we find that for $\epsilon, \epsilon' \in E_i$ for all chains $E_i \subseteq E$ that are commutative monoids,

$$(V^\epsilon)^{\epsilon'} := (h((e(V))^\epsilon))^{\epsilon'}$$

$$(\epsilon \text{ preserves } \cdot) = h(((e(V))^{\epsilon'}))^{\epsilon'} 
\subseteq h((e(V))^{\epsilon + \epsilon'})$$

$$(V^{\epsilon + \epsilon'}).$$

$\square$

b. Examples of approximation structures

Example E.9 (Approximations in quantum theory). Approximations arise very naturally in the setting of quantum theory. We start by taking a distance measure in state-space, that is, a distance between density matrices. For this we pick the purified distance, a generalization of the trace distance that is invariant under purifications and extensions, and can only decrease under physical operations and projections [61]. The purified distance is originally defined for subnormalized states; here we present a simpler version for normalized states, given that we are working in $\Omega$.

Definition E.10 (Purified distance). The purified distance [61] between two normalized quantum states $\rho$ and $\sigma$ is given by

$$d(\rho, \sigma) := \sqrt{1 - F(\rho, \sigma)^2},$$

where $F$ is the fidelity between quantum states,

$$F(\rho, \sigma) := \|\sqrt{\rho} \sqrt{\sigma}\|_1,$$

and $\|A\|_1$ is the trace norm.

The approximation structure for the specification space is based on the $\epsilon$-balls of quantum states, according to the purified distance: The $\epsilon$-approximation of a specification $W \in S^\Omega$ is the set

$$W^\epsilon := \bigcup_{\omega \in W} \omega^\epsilon,$$

where $\omega^\epsilon = \{\rho \in \Omega : d(\rho, \omega) \leq \epsilon\}$ is the $\epsilon$-ball of $\omega$, according to the purified distance.

Note that $V^1 = \Omega$ and $V^0 = \emptyset$, for all specifications $V \in S^\Omega$; the approximation structure induced by the purified distance is attainable.

Example E.11 (Animal approximations). Continuing with $E$ from Example 9, the approximation space $\{\omega^\epsilon\}_{\omega \in \Omega, \epsilon \in E}$ is the subset of $S^\Omega$ that consists of all phyla, classes, orders, etc., down to individual species.

Example E.12 (Real approximations). Let $\Omega = [0, 1]$, and $E = \{10^{-n}\}_{n \in \mathbb{N}_0}$, with the usual order relation. Then we define the approximation structure $A_\epsilon$ with $x^\epsilon = \{\omega \in [0, 1] : |x - \omega| < \epsilon\}$. The approximation space induced by this structure, $\{\omega^\epsilon\}_{\omega \in \Omega, \epsilon \in E}$, consists of the $n$-digit approximations of all real numbers in $[0, 1]$, for all $n$. Note that this is not an attainable approximation space, as we never reach the real line (because for all $\epsilon > 0$ and all $x \in \mathbb{R}$, $x^\epsilon$ has an infinite number of elements).
Appendix F: Convexity

In the following we explore the structure that arises from convex state spaces for specifications. This convexity can sometimes be interpreted as probabilistic mixtures, such as in the case of quantum mechanics. On the other hand, convexity can also have a different meaning, such as a mixture of liquids in chemistry. Here, we shall not separate these two cases, since they induce the same structure on state space and specification space. In this sense, we are also not discussing how exactly we understand the notion of probability (frequencies, beliefs, bets?), which is a huge foundational topic by itself. Instead, we simply observe that some state spaces are convex, and could be interpreted as the spaces of probabilistic mixtures of extremal points. In the case where convexity does represent probabilities, we introduce more formally the notion of probabilistic equivalence and we show in which sense it can be applied.

1. General definitions and results

a. Convexity

Since we leave the interpretation of convex mixtures open, we do not assume a particular structure on the state space other than that it may allow for convex mixtures. This implies that we require an approach to convexity that is more general than standard definitions based on vector spaces. To this end, we shall define convexity solely based on a convex combination operation satisfying a certain set of axioms. There have been several similar proposals to generalize the concept of convexity [62–64].9 The following definition is adapted from Ref. [64].

Definition F.1 (Convex structure [64]). A convex structure is a set \(\Omega\) equipped with a map

\[
f : [0, 1] \times \Omega \times \Omega \rightarrow \Omega
\]

\[
(p, \nu, \omega) \mapsto f_p (\nu, \omega)
\]

satisfying:

1. \(f_1 (\nu, \omega) = \nu\) (extremicity),
2. \(f_p (\nu, \omega) = f_{1-p} (\omega, \nu)\) (parametric commutativity),
3. \(f_p (f_q (\nu, \omega), \tau) = f_{pq} (\nu, f_{1-q} (\tau, \omega))\), for \(pq \neq 1\) (parametric associativity),
4. \(f_p (\nu, \nu) = \nu\) (idempotence).

We call \(f_p (\nu, \omega)\) the convex mixture of the two elements, and may represent the convex structure as \((\Omega, f)\). A pair \((\Omega, f)\) that satisfies all the above properties except idempotence is called a quasi-convex structure. A subset \(V \subseteq \Omega\) of a quasi-convex structure \((\Omega, f)\) is called a (quasi-)convex subset if \((V, f_p)\) is itself a (quasi-)convex structure. (In particular, \(V\) should be closed under \(f\), that is \(\nu, \omega \in V \implies f_p (\nu, \omega) \in V, \forall p \in \{0, 1\}\).)

For parametric associativity, note that for \(pq = 1\) the second coefficient is irrelevant due to extremicity. The usual convex vector spaces are a special case of convex structures.

Lemma F.2 (Convex vector spaces.). Let \(\Omega\) be a subset of a real vector space such that for any two elements \(\omega, \nu \in \Omega\) and any \(p \in [0, 1]\), the element \(p \nu + (1 - p) \omega =: f_p (\nu, \omega)\) is also in \(\Omega\). Then \((\Omega, f)\) is an idempotent convex structure.

Proof. We have to prove:

9 See https://golem.ph.utexas.edu/category/2009/04/convex_spaces.html for a discussion. A very different approach (with some terminology clashes) is followed e.g. in Ref. [65].
1. Extremicity, \( f_1 (\nu, \omega) = \nu \).

Follows directly from the fact that 0 \( \omega = 0 \) is the identity element of addition in a real vector space, and 1 is the identity element of multiplication, so 1 \( \nu + 0 \omega = \nu \).

2. Commutativity, \( f_p (\nu, \omega) = f_{1-p} (\omega, \nu) \).

Follows from commutativity of addition, \( p \nu + (1-p) \omega = (1-p) \omega + p\nu \).

3. Associativity, \( f_p (f_q (\nu, \omega), \tau) = f_{pq} \left( \nu, f_{\frac{1}{pq}} (\tau, \omega) \right) \), for \( pq \neq 1 \).

We have

\[
p(q\nu + (1-q)\omega) + (1-p)\tau = pq \nu + p (1-q) \omega + (1-p)\tau
\]

\[
= pq \nu + \frac{1-pq}{1-pq} p (1-q) \omega + \frac{1-pq}{1-pq} (1-p) \tau
\]

\[
= pq \nu + (1-pq) \left( \frac{1-p}{1-pq} \tau + \frac{p (1-q)}{1-pq} \omega \right)
\]

\[
= pq \nu + (1-pq) \left( \frac{1-p}{1-pq} \tau + \left( 1 - \frac{1-p}{1-pq} \right) \omega \right),
\]

where we used distributivity, commutativity of addition, and the identity element of multiplication—we can see you rolling your eyes.

4. Idempotence, \( f_p (\nu, \nu) = \nu \).

Follows from distributivity of scalar multiplication with respect to vector addition, \( p \nu + (1-p) \nu = (p + 1-p) \nu \).

\[\Box\]

We can iterate the convex mixture of two elements to create a probabilistic mixture over a finite subset of elements, according to any finite probability distribution.

**Definition F.3** (Mixture over finite sets). Let \((\Omega, f)\) be a convex structure and \(V = (\nu_1, \nu_2, \ldots, \nu_n)\) a finite vector of elements of \(\Omega\). Finally, let \(P = (p_1, \ldots, p_n)\) be a vector whose elements form a probability distribution (that is, all \(p_i \geq 0\) and \(\sum_i p_i = 1\)). We define the mixture over \(V\) given by \(P\) as

\[
f_P (V) := f_{p'_1 \cdot (\nu_1, f_{p'_2} (\nu_2, f_{p'_3} (\nu_3, \ldots)))} \in \Omega,
\]

where the innermost nested term is \(f_{p'_{n-1}} (\nu_{n-1}, \nu_n)\), and the coefficients are given by \(p'_1 = p_1\) and \(p'_k = p_k/(\prod_{i<k} (1-p'_i))\), for \(1 < k < n\).

**Lemma F.4.** If \(\Omega\) is a convex subset of a vector space then the above definition gives us the usual convex mixture, \(f_P (V) = p_1 \nu_1 + p_2 \nu_2 + \cdots + p_n \nu_n\).

*Proof.* We prove this by induction. First suppose that \(V_2 = (\nu_1, \nu_2)\) and \(P = (p_1, p_2)\). Then \(f_P (V) = f_{p_1} (\nu_1, \nu_2) = p_1 \nu_1 + (1-p_1) \nu_2 = p_1 \nu_1 + p_2 \nu_2\).

Now suppose that for vectors \(V' = (\nu_{k+1}, \ldots, \nu_n)\) and \(P' = \frac{p'}{1-p_k} (p_{k+1}, \ldots, p_n)\) it holds that \(f_{P'} (V') = \sum_{i=k+1}^n \frac{p_i}{1-p_k} \nu_i\). Consider the extension to vectors \(V = (\nu_k, \nu_{k+1}, \ldots, \nu_n)\) and \(P = \frac{p_k}{1-p_k} (p_{k+1}, \ldots, p_n)\). Then

\[
f_{P'} (V') = \sum_{i=k+1}^n \frac{p_i}{1-p_k} \nu_i.
\]
\( (p_k, p_{k+1}, \ldots, p_n) \). Then we have
\[
\sum_{i=k}^{n} p_i \nu_i = p_k \nu_k + \sum_{i=k+1}^{n} p_i \nu_i \\
= p_k \nu_k + (1 - p_k) \sum_{i=k+1}^{n} p_i \frac{1}{1 - p_k} \nu_i \\
= p_k \nu_k + (1 - p_k) f_{\frac{p_k}{p_k+1}}(V') \\
= f_{p_k} \left( \nu_k, f_{\frac{p_k}{p_k+1}}(V') \right) \\
= f_{p_k} \left( \nu_k, f_{\frac{p_{k+1}}{p_k+1}} \left( \nu_{k+1}, f_{\frac{p_{k+2}}{1 - p_{k+1}}(1 - p_{k+2})} \left( \nu_{k+2}, f_{\frac{p_{k+2}}{1 - p_{k+1}}(1 - p_{k+2})}(...(\nu_n, \ldots)) \right) \right) \right) \\
= f_p(V).
\]

Finally, we may define convexity-preservation of maps between two quasi-convex structures.

**Definition F.5** (Convexity-preserving maps). Let \((\Omega, f)\) and \((\Sigma, f')\) be two quasi-convex structures. We say that a map \(g : \Omega \rightarrow \Sigma\) is convexity-preserving if
\[
g \circ f_p(\nu, \omega) = f'_p(g(\nu), g(\omega)).
\]

b. Properties of convex mixtures

Here we show that convex mixtures over finite sets behave well as expected. In other words, in the following proofs we expand the grisly nested mixtures for the last time. There is nothing particularly surprising or insightful in this subsection, so unless you are interested in this rediscovery of the wheel, we will not take it personally if you skip it.

**Lemma F.6** (Combining mixtures). Let \((\Omega, f)\) be a convex structure, let \(\nu, \omega, \tau \in \Omega\), and let \(r, p, q \in [0, 1]\). Then
\[
f_r \left( f_p(\nu, \omega), f_q(\nu, \tau) \right) = f_{r+p+1-rq} \left( \nu, f_{\alpha} \left( \omega, \tau \right) \right),
\]
with \(\alpha = \frac{r(1-p)}{1-rp+(1-r)q}\) (whenever \(rp + (1-r)q \neq 1\), otherwise we can take \(\alpha = 0\) or anything else, as it does not matter).

**Proof.** We use associativity and commutativity of convex mixtures,
\[
f_r \left( f_p(\nu, \omega), f_q(\nu, \tau) \right) = f_{rp} \left( \nu, f_{\frac{1-r}{1-rp}}(f_q(\nu, \tau), \omega) \right) \\
= f_{rp} \left( \nu, f_{\frac{1-r}{1-rp}} \left( \nu, f_{\frac{1-r}{1-rp}}(\omega, \tau) \right) \right) \\
= f_{rp} \left( \nu, f_{\frac{1-r}{1-rp}} \left( \nu, f_{\frac{1-r}{1-rp}}(\omega, \tau) \right) \right) \\
= f_{1-\alpha} \left( f_{1-\alpha} \left( f_{\frac{1-r}{1-rp}}(\omega, \tau), \nu \right), \nu \right) \\
= f_{1-(r\alpha)} \left( f_{\frac{1-r}{1-rp}}(\omega, \tau), \nu \right) \\
= f_{r\alpha} \left( \nu, f_{\frac{1-r}{1-rp}}(\omega, \tau) \right).
\]

\[\square\]
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**Remark F.7.** For vector spaces, Lemma F.6 simply expresses that
\[ r(p \nu + (1 - q) \omega) + (1 - r)(q \nu + (1 - q) \tau) = (r p + (1 - r) q) \nu + r (1 - p) \omega + (1 - r) (1 - q) \tau. \]

**Lemma F.8** (Mixture is convexity-preserving). Let \((\Omega, f)\) be a convex structure, let \(\nu, \omega, \tau \in \Omega\), and let \(r, p \in [0, 1]\). Then
\[ f_r(f_p(\nu, \omega), f_p(\nu, \tau)) = f_p(f_r(\nu, \omega), f_r(\nu, \tau)). \]
In other words, the function
\[ f_p(\nu, \cdot) : \Omega \to \Omega \]
\[ \omega \mapsto f_p(\nu, \omega), \]
parameterized by any \(\nu \in \Omega\) and \(p \in [0, 1]\), is convexity-preserving.

**Remark F.9.** If \((\Omega, f)\) is a quasi-convex structure without idempotence, then we can only ensure
\[ f_q(f_p(\nu, \omega), f_p(\nu, \tau)) = f_p(f_\beta(\nu, \nu), f_q(\omega, \tau)), \]
where \(\beta \in [0, 1]\) depends on \(p\) and \(q\).

**Proof.** Follows from Lemma F.6 when \(p = q\),
\[ f_r(f_p(\nu, \omega), f_p(\nu, \tau)) = f_{rp + (1 - r)p}(\nu, f_{1 - r + (1 - r)p}(\omega, \tau)) \]
\[ = f_p(\nu, f_r(\omega, \tau)). \]

The following lemma really tells us that the vector \(V\) in Definition F.3 can be re-ordered together with \(P\) at will.

**Lemma F.10** (Permuting mixtures). Let \((\Omega, f)\) be a convex structure and \(V = (\nu_1, \nu_2, \ldots, \nu_n)\) a finite vector of elements of \(\Omega\). Finally, let \(P = (p_1, \ldots, p_n)\) be a vector whose elements form a probability distribution over \(V\) (that is, all \(p_i \geq 0\) and \(\sum_i p_i = 1\)). Then
\[ f_P(V) = f_{\pi_i(P)}(\pi_i(V)), \]
where \(\pi\) denotes any permutation of elements in \(V\) and \(P\).

**Proof.** We will show that we can always swap two neighbouring elements, that is \(f_P(V) = f_{\pi_i(P)}(\pi_i(V))\), for permutations \(\pi_i\) that swap the \(i\)-th and the \(i + 1\)-th element. By repeated such swaps, we can then realize any permutation \(\pi\) and so \(f_P(V) = f_\pi(P)(\pi_i(V))\) in general. We have
\[ f_P(V) = f_{\pi_i'}(\nu_1, f_{\pi_i'}(\nu_2, \ldots, f_{\pi_i'}(\nu_i, f_{\pi_i'+1}(\nu_{i+1}, \ldots)))) \]
\[ \text{[commutativity]} = f_{\pi_i'}(\nu_1, f_{\pi_i'}(\nu_2, \ldots, f_{\pi_i'}(\nu_i, f_{\pi_i'+1}(\nu_{i+1}, \ldots))) \]
\[ \text{[associativity]} = f_{\pi_i'}(\nu_1, f_{\pi_i'}(\nu_2, \ldots, f_{\pi_i'}(\nu_i, f_{\pi_i'+1}(\nu_{i+1}, \ldots))) \]
\[ = f_{\pi_i'}(\nu_1, f_{\pi_i'}(\nu_2, \ldots, f_{\pi_i'}(\nu_i, f_{\pi_i'+1}(\nu_{i+1}, \ldots)))) \]
\[ = f_{\pi_i'}(\nu_1, f_{\pi_i'}(\nu_2, \ldots, f_{\pi_i'}(\nu_i, f_{\pi_i'+1}(\nu_{i+1}, \ldots)))) \]
\[ = f_{\pi_i'}(\nu_1, f_{\pi_i'}(\nu_2, \ldots, f_{\pi_i'}(\nu_i, f_{\pi_i'+1}(\nu_{i+1}, \ldots)))) \]
\[ = f_{\pi_i'}(\nu_1, f_{\pi_i'}(\nu_2, \ldots, f_{\pi_i'}(\nu_i, f_{\pi_i'+1}(\nu_{i+1}, \ldots)))) \]

We need to show that the new coefficients correspond to those of \(\pi_i(P)\). Indeed we find
\[ (1 - p_i')p_i' + 1 = (1 - p_i')p_i + 1 = \frac{p_i}{\Pi_{j<i}(1 - p_j)} = [\pi_i(P)]', \]
and
\[ \frac{p_i}{1 - p_i + (1 - p_i)} = \frac{p_i}{\Pi_{j<i}(1 - p_j)(1 - [\pi_i(P)]') = [\pi_i(P)]_{i+1}.} \]
Since order does not matter, we may sometimes denote \( f_P(V) = f_P(V') \) for a subset \( V \subset \Omega \) and a probability distribution \( P \) over elements in \( V \).

**Lemma F.11.** Let \((\Omega, f)\) be a convex structure and \( V = (\nu_1, \nu_2, \ldots, \nu_n)\) a finite vector of elements of \( \Omega \). Let \( P = (p_1, \ldots, p_n) \) and \( Q = (q_1, \ldots, q_n) \) be two probability distributions over \( V \), and let \( r \in [0, 1] \). Then

\[
f_r (f_P(V), f_Q(V)) = f_R(V),
\]

where \( R = (r_1, r_2, \ldots, r_n) \) is a probability distribution given by \( r_i = r p_i + (1 - r) q_i \).

**Proof.** We prove this by induction. For two-element vectors, the claim follows directly from Lemma F.6.

Now assume that the claim holds for

\[
V' = (\nu_{k+1}, \ldots, \nu_n), \quad \frac{P'}{1 - p_k} = \frac{1}{1 - p_k} (p_{k+1}, \ldots, p_n), \quad \frac{Q'}{1 - q_k} = \frac{1}{1 - q_k} (q_{k+1}, \ldots, q_n).
\]

Then we have, for the extended vectors \( V = (\nu_k, \nu_{k+1}, \ldots, \nu_n) \), \( P = (p_k, p_{k+1}, \ldots, p_n) \) and \( Q = (q_k, q_{k+1}, \ldots, q_n) \),

\[
f_r (f_P(V), f_Q(V)) = f_r \left( f_{p_k} \left( \nu_k, f_{\frac{P'}{1-p_k}} (V') \right), f_{q_k} \left( \nu_k, f_{\frac{Q'}{1-q_k}} (V') \right) \right)
\]

[Lemma F.6]

\[
= f_{r p_k + (1-r) q_k} \left( \nu_k, f_{\frac{1}{1-r p_k + (1-r) q_k}} \left( f_{\frac{P'}{1-p_k}} (V'), f_{\frac{Q'}{1-q_k}} (V') \right) \right)
\]

[induction hypothesis]

\[
[r_k := r p_k + (1-r) q_k] = f_{r_k} (\nu_k, f_{R'}(V')),
\]

\[
[R'] = \frac{r \left(1 - p_k\right)}{1-r_k} \frac{P'}{1-p_k} + \frac{1-r \left(1 - q_k\right)}{1-r_k} \frac{Q'}{1-q_k}
\]

\[
= f_{r_k} (\nu_k, f_{R}(V)) = f_{R}(V), \quad [R = r \ P + (1-r) \ Q].
\]

\[\square\]

**Lemma F.12** (Nested mixtures as probability distributions). Let \((\Omega, f)\) be a convex structure and \( V = (\nu_1, \nu_2, \ldots, \nu_n)\) a finite vector of elements of \( \Omega \). Then, for any \( p_1' = p_2' = \ldots = p_{n-1}' = 0, 1 \), there exists a probability distribution vector \( P = (p_1, p_2, \ldots, p_n) \) such that

\[
f_{p_1'} (\nu_1, f_{p_2'} (\nu_2, \ldots, f_{p_{n-1}'} (\nu_{n-1}, \nu_n))) = f_P(V).
\]

The terms of the probability vector are given by \( p_k = p_k' (\Pi_{i<k} (1-\nu_i')) \) for \( 1 < k < n \), \( p_1 = p_1' \), all \( p_i \geq 0 \) and \( \sum_i p_i = 1 \).

**Proof.** We prove the lemma by induction. For \( V_2 = (\nu_1, \nu_2) \) we trivially find that \( f_{p_1'} (\nu_1, \nu_2) = f_P(V) \) where \( p_1 = p_1' \) and \( p_2 = 1 - p_2' \) as required. Now assume that the claim holds for \( V' = (\nu_2, \ldots, \nu_n) \), and coefficients \( p_2', \ldots, p_{n-1}' \), that is

\[
f_{p_2'} (\nu_2, \ldots, f_{p_{n-1}'} (\nu_{n-1}, \nu_n)) = f_{P'} (V'),
\]

with \( P' = (p_2, \ldots, p_n) \), where \( p_k = p_k' (\Pi_{i<k} (1-\nu_i')) \) for \( 2 < k < n \) and \( p_2 = p_2' \). We will show that it also holds for the extensions \( V = (\nu_1, \nu_2, \ldots, \nu_n) \) and \( f_{p_1'} (\nu_1, f_{p_2'} (\nu_2, \ldots, f_{p_{n-1}'} (\nu_{n-1}, \nu_n))) \). To see this, note that

\[
f_{p_1'} (\nu_1, f_{p_2'} (\nu_2, \ldots, f_{p_{n-1}'} (\nu_{n-1}, \nu_n))) = f_{p_1} (f_{p_2'} (V'))
\]

[Lemma F.11]

\[
= f_{p_1} (f_Q(V), f_Q(V)) = f_{p_1} (f_Q(V), f_Q(V))
\]

[Lemma F.11]

\[
= f_R(V), \quad [R = p_1' Q + (1-p_1') Q'] = (p_1', (1-p_1') p_2', \ldots, (1-p_1') p_n).
\]

Note that by construction \( \sum_i r_i = 1 \) and \( r_k = p_k'/ (\Pi_{i<k} (1-\nu_i')) \). \[\square\]
**Lemma F.13** (Repetitions in convex mixtures). Let \((\Omega, f)\) be a convex structure and \(V = (\nu_1, \nu_2, \ldots, \nu_{n-2}, \nu, \nu)\) a finite vector of elements of \(\Omega\). Finally, let \(P = (p_1, \ldots, p_n)\) be a probability distribution vector. Then

\[
\tilde{p} = (p_1, p_2, \ldots, p_{n-1} + p_n),
\]

\[
\tilde{V} = (\nu_1, \nu_2, \ldots, \nu_{n-2}, \nu).
\]

**Proof.** We have

\[
\tilde{p} = f_{\tilde{p}}(\tilde{V}),
\]

where the only thing left to check is that indeed the last two entries of \(\tilde{p}\) are \(\tilde{p}_n = r p_n\) and \(\tilde{p}_{n+1} = (1-r)p_n\) respectively. This can easily seen since by the above construction according to Definition F.3

\[
p_k = p_k/(\Pi_{i<k}(1-p_i)),
\]

which guarantees by construction that \(\tilde{p}_{n+1} = (1-r)p_n\) due to normalization.

\[
\tilde{p}_n = r(\Pi_{i<n}(1-p_i)) = rp_n,
\]

Taking the convex hull is essentially closing a subset under the operation of convex mixtures.

**Definition F.15** (Convex hull). Let \((\Omega, f)\) be a quasi-convex structure and \(V\) a subset of \(\Omega\). The convex hull \(V^p\) of \(V\) is the smallest quasi-convex subset of \(\Omega\) that contains \(V\).

**Remark F.16.** Let \((\Omega, f)\) be a quasi-convex structure, and \(V, W \subseteq \Omega\). The operation of taking the convex hull has the following properties with respect to the partial order given by inclusion:

1. inflating, \(V \subseteq V^p\),
2. order-preserving, \(V \subseteq W \implies V^p \subseteq W^p\),
3. \(V\) is convex \(\iff V^p = V\),
4. and in particular, idempotent, \((V^p)^p = V^p\),
5. even if \(V\) is finite, \(V^p\) may be uncountable,
6. for any \(\nu, \omega \in V\) and any \(p \in [0, 1]\), \(f_p(\nu, \omega) \in V^p\).
Lemma F.17. Let \((Ω, f)\) be a convex structure and \(V = \{ν_1, ν_2, \ldots, ν_n\} \subset Ω\) a finite subset. Then the convex hull of \(V\) has the form

\[
V^p = \bigcup_{P ∈ F_V} \{f_P(V)\},
\]

where \(F_V\) is the set of all valid probability distributions over \(V\) (that is, all \(n\)-element vectors \(P = (p_1, p_2, \ldots, p_n)\) satisfying \(p_i ≥ 0\) and \(\sum_i p_i = 1\)).

Proof. First we prove direction \(⊇\), that is we show that if \(V^p\) is a quasi-convex set that contains \(V\), it must contain the right-hand side. For any valid probability distribution \(P ∈ F_V\), \(f_P(V) ∈ V^p\). To see this, observe firstly that all \(q_i ∈ [0, 1]\). Now \(x_{n-1} = f_{q_{n-1}}(ν_{n-1}, ν_n) ∈ V^p\), because it is the convex mixture of two elements of \(V\). But then \(x_{n-2} = f_{q_{n-2}}(ν_{n-2}, x_n)\) is also in \(V^p\), because it is the convex mixture of two elements of \(V^p\). The same is true for \(f_{q_{n-3}}(ν_{n-3}, x_{n-2})\) and so on until we reach \(x_1 = f_{q_1}(ν_1, x_2) = f_P(V)\).

To prove direction \(⊆\), we need to show that the right-hand side is convex. This is immediately given by Lemma F.11. Indeed, for all \(r ∈ [0, 1]\) and any two elements \(f_P(V), f_Q(V)\), there exists a valid probability distribution \(R = (r_1, r_2, \ldots, r_n) ∈ F_V\) such that \(f_r(f_P(V), f_Q(V)) = f_R(V)\). The coefficients of the new distribution are \(r_i = r p_i + (r - 1) q_i\).

The following proposition will be used ahead to prove desirable properties of the convex hull.

**Proposition F.18 (Finite cover for convex hull).** Let \((Ω, f)\) be a quasi-convex structure an \(V\) a subset. We can take the convex hull of \(V\) over a cover composed only of finite sets, that is

\[
V^p = \bigcup_{\tilde{V} ⊆ V, \tilde{V} \text{ finite}} \tilde{V}^p = \bigcup_{\tilde{V} ⊆ V, \tilde{V} \text{ finite}} \bigcup_{P ∈ F_{\tilde{V}}} \{f_P(\tilde{V})\}.
\]

Proof. As a first step, we show that the set on the right-hand side is convex. A convex combination of two elements on the right-hand side can be written as \(ω = f_p(ν, ν')\), with \(ν ∈ \tilde{V}_1^p\) and \(ν' ∈ \tilde{V}_2^p\), where \(\tilde{V}_1, \tilde{V}_2 ⊆ V\) are finite subsets. It follows that \(ω ∈ (\tilde{V}_1 ∪ \tilde{V}_2)^p\). But \(\tilde{V}_1 ∪ \tilde{V}_2\) is also finite, so \(ω ∈ \bigcup_{\tilde{V} ⊆ V, \tilde{V} \text{ finite}} \tilde{V}^p\).

Now we may prove direction \(⊆\). We have

\[
V = \bigcup_{\tilde{V} ⊆ V, \tilde{V} \text{ finite}} \tilde{V} \quad \text{[}\text{by definition]} \quad \subseteq \bigcup_{\tilde{V} ⊆ V, \tilde{V} \text{ finite}} \tilde{V}^p \quad \text{[}\text{by \(P\) inflation]} \quad \subseteq \left(\bigcup_{\tilde{V} ⊆ V, \tilde{V} \text{ finite}} \tilde{V}^p\right)^p \quad \text{[}\text{order-preserving}] \quad = \bigcup_{\tilde{V} ⊆ V, \tilde{V} \text{ finite}} \tilde{V}^p \quad \text{[}\text{right-hand side convex]}.
\]

Direction \(⊇\) is straight-forward as any element of the right-hand side can be written as \(ω = f_p(ν, ν')\), with \(ν, ν' ∈ \tilde{V} ⊆ V\), therefore \(ω ∈ V^p\). The final inequality follows directly from Lemma F.17.

**d. Connecting convex structures**

More generally, we can check whether a set is convex by mapping it to a known convex structure. Intuitively, the mapping is like a weaker version of an embedding that preserves convex mixtures.
Proposition F.19 (Connecting convex structures). Let \((\Sigma, f)\) be a quasi-convex structure, and let \(\Omega\) be a set. If there are two maps \(e : \Omega \to \Sigma\) and \(h : \Sigma \to \Omega\) satisfying the two conditions

\[
h \circ e (\mu) = \mu, \quad h \circ f_p (e \circ h(\nu), \omega) = h \circ f_p (\nu, \omega),
\]

then \((\Omega, f')\) is a quasi-convex structure, where we defined

\[
f' : [0,1] \times \Omega \times \Omega \to \Omega
\]

\[
(p, \nu, \omega) \mapsto h \circ f_p (e(\nu), e(\omega)) =: f'_p (\nu, \omega).
\]

Furthermore, \(h\) is convexity-preserving, \(h \circ f_p (\nu, \omega) = f'_p (h(\nu), h(\omega))\). If \((\Sigma, f)\) is a convex structure, then so is \((\Omega, f')\).

Proof. Firstly, \(f'\) is well defined, because \(\Sigma\) is convex, so \(f_p (e(\nu), e(\omega)) \in \Sigma\). The remaining properties follow directly from definition:

1. extremicity,

\[
f'_1 (\nu, \omega) = h \circ f_1 (e(\nu), e(\omega)) = h \circ e(\nu) = \nu;
\]

2. commutativity,

\[
f'_p (\nu, \omega) = h \circ f_p (e(\nu), e(\omega)) = h \circ (f_{1-p} (e(\omega), e(\nu))) = f'_{1-p} (\omega, \nu);
\]

3. associativity,

\[
f'_{pq} \left( f'_{pq} (\nu, \omega), \tau \right) = h \circ f_{pq} (e \circ h \circ f_q (e(\nu), e(\omega)), e(\tau))
\]

\[
= h \circ f_{pq} (f_q (e(\nu), e(\omega)), e(\tau))
\]

\[
= h \circ f_{pq} \left( e(\nu), f_{1-p}^{1-p} (e(\tau), e(\omega)) \right)
\]

\[
= h \circ f_{1-pq} \left( f_{1-p}^{1-p} (e(\tau), e(\omega)), e(\nu) \right)
\]

\[
= f'_{1-pq} \left( f'_{1-p} (\tau, \omega), \nu \right)
\]

\[
= f'_{pq} \left( \nu, f'_{1-p} (\tau, \omega) \right),
\]

for \(pq \neq 1\).

4. idempotency,

\[
f'_p (\nu, \nu) = h \circ f_p (e(\nu), e(\nu)) = h \circ e(\nu) = \nu;
\]

Showing that \(h\) is convexity-preserving is also direct

\[
f'_p (h(\nu), h(\omega)) = h \circ f_p (e \circ h(\nu), e \circ h(\omega))
\]

\[
= h \circ f_p (\nu, e \circ h(\omega))
\]

\[
= h \circ f_{1-p} (e \circ h(\omega), \nu)
\]

\[
= h \circ f_{1-p} (\omega, \nu)
\]

\[
= h \circ f_p (\nu, \omega).
\]

\[\square\]
Proposition F.20 (Quasi-convex specification spaces). Let \((\Omega, f)\) be a convex structure. Then \((S^\Omega, \tilde{f})\) is quasi-convex, with the convex mixture of any two specifications \(V, W \in S^\Omega\) defined as

\[
\tilde{f}_p(V, W) := \bigcup_{\nu \in V} \bigcup_{\omega \in W} \{f_p(\nu, \omega)\}.
\]

Proof. Firstly, it is clear that \(\tilde{f}\) is well-defined, because \(\Omega\) is convex. Now, to show the properties:

1. extremity,

\[
\tilde{f}_1(V, W) = \bigcup_{\nu \in V} \bigcup_{\omega \in W} \{f_1(\nu, \omega)\} = \bigcup_{\nu \in V} \{\nu\} = V;
\]

2. commutativity,

\[
\tilde{f}_p(V, W) = \bigcup_{\nu \in V} \bigcup_{\omega \in W} \{f_p(\nu, \omega)\} = \bigcup_{\nu \in V} \bigcup_{\omega \in \Omega} \{f_{1-p}(\omega, \nu)\} = \tilde{f}_{1-p}(W, V);
\]

3. associativity,

\[
\tilde{f}_p \left( \tilde{f}_q(V, W), Z \right) = \tilde{f}_p \left( \bigcup_{\nu \in V} \bigcup_{\omega \in \Omega} \{f_q(\nu, \omega)\}, Z \right)
= \bigcup_{\nu \in V} \bigcup_{\omega \in \Omega} \bigcup_{\tau \in Z} \{f_p(f_q(\nu, \omega), \tau)\}
= \bigcup_{\nu \in V} \bigcup_{\omega \in \Omega} \bigcup_{\tau \in Z} \{f_{pq}(\nu, f_{1-p}(\tau, \omega))\}
= \tilde{f}_{pq}(V, \tilde{f}_{1-p}(Z, W)),
\]

for \(pq \neq 1\).

Remark F.21. Specification spaces of convex state spaces are not idempotent. However, \(\tilde{f}_p(V, V) \subseteq V^p\).

Proof. We have

\[
\tilde{f}_p(V, V) = \bigcup_{\nu \in V} \bigcup_{\omega \in Z} \{f_p(\nu, \omega)\} \subseteq \bigcup_{\nu \in V} \bigcup_{\omega \in Z} V^p = V^p.
\]

Lemma F.22. Let \((\Omega, f)\) be a convex structure, and \((S^\Omega, \tilde{f})\) the corresponding convex specification space. Then \(\tilde{f}\) is order-preserving: \(V \subseteq W \implies \tilde{f}_p(V, Z) \subseteq \tilde{f}_p(W, Z)\).

Proof. Follows directly from definition, as

\[
\tilde{f}_p(V, Z) = \bigcup_{\nu \in V} \bigcup_{\omega \in Z} \{f_p(\nu, \omega)\} \subseteq \bigcup_{\nu \in W} \bigcup_{\omega \in Z} \{f_p(\nu, \omega)\} = \tilde{f}_p(W, Z).
\]

Lemma F.23. Let \((S^\Omega, \tilde{f})\) be a convex specification space and \(V, W \in S^\Omega\) two specifications. Then

\[
\tilde{f}_p(V, W) \subseteq (V \cup W)^p.
\]
Proof. We use the fact that taking the convex hull is order-preserving,
\[ \tilde{f}_p(V, W) \subseteq \tilde{f}_p(V \cup W, V \cup W) \subseteq (V \cup W)^p. \]
\[\square\]

**Proposition F.24** (Convex embeddings). Let \((\Sigma, f)\) be a convex structure and \((S^\Omega, \tilde{f})\) the corresponding quasi-convex specification space. Let \(S^\Omega\) be a specification space embedded in \(S^\Omega\), with intensive embedding \((e, h)\) and lumping \(\text{Lump}\), and let us define the family of functions \(\{\tilde{f}_p\}_{p \in [0,1]}\)
\[ \tilde{f}_p : S^\Omega \times S^\Omega \to S^\Omega \]
\[ (V, W) \mapsto h \circ \tilde{f}_p(e(V), e(W)) =: \tilde{f}_p(V, W). \]

Then the following are equivalent:
1. \(\text{Lump} \circ \tilde{f}_p(V, W) \supseteq \tilde{f}_p(\text{Lump} V, \text{Lump} W),\)
2. \((S^\Omega, \tilde{f})\) is a quasi-convex structure and \(h\) is convexity-preserving, \(\text{h} \circ \tilde{f}_p(V, W) = \tilde{f}_p(h(V), h(W)).\)

Proof. To show 1 \(\implies\) 2, we will simply show that we are in the conditions of Proposition F.19, that is, let \(\text{Lump} \circ \tilde{f}_p(V, W) \supseteq \tilde{f}_p(\text{Lump} V, \text{Lump} W),\)
\[\implies h \circ e \circ h \circ \tilde{f}_p(V, W) \supseteq h \circ \tilde{f}_p(\text{Lump} V, W) \supseteq h \circ \tilde{f}_p(V, W) \] [\(h, f\) order-preserving]
\[\iff h \circ \tilde{f}_p(V, W) = h \circ \tilde{f}_p(\text{Lump} V, W).\]

To show 2 \(\implies\) 1, we apply \(e\) on both sides,
\[ h \circ \tilde{f}_p(V, W) = \tilde{f}_p(h(V), h(W)) = h \circ \tilde{f}_p(e \circ h(V), e \circ h(W)) \]
\[ \implies e \circ h \circ \tilde{f}_p(V, W) = e \circ h \circ \tilde{f}_p(e \circ h(V), e \circ h(W)) \]
\[ \iff \text{Lump} \circ \tilde{f}_p(V, W) = \text{Lump} \circ \tilde{f}_p(\text{Lump} V, \text{Lump} W) \supseteq \tilde{f}_p(\text{Lump} V, \text{Lump} W).\]
\[\square\]

f. Probabilistic equivalence and convex quotient space

The following lemma shows that taking the convex hull induces a cumulative equivalence relation. This means that there is a Galois insertion between a convex specification space and a quotient space based on probabilistic equivalence.

**Lemma F.25.** Let \((\Omega, f)\) be a convex structure and \((S^\Omega, \tilde{f})\) the corresponding quasi-convex specification space. The function that takes specifications to their convex hulls,
\[ \mathcal{P} : S^\Omega \to S^\Omega \]
\[ V \mapsto V^\mathcal{P}, \]

is an idempotent, inflating quasi-endomorphism on \(S^\Omega\) inducing a cumulative equivalence relation \(\sim_{\mathcal{P}}\).

Proof. Idempotence and inflation follow from definition of convex hull (see Remark F.16). To see that it is a quasi-endomorphism, we use the fact that it is order-preserving,
\[ V^\mathcal{P} \cup W^\mathcal{P} \subseteq (V \cup W)^\mathcal{P} \cup (V \cup W)^\mathcal{P} = (V \cup W)^\mathcal{P}. \]
It also follows that \((V \cup W)^P = (V^P \cup W^P)^P\), as

\[
\begin{align*}
[V \cup W]^P \subseteq (V^P \cup W^P)^P \\
(V \cup W)^P = ((V \cup W)^P)^P \\
[V \cup W]^P \supseteq (V^P \cup W^P)^P.
\end{align*}
\]

It remains to show that \(\sim_p\) is cumulative, that is \(V^P = W^P \implies (V \cup W)^P\). Using the above, we find

\[
(V \cup W)^P = (V^P \cup W^P)^P.
\]

**Corollary F.26.** There is a Galois insertion \((g_P, h_P)\) of the quotient space \(S^\Omega/\!\!/_P\) into \(S^\Omega\), with

\[
g_P : \quad S^\Omega/\!\!/_P \to S^\Omega \\
[V]_P \mapsto V^P
\]

and

\[
h_P : \quad S^\Omega \to S^\Omega/\!\!/_P \\
V \mapsto [V]_P,
\]

and both \(g_P\) and \(h_P\) are quasi-homomorphisms. Furthermore, \(S^\Omega/\!\!/_P\) is a join-semilattice, with the join induced by the Galois insertion.

**Proof.** Follows from Lemma F.25 and Theorem A.28. \(\square\)

The following remark is a direct application of Lemma C.7 that gives us some more properties of the convex hull.

**Remark F.27.** Let \((\Omega, f)\) be a convex structure and let \(V, W \in S^\Omega\). Then

1. \((V^P \cup W^P)^P = (V \cup W)^P\),
2. if \(V \cap W \neq \emptyset\), then \(V^P \cap W^P \supseteq (V \cap W)^P\),
3. if \(V \cap W \neq \emptyset\), then \((V^P \cap W^P)^P = V^P \cap W^P\).

**g. Consistency of the probabilistic equivalence**

Whenever convex mixtures can be interpreted as probabilistic mixtures, it might be convenient to work in the quotient space: the equivalence class \([V]_P\) may be represented by both \(V\) and \(V^P\). In some instances, it might be useful to take \(V^P\) as the representative of the equivalence class, as it displays the probabilistic interpretation of specifications most explicitly. However, \(V^P\) may be an uncountable set, and so often it will be easier to work with another countable representative, such as the specification that contains only the extremal points of the set \(V^P\). Given that we work with the quotient space, in particular moving between elements of \([V]_P\) should always be allowed. In the following, we show that this is indeed possible. However, some of the following propositions show that there are some conditions that the resource theory needs to satisfy to respect probabilistic equivalence.

**Proposition F.28** (Consistency of convex hull with convexity-preserving homomorphisms). Let \((\Omega, f)\) and \((\Sigma, f')\) be two convex structures and \((S^\Omega, \tilde{f}), (S^\Sigma, \tilde{f'})\) the respective quasi-convex specification spaces. Let \(g\) be a convexity-preserving homomorphism from \(S^\Omega\) to \(S^\Sigma\). Then \(g(V^P) = (g(V))^P\) for any specification \(V \in S^\Omega\).
Proof. First we will show \( \subseteq \), using Proposition F.18 (that is, by reducing to the case of finite covers of a set \( V \); this is a trick to avoid uncountable problems, and there may exist a more direct proof for those better versed in infinities and measures than us). We find

\[
g(V^P) = g \left( \bigcup_{\tilde{V} \subseteq V^P} \bigcup_{\tilde{V} \in \mathbb{P} \tilde{V}} \{f_P(\tilde{V})\} \right) \quad \text{[Proposition F.18 ]}
\]

\[
[g \text{ homomorphism}] = \bigcup_{\tilde{V} \subseteq V^P} \bigcup_{\tilde{V} \in \mathbb{P} \tilde{V}} g \circ f_P(\tilde{V})
\]

\[
[\tilde{V} = \{\nu_1, \ldots, \nu_n\}] = \bigcup_{\tilde{V} \subseteq V^P} \bigcup_{\tilde{V} \in \mathbb{P} \tilde{V}} g(\{f_{\tilde{P}_1}(\nu_1), \ldots, f_{\tilde{P}_n}(\nu_n)\})
\]

\[
[g \text{ convexity-preserving}] = \bigcup_{\tilde{V} \subseteq V^P} \bigcup_{\tilde{V} \in \mathbb{P} \tilde{V}} \bigcup_{\nu_i' \in g(\nu_i)} \bigcup_{\nu_i'' \in g(\nu_n)} \{f_{\tilde{P}_1}(\nu_1', \ldots, f_{\tilde{P}_n}(\nu_n'))\}
\]

\[
\subseteq \bigcup_{\tilde{V} \subseteq g(V), \tilde{V} \in \mathbb{P} \tilde{V}} \tilde{V}^P = (g(V))^P
\]

To see direction \( \supseteq \), note that \( g(V^P) \) is convex: take any two elements

\[
x_P, x_{P'} \in g(V^P) = \bigcup_{\tilde{V} \subseteq V^P} \bigcup_{\tilde{V} \in \mathbb{P} \tilde{V}} \bigcup_{f_P(\tilde{V})} g \circ f_P(\tilde{V})
\]

and consider their convex combination, \( f_r(x_P, x_{P'}) \), which for some finite \( \tilde{V}_1, \tilde{V}_2 \subseteq V \) satisfies

\[
f_r(x_P, x_{P'}) \in f_{\tilde{P}} \left( g \circ f_P(\tilde{V}_1), g \circ f_P(\tilde{V}_2) \right)
\]

\[
[g \text{ convexity-preserving}] = g \circ f_r \left( f_P(\tilde{V}_1), f_P(\tilde{V}_2) \right)
\]

\[
[\text{Lemma F.11}] = g \circ f_{\tilde{P}}(\tilde{V})
\]

where \( \tilde{V}_1 = \{\nu_1, \ldots, \nu_n\}, \tilde{V}_2 = \{\omega_1, \ldots, \omega_m\}, \tilde{V} := (\nu_1, \ldots, \nu_n, \omega_1, \ldots, \omega_m) \), \( r_i = r_{\tilde{P}_i} + (1 - r)\tilde{q}_i \), and \( \tilde{P}, \tilde{Q} \subseteq \mathbb{P} \tilde{V} \), are extensions of the original probability distributions on \( \tilde{V} \) (such that \( \tilde{P} \) restricted to \( \tilde{V}_1 \) equals \( P \), and is zero for elements \( \omega_i \) of \( \tilde{V}_2 \), and vice-versa for \( \tilde{Q} \)). This element is again in \( g(V^P) \) because \( f_P(\tilde{V}) \subseteq V^P \). Then, \( g(V^P) = (g(V)^P)^P \supseteq (g(V))^P \).

\[
\square
\]

Corollary F.29 (Consistency of convex hull with approximations). If the endomorphisms making up an approximation structure \( A_E \) are convexity-preserving, then for any \( V \in S^P, e \in E \),

\[
(V^e)^P = (V^P)^e.
\]

Corollary F.30 (Consistency of convex resource theories). Let \( (S^P, T) \) be a convex resource theory, and let \( V, W \in S^\Omega \). Then \( V \to W \) implies \( V^P \to W^P \).

Proof. Let \( g \in T \) be the transformation that achieves \( g(V) \subseteq W \). Then \( g(V^P) = g(V)^P \subseteq W^P \).

\[
\square
\]

Corollary F.31 (Consistency of convex hull with embeddings). Let \( S^\Omega \) be a convex specification space and let there be an intensive embedding \( (e, h) \) with lumping \( \text{Lump} = e \circ h \). If this lumping is quasi-convexity preserving, that is

\[
\text{Lump}(p V + (1 - p) W) \supseteq p \text{Lump}(V) + (1 - p) \text{Lump}(W),
\]

then the embedding preserves the action of taking the convex hull: \( \text{Lump}(V^P) = \text{Lump}((\text{Lump}(V))^P) \), or equivalently \( h(V^P) = (h(V))^P \).
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Proof. From Proposition F.24, we know that $\mathbf{h}$ is convexity-preserving. By Proposition F.28 this immediately implies $h(V^p) = (h(V))^p$.

**Proposition F.32 (Consistency of convex hull with convex combination).** Let $(\Omega, f)$ be a convex structure and $(S^\Omega, \tilde{f})$ the corresponding convex specification space. Then

$$\tilde{f}_r(V, W)^p = \tilde{f}_r (V^p, W^p),$$

for any $V, W \in S^\Omega$ and $r \in [0, 1]$.

Proof. For the case of finite specifications $V$ and $W$ of size $n$ and $m$ respectively, we find

$$\tilde{f}_r(V, W)^p = \left( \bigcup_{\nu \in V} \bigcup_{\omega \in W} \{ f_r(\nu, \omega) \} \right)^p$$

$$= \{ f_r(\nu_1, \omega_1), f_r(\nu_1, \omega_2), \ldots, f_r(\nu_n, \omega_m) \}^p$$

$$[\ast] = \bigcup_{P \in P_{V \times W}} f_P(\{ f_r(\nu_1, \omega_1), f_r(\nu_1, \omega_2), \ldots, f_r(\nu_n, \omega_m) \})$$

$$[\ast \ast] = \bigcup_{P \in P_{V \times W}} f_P(Z)$$

$$[\ast \ast \ast] = \bigcup_{P \in P_{V \times W}} f_Q(X)$$

$$= \bigcup_{P_V \in P_V, P_W \in P_W} f_r(f_{P_V}(V), f_{P_W}(W))$$

$$= \tilde{f}_r(\bigcup_{P_V \in P_V} f_{P_V}(V), \bigcup_{P_W \in P_W} f_{P_W}(W))$$

$$= \tilde{f}_r (V^p, W^p),$$

where in [\ast] we technically need Lemma F.13 as the elements $f_r(\nu, \omega)$ need not be different for different $\nu$ and $\omega$, and take $P = (p_{1,1}, p_{1,2}, \ldots, p_{n,m})$. For [\ast \ast] we combine the distributions, defining

$$Z = (\nu_1, \omega_1), (\nu_1, \omega_2), \ldots, (\nu_n, \omega_m),$$

$$\tilde{P} = (r \ p_{1,1}, (1-r) \ p_{1,2}, r \ p_{2,1}, (1-r) \ p_{2,2}, \ldots, r \ p_{n,m}, (1-r) \ p_{n,m}).$$

For [\ast \ast \ast] we take a permutation that orders all the identical elements together,

$$\pi(Z) = (\nu_1, \omega_1), (\nu_1, \omega_2), \ldots, (\nu_n, \omega_m),$$

$$\pi(\tilde{P}) = (r \ p_{1,1}, \ldots, r \ p_{1,m}, \ldots, r \ p_{n,1}, \ldots, (1-r) \ p_{n,1}, \ldots, (1-r) \ p_{n,m}).$$

For [\ast \ast \ast \ast] we use Lemma F.13 to sum over the probabilities of the repeated elements, such that

$$X = (\nu_1, \nu_2, \ldots, \nu_n, \omega_1, \omega_2, \ldots, \omega_m),$$

$$Q = \begin{pmatrix}
\sum_{j=1}^m p_{j,1} & \sum_{j=1}^m r \ p_{j,1} & \sum_{j=1}^m (1-r) \ p_{j,1} & \ldots & \sum_{j=1}^m (1-r) \ p_{j,m} \\
\sum_{j=1}^m r \ p_{j,1} & \sum_{j=1}^m p_{j,2} & \sum_{j=1}^m (1-r) \ p_{j,2} & \ldots & \sum_{j=1}^m (1-r) \ p_{j,m} \\
\sum_{j=1}^m (1-r) \ p_{j,1} & \sum_{j=1}^m (1-r) \ p_{j,2} & \sum_{j=1}^m p_{j,3} & \ldots & \sum_{j=1}^m p_{j,m} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
\sum_{j=1}^m r \ p_{j,1} & \sum_{j=1}^m r \ p_{j,2} & \sum_{j=1}^m r \ p_{j,3} & \ldots & \sum_{j=1}^m r \ p_{j,m}
\end{pmatrix},$$

$$P_V = (p_{1,1}^V, p_{1,2}^V, \ldots, p_{n,1}^V), \quad P_W = (p_{1,1}^W, p_{1,2}^W, \ldots, p_{n,1}^W).$$
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For the infinite case, we first show that \((\tilde{f}_p(V,W))^\mathbb{P} \subseteq \tilde{f}_p(V^\mathbb{P},W^\mathbb{P})\). To see this, note that the expression on the right-hand side describes a convex set, because

\[
\tilde{f}_p(V^\mathbb{P},W^\mathbb{P}) = \bigcup_{\nu \in V^\mathbb{P}, \omega \in W^\mathbb{P}} \{f_p(\nu, \omega)\},
\]

and so for any \(\gamma, \tau \in \tilde{f}_p(V^\mathbb{P},W^\mathbb{P})\), and any \(r \in [0,1]\), there exist \(\nu, \nu' \in V^\mathbb{P}\) and \(\omega, \omega' \in W^\mathbb{P}\) such that

\[
f_r(\gamma, \tau) = f_r(f_p(\nu, \omega), f_p(\nu', \omega'))
\]

[Lemma F.14] = \(f_r(\mathbf{X})\)

[Lemma F.14] = \(f_p(f_q(\nu, \nu'), f_q(\omega, \omega'))\)

\[
\in \tilde{f}_p(V^\mathbb{P},W^\mathbb{P}),
\]

where

\[
\mathbf{X} = (\nu, \nu', \omega, \omega'), \quad \mathbf{R} = (pq, p(1-q), (1-p)q, (1-p)(1-q)).
\]

Next, we can use convexity of \(\tilde{f}_p(V^\mathbb{P},W^\mathbb{P})\) to conclude that \((\tilde{f}_p(V,W))^\mathbb{P} \subseteq \tilde{f}_p(V^\mathbb{P},W^\mathbb{P})\), as taking the convex hull is order-preserving:

\[
(\tilde{f}_p(V,W))^\mathbb{P} \subseteq (\tilde{f}_p(V^\mathbb{P},W^\mathbb{P}))^\mathbb{P} = \tilde{f}_p(V^\mathbb{P},W^\mathbb{P}).
\]

To show the other direction, we use Proposition F.18 and find

\[
\tilde{f}_p(V^\mathbb{P},W^\mathbb{P}) = \bigcup_{V' \subseteq V, V' finite} \bigcup_{W' \subseteq W, W' finite} \tilde{f}_p(V'W')^\mathbb{P}
\]

[finite proof applies] = \(\bigcup_{V' \subseteq V, V' finite} \bigcup_{W' \subseteq W, W' finite} (\tilde{f}_p(V', W'))^\mathbb{P}\)

[\(\tilde{f}_p(V', W')\) finite subset of \(\tilde{f}_p(V,W)\)] \(\subseteq \bigcup_{X \subseteq \tilde{f}_p(V,W), X finite} X^\mathbb{P}\)

\[
= (\tilde{f}_p(V,W))^\mathbb{P}.\]

\[\square\]

**Remark F.33.** The above consistency checks might lead us to believe that we may always work in the probabilistic quotient space. One must proceed with caution though, because taking the convex hull of a specification might make us lose information about the larger picture, and in particular about correlations. For example, imagine that \(S^{\Omega}\) is the specification space of all two-qubit density matrices, and \(S^{\Omega_A}\) the reduced space of the first qubit. Now imagine that we had the local specification \(V_A = \text{‘first qubit is in a pure state’}\), corresponding to the surface of a Bloch sphere. The global version of this specification is \(\mathbf{e}_A(V_A) = \text{‘first qubit is in a pure state, and so in particular it is uncorrelated with the other’}\). Now, if we took the convex hull of the local specification we would obtain all mixtures of pure states, that is the whole Bloch sphere, \(V_A^\mathbb{P} = \Omega_A\). Taking the global version of this specification yields \(\mathbf{e}_A(V_A^\mathbb{P}) = \Omega\), because now we allow for correlated states that purify (or more generally extend) mixed states on the first qubit. In taking the convex hull we lose the information that this qubit was uncorrelated: the new global specification \(\Omega\) allows for classical correlations as well as entanglement. While we might have also obtained classical correlations by taking the convex hull of the initial global specification \(\mathbf{e}_A(V_A)\), and so we could understand them as lack of knowledge already inherent in \(\mathbf{e}_A(V_A)\), we are now also including physical correlations, i.e. entanglement, into the specification. This is due to the dual character of convexity in quantum theory: the density matrix formalism may reflect both a probabilistic, subjective lack of knowledge as well as physical correlations, i.e. entanglement, with external systems.
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h. Convex resource theories

**Definition F.34** (Convex resource theories). We say that a resource theory \((S^\Omega, T)\) is **doubly convex** if \((\Omega, f)\) is a convex structure and the transformations in \(T\) preserve convexity, that is

\[
\widetilde{f}_p (g(V), g(W)) = g(\widetilde{f}_p (V, W)),
\]

for all \(V, W \in S^\Omega\) and \(g \in T\).

**Lemma F.35.** Let \((S^\Omega, T)\) be a convex resource theory, let \(V, W, Z \in S^\Omega\), and let \(0 \leq p \leq 1\). Then \((V \cup W) \rightarrow Z\) implies \(\widetilde{f}_p (V, W) \rightarrow Z^p\).

**Proof.** It follows from \(\widetilde{f}_p (V, W) \subseteq (V \cup W)^p\) together with Corollary F.30. \(\square\)

**Definition F.36** (Doubly convex resource theory). We say that a resource theory \((S^\Omega, T)\) is **doubly convex** if \((S^\Omega, T)\) is convex and \((T, c)\) is a convex structure, where \(c\) stands for a family of functions \(\{c_p\}_{p \in [0,1]}\)

\[
c_p : T \times T \rightarrow T
\]

\[
(g, g') \mapsto c_p (g, g'),
\]

which in addition to the properties of a convex structure, satisfy

\[
c_p (g, g') (V) \sim_p \widetilde{f}_p (g(V), g'(V))
\]

for all \(V \in S^\Omega\), and respect the monoid structure of transformations as

\[
c_p (f \circ g, f' \circ g') = f \circ c_p (g, g')
\]

\[
c_p (g \circ f, g' \circ f) = c_p (g, g') \circ f.
\]

**Lemma F.37.** Let \((S^\Omega, T)\) be a doubly convex resource theory, let \(V, W, Z \in S^\Omega\), and let \(0 \leq p \leq 1\). Then \(V \rightarrow W\) and \(V \rightarrow Z\) implies \(V \rightarrow (\widetilde{f}_p (W, Z))^p\).

**Proof.** Let \(f\) be the transformation that achieves \(f(V) \subseteq W\) and \(g\) the transformation that achieves \(g(V) \subseteq Z\). Then

\[
c_p (f, g) (V) \subseteq [c_p (f, g) (V)]^p = (\widetilde{f}_p (f(V), g(V)))^p \subseteq (\widetilde{f}_p (W, Z))^p.
\]

\(\square\)

2. Proofs of claims from the main text

**Proposition F.38** (Quantum theory is doubly convex). The resource theory of quantum mechanics is doubly convex.

**Proof.** We first show that the specification space \(S^\Omega\) for a state space \(\Omega\) of density matrices on a finite-dimensional Hilbert space is convex. To see this, we take the usual convex combination

\[
f_p (\rho, \sigma) = p \rho + (1 - p) \sigma,
\]

and note that, because density matrices form a subspace of a real vector space, \((\Omega, f)\) is a convex structure as required, with \((S^\Omega, f)\) the corresponding quasi-convex structure on specification space. Next, we show that the allowed transformations in quantum mechanics are convexity preserving:

\[
\mathcal{E}(p \rho + (1 - p) \sigma) = p \mathcal{E}(\rho) + (1 - p) \mathcal{E}(\sigma)
\]
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by linearity for any CPTP map $\mathcal{E}$. Therefore the extensions on the specification space, $\tilde{\mathcal{E}}(V) = \bigcup_{\rho \in V} \{\mathcal{E}(\rho)\}$, satisfy the required property

$$\tilde{\mathcal{E}}(\tilde{f}_p(V,W)) = \tilde{f}_p \left( \tilde{\mathcal{E}}(V), \tilde{\mathcal{E}}(W) \right).$$

Finally, we need to show that the transformations are themselves convex, and that their convex combinations satisfy

$$c_p \left( \tilde{\mathcal{E}}, \tilde{\mathcal{E}}' \right) (V) \sim_p \tilde{f}_p \left( \tilde{\mathcal{E}}(V), \tilde{\mathcal{E}}'(V) \right)$$

for all $V \in S^\Omega$, and respect the monoidal structure. Since CPTP maps take quantum states to quantum states, we can simply define the convex combination $c$ of transformations through

$$c_p \left( \tilde{\mathcal{E}}, \tilde{\mathcal{E}}' \right) (\{\rho\}) = \{ p \mathcal{E}(\rho) + (1 - p) \mathcal{E}'(\rho) \}.$$

This definition clearly gives a convex structure since $\Omega$ is a subset of a vector space (a convex structure), and by linearity

$$c_p \left( \tilde{\mathcal{E}}, \tilde{\mathcal{E}}' \circ \tilde{\mathcal{E}}'' \right) = \tilde{\mathcal{E}} \circ c_p \left( \tilde{\mathcal{E}}', \tilde{\mathcal{E}}'' \right)$$

$$c_p \left( \tilde{\mathcal{E}}' \circ \tilde{\mathcal{E}}' \circ \tilde{\mathcal{E}}'' \circ \tilde{\mathcal{E}}''' \right) = c_p \left( \tilde{\mathcal{E}}, \tilde{\mathcal{E}}' \circ \tilde{\mathcal{E}}'' \circ \tilde{\mathcal{E}}''' \right)$$

as required. Finally we note that

$$c_p \left( \tilde{\mathcal{E}}, \tilde{\mathcal{E}}' \right) (V) = \bigcup_{\rho \in V} \{ p \mathcal{E}(\rho) + (1 - p) \mathcal{E}'(\rho) \}$$

$$= \tilde{f}_p \left( \tilde{\mathcal{E}}(V), \tilde{\mathcal{E}}'(V) \right)$$

and so the required convex hull equivalence between the two sides trivially holds.

\[ \square \]

**Theorem 4** (Convexity of free resources). Let $(S^\Omega, T)$ be a doubly convex resource theory. Then, the set of free resources is convex (under probabilistic equivalence), that is, for any two free resources $V$ and $W$, $(p V + (1 - p) W)^p$ is also a free resource.

In particular, the set of free states is convex: if $\{ \nu \}$ and $\{ \omega \}$ are free, then $\{ p \nu + (1 - p) \omega \}$ is also free.

*Proof.* Since by assumption $\Omega \rightarrow V$ and $\Omega \rightarrow W$, Lemma F.37 tells us that $\Omega \rightarrow (\tilde{f}_p(V,W))^p$. For the special case of free states, this becomes $\Omega \rightarrow (\tilde{f}_p(\{\nu\}, \{\omega\}))^p = \{ f_p(\nu, \omega) \}^p = \{ f_p(\nu, \omega) \}$. \[ \square \]

**Theorem 5** (Convex embeddings). Let $\Omega$ be a convex state space, and let Lump be a lumping in $S^\Omega$ inducing a reduced specification space $S^T$. If Lump satisfies

$$Lump(p V + (1 - p) W) \supseteq p \ Lump(V) + (1 - p) \ Lump(W),$$

then the reduced state space $T$ is also convex.

*Proof.* We denote the Galois insertion of $S^T$ in $S^\Omega$ by $(\mathcal{E}, \mathcal{H})$. Note that the condition on Lump for general convex structures $(\Omega, f)$ reads

$$Lump(\tilde{f}_p(V,W)) \supseteq \tilde{f}_p \left( Lump(V), Lump(W) \right).$$

We follow Proposition F.24 in defining the quasi-convex mixture in the reduced specification space,

$$\tilde{\mathcal{E}}' \colon \mathcal{T} \times \mathcal{T} \rightarrow \mathcal{T}$$

$$(V_T, W_T) \mapsto \mathcal{H}(\tilde{f}_p(\mathcal{E}(V_T), \mathcal{E}(W_T))).$$
Note that according to Proposition F.24 $h$ is convexity-preserving. We will show that $\tilde{f}'_p(\{\omega_T\},\{\nu_T\}) = \{\mu_T\}$ for some $\mu_T \in T$ and that there is a family of functions $\{f'_p\}_{p \in [0,1]}$ such that $(T, f')$ is a convex structure and

$$\tilde{f}'_p(V_T, W_T) = \bigcup_{\nu_T \in V_T} \bigcup_{\omega_T \in W_T} \{f'_p(\nu_T,\omega_T)\}.$$ 

By assumption we have

$$e \circ h(\tilde{f}_p(\{\omega\},\{\nu\})) \supseteq \tilde{f}_p(e \circ h(\{\omega\}),e \circ h(\{\nu\})).$$

Acting on both sides with $h$ and using the facts that $h$ is order-preserving and that $h \circ e$ is the identity gives

$$h(\tilde{f}_p(\{\omega\},\{\nu\})) \supseteq h(\tilde{f}_p(e \circ h(\{\omega\}),e \circ h(\{\nu\}))).$$

By construction of the embedding, singletons are reduced into singletons: $\omega_T \in T \iff \{\omega_T\} = h(\{\omega\})$ for some $\omega \in \Omega$, and in turn, for all $\omega \in \Omega$, $h(\{\omega\}) = \{\omega_T\}$ for some $\omega_T \in T$. Therefore, the right-hand side equals $\tilde{f}_p(\{\omega_T\},\{\nu_T\})$. On the left-hand side, convexity of $\Omega$ implies $\tilde{f}_p(\{\omega_T\},\{\nu_T\}) = \{\mu_T\}$ for some $\mu \in \Omega$, so the left-hand side is $h(\{\mu\}) = \{\mu_T\}$. Now, since this is a singleton, $\supseteq$ becomes $=$ and so

$$h(\tilde{f}_p(\{\omega\},\{\nu\})) = \tilde{f}_p(\{\omega_T\},\{\nu_T\}).$$

With this, we have shown that $\tilde{f}_p(\{\omega_T\},\{\nu_T\}) = \{\mu_T\} =: \{f'_p(\omega_T,\nu_T)\}$ for some $\mu_T \in T$. It is left to verify that $(T, f'_T)$ is indeed a convex structure, namely that it is idempotent. This is guaranteed because

$$\tilde{f}_p(\{\omega_T\},\{\omega_T\}) = h(\tilde{f}_p(\{\omega\},\{\omega\})) = h(\{\omega\}) = \{\omega_T\}$$

for some $\omega \in \Omega$ such that $h(\{\omega\}) = \{\omega_T\}$. Hence $(T, f')$ is a convex structure and $(S^T, \tilde{f}')$ its quasi-convex specification space.

### 3. Additional results

The following theorem shows that, under suitable conditions, not only is the reduced state space of a convex state space also convex, but also we can find restricted resource theories $(S^T, \tilde{F})$ that are also doubly convex. We thank the ITP-ETHZ Oktoberfest for inspiration for this theorem. The condition imposed on the embedding guarantees that we can define the convex combination of reduced transformations uniquely.

**Theorem 6** (Double convex embeddings). Let $(S^T, T)$ be a doubly convex resource theory, let Lump be a lumping on $S^T$ inducing a reduced specification space $S^T$ with an intensive embedding $e$ that preserves a convex set of endomorphisms $G \subseteq T$. Then if Lump satisfies

$$\text{Lump}(\tilde{f}_p(V,W)) \supseteq \tilde{f}_p(\text{Lump}(V),\text{Lump}(W)),$$

and the convex combinations of functions satisfies

$$h \circ f \circ e = h \circ f' \circ e \implies h \circ c_p(f,g) \circ e = h \circ c_p(f',g) \circ e,$$

then the restricted resource theory $(S^T, \tilde{F})$ is also doubly convex.

**Proof.** It follows from Theorem 5 that $G$ is convex. It is left to show that

1. the operations $\tilde{g} = h \circ g \circ e \in \tilde{F}$ for $g \in G$ preserve convexity,
2. the set of functions $\tilde{g} \in \tilde{G}$ is convex.
We will now prove the above points.

1. Since $\tilde{g}(V_T) = h \circ g \circ e(V_T)$, we have
   \[
   \tilde{g}(\tilde{f}(p(V_T, W_T))) = h \circ g \circ e(h(\tilde{f}(e(V_T), e(W_T))))
   \]
   [Lump preserves $G$] \[
   = h \circ g \circ \tilde{f}(e(V_T), e(W_T))
   \]
   [g convexity preserving] \[
   = h \circ \tilde{f}_p(g \circ e(V_T), g \circ e(W_T))
   \]
   [h convexity preserving, Proposition F.24] \[
   = \tilde{f}_p(h \circ g \circ e(V_T), h \circ e(V_T))
   \]
   \[
   = \tilde{f}_p(\tilde{g}(V_T), \tilde{g}(W_T)).
   \]

2. Let $f, g \in G$. Since $G$ is convex, $c_p(f, g) \in G$.

   Now, since we require that
   \[
   h \circ f \circ e = h \circ f' \circ e \implies h \circ c_p(f, g) \circ e = h \circ c_p(f', g) \circ e,
   \]
   we can define the convex combination of elements in $\tilde{G}$ through
   \[
   \tilde{c}_p : \tilde{G} \times \tilde{G} \to \tilde{G}
   \]
   \[
   (\tilde{f}, \tilde{g}) \mapsto h \circ c_p(f, g) \circ e
   \]
   for any $f, g \in G$ such that $h \circ f \circ e = \tilde{f}$ and $h \circ g \circ e = \tilde{g}$.

   Now, we have to show that $(\tilde{G}, \tilde{c})$ is idempotent, extremal, commutative and associative, that it satisfies the probabilistic equivalence as $\tilde{c}_p\left(\tilde{f}, \tilde{g}\right)(V_T) \sim_{\text{P}} \tilde{f}_p\left(\tilde{f}(V_T), \tilde{g}(V_T)\right)$, and that $\tilde{c}_p$ respects the monoidal structure of $G$.

   Idempotence, commutativity and extremicity follow directly from the same properties in $c$,
   \[
   \tilde{c}_p\left(\tilde{f}, \tilde{f}\right) = h \circ c_p(f, f) \circ e = h \circ f \circ e = \tilde{f},
   \]
   \[
   \tilde{c}_p\left(\tilde{f}, \tilde{g}\right) = h \circ c_p(f, g) \circ e = h \circ c_{1-p}(g, f) \circ e = \tilde{c}_{1-p}\left(\tilde{g}, \tilde{f}\right),
   \]
   \[
   \tilde{c}_1\left(\tilde{f}, \tilde{g}\right) = h \circ c_1(f, g) \circ e = h \circ f \circ e = \tilde{f}.
   \]

   For associativity, we have
   \[
   \tilde{c}_p\left(\tilde{c}_q\left(\tilde{f}, \tilde{g}\right), \tilde{f}\right) = \tilde{c}_p\left(h \circ c_q(f, g) \circ e, \tilde{f}\right)
   \]
   \[
   = h \circ c_p(h \circ c_q(f, g), t) \circ e
   \]
   \[
   = h \circ c_{1-p}\left(f, c_{1-p}\left(\frac{t, g}{1-p}\right)\right) \circ e
   \]
   \[
   = \tilde{c}_{1-p}\left(h \circ f \circ e, h \circ c_{1-p}\left(\frac{t, g}{1-p}\right) \circ e\right)
   \]
   \[
   = \tilde{c}_{1-p}\left(\tilde{f}, \tilde{c}_{1-p}\left(\tilde{t}, \tilde{g}\right)\right).
   \]

   To see that the probabilistic equivalence condition is still satisfied, we calculate
   \[
   [\tilde{c}_p\left(\tilde{f}, \tilde{g}\right)(V_T)]^p = [h \circ c_p(f, g) \circ e(V_T)]^p
   \]
   [Corollary F.31] \[
   = h \left([c_p(f, g) \circ e(V_T)]^p\right)
   \]
   \[
   = h \left(\tilde{f}_p(f \circ e(V_T), g \circ e(V_T))\right)^p
   \]
   \[
   = h \left(\tilde{f}_p(f \circ e(V_T), g \circ e(V_T))\right)^p
   \]
   [Proposition F.24] \[
   = \tilde{f}_p(h \circ f \circ e(V_T), h \circ g \circ e(V_T))^p
   \]
   \[
   = \tilde{f}_p\left(\tilde{f}(V_T), \tilde{g}(V_T)\right)^p.
   \]
Finally, for the monoidal structure, we take the equivalent property from $c$ and compute

$$
\tilde{c}_p \left( \tilde{f} \circ \tilde{g}, \tilde{f}' \circ \tilde{g}' \right) = h \circ c_p \left( f \circ g, f' \circ g' \right) \circ e \quad [\text{embedding preserves } f]
$$

$$
= h \circ f \circ c_p \left( g, g' \right) \circ e
$$

[embedding preserves $f$] $= \tilde{f} \circ \tilde{c}_p \left( \tilde{g}, \tilde{g}' \right),
$$

and similarly,

$$
\tilde{c}_p \left( \tilde{g} \circ \tilde{f}, \tilde{g}' \circ \tilde{f}' \right) = h \circ c_p \left( g \circ f, g' \circ f \right) \circ e \quad [\text{embedding preserves } g, g']
$$

$$
= h \circ c_p \left( g, g' \right) \circ f \circ e
$$

[embedding preserves $c_p \left( g, g' \right)$] $= \tilde{c}_p \left( \tilde{g}, \tilde{g}' \right) \circ \tilde{f},
$$

where the preservation steps were allowed because $h \circ f \circ g \circ e = h \circ f \circ e \circ h \circ g \circ e = \tilde{f} \circ \tilde{g}$.

$\square$

The above is in particular true for for embeddings that preserve subsystems of specifications.

**Lemma F.39.** Let $(S^\Omega, \mathcal{M})$ be a doubly convex resource theory. Then every subsystem $A \in \text{Sys}(\mathcal{M})$ is convex.

**Proof.** Let $g_A, g_A' \in A$. We need to show that $c_p \left( g_A, g_A' \right) \in A$. Let $f_\mathcal{A} \in \mathcal{T}$. Then, we have

$$
f_\mathcal{A} \circ c_p \left( g_A, g_A' \right) (V) = c_p \left( f_\mathcal{A} \circ g_A, f_\mathcal{A} \circ g_A' \right) (V)
$$

$$
= c_p \left( g_A \circ f_\mathcal{A}, g_A' \circ f_\mathcal{A} \right) (V)
$$

$$
= (c_p \left( g_A, g_A' \right)) \circ f_\mathcal{A} (V).
$$

So we have $c_p \left( g_A, g_A' \right) \in \mathcal{T} = A$.

$\square$

**Corollary F.40.** Let $(S^\Omega, \mathcal{T})$ be a doubly convex resource theory. For an intensive embedding $e_A$ inducing a specification space $S^{\Omega_A}$ that preserves a subsystem $A \in \text{Sys}(\mathcal{T})$, and such that

$$
\text{Lump}(\tilde{f}_p (V, W)) \supseteq \tilde{f}_p (\text{Lump}(V), \text{Lump}(W))
$$

and for all $f, f', g \in A$

$$
h_A \circ f \circ e_A = h_A \circ f' \circ e_A \implies h_A \circ c_p \left( f, g \right) \circ e_A = h_A \circ c_p \left( f', g \right) \circ e_A,
$$

the corresponding restricted resource theory $(S^{\Omega_A}, \tilde{A})$ is also doubly convex.

When we trace out a subsystem in quantum theory quantum mechanics, local state spaces and transformations are convex.

**Proposition F.41** (Partial trace induces doubly convex local theories). Let $(S^{\Omega_{AB}}, \mathcal{T})$ be quantum theory on a bipartite Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$, and $A \in \text{Sys}(\mathcal{T})$ the submonoid of transformations acting on the first space. The embedding determined by the partial trace over a subsystem,

$$
e_A (V_A) = \{ \sigma \in \Omega_{AB} : \sigma_A \in V_A \}, \quad h_A (V) = \{ \sigma_A : \sigma \in V \},
$$

with $\sigma_A = \text{Tr}_B(\sigma)$, induces a doubly convex local resource theory $(S^{\Omega_A}, \tilde{A})$.

**Proof.** We use the same definitions as in Proposition F.38 for the convex combinations of CPTP maps $\mathcal{E}$ and their counterparts $\mathcal{E}'$ on the specification space. We will show that the conditions of Theorem F.40 are satisfied. Firstly, note that

$$
\text{Lump}_A (V) = \bigcup_{\rho \in V} \{ \sigma \in \Omega_{AB} : \text{Tr}_B (\sigma) = \text{Tr}_B (\rho) \},
$$
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and linearity of the partial trace ensures that the first condition is met,

\[
\text{Lump}_A(\tilde{f}_p(V,W)) = \bigcup_{\rho \in V} \bigcup_{\omega \in W} \text{Lump}_A(\{p\rho + (1-p)\omega\})
\]

\[
= \bigcup_{\rho \in V} \bigcup_{\omega \in W} \{\sigma \in \Omega_{AB} : \text{Tr}_B(\sigma) = \text{Tr}_B(p\rho + (1-p)\omega)\}
\]

\[
= \bigcup_{\rho \in V} \bigcup_{\omega \in W} \{\sigma \in \Omega_{AB} : \text{Tr}_B(\sigma) = p\text{Tr}_B(\rho) + (1-p)\text{Tr}_B(\omega)\}
\]

\[
\supseteq p \left( \bigcup_{\rho \in V} \{\sigma \in \Omega_{AB} : \text{Tr}_B(\sigma) = \text{Tr}_B(\rho)\} \right) + (1-p) \left( \bigcup_{\omega \in W} \{\sigma \in \Omega_{AB} : \text{Tr}_B(\sigma) = \text{Tr}_B(\omega)\} \right)
\]

\[
= \tilde{f}_p \left( \text{Lump}_A(V), \text{Lump}_A(W) \right).
\]

For the second condition, assume that \( h_A \circ \tilde{E} \circ e_A = h_A \circ \tilde{E}' \circ e_A \). We have

\[
h_A \circ c_p \left( \tilde{E}, \tilde{E}' \right) \circ e_A(V_A) = \bigcup_{\rho_A \in V_A} h_A \circ c_p \left( \tilde{E}, \tilde{E}' \right) \circ e_A(\{\rho_A\})
\]

\[
= \bigcup_{\rho_A \in V_A} \bigcup_{\sigma \in \Omega_{A} : \sigma = \rho_A} h_A \circ c_p \left( \tilde{E}, \tilde{E}' \right)(\{\sigma\})
\]

\[
= \bigcup_{\rho_A \in V_A} \bigcup_{\sigma \in \Omega_{A} : \sigma = \rho_A} h_A(\{p\tilde{E}(\sigma) + (1-p)\tilde{E}'(\sigma)\})
\]

[partial trace linear]

\[
= \tilde{f}_p \left( h_A \circ \tilde{E} \circ e_A(V_A), h_A \circ \tilde{E}' \circ e_A(V_A) \right)
\]

[assumption]

\[
= \tilde{f}_p \left( h_A \circ \tilde{E}' \circ e_A(V_A), h_A \circ \tilde{E}' \circ e_A(V_A) \right)
\]

[revert previous steps]

\[
h_A \circ c_p \left( \tilde{E}, \tilde{E}' \right) \circ e_A(V_A).
\]
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