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Abstract. We study the solutions of the semiclassical Einstein equation in flat cosmological spacetimes driven by a massive conformally coupled scalar field. In particular, we show that it is possible to give initial conditions at finite time to get a state for the quantum field which gives finite expectation values for the stress-energy tensor. Furthermore, it is possible to control this expectation value by means of a global estimate on regular cosmological spacetimes. The obtained estimates permit to write a theorem about the existence and uniqueness of the local solutions encompassing both the spacetime metric and the matter field simultaneously. Finally, we show that one can always extend local solutions up to a point where the scale factor becomes singular or the Hubble function reaches a critical value $H_c = \frac{180\pi}{G}$, which both correspond to a divergence of the scalar curvature $R$, namely a spacetime singularity.

1. Introduction

In this paper we shall prove the existence of a unique solution to the semiclassical Einstein equation (choosing $8\pi G = c = \hbar = 1$) with cosmological constant $\Lambda$

$$G_{ab} + \Lambda g_{ab} = \langle T_{ab}\rangle_\omega \quad (1.1)$$

in the class $\mathcal{O}$ of homogeneous and isotropic spacetimes which are also spatially flat and where the matter is described by a massive quantum scalar field conformally coupled with the curvature. In [28] one of the authors already showed the local existence for short time-intervals of solutions to (1.1) in Friedman–Lemaitre–Robertson–Walker (FLRW) spacetimes with a lightlike initial surface. In the present paper we shall instead put initial values for matter and gravity at finite time, thus describing a more physical and general situation, and prove local and global existence as well as uniqueness of solutions of (1.1). However, as we will see shortly, there is a price to pay: the resulting matter state will, in general, not have the full regularity of a Hadamard state.

A systematic analysis of the semiclassical Einstein equation in connection with the problem of regularizing the stress-energy tensor has been given by Wald in [32]. Recently, Eltzner and Gottschalk analyzed in [14] the problem of backreaction for scalar quantum fields with generic coupling showing that it gives rise to a dynamical problem which, in principle, can be analyzed numerically. Similar problems as those discussed in the present paper have been studied by Anderson using methods proper of numerical analysis in a series of papers [1, 2, 3, 4].

1.1. Friedman–Lemaitre–Robertson–Walker spacetimes

An element $(M, g)$ of $\mathcal{O}$ is described by the manifold $M = I \times \mathbb{R}^3$, where $I \subset \mathbb{R}$ is a connected open interval, and $M$ is equipped with the well-known FLRW metric tensor

$$g = -dt \otimes dt + a(t)^2 dx^i \otimes dx^i,$$

where $t$ is the cosmological time and $0 < a \in C^2(I)$ is the scale factor, the single dynamical degree of freedom. A very useful feature of this class is the fact that all
the elements of $\mathcal{O}$ are conformally flat. Indeed, for every $(M, g)$ in $\mathcal{O}$, if we use the conformal time

$$\tau \doteq \tau_0 - \int_{t_0}^{t} \frac{1}{a(t')} \, dt'$$

(1.2)

to parametrize the points of $M$, then $a$ becomes the conformal factor of a conformal transformation which connects $g$ with the flat Minkowski metric $\eta$: $g = a^2 \eta$. As is clear from the definition, the conformal time is defined up to the choice of $\tau_0$. Once $t_0$ and $\tau_0$ are fixed and $a$ is known, we can always invert the relation (1.2) to obtain $t$ as a function of $\tau$. We shall assume this point of view and characterize elements of $\mathcal{O}$ by their scale factor $a(\tau)$ as a function of conformal time.

Since the metrics of the elements of $\mathcal{O}$ have only one degree of freedom, the semiclassical Einstein equations (1.1) can be written in the standard Friedmann form:

$$-\rho = -3 H^2 + \Lambda, \quad p = -2 \dot{H} - 3 H^2 + 3 \Lambda,$$

where $\rho = T_0^0$ is the energy density, $p = T_i^i$ the pressure and $H = \dot{a}/a$ the Hubble function. If the stress-energy tensor is conserved, the previous equations are equivalent to

$$T \doteq g_{ab} T^{ab} = -\rho + 3p = -6(\dot{H} + 2 H^2) + 4\Lambda$$

(1.3)

up to an initial condition which can be fixed by means of the first Friedmann equation

$$-\rho(\tau_0) = -3H(\tau_0)^2 + \Lambda$$

evaluated at the initial time $\tau = \tau_0$.

1.2. Quantum scalar fields

We are interested in analyzing the role of the quantum nature of $T_{ab}$, to this end we shall consider it as being the stress-energy tensor of a quantized, conformally coupled, massive scalar field with the equation of motion

$$\Box \varphi + \frac{1}{6} R \varphi + m^2 \varphi = P \varphi = 0.$$ 

(1.4)

We recall to the reader that on smooth globally hyperbolic spacetimes there exist unique advanced and retarded fundamental solutions to this equation [6]. However, we cannot guarantee the smoothness of scale factor (and thus the metric) and indeed we will require it only to be $C^1$. Thanks to the symmetry of the spacetimes in $\mathcal{O}$, the lack of smoothness is not an issue. In fact, using the Fourier transform, one can construct the unique advanced and retarded fundamental solution explicitly in this case.

The quantization of this scalar field can be performed constructing the algebra generated by the quantum field $\varphi$ [9, 16, 20]. In particular, on every smooth $(M, g) \in \mathcal{O}$ we construct the algebra of quantum fields $A(M, g)$ as the $*$-algebra generated by the formal linear fields

$$\varphi(P f) = 0, \quad \varphi(f)^* = \varphi(\overline{f}), \quad [\varphi(f), \varphi(h)] = i\Delta(f, h)$$

where $f, h \in D(M)$ and $\Delta$ is the unique causal propagator on $(M, g)$, defined as the advanced minus the retarded fundamental solution of (1.4). Hence this quantization procedure

$$(M, g) \mapsto A(M, g)$$

is functorial [9]. The extension of this construction to less regular spacetimes in $\mathcal{O}$ is possible provided a suitable causal propagator exists.

In this picture the expectation values of the fields can be obtained once a state is fixed. In the algebraic language a state is a positive, normalized, linear functional over $A(M, g)$.
Unfortunately, there is no preferred way to select a quantum state in a generic curved space. It is thus not possible to associate a quantum state to the algebra \( \mathcal{A}(M, g) \) naturally \[15\]. However, since in this paper we are interested only in a very special kind of spacetimes, we can find a way to associate a special quantum state to every element of \( \mathcal{O} \). More precisely, we will choose a state which resembles the properties of a vacuum at an initial time \( \tau_0 \).

For physical quasi-free states on smooth globally hyperbolic spacetimes one often requires that they satisfy the **Hadamard condition** (cf. \[32\]), i.e., in a convex geodesic neighborhood their two-point distribution satisfies

\[
\omega_2(x, y) = \mathcal{H}(x, y) + W(x, y) = \lim_{\varepsilon \to 0^+} \frac{U(x, y)}{\sigma_\varepsilon(x, y)} + V(x, y) \ln \left( \frac{\sigma_\varepsilon(x, y)}{\lambda^2} \right) + W(x, y),
\]

where \( \sigma_\varepsilon \) is the \( \varepsilon \)-regularized, squared, signed geodesic distance between the points \( x \) and \( y \). Furthermore, \( U \) and \( V \) are smooth functions on \( M \times M \) determined only by the metric and the equation of motion \( (1.4) \), and \( \mathcal{H}(x, y) \) is called **Hadamard singularity**. The smooth function \( W \) defined on \( M \times M \) characterizes the state and must be chosen such that \( \omega_2 \) is a positive bisolution of \( (1.4) \). A lot of progress on the understanding of Hadamard states has been made since it was shown that the Hadamard condition is equivalent to a condition on the wavefront set of \( \omega_2 \): It must satisfy the **microlocal spectrum condition** \[8, 29, 30\].

Yet, in this paper we have to relax the requirement to consider only Hadamard states. This will be necessary for two reasons: On one hand the elements of \( \mathcal{O} \) are not smooth and, on the other hand, the quantum states we shall employ are not Hadamard, even on smooth spacetimes. If one also admits non-smooth \( W \) in \( (1.5) \), the microlocal spectrum condition will fail to hold but can be generalized to a condition on the Sobolev wavefront sets of \( \omega_2 \) \[21\]. The resulting states are called **adiabatic states** \[21, 24, 27\]. For adiabatic states of order zero \( W \) is only a continuous function.

Following \[7, 20\], we can then regularize the two-point distribution of a Hadamard state (or an adiabatic state) just considering

\[
\omega(\varphi(x)\varphi(y)) = \omega_2(x, y) - \mathcal{H}(x, y) = W(x, y).
\]

In this manner we can construct the expectation value of the Wick square \( \varphi^2 \) or of the stress-energy tensor \( T_{ab} \), just applying a suitable operator on the previous expression and then taking the coinciding point limit. This procedure is called **point-splitting regularization**, see \[10, 20, 25\] for further details.

However, henceforth we consider spacetimes in the set \( \mathcal{O} \) which have in general no smooth metric. For non-smooth metrics the Hadamard construction fails but due to the high symmetry of the spacetime it is still possible to construct states which resemble adiabatic states of order 0. Moreover, one can introduce a regularization procedure which coincides with the usual point-splitting method for adiabatic states on smooth spacetimes. For a detailed discussion see section 2.

### 1.3. The semiclassical Einstein equation

Having reviewed these standard results, we are now ready to rewrite the semiclassical Einstein equation \( (1.1) \) for all smooth spacetimes in \( \mathcal{O} \) as a semiclassical version of \( (1.3) \):

\[
-6(\dot{\mathcal{H}} + 2\mathcal{H}^2) + 4\Lambda = \langle T \rangle_\omega.
\]

The trace of the quantum stress-energy tensor for a conformally coupled scalar field is (see \[11, 25\] for further details):

\[
\langle T \rangle_\omega = \omega(\mathcal{H}) + T_{\text{RF}} = -m^2\omega(\varphi^2) + 2[V_1] - \alpha m^4 - \beta m^2R - \gamma \Box R,
\]

(1.7)
where $\omega(\varphi^2) = [W]$ is due to the state-dependent part of the state (cf. (1.5)) and the contribution

$$2[V_1] = \frac{1}{8\pi^2} \left( -\frac{H^2}{30} (H + H^2) + \frac{1}{360} \Box R + \frac{m^4}{4} \right)$$

is usually called trace anomaly [33]. Moreover, $[\cdot]$ denotes the Synge bracket of a bitensor: $[B(x, y)] = \lim_{\gamma \to \varphi} B(x, y)$.

The constants $\alpha, \beta$ and $\gamma$ appearing in (1.7) are renormalization constants which come from the renormalization freedom $T_{RF}$ to choose a state-independent, local normal ordering prescription $\cdots$. According to [9, 20], they have to be fixed once and for all for every element of $A(M)$ with $M \in \mathcal{O}$ in accordance with experiments. In order to describe solutions of the semiclassical equation (1.6), we shall fix them according to the following rules:

We will choose $\gamma$ in such a way as to cancel higher order derivatives of the metric coming from the trace anomaly. Following [32], this is necessary because we want to have a well-posed initial value problem without adding extra initial conditions. Removing this term might not be suitable for describing the physics close to the initial Big Bang singularity.\footnote{In the Starobinsky model this term is the single term which is considered to drive a phase of rapid expansion close to the Big Bang, see the original paper of Starobinsky [31], its further development [22] and also [17, 18] for a recent analysis.} However, this is surely suitable to describe the physics in the regime where $\Box H \ll H^4$.

Regarding the physical meaning of the remaining two renormalization constants, we notice that changing $\alpha$ corresponds to a renormalization of the cosmological constant $\Lambda$, whereas a change of $\beta$ corresponds to a renormalization of the Newton constant $G$. For this reason we choose $\alpha$ in such a way that no contribution proportional to $m^4$ is present in $\langle T \rangle_\omega$ and we set $\beta$ in order to cancel the terms proportional to $m^2 R$ in $\langle T \rangle_\omega$ because this contribution is already fixed by the measured value of $G$. All in all, we choose the renormalization constants as\footnote{The value of $\beta$ is not zero because, as it will be clear later (cf. section 2.2 and in particular (2.8), (2.15)), there is a contribution proportional to $R$ in the expectation value of $\varphi^2$ for the chosen class of states.}

$$\alpha = \frac{1}{32\pi^2}, \quad \beta = \frac{1}{288\pi^2}, \quad \gamma = \frac{1}{2880\pi^2}. \quad (1.8)$$

With all this in mind, we can write the semiclassical equation (1.6), in the following integral form

$$H(\tau) = H_0 + \int_{\tau_0}^{\tau} \frac{\alpha(H)(\eta)}{H^2 - H(\eta)^2} \left( H(\eta)^4 - 2H^2 H(\eta)^2 \right.
\left. + 240\pi^2 \left( m^2 \omega(\varphi^2) H(\eta) + 4\bar{\Lambda} \right) \right) \eta, \quad (1.9)$$

where $H_0^2 \equiv 1440\pi^2/(8\pi G) = 180\pi^2 G$ and $\bar{\Lambda} \equiv \Lambda/(8\pi G)$. Moreover, the initial condition $H_0 \equiv H(\tau_0)$ is fixed (up to a sign) by the constraint

$$H_0^2 = \frac{1}{3} \left( \rho(\tau_0) + \Lambda \right). \quad (1.10)$$

The equation (1.9) can be rewritten as

$$H = F(H) \quad \text{with} \quad F(H)(\tau) \equiv H_0 + \int_{\tau_0}^{\tau} f(H(\eta)) d\eta, \quad (1.11)$$

where $f$ is a suitable functional of $H$ which also depends on $\tau_0$ through the state $\omega$. This expression exhibits the structure of a Volterra integral equation where the integral kernel is an integro-differential operator.
Given a non-smooth spacetime in $\mathcal{O}$, (1.9) is still well-defined if we have a suitable notion of the Wick square $\omega(\phi^2)$. Therefore, in the next section, we will present the detailed construction of the states we are considering and we will discuss the well-posedness of the Wick square as a functional of $H$. Then, in order to construct the functional $f$ explicitly, we have to choose a state for every element of $\mathcal{O}$ and analyze how the resulting Wick square $\omega(\phi^2)$ in $f$ depends on $H$.

 Afterwards, in the third section, we will discuss the existence and uniqueness of solutions to (1.9). This problem amounts to finding fixed points of the map on right hand side of (1.9). Using the Banach fixed-point theorem, this will be accomplished by showing that $F$ is a contraction map on a suitable closed subset of a Banach space. To prove that $F$ is a contraction map we will use results derived in the appendix which essentially reduce the problem to showing that the first functional derivative of $\omega(\phi^2)$ in $f$ can be controlled.

 In the fourth section we shall show that it is always possible extend the (local) solution provided that the functional $f$ remains bounded, thus proving global existence and uniqueness. This result descends from the estimates for the Wick square given in the preceding sections.

 We conclude this paper with some final comments in the fifth section.

2. Quantum states for the scalar field

As described above, in the present paper we would like to solve the semiclassical Einstein equation giving initial conditions at finite conformal time $\tau = \tau_0$. For a coherent picture, we should give initial values for the state describing quantum matter at the same time using information about the metric and its first derivative.

It would be desirable to use Hadamard states as reference states. In the literature there are a few examples of such states but unfortunately none of them are suitable for our purposes. On FLRW spacetimes there is the notable construction of states of low energy given by Olberman [26] which are also Hadamard, see also [18, 23]. But the employed construction is based on a smearing of the modes with respect to an extended function of time and, in principle, we do not even know if a spacetime, namely a solution of (1.9), exists in the future of $\tau_0$. Other constructions of Hadamard states require that the spacetime has certain asymptotic properties [12, 13, 28] which are not under control in the class $\mathcal{O}$.

The price we have to pay for working with non-smooth spacetimes is the reduced regularity of the obtained state. More precisely, we cannot say that it is a Hadamard state and at most we will obtain a state which is as close as possible to an adiabatic state of order zero. The construction of adiabatic states can be seen in a paper by Lüders and Roberts [24], making precise previous ideas of Parker [27]. The relation of the adiabatic construction with Hadamard property and the microlocal spectrum condition was later analyzed by Junker and Schröhe [21].

2.1. Construction

We shall start our discussion by outlining the construction of the states that we consider in this paper: We take as states of $\varphi$ on $(M, g) \in \mathcal{O}$ the pure homogeneous quasi-free states $\omega$ whose two-point distribution is given by

$$\omega_2(x, y) = \lim_{\varepsilon \to 0^+} \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{\chi_k(\tau_x) \overline{\chi_k(\tau_y)}}{a(\tau_x) a(\tau_y)} e^{i \vec{k} \cdot (\vec{x} - \vec{y})} e^{-\varepsilon k} d\vec{k}$$

(2.1)

with modes $\chi_k$ satisfying the mode equation

$$\chi''_k(\tau) + \left(k^2 + a(\tau)^2 m^2\right) \chi_k(\tau) = 0$$

(2.2)
and initial conditions given by the zeroth order adiabatic mode, namely\footnote{Notice that the commutator condition $\chi_\lambda^\dagger \chi_k - \chi_k^\dagger \chi_\lambda = i$ holds everywhere if it holds on an arbitrary Cauchy surface. Given the chosen initial conditions, it evidently holds for $\tau = \tau_0$.}

$$\chi_k(\tau_0) = \frac{1}{\sqrt{2k_0}} e^{ik_0\tau_0}, \quad \chi_k^\dagger(\tau_0) = \frac{ik_0}{\sqrt{2k_0}} e^{ik_0\tau_0},$$

(2.3)

where $k_0^2 \doteq k^2 + a_0^2 m^2$, $a_0 \doteq a(\tau_0)$. Note that these states are adiabatic states of order zero \cite{21, 24} whenever the scale factor $a$ is smooth.

We can solve (2.2) perturbatively around the initial conditions specified above. That is, introducing the perturbation potential $V(\tau) = m^2(a(\tau)^2 - a_0^2)$, we obtain a solution $\chi_k(\tau) = \sum_n \chi_k^n(\tau)$ by solving the recurrence relation

$$\chi_k^n''(\tau) + k_0^2 \chi_k^n(\tau) = -V(\tau) \chi_k^{n-1}(\tau)$$

(2.4)

for $n > 0$ with initial condition $\chi_k^0(\tau) = (2k_0)^{-1/2} \exp(i k_0 \tau)$. For $\tau > \tau_0$ this is accomplished by applying the retarded propagator of $\partial^2_t + k_0^2$ to (2.4), i.e.,

$$\chi_k^n(\tau) = \int_{\tau_0}^{\tau} \sin\left(\frac{k_0(\eta - \tau)}{k_0}\right) V(\eta) \chi_k^{n-1}(\eta) d\eta.$$  

(2.5)

The convergence of this Ansatz can be easily shown, cf. \cite[Prop. 4.4]{28}, because

$$|\chi_k^n| \leq \frac{1}{\sqrt{2k_0} n!} \left( \frac{1}{k_0} \int_{\tau_0}^{\tau} |V(\eta)| d\eta \right)^l \left( \int_{\tau_0}^{\tau} (\tau - \eta) |V(\eta)| d\eta \right)^{n-l}$$  

(2.6)

for any $0 \leq l \leq n$. We further note that while the modes $\chi_k$ are well-defined for scale factors $a$ which are less regular than $C^2$, the mode equation 2.2 is ill-defined in that case and the modes do not define a proper state via 2.1.

### 2.2. Wick square

The equation (1.9) that we seek to solve contains the Wick square of $\phi$ in a state $\omega$ and thus (on a smooth spacetime) we need to compute

$$\omega(\varphi^2(x)) = \lim_{y \to x} \left( \omega_2(x, y) - \mathcal{H}(x, y) \right).$$

(2.7)

Instead of performing the minimal subtraction $\omega_2 - \mathcal{H}$ directly, we follow an approach analogous to that in \cite{28} to perform an equivalent subtraction on the level of modes. First of all, a direct calculation shows that for $x, y$ at equal time $\tau$

$$\mathcal{H}(\tau, \vec{x}, \tau, \vec{y}) = \lim_{\epsilon \to 0^+} \frac{1}{(2\pi)^3 a(\tau)^2} \int_{\mathbb{R}^3} \left( \frac{1}{2k_0} - \frac{V'(\tau)}{4k_0^3} \right) e^{i\vec{k} \cdot (\vec{x} - \vec{y})} e^{-\epsilon \vec{k} \cdot \vec{l}} d\vec{k}$$

$$= \frac{m^2}{16\pi^2} \left( \frac{a_0}{a(\tau)} \right)^2 - 2 \ln \left( \frac{a_0}{a(\tau)} \right) - 2 \ln \left( \frac{V' m \lambda}{2} \right) + \frac{R}{288\pi^2} + O(\epsilon),$$

(2.8)

where $\gamma$ is the Euler–Mascheroni constant and $\lambda$ is the length scale of the Hadamard parametrix (cf. \cite{25}). Note that the curvature term $R/(288\pi^2)$ is exactly canceled by our choice of the renormalization constant $\beta$ in (1.8). Therefore, subtracting the Hadamard parametrix is (up to the terms indicated above and a conformal rescaling) equivalent to subtracting $1/(2k_0) - V/(4k_0^3)$ in Fourier space. Neglecting the terms on the right-hand side of (2.8) for now, this subtraction is still well-defined if the scale factor is not smooth and we can show that it gives indeed a finite result in the coinciding point limit if $\omega_2$ is given by (2.1):
\textbf{Proposition 2.1.} The regularized two-point distribution

\[ \omega_2((\tau, \vec{x}), (\tau, \vec{y})) = \lim_{\epsilon \to 0^+} \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \left( \frac{1}{2k_0} - \frac{V(\tau)}{4k_0^3} \right) e^{i\vec{k} \cdot (\vec{x} - \vec{y})} e^{-\epsilon \vec{k}} d\vec{k}, \]

with \( \omega_2 \) given by (2.1), converges in the coinciding point limit.

\textbf{Proof.} We have to show that

\[ \lim_{\epsilon \to 0^+} \int_{\mathbb{R}^3} \left( |\chi_k(\tau)|^2 - \frac{1}{2k_0} + \frac{V(\tau)}{4k_0^3} \right) e^{-\epsilon \vec{k}} d\vec{k} = \int_{\mathbb{R}^3} \left( |\chi_k(\tau)|^2 - \frac{1}{2k_0} + \frac{V(\tau)}{4k_0^3} \right) d\vec{k} \]  

(2.9)

is finite. To this end, we expand the product \(|\chi_k|^2\) with \( \chi_k = \sum_n \chi_k^n \) as

\[ |\chi_k|^2 = \sum_n \sum_{l=0}^n \chi_k^n \chi_k^{n-l} \]

in terms of the order \( n \). Inserting this expansion into (2.9), we can prove the thesis order by order:

\textit{0th Order.} Since

\[ \chi_k^0 \chi_k^0 = \frac{1}{2k_0}, \]

the first term \((2k_0)^{-1}\) in the subtraction exactly cancels the zeroth order term \(|\chi_k^0|^2\) in (2.9).

\textit{1st Order.} Using an integration by parts, we can rewrite the first order terms as

\[ (\chi_k^0 \chi_k^0 + \chi_k^1 \chi_k^0)(\tau) = \frac{1}{4k_0^2} \int_{\tau_0}^{\tau} \sin(k_0(\eta - \tau)) \cos(k_0(\eta - \tau)) V(\eta) d\eta \]

\[ = \frac{1}{4k_0^2} \int_{\tau_0}^{\tau} \sin(2k_0(\eta - \tau)) V(\eta) d\eta \]

\[ = -\frac{V(\tau)}{4k_0^3} + \frac{1}{4k_0^3} \int_{\tau_0}^{\tau} \cos(2k_0(\eta - \tau)) V'(\eta) d\eta. \]

While the first summand \( V(\tau)(4k_0)^{-1}\) in the last line is exactly canceled by the second term in the subtraction in (2.9), the second summand yields

\[ \int_{\mathbb{R}^3} \frac{1}{4k_0^3} \left( \int_{\tau_0}^{\tau} \cos(2k_0(\eta - \tau)) V'(\eta) d\eta \right) e^{-\epsilon \vec{k}} d\vec{k} \]

\[ = \pi \int_{\tau_0}^{\infty} k_0^{-1} \sqrt{4k_0^2 - 1} \left( \int_{\tau_0}^{\tau} \cos(2k_0(\eta - \tau)) V'(\eta) d\eta \right) e^{-\epsilon k} dk \]

\[ = \pi \int k_0^{-1} \left( \int_{\tau_0}^{\tau} \cos(2k_0(\eta - \tau)) V'(\eta) d\eta \right) e^{-\epsilon k} dk = \pi \int V'(\eta) \left( \int_{a_0}^{\infty} k_0^{-1} \cos(2k_0(\eta - \tau)) e^{-\epsilon k} dk \right) d\eta - R(\tau) \]  

(2.10)

for \( \epsilon > 0 \). Here \( R \) is a finite remainder term since it contains terms in the \( k_0 \)-integration which decay at least like \( k_0^{-3} \). Notice that, in the last equation of the previous formula, thanks to the positivity of \( \epsilon \) we have switched the order in which the \( k_0 \)- and \( \eta \)-integration are taken. We would like to show that, in the last expression of (2.10), the weak limit \( \epsilon \to 0^+ \) can be taken before the \( \eta \)-integration.
To this end, it remains to be shown that the $k_0$-integral in the first summand of (2.10) converges in the limit $\varepsilon \to 0^+$ to an integrable function in $[\tau_0, \tau]$. First, note that the exponential integral

$$E_1(x) = \Gamma(0, x) = \int_1^\infty \frac{e^{-xt}}{t} \, dt = \int_0^1 \frac{e^{-x}}{x - \ln(1-s)} \, ds$$

converges for $x \neq 0, \Re x \geq 0$. To show the identity, we used the substitution $t = -x^{-1}\ln(1-s) + 1$ involving a subtle but inconsequential change of the integration contour in the complex plane if $x$ is complex. Then we easily see that

$$\lim_{\varepsilon \to 0^+} \int_{a_0m}^\infty k_0^{-1} e^{\pm 2i k_0 (\eta - \varepsilon k_0)} \, dk_0 = E_1(\pm 2ia_0m(\eta - \tau))$$

(2.12)

converges for $\eta \neq \tau$. This result is related with (2.10) via

$$\lim_{\varepsilon \to 0^+} \int_{a_0m}^\infty k_0^{-1} \cos (2k_0(\eta - \varepsilon k_0)) e^{-ck k} \, dk_0 = \lim_{\varepsilon \to 0^+} \int_{a_0m}^\infty k_0^{-1} \cos (2k_0(\eta - \varepsilon k_0)) e^{-ck k} \, dk_0,$$

where we used the boundedness of $k - (k^2 - a_0^2 m^2)^{1/2}$ and (2.12). Finally, a bound sufficient to see the $\eta$-integrability of the $k_0$-integral in (2.10) can be obtained from the identity in (2.11), namely,

$$|E_1(ix)| = \left| \int_0^1 (ix - \ln(1-s))^{-1} \, ds \right| \leq \int_0^1 (x^2 + s^2)^{-1/2} \, ds = \ln \left( \frac{1 + \sqrt{1 + x^2}}{x} \right).$$

2nd Order. For the second order we calculate

$$(\lambda_0^2 \xi_k^2 + \lambda_1^2 \xi_k + \lambda_2^2 \xi_k^2)(\tau)$$

$$= \frac{1}{k_0^3} \int_{\tau_0}^\tau \sin (k_0(\eta - \tau))V(\eta) \left( \int_{\tau_0}^\eta \sin (k_0(\xi - \eta))V(\xi) \cos (k_0(\xi - \tau)) \, d\xi \right) \, d\eta + \frac{1}{2} \int_{\tau_0}^\tau \sin (k_0(\xi - \tau))V(\xi) \cos (k_0(\xi - \eta)) \, d\xi \right) \, d\eta$$

$$= \frac{1}{k_0^3} \int_{\tau_0}^\tau \sin (k_0(\eta - \tau))V(\eta) \left( \int_{\tau_0}^\eta \sin (k_0(2\xi - \eta))V(\xi) \, d\xi \right) \, d\eta$$

$$\quad + \cos (k_0(\eta - \tau))V(\eta) \right) \, d\eta,$$

(2.13)

where we used integration by parts in the last equality. It is easy to obtain a $\vec{k}$-uniform estimate for the integral above and thus the integrability of the second order follows from \( \int_{\mathbb{R}^3} k_0^{-4} \, d\vec{k} < \infty \).

Higher Orders. For orders $n > 2$ it is sufficient to use the rough estimate from (2.6):

$$\left| \sum_{l=0}^n \sum_{l=0}^n \lambda_k \xi_k^{n-l} \right| \leq \frac{1}{k_0^3} \sum_{n=3}^{\infty} \frac{2^n}{n!} \left( \int_{\tau_0}^{\tau} |V(\eta)| \, d\eta \right)^3 \left( \int_{\tau_0}^{\tau} (\tau - \eta) |V(\eta)| \, d\eta \right)^{n-3}$$

$$\quad \leq \frac{4}{k_0^3} \left( \int_{\tau_0}^{\tau} |V(\eta)| \, d\eta \right)^3 \exp \left( 2 \int_{\tau_0}^{\tau} (\tau - \eta) |V(\eta)| \, d\eta \right).$$

(2.14)

As above, the integrability of the higher orders follows from \( \int_{\mathbb{R}^3} k_0^{-4} \, d\vec{k} < \infty \).
Combining these partial results, we see that the thesis holds true. \qed

Therefore we can consistently define the renormalized Wick square at conformal time \( \tau \) for every element of \( \mathcal{O} \) as

\[
\omega(\varphi^2(\tau)) + \alpha m^2 + \beta R \equiv \int_{\mathbb{R}^3} \left( |\chi_\ell(\tau)|^2 - \frac{1}{2k_0} + \frac{V_0}{4k_0^4} \right) \, d\vec{k} \\
+ \frac{m^2}{(4\pi)^2} \left[ \frac{1}{2} - \left( \frac{a_0}{a(\tau)} \right)^2 + 2 \ln \left( \frac{a_0}{a(\tau)} \right) + 2 \ln \left( \frac{e^{\gamma} m \Lambda}{2} \right) \right], \quad (2.15)
\]

which coincides with (2.7) for smooth spacetimes (up to the added renormalization freedom). Moreover, we notice that, as a consequence of the previous proposition, it is possible to obtain global estimates for the renormalized Wick square:

**Lemma 2.2.** The renormalized Wick square is bounded on every \( a' \in C[\tau_0, \tau_1] \) with \( a > 0 \) in \([\tau_0, \tau_1]\) for every \( \tau_1 \) and with \( a(\tau_0) = a_0 \), namely,

\[
|\omega(\varphi^2(\tau_1)) + \alpha m^2 + \beta R| \leq C \left( \sup_{[\tau_0, \tau_1]} a', \sup_{[\tau_0, \tau_1]} (\tau_1 - \tau_0), \frac{1}{\inf_{[\tau_0, \tau_1]} a} \right)
\]

where \( C \) is a finite increasing function.

**Proof.** The proof of this lemma and the explicit value of \( C \), can be obtained combining (2.7) with (2.8) and then analyzing the conformal adiabatic subtraction (2.9) order by order as in the proof of the preceding proposition. \qed

### 2.3. Energy density

There is another nice feature about the states we have constructed above. Thanks to the conformal coupling with the curvature, the energy density computed in these states is finite even though these states are (on smooth spacetimes) only adiabatic states of order zero. This is a crucial feature which permits us to solve the constraint (1.10), i.e., \( H_0^2 = 1/3(\rho(\tau_0) + \Lambda) \), as a first step towards solving the semiclassical Einstein equation.

**Proposition 2.3.** The energy density \( \rho \) in the state \( \omega \) at the initial time \( \tau = \tau_0 \) is finite.

**Proof.** Following [18], in order to show that \( \rho(\tau_0) \) is finite, we just need to show that the adiabatically regularized expression

\[
\int_0^\infty \left( |\chi_k|^2 + (k^2 + m^2a^2)|\chi_{k,0}|^2 - \left( |\chi_{k,0}|^2 + (k^2 + m^2a^2)|\chi_{k,0}|^2 \right) \right) k^2 \, dk \quad (2.16)
\]

does not diverge at \( \tau = \tau_0 \). Here \( \chi_k \) are the modes constructed in section 2.1, whereas the modes

\[
\chi_{k,0} = \frac{1}{\sqrt{2(k^2 + m^2a^2)^{1/4}}} \exp \left( i \int_{\tau_0}^\tau \sqrt{k^2 + m^2a^2(\eta)} \, d\eta \right)
\]

are called adiabatic modes of order zero by Parker [27]. Subtracting the Parker’s adiabatic modes in (2.16) is essentially equivalent to the Hadamard regularization for the given choice of renormalization constants (1.8). Evaluating the expression (2.16) at \( \tau = \tau_0 \) gives

\[
\frac{m^4}{8} \int_0^\infty \frac{a_0^2(a')^2}{(k^2 + m^2a_0^2)^{5/2}} k^2 \, dk < \infty.
\]

The expression (2.16) coincides with the energy density \( \rho \) of the system up to a conformal rescaling and up to the addition of some finite terms. Thus, since the energy density \( \rho \) is finite in the considered state, the constraint (1.10) holds provided a suitable choice of \( H(\tau_0) \) and \( \Lambda \) is made. We stress that, if we do not want to alter \( \Lambda \), the same result can be achieved adding classical radiation to the energy density of the Universe in a suitable state.
3. Local solutions

Our aim is to show the existence and uniqueness of local solutions to the semiclassical Einstein equation in the class $\mathcal{O}$ of FLRW spacetimes. In particular, according to the discussion in the introduction, we will analyze the differentiability of the integral (2.9) appearing in the regularized two-point distribution order by order as in Prop. 2.1, we have:

$$\|X\|_{C[\tau_0, \tau_1]} \doteq \|X\|_{\infty} \doteq \sup_{\tau \in [\tau_0, \tau_1]} |X(\tau)|.$$ 

However, once $\tau_0$ and the initial condition $a_0 = a(H)(\tau_0) > 0$ are fixed, we find that

$$a(H)(\tau) = a_0 \left(1 - a_0 \int_{\tau_0}^{\tau} H(\eta) \, d\eta\right)^{-1}, \quad (3.1)$$

as a functional of $H$, is not continuous on $C[\tau_0, \tau_1]$. But we can find an open subset

$$\mathcal{U}[\tau_0, \tau_1] = \left\{H \in C[\tau_0, \tau_1] \mid \|H\|_{C[\tau_0, \tau_1]} < \min \left\{(a(H)(\tau_0))^{-1} (\tau_1 - \tau_0)^{-1}, H_c\right\}\right\} \quad (3.2)$$

on which $a$ and thus also $V = m^2(a^2 - a_0^2)$ depend smoothly on $H$. Indeed, we can show the following:

**Proposition 3.1.** The functional

$$f(H) = \frac{a(H)}{H_c^2 - H^2} \left(H^4 - 2H_c^2 H^2 + 240\pi^2 (m^2 \omega(\varphi^2))(H) + 4\Lambda\right) \quad (3.3)$$

is continuously Gâteaux differentiable on $\mathcal{U}[\tau_0, \tau_1]$ for arbitrary but fixed $\tau_0, \tau_1$ and $a_0 = a(\tau_0)$.

**Proof.** Given (2.7), (2.8), proposition 2.1 and lemma 2.2, it is enough to show that $a(H)$ and $(H_c^2 - H^2)^{-1}$ are bounded and that $\omega(\varphi^2)(\tau_0, H)$ is continuously Gâteaux differentiable. The former is assured by the condition $\|H\|_{C[\tau_0, \tau_1]} < \min\{a_0^{-1}(\tau_1 - \tau_0)^{-1}, H_c\}$ in the definition of $\mathcal{U}[\tau_0, \tau_1]$. For the latter it remains to be shown that the renormalized Wick square (2.15) is continuously Gâteaux differentiable on $\mathcal{U}[\tau_0, \tau_1]$:

We start by calculating the functional derivative of the scale factor

$$da(H, \delta H)(\tau) = a(H)(\tau)^2 \int_{\tau_0}^{\tau} \delta H(\eta) \, d\eta.$$ 

The functional derivatives for $a^{-2}$, ln $a$, $V$ and $V'$ follow easily. In particular we note that all these functions are continuously Gâteaux differentiable on $\mathcal{U}[\tau_0, \tau_1]$ because integration is a continuous operation and $a$ depends smoothly on $H$ in $\mathcal{U}[\tau_0, \tau_1]$. Therefore, it suffices to analyze the differentiability of the integral (2.9) appearing in the regularized two-point distribution. Moreover, within $\chi_k$ only the potential $V$ is (smoothly on $\mathcal{U}[\tau_0, \tau_1]$) dependent on $H$, thus simplifying the computations considerably. Continuing with the regularized two-point distribution order by order as in Prop. 2.1, we have:

---

5 If fixed, we take both $\tau_0$ and $\tau_1$ as variable and thus consider a family of Banach spaces.

6 If we were to work in cosmological time as in [28], we would also have to consider the functional dependence of conformal time on the scale factor.
1\textsuperscript{st} Order. Since
\[
d \left( \chi^0_k \chi_k^0 + \chi^1_k \chi_k^1 + \frac{V}{4k^3_0} \right) (H, \delta H)(\tau) = \frac{1}{4k^3_0} \int_{\tau_0}^{\tau} \cos (2k_0(\eta - \tau)) \, dV'(H, \delta H)(\eta) \, d\eta,
\]
we can proceed with the proof as in Prop. 2.1 with \( V' \) replaced by \( dV' \) and differentiability follows.

2\textsuperscript{nd} Order. As above, this part of the proof can be shown by replacing occurrences of \( V \) and \( V' \) in (2.13) of Prop. 2.1 with \( dV \) and \( dV' \) respectively.

Higher Orders. For orders \( n > 2 \) we can again use an estimate similar to (2.6) to obtain a result analogous to (2.14):
\[
\left| d \left( \sum_{0}^{\infty} \sum_{0}^{n} \chi^l_k \chi_k^l \right) (H, \delta H)(\tau) \right| \leq \frac{4}{k^3_0} \left( \int_{\tau_0}^{\tau} |dV(H, \delta H)(\eta)| \, d\eta \right) \left( \int_{\tau_0}^{\tau} |V(\eta)| \, d\eta \right)^2 
\times \exp \left( 2 \int_{\tau_0}^{\tau} (\tau - \eta) |V(\eta)| \, d\eta \right).
\]
In this way we can conclude the proof of the present proposition.

We can now formulate the main theorem of this paper:

**Theorem 3.2.** Let \((a_0, H_0), a_0 > 0, |H_0| < H_c, \) be some initial conditions fixed at \( \tau_0 \) for the functional equation (1.9). There is a non-empty interval \([\tau_0, \tau_1]\) and a closed subset \( U \subset \mathbb{C}^2[\tau_0, \tau_1] \) on which a unique solution to (1.9) exists.

**Proof.** In proposition 3.1 we showed that \( f \) is continuously Gâteaux differentiable on \( \mathcal{U}[\tau_0, \tau_1] \) for any \( \tau_1 \). Using proposition A.6, we can thus find a \( \tau_1 > \tau_0 \) and a closed subset \( U \subset \mathcal{U}[\tau_0, \tau_1] \) such that \( F(U) \subset U \). It then follows from proposition A.7 that \( F \) has a unique fixed point in \( U \).

Notice that the solution provided by the previous theorem is actually more regular, it is at least differentiable. Thus the corresponding spacetime is at least \( C^2 \) and has well-defined curvature tensors. The extra regularity is provided by the equation (1.9) and can be easily seen when it is written in differential form. Unfortunately, it is very difficult to go beyond this regularity, because the employed state is not regular enough to permit the evaluation of higher derivatives of products of fields.

**4. Global solutions**

In this section we would like to show that it is always possible to extend the solution up to the point where either \( H^2 \) becomes bigger than \( H_c^2 \) or \( a \) diverges.\(^7\) To this end we start giving a definition we shall use below.

**Definition 4.1.** A continuous solution \( H_\ast \) of (1.9) in the interval \([\tau_0, \tau_1]\) with initial conditions
\[
a(H_\ast)(\tau_0) = a_0, \quad H_\ast(\tau_0)^2 = H^2_0 = \frac{1}{3} \left( \rho(\tau_0) + \Lambda \right)
\]
will be called **regular**, if no singularity for either \( a, H_\ast \) or \( H'_\ast \) is encountered in \([\tau_0, \tau_1]\).

Namely, \( H_\ast \) must satisfy the following conditions:

a) \( \|H_\ast(\tau)\|_{C[\tau_0, \tau_1]} < H_c \),

b) \( a_0 \int_{\tau_0}^{\tau} H_\ast(\eta) \, d\eta < 1 \) for every \( \tau \) in \([\tau_0, \tau_1]\).

\(^7\) \( H^2 = H_c^2 \) corresponds to a singularity in the derivative of \( H \) in the differential form of (1.9).
We remark that a local solution obtained from theorem 3.2 is a regular solution. Henceforth, assume that we have a regular solution \( H_* \) as described in the definition. Notice that condition a) ensures that no singularity in \( H_*' \) is met in \([\tau_0, \tau_1]\). Condition b), on the other hand, ensures that \( a \) does not diverge in the interval \([\tau_0, \tau_1]\). Moreover, both a) and b) together imply that \( a \) is strictly positive, as can be seen from (3.1).

We would like to prove that a regular solution can always be extended in \( C[\tau_0, \tau_2] \) for a sufficiently small \( \tau_2 - \tau_1 > 0 \). To this end, let us again consider the set

\[
U[\tau_1, \tau_2] = \left\{ H \in C[\tau_1, \tau_2] \mid \|H\|_{C[\tau_1, \tau_2]} < \min \left\{ a_1^{-1}(\tau_2 - \tau_1)^{-1}, H_c \right\} \right\}
\]

defined in (3.2) and where \( a_1 \equiv a(H_*)(\tau_1) \) is the value assumed by the solution \( a(H_*) \) at \( \tau_1 \). Now we can give a proposition similar to proposition 3.1, namely:

**Proposition 4.1.** Let \( H_* \) be a solution of (1.9) in \( C[\tau_0, \tau_1] \) which is also regular. The functional \( f(H) \) (see eq. (3.3)) when evaluated on regular extensions of \( H_* \) in \( U[\tau_1, \tau_2] \) is continuously Gâteaux differentiable for arbitrary \( \tau_2 > \tau_1 \).

**Proof.** The proof of this proposition can be obtained exactly as the proof of proposition 3.1. However, the estimates we have obtained in lemma 2.2 and the proof of proposition 3.1 cannot be applied straightforwardly because the state \( \omega \) depends on the initial time \( \tau_0 \) and the initial datum \( a_0 \) through the construction described in section 2.1. Moreover, the estimates of lemma 2.2 depend on the knowledge of \( a \) and \( a' \) on the whole interval \([\tau_0, \tau_2]\). Luckily enough, we know that the solution \( H_* \) is regular in \([\tau_0, \tau_1]\) while we know that the extension restricted to \([\tau_1, \tau_2]\) is in the set \( U[\tau_1, \tau_2] \), thus we just need to use the following estimates

\[
\|a\|_{C[\tau_0, \tau_2]} = \max \left\{ \|a\|_{C[\tau_1, \tau_2]}, \|a\|_{C[\tau_0, \tau_1]} \right\}, \quad \|a\|_{C[\tau_0, \tau_2]}^{-1} = \max \left\{ \|a\|_{C[\tau_1, \tau_2]}^{-1}, \|a\|_{C[\tau_0, \tau_1]}^{-1} \right\}
\]

and

\[
\|a'\|_{[\tau_0, \tau_2]} = \max \left\{ \|a'\|_{[\tau_1, \tau_2]}, \|a'\|_{[\tau_0, \tau_1]} \right\}.
\]

With this in mind, we can again use lemma 2.2 to control the boundedness of \( \omega(\varphi^2) \). Then, making the replacements \( \tau_0 \rightarrow \tau_1, \tau_1 \rightarrow \tau_2 \) and \( a_0 \rightarrow a_1 \) at the appropriate places in proposition 3.1, one can see that estimates are not substantially influenced and that thesis still holds for \( U[\tau_1, \tau_2] \).

Notice that it is always possible to fix \( \tau_2 \) such that \( a_1^{-1}(\tau_2 - \tau_1)^{-1} \geq H_c \), whereby \( U[\tau_1, \tau_2] \) becomes the set of all possible regular extensions of \( H_* \) in \([\tau_1, \tau_2]\). This guarantees that any extension in \( U[\tau_1, \tau_2] \) is the unique regular extension.

We are now ready to state the main theorem of the present section which can be proven exactly as theorem 3.2.

**Theorem 4.2.** Consider a solution \( H_*(\tau) \) in \( C[\tau_0, \tau_1] \) of the functional equation (1.9). If the solution is regular in \([\tau_0, \tau_1]\), as defined in definition 4.1, then it is possible to find a \( \tau_2 > \tau_1 \) such that, the solution \( H_* \) can be extended uniquely to \( C[\tau_0, \tau_2] \) and the solution is regular therein.

**Proof.** Thanks to proposition 4.1, \( f \) is continuously Gâteaux differentiable on all regular extensions of \( H_* \) in \( U[\tau_1, \tau_2] \) for any \( \tau_2 \) such that \( a_1^{-1}(\tau_2 - \tau_1)^{-1} \geq H_c \). With the remarks of the proof of proposition 4.1 we can use lemma 2.2 to estimate the boundedness of \( \omega(\varphi^2) \) and apply proposition A.6 to find a \( \tau_2 > \tau_1 \) and a closed subset \( U \subset U[\tau_1, \tau_2] \) such that \( F(U) \subset U \). It then follows from proposition A.7 that \( F \) has a unique fixed point in \( U \).

We study now the set \( S \) of all possible solutions of (1.9) which are defined on intervals of the form \([\tau_0, \tau]\), which are regular on any closed interval contained in their domain.
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and which enjoy the same initial values \( a_0 = a(\tau_0), H_0 = H(\tau_0) \). The elements of \( S \) are indicated by \( H_I, \) where \( I \) is the domain of \( H_I \) of the form \([\tau_0, \tau_1)\). We are looking for maximal solutions in this set, where a solution is maximal if it cannot be extended further. To this end, we notice that it is possible to equip \( S \) with the following partial order relation

\[
H_I \leq H_J \text{ if } I \subset J.
\]

Hence, by Zorn’s lemma applied to the set of all solutions with the given initial values we have the following:

**Proposition 4.3.** The maximal regular solution of (1.9) in \( S \) exists.

Since the maximal solution \( H_M \) in \( S \) whose domain is \([\tau_0, \tau_M] \) cannot be extended further, this means that its trivial extension on \([\tau_0, \tau_M] \) does not fulfill the hypotheses of theorem (4.2). Hence, either its domain is extended until the end of conformal time, i.e., in cosmological time until infinity, or it ceases to be regular on \([\tau_0, \tau_M] \), namely a divergence of \( a \) or \( H' \) is found in \( \tau_M \).

Furthermore, an easy application of the theorem 4.2 permits to obtain the uniqueness of the maximal solution:

**Proposition 4.4.** The maximal regular solution of (1.9) in \( S \) is unique.

**Proof.** Suppose to have two maximal solutions, then they must differ in certain closed time-interval \( I \subset \mathbb{R} \). Since \( I \) is bounded from below by \( \tau_0 \), the minimum \( \tau_{\text{min}} \) of \( I \) exists and it is bigger than \( \tau_0 \). But because of theorem 4.2 there is an unique extension after \( \tau_{\text{min}} \), hence the two maximal solutions must coincide.

As for the solution provided by theorem 3.2 also the maximal solution obtained above correspond to a metric with \( C^2 \) regularity.

5. Final comments

In this paper we have studied the backreaction of a quantum massive scalar field conformally coupled with gravity to cosmological spacetimes. We have given initial conditions at finite time \( \tau = \tau_0 \) and we have shown that an unique maximal solution exists. The maximal solution either last forever or till when a spacetime singularity is reached.

In order to obtain this result we have used a state which looks as much as possible like the vacuum at the initial time. Notice that it is possible to choose other classes of states without significantly altering the results obtained in this paper. In particular, if we restrict ourself to Gaussians pure state which are homogeneous and isotropic, their two-point function takes the form

\[
\tilde{\omega}_2(x, y) = \lim_{\varepsilon \to 0^+} \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{\xi_k(\tau_x)}{a(\tau_x)} \frac{\tilde{\xi}_k(\tau_y)}{a(\tau_y)} e^{i\vec{k} \cdot (\vec{x} - \vec{y})} e^{-\varepsilon|\vec{k}|} d\vec{k},
\]

where \( \xi_k \) are solutions of (2.2) which enjoy the Wronskian condition \( \xi_k^\prime \xi_k - \xi_k \xi_k^\prime = i \). These \( \chi_k \) can then be written as a Bogoliubov transformation of the modes \( \xi_k \) studied earlier in this paper, namely,

\[
\xi_k = A(k)\chi_k + B(k)\bar{\chi}_k
\]

for suitable functions \( A \) and \( B \). Then, because of the constraint \( |A|^2 - |B|^2 = 1 \), the difference

\[
\tilde{\omega}(\varphi^2) - \omega(\varphi^2) = \lim_{\varepsilon \to 0^+} \frac{1}{(2\pi)^3} \frac{2}{a^2} \int_{\mathbb{R}^3} (|B|^2 \chi_k \bar{\chi}_k + \Re(AB \chi_k \bar{\chi}_k)) e^{-\varepsilon|\vec{k}|} d\vec{k}
\]
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can be easily controlled employing (2.6) if $|B|$ is sufficiently regular (e.g. if $B(k)$ is in $L^3 \cap L^1$). With this observation it is possible to obtain again all the estimates used in the proofs of the theorems (3.2) and (4.2).

In the future, it would be desirable to study the semiclassical equations in more general cases, namely for more general fields, abandoning for example the conformal coupling, and for more general background geometries. Any attempt to extend these results to fields which are not conformally coupled to curvature needs a deeper analysis of the states. A preliminary study in this direction can be found in the paper of Eltzner and Gottschalk [14]. The case of backgrounds which are only spherically symmetric is interesting from many perspectives. Its analysis could give new hints on the problem of semiclassical black hole evaporation and confirm the nice two-dimensional results obtained in [5]. Finally, the limit of validity of the employed equation needs to be carefully addressed in the future.
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A. Banach fixed-point theorem

In this appendix we will review the Banach fixed-point theorem and a few related results on contraction maps and functional derivatives. Let us begin by stating (without proof) the famous Banach fixed-point theorem:

**Theorem A.1** (Banach fixed-point theorem). Let $f : U \to U$ be a contraction on a (non-empty) complete metric space $U$. Then $f$ has a unique fixed-point $x = f(x)$. Furthermore, taking an arbitrary initial value $x_0 \in U$, $x$ is the limit of the sequence $\{x_n\}$ defined by the iterative procedure $x_{n+1} = f(x_n)$.

In practice it is often difficult to prove directly that a given map is a contraction. Therefore we will enlighten in the following some sufficient conditions which guarantee that a given map of the type studied in this paper is a contraction map. First, let us define a directional derivative, the Gâteaux derivative, according to [19]:

**Definition A.1.** Let $V, W$ be Fréchet spaces and $U \subset V$ an open subset. The Gâteaux derivative of a map $f : U \to W$ at the point $x \in U$ in the direction $h \in V$ is defined as the map $d f : U \times V \to W$,

$$
\begin{align*}
    d f(x, h) &= \lim_{\varepsilon \to 0} \frac{f(x + \varepsilon h) - f(x)}{\varepsilon} = d \frac{d f}{d \varepsilon} f(x + \varepsilon h) \bigg|_{\varepsilon = 0}.
\end{align*}
$$

The map $f$ is called Gâteaux differentiable at $x$ if the limit exists for all $h \in V$. It is called continuously Gâteaux differentiable if $d f$ is continuous on the product space $U \times V$ for all $x$ and $h$.

Among the properties of this derivative discussed in [19], we find:

**Proposition A.2.** Let $f : U \subset V \to W$ be a continuously Gâteaux differentiable map between Fréchet spaces $V, W$. Then:

a) $d f(x, h)$ is linear in $h$,

---

8A detailed analysis of this problem is present in [34].

9The Gâteaux derivative can also be generalized to locally convex topological vector spaces.
b) the fundamental theorem of calculus holds if \(U\) is convex, i.e.,

\[
f(x + h) - f(x) = \int_0^1 df(x + th, h) \, dt.
\]

Therefore, specializing to Banach spaces, one can show (cf. the more general result in [19, Theorem 5.1.3]):

**Proposition A.3.** Let \(f : U \subset V \to W\) be a continuously Gâteaux differentiable map between Banach spaces \(V,W\) with the norms \(\|\cdot\|_V\) and \(\|\cdot\|_W\) respectively. Then \(f\) is **locally Lipschitz**, that is, for every convex neighborhood \(N\) of \(x_0 \in U\) there exists a \(K \geq 0\) such that for all \(x_1, x_2 \in N\)

\[
\|f(x_1) - f(x_2)\|_W \leq K \|x_1 - x_2\|_V.
\]

**Proof.** Since the derivative \(df(x, h)\) is continuous and linear in \(h\), there exists a (convex) neighborhood \(N\) of \(x_0\) such that\(^{10}\)

\[
\|df(x, h)\|_W \leq \|df(x)\|_{op}\|h\|_V \leq K \|h\|_V
\]

for all \(x \in N\). As **Lipschitz constant** \(K\) we can choose the supremum of \(x \mapsto \|df(x)\|_{op}\) in \(N\). By the fundamental theorem of calculus we have for \(x_1, x_2 \in N\)

\[
f(x_1) - f(x_2) = \int_0^1 df(x_2 + t(x_1 - x_2), x_1 - x_2) \, dt.
\]

Hence, taking the norm on both sides, the previous equation yields

\[
\|f(x_1) - f(x_2)\|_W \leq \int_0^1 \|df(x_2 + t(x_1 - x_2), x_1 - x_2)\|_W \, dt \leq K \|x_1 - x_2\|_V. \quad \square
\]

The Gâteaux derivative is closely related to the Fréchet derivative:

**Definition A.2.** Again, let \(V,W\) be Banach spaces and \(U \subset V\) an open subset. A map \(f : U \to W\) is called **Fréchet differentiable at** \(x \in U\) if there exists a bounded linear operator \(Df(x, h)\), the **Fréchet derivative** of \(f\) at \(x\), such that

\[
\lim_{\|h\| \to 0} \frac{\|f(x + h) - f(x) - Df(x, h)\|_W}{\|h\|_V} = 0.
\]

**Proposition A.4.** Given the definitions above, if \(f\) is continuously Gâteaux differentiable in a neighborhood of \(x \in U\), then \(f\) is also Fréchet differentiable at \(x\) and the two derivatives agree.

**Proof.** As in Prop. A.3, since the derivative \(df(z)\) is a continuous and linear operator, there exists a (convex) neighborhood \(N\) of \(x\) where it is bounded. Using the fundamental theorem of calculus again, we obtain for \(h, z \in N\)

\[
\|f(x + h) - f(x) - df(z, h)\|_W \leq \sup_{t \in [0,1]} \|df(x + th) - df(z)\|_{op}\|h\|_V.
\]

In particular this holds for \(z = x\) and thus \(f\) is Fréchet differentiable at \(x\) with \(Df(x) = df(x)\). \(\square\)

\(^{10}\) The operator norm \(\|A\|_{op}\) of a linear operator \(A : V \to W\) between two normed vector spaces \(V,W\) is defined as \(\|A\|_{op} = \sup\{\|A(x)\|_W \mid x \in V \text{ with } \|x\|_V \leq 1\}\).
Henceforth we will restrict our attention to Banach spaces $C[a,b]$ of continuous functions on an interval $[a, b]$ equipped with the **uniform norm**

$$
\|X\|_{C[a,b]} \doteq \|X\|_\infty \doteq \sup_{t \in [a,b]} |X(t)|,
$$

where we will use $\|X\|_{C[a,b]}$ instead of the more common $\|X\|_\infty$ to emphasize the interval over which the supremum is taken. Moreover, we will study maps $F : C[a,b] \to C[a,b]$ of the form (compare this to (1.11))

$$
F(X)(t) \doteq F_0(t) + \int_0^t f(X)(s) \, ds,
$$

(A.1)

where $F_0 \in C[a,b]$ and $f : C[a,b] \to C[a,b]$ is a ‘retarded’ functional which satisfies $f(X + Y)(s) = f(X)(s)$, $s \leq t$, for all $X, Y \in C[a,b]$ with $Y$ compactly supported in $(t, b]$. It is obvious from (A.1) that also $f$ is a retarded functional.

**Lemma A.5.** The retarded functional $f$ can be restricted to a map $f_t$ on $C[a,t], t \in [a,b]$, i.e., $f(X)(s) = f(X \mid_{[a,t]})(s)$ for every $X \in C[a,b]$ and $s \in [a,t]$. If $f$ is (continuously) Gâteaux differentiable, then so is $f_t$.

**Proof.** Any function $X_t \in C[a,t]$ can be continuously extended to a function $X \in C[a,b]$. We can then define $f_t$ as $f_t(X_t) = f(X) \mid_{[a,t]}$ independently of the chosen extension. From the definition A.1 it is then obvious that $f_t$ will be (continuously) Gâteaux differentiable if this is true for $f$. \hfill $\Box$

Of course the same holds true also for the functional $F$. From now on we shall denote the restriction of such functionals to smaller intervals by the same symbol as the original functional.

We are now ready to present two propositions which will be used in the proof of the main theorems:

**Proposition A.6.** Suppose that $f$ is bounded on a set $U \subset C[a,b]$ which also includes a neighborhood $\mathcal{N}$ of $F_0$, defined as $\mathcal{N} = \{ X \mid \|X - F_0\|_{C[a,b]} < \delta \}$ for some $\delta$. Let $U_t = \{ X \mid_{[a,t]} \mid X \in U \}$ be the restriction of $U$ to $[a,t]$ and $\mathcal{N}_t$ of $\mathcal{N}$ to $[a,t]$. Then there exists $t \in (a,b]$ such that the restriction of $F$ to $C[a,t]$ satisfies $F(U) \subset U$ for all $U \subset U_t$ that contain the neighborhood $\mathcal{N}_t$ of $F_0$.

**Proof.** If $f$ is bounded on $U$, then its restriction to $C[a,t]$ is bounded on $U_t$. That is, for all $X \in U_t$

$$
\|f(X)\|_{C[a,t]} \leq K_t = \sup_{Y \in U_t} \|f(Y)\|_{C[a,t]} \leq \sup_{Y \in U_t} \|f(Y)\|_{C[a,b]}.
$$

Then, taking the norm of (A.1) after subtracting $F_0$, one obtains

$$
\|F(X) - F_0\|_{C[a,t]} \leq \|f(X)\|_{C[a,t]} \leq (t - a)K_t.
$$

Since $K_t \leq K_{t'}$ for $t < t'$ we can always find a $t$ such that $F(X)$ stays close enough to $F_0$ to be included in $\mathcal{N}_t$ and hence in $U_t$. Assume now that $U \subset U_t$ contains the neighborhood $\mathcal{N}_t$. Then the thesis follows because $\sup_{Y \in U} \|f(Y)\|_{C[a,t]} \leq K_t$. \hfill $\Box$

**Proposition A.7.** Let $U \subset C[a,b]$ be convex sets with $U$ open and $U$ closed such that $F(U) \subset U$. If $f$ is continuously Gâteaux differentiable on $U$, then there exists $n \in \mathbb{N}$ such that $F^n$ is a contraction map on $U$, that is, there exists $C \in (0,1)$ for all $X, Y \in U$ such that

$$
\|F^n(X) - F^n(Y)\|_{C[a,b]} \leq C \|X - Y\|_{C[a,b]}.
$$

In consequence $F$ will have an unique fixed-point in $U$.
Proof. Suppose that, for all \( n \) and arbitrary \( t \in [a, b] \),

\[
\|F^n(X) - F^n(Y)\|_{C[a,t]} \leq \frac{K^n(t-a)^n}{n!} \|X - Y\|_{C[a,t]}, \tag{A.2}
\]

Setting \( t = b \) and choosing a sufficiently large \( n \), this implies that the map \( F^n \) is contractive. Since \( U \) is a complete metric space (it is a closed subset of a Banach space) and \( F(U) \subset U \), we can apply Banach’s fixed point theorem to find that \( F \) has a unique fixed point in \( U \).

We can show the statement \((A.2)\) using an inductive procedure. Applying proposition A.3 and lemma A.5, we find that \( f \) is locally Lipschitz as a functional on \( U \) and its restrictions \( U_t = \{ Z \mid_{[a,t]} \mid Z \in U \} \) with common Lipschitz constant \( K = \sup_{X \in U} \|df(X)\|_{op} \).

Using the uniform norm on \( C[a,t] \), we thus obtain

\[
\|F(X) - F(Y)\|_{C[a,t]} \leq \int_a^t \|f(X) - f(Y)\|_{C[a,s]} \, ds \leq K(t-a)\|X - Y\|_{C[a,t]},
\]

which proves \((A.2)\) for \( n = 1 \). Suppose now that \((A.2)\) holds for \( n \). Then,

\[
\begin{align*}
|F^{n+1}(X)(t) - F^{n+1}(Y)(t)| &\leq \int_a^t \|f(F^n(X)) - f(F^n(Y))\|_{C[a,s]} \, ds \\
&\leq K \int_a^t \|F^n(X) - F^n(Y)\|_{C[a,s]} \, ds \\
&\leq \frac{K^{n+1}}{n!} \int_a^t (s-a)^n \|X - Y\|_{C[a,s]} \, ds \\
&\leq \frac{K^{n+1}(t-a)^{n+1}}{(n+1)!} \|X - Y\|_{C[a,t]},
\end{align*}
\]

and, since the estimate on the right-hand side is monotonically increasing in \( t \),

\[
\|F^{n+1}(X) - F^{n+1}(Y)\|_{C[a,t]} \leq \frac{K^{n+1}(t-a)^{n+1}}{(n+1)!} \|X - Y\|_{C[a,t]},
\]

which implies that \((A.2)\) holds also for \( n + 1 \), thus concluding the proof.
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