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ROBUSTNESS OF THE PATHWISE STRUCTURE OF FLUCTUATIONS IN STOCHASTIC HOMOGENIZATION

MITIA DUERINCKX, ANTOINE GLORIA, AND FELIX OTTO

Abstract. We consider a linear elliptic system in divergence form with random coefficients and study the random fluctuations of large-scale averages of the field and the flux of the solution operator. In the context of the random conductance model, we developed in a previous work a theory of fluctuations based on the notion of homogenization commutator: we proved that the two-scale expansion of this special quantity is accurate at leading order in the fluctuation scaling when averaged on large scales (as opposed to the two-scale expansion of the solution operator taken separately) and that the large-scale fluctuations of the field and the flux of the solution operator can be recovered from those of the commutator. This implies that the large-scale fluctuations of the commutator of the corrector drive all other large-scale fluctuations to leading order, which we refer to as the pathwise structure of fluctuations in stochastic homogenization. In the present contribution we extend this result in two directions: we treat continuum elliptic (possibly non-symmetric) systems and allow for strongly correlated coefficient fields (Gaussian-like with a covariance function that can display an arbitrarily slow algebraic decay at infinity). Our main result shows in this general setting that the two-scale expansion of the homogenization commutator is still accurate to leading order when averaged on large scales, which illustrates the robustness of the pathwise structure of fluctuations.
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1. Introduction

This article constitutes the second part of a series that develops a theory of fluctuations in stochastic homogenization of linear elliptic (non-necessarily symmetric) systems in divergence form. In the first part [9], we provided a complete picture of our theory (with optimal
error estimates and convergence rates) in the simplified framework of the random conductance model. We proved three main results: the pathwise structure of fluctuations, their asymptotic normality, and the identification of the limiting covariance structure. In the present contribution, we focus on the fundamental pathwise aspect of the theory, that is, the accuracy of the two-scale expansion for large-scale fluctuations of the so-called homogenization commutator, and we extend its validity to continuum (non-symmetric) systems with strongly correlated coefficient fields. More precisely, we cover the general setting of coefficient fields satisfying multiscale functional inequalities as introduced in [7, 8], and therefore treat all the models considered in the reference textbook [20] on heterogenous materials. We take this as a sign of the robustness of the path wise structure. Questions regarding the scaling limit of the standard homogenization commutator require more careful probabilistic assumptions and are addressed in the forthcoming contribution [5] in the case of correlated Gaussian fields (see below for an informal discussion of these results).

In [10], we further explain how this whole theory of fluctuations naturally extends to higher orders. We refer to the introduction of the companion article [9] for a general discussion of the literature on fluctuations in stochastic homogenization (a short discussion of the key pathwise structure is given at the end of this introduction).

Let \( a \) be a stationary and ergodic random coefficient field on \( \mathbb{R}^d \) that is bounded in the sense of

\[
|a(x)\xi| \leq |\xi| \quad \text{for all } \xi \in \mathbb{R}^d \text{ and } x \in \mathbb{R}^d,
\]

and satisfies the ellipticity property

\[
\int_{\mathbb{R}^d} \nabla u \cdot a \nabla u \geq \lambda \int_{\mathbb{R}^d} |\nabla u|^2 \quad \text{for all } u \in C^\infty_c(\mathbb{R}^d),
\]

for some \( \lambda > 0 \); this notion of functional coercivity is weaker than pointwise ellipticity for systems. Throughout the article we use scalar notation, but no iota in the proofs would change for systems under assumptions (1.1) and (1.2). For all \( \varepsilon > 0 \), we set \( a_\varepsilon := a(\cdot/\varepsilon) \), and for a deterministic vector field \( f \in C^\infty_c(\mathbb{R}^d) \) we consider the random family \((u_\varepsilon)_{\varepsilon>0}\) of unique Lax-Milgram solutions in \( \mathbb{R}^d \) (which henceforth means the unique weak solutions in \( H^1(\mathbb{R}^d) \)) of the rescaled problems

\[
-\nabla \cdot a_\varepsilon \nabla u_\varepsilon = \nabla \cdot f.
\]

(The choice of considering an equation on the whole space rather than on a bounded set allows us to focus on fluctuations in the bulk, and avoid effects of boundary layers. The choice of taking a right-hand side (RHS) in divergence form allows to treat all dimensions at once.) It is known since the pioneering work of Papanicolaou and Varadhan [18] and Kozlov [16] that, almost surely, \( u_\varepsilon \) converges weakly (in \( H^1(\mathbb{R}^d) \)) as \( \varepsilon \downarrow 0 \) to the unique Lax-Milgram solution \( \bar{u} \) in \( \mathbb{R}^d \) of

\[
-\nabla \cdot \bar{a} \nabla \bar{u} = \nabla \cdot f,
\]

where \( \bar{a} \) is a deterministic and constant matrix that only depends on the law of \( a \). More precisely, for any direction \( e \in \mathbb{R}^d \), the projection \( \bar{a}e \) is the expectation of the flux of the corrector in the direction \( e \),

\[
\bar{a}e = \mathbb{E}[a(\nabla \varphi_e + e)],
\]
where the corrector $\phi_\varepsilon$ is the unique (up to a random additive constant) almost-sure solution of the corrector equation in $\mathbb{R}^d$,

$$-\nabla \cdot a(\nabla \phi_\varepsilon + \varepsilon) = 0,$$

in the class of functions the gradient of which is stationary, has finite second moment, and has zero expectation. We denote by $\phi = (\phi_i)_{i=1}^d$ the vector field the entries of which are the correctors $\phi_i$ in the canonical directions $e_i$ of $\mathbb{R}^d$.

In [9], we developed a complete theory of fluctuations in stochastic homogenization for the random conductance model (see also [15] for heuristic arguments). The key in our theory is to focus on the so-called \textit{homogenization commutator} of the solution,

$$a_\varepsilon \nabla u_\varepsilon - \bar{a} \nabla u_\varepsilon,$$  \hspace{1cm} (1.6)

and to study its relation to the \textit{standard homogenization commutator}, $\Xi := (\Xi_i)_{i=1}^d$, where the solution $u_\varepsilon$ is replaced by $a$-harmonic coordinates $x \mapsto x_i + \phi_i(x)$,

$$\Xi_i := a(\nabla \phi_i + e_i) - \bar{a}(\nabla \phi_i + e_i), \quad \Xi_{ij} := (\Xi_i)_j.$$ \hspace{1cm} (1.7)

In the framework of [9], we showed the following three crucial properties (which we reformulate here in the non-symmetric continuum setting):

(I) First and most importantly, the two-scale expansion of the homogenization commutator of the solution

$$a_\varepsilon \nabla u_\varepsilon - \bar{a} \nabla u_\varepsilon - \mathbb{E}[a_\varepsilon \nabla u_\varepsilon - \bar{a} \nabla u_\varepsilon] \approx \Xi_i(\tau) \nabla_i \bar{u}$$ \hspace{1cm} (1.8)

is accurate in the fluctuation scaling in the sense that for all $g \in C^\infty_c(\mathbb{R}^d)$ and $q < \infty$,

$$\mathbb{E}\left[\int_{\mathbb{R}^d} g \cdot (a_\varepsilon \nabla u_\varepsilon - \bar{a} \nabla u_\varepsilon - \mathbb{E}[a_\varepsilon \nabla u_\varepsilon - \bar{a} \nabla u_\varepsilon]) \right] \approx \Xi_i(\tau) \nabla_i \bar{u} \left[1 + \frac{1}{q}\right]$$

$$\lesssim_{f,g,q} \varepsilon \mathbb{E}\left[\int_{\mathbb{R}^d} g \cdot \Xi_i(\tau) \nabla_i \bar{u} \right]^{\frac{1}{q}} \vee \varepsilon \mathbb{E}\left[\int_{\mathbb{R}^d} g \cdot \Xi_i(\tau) \nabla_i \bar{u} \right]^{\frac{1}{q}},$$ \hspace{1cm} (1.9)

up to a $|\log \varepsilon|$ factor in the critical dimension $d = 2$. This property is highly nontrivial and is due to the special form of the commutator (1.6).

(II) Second, both the fluctuations of the field $\nabla u_\varepsilon$ and of the flux $a_\varepsilon \nabla u_\varepsilon$ can be recovered through \textit{deterministic} projections of the fluctuations of the homogenization commutator (1.6), which shows that no information is lost by passing to the commutator. More precisely, the following elementary identities are easily checked,

$$\int_{\mathbb{R}^d} g \cdot (\nabla u_\varepsilon - \nabla \bar{u}) = -\int_{\mathbb{R}^d} (\mathcal{P}_H g) \cdot (a_\varepsilon \nabla u_\varepsilon - \bar{a} \nabla u_\varepsilon),$$ \hspace{1cm} (1.10)

$$\int_{\mathbb{R}^d} g \cdot (a_\varepsilon \nabla u_\varepsilon - \bar{a} \nabla u_\varepsilon) = \int_{\mathbb{R}^d} (\mathcal{P}_L^* g) \cdot (a_\varepsilon \nabla u_\varepsilon - \bar{a} \nabla u_\varepsilon),$$

in terms of the Helmholtz and Leray projections in $L^2(\mathbb{R}^d)^d$,

$$\mathcal{P}_H := \nabla (\nabla \cdot a) \nabla^{-1} \nabla \cdot, \quad \mathcal{P}_L := \text{Id} - \mathcal{P}_H \bar{a},$$

$$\mathcal{P}_H^* := \nabla (\nabla \cdot a^* \nabla^{-1} \nabla \cdot, \quad \mathcal{P}_L^* := \text{Id} - \mathcal{P}_H \bar{a}^*,$$ \hspace{1cm} (1.11)

where $\bar{a}^*$ denotes the transpose of $\bar{a}$. Similarly, the fluctuations of the field $\nabla \phi$ and of the flux $a \nabla \phi$ of the corrector are also determined by those of the standard
commutator \( \Xi \) itself: indeed, the definition of \( \Xi \) yields 
\[ -\nabla \cdot \bar{a} \nabla \phi_i = \nabla \cdot \Xi_i \]
and 
\[ a(\nabla \phi_i + e_i) - \bar{a} e_i = \Xi_i + \bar{a} \nabla \phi_i, \]
to the effect of 
\[ \nabla \phi_i = -\bar{P}_H \Xi_i \]
and 
\[ a(\nabla \phi_i + e_i) - \bar{a} e_i = (\text{Id} - \bar{a} P_H) \Xi_i \]
in the stationary sense, hence formally,
\[
\int_{\mathbb{R}^d} F : \nabla \phi(\frac{\cdot}{\varepsilon}) = - \int_{\mathbb{R}^d} \bar{P}_H^* F : \Xi(\frac{\cdot}{\varepsilon}),
\]
\[
\int_{\mathbb{R}^d} F : (a(\nabla \phi(\frac{\cdot}{\varepsilon}) + \text{Id}) - \bar{a}) = \int_{\mathbb{R}^d} \bar{P}_H^* F : \Xi(\frac{\cdot}{\varepsilon}),
\]
where \( \bar{P}_H \) and \( \bar{P}_H^* \) act on the second index of the tensor field \( F \); a suitable sense to these identities is given in Corollary 1.

(III) Third, the standard homogenization commutator \( \Xi \) is an approximately local function of the coefficients \( a \), which allows to infer the large-scale behavior of \( \Xi \) from the large-scale behavior of \( a \) itself. This locality property is best seen when formally computing the so-called “vertical” derivatives of \( \Xi \) with respect to \( a \): Letting \( \phi^* \) denote the corrector associated with the pointwise transpose field \( a^* \), and letting \( \sigma^* \) denote the corresponding flux corrector (cf. (2.10)), we obtain (cf. [9, equation (1.10)] and (2.15) below)
\[
\frac{\partial}{\partial a(x)} \Xi_{ij} = (\nabla \phi_j^* + e_j) \cdot \frac{\partial a}{\partial a(x)} (\nabla \phi_i + e_i)
\]
\[
- \nabla \cdot \left( \phi_j^* a \frac{\partial a}{\partial a(x)} (\nabla \phi_i + e_i) \right) - \nabla \cdot \left( (\phi_j^* a + \sigma_j^*) \frac{\partial a}{\partial a(x)} (\nabla \phi_i + e_i) \right).
\]
In view of \( \frac{\partial a}{\partial a(x)} = \delta(-x) \), the first right-hand side term reveals an exactly local dependence upon \( a \). The second term is exactly local as well, but since it is written in divergence form its contribution is negligible when integrating on large scales. The only non-local effect comes from the last term due to \( \frac{\partial \phi}{\partial a} \), which is given by the mixed derivative of the Green’s function for \( -\nabla \cdot a \nabla \) and thus is expected to have only borderline integrable decay. However, it also appears inside a divergence, hence it is negligible when integrated on large scales.

Let us comment on the structure of fluctuations revealed in (I)–(II). Together with the two-scale expansion (1.9) of commutators, identities (1.10) and (1.12) imply that the fluctuations of \( \nabla u_x, a_x \nabla u_x, \nabla \phi(\frac{\cdot}{\varepsilon}) \), and \( a_x \nabla \phi(\frac{\cdot}{\varepsilon}) \) are determined to leading order by those of \( \Xi(\frac{\cdot}{\varepsilon}) \), with error estimated in a strong norm in probability. We chose to refer to this key property as the “pathwise” structure of fluctuations in analogy with the language of SPDEs in order to emphasize that this result does not only compare probability laws of different objects (possibly constructed on different probability spaces), but compares these objects for the same realizations of the randomness (for the same “paths”), here in form of an error estimate at the level of stretched exponential moments. As emphasized in [9], besides its theoretical importance, this pathwise structure is bound to affect multi-scale computing and uncertainty quantification in an essential way. This result is indeed of the complexity-reducing type of the central results in homogenization, as it provides a description of fluctuations of a general solution by means of an off-line procedure using the standard commutator \( \Xi \) in form of a two-scale expansion. Next, in case of a weakly correlated coefficient field \( a \), we expect from property (III) that \( \Xi(\frac{\cdot}{\varepsilon}) \) displays the CLT scaling and that \( \varepsilon^{-d/2} \Xi(\frac{\cdot}{\varepsilon}) \) converges to a white noise; the pathwise structure (I)–(II) then
allows to recover the known scaling limit results for the different quantities of interest in stochastic homogenization, as indeed shown in [9] for the random conductance model.

In the present contribution, we focus on the pathwise structure (I)–(II). More precisely, we mainly consider the class of Gaussian coefficient fields with a covariance function that decays at infinity at some fixed (yet arbitrary) algebraic rate \((1 + |x|)^{-\beta}\) parametrized by \(\beta > 0\), and we show that properties (I)–(II) still hold for this whole Gaussian class, which illustrates the surprising robustness of the pathwise structure with respect to the large-scale behavior of the homogenization commutator. Indeed, in dimension \(d = 1\) (in which case the quantities under investigation are simpler and explicit\(^1\)), two typical behaviors have been identified in terms of the scaling limit of the standard homogenization commutator \(\Xi\), depending on the parameter \(\beta\) (cf. [4]),

- For \(\beta > d = 1\): The standard commutator \(\Xi\) displays the CLT scaling and its rescaling \(\varepsilon^{-\frac{d}{2}}\Xi(\frac{\cdot}{\varepsilon})\) converges in law to a non-degenerate white noise (Gaussian fluctuations, local limiting covariance structure), but the convergence rate is arbitrarily slow as \(\beta\) gets closer to \(d = 1\).
- For \(0 < \beta < d = 1\): The suitable rescaling \(\varepsilon^{-\frac{d}{2}}\Xi(\frac{\cdot}{\varepsilon})\) converges along a subsequence to a fractional Gaussian field (Gaussian fluctuations, nonlocal limiting covariance structure, potentially no uniqueness of the limit). Note that a different, non-Gaussian behavior may also occur in degenerate cases (cf. [14, 17] and second item in Remark 2.1).

In particular, the pathwise result is shown to hold in both examples whereas the rescaled standard commutator does not necessarily converge to white noise or may even not converge at all. The identification of the scaling limit of the standard commutator is thus a separate question and is addressed in [5] in all dimensions for the whole range of values of \(\beta > 0\), combining Malliavin calculus with techniques developed in [11]. More precisely, this work extends [4] to dimensions \(d > 1\) in the following sense,

- For \(\beta > d\): The rescaled commutator \(\varepsilon^{-\frac{d}{2}}\Xi(\frac{\cdot}{\varepsilon})\) converges in law to a generically non-degenerate white noise.
- For \(\beta < d\): The rescaled commutator \(\varepsilon^{-\frac{d}{2}}\Xi(\frac{\cdot}{\varepsilon})\) converges along a subsequence to a generically non-degenerate fractional Gaussian field. Different limits can indeed be reached in general, unless the covariance function has a self-similar profile at infinity.

These results illustrate the fact that the standard commutator \(\Xi\) is an approximately local function of the random coefficient field \(a\) (cf. (III) above), which essentially allows to relate the scaling limit of the commutator with the scaling limit of the coefficient field itself (as in dimension \(d = 1\)). Interestingly, this also shows that the pathwise structure of fluctuations can in general not be reduced to a quantitative joint convergence in law since there might not even be any convergence in law to talk about in the first place.

Although we focus here for shortness on the model case of Gaussian coefficient fields, the arguments that we provide in this contribution are robust enough to cover the general setting of multiscale functional inequalities introduced and studied in [7, 8], and therefore to treat all the models of random coefficient fields considered in the reference textbook [20] on heterogenous materials (see indeed third item of Remark 2.1). This makes the results of this contribution not only of theoretical but also of practical interest.

\(^1\)In dimension \(d = 1\), the homogenization commutator indeed simply takes the form \(\Xi(x) = \bar{a}(1 - \frac{a}{\bar{a}(x)})\), which is exactly local wrt \(a\).
Let us conclude this introduction with a short discussion of the recent literature concerning (I)–(III); we refer to [9, Section 1.4] for more detail. The pathwise structure (I)–(II) of fluctuations, which we extend here to the continuum setting with long-range correlations, was first formulated and proved by us in [9] for the random conductance model. A related form of (I)–(II) was conjectured in [15] within the variational and renormalization framework of [3, 1, 2], but it has not been made rigorous yet (nor does it not appear in the textbook [2]). A variational quantity related to the standard commutator can be first traced back to [3], whereas its canonical form (1.7) used here was independently introduced in [1, 2] and [9] (there motivated by the seminal works of Murat and Tartar). The locality property of the standard commutator Ξ and its convergence to white noise were first established in [9] for the random conductance model, and in [1, 13] for the continuum setting with a finite range of dependence assumption, while the case of long-range correlations is first considered in our companion article [5].

2. Main results and structure of the proof

2.1. Notation and statement of the main results. For some $k \geq 1$ let $a$ be an $\mathbb{R}^k$-valued Gaussian random field, constructed on a probability space $(\Omega, \mathbb{P})$ (with expectation $\mathbb{E}$), which is stationary and centered, and thus characterized by its covariance function

$$c(x) := \mathbb{E} [a(x) \otimes a(0)], \quad c : \mathbb{R}^d \to \mathbb{R}^{k \times k}. $$

We assume that the covariance function decays algebraically at infinity in the sense that there exist $\beta, C_0 > 0$ such that for all $x \in \mathbb{R}^d$,

$$\frac{1}{C_0} (1 + |x|)^{-\beta} \leq |c(x)| \leq C_0 (1 + |x|)^{-\beta}. \quad (2.1)$$

Given a map $h \in C^1_b(\mathbb{R}^k)^{d \times d}$, we define $a : \mathbb{R}^d \to \mathbb{R}^{d \times d}$ by $a(x) = h(a(x))$, and assume that it satisfies the conditions (1.1) and (1.2) almost surely. We then (abusively) call the coefficient field $a$ Gaussian with parameter $\beta > 0$. If $a$ is Gaussian with parameter $\beta$, then $\bar{a}$ is ergodic, hence we have existence and uniqueness of correctors $\phi$ and of the homogenized coefficients $\bar{a}$ (cf. Lemma 2.2 below). From a technical point of view, we shall rely on (and frequently refer to) results and methods developed in [7, 11, 12].

Throughout the article, we use the notation $\lesssim_{(\ldots)}$ (resp. $\gtrsim_{(\ldots)}$) for $\leq C \times$ (resp. $\geq C \times$), where the multiplicative constant $C$ depends on $d, \lambda, \beta, \|\nabla h\|_{L^\infty}$, on the constant $C_0$ in (2.1), and on the additional parameters “$(\ldots)$” if any. We write $\lesssim_{(\ldots)}(\ldots)$ when both $\lesssim_{(\ldots)}$ and $\gtrsim_{(\ldots)}$ hold. In an assumption, we use the notation $\ll_{(\ldots)}$ for $\leq \frac{1}{C} \times$ for some (large enough) constant $C \approx_{(\ldots)} 1$.

We now define a string of random functionals that encode the fluctuations of the different objects of interest. The notation $I$ is reserved to functionals involving the solution operator, and the notation $J$ to functionals involving correctors; the subscript 0 is reserved to commutators, the subscript 1 to fields, and the subscript 2 to fluxes. We consider the fluctuations of the commutator $a_x \nabla u_x - \bar{a} \nabla u_x$, of the field $\nabla u_x$, and of the flux $a_x \nabla u_x$ of the solution to (1.3), as encoded by the (centered) random bilinear functionals $I_0^s : (f,g) \mapsto I_0^s(f,g)$, $I_1^s : (f,g) \mapsto I_1^s(f,g)$, and $I_2^s : (f,g) \mapsto I_2^s(f,g)$ defined for all $f, g \in C_c^\infty(\mathbb{R}^d)^d$ by

$$I_0^s(f,g) := \int_{\mathbb{R}^d} g \cdot (a_x \nabla u_x - \bar{a} \nabla u_x - \mathbb{E} [a_x \nabla u_x - \bar{a} \nabla u_x]),$$

where $R$ is a random variable taking the values $0$ and $\infty$ with probability $P$ and $\mathbb{P}$, respectively.

Throughout the article, we use the notation $\lesssim_{(\ldots)}(\ldots)$ when both $\lesssim_{(\ldots)}$ and $\gtrsim_{(\ldots)}$ hold. In an assumption, we use the notation $\ll_{(\ldots)}$ for $\leq \frac{1}{C} \times$ for some (large enough) constant $C \approx_{(\ldots)} 1$.

We now define a string of random functionals that encode the fluctuations of the different objects of interest. The notation $I$ is reserved to functionals involving the solution operator, and the notation $J$ to functionals involving correctors; the subscript 0 is reserved to commutators, the subscript 1 to fields, and the subscript 2 to fluxes. We consider the fluctuations of the commutator $a_x \nabla u_x - \bar{a} \nabla u_x$, of the field $\nabla u_x$, and of the flux $a_x \nabla u_x$ of the solution to (1.3), as encoded by the (centered) random bilinear functionals $I_0^s : (f,g) \mapsto I_0^s(f,g)$, $I_1^s : (f,g) \mapsto I_1^s(f,g)$, and $I_2^s : (f,g) \mapsto I_2^s(f,g)$ defined for all $f, g \in C_c^\infty(\mathbb{R}^d)^d$ by

$$I_0^s(f,g) := \int_{\mathbb{R}^d} g \cdot (a_x \nabla u_x - \bar{a} \nabla u_x - \mathbb{E} [a_x \nabla u_x - \bar{a} \nabla u_x]),$$

where $R$ is a random variable taking the values $0$ and $\infty$ with probability $P$ and $\mathbb{P}$, respectively.

Throughout the article, we use the notation $\lesssim_{(\ldots)}(\ldots)$ when both $\lesssim_{(\ldots)}$ and $\gtrsim_{(\ldots)}$ hold. In an assumption, we use the notation $\ll_{(\ldots)}$ for $\leq \frac{1}{C} \times$ for some (large enough) constant $C \approx_{(\ldots)} 1$.
\[
I_1^ε(f, g) := \int_{\mathbb{R}^d} g \cdot \nabla (u_ε - \mathbb{E}[u_ε]), \\
I_2^ε(f, g) := \int_{\mathbb{R}^d} g \cdot (a_ε \nabla u_ε - \mathbb{E}[a_ε \nabla u_ε]).
\]

Likewise, we consider the fluctuations of the standard commutator \(\Xi = (a - \bar{a})(\nabla \phi + \text{Id})\), of the corrector field \(\nabla \phi\), and of the corrector flux \(a(\nabla \phi + \text{Id})\) as encoded by the (centered) random linear functionals \(J_0^ε : F \mapsto J_0^ε(F), J_1^ε : F \mapsto J_1^ε(F),\) and \(J_2^ε : F \mapsto J_2^ε(F)\) defined for all \(F \in C_c^∞(\mathbb{R}^d)^{d \times d}\) by

\[
J_0^ε(F) := \int_{\mathbb{R}^d} F(x) : \Xi(\frac{x}{ε}) \, dx, \\
J_1^ε(F) := \int_{\mathbb{R}^d} F(x) : \nabla \phi(\frac{x}{ε}) \, dx, \\
J_2^ε(F) := \int_{\mathbb{R}^d} F(x) : (a_ε(x)(\nabla \phi(\frac{x}{ε}) + \text{Id}) - \bar{a}) \, dx.
\]

We first prove the following boundedness result for \(J_0^ε\), establishing the suitable \(\beta\)-dependent scaling for the fluctuations of the homogenization commutator (see also [12, Theorem 1]). More precisely, in the spirit of (III), this shows that large-scale averages of the standard commutator have the same scaling \(\piε(\frac{1}{ε})^{-1/2}\) as large-scale averages of the coefficient field \(a\) itself (cf. [7, Proposition 1.5]); in the case of integrable correlations, this is the CLT scaling \(ε^{d/2}\).

**Proposition 1** (Fluctuation scaling). Let \(d \geq 1\), assume that the coefficient field \(a\) is Gaussian with parameter \(\beta > 0\), define \(\piε : \mathbb{R}^+ \to \mathbb{R}^+\) by

\[
\piε(t) := \begin{cases} 
(1+t)^{\frac{d}{2}} & : \beta < d, \\
(1+t)^d & : \beta = d,
\end{cases}
\]

(2.2)

and define the rescaled functional

\[
\hat{J}_0^ε := \piε(\frac{1}{ε})^{1/2} J_0^ε.
\]

For all \(0 < ε \leq 1\), \(F \in C_c^∞(\mathbb{R}^d)^{d \times d}\), \(0 < p - 1 \ll 1\), and \(\alpha > \frac{d - (\beta ∧ d)}{2} + \frac{d p - 1}{2 p}\), we have

\[
|\hat{J}_0^ε(F)| \leq C_{ε,p}^F(\||w_1 F||_{L^2p} + 1_{β ≤ d}||F||_{L^p}),
\]

where \(w_1(z) := 1 + |z|, [F]_2(x) := (\int_{\mathbb{R}^d} |F|^2)\frac{1}{2},\) and where \(C_{ε,p}^F\) is a random variable with stretched exponential moments: there exists \(γ_1 \simeq 1\) such that

\[
\sup_{0 < ε < 1} \mathbb{E} \left[ \exp \left( \frac{1}{C_{ε,p}^F} \right) \right] ≤ 2
\]

for some (deterministic) constant \(C_{α,p} \simeq C_{α,p}\).

Our next main result establishes the accuracy of the two-scale expansion error for large-scale averages of the homogenization commutator in the suitable fluctuation scaling. This
error is encoded by the following (centered) random bilinear functional,

\[ E^\varepsilon(f, g) := \int_{\mathbb{R}^d} g \cdot (a_x \nabla u_\varepsilon - \bar{a} \nabla u_\varepsilon - \mathbb{E}[a_x \nabla u_\varepsilon - \bar{a} \nabla u_\varepsilon]) - \int_{\mathbb{R}^d} g \cdot \mathbb{E}[\xi(\varepsilon)] \nabla \bar{u} \]

\[ = I_0^\varepsilon(f, g) - J_0^\varepsilon(\nabla \bar{u} \otimes g) = I_0^\varepsilon(f, g) - J_0^\varepsilon(\mathcal{P}_H f \otimes g). \quad (2.4) \]

More precisely, we show that the typical scaling of this error is encoded by the following (centered) random bilinear functional,

\[ \hat{E}^\varepsilon(f, g) := \mathbb{E}[\hat{\xi}(\varepsilon) \cdot \hat{\nabla} \hat{u} \cdot \hat{g}] \]

\[ = I_0^\varepsilon(f, g) - \bar{J}_0^\varepsilon(\nabla \bar{u} \otimes g) = I_0^\varepsilon(f, g) - \bar{J}_0^\varepsilon(\mathcal{P}_H f \otimes g). \quad (2.4) \]

Remark 2.1. More precisely, we show that the typical scaling of this error is encoded by the following (centered) random bilinear functional,

\[ \hat{E}^\varepsilon(f, g) := \mathbb{E}[\hat{\xi}(\varepsilon) \cdot \hat{\nabla} \hat{u} \cdot \hat{g}] \]

The exponents \( \gamma_1 \) and \( \gamma_2 \) in the above results can be made explicit; we do not pursue this direction since the values obtained in the proofs are not expected to be optimal.

Remark 2.1.

- The \( \varepsilon \)-scaling in the above results is believed to be optimal. The rescaling in the definition of \( J_0^\varepsilon \) and \( \hat{E}^\varepsilon \) is natural since it precisely coincides with the scaling of large-scale averages of the commutator \( J_0^\varepsilon(\mathcal{P}_H f \otimes g) \) itself. In view of the generic non-degeneracy result in [5], this can be viewed as a relative error estimate. This property summarizes the pathwise structure of fluctuations and is the key part of our theory.

Theorem 1 (Pathwise structure of fluctuations). Let \( d \geq 1 \), assume that the coefficient field \( a \) is Gaussian with parameter \( \beta > 0 \), let \( \pi_\varepsilon \) be defined in (2.2), and define \( \mu_\varepsilon : \mathbb{R}_+ \to \mathbb{R}_+ \) by

\[ \mu_\varepsilon(r) := \begin{cases} 
1 & : \beta > 2, d > 2, \\
\log^\frac{1}{2}(2 + r) & : \beta > 2, d = 2, \\
\beta > 1, d = 1, \\
\log^\frac{1}{2}(2 + r) & : \beta = 2, d > 2, \\
\log(2 + r) & : \beta = 2, d = 2, \\
\sqrt{1 + r} \log^\frac{1}{2}(2 + r) & : \beta = 1, d = 1, \\
(1 + r)^{1 - \frac{2}{d}} & : \beta < 2, d \geq 2, \text{ or } \beta < 1, d = 1.
\end{cases} \quad (2.5) \]

Set \( \mu_\varepsilon(z) := \mu_\varepsilon(|z|) \), recall the notation \( w_\varepsilon(z) := 1 + |z| \), and consider the rescaled error functional \( \hat{E}^\varepsilon := \pi_\varepsilon^{\frac{1}{2}} \hat{E}^\varepsilon \). For all \( 0 < \varepsilon \leq 1 \), \( f, g \in C_0^\infty(\mathbb{R}^d) \), \( 0 < p - 1 \ll 1 \), and \( \alpha > \frac{d - (\beta \wedge d)}{2} + \frac{d - 1}{4p} \), we have

\[ |\hat{E}^\varepsilon(f, g)| \leq \varepsilon \mu_\varepsilon(|z|) C_{\alpha,p}^\varepsilon \left( \|\mu_\varepsilon \nabla f\|_{L^4} \|w_\varepsilon g\|_{L^{4p}} + \|\mu_\varepsilon \nabla g\|_{L^4} \|w_\varepsilon^\alpha f\|_{L^{4p}} + 1_{\beta \leq d} \left( \|\mu_\varepsilon \nabla f\|_{L^2} \|g\|_{L^2 \cap L^{2p}} + \|\mu_\varepsilon \nabla g\|_{L^2} \|f\|_{L^2 \cap L^{2p}} \right) \right), \quad (2.6) \]

where \( C_{\alpha,p}^\varepsilon \) is a random variable with stretched exponential moments: there exists \( \gamma_2 \simeq 1 \) such that

\[ \sup_{0 < \varepsilon < 1} \mathbb{E} \left[ \exp \left( \frac{1}{C_{\alpha,p}^\varepsilon} \left( \frac{C_{\alpha,p}^\varepsilon}{C_{\alpha,p}^\varepsilon} \gamma_1 \right) \right) \right] \leq 2 \]

for some (deterministic) constant \( C_{\alpha,p}^\varepsilon \simeq_{\alpha,p} 1 \). \( \diamond \)
situations, the pathwise property (2.6) (or its higher-order pathwise version as in [10]) might still provide relevant information. General necessary and sufficient conditions for the sharpness of (2.3) are provided in [5].

• The proofs of the above results are robust enough to cover the general setting of multiscale functional inequalities introduced in [7, 8]. In the case of functional inequalities with oscillation, we may indeed use Cauchy-Schwarz’ inequality and an energy estimate to replace the perturbed functions $\phi$ and $\nabla u$ appearing in the representation formula (3.3) below by their unperturbed versions $\phi$ and $\nabla u$. This allows to conclude whenever the weight has a superalgebraic decay (see indeed [12, proof of Theorem 4]). If one is only interested in Gaussian coefficient fields, one may replace the use of functional inequalities by a direct use of the Brascamp-Lieb inequality in terms of Malliavin calculus, which allows to shorten some of the proofs (and improve the norms of the test functions $F, f, g$), cf. [10].

In view of the identities (1.10) and (1.12), the above pathwise result implies that the large-scale fluctuations of $I_0, I_1, I_2, J_1, \text{ and } J_2$ are driven by the fluctuations of $J_0$ in a pathwise sense (see [9, Corollary 2.4] for details).

Corollary 1 ([9]). Let $d \geq 2$, assume that the coefficient field $\alpha$ is Gaussian with parameter $\beta > 0$, let $\pi_\ast$ and $\mu_\ast$ be defined by (2.2) and (2.5), let $\mathcal{P}_H, \mathcal{P}_H^*, \text{ and } \mathcal{P}_L^*$ be as in (1.11), and recall the rescaled functionals

$$
\hat{I}_i := \pi_\ast \left( \frac{1}{\varepsilon} \right)^{\frac{1}{2}} I_i, \quad \hat{J}_i := \pi_\ast \left( \frac{1}{\varepsilon} \right)^{\frac{1}{2}} J_i, \quad i = 0, 1, 2.
$$

For all $\varepsilon > 0$ and $f, g \in C_\infty^{(\mathbb{R}^d)}$, we have for all $0 < p - 1 < 1$ and $\alpha > \frac{d - (\beta \wedge d)}{2} + d\frac{1}{4p}$,

$$
|\hat{I}_0(f, g) - \hat{J}_0(\mathcal{P}_H f \otimes g)| + |\hat{I}_1(f, g) - \hat{J}_0(\mathcal{P}_H f \otimes \mathcal{P}_H^* g)| + |\hat{I}_2(f, g) + \hat{J}_0(\mathcal{P}_H f \otimes \mathcal{P}_L^* g)|
$$

$$
\leq \varepsilon \pi_\ast \left( \frac{1}{\varepsilon} \right)^{\frac{1}{2}} C_{\alpha, p}^{f, g} \left( \|\mu_\ast \nabla f\|_{L^2} \|\mu_\ast \nabla g\|_{L^2} + \|\mu_\ast \nabla^2 f\|_{L^2} \|\mu_\ast \nabla^2 g\|_{L^2} \right),
$$

where $C_{\alpha, p}^{f, g}$ is a random variable with stretched exponential moments independent of $\varepsilon$ as in the statement of Theorem 1. In addition, for all $\varepsilon > 0$ and $F \in C_\infty^{(\mathbb{R}^d)}$, we have almost surely

$$
J_1^*(F) = -J_0^*(\mathcal{P}_H^* F), \quad J_2^*(F) = J_0^*(\mathcal{P}_L^* F),
$$

where in particular we may give an almost sure meaning to $J_0^*(\mathcal{P}_H^* F)$ and $J_0^*(\mathcal{P}_L^* F)$ for all $F \in C_\infty^{(\mathbb{R}^d)}$, even when $\mathcal{P}_H^* F$ and $\mathcal{P}_L^* F$ do not have integrable decay.

2.2. Structure of the proof. We describe the string of arguments that leads to Proposition 1 and Theorem 1. Next to the corrector $\phi$, we first need to recall the notion of flux corrector $\sigma$, which was recently introduced in the stochastic setting in [11, Lemma 1] and allows to put the equation for the two-scale homogenization error in divergence form (cf. (3.19) below). The extended corrector $(\phi, \sigma)$ is only defined up to an additive constant, and we henceforth choose the anchoring $f_g(\phi, \sigma) = 0$ on the centered unit ball $B$.

Lemma 2.2 ([11]). Let the coefficient field $\alpha$ be stationary and ergodic. Then there exist two random tensor fields $(\phi_i)_{1 \leq i \leq d}$ and $(\sigma_{ijk})_{1 \leq i, j, k \leq d}$ with the following properties: The
gradient fields $\nabla \phi_i$ and $\nabla \sigma_{ijk}$ are stationary\footnote{That is, $\nabla \phi_i(\mathbf{a}; \cdot + z) = \nabla \phi_i(\mathbf{a}; \cdot + z) ; \cdot$ and $\nabla \sigma_{ijk}(\mathbf{a}; \cdot + z) = \nabla \sigma_{ijk}(\mathbf{a}; \cdot + z); \cdot$ a.e. in $\mathbb{R}^d$, for all shift vectors $z \in \mathbb{R}^d$.} and have finite second moments and vanishing expectations:

$$\mathbb{E} [ |\nabla \phi_i|^2 ] \leq \frac{1}{\lambda^2}, \quad \sum_{j,k=1}^d \mathbb{E} [ |\nabla \sigma_{ijk}|^2 ] \leq 4d \left( \frac{1}{\lambda^2} + 1 \right), \quad \mathbb{E} [ \nabla \phi_i ] = \mathbb{E} [ \nabla \sigma_{ijk} ] = 0. \quad (2.7)$$

Moreover, for all $i$, the field $\sigma_i := (\sigma_{ijk})_{1 \leq j,k \leq d}$ is skew-symmetric, that is,

$$\sigma_{ijk} = -\sigma_{ikj}. \quad (2.8)$$

Finally, the following equations are satisfied a.s. in the distributional sense on $\mathbb{R}^d$,

$$\begin{align*}
-\nabla \cdot \mathbf{a}(\nabla \phi_i + e_i) &= 0, \\
\nabla \cdot \mathbf{a} - q_i &= \mathbb{E} [ q_i ], \\
-\Delta \sigma_{ijk} &= \partial_i q_{jk} - \partial_j q_{ik},
\end{align*}$$

where $q_i = (q_{ij})_{1 \leq j \leq d}$ is given by $q_i := \mathbf{a}(\nabla \phi_i + e_i)$, and where the (distributional) divergence of a tensor field is defined as $(\nabla \cdot \mathbf{a})_j := \sum_{k=1}^d \nabla_k \sigma_{ijk}$.

The proofs of Proposition 1 and Theorem 1 are based on the combination of three main ingredients:

- A sensitivity calculus combined with functional inequalities for Gaussian ensembles $[7, 8]$;
- The bounds on correctors proved in $[12]$;
- A duality argument combined with the large-scale (weighted) Calderón-Zygmund estimates of $[11]$.

In the case when the coefficients satisfy a finite range of dependence assumption rather than a functional inequality, we do not have a convenient sensitivity calculus at our disposal, and this first ingredient can be replaced by a semi-group approach that provides a convenient disintegration of scales, cf. $[6]$.

The sensitivity calculus measures the influence of changes of the coefficient field $\mathbf{a}$ on random variables $X = X(\mathbf{a})$ via the functional (or Malliavin-type) derivative $\partial^\text{fct} X(x) = \frac{\partial X}{\partial \mathbf{a}}(\mathbf{a}, x)$, that is, the $L^2(\mathbb{R}^d; \mathbb{R}^d)$-gradient of $X$ wrt $\mathbf{a}$. We recall that this functional derivative is characterized as follows, for any compactly supported perturbation $\mathbf{b} \in L^\infty(\mathbb{R}^d; \mathbb{R}^d)$,

$$\int_{\mathbb{R}^d} \partial^\text{fct} X(\mathbf{a}, x) : \mathbf{b}(x) \, dx := \lim_{t \downarrow 0} \frac{1}{t} (X(\mathbf{a} + t\mathbf{b}) - X(\mathbf{a})). \quad (2.11)$$

This quantity measures the sensitivity of the random variable $X = X(\mathbf{a})$ wrt changes in the coefficient field. This sensitivity calculus is a building block to control the variance and the entropy of $X$ via functional inequalities in the probability space $[7]$. A crucial role is played by the parameter $\beta > 0$ that characterizes the decay of the covariance function of $\mathbf{a}$, and we define as follows a weighted norm $\| \cdot \|^2_\beta$ on random fields $G$, depending on $\beta > 0$,

$$\| G \|^2_\beta := \int_1^\infty \| G \|^2_\ell \ell^{-\beta-1} d\ell, \quad (2.12)$$
where for all \( \ell \geq 1 \)
\[
\|G\|_{\ell}^2 := \ell^{-d} \int_{\mathbb{R}^d} \left( \int_{B_{\ell}(z)} |G| \right) dz.
\] (2.13)

As shown in [7, Proposition 2.4], in the integrable case \( \beta > d \), we can drop the integral over \( \ell \), in which case
\[
\|G\|_\beta^2 \simeq \|G\|_{1}^2 := \|G\|_{1}^2.
\] (2.14)

In these terms, we may formulate the following multiscale logarithmic Sobolev inequality for the Gaussian coefficient field \( a \). In view of (2.14), for \( \beta > d \), this reduces to the standard logarithmic Sobolev inequality (LSI). The proof is based on a corresponding Brascamp-Lieb inequality (cf. [8, Theorem 3.1]).

**Lemma 2.3** ([8]). Assume that the coefficient field \( a \) is Gaussian with parameter \( \beta > 0 \). Then for all random variables \( X = X(a) \),
\[
\text{Ent} \left[ X^2 \right] := \mathbb{E} \left[ X^2 \log X^2 \right] - \mathbb{E} \left[ X^2 \right] \mathbb{E} \left[ \log X^2 \right] \lesssim \mathbb{E} \left[ \|\partial^{\text{fct}} X\|_{\beta}^2 \right].
\] \( \diamond \)

Our general strategy for the proof of Proposition 1 and Theorem 1 consists in estimating the weighted norm (2.12) of the functional derivatives of \( J_0(F) \) and of \( E^\epsilon(f, g) \). The following lemma provides a useful representation formula for these functional derivatives. This is a continuum version of [9, Lemma 3.2]. By scaling, it is enough to consider \( \epsilon = 1 \), and we write for simplicity \( J_0 := J_0^1 \) and \( E := E^1 \).

**Lemma 2.4** (Representation formulas). Let the coefficient field \( a \) be Gaussian with parameter \( \beta > 0 \). For all \( f \in C_c^\infty(\mathbb{R}^d) \), let \( u := u_1 \) denote the solution of (1.3) (with \( \epsilon = 1 \)), let \( \bar{u} \) denote the solution of (1.4), and define the two-scale expansion error \( w_f := u - (1 + \phi_\alpha \nabla_\alpha) \bar{u} \). Then, for all \( F \in C_c^\infty(\mathbb{R}^d)^{d \times d} \),
\[
\partial^{\text{fct}} J_0(F) = (F_{ij} e_j + \nabla S_i) \otimes (\nabla \phi_i + e_i),
\] (2.15)
and for all \( g \in C_c^\infty(\mathbb{R}^d)^d \),
\[
\partial^{\text{fct}} E(f, g) = g_j (\nabla \phi_\alpha^* + e_j) \otimes (\sum_{i=1}^d (\nabla w_f + \phi_i \nabla \nabla_i \bar{u}) + (\phi_i^* \nabla g_j + \nabla r) \otimes \nabla \bar{u}) - (\phi_i^* \nabla (\nabla \nabla_i \bar{u}) + \nabla R_i) \otimes (\nabla \phi_i + e_i),
\] (2.16)
where the auxiliary fields \( S := (S_i)_{i=1}^d \), \( r \), and \( R := (R_i)_{i=1}^d \) are the Lax-Milgram solutions in \( \mathbb{R}^d \) of
\[
- \nabla \cdot a^* \nabla S_i = \nabla \cdot (F_{ij} (a^* - \bar{a}^*) e_j),
\] (2.17)
\[
- \nabla \cdot a^* \nabla r = \nabla \cdot (\phi_i^* a^* - \sigma_i^*) \nabla g_j),
\] (2.18)
\[
- \nabla \cdot a^* \nabla R_i = \nabla \cdot (\phi_i^* a^* - \sigma_i^*) \nabla (g_j \nabla_i \bar{u})),
\] (2.19)
and \( a^* \) denotes the pointwise transpose coefficient field of \( a \), and \( (\phi^*, \sigma^*) \) denotes the corresponding extended corrector (recall that \( \bar{a}^* = a^* \)). \( \diamond \)

Before we turn to the (technical) estimates of \( \|\partial^{\text{fct}} J_0(F)\|_{\beta} \) and \( \|\partial^{\text{fct}} E(f, g)\|_{\beta} \), let us give an informal discussion of the scalings of the terms appearing in (2.15) and (2.16). To keep this discussion short, assume that \( \nabla \phi, \nabla \sigma \) are bounded (which only holds after taking stochastic moments), that \( |\phi(x)| + |\sigma(x)| \lesssim \mu_\alpha(|x|) \) (which again only holds after taking stochastic moments), and that the Helmholtz projections associated with \( -\nabla \cdot a^* \nabla \) (and
used to define $S_i$, $r$, and $R_i$ via (2.17)–(2.19) enjoy perfectly local bounds in the sense that

$$-\nabla \cdot \tilde{a} \nabla z = \nabla \cdot Z \quad \implies \quad |\nabla z(x)| \lesssim |Z(x)| \quad \text{for all } x \in \mathbb{R}^d,$$

with $\tilde{a} = a$ or $\bar{a}$ (which even in the homogeneous case $\tilde{a} = \bar{a}$ would only hold after taking suitable Lebesgue norms in view of the Calderón-Zygmund theory). For $J_0(F)$, equation (2.17) would then yield the pointwise bound $|\partial^{\text{fct}} J_0(F)| \lesssim |F|$, hence

$$\|\partial^{\text{fct}} J_0(F)\|_{\beta}^2 \lesssim \int_1^\infty \ell^{-d} \int_{\mathbb{R}^d} \left( \int_{B_\ell(z)} |F| \right)^2 \, dz \, \ell^{-\beta - 1} \, d\ell.$$

To estimate the RHS, assume that $F$ is compactly supported in $B_R$ for some $R > 0$, so that

$$\ell^{-d} \int_{\mathbb{R}^d} \left( \int_{B_\ell(z)} |F| \right)^2 \, dz \lesssim (\ell^d 1_{\ell \leq R} + R^d 1_{\ell > R}) \left( \int_{\mathbb{R}^d} |F|^2 \right),$$

which after integration yields, in view of (2.2),

$$\|\partial^{\text{fct}} J_0(F)\|_{\beta}^2 \lesssim \left( \int_1^R \ell^{-d - \beta - 1} \, d\ell + R^d \int_0^\infty \ell^{-\beta - 1} \, d\ell \right) \left( \int_{\mathbb{R}^d} |F|^2 \right) \lesssim R^d \mu_*^{-1}(R) \int_{\mathbb{R}^d} |F|^2.$$

Replacing $F$ by $\varepsilon^d F(\cdot, \bar{u})$, hence replacing $R$ by $\frac{1}{\varepsilon} R$, we conclude by LSI,

$$\text{Var} \left[ \pi_* \left( \frac{1}{\varepsilon} J_0^{\text{fct}}(F) \right) \right] \lesssim_R \|F\|_{L^2(\mathbb{R}^d)}^2,$$

as claimed in Proposition 1 (with a slightly stronger norm of the test function $F$).

We now turn to the two-scale expansion error, for which (2.18) and (2.19) would yield the following pointwise bound, under the simplifying assumptions,

$$|\partial^{\text{fct}} E(f, g)| \lesssim |g|(|\nabla w_f| + \mu_*|\nabla^2 \bar{u}|) + \mu_*|\nabla g| |\nabla \bar{u}|.$$

Let us further reformulate the RHS. On the one hand, since $-\nabla \cdot \bar{a} \nabla \bar{u} = \nabla \cdot f$, the simplifying assumptions yield the pointwise bounds $|\nabla \bar{u}| \lesssim |f|$ and $|\nabla^2 \bar{u}| \lesssim |\nabla f|$. On the other hand, the function $w_f$ satisfies the equation $-\nabla \cdot a \nabla w_f = \nabla \cdot ((a \phi - \sigma) \nabla \bar{u})$, (cf. [12, Remark 3]) so that our simplifying assumptions yield this time $|\nabla w_f| \lesssim \mu_*|\nabla^2 \bar{u}| \lesssim \mu_*|\nabla f|$. This leads to the bound

$$|\partial^{\text{fct}} E(f, g)| \lesssim \mu_* (|g| |\nabla f| + |\nabla g| |f|).$$

As above, after rescaling, and using $\mu_*(|\frac{1}{\varepsilon} x|) \lesssim \mu_*(|x|) \mu_* \left( \frac{1}{\varepsilon} \right)$, we conclude by LSI,

$$\text{Var} \left[ \pi_* \left( \frac{1}{\varepsilon} E^{\text{fct}}(f, g) \right) \right] \lesssim \varepsilon^2 \mu_*^2 \left( \frac{1}{\varepsilon} \right) \left( \mu_* |\nabla g|_{L^4(\mathbb{R}^d)}^2 \|f\|_{L^4(\mathbb{R}^d)}^2 + \|\mu_* \nabla f\|_{L^4(\mathbb{R}^d)}^2 \|\nabla g\|_{L^4(\mathbb{R}^d)}^2 \right),$$

as claimed in Theorem 1 (with slightly stronger norms of the test functions). Note that the additional factor $\varepsilon^2$ comes from the gradients $\nabla f$ and $\nabla g$ in the bound of the functional derivative (which indeed both yield an $\varepsilon$ factor by rescaling).

The rigorous proof of Proposition 1 and Theorem 1 amounts to taking care of the fact that the above simplifying assumptions only hold in weaker forms. More precisely:

- **Bounds on the correctors only hold for stretched exponential moments and not pointwise (cf. Lemma 2.8 below), so that the bounds on $|\partial^{\text{fct}} J_0(F)$ and $|\partial^{\text{fct}} E(f, g)|$ will not hold pointwise but for stretched exponential moments.**
• More importantly, the Helmholtz projection never enjoys pointwise bounds, which must be weakened in two ways. First, for the homogeneous operator $-\nabla \cdot a\nabla$, we must resort to the boundedness of the Helmholtz projection in $L^\rho$ spaces for $1 < \rho < \infty$ (Calderón-Zygmund estimates). Second, for the heterogeneous operator $-\nabla \cdot a\nabla$, regularity theory can only hold on large scales [2, 11], so that Calderón-Zygmund estimates must be locally averaged at some random scale $r_*$ (cf. Lemma 2.7); we will have to get rid of this random local average at some point using Hölder’s inequality and a small weight (see e.g. the second RHS factor in (2.20)). Finally, when the corrector does not have uniformly bounded moments (that is, when it grows at infinity), we further need to resort to weighted Calderón-Zygmund estimates (cf. Lemma 2.7(c)); see e.g. the weight $\mu_*$ in the third RHS factor in (2.22).

Estimates on $\|\partial^{\text{fct}} J_0(F)\|_\beta$ and $\|\partial^{\text{fct}} E(f, g)\|_\beta$ are obtained in the following two technical propositions. As above, we prove the estimate for $\varepsilon = 1$ and then argue by scaling. Since we need some flexibility in the weights, some estimates involve a parameter $R \geq 1$. This parameter is arbitrary and should be thought of as being $R = \frac{1}{\varepsilon}$ for the proof of the main results (similarly as in the above informal discussion). Henceforth we write $\bar{f}$ instead of $\int_{\mathbb{R}^d}$ for simplicity.

**Proposition 2.5** (Main estimates). Let the coefficient field $a$ be Gaussian with parameter $\beta > 0$. Let $\pi_*$ and $\mu_*$ be defined by (2.2) and (2.5), respectively, and let the random field $r_*$ be the minimal radius of Lemma 2.7 below. For $F \in C^\infty_c(\mathbb{R}^d)$ we denote by $|F|_2(x) := \left(\int_{B(x)} |F|^2 \right)^{1/2}$ the moving local quadratic average, and for $R \geq 1$ we set $w_R(x) := |x|_R + 1$. Then the following hold:

(i) If $\beta > d$, we have for all $R \geq 1$, $0 < \alpha - d \ll 1$, and $0 < p - 1 \ll \alpha 1$,

$$
\|\partial^{\text{fct}} J_0(F)\|_\beta \lesssim_{\alpha, p, \pi_*} r_* (0)^{\alpha - 1 \frac{p - 1}{p}} \left( \int_{r_*} \frac{d}{1+\mathcal{E}} w_R^{-\alpha} \right)^{\frac{p-1}{p}} \left( \int w_R^{\alpha (p-1)} |F|^2 \right)^{\frac{1}{p}}.
$$

(ii) If $\beta \leq d$, we have for all $R \geq 1$, $0 < \gamma < \beta$, $0 < \alpha - d \ll 1$, and $0 < p - 1 \ll \gamma, \alpha 1$,

$$
\|\partial^{\text{fct}} J_0(F)\|_\beta^2 \lesssim_{\alpha, p, \pi_*} R^{d-\pi_*} (\text{RHS}(2.20)) + R^{2d-\beta - \frac{2d}{p}} r_* (0)^{2d-\beta \frac{p}{2}} \left( \int_{r_*} \mu_* (1-\frac{p}{2}) \right)^{\frac{2}{p}}
$$

$$
+ R^{d-\beta} r_* (0)^{d-\gamma + \alpha \frac{p-1}{p}} \left( \int \gamma \frac{\partial}{\partial x} w_R^{-\alpha} \right)^{\frac{p-1}{p}} \left( \int w_R^{\alpha (p-1)} |F|^{2p} \right)^{\frac{1}{p}},
$$

where we use the short-hand notation $|\text{RHS}(2.20)|$ for the RHS of (2.20).

**Proposition 2.6** (Main estimates — cont’d). Let the coefficient field $a$ be Gaussian with parameter $\beta > 0$. Let $\pi_*$ and $\mu_*$ be defined by (2.2) and (2.5), respectively, and let the random fields $r_*$ and $C$ be defined in Lemmas 2.7 and 2.8 below. For $F \in C^\infty_c(\mathbb{R}^d)$ we denote by $|F|_\infty (x) := \sup_{B(x)} |F|$ the moving local supremum, and we recall the notation $w_R(x) = \frac{|x|}{R} + 1$. Then the following hold:

(i) If $\beta > d$, we have for all $R \geq 1$, $0 < \alpha - d \ll 1$, and $0 < p - 1 \ll \alpha 1$,

$$
\|\partial^{\text{fct}} E(f, g)\|_\beta^2 \lesssim_{\alpha, p, \pi_*} r_* (0)^{\alpha \frac{p-1}{p}} \left( \int_{r_*} \frac{d}{p-1} w_R^{-\alpha} \right)^{\frac{p-1}{2p}} \times \left( \left( \int C^4 \mu_*^4 |\nabla u_\infty|^4 \right)^{\frac{1}{2}} \left( \int w_R^{\alpha (p-1)} |g|_\infty^{4p} \right)^{\frac{1}{2p}} \right).
$$
and rely on two further ingredients: large-scale weighted Calderón-Zygmund estimates and moment bounds on the extended corrector \( \phi, \sigma \) (which are at the origin of the scaling \( \mu_* \) in the estimates). We start by recalling the former, which follows from [11, Theorem 1, Corollary 4, and Corollary 5] (see also [2, Section 7]).

**Lemma 2.7** ([11]). Assume that the coefficient field \( a \) is Gaussian with parameter \( \beta > 0 \), and let \( \pi_* \) be as in (2.2). There exists a stationary, \( \frac{1}{2} \)-Lipschitz continuous random field \( r_* \geq 1 \) (the so-called minimal radius), satisfying for some (deterministic) constant \( C \simeq 1 \),

\[
E \left[ \exp \left( \frac{1}{C} \pi_*(r_*) \right) \right] \leq 2,
\]

such that the following properties hold a.s.,

(a) Mean-value property:

For any \( a \)-harmonic function \( u \) in \( B_R \) (that is, \( -\nabla \cdot a \nabla u = 0 \) in \( B_R \)), we have for all radii \( r_*(0) \leq r \leq R \),

\[
\int_{B_r} |\nabla u|^2 \lesssim \int_{B_r} |\nabla u|^2.
\]

Applied to the extended corrector of Lemma 2.2, this yields for all \( \ell \geq 1 \) and \( x \in \mathbb{R}^d \),

\[
\int_{B_\ell(x)} |\nabla(\phi, \sigma)|^2 \lesssim (\ell + r_*(x))^d.
\]

(b) Large-scale Calderón-Zygmund estimates:

Set \( B_\ell(x) := B_{r_*(x)}(x) \), and more generally \( B_{\ell+r_*(x)}(x) \). For all \( 1 < p < \infty \), for all (sufficiently fast) decaying scalar fields \( u \) and vector fields \( g \) related in \( \mathbb{R}^d \) by

\[
-\nabla \cdot a \nabla u = \nabla \cdot g,
\]

\[
+ \left( \int C^4 \mu_*^4 |\nabla g|^4 \right)^{\frac{1}{4}} \left( \int \frac{\alpha(p-1)}{R^d \mu_*^2} (|f| + |\nabla \phi|)^{4p} \right)^{\frac{1}{8p}}.
\]

(ii) If \( \beta \leq d \), we have for all \( R \geq 1 \), \( 0 \leq \gamma < \beta \), \( 0 < \alpha - d \ll 1 \), and \( 0 < p - 1 \ll \alpha \),

\[
\|\partial_t E(f, g)\|_r^2 \approx \|R^d \pi_*(R)^{-1}[\text{RHS}(2.22)]
\]

\[
+ R^{-\beta} \left( \int C^2 \mu_*^2 |\nabla g|^2 \right) \left( \int |f|^2 \right) + (Rr_*(0))^d \left( \int |\nabla \phi|^{2p} \right)^{\frac{1}{p}}
\]

\[
+ R^{-\beta} \left( \int C^2 \mu_*^2 |\nabla \phi|^{2p} \right) \left( \int |f|^2 \right) + (Rr_*(0))^d \left( \int |\nabla \phi|^{2p} \right)^{\frac{1}{p}}
\]

\[
+ R^{d-\beta} r_*(0)^{d-\gamma + \alpha \beta} \left( \int r_*^{-1} w_{R}^{-\alpha} \right)^{\frac{1}{2p}}
\]

\[
\times \left( \int C^4 \mu_*^4 |\nabla g|^4 \right)^{\frac{1}{8}} \left( \int \frac{\alpha(p-1)}{R^d \mu_*^2} (|f| + |\nabla \phi|)^{4p} \right)^{\frac{1}{8p}}
\]

\[
+ \left( \int C^4 \mu_*^4 |\nabla \phi|^{2p} \right)^{\frac{1}{4}} \left( \int r_*^{-1} w_{R}^{-2p(d-\gamma) + \alpha(p-1)} |\nabla \phi|^{4p} \right)^{\frac{1}{2p}}.
\]

where we use the short-hand notation [RHS(2.22)] for the RHS of (2.22).
we have
\[ \int \left( \int_{B_r(x)} |\nabla u|^2 \right)^{\frac p 2} dx \leq_p \int \left( \int_{B_r(x)} |g|^2 \right)^{\frac p 2} dx. \tag{2.27} \]

(c) Large-scale weighted Calderón-Zygmund estimates:
For all \( 2 \leq p < \infty \), \( 0 \leq \gamma < d(p - 1) \), and for all non-decreasing radial weights \( w \geq 1 \) satisfying
\[ w(r) \leq w(r') \leq \left( \frac{r'}{r} \right)^\gamma w(r) \quad \text{for all } 0 \leq r \leq r', \]
we have for all \( u \) and \( g \) as in (b) above,
\[ \int \left( \int_{B_r(x)} |\nabla u|^2 \right)^{\frac p 2} w_*(x) dx \leq_{p,\gamma} \int \left( \int_{B_*(x)} |g|^2 \right)^{\frac p 2} w_*(x) dx, \tag{2.28} \]
where \( w_*(x) := w(|x| + r_*(0)) \).

Whereas the minimal radius \( r_* \) quantifies the sublinearity of the extended corrector at infinity \([11]\), the precise growth of the latter is estimated as follows (cf. [12, Theorem 2]).

**Lemma 2.8** ([11, 12]). Assume that the coefficient field \( \mathbf{a} \) is Gaussian with parameter \( \beta > 0 \), let \( \mu_* \) be as in (2.5), and let \( r_* \) be as in Lemma 2.7. Then the extended corrector \( (\phi, \sigma) \) defined in Lemma 2.2 satisfies for all \( x \in \mathbb{R}^d \),
\[ \left( \int_{B(x)} |(\phi, \sigma)|^2 \right)^{\frac 1 2} \leq C(x) \mu_*(x), \tag{2.29} \]
where \( C \geq 1 \) is a 1-Lipschitz continuous random field with stretched exponential moments: there exist \( \gamma \simeq_{\beta} 1 \) and \( C_{\gamma} \simeq_{\gamma} 1 \) such that
\[ \mathbb{E} \left[ \exp \left( \frac{1}{C_{\gamma}} \mathcal{C}_*^\gamma \right) \right] \leq 2. \tag{2.30} \]

In order to reformulate integrals in a form well-suited to apply (weighted) large-scale Calderón-Zygmund estimates, we display below an auxiliary lemma that takes advantage of the Lipschitz continuity of \( r_* \).

**Lemma 2.9.** Let \( \| \cdot \|_\ell \) be defined in (2.13) and let \( r_* \) be as in Lemma 2.7. For all \( U, V \) and \( \ell \geq 1 \), we have
\[ \|UV\|_\ell^2 \lesssim \int \left( \int_{B_{2\ell r_*}(x)} |U|^2 \right)^{\frac 1 2} \left( \int_{B_r(x)} |V|^2 \right)^{\frac 1 2} dx, \tag{2.31} \]
and the refined estimate
\[ \|UV\|_\ell^2 \lesssim \int_{|x| \geq \ell} \left( \int_{B_{2\ell r_*}(x)} |U|^2 \right)^{\frac 1 2} \left( \int_{B_r(x)} |V|^2 \right)^{\frac 1 2} dx \]
\[ + \left( \int_{|x| \leq \ell} \left( \int_{B_{2\ell r_*}(x)} |U|^2 \right)^{\frac 1 2} \left( \int_{B_r(x)} |V|^2 \right)^{\frac 1 2} dx \right)^2, \tag{2.32} \]
where we recall \( B_*(x) = B_{r_*(x)}(x) \), \( B_{2\ell r_*}(x) = B_{2\ell + r_*(x)}(x) \), and \( B_{7\ell r_*}(0) = B_{7\ell + r_*(0)}(0) \), and where we have set \( B_*(x) := B_{5r_*(x)}(x) \).
3. Proof of the representation formulas and of the main estimates

3.1. Proof of Lemma 2.4: Representation formulas. We first introduce some notation. Let $a$ and $\tilde{a}$ be two (admissible) coefficient fields, and set $\delta a := \tilde{a} - a$. For all random variables (or fields) $F = F(a)$, we set $\tilde{F} := F(\tilde{a})$ and $\delta F := \tilde{F} - F$. We then denote by $(\phi, \sigma)$, $(\phi^*, \sigma^*)$, $(\tilde{\phi}, \tilde{\sigma})$, and $(\tilde{\phi}^*, \tilde{\sigma}^*)$ the extended correctors associated with $a$, $a^*$, $\tilde{a}$, and $\tilde{a}^*$, respectively.

**Step 1.** Proof of identity (2.15). The definition (1.7) of $\Xi_{ij}$ yields

$$\delta J_0(F) = \int F_{ij} \delta \Xi_{ij} = \int F_{ij} e_j \cdot (a - \tilde{a}) \nabla \delta \phi_i + \int F_{ij} e_j \cdot \delta a (\nabla \tilde{\phi}_i + e_i).$$

Using the definition (2.17) of the auxiliary field $S$ as well as the corrector equation (2.9) for $\phi_i$ and $\tilde{\phi}_i$ in the form

$$\nabla \cdot a \nabla \delta \phi_i = -\nabla \cdot \delta a (\nabla \tilde{\phi}_i + e_i),$$

(3.1)

the first RHS term above can be rewritten as

$$\int F_{ij} e_j \cdot (a - \tilde{a}) \nabla \delta \phi_i = -\int \nabla S_{ij} \cdot a \nabla \delta \phi_i = \int \nabla S_{ij} \cdot \delta a (\nabla \tilde{\phi}_i + e_i),$$

and the conclusion (2.15) follows from the definition (2.11) of the functional derivative.

**Step 2.** Proof of identity (2.16). We start by giving a suitable representation formula for the functional derivative of the homogenization commutator of the solution $(a - \tilde{a}) \nabla u$. By the property (2.10) of the flux corrector $\sigma_j^*$ in the form $(a^* - \tilde{a}^*)e_j = -a^* \nabla \phi_j^* + \nabla \cdot \sigma_j^*$, and by its skew-symmetry (2.8) in the form $(\nabla \cdot \sigma^*) \cdot \nabla \delta u = -\nabla \cdot (\sigma_j^* \nabla \delta u)$, we find

$$\delta (e_j \cdot (a - \tilde{a}) \nabla u) = e_j \cdot \delta a \nabla \tilde{u} + e_j \cdot (a - \tilde{a}) \nabla \delta u$$

$$= e_j \cdot \delta a \nabla \tilde{u} - \nabla \cdot (\sigma_j^* \nabla \delta u) - \nabla \phi_j^* \cdot a \nabla \delta u.$$

Equation (1.3) for $u$ and $\tilde{u}$ in the form

$$-\nabla \cdot a \nabla \delta u = \nabla \cdot \delta a \nabla \tilde{u}$$

(3.2)

allows us to rewrite the last RHS term as

$$-\nabla \phi_j^* \cdot a \nabla \delta u = -\nabla \cdot (\phi_j^* a \nabla \delta u) + \phi_j^* \nabla \cdot a \nabla \delta u$$

$$= -\nabla \cdot (\phi_j^* a \nabla \delta u) - \phi_j^* \nabla \cdot \delta a \nabla \tilde{u}$$

$$= -\nabla \cdot (\phi_j^* a \nabla \delta u) - \nabla \cdot (\phi_j^* \delta a \nabla \tilde{u}) + \nabla \phi_j^* \cdot \delta a \nabla \tilde{u}.$$

Hence, we conclude

$$\delta (e_j \cdot (a - \tilde{a}) \nabla u) = (\nabla \phi_j^* + e_j) \cdot \delta a \nabla \tilde{u} - \nabla \cdot ((\phi_j^* a + \sigma_j^*) \nabla \delta u) - \nabla \cdot (\phi_j^* \delta a \nabla \tilde{u}),$$

and similarly, replacing $x \mapsto u(x)$ by $x \mapsto \phi_i(x) + x_i$,

$$\delta \Xi_{ij} = (\nabla \phi_j^* + e_j) \cdot \delta a (\nabla \tilde{\phi}_i + e_i) - \nabla \cdot ((\phi_j^* a + \sigma_j^*) \nabla \delta \phi_i) - \nabla \cdot (\phi_j^* \delta a (\nabla \tilde{\phi}_i + e_i)).$$
Consider \( \delta(e_j \cdot (a - \bar{a})\nabla u) - \nabla_i \tilde{u} \delta \xi_{ij} \) and multiplying by \( g_j \), we are led to

\[
\delta E(f, g) = \int g_j(\nabla \phi_j^* + e_j) \cdot \delta a(\nabla \tilde{u} - (\nabla \tilde{\phi}_i + e_i) \nabla \tilde{u}) + \int \phi_j^* \nabla g_j \cdot \delta a \nabla \tilde{u} - \int \phi_j^* \nabla (g_j \nabla \tilde{u}) \cdot \delta a(\nabla \tilde{\phi}_i + e_i) + \int \nabla g_j \cdot (\phi_j^* a + \sigma_j^*) \nabla \delta u - \int \nabla (g_j \nabla \tilde{u}) \cdot (\phi_j^* a + \sigma_j^*) \nabla \delta \phi_i.
\]

For the first RHS term we use the definition of \( w_f \) in form of \( \nabla u - (\nabla \phi_i + e_i) \nabla \tilde{u} = \nabla w_f + \phi_i \nabla \nabla \tilde{u}, \) whereas for the last two RHS terms we use the definitions (2.18) and (2.19) of the auxiliary fields \( r \) and \( R \), combined with equations (3.1) and (3.2), so that

\[
\delta E(f, g) = \int g_j(\nabla \phi_j^* + e_j) \cdot \delta a(\nabla \tilde{w}_f + \tilde{\phi}_i \nabla \nabla \tilde{u}) + \int \phi_j^* \nabla g_j \cdot \delta a \nabla \tilde{u} - \int \phi_j^* \nabla (g_j \nabla \tilde{u}) \cdot \delta a(\nabla \tilde{\phi}_i + e_i) + \int \nabla r \cdot \delta a \nabla \tilde{u} - \int \nabla R_i \cdot \delta a(\nabla \tilde{\phi}_i + e_i),
\]

and the conclusion (2.16) follows from the definition (2.11) of the functional derivative.

### 3.2. Proof of Lemma 2.9

We first recall the following equivalence for all non-negative functions \( h \),

\[
\int h \simeq \int \left( \int_{B_\ell(x)} h \right),
\]

cf. [11, Proof of Corollary 4, Step 5]. Estimate (2.31) is a consequence of (3.4) in form of

\[
\|UV\|^2 = \epsilon^{-d} \int \left( \int_{B_{2\ell}(x)} |UV|^2 \right)^2 dx \leq \int \left( \int_{B_{2\ell}(x)} |U|^2 \right) \left( \int_{B_{2\ell}(x)} |V|^2 \right) dx \leq \int \left( \int_{B_{2\ell}(y)} |V(y)|^2 \right) \left( \int_{B_{2\ell}(y)} |U|^2 \right) dy dx = \int |V(x)|^2 \left( \int_{B_{2\ell}(x)} |U|^2 \right) dx \leq \int \left( \int_{B_{2\ell}(x)} |U|^2 \right) \left( \int_{B_{\ell}(x)} |V|^2 \right) dx.
\]

We now turn to the proof of (2.32). We distinguish the generic case \( r_\ast(0) \leq \ell \) from the non-generic case \( r_\ast(0) > \ell \), and we start with the latter. By the \( 1/8 \)-Lipschitz continuity of \( r_\ast \) and the assumption \( r_\ast(0) > \ell \geq 1 \), we have

\[
|x| \leq \ell \quad \Rightarrow \quad \frac{7}{8} r_\ast(0) \leq r_\ast(0) - \frac{1}{4} \ell \leq r_\ast(x) \leq r_\ast(0) + \frac{1}{4} \ell \leq \frac{9}{8} r_\ast(0),
\]

and similarly,

\[
|x| \leq \frac{\ell}{2} \quad \Rightarrow \quad \frac{15}{16} r_\ast(0) \leq r_\ast(x) \leq \frac{17}{16} r_\ast(0) \quad \Rightarrow \quad B_{4r_\ast(0)}(0) \subset B_\ell(x),
\]
since \( \frac{15}{16} \times 5 - \frac{1}{2} = \frac{67}{16} > 4 \), where we recall the definition \( B_\ast(x) = B_{5r_\ast(x)}(x) \). Hence,

\[
\int_{|x| \leq \ell} \left( \int_{B_{2\ell}(x)} |U|^2 \right) \left( \int_{B_\ast(x)} |V|^2 \right) \, dx \\
\leq \ r_\ast(0)^{-d} \ell^d \left( \int_{B_{(3+\frac{2}{3})r_\ast(0)}} |U|^2 \right) \left( \int_{B_{(1+\frac{2}{3})r_\ast(0)}} |V|^2 \right) \\
\leq \ r_\ast(0)^{-d} \left( \int_{B_{2\ell}(0)} |U|^2 \right)^{\frac{1}{2}} \left( \int_{B_{\ast}(x)} |V|^2 \right)^{\frac{1}{2}}^2 \\
\leq \ \left( \int_{B_{\ast}(0)} \left( \int_{B_{\ast}(x)} |U|^2 \right)^{\frac{1}{2}} \left( \int_{B_{\ast}(x)} |V|^2 \right)^{\frac{1}{2}} \right)^2.
\]

Combined with (2.31), this yields the conclusion (2.32) for \( r_\ast(0) > \ell \). We turn to the generic case \( r_\ast(0) \leq \ell \). We split the integral over \( \mathbb{R}^d \) into the far-field contribution \( |x| \geq 4\ell \) and the near-field contribution \( |x| < 4\ell \). For the former, we proceed as above,

\[
\ell^{-d} \int_{|x| \geq 4\ell} \left( \int_{B_\ell(x)} |UV| \right)^2 \, dx \\
\leq \ \int_{|x| \geq 4\ell} \left( \int_{B_\ell(x)} |V(y)| \right)^2 \left( \int_{B_{2\ell}(x)} |U|^2 \right) \, dy \\
\leq \ \int_{|x| \geq 3\ell} |V(x)|^2 \left( \int_{B_{2\ell}(x)} |U|^2 \right) \, dx \\
\leq \ \int \left( \int_{B_\ell(x)} |V(y)|^2 \left( \int_{B_{2\ell}(y)} |U|^2 \right) \chi_{|y| \geq 3\ell} \, dy \right) \, dx,
\]

where the last bound follows from (3.4). By the \( \frac{1}{8} \)-Lipschitz continuity of \( r_\ast \) and the assumption \( r_\ast(0) \leq \ell \), we infer that the condition \( |x| < \ell \) implies \( r_\ast(x) \leq r_\ast(0) + \frac{1}{8} \ell < 2\ell \), hence \( B_\ast(x) \subset B_{3\ell}(0) \). The above inequality then reduces to

\[
\ell^{-d} \int_{|x| \geq 4\ell} \left( \int_{B_\ell(x)} |UV| \right)^2 \, dx \\
\leq \ \int_{|x| \geq 4\ell} \left( \int_{B_\ell(x)} |V(y)| \right)^2 \left( \int_{B_{2\ell}(y)} |U|^2 \right) \, dy \\
\leq \ \int_{|x| \geq 4\ell} \left( \int_{B_{3\ell}(x)} |U|^2 \right) \left( \int_{B_\ell(x)} |V|^2 \right) \, dx. \quad (3.5)
\]

We turn to the near-field contribution \( |x| < 4\ell \). We start with the trivial estimate

\[
\ell^{-d} \int_{|x| < 4\ell} \left( \int_{B_\ell(x)} |UV| \right)^2 \, dx \lesssim \left( \int_{B_{5\ell}(0)} |UV| \right)^2,
\]

and we use (3.4) in form of

\[
\int_{B_{5\ell}(0)} |UV| \lesssim \int \left( \int_{B_\ell(x)} |UV| \chi_{|y| < 5\ell} \, dy \right) \, dx.
\]

By the \( \frac{1}{8} \)-Lipschitz continuity of \( r_\ast \) and the assumption \( r_\ast(0) \leq \ell \), we infer that the condition \( |x| > 7\ell \) implies \( B_\ast(x) \cap B_{5\ell}(0) = \emptyset \), hence

\[
\int_{B_{5\ell}(0)} |UV| \lesssim \int_{|x| < 7\ell} \left( \int_{B_\ell(x)} |UV| \right) \, dx.
\]

The Cauchy-Schwarz’ inequality then leads to

\[
\ell^{-d} \int_{|x| < 4\ell} \left( \int_{B_\ell(x)} |UV| \right)^2 \, dx \lesssim \left( \int_{|x| < 7\ell} \left( \int_{B_\ell(x)} |U|^2 \right)^{\frac{1}{2}} \left( \int_{B_\ell(x)} |V|^2 \right)^{\frac{1}{2}} \, dx \right)^2.
\]
and (2.32) follows in combination with (3.5) in the generic case \( r_*(0) \leq \ell \).

### 3.3. Proof of Proposition 2.5: Main estimates

We split the proof into two main steps, first addressing the case of the standard LSI (\( \beta > d \)), and then turning to the general multiscale case (\( \beta \leq d \)). Let \( R \geq 1 \) be arbitrary.

**Step 1.** Proof of (2.20) for standard LSI (\( \beta > d \)).

Since for standard LSI (\( \beta > d \)) we have \( \| \partial J_0(F) \|_{\ell} \lesssim \| \partial J_0(F) \|_1 \) (cf. (2.14)), it suffices to prove the following estimate: for all \( \ell \geq 1 \), \( \alpha > d \), and \( p > 1 \) with \( \alpha(p-1) < d(2p-1) \),

\[
\| \partial J_0(F) \|_{\ell}^2 \lesssim_{\alpha,p} \ell \left( \int r_* \left( \int_{B_*(x)} \left| F \right|^2 + |\nabla S|^2 \right) dx \right) \lesssim \ell \left( \int r_* \left( \int_{B_*(x)} \left| F \right|^2 + |\nabla S|^2 \right) dx \right). \tag{3.6}
\]

This yields the conclusion (3.6) in combination with the following estimate applied for \( s = q = 1 \) and \( v = S \) (cf. (2.17)): If \( v \) is the Lax-Milgram solution of \( -\nabla \cdot \alpha \nabla v = \nabla \cdot h \) with \( h \in C_c(\mathbb{R}^d) \), then for all \( s \geq 0 \), \( q \geq 1 \), \( \alpha > d \), and \( p > 1 \) with \( \alpha(p-1) < d(2pq-1) \),

\[
\int r_*(x) ds \left( \int_{B_*(x)} \left| h \right|^2 + |\nabla v|^2 \right) dx \lesssim_{\alpha,p,q} \ell \left( \int r_* \left( \int_{B_*(x)} \left| F \right|^2 + |\nabla S|^2 \right) dx \right). \tag{3.7}
\]

where for \( s = 0 \) we may even choose \( p = 1 \), in which case (3.8) is replaced by

\[
\int \left( \int_{B_*(x)} \left| h \right|^2 + |\nabla v|^2 \right) dx \lesssim \int \left| h \right|^{2q}, \tag{3.9}
\]

which we state and prove here for future reference only.

Here comes the argument for (3.8). For all \( \alpha > d \) and \( p > 1 \), we smuggle in the weight \( w_{R_*(x)} := w_R(|x| + r_*(0)) \) to the power \( \alpha^{p-1}_p \), and use Hölder’s inequality with exponents \( \left( \frac{\alpha}{p-1}, p \right) \), so that

\[
\int r_*(x) ds \left( \int_{B_*(x)} \left| h \right|^2 + |\nabla v|^2 \right) dx \lesssim_s \left( \int r_* \left( \int_{B_*(x)} \left| F \right|^2 \right) dx \right)^\frac{1}{p} \times \left( \int w_{R_*(x)}^{\alpha(p-1)} \left( \int_{B_*(x)} \left| h \right|^2 + |\nabla v|^2 \right)^{pq} dx \right)^\frac{1}{pq},
\]

where the first RHS sum is bounded by \( \int r_* w_{R_*}^{\alpha} \) since \( w_R \leq w_{R_*} \). Provided that \( \alpha(p-1) < d(2pq-1) \), we may apply the large-scale weighted Calderón-Zygmund estimate...
of Lemma 2.7(c) to the equation for \( v \), to the effect of

\[
\int r_*(x)^{ds} \left( \int_{B_r(x)} |h|^2 + |\nabla v|^2 \right)^q \, dx \lesssim_{\alpha,p,q,s} \left( \int r_*^{(ds-p)/p} w_R^{-\alpha} \right)^{p-1/p} \times \left( \int w_{R_1}(x) |h|^2 \right)^{pq} \, dx \frac{1}{p}.
\]

The claim (3.8) then follows from the bound \( w_{R_1}(x) \leq r_*(0) \inf_{B_r(x)} w_R \), Jensen’s inequality, and (3.4). For \( s = 0 \), we appeal to the large-scale (not weighted) Calderón-Zygmund estimate of Lemma 2.7(b), which amounts to choosing \( p = 1 \) in the above.

**Step 2.** Proof of (2.21) in the general multiscale case \( (\beta \leq d) \).

The combination of (2.12) with (3.6) is not enough to prove (2.21), and we have to refine (3.6) in the regime \( \ell \geq R \). By (2.32) in Lemma 2.9 and the mean-value property (2.26),

\[
\|\partial^{\ell_1} J_0(F)\|^2_{L^2} \lesssim \int_{|x| \geq \ell} (\ell + r_*(x))^{d} \left( \int_{B_r(x)} |F|^2 + |\nabla S|^2 \right) \, dx + \left( \int_{B_{r_1}(0)} \left( \int_{B_r(x)} |F|^2 + |\nabla S|^2 \right)^{1/2} \right)^2. \tag{3.10}
\]

Let now \( v \) be the Lax-Milgram solution of \(-\nabla \cdot a \nabla v = \nabla \cdot h\) with \( h \in C_0^\infty(\mathbb{R}^d) \). In the following two substeps we estimate the far-field and near-field contributions separately.

**Substep 2.1.** Far-field estimate: For all \( s \geq 0, q \geq 1, 0 \leq \gamma \leq ds, \alpha > d, \) and \( p > 1 \) with \((ds - \gamma)p + \alpha(p - 1) < d(2pq - 1)\),

\[
\int_{|x| \geq \ell} (\ell + r_*(x))^{ds} \left( \int_{B_r(x)} |h|^2 + |\nabla v|^2 \right)^q \, dx \lesssim_{\gamma,\alpha,p,q,s} \ell^\gamma P^{ds-\gamma} r_*(0)^{ds-\gamma + \alpha \frac{p-1}{p}} \times \left( \int r_*^{(ds-p)/p} w_R^{-\alpha} \right)^{\frac{p-1}{p}} \left( \int w_{R_1}^{(ds-\gamma)p + \alpha(p-1)} |h|^{2pq} \right)^{\frac{1}{p}}. \tag{3.11}
\]

We smuggle in the weight \( w_{R_1} \) to the power \( \alpha \frac{p-1}{p} \) and the weight \( w_{1_1} \) to the power \( ds - \gamma \), and use Hölder’s inequality with exponents \( (\frac{p}{p-1}, p) \), to the effect of

\[
\int_{|x| \geq \ell} (\ell + r_*(x))^{ds} \left( \int_{B_r(x)} |h|^2 + |\nabla v|^2 \right)^q \, dx \lesssim_{s} \left( \int_{|x| \geq \ell} w_{R_1}^{-(ds-\gamma)p} \left( \ell + r_*(x)^{ds-p} \right)^{\frac{p-1}{p}} \right)^{\frac{p-1}{p}} \times \left( \int w_{R_1}^{\alpha(p-1)} w_{1_1}^{(ds-\gamma)p} \left( \int_{B_r(x)} |h|^2 + |\nabla v|^2 \right)^{pq} \, dx \right)^{\frac{1}{p}}.
\]
In the first RHS factor, we use the bound \( w_{1*}(x) \geq \ell + r_*(x) \) for \(|x| \geq \ell\), while in the second RHS factor we use \( w_{1*} \leq R w_\ell \). The above then leads to

\[
\int_{|x| \geq \ell} (\ell + r_*(x))^{d(s-\gamma)} \left( \int_{B_\ell(x)} |h|^2 + |\nabla v|^2 \right)^q dx \lesssim_{\gamma,s} R^{d-s-\gamma} \left( \int_{|x| \geq \ell} w_\ell^{-\alpha}(\ell + r_*) \frac{r_*^{\gamma - \gamma - \alpha}}{R^{\beta - \gamma - \alpha}} \right)^{\frac{p-1}{p}}
\times \left( \int_{B_\ell(x)} w_{R*}^{(d-s-\gamma)p + \alpha(p-1)} \left( \int_{B_\ell(x)} |h|^2 + |\nabla v|^2 \right)^{pq} dx \right)^{\frac{1}{p}}.
\]

Provided \((d-s-\gamma)p + \alpha(p-1) < d(2pq)\), we may apply the large-scale weighted Calderón-Zygmund estimate of Lemma 2.7(c) to the equation for \( v \). Using the bound \( w_{R*}(x) \leq r_*(0) \inf_{B_\ell(x)} w_R \), Jensen’s inequality, and (3.4), the conclusion (3.11) follows.

Substep 2.2. Near-field estimate: For all \( \ell \geq 1 \) and \( p > 1 \),

\[
\int_{B_{7\ell*}(0)} \left( \int_{B_\ell(x)} |h|^2 + |\nabla v|^2 \right)^{\frac{1}{2}} \lesssim_p \ell^{\frac{d-1}{p} - 1} r_*(0)^{\frac{d-1}{p}} \left( \int_{B_{7\ell*}(0)} \left( \int_{B_\ell(x)} |h|^2 + |\nabla v|^2 \right)^p dx \right)^{1/p}.
\] (3.12)

Indeed, by Hölder’s inequality with exponents \((\frac{d}{p-1}, p)\),

\[
\int_{B_{7\ell*}(0)} \left( \int_{B_\ell(x)} |h|^2 + |\nabla v|^2 \right)^{\frac{1}{2}} \lesssim \ell^{\frac{d-1}{p} r_*(0)^{\frac{d-1}{p}}} \left( \int_{B_{7\ell*}(0)} \left( \int_{B_\ell(x)} |h|^2 + |\nabla v|^2 \right)^p dx \right)^{\frac{1}{p}}
\]

\[
\lesssim \ell^{d-1} \ell^{-1} r_*(0)^{d-1} \left( \int \left( \int_{B_\ell(x)} |h|^2 + |\nabla v|^2 \right)^p dx \right)^{1/p},
\]

where we pass from \( \tilde{B}_\ell(x) = B_{5\ell*}(x) \) to \( B_\ell(x) = B_{7\ell*}(x) \). The claim (3.12) follows from the large-scale Calderón-Zygmund estimate of Lemma 2.7(b) applied to \( v \).

Substep 2.3. Conclusion.
For all \( \ell \geq 1, 0 \leq \gamma \leq d, \alpha > d, \text{ and } p > 1 \) with \((d-\gamma)p + \alpha(p-1) < d(2p-1)\) and \( p \leq 2 \), the combination of Substeps 2.1–2.2 with (3.10) yields the following improvement of (3.6),

\[
\|d^{\text{ckt}} J_0(F)\|^2_{L^\infty_{\ell}} \lesssim_{\gamma,\alpha,p} \ell^{2d-1} R^{d-\gamma} \left( \int_{R^d} \left( \int_{r_*^{d-\gamma}} w_R^{-\alpha} \right)^{\frac{p-1}{p}} \left( \int_{R^d} w_{R*}^{(d-\gamma)p + \alpha(p-1)} |F|^2_p \right)^{\frac{1}{p}} \right).
\] (3.13)

We appeal to (2.12), which we combine with (3.6) for \( \ell \leq R \) and with (3.13) for \( \ell > R \). Provided that \( 0 \leq \gamma < \beta \), we compute

\[
\int_1^R \ell^{d-1} \ell d\ell \lesssim \left\{ \begin{array}{cc} R^{d-\beta} & \beta < d \\ \log R & \beta = d \end{array} \right\} \simeq R^{d-\pi_4(R)^{-1}},
\]

\[
\int_R^\infty \ell^{-1} \ell d\ell \lesssim R^{-\beta},
\]

\[
R^{d-\gamma} \int_R^\infty \ell^{-1} \ell^{d-\gamma} d\ell \lesssim R^{d-\gamma(\beta-\gamma)} = R^{d-\beta},
\]

and the conclusion (2.21) follows.
3.4. Proof of Proposition 2.6: Main estimates (cont’d). By (2.16) in Lemma 2.4, we have $\partial^{\text{cl}}_t E(f, g) = G_1 + G_2 + G_3$ with

$$G_1 := g_j \left(\nabla \phi_j^* + e_j\right) \otimes (\nabla w_f + \phi_i \nabla \nabla_i \bar{u}), \quad G_2 := (\phi_j^* \nabla g_j + \nabla r) \otimes \nabla u,$$

$$G_3 := -(\phi_j^* \nabla (g_j \nabla_i \bar{u}) + \nabla R_i) \otimes (\nabla \phi_i + e_i),$$

so that it suffices to estimate the norms of each of the $G_i$’s separately. We split the proof into two main steps: we first address the case of the standard LSI ($\beta > d$), and then turn to the general multiscale case ($\beta \leq d$). Let $R \geq 1$ be arbitrary.

Step 1. Proof of (2.22) for standard LSI ($\beta > d$).

Since for standard LSI ($\beta > d$) we have $\|\partial^{\text{cl}}_t J_0(F)\|_{\beta} \lesssim \|\partial^{\text{cl}}_t J_0(F)\|_1$, it suffices to establish the following estimates: for all $\ell \geq 1$, $0 < \alpha - d \ll 1$, and $0 < p - 1 \ll 1$,

$$\|G_1\|_{\ell}^2 \lesssim_{\alpha,p} \ell^d \left(\int r_\ell^{4d} |g|_\infty^4\right)^{\frac{1}{2}} \left(\int C^4 \mu_*^4 |\nabla^2 \bar{u}|_\infty^4\right)^{\frac{1}{2}}, \quad (3.14)$$

$$\|G_2\|_{\ell}^2 \lesssim_{\alpha,p} \ell^d r_\ell(0)^{\alpha - \frac{d - 1}{2p}} \left(\int r_\ell^{d} w_R^{-\alpha}\right)^{\frac{p - 1}{p}} \times \left(\int C^4 \mu_*^4 |\nabla g|_\infty^4\right)^{\frac{1}{2}} \left(\int w_R^{\alpha(p - 1)} |f|_\infty^{4p}\right)^{\frac{1}{4p}}, \quad (3.15)$$

$$\|G_3\|_{\ell}^2 \lesssim_{\alpha,p} \ell^d r_\ell(0)^{\alpha - \frac{d - 1}{2p}} \left(\int r_\ell^{d} w_R^{-\alpha}\right)^{\frac{p - 1}{p}} \times \left(\int w_R^{\alpha(p - 1)} C^4 \mu_*^4 |\nabla (g \nabla \bar{u})|_\infty^{4p}\right)^{\frac{1}{4p}}, \quad (3.16)$$

Indeed, replacing $p$ by $\frac{2d}{d-1}$, estimating $|\nabla (g \nabla \bar{u})|_\infty \lesssim |\nabla g|_\infty |\nabla \bar{u}|_\infty + |g|_\infty |\nabla^2 \bar{u}|_\infty$, and using Hölder’s inequality, the estimate (3.16) easily leads to

$$\|G_3\|_{\ell}^2 \lesssim_{\alpha,p} \ell^d r_\ell(0)^{\alpha - \frac{d - 1}{2p}} \left(\int r_\ell^{d} w_R^{-\alpha}\right)^{\frac{p - 1}{p}} \times \left(\int C^4 \mu_*^4 |\nabla^2 \bar{u}|_\infty^4\right)^{\frac{1}{2}} \left(\int w_R^{\alpha(p - 1)} |g|_\infty^{4p}\right)^{\frac{1}{2p}} + \left(\int C^4 \mu_*^4 |\nabla g|_\infty^4\right)^{\frac{1}{2}} \left(\int w_R^{\alpha(p - 1)} |\nabla \bar{u}|_\infty^{4p}\right)^{\frac{1}{2p}},$$

so that (2.22) follows in combination with (3.14) and (3.15). We address the estimates (3.14)–(3.16) separately, and split the proof into three substeps.

Substep 1.1. Proof of (3.14).

By (2.31) in Lemma 2.9,

$$\|G_1\|_{\ell}^2 \lesssim \left(\int_{B_{2\ell}(x)} |g|^2 |\nabla \phi + \text{Id}|^2\right) \left(\int_{B_{\ell}(x)} (|\nabla w_f| + |\phi||\nabla^2 \bar{u}|)^2\right) dx$$
which by Cauchy-Schwarz’ inequality turns into
\[
\|G_1\|_{L^2}^2 \lesssim \left( \int \left( \int_{B_{2r}(x)} |g|^2 |\nabla \phi + \text{Id}|^2 \right) dx \right)^{\frac{1}{2}} \\
\times \left( \int \left( \int_{B_r(x)} \left( |\nabla w_f| + |\phi| |\nabla^2 \bar{u}| \right)^2 \right) dx \right)^{\frac{1}{2}}. 
\] (3.17)

We start by treating the first RHS factor. Taking the local supremum of \(g\), using the mean-value property (2.26), the Lipschitz continuity of \(r_*\), Jensen’s inequality, and (3.4), we obtain
\[
\int \left( \int_{B_{2r}(x)} |g|^2 |\nabla \phi + \text{Id}|^2 \right) dx \lesssim \int \left( \int_{B_{2r}(x)} r_*^d |g|_{\infty}^2 \right) dx \\
\lesssim \int \left( \int_{B_{2r}(x)} r_*^d (\ell + r_*)^d |g|_{\infty}^2 \right) dx \\
\leq \int r_*^{2d} (\ell + r_*)^{2d} |g|_{\infty}^4 \\
\lesssim \ell^{2d} \int r_*^{4d} |g|_{\infty}^4. 
\] (3.18)

We turn to the second RHS factor in (3.17). Note that the two-scale expansion error \(w_f\) satisfies the following equation (cf. [12, proof of Theorem 3]),
\[
-\nabla \cdot a \nabla w_f = \nabla \cdot \left( (a \phi_j + \sigma_j) \nabla \nabla_j \bar{u} \right). 
\] (3.19)

By (3.9) with \(q = 2\) applied to \(w_f\), we obtain after taking local suprema of \(\nabla^2 \bar{u}\), and controlling correctors by Lemma 2.8,
\[
\int \left( \int_{B_r(x)} \left( |\nabla w_f| + |\phi| |\nabla^2 \bar{u}| \right)^2 \right) \lesssim \int [(|\phi| + |\sigma|) |\nabla^2 \bar{u}|^2]_2 \lesssim \int C^4 \mu_*^2 |\nabla^2 \bar{u}|_{\infty}^4. 
\] (3.20)

Combined with (3.17) and (3.18), this yields the conclusion (3.14).

Substep 1.2. Proof of (3.15).

By Lemma 2.9 in form of (2.31) and Cauchy-Schwarz’ inequality,
\[
\|G_2\|_{L^2}^2 \lesssim \left( \int \left( \int_{B_r(x)} (|\phi| |\nabla g| + |\nabla r|)^2 \right) \right)^{\frac{1}{2}} \left( \int \left( \int_{B_{2r}(x)} |\nabla u|^2 \right) \right)^{\frac{1}{2}}. 
\] (3.21)

We start with the first RHS factor. By (3.9) with \(q = 2\) applied to the solution \(r\) of (2.18), we obtain after taking local suprema of \(\nabla g\) and controlling correctors by Lemma 2.8,
\[
\int \left( \int_{B_r(x)} (|\phi| |\nabla g| + |\nabla r|)^2 \right) \lesssim \int [(|\phi| + |\sigma|) |\nabla g|]_2 \lesssim \int C^4 \mu_*^4 |\nabla g|_{\infty}^4. 
\] (3.22)

We turn to the second RHS factor in (3.21). By the Lipschitz continuity of \(r_*\), Jensen’s inequality, and (3.4),
\[
\int \left( \int_{B_{2r}(x)} |\nabla u|^2 \right) \lesssim \int \left( \int_{B_{2r}(x)} (\ell + r_*)^d |\nabla u|^2 \right) \lesssim \int (\ell + r_*)^{2d} \left( \int_{B_r(x)} |\nabla u|^2 \right). 
\]
By (3.8) with $s = q = 2$ applied to the solution $u$ of (1.3), we deduce for all $\alpha > d$ and $p > 1$ with $\alpha(p - 1) < d(4p - 1)$,

$$\int (\ell + r_s)^{2d} \left( \int_{B_\ell(x)} |\nabla u|^2 \right)^2 \lesssim_{\alpha,p} \ell^{2d} r_s(0)^{\alpha - \frac{d}{p}} \left( \int r_s^{\frac{2p}{p-1}} w_R^{-\alpha} \left( \int w_R^{\alpha(p-1)} |f|^4p \right)^{\frac{1}{p}} \right) \lesssim_{\alpha,p} \ell^{2d} r_s(0)^{\alpha - \frac{d}{p}} \left( \int r_s^{\frac{2p}{p-1}} w_R^{-\alpha} \left( \int w_R^{\alpha(p-1)} |f|^4p \right)^{\frac{1}{p}} \right). \quad (3.23)$$

Combined with (3.21) and (3.22), this yields (3.15).

Substep 1.3. Proof of (3.16).

By (2.31) in Lemma 2.9 and the mean-value property (2.26), we find

$$\|G_3\|_{\ell}^2 \lesssim \int (\ell + r_s(x))^d \left( \int_{B_\ell(x)} (|\phi^*||\nabla (g\nabla \bar{u})| + |\nabla R|^2) \right) dx.$$ 

By (3.8) with $s = q = 1$ applied to the solution $R$ of (2.19), we deduce for all $\alpha > d$ and $p > 1$ with $\alpha(p - 1) < d(2p - 1)$,

$$\|G_3\|_{\ell}^2 \lesssim \ell^{d} r_s(0)^{\alpha - \frac{d}{p}} \left( \int r_s^{\frac{2p}{p-1}} w_R^{-\alpha} \left( \int w_R^{\alpha(p-1)} |\nabla (g\nabla \bar{u})|^{2p} \right)^{\frac{1}{2}} \right)^{\frac{1}{p}}.$$  

Taking local suprema of $\nabla (g\nabla \bar{u})$ and using Lemma 2.8 to control correctors, (3.16) follows.

Step 2. Proof of (2.23) in the general multiscale case ($\beta \leq d$).

As in Step 2 of the proof of Proposition 2.5, we need to refine (3.14)–(3.16) in the range $\ell > R$. More precisely, we shall establish that for all $\ell > 1$, $0 \leq \gamma \leq d$, $0 < \alpha - d \ll 1$, and $0 < p - 1 \ll \alpha$,

$$\|G_1\|_{\ell}^2 \lesssim_{\gamma,\alpha,p} \left( \int C^2 \mu_*^2 [\nabla^2 \bar{u}]^2 \right) \left( \int \frac{d}{r_s} |g|^2 \right) \left( \int \frac{d}{r_s} |g|^2 \right) \left( \int r_s^{2p} w_R^{-\alpha} \left( \int w_R^{\alpha(p-1)} |f|^4p \right)^{\frac{1}{p}} \right), \quad (3.24)$$

$$\|G_2\|_{\ell}^2 \lesssim_{\gamma,\alpha,p} \left( \int C^2 \mu_*^2 [\nabla g]^2 \right) \left( \int |f|^2 \right) \left( \int r_s^{2p} w_R^{-\alpha} \left( \int w_R^{\alpha(p-1)} |f|^4p \right)^{\frac{1}{p}} \right), \quad (3.25)$$

$$\|G_3\|_{\ell}^2 \lesssim_{\gamma,\alpha,p} \ell^{d-\gamma} r_s(0)^{\alpha - \frac{d}{p}} \left( \int C^p \mu_*^p [\nabla (g\nabla \bar{u})]^p \right)^{\frac{1}{p}} \left( \int r_s^{\frac{2p}{p-1}} w_R^{-\alpha} \left( \int w_R^{\alpha(p-1)} |f|^4p \right)^{\frac{1}{p}} \right), \quad (3.26)$$
Replacing $p$ by $\frac{2p}{p+1}$, estimating $|\nabla (g\nabla \bar{u})|_\infty \lesssim |\nabla g|_\infty |\nabla \bar{u}|_\infty + |g|_\infty |\nabla^2 \bar{u}|_\infty$, and using Hölder’s inequality, the estimate (3.26) easily leads to

$$
\|G_3\|_{L^p}^2 \lesssim \gamma, \alpha, p \, d^{2d-1} \left( \int |C^2 \mu_s^2 [\nabla g]_\infty^2 \left( \int |\nabla \bar{u}|_{L^2} \right)^2 \right)^{\frac{1}{2}}
+ \left( \int |C^2 \mu_s^2 [\nabla^2 \bar{u}]_\infty^2 \left( \int |g|_{L^\infty} \right)^2 \right)^{\frac{1}{2}}
+ \ell \, R^{d-\gamma} r_s(0)^{d-\gamma+\alpha} \left( \int r_s^{\frac{2p}{p+1}} w_R^{\alpha} \right)^{\frac{p-1}{2p}}
\times \left( \int \left( \int |C^4 \mu_s^4 [\nabla g]_\infty^4 \right)^{\frac{1}{2}} \left( \int w_R^{2p(d-\gamma)+\alpha(p-1)} |\nabla \bar{u}|_{L^2}^{4p} \right)^{\frac{1}{2p}}
+ \left( \int |C^4 \mu_s^4 [\nabla^2 \bar{u}]_\infty^4 \right)^{\frac{1}{2}} \left( \int w_R^{2p(d-\gamma)+\alpha(p-1)} |g|_{L^\infty} \right)^{\frac{1}{2p}} \right).
$$

Starting from (2.12) and appealing to (3.14)–(3.16) for $\ell \leq R$ and to (3.24)–(3.26) for $\ell > R$, we obtain the desired estimate (2.23) after arguing as in Substep 2.3 of the proof of Proposition 2.5. The rest of this step is split into three parts and is dedicated to the proof of (3.24)–(3.26).

**Substep 2.1. Proof of (3.24).**
By (3.32) in Lemma 2.9 and Cauchy-Schwarz’ inequality,

$$
\|G_1\|_{L^p}^2 \lesssim \left( \int_{|x| \geq \ell} (\ell + r_s(x))^{2d} \left( \int_{B_\ell(x)} |g|^2 |\nabla \phi + \text{Id}|^2 \right) dx \right)^{\frac{1}{2}}
\times \left( \int \left( \int_{B_{2\ell}(x)} (|\nabla w_f| + |\phi| |\nabla^2 \bar{u}|)^2 \right) dx \right)^{\frac{1}{2}}
+ \left( \int_{B_{7\ell}(0)} \frac{1}{2} \int_{B_\ell(x)} |g|^2 |\nabla \phi + \text{Id}|^2 \right) dx \left( \int_{B_{7\ell}(0)} \int_{B_\ell(x)} (|\nabla w_f| + |\phi| |\nabla^2 \bar{u}|)^2 \right) dx.
$$

First, we take local suprema of $g$, apply Lemma 2.8 to control correctors, and use (3.4), to the effect of

$$
\int_{B_{7\ell}(0)} \left( \int_{B_\ell(x)} |g|^2 |\nabla \phi + \text{Id}|^2 \right) dx \lesssim \int r_s^d |g|_{L^\infty}^2.
$$

Second, using (3.4) and the energy estimate for (3.19), taking local suprema of $\nabla^2 \bar{u}$, and using Lemma 2.8 to control correctors, we find

$$
\int_{B_{7\ell}(0)} \left( \int_{B_\ell(x)} (|\nabla w_f| + |\phi| |\nabla^2 \bar{u}|)^2 \right) dx \lesssim \int (|\nabla w_f| + |\phi| |\nabla^2 \bar{u}|)^2
\lesssim \int (|\phi| + |\sigma|)^2 |\nabla^2 \bar{u}|^2 \lesssim \int C^2 \mu_s^2 |\nabla^2 \bar{u}|_{L^2}^2.
$$
Third, appealing to (3.11) with \( s = q = 2 \) and \(|h| = |g| |\nabla \phi + \text{Id}|\), we obtain for all \( 0 \leq \gamma \leq d \), \( \alpha > d \), and \( p > 1 \) with \( 2p(d-\gamma) + \alpha(p-1) < d(4p-1) \),

\[
\int_{|x| \geq \ell} (\ell + r_*(x))^{2d} \left( \int_{B_r(x)} |g|^{2} |\nabla \phi + \text{Id}|^{2} \right)^{2} dx \lesssim_{\gamma,\alpha,p} \ell^{2p} R^{2(d-\gamma)} r_*(0)^{2(d-\gamma) + \alpha\frac{2p-1}{p}} \\
\times \left( \int r_*^{p-2} w^{-\alpha}_{R} \left( \int w^{2p(d-\gamma) + \alpha(p-1)} |g(\nabla \phi + \text{Id})|_{\frac{4p}{p}} \right)^{\frac{1}{p}} \right),
\]

while the mean-value property (2.26) yields \(|g(\nabla \phi + \text{Id})|_{\frac{4p}{p}} \lesssim r_*^{2pd} |g|_{\infty}^{4p}\). The conclusion (3.24) then follows from the combination of the above estimates with (3.20) (with \( r_* \) replaced by \( 2\ell + r_*\)).

**Substep 2.2. Proof of (3.25).**

By (2.32) in Lemma 2.9 and Cauchy-Schwarz' inequality,

\[
\|G_2\|_{L^\infty}^{2} \lesssim \left( \int_{|x| \geq \ell} (\ell + r_*(x))^{2d} \left( \int_{B_r(x)} |\nabla u|^{2} \right)^{2} dx \right)^{\frac{1}{2}} \\
\times \left( \int \left( \int_{B_{2r}(x)} (|\phi||\nabla g| + |\nabla r|)^{2} \right) dx \right)^{\frac{1}{2}} \\
+ \left( \int_{B_{3r}(0)} \left( \int_{B_r(x)} |\nabla u|^{2} \right) dx \right) \left( \int_{B_{3r}(0)} \left( \int_{B_r(x)} (|\phi||\nabla g| + |\nabla r|)^{2} \right) dx \right).
\]

First, using (3.4), the energy estimate for (2.18), taking local suprema of \( g \), and applying Lemma 2.8 to control correctors,

\[
\int_{B_{3r}(0)} \left( \int_{B_r(x)} (|\phi||\nabla g| + |\nabla r|)^{2} \right) dx \lesssim \int (|\phi||\nabla g| + |\nabla r|)^{2} \\
\lesssim \int (|\phi| + |\sigma|)^{2} |\nabla g|^{2} \lesssim \int C^{2} \mu_{4}[|\nabla g|]_{\infty}^{2}.
\]

Second, the energy estimate for (1.3) yields

\[
\int_{B_{3r}(0)} \left( \int_{B_r(x)} |\nabla u|^{2} \right) dx \lesssim \int |\nabla u|^{2} \lesssim \int |f|^{2}.
\]

Third, appealing to (3.11) with \( s = q = 2 \) and \( h = u \), we obtain for all \( 0 \leq \gamma \leq d \), \( \alpha > d \), and \( p > 1 \) with \( 2p(d-\gamma) + \alpha(p-1) < d(4p-1) \),

\[
\int_{|x| \geq \ell} (\ell + r_*(x))^{2d} \left( \int_{B_r(x)} |\nabla u|^{2} \right)^{2} dx \lesssim_{\gamma,\alpha,p} \ell^{2p} R^{2(d-\gamma)} r_*(0)^{2(d-\gamma) + \alpha\frac{2p-1}{p}} \\
\times \left( \int r_*^{p-2} w^{-\alpha}_{R} \left( \int w^{2p(d-\gamma) + \alpha(p-1)} |f|^{4p} \right)^{\frac{1}{p}} \right).
\]

Finally, applying (3.9) with \( q = 2 \) (with \( r_* \) replaced by \( 2\ell + r_*\)) to the solution \( r \) of (2.18), taking local suprema of \( g \), and applying Lemma 2.8 to control correctors,

\[
\int \left( \int_{B_{2\ell}(x)} (|\phi||\nabla g| + |\nabla r|)^{2} \right) dx \lesssim \int (|\phi| + |\sigma|)^{2} |\nabla g|_{\frac{4}{2}} \lesssim \int C^{4} \mu_{4}[|\nabla g|]_{\infty}^{4}.
\]

The combination of these four estimates yields the conclusion (3.25).
Substep 2.3. Proof of (3.26).
By (2.32) in Lemma 2.9, Cauchy-Schwarz’ inequality, and the mean-value property (2.26),
\[
\|G_3\|_2^2 \lesssim \int_{|x| \geq \ell} (\ell + r_s(x))^d \left( \int_{B_s(x)} (|\phi^*||\nabla(g\nabla \bar{u})| + |\nabla R|)^2 \right) dx
\]
\[+ \left( \int_{B_{7r_s}(0)} \int_{B_s(x)} (|\phi^*||\nabla(g\nabla \bar{u})| + |\nabla R|)^{\frac{1}{2}} dx \right)^2, \quad (3.27)
\]
We start with the second RHS term. By Hölder’s inequality with exponents \((\frac{p}{p-1}, p)\),
\[
\int_{B_{7r_s}(0)} \left( \int_{B_s(x)} (|\phi^*||\nabla(g\nabla \bar{u})| + |\nabla R|)^2 \right)^{\frac{1}{2}} dx
\]
\[\lesssim \ell^{d-1} r_s(0)^{d-1} \left( \int_{B_{7r_s}(0)} \left( \int_{B_s(x)} (|\phi^*||\nabla(g\nabla \bar{u})| + |\nabla R|)^2 \right)^{\frac{1}{p}} dx \right)^{\frac{1}{p}}
\]
\[\lesssim \ell^{d-1} r_s(0)^{d-1} \left( \int \left( \int_{B_s(x)} (|\phi^*||\nabla(g\nabla \bar{u})| + |\nabla R|)^{\frac{p}{2}} \right)^{\frac{1}{p}} dx \right)^{\frac{1}{p}},
\]
where we passed from \(B_*(x) = B_{5r_s(x)}(x)\) to \(B_*(x) = B_{r_s(x)}(x)\). Appealing to the large-scale Caderón-Zygmund estimate of Lemma 2.7(b) with exponent \(1 < p \leq 2\) applied to the solution \(R\) of (2.19), taking local suprema of \(\nabla(g\nabla \bar{u})\), and using Lemma 2.8 to control correctors, we deduce
\[
\int_{B_{7r_s}(0)} \left( \int_{B_s(x)} (|\phi^*||\nabla(g\nabla \bar{u})| + |\nabla R|)^2 \right)^{\frac{1}{2}} dx \lesssim \ell^{d-1} r_s(0)^{d-1} \left( \int C^p \mu_{x}^p[\nabla(g\nabla \bar{u})]_{\infty} \right)^{\frac{1}{p}}.
\]
We turn to the first RHS term in (3.27), apply (3.11) with \(s = q = 1\) to (2.19), take local suprema of \(\nabla(g\nabla \bar{u})\), and use Lemma 2.8 to control correctors. The conclusion (3.26) follows.

4. PROOF OF THE MAIN RESULTS

We mainly focus on the proof of the statements for the standard LSI (\(\beta > d\)), and quickly argue how to adapt the argument to general multiscale LSI (\(\beta \leq d\)) in the last step.

Step 1. Proof of Proposition 1 for standard LSI (\(\beta > d\)).
Let \(F \in C_b^\infty(\mathbb{R}^d)^{d \times d}\). Starting point is (2.20) in Proposition 2.5. By Hölder’s inequality, the triangle inequality in probability, and the stationarity of \(r_s\), we obtain for all \(R \geq 1, 0 < \alpha - d \ll 1, 0 < p - 1 \ll \alpha, 1, q \gg \frac{1}{p-r},\)
\[
\mathbb{E} \left[ \left\| \hat{J}_{0}(F) \right\|_{2}^2 \right]^{\frac{1}{q}} \lesssim \alpha, p \mathbb{E} \left[ \left( \frac{d+\alpha - 1}{p} \right)^{q} \right]^{\frac{1}{q}} R^{d-\frac{1}{p}} \left( \int w_{1}^{\alpha|p-1|}|F|^{2p} \right)^{\frac{1}{p}}.
\]
Replacing \(F\) by \(\varepsilon^{\frac{d}{2}} F(\cdot)\) and choosing \(R = \frac{1}{2}\), this yields
\[
\mathbb{E} \left[ \left\| \hat{J}_{0}(F) \right\|_{2}^2 \right]^{\frac{1}{q}} \lesssim \alpha, p \mathbb{E} \left[ \left( \frac{d+\alpha - 1}{p} \right)^{q} \right]^{\frac{1}{q}} \left( \int w_{1}^{\alpha|p-1|}|F|^{2p} \right)^{\frac{1}{p}}. \quad (4.1)
\]
We now recall the following implication (which follows from multiscale LSI in form of the moment bounds in [7, Proposition 3.1(i)]; see also [12, Step 1 of the proof of Theorem 1]): for all random variables \(Y_1, Y_2\), given \(q_0 \geq 1\) and \(\kappa > 0\),

\[
\mathbb{E} \left[ \|\partial^{\text{fct}} Y_1\|_{\beta}^{2q} \right]^{\frac{1}{q}} \leq \mathbb{E} \left[ Y_2^{q_0} \right]^{\frac{1}{q_0}} \quad \text{for all } q \geq q_0, \quad \text{and } \mathbb{E} \left[ \exp(Y_2^\kappa) \right] \leq 2 \\
\implies \exists C \approx_{q_0, \kappa} 1 : \mathbb{E} \left[ \exp \left( \frac{1}{C} Y_1^2 \right) \right] \leq 2. \tag{4.2}
\]

Using this property and the moment bound of Lemma 2.7 for \(r_*\), the estimate (4.1) leads to the conclusion (2.3).

**Step 2.** Proof of Theorem 1 for standard LSI (\(\beta > d\)).

Let \(f, g \in C^\infty_c(\mathbb{R}^d)\). We split the proof into two substeps: we first improve (2.22) to avoid local suprema in the estimate, and then turn to (2.6) itself.

**Substep 2.1.** Improvement of (2.22): for all \(R \geq 1, 0 < \alpha - d \ll 1, \text{ and } 0 < p - 1 \ll \alpha, 1,

\[
\|\partial^{\text{fct}} E(f, g)\|_2 \lesssim_{\alpha, p} r_*(0)^{\frac{\alpha - 1}{2p}} \left( \int R_{r_*}^2 \left( \int w_R^{-\alpha} \right)^{\frac{\alpha - 1}{2p}} \right) \times \left( \left( \int C^4 \mu_4 \exp(|\nabla f| + |\nabla^2 \bar{u}|)^4 \right) \frac{1}{4p} \left( \int w_R^{\alpha(p-1)}|g|^{4p} \right)^{\frac{1}{4p}} + \left( \int C^4 \mu_4 \exp(|\nabla g|)^4 \right) \frac{1}{4p} \left( \int w_R^{\alpha(p-1)}(|f| + |\nabla \bar{u}|)^{4p} \right)^{\frac{1}{4p}} \right). \tag{4.3}
\]

We first apply (2.22) to the averaged functions \(f_1\) and \(g_1\) defined by \(f_1(x) := f_{B(x)} f\) and \(g_1(x) := f_{B(x)} g\). Noting that \([f_1]_{\infty} \lesssim f_{B_2(x)} |f|\) and that the solution \(\bar{u}_1\) of the homogenized equation (1.4) with averaged RHS \(f_1\) is given by \(\bar{u}_1(x) = f_{B(x)} \bar{u}\), and using the Lipschitz continuity of \(C\), we obtain for all \(0 < \alpha - d \ll 1\) and \(0 < p - 1 \ll \alpha, 1,

\[
\|\partial^{\text{fct}} E(f, g)\|_2 \lesssim_{\alpha, p} \|\partial^{\text{fct}} E(f_1 - f, g_1)\|_2 + \|\partial^{\text{fct}} E(f, g_1 - g)\|_2 \]

\[
+ r_*(0)^{\frac{\alpha - 1}{2p}} \left( \int R_{r_*}^2 \left( \int w_R^{-\alpha} \right)^{\frac{\alpha - 1}{2p}} \right) \left( \left( \int C^4 \mu_4 \exp(|\nabla \bar{u}|)^4 \right) \frac{1}{4p} \left( \int w_R^{\alpha(p-1)}|g|^{4p} \right)^{\frac{1}{4p}} + \left( \int C^4 \mu_4 \exp(|\nabla \bar{u}|)^4 \right) \frac{1}{4p} \left( \int w_R^{\alpha(p-1)}(|f| + |\nabla \bar{u}|)^{4p} \right)^{\frac{1}{4p}} \right). \tag{4.4}
\]

It remains to estimate the first two RHS terms of (4.4), which we will prove to be small not because the two-scale expansion is accurate, but because \(f_1 - f\) and \(g_1 - g\) are small themselves after rescaling. Arguing as in the proof of (2.16), we have the alternative formula

\[
\partial^{\text{fct}} E(f, g) = g \otimes \nabla u - g \otimes \nabla \bar{u} - g \nabla \bar{u} \otimes (\nabla \phi_i + e_i) + \nabla t \otimes \nabla u - \nabla T_i \otimes (\nabla \phi_i + e_i),
\]

where the auxiliary fields \(t\) and \(T\) are the Lax-Milgram solutions in \(\mathbb{R}^d\) of

\[
- \nabla \cdot a^* \nabla t = \nabla \cdot ((a^* - a^*) g),
\]

\[
- \nabla \cdot a^* \nabla T_i = \nabla \cdot ((a^* - a^*) g \nabla \bar{u}).
\]
Using this decomposition and arguing as in the proof of Proposition 2.5, we obtain for all 
\( R \geq 1, 0 < \alpha - d \ll 1, \) and \( 0 < p - 1 \ll \alpha, \)

\[
\| \partial_t f E(f, g) \|^2 \lesssim r_*(0)^{\frac{d+1}{2p}} \left( \int \frac{d}{r_*^{p-1}} w_R^{-a} \right)^{\frac{1}{2p}} \times \min \left\{ \left( \int (|f| + |\nabla \bar{u}|)^4 \right)^{\frac{1}{2}} \left( \int w_R^{\alpha(p-1)} |g|^{4p} \right)^{\frac{1}{4p}} ; \right. \\
\left. \left( \int |g|^4 \right)^{\frac{1}{2}} \left( \int w_R^{\alpha(p-1)} (|f| + |\nabla \bar{u}|)^{4p} \right)^{\frac{1}{4p}} \right\}.
\]

Using in addition that \( |f - f_1| \leq \int_0^1 f_{1B} |\nabla f(\cdot + y)| dy dt, \) this turns into

\[
\| \partial_t f E(f_1 - f, g_1) \| + \| \partial_t E(f, g_1 - g) \| \\
\lesssim r_*(0)^{\frac{d+1}{2p}} \left( \int \frac{d}{r_*^{p-1}} w_R^{-a} \right)^{\frac{1}{2p}} \left( \int (|\nabla f| + |\nabla^2 \bar{u}|)^4 \right)^{\frac{1}{2}} \left( \int w_R^{\alpha(p-1)} |g|^{4p} \right)^{\frac{1}{4p}} \nonumber \\
+ \left( \int |\nabla g|^4 \right)^{\frac{1}{2}} \left( \int w_R^{\alpha(p-1)} (|f| + |\nabla \bar{u}|)^{4p} \right)^{\frac{1}{4p}}.
\]

Combining this with (4.4) leads to the conclusion (4.3).

**Substep 2.2. Conclusion.**

By Hölder’s inequality, the triangle inequality in probability, and the stationarity of \( r_*, \) the estimate (4.3) leads to the following: for all \( R \geq 1, 0 < \alpha - d \ll 1, 0 < p - 1 \ll \alpha, \) and \( q \gg \frac{1}{p-1}, \)

\[
\mathbb{E} \left[ \| \partial_t E(f, g) \|^2 \right] \lesssim_{\alpha, p} \mathbb{E} \left[ \left( \frac{2d+\alpha+1}{2p} \mathcal{C}^2 \right)^q \right]^{\frac{1}{q}} \times R^{\frac{d}{2}(1 - \frac{1}{p})} \left( \int \mu_*^4 (|\nabla f| + |\nabla^2 \bar{u}|)^4 \right)^{\frac{1}{2}} \left( \int w_R^{\alpha(p-1)} |g|^{4p} \right)^{\frac{1}{4p}} \nonumber \\
+ \left( \int \mu_*^4 |\nabla g|^4 \right)^{\frac{1}{2}} \left( \int w_R^{\alpha(p-1)} (|f| + |\nabla \bar{u}|)^{4p} \right)^{\frac{1}{4p}}.
\]

We then apply the standard weighted Calderón-Zygmund theory to the constant-coefficient equation (1.4) for \( \bar{u}, \) and replace \( f \) and \( g \) by \( \varepsilon^\frac{d}{2} f(\varepsilon \cdot) \) and \( \varepsilon^\frac{d}{2} g(\varepsilon \cdot). \) For the choice \( R = \frac{1}{\varepsilon}, \) and by the bound \( \mu_* \left( \frac{1}{\varepsilon} \right) \lesssim \mu_* (\varepsilon), \) this implies

\[
\mathbb{E} \left[ \| \partial_t \tilde{E}_{\varepsilon}(f, g) \|^2 \right] \lesssim_{\alpha, p} \mathbb{E} \left[ \left( \frac{2d+\alpha+1}{2p} \mathcal{C}^2 \right)^q \right]^{\frac{1}{q}} \times \varepsilon^2 \mu_* (\frac{1}{\varepsilon})^2 \left( \int \mu_*^4 |\nabla f|^4 \right)^{\frac{1}{2}} \left( \int w_1^{\alpha(p-1)} |g|^{4p} \right)^{\frac{1}{4p}} \nonumber \\
+ \left( \int \mu_*^4 |\nabla g|^4 \right)^{\frac{1}{2}} \left( \int w_1^{\alpha(p-1)} (|f| + |\nabla \bar{u}|)^{4p} \right)^{\frac{1}{4p}}. \tag{4.5}
\]
We now recall the following version of Hölder's inequality: for all random variables $Y_1, Y_2$, given $\kappa_1, \kappa_2 > 0$,
\[
\mathbb{E} \left[ \exp \left( Y_1^{\kappa_1} \right) \right] \leq 2 \quad \text{and} \quad \mathbb{E} \left[ \exp \left( Y_2^{\kappa_2} \right) \right] \leq 2
\]
implies \[
\exists C \simeq_{\kappa_1, \kappa_2} 1 : \mathbb{E} \left[ \exp \left( \frac{1}{C} (Y_1 Y_2)^{\kappa_1 \kappa_2} \right) \right] < \infty. \quad (4.6)
\]

Using this property, the moment bounds of Lemmas 2.7 and 2.8 for $r_*$ and $C$ yield, for all $\eta > 0$, $\mathbb{E} \left[ \exp \left( \frac{1}{C} (r^2 d C^2)^{\frac{\eta}{1-\eta}} \right) \right] \leq 2$ for some $C_\eta \simeq_{\eta} 1$. Combining this with (4.5), property (4.2) yields the conclusion (2.6).

**Step 3. General multiscale LSI ($\beta \leq d$).**

We start with Proposition 1. By Hölder's inequality, the triangle inequality in probability, and the stationarity of $r_*$, the estimate (2.21) in Proposition 2.5 leads to the following: for all $R \geq 1$, $0 < \gamma < \beta$, $0 < \alpha - d \ll 1$, $0 < p - 1 \ll_{\gamma, \alpha} 1$, and $q \geq \frac{1}{p - 1}$,
\[
\mathbb{E} \left[ \| \partial^{\alpha f} J_0(F) \|_{\beta}^{2q} \right] \leq_{\gamma \alpha, p} \mathbb{E} \left[ \left( \frac{d + \alpha \frac{1}{p - 1} C^2}{r_*} \right)^q \right] \frac{1}{q} R^{2d \pi_{\alpha}(R)^{-1}} \times \left( \int R^{-\frac{\beta}{p}} \left( \int | \partial \nu \partial^{\alpha f} J_0(F) \|_{\beta}^{2p} \right)^{\frac{1}{p}} \right).
\]

Replacing $F$ by $\varepsilon^{d \pi_{\alpha}(\frac{1}{p})} F(E \varepsilon)$ and choosing $R = \frac{1}{\varepsilon}$, this yields
\[
\mathbb{E} \left[ \| \partial^{\alpha f} \tilde{J}_0(F) \|_{\beta}^{2q} \right] \leq_{\gamma \alpha, p} \mathbb{E} \left[ \left( \frac{d + \alpha \frac{1}{p - 1} C^2}{r_*} \right)^q \right] \frac{1}{q} \times \left( \int \bigg( \int \frac{1}{p} \left( \int | \partial \nu \partial^{\alpha f} \tilde{J}_0(F) \|_{\beta}^{2p} \right)^{\frac{1}{p}} \right) \right).
\]

The combination of this estimate with property (4.2) and with the moment bound of Lemma 2.7 for $r_*$ implies the desired estimate (2.3).

We finally turn to Theorem 1. Arguing as in Substep 2.1 above, we may get rid of local suprema in the estimate (2.23) in Proposition 2.6. Using then Hölder's inequality, the triangle inequality in probability, and the stationarity of $r_*$, we obtain the following: for all $R \geq 1$, $0 < \gamma < \beta$, $0 < \alpha - d \ll 1$, $0 < p - 1 \ll_{\gamma, \alpha} 1$, and $q \geq \frac{1}{p - 1}$,
\[
\mathbb{E} \left[ \| \partial^{\alpha f} E(f, g) \|_{\beta}^{2q} \right] \leq_{\gamma \alpha, p} \mathbb{E} \left[ \left( \frac{2d + \alpha \frac{1}{p - 1} C^2}{r_*} \right)^q \right] \frac{1}{q} \times \left( R^{d + \frac{\beta}{2p}(1 - \frac{1}{p})} \pi_{\alpha}(R)^{-1} \left( \int \frac{1}{p} \left( \int \mu_4^{\frac{1}{p}} | \nabla f | + | \nabla g | \right)^{\frac{1}{2}} \left( \int \mu_4^{\frac{1}{p}} \left( \int \partial^{\alpha f} E(f, g) \|_{\beta}^{2p} \right) \right)^{\frac{1}{2}} \right) + \left( \int \mu_4^{\frac{1}{p}} \left( \int \partial^{\alpha f} E(f, g) \|_{\beta}^{2p} \right) \right)^{\frac{1}{2}} \right) \right).
\]
Since in dimension \( d \geq 2 \) the weights \( \mu^2 \) and \( \mu^4 \) always belong to the Muckenhoupt classes \( A_2 \) and \( A_4 \), respectively, we may apply the standard weighted Calderón-Zygmund theory to the constant-coefficient equation (1.4) for \( \bar{u} \) in order to simplify the above RHS. Replacing then \( f \) and \( g \) by \( \pi_\ast (\frac{1}{\varepsilon})^{1/4} \mu^2 (\varepsilon \cdot \cdot) \) and \( \pi_\ast (\frac{1}{\varepsilon})^{1/4} \mu^4 (\varepsilon \cdot \cdot) \), choosing \( R = \frac{1}{\varepsilon} \), and using the bound \( \mu_\ast (\frac{1}{\varepsilon}) \lesssim \mu_\ast (\frac{1}{\varepsilon}) \mu_\ast (\cdot \cdot) \), the conclusion (2.6) follows as in Substep 2.2.
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