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Abstract
In this paper, it is illustrated the computational capability of the collisional radiative model ATMED CR for calculating accurate relativistic populations including \(nlj\)-splitting, mean charge, atomic and radiative properties and processes rates of photoionized silicon plasmas for astrophysics and inertial confinement fusion sciences. Experiments in Sandia’s Z-machine with Accretion-Powered X-Ray Sources have been carried out in a regime comparable to astrophysical plasmas, where radiative processes are more dominant than collisional ones for setting the plasma ionization and relativistic population distribution. It will be checked the importance in calculations of radiative rates as stimulated emission, photoionization and photorecombination, considering the influence of an optical thickness as well of the plasma through the photon confinement probability formalism. Besides, silicon is a chemical element of the greatest importance for nanotechnology, electronics, astrophysics, inertial confinement fusion, so in turn the study of its atomic structure as well as the collisional and radiative processes rates in solid state, as warm dense matter or as a plasma component, is indispensable.
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Introduction
The collisional radiative code ATMED CR [1-5] developed in the Average Atom formalism has been conceived to compute the population distribution of relativistic atomic levels (\(nlj\)-splitting), the average ionization as well as the main atomic and radiative properties of steady-state and temporal plasmas of pure chemical elements or mixtures. The atomic model inside ATMED CR is based on a New Relativistic Screened Hydrogenic Model (NRSHM) with a set of universal screening constants including \(nlj\)-splitting that has been obtained by fitting to a large database of 61,350 atomic high-quality data entries, compiled from the National Institute of Standards and Technology (NIST) database of U.S. Department of Commerce and from the Flexible Atomic Code (FAC) [6,7]. The calculation of accurate relativistic atomic populations including \(nlj\)-splitting of electronic orbitals, improves the precision of atomic properties as mean charge, rates and the resolution of spectral properties as opacities and radiative power losses, with respect to collisional radiative average atom codes as XSN of W. Lokke and W. Grasberger of 1977 with \(n\)-splitting [8] or with \(nl\)-splitting [9-11]. ATMED CR has become a reliable benchmark tool for studying and modeling well characterized theoretical and laboratory photoionized plasmas, with emphasis on their atomic kinetics and radiative properties. These plasmas type constitute a science opportunity in the fields of inertial fusion science, high-energy-density physics and their applications.
combining experimental and theory effort for developing and improving current collisional radiative codes [12-16]. In laboratories, progression of increasing ionization parameter $\xi$ (erg/cm/s) in photoionized plasma experiments is impressive and relevant for astrophysical and nuclear fusion applications. There are experimental platforms at Z-Pinch machines currently working on photoionized plasmas in several configurations, changing the X-ray flux at targets like a gas cell or an expanding foil. Silicon is also a fundamental material for nanotechnology and semiconductors, so as a consequence the study of its atomic structure is mandatory nowadays. It is fundamental for microelectronics and optoelectronics the development of lasers with quantum dots, lasers of diodes, lasers of quantum cascades, III-V photonic devices as InP-based lasers and modulators for their integration with silicon photonics for circuitry consisting of SiC light emitting devices/diodes (LED’s) or GaN-on-Si power architectures, etc. [17-20].

The paper is organized as follows. In Sections 2 and 3 there are modeled with ATMED CR silicon steady state and temporal plasmas, some of them proposed in the 10th Non-LTE Code Comparison Workshop [21], of interest for several fields of research in high energy density physics as Z-Pinch machines or astrophysics, inertial confinement fusion, as well as for silicon photonics and atomic characterization. All plasma cases correspond to real associated experiments carried out in laboratories, giving to the code ATMED CR a realistic usage and a practical dimension, at least in order to compute statistical averaged plasma properties through a very complete and equilibrated collisional radiative balance of an average atom. Section 4 contains main conclusions.

Modeling of Photoionized Plasmas

Resolution of average atom equations with plankian radiation fields

Considering the rates that populate $R_{i\rightarrow k}$ and de-populate $R_{k\rightarrow i}$ the average atom relativistic orbitals, the system of equations can be written this way:

$$\frac{d\mathbf{R}}{dt} = \sum_{j} \mathbf{p}_{j} \left( D_{k} - \mathbf{p}_{i} \right) R_{i\rightarrow k} - \sum_{j} \mathbf{p}_{j} \left( D_{j} - \mathbf{p}_{j} \right) R_{k\rightarrow j} \tag{1}$$

This rates equation system is mathematically coupled with the spatial and temporal $(r,t)$ radiation transport equation:

$$\frac{1}{c} \frac{\partial I(r,t,v,e)}{\partial t} + eV I(r,t,v,e) = -\kappa(r,t,v) I(r,t,v,e) + j(r,t,v) \tag{2}$$

Being

- $I(r,t,v,e)$: Radiation specific intensity at the photon frequency $v$ and propagation direction along $e$ vector.
- $\kappa(r,t,v)$ & $j(r,t,v)$: Radiation absorption and emission coefficients.

With the objective of speeding up calculations, the equations are considered as decoupled in a lot of collisional radiative models, because of representing the radiation fields by diluted or with full intensity Planckian photon energy distributions. Once the CR balance has been resolved and the relativistic orbital populations have been computed, the radiative properties are calculated also with a UTA or MUTA line profile much more complete and refined including Doppler, Natural, Stark and Dielectronic broadenings. If the plasma is thick, it is also considered a semi-infinite foil of thickness $L$ equivalent to plasma radius, supposed that the average ion representative of the whole plasma is located at the half of the foil $(d = L/2)$ [9-11]. The probability of a photon escaping from the half of the foil in whatever direction is defined as follows with the first exponential integral $E_{1}$:

$$P(h\omega) = \exp(-\tau(h\omega)) - \tau(h\omega)E_{1} \left[ \tau(h\omega) \right] \tag{3}$$

Being then the optical thickness of the foil in terms of opacity (cm²/g), density (g/cm³) and plasma length (cm):

$$\tau(h\omega) = \sigma(h\omega)\rho L / 2 \tag{4}$$

It is used the photon confinement probability applied to radiative rates defined as:

$$P_{C}(h\omega) = 1 - P(h\omega) \tag{5}$$

To simplify calculations, it is supposed that radiation emissions from the plasma itself are transparent, so the radiation emitted from the plasma escapes considering negligible its reabsorption in line profiles for bound-bound or bound-free transitions. This way, if this source is several orders of magnitude greater than the radiation source emitted by the plasma, only the radiation coming from the Planckian source can be reabsorbed and generate processes of photoexcitation, photoionization and their inverse ones by detailed balance. $P_{C}(h\omega)$ depends on the plasma absorption coefficients which in turn depend on the average atom populations in whose calculation the radiative rates take part, being these rates a function also of the photon energy distribution $N(\eta\omega)$.

It is simulated the optical thickness $\tau(\eta\omega)$ of the plasma through a photon distribution $N(\eta\omega)$ which corresponds to the Planckian function $N_{P}(\eta\omega)$ multiplied by the photon confinement probability $P_{C}(\eta\omega)$:

$$N(\eta\omega) = N_{P}(\eta\omega)P_{C}(\eta\omega) = \frac{\omega^{j}}{h\sigma C^{j} \exp(h\omega/K_{B}T_{\lambda})} \frac{1}{1 - P_{C}(\eta\omega)} \tag{6}$$

The description of main parameters in formulas of the average atom of the whole plasma is:

$$P_{CN} \equiv P_{C}^{N}$$: Photon Confinement probability factor for Planckian Radiation Field number $N$.

$T_{e} \equiv T$ eV: Electronic temperature.

$T_{N} \equiv T_{rad}^{N} eV$: Radiation temperature of Planckian Radiation Field number $N$. 
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In optically thick plasmas, the formalism of photon confinement probability is a very convenient tool, so that simply applying it to radiative rates as in the previous formulas it is obtained a solution which is practically independent of the exact plasma shape.

For selecting the energies or frequencies at which the photo processes occur in a bound-bound line profile as Figure 1, it is included in ATMED CR an algorithm which is equivalent to look for the energy of an electronic transition by photoexcitation between two relativistic energy levels in the photon energy grid of 14,900 nodes. This energy 

\[ \omega = \epsilon_j - \epsilon_i \]

must be within the values in eV of two consecutive nodes for a grid at the radiation temperature of the plasma.

It is also allowed some photo absorption in the wings at frequencies at around the line central frequency corresponding to an electronic transition, because the grid is very thin and great difference doesn’t exist in energies between two consecutive nodes. This way a process of photoexcitation for an electron is introduced at the selected photon energy. At all the selected energies the photon confinement probability factors are updated inside each iteration and an iterative loop is used considering the plasma characteristic dimension L (cm). The detailed explanation of operating schemes of the code can be found in Reference [2]. Finally, once the populations have been computed in ATMED CR having supposed the spectral line function profile approximated by a Dirac’s Delta for getting simpler formulas, the radiative properties are calculated with a more complete and refined Voigt line profile which includes the Doppler, Natural, Stark and Dielectronic broadenings as it was fore mentioned. As well it is used a bound-bound absorption cross section that gathers lines, being equivalent to apply the Unresolved Transition Array (UTA) formalism; or another cross section that provides a discrete spectrum
of individual lines (MUTA) between the average atom relativistic orbitals. An incident radiation field can also be reproduced through combining $k$ Planckian distributions, each one of them multiplied by its dilution factor and by its photon confinement probability. So, in turn the photo absorption rate considered inside ATMED CR is as follows:

$$\tau_{ji}^{R,kP} = A_{ji} \sum_k x_{\text{dis}}^k P_C^i (\hbar \omega_k) \frac{1}{\exp \left( \frac{\epsilon_j - \epsilon_i}{K_{ji} T_{rad}} \right) - 1}$$  \hspace{1cm} (12)$$

In Workshop NLTE-10 [21] for a steady state plasma of silicon, there are considered three ($k = 3$) incident Planckian distributions [48 (0.28) + 92 (0.081) + 170 (0.0067)].

The rate of photoemission (stimulated + spontaneous) from level $j$ to a lower level $i$ is provided by:

$$\tau_{ji}^{R,kP} = A_{ji} \left[ 1 + \sum_k x_{\text{dis}}^k P_C^i (\hbar \omega_k) \frac{1}{\exp \left( \frac{\epsilon_j - \epsilon_i}{K_{ji} T_{rad}} \right) - 1} \right] (s^{-1})$$  \hspace{1cm} (13)$$

The rate of photoionization from level $i$ to the continuum is provided by considering the contributions of three Planckian distributions for all incident photon energies $h \nu$ (eV) at each radiation temperature:

$$I_{i}^{kP} = \frac{4 \pi}{\hbar} \sum_{k} \frac{\nu}{c} \sigma_{\text{sh}}^i (\nu) P_C^i (\nu) \frac{2}{c^2} \frac{1}{\exp \left( \beta_i^{kP} \nu \right) - 1} (s^{-1})$$  \hspace{1cm} (14)$$

Considering as the inverse of brightness temperature the next formula depending on radiation temperature and dilution factor:

$$\beta_i^{kP} = \frac{1}{h \nu} \ln \left( \frac{\exp (h \nu / K_{ji} T_{rad}) + x_{\text{dis}}^{-1}}{x_{\text{dis}}} \right) = \frac{1}{h \nu} \ln \left( \frac{I_{i}^{kP} + x_{\text{dis}}^{-1}}{x_{\text{dis}}} \right)$$  \hspace{1cm} (15)$$

The rate of photorecombination (radiative recombination) to energy level $i$ is calculated assuming local thermodynamic equilibrium LTE through detailed balance with the photoionization:

$$R_{i}^{R,kP} = I_{i}^{kP} \exp \left[ - \beta_i \left( \epsilon_i - \mu_i \right) \right] (S^{-1})$$  \hspace{1cm} (16)$$

Although the expression has been deduced from the hypothesis of local thermodynamic equilibrium ($T_e = T_{rad}$), this formula depends only on atomic magnitudes and on electronic temperature $T_e$.

**Application of Resolution of Average Atom Photoionized Plasmas in Atmed Cr**

**Sandia’s Z-machine experiments**

**General description**: For adjusting complex spectra of satellites as Chandra, Vela X-1, Cygnus X-3 or XMM, it is necessary to consider not only one Planckian radiation field, but an appropriate combination of several fields, characterized each one of them by its radiation temperature $T_{r}$ eV and dilution factor in laboratory experiments. Precise collisional radiative models are needed with a useful treatment of atomic processes rates, especially of photorecombination/photoionization conditioning mean charge and spectra, for determining for example, conditions found in systems of photoionized accretion-powered plasma in accretion disk observed in outer space. Cygnus X-1 belongs to a high-mass X-ray binary system about 6000 light years from the Sun that includes a blue supergiant variable star designated HDE 226868. Experiments are performed for computing plasma like the aforementioned one (Figure 2). The main parameters for calculations of Si photoionized plasmas with several optical thicknesses or radius provided by Workshop NLTE-10 [21] are detailed in Table 1.

The measured irradiance in laboratory is above ~167 eV photon energy capable of ionizing silicon in the experiments finding an ionization parameter $\xi$~20 erg. cm. s$^{-1}$ [22]. These experiments have been carried out using an X-ray source driven by 26 MA peak current from Sandia’s Z machine which generates a 1.6 MJ X-ray burst with a 3 ns full-width-half-maximum (FWHM) and 220 TW peak power, creating a photoionized silicon ($Z = 14$) plasma, with a unique Planckian radiation field or with a combination of three, each one characterized by the ra-

**Figure 2**: Sandia’s Z-machine of 1.6 MJ X-ray burst with a 3 ns FWHM and 220 TW peak power (left). Detection of gamma rays of likely jet origin in Cygnus X-1 (right), which is a galactic X-ray source with accretion disk, compact object, companion star and blobs of plasma.
Considering the characteristics of real experiments in laboratory, the calculations of mean charge are very accurate with respect also to the detailed codes XSTAR and ATOMIC, because the collisional radiative balance of ATMED CR is a very complete statistical average of the results of detailed models, even for a combination of three Planckian radiation fields. The resolution provides information about the order of magnitude of processes rates, atomic and radiative properties characterizing the specific plasma conditions, with high sensitivity also to plasma radius.

Photoionized thick plasmas of silicon with 1 or 3 planckian radiation fields: As a direct consequence of the relativistic splitting of matter structure of ATMED CR code and the high sensitivity to slight changes in the experiment characteristics (plasma radius R, N_e, T_e, T_R, etc.), it can be accurately observed in Table 2, the influence of thermodynamic variables on mean charge, as well as of computing collisional-dominated plasmas not being photoionized [22,23] for which the dominant charge state is Si^{+5} (F-like). According to ATMED CR at N_e = 1E + 19 cm^{-3}, T_e = 33 eV, T_R = 0 eV and R = 0 cm, mean charge is Z_{bar} = 3.64; and at N_e = 1E + 19 cm^{-3}, T_e = 30 eV, T_R = 0 eV and R = 1.2 cm, mean charge is Z_{bar} = 3.62, so the dominant charge states for non-photoionized plasmas driven by collisional processes are in the range of Si^{+5} (F-like) and Si^{+3} (Na-like). As it is mentioned in the article of the real experiment [22], if the input parameters are adjusted to favor more recombination with higher rates values for this atomic process, the mean charge is at around Z_{bar}~10. This statement is corroborated also by calculations with ATMED CR code especially for the plasma case of three Planckian radiation fields at N_e = 3E + 19 cm^{-3} and plasma radius R = 1.2 cm, for which including or not the photoionization and photoionization rates in the CR balance solution provides respectively mean charges of Z_{bar} = 10.186 or Z_{bar} = 11.75 (Table 2).

Although for other plasma conditions, there is little difference, it is better to compute including photorecombination rates also for inner orbitals in order to have very exact values of mean charge and other plasma properties. It can be noticed also in Table 2 the great importance of applying photon confinement probability to the stimulated emission radiative rates, although the computation time is greater. Considering only spontaneous emission as radiative decay processes for lowering the duration of calculation, makes the code insensitive to plasma length or radius (cm). When including stimulated emission with photon confinement probability, check especially the plasma cases of three Planckian radiation fields at N_e = 3E + 19 cm^{-3} and plasma radius R = 0.3 or 1.2 cm for which the code calculates mean charges of Z_{bar} = 11.54 or Z_{bar} = 11.75.

### Table 1: Main parameters of Sandia's Z-Machine experiments of optically thick plasmas of silicon [21,22].

| Z   | T_e (eV) | N_e (cm^{-3}) | Plasma radius (cm) | Number of planckians | T_R (X_{II}) (eV) |
|-----|---------|---------------|--------------------|----------------------|------------------|
| 14  | 30      | 1.00E + 19    | 0.1, 0.3, 1.2      | 1                    | 63 (1.0)         |
| 14  | 30      | 1.00E + 19    | 0.1, 0.3, 1.2      | 3                    | 48 (0.28) + 92 (0.081) + 170 (0.0067) |
| 14  | 30      | 3.00E + 19    | 0.1, 0.3, 1.2      | 1                    | 63 (1.0)         |

### Table 2: Mean charge of optically thick plasmas of silicon with Planckian fields calculated with ATMED CR.

| Radius (cm) | N_e (cm^{-3}) | T_e (eV) | Number of Planckians | N_{ion} (cm^{-3}) | Density (g/cm^3) | Z_{bar} SE W PC W PI/PR | Chemical Potential |
|-------------|---------------|---------|----------------------|-------------------|------------------|------------------------|-------------------|
| 0.1         | 1.00E + 19    | 30      | 1                    | 8.41E + 17        | 3.92E - 05        | 1.19E + 01             | -1.15E + 01       |
| 0           | 1.00E + 19    | 33      | 0                    | 3.00E + 18        | 1.40E - 04        | 3.64E + 00             | -1.16E + 01       |
| 0.3         | 1.00E + 19    | 30      | 1                    | 8.40E + 17        | 3.92E - 05        | 1.19E + 01             | -1.15E + 01       |
| 1.2         | 1.00E + 19    | 30      | 1                    | 8.44E + 17        | 3.93E - 05        | 1.19E + 01             | -1.15E + 01       |
| 1.2         | 1.00E + 19    | 30      | 0                    | 3.00E + 18        | 1.40E - 04        | 3.62E + 00             | -1.14E + 01       |
| 0.1         | 3.00E + 19    | 30      | 1                    | 2.55E + 18        | 1.19E - 04        | 1.18E + 01             | -1.04E + 01       |
| 0.3         | 3.00E + 19    | 30      | 1                    | 2.55E + 18        | 1.19E - 04        | 1.18E + 01             | -1.04E + 01       |
| 1.2         | 3.00E + 19    | 30      | 1                    | 2.56E + 18        | 1.20E - 04        | 1.17E + 01             | -1.04E + 01       |
| 0.1         | 1.00E + 19    | 30      | 3                    | 8.49E + 17        | 3.96E - 05        | 1.19E + 01             | -1.15E + 01       |
| 0.3         | 1.00E + 19    | 30      | 3                    | 8.49E + 17        | 3.96E - 05        | 1.19E + 01             | -1.15E + 01       |
| 1.2         | 1.00E + 19    | 30      | 3                    | 8.53E + 17        | 3.98E - 05        | 1.18E + 01             | -1.15E + 01       |
| 0.1         | 3.00E + 19    | 30      | 3                    | 2.58E + 18        | 1.20E - 04        | 1.16E + 01             | -1.04E + 01       |
| 0.3         | 3.00E + 19    | 30      | 3                    | 2.58E + 18        | 1.20E - 04        | 1.16E + 01             | -1.04E + 01       |
| 1.2         | 3.00E + 19    | 30      | 3                    | 2.95E + 18        | 1.37E - 04        | 1.02E + 01             | -1.04E + 01       |

Z_{bar} SE W PC W PI/PR: Mean charge with stimulated emission and photon confinement probability; W PI/PR: With photoionization/photorecombination.
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charge of $Z_{\text{bar}} = 3.68$ & $3.64$ respectively, but both combined produce a mean charge of $Z_{\text{bar}} = 11.31$.

Other plasmas have been tested which highlight also the sensitivity of ATMED CR code to combination of several Planckian fields for pure elements with intermediate atomic number as iron, high atomic number as gold or even for mixtures as Fe + NaF as it is displayed in Reference [23] and Table 3. The accurate data displayed in tables are a direct consequence of ATMED CR code being capable of computing fine grids of collisional radiative calculation for a great quantity of points inside a range not too much wide, see section 6.8 of thesis book [2]. The code is robust and sensitive to very small jumps of 2 eV in $T_e$ and of 0.25 cm$^{-3}$ in $N_e$ or even smaller, without producing the typical problems that sometimes an insensitive tool to plasmas optical thickness for these calculations in so narrow a range of thermodynamic conditions.

It is as well highlighted the good performance of the code ATMED CR for the combination of Planckian fields with respect to the results of mean charge calculated with XSTAR and ATOMIC, within the range $Z_{\text{bar}} = 9.9 \div 10.3$ for $N_e = 1.7E + 19$ cm$^{-3}$ and $Z_{\text{bar}} = 11.2 \div 11.4$ for $N_e = 3.4E + 19$ cm$^{-3}$ according to Figure 3 of Reference [22]. Some test cases have been carried out to demonstrate the high sensitivity of ATMED CR to combination of several Planckian fields for plasmas of pure elements with low atomic number as it is illustrated in Table 3. For example, for silicon, the radiation fields 48 eV (0.28) or 170 eV (0.0067) acting in a separated way produce a mean charge of $Z_{\text{bar}} = 3.68$ & $3.64$ respectively, but both combined produce a mean charge of $Z_{\text{bar}} = 11.31$.

Other plasmas have been tested which highlight also the sensitivity of ATMED CR code to combination of several Planckian fields for pure elements with intermediate atomic number as iron, high atomic number as gold or even for mixtures as Fe + NaF as it is displayed in Reference [23] and Table 3. The accurate data displayed in tables are a direct consequence of ATMED CR code being capable of computing fine grids of collisional radiative calculation for a great quantity of points inside a range not too much wide, see section 6.8 of thesis book [2]. The code is robust and sensitive to very small jumps of 2 eV in $T_e$ and of 0.25 cm$^{-3}$ in $N_e$ or even smaller, without producing the typical problems that sometimes

| Number of Planckian Fields $[T_R (X_{\text{dil}})]$ Material & Radius | $T_e$ (eV) | $N_e$ (cm$^{-3}$) | $N_{\text{ion}}$ (cm$^{-3}$) | Density (g/cm$^3$) | Mean Charge $Z_{\text{bar}}$ | Chemical Potential |
|-----------------------------|------------|-----------------|-----------------|----------------------|--------------------------|---------------------|
| [48 (0.28)]                | Si 1.2 cm  | 30              | 1.0E + 19       | 2.73E + 18          | 1.27E - 04               | 3.68E + 00          | -1.15E + 01        |
| [92 (0.081)]               | Si 1.2 cm  | 30              | 1.0E + 19       | 8.71E + 17          | 4.06E - 05               | 1.15E + 01          | -1.15E + 01        |
| [170 (0.0067)]             | Si 1.2 cm  | 30              | 1.0E + 19       | 2.95E + 18          | 1.37E - 04               | 3.64E + 00          | -1.14E + 01        |
| [48 (0.28) + 92 (0.081)]   | Si 1.2 cm  | 30              | 1.0E + 19       | 8.49E + 17          | 3.96E - 05               | 1.18E + 01          | -1.15E + 01        |
| [48 (0.28) + 170 (0.0067)] | Si 1.2 cm  | 30              | 1.0E + 19       | 9.01E + 17          | 4.20E - 05               | 1.13E + 01          | -1.15E + 01        |
| [92 (0.081) + 170 (0.0067)]| Si 1.2 cm  | 30              | 1.0E + 19       | 8.58E + 17          | 4.00E - 05               | 1.17E + 01          | -1.15E + 01        |
| [48 (0.28) + 92 (0.081) + 170 (0.0067)] | Si 1.2 cm | 30              | 1.0E + 19       | 8.53E + 17          | 3.98E - 05               | 1.18E + 01          | -1.15E + 01        |
| [48 (0.28) + 92 (0.081) + 170 (0.0067)] | Fe 1.2 cm | 30              | 2.60E + 19       | 2.16E + 18          | 2.00E - 04               | 1.20E + 01          | -1.06E + 01        |
| [48 (0.28) + 92 (0.081) + 170 (0.0067)] | Fe 0.3 cm | 30              | 2.60E + 19       | 2.16E + 18          | 2.00E - 04               | 1.21E + 01          | -1.05E + 01        |
| [250 (0.02) + 165 (0.8) + 220 (0.1)] | Au 1.2 cm | 250             | 9.90E + 22       | 3.06E + 21          | 1.00E + 00               | 3.25E + 01          | -5.48E + 00        |
| [250 (0.02) + 165 (0.8) + 220 (0.1)] | Au 1.2 cm | 200             | 8.60E + 22       | 3.06E + 21          | 1.00E + 00               | 2.84E + 01          | -5.28E + 00        |
| [100 (0.02) + 165 (0.03) + 120 (0.05)] | Au 1.2 cm | 250             | 9.90E + 22       | 3.06E + 21          | 1.00E + 00               | 3.24E + 01          | -5.48E + 00        |
| [250 (0.02) + 165 (0.8) + 220 (0.1)] | Fe + NaF 1.2 cm | 250           | 1.90E + 23       | 1.33E + 22          | 1.00E + 00               | 1.49E + 01          | -4.87E + 00        |
| [250 (0.02) + 165 (0.8) + 220 (0.1)] | Fe + NaF 1.2 cm | 200         | 1.70E + 23       | 1.31E + 22          | 1.00E + 00               | 1.33E + 01          | -4.65E + 00        |

Figure 3: Radiative Power Losses and Mean opacities at $N_e = 1E + 19/3E + 19$ cm$^{-3}$, $T_e = 30$ eV, $T_R = 63$ eV, $X_{\text{dil}} = 1.0$, plasma radius 0.1, 0.3, 1.2 cm.
appear in the operation of a FORTRAN code (NaN, +Infinity, etc.). This degree of resolution in the thermodynamic variables is due to the relativistic splitting of the atomic structure and can be appreciated in the evolution of plasma parameters calculated for example in the experiments of silicon with Sandia’s Z machine. With slight jumps in electronic temperature, electronic density and plasma radius ATMED CR is very exact computing without FORTRAN errors.

Computed Radiative Power Losses (RPL) and Rosseland (KR) and Planck (KP) mean opacities with Unresolved Transition Array (UTA) or Mixed Unresolved Transition Array (MUTA) formalisms are illustrated in Figure 3. The resolution of frequency resolved radiative properties as opacity and as Rosseland and Planck mean opacities values with is also accurate as a consequence of considering a very fine grid of photon energies for a specific density-temperature point. The grid of ATMED is equal to the one of ATOMIC code, including 14,900 temperature-scaled photon energies being chosen to encompass a large photon energy range, and to provide a sufficient density of points in the region where the Rosseland weighting function is peaked.

ATMED CR performs calculations of rates, including photon confinement probability factors per electronic transition for photoexcitation and photo deexcitation photon confinement probability factors per electronic density-temperature point. The grid of ATMED is equal to the one of ATOMIC code, including 14,900 temperature-scaled photon energies being chosen to encompass a large photon energy range, and to provide a sufficient density of points in the region where the Rosseland weighting function is peaked.

More rates for silicon of astrophysical plasmas are collected in Reference [2]. When in calculations the oscillator strength for a given electronic transition between two orbitals is zero, this means that the probability of taking place a process of photoexcitation or photo deexcitation is null and in turn the rate figure is also zero. According to Ref. [22] in the photoionized plasmas by contrast with the collision-dominated silicon plasmas, photoionization is as much as important as collisional ionization, being both atomic processes comparable in the balance. Furthermore, radiative and dielectronic recombination are comparable to or greater than three-body recombination for the conditions considered here [21]. In Table 4 it is displayed the difference of some total rates depending on the plasma case computed with ATMED CR, and the same conclusions aforementioned [22], can be extracted observing the order of magnitude for atomic processes rates calculated in the statistical approach of the average atom formalism. Although for the sum of all orbitals photoionization results lower than collisional ionization for some plasma cases, for some relativistic orbitals photoionization figure results higher than collisional ionization one. For thick plasmas at TR = 0 eV computed with ATOMIC CR, it is used the formalism of applying an escape factor to each bound-bound electronic transition in the spontaneous emission rate because there is not stimulated emission.

### Capsules for Inertial Confinement Fusion (ICF):
Numerous mixtures have been analyzed susceptible of being candidate materials for the ablator of capsules in indirect ICF in NIF (National Ignition Facility). The optimal value of Rosseland mean opacity KR is not always the maximum reachable with the greatest percentage of dopant according to the specifications for the capsule roughness, but instead KR should be that value which provides the maximum efficiency with the lower number of hydrodynamic instabilities in order to finally reach ignition. Mixtures of silicon have been studied for their use as ablator or as a signature layer in the capsule, see Figures 4 and Figure 5. These mixtures can be used in solid

### Table 4: Rates out/into all energy levels (Σ P_{ni}) of silicon plasmas proposed in the Workshop NLTE-10, considering for photoionized plasmas as electronic temperature T_e = 30 eV.

| Σ P_{ni} | Rate out \((s^{-1})\) | Rate Into \((s^{-1})\) |
|---------|-----------------|-----------------|
| Si 0 cm T_e = 33 3E + 19 cm\(^{-3}\) | 0.00E + 00 | 0.00E + 00 |
| Si 1.2 cm T_e = 30 3E + 19 cm\(^{-3}\) | 0.00E + 00 | 0.00E + 00 |
| Si 1P 0.1 cm T_e = 63 3E + 19 cm\(^{-3}\) | 0.00E + 00 | 0.00E + 00 |
| Si 3P 0.1 cm T_e = 48 + 92 + 170 3E + 19 cm\(^{-3}\) | 0.00E + 00 | 0.00E + 00 |
| Si 1P 0.1 cm T_e = 63 3E + 19 cm\(^{-3}\) | 0.00E + 00 | 0.00E + 00 |
| Si 1P 0.1 cm T_e = 63 3E + 19 cm\(^{-3}\) | 0.00E + 00 | 0.00E + 00 |
| Si 1P 0.1 cm T_e = 63 3E + 19 cm\(^{-3}\) | 0.00E + 00 | 0.00E + 00 |

PHE/PHD: Photoeexcitation/Photodeexcitation; SE: Spontaneous Emission; *: Spontaneous Emission included with stimulated emission in PHE/PHD; AU/DC: Autoionization/Dielectronic Capture; CE/CD: Collisional excitation/Collisional deexcitation; CION/3B-CREC: Collisional ionization/three body recombination; PHI/PHR: Photoionization/Photorecombination.

### Citation:
Benita AJ (2018) Calculation of Silicon Plasmas with a Relativistic Collisional Radiative Average Atom Code. Int J At Nucl Phys 2018, 3:009
Figure 4: Hohlraum and capsule for Inertial Confinement with indirect drive approach and opacity (cm$^2$/g) at $T_e = 300$ eV for SiC, $T_n = 0$ eV and $N_e = 6.0 E + 23$ cm$^{-3}$ with the code ALICE II [14] (lines as legend) and ATMED CR (orange line), the grey line belongs to the spectrum registered by DANTE (upper graphs). Opacity of mixtures of C + Si with percentage 1%-2%-3% Si calculated with Pim Pam Pum (PPP) code at density $\rho = 0.01$ g/cm$^3$ and $T_e = T_r = 50$ eV and mixtures C + 1% Si at several densities [2,24] and profiles of ATMED CR (intermediate graphs). Opacity for the aforementioned mixtures calculated with ATMED CR code at several densities and % of Si at $T_e = T_r = 50$ eV and mean charge of SiO$_2$ and 5% SiC mixtures in LTE or NLTE regimes with dilution factor 1 at $T_e = 200 ÷ 500$ eV, $T_r = 300$ eV and $\rho = 2.6$ g/cm$^3$ (lower graphs).

state or under the shape of foams or aerogels, for the typical conditions of indirect ICF within the density range $10^{-3} ÷ 10$ g/cm$^3$ and the temperature range $10 ÷ 360$ eV.
Figure 5: Spectrally resolved opacity (cm$^2$/g) at several electronic temperatures and $T_R = 300$ eV for SiC at $T_e = 150 + 500$ eV or SiO$_2$ $T_e = 200 + 500$ eV and $\rho = 2.6$ g/cm$^3$ (upper graphs). Spectrally resolved opacity (cm$^2$/g) at $T_R = 300$ eV for mixtures and components (dashed lines) at several electronic temperatures and 2.6 g/cm$^3$: 5% SiC at $T_R = 150$ eV; 5% SiC at $T_R = 500$ eV; SiO$_2$ at $T_R = 200$ eV and SiO$_2$ at $T_R = 500$ eV.
Steady state plasmas: In Reference [2] there are illustrated properties of SiO₂ and SiC (5%C) plasmas in LTE or NLTE regimes in stationary state and considering a Planckian radiation field incident over the capsule at 300 eV, typical value registered by Dante inside cylinder hohlraum. More data for silicon and SiO in conditions common to ICF can be found in Ref. [14,15]. There are also mixtures compared with opacity profiles calculated by Pim Pam Pum (PPP) code [24].

Time dependent plasmas of mixtures: Experiments employing gold vacuum hohlraums heated with laser energies in the range between 150 ÷ 635 kJ and reaching radiation temperatures of up to 340 eV have been carried out, showing high X-ray conversion efficiencies of 85% ÷ 90% at NIF, USA [25]. In Figure 6 there are displayed graphs belonging to these real experiments showing a brief description:

All data and signals from SCADA’s, sensors, R/O controllers, power meters, etc. constitute a design of High Performance Computing (HPC) architecture at LLNL, accelerating data center efficiency also with the OSIsoft PI System™ which gathers data measurements from experiments which are nowadays much more reliable than ever before [26]. At around 300 TW of laser peak power the radiation temperature inside the hohlraum can surpass 300 eV but at 25 TW, Tₐ over capsule can’t exceed 250 eV [27]. There are considered temporal profiles which are a consequence of radiation and electronic temperatures evolutions as seen by hohlraum and capsule proportional to X-Rays from a laser peak power illumination of 25 TW (TJ/s) incident over the hohlraum. Scaling of the (●) measured peak radiation fluxes compared with the ones of XSN simulation with a flux limit of 0.05 (▬▬) and of the DCA model with a flux limit of 0.15 (▬▬). The peak radiation measured temperatures (●) are displayed also along with a curve fit (••••) at 2 ns and wall albedo of 90% inferred from simulation that gives ~88% of conversion efficiency.

Figure 6: Left plot showing calculation of the specific energy stored in the coronal plasma at 2 ns in the laser pulse of 635 kJ, for the XSN average atom model [8] and Detailed Configuration Accounting models which use a flux limit of 0.05 or 0.15 respectively. The spectrum at peak x-ray flux with a radiation temperature of 340 eV and a x-ray power of 19,600 GW/sr is included as measured by Dante (▬▬) and calculated spectrum using the DCA code (▬▬). Right plot showing Flux (GW/sr) and radiation temperature (eV) as seen by capsule and resulting from modulating the laser beam energy (kJ) incident over the hohlraum.
of 1 hour or more for the same capsule and the same temporal profiles of $T_e(t), T_R(t)$. Calculations have been performed considering a radiation temperature over...
the ICF capsule and central heating achieved by X-rays radiation, as drive onto capsule by VISRAD. The electronic temperature as seen by the capsule is supposed to be also coincident with the radiation temperature over

Figure 8: $T_e$ of capsule versus time (ns). ICF capsules, the internal layers of ablator are graded doped with Si [28]. Mean charge evolution $Z_{ave}(t)$ of CH, CH + 2% Si, CH + 0.8% Br. Opacity (cm$^2$/g) at several temporal intervals of mixtures (solid lines) and components (dashed lines).
the capsule surface. The mixture mean charge does not practically vary in time due to the small fraction of partially ionized silicon or bromine and the low atomic number of the main components carbon and hydrogen, which in these conditions are highly ionized. Nevertheless, significant variations in the Rosseland and Planck mean opacities, in frequency resolved opacity and in the radiative power losses are produced. In Reference [2], it is explained how to couple ATMED CR with partial ionization [2], the average atomic number of the material $Z$ is replaced by the local mean charge $Z_{\text{bar}}$ in all formulas of Lagrangian equations of mass conservation, momentum conservation and specific heat of ions and electrons inside the plasma. The numerical method as well as the spatial and temporal discretization of the irradiated target and plasma physical system, is carried out dividing the main characteristic dimension of the target in several zones or cells for the calculation of thermodynamic variables. The last cell on the right side of the target is the one belonging to laser beam incidence. The operating scheme and the flow diagram of the hydrodynamic code HYAT connected to the collisional radiative model ATMED CR is displayed in Ref. [2]. Some of the main theoretical formalisms used in the code HYAT are described in the references [29-31]. In the last decades, numerous experiments of irradiated targets by laser beams have been carried out [32-35]. With the resultant hydrocode HYAT 1D + ATMED CR several examples of simulations in one dimension (1D) of plane and cylindrical targets have been performed.

The total energy of laser light $E_L$ absorbed by the irradiated target, corresponding to a laser pulse $P_L(t)$ of incident power represented by a Gaussian trimmed temporal profile with dispersion or pulse width $\sigma$, pulse duration $\tau$, time $t$, for peak of maximum power $P_{\text{max}}$ is as follows:

$$E_T = \int_{t_0}^{t_\text{max}} P_L(t)dt \quad \text{with} \quad \sigma = \frac{\tau}{\sqrt{8\ln2}}$$

$$P_L(t) = P_0 \exp\left[-(t-t_0)^2/2\sigma^2\right] \quad \text{if} \quad |t-t_0| \leq 3\sigma \quad \text{and} \quad P_L(t) = 0 \quad \text{if} \quad |t-t_0| > 3\sigma$$

The electromagnetic radiation of laser pulse which penetrates from outside transfers gradually its energy to electrons of plasma by the inverse bremsstrahlung mechanism [29,30], producing an exponential attenuation with distance $r$ of incident energy so that the power inside the plasma is:

$$P(r,t) = P_L(t)\exp\left[-\kappa_r \left(R_b - r \right)\right] r \leq R_b$$

$K_r$: Attenuation coefficient by inverse bremsstrahlung. $R_b$: Interface plasma-vacuum.

**Application of HYAT 1D + ATMED CR hydrocode to irradiated silicon nanowires**

Silicon is the most prevalent material in electronics by laser light through the numerical resolution of the fluid equations [28]. Its hydrodynamic model consists of two subsystems, electrons and ions. It is considered a fluid element which contains a great number of particles as the Avogadro's number and the inertia of each fluid element is determined by the quantity of ions inside it, because the mass of electrons is negligible with respect to the mass of ions. Coupled and connected to ATMED CR with partial ionization [2], the average atomic number of the material $Z$ is replaced by the local mean charge $Z_{\text{bar}}$ in all formulas of Lagrangian equations of mass conservation, momentum conservation and specific heat of ions and electrons inside the plasma. The numerical method as well as the spatial and temporal discretization of the irradiated target and plasma physical system, is carried out dividing the main characteristic dimension of the target in several zones or cells for the calculation of thermodynamic variables. The last cell on the right side of the target is the one belonging to laser beam incidence. The operating scheme and the flow diagram of the hydrodynamic code HYAT connected to the collisional radiative model ATMED CR is displayed in Ref. [2]. Some of the main theoretical formalisms used in the code HYAT are described in the references [29-31]. In the last decades, numerous experiments of irradiated targets by laser beams have been carried out [32-35]. With the resultant hydrocode HYAT 1D + ATMED CR several examples of simulations in one dimension (1D) of plane and cylindrical targets have been performed.

The total energy of laser light $E_L$ absorbed by the irradiated target, corresponding to a laser pulse $P_L(t)$ of incident power represented by a Gaussian trimmed temporal profile with dispersion or pulse width $\sigma$, pulse duration $\tau$, time $t$, for peak of maximum power $P_{\text{max}}$ is as follows:
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$$P_L(t) = P_0 \exp\left[-(t-t_0)^2/2\sigma^2\right] \quad \text{if} \quad |t-t_0| \leq 3\sigma \quad \text{and} \quad P_L(t) = 0 \quad \text{if} \quad |t-t_0| > 3\sigma$$

The electromagnetic radiation of laser pulse which penetrates from outside transfers gradually its energy to electrons of plasma by the inverse bremsstrahlung mechanism [29,30], producing an exponential attenuation with distance $r$ of incident energy so that the power inside the plasma is:

$$P(r,t) = P_L(t)\exp\left[-\kappa_r \left(R_b - r \right)\right] r \leq R_b$$

$K_r$: Attenuation coefficient by inverse bremsstrahlung. $R_b$: Interface plasma-vacuum.

**Application of HYAT 1D + ATMED CR hydrocode to irradiated silicon nanowires**

Silicon is the most prevalent material in electronics by laser light through the numerical resolution of the fluid equations [28]. Its hydrodynamic model consists of two subsystems, electrons and ions. It is considered a fluid element which contains a great number of particles as the Avogadro's number and the inertia of each fluid element is determined by the quantity of ions inside it, because the mass of electrons is negligible with respect to the mass of ions. Coupled and connected to ATMED CR with partial ionization [2], the average atomic number of the material $Z$ is replaced by the local mean charge $Z_{\text{bar}}$ in all formulas of Lagrangian equations of mass conservation, momentum conservation and specific heat of ions and electrons inside the plasma. The numerical method as well as the spatial and temporal discretization of the irradiated target and plasma physical system, is carried out dividing the main characteristic dimension of the target in several zones or cells for the calculation of thermodynamic variables. The last cell on the right side of the target is the one belonging to laser beam incidence. The operating scheme and the flow diagram of the hydrodynamic code HYAT connected to the collisional radiative model ATMED CR is displayed in Ref. [2]. Some of the main theoretical formalisms used in the code HYAT are described in the references [29-31]. In the last decades, numerous experiments of irradiated targets by laser beams have been carried out [32-35]. With the resultant hydrocode HYAT 1D + ATMED CR several examples of simulations in one dimension (1D) of plane and cylindrical targets have been performed.

The total energy of laser light $E_L$ absorbed by the irradiated target, corresponding to a laser pulse $P_L(t)$ of incident power represented by a Gaussian trimmed temporal profile with dispersion or pulse width $\sigma$, pulse duration $\tau$, time $t$, for peak of maximum power $P_{\text{max}}$ is as follows:

$$E_T = \int_{t_0}^{t_\text{max}} P_L(t)dt \quad \text{with} \quad \sigma = \frac{\tau}{\sqrt{8\ln2}}$$

$$P_L(t) = P_0 \exp\left[-(t-t_0)^2/2\sigma^2\right] \quad \text{if} \quad |t-t_0| \leq 3\sigma \quad \text{and} \quad P_L(t) = 0 \quad \text{if} \quad |t-t_0| > 3\sigma$$

The electromagnetic radiation of laser pulse which penetrates from outside transfers gradually its energy to electrons of plasma by the inverse bremsstrahlung mechanism [29,30], producing an exponential attenuation with distance $r$ of incident energy so that the power inside the plasma is:

$$P(r,t) = P_L(t)\exp\left[-\kappa_r \left(R_b - r \right)\right] r \leq R_b$$

$K_r$: Attenuation coefficient by inverse bremsstrahlung. $R_b$: Interface plasma-vacuum.

**Application of HYAT 1D + ATMED CR hydrocode to irradiated silicon nanowires**

Silicon is the most prevalent material in electronics by laser light through the numerical resolution of the fluid equations [28]. Its hydrodynamic model consists of two subsystems, electrons and ions. It is considered a fluid element which contains a great number of particles as the Avogadro's number and the inertia of each fluid element is determined by the quantity of ions inside it, because the mass of electrons is negligible with respect to the mass of ions. Coupled and connected to ATMED CR with partial ionization [2], the average atomic number of the material $Z$ is replaced by the local mean charge $Z_{\text{bar}}$ in all formulas of Lagrangian equations of mass conservation, momentum conservation and specific heat of ions and electrons inside the plasma. The numerical method as well as the spatial and temporal discretization of the irradiated target and plasma physical system, is carried out dividing the main characteristic dimension of the target in several zones or cells for the calculation of thermodynamic variables. The last cell on the right side of the target is the one belonging to laser beam incidence. The operating scheme and the flow diagram of the hydrodynamic code HYAT connected to the collisional radiative model ATMED CR is displayed in Ref. [2]. Some of the main theoretical formalisms used in the code HYAT are described in the references [29-31]. In the last decades, numerous experiments of irradiated targets by laser beams have been carried out [32-35]. With the resultant hydrocode HYAT 1D + ATMED CR several examples of simulations in one dimension (1D) of plane and cylindrical targets have been performed.
for mobile phones, displays, screens or computers. Physicists are using also nanotechnology to produce nanowires which help increase the efficiency of solar energy cells by concentrating light particles on p-n junction silicon solar cells. Nowadays, a myriad of silicon transistors is responsible to transmit the information on a microchip. The transistors can be arranged lying flat next to each other in a planar array, but further miniaturization of transistors with a planar structure while reducing the cost of electronics, although being desirable is difficult to achieve due to fundamental physical limits. Currently, researchers are developing nanometer-sized wires made of silicon which have a large potential for new chip architecture, overcoming the physical limits of downsizing and integration of microchips. This requires a detailed investigation and understanding of their electronic properties which is technologically challenging due to the ultra-small size of the nanowires. One new approach is to fabricate transistor architecture in three-dimensions, turning the silicon transistors by 90 degrees so that they stick out of the chip substrate like tiny columns, instead of arranging them flat on the substrate (Figure 9). Besides, numerous vertical transistors could be located on the same area occupied by only one planar transistor. This would finally be the step to develop a new generation of transistors, through the manufacturing of vertical silicon nanowire arrays with well-known electrical properties (http://www.nanotech-now.com/).

So silicon is a fundamental material for nanotechnology, semiconductors, microelectronics and optoelectronics and the investigation of its atomic structure and processes is indispensable through experiments as that performed in laboratories for analysis of the interaction of a femtosecond laser pulse of relativistic intensity with an array of aligned nanowires creating ultrahigh-energy density (UHED) plasma [20].

In the irradiation process, electrons are ripped from the surface of the nanowires by the intense laser field that accelerates them into the gaps between the wires to acquire high energy. Electron collisions with the nanowires heat the material to extreme temperatures, causing the nanowires to explode creating the plasma. This ultrahigh-energy density regime is characterized by pressures greater than a gigabar and can be found in the center of stars and in the spherical compression of inertial confinement fusion (ICF) capsules driven by lasers. The UHED plasma regime is of interest for fusion studies and for the study of atomic processes in the conditions encountered in extreme laboratory and astrophysical environments.

Collisional radiative codes are indispensable also to characterize the plasmas created in UHED regime and from exploding vertical wires, for creating thin grids of parameters as mean charge, chemical potential, atomic processes rates, mean opacities, etc. In turn, these plasma parameters are used as an input for hydrodynamic simulations of irradiated matter, computing this way evolution profiles versus time of density with respect to the ordinary one of silicon in solid state \( \rho = 2330 \, \text{kg/m}^3 \), electronic and ionic temperatures with respect to the initial ones of ambient temperature 300 K (1 eV = 11604.525 K \( \rightarrow 2.58539E-02 \) eV = 300 K), shockwaves propagation, etc.

With ATMED CR code, fine grids of the aforementioned parameters of silicon plasmas have been calculated and used along with the hydrodynamic code HYAT [36].

Figure 9: Irradiation of aligned nanowire arrays with UHED regime for the study of atomic properties [20] (left). Array of silicon vertical nanowires and schematic diagram of the silicon nanowire channel for planar transistor of NIST on silicon substrate (right).
Table 5a: Ranges and main parameters used in simulations of plasmas of silicon created from exploding nanowires with FLFT = 0.1.

| Case Notation | Range | Range p (g/cm³) | Range mean charge | Total time Picoseconds | Laser Peak Pulse P₀ | Height (μm) | Initial Tª (Kelvin) | Initial p (g/cm³) |
|---------------|-------|-----------------|-------------------|------------------------|---------------------|-------------|---------------------|-------------------|
| N1            | 25 ÷ 500 | 1E - 04 ÷ 5E + 00 | 3.329 ÷ 12.308 | 7384.167 | 100 | 25 | 300 | 2.33 |
| N2            | 25 ÷ 500 | 1E - 04 ÷ 5E + 00 | 3.329 ÷ 12.308 | 6312.796 | 150 | 25 | 300 | 2.33 |
| N3            | 25 ÷ 500 | 1E - 04 ÷ 5E + 00 | 3.329 ÷ 12.308 | 6001.129 | 400 | 50 | 300 | 2.33 |
| N4            | 25 ÷ 500 | 1E - 04 ÷ 5E + 00 | 3.329 ÷ 12.308 | 6095.469 | 600 | 50 | 300 | 2.33 |

Table 5b: Evolution of variables with HYAT + ATMED CR of 25/50 μm silicon plasmas at several coordinates x (μm) and instants, including the last cell affected by the irradiation before the first non-perturbed one (2.330 g/cm³) and cells inside/outside the target on laser irradiated side, observing a heat wave propagation from the irradiated side outwards the Si target with time progression as in Figure 10.

Table 6a: Evolution of variables with HYAT + ATMED CR of 2 μm Ti plasmas with P₀ = 2000 for several coordinates x (μm) and instants, including the last cell affected by the irradiation before the first non-perturbed one (4.5070 g/cm³) in the material, the cell of a peak in density, two intermediate ones and the first cell affected of target on laser irradiated side, giving way to a similar parabolic evolution of mass density as equal as in HELIOS 1D, Figures 11 and Figure 12.

Table 6b: Ranges and main parameters used in simulations of plasmas of silicon created from exploding nanowires with FLFT = 0.1.
for simulating irradiated vertical high not flat nanowires of silicon (Figure 9), in planar geometry considering as their characteristic dimension the longitudinal height. This way, the simulations correspond to the main data of Table 5a, considering $P_0$ as the maximum peak of laser pulse and FLFT as the thermal flux limiter factor.

Temporal evolution of density, electronic and ionic temperatures are shown on Table 5b for some representative instants of the calculation. The evolution of variables of one irradiated vertical high not flat nanowire of silicon of 25 µm is illustrated in Figure 10, not being observed big changes in density along its length.

Simulations of irradiated silicon nanowires with dopants could also be managed considering a mixture of elements for the plasma parameters calculation. For example, ultrahigh-vacuum transmission electron microscopy, Rutherford backscattering, laser irradiation (Figure 10) have been applied to elucidate the interaction mechanisms of pure titanium or titanium disilicide nanowires (TiSi$_2$ NWs) on Si (111) or Si (110) substrate.

As an illustrative example, with the code HYAT + ATMED CR based on partial ionization, the irradiation of a titanium ($Z = 22$) target sheet of 2 µm has been analyzed at initial density 4.507 g/cm$^3$, adjusting the laser power and laser fluence to achieve the desired temperature and density conditions.

Temporal evolution of density, electronic and ionic temperatures are shown on Table 5b for some representative instants of the calculation. The evolution of variables of one irradiated vertical high not flat nanowire of silicon of 25 µm is illustrated in Figure 10, not being observed big changes in density along its length.

Simulations of irradiated silicon nanowires with dopants could also be managed considering a mixture of elements for the plasma parameters calculation. For example, ultrahigh-vacuum transmission electron microscopy, Rutherford backscattering, laser irradiation (Figure 10) have been applied to elucidate the interaction mechanisms of pure titanium or titanium disilicide nanowires (TiSi$_2$ NWs) on Si (111) or Si (110) substrate.

As an illustrative example, with the code HYAT + ATMED CR based on partial ionization, the irradiation of a titanium ($Z = 22$) target sheet of 2 µm has been analyzed at initial density 4.507 g/cm$^3$, adjusting the laser power and laser fluence to achieve the desired temperature and density conditions.

Temporal evolution of density, electronic and ionic temperatures are shown on Table 5b for some representative instants of the calculation. The evolution of variables of one irradiated vertical high not flat nanowire of silicon of 25 µm is illustrated in Figure 10, not being observed big changes in density along its length.

Simulations of irradiated silicon nanowires with dopants could also be managed considering a mixture of elements for the plasma parameters calculation. For example, ultrahigh-vacuum transmission electron microscopy, Rutherford backscattering, laser irradiation (Figure 10) have been applied to elucidate the interaction mechanisms of pure titanium or titanium disilicide nanowires (TiSi$_2$ NWs) on Si (111) or Si (110) substrate.

As an illustrative example, with the code HYAT + ATMED CR based on partial ionization, the irradiation of a titanium ($Z = 22$) target sheet of 2 µm has been analyzed at initial density 4.507 g/cm$^3$, adjusting the laser power and laser fluence to achieve the desired temperature and density conditions.

Temporal evolution of density, electronic and ionic temperatures are shown on Table 5b for some representative instants of the calculation. The evolution of variables of one irradiated vertical high not flat nanowire of silicon of 25 µm is illustrated in Figure 10, not being observed big changes in density along its length.

Simulations of irradiated silicon nanowires with dopants could also be managed considering a mixture of elements for the plasma parameters calculation. For example, ultrahigh-vacuum transmission electron microscopy, Rutherford backscattering, laser irradiation (Figure 10) have been applied to elucidate the interaction mechanisms of pure titanium or titanium disilicide nanowires (TiSi$_2$ NWs) on Si (111) or Si (110) substrate.

As an illustrative example, with the code HYAT + ATMED CR based on partial ionization, the irradiation of a titanium ($Z = 22$) target sheet of 2 µm has been analyzed at initial density 4.507 g/cm$^3$, adjusting the laser power and laser fluence to achieve the desired temperature and density conditions.

Temporal evolution of density, electronic and ionic temperatures are shown on Table 5b for some representative instants of the calculation. The evolution of variables of one irradiated vertical high not flat nanowire of silicon of 25 µm is illustrated in Figure 10, not being observed big changes in density along its length.

Simulations of irradiated silicon nanowires with dopants could also be managed considering a mixture of elements for the plasma parameters calculation. For example, ultrahigh-vacuum transmission electron microscopy, Rutherford backscattering, laser irradiation (Figure 10) have been applied to elucidate the interaction mechanisms of pure titanium or titanium disilicide nanowires (TiSi$_2$ NWs) on Si (111) or Si (110) substrate.

As an illustrative example, with the code HYAT + ATMED CR based on partial ionization, the irradiation of a titanium ($Z = 22$) target sheet of 2 µm has been analyzed at initial density 4.507 g/cm$^3$, adjusting the laser power and laser fluence to achieve the desired temperature and density conditions.

Temporal evolution of density, electronic and ionic temperatures are shown on Table 5b for some representative instants of the calculation. The evolution of variables of one irradiated vertical high not flat nanowire of silicon of 25 µm is illustrated in Figure 10, not being observed big changes in density along its length.

Simulations of irradiated silicon nanowires with dopants could also be managed considering a mixture of elements for the plasma parameters calculation. For example, ultrahigh-vacuum transmission electron microscopy, Rutherford backscattering, laser irradiation (Figure 10) have been applied to elucidate the interaction mechanisms of pure titanium or titanium disilicide nanowires (TiSi$_2$ NWs) on Si (111) or Si (110) substrate.

As an illustrative example, with the code HYAT + ATMED CR based on partial ionization, the irradiation of a titanium ($Z = 22$) target sheet of 2 µm has been analyzed at initial density 4.507 g/cm$^3$, adjusting the laser power and laser fluence to achieve the desired temperature and density conditions.

Temporal evolution of density, electronic and ionic temperatures are shown on Table 5b for some representative instants of the calculation. The evolution of variables of one irradiated vertical high not flat nanowire of silicon of 25 µm is illustrated in Figure 10, not being observed big changes in density along its length.

Simulations of irradiated silicon nanowires with dopants could also be managed considering a mixture of elements for the plasma parameters calculation. For example, ultrahigh-vacuum transmission electron microscopy, Rutherford backscattering, laser irradiation (Figure 10) have been applied to elucidate the interaction mechanisms of pure titanium or titanium disilicide nanowires (TiSi$_2$ NWs) on Si (111) or Si (110) substrate.
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in the range 1000 ÷ 9000 is as follows in Table 6b, and for $P_0 = 9000$ variables evolution is as indicated in Table 6c. With $P_0 = 2000$ the evolution of density profile is more parabolic and by contrast with $P_0 = 9000$ the evolution of density is a more peaked profile with greater shock-wave penetration length and greater peak density for all pulse in order to reach electronic temperatures of 24 ÷ 46 eV. HYAT + ATMED CR code calculates the data of Table 6a, Table 6b, Table 6c and Table 6d in high agreement with the values displayed on Figure 11 obtained with HELIOS 1D code [34].

So, the order of magnitude for reached densities versus time is good, it is produced a heat wave propagation outward the target and the penetration of the shockwave inside the target of Ti is also in accordance with HELIOS, see Figure 12 and Table 6a for $P_0 = 2000$. So, the results for silicon as pure element can be also trusted. With HYAT 1D + ATMED CR, the reached density versus time for several values of $P_0$ as the maximum peak of laser pulse in the range 1000 ÷ 9000 is as follows in Table 6b, and for $P_0 = 9000$ variables evolution is as indicated in Table 6c.

With $P_0 = 2000$ the evolution of density profile is more parabolic and by contrast with $P_0 = 9000$ the evolution of density is a more peaked profile with greater shock-wave penetration length and greater peak density for all

### Table 6b: Evolution of variables of 2 μm Ti plasmas with $P_0 = 1000 + 9000$ for the coordinate of the cell of a peak in density and instants.

| Time 0.1 ns | $P_0 = 1000$ | $P_0 = 2000$ | $P_0 = 3000$ | $P_0 = 5000$ | $P_0 = 9000$ |
|------------|-------------|-------------|-------------|-------------|-------------|
| $Z_{bar}$: $x$ (μm) | 1.8986 | 1.8331 | 1.8114 | 1.7667 |
| $Z_{bar}$: $\rho$ (g/cm$^3$) | 4.6146 | 7.1076 | 8.6563 | 10.9921 |

### Table 6c: Evolution of variables with $P_0 = 9000$ of 2 μm Ti plasmas for several coordinates $x$ (μm) and instants, including the last cell affected by the irradiation before the first non-perturbed one (4.5070 g/cm$^3$) in the material, the cell of a peak in density, two intermediate ones and the first cell affected of target on laser irradiated side, giving way to a peaked profile evolution of mass density.

### Table 6d: Density peak of 2 μm titanium plasmas for several instants computed with HYAT (Z) or with HYAT + ATMED (Z$_{bar}$).

| Time | 0.1 ns | 0.2 ns | 0.3 ns | 0.4 ns | 0.5 ns |
|------|-------|-------|-------|-------|-------|
| $Z_{bar}$: $x$ (μm) | 1.7667 | 1.5964 | 1.4194 | 1.2891 | 1.0937 |
| $Z_{bar}$: $\rho$ (g/cm$^3$) | 10.9921 | 9.1525 | 8.5255 | 8.1027 | 7.6214 |
| $Z$: $x$ (μm) | 1.5212 | 1.1702 | 0.8388 | 0.4925 | 0.1673 |
| $Z$: $\rho$ (g/cm$^3$) | 26.3328 | 37.9618 | 33.5932 | 33.6751 | 32.2546 |
Figure 11: Characterization of nanowires of silicon and titanium with lasers for irradiating targets (left). Matter density vs. time and position with code HELIOS 1D in instants 0.1, 0.2, 0.3, 0.4 and 0.5 ns of foils of 2 μm Ti [34] with a laser peak intensity $2 \times 10^{12} \text{ W/cm}^2$ (right).

Figure 12: Matter density (g/cm$^3$) inwards evolution versus time and position with the hydrodynamic code HYAT 1D + ATMED CR in instants 0.1, 0.2, 0.3, 0.4 and 0.5 ns at conditions of several values of maximum peak of laser pulse P0 of irradiated 2 μm titanium targets.
instants. The peaks of density due to shockwaves inside the analyzed targets computing with HYAT supposing total ionization or with HYAT 1D + ATMED CR considering partial ionization, are very similar in the case of silicon, but for titanium the differences are considerable replacing the atomic number Z by plasma mean charge $Z_{\text{bar}}$, and also the penetration length inside the material is greater (Table 6d). With HYAT, the reached density versus time is too excessive, so the use of partial ionization becomes mandatory for elements of intermediate atomic number as titanium ($Z = 22$).

Similar experiments with irradiated sheets of beryllium foils of 250 μm have been carried out reaching electronic temperatures of 18 eV and mean charges around $Z_{\text{bar}} = 2.3$, achieving isochoric heating, in agreement with simulations performed by the hydrodynamic one-dimensional code HELIOS, considering the laser parameters corresponding to the real experiment [35]. With code HYAT + ATMED CR based on partial ionization, the irradiation of the beryllium target sheet of 250 μm has been analyzed, adjusting the laser pulse in order to reach electronic temperatures of 18 eV. HYAT + ATMED CR calculates mean charges in the grid at around $Z_{\text{bar}} = 2.39$. Peak densities are at 0.5 ns at around 5.2 g/cm³ with HELIOS and 2.5 g/cm³ with HYAT + ATMED CR and at 1.4 ns, at around 5.2 g/cm³ and 2.099 g/cm³ respectively. With HYAT + ATMED CR at 4.4 ns the peak density is 2.1 g/cm³, so the order of magnitude versus time is good. With HYAT and total ionization, the reached density at 1.4 ns is 6.3 g/cm³, but at 4.4 ns is 71.6 g/cm³, too excessive, so the use of partial ionization becomes mandatory also even for elements of low atomic number as beryllium ($Z = 4$).

The evolution with time of density of irradiated flat targets of 250 μm of beryllium with HELIOS is illustrated in Figure 13, not being observed big changes in density along its length. For other evolutions of thermodynamic variables as shockwave propagation velocity or length of penetration inside the irradiated target, there can be more discrepancies, fact which can also be due to different formulas used for solving the lagrangian or eulerian equations inside the codes [37-41]. The correct values will be the experimental ones and collaborative comparison of simulation codes for high energy density applications is fundamental [42]. For example, if the code HYAT + ATMED CR uses for ionic conductivity one formula with mean charge to the fourth power in the denominator $Z_{\text{bar}}^4$, and the code HELIOS computes instead with other formula just simply with $Z_{\text{bar}}$, then the electronic conductivity is much more important and the results for final characteristics of shockwaves as speed generated inside the material or penetration length are within not a very narrow range.

![Figure 13](image.png)

**Figure 13:** Matter density vs. time and position with HELIOS 1D of beryllium foils of 250 μm [35] (left) and with one dimensional Lagrangian hydrocode MULTI-fs + FLY 1D of carbon targets of 30 nm [43] with initial position of surface at x = 0 and peak intensity $3 \times 10^{16}$ W/cm² (right).
HYAT + ATMED CR must be used only with elements of low or intermediate atomic number, for which there is little need of considering the energy transport by radiation. So, in turn, although HYAT + ATMED CR does not consider the energy transport by radiation, it is much more important the plasma conductivity because the zones of radiation conversion and reemission after being the target irradiated, are replaced for the aforementioned elements by only one conductivity zone where the energy transport is dominated by the electronic conductivity and the X-Rays conversion is very small.

In the last decades, numerous experiments of irradiated targets by laser beams have been carried out. Several simulations of plane and cylindrical targets have been performed with ATMED CR code [2]. For some elements if a hydrodynamic code considers total ionization, it would provide very oscillating temporal and spatial evolutions of thermodynamic variables, so it is better to use partial ionization through mean charge of a plasma to compute a good order of magnitude of pressure, density, temperature, shockwave velocity and penetration distance, etc., as well as a more stable evolution with less oscillations in the simulated targets of these variables.

Apart from the difference in the order of magnitude of variables as pressure, density, temperature, shock wave velocity, etc., it has been observed in graphical simulations a more stable evolution with less number of oscillations with the program HYAT 1D + ATMED CR and of greater duration time (ps).

A lot of hydrodynamic simulations of plane and cylindrical targets of pure chemical elements and mixtures have been made with HYAT 1D + ATMED CR, using partial ionization of matter through plasma mean charge. The order of magnitude of density peaks as well as penetration length of shockwave is really good in comparison with calculations of other codes.

As illustrative examples, the evolutions of thermodynamic variables for targets of carbon in initial solid state \( \rho = 2.267 \text{ kg/m}^3 \) with MULTI-fs + FLY code [43], of several microns thick of aluminium with HYADES code [44] and 0.5 or 10 \( \mu \text{m} \) with ESTHER code [45] are very similar. The density peaks normalized to the solid density are of the same order of magnitude as well as the shockwave penetration length inside the target, not being very profound. The heat wave propagation outside the target is also well reproduced. In laboratories the real penetrations depths obtained in warm dense matter of aluminium are of (40 \( \pm 10 \)) nm at electron temperature \( T_e = (23 \pm 7) \text{ eV} \) (U. Zastrau. COST Meeting, Hirschegg 2008).

For some targets as it is observed in Figure 10 of silicon with HYAT 1D + ATMED CR code or in Figure 13 of carbon with MULTI-fs + FLY code in Ref. [43], for some cells inside the target there is ablated material so instead a peak of density in these cells, density is lower than the initial one belonging to solid density at ambient temperature \( \rho = 2.267 \text{ g/cm}^3 \), and a rarefaction wave is produced. Even with a laser peak intensity of \( 3 \times 10^{16} \text{ W/cm}^2 \), the density slightly surpasses 3 g/cm\(^3\) at 0.118 ps or doesn’t reach 3 g/cm\(^2\) at 0.01 ps [43].

Summary and Conclusions

In this paper, silicon steady state and temporal plasmas are modeled with ATMED CR, proposed in the scientific literature or in the 10 \(^\text{th}\) Non-LTE Code Comparison Workshop [21] of interest for high energy density facilities. The study and investigation of silicon atomic structure as well as the collisional and radiative processes rates within plasma state as a pure element or in mixtures is of the utmost importance. The results of ATMED CR for silicon plasma properties can be considered as very optimal, according to the thermodynamic conditions registered in computational or real experiments of plasmas created in \( Z \)-machines or laser irradiated matter facilities. The iterative loops with the average atom in ATMED CR of thick photoionized plasmas, with radiation trapping accounted for with the photon confinement probability \((P_c)\) formalism applied to radiative rates, lead to a very useful and sensitive method for calculating statistical averaged plasma properties for this type of experiments. This avoids some of the typical difficulties that appear with a matricial resolution in CR balances, as enormous matrices of detailed collisional radiative codes or intensive calculations with long duration times of \( P_c \) factors for a very fine grid of photon frequencies up to 14,900 nodes or per relativistic bound-bound electronic transitions between energy levels of several ionic configurations and charge states. The calculations are relatively accurate because the collisional radiative balance of ATMED CR is a complete statistical average of the results of detailed models as XSTAR and ATOMIC [22], even for a combination of three or more Planckian radiation fields or with elements of high atomic number and mixtures. Great advances have been made in achieving Inertial Confinement Fusion [46,47], being now data from experiments more reliable and effectively collected or analysed than ever before [26]. Whichever the case, if ignition is finally not reached, all the theoretical and experimental effort carried out in investigation of laser irradiated matter, energetic balance and in the analysis of atomic level structure has a parallel and direct impact on several fields of research [48,49], for studies in related disciplines like physics, chemistry, life sciences, materials for nanotechnology, etc. So, simulating thermal processes in interaction zones, absorption, reflection, radiation transfer, heat transfer by conduction and convection, evaporation and emission of material with numerical modeling of laser interaction with matter is fundamental. The plasmas computed in this work belongs to real
associated experiments of laboratories, giving to the code ATMED CR a realistic usage and a practical dimension, for using it as a collaborative software and for benchmarking results of other codes against the statistical averaged plasma properties [50,51].
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