1. Introduction

The properties of matter at low temperatures has always been a subject of frontier research in theoretical and experimental condensed matter physics. In the case of metallic systems, in particular, this research has led to an appreciation of the crucial role played by electron–electron interaction effects in determining the character of unexpected new phases that emerge at low temperature. Thus, in recent decades, there have been intensive studies of quantum criticality in metals and magnetic materials. A zero-temperature transition between two distinct ground states, a quantum phase transition, may be realized by tuning some external parameter such as magnetic field, pressure, chemical composition,….. Recent metallic materials realizations of quantum phase transitions include the cuprate superconductors, the iron-based superconductors and the heavy-electron compounds. All these have complex phase diagrams that reflect how strong electron correlation effects determine the character and competition of new phases (e.g. magnetism, superconductivity) and behavior that deviates from that of simpler metals, as described by the standard Landau Fermi liquid theory.

Often, a quantum critical point (QCP) marks the transition from a magnetically-ordered phase to a paramagnetic one; associated with it are bosonic quantum fluctuations of the relevant magnetic order parameter. Then, due to the scattering of the fermionic quasiparticles off these fluctuations, there may be significant modifications of Fermi liquid behavior even in the paramagnetic regions of the phase diagram. Quantum phase transitions in itinerant magnetic systems have been theoretically studied using approaches related to that originally proposed by Hertz [1] and further developed by Millis [2] and
these have been recently reviewed [3]. The early theories of quantum critical behavior were formulated in the framework of a $\phi^4$-field theory defined by a Ginzburg–Landau–Wilson action of an order parameter field $\phi$; they found that since temporal fluctuations increase the effective dimension of the field theory to $d_{\text{eff}} = d + z$ where $d$, $z$ are the spatial dimension of the fluctuations and the dynamical critical exponent, it may happen that the theory is essentially Gaussian. This is the case if $d_{\text{eff}} > 4$, the upper critical dimension, and the fluctuations are effectively non-interacting (for a review see [3]). The theory for non-metallic systems expressed in terms of a field theory for the order parameter is well-founded; it was developed in [4]. However, in metallic systems, the fermionic degrees of freedom may become critical themselves and a generalized formulation that treats the critical bosons and fermions on equal footing is called for. The large low-temperature quasiparticle mass enhancements observed in heavy-electron compounds suggest that they are systems in which this situation may occur. It is in this context that a semi-phenomenological theory for quantum criticality was developed [5] and applied [6, 7] to successfully account for experimental observations in the two compounds YbRh2Si2 (YRS) and CeCu6−xAu (CCA). In this report, we review the fundamentals of that theory of ‘critical quasiparticles’, fill in some of the mathematical details and put it in firmer microscopic grounds by deriving the scaling behavior of the thermodynamic, transport and dynamical properties of the metallic quantum critical system.

Contrary to what one might expect, there actually exists a window in parameter space where a consistent theory may be constructed, although the fermionic and bosonic degrees of freedom are strongly coupled. A necessary condition to be fulfilled is, however, that the direct boson–boson coupling is still irrelevant (crudely speaking, $d_{\text{eff}} > 4$). Our theory presents an alternative scenario of quantum criticality in heavy-fermion metals. In these compounds, the accepted scenario is that the Kondo effect leads to the emergence of heavy quasiparticle masses as a consequence of the screening of the localized spins of the rare earth ions by the conduction electrons. This leads to a many-body resonance state at each ion, at which the conduction electrons are resonantly scattered, which slows down their motion through the lattice. On the other hand, the localized spins are coupled by exchange interaction, mediated by the conduction-electron system (RKKY) or by direct exchange. As pointed out early on by Doniach [8], the competition between exchange and the Kondo effect might lead to an abrupt breakdown of Kondo screening, often called ‘Kondo breakdown’. Following the experimental discovery of unusual quantum critical behavior in many heavy-fermion compounds, several ‘Kondo breakdown’ scenarios have been proposed [9]. One of these involves a local transition of the Kondo resonance state at the antiferromagnetic transition, giving rise to ‘local quantum criticality’. A somewhat similar proposal invokes an ‘orbitally selective Mott transition’ involving the abrupt vanishing of the hybridization of $f$ electrons and conduction electrons within an Anderson lattice model, and hence a sharp transition between the itinerant heavy-fermion state and a localized $f$-electron spin state. This picture has been realized using slave-boson mean field theory [10] and cellular-DMFT calculations [11]. Yet another scenario proposes a fractionalization of the heavy quasiparticles into spin and charge carrying components driven by strong frustration and/or quantum fluctuations [12], leading to the formation of a spin liquid state [13, 14] dubbed ‘fractionalized Fermi liquid’ or FL*. The latter may undergo a transition into a usual antiferromagnetic phase. A third possibility is given by a Fermi surface reconstruction inside the antiferromagnetically ordered phase, as the hybridization of $f$-electrons and conduction electrons is tuned through a critical value, changing the large Fermi surface of the heavy quasiparticles into the small Fermi surface of light conduction electrons. The latter has apparently been observed in some of the CeMIn5 compounds (M stands for a transition metal ion) [15–17]. It has also been recognized that the two phases, heavy quasiparticles in the paramagnetic phase and localized ordered spins weakly coupled to conduction electrons may be adiabatically connected [18]. An adiabatic connection of states characterized by large and small Fermi surfaces is indeed possible in the antiferromagnetic phase, where the Fermi surfaces are downfolded into the magnetic Brillouin zone and the meaning of large and small Fermi surface may be lost. We assume here that the latter scenario is applicable, i.e. one has a smooth crossover from large heavy-fermion Fermi surface to ordered local moments, as one moves deeper into the antiferromagnetic phase. This assumption appears justified in the case of the two heavy fermion compounds on which we focus, CeCu6−xAu, at $x \approx 0.1$ and YbRh2Si2. For the latter, YRS, various anomalies were observed along a $T$-line in the temperature-magnetic field phase diagram [19]. These were initially interpreted as a consequence of ‘Kondo breakdown’. However, ARPES studies [20] do not give an indication for a Fermi surface reconstruction. Recently, the anomalies observed along the $T$-line have been shown to arise from a freezing out of spin-flip scattering [21].

2. Critical Fermi liquid

The unusual properties of metals observed near quantum critical points have often been termed ‘non-Fermi liquid behavior’. Rather than describing such a state as what it is not, we shall call it a ‘critical Fermi liquid’ and its low-lying excitations ‘critical quasiparticles’. While it is true that at zero temperature $T = 0$ and zero excitation energy $\omega = 0$ fermionic quasiparticles may no longer exist, we shall demonstrate that at any non-zero $T$, $\omega$, fermionic quasiparticles are still well-defined for a class of critical states. As first introduced by Landau, fermionic quasiparticles are defined by the poles of the single particle Green’s function $G(k, \omega)$ in the complex frequency plane. The retarded Green’s function is given in terms of the self energy $\Sigma(k, \omega)$ as

$$G_r(k, \omega + i0) = \frac{1}{\omega - \epsilon_k - \Sigma_r(k, \omega + i0)}$$

(1)

where $\sigma$ is the spin quantum number. For the moment, we assume that the dependence of $\Sigma$ on $k$ is weak and may be neglected. We shall return to this issue later. When the Green’s function has a (quasiparticle) pole at $\omega = \epsilon_k$, we may expand...
\[ \Sigma (\mathbf{q}, \omega + i0) = \text{Re} \Sigma_0 (\mathbf{q}, \epsilon_{\mathbf{k}}) + i \text{Im} \Sigma_0 (\mathbf{q}, \epsilon_{\mathbf{k}}) + (\omega - \epsilon_{\mathbf{k}}) \partial \Sigma_0 (\mathbf{q}, \omega) / \partial \omega |_{\omega = \epsilon_{\mathbf{k}}} + \ldots \] such that the Green’s function may be expressed in terms of a quasiparticle term and an incoherent background contribution: \[ G_{\omega} = G_{\omega}^{\text{qp}} + G_{\omega}^{\text{NC}}, \]

where

\[ G_{\omega}^{\text{qp}} (\mathbf{q}, \omega + i0) = \frac{Z_{0} (\mathbf{q}, \epsilon_{\mathbf{k}})}{\omega - \epsilon_{\mathbf{k}} + i \Gamma_{\omega}} \]

\[ \Lambda (\mathbf{q}) \text{has a quasiparticle peak at} \[ \epsilon_{\mathbf{k}} \text{. The effective mass} \]

\[ \Gamma = \Sigma \propto | | - | | - | | (\omega - \epsilon_{\mathbf{k}}) \] does exist. The question is whether it is well-defined. We have explored the possibility of using the notion of fermionic quasiparticles even when the quasiparticle weight \( \eta \) is the vertex function \( \Gamma (\mathbf{k}, \mathbf{q}) = Z_{0} (\mathbf{k}, \epsilon_{\mathbf{k}}) \text{Im} \Sigma_{0} (\mathbf{k}, \epsilon_{\mathbf{k}}) \) \text{ by \[ \omega_{\mathbf{k}} \text{,} \text{we may replace} \]

\[ \mathbf{Q} \text{and} \nu \text{as required by Fermi statistics and the analyticity properties of} \]

\[ \nu_{\mathbf{q}} \text{. We note that} \]

\[ \text{as a correlation-induced mass enhancement} \]

\[ \epsilon_{\mathbf{k}} \text{by} \]

\[ \text{so that we may interpret} 1/ \]

\[ \text{for simplicity. It follows that at low frequency,} \]

\[ \Sigma (\mathbf{q}, \omega) \approx \text{Re} \Sigma (\mathbf{q}, \omega) \] \text{ when} \[ \mathbf{Z} \approx 0, \text{what we defined as the quasiparticle contribution to} \]

\[ \text{depends on the critically enhanced effective mass. Likewise,} \]

\[ \text{that connect discrete sets of points on the Fermi surface, the so-called ‘hot spots’. For quasiparticles near the hot spots, the momentum dependence of} \]

\[ \Sigma \text{may not be neglected. We will take this dependence into account in the following.} \]

3. Renormalized perturbation theory of self energy and vertex function

The critical spin fluctuations near a quantum critical point separating paramagnetic and antiferromagnetic phases are described by the dynamical spin susceptibility \( \chi (\mathbf{q}, \nu) \) at wave vectors \( \mathbf{q} \) near the ordering wave vector \( \mathbf{Q} \). We assume incommensurate antiferromagnetic order, i.e. \( \mathbf{Q} \) is not a reciprocal lattice vector, as is most often the case in metallic antiferromagnets. The generic form of \( \chi (\mathbf{q}, \nu) \) is

\[ \chi (\mathbf{q}, \nu) = \frac{N_{0}}{r_{\mathbf{Q}} + (\mathbf{q} - \mathbf{Q})^{2} \nu^{2} \sqrt{2}} i \Lambda_{\mathbf{Q}} (\nu^{2}/v_{F} \mathbf{Q}) \]

where \( N_{0} \) is the bare density of states at the Fermi level, \( r_{\mathbf{Q}} \) is the control parameter tuning the system through the QCP, \( \xi_{\mathbf{Q}} \approx k_{F} \] is a microscopic correlation length, \( v_{F} = k_{F} \) is the bare Fermi velocity, and \( \Lambda_{\mathbf{Q}} = \Lambda (\mathbf{k}, \mathbf{q} = 0; \nu, \nu) \) is the vertex function at the antiferromagnetic spin fluctuation-particle-hole vertex, i.e. the vertex at non-zero momentum \( \mathbf{q} \approx \mathbf{Q} \). The physical (renormalized) susceptibility is determined by the structure and dynamics of the underlying electron degrees of freedom. This is reflected in equation (6) by the appearance of \( \Lambda_{\mathbf{Q}} \) in the Landau damping term in the denominator. It may be shown that when \( Z^{-1} (\omega) \propto \nu^{2} \omega / m^{2} \) diverges, then the vertex \( \Lambda_{\mathbf{Q}} \sim Z^{-1} \) will diverge as well [22] and below. The dynamical properties (self energy, vertex function) of the critical Fermi liquid will be determined by the scattering of the quasiparticles from the renormalized critical fluctuations. It follows that \( \chi (\mathbf{q}, \nu) \) depends on the critically enhanced effective mass. Likewise, the effective mass enhancement following from scattering of quasiparticles off spin fluctuations depends on the spectral density of spin fluctuations. The resulting set of self-consistent equations for the effective mass and the vertex function supports new strong coupling solutions as will be shown below.

As will be reviewed in the next section, the self energy and the vertex functions are strongly dependent on the position on the Fermi surface. In particular, for scattering by a single spin fluctuation, involving the large momentum transfer \( \mathbf{Q} \), the hot spots consist of a limited manifold of \( \mathbf{k} \)-states on the Fermi surface. This manifold compifies those wavevectors \( \mathbf{k}_{\mathbf{Q}} \) that satisfy the condition that \( \mathbf{k}_{\mathbf{Q}} \) and \( \mathbf{k}_{\mathbf{Q}} \pm \mathbf{Q} \) are both near the Fermi surface. Landau damping involves the decay of spin fluctuations of frequency \( \nu \) and momentum \( \mathbf{q} \) into particle-hole pairs of momenta \( \mathbf{k} + \mathbf{q} \) and \( \mathbf{k} \) close to the Fermi surface, within an energy range of order \( \max (\nu, T) \). At momenta \( \mathbf{q} \) sufficiently close to the ordering momentum \( \mathbf{Q} \) these particle-hole pairs will be in the hot spots. Below we will estimate the extension of the hot spots on the Fermi surface as \( |\delta \mathbf{k}_{\mathbf{Q}} | \approx k_{F} (\nu / T)^{1/2} \Lambda_{\mathbf{Q}} \).
When \( \mathbf{q} \) deviates from \( \mathbf{Q} \) by more than \(|\delta k|\), the particle hole pairs involved in the Landau damping will be outside the hot spots. In the calculation of the self energy, which follows in the next section, it will be seen that the wavevectors of the relevant fluctuations contributing to the self energy satisfy exactly this condition, namely \(|\mathbf{q} - \mathbf{Q}| \gg \delta k \). We therefore conclude that the vertex function \( \Lambda_{Q} \) appearing in the Landau damping is actually the one for the cold quasiparticles.

### 3.1. Self Energy \( \Sigma \)

#### 3.1.1. One-loop approximation

In one-loop approximation, i.e. scattering from a single spin fluctuation, the imaginary part of the self-energy for a ‘hot’ quasiparticle is given by

\[
\text{Im}\Sigma_{\text{ho}}(\mathbf{k}, \omega) = u^{2} \Lambda_{Q,h}^{2} \frac{d}{2\pi} \int d\vartheta q \frac{d\vartheta q}{(2\pi)^{2}} \text{Im}G(k + q, \omega + \nu) \\
\times \chi_{\mathbf{q}}(\vartheta q, \nu)(b(\nu) + f(\omega + \nu)),
\]

where \( b(\nu) = 1/(e^{\omega/\Theta} - 1) \) and \( f(\omega) = 1/(e^{\omega/\Theta} + 1) \) are the Bose and Fermi functions, \( \nu \approx N^{-1} \) is the boson-fermion interaction and \( \Lambda_{Q,h} \) is the relevant vertex function (see above). In the limit of low excitation energy, \( \omega \to 0 \) and at the Fermi surface, \( \epsilon_{k} = 0 \), we take into account that the main contribution to the integrals is from small \( \nu \), so we may approximate \( \text{Im}G \) by its quasiparticle component, \( \text{Im}G_{\text{qp}}(\mathbf{k} + \mathbf{Q}, \omega + \nu) \approx \pi Z \delta(\omega + \nu - \epsilon_{k+Q}) \), as already mentioned below equation (3). We now shift the momentum vector \( \mathbf{q} \to \mathbf{Q} \), such that the peak of \( \chi \) shifts to \( \mathbf{q} = 0 \) and \( \epsilon_{k+Q} \to \epsilon_{k+Q}^{*} \). We expand the quasiparticle energy \( \epsilon^{*} \) in both small \( q \) and small deviation \( \delta \mathbf{k} \) from the hot spot momentum, so that \( \epsilon_{k+Q+\delta k}^{*} \approx q^{*} \epsilon_{k+Q} + \epsilon + \delta \epsilon_{Q}^{*} \), where \( q^{*} \epsilon_{k+Q} + \epsilon \) is the angle subtended by the vectors \( \mathbf{q} \) and \( \delta \mathbf{k} \). We have set \( \epsilon_{k+Q} = 0 \), since \( \mathbf{k}_{0} + \mathbf{Q} \) is on the Fermi surface. We perform the angular integral:

\[
\int d\vartheta q \text{Im}G_{\text{qp}}(\mathbf{k}_{0} + \mathbf{Q}, \omega + \nu) \propto \frac{1}{v_{F}q} \Theta(qv_{F} - |\epsilon_{k}|),
\]

where \( \Theta(x) \) is the unit step function. In the limit of low \( T \ll \omega \) the \( \nu \)-integral extends over the interval \([0, \omega]\). The \( q \)-integral is governed by the lower limit \( q_{L} \approx 1/[|\nu|\Lambda_{Q}^{2} + (\delta \mathbf{k})^{2}]^{1/4} \), as determined by the theta function of equation (8) and the denominator of \( \chi_{\mathbf{q}}(\nu, \vartheta q) \) from equation (6), where we set \( v_{F}Q \approx Q \) (as \( Q \) is usually of order \( k_{F} \)). Here and in what follows we have set \( q_{L} \approx 1/k_{F} \) and used \( k_{F}, \epsilon_{F} \) as units for wave vectors and energies or frequencies. Then

\[
\text{Im}\Sigma_{\text{ho}}(\mathbf{k}, \omega) \propto u^{2} \Lambda_{Q,h}^{2} N_{0} \epsilon_{F}^{4} v_{F}^{-1} \int_{0}^{\omega} d\nu/\epsilon_{F} \Lambda_{Q,h}^{2} \int q^{0} \frac{d\vartheta q}{q^{0+\delta}} \\
\times \Lambda_{Q,h}^{2} \epsilon_{F}^{4} \int [\omega^{2} + \epsilon_{k}^{*}(\omega - \nu)]^{d-1/2} - \epsilon_{k}^{*}(\omega - \nu + 1),
\]

where \( x_{k} = (\delta \mathbf{k}/\Lambda_{Q})^{2} \). Therefore

\[
\text{Im}\Sigma_{\text{ho}}(\mathbf{k}, \omega) \propto \left\{ \begin{array}{ll}
\Lambda_{Q,h}^{2} x_{k}^{-3} |\omega|^{d-1/2}, & |\omega| > x_{k} \\
\Lambda_{Q,h}^{2} x_{k}^{-2} (\delta \mathbf{k})^{5-d}, & |\omega| < x_{k}.
\end{array} \right.
\]

The extension of the hot spots into the quasiparticle energy space for given energy \( \omega \) can be read off (after reinstalling conventional units) as \( (\delta \mathbf{k}/\Lambda_{Q}) \approx (\omega/\epsilon_{F})^{1/2} \Lambda_{Q} \cos \theta \) and \( (\delta k_{F}/\delta k) \approx (\omega/\epsilon_{F})^{1/2} \Lambda_{Q} \sin \theta \) for deviations \( \delta \mathbf{k} \) normal and parallel to the Fermi surface, respectively. Here \( \epsilon \) is the angle subtended by \( v_{k} \) and \( v_{k_{0}+Q} \), which is expected to be of order \( \pi/2 \). We denoted the vertex functions at the hot spots by \( \Lambda_{Q,h} \), while \( \Lambda_{Q} \) refers to the cold part of the Fermi surface.

From these results, we can find the real part of \( \Sigma \) by Kramers–Kronig transform and finally the quasiparticle \( Z \)-factor as follows:

\[
\text{Re}\Sigma_{\text{ho}}(\mathbf{k}, \omega) = \left( \int_{0}^{\omega} + \int_{\omega}^{\infty} \right) d\omega' \omega \text{Im}\Sigma_{\text{ho}}(\mathbf{k}, \omega') = \Sigma_{h} + \Sigma_{d}.
\]

Carrying out the calculation for a wavevector \( \mathbf{k} \) on a cold part of the Fermi surface, one finds that the self energy \( \Sigma_{\text{ho}}(\mathbf{k}, \omega) \) has no singular behavior in \( \omega \). This may already be seen from the above expression for \( \text{Im}\Sigma \). Of course, it is expected that singular behavior due to single spin fluctuation scattering will only occur at the hot spots. Therefore, we may now take \( \epsilon_{k} = (\delta \mathbf{k}/\Lambda_{Q})^{2} \approx 0 \) and find

\[
\Sigma_{h} \approx -\omega \Lambda_{Q,h}^{2} \Lambda_{Q}^{d-3} \int_{0}^{\omega} d\omega' \omega' \omega^{d-5/2} \approx \int_{0}^{\omega} \omega^{d-3/2} d\omega'.
\]

The contribution to the quasiparticle weight factor from spin fluctuations is obtained as

\[
Z_{S}^{-1}(\mathbf{k}_{h}, \omega) = 1 - \frac{\partial \text{Re}\Sigma_{\text{ho}}(\mathbf{k}_{h}, \omega)}{\partial \omega}.
\]

Here, the \( c_{S} \) are constants of order unity. To be precise, the vertex \( \Lambda_{Q,h} \) in this analysis connects a hot spot \( \mathbf{k}_{h} \) to \( \mathbf{k}_{h} + \mathbf{Q} + \mathbf{q} \) on the cold part of the Fermi surface. This will be taken into account below.

Inspection of equation (9) shows that the momentum dependence of \( \Sigma_{\text{ho}}(\mathbf{k}, \omega) \) also becomes critical. However, it will be shown later (section 4) that altogether, the critical renormalizations are so strong in the hot regions that a quasi-particle description is no longer valid there.

So far, we have assumed that the spatial dimension of fermions and bosons is the same. However, it frequently happens that the wavevector of the spin fluctuations is quasi-two-dimensional, e.g. located in the \( xy \) plane, while the Fermi
surface is that of a three-dimensional system. In this case the manifold of hot momenta is a non-zero fraction of the Fermi surface. For momenta \(k\) in the manifold of hot momenta, in addition to the integrations above for \(d = 2\), there is the integral over the component \(q_z\) along the third dimension:

\[
\int dq_z \text{Im} G(k_0 + q_z, \omega + \nu) \propto \frac{1}{\nu F}.
\]

(15)

It follows that

\[
\text{Im} \Sigma^{\omega}(k_0, \omega) \propto u^2 \Lambda_0^2 \text{Im} \rho_0 \int_0^\omega dq_z \frac{\Lambda_0^2}{\epsilon_F} \int dq_z \frac{1}{q^2} \propto \Lambda_0^2 |\omega|.
\]

(16)

which is identical with the above result, equation (14) at \(d = 3\).

3.1.2. Two-loop approximation. A contribution to the electron self energy that is critical everywhere on the Fermi surface is generated by the exchange of two spin fluctuations, with nearly vanishing total momentum. Consider an exchange energy density determined by \(J S_i \cdot S_j\). Its correlator has the form \(K_E \sim \langle (S_i^+ \cdot S_j^+) (S_i^+ \cdot S_j^+) \rangle\), which contains two spin fluctuation propagators in its ‘disconnected part’:

\[
K_E \sim \langle S_i^+ S_j^+ \rangle \langle S_i^+ S_j^+ \rangle.
\]

This motivates our definition of an ‘energy fluctuation’ propagator \(\chi_E\), built from two spin fluctuations, see figure 1 as

\[
\text{Im} \chi_E(k, k', \nu, \nu') = \sum_{q, q'} G_{k+q, \nu} G_{k'+q, \nu'} \text{Im} \chi(k, \nu) \times \text{Im} \chi(q, \nu - \nu') \langle b(\nu - \nu') - b(\nu') \rangle.
\]

(17)

where \(b(\nu)\) is the Bose function and \(k, k', q\) denote ‘four-momenta’, e.g. \((\mathbf{k}, \omega)\). Assuming the external four momenta \(k, k'\) to be ‘on-shell’, i.e. \((k \approx k_F, \omega \approx 0)\) and \(q\) small, the Green’s functions \(G_{k+q, \nu} G_{k'+q, \nu'}\) are off-shell for most values of the momenta \(k, k', q\) (the cold part of the Fermi surface) and each may be replaced by \(1/\epsilon_F\); this removes the dependence on \(k, k'\) from \(\chi_E\). There are actually two relevant diagram here as shown in figure 1: diagram \(A\) with parallel and diagram \(B\) with crossed \(\chi\)-lines. In the approximation of replacing the intermediate \(G\)‘s by \(1/\epsilon_F\), the two diagrams have identical momenta and frequency dependence, but differ in spin dependence. Denoting the spins of the incoming and outgoing particle-hole pairs by \((\alpha, \beta)\) and \((\alpha', \beta')\) one finds

\[
\lambda^{A, B}_{E_0, \delta, \delta', \alpha, \alpha'} (k, k', q, \nu) \propto \{3\delta_{\delta, \delta'}|\nu| \pm 2\sigma_{\alpha, \alpha'}\}. \quad \text{Here the overall sign is different owing to an additional fermion loop in diagram } A.
\]

The sum of the two contributions gives a pure spin-spin dependence \(\lambda^{A, B}_{E_0, \delta, \delta', \alpha, \alpha'} \propto \sigma_{\alpha, \alpha'} \sigma_{\delta, \delta'}\). Performing the momentum integration in equation (17) by Fourier transform, one finds

\[
\text{Im} \chi_E(q, \nu) \approx N_0^\frac{1}{2} \int \frac{d^d q}{(2\pi)^d} \frac{1}{|\nu|^d} \frac{1}{r + q^2 + |\nu|^2|\Gamma|^2} \sim |\nu|^{-d/2}.
\]

(18)

One factor of \(N_0\) comes from the momentum integration, the other two from the spin fluctuation propagators.

The energy-fluctuation propagator \(\chi_E\) may be considered as an exchange boson that generates an effective interaction \(V_E(q, \nu)\) between quasiparticles. Since \(\chi_E\) couples to a particle-hole (‘p-h’) pair, \(V_E\) is screened by \(p-h\) polarization effects, represented by the polarization function \(\Pi(q, \nu)\), so that

\[
V_E(q, \nu) = \frac{u^2}{1 + u^2 \Pi(q, \nu)} \Lambda_E E \frac{\chi_E(q, \nu)}{\epsilon_F^2}.
\]

(19)

Here \(\Lambda_E = \Lambda_0^2 \lambda^2\) is an overall vertex factor arising from vertex functions of two types: first, there arises a vertex function \(\Lambda_Q\) at each end of a spin fluctuation propagator, on the cold part of the Fermi surface. As already mentioned, it diverges as \(Z^{-1}\) ([22] and below), second, at the ends of the composite propagator \(\chi_E\) a vertex function \(\Lambda_a\) arises. Both vertex corrections are generated only by irreducible diagrams (the reducible parts are either incorporated in \(\chi\), or explicitly summed, as expressed in equation (19). The Ward identity based on particle number conservation, gives \(\lim_{\nu \to 0} \Lambda_q = 0, \nu \nu \to Z^{-1}\), but see the discussion below equation (36). Finally, \(u^2 \propto u^2 \propto N_0^2\) is the bare interaction vertex connecting a p-h pair and an energy fluctuation. We shall see below that \([\Lambda_E \chi_E(q, \nu)]\) also diverges in the limit \(q = 0, \nu \to 0\) as \(Z^{-1}\). This might lead to the expectation that the screening expressed in equation (19) will remove the singular behavior of \(V_E\). This is not the case, since in the denominator of equation (19) the divergence of \([\Lambda_E \chi_E]\) is removed by the vanishing of the quasiparticle polarization bubble \(\Pi \sim Z\). As introduced here, \(\Pi\) is the bubble diagram without vertex corrections, as those are included in \(\Lambda_E\). The screening thus amounts to a renormalization of \(V_E\) by a factor of order unity, which we neglect in the following, where we analyze quasiparticle scattering off energy fluctuations \(\chi_E\). We note in passing that the effective interaction of equation (19) gives rise to quantum corrections to the conductivity of disordered metals near an antiferromagnetic transition [23].

In one-loop approximation in terms of the quasi-boson propagator \(\chi_E\), the imaginary part of the self energy in the cold regions is given by

\[
\text{Im} \Sigma^{(0)}(k, \omega) \propto u^2 \Lambda_0^2 \int \frac{d\nu}{2\pi} \int \frac{d^d q}{(2\pi)^d} \text{Im} G(k + q, \nu + \nu').
\]

(20)

As in the evaluation of the one-loop self energy contribution of spin fluctuations, equation (7), the \(\nu\) -integration at low \(T\) is confined to the interval \([0, \omega]\) and \(\text{Im} G(k + q, \nu + \nu) = \pi \delta^\nu(\omega + \nu - \epsilon_k - \nu^2 k \cos \theta)\), where \(\theta\) is the angle enclosed by \((k, q)\). The angular integral is
\[
\int d\cos \theta \ Im G(k + q, \omega + \nu) \propto \frac{Z}{v_k q} \propto \frac{1}{v_p q}.
\]  

(21)

\(\text{Im} \chi_p\) is given in equation (18). The \(q\)-integration may be done approximately by recognizing that the integral is again controlled by the lower cutoff \(q_i = \xi_i^0 (\nu \Lambda_0^2 / \epsilon_f)^3/2\), now determined by the denominator of equation (18):

\[
\text{Im} \Sigma^{(b)}(k, \omega) \propto \omega^2 \Lambda_0^3 \eta^2 \int_0^\infty \text{d}q \omega^{d-1/2} q_i^{-2}(\nu)
\]

\approx \Lambda_0^2 \eta^2 \omega^{d-1/2}.

(22)

The real part of \(\Sigma\) follows by analyticity as

\[
\text{Re} \Sigma^{(b)}(k, \omega) \propto -\text{sign}(\omega) \Lambda_0^2 \Lambda_0^{-d-1} |\omega|^{d-1/2}
\]

(23)

and the contribution of energy fluctuations to the \(Z\)-factor at cold regions is thus obtained as

\[
Z_c^{-1} = 1 + b_Z \Lambda_0^{-d-1} |\omega|^{d-3/2},
\]

(24)

where \(b_Z\) is a constant of order unity. We recall that the exchange of a single spin fluctuation does not lead to a scaling contribution to \(Z^{-1}\) on the cold parts of the Fermi surface. If \(k\) were to be at a hot region of the Fermi surface, these results still apply, with \(Z_c\) replaced by \(q_i^0\). In the following, \(Z_c\) is usually replaced by simply \(Z\), as the cold regions are the majority of the Fermi surface.

Higher order contributions are likely to be irrelevant. In appendix A we show that two-loop contributions to the self energy fluctuation language (four-loop in the spin fluctuation framework) are smaller than the one-loop result \(\propto \omega^{1-\eta}\) by a factor \(\omega^{3-3\eta} \rightarrow 0\) as \(\nu \rightarrow 0\) for dimensions \(3/2 < d < 9/2\). We introduced the exponent \(\eta\) in section 2 for the frequency dependence of the \(Z\)-factor. It will be determined self-consistently as \(\eta = (2d - 3)/4d\) in section 4.

3.1.3. Total self-energy. We now collect the results for the self-energy. On the cold parts of the Fermi surface we only have a contribution from the scattering off energy fluctuations

\[
Z_c^{-1} = 1 + Y_c
\]

(25)

\[Y_c = b_Z \Lambda_0^{-d-1} |\omega|^{d-3/2},\]

(26)

whereas at the hot parts both energy and spin fluctuation scatterings contribute

\[
Z_h^{-1} = 1 + Y_h + X_h
\]

(27)

\[Y_h = b_Z \Lambda_0^{-d-1} |\omega|^{d-3/2},\]

(28)

\[X_h = c_Z \Lambda_0^{-d-3} |\omega|^{d-3/2}.\]

(29)

In the latter, we keep in mind that \(\text{lim}_{\omega \rightarrow 0} |\omega|^\nu \rightarrow \text{Im}(1/|\omega|)\).

3.2. Vertex function \(\Lambda_Q\)

To complete the self-consistent program for the determination of the \(Z\) factors, we need expressions for the vertex functions. The vertex \(\Lambda_Q\) is obtained as the sum of all p-h-irreducible three-point diagrams at non-zero momentum \(\Lambda_Q(k, \omega, q, \nu)\), connecting a particle-hole pair with momenta \(k + q, \omega + \nu\) and \(k, \omega\) to a spin density fluctuation of momentum \(q, \nu\). See figure 2. It is important to realize that the vertex correction involves only p-h-irreducible diagrams. The reducible diagrams are already incorporated in the spin fluctuation propagator. As shown in appendix B, the vertex corrections on the cold part of the Fermi surface arising from single spin fluctuation or energy fluctuation exchange are small, in that they invariably include the small factor \(|\omega|/\epsilon_f\).

This small factor (at \(d = 3\)) is avoided in those diagrams in which the external and internal momenta, \(k\) and \(p\) as in figure 2, are decoupled. The first such diagram (two-loop contribution) has three \(\chi\)’s, of two of them coupled to \(\chi_F\) (see figure 3)

\[
\Lambda_Q(k; Q) = u^6 \Lambda_0^3 \eta \int \text{d}q G(k - q) T(q; Q) \chi(Q + q) \chi_F(q)
\]

(30)

where \(u \approx N^{-1}_0\) is the interaction vertex (we have altogether six endpoints of the spin fluctuation propagator, with one interaction vertex each). We define the quantity (triangle loop on the right side of figure 3)

\[
T(q; Q) = \int \text{d}p G(p - q) G(p + Q) G(p)
\]

(31)

and approximate \(T(q; Q) \approx T(0; Q) \approx N_0 / \epsilon_f\). We now use

\[
\text{Im} \chi(q, Q, \nu) = \frac{N_0 |\nu| \Lambda_0^2}{(q^2 + r^2 + |\nu| \Lambda_0^2)^2}
\]

(32)

where \(\nu\) and \(q\) are dimensionless (frequencies and wave vectors in units of \(\epsilon_f\) and \(k_F\)), and from equation (18),

\[
\text{Im} \chi_F(q, \nu) = \frac{N_0^2 \Lambda_0^2 |\nu|^{d-1/2}}{(q^2 + r^2 + |\nu| \Lambda_0^2)^{d+1/2}}.
\]

(33)

The imaginary part of the vertex function in the critical regime \((r = 0)\) is then approximately given by

\[
\text{Im} \chi_F(q, \nu) \approx \frac{N_0^2 \Lambda_0^2 |\nu|^{d-1/2}}{(q^2 + r^2 + |\nu| \Lambda_0^2)^{d+1/2}}.
\]

(34)
on the cold part of the Fermi surface (external particle and hole are both "cold"). Here a factor of $1/q$ was generated by the angular integration of the Green’s function, as in equation (8). A more complete account of this derivation may be found in [22]. The real part of $\Lambda_0(k; Q)$ is obtained by Kramers–Kronig transform. We add the bare value $\Lambda_Q = 1$, and find, on the cold part of the Fermi surface

$$\text{Re}\Lambda_0(k; Q) = 1 + c_0 \Lambda_0^2|\omega|^{d-3/2} + ...$$

In the hot region we have (considering that only one of the external momenta will be at the hot spot, as discussed at the end of section 3),

$$\text{Im}\Lambda_{Q,h} \propto \Lambda_0 \Lambda_0^2 |\omega|^{d-3/2}.$$ (35)

Here we take into account that the vertex $\Lambda_{Q,h}$ connected to the incoming hot quasiparticle or quasihole is generally different from the vertex $\Lambda_q$ connected to the outgoing cold quasiparticles. Then, at the hot spots

$$\text{Re}\Lambda_{Q,h}(k; Q) = 1 + c_0 \Lambda_0^2 \Lambda_0 |\omega|^{d-3/2} + ...$$ (36)

We see that $\Lambda_Q$ depends on the position at the Fermi surface through the external vertex function factors $\Lambda_q$. In fact, even if we consider the self energy at a hot spot $k_h$, only one of the incoming momenta, say $k$, is hot, while the other one $k + q$ (where $q$ is the momentum transferred to the energy fluctuation) is typically cold. Ward identities for vertex functions at non-zero $q$ are discussed in [22]. There it is shown that the full vertex (including reducible parts) is related to the $Z$-factors of the particle and hole lines by

$$\Lambda_q(k; q) \approx \frac{1}{Z_k} (Z_k^{-1} + Z_k^{-1} + q)$$. (37)

This property is expected to carry over to the irreducible vertex as well. We therefore conclude that $\Lambda_q(k; q) \approx \Lambda_q \approx 1/(Z_h^{-1} + Z^{-1})$ whereas for cold quasiparticles $\Lambda_q(k; q) \approx Z^{-1}$.

4. Self-consistent determination of self energy and vertex functions

The expressions for the self energy and the vertex functions derived above form a set of self-consistent equations for $Z^{-1}$, $Z_h^{-1}$, and $\Lambda_0$, $\Lambda_{Q,h}$. We now discuss the solution of these equations in the limiting cases of weak and strong coupling. In the case of strong coupling we assume $Z^{-1} \gg 1$ and $\Lambda_0 \gg 1$. We first consider the cold regions. Combining equations (26) and (34), we find $Z^{-1} = \Lambda_Q$ and hence

$$Z^{-1} \propto |\omega|^{-(d-3/2)/2} = |\omega|^{-\eta}$$ (38)

which is the power law already found in [7] and from which $\eta = (2d - 3)/4d$ as quoted earlier.

The weak coupling behavior is found as

$$Z^{-1} = 1 + bz|\omega|^{d-3/2}$$ (39)

At the hot spots we have two contributions to the self-energy, and $Z_h^{-1} = 1 + X_h + Y_h$. By examining the powers of $\omega$ and $\lambda$ in equations (28) and (29), we determine that $X_h \gg Y_h$. The external momenta of the self-energy are by assumption at the hot spots, while the internal momenta of the Green’s function (in $\Sigma = \int G$) are not, if we take typical values of the momentum $q$. Then the vertex function at the hot spots equation (36) is obtained as

$$\Lambda_{Q,h} \propto (Z_h^{-1} + Z^{-1})$$. (40)

If we substitute this $\Lambda_{Q,h}$ for the vertex function in equation (29), we get

$$Z_h^{-1} = 1 + c\lambda|\omega|^{d-3/2}$$ (41)

At weak coupling, we find

$$Z_h^{-1} = 1 + c\lambda|\omega|^{d-3/2}$$ (42)

The behavior at strong coupling cannot be read off directly from the self-consistent equations. Inspection of equation (29) shows that $Z_h^{-1} > Z^{-1} + |\omega|^{(d-3)/2} > |\omega|^{-\eta}$. The exponent $\eta = 1/2 + 3/4d$ implies that quasiparticles are no longer well-defined at the hot spots in the strong coupling regime. As explained in section 2, $\eta$ less than about 0.36 is required. Within our approach, which assumes the existence of well-defined quasiparticles, we are not equipped to describe the properties of incoherent fermionic excitations at the hot spots. As long as the extension of the hot spots is sufficiently small, their contribution to the thermodynamic and transport properties may be expected to be small, too. We will therefore discard the effect of hot quasiparticles in the following.

5. Renormalization group flow

The analysis of the previous paragraphs reveals that for sufficiently strong interactions, the low-energy properties of a system near a metallic quantum critical point is governed by new scaling behavior. As we discussed in the previous section, the limiting cases of strong and weak coupling may exhibit different power-law (scaling) exponents as $\omega \to 0$. It is a natural question to ask whether this behavior can be expressed in terms of renormalization group (RG) equations involving corresponding $\beta$-functions that determine the renormalization group flow of the self energies of hot and cold quasiparticles. We shall express the RG flow in terms of dimensionless ‘coupling constants’, $\alpha$ and $\alpha_0$ that are related to the self energies for the hot and cold regions

$$\frac{d\alpha_i}{d\log(\xi F/\omega)} = \beta(\alpha_0, \alpha)$$

with $l \in \{h, c\}$. As suggested by us previously in [7], a natural definition of the dimensionless coupling constants is in terms of the $Z$-factor: $\alpha_i = Z_i^{-1} - 1$.
To consider the associated renormalization group flow for cold particles we use $\alpha_c$ with the results of section 3 for the self energy. The scaling quantity is $\alpha_c(t)$ as a function of $t = \ln(\epsilon_F/|\omega|)$. It is given by (see equation (26))

$$\alpha_c = b_2(1 + \alpha_c)^{2d+1} e^{-(d-3/2)t}.$$  

(43)

Taking the derivative of $\alpha_c$ with respect to $t$, we get

$$\frac{d\alpha_c}{dt} = -(d-3/2)\alpha_c + (2d + 1) \frac{\alpha_c}{1 + \alpha_c} \frac{d\alpha_c}{dt}.$$  

(44)

Solving for $d\alpha_c/dt$, we find the flow equation

$$\frac{d\alpha_c}{dt} = \beta_c(\alpha_c) = \frac{-(d-3/2)\alpha_c(1 + \alpha_c)}{1 - 2d\alpha_c}. $$  

(45)

The $\beta$-function for cold quasiparticles only depends on the coupling constant $\alpha_c$ itself.

For weak coupling, $\alpha_c \ll 1$,

$$\beta_c(\alpha_c) \approx -d \frac{3}{2} \alpha_c, $$

(46)

i.e. for $d > \frac{3}{2}$ the interaction between cold carriers is irrelevant and the flow of $\alpha_c$ is directed towards the stable fixed point at $\alpha_c = 0$. In the neighborhood of this fixed point one finds

$$\alpha_c \propto |\omega|^{d-3/2}, \quad \alpha_c \ll 1/(2d).$$

(47)

This corresponds to subleading corrections to Fermi liquid scaling, in full agreement with the results found by Hartnoll et al [26], for $d = 2$. For weak coupling, deviations from Fermi-liquid physics are limited to hot portions of the Fermi surface (see below). For $d > 2$ it is furthermore possible to integrate out the fermionic degrees of freedom (see [24]) and one recovers the physics described by the Hertz–Millis–Moriya theory.

For large values of the coupling constant we obtain

$$\beta_c(\alpha_c \gg 1) \approx \frac{d - 3/2}{2d} \alpha_c.$$  

(48)

Now, the system flows to strong coupling, $\alpha_c \to \infty$; it diverges according to a power law

$$\alpha_c \propto |\omega|^{-\eta}, \quad \alpha_c \gg \alpha_c^*$$

(49)

with same anomalous exponent as determined from the self consistency argument discussed above:

$$\eta = \frac{d - 3/2}{2d}. $$

(50)

The threshold value of the coupling constant that separates conventional and critical Fermi liquid behavior is $\alpha_c^* = 1/(2d)$, where the $\beta$-function has a pole. It defines a separatrix that distinguishes the scaling in the strong and weak coupling regimes. While a pole in the $\beta$-function is rather unusual, it is not without precedent. A prominent example is the instanton-based derivation of the $\beta$-function of supersymmetric Yang–Mills theories in [27]. Whether the pole in $\beta(\alpha)$ of our theory is a robust phenomenon or will be smoothed is unclear at this point. If smoothed, conventional and critical Fermi liquid behavior would be separated by an unstable fixed point at $\alpha_c^* = 1/(2d)$, where $\beta$ changes sign. Thus, if one increases the value of the coupling constant, right at the antiferromagnetic quantum critical point, the system passes through yet another quantum critical point that separates conventional and unconventional behavior. This is illustrated in figure 4.

6. Scaling of dynamic and thermodynamic quantities

In this section we discuss the observable quantities as calculated with our theory in the strong coupling regime, making use of the results derived in the earlier sections. We recall that the contribution from hot quasiparticles is expected to be small. While the results below have been published before, for the most part the presentation given here is somewhat different. We also review the comparison of our results with experimental findings for two of the quantum critical heavy
fermion compounds, YbRh$_2$Si$_2$ (YRS) and CeCu$_{6-x}$Au$_x$ at $x = 0.1$ (CCA), which we believe to be described well by the strong coupling theory.

The spin fluctuations in YbRh$_2$Si$_2$, as studied by neutron scattering [28] show two components: a three-dimensional ferromagnetic component in a somewhat higher temperature range, 0.3 K $\leq T < 10$ K, that gives rise to non-Fermi liquid behavior and an incommensurate antiferromagnetic component below $T \approx 0.3$ K, which is presumably responsible for the quantum critical behavior observed at the field-tuned QCP. The critical field is low, $H_c \approx 60$ mT and the AFM critical temperature is also low, $T_N(H = 0) \approx 70$ mK, well separated from the Kondo scale of $T_K \approx 20$ K estimated for this heavy fermion compound. As the system is cooled down in the critical field, the ferromagnetic fluctuations cause a logarithmically increasing effective mass (or equivalently $1/\xi$), as observed experimentally taking the system into the strong-coupling regime (as discussed at the beginning of section 4), when the low temperature regime dominated by antiferromagnetic fluctuations is reached.

For CeCu$_{6-x}$Au$_x$ the spin fluctuations have been studied in much more detail (large crystals, no neutron absorbing elements). Quasi-two-dimensional critical incommensurate antiferromagnetic fluctuation [29, 30] are found and in addition, two-dimensional ferromagnetic fluctuations [31]. We remark that the hot regions of the Fermi surface generated by quasi-two-dimensional antiferromagnetic fluctuations in a three-dimensional metal are extended, i.e. cover a non-zero region of the Fermi surface. Both of these fluctuations may be expected to drive the system into the strong-coupling regime of a quasi-two-dimensional critical antiferromagnetic system as we considered above.

In the following we report the comparison of the theoretical result for each observable considered with available experimental data for the two compounds, YRS and CCA. Such comparisons were illustrated with figures in our earlier papers on the subject; these are cited in the appropriate places.

In figure 5, we give a sketch of a quantum critical phase diagram which identifies the various regions to which we refer below in our comparisons to data, 6.1. Correlation length of bosonic fluctuations and dynamical scaling

We begin by discussing the correlation length $\xi$ of spin fluctuations, which is identical to the one of energy fluctuations. Here and in the following, we only consider the strong-coupling regime. It follows from Equation (6) that $\xi \propto r^{-1/2}$. The renormalized control parameter $r$ is scale dependent; it depends on temperature $T$ and frequency $\nu$, and its limiting value $\lim_{r \to 0} r T \equiv r(0)$. In the critical regime (region 2 of figure 5), i.e. when we may put $r(0) = 0$, the scaling may be read off equation (6) as $\xi(T, \omega) \propto [\max\{T, \omega\}]^{-1/2}$. Here $z$ is the dynamic critical exponent, obtained by determining the scaling relation $\nu \propto q^z$ from the denominator of equation (6). By using the scaling results of previous sections for $\Lambda_0 \sim Z^{-1} \propto |\omega|^{-\eta}$, one finds

$$z = 2/(1 - 2\eta) = 4d/3.$$

It remains to determine the scaling of the correlation length with an external field representing the control parameter. For definiteness we consider a magnetic field tuned quantum phase transition in the following. The divergence of the correlation length at $\{T, \omega\} \to 0$, as a function of $H$, is by definition given as $\xi(H) \propto r_0^\nu$, where $r_0 = |H/H_c - 1|$. The correlation length exponent $\nu$ may be determined as follows. We know that $r(0)$ must vanish at the QCP as a power of $r_0$, which in general is not linear, for the following reason. A uniform magnetic field $H$ couples to the system via the spin density of conduction electrons. The corresponding coupling constant is critically renormalized near the QCP, as represented by a three-legged vertex $\Lambda$, in the limit momentum $q \to 0$. This vertex is known to be equal to $1/Z$, by virtue of the usual Ward identity. We thus have $r(0) \propto r_0/Z$. The scaling of $Z$ with $|H/H_c|$ may be derived from the scaling of $Z$ with $\omega$, $Z \propto \omega^\beta$, by noting that the two scaling relations for $\xi$, inside and outside the critical cone, have to match at the crossover, implying $\omega \propto r_0^{\gamma_c}$. It follows that $r(0) \propto \xi^{-\beta}(H) \propto r_0^{1-\gamma_c}$, from which one finds the correlation length exponent as

$$\nu = 2(2 + \eta) = 3(3 + 2d).$$

To summarize, the inverse correlation length (in units of $k_F$) may be expressed as

$$\xi^{-1}(T, H) \propto T^{-\eta} + c \xi r_0^{\nu},$$

with $T$ in units of $T_c$ and $c$ a constant of order unity. The above discussion applies as well to the case of tuning by pressure, where $r_0 = |p/p_c - 1|$, or chemical composition, where $r_0 = |x/x_c - 1|$, in which cases the corresponding particle density vertex is likewise critically renormalized by a factor $1/Z$.

In table 1, we summarize the results for the basic critical exponents, $\eta$, $\nu$, $\zeta$, for the self energy ($Z$), correlation length and dynamical exponent respectively; these determine the scaling behavior of thermodynamic and transport quantities, for spin fluctuation dimensionalities $d = 2, 3$.

In [7], we developed the scaling of the spin fluctuation spectral function; it shows the following general scaling behavior:

$$\text{Im} \chi(q, \omega) \propto T^{-2\zeta} \Phi_\eta \left(\frac{\omega}{T}, q\xi, r_0 T^{1/\nu}\right).$$
where the scaling function is given as [7]

\[ \Phi(x, u, w) = \frac{x(x^2 + a^2)^{-\eta}}{(1 + w^{2\nu})(1 + u^2) + [x(x^2 + a^2)^{-\eta}]^2}. \]  

(55)

Here, the constant \( a \) mediates the relation between energy scales \( \omega \) and \( T \), e.g. \( \omega^1 \rightarrow (\omega^2 + a^2 T^2)^{1/2} \). In the critical regime, where we may put \( r_0 = 0 \), the function \( T^{2\nu} \text{Im} \chi(q, \omega) \) obeys \( \omega/T \)-scaling.

The dynamical scaling near the QCP of CeCu_{5-x}Au_x at \( x = 0.1 \) has been studied using inelastic neutron scattering [29, 30]. In this material, the antiferromagnetic spin fluctuations appear to be quasi-two-dimensional. In the critical regime \((r_0 = 0)\) the data obey \( \omega/T \)-scaling, of the form shown in Equation (55), where the exponent \( \eta \) has been determined as \( \eta_{ls} \approx 0.1-0.15 \), while our theory gives \( \eta_{ls} = 0.125 \). A detailed comparison of experiment and theory, showing very good agreement, is given in [7].

### 6.2. Free energy

The critical behavior of the free energy may be derived from the critical behavior of the fermionic quasiparticles by expressing the free energy density in terms of the fermionic self-energy

\[ f(T, r_0) = \frac{1}{2\pi} \int_0^\infty dT' N_0 \int \frac{d\omega}{(T')^2 \cosh^2(\omega/2T')} \times \int d\Omega_k [\omega - \Sigma(k, \omega)] \]  

(56)

where \( \int d\Omega_k \) is a normalized angular integral over the Fermi surface. It may be shown that the contribution of the bosonic fluctuations to the free energy is subleading. Substituting the results for \( \Sigma \) obtained above, we find that in the strong-coupling regime, \( f \) obeys the scaling

\[ f(T, r_0) = \xi^{-(2d+1)/\nu} \Psi(\xi^{1/\nu}, T, \xi^{\nu \zeta}). \]  

(57)

This may be rewritten as

\[ f(T, r_0) = T^{(2d+1)/\nu} \Psi(r_0^{\nu \zeta}/T) \]  

(58)

where the exponent of the prefactor may be expressed as \((2d + 1)/\nu = 2 - \eta_i\).

\[ \Psi(x) \propto [1 + c_f x^{\nu \zeta}]^{-1} \]  

(59)

where \( c_f \) is a constant of order unity, and the second term in the square brackets ensures that \( f(T, H) \propto T^2 \) in the Fermi liquid regime, where \( x \gg 1 \). In equation (57) the ‘correlation volume’ enters as \( \xi^{2d+1} \) rather than \( \xi^{d+1} \). This is a consequence of the fact that the dominant critical degrees of freedom are the fermionic ones. It may be shown that \( \xi^{2d+1} = \xi^{(d+1)/\mu} \), with the fermionic correlation length given by \( \xi^{1/\mu} \propto T^{-1/\eta_i} \), which grows much faster than the bosonic counterpart \( \xi^{1/\mu} \). The fermionic dimension \( d_f = 1 \) and the fermionic dynamical exponent \( \nu_f = 1/(1 - \eta_i) \). The fermionic correlation length exponent \( \nu_f = 1 \). In the literature on quantum critical phenomena in metals the bosonic correlation length \( \xi \) is usually presented as the relevant length scale and we follow this usage.

Taking derivatives of the above free energy expressions, we may derive the critical behavior of thermodynamic quantities. We start with the specific heat coefficient \( \gamma = C/T \), found as the second derivative of \( f \) with respect to temperature:

\[ C(T, r_0)/T \propto r_0^{-(2d-3)/2d+3} + c_f T^{-(2d-3)/4d}. \]  

(60)

This implies that \( C/T \) diverges in dimensions \( d = 3, 2 \) as a power law, both when approaching the QCP at \( r_0 = 0 \) as \( T \to 0 \) or else at \( T = 0 \) as \( r_0 \to 0 \) from the Fermi liquid phase.

In the quantum critical regime, \( r_0 = 0 \), one thus finds for \( 3d \) and \( 2d \) fluctuations, \( C/T \propto T^{-1/4} \) and \( C/T \propto T^{-1/6} \), both in good agreement with the data on YRS [3, 32] and on CCA [7, 33], respectively. In the case of YRS, a classical contribution \( C/T \propto 1/T^2 \) was included; it may be traced to the excitation of spin resonance bosons [21] of energy lower than the lowest \( T \) accessible in experiment. Approaching the QCP from the Fermi liquid side our theory predicts \( C/T \propto r_0^{1/3} \) for \( 3d \)-fluctuations, in excellent agreement with data on YRS [3, 42].

Next we calculate the magnetization \( M = -\partial f/\partial H = -\partial f/\partial r_0 \) and find:

\[ M(T, H) = -M(0, H_c) \propto -r_0^{(2d-3)/2d+3} + c_f T^{-(2d-3)/4d}. \]  

(61)

which represents nonanalytic (cusp-like) behavior, as the QCP is approached. In the critical regime the linear \( T \)-law amended by a Fermi liquid \( T^2 \)-component has been shown to account well for the YRS-data [6, 35] and the CCA-data [7, 33].

The magnetic susceptibility is given by a further derivative with respect to \( r_0 \):

\[ \chi(T, H) = \chi(0, H_c) \propto -r_0^{(2d-3)/2d+3} - c_f T^{-(2d-3)/4d}. \]  

(62)

which as a function of either \( T \) or \( H \) shows a downward cusp. In the critical regime, and for \( d = 3 \) we find the power law \( T^{-4} \), which, when augmented by the Fermi liquid \( T^2 \)-component, accounts very well for the data on YRS. [6, 36]

A quantity of special interest is the Grüneisen ratio, defined as the ratio of entropy derivatives

\[ \Gamma_G = -\frac{\partial S/\partial X_T}{T(\partial S/\partial T)_X}. \]  

(63)

where \( X \) denotes a control parameter field. For concreteness we consider the case, appropriate for YRS, \( X = H \), where \( H \) is an applied magnetic field, in the following. Then, the magnetic Grüneisen ratio is

\[ \Gamma_G = -\frac{\partial M/\partial T}{T(\partial S/\partial T)_H} = \left\{ \begin{array}{ll} -G_f/|H - H_c|, & T \to 0 \\ c_f T^{-(2d-3)/4d}, & H \to H_c \end{array} \right. \]  

(64)

Here we find universal behavior in the Fermi-liquid regime, with the coefficient \( G_f = -\nu_f[z - (2d + 3)/3] = -\nu_f(z_f - d_f) \),
in agreement with the result following from a phenomenological analysis that assumes hyperscaling [37]. The magnetic Grüneisen ratio has been experimentally determined for YRS [35] to follow a $T^{-0.7}$-law in the critical regime, and a coefficient $G_\text{r} \approx -0.3$ in the Fermi liquid regime. This compares well with the theoretical results [6] $T^{-3/4}$ and $G_\text{r} = -1/3$. In CCA, $\Gamma_\text{r}$ appears to grow logarithmically with decreasing temperature, and hence much slower than the predicted $T^{-7/8}$ law. The coefficient $G_\text{r}$ has not yet been determined [3].

6.3. Transport and relaxation properties

The basic inelastic relaxation rate is obtained from the imaginary part of the self-energy. As discussed in section 2, the quasiparticle relaxation time is defined as $\Gamma = Z \text{Im} \Sigma$; it obeys the scaling law [6]

$$\Gamma = \zeta^{-2} \Psi_\text{r}(\kappa 0 \zeta^{1/2}, T \xi^2)$$

(65)

which may be reexpressed as

$$\Gamma(T, H) = T \Psi_\text{r}(\kappa 0 \zeta^{2\nu/T})$$

(66)

with

$$\Psi_\text{r}(\kappa 0 \zeta) \propto [1 + c_\text{r} \kappa 0 \zeta]^{-1}.$$ (67)

The critical behavior of the electrical resistivity $\rho(T, H)$ may be obtained in the limit of low temperatures, where the inelastic processes are small, so that the elastic scattering contribution $\rho(0, H)$ dominates. Then we may write

$$\rho(T, H) = \rho(0, H) \propto (\kappa 0 H)^2 \zeta.$$ (68)

The factor $(\kappa 0 H)^2$ accounts for vertex corrections, and is approximately given by the typical momentum transfer in a scattering process squared. Under the assumption made above that impurity scattering dominates, the relevant inelastic processes are dressed by elastic processes such that the typical momentum transfer is $k_\text{F}$, and is thus noncritical. In this case we may put $(\kappa 0 H)^2 \approx c_\text{imp} k_\text{F}^2$, where $c_\text{imp}$ is the impurity concentration. We then find

$$\rho(T, H) = \rho(0, H) \propto c_\text{imp} \left( T^{1-\eta} - T^{2} | H - H_\text{c} |^{-3/2 - 1/4}, \quad T \to 0. \right.$$ (69)

In the opposite case of clean samples (but still in the regime $\rho(T, H)/\rho(0, H_\text{c}) \approx 1$) the typical momentum transfers are small, $(\kappa 0 H)^2 \propto T^2 \zeta^2 \propto T^{2-2\eta}$ in the critical regime and $\propto |H/H_\text{c} - 1|^{-21/4 - 3/4}$ in the Fermi liquid regime. We find

$$\rho(T, H) = \rho(0, H_\text{c}) \propto \left( T^{2-2\eta} - T^{3} |H - H_\text{c}|, \quad T \to 0. \right.$$ (70)

In the case of YRS (3d spin fluctuations), we then expect $\rho(T, H) = \rho(0, H_\text{c}) \propto c_\text{imp} T^{3/4}$, in good agreement with experiment [5, 39]. A comparison of the data in [5, 39] with those of somewhat dirtier samples [40] shows that the prefactor of the $T^{3/4}$-law indeed appears to grow with impurity concentration. For CCA ($d = 2$), CeCu$_{6-\delta}$Au$_\delta$, for $x = x_\text{c} = 0.1$, we find $c_\text{imp} T^{7/8}$ in reasonable agreement with the data of [38]. These data were previously fit by a linear $T$ law, which describes the data almost as well. AFM order is found for $x \gtrsim 0.15$ but the $T_\text{N}$ can be tuned to zero by hydrostatic pressure ($p_\text{r} \approx 5$ kbar) or magnetic field($H_\text{r} \approx 0.4$ T) [41]. It was found that for pressure tuning, the critical behavior of the resistivity follows an approximately linear $T$-law, in agreement with the behavior found at the critical concentration $x = 0.1$. However, the $\rho$ data obtained by magnetic field tuning showed a $T^{3/2}$-law, as is expected for a weak-coupling spin density wave QCP. The contrast is instructive: it shows that for CCA with $x = 0.2$, both strong (pressure tuning) and weak (field tuning) coupling critical behavior may occur. We may interpret this within our theory with the conjecture that the magnetic field $H_\text{r} \approx 0.4$ T needed to reach the QCP suppresses the magnetic fluctuations thought to be necessary to get into the strong coupling regime. In this study [41], it was also found that the prefactor of the $T$ law appeared to increase with disorder.

The dynamical conductivity $\sigma(\omega + i0)$ may be represented as

$$\sigma(\omega + i0) = \frac{\omega^2}{4\pi} \frac{i}{\omega - M(\omega + i0)}$$

(71)

where $\omega^2 = 4\pi e^2 n/m$ is the plasma frequency squared and $M(\omega + i0)$ is the relaxation kernel. $\sigma(\omega + i0)$ at too high frequencies, $\omega \ll \epsilon_\text{F}$, follows, using $\omega - M(\omega + i0) = \omega Z(\omega) + i\tau(\omega)$, where $Z(\omega) = 1 - \text{Re} M(\omega)/\omega$ and $1/\tau(\omega) = -\text{Im} M(\omega)$ as

$$\frac{\omega^2}{4\pi} \frac{\tau(\omega)(1 + k_\omega \tau(\omega)Z(\omega))}{1 + [\omega Z(\omega)\tau(\omega)]^2}.$$ (72)

We note that $Z(\omega)$ may be interpreted as inverse effective mass ratio $Z = m/m^*$.

If we neglect vertex corrections we may relate $M$ to the self energy $\Sigma$ as

$$M(\omega + i0) = 2\Sigma(\omega + i0) + i\tau_\text{imp}$$

(73)

where $\tau_\text{imp}$ is the momentum relaxation time due to impurity scattering.

Near a quantum critical point and in the critical regime (control parameter $r_0 = 0$) we expect the scaling behavior of the effective mass ratio

$$Z(\omega, T; r = 0) \propto T^{\eta} \Phi_{2x}(\omega/T, r = 0),$$

$$\Phi_{2x}(x, 0) \propto x^{1-\eta}, \quad x \gg 1$$

(74)

and of the relaxation rate

$$\tau(\omega, T; r = 0) = c_\text{r} T^{1-\eta} \Phi_{r}(\omega/T, r = 0) + 1/\tau_\text{imp},$$

$$\Phi_{r}(x, 0) \propto x^{1-\eta}, \quad x \gg 1$$

(75)

$$\Phi_{r}(x, 0) = 1, \quad x \ll 1$$

where $\eta$ is the critical exponent introduced in section 4, equation (37). A simple interpolation formula for the $\Phi^\text{r}$'s would be

$$\Phi_{2x}(x, 0) = 1 + c_\text{r} x^{1-\eta},$$

$$\Phi_{r}(x, 0) = 1 + c_\text{r} x^{1-\eta}.$$ (76)
Near the critical point and in the quantum disordered regime, at $T = 0$ and non-zero but small $r$, we have for $Z$

$$Z(\omega, T = 0; r) \propto r^{(1-z)/2}\nu \Phi_\nu(|\omega| r^{-\nu}; r^{\nu+1}) = 1,$$

(77)

and for the relaxation rate

$$\tau^{-1}(\omega, T = 0; r) = \frac{1}{\tau^{\nu}_{\text{imp}}} \propto r^{(1+z)/2}\nu \Phi_\nu(|\omega| r^{-\nu}; 1) \propto \omega^2 r^{-\nu(z-1)/2},$$

(78)

where $\nu$ is the correlation length exponent and $z$ is the dynamical exponent. Here, at non-zero temperature, $|\omega|$ should be replaced by $(\text{in equation } (55)) [\omega^2 + aT^{2/3}]$, where $a$ is a constant of order unity.

The thermopower in the limit of low temperatures, when impurity scattering dominates, is given in terms of the conductivity $\sigma_{\text{imp}}(\mu)$ at chemical potential $\mu$ by

$$S = \frac{\pi^2}{3} T \frac{\partial \ln \sigma_{\text{imp}}(\mu)}{\partial \mu} \propto T m^*.$$  

(79)

Here we have used the fact that $\sigma_{\text{imp}}(\mu)$ does not depend on the renormalized effective mass, but $\mu = k_F^2/2m^*$ such that $\partial \ln \sigma_{\text{imp}}(\mu)/\partial \mu = (\partial \ln \sigma_{\text{imp}}(\partial k_F)/(m^1/2)$. An experimental study of the thermopower of YRS [42] shows a power law behavior of $S$ in the critical regime, $S \propto T^{3/4}$, just as predicted by our theory [6]. In the Fermi liquid regime, where our theory predicts $S/T \propto |H - H_c|^1/3$, experiment does show a somewhat weaker increase of $S/T$ as $H \rightarrow H_c$ [42].

The nuclear spin relaxation rate is governed by the local electronic spin fluctuation spectrum:

$$\frac{1}{\tau_{\text{nu}}} \propto \frac{1}{Z^2(\omega = 0)} \xi^{4-d} \left[ \int (dq) \text{Im} \chi(q, \omega) \right]_{\omega \rightarrow 0}$$

(80)

where $\xi^{-1} \propto T^{1/2} + c_s[H - H_c]^\delta$. In the critical regime one finds $1/T_{\text{nu}} \propto T^{-(d+1)/2}$, and in the Fermi liquid regime we get $1/T_{\text{nu}} \propto |H - H_c|^{-\delta s}$. An experimental study of the nuclear spin relaxation rate [43] in YRS shows $1/T_{\text{nu}} \propto T^{-3/4}$, with $\delta_s > 1/2$. The lowest field in this experiment is about twice the critical field $H_c \sim 0.06 T$ so outside the critical region. Our theory prediction is $1/T_{\text{nu}} \propto T^{-3/4}$. A more recent NMR study of YRS shows a field-dependent spectrum oriented parallel to the $c$-axis revealed a puzzling two-component signal [44], one component showing critical behavior, while the other has Fermi liquid characteristics.

7. Summary and conclusion

We have reviewed the theory of critical quasiparticles in the context of the properties of a metallic system in the neighborhood of an antiferromagnetic quantum critical point. We discussed the conditions under which a coherent quasiparticle description may be used to analyze the behavior of metallic electrons in the critical region where their effective mass diverges as a consequence of the interaction of the fermions with the bosonic critical quantum fluctuations. The essential ingredient of the theory is accounting for the fact that due to this interaction, both the fermions and the bosons become critical; this leads to self-consistent conditions for the electron self energy and various vertex amplitudes that renormalize the interaction between the fermions and the critical fluctuations.

The self-consistent equations have a ‘weak-coupling’ solution that reproduces the conventional picture established decades ago in works by Hertz, Millis, Moriya and reviewed in various places. However there are also strong-coupling solutions in the low temperature (or excitation frequency) regime that lead to new power laws for thermodynamic and transport properties in the critical region.

When the ordered phase has a spatial variation characterized by an ordering wave vector $Q$, as is the case for charge or spin density wave order, then there may be special regions of the Fermi surface that are connected by order parameter fluctuations of wave vector $Q$. These are the so-called ‘hot spots’. In the general case of incommensurate antiferromagnetic quantum criticality, the interaction of the fermions with a single antiferromagnetic spin fluctuation (‘one-loop’ analysis) leads to a highly anisotropic electron self energy that has singular behavior only at the hot regions of the Fermi surface. However, the coupling to two spin fluctuations (‘two-loop’ analysis), which amounts to a critical energy fluctuation, may involve a total wave vector transfer $Q \approx 0$; this gives singular behavior over the entire Fermi surface. This is the situation we have considered in the present work. Nevertheless, as a consequence of the internal structure of the interaction vertex of fermions with the energy fluctuation bosons, the hot and cold regions of the Fermi surface behave differently. We have analyzed the extent of the hot regions and we have shown that in the strong-coupling regime, there are no coherent critical quasiparticles in that part of the Fermi surface. The contributions of the incoherent parts of the electron spectrum to thermodynamics and transport are expected to be small and non-singular, so we have concentrated on the effects of the singular critical quasiparticles that live at the cold regions.

From an examination of the self-consistent expressions for the cold quasiparticles, it is evident that there is different scaling behavior in the strong and weak coupling limits. We made this explicit by a renormalization group analysis for the flow of an appropriately chosen ‘coupling constant’ that is determined by the self energy of the cold quasiparticles.

The derived properties of the critical quasiparticles in the strong-coupling regime determine the critical behavior of various transport and thermodynamic quantities. In preparation for the discussion of the experimental consequences of our theory of critical quasiparticles, we extracted, from the self-consistent analysis, the dynamical critical exponent $z$ and the correlation length exponent $\nu$ of the critical bosonic (spin) fluctuations. These enter the expressions for the spin fluctuation spectrum and the free energy in the quantum critical region; we reviewed the corresponding dynamical scaling form for both. From the free energy, we derived the critical
behavior of thermodynamic quantities: the specific heat, the magnetization, the magnetic susceptibility, and the magnetic Grüneisen ratio. We reviewed the comparison of our theoretical results for these and also the spin fluctuation spectrum (as measured by inelastic neutron scattering) with the available data on two heavy-fermion compounds, YbRh$_2$Si$_2$ (YRS) and CeCu$_6$-Au, at $x = 0.1$ (CCA), both of which exhibit quantum critical behavior.

From the scaling behavior of the electron self energy, we gave the critical behavior of transport quantities: resistivity, magnetoresistivity, dynamical conductivity, thermopower, and NMR relaxation rate. Where data for YRS and/or CCA are available, the theory gives an excellent description. All of the comparisons of theory and experiment for YRS and CCA are described and illustrated with figures in [5, 6] (YRS) and [7] (CCA).
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Appendix A. Higher order contributions to $\Sigma$

In order to probe the validity of the two-loop result for the self energy of section 3.1.2, we now estimate two higher order diagrams, containing two energy fluctuation propagators, in parallel and crossed:

$$\text{Im}\Sigma^{2E}(k) = \lambda_{2E}^2 \int (dq_1) \int (dq_2) G^r(k + q_1) G^r(k - q_2) \times \text{Im} G(k + q_1 - q_2) \text{Im} \chi(k_1, q_1) \text{Im} \chi(k, q_2) \times \left[ \left( 1 + f(k_1 - q_2) \right) \left( 1 - f(k - q_2 - q_1) \right) + \left( 1 + f(k_1 - q_2) \right) \left( 1 - f(k - q_2 - q_1) \right) \right]. \quad (A.1)$$

Here $G^r, G^r$ are the time-ordered and anti-time-ordered Green’s functions and $\lambda_{2E} = \Lambda_1^2 \Lambda_2^2$, where an additional factor of $\Lambda_1 \propto Z^{-1}$ arises from a vertex correction straddling the two endpoints of $\chi_E$ on each side of the diagram. The angular integrations of $G^r, G^r$ produce factors of $1/\eta_{1,2}$. Using $\lambda_{2E} \propto Z^{-1}$, we find

$$\text{Im}\Sigma^{2E}(k, \omega) = Z^{-1} \int_0^\infty d\omega' \int_0^\infty d\omega'' \int (dq_1^2) \times \text{Im} \chi(q_1, \nu_1) \int (dq_2^2) \text{Im} \chi(q_1, \nu_1). \quad (A.2)$$

The $q$-integrals may be done to give

$$\int dq_1^2 dq_2^2 Z^{-2} \text{Im} \chi(q_1, \nu_1) \propto \nu_1^{d-3/2} Z^{-2d+1}. \quad (A.3)$$

Finally the frequency integrals may be performed with the result

$$\text{Im}\Sigma^{2E}(k, \omega) \propto \frac{\omega^{2d-1}}{Z^{2d+1}} \propto \omega^{2d-1-4(d+1)\eta} \quad (A.5)$$

which, compared with the one-loop result $\omega^{1-\eta}$ is seen to be smaller by a factor $\omega^{-3\eta}$. We recall that $1 - 3\eta > 0$ for dimensions $3/2 < d < 9/2$, which means that the higher terms are irrelevant in dimensions $d = 2, 3$.

Appendix B. Vertex corrections from single spin/energy fluctuation exchange

B.1. Single spin fluctuation diagram

The relevant diagrams involve spin fluctuation propagators connected by single-particle Green’s functions in such a way that the total momentum is $Q$. The simplest diagram is the one with a single $q(q, \nu)$ crossing as in figure 2 with $\Gamma$ replaced by $\chi$.

$$\Lambda_{Q, \nu}^{(a)}(k_0, \omega; Q, \Omega \to 0) = \frac{\omega^2}{\eta} \int (dq) G(k + q - Q) \times G(k + q) \chi(q + Q) \propto \Sigma^{(a)}(k_0, \omega)/\eta_f, \quad (B.1)$$

where we used $G(k_0 + q - Q, \omega + \nu) \approx 1/\nu_f$ since $k_0 + q - Q$ is necessarily off-shell if $k_0, k_0 + Q$ are onshell (remember we consider incommensurate order). The vertex function $\Lambda_{Q, \nu}^{(a)}$ is not singular and may be discarded.

B.2. Single energy fluctuation diagram

The vertex function involving a single energy fluctuation (as in figure 2 with $\Gamma$ replaced by $\chi_E$) is given by

$$\Lambda_{Q}^{(b)}(k; Q) = \Lambda_{Q}^{(a)} \int (dq) G(k + Q + q) G(k + q) \chi_E(q) \quad (B.2)$$

where $k = (k_0, \omega), Q = (Q, \Omega)$ and $q = (q_1, \nu_1)$. We are interested in the limit $\Omega = 0$, and in momenta $k_0$ on the cold part of the Fermi surface. The momentum $k + Q$ is then far from the Fermi surface and we may approximate $G(k + Q + q) \approx 1/\nu_f$. The remaining expression is identical to the one for the self-energy.

$$\Lambda_{Q}^{(b)}(k; Q) \approx \frac{1}{\nu_f} \Sigma (\omega) \propto \frac{\lambda_1^2 \Lambda_2^{2d-1} (|\omega|)^{-d+1/2} \nu_f^{-d}. \quad (B.3)}{\eta_f}$$

Anticipating critical behavior of the self energy, $\Sigma (\omega) \propto \omega/|\omega/\nu_f|^{-\eta}$, $\eta > 0$, we see that $\Lambda_{Q}^{(b)} \to 0$ in the limit $\omega \to 0$. So, again, the vertex function $\Lambda_{Q}^{(b)}$ is not singular and we will drop it.
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