A Data-Based Minimal Model of Episodic Inflation Events at Volcanoes

Damian Walwer 1*, Michael Ghil 2,3 and Eric Calais 2,4

1Department of Geosciences, The Pennsylvania State University, University Park, PA, United States, 2Department of Geosciences, Ecole Normale Supérieure, PSL Research University, Paris, France, 3Department of Atmospheric and Oceanic Sciences, University of California, Los Angeles, Los Angeles, CA, United States, 4Institut de Recherche pour le Développement, Observatoire De La Côte D’Azur, Université Côte d’Azur, Géoaazur, Nice, France

Space geodetic time series, be they ground-based or space-based, have increased in length and accuracy. These series can now be mined for information on the qualitative dynamics of volcanic systems directly from surface deformation data. Here, we study three volcanoes: Akutan and Okmok that are part of the Aleutian arc, and Piton de la Fournaise on la Reunion Island. All three are continuously monitored by the Global Positioning System (GPS) and exhibit common stair step–shaped inflation cycles sometimes referred to as to as “episodic inflation events”. Here we seek to characterize the corresponding dynamical regime of pressure build-up within their plumbing system. To do so, we make use of Multichannel Singular Spectrum Analysis (M-SSA), a data-adaptive, non-parametric time series analysis methodology that allows for 1) the reliable detection and extraction of such patterns even when the corresponding signal lies close to, or even below, the data scatter; and 2) the extraction of information relevant to the underlying qualitative dynamics without a priori assumptions on the underlying physical mechanisms. For our three volcanoes, we find that the inflation cycles resemble the relaxation oscillations of a simple oscillator that involves a nonlinear dissipative mechanism. This finding provides important guidelines for physics-based models of episodic inflation cycles. In fact, the three volcanoes share a plumbing system composed of several interconnected storage bodies. Guided by the qualitative M-SSA–inferred dynamics, we formulate a simple physical model of two magma bodies connected by a conduit in which the viscosity of the fluid varies with temperature or magma crystallization. We show that such a model possesses internal relaxation oscillations similar to those of a simple oscillator. These oscillations correspond to repetitive events with sharp variations in the rate of magma transport and they can account for episodic events of pressure build-up in magma bodies, with no need for a time-dependent magma flux into or out of the system. We also show that the model’s number of degrees of freedom is consistent with the amount of information extracted from M-SSA data analysis. The approach presented here relies on the robust statistical analysis of deformation time series to constrain the phenomenology of pressure build-up within a volcanic plumbing system; it provides a novel framework for understanding the dynamics of volcanic systems.
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1 INTRODUCTION AND MOTIVATION

A large, and rapidly increasing, volume of continuous space geodetic observations is now available from ground-based data using the Global Positioning System (GPS) or from space-based data using Interferometric Satellite Aperture Radar (InSAR). These data sets are particularly dense in areas of volcanic unrest and they show a range of nonlinear temporal evolutions of surface deformation that reflect the dynamics of the underlying magmatic processes and provide information on the way pressure builds up within plumbing systems (Biggs and Pritchard, 2017). These processes may include magma flux into the magmatic plumbing system or out of it (Dvorak and Okamura, 1987; Mériaux and Jaupart, 1995; Parks et al., 2012), crystallization and degassing in melt reservoirs (Tait et al., 1989; Caricchi et al., 2014; Degruyter and Huber, 2014) or hydrothermal circulation driven by the magmatic thermal anomaly (Lu et al., 2010; Hutchison et al., 2016). The resulting surface deformation is sometimes readily visible from geodetic time series (Newman et al., 2006; Feng and Newman, 2009). In other cases, advanced time-series analysis techniques have shown that nonlinear deformation caused by magmatic processes can be present during seemingly quiet time intervals where little or no deformation is apparent in the data (Ji and Herring, 2011; Walwer et al., 2016).

A common temporal deformation pattern observed near volcanoes is that of inflation with a decaying rate; see Figure 1A. This pattern is often explained by the linear dynamics of magma influx driven by a pressure gradient between a storage reservoir embedded in an elastic medium and a deeper source (Dvorak and Okamura, 1987; Jaupart and Tait, 1996; Lenglin et al., 2008; Pinel et al., 2010). In this case, the characteristic time scale of decay in the inflation rate can be related to physical properties of the plumbing system, such as the volume of the storage zones and their effective bulk modulus.

Other types of inflation patterns, such as successive transient inflation episodes superimposed onto longer-term inflation are also commonly observed; see Biggs and Pritchard (2017) and Figures 1B,C here. Such a pattern is sometimes referred to as “episodic inflation events” (Ji et al., 2017). At the Aleutian volcano Akutan, for instance, repeating transient inflation events are superimposed onto a secular linear inflation of the volcano (Walwer et al., 2016; Ji et al., 2017; Xue and Freymueller, 2020). Other volcanoes that exhibit repeating transient inflation events include Okmok (Alaska) and Piton de la Fournaise (La Réunion) (Peltier et al., 2008; Walwer et al., 2016; Xue and Freymueller, 2020).

The amplitude, spatial wavelength, and time scale of these events can vary significantly from one volcano to the other. As a result, these episodic inflation cycles are difficult to relate to a single physical process and are therefore sometimes interpreted as the result of ad hoc time-dependent forcing mechanisms, such as pulses of magma flux, degassing, or heat flux (Biggs et al., 2009; Peltier et al., 2009; Biggs et al., 2010; Xue and Freymueller, 2020). It is also worth noting that—in some cases, such as for the Okmok volcano and Piton de la Fournaise—successive inflation events do precede large eruptions while in other cases, such as at Akutan, they do not (e.g., Ji et al., 2017; Walwer et al., 2019).

Here we seek to extract temporal variability patterns from continuous deformation measurements at volcanoes that experience repetitive inflation events and to mine the available data for qualitative information on their underlying dynamics. To do so, we objectively extract repeating transient inflation signals at three volcanoes—Akutan, Okmok and Piton de la Fournaise—using a data-adaptive statistical methodology, namely Multichannel Singular Spectrum Analysis (M-SSA), applied to continuous GPS time series (Walwer et al., 2016).

These three volcanoes, which display such repetitive inflation events, have the advantage that their plumbing systems are well constrained by independent geochemical, petrological, seismic and geodetic datasets. We illustrate the resemblance of their deformation patterns using phase portrait reconstructions (Guckenheimer and Holmes, 1983; Ghil and Childress, 1987; Jordan and Smith, 2007), which indicate a striking dynamical similarity amongst them. To extract the dynamical features that lead to the observed phase portraits, we use a simple nonlinear oscillator that shares qualitative behavior with the inflation cycles observed at the volcanoes studied herein. This analogy, in turn, provides guidelines that we then use to build a physical model based on the plumbing system of the volcanoes being investigated.

The present paper aims in particular at presenting the connection between statistical analysis of GPS time series and dynamical modeling of volcanoes. The data used and the methods applied are presented in Section 2. In Section 3, we apply M-SSA to the GPS time series. The similarities in the phase portraits obtained for the three volcanoes are discussed in Section 4. The model for pressure build-up through magma flow between connected reservoirs is formulated in Section 5. Concluding remarks follow in Section 6 and we emphasize the consistency between our dynamical modeling approach and the amount of information contained in the geodetic data extracted and analyzed using our M-SSA methodology.

2 DATA AND METHODS

2.1 Three Volcanoes and Their GPS Data Sets
We used position time series from continuous GPS data at stations located on three volcanoes: Akutan (8 stations) and Okmok (5 stations) in Alaska, and Piton de la Fournaise (10...
stations) on La Réunion island (Figure 2). For Akutan the time series were taken from the Plate Boundary Observatory, pbo.unavco.org; they are expressed with respect to a North American Reference Frame. Time series recorded at Okmok and Piton de la Fournaise (Pdf hereafter) were taken from the Nevada Geodetic Laboratory geodesy.unr.edu; they are expressed with respect to a North American reference frame and to the IGS international reference frame (IGS14), respectively (Blewitt et al., 2018). These time series contain the magmatic signals we are interested in, but also components of tectonic deformation, seasonal deformation due to atmospheric and hydrological processes, and GPS measurement noise.

Akutan and Okmok are located close to a subduction system where interseismic tectonic loading produces long-term deformation of the whole plate margin, including the volcanoes. At Akutan, the linear trend that dominates the variance of the time series is probably the result of this tectonic loading combined with a local volcanic inflation caused, for instance, by a constant magma flux into Akutan’s plumbing system. Following the approach of DeGrandpre et al. (2017), we remove the tectonic signal by considering the time series of baselines with respect to station AV15, the site farthest away from the volcanic center (Figure 2). This site is likely to record mainly tectonic deformation shared across the other Akutan GPS sites and it thus allows us to remove the common tectonic signal while conserving the magmatic signals we are interested in, including a linear volcanic inflation (DeGrandpre et al., 2017; Ji et al., 2017).

At Okmok, the smaller number of continuous GPS stations, together with gaps in the GPS time series at sites far away from the volcanic center, do not allow us to use the baseline approach described above for Akutan. However, volcanic signals at Okmok are of much larger amplitude, and InSAR time series, displayed in Biggs et al. (2010) for example, show that the GPS signals recorded before the 2008 eruption are superimposed onto a longer period signal with inverse exponential shape, characteristic of the dynamics of infilling of a magma reservoir (e.g., Reverso et al., 2014; Walwer et al., 2019). We therefore consider that the signals starting in 2003, before the 2008 eruption, mainly reflect volcanic deformation.

The PdF corresponds to an active hot spot within the Somalian tectonic plate; hence, no signal of tectonic loading is expected to be present in the deformation time series. Flank instability was associated with the 2007 co-eruptive and post-eruptive deformation events, but our study focuses on the signals preceding the 2007 eruption (Tridon et al., 2016; Poland et al., 2017).

2.2 Basic Ingredients of the M-SSA Analysis

In order to isolate the displacements associated with the activity of the volcanic systems from other geophysical signals—such as seasonal oscillations of atmospheric or hydrological origin—and from the GPS measurement noise, we filtered the position time series using M-SSA. M-SSA is a data-adaptive, non-parametric method that simultaneously exploits the spatial and temporal correlations associated with time evolving data sets (Ghil et al., 2002; Groth and Ghil, 2015; Alessio, 2016; Walwer et al., 2016). Apart from unraveling signals of different origins and signals from noise, M-SSA helps extract information about the underlying qualitative dynamics from the time series. The
connection between M-SSA results of statistical time series analysis and dynamical systems behavior has been the subject of considerable research (Broomhead and King, 1986; Vautard and Ghil, 1989); it is exploited in Section 4.1 and Section 6.1 of the present paper.

M-SSA decomposes a set of $D$ time series into modes of spatio-temporal variability that correspond to nonlinear trends, oscillations, or noise. These modes are derived from the eigenvectors of the covariance matrix:

$$ C = \frac{1}{(N - M + 1)} X' X. \quad (1) $$

Here, $C$ is computed from the ensemble of $M$ lagged copies of the $D$ time series composing the data sets and forming the columns of matrix $X$. This matrix, referred to as the “trajectory matrix,” provides a useful connection between M-SSA analysis and dynamical systems theory (Ghil et al., 2002) that is further exploited in Section 4.1.

The maximum period of the modes that can be extracted using the M-SSA is roughly $M \tau_s$, where $\tau_s$ is the sampling interval of the time series. Here we used $\tau_s = 1$ day for the three GPS data sets analyzed for Akutan, Okmok, and PdF. The choice of $M$ depends on the characteristics of the analyzed time series and the period of the signal one wants to extract.

The decomposition of the covariance matrix $C$ given by

$$ \Lambda = E' C E \quad (2) $$

yields the $D \times M$ real eigenvalues that are the diagonal elements of $\Lambda$ and the eigenvectors that appear as the columns of $E$. Signals that are strongly correlated in space and time in a given data set are captured as the modes with the largest eigenvalues. Here, we expect these modes to be signals of magmatic origin.

The projection of the time series and their lagged copies contained in the trajectory matrix $X$ upon the eigenvectors gives the principal components (PCs) that form the columns of the matrix

$$ A = X E. \quad (3) $$

The PCs are time series that represent the temporal behavior of the extracted modes. The variance of the data set described by each PC is given by the corresponding eigenvalue. The PCs can be seen as a sparse representation of the time-dependent patterns shared across a set of time series. They are a convenient tool for 1) visualizing the temporal shapes of the modes extracted by the M-SSA, and 2) identifying which modes may correspond to magmatic signals and which ones are more likely to represent either noise or geophysical signals of non-magmatic origin, such as seasonal oscillations caused by hydrological loads.

Once the modes corresponding to the magmatic deformation are identified, one can reconstruct the corresponding signal by projecting the PCs onto a set $K \subset \{1, \ldots, DM\}$ of the eigenvectors:

$$ R = A K E' = X E K E'. \quad (4) $$

This subset corresponds to the signal of interest, and $K$ is a diagonal matrix of size $D M \times D M$ whose elements $K_{kk}$ are 1 if $k \in K$ and 0 otherwise. The reconstructed components, called RCs hereafter, provide the appropriate visualization of the signal after filtering out non-magmatic components and the lower-variance noise (Ghil et al., 2002; Alessio, 2016, and references therein). The RCs can also be used to represent the corresponding spatial deformation patterns at GPS in map view, for instance for selected time intervals (Walwer et al., 2016).

3 M-SSA EXTRACTION OF EPISODIC INFLATION EVENTS

3.1 Applying M-SSA to the GPS Data Sets

We performed the M-SSA analysis on GPS time series recorded at the three volcanoes under study, for time intervals that contain the same number of cycles for each volcano, i.e., three episodes of inflation. Having the same number of episodic inflation events for the three volcanoes allows us to consistently compare and discuss the statistical information obtained, as well as the dynamics inferred therefrom.

Before applying M-SSA we removed the linear part of the time series that accounts for a large portion of the data variance. Removing the linear trend before applying M-SSA is commonly done to focus the analysis on the nonlinear part of the volcanic signal; see Walwer et al. (2016). Linear trends represent, in all likelihood, longer-term inflation upon which the nonlinear volcanic signal we are interested in is superimposed. While the time series analysis presented here focuses on the nonlinear signals, we do not preclude that the inflation trends play a role in the observed dynamics.

The connection between the extracted nonlinear signals and the long-term inflation is explained in Section 5.2 and discussed in Section 6.1 as well. Examples of detrended time series plotted over the selected time intervals are displayed in the Figure 2C. At Okmok and PdF, the last inflation episode—the few points ending the bottom time series in Figures 2—precedes a large co-eruptive deflation event.

The main input parameter for the M-SSA analysis is the maximum lag $M \tau_s$ used to compute the entries of the covariance matrix $C$ in Eq. 1. Because the duration of the magmatic inflation events is different amongst the three volcanoes, the selected value of $M \tau_s$ also differs for each data set. We use $M \tau_s = 400$ days for Akutan, $M \tau_s = 150$ days for Okmok, and $M \tau_s = 30$ days for PdF. The singular spectra—i.e., the normalized eigenvalues ranked in decreasing order—are displayed in Figure 3 together with the first 6 PCs. The relative variance captured by these PCs is given by the associated normalized eigenvalues, so that, for example, PC 1 at Akutan, Okmok and PdF describes respectively 5, 60 and 25% of the variance of the corresponding data set. Table 1 contains a summary of the characteristics of the data sets analyzed herein, together with the M-SSA input parameters and results.

3.2 Mode Selection for the Volcanic Signals

We select the modes associated with magmatic signals based on their large variance and on two additional criteria. First, we search for temporal patterns that consist of relatively short inflations
followed by longer intervals of rest or small-amplitude deformation. Because we detrended the time series before applying M-SSA, such a pattern corresponds to the PCs in Figure 3 that reflect intervals of increase in displacement, followed by a decrease in displacement. Second, we use the selected mode to reconstruct the corresponding nonlinear signals using Eq. 4, together with the extracted linear trend to represent the associated displacements in map view in order to check that the reconstructed spatial pattern is qualitatively consistent with volcanic inflation, i.e., radial displacements centered on the active crater that decay in amplitude with distance (Figure 4). The final check on the number of M-SSA modes \( S \) retained at each volcano relies on the consistency of the temporal and spatial pattern of the reconstructed displacements.

There is always a part of arbitrary decision when choosing the modes to reconstruct a given signal. The impact of this educated guesswork can be minimized by applying significance tests to specifically determine which modes are likely to be associated with colored noise, as opposed to a true geophysical signal. Varying the window size \( M \) within a reasonable range around the chosen values can constitute such a test. For the data sets at hand, we found that it does not affect the results of our analysis.

More sophisticated tests rely on the formulation of a null hypothesis against which the M-SSA results can be tested (Groth and Ghil, 2015). Such a test was performed for Akutan volcano by Walwer et al. (2016); we did not find it necessary to perform it for Okmok and PdF here, since the corresponding magmatic signals there are of much greater amplitude and readily visible in the data. Also, we observed that the reconstructed signal at the latter two volcanoes leads to spatial and temporal patterns that are quite consistent with the expectation of magmatic inflation–deflation events.

A key aspect of the M-SSA analysis, as further discussed in Section 6.1, is that the number of modes \( S \) used to reconstruct the signals is an output of the analysis itself. In the following, we provide details on how the leading modes were chosen in order to reconstruct the deformation signal for each volcano.

3.2.1 Akutan
Walwer et al. (2016) applied M-SSA to the Akutan GPS time series and the details provided there on the choice of the M-SSA parameters are not repeated here. The left panels of Figure 3 show the first 20 eigenvalues and the first 6 PCs obtained. One can clearly distinguish two groups of PCs: PCs 3–6 display oscillations with either an annual (PCs 3-4) or a semi-annual
(PCs 5-6) period, while the combination of PCs 1-2 corresponds to a nonlinear trend that may include longer periods. PC 1 has an M-shape and captures the "skeleton" of the nonlinear trend associated with magmatic deformation, while PC 2 accounts for high-rate deformation that is correlated with the time intervals over which PC 1 displays an increase in displacement.

It follows that the best combination to use for reconstructing a spatially consistent volcanic signal is the combination of PCs 1 and 2. These two modes together account for roughly 7% of the detrended time series total variance. The corresponding spatial patterns for selected episodes of inflation, as well as an example of a M-SSA reconstructed time series that includes also the linear trend, are displayed in Figure 4. As expected, they show a clear radial displacement centered on the summit of the volcanic edifice, typical of a magmatic process.

### 3.2.2 Okmok

The singular spectrum at Okmok is displayed in the middle column of panels in Figure 3, along with the first six PCs. The first eigenvalue stands clearly above the rest of the spectrum and captures about 60% of the total variance. The associated PC has an M-shape very similar to PC 1 extracted at Akutan and, in the same way, captures the "skeleton" of the nonlinear temporal pattern of magmatic deformation.

The second PC, while accounting only for ~6% of the detrended time series variance, captures a signal correlated with the first PCs and is needed to properly reconstruct the signal shown in Figure 4. We note here the striking similarities between the first two PCs at Akutan and Okmok, obtained without any a priori assumptions. These phenomenological similarities reflect, with some likelihood, a similarity between the dynamics underlying the two magmatic systems; see Section 4.1 below.

#### 3.2.3 Piton de la Fournaise (PdF)

The singular spectrum for PdF in the right column of Figure 3 shows that the first two modes account for roughly 45% of the detrended time series total variance. As for PC 1 at Akutan and Okmok, these first two modes combined describe the "skeleton" of the nonlinear magmatic deformation pattern. The third eigenvalue stands also slightly above the rest of the modes, capturing about 10% of the total variance. The associated third PC has a peak that occurs simultaneously with the second episode of increase in displacement, as reflected by PCs 1 and 2. As for the PC 2 at Akutan and Okmok, PC 3 at PdF further emphasizes the asymmetry between the inflation episodes and the episodes of rest or small-amplitude deformation.

We selected, therefore, these first three modes to reconstruct the nonlinear volcanic signal at PdF (right panels in Figure 4). The reconstructed spatial patterns of displacement are more asymmetric than at Akutan or Okmok. This asymmetry is, most likely, a result of melt pressurization of shallow structures, such as dykes or sills, at PdF, instead of the deeper
magma reservoirs present at the other two volcanoes (Peltier et al., 2008).

4 SIMILARITIES IN DYNAMICAL BEHAVIOR

4.1 Phase Portrait Reconstruction

To gain insight into the dynamics described by the filtered time series considered above, we now introduce a nonlinear relaxation oscillator whose solutions share certain key features with the behavior of all three volcanoes under study. The repetitive character of the transient inflation episodes studied herein motivates the use of an oscillator to provide phenomenological insights into mechanisms that may drive the cyclic behavior of interest.

Our highly idealized oscillator is not meant to explain the detailed physics of the natural processes at play. But it does help identify features that lead to the qualitative dynamical behavior observed in the data. These features, in turn, will serve as constraints for designing a physical model for the observed oscillations, as described in Section 5.2 below.

In order to identify the proper design features for our oscillator, we first compute phase portraits for the three volcanoes by plotting the PCs identified as magmatic signals in a phase plane (Packard et al., 1980; Roux et al., 1980; Takens, 1981; Gualandi et al., 2020). Such phase portraits show the evolution of a dynamical system as trajectories that contribute to a geometric representation of the system’s dynamics. In phase space, stationary solutions appear as fixed points and periodic ones as closed trajectories, called limit cycles (Guckenheimer and Holmes, 1983; Jordan and Smith, 2007). These representations highlight, in particular, how the dynamics of a system that is out of equilibrium is organized around equilibrium states (Ghil and Childress, 1987; Deremble et al., 2009). The goal here is to extract qualitative features of the magmatic systems’ dynamics.
The use of M-SSA to reconstruct phase portraits is inspired by the work of Broomhead and King (1986) and exploits several advantages of the M-SSA algorithm. First, the M-SSA results are obtained without a priori information on the dynamics that produced the volcanic signals. This is not necessarily the case for other signal processing techniques that use functions with predetermined temporal or spatial shapes to extract geophysical signals, and hence rely—sometimes implicitly—on assumptions about the underlying dynamics. Second, the connection between M-SSA and the qualitative dynamical study of physical systems is supported by theoretical, experimental, and observational work (Packard et al., 1980; Mañé, 1981; Takens, 1981; Broomhead and King, 1986; Vautard and Ghil, 1989). M-SSA can be seen as a particular formulation of the so-called "method of delays" that integrates observational time series into an embedding space through the construction of a trajectory matrix such as the matrix $X$ introduced in Section 2.2. We refer the reader to Ghil et al. (2002) and (Alessio, 2016, Ch. 12) for comprehensive reviews of the connection between M-SSA and the dynamical study of natural systems from observational time series.

Reconstructed phase portraits for the three volcanoes are shown in Figure 5. The trajectories form almost closed orbits, typical of oscillatory behavior, with slight spiraling in and out. The striking similarities in the phase space structure of the trajectories drawn in Figure 5 between the three volcanoes indicate a dynamical similarity between them for the time intervals studied herein. A feature common to the phase portraits is that the trajectories are highly asymmetric about the horizontal line. This asymmetry is caused by PC 2 for Akutan and Okmok, and PC 3 for PdF. The latter PCs emphasize the relatively fast inflation episodes and further enhance the asymmetry between the deformation during the fast inflation events compared with the following, slower time intervals.

Note that the phase portraits in Figure 5 that we reconstructed from the GPS time series correspond to a particular perspective on the phase space and the volcanoes’ dynamics. Alternative views of phase space trajectories can be constructed and may include, for example, the longer-period inflations that were initially removed but contain also information on the dynamics. The perspective we choose to display in Figure 5, however, contains the features we wish to focus on and serves well the line of reasoning presented in the following sections.

4.2 A Simple Conceptual Model

The phase portraits in Figure 5 indicate that further insight into the nature of the observed oscillations will be provided by formulating and analyzing a simple, nonlinear oscillatory model. The purpose of such a conceptual model is only to reproduce the first-order qualitative features of the phase portraits. As explained in the previous subsection, these phase portraits provide only one particular perspective upon the volcanic systems’ dynamics. Thus, the following conceptual model aims to replicate only the first-order features apparent from this perspective in order to gain basic insights into the dynamics associated with it. The choice of the model presented below is somewhat arbitrary and mainly motivated by its relative simplicity. Still, this exercise will help us formulate constraints relevant to the more detailed physical models described in Section 5.2.

Our conceptual model is governed by the following system of two coupled ordinary differential equations:

$$\dot{x} = y,$$

(5a)
oscillatory solutions, as is the case for the following much simpler example Jordan and Smith (2007). Both the dependent variables damping coefficient below. The simpler system (5a, 5b) contains the possibility of oscillatory solutions, as is the case for the following much simpler system that would be obtained, for instance, by setting $\mu = 0$ in Eq. 5b

$$\dot{y} = -\mu [x^2 + (y + y_0)^2 - 1]y - x; \quad (5b)$$

here $x$ and its time derivative $y$ are the system's two coupled variables, while $\mu$ and $y_0$ are independent parameters; see for example Jordan and Smith (2007). Both the dependent variables $x, y$ and the independent variable $t$ here are dimensionless.

The model governed by Eqs 5a, 5b contains the possibility of oscillatory solutions, as is the case for the following much simpler system that would be obtained, for instance, by setting $\mu = 0$ in Eq. 5b

$$\dot{x} = y, \quad \dot{y} = -x. \quad (6)$$

Whether this ability to oscillate is realized for the system (Eqs 5a, 5b) depends on the model parameter values, as we shall see below. The simpler system (Eq. 6) is (a) linear, and (b) it is conservative, while system (Eqs 5a, 5b) is neither. The nonlinearity in Eqs 5a, 5b results from the form of the damping coefficient

$$\kappa = \kappa(\mu, y_0) \equiv -\mu [x^2 + (y + y_0)^2 - 1]. \quad (7)$$

The cases where $\kappa < 0$ and of $\kappa > 0$ are referred to as positive and negative damping, respectively.

For simplicity, let us assume that $y_0^2 < 1$. In this case, the regime into which the system evolves is controlled by the value of $\mu$. For $\mu < 0, \kappa < 0$ in Eq. 7 as long as $x^2 + y^2$ is small enough and this regime has exactly one fixed point, i.e., one steady-state solution at the origin. This fixed point is linearly stable for the dissipative situation characterized by $\mu < 0$. Linear stability means that, for any initial state sufficiently close to the origin, the system will spontaneously evolve towards the latter.

For $\mu = \kappa = 0$, as in system (Eq. 6), there exist an infinite number of concentric, perfectly circular trajectories. When $\mu > 0, \kappa$ becomes positive, as long as $x$ and $y$ are located in the grey area of Figure 6, which contains the origin. This positive damping causes the origin to become unstable, and so the system's trajectories spiral out, until they enter a region in which $\kappa$ changes sign and thus limits further increase of the $x^2 + y^2$ distance from the origin. As a result, only a single closed trajectory exists, due to the damping. This trajectory is typically not circular, due to the nonlinearity, as illustrated by the one in Figure 6, computed for $\mu = 10$.

The change in the dynamics of a nonlinear deterministic system from a unique stable fixed point to a stable closed orbit—such as the one seen in Figure 6—is called a Hopf bifurcation and the closed orbit itself is called a limit cycle (Guckenheimer and Holmes, 1983; Ghil and Childress, 1987; Jordan and Smith, 2007). The particular type of nonlinear oscillations that involve sawtooth-type behavior, as opposed to the sinusoidal oscillations of Eq. 6, with rapid escape from a no-longer stable fixed point followed by slow relaxation back to it, are called relaxation oscillations (Van der Pol, 1926; Ghil and Childress, 1987; Grasman, 2011; Ghil, 2019). In fact, the limit cycle in Figure 6 is precisely of the relaxation-oscillation type: not only is its shape not circular, but the velocities along it are nonuniform. This nonuniformity is highlighted by the changes in the slope of the $x(t)$ and $y(t)$ curves in the lower panels of Figure 6.

A first-order feature noticeable in Figure 6 that is common to the GPS observations at the three volcanoes studied here and is likewise present in the simple system governed by Eqs 5a, 5b is the alternation of intervals of fast increase in the observed quantities, followed by intervals with slower variations. For the three volcanoes, this correspond to relatively short and rapid inflation episodes, followed by longer intervals of small-amplitude deformation. This observed behavior is analogous to the fast increase in $x(t)$, followed by its slower decrease, in the conceptual model.

We argue that, at the volcanoes being studied herein, these common patterns can be modeled as resulting from asymmetric oscillations similar to the ones in the conceptual model of Eqs 5a, 5b. This inference is also supported by the closed orbits of the phase portraits in Figures 5, 6. Pursuing this line of thought, one might suspect that the observed magmatic regime of the three volcanoes can be modeled as resulting from the loss of stability of an equilibrium point that is causing a Hopf bifurcation such as in the nonlinear oscillator of Eqs 5a, 5b.

![Figure 6](Image_url)
Another important constraint we can extract from this analogy is that the “skeleton” of the dynamics—i.e., the main temporal pattern according to which these volcanic systems evolve—can be modeled by considering the interaction of merely two variables, like the two degree of freedom $x$ and $\hat{x} = y$ of our conceptual model. This point is further discussed in Section 6.1 and supported by the statistical results obtained by M-SSA in Section 3.

Dynamical similarity does not necessarily imply physical similarity (Barenblatt, 2003). In the following section, however, we present a more complete physical model that shares some of the dynamical features described above, such as Hopf bifurcation, and provides new insights into the behavior of the three volcanoes studied herein.

5 MAGMA FLOW BETWEEN CONNECTED STORAGE ZONES

We start this section by presenting evidence—for the three volcanoes studied herein—on a plumbing system composed of interconnected storage bodies fed by a deeper source. These storage bodies are either magma chambers or, as in the case of PdF, shallow networks of dykes and sills. The presence of interacting storage bodies is a key feature of the model presented in Section 5.2 below. This model aims to explain recurrent inflation events as reflecting an oscillatory regime caused by loss of stability of an equilibrium state in a manner that recalls the Hopf bifurcation in the conceptual model of Section 4.2.

5.1 Evidence for Connected Storage Zones of Magma

5.1.1 Akutan

The analysis of seismicity at Akutan volcano by Syracuse et al. (2015) highlights the elements that compose Akutan’s plumbing system. The precise location of seismic events shows that earthquakes beneath Akutan are clustered at depths that range between the near surface and roughly 30 km. Crustal seismic tomography shows a low-velocity zone located at depths of 7.5–10 km below the eastern flank of Akutan’s caldera (Syracuse et al., 2015). Interestingly, this low-velocity region seems to indicate the presence of storage zones that are distinct from the detected source of deformation located through geodetic data inversions around 4 km depth (Ji et al., 2017).

Moreover, part of the earthquakes occurring between 2003 and 2009 are low-frequency events (LFEs) at depths ranging from 10 to 27 km. LFEs are often interpreted as reflecting fluid transport in general, for instance episodes of magma transport (Power et al., 2004; Shapiro et al., 2018). They may indicate that a source supplies a part of the shallow plumbing system located around 7–10 km depth, which may in turn feed shallower storage zones. The latter could include, for example, the one detected by Ji et al. (2017) and located around 4 km depth (Syracuse et al., 2015).

Overall, seismic and geodetic observations at Akutan volcano point towards a plumbing system in which a deep reservoir supplies shallower melt bodies (Syracuse et al., 2015; DeGrandpre et al., 2017). This interpretation is also supported by the recent tomographic study of Koulakov et al. (2021), which provides a detailed imaging of Akutan’s plumbing system; see their Figure 8. Discrete inflation events, such as the ones displayed in Figure 4 herein, together with LFE occurrences, reflect discrete episodes of increase in the rate of shallow reservoir outflux (DeGrandpre et al., 2017).

5.1.2 Okmok

Different types of observations also indicate that Okmok’s plumbing system is composed of several melt storage zones, as briefly reviewed by Walwer et al. (2019). For instance, Larsen et al. (2013) found that the geochemistry and petrology of cones and vents created during the 1997 and 2008 eruptions implies melt sources coming from storage zones at distinct depths. In particular, more mafic material erupted during the 1997 eruption than in 2008, leading Larsen et al. (2013) to propose a deep storage body that feeds shallower reservoirs, inside which the magma evolution may vary from one eruption to the next.

Geodetic data sets also highlight the complexity of Okmok’s plumbing system. The spatial deformation pattern observed by GPS shows that both the 2008 source of precursory...
inflation—which occurred just before the eruption—and the source of the co-eruptive deflation are shallower and horizontally shifted from the source of the 1997 and 2008 deformation episodes (Freymueller and Kaufman, 2010). Xue et al. (2020) modeled the post-eruptive deformation in 2008 as resulting from the pressurization of a shallow sill fed by a deeper Mogi source. Moreover, InSAR time series from 1997 to 2008 recorded at Okmok reveal two successive episodes of inflation with a decreasing rate: one from 1997 to 2002 and then another one from 2002 to 2008; see Biggs et al. (2010), Figure 7 and Walwer et al. (2019), Figure 2. Walwer et al. (2019) interpreted this deformation sequence as reflecting interactions between two magma bodies.

A schematic plumbing system for Okmok, inferred from a combination of geodetic, geochemical, and petrological data, is depicted in Larsen et al. (2013), their Figure 14. It indicates that several shallow melt bodies are connected to a deeper, mid-crustal magma reservoir that is itself supplied with basaltic magma from greater depths.

5.1.3 Piton de la Fournaise (PdF)

Peltier et al. (2009) reviewed geochemical and petrological data from PdF and showed that several types of lavas erupted during its recent activity. Minerals in some lava bodies crystallized in a shallow storage zone located at roughly 2 km depth (Famin et al., 2009). Melt inclusions in materials from the 2005 eruptions show that the crystallization of olivine occurred at shallow depths of 0–2.5 km (Famin et al., 2009). The maximum estimated depth for the entrapment of melt inclusions is consistent with the estimated depth of the source of deformation determined from geodetic measurements, as well as with the source of most earthquakes located between 200 m and 2.5 km below the surface (Peltier et al., 2009). According to Peltier et al. (2008), the corresponding reservoir is likely to be connected to a shallow network of dykes and sills that regularly get pressurized and produce episodic inflation events, such as the ones displayed in Figure 4 herein.

The geochemistry of the lava from the 1998 eruption shows that it underwent fractionation, which indicates a deeper origin and is consistent with seismic events in 2005 and 2008 located at depths of around 7.5 km (Battaglia et al., 2005; Boivin and Bachelery, 2009). Battaglia et al. (2005) describe a seismic swarm migrating from 7.5 km to the surface before the March 1998 eruption.

All together, the observations summarized above show that the PdF plumbing system contains at least two reservoirs. One corresponds to the source of surface inter-eruptive deformation and is located at a depth of about 2 km. It supplies an overlying network of dykes and sills generating the episodic inflation events such as the ones displayed in Figure 4, together with eruptive activity. A second reservoir corresponds to a source of deeper seismicity at about 7.5 km depth. A schematic representation of the PdF plumbing system is proposed in Famin et al. (2009), Figure 8.

5.2 A Model of Interacting Storage Zones

5.2.1 Basic Geophysical Insights

In Section 4.1, we showed that a nonlinear oscillator captures key features of the qualitative dynamics of the three volcanoes studied herein. We then described evidence for connected magma storage bodies—whether magma reservoirs or a reservoir connected to a shallow network of dykes and sills—for all three volcanoes. We now present a more detailed physical model that builds upon these findings and produces relaxations oscillations similar to the observed ones.

Before formally describing the model, let us first provide some basic insights into the mechanisms at play. Our model treats magma transport as driven by pressure variations between two storage bodies, a shallower and a deeper one. This scheme is typical of models often used for magma plumbing systems (Lenglin et al., 2008; Pinel et al., 2010; Reverso et al., 2014). Here, however—depending on the characteristics of the plumbing system being modeled, as described in Section 5.1—these two bodies correspond either to lower and upper crustal magma bodies or to two relatively shallow magma bodies, the latter being more appropriate for the PdF plumbing.

In our case, the deeper storage is fed from below at a constant rate, so that the transient inflation events described above are not a result of ad hoc variations in the overall magma flux, contrary to most other approaches. As magma flows from the deeper storage body into the shallower one, it undergoes decompression-induced crystallization that leads to a viscosity increase in the connecting conduit. The resulting larger viscosity lowers the efficiency of the hydraulic connection between the two storage bodies, which eventually cancels out the pressure gradient driving the flow.

As the deeper storage zone keeps being supplied from below at a constant rate, its pressure continues to build up. Under such circumstances, the viscosity-dependent velocity of the magma flow connecting the two storage zones can exhibit a sudden pulse to reduce the pressure gradient and bring the system closer to its equilibrium state of equal pressure between the two storage zones.

When the proper conditions are met, this phenomenon repeats, so that pressure in the top storage zone builds up in a staircase manner, i.e., with transient episodic increases in pressure. This pressure build-up regime is of the relaxation oscillation type, and thus dynamically similar to the one presented in Section 4.2, which also explains the occurrence of sharp pressure variations between the storage zones that alternate with more gradual variations. We argue that these transient increases in pressure in the uppermost storage zone are the cause of the episodic inflation events described in Section 3.2.

5.2.2 Mathematical Model Formulation

A schematic representation of our model is displayed in Figure 7 and the associated variables and parameters are summarized in Table 1. Formally, a hydraulic connection of length $L$ and radius $a$ links two storage bodies of volumes $V_T$ and $V_B$, with pressures $P_T$ and $P_B$. Subscripts $B$ and $T$ refer to bottom and top, respectively. The bottom body is fed with from below with constant magma flux $Q$.

The magma rises through the conduit between the two storage bodies with an horizontally averaged vertical velocity $w$. Doing so, the magma viscosity changes. Several mechanisms can lead to this; here we assume that viscosity increases as a result of
decompression-induced crystallization, as described by Blundy and Cashman (2001) for instance. This mechanism is motivated by the observations at Okmok and PdF, where Larsen et al. (2013) and Famin et al. (2009) have described evidence of crystallization and degassing during magma ascent. We follow Barmin et al. (2002) and consider that, along the conduit, the viscosity is given by a step function and switches from the constant value $\mu_B$ to the constant value $\mu_T$ when the crystal content $\beta$ per volume reaches the threshold value $/C22$ (Figure 7).

The model presented here builds upon the insights of Whitehead and Helfrich (1991) and Barmin et al. (2002) on velocity-dependent viscosity in magmas; further details on its derivation are provided by Walwer et al. (2019) and in Supplementary Appendix SB of the present paper as well. The resulting system of equations

\[
\frac{dP_B}{dt} = Q - w \frac{E_n a^2}{V_s},
\]

\[
\frac{dP_T}{dt} = w \frac{E_n a^2}{V_s},
\]

\[
\frac{dw}{dt} = \begin{cases} 
\frac{1}{L_p} ((P_r - P_s) + \rho g L) - \frac{8w}{\alpha} \frac{w a}{\alpha} & \text{for } w \leq \bar{w}, \text{ and} \\
\frac{1}{L_p} ((P_r - P_s) + \rho g L) - \frac{8w a}{\alpha} & \text{for } w > \bar{w}
\end{cases}
\]

(8)

governs the joint temporal evolution of the bottom and top pressures, $P_B$ and $P_T$, as well as of the vertical velocity $w$. It is derived from the coupling between the horizontally averaged vertical magma momentum equation, elastic deformation induced by volume changes in the magma bodies that have a bulk modulus equals to $E$, and the chemical kinetics of magma crystallization that relates the rate of decompression, proportional to $w$, to the viscosity through crystal content $\beta$.

System (Eq. 8) reduces to the linear dynamics of reservoir pressure variations commonly used to model observed volcanic inflation or co-eruptive subsidence with decaying exponential shape when no change in viscosity occurs in the conduit (e.g., Dvorak and Okamura, 1987; Reverso et al., 2014). The derivation of system (Eq. 8) follows the Whitehead and Helfrich (1991) approach and relies on the introduction of the length scale $L$ that corresponds to the height above which enough crystallization occurs in order for the viscosity to transition from $\mu_B$ to $\mu_T$ (Figure 7). A key point is that $L$ depends on the decompression rate and therefore on the vertical magma velocity $w$, thus conferring a nonlinear character to system Eq. 8. The velocity scale $\bar{w}$ is obtained by posing $L = \bar{L}$ in such a way that, if $w > \bar{w}$, the decompression rate is too high for significant crystallization to occur and the magma exhibits no change in
viscosity; hence the two forms taken by \( d\omega/dt \) in (Eq. 8) depend upon the value of \( \omega \).

The study of system (Eq. 8) can be simplified by expressing it in a nondimensional form and by considering the pressure difference \( \Delta P = P_T - P_B \) rather than \( P_T \) and \( P_B \) individually. The model leads to the following dimensionless set of ordinary differential equations, in which all dimensionless variables are denoted by a prime and govern the time evolution of the dimensionless pressure difference \( \Delta P' = P'_T - P'_B \) and of the vertical magma velocity \( \omega' \):

\[
\frac{d\Delta P'}{dt'} = -V_* Q_* + (1 + V_*) \omega',
\]

\[
\frac{d\Delta P'}{dt'} = \gamma(\omega') \omega' - \Delta P',
\]

where

\[
g(\omega') = \begin{cases} 
(\mu_* - 1) \omega' - \mu_* & \text{for } \omega' \leq 1, \\
-1 & \text{for } \omega' > 1.
\end{cases}
\]

The scales used to transform the system (Eqs 9a, 9b) to the nondimensional version are:

\[
w = \bar{w} \omega', \quad \bar{w} = \frac{36\pi \mu_B V_L}{\Delta \beta},
\]

\[
t = \bar{t} \Delta P', \quad \bar{t} = 8 \mu_B L V_L \pi \Delta P',
\]

\[
\Delta P = \bar{P}_B \Delta P' = \bar{P}(P'_T - P'_B), \quad \bar{P} = \frac{L \rho \mu_B \bar{w}}{a^2},
\]

\[
Q = \bar{Q} Q_*, \quad \bar{Q} = \pi \omega a^2.
\]

The velocity scale \( \bar{w} \) is the threshold below which crystal content increases significantly, hence resulting in a viscosity change; see Barmin et al. (2002), Walwer et al. (2019) and Suppilimentary Appendix SB herein. The time scale \( \bar{t} \) is the characteristic time derived from a linear hydraulic model of pressure balance between two reservoirs (Pinel et al., 2010), while \( \bar{P} \) is the viscous pressure scale that arises from the steady-state, horizontally averaged vertical momentum conservation (Jaupart and Tait, 1990; Whitehead and Helfrich, 1991).

5.2.3 Conditions for Pressure Oscillations

The four dimensionless parameters that control the dynamic behavior of the system are:

\[
\mu_* = \frac{\mu_B}{\mu_T}, \quad V_* = \frac{V_T}{V_B}, \quad \gamma = \left( \frac{8 \mu_B}{E \pi a^3} \right) \rho L V_L, \quad Q_* = \frac{Q}{\omega a^2},
\]

where \( \rho \) is the magma density, \( E \) an elasticity coefficient linking the volume variation with the pressure variation inside the magma reservoirs, and \( \mu_B \) and \( \mu_T \) the viscosity in the lower and the upper parts of the conduit, respectively (Whitehead and Helfrich, 1991; Walwer et al., 2019).

Note the similar relationship between variables \( x \) and \( y \) in the conceptual model (Eqs 5a, 5b), with \( \Delta P' \) and \( \omega' \) in the physical model governed by Eqs 9a, 9b, with \( \Delta P' \sim \omega' \omega' - \Delta P' \). Moreover, the nonlinear function \( g(\omega') \) in Eq. 9b plays a role analogous to the nonlinear damping \( \kappa(y) \) in (Eq. 5b). As a result, the physical model (Eqs 9a, 9b) also contains the possibility of oscillatory solutions arising from the stability loss of the equilibrium state. This situation is met when:

\[
\mu_* > 2
\]

and when the magma flux \( Q_* \) satisfies the following two-sided inequality

\[
\frac{V_* + 1}{V_*} > Q_* > \frac{1}{2} \left( \frac{V_* + 1}{\mu_*} \right)
\]

These two inequalities imply that the pressure oscillations can only arise when 1) the magma undergoes a large enough change in viscosity as it flows from the bottom magma body to the top one; and 2) the magma flux feeding the system is also bounded in magnitude according to Eq. 14. The inequalities Eq. 14 constitute one of the key insights provided by our modeling approach and show how the history and the rate at which the magma enters the plumbing system can affect its dynamics. If the magma flux is too low or too high no sustained oscillations of magma pressure within the storage zones are possible. This result is further discussed in the Section 6.2 in relation to observations at Akutan, Okmok and PdF.

Phase portraits of the physical model in the relaxation oscillation regime are displayed in Figure 8 for the four sets of the dimensionless parameters defined in Eq. 12; each set of parameters corresponds to the panels in one of the figure’s columns (a)–(d). The trajectories asymptote in each case to closed orbits, as for the phase portraits derived from the data in Figure 5 and those of the conceptual model in Figure 6.

The sawtooth-shaped oscillations of \( \Delta P'(t') \) in Figure 8 resemble the oscillations of \( x(t) \) in Figure 6. The \( \Delta P'(t') \) oscillations reflect pulses of magma flow velocity increase \( w'(t') \) in the connecting pipe that are analogous to the \( \dot{x} = y(t) \) pulses in Figure 6. While \( PB(t') \) increases linearly (dotted lines in the bottom row of panels in Figure 8), due to the constant flux \( Q_* \), these \( w'(t') \) pulses cause sharp periodic pressure variations of \( \Delta P'(t') \) (middle row of panels in Figure 8). As a result, \( P_T'(t') = P_B'(t') + \Delta P'(t') \) in the top storage zone (solid line in the bottom panels) exhibits the staircase-shaped pattern in the bottom panels of Figure 8.

The latter temporal patterns are a simplified, purely periodic version of the more irregular patterns observed at the three volcanoes in Figure 4. Both the model and the observations show episodes of fast and short pressure increases, followed by episodes of longer and slower pressure decreases. We also note, in the top row of panels of Figure 8, that the amplitude of the oscillations only depends on the system’s parameter values and not on the initial state from which they arise. This independence of initial state seems to also characterize the observations in Figure 4, as far as the limited data sets allow such inferences to be made.

Finally, the degree of asymmetry, the period, and the amplitude of the pressure oscillations in the physical model are also controlled by the dimensionless parameters \( \mu_* \), \( \gamma \), \( V_* \) and \( Q_* \). Panels in columns (a)–(d) of Figure 8 show model
results for a range of parameter values. We observe that the larger the viscosity ratio $\mu$, the longer the period of the oscillation and the larger their amplitude; see Figures 8B vs. Figure 8A.

Parameter $\gamma$ mainly controls the asymmetry of the oscillations, with larger values of $\gamma$ creating sharper variations of pressure; see Figures 8C vs. Figure 8A. Note that when the ratio $V_\gamma = V_\gamma/V_0$ varies, the flux $Q_\mu$ has to be adjusted to satisfy the two-sided inequality (Eq. 14), so that the system generates pulses of pressure increase; see Figures 8D vs. Figure 8A. The quantitative implications of the physical model in this section, in particular inequalities (Eq. 14), are discussed in Section 6.2 and Section 6.3.

6 DISCUSSION

6.1 M-SSA, Parsimonious Modeling, and the Dynamics of Volcanic Systems

In Section 2, we used multichannel singular spectrum analysis (M-SSA) of GPS time series to characterize the qualitative dynamics of three volcanic systems: Akutan, Okmok and Piton de la Fournaise (PdF); see Figures 2–5. We then showed in Section 4 that a highly idealized conceptual model governed by Eqs 5a, 5b can explain the common qualitative dynamics of these three volcanic systems; see Figure 6.

The basic features of the conceptual model and the similarities between the phase portraits in Figures 5, 6 helped us formulate in Section 5 a still fairly simple physical model of a magmatic system with two storage bodies connected by a conduit in which magma flows with a time-dependent viscosity. Both the conceptual model of Section 4.2 and the physical model of Section 5.2 possess only 2 variables, often referred to in the physical sciences as two degrees of freedom.

An important aspect of our statistical time series analysis is that the number of leading modes $S$ retained to construct the volcanic deformation signal displayed in Figure 4 and the phase portrait in Figure 5 is quite small, namely $2 \leq S \leq 3$. From the perspective of extracting information about the dynamics of natural systems using M-SSA, the number of modes $S$ retained to reconstruct the signals of interest has been referred to as the statistical dimension of the system (Vautard and Ghil, 1989).

This $S$ corresponds to an upper bound on the number of degrees of freedom required for a parsimonious description of the underlying dynamics within the accuracy of the data. It accounts for the amount of information contained in the observations, which is limited by the noise and the discrete sampling (Broomhead and King, 1986; Vautard and Ghil, 1989). Another important limitation of the information available on volcanic systems is the fact that geophysical observations are often indirect measurements of the systems under study and constitute therewith only indirect constraints on the quantities we are interested in. In the present case, geodetic data sets provide indirect information about pressure evolution inside volcanic plumbing systems.

Vautard and Ghil (1989) showed that the value of $S$ used to reconstruct an observed signal is not unique and depends on the data quality as well as on the key M-SSA parameters: the number of data points $N$ in each time series, the number $D$ of time series or “channels,” and the window length $M$. These authors showed that increasing $M$ or the signal-to-noise ratio tends to increase $S$. Because of the characteristics of the data sets used here, $M$ and the signal-to-noise ratio are indeed different for each volcano, as described in Table 1. Still, a common feature of the three M-SSA analyses is that the volcanic signal reconstructions result in using a very small number of modes $S$.

Together, the small number $S$ of leading modes needed to describe the deformation signal, and the two degrees of freedom of the conceptual model that capture the key features of the data sets, suggest that the number of variables needed to describe the dynamical state of the volcanic systems studied here during the time interval under consideration and within the accuracy of the data is also quite small (Farmer et al., 1983; Broomhead and King, 1986; Vautard and Ghil, 1989). Two interpretations can be proposed to explain this striking result. First, the observations themselves, i.e., the time-dependent deformation data, only provide limited information on the mechanism leading to the observed signal. Second, although volcanic systems a priori possess a large number of degrees of freedom, the qualitative nature of the oscillatory phenomenon observed herein reflects a form of self-organization that requires only the interaction of a few variables to generate the “skeleton” of the observed dynamics (Guckenheimer and Holmes, 1983; Carr, 2012). In any case, reduced dynamical systems, be they simple conceptual models or more detailed physical models of an idealized plumbing system, provide useful frameworks to model the observations presented here.

The temporal pattern of deformation observed herein at three volcanoes can thus be explained by a parsimonious nonlinear model of magma body interaction with velocity-dependent magma viscosity in the rising magma. The connection between a data-adaptive time series analysis method and a parsimonious physical model provides an interesting guideline for understanding and modeling volcanic episodic inflation events. Whether or not the specific proposed mechanism, i.e., viscosity variation through decompression-induced crystallization, is the most appropriate one remains to be established. But it seems fairly clear that physical models capable of explaining deformation observations should possess a Hopf bifurcation from a fixed point to a limit cycle that gives rise to asymmetric, sawtooth-shaped oscillations.

It is worth mentioning here that models involving other physical mechanisms with qualitatively different viscosity profiles can display similar behavior (e.g., Whitehead and Helfrich, 1991; Walver et al., 2019). Altogether, these models show that the key ingredient from which of relaxation oscillations of magma pressure arise is the nonlinear coupling between the flow velocity and the flow resistance. This is somewhat analogous to the phenomenon of velocity-weakening of friction that can lead, in similar ways, to the oscillatory behavior of systems with frictional interfaces (e.g., Gu and Wong, 1994; Marone, 1998).

The present work could thus stimulate new research to determine to which extent volcanic inflation cycles may lie—for a given set of parameter values—in a stable oscillatory regime or, to the contrary, be subject to an instability that, in turn,
may lead to eruptive behavior, as observed at PdF and Okmok in 2007 and 2008, respectively (Larsen et al., 2013; Rivet et al., 2014). Being able to distinguish between these two regimes also hints at the possibility of understanding the eruptive potential of such volcanoes by monitoring possible transitions from the oscillatory to the runaway regime.

### 6.2 Long-Term Inflation Trend and the Flux of Magma Entering the Plumbing System

The long-term inflation trend reflects the temporal pattern of magma supply from depth into the plumbing system modeled here. The model of Figure 7 implies that the pressure oscillations giving rise to the episodic inflation events are sustained only when the volumetric flux of magma $Q$ feeding the system is bounded by the values expressed in inequality (Eq. 14). At Akutan, the linear long-term trend suggests that $Q$ is constant, which may explain why the episodic inflation events are sustained over time and repeat regularly. The same is true for PdF, where inflation events occur frequently from 2004 to 2007; see again Figure 2.

A key difference between Akutan and PdF, however, is that the amplitude and time interval between successive events are relatively similar for the former, while for the latter they exhibit more variations, as well as small eruptive events (Figure 2). The dynamical regime observed in the GPS time series may be qualified as more chaotic for PdF in opposition to the seemingly regular occurrences of transient inflation events observed at Akutan.

At Okmok, the episodic inflation events preceding the 2008 eruption occurred at the end of an inflation episode with a decaying rate that started in 2002 (Biggs et al., 2010; Walwer et al., 2019). We infer that the magma flux was too large at the beginning of this inflation episode to produce sustained pressure

**TABLE 2 | List of main variables and parameters described in the main text and appearing in the proposed physical model of Section 5.2.**

| Description | Symbols | Values |
|-------------|---------|--------|
| **Variables** | | |
| Pressure in the top magma chamber | $P_T$ | 1–10 MPa |
| Pressure in the bottom magma chamber | $P_B$ | 1–10 MPa |
| Horizontally averaged vertical velocity | $w$ | 0, −1 m/s |
| Difference of overpressures | $\Delta P = P_T - P_B$ | 1–10 MPa |
| Volume concentration of crystals | $\beta$ | 0, −1 |
| **Geometrical parameters** | | |
| Conduit length | $L$ | 0.1–10 km |
| Conduit radius | $a$ | 1–10 m |
| **Magma properties** | | |
| Kinematic viscosity | $\mu$ | 1–100 Pa s |
| Density | $\rho$ | 2,800–3,000 kg m$^{-3}$ |
| Critical volume concentration of crystals | $\beta_c$ | 0.7 |
| Crystal growth rate | $\chi$ | $\approx 10^{-12}$ m/s |
| Number density of crystals | $n$ | $\approx 10^{14}$ m$^{-3}$ |
| **Storage zones properties** | | |
| Volume of the top storage zone | $V_T$ | 10$^{-5}$–1 km$^3$ |
| Volume of the bottom storage zone | $V_B$ | 10$^{-5}$–1 km$^3$ |
| Feeding volumetric flux | $Q$ | $\approx 10^6$ m$^3$/year |
| Effective bulk modulus | $E$ | $\approx 10^9$ Pa |
| **Scales** | | |
| Velocity scale—$\bar{w}$ | $(36\pi\rho a^2)^{1/2} / \Delta \beta L \bar{\beta}$ | $\approx 10^{-4}$ m/s |
| Time scale | $(B\rho a^2 V_T / (\pi \mu L))^2$ | — |
| Pressure scale | $(L \rho a^2 V_T / (\pi \mu L))^2$ | — |
| Volumetric flux scale | $(\pi a^2 \bar{w})^2$ | — |
| **Important dimensionless parameters** | | |
| Constant dimensionless volumetric flux of magma | $Q_*$ | $Q / (\bar{w} \pi a^2)$ | — |
| Proportional to the vertical acceleration $dw/dt$ | $\gamma$ | $(\frac{\bar{w}}{\pi a^2 \bar{w}})^{1/2}$ | — |
| Volume ratio between the two magma chambers | $V_*= V_B/V_T$ | — |
| Viscosity ratio | $\mu_*= \mu_T / \mu_B$ | — |
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oscillations and only dropped into the proper range, given by (Eq. 14), afterwards (Walver et al., 2019).

Quantitative estimates of the volumetric flux of magma supply into the plumbing system for all three volcanoes are on the order of $Q \sim 10^7$ m$^3$/year (Peltier et al., 2008; Fournier et al., 2009; Xue and Freymueller, 2020). At Okmok, this value corresponds to the estimated volumetric flux before the occurrence of the inflation events studied here (Fournier et al., 2009, Figure 12). A corresponding value for the dimensionless flux that intervenes in the model governed by Eqs 9a, 9b is $Q_s = 500$ (Table 2). From inequality Eq. 14, this implies that the volume ratio $V_s$ is on the order of $10^{-3}$ for the three volcanoes. At Akutan, estimated values for the volume of the storage bodies are in the range $10^{-5} \sim 1$ km$^3$ (DeGrandpre et al., 2017, Tables 4 and 6). At PdF, the shallow structure causes the deformation to arise from a network of dykes and sills that most likely have significantly smaller volume than the deeper reservoir connected to it. Hence, $V_s = 0.001$, i.e., the bottom storage zone $V_B$ quite plausibly, has a volume that is roughly 1,000 times larger than the uppermost body’s volume $V_T$.

### 6.3 Temporal and Spatial Patterns of the Volcanic Deformation

A substantial difference between the volcanoes studied here consists in their characteristic times scales and deformation wavelengths (Table 1). Akutan and Okmok deformed over a distance of roughly 10 km with a delay between two inflation events of around 2 and 3 years, respectively. The events at PdF have noticeably smaller spatial wavelengths, of about 2 km, and the delay between successive events is of a few days (Table 1). The spatial deformation pattern at PdF also shows azimuthal asymmetries during inflation events (Figure 4), probably caused by the pressurization of small shallow structures such as dykes and sills, as described above, that are connected to the surface and produce co-occurring eruptive activity (Peltier et al., 2008; Famin et al., 2009).

Deformation cycles of shorter duration thus correlate with smaller deformation wavelength, an observation consistent with model (Eqs 9a, 9b) presented in Section 5.2. The spatial deformation wavelength is a function of both size and depth of the structures producing the observed GPS displacements. The time scale used to render Eqs 9a, 9b dimensionless is proportional to the volume $V_T$ of the shallow storage body (Table 2). All else being equal, the smaller the volume $V_T$, the smaller the time scale and the shorter the duration of the episodic inflation events. Overall, the simple and parsimonious model governed by Eqs 9a, 9b can account for the spectrum of observed time scales and deformation scales at Akutan, Okmok, and PdF.

### 7 CONCLUSION

Our paper strongly suggests that mechanisms resulting from 1) the presence of two or more magma bodies and 2) the mere dependence of the magma’s flow resistance on temperature or crystallisation in the conduit between these bodies can explain key features of the observed recurrent inflation episodes in rather diverse volcanoes. The presence of these two key ingredients in many active volcanic systems suggests that our model may apply fairly broadly, beyond the three examples used here.

A more complete explanation of the currently available information in the geodetic and geochemical evidence will require, of course, more detailed modeling and, possibly, additional observations. At this stage, though, it does not appear that external forcing by time-dependent magma inflow is essential for the explanation of the most salient aspects of the alternation of rapid inflation with longer episodes of relatively low level of deformation.

The phenomenological approach presented herein starts with the statistical analysis of geodetic time series and ends with the construction of a relatively simple physical model of volcanic plumbing systems. The connection between the observational data and the physical model is provided by the study of a simple nonlinear oscillator’s capturing key features of the observations.

This approach can be applied to help understand a wide range of observed temporal patterns of deformation. It is, therefore, not restricted to the type of behavior studied herein. The two relatively simple models presented, conceptual (Section 4.2) and physical (Section 5.2), can be seen as a contribution to a hierarchy of models with increasing complexity—from the very simplest conceptual models to high-resolution, three-dimensional ones—that share important features and thus can provide more and more details on the phenomena under study. A model hierarchy of this kind is fairly common in other areas of the geosciences, such as the climate sciences (Schneider and Dickinson, 1974; Ghil et al., 2001; Held, 2005; Ghil, 2019).
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