Minimizing separatrix crossings through isoprominence
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Abstract
A simple property of magnetic fields that minimizes bouncing to passing type transitions of guiding center orbits is defined and discussed. This property, called isoprominence, is explored through the framework of a near-axis expansion. It is shown that isoprominent magnetic fields for a toroidal configuration exist to all orders in a formal expansion about a magnetic axis. Some key geometric features of these fields are described.
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1. Introduction

As a collisionless charged particle moves through a strong inhomogeneous magnetic field, \( \mathbf{B} \), its motion comprises three disparate timescales. On the gyrofrequency timescale \([1, 2]\) the particle’s position along the field line is frozen while it rapidly rotates around the local magnetic field vector with gyroradius \( \rho \). This rapid, nearly-periodic motion gives rise to near conservation of the famous magnetic moment \( \mu \), which, more generally, is an adiabatic invariant \([3, 4]\). On a longer timescale, comparable to \( L/v \) with \( L \) the field scale length and \( v \) the characteristic particle speed, the particle moves along magnetic field lines while experiencing the so-called mirror force \(-\mu \mathbf{b} \cdot \nabla |\mathbf{B}| \) where \( \mathbf{b} \) is the unit vector along \( \mathbf{B} \). The perpendicular kinetic energy \( \mu |\mathbf{B}| \), when restricted to a particle’s nominal field line plays the role of an effective potential for the particle’s parallel dynamics. When the particle’s energy is low enough that it is trapped in a well for this potential, it bounces back and forth between a pair of turning points. When the particle is not bouncing—its energy is larger than the highest potential peak—unbounded streaming along the field line ensues. These two scenarios correspond to bouncing and passing orbits, respectively. Finally, on the longest timescale the particle drifts from field line to field line \([5]\) due to the presence of perpendicular gradients in the magnetic field. If the orbit is initially bouncing and this drift does not cause a sudden change in the turning points, then the motion approximately conserves the longitudinal adiabatic invariant \( J = \int u ds \) where \( u = \mathbf{b} \cdot \mathbf{v} \) is the parallel velocity and \( s \) the position along the field line. But when the turning points do suffer a sudden change, then \( J \) ceases to be well-conserved. If the particle is still bouncing, the value of \( J \) suffers a quasi-random jump, but if one or both of the turning points suddenly disappears \( J \) ceases to be well-defined altogether. When a bouncing particle has turning points that suffer any such abrupt change, we say the particle suffers an orbit-type transition. In static magnetic fields with scale lengths large compared to particle gyroradii, it is these orbit-type transitions that bear the responsibility for breakdown of the adiabatic invariance
of $J$. More generally, there are other effects associated with time-dependent magnetic fields or strong electric fields that can also cause breakdown of adiabatic invariance of $J$, but in this paper we focus on time-independent magnetic fields. Since orbit-type transitions correlate with deleterious particle transport in magnetic confinement devices such as stellarators, [6] the search for magnetic field configurations that minimize the probability of orbit-type transitions warrants detailed investigation. The problem of transition-induced particle transport is especially acute for $\alpha$-particles in stellarators, including modern, optimized stellarators [7, 8]. Various strategies have been envisioned for identifying fields which minimize such transitions, including quasiisometry [9–12] and omnigeneity [13–15]. Here we present an initial study of a different strategy that we refer to as isoprominence. An isoprominent field is defined as a nowhere-vanishing, divergence-free, vector field $B$ such that the height of each potential peak of $\mu(B)$ is independent of field line, as sketched in figure 1, below. More precisely, isoprominence requires that $|B|$ be locally constant when restricted to the surface $\Sigma^-$, which is defined as the set of points such that $b \cdot \nabla |B| = 0$ and $(b \cdot \nabla)^2 |B| < 0$. Isoprominence is related to other confinement optimization strategies discussed in the literature. For example, in [16, 17] it is proposed that confinement in stellarators can be improved by simultaneously requiring: (a) $|B|$ to be constant along field-line minima in a flux surface; (b) $|B|$ to be constant along field-line maxima in a flux surface; and (c) the second adiabatic invariant to be a function only of energy and magnetic flux. Incidentally, it was later shown in [15] that property (c), when strictly enforced, actually implies (a) and (b). Isoprominence may be understood as both a strengthening and weakening of property (b) in isolation; it is stronger since it requires $|B|$ is locally constant along the entire set of field line maxima, not just on flux surfaces; it is weaker since it does not require the existence of flux surfaces. As we will discuss in section 2, particles that move in an isoprominent field cannot suffer orbit-type transitions to first order in guiding center perturbation theory. While isoprominent fields do not comprise the most general class of magnetic fields with this property, they enjoy the benefit of an immediately transparent physical interpretation. Moreover, as we show in section 3, isoprominent fields may be constructed to all orders in an expansion about a given magnetic axis in powers of distance from the axis; we will present details of this asymptotic expansion as well as examples of magnetic fields that are very nearly isoprominent in section 4. Though the fields we construct do not necessarily satisfy the equilibrium conditions of magnetohydrodynamics, we hope that this initial study motivates further study of isoprominence as a potentially useful concept for stellarator optimization. While we are concerned with suppressing type transitions, and hence concentrate on $\Sigma^-$, there has been some discussion of choosing $|B|$ to be constant on its local minima [13, 14]. It was argued in [18] that making the flux surface components of the gradient of $|B|$ vanish at local minima does reduce neoclassical transport, but this is not as effective as having these flux surface gradients vanish at local maxima [13, 14]. (Note that the collection of local maxima comprise $\Sigma^+$. ) In any case, the concept of isoprominence asks that $|B|$ be constant on $\Sigma^-$ independently of the existence of flux surfaces, a stricter requirement than the previous ideas. The assumption of flux surfaces can also be removed from the study of type transitions more generally. A forthcoming publication [19] will argue that type transitions are always controlled by variations of separatix area along curves on constant $|B|$ in $\Sigma^-$. This more general discussion leads to the notion of isodrasticity—a topic beyond the scope of the current article.

2. Isoprominent magnetic fields

In this section we define the property of isoprominence for a magnetic field. We then give an intuitive argument as to why an isoprominent field should mitigate orbit-type transitions in guiding center dynamics. A formal proof is given in proposition 2.6.

Let $B$ be a smooth, nowhere-vanishing, divergence-free, vector field defined on an open region $Q \subset \mathbb{R}^3$. The scalar functions

$$B = |B|, \quad B' = b \cdot \nabla B, \quad \text{and} \quad B'' = (b \cdot \nabla)^2 B,$$

where $b = B/B$, quantify the magnitude of $B$ and its rate of change along integral curves of the magnetic field—called, for simplicity, $B$-lines. If $B'$ vanishes at a point $\sigma \in Q$ then $B$ restricted to the $B$-line passing through $\sigma$ has a critical point at $\sigma$. We say that $\sigma$ is critical along $B$. In this case, if $B''(\sigma)$ is non-zero then $B$ restricted to the $B$-line passing through $\sigma$ has either a local maximum or local minimum at $\sigma$. We say that $B$ is locally minimal along $B$ or locally maximal along $B$ at $\sigma$ according to the sign of $B''(\sigma)$. We will argue that $\Sigma^-$ is isoprominent if

$$\alpha \in \Sigma^- \text{ and } \|B\| = b \cdot \nabla |B| \text{ at } \alpha,$$

where $b = B/B$, quantify the magnitude of $B$ and its rate of change along integral curves of the magnetic field—called, for simplicity, $B$-lines. If $B'$ vanishes at a point $\sigma \in Q$ then $B$ restricted to the $B$-line passing through $\sigma$ has a critical point at $\sigma$. We say that $\sigma$ is critical along $B$. In this case, if $B''(\sigma)$ is non-zero then $B$ restricted to the $B$-line passing through $\sigma$ has either a local maximum or local minimum at $\sigma$. We say that $B$ is locally minimal along $B$ or locally maximal along $B$ at $\sigma$ according to the sign of $B''(\sigma)$. We will argue that $\Sigma^-$ is isoprominent if

$$\alpha \in \Sigma^- \text{ and } \|B\| = b \cdot \nabla |B| \text{ at } \alpha,$$

where $b = B/B$, quantify the magnitude of $B$ and its rate of change along integral curves of the magnetic field—called, for simplicity, $B$-lines. If $B'$ vanishes at a point $\sigma \in Q$ then $B$ restricted to the $B$-line passing through $\sigma$ has a critical point at $\sigma$. We say that $\sigma$ is critical along $B$. In this case, if $B''(\sigma)$ is non-zero then $B$ restricted to the $B$-line passing through $\sigma$ has either a local maximum or local minimum at $\sigma$. We say that $B$ is locally minimal along $B$ or locally maximal along $B$ at $\sigma$ according to the sign of $B''(\sigma)$.

Definition 2.1. The magnetic ridge associated with $B$ is the smooth submanifold $\Sigma^- \subset \mathcal{Q}$ comprising points $\sigma \in \mathcal{Q}$ such that $B$ is locally maximal along $B$ at $\sigma$.

Note that $\Sigma^-$ may have several connected components, as seen e.g. in figure 1. Moreover, since points $\sigma \in \Sigma^-$ are not critical points of $B : \mathcal{Q} \to \mathbb{R}$ in the usual sense, the function $B^- = B|_{\Sigma^-} : \Sigma^- \to \mathbb{R}$ is generally non-constant. This general situation may be visualized as follows. Fix $\sigma \in \Sigma^-$ and let $\ell_\sigma(s)$ be the $B$-line passing through $\sigma$ parameterized by arc length $s$. The restriction of $B$ to $\ell_\sigma$ defines a single-variable function $B_\sigma = B|_{\ell_\sigma}$, with a graph $(s, B_\sigma(s))$ that we call the magnetic topology of $\sigma$. In general this topography has various peaks and valleys. Upon variation of $\sigma \in \Sigma^-$ the magnetic topography will continuously deform, the peaks shifting in $s$ and changing in height. Of course, a peak may also collide with a valley, and either peaks or valleys may evaporate.

With this general picture in mind, isoprominence is defined as follows.

Definition 2.2. A nowhere-vanishing, divergence-free vector field $B$, defined on an open region $Q \subset \mathbb{R}^3$, is isoprominent if the magnitude of $B$ is constant when restricted to a component of the magnetic ridge $\Sigma^-$. 
The guiding center Hamiltonian is given precisely by
\[ H_0(x,u) = \frac{1}{2}u^2 + \mu B. \]
However, in non-constant magnetic fields the single-particle Hamiltonian in guiding center coordinates includes an infinite series of higher-order correction terms [2, 20, 21]. To understand the true implications of isoprominence in the context of higher-order guiding center perturbations, we require a more general argument with a slightly weaker conclusion. As we will now explain, the higher-order terms can be accounted for at the price of only approximately ensuring the suppression of type transitions.

Our strategy will amount to first characterizing the set in phase space that separates different bouncing orbit types and then analyzing the component of the guiding center vector field transverse to this separatrix. As we will show, the bounce average of the transverse component vanishes through first order in the guiding center expansion parameter \( \epsilon = \rho/L \) for isoprominent fields. This will imply that the bounce-averaged flux of particles across type boundaries is at most \( O(\epsilon^2) \).

The various classes of bouncing orbit types are defined in terms of the zeroth-order guiding center (ZGC) equations,
\[
\dot{x} = ub(x), \\
\dot{u} = -\mu b(x) \cdot \nabla B(x),
\]
that describe the motion of a particle with guiding center \( x \in Q \) and parallel velocity \( u \in \mathbb{R} \) in the limit \( \epsilon \to 0 \). These equations exactly conserve the energy (2). As mentioned above, solutions of these equations that lie on the boundary of bouncing orbits asymptotically approach \( \Sigma^- \) either in the future or the past. If \( (x,u) \in Q \times \mathbb{R} \) is the initial condition for such an orbit and \( \sigma \in \Sigma^- \) is the magnetic peak it approaches asymptotically, then the value of its conserved energy is given by
\[ H_0(x,u) = \mu B(\sigma). \]

We say \((x,u)\) is contained within the separatrix.
The following proposition characterizes the tangent space to the separatrix when the magnetic field $B$ is isoprominent.

**Proposition 2.3.** Suppose $B$ is isoprominent. If \((x, u)\) lies within the separatrix for the ZGC equations and \(x \notin \Sigma^-\), then the velocity vectors of trajectories in the separatrix at \((x, u)\) are of the form

\[
\frac{\delta x}{\delta u} = \left( -\mu \frac{\delta x}{\delta u} \cdot \nabla B(x), -\mu \frac{\delta x}{\delta u} \cdot \nabla B(x) \right), \quad \delta x \in \mathbb{R}^3.
\]

**Proof.** First we will argue that when $B$ is isoprominent, each connected component of the separatrix is contained in a level set of $H_0$. Equivalently, we will show that $H_0$ is locally-constant under the flow of the ZGC flow along the separatrix. Let \((x, u)\) be a point contained in the separatrix. Without loss of generality, assume \((x, u)\) has a forward-time limit, and so is a point in the stable manifold of $\Sigma^-$. Let $F_i : Q \times \mathbb{R} \to Q \times \mathbb{R}$ be the ZGC flow. Choose an open neighborhood $U$ contained in the separatrix and containing \((x, u)\) such that each point \((x', u') \in U\) has a forward-time limit on a common connected component of $\Sigma^-$. If \((x_1, u_1)\) and \((x_2, u_2)\) are separatrix points in $U$ then

\[
H_0(x_1, u_1) = \lim_{t \to \infty} H_0(F_t(x_1, u_1)) = \mu B(\sigma_1),
\]

\[
H_0(x_2, u_2) = \lim_{t \to \infty} H_0(F_t(x_2, u_2)) = \mu B(\sigma_2),
\]

where \((\sigma_1, 0) = \lim_{t \to \infty} F_t(x_1, u_1)\). Since $\sigma_1$ and $\sigma_2$ are contained in a common connected component of $\Sigma^-$ and $B$ is locally constant on $\Sigma^-$ we must have $B(\sigma_1) = B(\sigma_2)$. It follows that $H_0(x_1, u_1) = H_0(x_2, u_2)$, and that $H_0$ is locally constant on the separatrix, as claimed.

Now we will use the isoenergetic property of the separatrix to deduce the form of its tangent spaces. Let \((x, u)\) be a point in the separatrix with $u \neq 0$. Any smooth curve \((x(t), u(t))\) contained in the separatrix with \((x(0), u(0)) = (x, u)\) must satisfy $H_0(x(t), u(t)) = H_0(x, u)$. Differentiating in time implies

\[
0 = \dot{u} + \mu \dot{x} \cdot \nabla B,
\]

where $\dot{u} = du(0)/dt$ and $\dot{x} = dx(0)/dt$. This implies $\dot{u} = -\mu \dot{x} \cdot \nabla B/u$, which is the desired result. \hfill \Box

**Remark 2.4.** Note that this result merely says the tangent space to the separatrix at \((x, u)\) is equal to the tangent space to the energy level containing \((x, u)\) when the magnetic field is isoprominent.

Next we establish the general result that the leading-order energy for a conservative nearly-periodic system is well-conserved on average \[3, 4, 22, 23\].

**Proposition 2.5.** Let $X_e = X_0 + \epsilon X_1 + \epsilon^2 X_2 + \ldots$ be a formal power series of a vector field in $e$ on a manifold $M$. Assume that $X_e$ admits a formal energy invariant $H_e = H_0 + \epsilon H_1 + \epsilon^2 H_2 + \ldots$ and that all trajectories for $X_e$ are periodic with angular frequency function $\omega_0$. Then, after averaging along $X_0$-orbits, the rate of change of $H_0$ along $X_e$ is $O(e^2)$.

**Proof.** For each $z \in M$, let $z(t)$ be the unique solution to $\dot{z} = X_0(z)$ with $z(0) = z$. By assumption this orbit is periodic, so let $T(z) = 2\pi/\omega_0(z)$ denote the period. The rate of change of $H_0$ along $X_e$ is

\[
P \equiv \frac{d}{dt} H_0 = \mathcal{L}_{X_e} H_0 = \mathcal{L}_{X_0} H_0 + \epsilon \mathcal{L}_{X_1} H_0 + \epsilon^2 \mathcal{L}_{X_2} H_0 + \ldots
\]

\[
= -\epsilon \mathcal{L}_{X_0} H_1 + O(e^2),
\]

where we have applied energy conservation $\mathcal{L}_{X_0} H_0 = 0$. Denote the average of $P$ along $X_0$-orbits by

\[
\langle P \rangle(z) = \frac{1}{T(z)} \int_0^{T(z)} P(z(t)) \, dt.
\]

Then the average rate of change of $H_0$ along $X_e$ is therefore

\[
\langle P \rangle(z) = -\frac{\epsilon}{T(z)} \int_0^{T(z)} \mathcal{L}_{X_0} H_1(z(t)) \, dt + O(e^2)
\]

\[
= -\frac{\epsilon}{T(z)} \left( \int_0^{T(z)} \frac{d}{dt} H_1(z(t)) \, dt + O(e^2) \right)
\]

\[
= -\frac{\epsilon}{T(z)} \left( H_1(z(T)) - H_1(z(0)) \right) + O(e^2)
\]

\[
= O(e^2),
\]

since $T(z) = T(0)$. \hfill \Box

Finally we apply the previous two observations to establish suppression of type transitions in isoprominent fields. The following proposition makes rigorous the more intuitive discussion that was given after definition 2.2 above.

**Proposition 2.6.** The bounce-averaged flux of bouncing guiding centers across the ZGC separatrix is $O(e^2)$ for isoprominent fields.

**Proof.** The algorithm developed for constructing the guiding center transformation in \[20\] implies that guiding center coordinates may be chosen so that

\[
\dot{u} = -\frac{B^*}{B^*} \cdot \nabla H_e,
\]

\[
\dot{x} = \partial_\mu H_e \frac{B^*}{B^*} - \epsilon \zeta \frac{\nabla H_e \times b}{B^*},
\]

to all orders in $\epsilon = \rho/L$, where

\[
B^* = B + \epsilon \zeta u \nabla \times b - \epsilon^2 \zeta \mu \nabla \times R,
\]

\[
B^* = B^* \cdot b,
\]

and $R$ is Littlejohn’s gyrogaugc vector \[24, 25\]. The guiding center Hamiltonian $H_e$ is given by $H_e = H_0 + \epsilon H_1 + \ldots$, where the coefficients $H_k$ in general involve high-order derivatives of the magnetic field $B$.

By proposition 2.3, in an isoprominent magnetic field the ZGC separatrix is an energy level for $H_0$. Therefore the distance between a guiding center’s phase space location and the ZGC separatrix is proportional to $H_0(z) - H_e$, where $H_e$ denotes the (constant) separatrix energy. By proposition 2.5, the bounce-averaged rate of change of this distance is $O(e^2)$ for bouncing particles. \hfill \Box
3. Formal existence of isoprominent fields

In this section, the formal existence of isoprominent fields near a magnetic axis is established. In this paper, a magnetic axis corresponds to any closed field-line of $B$. The only requirement we assert to guarantee the existence of an isoprominent field is that the magnitude of $B$ on-axis has only finitely many critical points. We begin by describing useful coordinates in a neighborhood of the axis and then demonstrate that the requirements of isoprominence can be met at each order of a series expansion about the axis.

3.1. The near-axis framework

A closed field line of $B$ corresponds to a function $r_0: S^1 \to \mathbb{R}^3$, where $S^1$ is the circle parameterized by the arc length $\sigma$. Toroidal coordinates in the neighborhood of $r_0(\sigma)$ can be obtained using a moving frame such as the Frenet–Serret frame. Such a frame is obtained using the first three derivatives of $r_0(\sigma)$ (see, for instance, \[26\]). Specifically, assume that the curve $r_0 \in C^3(S^1, \mathbb{R}^3)$ has unit tangent, $\mathbf{t}(\sigma) = r_0', \mathbf{n}(\sigma)$, and bi-normal, $\mathbf{b}(\sigma)$, vectors. Taking these to be row vectors, they satisfy the matrix form of the Frenet ords

$$\frac{d}{d\sigma} \begin{pmatrix} \mathbf{i} \\ \mathbf{n} \\ \mathbf{b} \end{pmatrix} = \begin{pmatrix} 0 & \kappa(\sigma) & 0 \\ -\kappa(\sigma) & 0 & \tau(\sigma) \\ 0 & -\tau(\sigma) & 0 \end{pmatrix} \begin{pmatrix} \mathbf{i} \\ \mathbf{n} \\ \mathbf{b} \end{pmatrix}, \quad (3)$$

where $\kappa(\sigma)$ is the curvature and $\tau(\sigma)$ is the torsion.

In this paper, we will assume, for simplicity that $\kappa(\sigma) \not= 0$, so that the normal vector and the torsion are well-defined.

The Frenet–Serret frame defines local coordinates

$$\pi_{fS} : D^2 \times S^1 \to \mathbb{R}^3, \quad (x, y, \sigma) \mapsto r_0(\sigma) + x\mathbf{n} + y\mathbf{b}. \quad (4)$$

More formally, $\pi_{fS}$ is a (local) embedding of the space $D \times S^1$ into a tubular neighborhood of $r_0(\sigma)$ in $\mathbb{R}^3$. Here the disk, $D$, has coordinates $(x, y)$ and $S^1$ has coordinate $\sigma$. This embedding is “trivial” in the sense that there are no twists upon transiting circle $S^1$.

In these coordinates the metric is

$$g = \rho^2 + \tau^2(x^2 + y^2) \, ds^2 + 2\tau(ydsdx - ydsdx) + dx^2 + dy^2, \quad \rho \equiv 1 - \kappa. \quad (5)$$

If $r_0$ is not $C^3$, or, more crucially, if $r_0$ has any inflection points, i.e. points with $\kappa = 0$, then the Frenet–Serret frame does not exist. Even in such cases, however, there are still plenty of choices for an orthonormal frame based on the curve $r_0(\sigma)$. Moreover, with some thought, such a frame can be defined that also has an orthogonal induced metric (in contrast to (5)). Such a frame is called rotation minimizing.

Coordinates based on a rotation-minimizing frame are called Bishop coordinates, and these exist when $r_0$ is $C^2$ \[26\]. Bishop coordinates were used specifically for expansions about magnetic axes in \[27\].

3.2. Proof of formal existence

In this section we prove that isoprominent fields exist, at least formally, near a magnetic axis, provided that the magnitude of $B$ on-axis has only finitely many critical points. The proof is constructive using the Frenet–Serret coordinates, although, it is not dependent on this particular choice and could be shown with the less restrictive Bishop coordinates. The key idea is to expand in powers of distance from the axis and demonstrate that, at each order, the requirements of isoprominence given in definition \[2.2\] can be satisfied by specifying only the $s$ component of $B$ on $\Sigma^-$. We will then show that $B$ can be made divergence-free at each order by specifying either the $x$ or $y$ component of $B$. Hence, the formal existence of divergence-free isoprominent fields is guaranteed.

Using Frenet–Serret coordinates $(x, y, \sigma)$, write the contravariant form of magnetic field as

$$B = B^0\partial_x + B^\sigma\partial_y + B^\sigma\partial_x$$

where $B_0(\sigma) = |B(x, y, 0)|$ is the on-axis field strength and $\widetilde{B}$ contains all of the linear and higher-order (in $x, y$) terms of the field. Similarly, write the magnetic field strength as

$$|B| = B_0(\sigma) + \widetilde{B}(x, y, \sigma), \quad (6)$$

where $\widetilde{B}$ contains all of the linear and higher-order (in $x, y$) contributions to the field strength. Assume $B_0(\sigma)$ has only finitely many critical points $\{s_j\}$ and that $\Sigma^-$ intersects the axis at the points $s_j$ transversely. We will show that isoprominence may be satisfied by specifying $B^x$ on each constant $s$ surface $s = s_j$.

If $s_0 \in \{s_j\}$, then when $\Sigma^-$ is transverse to to the axis at $s_0$, it can be represented locally by a graph

$$\Sigma^\perp_0 := \Sigma^- \cap U_{s_0} = \{(x, y, s) \mid s = \sigma(x, y)\},$$

where $\sigma(0, 0) = s_0$ and $U_{s_0}$ is some neighborhood of $s_0$.

For any function $F$, let $F_k(x, y, s)$ represent the $k^{th}$ term of the power series in $(x, y)$ representation of $F$. A series representation for the local graph of $\Sigma^\perp$,

$$\sigma = s_0 + \sigma_1 + \sigma_2 + \ldots,$$

can be obtained by solving the critical value equation

$$0 = B \cdot \nabla |B|(x, y, \sigma(x, y))$$

$$= B^x B_0' + B^\sigma \partial_y \hat{B} + \hat{B} \cdot \nabla \hat{B},$$

$$\Rightarrow B_0'(\sigma) = -\partial_y \hat{B}(x, y, \sigma) - \frac{\hat{B} \cdot \nabla \hat{B}}{B_0^2}(x, y, \sigma), \quad (7)$$
where \( \hat{B} = B^i \partial_i + B^j \partial_j \). A calculation reveals,

\[
\left\{ \begin{array}{c}
\hat{B}_j (x, y, \sigma) = B^j_j (s_0) \sigma_j + J_{<i}, \\
- \hat{B}_i (x, y, s_0) = - \hat{B}_i (x, y, s_0) \end{array} \right.
\]

It follows that \( \Sigma \) obeys the algebraic formula \( \hat{B}_i (x, y, s_0) = F_{<i} \), and \( \Sigma \) contains terms of at most second order in \( x, y \). Splitting \( g \) into these different orders as \( g = g_0 + g_1 + g_2 \), we obtain at each order,

\[
B_i = \frac{g_0 (B_i, B_0)}{B_0} + G_{<i} = B^i_0 + G_{<i},
\]

where \( G_{<i} \) contains terms of \( B_j \), for \( j \neq i \). It follows that \( B_i \) is equivalent to \( B^i_0 \) modulo terms in lower-order coefficients.

Next, we impose the isoprominent condition \( B(x, y, \sigma(x, y)) = h \), with \( h \) constant. Expanding we have

\[
\left\{ \begin{array}{c}
B(x, y, \sigma(x, y)) = B(x, y, s_0) + B^0_j (s_0) \sigma_j + H_{<i}, \\
\end{array} \right.
\]

where \( H_{<i} \) contains terms in \( B_j, \sigma_j \), for \( j \neq i \). By construction, \( s_0 \) is a critical point of \( B_0 \), that is, \( B_0^0 (s_0) = 0 \). Moreover, we have shown that \( \sigma_j \) depends on terms of \( B_k, B_k \) for \( i \leq j \), and that \( B_i \) is equivalent to \( B^i_0 \) modulo terms of lower-order coefficients. It follows that

\[
\left\{ \begin{array}{c}
B(x, y, \sigma(x, y)) = B^i_0 (x, y, s_0) + H_{<i}, \\
\end{array} \right.
\]

where \( H_{<i} \) contains terms of \( B_j (x, y, s_0) \) with \( j \neq i \). Hence, we can assert \( B_i (x, y, \sigma(x, y)) = 0 \) for each \( i \) simply by restricting \( B^j_i (x, y, s_0) \) on \( s = s_0 \).

The above procedure shows that isoprominence can be satisfied by suitably restricting \( B^j_i (x, y, s) \) on each of \( s = s_j \). In the process, the various strata of \( \Sigma \) local to the magnetic axis, namely \( \Sigma = \Sigma \cap U_{s_0} \) for some neighborhood \( U_{s_0} \) of \( s_j \), are computed. With the suitable restrictions on \( B^j_i (x, y, s) \) made, an isoprominent field can then be obtained by enforcing \( B_i \) as an interpolation between each restriction on \( s = s_j \).

Finally, we show how to ensure the isoprominent field is divergence free. We again proceed by formal expansion, assuming now that \( B_i (x, y, s) \) is fixed to ensure isoprominence. To impose \( \nabla \cdot B = 0 \) we use the volume element

\[
\Omega = \rho \, dx \wedge dy \wedge ds.
\]

The divergence-free condition on \( B \) becomes \( \partial_i (\rho B^i) + \partial_j (\rho B^j) = 0 \). Expanding this condition in its power series, we obtain the sequence of constraints

\[
\partial_i (\rho B^i)_k + \partial_j (\rho B^j)_{k+1} + \partial_i (\rho B^i)_{k+1} = 0, \quad k = 0, 1, 2, \ldots
\]

This is merely a single condition on each of the coefficients of \( B^i_{k+1}, B^j_{k+1} \). Hence, at each order we can ensure that \( B^i \) is chosen for isoprominence, and the single condition on \( B^i_{k+1}, B^j_{k+1} \) for incompressibility is achieved.

### 4. Examples of isoprominent fields

Having established the formal existence of isoprominent fields near a magnetic axis, we explore in this section some families of example fields. These families of examples satisfy isoprominence to order three near an axis and are divergence free to all orders. The construction is done in the Frenet–Serret coordinates \((x, y, s)\) of (4).

It was demonstrated in section 3.2, under the assumption that \( \Sigma \) intersects the magnetic axis transversely at finitely many points \((0, 0, s_j)\), that isoprominence can be satisfied by specifying the \( s \) component of \( B \) on the surfaces \( s = s_j \). Moreover, the divergence-free condition to a given order can be satisfied by specifying some of the coefficients of the \( x, y \) components of \( B \). To create the examples, we begin by first imposing this latter condition before ensuring the isoprominence is satisfied.

#### 4.1. Divergence-free condition

To impose \( \nabla \cdot B = 0 \) we will proceed as in section 3.2, using the the volume element (10). This gives the equivalent sequence of constraints (11). At each order these become

\[
\partial_i B^i + \partial_j B^j = -B^j, \\
\partial_k B^k + \partial_j B^j = -\partial_k (B^k_{n-1} - \kappa \lambda B^k_{n-2}) + \partial_k \left( \kappa \lambda B^k_{n-1} \right) + \partial_k \left( \kappa \lambda B^k_{n-1} \right),
\]

for \( n = 2, 3, \ldots \). The first equation is a differential equation for \( B^i_1, B^j_1 \), with general solution

\[
B^i_1 = -\frac{1}{n} B^i_0 (x^s) + \frac{1}{n} \frac{\Delta_1 (s)}{\mu_1 (s)} (x^s - \mu_1 (s)) x^s,
\]

where \( \Delta_1, \mu_1 \), and \( \nu_1 \) are free periodic functions of \( s \). The second equation is a differential equation for \( B^i_n, B^j_n \), and using Euler’s theorem for homogeneous functions, the solution can be written

\[
B^i_n = -\frac{1}{n+1} \partial_i [B^i_{n-1} - \kappa \lambda B^i_{n-2}] (x^s) + \kappa \lambda B^i_{n-1} B^i_{n-1} + \sum_{j=0}^{n-1} \frac{\Delta_{n,j} (s)}{\nu_1 (s)} (x^s \nu_1 (s) x^s \nu_1 (s) x^s),
\]

where \( \Delta_{n,j} \) and \( \nu_n \) are free periodic functions of \( s \).
We will require isoprominence only to a fixed order, say \( n \). In this case, the expansion (14) can be carried out to degree \( n \), and we can obtain a field that is still divergence free to all orders of the form

\[
B = \sum_{i=0}^{n} B_i + B_\Delta.
\]

Here the \( B_i \) are the terms from (13)–(14) which guarantee \( \nabla \cdot B = 0 \) to degree \( n-1 \) in \( x,y \). The field \( B_\Delta \) is homogeneous degree \( n+1 \) in \( x,y \) and is to be determined.

To satisfy the divergence free condition at degree \( n \), we require \( B_\Delta \) satisfy (12); thus it must be of the form (14) with \( n \to n+1 \).

With \( B \) divergence free to degree \( n \) in \( x,y \), the remaining degree \( n+1 \) terms—obtained by requiring \( B_{n+2}^i = B_{n+2}^{s} = 0 \) in (12)—are

\[
\partial_s \kappa x B_x^s + \partial_s \kappa y B_y^s = \partial_s (B_{nx}^s - \kappa x B_n^s).
\]

(15)

To solve this equation we can choose \( B_\Delta^s = 0 \); this also ensures there are no terms of degree \( n+2 \) in \( x,y \) in the divergence-free equation. Using this ansatz, (15) becomes

\[
B_{\Delta n} = -x \left( \partial_s B_{\Delta x}^n + \partial_s B_{\Delta y}^n + \kappa^{-1} \partial_s (\kappa B_n^s) \right).
\]

The free functions \( \mu_{n+1}, \nu_{n+1}, \Delta_{n+1, j} \) drop out of the term \( \partial_s B_{\Delta x}^n + \partial_s B_{\Delta y}^n \) as they come from solving \( \partial_n B_{\Delta x}^n + \partial_n B_{\Delta y}^n = 0 \) at degree \( n+1 \) in \( x,y \). We can choose \( \mu_{n+1}(s) = 0 \) and define \( \delta := \sum_{j=0}^{n} \frac{1}{\pi} \Delta_{n+1, j}(s) x^{n-j} y^j \), and recall \( B_{\Delta n} \) is of the form (14), to obtain

\[
\delta = - \left( \partial_s B_{\Delta x}^n + \partial_s B_{\Delta y}^n + \kappa^{-1} \partial_s (\kappa B_n^s) \right) \\
- \frac{1}{n+2} \partial_s \left[ B_{n}^s - \kappa x B_{n-1}^s \right] + \kappa x B_n^s \\
- \frac{n+2}{n+2} \partial_s \left[ B_{n}^s - \kappa x B_{n-1}^s \right] - \partial_s (\kappa B_n^s) - \partial_s (\kappa x B_n^s) \\
- \kappa^{-1} \partial_s (\kappa B_n^s) - \kappa x B_n^s.
\]

It is clear that this can be solved for the coefficients \( \Delta_{n+1, j} \) since the right hand side does not depend on these coefficients. Hence the desired \( B_\Delta \), guaranteeing that \( B \) is divergence-free to all orders, can be found.

### 4.2. First-order terms

Given any on axis field, \( B_0(s) \), it is possible to construct a family of isoprominent fields to first order in the radius for any choice of on-axis rotation number \( \iota_0 \). Using \( \iota_0 \) as a parameter in the family ensures that it can be adjusted to study physically relevant phenomena that occur at resonance when \( \iota_0 \) is rational.

Finding the on-axis rotation number \( \iota_0 \) can always be done with Floquet theory. However, generally this involves numerical solution of a non-autonomous linear system. Ideally we would like a family of examples where the rotation number is known exactly.

---

**Algorithm 1.** Isoprominence iteration scheme.

**Require:** Curvature and torsion of magnetic axis, on-axis field strength \( B_0(s) \) with finitely many maxima.

**for** \( j = 1,2, \ldots, n \)

**for** \( s \), maxima of \( B_0(s) \)

- Compute \( F(s) \) in terms of \( B_0(s) \) for \( k \leq j \), and \( \sigma_j \) in terms of \( B_0(s) \) for \( k \leq j \), using (8).
- Compute \( B_j'(s) \) in terms of \( B_0(s) \) for \( k \leq j \), using (9).

**end for**

Choose a \( B_j'(s) \) so that it interpolates the values specified by each \( B_0'(s) \).

**end for**

From (13), the field-line dynamics to first order in \( x \) and \( y \) is

\[
\dot{x} = \frac{1}{2} [\Delta_1(s) - B_0'(s)] x + \frac{1}{2} \mu_1(s) y, \\
\dot{y} = \frac{1}{2} \nu_1(s) x - \frac{1}{2} [\Delta_1(s) + B_0'(s)] y, \\
\dot{s} = \iota_0(s).
\]

Since \( B_0(s) \geq 0 \) we can use \( s \) as a new time variable. Moreover, we can write

\[
B_0(s) = B_0(0) e^{F(s)}, \quad F(T) = F(0) = 0,
\]

so that \( F \) represents the on axis variation of the field strength. Denoting \( d/ds := \dot{s} \) gives

\[
\begin{pmatrix} x' \\ y' \end{pmatrix} = \begin{pmatrix} \Delta_1 - F' & -\mu_1 \\ \nu_1 & -\Delta_1 - F' \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix},
\]

where \( \Delta_1 = \frac{\Delta_1}{\iota_0}, \mu_1 = \frac{\mu_1}{\iota_0}, \nu_1 = \frac{\nu_1}{\iota_0} \).

We will choose \( \Delta_1, \mu_1, \nu_1 \) wisely so that the system has a rotation number \( \iota_0 \). One such choice is

\[
\mu_1 = c_1 e^{F'}, \quad \nu_1 = -c_1 e^{F'}, \quad \left( \Delta_1 - F' \right)^2 - \left( \Delta_1 + F' \right)^2 = \left( \frac{2 \pi a}{\iota_0} \right)^2 F'' - F' = \frac{\left( \frac{2 \pi a}{\iota_0} \right)^2}{2} x.
\]

It can be concluded that the two eigenfunctions of the linearized system are \( \exp(\pm \frac{2 \pi a}{\iota_0} s) \). Consequently, the Floquet exponents of the system are simply \( \pm \iota_0 \), as desired.

### 4.3. Higher-order isoprominence

In section 3.2 it was determined that isoprominence can be met by suitably restricting the \( s \) component of \( B \). To ensure isoprominence is satisfied to some order \( n \), the equations of section 3.2 at each order \( j \leq n \) must be satisfied. This process is recursive: the equation at order \( j \) depends on the solution to the equations of lower order. The resulting iterative scheme is sketched in algorithm 1.

In the appendix, the above algorithm is conducted explicitly to second order giving.
Example 1. The second example has two maxima.

The constructions of these examples follows the procedure:

(a) Choose a magnetic axis and the on-axis magnetic field, $B_0(s)$.
(b) Obtain, for each maximum, $s_i$, of $B_0(s)$ the $s$-component $B^s(s_i)$ to satisfy the isoprominence condition to order $n$.
(c) Interpolate between the values of $B^s(s_i)$ for each $i$ to find $B^s(s)$.
(d) Obtain the $x,y$ components of the magnetic field using the results in section 4.1 to ensure the vector field is divergence free and of polynomial degree $n+1$.
(e) Choose the free functions $\Delta_{j,k}, \mu_k$, and $\nu_k$ arising from the divergence-free condition.

In the first example, $B_0(s)$ has only one maxima $s_1$, while the second example has two maxima.

**Example 1**. As a relatively simple family of example fields we choose the following:

- The magnetic axis is simply a circle of radius $1/\kappa_0$ so that $\tau(s) = 0$, and $\kappa(s) = \kappa_0$.
- The on-axis magnitude is $B_0(s) = e^{2(F(s) - F(0))}$ where $F(s) = \frac{1}{10}\cos(s)$. Thus it has a single maximum at $s_1 = 0$.

The isoprominence condition to order three is used to give $B'$ at $s = s_1$. To obtain $B''$ in a neighborhood of the axis we interpolate simply by choosing the degree-$n$ power series terms $B''_n(s)$ to be independent of $s$, that is, $B''_n(s) = B''_n(0)$ for all $s$ and $n \geq 1$.

The first-order terms $B_1^s, B_1^x$ are taken in accordance with section 4.2 so that the on-axis rotation is $\iota_0$; a parameter of the example. We choose the free function $\Delta_1 = 0$.

The free second and third-order terms in (11), resulting from the divergence-free condition, are set to 0, that is $\Delta_{j,k} = \mu_k = \nu_k = 0$ for $k = 2, 3$, and all values of $j$. The fourth-order terms are taken as discussed in section 4.1, to ensure the magnetic field is divergence-free and is a polynomial of degree four.

The only remaining parameters are the on-axis rotation number $\iota_0$, the free parameter $c_1$ in (16), and the curvature of the axis $\kappa_0$. Hence, this is a relatively simple, three-parameter family of divergence-free magnetic fields, that satisfies isoprominence to third order. The formulas for this family are explicitly given in the Mathematica notebook provided in [28].

Figures 2–4 show this example for the choice $(\iota_0,c_1,\kappa_0) = (1/\phi, \phi, 1)$, where $\phi = \frac{1}{2}(1 + \sqrt{5})$ is the golden ratio. A Poincaré section of the magnetic field lines is given in figure 2. Figure 3 shows the circular magnetic axis, the surface $\Sigma_-$ near the axis, and—using color—the magnitude of $B$ on $\Sigma_-$. Notably the deviation of $|B|_{\Sigma_-}$ from a constant for $x,y \sim \frac{1}{2}$ is less than 5%, which is consistent with the third-order isoprominence of the field. Finally, figure 4 shows $|B|$ along orbits that start at $(0,x_0,0)$ for $-0.5 < x_0 < 0.5$. Notice that since field lines are not necessarily periodic in $s$, the magnitude of $B$ along a field line will not be periodic in $s$. 

---

Figure 2. A Poincaré section at $s = 0$ for the magnetic field lines of example 1.
Figure 3. The approximate surface $\Sigma^-$, computed from the isoprominent condition for example 1. A heat map of $|B|$ on this surface shows a small variation away from $|B| = 1$.

Figure 4. The magnitude of $B$ along field lines as a function of the initial condition $(0, x_0, 0)$ for example 1. In red are the contours $|B| = 1$, the on-axis peak value. These contours split as $x_0$ grows, indicating that there is a region with $|B| > 1$ on $\Sigma^-$ due the third order truncation of the series.

Example 2. As a second simple family of example fields we start with the following.

- The magnetic axis is a circle of radius $1/\kappa_0$ so that $\tau(s) = 0$ and $\kappa(s) = \kappa_0$.
- The on-axis magnitude is $B_0(s) = e^{2(F(s) - F(0))}$ where $F(s) = a\cos(s) + b\cos(2s)$, with $0 < a < 4b$.

Since $a < 4b$, the on-axis field $B_0(s)$ has two maxima at $s_1 = 0$, $s_2 = \pi$. Enforcing the isoprominance condition to third order gives the values of $B'(0, x, y)$ and $B'(\pi, x, y)$. To obtain $B'$ for all $s$ we interpolate by taking

$$B'_n(s, x, y) = \frac{1}{2}B'_0(0, x, y)(1 + \cos(s)) + \frac{1}{2}B'_0(\pi, x, y)(1 - \cos(s)),$$

for $n \geq 1$.

As in the first example, the first-order terms $B'_1, B'_2$ are computed using section 4.2 so that the on-axis rotation is given by the parameter $\iota_0$. The free function $\Delta_1 = 0$ and $\Delta_{j,k} = \mu_k = \nu_k = 0$ for $k = 2, 3$, and all values of $j$. The fourth-order terms are computed using section 4.1 so that $B$ is divergence-free and a polynomial of degree four in $x, y$.

The remaining freedoms are the on-axis rotation number $\iota_0$, $c_1$ (16), $\kappa_0$, and the parameters $0 < a < 4b$. Hence,
Figure 5. A Poincaré section at \( s = 0 \) for the magnetic field lines of example 2.

Figure 6. The two strata of \( \Sigma^- \) computed from the isoprominent condition for example 2. A heat map of \(|B|\) is plotted on each surface, showing the error from constant \(|B|\).

this corresponds to a five-parameter family of divergence-free magnetic fields that satisfies isoprominence to third order.

Figures 5–7 show this field for \( (\eta_0, c_1, k_0, a, b) = (\frac{1}{2}, \phi, 1, \frac{1}{10}, 1) \), where \( \phi = \frac{1}{2}(1 + \sqrt{5}) \) is the golden ratio. A Poincaré section of the magnetic field lines is given in figure 5. Figure 6 shows the magnetic axis, the two \( \Sigma^- \) surfaces near the axis, and a heat map of the variation in \(|B|\) on these surfaces. Note that \(|B|\) varies by less than 7% up to \( x, y \sim \frac{1}{2} \), which is consistent with the third-order isoprominence of the field. Finally, figure 7 shows \(|B|\) along orbits with initial conditions \((0, x_0, 0)\), for \(-0.5 < x_0 < 0.5\).

5. Discussion

This paper formulates the concept we call isoprominence for a magnetic field: the magnitude of the field, \( B \), should be constant on surfaces where the \( b \) component of its gradient is locally maximum, recall definition 2.2. It was shown in proposition 2.6 that isoprominent magnetic fields minimize separatrix crossings of guiding center orbits. In other words, isoprominent fields minimize orbit-type transitions. In section 3.2, power series expansions for isoprominent fields were shown to exist to all orders near a magnetic axis. Two simple example families of nearly-isoprominent fields were obtained and analyzed in section 4.

This paper serves as a first foray into isoprominence. Consequently, there is much left to investigate about this relatively simple property for magnetic fields. The defining condition for isoprominence, namely, that the separatrix of the zeroth-order guiding center motion is a level set of the energy \( H \), is simple enough to warrant a search for toroidal configurations with exactly isoprominent fields. Having such an example, rather than the truncated power series in section 4, would ease future numerical and theoretical investigations.
Of course, a central aim of fusion physics is the confinement of particle trajectories. Even though we have shown that an isoprominent field has minimal orbit-type transitions, this does not imply that the particles will necessarily have good confinement. Nevertheless, since minimizing orbit-type transitions leads to good conservation of the adiabatic invariant $J$, isoprominence will eliminate one prevalent source of transport [6–8]. This is a first step in getting good confinement. Future investigation would do well to study the second step: understanding more about what features of $\Sigma^-$ will lead to good confinement. For instance, $\Sigma^-$ should not intersect the walls of a the confinement device.

Further investigation into realistic physical constraints on the magnetic fields for an isoprominent field is also warranted. For instance, are there isoprominent magnetic fields that also satisfy ideal magneto-hydrostatic equilibrium $J \times B = \nabla p$? Similarly are there isoprominent Beltrami fields $B = \lambda \nabla \times B$, or vacuum fields, $\nabla \times B = 0$? The number of free functions available in the near-axis expansion of isoprominent fields suggests that any of these force-balance constraints can be satisfied. Other constraints worth investigating include those imposed by realistic coil shape design.

Finally, we note that the current paper contained no investigations of particle trajectories. Even though proposition 2.6 minimizes the possibility of separatrix crossings for isoprominent fields in theory, a study of particle trajectories in exact or approximate isoprominent fields would give insight into just how well the crossings are mitigated. This opens up the question of how to accurately and efficiently measure the number of separatrix crossings, so that one can quantify approximate isoprominence. We plan to answer such questions in a future paper.
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Appendix. Explicit restriction for order 2 isoprominence

In this appendix we directly construct the conditions for a magnetic field to be isoprominent to second order in the near-axis expansion. Higher-order calculations can be found in the Mathematica codes at [28]. We follow the outline in algorithm 1. The calculation is performed in Frenet–Serret coordinates (4).

The first task is to find a series representation for $\Sigma^-$ near a local maximum point $s_0$ of $B_0(s)$. This local representation is a graph in $x, y$ given by $\sigma = s_0 + \sigma_1 + \sigma_2 + \ldots$, where $\sigma_k$ denotes the $k^{\text{th}}$-order term in the power series expansion in $z = (x, y)$ of $\sigma$ near the magnetic axis $x = y = 0$. The terms in the series are obtained from expanding the left hand side of (7) to obtain
\[ B_0(\sigma) = B_0''(s_0)(\sigma_1 + \sigma_2 + \ldots) + \frac{1}{2} B_0'''(s_0)(\sigma_1 + \sigma_2 + \ldots)^2 + \ldots \]

Similarly, the first two terms in the power series expansion of the right hand side of (7) are

\[
\begin{align*}
\partial_1 B &\equiv \partial_1 B_0 + \frac{B_1^+ \cdot \nabla B_1}{B_0}, \\
\partial_2 B &\equiv \partial_2 B_0 + \frac{B_2^+ \cdot \nabla B_2}{B_0} + \frac{B_1^+ \cdot \nabla B_1 B_1}{B_0} - \frac{B_1^+ \cdot \nabla B_1 B_0}{B_0 B_0}.
\end{align*}
\]

Thus the isoprominence condition at first order (7) requires that

\[
\sigma_1 = -\left( \frac{\partial_1 B}{B_0''} \right)_{s_0 = 0},
\]

Similarly, at second order in \( z \) we have

\[ B_0'\sigma_2 + \frac{1}{2} B_0'' \sigma_1^2 = -\partial_1(\partial_1 B) \sigma_1 - \partial_2 B, \]

or

\[
\sigma_2 = -\left( \frac{\partial_2 B}{B_0''} \right)_{s_0 = 0} + \frac{1}{2} \left( \frac{\partial_1 B - B_0'''/B_0''(\partial_1 B)}{B_0''} \right)^2 \left|_{s_0 = 0} \right.
\]

The second step is to relate the power series expansion of \( B = |B| \) to that of \( B \). To all orders, the terms in the two series are related through the metric (5) by \( B = \sqrt{g(\mathbf{B}, \mathbf{B})} \). Expanding both sides in power series and using the fact that \( g = g_0 + g_1 + g_2 \) has only terms up to 2nd order, we obtain

\[ B_1 = \frac{1}{2B_0} (2g_0(B_0, B_1) + g_1(B_0, B_0)), \]

at first-order and

\[ B_2 = \frac{1}{2B_0} (2g_0(B_2, B_0) + g_0(B_1, B_1) + 2g_1(B_1, B_0) + g_2(B_0, B_0)) - \frac{1}{8B_0^2} (2g_0(B_0, B_1) + g_1(B_0, B_0))^2, \]

at second order. These formulas can be simplified by substituting the explicit expression in (5), leading to

\[
B_1 = B_1' - \kappa x B_0.
\]

Thus the isoprominence condition at first order (7) requires that

\[
B_1' = \kappa y B_0.
\]

The second step is to combine the the power series expansions of \( \sigma \) and \( B \) in to identify an expansion for \( B_{ij} \), which is the separatix energy \( h \) of the ZGC equations. To all orders we have \( h(x, y) = B(x, y, \sigma(x, y)) \). Expanding both sides of this condition leads to the equations

\[
h_0 = B_0(s_0), \quad h_1 = B_1(x, y, s_0), \quad h_2 = B_2(x, y, s_0) + \frac{1}{2} B_0''(s_0) \sigma_1^2.
\]

For isoprominence, it is necessary and sufficient for \( h \) to be constant. It follows that we must require that \( h_k = 0 \) for all \( k > 0 \). Using (19), (20) and (17) these conditions at first and second order may be written

\[
0 = B_1(x, y, s_0) - \kappa(s_0)x B_0(s_0),
\]

\[
0 = B_2(x, y, s_0) - \kappa(s_0)x B_1(x, y, s_0) + \frac{1}{2B_0(s_0)} \left( (B_1')^2 + (B_2')^2 \right)_{s_0 = 0} + \frac{1}{2B_0''(s_0)} \left[ (\partial_2 B_1 + \frac{B_1^+}{B_0^+} \partial_2 B_0 + \frac{B_1^+}{B_0^+} \partial_1 B_0) - \kappa B_1' \right]_{s_0 = 0}.
\]

Consistent with the general argument, each of these conditions may be regarded as specifying \( B_1(x, y, s_0) \) in terms of lower-degree terms. In particular, for \( B_1' \) and \( B_2' \) we obtain the results

\[
B_1'(x, y, s_0) = \kappa(s_0) x B_0(s_0),
\]

and

\[
B_2'(x, y, s_0) = \kappa^2(s_0) x^2 B_0(s_0) - \frac{1}{2} \frac{1}{2} (2g_0(B_0, B_1) + g_1(B_0, B_0))^2.
\]
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