Predictions for all processes $e^+e^- \rightarrow 4$ fermions $+ \gamma$
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Abstract:

The complete matrix elements for $e^+e^- \rightarrow 4f$ and $e^+e^- \rightarrow 4f\gamma$ are calculated in the Electroweak Standard Model for polarized massless fermions. The matrix elements for all final states are reduced to a few compact generic functions. Monte Carlo generators for $e^+e^- \rightarrow 4f$ and $e^+e^- \rightarrow 4f\gamma$ are constructed. We compare different treatments of the finite widths of the electroweak gauge bosons; in particular, we include a scheme with a complex gauge-boson mass that obeys all Ward identities. The detailed discussion of numerical results comprises integrated cross sections as well as photon-energy distributions for all different final states.
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Introduction

When exceeding the W-pair production threshold, the LEP collider started a new era in the verification of the Electroweak Standard Model (SM): the study of the properties of the W boson and of its interactions. While the most important process at LEP2 in this respect is certainly \(e^+e^- \rightarrow W^+W^- \rightarrow 4f\), many other reactions have now become accessible. Besides the 4-fermion-production processes, including single W-boson production, single Z-boson production, or Z-boson-pair production, LEP2 and especially a future linear collider allow us to investigate another class of processes, namely \(e^+e^- \rightarrow 4f \gamma\).

The physical interest in the processes \(e^+e^- \rightarrow 4f \gamma\) is twofold. First of all, they are an important building block for the radiative corrections to \(e^+e^- \rightarrow 4f\), and their effect must be taken into account in order to get precise predictions for the observables that are used for the measurement of the W-boson mass and the triple-gauge-boson couplings. On the other hand, those processes themselves involve interesting physics. They include, in particular, triple-gauge-boson-production processes such as \(W^+W^-\gamma\), \(ZZ\gamma\), or \(\gamma\gamma\gamma\) production and can therefore be used to obtain information on the quartic gauge-boson couplings \(\gamma\gammaWW\), \(\gamma ZWW\), and \(\gamma\gamma ZZ\). While only a few events of this kind are expected at LEP2, these studies can be performed in more detail at future linear \(e^+e^-\) colliders \([1]\).

Important contributions to \(e^+e^- \rightarrow 4f\) and \(e^+e^- \rightarrow 4f \gamma\) arise from subprocesses with two resonant gauge bosons. These subprocesses do not only contain interesting physics, such as the quartic gauge-boson self-interactions, but also dominate the cross sections in those regions of phase space where the invariant masses of certain combinations of final-state particles are close to the mass of the corresponding nearly resonant gauge bosons. Therefore, it is sometimes a reasonable approach to consider only the resonant contributions. In the most naive approximation, the produced gauge bosons are treated as stable particles. Most of the existing calculations for triple-gauge-boson production have been performed in this way, such as many calculations for \(e^+e^- \rightarrow W^+W^-\gamma\) \([2]\).

In an improved approach, the so-called pole expansion \([3, 4]\), the resonances are treated exactly, i.e. the decay of the produced gauge bosons is taken into account, but the matrix elements are expanded about the poles of the resonances. Once the non-resonant diagrams have been left out, the expansion is in fact mandatory in order to retain gauge invariance. If only the leading terms in the expansion are kept, this approach is known as the pole approximation, or double-pole approximation in the presence of two resonances. The accuracy of the (double-)pole approximation is, at best, of the order of \(\Gamma_V/M_V\), where \(M_V\) and \(\Gamma_V\) are the mass and the width of the relevant gauge bosons, and thus typically at the level of several per cent. Consequently, this approach is only reasonable if the experimental accuracy is correspondingly low. The error estimate of \(\Gamma_V/M_V\) is too optimistic in situations in which scales of order \(\Gamma_V\), or smaller, are involved. This is, in particular, the case in threshold regions or if photons with energies of the order of \(\Gamma_V\) are emitted from the resonant gauge bosons. On the other hand, the quality of the pole approximation can be improved by applying appropriate invariant-mass cuts.

Note that the double-pole approximation is particularly well-suited for the calculation of the radiative corrections to gauge-boson pair production, since the error resulting from the double-pole approximation is suppressed by an additional factor \(\alpha/\pi\) in this case. In
this approximation the corrections can be classified into factorizable and non-factorizable corrections [4, 5]. The virtual factorizable corrections can be composed of the known corrections to on-shell W-pair production [6] and on-shell W decay [7], and the non-factorizable corrections have recently been calculated [8]. In contrast to the virtual factorizable corrections, the real factorizable corrections cannot be simply taken over from the on-shell processes. In the case of real photon emission the definition of the double-pole approximation is non-trivial if the energy of the final-state photon is of the order of $\Gamma_V$, since the resonances before and after photon emission are not well separated in phase space. A possible double-pole approximation of the $\mathcal{O}(\alpha)$ corrections to four-lepton production has been discussed in Ref. [9].

In our calculation of $e^+e^- \to 4f\gamma$ we do not use the double-pole approximation since the full calculation is feasible with reasonable effort. Unlike the double-pole approximation, the full calculation is valid for arbitrary processes in the set $e^+e^- \to 4f\gamma$. Moreover, when using the exact results for the real corrections in an $\mathcal{O}(\alpha)$ calculation of 4 fermion-production processes, the reliability of possible approximations can be tested.

Some results for $e^+e^- \to 4f\gamma$ with an observable photon already exist in the literature. In Refs. [10, 11] the contributions to the matrix elements involving two resonant W bosons have been calculated and implemented into a Monte Carlo generator. This generator has been extended to include collinear bremsstrahlung [12] and used to discuss the effect of hard photons at LEP2 [13]. The complete cross section for the process $e^+e^- \to u\bar{d}e^-\bar{u}e\gamma$ has been discussed in Ref. [14]. In Ref. [15], the complete matrix elements for the processes $e^+e^- \to 4f\gamma$ have been calculated using an iterative numerical algorithm without referring to Feynman diagrams. We are, however, interested in explicit analytical results on the amplitudes for various reasons. In particular, we want to have full control over the implementation of the finite width of the virtual vector bosons and to select single diagrams, such as the doubly-resonant ones. So far no results for $e^+e^- \to 4f\gamma$ with $e^+e^-$ pairs in the final state have been published.

In order to perform the calculation as efficient as possible we have reduced all processes to a small number of generic contributions. For $e^+e^- \to 4f$, the calculation is similar to the one in Ref. [16], and the generic contributions correspond to individual Feynman diagrams. In the case of $e^+e^- \to 4f\gamma$ we have combined groups of diagrams in such a way that the resulting generic contributions can be classified in the same way as those for $e^+e^- \to 4f$. As a consequence, the generic contributions are individually gauge-invariant with respect to the external photon. The number and the complexity of diagrams in the generic contributions for $e^+e^- \to 4f\gamma$ has been reduced by using a non-linear gauge-fixing condition for the W-boson field [17]. In this way, many cancellations between diagrams are avoided, without any further algebraic manipulations. Finally, for the helicity amplitudes corresponding to the generic contributions concise results have been obtained by using the Weyl–van der Waerden formalism (see Ref. [18] and references therein).

After the matrix elements have been calculated, the finite widths of the resonant particles have to be introduced. We have done this in different ways and compared the different treatments for $e^+e^- \to 4f$ and $e^+e^- \to 4f\gamma$. In particular, we have discussed a “complex-mass scheme”, which preserves all Ward identities and is still rather simple to apply.
The matrix elements to \( e^+e^- \rightarrow 4f \) and \( e^+e^- \rightarrow 4f\gamma \) exhibit a complex peaking behaviour owing to propagators of massless particles and Breit–Wigner resonances, so that the integration over the 8- and 11-dimensional phase spaces, respectively, is not straightforward. In order to obtain numerically stable results, we adopt the multi-channel integration method [16, 19] and reduce the Monte Carlo error by the adaptive weight optimization procedure described in Ref. [20]. In the multi-channel approach, we define a suitable mapping of random numbers into phase space variables for each arising propagator structure. These variables are generated according to distributions that approximate this specific peaking behavior of the integrand. For \( e^+e^- \rightarrow 4f \) and \( e^+e^- \rightarrow 4f\gamma \) we identify up to 128 and 928 channels, respectively, which necessitates an efficient and generic procedure for the phase-space generation. We wrote two independent Monte Carlo programs following the general strategy outlined above. They differ in the realization of a generic procedure for the construction of the phase-space generators.

The paper is organized as follows: in Section 2 we describe the calculation of the helicity amplitudes for \( e^+e^- \rightarrow 4f \) and \( e^+e^- \rightarrow 4f\gamma \) and list the complete results. The Monte Carlo programs are described in Section 3. In Section 4 the numerical results are discussed, and Section 5 contains a summary and an outlook.

2 Analytical results

2.1 Notation and conventions

We consider reactions of the types

\[
e^+(p_+, \sigma_+) + e^-(p_-, \sigma_-) \rightarrow f_1(k_1, \sigma_1) + \bar{f}_2(k_2, \sigma_2) + f_3(k_3, \sigma_3) + \bar{f}_4(k_4, \sigma_4),
\]

(2.1)

\[
e^+(p_+, \sigma_+) + e^-(p_-, \sigma_-) \rightarrow f_1(k_1, \sigma_1) + \bar{f}_2(k_2, \sigma_2) + f_3(k_3, \sigma_3) + \bar{f}_4(k_4, \sigma_4) + \gamma(k_5, \lambda).(2.2)
\]

The arguments label the momenta \( p_\pm, k_i \), and helicities \( \sigma_i = \pm 1/2, \lambda = \pm 1 \) of the corresponding particles. We often use only the signs to denote the helicities. The fermion masses are neglected everywhere.

For the Feynman rules we use the conventions of Ref. [21]. In particular, all fields and momenta are incoming. It is convenient to use a non-linear gauge-fixing term [17] of the form

\[
\mathcal{L}_{\text{fix}} = - \left| \partial^\mu W^+_\mu + i e (A^\mu - \frac{C_w}{s_w} Z^\mu) W^+_\mu - i M_W \phi^+ \right|^2
\]

\[
- \frac{1}{2} (\partial^\mu Z_\mu - M_Z \chi)^2 - \frac{1}{2} (\partial^\mu A_\mu)^2 ,
\]

(2.3)

where \( \phi^\pm \) and \( \chi \) are the would-be Goldstone bosons of the \( W^\pm \) and \( Z \) fields, respectively. With this choice, the \( \phi^\pm W^\mp A \) vertices vanish, and the bosonic couplings that are relevant for \( e^+e^- \rightarrow 4f\gamma \) read

\[
W_\mu^+, k_+ \to V_{\mu}, k_V \quad = -i g_{VW} [g_{\nu\rho}(k_- - k_+)_{\mu} - 2 g_{\mu\nu} k_{\nu,\rho} + 2 g_{\mu\rho} k_{\nu,\nu}],
\]

\[
W_{\rho}^-, k_- \to
\]
\[ A_\mu \quad W^+ \]

\[ \begin{array}{c}
\nu \\
\bar{\nu}
\end{array} \quad W^- \]

\[ = -2ieg_{VWW} g_{\mu\nu}g_{\rho\sigma}, \quad (2.4) \]

with \( V = A, Z \), and the coupling factors

\[ g_{AWW} = 1, \quad g_{ZWW} = -\frac{c_w}{s_w}. \quad (2.5) \]

Note that the gauge-boson propagators have the same simple form as in the 't Hooft–Feynman gauge, i.e. they are proportional to the metric tensor \( g_{\mu\nu} \). This gauge choice eliminates some diagrams and simplifies others owing to the simpler structure of the photon–gauge-boson couplings.

The vector-boson–fermion–fermion couplings have the usual form

\[ V_\mu \quad \bar{f}_i \]

\[ = ie\gamma_\mu \sum_\sigma g^\sigma_{Vf_i}\bar{f}_j \omega_\sigma, \quad (2.6) \]

where \( \omega_\pm = (1 \pm \gamma_5)/2 \). The corresponding coupling factors read

\[ g^\sigma_{A\bar{f}_i} = -Q_i, \quad g^\sigma_{Z\bar{f}_i} = -\frac{s_w}{c_w}Q_i + \frac{I^{w,i}_3}{c_w s_w} \delta_{\sigma-}, \quad g^\sigma_{W\bar{f}_i} = \frac{1}{\sqrt{2}s_w} \delta_{\sigma-}, \quad (2.7) \]

where \( Q_i \) and \( I^{w,i}_3 = \pm 1/2 \) denote the relative charge and the weak isospin of the fermion \( f_i \), respectively, and \( f'_i \) is the weak-isospin partner of \( f_i \). The colour factor of a fermion \( f_i \) is denoted by \( N^c_{f_i} \), i.e. \( N^c_{\text{lepton}} = 1 \) and \( N^c_{\text{quark}} = 3 \).

### 2.2 Classification of final states for \( e^+e^- \to 4f \)

The final states for \( e^+e^- \to 4f \) have already been classified in Refs. [16, 22, 23]. We introduce a classification that is very close to the one of Refs. [22, 23]. It is based on the production mechanism, i.e. whether the reactions proceed via charged-current (CC), or neutral-current (NC) interactions, or via both interaction types. The classification can be performed by considering the quantum numbers of the final-state fermion pairs.

In the following, \( f \) and \( F \) denote different fermions (\( f \neq F \)) that are neither electrons nor electron neutrinos (\( f, F \neq e^-, \nu_e \)), and their weak-isospin partners are denoted by \( f' \) and \( F' \), respectively. We find the following 11 classes of processes (in parenthesis the corresponding classification of Ref. [23] is given):

(i) CC reactions:

(a) \( e^+e^- \to f\bar{f}'F\bar{F}' \), \quad (CC11 family),

(b) \( e^+e^- \to \nu_\mu e^+ f\bar{f}' \), \quad (CC20 family),

(c) \( e^+e^- \to f\bar{f}'e^-\bar{\nu}_e \), \quad (CC20 family),
We first treat purely leptonic and semi-leptonic final states. In this case, none of the gauge bosons in the generic graphs of Figure 1 can be a gluon, and the colour structure
trivially leads to a global factor $N_f^c N_f^\gamma$, which is equal to 1 or 3, after summing the squared amplitude over the colour degrees of freedom. The results for the generic amplitudes are

$$
\mathcal{M}_{V_1V_2}^{\sigma_a,\sigma_b,\sigma_c,\sigma_d,\sigma_e,\sigma_f}(p_a, p_b, p_c, p_d, p_e, p_f) = -4e^4 \delta_{\sigma_a, -\sigma_e} \delta_{\sigma_c, -\sigma_d} g_{V_1}^{\sigma_a} g_{V_2}^{\sigma_b} g_{V_3}^{\sigma_c} g_{V_4}^{\sigma_d} g_{V_5}^{\sigma_e} g_{V_6}^{\sigma_f} P_{V_1}(p_c + p_d) P_{V_2}(p_e + p_f) A_2^{\sigma_c,\sigma_e}(p_a, p_b, p_c, p_d, p_e, p_f),
$$

where the vector-boson propagators are abbreviated by

$$
P_V(p) = \frac{1}{p^2 - M_V^2}, \quad V = A, Z, W, g, \quad M_A = M_g = 0. \tag{2.10}
$$

(The case of the gluon is included for later convenience.) The auxiliary functions $A_2^{\sigma_a,\sigma_c,\sigma_e}$ and $A_3^a$ are expressed in terms of WvdW spinor products,

$$
A_2^{++}(p_a, p_b, p_c, p_d, p_e, p_f) = \langle p_a p_c \rangle \langle p_b p_f \rangle \langle p_d p_e \rangle \langle p_a p_b \rangle \langle p_c p_e \rangle + \langle p_a p_d \rangle \langle p_b p_f \rangle \langle p_c p_e \rangle \langle p_a p_b \rangle \langle p_c p_e \rangle + \langle p_a p_d \rangle \langle p_b p_f \rangle \langle p_c p_e \rangle \langle p_a p_b \rangle \langle p_c p_e \rangle,
$$

$$
A_2^{++}(p_a, p_b, p_c, p_d, p_e, p_f) = A_2^{++}(p_a, p_b, p_c, p_d, p_e, p_f),
$$

$$
A_2^{--}(p_a, p_b, p_c, p_d, p_e, p_f) = A_2^{++}(p_a, p_b, p_c, p_d, p_e, p_f),
$$

$$
A_2^{-+}(p_a, p_b, p_c, p_d, p_e, p_f) = A_2^{-+}(p_a, p_b, p_c, p_d, p_e, p_f),
$$

$$
A_2^{--}(p_a, p_b, p_c, p_d, p_e, p_f) = A_2^{--}(p_a, p_b, p_c, p_d, p_e, p_f),
$$

$$
A_2^{-+}(p_a, p_b, p_c, p_d, p_e, p_f) = A_2^{-+}(p_a, p_b, p_c, p_d, p_e, p_f) \tag{2.11}
$$

$$
A_2^{-+}(p_a, p_b, p_c, p_d, p_e, p_f) = A_2^{-+}(p_a, p_b, p_c, p_d, p_e, p_f) \tag{2.11}
$$

$$
A_2^{-+}(p_a, p_b, p_c, p_d, p_e, p_f) = A_2^{-+}(p_a, p_b, p_c, p_d, p_e, p_f),
$$

$$
A_2^{-+}(p_a, p_b, p_c, p_d, p_e, p_f) = A_2^{-+}(p_a, p_b, p_c, p_d, p_e, p_f),
$$

$$
A_2^{-+}(p_a, p_b, p_c, p_d, p_e, p_f) = A_2^{-+}(p_a, p_b, p_c, p_d, p_e, p_f) \tag{2.11}
$$

The spinor products are defined by

$$
\langle pq \rangle = e^{AB} p_A q_B = 2 \sqrt{|p_0 q_0|} \left[ e^{-i\phi_p} \cos \frac{\theta_p}{2} \sin \frac{\theta_q}{2} - e^{-i\phi_q} \cos \frac{\theta_q}{2} \sin \frac{\theta_p}{2} \right], \tag{2.13}
$$

where $p_A, q_A$ are the associated momentum spinors for the momenta

$$
p^\mu = p_0 (1, \sin \theta_p \cos \phi_p, \sin \theta_p \sin \phi_p, \cos \theta_p),
$$

$$
q^\mu = p_0 (1, \sin \theta_q \cos \phi_q, \sin \theta_q \sin \phi_q, \cos \theta_q). \tag{2.14}
$$

Incoming fermions are turned into outgoing ones by crossing, which is performed by inverting the corresponding fermion momenta and helicities. If the generic functions are called with negative momenta $-p, -q$, it is understood that only the complex conjugate spinor products get the corresponding sign change. We illustrate this by simple examples:

$$
A(p, q) = \langle pq \rangle = A(p, -q) = A(-p, q) = A(-p, -q),
$$

$$
B(p, q) = \langle pq \rangle = -B(p, -q) = -B(-p, q) = B(-p, -q). \tag{2.15}
$$
We have checked the results for the generic diagrams against those of Ref. [16] and found agreement.

Using the results for the generic diagrams of Figure 1, the helicity amplitudes for all possible processes involving six external fermions can be built up. It is convenient to construct first the amplitudes for the process types CC(a) and NC(a) (see Section 2.2) in terms of the generic functions (2.8) and (2.9), because these amplitudes are the basic subamplitudes of the other channels. The full amplitude for each process type can be built up from those subamplitudes by appropriate substitutions and linear combinations.

We first list the helicity amplitudes for the CC processes:

\[ M_{CCa}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \]
\[ = M_{WW}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, p_-, -k_1, -k_2, -k_3, -k_4) \]
\[ + \sum_{V=\gamma,Z} M_{VWW}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, p_-, -k_1, -k_2, -k_3, -k_4) \]
\[ + M_{WW}^{-\sigma_1,\sigma_2,\sigma_+,-\sigma_3,-\sigma_4}(k_1, k_2, p_+, p_-, -k_3, -k_4) \]
\[ + M_{WW}^{-\sigma_1,-\sigma_2,\sigma_+,\sigma_3,-\sigma_4}(k_1, k_2, p_+, p_-, -k_3, -k_4) \]
\[ + M_{WW}^{-\sigma_3,-\sigma_2,\sigma_+,-\sigma_4,\sigma_+,-\sigma_4}(k_1, k_2, -k_3, -k_4, p_+, p_-) \]
\[ + M_{WW}^{-\sigma_3,-\sigma_2,-\sigma_3,\sigma_4,\sigma_4,\sigma_+}(k_1, k_2, -k_3, -k_4, p_+, p_-) \],

(2.16)

\[ M_{CCb}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \]
\[ = M_{CCa}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \]
\[ - M_{CCa}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, -k_2, k_1, -p_-, k_3, k_4) \],

(2.17)

\[ M_{CCc}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \]
\[ = M_{CCa}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \]
\[ - M_{CCa}^{\sigma_+,\sigma_-,\sigma_2,\sigma_1,\sigma_3,\sigma_4}(k_3, p_-, k_1, k_2, -p_+, k_4) \].

(2.18)

The ones for the NC processes are given by

\[ M_{NCa}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \]
\[ = \sum_{V_1,V_2=\gamma,Z} \left[ M_{V_1V_2}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, p_-, -k_1, -k_2, -k_3, -k_4) \right. \]
\[ + M_{V_1V_2}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, p_-, -k_3, -k_4, -k_1, -k_2) \]
\[ + M_{V_1V_2}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, p_-, -k_1, -k_2, p_+, p_-, -k_3, -k_4) \]
\[ + M_{V_1V_2}^{\sigma_-,\sigma_2,\sigma_1,\sigma_3,\sigma_4}(k_1, k_2, -k_3, -k_4, p_+, p_-) \]
\[ + M_{V_1V_2}^{\sigma_-,\sigma_2,\sigma_3,\sigma_4,\sigma_4,\sigma_+}(k_1, k_2, -k_3, -k_4, p_+, p_-) \],

(2.19)

\[ M_{NCb}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \]
\[ = M_{NCa}^{\sigma_+,\sigma_-,\sigma_1,\sigma_2,\sigma_3,\sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \]
\[ - M_{NCa}^{\sigma_+,\sigma_-,\sigma_2,\sigma_1,\sigma_3,\sigma_4}(p_+, p_-, k_3, k_2, k_1, k_4) \].

(2.20)
Finally, the helicity amplitudes for reactions of mixed CC/NC type read

\[
\mathcal{M}_{\text{NC}}^{\sigma_+\sigma_-,\sigma_1\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_1,k_2,k_3,k_4) = \mathcal{M}_{\text{NCa}}^{\sigma_+\sigma_-,\sigma_1\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_1,k_2,k_3,k_4) - \mathcal{M}_{\text{NCa}}^{\sigma_1\sigma_-\sigma_+\sigma_2\sigma_3\sigma_4}(-k_1,p_-,p_+,k_2,k_3,k_4),
\]

(2.21)

\[
\mathcal{M}_{\text{NCd}}^{\sigma_+\sigma_-,\sigma_1\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_1,k_2,k_3,k_4) = \mathcal{M}_{\text{NCa}}^{\sigma_+\sigma_-,\sigma_1\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_1,k_2,k_3,k_4) - \mathcal{M}_{\text{NCa}}^{\sigma_1\sigma_-\sigma_+\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_3,k_2,k_1,k_4) - \mathcal{M}_{\text{NCa}}^{\sigma_3\sigma_+\sigma_-\sigma_2\sigma_3\sigma_4}(-k_1,p_-,p_+,k_2,k_3,k_4) - \mathcal{M}_{\text{NCa}}^{\sigma_1\sigma_-\sigma_+\sigma_2\sigma_3\sigma_4}(-k_3,p_-,k_1,k_2,-p_+,k_4) + \mathcal{M}_{\text{NCa}}^{\sigma_1\sigma_-\sigma_+\sigma_2\sigma_3\sigma_4}(-k_1,p_-,k_3,k_2,-p_+,k_4) + \mathcal{M}_{\text{NCa}}^{\sigma_1\sigma_-\sigma_+\sigma_2\sigma_3\sigma_4}(-k_3,p_-,p_+,k_1,k_2,k_4).
\]

(2.22)

Finally, the helicity amplitudes for reactions of mixed CC/NC type read

\[
\mathcal{M}_{\text{CC}/\text{NCa}}^{\sigma_+\sigma_-,\sigma_1\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_1,k_2,k_3,k_4) = \mathcal{M}_{\text{NCa}}^{\sigma_+\sigma_-,\sigma_1\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_1,k_2,k_3,k_4) - \mathcal{M}_{\text{CCa}}^{\sigma_+\sigma_-\sigma_1\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_1,k_4,k_3,k_2),
\]

(2.23)

\[
\mathcal{M}_{\text{CC}/\text{NCb}}^{\sigma_+\sigma_-,\sigma_1\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_1,k_2,k_3,k_4) = \mathcal{M}_{\text{NCa}}^{\sigma_+\sigma_-,\sigma_1\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_1,k_2,k_3,k_4) - \mathcal{M}_{\text{CCa}}^{\sigma_3\sigma_4\sigma_1\sigma_-\sigma_2\sigma_3\sigma_4}(-k_3,-k_4,k_1,-p_-,p_+,k_2),
\]

(2.24)

\[
\mathcal{M}_{\text{CC}/\text{NCc}}^{\sigma_+\sigma_-,\sigma_1\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_1,k_2,k_3,k_4) = \mathcal{M}_{\text{NCa}}^{\sigma_+\sigma_-,\sigma_1\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_1,k_2,k_3,k_4) - \mathcal{M}_{\text{NCa}}^{\sigma_3\sigma_4\sigma_1\sigma_-\sigma_2\sigma_3\sigma_4}(-k_1,-k_2,k_3,-p_-,p_+,k_4) + \mathcal{M}_{\text{CCa}}^{\sigma_3\sigma_4\sigma_1\sigma_-\sigma_2\sigma_3\sigma_4}(-k_1,-k_4,k_3,-p_-,p_+,k_2) + \mathcal{M}_{\text{CCa}}^{\sigma_3\sigma_4\sigma_1\sigma_-\sigma_2\sigma_3\sigma_4}(-k_3,-k_2,k_1,-p_-,p_+,k_4) - \mathcal{M}_{\text{CCa}}^{\sigma_3\sigma_4\sigma_1\sigma_-\sigma_2\sigma_3\sigma_4}(-k_3,-k_4,k_1,-p_-,p_+,k_2),
\]

(2.25)

\[
\mathcal{M}_{\text{CC}/\text{NCd}}^{\sigma_+\sigma_-,\sigma_1\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_1,k_2,k_3,k_4) = \mathcal{M}_{\text{NCa}}^{\sigma_+\sigma_-,\sigma_1\sigma_2\sigma_3\sigma_4}(p_+,p_-,k_1,k_2,k_3,k_4) - \mathcal{M}_{\text{NCa}}^{\sigma_3\sigma_4\sigma_1\sigma_-\sigma_2\sigma_3\sigma_4}(-k_3,p_-,k_1,k_2,-p_+,k_4) - \mathcal{M}_{\text{CCa}}^{\sigma_3\sigma_4\sigma_1\sigma_-\sigma_2\sigma_3\sigma_4}(p_+,k_4,k_1,-p_-,k_3,k_2) + \mathcal{M}_{\text{CCa}}^{\sigma_3\sigma_4\sigma_1\sigma_-\sigma_2\sigma_3\sigma_4}(-k_3,p_-,k_1,k_4,-p_+,k_2) + \mathcal{M}_{\text{CCa}}^{\sigma_3\sigma_4\sigma_1\sigma_-\sigma_2\sigma_3\sigma_4}(-k_3,-k_4,k_1,-p_-,p_+,k_2).
\]

(2.26)

The relative signs between contributions of the basic subamplitudes \(\mathcal{M}_{\text{CCa}}\) and \(\mathcal{M}_{\text{NCa}}\) to the full matrix elements account for the sign changes resulting from interchanging external fermion lines.
For the CC reactions, the amplitudes $\mathcal{M}_{\text{CCA}}$ are the smallest gauge-invariant subset of diagrams \cite{24}. In the case of NC reactions, the amplitudes $\mathcal{M}_{\text{NCA}}$ are composed of three separately gauge-invariant subamplitudes consisting of the first two lines, the two lines in the middle, and the last two lines of (2.19).

### 2.3.2 Hadronic final states

Next we inspect purely hadronic final states, i.e. the cases where all final-state fermions $f_i$ are quarks. This concerns only the channels CC(a), NC(a), NC(b), and CC/NC(a) given in Section 2.2. The colour structure of the quarks leads to two kinds of modifications. Firstly, the summation of the squared amplitudes over the colour degrees of freedom can become non-trivial, and secondly, the possibility of virtual-gluon exchange between the quarks has to be taken into account. More precisely, there are diagrams of type (a) in Figure 1 in which one of the gauge bosons $V_{1,2}$ is a gluon. The other gauge boson of $V_{1,2}$ can only be a photon or Z boson, since this boson has to couple to the incoming $e^+e^-$ pair. Consequently, there is an impact of gluon-exchange diagrams only for the channels NC(a), NC(b), and CC/NC(a), but not for CC(a). This can be easily seen by inspecting the generic diagrams in Figure 1: the presence of a gluon exchange requires two quark–antiquark pairs $q\bar{q}$ in the final state.

We first inspect the colour structure of the purely electroweak diagrams. Since the colour structure of each diagram contributing to the basic channels CC(a) and NC(a) is the same, the corresponding amplitudes factorize into a simple colour part and the "colour-singlet amplitudes" $\mathcal{M}_{\text{CCA}}$ and $\mathcal{M}_{\text{NCA}}$, given in (2.16) and (2.19), respectively. The amplitudes for NC(b) and CC/NC(a) are composed from the ones of CC(a) and NC(a) in a way that is analogous to the singlet case, but now the colour indices $c_i$ of the quarks $f_i$ have to be taken into account. Indicating the electroweak amplitudes for fully hadronic final states by "had, ew", and writing colour indices explicitly, we get

\[
\mathcal{M}_{\text{CCA, had, ew}, c_1, c_2, c_3, c_4}^{\sigma_+, \sigma_-, \sigma_2, \sigma_3, \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) = \mathcal{M}_{\text{CCA}}^{\sigma_+, \sigma_-, \sigma_2, \sigma_3, \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \delta_{c_1 c_2} \delta_{c_3 c_4},
\]

\[
\mathcal{M}_{\text{NCA, had, ew}, c_1, c_2, c_3, c_4}^{\sigma_+, \sigma_-, \sigma_2, \sigma_3, \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) = \mathcal{M}_{\text{NCA}}^{\sigma_+, \sigma_-, \sigma_2, \sigma_3, \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \delta_{c_1 c_2} \delta_{c_3 c_4},
\]

\[
\mathcal{M}_{\text{NCh, had, ew}, c_1, c_2, c_3, c_4}^{\sigma_+, \sigma_-, \sigma_2, \sigma_3, \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) = \mathcal{M}_{\text{NCA}}^{\sigma_+, \sigma_-, \sigma_2, \sigma_3, \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \delta_{c_1 c_2} \delta_{c_3 c_4},
\]

\[
\mathcal{M}_{\text{CC/NCA, had, ew}, c_1, c_2, c_3, c_4}^{\sigma_+, \sigma_-, \sigma_2, \sigma_3, \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) = \mathcal{M}_{\text{NCA}}^{\sigma_+, \sigma_-, \sigma_2, \sigma_3, \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \delta_{c_1 c_2} \delta_{c_3 c_4},
\]

In the calculation of the gluon-exchange diagrams we can also make use of the "colour-singlet" result (2.28) for the generic diagram (a) of Figure 1, after splitting off the colour structure appropriately. Since each of these diagrams involves exactly one internal gluon,
exchanged by the two quark lines, the corresponding matrix elements can be deduced in a simple way from the diagrams in which the gluon is replaced by a photon. The gluon-exchange contributions to the channels NC(b) and CC/NC(a) can again be composed from the ones for NC(a). Making use of the auxiliary function
\[ \mathcal{M}_{g}^{\sigma_+ \sigma_- \sigma_1 \sigma_2 \sigma_3 \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \]
\[ = \frac{g_s^2}{Q_1 Q_3 \epsilon^2} \sum_{V=\gamma,Z} \left[ \mathcal{M}_{V\gamma}^{-\sigma_1 \sigma_2 \sigma_3 \sigma_4}(k_1, -k_2, p_+, p_-, -k_3, -k_4) 
+ \mathcal{M}_{Vg}^{-\sigma_3 \sigma_4 \sigma_2 \sigma_1 \sigma_2 \sigma_1}(k_3, -k_4, p_+, p_-, -k_1, -k_2) 
+ \mathcal{M}_{Vg}^{-\sigma_2 \sigma_3 \sigma_4 \sigma_1 \sigma_2 \sigma_1}(k_2, -k_3, -k_4, p_+, p_-, -k_1, -k_2) 
+ \mathcal{M}_{Vg}^{-\sigma_2 \sigma_3 \sigma_4 \sigma_1 \sigma_2 \sigma_1}(k_1, -k_2, -k_3, -k_4, p_+, p_-, -k_1, -k_2) \right], \] (2.31)

where \( g_s = \sqrt{4\pi\alpha_s} \) is the strong gauge coupling, the matrix elements involving gluon exchange explicitly read
\[ \mathcal{M}_{\text{NCa, had}, g, \text{gluon}, c_1, c_2, c_3, c_4}^{\sigma_+ \sigma_- \sigma_1 \sigma_2 \sigma_3 \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) = \mathcal{M}_{g}^{\sigma_+ \sigma_- \sigma_1 \sigma_2 \sigma_3 \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \]
\[ = \mathcal{M}_{g}^{\sigma_+ \sigma_- \sigma_1 \sigma_2 \sigma_3 \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) + \frac{1}{4} \lambda^a_{c_1 c_2} \lambda^a_{c_3 c_4}, \] (2.32)
\[ \mathcal{M}_{\text{NCb, had}, g, \text{gluon}, c_1, c_2, c_3, c_4}^{\sigma_+ \sigma_- \sigma_1 \sigma_2 \sigma_3 \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) = \mathcal{M}_{g}^{\sigma_+ \sigma_- \sigma_1 \sigma_2 \sigma_3 \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \]
\[ = \mathcal{M}_{g}^{\sigma_+ \sigma_- \sigma_1 \sigma_2 \sigma_3 \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) + \frac{1}{4} \lambda^a_{c_1 c_2} \lambda^a_{c_3 c_4}, \] (2.33)
\[ \mathcal{M}_{\text{CC/NCa, had}, g, \text{gluon}, c_1, c_2, c_3, c_4}^{\sigma_+ \sigma_- \sigma_1 \sigma_2 \sigma_3 \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) = \mathcal{M}_{g}^{\sigma_+ \sigma_- \sigma_1 \sigma_2 \sigma_3 \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) \]
\[ = \mathcal{M}_{g}^{\sigma_+ \sigma_- \sigma_1 \sigma_2 \sigma_3 \sigma_4}(p_+, p_-, k_1, k_2, k_3, k_4) + \frac{1}{4} \lambda^a_{c_1 c_2} \lambda^a_{c_3 c_4}. \] (2.34)

The colour structure is easily evaluated by making use of the completeness relation \( \lambda^a_{ij} \lambda^b_{kl} = \frac{2}{3} \delta_{ij} \delta_{kl} + 2 \delta_{il} \delta_{jk} \) for the Gell-Mann matrices \( \lambda^a_{ij} \).

The complete matrix elements for the fully hadronic channels result from the sum of the purely electroweak and the gluon-exchange contributions,
\[ \mathcal{M}_{\ldots, \text{had}, c_1, c_2, c_3, c_4}^{\sigma_+ \sigma_- \sigma_1 \sigma_2 \sigma_3 \sigma_4} = \mathcal{M}_{\ldots, \text{ew}, c_1, c_2, c_3, c_4}^{\sigma_+ \sigma_- \sigma_1 \sigma_2 \sigma_3 \sigma_4} + \mathcal{M}_{\ldots, \text{had}, g, \text{gluon}, c_1, c_2, c_3, c_4}^{\sigma_+ \sigma_- \sigma_1 \sigma_2 \sigma_3 \sigma_4}. \] (2.35)

The gluon-exchange contributions are separately gauge-invariant.

For clarity, we explicitly write down the colour-summed squared matrix elements for the fully hadronic channels. Abbreviating \( \mathcal{M}_{\ldots, (a, b, c, d)}^{\sigma_+ \sigma_- \sigma_a \sigma_b \sigma_c \sigma_d}(p_+, p_-, k_a, k_b, k_c, k_d) \) by \( \mathcal{M}_{\ldots, (a, b, c, d)} \) we obtain
\[ \sum_{\text{colour}} |\mathcal{M}_{\text{CCa, had}}(1, 2, 3, 4)|^2 = 9|\mathcal{M}_{\text{CCa}}(1, 2, 3, 4)|^2, \] (2.36)
\[ \sum_{\text{colour}} |\mathcal{M}_{\text{NCa, had}}(1, 2, 3, 4)|^2 = 9|\mathcal{M}_{\text{NCa}}(1, 2, 3, 4)|^2 + 2|\mathcal{M}_{g}(1, 2, 3, 4)|^2, \] (2.37)
\[ \sum_{\text{colour}} |\mathcal{M}_{\text{NCb, had}}(1, 2, 3, 4)|^2 \]
\[ = 9|\mathcal{M}_{\text{NCa}}(1, 2, 3, 4)|^2 + 9|\mathcal{M}_{\text{NCa}}(3, 2, 1, 4)|^2 \]
\[ - 6 \text{Re} \{ \mathcal{M}_{\text{NCa}}(1, 2, 3, 4) \mathcal{M}_{\text{NCa}}(3, 2, 1, 4) \} \]
\[ + 2|\mathcal{M}_g(1, 2, 3, 4)|^2 + 2|\mathcal{M}_g(3, 2, 1, 4)|^2 + \frac{4}{3} \text{Re} \{\mathcal{M}_g(1, 2, 3, 4)\mathcal{M}_g^*(3, 2, 1, 4)\} \]
\[-8 \text{Re} \{\mathcal{M}_{NCA}(1, 2, 3, 4)\mathcal{M}_g^*(3, 2, 1, 4)\} - 8 \text{Re} \{\mathcal{M}_{NCA}(3, 2, 1, 4)\mathcal{M}_g^*(1, 2, 3, 4)\}, \tag{2.38} \]
\[ \sum_{\text{colour}} |\mathcal{M}_{CC/NCA, had}(1, 2, 3, 4)|^2 \]
\[= 9|\mathcal{M}_{NCA}(1, 2, 3, 4)|^2 + 9|\mathcal{M}_{CCA}(1, 4, 3, 2)|^2 - 6 \text{Re} \{\mathcal{M}_{NCA}(1, 2, 3, 4)\mathcal{M}_{CCA}^*(1, 4, 3, 2)\} \]
\[+ 2|\mathcal{M}_g(1, 2, 3, 4)|^2 - 8 \text{Re} \{\mathcal{M}_{CCA}(1, 4, 3, 2)\mathcal{M}_g^*(1, 2, 3, 4)\}. \tag{2.39} \]

Owing to the colour structure of the diagrams, a non-zero interference between purely electroweak and gluon-exchange contributions is only possible if the four final-state fermions can be combined into one single closed fermion line in the squared diagram. This implies that fermion pairs must couple to different resonances in the electroweak and the gluon-exchange diagrams, leading to a global suppression of such interference effects in the phase-space integration (see Section 4.5).

### 2.4 Generic functions and amplitudes for \(e^+e^- \rightarrow 4f\gamma\)

The generic functions for \(e^+e^- \rightarrow 4f\gamma\) can be constructed in a similar way. The idea is to combine the contributions of all those graphs to one generic function that reduce to the same graph after removing the radiated photon. These combined contributions to \(e^+e^- \rightarrow 4f\gamma\) are classified in the same way as the diagrams for the corresponding process \(e^+e^- \rightarrow 4f\), i.e. the graphs of Figure 1 also represent the generic functions for \(e^+e^- \rightarrow 4f\gamma\). Finally, all amplitudes for \(e^+e^- \rightarrow 4f\gamma\) can again be constructed from only two generic functions. Note that the number of individual Feynman diagrams ranges between 14 and 1008 for the various processes. We note that the generic functions can in fact be used to construct the amplitudes for all processes involving exactly six external fermions and one external photon, such as \(e^-e^- \rightarrow 4f\gamma\) and \(e\gamma \rightarrow 5f\).

As a virtue of this approach, the so-defined generic functions fulfill the QED Ward identity for the external photon, i.e. replacing the photon polarization vector by the photon momentum yields zero for each generic function. This is simply a consequence of electromagnetic charge conservation. Consequently, in the actual calculation in the WdW formalism the gauge spinor of the photon drops out in each contribution separately.

Assuming the external fermions as incoming and the photon as outgoing, the generic functions read

\[ \mathcal{M}_{V_{1V2}}^{\sigma_a,\sigma_b,\sigma_c,\sigma_d,\sigma_e,\sigma_f,\lambda}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f; p_a, p_b, p_c, p_d, p_e, p_f, k) \]
\[-= -4\sqrt{2}\delta_{\sigma_a,\sigma_b,\sigma_c,\sigma_d,\lambda,\sigma_e,\sigma_f,\sigma_g,\delta_{\sigma_a,\sigma_b,\sigma_c,\sigma_d,\sigma_e,\sigma_f}} g_{V_{1V2}}^{\sigma_b,\sigma_c,\sigma_d,\sigma_e,\sigma_f} g_{V_{1V2}}^{\sigma_b,\sigma_c,\sigma_d,\sigma_e,\sigma_f} g_{V_{1V2}}^{\sigma_b,\sigma_c,\sigma_d,\sigma_e,\sigma_f} \times A_2^{\sigma_a,\sigma_c,\sigma_d,\sigma_e,\lambda}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f; p_a, p_b, p_c, p_d, p_e, p_f, k), \tag{2.40} \]

\[ \mathcal{M}_{V_{VVW}}^{\sigma_a,\sigma_b,\sigma_c,\sigma_d,\sigma_e,\sigma_f,\lambda}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f; p_a, p_b, p_c, p_d, p_e, p_f, k) \]
\[-= -4\sqrt{2}\delta_{\sigma_a,\sigma_b,\sigma_c,\sigma_d,\sigma_e,\sigma_f,\sigma_g,\delta_{\sigma_a,\sigma_b,\sigma_c,\sigma_d,\sigma_e,\sigma_f}}(Q_c - Q_a) g_{VVW}^{\sigma_b,\sigma_c,\sigma_d,\sigma_e,\sigma_f} g_{VVW}^{\sigma_b,\sigma_c,\sigma_d,\sigma_e,\sigma_f} g_{VVW}^{\sigma_b,\sigma_c,\sigma_d,\sigma_e,\sigma_f} \times A_3^{\sigma_a,\sigma_d,\sigma_e,\lambda}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f; p_a, p_b, p_c, p_d, p_e, p_f, k). \tag{2.41} \]
with the auxiliary functions

\[
A^{++++}_{2}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f, p_a, p_b, p_c, p_d, p_e, p_f, k) = -\langle p_a p_c \rangle \left\{ P_{V_1}(p_c + p_d) P_{V_2}(p_e + p_f) \times \left[ \frac{\langle p_b p_f \rangle^*}{\langle p_a k \rangle} \left( \frac{Q_c - Q_d}{(p_b + p_c + p_f)^2} \langle p_a p_c \rangle \left( \langle p_b p_d \rangle^* \langle p_e p_c \rangle + \langle p_d p_f \rangle^* \langle p_e p_f \rangle + Q_f \langle p_a p_d \rangle^* \langle p_c p_e \rangle - \langle p_f k \rangle^* \langle p_c p_f \rangle \right) \right. \\
+ \left. \frac{Q_f - Q_e}{(p_a + p_e + p_d)^2} \langle p_a p_e \rangle \left( \langle p_b p_d \rangle^* \langle p_c p_e \rangle + \langle p_d p_f \rangle^* \langle p_c p_f \rangle \right) \right] \right\} \\
- \frac{Q_d - (Q_e - Q_d)^2 (p_d \cdot k) P_{V_1}(p_e + p_d)}{(p_b + p_e + p_f)^2} P_{V_1}(p_c + p_d - k) P_{V_2}(p_e + p_f) \langle p_b p_f \rangle^* \\
\times \frac{\langle p_c p_d \rangle^* \langle p_b p_e \rangle + \langle p_d p_f \rangle^* \langle p_c p_f \rangle + \langle p_c p_d \rangle^* \langle p_e p_c \rangle - \langle p_f k \rangle^* \langle p_c p_f \rangle}{\langle p_e k \rangle \langle p_f k \rangle} \\
+ \frac{Q_f - (Q_e - Q_f)^2 (p_f \cdot k) P_{V_2}(p_e + p_f)}{(p_a + p_c + p_d)^2} P_{V_1}(p_c + p_d) P_{V_2}(p_e + p_f - k) \times \frac{\langle p_b p_e \rangle^* \langle p_c p_f \rangle + \langle p_f k \rangle^* \langle p_c p_f \rangle}{\langle p_b k \rangle \langle p_f k \rangle} \right\} , \\
\]

\[
A^{++++}_{2}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f, p_a, p_b, p_c, p_d, p_e, p_f, k) \\
= A^{++++}_{2}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f, -Q_f, -Q_e, p_a, p_b, p_c, p_d, p_e, p_f, k) , \\
A^{++++}_{2}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f, p_a, p_b, p_c, p_d, p_e, p_f, k) \\
= A^{++++}_{2}(Q_a, Q_b, -Q_d, -Q_c, Q_e, Q_f, p_a, p_b, p_d, p_e, p_f, k) , \\
A^{++++}_{2}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f, p_a, p_b, p_c, p_d, p_e, p_f, k) \\
= A^{++++}_{2}(Q_a, Q_b, Q_e, -Q_d, -Q_c, -Q_f, -Q_e, p_a, p_b, p_d, p_c, p_f, k) , \\
A^{++++}_{2}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f, p_a, p_b, p_c, p_d, p_e, p_f, k) \\
= A^{++++}_{2}(Q_a, Q_b, -Q_c, -Q_d, p_a, p_b, p_e, p_e, p_f, p_d, p_c, k) , \\
A^{++++}_{2}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f, p_a, p_b, p_c, p_d, p_e, p_f, k) \\
= A^{++++}_{2}(Q_a, Q_b, -Q_e, -Q_f, Q_d, Q_c, p_b, p_a, p_d, p_e, p_f, p_d, p_c, k) , \\
A^{++++}_{2}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f, p_a, p_b, p_c, p_d, p_e, p_f, k) \\
= A^{++++}_{2}(Q_a, Q_b, Q_e, -Q_f, Q_d, Q_c, p_b, p_a, p_e, p_f, p_d, p_c, k) , \\
A^{++++}_{2}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f, p_a, p_b, p_c, p_d, p_e, p_f, k) \\
= A^{++++}_{2}(Q_a, Q_b, -Q_c, -Q_d, p_b, p_a, p_e, p_e, p_f, p_d, p_f, k) , \\
A^{++++}_{2}(Q_a, Q_b, Q_c, Q_d, Q_e, Q_f, p_a, p_b, p_c, p_d, p_e, p_f, k) \\
= A^{++++}_{2}(Q_a, Q_b, -Q_e, -Q_f, Q_d, Q_c, p_b, p_a, p_e, p_f, p_d, p_c, k) .
\]

(2.42)
The replacements \( P_V \to P_V^* \) after the complex conjugation in the last lines of (2.43) and (2.44) ensure that the vector-boson propagators remain unaffected. Note that the vector-boson masses do not enter explicitly in the above results, but only via \( P_V \). In gauges such as the 't Hooft–Feynman or the unitary gauge this feature is obtained only after combining different Feynman graphs for \( e^+e^- \to 4f \gamma \); in the non-linear gauge (2.3) this is the case diagram by diagram.

The helicity amplitudes for \( e^+e^- \to 4f \gamma \) follow from the generic functions \( \mathcal{M}_{\gamma V V} \) and \( \mathcal{M}_{VVW} \) of (2.44) in exactly the same way as described in Section 2.3 for \( e^+e^- \to 4f \). This holds also for the gluon-exchange matrix elements and for the colour factors. Moreover, the classification of gauge-invariant sets of diagrams for \( e^+e^- \to 4f \) immediately yields such sets for \( e^+e^- \to 4f \gamma \), if the additional photon is attached to all graphs of a set in all possible ways.

We have checked analytically that the electromagnetic Ward identity for the external photon is fulfilled for each generic contribution separately. In addition, we have numerically compared the amplitudes for all processes with amplitudes generated by Madgraph.
for zero width of the vector bosons and found complete agreement. We could not
compare our results with Madgraph for finite width, because Madgraph uses the unitary
gauge for massive vector-boson propagators and the 't Hooft–Feynman gauge for the photon
propagators, while we are using the non-linear gauge (2.3). Therefore, the matrix
elements differ after introduction of finite vector-boson widths. While the calculation
with Madgraph is fully automated, in our calculation we have full control over the matrix
element and can, in particular, investigate various implementations of the finite width.

A comparison of our results with those of Refs. [10, 11], which include only the matrix
elements that involve two resonant W bosons, immediately reveals the virtues of our
generic approach.

2.5 Implementation of finite gauge-boson widths

We have implemented the finite widths of the W and Z bosons in different ways:

- **fixed width** in all propagators: \( P_V(p) = (p^2 - M_V^2 + i M_V \Gamma_V)^{-1} \),
- **running width** in time-like propagators: \( P_V(p) = (p^2 - M_V^2 + i p^2(\Gamma_V/M_V) \theta(p^2))^{-1} \),
- **complex-mass scheme**: complex gauge-boson masses everywhere, i.e. \( \sqrt{M_V^2 - i M_V \Gamma_V} \) instead of \( M_V \) in the propagators and in the couplings. This results, in particular, in a constant width in all propagators,

\[
P_V(p) = (p^2 - M_V^2 + i M_V \Gamma_V)^{-1},
\]

and in a complex weak mixing angle:

\[
c^2_w = 1 - s^2_w = \frac{M_W^2 - i M_W \Gamma_W}{M_Z^2 - i M_Z \Gamma_Z}.
\]

The virtues and drawbacks of the first two schemes have been discussed in Ref. [26]. Both violate SU(2) gauge invariance, the running width also U(1) gauge invariance. The complex-mass scheme obeys all Ward identities\(^1\) and thus gives a consistent description of the finite-width effects in any tree-level calculation. While the complex-mass scheme works in general, it is particularly simple for \( e^+e^- \rightarrow 4f\gamma \) in the non-linear gauge (2.3).

In this case, no couplings involving explicit gauge-boson masses appear, and it is sufficient to introduce the finite gauge-boson widths in the propagators [cf. (2.44)] and to introduce the complex weak mixing angle (2.45) in the couplings. We note that a generalization of this scheme to higher orders requires to introduce complex mass counterterms in order to compensate for the complex masses in the propagators [28]. We did not consider the fermion-loop scheme [26, 29], which is also fully consistent for lowest-order predictions, since it requires the calculation of fermionic one-loop corrections to \( e^+e^- \rightarrow 4f\gamma \) which is beyond the scope of this work.

\(^1\)In the context of electromagnetic gauge invariance, the introduction of a complex mass has been proposed in Ref. [27]
The cross section for $e^+e^- \rightarrow 4f(\gamma)$ is given by

$$d\sigma = \frac{(2\pi)^{4-3n}}{2s} \left[ \prod_{i=1}^{n} d^4k_i \delta \left( k_i^2 \right) \theta(k_i^0) \right] \delta^{(4)} \left( p_+ + p_- - \sum_{i=1}^{n} k_i \right) \times |M(p_+, p_-, k_1, \ldots, k_n)|^2,$$

(3.1)

where $n = 4, 5$ is the number of outgoing particles. The helicity amplitudes $M$ for $e^+e^- \rightarrow 4f(\gamma)$ have been calculated in Sections 2.3 and 2.4, respectively. The phase-space integration is performed with the help of a Monte Carlo technique, since the Monte Carlo method allows us to calculate a variety of observables simultaneously and to easily implement cuts in order to account for the experimental situation.

The helicity amplitudes in (3.1) exhibit a complicated peaking behaviour in different regions of the integration domain. In order to obtain a numerically stable result and to reduce the Monte Carlo integration error we use a multi-channel Monte Carlo method \[16, 19\], which is briefly outlined in the following.

Before turning to the multi-channel method, we consider the treatment of a single channel. We choose a suitable set $\vec{\Phi}$ of $3n - 4$ phase-space variables to describe a point in phase space, and determine the corresponding physical region $V$ and the relation $k_i(\vec{\Phi})$ between the phase-space variables $\vec{\Phi}$ and the momenta $k_1, \ldots, k_n$. The phase-space integration of (3.1) reads

$$I_n = \int_{V} d\vec{\Phi} \rho(k_i(\vec{\Phi})) f(k_i(\vec{\Phi})),$$

(3.2)

$$f(k_i(\vec{\Phi})) = \frac{(2\pi)^{4-3n}}{2s} |M(p_+, p_-, k_1(\vec{\Phi}), \ldots, k_n(\vec{\Phi}))|^2,$$

where $\rho$ is the phase-space density. For the random generation of the events, we further transform the integration variables $\vec{\Phi}$ to $3n - 4$ new variables $\vec{r} = (r_i)$ with a hypercube as integration domain: $\vec{\Phi} = \vec{h}(\vec{r})$ with $0 \leq r_i \leq 1$. We obtain

$$I_n = \int_{V} d\vec{\Phi} \rho(k_i(\vec{\Phi})) f(k_i(\vec{\Phi})) = \int_{0}^{1} d\vec{r} \frac{f(k_i(\vec{h}(\vec{r})))}{g(k_i(\vec{h}(\vec{r})))},$$

(3.3)

where $g$ is the probability density of events generated in phase space, defined by

$$\frac{1}{g(k_i(\vec{\Phi}))} = \rho(k_i(\vec{\Phi})) \frac{\partial^2(\vec{h}(\vec{r}))}{\partial \vec{r}^2} \bigg|_{\vec{r} = \vec{h}^{-1}(\vec{\Phi})}.$$

(3.4)

If $f$ varies strongly, the efficiency of the Monte Carlo method can be considerably enhanced by choosing the mapping of random numbers $\vec{r}$ into $\vec{\Phi}$ in such a way that the resulting density $g$ mimics the behaviour of $|f|$. For this \textit{importance sampling}, the choice of $\vec{\Phi}$ is guided by the peaking structure of $f$, which is determined by the propagators in a characteristic Feynman diagram.

We choose the variables $\vec{\Phi}$ in such a way that the invariants corresponding to the propagators are included. Accordingly, we decompose the $n$-particle final state into $2 \rightarrow 2$
scattering processes with subsequent $1 \to 2$ decays. The variables $\Phi$ consist of Lorentz invariants $s_i, t_i$, defined as the squares of time- and space-like momenta, respectively, and of polar and azimuthal angles $\theta_i, \phi_i$, defined in appropriate frames. A detailed description of the parameterization of an $n$-particle phase space in terms of invariants and angles can be found in Ref. [22]. The parameterization of the invariants $s_i, t_i$ in $\Phi = \vec{h}(\vec{r})$ is chosen in such a way that the propagator structure of the function $f$ is compensated by a similar behaviour in the density $g$. More precisely, if $f$ contains Breit–Wigner resonances or distributions like $s_i^{-\nu}$, which are relevant for massless propagators, appropriate parameterizations of $s_i$ are given by:

- Breit–Wigner resonances:
  \begin{align}
  s_i &= M_V^2 + M_V \Gamma_V \tan[y_1 + (y_2 - y_1)r_i] \\
  &\quad \text{with } y_{1,2} = \arctan \left( \frac{s_{\text{min,max}} - M_V^2}{M_V \Gamma_V} \right),
  \end{align}

- propagators of massless particles:
  \begin{align}
  \nu \neq 1 : \quad s_i &= \left[ s_{\text{max}}^{1-\nu} r_i + s_{\text{min}}^{1-\nu} (1 - r_i) \right]^{1/(1-\nu)}, \\
  \nu = 1 : \quad s_i &= \exp \left[ \ln(s_{\text{max}}) r_i + \ln(s_{\text{min}})(1 - r_i) \right].
  \end{align}

The parameter $\nu$ can be tuned to optimize the Monte Carlo integration and should be chosen $\geq 1$. The naive expectation $\nu = 2$ is not necessarily the best choice, because the propagator poles of the differential cross section are partly cancelled in the collinear limit. The remaining variables in $\Phi = \vec{h}(\vec{r})$, i.e. those for which $f$ is expected not to exhibit a peaking behaviour, are generated as follows:

\begin{align}
\Phi &= \vec{h}(\vec{r}) \\
\Phi &= \vec{r}.
\end{align}

The absolute values of the invariants $t_i$ are generated in the same way as $s_i$. The resulting density $g$ of events in phase space is obtained as the product of the corresponding Jacobians, as given in (3.3). In the appendix, we provide an explicit example for an event generation with a specific choice of mappings $k_i(\Phi)$ and $\vec{h}(\vec{r})$, and for the calculation of the corresponding density $g$.

The differential cross sections of the processes $e^+e^- \to 4f$ and especially $e^+e^- \to 4f\gamma$ possess very complex peaking structures so that the peaks in the integrand $f(\Phi)$ in (3.3) cannot be described properly by only one single density $g(\Phi)$. The multi-channel approach [10, 11] suggests a solution to this problem. For each peaking structure we choose a suitable set $\vec{\Phi}_k$, and accordingly a mapping of random numbers $r_i$ into $\vec{\Phi}_k$: $\vec{\Phi}_k = \vec{h}(\vec{r})$ with $0 \leq r_i \leq 1$, so that the resulting density $g_k$ describes this particular peaking behaviour of $f$. All densities $g_k$ are combined into one density $g_{\text{tot}}$ that is expected to smoothen the integrand over the whole phase-space integration region. The phase-space integral of (3.3) reads

\begin{align}
I_n &= \sum_{k=1}^{M} \int_V d\vec{\Phi}_k \rho_k(k_i(\vec{\Phi}_k)) g_k(k_i(\vec{\Phi}_k)) f(k_i(\vec{\Phi}_k)) g_{\text{tot}}(k_i(\vec{\Phi}_k)) = \sum_{k=1}^{M} \int_0^1 d\vec{r} f(k_i(\vec{h}_k(\vec{r}))) g_{\text{tot}}(k_i(\vec{h}_k(\vec{r}))),
\end{align}
with
\[ g_{\text{tot}}(k_i(\vec{\Phi}_k)) = \sum_{l=1}^{M} g_l(k_i(\vec{\Phi}_k)), \quad \frac{1}{g_l(k_i(\vec{\Phi}_k))} = \rho_l(k_i(\vec{\Phi}_k)) \left| \frac{\partial \vec{h}_l(\vec{r})}{\partial \vec{r}} \right|_{\vec{r} = \vec{h}^{-1}_l(\vec{\Phi}_k)}. \] (3.9)

The different mappings \( \vec{h}_k(\vec{r}) \) are called channels, and \( M \) is the number of all channels.

In order to reduce the Monte Carlo error further, we adopt the method of weight optimization of Ref. [20] and introduce a-priori weights \( \alpha_k, k = 1, \ldots, M \) (\( \alpha_k \geq 0 \) and \( \sum_{k=1}^{M} \alpha_k = 1 \)). The channel \( k \) that is used to generate the event is picked randomly with probability \( \alpha_k \), i.e.
\[ I_n = \sum_{k=1}^{M} \alpha_k \int_V d\vec{\Phi}_k \rho_k(k_i(\vec{\Phi}_k)) g_k(k_i(\vec{\Phi}_k)) \frac{f(k_i(\vec{\Phi}_k))}{g_{\text{tot}}(k_i(\vec{\Phi}_k))} \]
\[ = \int_0^1 dr_0 \sum_{k=1}^{M} \theta(r_0 - \beta_{k-1}) \theta(\beta_k - r_0) \int_V d\vec{\Phi}_k \rho_k(k_i(\vec{\Phi}_k)) g_k(k_i(\vec{\Phi}_k)) \frac{f(k_i(\vec{\Phi}_k))}{g_{\text{tot}}(k_i(\vec{\Phi}_k))} \]
\[ = \int_0^1 dr_0 \sum_{k=1}^{M} \theta(r_0 - \beta_{k-1}) \theta(\beta_k - r_0) \int_0^{1} d\vec{r} \frac{f(k_i(\vec{h}_k(\vec{r})))}{g_{\text{tot}}(k_i(\vec{h}_k(\vec{r})))}, \] (3.10)
which \( \beta_0 = 0, \beta_j = \sum_{k=1}^{j} \alpha_k, j = 1, \ldots, M - 1, \beta_M = \sum_{k=1}^{M} \alpha_k = 1 \), and
\[ g_{\text{tot}}(k_i(\vec{\Phi}_k)) = \sum_{l=1}^{M} \alpha_l g_l(k_i(\vec{\Phi}_k)), \] (3.11)
is the total density of the event.

For the processes \( e^+ e^- \rightarrow 4f \) we have between 6 and 128 different channels, for \( e^+ e^- \rightarrow 4f \gamma \) between 14 and 928 channels. Each channel smoothens a particular combination of propagators that results from a characteristic Feynman diagram. We have written phase-space generators in a generic way for several classes of channels determined by the chosen set of invariants \( s_i, t_i \). The channels within one class differ in the choice of the mappings (3.3), (3.4), and (3.7) and the order of the external particles. We did not include special channels for interference contributions.

The \( \alpha_k \)-dependence of the quantity
\[ W(\vec{\alpha}) = \frac{1}{N} \sum_{j=1}^{N} [w(r_0^j, \vec{r}^j)]^2, \] (3.12)
where \( w = f/g_{\text{tot}} \) is the weight assigned to the Monte Carlo point \( (r_0^j, \vec{r}^j) \) of the \( j \)th event, can be exploited to minimize the expected Monte Carlo error
\[ \delta \bar{I}_n = \sqrt{\frac{W(\vec{\alpha}) - \bar{I}_n^2}{N}}, \] (3.13)
with the Monte Carlo estimate of \( I_n \)
\[ \bar{I}_n = \frac{1}{N} \sum_{j=1}^{N} w(r_0^j, \vec{r}^j) \] (3.14)
by trying to choose an optimal set of a-priori weights. We perform the search for an optimal set of $\alpha_k$ by using an adaptive optimization method, as described in Ref. [20].

After a certain number of generated events a new set of a-priori weights $\alpha_k^{\text{new}}$ is calculated according to

$$\alpha_k^{\text{new}} \propto \alpha_k \left( \frac{1}{N} \sum_{j=1}^{N} \frac{g_k(k_i(h_k(\vec{r}_j))) [w(\vec{r}_j^0, \vec{r}_j)]^2}{g_{\text{tot}}(k_i(h_k(\vec{r}_j)))} \right)^{1/2}, \quad \sum_{k=1}^{M} \alpha_k^{\text{new}} = 1. \quad (3.15)$$

Based on the above approach, we have written two independent Monte Carlo programs.

While the general strategy is similar, the programs differ in the explicit phase-space generation.

4 Numerical results

If not stated otherwise we use the complex-mass scheme and the following parameters:

$$\alpha = 1/128.89, \quad \alpha_s = 0.12,$$

$$M_W = 80.26 \text{ GeV}, \quad \Gamma_W = 2.05 \text{ GeV},$$

$$M_Z = 91.1884 \text{ GeV}, \quad \Gamma_Z = 2.46 \text{ GeV}. \quad (4.1)$$

In the complex-mass scheme, the weak mixing angle is defined in (2.45), in all other schemes it is fixed by $c_w = M_W/M_Z$, $s_w^2 = 1 - c_w^2$.

The energy in the centre-of-mass (CM) system of the incoming electron and positron is denoted by $\sqrt{s}$. Concerning the phase-space integration, we apply the canonical cuts of the ADLO/TH detector,

$$\theta(l, \text{beam}) > 10^\circ, \quad \theta(l, l') > 5^\circ, \quad \theta(l, q) > 5^\circ,$$

$$\theta(\gamma, \text{beam}) > 1^\circ, \quad \theta(\gamma, l) > 5^\circ, \quad \theta(\gamma, q) > 5^\circ,$$

$$E_\gamma > 0.1 \text{ GeV}, \quad E_l > 1 \text{ GeV}, \quad E_q > 3 \text{ GeV},$$

$$m(q, q') > 5 \text{ GeV}, \quad (4.2)$$

where $\theta(i, j)$ specifies the angle between the particles $i$ and $j$ in the CM system, and $l$, $q$, $\gamma$, and “beam” denote charged leptons, quarks, photons, and the beam electrons or positrons, respectively. The invariant mass of a quark pair $qq'$ is denoted by $m(q, q')$. The cuts coincide with those defined in Ref. [23], except for the additional angular cut between charged leptons. The canonical cuts exclude all collinear and infrared singularities from phase space for all processes.

Although our helicity amplitudes and Monte Carlo programs allow for a treatment of arbitrary polarization configurations, we consider only unpolarized quantities in this paper.

All results are produced with $10^7$ events. The calculation of the cross section for $e^+e^- \to e^+e^-\mu^+\mu^-$ requires about 50 minutes on a DEC ALPHA workstation with 500 MHz, the calculation of the cross section for $e^+e^- \to e^+e^-\mu^+\mu^-\gamma$ takes about 5 hours. The results of our two Monte Carlo programs agree very well. The numbers in parentheses in the following tables correspond to the statistical errors of the results of the Monte Carlo integrations.
4.1 Comparison with existing results

In order to compare our results for \(e^+e^- \rightarrow 4f\) with Tables 6–8 of Ref. [31], we use the corresponding set of phase-space cuts and input parameters, i.e. the canonical cuts defined in (4.2), a CM energy of \(\sqrt{s} = 190\) GeV, and the parameters \(\alpha = \alpha(2M_W) = 1/128.07\), \(\alpha_s = 0.12\), \(M_W = 80.23\) GeV, \(\Gamma_W = 2.0337\) GeV, \(M_Z = 91.1888\) GeV, and \(\Gamma_Z = 2.4974\) GeV. The value of \(s_w\), which enters the couplings, is calculated from \(\alpha(2M_W)/(2s_w^2) = G_\mu M_W^2/(\pi\sqrt{2})\) with \(G_\mu = 1.16639 \times 10^{-5}\) GeV\(^{-2}\).

In Table 1, we list the integrated cross sections for various processes \(e^+e^- \rightarrow 4f\) with running widths and constant widths, and for the corresponding processes \(e^+e^- \rightarrow 4f\gamma\) with constant widths. For processes involving gluon-exchange diagrams we give the cross sections resulting from the purely electroweak diagrams and those including the gluon-exchange contributions. The latter results include also the interference terms between purely electroweak and gluon-exchange diagrams. In Table 1 we provide a complete list of processes for vanishing fermion masses. All processes \(e^+e^- \rightarrow 4f(\gamma)\) not explicitly listed are equivalent to one of the given processes.

For NC processes \(e^+e^- \rightarrow 4f\) with four neutrinos or four quarks in the final state we find small deviations of roughly 0.2% between the results with constant and running widths. Assuming that a running width has been used in Ref. [31], we find very good agreement.

Unfortunately we cannot compare with most of the publications [12, 13, 14, 15] for the bremsstrahlung processes \(e^+e^- \rightarrow 4f\gamma\). In those papers, either the cuts are not (completely) specified, or collinear photon emission is not excluded, and the corresponding fermion-mass effects are taken into account. Note that the contributions of collinear photons dominate the results given there.

We have compared our results with the ones given in Refs. [10, 11], where the total cross sections for \(e^+e^- \rightarrow 4f\gamma\) have been calculated for the purely leptonic and the semi-leptonic final states. As done in Refs. [10, 11] only diagrams involving two resonant W bosons have been taken into account for this comparison. Table 2 contains our results corresponding to Table 2 of Ref. [10]. Based on Refs. [10, 11], we have chosen \(\sqrt{s} = 200\) GeV and the input parameters \(\alpha = 1/137.03599\), \(M_W = 80.9\) GeV, \(\Gamma_W = 2.14\) GeV, \(M_Z = 91.16\) GeV, \(\Gamma_Z = 2.46\) GeV, \(s_w\) obtained from \(\alpha/(2s_w^2) = G_\mu M_W^2/(\pi\sqrt{2})\) with \(G_\mu = 1.16637 \times 10^{-5}\) GeV\(^{-2}\), and constant gauge-boson widths. The energy of the photon is required to be larger than \(E_{\gamma,\text{min}}\), and the angle between the photon and any charged fermion must be larger than \(\theta_{\gamma,\text{min}}\). A maximal photon energy is required, \(E_\gamma < 60\) GeV, in order to exclude contributions from the Z resonance. Our results are consistent with those of Refs. [10, 11] within the statistical error of 1% given there. In some cases we find deviations of 2%.

4.2 Comparison of finite-width schemes

As discussed in Refs. [26, 29], particular care has to be taken when implementing the finite gauge-boson widths. Differences between results obtained with running or constant widths can already be seen in Table 1 where a typical LEP2 energy is considered. In

\[\text{Note that the input specified in Refs. [10, 11] is not completely clear even if the information of both publications is combined.}\]
Table 1: Integrated cross sections for all representative processes $e^+e^- \rightarrow 4f$ with running widths and constant widths and for the corresponding processes $e^+e^- \rightarrow 4f\gamma$ with constant widths. If two numbers are given, the first results from pure electroweak diagrams and the second involves in addition gluon-exchange contributions.
| $E_{\gamma,\text{min}}$ | 1 GeV | 5 GeV | 10 GeV | 15 GeV |
|----------------|-------|-------|--------|--------|
| $\theta_{\gamma,\text{min}}$ | $\sigma$/fb |
| leptonic process | 1$^\circ$ | 53.54(8) | 27.57(3) | 16.96(2) | 11.22(2) |
| | 5$^\circ$ | 32.65(4) | 16.98(3) | 10.48(2) | 6.94(1) |
| | 10$^\circ$ | 23.48(3) | 12.30(2) | 7.61(2) | 5.04(1) |
| | 15$^\circ$ | 18.03(2) | 9.51(2) | 5.90(1) | 3.90(1) |
| semi-leptonic process | 1$^\circ$ | 141.9(2) | 71.90(8) | 43.56(5) | 28.26(4) |
| | 5$^\circ$ | 86.8(1) | 44.25(6) | 26.78(4) | 17.40(3) |
| | 10$^\circ$ | 62.29(7) | 31.92(5) | 19.40(4) | 12.61(3) |
| | 15$^\circ$ | 47.42(5) | 24.50(4) | 14.97(3) | 9.77(2) |

Table 2: Comparison with Table 2 of Ref. [10]: Cross sections resulting from diagrams involving two resonant W bosons for purely leptonic and semi-leptonic final states and several photon separation cuts.

| $\sigma$/fb | $\sqrt{s}$ = 189 GeV | 500 GeV | 2 TeV | 10 TeV |
|--------------|-----------------|---------|-------|--------|
| $e^+e^- \rightarrow ud\mu^-\bar{\nu}_\mu$ | constant width | 703.5(3) | 237.4(1) | 13.99(2) | 0.624(3) |
| | running width | 703.4(3) | 238.9(1) | 34.39(3) | 498.8(1) |
| | complex-mass scheme | 703.1(3) | 237.3(1) | 13.98(2) | 0.624(3) |
| $e^+e^- \rightarrow ud\mu^-\bar{\nu}_\mu\gamma$ | constant width | 224.0(4) | 83.4(3) | 6.98(5) | 0.457(6) |
| | running width | 224.6(4) | 84.2(3) | 19.2(1) | 368(6) |
| | complex-mass scheme | 223.9(4) | 83.3(3) | 6.98(5) | 0.460(6) |
| $e^+e^- \rightarrow ud\bar{e}^-\bar{\nu}_e$ | constant width | 730.2(3) | 395.3(2) | 211.0(2) | 32.38(6) |
| | running width | 729.8(3) | 396.9(2) | 231.5(2) | 530.2(6) |
| | complex-mass scheme | 729.8(3) | 395.1(2) | 210.9(2) | 32.37(6) |
| $e^+e^- \rightarrow ud\bar{e}^-\bar{\nu}_e\gamma$ | constant width | 230.0(4) | 136.5(5) | 84.0(7) | 16.8(5) |
| | running width | 230.6(4) | 137.3(5) | 95.7(7) | 379(6) |
| | complex-mass scheme | 229.9(4) | 136.4(5) | 84.1(6) | 16.8(5) |

Table 3: Comparison of different width schemes for several processes and energies.
| $\sqrt{s}/\text{GeV}$ | 189 | 500 |
|-----------------------|-----|-----|
| $V_1V_2$             | WW  | ZZ  | $\gamma Z$ | $\gamma\gamma$ | WW  | ZZ  | $\gamma Z$ | $\gamma\gamma$ |
| $E_{\gamma V_1V_2}^{V_1V_2}/\text{GeV}$ | 26.3 | 6.5 | 72.5 | 94.5 | 224 | 217 | 242 | 250 |

Table 4: Photon energies $E_{\gamma V_1V_2}^{V_1V_2}$ corresponding to thresholds

Table 3 we compare predictions for integrated cross sections obtained by using a constant width, a running width, or the complex-mass scheme for several energies. We consider two semi-leptonic final states for $e^+e^- \rightarrow 4f(\gamma)$. The numbers show that the constant width and the complex-mass scheme yield the same results within the statistical accuracy for $e^+e^- \rightarrow 4f$ and $e^+e^- \rightarrow 4f\gamma$. In contrast, the results with the running width produce totally wrong results for high energies. The difference of the running width with respect to the other implementations of the finite width is up to 1% already for 500 GeV. Thus, the running width should not be used for linear-collider energies. As already stated above, our default treatment of the finite width is the complex-mass scheme in the following.

## 4.3 Survey of photon-energy spectra

In Figure 2 we show the photon-energy spectra of several processes for the typical LEP2 energy of 189 GeV and a possible linear-collider energy of 500 GeV. The upper plots contain CC and CC/NC processes, the plots in the middle and the lower plots contain NC processes. Several spectra show threshold or peaking structures. These structures are caused by diagrams in which the photon is emitted from the initial state. The two important classes of diagrams are shown in Figure 3.

The first class, shown in Figure 3a, corresponds to triple-gauge-boson-production sub-processes which yield dominant contributions as long as the two virtual gauge bosons $V_1$ and $V_2$ can become simultaneously resonant. If the real photon takes the energy $E_{\gamma}$, defined in the CM system, only the energy $\sqrt{s'}$, with

$$s' = s - 2\sqrt{s}E_{\gamma},$$

(4.3)

is available for the production of the gauge-boson pair $V_1V_2$. If at least one of the gauge bosons is massive, and if the photon becomes too hard, the two gauge bosons cannot be produced on shell anymore, so that the spectrum falls off for $E_{\gamma}$ above the corresponding threshold $E_{\gamma V_1V_2}^{V_1V_2}$. Using the threshold condition for the on-shell production of the $V_1V_2$ pair,

$$\sqrt{s'} > M_{V_1} + M_{V_2},$$

(4.4)

the value of $E_{\gamma V_1V_2}^{V_1V_2}$ is determined by

$$E_{\gamma V_1V_2}^{V_1V_2} = \frac{s - (M_{V_1} + M_{V_2})^2}{2\sqrt{s}}.$$ 

(4.5)

The values of the photon energies that cause such thresholds can be found in Table 4. The value $E_{\gamma}^{\gamma\gamma}$ corresponds to the upper endpoint of the photon-energy spectrum, which is given by the beam energy $\sqrt{s}/2$. Since $\sqrt{s'}$ is fully determined by $s$ and $E_{\gamma}$, the
Figure 2: Photon-energy spectra for several processes and for $\sqrt{s} = 189 \text{ GeV}$ and $500 \text{ GeV}$
contribution of the $V_1 V_2$-production subprocess to the $E_\gamma$ spectrum qualitatively follows the energy dependence of the total cross section for $V_1 V_2$ production (cf. Ref. [31], Fig. 1) above the corresponding thresholds. The cross sections for $\gamma \gamma$ and $\gamma Z$ production strongly increase with decreasing energy, while the ones for ZZ and WW production are comparably flat. Thus, the $\gamma \gamma$ and $\gamma Z$-production subprocesses introduce contributions in the photon-energy spectra with resonance-like structures, whereas the ones with ZZ or WW pairs yield edges.

The second class of important diagrams, shown in Figure 3b corresponds to the production of a photon and a resonant $Z$ boson that decays into four fermions. These diagrams are important if the gauge boson $V_3$ is also resonant, i.e. a photon or a gluon with small invariant mass. In this case, the kinematics fixes the energy of the real photon to

$$E_\gamma = E_{\gamma Z} = \frac{s - M_Z^2}{2\sqrt{s}},$$

which corresponds to the $\gamma Z$ threshold in Table 4. This subprocess gives rise to resonance structures at $E_{\gamma Z}$, which are even enhanced by $\frac{\alpha_s}{\alpha}$ in the presence of gluon exchange.

In the photon-energy spectra of Figure 2 all these threshold and resonance effects are visible. The effect of the $\gamma Z$ peak can be nicely seen in different photon-energy spectra, in particular in those where gluon-exchange diagrams contribute (cf. also Figure 3). The effect of the WW threshold is present in the upper two plots of Figure 2. In the plot for $\sqrt{s} = 189$ GeV the threshold for single W production causes the steep drop of the spectrum for the pure CC processes above 70 GeV. Note that the CC cross sections are an order of magnitude larger than the NC cross sections if the WW channel is open. The ZZ threshold is visible in the middle and lower plots for $\sqrt{s} = 500$ GeV. The $\gamma Z$ threshold (resulting from the graphs of Figure 3a) is superimposed on the $\gamma Z$ peak (resulting from the graphs of Figure 3b) and therefore best recognizable in those channels where the $\gamma Z$ peak is absent or suppressed, i.e. where a neutrino pair is present in the final state or where at least no gluon-exchange diagrams contribute. Processes with four neutrinos in the final state do not involve photonic diagrams and are therefore small above the ZZ threshold. The effects of the triple-photon-production subprocess appear as a tendency of some photon-energy spectra to increase near the maximal value of $E_\gamma$ for two charged fermion–antifermion pairs in the final state.
4.4 Triple-gauge-boson-production subprocesses

In Figure 4 we compare predictions that are based on the full set of diagrams with those that include only the graphs associated with the triple-gauge-boson-production subprocesses, i.e. the graphs in Figure 3a. In addition we consider the contributions of the ZZγ-production subprocess alone. For CC processes, the photon-energy spectra resulting from the W+W−γ-production subprocess are close to those resulting from all diagrams at LEP2 energies, but large differences are found for higher energies and e± in the final state. Note that the spectra are shown on a logarithmic scale. Even at LEP2 energies the differences between the predictions for different final states may be important, as can be seen, for instance, in Table 1 by comparing the cross sections of e+e− → u ¯dµ− ¯νµγ and e+e− → u ¯d e− ¯νeγ. In the case of NC processes, already for 189 GeV the contributions from ZZγ, Zγγ, and γγγ production are not sufficient: in the vicinity of the γZ peak sizeable contributions result from the γZ-production subprocess.
Table 5: Full lowest order cross section (ew and gluon) and contributions of purely electroweak diagrams (ew), of gluon-exchange diagrams (gluon), and their interference for 500 GeV

(Figure 3b) even for the $\mu^+\mu^-u\bar{u}\gamma$ final state. For $e^+e^-\rightarrow e^-e^+u\bar{u}\gamma$ other diagrams become dominating everywhere. The contribution of $ZZ\gamma$ production is always small and could only be enhanced by invariant-mass cuts. Note that the triple-gauge-boson-production diagrams form a gauge-invariant subset for NC processes, while this is not the case for CC processes.

4.5 Relevance of gluon-exchange contributions

In the analytical calculation of the matrix elements for $e^+e^-\rightarrow 4f(\gamma)$ in Section 2 we have seen that NC processes with four quarks in the final state involve, besides purely electroweak, also gluon-exchange diagrams. Table 3 illustrates the impact of these diagrams on the integrated cross sections for a CM energy of 500 GeV. The results for the interference are obtained by subtracting the purely electroweak and the gluon contribution from the total cross section. For pure NC processes the contributions of gluon-exchange diagrams dominate over the purely electroweak graphs. This can be understood from the fact that the gluon-exchange diagrams are enhanced by the strong coupling constant, and, as discussed in Section 4.3, that the diagrams with gluons replaced by photons yield a sizeable contribution to the cross section. For the mixed CC/NC processes the purely electroweak diagrams dominate the cross section. Here, the contributions from the $W^+W^-\gamma$-production subprocess are large compared to all other diagrams, even if the latter are enhanced by the strong coupling. At 500 GeV the gluon-exchange diagrams contribute to the cross section at the level of several per cent. The interference contributions are relatively small. As discussed at the end of Section 2.3.2 this is due to the fact that interfering electroweak and gluon-exchange diagrams involve different resonances. Note that the interference vanishes for $e^+e^-\rightarrow u\bar{u}c\bar{c}\gamma$, and the corresponding numbers in Table 5 are only due to the Monte Carlo integration error.

In Figure 3 we show the photon-energy spectra for the processes $e^+e^-\rightarrow u\bar{d}d\bar{d}\gamma$ and $e^+e^-\rightarrow u\bar{u}u\bar{u}\gamma$ together with the separate contributions from purely electroweak and gluon-exchange diagrams. The pure electroweak contributions are similar to the ones for $e^+e^-\rightarrow u\bar{d}\mu^-\bar{\nu}_\mu\gamma$ and $e^+e^-\rightarrow e^-e^+u\bar{u}\gamma$ in Figure 4. For the NC process $e^+e^-\rightarrow u\bar{u}u\bar{u}\gamma$, the photon-energy spectrum is dominated by the gluon-exchange contribution,
Figure 5: Electroweak and gluon-exchange contributions to the photon-energy spectra for $e^+e^- \rightarrow u\bar{u}d\bar{d}\gamma$ and $e^+e^- \rightarrow u\bar{u}u\bar{u}\gamma$ at $\sqrt{s} = 189$ GeV which shows a strong peak at 72.5 GeV owing to the $\gamma Z$-production subprocess. For the CC/NC process $e^+e^- \rightarrow u\bar{u}d\bar{d}\gamma$, the electroweak diagrams dominate below the WW threshold, whereas the gluon-exchange diagrams dominate at the $\gamma Z$ peak and above. The interference between purely electroweak and gluon-exchange diagrams is generally small.

5 Summary and outlook

The class of processes $e^+e^- \rightarrow 4$ fermions + $\gamma$ has been discussed in detail. After classifying the different final states according to their production mechanism, the sets of all Feynman graphs are reduced to two generic subsets that are related to the two basic graphs of the non-radiative processes $e^+e^- \rightarrow 4$ fermions. In this way, all helicity matrix elements are expressed in terms of two generic functions. Using the Weyl–van der Waerden spinor formalism, we have given compact expressions for these functions. We wrote two independent Monte Carlo programs, both using the multi-channel integration technique and an adaptive weight optimization procedure to reduce the Monte Carlo error. The results obtained with the two Monte Carlo programs agree well within the integration error.

The detailed discussion of numerical results comprises a survey of integrated cross sections and photon-energy spectra for all different final states. Moreover, we have numerically compared different ways to introduce finite decay widths of the massive gauge bosons. Similar to the known results for $e^+e^- \rightarrow 4$ fermions, we find that the application of running gauge-boson widths leads to totally wrong results for the radiative processes. Using constant widths consistently, leads to meaningful predictions. For the considered observables, the results for constant widths practically coincide with those obtained in a
Figure 6: An example for a multi-peripheral diagram contributing to the process $e^+e^- \rightarrow \nu_e\bar{\nu}_e \mu^-\mu^+\gamma$

complex-mass scheme that fully respects gauge invariance. In the latter scheme gauge-boson masses are treated as complex parameters everywhere, in particular, leading to complex couplings. Similar to the situation for the well-known non-radiative processes, we find that for precise predictions the diagrams corresponding to triple-gauge-boson-production subprocesses are not sufficient and the inclusion of the other graphs is mandatory. Finally, we have investigated the relevance of gluon-exchange contributions. In general, both the purely electroweak contributions and the gluon-exchange contributions are relevant and either one can be dominant depending on the process and the considered observable. The interference of both contributions is at most at the per-cent level.

In this paper, we have assumed that the radiated photon appears as a detectable particle in the final state, i.e. soft and collinear photons are excluded by cuts. The inclusion of soft and collinear photons is, however, necessary if $e^+e^- \rightarrow 4$ fermions + $\gamma$ is considered as a correction to four-fermion production. The analytical results of this paper and the constructed Monte Carlo programs will be used as a building block in the evaluation of four-fermion production in $e^+e^-$ collisions including $\mathcal{O}(\alpha)$ corrections.

Appendix

An example for phase-space generation

To illustrate the phase-space generation in one channel, we choose the multi-peripheral diagram, shown in Figure 6. We determine the momentum configuration $k_i$ from the phase-space variables $s_i$, $t_i$, $\phi_i$, and $\theta_i$ with a suitable choice of mappings and calculate the resulting probability density $g$.

First we study the propagator structure of the Feynman diagram of Figure 6 and choose a set $\mathbf{\Phi}$ of 11 phase-space variables that is suitable for importance sampling. Our choice of $\mathbf{\Phi}$ consists of three time-like invariants

\begin{align}
  s_{35} &= k_{35}^2 = (k_3 + k_5)^2, \\
  s_{345} &= k_{345}^2 = (k_3 + k_4 + k_5)^2, \\
  s_{1345} &= k_{1345}^2 = (k_1 + k_3 + k_4 + k_5)^2,
\end{align}

(A.1)
two space-like invariants
\[ t_1 = q_1^2 = (p_- - k_2)^2, \]
\[ t_2 = q_2^2 = (p_+ - k_1)^2, \]
and six azimuthal and polar angles \( \phi_{1,2,3,4} \) and \( \theta_{3,4} \), respectively. As worked out in detail in Ref. [30], the 11-dimensional phase-space integral in (3.1) can be written as follows:
\[
R_5(s) = \int \prod_{i=1}^{5} \mathcal{d}^4k_i \, \delta \left( k_i^2 \right) \delta(k_i^0) \, \delta^{(4)} \left( p_+ + p_- - \sum_{i=1}^{5} k_i \right)
= \int_V ds_{35} \, ds_{345} \, ds_{1345} \, R_2(s) \, R_2(s_{1345}) \, R_2(s_{345}) \, R_2(s_{35}), \tag{A.3}
\]
where \( \sqrt{s} \) denotes the CM energy with \( s = (p_- + p_+)^2 \). The phase space of the \( 2 \rightarrow 5 \) scattering process is composed of the phase spaces of two \( 2 \rightarrow 2 \) scattering processes with two subsequent \( 1 \rightarrow 2 \) decays described by the following functions:

\( R_2(s) \): First, we consider the \( 2 \rightarrow 2 \) scattering process \( p_+ + p_- \rightarrow k_{1345} + k_2 \) in the system \( \vec{p}_+ + \vec{p}_- = \vec{0} \) where the direction of \( \vec{p}_+ \) is chosen to be the positive \( z \) axis.

\( R_2(s_{1345}) \): Then, we boost and rotate to the system \( \vec{k}'_{1345} = \vec{0} \) and describe the \( 2 \rightarrow 2 \) scattering process \( p'_+ + q'_1 \rightarrow k'_3 + k'_1 \), where the direction of \( \vec{p}'_+ \) is chosen to be the positive \( z \) axis.

\( R_2(s_{345}) \): Next, we define the \( 1 \rightarrow 2 \) decay of the Z boson \( k''_{345} \rightarrow k''_3 + k''_4 \) in its rest frame \( \vec{k}'_{345} = \vec{0} \).

\( R_2(s_{35}) \): Finally, we treat the subsequent \( 1 \rightarrow 2 \) decay of the virtual muon \( k'''_{35} \rightarrow k'''_3 + k'''_5 \) in its rest frame \( \vec{k'}_{35} = \vec{0} \).

For massless external fermions, \( R_5(s) \) explicitly reads
\[
R_5(s) = \int_{s_{35,\text{cut}}}^{s} ds_{35} \int_{s_{35}}^{s} ds_{345} \int_{s_{345}}^{s} ds_{1345} \left[ \frac{1}{4s} \int_{t_{1,\text{min}}}^{t_{1,\text{max}}} dt_1 \int_{0}^{2\pi} d\phi_1 \right] \\
\times \left[ \frac{1}{4\lambda^{1/2}(s_{1345}, t_1, 0)} \int_{t_{2,\text{min}}}^{t_{2,\text{max}}} dt_2 \int_{0}^{2\pi} d\phi_2 \right] \\
\times \left[ \frac{\lambda^{1/2}(s_{345}, s_{35}, 0)}{8s_{345}} \int_{-1}^{1} d\cos\theta_3 \int_{0}^{2\pi} d\phi_3 \right] \left[ \frac{1}{8} \int_{-1}^{1} d\cos\theta_4 \int_{0}^{2\pi} d\phi_4 \right] \tag{A.4}
\]
with the kinematical function
\[
\lambda(x, y, z) = x^2 + y^2 + z^2 - 2xy - 2yz - 2zx. \tag{A.5}
\]
The limits on \( t_{1,2} \) are the physical boundaries of the \( 2 \rightarrow 2 \) scattering processes
\[
\begin{aligned}
t_{1,\text{min}} &= s_{1345} - s, \\
t_{1,\text{max}} &= 0, \\
t_{2,\text{min}} &= (t_1 - s_{1345})(s_{1345} - s_{345})/s_{1345}, \\
t_{2,\text{max}} &= 0.
\end{aligned}
\]

\(^3\)As usual we set \( f = 0 \) outside the imposed cuts. However, to improve the efficiency of the phase space generation, cuts can be included already in the physical boundaries of phase space. In our example we have introduced a lower cut on \( s_{35} \).
In our example, we only have to cope with massive space-like propagators, so that we generate the invariants $s_{35}$ and $s_{345}$ according to (3.5) and (3.6), but do not apply importance sampling in the variables $s_{1345}$, $t_{1,2}$, $\phi_{1,2,3,4}$, and $\cos \theta_{3,4}$, which are generated according to (3.7). The resulting density $g$ of (3.9) for this specific channel reads for $\nu \neq 1$,

$$\frac{1}{g} = \frac{\lambda^{1/2}(s_{345}, s_{35}, 0)}{4^2 s s_{345} \lambda^{1/2}(s_{1345}, t_1, 0)} \times s_{35}^{\nu} s_{35}^{1-\nu} - s_{35,\text{cut}}^{1-\nu} \left[ \frac{(s_{345} - M_Z^2)^2 + M_Z^2 \Gamma_Z^2}{M_Z \Gamma_Z} \right] (y_2 - y_1) \times (s - s_{345}) |t_{1,\text{min}}| |t_{2,\text{min}}| 4 (2\pi)^4$$

(A.6)

with $y_{1,2} = \arctan[(s_{1,2} - M_Z^2)/(M_Z \Gamma_Z)]$, $s_1 = s_{35}$, and $s_2 = s$. Finally, the event characterized by the four-momentum configuration $k_i, i = 1, \ldots, 5$, and the beam momenta are defined in terms of the generated invariants and angles as follows:

$$p_+^0 = \frac{\sqrt{s}}{2} (1, 0, 0, 1),$$

$$p_-^0 = \frac{\sqrt{s}}{2} (1, 0, 0, -1),$$

$$k_2^\mu = \frac{\lambda^{1/2}(s, s_{1345}, 0)}{2\sqrt{s}} (1, -\cos \phi_1 \sin \theta_1, -\sin \phi_1 \sin \theta_1, -\cos \theta_1)$$

(A.7)

with $\cos \theta_1 = (t_1 + 2p_0^0 k_2^0)/(2p_0^0 k_2^0)$,

$$k_1^\mu = \frac{\lambda^{1/2}(s_{1345}, s_{345}, 0)}{2\sqrt{s_{1345}}} (1, \cos \phi_2 \sin \theta_2, \sin \phi_2 \sin \theta_2, \cos \theta_2)$$

(A.8)

with $\cos \theta_2 = (t_2 + 2p_0^0 k_1^0)/(2p_0^0 k_1^0)$ and $p_+^0 = (s_{1345} - t_1)/(2\sqrt{s_{1345}}),$

$$k_4^\mu = \frac{\lambda^{1/2}(s_{345}, s_{35}, 0)}{2\sqrt{s_{345}}} (1, -\cos \phi_3 \sin \theta_3, -\sin \phi_3 \sin \theta_3, -\cos \theta_3),$$

(A.9)

and

$$k_3^\mu = \frac{\sqrt{s_{35}}}{2} (1, \cos \phi_4 \sin \theta_4, \sin \phi_4 \sin \theta_4, \cos \theta_4),$$

$$k_5^\mu = (k_3^\mu, -\tilde{k}_3^\mu).$$

(A.10)

The four-momenta $k_1$, $k_3$, $k_4$, and $k_5$ in the CM system are obtained from the four-momenta $k_1'$, $k_3''$, $k_4''$, and $k_5''$ by applying the appropriate Lorentz transformations, as for instance described in Ref. [30].
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