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1. Introduction

The classical problem of the nuclear force has experienced a strong revival since the 1990s when Weinberg has shown that chiral perturbation theory (ChPT) can, in fact, be fruitfully applied beyond the Goldstone-boson and single-nucleon sectors \cite{1, 2}. While a direct application of ChPT to nucleon-nucleon (NN) scattering amplitude makes little sense due to the intrinsically non-perturbative nature of the problem, Weinberg has realized that all diagrams which violate the chiral power counting emerge from iterations of a Lippmann-Schwinger (LS) type of equation. The task of calculating the scattering amplitude thus naturally reduces to the conventional quantum mechanical $N$-body problem with nuclear potentials derived in ChPT. The resulting approach is commonly referred to as (nuclear) chiral effective field theory (EFT) and has the appealing features of being model-independent, systematically improvable and related to QCD via its symmetries, see Refs. \cite{3, 4} for recent review articles.

Today, after a quarter of a century of intense research, nuclear chiral EFT is entering the precision era and is expected to shed light on the long-standing unsolved problems such as especially the three-nucleon force (3NF) problem \cite{5, 6}. This is becoming possible due to advances in the following three areas: First, the chiral expansion of the nuclear force has been/is being pushed to a sufficiently high order for making precision calculations. It is essential that the determination of an increasing number of unknown low-energy constants (LECs), which often plagues higher-order calculations in ChPT, is manageable in the nuclear sector thanks to the vast amount of neutron-proton (np) and proton-proton (pp) scattering data and due to the fact that most of the unknown LECs contribute to the NN force. Secondly, chiral EFT provides a natural framework to quantify the theoretical uncertainties of the calculations, the issue which needs to be seriously addressed in order to make a meaningful comparison between theory and experiment. Finally, recent advances in \textit{ab initio} few- and many-body methods including the coupled-cluster expansions \cite{7}, the no-core shell model \cite{8}, Green’s function Monte Carlo method \cite{9}, the in-medium similarity renormalization group approach \cite{10}, and the self-consistent Green’s functions technique \cite{11} coupled with rapidly increasing computational resources open the exciting possibility of testing chiral EFT in nuclear structure and reaction calculations. A particularly promising new addition to the existing \textit{ab initio} methods is provided by Nuclear Lattice Effective Field Theory (NLEFT) \cite{12}, an approach which naturally combines chiral EFT with auxiliary-field quantum Monte Carlo lattice simulations to access light- and medium-mass nuclei, see Refs. \cite{13, 14, 15, 16} for some most exciting results and the talk by Meißner for a review \cite{17}.

In this talk I will mainly focus on our recent work towards the development of the new generation of NN potentials up to fifth order in the chiral expansion \cite{18, 19} along with the novel approach for error analysis. I will also discuss selected applications beyond the NN system. This paper is organized as follows. In section \ref{sec:2} I will discuss the foundations of nuclear chiral EFT and focus on its application to the NN system. Section \ref{sec:3} addresses the issue of estimating the theoretical uncertainties due to the truncation of the chiral expansion. Selected applications to the three-nucleon system are presented in section \ref{sec:4}. Finally, section \ref{sec:5} gives the outlook on ongoing and future research in this field.
2. A new generation of chiral NN forces up to fifth order

2.1 Foundations

The starting point in the derivation of the nuclear forces and currents is the most general chiral invariant effective Langrangian for pions and nucleons. Given the non-relativistic nature of the problem at hand and the desire to treat nuclear dynamics in the framework of the quantum mechanical $A$-body Schrödinger equation, it is natural to utilize the heavy-baryon approach for the description of the nucleon fields. For the explicit form of the $\pi N$ heavy-baryon Lagrangian up to fourth order, sufficient for the applications discussed in this paper, see Ref. [20]. The choice of pions and nucleons as explicit degrees of freedom in the Lagrangian is dictated by the energy range the resulting EFT is supposed to be applicable to. As an alternative, for few-nucleon reactions at very low energies with typical three-momenta of the nucleons $|\vec{p}|$ being well below the pion mass $M_\pi$ and/or for matching to lattice QCD results at unphysically heavy quark masses [21], the so-called pion-less EFT formulation is expected to provide a more efficient approach, see the talk by Schindler for the application of this method to parity-violating few-nucleon reactions [22]. On the other hand, the explicit inclusion of the $\Delta(1232)$ resonance in the effective chiral Lagrangian along the lines of Ref. [23] is expected to improve the convergence pattern of the chiral expansion and to increase its applicability range to higher energies. Here and in what follows, I will focus on the standard formulation of chiral EFT based on pions and nucleons as the only degrees of freedom.

The effective chiral Lagrangian represents an infinite set of terms which respect the approximate spontaneously broken chiral symmetry of QCD. They can be classified by the number of derivatives and/or pion mass insertions. For applications in the few-nucleon sector, it is convenient to assign the chiral dimension $\Delta_i$ to a vertex $i$ which is defined as [1, 2]

$$\Delta_i = d_i + \frac{1}{2} n_i - 2,$$

where $d_i$ is the number of derivatives or $M_\pi$-insertions while $n_i$ refers to the number of nucleon field operators. Using dimensional counting, it is straightforward to show that a connected diagram with $N$ nucleons and $L$ loops constructed out of $V_i$ vertices of type $\Delta_i$ scales as $Q^\nu$ with the chiral dimension $\nu$ given by

$$\nu = -4 + 2N + 2L + \sum_i V_i \Delta_i.$$

Here, $Q \in \{M_\pi/\Lambda_b, |\vec{p}|/\Lambda_b\}$ denotes the expansion parameter of chiral EFT with $\Lambda_b$ being the breakdown scale to be specified below. The above expression has a slightly different form than the one derived originally by Weinberg in Ref. [1] as discussed in Ref. [24]. Notice that since the effective Lagrangian involves only non-renormalizable interactions, the condition $\Delta_i \geq 0$ holds true for all $i$. This implies that $\nu$ is bounded from below and that at each fixed order, a finite number of diagrams made out of a finite number of vertices can contribute.

Since Eq. (2.2) is based solely on dimensional arguments, it does not take into account the enhancement of reducible ladder-type diagrams involving purely nucleonic intermediate states due to the appearance of pinch singularities (in the static limit) when performing integrals over zeroth components of the loop momenta. Clearly, such infrared singularities are regularized by the nucleon kinetic energy term which has to be explicitly kept in the corresponding propagators. Still,
### Figure 1: Chiral expansion of the nuclear forces. Solid and dashed lines refer to nucleons and pions, respectively. Solid dots, filled circles, filled rectangles, filled diamonds and open rectangles refer to the vertices of dimension $\Delta_i = 0$, $\Delta_i = 1$, $\Delta_i = 2$, $\Delta_i = 3$ and $\Delta_i = 4$, respectively.

The resulting contributions to the amplitude are enhanced by powers of $m_N/|\vec{p}|$, where $m_N$ refers to the nucleon mass, as compared to estimates based on dimensional analysis and underlying the derivation of Eq. (2.2). Fortunately, the contributions of the enhanced ladder-like diagrams can be easily and efficiently resummed by solving the LS integral equation (or its generalizations in the case of three- and more-nucleon systems) whose kernel involves all possible irreducible graphs which obey the scaling according to Eq. (2.2) and are derivable in perturbation theory. This is the essence of what is commonly referred to as Weinberg’s approach to nuclear chiral EFT. The set of all possible irreducible contributions to the scattering amplitude can be viewed as the interaction part of the nuclear Hamiltonian and comprises two-, three- and more-nucleon forces. The approach outlined above is straightforwardly generalizable to reactions involving external sources and allows one to derive exchange currents consistent with the nuclear forces.

It is a simple exercise to enumerate the various diagrams which may contribute to the nuclear force at a given order $\nu$ by looking at Feynman rules for the chiral Lagrangian and applying Eq. (2.2), see Fig. 1. Here, it is understood that the shown diagrams only serve the purpose of visualization of the corresponding contributions and do not have the meaning of Feynman graphs. In particular, one needs to separate out the irreducible pieces in order to avoid double counting. Notice further that while one can draw three-nucleon diagrams at next-to-leading order (NLO), the resulting contributions are either reducible or suppressed by one power of $Q/m_N$ [25]. As an immediate consequence of the chiral power counting in Eq. (2.2), one observes the suppression of many-body forces [26], the feature, that has always been assumed but could be justified only in the context of chiral EFT.
So far, I have not yet discussed the important issue of identifying the irreducible parts of the scattering amplitude, i.e. the actual derivation of the nuclear forces. This can be achieved using a variety of approaches. In particular, old-fashioned time-ordered perturbation theory was employed by Weinberg in his original papers [2, 25] and by Ordonez et al. in their first numerical analysis of NN scattering [27]. More recently, this method was taken over by the Jlab-Pisa group to derive electromagnetic [28, 29, 30] and weak [31] exchange currents, see the talk by Schiavilla [32] for more details. We used another well-known technique commonly referred to as the method of unitary transformation (UT) [33, 34]. The main idea of this approach consists in block-diagonalization of the pion-nucleon Hamiltonian in Fock space via a suitable chosen UT. The corresponding unitary operator can be determined perturbatively employing the chiral power counting as explained in detail in Refs. [35, 36, 37, 24], see also Ref. [38] for a closely related approach. The method of UT can be straightforwardly applied to derive the exchange currents [39, 40]. Finally, nuclear forces can also be defined by calculating Feynman diagrams and matching the results to the LS equation, see Ref. [41] for more detail.

Irregardless of the employed approach to derive nuclear potentials, it is important to keep in mind that, in contrast to S-matrix elements, nuclear forces and exchange currents are not uniquely defined and can always be changed by unitary transformations or, equivalently, by changing the basis in the Fock space. The intrinsic unitary ambiguity of the Hamiltonian and exchange currents turns out to play the crucial role in maintaining their renormalizability. More precisely, these quantities will generally not stay finite after evaluating the loop integrals and replacing the bare LECs with the renormalized ones. This is in a strong contrast with on-shell scattering amplitudes calculated in ChPT, for which all ultraviolet divergences do, of course, cancel against the corresponding counterterms. This issue was first raised in Ref. [42], where renormalizability of the Hamiltonian could finally be established for a specific choice of the unitary transformations (i.e. for a particular choice of basis in the Fock space). We also followed the same approach of systematically exploiting the freedom in the choice of the basis in the Fock space to maintain renormalizability of the electromagnetic exchange charge and current operators to leading one-loop order in Refs. [39, 40]. This is in contrast with the results of the Jlab-Pisa group [28, 29, 30, 31], whose expressions for the one-pion exchange contributions contain ultraviolet divergences which are not cancelled by counterterms from the effective chiral Lagrangian.

Having outlined the various techniques to derive the nuclear Hamiltonian, I now briefly discuss the current state of the art for the contributions shown in Fig. [1]. The NN force up to next-to-next-to-leading order (N^2LO) has been known since about two decades and was derived using all three approaches mentioned above [27, 41, 35]. The order-Q^4 (N^3LO) corrections to the NN potential have been worked out in a series of papers by Kaiser [43, 44, 45, 46] about fifteen years ago using an S-matrix based approach and employing Cutkosky’s cutting rules to simplify the calculation of loop integrals. These results provided a basis for the development of the first generation of chiral NN potentials at N^3LO [47, 48]. Very recently, the same technique was used by Entem et al. [49] to work out the order-Q^5 (N^4LO) corrections to the two-pion exchange NN potential and even the dominant order-Q^6 (N^5LO) terms [50]. Notice that the leading 3π-exchange potentials at N^3LO turn out to be negligibly weak [43, 44] and were not included explicitly in Ref. [48]. While the

\[^{1}\]We have independently calculated these contributions [51] and have verified the results obtained by Entem et al..
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Subleading $3\pi$-exchange potentials at $N^4$LO are stronger in magnitude, their short-range nature permits their implicit representation via contact interactions [19].

The expressions for the leading 3NF at $N^2$LO resulting from tree-level diagrams shown in Fig. 1 have been known since a long time [26, 51] and depend on two LECs $c_D$ and $c_E$ which accompany the contact interactions in the second and third diagram, respectively. The first corrections at $N^3$LO encompass numerous one-loop diagrams. Their calculation has been accomplished in Refs. [52, 53, 54]. Interestingly, the resulting contributions do not involve any unknown LECs. The long- and intermediate-range corrections to the 3NF at $N^4$LO have been derived recently using the method of unitary transformation [55, 56] while the purely contact 3NF terms have been worked out in Ref. [57] and involve 10 unknown LECs. The derivation of the remaining contributions involving NN contact interactions is in progress [58]. Finally, the leading four-nucleon force at $N^3$LO has been calculated in Refs. [42, 24] and is also parameter-free. The corrections at $N^4$LO have not been studied yet.

2.2 Renormalization of the Schrödinger equation and regularization of the potential

The chiral nuclear potentials discussed in the previous section are constructed to be used in the $A$-body Schrödinger equation

$$\left[ \sum_{i=1}^{A} \frac{-\Delta_i}{2m_N} + \mathcal{O}(m^{-3}) \right] + V_{2N} + V_{3N} + V_{4N} + \ldots \right| \Psi \rangle = E | \Psi \rangle ,$$

(2.3)

where the nuclear forces $V_{2N}, V_{3N}, V_{4N}, \ldots$, are derived by means of the chiral expansion as discussed above. Consider, for the sake of simplicity, the NN system where the Schrödinger equation can be conveniently cast into the LS integral equation for the $T$-matrix. In the operator form, this equation reads

$$\hat{T} = \hat{V}_{NN} + \hat{\mathcal{G}}_{0} \hat{T} = \hat{V}_{NN} + \hat{\mathcal{G}}_{0} \hat{V}_{NN} + \hat{\mathcal{G}}_{0} \hat{\mathcal{G}}_{0} \hat{V}_{NN} + \hat{\mathcal{G}}_{0} \hat{\mathcal{G}}_{0} \hat{\mathcal{G}}_{0} \hat{V}_{NN} + \ldots ,$$

(2.4)

where $\hat{\mathcal{G}}_{0}$ is the free resolvent operator. Iterations of the NN potential in the LS equation generate ultraviolet (UV) divergences which are cancelled by counterterms of the contact interaction type. While this cancellation certainly holds true for the potential calculated up to an infinite order in the chiral expansion which involves all possible counterterms compatible with the symmetries, it is not ensured anymore if a truncated expression for $V_{NN}$ is employed. Indeed, it is easy to verify that the LS equation for the leading-order (LO) one-pion exchange potential (OPEP) is linearly divergent. Consequently, its iterations in any given spin-triplet partial wave generate UV divergences whose cancellation requires the introduction of infinitely many counterterms with increasing powers of momenta and/or $M_\pi$.

The simplest way to circumvent this problem is by treating the OPEP perturbatively [59]. The resulting EFT approach, however, fails (at least) in certain spin-triplet channels due to the lack of convergence [59]. An alternative solution has been proposed recently in Ref. [51], where it was pointed out that the linearly divergent UV behavior of the LS equation for the OPEP can be traced back to the non-relativistic expansion being carried out prior to solving the dynamical equation. Using, instead of the LS equation, a three-dimensional integral equation which maintains relativistic elastic unitarity such as e.g. the Kadyshevsky equation [52] results in a milder UV
divergence of a logarithmic type. The resulting LO equation for the OPEP and derivative-less contact interactions is renormalizable in the sense that all UV divergences generated by iterations can be absorbed into the two LO derivative-less contact interactions. Clearly, the intrinsically non-relativistic nature of the problem is not affected by this procedure, and it is perfectly fine to perform, if desired, a $1/m_N$-expansion of the amplitude after solving the integral equation \[ [61] \]. This renormalizable approach outlined above permits a complete removal of the UV cutoff and has been applied at LO to chiral extrapolations \[ [63] \] and to the electromagnetic form factors of the deuteron \[ [64] \]. Higher-order corrections have to be included perturbatively in order to maintain renormalizability.\textsuperscript{2}

While the approach outlined above is the only way to completely remove the UV cutoff in calculations with the OPEP being treated non-perturbatively within the framework of an EFT I am aware of\textsuperscript{3}, its extention to higher orders and/or heavier systems represents a challenging task. An alternative and much simpler (but still valid from the EFT point of view) approach is to introduce a finite UV regulator which is to be chosen of the order of the relevant hard scale in the problem as advocated in Refs. \[ [70, 71] \]. As already mentioned, taking the values of the UV cutoff $\Lambda$ in the LS equation well beyond the pertinent hard scale may result in the breakdown of low-energy theorems \[ [69] \] which signals the violation of basic principles of EFT. I refer interested readers to our work \[ [69] \], which provides an explicit example of such a failure and brings further analytical insights into these topics by considering an exactly solvable model. The finite-regulator scheme is very well suited for applications using \textit{ab initio} few- and many-body methods and has been adopted in the most sophisticated nuclear chiral EFT calculations carried out up to date. This is the approach I will focus on in the following.

For calculations with a finite UV cutoff, it is important to employ such a functional form of the regulator which avoids introducing unnecessary artifacts. In the new generation of chiral potentials of Refs. \[ [18, 19] \], we used a coordinate-space regularization procedure for the long-range components $V_{\text{long}}(\vec{r})$,

\[
V_{\text{long}}(\vec{r}) \rightarrow V_{\text{long}}^{\text{Reg}}(\vec{r}) = V_{\text{long}}(\vec{r}) f\left(\frac{r}{R}\right) \quad \text{with} \quad f(x) = \left(1 - \exp\left(-x^2\right)\right)^6,
\]

(2.5)

where the cutoff distance $R$ is chosen in the range of $R = 0.8\ldots1.2$ fm in agreement with the expected breakdown distance of $\sim 0.8$ fm of the chiral expansion for the pion-exchange potential \[ [72] \]. A similar regulator was employed in Refs. \[ [73, 74] \]. In momentum space, the regularization takes the form

\[
V_{\text{long}}(\vec{q}) \rightarrow V_{\text{long}}^{\text{Reg}}(\vec{q}) = V_{\text{long}}(\vec{q}) - \int \frac{d^3l}{(2\pi)^3} V_{\text{long}}(\vec{l}) \text{FT}_{\vec{q} - \vec{l}} [1 - f],
\]

(2.6)

where FT stays for the Fourier-Transform and $\vec{q}$ is the momentum transfer. Given that $\text{FT}[1 - f]$ is a short-range operator, it is clear that the regulator does, per construction, not affect the long-range components.

\textsuperscript{2}Higher-order contact interactions can also be treated non-perturbatively, see Refs. \[ [53] \] for more details.

\textsuperscript{3}Several authors have explored the possibility of removing the UV regulator in the context of the LS equation via performing self-adjoint extensions of singular potentials due to one- (and more-) pion exchanges, see e.g. \[ [66, 67, 68] \]. Such manifestly non-perturbative approaches have been demonstrated in Ref. \[ [59] \] to be, in general, incompatible with the principles of EFT in spite of being able to yield finite results for the scattering amplitude. It is important to remember that the UV regulator can be removed from the calculations only after \textit{all} UV divergences have been subtracted.
part of the interaction and thus maintains the analytic structure of the amplitude in the low-energy domain. This feature is in contrast with the non-local momentum-space regulator employed in the first-generation NN potentials of Refs. [47, 48] of the type
\[ V(\vec{p}, \vec{p}') \to V_{\text{reg}}(\vec{p}, \vec{p}') = V(\vec{p}, \vec{p}') \exp \left( -\frac{p^{2n} + p'^{2n}}{\Lambda^{2n}} \right), \quad n = 2, 3, \quad (2.7) \]
where \( \vec{p}, \vec{p}' \) are the initial and final momenta of the nucleons in the center of mass system (CMS), which distorts the long-range part of the interaction. Another advantage of the regulator in Eq. (2.7) is that it cuts off precisely the undesired short-range components of the pion exchange contributions which cannot be meaningfully predicted in chiral EFT instead of their large-momentum parts as does the non-local regulator in Eq. (2.5). This makes the additional spectral-function regularization (SFR) [75] of the two-pion exchange components, which was used e.g. in Refs. [48, 76] to tame the unphysically strong attraction at short distances at N\(^2\)LO [41], obsolete. This is a particularly welcome feature in view of the ongoing and upcoming 3NF studies, in which the implementation of the SFR would be rather non-trivial. The insensitivity of the calculated NN observables to the value of the exponent in Eq. (2.5) is demonstrated in [18]. For contact interactions, we used in Refs. [18, 19] a non-local Gaussian regulator in momentum space with the cutoff set to \( \Lambda = 2/R \).

### 2.3 Determination of the LECs

I am now in the position to specify the employed values of the various LECs and begin with the long-range part of the potential due to exchange of pion(s). Here, the framework of chiral EFT shows its full power by allowing one to predict the long-range part of the nuclear force in a parameter-free way using the available experimental information on the pion-nucleon system and exploiting the constraints due to the chiral symmetry of QCD as visualized schematically in Fig. 2.

![Figure 2: The long-range part of the nuclear force is completely predicted by the chiral symmetry of QCD and experimental information on the pion-nucleon system.](image)

At orders N\(^2\)LO, N\(^3\)LO and N\(^4\)LO, one needs to specify the values of the order-\(O^2\), order-\(O^3\) and order-\(O^4\) \(\pi N\) LECs \(c_i\), \(d_i\) and \(e_i\), respectively. At N\(^2\)LO and N\(^3\)LO, we used in [18] the values of \(c_1 = -0.81, c_2 = 3.28, c_3 = -4.69, c_4 = 3.40, d_1 + d_2 = 3.06, d_3 = -3.27, d_5 = 0.45\) and \(\tilde{d}_{14} - \tilde{d}_{15} = -5.65\) from the order-\(O^3\) fits to \(\pi N\) data in the physical region [77] and inside the Mandelstam triangle [78]. Further, the LEC \(d_{18}\) is adjusted to reproduce the observed value of the Goldberger-Treiman discrepancy. Here and in the following, the values of the LECs are given in units of GeV\(^{-n}\). The bars over the LECs indicate that I am using the convention of Ref. [77] by setting the dimensional regularization scale equal to the pion mass. At N\(^4\)LO, we employ the values from our order-\(O^4\) fit to Karlsruhe-Helsinki partial-wave analysis of \(\pi N\) scattering [55], namely:

- \(c_1 = -0.75, c_2 = 3.49, c_3 = -4.77, c_4 = 3.34, d_1 + d_2 = 6.21, d_3 = -6.83, d_5 = 0.78, d_{14} - d_{15} = -12.02, \tilde{e}_{14} = 1.52\) and \(\tilde{e}_{17} = -0.37\). These values are in a reasonable agreement with the ones of
Ref. [79] from a $Q^4$ fit to $\pi N$ scattering data and with the ones of Ref. [80] from matching to the subthreshold coefficients obtained from the Roy-Steiner analysis of $\pi N$ scattering [81]. Still, the differences between the values found in these determinations indicate sizable uncertainties in the LECs, whose impact on the nuclear forces needs to be addressed in future studies.

I now turn to the short-range part of the potential. Adopting the standard power counting rules for short-range operators, which are based on naive dimensional analysis, one has to take into account (in the isospin limit) 2 order-$Q^0$ contact terms at LO, 7 additional order-$Q^2$ contact interactions at NLO and $N^2$LO and 15 additional order-$Q^4$ contact terms at $N^3$LO and $N^4$LO. This leaves one with 24 unknown LECs in total, which have been determined from a fit to np and pp S-, P- and D-waves and to the mixing angles $\epsilon_1$ and $\epsilon_2$ of the Nijmegen partial wave analysis (NPWA) [84] for five different choices of the regulator $R$

$$\{R_1, R_2, R_3, R_4, R_5\} = \{0.8 \text{ fm}, 0.9 \text{ fm}, 1.0 \text{ fm}, 1.1 \text{ fm}, 1.2 \text{ fm}\}.$$

We also included 2 (3) isospin-violating contact interactions up to $N^3$LO (at $N^4$LO) which account for isospin-breaking effects in the $^1S_0$ partial wave. A detailed description of the fit procedure and the treatment of relativistic and isospin-breaking terms can be found in the original papers [18, 19]. Here, we only emphasize that all LECs were found to be of a natural size for all five choices of the cutoff $R$, see Table II of Ref. [18].

2.4 Results for phase shifts

The resulting np phase shifts are plotted in Fig. 3 as functions of the laboratory energies in comparison with the NPWA and the single-energy partial wave analysis of Ref. [85] for the cutoff choice of $R = 0.9$ fm. In all cases, one observes a good and natural convergence pattern with the results at $N^4$LO being almost indistinguishable from those at $N^3$LO.

To get more quantitative insights, it is instructive to look at $\chi^2$ per datum for the description of the Nijmegen np and pp phase shifts. For a phase shift or mixing angle $\delta$ in a channel $X$ at a given energy, we assign the error of the NPWA to be

$$\Delta_X = \max \left(\Delta_X^{\text{NPWA}}, |\delta_X^{\text{NijmI}} - \delta_X^{\text{NPWA}}|, |\delta_X^{\text{NijmII}} - \delta_X^{\text{NPWA}}|, |\delta_X^{\text{Reid93}} - \delta_X^{\text{NPWA}}|\right),$$

where $\Delta_X^{\text{NPWA}}$ is the statistical error of the NPWA [84], while $\delta_X^{\text{NijmI}}$, $\delta_X^{\text{NijmII}}$ and $\delta_X^{\text{Reid93}}$ refer to the results based on the Nijmegen I, II and Reid93 NN potentials of Ref. [86], which provide a nearly optimal description of the same database as employed in the NPWA and can be regarded as alternative PWA. I emphasize, however, that the resulting $\chi^2$ per datum does not allow for a simple statistical interpretation due to the artificially chosen errors and, in particular, can take values $< 1$ without indicating any inconsistencies. Therefore, in order to avoid a possible confusion or misinterpretation, I will use the notation $\tilde{\chi}^2$.

In Table I, I give $\tilde{\chi}^2$ per datum for the description of the np and pp phase shifts of the NPWA at the energies of $E_{\text{lab}} = 1, 5, 10, 25, 50, 100, 150$ and 200 MeV. As expected, one observes the

---

4For alternative suggestions see e.g. Refs. [66, 82, 83].

5The LECs accompanying the order-$Q^2$ S-wave contact interactions, however, turn out to be significantly larger in magnitude than the other LECs.
Figure 3: Chiral expansion of the np phase shifts for the cutoff $R = 0.9\text{ fm}$ in comparison with NPWA [84] (solid dots) and the GWU single-energy np partial wave analysis [85] (open triangles). Dotted (black), dashed (brown), dash-dotted (blue), dash-double-dotted (red) and solid (violet) lines show the results at LO, NLO, $N^{2}\text{LO}$, $N^{3}\text{LO}$ and $N^{4}\text{LO}$, respectively.

Table 1: $\tilde{\chi}^2$/datum for the description of the Nijmegen np and pp phase shifts [84] for the cutoff $R = 0.9\text{ fm}$. The numbers in the round brackets give the number of adjustable isospin-invariant contact interactions at the corresponding order with the subscripts referring to the number of isospin-breaking contact terms. Only those channels are included which have been used in the $N^{3}\text{LO}/N^{4}\text{LO}$ fits, namely the S-, P- and D-waves and the mixing angles $\varepsilon_1$ and $\varepsilon_2$.

| $E_{\text{lab}}$ bin | LO (2 [2]) | NLO (+7 [0]) | $N^{2}\text{LO}$ (+0 [0]) | $N^{3}\text{LO}$ (+15 [0]) | $N^{4}\text{LO}$ (+0 [1]) |
|---------------------|------------|--------------|------------------|------------------|------------------|
| neutron-proton phase shifts | 0–100 | 360 | 31 | 4.5 | 0.7 | 0.3 |
| 0–200 | 480 | 63 | 21 | 0.7 | 0.3 |
| proton-proton phase shifts | 0–100 | 5750 | 102 | 15 | 0.8 | 0.3 |
| 0–200 | 9150 | 560 | 130 | 0.7 | 0.6 |

improved description of the phase shifts with increasing chiral order. It is particularly encouraging to see a strong reduction in the $\tilde{\chi}^2$ when going from NLO ($Q^2$) to $N^{2}\text{LO}$ ($Q^3$) and from $N^{3}\text{LO}$ ($Q^4$) to $N^{4}\text{LO}$ ($Q^5$), which originates entirely from the corresponding two-pion exchange (TPE) components without invoking new parameters.\(^6\) These results constitute an important consistency check of the theoretical approach and provide a beautiful illustration of its predictive power. In particular, one observes a strong decrease in the value of $\tilde{\chi}^2$ per datum at $N^{3}\text{LO}$ which is solely due to inclusion of the parameter-free order-$Q^3$ TPE. Similarly, we find a significant decrease in $\tilde{\chi}^2$ per datum at $N^{4}\text{LO}$ which, for the pp case, again emerges entirely from the predicted parameter-free

\(^6\)Except for the np $^1S_0$ partial wave, where one additional isospin-breaking contact interaction is included at $N^{4}\text{LO}$.
order-$Q^5$ contributions to the TPE potential. The obtained results suggest – fully in line with the Weinberg power counting – that the theoretical uncertainty at NLO and N$^3$LO is dominated by the neglected TPE contributions at orders $Q^3$ and $Q^5$, respectively. Indeed, if certain order-$Q^4$ and order-$Q^6$ contact interactions would have to be promoted to lower orders in violation with naive dimensional analysis as suggested e.g. in [66, 83, 82], the inclusion of the order-$Q^3$ and order-$Q^5$ TPE contributions alone would not result in the improved accuracy of the fits at N$^2$LO and N$^4$LO.

I now briefly address the residual cutoff dependence of our results. Fig. 4 shows the np phase shifts at N$^2$LO and N$^3$LO for all considered choices of the regulator. As expected, the residual cutoff dependence at N$^2$LO is efficiently absorbed into redefinition of the order-$Q^4$ contact interactions at N$^3$LO. I do not show the results at N$^4$LO, but they turn out to be very similar to those at N$^3$LO what concerns the dependence on the regulator $R$.

It is also instructive to look at $\tilde\chi^2$/datum for the reproduction of the phase shifts of the NPWA as a function of the cutoff $R$. Here, for the sake of brevity, I restrict myself to N$^3$LO and to the single energy bin of $E_{lab} = 0 - 200$ MeV. We find the following pattern for np phase shifts by decreasing the values of the regulator starting from the softest choice of $R = 1.2$ fm:

$$
\tilde\chi^2$/datum $= 1.8_{R=1.2 \text{ fm}} \rightarrow 0.8_{R=1.1 \text{ fm}} \rightarrow 0.6_{R=1.0 \text{ fm}} \rightarrow 0.7_{R=0.9 \text{ fm}} \rightarrow 0.8_{R=0.8 \text{ fm}}$


while the results for pp channels are:

$$\tilde{\chi}^2/\text{datum} = 8.2_{R=1.2} \text{ fm} \to 2.2_{R=1.1} \text{ fm} \to 0.6_{R=1.0} \text{ fm} \to 0.7_{R=0.9} \text{ fm} \to 2.1_{R=0.8} \text{ fm}.$$  

As expected, the softest choice of the regulator of $R = 1.2$ fm leads to the worst quality of the fit indicative of the largest amount of cutoff artifacts. Decreasing the value of $R$ improves the description of phase shifts. The improvement stops around $R = 0.9 - 1.0$ fm, and the fits start deteriorating for $R = 0.8$ fm. This is exactly the pattern one expects to observe in calculations within this theoretical framework as discussed in section 2.2 and in Refs. [70, 71, 69].

3. Theoretical uncertainty

Uncertainty quantification is a key for performing a meaningful comparison between theoretical predictions/postdictions and experimental data [87]. The various sources of uncertainty in our calculations include: (i) uncertainty in the knowledge of $\pi N$ LECs which determine the long-range part of the interaction, (ii) systematic and statistical uncertainty in the determination of NN contact interactions, (iii) uncertainty in the NPWA used to determine the LECs and (iv) systematic uncertainty due to truncation of the chiral expansion. The impact of the statistical uncertainty of the LECs accompanying contact interactions on np and pp phase shifts was quantified in Ref. [88] at $N^2$LO and found to be negligible at the accuracy level of our calculations. Similarly, we believe that the systematic uncertainty of the NPWA used as input in our analysis has a minor effect on our results, but this needs to be explicitly verified by using real data in the fits. Here I will focus on quantifying the effects of the truncated higher-order terms in the chiral expansion which I expect to be the dominant source of uncertainty in our calculations.

Residual cutoff dependence of observables provides one possible way to estimate theoretical uncertainty due to truncation of the chiral expansion. However, as pointed out already in [48], such an approach suffers from several drawbacks: First, the residual cutoff dependence measures the impact of neglected contact interactions which contribute only at even orders $Q^{2n}$, $n = 0, 1, 2, \ldots$. This results in underestimation of uncertainties at NLO and $N^3$LO. Secondly, the available cutoff range is, in practice, rather limited, and attempts to increase the cutoff range by employing softer regulators are likely to cause an unnecessary increase of finite-cutoff artifacts. The “cutoff bands” can, therefore, generally not be expected to provide a reliable estimation of the theoretical uncertainty, see [48, 18] for more detail.

In order to circumvent these problems, we proposed in Ref. [18] a novel approach to error analysis by directly estimating the size of neglected higher-order terms. Let $X(p)$ be a given observable with $p$ referring to the corresponding momentum scale and $X^{(i)}(p)$, $i = 0, 2, 3, \ldots$, a prediction at order $Q^i$ in the chiral expansion. We further define the order-$Q^i$ corrections to $X(p)$ as

$$\Delta X^{(2)} = X^{(2)} - X^{(0)}, \quad \Delta X^{(i)} = X^{(i)} - X^{(i-1)} \quad \text{for } i \geq 3,$$

so that the chiral expansion for $X$ up to order $Q^i$ takes the form

$$X^{(i)} = X^{(0)} + \Delta X^{(2)} + \ldots + \Delta X^{(i)}, \quad \text{with } X^{(i)} = \mathcal{O}(Q^i X^{(0)}).$$
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$R_1 = 0.9$ fm, $R_2 = 1.0$ fm

Figure 5: Error plot for np $^3P_1$ phase shift. Black dotted, brown dashed, blue dashed-dotted, red dashed-double-dotted and violet solid lines show the results at LO, NLO, N$^2$LO, N$^3$LO and N$^4$LO, respectively. The light-shaded yellow (green) area shows the range of momenta where the error is expected to be dominated by neglected $M_\pi/\Lambda_b$-contributions ($p/\Lambda_b$-contributions).

One can now use the information on $X^{(0)}$ and $\Delta X^{(j)}$, $j \leq i$, available upon performing explicit calculations, to quantify the theoretical uncertainty $\delta X^{(i)}$ of the order-$Q^i$ result by estimating the size of neglected higher-order terms. Specifically, the following procedure was employed in Refs. [18, 19]:

$$\delta X^{(0)} = Q^2 |X^{(0)}|, \quad \delta X^{(i)} = \max_{2 \leq j \leq i} \left( Q^{i+1} |X^{(0)}|, Q^{i+1-j} |\Delta X^{(j)}| \right) \text{ with } i \geq 2, \quad (3.3)$$

where the expansion parameter $Q$ was chosen as $Q = \max (p/\Lambda_b, M_\pi/\Lambda_b)$, subject to the additional constraint

$$\delta X^{(i)} \geq \max_{j,k} \left( |X^{(j \geq i)} - X^{(k \geq i)}| \right). \quad (3.4)$$

The breakdown scale $\Lambda_b$ of the chiral expansion can be estimated e.g. from error plots such as the ones proposed by Lepage [70] or by Grießhammer, see [89] for more detail. An example of the latter one for the $^3P_1$ np partial wave is shown in Fig. 5. The depicted error function $|1 - \cot \delta R_1(k) / \cot \delta R_2(k)|$ with $k$ referring to the CMS momentum measures the residual cutoff dependence of the phase shift. The observed flat behavior of the error function for $k$ well below $M_\pi$ (yellow-shaded area) is in line with the expectation that the error in this regime is dominated by neglected $M_\pi/\Lambda_b$-terms. On the other hand, the uncertainty at large momenta (green-shaded area) is dominated by neglected $k/\Lambda_b$-terms, and one indeed observes an increased slope at N$^3$LO/N$^4$LO versus NLO/N$^2$LO versus LO.\footnote{Interpretation of such error plots should, however, be taken with care. In particular, the dependence of the lines in a double-logarithmic plot deviates from the linear one in the presence of the long-range interaction due to exchange of pion(s).} The observed nearly identical slopes at NLO and N$^2$LO as well as N$^3$LO and N$^4$LO reflect the same number of contact interactions at those orders. The spikes in the plot emerge when $\delta R_1 = \delta R_2$ for some value of $k$ and should be ignored. The error plots can be used to read off the breakdown scale $\Lambda_b$, which corresponds to momenta at which the different lines cross each other. For N$^3$LO, $\Lambda_b$ was estimated in Ref. [18] to be $\Lambda_b = 600$ MeV for $R = 0.8 - 1.0$ fm, $\Lambda_b = 500$ MeV for $R = 1.1$ fm and $\Lambda_b = 400$ MeV for $R = 1.2$ fm.
In the following, I will apply the approach for error analysis outlined above to selected observables in the NN system. I emphasize that our method does, of course, not require the knowledge of experimental data and is applicable to any observable of interest and for any particular choice of the regulator $R$ since it does not rely on cutoff variation.

Fig. 6 shows our results for phase shifts calculated up to N^4LO for $R = 0.9$ fm already depicted in Fig. 3, which are now furnished with the estimated theoretical uncertainties using Eqs. (3.3), (3.4). The various bands result by adding/subtracting the estimated theoretical uncertainty to/from the calculated results. Similarly, we show in Fig. 7 our predictions for the np total cross section at various energies using the same value of the regulator in comparison with the result of the NPWA. As in the case of phase shifts, one observes a very good convergence of the chiral expansion and excellent agreement between the theoretical predictions, NPWA and experimental data. The convergence appears to be very fast at the lowest considered energy and, as expected, slows down at $E_{\text{lab}} = 200$ MeV, where the N^4LO predictions are, however, still accurate within a few percent. Our quoted theoretical uncertainties for the total cross section and the case of $R = 0.9$ fm were found in [21] to be consistent with the 68% degree-of-belief intervals for EFT predictions. As another application, we show in Fig. 8 our predictions for a selected set of np scattering observables at $E_{\text{lab}} = 143$ MeV based on $R = 0.9$ fm. In all cases, we observe excellent agreement with the

Figure 6: np S-, P- and D- waves and the mixing angles $\varepsilon_1$, $\varepsilon_2$ at various chiral orders based on the cutoff of $R = 0.9$ fm in comparison with the NPWA [84] (solid dots) and the GWU single-energy PWA [85] (open triangles). The shaded bands show theoretical uncertainty at N^3LO (red), N^3LO (blue), N^2LO (green) and NLO (yellow) estimated via Eqs. (3.3) and (3.4).
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Figure 7: Chiral expansion of the np total cross section at different energies based on $R = 0.9$ fm in comparison with experimental data of Ref. [90]. The horizontal band shows the result of the NPWA.

Table 2: Deuteron binding energy $B_d$ (in MeV), asymptotic $S$ state normalization $A_S$ (in fm$^{-1/2}$), asymptotic $D/S$ state ratio $\eta$, radius $r_d$ (in fm), quadrupole moment $Q$ (in fm$^2$) and the $D$-state probability $P_D$ (in %) based on the cutoff $R = 0.9$ fm. Notice that $r_d$ and $Q$ are calculated without including exchange current contributions and relativistic corrections. References to experimental data/empirical values can be found in Ref. [18].

| LO  | NLO | N$^2$LO | N$^3$LO | N$^4$LO | Empirical       |
|-----|-----|---------|---------|---------|----------------|
| $B_d$ | 2.0235 | 2.1987 | 2.2311 | 2.2246$^*$ | 2.2246$^*$ | 2.224575(9)   |
| $A_S$ | 0.8333 | 0.8772 | 0.8865 | 0.8845 | 0.8844 | 0.8846(9)     |
| $\eta$ | 0.0212 | 0.0256 | 0.0256 | 0.0255 | 0.0255 | 0.0256(4)     |
| $r_d$ | 1.990  | 1.968  | 1.966  | 1.972  | 1.972  | 1.97535(85)   |
| $Q$  | 0.230  | 0.273  | 0.270  | 0.271  | 0.271  | 0.2859(3)     |
| $P_D$ | 2.54   | 4.73   | 4.50   | 4.19   | 4.29   |               |

$^*$The deuteron binding energy has been taken as input in the fit.

NPWA and confirm a good convergence of the chiral expansion. More results for NN observables can be found in Refs. [18, 19].

As already advertised, the novel approach to uncertainty quantification is not restricted to a particular choice of the regulator. Carrying out the error analysis for calculations based on different choices of $R$ thus provides a useful consistency check of the method. In Fig. 8, we show the results for the total cross section at all orders starting from NLO and for all considered cutoff choices. Within the quoted errors, the predictions based on different values of $R$ agree with each other and the NPWA for all orders in the chiral expansion. The accuracy of the predicted results for the cross section shows the same dependence on the cutoff as the quality of the fits discussed in section 2.4.

In Table 2, we list our results for the deuteron properties. At the considered accuracy level, the chiral expansion is nearly converged already at N$^3$LO except for $P_D$ which is not an observable quantity. The predicted values for $A_S$ and $\eta$ are in excellent agreement with the empirical numbers.

$^8P_D = 5\% \pm 1\%$ has been used as an additional “data” point in the fits at N$^3$LO and N$^4$LO in order to stabilize the results, see Ref. [18] for more detail.
Using Eqs. (3.3) and (3.4) and adopting \( Q = M_\pi/\Lambda_b \), our predictions for \( A_S \) at \( N^4\)LO is \( A_S = 0.8844 \pm 0.0002 \) \( \text{fm}^{-1/2} \) while the accuracy for \( \eta \) is beyond the quoted figures. For the \( r_d \) and \( Q \), our results are incomplete as we do not include relativistic corrections and meson-exchange current contributions. The estimated size of these corrections is consistent with the deviation between our values and the empirical numbers, see [18] for an extended discussion.

4. Beyond the two-nucleon system

Having developed the new generation of NN potentials up to \( N^4\)LO and the novel approach to uncertainty quantification, which has been validated in the NN system, we are well prepared to test nuclear chiral EFT in heavier systems and to systematically analyze the role of the 3NF, which has been the subject of intense experimental research at FZ Jülich, GANIL, KVI, RIKEN, TUNL and other laboratories. This is the main goal of the recently formed Low Energy Nuclear Physics International Collaboration (LENPIC). The numerical implementation of the 3NF regularized in the same way as the NN potentials of Refs. [18, 19] is currently in progress so that no results...
Nuclear $\chi$EFT in the Precision Era

Evgeny Epelbaum

including the novel NN potentials and 3NF are available at this stage. Still, as argued in [94], it is instructive to analyze few-nucleon systems based on NN forces only. Consider, for example, the nucleon-deuteron (Nd) total cross section. Our predictions for this observable at four different energies are summarized in Fig. 10 for the case of $R = 0.9$ fm. The light-shaded yellow area in the plots indicates that our results are complete only up to NLO due to missing 3NF. One observes a significant discrepancy between the theoretical predictions based on the NN forces only and data, which provides clear evidence for missing 3NF contributions, cf. Figs. 7 and 10. The estimated accuracy of the chiral EFT results at $N^4$LO suggests that Nd scattering at intermediate energies will be a very promising testing ground for the chiral 3NF. Furthermore, it is comforting to see that the deviations between our $N^3$LO/$N^4$LO predictions and experimental data are similar in size to the NLO error bars, which give the estimated size of $N^2$LO contributions. This is precisely the chiral order at which the first nonvanishing 3NF appears according to Weinberg’s power counting. Our results do not indicate the need to promote the short-range 3NF operators to lower orders as suggested e.g. in Ref. [83]. For more examples of few-nucleon observables see Ref. [94].

5. Summary and outlook

In this talk I presented the new generation of NN potentials derived in chiral EFT up to $N^4$LO. We were able to significantly reduce finite-cutoff artifacts by using an appropriate regularization in coordinate space which maintains the analytic structure of the amplitude. The new potentials
do not require the additional spectral function regularization and employ the LECs $c_i$, $d_i$ and $e_i$ determined from $\pi N$ scattering without any fine tuning. We found a clear evidence of the corresponding parameter-free two-pion exchange contributions by observing an improved description of NN phase shifts at $N^3$LO and $N^4$LO. Furthermore, a simple approach for estimating the theoretical uncertainty in few-nucleon calculations from the truncation of the chiral expansion, that does not rely on cutoff variation, was formulated and validated in the NN system.

Our work opens up new perspectives for precision ab initio calculations in few- and many-nucleon systems and is especially relevant for ongoing efforts towards a quantitative understanding of the structure of the 3NF in the framework of chiral EFT, see [94] for a first step along this line.
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