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Abstract: Due to large line spacing and planting distances, the adoption of continuous and uniform pesticide spraying in vegetable farming can lead to pesticide waste, thus increasing cost and environmental pollution. In this paper, by applying deep learning and online identification methods, control technology for target-oriented spraying is studied with cabbages as the research object. To overcome motion blur and low average precision under strong light conditions during the operation of sprayers, an innovative YOLOV5 model implanted with a transformer module is utilized to achieve accurate online identification for cabbage fields under complex environments. Based on this concept, a new target-oriented spray system is built on an NVIDIA Jetson Xavier NX. Indoor test results show that the average precision is 96.14% and the image processing time is 51.07 ms. When motion blur occurs, the average precision for the target is 90.31%. Then, in a field experiment, when the light intensity is within the range of 3.76–12.34 wlx, the advance opening distance is less than 3.51 cm, the delay closing distance is less than 2.05 cm, and the average identification error for the cabbage diameter is less than 1.45 cm. The experimental results indicate that changes in light intensity have no significant impact on the identification effect. The average precision is 98.65%, and the savings rate reaches 54.04%. In general, the target-oriented spray system designed in this study achieves the expected experimental results and can provide technical support for field target spraying.
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1. Introduction

With the increasing global population and demand for food and vegetables, crop output is facing severe strain, especially under the limited scale of arable land. Cabbage is one of the most widely planted vegetables in the world. Yield is mainly affected by diseases and pests. To date, pesticide spraying has been the most effective means of disease and pest control. However, the traditional continuous spraying method causes 60–70% of the chemical solution to be deposited in nontarget areas [1], which causes a series of problems, such as significant pesticide waste, excessive chemical residue, and environmental pollution. Target-oriented spraying is an effective way to solve these problems [2]. Sensors are utilized to obtain target information in real time, and independent nozzle control technologies are combined to achieve precise spraying on a single target [3].

The precondition of target-oriented spraying is to obtain precise target information in real time. Field detection systems include machine vision technology [4–6], ultrasonic sensor detection technology [7], lidar detection technology [8], ultrasonic sensors and lidar, which can be used to determine the positions of targets in the area based on reflected...
ultrasonic waves and beams. However, such a system cannot accurately distinguish crops and weeds in the field. In any case, machine vision technology has some advantages in cabbage identification due to the characteristics of abundant information acquisition, accuracy and intelligence.

In recent years, with the development of computer technology and graphics processing units (GPUs), vision technology based on machine learning algorithms has gradually begun to be used for field crop identification [9–11]. On the basis of manually extracted contours, textures, colors and other feature information of the targets, a machine learning classifier can be adopted to identify targets [12]. However, because the target features are extracted manually in this method, it is difficult to comprehensively evaluate the complex and changeable field environment, resulting in low generalization of the identification method.

Based on a large amount of image data, the target features can be automatically extracted by adopting deep learning. Therefore, this method also has good generalization performance even in complex environments [13]. Currently, many scholars have begun to use deep learning models to identify field crops [14–16]. The mechanism of action is that a model is trained on a large number of images in advance, and the model then automatically extracts the features used to distinguish the target crops, thus improving the precision and robustness of identification [17]. For example, Suh et al. [18] collected weed images in different environments to conduct the deep learning of VGG19. The test results showed that the average precision of the model reached 98.7% after model training. In addition, in a study using the VGG16 model for transfer learning by Ahmad et al. [19], the average precision of the model was 98.90% after the weed-identification model was trained using the pictures of the test set. However, such a model can determine only the target category and cannot output the location information of the target. To enable such a model to output the position information of the target while also identifying the target crop, target-detection algorithms based on deep learning can be used for field crop detection [20,21]. For example, Zhang and Li [22] designed a target-detection model based on YOLO v5s. Under the indoor lighting environment, the average precision of this model is 99.6%. Ying et al. [23] used Mobiletv3-small to replace the backbone in YOLOv4 to design a lightweight weed-identification model that was implemented on a high-performance RTX3090 GPU, with an average precision of 88.46% and an image processing time of 12.65 ms. However, in all of the above studies, only offline processing has been carried out on images acquired under static conditions. The performance of these models has not been verified under harsh field conditions, in which the light intensity is variable and the motion of the equipment during operation causes motion blurring of the captured images.

In an unstructured field environment with variable light intensity, the target images acquired by a camera will exhibit problems of strong highlight areas, fuzzy features, and difficulty in segmenting and identifying crops and weeds. Therefore, it is necessary to design systems and algorithms with high average precision for different light intensities. At the hardware level, some researchers and robotics companies [24–27] have designed active light sources and light shields to provide a stable lighting environment for cameras. However, in this scheme, the large-scale light shield on the machine is large in volume, which causes the photographic equipment to have low field passing ability, and the light shield may also damage the vegetables. Moreover, the power of the light source is high and requires large energy consumption, which also greatly reduces the endurance time of the machine. In terms of algorithms, to reduce the influence of illumination on the average precision, researchers have tried to preprocess the images to be input into the deep learning model in advance. For example, Wang et al. [28] developed three image augmentation methods through color space conversion and color index calculation, which can be used to optimize the input of the deep learning model to improve its robustness under different lighting conditions. In addition, image normalization, size adjustment, contrast augmentation, degradation and calibration (conversion from image coordinates to world coordinates) are common image preprocessing methods [29]. However, some feature information of the targets in the original images may easily be missing after the
images are preprocessed, which will affect the average precision and increase the operation time and memory consumption of the model, thus making it difficult to achieve real-time identification.

When working in the field, vibration or shaking of the camera will cause the blurring of the collected images, which will affect the accuracy of image identification. In general, the number of relevant studies focused on reducing the average precision of crop identification caused by blurred images during the operation is limited. For example, by implanting a weed-identification model into an NVIDIA GeForce GTX 1080 GPU on a spray machine, Liu et al. [30] designed a weed target sprayer. When the operation speed of the sprayer was 3 km/h, the weed-identification precision was 94%. However, when the speed was further increased, motion blur was generated, which reduced the identification precision to 86%. Tan et al. [31] designed a cotton seedling tracking model based on YOLOv4 and the optical flow method, and it was adopted to track a video collected in the early stage in 1920 × 1080 pixels that are processed offline. The average precision of the model for some videos and pictures with motion-blurred targets was 98.84%.

The image processing speed is one of the important factors affecting the precision of target orientation. To improve the processing speed of their models, some researchers [23,30,32] have implemented identification models on NVIDIA GPUs and have achieved relatively ideal modeling speeds. However, under field conditions where no external power supply is available, a high-power NVIDIA GPU will have a short operation time. Moreover, the vibration during machine operation can also cause such a GPU to easily fail. Therefore, some researchers have attempted to lighten their models by using algorithms to implant their identification models into edge computing devices for conducting real-time reasoning. For example, Partel et al. [33] implanted a deep learning model into an NVIDIA Jetson TX2 for detection, and the average precision of spraying on artificial simulated plants was 90%; in comparison, when using real plants for experiments, the precision rate was reduced to 59%. Additionally, de Aguiar et al. [34] accelerated the SSD mobilenet-v2 model with an Intel neural rod, achieving an average precision of 52.98% and an image processing time of 23.14 ms. These scholars used edge computing equipment in crop identification modeling and achieved a short image processing time. However, the average precision has remained too low to meet the needs of actual applications in many cases. Therefore, it is necessary to design a real-time identification model for edge computing devices with high average precision.

In summary, innovation and optimization at the levels of the model algorithm and model training method were carried out in this study. Specifically, based on a deep learning algorithm, a lightweight online identification model for cabbage fields was built to improve the average precision by establishing a transformer module and using an augmentation method for motion-blurred data. Furthermore, based on the cabbage-identification model, a target-oriented spraying system was built, and the performance of this system was tested in cabbage planting areas.

2. Materials and Methods

2.1. Construction of the Cabbage-Identification Model

In this study, the current mainstream YOLOv5 model and their optimized variants with different structures are selected for comparative research to develop an optimal cabbage-recognition model. YOLOv5 is a one-stage target-detection model, which is used to integrate the functions of classification and positioning of cabbages into a single neural network. It uses a C3 structure based on a cross-stage partial network (CSPNet) to extract target features, thereby achieving a good feature extraction effect for large targets without mutual occlusion; however, for the situation in which the cabbages and weeds in the image are blocked by each other, relatively little cabbage feature information can be extracted. In this paper, by adding location coding for cabbage targets into the original network and adopting a multihead attention mechanism, the feature acquisition ability for cabbage targets is improved, and the recognition accuracy of the model is enhanced. The amount of
calculation needed for a single transformer module is lower than that of the C3 structure; consequently, the image processing speed can also be improved to a certain extent. To solve the problem of large computational burden of traditional convolution, depthwise separable convolution is used in place of traditional convolution. The computation formulas for traditional convolution and depthwise separable convolution are shown in Equations (1) and (2). For inputs consisting of a 480 × 288 pixel image, the number of output feature maps is 16, and the convolution kernel size is 3 × 3. The computational complexity of traditional convolution is \(5.972 \times 10^7\), whereas the computational complexity when using depthwise separable convolution is \(3.732 \times 10^6\), only 6.25% of that of traditional convolution. Therefore, this paper uses depthwise separable convolution instead of traditional convolution to further reduce the computational load of the model.

\[
FLOPs = WHCD^2K \tag{1}
\]

\[
FLOPs_{(DWConv)} = WHCD^2 + D^2CK \tag{2}
\]

Here,
- \(FLOPs\) — number of floating-point operations for traditional convolution.
- \(FLOPs_{(DWConv)}\) — number of floating-point operations for depthwise separable convolution.
- \(W\) — number of image pixel columns.
- \(H\) — number of image pixel rows.
- \(C\) — number of image (feature map) channels.
- \(D\) — convolution kernel size.
- \(K\) — number of output feature maps.

2.1.1. Implementation of the Transformer Module

Since the local brightness of the cabbage targets is high, the reflection is significant, and the imaging quality is poor under strong light conditions. This leads to the reduction of cabbage characteristics in the captured images and the reduction of average precision. The transformer module [35] is implemented to solve these problems by enhancing those characteristics in this study. The transformer includes a kind of self-attention mechanism, and its structure is shown in Figure 1. The calculation process is as follows. First, the cabbage feature map input from the upper layer is encoded to facilitate the calculation of the relationships among different pixels. Then, the position coding of the feature map is added to increase the position information for the cabbage target in the feature map. Finally, the re-encoded cabbage feature map is processed with a multihead attention mechanism to improve the ability of the model to capture cabbage targets, thereby improving the average precision. After processing by the multihead attention mechanism, a fully connected layer is used to adjust the number of output channels of the cabbage feature map, and a residual structure is used to connect pixels. The deep and shallow semantic features are fused to reduce the loss of features during calculation. The transformer model has few convolution operations, resulting in a relatively high processing efficiency.

2.1.2. Overall Structure of the Cabbage-Detection Model

The cabbage-identification model constructed in this study is shown in Figure 2, and it is composed of five parts: the input network, backbone feature extraction network, neck network, detection network and output network. First, the image of 1920 pixels × 1080 pixels collected by the network camera is converted to a resolution of 480 pixels × 288 pixels by equal scaling and edge filling. In the convolutional layers, depthwise separable convolution with limited calculations is used to replace the traditional convolution operation to further reduce the number of model calculations. In the last layer of the backbone feature extraction network, a spatial pyramid pooling (SPPF) structure is used to pool the maximum values from cabbage feature maps at three different scales, and the pooled results are combined with the original feature maps to achieve rich feature map expression. This approach is conducive to detecting cabbages with different growth cycles or large size differences.
The neck network part includes a feature pyramid network (FPN) and a path aggregation network (PAN). The FPN is used to extract cabbage feature information at different scales, from shallow to deep, to improve the detection accuracy for small individual cabbages. The PAN is used to fuse the semantic features of the cabbage images obtained from the deep and shallow layers, thus enhancing the localization features of the cabbages and avoiding the loss of feature information after multiple convolution operations. Finally, the detection network outputs three sizes according to the different pixels of the input image. Each head outputs a plurality of cabbage prediction boxes. Finally, the nonmaximum suppression algorithm of the output part obtains the boundary box with the highest confidence of each cabbage for output.

2.1.3. Positioning Method for Cabbages

In this study, real-time identification and positioning of cabbage fields is carried out by video streaming. In light of the problem that a single cabbage may repeatedly appear and be recognized in different frame images, which will cause the positioning information of this cabbage to be repeatedly sent to the execution structure, a cabbage-positioning method based on the Kalman filter and the Hungarian algorithm proposed by researchers in a previous study [36] is adopted in this paper. The positioning process is as follows. First, each cabbage appearing in the field of view of the camera is given a unique and constant ID number to establish connections among the same cabbage in different frames. In addition, a virtual line is established in the field of view. When the connecting line at the front end of the cabbage boundary box on the two images intersects the virtual line, it is determined that the cabbage is on the virtual line. At this time, the model sends the cabbage position information and diameter information to the lower computer. According to the cabbage

![Figure 1. Structural diagram of the transformer.](image-url)
planting mode, the field of view is divided into four parts to detect different columns of cabbage targets, as shown in Figure 3.

Figure 2. Structure of the cabbage detection model.

Figure 3. Schematic diagram of the field-of-view segmentation of cabbages.

2.2. Preprocessing Method

Cabbage images were collected 10 times in the cabbage field (40°10′36″ N and 116°26′44″ E) of the National Precision Agriculture Research and Demonstration Base in Xiaotangshan Town, Beijing, from 1 May 2021 to 10 June 2021, and from September 18 2021 to October 8 2021. The line spacing of the cabbages in the photos was 35 cm, and the planting distance was 40 cm. The acquisition device was a Daheng industrial–experimental camera (Model: MER2-507-23GC; Manufacturer: Beijing Image Vision Technology Branch of China Daheng (Group) Co; city, country: Beijing, China) with a resolution of 2592 pixels × 1944 pixels, a USB 3.0 interface and a vertical down mode for image and video acquisition. Using the camera driver software (software name: Daheng Galaxy SDK; version: 1.12.2107.9211; creator: Beijing Image Vision Technology Branch of China Daheng (Group) Co; city, country: Beijing, China) provided by the Beijing Image Vision Technology Branch of China Daheng (Group) Co., Ltd., cabbage images were acquired based on manual triggering. Most of the images were of cabbages from the
seedling stage to the rosette stage, during which there was no overlap among the cabbages. Under such conditions, it is ideal to adopt target-oriented spraying to reduce pesticide waste. To improve the comprehensiveness of the data set, data collection was carried out under three types of weather conditions—sunny, cloudy and rainy—and during different growth cycles and at different weed densities. A total of 2425 cabbage images were collected. The collected images contained multiple cabbage targets and weed samples, which were present in the field of view of the camera during the process of target-oriented spraying. To address the problem that the vibration and movement of the system during operation cause motion blur in the cabbage images collected by the camera during online cabbage recognition, which leads to a decline in recognition accuracy, motion blur was added to the collected images for data enhancement, as shown in Figure 4. Labelimg software (Software name: Labelimg; Version: v1.8.6; Creator: tzutalin; https://github.com/heartexlabs/labelling/tree/v1.8.6 accessed on 14 July 2022) was used to manually label the augmented data set and save it in the YOLO file format to obtain the boundary box coordinate matrix of the target in each image. Consistent with the format of the COCO data set, the data set was divided into a training set, a test set and a verification set at a ratio of 4:1:1. The training set was used to train the network parameters, the test set was used to evaluate the generalization error of the model after model training, and the validation set was used to optimize the hyperparameters used in the training process to improve the performance of the model.

Figure 4. Motion blur augmentation.

2.3. Model Training

The augmented data set was used to train the established detection model for identifying cabbages. Then, the trained model was compared with the YOLOV5n model, which provides excellent average precision and processing speed in target detection. Data sets without motion-blur augmentation were used first to train the model proposed in this paper, and then 500 images subjected to motion blur processing were used to verify the average precision of the trained model. Videos of the cabbages were collected in the field in such a way that one picture was extracted every 10 frames to verify the effect of motion-blur augmentation on model performance. The hardware specifications and the specific model training process applied in this study are as follows.

2.3.1. Training Platform

The model training platform is a desktop workstation. The workstation is configured with 48 GB of memory, an Intel Core i9-10900k CPU with a main frequency of 3.70 GHz, an NVIDIA RTX 3090 GPU with a video memory capacity of 24 GB and a floating-point speed of 35.6 TFLOPS, CUDA version 11.1.96, cuDNN version 8.0.5, an operating environment based on the Windows 10 (64-bit) operating system, the Python 3.8 programming language, and the PyTorch 1.7 deep learning framework.

2.3.2. Training Strategy

To further improve the richness of the image backgrounds in the data set, the mosaic online data augmentation method [37] was used to enhance the data set. The augmentation process is as follows. First, four cabbage images in each training batch are randomly selected for scaling, color space adjustment, brightness adjustment and angle rotation.
These four processed images are spliced into an image with more abundant background feature information, as shown in Figure 5. Based on the above description, the cabbage-detection model is input for training. According to the results of preliminary experiments, the number of training iterations is set to 300. The algorithm adopted for parameter optimization is the Adam algorithm. The specific parameter settings are as follows: the initial learning rate is 0.001, the learning rate attenuation coefficient is 0.0005, and the default value of PyTorch is applied to the other parameters. Before training, the K-mean clustering algorithm was used to calculate the aspect ratios of the target boxes in the data set [37], and the prior bounding boxes required for the optimal YOLO model were calculated to be [44.907, 40.086, 51.549, 70.926, 67.50, 54.38], [82.334, 76.787, 95.034, 100.23, 149.61, 105.18], and [139.45, 164.62, 229.69, 183.62, 293.63, 264.55].

![Mosaic data augmentation](image)

**Figure 5.** Mosaic data augmentation.

### 2.3.3. Evaluation Method for the Cabbage-Identification Model

To comprehensively evaluate the model performance, the performance evaluation parameters of the model are calculated based on the precision and recall. The average precision (AP) of identification is shown in Equation (5), which together with the average image processing time constitutes a model evaluation index. The AP is the area enclosed by the curve and the coordinate axis is drawn with the recall and precision as the abscissa and ordinate, respectively. The closer the value of the area is to 3, the higher the average precision of the model. The specific calculation formulas of the precision and recall are shown in Equations (3) and (4), respectively.

\[
P = \frac{TP}{TP + FP} \quad (3)
\]
\[
R = \frac{TP}{TP + FN} \quad (4)
\]
\[
AP = \int_0^1 P(R) dR \quad (5)
\]

where,
- \( TP \) — number of true positives.
- \( FP \) — number of false positives.
- \( FN \) — number of false negatives.
- \( P \) — precision (\%)
- \( R \) — recall (\%)
The average image processing time is calculated based on forward reasoning for the images in the verification set. The value is the total time required divided by the number of pictures and is expressed in units of milliseconds, ms.

2.4. Design of the Target-Oriented Spray System for Cabbages

The overall design of the target-oriented spray system for cabbages is shown in Figure 6. Design optimization was carried out on the basis of the equipment in reference [38], except that a Logitech C930c webcam with lower cost was used as the camera [32] and low-power edge computing devices were used instead of computers to improve the endurance of devices. The camera is used to collect the cabbage image in real time, which is then transmitted to the edge computing device deployed with the cabbage-identification and -positioning model through USB 3.0. To improve the image transmission rate, the CV2.Set() function in the OpenCV4.0 library, is used to compress the images into the 'MJPEG' format. After processing the cabbage images, the edge computing device obtains the diameter and position information of the cabbages. This is transmitted to the electronic control unit (ECU) by the CAN bus communication. The ECU collects the position information for the sprayer, measured by the encoder, to determine the relative positions of the nozzle and the cabbages and control the opening and closing of the solenoid valve. The plunger pump is used for pesticide supply, and a series of actions, such as running the plunger pump, are provided by the engine. The system is powered by a 12 V lithium battery, which is converted into 220 V through an inverter, to supply power for edge computing equipment and display screens. The system regulates and monitors the system pressure through ball valves and pressure sensors. Table 1 shows the specific models of the hardware equipment.

Figure 6. Diagram of the integrated target-oriented spray system.
Table 1. Equipment model of the target-oriented spray system.

| No | Equipment                  | Specification                  | Manufacturer                                           | City, Country |
|----|----------------------------|--------------------------------|--------------------------------------------------------|---------------|
| 1  | Encoder                    | Hts-5008 encoder              | Wuxi Hengte Technology Co., Ltd                        | ZJ, CN        |
| 2  | Power supply               | 100 Ah 12 V lithium battery   | Dongguan Golden Phoenix Energy Technology Co., Ltd      | GZ, CN        |
| 3  | Converter                  | Xiao Boshi                    | Binhai Qiangsheng Electronics Co., Ltd                 | JS, CN        |
| 4  | Display                    | 13.6-inch LED display         | Hunan Chuanglebo Intelligent Technology Co., Ltd       | HN, CN        |
| 5  | Controller                 | HSC37                          | Beijing Yingzhijie Technology Co., Ltd                 | BJ, CN        |
| 6  | Edge computing equipment   | NVIDIA Jetson Xavier NX       | Hunan Chuanglebo Intelligent Technology Co., Ltd       | HN, CN        |
| 7  | Camera                     | Logitech c930                 | Shanghai Liuxiang Trading Co., Ltd                      | SH, CN        |
| 8  | Pump                       | Plunger pump                  | Hebei Deke Machinery Technology Co., Ltd               | HE, CN        |
| 9  | Solenoid valve             | Teejet DS115880-12            | Tegent Spray Technology (Ningbo) Co., Ltd              | ZJ, CN        |
| 10 | Pressure sensor            | 131-B                         | Beijing Aosheng Automation Technology Co., Ltd         | BJ, CN        |
| 11 | Ball valves                | FRY-02T                       | Jiangsu Valve Ruiyi Valve Equipment Co., Ltd           | JS, CN        |
| 12 | Pesticide box              | 200 L                         | Handan Daoer Plastic Industry Co., Ltd                 | HE, CN        |

Figure 7 shows a photograph of the assembled target-oriented spray system. The vertical height of the camera from the ground is 1 m. The distance between the electromagnetic valve and the virtual line in the field of view of the camera is 256 cm, and the vertical distance from the ground is 40 cm. The encoder shaft and the rear wheel axle of the mobile platform are fixed together.

Figure 7. Photographs of the target-oriented spray platform and its components.

2.5. Field Experiment

2.5.1. Model Performance Comparison Test

Under different lighting conditions at 8:00–9:00, 12:00–13:00, and 16:00–17:00, a comparative test was conducted to investigate the identification accuracy of the optimized model and the YOLOv5n model trained on the enhanced data set. The total number of cabbages used in the test was 1553. During the test, manual statistical methods were used to record the numbers of missed and mistakenly sprayed cabbages. If the nozzle was not opened above the cabbage, the instance was deemed a missed spray, and if the nozzle was opened in a nontarget area, it was deemed a mistakenly sprayed target. The specific steps were as follows: in the target spraying test, two people holding red and blue labels followed the sprayer. They applied red labels to non-sprayed cabbages and blue labels to
mistakenly sprayed targets, collected the labels after spraying, counted the numbers of mistakenly sprayed and missed cabbages, and calculated the accuracy rate of spraying.

2.5.2. Target Spraying System Performance Test

To verify the targeting error, savings rate, droplet deposition density, droplet deposition amount and spraying precision of the target-oriented spray system on cabbages under different lighting conditions, relevant field experiments were conducted in the cabbage fields (40°10′36″ N and 116°26′44″ E) of the National Precision Agriculture Demonstration and Research Base in Xiaotangshan Town, Beijing, the People’s Republic of China, from 17:00 p.m. on 6 May 2022, and 8:00 a.m. to 12:00 p.m. on 7 May 2022. In the experiment, ten ridges of cabbages were randomly selected for the contrast experiment of target-oriented spraying and continuous spraying. The length of each ridge in the cabbage plot was 66 m, as shown in Figure 8. In addition, a small meteorological station was set up in the field to record meteorological information such as light intensity, humidity and wind speed during the test.

![Figure 8. Cabbage experiment plot.](image)

Before the experiment, five plots with a length of 1 m were randomly selected on the ridges of the cabbages. Then, the images were collected with a camera, and Photoshop 2021 was adopted to remove the cabbage targets in the acquired images. Subsequently, the super green algorithm was used to extract the green pixels of weeds from the images with the cabbage targets removed. Accordingly, the percentage of weed pixels in the images could be used to represent the weed density in the experimental area.

The first stage was to continuously spray the experimental plot. The steps were as follows: before spraying, the clean water to be added to the pesticide box was weighed; after spraying, the water was pumped out, and the remaining clean water was weighed to calculate the dosage delivered through continuous spraying. It should be noted that before the pesticide box was filled with clean water, the pump and the pipeline of the pesticide supply system were filled with clean water.

The second stage was to conduct target-oriented spraying in the experimental plot. In this experiment, the same method used in the continuous spraying stage was used to measure the dosage and calculate the savings rate. The steps were as follows. According to the preliminary experimental results, during the experiment, the vehicle speed was set to be within the range of 0.5–0.7 m/s, and an area 50 m long was selected for the experimental plot to arrange the color-changing filter paper (when water was sprayed on the filter paper, the filter paper turned red). As shown in Figure 9a, after the experiment, the advance opening distance and delay closing distance of the nozzle were recorded. The cabbages covered by the chemical solution were recorded as positive, and the reverse was recorded as negative. These data can be used to measure the target error, as shown in Figure 9b.
Figure 9. Arrangement of the color-changing filter paper and measurement of the target error. (a) Diagram of color-changing filter paper layout. (b) Diagram of target error measurement.

To verify whether the pesticide deposition density and deposition amount met the disease prevention and control requirements, the water-sensitive paper was randomly inspected for five cabbage plants in the experiment. As shown in Figure 10, the water-sensitive paper was clamped to the front of cabbage leaves with a paper clip. After the experiment, a tsn450 scanner developed by Tiancai Electronics (Shenzhen) Co., Ltd., was used to scan the water-sensitive paper sampled in the test to obtain grayscale images of the water-sensitive paper, and then, fog droplet deposition analysis software developed by Chongqing Liuliu Shanxia Co., Ltd., was used to analyze the scanned images of the water-sensitive paper to obtain indicators of the deposition density and deposition amount.

Figure 10. Placement of water-sensitive paper.

3. Results
3.1. Laboratory Experimental Results
3.1.1. Comparison of the Results of the Cabbage-Identification Models

Table 2 shows that the AP of the cabbage-identification model proposed in this study increased by 1.9% compared with that of YOLOv5n, and the recall was 93.23%, which was an increase of 3.26%. The increase in the recall effectively reduced the number of cabbages that were missed. In terms of the image processing speed, the speed of the GPU and NX reached 9.70 ms and 51.07 ms, respectively, which increased by 5.8% and 7.5% compared with the original model.
Table 2. Results of model comparison.

| Model       | Precision  | Recall   | AP       | Time Consumption of GPU (ms) | Time Consumption of NX (ms) |
|-------------|------------|----------|----------|-----------------------------|----------------------------|
| YOLOV5n     | 88.21%     | 93.23%   | 94.24%   | 10.30                       | 55.90                      |
| Ours        | 92.90%     | 93.23%   | 96.14%   | 9.70                        | 51.07                      |

3.1.2. Experimental Results of Data Augmentation with Motion Blurring

In this study, 500 motion-blurred images were tested, and the test results show that the AP of the model trained with the motion-blur-augmented data set was significantly improved from 77.01% to 90.31% compared with the AP of the model without this training, an improvement of 13.30%.

A total of 357 images of cabbage fields involving 1428 cabbage targets were collected. The cabbage-identification model was used for processing, and the test results are shown in Figures 11 and 12. For images without motion blur, both models yielded good identification results. However, for images with motion blur, the model that was not trained with the motion-blur-augmented data set was more prone to misidentification. The identification results are shown in Table 3. For the model trained with the motion-blur-augmented data set, the number of missed cabbages was 32 fewer than that for the model not trained with the augmented data, and 12 fewer misidentified cabbages were observed; overall, the identification precision was improved by 2.25%.

![Figure 11. Normal image. (a) With motion-blur augmentation; (b) Without motion-blur augmentation.](image1)

![Figure 12. Motion-blurred image. (a) With motion-blur augmentation; (b) Without motion-blur augmentation.](image2)

Table 3. Identification results for the cabbage field images.

| Model                               | Total Amount/Piece | Missing/Piece | Misidentification/Piece | AP   |
|-------------------------------------|--------------------|---------------|--------------------------|------|
| Without motion-blur augmentation    | 1428               | 63            | 18                       | 95.58%|
| With motion-blur augmentation       | 1428               | 31            | 6                        | 97.83%|

In summary, the above section has mainly discussed the proposed cabbage-identification model trained on images with motion-blur augmentation, which significantly enhances the identification effect for motion-blurred images. The performance of the trained model is better than that of the YOLOv5n model. Therefore, it is necessary to select the model presented in this paper for the design and development of a target-oriented spray system.
3.2. Comparative Tests of Model Spraying Accuracy in the Field

In these three groups of tests, the light intensities were 1.10–5.51, 8.47–11.23, and 4.23–8.66 wlx. The second group of tests was performed when the light intensity was the highest at 12:00–13:00, around noon. Figure 13 shows the spraying accuracy results of the different models in the three groups of tests. It can be seen from this figure that the hybrid transformer model proposed in this paper trained on the motion-blur-augmented data set achieved higher spraying accuracy than the other models in all three groups of tests. The accuracy of spraying was 98.91%, 98.84% and 98.20%, with an average of 98.65%. In the first and third groups of experiments, with relatively low light intensity, the spraying accuracy was improved by 3.87% at most. In the second group of experiments, under strong light conditions, the accuracy of spraying is 98.84%, increased by 7.98%. At the same time, Figure 13 shows that the spraying accuracy of the cabbage-recognition models trained with the motion-blur-enhanced data set was higher than that of the cabbage-recognition models not trained with the enhanced data set. Thus, the cabbage-recognition model-optimization method proposed in this paper is shown to significantly improve the spraying accuracy under strong light conditions.

![Figure 13. Spraying accuracy for cabbages under different light intensities. Note: YOLOv5T represents the optimized model proposed in this paper, and + represents a model trained on a data set augmented with motion blur.](image)

3.3. Performance Test Results of the Target Spraying System

The environmental factors recorded by small-scale meteorological stations in the field during the field experiment are shown in Table 4.

| Light Intensity (wlx) | Humidity/% | Wind Speed (m/s) | Temperature (°C) |
|----------------------|------------|-----------------|------------------|
| 3.76–5.21            | 55.31–61.56| 0.64–3.94       | 16.05–17.2       |
| 6.63–10.45           | 18–24.81   | 2.1–5.29        | 19.2–20.4        |
| 9.44–12.34           | 13.94–19.06| 0.22–3.15       | 21.65–23.75      |

3.3.1. Measurement Results of the Weed Density

As shown in Figure 14, the average percentage of the weed pixels out of all pixels in the image is 25.7%.
3.3.2. Experimental Target Error

For the three tests, the distances associated with nozzle opening in advance and the delay in nozzle closing under different lighting conditions are shown in Figure 15. From the test data for 300 values of the advance opening distance in Figure 15a, it can be seen that 52 values are greater than 0, indicating that the solenoid valves opened in advance when spraying 82.7% of the cabbages. Figure 15a shows that under the different lighting conditions, the average distances between the nozzle and the front end of the cabbage upon nozzle opening were 3.51 cm, 2.31 cm and 2.67 cm when the nozzle was opened in advance. The opening of the nozzle in advance can ensure full coverage of the cabbages with the pesticide solution. The average error for the first group is greater than those for the second and third groups. The main reason for this is that the first group of test sites received rainfall on the day of the experiment, and the ground was very wet and slippery, causing the wheels to skid, which led to early opening of the nozzle.
The data on the delay closing distance are shown in Figure 15b. The number of error values greater than 0 in these data is 101, indicating that the nozzle had a 33.7% chance of closing once it had crossed the boundary of the cabbage after spraying. When the remaining 66.3% of cabbages were sprayed, the nozzle closed in advance. Figure 15b shows that the average error values for the first, second and third groups were −2.05 cm, −1.76 cm and −1.67 cm, respectively. The main reasons for the early closing of the nozzle in the first group of tests were the unevenness of the ground and wheel slippage.

Figure 15c shows the distribution diagram of the identification error of the cabbage diameter. Among those 300 data groups, the number of data points that are greater than 0 is 182, which indicates that more than 60.67% of the cabbages have a larger identification diameter. This helps improve the spraying quality. The average identification errors of the cabbage diameters in the three tests were 1.45 cm, 0.54 cm and 1.00 cm, respectively. The main reason for the errors was the uneven ridges and the differences in cabbage heights, which led to the change in the distance between the imaging plane and the object and some errors in recognizing the cabbage diameters.

Single-factor analysis of variance was adopted to analyze the distances associated with the nozzle opening in advance, the distances associated with the delay in nozzle closing and the identification errors for the cabbage diameters in these three tests. The results are shown in Table 5, from which it can be seen that the p values for the advance opening distance of the nozzle, the delay closing distance of the nozzle and the cabbage diameter identification error are all greater than 0.05. Therefore, the lighting intensity, which varied between 3.76 and 12.34 wlx in these tests, has no significant impact on the cabbage-identification and -positioning performance of the system.

|                     | DF | Mean Square | F Value | p Value |
|---------------------|----|-------------|---------|---------|
| Advance opening distance | 2  | 4.36        | 0.451   | 0.637   |
| Delay closing distance   | 2  | 3.91        | 0.194   | 0.824   |
| Diameter               | 2  | 20.52       | 1.320   | 0.268   |

### 3.3.3. Test Results for Savings Rate and Droplet Deposition

The measured droplet deposition of cabbage leaves was 0.536 µL/cm², and the deposition density was 126.82 pieces/cm², both of which are in line with the national standard that the number of mist particles sprayed on crops should not be less than 30 pieces/cm² when constant spraying is used for insect control or disease treatment [39]. In Figure 16, the water-sensitive paper pinned on the cabbage is shown after the test. When the seedling
deficiency rate was 3.04%, the three groups of experiments showed savings rates of 56.80%, 56.80% and 54.04%, respectively, indicating that the spraying system designed in this study conserves pesticides well.

![Figure 16. Photograph of spray deposition.](image)

4. Discussion

To evaluate the performance of the target-oriented spray system, most experts select one or more indicators from the savings rate, the deposition amount of the chemical solution, the deposition density, and the offset distance between the target center and the spray center for evaluation. For example, Ozluoymak et al. [40] used the savings rate to evaluate the system performance, without considering the target error and the deposition amount of the chemical solution. Hussain et al. [32] evaluated the target-oriented spray system by using the savings rate and deposit density, without considering the spray situation in the nontarget area. Li et al. [41] used only the offset distance between the center of the target and the center of the water spray track to evaluate the performance of the spray system. As shown in Figure 17a, this method can determine only whether spraying is required for the target. Even if the spray range is too large, excellent test results can be obtained. In contrast to the evaluation methods of the above cases, the method presented in this paper not only considers indicators such as the savings rate, liquid deposition amount and deposition density but also adds the advance opening distance and delay closing distance of the nozzle and quantifies the evaluation of the target position, providing a valuable reference for further improving the precision and accuracy of the test. In addition, when the index proposed in this paper is used to evaluate the system proposed in Document [41], as shown in Figure 17b, this system has a large error value of the target position.

![Figure 17. Comparison of evaluation methods between this study and others. (a) Evaluation method of reference [41]; (b) Evaluation method of this article.](image)
To address the situation in which crops and weeds block each other in the cabbage images and the lighting conditions vary, the optimal field cabbage-recognition model designed in this study includes a transformer structure. Laboratory experiments show that compared with the mainstream YOLOv5n target-detection model, the recognition accuracy is improved by 1.9%. Field experiments show that the recognition accuracy of the model optimized in this paper is 7.98% higher than that of YOLOv5n when it is used under light intensities of 8.47~11.23 wlx. The transformer module effectively improves the target-recognition accuracy by enhancing the relationships between the pixels in an image [42]. The image processing time is 51.07 ms, and the camera takes 33 ms to collect one image frame. In order to obtain more accurate cabbage position information, it is expected that the processing time should be than the image acquisition time of the camera. The difference between the image processing time of the proposed method and the image acquisition time is reduced from the original 22.9 ms to 18.07 ms, a decrease of 21.09%. For the collection of the data set used to train and test the model in this paper, the static shooting method was adopted, and the images do not exhibit motion blur; however, the images collected during actual spraying operations are prone to motion blur, which leads to reduced recognition accuracy during operation [30]. Therefore, the method of adding motion blur to the images for data enhancement was used to increase the feature richness of the cabbage data set. The laboratory test results show that the recognition accuracy of the model trained with the motion-blur-enhanced images is improved by 13.3% compared with that of the model without such enhancement. When the speed of the cabbage-recognition system proposed in this paper reaches 0.7 m/s, the spraying accuracy rate is 98.91%, which is 37.91% higher than the 61% recognition accuracy rate of the cabbage-recognition model in reference [36] when the movement speed is 0.7 m/s and 6.61% higher than the 92.3% recognition accuracy rate of the cabbage-recognition model in reference [8]. This improvement in recognition accuracy is helpful for improving the effects of disease and pest control.

Under the condition that the droplet deposition was set to 0.536 µL/cm³, the savings rate of target-oriented spraying could reach 56.80% compared with that of continuous spraying. Compared with references [32,43], the pesticide savings rate was increased by 8.13% and 28.80%, respectively. In general, reducing pesticide consumption greatly reduces the production cost, effectively reduces the pollution of the environment with pesticides, and reduces the level of pesticide residues in the field.

In terms of the spraying precision, when the light conditions are set to change within the range of 1.10~11.34 wlx, the precision change range of the target-oriented spraying is less than 1%, which indicates that there is no significant relationship between the precision and the change in the light intensity. Compared with the target-oriented spray system designed by Hussain et al. [32], the system adapts to a wider range of light, and the identification precision is 6% higher under the same conditions. In addition, the target-oriented spray system designed in this study does not need an active light source to provide a stable lighting environment for the camera. Moreover, compared with the spraying machines of FarmWise [25] and Carbonrobotics [26], the model designed in this study does not need a bulky light shield, which improves the passing performance of the equipment and reduces the energy consumption of the active light source. Most importantly, the precision of spraying exceeds 98.91%.

In terms of the error of target-oriented spraying, the concepts of the advance opening distance and delay closing distance of the nozzle are used in this study to quantify such errors. Under the lighting conditions in the first, second, and third groups of tests, the advance opening distances were 3.51 cm, 2.31 cm and 2.67 cm, respectively, and the delay closing distances were −2.05 cm, −1.76 cm and −1.67 cm, respectively. Through these tests, it is found that one of the sources of target error is the fact that when the encoder calculates the displacement between the nozzle and the cabbage, the wheels may slip, causing the measured displacement to be larger than the actual displacement of the nozzle. Another reason is that the ground of the cabbage field is uneven, especially because the distance traveled by the spray heads at both ends of the spray bar is inconsistent with the wheel
displacement, which leads to the early opening or closing of the spray heads. The cabbage diameter identification error is also a source of nozzle closing error. The errors under the proposed model in the first, second, and third groups of tests were 1.45 cm, 0.54 cm and 1.00 cm, respectively. This was caused by the unevenness of the ground and the height differences of the cabbages, which led to changes in the distance between the imaging plane and the optical center of the camera, in the field of view of the camera, and in the target measurement values of the cabbages. In general, the target error is directly related to the diameter error of cabbage identification, wheel slip and ground flatness, and is also related to the vehicle speed and image processing speed. Therefore, further research on the influence of ground slip and flatness on the target control precision can effectively improve the target precision.

In the cabbage-target spraying system proposed in this paper, when the speed is higher than 0.7 m/s, the electromagnetic valve cannot be closed between cabbage plants separated by a small gap. The reason for this is that the response time of the electromagnetic valve is longer than the time needed for the sprayer to traverse the gap. In a previous test, the response time of the electromagnetic valve was measured to be 20 ms [44]. Therefore, when the speed is 0.7 m/s, the effect of target-oriented spraying will be reduced to a certain extent when the gaps between cabbages are less than 1.4 cm. In the future, the response time of the solenoid valve can be optimized to improve the operation speed of the system.

5. Conclusions

In this paper, a method of augmenting motion-blurred data is proposed, an online identification model of cabbage fields based on the transformer module is built, and a corresponding target application system for cabbages is designed. Laboratory tests show that the precision of this system for cabbage identification is 96.14%, and the precision for motion-blurred images is 90.31%. When this model is deployed on an NVIDIA Jetson Xavier NX, the image processing speed is 51.07 ms. Field experiments show that when the light intensity varies in the range of 3.76–12.34 wlx, there is no significant effect on the target error of the model or the identification error for the cabbage diameters. The average precision of the target-oriented spraying process is 98.65%. When the seedling deficiency rate is 3.04%, the droplet deposition on the cabbage leaves is 0.536 µL/cm³ and the deposition density is 126.82 pieces/cm², and the savings rate of the model can reach 54.04%. It is found that the target error is directly related to the cabbage diameter identification error, wheel slippage and ground flatness. Therefore, in future research, the influence of ground slip and flatness on the precision of target control should be discussed to effectively improve the target precision.
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