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Abstract

**Background:** We aimed to compare the segmentation accuracy of heart substructure on contrast enhanced CT by deep neural network combined with different loss functions.

**Methods:** We collected 35 thoracic tumor patients admitted to the Department of Radiation Oncology of Yunnan Cancer Hospital. Organ-at-risks (OARs) were defined as 10 organs of cardiac substructures (pericardium, heart, left atrium, left ventricle, right atrium, right ventricle, left main stem, left anterior descending Branch, left...
circumflex branch, right coronary artery), and use the OARs manually outlined by radiation oncologists on enhanced localization CT as the gold standard. The automatic segmentation results of GDL U-Net, WCEGDL U-Net, ELL U-Net, and GDL V-Net are compared with the gold standard. DSC, JC, HD, VD are used as quantitative evaluation indicators.

**Results:** The segmentation DSC of the pericardium, heart, atrium, and ventricle of the DCNN with different loss functions all reached above 0.87. WCEGDL U-Net segmented the pericardium with DSC of 0.961 and 95% HD of 3.449mm; The segmentation DSC of the heart by ELL U-Net reached 0.965, and the 95% HD was 3.477mm; GDL U-Net segmentation of left atrium and right ventricle is better, DSC is 0.896 (95% HD: 3.429mm), 0.912 (95% HD: 4.242mm); GDL V-Net has better segmentation performance for right atrium and left ventricle, with DSC of 0.881 (95% HD: 3.904mm) and 0.940 (95% HD: 2.821mm).

**Conclusions:** The DCNN proposed in this study have achieved better segmentation effects on the pericardium, heart and four chambers in cardiac substructure segmentation.
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1. Background
Radiotherapy is currently used to treat up to 50% of cancer patients, which can significantly reduce cancer recurrence and mortality (1-3). In recent years, with the improvement of treatment methods and the prolonged survival of patients, cardiovascular disease has become the most common non-malignant cause of death in patients with Hodgkin’s lymphoma and breast cancer receiving radiotherapy (4-6). Radiation-induced heart disease (acute pericarditis, constrictive pericarditis, restrictive cardiomyopathy, coronary artery disease, valvular disease, heart failure, conduction abnormalities, etc.) will seriously affect the life quality of patients (7). The heart is an important multi-chambered organ. The manual segmentation method depends on the doctor's knowledge and experience, which is very time-consuming and difficult to ensure accuracy, consistency and repeatability. Traditional machine learning techniques have shown good performance on heart image segmentation (8-9). However, they usually require a large amount of feature engineering knowledge or prior knowledge to obtain satisfactory accuracy, and their segmentation results for adjacent organs with inconspicuous gray gradients are not good enough, and the automatic segmentation runs longer (10-11). In recent years, with the emergence of full convolutional neural network (FCN) (12), there have been more and more researches on automatic segmentation of target areas and OARs based on deep convolutional neural network (DCNN), and it can get a more ideal detection and segmentation effect in the target volume and OARs (13-19). At present, most of the research on the automatic segmentation of cardiac substructures are single-organ segmentation, mainly focusing on a single atrium or
ventricle. The basic images used for segmentation are mainly cardiac magnetic resonance imaging, coronary artery imaging CT and echocardiography (20-22). This research established the new DCNN models by adding different loss functions to the existing neural network structures U-Net (23) and V-Net (24). 10 kinds of OARs, including heart contour and heart substructure, are automatically segmented on the contrast-enhanced positioning CT used in clinical radiotherapy, and we use clinical data to verify their segmentation accuracy, in order to achieve rapid and accurate segmentation of cardiac OARs.

2. Methods

2.1. Patients and data

Retrospectively found 35 patients with thoracic tumors (including 20 breast cancer, 11 lung cancer, and 4 esophageal cancer) admitted to the Department of Radiotherapy of Yunnan Cancer Hospital from May 1, 2020 to June 30, 2020. The male to female ratio of these patients was 1:2.5, and the average age was 47.45 years. Each patient has a set of chest contrast-enhanced positioning CT (16-row 32-slice Siemens spiral CT scan, range: from the entrance of the thoracic cavity to the diaphragmatic surface of the heart, covering the outer 12th rib; posture: supine position, arms raised above the head, The head is tilted to the healthy side), and the scan thickness is 1.5 mm. The organs at risk include: pericardium, heart, left atrium, left ventricle, right atrium, right ventricle, left main stem, left anterior descending branch, left circumflex branch, and
right coronary artery. In this study, 35 patients were randomly divided into 29 in the training set, 3 in the validation set, and 3 in the test set. The study was conducted in accordance with the Declaration of Helsinki (as revised in 2013). The study was approved by People's committee of the Third Affiliated Hospital of Kunming Medical University.

2.2 FCN selection

Among various FCN architectures, U-net and V-net are the more popular FCN models and have been widely used in the field of medical image processing (25-27). The U-net model is a pixel-to-pixel, end-to-end FCN, which mainly includes a contraction path that captures context information and a symmetrical expansion path that allows precise positioning. This method can obtain accurate segmentation results while using a small amount of data for end-to-end training (23). V-net is a three-dimensional image segmentation method based on a three-dimensional FCN network. The left part of the network is composed of compression paths, while the right part decompresses the signal until it reaches its original size. The main advantage is the ability to perform voxel error back propagation during the training phase, generate segmented patches with the same size as the input patch during the test, and be able to predict the segmentation of the entire 3D image (24).

2.3 Loss functions

2.3.1 generalized dice loss(GDL): GDL can alleviate the serious class imbalance that
may occur between candidate tags when targeting rare observations during the segmentation process. The formula is as follows:

\[
GDL = 1 - 2 \sum_{l=1}^{2} \omega_l \sum_{n} r_{ln}p_{ln} \div \sum_{l=1}^{2} \omega_l \sum_{n} r_{ln}^2 + p_{ln}^2
\]

Among them, \( r_{ln} \) is the standard value (GT) of the category \( l \) at the \( n \)th pixel, and \( p_{ln} \) is the corresponding predicted probability value. The most important thing here is \( \omega_l \), which is the weight of each category (28).

2.3.2 Weighted Cross-Entropy loss (WCE): WCE based on class weight and distance transformation weight is a commonly used loss function for various tasks, mainly used to measure the difference information between two probability distributions, can enhance U-Net and V-Net to learn border features (29-30), the formula is as follows:

\[
WCE = -\frac{1}{N} \sum_{n=1}^{N} \omega_n \log(p_n) + (1-r_n)\log(1-p_n)
\]

2.3.3 Exponential Logarithmic Loss (ELL) (31): exponential logarithmic loss which balances the labels not only by their relative sizes but also by their segmentation difficulties.

\[
L_{EXP} = W_{\text{dice}}*L_{\text{dice}} + W_{\text{Cross}}*L_{\text{Cross}}
\]

2.3.4 WCEGDL: It is a hybrid loss function that combines WCE and GDL in the same network, which increases the segmentation performance of the network structure while increasing its edge feature learning ability.
2.4 Image segmentation

In this experiment, we asked an experienced and trained radiation oncologist to delineate ten OARs on contrast-enhanced positioning CT, and invited three senior radiation oncologists with rich experience to proofread. The manually sketched content is regarded as the gold standard. We add GDL, WCEGDL, Exponential Logarithmic Loss to the U-Net neural network structure to generate three kinds of DCNN: GDL U-Net, WCEGDL U-Net, ELL U-Net, and add GDL to the V-Net structure to generate a DCNN: GDL V-Net, and use the above four DCNNs to automatically segment cardiac substructures, and compare the segmentation results with the gold standard.

2.5. Evaluation Criteria

Take the contour volume of OARs manually drawn by the doctor as the reference value, and use the four indicators of Dice Similarity Coefficient (DSC) (32), Jaccard Coefficient (JC), Hausdorff Distance (HD) (33), and Volume Difference (VD) to quantitatively evaluate the OARs accuracy obtained by the automatic drawing method (34-35).

2.5.1 Dice Similarity Coefficient (DSC): used to evaluate the coincidence between the two sets of R and G. The calculation formula is:

\[ DC(R, G) = \frac{2|R \cap G|}{|R| + |G|} \]

R is the result of automatic drawing; G is the result of manual drawing, that is, ground
truth. The value ranges from 0 to 1. The closer to 1, the better the coincidence of the two delineation methods.

2.5.2 Jaccard Coefficient (JC): used to measure the similarity between the two sets of R and G, the calculation formula is:

\[
JC(R,G) = \frac{|R \cap G|}{|R \cup G|} = \frac{|R \cap G|}{|R| + |G| - |R \cap G|}
\]

2.5.3 Hausdorff Distance (HD): it is used to measure the surface distance of R and G in three-dimensional space. The calculation formula is:

\[
HD(R,G) = \max(h(R,G), h(G,R))
\]
\[
h(R,G) = \max(\min(r-g) | r \in R, g \in G)
\]

2.5.4 Volume Difference (VD): it refers to the percentage of the difference between the segmentation result volume and the ground truth volume in the true value volume. The closer to 0 the better, the calculation formula is:

\[
VD(R,G) = \frac{|R| - |G|}{|G|}
\]

3. Results

3.1 Delineate comparison example

A total of 35 patients were enrolled in this study, and they were randomly divided into 29 cases in the training set, 3 cases in the validation set, and 3 cases in the test set.
The ten OARs outlined by the radiation oncologist are shown in Figure 1. The result of U-Net combined with GDL for automatic segmentation is shown in Figure 2. Experienced radiation oncologists generally believe that the results of automatic segmentation can be adjusted to meet the requirements of clinical radiotherapy.

3.2 Segmentation

The results of the four DCNN segmentations were compared with the gold standard manually outlined by the radiation oncologist (table 1-2). It is generally believed that a DSC value greater than 0.7 indicates that the repeatability of the two contours is acceptable and the segmentation effect is acceptable (36-37). In this study, the segmentation DSC of the pericardium, heart and four chambers of the DCNN network combined with different loss functions reached above 0.87, and the segmentation DSC of the pericardium by WCEGDL U-Net reached 0.961, and the 95% HD was 3.449mm; The segmentation DSC of the heart by ELL U-Net reached 0.965, 95% HD was 3.477mm; GDL U-Net segmented the left atrium and right ventricle better, with DSC of 0.896 (95% HD: 3.429mm), 0.912 (95% HD: 4.242mm); GDL V-Net has better segmentation performance for right atrium and left ventricle, DSC is 0.881 (95% HD: 3.904mm), 0.940 (95% HD: 2.821mm). The segmentation DSC of small organs did not reach above 0.7, of which only the segmentation for LAD was closer to 0.7.

3.3 Processing time

OARs’ delineation is time-consuming work for oncologists. The average time for an
experienced radiation oncologist to manually delineate ten organs at risk on a set of patients’ CT is over 1 hour, while the segmentation time of the automatic segmentation method used in this study is less than 2 minutes. On the basis of automatic segmentation, the time for fine-tuning to reach the clinical treatment level is within 5 minutes.

4. Discussion

OARs delineation is a key step before radiotherapy planning. Precise treatment delivery relies heavily on accurate OARs delineation(38). At present, there have been many researches on automatic heart segmentation, but most of them are carried out on high-quality and well-displayed images such as MRI and CTA (39-42). This research is carried out on radiotherapy positioning CT, which is the basic image of clinical radiotherapy. The image quality is relatively low and it is difficult to identify the border of the organ. We combined different loss functions into different deep neural networks, and compared their segmentation effects. Tran (43) et al. used U-Net-based CNN to segment the right ventricle on cardiac MRI, and obtained an average DSC of 0.9 (95% HD: 5.1mm). In this study, GDL U-Net segmented the right ventricle with an average DSC of 0.912 (95% HD: 4.242 mm), which is relatively better than Tran's segmentation results. In addition, most of the current researches on the automatic segmentation of the heart are single-organ segmentation, and only a few researches on the automatic segmentation of the heart and two ventricles. We are the first to use a
neural network combining different loss functions to automatically segment the ten substructures of the heart. The retrospective analysis of Chen et al. (10) verified the previously appeared cardiac biventricular segmentation algorithm on the same data set. Although we did not verify it on this data set, as far as the existing segmentation results are concerned, our segmentation accuracy is better than most of the neural networks. The segmentation of coronary arteries is not ideal. This is because the training of very small target areas (the number of pixels below 30) in deep learning is very difficult, and the loss function used in this study has a strong correlation with the Dice formula. At the same time, it is easy to cause fluctuations in the Dice value due to small deviations in the delineation. The heart is a multi-chambered organ, and its delineation is very time-consuming. We believe that even if the result of automatic segmentation cannot be directly used for clinical treatment, it can be used as the initial outline. Radiation oncologists can fine-tune on the basis of automatic segmentation to meet the requirements of clinical treatment.

Although we still have some limitations in our study. The number of people enrolled in this study was not large enough, and no external data set was used for verification. The performance of automatic segmentation for small organs is poor. In the future, the algorithm can be optimized, using different training parameters, from large to small, multi-step segmentation, and other algorithms can be added to fit or modify the model.
Conclusion

The GDL U-Net, WCEGDL U-Net, ELL U-Net, and GDL V-Net proposed in this study have achieved better segmentation effects on the pericardium, heart and four chambers in cardiac substructure segmentation. Its segmentation performance is better than most algorithms reported in other literature.

Abbreviation

CT: Computed tomography; OARs: Organ-at-risks; GDL: Generalized dice loss; WCEGDL: Weighted Cross-Entropy loss and generalized dice loss; ELL: Exponential Logarithmic Loss; DSC: Dice Similarity Coefficient; JC: Jaccard Coefficient; HD: Hausdorff Distance; VD: Volume Difference; DCNN: Deep Convolutional Neural Network; DCNNs: Deep Convolutional Neural Networks; FCN: Fully convolutional neural; MRI: Magnetic resonance imaging; CTA: Computed tomography angiography
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**Legends**

Figure 1: The gold standard manually outlined by radiation oncologists. Green lines: pericardium; pink lines: heart; orange lines: left atrium; sky blue lines: right atrium; red lines: left ventricle; navy blue lines: right ventricle;

Figure 2: Segmentation results of U-Net with generalized dice loss function for test cases shown in transverse CT slices. Green lines: pericardium; light pink lines: heart; orange lines: left atrium; sky blue lines: right atrium; red lines: left ventricle; navy blue lines: right ventricle;