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Abstract. The Kuramoto model is a dynamical system that models the interaction of coupled oscillators. There has been much work to effectively bound the number of equilibria to the Kuramoto model for a given network. By formulating the Kuramoto equations as a system of algebraic equations, we first relate the complex root count of the Kuramoto equations to the combinatorics of the underlying network by showing that the complex root count is generically equal to the normalized volume of the corresponding adjacency polytope of the network. We then give explicit algebraic conditions under which this bound is strict and show that there are networks where the Kuramoto equations have infinitely many equilibria.
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1. Introduction. The Kuramoto model [24] is a mathematical model that describes the dynamics on networks of oscillators. It has applications in neuroscience, biology, chemistry and power systems [4, 16, 19, 34]. Despite its simplicity, it exhibits interesting emergent behaviors. Of interest is the phenomenon of frequency synchronization which is when the oscillators synchronize to a common frequency. Frequency synchronizations correspond to solutions of the Kuramoto equations

\[
\dot{\mathbf{w}} = \mathbf{w} - \sum_{j=0}^{n} k_{ij} \sin(\theta_i - \theta_j) \quad \text{for } i = 0, \ldots, n,
\]

in the unknowns \(\theta_0, \ldots, \theta_n\). Here, \(\mathbf{w}, w_0, \ldots, w_n, k_{ij}\) are network parameters. This paper aims to understand the structure of these solutions in “typical” and “atypical” networks.

Earlier work focused on the statistical analysis of infinite networks [24] but more recently, tools from differential and algebraic geometry have enabled analysis of synchronizations on finite networks. For a finite network, knowing the total number of synchronization configurations is fundamental to understanding this model. From a computational perspective, this knowledge also plays a critical role in developing numerical methods for finding synchronization configurations. For instance, this number serves as a stopping criterion for monodromy algorithms [28] and allows for the development of specialized homotopy algorithms [7, 9] for finding all synchronization configurations.

In 1982, Ballieu and Byrnes introduced root counting techniques from algebraic geometry to this field and showed that a Kuramoto network of \(N\) oscillators has at most \(\frac{2^{N-2} N!}{2^{\frac{N}{2}} \sqrt{\pi N}}\) synchronization configurations [2]. It coincides with the bound on the root count for the closely related load-flow equations discovered by Li, Sauer, and Yorke [26]. Algebraic geometers will recognize this bound as the bi-homogeneous Bézout bound for an algebraic version of the Kuramoto equations. This upper bound can be reached when the network is complete and complex roots are counted. However, for sparse networks, the root count (even counting complex roots) can be significantly lower than this upper bound [18, 31], demonstrating the need for a network-dependent root count.

Guo and Salam initiated one of the first algebraic analyses on such sparsity-dependent root counts [18]. Molzahn, Mehta, and Niemerg provided computational evidence for the connection
between this root count and network topology [31]. In the special case of rank-one coupling coefficients, Coss, Hauenstein, Hong and Molzahn proved this complex root count to be $2^N - 2$, which is also an asymptotically sharp bound on the real root count [14]. Chen, Davis and Mehta gave a sharp bound on the complex root count for cycle networks of $N(N - 1)/2$ [11], which is asymptotically smaller than the bi-homogeneous Bézout bound discovered by Baillieul and Byrnes, proving that sparse networks have significantly fewer synchronization configurations. Interestingly, Lindberg, Zachariah, Boston, and Lesieutre showed that this bound is attainable by real roots [29]. This bound is an instance of the “adjacency polytope bound” [8], which motivates the following.

Question 1.1. For generic choices of network parameters, does the complex root count for the algebraic Kuramoto equations reach the adjacency polytope bound for all networks?

In the first part of this paper, we provide a positive answer to this question and thus establish the generic root count for the Kuramoto equations derived from a graph $G$ to be the normalized volume of the adjacency polytope of $G$. As a corollary, we show that the Kuramoto equations are Bernshtein-general. We note that this result is similar to recent work in [5] which shows that the number of (approximate) complex solutions to the Duffing equations is generically the volume of the Oscillator polytope. We also extend this generic root count result to variations of the Kuramoto equations, including a special case of the power flow equations from electric engineering.

While the complex root count for the algebraic Kuramoto equations is generically constant and finite, there may be network parameters that produce different root counts. First, we focus on the role played by the coupling coefficients in such exceptional situations.

Question 1.2. What are conditions on the coupling coefficients under which the algebraic Kuramoto equations are not Bernshtein-general?

In the second part of this paper, we provide an explicit, combinatorial description for such exceptional coupling coefficients. In particular, we show that the set of exceptional coupling coefficients can be characterized by “balanced subnetworks”.

For the Kuramoto equations with exceptional coupling coefficients, there are two possibilities. Either all complex solutions remain isolated but the total number drops below the generic root count, or non-isolated solution components appear. In the second case, there are infinitely many solutions, forming curves, surfaces, or geometric structures of even higher dimension.

Ashwin, Bick, and Burylko analyzed non-isolated solutions in complete networks of identical oscillators [1]. A concrete example of a network of four identical oscillators with uniform coupling coefficients was described in [14, Example 2.1]. Non-isolated solutions for cycle networks was discovered by Lindberg, Zachariah, Boston and Lesieutre [29]. Recent work by Sclosa shows that for every $d \geq 1$ there is a Kuramoto network whose stable equilibria form a manifold of dimension $d$ [35], which, arguably, shows that the study of non-isolated solutions deserves more serious attention. This is further supported by the recent paper of Harrington, Schenck, and Stillman [20], which shows that for any 2-connected graph that contains a 3-let, there are parameters for which the Kuramoto equations have a non-isolated solution set. It is within this context, that the third part of this paper aims to provide some explicit and constructive answers to the following.

Question 1.3. What are the conditions on the network parameters under which the Kuramoto equations have infinitely many solutions?

The rest of this paper is structured as follows. Section 2 reviews concepts and notation that will be used. We then consider the generic root count of the Kuramoto equations in Section 3 and provide a positive answer to Question 1.1. Next, we turn our attention to non-generic coupling coefficients in Section 4 and answer Question 1.2 with a combinatorial description of the exceptional coupling coefficients. Using this description, in Section 5 we answer Question 1.3 by identifying network parameters where the Kuramoto equations have non-isolated solutions and we construct explicit parameterizations for these solutions. Finally, we conclude with a few remarks in Section 6.
2. Notation and preliminaries. Column vectors, representing points of a lattice \( L \cong \mathbb{Z}^n \), are denoted by lowercase letters with an arrowhead, e.g., \( \vec{a} \). We use boldface letters, e.g., \( \vec{x} \), for points in \( \mathbb{C}^n \), \( \mathbb{R}^n \), or \( \mathbb{L}^n \), and they are written as row vectors. For \( \vec{x} = (x_1, \ldots, x_n) \) and \( \vec{a} = (a_1, \ldots, a_n) \) \( \in \mathbb{Z}^n \), \( \vec{x}^\vec{a} = x_1^{a_1} \cdots x_n^{a_n} \) is a Laurent monomial with the convention that \( x_1^0 = 1 \), for any \( x_1 \). A linear combination of such monomials \( f = \sum_{\vec{a} \in S} \vec{a}^\vec{x} \) is called a Laurent polynomial, and its support and Newton polytope are denoted \( \text{supp}(f) = S \) and \( \text{Newt}(f) = \text{conv}(S) \), respectively. With respect to a vector \( \vec{v} \), the initial form of \( f \) is \( \text{init}_\vec{v}(f)(\vec{x}) := \sum_{\vec{a} \in S} c_{\vec{a}} \vec{a}^\vec{x} \), where \( (S)_\vec{v} \) is the subset of \( S \) on which the linear functional \( \langle \vec{v}, \bullet \rangle \) is minimized. For an integer matrix \( \mathbf{A} = [\vec{a}_1 \cdots \vec{a}_m], \mathbf{x}^\mathbf{A} := (x_1^{\vec{a}_1}, \ldots, x_n^{\vec{a}_m}) \) defines a function on the algebraic torus \( (\mathbb{C}^*)^n = (\mathbb{C} \setminus \{0\})^n \) whose group structure is given by \( (x_1, \ldots, x_n) \circ (y_1, \ldots, y_n) := (x_1 y_1, \ldots, x_n y_n) \). We fix \( G \) to be a connected graph with vertex set \( V(G) = \{0, 1, \ldots, n\} \) and edge set \( E(G) \). For nodes \( i \) and \( j \) in \( V(G) \), \( i \sim j \) indicates their adjacency. Arrowheads will be used to distinguish digraphs from graphs, e.g., \( G \) represents a digraph and \( G \) an undirected graph. Appendix A has the full list of notation.

2.1. The Kuramoto model. A network of coupled oscillators can be naively thought of as a swarm of points on the complex plane pulling on one another with varying force while circling around the origin. It can be used to model a wide variety of seemingly unrelated phenomena ranging from the firing of neurons and the rhythmic contractions of heart cells, to the oscillations of concentrations of chemical compounds in a mixture. In this paper, such a network is represented by a connected graph \( G \) whose nodes and edges represent the oscillators and their connections, respectively. Each oscillator has a natural frequency \( w_i \) and along the edges in \( G \), nonzero constants \( K = \{k_{ij}\} \) with \( k_{ij} = k_{ji} \) quantify the coupling strength between oscillators \( i \) and \( j \). The data structure \( (G, K, \vec{w}) \) encoding this model will simply be called a network. The Kuramoto model describes the nonlinear interactions among the oscillators by the differential equations

\[
\frac{d\theta_i}{dt} = w_i - \sum_{j \sim i} k_{ij} \sin(\theta_i - \theta_j) \quad \text{for } i = 0, \ldots, n,
\]

where \( \theta_i \) is the phase angle of the \( i \)-th oscillator [24]. Frequency synchronization configurations are defined to be values of \( (\theta_0, \ldots, \theta_n) \) at which \( \frac{d\theta_i}{dt} \) equals \( \frac{1}{n} \sum_{i=0}^n w_i \). By adopting a rotational frame, we can assume \( \theta_0 = 0 \). Since \( k_{ij} = k_{ji} \), we can also eliminate one equation. Therefore, frequency synchronization configurations are zeroes to the system of \( n \) transcendental functions:

\[
(w_i - \bar{w}) - \sum_{j \sim i} k_{ij} \sin(\theta_i - \theta_j) \quad \text{for } i = 1, \ldots, n.
\]

The problem of counting synchronization configurations is therefore a root counting problem.

2.2. Algebraic Kuramoto equations. To leverage the power of algebraic geometry, the above transcendental system can be reformulated into an algebraic system via the change of variables \( x_i = e^{i\theta_i} \). Then \( \sin(\theta_i - \theta_j) = \frac{1}{2i} (\frac{x_i}{x_j} - \frac{x_j}{x_i}) \), and (2.2) becomes

\[
f_{G,i}(x_1, \ldots, x_n) = \bar{w}_i - \sum_{j \sim i} a_{ij} \left( \frac{x_i}{x_j} - \frac{x_j}{x_i} \right) \quad \text{for } i = 1, \ldots, n,
\]

where \( a_{ii} = a_{ij} = k_{ij}^2 \bar{w}, \bar{w}_i = \bar{w} - \bar{w}_i \), and \( x_0 = 1 \). The Laurent polynomial system \( \vec{f}_G = (f_{G,1}, \ldots, f_{G,n}) \) will be called the algebraic Kuramoto system, and it captures all synchronization configurations in the sense that the real zeros to (2.2) correspond to the complex zeros of (2.3) on the real torus \( (S^1)^n \) (i.e., \( |x_i| = |e^{i\theta_i}| = 1 \)). Note that \( f_G \) depends on \( K = \{k_{ij}\} \) and \( \vec{w} \), and we will use the notation \( f_{(G,K)} \) or \( f_{(G,K,\vec{w})} \) when these dependencies are emphasized.

In much of this paper, we relax the root-counting problem by considering all \( \mathbb{C}^* \)-zeros of (2.3). One important observation is that we can focus on graphs with no pendant (a.k.a. leaf) nodes.

Lemma 2.1. [27, Theorem 2.5.1] Suppose \( v \neq 0 \) is a pendant node of \( G \). Let \( G' = G - \{v\} \). Then any \( \mathbb{C}^* \)-zero of \( \vec{f}_{G'} \) extends to two distinct \( \mathbb{C}^* \)-zeros of \( \vec{f}_G \).


2.3. Kuramoto equations with phase delays. In models with phase delays, we may introduce parameters \( \{ \delta_{ij} \in \mathbb{R} \mid i \sim j \} \), so that along an edge \( \{ i, j \} \), oscillator \( i \) responds not directly to the phase angle of oscillator \( j \) but its delayed phase \( \theta_j - \delta_{ij} \) [36]. Then (2.2) is generalized into:

\[
0 = w_i - \bar{w} - \sum_{j \sim i} k_{ij} \sin(\theta_i - \theta_j + \delta_{ij}), \quad \text{for } i = 1, \ldots, n.
\]

Letting \( C_{ij} = e^{\delta_{ij}} \), we can again make this system algebraic giving:

\[
f_{G,i}(x_1, \ldots, x_n) = w_i - \sum_{j \sim i} a_{ij} \left( \frac{x_j C_{ij}}{x_j} - \frac{x_i}{x_i C_{ij}} \right), \quad \text{for } i = 1, \ldots, n.
\]

This system differs from (2.3) in the coefficients. Yet, the same set of monomials are involved, and as we will demonstrate, the algebraic arguments will develop can be applied to this generalization.

2.4. Power flow equations. The PV power flow system is one important variation of the Kuramoto system. In it, the graph \( G \) models an electric power network where \( V(G) = \{0, \ldots, n\} \) represent buses in the power network. An edge \( \{ i, j \} \in E(G) \), representing the connection between buses \( i \) and \( j \), has a known complex admittance \( g'_{ij} + b'_{ij} \). For each bus \( i \), the relationship between its complex power injection \( P_i + iQ_i \) and the complex voltages is captured by the nonlinear equations

\[
P_i = \sum_{j \sim i} |V_i||V_j|(g_{ij}' \cos(\theta_i - \theta_j) + b_{ij}' \sin(\theta_i - \theta_j))
\]

\[
Q_i = \sum_{j \sim i} |V_i||V_j|(g_{ij}' \sin(\theta_i - \theta_j) - b_{ij}' \cos(\theta_i - \theta_j))
\]

where \( |V_i| \) is the voltage magnitude at bus \( i \) and \( \theta_i \) is its phase angle. We fix bus 0 to be the slack bus with \( \theta_0 = 0 \). For a complete treatment of the derivation of the power flow equations see [17].

A node \( i \) is a PV node when \( Q_i \) and \( \theta_i \) are unknown while \( P_i \) and \( |V_i| \) are known and it models a generator bus. As above, with \( x_i = e^{\theta_i} \) we get the PV algebraic power flow equations

\[
f_{G,i}(x_1, \ldots, x_n) = P_i - \sum_{j \sim i} g_{ij} \left( \frac{x_i}{x_j} + \frac{x_j}{x_i} \right) + b_{ij} \left( \frac{x_i}{x_j} - \frac{x_j}{x_i} \right), \quad \text{for } i = 1, \ldots, n
\]

where \( b_{ij} = \frac{1}{2} |V_i||V_j||b'_{ij} \) and \( g_{ij} = \frac{1}{2} |V_i||V_j||g'_{ij} \). When \( g_{ij} = 0 \), the corresponding power system is lossless and (2.7) reduces to (2.3). Otherwise, the system is lossy and (2.7) differs from (2.3). This is, again, a variation of the algebraic Kuramoto system (2.3) that involves the same monomials.

2.5. BKK bound. The root counting arguments in this paper revolve around the Bernshtein-Kushnirenko-Khovanski (BKK) bound, especially Bernshtein’s Second Theorem.

Theorem 2.2 (D. Bernshtein 1975 [3]). (A) For a square Laurent system \( \vec{f} = (f_1, \ldots, f_n) \), if for all nonzero vectors \( \vec{v} \in \mathbb{R}^n \), \( \text{init}_v(\vec{f}) \) has no \( \mathbb{C}^* \)-zeros, then all \( \mathbb{C}^* \)-zeros of \( \vec{f} \) are isolated, and the total number, counting multiplicity, is the mixed volume \( M = \text{MV}(\text{Newt}(f_1), \ldots, \text{Newt}(f_n)) \).

(B) If \( \text{init}_v(\vec{f}) \) has a \( \mathbb{C}^* \)-zero for some \( \vec{v} \neq \vec{0} \), then the number of isolated \( \mathbb{C}^* \)-zeros \( \vec{f} \) has, counting multiplicity, is strictly less than \( M \) if \( M > 0 \).

A system for which condition (A) holds is said to be Bernshtein-general. Only the special case of identical Newton polytopes, i.e., when \( \text{Newt}(f_1), \ldots, \text{Newt}(f_n) \) are all identical, will be used. This specialized version strengthens Kushnirenko’s Theorem [25].

2.6. Randomized algebraic Kuramoto system. The analysis of the algebraic Kuramoto system (2.3) can be further simplified through “randomization”. For any nonsingular square matrix \( R \), the systems \( \vec{f}_G \) and \( \vec{f}'_G := R \vec{f}_G \) have the same zero set. With a generic choice of \( R \), there will be
no complete cancellation of terms, and $f^*_{G}$ will be referred to as the \textbf{randomized (algebraic) Kuramoto system}. This system is \textit{unmixed} in the sense that $f^*_{G,1}, \ldots, f^*_{G,n}$ have identical supports since they involve the same set of monomials, namely, constant terms and $\{x_{i}x_{j}^{-1}, x_{j}x_{i}^{-1}\}_{(i,j) \in \mathcal{E}(G)}$.

The randomization $\tilde{f}_G \mapsto f^*_{G}$ does not alter the zero set but makes a very helpful change to the tropical structure: There is a mapping between the graph-theoretical features of $G$ and the tropical structures of $f^*_{G}$ through which we can gain key insight into the structure of the zeros of $\tilde{f}_G$.

\subsection*{2.7. Adjacency polytopes.} For each $i = 1, \ldots, n$, $\text{supp}(f^*_{G,i})$ are all identical and given by

\[ \nabla G := \{ \pm(\vec{e}_i - \vec{e}_j) \mid i \sim j \} \cup \{ \vec{0} \}, \]

where $\vec{e}_i$ is the $i$-th standard basis vector of $\mathbb{R}^n$ for $i = 1, \ldots, n$, and $\vec{e}_0 = \vec{0}$. The $\text{conv}(\nabla G)$ is the \textit{adjacency polytope} or \textit{symmetric edge polytope} of $G$ [33]. It has appeared in number theory and discrete geometry (see the overview provided in [15]).

We will not distinguish $\nabla G$ from $\text{conv}(\nabla G)$, e.g., a “face” of $\nabla G$ refers to a subset $F \subseteq \nabla G$ such that $\text{conv}(F)$ is a face of $\text{conv}(\nabla G)$. The facets and boundary of $\nabla G$ are denoted $\mathcal{F}(\nabla G)$ and $\partial \nabla G$, respectively. $\nabla G$ is centrally symmetric, and both $\nabla G$ and $\partial \nabla G$ have unimodular triangulations.

By Kushnirenko’s Theorem [25], $\text{Vol}(\nabla G)$ is an upper bound for the $\mathbb{C}^*$-root count for $f^*_{G}$ and $\tilde{f}_G$ and the real root count to (2.2). This is the \textit{adjacency polytope bound} [8, 11].

\subsection*{2.8. Faces and face subgraphs.} There is an intimate connection between faces of $\nabla G$ and subgraphs of $G$. Since $\vec{0}$ is an interior point of $\nabla G$, every vertex of a proper face $F$ of $\nabla G$ is of the form $\vec{e}_i - \vec{e}_j$ for some $\{i,j\} \in \mathcal{E}(G)$. Thus, it is natural to consider the \textit{corresponding facial subgraph} $G_F$ and \textit{facial subdigraph} $\tilde{G}_F$ involving a subsets of nodes and edges sets

\[ \mathcal{E}(G_F) = \{ \{i,j\} \mid \vec{e}_i - \vec{e}_j \in F \text{ or } \vec{e}_j - \vec{e}_i \in F \} \]
\[ \mathcal{E}(\tilde{G}_F) = \{ \{i,j\} \mid \vec{e}_i - \vec{e}_j \in F \}. \]

As defined in [7, 15], for $F \in \mathcal{F}(\nabla G)$, $G_F$ is called a \textit{facet subgraph} and $\tilde{G}_F$ is a \textit{facet subdigraph}.

Higashitani, Jochemko, and Michałek provided a topological classification of face subgraphs [22, Theorem 3.1] and it was later reinterpreted [10, Theorem 3]. We state the latter here.

\textbf{Theorem 2.3 (Theorem 3 [10]).} Let $H$ be a nontrivial connected subgraph of $G$.

1. $H$ is a face subgraph of $G$ if and only if it is a maximal bipartite subgraph of $G[V(H)]$. 

2. $H$ is a facet subgraph of $G$ if and only if it is a maximal bipartite subgraph of $G$.

Here, $G[V]$ is the subgraph induced by the subset $V \subset V(G)$. Multiple faces can correspond to the same facial subgraph. The crisper parameterization is given by the correspondence $F \mapsto \tilde{G}_F$. Reference [10] describes a necessary balancing conditions for facial subgraphs.

For a facial subdigraph $\tilde{G}_F$, its \textit{reduced incidence matrix} $Q(\tilde{G}_F)$ is the matrix with columns $\vec{e}_i - \vec{e}_j$ for $(i,j) \in \mathcal{E}(\tilde{G}_F)$. Its null space can be interpreted as the space of circulations of $\tilde{G}_F$.

For a subdigraph $\tilde{H}$ of $\tilde{G}$, the \textit{coupling vector} $k(\tilde{H})$ has entries $k_{ij}$ for $(i,j) \in \tilde{H}$. Similarly, the entries of $a(\tilde{H})$ are the complexified coupling coefficients $a_{ij} = \frac{k_{ij}}{2\pi i}$. The ordering of the entries is arbitrary, but when appearing in the same context with $Q(\tilde{H})$, consistent ordering is implied.

\subsection*{2.9. Facial systems.} The vast literature on the facial structure of $\nabla G$ gives us a shortcut to understanding the initial systems of $f^*_{G}$, since they have particularly simple descriptions corresponding to proper faces of $\nabla G$. For any $0 \neq v \in \mathbb{R}^n$, the initial system $\text{init}_v(f^*_{G})$ is

\begin{equation}
\text{init}_v(f^*_{G,i})(x) = \sum_{\vec{e}_j - \vec{e}_j' \in F} c_{i,j,j'} x^{\vec{e}_j} - x^{\vec{e}_j'} \quad \sum_{(j,j') \in \mathcal{E}(G_F)} c_{i,j,j'} x^{\vec{e}_j} - x^{\vec{e}_j'} \quad \text{for } i = 1, \ldots, n,
\end{equation}

where $F$ is the face of $\nabla G$ for which $v$ is an inner normal vector. We will make frequent use of this geometric interpretation and therefore it is convenient to slightly abuse the notation and write $\text{init}_F(f^*_{G}) := \text{init}_v(f^*_{G})$. It will be called a \textit{facial system} of $f^*_{G}$, (or a \textit{facet system} if $F \in \mathcal{F}(\nabla G)$).
3. Generic $\mathbb{C}^*$-root count. In this section, we establish the $\mathbb{C}^*$-root count for the algebraic Kuramoto system (2.3) for generic choices of real or complex parameters $\{\bar{w}_i\}_{i \in \mathcal{V}(G)}$ and $\{k_{ij}\}_{(i,j) \in \mathcal{E}(G)}$. Since $\mathbb{R}$ is Zariski-dense in $\mathbb{C}$, it is sufficient to consider generic choices of complex parameters. We show that the generic $\mathbb{C}^*$-root count is the adjacency polytope bound $\text{Vol}(\nabla G)$. A corollary is that this system is Bernstein-general, despite the constraints on the coefficients.

There are three main obstacles. First, in each polynomial the monomials $x_i/x_j$ and $x_j/x_i$ share the same coefficient $a_{ij}$. Second, for any edge $(i, j) \in \mathcal{E}(G)$, the $i$-th and $j$-th polynomials have the terms $a_{ij}(x_i x_j^{-1} - x_j x_i^{-1})$ and $a_{ji}(x_j x_i^{-1} - x_i x_j^{-1})$, respectively, which are negations of each other since $a_{ij} = a_{ji}$. Therefore, the allowed choices of coefficients consists of a nowhere dense subset of (Lebesgue) measure 0 in the space of all possible complex coefficients. Finally, unless $G$ is the complete graph, the Newton polytopes of the algebraic Kuramoto system are not full-dimensional which prevents simpler arguments (e.g. [6]) from being applied. We will show that despite these, the maximum $\mathbb{C}^*$-root count, given by the adjacency polytope bound is generically attained.

Before presenting the main theorem of this section, we first establish a few technical results that will be used, some of which are well known but are nonetheless included for completeness.

**Lemma 3.1.** The lifting function $\bar{\omega} : \tilde{\nabla} G \to \mathbb{Q}$, given by

\[
\bar{\omega}(\bar{a}) = \begin{cases} 
0 & \text{if } \bar{a} = \bar{0} \\
1 & \text{otherwise}
\end{cases}
\]

induces a regular subdivision $\Sigma_{\bar{\omega}}(\tilde{\nabla} G) = \{\bar{0} \cup F \mid F \in \mathcal{F}(\tilde{\nabla} G)\}$.

This is a well known consequence of assigning a sufficiently small lifting value to an interior point of a point configuration (0 in this case). The resulting regular subdivision may be too coarse to be useful in our discussions. Indeed, it will not be a triangulation unless $G$ is has no even cycles [9, 10]. It can be refined into a triangulation through perturbations on the nonzero lifting values.

**Lemma 3.2.** For generic but symmetric choices $\{\delta_{ij} = \delta_{ji} \in \mathbb{R} \mid (i, j) \in \mathcal{E}(G)\}$ that are sufficiently close to 0, the function $\omega : \tilde{\nabla} G \to \mathbb{Q}$, given by

\[
\omega(\bar{a}) = \begin{cases} 
0 & \text{if } \bar{a} = \bar{0} \\
1 + \delta_{ij} & \text{if } \bar{a} = \bar{e}_i - \bar{e}_j
\end{cases}
\]

induces a regular unimodular triangulation $\Delta_\omega = \Sigma_\omega(\tilde{\nabla} G)$ that is a refinement of $\Sigma_{\bar{\omega}}(\tilde{\nabla} G)$ and its cells are in one-to-one correspondence with cells in a unimodular triangulation of $\partial \tilde{\nabla} G$. Indeed, each cell is of the form $0 \cup \Delta$ where $\Delta$ is a simplex in $\partial \tilde{\nabla} G$.

**Proof.** We first show the interior point $\bar{0}$ is contained in every cell. Fix a $C \in \Delta_\omega$ and let $(v, 1)$ be an inner normal vector of the lower facet of $\tilde{\nabla} G$ whose projection is $C$. Suppose $\bar{0} \notin C$, then $C$ contains an affinely independent set of $n + 1$ points $\{\bar{a}_0, \ldots, \bar{a}_n\} \neq \bar{0}$, and $\bar{v}$ satisfies the equation

\[
\begin{bmatrix}
\bar{a}_1 - \bar{a}_0 \\
\vdots \\
\bar{a}_n - \bar{a}_0
\end{bmatrix} \begin{bmatrix} v \end{bmatrix}^\top = \begin{bmatrix}
\omega(\bar{a}_0) - \omega(\bar{a}_1) \\
\vdots \\
\omega(\bar{a}_0) - \omega(\bar{a}_n)
\end{bmatrix}.
\]

Let $B$ be the matrix on the left and $\bar{\beta}$ be the vector on the right, then $v^\top = B^{-1}\bar{\beta}$ and thus

\[
|\langle v, \bar{a} \rangle| \leq \|v^\top\|\|\bar{a}\| \leq \|\bar{a}\| \|B^{-1}\| \|\bar{\beta}\| \quad \text{for any } \bar{a} \in C.
\]

Note that entries of $\bar{\beta}$ are differences among the $\{\delta_{ij}\}$. Therefore, for any $\epsilon > 0$, there is a $\delta$ such that $|\delta_{ij}| < \delta$ for all $(i, j) \in \mathcal{E}(G)$ implies $|\langle v, \bar{a} \rangle| < \epsilon$, contradicting with the assumption that

\[
\langle v, \bar{a} \rangle + \omega(\bar{a}) < \langle v, \bar{0} \rangle + \omega(\bar{0}) = 0.
\]
This shows that $\bar{0}$ must be contained in every cell.

To show $\Delta_{\omega}$ is a triangulation, it is sufficient to show nonzero points in a cell $C \in \Delta_{\omega}$ are assigned independent lifting values by $\omega$. If both $\pm(\bar{e}_i - \bar{e}_j) \in C$, for some $\{i, j\} \in \mathcal{E}(G)$, then

$$\langle \mathbf{v}, \pm(\bar{e}_i - \bar{e}_j) \rangle + \omega(\pm(\bar{e}_i - \bar{e}_j)) = h,$$

where $h = \min\{\langle \mathbf{v}, \bar{a} \rangle + \omega(\bar{a}) | \bar{a} \in \nabla G\}$. Since $\omega(\pm(\bar{e}_i - \bar{e}_j)) = 1 + \delta_{ij}$, summing the two produces

$$h = 1 + \delta_{ij} > 0,$$

which contradicts the constraint that $0 = \langle \mathbf{v}, \bar{0} \rangle + \omega(\bar{0}) \geq h$ for $\delta_{ij}$’s sufficiently close to 0. Therefore, if $\bar{e}_i - \bar{e}_j \in C$, then $\bar{e}_j - \bar{e}_i \notin C$. Consequently, the nonzero points in $C$ are associated with independent and generic choices of lifting values, and thus $C$ must be a simplex.

For unimodularity, note that, since $\bar{e}_i - \bar{e}_j \in C$ implies $\bar{e}_j - \bar{e}_i \notin C$ for $\{i, j\} \in \mathcal{E}(G)$ and for a cell $C \in \Delta_{\omega}$, the nonzero points of $C$, as vectors, are exactly columns of (signed) incidence matrix of $G$, which is unimodular. Therefore, each cell of $\Delta_{\omega}$ is unimodular.

Finally, to show that $\Delta_{\omega}$ is a refinement of $\Sigma_{\omega}(\nabla)$ from Lemma 3.1, we fix an arbitrary ordering of the points in $\nabla G$ and consider lifting functions $\omega$ and $\bar{\omega}$, as vectors in $\mathbb{R}^{\nabla G}$. Let $C = C(\nabla G; \Delta_{\omega})$ be the (closed) secondary cone of $\Delta_{\omega}$ in $\nabla G$. Then $C$ is full-dimensional, since $\Delta_{\omega}$ is a triangulation.

By assumption, $\omega$ is sufficiently close to $\bar{\omega}$, so $\bar{\omega} \in C$, and $\Delta_{\omega} = \Sigma_{\omega}(\nabla G)$ equals or refines $\Sigma_{\omega}(\nabla G)$.

A lifting function $\omega : \nabla G \to \mathbb{Q}$ for which Lemma 3.2 holds will be called a **generic symmetric lifting function** for $\nabla G$. We now turn our attention to its graph-theoretic consequences.

**Lemma 3.3.** For a generic symmetric lifting function $\omega$ for $\nabla G$, let $\Delta$ be a simplex in $\Delta_{\omega}$. Then the digraph $\bar{G}_{\Delta}$ is acyclic, and its underlying graph $G_{\Delta}$ is a spanning tree of $G$.

The proof of this lemma is nearly identical to the proof of [7, Theorem 1] and we include an elementary proof in Appendix B for completeness. Finally, we show a facet system derived from a spanning tree has exactly one $\mathbb{C}^*$-root, and it is nonsingular.

**Lemma 3.4.** Suppose $\bar{T} < \bar{G}$ is a acyclic, and its underlying graph $T$ is a spanning tree of $G$, then, for generic $\bar{w}_1, \ldots, \bar{w}_n \in \mathbb{C}^*$ and any choices of $a_{ij} \in \mathbb{C}^*$, the system of $n$ Laurent polynomials

$$\bar{w}_i - \sum_{j: i \rightarrow j} a_{ij} \frac{x_i}{x_j} + \sum_{j: j \rightarrow i} a_{ij} \frac{x_j}{x_i} \text{ for } i = 1, \ldots, n$$

has a unique zero in $(\mathbb{C}^*)^n$, and this zero is isolated and regular. Here, $j \sim i$ means $(j, i) \in \mathcal{E}(\bar{T})$.

**Proof.** We prove this by induction on the number of vertices of $G, N$. Denote the above system as $\bar{f}_{\bar{T}}(x_0, \ldots, x_{N-1})$. The statement is true for the case where $N = 2$ and $|\mathcal{V}(G)| = |\mathcal{V}(T)| = 2$.

Assume the statement is true for any graph with $N$ nodes and consider the case $G$ has $N + 1$ nodes. By re-labeling, we can assume node $N$ is a leaf in $T$ and is adjacent to node $N - 1$. Since this system is homogeneous of degree 0, we can deviate from our convention that $x_0 = 1$ and scale the homogeneous coordinates so that $x_{N-1} = 1$. Then the above system is decomposed as the Laurent system $\bar{f}_{\bar{T}}(x_0, \ldots, x_{N-1})$ and the binomial $\bar{w}_N \pm a_{N,N-1}x_N^{-1}$, where $\bar{T} = T - \{N\}$. The induction hypothesis, that $\bar{f}_{\bar{T}}(x_0, \ldots, x_N)$ has a unique isolated and regular thus completes the proof.

With these technical preparations, we now establish the main theorem of this section.

**Theorem 3.5.** For generic choices of real or complex constants $\bar{w}_1, \ldots, \bar{w}_n$ and generic but symmetric choices of real or complex coupling coefficients $\{k_{ij} = k_{ji} \neq 0 | (i, j) \in \mathcal{E}(G)\}$, the $\mathbb{C}^*$-zeros of the algebraic Kuramoto system (2.3) are isolated and nonsingular, and the total number is $\text{Vol}(\nabla G)$.

This is a far generalization of [11, Corollary 9 and Theorem 16] and [18, Theorem 3.3.3] where the generic $\mathbb{C}^*$-root count is established for tree, cycle, and complete networks only.

---

1. The generic number of complex equilibria for the Kuramoto model on tree networks is $2^n$. This fact appears to be well known among researchers in power systems long before the referenced paper [11].
Proof. By Sard’s Theorem, for generic choices of \( w_1, \ldots, w_n \), the \( C^* \)-zero set of \( \tilde{f}_G \) consists of isolated and regular points. Under this assumption, we only need to establish the \( C^* \)-root count. Moreover, since it is already known this root count is bounded by \( \text{Vol}(\nabla_G) \), it is sufficient to show that it is greater than or equal to this bound. We shall take a constructive approach through a specialized version of the polyhedral homotopy of Huber and Sturmfels [23].

Let \( \omega : \nabla_G \to \mathbb{Q} \) be a generic symmetric lifting function for \( \nabla_G \). We use the notation \( \omega_{ij} = \omega(\bar{e}_i - \bar{e}_j) = \omega(\bar{e}_j - \bar{e}_i) \) and define the function \( \tilde{h} = (h_1, \ldots, h_n) : (C^*)^n \times \mathbb{C} \to \mathbb{C}^n \), given by

\[
h_i(x_1, \ldots, x_n, t) = w_i - \sum_{j=1}^{n} a_{ij} t^{\omega_{ij}} \left( \frac{x_j}{x_j} - \frac{x_i}{x_i} \right),
\]

Away from \( t = 0 \), \( \tilde{h} \) is a parameterized version of the original system \( \tilde{f}_G \) with coefficients being analytic functions of the parameter \( t \). Note that since \( \omega_{ij} = \omega_{ji} \), for any choice of \( t \in \mathbb{C} \), the system still satisfies the symmetry constraints on the coefficients. By the Parameter Homotopy Theorem [32], for \( t \) outside a proper Zariski closed (i.e., finite) set \( Q \subset \mathbb{C} \), the number of isolated \( C^* \)-zeros of \( \tilde{h}(\cdot, t) = 0 \) is a constant which is also an upper bound for the isolated \( C^* \)-root count for \( \tilde{h}(\cdot, t) \) for all \( t \in \mathbb{C} \). Let \( \eta \) be this generic \( C^* \)-root count. Since \( w_i \) and \( a_{ij} \) are chosen generically, and \( \tilde{h}(\cdot, 1) \equiv \tilde{f}_G(\cdot, \cdot) \), we can conclude that \( t = 1 \) is outside \( Q \) and thus \( \eta \) agrees with the generic \( C^* \)-root count of \( f_G \) that we aims to establish. That is, it is sufficient to show \( \eta \geq \text{Vol}(\nabla_G) \).

Taking a constructive approach, we now construct \( \eta \) smooth curves (of one real-dimension), that will connect the \( C^* \)-zeros of \( f_G \) and the collection of \( C^* \)-zeros of the special systems described in Lemma 3.4. This connection allows us to count the number of curves.

Along a ray \( t : (0, 1] \to \mathbb{C} \) on the complex plane parameterized by \( t(\tau) = \tau e^{i\theta} \) for a choice of \( \theta \in [0, 2\pi) \) that avoids \( Q \) (i.e., \( t(\tau) \notin Q \) for all \( \tau \in (0, 1] \)), the function \( \tilde{h} \) is given by

\[
h_i(x_1, \ldots, x_n, t) = h_i(x_1, \ldots, x_n, \tau e^{i\theta}) = w_i - \sum_{j=1}^{n} a_{ij} e^{i\theta \omega_{ij}} \tau^{\omega_{ij}} \left( \frac{x_j}{x_j} - \frac{x_i}{x_i} \right),
\]

and \( \tilde{h} \) has \( \eta \) isolated and regular \( C^* \)-zeros for all \( \tau \in (0, 1] \). By the principle of homotopy continuation, the zero set of \( \tilde{h} \) form \( \eta \) smooth curves in \((C^*)^n \times (0, 1]\) smoothly parameterizable by \( \tau \). The problem is now reduced to counting these curves.

Fixing such a curve \( C \), the asymptotic behavior of \( \tilde{C} \) as \( \tau \to 0 \), in a compactification of \((C^*)^n \) can be characterized by the solutions to an initial system of \( \tilde{h} \), as a system of Laurent polynomials in \( \mathbb{C}\{\tau\}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] \). Stated in affine coordinates, by the Fundamental Theorem of Tropical Geometry, there exists a system of convergent Puiseux series \( x_1(\tau), \ldots, x_n(\tau) \in \mathbb{C}\{\tau\} \) that represents the germ of \( C \), as an analytic variety, at \( \tau = 0 \), such that the leading coefficients, as a point in \((C^*)^n \) satisfies the initial system \( \text{init}_\nu(\tilde{h}) \), and \( \nu = (v_1, \ldots, v_n) \in \mathbb{Q}^n \) are the orders of the Puiseux series \( x_1(\tau), \ldots, x_n(\tau) \in \mathbb{C}\{\tau\} \). Therefore, it is sufficient to show that there are at least \( \text{Vol}(\nabla_G) \) distinct initial systems of \( \tilde{h} \) that will each contribute one solution path.

By Lemma 3.2, the regular subdivision \( \Delta_\omega = \Sigma_\omega(\nabla_G) \) is a unimodular triangulation. Fix a simplex \( \Delta \in \Delta_\omega \), and let \( \langle v, 1 \rangle \) be the upward pointing inner normal vector that defines \( \Delta \), then by construction, there is an affinely independent set \( \{\bar{a}_1, \ldots, \bar{a}_n\} \subset \nabla_G \) such that

\[
\langle v, \bar{a}_k \rangle + \omega(\bar{a}_k) = 0 \quad \text{for } k = 1, \ldots, n, \quad \text{and}
\langle v, \bar{a} \rangle + \omega(\bar{a}) > 0 \quad \text{for all } \bar{a} \in \nabla_G \setminus \{0, \bar{a}_1, \ldots, \bar{a}_n\}.
\]

Therefore, the exponent vectors associated with monomials with nonzero coefficients in \( \text{init}_\nu(\tilde{h}) \) are exactly \( \{0, \bar{a}_1, \ldots, \bar{a}_n\} \). By Lemma 3.3, \( T = \tilde{G}_\Delta \) is an acyclic subdigraph and its associated
subgraph $T$ is a spanning tree of $G$. Indeed, init$_e(\vec{h})$ consists of Laurent polynomials

$$\vec{w}_i = \sum_{j \in N^+_G(i)} a_{ij} \frac{x_i}{x_j} + \sum_{j \in N^-_G(i)} a_{ij} \frac{x_j}{x_i} \text{ for } i = 1, \ldots, n.$$  

By Lemma 3.4, this system has a unique $C^*$-zero, which is regular. Following from the principle of homotopy continuation, it gives rise to a smooth curve defined by $\vec{h}(x, \tau e^{\theta}) = 0$ in $(C^*)^n \times (0, 1]$. This holds for every simplex in $\Delta_\omega$, i.e., each simplex $\Delta \in \Delta_\omega$ contributes a curve define by $\vec{h} = \vec{0}$. Moreover, these curves are distinct, so $\eta \geq |\Delta_\omega| = \text{Vol}(\nabla G)$, which completes the proof.

This establishes the fact that the generic $C^*$-root count for the algebraic Kuramoto system $\vec{f}_G$ is exactly the adjacency polytope bound, despite the algebraic constraints on the parameters. Note that the BKK bound for $\vec{f}_G$ is always between the generic $C^*$-root count and the adjacency polytope bound. Therefore, we can indirectly derive the Bernshtein-genericity of $\vec{f}_G$.

**Corollary 3.6.** For generic real or complex $\vec{w}_1, \ldots, \vec{w}_n$ and generic but symmetric real or complex $k_{ij} = k_{ji} \neq 0$ for $\{i, j\} \in E(G)$, the algebraic Kuramoto system (2.3) is Bernshtein-general, and

$$\text{MV}(\text{Newt}(f_{G,1}), \ldots, \text{Newt}(f_{G,n})) = \text{Vol}(\text{conv}(\text{Newt}(f_{G,1}) \cup \cdots \cup \text{Newt}(f_{G,n}))) = \text{Vol}(\nabla G).$$

**Remark 3.7.** We remark that the proof of Theorem 3.5 utilizes many ideas from the polyhedral homotopy of Huber and Sturmfels [23]. The main differences are that we consider a lifting function that preserves the relationships among the coupling coefficients and we choose generators of the ideals at “toric infinity” with a nice tree structure instead of requiring them to be binomial.

Finally, we draw attention to the tropical nature of this proof. The first half of the proof establishes the tropical version of the generic root count result: With the assignment of the valuation $\text{val}(\vec{w}_i) = 0$ and generic but symmetric $\text{val}(a_{ij}) = \text{val}(a_{ji}) = \omega_{ij} = \omega_{ji}$, we showed that the intersection number of the tropical hypersurfaces defined by $f_{G,1}, \ldots, f_{G,n}$ is bounded below by $\text{Vol}(\nabla)$ which is also the stable self-intersection number of the tropical hypersurface defined by the randomized Kuramoto system (as defined in Subsection 2.6) with the same valuation. Computing generic root counts via stable tropical intersection is the topic of a recent paper by Paul Helmink and Yue Ren [21], in which the special case for complete networks is studied as an example.

Another consequence of Theorem 3.5 is the monotonicity of the generic $C^*$-root count, since the volume of the adjacency polytope is strictly increasing as new edges and nodes are added.

**Corollary 3.8.** Let $(G_1, K_1, \vec{w}_1)$ and $(G_2, K_2, \vec{w}_2)$ be two connected networks such that $G_1 < G_2$. Then the generic $C^*$-root count of $\vec{f}_{G_1}$ is strictly less than that of $\vec{f}_{G_2}$.

In addition, this shows that the phase-delayed algebraic Kuramoto system is Bernshtein-general.

**Corollary 3.9.** For generic choices of $\vec{w}, a_{ij}, C_{ij}$, the algebraic Kuramoto systems with phase delays (2.4) is Bernshtein-general, and its $C^*$-root count equals to the normalized volume of $\nabla G$.

**Proof.** As noted before, for generic choices of $\vec{w}_1, \ldots, \vec{w}_n$, all $C^*$-zeros of this system are isolated and regular. Let $\eta$ be the generic number of $C^*$-zeros of this system has. By Theorem 2.2 and Corollary 3.6, we know $\eta \leq \text{Vol}(\nabla G)$. By the Parameter Homotopy Theorem [32], the number of $C^*$-zeros of this parameterized system constant on a nonempty Zariski open set of the parameters. By setting $C_{ij} = 1$, we recover (2.3) and by Theorem 3.5 and Corollary 3.6, this system is Bernshtein-general, with $\text{Vol}(\nabla G)$ $C^*$-zeros. This shows that $\eta \geq \text{Vol}(\nabla G)$, giving the result.

From the same argument, we get the generic root count for the PV power flow equations.

**Corollary 3.10.** For generic choices of $P_i, b_{ij}, g_{ij}$, the lossy PV-type algebraic power flow system (2.7) is Bernshtein-general, and its $C^*$-root count equals to the normalized volume of $\nabla G$.

We conclude this section by showing some known results for volumes of adjacency polytopes in Table 3.1. We observe that for cyclic, tree and wheel networks, previous results by convex geometers
give sharp bounds for the number of complex roots to the Kuramoto equations. Conversely, power system engineers have known for decades the complex root count of the PV power flow equations give sharp bounds for the number of complex roots to the Kuramoto equations. Conversely, power system engineers have known for decades the complex root count of the PV power flow equations.

4. Explicit genericity conditions on coupling coefficients. So far, we have established that the generic $\mathbb{C}^*$-root count of the algebraic Kuramoto system $f_G$ is the adjacency polytope bound, $\text{Vol}(\overline{\nabla}_G)$. That is, for almost all choices of the parameters $\vec{w}$ (natural frequencies) and $K$ (coupling coefficients), the $\mathbb{C}^*$-root count for $f_G$ is equal to $\text{Vol}(\overline{\nabla}_G)$. This section aims to understand exactly when the $\mathbb{C}^*$-root count drops below $\text{Vol}(\overline{\nabla}_G)$. We focus on the effect of coupling coefficients $\{k_{ij}\}$. The effect of natural frequencies $\vec{w}$ will be explored in Section 5.

Definition 4.1 (Exceptional coupling coefficients). Given a connected graph $G$ with $n+1$ nodes, we define its exceptional coupling coefficients, $K^e(G)$, to be the set of symmetric and nonzero coupling coefficients $K = \{k_{ij}\}_{i<j}$ such that, counting multiplicity, the number of isolated $\mathbb{C}^*$-zeros of $f_{(G,K,\vec{w})}$ is strictly less than $\text{Vol}(\overline{\nabla}_G)$, for any choice of $\vec{w} \in \mathbb{C}^n$.

In other words, $K^e(G)$ is the set of symmetric coupling coefficients for which the algebraic Kuramoto system (2.3) is not Bernstein-general. In the following subsections, we will develop an algebraic and graph-theoretic description for the exceptional coupling coefficients $K^e(G)$.

We start with the analysis of a single facial system. For a face $F$ of $\overline{\nabla}_G$, we describe the coupling coefficients for which the facial system $\text{init}_F(f_{G,K})$ has a $\mathbb{C}^*$-zero, signaling the genericity condition for Theorem 3.5 is broken and the number of isolated $\mathbb{C}^*$-zeros of $f_{(G,K,\vec{w})}$ drops.

Definition 4.2 (Exceptional coupling coefficients for a face). For a proper face of $\overline{\nabla}_G$, we define

$$K^e(\overline{G}_F) = \{k_0(\overline{G}_F) \in (\mathbb{C}^*)^{|F|} \mid \text{init}_F(f_{G_F}) = \vec{0} \text{ has a } \mathbb{C}^*\text{-solution}\}$$

to be the set of exceptional coupling coefficients with respect to the face $F$ (or $\overline{G}_F$).

It is worth noting that such exceptional coupling coefficients are extremely rare. By Theorems 2.2 and 3.5, $K^e(\overline{G}_F)$ is contained in a proper and Zariski closed subset of Lebesgue measure zero. Yet, a full description of $K^e(\overline{G}_F)$ is possible, as we will detail in the rest of this section. We start, in Subsection 4.1, with a “circulation” formulation of a facial system, which bridges together the algebraic and graph-theoretic sides of this problem. In Subsection 4.2, we describe a parameterization of the $\mathbb{C}^*$-zero set of a facial system. We use this parameterization in Subsection 4.3 to derive an explicit description of the exceptional coupling coefficients. Finally, we conclude this section with a few examples of global descriptions of $K^e(G)$ in Subsection 4.4.
The adjacency polytopes of $C_4$, $H_4 = K_4 - \{e_{13}\}$ and $K_4$ with the vertex labels $e_{ij} := e_i - e_j$ together with the facet subdigraph corresponds to the common facet in blue.

**4.1. Circulation forms of facial systems.** To connect the abstract algebraic condition in Definition 4.1 to the concrete graph-theoretic features, we transform facial systems of $\tilde{f}_G^*$ into equivalent “circulation forms”, which is understood more easily from the graph-theoretical viewpoint.

**Lemma 4.3.** Let $F \neq \emptyset$ be a proper face of $\nabla_G$. $Q(\tilde{G}_F)$ and $a(\tilde{G}_F)$ be the corresponding reduced incidence matrix of $\tilde{G}_F$ and its coupling vector, respectively. Then $\text{init}_F(\tilde{f}_G) (x) = \vec{0}$ if and only if

\[
\tilde{Q}(\tilde{G}_F) \left( x^{Q(\tilde{G}_F)} \circ a(\tilde{G}_F) \right)^\top = \vec{0}.
\]

**Proof.** Recall that $\tilde{f}_G = R \cdot \hat{f}_G$ for a nonsingular matrix $R = [r_{ij}]$. Since $a_{ij} = a_{ji}$, we have

\[
\text{init}_F(\tilde{f}_G^*)(x) = \sum_{(i,j) \in \tilde{E}_F} (r_{kj} - r_{kj}) a_{ij} x^{\vec{e}_i - \vec{e}_j} = \sum_{(i,j) \in \tilde{E}_F} \langle r_k, \vec{e}_i - \vec{e}_j \rangle a_{ij} x^{\vec{e}_i - \vec{e}_j}, \quad \text{for} \ k = 1, \ldots, n,
\]

where $r_k$ is the $k$-th row of the matrix $R$. Since $\{ \vec{e}_i - \vec{e}_j \mid (i, j) \in E(\tilde{G}_F) \}$ are the columns in $\tilde{Q}(\tilde{G}_F)$,

\[
\text{init}_F(\tilde{f}_G^*)(x) = R \tilde{Q}(\tilde{G}_F) \left( x^{Q(\tilde{G}_F)} \circ a(\tilde{G}_F) \right)^\top.
\]

Since the square matrix $R$ is assumed to be nonsingular, this establishes the equivalence. \hfill \blacksquare

Equation (4.1) will be referred to as the circulation form of the facial system $\text{init}_F(\tilde{f}_G^*)$ since the null space of $\tilde{Q}(\tilde{G}_F)$ can be interpreted as the space of circulations of $\tilde{G}_F$. Circulations on directed graphs are assignments of flows along directed edges so that the sum of incoming flows is equal to the sum of outgoing flows at each nodes. Equation (4.1) requires $x^{Q(\tilde{G}_F)} \circ a(\tilde{G}_F)$ to be a circulation on the facial digraph $\tilde{G}_F$, where the flows are allowed to have complex values.

**Example 4.4.** Consider the facial subdigraph in Figure 4.1d, which is shared by $C_4$, $H_4 = K_4 - \{e_{13}\}$, and $K_4$. The corresponding incidence and reduced incidence matrices, respectively, are

\[
Q(\tilde{G}_F) = \begin{pmatrix}
0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
1 & 2 & 0 & 0 & 1 & 1 & 0 & 2 & 0 & -1 & -1 \\
1 & 0 & 2 & 0 & 0 & 0 & 1 & 3 & 0 & 0 & 1
\end{pmatrix}, \quad \tilde{Q}(\tilde{G}_F) = \begin{pmatrix}
1 & 1 & 1 & 0 & 0 \\
2 & 0 & -1 & -1 & 0 \\
3 & 0 & 0 & 1 & 1
\end{pmatrix}.
\]

By Lemma 4.3, the facial system $\text{init}_F(\tilde{f}_{C_4}^*)(x) = \vec{0}$ is equivalent to its circulation form
Observe that adding the three equations in (4.2) together implies that at node 0 the balancing condition \(-a_{10}x_1 - a_{30}x_3 = 0\) is also satisfied. Therefore, \([a_{10}x_1 \ a_{12}x_2^a \ a_{32}x_2 \ a_{30}x_3]^\top\) is a nonzero circulation on \(\bar{G}_F\) if and only if (4.2) is true.

This circulation form suggests a strong tie between the topological features of a facial subdigraph \(\bar{G}_F\) and the algebraic features of its facial system \(\text{init}_F(\bar{f}_G)\). The rest of this paper is devoted to exploring this connection by leveraging the wealth of existing knowledge about the facet systems.

### 4.2. Tree solutions

With our focus fixed on facet systems, we now give an explicit parameterization for the possible solution sets to a given facet system. Before doing so, we state two immediate characterizations for the possible solution sets to a given facet system.

**Lemma 4.5.** For a proper face \(F \neq \emptyset\) of \(\bar{G}_G\) whose facial subdigraph \(\bar{G}_F\) consists of weakly connected components \(\bar{H}_1, \ldots, \bar{H}_\ell\), there exist faces \(F_1, \ldots, F_{\ell} \neq \emptyset\) of \(\bar{G}\) such that \(\bar{H}_i = \bar{G}_{F_i}\) and

\[
\text{init}_F(\bar{f}_{G_i})(\bar{x}) = \bar{0} \iff \text{init}_{F_i}(\bar{f}_{G_i})(x) = \bar{0} \quad \text{for each } i = 1, \ldots, \ell.
\]

**Lemma 4.6.** For a proper face \(F \neq \emptyset\) of \(\bar{G}_G\), let \(G' = G[G_F]\) and \(F'\) be the embedding of \(F\) in \(\bar{G}_{G'}\). Then \(\text{init}_{F'}(\bar{f}_{G'})\) has a \(C^*\)-zero if and only if \(\text{init}_F(\bar{f}_{G'})\) has a \(C^*\)-zero.

Together, these lemmas tell us that it is sufficient to focus on facial systems corresponding to facial subgraphs that are connected and spanning, which are exactly the facet systems.

**4.2. Tree solutions.** With our focus fixed on facet systems, we now give an explicit parameterization for the possible solution sets to a given facet system.

**Definition 4.7 (Tree solutions).** For a given facet \(F\) of \(\bar{G}_G\), let \(\bar{H} = \bar{G}_F\) be its facial subdigraph.

We fix a weak spanning tree \(\bar{T}\), i.e., a subdigraph \(\bar{T} \subseteq \bar{H}\) whose underlying undirected graph is a spanning tree of the underlying undirected graph of \(\bar{H}\). If \(\bar{T} \neq \bar{H}\), let \(\bar{v}_1, \ldots, \bar{v}_d\) be the columns of \(Q(\bar{T})\) corresponding to the directed edges in \(E(\bar{H}) \setminus E(\bar{T})\), as column vectors, and let \(\bar{\tau}_k = (Q(\bar{T})^{-1}\bar{v}_k)^\top\) for \(k = 1, \ldots, d\). We define the tree solution induced by \(\bar{T}\) to be

\[
x_{\bar{T}}(\lambda_1, \ldots, \lambda_d) = \left(\sum_{k=1}^d \lambda_k \bar{\tau}_k\right) \circ \bar{a}_{\bar{T}}^{-1} Q(\bar{T})^{-1}.
\]

**Example 4.8 (A tree solution for \(C_4\)).** Consider the graph \(G = C_4\) and the subgraph \(\bar{H}\) shown in Figure 4.1d. With the choice \(\bar{T} \subset \bar{H}\) such that \(E(\bar{T}) = \{(1,0), (1,2), (3,2)\}\), we have one directed edge in \(\bar{H}\) that is outside \(\bar{T}\), and it corresponds to the incidence vector \(\bar{v}_1 = [0 \ 0 \ 1]^\top\). Then

\[
\bar{\tau}_1 = (Q(\bar{T})^{-1}\bar{v}_1)^\top = \begin{bmatrix} 1 & 1 & 0 \\ 0 & -1 & -1 \\ 0 & 0 & 1 \end{bmatrix}^{-1} \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}^\top = [1 \ -1 \ 1].
\]

Therefore, the tree solution induced by \(\bar{T}\) is

\[
x_{\bar{T}}(\lambda_1) = \left(\frac{\lambda_1}{1} [1 \ -1 \ 1] \circ \frac{\lambda_1 a^{-1}_{10} \ a^{-1}_{12} \ a^{-1}_{32}}{a_{10} \ a_{12} \ a_{32}} \begin{bmatrix} 1 & 1 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \right)
= \left(\frac{\lambda_1 a^{-1}_{10} \ a^{-1}_{12} \ a^{-1}_{32}}{a_{10} \ a_{12} \ a_{32}}\right).
\]
Indeed, each tree solution provides a candidate solution in the sense that if $\text{init}_F(\vec{f}_G)$ has a $\mathbb{C}^*$-zero, then it must be given by $x_{\vec{T}}$ for any weak spanning tree $\vec{T}$.

**Lemma 4.9.** If $x$ is a $\mathbb{C}^*$-zero of $\text{init}_F(\vec{f}_G)$, then for any weak spanning tree $\vec{T}$ of $\vec{G}_F$, there exists $\lambda_1, \ldots, \lambda_d \in \mathbb{C}$ such that

$$x = x_{\vec{T}}(\lambda_1, \ldots, \lambda_d).$$

**Proof.** Let $\vec{H}$, $\vec{T}$, $\tau_1, \ldots, \tau_d$, $\bar{v}_1, \ldots, \bar{v}_d$, and $x_{\vec{T}}$ be those referenced in Definition 4.7. Suppose $x$ is a $\mathbb{C}^*$-zero of $\text{init}_F(\vec{f}_G)$. We shall arrange the columns/entries, so that

$$Q(\vec{H}) = \begin{bmatrix} \tilde{Q}(\vec{T}) & \bar{v}_1 & \cdots & \bar{v}_d \end{bmatrix} \quad \text{and} \quad a(\vec{H}) = \begin{bmatrix} a(\vec{T}) & \alpha_1 & \cdots & \alpha_d \end{bmatrix},$$

where $\alpha_1, \ldots, \alpha_d$ are the complex coupling coefficients on the directed edges corresponds to $\bar{v}_1, \ldots, \bar{v}_d$.

By Lemma 4.3, the circulation form of $\text{init}_F(\vec{f}_G)$ is

$$Q(\vec{H}) \left( x^{Q(\vec{H})} \circ a(\vec{H}) \right) = \left[ \begin{array}{c} \tilde{Q}(\vec{T}) \bar{v}_1 \cdots \bar{v}_d \\ x \bar{v}_1 \cdot \alpha_1 \\ \vdots \\ x \bar{v}_d \cdot \alpha_d \end{array} \right] = \vec{0}. \quad (4.4)$$

Since the null space of $\tilde{Q}(\vec{H})$ is spanned by $(\tau_1, -e_1)^\top, \ldots, (\tau_d, -e_d)^\top \in \mathbb{Z}^{n+d}$. There exist $\lambda_1, \ldots, \lambda_d \in \mathbb{C}$ such that

$$\sum_{k=1}^d \lambda_k \tau_k = x^{\tilde{Q}(\vec{T})} \circ a(\vec{T}). \quad (4.5)$$

The conclusion thus follow from the fact that the reduced incidence matrix $\tilde{Q}(\vec{T})$ is unimodular. $\blacksquare$

**Lemma 4.9** shows that any $\mathbb{C}^*$-zero of a facet system must be given by a tree solution. Indeed, (4.4) shows that with an additional condition, the converse is also true.

**Corollary 4.10.** Let $F$, $\vec{T}$, $x_{\vec{T}}$, and $\tau_1, \ldots, \tau_d$ be as in Definition 4.7, and let $\eta_i = [\tau_i, -e_i]$ and $\tilde{\eta}_i = \eta_i^\top$ for $i = 1, \ldots, d$. Then, for nonzero $\lambda_1, \ldots, \lambda_d$, the tree solution $x_{\vec{T}}(\lambda_1, \ldots, \lambda_d)$ is a solution to the facial system $\text{init}_F(\vec{f}_G)$ if and only if

$$\left( \sum_{k=1}^d \lambda_k \eta_k \right) \cdot a(\vec{H})^{-\eta} = 1 \quad \text{for each } i = 1, \ldots, d.$$ 

An elementary proof is included in the appendix for completeness. In the following we will provide a graph-theoretic interpretation of these algebraic conditions.

### 4.3. Exceptional coupling characterized by balancing conditions.

Now, we will show that the exceptional coupling coefficients with respect to a face are exactly those coefficients that satisfy “balancing” conditions on the corresponding face subdigraph.

Several distinct concepts that capture intricate balancing conditions on Kuramoto networks have been studied. Following this tradition, we will define “balanced networks”. Depending on the additional information we take into consideration, it has three layers of meanings.

**Definition 4.11.** We say an acyclic digraph $\vec{H}$, whose underlying graph is a cycle, is balanced if it contains an equal number of directed edges pointing clockwise and counterclockwise.
This definition implies that a balanced cycle must be an even cycle. In [10], it was shown that all facial subdigraphs of $C_N$ must be balanced. Figure 4.2 shows two subdigraphs of $C_4$, one balanced and one unbalanced.

In addition, if we take into consideration the weights on the directed edges, i.e. the coupling coefficients in our context, we can define a stronger notion of balanced cycle.

**Definition 4.12.** We say an acyclic digraph $\vec{H}$, whose underlying graph is $C_N$, is **balanced with respect to the weights** $K = \{k_{ij} \mid (i, j) \in E(\vec{H})\}$ if it is balanced (as in Definition 4.11) and

$$
\prod_{(i,j)\in E^+ (\vec{H})} k_{ij} = (-1)^{N/2} \prod_{(i,j)\in E^- (\vec{H})} k_{ij},
$$

where $E^+ (\vec{H})$ and $E^- (\vec{H})$ are the sets of edges pointing clockwise and counterclockwise, respectively.

**Example 4.13.** Continuing with the examples on subdigraphs of $C_4$, the digraph shown in Figure 4.2a is balanced with respect to $K = \{k_{ij}\}$ if and only if $k_{10}k_{32} = k_{12}k_{30}$.

It turns out that this balancing condition characterizes the exceptional coupling coefficients when the facial subgraph $G_F$ is a cycle.

**Proposition 4.14.** Let $F$ be a face of $\nabla_G$ such that $G_F$ is a cycle. Then the set of exceptional coupling coefficients with respect to $F$ is

$$
\mathcal{K}^o (\vec{G}_F) = \{ K \mid \vec{G}_F \text{ is balanced with respect to the weights assigned by } K\}.
$$

**Proof.** By Lemma 4.6, it is sufficient to assume that $G_F$ spans $G$. By Lemma 4.9, it is sufficient to consider the tree solution $x_\vec{T}(\lambda)$ (Definition 4.7) induced by a weak spanning tree $\vec{T}$ of $\vec{G}_F$.

Let $\vec{\eta}^\top \in \{+1, -1\}^{n+1}$ be a primitive basis vector for $\ker \hat{Q}(\vec{G}_F)$. Its entries give the orientations of the edges in $\vec{G}_F$. Since $\vec{G}_F$ must be edge-wise balanced (Definition 4.11), exactly half of the entries in $\vec{\eta}$ is $-1$. By Corollary 4.10, $x_\vec{T}$ parameterizes $\mathbb{C}^*$-zeros of $\text{init}_F (\hat{f}_G^2)$ if and only if

$$
1 = (\lambda \vec{\eta})^{\vec{\eta}} \cdot a(\vec{G}_F)^{-\vec{\eta}} = \vec{\eta}^{\vec{\eta}} \cdot a(\vec{G}_F)^{-\vec{\eta}} = (-1)^{N/2} a(\vec{G}_F)^{-\vec{\eta}} = (-1)^{N/2} \prod_{(i,j)\in E(\vec{G}_F)} k_{ij}^\sigma(i,j),
$$

where $\sigma(i,j) \in \{+1, -1\}$ are the entries in $\vec{\eta}$ and they indicate the orientations of the directed edge $(i,j)$ in $\vec{G}_F$. Rearranging factors here produces the desired equation (4.6).

For subdigraphs beyond cycles, more complicated balancing conditions are required to characterize the exceptional coupling coefficients. Indeed, we need all cycles in $G_F$ to be balanced with respect to a common circulation. Recall that a circulation on a digraph $\vec{H}$ is an assignment of weights on the edges $\eta = \{\eta_{ij} \mid (i,j) \in E(\vec{H})\}$ so that the sum of the incoming and outgoing weights are balanced on each node, i.e., for each $i = 1, \ldots, n$,

$$
\sum_{j \mid (j,i)\in E(\vec{H})} \eta_{ij} = \sum_{k \mid (i,k)\in E(\vec{H})} \eta_{ki}.
$$

Circulations correspond to a null vector of the reduced incidence matrix $\hat{Q}(\vec{H})$. As before, we allow complex weights to be used in circulations.
Definition 4.15. For an acyclic digraph $\bar{H}$, let $H$ be its underlying undirected graph, let $\{C_1, \ldots, C_d\}$ be the cycles in $H$, and let $\bar{C}_1, \ldots, \bar{C}_d < \bar{H}$ be their corresponding digraphs.

We say $(\bar{H}, K)$ is balanced with respect to a circulation $\eta = \{\eta_{ij} \neq 0 \mid (i, j) \in E(\bar{H})\}$ if $\bar{C}_1, \ldots, \bar{C}_d$ are balanced (in the sense of Definition 4.11), and

$$\Pi_{(i,j) \in E^+(\bar{C}_\ell)} k_{ij} \eta_{ij} = \Pi_{(i,j) \in E^-(\bar{C}_\ell)} k_{ij} \eta_{ij},$$

for each $\ell = 1, \ldots, d$, where $E^+(\bar{C}_k)$ and $E^-(\bar{C}_k)$ are the sets of directed edges of $\bar{C}_k$ in the counterclockwise and clockwise orientations, respectively.

Here, it is sufficient to restrict $\{C_1, \ldots, C_d\}$ to be a cycle basis of $H$. Also note that this definition takes into consideration both the weights on directed edges and a given circulation. It is a generalization of Definition 4.12 since the vector space of circulations is balanced with respect to a circulation $\eta$.

Example 4.16. Figure 4.3 shows a digraph with weighted edges. It is balanced with respect to a circulation $\eta = \{\eta_{ij}\}$ if

$$\frac{k_{50}k_{12}}{\eta_{50}\eta_{12}} = \frac{k_{10}k_{52}}{\eta_{10}\eta_{52}}$$

and

$$\frac{k_{52}k_{34}}{\eta_{52}\eta_{34}} = \frac{k_{54}k_{32}}{\eta_{54}\eta_{32}}.$$

This stronger balancing condition gives us the exact description for the exceptional coupling coefficients in the bridgeless cases. Recall, a bridge of a graph is an edge that is not contained in any cycle of the graph. A graph with no bridges is said to be bridgeless.

Theorem 4.17. Let $F$ be a face of $\nabla_G$.

• If $G_F$ contains a bridge, then $\mathcal{K}^o(G_F) = \emptyset$.

• If $G_F$ is bridgeless, then

$$\mathcal{K}^o(G_F) = \{K \mid \text{$\bar{G}_F$ is balanced with respect to a nonzero circulation on $G_F$}\}.$$  

Proof. We now consider the first case. If $G_F$ contains a bridge, then any null vector of $\hat{Q}(\bar{G}_F)$ contains a zero entry that corresponds to the bridge edge. By Lemma 4.9, the facial system $\text{init}_F(f_G^e)$ has no $\mathbb{C}^*$-zero for any nonzero choices of coefficients.

For the second case, as remarked earlier, we can assume $G_F$ is both connected and spanning. Fixing any weak spanning tree $\bar{T}$ for $\bar{G}_F$, we consider the tree solution $x_{\bar{T}}$ (Definition 4.7). Let $\tau_1, \ldots, \tau_d$ and $\eta = [\tau_{\ell}, -e_{d}]$ be those referenced in Corollary 4.10.

Suppose $(\bar{G}_F, K)$ is balanced with respect to a nonzero circulation $\eta = \{\eta_{ij}\}$. Then

$$\Pi_{(i,j) \in E^+(\bar{C}_\ell)} k_{ij} \eta_{ij} = \Pi_{(i,j) \in E^-(\bar{C}_\ell)} k_{ij} \eta_{ij},$$

i.e.,

$$1 = \Pi_{(i,j) \in E(\bar{C}_\ell)} \left(\frac{k_{ij}}{\eta_{ij}}\right)^{\sigma_{ij}},$$

for each $\ell = 1, \ldots, d$, where $\sigma_{ij} \in \{+1, -1\}$ indicate the orientation of the edge $(i, j)$ in $\bar{C}_\ell$.

Recall that $\eta_1, \ldots, \eta_d$ spans the vector space of circulations. So after arranging $\{\eta_{ij}\}$ into a row vector $\eta$ according to the edge ordering that is consistent with $\eta_1, \ldots, \eta_d$, there exist nonzero $\lambda_1, \ldots, \lambda_d$ such that $\eta = \lambda_1 \eta_1 + \cdots + \lambda_d \eta_d$. Combining this and the previous equation, we get

$$1 = \Pi_{(i,j) \in E(\bar{C}_\ell)} \left(\frac{k_{ij}}{\eta_{ij}}\right)^{\sigma_{ij}} = (\lambda_1 \eta_1 + \cdots + \lambda_d \eta_d)^{\bar{T}} a(\bar{G}_F)^{-\bar{T}}$$

for $\ell = 1, \ldots, d$. By Corollary 4.10, $\text{init}_F(f_{(G, K)}^e)$ has a $\mathbb{C}^*$-zero, and thus the coupling coefficients given by $K$ is among the exceptional coupling coefficients $\mathcal{K}^o(G_F)$.
Conversely, if \( K \in \mathcal{K}^0(\vec{G}_F) \), then, by Lemma 4.9, a \( \mathbb{C}^* \)-zeros of init\( F(\vec{f}^r_{(G,K)}) \) is given by the tree solution \( x_F(\lambda_1, \ldots, \lambda_d) \) (Definition 4.7) for some \( \lambda_1, \ldots, \lambda_d \neq 0 \). Moreover, by Corollary 4.10,

\[
1 = (\lambda_1 \eta_1 + \cdots + \lambda_d \eta_d)^\dagger a(\vec{G}_F)^{-\dagger} = \prod_{(i,j) \in E(\vec{C}_\ell)} \left( \frac{k_{ij}}{\eta_{ij}} \right)^{\sigma_{ij}},
\]

Since \( x_F(\lambda_1, \ldots, \lambda_d) \in (\mathbb{C}^*)^n \), \( \lambda_1, \ldots, \lambda_d \) are nonzero, and \( \eta = \lambda_1 \eta_1 + \cdots + \lambda_d \eta_d \) is a nonzero circulation on \( \vec{G}_F \). Therefore, \( (\vec{G}_F, K) \) is balanced with respect to the nonzero circulation \( \eta \).

Although Theorem 4.17 depends on the existence of a circulation, as Proposition 4.14 has shown, this balancing condition can be simplified in the case where \( \vec{G}_F \) is a cycle. We now consider one more case in which a similar simplification can be achieved.

**Proposition 4.18.** If a facial subdigraph \( \vec{G}_F \) is the graph union of \( \vec{C}_1, \ldots, \vec{C}_d \) whose underlying undirected graphs \( C_1, \ldots, C_d \) are independent cycles of \( G_F \) sharing a single edge, then \( \mathcal{K}^0(\vec{G}_F) \) consists of exactly the coupling coefficients for which

\[
1 = \sum_{\ell=1}^d (-1)^{|C_\ell|/2} \frac{\prod_{(i,j) \in E^+(\vec{C}_\ell)} k_{ij}}{\prod_{(i,j) \in E^-(\vec{C}_\ell)} \eta_{ij}},
\]

where \( E^+(\vec{C}_\ell) \) and \( E^-(\vec{C}_\ell) \) are the set of directed edges of \( \vec{C}_\ell \) in the two possible orientations, respectively, and the edge shared by \( C_1, \ldots, C_d \) is considered negatively oriented.

**Proof.** Recall that the face subgraph \( G_F \) must be bipartite (Theorem 2.3) and therefore the cycles \( C_1, \ldots, C_d \) must be even.

Suppose \( K = \{k_{ij}\} \) is in \( \mathcal{K}^0(\vec{G}_F) \), then by Theorem 4.17, there exists a circulation \( \eta = \{\eta_{ij} \neq 0\} \) on \( \vec{G}_F \) satisfying (4.7). Let \( m_\ell = |C_\ell| - 1 \), then the space of circulations is spanned by vectors

\[
\eta_\ell = \begin{bmatrix}
\sum_{j=1}^{\ell-1} m_j & \cdots & \sum_{j=\ell+1}^d m_j \\
0 & \cdots & 0 & -1
\end{bmatrix}
\]

for \( \ell = 1, \ldots, d \)

corresponding to the cycles \( C_1, \ldots, C_d \). Therefore, when viewed as a vector, \( \eta \) can be expressed as

\[
\eta = \sum_{i=1}^d \lambda_i \eta_i = \begin{bmatrix} \lambda_1 \tau_1 & \cdots & \lambda_d \tau_d & -(\lambda_1 + \cdots + \lambda_d) \end{bmatrix}
\]

for some \( \lambda_i \in \mathbb{C}^* \) such that \( \lambda_1 + \cdots + \lambda_d \neq 0 \). We can verify that, along each cycle \( C_\ell \), we have

\[
\prod_{(i,j) \in E^+(\vec{C}_\ell)} k_{ij} / \prod_{(i,j) \in E^-(\vec{C}_\ell)} \eta_{ij} = \prod_{(i,j) \in E^+(\vec{C}_\ell)} k_{ij} / \prod_{(i,j) \in E^-((\vec{C}_\ell}) k_{ij} = \frac{\prod_{(i,j) \in E^+(\vec{C}_\ell)} k_{ij}}{(\lambda_1 + \cdots + \lambda_d)^{m_\ell}} \frac{1}{\lambda_\ell^{(m_\ell+1)/2}}
\]

the equality between the two (equation (4.7)) thus implies that

\[
(-1)^{(m_\ell+1)/2} \prod_{(i,j) \in E^+(\vec{C}_\ell)} k_{ij} / \prod_{(i,j) \in E^-((\vec{C}_\ell}) k_{ij} = \frac{\lambda_\ell}{(\lambda_1 + \cdots + \lambda_d)}
\]

for \( \ell = 1, \ldots, d \).

Summing over \( \ell = 1, \ldots, d \) thus produce the desired equality.

To prove the converse, we adopt the notation

\[
P_\ell = \prod_{(i,j) \in E^+(\vec{C}_\ell)} k_{ij} \quad N_\ell = \prod_{(i,j) \in E^-((\vec{C}_\ell}) k_{ij} \quad t_\ell = (-1)^{|C_\ell|/2} P_\ell / N_\ell
\]
for each $\ell = 1, \ldots, d$. Assuming $\sum_{t=1}^{d} (-1)^{|C|_{\ell}/2} \frac{P_{\ell}}{N_{t}} = t_{1} + \cdots + t_{d} = 1$, we want to show that there is a nonzero circulation $\eta$ on $\tilde{G}$ that satisfies (4.7). Let $e \in E(\tilde{G})$ be the shared edge, which is the only edge shared by the cycles, so we have a well-defined assignment $\eta = \{\eta_{ij}\}$, given by

$$
\eta_{ij} = \begin{cases} 
  t_{\ell} & \text{if } e_{ij} \in E^{+}(\tilde{C}_{\ell}) \\
  -t_{\ell} & \text{if } e_{ij} \in E^{-}(\tilde{C}_{\ell}) \setminus \{e\} \\
  -1 & \text{if } (i, j) = e
\end{cases}
$$

which, by assumption, gives a valid nonzero circulation on $\tilde{G}$. Thus, we can verify (4.7) via

$$
\prod_{(i, j) \in E^{+}(\tilde{C}_{\ell})} \frac{k_{ij}}{\eta_{ij}} = \frac{P_{\ell}}{|C|_{\ell}/2} = \frac{P_{\ell}}{|C|_{\ell}/2 - 1} = \frac{N_{t}}{(-1)^{|C|_{\ell}/2 - 1}} = \prod_{(i, j) \in E^{-}(\tilde{C}_{\ell})} \frac{k_{ij}}{\eta_{ij}}
$$

**Example 4.19 (Simplified balancing condition for Figure 4.3).** Through this formulation, the balancing condition given in (4.8) for the digraph shown in Figure 4.3 can be simplified into

$$
\frac{k_{50}k_{12}}{k_{52}k_{10}} + \frac{k_{54}k_{32}}{k_{52}k_{34}} = 1.
$$

**4.4. Examples of global descriptions of exceptional coupling coefficients.** The previous section gave an explicit description of the set of exceptional coupling coefficients with respect to a given face $F$ of $\nabla_{G}$. The global description of the exceptional coupling coefficients $K^\circ(G)$ can therefore be obtained as the union of these local contributions from each face. We conclude this section with concrete descriptions of $K^\circ(G)$ for families of graphs. First, note that many faces of $\nabla_{G}$ have no contribution to $K^\circ(G)$. Combining Theorem 2.3 and Theorem 4.17, we get the following topological constraints on the faces with potentially nontrivial contribution to $K^\circ(G)$.

**Proposition 4.20.** Let $\Phi$ be the set of nontrivial proper faces of $\nabla_{G}$ with facial subgraphs that are bridgeless and maximally bipartite in their induced subgraphs. Then

$$
K^\circ(G) = \bigcup_{F \in \Phi} K^\circ(\tilde{G}_{F}).
$$

From this, we can derive a stronger root counting result for networks with no even cycles.

**Corollary 4.21.** If $G$ contains no even cycles, then $\tilde{f}_{(G, K, \tilde{w})}$ is Bernshtein-general, and its number of isolated $\mathbb{C}^{*}$-zeros, counted with multiplicity, equals the Vol($\nabla_{G}$) for any real or complex natural frequencies $\tilde{w}$ and any real of complex nonzero coupling coefficients $K = \{k_{ij}\}$.

In particular, for odd cycles and trees, we can use the results from [11] to derive an exact root count for any Kuramoto network.

**Corollary 4.22.** If $G = T_N$ is a tree with $N$ nodes then $\tilde{f}_{(G, K, \tilde{w})}$ has $2^{N-1}$ $\mathbb{C}^{*}$-zeros, counting multiplicity, for any choices of real or complex natural frequencies $\tilde{w}$ and any choices of real or complex nonzero coupling coefficients $K = \{k_{ij}\}$.

**Corollary 4.23.** If $G = C_N$ is an odd cycle then $\tilde{f}_{(G, K, \tilde{w})}$ has $N \left(\frac{N-1}{2}\right) \mathbb{C}^{*}$-zeros, counting multiplicity, for any choices of real or complex natural frequencies $\tilde{w}$ and any choices of real or complex nonzero coupling coefficients $K = \{k_{ij}\}$.

For even cycles, we can explicitly state degeneracy conditions in terms of balanced networks.

**Corollary 4.24.** If $G$ is an even cycle, then for any real or complex $\tilde{w}$, the following are equivalent:

1. the isolated $\mathbb{C}^{*}$-root count of $\tilde{f}_{(G, K, \tilde{w})}$, counted with multiplicity, is strictly less than Vol($\nabla_{G}$);
2. $(G, K)$ has a subnetwork that is balanced with respect to weights $K$ (Definition 4.12).
Note that by Lemma 2.1, any result for cycle graphs extends to unicycle graphs, i.e. graphs that contain a unique cycle.

Example 4.25 (The 4-cycle case). Consider the case of \( G = C_4 \). As shown in [11, Theorem 16] and Theorem 3.5, for generic choices of \( \vec{w} \) and \( K, \vec{f}_G \) has 12 \( \mathbb{C}^* \)-zeros. This is the adjacency polytope bound. With the choice of \( \vec{w} \) remain generic, we will illustrate the conditions given Corollary 4.24. \( C_4 \) has up to 6 balanced subnetworks supported by the digraphs shown in Figure 4.4 and their transposes. With these, we have the following decomposition of the coupling coefficients:

1. Consider the 1-dimensional “balancing variety” defined by the binomial system

\[
\begin{cases}
  k_{10}k_{12}k_{32}^{-1}k_{30}^{-1} = 1 \\
  k_{10}k_{12}^{-1}k_{32}^{-1}k_{30} = 1 \\
  k_{10}k_{12}^{-1}k_{32}k_{30}^{-1} = 1,
\end{cases}
\]

(4.10)

which will produce all 6 balanced subnetworks. It can be parameterized by

\[
k_{10} = k_{12} = k_{32} = k_{30} = s,
\]

for \( s \in \mathbb{C}^* \). Numerical computation shows that generic choice of \( s \in \mathbb{C}^* \) produces an algebraic Kuramoto system \( \vec{f}_G \) with only 6 \( \mathbb{C}^* \)-zeros. Moreover, taking \( s = 1 \) and \( w_1 = 1.1, w_2 = -2.1, w_3 = 1 \), all six \( \mathbb{C}^* \)-zeros can be real.

2. There are three 2-dimensional balancing varieties, all containing the 1-dimensional variety defined in (4.10), which are defined by two out of the three equations from this system, i.e.,

\[
\begin{cases}
  k_{10}k_{12}k_{32}^{-1}k_{30}^{-1} = 1 \\
  k_{10}k_{12}^{-1}k_{32}^{-1}k_{30} = 1 \\
  k_{10}k_{12}^{-1}k_{32}k_{30}^{-1} = 1,
\end{cases}
\]

or

\[
\begin{cases}
  k_{10}k_{12}^{-1}k_{32}^{-1}k_{30} = 1 \\
  k_{10}k_{12}^{-1}k_{32}k_{30}^{-1} = 1 \\
  k_{10}k_{12}k_{32}k_{30}^{-1} = 1,
\end{cases}
\]

each producing 4 balanced subnetworks. The first, for example, can be parameterized as

\[
k_{10} = s \quad k_{12} = t \quad k_{32} = \pm t \quad k_{30} = \pm s \quad \text{for } (s, t) \in (\mathbb{C}^*)^2.
\]

The other two can be parameterized similarly. Numerical computations suggest that generic \( (s, t) \) produce algebraic Kuramoto systems having 8 solutions. Moreover, taking \( s = 1, t = -1.001, w_1 = 1.1, w_2 = -2.1, w_3 = 1 \) all 8 solutions can be real.

3. There are three 3-dimensional balancing varieties defined by binomial equations

\[
\begin{cases}
  k_{10}k_{12}k_{32}^{-1}k_{30}^{-1} = 1 \\
  k_{10}k_{12}^{-1}k_{32}^{-1}k_{30} = 1 \\
  k_{10}k_{12}^{-1}k_{32}k_{30}^{-1} = 1,
\end{cases}
\]

each producing 2 balanced subnetworks. The first of the three can be parameterized by

\[
k_{10} = s \quad k_{12} = u/s \quad k_{32} = t \quad k_{30} = u/t,
\]

for \( (s, t, u) \in (\mathbb{C}^*)^3 \). The other two can be parameterized similarly. Numerical experiments show that a generic choice of coupling coefficients on one of these varieties gives 10 \( \mathbb{C}^* \)-zeros. Moreover, with \( u = 1.01, s = 1, t = -1.001, w_1 = 1.1, w_2 = -2.1, w_3 = 1 \), all zeros are real.
4. The remaining choices of $K$, form a Zariski-dense subset in the space of all coupling coefficients for $C_4$, and define an algebraic Kuramoto system with 12 $\mathbb{C}^*$-zeros.

Under the assumption that $\vec{w}$ is generic, there are no other possibilities. Interestingly, with special choices of $\vec{w}$, the same conditions on exceptional coupling coefficients will produce positive-dimensional solutions. This behavior is explored in Example 5.4.

**Example 4.26.** We now consider a graph $G$ formed as two 4-cycles sharing one edge as in Figure 4.3. The geometry of the adjacency polytope for this and similar graphs was studied in detail by D’Ali, Delucchi, and Michałek [15] and the related work [12]. By treating each cycle as a copy of $C_4$, the equations from Example 4.25 with respect to the cycles on vertices $\{v_0, v_1, v_2, v_5\}$ and $\{v_2, v_3, v_4, v_5\}$ apply here as well. In addition, 9 equations define other patches of $K^c(G)$:

$$
\begin{align*}
   k_{50}k_{12} + k_{54}k_{32} &= 1, \\
   k_{52}k_{10} + k_{52}k_{34} &= 1, \\
   k_{01}k_{12} + k_{54}k_{32} &= 1, \\
   k_{52}k_{05} + k_{52}k_{34} &= 1, \\
   k_{01}k_{50} + k_{52}k_{34} &= 1, \\
   k_{52}k_{12} + k_{52}k_{34} &= 1,
\end{align*}
$$

They correspond to the 9 transpose-pairs of maximally bipartite balanced digraphs in $G$, and each defines a subset of exceptional coupling coefficients of co-dimension 1.

5. **Positive-dimensional solutions for homogeneous networks.** The previous section explored structure of the exceptional coupling coefficients. We now turn our attention to the interesting role played by the natural frequencies $\vec{w}$. Indeed positive-dimensional zero sets for the algebraic Kuramoto equations that can appear when both $K$ and $\vec{w}$ are chosen to be special values. They represent synchronization configurations that have at least one degree of freedom (even after fixing a rotational frame). In this section, we add to the existing literature on constructions of positive-dimensional zero sets for the Kuramoto equations [1, 14, 20, 29, 35] and characterize conditions under which they arise. We focus on the most widely studied case of homogeneous oscillators, i.e., $\vec{w} = w\vec{1}$ for some real or complex constant $w$. They correspond to Kuramoto systems (2.3) with zero constant terms. Therefore, without loss of generality we will fix $w_i = 0$ for each $i = 0, \ldots, n$ in this section and use the notation $(G, K, \vec{0})$ for a Kuramoto network of homogeneous oscillators.

It is worth reiterating that positive-dimensional $\mathbb{C}^*$-zero sets for the algebraic Kuramoto system can only occur when the vector of coupling coefficients is in the set of exceptional coupling coefficients and hence the system is not Bernstein-general.

**Corollary 5.1.** For a connected graph $G$, if the $\mathbb{C}^*$-zero set of the algebraic Kuramoto system $\tilde{f}_{(G,K)}$ is positive-dimensional, then $K \in K^c(G)$.

Under the assumption that the oscillators are homogeneous, we now study the additional topological and algebraic conditions that guarantee the existence of positive-dimensional zero sets.

We start our investigation with bipartite networks for which positive-dimensional solutions can be constructed as restrictions of tree solutions (Definition 4.7) derived from certain facet subdigraphs. This is because when $G$ is bipartite, Theorem 2.3 gives that $G$ itself is a facet subgraph, i.e., there exists a $F \in \mathcal{F}(\vec{v}_G)$ such that $G = G_F$. In this case, $\vec{v}_G = \{0\} \cup F \cup (-F)$. That is, $F$ and $-F$ contain the exponent vectors of all terms, and then the algebraic Kuramoto system can be expressed in the simple form

$$
\tilde{f}_G(x) = -\tilde{Q}(\vec{G}_F)(x^{\tilde{Q}(\vec{G}_F)} \circ \alpha(G))^\top + \tilde{Q}(\vec{G}_F)(x^{-\tilde{Q}(\vec{G}_F)} \circ \alpha(G))^\top.
$$

Note that the two terms are the circulation forms of init$_F(\tilde{f}_G)$ and init$_{-F}(\tilde{f}_G)$, respectively.

In the previous section, we constructed tree solutions (Definition 4.7) for which the first term of (5.1) vanishes under the assumption that $K \in K^c(G)$. Our strategy now is to impose additional
topological and algebraic conditions so that the second term of (5.1) also vanishes, and then the tree solution parameterizes a positive-dimensional solution for the entire system. Of course, this strategy is unlikely going to parameterize the entire positive-dimensional solution set. But, as we will demonstrate, it is applicable for a surprisingly large family of graphs.

5.1. Cycles. We first consider cycle networks. In this context, Corollary 4.24 can be paraphrased as the following necessary condition for the existence of positive-dimensional zero sets.

Proposition 5.2. Let $G = C_N$. If, for a choice of $K$ and $\vec{w}$, the $\mathbb{C}^*$-zero sets of $\vec{f}_{(G,K,\vec{w})}$ is positive-dimensional, then $N$ is even and $(G,K)$ contains a balanced subnetwork (Definition 4.12).

We now show that with the additional assumptions that the oscillators are homogeneous and the coupling coefficients on edges are among $\{\pm k\}$ for a $k \neq 0$, the converse is also true.

Proposition 5.3 (Non-isolated $\mathbb{C}^*$-zero set for even cycles). Let $G = C_N$ for an even $N > 2$. Then there exists a choice of coupling coefficients $K$ for which the algebraic Kuramoto system $\vec{f}_{(G,K,\vec{w})}$ has infinitely many $\mathbb{C}^*$-solutions. Specifically, for a fixed $k \in \mathbb{C}^*$ any choice of $k_{ij} \in \{\pm k\}$ with

- an even number of negative choices if $N \equiv 0 \mod 4$,
- an odd number of negative choices if $N \equiv 2 \mod 4$, the $\vec{f}_{(G,K,\vec{w})}$ derived from a homogeneous network has a positive-dimensional $\mathbb{C}^*$-zero set, which contains the image of $\vec{x}_{\vec{f}}$ (Definition 4.7), for $\vec{T} < G$. Moreover, if $k \in \mathbb{R} \setminus \{0\}$, the corresponding transcendental Kuramoto system has a positive-dimensional real zero set.

Note that the conditions given here can be stated more succinctly: It is equivalent to saying $G$ contains a balanced subnetwork and the coupling coefficients are among $\{\pm k\}$.

Proof. Let $\vec{H}$ be an balanced subdigraph (Definition 4.11) of $C_N$. Then the assumption ensures that $\vec{H}$ is balanced with respect to $K$.

Fix any weak spanning tree $\vec{T}$ of $\vec{H}$ and let $\vec{x}_{\vec{T}}$ be the induced tree solution defined in Definition 4.7. With a straightforward calculation, we verify

$$Q(\vec{H}) \left( \vec{x}_{\vec{T}}(\lambda)^{-Q(\vec{H})} \circ a(\vec{H}) \right) = Q(\vec{H}) \left( (\lambda \cdot \eta \circ a(\vec{H}))^{-I} \circ a(\vec{H}) \right) = Q(\vec{H}) \left( -\frac{k^2}{4\lambda} \cdot \eta \right)^T = \vec{0}.$$ 

Combined with the calculation above, we see that $\vec{f}_G(\vec{x}(\lambda)) = \vec{0}$ for all $\lambda \in \mathbb{C}^*$ and thus the $\mathbb{C}^*$-zero set of $\vec{f}_G = \vec{0}$ is positive-dimensional.

Finally, by restricting $\lambda \in \mathbb{C}^*$ to the unit circle $S^1$, and $k \in \mathbb{R}$, the $\mathbb{C}^*$-orbit constructed here produces a 1-dimensional real zero set to the original transcendental Kuramoto system (2.2).

Example 5.4 (4-cycle, again). For $G = C_4$, as noted in Example 4.25, there can be as many as 6 balanced subnetworks, depending on the choices of coupling coefficients. They come in three pairs corresponding to reversing the orientation of all arcs. A representative of each pair is shown in Figure 4.4. Each pair of balanced subnetworks produces an one-dimensional $\mathbb{C}^*$-zero set of $\vec{f}_G$ through the formula given in Proposition 5.3.

1. Consider the first subdigraph $\vec{H}_1$ in Figure 4.4. It is balanced if $k_{10}k_{32} = k_{12}k_{30}$. Then with the choice of $\vec{T}_1$ having arcs $(1,0),(1,2),(3,0)$, we can compute

$$Q(\vec{T}_1) = \begin{bmatrix} +1 & +1 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & +1 \end{bmatrix}, \\ Q(\vec{T}_1)^{-1} = \begin{bmatrix} +1 & 0 & +1 \\ 0 & -1 & 0 \\ 0 & 0 & +1 \end{bmatrix}, \\ \eta_{\vec{T}_1} = [-1, +1, +1],$$

where the notation is as in Proposition 5.3. Then the function $\vec{x} : C^* \to (\mathbb{C}^*)^3$, given by

$$\vec{x}(\lambda) = (\lambda \cdot \eta_{\vec{T}_1} \circ [a_{10} a_{12} a_{30}]^{-I} Q(\vec{T}_1)^{-1}) \begin{bmatrix} -\frac{2i\lambda}{k_{10}} \\ -\frac{k_{12}}{k_{10}} \\ \frac{2i\lambda}{k_{30}} \end{bmatrix}$$

has image inside the $\mathbb{C}^*$-zero set of $\vec{f}_{C_4}$. In other words, the function

$$\vec{x}(\lambda) = [-2i\lambda/k_{10} \\ -k_{12}/k_{10} \\ +2i\lambda/k_{30}]$$

for $k_{10}k_{32} = k_{12}k_{30}$.
parameterizes the open part of an one-dimensional orbit in the $C^*$-zero set of $\tilde{f}_{C_4}$. In the special case when $k_{ij} = 1$, this one-dimensional orbit is balanced in the sense of [35, Definition 3.1] and [35] provides analysis of the stability and geometry of such orbits.

2. The second subnetwork $\tilde{H}_2$ in Figure 4.4 is balanced if $k_{10} k_{30} = k_{12} k_{23}$. With $\tilde{T}_2 < \tilde{H}_2$ given by arcs $(1,0), (1,2), (0,3)$ and by following the construction above, we have

$$x(\lambda) = \left[ +2i\lambda/k_{10} - k_{12}/k_{10} + k_{03}/2i\lambda \right] \quad \text{if} \quad k_{10} k_{30} = k_{12} k_{23}$$

whose image is in the $C^*$-zero set of $\tilde{f}_{C_4}$ for any $\lambda \in \mathbb{C}^*$. Note that even in the special case of $k_{ij} = 1$, this orbit is not balanced (in the sense of [35, Definition 3.1]) for $\lambda \neq 1$.

3. Finally, the third subnetwork $\tilde{H}_3$ in Figure 4.4 is balanced if $k_{10} k_{12} = k_{32} k_{30}$. With the choice $\tilde{T}_3 < \tilde{H}_3$, and following the construction above, we have

$$x(\lambda) = \left[ +k_{01}/2i\lambda - k_{01} k_{12} / 4\lambda^2 - k_{03}/2i\lambda \right] \quad \text{if} \quad k_{10} k_{12} = k_{32} k_{30}$$

whose image is in the $C^*$-zero set of $\tilde{f}_{C_4}$ for any $\lambda \in \mathbb{C}^*$. This orbit is more interesting as all three complex phase variables $x_1, x_2, x_3$ are nonconstant relative to the reference phase $x_0 = 1$. It is also not balanced (in the sense of [35, Definition 3.1]).

Moreover, if the coupling coefficients satisfy the condition $k^2(C_4) = c^2 \cdot 1$ for some $c \in \mathbb{R}$, then each of the three $C^*$-orbits contains a one-real-dimensional component in the real torus $(S^1)^3$.

Indeed, by the restriction $\lambda = \frac{c\theta}{2\pi}$, the three orbits constructed above reduce to parameterized zero sets of one real-dimension inside the real torus. If we define

$$\sigma^i_{\ell m} = \begin{cases} 0 & \text{if } k_{ij}/k_{\ell m} > 0 \\ \pi & \text{otherwise,} \end{cases} \quad \text{and} \quad \sigma^i = \begin{cases} 0 & \text{if } k_{ij} > 0 \\ \pi & \text{otherwise,} \end{cases}$$

then the three potential real orbits can be expressed as

$$\begin{align*}
\theta_1 &= t + \pi + \sigma^{10} \\
\theta_2 &= \pi + \sigma^{12} \\
\theta_3 &= t + \sigma^{30} \\
\end{align*}$$

if $k_{10} k_{32} k_{12} k_{30} = 1$, and

$$\begin{align*}
\theta_1 &= \sigma^{10} + t \\
\theta_2 &= \pi + \sigma^{21} \\
\theta_3 &= \sigma^{30} - t \\
\end{align*}$$

if $k_{10} k_{30}/k_{12} k_{23} = 1$, and

$$\begin{align*}
\theta_1 &= \sigma^{10} - t \\
\theta_2 &= \sigma^{12} - 2t \\
\theta_3 &= \pi + \sigma^{30} - t \\
\end{align*}$$

if $k_{10} k_{12}/k_{32} k_{30} = 1$.

with $\theta_0 = 0$. It is easy to see if $k_{ij}$’s are identical, then all three real orbits exist. Moreover, these three orbits intersects at a singular point $(\theta_0, \theta_1, \theta_2, \theta_3) = (0, \pi/2, \pi, \pi/2)$. These positive-dimensional solution sets have been studied in [20, 29, 35]. In particular, [35, Section 5.2] provides a topological analysis for the orbits. In Example 5.4, we showed they can also be derived systematically from balanced subnetworks.

5.2. Multiple even cycles sharing one edge. We now show that $\tilde{f}_G$ can have positive-dimensional zero sets if $G$ is a graph consisting of multiple even cycles sharing a single edge (e.g., Figure 5.1a).

Proposition 5.5. Suppose $G$ consists of $d$ independent even cycles $C_1, \ldots, C_d$ that share a single edge $e$, then with the choice of the coupling coefficients

$$k_{ij} = \begin{cases} sd & \text{if } \{i, j\} = e \\ s & \text{otherwise,} \end{cases}$$

for any $s \in \mathbb{C}^*$, and homogeneous natural frequencies $\vec{w} = w \cdot \vec{1}$ for any $w \in \mathbb{C}^*$, the algebraic Kuramoto system $\tilde{f}_G$ derived from the network $(G, K, w \cdot \vec{1})$ has a positive-dimensional $C^*$-zero set.

Proof. Since $G$ is bipartite, by Theorem 2.3, there exists a facet $F$ of $\tilde{\nabla}_G$ such that $G_F = G$, and thus $\tilde{\nabla}_G = \{\emptyset\} \cup F \cup (-F)$. Consequently,

$$\tilde{f}_G(x) = \tilde{Q}(\vec{G}_F)(x(\lambda)\tilde{Q}(\vec{G}_F) \circ a(\vec{G}_F))^\top + \tilde{Q}(\vec{G}_{-F})(x(\lambda)\tilde{Q}(\vec{G}_{-F}) \circ a(\vec{G}_{-F}))^\top.$$
Let $T$ be a spanning tree of $G$ that contains $e$, and let $\bar{T}$ be the corresponding subdigraph such that $\bar{T} < \bar{G}_F$. Consider the tree solution (Definition 4.7)

$$x_T(\lambda_1, \ldots, \lambda_d) = \left( \sum_{k=1}^{d} \lambda_k \tau_k \right) \circ a_T^{-1}$$

where each vector $\tau_k$ contains coefficients with which an edge in $\mathcal{E}(\bar{H}) \setminus \mathcal{E}(\bar{T})$ can be written as a linear combination of edges in $\bar{T}$. To prove the existence of positive-dimensional components, it is sufficient to restrict our attention to the case $\lambda = \lambda_1 = \ldots = \lambda_d$, i.e., the nonconstant function

$$x(\lambda) := x_T(\lambda, \ldots, \lambda) = \left( \lambda \left( \sum_{k=1}^{d} \tau_k \right) \circ a_T^{-1} \right)^{Q(\bar{T})^{-1}} = \left[ \lambda \cdot \eta_T \circ a_T^{-1} \right]^{Q(\bar{T})^{-1}}$$

in which the first $n-1$ entries of $\eta_T$ are $\pm 1$, and its $n$-th entry is $\pm d$. By Proposition 4.18,

$$Q(\bar{G}_F)(x(\lambda) \cdot a(\bar{G}_F))^\top = 0 \quad \text{for any } \lambda \in \mathbb{C}^*$$

It remains to show $Q(\bar{G}_F)(x(\lambda) \cdot a(\bar{G}_F))^\top = 0$. Since $a(\bar{T}) = \frac{k(\bar{T})}{\lambda^2} = [s \ldots s sd]$, $\lambda^{-Q(\bar{T})} \cdot a(\bar{T}) = (\lambda \cdot \eta_T \circ a(\bar{T})^{-1})^{-1} \cdot a(\bar{T}) = \lambda^{-1} \eta_T^{-1} \circ \left[ \frac{s^2}{4} \ldots \frac{s^2}{4} \right] = \frac{s^2}{4} \eta_T$

Moreover, by construction, $x(\lambda)^{\bar{e}_i} \cdot a(e_i) = \lambda u_i$ for $i = 1, \ldots, d$. Therefore,

$$x(\lambda)^{\bar{e}_i} \cdot a(e_i) = \lambda^{-1} a^2(e_i) u_i^{-1} = \frac{s^2}{4} u_i$$

since $u_i \in \{\pm 1\}$. This shows that

$$x(\lambda)^{Q(\bar{G}_F)} \circ a(\bar{G}_F) = [x(\lambda)^{Q(\bar{T})} \circ a(\bar{T}) \cdot x(\lambda)^{\bar{e}_i} \cdot a(e_i) \cdot x(\lambda)^{-\bar{e}_2} \cdot a(e_1)] = \frac{s^2}{4} \cdot \eta$$

Consequently, $f_G(x(\lambda)) = 0$ for any $\lambda \in \mathbb{C}^*$, i.e., the $\mathbb{C}^*$-zero set of $f_G$ is positive-dimensional.

**Example 5.6.** Consider the network shown in Figure 5.1a. We fix the facet

$$F = \text{conv} \{ \bar{e}_1, \bar{e}_2, \bar{e}_1 - \bar{e}_2, \bar{e}_3 - \bar{e}_2, \bar{e}_3 - \bar{e}_4, \bar{e}_5 - \bar{e}_4, \bar{e}_5 \} \subset \mathbb{R}^5$$

whose facet subdigraph is shown in Figure 5.1b. We also fix a choice of $\bar{T} < \bar{G}_F$ shown in Figure 5.1c. With this choice and the ordering of the arcs $(1,0), (1,2), (3,2), (5,0), (1,4), (3,4), (5,4)$, we have

$$\bar{\Omega}(\bar{T}) = \begin{bmatrix} 1 & 1 & 0 & 0 & 0 \\ 0 & -1 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \end{bmatrix}, \quad \bar{\Omega}(\bar{T})^{-1} = \begin{bmatrix} 1 & 1 & 1 & 0 & 0 \\ 0 & -1 & -1 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & -1 \end{bmatrix}, \quad \bar{\eta}_1 = \begin{bmatrix} 0 \\ 1 \\ 0 \\ +1 \\ 0 \end{bmatrix}, \quad \bar{\eta}_2 = \begin{bmatrix} -1 \\ 0 \\ 0 \\ +1 \\ 0 \end{bmatrix}.$$
We also define:
\[ \eta = \eta_1^T + \eta_2^T = [-1 \ -1 \ +1 \ +1 \ +2 \ -1 \ -1] \quad \text{and} \quad \eta_T = [-1 \ -1 \ +1 \ +1 \ +2]. \]

We then verify that the construction \( x(\lambda) = (\lambda \cdot \eta_T \circ a(T)^{-1})\tilde{Q}(T)^{-1} \) above produces
\[
(\lambda \begin{bmatrix} -1 & -1 & +1 & +1 & +2 \end{bmatrix} \circ \left[ \frac{s}{2} \ \frac{s}{2} \ \frac{s}{2} \ \frac{2s}{5} \ \frac{2s}{5} \right]^{-1} \tilde{Q}(T)^{-1} = [-\frac{2a}{s} \ +1 \ +\frac{2a}{s} \ -1 \ -\frac{2a}{s}],
\]
which parameterizes a one-dimensional \( \mathbb{C}^* \)-zero of \( \tilde{f}_C \). Moreover, by choosing \( \lambda(t) = \frac{s e^{i t}}{2} \), \( x \in (S^1)^5 \) for any \( t \in \mathbb{R} \), \( \log(x) \) produces the one-dimensional real zero set
\[
(\theta_0, \theta_1, \theta_2, \theta_3, \theta_4) = (0, t + \pi, 0, t, t)
\]
for the transcendental Kuramoto system (2.2) derived from the network in Figure 5.1a.

### 5.3. Homogeneous networks with uniform coupling coefficients

We now consider the special case of networks with uniform coupling coefficients \( (k_{ij} \text{ are all identical}) \). Without loss of generality, we fix \( k_{ij} = 1 \) and use the notation \( (G, 1, \hat{0}) \) to denote such a homogeneous and uniform network. In this case, the conditions for the exceptionality of coupling coefficients and the existence of positive-dimensional zero sets become topological constraints. We conclude this section by listing a few families of graphs on which a homogeneous Kuramoto network with uniform coupling coefficients has a positive-dimensional set of synchronization configurations.

\( G = C_{4m} \) for an integer \( m \geq 1 \) is a sufficient condition for having a positive-dimensional zero set. Its existence was first established in [29]. From the framework developed in this paper, we can also construct such a 1-dimensional curve in the solution set using Proposition 5.3, since \( (C_{4m}, 1, \hat{0}) \) is a balanced cycle. Interestingly, this particular positive-dimensional zero set, derived from \( C_{4m} \), can be extended directly to a large family of networks.

**Proposition 5.7.** Suppose \( G \) contains a cycle \( C = C_{4m} \) for an \( m \geq 2 \). Let \( V^+ \cup V^- = V(C) \) be the partition of \( C \) as a bipartite graph. If any path in \( G \) connecting nodes in \( V^+ \) and \( V^- \) includes at least one edge in \( C \) then \( \tilde{f}_{(G,1,\hat{0})} \) has a positive-dimensional \( \mathbb{C}^* \)-zero set. Moreover, the corresponding transcendental Kuramoto system has a positive-dimensional real zero set.

**Proof.** Without loss of generality, we can assume that node 0 is in \( C \) and 0 \( \notin V^- \). According to Proposition 5.3, there is a 1-dimensional solution to the subsystem \( \tilde{f}_{(G,1,\hat{0})} \) given by
\[
x_i(\lambda) = \begin{cases} 
\pm \lambda & \text{if } i \in V^+ \\
\pm 1 & \text{if } i \in V^- \end{cases}
\]
where the signs depend the choice of the weak spanning tree of \( C \) from which this is derived.

By assumption, each node outside \( C \) is either connected to nodes in \( V^+ \) or \( V^- \) through edges outside \( C \). We label these two sets of nodes as \( U^+ \) and \( U^- \) respectively, and we define
\[
x_i(\lambda) = \begin{cases} 
\lambda & \text{if } i \in U^+ \\
1 & \text{if } i \in U^- \end{cases}
\]
Then in both cases of \( i, j \in U^+ \cup V^+ \) and or \( i, j \in U^- \cup V^- \), we have
\[
\frac{x_i}{x_j} - \frac{x_j}{x_i} = (\pm 1) - (\pm 1) = 0.
\]
Recall that polynomials \( \tilde{f}_{(G,1,\hat{0})} \) are sums or differences between polynomials in \( \tilde{f}_{(C,1,\hat{0})} \) and \( \frac{x_i}{x_j} - \frac{x_j}{x_i} \) for edges \( \{i, j\} \) in \( E(G) \backslash E(C) \), which, by assumption, must be incident to nodes only in \( U^+ \cup V^+ \) or \( U^- \cup V^- \). Therefore, \((x_1(\lambda), \ldots, x_n(\lambda))\) defines a curve in the \( \mathbb{C}^* \)-zero set of \( \tilde{f}_{(G,1,\hat{0})} \).

Finally, by restricting \( \lambda \) to the unit circle \( S^1 \), i.e., setting \( \lambda = e^{i \theta} \) for \( \theta \in \mathbb{R} \), we get a curve of in the real zero set of the transcendental Kuramoto system.
Example 5.8 (Extending $C_4$ solutions). With this result, we can extend the 1-dimensional $\mathbb{C}^*$-zero set for the Kuramoto system derived from a cycle network of 4 homogeneous oscillators with uniform coupling coefficients directly to other networks. Figure 5.2 shows some of the examples of networks to which such extension is possible. This result gives us 1-dimensional curves

\[
\begin{align*}
\mathbf{x}(a)(\lambda) &= \begin{bmatrix} -\lambda & -1 & \lambda \end{bmatrix} & \mathbf{x}(b)(\lambda) &= \begin{bmatrix} -\lambda & -1 & \lambda \end{bmatrix} \\
\mathbf{x}(c)(\lambda) &= \begin{bmatrix} -\lambda & -1 & \lambda & \lambda \end{bmatrix} & \mathbf{x}(e)(\lambda) &= \begin{bmatrix} -\lambda & -1 & \lambda & 1 & 1 & 1 & 1 \\
\end{align*}
\]

in their respective $\mathbb{C}^*$-zero sets (as well as real zero sets via the restriction $\lambda = e^{i\theta}$). This shows that the respective system have positive-dimensional zero sets.

The graph $K_{2,3}$ in Figure 5.2c is a complete bipartite graph, which consists of all edges between two sets of nodes ($\{1,3\}$ and $\{0,2,4\}$, in this case). The construction in Proposition 5.7 extends trivially to $K_{2,m}$ for $m \geq 2$, since $K_{2,m}$ can be created from $C_4$ by adding nodes 4,\ldots, $m+1$ and edges $\{1,j\}$ and $\{3,j\}$ for $j = 5,\ldots$, as in Figure 5.2d.

Corollary 5.9. For any $m \geq 2$, $f_{(K_{2,m},1,0)}$ has a positive-dimensional $\mathbb{C}^*$-zero set, and the corresponding transcendental Kuramoto system has a positive-dimensional real zero set.

Example 5.10 (Beyond 3-lets). The example $K_{2,3}$ (Figure 5.2c) is noteworthy for another reason: It is an example of a graph that contains a 3-let, i.e., a set of 3 nodes ($\{0,2,4\}$ in this case) sharing the same set of neighbors. In [20, Corollary 2.9] Harrington, Schenck, and Stillman showed that the Kuramoto system derived from a homogeneous and uniform Kuramoto network based on a 2-connected graph that contains a 3-let must have a positive-dimensional zero set. Figures 5.2f and 5.2g shows graphs obtained by adding edges to $K_{2,3}$, which no longer contain 3-lets. However, Proposition 5.7 shows that there are still positive-dimensional $\mathbb{C}^*$-zero sets. Indeed, the curve

\[
\mathbf{x}(\lambda) = \begin{bmatrix} -\lambda & -1 & \lambda & \lambda \end{bmatrix}
\]

is contained in the $\mathbb{C}^*$-zero sets of the Kuramoto systems derived from all three homogeneous and uniform networks despite the extra terms introduced by the added edges.
Example 5.11. Similarly, starting with $C_8$, Proposition 5.7 shows that the 1-dimensional curve
\begin{equation}
\mathbf{x}(\lambda) = [-\lambda -1 \lambda 1 -\lambda -1 \lambda]
\end{equation}
can be embedded into the zero set of the Kuramoto system derived from the network in Figure 5.3a.

We end with the observation that for simplicity the conditions in Proposition 5.7 is made too restrictive. For instance, even though the network in Figure 5.3b does not satisfy the condition in this proposition, the solution (5.2) is still a valid curve solution to the derived Kuramoto system. This implies that 1-dimensional cycle solutions can be extended to a much broader class of networks.

6. Concluding remarks. We studied the structure of the zero sets of the Kuramoto equations and its algebraic counterpart. By leveraging a recently discovered three-way connection between the graph-theoretic, convex-geometric, and tropical view points, we answered three key questions.

For Question 1.1, we showed that for generic natural frequencies and generic but symmetric coupling coefficients, the $C^*$-root count of the algebraic Kuramoto system coincides with the adjacency polytope bound, and as a corollary we showed that the algebraic Kuramoto system is Bernstein-general. The proof is constructive, and it produces a homotopy continuation method for computing all zeros. For Question 1.2, we provided a graph-theoretic description of the exceptional coupling coefficients for which the $C^*$-root count drops below the generic root count. For Question 1.3, we established sufficient conditions on many families of networks where there will be non-isolated real and complex zero sets for these systems through explicit constructions.

While the analysis for the last two questions required some topological restrictions, it appears hopeful that the approach taken here can be generalized to other networks. We hope our work will spark interest in the full analysis of the typical and atypical solutions to Kuramoto equations.

Finally, we speculate that the explicit connection between the root count of the algebraic Kuramoto equations and the normalized volume of adjacency polytopes may also allow algebraic geometers to directly contribute to the geometric study of adjacency polytopes.
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Appendix A. Notation. Here, we list notation used in this paper that may not be standard.

- $\mathbb{C}\{\tau\}$ The field of Puiseux series in $\tau$ with complex coefficients is denoted $\mathbb{C}\{\tau\}$. Only convergent series representing germs of one-dimensional analytic varieties will be relevant.

- $\mathcal{C}(P, \Delta_\omega)$ The closed secondary cone of a regular subdivision $\Delta_\omega$ of a polytope $P$.

- $\Sigma_\omega(P)$ The regular subdivision of a point configuration $P$ induced by a lifting function $\omega : P \to \mathbb{Q}$.

- $\nabla_G$ The point configuration associated with the adjacency polytope derived from a connected graph $G$. It is defined to be $\{\pm(c_i - c_j) \mid \{i, j\} \in \mathcal{E}(G)\} \cup \{0\}$.

- $\nabla^\omega_G$ The “lifted” version of the point configuration $\nabla_G$ induced by a lifting function $\omega : \nabla_G \to \mathbb{Q}$. It consists of the points $(\bar{p}, \omega(\bar{p})) \subset \mathbb{R}^{n+1}$ for all $\bar{p} \in \nabla_G$. 
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\( \tilde{f}_{(G,K)} \). The algebraic Kuramoto system derived from a Kuramoto network \((G, K, \vec{w})\).

If the choice of the natural frequencies \( \vec{w} \) is not relevant (or assumed to be generic), the notation \( \tilde{f}_{(G,K)} \) is used. Similarly, if only graph topology is of relevance, we use \( \tilde{f}_G \).

\( \tilde{f}_G^* \) The randomized algebraic Kuramoto system, i.e., \( R \cdot \tilde{f}_G \) for a generic square matrix \( R \).

\((G, K, \vec{w}) \), \((G, K) \) A Kuramoto network. \( G \) is the underlying graph, \( K = \{k_{ij} \mid (i, j) \in E(G)\} \) with \( k_{ij} = k_{ji} \) encodes the coupling coefficients, and \( \vec{w} = (w_0, \ldots, w_n)^\top \) contains the natural frequencies.

\text{init}(f) \) For a Laurent polynomial \( f \) in \( x_1, \ldots, x_n \), the initial form of \( f \) with respect to a vector \( \vec{v} \) is the Laurent polynomial \( \text{init}_\vec{v}(f)(\vec{x}) := \sum_{d \in (S)_\vec{v}} c_d \vec{x}^d \), where \((S)_\vec{v}\) is the subset of \( S \) on which \( \langle \vec{v}, \cdot \rangle \) is minimized. It is denoted \( \text{init}_\vec{v}(f) \). For a system \( \tilde{f} = (f_1, \ldots, f_q) \) of Laurent polynomials, \( \text{init}_\vec{v}(\tilde{f}) = (\text{init}_\vec{v}(f_1), \ldots, \text{init}_\vec{v}(f_q)) \).

\( Q(\vec{H}), Q(\vec{H}) \) For a digraph \( \vec{H} \), its incidence matrix \( Q(\vec{H}) \) is the matrix with columns \( \vec{e}_i - \vec{e}_j \) such that \((i, j) \in E(\vec{H}) \). Since we set \( \vec{e}_0 = \vec{0} \) to be the zero vector, the first row is all zeros. Therefore, we instead consider the reduced incidence matrix, \( Q(\vec{H}) \), with \( n = |V(\vec{H})| - 1 \) rows, which is the incidence matrix of \( \vec{H} \) with the first row deleted. The ordering of the columns in both is arbitrary, but, when either matrix appears in the same context with other incidence vectors, a consistent ordering is assumed. Here, the adjective “reduced” emphasizes the fact that the labels for the nodes in the graph are \( 0, 1, \ldots \), and therefore, for a digraph \( \vec{H} \) of \( n + 1 \) nodes, \( Q(\vec{H}) \) only has \( n \) rows.

\( \text{MV}(P_1, \ldots, P_n) \) Given \( n \) convex polytopes \( P_1, \ldots, P_n \subset \mathbb{R}^n \), the mixed volume of \( P_1, \ldots, P_n \) is the coefficient of the monomial \( \lambda_1 \cdots \lambda_n \) in the homogeneous polynomial \( \text{vol}_n(\lambda_1 P_1 + \cdots + \lambda_n P_n) \) where \( P + Q = \{p + q : p \in P, q \in Q\} \) denotes the Minkowski sum and \( \text{vol}_n \) is the standard \( n \)-dimensional Euclidean volume.

\( \mathcal{N}_G(i), \mathcal{N}_G^+(i), \mathcal{N}_G^-(i) \) For a graph \( G \) and a node \( i \) of \( G \), \( \mathcal{N}_G(i) \) is the set of nodes that are adjacent to \( i \). Similarly, the other two are the adjacent nodes through outgoing and incoming arcs in a digraph, respectively.

\( \text{Vol} \) The normalized volume of a set in \( \mathbb{R}^n \), which is defined to be \( n! \) times the Euclidean volume. The usage is restricted to convex polytopes here, and we adopt the convention that \( \text{Vol} \{X\} = 0 \), if \( X \) is not full dimensional.

**Appendix B. Elementary lemmata.**

We restate Lemma 3.3 and provide an elementary proof.

**Lemma B.1.** For a generic symmetric lifting function \( \omega \) for \( \vec{\nabla}_G \), let \( \Delta \) be a simplex in \( \Delta_\omega \). Then the digraph \( \vec{G}_\Delta \) is acyclic, and its underlying graph \( G_\Delta \) is a spanning tree of \( G \).

**Proof.** Let \( (\vec{a}, 1) \) be the upward pointing inner normal that defines the cell \( \Delta \) as a projection of a lower facet of \( \vec{\nabla}^w_G \). Suppose \( \vec{G}_\Delta \) has a simple directed cycle \( i_1 \to \cdots \to i_m \to i_1 \). Then

\[ \langle \vec{a}, \vec{e}_{i_k} - \vec{e}_{i_{k+1}} \rangle + 1 + \delta_{i_k, i_{k+1}} = 0 \quad \text{for } k = 1, \ldots, m, \]

where \( i_{m+1} = i_1 \). Summing these \( m \) equations produces \( m + \sum_{k=1}^m \delta_{i_k, i_{k+1}} = 0 \), which is not possible under the assumption that \( \delta_{ij} \) are sufficiently close to 0. So \( \vec{G}_\Delta \) must be acyclic.

Moreover, \( \dim(\Delta) = n \), by assumption. That is, \{\( \vec{e}_i - \vec{e}_j \mid (i, j) \in \vec{G}_\Delta \} \) is must span \( \mathbb{R}^n \) as a set of vectors (since \( \emptyset \in \Delta \), by construction). Therefore, for every \( i \in \{0, \ldots, n\} \), either \( \vec{e}_i - \vec{e}_j \in \Delta \) or \( \vec{e}_j - \vec{e}_i \in \Delta \) for some \( j \in \{0, \ldots, n\} \setminus \{i\} \). That is, \( G_\Delta \) must be spanning.

Now we restate Lemma 4.5 and provide a short proof.
Lemma B.2. For a proper face \( F \neq \emptyset \) of \( \tilde{\nabla}_G \) whose facial subdigraph \( \tilde{G}_F \) consists of weakly connected components \( \tilde{H}_1, \ldots, \tilde{H}_\ell \), there exist faces \( F_1, \ldots, F_\ell \neq \emptyset \) of \( F \) such that \( \tilde{H}_i = \tilde{G}_{F_i} \) and
\[
\text{init}_F(\tilde{f}_G^*) = 0 \iff \text{init}_F(\tilde{f}_G^*) = 0 \quad \text{for each } i = 1, \ldots, \ell.
\]

Proof. Let \( V_i = V(\tilde{H}_i) \) for \( i = 1, \ldots, \ell \) with \( 0 \in V_1 \). We arrange the coordinates of \( \mathbb{Z}^n \) according to the grouping \( V_1, \ldots, V_\ell \) so that an inner normal vector \( \alpha \in \mathbb{R}^n \) that defines the face \( F \) of \( \tilde{\nabla}_G \) is written as \( \alpha = [\alpha_1 \ldots \alpha_\ell] \) where \( \alpha_i \in \mathbb{R}^{V_i} \) corresponds to nodes in \( V_i \). Then for \( i = 1, \ldots, \ell \),
\[
v_i := [0_{|V_i|+\cdots+|V_{i-1}|} \alpha_i 0_{|V_{i+1}|+\cdots+|V_\ell|}] \in \mathbb{R}^n
\]
defines a face \( F_i \) of \( \tilde{\nabla}_G \) such that \( \tilde{H}_i = \tilde{G}_{F_i} \).

By grouping the rows and columns of \( \tilde{Q}(\tilde{G}_F) \) according to the nodes and arcs in \( H_1, \ldots, H_\ell \), \( \tilde{Q}(\tilde{G}_F) \) has the block structure
\[
\tilde{Q}(\tilde{G}_F) = \begin{bmatrix} \tilde{Q}(\tilde{H}_1) & \cdots & \tilde{Q}(\tilde{H}_\ell) \end{bmatrix}.
\]

Therefore, the cycle form of \( \text{init}_F(\tilde{f}_G^*) = 0 \), i.e., \( \tilde{Q}(\tilde{G}_F) \left( x^{\tilde{Q}(\tilde{G}_F)} \circ a(\tilde{G}_F) \right)^\top = 0 \), is equivalent to
\[
\tilde{Q}(\tilde{H}_i) \left( x_i^{\tilde{Q}(\tilde{H}_i)} \circ a(\tilde{H}_i) \right)^\top = 0 \quad \text{for each } i = 1, \ldots, \ell,
\]
where \( x_i \) contain the coordinates corresponding to nodes in \( \tilde{H}_i \). This is equivalent to \( \text{init}_F(\tilde{f}_G^*)(x) = \tilde{0} \) for each \( i = 1, \ldots, \ell \), by Lemma 4.3.

Similarly, we restate Lemma 4.6 and provide a simple proof.

Lemma B.3. For a proper face \( F \neq \emptyset \) of \( \tilde{\nabla}_G \), let \( G' = G[F_F] \) and \( \tilde{F}' \) be the embedding of \( F \) in \( \tilde{\nabla}_{G'} \). Then \( \text{init}_{\tilde{F}'}(\tilde{f}_G^*) \) has a \( C^* \)-zero if and only if \( \text{init}_{\tilde{F}'}(\tilde{f}_G^*) \) has a \( C^* \)-zero.

Proof. Order the vertices of \( \tilde{G}_F \) so that
\[
\tilde{Q}(\tilde{G}_F) = \begin{bmatrix} \tilde{Q}(\tilde{G}_{F'}) \\ 0 \end{bmatrix},
\]
Write \( x = [x' \ y] \) where \( x' \) is the vector of variables appearing in \( \text{init}_{\tilde{F}'}(\tilde{f}_G^*) \), and let \( e_1, \ldots, e_d \) be the arcs in \( \tilde{G}_F \) that are not in \( \tilde{G}_{F'} \). Then by Lemma 4.3 we want to show that
\[
\tilde{Q}(\tilde{G}_F) \left( x^{\tilde{Q}(\tilde{G}_F)} \circ a(\tilde{G}_F) \right)^\top = 0 \iff \tilde{Q}(\tilde{G}_{F'}) \left( x'^{\tilde{Q}(\tilde{G}_{F'})} \circ a(\tilde{G}_{F'}) \right)^\top = 0.
\]

Observe that
\[
\tilde{Q}(\tilde{G}_F) \left( x^{\tilde{Q}(\tilde{G}_F)} \circ a(\tilde{G}_F) \right)^\top = \begin{bmatrix} \tilde{Q}(\tilde{G}_{F'}) \\ 0 \end{bmatrix} \left( [x' \ y]^{\tilde{Q}(\tilde{G}_{F'})} \circ [a(\tilde{G}_{F'}) a_{e_1} \ldots a_{e_d}] \right)^\top
\]
\[
= \tilde{Q}(\tilde{G}_{F'}) \left( x'^{\tilde{Q}(\tilde{G}_{F'})} \circ a(\tilde{G}_{F'}) \right)^\top,
\]
proving the statement.

We recall Corollary 4.10 and provide an elementary proof.

Corollary B.4. Let \( F, \tilde{T}, \tilde{x}, \) and \( \tau_1, \ldots, \tau_d \) be as in Definition 4.7, and let \( \eta_i = [\tau_i, -e_i] \) and \( \tilde{\eta}_i = \eta_i^\top \) for \( i = 1, \ldots, d \). Then, for nonzero \( \lambda_1, \ldots, \lambda_d \), the tree solution \( x_F(\lambda_1, \ldots, \lambda_d) \) is a solution to the facial system \( \text{init}_F(\tilde{f}_G) \) if and only if
\[
\sum_{k=1}^{d} \lambda_k \eta_k \tilde{\eta}_i = a(H)^{-\tilde{\eta}_i} = 1 \quad \text{for each } i = 1, \ldots, d.
\]
Proof. We will repeat some of the steps in the proof of Lemma 4.9 for reference. Suppose we have \( \lambda_1, \ldots, \lambda_d \) for which the equations above hold. Then
\[
\left( \sum_{k=1}^{d} \lambda_k \tau_k \right) \vec{v}_i \cdot a(\vec{T})^{-\vec{v}_i} \cdot \alpha_i = -\lambda_i \quad \text{for } i = 1, \ldots, d.
\]

Let \( \vec{x} \) be the corresponding tree solution, i.e.,
\[
\vec{x} = \vec{x}_{\vec{T}}(\lambda_1, \ldots, \lambda_d) = \left[ \left( \sum_{k=1}^{d} \lambda_k \tau_k \right) \circ a(\vec{T})^{-1} \right].
\]

Then
\[
(\vec{x}^{Q(\vec{H})} \circ a(\vec{H}))^\top = \begin{bmatrix} \left( \sum_{k=1}^{d} \lambda_k \tau_k \right)^\top \alpha_1 \\ \vdots \\ \left( \sum_{k=1}^{d} \lambda_k \tau_k \right)^\top \alpha_d \end{bmatrix} = \begin{bmatrix} \left( \sum_{k=1}^{d} \lambda_k \tau_k \right)^\top \\ \vdots \\ \left( \sum_{k=1}^{d} \lambda_k \tau_k \right)^\top \end{bmatrix} = \begin{bmatrix} -\lambda_1 \\ \vdots \\ -\lambda_d \end{bmatrix}
\]

which is in the null space of \( \hat{Q}(\vec{H}) \). Thus, \( \hat{Q}(\vec{H})(\vec{x}^{Q(\vec{H})} \circ a(\vec{H}))^\top = 0 \). That is, \( \vec{x} \) is a C*-solution to the facial system \( \text{init}_F(\vec{f}_G) \).

Conversely, suppose \( \vec{x} \) is a C*-zero of the facial system \( \text{init}_F(\vec{f}_G) \), then by Lemma 4.9, it is given by a tree solution. I.e., \( \vec{x} = \vec{x}_{\vec{T}}(\lambda_1, \ldots, \lambda_d) \) for some \( \lambda_1, \ldots, \lambda_d \). From the equation above,
\[
(\vec{x}^{Q(\vec{H})} \circ a(\vec{H}))^\top = \begin{bmatrix} \left( \sum_{k=1}^{d} \lambda_k \tau_k \right)^\top \\ \vdots \\ \left( \sum_{k=1}^{d} \lambda_k \tau_k \right)^\top \end{bmatrix} = \begin{bmatrix} \left( \sum_{k=1}^{d} \lambda_k \tau_k \right)^\top \\ \vdots \\ \left( \sum_{k=1}^{d} \lambda_k \tau_k \right)^\top \end{bmatrix}
\]

must be in the null space of \( \hat{Q}(\vec{H}) \). Since the vectors \( (\vec{\tau}_1, -\vec{e}_1)^\top, \ldots, (\vec{\tau}_d, -\vec{e}_d)^\top \) form a basis for this null space. Therefore,
\[
\left( \sum_{k=1}^{d} \lambda_k \tau_k \right)^\top \cdot a(\vec{T})^{-\vec{v}_i} \cdot \alpha_i = -\lambda_i \quad \text{for } i = 1, \ldots, d,
\]
which is equivalent to the conclusion.
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