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Abstract

Machine learning algorithms such as linear regression, SVM and neural network have played an increasingly important role in the process of scientific discovery. However, none of them is both interpretable and accurate on nonlinear datasets. Here we present contextual regression, a method that joins these two desirable properties together using a hybrid architecture of neural network embedding and dot product layer. We demonstrate its high prediction accuracy and sensitivity through the task of predictive feature selection on a simulated dataset and the application of predicting open chromatin sites in the human genome. On the simulated data, our method achieved high fidelity recovery of feature contributions under random noise levels up to ±200%. On the open chromatin dataset, the application of our method not only outperformed the state of the art method in terms of accuracy, but also unveiled two previously unfound open chromatin related histone marks. Our method can fill the blank of accurate and interpretable nonlinear modeling in scientific data mining tasks.

Introduction

Predictive models are important tools for data analysis. Linear models, such as linear¹ and logistic regression², have been essential prediction methods for a very long time. They can provide adequate prediction accuracy while their linear formulation makes them suitable for inferring relationship between prediction target and features. Recently, complex nonlinear models have gained increasing popularity as an alternative to linear models. Methods such as kernel SVM³, neural network⁴ and decision trees⁵ can achieve better prediction performance than the linear models especially on nonlinear datasets. In biology, for instance, deep convolutional neural network (DCNN) methods such as DeepBind⁶ and DeepSea⁷ have been developed for scanning the genome for regions of interest with state of the art accuracy.

This accuracy improvement, however, also comes with a cost: The parameters of a nonlinear model are hardly human interpretable. This not only makes model improving and debugging difficult but also prevents us from acquiring knowledge from these models and validating their findings, which is particularly important when controversial conclusions can be reached from the prediction results⁸,⁹. While examining the filters¹⁰,¹¹ in a DCNN can offer some insight of the important feature combinations, it cannot provide quantification of the feature contributions: in the later layers, the features are processed through multiple rounds of matrix multiplication, addition and neuron activation which makes their contributions to the output intractable. Besides, this approach cannot be applied to other neural networks or machine learning methods such as feedforward neural network (FNN)¹² or Long Short Term Memory (LSTM)¹³ neural network. To fill this gap, many well-thought and intriguing methods such as DeepLift¹⁴, LIME¹⁵ and SHAP¹⁶ have been developed for quantifying feature contributions in general machine
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learning models. All of them are based on the same overall strategy. When using these methods, the user first needs to choose a reference data point with the target value of interest, a genomic region with enhancer label of value 1 for example. Then the program will generate permuted data points by making small changes to the input features, which forms an interrogating dataset. The interrogating dataset are fed into a trained model of user’s interest and the output of the model are collected. From the magnitude of the output change caused by the input change, an interpreting model that describes the feature contribution to the prediction result can be generated for that data point. This approach, however, has a few practical problems. First, since interpretation is based on each user selected reference data point, it is inherently a “local” model and thus can be overfitted to that point. Second, the training and interpretation processes are decoupled, which blocks the possibility of real time model monitoring during training. Third, the user is required to be familiar with the dataset in order to pick representative reference points, which is not an easy task particularly in scientific data when (i) the prediction target value is a continuous value other than binary; (ii) the dataset contains natural noise that causes the target value to deviate from its real value; (iii) the data are of large quantity and diversity.

We have developed a new method called contextual regression to address these challenges. It can quantify feature contributions during training without user intervention while preserving the accuracy achieved by a complex nonlinear model: we train the model to learn an embedding function to map each feature vector to a corresponding linear model that can predict the target value most accurately (Figure 1). In principle, values of the elements in the input feature vector describe its context and the embedding serves as a classifier of the context. It generates a continuous value vector as the class of the context which is similar to the mechanism of attention\(^{17}\) and word2vec\(^{18}\). We call this class of the context “context weight” and thus this method the “contextual regression.” In this way, the contribution of each feature can be inferred from the statistics of the context weights on the dataset. We demonstrated its accuracy and high interpretability through quantifying feature contributions to prediction accuracy in a simulated dataset with known “ground truth” and an application to the open chromatin prediction.

![Figure 1](image.png)

**Figure 1.** A graphic demonstration of the contextual regression model. Dot product apply the linear model, which is the context weight vector \(C\), to the feature vector \(X\). The embedding model can be any machine learning methods that can produce a vector output from a vector input. Different colors of points in the linear model space is an illustration that they can be classified into different subtypes.
Results

The contextual regression method

As shown in Figure 1, our model aims to learn a pseudo-linear model that approximates the function:

\[ y = c(x_1, x_2, x_3, ..., x_n) \approx g(c(x) \cdot x + b) = g(\sum_{i=1}^{n} c_i (x_1, x_2, x_3, ..., x_n)x_i + b) \]

where \( y \) is the prediction target, \( x_i \) are the features, \( b \) is a constant, \( g \) is the regression function (for example, it is an identity function for linear regression and is a logistic function for logistic regression), and \( c \) is the embedding function, which calculates the context weight from the feature vector \( x \) as the linear model for the prediction of \( y \) at that data point.

Thus, rather than trying to fit all the data with a single linear model, our method learns many linear models and apply different ones at different data points according to their values. Like illustrated in Figure 1, the embedding network takes a data point (represented as a vector) as its input, and outputs a linear model (the context weight, represented as a vector). Then the data point is dot-producted with the linear model to output the prediction. This method, in its property, can handle nonlinear relationship to make accurate predictions while still producing human-readable linear relationship between features and the prediction target. One potential caveat, an old problem in predictive modeling, is the existence of alternative model on the dataset, i.e., very different model parameters can yield similar prediction accuracy. Since a descent direction for \( y \) is not necessarily a descent direction for each individual \( c_i \) (see supplement for detail), this scenario can possibly happen. We have developed the utopia penalty technique to address it. This technique reveals equivalent or interchangeable features by adding a term to the cost function that penalizes unbalanced context weights. The setup and an application example of it can be found in the supplement.

We evaluated the performance of the proposed method using a simulated dataset and a DNaseI hypersensitivity (DHS) dataset\(^1\). In both cases, the features have distal relationship and thus we used the bidirectional-Long Short Term Memory (LSTM) neural network, a specialized neural network model for distally related data, to be the main component of our embedding function.

Evaluating the Contextual Regression model on simulated data

The simulated dataset includes an artificial “ground truth” in its feature-target relationship that we wish to find. We sampled features \( x_i \) from an exponential distribution to (1) reduce the possibility of alternative models such that we can test the rule extraction ability of our method, and (2) imitate the scenario that the feature values differ in order of magnitude such as the sequencing read count in biological data. In the simulated data, we consider 50 features \( x_i \) that are in sequential order. Each element \( c_i \) of the context weight vector \( C \) is determined by the value of \( x_i \) and its neighbors. The “ground truth” context weights \( c_i \) and then the target value \( y \) are calculated from \( x_i \) using the formula below. The context weight formula is chosen such that it is composed of common functions observed in natural data (linear, square and square root) and includes relationship with the neighboring elements. More details about the setup can be found in the supplement.
\[ y = \sum_{i=1}^{n} c_i(x_1, x_2, x_3, \ldots, x_n) x_i \] (1)

\[ c_i(x_1, x_2, x_3, \ldots, x_n) = \frac{1}{1000} \left( \sum_{j=i-1}^{i} 0.3^{j-i} u(x_j) + \sum_{k=i+1}^{n} 0.3^{k-i} u(x_k) + x_i \right) \] (2)

\[ u(x_k) = \sqrt{500x_k + \frac{x_i^2}{500}} \] (3)

Our model was tested under 5 noise levels of ±0% to ±80%. When adding the noise, a random number inside the noise range was sampled uniformly (for instance, between -80% to +80% for noise level ±80%) and this fraction was added or subtracted from the target value \( y \). The model was trained on 70% of the randomly selected data (training set) and then its fitness was tested on the remaining 30% data (testing set). We used root mean square error (RMSE) as the measure of prediction accuracy. Cosine distance measures the angle difference between two vectors, and thus is a good measure of vector similarity. So for the measure of rule extraction fidelity, we used root mean square cosine distance (RMSCD), the cosine distance version of RMSE, between the “ground truth” weights and the weights produced by our embedding network at their corresponding data points. Since the target values contain noise, it is impossible for the model to achieve 100% accuracy. So we compared RMSE with the expected error under the corresponding noise level, which was calculated by integrating the percent error in the error range. The details of this calculation can be found in the supplement.
Figure 2. Performance assessment of contextual regression on simulated dataset: Top: Contextual regression performance on the testing set under noise level 0% and 80%. Height of the error bar is 1 standard deviation of RMSE or RMSCD among 20 runs. In each epoch (training cycle), the model was trained on 10% of the randomly selected data from the training set and tested on the whole testing set. We chose 10% of the data as one epoch, other than 100% that is ordinarily used, to show the evolution of error. Middle: Sample plot of “ground truth” context weight (green) vs context weight (blue) calculated by the embedding net in the contextual regression model for ±80% noise dataset. Bottom: Same comparison plots for ±0% noise dataset.

Under all noise levels, our model achieved high performance in both prediction accuracy and rule extraction fidelity on the testing set (Figure 2 and 1S), with RMSE less than 1% away from the expected error and RMSCD below 0.03. (Table 1S). We also visually inspected (Figure 2) some randomly selected “ground truth” context weights (green) vs context weights (blue) produced by the embedding network under noise level ±0% and ±80% (Figure 2). They are indeed visually similar which agrees with the overall low RMSCD values between the “ground truth” and network output context weights.

In certain scientific experiments, the signal to noise ratio can be extremely low. This is especially the case in some experiments of physics\textsuperscript{20,21}, social science\textsuperscript{22,23} and biological science\textsuperscript{24-26}. Thus we also tested our model under noise level of 200% (signal to noise ratio 1:2), 500% (signal to noise ratio 1:5) and 1000% (signal to noise ratio 1:10). We found that under all three noise levels, the prediction errors still approach the expected error very fast (Figure 2S and Table 2S). However, the RMSCD is only stably
decreasing under noise level of 200% and 500%. Under 1000% noise, the RMSCD value starts to slightly increase and fluctuate when the training time gets longer. This is confirmed in our visual inspection of the sample data points (Figure 3S), where the sampled extracted weights still resembles the corresponding “ground truth” weights under 200% and 500% noise but distorted under 1000% noise.

Overall, the high prediction accuracy (relative error < 0.9% in all noise levels) and high rule extraction fidelity (RMSCD < 0.05 in all noise levels smaller than 1000%) on the simulated dataset support that our algorithm is highly reliable even under high noise level. These results also suggest that our method can be applied to datasets with missing information, as long as the effect of missing information on the prediction target is similar to a random noise of uniform distribution.

**Evaluating the Contextual Regression model on DNaseI hypersensitivity data**

To examine our method in real experimental data, we applied it to predict DNaseI hypersensitivity sites (DHSs) using histone modifications in the H1 and GM12878 cell lines. We binned all the histone modification ChIP-seq and DHS-seq data at 200bp. To consider distal relationship, we included signals from 10kbp upstream to 10kbp downstream of the prediction location, i.e. 100 bins in total. In the H1 cells, there were 27 histone marks and thus the number of features reached 100 * 27 = 2700 which is too many for modeling. Hence, we arranged the features into a 100 by 27 matrix and factorized it into the tensor products of two vectors:

$$C = F \odot D$$

where C is the 100 * 27 combination feature matrix, F is the histone feature vector of length 27, corresponding to the number of histone marks, and D is the distal feature vector of length 100, corresponding to the number of bins. This approach greatly reduced the number of parameters in the model. In the current proof of concept stage, we further simplify and speed up the model by forcing the vector D to be the same for all the regions and applying a Lasso\(^{27}\) penalty on F.

| DHS Prediction Task                          | Pearson Correlation | Match1 | Catch1obs | Catch1imp |
|----------------------------------------------|---------------------|--------|-----------|-----------|
| Linear Regression                            | 0.586               | 44.9%  | 75.3%     | 79.1%     |
| Lasso Regression                             | 0.614               | 44.3%  | 76.0%     | 78.6%     |
| Lasso Regression (with log input)            | 0.537               | 47.4%  | 78.3%     | 82.0%     |
| Contextual Regression                        | 0.800               | 60.5%  | 90.5%     | 92.2%     |
| Contextual Regression (with log input)       | 0.825               | 61.1%  | 90.0%     | 89.8%     |
| LSTM Benchmark (with log input)             | 0.817               | 60.9%  | 89.2%     | 89.5%     |
We compared contextual regression with linear regressions and a benchmark neural network model implemented with Bidirectional-LSTM. The task for comparison is the prediction of DHS confidence values in cell line H1 using the 27 histone marks ChIPseq data in the same cell line (Figure 3 and 4S). The models are trained on 70% of the randomly selected genomic regions and tested on the rest 30%. The contextual regression obviously outperformed linear regression, showing its better ability to capture nonlinear relationship between histone marks and open chromatin. At the same time, its performance is as good as the LSTM benchmark, showing that our interpretation method preserves the accuracy of a complex nonlinear model in this task.

Since applying log to the histone mark data improves the result slightly, we used this technique in all the studies in this section. We then assessed the performance of contextual regression on predicting RNAseq and DHS data in cell lines H1 and GM12878 by comparing to ChromImpute28, the state of the art imputation method based on random forest algorithm. We ran both methods in three rounds of cross validations: (1) train: chr1-6, test: 7-X, (2) train: chr7-13, test: 1-6+14-X and (3) train: 14-X, test: 1:13. The models were trained using only the data from the same cell line. Contextual regression outperformed ChromImpute on both DHS and RNAseq predictions (Figure 3 and 5S).

We also performed several other evaluations of contextual regression (See supplement for detail) on: high contribution feature validity, context weight assignment consistency and whether the target can be predicted well using only the high contribution features. As expected, the high contribution histone marks for both RNA-seq and DHS concord with previous research. Our model also assigned consistent weights to the features and made accurate prediction using only the high contribution features. These results have demonstrated that our method is not only able to achieve better performance than the state of the art models but robustly select important features as well.

**Discovering Important Histone Mark Patterns in the Open Chromatin Regions of H1:**

Next, we modified the model to search for both distal and histone mark features in the open chromatin regions. We made three changes to the model and training process: 1) we removed the restraint on distal feature vector D so that our model produces different D from different feature vectors input, 2
we did not apply log to make the result closer to the representation of the original magnitude, and 3 we applied a softmax\textsuperscript{30} constraint on D rather than the Lasso penalty on F to force the distal weights to be concentrated on a small number of locations. To make sure the patterns we extract are valid, we checked the prediction accuracy on the training and testing set and indeed, the model can still perform prediction accurately (Table 3S).

When analyzing the histone mark contribution patterns, we extracted successfully predicted peak regions (logpval > 3 for both experimental and predicted) from both training and testing set. We applied element-wise multiplication to the context weights (100 * 27) with the magnitude of the corresponding input (also 100 * 27), normalized them into vectors (of dimension 100 * 27 = 2700) of length 1, applied pca (of dimension 2700), picked the top 100 pcs (which captured > 90% variance in all cell lines) and then clustered it with K-means clustering\textsuperscript{30}. With k = 20, the clusters are well separated indicating by the great difference between in and across cluster distance from the cluster center (Figure 6S).

Among the cluster centers, we observed 4 types of major patterns: 1 the central dominant histone marks (with small contribution from other marks), 2 the spread histone marks, 3 the central dominant H2A.Z, and 4 the H3K27me3 pattern. Type 1 pattern (Figure 7S) has the peak contribution exactly from the center with a radius of 300bp by the H3K4me1/2/3 and H3K27ac. This type is composed of majority of the clusters (0, 1, 2, 3, 5, 6, 7, 8, 9, 12, 13, 17, 19). On the other hand, Type 2 patterns (Figure 8S) also have long range contributions (> 300bp) besides the central dominant peaks. This type is composed of cluster (11, 14, 15, 16). Type 3 pattern (Figure 9S) has central dominant (< 300 bp) contribution from H2A.Z, a modified histone. This type is composed of cluster 10 and 18. Type 4 pattern (Figure 12S), most interestingly, is highly unique compared to the previous three types. It has most significant contribution from H3K27me3 and ancillary contribution by H2A.Z, H4K8ac, H3K18ac and the H3K4me1/2/3. The effect of H3K27me3 is long range in this pattern and almost covers the whole 20kbp region. This type compose of cluster 4, a total of 3959 (4.2%) predictable DNase strong signal (logpval > 3 for both experimental and predicted) regions.

Most of the open chromatin contributors found by our method, H3K27ac\textsuperscript{31,32}, H2A.Z\textsuperscript{33,34}, H3K4me1/2/3\textsuperscript{35}, H4K20me1\textsuperscript{36} and K4K8ac\textsuperscript{37}, have been repeatedly reported by previous research and thus are not surprising. However, H3K27me3 is not widely known to be associated with open chromatin, and their correlation with open chromatin is only mentioned in several papers\textsuperscript{38,39}. To ensure this pattern is not caused by artifact, we visually inspected a couple of regions of type 4 pattern. All these regions have strong H3K27me3 signal that covers the whole region (Figure 10S). This is consistent with the contribution pattern (Figure 12S) discovered by our algorithm. We also found that the regions we observed contain transcription starting regions marked by the GENCODE V7 and Ref-seq annotations. After calculating the transcription start site content (with GENCODE data) around these regions, we found that about 64.4% of the regions in this cluster contain transcription start site in 3kbp radius and 78.2% in 5kbp radius (Table 4S). This is consistent with previous research\textsuperscript{40} which reports the bivalent domains that are stem cell specific: regions contain H3K4 and H3K27 methylation sites of size 1kbp-18kbp and overlap with genes and transcription start sites. This evidence further validates the findings of our algorithm.

Discovering Important Histone Mark Patterns in the Open Chromatin Regions of Other Cell-lines:
We then apply our method to the DHS data in other cell-lines (H9, IMR90, GM12878, HUVEC) to search for cell line specific patterns. We found that pattern type 1-3 appear in all 5 cell-lines, however, type 4, the H3K27me3 pattern, is only found in H1 and H9, both are embryonic stem cells. This coincides with the previous finding that the correlation between H3K27me3 and open chromatin is highly cell specific\textsuperscript{38} and mostly found in embryo cells\textsuperscript{40,41}.

We next investigated whether there are specific DNA sequence motifs associated with each pattern. We compared the appearance frequency of motifs in each cluster and in all the clusters. The p-value in the comparison was calculated using One-Proportion Z-test. We limited our discussion only to cell-lines H1 and H9, which has histone mark data for non-traditional marks.

The cluster 4 and 16 of H1 and cluster 0, 4, 5, 8, 15, 16 and 19 of H9 contain motifs that have frequency difference above 10\%. H9-8 and H9-19 are classic H3K27ac patterns. Both clusters have very similar motif enrichment in top 7 (Table 5S). Their enriched motifs agree except for NKKX21 and PO3F1. Among the motifs enriched in both clusters, PO5F1 and SOX2 form a complex and regulate the expression of embryonic genes\textsuperscript{42}. PO2F1/2 activate the genes that codes for H2B proteins\textsuperscript{43}. PO3F2 is a protein involved in differentiation\textsuperscript{44}. We also examined the H3K27ac dominant clusters in H1 (cluster 1 and 6) and found that many of the above motifs are also significantly enriched by the standard of pval (Figure 11S and Table 6S), however less so probably due to the difference of cluster purity. Thus a consistent motif enrichment pattern is confirmed for H3K27ac dominant open chromatin regions.

H1-cluster 4 and H9-cluster 4 are both H3K27me3 patterns (Figure 12S). Their motif enrichment profile are also very similar. Specifically, in H9-cluster 4, the frequency enrichment that is highly significant are shown in Table 1.

| H9-Cluster 4 | Frequency Diff | p-value | Frequency in Cluster | Background Frequency |
|--------------|----------------|---------|----------------------|----------------------|
| MBD2         | 26.8\%         | 0.0     | 89.7\%               | 62.9\%               |
| E2F1         | 25.6\%         | 0.0     | 83.2\%               | 57.6\%               |
| E2F4         | 24.3\%         | 0.0     | 63.5\%               | 39.2\%               |
| NRF1         | 23.8\%         | 0.0     | 75.9\%               | 52.0\%               |
| E2F3         | 21.5\%         | 0.0     | 37.1\%               | 15.6\%               |
| E2F2         | 15.0\%         | 1.75e-258 | 31.5\%               | 16.5\%               |

Table 1. Motif enrichment profile of cluster 4 in H9 (H3K27me3 pattern), pval of 0 values are caused by number underflow since the pval is smaller than machine accuracy

In this cluster, MBD2 is the most enriched motif (62.9\% overall -> 89.7\% in cluster 4) and it plays the role of a transcription repressor that can recruit deacetylase and methyltransferase\textsuperscript{44-48}. Another class of motifs that are enriched are the E2 family factors (E2F1-4) which are very important for the cell
These functions are highly correlated with the role of stem cell: these regions present in the differentiation process and can be an example of repressor induced chromatin remodeling\(^1\).

More interestingly, we have H9-cluster 15 and 16, which are H3K18ac dominant clusters (Figure 4). The major contribution of H3K18ac is around 200bp up or downstream. The correlation of this mark with open chromatin is previously undiscovered and our algorithm only detected it in H9 among the 5 cell lines we studied. They compose 9.7% of the total predictable peak regions. To confirm the finding, we manually inspected some of the regions in the genome browse and H3K18ac does show up strongly around peaks of its prediction, although in some cases, the other marks also co-appear at the neighboring locations (Figure 4 and 13S).
| H9-Cluster 15 | Frequency Diff | p-value     | Frequency in Cluster | Background Frequency |
|--------------|----------------|-------------|----------------------|----------------------|
| USF2         | 13.1%          | 2.03e-93    | 70.8%                | 57.7%                |
| MYC          | 12.9%          | 4.28e-88    | 60.3%                | 47.4%                |
| MAX          | 12.1%          | 1.71e-77    | 61.9%                | 49.9%                |
| MLXPL        | 11.5%          | 1.34e-76    | 75.5%                | 64.1%                |
| PLAL1        | 11.3%          | 2.70e-84    | 82.4%                | 71.1%                |
| MYCN         | 11.1%          | 6.18e-70    | 48.6%                | 37.5%                |
| ZIC3         | 10.4%          | 1.88e-65    | 77.1%                | 66.7%                |
| USF1         | 9.9%           | 2.31e-53    | 53.2%                | 43.3%                |

**Figure 4.** Study of H3K18ac pattern- Top: Mark contribution patterns of cluster 15 and 16 in H9 (H3K18ac pattern). Middle: Example genome browser view of the cluster 15 (H3K18ac dominant cluster). Bottom: Motif enrichment profile of cluster 15 in H9 (H3K18ac pattern).

On the other hand, the motifs in the region of cluster 15 and 16 show a unique enrichment profile (Figure 4) among all the regions we examined. Among the enriched motifs, USF1,2 are associated with gene activation\(^2\). MYC family (MYC, MYCN, MAX and MLXPL) can form dimers and binds to E-box that regulates cell proliferation and differentiation\(^3\) while PLAL1 also facilitates the same function\(^4\). ZIC3 works on early body axis formation\(^5\). All these factors fit the stem cell nature of H9 cell line.

H9-cluster 5 is H3K23me2 dominant (Figure 5), which is another previously undiscovered and H9 unique pattern. The major contribution of H3K23me2 is around 200bp downstream. It compose 5.6% of the total predictable peak regions. However, the visual correlation of H3K23me2 with open chromatin is not as strong as the dominant marks in aforementioned clusters and co-appears with other marks in the open chromatin regions (Figure 5 and 14S). This lower correlation is also found statistically by our model, which shows less percentage of contribution from H3K23me2 (max value 43.8%) than the dominant marks in other clusters (for instance, max value of H3K18ac is 112%, > 100% since there are negative contributions from some other marks).
### Figure 5

Study of H3K23me2 pattern - Top Left: Mark contribution pattern of cluster 5 H9 (H3K23me2 pattern), Top Right: Motif enrichment profile comparison between cluster 4 (H3K27me3 dominant) and 5 (H3K23me2 dominant) in H9. The 2nd and 3rd column are the motif frequency difference from the background and the 4th column is the BG (background) frequency, Bottom: Example Genome browser view of the cluster 5 (H3K23me2 pattern)

The signature motif profile of H3K23me2 is very similar to the one of H3K27me3, with high MBD2 and E2 family enrichment. The largest motif frequency difference (Figure 5) is that the H3K23me2 regions has CEBPD motif frequency close to background level compared to the H3K27me3 cluster (81.2% vs 65.0%). CEBPB and CEBPG motif frequencies also show large difference between
these two clusters. Function-wise, CEBPD is associated with immune response, immune cell activation and differentiation\textsuperscript{16}. Other motifs that have significantly different profile among these two clusters is the E2 family. One possibility is that H3K23me2 is important for the stem cell development at a certain stage which is the reason why it is only enriched in certain open chromatin regions in H9.

H1-cluster 16 and H9-cluster 0 (Figure 15S) are the spread type which include contribution from a lot of histone marks while none of them are dominant (Figure 16S). These two clusters show very similar motif enrichment patterns: strong contribution from MBD2 (+18%) and E2 (+5%-10%) families and high CEBPD frequency (more than 80% in both clusters). We hypothesize that this cluster is intermediate in its motif and histone mark patterns between the H3K27me3 and H3K23me2 clusters, which suggests that these three clusters are open chromatin in repressive states at different levels.

The above observations demonstrate that the open chromatin patterns captured by our method not only accord with visual inspection but enriched in unique motifs as well. This shows the existence of diverse histone mark and motif patterns that can relate to open chromatin. Two of the patterns, H3K18ac dominant and H3K23me2 dominant have not been found in previous literatures, which shows the sensitivity of our method in the task of important feature detection.

**Discussion:**

In this paper, we described contextual regression, a generalized nonlinear model that is human interpretable. This method performs well in terms of prediction accuracy and important feature extraction in both simulated and experimental datasets. On epigenetic datasets, our method not only outperformed previous methods in terms of accuracy, but also robustly extracted important features that are aligned with previous research.

Using our method with the assistance of K-mean clustering, we not only found open chromatin patterns that have been discovered by previous research, but also new ones that exhibit signature patterns in both significant histone marks and DNA sequence motifs. H3K18ac, H3K23me2 and H3K27me3 are unfound or rarely mentioned indicators, which highlight the sensitivity of our method and the advantage of predictive models in the search of important factors. These results prove the validity of our algorithm and also emphasize the necessity of individual studies of each cell line, which will demand interpretable machine learning methods that can reduce the manual work needed in such kind of data mining tasks.

Despite its impressive performance, one potential problem of our method is the existence of alternative models in dataset with redundancy, which indeed exists in the open chromatin dataset that we have worked on in this paper. We have developed utopia penalty technique as a straightforward solution: adding a penalty term for feature weight unbalance during training. However, more research is needed to study the behavior of contextual regression to make it more stable and effective when dealing with this kind of situations.
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Supplementary Materials:

Methods:
Setup of the Neural Networks used in This Article:

The network structure we used for the three tasks are shown as followed:
**Figure 1ST.** Architecture of the contextual regression models used in the main article, the embedding network in each model is marked by red squares.

In the graphs, features is the input vector and y is the prediction target, context is the linear model produced by the embedding network from the input vector, LT represents linear transformation which maps a vector x to Ax+b where A is an matrix and b is an vector, FNN represents Feedforward neural
network which maps a vector \( x \) to \( s(Cx+d) \) where \( C \) is an matrix, \( d \) is an vector and \( s \) is the activation function (we used \( \tanh \)), \( DP \) represents the dot product of the two input vectors. \( O_t \) is the output of the Bidirectional LSTM at the distal location \( t \), after processing \( X_{t-1} \) (forward) and \( X_{n+1} \) (backward) in sequence. In LT and FNN, matrices \( A \), \( C \) and vectors \( b \), \( d \) are automatically learned by the model to maximize the prediction accuracy.

The Bidirectional LSTM is implemented with the tensorflow static bidirectional rnn function using layer size of 2. The batch size is set to 10. RMSD between the real and predicted data is used as the cost function in training, alone with lasso or utopia penalty as mentioned in the main text. The ADAM optimization algorithm is used to train the model, learning rate is set to 1e-4, maximum gradient norm to 5. Hidden size is set to 80 in the ground truth test, 30 in the prediction accuracy comparison task and 40 in the discovering task, the hidden sizes are chosen to be approximated to the number of features in each task.

In the task of DHS and RNAseq prediction, there are only a small number of high confidence DHS and RNAseq regions. Thus from the training set, we randomly removed 70% of the data between 60 and 90 percentile, 80% if the data between 30 and 60 percentile and 90% of the data below 30 percentile to balance the dataset.

**Setup of the Ground Truth Test (in section: Evaluating the Contextual Regression model on simulated data):**

The input of the Neural Network is a sequence of features of length 50 and the output is a float value \( y \). Each feature \( (x_1 \ldots x_{50}) \) are sampled from the set \( (1, 3, 9, 27, 81) \) with probability \( (70\%, 20\%, 7\%, 2.5\%, 0.5\%) \) and a random fraction below 20% is added or subtracted from the value to increase data diversity. The “Ground Truth weight” \( c \) and the expected output \( y \) are calculated using the function in the main text. After \( y \) is generated, a random noise between \( \pm n\% \) (n ranges from 0 to 1000 as mentioned in the main text) is added to \( y \) to simulated a noisy data collection environment.

In each run a total of 100000 data points are created, 70% are used for training and 30% are used for testing. A total of 20 simulations are run. The difference between learned weight and expected weight are measured by root mean square cosine distance (RMSCD) with the formula below:

\[
\text{RMSCD} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} CD(w_i, u_i)}
\]

\[
CD(w_i, u_i) = 1 - \frac{w_i \cdot u_i}{||w_i||_2 ||u_i||_2}
\]

**Calculation of the Expected Error in the Simulated Data (in section: Evaluating the Contextual Regression model on simulated data):**

Under noise level of \( a \), the error is uniformly sampled from the interval \((-a, a)\). At a certain data point, suppose the error rate sampled is \( x\% \in (-a, a) \). Then the target value after the addition of noise will be \((1+x\%)\) of the target value before the addition of noise, which is an \( x\% \) different. Thus the expected error in RMSD will be the following integral:
\[
\sqrt{\int_a^b x^2 \, dx} = \sqrt{\frac{2a^3}{2a^3+6a}} = \sqrt{\frac{1}{1+\frac{3}{a^2}}}
\]

**Source of Data:**

Data of DHS, RNAseq and ChIP-seq are downloaded from the roadmap website (http://www.roadmapepigenomics.org/). The ENCODE blacklist\(^2\) is used to filter the data. The motif scanning is made using the FIMO function of MEME with HOCOMOCOv9.meme database. The transcription site and coding sequence statistics is done with GENCODE Gene V27lift37 file downloaded from the Table Browser (http://genome.ucsc.edu/cgi-bin/hgTables). The motif appearance frequency (MAF) is defined as shown below:

\[
MAF = \frac{\text{Number of 40kbp regions that contain the motif}}{\text{Total number of regions}}
\]

**Comparison of Contextual Regression with Linear Regression, Bidirectional-LSTM and ChromImpute (in section: Evaluating the Contextual Regression model on DNaseI hypersensitivity data):**

The linear regression is trained with the same setting and input features as contextual regression using tensorflow. The only difference is the replacement of contextual regression model with a linear regression model.

The architecture of the bidirectional-LSTM network is as illustrated in the previous section of the supplement material (Setup of the Neural Networks used in This Article). Its parameter setting is the same as the setting of contextual regression.

The ChromImpute model is run using the same setup as shown in the ChromImpute website (http://www.biolchem.ucla.edu/labs/ernst/ChromImpute/). The prediction is first done with 25bp resolution as what ChromImpute is designed for, and then the blacklisted regions are removed and the neighboring bins are averaged to yield data of 200bp resolution. The data used for ChromImpute benchmarking are downloaded directly from the processed ChromImpute data folder (https://personal.broadinstitute.org/jernst/roadmapconverted/CONVERTEDDATA).

**K-mean Clustering (in section: Discovering Important Histone Mark Patterns in the Open Chromatin Regions of H1):**

K-mean clustering is used to classify the pattern of histone marks around open chromatin regions. This task is carried out using the KMeans function in the python sklearn package with K = 20 and fixed random state = 0. Before clustering, we applied PCA on the weighted contribution of histone marks at each data point and the top 100 principal components are kept for the clustering step.

**In and Across Cluster Distance Calculation (in section: Discovering Important Histone Mark Patterns in the Open Chromatin Regions of H1):**

All the vectors are first normalized to a length of 1. In cluster distance is the average squared
RMSD between each member in the cluster and the cluster center (mean of the member vectors). Across cluster distance of cluster i and j is the average squared RMSD between each member in the cluster i and the cluster center of j.

**Feature Contribution (in section: Supplementary Information - Model Performance Check):**

Feature contribution $C_N^W$ is calculated using the formula below, this formula combines the context weight assigned by the embedding function and the feature magnitude:

$$C_N^W = \frac{C^W}{||C^W||_2}$$

$$C^W = C \odot H$$

$$H_i = h \cdot D$$

In the formula, C is the context weight of each histone mark, h is the histone mark signal strength vector with each element the signal strength at the corresponding location, D is the distal vector and $\odot$ represents element-wise multiplication.

**Supplementary Information:**

**Model Performance Check (in section: Evaluating the Contextual Regression model on DNaseI hypersensitivity data):**

A good model for data interpretation needs to be accurate but also stable in terms of the result it produces. We assessed the feature selection robustness of contextual regression during 5 runs on the H1 DHS and RNA-seq dataset. In each run, the whole dataset was divided randomly into training and testing sets of 7:3 ratio. During the similarity measurement, we calculated the average feature contribution of each histone mark in 3 data classes (detail of the calculation can be found in the previous section: Feature Contribution): (1) the whole dataset, (2) the peak regions, defined by p-value $> 3$, and (3) the flat regions, defined by p-value $< 1$. We used cosine similarity, the cosine value of the angle between a pair of vectors, as the measure of similarity between weight vectors.

The similarity of distal weight is above 0.9 for both DHS-seq and RNAseq. The similarity of feature weights on the whole dataset and in the flat regions are relatively low, which is not surprising since most of the regions have low value signals and thus there are diverse sets of weight assignment that can predict them to be flat. In the regions of our interest, the peak regions, we observed highly consistent feature weights. For DHS, the average cosine similarity between feature weights is 0.991 and for RNAseq, the average cosine similarity between feature weights is 0.960 (Table 1ST).

| Weight_similarity       | DHS    | RNAseq |
|-------------------------|--------|--------|
| Feature weight (whole dataset) | 0.262  | 0.017  |
| Feature weight (flat regions)  | 0.310  | 0.025  |
| Feature weight (peak regions)  | 0.991  | 0.960  |
| Distal weight            | 0.963  | 0.918  |
Table 1ST. The average cosine similarity of feature contribution vectors among 5 runs

| Avg_weight | DNase  | Avg_weight | RNAseq |
|------------|--------|------------|--------|
| H2A.Z      | 0.874  | H3K36me3   | 0.732  |
| H4K8ac     | 0.186  | H4K8ac     | 0.387  |
| H4K20me1   | 0.162  | H2A.Z      | 0.218  |
| H3K27me3   | 0.075  | H4K20me1   | 0.176  |
| H3K36me3   | 0.058  | H3K4me3    | 0.082  |
| H3K27ac    | 0.043  | H3K4me2    | 0.073  |
| H3K9me3    | 0.030  | H3K9ac     | 0.059  |
| H3K4me1    | 0.026  | H3K27ac    | 0.055  |
| H3K18ac    | 0.024  | H3K4me1    | 0.049  |
| H4K91ac    | 0.024  | H3K18ac    | 0.033  |
| H3K9ac     | 0.022  | H2BK15ac   | 0.027  |
| H3K79me1   | 0.020  | H4K91ac    | 0.025  |
| H3K4ac     | 0.019  | H2BK12ac   | 0.023  |
| H3K79me2   | 0.019  | H3K23ac    | 0.023  |
| H2AK5ac    | 0.019  | H2AK5ac    | 0.021  |
| H2BK12ac   | 0.018  | H4K5ac     | 0.021  |
| H3K23ac    | 0.017  | H2BK20ac   | 0.021  |
| H3K14ac    | 0.014  | H2BK5ac    | 0.021  |
| H4K5ac     | 0.014  | H3K79me2   | 0.018  |
| H2BK15ac   | 0.013  | H3K23me2   | 0.017  |
| H2BK5ac    | 0.013  | H3K23me2   | 0.015  |
| H3K4ac     | 0.011  | H3K9me3    | 0.013  |
| H2BK12ac   | 0.010  | H3K56ac    | 0.013  |
| H3K4me2    | 0.008  | H2BK120ac  | 0.012  |
| H3K56ac    | 0.007  | H3K14ac    | 0.008  |
| H3K4me3    | 0.005  | H3K4ac     | 0.007  |
| H3K23me2   | 0.003  | H3K27me3   | 0.004  |

Table 2ST. Feature mark contribution for DNase and RNAseq prediction task, ranked from high to low

Among the top 10 features (Table 2ST) with the largest feature contribution in DHS prediction, 5 of them (H3K27me3, H3K27ac, H3K9me3, H3K4me1 H3K36me3) are core marks\(^3\). Besides, H2A.Z\(^4,5\), H4K20me1\(^6\) and H4K8ac\(^7\) have been found to be highly associated with open chromatin formation. In RNAseq, on the other hand, the transcription mark H3K36me3\(^8,9\) is ranked number 1 as expected. H2A.Z, H4K20me1, H3K4me1/2/3 and H3K27ac\(^10,11\) are also selected in the top 10, which confirmed that marks highly ranked by our model match the result of analysis in the aforementioned papers. In open chromatin, however, H3K4me2/3 are not important contributors. We found that these two marks have relatively low average signal strength in the DNase peak regions (contain location with logpval > 3) after we applied log to the marks (Table 3ST). This may explain why they do not have a high importance ranking in our model: the Lasso penalty will prefer features with higher magnitude to reduce the weight penalty and thus give less emphasis to the features that have small magnitudes.
| Mark in Region | Avg signal |
|---------------|------------|
| H2A.Z         | 0.436      |
| H4K8ac        | 0.431      |
| H4K20me1      | 0.371      |
| H3K27ac       | 0.363      |
| H3K18ac       | 0.351      |
| H3K36me3      | 0.342      |
| H3K4me1       | 0.327      |
| H3K9me3       | 0.321      |
| H3K9ac        | 0.315      |
| H3K4me2       | 0.31       |
| H3K27me3      | 0.31       |
| H4K91ac       | 0.292      |
| H3K79me2      | 0.292      |
| H2BK20ac      | 0.287      |
| H2BK15ac      | 0.283      |
| H3K79me1      | 0.282      |
| H2BK5ac       | 0.28       |
| H2BK12ac      | 0.278      |
| H3K4ac        | 0.276      |
| H2AK5ac       | 0.273      |
| H3K14ac       | 0.273      |
| H3K23ac       | 0.269      |
| H4K5ac        | 0.267      |
| H2BK120ac     | 0.254      |
| H3K23me2      | 0.251      |
| H3K56ac       | 0.238      |
| H3K4me3       | 0.237      |

Table 3ST. Average signal strength of histone marks in the DNase peak region (contain location with logpval > 3)

To check the predictivity of the marks selected by our model, we predict DNase and RNAseq using only the top 10 and top 18 features and found that the prediction accuracy is largely preserved (Table 4ST).

|                | Correlation | Match1 | Catch1obs | Catch1imp |
|----------------|-------------|--------|-----------|-----------|
| Dnase_all      | 0.817       | 60.6%  | 89.9%     | 89.7%     |
| Dnase_top_18   | 0.783       | 56.6%  | 86.2%     | 88.1%     |
| Dnase_top_10   | 0.745       | 53.0%  | 81.8%     | 85.8%     |
| RNAseq_all     | 0.622       | 38.4%  | 77.2%     | 76.8%     |
| RNAseq_top_18  | 0.649       | 35.1%  | 75.1%     | 75.4%     |
| RNAseq_top_10  | 0.587       | 34.1%  | 72.8%     | 73.1%     |

Table 4ST. Prediction accuracy of contextual regression using only selected histone marks

Possibility of Alternative Model (in section: The contextual regression method):

Consider the case where regression function $g$ is the identity function. Then the formula for the loss function of $y$ and $c_i$ are:

$$L_y = \|y - \hat{y}\|_2 = \left\| \sum_i (c_i - \hat{c}_i) x_i \right\|_2$$
\[ L_{c_i} = \| c_i - \hat{c}_i \|_2 \]

Where \( y \) and \( c_i \) are the prediction target and the \( i \)th element of the context weight vector, and \( \hat{y} \) and \( \hat{c}_i \) are their predicted counterparts generated by the contextual regression model. Their derivative to a model parameter \( \theta_j \) are:

\[
\frac{\partial L_y}{\partial \theta_j} = \frac{\partial L_y}{\partial \hat{y}} \frac{\partial \hat{y}}{\partial \theta_j} = \frac{\partial L_y}{\partial \hat{y}} \sum_i \frac{\partial \hat{c}_i}{\partial \theta_j} x_i
\]

\[
\frac{\partial L_{c_i}}{\partial \theta_j} = \frac{\partial L_{c_i}}{\partial \hat{y}} \frac{\partial \hat{y}}{\partial \theta_j} = \frac{\partial L_{c_i}}{\partial \hat{y}} \sum_i \frac{\partial \hat{c}_i}{\partial \theta_j} x_i
\]

Thus \( \frac{\partial L_{c_i}}{\partial \theta_j} \) will have the same sign as \( \frac{\partial L_y}{\partial \theta_j} \) only if \( \frac{\partial L_y}{\partial \hat{y}} \) and \( \frac{\partial L_{c_i}}{\partial \hat{y}} \) has the same sign. This is not true in general unless we optimize each \( \hat{c}_i \) separately, in which case \( L_y = L_{c_i} |x| \). This shows that when we move \( L_y \) in its descent direction, each individual \( L_{c_i} \) may not be moved in its descent direction as well. Therefore, when \( L_y \) is at its local minimum, it is not necessarily true that \( L_{c_i} \) is at its local minimum as well.

**Utopia Penalty Technique (in section: The contextual regression method):**

We have shown that contextual regression is highly effective in terms of extracting important features. However, due to the high flexibility of neural network, it may only find one of the few alternative models that can give similar prediction results. Sometimes the features are not completely informationally independent, especially when people are putting in every features that possibly have an effect. This problem is even more cumbersome to solve for other neural network interpretation methods which have interpretation processes that are decoupled from the training processes.

To mitigate this problem, methods such as PCA, gaussian elimination can be pre-apply to simplify the data. Reducing the number of neurons in the network to shrink the possible model space is also a good option. Besides these traditional approaches, we would like to introduce a more straight-forward way through the mean of modifying the cost function which allows users to monitor the model lively during training.

In our previous section, we applied the Lasso penalty to make the weight sparse. This approach will “deprive” weight from the “less effective” features, which also have predictive power but can be replaced by the combination of other features that require smaller weight assignment. We can counteract this effect by an opposite term that penalizes unbalance feature weights.

One possible term of such is the cosine distance between the context weight vector and a “utopia” vector \( u \) which has value 1 for all of its entries. This leads to a cost function as followed:

\[
\text{cost} = \| y - \hat{y} \|_2 + L + B
\]

\[
L = \lambda \| w \|_1
\]

\[
B = \mu \| CD(w, u) \|_1
\]

\[
CD(w, u) = 1 - \frac{w^T u}{\| w \|_2^2 \| u \|_2^2}
\]
\[ u = [1, 1, ..., 1] \]

Where \( w \) is the context weight, \( \lambda \) is the Lasso penalty parameter, and CD stands for cosine distance. In practice, the user can set their minimum accuracy tolerance and gradually tune up the utopia penalty parameter \( \mu \) until the accuracy is below the tolerance threshold.

![Figure 2ST](image)

**Figure 2ST.** Average normalized contribution of histone marks to open chromatin in the peak regions under 4 difference value of utopia penalty parameter (\( \mu \))

As a demonstration, we performed this strategy on H1 DNase data. We started with \( \lambda = 1e-3 \) and \( \mu = 0 \), increment \( \mu \) from 1e-5 to 1e-1 in an exponential step size. Each run lasted for 150 epochs. The accuracy of the model with \( \mu = 0 \) is 60.4% Match1 at epoch 150, thus we set the accuracy tolerance to be 59.4% Match1. We found that a utopia penalty parameter between 1e-5 and 1e-3 gives us Match1 above the tolerance. Under these levels of utopia penalty, we can see the contribution of the highest mark, H2A.Z decreases and the contribution of other marks increases in tune with the increment of utopia penalty strength (Figure 2ST). This illustrates that tuning up the utopia penalty is an effective and straightforward way to obtain diverse set of alternative models.

**Supplementary Figures:**
Figure 1S. Contextual regression performance on the simulated datasets under noise level 10%, 20% and 40%. Height of the error bar is 1 standard deviation of RMSE or RMSCD among 20 runs. In each epoch (training cycle), the model is trained on 10% of the randomly selected data from the training set and tested on the whole testing set.
Figure 2S. Prediction and rule extraction accuracy of contextual regression on the simulated datasets under very high noise level.
Figure 3S. Sample plot of “ground truth” context weight (green) vs context weight (blue) calculated by the embedding net in the contextual regression model under very high noise level.
Figure 4S. Plot of original signal vs predicted signal by Linear Regression (top left), Lasso Regression (top right), Lasso Regression with log input (bottom left) and contextual regression with log input (bottom right) on DHSs in cell-line H1.
Figure 5S. Comparison of prediction accuracy (Match1, Catch1Obs, Catch1Imp) between contextual regression (CR) and ChromImpute (CI).

Figure 6S. Average in (on the main diagonal) and across (off the main diagonal) cluster distance from each cluster center.
Figure 7S. Examples of the Type 1 (central dominant histone marks) cluster mark contribution patterns
Figure 8S. Type 2 (spread histone marks) cluster mark contribution patterns

Figure 9S. Type 3 cluster mark (central dominant H2A.Z) contribution patterns
Figure 10S. Example genome browser views of cluster 4 in H1 (H3K27me3 cluster), the blue square is the location of the peak in the cluster detected by our method. Most of these regions include a transcription start site (TSS) in their neighborhood.

Figure 11S. Mark contribution patterns of cluster 1 and 6 in H1, H3K27ac dominant clusters
Figure 12S. Mark contribution pattern of cluster 4 in H1 (left) and H9 (right), both are H3K27me3 patterns.
Figure 13S. Example genome browser views of the cluster 15 (H3K18ac dominant cluster)
Figure 14S. Example Genome browser views of the cluster 5 (H3K23me2 pattern)
**Figure 15S.** Mark contribution patterns of cluster 16 in H1 and cluster 0 in H9 (spread type)
Figure 16S. Example genome browser views of the cluster 0 in H9 (spread type)

Supplementary Tables:
### Table 1S. Prediction and rule extraction accuracy of contextual regression on a simulated dataset by the numbers

| Testing set performance | noise level ±0% | noise level ±10% | noise level ±20% | noise level ±40% | noise level ±80% |
|-------------------------|-----------------|------------------|------------------|------------------|------------------|
| Average relative prediction error (expected error) | 0.9% (0.0%) | 6.0% (5.7%) | 11.7% (11.5%) | 22.7% (22.5%) | 42.0% (41.9%) |
| Average RMSCD | 0.024 | 0.022 | 0.022 | 0.026 | 0.026 |

### Table 2S. Prediction and rule extraction accuracy of contextual regression on a simulated dataset with very high noise levels

| Testing set performance | noise level ±200% | noise level ±500% | noise level ±1000% |
|-------------------------|-------------------|-------------------|-------------------|
| Average relative prediction error (expected error) | 75.9% (75.6%) | 94.7% (94.5%) | 98.5% (98.5%) |
| Average RMSCD | 0.032 | 0.050 | 0.080 |

### Table 3S. Prediction accuracy of the model used for histone mark pattern discovery

| H1-Cluster 4 | TX start | TX end | CDS start | CDS end |
|--------------|----------|-------|-----------|--------|
| in 1 kbp | 38.4% | 16.0% | 33.1% | 21.7% |
| in 3 kbp | 64.4% | 44.0% | 61.2% | 47.5% |
| in 5 kbp | 78.3% | 60.3% | 76.5% | 64.2% |
| in 7 kbp | 84.6% | 69.4% | 83.5% | 70.7% |
| in 10 kbp | 92.3% | 77.8% | 91.3% | 77.9% |

### Table 4S. Percentage of neighborhoods of regions in H1-cluster 4 (H3K27me3 pattern) that contains TX (transcription) and CDS (coding sequence) start and end sites
| H9-Cluster 19 | Frequency Diff | p-value       | Frequency in Cluster | Background Frequency |
|--------------|----------------|---------------|----------------------|----------------------|
| PO5F1       | 15.7%          | 2.17e-119     | 83.0%                | 67.3%                |
| SOX2        | 14.9%          | 2.29e-103     | 79.4%                | 64.5%                |
| PO2F1/2     | 14.3%          | 1.56e-86      | 63.2%                | 49.0%                |
| NFAC2       | 14.1%          | 9.35e-85      | 66.9%                | 52.8%                |
| PO3F2       | 13.3%          | 1.05e-76      | 67.6%                | 54.3%                |
| NKX31       | 13.1%          | 5.92e-78      | 74.8%                | 61.6%                |
| PIT1        | 12.6%          | 6.23e-72      | 73.4%                | 60.8%                |

| H9-Cluster 8 | Frequency Diff | p-value       | Frequency in Cluster | Background Frequency |
|--------------|----------------|---------------|----------------------|----------------------|
| PO5F1       | 15.7%          | 3.16e-119     | 83.0%                | 67.3%                |
| SOX2        | 14.6%          | 3.21e-99      | 79.1%                | 64.5%                |
| PO2F1/2     | 13.1%          | 2.51e-73      | 62.1%                | 49.0%                |
| PIT1        | 13.0%          | 1.55e-76      | 73.8%                | 60.8%                |
| PO3F1       | 12.4%          | 8.89e-66      | 63.0%                | 50.7%                |
| PO3F2       | 12.1%          | 2.45e-63      | 66.4%                | 54.3%                |
| NFAC2       | 12.0%          | 6.17e-62      | 64.8%                | 52.8%                |

**Table 5S.** Motif enrichment profile of the two H3K27ac dominant clusters in H9 (cluster 8 and 19)

| H1-Cluster 1 | Frequency Diff | p-value       | Frequency in Cluster | Background Frequency |
|--------------|----------------|---------------|----------------------|----------------------|
| SOX2        | 7.6%           | 1.94e-29      | 71.0%                | 63.4%                |
| PO5F1       | 7.0%           | 4.83e-26      | 72.9%                | 65.9%                |
| PO2F1/2     | 6.0%           | 7.25e-18      | 53.8%                | 47.8%                |
| SOX9        | 5.3%           | 1.08e-14      | 62.5%                | 57.2%                |
| PO3F1       | 5.0%           | 4.53e-13      | 54.6%                | 49.6%                |
| H1-Cluster 6 | Frequency Diff | p-value     | Frequency in Cluster | Background Frequency |
|-------------|----------------|-------------|----------------------|----------------------|
| SOX2        | 7.8%           | 4.59e-30    | 71.3%                | 63.4%                |
| PO5F1       | 7.5%           | 3.07e-28    | 73.4%                | 65.9%                |
| PO2F1/2     | 5.1%           | 8.28e-13    | 52.9%                | 47.8%                |
| SOX9        | 5.3%           | 4.05e-14    | 62.5%                | 57.2%                |
| PO3F1       | 4.5%           | 1.66e-10    | 54.1%                | 49.6%                |

Table 6S. Motif enrichment profile of cluster 1 and 6 in H1, H3K27ac dominant clusters
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