Experimental two-way communication with one photon
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Superposition of two or more states is one of the fundamental concepts of quantum mechanics and provides the basis for several advantages quantum information processing offers. In this work, we experimentally demonstrate that quantum superposition permits two-way communication between two distant parties that can exchange only one particle once, an impossible task in classical physics. This is achieved by preparing a single photon in a coherent superposition of the two parties’ locations. Furthermore, we show that this concept allows the parties to perform secure quantum communication, where the transmitted bits and even the direction of communication remain private. These important features can lead to the development of new quantum communication schemes, which are simultaneously secure and resource-efficient.

In the last decades, quantum information science has led to insights that promise to revolutionize the future of information processing technologies. Among them, quantum communication, the ability of transmitting a quantum state between a sender and a receiver, is one of the earliest known applications \cite{1}. The main motivation behind the efforts in this direction is that quantum systems allow communication features that are not achievable with classical objects, like, for example, security against eavesdropping, as shown for quantum key distribution (QKD)\cite{2–5} or quantum secure direct communication \cite{6–8}. In terms of efficiency, it was shown, both theoretically and experimentally, that quantum protocols lead to reductions in the amount of information to be transmitted to perform a specific task, which can also be exponential, compared to the classical ones \cite{9,12}. At the same time, there is great interest in schemes that allow to optimize the amount of physical resources to be used for communication, like in the case of quantum dense coding \cite{13–15} and quantum random access codes \cite{16–18}.

On this line, a recent theoretical study \cite{19} shows that, by means of quantum superposition, it is possible to achieve two-way communication between two distant parties which only exchange a single particle once. This is impossible in classical physics, where two-way communication can be realized only if the parties exchange two particles, one per party, or if the same particle goes back and forth between them. Thus, for this specific task, quantum mechanics allows a reduction in number of particles to be used or, alternatively, in the time employed for the communication. We implement the protocol proposed in \cite{19} with single photons and demonstrate the two-way signalling between the communication parties. From a fundamental point of view, the present work shows interesting analogies to recent research in quantum causality \cite{20–24}, of which some concepts have also been experimentally demonstrated \cite{25,26}.

We further analyse the protocol and show that it grants secure direct communication between the two parties, given that they actually share a single-particle superposition state. Interestingly, even the direction of communication can be hidden, a feature that connects our work to the field of anonymous quantum communication, where either the sender or the receiver of a message (or both) are supposed to be hidden \cite{27–29}. To approach real-life situations, we devise a version of the protocol that is robust against losses and randomness in photon emission. Our results, therefore, highlight several aspects of quantum superposition and can pave the way for novel secure and resource-efficient quantum communication schemes.

**DEMONSTRATION OF TWO-WAY SIGNALLING WITH A SINGLE PHOTON**

In order to show two-way signalling, we consider a communication game in which a referee respectively assigns two random input bits, $x$ and $y$, to two distant communication parties, named Alice and Bob, who are then allowed to exchange one particle. We call $\tau$ the time it takes for the exchange to be completed, that is the interval between the time at which the particle leaves Alice’s or Bob’s location and the time at which it is detected. We assume $\tau$ shorter than the time required to a physical object to travel more than once the distance between Alice and Bob (see figure \protect{\ref{fig:1}}). When the exchange is completed, the referee asks Alice and Bob to reveal two output bits, $a$ and $b$: they win the game if they both guess correctly the value of the other player’s input (i.e. if $a = y$ and $b = x$). This game can be considered a variation of the well known “guess your neighbour’s input” (GYNI) game \protect{\cite{30}}. Under the constraint that the parties can only exchange one particle within the time window $\tau$, only two possible causal relations between variables $x$, $y$, $a$ and $b$, are possible: either $x$ influences $a$ and $b$, whereas $y$ influences $b$ only (corresponding to a one-way communication from Alice to Bob) or $y$ influences $a$ and $b$, whereas $x$ influences $a$ only (one-way communication from Bob to Alice). Accordingly, the joint probability distribution $p(ab|xy)$ results in a classical mixture of the two one-way signalling distributions. This imposes to the probability of winning the game a maximal value of $1/2$ \protect{\cite{31}}.

Let us now consider the case of a single quantum parti-
Due to interference, after the device, the final state of the photon is:

\[ |\psi_{\text{fin}}\rangle = \begin{cases} \hat{a}^\dagger |0\rangle, & \text{if } x = 0 \text{ and } y = 0, \\ \hat{b}^\dagger |0\rangle, & \text{if } x = 0 \text{ and } y = 1, \\ -\hat{a}^\dagger |0\rangle, & \text{if } x = 1 \text{ and } y = 0, \\ -\hat{b}^\dagger |0\rangle, & \text{if } x = 1 \text{ and } y = 1. \end{cases} \]

This means that, by checking whether they detect the particle or not, Alice and Bob can infer the parity of \( x \) and \( y \). This piece of information, combined to the knowledge of their input bits, allows them to ideally win the game with probability 1, thus showing genuine two-way communication.
Table I: Time measurement results. The four possible delays between the initial reception and the final detection of the photon at Alice or Bob are shown in the table. They are compared to the time the photon would take to travel the minimum distance between the two parties, roughly equal to the diagonal of the interferometer, at the speed of light in vacuum (reference value). For each delay, the measurements were taken by unblocking only the corresponding path and recording the arrival-time statistical distributions for reception and final detection, respectively. The uncertainty on each interval is obtained from the standard deviations of the associated arrival-time distributions, dominated by the time jitter of our detectors. The uncertainty on the reference value is not statistical and comes from the uncertainty on the measurement of the minimum distance between Alice and Bob.

| Initial Reception | Final Detection | Delay (ns) |
|-------------------|-----------------|------------|
| Alice             | Alice           | 7.1 ± 0.4  |
| Alice             | Bob             | 8.2 ± 0.4  |
| Bob               | Alice           | 7.5 ± 0.3  |
| Bob               | Bob             | 8.5 ± 0.4  |

Reference time: (10.1 ± 0.1) ns

Figure 3: Success probability vs interferometric visibility. The plot shows the behaviour of the probability of winning the game with respect to the quality of the single-photon interference produced by the state Alice and Bob share, which is quantified by the average interferometric visibility. The visibility is varied by delaying one interferometric path with respect to the other: at zero visibility the two photon wave packets travelling in the two arms no longer overlap at the final beam splitter and the interference is completely cancelled. The equation of the red theoretical curve is $y = 0.5(x + 1)$. The error on each probability is the standard error on the mean, obtained from the statistical variation over the sequence of input bits. For each point in the plot, a different random input sequence of bit pairs is generated.

The implemented scheme can also be used by the parties to simultaneously transmit any two bits $x$ and $y$ with one particle only. Interestingly, the values of the bits are encrypted. This can be easily seen by re-writing equation (5) in another form:

$$|\psi_{\text{encode}}\rangle = \frac{1}{\sqrt{2}} (-1)^x (\hat{a}^\dagger + (-1)^x \hat{a}^\dagger \hat{b}^\dagger) |0\rangle,$$

where the symbol $\oplus$ stands for modulo-2 sum of the bits. The only piece of information that is extractable from the state $|\psi_{\text{encode}}\rangle$ is the relative phase $(-1)^x \hat{a}^\dagger \hat{b}^\dagger$. This means that a potential eavesdropper, Eve, does not have direct access to the transmitted bits but only to the parity, $p (p = x \oplus y)$, therefore she could guess them with a probability of 50% at best.

If, by repeating the procedure several times, one of the two parties transmits a one-time pad, a truly random sequence that can be used only once, the message transmitted by the other one is then fully secure against eavesdropping [34], once it is assumed that they actually share the state $|\psi_{\text{encode}}\rangle$ for each pair of transmitted bits. Furthermore, Eve cannot know which party is transmitting the one-time pad and which one the message, meaning that the direction of communication is hidden.

A rigorous implementation of the described communication protocol would require a deterministic single-photon source, providing one photon for each pair of bits Alice and Bob want to transmit. However, truly deterministic sources still represent an experimental challenge. Furthermore, losses in communication links would render any deterministic photon emitter a probabilistic source. Therefore, in order to simulate real-life situations, we devise and experimentally demonstrate a version of the protocol that can be realized with a probabilistic source. We set a communication interval for each pair of bits $x$ and $y$, which in our case is 0.5 s, and reduce the emission rate of our source so as to have an average number of detections per communication interval of about 3. Here we consider the sum of the detections Alice and Bob record. If Alice (Bob) receives one or more photons during a given communication interval, she (he) infers that $x \oplus y = 0$ ($= 1$), and $x \oplus y = 1$ ($= 0$) otherwise. The fact that, on average, more than one photon is transmitted for a bit pair does not affect the security of the protocol, since the information Eve can extract from each particle is always the same and not enough for her to determine the value of the bits. An error occurs every time in a given interval at least one photon goes to the "wrong"
output or when no photon is detected by both Alice and Bob at the end of the interval. These errors can be minimized by suitably choosing the average number of detections per interval (see appendix for more details). Error correction protocols can also be applied to increase the success probability. We provide an example by implementing simple schemes where each bit pair is sent 3 and 5 times, respectively, and the most frequent outcome for each pair of bits is chosen. The average success probability of the communication protocol, measured by counting the successful transmission events, for different random sets of 100 bit pairs is $0.75 \pm 0.02$. By implementing the error correction schemes with 3 and 5 repetitions per bit pair, we obtain success probabilities of $0.89 \pm 0.02$ and $0.99 \pm 0.02$, respectively. We report an example where Alice sends a 10 pixels $\times$ 10 pixels image in black and white, corresponding to 100 bits, and Bob sends a sequence of 100 random bits. Figure 4 shows the outcome of the communication both for the basic protocol and for the error-corrected one with 5 repetitions per bit pair.

In conclusion, we have shown experimentally that, by using quantum superposition, it is possible to perform two-way communication between two parties that exchange only a single photon once. We have ruled out the possibility that the photon travels back and forth between them or that two or more photons are simultaneously used. Furthermore, we have designed and implemented a protocol for two-way communication between the parties that exploits a probabilistic single-photon source and shown that, under certain assumptions, it allows secure direct communication between them, with the additional feature of hidden communication direction. Our insights set an important basis for the realization of new communication protocols to be used for real-world applications.
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Figure 4 Example of secure communication. An example in which Alice sends a message in the form of a figure and Bob a random sequence with the same length is presented. The three columns report, in the order, the figure sent by Alice, that one received by Bob and the parity of the bits sent by Alice and Bob, the only piece of information Eve can get from the superposition state. Two cases are shown: the basic protocol, where each bit pair is sent once with an average probability of success of 75% and the error-corrected protocol, where each bit pair is sent 5 times, with an average probability of success of 99%.
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APPENDIX

The single-photon source

We use an SPDC-based single-photon source in a Sagnac configuration [35], with a 20-mm-long periodically-poled potassium titanyl phosphate (PPKTP) crystal. The Sagnac loop was realized using a dual-wavelength polarizing beam splitter and two mirrors. The crystal converts a photon at 395 nm into two photons at 790 nm and orthogonal polarizations. The produced photons were coupled into single-mode fibers: one of them was sent to the Mach-Zehnder interferometer and the other was directly sent to a silicon avalanche photo-diode (APD) for heralding the presence of its twin in the interferometer. The use of polarizers for both photons of each pair ensure that a defined polarization state is produced, in particular $|H⟩|V⟩$, where H stands for “horizontal” and V for “vertical”).

The interferometric set-up

The interferometer we built is depicted in figure 2 in the main text. The distance between the mirror $M_A$ and the beam splitter $B_S_1$ is $(106 \pm 1)$ cm, whereas the distance between $M_B$ and $B_S_2$ is $(119 \pm 1)$ cm. The minimum distance between the regions occupied by Alice and Bob is the distance between the sides of the liquid-crystal phase shifters, equal to $(156 \pm 1)$ cm. The geometry of the interferometer is chosen so as to maximize the difference between the time photons take to travel from mirrors $M_A$ and $M_B$ to the detectors and the time they would take to travel twice the minimum distance between Alice and Bob, given the limits of space on our optical table. The two flip mirrors $F_M_A$ and $F_M_B$ are placed at 10.0 cm of distance from $M_A$ and $M_B$, respectively. They are used to steer light to two fiber couplers, $C_A$ and $C_B$, connected to two 2-meter long multi-mode fibers. The coupling in the multi-mode fibers is about 96%. The distance between the flip mirrors and the couplers is also 10.0 cm, so that photons reach the fibers at the same time they would arrive at $M_A$ and $M_B$ if $F_M_A$ and $F_M_B$ were not there. The uncertainty on all these distances was estimated to be 0.5 cm. The detectors $D_A$ and $D_B$ are silicon APDs. We use them in a free-space configuration for the final detection of the photons but we connect them to the fibers from the couplers for the acquisition of the photon arrival-time distributions at the mirrors $M_A$ and $M_B$. All the arrival times are measured by means of two different time-tag logic units, one for each detector, and they are always referred to the detection of the heralding photon, used as a trigger.

The interferometer is passively stabilized by thermal and vibrational isolation so that the phase between the two arms is stable for about one minute. After this time, the phase can be re-set by means of a piezo actuator mounted in a trombone delay line, which can be used to delay one arm with respect to the other and therefore to change the interference visibility. We re-set the piezo every 50 input bit pairs, corresponding to about 25 s. There are still some residual fluctuations of the phase around the stability point in this time interval, which, together with the standard poissonian fluctuations in the number of counts, determine the errors on the success probabilities reported in the main text.

The polarization of the photons entering the interferometer is set to “horizontal” (H), that means parallel to the optical table, by means of two waveplates and a polarizer, placed before $B_S_1$. The slow axes of the two liquid-crystal phase shifters are aligned to the photon polarization. The refractive index along these axes depends on the voltage applied to the liquid crystal. We characterize the phase-shift with respect to the voltage and set a phase-shift of 0 to encode the bit 0” and of $\pi$ to encode the bit 1”.

Analysis of the photon arrival-time distributions

Let us call $\Delta t_{AB}$ the time photons take to travel from the mirror $M_A$ to the detector $D_B$ along the arms of the interferometer. In the same way we call $\Delta t_{AA}$, $\Delta t_{BA}$, $\Delta t_{BB}$ the time photons take to go from $M_A$ to $D_A$, from $M_B$ to $D_A$ and from $M_B$ to $D_B$, respectively. The procedure we adopted to measure $\Delta t_{AB}$ is the following:

1. we block all the possible paths for the photons except for that one going from $M_A$ to $D_B$.
2. For each photon pair, we register the delay between the detection of the heralding photon and the detection of its correlated photon at $D_B$, after it travels through the interferometer. In this way we acquire the arrival-time distribution for the final detection at $D_B$, referred to the herald detection.
3. We turn up the flip mirror $F_M_A$ and connect the multi-mode fiber from the coupler $C_A$ to the detector $D_B$. After correcting for the delay introduced by the fiber, we acquire the arrival-time distribution at $M_A$, as in point 2.
4. We fit the two obtained distributions with gaussian functions and, for each of them, we consider the mean value and the standard deviation.
5. We calculate $\Delta t_{AB}$ as the difference of the mean values of the two distributions. Since the detections take place at the same detector and we use the same time-tag unit, the difference is not affected by further electronic delays. The error on $\Delta t_{AB}$ is the sum in quadrature of the standard deviations of the two distributions.

For the measurement of $\Delta t_{AA}$, $\Delta t_{BA}$ and $\Delta t_{BB}$, we follow analogous procedures. In order to correct the delays introduced by the fibers, their length is measured with a fiber-meter. We obtain $(2.080 \pm 0.004)$ m and $(2.088 \pm 0.004)$ m for the fibers connected to $C_A$ and $C_B$, respectively. The refractive index of the core, made of pure silica, is taken from [36]. The errors on the fiber lengths and on the refractive index are negligible with respect to the standard deviation of the arrival time distributions. Figure A1 shows the acquired arrival-time distributions, together with the related gaussian fits.

In the plots, two secondary peaks for each main peak can be noticed, which are probably due to optical reflections in the set-up. The total number of counts in the secondary peaks is approximately 5% of that in the corresponding main peak. However, in the implementation of the game and the communication protocol, for the coincidence counting between
the final detection of the photon in the interferometer and the heralding photon, we set a coincidence window of 1 ns around the delays obtained from the fits of the final arrival-time distributions: in this way the coincidences that are related to the secondary peaks are not considered.

It can be observed that the arrival-time distributions at $D_A$ and $D_B$ are slightly asymmetric with respect to the peak. We hypothesize that this is due to the fact that the photons, in the free-space-detection case, hit the edge of the active area of the APD, thus producing some capacitive effect in the resulting electric signal.

For the detection we use single-photon counting modules from Excelitas, model SPCM-AQRH. This model has a typical jitter time (standard deviation) of 0.149 ns. Since each peak is obtained by coincidence detection between two modules, if we consider only the effect of the jitter, we expect a standard deviation of 0.210 ns. This value is compatible with those obtained for fiber-coupled detection but significantly lower than those obtained in case of free-space detection. We again ascribe the mismatch to the imperfect alignment of the beam in the case of free-space detection.

As it can be seen from table II the quantity $|\Delta t_X - \Delta t_{\text{ref}}|/\sigma_X$ is always above 3, where $\Delta t_{\text{comp}}$ is the reference value and $X$ can be AA, AB, BA or BB, respectively. This allows us to claim with less than 1% of risk that the two values are not compatible and then that the time the photons take to go from the mirror $M_A$ or $M_B$ to the detector is shorter than the time they would take to travel twice the minimum distance between Alice and Bob. In this procedure of comparison we neglected the error on $\Delta t_{\text{comp}}$ because the corresponding relative error is more than 4 times lower than that on any $\Delta t_X$.

Measurement of the second-order correlation function at zero delay

In order to measure the heralded second-order correlation function at zero delay, $g^{(2)}(0)$, we steer the photons to the couplers $C_A$ and $C_B$, by means of the flip mirrors $F_A$ and $F_B$, and we connect the related fibers to the detectors $D_A$ and $D_B$. We consider the two-fold coincidence rates between the detection of the heralding photon and the detection of its correlated photon at $D_A$ or $D_B$, which we call respectively $CC_{HA}$ and $CC_{HB}$, and the three-fold coincidence rate, $CC_{HAB}$. We set the delays between the detections electronically in order to maximize $CC_{HA}$ and $CC_{HB}$ and in these conditions we evaluate $g^{(2)}(0)$, according to the following formula (27):

$$g^{(2)}(0) = \frac{2 \times C_H \times CC_{HAB}}{(CC_{HA} + CC_{HB})^2},$$

where $C_H$ is the rate of single counts for the heralding photons.

We average the rates over 3 minutes and obtain $g^{(2)}(0) = 0.004 \pm 0.01$, where the error is calculated from poissonian uncertainty on the count rates. This value is measured for 7 mW of pump power in the source.

Error correction

Our scheme can also be implemented for non-ideal photon sources. In case of a probabilistic source, such as photon sources based on SPDC, we modify the scheme as follows:

1. Alice and Bob decide a communication interval, during which a pair of bits should be transmitted. At the end of the communication interval, they register the received bit.

2. For each communication interval, the source emits on average $N$ photons, $m$ of which are detected by Alice or Bob.

3. If Alice (Bob) receives 1 or more photons during the communication interval, she (he) assumes that the parity of the transmitted bits is 0 (1). From the parity she (he) recovers the value of the bit Bob (Alice) has sent. If Alice (Bob) receives no photons by the end of the communication interval, she (he) assumes that the parity of the transmitted bits is 1 (0).

4. Alice and Bob repeat the procedure until the end of the message they want to transmit.

The only difference between this protocol and the basic protocol is that there is the possibility Alice and Bob receive more than one photon per communication interval. There are two possible sources of errors: 1) one of more photons is detected at the wrong output or 2) no photon is detected at all. Therefore, the probability of error for each communication interval is $p_{\text{err}} = p_{0} + p_{\text{wrong}}$, where $p_{\text{wrong}}$ is the probability of case 1 and $p_{0}$ of case 2.

We assume that the number of photons Alice and Bob globally detect follows a poissonian distribution with $m$ as mean value. The probability that $n$ photons are detected is therefore:

$$p(n) = e^{-m} \frac{m^n}{n!}.$$  

From the previous equation, it is straightforward that $p_{0} = e^{-m}$. Given that $n$ photons are detected, the probability that at least one out of them is detected at the wrong output is $1 - p_{s}$, where $p_{s}$ is the probability of success of the original protocol, that is the probability that a photon is detected at the right output. By keeping this in mind we get:

$$p_{\text{err}} = e^{-m} + \sum_{n=1}^{\infty} p(n)(1 - p_{s}^n) = e^{-m}(1 + \sum_{n=1}^{\infty} \frac{m^n(1 - p_{s}^n)}{n!}).$$

For low values of $m$, $p_{0}$ tends to 1, while, as $m \to \infty$, the second term, $p_{\text{wrong}}$, tends to 1, thus dominating the sum. This means that between these two extremes there must be a value of $m$, that we call $m_{\text{opt}}$, for which $p_{\text{err}}$ is minimum. This value depends of course on $p_{s}$, in particular it increases if $p_{s}$ increases, reflecting the fact that one can use more photons if for each photon the probability of success is higher.

Since the values of $p_{s}$ for our set-up are around 0.95, we calculate that $m_{\text{opt}}$ is around 3. We reduce the pump power of our source until we obtain globally about 3 detections per communication interval. We measure a success probability.
of the protocol over 10 sets of 100 random pairs of bits of 0.75 ± 0.02. The error is calculated by considering the standard deviation of the probability over the sets and by dividing it by the square root of the number of sets, thus obtaining an error on the average value. The average number of detections, \( m \) and the probability of success per photon, \( p_s \), over the sets are respectively 3.34 ± 0.06 and 0.935 ± 0.008. By inserting these values in our poissonian model, we calculate a success probability of 0.77 ± 0.02, perfectly compatible with the measured value. We note that, considering \( p_s = 0.935 \), the maximum theoretical success probability is 0.772, for \( m = 2.919 \).

As mentioned in the main text, we implement an error correction scheme, based on the repetition of the same bit pair 3 and 5 times, respectively. In both cases we average over 4 sets of 100 bit pairs, for a total of 1200 and 2000 transmitted bit pairs, respectively. In the case of 3 repetitions, we obtain a success probability of 0.89 ± 0.02. The expected value in this case is 0.90 ± 0.01, considering that \( m = 2.62 ± 0.05 \) and \( p_s = 0.948 ± 0.006 \). For the case of 5 repetitions, the measured success probability results to be 0.99 ± 0.02 while the expected value is 0.97 ± 0.01, with \( m = 3.736 ± 0.004 \) and \( p_s = 0.960 ± 0.004 \). All the measured values are perfectly compatible with the expected ones, thus confirming the validity of the poissonian model we assume.
Figure A1. Arrival-time distributions. The figures are related to the four possible time intervals $\Delta t_{AA}$ (a), $\Delta t_{AB}$ (b), $\Delta t_{BA}$ (c) and $\Delta t_{BB}$ (d). The arrival times at $M_A$ or $M_B$, after correcting for the fiber delay (peaks on the left), and those at the final detectors $D_A$ or $D_B$ (peaks on the right) are reported on the x-axis. These times are expressed as delays with respect to the heralding photon detection. The two peaks in each figure are fitted with the gaussian function in the plot boxes (red curves). The parameters of the fits are shown to the left of the corresponding peak. The black vertical bars indicate the time window, including the error, at which the photons would arrive at $D_A$ or $D_B$ if they travelled twice the minimum distance between Alice and Bob.