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Summary

In this paper, we focus on estimating the average treatment effect (ATE) of a target population when individual-level data from a source population and summary-level data (e.g., first or second moments of certain covariates) from the target population are available. In the presence of heterogeneous treatment effect, the ATE of the target population can be different from that of the source population when distributions of treatment effect modifiers are dissimilar in these two populations, a phenomenon also known as covariate shift. Many methods have been developed to adjust for covariate shift, but most require individual covariates from the target population. We develop a weighting approach based on summary-level information from the target population to adjust for possible covariate shift in effect modifiers. In particular, weights of the treated and control groups within the source population are calibrated by the summary-level information of the target population. In addition, our approach also seeks additional covariate balance between the treated and control groups in the source population. We study the asymptotic behavior of
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the corresponding weighted estimator for the target population ATE under a wide range of conditions. The theoretical implications are confirmed in simulation studies and a real data application.
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1 Introduction

It is often of interest to apply causal findings, such as average treatment effect (ATE), of a medical study in one population to another population based on observed characteristics (Colnet et al., 2020; Degtiar and Rose, 2021). This problem is termed generalizability (Cole and Stuart, 2010; Tipton, 2013; Buchanan et al., 2018), external validity (Rothwell, 2005), or transportability (Rudolph and van der Laan, 2017; Dahabreh and Hernán, 2019). It is well-known that such generalization may be problematic when the treatment effect is heterogeneous and there is covariate shift in treatment effect modifiers (Sugiyama et al., 2007). Covariate shift refers to the shift or difference in the distribution of a covariate.

For example, ATE from a properly planned and conducted randomized trial may not be generalizable when the treatment effect depends on certain covariates and these covariates can have different distributions between the study population and the target population for generalization. In other words, we could obtain an unbiased estimate of ATE for the trial population, but the estimate may not equal the ATE of the target population if the study participants do not represent the target population well with respect to treatment effect modifiers.

In the past decade, a common setup for such causal generalization research is based on the scenario that treatment assignment, outcome and covariates are fully observed for the source population, while only covariates are available for the target population (Cole and Stuart, 2010; Tipton, 2013; Rudolph and van der Laan, 2017; Buchanan et al., 2018; Dahabreh et al., 2020; Lu et al., 2021). Under this scenario, most existing methods rely on modeling trial participation probability, which reflects similarity between subjects in the two populations. The probability is modeled using individual-level data and the estimated probability is then used in the subsequent analysis for reweighting (Cole and Stuart, 2010; Buchanan et al., 2018) or post-stratification (Cole and Stuart, 2010). In addition, the methods typically require the source sample to be representative of the target population.
Some existing methods also incorporate outcome modeling to improve estimation efficiency (Rudolph and van der Laan, 2017; Dahabreh et al., 2020; Yang et al., 2020). Similarly, although the outcome models can be estimated with the source population data, the fitted models need to be applied on individual-level target population data.

Nevertheless, detailed individual-level information is not always available due to many practical reasons such as restricted data sharing, storage limitation, and privacy concerns (Degtiar and Rose, 2021). In contrast, summary-level information of a target population is more easily accessible. Such information can be collected from population-based census data, disease registries and health care databases, and published literature.

In this paper, we develop a weighting strategy that can incorporate summary-level data from the target population (Hartman et al., 2015; Westreich et al., 2017). We propose to enhance the entropy balancing weighting framework (Hainmueller, 2012) with additional treatment-control balancing constraints. Since these constraints only consider covariate balance between the treated and control groups, they allow a much more flexible choice of covariate functions and thus can better utilize the source population data. Our theoretical results show that the proposed method can not only achieve consistent estimation under significantly broader situations, but also result in higher estimation efficiency. The proposed method is particularly appealing when the treatment assignment mechanism in the source population data or the potential outcome models is complex, but the effect modification structure is relatively simple.

This paper is organized as follows. In Section 3, we develop our weighting approach by extending the entropy balancing method. In Section 4, we characterize the theoretical properties of the proposed method, including the limiting function of the weights, and the consistency conditions and asymptotic variance of the corresponding estimator. Sections 5 and 6 compare our method to other weighting methods by simulation studies and a real data application, respectively. We conclude the paper with a discussion in Section 7.
2 Notations and Framework

Suppose we have collected data from $n_s$ subjects, $\{(X_i, A_i, Y_i) : i \in S\}$, from a source population $S$. $X_i \in \mathcal{X} \subset \mathbb{R}^p$ denotes a vector of pre-treatment covariates which contain confounding factors and treatment effect modifiers, $A_i \in \{0, 1\}$ is a binary treatment indicator and $Y_i$ is the outcome of interest. Additionally, suppose we have access to first moments of a set of linearly independent covariate functions $h_k : \mathcal{X} \rightarrow \mathbb{R}$, $k = 1, \ldots, K_h$ from a target population. We assume the first moments are computed on a representative sample $T$ consisting of $n_t$ subjects from the target population. But the individual data from $T$ is not available for analysis. Namely, we only have the following information from the target population:

$$\bar{h}_{k,T} \equiv \frac{1}{n_t} \sum_{i \in T} h_k(X_i), k = 1, \ldots, K_h. \quad (1)$$

We use the potential outcome framework (Rubin, 1974; Rosenbaum and Rubin, 1983) to formulate the causal problem. Under the Stable Unit Treatment Value Assumption (SUTVA), which posits no interference between different subjects and no hidden variation of treatments, each subject $i$ has two potential outcomes $Y_i(0)$ and $Y_i(1)$, the values of the outcome that would be observed if $i$ were to receive control or treatment, respectively. Then the observed outcome in the source sample is $Y_i = Y_i(A_i)$. For subjects in the target sample, neither of the potential outcomes is observed.

We associate each subject, either in the source or target sample, with a “full” random vector $(X_i, S_i, A_i, Y_i(0), Y_i(1))$, where $S_i$ is a population indicator such that $S_i = 1$ for $i \in S$ and $S_i = 0$ for $i \in T$. For $i \in T$, $A_i$ can take arbitrary value and will not affect the following analysis. The total sample size is $n = n_s + n_t$. These $n$ random variates across $i$ are assumed to be i.i.d. draws from a joint distribution of $(X, S, A, Y(0), Y(1))$. All the probability calculations and expectations below are taken with respect to this distribution. Specifically, the ATE of the
target population can be expressed as

$$\tau^* = \mathbb{E}[Y(1) - Y(0) \mid S = 0],$$

which is the estimand of interest in this paper.

We assume that the treatment assignment mechanism in the source sample is determined by a propensity score \( \pi(x) = \mathbb{P}(A = 1 \mid X = x, S = 1) \) (Rosenbaum and Rubin, 1983), which is potentially unknown. We further denote \( \rho(x) = \mathbb{P}(S = 1 \mid X = x) \) and refer to this as participation probability (Dahabreh et al., 2020). In addition to the SUTVA, we impose the following identifiability assumptions throughout the paper.

**Assumption 1.** (Unconfoundedness of treatment assignment) In the source population, \((Y(0), Y(1))\) are conditionally independent of \(A\) given \(X\): \((Y(0), Y(1)) \perp \perp A \mid X, S = 1\).

**Assumption 2.** (Positivity of propensity score) The propensity score of the source population is bounded away from 0 and 1: for some \(c > 0\), \(c \leq \pi(X) \leq 1 - c\) almost surely.

**Assumption 3.** (Mean exchangability across populations) The conditional mean of the potential outcomes given the covariates are equal between the two populations: \(\mathbb{E}[Y(a) \mid X, S = 1] = \mathbb{E}[Y(a) \mid X, S = 0]\) almost surely for \(a \in \{0, 1\}\).

**Assumption 4.** (Positivity of participation probability) The participation probability is bounded away from 0: \(\rho(X) > c\) almost surely for some \(c > 0\).

The first two are common assumptions in causal inference, and together with the SUTVA enable identification of causal quantities with respect to the source population from the observed data. The last two assumptions are adopted from Rudolph and van der Laan (2017) and Dahabreh et al. (2020) and allow us to generalize causal estimates to the target population (Colnet et al., 2020).

In what follows, we use \(S_0\) to denote the index set of the subjects in the control group of the source sample, namely, \(S_0 = \{i : S_i = 1, A_i = 0\}\); \(S_1\) is similarly defined for the treated
group. We assume the potential outcomes have finite second moments given the covariates, and denote the conditional mean and variance of the potential outcomes in the source population by

\[ \mu_a(x) = \mathbb{E}\{ Y(a) \mid X = x, S = 1 \}, \]

\[ \sigma^2_a(x) = \text{Var}\{ Y(a) \mid X = x, S = 1 \}. \]

Under Assumption 3, \( \mu_a(x) = \mathbb{E}\{ Y(a) \mid X = x, S = 0 \} = \mathbb{E}\{ Y(a) \mid X = x \} \). The conditional average treatment effect (CATE) function is defined as \( \tau(x) = \mu_1(x) - \mu_0(x) \).

3 Methodology

Dahabreh et al. (2020) discussed commonly used estimators for \( \tau^* \), the ATE on the target population, including the outcome regression estimator and the doubly robust estimator. However, these methods involve applying fitted outcome models on the target data, which is generally infeasible in the current setting.

We restrict our focus to weighting estimators for \( \tau^* \). Under Assumptions 1-4, we can express \( \tau^* \) in terms of the observable:

\[ \tau^* = \mathbb{E} \left[ A w^*(1, X) Y - (1 - A) w^*(0, X) Y \mid S = 1 \right] \tag{2} \]

where the weighting function \( w^*(a, x) \) is given by

\[ w^*(a, x) = \left( \frac{a}{\pi(x)} + \frac{1 - a}{1 - \pi(x)} \right) \frac{\mathbb{E}(S)(1 - \rho(x))}{(1 - \mathbb{E}(S))\rho(x)}. \]

Therefore given a set of weights on the source population data \( \{ w_i : i \in S \} \), a possible
estimator can take the following form:

\[ \hat{\tau}_w = \frac{1}{n_s} \sum_{i \in S_1} w_i Y_i - \frac{1}{n_s} \sum_{i \in S_0} w_i Y_i. \]  

(3)

As \( w^*(a, x) \) depends on \( \rho(x) \) (and \( \pi(x) \)), directly modeling is also infeasible. The idea is to use the target summary information (1) to calibrate the weights.

This calibration idea for weighted estimators has been extensively studied for causal inference (Hainmueller, 2012; Imai and Ratkovic, 2014; Chan et al., 2016). In the usual setting without the need for causal generalization, Hainmueller (2012) proposed to construct the weights for the control units as the solution of the following optimization problem (for the treated units, the weights are taken as \( \frac{n_s}{n_t} \)):

\[
\min_{w \succeq 0} \sum_{i \in S_0} w_i \log w_i
\]

subject to

\[
\frac{1}{n_0} \sum_{i \in S_0} w_i h_k(X_i) = \frac{1}{n_1} \sum_{i \in S_1} h_k(X_i), \quad k = 0, \ldots, K_h.
\]

(4)

To normalize the weights so that \( \frac{1}{n_s} \sum_{i \in S_0} w_i = 1 \), we include \( h_0(x) = 1 \) as one of the constraints. The balancing constraints equalize the sample means of the covariate functions \( h_k(x) \) between the treated group and the weighted control group; in the meantime, the optimization objective keeps the dispersion metric, the opposite of entropy, to a minimum level so that the weights are as close as uniform as possible. Zhao and Percival (2016) investigated the theoretical properties of the weights given by (4) and the corresponding ATT estimator. They showed the estimation enjoys the so-called doubly robustness property: if either the potential outcome models are linear in the covariate functions being balanced, or the logit of the propensity score is linear in these functions, then the estimation is consistent. Further, if both conditions hold, then the semiparametric efficiency bound in Hahn (1998) is achieved.
3.1 Existing weighting approaches for causal generalization

In this section, we review existing entropy balancing and model-based weighting approaches for causal generalization that are directly related to our setting. Our method, which extends entropy balancing weights, will be introduced in the next section.

Dong et al. (2020) adapted the entropy balancing weights approach for generalizing ATE estimation from a randomized controlled trial (RCT) to a given target population. Since in an RCT the covariates of the treated and control groups are well-balanced by design, they did not distinguish these two groups in their weighting strategy and proposed to construct weights on the entire source sample \( \{ q_i : i \in S \} \) by

\[
\begin{align*}
\min_{q \succeq 0} & \sum_{i \in S} q_i \log q_i \\
\text{subject to} & \frac{1}{n_S} \sum_{i \in S} q_i h_k(X_i) = \bar{h}_{kT}, \quad k = 0, \ldots, K_h.
\end{align*}
\]

(5)

So the weights calibrate the sample averages of the covariate functions on the source sample to those on the target sample. By a duality argument, they showed that the solution to (5) admits the form of exponential tilting: \( \hat{q}_i = \exp\{\sum_{k=0}^{K_h} \beta_k h_k(X_i)\} \) for some \( \beta_k, k = 0, \ldots, K_h \) such that the balancing constraints are satisfied. These weights take the same form as the exponential tilting adjustment method considered in Signorovitch et al. (2010). In fact, the entropy balancing method based on (5) is equivalent to calibrating the covariate shift with an exponential tilting because the estimating equations that Signorovitch et al. (2010) utilized to estimate their exponential tilting parameters are exactly the balancing constraints in (5). Using an application of generalizing the ATE of Rosuvastatin from an RCT to a target population, Hong et al. (2019) showed that the exponential tilting adjustment approach yielded close estimates to the one using individual-level target sample data for covariate shift adjustment.

Josey et al. (2020) then extended the entropy balancing weights approach to the setting when the source sample is from observational studies. To alleviate possible covariate imbal-
ance or confounding between the treated and control groups in observational studies, they proposed a two-step procedure to adjust for covariate shift and confounding separately. They first computed \( \{ \hat{q}_i \} \) by solving (5), and then used a subsequent step to further adjust for the treatment-control imbalance:

\[
\min_{w \succeq 0} \sum_{i \in S} w_i \log \left( \frac{w_i}{\hat{q}_i} \right)
\]

subject to

\[
\frac{1}{n_s} \sum_{i \in S_1} w_i h_k(X_i) = \frac{1}{n_s} \sum_{i \in S} \hat{q}_i h_k(X_i), \quad k = 0, \ldots, K_h \tag{6}
\]

\[
\frac{1}{n_s} \sum_{i \in S_0} w_i h_k(X_i) = \frac{1}{n_s} \sum_{i \in S} \hat{q}_i h_k(X_i), \quad k = 0, \ldots, K_h.
\]

So the constraints in (6) calibrate the treated and control groups to the target population separately. They showed the resulting weights can also be written as exponential tilting: \( \hat{w}_i = \hat{q}_i \exp\{ \sum_{k=0}^{K_h} \alpha_{ak} h_k(X_i) \}, \quad a \in \{0, 1\} \). Both Dong et al. (2020) and Josey et al. (2020) established double robustness properties of the weighting estimators similar to those in Zhao and Percival (2016).

Alternatively, one could also use modeling-based weighting method to fully utilize the individual-level source sample. Specifically, we can use the source sample to estimate the propensity score first, and then set the weights as \( \hat{q}_i/\hat{\pi}(X_i) \) for the treated units and \( \hat{q}_i/(1 - \hat{\pi}(X_i)) \) for the control units. Since (5) is equivalent to modeling \( \rho(x)/(1 - \rho(x)) \) with exponential tilting, the weights constructed in this way constitute estimates of \( w^*(a, x) \). However, this approach is vulnerable to estimation error in the estimated propensity score and can result in extreme weights as one may encounter in the conventional inverse propensity score weights (Kang et al., 2007; Chattopadhyay et al., 2020). In Section 5, we systematically compare this method with the proposed weights (8), and the results suggest that our entropy balancing weighting approach leads to more favorable performance.
3.2 Enhance entropy balancing with additional balancing constraints

We first show that the weights produced by the two-step procedure of Josey et al. (2020) can be consolidated into a one-step procedure. The simplified procedure simply takes \( \hat{q}_i \) as 1 in (6). Note that in this case, the right-hand sides of the constraints in (6) become \( \bar{h}_{k,T} \). Hence, the simplified procedure computes the weights by

\[
\min_{w \geq 0} \sum_{i \in S} w_i \log w_i
\]

subject to

\[
\frac{1}{n_s} \sum_{i \in S} w_i h_k(X_i) = \bar{h}_{k,T}, \ k = 0, \ldots, K_h, \tag{7}
\]

\[
\frac{1}{n_s} \sum_{i \in S_0} w_i h_k(X_i) = \bar{h}_{k,T}, \ k = 0, \ldots, K_h.
\]

The equivalence between the two-step procedure of Josey et al. (2020) and (7) is based on the dual representations of \( \hat{q}_i \) and \( \hat{w}_i \) in (6). To see this, first note that the solutions from (6) take the exponential tilting form, \( \exp\{\sum_k (\beta_k + \alpha_{ak}) h_k(X_i)\} \) for \( i \in S_a \) and that the weights given by (7) also take the exponential tilting form \( \exp\{\sum_k \lambda_{ak} h_k(X_i)\} \). So these two sets of weights have the same parametric form. Further, they satisfy the same set of constraints. When \( \{h_k\} \) is linearly independent, we must have \( \lambda_{ak} = \beta_k + \alpha_{ak} \). Therefore, (7) produces exactly the same weights as (6) without first computing \( \hat{q}_i \).

From (7) we see that Josey et al. (2020) try to overcome covariate imbalance between the treatment and control groups in the source population by calibrating based on the covariate functions \( h_k : \mathcal{X} \rightarrow \mathbb{R}, \ k = 1, \ldots, K_h \). However, these functions are made available to provide summary information from the target sample. They may not be flexible and geared towards overcoming confounding of treatment assignment in the source population. In other words, balancing only on \( \{h_k\} \) may not provide sufficient calibration of covariate balance between treatment and control groups in the source population.

Therefore we propose to add further balancing requirements between the treated and control
groups in the source population to (7) by utilizing an additional set of functions \( \{g_k, k = 1, \ldots, K_g\} \). This gives rise to the following:

\[
\min_{w \succeq 0} \sum_{i \in S} w_i \log w_i \\
\text{subject to} \quad \frac{1}{n_s} \sum_{i \in S_1} w_i h_k(X_i) = \bar{h}_{k,T}, \ k = 0, \ldots, K_h \\
\frac{1}{n_s} \sum_{i \in S_0} w_i h_k(X_i) = \bar{h}_{k,T}, \ k = 0, \ldots, K_h \\
\frac{1}{n_s} \sum_{i \in S_1} w_i g_k(X_i) = \frac{1}{n_s} \sum_{i \in S_0} w_i g_k(X_i), \ k = 1, \ldots, K_g.
\]

(8)

Without loss of generality, we assume the union set of covariate functions \( \{h_k\} \cup \{g_k\} \) is linearly independent. To choose possible \( g_k \), one can use those covariate functions that are deemed important for confounding but not covered in \( \{\bar{h}_{k,T}\} \). Our theoretic results in Section 4 will give more guidance on the selection of \( \{g_k\} \). It is worth noticing that (7) can be viewed as a special case of (8) with \( K_g = 0 \).

To better understand the role of the weights given by (8) and facilitate theoretical investigation, the following proposition characterizes the dual problem. The proof of this proposition as well as other results in Section 4 are relegated to the Supplementary Materials.

**Proposition 1.** Let \( H = (h_0, h_1, \ldots, h_{K_h}) \) and \( G = (g_1, \ldots, g_{K_g}) \). The solution of (8) takes the following form:

\[
\hat{w}_i = \begin{cases} 
\exp\{\hat{\lambda}_1^T H(X_i) + \hat{\gamma}^T G(X_i)\}, & i \in S_1, \\
\exp\{\hat{\lambda}_0^T H(X_i) - \hat{\gamma}^T G(X_i)\}, & i \in S_0,
\end{cases}
\]

where \( (\hat{\lambda}_1, \hat{\lambda}_0, \hat{\gamma}) \in \mathbb{R}^{K_h+1} \times \mathbb{R}^{K_h+1} \times \mathbb{R}^{K_g} \) is the solution to the dual problem:
\[
\min_{\lambda_1, \lambda_0, \gamma} \frac{1}{n_s} \sum_{i \in S_1} \exp \left\{ \lambda_1^T H(X_i) + \gamma^T G(X_i) \right\} \\
+ \frac{1}{n_s} \sum_{i \in S_0} \exp \left\{ \lambda_0^T H(X_i) - \gamma^T G(X_i) \right\} - (\lambda_1 + \lambda_0)^T \bar{H}_T,
\]
(9)

where \( \bar{H}_T = (\bar{h}_{0,T}, \ldots, \bar{h}_{K_h,T}) \).

Similar to the previous entropy balancing approaches, the weights given by (8) also admit the form of exponential tilting, which is parameterized by a dual vector of length \( 2K_h + 2 + K_g \), the number of balancing constraints.

Proposition 1 also reveals an efficient way to solve (8). Since the dual problem is an unconstrained convex optimization and has a closed-form derivative, it can be efficiently solved by common convex optimization algorithms such as the Newton-Raphson method. We note that the first-order optimality conditions of the dual problem (9) are exactly the balancing constraints in (8).

Compared to the weights given by (7), the extended version (8) leads to better versatility as it allows the weights to depend on \( \{g_k\} \), which can be a much broader set of covariate functions than \( \{h_k\} \). However, unlike the association between the weights and \( \{h_k\} \) where coefficients on \( \{h_k\} \) for the treated group can be completely different from those for the control group, the association between the weights and \( \{g_k\} \) is governed by a special structure: the coefficients for the two groups must be opposite of each other.

### 4 Theoretical properties

In this section, we study the theoretical properties of \( \hat{\tau}_w \) using weights given by the extended entropy balancing method (8). We assume the following regularity conditions:

1. \( \theta^* \in \text{int}(\Theta) \), where \( \Theta \) is a compact set and \( \text{int}(\cdot) \) stands for the interior of a set.

2. There exists a constant \( C \) such that \( \sup_{x \in \mathcal{X}} \|H(x)\|_2 \leq C \) and \( \sup_{x \in \mathcal{X}} \|G(x)\|_2 \leq C \).
We first introduce the following lemma to characterize convergence of the weights.

**Lemma 1.** Suppose \( \log \{ \pi(x)/(1 - \pi(x)) \} = \lambda^T H(x) + \gamma^T G(x) \) for some \( \lambda, \gamma \). Let \((\hat{\lambda}_1, \hat{\lambda}_0, \hat{\gamma})\) be the dual parameters in Proposition 1. Then \((\hat{\lambda}_1, \hat{\lambda}_0, \hat{\gamma}) \xrightarrow{p} (\lambda_0 - \lambda, \lambda_0, -\gamma/2)\) for some \( \lambda_0 \) satisfying \( \mathbb{E}[\tilde{r}(X) H(X) | S = 1] = \mathbb{E}[H(X) | S = 0] \) where

\[
\tilde{r}(x) = \exp \left\{ \frac{\lambda_0^T H(x) + \gamma^T G(x)/2}{1 + \exp \{ \lambda_0^T H(x) + \gamma^T G(x) \}} \right\}.
\]

It follows from Proposition 1 and Lemma 1 that the probability limits of the weights for the treated units can be obtained by the following function:

\[
\exp \{(\lambda_0^* - \lambda^*)^T H(x) - \gamma^T G(x)/2\} \xrightarrow{p} \exp \{\lambda_0^T H(x) + \gamma^T G(x)\} \tilde{r}(x) = \frac{\tilde{r}(x)}{\pi(x)}.
\]

Similarly, the limits of weights for the control units can be obtained from \( \tilde{r}(x)/(1 - \pi(x)) \). In other words, when the propensity score follows the usual logistic regression w.r.t. the covariate functions \((H, G)\), the weights converge to the inverse of the propensity score multiplied by \( \tilde{r}(x) \). Note that \( \tilde{r}(x) \) is a positive function and satisfies \( \mathbb{E}(\tilde{r}(X) | S = 1) = \mathbb{E}(\tilde{r}(X) h_0(X) | S = 1) = 1 \), so \( \tilde{r}(x) \) defines a density ratio over the source population. This means the weights asymptotically calibrate the observed source population data to a hypothetical population whose density ratio against the source population is \( \tilde{r}(x) \).

However, this hypothetical population is not necessarily the target population. Since the only available information from the target population is the sample means on \( H \), the covariate distribution of the target population is unidentifiable in general. Intuitively, our weighting approach essentially utilizes a parametric family of distributions to match these sample means. With this insight, the following theorem identifies conditions under which the resulting weighting estimator is consistent for \( \tau^* \).

**Theorem 1** (Consistency). Suppose \( \hat{w} \) is the solution of (8). If either of Conditions (a)-(c)
below holds, \( \hat{\tau}_w \) is a consistent estimator of \( \tau^* \):

Condition (a). \( \mu_a(x) \in \text{Span}\{H(x)\} \), \( a = 0, 1 \).

Condition (b). \( \log\{\pi(x)/(1 - \pi(x))\} \in \text{Span}(H(x), G(x)) \), and for some \( \lambda \) the density ratio between the target population and the source population can be written as

\[
\frac{\exp\{\lambda^T H(x) + \gamma^T G(x)/2\}}{1 + \exp\{\lambda^T H(x) + \gamma^T G(x)\}} ,
\]

where \( \lambda, \gamma \) satisfy \( \log\{\pi(x)/(1 - \pi(x))\} = \lambda^T H(x) + \gamma^T G(x) \).

Condition (c). \( \log\{\pi(x)/(1 - \pi(x))\} \in \text{Span}\{H(x), G(x)\} \) and \( \tau(x) \in \text{Span}\{H(x)\} \).

Note that Theorem 1 requires only one of the Conditions (a)-(c). Conditions (a) and (b) are similar to the requirement for the double robustness property established in the previous entropy balancing works (Zhao and Percival, 2016; Dong et al., 2020; Josey et al., 2020). Condition (c) identifies another situation that consistent estimation can be achieved. This condition has an important implication for our generalization setting because the first part of the condition is likely to hold with some careful choice of \( G \) and the second part only requires the sample means of the effect modifiers from the target population contained in \( H \). Intuitively, since the difference in ATEs between the source and the target populations arises from their differences in effect modifier distributions, calibrating the estimate can only be successful when there is sufficient information about the effect modifiers from the target population. In this sense, the second part of Condition (c) is a minimal requirement for consistency.

As (7) is a special case of (8) with \( G \) being a null set, the theorem also applies to the estimates from Josey et al. (2020). In this case, Conditions (b) and (c) require \( \log\{\pi(x)/(1 - \pi(x))\} \) to be linear in \( \{h_k\} \). These conditions become more stringent as \( H \) may be conveniently chosen and may not contain all the important confounders. On the contrary, the additional balancing constraints in (8) create the possibility of adjusting for confounding on an additional set of covariates \( G \) that can be carefully chosen.

**Theorem 2** (Asymptotic variance). \( \hat{w} \) is the solution of (8). Assume either Conditions
(b) or (c) in Theorem 1 holds. Then the asymptotic variance of $\hat{w}$ with $\hat{w}$ given by (8) is

$$\frac{1}{\rho^2} \mathbb{E} \left[ S \hat{r}(X)^2 \left\{ \frac{\sigma_1^2(X)^2}{\pi(X)} + \frac{\sigma_0^2(X)^2}{1 - \pi(X)} \right\} \right] + \frac{1}{(1 - \rho)^2} \mathbb{E} \left[ (1 - S) \left\{ \Pi_H(\tau(X)) - \tau^* \right\}^2 \right]$$

$$+ \frac{1}{\rho^2} \mathbb{E} \left[ S \hat{r}(X)^2 \frac{\mu_1(X) - \Pi_H(\mu_1(X)) - \Pi_{G^\bot}(m(X))}{(1 - \rho)^2} \right]$$

$$+ \frac{\sigma_0(X)^2}{1 - \pi(X)} \left\{ \mu_0(X) - \Pi_H(\mu_0(X)) - \Pi_{G^\bot}(m(X)) \right\}^2 .$$

Here $\rho = \mathbb{E}[\rho(X)]$, $\hat{r}(x)$ is defined as in (10), $\sigma_0^2(X) = \text{Var}(Y(a) \mid X, S = 1)$ and $m(X) = (\mu_1(X) + \mu_0(X))/2$. $\Pi_H(\cdot)$ denotes projection on $\text{Span}\{H(X)\}$ w.r.t. covariate distribution $p_s(x)\hat{r}(x)$. Specifically,

$$\Pi_H(\tau(X)) = \mathbb{E}\{\hat{r}(X)\tau(X)H(X)^T \mid S = 1\}\mathbb{E}\{\hat{r}(X)H(X)H(X)^T\}^{-1}H(X).$$

$\Pi_H(\mu_1(X))$ and $\Pi_H(\mu_0(X))$ are defined in a similar manner. $\Pi_{G^\bot}(\cdot)$ denotes projection on $\text{Span}\{G^\bot(X)\}$, where $G^\bot(X) = G(X) - \Pi_H(G(X))$.

The first term of the asymptotic variance (11) is equal to

$$\frac{1}{(1 - \rho)^2} \mathbb{E} \left[ \frac{(1 - \rho(X))^2}{\rho(X)} \left\{ \frac{\sigma_1^2(X)^2}{\pi(X)} + \frac{\sigma_0^2(X)^2}{1 - \pi(X)} \right\} \right]$$

when Condition (b) holds. If Condition (c) holds, obviously $\Pi_H(\tau(X)) = \tau(X)$. Therefore, when Conditions (b) and (c) both hold, the sum of first two terms of (11) becomes

$$\frac{1}{(1 - \rho)^2} \mathbb{E} \left[ \frac{(1 - \rho(X))^2}{\rho(X)} \left\{ \frac{\sigma_1^2(X)^2}{\pi(X)} + \frac{\sigma_0^2(X)^2}{1 - \pi(X)} \right\} \right] + \frac{1}{(1 - \rho)^2} \mathbb{E} \left[ (1 - \rho(X))(\tau(X) - \tau^*)^2 \right].$$

This is exactly the semiparametric efficiency bound for estimating $\tau^*$ if individual-level target sample data is available. Note that the third term of (11) is always non-negative, so when Conditions (b) and (c) hold, this term quantifies how much the asymptotic variance exceeds the efficiency bound. If Condition (a) also holds, it is easy to check that the third term vanishes and
thus the efficiency bound is achieved by the proposed method.

The asymptotic variance also characterizes the efficiency gain from the additional balancing constraints between the treated and control groups on $G$. When Condition (c) holds, $\Pi_{G^\perp}\{\tau(X)\} = 0$. Then by $m(X) = \mu_1(X) - \tau(X)/2$ we have $\Pi_{G^\perp}\{m(X)\} = \Pi_{G^\perp}\{\mu_1(X)\}$. Hence,

$$
\left[\mu_1(X) - \Pi_H\{\mu_1(X)\} - \Pi_{G^\perp}\{m(X)\}\right]^2 = \left[\mu_1(X) - \Pi_H\{\mu_1(X)\} - \Pi_{G^\perp}\{\mu_1(X)\}\right]^2
= \left[\mu_1(X) - \Pi_{H+G}\{\mu_1(X)\}\right]^2,
$$

where $\Pi_{H+G}(\cdot)$ the projection on $\text{Span}\{H(X), G(X)\}$. Similarly, $m(X) = \mu_0(X) + \tau(X)/2$ implies $\left[\mu_0(X) - \Pi_H\{\mu_0(X)\} - \Pi_{G^\perp}\{m(X)\}\right]^2 = \left[\mu_0(X) - \Pi_{H+G}\{\mu_0(X)\}\right]^2$. Since $\left[\mu_a(X) - \Pi_{H+G}\{\mu_a(X)\}\right]^2 < \left[\mu_a(X) - \Pi_H\{\mu_a(X)\}\right]^2$, we conclude that (8) results in a more efficient estimation than (7) even when $G$ is not related to the propensity score.

Such a result is not surprising — it has been well noted in the causal inference literature that inclusion of covariates that affect the outcomes but are not necessarily related to treatment assignment can lead to efficiency gains (Brookhart et al., 2006; Shortreed and Ertefaie, 2017). This result also suggests that the proposed method can also improve the precision of generalizing effect estimation from an RCT to a target population, especially when the outcomes are largely affected by some covariates. Although by randomization these covariates follow the same distribution across the treated and control groups, under finite samples covariate imbalance often occurs due to sampling error (Li and Ding, 2020). The proposed method provides a strategy to tackle such imbalance without resorting to regression adjustment.
5 Simulation studies

In this section, we conduct simulation studies to evaluate the performance of the proposed method in finite sample settings. In our simulation setup, we generate covariates $X_i$ from a uniform distribution on $[-2, 2]^5$. The participation probability is set as $\rho(x) = \text{logistic}(0.4x_1 + 0.3x_2 - 0.2x_4)$, where $\text{logistic}(z) = (1 + e^{-z})^{-1}$, so the covariates $(X_1, X_2, X_4)$ have different distributions across the source population and the target population. We suppose the only available information from the target population is the sample means of $X_1, X_2$ and $X_3$; in other words, $H(x) = (1, x_1, x_2, x_3)$. We consider balancing on the first moments of all covariates, so $G(x) = (x_4, x_5)$.

To test the performance under various scenarios, we consider three propensity score models for treatment assignment:

(P1) $\pi(x) = \text{logistic}(0.7x_2 + 0.5x_3)$; (linear, only related to $\{h_k\}$)

(P2) $\pi(x) = \text{logistic}(0.35x_2 + 0.25x_3 + 0.2x_4 - 0.7x_5)$; (linear, related to $\{h_k\}$ and $\{g_k\}$)

(P3) $\pi(x) = \text{logistic}(0.35x_2 - 0.4\max(x_3, x_4) - 0.7x_5)$. (nonlinear, related to $\{h_k\}$ and $\{g_k\}$)

In the first scenario, the logit of the propensity score is linear in $H$, so covariate balancing on $H$ suffices to account for confounding. In the last two scenarios, the propensity score is also related to $G$. Furthermore, the third setting contains a nonlinear term.

The observed outcomes in the source sample are generated as $Y_i = m(X_i) + (A_i - 0.5)\tau(X_i) + \varepsilon_i$. Here $\varepsilon_i \overset{i.i.d.}{\sim} N(0, 1)$, and the other functions are designed as follows. The CATE function $\tau(x)$ is set as

$$\tau(x) = x_1 - 0.6x_2 - 0.4x_3.$$ 

Thus, all the effect modifiers are contained in $\{h_k\}$. As for $m(x)$, we consider the following two settings:
(M1) \( m(x) = 0.5x_1 + 0.3x_2 + 0.3x_3 - 0.4x_4 - 0.5x_5, \)

(\text{M2}) \( m(x) = 0.5x_1 + 0.3x_2^2 + 0.2 \exp(x_3 - x_4) - 1 - 0.5x_5. \)

Under the first setting of \( m(x) \), all the potential outcome models are linear in the covariates, so Condition (a) in Theorem 1 is satisfied. Under the second setting, however, this condition no longer holds.

For comparison, we consider other methods for constructing weights, including both modeling and balancing approaches. First, we consider the conventional inverse probability weight (IPW) based on modeling the propensity score. We use the source sample to fit a logistic regression for \( A \) against all the covariates, including \( H(x) \) and \( G(x) \). Then the weights are computed as \( 1/\hat{\pi}(X_i) \) for the treated units and \( 1/(1 - \hat{\pi}(X_i)) \) for the control units. This method is labeled as \( \text{IPW} \). Note that the IPW approach does not incorporate the sample means of the target sample to adjust for covariate shift. As discussed in Section 3.1, the covariate shift adjustment approach of Dong et al. (2020) is equivalent to modeling \( \rho(x)/(1 - \rho(x)) \) with exponential tilting, so we can combine it with the IPW method. Specifically, we compute \( \hat{q}_i \) by solving (5), and then set the weights as \( \hat{q}_i/\hat{\pi}(X_i) \) for the treated units and \( \hat{q}_i/(1 - \hat{\pi}(X_i)) \) for the control units. This method is labeled as \( \text{IPW+ET} \), where “ET” stands for exponential tilting. The last comparator method, labeled as \( \text{EBAL} \), uses the weights proposed by Josey et al. (2020), which are given by (7). Each set of weights is normalized so that the sums of the weights within the treated and control groups are both equal to \( n_s \). ATEs are estimated from (3). The total sample size is set as \( n = 800 \).

The performance is measured in terms of estimation error with respect to \( \tau^* \). Figure 1 plots the estimation errors over 400 independent runs in boxplots. The conventional IPW gives biased results under all scenarios because it does not account for covariate shift. Although \( X_4 \) has different distribution across the source population and the target population, only the covariate shift on the effect modifiers, i.e., \( X_1 \) and \( X_2 \), needs to be adjusted. The entropy
balancing weights given by (7) can serve this end and adjust for confounding simultaneously when all the confounders are contained in \( H \) (P1). However, if \( H \) misses some confounders (P2 or P3), EBAL no longer gives consistent estimates. In contrast, our extended entropy balancing strategy is able to retain consistency under a wider range of situations. Moreover, when the consistency condition for (7) holds, the proposed method can achieve higher efficiency. The efficiency improvement comes from balancing on covariates that relate to the outcome models even though they are not in the propensity score (\( X_4 \) and \( X_5 \) in this case).

Although IPW+ET can also achieve consistent estimation in many scenarios like the proposed method, the result is not as efficient as the proposed method. In a number of simulation runs, this method produces rather unstable estimates, even when the propensity score models are perfectly specified. Such instability is because inverting the probability estimates could potentially inflate the estimation error when the estimated probability is close to 0 or 1. In contrast, the balancing-based weighting approaches generally lead to more stable estimation.
6 Application: TTEC and mortality in sepsis

In this section, we illustrate the proposed method for evaluating the treatment effect of transthoracic echocardiography (TTEC) for intensive care unit (ICU) patients with sepsis. We use the same dataset in Feng et al. (2018), which is derived from the MIMIC-III database (Johnson et al., 2016). This is an observational dataset consisting of 6361 ICU patients. Among the patients, 51.3% had TTEC performed during or in the period less than 24 hours before their ICU admission. We use 28-day survival as the outcome. The dataset contains 17 baseline variables: age (range 18 - 91), gender, weight; severity at admission, which is measured by the simplified acute physiology score (SAPS), the sequential organ failure assessment (SOFA) score, the Elixhauser comorbidity score, comorbidity indicators, including congestive heart failure, atrial fibrillation, respiratory failure, malignant tumor, vital signs, including mean arterial pressure, heart rate and temperature; laboratory results, including platelet count, partial pressure of oxygen, lactate, and blood urea nitrogen. The distributions of lab results are right-skewed, so we apply log transformations on these variables. All the continuous variables are then standardized for further analysis. We impute any missing values using MissForest (Stekhoven and Bühlmann, 2012), which is a flexible non-parametric missing value imputation approach.

We assume only the average values of the demographic covariates (age, gender, weight) and comorbidity indicators (congestive heart failure, atrial fibrillation, respiratory failure, malignant tumor) are available from the target population.

In order to evaluate the generalization performance under a wide range of settings, we use the following sampling design to induce different levels of covariate shift and confounding, but preserve the covariate-outcome relationship in the real data. First, we sample 40% of the data to construct the source sample, and the remaining data is evenly, randomly broken into a target sample and a test sample. In this way, the test sample follows the same distribution as the target
Table 1: Data analysis results (the biases and RMSEs are multiplied by 100).

| Method   | Setting 1 (Bias) | Setting 2 (Bias) | Setting 3 (Bias) | Setting 4 (Bias) |
|----------|------------------|------------------|------------------|------------------|
|          | RMSE             | RMSE             | RMSE             | RMSE             |
| IPW      | 1.10             | 3.37             | 2.97             | 4.74             |
| EBAL     | -2.54            | 4.14             | -7.42            | 5.01             |
| IPW + ET | **0.08**         | 3.20             | 1.65             | 4.91             |
| Proposed | -0.16            | **3.15**         | **0.52**         | **3.31**         |
|          | **0.10**         | 4.18             | **1.37**         | **5.23**         |

Setting 1 ($\kappa_S = 1, \kappa_A = 0$): small covariate shift, no extra confounding;
Setting 2 ($\kappa_S = 1, \kappa_A = 1$): small covariate shift, extra confounding;
Setting 3 ($\kappa_S = 5, \kappa_A = 0$): large covariate shift, no extra confounding;
Setting 4 ($\kappa_S = 5, \kappa_A = 1$): large covariate shift, extra confounding.

sample. The probability of being selected as a source sample is proportional to

$$
\Psi\{\kappa_S(-0.3 \times \text{age} + 0.3 \times \text{cmb}_1 + 0.4 \times \text{cmb}_2 + 0.3 \times \text{cmb}_3 + 0.4 \times \text{cmb}_4 - 0.5)\},
$$

where $\Psi(z) = 0.8\Phi(z) + 0.1$ and $\Phi(z)$ is the standard normal cumulative probability function. Here $\text{cmb}_i$’s represent the comorbidity indicators and $\kappa_S$ is a parameter to induce different levels of covariate shift. We set $\kappa_S = 1$ for small covariate shift and $\kappa_S = 5$ for large covariate shift. Under this sampling design, the target population is older and more likely to have comorbidities than the source population. Among the 40% of the sampled data, we randomly select 50% of the TTEC patients and 50% of the non-TTEC patients to form the source sample. The treated units are selected with probability proportional to $g(X_i)$ while the control units are with probability proportional to $0.5 - g(X_i)$, where $g$ is set as

$$
g(x) = \Psi(\kappa_A(0.3 \times \text{SAPS} + 0.4 \times \text{SOFA} - 0.5 \times \text{Elixhauser})).
$$

We consider two choices of $\kappa_A$: (a) $\kappa_A = 0$, so all the patients in this step are sampled with equal probability; (b) $\kappa_A = 1$, which induces additional confounding determined by a linear combination of the severity scores.

So in total we have considered 4 settings; under each one, we run 800 replications of the
sampling procedure. For each replication, we apply the proposed method and the comparator methods in Section 5 to estimate the ATE for the target population. To obtain a benchmark for these results, we compute an oracle estimate by constructing the conventional IPW estimator using the test data. This would be closer to the actual ATE of the target population as it is estimated using the individual-level target population data. Then the estimation errors are recorded as the difference between the generalization estimates and the oracle estimate. Table 1 summarizes the mean value of the estimation errors as bias, and the root mean square of them as “rmse”. As we can see, the proposed method usually achieves the smallest bias and rmse among all the weighting methods, especially when there is a substantial difference between the source and target populations.

7 Discussion

In this paper, we have proposed a covariate balancing weighting approach for estimating the ATE for a given target population under the situation where only summary-level data from the target population is available. The proposed method is motivated by the recently developed entropy balancing methods (Hainmueller, 2012; Dong et al., 2020; Josey et al., 2020), but is extended with additional treatment-control balancing terms over a broader set of covariate functions. The consistency conditions and asymptotic variance of the corresponding weighting estimator are characterized. There are three main benefits of the proposed method. First, the only required inputs from the target population are the sample mean of some covariate functions rather than individual-level data, which allows the method to be applied to many practical settings as such summary-level data is usually easier to collect. Second, compared to the other covariate balancing weighting methods, our method allows more flexibility in the selection of covariate functions to balance, not limited to the available information from the target population. As a result, our method can not only achieve consistent estimation under broader
scenarios, but also better estimation efficiency. Third, compared to the weighting methods based on probability modeling, our method directly constructs the weights and thus attenuates the instability of inverse weighting due to modeling error. The numerical results confirm the advantages of our extended entropy balancing method.

Throughout this paper we have focused on seeking covariate balancing on two fixed sets of functions $H$ and $G$. In practice, while the choice of $H$ is determined by what information is available from the target population, the specification of $G$ can be a subtle issue. If $G$ contains too few functions, it may not be rich enough to account for confounding; on the other hand, if $G$ contains too many functions, the linear constraints in (8) may not admit a feasible solution. There are a few extensions that we can consider to this end. First, we may allow the dimension of $G$ to grow with the source sample size, for example, using the method of sieves, similar to Chan et al. (2016). Also, to ensure the feasibility of the balancing constraints, we can seek approximate balance instead of exact balance. Wang and Zubizarreta (2020) showed that by allowing small imbalance, one could incorporate more covariate functions into the balancing constraints and lead to possibly preferable results. Alternatively, we can utilize the kernel balancing idea in Wong and Chan (2018) and minimize the treatment-control imbalance over a non-parametric function class. These are all interesting future directions to explore.
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Proof of theorems in Section 4 are included in the Supplementary Materials.
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