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Abstract

This paper proposes a method for extracting bilingual text pairs from a comparable corpus. The basic idea of the method is to apply bootstrapping to an existing corpus-based cross-language information retrieval (CLIR) approach. We conducted preliminary tests with English and Japanese bilingual corpora. The bootstrapping method led to much better results for the task of extracting translation pairs compared with a corpus-based CLIR method without bootstrapping, and the extracted translation pairs could be useful training data for improving results of the corpus-based CLIR method.

1 Introduction

A parallel corpus is an important resource for corpus-based approaches to CLIR. These approaches use parallel corpora as statistical training data and then retrieve documents written in a language different from that of the query. One disadvantage of these approaches is lack of resources. Parallel corpora are not always readily available and those that are available tend to be relatively small or to cover only a small number of subjects.

A bilingual comparable corpus is a set of texts in two different languages from the same domain or on the same topic. Unlike a parallel corpus it is composed independently in the respective language text sets. It can be more readily obtained from the Internet or CD-ROM resources than parallel corpora. Zanettin (1998) introduced several available bilingual comparable corpora such as news paper articles selected by dates and subject codes, medical articles from journals and textbooks, and articles for tourists from brochures and guides. Zanettin (1994) also reported that it is highly likely that much relevant information can be found across languages in a topic-related bilingual comparable corpus. In this paper, we propose a method for extracting bilingual text pairs which share the same information from a bilingual comparable corpus, and show the possibility that the resulting bilingual text pairs can be useful for corpus-based CLIR approaches when we use them as training data instead of a parallel corpus.

Sheridan (1998) also proposed an approach to building multilingual test collection from comparable corpora consisting of news articles. The idea is to reduce the work of manual relevance judgements by restricting news articles to be examined to a couple of days. Disadvantages to this approach are that it relies on time-sensitive texts, texts obtained by this approach are constrained to referencing specific events, and nontrivial work by humans is still necessary. On the other hand, our goal is to extract bilingual text pairs automatically from any kind of bilingual comparable corpora.

This paper is organized as follows: Section 2 introduces the basic idea for extracting relevant text pairs from a bilingual comparable corpus. Our method is based on a corpus-based CLIR method, so we overview previous corpus-based CLIR approaches in Section 3. Section 4 describes an experimental procedure, the results it produced, and an analysis of the results. The conclusion is given in Section 5.

2 The Basic Idea

As we will describe in Section 3, several CLIR approaches that rely on parallel corpora have been proposed and lead to successful retrieval results. In those approaches, a parallel corpus used as training data should be large enough to obtain good retrieval results. Although we use a CLIR method which relies on a parallel corpus, we begin with a very small parallel corpus. We retrieve bilingual text pairs from a bilingual comparable corpus using the small parallel corpus as training data. Then we concatenate the text pairs to the initial small parallel corpus and grow the parallel corpus by iterating the retrieval and concatenation processes (Figure 1).
This kind of bootstrapping method has a problem, however: It is highly sensitive to the accuracy of the text pairs obtained in the early stages of the iterations. In order to solve this problem, we concatenate only a small number of the most "reliable" text pairs to the initial parallel corpus in the early stages, then gradually increase the number of the text pairs which are concatenated to the initial parallel corpus. We will describe the details of the method in Section 4.

3 Corpus-based CLIR approaches

3.1 Previous Researches

As we mentioned in Section 2, we use a CLIR method which relies on a parallel corpus in our bootstrapping method. One approach to corpus-based CLIR is to use the Latent Semantic Indexing technique proposed by Furnas et al. (1988) on a parallel corpus to construct a language independent representation of queries and documents (Landauer and Littman, 1990). Another approach that relies on a parallel corpus has been suggested by Dunning and Davis (1993). Their method is based on the vector space model and involves the linear transformation of the representation of a query. A parallel corpus can also be used to enhance existing knowledge-based resources. The resources are used to translate the query and then classical IR matching techniques are applied to compute the similarity between the translated query and documents (Hull and Grefenstette, 1996).

3.2 Information Mapping for CLIR

For our bootstrapping method, we adopted a CLIR method which is based on the Information Mapping approach (Masui et al., 1999). Information Mapping is basically a variant of the vector space model, and is based on an approach first proposed by Schütze (1995). The approach is closely related to Latent Semantic Indexing, and the difference between these two is discussed in Schütze and Pedersen (1997). Note that our bootstrapping method does not depend on any particular properties of the Information Mapping approach, so it could employ other corpus-based CLIR methods such as Latent Semantic Indexing.

Information Mapping begins with a large word-by-word matrix. A list of n content-bearing words and m vocabulary words correspond to the columns and the rows of the matrix. The most frequently appearing n words in a training corpus are selected as content-bearing words and the most frequently appearing m words as vocabulary words. Each cell of the matrix holds the number of total cooccurrences between a content-bearing word and a vocabulary word. In this way, an n-dimensional vector which represents the word’s distributional behavior is produced for each vocabulary word. Then the original n-dimensional vector space is converted into a condensed, lower-dimensional, real-valued matrix using Singular Value Decomposition (SVD) (Berry, 1992). The lower-dimensional vector space is called word space. A document vector and a query vector are calculated by summing the vectors corresponding to the vocabulary words in the document or the query, and the proximity between the two vectors is defined as the cosine of the angle between them.

To apply this method to CLIR, we regard each translation pair in a training parallel corpus of language L1 and L2 as a single compound document and create a word-by-word matrix and then a word space. The word space represents a language independent vector space for vocabulary words in both L1 and L2, and therefore query and document vectors in both L1 and L2 can be calculated and compared in the same word space.

4 Experimental tests and Results

4.1 Tests with complete-pair corpora

We used an English-Japanese bilingual patent text corpus for our experimental tests. For our first test, we prepared 1000 English-Japanese patent text pairs as a pseudo bilingual comparable corpus. For each Japanese patent text in the corpus, its English translation by humans exists, so this corpus could be regarded as an ideal bilingual comparable corpus. We also prepared 100 pairs as an initial parallel corpus (a training corpus) to create an initial word space. All the patents

1 The quality of the translations varies greatly from word-for-word translations to short summaries.
in the two corpora were randomly selected from the Japanese patents issued in 1991, and the two corpora shared no patent. We used only the title and abstract texts and removed all other information, such as author, patent ID and issue date. Table 1 shows an example of an English-Japanese pair in the corpora. All characters in the English texts are 1-byte characters and all characters, including alphabetical and numerical characters, in the Japanese texts are 2-byte, so there is no word which is shared by both English and Japanese texts. We used all words which appeared in a training corpus as vocabulary words, and the most frequently appearing 3000 English words as content-bearing words and then reduced the dimension of the vectors from 3000 to 200 by SVD.

Table 1: An example of an English-Japanese patent pair

| Table 2: Results of extracting tests with complete-pair corpus |
|-------------------|-------------------|-------------------|-------------------|-------------------|
|                  | Test1  | Test2  | Test3  | Test4  | Test5  |
| normal method    | Prec   | Rec    | Prec   | Rec    | Prec   |
|                  | 75.7   | 25.8   | 77.6   | 26.6   | 78.2   |
|                  | 76.6   | 26.9   | 78.2   | 25.4   | 72.8   |
| bootstrapping method | Prec   | Rec    | Prec   | Rec    | Prec   |
|                  | 99.2   | 99.1   | 99.7   | 98.9   | 98.7   |
|                  | 99.1   | 99.2   | 99.7   | 98.9   | 98.7   |
| Precision (%)    | 75.6   | 76.6   | 78.2   | 72.8   |
| Recall (%)       | 25.8   | 26.6   | 26.9   | 25.4   | 27.1   |
|                  | 71.0   | 74.0   | 73.0   | 71.0   | 70.6   |

Figure 2 shows the change of the precision and the recall through the 100 stages. The precision was kept over 93.3% and the recall went up gradually. We could successfully grow the bilingual text pairs using bootstrapping.
We prepared 4 more different sets of 1000 pairs for pseudo comparable corpora and different sets of 100 pairs for initial parallel corpora, and repeated the same test 4 more times. Table 2 shows results of the 5 tests of the bootstrapping method and the normal Information Mapping method. In each case the bootstrapping method could drastically improve both the precision and the recall.

We also conducted tests to see if the resulting text pairs obtained at the 100th stage in the previous tests are useful for the normal Information Mapping method. We prepared another 1000 English-Japanese patent translation pairs for each of the 5 previous tests as evaluation corpora. No same patents were shared between any two of all the corpora. We extracted mutual-proximity pairs from the new 1000 English-Japanese pair with the normal Information Mapping method, using (1) the initial parallel corpus in the previous test, (2) the initial parallel corpus + the mutual-proximity pairs obtained in the previous test, (3) the initial parallel corpus + the 1000 English-Japanese correct translation pairs in the pseudo comparable corpus of the previous test, as a training corpus respectively. For example, in Test 1, the number of pairs in the training corpus is 100 for (1), 827 with 6 error pairs for (2) and 1100 for (3).

Table 3 shows the results of (3) can be considered as the ceilings of the precision and the recall, because we used all the correct translation pairs in the pseudo comparable corpus. In each case, both the precision and the recall of (2) is very close to the ceilings, so we think the bilingual text pairs obtained by our bootstrapping method is useful as a training corpus for the normal Information Mapping method.

### 4.2 Tests with incomplete-pair corpora

In the tests described above, we used the ideal pseudo comparable corpus. As described in the Introduction, it is highly likely that a real bilingual comparable corpus includes bilingual pairs which share the same information, but it also includes a lot of irrelevant texts. To simulate this, we replaced half of the Japanese patent texts in the pseudo comparable corpora of the previous tests with different Japanese patent texts which were randomly selected. Therefore the corpus included 500 English-Japanese translation pairs, and 500 English patents and 500 Japanese patents which were totally irrelevant to each other.

![Figure 3: The change of precision and recall with 50%-error-pair corpus](image)

Table 4: Results of extracting tests with 50%-error-pair corpus

|                  | TEST1 | TEST2 | TEST3 | TEST4 | TEST5 |
|------------------|-------|-------|-------|-------|-------|
| normal method    | Prec  |      |       |       |       |
|                  | Rec   | 28.4  | 28.0  | 25.0  | 29.4  |
| bootstrapping method | Prec  | 82.1  | 83.8  | 81.0  | 80.7  |
|                  | Rec   | 69.8  | 67.4  | 64.7  | 69.2  |

Table 5: Results of evaluation tests for 50%-error-pair corpus

|                  | TEST1 | TEST2 | TEST3 | TEST4 | TEST5 |
|------------------|-------|-------|-------|-------|-------|
| initial pairs    | Prec  |      |       |       |       |
|                  | Rec   | 23.8  | 26.4  | 25.1  | 25.8  |
| initial + bootstrapping pairs | Prec  | 96.2  | 95.7  | 93.4  | 93.3  |
|                  | Rec   | 61.1  | 59.8  | 57.4  | 60.5  |
| initial + complete pairs | Prec  | 98.4  | 97.9  | 98.0  | 98.9  |
|                  | Rec   | 66.1  | 68.6  | 69.0  | 71.1  |

Results are shown in Figure 3, Table 4 and Table 5, which correspond to Figure 2, Table 2 and Table 3 respectively.
Figure 4: The change of precision and recall with 80%-error-pair corpus

We proposed a method of extracting bilingual text pairs from a comparable corpus. The method is based on an existing corpus-based CLIR method and uses bootstrapping. Although our research is in the preliminary stage of development and tested with artificial corpora consisting of English and Japanese patent texts, the bootstrapping led to much better results for the task of extracting translation pairs than the results produced by a normal CLIR method, and the extracted translation pairs could be useful for improving the results of the normal CLIR when we used them as a training corpus.

5 Conclusion

Table 6: Results of extracting tests with 80%-error-pair corpus

| Method          | TEST1 | TEST2 | TEST3 | TEST4 | TEST5 |
|-----------------|-------|-------|-------|-------|-------|
| normal method   |       |       |       |       |       |
| Prec            | 23.4  | 17.8  | 20.7  | 21.1  | 27.0  |
| Rec             | 27.5  | 20.0  | 24.5  | 23.5  | 30.0  |
| bootstrapping   |       |       |       |       |       |
| Prec            | 52.5  | 55.2  | 50.9  | 53.2  | 53.4  |
| Rec             | 58.0  | 53.0  | 55.0  | 53.5  | 50.2  |

Table 7: Results of evaluation tests for 80%-error-pair corpus

| Method          | TEST1 | TEST2 | TEST3 | TEST4 | TEST5 |
|-----------------|-------|-------|-------|-------|-------|
| initial pairs   |       |       |       |       |       |
| Prec            | 77.5  | 77.3  | 73.3  | 75.6  | 75.4  |
| Rec             | 23.8  | 29.3  | 26.4  | 25.1  | 25.8  |
| initial + boot-|       |       |       |       |       |
| pairing pairs   |       |       |       |       |       |
| Prec            | 82.9  | 85.5  | 81.1  | 83.5  | 85.4  |
| Rec             | 37.9  | 36.5  | 35.3  | 33.5  | 33.4  |
| initial + complete pairs | |       |       |       |       |
| Prec            | 96.1  | 96.4  | 96.0  | 94.0  | 95.7  |
| Rec             | 54.7  | 58.7  | 55.0  | 55.3  | 53.4  |
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