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An elementary presentation of the methods for the canonical quantization of constraint systems with Fermi variables is given. The emphasis is on the subtleties of the construction of an appropriate classical bracket that could be consistently replaced by commutators or anti-commutators of operators, as required by canonical quantization procedure for bosonic and fermionic degrees of freedom respectively. I present a consequent canonical quantization of the Dirac field, in which the role of Poincaré invariance is made marginal. This simple example provides an introduction to the Poincaré-free quantization of spinor electrodynamics in the second part of the paper.

PACS numbers:

I. INTRODUCTION

The canonical quantization scheme can be briefly described as follows: to find a quantum version of a given classical theory, one formulates this classical theory in the Hamiltonian framework in terms of Poisson brackets. Then the classical dynamical variables are promoted to the operators and the Poisson brackets to the commutators (up to the factor $i\hbar$). The space of states is obtained by looking for representations of the commutation relations of physically important observables in a Hilbert space.

The usefulness of these method of quantization was evident from the very beginning of quantum theory. The historic monograph by Dirac [1] contains a beautiful presentation of the underlying motivations. With the realization that the theories of particles, both massless and massive, need to be viewed as quantum field theories, the attempts of canonical quantization of field-theoretical systems began. Although the extension of the formalism to the uncountable number of degrees of freedom did not cause much trouble (except for the usual difficulties in mathematically rigorous formulation), there were two other features of physically relevant field theories that were problematic.

One of them was related to the occurrence of degenerate Lagrangians that lead to the presence of constraints in the Hamiltonian formalism. These problems were partially resolved already by Dirac [2]. It appeared that the constraints may be of two kinds. One of them leads to the presence of gauge freedom in a physical system and the other to the necessity of replacing the conventional Poisson bracket by the new classical bracket (the Dirac bracket) in the quantization procedure.

The second problem was bound up with the relation between spin and statistics. As explained in classical references [3], the field operators for particles with half-integer values of spin that are evaluated at spatially separated space–time points should anti-commute, rather then commute. This poses a problem for the canonical quantization scheme, since both the Poisson bracket and the Dirac bracket are antisymmetric in their arguments and hence cannot be consistently replaced by symmetric anti-commutators of operators. The solution to this problem was proposed by Bellinfante at all. [4]. The methods discussed there acquired a rigorous mathematical formulation in the papers by Casalbouri [5][6]. It appeared that it was necessary to introduce two kinds of classical variables, whose multiplication is not necessarily commutative. Specifically, the multiplication of the so called even–type variables with all the others is commutative and the multiplication of odd–type ones between themselves is anti–commutative. After these Grassman variables are introduced, it is possible to define the generalized Poisson bracket that is symmetric whenever both variables are odd and anti–symmetric otherwise. Also, the bracket possesses other important algebraic properties. The introduction of Grassman variables in the presence of the constraints is discussed in [6].

More recently, the discussion of constrained systems with Fermi variables can be found in [7] and [10], but the authors of these references decided to focus on general considerations, rather than the applications of the formalism they developed. Handbooks of quantum field theory either restrain from discussing the canonical quantization of constrained systems at all [8] in favor of path integral approach, or present the discussion of the Dirac bracket that is relevant for bosonic systems only [3]. The anti–commutation relations for the Dirac field are then derived from the abstract group theoretical arguments that invoke to the Poincaré symmetry of space–time and the assumed Lorentz
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transformation properties of the Dirac field, as well as the discrete symmetries and the causality arguments. The canonical anti-commutation relations are then not necessary. Although this approach is indisputably elegant, it has a failure of not being expendable to the case of curved space–time, which does not possess the Poincaré symmetry. On the other hand, the advantage of the canonical quantization is that the Poincaré symmetry does not have to be employed at all. Not only the space–time metric does not need to be flat – it is not necessary at all in the quantization procedure. Indeed, much of the motivations underlying the development of canonical methods was related to the attempts to quantize gravity in a background independent way. See e.g. [9] for the presentation of one of the advanced manifestations of these attempts. One of the points raised in this reference was the prevalence of the Poincaré symmetry and the frequent usage of the Minkowski metric in standard quantum field theory (see p.3 of [9]), e.g. when formulated in terms of Wightman axiomatics. The author finds these properties of QFT an important obstacle to the straightforward extension to the gravitational case. One of the aims of my article is to show that the Poincaré symmetry and the Minkowski metric need not be used almost at all, if the canonical quantization scheme is consequently followed (the meaning of almost will become clear during the presentation). In this first paper of the series I will review the general formalism for canonical analysis of constraint systems with Fermi degrees of freedom.

Then I will focus on the theory of the free Dirac field, which is the simplest physically relevant example containing both the difficulties that were mentioned. In the forthcoming article the electromagnetic interaction will be turned on and then the issue of gauge invariance and gauge fixing will be addressed in more details.

II. THE CANONICAL ANALYSIS OF CONSTRAINED SYSTEMS WITH FINITE NUMBER OF DEGREES OF FREEDOM

A. Classical mechanics of constrained systems

Our starting point is a classical theory in a Lagrangian formulation, whose equations of motion are defined by the stationarity condition for the action functional

\[ S[q(t)] = \int_{t_1}^{t_2} L(q, \dot{q}) dt, \]  

(II.1)

where \( q = (q^1, \ldots, q^N) \) represents the positions. In order to pass to Hamiltonian formulation, one defines canonical momenta as functions of positions and velocities

\[ p_n := \frac{\partial L}{\partial \dot{q}^n}(q, \dot{q}), \quad n = 1 \ldots N \]  

(II.2)

and the canonical Hamiltonian

\[ H := p_n \dot{q}^n - L \]  

(II.3)

(here and further in the article the Einstein summation convention applies whenever the indexes repeat, unless otherwise stated). Although \( H \) is originally a function of positions and velocities on account of (II.2), it can be expressed as a function of positions and momenta instead, since its variation

\[ \delta H = \left( p_n - \frac{\partial L}{\partial \dot{q}^n} \right) \delta \dot{q}^n + \dot{q}^n \delta p_n - \frac{\partial L}{\partial q^n} \delta q^n = \dot{q}^n \delta p_n - \frac{\partial L}{\partial q^n} \delta q^n \]  

(II.4)

depends on \( \delta \dot{q} \) only through the combinations \( \delta p_n = -\frac{\partial^2 L}{\partial q^n \partial \dot{q}^n} \delta q^n \). An expression for \( H \) as a function of the \( q \)'s and the \( p \)'s, although always exists, needs not be unique. To find one in practice, one could wish to calculate the velocities as functions of positions and momenta from (II.2) and insert the result into (II.3). However, the condition for this to be possible for all the \( \dot{q} \)'s is that the determinant of the matrix \( \partial^2 L/\partial \dot{q}^n \partial \dot{q}^m \) does not vanish. If this condition fails to hold, which is the case for many systems of direct physical importance, then one cannot compute form (II.2) all of the \( \dot{q} \)'s as functions of the \( q \)'s and the \( p \)'s. This is however not necessary, since in this case (II.2) implies some relations between the \( q \)'s and the \( p \)'s of the form

\[ \phi_m(q, p) = 0, \quad m = 1, \ldots, M \]  

(II.5)

which make the dependence of \( H \) on the remaining velocities vanish. These conditions, called the primary constraints, define a submanifold in phase space, called the primary constraint surface. The canonical Hamiltonian is well defined
only as a function on this surface. It is therefore allowed to use \( \text{II.5} \) when expressing \( H \) as a function of the \( q \)'s and the \( p \)'s, thus obtaining many equivalent expressions for \( H \).

The Hamilton equations of motion that are equivalent to the Euler–Lagrange equations of \( \text{II.1} \) are given by

\[
\begin{align*}
\dot{q}^n &= \frac{\partial H}{\partial p_n} + u^m \frac{\partial \phi_m}{\partial q^n}, \\
\dot{p}_n &= -\frac{\partial H}{\partial q^n} - u^m \frac{\partial \phi_m}{\partial p_n}, \\
\phi_m &= 0,
\end{align*}
\]

(\text{II.6})

where the \( u \)'s are functions on phase space whose dependence on the \( q \)'s and the \( p \)'s should be determined in such a way that the system of equations \( \text{II.6} \) have a solution (if this is not possible than it means that the system of Euler–Lagrange equations of \( \text{II.1} \) was contradictory). See \[7\] for the proof of the equivalence of \( \text{II.6} \) and the Euler–Lagrange equations. For our purposes it is important to note that the Hamilton equations can be rewritten as

\[
\dot{q}^n = [q^n, H_T]_P, \quad \dot{p}_n = [p_n, H_T]_P, \quad \phi_m = 0,
\]

(\text{II.7})

where

\[
H_T := H + u^m \phi_m
\]

(\text{II.8})

is called the total Hamiltonian and \([\cdot, \cdot]_P \) stands for the usual Poisson bracket (PB) which is defined for any dynamical variables \( F(q, p) \) and \( G(q, p) \) by

\[
[F, G]_P = \frac{\partial F}{\partial q^n} \frac{\partial G}{\partial p_n} - \frac{\partial F}{\partial p_n} \frac{\partial G}{\partial q^n}.
\]

(\text{II.9})

Note that it is not necessary to calculate the PB between \( u \)'s and the \( q \)'s and the \( p \)'s in \( \text{II.7} \), since all the brackets containing \( u \)'s will be multiplied by the constraints, and thus this components will vanish on account of the last equation of \( \text{II.7} \). The evolution equations for any dynamical variable \( F(q, p) \) can now be expressed in an extremely simple form

\[
\dot{F} \approx [F, H_T]_P,
\]

(\text{II.10})

where the weak equality symbol \( \approx \) means that the equality holds if the constraints are imposed on the final form of the expressions (note that the constraints cannot be imposed on \( H_T \) before its Poisson bracket with \( F \) is calculated!).

In order to quantize the theory, one needs to be aware of all the constraints, i. e. it is necessary to find all the independent relations of the form \( C(p, q) = 0 \) that are satisfied at any instant of time. In general, the primary constraints \( \phi_m \) will not provide a complete set of such relations. Additional constraints can follow from the requirement that \( \phi_m \)'s are preserved in time:

\[
\dot{\phi}_m \approx [\phi_m, H_T]_P \approx [\phi_m, H]_P + u^m \{\phi_m, \phi_m\}_P \approx 0.
\]

(\text{II.11})

For \( e \) given \( m \), this equation can provide a restriction on \( u \)'s (which happens whenever there exists a constraint that does not commute with \( \phi_m \)), or it can yield another constraint, which may be independent of \( \phi_m \)'s or not. If an independent constraint is obtained, one should require it to be preserved in time as well. This can yield yet another independent constraints or farther restrictions on \( u \)'s. The procedure ought to be continued until all the constraints are found. The additional constraints obtained in this way are called secondary. Following \[7\], I shall denote the set of all the constraints by

\[
\phi_j, \quad j = 1, \ldots, J,
\]

(\text{II.12})

where \( J - M \) is the number of secondary constraints. At the end, these constraints need to satisfy

\[
\dot{\phi}_j \approx [\phi_j, H]_P + u^m \{\phi_j, \phi_m\}_P \approx 0
\]

(\text{II.13})

(if they don’t, more constraints or restrictions on \( u \)'s are needed). At any fixed point \( (p, q) \) of the phase space, \( \text{II.13} \) can be viewed as a system of linear equations for \( u \)'s. The general solution is provided by

\[
u^m = U^m + V^m, \quad V^m = v^a v^m_a,
\]

(\text{II.14})
where $U$ is a particular solution of the inhomogeneous system, $V$ is the general solution of the homogeneous part, $V_0$ constitute an arbitrary basis for the space of solutions of the homogeneous equation and $\nu^a$ are completely arbitrary functions of time.

A dynamical variable $F(q,p)$ is called \textit{first class} if it commutes\footnote{Commutation means vanishing of the Poisson bracket in the case of bosonic variables and vanishing of the generalized Poisson bracket (discussed later) for fermionic ones.} with all the constraints. It is easy to verify that a modified Hamiltonian

$$H' = H + U^m \phi_m,$$

(II.15)

called the \textit{first class Hamiltonian}, is first class. Note that $U$ is a particular solution of (II.13) which can be chosen in a definite form, hence there are no arbitrary functions in $H'$, although one can construct $H'$ in many different ways by choosing different particular solutions $U$. The total Hamiltonian (II.8) that determines the dynamics of the system can now be rewritten in the form from which some of the arbitrary functions have been eliminated

$$H_T = H' + \nu^a \phi_a, \quad \phi_a := V_m^a \phi_m.$$  

(II.16)

The arbitrary functions $\nu^a$ remain present in the final form of the dynamical equations and indicate the presence of gauge freedom in the system, as explained below.

All the constraints can be separated into first class and second class constraints\footnote{A phase space function is called \textit{second class} if it fails to satisfy the first class condition.}, which I shall denote by $\gamma_\alpha$ and $\chi_\alpha$ respectively. There are many possible realizations of the system of constraints in a given theory, all of them defining the same submanifold in phase space. For example, one can add the constraints, multiply them by functions or insert them as arguments of functions that vanish at zero\footnote{If the constraints are required to satisfy some regularity conditions (see 1.1.2 of [8]), than the set of possible operations that can be performed on the constraints is reduced to addition and multiplication by functions, since then the theorem holds that states that any function that vanishes on the constraint surface is necessarily a linear combination of the constraints (theorem 1.1 of [8]).}. Performing that kind of operations can change the total, as well as relative number of first and second class constraints. Indeed, adding a second class constraint to the first class one will result in a second class constraint. In fact, all the constraints could be made second class in this way, but this is not what we wish to achieve. I will say that the constraints are \textit{well separated} into first and second class ones if the number of second class constraints is made minimal.

### B. Gauge freedom

In classical physics, the time evolution of a system is expected to be deterministic. It appears that imposing such an assumption on a system with first class primary constraints leads to the conclusion that there is no one to one correspondence between points on the constraint surface and physical states. To see this, consider an arbitrary dynamical variable $F(t) \equiv F(q(t), p(t))$ whose dependence on $t$ is analytic and whose value at an instant of time $t_0$ is well established. The value of $F$ at time $t = t_0 + \tau$ will be

$$F(t_0 + \tau) = F(t_0) + \tau \dot{F}(t_0) + \frac{\tau^2}{2} \ddot{F}(t_0) + \ldots$$

(II.17)

Using $\dot{F} = [F, H_T], \ddot{F} = [[F, H_T], H_T]$ and (II.16) one obtains

$$F(t_0 + \tau) = F(t_0) + \tau ([F, H'] + \nu^a [F, \phi_a])$$

$$+ \frac{\tau^2}{2} \left\{ [[F, H'], H'] + \nu^a (2[[F, \phi_a], H'] + [F, [H', \phi_a]]) + \nu^a \nu^b [[F, \phi_a], \phi_b] \right\} + o(\tau^3),$$

(II.18)

where on the RHS all the time dependent quantities (the functions $\nu^a$ and the brackets) should be evaluated at $t_0$. Now the functions $\nu^a$ can be prescribed arbitrarily. By adopting an alternative set of functions, say $\tilde{\nu}^a$, one gets different value $\tilde{F}(t_0 + \tau)$ of the dynamical variable $\tilde{F}$ at $t_0 + \tau$. Clearly, this difference cannot be physically meaningful if time evolution is to be deterministic. Rather, the difference should be interpreted as gauge freedom on which no measurable physical quantity should depend. Up to linear terms in $\tau$, this difference is simply

$$\delta F(t_0 + \tau) = \tilde{F}(t_0 + \tau) - F(t_0 + \tau) = \tau \delta \nu^a(t_0) [F, \phi_a](t_0), \quad \delta \nu^a := \tilde{\nu}^a - \nu^a.$$  

(II.19)
The infinitesimal form of the transformation, \( \text{(II.19)} \), justifies the statement that the gauge transformation corresponding to the change in a particular function \( v^a \) (for fixed \( a \)) is generated by the corresponding constraint \( \phi_a \). The primary constraints \( \phi_a \), as defined in \( \text{(II.16)} \), are first class, since for any constraint \( \phi_j \) one has \([\phi_j, \phi_a] = [\phi_j, V_a^m] \phi_m + V_a^m [\phi_j, \phi_m] \approx 0\), where the vanishing of the last term follows straightforwardly form the definition of \( V_a \)'s as solutions to the homogeneous part of the system \( \text{(II.13)} \). The conclusion follows that first class primary constraints generate gauge transformations. Consequently, if a dynamical variable \( F \) is to represent an observable, it should commute with \( \phi_a \)'s. This guarantees that \( F \) does not change under gauge transformations up to terms linear in \( \tau \) (see \( \text{(II.19)} \)). However, in order to guarantee the invariance of \( F \) up to second order terms in \( \tau \), it is necessary to assume additionally that \( F \) commutes with \([\phi_a, H']\) (look at the terms proportional to \( \tau^2 \) in \( \text{(II.18)} \)). Although \([\phi_a, H']\) is certainly a first class constraint \(^4\), it does not have to be spanned by primary constraints. It follows that \( F \) may in general need to commute with some secondary first class constraints, in order to be gauge invariant. If a dynamical variable commutes with all the first class constraints, both primary and secondary, than it is called a classical observable. Such observables are gauge invariant up to any order in the expansion \( \text{(II.18)} \) and thus can describe physically measurable quantities.

Evolving the basic dynamical variables \( q \) and \( p \) from an instant \( t_0 \) to some instant \( t \) with different choices of the arbitrary functions \( v^a \) will yield a collection of points of phase space \((q(t), p(t))\), all of them describing the same physical state of the system at the instant \( t \). The points in this collection are related by gauge transformations generated by the first class primary constraints. However, there may exist other points that also describe the same state, if there are secondary first class constraints present. In the canonical approach to the quantization of constrained systems it is common to assume that all the first class constraints, both primary and secondary, generate gauge transformations, although this assumption may fail to be true for some special systems (see the counterexample to the Dirac conjecture in \[5\]). To make all the gauge freedom manifest in the equations of evolution, the so called extended Hamiltonian is adopted as a generator of the dynamics

\[
H_E = H' + w^b \gamma_b, \tag{II.20}
\]

where \( b \) numbers all the first class constraints and \( w^b \) are arbitrary functions (note that \( H_E \) differs from \( H_T \) by the presence of secondary first class constraints). It is the dynamics generated by \( H_T \), and not \( H_E \), that is equivalent to the Euler–Lagrange equations of \( \text{(II.11)} \). However, it is not difficult to see that the dynamics of any classical observable does not depend on the choice between \( H_T \) and \( H_E \). The general comparison of the evolution equations generated by \( H_T \) and \( H_E \) can be found in \[5\]. I will just illustrate the difference on the example of electrodynamics in the second part of this article. In fact, the reader does not have to bother by the discrepancy between \( H_T \) and \( H_E \) and the philosophy underlying the preferential use of \( H_E \) over \( H_T \) in the canonical analysis. In the gauge fixing approach to the quantization, which will be ultimately adopted in the second part of this paper, it does not matter which dynamics is utilized.

From the viewpoint of quantum theory, what we wish to extract from classical Hamiltonian analysis are the commutators between the physically important dynamical variables. The appropriate classical bracket acting on pairs of phase space functions should be identified that will then be replaced by (anti)commutators. In the absence of constraints and fermionic degrees of freedom, the Poisson bracket does the job. But it is not consistent neither with the constraints, nor with the presence of fermions (an antisymmetric structure cannot be consistently replaced by the symmetric anti–commutator). I shall now define the Dirac bracket, which is the modification of PB needed to handle the constraints in the absence of fermions. Later, the concept of the generalized Dirac bracket will be introduced that allows for inclusion of fermionic degrees of freedom.

**C. The Dirac bracket**

Assume that the set of all the constraints is well separated into the first class constraints \( \gamma_b \) and the second class constraints \( \chi_\beta \). The Dirac bracket (DB) of the dynamical variables \( F \) and \( G \) is defined by

\[
[F, G]_D = [F, G]_P - [F, \chi_\beta]_P C^{\beta \beta'} [\chi_{\beta'}, G]_P, \tag{II.21}
\]

where \( C^{\beta \beta'} \) represents the inverse matrix to \( C_{\beta \beta'} := [\chi_\beta, \chi_{\beta'}]_P \), i.e. \( C^{\beta \beta'} C_{\beta' \beta''} = \delta^\beta_{\beta''} \) (the matrix \( C_{\beta \beta'} \) is necessarily invertible, since otherwise one can construct a first class constraint from \( \chi_\beta \)'s, which means that the constraints were

\(^4\) It is first class because the bracket of first class functions is of first class. This follows straightforwardly from the Jacobi identity. The bracket \([\phi_a, H']\) is also a constraint, since \( H' \) is first class and hence its bracket with any constraint vanishes weakly.
not well separated. See Theorem 1.3 of [7]. It is easy to check that the Dirac bracket is anti–symmetric, obeys the Jacobi identity and Leibniz rule. Hence, the Dirac brackets can be replaced by commutators when passing to quantum theory in a consistent way. What is an advantage of DB over PB is that DB of any dynamical variable with a second class constraint vanishes. This allows for interpreting second class constraints as strong operator equations if a theory is quantized by the replacement of the Dirac brackets by the commutators of operators (the commutator of any operator with zero needs to vanish). Also, the DB of any variable with a first class variable is equal to the PB and therefore the equation of motion (II.10) can be rewritten as

$$\dot{F} \approx [F, H' + v^a \phi_a]_{DB}.$$ (II.22)

D. The anti-commuting Grassman variables and the generalized Dirac bracket

In the quantum theory of fields, the field operators that describe particles of integer value of spin can be characterized by appropriate commutation relations, whereas those of half integer spins obey anti–commutation relations. This distinction follows basically from the postulate of the Poincaré invariance, the assumption that the fields ought to be expressible as weighted integrals of annihilation and creation operators, and the requirement of causality. See [3] for more detailed justification of the connection between spin and statistics.

As mentioned in the previous subsection, it is not possible to replace consistently the Dirac brackets of basic canonical variables by anti–commutators, since the two structures have incompatible symmetry. What is needed is the classical bracket that is antisymmetric if at least one of the variables is bosonic and symmetric if both the variables are fermionic. In order to obtain this structure it is necessary to introduce the two kinds of variables already at the classical level. I shall assume that the classical variables can be even (bosonic) or odd (fermionic), or they can be a sum of those. When these Grassman variables are introduced, their multiplication is no longer commutative. An even variable commutes with all the others, whereas odd variables anti–commute with one another. Let $$q^i, \theta^\alpha$$ constitute the set of positions of even and odd type, respectively. The multiplication rules are

$$q^i q^j - q^j q^i = 0, \quad \theta^\alpha q^i - q^i \theta^\alpha = 0, \quad \theta^\alpha \theta^\beta + \theta^\beta \theta^\alpha = 0.$$ (II.23)

The only functions of the positions which I shall consider will be analytic in the odd variables

$$f(q, \theta) = f_0(q) + f_\alpha(q) \theta^\alpha + f_{\alpha \beta}(q) \theta^\alpha \theta^\beta + \ldots$$ (II.24)

Any such function is a sum of an even part $$f_E$$ and an odd part $$f_O$$:

$$f(q, \theta) = f_E(q, \theta) + f_O(q, \theta),$$

$$f_E(q, \theta) = f_0(q) + f_{\alpha \beta}(q) \theta^\alpha \theta^\beta + \ldots$$ (II.25)

$$f_O(q, \theta) = f_\alpha(q) \theta^\alpha + f_{\alpha \beta \gamma}(q) \theta^\alpha \theta^\beta \theta^\gamma + \ldots$$

1. Differentiation with respect to odd variables

Under the infinitesimal variation of odd variables, the function (II.24) changes as

$$\delta f = \delta \theta^\alpha \frac{\partial L}{\partial \theta^\alpha} f = \frac{\partial R}{\partial \theta^\alpha} \delta \theta^\alpha.$$ (II.26)

The above equation should be considered as definition of right derivatives and left derivatives with respect to odd variables. From (II.24) it is clear that the derivative of an odd function is even and vice versa, and hence the relations follow:

$$\frac{\partial L}{\partial \theta^\alpha} f_E = - \frac{\partial R}{\partial \theta^\alpha} f_E, \quad \frac{\partial L}{\partial \theta^\alpha} f_O = \frac{\partial R}{\partial \theta^\alpha} f_O.$$ (II.27)

Let us consider an example of a function represented by a series that cuts off at the third order term in odd variables:

$$f(q, \theta) = f_0(q) + f_\alpha(q) \theta^\alpha + f_{\alpha \beta}(q) \theta^\alpha \theta^\beta.$$ (II.28)
The derivatives are then given by
\[
\frac{\partial L}{\partial \dot{q}^\alpha} = f_\lambda - 2f_{\alpha \lambda} \theta^\alpha + 3f_{\alpha \beta \lambda} \theta^\alpha \theta^\beta, \quad \frac{\partial R}{\partial \dot{\theta}^\lambda} = f_\lambda + 2f_{\alpha \lambda} \theta^\alpha + 3f_{\alpha \beta \lambda} \theta^\alpha \theta^\beta.
\] (II.29)

Variating this expressions with respect to \( \theta \) yields
\[
\delta \frac{\partial L}{\partial \dot{\theta}^\lambda} = \delta \theta^\kappa (2f_{\kappa \lambda} + 6f_{\kappa \beta \lambda} \theta^\beta) = (2f_{\kappa \lambda} + 6f_{\kappa \beta \lambda} \theta^\beta) \delta \theta^\kappa,
\]
\[
\delta \frac{\partial R}{\partial \dot{\theta}^\lambda} = \delta \theta^\kappa (2f_{\kappa \lambda} - 6f_{\kappa \beta \lambda} \theta^\beta) = (2f_{\kappa \lambda} + 6f_{\kappa \beta \lambda} \theta^\beta) \delta \theta^\kappa,
\]
from which the second derivatives with respect to odd variables can be read out. It follows that
\[
\frac{\partial L}{\partial \theta^\kappa} \left( \frac{\partial R}{\partial \theta^\lambda} \right) = \frac{\partial R}{\partial \theta^\kappa} \left( \frac{\partial L}{\partial \theta^\lambda} \right), \quad \frac{\partial L}{\partial \theta^\kappa} \left( \frac{\partial L}{\partial \theta^\lambda} \right) = - \frac{\partial L}{\partial \theta^\kappa} \left( \frac{\partial L}{\partial \theta^\lambda} \right), \quad \frac{\partial R}{\partial \theta^\kappa} \left( \frac{\partial R}{\partial \theta^\lambda} \right) = - \frac{\partial R}{\partial \theta^\kappa} \left( \frac{\partial R}{\partial \theta^\lambda} \right). \tag{II.31}
\]
The last two equalities imply that
\[
\frac{\partial L}{\partial \theta^\kappa} \left( \frac{\partial R}{\partial \theta^\lambda} \right) = \frac{\partial R}{\partial \theta^\kappa} \left( \frac{\partial L}{\partial \theta^\lambda} \right) = 0. \tag{II.32}
\]
Here the bar below \( \kappa \) means that Einstein summation convention is not applied, i.e. \( \kappa \) is a fixed value. The identities (II.31) and (II.32) can be proved by induction to hold for any function of the form (II.24) and are necessary to prove Jacobi identity, to be discussed below. It is also easy to see that the derivatives with respect to even variables commute with those with respect to odd ones.

2. Hamiltonian formalism in the presence of odd variables

The action of the theory containing both even and odd positions is of the form
\[
S = \int L(q, \dot{q}, \theta, \dot{\theta}) dt, \tag{II.33}
\]
where the Lagrangian is assumed to be even (the time derivatives of even/odd variables are obviously of the same type as the original variables). The equations of motion that follow from the stationary condition for this action are
\[
\frac{\partial L}{\partial q_i} = \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right), \quad \frac{\partial L}{\partial \dot{q}^\alpha} = \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\theta}^\alpha} \right), \quad \frac{\partial L}{\partial \theta^\alpha} = \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\theta}^\alpha} \right), \quad \frac{\partial L}{\partial \dot{\theta}^\lambda} = \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\theta}^\lambda} \right), \tag{II.34}
\]
where \( L/R \) means that either type of the derivative can be used, if it is the same for both sides of the equation. The canonical momenta are defined by
\[
p_i := \frac{\partial L}{\partial \dot{q}_i}, \quad \pi^L_\alpha := \frac{\partial^L L}{\partial \dot{\theta}^\alpha}, \quad \pi^R_\alpha := \frac{\partial^R L}{\partial \dot{\theta}^\alpha}. \tag{II.35}
\]
Since the Lagrangian is even, it follows that \( \pi^L_\alpha = -\pi^R_\alpha \). Finally, the canonical Hamiltonian is given by
\[
H = \dot{q}^i p_i + \dot{\theta}^\alpha \pi^L_\alpha - L = p_i \dot{q}_i + \pi^R_\alpha \dot{\theta}^\alpha - L. \tag{II.36}
\]
Note that one can use either left or right momenta, but the order of factors in the terms \( \dot{\theta}^\alpha \pi^L_\alpha = -\pi^L_\alpha \dot{\theta}^\alpha \) and \( \pi^R_\alpha \dot{\theta}^\alpha = -\dot{\theta}^\alpha \pi^R_\alpha \) has to be chosen correctly in order to avoid minus signs.

It is also allowable to use left momenta for some odd variables and right momenta for the others. Such a mixed choice will appear to be particularly convenient in the case of the Dirac field, where I shall choose to right–differentiate with respect to the components of the field \( \psi \) and left–differentiate with respect to the components of its Dirac conjugate \( \psi \). Before turning to the Dirac field in the next section, I shall now consider a theory with finite number of degrees of freedom, defined by the Lagrangian \( L \left( q, \dot{q}, \theta, \dot{\theta}, \bar{\theta}, \bar{\dot{\theta}} \right) \). I do not assume anything about the relation between the
positions $\theta$ and $\bar{\theta}$, but I choose to right–differentiate with respect to $\theta$'s and left–differentiate with respect to $\bar{\theta}$'s. The momenta and the Hamiltonian are given by

$$p_i = \frac{\partial L}{\partial \dot{q}_i}, \quad \pi_\alpha := \pi^R_\alpha = \frac{\partial^R L}{\partial \dot{\theta}^\alpha}, \quad \pi^L_\alpha := \frac{\partial^L L}{\partial \dot{\theta}^\alpha},$$

\hspace{1cm} (II.37)

$$H = p_i \dot{q}^i + \pi_\alpha \dot{\theta}^\alpha + \bar{\theta}^\gamma \pi_\gamma - L.$$

Variation of the Hamiltonian is given by

$$\delta H = \frac{\partial H}{\partial \dot{q}^i} \delta q^i + \frac{\partial H}{\partial p_i} \delta p_i + \frac{\partial^R H}{\partial \dot{\theta}^\alpha} \delta \theta^\alpha + \bar{\theta}^\gamma \frac{\partial L}{\partial q^\gamma} \delta \pi^\gamma + \delta \pi_\alpha \frac{\partial^L H}{\partial \pi_\alpha} + \frac{\partial^R H}{\partial \pi_\alpha} \delta \pi^\alpha.$$ 

\hspace{1cm} (II.38)

where the definitions of the momenta (II.37) used in the calculation. Also, the variation of $H$ interpreted as a function of positions and momenta is

$$\delta H = \frac{\partial H}{\partial \dot{q}^i} \delta q^i + \frac{\partial H}{\partial p_i} \delta p_i + \frac{\partial^R H}{\partial \dot{\theta}^\alpha} \delta \theta^\alpha + \bar{\theta}^\gamma \frac{\partial L}{\partial q^\gamma} \delta \pi^\gamma + \delta \pi_\alpha \frac{\partial^L H}{\partial \pi_\alpha} + \frac{\partial^R H}{\partial \pi_\alpha} \delta \pi^\alpha.$$ 

\hspace{1cm} (II.39)

3. Unconstrained systems: the generalized Poisson bracket

If the equations (II.37) can be used to express velocities in terms of positions and momenta in a unique way and do not lead to any relations between positions and momenta, then the positions and momenta are independent and hence their general variations are linearly independent. It then follows from (II.38) and (II.39) that

$$\dot{q}^i = \frac{\partial H}{\partial p_i}, \quad \dot{\theta}^\alpha = \frac{\partial H}{\partial \pi_\alpha}, \quad \bar{\theta}^\gamma = \frac{\partial H}{\partial \pi^\gamma}, \quad \dot{p}_i = -\frac{\partial H}{\partial q^i}, \quad \dot{\pi}_\alpha = -\frac{\partial H}{\partial \theta^\alpha}, \quad \dot{\pi}^\gamma = -\frac{\partial H}{\partial \bar{\theta}^\gamma}.$$ 

\hspace{1cm} (II.40)

Here and below the derivatives with respect to $\theta$'s and $\pi$'s are defined as right derivatives, whereas those with respect to $\bar{\theta}$'s and $\pi$'s are left derivatives. In order to rewrite these equations in a form that does not include the velocities, the relations following from the Euler–Lagrange equations (II.34)

$$\frac{\partial L}{\partial q^i} = \dot{p}_i, \quad \frac{\partial L}{\partial \theta^\alpha} = \dot{\pi}_\alpha, \quad \frac{\partial L}{\partial \bar{\theta}^\gamma} = \dot{\pi}^\gamma$$ 

\hspace{1cm} (II.41)

need to be used. When inserted into (II.40), they lead to

$$\dot{q}^i = \frac{\partial H}{\partial p_i}, \quad \dot{\theta}^\alpha = \frac{\partial H}{\partial \pi_\alpha}, \quad \bar{\theta}^\gamma = \frac{\partial H}{\partial \pi^\gamma}, \quad \dot{p}_i = -\frac{\partial H}{\partial q^i}, \quad \dot{\pi}_\alpha = -\frac{\partial H}{\partial \theta^\alpha}, \quad \dot{\pi}^\gamma = -\frac{\partial H}{\partial \bar{\theta}^\gamma}.$$ 

\hspace{1cm} (II.42)

These Hamilton equations are equivalent to the Euler–Lagrange equations (II.34). The time derivative of any dynamical variable $F(q, p, \theta, \bar{\theta}, \pi, \pi^\gamma)$ is given by

$$\dot{F} = \frac{\partial F}{\partial q^i} \dot{q}^i + \frac{\partial F}{\partial p_i} \dot{p}_i + \frac{\partial F}{\partial \theta^\alpha} \dot{\theta}^\alpha + \bar{\theta}^\gamma \frac{\partial F}{\partial \pi^\gamma} + \dot{\pi}_\alpha \frac{\partial F}{\partial \pi_\alpha} = \frac{\partial F}{\partial \pi^\gamma} \dot{\pi}^\gamma + \frac{\partial F}{\partial \pi^\alpha} \dot{\pi}_\alpha.$$ 

\hspace{1cm} (II.43)

In quantum theory, the dynamical variables will be replaced by operators. In order to accomplish the canonical quantization, we need to find the classical bracket $[,]_{GP}$, which I shall call the generalized Poisson bracket (GPB), for which the relation

$$\hat{[F, G]}_\pi = i[\hat{F}, \hat{G}]_{GP}$$ 

\hspace{1cm} (II.44)

will hold (the units in which $c = \hbar = 1$ will be used throughout), where $F$ and $G$ are the classical dynamical variables and $\hat{F}, \hat{G}$ the corresponding operators. The operators that arise from even classical variables via the map $\hat{}$ will be called bosonic, whereas those arising from odd variables fermionic. The bracket $[F, G]_\pi$ should be interpreted as commutator $[,]_-$ if at least one of the operators is bosonic. If both the operators are fermionic then $[,]_+$ denotes anti–commutator $[,]_+$. If the operators do not have definite parity then they can be expressed as sums of those with
well established parity and then the linearity of $[,]_\pi$ should be used\(^5\). I wish that the time derivative \((\ref{time_derivative})\) of any dynamical variable expresses through the classical bracket as $F = [F,H]_{GP}$, which implies on account of \((\ref{time_derivative})\) that

$$
[F,E]_{GP} = \frac{\partial F}{\partial q_i} \frac{\partial E}{\partial p_i} - \frac{\partial F}{\partial p_i} \frac{\partial E}{\partial q_i} + \frac{\partial E}{\partial \theta} \frac{\partial E}{\partial \pi_\alpha} - \frac{\partial E}{\partial \pi_\alpha} \frac{\partial E}{\partial \theta} - \frac{\partial F}{\partial q_i} \frac{\partial F}{\partial p_i} - \frac{\partial F}{\partial p_i} \frac{\partial F}{\partial q_i},
$$

(\ref{eq:commutator})

where $E$ is any even dynamical variable (not necessarily the Hamiltonian) and the variable $F$ is completely arbitrary. Now \((\ref{time_derivative})\) implies that $[,]_{GP}$ needs to have the same algebraic properties as $[,]_\pi$. This means in particular that it is anti–symmetric whenever at least one of the variables is even and hence

$$
[E,F]_{GP} = -[F,E]_{GP}.
$$

(\ref{anti_symmetry})

The formulas \((\ref{eq:commutator})\) and \((\ref{anti_symmetry})\) specify GPB in the case when one of the variables is even. It only remained to find GPB in the case when both the variables are odd. If $A$, $B$ and $C$ are odd variables, then \((\ref{time_derivative})\) implies that GPB should satisfy two algebraic conditions

$$
[A,B]_{GP} = [B,A]_{GP}, \quad [A,BC]_{GP} = [A,B]_{GP}C - B[A,C]_{GP}.
$$

(\ref{odd_relations})

The latter one follows from the operator identity $[\hat{A}, \hat{B}C]_\pi = [\hat{A}, \hat{B}]_\pi \hat{C} - \hat{B}[\hat{A}, \hat{C}]_\pi$ and from the fact that the product of two odd operators is even. I make an assumption that the classical bracket is composed from the products of partial derivatives with respect to basic canonical variables. More precisely, I assume that

$$
[A,B]_{GP} = c \frac{\partial A}{\partial q_i} \frac{\partial B}{\partial p_i} + d \frac{\partial A}{\partial p_i} \frac{\partial B}{\partial q_i} + a \frac{\partial A}{\partial \theta} \frac{\partial B}{\partial \pi_\alpha} + f \frac{\partial B}{\partial \pi_\alpha} \frac{\partial A}{\partial \theta} + b \frac{\partial B}{\partial \pi_\alpha} \frac{\partial A}{\partial \theta} + g \frac{\partial A}{\partial \pi_\alpha} \frac{\partial B}{\partial \pi_\alpha},
$$

(\ref{odd_commutator})

for some complex numbers $c$, $d$, $a$, $f$, $b$, $g$, to be determined from \((\ref{odd_relations})\). In the calculations that will follow it is important to remember that differentiation with respect to even variables does not change the type of parity, whereas differentiation with respect to odd variables reverses the parity, so e.g. $\partial A/\partial q^i$ is odd and $\partial A/\partial \theta^\alpha$ is even. Remembering this, it is straightforward to verify that

$$
[A,B]_{GP} - [B,A]_{GP} = (c+d) \left( \frac{\partial A}{\partial q_i} \frac{\partial B}{\partial p_i} + \frac{\partial A}{\partial p_i} \frac{\partial B}{\partial q_i} \right) + (a-f) \left( \frac{\partial A}{\partial \theta} \frac{\partial B}{\partial \pi_\alpha} - \frac{\partial B}{\partial \pi_\alpha} \frac{\partial A}{\partial \theta} \right) + (b-g) \left( \frac{\partial B}{\partial \pi_\alpha} \frac{\partial A}{\partial \theta} - \frac{\partial A}{\partial \pi_\alpha} \frac{\partial B}{\partial \theta} \right).
$$

(\ref{odd_commutator_difference})

If this expression is to vanish for any odd variables then it has to be $d = -c$, $f = a$, $g = b$. It follows that

$$
[A,B]_{GP} = c \left( \frac{\partial A}{\partial q_i} \frac{\partial B}{\partial p_i} - \frac{\partial A}{\partial p_i} \frac{\partial B}{\partial q_i} \right) + a \left( \frac{\partial A}{\partial \theta} \frac{\partial B}{\partial \pi_\alpha} + \frac{\partial B}{\partial \pi_\alpha} \frac{\partial A}{\partial \theta} \right) + b \left( \frac{\partial B}{\partial \pi_\alpha} + \frac{\partial A}{\partial \pi_\alpha} \right).
$$

(\ref{odd_commutator_final})

The remaining freedom of the parameters $c$, $a$, $b$ is eliminated when the second algebraic condition in \((\ref{odd_relations})\) is imposed. To calculate $[A,BC]_{GP}$ one should use \((\ref{eq:commutator})\) for $F = A$ and $E = BC$ (note that $BC$ is even as a product of odd variables and hence \((\ref{eq:commutator})\) applies). The derivatives of $BC$ with respect to even variables can be decomposed according to the standard Leibniz formula, but some care is necessary when differentiating with respect to odd variables. Specifically, the following relations hold

$$
\frac{\partial (BC)}{\partial \theta^\alpha} = -B \frac{\partial C}{\partial \theta^\alpha} + B \frac{\partial C}{\partial \theta} \frac{\partial (BC)}{\partial \theta^\alpha}, \quad \frac{\partial (BC)}{\partial \pi_\alpha} = -B \frac{\partial C}{\partial \pi_\alpha} + B \frac{\partial C}{\partial \pi} \frac{\partial (BC)}{\partial \pi_\alpha},
$$

(\ref{derivatives_with_odd_variables})

To prove these relations it is sufficient to calculate the variation of $BC$ and remember that all the derivatives with respect to $\theta^\alpha$ and $\pi_\alpha$ are understood to be right derivatives and those with respect to $\theta$ and $\pi$ are left. For example, a simple calculation of variation with respect to $\theta^\alpha$

$$
\delta (BC) = \delta BC + B \delta C = \frac{\partial^R B}{\partial \theta^\alpha} \delta \theta^\alpha C + B \frac{\partial^R C}{\partial \theta^\alpha} \delta \theta^\alpha = \left( -\frac{\partial B}{\partial \theta^\alpha} C + B \frac{\partial C}{\partial \theta^\alpha} \right) \delta \theta^\alpha
$$

(\ref{delta_BC})

---

\(^5\) The map $\hat{\ }$ is assumed to be linear and all the brackets are bilinear with respect to C numbers.
proves the first of the identities. Having these results at hand it is straightforward to establish that the second identity of (II.47) will be fulfilled if and only if \( a = 1 \), \( b = -1 \) and \( c = 1 \). The final form of the GPB for two odd variables can then be given:

\[
[A, B]_{GP} = \frac{\partial A}{\partial q^i} \frac{\partial B}{\partial \theta^i} - \frac{\partial A}{\partial q^i} \frac{\partial B}{\partial \theta^j} + \frac{\partial A}{\partial \theta^i} \frac{\partial B}{\partial q^j} - \frac{\partial B}{\partial \theta^i} \frac{\partial A}{\partial q^j} - \frac{\partial B}{\partial \theta^j} \frac{\partial A}{\partial q^i} - \frac{\partial A}{\partial \theta^j} \frac{\partial B}{\partial q^i} \tag{II.53}
\]

which, together with (II.45) and (II.46) and the assumption of bilinearity of GPB, defines GPB for all the variables. This GPB is the same as the bracket given by the formula (4.1) of [10], although it is not so easily visible, since the authors of [10] use left derivatives, whereas I use left derivatives when differentiating w.r.t. \( \theta \)'s and \( \pi \)'s and right ones w.r.t. \( \theta \)'s and \( \pi \)'s.

The conditions (II.47) where used to fix the parameters in the initial form of GPB (II.48), so these conditions are certainly satisfied by the bracket from the construction. However, it is necessary to verify that the remaining algebraic conditions are satisfied by GPB. All these conditions are

\[
\begin{align*}
[F_1, E_1]_{GP} &= -[E_1, F_1]_{GP}, \\
[A_1, A_2]_{GP} &= [A_2, A_1]_{GP}, \\
[E_1, F_1, F_2]_{GP} &= [E_1, F_1]_{GP} F_2 + F_1 [E_1, F_2]_{GP}, \\
[A_1, E_1 F_2]_{GP} &= [A_1, E_1]_{GP} F_2 + E_1 [A_1, F_2]_{GP}, \\
[A_1, A_2 F_1]_{GP} &= [A_1, A_2]_{GP} F_1 - A_2 [A_1, F_1]_{GP}, \\
[F_1, E_2, E_3]_{GP} + [E_3, F_1, E_2]_{GP} + [E_2, E_3, F_1]_{GP} &= 0, \\
[E_1, A_2, A_3]_{GP} - [A_3, E_1, A_2]_{GP} + [A_2, A_3, E_1]_{GP} &= 0, \\
[A_1, A_2, A_3]_{GP} + [A_3, [A_1, A_2]_{GP}] + [A_2, [A_3, A_1]_{GP}] &= 0.
\end{align*}
\tag{II.54}
\]

where \( E_1 \)'s are even, \( A_1 \)'s are odd and \( F_1 \)'s are odd and \( \chi \)'s. The conditions can be rewritten in an equivalent form given by eqs. (4.3), (4.4), (4.5) and (4.6) of [10]. However, when considering the examples, it is convenient to have them written down explicitly.

One can verify by straightforward but lengthy calculations (preferably performed with the help of Mathematica or Maple) that GPB defined by (II.45), (II.46) and (II.53) does indeed satisfy (II.54). To prove the Jacobi identities (the last three of (II.54)), it is necessary to use (II.31) and (II.32).

\[4.\text{ Constrained systems: the generalized Dirac bracket}\]

In order to handle second class constraints consistently, it is necessary to introduce classical bracket which weakly vanishes whenever one of its arguments is a second class constraint. Can the formula (II.21) for the Dirac bracket be adopted in the presence of odd variables? Certainly, at lest one modification is necessary, namely all Poisson brackets have to be replaced by generalized ones. I shall define the generalized Dirac bracket (GDB) as

\[
[F, G]_{GD} = [F, G]_{GP} - [F, \chi_\beta]_{GP} C^{\beta \beta'} [\chi_\beta', G]_{GP}. \tag{II.55}
\]

This is the bracket that will be replaced by commutators and anti-commutators. Hence, in order for the quantization procedure to be consistent, (II.55) ought to satisfy all the algebraic conditions (II.54) (just replace GP by GDB in (II.54)). I shall assume for simplicity that all the second class constraints \( \chi_\beta \) have the same Grassman parity (this assumption will be weakened somewhat below). Then \( C^{\beta \beta'} \) is anti-symmetric in the even case and symmetric in the odd case. The matrix elements are even in both cases. Under this assumption it is straightforward to show that the identities (II.54) are satisfied indeed by (II.55). Note however that the order of factors, as well as ordering of arguments of GP is important. For example, one could try to define GDB as

\[
[F, G]_{GD_1} = [F, G]_{GP} + [\chi_\beta, F]_{GP} C^{\beta \beta'} [\chi_\beta', G]_{GP} \tag{II.56}
\]

or

\[
[F, G]_{GD_2} = [F, G]_{GP} - [\chi_\beta', G]_{GP} C^{\beta \beta'} [F, \chi_\beta]_{GP}, \tag{II.57}
\]
both of these expressions being equivalent to (II.55) so long as the constraints and all the variables are even. However, \(GD_1\) will fail to be anti–symmetric in the case of \(\chi_\beta, G\) odd and \(F\) even. Indeed, one gets

\[
[E, A]_{GD_1} + [A, E]_{GD_1} = 2[\chi_\beta, E]_{GP} C^{\beta\beta'} [\chi_{\beta'}, A]_{GP},
\]  

where \(E\) is even and \(A\) and \(\chi_\beta\) odd. \(GD_2\) will fail to satisfy the Leibniz rule for \(\chi_\beta\) odd:

\[
[E, FA]_{GD_2} = [E, F]_{GD_2} A + F[E, A]_{GD_2} + 2[\chi_\beta, F]_{GD_2} C^{\beta\beta'} [E, \chi_{\beta'}] A
\]  

for \(E, F\) even and \(A, \chi_\beta\) odd. The reader is encouraged to verify that other alternatives for (II.55) are not consistent with (II.54).

I assumed that all the second class constraints have the same Grassman parity. However, if these constraints can be separated into groups such that the constraints from different groups weakly commute with one another and all the constraints within a group have the same parity, then the results discussed above will also be true. This more general situation will occur in electrodynamics.

### III. CANONICAL QUANTIZATION OF THE DIRAC FIELD

#### A. Classical Hamiltonian analysis

The action of the theory is

\[
S_D = \int L_D d^4x, \quad L_D = i \left( \overline{\psi}(x)\gamma^a \partial_a \psi(x) - \partial_a \overline{\psi}(x)\gamma^a \psi(x) \right) - m \overline{\psi}(x)\psi(x).
\]

(III.1)

Here \((x) = (t, \vec{x})\) represents Minkowskian coordinates of flat space–time, \(\psi\) can be thought of as a column of four complex valued functions \(\psi_l, l = 1, \ldots, 4\) on space–time, \(\gamma^a\) are the Dirac matrices, \(\overline{\psi} := \psi^\dagger \gamma^0\) is the Dirac conjugation (here \(\dagger\) denotes the Hermitian conjugation of a column matrix), \(a = 0, \ldots, 3\) is a space–time index. For fixed \(t\), \(\psi(t, \vec{x})\) should be thought of as odd variables, so one needs to keep track of minus signs whenever the ordering of these fields is changed. However, consequent application of matrix notation in the calculations makes the ordering to be automatically correct in most cases and hence one can forget about the odd nature of \(\psi\’s\) at the beginning of the analysis.

The Dirac Lagrangian density can be written in many equivalent ways, owing to the possibility of adding divergence of a vector field. The choice \(L_D\) differs by divergence of \(V^a = -\frac{1}{2} \overline{\psi} \gamma^a \psi\) from the simplest Lagrangian density

\[
L_{simp} = \overline{\psi} (i \gamma^a \partial_a - m) \psi.
\]

(III.2)

Although the two versions (as well as many others) are equivalent in flat space, they appear not to be equivalent when gravity, interpreted a Yang–Mills gauge theory of the Poincaré group, is minimally included \([11]\). A modified coupling procedure can be introduced that is free of this ambiguity \([12]\). This corrected coupling procedure is equivalent to the standard minimal one if \(L_D\), and not any other version of the Dirac Lagrangian, is used as a starting point for inclusion of gravity. Although this choice does not matter in the case of electrodynamics, I will chose \(L_D\), since then the extension of our considerations to the gravitational case will be possibly straightforward.

Calculation of the momenta in accordance with (II.2) gives

\[
\pi := \frac{\partial L}{\partial (\partial_0 \psi)} = \frac{i}{2} \overline{\psi} \gamma^0, \quad \pi := \frac{\partial L}{\partial (\partial_0 \psi)} = -\frac{i}{2} \gamma^0 \psi.
\]

(III.3)

These relations does not involve time derivatives of fields and hence represent the primary constraints. In the matrix notation, the constraints can be written as

\[
\chi_1 := \pi - \frac{i}{2} \overline{\psi} \gamma^0, \quad \chi_2 := \pi + \frac{i}{2} \gamma^0 \psi.
\]

(III.4)

Hence, \(\chi_1\) is a row matrix, whereas \(\chi_2\) is a column. Strictly speaking, (III.4) represents infinite number of primary constraints, which can be labeled by \(l\) and the space point \(\vec{x}\)

\[
\chi_{1l\vec{x}} = \pi_l(\vec{x}) - \frac{i}{2} \overline{\psi}_l(\vec{x}) \gamma^0 \gamma^1, \quad \chi_{2l\vec{x}} = \pi_l(\vec{x}) + \frac{i}{2} (\vec{x}) \gamma^0 \psi_l.
\]

(III.5)
The basic canonical variables $\psi, \bar{\psi}, \pi, \bar{\pi}$ are all odd. The formulas (II.16), (II.15) and (II.53) for GPB reduce to

$$[F,G]_{GP} = \int \left( \frac{\delta F}{\delta \psi(x)} \frac{\delta G}{\delta \pi(x)} \mp \frac{\delta G}{\delta \psi(x)} \frac{\delta F}{\delta \pi(x)} + \frac{\delta F}{\delta \psi(x)} \frac{\delta F}{\delta \pi(x)} - \frac{\delta F}{\delta \bar{\psi}(x)} \frac{\delta G}{\delta \bar{\pi}(x)} \right) \, d^3x,$$

(III.6)

where the upper sign applies whenever at least one of the variables $F$, $G$ is even and the lower one corresponds to $F$ and $G$ odd. The matrix index $l$ was omitted in favor of matrix multiplication between factors. If $F$ is a scalar functional of the canonical fields, then the functional derivatives $\delta F/\delta \psi(x)$ and $\delta F/\delta \pi(x)$ are column matrices, whereas $\delta F/\delta \bar{\psi}(x)$ and $\delta F/\delta \bar{\pi}(x)$ are rows. To see this, consider an example of a functional

$$F = \int \bar{\psi}(\bar{x})M(\bar{x})\psi(\bar{x}) \, d^3x,$$

(III.7)

where $M$ is any matrix–valued function on space that does not depend on $\psi$ and $\bar{\psi}$. Under the infinitesimal change of $\psi$, the variation of $F$ is $\delta F = \int \bar{\psi}(\bar{x})M(\bar{x})\delta \psi(\bar{x}) \, d^3x$, whereas the variation of $F$ under the change of $\bar{\psi}$ is $\delta F = \int \delta \bar{\psi}(\bar{x})M(\bar{x})\psi(\bar{x}) \, d^3x$. It follows that

$$\frac{\delta F}{\delta \psi(x)} = \bar{\psi}(x)M(x), \quad \frac{\delta F}{\delta \bar{\psi}(x)} = M(x)\psi(x)$$

(III.8)

and hence $\delta F/\delta \psi(x)$ is a row and $\delta F/\delta \bar{\psi}(x)$ a column. Note that due to the matrix formalism the functional derivatives with respect to $\psi$ and $\bar{\psi}$ are automatically right derivatives and those with respect to $\bar{\psi}$ and $\pi$ are left (this is why I chose such convention when discussing general systems with odd variables).

The canonical Hamiltonian calculated in accordance with (II.2) is

$$H = \int \mathcal{H}(x) \, d^3x,$$

$$\mathcal{H} = \pi \dot{\psi} + \bar{\psi} - L_D = \left( \pi - \frac{i}{2} \bar{\psi} \gamma^0 \right) \dot{\psi} + \bar{\psi} \left( \pi + \frac{i}{2} \gamma^0 \psi \right) - i \bar{\psi} \gamma^j \partial_j \psi + m \bar{\psi} \psi + \frac{i}{2} \partial_0 \left( \bar{\psi} \gamma^0 \psi \right),$$

(III.9)

where $j = 1, 2, 3$ is a spatial index. Discarding the last boundary term, which would not contribute to the brackets of $H$ with other variables, and using the constraints, we get

$$H = \int \bar{\psi}(\bar{x}) \left( -i \gamma^j \partial_j + m \right) \psi(\bar{x}) \, d^3x$$

(III.10)

and

$$H_T = H + \int \left( \chi_1(\bar{x})u^1(\bar{x}) + u^2(\bar{x})\chi_2(\bar{x}) \right) \, d^3x,$$

(III.11)

where $u^1$ and $u^2$ are correspondingly a column and a row of complex–valued functions, as yet undetermined.

The consistency conditions (II.11) for time evolution of constraints can be solved in two ways. One can utilize matrix formalism and use (II.16), (II.15) and (II.11) to obtain

$$[\chi_1(\bar{x}), H_T]_{GP} = -\frac{\delta H_T}{\delta \psi(x)} \gamma^0 + \frac{i}{2} \frac{\delta H_T}{\delta \pi(x)} \gamma^0 = -iu^2(\bar{x})\gamma^0 - i\partial_0 \bar{\psi}(\bar{x})\gamma^j - m\bar{\psi} \approx 0,$$

$$[\chi_2(\bar{x}), H_T]_{GP} = -\frac{\delta H_T}{\delta \psi(x)} \gamma^0 + \frac{i}{2} \frac{\delta H_T}{\delta \pi(x)} \gamma^0 = i\gamma^0 u^1(\bar{x}) + i\gamma^j \partial_j \bar{\psi}(\bar{x}) - m\bar{\psi} \approx 0.$$  

(III.12)

Clearly, these equations can be solved by the appropriate choice of $u$’s. Therefore, no secondary constraints appear. The solution for $u$’s is given by

$$U^1 = -\gamma^0 \gamma^j \partial_j \psi - im\gamma^0 \psi, \quad U^2 = -\partial_0 \bar{\psi} \gamma^j \gamma^0 + im\bar{\psi} \gamma^0.$$  

(III.13)

These expressions provide a particular solution of an inhomogeneous system of equations discussed in (II.14) and therefore uppercase letters are used (compare (II.13)). The general solution to the homogeneous part of (II.13) is equal to 0 in this case.

Alternatively, instead of using matrices, one could rewrite the total Hamiltonian as

$$H_T = \int \left( -\bar{\psi}(\bar{x}) \gamma^0 \partial_0 \psi(\bar{x}) + m \bar{\psi}(\bar{x}) + \chi_1(\bar{x})u^1(\bar{x}) + u^2(\bar{x})\chi_2(\bar{x}) \right) \, d^3x$$

(III.14)
and use the component form of constraints (III.5). In the integrand of (III.14) all the variables, together with \( u_1^j \) and \( u_2^j \), are odd and their chronology is therefore important. When calculating the brackets of \( \chi_{11\bar{x}} \) and \( \chi_{21\bar{x}} \) with the integrand of (III.14), it is useful to use the commutation relations between the basic canonical variables

\[
\begin{align*}
[\psi_l(\bar{x}), \psi_r(\bar{x})]_{GP} &= \overline{\psi_l(\bar{x})}, \overline{\psi_r(\bar{x})}]_{GP} = [\pi_l(\bar{x}), \pi_r(\bar{x})]_{GP} = [\pi_l(\bar{x}), \pi_r(\bar{x})]_{GP} = 0, \\
[\psi_l(\bar{x}), \pi_r(\bar{x})]_{GP} &= [\pi_l(\bar{x}), \psi_r(\bar{x})]_{GP} = \delta_{ll} \delta(\bar{x} - \bar{x}'), \\
[\overline{\psi_l(\bar{x})}, \overline{\pi_r(\bar{x})}]_{GP} &= [\overline{\pi_l(\bar{x})}, \overline{\psi_r(\bar{x})}]_{GP} = -\delta_{ll} \delta(\bar{x} - \bar{x}')
\end{align*}
\]  

(III.15)

(note the minus sign in front of \( \delta_{ll} \) in the last expression) and the Leibniz rule for odd variables, \([A, BC]_{GP} = [A, B]_{GP}C - B[A, C]_{GP}\). This results can be derived from (III.6). Using them, one can calculate that

\[
\begin{align*}
\left[\chi_{11\bar{x}}, H_T(\bar{x})\right]_{GP} &= \int \left( i\overline{\psi_l}(\bar{x})\gamma^l_{ki}\partial_k \delta(\bar{x} - \bar{y}) - i\psi_r(\bar{x}) + i\gamma^l_{k} u_1^l(\bar{x}) \right) \delta(\bar{x} - \bar{y}) d^3 x, \\
\left[\chi_{21\bar{x}}, H_T(\bar{x})\right]_{GP} &= \int \left( i\gamma^j_{kl} \partial_j \psi_l(\bar{x}) - m\psi_k(\bar{x}) + i\gamma^l_{k} u_1^l(\bar{x}) \right) \delta(\bar{x} - \bar{y}) d^3 x.
\end{align*}
\]  

(III.16)

After the integrations are performed, the last two expressions reduce to (III.12). When writing \( \partial_j \delta(\bar{x} - \bar{y}) \) I always mean the differentiation with respect to first variable, i.e. \( \partial_j \delta(\bar{x} - \bar{y}) \equiv (\partial_j)(\bar{x} - \bar{y}) = \partial / \partial x^j \delta(\bar{x} - \bar{y}) = -\partial / \partial y^j \delta(\bar{y} - \bar{x}) = -\partial_j \delta(\bar{y} - \bar{x}). \) So, unlike \( \delta \), the function \( \partial_j \delta \) is odd in the sense that \( \partial_j \delta(\bar{x}) = -\partial_j \delta(\bar{y}). \) The only nontrivial brackets that have to be evaluated in the calculations above are the brackets of the fields with the derivatives of their canonical conjugates, such as

\[
\left[\pi_k(\bar{y}), \partial_j \psi_l(\bar{x})\right]_{GP} = \frac{\delta\partial_j \psi_l(\bar{x})}{\delta \psi_k(\bar{y})} = -\delta_{kl} \partial_j \delta(\bar{y} - \bar{x}) = \delta_{kl} \partial_j \delta(\bar{x} - \bar{y}).
\]  

(III.17)

The easiest way to obtain this result is to write the derivative as \( \partial_j \psi_l(\bar{x}) = \int \delta(\bar{y} - \bar{x}) \delta_{lk} \partial_j \psi_k(\bar{y}) d^3 y \) and then variate, \( \delta \partial_j \psi_l(\bar{x}) = \int \delta(\bar{y} - \bar{x}) \delta_{lk} \partial_j \partial y^j \delta \psi_k(\bar{y}) d^3 y = -\int \partial_j \partial y^j \delta(\bar{y} - \bar{x}) \delta_{lk} \partial_{\bar{y}} \psi_k(\bar{y}) d^3 y, \) where in the last step the boundary term was omitted.

### Equations of motion

Since the first class constraints are not present in the system, it follows that

\[
\begin{align*}
H_T = H_E = H' &= H + \int (\chi_{11}(\bar{x}) U^1(\bar{x}) + U^2(\bar{x}) \chi_{21}(\bar{x})) d^3 x \\
&= \int \left[ \overline{\psi} (-i\gamma^0 \partial_j + m) \psi - \left( \pi - \frac{i}{2} \gamma^0 \right) \gamma^0 (\gamma^j \partial_j \psi + im \psi) - (\partial_j \overline{\psi} \gamma^j - im \overline{\psi}) \gamma^0 \left( \pi + \frac{i}{2} \gamma^0 \psi \right) \right] d^3 x.
\end{align*}
\]  

(III.18)

In the last form I dropped the argument \( \bar{x} \) for simplicity. The equations of motion are

\[
\begin{align*}
\dot{\psi} &= [\psi, H']_{GP} = -\gamma^0 (\gamma^j \partial_j \psi + m \psi), \\
\dot{\overline{\psi}} &= [\overline{\psi}, H']_{GP} = -\left( \partial_j \gamma^j \psi - im \overline{\psi} \right) \gamma^0, \\
\dot{\pi} &= [\pi, H']_{GP} = -\partial_j \gamma^j \pi + im \gamma^0 \pi, \\
\dot{\overline{\pi}} &= [\overline{\pi}, H']_{GP} = -\gamma^0 \partial_j \overline{\pi} - im \gamma^0 \overline{\pi}.
\end{align*}
\]  

(III.19)

The equalities of the form \([f, H']_{GP} = g\), where \( f \) and \( g \) are functions defined on space, should be understood as equalities of functions, i.e. \( \forall \bar{x}, [f(\bar{x}), H'] = g(\bar{x}) \). The equations of motion (III.19) need to be supplemented with the constraints. It is easy to see that all the equations then reduce to the Dirac equation

\[
(i\gamma^a \partial_a - m) \psi = 0.
\]  

(III.20)
B. The generalized Dirac bracket and the equal time anti–commutators of field operators

Having the matrix $C_{11}^{\bar{x},2l^3\bar{x}'}$ given by (III.10), one can seek for its inverse by imposing the conditions

\[
\begin{align*}
4 \int \sum_{k'=1}^{4} C_{1k,2l'}^{k'} C_{2k',2l,1l} d^3x' &= 4 \int \sum_{k'=1}^{k'} C_{1k,2l'}^{2k'} C_{1k',2l,1l} d^3x' = \delta_{kl}\delta(\bar{x} - \bar{y}), \\
4 \int \sum_{k'=1}^{4} C_{1k,1l'}^{k'} C_{2k',2l,1l} d^3x' &= 4 \int \sum_{k'=1}^{k'} C_{1k,1l'}^{2k'} C_{2k',2l,1l} d^3x' = 0.
\end{align*}
\]

(III.21)

A unique solution is given by

\[
C_{11}^{\bar{x},2l^3\bar{x}'} = C_{2l^3,2l}^{\bar{x}'} = -i\gamma_0^0 \delta(\bar{x} - \bar{x}')
\]

(III.22)

and the generalized Dirac bracket is

\[
\begin{align*}
[F,G]_{GD} &= [F,G]_{GP} - \sum_{l'} \int \left( [F,\chi_{11}]_{GP} C_{11}^{\bar{x},2l^3\bar{x}'} [\chi_{2l^3,2l}^{\bar{x}'}]_{GP} + [F,\chi_{2l^3,2l}^{\bar{x}'}]_{GP} C_{11}^{\bar{x},2l^3\bar{x}'} [\chi_{11}]_{GP} \right) d^3x d^3x',
\end{align*}
\]

(III.23)

with $\chi_{11}$ and $\chi_{2l^3}$ given by (III.15). The brackets of basic canonical variables can now be computed

\[
\begin{align*}
[\psi_l(\bar{x}),\psi_{l'}(\bar{x}')]_{GD} &= [\pi_l(\bar{x}),\pi_{l'}(\bar{x}')]_{GD} = [\psi_0(\bar{x}),\psi_{0}(\bar{x}')]_{GD} = \delta(\bar{x} - \bar{x}'),
[\psi_l(\bar{x}),\pi_{l'}(\bar{x})]_{GD} &= [\psi_0(\bar{x}),\pi_{0}(\bar{x})]_{GD} = \frac{1}{2} \delta_{l1}\delta(\bar{x} - \bar{x}'),
[\overline{\psi}_l(\bar{x}),\psi_{l'}(\bar{x})]_{GD} &= [\overline{\pi}_l(\bar{x}),\psi_{l'}(\bar{x})]_{GD} = \frac{1}{2} \delta_{l1}\delta(\bar{x} - \bar{x}'),
[\overline{\psi}_l(\bar{x}),\overline{\psi}_{l'}(\bar{x})]_{GD} &= [\overline{\pi}_l(\bar{x}),\overline{\psi}_{l'}(\bar{x})]_{GD} = 0,
[\overline{\psi}_l(\bar{x}),\pi_{l'}(\bar{x})]_{GD} &= [\overline{\pi}_l(\bar{x}),\pi_{l'}(\bar{x})]_{GD} = -i\gamma_0^0 \delta(\bar{x} - \bar{x}'),
[\pi_l(\bar{x}),\overline{\psi}_{l'}(\bar{x})]_{GD} &= [\pi_l(\bar{x}),\psi_{0}(\bar{x})]_{GD} = \frac{1}{4} \gamma_0^0 \delta(\bar{x} - \bar{x}').
\end{align*}
\]

(III.24)

The equal time anti–commutation relations of field operators can now be readily established according to the procedure

\[
[F,\hat{G}]_+ = i[F,\hat{G}]_{GD},
\]

(III.25)

which is the generalized version of (II.44) (note that $GP$ is now replaced by $GD$). The second class constraints (III.4) are interpreted as strong operator equations in quantum theory and hence not all the basic field operators $\hat{\psi}$, $\overline{\psi}$, $\pi$, $\overline{\pi}$ are independent. For example, one could chose to use $\hat{\psi}$ and $\overline{\psi}$ as independent and interpret the remaining basic operators as derived from these in agreement with the constraints. Only the anti–commutation relations of $\psi$ and $\overline{\psi}$ are then necessary

\[
\left[\hat{\psi}_l(\bar{x}),\hat{\psi}_{l'}(\bar{x}')\right]_+ = 0, \quad \left[\overline{\psi}_l(\bar{x}),\overline{\psi}_{l'}(\bar{x}')\right]_+ = 0, \quad \left[\hat{\psi}_l(\bar{x}),\overline{\psi}_{l'}(\bar{x}')\right]_+ = \gamma_0^0 \delta(\bar{x} - \bar{x}').
\]

(III.26)

All the other anti–commutators can be derived from (III.26). The reader is encouraged to verify that the results thus obtained agree with those that could be derived directly from (III.24) through (III.25) for each bracket separately. This follows from the fact that the Dirac bracket is consistent with the second class constraints.

C. How the anti–commutation relations should not be derived

In many treatments of quantum field theory (e.g. [8][3]), the canonical analysis of the Dirac field begins with the introduction of the Hamiltonian formalism for field theory of systems that do not contain neither odd variables nor
constraints (usually on the example of the Klein–Gordon field). Then the simplest Lagrangian density \( \text{III.2} \) for the Dirac field is introduced, for which one of the constraints

\[
\pi = i\psi \gamma^0
\]  

(III.27)
is derived. The conclusion is then drawn that \( \psi \) is not an independent field, but rather a function of \( \pi \).

Although the references mentioned do not do this, it may be tempting, especially for a student who has not yet been introduced with the formalism of constraints or odd variables, to proceed with the derivation of the anti–commutation relations in the following way: The usual PB for \( \psi \) and \( \psi \) can be calculated, under the assumption that \( \psi \) is expressed through \( \pi \) according to \( \text{III.27} \). One could then try to obtain the anti–commutation relation for field operators via \( \text{III.25} \), with GDB replaced by PB. The result thus obtained coincides with \( \text{III.26} \). Have we just circumvented the formalism of constraint systems and odd variables? Is then the concept of generalized Dirac bracket really necessary?

Although this “derivation” yields correct anti–commutation relations \( \text{III.26} \), it is important to stress that its correctness is conditioned by particular choice of Lagrangian density from the class of equivalence (i.e. \( \mathcal{L}_{\text{simp}} \text{III.2} \) and not, say, \( \mathcal{L}_D \)) \( \text{III.1} \), as well as particular ordering of arguments of the brackets (if the anti–commutation relation for \( \psi \) and \( \psi \) was established in a way described above, then the result would obviously differ from the correct one by sign, due to the anti–symmetry of PB).

D. Non–equal time commutation relations

The non–equal time commutation relations for causal fields in flat Minkowski space are usually derived in a way that does not employ canonical formalism at all, but instead relies heavily on the Poincaré symmetry (see \( \text{[3]} \) or \( \text{[13]} \)). On the other hand, the derivation of \( \text{III.26} \) presented here does not invoke the Poincaré symmetry at all. This is of importance, since the frequent usage of this symmetry in QFT is one of the most important obstacles for the straightforward extension of its apparatus to the case of curved space–time, which may not possess any symmetries at all. One of the aims of this article is to show how far one can go with the quantization by using the canonical formalism and not the space–time symmetries.

To derive non–equal time anti–commutation relation for the Dirac field and its conjugate, consider the two space–time points \( (x) = (t, \vec{x}) \) and \( (x') = (t + \tau, \vec{x}') \). Assuming the analyticity of \( \psi \) in \( t \), the GD for \( \psi(x') \) and \( \psi(x) \) can be represented by a series

\[
[\psi_{\nu}(x'), \overline{\psi}_{\nu}(x)]_{GD} = [\psi_{\nu}(t + \tau, \vec{x}'), \overline{\psi}_{\nu}(t, \vec{x})]_{GD} = \sum_{n=0}^{\infty} \frac{\tau^n}{n!} [\psi_{\nu}^{(n)}(t, \vec{x}), \overline{\psi}_{\nu}(t, \vec{x})]_{GD},
\]  

(III.28)

where \( \psi_{\nu}^{(n)} \) is the \( n \)-th derivative of \( \psi \) with respect to time. In order to shrink the series into something finite and simple, it is helpful to be organized. I shall now prove the

**Theorem III.1.** The following relation holds

\[
\psi_{\nu}^{(n)}(t, \vec{x}) = \mathcal{B}^n \psi(t, \vec{x}),
\]  

(III.29)

where \( \mathcal{B}^n \) denotes the \( n \)-th power of the matrix–differential operator

\[
\mathcal{B} := -\gamma^0 \gamma^j \partial_j - im \gamma^0.
\]  

(III.30)

**Proof.** I shall use induction. For \( n = 0 \) the result is trivially true and for \( n = 1 \) it follows from the first equation of \( \text{III.19} \). I will show that for each \( n \in \mathbb{N} \) the inductive assumption

\[
\psi_{\nu}^{(n)}(\vec{x}) = \mathcal{B}^n \psi(\vec{x})
\]  

(III.31)

implies that

\[
\psi_{\nu}^{(n+1)}(\vec{x}) = \mathcal{B}^{n+1} \psi(\vec{x}).
\]  

(III.32)

Note that

\[
\psi_{\nu}^{(n+1)}(\vec{x}) = [\psi_{\nu}^{(n)}(\vec{x}), H']_{GP} = \int \frac{\delta \mathcal{B}^n \psi(\vec{z})}{\delta \psi(\vec{z})} \frac{\delta H'}{\delta \pi(\vec{z})} d^3 z = \int \frac{\delta \mathcal{B}^n \psi(\vec{z})}{\delta \psi(\vec{z})} \mathcal{B} \psi(\vec{z}) d^3 z.
\]  

(III.33)
In the second step the inductive assumption (III.31) was used. Since

\[ \mathcal{B}^n \psi(\vec{x}) = \int \delta(\vec{x} - \vec{x'}) \mathcal{B}^n \psi(\vec{z}) d^3z = \int \mathcal{B}^n \delta(\vec{z} - \vec{x}) \psi(\vec{z}) d^3z, \]  

(III.34)

where \( \mathcal{B} \) denotes the differential operator obtained from \( \mathcal{X} \) by the change of signs in front of the terms that are of even rank in derivatives (e.g. \( \mathcal{B} = \gamma^0 \gamma^j \partial_j - i m \gamma^0 \)), it follows that

\[ \frac{\delta \mathcal{B}^n \psi(\vec{x})}{\delta \psi(\vec{z})} = \mathcal{B}^n \delta(\vec{z} - \vec{x}). \]  

(III.35)

Inserting this result to (III.33) leads to

\[ \psi^{(n+1)}(\vec{x}) = \int \mathcal{B}^n \delta(\vec{z} - \vec{x}) \mathcal{B} \psi(\vec{z}) d^3z = \int \delta(\vec{z} - \vec{x}) \mathcal{B}^{n+1} \psi(\vec{z}) d^3z = \mathcal{B}^{n+1} \psi(\vec{x}), \]  

(III.36)

which proves the thesis (III.32).

Let us now calculate the bracket that occurs under the summation sign in (III.28). Using (II.55) with \( \vec{x} \) replaced by \( \vec{z} \) and \( l, l' \) by \( k, k' \) in order to avoid conflicting indices, one gets

\[
\left[ \chi_l^{(n)}(\vec{x}), \vec{\psi}_l(\vec{x}) \right]_{GD} = i \gamma^0 k' \int \left[ \chi_l^{(n)}(\vec{x'}, \chi_{k'} \right]_{GP} [\chi_{k' k}, \vec{\psi}_l(\vec{x})]_{GP}
\]

\[ = -i \gamma^0 k \left[ \chi_l^{(n)}(\vec{x}), \chi_k(\vec{x}) \right]_{GP} = -i \gamma^0 k \frac{\delta \chi_l^{(n)}(\vec{x})}{\delta \chi_k(\vec{x})} = -i \gamma^0 k \frac{\delta (\mathcal{B}^n \psi(\vec{x}))}{\delta \psi_k(\vec{x})}, \]

(III.37)

Using (III.35) and \( \mathcal{B}^n \delta(\vec{z} - \vec{x}) = \mathcal{B}^n \delta(\vec{x} - \vec{z}) \), which holds on account of the fact that even derivatives of the Dirac delta are even functions and odd derivatives are odd functions, one finally gets

\[ \left[ \chi_l^{(n)}(\vec{x}), \vec{\psi}_l(\vec{x}) \right]_{GD} = -i \left( \mathcal{B}^n \delta(\vec{x} - \vec{x}) \gamma^0 \right)_{\vec{x} \vec{x}}. \]

(III.38)

In order to shrink (III.28) to the finite expression, I need to prove yet another

**Theorem III.2.** The following identity holds

\[ -i \sum_{n=0}^{\infty} \frac{\pi^n}{n!} \mathcal{B}^n \delta(\vec{x}) \gamma^0 = -i (i \gamma^0 \partial_a + m) \Delta(\tau, \vec{x}), \]

(III.39)

where

\[ \Delta(t, \vec{x}) := \int d\Gamma_p \left( e^{-i E_p t} e^{i \vec{p} \vec{x}} - e^{i E_p t} e^{-i \vec{p} \vec{x}} \right), \]

\[ d\Gamma_p := \frac{d^3p}{(2\pi)^3 2E_p}, \quad E_p := \sqrt{\vec{p}^2 + m^2}. \]

(III.40)

**Proof.** It is important to stress that the three–vector \( \vec{p} = (p^1, p^2, p^3) \) is just an integration variable, which could be called in any other way, i.e. no interpretation of \( \vec{p} \) as particle’s momentum is necessary. To prove the theorem, I will first introduce the

**Lemma III.3.** For any \( k \in \mathbb{N} \) the following identity holds

\[ (\partial_j \partial_j - m^2)^k \delta(\vec{x}) = i \Delta^{(2k+1)}(0, \vec{x}), \]

(III.41)

**Proof.** Straightforward calculation shows that

\[ (\partial_j \partial_j - m^2) \left( e^{i \vec{p} \vec{x}} + e^{-i \vec{p} \vec{x}} \right) = (i E_p)^2 \left( e^{i \vec{p} \vec{x}} + e^{-i \vec{p} \vec{x}} \right), \]

(III.42)

which easily generalizes to

\[ (\partial_j \partial_j - m^2)^k \left( e^{i \vec{p} \vec{x}} + e^{-i \vec{p} \vec{x}} \right) = (i E_p)^{2k} \left( e^{i \vec{p} \vec{x}} + e^{-i \vec{p} \vec{x}} \right). \]

(III.43)
Decomposing the Dirac delta as
\[ \delta(\vec{x}) = \frac{1}{2(2\pi)^3} \int \left( e^{i\vec{p} \cdot \vec{x}} + e^{-i\vec{p} \cdot \vec{x}} \right) d^3 p, \]  
(III.44)

acting on it by \((\partial_j \partial_j - m^2)^k\) and using (III.43) yields
\[ (\partial_j \partial_j - m^2)^k \delta(\vec{x}) = -i \int (iE_p)^{2k+1} \left( e^{i\vec{p} \cdot \vec{x}} + e^{-i\vec{p} \cdot \vec{x}} \right) d\Gamma_p. \]
(III.45)

On the other hand, differentiation of (III.40) gives
\[ \triangle(2k+1)(t, \vec{x}) = -i \int (iE_p)^{2k+1} \left( e^{-iE_p t} e^{i\vec{p} \cdot \vec{x}} + e^{iE_p t} e^{-i\vec{p} \cdot \vec{x}} \right) d\Gamma_p \]
(III.46)

which, for \(t = 0\), coincides with (III.45), thus proving (III.41).

Having the Lemma proved, it is easy to prove the Theorem by summing (III.39) over even and odd values of \(n\) separately. Since
\[ \mathcal{B}^2 = -\gamma^i \gamma^j \partial_i \partial_j - m^2 = \partial_j \partial_j - m^2 \]
(III.47)

(use \([\gamma^a, \gamma^b] = 2\eta^{ab}\), where \(\eta = \text{diag}(1,-1,-1,-1)\)), it follows that
\[ \mathcal{B}^{2k} \delta(\vec{x}) = (\partial_j \partial_j - m^2)^k \delta(\vec{x}) = i\triangle(2k+1)(0, \vec{x}), \quad \mathcal{B}^{2k+1} \delta(\vec{x}) = \mathcal{B}i\triangle(2k+1)(0, \vec{x}) \]
(III.48)

and the LHS of (III.39) is
\[ -i \sum_{n=0}^{\infty} \frac{\tau^n}{n!} \mathcal{B}^n \delta(\vec{x}) \gamma^0 = \sum_{k=0}^{2k+1} \frac{i\triangle^{2k+1}(0, \vec{x}) \gamma^0 + \sum_{k=0}^{2k} \frac{i\triangle^{(2k)}(0, \vec{x}) \gamma^0}{(2k)!}}{(2k+1)!} \]
(III.49)

Insertion of (III.38) into (III.28) and subsequent application of Theorem (III.2) gives non–equal time anti–commutation relation
\[ \left[ \hat{\psi}_l(x), \hat{\psi}_l'(x') \right]_+ = (i\gamma^a \partial_a + m)_{ll'} \triangle(x - x') \]
(III.50)
or, equivalently,
\[ \left[ \hat{\psi}_l(x), \hat{\psi}_l'(x') \right]_+ = \left\{(i\gamma^a \partial_a + m) \gamma^0 \right\}_{ll'} \triangle(x - x'). \]
(III.51)

It is important to stress that the formula (III.28) already shows that the form of non–equal time anti–commutation relations is fully determined by the canonical Hamiltonian formalism. Neither the Lorentz symmetry of the Dirac field nor the symmetries of space–time are needed to obtain this relations. All the work done afterwards was aimed to simplify the formula for the anti-commutator of \(\psi\) and \(\bar{\psi}\) and here the symmetries were certainly helpful. However, even if that kind of simplification was not possible for technical reasons (e.g. in the generic curved space), the series formula similar to (III.28) would still be obtainable and could be used in principle to finally compute measurable quantities from the theory.

E. Quantization

To quantize the theory, it is necessary to established the (anti)commutation relations between the basic field operators and all the other operators that represent physically important observables. Then it only remains to find a representation of these relations in a Hilbert space. The anti–commutation relations between the basic canonical operators have been established. The most important observable is the energy represented by the Hamiltonian. But which Hamiltonian? Since there are no first class constraints in the system, only \(H^r\) and \(H\) are at our disposal. But they differ by second class constraints which strongly vanish in the quantum theory. Hence, the operators corresponding
to $H$ and $H'$ are equal. Recall from (II.22) that the equations for time evolution (III.19) can be rewritten in terms of GDB, instead of GP, e.g.

$$\dot{\psi} \approx [\psi,H]_{GDB} \approx -\gamma^0 (\gamma^j \partial_j \psi + m \psi)$$  \hspace{1cm} (III.52)

(the prime at $H$ was omitted, since the GDB of any variable with a linear combination of second class constraints weakly vanishes). Then the application of (III.25) and setting second class constraints to zero yields the operator version of the Dirac equation

$$(i\gamma^a \partial_a - m) \hat{\psi} = 0.$$  \hspace{1cm} (III.53)

The equation is sufficiently simple that a general solution can be given. This is very pragmatical, since then, if $\hat{\psi}$ assumes a form of general solution to (III.53), the commutation relations of $\psi$ and $\hat{\psi}$ with the Hamiltonian are automatically satisfied and it only remains to impose the equal time anti–commutation relations of fields (III.26) (and also the commutation relations of fields with other observables such as momentum and electric charge, which I shall not discuss here).

Acting by $i\gamma^a \partial_a + m$ on the LHS of (III.53) yields the Klein–Gordon equation, $(\Box + m^2)\hat{\psi}(x) = 0$, from which it follows that $\hat{\psi}$ is necessarily of the form

$$\hat{\psi}(x) = \int (e^{-ip \cdot x} A(\vec{p}) + e^{ip \cdot x} B(\vec{p}) ) \, d\Gamma_p,$$  \hspace{1cm} (III.54)

where $p \cdot x = p^0 x - \vec{p} \cdot \vec{x}$. Here and below in this article it is assumed that $p^0 = E_p$ (we are on the mass shell). For fixed $\vec{p}$, think of $A(\vec{p})$ and $B(\vec{p})$ as four–component columns whose entries are operators on a Hilbert space which has not yet been defined. The necessary and sufficient conditions for (III.54) to provide a solution to (III.53) are

$$\begin{align*}
  a) & \quad (p - m) A(\vec{p}) = 0, \\
  b) & \quad (p + m) B(\vec{p}) = 0,
\end{align*}$$  \hspace{1cm} (III.55)

where $\vec{p} = p_\alpha \gamma^\alpha$. For fixed $\vec{p}$, the space of solutions for these equations are given by two–dimensional subspaces of $\mathbb{C}^4$ whose bases will be denoted by $u(\vec{p},\sigma)$ for $a$ and $v(\vec{p},\sigma)$ for $b$, where $\sigma$ numbers the two basis vectors and conventionally takes values 1/2 and −1/2. The general solution of (III.53) can thus be written as

$$\hat{\psi}(x) = \int (e^{-ip \cdot x} u_\sigma(\vec{p}) a_\sigma(\vec{p}) + e^{ip \cdot x} v_\sigma(\vec{p}) a'^\dagger_\sigma(\vec{p}) ) \, d\Gamma_p,$$  \hspace{1cm} (III.56)

where $a_\sigma(\vec{p})$ and $a'^\dagger_\sigma(\vec{p})$ are now completely arbitrary operator–valued functions of $\vec{p}$. Although these functions are arbitrary from the viewpoint of the Dirac equation, the anti–commutation relations for $\psi, \hat{\psi}$ and $\bar{\psi}$ that follow from the canonical formalism uniquely determine the anti–commutation relations between $a_\sigma(\vec{p}), a'^\dagger_\sigma(\vec{p})$ and their Hermitian conjugates. To see this, note that (III.56) can be inverted to yield

$$\begin{align*}
  u_\sigma(\vec{p}) a_\sigma(\vec{p}) &= \int e^{ip \cdot x} \left( E_p \hat{\psi}(x) + i \hat{\psi}(x) \right) \, d^3 x, \\
  v_\sigma(\vec{p}) a'^\dagger_\sigma(\vec{p}) &= \int e^{-ip \cdot x} \left( E_p \hat{\psi}(x) - i \hat{\psi}(x) \right) \, d^3 x, \\
  u'^\dagger_\sigma(\vec{p}) a_\sigma(\vec{p}) &= \int e^{-ip \cdot x} \left( E_p \hat{\psi}^\dagger(x) - i \hat{\psi}^\dagger(x) \right) \, d^3 x, \\
  v_\sigma(\vec{p}) a'^\dagger_\sigma(\vec{p}) &= \int e^{ip \cdot x} \left( E_p \hat{\psi}^\dagger(x) + i \hat{\psi}^\dagger(x) \right) \, d^3 x,
\end{align*}$$  \hspace{1cm} (III.57)

where $a^c(\vec{p}) := (a'^\dagger(\vec{p}))^\dagger$ and $\dagger$ means complex conjugation. Since the basis vectors $u_\sigma(\vec{p})$ for different values of $\sigma$ are linearly independent (the same concerns $v, u^\dagger$ and $v^\dagger$), these equations specify uniquely the coefficients $a_\sigma(\vec{p}), a'^\dagger_\sigma(\vec{p})$ and their conjugates in terms of field operators whose anti–commutation relations are known from the canonical analysis. One can seek for the choice of bases $u$ and $v$ which makes the anti–commutation relations between $a$’s particularly simple. For example, the choice proposed in [13] leads to

$$\begin{align*}
  [a_\sigma(\vec{p}), a'^\dagger_\sigma(\vec{p})]_+ &= [a'^\dagger_\sigma(\vec{p}), a'^\dagger_\sigma(\vec{p}')]_+ = (2\pi)^3 2E_p \delta_{\sigma\sigma'} \delta(\vec{p} - \vec{p}'), \\
  [a_\sigma(\vec{p}), a_\sigma'(\vec{p}')]_+ &= [a'^\dagger_\sigma(\vec{p}), a'^\dagger_\sigma(\vec{p}')]_+ = [a_\sigma(\vec{p}), a_\sigma'(\vec{p}')]_+ = [a'^\dagger_\sigma(\vec{p}), a_\sigma'(\vec{p}')]_+ = 0.
\end{align*}$$  \hspace{1cm} (III.58)
These relations are so simple that they can be readily represented in the appropriate Hilbert space of many–particle states by the Fock quantization, which is described in all textbooks on quantum field theory. The commutation relations of \( a \)'s with the Hamiltonian support the interpretation of \( a_\sigma^\dagger (\vec{p}) \) and \( a_c^\dagger (\vec{p}) \) as the operators that create particles of energy \( E_p \) and their conjugates as annihilation operators. If the commutation relations with all the components of the energy–momentum tensor were investigated, the interpretation of the argument \( \vec{p} \) as particle’s momentum could be supported. The index \( \sigma \) could be interpreted as the projection of particle’s spin on the quantization axes in the particle’s rest frame if the commutation relations of \( a \)'s with the components of spin density tensor were inspected. Finally, establishing the commutation relations with the electric charge operator allow for the interpretation of the superscript \( c \) as denoting anti–particles.

The reader might feel that the Poincaré symmetry that had been avoided so conscientiously throughout was finally employed. After all, both the energy–momentum tensor and the angular momentum tensor (including spin density part) are composed of Noether conserved currents that are related to the Poincaré symmetry of the action. I have just written that the commutation relations of creation and annihilation operators with momenta and spin operators are needed if the physical interpretation of \( \vec{p} \) and \( \sigma \) is to be established.

Although it is certainly true that the conserved quantities mentioned above can be obtained by Noether procedure from the Poincaré global symmetry, it does not mean that they can not be obtained differently. In general relativity, the energy momentum tensor of matter \( t^{\mu \nu} \) is conventionally obtained by varying \( \sqrt{|\det(g)|} S_M \) with respect to the inverse space–time metric \( g_{\mu \nu} \), were \( S_M \) is the matter part of the action. This procedure is well defined in any space–time, no matter what symmetries it might posses, and yields the results that are compatible with Noether–Bellinfante method in flat space. There is a problem with spin density, though. If, however, gravity is interpreted as a Yang–Mills theory of the Poincaré group, than both the energy–momentum tensor and spin density tensor can be obtained by varying the matter action with respect to the tetrad and the connection (see [11] for the details). Hence, the Poincaré symmetry of space–time is not really necessary. All the steps of the canonical quantization of the Dirac field performed in this article could be accomplished in principle in curved space as well. What is really problematic in curved space are all the technical complications. For example, it is not possible to find explicit solutions to the Dirac equation in most curved space–times.

IV. CONCLUSIONS

The general canonical formalism described in Section I was successfully applied to the theory of the Dirac field in Section III. It was argued that only after the Grassman odd variables are introduced the consistent canonical quantization of fermionic fields may be possible. Also, the Lagrangian for the Dirac field was shown to lead to the presence of constraints in the theory, which altogether made the application of a concept of generalized Dirac bracket necessary. It was argued that the Poincaré symmetry or the causal structure of space–time does not have to be involved in the program of quantization if the canonical method is consequently followed.
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