ON THE SANDPILE GROUP OF THE CONE OF A GRAPH
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Abstract. In this article we study the sandpile group of the cone of a graph. After introducing the concept of uniform homomorphism of graphs we prove that every surjective uniform homomorphism of graphs induces an injective homomorphism between their sandpile groups. Also, we establish a relationship between the sandpile group of the cone of the cartesian product of graphs and the sandpile group of the cone of their factors. As an application of these results we obtain an explicit description of a set of generators of the sandpile group of the cone of the hypercube.

1. Introduction

The sandpile models were firstly introduced by Bak, Tang and Wiesenfeld in [3] and [4], and have been studied under several names in statistical physics, theoretical computer science, algebraic graph theory, and combinatorics.

The abelian sandpile model of a graph was introduced by Dhar in [19], which generalizes the sandpile model of a grid given in [3]. The abelian sandpile model of Dhar [19] begins with a connected graph $G = (V,E)$ and a distinguished vertex $s \in V$, called the sink. Dhar [19] showed that the set of some configurations (a configurations of $G$ is a vector in $\mathbb{N}^V \setminus s$), called recurrent configurations, with the vertex-by-vertex sum as a binary operation forms a finite abelian group, called the sandpile group of $G$. It follows from Kirchhoff’s Matrix-Tree theorem (see e.g. [7]) that the order of the sandpile group of a graph $G$ is the number of spanning trees of $G$. Mainly, the abelian sandpile group has been studied under the name of sandpile group, denoted by $SP(G, s)$, and critical group, denoted by $K(G)$. It has been also studied under other names, such as Jacobian group, Picard group, dollar game, see for instance [8, 9, 28, 29].

The sandpile group has been completely determined for some family of graphs, see for instance [9, 14, 25, 26, 28, 29, 32, 33, 35]. The sandpile group of the cartesian product has received special interest, for instance the following cartesian products of graphs it has been determined: $P_4 \times C_n$ [13], $K_3 \times C_n$ [24], $K_m \times P_n$ [27], $C_4 \times C_n$ [38], and $K_m \times C_n$ [17, 39]. The abstract structure of the sandpile group has been partially described for the hypercube [2] and the cartesian product of complete graphs [25]. In [16] it was proved that the sandpile group of a dual graph $G^*$ is isomorphic to the sandpile group of $G$. Also, in [6] there are established some relations between the sandpile group of a graph $G$ and the sandpile group of its line graph. In particular, they proved that if $G$ is non-bipartite and regular, then $K(\text{line}(G))$ is completely determined as a function of $K(G)$. Finally, in [30] a relationship between the eigenvalues and eigenvectors of the Laplacian matrix of a graph and their sandpile group is established.

Given a natural number $n$, the $n$-cone of a graph $G$, denoted by $c_n(G)$, is the graph obtained from $G$ when we add a new vertex $s$ to $G$ and $n$ parallel edges between the new vertex $s$ and all the vertices of $G$. If $n = 1$ we simply write $c(G)$ instead of $c_1(G)$. In this article we study the sandpile...
group of the cone of a graph. In particular, we give a partial description of the sandpile group of the cone of the cartesian product of graphs as a function of the sandpile group of the cone of their factors. Also, we introduce the concept of uniform homomorphism of graphs and prove that every surjective uniform homomorphism of graphs induces an injective homomorphism between their sandpile groups. As an application of these two results we obtain an explicit description of a set of generators of the sandpile group of the cone of the hypercube of dimension \(d\).

A graph \(G\) is a pair \((V, E)\), where \(V\) is a finite set and \(E\) is a subset of the set of unordered pair of elements of \(V\). The elements of \(V\) and \(E\) are called vertices and edges, respectively. If \(e = \{x, y\}\), then \(x\) and \(y\) are incident to \(e\), \(x\) and \(y\) are the ends of \(e\) and \(x\) and \(y\) are adjacent. The multiplicity between two vertices \(u\) and \(v\) of a graph, denoted by \(m_{u,v}\), is the number of edges with ends \(u\) and \(v\). The degree of a vertex \(x \in G\), denoted by \(d_G(x) = d(x)\), is the number of incident edges to \(x\).

A graph \(G' = (V', E')\) is a subgraph of the graph \(G = (V, E)\), if \(V' \subseteq V\) and \(E' \subseteq E\). An induced subgraph \(G[V'] = (V', E')\) is a subgraph of \(G = (V, E)\) such that every edge \(e \in E\) that has its ends in \(V'\) is in \(E'\).

The article is organized as follows. In section 2 the concepts of graph theory that will be needed in the rest of the article are introduced. We also give the combinatorial and algebraic definitions of the sandpile group of \(G\) with sink \(s_G\).

In section 3 we introduce the concept of uniform homomorphism of graphs. Let \(G\) and \(H\) be two graphs and \(V \subseteq V(H)\). A \(V\)-uniform homomorphism between \(G\) and \(H\), is a mapping \(f : V(G) \to V(H)\) such that for all \(x \in V\) and \(y \in V(H)\)

\[
d_{G[\{u\} \cup S_y]}(u) = m_{x,y} \quad \text{for all } u \in S_x = f^{-1}(x)
\]

and \(f : V(G) \setminus f^{-1}(V) \to V(H) \setminus V\) is the identity isomorphism. After introducing the concept of a \(V\)-uniform homomorphism, we prove the main theorem of this section.

**Theorem 3.5.** If \(f : G \to H\) is a surjective \(V\)-uniform homomorphism with \(f^{-1}(s_H) = \{s_G\}\) and \(s_H \notin V \subset V(H)\) such that \(V(H) \setminus V\) is a stable set, then the induced mapping \(\tilde{f} : SP(H, s_H) \to SP(G, s_G)\), given by

\[
\tilde{f}(c)_v = \begin{cases} c_{f(v)} & \text{if } f(v) \in V, \\ \deg(f) \cdot c_{f(v)} & \text{if } f(v) \notin V, \end{cases}
\]

is an injective homomorphism of groups.

Section 4 is devoted to the study of the sandpile group of the cone of the cartesian product of graphs. Let \(a \in Z^{V(G)}\) and \(b \in Z^{V(H)}\) be configurations of the cones of \(G\) and \(H\) respectively. Taking the cartesian product of configurations as

\[
(a \blacktriangle b)_{(u,v)} = a_u + b_v \quad \text{for all } u \in V(G) \text{ and } v \in V(H),
\]

then, \(a \blacktriangle b\) is a recurrent configuration of the cone of the cartesian product of \(G\) and \(H\) whenever \(a\) and \(b\) are recurrent configurations of \(G\) and \(H\), respectively. This definition of the cartesian product of configurations leads to the main result of section 4.

**Theorem 4.4.** If \(e_H\) is the identity of \(SP(c(H), s_{c(H)})\), then the mapping

\[
\pi_G : SP(c(G), s_{c(G)}) \to SP(c(G \blacktriangle H), s_{c(G \blacktriangle H)})
\]

given by \(\pi_G(a) = a \blacktriangle e_H\) is an injective homomorphism of groups.

Finally, in section 5 we use an explicit description of the sandpile group of a thick graph with three vertices as well as the results obtained in section 3 and section 4, to get a concrete description
of a set of generators of the sandpile group of the cone of the hypercube of dimension $d$. More precisely, if $V(Q_d) = \{v_a \mid a \in \{0, 1\}^d\}$ is the vertex set of the hypercube of dimension $d$ and
\[
g_\beta(v_a) = \begin{cases} r & \text{if } \beta \cdot a \text{ is even,} \\ t & \text{if } \beta \cdot a \text{ is odd,} \end{cases}
\]
for all $\beta \in \{0, 1\}^d$. Then,
\[
K_\beta = \{g_\beta(v_r) + (d - |\beta|)1 \mid 0 \leq r, t \leq d \text{ and either } r = |\beta| \text{ or } t = |\beta|\} \subset \mathbb{Z}^{V(Q_d)},
\]
is a set of recurrent configurations of $SP(c(Q_d), s_c(Q_d))$ which is a subgroup of $SP(c(Q_d), s_c(Q_d))$ isomorphic to $\mathbb{Z}_{2|\beta|+1}$. The next theorem gives a description of the sandpile group of the cone of $Q_d$ gluing all the subgroups $K_\beta$.

**Theorem 5.3.** Let $k \geq 0$, $d \geq 1$ be natural numbers and let $c_{2k+1}(Q_d)$ be the $2k+1$-cone of the hypercube $Q_d$. If $s = V(c_{2k+1}(Q_d)) \setminus V(Q_d)$, then
\[
SP(c_{2k+1}(Q_d), s) \cong \bigoplus_{i=0}^{d} \mathbb{Z}_{2+2k+1}^{i}.
\]
Furthermore, $SP(c(Q_d), s) = \bigoplus_{\beta \in \{0, 1\}^d} K_\beta$.

The introduction of an extra vertex in the cone’s construction is fundamental in order to get a better behavior of the sandpile group. For instance, in 2003, Jacobson, Niedermaier and Reiner [25] gave a partial description of the sandpile group of the cartesian product of complete graphs. In the same year, Bai [2] proved that the number of invariant factors of the hypercube $Q_k$ is $2^{k-1} - 1$ and gave a formula for the number of occurrences of $\mathbb{Z}_2$ in the elementary divisor form of the sandpile group of $Q_k$. However, the full structure of the Sylow 2-subgroup of the sandpile group of the hypercube is still unknown.

2. Preliminaries

Let $G$ be a graph with $V$ as vertex set and $E$ as edge set. For simplicity, an edge $e = \{x, y\}$ will be denoted by $xy$. The sets of two or more edges with the same ends are called multiple edges. A loop is an edge incident to a unique vertex. A multigraph is a graph with multiple edges and without loops.

A digraph $G$ is a pair $(V, E)$, where $V$ is a finite set and $E$ is a subset of the set of ordered pair of elements of $V$. The elements of $V$ and $E$ are called vertices and arcs, respectively. Given an arc $e = (x, y)$, we say that $x$ is the initial vertex of $e$ and $y$ is the terminal vertex of $e$. The number of arcs with initial vertex $x$ and terminal vertex $y$ will be denoted by $m_{(x,y)}$. The out-degree of a vertex $x$ of a digraph, denoted by $d^+_G(x)$, is the number of arcs with initial vertex $x$. A vertex $x$ is a sink if its out-degree is zero. Moreover, a sink $x$ is a global sink if for every vertex $y \in G$, there exists a directed path from $y$ to $x$.

Given a multigraph $G$ and a vertex $s$ of $G$, let $b(G, s)$ be the digraph with the same vertex set of $G$ and arc set equal to
\[
E(b(G, s)) = \left( \bigcup_{xy \in E(G) \setminus s} \{ (x, y), (y, x) \} \right) \cup \left( \bigcup_{xs \in E(G)} \{ (x, s) \} \right).
\]
Note that, $b(G, s)$ is a digraph with global sink $s$.

Let $G$ be a digraph, $s$ be a global sink of $G$, and $\bar{V}$ the set of non-sink vertices of $G$. 
2.1. The sandpile group. There exist several ways to define the sandpile group of a digraph. In this section we will present a combinatorial and an algebraic definition of the sandpile group.

Algebraic description. One of the simplest ways to define the sandpile group is by using an algebraic description, known as the critical group. The Laplacian matrix of $G$, denoted by $L(G)$, is the matrix of $|V| \times |V|$ given by

$$L(G)_{u,v} = \begin{cases} d^+(u) - m(u,u) & \text{if } u = v, \\ -m(u,v) & \text{otherwise.} \end{cases}$$

The reduced Laplacian matrix, denoted by $L(G, s)$, is the matrix obtained from $L(G)$ by removing the row and column $s$.

The sandpile group of $G$ is the cokernel of $L(G, s)$,

$$SP(G, s) = \mathbb{Z}^\bar{V}/\text{Im } L(G, s)^t.$$  

Another way to define the sandpile group is by using stable and recurrent configurations.

Combinatorial description. A configuration of $(G, s)$ is a vector $c \in \mathbb{N}^{\bar{V}}$. A non-sink vertex $v$ is called stable if $d^+(v) > c_v$, and otherwise is called unstable. Moreover, a configuration is called stable if every vertex $v$ in $\bar{V}$ is stable. Toppling an unstable vertex $u$ in $c$ is performed by decreasing $c_u$ by the degree $d^+(u)$, and adding the multiplicity $m(u,v)$ to each of the vertices $v$ such that $(u,v) \in E(G)$. Now, let $\Delta_u = d^+(u) - \sum_{v \in V} m(u,v) e_v$, where $e_v$ is the $v$-th canonical vector with a one in the $v$-th coordinate and zeros elsewhere. Then, $\Delta_u$ is a row of the reduced Laplacian matrix $L(G, s)$ and toppling $u$ means to subtract $\Delta_u$ from $c$.

By performing a sequence of topplings, we will eventually arrive at a stable configuration, [23, Lemma 2.4]. See [23, Example 2.1] for an example of a digraph without global sink and a configuration that does not stabilizes. Moreover, the stabilization of an unstable configuration is unique, [31, Theorem 2.1]. The stable configuration associated to $c$ will be denoted by $s(c)$. Then, $s(c) = c - L(G, s)^t \beta$ for some $\beta \in \mathbb{N}^{\bar{V}}$.

Now, let $(c + d)_u := c_u + d_u$ for all $u \in \bar{V}$ and $c \oplus d := s(c + d)$. A configuration $c$ is recurrent if it is stable and there exists a non-zero configuration $r$ such that $s(c + r) = c$. The sandpile group of $G$, denoted by $SP(G, s)$, is the set of recurrent configurations with $\oplus$ as binary operation.

Given a multigraph $G$ with a distinguished vertex $s$ their sandpile group is defined by $SP(b(G, s), s)$.

**Theorem 2.1.** [16, corollary 2.5] and [23 Corollary 2.16]. Let $G = (V, E)$ be a multigraph (respectively, digraph) with (respectively, global sink) sink $s \in V$, then $SP(G, s)$ is an abelian group.

One of the simplest ways to check when a configuration of a multigraph is recurrent is given by the following result:

**Theorem 2.2** (Burning Algorithm). [19] A configuration $c \in \mathbb{N}^{\bar{V}}$ is recurrent if and only if there exist an order $u_1, u_2, \ldots, u_n$ of the vertices $\bar{V}$ such that if $c_1 = c + \sum_{i=1}^{n} \Delta_{u_i}$, and

$$c_i = c_{i-1} - \Delta_{u_{i-1}} \text{ for all } i = 2, \ldots, n,$$

then $u_i$ is an unstable vertex of $c_i$ for all $i = 1, \ldots, n$ and $c = c_n - \Delta_{u_n}$.

There is a generalization of the burning algorithm for digraphs, known as the script algorithm, see [34]
Theorem 2.3. [1] theorem 2.34] If \( r \in \mathbb{Z}_+ \) and \( t \in \mathbb{Z}_+ \), then
\[
SP(c(K_2(r,t)), s) \cong \mathbb{Z}_{t+t+1}.
\]
Moreover, \( SP(c(K_2(r)), s) = \{(m,l) \mid 0 \leq m,l \leq d \text{ and } m = r \text{ or } l = r\} \) with \((r,0)\) is a generator of \(SP(K_2(r), s)\) with
\[
k(r,0) = \begin{cases} (r-j,r) & \text{if } k = 2j \leq 2r, \\ (r,j) & \text{if } k = 2j+1 \leq 2r + 1. \end{cases}
\]

It is known that both descriptions are equivalent in the sense that both descriptions define isomorphic groups, [23 Corollary 2.16]. It is not difficult to see that the structure of the sandpile group does not depend on the sink vertex. However, the set of recurrent configurations of \( G \) depends on the sink. In this article we are not only interested in the abstract structure of the sandpile group, we are also interested in the set of recurrent configurations and in the description of the subgroups generated by this recurrent configuration. We are interested in giving a description of the recurrent configurations because they contain a very nice combinatorial structure and some combinatorial information of the graph. In general it is easier to describe the abstract structure of the sandpile group than to give an explicit description of recurrent configurations and their generated subgroups generated. For instance, when \( G \) is the grid, in [10], [12], and [18] is given a partial characterization of the recurrent configuration that plays the role of the identity. The set of recurrent configuration and their generated subgroup has been described only for a few family of graphs.

In the following, every multigraph will be connected and will have a distinguished vertex \( s_G \in V(G) \), called sink. Sometimes we will simply write \( s \) instead of \( s_G \). The set of non-sink vertices will be denoted by \( \bar{V} \).

3. Graph homomorphism and the sandpile group

In this section we introduce the concepts of uniform homomorphism and weak homomorphism of graphs. This concepts are similar to the classical concepts of homomorphism and full homomorphism of graphs. Also we introduce a directed variant of the uniform homomorphism concept, called directed uniform homomorphism. In the literature there are several concepts that are either equivalent or similar to the concepts of uniform homomorphism, weak homomorphism, and directed uniform homomorphism of graphs. For instance, in [21] chapter 5 and [37] section 5 the concept of an equitable partition of a graph was defined. This concept of equitable partition is equivalent to the concept of directed uniform homomorphism. In [11] section 5, Berman defined the concept of divisibility of graphs, which is closed related to the concept of weak \( V \)-uniform homomorphism when \( V = V(G) \), see remark [3.13] for a more precise explanation of this equivalence.

The concept of uniform homomorphism is useful in order to get an insight of the group structure of the sandpile groups of graphs. For instance, theorem [3.5] says that if \( f : G \to H \) is a surjective \((V(H) \setminus s_H)\)-uniform homomorphism, then the induced mapping \( \tilde{f} : SP(H, s_H) \to SP(G, s_G) \) is an injective homomorphism of groups; that is, this mapping sends recurrent configurations to recurrent configurations and is compatible with the group structure. Theorem 5.7 in [11] shows an equivalent result to the one in theorem [3.5]. Theorem 6.1 in [37] shows an equivalent result to the one in theorem [3.9]. In [5] section 2 the concept of harmonic morphism was defined (this concept is different form uniform homomorphism) and a functor between the category of graphs...
with harmonic morphisms and the category of abelian groups was studied. In [30] it is explored a functor from the category of graphs with divisibility to the category of abelian groups, see for instance Proposition 19. Finally, in [6, 20, 29] some functorial results on the category of graphs to the category of abelian groups are proved. For instance in [29] Proposition 2 and [36] Proposition 21 is proved that: if \( G \) is a connected graph and \( G_k \) is the graph obtained by dividing each edge of \( G \) in \( k \) edges, then there exists a surjective function between the sandpile group of \( G_k \) and the sandpile group of \( G \). In [20] is introduced the concept of symmetric configuration and quotient graph are discussed, more precisely Theorem 2.1 proved that the set of symmetric configurations of the sandpile group of the line graph of a graph \( G \) and the sandpile group of a subdivision of \( G \).

**Definition 3.1** Let \( G, H \) be multigraphs without loops and \( V \subseteq V(H) \). A \( V \)-uniform homomorphism of \( G \) to \( H \), denoted by \( f : G \to H \), is a mapping \( f : V(G) \to V(H) \) such that for all \( x \in V \) and \( y \in V(H) \)

\[
d_{G[[u] \cup S_y]}(u) = m_{x,y} \quad \text{for all } u \in S_x = f^{-1}(x)
\]

and \( f : V(G) \to V(H) \) is a \( V \)-uniform homomorphism with \( V = V(H) \), then we simply say that \( f \) is a uniform homomorphism. In the case of directed multigraphs, we define a directed \( V \)-uniform homomorphism as a mapping \( f : V(G) \to V(H) \) such that \( f : V(G) \to V(H) \) is the identity isomorphism and for all \( x \in V \) and \( y \in V(H) \)

\[
d_{G[[u] \cup S_y]}^+(u) = m_{x,y} \quad \text{for all } u \in S_x,
\]

where \( d_{G}^+(u) \) is the outdegree of the vertex \( u \) in the graph \( G \), that is, the number of arcs of \( G \) with tail \( u \).

If \( f : G \to H \) is a \( V \)-uniform homomorphism, then \( S_x \) is a stable set of \( G \) for all \( x \in V \) because \( H \) has no loops. Moreover, since \( G[S_x \cup S_y] \) is a \( m_{x,y} \)-regular bipartite graph for all \( x \neq y \in V \) and \( H[V] \) is connected, then \( |S_x| = |S_y| \) for all \( x, y \in V \). The degree of a \( V \)-uniform homomorphism \( f : G \to H \), denoted by \( \text{deg}(f) \), is equal to the cardinality of the set \( S_x \) for some \( x \in V \).

**Proposition 3.2.** If \( f : G \to H \) is a \( V \)-uniform homomorphism and \( V(H) \setminus V \) is a stable set, then

\[
d_{G}(u) = \begin{cases} 
    d_{H}(f(u)) & \text{if } f(u) \in V, \\
    \text{deg}(f) \cdot d_{H}(f(u)) & \text{if } f(u) \notin V.
\end{cases}
\]

**Proof.** If \( u \in f^{-1}(V) \), then

\[
d_{G}(u) = \sum_{y \in V(H) \setminus f(u)} d_{G[[u] \cup S_y]}(u) = \sum_{y \in V(H) \setminus f(u)} d_{H[[f(u)] \cup S_y]}(f(u)) = d_{H}(f(u)).
\]

On the other hand, since \( V(H) \setminus V \) is a stable set, then

\[
d_{G}(u) = \sum_{v \in S_x, x \in V} d_{G[[v] \cup S_x]}(u) = \sum_{x \in V} \text{deg}(f) \cdot d_{H[[x] \cup S_x]}(f(u)) = \text{deg}(f) \cdot d_{H}(f(u)).
\]

when \( u \notin f^{-1}(V). \)

The next proposition gives us an alternative description of a uniform homomorphism.

**Proposition 3.3.** Let \( G \) and \( H \) be multigraphs without loops. Then, \( f : G \to H \) is a uniform homomorphism if and only if
(i): $S_x = f^{-1}(x)$ is an independent set of $G$ for all $x \in V(H)$,
(ii): $G[S_x \cup S_y]$ is a $m_{x,y}$-regular bipartite graph for all $x \neq y \in V(H)$.

Now, we will introduce the classical definitions of a homomorphism and a full homomorphism of graphs in order to compare them with the notion of uniform homomorphism.

Let $G$ and $H$ be multigraphs. A homomorphism (respectively, full homomorphism) is a mapping $f : V(G) \to V(H)$ such that $f(u)f(v) \in E(H)$ if (respectively, and only if) $uv \in E(G)$.

The definitions of full homomorphism and isomorphism of graphs are similar. The main difference between them is that a full homomorphism is not necessarily bijective; meanwhile an isomorphism is. By example, let $C_4$ and $P_3$ be graphs as in figure 1. The mapping $f : V(C_4) \to V(P_3)$ given by $v_1, v_3 \mapsto u_1$, and $v_2, v_4 \mapsto u_2$ is a full homomorphism.

The following proposition gives us an equivalent way to define a (full) homomorphism of graphs:

**Proposition 3.4.** [22, Proposition 1.10 and exercise 10 in page 35] Let $G$ and $H$ be multigraphs without loops. Then $f : G \to H$ is an homomorphism if and only if

(i): $S_x = f^{-1}(x)$ is an independent set of $G$ for all $x \in V(H)$,
(ii): if $xy \notin E(H)$, then $uv \notin E(G)$ for all $u \in S_x$ and $v \in S_y$.

Moreover, $f$ is a full homomorphism if and only if $f$ satisfies conditions (i), (ii), and

(ii'): if $xy \in E(H)$, then $uv \in E(G)$ for all $u \in S_x$ and $v \in S_y$.

In order to illustrate the concept of uniform homomorphism, let $C_3$ and $C_5$ be the cycles with three and five vertices, respectively.

The mapping $f : V(C_5) \to V(C_3)$ given by

$v_1 \mapsto f \mapsto u_1$,
$v_2, v_4 \mapsto f \mapsto u_2$,
$v_3, v_5 \mapsto f \mapsto u_3$.
is a homomorphism of graphs that is neither a full nor uniform homomorphism. If we replace $C_5$ by $C_5 + v_2v_5 + v_1v_3 + v_1v_4$, we get that the mapping $f$ is a full homomorphism that is not uniform. Additionally, if we replace $C_5$ by $C_5 + v_2v_5 + v'_1v_1 + v'_1v_3$ and $C_3$ by $C_3 + w_2v_3$, then the function given by $\hat{f}(v_i) = f(v_i)$ for all $i = 1, \ldots, 5$ and $\hat{f}(v'_1) = u_1$ is a uniform homomorphism, but $\hat{f}$ is not a full homomorphism because $v'_1v_2$ is not an edge as required by theorem 3.4(ii).

The concept of uniform homomorphism of graphs is relevant in the study of the sandpile group of graphs as shown in the following result:

**Theorem 3.5.** Let $G$ be a multigraph with sink $s_G$, $H$ be a multigraph with sink $s_H$, $V \subset V(H)$ such that $V(H) \setminus V$ is a stable set and $s_H \notin V$, $f : G \to H$ be a surjective $V$-uniform homomorphism such that $f^{-1}(s_H) = \{s_G\}$. Then the induced mapping $\hat{f} : SP(H, s_H) \to SP(G, s_G)$, given by

$$\hat{f}(c) = \begin{cases} c_f(v) & \text{if } f(v) \in V, \\ \deg(f) \cdot c_f(v) & \text{if } f(v) \notin V, \end{cases}$$

is an injective homomorphism of groups, that is, $SP(H, s_H) \vartriangleleft SP(G, s_G)$.

**Proof.** Let $\hat{f} : \mathbb{Z}^{V(H \setminus s_H)} \to \mathbb{Z}^{V(G \setminus s_G)}$ be the mapping induced by $f$ given by

$$\hat{f}(c) = \begin{cases} c_f(v) & \text{if } f(v) \in V, \\ \deg(f) \cdot c_f(v) & \text{if } f(v) \notin V. \end{cases}$$

Clearly $\hat{f}$ is an injective homomorphism of groups. In order to prove this theorem we need to prove the following facts:

- If $c$ is a recurrent configuration of $(H, s_H)$, then $\hat{f}(c)$ is a recurrent configuration of $(G, s_G)$,

- $\hat{f}(c_1 \oplus c_2) = \hat{f}(c_1) \oplus \hat{f}(c_2)$ for all $c_1, c_2 \in SP(H, s_H)$.

The next claim will be useful to prove this fact.

**Claim 3.6.** If $c_1$ and $c_2$ are configurations of $(H, s_H)$, then

$$\hat{f}(s(c_1 + c_2)) = s(\hat{f}(c_1) + \hat{f}(c_2)).$$

**Proof.** By proposition 3.2, a vertex $x \in V(H) \setminus s_H$ can be toppled in the configuration $c$ of $(H, s_H)$ if and only if the vertices $S_x$ of $G$ can be toppled in the configuration $\hat{f}(c)$ of $(G, s_G)$.

On the other hand, since $\hat{f}(\Delta_x) = \sum_{v \in S_x} \Delta_v$ for all $x \in V(H) \setminus \{s_H\}$ and $s(c) = c - \sum_{w \in W} \Delta_w$ for some multiset $W$ of $V(H) \setminus s_H$, then

$$\hat{f}(s(c_1 + c_2)) = \hat{f}(c_1 + c_2 - \sum_{w \in W} \Delta_w) = \hat{f}(c_1) + \hat{f}(c_2) - \sum_{w \in W} \hat{f}(\Delta_w) = \hat{f}(c_1) + \hat{f}(c_2) - \sum_{w \in W} \sum_{v \in S_w} \Delta_v = s(\hat{f}(c_1) + \hat{f}(c_2)).$$

Clearly, $c$ is a stable configuration of $(H, s_H)$ if and only if $\hat{f}(c)$ is a stable configuration of $(G, s_G)$. Furthermore, if $c$ is a recurrent configuration of $(H, s_H)$, then there exists a configuration $u$ of $(H, s_H)$ such that $s(c + u) = c$. Thus, by claim 3.6, $s(\hat{f}(c) + \hat{f}(u)) = \hat{f}(s(c + u)) = \hat{f}(c)$ and therefore $\hat{f}(c)$ is a recurrent configuration of $(G, s_G)$. Finally, $\hat{f}(c_1 \oplus c_2) = \hat{f}(s(c_1 + c_2)) = s(\hat{f}(c_1) + \hat{f}(c_2)) = \hat{f}(c_1) + \hat{f}(c_2)$ for all $c_1, c_2 \in SP(H, s_H)$. □
Remark 3.7 Note that, a mapping \( f : G \to H \) is a surjective uniform homomorphism if and only if the induced mapping \( \hat{f} : \hat{G} \to H \) is a surjective \((V(H) \setminus s_H)\)-uniform homomorphism, where \( \hat{G} = G/f^{-1}(s_H) \) is the graph obtained from \( G \) when we contract all the vertices in \( f^{-1}(s_H) \) to a single vertex \( s_G \). For instance, consider the next graphs with \( f : G \to H \) given by

\[
\begin{align*}
  u_1, u'_1 &\mapsto s_H, \\
  u_2, u_4 &\mapsto v_2, \\
  u_3, u_5 &\mapsto v_3.
\end{align*}
\]

\[G\]

\[f\]

\[\hat{G}\]

\[s_H\]

\[H\]

\[\hat{f}\]

\[s_G\]

**Figure 3.** A surjective uniform homomorphism and its induced surjective \((V(H) \setminus s_H)\)-uniform homomorphism.

Then \( \hat{f} : \hat{G} \to H \) is a surjective \((V(H) \setminus s_H)\)-uniform homomorphism of graphs.

Example 3.8 In order to illustrate theorem 3.5, consider the surjective \((V(H) \setminus s_H)\)-uniform homomorphism, \( \hat{f} : \hat{G} \to H \) defined in remark 3.7. Using the CSandPile\(^1\) program we can see that \( SP(H, s_H) \cong \mathbb{Z}_8 \) with identity \( e_H = (1, 2) \) and generated by \( c_8 = (0, 3) \), and \( SP(G, s_G) \cong \mathbb{Z}_2 \oplus \mathbb{Z}_{48} \) with identity \( e_G = \hat{f}(e_H) = (1, 2, 1, 2) \) and generated by \( c_2 = (2, 1, 2, 3) \) of order two and \( c_{48} = (1, 2, 2, 3) \) of order 48.

\[\begin{array}{ccc}
  3 & 0 & 3 \\
  0 & 3 & 0 \\
\end{array}\]

\[\begin{array}{ccc}
  0 & 3 & 0 \\
  3 & 0 & 3 \\
\end{array}\]

**Figure 4.** A surjective \((V(H) \setminus s_H)\)-uniform homomorphism.

For instance, the induced mapping \( \tilde{f} : SP(H, s_H) \to SP(\hat{G}, s_{\hat{G}}) \) sends the configuration \( c_8 \) to the configuration \( \tilde{c}_8 = \tilde{f}(c_8) = (0, 3, 0, 3) \), which generates a subgroup of order eight in \( SP(\hat{G}, s_{\hat{G}}) \). Moreover, \( \tilde{c}_8 = c_2 \oplus 6 \cdot c_{48} = (2, 1, 2, 3) \oplus (2, 2, 2, 0) \).

Now, we will present a directed version of theorem 3.5

**Theorem 3.9.** If \( G \) are a multigraph with sink \( s_G \), \( H \) is a multigraph with sink \( s_H \), and \( f : G \to H \) is a directed surjective \( V(H) \setminus s_H \)-uniform homomorphism with \( f^{-1}(s_H) = \{ s_G \} \). If \( \hat{f} : \mathbb{Z}^{V(H) \setminus s_H} \to \mathbb{Z}^{V(\hat{G}) \setminus s_{\hat{G}}} \) is the mapping given by

\[
\hat{f}(c)_v = c_{f(v)} \text{ for all } v \in V(G) \setminus s_G,
\]

\(^1\)CSandPile is a C++ program that computes the sandpile group of a graph. It is available by requesting to alfaromontufar@gmail.com.
then the induced mapping \( \tilde{f} : SP(H, s_H) \to SP(G, s_G) \) is an injective homomorphism of groups, that is, \( SP(H, s_H) \triangleleft SP(G, s_G) \).

**Proof.** Clearly, \( \tilde{f} \) is an injective homomorphism of groups. Moreover, if \( L(H, s_H)z = a \), then \( L(G, s_G)\tilde{f}(z) = \tilde{f}(a) \). Thus, since \( \det(L(G, s_G)) \neq 0 \), then

\[
\tilde{f}(\operatorname{Im} L(H, s_H)) = \tilde{f}(\mathbb{Z}^{V(H \setminus s_H)}) \cap \operatorname{Im} L(G, s_G).
\]

Hence the mapping \( \tilde{f} : \mathbb{Z}^{V(H \setminus s_H)} \to \mathbb{Z}^{V(G \setminus s_G)} / \operatorname{Im} L(G, s_G) \) given by \( \tilde{f}(a) = \tilde{f}(a) (\mod \operatorname{Im} L(G, s_G)) \) has a kernel equal to \( \operatorname{Im} L(H, s_H) \) and therefore the induced mapping

\[
\tilde{f} : SP(H, s_H) = \mathbb{Z}^{V(H \setminus s_H)} / \operatorname{Im} L(H, s_H) \to SP(G, s_G) = \mathbb{Z}^{V(G \setminus s_G)} / \operatorname{Im} L(G, s_G)
\]

is an injective homomorphism of groups. \( \square \)

**Remark 3.10** Note that, if \( f : G \to H \) is a directed surjective \( V(H) \setminus s_H \)-uniform homomorphism with \( f^{-1}(s_H) = \{s_G\} \) and \( a \) is an eigenvector of \( L(H, s_H) \) for the eigenvalue \( \lambda \), then \( \tilde{f}(a) \) is an eigenvector of \( L(G, s_G) \) for \( \lambda \).

Also, note that in the directed case the mapping \( \tilde{f} \) defined in theorem 3.9 is not a natural homomorphism of sandpile groups in the sense that it does not necessarily send recurrent configurations to recurrent configurations.

The next corollary is an application of theorem 3.9.

**Corollary 3.11.** If \( B_{r,t} \) is a bipartite graph with bipartition \( V = V_1 \cup V_2 \) and

\[
d(u) = \begin{cases} 
  r & \text{if } u \in V_1, \\
  t & \text{if } u \in V_2,
\end{cases}
\]

then \( \mathbb{Z}_{r+t+1} \triangleleft SP(c(B_{r,t}), s_{B_{r,t}}) \).

**Proof.** Let \( K_2(r, t) \) be the multigraph with \( V = \{v_1, v_2\} \) as set of vertices and \( m_{v_1, v_2} = r, m_{v_2, v_1} = t \). Let \( f : c(B_{r,t}) \to c(K_2(r, t)) \) be the mapping given by

\[
f(v) = \begin{cases} 
  v_1 & \text{if } v \in V_1, \\
  v_2 & \text{if } v \in V_2, \\
  s_{K_2(r,t)} & \text{if } v = s_{B_{r,t}}.
\end{cases}
\]

Since \( f \) is a surjective \( \{v_1, v_2\} \)-uniform homomorphism, then by theorems 3.9 and 2.3 we have that

\[
\mathbb{Z}_{r+t+1} \cong SP(c(K_2(r,t))) \triangleleft SP(c(B_{r,t}), s_{B_{r,t}}).
\]

\( \square \)

**Remark 3.12** A **weak \( V \)-uniform homomorphism** is a mapping \( f : V(G) \to V(H) \) such that for all \( x \in V \) and \( y \in V(H) \) with \( x \neq y \)

\[
d_{G\{u\}\cup S_y}(u) = m_{x,y} \text{ for all } u \in S_x
\]

(that is, the sets \( S_x \) are not necessarily stable) and \( f : V(G) \setminus f^{-1}(V) \to V(H) \setminus V \) is the identity isomorphism. In this case the induced mapping \( \tilde{f} \) does not send recurrent configurations to recurrent configurations, but the mapping \( \tilde{f}(c) = [\tilde{f}(c)] \) (where \( [\tilde{f}(c)] \) is the unique recurrent configuration of \( G \) such that \( s(\tilde{f}(c) + r) = [\tilde{f}(c)] \) for some non-zero configuration \( r \)) is an injective homomorphism of groups.
Remark 3.13 The group of bicycles of a graph \( G \) over an abelian group \( A \), denoted by \( B(G, A) \), consists of the edge weightings of \( G \) over \( A \) that are both cycles and cocycles of \( G \) and the entry by entry sum. The group of bicycles and the sandpile group of a graph are closely related. For instance, \( B(G, A) = \text{Hom}(SP(G), A) \). Moreover, if either \( A = \mathbb{Q}/\mathbb{Z} \) or \( A = \mathbb{Z}_{|SP(G)|} \), then the group \( B(G, A) \) of bicycles of \( G \) is isomorphic to \( SP(G) \).

Let \( G, H \) be connected multigraphs and \( V(H) = \{u_1, \ldots, u_{|V(H)|}\} \) be the vertex set of \( H \). We say that \( G \) is divisible by \( H \) (see [11] page 9) if the vertices of \( G \) can be partitioned into \(|V(H)|\) classes \( U_1, \ldots, U_{|V(H)|} \), such that for \( 1 \leq i, j \leq |V(H)| \) a vertex \( v \) in \( U_i \) is either joined only to vertices of \( U_j \) or for every \( i \neq j \) is joined to exactly \( m_{u_i,u_j} \) vertices of \( U_j \) (and any number of vertices in \( U_i \)).

Note that the concepts of divisibility and weak \( V(G) \)-uniform homomorphism are closed related. Clearly, if \( G \) is divisible by \( H \), then there exists a weak \( V(H) \)-uniform homomorphism \( f \) between \( G \) and \( H \). However, if \( \hat{G} \) and \( H \) are the graphs defined in Remark 3.7, then \( \hat{G} \) is not divisible by \( H \) but there exists a surjective \((V(H) \setminus s_H)\)-uniform homomorphism \( \hat{f} \) between \( \hat{G} \) and \( H \). Also, it is not difficult to see that the cycle with four vertices with an added pendant edge (that is, \( E(G) = \{x_1x_2, x_2x_3, x_3x_4, x_4x_1, x_1x_5\} \)) is divisible by \( K_2(2) \) but there not exists a uniform homomorphism between them.

Theorem 5.7 in [11] says that if \( G \) is divisible by \( H \), then \( B(H, \mathbb{Z}_k) \) is a subgroup of \( B(G, \mathbb{Z}_k) \) for all \( k \in \mathbb{Z} \). That is, Theorems 3.5, 3.9 and [11] Theorem 5.7 shows injections between groups induced by some class of morphism between graphs.

4. The sandpile group of the cartesian product of graphs

The sandpile group of the cartesian product of graphs has been studied by several authors, see for instance [2] [13] [24] [25] [27]. In this section we define the cartesian product of configurations and we prove that the cartesian product of recurrent configurations is a recurrent configuration. After that, we prove that: if \( e_H \in SP(c(H), s_{c(H)}) \) is the identity of the sandpile group of the cone of \( H \), then the mapping \( \pi_G : SP(c(G), s_{c(G)}) \to SP(c(G \square H), s_{c(G \square H)}) \) given by

\[
\pi_G(a) = a \square e_H,
\]

is an injective homomorphism of groups.

The cartesian product of \( G \) and \( H \), denoted by \( G \square H \) is the graph with \( V(G) \times V(H) \) as its vertex set and two vertices \( u_1v_1 \) and \( u_2v_2 \) are adjacent in \( G \square H \) if and only if either \( u_1 = u_2 \) and \( v_1v_2 \in E(H) \), or \( v_1 = v_2 \) and \( u_1u_2 \in E(G) \).

![Figure 5. Cartesian product of \( C_5 \) and \( K_2 \).](image)

Let \( \pi_G : G \square H \to G \) and \( \pi_H : G \square H \to H \) be the projection mappings, given by

\[
\pi_G(u, v) = u \quad \text{for all} \quad (u, v) \in V(G \square H) \quad \text{and} \quad \pi_H(u, v) = v \quad \text{for all} \quad (u, v) \in V(G \square H).
\]
Claim 4.2. Let $s$ sink. Also, let $a$ be a configuration of $c(G)$, $b \in \mathbb{N}^{V(H)}$ be a configuration of $c(H)$, and let

$$a \Box b \in \mathbb{N}^{V(G \Box H)}$$

be the configuration of $c(G \Box H)$ given by

$$(a \Box b)_{(u,v)} = a_u + b_v$$

for all $u \in V(G)$ and $v \in V(H)$.

The following lemma shows that the cartesian product of configurations of $c(G)$ and $c(H)$ is compatible with the toppling operators of $c(G)$, $c(H)$ and $c(G \Box H)$.

**Lemma 4.1.** Let $G$ and $H$ be multigraphs, $a \in \mathbb{N}^{V(G)}$ be a configuration of $c(G)$, and $b \in \mathbb{N}^{V(H)}$ be a configuration of $c(H)$. Then

(i): If $a$ and $b$ are stable configurations, then $a \Box b$ is a stable configuration of $c(G \Box H)$,

(ii): If $a$ and $b$ are recurrent configurations, then $a \Box b$ is a recurrent configuration of $c(G \Box H)$.

**Proof.** (i) If $a$ and $b$ are stable configurations of $c(G)$ and $c(H)$ respectively, then

$$a_u \leq \deg_{c(G)}(u) - 1$$

for all $u \in V(G)$ and $b_v \leq \deg_{c(H)}(v) - 1$ for all $v \in V(H)$.

Hence $a \Box b_{(u,v)} = a_u + b_v \leq \deg_{c(G)}(u) + \deg_{c(H)}(v) - 2 = \deg_{c(G \Box H)}((u,v)) - 1$, that is, $a \Box b$ is a stable configuration of $c(G \Box H)$.

(ii) We will use the burning algorithm [2.2] to prove the second part of this lemma. Since, the sink $s_G$ of $c(G)$ is adjacent to all the vertices of $G$, then $\sum_{i=1}^{n} \Delta_{u_i} = 1$.

Claim 4.2. Let $a$ be a recurrent configuration of $c(G)$ and $b$ be a recurrent configuration $c(H)$. Also, let

$$a_i = \begin{cases} a + 1 & \text{if } i = 1 \\ a_{i-1} - \Delta_{u_{i-1}} & \text{if } i = 2, \ldots, n \end{cases}, \quad \text{and } b_i = \begin{cases} b + 1 & \text{if } j = 1 \\ b_{i-1} - \Delta_{v_{i-1}} & \text{if } j = 2, \ldots, m, \end{cases}$$

such that the vertex $u_i$ is an unstable vertex in $a_i$ for all $i = 1, \ldots, n$ and the vertex $v_j$ is an unstable vertex in $b_j$ for all $j = 1, \ldots, m$. If $c = a \Box b$, $c_{(i,1)} = a \Box b + 1 = a_1 \Box b_1$, and

$$c_{(i,j)} = \begin{cases} c_{(i-1,m)} - \Delta_{(u_{i-1},v_m)} & \text{if } i = 2, \ldots, n \text{ and } j = 1, \\ c_{(i,j-1)} - \Delta_{(u_i,v_{j-1})} & \text{otherwise}, \end{cases}$$

then the vertex $(u_i, v_j)$ is an unstable vertex in $c_{(i,j)}$ for all $i = 1, \ldots, n$ and $j = 1, \ldots, m$. 

*Figure 6. Cartesian product of configurations.*
Proof. Since the vertex $u_i$ is an unstable vertex in $a_i$ for all $i = 1, \ldots, n$ and the vertex $v_j$ is an unstable vertex in $b_j$ for all $j = 1, \ldots, m$, then $(a_i)_{u_i} \geq \deg_{c(G)}(u_i)$ for all $i = 1, \ldots, n$ and $(b_j)_{v_j} \geq \deg_{c(H)}(v_j)$ for all $j = 1, \ldots, m$.

Now, $c(i,1) = c(1,1) - \sum_{1 \leq k \leq i-1} \sum_{1 \leq l \leq m} \Delta_{(u_k,v_l)} = (a_1 - \sum_{1 \leq k \leq i-1} \Delta_{u_k}) \square b = a_i \square b$ for all $i = 1, \ldots, n$. Thus,

$$c(i,1)(u_i,v_1) = (a_i \square b)(u_i,v_1) = (a_i)_{u_i} + b_{v_1} = (a_i)_{u_i} + (b_1)_{v_1} - 1 \geq \deg_{c(G)}(u_i) + \deg_{c(H)}(v_1) - 1$$

Moreover, since $c(i,j) = a_i \square b - \sum_{1 \leq l \leq j} \Delta_{(u_l,v_i)} = (a_i - 1) \square b_1 - \sum_{1 \leq l \leq j} \Delta_{(u_l,v_i)}$, then

$$c(i,j)(u_i,v_j) = (a_i)_{u_i} + (b_j)_{v_j} - 1 \geq \deg_{c(G)}(u_i) + \deg_{c(H)}(v_j) - 1 = \deg_{c(G \square H)}((u_i, v_j))$$

for all $i = 1, \ldots, n$ and $j = 1, \ldots, m$.

Therefore $(u_i, v_j)$ is an unstable vertex of $c(i,j)$ for all $i = 1, \ldots, n$ and $j = 1, \ldots, m$. □

Finally, by using part $(i)$ of this lemma and the previous claim we obtain that $a \square b$ is recurrent.

□

The next example is useful to illustrate the previous theorem:

Example 4.3 Let $G \cong H \cong K_2$ with $V(G) = \{u_1, u_2\}$ and $V(H) = \{v_1, v_2\}$ as vertex sets, $a = (1,1)$ be a recurrent configuration of $c(G)$ and $b = (1,0)$ be a recurrent configuration of $c(H)$.

Hence $c = (2,1,2,1) = (1,1) \square (1,0)$ is a recurrent configuration of $c(G \square H)$, as is shown in figure 7.

\[\begin{array}{cccc}
2 & 2 & 3 & 2 \\
3 & 3 & 0 & 4 \\
0 & 4 & 1 & 4 \\
2 & 1 & 2 & 2 \\
\end{array}\]

\[\begin{array}{cccc}
\Delta_{(u_1,v_1)} & \Delta_{(u_1,v_2)} & \Delta_{(u_2,v_1)} & \Delta_{(u_2,v_2)} \\
\end{array}\]

\[\begin{array}{cccc}
c(1,1) & c(1,2) & c(2,1) & c(2,2) \\
\end{array}\]

\[c\]

Figure 7. The topplings of the configuration $c = (3,2,3,2)$ of $c(C_4)$.

The next theorem shows that the mappings $\pi_G$ and $\pi_H$ induce homomorphisms of groups between the sandpile groups of the cones of $G$ and $G \square H$, and $H$ and $G \square H$; respectively.

Theorem 4.4. Let $G$ and $H$ be two multigraphs, and $e_H$ be the identity of the sandpile group of the cone of $H$. Then the mapping $\tilde{\pi}_G : SP(c(G), s_{c(G)}) \to SP(c(G \square H), s_{c(G \square H)})$ given by

$$\tilde{\pi}_G(a) = a \square e_H,$$

is an injective homomorphism of groups.

Proof. Since $e_H$ is recurrent, then using lemma 4.3 $(ii)$, $\tilde{\pi}_G(a) = a \square e_H$ is a recurrent configuration of $c(G \square H)$ for all $a \in SP(c(G), s_{c(G)})$; that is, the mapping $\tilde{\pi}_G$ is well defined.

Now, we will prove that $\tilde{\pi}_G$ is a homomorphism of groups. Let $a, b \in SP(c(G), s_{c(G)})$, then

$$\tilde{\pi}_G(a \oplus b) = (a \oplus b) \square e_H = s(a + b) \oplus e_H = (a + b) \square e_H (\mod L(c(G \square H), s_{c(G \square H)}))$$

$$= a \square e_H + b \square e_H = s(a \square e_H + b \square e_H) (\mod L(c(G \square H), s_{c(G \square H)})) = a \square e_H \oplus b \square e_H$$

$$= \tilde{\pi}_G(a) \oplus \tilde{\pi}_G(b),$$

and therefore $\tilde{\pi}_G$ is a homomorphism of groups.
Finally, \( \tilde{\pi}_G(a) = \tilde{\pi}_G(b) \) if and only if \( a \boxtimes e_H = b \boxtimes e_H \) if and only if \( a = b \), and therefore \( \tilde{\pi}_G \) is an injective homomorphism of groups.

\( \square \)

**Example 4.5** Using the CSandPile program we get that, \( SP(c(K_2), s_{c(K_2)}) = \mathbb{Z}_3 \) is generated by \((1, 0)\) with identity \((1, 1)\), \( SP(c(C_3), s_{c(C_3)}) = \mathbb{Z}_2^2 \) is generated by \((2, 1, 1, 1)\) and \((1, 2, 1, 1)\) with identity \( e = (2, 2, 2, 2) \) (Also see [15] page 5), and \( SP(c(C_5 \square K_2)) = \mathbb{Z}_{11, 29} \oplus \mathbb{Z}_{3, 11, 29} \).

Moreover, using the mapping \( \pi_{K_2} \) we have that

\[ \pi_{K_2}(1, 0) = (3, 3, 3, 3, 2, 2, 2, 2) \]

is a generator of a subgroup of \( SP(c(C_5 \square K_2)) \) isomorphic to \( \mathbb{Z}_3 \), and using the mapping \( i_{C_5} \) we have that

\[ \pi_{C_5}(2, 1, 1, 1) = (3, 2, 2, 2, 2, 3, 2, 2, 2) \] and \( \pi_{C_5}(1, 2, 1, 1) = (2, 3, 2, 2, 2, 3, 2, 2, 2) \)

are generators of subgroups of \( SP(c(C_5 \square K_2)) \) isomorphic to \( \mathbb{Z}_{11} \).

**Remark 4.6** If \( n > 1 \) and \( e_H \) is the identity of \( SP(c_n(G), s_{c_n(G)}) \), then the mapping given by

\[ \tilde{\pi}_G(a) = a \boxtimes e_H \]

does not necessarily send stable configurations to stable configurations. For instance, the vector \((3, 3)\) is the identity of \( c_3(Q_1) \) and \((6, 6, 6, 6) = \tilde{\pi}_G((3, 3)) = (3, 3) \boxtimes (3, 3) \) is a non stable configuration of \( c_3(Q_2) \). However, the non canonical mapping

\[ \tilde{\pi}_G : SP(c_n(G), s_{c_n(G)}) \rightarrow SP(c_n(G \boxplus H), s_{c_n(G \boxplus H)}) \]

given by \( \tilde{\pi}_G(a) = [\tilde{\pi}_G(a)] \) is an injective homomorphism of groups.

5. **The sandpile group of** \( c(Q_d) \)

The hypercube of dimension \( d \) is the cartesian product of \( d \) copies of the complete graph with two vertices \( K_2 \). The structure of the sandpile group of the hypercube is complex, see for instance [2] for a description of the Sylow \( p \)-group of \( SP(Q_d) \) when \( p \) is odd and [25] for a description of the cartesian product of complete graphs in general.

In this section we give an explicit combinatorial and algebraic description of a set of generators of the sandpile group of the cone of the hypercube of dimension \( d \), see theorem 5.3. We will use mainly theorems [9] and [11, 14] developed in previous sections, to get a description of the sandpile group of the cone of the hypercube of dimension \( d \).

First of all, we will fix some notation that will be needed in order to establish the main theorem, let

\[ Q_d = \square_{i=1}^d K_2 = \underbrace{K_2 \square \cdots \square K_2}_d, \]

with vertex set \( V(Q_d) = \{v_a | a \in \{0, 1\}^d\} \) and edge set

\[ E(Q_d) = \{v_a v_{a'} | a, a' \in \{0, 1\}^d \text{ and } a - a' = \pm e_i \text{ for some } 1 \leq i \leq d\}. \]

Moreover, for all \( \beta \in \{0, 1\}^d \), let \( Q_\beta = Q_d \lfloor \{v_a | \supp(a) \subseteq \supp(\beta)\} \rfloor \), be an induced subgraph of \( Q_d \), where \( \supp(c) = \{i | c_i \neq 0\} \). It is not difficult to note that:

- \( Q_\beta = \square_{i \in \supp(\beta)} Q_{e_i} \cong \square_{i=1}^{|\beta|} K_2 = Q_{|\beta|} \), where \( |\beta| = \sum_{i=1}^d \beta_i \),
- \( Q_{\beta'} = Q_\beta \square Q_{\beta'-\beta} \) for all \( \supp(\beta) \subset \supp(\beta') \), in particular \( Q_d = Q_{(1, \ldots, 1)} = Q_\beta \square Q_{1-\beta} \) for all \( \beta \in \{0, 1\}^d \).
Also, let \( \beta \in \{0, 1\}^d \) and for all \( Q'_0 \). By theorems 3.5 and 4.4 we get that \( K' \) is generated by \( \pi_c(\beta, \beta) \). For all \( \beta' \in \{0, 1\}^d \) such that \( \text{supp}(\beta) \subseteq \text{supp}(\beta') \), let \( \pi_{\beta, \beta'} \) be the projection mapping of \( Q_{\beta'} \) on \( Q_{\beta} \).

\[
\begin{align*}
f_{\beta}(v) &= \begin{cases} v_1 & \text{if } v = v_a \text{ and } \beta \cdot a \text{ is even}, \\ v_2 & \text{if } v = v_a \text{ and } \beta \cdot a \text{ is odd}, \end{cases} \\
\end{align*}
\]

and for all \( \beta' \in \{0, 1\}^d \) such that \( \text{supp}(\beta) \subseteq \text{supp}(\beta') \), let \( \pi_{\beta, \beta'} \) be the projection mapping of \( Q_{\beta'} \) on \( Q_{\beta} \).

\[
\begin{align*}
f_{\beta}(v) &= \begin{cases} v_1 & \text{if } v = v_a \text{ and } \beta \cdot a \text{ is even}, \\ v_2 & \text{if } v = v_a \text{ and } \beta \cdot a \text{ is odd}, \end{cases} \\
\end{align*}
\]

Also, let \( \tilde{K}_{\beta, \beta'} := \text{Im}(\pi_{\beta, \beta'} \circ f_{\beta}) \), and \( g_{\beta, \beta'} : \mathbb{N}^2 \rightarrow \mathbb{N}^{V(Q_{\beta'})} \) given by

\[
\begin{align*}
g_{\beta, \beta'}(r, t) &= \begin{cases} r & \text{if } \beta \cdot a \text{ is even}, \\ t & \text{if } \beta \cdot a \text{ is odd}, \end{cases} \\
\end{align*}
\]

If \( \beta' = 1 \), then we simply denote \( \pi_{\beta, \beta'} \) by \( \pi_\beta \), \( \tilde{K}_{\beta, \beta'} \) by \( \tilde{K}_\beta \), and \( g_{\beta, \beta'} \) by \( g_\beta \). Note that, if \( \beta = 1 \), then \( f_{\beta} \) is the identity mapping and if \( \beta = \beta' \), then \( \pi_{\beta, \beta'} \) is the identity mapping.

**Proposition 5.1.** Let \( d \) be a natural number, \( s = V(c(Q_d)) \setminus V(Q_d) \), and \( \beta, \beta' \in \{0, 1\}^d \). Then

(i) \( \tilde{K}_\beta = \{ g_\beta(r, t) + (d - |\beta|)1 \mid 0 \leq r, t \leq d \text{ and either } r = |\beta| \text{ or } t = |\beta| \} \triangleleft SP(c(Q_d), s) \),

(ii) \( \tilde{K}_\beta \) is generated by \( g_\beta(d, d - |\beta|) \) with identity \( d1 \) and \( \tilde{K}_\beta \cong \mathbb{Z}_{2(|\beta|+1)} \),

(iii) \( \tilde{K}_\beta = SP(c \beta, s)) \cap \tilde{K}_{\beta'}(SP(c(Q_{\beta'}), s)) = \tilde{K}_{\beta \cup \beta'}(SP(c(Q_{\beta \cup \beta'}), s)) \),

where \( a \odot b ) = a_i \cdot b_i \) for all \( i \).

**Proof.** (i) and (ii)

By theorems 3.5 and 4.4 we get that \( \bar{\pi}_\beta \) and \( \bar{f}_\beta \) are injective homomorphisms of groups.

\[
\begin{align*}
SP(c(K_2(|\beta|)), s) &\xrightarrow{\bar{f}_\beta} SP(c(Q_\beta), s) \xrightarrow{\bar{\pi}_\beta} SP(c(Q_d), s) \\
\end{align*}
\]

By theorem 2.3 \( SP(c(Q_{\beta}), s) \) is generated by \( \bar{f}_\beta(|\beta|, |\beta|) \) with identity \( \bar{f}_\beta(|\beta|, |\beta|) = |\beta|1_{Q_{\beta}} \) for all \( \beta \in \{0, 1\}^d \). Moreover, since \( \tilde{K}_\beta = \text{Im}(\bar{\pi}_\beta \circ \bar{f}_\beta) \), then

\[
\begin{align*}
\tilde{K}_\beta &= \{ \bar{\pi}_\beta \circ \bar{f}_\beta(c) \mid c \in SP(c(K_2(|\beta|)), s) \} = \{ \bar{f}_\beta(c) \odot (d - |\beta|)1_{Q_{1-\beta}} \mid c \in SP(c(K_2(|\beta|)), s) \} \\
&= \{ \bar{f}_\beta((r, t)) \odot (d - |\beta|)1_{Q_{1-\beta}} \mid 0 \leq r, t \leq d \text{ and either } r = |\beta| \text{ or } t = |\beta| \} \\
&= \{ g_\beta(r, t) + (d - |\beta|)1 \mid 0 \leq r, t \leq d \text{ and either } r = |\beta| \text{ or } t = |\beta| \} \text{ for all } \beta \in \{0, 1\}^d .
\end{align*}
\]
Thus
\[
\hat{K}_\beta \cong SP(c(K_2(\beta)), s) \cong \mathbb{Z}_{2|\beta|+1} \triangleleft SP(c(Q_d), s)
\]
is generated by \(\hat{f}_\beta(\beta, 0)\hat{(d - \beta)}\mathbf{1}_{Q_1 - \beta} = g_\beta(d, d, d - \beta)\) and \(d\mathbf{1} = g_1(d, d)\) is the identity of \(\hat{K}_\beta\).

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure9}
\caption{The mappings \(\hat{f}(1,0,0), \hat{\pi}(1,0,0),\) and \(\hat{\pi}(1,0,0) \circ \hat{f}(1,0,0)\) on \(Q_3\).}
\end{figure}

(iii) Finally, let \(c \in \hat{\pi}_\beta(SP(c(Q_\beta), s))\). Since \(\hat{\pi}_\beta(a) = a \square e\) for all \(a \in SP(c(Q_\beta), s)\), where \(e = (d - \beta)\mathbf{1}\) is the identity of \(SP(c(Q_1 - \beta), s)\). Then \(c \in \hat{\pi}_\beta(SP(c(Q_\beta), s))\) if and only if \(c_{v_a} = c_{v_b}\) for all \(a \odot \beta = b \odot \beta\).

Now, \(c \in \hat{\pi}_\beta(SP(c(Q_\beta), s)) \cap \hat{\pi}_\beta'(SP(c(Q_\beta'), s))\) if and only if \(c_{v_a} = c_{v_b}\) for all \(a \odot \beta = b \odot \beta\), and \(c_{v_a} = c_{v_b}\) for all \(a \odot \beta' = b \odot \beta'\) if and only if \(c_{v_a} = c_{v_b}\) for all \(a \odot (\beta \odot \beta') = b \odot (\beta \odot \beta')\) if and only if \(c \in \hat{\pi}_{\beta \odot \beta'}(SP(c(Q_\beta \odot \beta'), s))\).

The next lemma will be useful in order to get the description of the sandpile group of the hypercube.

**Lemma 5.2.** ([2] Proposition 3.1 and [25] lemma 16) Let \(A\) be an abelian group, and let \(\alpha\) and \(\beta\) be two endomorphisms of \(A\) such that \(\beta - \alpha = m \cdot 1_A\) for some integer \(m\). Then

\[
Syl_p(coker\alpha\beta) \cong Syl_p(coker\alpha \oplus coker\beta)
\]
for all primes \(p\) that does not divide \(m\).

The next theorem is the main result of this section.

**Theorem 5.3.** Let \(k \geq 0, d \geq 1\) be natural numbers and let \(c_{2k+1}(Q_d)\) be the \(2k + 1\)-cone of the hypercube \(Q_d\). If \(s = V(c_{2k+1}(Q_d)) \setminus V(Q_d)\), then

\[
SP(c_{2k+1}(Q_d), s) \cong \bigoplus_{i=0}^{d} \mathbb{Z}_{2i+2k+1}^{(i)}.
\]

Furthermore, \(SP(c(Q_d), s) = \bigoplus_{\beta \in \{0,1\}^d} \hat{K}_\beta\).

**Proof.** Let \(s = V(c_j(Q_j)) \setminus V(Q_j)\). Using elementary row and columns operations invertible over \(\mathbb{Z}\) we get an equivalent matrix of \(L(c_{2k+1}(Q_{d+1}), s)\).

\[
L(c_{2k+1}(Q_{d+1}), s) = \begin{bmatrix}
L(c_{2k+2}(Q_d), s) & -I_{2^d} \\
-I_{2^d} & L(c_{2k+2}(Q_d), s)
\end{bmatrix} \sim \begin{bmatrix}
-L_{2^d} & L(c_{2k+2}(Q_d), s) \\
L(c_{2k+2}(Q_d), s) & -I_{2^d}
\end{bmatrix} \sim \begin{bmatrix}
I_{2^d} & -L(c_{2k+2}(Q_d), s) \\
0 & L(c_{2k+2}(Q_d), s)^2 - I_{2^d}
\end{bmatrix} \sim \begin{bmatrix}
I_{2^d} & 0 \\
0 & L(c_{2k+1}(Q_d), s) \cdot L(c_{2k+3}(Q_d), s)
\end{bmatrix}
\]
Thus

\[
|SP(c_{2k+1}(Q_{d+1}), s)| = |L(c_{2k+1}(Q_{d+1}), s)| = |L(c_{2k+1}(Q_d), s)| \cdot |L(c_{2k+3}(Q_d), s)| = \prod_{i=0}^{d} |L(c_{2k+2i+1}(Q_1), s)|^{(d)} = \prod_{i=0}^{d} [(2k + 2i + 3)(2k + 2i + 1)]^{(d)}
\]

\[
= \prod_{i=1}^{d+1} (2k + 2i + 1)^{(d+1)}.
\]

Applying lemma 5.2 to \( A = \mathbb{Z}^d \), \( \alpha = L(c_{2k+1}(Q_d), s) \) and \( \beta = L(c_{2k+3}(Q_d), s) \) (\( \beta - \alpha = 2I_{2d} \)) we get that

\[
Syl_p(SP(c_{2k+1}(Q_{d+1}), s)) \cong Syl_p(\text{coker} \beta) \cong Syl_p(\text{coker} \alpha \oplus \text{coker} \beta)
\]

\[
\cong Syl_p(SP(c_{2k+1}(Q_d), s)) \oplus Syl_p(SP(c_{2k+3}(Q_d), s)).
\]

Therefore, using induction on \( d \) and the fact that \( (2, |SP(c_{2k+1}(Q_{d+1}), s)|) = 1 \) we get that

\[
SP(c_{2k+1}(Q_d), s) \cong \bigoplus_{i=0}^{d} \mathbb{Z}_{2i+2k+1}^{(d)}.
\]

On the other hand, we will use induction on \( d \) in order to prove that \( SP(c(Q_d), s) = \bigoplus_{\beta \in \{0,1\}^d} \tilde{K}_\beta \).

For \( d = 1 \), the result follows from theorem 2.3. Now, for all \( d \geq 1 \), \( 0 \neq \beta \in \{0,1\}^d \), and \( a \in \{0,1\}^{\text{supp} \beta} \), let

\[
\Delta_\beta(a) = d_{c(Q_\beta)}(v_a)e_{v_a} - \sum_{\text{supp} \beta \subseteq \text{supp} \beta} e_{v_b} \in \mathbb{Z}^V(Q_\beta)
\]

be the toppling operator of the vertex \( v_a \) of \( (c(Q_\beta), s) \), \( I_\Delta(\beta) = \langle \{ \Delta_\beta(a) \mid a \in \{0,1\}^{\text{supp} \beta} \} \rangle \) be the subgroup generated by the images of the toppling operators of \( (c(Q_\beta), s) \), and

\[
I_\Gamma(\beta) = \langle \{ \Gamma_{\beta', \beta} = g_{\beta', \beta}([\beta], [\beta] - [\beta']) \mid 0 \neq \beta' \in \{0,1\}^{\text{supp} \beta} \} \rangle,
\]

be the subgroup generated by the generators of \( \tilde{K}_{\beta', \beta} \). If \( \beta = 1 \), we simply denote \( \Delta_\beta(a) \) by \( \Delta(a) \), \( I_\Delta(\beta) \) by \( I_\Delta \), \( I_{\beta', \beta} \) by \( I_{\beta', \beta} \), and \( I_\Gamma(\beta) \) by \( I_\Gamma \).

Since, \( \bigoplus_{\beta \in \{0,1\}^d} \tilde{K}_{\beta} \cap SP(c(Q_d), s) \) (proposition 5.1 (i)) and

\[
|SP(c(Q_d), s)| = \prod_{i=1}^{d} (2i + 1)^{(d)} = \prod_{\beta \in \{0,1\}^d} (2|\beta| + 1) = \prod_{\beta \in \{0,1\}^d} |\tilde{K}_\beta| = | \bigoplus_{\beta \in \{0,1\}^d} \tilde{K}_\beta |,
\]

then proving that \( SP(c(Q_d), s) = \bigoplus_{\beta \in \{0,1\}^d} \tilde{K}_\beta \) is equivalent to proving that \( \mathbb{Z}^V(Q_d) = \langle I_\Delta \cup I_\Gamma \rangle \). Hence, we will prove this equivalent form of theorem 5.3.

**Theorem 5.4.** Let \( d \geq 1 \) be a natural number, then \( \mathbb{Z}^V(Q_d) = \langle I_\Delta \cup I_\Gamma \rangle \)

We will use induction on \( d \). For \( d = 1 \), the result is clear because \( \Delta(0) = (2, -1), \Delta(1) = (-1, 2) \), and by theorem 2.3 \( \Gamma_1 = (1, 0) \) is a generator of \( SP(c(Q_1), s) \). Let us assume that the result is true for all hypercubes of dimension less than \( d - 1 \).

The proof is divided in two steps, first we will prove that \( (2d + 1)e_{va} \in \langle I_\Delta, I_\Gamma \rangle \) for all \( v_a \in V(Q_d) \) and after that we will prove that \( d2^{d-1}e_{va} \in \langle I_\Delta, I_\Gamma \rangle \) for all \( v_a \in V(Q_d) \).

**Claim 5.5.** If \( d \geq 1 \), then \( (2d + 1)e_{va} \in \langle I_\Delta, I_\Gamma \rangle \) for all \( v_a \in V(Q_d) \).
Proof. We will fix some notation that will be useful in the following. For all \(0, 1 \neq \beta \in \{0, 1\}^d\), \(a \in \{0, 1\}^{\supp(\beta)}\), and \(b \in \{0, 1\}^{\supp(1-\beta)}\), let \(h_\beta^b : \{0, 1\}^{\supp(\beta)} \to \{0, 1\}^d\) be the mapping given by

\[
h_\beta^b(a)_i = \begin{cases} a_i & \text{if } i \in \supp(\beta), \\ b_i & \text{if } i \notin \supp(\beta). \end{cases}
\]

Now, let \(\beta \in \{0, 1\}^d\) with \(|\beta| = d - 1\). Since \(Q_d \cong Q_\beta \sqcup K_2\), then

\[
\begin{align*}
&\Delta_\beta(\alpha) \sqcup 0 = \Delta(h_\beta^0(\alpha)) + \Delta(h_\beta^1(\alpha)) \in I_\Delta \text{ for all } \alpha \in \{0, 1\}^{\supp(\beta)}, \\
&1_{V(Q_d)} = \sum_{a \in \{0, 1\}^d} \Delta(a) \in I_\Delta, \text{ and} \\
&\Gamma_{\beta', \beta} \sqcup 0 = \Gamma_{\beta'} - 1_{V(Q_d)} \in \langle I_\Delta, I_\Gamma \rangle \text{ for all } \beta' \text{ such that } \supp(\beta') \subseteq \supp(\beta).
\end{align*}
\]

Thus, if

\[
g = \sum_{a \in \{0, 1\}^{\supp(\beta)}} z_\alpha \Delta_\beta(\alpha) + \sum_{\beta' \in \{0, 1\}^{\supp(\beta)}} w_{\beta} \Gamma_{\beta', \beta} \in \langle I_\Delta, I_\Gamma \rangle,
\]

then \(g \sqcup 0 \in \langle I_\Delta, I_\Gamma \rangle\). In particular, by induction hypothesis, \(e_{va} \in \langle I_\Delta(\beta), I_\Gamma(\beta) \rangle\) for all \(a \in \{0, 1\}^{\supp(\beta)}\) and therefore

\[
e_{va} \sqcup 0 = e_{va_0^0(a)} + e_{va_1^1(a)} \in \langle I_\Delta, I_\Gamma \rangle \text{ for all } a \in \{0, 1\}^{\supp(\beta)},
\]

that is, if \(e = va'va\) is an edge of \(Q_d\) and \(\chi_e\) is its characteristic vector, then \(\chi_e \in \langle I_\Delta, I_\Gamma \rangle\). Moreover, if \(va\) and \(va'\) are vertices of \(Q_d\), then

\[
e_{va} + (-1)^{\text{dist}(va, va')} e_{va'} \in \langle I_\Delta, I_\Gamma \rangle,
\]

where \(\text{dist}(va, va')\) is the distance between \(va\) and \(va'\) in \(Q_d\). Finally, since \(\chi_e \in \langle I_\Delta, I_\Gamma \rangle\) for all \(e \in E(Q_d)\), then

\[
(2d + 1)e_{va} = \Delta(a) + \sum_{a' \in \{0, 1\}^d} \chi_{va} v_{a'} \in \langle I_\Delta, I_\Gamma \rangle \text{ for all } v_a \in V(Q_d).
\]

Now, we will prove that \(d2^{d-1}e_{va}\) in \(\langle I_\Delta, I_\Gamma \rangle\) for all \(v_a \in V(Q_d)\).

Claim 5.6. If \(d \geq 2\), then \(d2^{d-1}e_{va} \in \langle I_\Delta, I_\Gamma \rangle \) for all \(v_a \in V(Q_d)\).

Proof. Again, we need to fix some notation before beginning with the proof. For all \(n \leq 1\), let \(h_1 : \{0, 1\}^n \to \{0, 1\}^{n+1}\) be given by

\[
h_1(a)_i = \begin{cases} a_i + 1 \pmod{2} & \text{if } i = 1, \\ a_i & \text{if } 2 \leq i \leq n, \\ 1 & \text{if } i = n + 1, \end{cases}
\]

\(h_0 : \{0, 1\}^n \to \{0, 1\}^{n+1}\) given by \(h_0(a) = h_1^0(a)\). For \(k = 1, 2\), let \(H_k : Z^{V(Q_n)} \to Z^{V(Q_{n+1})}\) be the mapping given by

\[
H_k \left( \sum_{v_a \in V(Q_n)} z_{va} e_{va} \right) = \sum_{v_a \in V(Q_n)} z_{va} e_{h_k(a)}.
\]

Also, for all \(d \geq 2\), let

\[
R_d = H_0 \left( \frac{d}{d-1} R_{d-1} \right) + H_1 \left( \frac{d}{d-1} R_{d-1} \right) + d2^{d-2}(\chi_{v_0 v_{e_1}} - \chi_{v_1 v_{h_1(0)}}),
\]

with \(R_2 = 2(\chi_{v_0(0,0)} v_{(1,0)} - \chi_{v_1(1,0)} v_{(1,1)})\).
Actually, we will prove by induction on $d$ that $R_d \in \langle I_\Delta, I_\Gamma \rangle$ and $d2^{d-1}e_{v_0} = \Gamma_1 + R_d \in \langle I_\Delta, I_\Gamma \rangle$ for all $d \geq 2$.

For $d = 2$, clearly $R_2 \in \langle I_\Delta, I_\Gamma \rangle$ because $\chi_e \in \langle I_\Delta, I_\Gamma \rangle$ for all $e \in E(Q_2)$ and $4e_{v_{(0,0)}} = \Gamma_{(1,1)} + R_2 \in \langle I_\Delta, I_\Gamma \rangle$. Moreover, $4e_{v_a} \in \langle I_\Delta, I_\Gamma \rangle$ for all $v_a \in V(Q_2)$ because $\chi_e$ for all $e \in E(Q_2)$ and $Q_2$ is connected.

Let us assume that the result is true for all the natural numbers less or equal than $d - 1$. Since, $v_{b_k(a)}v_{b_k(b)} \in E(Q_{n+1})$ for all $v_{b_k} \in E(Q_n)$, $n \geq 1$, and $k = 1, 2$, then $H_k(\frac{d}{d-1}R_{d-1}) \in \langle I_\Delta, I_\Gamma \rangle$ for $k = 1, 2$. Thus, $R_d = H_0(\frac{d}{d-1}R_{d-1}) + H_1(\frac{d}{d-1}R_{d-1}) + d2^{d-2}(\chi_{v_0v_1} - \chi_{v_1v_{b_k(0)}}) \in \langle I_\Delta, I_\Gamma \rangle$. Moreover, since $\Gamma_1 = H_0(\frac{d}{d-1}\Gamma_{d-1}) + H_1(\frac{d}{d-1}\Gamma_{d-1})$, then

$$
\Gamma_1 + H_0 \left( \frac{d}{d-1}R_{d-1} \right) + H_1 \left( \frac{d}{d-1}R_{d-1} \right) = H_0 \left( \frac{d}{d-1}\Gamma_{d-1} + R_{d-1} \right) + H_1 \left( \frac{d}{d-1}\Gamma_{d-1} + R_{d-1} \right)
$$

$$
= H_0(d2^{d-2}e_{v_0}) + H_0(d2^{d-2}e_{v_0}) = d2^{d-2}(e_{v_{b_k(0)}} + e_{v_{b_k(a)}}),
$$

and therefore

$$(d2^{d-1})e_{v_0} = \Gamma_1 + R_d \in \langle I_\Delta, I_\Gamma \rangle.$$ 

Since $\chi_e$ for all $e \in E(Q_d)$ and $Q_d$ is connected, then $d2^{d-1}e_{v_a} \in \langle I_\Delta, I_\Gamma \rangle$ for all $v_a \in V(Q_d)$.

Finally, by claims 5.5 and 5.6, $(2d+1)e_{v_a} \in \langle I_\Delta, I_\Gamma \rangle$ and $(d2^{d-1})e_{v_a} \in \langle I_\Delta, I_\Gamma \rangle$ for all $v_a \in V(Q_d)$ and therefore

$e_{v_a} \in \langle I_\Delta, I_\Gamma \rangle$ for all $v_a \in V(Q_d)$

because $(2d+1, d2^{d-1}) = (2d+1, d) = 1$.

**Remark 5.7** If $n$ is odd, then theorem 5.3 says that

$$
SP(c_n(Q_d), s) \cong \bigoplus_{i=0}^{d} \mathbb{Z}_{2i+n}^{(d)}.
$$

However, when $n$ is even, this formula is not valid. For instance, if $n = 2$ and $d = 2$, then

$$
SP(c_2(Q_2), s) \cong \mathbb{Z}_8 \oplus \mathbb{Z}_3 \not\cong \mathbb{Z}_2 \oplus \mathbb{Z}_4 \oplus \mathbb{Z}_6 = \bigoplus_{i=0}^{d} \mathbb{Z}_{2i+n}^{(d)}.
$$

**Remark 5.8** In [30] is established a close relation between the sandpile group of a graph $G$ and the eigenvalues and eigenvectors of their Laplacian matrix. For instance, Lorenzini [30] proved that if $\lambda$ is an integral eigenvalue of the Laplacian matrix of a graph $G$ and $\mu(\lambda)$ is the maximum number of linear independent eigenvectors associated to $\lambda$, then the sandpile group of $G$ contains a subgroup isomorphic to $\mathbb{Z}_{\mu(\lambda)}^{(d)-1}$, see [30] Proposition 2.3.

When $G$ is the $n$-cone of the hypercube of dimension $d$ we can use induction on $n$ and $d$ in order to get the eigenvalues of their Laplacian matrix. More precisely: If $n, d$ are natural numbers and
0 ≤ i ≤ d, then λ_i = 2i + n is an eigenvalue of the Laplacian matrix of c_n(Q_d) with multiplicity \( \binom{d}{i} \). Using the results in \([30]\) that relate the eigenvalues and eigenvectors of the Laplacian matrix of a graph you can only get a partial description of the sandpile group of c_{2k+1}(Q_d). For instance, using results in \([30]\) you can guarantee only that \( \mathbb{Z}_2^3 \triangleleft SP(c(Q_2), s) \cong \mathbb{Z}_2^3 \oplus \mathbb{Z}_5 \). The n-cone of the hypercube is an example that in general the eigenvalues and eigenvectors of the Laplacian matrix are not enough to determine the group structure of the sandpile group.

**Remark 5.9** If \( c_i \in \tilde{K}_1 \) for \( i = 1, 2 \) with \( \beta_1 \ominus \beta_2 = 0 \), then \( c_1 \oplus c_2 = c_1 + c_2 - d1 \). Also, by theorem \([23]\) the generator \( g_\beta(d, d - |\beta|) \) of \( \tilde{K}_\beta \) satisfies that

\[
k \cdot g_\beta(d, d - |\beta|) = \begin{cases} 
(d - j, d) & \text{if } k = 2j \leq 2|\beta|, \\
(d, d + j - |\beta|) & \text{if } k = 2j + 1 \leq 2|\beta| + 1.
\end{cases}
\]

That is, in some cases it is easy to compute the sum of two elements of the sandpile group of \( c(Q_d) \).

**Example 5.10** If \( d = 1 \), we have that \( SP(c(Q_1)) = \mathbb{Z}_3 \), \( SP(c(Q_1), s) = \{(1, 0), (0, 1), (1, 1)\} \), (1, 0) and (0, 1) are generators \( SP(c(Q_1)) \), and (1, 1) is the identity of \( SP(c(Q_1)) \).

If \( d = 2 \), we have that \( SP(c(Q_2)) = \mathbb{Z}_2^3 \oplus \mathbb{Z}_5 \), \( SP(c(Q_2), s) \) is generated by the recurrent configurations \( \Gamma_{(1,0)} = (2, 1, 2, 1), \Gamma_{(0,1)} = (2, 2, 1, 1), \Gamma_{(1,1)} = (2, 0, 2, 0) \), and \( \Gamma_{(0,0)} = (2, 2, 2, 2) \) is the recurrent configuration that plays the role of the identity in \( SP(c(Q_2)) \).

![Figure 11. The identity and the generators of \( SP(c(Q_2), s) \)](image)

Furthermore,

\[ \tilde{K}_{(1,0)} = \{(2, 1, 2, 1), (1, 2, 1, 2), (2, 2, 2, 2)\} \text{ and } \tilde{K}_{(0,1)} = \{(2, 2, 1, 1), (1, 1, 2, 2), (2, 2, 2, 2)\} \]

form two subgroups of \( SP(c(Q_2)) \) isomorphic to \( \mathbb{Z}_3 \), and

\[ \tilde{K}_{(1,1)} = \{(2, 0, 0, 2), (1, 2, 2, 1), (2, 1, 1, 2), (0, 2, 2, 0), (2, 2, 2, 2)\} \]

forms one subgroup isomorphic to \( \mathbb{Z}_5 \) and \( SP(c(Q_2), s) = \tilde{K}_{(1,0)} \oplus \tilde{K}_{(0,1)} \oplus \tilde{K}_{(1,1)}. \)

**Remark 5.11** It is clear that

\[ SP(c_n(Q_0), s) = \{(i) \mid 0 \leq i \leq n - 1\} \cong \mathbb{Z}_n \]

and \((i) \oplus (j) = (i + j \text{ (mod } n))\). Also, it is not difficult to see that \( e_{c_n(Q_d), s} = k_{\text{max}} \cdot n \mathbf{1}_{2d} \), where \( k_{\text{max}} = \max\{i \mid n \cdot i \leq n + d - 1\} \) is the identity of \( SP(c_n(Q_d), s) \). Furthermore, if \( n > 1 \) and

\[ \tilde{K}_\beta = \tilde{\pi}_1 \circ \tilde{f}_\beta(SP(c_n(K_2(|\beta|)), s))/\tilde{\pi}_1(SP(c_n(Q_0), s)), \]

then \( SP(c_n(Q_d), s) = \bigoplus_{\beta \in \{0,1\}^d} \tilde{K}_\beta \).

For instance, if \( d = 2 \) and \( n = 3 \), then \( SP(c_3(Q_2)) = \mathbb{Z}_3 \oplus \mathbb{Z}_5^2 \oplus \mathbb{Z}_7 \), \( SP(c_3(Q_2), s) \) is generated by the recurrent configurations \( \{(2, 2, 2, 2), (3, 0, 3, 0), (0, 0, 3, 3), (0, 3, 3, 0)\} \), and \( (3, 3, 3, 3) \) is the recurrent configuration that plays the role of the identity in \( SP(c_3(Q_2)) \). Furthermore,

\[ \tilde{K}_{(0,0)} = \{(2, 2, 2, 2), (4, 4, 4, 4), (3, 3, 3, 3)\} \]
forms a subgroup of \(SP(c(Q_2), s)\) of order 3,
\[
\hat{K}_{(1,0)} = \{(3,0,3,0),(2,1,2,1),(1,2,1,2),(0,3,0,3),(3,3,3,3)\}, \quad \text{and} \\
\hat{K}_{(0,1)} = \{(0,0,3,3),(2,2,1,1),(1,1,2,2),(3,3,0,0),(3,3,3,3)\}
\]
form two subgroups of \(SP(c(Q_2), s)\) of order 5, and
\[
\hat{K}_{(1,0)} = \{(0,3,3,0),(2,1,1,2),(2,4,4,2),(4,2,2,4),(1,2,2,1),(3,0,0,3),(3,3,3,3)\}
\]
forms a subgroup of \(SP(c(Q_2), s)\) of order 7.

Note that the construction of the \(\hat{K}_\beta\) subgroups is not canonical, because \(\hat{\pi}_1((0)) = (0,0,0) + e_{(c_n(Q_4),s)}\) and \(\hat{\pi}_1((2)) = (2,2,2,2)\).

**Remark 5.12** If \(IF(d)\) is the number of invariant factors of \(SP(c(Q_d))\), then
\[
IF(d) = \max\left\{ \sum_{p|d, 3 \leq p \leq 2d+1} \left( \frac{d}{i} \right) | p \text{ is a prime number} \right\} = \begin{cases} 
6 & \text{if } d = 4, \\
\sum_{i=0}^{\frac{d-1}{3}} \left( \frac{d}{1+3i} \right) & \text{if } d \neq 4.
\end{cases}
\]
Furthermore, it is not difficult to see that
\[
\lim_{d \to \infty} \frac{IF(d)}{2^d} = \frac{1}{3}.
\]
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