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Abstract

As algorithmic decision-making systems are becoming more pervasive, it is crucial to ensure such systems do not become mechanisms of unfair discrimination on the basis of gender, race, ethnicity, religion, etc. Moreover, due to the inherent trade-off between fairness measures and accuracy, it is desirable to learn fairness-enhanced models without significantly compromising the accuracy. In this paper, we propose Pareto efficient Fairness (PEF) as a suitable fairness notion for supervised learning, that can ensure the optimal trade-off between overall loss and other fairness criteria. The proposed PEF notion is definition-agnostic, meaning that any well-defined notion of fairness can be reduced to the PEF notion. To efficiently find a PEF classifier, we cast the fairness-enhanced classification as a bilevel optimization problem and propose a gradient-based method that can guarantee the solution belongs to the Pareto frontier with provable guarantees for convex and non-convex objectives. We also generalize the proposed algorithmic solution to extract and trace arbitrary solutions from the Pareto frontier for a given preference over accuracy and fairness measures. This approach is generic and can be generalized to any multicriteria optimization problem to trace points on the Pareto frontier curve, which is interesting by its own right. We empirically demonstrate the effectiveness of the PEF solution and the extracted Pareto frontier on real-world datasets compared to state-of-the-art methods.

1 Introduction

Attracting momentous attention during the past few years, machine learning models are significantly impacting nearly every aspect of modern society we live in. Hence, it is of paramount importance to study how these models are affecting our lives, and to what extent they are upholding to the moral standards of our society. The degree of fairness in algorithmic decision-making systems has been the center of a heated debate in numerous fields, such as criminal justice [2, 63], advertising [19], admissions [53], and hiring [46, 7]. Recently, the concerns about algorithmic fairness have resulted in a resurgence of interest to develop fairness-aware predictive models to ensure such models do not become a source of unfair discrimination on the basis of gender, race, ethnicity, religion, etc. Devising a fairness-enhanced mechanism necessitates i) a precise fairness measure to quantify fairness by taking into account the proper legal, ethical, and social context and ii) developing an algorithmic solution to learn models that guarantee such metrics during test time.

Inspired by legal notions of fairness, a great deal of efforts has been invested in defining the right notion of algorithmic fairness such as demographic (or statistical) parity [20], equalized odds and equality of opportunity [28], individual fairness [20, 45], representational fairness [69], and fairness under composition [18]. Yet, there is a lack of consensus on which definition can best satisfy fairness requirements as different measures exhibit different advantages and disadvantages. Interestingly, several studies suggest that some of these definitions are incompatible with each other [60].

From an algorithmic standpoint, we seek to design machine learning algorithms that yield predictive models, which are demonstrably fair and bolster to alleviate the impact of unfair decisions [28, 68, 67, 16, 60]. This can be accomplished by changing the learning procedure, whether in pre-processing, in-process training, or post-processing stages [4]. Most of the existing algorithmic or in-process approaches mainly aim at solving a constrained optimization problem by imposing a constraint on the level of fairness while optimizing the main learning objective, e.g., accuracy [16, 65, 67]. However, due to the inherent trade-off between accuracy and fairness which is demonstrated in recent studies both empirically and theoretically [41, 48, 67], simply imposing fairness constraint to the main learning objective may significantly compromise accuracy. That is because there is no such thing as a free lunch, meaning, imposing fairness...
constraints to the main learning task, introduces a trade-off between these objectives. These trade-offs between fairness constraints and accuracy have been asserted in several studies \cite{41, 48, 67, 37, 64, 33}.

In light of the incompatibility of fairness measures and the inherent trade-off between accuracy and fairness – as perusing a higher degree of fairness will compromise accuracy, a fundamental research question is: for a given fairness measure(s), can we learn a model that allows for higher fairness without significantly compromising accuracy? And a more important question is: Can we find a set of solutions with different levels of the trade-off between accuracy and fairness, so a decision-maker can choose from depending on the preference of one objective over the other in an application?

Answers to these questions need to be compatible with the fairness measure while minimizing the price of fairness, i.e., the relative reduction in the accuracy under the fair solution compared to the best accuracy without fairness consideration. Dealing with multiple and possibly conflicting objectives, a conspicuous approach is to seek a Pareto optimal solution to guarantee optimal compromises between accuracy and fairness. A model is Pareto optimal if there is no alternative model to make one of the objectives (accuracy or fairness) better off without making the other worse. To find solutions with different level of trade-off between accuracy and fairness we ought to characterize their Pareto frontier in the objective space.

The main practical difficulty of the aforementioned constrained-based minimization approaches such as FERM \cite{16} is that in general, the obtained solution might not be a Pareto optimal solution. As a result, the optimal trade-off between fairness measure and accuracy is not guaranteed. Moreover, to manage non-convex constraints resulted from fairness constrains, one needs to employ some relaxations, such as linear relaxation, to make the optimization problem more tractable. Furthermore, most of the state-of-the-art algorithms for fairness have been proposed for binary sensitive (i.e., protected) features in binary classification problems; however, the generalization of these methods to multiple group sensitive features, or multi-label classification tasks are limited or computationally inefficient \cite{16, 68, 62}.

A remarkable attempt to achieve better accuracy-fairness trade-offs has been made in \cite{1}, where the fairness constrained optimization problem is cast as a saddle point problem, and an approximate equilibrium is sought by utilizing the exponentiated-gradient algorithm. While this approach shows promising experimental results, however, the sequence of randomized classifiers returned by their algorithm requires solving a cost-sensitive classification at each computationally burdensome step. Also, the non-dominating solutions resulting from their algorithm are not necessarily from the Pareto frontier, and hence, they might not be Pareto efficient. Finally, the proposed grid-search reduction to learn a deterministic fair classifier from randomized classifiers is prohibitively costly for non-binary sensitive features. A similar attempt to find Pareto efficient points of the minmax problem for fairness-aware learning has been recently made in \cite{54}. Despite its similarity with our goal in finding the Pareto efficient points in fair learning, their approach is limited to only one fairness measure (equal risk among groups) and have different objective vector than our proposal, hence, they are seeking points from a different Pareto frontier. Also, since the total accuracy is not included in their objective vector, their solutions do not show the accuracy-fairness trade-off. In addition, they use a strong condition of convexity for Pareto frontier, which is not always met, even when all the objectives are convex. Finally, they do not provide a solution to find points from different parts of the Pareto frontier.

To mitigate these issues, in this paper, we introduce the notion of Pareto efficient fairness (PEF)\footnote{Notion of PEF is also used in \cite{3} for their specific fairness measure that is different from our definition of the PEF here. Our notion is more generic and is not bounded to any fairness measure. For more discussion refer to Section 6.}, through which we indicate the optimal trade-off between fairness and accuracy. This notion is definition-agnostic, and encompasses many other previously studied definitions of fairness as special cases. Moreover, it is straightforward to adopt the proposed PEF notion to multiple group sensitive features or other machine learning problems beyond binary classification.

To learn a PEF classifier, we propose a bilevel Pareto descent optimization algorithm that can be utilized by any classification model– which is trainable via gradient descent, to generate a fairness-enhanced model from Pareto frontier of the problem. We rigorously analyze the convergence of the proposed algorithm to a Pareto optimal solution which guarantees the optimal accuracy-fairness trade-off.

An answer to the second question requires characterizing the entire Pareto frontier set to extract solutions with desired levels of trade-off between accuracy and fairness. This task by itself is quite challenging and still ongoing research question in learning with multiple objectives (please see \cite{14, 52, 51} for various dedicated studies trying to tackle this problem). In this paper, we propose a novel first-order algorithm to trace points from the Pareto frontier, which can be generalized to any other multi-criteria optimization problem. To the best of our knowledge, this is the
first proposal that is specifically designed to trace points on the Pareto frontier of the fairness-aware learning problem.

**Contributions.** Below, we clarify the relationship and differences between our work and earlier research in fair classification. In particular, the main contributions of this paper consist of proposing an algorithmic solution unifying and extending existing methods in several aspects:

- This work introduces a general algorithmic framework for fairness-aware classification, that can be effectively applied to different notions of fairness, with convergence guarantees to the Pareto stationary points of the optimization problem. Unlike prior methods for fairness-aware learning, the proposed framework does not employ any relaxation assumptions for objectives in the optimization problem, hence it could achieve state-of-the-art results using a gradient descent based method.

- We propose a bilevel structure to learn a single Pareto efficient classifier, which is not only novel from methodology perspective, but also grants us an efficient tool for convergence analysis of these optimization problems. This structure can pave the way for the convergence analysis of the stochastic multi-objective optimization in future work.

- We propose an algorithmic solution to trace points on the Pareto frontier of the fairness-accuracy, which not only outperforms other state-of-the-art methods but also provides a set of solutions with different levels of compromises to choose from depending on the application. This novel approach is not bounded only to fairness-aware learning problems and can be applied to any optimization problem dealing with multiple objectives.

**Organization.** The rest of this paper is organized as follows. Section 2 introduces the Pareto efficient fairness and discusses how to reduce known notions of fairness to an instance of it. We then propose a novel bilevel optimization method to find a single PEF classifier using gradient descent. In Section 3, we investigate the geometry of the Pareto frontier and propose our novel algorithm for tracing points on the Pareto frontier. Section 4 lays the theoretical groundwork for the proposed algorithm in various settings and analyzes its convergence rates. Section 5 provides extensive empirical results that corroborate our claims and theoretical findings. In Section 6, we discuss additional related works to this work. All the proofs as well as some discussions on multiobjective optimization are deferred to the appendix.

## 2 Pareto Efficient Fairness

In this section, we formally set up our problem and introduce a few key concepts for our algorithm design and analysis. In a typical fairness-aware supervised learning scenario, we have $n$ i.i.d. training examples in the form of

$$D = \{(x_1, a_1, y_1), \ldots, (x_n, a_n, y_n)\},$$

where $a_i \in \mathcal{A}$, is a sensitive feature that represents group membership of each sample among $c$ different groups, $\mathcal{A} = \{s_1, \ldots, s_c\}$. Our goal is to learn a function $f: \mathcal{X} \mapsto \mathcal{Y}$ from input space $\mathcal{X} \subseteq \mathbb{R}^d$ to output space $\mathcal{Y}$ parametrized by a vector $w \in \mathcal{W} \subseteq \mathbb{R}^d$. Note that, sensitive feature $a$ might or might not be a part of the input feature $x$. The performance of $w$ is assessed using a loss function $\ell: \mathcal{W} \times \mathcal{X} \times \mathcal{Y} \mapsto \mathbb{R}_+$. In empirical risk minimization, we minimize the average loss, namely,

$$\arg \min_{w \in \mathcal{W}} \mathcal{L}(w; D) := \frac{1}{n} \sum_{(x_i, y_i) \in D} \ell (w; (x_i, y_i)). \quad (1)$$

Soley minimizing the empirical risk would result in an unfair solution with respect to different sensitive groups. To learn a fair classifier, the main idea is to define a notion of fairness and impose the corresponding constraints during learning process in addition to minimizing the empirical risk. Recently different notions of algorithmic fairness have been proposed in the literature including demographic parity [20], equalized odds and equal opportunity [28], individual fairness [42], and disparate mistreatment [66]. These constraints try to reduce the effects of the sensitive feature $a$ on the output of the classifier $\hat{y}$. For instance, equality of opportunity introduced by [28] desires to ensure that the true positive rate of each sensitive group, $TP_k = \mathbb{P}[\hat{y} = 1|a = s_k, y = 1]$, is the same for all $k \in \{1, \ldots, c\}$. A stronger notion, equalized odds [28], requires that classifier’s output $\hat{y}$ and sensitive feature $a$ to be independent
conditional on the true label $y$. This reflects on not only having the same true positive rate among different groups but also having an equal false positive rate for each group, $FP_k = P[\hat{y} = 1|a = s_k, y = -1]$ for all $k \in \{1, \ldots, c\}$. Another notion, disparate mistreatment [66], calls for equal misclassification probability, $F_k = P[\hat{y} \neq y|a = s_k]$ for all $k \in \{1, \ldots, c\}$.

2.1 Pareto efficient fairness

As it has alluded to before, the ultimate goal is to learn a classifier that satisfies fairness constraint (possibly) without compromising the accuracy. Since no single solution would generally minimize both objectives simultaneously, we start by defining the notion of Pareto efficient fairness, that mathematically forms the optimal trade-off. Then we reduce some well-known definitions of fairness to the notion of Pareto efficient fairness. For some preliminary notions in multiobjective optimization and Pareto efficiency refer to Appendix A.

As depicted in Figure 1, in a trade-off between empirical loss of a learning problem as one objective and any fairness constraint as the second objective, we are seeking the Pareto efficient solutions that belong to the Pareto frontier of the problem. These points on the red line cannot be dominated by other points in the feasible set. The scalarization of this multi-objective optimization such as constrained optimization can potentially end up in any non-efficient points in the feasible region; thereby lacking any guarantee on the optimally of trade-offs. Only considering one objective could end up in their respective optimal solutions $w_1^*$ and $w_2^*$. Thus, not only it is important to find a solution from the Pareto frontier of the problem, but also we should be able to choose the desired level of accuracy in the cost of fairness violation. In Section 3, we incorporate our algorithm to find the desired levels of trade-off between accuracy and fairness constraints on Pareto frontier.

We now turn to defining the notion of Pareto efficient fairness in classification problems.

**Definition 1** (Pareto efficient fairness). Consider any fairness objectives $h_i(w), i \in [m]$, that ought to be minimized in addition to the main learning objective, $L(w)$. The solution $w^*$ is called Pareto efficient fair if no other feasible solution $w \in W$ can dominate $w^*$. That is, for the objective vector $h(w) = [L(w), h_1(w), \ldots, h_m(w)]$, we have $\nexists w \in W$ such that $h(w) \prec_m h(w^*)$.

We call this point, with optimal compromises between the main loss and fairness objectives, Pareto efficient fair (PEF) solution. While achieving a PEF solution seems to be a conspicuous choice for this problem, and has been asserted in other studies [68, 41, 3], the crucial challenge of how to achieve such a point remains unsolved. In Section 2.3, we propose an iterative efficient algorithm that guarantees converges to a PEF solution of the described problem.

It is worthy to note that, by learning a fairness-enhanced model via PEF formulation, we are no longer confined to binary sensitive groups nor binary classification tasks, where most of the current algorithms are designed for. As a result, we could apply this notion to a broader range of learning tasks, to satisfy fairness objectives. We note that, based on the characteristics of a PEF solution from Definition 1, such a point is not unique. The set of these solutions is called the Pareto frontier of the learning problem. However, the points in the Pareto frontier cannot dominate each other, and hence, they all can be considered as a solution to the learning problem. With indicating the degrees of preference of fairness measures over the predictive performance of the model, we can find points from specific parts of this set, as it is discussed in Section 3.

With the definition of PEF at hand, the task of learning a fair classifier reduces to solving the following vector-valued

![Figure 1: Hypothetical trade-off between accuracy and any fairness constraint. $w_1^*$ is the optimum solution that minimizes the empirical risk, while $w_2^*$ is the optimum solution to satisfy the fairness constraint. Each solution on the Pareto frontier cannot be dominated in terms of both empirical risk and the fairness constraint by any other feasible solution.](image-url)
optimization problem:

$$w^* = \arg \min_{w \in \mathcal{W}} \mathbf{h}(w),$$  \hspace{1cm} (2)$$

where $\mathbf{h} : \mathcal{W} \to \mathbb{R}^m$ constitutes the empirical loss and fairness constraints. Unlike existing methods that try to solve a relaxed version of the above optimization problem, either by relaxing to a single objective constrained optimization [16] or reducing to a saddle point problem [1], we aim at directly solving the vector-valued problem.

2.2 Reduction of known notions of fairness to PEF

To further elaborate on PEF, we now show how different predefined notions of fairness such as equality of opportunity, equalized odds, and disparate mistreatment [66] can be reduced to an instance of (2). Note that, we are not defining new notions of fairness, rather we are showing how we can reduce any notion of fairness to PEF. Here we only show the reduction of equality of opportunity notion to the PEF. More examples for reductions of fairness notions to PEF are deferred to Appendix B.

Pareto efficient equality of opportunity Using Definition 1, we introduce a variant of equality of opportunity dubbed as Pareto efficient equality of opportunity. For simplicity and adjusting to current state-of-the-art fairness definitions, we consider binary learning case, that is $\mathcal{Y} = \{-1,+1\}$; however, as we denote later, the proposed algorithm can be simply generalized to multi-class learning. To satisfy equalized opportunity criteria, which is having the same true positive rate among different groups, we translate it as having equal loss on subset of samples of each group with positive labels, i.e., $S_k^+ = \{(x_i, a_i, y_i) \in \mathcal{D} | a_i = s_k, y_i = 1, 1 \leq k \leq c\}$. This loss can be defined as:

$$\mathcal{L}^+_k(w) = \frac{1}{|S_k^+|} \sum_{(x_i, y_i) \in S_k^+} \ell(w; (x_i, y_i)) \hspace{1cm} k \in \{1, \ldots, c\}.$$  \hspace{1cm} (3)

To achieve the equality of opportunity, we can use this empirical loss instead of the probability of a positive outcome for each group using the classifier, as suggested by other studies [16, 1]. In this scenario, to have an equal probability, we try to have equal empirical loss for each group for positive outcome $\mathcal{L}^+_k(w)$. Hence, the fairness objectives $\mathcal{H}^+_{i,j}$, in this case, reduces to the minimization of pairwise empirical losses between each pair of sensitive groups:

$$\mathcal{H}^+_{i,j}(w) = \phi \left( \mathcal{L}^+_i(w) - \mathcal{L}^+_j(w) \right), \hspace{1cm} 1 \leq i, j \leq c, i \neq j,$$  \hspace{1cm} (4)

where $\phi(\cdot) : \mathbb{R} \to \mathbb{R}_+$ is any penalization function, such as $\phi(z) = |z|$, $\phi(z) = \frac{1}{z^2}$, or $\phi(z) = e^{-z}$, however, for convergence analysis we will stick to smooth ones, like squared or exponential penalization. Then, the objective vector for this fairness problem is $\mathbf{h}_{\text{EO}}(w) = [\mathcal{L}(w), \mathcal{H}^+_{1,2}(w), \ldots, \mathcal{H}^+_{c-1,c}(w)] \in \mathbb{R}^m$, where $m = 1 + \binom{c}{2}$. A solution has the property of Pareto efficient equality of opportunity if it belongs to the PEF solution set of the optimization in (2) using objective vector $\mathbf{h}_{\text{EO}}(w)$.

2.3 Learning PEF Classifiers

Having multiple, rather contradictory objectives it seems hard to find an optimal solution for (2) that has the best compromises between all the objectives. As mentioned earlier, most previous works reduce the problem into an instance of a constrained optimization problem. In contrast, we take an alternative approach and introduce a bilevel optimization, by which we can find the solution to the vector optimization problem of (2), with a guarantee of convergence to a PEF point. This approach leads to a significantly efficient method and allows us to find an optimal trade-off between accuracy and fairness constraints. In Section 3, we extend the proposed idea to construct the Pareto frontier or learn a PEF solution with an apriori preference over objectives.

The proposed algorithm is motivated by the key drawbacks of scalarization methods. In scalarization methods, as one of the simplest methods to tackle vector-valued optimization problems, one aims at reducing the optimization problem to a single objective one by combining the objectives into a single objective by assigning each objective function a non-negative weight, e.g., a convex combination of the objectives $\sum \alpha_i \mathbf{h}_i(w), \alpha_i \geq 0, \sum \alpha_i = 1$. By optimizing over various values of the parameters used to combine the objectives, one is guaranteed to obtain a solution
from the entire Pareto front. While being conceptually appealing, it is difficult to decide the weights apriori or it requires investigating exponentially many parameters \[25\]. It is also observed evenly distributed set of weights fails to produce an even distribution of Pareto minimizers in the front \[15\]. Finally, it might be impossible to find the entire Pareto front if some of the objectives are non-convex. Recently, Cortes et al. \[13\] introduced ALMO algorithm to find optimal weights for a Pareto efficient point using agnostic learning and a minimax optimization for convex objectives. However, ALMO cannot trace different points from the Pareto frontier of the problem and converges to a single solution on the front.

To tackle the aforementioned issues, we propose a bi-level programming idea to adaptively learn the combination weights that correspond to a single solution in Pareto front. The main idea stems from the fact that a solution is a first-order Pareto stationary if the convex hull of the individual gradients contains the origin. Specifically, let \( w^* \) be a PEF solution of the optimization in (2). We know that there exists a vector \( \alpha^* \in \mathbb{R}^m \), where \( w^* = \arg \min_w \Psi (h(w), \alpha) \) that satisfies \( \sum_{i=1}^m \alpha_i^* h_i(w) \). Therefore, the key question is how to determine the optimal weights, \( \alpha^* = [\alpha_1^*, \ldots, \alpha_m^*]^T \). To this end, we first note that based on Karush-Kuhn-Tucker (KKT) conditions \[8\], the optimal weights should belong to the following set:

\[
\left\{ \sum_{i=1}^m \alpha_i g_i(w^*) = 0, \quad \alpha_i \geq 0, \quad \forall \; 1 \leq i \leq m, \quad \sum_{i=1}^m \alpha_i = 1 \right\},
\]

where \( g_i(w^*) = \nabla h_i(w^*) \) is the normalized gradient vector of the \( i \)th objective at point \( w^* \) in the objective vector \( h(w) \).

The above condition is a necessary condition for a point \( w^* \) to be a PEF point for the optimization problem (i.e., Pareto stationary) but not sufficient as some of the functions might be non-convex. To find an optimal weight, following the condition in (5), we propose the following bilevel optimization problem:

\[
w^* \in \arg \min_{w} \Psi (h(w), \alpha^*(w)) = \sum_{i \in [m]} \alpha_i^* (w) h_i(w)
\]

\[
\text{s.t.} \quad \alpha^*(w) \in \arg \min_{\alpha \in \Delta_m} \Phi (h(w), \alpha) = \left\| \sum_{i=1}^m \alpha_i g_i(w) \right\|_2^2,
\]

where \( \Delta_m = \{ p = [p_1, \ldots, p_m]^T \in \mathbb{R}^m : p_i \geq 0, \sum_{i=1}^m p_i = 1 \} \) is the \( m \)-dimensional simplex.

As can be seen, bilevel optimization consists of two nested optimization problems, namely inner and outer levels. Each level has its objective function, but the solution of the inner level is being used in the optimization of the outer level. The following theorem shows that the solution of the outer-level optimization problem belongs to the PEF solution set of the optimization in (2).

**Theorem 1.** The solution returned by the optimization (6) is a Pareto efficient solution to the problem in (2).

**Proof.** For the proof please refer to Appendix C.1. \[\square\]

To solve the optimization in (6) using gradient descent algorithm, for every gradient step we take in the outer level, we have to find the optimal values for \( \alpha \) based on the optimization of the inner level. The following lemma shows that the gradient of the outer-objective function computed at the optimal solution of the inner-level problem is a descent direction to all objectives in \( h(w) \).

**Lemma 1 (Pareto Descent).** Using the solution of the inner level, \( \alpha^* \), the gradient of the outer level is either zero or a descent direction for all the objectives of \( h(w) \). That is, for \( \nabla \Psi (h(w), \alpha^*) \), we have

\[
- \left\langle \nabla \Psi (h(w), \alpha^*), g_i(w) \right\rangle \leq 0, \quad \forall i \in \{1, \ldots, m\}.
\]

**Proof.** The proof using contradiction is provided in Appendix C.2. \[\square\]

**Remark 1.** Lemma 1 implies that in every step the gradient of the outer level is either zero, which means we reach a Pareto stationary point, or a descent direction to all objectives, which can be used to decrease all the objective by moving in the negative direction descent direction.
Algorithm 1: Bilevel Pareto Descent Optimization (PDO)

\textbf{input} \hat{\alpha}^{(0)} \in \mathbb{R}^m, w^{(0)} \in \mathbb{R}^d, \rho, \eta, K

\textbf{function} PDO(h(w), \eta, \rho):

\begin{algorithmic}
\FOR {t = 0, 1, \ldots, T - 1}
\FOR {k = 0, 1, \ldots, K - 1}
\STATE \[\alpha^{(k+1)} = \alpha^{(k)} - \rho \cdot \nabla_\alpha \Phi(h(w^{(t)}), \alpha)|_{\alpha=\alpha^{(k)}}\]
\STATE \[\alpha^{(k+1)} = \Pi_{\Delta_m} (\alpha^{(k+1)})\]
\ENDFOR
\STATE \textbf{set} \hat{\alpha}^{(t)} = \alpha^{(K)}
\STATE \[w^{(t+1)} = w^{(t)} - \eta \cdot \nabla \Psi(h(w), \hat{\alpha}^{(t)})|_{w=w^{(t)}}\]
\ENDFOR
\RETURN \[w^{(T)}\]
\end{algorithmic}

Equipped with this descent direction, we can guarantee that all the objectives at every iteration are non-increasing, until we reach a point that this descent direction is 0, which means that we cannot improve all objectives, without hurting others. This indicates that we are in a Pareto stationary point of the problem. Note that from the first-order optimality condition in (5), there exists a pair of \((\alpha^*, w^*)\) such that \(\alpha^* \in \Delta_m\) and \(\sum_{i=1}^m \alpha_i^* g_i(w^*) = 0\).

To solve the optimization in (6), we propose an approximate procedure in Algorithm 1. Having \(m < d\) in our optimization, the inner level would be a strongly convex function, and hence, we can converge to its global minimum quickly. Using gradient descent, we can converge to an \(\epsilon\)-accurate solution in \(O(\log \frac{1}{\epsilon})\) steps [9]. This error will then be propagated to the outer level using \(\hat{\alpha}\). We will bound this error in Section 4 alongside the convergence analysis of the algorithm for convex and non-convex objectives under customary assumptions.

3 Tracing the Pareto Frontier

Using Algorithm 1 (PDO), we can only guarantee converge to a single Pareto stationary point from the entire set of the fairness-enhanced solution in Pareto frontier. However, from a practical point of view, it is more desirable to construct different solutions from the entire spectrum of the Pareto frontier to be able to pick a solution with the desired trade-off. For instance, in some cases, the goal might be to keep the model as accurate as possible while imposing some degree of fairness constraints; in some others, we want to strictly satisfy the fairness constraints, even if it hurts the accuracy of the model; in yet some others, we want a half-point compromises in between of these two extreme points. Thus, it is important to find a set of Pareto efficient points, which is called the Pareto frontier. Having access to the Pareto frontier would help a decision-maker choose from a variety of optimal solutions with different compromises between objectives.

Despite its importance, extracting points on the Pareto frontier is one of main challenges of multi-objective optimization. In Appendix A.2, prior algorithmic solutions for finding points on the Pareto frontier is discussed. Moreover, in Appendix A.3, we explore the geometry of the Pareto frontier and the relationship between optimal weights of objectives on the PEF solution \((\alpha (w^*))\) and the Pareto frontier surface. We show that if the Pareto frontier surface is smooth and convex a simple reweighting of the objectives with a good initialization will get us to the desired point on the Pareto frontier. However, these conditions are not met in most cases, even if all the objectives are smooth and convex. Hence, we need a concrete approach that can be applied to any case. Thus, we propose a novel algorithm that can extract points from the Pareto frontier of different objectives with only access to the first-order information. This approach is generic and can be applied to any multiobjective optimization problem.

3.1 Pareto frontier extraction

The goal of finding different points from the Pareto frontier and constructing a Pareto frontier set for a vector minimization problem has been investigated in a vast number of studies so far [29]. However, achieving this goal is
still a challenging problem that requires an algorithmic approach with tractable computational complexity for different scenarios. In general, we can categorize the main approaches that aim to find points from the Pareto frontier or trace the points on this set, into four groups. There are a number of heuristic approaches as well, however, for this paper we focus on the main analytic ones. These four main categories are: (1) Normal Boundary Intersection (NBI), (2) Geometrical Exploration, (3) Weight Perturbation, and (4) Preference-based solutions. The detailed description of each of these approaches can be find in Appendix A.2. Our approach to finding points from the Pareto frontier belongs to the preference-based methods similar to [32], but instead of targeting a single point, we use this approach to trace the points on the Pareto frontier before reaching that specific point. Traversing the points on the Pareto frontier in our approach is similar to the geometrical exploration approaches. Despite this similarity, our approach only uses first-order information, which is computationally efficient than those methods, where they use second-order information.

3.1.1 Preference-based Pareto descent optimization

We are pursuing to find points from the Pareto frontier using a user predefined preference over different objectives. These preferences can be represented as a vector $\pi \in \mathbb{R}_+^m$. In this setting, the ultimate goal is to reach a point from the Pareto frontier, where the ratio between objectives’ value is proportional to the ratio of corresponding preference values in this vector. That is for this point we aim to satisfy:

$$\pi_1 h_1 (w^*_\text{PB}) = \pi_2 h_2 (w^*_\text{PB}) = \ldots = \pi_m h_m (w^*_\text{PB}),$$

(8)

where $w^*_\text{PB}$ is a preference-based solution from the Pareto frontier that satisfies this condition$^2$. This condition implies that if we increase the weight for one objective, we require to find a Pareto optimal solution with lower objective value for that specific objective. Besides, the condition in (8) suggests that this point is the intersection of the Pareto frontier and a line in the objective space, determined by:

$$h = [h_1, \ldots, h_m] = p \odot (c 1_m),$$

(9)

where $p = [1/\pi_1, \ldots, 1/\pi_m]$, $1_m$ is an all-ones vector with size $m$, $c \in \mathbb{R}$ is an independent variable, and $a \odot b$ shows the Hadamard or element-wise multiplication of two vectors $a$ and $b$. We call this line the “preference line”. Using the following simple example for a bi-objective problem ($m = 2$), this line and its intersection point for an arbitrary $\pi$ and $c$ is depicted in Figure 3. This line intercepts the origin and $p$.

Example 1. For the sake of exposition for generating Pareto frontier, we use a simple and classic example [59], where we have a bi-objective optimization with two objectives as:

$$h_1 (w) = 1 - e^{-\frac{\|w - v\|^2}{s^2}}, \quad h_2 (w) = 1 - e^{-\frac{\|w + v\|^2}{s^2}},$$

(10)

where $v \in \mathbb{R}^d$ and $s \in \mathbb{R}$ are the mean and variance parameters. For instance, the objective values for $w \in \mathbb{R}^2$, $v = 1_2$, and $s = 1.5$ are depicted in Figure 2.

To converge to the desired point $w^*_\text{PB}$, we should define a new objective that measures how the distribution of objective values on each solution point are deviating from the condition in (8). We can project the vector $\pi \odot h$ into a $\Delta_m$ simplex, for each arbitrary solution point $w$, using a Softmax function:

$$\sigma_i (w, \pi) = \frac{e^{\pi_i h_i (w)}}{\sum_{j \in [m]} e^{\pi_j h_j (w)}}, \quad \forall i \in [m],$$

(11)

then the $\sigma_i (w)$ values can be considered as a probability distribution. Now, the condition in (8) reduces to:

$$\sigma_i (w^*_\text{PB}, \pi) = \frac{1}{m}, \quad \forall i \in [m],$$

(12)

$^2$The assumption is that such a point on the Pareto frontier that satisfies this condition exists. If this point does not exist, in practice, we reach its closest point on the Pareto frontier.
which is the uniform distribution. Thus, the best choice for the objective function to measure the discrepancy between probability values in (11) and (12) seems to be KL-divergence between these two distributions:

\[
\begin{align*}
\text{h}_{\text{KL}} (w, \pi) &= \text{KL} (\sigma (w, \pi) || \sigma (\pi^*_{PB}, \pi)) \\
&= \sum_{i \in [m]} \sigma_i (w, \pi) \log \left( \frac{\sigma_i (w, \pi)}{\sigma_i (\pi^*_{PB}, \pi)} \right) \\
&= \sum_{i \in [m]} \sigma_i (w, \pi) \log (m \sigma_i (w, \pi)).
\end{align*}
\]

We want to minimize this objective, which indicates that we want to minimize the entropy of \( \sigma (w, \pi) \) and maximize the cross entropy between \( \sigma (w, \pi) \) and \( \sigma (\pi^*_{PB}, \pi) \). This objective has its minimum value of zero on all the points on the line defined in (9).

The way to minimize the objective \( \text{h}_{\text{KL}} \) in (13), in addition to the main objective vector \( \mathbf{h} \), is to add it as another objective to the objective vector and have an \( m + 1 \)-dimensional vector to minimize. Using this approach we make sure that at each step we find a direction that is descent for all the objectives in \( \mathbf{h} \) as well as \( \text{h}_{\text{KL}} \). Hence, in general, we consider the following objective vector as the main vector to minimize for our problem:

\[
\text{h}_{\text{PB}} (w, \pi) = [h_1 (w), \ldots, h_m (w), \text{h}_{\text{KL}} (w, \pi)] \in \mathbb{R}^{m+1},
\]

where \( \text{PB} \) in \( \text{h}_{\text{PB}} \) stands for a preference-based objective with the preference vector indicated by \( \pi \). To minimize this vector, we need to compute the gradient of the \( \text{h}_{\text{KL}} \) at each iteration, similar to other objectives indicated in (6). The following proposition computes this gradient for this problem.

**Proposition 1.** The gradient vector of the objective \( \text{h}_{\text{KL}} (w, \pi) \) with respect to any arbitrary solution point \( w \in \mathbb{R}^d \), is denoted by \( \mathbf{g}_{\text{KL}} (w, \pi) \in \mathbb{R}^d \) has the following form:

\[
\mathbf{g}_{\text{KL}} (w, \pi) = \nabla_w \text{h}_{\text{KL}} (w, \pi) = \sum_{i \in [m]} \lambda_i \mathbf{g}_i
\]

s.t. \( \lambda_i = \pi_i \sigma_i (w, \pi) (\log (m \sigma_i (w, \pi)) - \text{h}_{\text{KL}} (w, \pi)) \),

where \( \mathbf{g}_i, i \in [m] \) are the gradients of objectives in the objective vector \( \mathbf{h} \).
The form of the gradient direction for $h_{KL}$ indicated by Proposition 1 shows that similar to the descent direction of the main objective vector $h$, this gradient is a linear combination of objective's gradients. We will use this gradient direction in our algorithm to minimize the loss for the preference-based objective.

In general, minimizing the preference-based objective vector $h_{PB}$ would converge to the desired point $w_{PB}^*$, however, there are two cases depending on the position of the initial point in the problem that might not be able to converge to that desired solution. These two cases happen when (I) the initial solution is too close to the preference line defined in (9); or (II) it is far away from the desired solution $w_{PB}^*$. The reason that minimizing the vector $h_{PB}$ might not converge in these two cases is that we reach a local minimizer of either of its two objectives (a point from the preference line in (9) for $h_{KL}$ or a point from the Pareto frontier of $h$) before the desired point $w_{PB}^*$. In either of these cases, the resulting descent direction would be zero and it cannot escape that point. These two situations are depicted in Figure 4(a), where the model converges to either $w_1$ or $w_{II}$ for cases I and II, respectively. Hence, we need to develop an algorithm to address such cases. It is worth mentioning that, even in these two cases the algorithm is converging to a stationary point of the preference-based objective $h_{PB}$, which is in line with the theoretical results. However, since the goal is to reach a desired point on the Pareto frontier of $h$, these stationary points are not satisfying that goal.

We design Algorithm 2 that introduces Preference-Based Pareto Descent Optimization (PB-PDO). In this algorithm, the user determines a preference vector $\pi$ over the set of different objectives we have, and the algorithm finds the best $w_{PB}^*$ on the Pareto frontier of $h$ that satisfies the condition in (8). To avoid the two cases described before we need to adaptively define our set of objectives for finding the descent direction at each iteration. In general, our algorithm at each iteration finds a descent direction $d = \nabla \Psi (h_{PB} (w, \pi), \alpha^* (w))$, where $\alpha^* (w)$ is determined similar to (6), for the objective vector $h_{PB}$. If either of the following conditions met, which are indicators of the aforementioned cases, we will tune our objective vector and accordingly its descent direction, to escape those points toward the desired point:

1. The first case happens when we reach a point on the preference line in (9), other than the desired point on the Pareto frontier $w_{PB}^*$. The reason is that the initial point is close to the preference line (see Figure 4(a) and the trajectory from $w_0$ toward $w_1$). For this point we have $g_{KL} = 0$, however, this point is not on the Pareto Frontier of the main objective vector $h$. It is worth noting that this point is a stationary point of $h_{PB}$, however, it is not a stationary point of $h$. Thus, whenever we have:

$$\|g_{KL} (w, \pi)\| \leq \epsilon_1,$$

where $\epsilon_1$ is a small positive constant.
we use the main objective vector $h$ instead of the preference-based one $h_{PB}$, to find the descent direction. This would help us to reach a point from the Pareto frontier of $h$ before reaching the preference line. In this condition, $\epsilon_1$ is a small arbitrary threshold. See Figure 4(b) and the trajectory from $w_0$ toward $w_{PB}^*$, where using this condition would not allow the model to reach a point on the preference line before touching the Pareto frontier of $h$.

(II) The second case happens when we reach a point from the Pareto frontier, before the desired point $w_{PB}^*$ that satisfies the condition in (8). This scenario occurs when the initial solution is far away from the desired point, and hence, using descent directions would get us to a point from the Pareto frontier sooner than that desired point (see Figure 4(a) and the trajectory from $w_1$ toward $w_{PB}^*$). In this case, when we reach a point from the Pareto frontier, the $\ell_2$-norm of the descent direction would be almost zero since the point is a stationary point of the main objective vector $h$. However, since the $h_{KL}$ is not minimized yet, the $\ell_2$-norm of its gradient $g_{KL}$ is large. Therefore, the case happens when we have:

$$\frac{\|d\|}{\|g_{KL}(w, \pi)\|} \leq \epsilon_2,$$

where $\epsilon_2$ is a small arbitrary threshold. Whenever the condition in (17) is met, which means that we reach such a point, instead of using the descent direction from one of the objective vectors ($h$, or $h_{PB}$), we only use $g_{KL}(w, \pi)$. This means that we are only minimizing $h_{KL}$. This case, in fact, is beneficial for tracing the Pareto frontier, which we elaborate on later. In Figure 4(b), the trajectory from $w_1$ toward $w_{PB}^*$ shows that using this approach we can trace points from the Pareto frontier of the main objective $h$.

The full procedure is defined in Algorithm 2. It is worth mentioning that it is crucial to have $h_{KL}$ in our objective vector to gets us as close as possible to the preference line and speed up the convergence. In practice, if we do not include it
and the initial point is far away from the preference line we might not be able to converge to the desired point. Now, the following remarks regarding the novelities of the proposed algorithm (PB-PDO) over previous methods and how to trace points from the Pareto frontier are in order.

**Remark 2.** The proposed algorithm (PB-PDO), despite some of the previous approaches, does not require the minimizers of individual objectives. Also, since the preference vector is not bounded to a simplex, the ratio between preference values of different objectives could be any arbitrary positive number. Hence, this approach can be applied to objectives with different scales, which was a limitation for some other approaches. Finally, this algorithm only uses first-order information to reach the desired point and traverse the Pareto frontier, which is a huge computational advantage over similar counterparts.

**Remark 3.** Using the proposed algorithm (PB-PDO), we can traverse points on the Pareto frontier, which is missing from other preference-based approaches such as [47, 52]. The closest approach to ours [52] uses ascent directions in some iterations to reach the desired point, and hence, needs to set some constraints to avoid divergence. Their approach makes sure that does not touch the Pareto frontier before reaching that desired point. However, our approach, using only descent directions, not only converges to the desired point but also able to trace points on the Pareto frontier. The comparison between these two algorithms as well as Algorithm 1 (PDO) is depicted in Figure 5.

To find points from different parts of the Pareto frontier using the proposed algorithm we can set different preference vectors and run the algorithm several times. Then, by choosing non-dominating points in the trajectories of these runs, we can extract points from different parts in the Pareto frontier. For instance, for the Adult dataset (description in Section 5), by running PB-PDO for only 10 times using different preference vector each time we can extract its Pareto frontier as in Figure 6. In this experiment, we use gender as the sensitive feature and equality of opportunity as the fairness loss per its definition in (4). For more results on extracting Pareto frontier refer to Section 5.

### 4 Convergence Analysis

We now turn to analyzing the convergence of the proposed algorithm. To prove the convergence of the bilevel optimization introduced in (6), we first need to discuss the effect of the approximation of the inner level’s solution on that of the outer level. Because we are solving both levels with gradient descent, a residual error from the inner
level will be propagated through the outer level updates. Before diving into the convergence analysis, we indicate the assumptions used in the analysis. The first set of assumptions is related to the outer-level objective function, which is the weighted sum of objective functions in vector optimization of HRIN assumptions used in the analysis. The first assumption is related to the outer-level objective function, which is the condition number of function $\Phi (h(w), \alpha)$.

Assumption 1.a. Objective functions $h_i(w), i \in [m]$, are bounded by a constant $D_h = \max_{w \in W} \|h(w)\|$. 

Assumption 1.b. Objective functions $h_i(w), i \in [m]$, are differentiable and have bounded gradients of $\|g_i(w)\| \leq B_h, \forall i \in [m]$. 

Assumption 1.c. Objective functions $h_i(w), i \in [m]$, are smooth with Lipschitz constant of $L_i, i \in [m]$. That is, for every $w_1, w_2 \in W$ and for every $i \in [m]$, we have:

$$\|\nabla h_i(w_1) - \nabla h_i(w_2)\| \leq L_i \|w_1 - w_2\|. \tag{18}$$

Now, we elaborate on the set of assumptions for the inner level objective function $\Phi (h(w), \alpha)$ as follows:

Assumption 2.a. By having $m < d$, the inner-level objective function $\Phi (h(w), \alpha)$ is strongly convex by parameter $\mu$. That is, $\nabla^2_{ww} \Phi (h(w), \alpha) \geq \mu I$.

Assumption 2.b. The inner objective function $\Phi (h(w), \alpha^*(w))$ is smooth with Lipschitz parameter $L_\Phi$. That is, for every $w_1, w_2 \in W$, we have:

$$\|\nabla \Phi (h(w_1), \alpha^*(w_1)) - \nabla \Phi (h(w_2), \alpha^*(w_2))\| \leq L_\Phi \|w_1 - w_2\|. \tag{19}$$

Assumption 2.c. The second-order derivative of the inner-level objective $\nabla^2_{w\alpha} \Phi (h(w), \alpha)$ is $L_{w\alpha}$-Lipschitz continuous and bounded by $\|\nabla^2_{w\alpha} \Phi (h(w), \alpha)\| \leq H_\Phi$.

The last assumption for the inner-level objective is being commonly used by other machine learning and optimization frameworks in [57, 32, 61, 26]. Now, using these assumptions, we turn into the convergence analysis of Algorithm 1. First, we should bound the error on the solution of the inner level.

Lemma 2. Let $\Phi (h(w), \alpha)$ be a strongly convex and smooth function with respect to $\alpha$ with $\mu_\Phi$ and $L_\Phi$ as its strong convexity and smoothness parameters, respectively. Then, if the inner learning rate is $\rho \leq \frac{2}{L_\Phi}$, the solution found by the inner level of Algorithm 1 after $K$ updates is bounded by:

$$\|\hat{\alpha}^{(t)} - \alpha^*(w^{(t)})\|^2 \leq \exp \left(-\frac{K}{\kappa}\right) \|\alpha^{(0)} - \alpha^*(w^{(t)})\|^2, \tag{20}$$

where $\alpha^*(w^{(k)})$ is the optimal weights for point $w^{(k)}$ and $\kappa = \frac{\mu_\Phi}{L_\Phi}$ is the condition number of function $\Phi (h(w), \alpha)$. 

Figure 6: Pareto frontier extracted for the Adult dataset using the proposed PB-PDO algorithm with logistic regression as the main loss. It shows the trade-off between empirical risk and the fairness loss (equality of opportunity) defined in (4). We run PB-PDO for 10 times each with different preference vector, and it results in more than $15K$ non-dominated points on the Pareto frontier for this objective vector.
Proof. This is the standard convergence rate for a strong convex and smooth function using gradient descent. For the detailed proof refer to [9].

Then, we can write the gradient of the outer level function based on the inner level using chain rule as follows:

\[
\nabla \Psi (\mathbf{h} (\mathbf{w}), \mathbf{h} (\mathbf{w}), \mathbf{\alpha}) = \nabla_w \Psi (\mathbf{h} (\mathbf{w}), \mathbf{\alpha}) + \nabla \mathbf{\alpha} \nabla \mathbf{\alpha} \Psi (\mathbf{h} (\mathbf{w}), \mathbf{\alpha}) .
\]

(21)

The issue here is that we do not have the exact value of \( \nabla \mathbf{\alpha} \), and that’s where the approximation error comes into effect. From the optimality of the inner level, which is \( \nabla \mathbf{\alpha} \Phi (\mathbf{h} (\mathbf{w}), \mathbf{\alpha}^*) = 0 \), if we take the gradient from both sides, we will have:

\[
\nabla \mathbf{\alpha}^* (\mathbf{w}) = -\nabla \mathbf{\alpha} \Phi (\mathbf{h} (\mathbf{w}), \mathbf{\alpha}^*) \left[ \nabla \mathbf{\alpha} \Phi (\mathbf{h} (\mathbf{w}), \mathbf{\alpha}^*) \right]^{-1}.
\]

(22)

This is valid for the optimal point only, but we can use this approximation on the solution point found by Algorithm 1. Then, equipped with Lemma 2, we can bound the error in this approximation for the gradient of the outer level using the following lemma.

Lemma 3 (Gradient error). Consider that the inner- and outer-level functions in optimization (6) are following the Assumptions 1.a, 1.b, 2.a, and 2.c and that the solution of the inner level is found by the Algorithm 1, then the error in the gradient of the outer-level function is bounded by

\[
||\nabla \Psi (\mathbf{h} (\mathbf{w}), \mathbf{\alpha}) - \nabla \Psi (\mathbf{h} (\mathbf{w}), \mathbf{\alpha}^*)|| \leq A_{\Psi} ||\mathbf{\alpha} - \mathbf{\alpha}^*|| ,
\]

(23)

where \( A_{\Psi} = B_{h} \sqrt{m} + \frac{D_{h} \sqrt{m}}{\mu^2} L_{w,\mathbf{\alpha}} \).

Proof. The proof is provided in Appendix C.4, where we use the equation and its approximation for non-optimal points in (22), in addition to the Assumptions mentioned above.

This lemma shows that the error in the gradient of the outer level because of an inexact solution of the inner level can be bounded by the error in the solution of the inner level, which is then bounded by (20).

In the assumptions, we did not talk about the smoothness of the outer-level function. Next, using the smoothness of each objective function separately, we show that the outer-level function is also smooth, which is deliberated by the following lemma.

Lemma 4. The outer level function \( \Psi (\mathbf{h} (\mathbf{w}), \mathbf{\alpha}) \) is smooth with Lipschitz constant \( L_{\Psi} \), that is:

\[
||\nabla \Psi (\mathbf{h} (\mathbf{w}), \mathbf{\alpha}^*) - \nabla \Psi (\mathbf{h} (\mathbf{w}'), \mathbf{\alpha}^*)|| \leq L_{\Psi} ||\mathbf{w} - \mathbf{w}'|| ,
\]

(24)

where \( L_{\Psi} = L_{\max} + \frac{H_{\alpha} B_{h} \sqrt{m}}{\mu^2} \), in which \( L_{\max} = \max \{ L_1, \ldots, L_m \} \) and \( L_i, i \in [m] \) is the smoothness parameter of the \( i \)-th objective from Assumption 1.c.

Now, equipped with Lemmas 2, 3, and 4, we can turn into the convergence analysis of the optimization in Algorithm 1. Note that, we do not have any convexity assumption for the outer-level function in our assumptions set. Hence, we consider two cases, where the outer-level function is convex or non-convex. First, we consider the case where all the objectives are convex functions. Because in \( \Psi (\mathbf{w}, \mathbf{\alpha}) \) the objectives are summed with positive weights from a simplex, \( \Psi (\mathbf{w}, \mathbf{\alpha}) \) is convex as well. Hence, we have the following theorem for the convergence of Algorithm 1.

Theorem 2 (Convex Objectives). Let \( \mathbf{h} (\mathbf{w}) = [h_1 (\mathbf{w}), \ldots, h_m (\mathbf{w})] \) be the convex objective vector that follows the properties in Assumptions 1.a, 1.b, and 1.c. Then the function \( \Psi (\mathbf{h} (\mathbf{w}), \mathbf{\alpha}) \) is a convex and smooth function with Lipschitz constant of \( L_{\Psi} \) from Lemma 4. Also, the inner function of optimization (6) has the properties in Assumptions 2.a, 2.b, and 2.c. Then, for the sequence of solutions \( \mathbf{w}^{(0)}, \ldots, \mathbf{w}^{(T)} \), generated by the Algorithm 1, by setting \( \eta \leq 1/L_{\Psi} \), we have

\[
\Psi (\mathbf{h} (\mathbf{w}), \mathbf{\alpha}) - \Psi (\mathbf{h} (\mathbf{\alpha}^*), \mathbf{\alpha}^*) \leq \frac{1}{2T} \left\| \mathbf{w} - \mathbf{\alpha}^* \right\|^2
\]

\[
+ \frac{RA_{\Psi}}{T} \exp \left( -\frac{K}{2K} \right) \sum_{t=0}^{T-1} \left\| \mathbf{\alpha}^{(t)} - \mathbf{\alpha}^* \right\| ,
\]

(25)
where $R$ is the bound on the domain of the solutions and $\mathbf{w} = \frac{1}{T} \sum_{t=1}^{T} \mathbf{w}^{(t)}$. Here $\alpha = [\alpha_1, \ldots, \alpha_m]$, and $\bar{\alpha}_i = \min_t \alpha_i^* (\mathbf{w}^{(t)})$ for $1 \leq t \leq T$ and $i \in [m]$.

Proof. The proof using convexity assumption as well as Lemmas 2, 3, and 4 is provided in Appendix C.6.

Remark 4. The convergence inequality for convex objectives in (25) has two terms. The first term is the standard convex optimization term, and the second term comes from the error in finding the solution of the inner level at each iteration of the outer level.

To achieve an $\epsilon$-accurate PEF solution for the outer level, we need to take $T = O\left(\frac{1}{\epsilon^2}\right)$ steps of gradient descent. In this setting, the error of approximation for the inner level can be intensified by increasing the number of fairness objectives $m$. This is due to $A_y = O\left(\sqrt{m}\right)$.

Whenever the objective functions of the problem are not convex, following the standard non-convex optimization, we have:

Theorem 3 (Non-convex Objectives). Let $h (\mathbf{w}) = [h_1 (\mathbf{w}), \ldots, h_m (\mathbf{w})]$ be the objective vector that follows the properties in Assumptions 1a, 1b, and 1c. Then the function $\Psi (h (\mathbf{w}), \alpha)$ is a smooth function with Lipschitz constant of $L_\Psi$ from Lemma 4. Also, the inner function of optimization (6) has the properties in Assumptions 2a, 2b, and 2c. Then, for the average squared norm of the gradient of the outer function in the sequence of solutions $\mathbf{w}^{(0)}, \ldots, \mathbf{w}^{(T)}$, generated by Algorithm 1, by setting $\eta \leq 1/L_\Psi$, we have

$$
\frac{1}{T} \sum_{t=0}^{T-1} \left\| \nabla \Psi \left(h \left(\mathbf{w}^{(t)}\right), \alpha^* \left(\mathbf{w}^{(t)}\right)\right) \right\|^2 
\leq 2 \frac{\eta T}{\Psi \left(h \left(\mathbf{w}^{(0)}\right), \alpha^* \left(\mathbf{w}^{(0)}\right)\right) - \Psi \left(h \left(\mathbf{w}^*\right), \alpha^* \left(\mathbf{w}^*\right)\right)} + \frac{L_\Psi \eta A_y^2}{T} \exp \left(\frac{-K}{\kappa}\right) \sum_{t=0}^{T-1} \left\| \alpha^{(0)} \left(\mathbf{w}^{(t)}\right) - \alpha^* \left(\mathbf{w}^{(t)}\right) \right\|^2.
$$

Proof. The proof using smoothness assumption of the outer level in Lemma 4, and also Lemmas 2, and 3 is deferred to Appendix C.7.

Remark 5. Using the convergence analysis of non-convex outer-level objective function in (26), we can bound the minimum squared norm of its gradient to be less than $\epsilon$, with taking $O\left(\frac{1}{\epsilon^2}\right)$ gradient steps. Note that, when this gradient is zero, we are in a Pareto stationary point of the problem.

5 Experimental Results

In this section, we empirically examine the efficacy of the proposed algorithms. The experiments are designed to answer the following questions:

1. How the proposed Pareto descent algorithm performs compared to a normal classifier in minimizing the empirical risk and fairness violation with a binary sensitive feature?
2. How the proposed Pareto descent algorithm performs compared to a normal classifier when there is a multiple group sensitive feature?
3. How the proposed Pareto descent algorithm performs compared to state-of-the-art algorithms for fairness-aware learning, in particular, the fairness constrained empirical risk minimization proposed in [16] and reduction to minimax optimization proposed in [1]?
4. How the proposed preference-based Pareto descent optimization can find solutions from different parts of the Pareto frontier? How it performs compared to a state-of-the-art algorithm proposed in [1]?
In all the experiments, we conduct multiple runs and report the average and the respective variance if applicable. To compare with both state-of-the-art algorithms (FERM [16] and minimax reduction [1]) we run algorithms using linear SVM as the main objective function because FERM is designed for this objective. In the fourth part, since we are finding the points from the Pareto frontier because FERM is designed for this objective. Nonetheless, our proposed algorithms are not bounded to any objective functions and can be implemented in any setting.

**Datasets**  We will use two real-world datasets: The Adult income dataset\(^3\) and the COMPAS dataset [2]. The metadata for these datasets is provided in Appendix D. In the Adult dataset, the goal is to predict whether the income of each person is greater or less than $50K per year, based on census data. In the COMPAS dataset, the task is to predict whether the criminal defendant would recidivate within the next two years or not based on historical data. In both datasets, the positive outcome (have income more than $50K per year in the Adult dataset or not recidivate within the next two years in the COMPAS dataset) is considered beneficial. In the Adult dataset, we have two sensitive features, gender, and race, where gender is a binary feature, while race in this dataset is a multiple-group feature with 5 categories. In the COMPAS dataset, also, we have two sensitive features, sex, and race, both of which are binary sensitive features.

**Binary sensitive feature: Pareto vs. Normal**  In the first set of experiments, we examine the effectiveness of the proposed algorithm in satisfying the Pareto efficient equality of opportunity as defined in Section 2.2. Note that, under this condition, the goal is to achieve equal true positive rates among sensitive groups. We apply Algorithm 1 to the Adult dataset with gender as the sensitive feature and also the COMPAS dataset with race and sex as its sensitive features. The results are shown in Figure 7 for our algorithm compared to normal training using a linear SVM, which indicates that the proposed algorithm can superbly satisfy the notion of equality of opportunity. As it can be inferred from the first column, in all three experiments the total (and also each sensitive group) accuracy for our proposed algorithm is almost the same as the normal training one. However, in the second column, we can see that our algorithm has equal true positive rates among sensitive groups, while the gap between different groups is huge for normal training. This is achieved by the proposed algorithm, with almost the same total true positive rate as the normal training except for the first one (the Adult dataset). In this case, this degradation is compensated by smaller false positive rates for the proposed algorithm compared to the normal training. Also note that the Pareto descent algorithm achieves equal false positive rates among sensitive groups, to some degree, which is not in the objectives of the equality of opportunity.

**Multiple group sensitive feature: Pareto vs. Normal**  In Figure 8, we show the results for applying the proposed algorithm to the Adult dataset with considering its multiple group sensitive feature, race. As it can be inferred, our algorithm can superbly satisfy the fairness constraints, while maintaining high accuracy close to the baseline. The figure in the middle shows that the Pareto descent algorithm achieves equal, and also higher, true positive rates among sensitive groups, though this comes at the price of slightly increasing false positive rates for them. Note that, for this case, we have 10 fairness objectives in addition to the main learning objective, which demonstrates the power of the proposed algorithm in finding an optimal point in terms of compromises between objectives. On the other hand, the applications of FERM [16] to multiple group sensitive features are not straightforward. Also, applying the minimax reduction approach [1] to multiple group sensitive features is heavily computationally expensive.

**Pareto vs. the state of the art**  From a more general perspective, the overarching goal of fairness-aware learning algorithms is to satisfy multiple objectives at the same time before, during, or after training a model. This view has been reflected as a constraint optimization problem at the algorithmic level in various approaches. In general, this optimization can be written as:

\[
\min_{w} \mathcal{L}(w; D) \quad \text{s.t.} \quad h_i(w; D) \leq \epsilon_i, \quad \forall i \in [m],
\]

where \(h_i(w; D)\) is the \(i\)th fairness constraint we required to satisfy. In the quest for achieving fairness using constrained optimization in (27), two well-known studies by [16] and [1] introduced their frameworks using different methods. They

\(^3\)https://archive.ics.uci.edu/ml/datasets/Adult
attempted to solve this constrained optimization problem either by linear approximation of their constraints or forming the Lagrangian function to solve the saddle point minimax problem. In the latter, [1] used a grid search technique for binary sensitive feature problems to find the best weights for constraints in the Lagrangian objective. The greatest challenge in these approaches is to set the violation parameter $\epsilon_i$ for each fairness constraint in the optimization. Also, finding the weights for each constraint in these approaches does not guarantee the Pareto efficiency of the solution. Not to mention the high computational demand of approaches such as grid search in [1].

Now, we can compare the results generated with Algorithm 1 with these two state-of-the-art algorithms for satisfying fairness measures, known as FERM [16] and minimax reduction [1]. To compare with both, we run the experiments using a linear SVM loss function since FERM is designed for this loss function. We also use the DEO to show fairness measures in addition to accuracy on the test dataset. Table 1 summarizes the results we got from applying a normal linear SVM without fairness constraints, FERM linear SVM, minimax reduction on linear SVM, and our algorithm with gradient descent implementation of SVM. For the minimax reduction algorithm [1], each grid search learns 100 different classifiers, and the best non-dominated ones are selected. The numbers reported in Table 1 are the average of best non-dominated points for several grid-search runs in terms of DEO. Overall, it shows that our algorithm can achieve a superb DEO compared to FERM and minimax reduction while having a better accuracy as well. The results show that in all three datasets our algorithm’s results dominate the solution of both state-of-the-art algorithms.

**Pareto frontier: Pareto vs. Minimax Reduction** [1] Using the proposed algorithm PB-PDO, we can extract the points from the Pareto frontier of the vector objective we are minimizing. In [1] also, authors claim that using their approach they can find some points from the Pareto frontier of the problem. However, they are in fact extracting some
Figure 8: Adult dataset with race as its sensitive feature, which has 5 groups. In this case, our proposed algorithm can superibly satisfy the property of Pareto equality of opportunity, even though we have 11 objectives in the minimization. The groups are AIE: Amer-Indian-Eskimo, API: Asian-Pac-Islander, B: Black, O: Other, W: White, and T represents the total.

| Adult (gender) | COMPAS (sex) | COMPAS (race) |
|----------------|--------------|---------------|
| Acc | DEO | ACC | DEO | ACC | DEO |
| Normal | 0.8123 | 0.2615 | ±0.0058 | ±0.0269 | 0.6037 | 0.2643 |
| FERM [16] | 0.7937 | 0.0173 | ±0.0489 | ±0.0724 | 0.5862 | 0.0877 |
| Minimax Reduction [1] | 0.7748 | 0.0335 | ±0.0047 | ±0.0230 | 0.5833 | 0.0264 |
| PDO (ours) | 0.7969 | 0.0019 | ±0.0025 | ±0.0216 | ±0.0293 | ±0.0117 |

Table 1: Comparison of the proposed PDO algorithm with FERM [16] and the minimax reduction [1]. Experiments are repeated multiple times with reporting the average and variance. Blue colors show the best results for the DEO measure, which in all cases belong to the proposed Pareto descent algorithm. Moreover, in terms of accuracy, the Pareto descent algorithm outperforms both state-of-the-art algorithms.

non-dominated points from multiple runs of their algorithm that are not necessarily on the Pareto frontier. In this part, we show how our algorithm performs on extracting the Pareto frontier and compare it to the points found by the minimax reduction approach. We run the PB-PDO algorithm 10 times, for each dataset and each time with different preference vector, then we find the points that are not dominated in the trajectory. We set both \( \epsilon_1 \) and \( \epsilon_2 \) to \( 1e^{-2} \) for the PB-PDO in all algorithms. For the minimax reduction, we run their algorithm to learn 200 classifiers and then find the non-dominated points for reporting.

We apply these algorithms to linear SVM and logistic regression. Figure 9 shows the results for applying both algorithms using linear SVM on the Adults dataset with gender and COMPAS with sex and race as their sensitive features. Figure 10 shows the same results for both algorithms using logistic regression. In both figures, the first column is showing the trade-off between the main loss and the fairness loss (here equality of opportunity as defined in (4)). The proposed PB-PDO algorithm is training the Pareto frontier for this trade-off. Then, we map the points on this space (loss-loss) to the error versus DEO space. It is worth mentioning that this mapping is from a continuous space to a non-continuous one, and hence, we will lose some of the points as they map to the same point or getting dominated by other points in the error-DEO space. This is exacerbated when the dataset is smaller like the COMPAS dataset. The second and the third columns are showing this mapping on the training and test dataset, respectively. From the results in Figures 9 and 10, it is clear that almost all the points found by the minimax reduction approach as their non-dominated solutions are dominated by the points found by our proposed Pareto descent optimization approach. Also, an interesting observation in Figure 9, last row for the COMPAS dataset with race as a sensitive feature, is that there is almost no trade-off between accuracy and DEO. Hence, we can decrease the error rate without too much increase in DEO.
Figure 9: Comparing the Pareto frontier extracted by our proposed algorithm $PB$-$PD0$ and the minimax reduction algorithm introduced in [1] using linear SVM as the loss function. We apply these algorithms on the Adult dataset with gender and the COMPAS dataset with sex and race as their sensitive features. The first column is the Pareto frontier on the trade-off between the main loss and the fairness loss (equality of opportunity as in (4)). We map this Pareto frontier to the error vs. DEO trade-off for both training and test datasets on the second and the third columns, respectively. Our proposed algorithm outperforms and dominates almost all the solutions found by the minimax reduction approach.

6 Additional Related Work

Achieving a “fair” classifier is becoming the main propulsion of an expanding line of research, trying to define an all-inclusive definition for fairness and quantify it in the learning task. A notable attempt in this field by Hardt et al. [28] introduced Equalized Odds and Equality of Opportunity in the context of supervised learning. However, there is not a consensus on the definition of fairness in algorithmic decision-making systems. Besides, there has been asserted that some of the current well-known definitions of fairness cannot be satisfied simultaneously [44]. Nevertheless, the efforts in this field, in general, can be categorized as either mitigating the effect of biases on protected groups or individuals in current decision-making systems or modeling the long-term effect of the former methods [49, 40, 50]. In this research, we are dealing with the former category. Being rife with various notions and viewpoints of fairness, we summarize some key research in this field, related to our framework as follows.

Individual Fairness. One worldview of the fairness problem is that similar individuals in the input features’ space, should have similar outputs in the decision space [24]. Following this rule, Dwork et al. [20] introduced the individual notion of fairness by using task-specific similarity metrics that can be enforced like a Lipschitz continuity constraint to the classifier. However, Friedler et al. [24] introduces another worldview, called structural bias, in which it applies to many real-world societal applications. Most of the cases, the bias, culturally or historically, has affected a group of
Fairness-Accuracy Trade-offs. The trade-offs between accuracy, as the main learning objective, and different fairness measures have been investigated widely in different studies. In Blum and Stangl [6], authors introduce two
models for the bias source in data, namely, under-representation and labeling bias. They argue that the ERM with equality of opportunity constraint under these forms of biases can achieve the Bayes optimal classifier. Although Hu and Chen [31] suggests that minimizing ERM constrained to fairness objectives might not satisfy the Pareto principle for group welfare, but the group welfare was not in the objective of the optimization problem in the first place. Hence, that is possible that a defined group welfare might not be satisfied with this optimization unless its objective is added to the optimization. In Wick et al. [64], authors discuss that fairness objectives might be in accord with the main learning objective in a semi-supervised learning scenario, however, this is not generalizable to a supervised setting. Recently in [43], using confusion tensor of different notions of fairness in a binary classification, authors show the trade-offs between the predictive performance of a model and fairness objectives, as well as between fairness objectives themselves. The trade-off between accuracy and equality of opportunity is investigated in Dutta et al. [17], where they showed that because of noise on the underrepresented groups this trade-off exists. Then, they provide an algorithmic solution to find an ideal distribution where accuracy and equality of opportunity are in accord.

**Incompatibility of Notions.** Introducing numerous definitions and notions for fairness problem raise this critical question of which one is the most inclusive. Despite the quest for finding the best notion for fairness, Kleinberg et al. [44] and Chouldechova [12] discuss that some of the mainstream and widely used notions of fairness are incompatible; unless there are some unrealistic assumptions about the classifier or data. Even if the notions are compatible, there might be trade-offs between different notions of fairness that make it impossible to have them all satisfied at once, in addition to the trade-offs between these notions and accuracy.

**Pareto Fairness.** Dealing with the aforementioned trade-off between any fairness notion and the main learning objective, a conspicuous solution is to find the point that has the most desirable compromise between those objectives. Such a point is called a Pareto efficient point, named after Italian economist Vilfredo Pareto [56]. From the outset of this awareness on fairness measure in decision-making algorithms, finding a Pareto efficient point was an indisputable goal [67, 30, 3]. However, there has not been a unified framework to define the Pareto efficiency in the context of fairness problems, nor how to achieve it in general. Kearns and Roth [41] in a chapter named "from Parity to Pareto" discuss why it is necessary to achieve a Pareto efficient point in this setting, rather than statistical parity. Perhaps the closest one to our proposal in finding the Pareto efficient solutions for fairness problems is [3]. However, their objectives are completely different from ours, where they consider two objectives and want to satisfy a balanced accuracy for each group with respect to their best accuracy they can achieve alone. Hence, they are finding a Pareto efficient point, totally different from ours, by introducing a new notion for fairness. This measure, a.k.a. Chebychev measure, has been studied for unsupervised methods [37, 62], but it is not common in supervised ones, where the target values are available. On the other hand, our proposal is not introducing a new fairness notion, yet it can be applied to any existing fairness measure. Moreover, their proposed method is for an unbalanced skewed dataset with respect to different sensitive groups, which is only one form of biases in the fairness domain [6], while our approach is agnostic to the bias source. Finally, they do not provide any convergence analysis for their algorithm, which makes their approach more heuristic.

**Bilevel Optimization.** In this article, we lay the groundwork for Pareto efficiency in the fairness domain, and propose a proper multi-objective optimization. To solve it and guarantee the convergence to a Pareto efficient point, we will cast the problem as a bilevel programming. Bilevel programming is a well-known optimization framework that has two levels, inner and outer. In this setting, a solution of the inner problem is used to solve the outer problem. Bilevel optimization is based on a renowned two-player game, called the Stackelberg game [5]. In this game, two players are called leader and follower, and they both want to minimize their specific objective functions. Recently, there has been a surge in the applications of this optimization problem, such as in hyperparameter optimization [23, 58], class imbalance problem [38, 33, 35, 34], or modeling different meta-learning approaches [38, 36, 21, 61].
7 Conclusions & Future Work

This paper advocates the notion of Pareto efficient fairness in dealing with fairness problems, and to achieve the optimal trade-offs between accuracy and other fairness criteria. By casting the fairness problem as a multi-objective optimization task and introducing Pareto descent optimizer, we can efficiently surpass existing methods for satisfying fairness criteria without significantly degrading the accuracy. We showed that other notions of fairness can be reduced to the notion of Pareto fairness effortlessly, making the Pareto descent algorithm applicable to a range of fairness problems. Moreover, using our proposed framework finding PEF solutions from desired parts of the Pareto frontier of the problem is straightforward.

Besides, this paper leaves a few interesting directions worthy of exploration. The proposed algorithm is based on a gradient descent method. While the stochastic version is evident, a thorough convergence analysis for such methods is required. Also, it is interesting to understand the feasibility of different fairness criteria in the context of Pareto efficiency fairness, and how they are affecting the overall loss.
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A Pareto Frontier: Solution Methods and Geometry

In this part, we discuss some preliminary notions related to multiobjective optimization that can be useful for the rest of the manuscript.

A.1 Preliminaries

The notion of optimality in a scalar optimization is straightforward. To have a similar notion in a multiobjective optimization, we need the definition of dominance between two arbitrary solutions of vector-valued functions (e.g., see Miettinen [56]). For a single-objective optimization we can compare two solutions based on their scalar value objective functions. In a multi-objective setting, similarly, we can define the notion of dominance as follows:

**Definition 2 (Dominance).** Consider a vector-valued objective function \( h : \mathbb{R}^d \rightarrow \mathbb{R}^m \) with \( m \) objectives \( h(w) = [h_1(w), \ldots, h_m(w)]^\top \). We say the solution \( w_1 \) dominates the solution \( w_2 \) if \( h_i(w_1) \leq h_i(w_2) \) for all \( 1 \leq i \leq m \), and \( h_j(w_1) < h_j(w_2) \) for at least one \( 1 \leq j \leq m \). We denote this dominance as:

\[
h(w_1) \prec_m h(w_2). \tag{28}
\]

In Definition 1, we defined the notion of Pareto efficient fairness. Now, we can characterize the existence of a PEF solution for a given problem with fairness objectives. In particular, the following theorem provides a necessary condition for the existence of a PEF solution.

**Theorem 4.** Let \( h(w) = [h_1(w), \ldots, h_m(w)]^\top \) be the objective vector we ought to minimize. If the individual functions are bounded below, i.e., \( h_i(w) \geq C, \forall i \in [m], w \in \mathcal{W}, \text{ and } C \in \mathbb{R} \), then the set of Pareto efficient fair solutions is non-empty.

Before formally proving the existence of Pareto efficient fair solution as stated in Theorem 4, we would like to further elaborate on its implications. We remark that the condition described in Theorem 4 is about whether a Pareto efficient fair solution exists for a problem. Hence, there might be some extreme cases, where this solution does not exist or is not good enough. For instance, when objectives are completely contradicting each other but they are bounded below, a PEF solution exists but can be far away from the optimal point of each objective. Noting the inherent conflict between the fairness and accuracy measures, our ultimate goal is to find the optimal trade-off between these two measures. Thus, in most cases, with bounded objectives, well-defined PEF solutions exist and can be extracted. The following example will brighten the condition in Theorem 4 with two extreme cases where a PEF solution does not exist, and where it exists, but not well-defined.

![Figure 11: Value of \( h_1(w) \) versus \( h_2(w) \) for different \( w \)s for arbitrary parameters in Example 2.](image-url)
Example 2. (a) Consider that we have two objectives to satisfy and the parameter space is a single dimension space \( w \in W \subseteq \mathbb{R}^1 \). Then, consider that the objectives are linear functions in the form of \( h_1(w) = aw + b \) and \( h_2(w) = cw + d \), where \( a, b, c, \) and \( d \) are constants with \( a, b > 0 \). Next, the relationship between the two objectives are:

\[
h_2(w) = \frac{c}{a} h_1(w) + \frac{ad - bc}{a}.
\]

Since, both the objectives are not bounded, when we want to minimize both together, we are not able to find a point that cannot be dominated by other points. This situation is depicted in Figure 11(a), for \( a = 2, b = 3, c = 4, \) and \( d = -2 \). As can be inferred, for every chosen point like \( w_i \), there exists a \( w \) that dominates it. Meaning, for objective vector of \( h(w) = [h_1(w), h_2(w)]^T \), we have \( h(w) \prec_m \ldots \prec_m h(w_3) \prec_m h(w_2) \prec_m h(w_1) \); hence, the set of PEF solutions would be empty.

(b) Now, consider that we have two objectives in a single dimension parameter space with the form of \( h_1(w) = w^2 \) and \( h_2(w) = 1/w^2 \). This means that both objectives are bounded below, but completely contradicting each other. In terms of the objectives, they have the relationship of:

\[
h_2(w) = \frac{1}{h_1(w)}, \quad h_1(w) > 0 \quad \forall w \in W.
\]

In this extreme case, all the points belong to the Pareto frontier because they cannot dominate each other as depicted in Figure 11(b). Thus, the PEF solution set is not well-defined.

Now we can prove Theorem 4 as follows:

**Proof.** To prove the existence of a PEF solution, we define an auxiliary function and establish the conditions that guarantee the existence of the optimal solution. To this end, consider the following function defined at any point \( w \in W \):

\[
\Omega(w; \bar{w}) \triangleq \sum_{i=1}^{m} h_i(w)
\]

s.t. \( h(w) \prec_m h(\bar{w}) \). \hspace{1cm} (29)

Any feasible solution to \( \arg \min_w \Omega(w; \bar{w}) \) yields a solution that is as good as \( \bar{w} \). Therefore, solving the above optimization results in solutions (if any exists) that are better than \( \bar{w} \).

Now, we turn to characterizing the existence of a PEF solution as optimal solutions of the auxiliary problem defined in (29). First, it is easy to see by a simple contradictory argument that any efficient solution \( w^* \) should be an optimal solution to \( \arg \min_w \Omega(w; w^*) \), i.e., \( w^* \in \arg \min_w \Omega(w; w^*) \), with the function value of \( \sum_{i=1}^{m} h_i(w^*) \). Of course, this can be utilized as an efficiency check (i.e., any efficient solution \( w^* \) should belong to the solution set of auxiliary function defined at that point \( \arg \min_w \Omega(w; w^*) \)). We also note that, if \( w^* \) is an optimal solution to \( \Omega(w; \bar{w}) \), for a given point \( \bar{w} \), then \( w^* \) is efficient and we have:

\[
h_i(w^*) \leq h_i(\bar{w}), \quad i = 1, \ldots, m.
\]

Therefore, if \( \bar{w} \) is not in the optimal solution set of \( \Omega(w; \bar{w}) \), then, any optimal solution to \( \Omega(w; \bar{w}) \) would be efficient and better than \( \bar{w} \), i.e., \( \sum_{i=1}^{m} h_i(w^*) \leq \sum_{i=1}^{m} h_i(\bar{w}) \). This can be easily shown by contradiction.

Equipped with the above auxiliary function and understanding the basic facts about its solution set, we only left with finding suitable conditions that guarantee the existence of optimal solutions of \( \Omega(w; \bar{w}) \). Indeed, for any \( \bar{w} \in W \), the minimization of the function in (29) has an optimal solution, i.e. \( \bar{w} \), if the individual functions \( h_i(\cdot), \quad i = 1, \ldots, m \) are lower-semicontinuous over \( W \), and if the set \( \{ w \in W; h_i(w) \leq h_i(\bar{w}), \quad \forall 1 \leq i \leq m \} \) is compact. This holds when the constraint set is compact and the functions are continuous or bounded below as stated in the theorem 4.

\footnote{We note that, an arbitrary function \( h : \mathbb{R}^d \to [-\infty, +\infty] \) is lower-semicontinuous throughout \( \mathbb{R}^d \) if the set \( \{x|h(x) \leq \varepsilon \} \) is closed for every \( \varepsilon \in \mathbb{R} \) or the epigraph of \( h \) is closed set in \( \mathbb{R}^{d+1} \). Obviously, this condition holds for any convex function.}
We note that, when $\Omega(\omega; \bar{\omega})$ is unbounded below (i.e., achieving value $-\infty$), or it is finite but not attainable by any feasible solution, then no optimal solution exists. To see the former case, we consider the case that $\Omega(\omega; \bar{\omega}) = -\infty$ for some $\omega, \bar{\omega} \in \mathcal{W}$. Now, using the optimization problem of the function in (29), we write its dual problem as:

$$d(\omega) = \sup_{\lambda \in \mathbb{R}_+^m} \inf_{\omega \in \mathcal{W}} \sum_{i=1}^m h_i(\omega) + \lambda^\top (h(\omega) - h(\bar{\omega})),$$

(31)

where $\lambda$ is the dual parameter. Based on the weak duality theorem we know that we will have $d(\omega) \leq h(\omega)$ for every $\omega$. Then, if we have the objectives are not bounded below, we can have $h(\omega) = -\infty$ for some $\omega \in \mathcal{W}$, which implies that the dual problem also achieves a $-\infty$ and becomes infeasible. However, as long as the primal problem is feasible, a duality gap exists which in turn implies the efficiency of the primal solution—meaning that the primal solution is Pareto efficient by the definition of the auxiliary optimization problem.

Putting all together, we conclude that when the individual functions are bounded below and the constraint set is compact, then the solution set of auxiliary function is non-empty which immediately implies the existence of an efficient solution. We not that these conditions can be relaxed to include other families of vector-valued optimization problems, but here we only focused on the characteristics that govern the optimization problem for finding a PEF solution.

A.2 Pareto frontier

The set of all feasible Pareto efficient points in a multiobjective optimization problem is called Pareto Frontier. In most problems, finding a Pareto efficient point is not enough, and we need to extract the set of these points in order to better understand the relationship between the conflicting objectives for a more rationale decision. Although extracting points on the Pareto frontier of a multiobjective optimization has been investigated vastly in different domains [29], this is still a challenging problem. These algorithmic efforts can mainly be categorized into four different groups (beside heuristic approaches). In this part, we first describe each of these four categories, and then discuss the geometrical characteristics of the Pareto frontier and how the points on this set can be related to the weights of the objects in the optimization problem.

The main four groups of algorithmic approaches for extracting Pareto frontier points are as follows:

**Normal Boundary Intersection (NBI).** This approach has been proposed by [15] to find evenly distributed points on the Pareto frontier and address the problem of different scales in the objectives by previous methods. In this method, we need to adjust each dimension of the objective vector with the respective global minimum of that objective, hence their minimum values translate to zero. Next, they need to find points on the convex hull of individual minima from different objectives. Using the points and the normal vector of this convex hull toward the origin, they solve an optimization problem to move from those points along the normal vector until they reach a point from the feasible set boundary. The resulting solutions are stationary points of the objective vector. The main drawback of this approach is that finding the global minimum of each objective is computationally expensive. More importantly, finding the solutions in the parameter space corresponding to the points from the mentioned convex hull in the objective space is not trivial.

**Geometrical Exploration.** There are several different geometrical strategies to find points from the Pareto frontier set, given we already found one. These methods rely on the geometrical properties such as rank condition on the Hessian matrix of the Pareto frontier and use it to traverse it, starting from a point in that set. In [29], the author elaborates on these properties in detail and propose two different Homotopy strategies. One of them is the local exploration of the Pareto frontier using a linear program based on Jacobian and Hessian matrices of the objectives. In [51], the authors used the same idea and propose an algorithm to solve this linear program, to trace points on the Pareto frontier. Using second-order information of the stationary points, especially in high-dimensional problems with a high number of objectives is not computationally feasible.

**Weight Perturbation.** The second geometrical idea from [29] is weight perturbation. As it was mentioned in the previous section, there is an ordering relationship between mixing weights $\alpha_i$, $i \in [m]$ of the final solution and the
location of that solution on the Pareto frontier. In [29], the author used the same idea and proposed an algorithm to find nearby points on Pareto frontier by perturbing the mixing weight of the stationary point found by other algorithms like our Algorithm 1. Similar to the previous approach, the second-order information needed for this algorithm to work is disadvantageous.

**Preference-based solutions.** A novel class of approaches to find points on the Pareto frontier on the specified part of the objective space are called preference-based methods. These approaches use a predefined preference vector over different objectives. The value of each objective’s preference with respect to other objectives’ shows how much we want to be close to the minimum value of that objective compared to other objectives’ in the Pareto frontier. In [47], authors use different preference vectors to segment the Pareto frontier into equal parts, and then, design an optimization problem to enforce the final solution of each run to fall in one of those desired parts. By repeating this algorithm they can find evenly distributed points from different parts of the Pareto frontier. However, their approach heavily depends on the location of the initial solution. Recently, in [52], authors use the preference vector and design an optimization to converge to a single specific point from the Pareto frontier.

### A.3 The geometry of Pareto frontier

In this section, we investigate the geometrical characteristics of the Pareto frontier curve. For a simple case of bi-objective optimization, where the Pareto frontier curve of these two objectives is smooth and convex we can have the following property:

**Proposition 2.** For a smooth and convex Pareto frontier of a vector objective, an ordering in the optimal weights, \( \alpha \), entails an ordering over their corresponding objectives.

**Proof.** To show this property on smooth and convex Pareto curves, we consider a simple case of two objectives, however, it can be easily generalized to more than two objectives. For this case, we want to find a point from the Pareto frontier. To do so, as discussed before, we minimize the scalarized version of the objectives using mixing parameters \( 1 - \alpha \) and \( \alpha \) for \( h_1 (w) \) and \( h_2 (w) \), respectively. As it was used by other studies [47, 14], we can replace \( \alpha \) by \( \frac{\sin \theta}{\sin \theta + \cos \theta} \), \( \theta \in [0, \pi/2] \), and optimize for \( \theta \) instead of \( \alpha \). Then the scalar objective we are trying to minimize for two objectives, \( h_1 (w) \) and \( h_2 (w) \), becomes:

\[
h (w) = \frac{\cos \theta \cdot h_1 (w) + \sin \theta \cdot h_2 (w)}{\sin \theta + \cos \theta}, \quad \forall \theta \in [0, \pi/2], \quad w \in W.
\]

Now, it is clear that the transformation from \( h_1 (w) \) and \( h_2 (w) \) to the new objective is a rotation by the angle of \( \theta \) following by normalization by \( \sin \theta + \cos \theta \). As can be inferred from Figure 12, it seems that the solution of the optimization is the minimum point on the curve based on the new rotated coordinate.

For two extreme points in \( \theta \), that are, \( \theta_1 = 0 \) and \( \theta_2 = \pi/2 \), the minimization objective reduces to \( h (w) = h_1 (w) \) and \( h (w) = h_2 (w) \), respectively. Hence, for these two cases, we find the minimum solution for each objective, respectively. For values between these two extremes, \( \theta \in (0, \pi/2) \), the minimum point is the tangent point of the curve with the line perpendicular to the rotated coordinate, as it is shown in Figure 12. To show that this point is the Pareto solution based on the current \( \alpha \) value, we can write down the slope of the curve on this tangent point:

\[
\frac{\partial h_2 (w)}{\partial h_1 (w)} \bigg|_{w=w_{\theta}} = \tan \left( \theta + \frac{\pi}{2} \right) = -\cot \theta = -\frac{1 - \alpha}{\alpha},
\]

then, replacing the partial derivatives with gradients of each function with respect to \( w \), we can get:

\[
\nabla h_2 (w_{\theta}) = -\frac{1 - \alpha}{\alpha} \cdot \nabla h_1 (w_{\theta})
\]

\[
(1 - \alpha) \nabla h_1 (w_{\theta}) + \alpha \nabla h_2 (w_{\theta}) = 0,
\]
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which is the condition derived from KKT conditions in (5) for the Pareto optimality of a point. Hence, it is clear that
in the case of smooth and convex Pareto curve, for each \( \alpha \) and subsequently for each \( \theta \), the Pareto efficient point is the
tangent point described above. For the two extreme points mentioned before we have:

\[
\begin{align*}
\theta_1 &= 0 \iff \alpha_1 = 1 \iff \frac{\partial h_2 (w_1)}{\partial h_1 (w_1)} = -\infty \\
\theta_2 &= \frac{\pi}{2} \iff \alpha_2 = 0 \iff \frac{\partial h_2 (w_2)}{\partial h_1 (w_2)} = 0,
\end{align*}
\]

then for every angle in between, \( \theta_1 \leq \theta \leq \theta_2 \), we have \(-\infty \leq \frac{\partial h_2 (w_\theta)}{\partial h_1 (w_\theta)} \leq 0 \), which implies the non-increasing curve.
Next, for two angles in this range, \( \theta_1 \leq \theta_3 \leq \theta_4 \leq \theta_2 \), we will have \( 1 \geq \alpha_3 \geq \alpha_4 \geq 0 \). Then, it can be easily verified
that we have \( h_1 (w_{\theta_4}) \geq h_1 (w_{\theta_3}) \) and \( h_2 (w_{\theta_4}) \leq h_2 (w_{\theta_3}) \), which entails the ordering on the objectives as well.

Although we can show this property for a convex and smooth Pareto frontier, most of the time, these conditions
are not met. Hence, the aforementioned mapping might not be valid in general, nonetheless, it can shed light on how
different weight parameters are mapped to different regions in the Pareto frontier curve. In the following sections,
we introduce our novel first-order approach for tracing points from any Pareto frontier, regardless of these conditions.

**B Reduction of Known Fairness Notions to PEF**

In addition to the Pareto efficient equality of opportunity, we show how other notions of fairness can be reduced to
PEF. In this section we show the reduction of equalized odds and disparate mistreatment to PEF as other examples of
reductions.

**Pareto efficient equalized odds** As previously stated, satisfying equalized odds requires both true positive rates
and false positive rates to be equal among all groups. We can use the same notion, to define its new variant, *Pareto efficient
equalized odds*. For satisfying equal true positive rates, we use the same objectives as (4) for Pareto efficient equality
of opportunity. To satisfy equal false positive rates among each group, we will, instead, focus on having equal true
negative rate for each group, \( \text{TN}_k = 1 - \text{FP}_k = P[y = -1|a = s_k, y = -1] \) for all \( k \in \{1, \ldots, c\} \). This condition
can be reflected using the corresponding loss, thus, we denote the set of samples for each group from negative class as
A pair of sensitive groups can be defined as \( Z \) where objectives to the objective vector \( Z \) then for any solution \( HRI \) by denoting the solution of optimization \( HVI \) by proof \( C \). Proof of Theorem 1

\[
C \begin{proof}
\end{proof}
\]

\[
\begin{align*}
\mathcal{S}_k^\ominus &= \{(x_i, a_i, y_i) \in D \mid a_i = s_k, y_i = -1, 1 \leq k \leq c\}. \text{ Then, the loss is:} \\
\mathcal{L}_k(w) &= \frac{1}{|\mathcal{S}_k^\ominus|} \sum_{(x_i, y_i) \in \mathcal{S}_k^\ominus} \ell(w; (x_i, y_i)), \quad k \in \{1, \ldots, c\}. 
\end{align*}
\]

Using (37) and similarly to true positive rates, we can define pairwise objectives to be added as additional fairness objectives to the objective vector:

\[
\mathcal{H}_{i,j}(w) = \phi \left( \mathcal{L}_i^-(w) - \mathcal{L}_j^-(w) \right), \quad 1 \leq i, j \leq c, i \neq j,
\]

where \( \phi(\cdot) \), again, is the smooth penalization function, and the objective vector that needs to be minimized is \( \mathbf{h}_{EOD}(w) = [\mathcal{L}(w), \mathcal{H}_{1,2}(w), \ldots, \mathcal{H}_{c-1,c}(w), \mathcal{H}_{c,2}(w), \ldots, \mathcal{H}_{c-1,c}(w)] \in \mathbb{R}^m_+ \), where \( m = 1 + 2 \times \binom{c}{2} \). Similarly, a solution has the property of Pareto efficient equalized odds if it belongs to the PEF solution set of the constructed vector objective \( \mathbf{h}_{EOD}(w) \) in the optimization of (2).

**Pareto efficient disparate mistreatment** Analogous to two previously reduced notion of fairness to PEF, we can define Pareto efficient disparate mistreatment. In this notion, we need to have an equal misclassification error rate among all groups in the sensitive feature. To that end, we denote the loss of each group as

\[
\mathcal{H}_{i,j}(w) = \phi \left( \mathcal{L}_i(w) - \mathcal{L}_j(w) \right), \quad 1 \leq i, j \leq c, i \neq j,
\]

\[
\text{where } \mathcal{S}_k = \{(x_i, a_i, y_i) \in D \mid a_i = s_k, 1 \leq k \leq c\} \text{ denotes each group’s set. Now, the fairness objectives for each pair of sensitive groups can be defined as:}
\]

\[
\mathcal{H}_{i,j}(w) = \phi \left( \mathcal{L}_i(w) - \mathcal{L}_j(w) \right), \quad 1 \leq i, j \leq c, i \neq j,
\]

\[
\text{to satisfy equal empirical loss on each group, in addition to the main loss. Thus, the objective vector is } \mathbf{h}_{DM}(w) = [\mathcal{L}(w), \mathcal{H}_{1,2}(w), \ldots, \mathcal{H}_{c,2}(w)] \in \mathbb{R}^m_+, \text{ where } m = 1 + \binom{c}{2}. \text{ Following the previous definitions, a solution has the Pareto efficient disparate mistreatment effect if it belongs to the PEF solution set of the optimization in (2) using } \mathbf{h}_{DM}(w).
\]

**C Missing Proofs**

In this appendix, we provide the missing proofs from main body.

### C.1 Proof of Theorem 1

**Proof.** Denoting the solution of optimization (6) by \( w^*_p \) and the set of Pareto efficient fair solutions of vector optimization (2) by \( \Omega_p \), then there would be a \( w_P \in \Omega_p \) that dominates \( w^*_p \), which means that:

\[
\begin{align*}
h_i(w_P) &\leq h_i(w^*_p), \quad \forall i \in [m] \\
h_i(w_P) &< h_i(w^*_p), \quad \text{for at least } i \in [m]
\end{align*}
\]

Then, for any \( \alpha \in \Delta_m \), we can write:

\[
\sum_{i=1}^m \alpha_i h_i(w_P) < \sum_{i=1}^m \alpha_i h_i(w^*_p)
\]

\[
\Psi(h(w_P), \alpha) < \Psi(h(w^*_p), \alpha),
\]

\[(41)\]

where it contradicts the assumption that \( w^*_p \) is the solution of optimization (6). Hence, \( w^*_p \in \Omega_p \).
C.2 Proof of Lemma 1

Proof. First, for the sake of simplicity, we use the notation of \( g^{(t)} = g(w^{(t)}) \). We define the set of feasible solutions for the inner level optimization problem in (6):

\[
\Theta(w^{(t)}) = \left\{ \sum_{i=1}^{m} \alpha_i g_i^{(t)} : \alpha_i \geq 0 \quad \forall i \in \{1, \ldots, m\}, \sum_{i=1}^{m} \alpha_i = 1 \right\}.
\]

(42)

Now, we consider the solution of the inner level optimization of (6) to be \( \alpha^* (w^{(t)}) \) for the iteration \( t \). Then the gradient of outer level can be written as:

\[
\bar{g}^{(t)} = \nabla_w \Psi \left( h \left( w^{(t)} \right), \alpha^* (w^{(t)}) \right) = \sum_{i=1}^{m} \alpha_i^* \left( w^{(t)} \right) g_i \left( w^{(t)} \right).
\]

(43)

Hence, we consider that, if (7) was wrong, then there would be at least one \( g_i^{(t)} \in \Theta(w^{(t)}) \), where \( \langle \bar{g}^{(t)}, g_i^{(t)} \rangle < 0 \). Then, we would consider the following optimization problem:

\[
\min_{\gamma \in [0,1]} \left\| (1-\gamma)g_i^{(t)} + \gamma \bar{g}^{(t)} \right\|_2^2,
\]

(44)

note that \( (1-\gamma)g_i^{(t)} + \gamma \bar{g}^{(t)} \in \Theta(w^{(t)}) \), thus, it is similar to the inner level optimization problem in (6). On the other side, based on (43), we know that \( \|\bar{g}^{(t)}\|_2^2 \) is the solution to the optimization in the inner level of (6). It shows that the function in (44) is monotonically decreasing in \( \gamma \), and the minimum happens at \( \gamma^* = 1 \). By writing the first-order condition on this point we have:

\[
2 \left( \bar{g}^{(t)} - g_i^{(t)} \right)^\top \left( \bar{g}^{(t)} + \gamma \left( \bar{g}^{(t)} - g_i^{(t)} \right) \right) \leq 0
\]

\[
\left( \bar{g}^{(t)} \right)^\top \left( \bar{g}^{(t)} - g_i^{(t)} \right) \overset{\text{(1)}}{\leq} 0
\]

\[
\|\bar{g}^{(t)}\|_2^2 \leq \left( \bar{g}^{(t)} \right)^\top g_i^{(t)},
\]

(45)

where \( \overset{\text{(1)}}{\leq} \) is resulted from using \( \gamma^* = 1 \). Inequality in (45) contradicts our assumption on \( \langle \bar{g}^{(t)}, g_i^{(t)} \rangle < 0 \). Therefore, \( \bar{g}^{(t)} \) is a descent direction for all objectives, meaning, \( -\langle \bar{g}^{(t)}, g_i^{(t)} \rangle < 0 \) for every \( 1 \leq i \leq m \). \( \square \)

C.3 Proof of Proposition 1

Proof. We start by the gradient of the Softmax function. For an input vector \( z = [z_1, \ldots, z_m] \) applying the Softmax function would yield to \( \sigma_i \triangleq \sigma_i (z) = e^{z_i} / \sum_{j \in [m]} e^{z_j}, \forall i \in [m] \). Then, it is straightforward to show the derivative of this function with respect to each input is:

\[
\frac{\partial \sigma_i}{\partial z_j} = \begin{cases} \sigma_i (1 - \sigma_j), & \text{if } i = j, \\ \sigma_i \sigma_j, & \text{otherwise.} \end{cases}
\]

(46)
Now, if we consider $z_i = \pi_i h_i(w)$, $\forall i \in [m]$, we can write the partial gradient of the objective $h_{KL}$ with respect to $z_j$ is:

\[
\frac{\partial h_{KL}(w, \pi)}{\partial z_j} = \sum_{i \in [m]} \frac{\partial \sigma_i}{\partial z_j} \cdot (\log(m\sigma_i) + 1) \\
= \sigma_j (1 - \sigma_j) (\log(m\sigma_j) + 1) - \sum_{i \in [m], i \neq j} \sigma_i \sigma_j (\log(m\sigma_i) + 1) \\
= \sigma_j (\log(m\sigma_j) + 1) - \sum_{i \in [m]} \sigma_i (\log(m\sigma_i) + 1) \\
= \sigma_j (\log(m\sigma_j) + 1) - \sigma_j (h_{KL}(w, \pi) + 1) \\
= \sigma_j (\log(m\sigma_j) - h_{KL}(w, \pi)) ,
\]

where in $\textcircled{1}$, we use (46), and in $\textcircled{2}$, we use (13) and the fact that $\sum_{i \in [m]} \sigma_i = 1$. Now, by considering the definition of $z_j$ and noting that $g_i = \partial h_i(w) / \partial w$, the proof is complete. \hfill \Box

### C.4 Proof of Lemma 3

**Proof.** We start by expanding the error term for every $w$ and its corresponding $\hat{\alpha} = \hat{\alpha}(w)$ and $\alpha^* = \alpha^*(w)$ as follows. For brevity, we replace $\Psi(h(w), \alpha(w))$ and $\Phi(h(w), \alpha(w))$ with $\Psi(w, \alpha)$ and $\Phi(w, \alpha)$, respectively, and their gradients accordingly.

\[
\| \nabla \Psi(w, \hat{\alpha}) - \nabla \Psi(w, \alpha^*) \| = \| \nabla_w \Psi(w, \hat{\alpha}) + \nabla \hat{\alpha}(w) \nabla_\alpha \Psi(w, \hat{\alpha}) - \nabla_w \Psi(w, \alpha^*) - \nabla \alpha^*(w) \nabla_\alpha \Psi(w, \alpha^*) \| \\
\leq \| \nabla_w \Psi(w, \hat{\alpha}) - \nabla_w \Psi(w, \alpha^*) \| \\
+ \| \nabla \hat{\alpha}(w) (\nabla_\alpha \Psi(w, \hat{\alpha}) - \nabla_\alpha \Psi(w, \alpha^*)) \| \\
+ \| (\nabla \hat{\alpha}(w) - \nabla \alpha^*(w)) \nabla_\alpha \Psi(w, \alpha^*) \|. 
\]

Then, using the linear relationship of the outer level function $\Psi(w, \alpha) = \alpha^T h$ and bounded gradient in Assumption 1.b, we have:

\[
\| \nabla_w \Psi(w, \hat{\alpha}) - \nabla_w \Psi(w, \alpha^*) \| = \| G \hat{\alpha} - G \alpha^* \| \\
\leq \| \hat{\alpha} - \alpha^* \| \| G \|_F \\
\leq B_h \sqrt{m} \| \hat{\alpha} - \alpha^* \| . 
\]

Replacing (49) in (48), we have:

\[
\| \nabla \Psi(w, \hat{\alpha}) - \nabla \Psi(w, \alpha^*) \| \leq B_h \sqrt{m} \| \hat{\alpha} - \alpha^* \| + \| \nabla \hat{\alpha}(w) \|_F \| \nabla_\alpha \Psi(w, \hat{\alpha}) - \nabla_\alpha \Psi(w, \alpha^*) \| \\
+ \| \nabla \hat{\alpha}(w) - \nabla \alpha^*(w) \|_F \| \nabla_\alpha \Psi(w, \alpha^*) \|. 
\]

Again, we use the linear relationship of the outer level, and hence, we can write $\nabla_\alpha \Psi(w, \hat{\alpha}) = \nabla_\alpha \Psi(w, \alpha^*) = h$, which makes the second term in (50) zero and for the third term we use the Assumption 1.a on the function values and
have $\|h\| \leq D_h$. Also, replace $\nabla \alpha (w)$ and $\nabla \alpha^* (w)$ with approximation in (22), we will have:

$$
\|\nabla \Psi (w, \hat{\alpha}) - \nabla \Psi (w, \alpha^*)\| \\
\leq B_h \sqrt{m} \|\hat{\alpha} - \alpha^*\| + D_h \sqrt{m} \left\| \nabla^2_{\alpha \alpha} \Phi (w, \hat{\alpha}) \left[ \nabla^2_{\alpha \alpha} \Phi (w, \hat{\alpha}) \right]^{-1} \\
- \nabla^2_{\alpha \alpha} \Phi (w, \alpha^*) \left[ \nabla^2_{\alpha \alpha} \Phi (w, \alpha^*) \right]^{-1} \right\|_F \\
\leq B_h \sqrt{m} \|\hat{\alpha} - \alpha^*\| \\
+ D_h \sqrt{m} \left\| \left( \nabla^2_{\alpha \alpha} \Phi (w, \hat{\alpha}) - \nabla^2_{\alpha \alpha} \Phi (w, \alpha^*) \right) \left[ \nabla^2_{\alpha \alpha} \Phi (w, \alpha^*) \right]^{-1} \right\|_F \\
+ D_h \sqrt{m} \left\| \nabla^2_{\alpha \alpha} \Phi (w, \hat{\alpha}) \left( \left[ \nabla^2_{\alpha \alpha} \Phi (w, \hat{\alpha}) \right]^{-1} - \left[ \nabla^2_{\alpha \alpha} \Phi (w, \alpha^*) \right]^{-1} \right) \right\|_F .
$$

(51)

Next, we use the fact that $\nabla^2_{\alpha \alpha} \Phi (w, \alpha^*) = \nabla^2_{\alpha \alpha} \Phi (w, \hat{\alpha}) = G^\top G$, which makes the last term zero. Also, using Assumption 2.a, we have the strong convexity property of the inner problem $\|G^\top G\| \geq \mu_g$; and the Lipschitz continuity of $\nabla^2_{\alpha \alpha} \Phi (w, \alpha)$ from Assumption 2.c:

$$
\|\nabla \Psi (w, \hat{\alpha}) - \nabla \Psi (w, \alpha^*)\| \leq B_h \sqrt{m} \|\hat{\alpha} - \alpha^*\| \\
+ D_h \sqrt{m} \left\| \nabla^2_{\alpha \alpha} \Phi (w, \hat{\alpha}) - \nabla^2_{\alpha \alpha} \Phi (w, \alpha^*) \right\|_F / \|\nabla^2_{\alpha \alpha} \Phi (w, \alpha^*)\|_F \\
\leq \left( B_h \sqrt{m} + \frac{D_h \sqrt{m}}{\mu_g} L_{\alpha \alpha} \right) \|\hat{\alpha} - \alpha^*\| .
$$

(52)

### C.5 Proof of Lemma 4

**Proof.** It is straightforward from the definition of $\Psi (w, \alpha)$ in (6). We start by expanding the term using the definition of the $\Psi$ function. For brevity we replace $\Psi (h (w), \alpha (w))$ and $\Phi (h (w), \alpha (w))$ with $\Psi (w, \alpha)$ and $\Phi (w, \alpha)$, respectively, and their gradients accordingly:

$$
\|\nabla \Psi (w_1, \alpha^* (w_1)) - \nabla \Psi (w_2, \alpha^* (w_2))\| \\
= \|G (w_1) \alpha^* (w_1) - G (w_2) \alpha^* (w_2)\| \\
= \|\|G (w_1) - G (w_2)\| \alpha^* (w_1) + G (w_2) (\alpha^* (w_1) - \alpha^* (w_2))\| \\
\leq \|\|G (w_1) - G (w_2)\| \alpha^* (w_1)\| + \|G (w_2) (\alpha^* (w_1) - \alpha^* (w_2))\| \\
\leq \|\|G (w_1) - G (w_2)\| \alpha^* (w_1)\| + \|G (w_2)\| \|\alpha^* (w_1) - \alpha^* (w_2)\| \\
+ \|G (w_2)\| \|\alpha^* (w_1) - \alpha^* (w_2)\| .
$$

(53)

Then, we use the triangle inequality for the first term. As for the second term, we use the definition in (22) to bound the gradient of the inner level variable as:

$$
\|\nabla \alpha^* (w)\| = \left\| \nabla^2_{\alpha \alpha} \Phi (w, \alpha^* (w)) \left[ \nabla^2_{\alpha \alpha} \Phi (w, \alpha^* (w)) \right]^{-1} \right\| \\
\leq \left\| \nabla^2_{\alpha \alpha} \Phi (w, \alpha^* (w))\right\| / \|\nabla^2_{\alpha \alpha} \Phi (w, \alpha^* (w))\| \\
\leq H_{\Phi} / \mu_{\Phi} ,
$$

(54)

where we use the Assumptions 2.c and 2.a for bounding of $\nabla^2_{\alpha \alpha} \Phi (w, \alpha^*)$ and strong convexity parameter of $\nabla^2_{\alpha \alpha} \Phi (w, \alpha^*)$. This implies that $\alpha^* (w)$ is Lipschitz continuous with the constant of $H_{\Phi} / \mu_{\Phi}$. Plugging back (54) into (53), we will have:

$$
\|\nabla \Psi (w_1, \alpha^* (w_1)) - \nabla \Psi (w_2, \alpha^* (w_2))\| \leq \alpha^* (w_1) \|g_1 (w_1) - g_1 (w_2)\| + \ldots \\
+ \alpha^* (w_1) \|g_m (w_1) - g_m (w_2)\| \\
+ B_h \sqrt{m} \cdot \frac{H_{\Phi}}{\mu_{\Phi}} \|w_1 - w_2\| .
$$

(55)
Now, we use the Assumption 1.c, for smoothness of each objective function with their respective parameter $L_i, i \in [m]$:

$$
\| \nabla \Psi (w_1, \alpha^*(w_1)) - \nabla \Psi (w_2, \alpha^*(w_2)) \| \leq L_1 \alpha^*_1 (w_1) \| w_1 - w_2 \| + \ldots \\
+ L_m \alpha^*_m (w_1) \| w_1 - w_2 \| \\
+ \frac{H_b B h \sqrt{m}}{\mu_B} \| w_1 - w_2 \|. \tag{56}
$$

Finally, we replace each smoothness parameter with $L_{\text{max}} \triangleq \max \{ L_1, \ldots, L_m \}$ and note that $\alpha^*(w) \in \Delta_m$, we will have:

$$
\| \nabla \Psi (w_1, \alpha^*(w_1)) - \nabla \Psi (w_2, \alpha^*(w_2)) \| \leq \left( L_{\text{max}} + \frac{H_b B h \sqrt{m}}{\mu_B} \right) \| w_1 - w_2 \|. \tag{57}
$$

C.6 Proof of Theorem 2

Equipped with Lemma 3, we can now turn to the proof of convergence for the convex outer objectives:

**Proof.** Following the convexity of each objective function of $f_i$, we can write the following inequality:

$$
h_i(w^{(t)}) - h_i(w^*) \leq \nabla h_i(w^{(t)})^T (w^{(t)} - w^*), \tag{58}
$$

where $w^*$ is the solution to the problem in (6). Considering that the weights for each objectives $\alpha_i$ are always non-negative values, their weighted sum is also convex and we have:

$$
\Psi \left( w^{(t)}, \hat{\alpha} \left( w^{(t)} \right) \right) - \Psi \left( w^*, \hat{\alpha} \left( w^* \right) \right) \leq \nabla \Psi \left( w^{(t)}, \hat{\alpha} \left( w^{(t)} \right) \right)^T \left( w^{(t)} - w^* \right) \\
\overset{1}{=} \frac{1}{\eta} \left( w^{(t)} - w^{(t+1)} \right) \left( w^{(t)} - w^* \right) \\
= \frac{1}{2\eta} \left( \| w^{(t)} - w^* \|^2 + \| w^{(t)} - w^{(t+1)} \|^2 \\
- \| w^{(t+1)} - w^* \|^2 \right), \tag{59}
$$

where, $\overset{1}{=}$ comes from the update rule of the outer level. Now, from the smoothness of the outer function from Lemma 4, we have:

$$
\Psi \left( w^{(t+1)}, \alpha^* \left( w^{(t+1)} \right) \right) \leq \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) + \nabla \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right)^T \left( w^{(t+1)} - w^{(t)} \right) \\
+ \frac{L_{\Psi}}{2} \| w^{(t+1)} - w^{(t)} \|^2. \tag{60}
$$

Then, by plugging the inequality of (59) in (60) and the fact that $\Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) \leq \Psi \left( w^{(t)}, \hat{\alpha} \left( w^{(t)} \right) \right)$, we will have:

$$
\Psi \left( w^{(t+1)}, \alpha^* \left( w^{(t+1)} \right) \right) \leq \Psi \left( w^*, \alpha^* \left( w^* \right) \right) + \nabla \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right)^T \left( w^{(t+1)} - w^{(t)} \right) \\
+ \frac{1}{2\eta} \left( \| w^{(t)} - w^* \|^2 - \| w^{(t+1)} - w^* \|^2 \right) \\
+ \left( \frac{1}{2\eta} + \frac{L_{\Psi}}{2} \right) \| w^{(t+1)} - w^{(t)} \|^2. \tag{61}
$$
Then, we are adding and subtracting the inexact gradient term of $\nabla \Psi \left( w^{(t)}, \alpha \left( w^{(t)} \right) \right)$. Also, we use the update rule of the outer level and denote the gradient error by $\Lambda^{(t)} \triangleq \nabla \Psi \left( w^{(t)}, \alpha \left( w^{(t)} \right) \right) - \nabla \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right)$ for every iteration of the outer level, hence, we will have:

$$
\Psi \left( w^{(t+1)}, \alpha^* \left( w^{(t+1)} \right) \right) \\
\leq \Psi \left( w^*, \alpha^* \left( w^* \right) \right) \\
+ \left\langle \nabla \Psi \left( w^{(t)}, \alpha \left( w^{(t)} \right) \right) - \nabla \Psi \left( w^{(t)}, \alpha \left( w^{(t)} \right) \right), w^{(t+1)} - w^{(t)} \right\rangle \\
+ \nabla \Psi \left( w^{(t)}, \alpha \left( w^{(t)} \right) \right)^T \left( w^{(t+1)} - w^{(t)} \right) \\
+ \frac{1}{2\eta} \left( \|w^{(t)} - w^*\|^2 - \|w^{(t+1)} - w^*\|^2 \right) + \left( \frac{1}{2\eta^2} + \frac{L_\Psi}{2} \right) \|w^{(t+1)} - w^{(t)}\|^2 \\
= \Psi \left( w^*, \alpha^* \left( w^* \right) \right) + \left\langle \Lambda^{(t)}, w^{(t)} - w^{(t+1)} \right\rangle \\
+ \frac{1}{2\eta} \left( \|w^{(t)} - w^*\|^2 - \|w^{(t+1)} - w^*\|^2 \right) - \eta \left\| \nabla \Psi \left( w^{(t)}, \alpha \left( w^{(t)} \right) \right) \right\|^2 \\
+ \left( \frac{1}{2\eta^2} + \frac{L_\Psi}{2} \right) \eta^2 \left\| \nabla \Psi \left( w^{(t)}, \alpha \left( w^{(t)} \right) \right) \right\|^2.
$$

(62)

Next, we set the outer level learning rate to be $\eta \leq 1/L_\Psi$ and use the fact that $\langle a, b \rangle \leq \|a\| \|b\|$ and $R = \max_{w_1, w_2} \|w_1 - w_2\|$ for any $w_1, w_2 \in \Omega$:

$$
\Psi \left( w^{(t+1)}, \alpha^* \left( w^{(t+1)} \right) \right) \leq \Psi \left( w^*, \alpha^* \left( w^* \right) \right) \\
+ \frac{1}{2\eta} \left( \|w^{(t)} - w^*\|^2 - \|w^{(t+1)} - w^*\|^2 \right) + R \left\| \Lambda^{(t)} \right\|.
$$

(63)

Finally, we are use Lemma 2 and 3 to bound the gradient error:

$$
\Psi \left( w^{(t+1)}, \alpha^* \left( w^{(t+1)} \right) \right) \leq \Psi \left( w^*, \alpha^* \left( w^* \right) \right) + \frac{1}{2\eta} \left( \|w^{(t)} - w^*\|^2 - \|w^{(t+1)} - w^*\|^2 \right) \\
+ RA_\Psi \exp \left( -\frac{K}{2\kappa} \right) \left\| \alpha^{(0)} \left( w^{(t)} \right) - \alpha^* \left( w^{(t)} \right) \right\|.
$$

(64)

Then, by summing up both sides over $t$ from 0 to $T - 1$ and dividing by $T$, and by denoting $w = \sum_{t=1}^T w^{(t)}/T$ and $w^{T+1} = w^*$, we have:

$$
\Psi \left( w, \alpha \right) - \Psi \left( w^*, \alpha^* \left( w^* \right) \right) \leq \frac{1}{2\eta T} \left\| w^{(0)} - w^* \right\|^2 \\
+ \frac{RA_\Psi}{T} \exp \left( -\frac{K}{2\kappa} \right) \sum_{t=0}^{T-1} \left\| \alpha^{(0)} \left( w^{(t)} \right) - \alpha^* \left( w^{(t)} \right) \right\|,
$$

(65)

where $\alpha = [\tilde{\alpha}_1, \ldots, \tilde{\alpha}_m]$, and $\tilde{\alpha}_i = \min_{i} \alpha_i^* \left( w^{(t)} \right)$ for $1 \leq t \leq T$ and $i \in [m]$.

C.7 Proof of Theorem 3

Proof. When the main function is generally non-convex, we can follow the convergence analysis with a modification for the residual error because of the inner level approximation. Note that, the inner level function is strongly convex, and hence, the results from Lemma 3 are valid. Now, by considering the smoothness of the outer level from Lemma 4
and the update rule of the outer level, we can write:

\[
\Psi \left( w^{(t+1)}, \alpha^* \left( w^{(t+1)} \right) \right) \leq \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) + \nabla \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right)^\top \left( w^{(t+1)} - w^{(t)} \right) \\
+ \frac{L \Psi}{2} \left\| w^{(t+1)} - w^{(t)} \right\|^2 \\
= \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) \\
- \eta \nabla \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right)^\top \nabla \Psi \left( w^{(t)}, \alpha \left( w^{(t)} \right) \right) \\
+ \frac{L \Psi \eta^2}{2} \left\| \nabla \Psi \left( w^{(t)}, \alpha \left( w^{(t)} \right) \right) \right\|^2. \\
\]

(66)

Then, using the definition of \( \Lambda^{(t)} \) from Appendix C.6, we can write:

\[
\Psi \left( w^{(t+1)}, \alpha^* \left( w^{(t+1)} \right) \right) \leq \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) - \eta \left\| \nabla \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) \right\|^2 \\
- \eta \left\langle \nabla \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right), \Lambda^{(t)} \right\rangle \\
+ \frac{L \Psi \eta^2}{2} \left\| \nabla \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) + \Lambda^{(t)} \right\|^2 \\
= \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) + \left( \frac{L \Psi \eta^2}{2} - \eta \right) \left\| \nabla \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) \right\|^2 \\
+ \frac{L \Psi \eta^2}{2} \left\| \Lambda^{(t)} \right\|^2 - \left( \eta - L \Psi \eta^2 \right) \left\langle \nabla \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right), \Lambda^{(t)} \right\rangle. \\
\]

(67)

Next, by setting the learning rate \( \eta \leq 1/L \Psi \), we have:

\[
\Psi \left( w^{(t+1)}, \alpha^* \left( w^{(t+1)} \right) \right) \leq \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) + \left( \frac{L \Psi \eta^2}{2} - \eta \right) \left\| \nabla \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) \right\|^2 \\
+ \frac{L \Psi \eta^2}{2} \left\| \Lambda^{(t)} \right\|^2. \\
\]

(68)

Finally, we use Lemmas 2 and 3 to bound the gradient error of the outer level:

\[
\Psi \left( w^{(t+1)}, \alpha^* \left( w^{(t+1)} \right) \right) \leq \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) + \left( \frac{L \Psi \eta^2}{2} - \eta \right) \left\| \nabla \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) \right\|^2 \\
+ \frac{L \Psi \eta^2}{2} \cdot A^2 \exp \left( - \frac{K}{\kappa} \right) \left\| \alpha^{(0)} \left( w^{(t)} \right) - \alpha^* \left( w^{(t)} \right) \right\|^2. \\
\]

(69)

Now, by rearranging the terms and summing both sides over \( t \) we will have:

\[
\eta \left( 1 - \frac{L \Psi \eta}{2} \right) \sum_{t=0}^{T-1} \left\| \nabla \Psi \left( w^{(t)}, \alpha^* \left( w^{(t)} \right) \right) \right\|^2 \\
\leq \Psi \left( w^{(0)}, \alpha^* \left( w^{(0)} \right) \right) - \Psi \left( w^*, \alpha^* \left( w^* \right) \right) \\
+ \frac{L \Psi \eta^2 A^2 \Psi}{2} \exp \left( - \frac{K}{\kappa} \right) \sum_{t=0}^{T-1} \left\| \alpha^{(0)} \left( w^{(t)} \right) - \alpha^* \left( w^{(t)} \right) \right\|^2. \\
\]

(70)
Then, considering the choice for $\eta$, which makes $\eta \left( 1 - \frac{L \eta}{2} \right) \geq \frac{\eta}{2}$, and divide both sides of (70) by $T$, we have:

$$
\frac{1}{T} \sum_{t=0}^{T-1} \left\| \nabla \Psi \left( w(t), \alpha^ \ast \left( w(t) \right) \right) \right\|^2 \leq \frac{2}{\eta T} \left( \Psi \left( w(0), \alpha^ \ast \left( w(0) \right) \right) - \Psi \left( w^ \ast, \alpha^ \ast \left( w^ \ast \right) \right) \right)
$$

$$
+ \frac{L \psi \eta A^2 \psi}{T} \exp \left( - \frac{K}{\kappa} \right) \sum_{t=0}^{T-1} \left\| \alpha^{(t)} \left( w^{(t)} \right) - \alpha^ \ast \left( w^{(t)} \right) \right\|^2 . \quad (71)
$$

### D Meta-data of Datasets

The following tables show the meta-data related to the datasets we used and their sensitive features.

| Groups | Total |
|--------|-------|
| Female | Male  |
| Labels |       |
| +1     | 1196  | 6912 |
| -1     | 9352  | 15101|
| Total  | 10548 | 22013|

Table 2: Adult train dataset with gender as the sensitive feature

| Groups | Total |
|--------|-------|
| Female | Male  |
| Labels |       |
| +1     | 473   | 2627 |
| -1     | 3674  | 5887 |
| Total  | 4147  | 8514 |

Table 3: Adult test dataset with gender as the sensitive feature

| Groups | Total |
|--------|-------|
| AIE    | API   | Black | White | Other |
| Labels |       |       |       |       |
| +1     | 37    | 265   | 402   | 7380  | 24    |
| -1     | 275   | 697   | 2645  | 20614 | 222   |
| Total  | 312   | 962   | 3047  | 27994 | 246   |

Table 4: Adult train dataset with race as the sensitive feature. AIE: Amer-Indian-Eskimo, API: Asian-Pac-Islander

| Groups | Total |
|--------|-------|
| AIE    | API   | Black | White | Other |
| Labels |       |       |       |       |
| +1     | 16    | 104   | 132   | 2827  | 21    |
| -1     | 107   | 237   | 1049  | 8082  | 86    |
| Total  | 123   | 341   | 1181  | 10909 | 107   |

Table 5: Adult test dataset with race as the sensitive feature. AIE: Amer-Indian-Eskimo, API: Asian-Pac-Islander

| Groups | Total |
|--------|-------|
| Female | Male  |
| Labels |       |
| +1     | 422   | 1416 |
| -1     | 609   | 2831 |
| Total  | 1031  | 4247 |

Table 6: COMPAS dataset with sex as the sensitive feature

| Groups | Total |
|--------|-------|
| Caucasian | Not Caucasian | Total |
| Labels |       |       |
| +1     | 859   | 979   | 1838 |
| -1     | 1244  | 2196  | 1006 |
| Total  | 2103  | 3175  | 5278 |

Table 7: COMPASS dataset with race as a sensitive feature