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Abstract—We develop an analytical framework for distribution of popular content in an Information Centric Network (ICN) that comprises of Access ICNs, a Transit ICN and a Content Provider. Using a generalized Zipf distribution to model content popularity, we devise a game theoretic approach to jointly determine caching and pricing strategies in such an ICN. Under the assumption that the caching cost of the access and transit ICNs is inversely proportional to popularity, we show that the Nash caching strategies in the ICN are 0-1 (all or nothing) strategies. Further, for the case of symmetric Access ICNs, we show that the Nash equilibrium is unique and the caching policy (0 or 1) is determined by a threshold on the popularity of the content (reflected by the Zipf probability metric), i.e., all content more popular than the threshold value is cached. We also show that the resulting threshold of the Access and Transit ICNs, as well as all prices can be obtained by a decomposition of the joint caching and pricing problem into two independent caching only and pricing only problems.
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I. INTRODUCTION

The vast majority of Internet traffic relates to content access from the sources such as YouTube, Netflix, BitTorrent, Hulu, etc. This rapid increase of content delivery in the Internet has revealed the need for a different networking paradigm. Further, as Fig. 1 describes, the emerging trend is that the users are just interested in the information (content), and not where it is located or perhaps, even how it is delivered. This high increase in demand for video content in the Internet and the need for new approaches to control this large volume of information have motivated the development of future Internet architectures based on named data objects (NDOs) instead of named hosts [1]. Such architectural proposals are generally referred to as Information Centric Networking (ICN) which is a new communication paradigm to increase the efficiency of content delivery and also content availability [2]-[4] of future fifth generation (5G) networks. In this new concept, the network infrastructure actively contributes to content caching and distribution and every ICN node can cache and serve the requested content. To fulfill that purpose, several architectures have been proposed for ICN to reflect current and future needs better than the existing Internet architecture [5]-[11]. To provide preferable services to the users in ICN, Internet service providers (ISPs) or access ICNs should be able to maintain quality of service (QoS) by improving the response time for file request. They need to cache the frequently requested or popular content locally and store them near the users in the network. To provide QoS, in-network caching is introduced to provide the network components with caching ability. Therefore every node actively contributes in content caching and operates as a potential source of content. This leads to reduction in network congestion and user access latency and increase in the throughput of the network by locally caching the more popular content [12]-[16]. Several works have claimed that web (file) requests in Internet are distributed according to Zipfs law [17]-[23]. Zipfs law states that the relative probability of a request for the $i$th most popular content is proportional to $1/i$. However, several other studies have found out that the request distribution generally follows generalized Zipf distribution where the request rate for the $i$th most popular content is proportional to $1/i$ and $\gamma$ is a positive value less than unity [24]-[25].

Since each ICN requires cooperation in caching from other ICNs to provide a global high performance network, it is necessary to have pricing policies to incentivize all the ICNs to contribute to the caching process [26]. Several works have been done to address the problem of the economics of service pricing in current Internet and interconnection networks [27]-[51]. Using contemporary pricing policies cannot incentivize the lower tier ISPs to cooperate in the future Internet architecture [32]; hence, we need to have new models to provide them with monetary incentives to collaborate in caching and distributing content when content with different popularities are available in the network.

In this paper, we investigate joint caching and pricing strategies of the access ICN, the transit ICN and the content provider based on content popularity. We study Nash strategies for a non-cooperative game among the above entities using a probabilistic model by assuming that access requests generally follow the generalized Zipf distribution. We then use the insights gained to simplify the problem by replacing two caching threshold indices instead of caching parameters for the symmetric case; where all access ICNs have the same parameters. In our model, the ICNs caching costs vary in respect to content popularity while the content provider cost per unit data is fixed for all content types.

The rest of the paper is organized as follows. Section II reviews some related works. In Section III, we describe the
system model. The problem formulation for joint caching and pricing strategies is described in Section IV. We examine the generalized scenario for arbitrary number of access ICNs in Section V. The symmetric access ICNs scenario is analyzed in Section VI. Section VII presents numerical results on the resulting caching and pricing strategies, and we conclude in Section VIII.

II. RELATED WORK

The benefits of in-network caching have been investigated before in the setting of distributed file systems in several recent works. In [15], the problem of caching is studied from an information-theoretic viewpoint. They propose a coded caching approach that in addition to the local caching gain is able to achieve a global caching gain. A novel Cooperative Hierarchical Caching (CHC) framework is proposed in [33], [34] in the context of Cloud Radio Access Networks (C-RAN). In [35], a collaborative joint caching and processing strategy for on-demand video streaming in mobile-edge computing network is envisioned. Content caching and delivery in device-to-device (D2D) networks have been studied in [36]. The aim of this work is to improve the performance of content distribution by the use of caching and content reuse. Several approaches such as base station assisted D2D network and other schemes based on caching at the user device are compared to show the improvement of the network throughput in the presence of in-network caching. Another recent article [37] studies the limitation of current reactive networks and proposes a novel proactive networking paradigm where caching plays a crucial role. It shows that peak data traffic demands can be substantially reduced by proactively serving users’ demands via caching. [38] has used a mean field game model to study distributed caching in ultra dense small cell networks. Zhang et al have proposed an optimal cache placement strategy based on content popularity in content centric networks (CCN) in [39]. The authors in [40] have proposed a collaborative caching and forwarding design for CCN. The problem of joint caching and pricing for data service for a single Internet service provider (ISP) is studied in [41]. Similar problem but for multiple ISPs in the setting of small cell networks is investigated in [42] using a Stackelberg game. [43] proposes an incentive proactive cache mechanism in cache-enabled small cell networks (SCNs) in order to motivate the content providers to participate in the caching procedure.

One of the earliest studies of economic incentives in ICNs has been conducted by Rajahalme et al. [32] and has demonstrated that top level providers are not willing to cooperate in the caching process since they cannot get enough revenue. Another recent study by Agyapong et al. [44] has addressed the economic incentive problem in ICN by building a simple economic model to evaluate the incentive of different types of network players in a hierarchical network infrastructure. They qualitatively showed that without explicit monetary compensation from publishers, the network will fail to deploy the socially optimal number of caches. Few prior works have used game theoretic approaches to solve the problem of caching and pricing in ICN. In [45] the authors have presented a game theoretic approach using matrix payoff to analyze the process of economic incentives sharing among the major network components. A pricing model was proposed in [46] to study the economic incentives for caching and sharing content in ICNs which consists of access ICNs, a transit ICN and a content provider. This work has shown that if each player’s caching (pricing) strategy remains fixed, the utility of each player becomes a concave function of its own pricing (caching) strategy. Therefore a unique Nash Equilibrium exists in a non-cooperative pricing (caching) game among different players. In our earlier work [47], a similar model was adopted to address the problem of joint caching and pricing strategies in a network including two access ICNs, one transit ICN and one content provider. However, content popularity was not taken into account and the ICNs were agnostic to content type. The interaction of the above entities is modeled using game theoretic approach. It was shown that each player can optimize its caching and pricing strategies in a non-cooperative game. At the Nash Equilibrium, the caching strategies turn out to be 0-1 (all or nothing) strategies, where each access ICN caches all the requested demand if its caching cost is less than the transit ICNs caching cost. When the caching cost of the access ICN is higher than the transit ICN’s, all the requested content will be served by either the transit ICN or the content provider, whichever has the lower caching cost. It means that the content would be cached in the ICN with smallest caching cost. To the best of our knowledge, none of the earlier works consider the problem of joint caching and pricing in an ICN in the presence of content with different popularity. In contrast, in this paper, we study joint caching and pricing strategies with the notion of content popularity for an ICN network with different elements considering asymmetric utility functions.
III. SYSTEM MODEL

A. Content Popularity

There are \( M \) different types of content in the network that each user is trying to access. Each type of content has a different measure of popularity reflected by the probability of requests for it. We consider a model where the popularity of content is uniformly similar in all parts of the network, i.e., all users in the network have the same file popularity distribution. Analyzing the impact of different per-user file popularities is an open problem. As in previous works (e.g. [14]-[17], [23]-[25], [36]-[40]), in this paper the distribution of user requests for content is described by a generalized Zipf distribution. Analyzing the impact of different per-user file popularities is an open problem. As in previous works (e.g. [14]-[17], [23]-[25], [36]-[40]), in this paper the distribution of user requests for content is described by a generalized Zipf distribution function as follows:

\[
q_M(m) = \frac{\Omega}{m^\gamma}, \quad m = 1, ..., M, \tag{1}
\]

where \( \Omega = \left( \sum_{i=1}^{M} \frac{1}{i^\gamma} \right)^{-1} \) and \( 0 \leq \gamma \leq 1 \) is the exponent characterizing the Zipf distribution in which \( \gamma = 0 \) makes the distribution uniform and all the content will be identical in popularity, whereas the case of \( \gamma = 1 \) corresponds to one where the content popularity distribution is following the classic Zipf’s law and more popular content is dominant in the network. The content is ranked in order of their popularity where content \( m \) is the \( m \)th most popular content, i.e., \( m = 1 \) is the most popular content and \( m = M \) is the least popular content.

In most of the aforementioned works that have studied in-network caching, the popularity profile of content was assumed to be identical and perfectly known by all the network components. In reality, the demand and popularity are not predictable and certain [48], [49]. The problem of caching has been studied in [50] wherein the users have access to demand history but no knowledge about popularity. Several other papers have used learning-based approaches to estimate the popularity profile at the user side [51]-[56]. While content learning is more accurate for modeling content popularity, the reason we have used the Zipf model is due to (1) experimental results showing reasonable fit to the Zipf model and (2) analytical tractability provided by the Zipf model. Our framework can be extended by changing the demand model and considering a repeated game with a parametric Zipf distribution. In each time slot of the game, this parameter can be estimated in an optimal way using a learning process.

B. Cost Model

Although the prices are fixed for all types of content, since the ICNs want to earn more profit by caching the content, they are more willing to locally store the content which is more popular. Thus, the access ICNs and the transit ICN’s caches treat the content differently in regard to their popularity. As the content gets more popular, the ICNs incur less caching costs to locally store the content.

Definition 1. For a finite cache, the caching costs of access and transit ICNs is defined to be inversely proportional to the content popularity as follows

\[
c_x = \frac{c_{x_0}}{q_M(i)}, \tag{2}
\]

where, without loss of generality, \( c_{x_0} \) is a fixed initial caching cost at ICN \( x \).

Using equations (1) and (2), we see in Fig. 3, for fixed values of \( i \), \( c_x \), is a decreasing function of \( \gamma \) when \( i \) is small (i.e., more popular content). On the other hand, \( c_x \) is an increasing function of \( \gamma \) when \( i \) is large (i.e., less popular content). Unlike the access and transit ICNs, the content provider has no priority for caching the content and caches all types of content. The content provider incurs the constant cost \( c_O \) for every unit of data that it serves for the transit ICN.

C. Access and Demand Model

For simplicity in illustration, as shown in Fig. 2, we begin with a hierarchical network model [46], [57] with two access ICNs (A and B), one transit ICN (C), one content provider (O) and an arbitrary number of users who can switch from one access ICN to another. The access ICNs connect the end-users to the content network and the transit ICN provides wide-area transport for the access ICNs while the content provider provides the content for the users. Fig. 2 also shows the monetary and data flows among different entities with the various prices described in Table I. The network economy depends on two effective factors: caching and pricing. Under the assumption that each ICN can have access to all content, it can decide to either cache the entire or portion of the requested content, or get it from somewhere else. The caching strategy adopted by each entity is denoted by the parameter \( \alpha \) that takes values in the interval \([0, 1]\). Every ICN decides to cache different types of content independently, therefore, we have a specific caching variable for each type of content. We have denoted \( \alpha_{I,S} \), where \( I \) can either be access or transit ICN and \( S \) is any cache in the network (possibly another ICN or content provider), as the fraction of ICN \( I \)’s demand for content type \( i \) that comes from cache \( S \). Each ICN also has different pricing strategies. These strategies are the prices that each player charges others for the provided service. The pricing is based on the usage, i.e., price per unit data. Each access ICN sets two different prices: (1) the network price per unit data for transporting the content; and (2) the storage price per unit data for providing content from its cache for other ICNs. For example, the network and storage prices for access ICN \( A \) are denoted as \( P_{A}^{(n)} \) and \( P_{A}^{(s)} \), respectively. The total price per unit data is the sum of these two prices and is denoted by \( P_{A} = P_{A}^{(n)} + P_{A}^{(s)} \). We will find it useful to utilize an alternative form of the above. Following the charging policies of several storage services for the Internet such as Amazon S3, it would be practical to assume that the storage price is typically less than the network price. The linear relationship between network price and storage price while empirical, has been used earlier in [46] and we follow this assumption. It can be represented by \( P_{A}^{(n)} = \beta A P_{A}^{(s)} \) where \( \beta A > 1 \). Thus, the relationship between \( P_{A} \) and \( P_{A}^{(s)} \) would be \( P_{A} = \left( \frac{1}{1+\beta A} \right) P_{A}^{(s)} \). As a result, each access ICN or transit
ICN will have a set of strategies for pricing in the interval $[0, \infty)$. The content provider pricing strategies set also consists of the content price $P_{O}^{(c)}$ that the users should pay for content and the storage price $P_{O}^{(s)}$ which is the price for providing the content from the content provider cache. The access ICN $A$ and $B$ charge prices $P_{A}$ and $P_{B}$ to their users and $P_{O}^{(s)}$ and $P_{A}^{(s)}$ to the transit network if they store or forward the content that the transit ICN had asked for. The transit ICN $C$ charges access ICNs $A$ and $B$ with price $P_{C}$, if it stores or forwards their requested content. The content provider charges users with content price $P_{O}^{(c)}$ and transit ICN $C$ with storage price $P_{O}^{(s)}$ if it stores transit ICN requested content.

To model the behavior of users, we have considered content demand at each access ICN to be a linear function of the prices.

**Definition 2.** The users’ demands are affected by both content price and access price and defined to be a linear function as follows:

$$
\begin{align*}
\sigma_{A} &= 1 - \rho_{A} P_{A} + \rho_{B} P_{B} - \rho_{0} P_{O}^{(c)} \\
\sigma_{B} &= 1 + \rho_{A} P_{A} - \rho_{B} P_{B} - \rho_{0} P_{O}^{(c)}
\end{align*}
$$

(3)

where $\rho_{A}$, $\rho_{B}$ and $\rho_{0}$ are the reflective coefficients of the prices’ influence on users demands and are positive. The demands are normalized per unit data. We observe that the users demands directly depend on the access ICNs prices and content price. For example, as the content price $P_{O}^{(c)}$ increases, the users demands decrease. If one of the access ICNs increases its price, the users will switch to the other ICN. Table I summarizes our notation.

As illustrated in Fig. 2, the interaction between different entities in the ICN model results in a conflict among the ICNs (players) when they unilaterally try to maximize their revenue. In the following section, we use a game theoretic approach to solve the joint caching and pricing strategies for each entity in the ICN network.

**IV. JOINT CACHING AND PRICING STRATEGY**

A. Utility Function

Each ICN can cache the content or just forward the requests to other ICNs or content provider based on the utility that it gains. The utility function for each player is defined as the utility received by providing the services for others. Each player incurs a caching cost with respect to the popularity of the content when it stores a unit of data. Therefore, as shown in Fig. 2, the utility functions for the access ICNs $A$ and $B$, the transit ICN $C$ and the content provider $O$ can be formulated as an opportunistic function in terms of the prices, caching costs, demands and fraction of content stored and popularity.

The access ICN $A$ incurs a caching cost of $c_{A}$, for content type $i$ if it decides to store a unit of data. Therefore, the utility function of the access ICN $A$ is given as the average utility for all different types of content as follows:

$$
U_{A} = \sum_{i=1}^{M} q_{M}(i) \left\{ \sigma_{A} \alpha_{A,A_{i}} (P_{A} - c_{A}) + \sigma_{A} \alpha_{A,O_{i}} (P_{A} - P_{C}) + \sigma_{B} \alpha_{B,A_{i}} \left( \frac{1}{1+\beta} P_{A} - c_{A} \right) \right\},
$$

(4)

where the first term in is the utility that results when ICN $A$ stores a portion of its users demands in its own cache. $q_{M}(i)$ denotes the popularity (request rate) of content type $i$ over a set of $M$ different types of content. $\sigma_{A}$ is the total demand that users have requested to the access ICN $A$ and $\alpha_{A,A_{i}}$ is the fraction of ICN $A$’s demand for content type $i$ that is going to be served by ICN $A$’s cache. Therefore, $\sigma_{A}$ multiplied by $q_{M}(i)$ and $\alpha_{A,A_{i}}$ is the demand of access ICN

| Table I: Summary of Notation |
|-------------------------------|
| Notation | Description |
|---------|-------------|
| $K$     | Number of access ICNs |
| $P_{A}^{(c)}$ | Network price of ICN $k$ per unit data |
| $P_{k}^{(s)}$ | Storage price of access ICN or content provider $k$ per unit data |
| $P_{C}$ | Transit price charge by transit ICN $C$ |
| $P_{O}$ | Access ICN $k$’s price to its users per unit data |
| $P_{O}^{(c)}$ | Content price of content provider $O$ per unit data |
| $\rho_{k}$ | Reflective coefficient of prices influence on access ICN $k$’s user demand |
| $\sigma_{k}$ | Normalized total user demands for ICN $k$ per unit data |
| $\sigma_{k,i}$ | Normalized total user demands for ICN $k$ for content type $i$ per unit data |
| $\alpha_{k,S,i}$ | Fraction of ICN $T$’s demand for content type $i$ that comes from cache $S$ |
| $c_{k,i}$ | Caching cost of ICN $k$ for content type $i$ |
| $c_{k,0}$ | Initial caching cost of ICN $k$ |
| $c_{O}$ | Content provider $O$ cost |
| $\beta$ | Scaling parameter between network price and storage price (greater than unity) |
| $\gamma$ | Zipf popularity law exponent |
| $Th$ | Caching threshold index for access ICNs |
| $Th_{C}$ | Caching threshold index for transit ICN $C$ |
| $q_{M}(m)$ | Popularity (request rate) for content type $m$ over a set of $M$ content |

Fig. 2. Interaction between different entities in a simplified model of an ICN [47].
A for content type \( i \) that is served by transit ICN A’s cache and \( (P_A - c_{A,i}) \) is the revenue of access ICN A by serving this portion of the requested demand. The second term is the utility that results when ICN A forwards a portion of its users demand to the transit ICN C. The third term is the utility that results when the transit ICN C forwards a portion of ICN B’s users’ demand to ICN A. The access ICN A can control only the caching and pricing parameters \( \alpha_{A,B_i}, P_A \) and \( P_A^{(s)} \). Note that \( \alpha_{A,O,i} = 1 - \alpha_{A,A_i} \) or \( \alpha_{A,O,i} = \alpha_{A,B_i} + \alpha_{A,C_i} + \alpha_{A,O_i} \). The utility function of the access ICN B can be defined in a similar way as follows:

\[
U_B = \sum_{i=1}^{M} q_M(i) \left\{ \sigma_B \alpha_{B,B_i} (P_B - c_{B_i}) + \sigma_B \alpha_{B,O,i} (P_B - P_C) + \sigma_A \alpha_{A,B_i} \left( \left( \frac{1}{1 + \beta_i} \right) P_B - c_{B_i} \right) \right\} .
\]  

(5)

The access ICN B can control only the caching and pricing parameters \( \alpha_{B,B_i}, P_B \) and \( P_B^{(s)} \). Note that \( \alpha_{B,O,i} = 1 - \alpha_{B,B_i} \) or \( \alpha_{B,O,i} = \alpha_{B,A_i} + \alpha_{B,C_i} + \alpha_{B,O_i} \). The transit ICN C gains a profit if the access ICNs A and B request a content through it. Equation (6) consists of two terms. The first term is the utility that results when transit ICN C stores ICN A and B’s content in its own cache and the second term is the utility that results when it forwards ICN A and B’s content to other ICN’s or content provider. We model the ICN C’s utility in the following way:

\[
U_C = \sum_{X \in \{A,B\}} \sum_{i=1}^{M} q_M(i) \sigma_X \alpha_{X,C_i} (P_C - c_{C_i}) + \sum_{X \in \{A,B\}} \sum_{L \in \{A,B,O\}} \sum_{L \neq X} \sum_{i=1}^{L} q_M(i) \sigma_X \alpha_{X,L_i} (P_C - P_L^{(s)}) ,
\]  

(6)

where the transit ICN C has control over caching variables \( \alpha_{A,B_i}, \alpha_{A,C_i}, \alpha_{A,O_i}, \alpha_{B,A_i}, \alpha_{B,C_i}, \alpha_{B,O_i} \), and \( P_C \). Finally, if the requests are not served by any access ICNs or transit ICN, they will be forwarded to the content provider that has all the content in its cache and the costs for all types of content are identical and equal to \( c_O \). The content provider’s utility function can be expressed formally as:

\[
U_O = \sum_{i=1}^{M} q_M(i) [\sigma_A \alpha_{A,O_i} + \sigma_B \alpha_{B,O_i}] \left( P_O^{(s)} - c_O \right) + (\sigma_A + \sigma_B) P_O^{(c)} .
\]  

(7)

The first term in (7) results when the content provider \( O \) charges transit ICN C with storage price to deliver the requested content to it. The second term comes from the content price that content provider charges the users. The content provider can control pricing parameters \( P_O^{(c)} \) and \( P_O^{(s)} \).

Because of the competitive nature of this problem, we can present a solution in the analytical setting of a game theoretic framework. Let \( G = [N, (S_j), (U_j(\cdot))] \) denote the non-cooperative game among players from the set \( N = \{A,B,C,O\} \), where \( S_j = (P_j, \alpha_j) \) is the set of joint caching (\( \alpha_j \)) and pricing (\( P_j \)) strategies and \( U_j(\cdot) \) is the utility function of player \( j \). The strategy space of all the entities excluding the \( j \)th player is denoted by \( S_{-j} \). In the joint caching and pricing game, each player tries to maximize its own utility by solving the following optimization problem for all \( j \in N \),

\[
\max_{\alpha_j \in S_j} U_j(s_j, S_{-j}) , \forall j \in N .
\]  

(8)

It is necessary to characterize a set of caching and pricing strategies where all the players are satisfied with the utility they receive, given the strategy selection of other players. Such an operating point, if it exists, is called equilibrium. The notion that is most widely used for game theoretic problems is the Nash Equilibrium(NE) [58]. A set of pricing and caching strategies \( S_j^* = (P_j^*, \alpha_j^*) \) constitutes a NE if for every \( j \in N \),

\[
U_j(s_j^*, S_{-j}) \geq U_j(s_j, S_{-j}) \quad \text{for all } s_j \in S_j .
\]  

(8)

The NE of the game is one where no player benefits by deviating from her strategy unilaterally.

B. Characterization of Nash Strategies

To find the NE using the best response functions we need to solve the four following optimization problems for ICN A, ICN B, ICN C and the content provider \( O \), respectively. The maximization problem for ICN A is:

\[
\max_{\alpha_{A,A_i}, P_A} U_A = \sum_{i=1}^{M} q_M(i) \left\{ \sigma_A \alpha_{A,A_i} (P_C - c_{A_i}) + \sigma_A (P_A - P_C) + \right\} ,
\]  

(9)

\[
\text{s.t.} \quad 0 \leq \alpha_{A,A_i} \leq 1 \quad , P_A > 0
\]

where the access ICN A tries to maximize her utility by changing its caching (\( \alpha_{A,A_i} \)) and pricing (\( P_A \)) strategies while other players’ strategies are unknown to her. Similarly, the maximization problem for ICN B is:

\[
\max_{\alpha_{B,B_i}, P_B} U_B = \sum_{i=1}^{M} q_M(i) \left\{ \sigma_B \alpha_{B,B_i} (P_C - c_{B_i}) + \sigma_B (P_B - P_C) + \right\} ,
\]  

(10)

\[
\text{s.t.} \quad 0 \leq \alpha_{B,B_i} \leq 1 \quad , P_B > 0
\]

The transit ICN C maximization problem is given as the following equation:

\[
\max_{\alpha_{A,C_i}, \alpha_{B,C_i}, \alpha_{A,O_i}, \alpha_{B,A_i}, \alpha_{B,O_i}, \alpha_{A,A_i}} U_C = \sum_{i=1}^{M} q_M(i) \sigma_A \left\{ \alpha_{A,C_i} (P_C - c_{C_i}) + \alpha_{A,O_i} (P_C - P_O^{(s)}) \right\} + \sum_{i=1}^{M} q_M(i) \left\{ \alpha_{B,C_i} (P_C - c_{C_i}) + \alpha_{B,A_i} (P_C - P_O^{(s)}) + \alpha_{B,O_i} (P_C - P_O^{(s)}) \right\} ,
\]  

(11)

\[
\text{s.t.} \quad 0 \leq \alpha_{A,B_i} \leq 1 \leq \alpha_{A,C_i} \leq 1 \leq 0 \leq \alpha_{A,O_i} \leq 1 \quad \alpha_{B,B_i} + \alpha_{B,A_i} + \alpha_{B,C_i} + \alpha_{B,O_i} = 1
\]

\[
0 \leq \alpha_{B,A_i} \leq 1 \leq 0 \leq \alpha_{B,C_i} \leq 1 \leq \alpha_{B,O_i} \leq 1 \quad P_C \geq 0
\]
and the content provider \(O\) maximizes its utility using equation \[12\]

\[
\max_{P_O^{(c)}, P_O^{(s)}} U_O = (\sigma_A + \sigma_B) P_O^{(c)}
\]

\[
+ \sum_{i=1}^{M} q_M(i) [\sigma_A \alpha_{A,O_i} + \sigma_B \alpha_{B,O_i}] (P_O^{(s)} - c_O)
\]

s.t. \(P_O^{(c)} > 0, P_O^{(s)} > c_O\)

(12)

**Theorem 1.** The caching variables \(\alpha_{I,S_i}\) take on values of either 0 or 1 at the equilibrium of the caching and pricing strategies game.

**Proof:** The solution of a maximization (minimization) problem with an objective function that has a linear relationship with the variable is the boundary point of the feasible interval. Therefore, since the relationship between utility function and caching parameters are linear to maximize the utility functions, they just take on the boundary values. Since \(\alpha_{I,S_i} \in [0,1]\), therefore, they can be either 0 or 1.

Given Theorem 1 it follows that all caching variables adopt binary values. For example, according to equation (9), if \(P_C > c_A\), the caching variable \(\alpha_{A,A_j}\) should be 1 to maximize the access ICN \(A\)'s utility function. Whenever \(P_C > c_A\), it means that the transit price for delivering the requested content type \(i\) to users under the access ICN \(A\) is smaller than the caching cost of access ICN \(A\) for locally storing the requested file itself. Therefore the access ICN decides to store the content locally in its cache rather than transferring the request to transit ICN \(C\). That is the reason that caching variable \(\alpha_{A,A_j}\) gets the value 1. The caching strategies at equilibrium for different conditions are summarized in Table 1.

Unlike the caching parameters which only get binary values; the pricing parameters can be continuous. Therefore, this optimization problem is a mixed integer program with multiple objective functions, and in general, the uniqueness of the NE in terms of pricing and caching strategies cannot be characterized.

### V. Generalization to \(K\) Access ICNs

We can extend the case of two access ICNs, one transit ICN and one content provider to a generalized scenario of \(K\) access ICNs, one transit ICN and one content provider. We consider \(K = \{A_1, A_2, ..., A_K\}\) as the set of access ICNs which are connected to transit ICN \(C\) and \(\alpha\) is the set of all caching variables. The demand function of each access ICN \(A\) is defined in Definition 3.

**Definition 3.** The received demands at access ICN \(A_j\) is defined as

\[
\sigma_{A_j} = 1 - \rho_{A_j} P_{A_j} + \frac{1}{K-1} \sum_{k=1, k \neq j}^{K} \rho_{A_k} P_{A_k}
\]

(13)

The received demand of content type \(i\) by access ICN \(A_j\) can be shown as \(\sigma_{A_{ji}} = \sigma_{A_j} q_M(i)\). Following the previous section, the maximization problem of each access ICN \(A_j \in K\) can be defined as follows:

\[
\max_{\alpha_{A_j,A_j}, P_{A_j}} U_{A_j} = \sum_{i=1}^{M} q_M(i) \left\{ \sigma_{A_j} \alpha_{A_j,A_j} \left( P_C - c_{A_j} \right) + \sigma_{A_j} \left( P_{A_j} - P_C \right) \right\} 
\]

\[
+ \sum_{k \in K, k \neq A_j} \alpha_{A_j,A_j} \left( P_{A_j} - c_{A_j} \right) \times \sigma_{k,A_j} \alpha_{k,A_j} 
\]

s.t. \(0 \leq \alpha_{A_j,A_j} \leq 1, P_{A_j} > 0\)

(14)

The transit ICN \(C\) maximization problem is given by the following equation:

\[
\max_{\alpha, P_C} U_C = \sum_{k \in K} \sum_{i=1}^{M} q_M(i) \sigma_k \alpha_{k,C} \left( P_C - c_{C_i} \right) 
\]

\[
+ \sum_{k \in K} \sum_{L \in K \cup \{O\}, L \neq k} \sum_{i=1}^{M} q_M(i) \sigma_k \alpha_{k,L} \left( P_C - P_L^{(s)} \right) 
\]

\[
+ \sum_{k \in L \in K \cup \{O\} \subseteq K} \alpha_{(A_j,A_j), i} + \sum_{L \neq A_j} \alpha_{(A_j,L), i} = 1
\]

s.t. \(0 \leq \alpha \leq 1, P_C \geq 0\)

(15)

and the content provider \(O\) maximizes its utility using equation \[16\].

\[
\max_{P_O^{(c)}, P_O^{(s)}} U_O = \sum_{i=1}^{M} q_M(i) \left\{ \sum_{k \in K} \sigma_k \alpha_{k,O_i} \left( P_O^{(s)} - c_O \right) \right\} 
\]

\[
+ \sum_{k \in K} \sigma_k P_O^{(c)}
\]

s.t. \(P_O^{(c)} > 0, P_O^{(s)} > c_O\)

(16)

**Theorem 2.** In the symmetric case, for each content type \(i\), \(\alpha_{A_k,A_j} = 0, \forall k \neq j\).

**Proof:** According to equations (14), when access ICN \(A_j\) receives a request for content type \(i\) and transit price
On the other hand, we know that assume that one of the access ICN’s storage price (the transit ICN to be served by choosing $C_A$) or the content provider or other caching parameters for content type $i$ would be equal to zero. On the other hand, if the transit price is less than the access ICN’s caching cost for content type $i$ ($P_C < c_{A_j}$), the access ICN $A_j$ will forward the request to the transit ICN $C$ to be served by choosing $\alpha_{A_i,A_j} = 0$. When the transit ICN $C$ receives the request, it should decide to either cache the content or forward it to the content provider or other access ICNs based on the payoff that it gains according to equations [15]. Considering the Theorem 1 and the constraint $\alpha_{A_i,A_j} + \sum_{L \in K \cup \{C,O\}, L \neq A_i} \alpha_{A_j,L} = 1$, one of the caching parameters should be 1 and others should be 0. If $C_{C_i}$ or $P_{O_i}$ are the minimums among $\{c_{C_i}, P_{O_i}(s_k)\}$, the transit ICN $C$ ($\alpha_{A_j,C_i} = 1$) or the content provider $O$ ($\alpha_{A_j,O_i} = 1$) will serve the request, respectively. Now assume that one of the access ICN’s storage price $P_{O_k}$ is the minimum. If $P_{O_k}$ is the minimum, it means that $P_{O_k} < (c_{C_i} \& P_{O_i})$. On the other hand, $P_{O_k} > c_{K_i}$ in order to access ICN $K$ accepts the request; otherwise it does not accept the content to prevent from losing payoff. Therefore, $c_{K_i} < P_{O_k} < c_{C_i}$. Note that $c_{K_i} = c_{A_j}$ in symmetric scenario. Thus $P_{O_k}$ should adopt a value greater than access ICN $A_j$’s caching cost and less than transit ICN $C$’s caching cost for content type $i$ ($c_{A_j,i} < P_{O_k} < c_{C_i}$). On the other hand, we know that $P_{O_k} < c_{A_j,i}$ therefore $P_C < c_{A_j,i}, P_{O_k}$ ($P_C \& P_{O_k} < (c_{C_i} \& P_{O_i})$), It means that $(P_{C} - c_{C_i})$, $(P_{O_k} - c_{A_j,i})$ and $(P_{C} - P_{O_k})$ are negative and that is a contradiction since the transit ICN $C$ is trying to choose $P_C$ in a way to get at least zero payoff. Thus $P_{O_k}$ can never be the minimum value among the others and accordingly $\alpha_{A_k,A_j} = 0$, $\forall k \neq j; \forall i$, in the symmetric scenario.

To better understand the implication of Theorem 2 we can refer to Table II that shows the caching strategies at the equilibrium for asymmetric case with two access ICNs which are not identical. By assuming two identical access ICNs that have the same characteristics, the cases 2-7 can be removed and the table will reduce to just three cases and in all of these cases $\alpha_{A,B_i} = \alpha_{B,A_i} = 0$. This table can also be extended for the generalized scenario with $K$ access ICNs.

What the above theorem reveals is that in the symmetric case, access ICNs have no motivation to serve each other’s users. This is not against the philosophy of the content centric network paradigm, since in this setup the access ICNs and also the transit ICN are capable of caching the requested content. Besides, this theorem is just for the Symmetric Scenario and in the asymmetric setup the access ICNs are able to cache requests for users of other access ICNs.

Moreover, according to Theorem 2 when the system is symmetric, we can add the following facts to our models.

$$\alpha_{A_i,C_i} = \alpha_{A_k,C_i}, \quad \forall i \quad \alpha_{A_i,O_i} = \alpha_{A_k,O_i}, \quad \forall i$$

(17)

So using Theorem 2 and (17), we can reformulate our maximization problem described in (14)-(16) for symmetric case. The maximization problems for access ICN $A_j$ can be expressed in equation (18) as follows:

$$\max_{P_{A_j}, \alpha_{A_j,A_j}} U_{A_j} = \sigma_{A_j} \sum_{i=1}^{M} q_M(i) \left\{ \frac{\alpha_{A_j,A_j}}{P_{C} - c_{A_j,i}} \right\}$$

s.t. $\alpha_{A_j,A_j} \in \{0,1\}, P_{A_j} > 0$

(18)

The maximization problem for transit ICN $C$ can be defined in the following equation:

$$\max_{P_{O_i}, \alpha_{A_j,C_i}} U_C = \sum_{k=1}^{K} \sigma_{A_k} \sum_{i=1}^{M} q_M(i) \times \left\{ \frac{\alpha_{A_j,C_i}}{P_{C} - c_{C_i}} \right\} + \left\{ \frac{\alpha_{A_j,O_i}}{P_{C} - P_{O_k}} \right\}$$

s.t. $\alpha_{A_j,A_j} + \alpha_{A_j,C_i} + \alpha_{A_j,O_i} = 1, \quad \alpha_{A_j,C_i} \in \{0,1\}, \alpha_{A_j,O_i} \in \{0,1\}, P_C > 0$

(19)
and finally, the content provider maximization problem can be reformulated as the following.

\[
\max_{P^{(c)}_O} U_O = \sum_{k=1}^{K} \sigma_{A_k} \left[ P^{(c)}_O + \sum_{i=1}^{M} q_M(i) \alpha_{A_i, O_i} \left( P^{(s)}_O - c_O \right) \right] \\
\text{s.t. } P^{(c)}_O > 0, P^{(s)}_O > c_O
\]

(20)

As mentioned in Theorem 1, the caching parameters still take on binary values. Moreover, since the content popularity probability function \( q_M(i) \) is monotonically decreasing; according to \( 2 \), the access and transit ICNs’ caching costs are monotonically increasing depending on the content type. For access ICN \( A_j \), the caching parameter \( \alpha_{A_j, A_j} \) adopts value 1 when the transit price \( P_C \) is greater than the access ICN caching cost \( c_{A_j} \). Hence, if \( \alpha_{A_j, A_j} \) is 1 for content type \( i \), it would also be 1 for content type \( i - 1 \). It means that if access ICN decides to cache the content type \( i \), it will cache all the other content that are more popular than it. So, there would be a caching threshold index for the number of content type that access ICN is willing to locally store. We denote the optimum caching threshold index by \( T h_{A_j} \) for access ICN \( A_j \).

In the symmetric scenario, the caching threshold indices \( T h_{A_j} \) are identical for all access ICNs, so we consider \( T h \) as the caching threshold index for all the access ICNs. Since caching content types \( T h + 1 \) to \( M \) is not beneficial for access ICNs, they will forward these to the transit ICN \( C \) to be served.

The transit ICN \( C \) should decide to either serve the content itself or forward it to somewhere else. In the symmetric case, as mentioned in Theorem 2 in case it decides not to serve the content itself, it can forward it to the content provider \( O \). According to (19), if the content provider storage price \( P^{(s)}_O \) is greater than the transit ICN \( C \) caching cost \( c_{C_i} \), the caching parameter \( \alpha_{A_j, C_i} \) adopts value 1 and the transit ICN \( C \) caches the content type \( i \). On the other hand, if \( P^{(s)}_O \) is less than \( c_{C_i} \), the caching parameter \( \alpha_{A_j, C_i} \) will be 0 and \( \alpha_{A_j, O_i} \) adopts value 1. In this case, the content provider \( O \) will take care of the request for content type \( i \). As discussed, for access ICNs, the transit ICN also can have a caching threshold index. It means that if it caches content type \( i \), it would also be able to cache the content type \( i - 1 \). So there would be a caching threshold index for the number of content type that the transit ICN \( C \) is willing to locally store. We denote this caching threshold index by \( T h_{C} \). So the transit ICN \( C \) will serve the content with popularity index \( T h + 1 \) to \( T h_{C} \) and content with popularity index greater than \( T h_{C} \) will be served by the content provider \( O \). We can summarize these new parameters in (21) and (22).

\[
\alpha_{A_j, A_j} = \begin{cases} 
1 & \text{if } i \leq T h_j, \forall j \in \{1, \ldots, K\} \\
0 & \text{if } i > T h_j, \forall j \in \{1, \ldots, K\}
\end{cases} \]

(21)

\[
\alpha_{A_j, C_i} = \begin{cases} 
1 & \text{if } T h + 1 \leq i \leq T h_{C}, \forall j \in \{1, \ldots, K\} \\
0 & \text{if } i < T h, \forall j \in \{1, \ldots, K\}
\end{cases} \]

(22)

\[
\alpha_{A_j, O_i} = \begin{cases} 
1 & \text{if } T h_{C} + 1 \leq i \leq M, \forall j \in \{1, \ldots, K\} \\
0 & \text{if } i < T h_{C}, \forall j \in \{1, \ldots, K\}
\end{cases} \]

Thus, all the caching variables \( \alpha \) will be replaced by two caching threshold indices \( T h \) and \( T h_{C} \). By (21) and (22), the problem set of (18)–(20) can be rearranged using new parameters \( T h \) and \( T h_{C} \). The new maximization problem for access ICN \( A_j \) is given as the following:

\[
\max_{P_{A_j, T h}} U_{A_j} = \sigma_{A_j} \left[ P_{A_j} - T h.c_0 - P_C \sum_{i=T h+1}^{M+1} q_M(i) \right] \\
\text{s.t. } 0 \leq T h \leq M, P_{A_j} > 0
\]

(23)

The transit ICN \( C \) maximizes its utility function as the following:

\[
\max_{P_{C, T h_C}} U_C = \left( K - K_p c_c \right) \left( P_C - \sum_{i=T h+1}^{M+1} q_M(i) \right) - \left( T h_{C} - T h_c \right) c_{C_0} \\
\text{s.t. } T h \leq T h_{C} \leq M, P_C > 0
\]

(24)

And the content provider \( O \) maximization problem is formulated using new parameters in (25).

\[
\max_{P^{(c)}_O, P^{(s)}_O} U_O = \left( K - K_p c_c \right) \left( P^{(c)}_O + \sum_{i=T h+1}^{M+1} q_M(i) \right) \\
\text{s.t. } P^{(c)}_O > 0, P^{(s)}_O > c_O
\]

(25)

Note that in the above equations \( q_M(0) = q_M(M + 1) = 0 \).

The problem of joint caching and pricing strategies for the case of symmetric ICNs can be decomposed into two independent caching and pricing optimization problems. The caching problem is dealing with the parameters that affect the caching process and is stated as follows:

- Caching Problem:
  \[
  \min_{T h} T h.c_0 + P_C \sum_{i=T h+1}^{M+1} q_M(i) \\
  \text{s.t. } 0 \leq T h \leq M
  \]

(26)

\[
\max_{P_{C, T h_C}} P_C \sum_{i=T h+1}^{M+1} q_M(i) + \left( T h - T h_{C} \right) c_{C_0} - P^{(s)}_O \sum_{i=T h_{C}+1}^{M+1} q_M(i) \\
\text{s.t. } T h \leq T h_{C} \leq M, P_C > 0
\]

(27)

\[
\max_{P^{(c)}_O} \left( P^{(c)}_O - c_O \right) \sum_{i=T h_{C}+1}^{M+1} q_M(i) \\
\text{s.t. } P^{(c)}_O > c_O
\]

(28)

The outcome of this problem is a 4-tuples \((T h^*, T h_{C}^*, P^{(c)}_O^*, P^{(s)}_O^*)\). The pricing problem is defined in (29) and (30) by substituting the 4-tuple resulting from the caching problem.

- Pricing Problem:
\[
\max_{P_{A,j}} U_{A,j} = \sigma_{A,j} \left[ P_{A,j} - Th^* \cdot c_0 - P_C^* \sum_{i=Th^*+1}^{M+1} q_M(i) \right] \\
\text{s.t. } P_{A,j} > 0
\]

(29)

\[
\max_{P^{(c)}_O} U_O = \left( K - K\rho_0 P^{(c)}_O \right) \left\{ P^{(c)}_O + \sum_{i=Th^*+1}^{M+1} q_M(i) \right\} \\
\text{s.t. } P^{(c)}_O > 0
\]

(30)

The K+1-tuple \( \left(P_{A,1}^*, ..., P_{A,K}^*, P^{(c)}_O^* \right) \) is the outcome of the pricing problem. The NE of the joint caching and pricing problem is \( \left(Th^*, Th_C^*, P_C^*, P^{(s)}_O, P^{(c)}_O, P_{A,1}^*, ..., P_{A,K}^*, P^{(c)}_O^* \right) \).

**Theorem 3.** The caching problem introduced above is a two player matrix game between transit ICN C and content provider O.

**Proof:** According to \([14]\), when the transit price for ICN C is greater than access ICN’s caching cost for content type \(i\) \((P_C \geq c_{A,i})\), the access ICN caches all the content which are more popular than content type \(i\). Therefore, when \(c_{A,i} \leq P_C < c_{A,i+1}\), the optimum caching threshold index chosen by access ICN will be \(Th^* = i\). On the other hand, since the utility function of the transit ICN C has a linear relationship with the transit price \(P_C\), the transit ICN will choose the maximum value possible that is \(c_{A,i+1} - \varepsilon\) (\(\varepsilon\) is a very small value). Thus, the transit ICN C also can adopt its actions from a discrete set. There is a caching threshold index \(Th\) corresponding with each transit price chosen by ICN C. It shows that the transit ICN is the leader in its relationship with the access ICNs and its action is \((P_C, Th)\) from a set of \(M + 1\) feasible choices. The relationship between the transit ICN C and the content provider is also a leader follower game. Depending on the storage price \(P^{(s)}_O\), the transit ICN C might forward some part of demands to the content provider O to be served. If the access ICN decides to cache the content more popular than content type \(Th\), the rest of the content should be forwarded to transit ICN. Therefore, the content type with index \(Th + 1\) to \(M\) is going to be served in either the transit ICN or the content provider. When \(c_{O,j} \leq P^{(s)}_O < c_{O,j+1}\), the optimum caching threshold index chosen by the transit ICN C will be \(Th_C^* = j\). Since, the utility of the content provider O has a linear relationship with the storage price \(P^{(s)}_O\), the content provider will pick the maximum value possible for the storage price that is \(c_{O,j+1} - \varepsilon\). Thus, for every content provider storage price, there is a corresponding caching threshold index chosen by the transit ICN C. Since both the transit ICN C and the content provider O have a limited set of discrete actions, the problem introduced in \([26]-[28]\) is a matrix game between the transit ICN C and the content provider O when the transit ICN action is the transit price \(P_C\) and content provider action is the storage price \(P^{(s)}_O\). The access ICNs cannot change the results and they just follow the transit ICN and their actions.

By Theorem \([3]\) we can discard \([26]\) and solve equations \([27]\) and \([28]\) jointly to find the integer thresholds \(Th\) and \(Th_C\). Note that \(P_C\) and \(P^{(s)}_O\) are functions of \(Th\) and \(Th_C\), respectively as follows:

\[
P_C(Th) = \begin{cases} 
  c_{A, Th + 1} - \varepsilon & 0 \leq Th \leq M - 1 \\
  c_{A, Th} + \varepsilon & Th = M
\end{cases}
\]

(31)

\[
P^{(s)}_O(Th_C) = \begin{cases} 
  c_{C, Th + 1} - \varepsilon & 0 \leq Th_C \leq M - 1 \\
  c_{C, Th} + \varepsilon & Th_C = M
\end{cases}
\]

(32)

**Proposition 1.** \(f(Th) = P_C(Th) \sum_{i=Th + 1}^{M+1} q_M(i) + Th c_{O,0}\) and \(g(Th_C) = \left(P^{(s)}_O(Th_C) - c_O\right) \sum_{i=Th_C + 1}^{M+1} q_M(i)\) are concave sequences and have a unique maximum.

The proof of the above proposition can be found in Appendix A.

**Theorem 4.** The symmetric joint caching and pricing game has a unique NE.

**Proof:** The solution of the caching and pricing problems in \((26)-(30)\) is the NE. On the one hand, the caching problem set is like a leader-follower game and the transit ICN C (leader) maximizes \((27)\) and the content provider O (follower) maximizes \((28)\). Since both of them are concave sequences based on Proposition \([1]\) they have only one maximum in their feasible sets. By \((27)\), \(Th^*\) can be defined as the unique optimum value for the access ICN caching threshold index and by \((28)\), \(Th_C^*\) can be defined as the optimum caching threshold index of the transit ICN C that should always be greater or equal than \(Th^*\). Assume that \(Th_{C,\text{max}}\) is the value that maximizes \((28)\). If \(Th_C^* < Th_{C,\text{max}}\) then \(Th_C^* = Th_{C,\text{max}}\) and if \(Th_{C,\text{max}} \geq Th_{C,\text{max}}\) then \(Th_C^* = Th^*\). By finding the first set of parameters and substituting them in \((29)\) and \((30)\), we can find the second set of parameters. Since these are concave quadratic functions the problem has the following unique solution

\[
P^{(c)}_O^* = \max \left\{ \frac{1}{\rho}, \frac{\sum_{i=Th_C^*+1}^{M+1} q_M(i)}{\sum_{i=Th_C^*+1}^{M+1} q_M(i)} \right\},
\]

\[
P_A^* = \frac{1}{\rho} \left[ \rho \left( Th^* \cdot c_0 + P_C^* \sum_{i=Th^*+1}^{M+1} q_M(i) \right) + 1 - \rho P^{(s)}_O \right].
\]

(33)

Note that \(P_A^*\)’s are always greater than zero. Hence, as we have unique set of results for \(Th^*\) and \(Th_C^*\), so \(P_A^*\)’s and \(P^{(c)}_O^*\) are also unique. Therefore the NE exists and is unique.

As the analytical results show, the NE for the symmetric case is independent of number of access ICNs. So, for the numerical results section, we consider the scenario with only two access ICNs.
VII. Numerical Results

We consider the interaction among two symmetric access ICNs, one transit ICN and a content provider who are competing to maximize their utilities. In this scenario, the reflective coefficients of price’s influence on users’ demands $\rho_A$, $\rho$, and $\rho$ are set identically to 0.1. These parameters model the sensitivity of the demands to an increase in the price. The scaling parameter between network price and storage price is set to $\beta_A = \beta_B = 10$, i.e., the storage price is an order of magnitude less than the network price. There are $M = 100$ different types of content in this network which are randomly requested by users according to a generalized Zipf distribution. Fig. 3 shows how the access ICN caching cost varies for different types of content and different values of Zipfs factor $\gamma$ when initial caching cost $c_0 = 1$. As Zipf factor $\gamma$ is increasing, the distribution of content requeste is getting skewed and according to (2), the caching costs of more popular content decrease while the caching costs of less popular content increase. Note that the transit ICN $C$ possibly has (on average) access to cheaper caches. We denote the ratio of transit ICN caching cost to access ICN caching cost by $R$. We assume that the content provider cost ($c_O$) for all types of content is identical.

The caching strategies $Th^*$ and $Th_C^*$ at the equilibrium are shown in Fig. 4 where Zipfs factor $\gamma$ is varying in the interval of 0.01 to 1. In this scenario, the caching cost of transit ICN $C$ is set to 70% of the caching cost of access ICNs for every type of content $i$, i.e., $R = 0.7$. The results are compared for $c_O = 40, 60, 100$. As seen, for small amount of $\gamma$ the content are less skewed and the caching cost for them is very similar. Since the caching cost of transit ICN is less than access ICNs’ and content provider’s, it decides to cache most of the content. But as $\gamma$ increases, some of the content is getting relatively more popular. In this case, the access ICNs prefer to cache the more popular content locally and smaller amount of content will be cached by transit ICN and content provider. For the higher $\gamma$, the caching cost of access ICNs and transit ICN is getting higher and they do not have an incentive to locally store them. Therefore, at this point, the content provider starts to serve more content than before and the transit ICN does not cache content and just forwards requests to the content provider. For higher content provider cost $c_O = 100$, since the cost is so high the content provider just serves the less popular requested content but as the cost $c_O$ increases, it starts to serve more content. For the case which $c_O$ is relatively small ($c_O = 40$), the transit ICN does not have the incentive to spend its resources for caching the requested content and just forwards all the requests for content from access ICNs to the content provider. The same scenario with $R = 0.5$ is examined in Fig. 5. In this case, the transit ICN caching cost is half of the access ICN caching cost for each type of content.
So, the transit ICN caches more requested content in its cache.

Fig. 6 shows the access ICN price $P_A$ as function of $\gamma$ for different content provider costs $c_O$. $P_A$ decreases as the $\gamma$ gets higher when the content provider cost $c_O$ is relatively low. The reason is that as $\gamma$ increases, the caching costs of more popular content at access ICNs caches are getting lower. Therefore, the access ICNs need to decrease their price $P_A$ in order to compete with other access ICNs. But as the relative content provider cost $c_O$ increases, the access price is getting higher since both the access ICN and the transit ICN have a greater incentive to locally cache the content. However, the price for greater value of $c_O$ displays a bimodal behavior as a function of $\gamma$. According to Fig. 5 for relatively small value of $\gamma$, the different types of content have similar popularity and the access and transit ICN should incur more or less similar caching costs for each type of content. But as $\gamma$ increases, some of the content is getting more popular and the cost of caching them at the access ICN is decreasing. Therefore, the access ICN decreases its access price in order to induce increased demand from the users (see relationship between $P_A$ and demand in equation (8)). On the other hand, when $\gamma$ keeps increasing, the transit price and the content provider storage price increase. Thus, the access ICN needs to slightly increase its price to compensate the increase in the transit price. After the slight increase, as $\gamma$ increases further, the access price $P_A$ decreases again. This is because, as seen from Fig. 4, the caching strategies $Th^*$ and $ThC^*$ are the same for large $\gamma$. At this point, the access ICNs decide to cache the content that are more popular to get higher payoff. As a result, the access ICN decreases the price to further incentivize greater user demand for popular content.

The transit price $P_C$ and the content provider storage price $P_O^{(s)}$ are shown in Fig. 6. As $\gamma$ increases, the caching costs of less popular content that are going to be cached in transit ICN or content provider caches are increasing. Therefore, both the transit ICN and content provider should increase their prices as shown in the figure.

VIII. CONCLUSION

In this paper, we developed an analytical framework for distribution of popular content in an Information Centric Network (ICN) that comprises of Access ICNs, a Transit ICN and a Content Provider. By modeling the interaction of the above entities using game theory and under the assumption that the caching cost of the access ICNs and transit ICNs is inversely proportional to popularity, which follows a generalized Zipf distribution, we first showed that at the NE, the caching strategies turn out to be 0-1 (all or nothing). Further, for the case of symmetric Access ICNs, we showed that a unique NE exists and the caching policy (0 or 1) is determined by a threshold on the popularity of the content (reflected by the Zipf probability metric), i.e., all content more popular than the threshold value is cached. Moreover, we showed that the resulting threshold indices and prices can be obtained by a decomposition of the joint caching and pricing problem into two independent caching only and pricing only problems. Finally, using numerical results we showed that as the Zipf’s factor $\gamma$ increases and the relative popularity of the content gets skewed, the access ICN just caches the more popular content and the content provider serves only requests for less popular content while the transit ICN just forwards the demands to the content provider without locally caching any content itself. The insights obtained from the analysis here warrants further investigation into the case of asymmetric access ICNs. In this paper, we discussed a hierarchical scenario with $K$ access ICNs, one transit ICN and one content provider. In the special case that the transit ICNs are not “interconnected” to each other, the model in this paper is readily extendable for multiple transit ICNs. However, a generalized scenario with either multiple “interconnected” transit ICNs or multiple content providers is a direction for future work. Extension of the above model to scenarios where
the content popularity may need to be learned is also of interest.

**APPENDIX A**

**Proof of Proposition 1**

Two sequences \( f(Th) \) and \( g(Th_c) \) defined in Proposition 1 are concave sequences. A sequence \( S \) is strictly concave if the below inequality holds for every \( n \).

\[
S(n+1) + S(n-1) - 2S(n) < 0
\]

As stated before, \( q_M(i) = \frac{1}{\sum_{m=1}^{M} \gamma^m} \) for \( i = 1, ..., M \) and \( q_M(i) = 0 \) for \( i > M \). Using (31) for \( Th = 1, ..., M - 1 \), we have

\[
P_C(Th) = c_0(Th + 1)^\gamma \sum_{i=1}^{M} \left( \frac{1}{\gamma} \right)^i - \varepsilon
\]

Since \( \varepsilon \) is so small and tends to zero, it can be considered as zero. Therefore, for \( Th = 1, ..., M - 1 \), the sequence \( f \) is defined as follows

\[
 f(Th) = \left[ c_0(Th + 1)^\gamma \sum_{i=1}^{M} \left( \frac{1}{\gamma} \right)^i \right] \sum_{i=Th+1}^{M+1} q_M(i) + Thc_c_0
\]

To prove concavity, we need to have

\[
 f(Th + 1) + f(Th - 1) - 2f(Th) < 0 \Rightarrow

\[
 ((Th + 2)^\gamma - 2(Th + 1)^\gamma + Th^\gamma) \sum_{i=Th+2}^{M+1} \left( \frac{1}{\gamma} \right)^i
\]

\[
< 1 - \left( \frac{Th}{Th+1} \right)^\gamma.
\]

If this inequality holds for all \( M \) and \( Th = 1, ..., M - 1 \), then the sequence \( f \) is concave. We introduce \( \varphi_1(Th) = [(Th + 2)^\gamma - 2(Th + 1)^\gamma - Th^\gamma] \). Two functions \( \varphi_0(Th) \) and \( \varphi_1(Th) \) are zero for all \( Th \) that satisfy the above inequality. It means that for \( \gamma = 0 \) and \( \gamma = 1 \), \( f \) is a concave sequence. Moreover, \( \varphi_1(Th) \) can be written as

\[
\varphi_1(Th) = [(Th + 2)^\gamma - (Th + 1)^\gamma] - [(Th + 1)^\gamma + Th^\gamma]
\]

\[
\Rightarrow \varphi_1(Th) = \left( \frac{Th}{Th+1} \right)^\gamma + \left( \frac{Th+2}{Th+1} \right)^\gamma - 2.
\]

Since \( \left( \frac{Th}{Th+1} \right)^\gamma + \left( \frac{Th+2}{Th+1} \right)^\gamma \) is negative, for all \( Th = 1, ..., M - 1 \) and \( M \) which cause that above inequality be satisfied. Therefore, \( f \) is a concave sequence for all \( M \) and all \( 0 \leq \gamma \leq 1 \).

Using (32) for \( Th_C = 1, ..., M - 1 \), we have

\[
P_O(Th_C) = c_0(Th_C + 1)^\gamma \sum_{i=1}^{M} \left( \frac{1}{\gamma} \right)^i - \varepsilon
\]

Since \( \varepsilon \) is so small and tends to zero, it can be considered as zero. Therefore, for \( Th_C = 1, ..., M - 1 \), the sequence \( g \) can be defined as

\[
g = c_0(Th_C + 1)^\gamma \sum_{i=Th_C+1}^{M} \left( \frac{1}{\gamma} \right)^i - c_O \sum_{i=Th_C+1}^{M+1} q_M(i)
\]

On the other hand, we can show that if two sequences are concave the sum of them is also concave. Assume that \( g = \Psi + \Delta \). If \( \Psi \) and \( \Delta \) are concave, we have

\[
\Psi(n+1) + \Psi(n-1) - 2\Psi(n) < 0
\]

and

\[
\Delta(n+1) + \Delta(n-1) - 2\Delta(n) < 0.
\]

Therefore,

\[
\Psi(n+1) + \Delta(n+1) + \Psi(n-1) + \Delta(n-1) - 2\Psi(n) - 2\Delta(n) < 0
\]

That means

\[
g(n+1) + g(n-1) - 2g(n) < 0.
\]

We already showed that the first term of sequence \( g \) is concave, so we just need to show that the second term \( \Delta(Th_C) = -c_O \sum_{i=Th_C+1}^{M+1} q_M(i) \) is also concave. Then, we have to show that the following inequality holds for every \( Th_C = 1, ..., M - 1 \)

\[
\Delta(Th_C + 1) + \Delta(Th_C - 1) - 2\Delta(Th_C) < 0
\]

By doing some algebra, we will get \( q_M(Th_C) > q_M(Th_C + 1) \) that holds for \( Th_C = 1, ..., M - 1 \), since \( q_M(i) \) is a strictly decreasing function. That completes the proof. \( \square \)
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