Abstract

Moment invariants are well-established and effective shape descriptors for image classification. In this report, we introduce a package for R-language, named IM, that implements the calculation of moments for images and allows the reconstruction of images from moments within an object-oriented framework. Several types of moments may be computed using the IM library, including discrete and continuous Chebyshev, Gegenbauer, Legendre, Krawtchouk, dual Hahn, generalized pseudo-Zernike, Fourier-Mellin, and radial harmonic Fourier moments. In addition, custom bivariate types of moments can be calculated using combinations of two different types of polynomials. A method of polar transformation of pixel coordinates is used to provide an approximate invariance to rotation for moments that are orthogonal over a rectangle. The different types of polynomials used to calculate moments are discussed in this report, as well as comparisons of reconstruction and running time. Examples of image classification using image moments are provided.
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1 Introduction

Continuously developing technologies for image acquisition are resulting in an abundance of digital images collected for various fields of scientific research. In many cases, the answers to vital research questions may be found by quantifying similarities and differences between images. Although many machine-learning algorithms exist for efficient and robust data classification, without effective feature extraction, their usefulness remains limited. Moment invariants have been widely used in image recognition [1-4] since 1962, when Hu published his well-known paper describing the use of seven moment invariants for planar geometric figures [5]. Moments are values that describe the distribution of a function and are commonly used to describe the distribution of mass in rigid-body mechanics [2, 5]. Some moments commonly encountered are descriptive statistics such as mean, variance, skewness, and kurtosis.
A grayscale image may be viewed as a distribution of pixel intensities in two dimensions. Moment invariants, derived from moments, are shape descriptors that are insensitive to variations such as position (translation), size (scaling), and orientation (rotation) [4,5]. Many types of moment invariants exist and have been used for various image recognition and classification tasks. Among the applications of moment invariants have been character recognition [6], object recognition [3,7,8], image watermarking [9], aircraft identification [10], leaf-shape analysis [4], and identification of bacteria [11–13]. In [12], Zernike moment invariants were employed to extract features from circular light-scatter patterns formed by bacterial colonies analyzed with a laser scatterometer. These features were processed with LDA and PCA feature-reduction and hierarchical-clustering algorithms to identify different strains of Listeria. In [11], the Zernike moment invariants were paired with a class discovery system allowing for the detection of emerging pathogens. Despite the popularity of moment invariants in image analysis, there is no widely available library or package allowing students, educators, and researchers to experiment with various moment-based feature-extraction techniques.

Herein we report the development of an R package named IM. This package allows the computation of several types of moments and moment invariants from images in an object-oriented framework. Generalized pseudo-Zernike, Chebyshev, Hahn, Krawtchouk, Legendre, Gegenbauer, Fourier Chebyshev, radial harmonic Fourier, and bivariate moment types are all available in the package. There are many similarities in the computation of moments of varying types, but the main distinction between the reported and implemented variants is the polynomial function used to calculate moments. These moments describe shapes and textures in digital images up to varying detail orders. Different types of moments have particular advantages and disadvantages with respect to image degradation, detail, reconstruction, and complexity. Some additional functionality is present in the package for plotting polynomials and moments, as well as computing steps required prior to moment calculation, such as centroid calculation and polar coordinate transformation.

In subsequent sections, we briefly define and describe the image moments, the moment invariants, and the various types of polynomials employed for calculation. We present the methods used to calculate the moments and some simple examples of image classification and reconstruction. A brief comparison of the moments available in the IM package is also reported.

1.1 Moments

Moments of an image may be defined as a weighted sum of the pixels over a coordinate space [14], where the moment weighting kernel is defined by the type of polynomials used [2,15]. The order of the moment weighting kernel determines the amount of detail that will be contained in the moments [15]. The first few orders of geometric moments of pixel values with respect to their location in an image describe general features such as the total image area, the centroid location, and the orientation [2,14,15].

If a grayscale image is treated as a two-dimensional distribution of pixel intensities, it may be represented by the function

\[ f(x,y), \quad \text{for } x \in 1,\ldots,N_x, y \in 1,\ldots,N_y \]  

where \( x \) and \( y \) are the coordinates of the pixels within the image space, \( f(x,y) \) is the intensity of the pixel located at \((x,y)\), and \( N_x \) and \( N_y \) are the horizontal and vertical dimensions of the image. The moments of an image, \( M_{pq} \), are generally calculated by taking the integral of the product of the image and a weighting kernel.

\[ M_{pq} = \int_{N_x} \int_{N_y} K_{pq}(x,y)f(x,y)\,dx\,dy \]

The dimensions of the image define the space under which the integral will be calculated. The moment weighting kernel \( K_{pq} \) is a function of \( x \) and \( y \) and depends on constants \( p \) and \( q \), where \( (p+q) \) is the order of the kernel. Often the order defines the degree of a polynomial in the weighting kernel function, but may have a different role in the function depending on the type of polynomial used. The simplest type of moments are geometric moments, whose weighting kernel \( K_{pq} \) is defined by the function

\[ K_{pq}(x,y) = x^p y^q \]  

Geometric moments of orders 0 to 3 describe general shape information such as the total area, centroid location, and orientation of the image [15]. Similar to polynomial regression, using a higher-order polynomial to approximate a set of values results in a more exact approximation, while lower-order polynomial results in a rougher approximation [2,15]. However, a more exact approximation of values is sensitive to noise and leads to over-fitting in classification problems [12]. Therefore, while higher-order moments may be used to produce
a better reconstruction of an image, lower-order moments may be more beneficial for an application where moment invariants are used for the classification of many vaguely similar images. Some types of moments, such as discrete Chebyshev moments, may be used to produce a perfect image reconstruction if moments up to an order equal to the image dimensions are used.

Two main types of moments are implemented in the IM package. The first type, which we refer to as orthogonal moments, is calculated over the euclidean coordinate space. The second type, referred to as complex moments, are calculated over the polar coordinate space. Although both types are technically orthogonal, the moments explicitly referred to as orthogonal moments are computed using real-valued polynomials that are orthogonal over a rectangle. In contrast, complex moments are calculated using complex polynomials that are orthogonal over the unit disk \[2, 12, 15\]. The orthogonal moments characterize independent features of an image, therefore minimizing information redundancy \[6, 7, 12, 15\].

1.2 Moment invariants

Moment invariants are functions of moments that may be used to describe an image in a way that is insensitive to certain deformations or transformations \[1, 2, 5, 10, 14–17\]. The problems of image classification and object recognition often involve identifying several images of the same object that have each undergone some transformation that makes them technically nonidentical \[1, 4, 5, 10, 12, 17\] even though they may convey identical information. The most common types of deformations are translation \(t\), rotation \(R\), and scaling \(s\).

The observed image \(\hat{I}\) is often a function of the original image \(I\) and the degrading variables.

\[\hat{I} = sRI + t\]  \hspace{1cm} (4)

A function of an image is invariant with respect to a particular type of deformation if its value remains the same whether or not the image has undergone such a transformation \[2, 5, 15\]. Invariance with respect to translation may be achieved by shifting the coordinates of an object so that its centroid is at the origin of the coordinate space before calculating moments \[2\]. Moment invariants with respect to scaling may be derived by normalizing the values of the image moments \[2\] or by normalizing the image before calculating moments \[6\]. Complex moments are preferred for calculating moment invariants with respect to rotation because they are defined over polar coordinates \[2, 7, 12, 14–16\]. The moment invariants with respect to rotation are simply the magnitudes of these complex moments \[2\].

2 Orthogonal moments

Orthogonal moments are calculated using a kernel that satisfies a relation of orthogonality or weighted orthogonality. These types of moments are also more robust to random noise and result in a reconstruction that minimizes the mean-square error when using a finite set of moments, since the moments are coordinates of the image function \(f(x, y)\) in the polynomial basis. Orthogonal polynomials can be calculated quickly, and without information, loss using recurrence relations \[2\]. This is an advantage of using orthogonal polynomials instead of geometric polynomials as defined by Equation \[3\] which can result in a large range of values, creating problems due to limitations of numeric precision in software \[2, 7\]. For a two-dimensional image, the kernel is a product of two one-dimensional polynomials. This allows one to construct kernels that are a product of two different types of polynomials; a technique also implemented in the IM package \[18\]. Classical orthogonal polynomials may be continuous or discrete \[18\]. While orthogonal moments are optimal for image reconstruction \[3\], they are not often used for image compression since better methods, such as wavelet-based compression, are available.

An expression encountered in many of the formal definitions of the polynomials is the hypergeometric function, defined as

\[2F1(a, b; c; z) = \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{(c)_n} \frac{z^n}{n!}\]  \hspace{1cm} (5)

This leads us to define the Pochhammer symbol as

\[(q)_n = \begin{cases} 1 & \text{if } n = 0 \\ q(q + 1)\ldots(q + n - 1) & \text{if } n > 0 \end{cases}\]  \hspace{1cm} (6)

In some cases the generalized hypergeometric series is more useful. The generalized hypergeometric series is

\[pFq(a_1, \ldots, a_p; b_1, \ldots, b_q; z) = \sum_{n=0}^{\infty} \frac{(a_1)_n \cdots (a_p)_n}{(b_1)_n \cdots (b_q)_n} \frac{z^n}{n!}\]  \hspace{1cm} (7)
2.1 Continuous orthogonal moments

Continuous moments $M_{pq}$ of orders $p$ and $q$ in the $x$ and $y$ directions are calculated using an integral, as in Equation 2, but must be approximated using summations in software \[2, 18\]. Continuous orthogonal polynomials satisfy the condition of orthogonality only within the range $[-1, 1]$. Therefore the pixel coordinates of the image must be scaled between -1 and 1 in both the $x$ and $y$ directions \[2, 18\]. If the image is not square, scaling the pixel coordinates deforms the image resulting in a poor reconstruction from the moments.

Continuous orthogonal moments $M_{pq}$ are generally calculated by:

$$M_{pq} = \int_{-1}^{1} \int_{-1}^{1} K_{pq}(x, y) f(x, y) \, dx \, dy$$

where the weighting kernel $K_{pq}$ is the product of two polynomials.

$$K_{pq}(x, y) = k_{1p}(x) k_{2q}(y)$$

For a real discretized image this formula is approximated by the following:

$$M_{pq} = \sum_{x=-1}^{1} \sum_{y=-1}^{1} k_{1p}(x) k_{2q}(y) f(x, y)$$

$k_{1p}$ is a polynomial of order $p$ and $k_{2q}$ is a polynomial of order $q$. The distinction between the two vectors is made using the subscripts 1 and 2 to illustrate that each vector may be a different type of polynomial. The entire matrix of moments, $M$, containing the values $M_{pq}$ for all $p$ and $q$ is calculated in the IM package in matrix form using the following equation:

$$M = k_1 F k_2$$

In $F$ is the entire $(N \times M)$ image matrix and $k_1$ and $k_2$ are matrices of polynomials where rows correspond to order and columns correspond to $x$ and $y$ pixel coordinates, respectively. Each pixel $\hat{f}(x, y)$ of the reconstructed image from the moments is calculated by \[2, 18\]

$$\hat{f}(x, y) = \sum_{p=0}^{\infty} \sum_{q=0}^{\infty} K_{pq}(x, y) M_{pq}$$

An arbitrary maximum order of moments may be used to reconstruct an image. Recall, however, that lower-order moments capture only gross features of the image while higher-order moments capture more detail. Therefore, using a higher order of moments will yield a better reconstruction. The entire reconstructed image $\hat{F}$ in the IM package is implemented using the matrix form of Equation \[12\]

$$\hat{F} = k_1 M k_2$$

The polynomials described in the following sections are normalized to overcome numerical precision issues due to a high range of polynomial values \[3, 8\]. In general, normalization is performed by multiplying the polynomials by

$$\sqrt{\frac{w(x)}{\rho(p)}}$$

where $w(x)$ is a weighting function of some kind and $\rho(p)$ is the squared norm. The squared norm is derived from the relation of orthogonality \[2\]. If the weighting function or squared norm is not provided in the following descriptions of the polynomials, it is equal to one.

2.2 Continuous Chebyshev polynomials

Continuous Chebyshev polynomials (Fig. 1) $k_p(x)$ of the first kind with order $p$ are formally defined as \[2, 18\]

$$k_p(x) = _2F_1\left(-p, p; \frac{1}{2}; \frac{1 - x}{2}\right).$$

With the weighting function defined as

$$w(x) = (1 - x^2)^{-0.5},$$

4
normalized Chebyshev polynomials are given by the following equation:

\[ \hat{k}_p(x) = k_p(x) \sqrt{\frac{2}{\pi}} (1 - x^2)^{0.25}. \]  

(17)

Normalized Chebyshev polynomials of the first kind follow the recurrence relation

\[ k_{p+1}(x) = 2xk_p(x) - k_{p-1}(x), \]  

(18)

with

\[ k_0(x) = 1, \quad k_1(x) = x \]

The \textbf{IM} package uses this recurrence relation to calculate Chebyshev polynomials.

![Figure 1: Continuous Chebyshev polynomials of orders 3, 8, 13, and 18 (left) and Chebyshev kernels, created by the combination of two Chebyshev polynomials of equal order (right).](image)

2.3 Legendre polynomials

Legendre polynomials (Fig. 2) of order \( p \) are defined as \[ k_p(x) = \frac{2F_1}{2p+1} \]

\[ k_p(x) = 2F_1 \left( -p, p + 1; 1; \frac{1-x}{2} \right) \]  

(19)

The squared norm is given by

\[ \frac{2}{2p+1}. \]  

(20)

Normalized Legendre polynomials are then defined as

\[ \hat{k}_p(x) = k_p(x) \frac{2p + 1}{2}. \]  

(21)

Normalized Legendre polynomials are computed in the \textbf{IM} package by the recurrence formula

\[ k_{p+1}(x) = \frac{1}{p+2} \left( (2p+1)xk_p(x) - pk_{p-1} \right), \]  

(22)

with

\[ k_0(x) = 1, \quad k_1(x) = x \]
2.4 Gegenbauer polynomials

Gegenbauer polynomials (Fig. 3) of order \( p \) are defined as

\[
k_p^{(\alpha)}(x) = \frac{(2\alpha)_p}{p!} {}_2F_1\left(-p, 2\alpha + 1 + p; \alpha + \frac{1}{2}; \frac{1 - x}{2}\right)
\]  

This type of polynomial requires an additional parameter, \( \alpha \). This parameter scales the polynomial values and is subject to the constraints

\[
\alpha > -\frac{1}{2} \quad \text{and} \quad \alpha \neq 0
\]

A larger value of \( \alpha \) increases the polynomial values. If \( \alpha \) is equal to 1, the resulting polynomials are equivalent to continuous Chebyshev polynomials. The weighting function \( w(x) \) is given by

\[
w(x) = (1 - x^2)^{\alpha - 0.5}
\]

and the squared norm is defined as

\[
\rho_p(\alpha) = \frac{2\pi \Gamma(p + 2\alpha)}{2^{2\alpha} p!(p + \alpha)(\Gamma(\alpha))^2}
\]

Normalized Gegenbauer polynomials are then calculated by

\[
\hat{k}_p^{(\alpha)} = k_p^{(\alpha)} \sqrt{\frac{w(x)}{\rho_p(\alpha)}}
\]

The recurrence relation used to compute normalized Gegenbauer polynomials is

\[
k_p^{(\alpha)}(x) = \frac{2p + \alpha}{p + \alpha} x k_p^{(\alpha)}(x) - \frac{p + 2\alpha - 1}{p + 1} k_{p-1}^{(\alpha)}(x)
\]

with

\[
k_0^{(\alpha)}(x) = 1, \quad k_1^{(\alpha)}(x) = 2\alpha x
\]
2.5 Discrete orthogonal moments

Discrete orthogonal moments $M_{pq}$ of an image are generally calculated using the following equation:

$$M_{pq} = \sum_{x=1}^{N} \sum_{y=1}^{M} k_{1p}(x)k_{2q}(y)f(x, y).$$

(28)

$N$ and $M$ are the dimensions of the image in the $x$ and $y$ directions. Discrete orthogonal polynomials are defined in the original image coordinate space and do not require any numerical approximations in software implementation [3, 8]. Therefore the implemented polynomials satisfy the orthogonality property and produce a better reconstruction than approximations of continuously defined polynomials [3, 8]. As a result, numerical errors resulting from an approximation of an integral are not propagated in the recurrence relations used to calculate the polynomials [8]. The matrix implementations in the IM package for moment calculation, Equation 11, and reconstruction, Equation 13, are the same for both discrete and continuous orthogonal moments.

2.6 Discrete Chebyshev polynomials

Discrete Chebyshev polynomials (Fig. 4) of order $p$ are defined as [3, 8]

$$k_p(x, N) = (1 - N)_p \times \ _3F_2 (-p, -x, 1 + p; 1, 1 - N; 1)$$

for $p, x = 0, 1, \ldots, N - 1$

(29)

The squared norm is given by

$$\rho(p, N) = (2p)! \left( \frac{N + 1}{2p + 1} \right).$$

(30)

Normalized discrete Chebyshev polynomials are defined as

$$\hat{k}_p(x, N) = k_p(x; N) \sqrt{\frac{2p + 1}{N(N^2 - 1^2)(N^2 - 2^2) \cdots (N^2 - p^2)}}$$

(31)

The recurrence relation used to compute normalized discrete Chebyshev polynomials is

$$\hat{k}_p(x; N) = \frac{1}{x(N - x)}(A\hat{k}_p(x - 1; N) + B\hat{k}_p(x - 2; N))$$

(32)
with

\[ A = -p(p + 1) - (2x - 1)(x - N - 1) - x \]

\[ B = (x - 1)(x - N - 1) \]

and

\[
\hat{k}_p(0; N) = (1 - N)p \times \sqrt{\frac{2p + 1}{N(N^2 - 1^2)(N^2 - 2^2)\ldots(N^2 - p^2)}}
\]

\[
\hat{k}_p(1; N) = \hat{k}_p(0; N) \left(1 + \frac{p(p + 1)}{1 - N}\right)
\]

Figure 4: Discrete Chebyshev polynomials of orders 3, 8, 13, and 18 (left) and discrete Chebyshev kernels, created by the combination of two discrete Chebyshev polynomials of equal order (right).

2.7 Krawtchouk polynomials

Krawtchouk polynomials (Fig. 5) of order \( p \) are defined as

\[
l_k_p(x; \alpha, N) = _2F_1\left(p, -x; 1 - N; \frac{1}{\alpha}\right)
\]

for \( p, x = 0, 1, 2, \ldots, N - 1 \) \hspace{1cm} (33)

This type of polynomial requires an additional parameter, \( \alpha \). This parameter localizes the polynomial values between 0 and \( N \), the dimension of the image. For example, if \( \alpha = 0 \), the polynomial is centered at the first pixel coordinate. If \( \alpha = \frac{1}{2} \), the center of the polynomial is shifted to the center of the image. This parameter is subject to the constraint \( \alpha \in (0, 1) \)

The effect of the parameter \( \alpha \) on the location of the polynomial indicates that Krawtchouk moments are effective local descriptors [6]. The weighting function is defined as

\[
w(x) = \left(\frac{N - 1}{x}\right)^x (1 - \alpha)^{N - 1 - x}
\]

The squared norm is given by

\[
\rho(p) = (-1)^p \left(\frac{1 - \alpha}{\alpha}\right)^p \frac{p!}{(1 - N)_p}
\]

(35)
Normalized Krawtchouk polynomials are then calculated using the following equation:

\[ \hat{k}_p(x; \alpha, N) = k_p(x; \alpha, N) \sqrt{\frac{w(x)}{\rho(p)}} \]  

The recurrence relation used to calculate normalized Krawtchouk polynomials is

\[ \hat{k}_{p+1}(x; \alpha, N) = \frac{1}{\alpha(N-1-p)} (A \times \hat{k}_p(x; \alpha, N) - B \times \hat{k}_{p-1}(x; \alpha, N)) \]  

where

\[ A = \sqrt{\frac{\alpha(N-1-p)}{(1-\alpha)(p+1)}} (-(N-1)\alpha - 2p\alpha + p - x) \]
\[ B = \sqrt{\frac{\alpha^2(N-1-p)(N-p)}{(1-\alpha)^2(p+1)p}} (p(1-\alpha)) \]

and

\[ \hat{k}_0(x; \alpha, N) = \sqrt{w(x)} \]
\[ \hat{k}_1(x; \alpha, N) = \left(1 - \frac{x}{\alpha(N-1)}\right) \left(\frac{\sqrt{\alpha(N-1)}}{1-\alpha}\right) \sqrt{w(x)} \]

Figure 5: Krawtchouk polynomials with \( \alpha = 0.5 \) of orders 3, 8, 13, and 18 (left) and Krawtchouk kernels, created by the combination of two Krawtchouk polynomials of equal order (right).

### 2.8 Dual Hahn polynomials

Dual Hahn polynomials (Fig. 6) are defined on a nonuniform lattice \( x(s) = s(s+1) \), where \( x \) is the distance of a sample from the origin and \( s \) is the order of a sample [2]. Dual Hahn polynomials of order \( p \) are defined as

\[ k_p^{(c)}(s, a, b) = \frac{(a-b+1)_p (a+c+1)_p}{p!} \times {}_3F_2(-p, a - s, a + s + 1; a - b + 1, a + c + 1; 1) \]

for \( p, x = 0, 1, \ldots, N - 1, s = a, a + 1, \ldots, b - 1 \)

The polynomials are on the interval \((a, b-1)\) and calculated using the additional parameter \( c \). \( a, b, \) and \( c \) are subject to the constraints

\[ -\frac{1}{2} < a < b, \quad |c| < 1 + a, \quad b = a + N \]
where \( a \) determines the origin of the lattice, and the difference between \( a \) and \( c \) affects the range of polynomial values. The larger the difference between \( a \) and \( c \), the larger the range of polynomial values will be. The weight function is given by

\[
w(s) = \frac{\Gamma(a + s + 1)\Gamma(c + s + 1)}{\Gamma(s + a + 1)\Gamma(b - s)\Gamma(b + s + 1)\Gamma(s + c + 1)}
\]

and the squared norm is

\[
\rho(p) = \frac{\Gamma(a + c + p + 1)}{p!(b - a - p - 1)\Gamma(b - c - p)}
\]

The normalized dual Hahn polynomial is defined as

\[
\hat{k}_p^{(c)}(s, a, b) = k_p^{(c)}(s, a, b)\sqrt{\frac{w(s)}{\rho(p)}}(2s + 1)
\]

Dual Hahn polynomials follow the recurrence formula

\[
\hat{k}_{p+1}^{(c)}(s, a, b) = A\left(\frac{\rho(p)}{\rho(p+1)}\right)\hat{k}_p^{(c)}(s, a, b) - B\left(\frac{\rho(p-1)}{\rho(p+1)}\right)\hat{k}_{p-1}^{(c)}(s, a, b)
\]

where

\[
A = \frac{1}{p+1}(s(s+1) - ab + ac - bc - (b - a - c - 1)(2p + 1) + 2p^2),
\]

\[
B = -\frac{1}{p+1}(a + c + p)(b - a - p)(b - c - p)
\]

and

\[
\hat{k}_0^{(c)}(s, a, b) = \sqrt{\frac{w(s)}{\rho(0)}}(2s + 1),
\]

\[
\hat{k}_1^{(c)}(s, a, b) = ((s - a)(s + b)(s - c) - (a + s + 1)(c + s + 1)(b - s - 1))\sqrt{\frac{w(s)}{\rho(1)(2s + 1)}}
\]

Figure 6: Dual Hahn polynomials with \( a = 10 \) and \( c = 10 \) of orders 3, 8, 13, and 18 (left) and Dual Hahn kernels, created by the combination of two dual Hahn polynomials with \( a = 10 \) and \( c = 10 \) of equal order (right).
2.9 Polar transform

Moment invariants derived from rectangular orthogonal polynomials with respect to translation are straightforward to calculate. Still, invariants with respect to rotation are difficult to derive \[2\]. The IM package deals with the problem of rotation invariance for orthogonal moments by transforming the image before calculating moments. The method polarTransform available in the IM package essentially “unwraps” the image from the centroid or center of the image frame. More specifically, the image is represented by an intensity map based on the polar coordinates of the pixels. The vertical axis is the pixel radius from the centroid \(r\), the horizontal axis is the pixel angle \(\theta\), and the value at location \((r, \theta)\) in the heat map is the pixel intensity. The polarTransform method treats the image as a series of concentric circles of pixels around the centroid and divides each ring into equally spaced intervals. A parameter, resolution, must be supplied to the method when it is called. The resolution determines how many intervals between 0 and \(2\pi\) will be represented in the transformed image. In order to construct this transform, the range of radius and angle values are calculated first. The radius is ranged from 0 to the radius of the largest size circle, which may be confined within the image boundaries. The angle is ranged from 0 to \(2\pi\), discretized into evenly spaced intervals. Each circle around the image’s centroid will be discretized into \(r \times \text{resolution}\) intervals between 0 and \(2\pi\), where \(r\) is the radius of each circle. The location of angle 0 will be shifted to coincide with the principal axis of the image. The principal axis \(\theta_0\) is determined by

\[
\theta_0 = \frac{1}{2} \arctan \left( \frac{2\mu_{00}}{\mu_{10} - \mu_{01}} \right)
\]

(43)

where

\[
\mu_{pq} = \sum_{x=1}^{N} \sum_{y=1}^{M} (x - \bar{x})^p (y - \bar{y})^q f(x, y)
\]

(44)

\((\bar{x}, \bar{y})\) are the coordinates of the centroid. Next, the pixel’s intensity, whose polar coordinates most closely match the coordinates of each point in the heat map, is used as the point value. If the parameter center is supplied, specifying the coordinates of the image centroid, the transform will be performed about those coordinates instead of the center of the image frame.

After this transform is completed, polynomials that are orthogonal over a rectangle may be used to calculate moments invariant to rotation. The function revPolar is also provided. It performs an inverse transform to recover the original image transformed by the method polarTransform. A larger resolution used when transforming the image will result in a better reconstruction by the revPolar method.

The image circles, available as sample data in the IM package, represents a series of concentric circles and is used in the following example to illustrate the use of the polarTransform method (Fig. 7). The following code example is found in the demo_polarTransform demo provided with the package.

```r
R> data("circles")
R> img <- rowSums(img, dim = 2)
R> transf <- polarTransform(img, resolution = 20, scale = 100,
+ center = calcCentroid(img))
R> itransf <- revPolar(dim(img), transf);
R> displayImg(list(img, transf[[1]], itransf))
```
Figure 7: Illustration of polar transformation using the IM package. The original circles image (left), the transformed image (center), and the reverse-transformed image (right).

3 Continuous complex moments

Complex moments are calculated in the polar coordinate space of the image using complex polynomials. Because of this transformation, acquiring moment invariants with respect to rotation is done by taking the magnitude of the moments \[2, 15, 16\]. To calculate complex moments, since they are orthogonal over the unit disk, the euclidean coordinates of pixels in the image need to be transformed to polar coordinates and scaled to the unit disk \[2, 3, 7, 12, 14, 16\]. This coordinate transform is implemented in the IM package as the function polarXY. The general equations for calculating moments and reconstructing images are similar to those used for polynomials orthogonal over a rectangle. Complex moments \(M_{p,\lambda}\) of an image are calculated using the following equation:

\[
M_{p,\lambda} = \int_0^{2\pi} \int_0^1 k_{p,\lambda}(r) e^{-i\lambda \theta} f(r, \theta) r \, dr \, d\theta
\]

for \(p = 0, 1, 2, \ldots\) and \(\lambda = -p, \ldots, p\) (45)

The polar coordinates of the pixels in the image are represented by radius \(r\) and angle \(\theta\). The order of the polynomials is represented by the parameter \(p\). A second variable, the repetition parameter \(\lambda\), is used in addition to the order for calculating complex polynomials.

The complex polynomial is represented by \(k_{p,\lambda}\), the radial part of the polynomial, and \(e^{-i\lambda \theta}\), the angular part of the polynomial. Like the orthogonal polynomials described previously, the polynomials are a function of the pixel coordinates, except that they are a function of the pixel polar coordinates instead of their euclidean coordinates. The IM package approximates the integral in Equation 45 using the summation:

\[
M_{p,\lambda} \sum_{x=1}^{N} \sum_{y=1}^{M} k_{p,\lambda}(r_{xy}) e^{-i\lambda \theta_{xy}} f(x, y)
\]

where \(r_{xy}\) and \(\theta_{xy}\) are the radius and angle of the pixel located at \((x, y)\). Complex moments are symmetric with respect to repetition \[2, 7, 15\], so only half of the moments need to be calculated; the other half are simply equal to the complex conjugate of the calculated moments. They are related by the equation

\[
M_{p,\lambda} = \text{conj}(M_{p, -\lambda}).
\]

Reconstruction of the original image from the moments is defined by the following equation \[2, 15\]:

\[
\hat{f}(x, y) = \sum_{p=0}^{\infty} \sum_{\lambda=-p, -p+2, \ldots}^{p} k_{p,\lambda}(r_{xy}) e^{-i\lambda \theta_{xy}} M_{p,\lambda}
\]

The maximum order used to reconstruct the image can be arbitrarily large.
3.1 Generalized pseudo-Zernike polynomials

Generalized pseudo-Zernike polynomials (Fig. 8) \( k_{p\lambda} \) of order \( p \) and repetition \( \lambda \) are formally defined as \[ k_{p\lambda}^\alpha(z) = z^\frac{\rho - \lambda}{2} (z^*)^\frac{\rho + \lambda}{2} \frac{(-1)^{(\alpha + 1)/2}(\alpha + 1)}{(p - |\lambda|)!} \, _2F_1 \left(-p + |\lambda|, -p - |\lambda| - 1; \alpha + 1; 1 - \frac{1}{(z^*)^{1/2}}\right) \] (49)

where * denotes the complex conjugate and \( \alpha \) is a user-defined parameter that scales the polynomial values. A larger value of \( \alpha \) will decrease the range of the polynomial values. The repetition \( \lambda \) is constrained by order \( p \):

\[ 0 \leq |\lambda| \leq p \] (50)

In terms of polar coordinates, the polynomial is defined as \[ k_{p\lambda}^\alpha(r, \theta) = k_{p\lambda}^\alpha(r \exp(j\theta)) = R_{p\lambda}^\alpha(r)\exp(j\lambda\theta), \] (51)

where the real-valued radial polynomial \( R_{p\lambda}^\alpha(r) \) is given by \[ R_{p\lambda}^\alpha(r) = \frac{(p + |\lambda| + 1)!}{(\alpha + 1)!} \sum_{s=0}^{p-|\lambda|} \frac{(-1)^s(\alpha + 1)_{2p+1-s}}{s!(p - |\lambda| - s)!(p + |\lambda| + 1 - s)!} r^{p-s} \] (52)

When \( a = 0 \), generalized pseudo-Zernike polynomials are reduced to pseudo-Zernike polynomials. The weight function is \[ w(r) = (1 - r)^\alpha \] (53)

and the norm is \[ \rho_{p\lambda}^2 = \frac{2\pi(p - |\lambda| + 1)_{2|\lambda|+1}}{(2p + \alpha + 2)(\alpha + 1 + p - |\lambda|)_{2|\lambda|+1}} \] (54)

The normalized generalized pseudo-Zernike polynomial is defined as \[ R_{p\lambda}^\alpha(r) = R_{p\lambda}^\alpha \sqrt{\frac{w(r)}{\rho_{p\lambda}^2}}. \] (55)

The radial polynomial \( R_{p\lambda}^\alpha(r) \) is computed in the IM package using the recurrence relation \[ R_{p\lambda}^\alpha(r) = (M_1 r + M_2 R_{p-1,\lambda}^\alpha(r) + M_3 R_{p-2,\lambda}^\alpha(r), \] (56)

with

\[
M_1 = \frac{(2p + 1 + \alpha)(2p + \alpha)}{(p + \lambda + 1 + \alpha)(p - \lambda)}
\]

\[
M_2 = \frac{(p + \lambda + 1)(\alpha + 2p)}{p + \lambda + \alpha + 1} + M_1 \frac{(p + \lambda)(p - \lambda - 1)}{2p - 1 + \alpha}
\]

\[
M_3 = \frac{(p + \lambda)(p + \lambda + 1)(2p - 2 + \alpha)(2p - 1 + \alpha)}{2(p + \lambda + \alpha + 1)(p + \lambda + \alpha)}
+ M_2 \frac{(p + \lambda)(2p - 2 + \alpha)}{p + \lambda + \alpha} - M_1 \frac{(p + \lambda)(p + \lambda - 1)(p - \lambda - 2)}{2(p + \lambda + \alpha)}
\]

and

\[
R_{\lambda\lambda}^\alpha(r) = r^\lambda
\]
\[
R_{\lambda+1,\lambda}^\alpha(r) = [(\alpha + 3 + 2\lambda)r - 2(\lambda + 1)]R_{\lambda\lambda}^\alpha(r)
\]
Figure 8: Generalized pseudo-Zernike kernels with $\alpha = 0$ and varying order and repetition.

3.2 Fourier-Mellin polynomials

Fourier-Mellin polynomials (Fig. 9) of order $p$ and repetition $\lambda$ are defined as

$$V_{p\lambda}(r, \theta) = R_p(r) \exp(j\lambda\theta)$$

with the radial polynomial $R_p(r)$ expressed as

$$R_p(r) = \sum_{k=0}^{p} (-1)^{n+k} \frac{(n+k+1)!}{k!(k+1)!(n-k)!} r^k$$

When the real-valued radial part of a generalized pseudo-Zernike polynomial has parameters $\alpha = 0$ and $\lambda = 0$, it is reduced to the Fourier-Mellin polynomial $R_p(r)$. The Fourier-Mellin polynomial is computed recursively by

$$R_p(r) = (M_1 r + M_2)R_{p-1}(r) + M_3 R_{p-2}(r)$$

with

$$M_1 = \frac{2(2p+1)}{(p+1)}$$
$$M_2 = -2p + M_1 \frac{p(p-1)}{2p-1}$$
$$M_3 = (p-1)(2p-1) + M_2(2p-2) - M_1 \frac{(p-1)(p-2)}{2}$$

and

$$R_0^\alpha(r) = 1$$
$$R_1^\alpha(r) = 3r - 2$$

Figure 9: Fourier-Mellin kernels with varying order and repetition.

3.3 Chebyshev-Fourier polynomials

Chebyshev-Fourier polynomials (Fig. 10) of order $p$ and repetition $\lambda$ are defined by

$$k_{p\lambda}(r, \theta) = R_p(r) \exp(j\lambda\theta)$$
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The radial polynomial $R_p(r)$ is a normalized and shifted Chebyshev polynomial of the second kind\[2\] weighted by the function

$$w(r) = (r - r^2)^{1/2}$$

Hence, it can be expressed explicitly as

$$R_p(r) = \sqrt{\frac{8}{\pi}} \left(\frac{1 - r}{r}\right)^{1/4} \sum_{k=0}^{\frac{p-2}{2}} (-1)^k \frac{(p-k)!}{k!(p-2k)!} [2(2r-1)]^{p-2k}$$

Figure 10: Chebyshev-Fourier kernels with varying order and repetition.

3.4 Radial Harmonic Fourier function

The radial harmonic Fourier function (Fig. 11) is not a polynomial in $r$, but it is orthogonal on $[0, 1]$\[2\]. It is defined as

$$k_p(r) = \begin{cases} \frac{1}{\sqrt{r}} & \text{if } p = 0, \\ \sqrt{\frac{r}{\pi}} \sin[(p+1)\pi r] & \text{if } p = \text{odd}, \\ \sqrt{\frac{r}{\pi}} \cos(p\pi r) & \text{if } p = \text{even}. \end{cases}$$

Figure 11: Radial harmonic Fourier kernels with varying order and repetition.

4 The IM package

The IM package includes methods that calculate several types of orthogonal moments and moment invariants of images and perform reconstruction of images from moments. It contains three classes: $\text{CmplxIm}$, $\text{OrthIm}$, and $\text{MultiIm}$. The $\text{CmplxIm}$ class may be used for calculating continuous complex moments of an image. The $\text{OrthIm}$ class may be used for calculating discrete or continuous orthogonal moments of an image. Methods to transform an image by “polar unwrapping” before calculating orthogonal moments are available. The $\text{MultiIm}$ class may be used for calculating any of the available types of moments for multiple images with the same dimensionality. This class performs faster by re-using a single set of polynomials for all images. Moments and polynomials may also be calculated without using the available classes. However, the use of the classes is recommended to ensure that all necessary parameters are set correctly.
4.1 The OrthIm class

The OrthIm class available in the IM package is intended for use in calculating real discrete and continuous moments whose polynomials are orthogonal on a rectangle or square. The continuous orthogonal moments available in this package are continuous Chebyshev, Legendre, and Gegenbauer moments. The discrete orthogonal moments available are discrete Chebyshev, dual Hahn, and Krawtchouk moments. An OrthIm object may be initialized using the standard R constructor `new()`.

```R
R> obj <- new("OrthIm", filename = f, img = i)
```

The object may be initialized in one of three ways. If no arguments are provided for `filename` and `img`, an S4 object will be created containing the empty variable slots of an OrthIm object. If a filename is provided, the constructor will import the image, convert it to grayscale, and return an object with slots `I`, `dimensions`, `centroid`, `filename`, and `fileType` initialized. This option is available only for jpeg, bmp, and png image files. The packages `png` (>= 0.1-4), `jpeg` (>= 0.1-2), and `bmp` (>= 0.1) are required in order for jpeg, bmp, and png image files to be loaded into R. Alternatively, an image matrix may be provided as the input argument `i` in the above example, which will result in a new OrthIm object with slots `I`, `dimensions`, and `centroid` initialized. Slot `I` in the object is the image matrix for which moments are to be calculated.

This class has methods that may be used to set necessary parameters and calculate moments of any of the types mentioned above, as well as combinations of any two moments. If two types of moments are combined, both must be either continuous or discrete. The type of moments to be calculated can be defined in the following way:

```R
R> momentType(obj) <- "cheby"
```

Where `cheby` represents discrete Chebyshev. If two types of polynomials are to be used, such as a combination of Legendre polynomials in the horizontal direction and Gegenbauer polynomials in the vertical direction, the following code may be used:

```R
R> momentType(obj) <- c("legend", "gegen")
```

The maximum order of moments to be calculated in the vertical and horizontal directions must be set in the following way:

```R
R> setOrder(obj) <- c(orderX, orderY)
```

A single value may be supplied as the input argument if the maximum orders are the same in both directions. Additional parameters may be required depending on the type of moments to be calculated. These would be specified using the `setParams` method.

An OrthIm object will store the polynomials used for calculating the moments. The polynomials may be re-used to calculate moments for other images with the same dimensionality. This technique is used in the MultiIm class for processing multiple images. A method to perform image reconstruction from any maximum order of moments less than or equal to those calculated is also available in both OrthIm and MultiIm classes.

To demonstrate the OrthIm class, bivariate moments of the sample data image `mandril` will be calculated. Continuous Chebyshev polynomials of order 100 in the x direction and Legendre polynomials of order 150 in the y direction will be used to calculate the bivariate moments. The following code is available as the demo `demo_OrthIm`.

```R
R> data("mandril")
R> obj <- new("OrthIm", img = img, filename = "")
R> momentType(obj) <- c("chebycont", "legend")
R> setOrder(obj) <- c(150, 150)
R> Moments(obj) <- NULL
```

Instead of using an OrthIm object, the function `momentObj` may be used to accomplish the same task as the example above in the following way:

```R
R> data("mandril")
R> obj <- momentObj(img, c("chebycont", "legend"), c(150, 150), NULL, c())
```
Reconstruction is performed using the `Reconstruct` method in the following example. The original image, moment matrix, and reconstructed image are displayed (Fig. 12).

```r
R> Reconstruct(obj) <- c(125, 125)
R> displayImg(list(obj@I, obj@moments, obj@reconstruction))
```

![Original Image](image1.png) ![Moment Matrix](image2.png) ![Reconstructed Image](image3.png)

Figure 12: The images displayed in the above code example using the function `displayImg`. The original `mandril` image (left), continuous Chebyshev-Legendre moments of the image up to orders (150, 150) (center) and the reconstruction of the `mandril` image using Chebyshev-Legendre moments (right).

### 4.2 The `CmplxIm` class

The `CmplxIm` class available in the IM package is intended for use in calculating continuous complex moments that are orthogonal on the unit disk. The continuous complex moments available in this package are *generalized* pseudo-Zernike, Fourier-Mellin, Chebyshev-Fourier, and *radial* harmonic Fourier moments. A `CmplxIm` object may be initialized using the standard R constructor `new()`.

```r
R> obj <- new("CmplxIm", filename = f, img = i)
```

The object may be initialized in the same way as an object of the `OrthIm` class. There are minor differences in the constructor implementation since complex moment calculation requires a scaled polar coordinate transform of the pixels. The polar coordinates of the pixels in the image are calculated when the object’s image slot `I` is initialized. This class has methods that may be used to set necessary parameters and calculate moments of any of the types mentioned above. Unlike the orthogonal moments described in the previous section, combinations of different types of complex polynomials are not available. The type of moments to be calculated can be defined in the same way as for the `OrthIm` class, using the `momentType` method.

```r
R> momentType(obj) <- "gpzm"
```

"gpzm" represents generalized pseudo-Zernike. The maximum order of moments to be calculated must be set in the following way:

```r
R> setOrder(obj) <- order
```

Additional parameters may be required depending on the type of moments to be calculated. These can be specified using the `setParams` method. The method `Invariant` obtains moment invariants in one step by calculating the magnitude of the complex moments. If moments have not already been computed prior to using this method, they will be calculated first. The moment invariants are stored in the object slot `invariant`.

```r
R> Invariant(obj) <- NULL
```

A `CmplxIm` object does not store the polynomials used for calculating the moments because the polynomials are a function of `p`, `λ`, and `r_xy` (refer to the section in this paper on Continuous Complex Moments), requiring a 4-dimensional matrix (or 3-dimensional at the cost of increased code complexity). The `MultiIm` class similarly does not require the polynomials to be stored in order to expedite the processing of multiple images.
Still, it does assume that the centroids of all images are located at the center of an image frame. A method to perform image reconstruction from any maximum order of moments less than or equal to those calculated is also available in the CmplxIm class.

The intended use of the CmplxIm class is demonstrated in the following example. Generalized pseudo-Zernike moments of the sample data image earth are computed up to order 100 with parameter \( \alpha \) set to 1. This code is found in the demo demo_CmplxIm.

\[
\begin{align*}
R & \colon \text{data("earth")} \\
R & \colon \text{obj <- new("CmplxIm", img = img)} \\
R & \colon \text{momentType(obj) <- "gpzm"} \\
R & \colon \text{setOrder(obj) <- 100} \\
R & \colon \text{setParams(obj) <- 1} \\
R & \colon \text{Moments(obj) <- NULL}
\end{align*}
\]

Instead of using a CmplxIm object, the function momentObj may be used to accomplish the same task as the example above. A CmplxIm object will be returned.

\[
\begin{align*}
R & \colon \text{data("earth")} \\
R & \colon \text{obj <- momentObj(img, "gpzm", 100, 1)}
\end{align*}
\]

Reconstruction may be performed by the Reconstruct method up to a specified order. In the following example, the image is reconstructed using moments up to order 80. Then, the original image, moments, and reconstructed image are displayed (Fig. 13).

\[
\begin{align*}
R & \colon \text{Reconstruct(obj) <- c(80, 80)} \\
R & \colon \text{displayImg(list(obj@I, abs(obj@moments), obj@reconstruction))}
\end{align*}
\]

Figure 13: The images displayed in the above code example using the displayImg function. The original earth image (left), generalized pseudo-Zernike moments up to order 100 of the image (center), and the reconstruction of the earth image using generalized pseudo-Zernike moments (right).

4.3 The MultiIm class

The MultiIm class is used to compute moments of multiple images that have the same dimensionality, and assumes that the centroid is always at the center of the image frame. Any moment type available in the package can be computed using this class. A MultiIm object may be initialized using the standard R constructor new().

\[
\begin{align*}
R & \colon \text{obj <- new("MultiIm", images)}
\end{align*}
\]

The input argument images is a list of images in 2-dimensional matrix form. The images must all be the same size. The type of moment is set using the momentType method. The order of moments to be calculated is set using the setOrder method. Any additional parameters required for the specific moment type are set using the setParams method.
Moment calculation and reconstruction can be computed faster by re-using polynomial values if several images of identical size and centroid are processed. When computing real orthogonal moments (continuous or discrete), a `MultiIm` object calculates polynomials once, stores them, and calculates moments for each image simply by using matrix multiplication as in Equation 11. When computing complex moments, a `MultiIm` object by default does not store polynomial values since a 4-dimensional matrix would be required to do so. However, since all the images are assumed to have the same dimensionality and centroid location, the polar-coordinate representation of the pixels may be re-used for every image.

Moments, moment invariants, and reconstruction are computed by calling the same methods as in the `CmplxIm` and `OrthIm` classes. The calculations will be performed for all images in the image list, and the slot `moments` of the object will contain a list of the moments for each image. The same is true for the `invariant` slot of the object. The `momentObj` method can also handle a list of images as an input parameter and return an object of the `MultiIm` class. Orthogonal and complex moment types are treated the same way as in the `CmplxIm` and `OrthIm` classes.

A `MultiIm` object is used in the classification examples in the next section of this document. Please see the examples there for a demonstration of the usage of the `MultiIm` class.

### 5 Moment invariants as features for classification

#### 5.1 Classification of bacterial colonies using complex moment invariants

This example uses moment invariants of light-scatter patterns of *Salmonella* colonies in order to identify different bacterial serotypes. These images were collected using a laser scatterometer at Purdue University [11]. These data are provided in the `IM` package and are entitled `bacteria`. Images of 4 different serotypes of *Salmonella* – Agona, Hadar, Newport, and Typhimurium – are present in the provided data set. Five examples of each of the four serotypes are given. This example is included in the `IM` package as the demo `cmplxClassification`. The data are loaded into the workspace in the following way:

```r
R> data("bacteria")
```

![Figure 14: Laser light-scatter pattern formed by a *Salmonella* ser. Agona bacterial colony.](image)

When the data are loaded, two variables appear in the workspace. The variable `img` is the list of images to be classified, and the variable `labels` is the numeric label of the class of the corresponding image in the list.
First, features will be extracted from the images by calculating the moment invariants. A `MultiIm` object will be used to store and compute moments for all the images. Since the images are circular, complex moments will be used to achieve rotational invariance. In this example, generalized pseudo-Zernike moments will be calculated up to order 50, with the scaling parameter $\alpha$ set to 2.

```r
R> obj <- new("MultiIm", images = img)
R> momentType(obj) <- "gpzm"
R> setOrder(obj) <- 50
R> setParams(obj) <- 2
```

To calculate moment invariants for all the images, the method `Invariant` will be called.

```r
R> Invariant(obj) <- NULL
```

The `invariants` slot of the object, `obj`, will now contain a list of matrices of moment invariants. Each matrix contains the moment invariants for one of the images. In order to use this information in a classifier, it is helpful to turn each matrix into a vector so that the input to the classifier will be a single matrix, with one row for each image and columns representing the features (moment invariants) of each image. An additional consideration is that only the lower triangular and diagonal of the invariant matrices for each image should be vectorized since the rest of the matrix will contain zeros. The reason is that generalized pseudo-Zernike moments are calculated up to order $p$ and repetition $\lambda$, where $\lambda$ is constrained by $p$ as in Equation 50. In a matrix of generalized pseudo-Zernike moments with dimensions equal to $p$, the rows would correspond to the order $p$, and the columns would correspond to $\lambda$.

```r
R> invariants <- list()
R> for (i in 1:length(labels)) {
R>   invariants[[i]] <- c(obj@invariant[[i]][lower.tri(obj@invariant[[i]],
+     diag = TRUE)]
R> }
R> invariants <- t(do.call(cbind, invariants))
```

The next step of the classification process will be testing. The data must be split into testing and training groups to use a supervised classifier. In order to test the effectiveness of moment invariants as features for classification fairly, stratified random sampling is used for this process. One-third of the images from each label group will be randomly selected for training, and the rest will be used to test the model produced by the training data.

```r
R> trainIndex <- logical(length(labels))
R> uniqueY <- unique(labels)
R> for (i in 1:length(uniqueY)) {
R>   trainIndex[sample(which(labels == uniqueY[i]), 3)] <- TRUE
R> }
R> trX <- invariants[trainIndex, ]
R> trY <- labels[trainIndex]
R> tstX <- invariants[!trainIndex, ]
R> tstY <- labels[!trainIndex]
```

Using the moment invariants of the images selected as training data, a support vector machine (SVM) model will be trained. The SVM classifier from the package `e1071` is used in this example.

```r
R> library("e1071")
R> model <- svm(x = trX, y = as.factor(trY))
```

Finally, the test data will be classified using the SVM model (Table. 1), and misclassification error will be calculated as the proportion of images incorrectly classified.

```r
R> pred <- predict(model, tstX)
R> err <- sum(tstY != pred) / length(pred)
```

The same process illustrated by the example above can also be implemented using single `CmplxIm` objects for each image. In that case, the moment invariants will be calculated and vectorized within a loop. The demo `cmplxClassificationLoop` implements this method.
| True labels | Predicted labels |
|-------------|------------------|
| Agona       | Agona            |
| Agona       | Agona            |
| Hadar       | Hadar            |
| Hadar       | Hadar            |
| Newport     | Newport          |
| Newport     | Newport          |
| Typhimurium | Typhimurium      |
| Typhimurium | Typhimurium      |

Table 1: True labels of the test data versus the predicted labels given by the SVM classifier.

5.2 Tamil character recognition using orthogonal moment invariants

This example performs the classification of hand-written Tamil characters provided by HP Labs India [24]. Eight different types of characters are represented in the data set. There are 40 images of each type. Classification of these images will be based on discrete Chebyshev moments. This example is included in the IM package as the demo orthClassification.

![Figure 15: Examples of eight types of Tamil characters provided in the characters data set.](image)

The first step is to load the data set characters into the workspace. When the data are loaded, two variables will appear in the workspace. The variable img is the list of images to be classified, and labels is the numeric label of the class of the corresponding image in the list. Then, initialize a new MultiIm object. Discrete Chebyshev moments of the transformed images will be calculated up to order 5 in the x and y dimensions.

```r
R> data("characters")
R> obj <- new("MultiIm", images = img)
R> momentType(obj) <- "cheby"
R> setOrder(obj) <- c(5, 5)
R> Moments(obj) <- NULL
```

As in the previous example, the moment invariants must be vectorized so they can be used as input to a classifier.

```r
R> moments <- list()
R> for (i in 1:length(labels)) {
R>   moments[[i]] <- c(obj@moments[[i]])
R> }
R> moments <- t(do.call(cbind, moments))
```

For testing, the data will be split in a random stratified manner into testing and training groups.

```r
R> trainIndex <- logical(length(labels))
R> uniqueY <- unique(labels)
```
\begin{verbatim}
R> for (i in 1:length(uniqueY)) {
R>   trainIndex[sample(which(labels == uniqueY[i]), 26)] <- TRUE
R> }
R> trX <- moments[trainIndex, ]
R> trY <- labels[trainIndex]
R> tstX <- moments[!trainIndex, ]
R> tstY <- labels[!trainIndex]
\end{verbatim}

Finally an SVM model will be trained and used to predict the labels of the test data, and misclassification error will be calculated.

\begin{verbatim}
R> library("e1071")
R> model <- svm(x = trX, y = as.factor(trY))
R> pred <- predict(model, tstX)
R> err <- sum(tstY != pred) / length(pred)
\end{verbatim}

The same process illustrated by the example above can also be implemented using single \texttt{OrthIm} objects for each image or using the \texttt{momentObj} function. In that case, the moment invariants will be calculated and vectorized within a loop.

6 Reconstruction performance

Reconstruction error for all moment types is computed using peak signal-to-noise ratio (PSNR), based on the mean-squared-error MSE.

\begin{equation}
\text{PSNR} = 10 \times \log_{10} \left( \frac{255^2}{MSE} \right)
\end{equation}

\begin{equation}
\text{MSE} = \sqrt{\frac{\sum_{x=1}^{N} \sum_{y=1}^{M} (f(x, y) - \hat{f}(x, y))^2}{N \times M}}
\end{equation}

In Equation 64, \(f(x, y)\) is the original image and \(\hat{f}(x, y)\) is the reconstructed image. Before calculating the reconstruction error, both the original and reconstructed images were normalized so that the pixel intensity values ranged between 0 and 1. The sample image used for reconstruction comparison is \texttt{earth}, shown in figure 16.

Figures 17, 18, and 19 show the \texttt{earth} image reconstructed using the different moment types at different orders.

Among orthogonal moments at higher orders, Krawtchouk moments yield the best reconstruction. Gegenbauer moments perform better at lower orders, but the quality does not increase significantly as the order increases. Legendre and discrete Chebyshev moments perform similarly, as do dual Hahn and Krawtchouk moments. All four complex moment types perform similarly at all orders except for Chebyshev-Fourier, with which the reconstructed image disappears at higher orders. Among the complex moment types, generalized pseudo-Zernike provides the best reconstruction. It should be emphasized that the calculation of complex moments takes much longer than the calculation of orthogonal moments. Figure 20 and table 2 show the reconstruction error using different moment types at different orders.
Figure 16: The earth image provided in the IM package.

Figure 20: Peak signal-to-noise ratio of the original earth image to reconstructed images from different types of moments at different orders.
Figure 17: Reconstructions of the earth image using discrete orthogonal moments.
Figure 18: Reconstructions of the earth image using continuous orthogonal moments.
Figure 19: Reconstructions of the earth image using complex moments.
### Table 2: Peak signal-to-noise ratio computed at some orders of different moment types.

| Order | Parameters | 10    | 25    | 50    | 75    |
|-------|------------|-------|-------|-------|-------|
|       | Discrete Chebyshev | 15.16548 | 16.43295 | 17.35355 | 17.98789 |
|       | Krawtchouk | 0.5    | 7.781064 | 9.916283 | 13.269029 | 18.197378 |
|       | Dual Hahn | 160, 64 | 7.697154 | 9.849374 | 13.030492 | 16.654635 |
|       | Gegenbauer | 2      | 14.04270 | 15.22617 | 16.29095 | 16.46257 |
|       | Continuous Chebyshev | 14.89885 | 16.32907 | 17.35970 | 17.96409 |
|       | Legendre | 15.16554 | 16.43145 | 17.35424 | 17.97658 |
|       | Generalized Pseudo-Zernike | 1      | 15.66411 | 16.84878 | 17.94048 | 18.61005 |
|       | Fourier-Mellin | 15.81839 | 17.47692 | 18.64560 | 18.09396 |
|       | Radial Harmonic Fourier | 16.36668 | 17.60459 | 19.14355 | 19.63776 |
|       | Chebyshev - Fourier | 14.359861 | 15.559318 | 16.02905 | 16.46257 |

#### 7 Computation time

To evaluate the running time of various moments, a list of 20 images of size 64 × 64, 256 × 256, 512 × 512, and 1024 × 1024 pixels were analyzed. The computation times for calculating moments and reconstructing the images are displayed in Table 3. Four sample images provided with the IM package, *lena*, *mandril*, *livingroom*, and *pirates* were each duplicated five times to create a list of 20 images. Generalized pseudo-Zernike, Legendre, and discrete Chebyshev types are compared. The calculation times within each moment type group (continuous orthogonal, discrete orthogonal, and continuous complex moment types) are similar. The computation time for discrete Chebyshev and Legendre moments is significantly faster because they are computed using matrix algebra, while generalized pseudo-Zernike moments must be computed iteratively. This is also true for all types of complex moments computed over the polar coordinates of pixels.

| Size   | Order | GPZM (α = 0) | Discrete Chebyshev | Legendre | Moment Calculation Time in Seconds |
|--------|-------|--------------|--------------------|----------|-----------------------------------|
| 64 × 64| 10    | 0.158        | 0.059              | 0.057    | 0.248                             |
|        | 50    | 1.702        | 0.060              | 0.044    | 4.329                             |
|        | 100   | 5.485        | NA                 | NA       | 16.628                            |
| 256 × 256| 10   | 1.779        | 0.097              | 0.093    | 3.692                             |
|        | 50    | 1.117(min)   | 0.100              | 0.097    | 1.158(min)                        |
|        | 100   | 4.278(min)   | 0.121              | 0.106    | 4.420(min)                        |
| 512 × 512| 10   | 14.514       | 0.278              | 0.235    | 14.687                            |
|        | 50    | 4.467(min)   | 0.279              | 0.256    | 4.497(min)                        |
|        | 100   | 17.231(min)  | 0.284              | 0.272    | 17.813(min)                       |
| 1024 × 1024| 10  | 58.432       | 0.887              | 0.879    | 58.959                            |
|        | 50    | 24.244(min)  | 0.935              | 0.923    | 18.489(min)                       |
|        | 100   | 1.219(hr)    | 1.001              | 0.967    | 1.353(hr)                         |

Table 3: Computation time for generalized pseudo-Zernike, discrete Chebyshev, and Legendre moments and image reconstruction.

#### 8 Conclusions

Moments and moment invariants are useful and established tools for image processing, recognition, and classification, capturing shapes and textures present in images in varying detail. Many types of polynomials exist for calculating moments, and each has its advantages and disadvantages. While not rotation invariant, real orthogonal moments perform reconstructions superior to those of complex moments. However, one should still be aware that while complex moments may not perform well in image reconstruction, they can be easily
made rotation invariant and, therefore, may perform better as features in various classification applications. If speed is essential to the application, using a polar transform in conjunction with a discrete orthogonal moment type may be a more efficient method. The type of moment chosen may depend on many factors, such as how high order is needed for the application, whether reconstruction or classification is a priority, what type of image is being processed, and whether there are restrictions on processing power and/or running time.

The IM package provides tools for the computation of image moments. It also provides a polar transform that approximates rotational invariance for real orthogonal moment types, which are computed quickly and easily. There are several ways to accomplish the same tasks using the IM package, providing the user with flexibility and access to different moment calculation and image reconstruction stages.
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