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Abstract—Recent years have witnessed the rapid growth of machine learning in a wide range of fields such as image recognition, text classification, credit scoring prediction, recommendation system, etc. In spite of their great performance in different sectors, researchers still concern about the mechanism under any machine learning (ML) techniques that are inherently black-box and becoming more complex to achieve higher accuracy. Therefore, interpreting machine learning model is currently a mainstream topic in the research community. However, the traditional interpretable machine learning focuses on the association instead of the causality. This paper provides an overview of causal analysis with the fundamental background and key concepts, and then summarizes most recent causal approaches for interpretable machine learning. The evaluation techniques for assessing method quality, and open problems in causal interpretability are also discussed in this paper.
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I. INTRODUCTION

In the past decades, machine learning has achieved the impressive performance in diverse tasks, and is increasingly applied in science, society and business. However, most of state-of-the-art models remained incomprehensible for both researchers, users and engineers, causing difficulties when deploying in real world. Specifically, there are several high-stake decision-making domains such as self-driving cars, crime prediction or personalized medicine in which the lack of transparency in machine learning prevents themselves from being adopted. Take for instance, in the healthcare sector where each decision can affect the people’s survival, physicians are frequently concerned about the safety and trust of any deployed models. They do not likely trust the model’s prediction if they can not understanding the rationales behind it. Consequently, interpretability in machine learning plays a significantly important role in generating trust-worthy models. This furthermore allows researchers, data scientists and engineers to ensure the models following the human understanding, ethnic codes, fairness and security. We as human have an insatiable curious nature; thus, our goal is not only to understand models’ mechanism but also to generate and extract new knowledge of the world.

In view of the time of explanation generation shown in Figure 1, interpretable machine learning can be divided into two branches: ad-hoc and post-hoc methods. The evolutionary history of noticeable traditional interpretable machine learning techniques is briefly described in the Figure 1. The ad-hoc type focuses on building the model architecture, algorithms or mechanisms that are self-explainable and transparent. Intrinsically interpretable models are the central research in the early years of artificial intelligence with the dominance of symbolism methods, followed by more advanced approaches such as decision sets [1], generalized linear regression, generalized additive model [2]–[4], Bayesian probabilistic model [5], [6], rule-based model [7], [8], attention mechanism [9], fuzzy inference systems [10]–[12], TabNet [9], etc. With the rapid growth of deep learning in recent decades, machine learning model is gradually evolved into complicated and incomprehensible form, which leads to the increasing attention on post-hoc interpretations. Several prominent approaches in this category include Local surrogate models (LIME [13], SHAP [14], LORE [15], etc), influence functions [16] and feature importance estimation [17], [18] have been introduced.

However, traditional interpretable machine learning focuses on the association instead of the causality. With the emergence of causal inference, an increasing number of causality-oriented methods have been proposed in interpretable machine learning. In comparison with traditional methods, causal approaches can be utilized to identify causes and effects of models architecture or conduct the reasoning over its decisions and behaviors. This article examines the overview of interpretable machine learning, presents the causal analysis in machine learning interpretability and finally discusses the future research directions. More specifically, we first present the background of causal analysis with key concepts, models and evaluation metrics. We then provide an overview of state-of-the-art works on causal interpretability. We also illustrate the potential evaluation metrics used in interpretable machine learning.

II. CAUSALITY ANALYSIS

Causality analysis can exploit the causality mechanisms underlying the data-generating process, which is more advanced than the predictive or descriptive capability in machine learning techniques. Causal inference and causal discovery are two main research topics for causality analysis. The goal of causal inference is to estimate the causal effect of treatment (i.e., a decision made or action taken) on the outcome (i.e., the result of treatment). Causal discovery examines whether a set of causal relationships exists among the variables. This paper would primarily focus on causal effect, which is more correlated to machine learning interpretability.
A. Causal Inference

Causal inference has been widely applied in econometric, social science and medicine fields for evaluating the policy’s effect or the drugs’ side effect. Effect estimation is tied to the outcome caused by the treatment applied to an instance. An instance is the atomic research object, which can be a physical object or an individual person. Treatment and outcome are terms that denote a decision made or action taken and its result, respectively. We first introduce the essential concepts for learning treatment effect followed by the causal models.

- Covariates X refers to the background variables or features of the instance.
- Treatment T refers to the action (manipulation or intervention) that applies to a instance.
- Outcome Y is the result of the treatment applied on a instance.
- Confounder Z is a variable which causally affects both treatment and outcome.

To better understand causal inference, we give the following example combined with the notations defined above. To prove the efficiency of the medication on the disease, the scientist needs to assess its positive effect into the patients’ recovery rate. Figure 2 depicts the corresponding causal relationships among the essential variables. The treatment T is whether the drugs are applied or not, and the observed features X are the patients’ condition such as the level of insulin and cholesterol, heart rate, etc. Outcome Y is the recovery rate and age is the confounder Z. This is simply because age firstly determined the need of applying medication into patients, since the young people may not necessarily take the medicine. Age also affects to the recovery rate: the youth has a higher probability to recover than the elderly.

B. Causal Models

We now introduce the two most important formal frameworks used for causal inference, namely the structural causal models and the potential outcome framework.

**Structural causal model** [19] consists of two main components: the causal graph and structural equations. Causal graph is the probabilistic graphical model which is used to represent the assumption about prior knowledge and data generating process. A causal graph is defined as $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ where $\mathcal{V}$ is the set of nodes and $\mathcal{E}$ is the set of edges. Structural equation is a set of equations $\text{Eq. (1)}$ which are used to represent the
causal effect illustrated by the edge in the causal graph.

\[ X = f_X(E_X), \]
\[ T = f_T(X, E_T), \]
\[ Y = f_Y(X, D, E_Y) \]

where \( E_X, E_T, E_Y \) are exogenous variables, which are independent from other models’ variable, and are determined outside the model.

**Potential outcome framework** is proposed by Neyman and Rubin [20]. Considering binary treatments for a set of units, there are two possible outcomes for each unit. The unit will be assigned to the control treatment if \( T = 0 \), or to the treated treatment if \( T = 1 \). As a result, we denote two potential outcomes \( Y_0 \) and \( Y_1 \) as the results caused by \( T = 0 \) and \( T = 1 \), respectively. Importantly, only one potential outcome is observed corresponds to the assigned treatment \( T \), and we call this as the observed (factual) outcome \( Y \). The unobserved potential outcome refers to the counterfactual outcome. Given the treatment \( T_i \), the relationship between the observed outcome \( Y \) and two potential outcomes are

\[ Y_i = T_i Y_1 + (1 - T_i) Y_0 \] (2)

**C. Treatment Effect Metric**

With the key concepts and causal models, the treatment effect can be measured at the population, treated group, subgroup, and individual level. For simplicity, we discuss the treatment effect under the binary treatment, and it can be easily extended to multiple treatments by considering multiple potential outcomes.

The individual treatment effect (ITE) is defined as the change of \( Y \) and \( Y_1 \), while keeping the covariates \( X \) unchanged (i.e., condition on those covariates). For an instance \( i \) with covariates \( X_i \), its corresponding ITE is

\[ ITE(X_i) = E[Y_i | X_i] - E[Y_0 | X_i] \] (3)

As only one potential outcome is observed, it is nearly impossible to estimate the effect at the individual level. A more feasible way is to measure treatment effect at the average level.

The average treatment effect (ATE) measures the treatment effect at the whole population level as

\[ ATE = E[Y_1 - Y_0] \] (4)

The average treatment effect (ATT) is for the group of instances with the treatment equal to 1, i.e., the treated group.

\[ ATT = E[Y_1 - Y_0 | T = 1] \] (5)

Conditional average treatment effect (CATE) known as heterogeneous treatment effect is defined on the subgroup with the particular covariate \( X = x \).

\[ CATE = E[Y_1 - Y_0 | X = x] \] (6)

**D. Tools for Causal Analysis**

Several libraries or tools are available for causal inference. Examples including Double Machine Learning [21], Metalearners [22], Orthogonal Learning [23], [24] have been supported by EconML, CausalML, DoWhy and CausalNex, whereas causal discovery methods including graph inference and pairwise inference are provided in Causal Discovery Toolbox. Meanwhile, TIGRAMITE is a novel framework for causal discovery in time series. We summarize the existing toolboxes in Table I.

**III. INTERPRETABLE MACHINE LEARNING WITH CAUSALITY**

Pearl [25] argues that causal reasoning is indispensable for machine learning to reach the human-level artificial intelligence, since it is the basic mechanism of human to be aware of the world. As a result, causal methodology is gradually becoming a vitally important component in explainable and interpretable machine learning. However, most of current interpretability techniques pay attention to solving the correlation statistic rather than the causation. Therefore, the causal approaches should be emphasized to achieve a higher degree of interpretability.

**A. Model-Agnostic Causality for Deep Neural Networks**

The traditional way to analyze Deep Neural Network is to build several models with different architectures and make a comparison between their performances. The problem is that re-training DNNs is computationally expensive, and infeasible when it comes to the complicated architecture. Inspired by causal model, several methods have been proposed to interpret neural network model.

Chattopadhyay et al. [26] define \( ACE^y_{do(x_i = \alpha)} \) as the causal attribution of neuron \( x_i \) to the output neuron \( y_p \), and \( E[y | do(x_i = \alpha)] \) as the interventional expectation Eq. (7). The polynomial function is selected to estimate this value.

\[ E[y | do(x_i = \alpha)] = \int yp(y | do(x_i = \alpha)) dy \] (7)

Narendra et al. [27] propose to construct a modified structural causal model as an abstraction of a DNN to make an reasoning over its elements. Thereafter, they rank each component based on their contribution to the final prediction for evaluation.

Based on TCAV [28] which generates a high-level concept-based explanation such as gender, race, background, others, the study in [29] evaluates the causal concept effect on a neural network prediction. They overcome the problem of do-operator by using Variational AutoEncoder (VAE).

Regarding Generative Adversarial Networks (GANs) interpretability, Bau et al. [30] proposes an approach for visualization and understanding at unit-, object-, and scene-level by estimating the causal effect of the models’ interpretable components. There are two main steps in their approach: dissection and intervention. In the dissection step, the classes with the explicit representation are firstly identified. Thereafter, they
make an intervention by forcing the units to be appeared and disappeared, and calculate its causal effect. Meanwhile, the authors [31] propose a causal framework to explore the intervention effect for proving that the components in images generated by GAN can be modified independently.

In terms of reinforcement learning, action influence model [32] is introduced for explaining the behavior of RL agents. They construct a modified structural causal model, learn the causal equation as the regression model during training the agent, and finally generate the contrastive explanation to answer the counterfactual question "Why does the agent choose action A instead of action B?".

B. Post-hoc Interpretability

Model-Agnostic explanations are particular challenging when the models’ parameters have more complex relationships. To further aid the interpretability, the practitioners propose a variety of post-hoc interpretability methods to exploit what a trained model has learned, without changing the underlying model. Most widely useful post-hoc interpretation methods fall into two main categories: causal feature learning and counterfactual explanations, respectively.

1) Casual Feature Learning: Recent work on feature learning derives the subset of features that have causal contributions to the models’ prediction. Early causal feature learning is to find the Markov Blanket (MB) containing a set of features which makes the target (T) independent from other features given MB(T). In the study [33], the authors firstly use the HITON algorithm [34] to derive the Markov Blanket, and thereafter deploy Max-Min Hill-Climbing (MMHC) algorithm to identify the causes and effects of the target variable. Given the number of transfer learning tasks D, Peters et al. [35] assume that there exists a subset of features X_S such that the conditional distribution Y_k|X_S is the same for different tasks k, and other settings Eq. (8). They propose an algorithm called subset search which samples the subset features, and then adopt the Levene test to assess the assumption.

\[ Y_k|X_{S}^k \cong Y'_{k'}|X_{S}^{k'} \quad \forall k, k' \in 1, ..., D \quad (8) \]

CXPlain [18] is the causal framework that can explain more complex machine learning models by estimating the feature importance. Granger-causal objective is introduced to quantify how much the exclusion of a single feature reduces feature importance. Granger-causal objective is introduced to estimate the counterfactual distribution, and this variable is often used to calculate the confidence interval (CI).

2) Counterfactual Explanation: Counterfactual explanation is the example-based model-agnostic method which generates new instances that would change the models’ prediction. The prominent example [36] in this research is that one person x with the annual income a and the current balance b has been rejected a loan by the financial institution, so how she/he can change her/his income and balance to a' and b' in order to receive the loan. Given the set of points P, in order to generate the set of counterfactual samples F, the objective function of counterfactual explanation [37] is to optimize the following function:

\[
\arg\min_{x} \max_{x'} (\lambda \cdot (f(x') - y')^2 + d(x, x'))
\]

\[
d(x_1, x'_1) = \max_{k \in F} \frac{|x_k - x'_k|}{\text{MAD}_k}
\]

\[
\text{MAD}_k = \text{median}_{(j \in P)}(|X_{j,k} - \text{median}(X_{l,k}))|
\]

where \(x\) is an original instance, \(x'\) is the counterfactual instance which close to \(x\), \(y'\) is the target class label for \(x'\), \(\lambda\) is the regularized parameter, \(
d(x, x')\) denotes the distance between the original instance and the counterfactual samples, \(\text{MAD}_k\) is the median absolute deviation for feature \(k\).

Grath et al. [36] extend \(d(x, x')\) in Eq. (9) by adding a weight vector \(\Theta\). The vector \(\Theta\) is used to evaluate models’ feature importance, and can be obtained by many algorithms such as K-Nearest Neighbors or global feature evaluation. Dherndhar et al. [38] combine the loss function generated from Convolutional AutoEncoder, while Arnaud [39] uses the loss function to generate counterfactual samples located in a region of the data space. Specifically, they propose to use deterministic of kernel matrix to illustrate this property.

To empower the capability of counterfactual explanations, constraints are considered in optimization problem of counterfactual explanation. Take for example, a person cannot decrease his age, or change his race and skin color. Recent work [40] propose convex density constraints to generate counterfactual located in a region of the data space. Specifically, they propose to use deterministic of kernel matrix to illustrate this property.

\[
\text{fitness} = \frac{1}{d(x, x')} = \begin{cases} \frac{n_{\text{con}} l_1(x, x')}{n} + \frac{n_{\text{con}} \text{simp}(x, x')}{} & \text{tabular data} \\ \frac{1}{\text{SSIM}(x, x')} & \text{image data} \end{cases}
\]

(10)

For tabular data, CERTIFAI chooses \(l_1\) norm for continuous features and a simple matching distance for categorical features (simp). For image data, Structural Similarity Index Measure (SSIM) measures the similarity of what humans consider. \(n_{\text{cont}}\) and \(n_{\text{cat}}\) are the number of continuous features and categorical features, respectively.
Instead of identifying the minimum changes leading to the desired outcome, a new line of counterfactual explanations provides feasible paths to transform a selected instance into one that meets a certain goal. FACE [46] proposed by Poyiadzi et al. constructs a graph over the data points with the weights illustrating the feasible degree to transit between two vertices. FACE thereafter can be solved by the Dijkstra algorithm to find the shortest path from the original instance to the counterfactual one.

C. Visualization of Causal Effect

Visualization-based method is another commonplace approach for quick understanding what the models have learned. Partial dependence plot (PDP) [47] depicts the marginal effect of features into the predicted outcomes. The partial dependence function is defined as:

\[
\hat{f}_{x_S}(x_S) = E_{x_C}[\hat{f}(x_S, x_C)] = \int \hat{f}(x_S, x_C)p(x_C)dx_C
\]  

Zhao et al. [48] use Partial dependence plot (PDP) an its extension called Individual Conditional Expectation (ICE) to extract the causal information from machine learning model. These visualization tools allow to measure the predictions’ change after making an intervention, which can help to discover the features’ causal relationship.

IV. Evaluation

Evaluation in causal interpretability is an extremely difficult task, at least in the current stage, since there are nearly no groundtruth data to evaluate the methods’ performance. Evaluation for traditional interpretable machine learning evaluation can be classified into three categories [49]: application-based, human-based and function-based. We apply the same category and focus on evaluations that can be used in causal interpretability.

A. Application-based

In real-world scenario where the machine learning model is deployed to assist experts, application-based evaluation illustrates how well the models provide explanations to human experts for improving their performance in specific tasks. Take for example, a randomized experiment [50] is conducted among a group of learner to solve the problems. They then rate the explanation generated by the machine learning models. With the assistance of models, the performance of people in different tasks is proved to be improved.

B. Human-based

Human-based evaluation methods refer to evaluate the performance of interpretable models with the assistance of human. Madumal et al. [32] generate explanation for the reinforcement learning. They implement an RL agent, and conduct an experiment running on StarCraft II, a strategic game, with 120 participants. Explanation Satisfactory Scale [51] is defined as the degree of human understanding of the AI system to measure the quality of generated explanations.

C. Function-based

Functional-based evaluation methods can be carried out without the assistance of human to evaluate the performance of the explanation model. There are some evaluation procedures for different techniques in Section IV:

1) Causal Interpretability for DNN: The lack of ground truth for feature effect makes it challenging to evaluate the performance of causal effect estimation. Chattopadhyay et al. [52] compare the salient map [52] generated by causal attribute method with Integrated Gradient [53]. Harradon etc al. [54] identify the components having the significant causal effects into the individual prediction. Specifically, they conduct the experiments in three different architectures VGG 19 in Birds200, VGG 16 and 6-layer cov network applied in Inria dataset. Thereafter, they make a query for an individual input, and then visualize top k variables according to their causal effect.

2) Counterfactual Explanations: A previous research [40] suggests that there are three main metrics to evaluate the counterfactual explanation: proximity, diversity and sparsity. The proximity is to reflect the similarity between the CF examples and the original one which was calculated as the mean proximity all over the examples. Meanwhile, the diversity measures the mean of the distances between the pairs of samples, ensuring that the generated instances should be as diverse as possible. Finally, the sparsity is the average number of changes converting CF examples to the original one.

\[
\text{proximity} = \frac{-1}{k} \sum_{i=1}^{k} \text{dist}(x_{cf_i}, x)
\]

\[
\text{diversity} = \frac{1}{C^2_k} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \text{dist}(x_{cf_i}, x_{cf_j})
\]

\[
\text{sparsity} = 1 - \frac{1}{k \cdot d} \sum_{i=1}^{k} \sum_{l=1}^{d} 1[x_{cf_i} \neq x_l]
\]

with \(x_{cf}\) and \(x\) are the counterfactual samples and original instance, respectively, \(\text{dist}(x_{cf_i}, x_{cf_j})\) illustrates the distance between two generated counterfactual instances, \(d\) is the number of input features, \(k\) is the number of counterfactual samples to be generated.

V. OPEN QUESTIONS AND DISCUSSIONS

The need of explaining and interpreting models becomes highly critical along with the growing popularity of deep learning and automated machine learning. Although, there are currently several studies in this field, several open problems still remain unresolved.

1) Counterfactual explanation in classification tasks. There are a plethora of constraints, especially features’ causal relationship, should be taken into consideration when adopting counterfactual explanation. Take for example, the counterfactual explanation cannot recommend the users to change sensitive and discriminative features such as race and gender in order to be accepted by the system. Therefore, its reasonability.
and feasibility should be discovered and investigated more strictly.

2) **Counterfactual explanation in recommendation system and time series data.** Although recommendation system gains the immense popularity these days, there are not many studies working on counterfactual explanation for such system. How we can make an intervention into human actions to enable the system to change their recommended items still remains an open question. Meanwhile, regarding time series data, it is also interesting to discover that what the model would change its prediction if we change something in the past.

3) **Causal reasoning in knowledge graph.** Knowledge graph is recently utilized as an effective tool in several tasks such as recommendation system, knowledge extraction, classification, etc. Instead of embedding the knowledge graph as the latent features, Xian et al. [68] state that the true intelligent recommendation systems have to own the ability to recommend their items based on their causal reasoning.

4) **Explanation understandable by non-experts.** A number of recent methods frequently provide the explanations to experts and researchers rather than the end-users. Therefore, another challenge is to generate explanation under the form such as rules, natural language, images, etc which can allow nonprofessional people to catch up with machine learning model behaviors.

### VI. Conclusion

Interpretable machine learning is expected to become a mainstream topic in the foreseeable future. This paper provides the desiderata and brief overview of causal inference, followed by the causality based interpretable machine learning. We present two main causal approaches for interpretable machine learning including feature importance estimation, causal effects of model components, and counterfactual explanation. Finally, we have discussed several potentially unresolved problems in this field which open opportunities for researchers to work in.

In machine learning, the more data the better. However, in causal inference, the more data alone is not yet enough. Having more data only helps to get more precise estimates, but it cannot make sure these estimates are correct and unbiased. Machine learning methods enhance the development of causal inference, meanwhile, causal inference also helps machine learning methods. The simple pursuit of predictive accuracy is insufficient for modern machine learning research, and correctness and interpretability are also the targets of machine learning methods. Causal inference is starting to help to improve machine learning, such as recommender systems or reinforcement learning.

### References

[1] H. Lakkaraju, S. H. Bach, and J. Leskovec, “Interpretable decision sets: A joint framework for description and prediction,” in *Proceedings of the 22nd ACM SIGKDD international conference on knowledge discovery and data mining*, 2016, pp. 1675–1684.

[2] X. Zhang, S. Tan, P. Koch, Y. Lou, U. Chajewska, and R. Caruana, “Axiomatic interpretability for multiclass additive models,” in *Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining*, 2019, pp. 226–234.

[3] R. Caruana, Y. Lou, J. Gehlke, P. Koch, M. Strurm, and N. Elhadad, “Intelligible models for HealthCare: Predicting Pneumonia Risk and Hospital 30-day Readmission,” in *Proceedings of the 21th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining - KDD ’15*. Sydney, NSW, Australia: ACM Press, 2015, pp. 1721–1730.

[4] X. Zhang, S. Tan, P. Koch, Y. Lou, U. Chajewska, and R. Caruana, “Axiomatic Interpretability for Multiclass Additive Models,” in *Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining - KDD ’19*. Anchorage, AK, USA: ACM Press, 2019, pp. 226–234.

[5] P. J. Darwen, “Bayesian model averaging for river flow prediction,” *Applied Intelligence*, vol. 49, no. 1, pp. 103–111, 2019.

[6] B. Letham, C. Rudin, T. H. McCormick, D. Madigan et al., “Interpretable classifiers using rules and bayesian analysis: Building a better stroke prediction model,” *The Annals of Applied Statistics*, vol. 9, no. 3, pp. 1350–1371, 2015.

[7] T. Wang, “Multi-Value Rule Sets,” *arXiv:1710.05257 [cs]. NIPS*, Oct. 2017, arXiv: 1710.05257.

[8] B. Letham, C. Rudin, T. H. McCormick, and D. Madigan, “Interpretable classifiers using rules and Bayesian analysis: Building a better stroke prediction model,” *The Annals of Applied Statistics*, vol. 9, no. 3, pp. 1350–1371, Sep. 2015, arXiv: 1511.01644.

[9] S. O. Arik and T. Pfister, “TabNet: Attentive Interpretable Tabular Learning,” *arXiv preprint arXiv:1908.07442*, 2019.

[10] J.-S. Jang and C.-T. Sun, “Functional equivalence between radial basis function networks and fuzzy inference systems,” *IEEE transactions on Neural Networks*, vol. 4, no. 1, pp. 156–159, 1993.

[11] S. Guillaume, “Designing fuzzy inference systems from data: An interpretability-oriented review,” *IEEE Transactions on fuzzy systems*, vol. 9, no. 3, pp. 426–443, 2001.

[12] J.-S. Wang and C. G. Lee, “Self-adaptive neuro-fuzzy inference systems for classification applications,” *IEEE Transactions on Fuzzy Systems*, vol. 10, no. 6, pp. 790–802, 2002.
[59] H. Chen, T. Harinen, J.-Y. Lee, M. Yung, and Z. Zhao, “Causalml: Python package for causal machine learning,” 2020.
[60] Y. Zhao, X. Fang, and D. Simchi-Levi, “Uplift Modeling with Multiple Treatments and General Response Types,” arXiv e-prints, p. arXiv:1705.08492, May 2017.
[61] N. J. Radcliffe and P. D. Surry, “Real-world uplift modelling with significance-based uplift trees,” White Paper TR-2011-1, Stochastic Solutions, pp. 1–33, 2011.
[62] D. Kalainathan and O. Goudet, “Causal Discovery Toolbox: Uncover causal relationships in Python,” arXiv e-prints, p. arXiv:1903.02278, Mar. 2019.
[63] J. Runge, P. Nowack, M. Kretzschmer, S. Flaxman, and D. Sejdinovic, “Detecting and quantifying causal associations in large nonlinear time series datasets,” Science Advances, vol. 5, no. 11, 2019. [Online]. Available: https://advances.sciencemag.org/content/5/11/eaau4996
[64] J. Runge, “Causal network reconstruction from time series: From theoretical assumptions to practical estimation,” Chaos: An Interdisciplinary Journal of Nonlinear Science, vol. 28, no. 7, p. 075310, 2018. [Online]. Available: https://doi.org/10.1063/1.5025050
[65] ——, “Conditional independence testing based on a nearest-neighbor estimator of conditional mutual information,” arXiv preprint arXiv:1706.01447, 2017.
[66] J. Runge, V. Petoukhov, J. F. Donges, J. Hlinka, N. Jajcay, M. Vejmelka, D. Hartman, N. Marwan, M. Paluš, and J. Kurths, “Identifying causal gateways and mediators in complex spatio-temporal systems,” Nature communications, vol. 6, no. 1, pp. 1–10, 2015.
[67] J. Runge, “Quantifying information transfer and mediation along causal pathways in complex systems,” Physical Review E, vol. 92, no. 6, p. 062829, 2015.
[68] Y. Xian, Z. Fu, S. Muthukrishnan, G. De Melo, and Y. Zhang, “Reinforcement knowledge graph reasoning for explainable recommendation,” in Proceedings of the 42nd International ACM SIGIR Conference on Research and Development in Information Retrieval, 2019, pp. 285–294.