Measuring the rogue wave pattern triggered from Gaussian perturbations by deep learning
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Weak Gaussian perturbations on a plane wave background could trigger lots of rogue waves, due to modulational instability. Numerical simulations showed that these rogue waves seemed to have similar unit structure. However, to the best of our knowledge, there is no relative result to prove that these rogue waves have the similar patterns for different perturbations, partly due to that it is hard to measure the rogue wave pattern automatically. In this work, we address these problems from the perspective of computer vision via using deep neural networks. We propose a Rogue Wave Detection Network (RWD-Net) model to automatically and accurately detect RWs in the images, which directly indicates they have the similar computer vision patterns. For this purpose, we herein meanwhile have designed the related dataset, termed as Rogue Wave Dataset-10K (RWD-10K), which has 10,191 RW images with bounding box annotations for each RW unit. In our detection experiments, we get 99.29% average precision on the test splits of the RWD-10K dataset. Finally, we derive our novel metric, the density of RW units (DRW), to characterize the evolution of Gaussian perturbations and obtain the statistical results on them.

I. INTRODUCTION

The focusing nonlinear Schrödinger equation (NLSE)

\[
iu_t + \frac{1}{2} u_{xx} + |u|^2 u = 0
\]

is a universal model in the nonlinear science such as the deep water wave [1], nonlinear optics [2–4], Bose-Einstein condensate [5] and even the finance [6]. The rogue wave (RW) solution or the Peregrine soliton is a typical exact solution for this model, which is related with the modulational instability (MI) [7, 8]. Even though the NLSE is an integrable model and possesses lot of exact solutions (solitons, multi-solitons, breathers, rogue waves), which had been observed in the physical experiments. Lots of rogue wave patterns had been discovered and analyzed based on analytic solutions [9, 10]. However, it is crucial to consider the general initial data problem for the NLSE, since many different waves can be generated by MI on a plane wave background.

The optical rogue waves are observed in the integrable turbulence for the NLSE [11], which is related to random initial data. Recent studies also show that RW patterns and integrable turbulence are observed in the soliton gas, for which the statistics on the kinetic, potential energies and other features are performed to characterize integrable turbulence [12]. Starting from the stochastic perturbation on the non-zero background, the maximum peaks and probability density functions on the intensity are analyzed by the numerical method [13], which provides the explanations on the probability of the appearance of rogue waves in a chaotic wave state. In the previous studies, the turbulence is measured by the statistics.

If we depart from arbitrary initial data on the plane wave background, the chaotic structures can be observed from the numeric simulation due to the development of MI [14–16], in which the weak units similar as the Peregrine solitons can be detected clearly. Thus, it is naturally to measure the RW pattern and compute the density of RW by the RWs number. However, the bijection relation between RWs and the scattering data has not been established, in contrast to soliton density in soliton gas, which is well established by inverse scattering theory [12].

The machine learning method [17] was used to analyze the extreme events in optical fiber MI [18], in which the intensity and spectral intensity are analyzed by the supervised and unsupervised learning method. The machine learning algorithms, which involve the k-nearest neighbors, support vector machine and artificial neural networks, were also used for predicting the amplitude in the chaotic lase pulse [19]. The extreme events are predicted by the deep neural networks in a truncated Korteweg-de Vries (tKdV) statistical framework [20]. Other relative statistic learning methods to the extreme events are performed by the literature [21–24]. Object detection based on deep learning is widely applied to various scientific fields, e.g. Tao et al. combined microscopy observation with artificial neural networks (ANNs) and realized by machine learning algorithms for the study of starch gelatinization [24]. A numerical method based on the neural network can be used to long time simulation of rogue waves and other nonlinear waves having the MI [20]. Recent developed machine learning method provides possibilities to measure the RW pattern and compute the density of RWs.

In this work, we propose our deep neural networks (DNNs) model to automatically and accurately detect the RWs in the images. We have designed the related dataset, which has 10,191 RW images with bounding box annotations for each RW unit. We further derive our novel metric, the DRW, to characterize the evolution
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of Gaussian perturbations, and finally give the statistical characters on them.

II. PRELIMINARY

It has been shown that local weak perturbations can generate RWs \[27, 28\]. We therefore consider an initial data \( u(x, 0) = 1 + p(x) \) (where \( p(x) \) is a white noise or weak localized perturbation) to investigate the evolution patterns containing RWs. By using the 4th-order integrating-factor method for solving the NLSE \[29\], we see that the initial data can generate lots of RWs with time evolution. Interestingly, each of them has the similar shape as the fundamental RW (Peregrine breather), which has the form \[30, 31\]:

\[
    u_p(x, t) = \left[ 1 - \frac{4(1 + 2i \tau)}{1 + 4(x^2 + \tau^2)} \right] e^{i\tau},
\]

whose temporal-spatial pattern is shown in FIG. 1(a). However, there is no systematic evidence to illustrate the results, which is an open problem for us up to now. In this paper, we would like to solve this problem by the artificial neural network. We choose an initial data with usual Gaussian form perturbations \[27\]

\[
    u(x, 0) = 1 + 2\varepsilon^{-1}e^{-\frac{x^2}{\mu^2}},
\]

to demonstrate our results. The corresponding Lax spectrum of the initial data was found to locate at the pure imaginary axis \[32\]. The high-order RWs can be generated by the multi-Gaussian perturbations on a plane wave background \[28\]. To measure the RW pattern evolved from the Gaussian perturbation, we define the density of rogue wave (DRW) as follows:

\[
    \text{DRW} = \frac{N(\Delta t, \varepsilon, \mu)}{S_{\Delta ABC}} = \frac{N(\Delta t, \varepsilon, \mu) \cot \theta_{\varepsilon, \mu}}{(\Delta t)^2} \tag{4}
\]

where \( N(\Delta t, \varepsilon, \mu) \) denotes the number of RWs that appear during the period from \( t = GT \) to \( t = GT + \Delta t \). We compute \( N \) according to the number of RW bounding boxes in \( \Delta ABC \) and incomplete boxes are computed by the proportion of their areas inside \( \Delta ABC \), for instance, half of a box is computed as 0.5. \( S_{\Delta ABC} \) is the area of the triangular \( \Delta ABC \). It should be pointed out that \( GT \) is the time interval between the beginning moment and the time when the first RW peak appears. Fig. 1(b) shows the details of some terms defined in this paper. Nextly, we introduce our DNNs model to detect RW pattern.

III. RWD-NET

Image recognition and object detection by deep learning methods had gotten great development in recent years. Residual Network (ResNet) was designed to learn the residual representation between the layers, which not only train the network easier but also improve the accuracy a lot \[33\]. Even now ResNet is still one of the most fundamental feature extraction network in the computer vision field. Lin et al. proposed the Feature Pyramid Network (FPN) which improves the accuracy of object detection, especially in the detection of weak objects, without adding additional calculations by extracting and fusing multi-scale feature map of RW images \[34\]. Based on the ResNet and FPN, Lin et al. proposed their RetinaNet with the novel focal loss function replacing the traditional cross-entropy loss to solve the unbalance problem between positive and negative objects, which improves both the accuracy and speed \[35\]. Goldman et al. improve the detection in densely packed scenes by adding the Soft-IoU layer and the Expectation-Maximization Merge (EM-Merge) unit to the RetinaNet \[36\].

Inspired by the studies above, we propose a new methodology, namely Rogue Wave Detection Network (RWD-Net), developed from RetinaNet improved by Goldman et al. in \[36\], which is designed to detect the RW regions in the images and get the number and distribution of them to measure the rogue wave pattern. The architecture of the network is shown in Fig 2 which mainly consists of three parts: feature extractor or backbone, detector and post-processing unit. The backbone is composed of ResNet and FPN to get 5 feature maps.
of RW images under different scales. Each instance in the feature map is covered with 9 priori boxes, called anchors, each of which has different sizes and shapes and will be send to the next 3 subnets—class, box and Soft-IoU subnet to be trained.

$$\text{FIG. 2. Structure of our RWD-Net. (a) ResNet-101; (b) FPN; (c) The box, class and the Soft-IoU subnets; (d) EM-Merge unit; (e) Detection results.}$$

Mathematically, let the pixel values of a RW image be denoted by $I \in \mathbb{R}^{W \times H \times L}$, $W, H, L \in \mathbb{Z}^+$ denotes the width, height and length of the image respectively, and the training data is denoted by $D^{tr} = \{ (I^j, Y^j) \}_{j=1}^L$, where $Y^j \in \mathbb{R}^{5\times N}$ is the set of offset and label $(d^x_a, d^y_a, d^w_a, d^h_a, y_a)$ of each anchor covering $I^j$ and $N$ denoted the number of anchors in image $I^j$. Our goal is to predict the bounding box matrices $Y^j \in \mathbb{R}^{5\times N}$ of image $I^j$. A RW image $I$ is first fed into the backbone consists of ResNet and Feature Pyramid Network (FPN), parameterized by $\Theta$, to produce a feature map $F(I; \Theta) \in \mathbb{R}^{W' \times H' \times L' \times C}$, where $C$ is the number of feature channels. The feature vector $f_a(I; \Theta) \in \mathbb{R}^C$ at each spatial location $a$ on the feature map $F(I; \Theta)$ represents the extracted feature of anchor $a$ on the image $I$ by the ResNet+FPN model. After the feature extracting, there are 3 subnets of our proposed RWD-Net: the class subnet for RW/background classification of each anchor feature $f_a(I; \Theta)$, the box subnet for the bounding box regression and the Soft-IoU subnet for predicting the Soft-IoU between the prediction boxes and the ground truth.

In the class subnet, we define the confidence level that an anchor instance $f_a(I; \Theta)$ covers a RW region as:

$$p_a(I; \Theta, w_c) = \frac{1}{1 + \exp(-w_c^T f_a(I; \Theta))} \quad (5)$$

where $w_c \in \mathbb{R}^C$ is the parameter of the class subnet, then we minimize the focal loss on the training data with annotations:

$$l_{\text{class}}(I^j, Y^j; \Theta, w_c) = - \sum_{a \in A} \left[ y_a^l \alpha(1 - p_a(I; \Theta, w_c)) \log p_a(I; \Theta, w_c) + (1 - y_a^l)(1 - \alpha)p_a(I; \Theta, w_c) \gamma \log(1 - p_a(I; \Theta, w_c)) \right]$$

where $y_a^l$ is the label annotation of anchor $a$ obtained directly from $Y^j$ and $A$ is the set of all anchors covering the image $I^j$. We set $\alpha = 0.25$ and $\gamma = 2$ in our implementation. And the loss function for training the class subnet over the whole training set $D^{tr}$ is defined by

$$L_{\text{class}}(D^{tr}; \Theta, w_c) = \frac{1}{|D^{tr}|} \sum_{(Z, Y) \in D^{tr}} l_{\text{class}}(I^j, Y^j; \Theta, w_c). \quad (7)$$

We now introduce the box subnet module of our RWD-Net. The model predicts the offset between positive anchors and their belonged ground truth as

$$\hat{d}_a = (\hat{d}^x_a, \hat{d}^y_a, \hat{d}^w_a, \hat{d}^h_a) = w_b^T f_a(I; \Theta) \quad (8)$$

where $w_b \in \mathbb{R}^{C \times 4}$ is the parameter of box subnet. Then we use the smooth $-L_1$ loss function $\mathbb{L}$ on the image $I^j$ with box annotations to learn the box subnet:

$$l_{\text{box}}(I; \Theta, w_b) = \sum_{a \in A} y_a Q_a \quad (9)$$

where

$$Q_a = \begin{cases} \frac{1}{2} \| d_a - d_a \|_2^2, & \text{if } \| d_a - d_a \|_2 < 1 \\ \| d_a - d_a \|_2 - \frac{1}{2}, & \text{otherwise} \end{cases} \quad (10)$$

and $d_a = (d^x_a, d^y_a, d^w_a, d^h_a)$ is the annotation of anchors’ offset. Now we can write down the loss function on the training data $D^{tr}$:

$$L_{\text{box}}(D^{tr}; \Theta, w_b) = \frac{1}{|D^{tr}|} \sum_{(Z, Y) \in D^{tr}} l_{\text{box}}(I; \Theta, w_b). \quad (11)$$

The Intersection over Union (IoU) defined as

$$\text{IoU} = \frac{I(X)}{U(X)} \quad (12)$$

is used as the evaluation metric in the detection, where $I(X)$ and $U(X)$ denote the intersection and union area between the prediction and ground truth respectively. The class subnet gives the confidence and the Soft-IoU subnet gives the Soft-IoU which is just the IoU predicted by the model and is not the real IoU. The Soft-IoU between the prediction boxes and their belonged ground truth is defined as

$$s_a(I; \Theta, w_s) = w_s^T f_a(I; \Theta) \quad (13)$$

where $w_s \in \mathbb{R}^C$ is the parameter of the Soft-IoU subnet. Then we minimize the cross-entropy loss function on the image $I^j$:

$$l_{s-\text{iou}}(I^j, Y^j; \Theta, w_s) = - \sum_{a \in A} \left[ \text{IoU}_a \log s_a(I; \Theta, w_s) \\ + (1 - \text{IoU}_a) \log(1 - s_a(I; \Theta, w_s)) \right] \quad (14)$$
where \( IoU_a \) is the IoU ground truth between anchor in location \( a \) and their belonged ground truth. And the whole loss in this Soft-IoU subnet for training data \( D^{tr} \) defined as:

\[
L_{s-iou}(D^{tr}; \Theta, w_s) = \frac{1}{|D^{tr}|} \sum_{(l', Y') \in D^{tr}} l_{s-iou}(l', Y'; \Theta, w_s)
\]

(15)

Finally, we write down the overall loss function for training our RWD-Net:

\[
L_{RWD}(D^{tr}; \Theta, w_c, w_b, w_s) = L_{class}(D^{tr}; \Theta, w_c) + L_{box}(D^{tr}; \Theta, w_b) + L_{s-iou}(D^{tr}; \Theta, w_s)
\]

(16)

All parameters are jointly optimized during network training. The optimized parameters are obtained by

\[
(\Theta^*, w_c^*, w_b^*, w_s^*) = \arg \min_{\Theta, w_c, w_b, w_s} L_{RWD}(D^{tr}; \Theta, w_c, w_b, w_s)
\]

(17)

And we minimize the overall loss function by stochastic gradient decent method.

Given a testing image \( I \), whether its anchor in location \( a \) covers RW regions is determined by:

\[
\hat{y}_a = \begin{cases} 
1, & \text{if } p_a(I; \Theta^*, w_s^*) \geq 0.5 \\
0, & \text{otherwise}
\end{cases}
\]

(18)

If \( \hat{y}_a = 1 \), then we further need to do the bounding box regression for anchor in \( a \):

\[
\hat{d}_a = (w_s^*)^T f_a(I; \Theta^*)
\]

(19)

With \( \hat{y}_a \) and \( \hat{d}_a \) above, we obtain the prediction \( \hat{Y} \). But it does not end, RWD-Net also predicts the Soft-IoU between each positive anchor and the ground truth:

\[
\hat{s}_a = (w_s^*)^T f_a(I; \Theta^*)
\]

(20)

which is used for expectation-maximization-merge (EM-Merge) unit next to obtain the final predicting boxes. The details about the EM-Merge unit can be seen in [36].

IV. EXPERIMENTAL RESULTS

In this work, we provide our big dataset, termed as Rogue Wave Dataset-10K (RWD-10K) containing 10,191 images of rogue wave pattern. We propose an efficient semi-automatic method, called Peak Search method, to achieve fast and accurate pre-detection to rogue waves instead of manual labeling. It is designed to determine the approximate location of the peak for each rogue wave by filtering out the local maximum points on the numerical solution matrices such that one peak point on the matrix corresponds to one rogue wave on the image. Then, all of these peak points will be expanded into bounding boxes. It should be noted that the sizes and locations of these bounding boxes will be manually refined due to the errors caused by the dimensional difference between the numerical solution matrices and the image matrices. By Peak Search and additional minor corrections, we can efficiently build the RWD-10K dataset. The details about Peak Search are given in the Appendix A.

We variate the parameters \( \mu \) (from 0.5 to 50 with the interval 0.5) and \( \varepsilon \) (from 11 to 110 with the interval 1) in the initial NLSE [1] to generate 10000 images. Additionally, to study the variation of DRW or other terms for \( \mu \) and \( \varepsilon \), we make other 191 images with larger value range of \( \mu \) and \( \varepsilon \) to complete the following statistical experiments. Then we get the pseudo annotations by the Peak Search algorithm and refine manually so that we assembled our big benchmark RWD-10K. Each image corresponds a parameter two-tuple \( (\varepsilon, \mu) \) in the initial equation. We focus on such settings for two reasons. First, every image in our dataset has its physical meaning. Second, by detecting those images we can capture the pattern similarity of computer vision among them and get certain statistical results about the distribution of these rogue waves (e.g. the evolution that the number of the rogue wave changes with the parameters in the initial data [1]).

In our detection experiment, the RWD-10K dataset is partitioned into train, validate and test splits. Training consists of 60% of the images (6071 images) and their associated 510,431 bounding boxes: 20% of the images (2024 images), are used for validation (with their 172,881 bounding boxes). The rest 2024 images (175,968 bounding boxes) were used for testing. Images were selected randomly, ensuring that the same RW from the same image does not appear in more than one of these subsets. We present our RWD-10K dataset open for public studies and you can get more details at [https://github.com/ZouLiwen-1999/RogueWave].

The details about our experiment settings are shown in Appendix C. After 20 epochs training, we get the average precision (AP) of 99.29% in the RW detection experiment, which shows that we successfully capture the rogue wave pattern similarity from the perspective of computer vision. Fig[4] shows the detection results of the images whose parameters are randomly chosen from the test dataset and we can see that we shot almost every rogue wave in the detection. Additionally, it is easy to observe that the distribution of these rogue wave patterns under different initial data are discriminative, which prompts us to do further statistics in the next section.

V. MEASURING THE ROGUE WAVE PATTERN

Now we try to measure the RW pattern under different Gaussian initial data by the trained RWD-Net. We use the DRW defined in [1] to quantify the RW pattern and we can also get the variation of GT and \( \theta \) based on the
FIG. 3. The detection results of the images we randomly selected from the test splits of RWD-10K using our RWD-Net.

The detection results of our RWD-Net model. The results are shown in the Fig. 4 and initial data is given in (3).

FIG. 4(a) is the distribution of the DRW with respect to the parameter $\varepsilon$ and $\mu$ when $\Delta t$ in (4) is fixed as 15. Meanwhile, it is easy to find that the value of DRW decreases from bottom left to top right of the image, which means the value of corresponding DRW will decline in the spatiotemporal regions when $\varepsilon$ and $\mu$ increase. These characters can be understood by a fact that each localized wave is closer to Peregrine RW for initial condition with larger $\varepsilon$ and $\mu$, since initial perturbation with much larger $\varepsilon$ and $\mu$ approaches more closely to the resonant condition with background $[27, 40]$. In FIG. 4(b), we show the variations of DRW as $\Delta t$ varies when $\varepsilon$ and $\mu$ are fixed at different constant values. Since the initial data with different parameters $\varepsilon$ and $\mu$ will yield different GT, then the range of $\Delta t$ is different for the fixed image size. According to the figure, it can be seen that when $\varepsilon$ and $\mu$ are fixed, DRW will decrease as a smooth curve as $\Delta t$ increase. At the same time, if we only consider the variation of $\varepsilon$ for fixed $\mu$, we can see that when $\varepsilon$ increases from 30 to 170, the corresponding DRW value will decrease in turn. Also, if we only consider the variation of $\mu$ for the fixed $\varepsilon$, the DRW value will still show a downward trend as the value of $\mu$ increases from 0 to 50. Those results are in line with the ones of FIG. 4(a).

In FIG. 4(c), we show the relation between GT and $\varepsilon$ ($\mu$), and we respectively use the exponential function with base 0.5 and logarithmic function to fit the curves of GT about the change of $\varepsilon$ and $\mu$. In the Appendix B, we compare different fitting functions, and list the results to show that it is more reasonable to use the following two functions. For fixed $\mu$, we have the relation between GT and $\varepsilon$ as

$$GT = a \ln(\varepsilon) + b,$$

where $a$ and $b$ are the fitting parameters. For fixed $\varepsilon$, we have the relation between GT and $\mu$ as

$$GT = c\sqrt{\mu} + d,$$

where $c$ and $d$ are the fitting parameters. Related fitting parameters are given in Table I and II. In Fig. 4(c) we can see that the fitting curves indeed agree well with the numerical results.

FIG. 4(d) demonstrates the variation of $\theta$ with respect to the parameters $\varepsilon$ or $\mu$ respectively. Fixed the parameter $\varepsilon = 20$, it is shown that the angle $\theta$ almost steadily varies between 135° and 140°. But if we fix the parameter $\mu = 0.5$, it is seen that the angle $\theta$ will decrease as $\varepsilon$ increases with the range approximately between 120° and 135°. These results show the amplitude parameter $\varepsilon$ will effect the angle $\theta$. Additional statistics are given in the Appendix B.

VI. CONCLUSIONS

In this paper, we propose an automatic, fast and accurate method to measure RW pattern by deep learning. Recently, Guo et al. [31] described their automated classification and positioning system for identifying localized excitations in atomic Bose-Einstein condensates by deep convolutional neural networks to eliminate the need for
human image examination. They implement the detection by CNN-based image classification and least-squares fitting-based position regression. But we focus on the efficient detection of RWs on numerical solutions images of NLSEs entirely by an end-to-end deep learning framework to capture the pattern similarity of computer vision. Besides, we also get the statistics of these RW patterns based on the detection results so that we are able to predict the time interval and region angle in real cases. Our proposed term DRW can intuitively measure the Gaussian perturbations in our experiments. Our model can be generalized for the other integrable systems with MI [42–54].

For multi-Gaussian perturbation or other weak localized forms in initial data (3) (i.e. there are two RW valleys in the images), can we still classify these rogue wave patterns and get their corresponding distribution? We leave this problem to the future work. We also hope that this work will initiate more innovative efforts in this field.
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APPENDIX

In the Appendix, we give the outline of our proposed Peak Search method, the description of our RWD-10K dataset and the details about the setting and results of our rogue wave detection experiments.

A. Peak Search

Peak Search is our proposed fast and cluster-based algorithm to generate the rogue wave images with pseudo annotations. Through our observations, selecting points with larger modulus length from the numerical solution matrix can well filter out the crests of rogue waves. Therefore, we propose the following algorithm in Algorithm 1 to realize the goal to pre-detect the rogue waves on images. What needs to be pointed out here is that the Peak Search method only works with rogue wave matrices, which means it can not replace our RWD-Net to complete the task of detect rogue wave patterns when there are only images without any numerical solution matrices.

Algorithm 1: The procedure of Peak Search algorithm.

Input: The numerical solution matrix, $M = (a_{ij})$; The initial location map of the peak points, $N = (b_{ij})$ where $b_{ij} = 0$ at first; Output: The final location map of the peak points, $N = (b_{ij})$;

1. If $a_{ij} \geq \eta l$, then we set $b_{ij} = 1$, where $\eta$ represents the peak factor which is a constant we specified in advance (we set $\eta = 1.7$ in our experiment), and $l$ represents the level set value corresponding to the level ground plane.
2. For each $b_{ij} = 1$, if $a_{ij}$ is the highest value point within the distance $r$, then we set $b_{ij} = 2$, where $r$ denotes the comparison radius we specified in advance (we set $r = 2$ in our experiment).
3. We map the numerical matrix coordinates of each peak point satisfying $b_{ij} = 2$ into a weak bounding box on the image, and then zoom them in size of $20 \times 20$;
4. return $N = (b_{ij})$;

B. Additional statistics

We compare different fitting functions of GT, the variation curves are shown in 5(a) and the fitting parameters are shown in Table I and II. Besides, we give the curves showing the numbers of rogue waves in the images changing with $\varepsilon$ and $\mu$ in 5(b). Lastly, the variation of curves for DRW with $\varepsilon$ and $\mu$ are given in 5(c) and 5(d) under different $\Delta t$.

TABLE I. The parameters of fitting functions [21]

| $\mu$ | a   | b   |
|-------|-----|-----|
| 10    | 1.581 | -0.804 |
| 30    | 2.136 | -0.766 |
| 50    | 2.563 | -0.819 |

C. Experimental details

In this part, we show some details and results about our RWD-Net detection experiment. We use the pre-training weight file of ResNet-101 obtained from https://github.com/keras-team/keras-applications/releases/tag/resnet as the initial weight. The learning rate is set to $1 \times 10^5$, the batch size is set to...
TABLE II. The parameters of fitting functions

| ε  | c   | d   |
|----|-----|-----|
| 20 | 0.682 | 1.900 |
| 50 | 0.890 | 2.760 |
| 100| 1.042 | 3.382 |

FIG. 5. (a-b) Variation of GT for ε or µ when the other is fixed; (c-d) Variation of number N of rogue wave in the images for ε or µ when the other is fixed; (e) Variation of DRW for ε under different Δt; (f) Variation of DRW for µ under different Δt.

We record the overall loss changes of the training set during the training process as shown in FIG. 6(a). At the end of training, the overall loss $L_{RW_D}$ of the model achieves 0.071 on the train splits. Based on the trained model above, we test it on the test splits. Finally, we get 99.29% AP at the threshold IoU set as 0.5 on the test splits and the Precision-Recall curve is shown in Fig. 6(b).
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