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Abstract—Backdoor attacks have been widely studied to hide the misclassification rules in the normal models, which are only activated when the model is aware of the specific inputs (i.e., the trigger). However, despite their success in the conventional Euclidean space, there are few studies of backdoor attacks on graph structured data. In this paper, we propose a new type of backdoor which is specific to graph data, called neighboring backdoor. Considering the discreteness of graph data, how to effectively design the triggers while retaining the model accuracy on the original task is the major challenge. To address such a challenge, we set the trigger as a single node, and the backdoor is activated when the trigger node is connected to the target node. To preserve the model accuracy, the model parameters are not allowed to be modified. Thus, when the trigger node is not connected, the model performs normally. Under these settings, in this work, we focus on generating the features of the trigger node. Two types of backdoors are proposed: (1) Linear Graph Convolution Backdoor which finds an approximation solution for the feature generation (can be viewed as an integer programming problem) by looking at the linear part of GCNs. (2) Variants of existing graph attacks. We extend current gradient-based attack methods to our backdoor attack scenario. Extensive experiments on two social networks and two citation networks datasets demonstrate that all proposed backdoors can achieve an almost 100% attack success rate while having no impact on predictive accuracy.
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1 INTRODUCTION

Due to the strong ability of learning graph structure data, graph convolutional networks (GCNs) [1] have become increasingly popular in many tasks including recommender systems [2], spammer detection [4], and rumor detection [5]. To reduce the financial cost, users may train GCN on third-party platforms [7], such as Azure 1 and BigML 2 users may even directly utilize third-party pre-trained models. This provides an opportunity for malicious developers or hackers to intentionally insert backdoors into GCNs. That is, the model performs normally on original tasks while behaves incorrectly when backdoors are activated by special triggers. Figure 1 is an example of GCN backdoor attacks on Cora citation network. As can be seen, attackers can easily change model predictions to target labels via particular triggers. A common solution [7], [14] to insert backdoors and generate triggers is firstly preparing a poisoned dataset and fine-tuning the target model with the contaminated data.

Recently, the robustness of GCNs has attracted considerable attention and there has been a surge of researches [9], [10], [11], [12], [13], [14], [15], [16] studying how to attack GCNs on tasks including community detection, link prediction, and so on. This paper study backdoor attacks on GCNs under the context of the node classification. That is, given a graph and a few labels of nodes, predict the labels of the remaining nodes. The key idea of these attack methods is to manipulate the input graph (e.g., modifying node features, inserting/deleting edges or nodes), which misclassify inputs to wrong labels. Despite the effectiveness of these methods, they are not or can not be generalized to backdoor attacks. The major reasons are that they usually generate a unique perturbation for each node or an entire graph (i.e., no trigger) and the attacked labels are non-targeted (i.e., the attack is successful if the predicted label after the attack is different from the original label.) while backdoor attacks require the prediction change to an attacker-specified target label. Recently, a few studies also explored backdoor attacks in the graph domain [17], [18]. However, these methods follow the idea of common backdoors that preparing a set of poisoned graphs with triggers and fine-tuning the GNNs, which leads to several limitations: (1) It needs retraining procedure which is computational inefficient and the model parameters would be modified thus can’t be directly adopted for pre-trained GCNs. (2) Since the backdoors are injected by modifying model parameters, the performance on the clean graph may be affected even when the trigger is not activated.

1. https://azure.microsoft.com/
2. https://bigml.com/
We try to bridge this gap in this paper and investigate whether such backdoors are possible for GCNs. Can we easily backdoor graph convolutional networks? How vulnerable are graph convolutional networks to backdoor attacks? Note that GCNs learn the representation of a node by aggregating the representations of its neighbors. In other words, nodes in a graph are highly dependent on their neighbors, which enlighten us a new way to inject backdoor to GCNs by neighborhood poisoning without retraining or modifying model parameters, which we called neighboring backdoor. However, there remain the following challenges: (1) **Accuracy.** Previous works have demonstrated that the extra retraining procedure can potentially degrade model performance when injecting backdoors into multiple target labels. To better sell or spread the model, it is crucial for attackers to retain the model accuracy on the original task. How to insert backdoors while do not harm the model accuracy? (2) **Efficiency.** When the graph is larger, the traditional solution, retraining a GCN on a contaminated dataset, is usually computationally expensive and time-consuming. Moreover, unlike images which consist of continuous features, the nodes’ features (e.g., bag-of-words) are often discrete. How to design an efficient trigger generation algorithm in a discrete domain?

To maintain the model accuracy in the original task, the model parameters are not allowed to be modified (e.g., retraining). Instead, we focus on designing the trigger and the model prediction only changed when the trigger is connected to the target node. Therefore, when the trigger node does not appear, our methods have no influence on the model performance, which make attacks imperceptible as well. Moreover, injecting the backdoors into multiple classes simultaneously can be achieved by generating triggers that corresponding to different classes. To enhance the efficiency, the trigger is set as a single node. Thus designing the trigger is the same as generating the node features. Solving such a problem is easier and more efficient compared to jointly consider the graph structure and node features (if the trigger is multiple nodes such as a sub-graph). An additional benefit is that employing a single node has a low cost. Under these settings, two types of backdoors are proposed in this work:

- **Linear graph convolutional backdoor (LGCB).** First, the feature generation is formally defined as an integer programming problem. To efficiently find a solution, a linear approximation is proposed whose core idea is to look at the linear part of GCNs. That is, the ReLU activation functions are removed. Compared to the following approaches, LGCB is faster while achieving compatible attack performance, and require less knowledge (we show that the graph structure is not necessary to feature generation)
- **Gradient-based backdoors (GB).** Most current methods aim to derive a local attack through gradient information. That is, each node has its unique attack (e.g., modified different features for different nodes). However, our attack scenario requires a global trigger (i.e., different nodes connect to the same trigger). Since the key of these methods is how to utilize the gradient when the data is discrete/binary, we show that they can be extended to find a global trigger.

Our contributions are summarized as follows:

- We propose neighboring backdoor on graph convolutional network by utilizing its own connective vulnerabilities, so that modifying the model parameters is not necessary, and show that only poisoning a single neighbor is sufficient to construct the neighboring backdoor.
- We propose a fast and effective trigger generation model whose core idea is to approximate the optimal trigger by looking at the linear part of GCNs and extend three existing graph attacks to backdoor graph convolutional networks.
- Experimental results demonstrate that the proposed methods achieve all-label attacks with almost 100% attack success rates using a single trigger node, while keeping the trigger node unnoticeable as well.

## 2 Preliminaries

### 2.1 Backdoor Attack

Backdoor attacks against machine learning systems aim to inject malicious behavior into parameterized models, which is activated when trigger patterns are presented in the model’s inputs. Generally, the backdoor attack process can be summarized as a three-stage framework: trigger generation, trigger activation, and model retraining. To better understand the particularity of the backdoor on node classification tasks, we compare it with the backdoor on image classification.

The trigger generation in images is to generate a pair that consists of a specific pattern (e.g., sticker, dots, and tattoo) and an attacker-specified label. Such patterns rarely appeared in normal input data and usually just designed as simple as possible (e.g., just a black patch) to avoid performance degrading on normal inputs. While the trigger in node classification is much different: (1) it need carefully design to be able to successfully attack by a one-node trigger, and (2) the generated trigger node may appear as a normal node so it’s more unnoticeable.

The trigger activation means embedding the trigger into inputs for the preparation of retraining or testing. In images, the trigger is added to many examples in dataset \(D\) to construct enough poisoned examples to learn the patterns of the trigger. While our trigger node is activated by simply connecting to the target node, and don’t modify other nodes in the graph for more poisoned examples.

### 2.2 Graph Convolutional Networks

First, we introduce graph convolutional networks under the context of the node classification task. For notations, we use bold uppercase letters to denote matrices (e.g., \(W\)), bold lowercase letters to denote vectors (e.g., \(w\)), bold lowercase letters with superscript to denote row vectors (e.g., \(x^i\)), with subscript to denote column vectors (e.g., \(w_i\)), and non-bold letters to denote scalars or indices (e.g., \(w\)). The uppercase calligraphic symbols (e.g., \(W\)) stand for sets. Our goal is to predict the associated label for each node. GCNs follow a recursive neighborhood aggregation scheme, where at each
iteration of aggregation, the representation of a node is generated by aggregating the representation of its neighbors, followed by a linear transformation and non-linear activation function. After $L$ iterations of aggregation, a node’s representation can capture the structural information of its $L$-hop neighbors. Given an undirected attributed graph $G = (A, X)$ that has $n$ nodes, with $A \in \{0, 1\}^{n \times n}$ denoting the adjacency matrix and $X \in \{0, 1\}^{n \times d}$ representing the nodes’ binary feature where $d$ is the feature dimension, the $l$-th hidden layer of GCN is defined as:

$$H^{(l)} = \sigma(SH^{(l-1)}W^{(l-1)})$$

where $S = D^{-\frac{1}{2}}\tilde{A}D^{-\frac{1}{2}}$ and $\tilde{A} = A + I$. $I \in \mathbb{R}^{n \times n}$ is the identity matrix. $D$ represents the degree matrix whose $i$-th entry $d_{ii} = \sum_j \tilde{a}_{ij}$, $W^{(l)}(i)$ is the trainable weight matrix of $l$-th layer and $\sigma(\cdot)$ denotes the activation function, which we set as the ReLU. Initially, $H^{(0)} = X$. To perform node classification, the model prediction is normalized by a softmax function: $\text{softmax}(x) = \exp(x)/\sum_i \exp(x_i)$. Consider an $L$-layer GCN, the final prediction is derived as $Z = f(A, X) = \text{softmax}(H^{(L)}) \in \mathbb{R}^{n \times k}$, where $k$ denotes the number of label classes. The GCN is learned by minimizing the cross-entropy loss on given training label node set.

2.3 Problem Statement

We first introduce the concepts of trigger and backdoor in graph settings. The trigger in a graph is often generated by node injection [17], [18]. Generally, suppose $s$ nodes are injected to the clean graph $G = (A, X)$ and generate a backdoored graph $G' = (A', X')$, which is formulated as:

$$A' = \begin{bmatrix} A & C^T \\ C & B \end{bmatrix}, \quad X' = \begin{bmatrix} X \\ F \end{bmatrix}$$

where $B \in \{0, 1\}^{s \times s}$ denotes the topological connectivities within the trigger nodes, $C \in \{0, 1\}^{s \times n}$ denotes the connectivities between the trigger nodes and the normal nodes, $F \in \mathbb{R}^{s \times d}$ is the node features of the trigger nodes. The injected nodes and connectivities identify the trigger $T = (B, C, F)$, and the trigger is called activated in the graph $G'$ and not activated in original graph $G$.

2.3.1 Attacker’s goal

In backdoor attacks, the attackers have two goals: (1) modify the outputs of GCNs to targeted predictions (i.e., attackers specified labels) when the trigger activated, and (2) keep the original predictions of GCNs when the trigger is not activated. Thus the attackers can launch or hide backdoor attacks on demand by toggling the activation states of the trigger.

2.3.2 Attacker’s capability

Firstly, to activate the trigger, the attackers need the ability to inject extra nodes and edges to the input graph. It can be achieved by user-level actions if the trigger size $s$ is small enough, for example, uploading some papers in the citation network. Secondly, we have two attack scenarios, one is that attackers can access the parameters $W = \{W^{(0)}, \ldots, W^{(L-1)}\}$ of the model and training data $D$, the other is that can only access $W$. In both scenarios, attackers can’t retrain the model (i.e., can read but not modify $W$).

2.3.3 Threat model

In summary, the attackers are supposed to design the trigger $T$ to achieve their goals with the capability and constraints. Various threat models can be discussed based on different implementation details in this framework. First, according to different trigger size, the trigger can have multiple nodes or only a single node (i.e., $s > 1$ or $s = 1$). Second, the trigger patterns can be designed as topological patterns (i.e., design $B$ and $C$), feature patterns (i.e. design $F$), or hybrid patterns.

Specifically, in this work, we focus on the single node trigger for three reasons: (1) Practical: less trigger nodes indicate less actions the attackers need to launch the attack. Especially when the trigger size is 1, which is attractive for the attackers to be able to attack the target node by a single node injection. (2) Unnoticeable: less trigger nodes indicate less structural impact on the graph. (3) Efficient: less trigger nodes indicate less parameter space. Then Eq. 2 for single node trigger is simplified as:

$$A' = \begin{bmatrix} A & c^T \\ C & B \end{bmatrix}, \quad X' = \begin{bmatrix} X \\ F \end{bmatrix}$$

where $u = n + 1$ is the identity of trigger node, $x^u$ denotes the trigger features, $c$ denotes the connectivities of the trigger node. The trigger node is only connected to the target node $v$ by default, thus $c_i = 1$ for $i = v$ and $c_i = 0$ for all $i \neq v$. The potential impact of connectivities will be discussed in the experiments.

2.3.4 Problem definition

Let $f : \mathbb{R}^d \to \mathbb{R}^k$ denote the GCN with $d$ input features and $k$ output classes and $x^v$ represents the trigger node whose target label is $t$. Our goal is to generate the trigger features based on model $f$ so that the predicted labels of all nodes change to $t$ once they are connected to $x^v$. Initially, all features of $x^u$ are zero. Suppose $q \in \mathbb{N}$ denotes the budget (i.e., the number of changed features) and $P_q(x^v)$ denotes all possible trigger $x^v$, the problem can be defined as follows:

**Problem 1.** Given a trained model $f$, a target label $t$, and a budget $q$, let $h^v \in \mathbb{R}^k$ denotes the model prediction for any specific node $v$ in $G$. The optimal margin $(h^v_h - h^v_t)$ between class $t$ and class $c$ of all possible triggers $P_q(x^v)$ is:

$$m_{i,c}^v = \min_{x^v \in P_q(x^v)} h^v_c - h^v_t$$

If $m_{i,c}^v < 0$ for all $c \neq t$, the node $v$ is successfully attacked by trigger $x^v$.

Since we focus on the relative value of each class, it is unnecessary to employ softmax function on model prediction. Although similar definitions can be found on robustness certificates [19], [20], [21] on GCNs, our goal is to find a global solution for the entire dataset while the target of previous work is a single node.
3 METHODS

In this section, we elaborate on how to generate features of the trigger node. Following the previous work [9], [19], we consider the situation that the input node features are discrete/binary. Linear Graph Convolution Backdoor is firstly introduced. Then we illustrate how to extend existing graph attacks in our attack scenario, and finally, the time complexity of these methods is presented.

3.1 Linear Graph Convolution Backdoor

The linear approximation method of the problem and its solution are presented as follows.

3.1.1 Linear approximation

To find an approximated solution of Problem 1, we remove the ReLU activation function. Figure 2 illustrates our core idea. The area $A_1$ denotes all possible points that can be achieved by inserting triggers. As Fig. 2 shows, the activation function will discard the area $A_2$ since their horizontal coordinate values are negative. By removing the ReLU function, we search for an approximated solution in a larger space (i.e., areas $A_1$ and $A_2$), which leading to:

$$
\tilde{H}^{(L)} = (S')^L X' \prod_{l=0}^{L-1} W^{(l)} = \tilde{S} X' \tilde{W},
$$

(5)

where $\tilde{H}^{(L)}$ is the linear approximation of $H^{(L)}$, $\tilde{S}$ denotes the $L$-th power of $S'$. Therefore its $v$-th row vector $\tilde{s}^v$ can represent the $L$-hop neighbors of node $v$, and the weights products are collapsed to a single matrix $\tilde{W} \in \mathbb{R}^{d \times k}$ where its $c$ column vector $\tilde{w}_c \in \mathbb{R}^d$ select features that correlated with a specific label class $c$ from all $d$ features. Thus, Eq. 4 can be reformulated as follows:

$$
m_{t,c}^v = \min_{x^u \in P_q'(x^u)} \tilde{s}^v X' (\tilde{w}_c - \tilde{w}_t),
$$

(6)

Note that model weights (including $\tilde{w}_c$ and $\tilde{w}_t$) are static, the trigger feature $x^u$ can be modified, and the target node’s features $x^v$ can not be changed. Our target is finding an optimal $x^u$ that can change the prediction of target node $v$ to a specified label $t$. This is possible since the trigger is the direct neighbor of $v$ and GCNs employ neighbor information to make prediction. Thus, the key point is to determine the trigger’s features:

$$
x^u = \arg \min_{x^u \in P_q'(x^u)} \sum_{c=1}^{k} \tilde{s}^v X' (\tilde{w}_c - \tilde{w}_t),
$$

(7)

$$
x^u = \arg \min_{x^u \in P_q'(x^u)} \sum_{c=1}^{k} \tilde{s}^v X' (\tilde{w}_c - \tilde{w}_t),
$$

Let $\delta_t = \sum_{c=1}^{k} (\tilde{w}_c - \tilde{w}_t) \in \mathbb{R}^d$ denote the feature preference difference between target label $t$ and all other labels. Eq. 7 is equivalent to:

$$
\min_{x^u} \sum_{i=1}^{d} x^u_i \delta_t, \text{ s.t. } \sum_{i=1}^{d} x^u_i = q \text{ and } x^u_i = 0 \text{ or } 1,
$$

(8)

where $\tilde{s}_u^v$ is positive. Since trigger elements are binary (i.e., 0/1) and the budgets is $q$, such a problem is a zero-one integer linear programming. A greedy solution can be applied to find the optimal solution in linear complexity.

3.1.2 Solution

Suppose $C = \{d_1, d_2, \ldots, d_q\}$ a combination which is a subset of $\{1, 2, \ldots, d\}$ of size $q$, where $1 \leq q \leq d$ and $1 \leq d_1, d_2, \ldots, d_q \leq d$, an assignment of $x^u$ by $C$ is defined as:

$$
x^u_i = \begin{cases} 1, & i \in C, \\ 0, & i \notin C, \\ 
\end{cases}
$$

(9)

where $x^u$ satisfy all constrains, substitute back to Eq. 5 we have:

$$
\min_{x^u} \sum_{i=1}^{q} \delta^i_t,
$$

(10)

Eq. 10 get minimal point if $C$ is the indexes of top $q$ minimal elements of $\delta_t$ (or top $q$ maximal elements of $-\delta_t$). So the solution of Pro. 1 is derived as:
\[ x^u = g_{\text{top}}(-\delta; q), \]

Note that our solution is determined only by \( \delta \) and not related with \( s^u \). Therefore, LGCB can generate trigger using less knowledge, while still achieve competitive attack performance (show in Table 2) compared to methods using full knowledge. In other words, no matter which node \( v \) is targeted to attack, we have the same closed-form solution given a specific target label \( t \). Compare to other targeted attack methods that usually construct a particular trigger for each different node, our trigger can perform a generally backdoor attack towards all nodes in the graph.

### 3.2 Extending Existing Graph Attacks

Existing graph attack methods usually utilize gradients to find a local solution (i.e., a unique solution for each node) while our backdoor attacks require a global solution (i.e., trigger) for all nodes. In this section, we show how to extend these models to obtain a global trigger.

#### 3.2.1 Overall Framework

From an optimization perspective, existing models find an optimal trigger to minimize the attack loss in a given perturbation space. Their key contribution is the approach to utilize gradient information to flip components (in discrete data domain) of graph structure or node features. Thus, by adopting the same methods, it is feasible to optimize the binary trigger features. Following the general routine of existing backdoor attacks, a contaminated dataset is firstly prepared by connecting the triggers (whose features are all zero) to each training nodes. Then FGSM, PGD, and IG are employed to generate the trigger features. Figure 3 displays an example of our framework.

##### 3.2.1.1 Notation:

We briefly introduce the notations used in this section. For a specific target node \( v \), let \( h^v(x^u) \in \mathbb{R}^k \) denote the logits output of node \( v \) with a connected trigger \( x^u \), \( l: \mathbb{R}^k \rightarrow \mathbb{R} \) denote the attack loss which is the negative cross-entropy loss w.r.t. target label \( t \) for node \( v \):

\[
\ell(h^v(x^u); t) = -\ln[h^v(x^u)]_t - \sum_{c \neq t} \ln[h^v(x^u)]_c
\]

Note that the attack loss depends on the trigger thus its gradients can be derived by chaining rules. Let \( \gamma_i = \partial l/\partial x^{u_i} \) denotes the gradient of trigger’s \( i \)-th entry. Given a gradient vector \( \gamma \in \mathbb{R}^d \) and budget \( q \), a generator function \( g: \mathbb{R}^d \rightarrow \{0, 1\}^d \) is needed to generate trigger \( x^u = g(\gamma; q) \) from gradients. Since the gradient can reflect the importance of corresponding feature, we define a top generator \( g_{\text{top}}(\cdot) \) that assign top \( q \) features with largest gradients.

#### 3.2.2 Algorithm

In the following, three gradient-based attack methods (including GB-FGSM, GB-PGD, and GB-IG) are presented to generate the trigger features.

#### 3.2.2.1 GB-FGSM: In computer vision, Fast Gradient Sign Method (FGSM) [22] generates adversarial examples by adding imperceptible change along the gradient direction of each pixel in images. For targeted attack, FGSM minimize the target loss function in a one-step gradient update:

\[
x^u = [x^u]^{(0)} - \epsilon \text{sign}(\partial l(h^v([x^u]^{(0)}); t) / \partial x^u), \quad [x^u]^{(0)} = 0
\]

Although such a one-step FGSM is simple and fast for continuous adversarial examples, it is not feasible for trigger generation in the discrete graph domain. The reason is that the generated adversarial examples are satisfies the max-norm constraint \( ||x^u - [x^u]^{(0)}||_\infty \leq \epsilon \), which lies in \( \epsilon \)-neighbor ball of the initial empty trigger \( [x^u]^{(0)} \). If \( \epsilon \) is too small, the \( \epsilon \)-ball won’t contain any discrete point. On the contrary, if it’s too large, the gradient effect would be unpredictable because of the model’s non-linearity. To cope with this dilemma, an extended version GB-FGSM, which uses a greedy step-by-step rather than one-step optimization, is proposed to expand FGSM in the graph domain. Algorithm 1 shows the pseudo-code of GB-FGSM for discrete trigger generation. Each step we only select one most promising feature among all features by \( g_{\text{top}}(\gamma^{(p)}; 1) \) and add it to the output trigger. Then the updated trigger is passed to the next gradient iteration. To prevent flipping one feature multiple times, the gradients are masked by the trigger before selection. The trigger is iteratively updated until the budget \( q \) is exhausted.

#### 3.2.2.2 GB-PGD: As we see in FGSM, although there are discrete points feasible and an optimal point exists for \( \epsilon \) is large enough, it’s hard to find it in a one-step optimization. Projected Gradient Descent (PGD) [23] is a multi-step variant of FGSM and has been exploited for topology attack in the graph domain. In this work, it is extended to feature attack (which is binary as well) to generate triggers. First, to directly employ gradients on each step, the trigger \( x^u \in \{0, 1\}^d \) is relaxed to \( x^u \in [0, 1]^d \), thus the perturbation space relaxed to a continuous space \( \mathcal{P} = \{x^u | \mathbf{1}^T x^u \leq \epsilon, x^u \in [0, 1]^d \} \). We then optimize attack loss w.r.t. relaxed \( x^u \) by PGD:

\[
[x^u]^{(p)} = \Pi_{\mathcal{P}} \left([x^u]^{(p-1)} - \eta_p \gamma^{(p)} \right),
\]

where \( [x^u]^{(p)} \) denotes the trigger in step \( p \), which is iteratively updated by gradients \( \gamma^{(p)} \). \( \eta_p \) is the learning rate, and \( \Pi_{\mathcal{P}}(x^u) = \arg \min_{x \in \mathcal{P}} \|x - x^u\|_2^2 \) is the projection operator.
to ensure $x^u \in \mathcal{P}$ during optimization process, which has a closed-form solution:

$$\Pi_{\mathcal{P}}(x) = \begin{cases} P_{[0,1]}[x - \mu 1], & \text{if } \mu > 0 \text{ and } 1^T P_{[0,1]}[x - \mu 1] \leq \epsilon, \\ P_{[0,1]}[x], & \text{if } 1^T P_{[0,1]}[x] > \epsilon, \end{cases}$$

where $P_{[0,1]}(x) = \max(0, \min(1, x))$ is the clipping operator. This projection operation moves the out-of-constraint trigger back to the perturbation space while the relative order between features preserved. The proof can be found in [13]. After $T$ PGD iterations, we obtain a continuous trigger $[x^u]^{(T)} \in [0, 1]^d$ and now need to convert it to a binary trigger $x^u \in \{0, 1\}^d$. If we treat $[x^u]^{(T)}$ as a stochastic feature vector, a new generator function $g_{\text{rnd}}(\cdot)$ can be defined based on random sampling from these stochastic features:

$$g_{\text{rnd}}([x^u]^{(T)}) = \mathbb{I} \left( [x^u]^{(T)} > r \right),$$

where $\mathbb{I}$ is the indicator function, $r$ is a uniform random vector that $r \sim \mathcal{U}[0,1]$. In this way, the features with larger gradients are more likely occurring in the output trigger. Consider uncertainty of the process, we set $\epsilon = q$, then evaluate it $K$ times and select one trigger $[x^u][k]$ which yields the lowest loss under $q$ budget. The overall procedure is summarized in Algorithm 3.

### 3.3 Unnoticeable generator function

The generator functions used in LGCB and the gradient-based backdoors are simply retrieving the most important features from the preference difference vector or the gradient vectors, while not considering the stealthiness of these features which is one of the attackers’ goals. So a unnoticeable generator function is needed to ensure the noticeable features w.r.t. the target node would not be selected in the trigger node. Follow the feature unnoticeable perturbation method in [9], it is noticeable if two features suddenly occurred together which never co-occurring in the original graph. Let $E \in \{0, 1\}^{d \times d}$ be the feature co-occurrence matrix of the original graph, we force that all the features in the trigger node must have been occurred with one of the features of the target node at least once. The features that never co-occurring with the features of the target node would be filtered by the unnoticeable generator function:

$$g_{\text{ste}}(\gamma; q) = g_{\text{top}} \left( \gamma \cdot \mathbb{I} \left( \sum_{i=1}^d E[x^u_i] > 0 \right); q \right),$$

where $E^x$ denote the co-occurred features of the target node $v$, $\mathbb{I}$ is the indicator function, and the top generator can be replaced as other generators as well.

### 3.4 Time complexity

To compare the time complexity of the aforementioned approaches, a two-layer GCN is considered as the target model, where $d$, $h$, $k$ is the count of input units, hidden units, and output units, respectively. For the gradient-based backdoors, the gradient computation including feedforward and backward propagation, thus its time complexity is $O(\epsilon d h k)$, where $\epsilon$ is the edge count in the graph [1]. The complexities of gradient-based backdoors are mainly contributed by the gradient iteration steps. The complexity of GB-FGSM is $O(q edhk)$ where $q$ is the budget, GB-PGD
is $O((T + K)edhk)$ where $T$ and $K$ are the training and random sampling steps, GB-IG is $O(medhk)$ where $m$ is the sampling steps. Note that the time complexity of GB-PGD and GB-IG is irrelevant to budget $q$, and only depend on their hyper-parameter settings and the scale of the graph. LGCB’s time complexity is $O(dhk + q \log d)$ which is mainly contributed by the weight matrix collapse and the top-$q$ selector operation. The matrix collapse operation only requires complexity $O(dhk)$, where $h$ and $k$ are usually small constant factors, therefore scales linearly in the number of the features.

## 4 Experiments

In this section, we conduct experiments on four real-world datasets aiming to answer the following research questions:

- **RQ1** Given trained GCNs, can the proposed LGCB and gradient-based methods effectively perform backdoor attacks on node classification tasks?
- **RQ2** Can the designed trigger node be easily detected and further circumvented?
- **RQ3** How the trigger connectivities affect the attack performance of the proposed backdoors?

### 4.1 Settings

#### 4.1.1 Dataset.

Experiments are conducted on four benchmark datasets, including two social networks and two citation networks. BlogCatalog [24] and Flickr [24] are social networks whose node attributes are the posted keywords or tags. Cora [25] and Pubmed [25] are citation networks in which nodes and edges correspond to documents and citation links. Dataset statistics are summarized in Table 1. For each dataset, we randomly split the nodes into training (10%), validation (10%), and testing (80%) set. The validation set is employed to tune hyper-parameters and the performance comparison is conducted on the testing set. We report the accuracy of the 2-layer GCN (i.e., our target model) in Table 1, which is averaged over 5 different random splits.

#### 4.1.2 Evaluation Protocol.

To evaluate the attack performance of different backdoors, two metrics are employed. The first is the success rate which is the percentage of nodes that changed to the target label after activating the backdoor. Following the previous work [19], we display the average of nodes’ smallest $q$ that can be successfully backdoored. This metric is referred as avgmin $q$. The smaller such a metric indicates the attack model is better.

#### 4.1.3 Hyper-parameter Setting.

We implement all backdoors based on TensorFlow [26]. The target model is set to the 2-layer GCN which is one of the most widely used GCNs [1]. Note that there are no hyper-parameters for LGCB and FGSM. The steps $m$ of IG is searched from 10 to 100. We utilize the entire training set as the sampled set of gradient-based backdoors. Following the original work [13], PGD iteration steps $T = 100$, learning rate $\eta_p = 200/\sqrt{p}$, random sampling steps $K = 20$. All experiments are run on NVIDIA TITAN RTX.

### 4.2 Overall Comparison

#### 4.2.1 Overall comparison w.r.t. success rate

The attack success rate of different backdoors w.r.t. different target labels and budget $q$ are reported on Table 2. Based on the results, we have the following observations:

- Overall, both gradient-based methods (GB-FGSM, GB-IG, and GB-PGD) and LGCB achieve high attack effectiveness. For example, in Pubmed dataset, the attack success rates of all backdoors are almost 100% and reach 100% when $q = 10$ and $q = 30$, respectively. These results indicate that GCNs are vulnerable to backdoor attacks. By carefully design the features of trigger nodes, attackers can specify nodes to the target labels. Note that these attacks do not affect the model accuracy on the original tasks unless the triggers are activated which makes them hard to detect.

- For gradient-based methods, GB-FGSM and GB-PGD achieve compatible performance and they outperform GB-IG, demonstrating the iterative gradient methods are able to find better triggers. Although LGCB does not utilize the graph data, it achieves better performance than GB-IG in most cases, demonstrating its effectiveness.

- From Table 2 we can infer that a larger $q$ within a certain range indicates a stronger attack performance. However, the number of successfully attacked nodes first increases rapidly, then becomes slowly. For example, when the target label is 1 and the dataset is BlogCatalog, the attack success rate of GB-FGSM only enhances about 6% when $q$ increases from 200 to 400.

- Under the same conditions, some classes are more difficult to be backdoored. For instances, when $q = 50$ in Flickr dataset, GB-FGSM achieves 97% success rate for $t = 5$ while only 90% for $t = 0$.

#### 4.2.2 Overall comparison w.r.t. avgmin $q$

To provide a holistic view of the backdoors’ performance, the avgmin $q$ of all datasets are displayed in Figure 3. We find that:

- In most cases, the avgmin $q$ of GB-IG is the largest, indicating it requires more budget to achieve the same attack performance compared to other backdoors.

- As can be seen from the figure, in most cases, LGCB only slightly underperforms GB-FGSM and GB-PGD.
TABLE 2
The attack success rate comparison of backdoors. \( t \) represents the target label and the results are averaged over 5 runs. GB-FGSM performs best. The performance of GB-PGD and LGCB is compatible. IG achieves the worst performance.

| BlogCatalog | GB-FGSM | GB-IG | GB-PGD | LGCB |
|-------------|---------|-------|--------|------|
| t=1         | 0.92 ± 0.03 | 0.96 ± 0.02 | 0.98 ± 0.01 | 0.91 ± 0.04 |
| t=2         | 0.94 ± 0.04 | 0.97 ± 0.02 | 0.98 ± 0.01 | 0.93 ± 0.04 |
| t=3         | 0.86 ± 0.08 | 0.92 ± 0.05 | 0.95 ± 0.04 | 0.85 ± 0.08 |
| t=4         | 0.95 ± 0.03 | 0.98 ± 0.02 | 0.99 ± 0.01 | 0.95 ± 0.03 |
| t=5         | 0.83 ± 0.06 | 0.90 ± 0.04 | 0.94 ± 0.03 | 0.82 ± 0.07 |
| t=6         | 0.92 ± 0.04 | 0.96 ± 0.03 | 0.98 ± 0.01 | 0.91 ± 0.04 |

| Flickr      | GB-FGSM | GB-IG | GB-PGD | LGCB |
|-------------|---------|-------|--------|------|
| t=1         | 0.92 ± 0.03 | 0.96 ± 0.02 | 0.98 ± 0.01 | 0.91 ± 0.04 |
| t=2         | 0.94 ± 0.04 | 0.97 ± 0.02 | 0.98 ± 0.01 | 0.93 ± 0.04 |
| t=3         | 0.86 ± 0.08 | 0.92 ± 0.05 | 0.95 ± 0.04 | 0.85 ± 0.08 |
| t=4         | 0.95 ± 0.03 | 0.98 ± 0.02 | 0.99 ± 0.01 | 0.95 ± 0.03 |
| t=5         | 0.83 ± 0.06 | 0.90 ± 0.04 | 0.94 ± 0.03 | 0.82 ± 0.07 |
| t=6         | 0.92 ± 0.04 | 0.96 ± 0.03 | 0.98 ± 0.01 | 0.91 ± 0.04 |

| Cora        | GB-FGSM | GB-IG | GB-PGD | LGCB |
|-------------|---------|-------|--------|------|
| t=1         | 0.92 ± 0.03 | 0.96 ± 0.02 | 0.98 ± 0.01 | 0.91 ± 0.04 |
| t=2         | 0.94 ± 0.04 | 0.97 ± 0.02 | 0.98 ± 0.01 | 0.93 ± 0.04 |
| t=3         | 0.86 ± 0.08 | 0.92 ± 0.05 | 0.95 ± 0.04 | 0.85 ± 0.08 |
| t=4         | 0.95 ± 0.03 | 0.98 ± 0.02 | 0.99 ± 0.01 | 0.95 ± 0.03 |
| t=5         | 0.83 ± 0.06 | 0.90 ± 0.04 | 0.94 ± 0.03 | 0.82 ± 0.07 |
| t=6         | 0.92 ± 0.04 | 0.96 ± 0.03 | 0.98 ± 0.01 | 0.91 ± 0.04 |

| PubMed      | GB-FGSM | GB-IG | GB-PGD | LGCB |
|-------------|---------|-------|--------|------|
| t=1         | 0.92 ± 0.03 | 0.96 ± 0.02 | 0.98 ± 0.01 | 0.91 ± 0.04 |
| t=2         | 0.94 ± 0.04 | 0.97 ± 0.02 | 0.98 ± 0.01 | 0.93 ± 0.04 |
| t=3         | 0.86 ± 0.08 | 0.92 ± 0.05 | 0.95 ± 0.04 | 0.85 ± 0.08 |
| t=4         | 0.95 ± 0.03 | 0.98 ± 0.02 | 0.99 ± 0.01 | 0.95 ± 0.03 |
| t=5         | 0.83 ± 0.06 | 0.90 ± 0.04 | 0.94 ± 0.03 | 0.82 ± 0.07 |
| t=6         | 0.92 ± 0.04 | 0.96 ± 0.03 | 0.98 ± 0.01 | 0.91 ± 0.04 |

- It is obvious that some classes are easier to inject backdoor since their avgmin q are much smaller such as the target label 3 in Cora and PubMed datasets.

4.3 Runtime Comparison
To investigate the efficiency of the proposed backdoors, their runtime are displayed in Table 2. We can observe that:

- Increasing \( q \) requires more time for GB-FGSM to find a solution while has little impact on GB-IG, GB-PGD, and LGCB. The reason is that GB-FGSM needs to iteratively search the solution according to \( q \).
- Under most circumstances, GB-PGD spends more time than GB-FGSM unless \( q \) is large such as \( q = 400 \) in BlogCatalog or \( q = 200 \) in Flickr datasets. In summary, the runtime of the four backdoors can be ranked as GB-PGD > GB-FGSM > GB-IG > LGCB.

4.4 Performance Comparison w.r.t. Node Degree
Although LGCB reaches the compatible performance of GB-FGSM and GB-PGD, its runtime of LGCB is almost 0 and not relevant to \( q \). The reason is that LGCB does not utilize graph data. Thus its runtime is only related to the number of model parameters which is always small and fixed.

Previous work [9] has shown that high degree nodes are difficult to be attacked. We want to investigate the effect of node degrees against backdoor attacks. The nodes are divided into four groups. Each group has the same total nodes. We report the avgmin \( q \) of all groups w.r.t. target label is 1 and 2 in Table 2. We omit the results of other target labels which have a similar trend. Overall, we can find that nodes with a high degree have a larger avgmin \( q \).
indicating they are harder to be backdoored compared to nodes with a low degree. Therefore, a possible solution to increase the robustness of GCNs against backdoor attacks is to increase the degree of target nodes such as adversarial immunization [27]. Moreover, according to the table, we can observe that the performance comparison in groups is consistent with the rank of overall results. That is, GB-FGSM and GB-IG achieve the smallest and largest avgmin q. The performance of GB-PGD and LGCB is compatible.

4.5 Unnoticeable Trigger

To investigate whether the proposed triggers can be easily detected, we compare the attack performance and stealthiness with/without unnoticeable generator on different datasets and backdoors which are reported in Fig. 4.5.

- The attack performance doesn’t significantly decrease when the unnoticeable generator function is applied on LGCB and gradient-based backdoors, while the stealthiness is highly improved, which means the proposed unnoticeable trigger is effective and can maintain the stealthiness as well.
- It is sufficient to backdoor most of the nodes in the graph when the attack budget reaches the average number of the features of these nodes, which means the trigger node is possible to perform as a “average” node in the graph that is not easy to be identified by the feature number.
- The attack sensitivities are closed between LGCB and gradient-based backdoors at all levels, which means the conventional numerical solution that solved by gradient optimization can be well approximated by our analytical solution in the linear situation that is more concise and efficient.

4.6 Potential Impact of Trigger Connectivities

In this section, we briefly discuss the potential impact of the trigger connectivities. For the single node trigger, although the default connectivity that only connect to the target node is effective, there still are potential extra connectivities for the trigger node that may enhance the attack performance. In other words, we are discussing how the default Connectivity and the trigger connectivities. For the single node trigger, although the default connectivity that only connect to the target node is effective, there still are potential extra connectivities for the trigger node that may enhance the attack performance. Additionally, we can observe that the performance comparison in groups is consistent with the rank of overall results. That is, GB-FGSM and GB-IG achieve the smallest and largest avgmin q. The performance of GB-PGD and LGCB is compatible.

4.6.1 Potential Impact of Trigger Connectivities

In this section, we briefly discuss the potential impact of the trigger connectivities. For the single node trigger, although the default connectivity that only connect to the target node is effective, there still are potential extra connectivities for the trigger node that may enhance the attack performance. Additionally, we are discussing how the design of the vector e affect the attack performance. Specifically, we connect the trigger only to the target node (the default case) or connect to the neighbors of the target node. The results are reported in Table 4.6.

- Even though the trigger node is not directly connected to the target node, it is still possible to attack the target node if extra connectivities are designed elaborately.
- Due to the multi-layer strategy of the GCN, the trigger node has opportunity to propagate its features to the target node as the second-order or higher order neighborhood. Thus connecting to the neighbors of the target node is also an effective way to enhance the attack performance.

Through the experiments, we see the potential impact of the trigger connectivities. However, we don’t dive into this topic too much and leave them as future work.
4.7 Black-box Attack

In this section, we beyond the white-box assumption and adopt experiments on black-box models. Specifically, the attackers don’t know the target model’s parameters, architectures, and training procedures. Instead, the surrogate models are developed to obtain the triggers, which are training from the same dataset (the only limited knowledge) with the target model while other settings are different (initializations, data splits, layers). Then the parameters of the surrogate models are exported to generate the triggers and test on the target model. The results of black- and white-box comparison are reported in Table 5.

- Our proposed backdoor attacks are still effective on black-box models, but not as stable as white-box attack. The attack success rates are ranged from 41.62%-89.35% on BlogCatalog and 44.06%-98.59% on Cora. It shows the target model is vulnerable even when its parameters are not accessible.
- The attack performance is closed between different attack methods, but varied in different target labels and different datasets. This phenomenon is showed in both black- and white-box attacks, which means the backdoor attack performance is affected not only by the attack methods, but also the dataset itself and the feature-label correlations.

5 RELATED WORK

In this work, we review existing work on graph adversarial attacks and backdoor learning which are most relevant to our work.

5.1 Graph adversarial attacks.

With the wide applicability of graph neural networks [1], graph adversarial attacks [2], [3], [4], [5], [6], [7], [8], [9] have raised increasing attention from researchers. The potential attacked tasks ranged from node and graph classification [9], [10] to community detection [15] and malware detection [28]. They aim to maximize the accuracy drop on GNN models by modifying the graph structure (e.g., adding malicious edges or nodes) or changing node features. The goal can either be reducing the classification accuracy of a specific target node or the overall accuracy of node classification across the graph. For example, NETTACK [9] perturb the target node’s graph data via a surrogate linear model during the training time and RL-S2V [10] leveraged reinforcement learning techniques to perform attacks on both graph and node classification tasks. Metattack [11] poisons the whole graph via meta-learning.

Different from all of the preceding adversarial attacks on graphs, which aim to degrade the model’s generalization accuracy by changing edges or features of the existing nodes, we consider a more limited and practical attack scenario that (1) misclassify arbitrary target node in the graph (2) to
such as retraining the model or parameters perturbation. The image domain utilizes a specific pattern (e.g., stickers and reinforcement learning [42]). Traditional backdoors in other tasks such as natural language processing [40], [41] are proposed to implicitly inject triggers. Recent works have further studied backdoor attacks on other tasks such as graph neural networks such as GraphSAGE [43] and GAT [44]. We will study whether these GNNs are vulnerable to backdoor attacks; (2) improve the robustness of GCNs against backdoor attacks is another important task. We will investigate whether existing robust GCNs can defend our proposed graph backdoors.

### 5.2 Backdoor learning.

Multiple papers [9, 34, 35, 55, 57] have revealed that deep neural networks in the image domain are vulnerable to backdoor attacks. BadNets [38] is firstly proposed to fine-tune the pre-trained model on a poisoned dataset which is constructed by injecting a backdoor trigger (e.g., a patch) to a certain proportion of training data. However, this approach needs to explicitly change both the input (i.e., inject triggers) and output (i.e., target label), which might be easily discovered by the users. As such several non-poisoning backdoors [9, 35, 39] are proposed to implicitly inject triggers. Recent works have further studied backdoor attacks on other tasks such as natural language processing [40], [41] and reinforcement learning [42]. Traditional backdoors in the image domain utilize a specific pattern (e.g., stickers or dots) as the trigger and need to modify the model such as retraining the model or parameters perturbation.

In parallel to our work, there are two works [17], [18] that studied the backdoor attacks on graph neural networks as well. However, they need to modify the model parameters, and the model accuracy drops. Our work proposes a novel backdoor on graph convolutional networks whose trigger is set as a single node and not need to change parameters of the target model.

### 6 Conclusion and Future Work

This work proposes neighboring backdoors on graph convolutional networks. By specifically designing the features of the single node trigger, we can inject backdoors into multiple classes simultaneously without harming the model performance on the original task. Unlike the previous backdoors on the image classification task, our methods do not require retraining the target model on a poisoning set. Two types of backdoors are proposed to generate the trigger features. Extensive experiments on four datasets demonstrate that all proposed backdoors achieve high attack success rates on GCNs.

In the future, we plan to extend our work in the following three directions: (1) Besides GCNs, there are many variants of graph neural networks such as GraphSAGE [45] and GAT [44]. We will study whether these GNNs are vulnerable to backdoor attacks; (2) improve the robustness of GCNs against backdoor attacks is another important task. We will investigate whether existing robust GCNs can defend our proposed graph backdoors.
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