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1. Introduction

Large deviations theory covers the asymptotic concentration of probability distributions. Let \((X_n)_{n \in \mathbb{N}}\) be a sequence of random variables on a probability space \((\Omega, \mathcal{F}, P)\) with values in a metric space \(S\). If the upper and lower asymptotic concentrations

\[
\underline{J}_A := \liminf_{n \to \infty} \frac{1}{n} \log P(X_n \in A) \quad \text{and} \quad \overline{J}_A := \limsup_{n \to \infty} \frac{1}{n} \log P(X_n \in A)
\]

satisfy \(J_A = \underline{J}_A = \overline{J}_A\) for some Borel set \(A\), then \(P(X_n \in A) \approx e^{nJ_A}\) as \(n \to \infty\). In other words, the rate of convergence of \(P(X_n \in A) \to 0\) is exponentially fast for \(J_A < 0\). Generally speaking, large deviations theory aims at finding bounds for the asymptotic concentration \(J_A\), and thus quantifying the speed of convergence. For instance, for the sample means \(X_n := \frac{1}{n}(\xi_1 + \ldots + \xi_n)\) of a sequence \((\xi_k)_{k \in \mathbb{N}}\) of real-valued i.i.d. random variables, the Cramér’s large deviations theorem states that the Large Deviation Principle (LDP)

\[
- \inf_{x \in \text{int}(A)} I(x) \leq \underline{J}_A \leq \overline{J}_A \leq - \inf_{x \in \text{cl}(A)} I(x)
\]

holds for all Borel sets \(A\), where the rate function \(I\) is given in that case as the convex conjugate of the logarithmic moment generating function \(\Lambda(y) := \log E[e^{y\xi_1}]\). Cramér’s result [7] was generalizing some previous partial results in statistics such as Khinchin [20] and Smirnoff [26]. Sanov [24] established an analogue of Cramér’s theorem for the empirical measures associated to a sequence of i.i.d. random variables. After these pioneers works, large deviations theory was systematically developed by Donsker and Varadhan [10, 11, 12, 13, 27] and Freidlin and Wentzell [15]. Of great importance is Varadhan’s lemma stating that a sequence \((X_n)_{n \in \mathbb{N}}\), which satisfies the LDP, also satisfies the
Laplace Principle (LP)

\[ \phi_{\text{ent}}(f) = \sup_{x \in S} \{ f(x) - I(x) \} \]

for all continuous bounded functions \( f \). Here, \( \phi_{\text{ent}} \) denotes the asymptotic entropic risk measure, which is defined as \( \phi_{\text{ent}}(f) := \lim_{n \to \infty} \frac{1}{n} \log \mathbb{E} [\exp(n f(X_n))] \). A converse statement, when the LP implies the LDP, is due to Bryc, see [4]. For more historical details and a deeper look into large deviations theory, we refer to the excellent monograph [8] by Dembo and Zeitouni and its extensive list of references.

The asymptotic concentration satisfies \( J_A := \inf_{r \in \mathbb{R}} \phi_{\text{ent}}(r 1_{A^c}) \), which points out another link to the asymptotic entropic risk measure. It is a natural question to which extend large deviation theory can be developed for other risk measures rather than the entropic one. Recently, several results in this direction have been developed. For instance, Föllmer and Knispel [16] studied the pooling of independent risks by means of a variant of Cramér’s theorem based on a coherent version of the entropic risk measure. Lacker [21] proved a non-exponential version of Sanov’s theorem for the empirical measures of i.i.d. random variables, by replacing the underlying entropy by a (time-consistent) convex risk measure. The latter result was extended by Eckstein [14] to the empirical measures associated to Markov chains. Backhoff, Lacker and Tangpi [2] obtained new asymptotic results for Brownian motion, with applications to Schilder’s theorem.

In this article, we systematically establish the connection between large deviations theory and risk analysis. Especially, we show that the basic results in large deviations theory hold for general monetary risk measures, which satisfy the crucial property of max-stability. We thereby replace the notion of asymptotic concentration of probability by concentration of risk. Recall that a monetary risk measure is a real-valued function \( \phi \) on the space \( B_b(S) \) of all bounded Borel measurable functions on a metric space \( S \), which satisfies

- (N) \( \phi(0) = 0 \),
- (T) \( \phi(f + c) = \phi(f) + c \) for every \( f \in B_b(S) \) and \( c \in \mathbb{R} \),
- (M) \( \phi(f) \leq \phi(g) \) for all \( f, g \in B_b(S) \) with \( f \leq g \).

In mathematical finance, the space \( S \) models all possible states in a financial market, \( f \in B_b(S) \) describes the losses of a financial position in these states (negative losses are interpreted as gains), and the number \( \phi(f) \) is understood as the capital requirement which has to be added to the position \( f \) to make it acceptable. For an introduction to risk measures we refer to Föllmer and Schied [17]. We say that a monetary risk measure \( \phi : B_b(S) \to \mathbb{R} \) is max-stable if

\[ \phi(f \vee g) \leq \phi(f) \vee \phi(g) \quad \text{for all } f, g \in B_b(S). \]

Intuitively speaking, for a max-stable monetary risk measure one cannot compensate losses by gains in different states (in contrast to expectations which average over states and thus allow for such a compensation); see Lemma 2.1 below. Max-stable monetary risk measures are automatically convex, and consequently allow for dual representations. We will show in Section 2 that this representation on the space \( C_b(S) \), containing all continuous bounded functions, is of the form

\[ \phi(f) = \max_{x \in S} \{ f(x) - I_{\min}(x) \}, \]

for the minimal penalty function \( I_{\min}(x) := \sup_{f \in C_b(S)} \{ f(x) - \phi(f) \} \). In other words, in the dual representation of a max-stable monetary risk measure, it is enough to take the supremum over all Dirac measures, in which case the convex conjugate is affine; see Theorem 2.1 below. A typical example of a max-stable monetary risk measure is the asymptotic entropy \( \phi_{\text{ent}} \) (in case that the limit does not
exist for all \( f \in B_b(S) \), one can consider the upper asymptotic entropic risk measure, for which the limit is replaced by the limit superior). Moreover, as shown in [5], a max-stable risk measure can be represented as a maxitive integral, which is related to the Maslov integral in idempotent analysis.

Given a monetary risk measure \( \phi : B_b(S) \to \mathbb{R} \), we define the associated concentration function \( J \), which assigns to any Borel set \( A \) the value

\[
J_A := \inf_{r \in \mathbb{R}} \phi(r1_{A^c}).
\]

By allowing an arbitrary large gain \(-r1_{A^c}\), the risk on \( A^c \) is neglected and isolated on \( A \). Hence, the negative number \( J_A \) quantifies the concentration of the risk on \( A \), that is, how the monetary risk measure \( \phi \) penalizes the states in \( A \). We say that the monetary risk measure \( \phi \) satisfies the LDP with rate function \( I \) if

\[
- \inf_{x \in \operatorname{int}(A)} I(x) \leq J_A \leq - \inf_{x \in \overline{\operatorname{int}}(A)} I(x)
\]

for every Borel set \( A \subset S \). Recall that a function \( I : S \to [0, +\infty] \) is called rate function if it is lower semicontinuous and not identically \(+\infty\). Further, we say that the monetary risk measure \( \phi \) satisfies the LP with rate function \( I \), if it admits the dual representation

\[
\phi(f) = \sup_{x \in S} \{ f(x) - I(x) \} \quad \text{for all } f \in C_b(S).
\]

The aim of this paper is to establish the link between LDP and LP for general monetary risk measures. However, by using the dual representation, the LP can only hold if the monetary risk measure is max-stable (at least on \( C_b(S) \)). On the other hand, we show that the restriction to max-stable risk measures is enough to connect the LDP and LP, and thus establish a general large deviations theory for max-stable monetary risk measures. In Theorem 3.1 we show that for max-stable monetary risk measures the LDP and LP are equivalent. In that case, the rate function is uniquely determined as the minimal penalty function. In the spirit of Bryc’s lemma, we provide in Section 4 sufficient conditions for the LP to hold. We study a local version of max-stability and introduce some tightness conditions for the concentration function. We show in Theorem 4.1 that a locally max-stable monetary risk measure \( \phi \) satisfies the LP and LDP with rate function \( I_{\min} \), if the following tightness condition holds:

For every \( M > 0 \), there exists a compact set \( K \subset S \) such that \( J_{K^c} \leq -M \).

This condition states that the concentration \( J_{K^c} \) on the complement of a suitable compact is arbitrary small; for instance, for the asymptotic entropic risk measure the condition implies that the sequence \((X_n)_{n \in \mathbb{N}}\) is exponentially tight. In order to derive bounds for upper and lower concentration functions, we consider in Section 5 two monetary risk measures \( \underline{\phi}, \overline{\phi} \) on \( B_b(S) \) such that \( \overline{\phi} \) is max-stable and \( \underline{\phi} \leq \overline{\phi} \). Then, we show in Proposition 5.2 that the respective concentration functions \( J \leq \overline{J} \) satisfy the same LDP with rate function \( I \), that is

\[
- \inf_{x \in \operatorname{int}(A)} I(x) \leq J_A \leq \overline{J}_A \leq - \inf_{x \in \overline{\operatorname{int}}(A)} I(x)
\]

for all Borel sets \( A \subset S \), if and only if \( \underline{\phi} = \overline{\phi} \) and satisfy the LP with rate function \( I \).

The theoretical framework is illustrated with the class of asymptotic shortfall risk measures. For the shortfall risk measure \( Z \mapsto \inf \{ m \in \mathbb{R} : E[I(Z - m)] \leq 1 \} \), we define the associated upper asymptotic shortfall by

\[
\overline{\phi}(f) = \limsup_{n \to \infty} \frac{1}{n} \inf \{ m \in \mathbb{R} : E[I(nf(X_n) - m)] \leq 1 \} \quad \text{for all } f \in B_b(S).
\]
Here, $l$ is a non-decreasing loss function, which penalizes the losses of the positions $f(X_n)$, which are scaled by the risk aversion coefficient $n$; see [17] for a discussion on shortfall risk measures. For instance, for the exponential loss function, the upper asymptotic shortfall coincides with the upper asymptotic entropic risk measure. Also, the lower asymptotic shortfall is defined analogously (the limit superior is replaced by the limit inferior). Under suitable assumptions on the loss function, we show that the asymptotic shortfalls are locally max-stable, and provide formulas for the concentration functions and rate functions, respectively. Hence, under an adjusted tightness condition, the upper/lower shortfall risk measures satisfy the LDP and LP.

The structure of the paper is as follows. In Section 2, we provide a dual representation result for max-stable monetary risk measures on $C_b(S)$, characterize the respective convex conjugates and provide their maxitive integral representation. In Section 3, we introduce the max-stable version of the Varadhan’s Large Deviation Principle and establish the equivalence between the LP and LDP for max-stable monetary risk measures. In Section 4, we study local max-stable risk measures and prove a version of Bryc’s lemma for locally max-stable monetary risk measures. Section 5 contains some comparison results for pairs of max-stable monetary risk measures. Finally, Section 6 is devoted to asymptotic shortfall risk measures.

2. Max-stable monetary risk measures

Let $(S,d)$ be a non-empty metric space with Borel $\sigma$-algebra $\mathcal{B}(S)$. In the following, we denote by $\mathcal{X}$ a linear subspace of $\mathbb{R}^S$ which contains the constants and $f \lor g \in \mathcal{X}$ for all $f, g \in \mathcal{X}$. Typical examples for $\mathcal{X}$ include the space $B_b(S)$ of all Borel measurable bounded functions, or the space $C_b(S)$ of all continuous bounded functions.

**Definition 2.1.** A function $\phi : \mathcal{X} \to \mathbb{R}$ is called a monetary risk measure if

\begin{enumerate}
\item[(N)] $\phi(0) = 0$,
\item[(T)] $\phi(f + c) = \phi(f) + c$ for all $f \in \mathcal{X}$ and $c \in \mathbb{R}$,
\item[(M)] $\phi(f) \leq \phi(g)$ for all $f, g \in \mathcal{X}$ with $f \leq g$.
\end{enumerate}

A monetary risk measure which in addition is convex\textsuperscript{2} is called a convex risk measure.

A monetary risk measure $\phi : \mathcal{X} \to \mathbb{R}$ is uniquely determined through its acceptance set, which is defined as $\mathcal{A} := \{ f \in \mathcal{X} : \phi(f) \leq 0 \}$.\textsuperscript{3}

**Definition 2.2.** We call a monetary risk measure $\phi : \mathcal{X} \to \mathbb{R}$ max-stable if

$$\phi(f \lor g) \leq \phi(f) \lor \phi(g) \quad \text{for all } f, g \in \mathcal{X}.$$ 

Alternatively, the notion of max-stability can be formulated as in the following lemma. The second condition means that $\phi$ is a lattice homomorphism. The fourth condition has the interpretation that for a max-stable monetary risk measure one cannot compensate losses by large profits in other states.

\textsuperscript{1}Here, constants are identified with the constant function $S \to \mathbb{R}$, $x \mapsto c$ for all $c \in \mathbb{R}$. Further, $(f \lor g)(x) := \max\{f(x), g(x)\}$ for all $x \in S$.

\textsuperscript{2}That is, $\phi(\lambda f + (1-\lambda)g) \leq \lambda \phi(f) + (1-\lambda)\phi(g)$ for all $f, g \in \mathcal{X}$ and $\lambda \in [0,1]$.

\textsuperscript{3}Indeed, by the translation property (T), $\phi(f) = \inf\{c \in \mathbb{R} : \phi(f) \leq c\} = \inf\{c \in \mathbb{R} : \phi(f - c) \leq 0\} = \inf\{c \in \mathbb{R} : f - c \in \mathcal{A}\}$. 

\[ \]
Lemma 2.1. For a monetary risk measure \( \phi: \mathcal{X} \to \mathbb{R} \), the following are equivalent:

(i) \( \phi \) is max-stable.
(ii) \( \phi(f \lor g) = \phi(f) \lor \phi(g) \) for all \( f, g \in \mathcal{X} \).
(iii) \( f \lor g \in \mathcal{A} \) for all \( f, g \in \mathcal{A} \).

If \( \mathcal{X} = B_b(S) \) then the conditions (i)–(iii) are equivalent to

(iv) \( f1_B + c1_B^c \in \mathcal{A} \) and \( f1_B^c + c1_B \in \mathcal{A} \) for \( c \in \mathbb{R} \) and \( B \in \mathcal{B}(S) \) implies \( f \in \mathcal{A} \).

Proof. (i) \( \Rightarrow \) (ii): By monotonicity \((M)\), it holds \( \phi(f \lor g) \leq \phi(f) \lor \phi(g) \). 
(ii) \( \Rightarrow \) (iii): For \( f, g \in \mathcal{A} \), it holds \( \phi(f \lor g) = \phi(f) \lor \phi(g) \leq 0 \), so that \( f \lor g \in \mathcal{A} \).
(iii) \( \Rightarrow \) (i): Let \( f, g \in \mathcal{X} \) and set \( c := \phi(f) \lor \phi(g) \). By the translation property \((T)\), \( f - c, g - c \in \mathcal{A} \), which shows that

\[
\phi((f \lor g) - c) = \phi((f - c) \lor (g - c)) \leq 0.
\]

Again, by the translation property \((T)\), we get \( \phi(f \lor g) \leq c = \phi(f) \lor \phi(g) \).

Finally, we assume that \( \mathcal{X} = B_b(S) \) and prove (ii) \( \Leftrightarrow \) (iv).

(iii) \( \Rightarrow \) (iv): Suppose that \( f1_B + c1_B^c \in \mathcal{A} \) and \( f1_B^c + c1_B \in \mathcal{A} \) for \( c \in \mathbb{R} \) and \( B \in \mathcal{B}(S) \). Since \( f \lor c = (f1_B + c1_B^c) \lor (f1_B^c + c1_B) \) it follows from (iii) that \( f \lor c \in \mathcal{A} \). Hence, by monotonicity \((M)\) we get \( \phi(f) \leq \phi(f \lor c) \leq 0 \), and therefore \( f \in \mathcal{A} \).

(iv) \( \Rightarrow \) (iii): Let \( f, g \in \mathcal{A} \) and fix \( c \in \mathbb{R} \) with \( c \leq f \) and \( c \leq g \). Then, by monotonicity \((M)\) it follows that \( \phi((f \lor g)1_B + c1_B^c) \leq \phi(f) \leq 0 \), where \( B := \{ f \geq g \} \). This shows that \( (f \lor g)1_B + c1_B^c \in \mathcal{A} \), and similarly \( (f \lor g)1_B^c + c1_B \in \mathcal{A} \), which by (iv) implies that \( f \lor g \in \mathcal{A} \).

\( \square \)

Proposition 2.1. Every max-stable monetary risk measure \( \phi: \mathcal{X} \to \mathbb{R} \) is convex.

Proof. For \( f, g \in \mathcal{X} \) and \( \lambda \in [0, 1] \), it holds

\[
\phi(\lambda f + (1 - \lambda)g) - \lambda \phi(f) - (1 - \lambda) \phi(g) = \phi(\lambda(f - \phi(f)) + (1 - \lambda)(g - \phi(g)))
\]

\[
\leq \phi((f - \phi(f)) \lor (g - \phi(g)))
\]

\[
\leq \phi(f - \phi(f)) \lor \phi(g - \phi(g)) = 0,
\]

where the second inequality follows from max-stability. \( \square \)

2.1. Dual representation of max-stable monetary risk measures

Note that Proposition 2.1 allows for convex duality and thus for a dual characterization of max-stability. For a max-stable monetary risk measure \( \phi: C_b(S) \to \mathbb{R} \), we define its convex conjugate \( \phi^*: ca_1^+(S) \to [0, +\infty) \) by

\[
\phi^*(\mu) := \sup_{f \in C_b(S)} \left\{ \int f \, d\mu - \phi(f) \right\},
\]

where \( ca_1^+(S) \) denotes the set of all probability measures on \( \mathcal{B}(S) \). Especially, for the Dirac measure \( \delta_x \), for \( x \in S \), it holds

\[
I_{\min}(x) := \phi^*(\delta_x) = \sup_{f \in C_b(S)} \{ f(x) - \phi(f) \} = \sup_{f \in \mathcal{A}} f(x), \tag{2.1}
\]
where in the last equality it is used that \( f - \phi(f) \in A \) for all \( f \in C_b(S) \) by the translation property (T). In particular, the function \( S \to [0, +\infty], x \mapsto I_{\min}(x) \) is lower-semicontinuous. On the other hand, even though the conjugate \( \mu \mapsto \phi^*(\mu) \) is convex, it does not follow that \( x \mapsto I_{\min}(x) \) is convex (in case that \( S \) is a convex set).

Now we are ready to state our first main result.

**Theorem 2.1.** Suppose that \((S, d)\) is separable and let \( \phi: C_b(S) \to \mathbb{R} \) be a monetary risk measures which is continuous from above\(^4\). Then, the following are equivalent:

(i) \( \phi \) is max-stable.

(ii) \( f \vee g \in A \) for all \( f, g \in A \).

(iii) \( \phi(f) = \max_{x \in S} \{ f(x) - I_{\min}(x) \} \) for all \( f \in C_b(S) \).

(iv) \( \phi \) is convex and \( \phi^*(\mu) = \int \phi^*(\delta_x) \mu(dx) \) for all \( \mu \in ca_1^+(S) \).

(v) There is a function \( \gamma: S \to (-\infty, +\infty] \) such that \( A = \{ f \in C_b(S): f \leq \gamma \} \).

In this case, the function \( S \to [0, +\infty], x \mapsto I_{\min}(x) \) has compact sublevel sets.

**Proof.** Before proving these equivalences, we show that

\[
\phi^*(\delta_x) = \text{ess.sup}_{\mu \in A} \mu \quad \mu\text{-almost surely}
\]  

(2.2)

for all \( \mu \in ca_1^+(S) \), where \( \text{ess.sup}_{\mu \in A} \) denotes the essential supremum of \( A \) w.r.t. the probability measure \( \mu \), see [17, Section A.5]. To that end, fix \( \mu \in ca_1^+(S) \), and let \( \xi \) be a measurable \( \mu \)-a.s. representative of \( \text{ess.sup}_{\mu \in A} \). Since \( \phi^*(\delta_x) \) is lower semicontinuous, the function \( \phi^*(\delta_x) = \text{sup}_{\mu} A \) is a Borel measurable upper bound of \( A \). Therefore, it holds \( \xi \leq \phi^*(\delta_x) \) \( \mu \)-a.s.. By contradiction, suppose that \( \mu(\xi < \phi^*(\delta_x)) > 0 \). Then, there exists a rational \( q \in \mathbb{Q} \) such that \( \mu(C) > 0 \), where \( C := \{ q < \phi^*(\delta_x) \} \). Since \((S, d)\) is second-countable, there exists \( x \in S \) such that \( \mu(C \cup U) > 0 \) for every open neighborhood \( U \) of \( x \). Fix \( f \in A \) with \( q < f(x) \leq \phi^*(\delta_x) \). Note that such an \( f \) exists because \( \phi^*(\delta_x) = \text{sup}_{f \in A} f(x) \); see (2.1). Then, \( \{ q < f \} \) is an open neighborhood of \( x \), and therefore \( \mu(C \cap \{ q < f \}) > 0 \). This shows that \( \xi(y) < f(y) \) for all \( y \in C \cap \{ q < f \} \), but this contradicts that \( f \leq \xi \) \( \mu \)-a.s. This shows (2.2).

(i) \( \Leftrightarrow \) (ii): This follows from Lemma 2.1.

(i) \( \Rightarrow \) (iv): Since \( \phi \) is max-stable it is convex by Proposition 2.1. Fix \( \mu \in ca_1^+(S) \). On the one hand, since \( A \) is directed upwards there exists a sequence \( (f_n)_{n \in \mathbb{N}} \) in \( A \) such that \( 0 \leq f_n \leq f_{n+1} \) for all \( n \in \mathbb{N} \) and

\[
f_n \to \text{ess.sup}_{\mu \in A} \mu \quad \mu\text{-a.s.}
\]

By (2.2) we have that \( \text{ess.sup}_{\mu \in A} = \phi^*(\delta_x) \) \( \mu \)-a.s.. Then, by monotone convergence, we obtain

\[
\phi^*(\mu) = \sup_{f \in A} \int f(x) \mu(dx) \geq \sup_{n \in \mathbb{N}} \int f_n(x) \mu(dx) = \int \phi^*(\delta_x) \mu(dx).
\]

On the other hand,

\[
\phi^*(\mu) = \sup_{f \in A} \int f(x) \mu(dx) \leq \int \text{ess.sup}_{\mu \in A} \mu(dx) = \int \phi^*(\delta_x) \mu(dx).
\]

\(^4\)That is, for every sequence \( (f_n)_{n \in \mathbb{N}} \) in \( C_b(S) \) such that \( f_n \downarrow 0 \), it holds \( \phi(f_n) \downarrow 0 \).
(iv) ⇒ (iii): Fix $f \in C_b(S)$. By the non-linear version of the Daniell-Stone representation theorem (see [6, Proposition 1.1]) we have

$$
\phi(f) = \max_{\mu \in \text{ca}^1(S)} \left\{ \int f(x) \mu(dx) - \phi^*(\mu) \right\}
= \max_{\mu \in \text{ca}^1(S)} \left\{ \int f(x) \mu(dx) - \int \phi^*(\delta_x) \mu(dx) \right\}
= \max_{\mu \in \text{ca}^1(S)} \left\{ \int (f(x) - \phi^*(\delta_x)) \mu(dx) \right\}
= \max_{x \in S} \{ f(x) - \phi^*(\delta_x) \}.
$$

Moreover, by the arguments in the proof of [3, Theorem 2.2] it follows that the sublevel sets \( \{ \mu \in \text{ca}^1(S): \phi^*(\mu) \leq r \} \) are \( \sigma(\text{ca}^1(S), C_b(S)) \)-compact for all \( r \in \mathbb{R} \). As a consequence, the function \( S \to [0, +\infty], x \mapsto \phi^*(\delta_x) \) has compact sublevel sets.

(iii) ⇒ (v): From the dual representation we obtain

$$
A = \{ f \in C_b(S): f(x) \leq \phi^*(\delta_x) \text{ for all } x \in S \}.
$$

(v) ⇒ (ii): For \( f, g \in A \) it holds \( f, g \leq \gamma \), so that

$$
(f \vee g)(x) = f(x) \vee g(x) \leq \gamma(x) \text{ for all } x \in S.
$$

This shows that \( f \vee g \in A \).

As a consequence, we get the following result.

**Corollary 2.1.** Let \( K \subset S \) be compact. Every max-stable monetary risk measure \( \phi: C(K) \to \mathbb{R} \) has the representation \( \phi(f) = \max_{x \in S} \{ f(x) - I_{\text{min}}(x) \} \) for all \( f \in C(K) \).

**Proof.** Since every compact \( K \subset S \) is separable, and \( \phi \) is continuous from above by Dini’s lemma, the statement follows from Theorem 2.1.

**Remark 2.1.** Based on standard arguments in convex duality, the function \( I_{\text{min}} \) is minimal among those functions \( I: S \to [0, +\infty] \), for which \( \phi \) admits the representation

$$
\phi(f) = \sup_{x \in S} \{ f(x) - I(x) \} \text{ for all } f \in C_b(S).
$$

(2.3)

Also, if \( \phi \) has the representation (2.3), then \( I \) can be replaced by \( I_{\text{min}} \). Indeed, for every \( f \in C_b(S) \) and \( x \in S \), it follows from (2.3) that \( I(x) \geq f(x) - \phi(f) \), which shows that \( I \geq I_{\text{min}} \). Hence, for \( f \in C_b(S) \), we obtain

$$
\phi(f) = \sup_{x \in S} \{ f(x) - I(x) \} \leq \sup_{x \in S} \{ f(x) - I_{\text{min}}(x) \} \leq \phi(f),
$$

where the last inequality follows by definition of \( I_{\text{min}} \).

\footnote{We denote by \( C(K) \) the space of all continuous functions \( f: K \to \mathbb{R} \).}
2.2. Maxitive integral representation of max-stable monetary risk measures

Given a monetary risk measure $\phi: B_b(S) \to \mathbb{R}$, we define the concentration function $J: B(S) \to [-\infty, 0]$ of the monetary risk measure $\phi$ by

$$J_A := \inf_{r \in \mathbb{R}} \phi(r1_{A^c}) \quad \text{for all } A \in B(S). \quad (2.4)$$

Directly from the definition, it holds $J_A \leq J_B$ whenever $A \subset B$. The concentration function is connected to the acceptance set $A = \{ f \in B_b(S) : \phi(f) \leq 0 \}$ as follows.

**Lemma 2.2.** For every $A \in B(S)$ and $s \in \mathbb{R}$, it holds

(i) $s > -J_A$ implies that $s1_A - r1_{A^c} \notin A$ for all $r > 0$,

(ii) $s < -J_A$ implies that there exists $r > 0$ such that $s1_A - r1_{A^c} \in A$.

In particular, $-J_A = \sup\{s \geq 0 : \text{there exists } r > 0 \text{ such that } s1_A - r1_{A^c} \in A\}$.

**Proof.** For every $r > 0$, it holds

$$\phi(s1_A - r1_{A^c}) = \phi(-(s + r)1_{A^c}) + s \quad \text{for all } s \in \mathbb{R}. \quad (2.5)$$

If $s > -J_A$, then it follows from (2.5) that $\phi(s1_A - r1_{A^c}) \geq J_A + s > 0$, and therefore $s1_A - r1_{A^c} \notin A$. On the other hand, due to (2.5), we have that $\phi(s1_A - r1_{A^c}) \downarrow J_A + s$ as $r \to +\infty$. If $s < -J_A$, then $J_A + s < 0$, and therefore $\phi(s1_A - r1_{A^c}) \leq 0$ for $r$ large enough. \hfill \Box

**Lemma 2.3.** Suppose that $\phi$ is max-stable. Then $J_{A_1 \cup \ldots \cup A_N} \leq J_{A_1} \lor \ldots \lor J_{A_N}$ for all $A_1, \ldots, A_N \in B(S)$.

**Proof.** For every $r \leq 0$, it holds from max-stability that

$$\phi(r1_{(A_1 \cup \ldots \cup A_N)^c}) = \phi(r1_{A_1^c} \lor \ldots \lor r1_{A_N^c}) \leq \phi(r1_{A_1^c}) \lor \ldots \lor \phi(r1_{A_N^c}).$$

Hence, by letting $r \to -\infty$ we obtain $J_{A_1 \cup \ldots \cup A_N} \leq J_{A_1} \lor \ldots \lor J_{A_N}$. \hfill \Box

A function $\mu: B(S) \to [-\infty, 0]$ is called a penalty if $\mu(\emptyset) = -\infty$, $\mu(S) = 0$, and $\mu(A) \leq \mu(B)$ whenever $A \subset B$. A penalty $\mu$ is said to be max-stable if $\mu(A \cup B) \leq \mu(A) \lor \mu(B)$. Given a max-stable penalty $\mu: B(S) \to [-\infty, 0]$, the maxitive integral of $f \in B_b(S)$ with respect to $\mu$ is defined by

$$\int_X f \, d\mu := \sup_{r \in \mathbb{R}}\{r + \mu(\{f > r\})\}. \quad (2.6)$$

The maxitive integral (2.6) was introduced in [5]. It is closely related to the Maslov integral in idempotent analysis [22], and can be obtained as a transformation of the Shilkret integral [25]. Moreover, in the context of idempotent analysis, max-stable risk measures can be identified with ‘linear’ functionals.

The following result is an adaptation to the present setting of [5, Corollary 6]. In contrast to [5, Corollary 6], we assume max-stability on $B_b(S)$ rather than the space of all functions $f: S \to [-\infty, +\infty)$ which are bounded from above.

**Proposition 2.2.** Let $\phi: B_b(S) \to \mathbb{R}$ be a function. Then, the following conditions are equivalent:
(i) \( \phi \) is a max-stable monetary risk measure.
(ii) There exists a max-stable penalty \( \mu : \mathcal{B}(S) \to [-\infty, 0] \) such that
\[
\phi(f) = \int_X f \, d\mu \quad \text{for all } f \in \mathcal{B}_b(S).
\]
(iii) The concentration function \( J : \mathcal{B}(S) \to [-\infty, 0] \) is a max-stable penalty and
\[
\phi(f) = \int_X f \, dJ \quad \text{for all } f \in \mathcal{B}_b(S).
\]

**Proof.** (iii) \( \Rightarrow \) (ii): The implication is obvious.
(ii) \( \Rightarrow \) (i): This follows directly by definition of the maxitive integral and since the penalty \( \mu \) is max-stable.
(i) \( \Rightarrow \) (iii): The concentration \( J \) is a penalty, which is max-stable by Lemma 2.3. To show (2.7), we first assume that \( f \) is simple, that is, \( f = \sum_{i=1}^{N} \alpha_i f^{-1}(\alpha_i) \) with \( \alpha_1 < \alpha_2 < \ldots < \alpha_N \). Then, we have
\[
f = \bigvee_{1 \leq i \leq N} \left\{ \alpha_i 1_{\{f > \alpha_i - 1\}} + r 1_{\{f \leq \alpha_i - 1\}} \right\}
\]
for \( r \in \mathbb{R} \) small enough, where we define \( \alpha_0 := -\infty \). Since \( \phi \) is max-stable, it follows that
\[
\phi(f) = \bigvee_{1 \leq i \leq N} \phi \left( \alpha_i 1_{\{f > \alpha_i - 1\}} + r 1_{\{f \leq \alpha_i - 1\}} \right) = \bigvee_{1 \leq i \leq N} \left\{ \alpha_i + \phi \left( (r - \alpha_i) 1_{\{f \leq \alpha_i - 1\}} \right) \right\}.
\]
Letting \( r \to -\infty \), we get
\[
\phi(f) = \bigvee_{1 \leq i \leq N} \left\{ \alpha_i + J 1_{\{f > \alpha_i - 1\}} \right\} = \bigvee_{1 \leq i \leq N} \sup_{r \in \mathbb{R} \in [\alpha_i, \alpha_{i+1})} \left\{ r + J 1_{\{f > r\}} \right\}
\]
\[
= \sup_{r \in \mathbb{R}} \left\{ r + J 1_{\{f > r\}} \right\} = \int_X f \, dJ.
\]
Finally, for general \( f \in \mathcal{B}_b(S) \), the statement follows by approximating \( f \) with simple functions, and since \( \phi \) is Lipschitz continuous by the monotonicity (M) and the translation property (T).

**Remark 2.2.** Suppose that \( \phi_1, \phi_2 : \mathcal{B}_b(S) \to \mathbb{R} \) are max-stable monetary risk measures with respective concentration functions \( J_1, J_2 \). If \( J_1(A) = J_2(A) \) for all \( A \in \mathcal{B}(S) \), then it follows from (2.7) in Proposition 2.2 that \( \phi_1(f) = \phi_2(f) \) for all \( f \in \mathcal{B}_b(S) \).

Notice that the results in this subsection hold for general topological spaces \( S \).

### 2.3. Examples

We provide some examples of max-stable monetary risk measures.

(a) Let \( \gamma : S \to [0, +\infty] \) be a function that is not identically \( +\infty \). Then,
\[
\phi : \mathcal{B}_b(S) \to \mathbb{R}, \quad \phi(f) := \sup_{x \in S} \{ f(x) - \gamma(x) \}
\]
is a max-stable monetary risk measure.
(b) Let \((\phi_i)\) be a family of max-stable monetary risk measures on \(B_b(S)\). Then, \(\bigvee_i \phi_i\) is a max-stable monetary risk measure on \(B_b(S)\).

(c) Let \((X_n)_{n \in \mathbb{N}}\) be a sequence of \(S\)-valued random variables defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). The upper asymptotic entropy

\[
\overline{\phi}_{\text{ent}}(f) := \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{E}[\exp(nf(X_n))]
\]

is a max-stable monetary risk measure on \(B_b(S)\). Indeed, it follows directly from the definition that \(\overline{\phi}_{\text{ent}}\) is a monetary risk measure. As for the max-stability, for \(f, g \in B_b(S)\) and \(A_n := \{f(X_n) \geq g(X_n)\}\), it holds

\[
\overline{\phi}_{\text{ent}}(f \lor g) = \limsup_{n \to \infty} \frac{1}{n} \log \left( \mathbb{E}\left[\exp(nf(X_n)) \lor ng(X_n)\right]\right)
= \limsup_{n \to \infty} \frac{1}{n} \log \left( \mathbb{E}\left[\exp(nf(X_n))1_{A_n}\right] + \mathbb{E}\left[\exp(ng(X_n))1_{A_n}\right]\right)
\leq \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{E}\left[\exp(nf(X_n))1_{A_n}\right] \lor \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{E}\left[\exp(ng(X_n))1_{A_n}\right]
\leq \overline{\phi}_{\text{ent}}(f) \lor \overline{\phi}_{\text{ent}}(g).
\]

Along the same line of argumentation, one can show that the lower asymptotic entropy
\[
\underline{\phi}_{\text{ent}}(f) := \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{E}[\exp(nf(X_n))]
\]
is a max-stable monetary risk measure on \(B_b(S)\).

(d) In the context of the previous example, for a non-empty family \(P\) of probability measures on \(\mathcal{F}\), we define the upper and lower robust asymptotic entropies by

\[
\limsup_{n \to \infty} \frac{1}{n} \log \left( \sup_{P \in P} \mathbb{E}_P[\exp(nf(X_n))]\right) \quad \text{and} \quad \liminf_{n \to \infty} \frac{1}{n} \log \left( \sup_{P \in P} \mathbb{E}_P[\exp(nf(X_n))]\right)
\]

for all \(f \in B_b(S)\). By the same arguments as in the previous example, it follows that the upper/lower robust asymptotic entropy is a max-stable monetary risk measure on \(B_b(S)\). Thereby, it should be noted that the nonlinear expectation \(\sup_{P \in P} \mathbb{E}_P[\cdot]\) is subadditive. For instance, \(P\) could be modeled as the Wasserstein ball \(P = \{P : W(P, P_0) \leq c\}\) consisting of all probability measures \(P\) which in some Wasserstein distance \(W\) are close to some reference probability measure \(P_0\).

3. Large deviations built on max-stable monetary risk measures

Throughout this section, let \(\phi : B_b(S) \to \mathbb{R}\) be a monetary risk measure. We will provide sufficient conditions such that the monetary risk measure \(\phi\) satisfies the Laplace principle (LP) with rate function\(^6\) \(I\), i.e., \(\phi\) has the dual representation

\[
\phi(f) = \sup_{x \in S} \{f(x) - I(x)\} \quad \text{for all } f \in C_b(S).
\]

\(6\)That is, a lower semicontinuous function \(I : S \to [0, +\infty]\), which is not identically \(+\infty\).
We define the minimal rate function \( I_{\min} : S \to [0, +\infty] \) of the monetary risk measure \( \phi \) by
\[
I_{\min}(x) := (\phi|_{C_\delta(S)})^r(\delta_x) = \sup_{f \in C_\delta(S)} \{ f(x) - \phi(f) \},
\]
and the concentration function \( J : B(S) \to [-\infty, 0] \) is defined as in (2.4).

The following result is an analogue of the probabilistic representation of the rate function in large deviation theory, see e.g. [9, Remark 2.1] and [8, Theorem 4.1.18].

**Proposition 3.1.** For every \( x \in S \), it holds
\[
-I_{\min}(x) = \lim_{\delta \downarrow 0} J_{B_\delta}(x),
\]
where \( B_\delta(x) := \{ y \in S : d(x, y) < \delta \} \).

**Proof.** Let \( x \in S \). Fix \( r \leq 0 \) and \( \delta > 0 \). By Urysohn’s lemma there exists a continuous function \( f_{r,\delta} : S \to [r, 0] \) with \( f_{r,\delta}(x) = 0 \) and \( B_\delta(x)^c \subset f_{r,\delta}^{-1}(r) \). Then, we have
\[
I_{\min}(x) \geq -\phi(f_{r,\delta}) \geq -\phi(r 1_{B_\delta(x)^c}),
\]
and therefore
\[
I_{\min}(x) \geq \sup_{r \geq 0} -\phi(r 1_{B_\delta(x)^c}) = -J_{B_\delta}(x),
\]
which shows that \(-I_{\min}(x) \leq \lim_{\delta \downarrow 0} J_{B_\delta}(x)\).

As for the other inequality, let \( f \in C_\delta(S) \). For every \( \varepsilon > 0 \) there exists \( \delta > 0 \) so that \( f(z) \geq f(x) - \varepsilon \) for all \( z \in B_\delta(x) \). Then, for \( r \) large enough, it holds
\[
\phi(f) \geq \phi((f(x) - \varepsilon) 1_{B_\delta(x)} - r 1_{B_\delta(x)^c}) = \phi(f(x) - \varepsilon - (r + f(x) + \varepsilon) 1_{B_\delta(x)^c}) = f(x) - \varepsilon + \phi(-(r + f(x) + \varepsilon) 1_{B_\delta(x)^c}).
\]

By taking the infimum over \( r > 0 \), we obtain
\[
\phi(f) \geq f(x) - \varepsilon + J_{B_\delta}(x),
\]
Since \( \varepsilon > 0 \) was arbitrary, we get
\[
\phi(f) \geq f(x) + \lim_{\delta \downarrow 0} J_{B_\delta}(x).
\]
This shows that
\[
-\lim_{\delta \downarrow 0} J_{B_\delta}(x) \geq f(x) - \phi(f)
\]
for all \( f \in C_\delta(S) \), and therefore \( \lim_{\delta \downarrow 0} J_{B_\delta}(x) \leq -I_{\min}(x) \). The proof is complete. \( \square \)

**Corollary 3.1.** It holds
\[
- \inf_{x \in A} I_{\min}(x) \leq J_A \quad \text{for all } A \subset S \text{ open.}
\]
If in addition, \( \phi \) is max-stable, then

\[
J_K \leq - \inf_{x \in K} I_{\min}(x) \quad \text{for all } K \subset S \text{ compact.} \tag{3.4}
\]

**Proof.** Suppose that \( A \subset S \) is open. For every \( x \in A \) there exists \( \delta_0 > 0 \) such that \( B_{\delta_0}(x) \subset A \). Therefore, by Proposition 3.1 we have

\[
-I_{\min}(x) = \lim_{\delta \downarrow 0} J_{B_{\delta}}(x) \leq J_{B_{\delta_0}}(x) \leq J_A.
\]

By taking the supremum over all \( x \in A \) we get (3.3).

Suppose now that \( \phi \) is max-stable and \( K \subset S \) is compact. Given \( \varepsilon > 0 \), due to Proposition 3.1 and by compactness there exist \( x_1, \ldots, x_N \in K \) and \( \delta_1, \ldots, \delta_N > 0 \) such that \( K \subset \bigcup_{i=1}^N B_{\delta_i}(x_i) \) and

\[
-J_{B_{\delta_i}}(x_i) \geq (I_{\min}(x_i) - \varepsilon) \wedge \varepsilon^{-1} \quad \text{for } i = 1, \ldots, N.
\]

Then, due to Lemma 2.3,

\[
-J_K \geq \wedge_{1 \leq i \leq N} (1 - J_{B_{\delta_i}}(x_i)) \geq \inf_{x \in K} (I_{\min}(x) - \varepsilon) \wedge \varepsilon^{-1} \geq \left( \inf_{x \in K} I_{\min}(x) - \varepsilon \right) \wedge \varepsilon^{-1}.
\]

Then, (3.4) follows as \( \varepsilon > 0 \) was arbitrary. \( \square \)

**Definition 3.1.** We say that the monetary risk measure \( \phi \) satisfies the large deviation principle (LDP) with rate function \( I \), if

\[
- \inf_{x \in \text{int}(A)} I(x) \leq J_A \leq - \inf_{x \in \text{cl}(A)} I(x) \quad \text{for all } A \in \mathcal{B}(S). \tag{3.5}
\]

By Corollary 3.1, the lower bound in (3.5) is always satisfied for the minimal rate function \( I_{\min} \), and if in addition \( \phi \) is max-stable, then the upper bound in (3.5) holds for the minimal rate function \( I_{\min} \) whenever \( A \) is relatively compact.

The following result shows that the LDP uniquely determines the rate function \( I \). Namely, whenever \( \phi \) satisfies the LDP with rate function \( I \), it necessarily holds \( I = I_{\min} \).

**Proposition 3.2.** If \( J_A \leq - \inf_{x \in A} I(x) \) for every closed set \( A \subset S \), then \( I_{\min} \geq I \). Analogously, if \( - \inf_{x \in A} I(x) \leq J_A \) for every open set \( A \subset S \), then \( I_{\min} \leq I \). In particular, if \( \phi \) satisfies the LDP with rate function \( I \), then \( I = I_{\min} \).

**Proof.** Suppose, for instance, that \( J_A \leq - \inf_{x \in A} I(x) \) for every \( A \subset S \) closed. Fix \( x_0 \in S \) and for every \( \delta > 0 \) consider the closed ball \( B_{\delta}(x_0) := \{ x \in S : d(x_0, x) \leq \delta \} \). Then, since \( I \) is lower semi-continuous, it holds

\[
I(x_0) = \lim_{\delta \downarrow 0} \inf_{x \in B_{\delta}(x_0)} I(x) = \lim_{\delta \downarrow 0} \inf_{x \in B_{\delta}(x_0)} I(x) \leq - \lim_{\delta \downarrow 0} J_{B_{\delta}}(x_0) = - \lim_{\delta \downarrow 0} J_{B_{\delta}}(x_0) = I_{\min}(x_0),
\]

where the last equality follows from Proposition 3.1. \( \square \)

The following proposition shows that the LP in (3.1) is a sufficient condition for the LDP, generalizing the well-known fact in large deviations due to Bryc [4]. In particular, we have that \( I_{\min} \) is not only the minimal rate function, but also the unique possible rate function to obtain a representation.
(3.1). We would like to emphasize that, in the following proposition, $I$ is not assumed to have compact sublevel sets. The proof is an adaptation of the proof of [8, Theorem 4.4.13], where it is shown that the LP implies the LDP for random variables with values in a completely regular topological space. However, [8, Theorem 4.4.13] assumes that the rate function has compact sublevel sets to deal with the technical difficulties of working with a general completely regular topological space.

**Proposition 3.3.** If $\phi : B_b(S) \to \mathbb{R}$ has the representation

$$\phi(f) = \sup_{x \in S} \{f(x) - I(x)\}$$

(3.6)

for all $f \in C_b(S)$, then $\phi$ satisfies the LDP with rate function $I$ and $I = I_{\min}$.

**Proof.** Fix a closed set $A \subset S$. We prove that $J_A \leq -\inf_{x \in A} I(x)$ for every closed set $A \subset S$. If $\inf_{x \in A} I(x) = 0$, then the assertion holds as $J_A \leq 0$ by definition. Thus, assume that $\inf_{x \in A} I(x) > 0$. Let $\delta > 0$ be with $\delta < \inf_{x \in A} I(x)$ and define

$$I^\delta(x) := (I(x) - \delta) \wedge \delta^{-1} \quad \text{for} \quad x \in S.$$  

Set $\alpha := \inf_{x \in A} I^\delta(x) \in (0, +\infty)$. Since $-\inf_{x \in S} I(x) = \phi(0) = 0$, it follows that $\{I \leq \alpha\}$ is non-empty and closed as $I$ is lower semicontinuous. Moreover, it holds $\{I \leq \alpha\} \cap A = \emptyset$. Due to Urysohn’s lemma, for every $m \in \mathbb{N}$, there exists a continuous function $h_m : S \to [0, m]$ such that $\{I \leq \alpha\} \subset h^{-1}_m(m)$ and $A \subset h^{-1}_m(0)$. Then, it follows

$$J_A = \inf_{r \in \mathbb{R}} \phi(r1_A) \leq \phi(-h_m) = -\inf_{x \in S} \{h_m(x) + I(x)\}.$$  

Since $h_m(x) + I(x) \geq m$ if $x \in \{I \leq \alpha\}$, and $h_m(x) + I(x) \geq \alpha$ if $x \notin \{I \leq \alpha\}$, by choosing $m \geq \alpha$ it follows that

$$J_A \leq -\alpha = -\inf_{x \in A} I^\delta(x).$$  

Since the inequality above is satisfied for every $\delta > 0$ small enough, we have

$$J_A \leq -\lim_{\delta \downarrow 0} \inf_{x \in A} I^\delta(x) = -\sup_{x \in A} \left( -\inf_{x \in A} (I(x) - \delta) \wedge \delta^{-1} \right) = -\inf_{x \in A} I(x).$$  

It follows from (3.6) that $I \geq I_{\min}$ due to Remark 2.1. On the other hand, since $I$ satisfies the upper bound of the LDP, we have that $I \leq I_{\min}$ as a consequence of Proposition 3.2. This proves that $I = I_{\min}$.

Finally, since $I = I_{\min}$, it follows from Corollary 3.1, that $I$ satisfies the lower bound in the LDP. The proof is complete.

We next establish the equivalence between LP and LDP for max-stable monetary risk measures. Namely, we show that the converse of Proposition 3.3 holds true under max-stability, which gives, in more generality, an alternative proof for the classical Varadhan’s lemma, see e.g. [18, Theorem III.13, p. 32].

**Theorem 3.1.** Suppose that $\phi$ is max-stable. Then, $\phi$ satisfies the LDP with rate function $I$ if and only if

$$\phi(f) = \sup_{x \in S} \{f(x) - I(x)\} \quad \text{for all} \quad f \in C_b(S).$$

(3.7)
In that case, it holds \( I = I_{\text{min}} \).

**Proof.** We know from Proposition 3.3 that the representation (3.7) implies the LDP and that \( I = I_{\text{min}} \). Suppose that \( \phi \) satisfies the LDP with rate function \( I \) and fix \( f \in C_b(S) \). Since \( \phi \) is max-stable, it follows from Proposition 2.2 that

\[
\phi(f) = \sup_{r \in \mathbb{R}} \{ r + J_{\{f > r\}} \}. 
\]  

(3.8)

Given \( r \in \mathbb{R} \), due to the upper bound of the LDP, it holds \( J_{\{f > r\}} \leq -\inf_{x \in \{f > r\}} I(x) \) as \( \{f \geq r\} \) is closed. Then, by (3.8) and monotonicity of the concentration function \( J \), we have

\[
\phi(f) \leq \sup_{r \in \mathbb{R}} \{ r - \inf_{x \in \{f \geq r\}} I(x) \} \\
= \sup_{r \in \mathbb{R}} \sup_{x \in \{f \geq r\}} \{ r - I(x) \} \\
\leq \sup_{r \in \mathbb{R}} \sup_{x \in \{f \geq r\}} \{ f(x) - I(x) \} \\
\leq \sup_{x \in S} \{ f(x) - I(x) \}.
\]

On the other hand, given \( r \in \mathbb{R} \), it holds \( J_{\{f > x\}} \geq -\inf_{x \in \{f > r\}} I(x) \) due to the lower bound of the LDP. Then, given \( \varepsilon > 0 \), it follows from (3.8) that

\[
\phi(f) \geq \sup_{r \in \mathbb{R}} \{ r - \inf_{x \in \{f > r\}} I(x) \} \\
= \sup_{r \in \mathbb{R}} \sup_{x \in \{f > r\}} \{ r - I(x) \} \\
\geq \sup_{x \in S} \sup_{y \in \{f > f(x) - \varepsilon\}} \{ f(x) - \varepsilon - I(y) \} \\
\geq \sup_{x \in S} \{ f(x) - \varepsilon - I(x) \}.
\]

Since \( \varepsilon > 0 \) was arbitrary, we obtain \( \phi(f) \geq \sup_{x \in S} \{ f(x) - I(x) \} \). The proof is complete. \( \square \)

**Remark 3.1.** In the particular case of the asymptotic entropy, the LDP and LP are formulated in [23] by means of idempotent probability measures and the Shilkr et integral; see Definition 3.1.1 and Theorem 3.1.1 in [23].\(^7\) For a comparison with the present setting, we next adapt these formulations to general max-stable monetary risk measures by using the equivalent language of maxitive penalties and maxitive integrals. Actually, \( \mu \) is a maxitive penalty if and only if \( e^\mu \) is a idempotent probability, and the maxitive integral (2.6) can be obtained as a transformation of the Shilkret integral; see [5] for more details. Given a rate function \( I \), the function \( A \mapsto I_A : B(S) \to [-\infty, 0] \) defined as

\[
I_A := -\inf_{x \in A} I(x)
\]

\( ^7\)We thank an anonymous referee for pointing out this reference.
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is a max-stable penalty. Then, the LDP can be reformulated in terms of penalties as follows. Namely, \( \phi : B_b(S) \to \mathbb{R} \) satisfies the LDP with rate function \( I \) if and only if

\[
I_{\text{int}}(A) \leq J_A \leq I_{\text{cl}}(A) \quad \text{for all} \quad A \in \mathcal{B}(S).
\]

Moreover, the LP principle can be reformulated as an equality of maxitive integrals. Namely, \( \phi \) satisfies the LP with rate function \( I \) if and only if

\[
\int_X f \, dJ = \int_X f \, dI \quad \text{for all} \quad f \in C_b(S).
\]

The latter equivalence can be proved by using the maxitive integral representation in Proposition 2.2 together with a similar argument as in the proof of the “only if” part of Theorem 3.1. Within this framework, it should be noticed that Theorem 3.1 states the equivalence between (3.9) and (3.10).

We finish by discussing the scope of the present section. For the sake of simplicity, we stated our results for a metric space \( S \). However, the statements are valid for normal spaces. Moreover, all the results except Propositions 3.3 (and consequently the “if” part of Theorem 3.1) are valid for completely regular spaces. Propositions 3.3 is also valid for completely regular topological spaces if one assumes that the rate function has compact sublevel sets. The argument follows from an adaptation to the present setting of the proof of [8, Theorem 4.4.13]. Finally, the “only if” part of Theorem 3.1 (and consequently Varadhan’s lemma) is valid for general topological spaces as it is a consequence of Proposition 2.2.

4. Locally max-stable monetary risk measures

Throughout this section we consider a monetary risk measure \( \phi : B_b(S) \to \mathbb{R} \). Given a compact set \( K \subset S \), we denote by \( C^K(S) \) the space of all real-valued functions from \( S \) to \( \mathbb{R} \) of the form \( f1_K + r1_{K^c} \), where \( f \in C(K) \) and \( r \in \mathbb{R} \).

**Definition 4.1.** We say that \( \phi \) is locally max-stable if \( \phi \big|_{C^K(S)} \) is max-stable for every compact set \( K \subset S \).

**Lemma 4.1.** Suppose that \( \phi \) is locally max-stable. Then, for every compact set \( K \subset S \), \( \phi \big|_{C^K(S)} \) has the representation

\[
\phi(f1_K + r1_{K^c}) = \sup_{x \in K} \{ f(x) - I_K(x) \} \vee (r + J_{K^c})
\]

for all \( f \in C(K) \) and \( r \in \mathbb{R} \), where

\[
I_K(x) := \sup_{f \in C(K)} \left\{ f(x) - \inf_{r \in \mathbb{R}} \phi(f1_K + r1_{K^c}) \right\}.
\]

Recall that \( J_{K^c} = \inf_{r \in \mathbb{R}} \phi(r1_K) \).

---

8 Recall that \( S \) is normal if for any two disjoint closed subsets \( A, B \) of \( S \) there exist two disjoint open sets \( U, V \) such that \( A \subset U \) and \( B \subset V \).

9 Recall that a topological space \( S \) is completely regular if it is Hausdorff and for any closed set \( A \subset S \) and any point \( x \notin A \), there exists a continuous function \( f : S \to [0, 1] \) such that \( f(x) = 1 \) and \( A \subset f^{-1}(0) \).
The proof is complete.

---

**Proof.** Fix a compact set $K \subset S$. If $S = K$, then the result follows from Corollary 2.1. Suppose that $K \neq S$ and choose $x_0 \in S \setminus K$. Define
\[
\phi_K : C(K \cup \{x_0\}) \to \mathbb{R}, \quad \phi_K(f) := \phi(f1_K + f(x_0)1_{K^c}).
\]
Since $\phi|_{C(K, S)}$ is max-stable, it follows that $\phi_K$ is max-stable. We have that $K \cup \{x_0\}$ is compact, then by applying Corollary 2.1 to $\phi_K$ we get
\[
\phi(f1_K + r1_{K^c}) = \phi_K(f1_K + r1_{\{x_0\}}) = \sup_{x \in K} \{ f(x) - \phi^*_K(\delta_x) \} \vee (r - \phi^*_K(\delta_{x_0})�).
\]
If $x \in K$, then it holds
\[
\phi^*_K(\delta_x) = \sup_{f \in C(K \cup \{x_0\})} \{ f(x) - \phi(f1_K + f(x_0)1_{K^c}) \}
\]
\[
= \sup_{f \in C(K), r \in \mathbb{R}} \{ f(x) - \phi(f1_K + r1_{K^c}) \}
\]
\[
= \sup_{f \in C(K)} \{ f(x) - \inf_{r \in \mathbb{R}} \phi(f1_K + r1_{K^c}) \}
\]
\[
= I_K(x).
\]
On the other hand,
\[
\phi^*_K(\delta_{x_0}) = \sup_{f \in C(K \cup \{x_0\})} \{ f(x_0) - \phi(f1_K + f(x_0)1_{K^c}) \}
\]
\[
= \sup_{f \in C(K), r \in \mathbb{R}} \{ r - \phi(f1_K + r1_{K^c}) \}
\]
\[
= \sup_{f \in C(K), r \in \mathbb{R}} \{ -\phi(f1_K + r1_{K^c} - r) \}
\]
\[
= \sup_{f \in C(K), r \in \mathbb{R}} \{ -\phi(f1_K - r1_K) \}
\]
\[
= \sup_{r \in \mathbb{R}} \{ -\phi((f - r)1_K) \}
\]
\[
= - \inf_{r \in \mathbb{R}} \phi(r1_K) = -J_{K^c}.
\]
The proof is complete. \qed

**Lemma 4.2.** For every compact set $K \subset S$, it holds

(i) $I_K(x) \geq I_{\min}(x)$ for all $x \in K$,
(ii) $I_{\min}(x) \geq -J_{K^c}$ for all $x \notin K$.

**Proof.** As for (i), suppose that $K \subset S$ is compact and fix $x \in K$. Given $f \in C_b(S)$, we have
\[
f(x) - \phi(f1_K - r1_{K^c}) \geq f(x) - \phi(f),
\]
for all $r \in \mathbb{R}$ with $r \geq \|f\|_{\infty}$, which shows that
\[
f(x) - \inf_{r \in \mathbb{R}} \phi(f1_K - r1_{K^c}) \geq f(x) - \phi(f).
\]
Since by Tietze’s extension theorem, every \( f \in C(K) \) has an extension \( \tilde{f} \in C_b(S) \) such that \( \tilde{f} |_{K} = f \), we conclude
\[
I_K(x) = \sup_{f \in C(K)} \left\{ f(x) - \inf_{r \in K} \phi(f 1_K - r 1_{K^c}) \right\} \geq \sup_{f \in C_b(S)} \{ f(x) - \phi(f) \} = I_{\min}(x).
\]
Finally, notice that (ii) is a direct consequence of Corollary 3.1.

**Theorem 4.1.** Suppose that \( \phi \) is locally max-stable and one of the following conditions is satisfied:

(A) For every \( M > 0 \), there exists a compact set \( K \subset S \) such that \( -J_{K^c} \geq M \).

(B) There exists \( I(\infty) \in \mathbb{R} \) such that for every \( \varepsilon > 0 \) there exists a compact set \( K \subset S \) so that
\[
-J_{K^c} \geq I(\infty) - \varepsilon \quad \text{and} \quad I_{\min}(x) \leq I(\infty) + \varepsilon \quad \text{for all} \quad x \in K^c.
\]
Then, it holds
\[
\phi(f) = \sup_{x \in S} \{ f(x) - I_{\min}(x) \} \quad \text{for all} \quad f \in C_b(S)
\]
and \( \phi \) satisfies the LDP with rate function \( I_{\min} \). Moreover, if (A) holds, then \( I_{\min} \) has compact sublevel sets.

**Proof.** Fix \( f \in C_b(S) \) and set \( a := \sup_{x \in S} \{ f(x) - I_{\min}(x) \} \). By definition of \( I_{\min} \) one has that \( \phi(f) \geq a \). Thus, we have to prove that \( \phi(f) \leq a \).

We first assume that condition (A) holds. Fix \( M > 0 \) and choose a compact set \( K \subset S \) such that \( -J_{K^c} \geq M \). Define \( \tilde{f} := f 1_K + \| f \|_{\infty} 1_{K^c} \). By Lemma 4.1 and Lemma 4.2 we obtain
\[
\phi(f) \leq \phi(\tilde{f}) = \sup_{x \in K} \{ f(x) - I_K(x) \} \vee \{ \| f \|_{\infty} + J_{K^c} \} \leq a \vee \{ \| f \|_{\infty} - M \}.
\]
By choosing \( M \) large enough, we obtain that \( \phi(f) \leq a \), which shows (4.1).

We prove that \( I_{\min} \) has compact sublevel sets. Given \( r \geq 0 \), there exists a compact set \( K \subset S \) such that
\[
-J_{K^c} \geq r + 1.
\]
Then we have \( I_{\min}^{-1}([0, r]) \subset K \), since otherwise there exists \( x \in I_{\min}^{-1}([0, r]) \) such that \( x \notin K \), which by Lemma 4.2 would imply \( r \geq I_{\min}(x) \geq -J_{K^c} \geq r + 1 \). Since \( I_{\min} \) is lower semicontinuous, it follows that \( I_{\min}^{-1}([0, r]) \) is compact.

Now, suppose that condition (B) holds. Fix \( \varepsilon > 0 \) and choose a compact set \( K \subset S \) such that \( I_{\min}(x) \leq I(\infty) + \varepsilon \quad \text{for all} \quad x \in K^c \), and \( -J_{K^c} \geq I(\infty) - \varepsilon \). Define \( \tilde{f} := f 1_K + (a + I(\infty) + \varepsilon) 1_{K^c} \). Then, since \( a \geq f(x) - I_{\min}(x) \) for all \( x \in S \), we have
\[
f = f 1_K + f 1_{K^c} \leq f 1_K + (a + I_{\min}) 1_{K^c} \leq f 1_K + (a + I(\infty) + \varepsilon) 1_{K^c} = \tilde{f}.
\]
Thus, by Lemma 4.1 and Lemma 4.2, we obtain
\[
\phi(f) \leq \phi(\tilde{f})
\]
\[
= \sup_{x \in K} \{ f(x) - I_K(x) \} \vee \{ a + I(\infty) + \varepsilon + J_{K^c} \}
\]
\[
\leq a \vee \{ a + I(\infty) + \varepsilon - I(\infty) + \varepsilon \}
\]
\[
\leq a \vee (a + 2\varepsilon) \leq \sup_{x \in S} \{ f(x) - I_{\min}(x) \} + 2\varepsilon.
\]
As \( \varepsilon \) was arbitrary, we derive (4.1).

Finally, since \( \phi \) has the representation (4.1), by Proposition 3.3, \( \phi \) satisfies the LDP with rate function \( I_{\min} \). The proof is complete. \( \Box \)

**Remark 4.1.** Suppose that \( \hat{S} := S \cup \{ \infty \} \) is the Alexandroff one-point compactification of \( S \). Recall that \( \hat{S} \) is endowed with the topology consisting of all open subsets of \( S \) together with all sets of the form \( V = K^c \cup \{ \infty \} \), where \( K \) is compact; see [19] for further details. Then, conditions (A) and (B) in Theorem 4.1 can be unified as a continuity condition on \( \hat{S} \). Namely, extend \( I_{\min} \) to a function \( \hat{I} : \hat{S} \to [0, +\infty) \) by setting \( \hat{I}(\infty) := \sup \{ -J_K : K \subset S \text{ compact} \} \), and consider \( [0, +\infty) \) as the one-point compactification of \( [0, +\infty) \). Then, it can be verified that \( \hat{I} \) is continuous at \( \infty \) if and only if one of the conditions (A) or (B) is satisfied. Further, condition (A) corresponds to the case \( \hat{I}(\infty) = +\infty \), and condition (B) corresponds to the case \( \hat{I}(\infty) < +\infty \).

Under condition (A) the rate function \( I_{\min} \) has compact sublevel sets. However, the following example shows that the compactness of the sublevel sets of \( I_{\min} \) is not a sufficient condition for the representation (4.1).

**Example 4.1.** Suppose that \((X_n)_{n \in \mathbb{N}}\) is a sequence of random variables with values in \( \mathbb{N} \), such that for every \( m \in \mathbb{N} \), it holds

\[
\mathbb{P}(X_n = m) = \begin{cases} e^{-nm}, & \text{if } n \neq m, \\ 1 - e^{-n} + e^{-n^2}, & \text{if } n = m. \end{cases}
\]

Then, for every \( f = (f(m))_{m \in \mathbb{N}} \in B_b(\mathbb{N}) \), the upper asymptotic entropy is given by

\[
\overline{\phi}_{\text{ent}}(f) := \limsup_{n \to \infty} -\frac{1}{n} \log \mathbb{E}[\exp(nf(X_n))] = \limsup_{n \to \infty} -\frac{1}{n} \log \sum_{m=1}^{\infty} e^{nf(m)} \mathbb{P}(X_n = m).
\]

In this case, the rate function is explicitly given (see (6.1) below) by

\[
I_{\min}(m) = -\lim \limsup_{\delta \downarrow 0} -\frac{1}{n} \log \mathbb{P}(X_n \in B_\delta(m))
\]

\[
= -\limsup_{n \to \infty} -\frac{1}{n} \log \mathbb{P}(X_n = m)
\]

\[
= -\limsup_{n \to \infty} -\frac{1}{n} \log e^{-nm} = m,
\]

so that \( I_{\min} \) has compact sublevel sets.

Moreover, defining \( K_m := \{1, 2, \ldots, m\} \) it follows from (6.1) below that

\[
J_{K_m} = \limsup_{n \to \infty} -\frac{1}{n} \log \mathbb{P}(X_n > m)
\]

\[
= \limsup_{n \to \infty} -\frac{1}{n} \log \left( \sum_{k=m+1}^{\infty} e^{-kn} + 1 - \frac{e^{-n}}{1 - e^{-n}} \right)
\]

\[
= \lim_{n \to \infty} -\frac{1}{n} \log \left( \frac{e^{-n(m+1)}}{1 - e^{-n}} + 1 - \frac{e^{-n}}{1 - e^{-n}} \right) = 0.
\]
Large deviations built on max-stability

Since every compact $K \subset \mathbb{N}$ is finite, it holds $K \subset K_m$ for $m$ large enough, and therefore $0 = J_{K_m} \leq J_{K^c}$. Hence, as the concentration function $J$ assumes values in $[-\infty, 0]$, it follows that $J_{K^c} = 0$. We conclude that condition (B) is not satisfied as $I_{\min}$ is not bounded on the complement of a compact subset, and condition (A) does not hold as $I(\infty) = 0 < +\infty$.

Finally, we show that $\phi_{\text{ent}}$ does not admit the representation (4.1). Indeed, for the constant function $f \equiv 1$, it holds $\sup_{m \in \mathbb{N}} \{f_m - I_{\min}(m)\} = \sup_{m \in \mathbb{N}} \{1 - m\} = 0$, but

$$
\phi_{\text{ent}}(f) = \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{E}[\exp(n f(X_n))] = \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{E}[\exp(n)] = 1.
$$

As a consequence, the compactness of the sublevel sets of $I_{\min}$ is not a sufficient condition for the representation (4.1).

We next provide an example where condition (A) does not hold, but condition (B) is satisfied.

**Example 4.2.** Suppose that $\mathbb{Q} = \{q_1, q_2, \ldots\}$ is an enumeration of the set of rational numbers. Consider the deterministic random variables $X_n \equiv q_n$, for $n \in \mathbb{N}$. Then, for every $f \in C_b(\mathbb{R})$ the asymptotic entropy is given by

$$
\phi_{\text{ent}}(f) = \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{E}[\exp(n f(X_n))] = \sup_{r \in \mathbb{R}} \phi(f(r)).
$$

By (6.1) we have

$$
I_{\min}(x) = - \limsup_{\delta \downarrow 0} \frac{1}{n} \log \mathbb{P}(X_n \in B_{\delta}(x)) = 0
$$

for every $x \in \mathbb{R}$. Further, by (6.1) for every compact set $K \subset \mathbb{R}$, it holds

$$
J_{K^c} = \limsup_{\delta \downarrow 0} \frac{1}{n} \log \mathbb{P}(X_n \in K^c) = 0.
$$

Then, $\phi_{\text{ent}}$ satisfies condition (B) for $I(\infty) := 0$, but it does not satisfy condition (A).

**Remark 4.2.** Let us discuss the scope of Theorem 4.1. Under the assumption that $\phi : B_\mathbb{Q}(S) \to \mathbb{R}$ is max-stable, Theorem 4.1 is valid when $S$ is a completely regular topological space. In that case, each of the conditions (A) and (B) implies the LDP, and therefore the representation (4.1) follows from Theorem 3.1.

For instance, suppose that (B) is satisfied and $\phi$ is max-stable. Then, for $A \subset S$ closed and $\varepsilon > 0$, there exists a compact set $K \subset S$ such that $I_{\min}(x) \leq I(\infty) + \varepsilon$ for all $x \in K^c$, and $-J_{K^c} \geq I(\infty) - \varepsilon$. Then, by Corollary 3.1 and Lemma 2.3, since $A \cap K$ is compact, it holds

$$
J_{A} \leq J_{A \cap K} \lor J_{K^c}
$$

$$
\leq - \inf_{x \in A \cap K} I_{\min}(x) \lor (-I(\infty) + \varepsilon)
$$

$$
\leq - \inf_{x \in A \cap K} I_{\min}(x) \lor (- \inf_{x \in A \cap K^c} I_{\min}(x) + 2\varepsilon)
$$

$$
\leq - \inf_{x \in A} I_{\min}(x) + 2\varepsilon.
$$

Since $\varepsilon > 0$ was arbitrary, we get $J_{A} \leq - \inf_{x \in A} I(x)$. A similar argument shows that condition (A) together with the max-stability of $\phi$ implies the LDP.
5. Large deviations for pairs of monetary risk measures

For the forthcoming discussion, let \( \bar{\phi}, \phi : B_b(S) \to \mathbb{R} \) be two monetary risk measures such that

\[
\phi(f) \leq \bar{\phi}(f) \quad \text{for all } f \in C_b(S).
\]

Let \( I : S \to [0, +\infty] \) be a rate function. We will provide conditions under which \( \bar{\phi} \) and \( \phi \) coincide on \( C_b(S) \), and satisfy a LP with rate function \( I \). Define the respective minimal rate functions \( \bar{J} \) and \( J \) as in (3.2), and the associated concentration functions \( \bar{I} \) and \( I \) as in (2.4). It follows directly from the definitions that \( \bar{I}(x) \leq I(x) \) for all \( x \in S \), and \( \bar{J}_A \leq J_A \) for all \( A \in \mathcal{B}(S) \).

**Proposition 5.1.** Suppose that \( \bar{\phi} \) satisfies the LP with rate function \( I \), as well as \(- \inf_{x \in A} I(x) \leq \bar{J}_A \) for every open set \( A \subset S \). Then, \( \bar{\phi}(f) = \phi(f) \) for all \( f \in C_b(S) \) and \( \bar{I} = \bar{J} = I \). In that case, it holds

\[
- \inf_{x \in \text{int}(A)} I(x) \leq \bar{J}_A \leq \bar{I}_A \leq - \inf_{x \in \text{cl}(A)} I(x) \tag{5.1}
\]

for all \( A \in \mathcal{B}(S) \).

**Proof.** Since \(- \inf_{x \in A} I(x) \leq \bar{J}_A \) for all \( A \subset S \) open, by applying Proposition 3.2 to \( \phi \), we have that \( \bar{I} \leq I \). Therefore, for \( f \in C_b(S) \), it holds

\[
\bar{\phi}(f) \geq \phi(f) \geq \sup_{x \in S} \{ f(x) - \bar{I}(x) \} \geq \sup_{x \in S} \{ f(x) - I(x) \} = \bar{\phi}(f).
\]

We get that \( \bar{\phi}(f) = \phi(f) \) for all \( f \in C_b(S) \). Finally, from Proposition 3.3, it follows that \( \bar{I} = \bar{J} = I \) and (5.1) holds. \( \square \)

**Proposition 5.2.** Suppose that \( \bar{\phi} \) is max-stable. Then,

\[
- \inf_{x \in \text{int}(A)} I(x) \leq \bar{J}_A \leq \bar{I}_A \leq - \inf_{x \in \text{cl}(A)} I(x) \tag{5.2}
\]

for all \( A \in \mathcal{B}(S) \)

if and only if

\[
\bar{\phi}(f) = \phi(f) = \sup_{x \in S} \{ f(x) - I(x) \} \quad \text{for all } f \in C_b(S). \tag{5.3}
\]

In that case, it holds \( I = \bar{I} = \bar{J} \).

**Proof.** Suppose that (5.2) holds. In particular, \( \bar{\phi} \) satisfies the LDP with rate function \( I \) and consequently \( \bar{\phi} \) has the representation (5.3) due to Theorem 3.1. Moreover, the lower bound in (5.2) implies that \( \bar{\phi}(f) = \phi(f) \) for all \( f \in C_b(S) \) due to Proposition 5.1. Hence, \( \bar{\phi} \) also has the representation (5.3). Conversely, suppose that (5.3) holds. By Theorem 3.1, \( \bar{\phi} \) and \( \phi \) satisfy the LDP with rate function \( I \), which shows (5.2). \( \square \)

Next, we state a version of Theorem 4.1 in the present context.

**Proposition 5.3.** Suppose that \( \bar{\phi} \) and \( \phi \) are locally max-stable. If \( \bar{\phi} \) satisfies one of the condition (A) or (B), then \( \bar{\phi} \) satisfies the LP with rate function \( \bar{I} \), \( \phi \) satisfies the LP with rate function \( I \), and

\[
- \inf_{x \in \text{int}(A)} I(x) \leq \bar{J}_A \leq \bar{I}_A \leq - \inf_{x \in \text{cl}(A)} I(x) \tag{5.4}
\]

for all \( A \in \mathcal{B}(S) \).
Large deviations built on max-stability

If, in addition, \( \inf_{x \in A} T(x) \leq J_A \) for every open set \( A \subset S \), then \( L = T \) and \( \phi(f) = \overline{\phi}(f) \) for all \( f \in C_b(S) \).

**Proof.** Since \( \overline{\phi} \) satisfies one of the condition (A) or (B), it follows that \( \phi \) also satisfies one of these conditions by just noting that \( T \leq L \) and \( J \leq J \). Hence, the first part follows directly from Theorem 4.1. Finally, the second part is an application of Proposition 5.1. The proof is complete. \( \square \)

6. Asymptotic shortfall risk measures

Given a non-decreasing loss function \( l : \mathbb{R} \to \mathbb{R} \) the **shortfall risk** of a bounded random variable \( Z : \Omega \to \mathbb{R} \) is defined as

\[
\overline{\phi}(Z) := \inf \left\{ m \in \mathbb{R} : \mathbb{E}[l(Z - m)] \leq 1 \right\}.
\]

For further details on shortfall risk measures we refer to [17]. In the following we consider a sequence \((X_n)_{n \in \mathbb{N}}\) of random variables \( X_n : \Omega \to S \). Moreover, let \((l_n)_{n \in \mathbb{N}}\) be a sequence of functions of the form \( l_n = \exp(w_n) \), where \( w_n : (-\infty, +\infty) \to (-\infty, +\infty) \) is a non-decreasing function with \( w_n(0) = 0 \) for all \( n \in \mathbb{N} \). We work with the generalized inverse \( w_n^{-1} : (-\infty, +\infty) \to [-\infty, +\infty] \), given by \( w_n^{-1}(y) := \sup\{x \in \mathbb{R} : w_n(x) \leq y\} \), with the convention \( \sup \emptyset := -\infty \). In addition, we assume that

\[
\limsup_{n \to \infty} w_n^{-1}(a + a_n) = \limsup_{n \to \infty} w_n^{-1}(a_n), \quad \liminf_{n \to \infty} w_n^{-1}(a + a_n) = \liminf_{n \to \infty} w_n^{-1}(a_n)
\]

for all \( a \in \mathbb{R} \) and every sequence \((a_n)_{n \in \mathbb{N}}\) in \([0, +\infty]\).

**Definition 6.1.** The upper/lower asymptotic shortfall risk measures \( \overline{\phi}, \phi : B_b(S) \to \mathbb{R} \) are defined as

\[
\overline{\phi}(f) := \limsup_{n \to \infty} \phi_{l_n}(f(X_n)) = \limsup_{n \to \infty} \inf \left\{ m \in \mathbb{R} : \mathbb{E}[l_n(f(X_n) - m)] \leq 1 \right\},
\]

\[
\phi(f) := \liminf_{n \to \infty} \phi_{l_n}(f(X_n)) = \liminf_{n \to \infty} \inf \left\{ m \in \mathbb{R} : \mathbb{E}[l_n(f(X_n) - m)] \leq 1 \right\}.
\]

Straightforward inspection shows that \( \overline{\phi}, \phi : B_b(S) \to \mathbb{R} \) are monetary risk measures. Define the respective rate functions \( \overline{T}, L \) as in (3.2), and the associated concentration functions \( \overline{J}, J \) as in (2.4), respectively.

**Proposition 6.1.** For every \( B \in B(S) \) and \( x \in S \), it holds

\[
\overline{T}(x) = \liminf_{n \to \infty} w_n^{-1}(\log \mathbb{P}(X_n \in B)) \quad \text{and} \quad \overline{J}(x) = \limsup_{n \to \infty} w_n^{-1}(\log \mathbb{P}(X_n \in B_{\delta}(x))),
\]

\[
J(x) = \limsup_{n \to \infty} w_n^{-1}(\log \mathbb{P}(X_n \in B)) \quad \text{and} \quad L(x) = \liminf_{n \to \infty} w_n^{-1}(\log \mathbb{P}(X_n \in B_{\delta}(x))).
\]

**Proof.** We show the result for \( \overline{\phi} \), the argumentation for \( \phi \) is similar. For every \( B \in B(S) \) and \( r \in \mathbb{R} \), it holds

\[
\phi_{l_n}(r 1_{B^c}) = \inf \left\{ m \in \mathbb{R} : \exp(w_n(r - m))\mathbb{P}(X_n \in B^c) + \exp(w_n(-m))\mathbb{P}(X_n \in B) \leq 1 \right\}
\]
\[
\begin{align*}
&\leq \inf \left\{ m \in \mathbb{R}: 2(\exp(w_n(r - m))\mathbb{P}(X_n \in B^c) \vee \exp(w_n(-m))\mathbb{P}(X_n \in B)) \leq 1 \right\} \\
&= \inf \left\{ m \in \mathbb{R}: w_n(r - m) \leq -2 - \log\mathbb{P}(X_n \in B^c) \quad w_n(-m) \leq -2 - \log\mathbb{P}(X_n \in B) \right\} \\
&= \inf \left\{ m \in \mathbb{R}: m \geq r - w_n^{-1}\left( -2 - \log\mathbb{P}(X_n \in B^c) \right) \quad m \geq -w_n^{-1}\left( -2 - \log\mathbb{P}(X_n \in B) \right) \right\} \\
&\quad \left( r - w_n^{-1}\left( -2 - \log\mathbb{P}(X_n \in B^c) \right) \right) \vee \left( -w_n^{-1}\left( -2 - \log\mathbb{P}(X_n \in B) \right) \right).
\end{align*}
\]

Using (6.1), we get
\[
\overline{\phi}(r1_{B^c}) \leq \left( r - \liminf_{n \to \infty} w_n^{-1}\left( -\log\mathbb{P}(X_n \in B^c) \right) \right) \vee \left( -\liminf_{n \to \infty} w_n^{-1}\left( -\log\mathbb{P}(X_n \in B) \right) \right).
\]

By letting \( r \to -\infty \), we obtain
\[
\overline{J}_B \leq -\liminf_{n \to \infty} w_n^{-1}\left( -\log\mathbb{P}(X_n \in B) \right).
\]

On the other hand, for every \( r \in \mathbb{R} \), we have
\[
\phi_{t_n}(r1_{B^c}) = \inf \left\{ m \in \mathbb{R}: \exp(w_n(r - m))\mathbb{P}(X_n \in B^c) + \exp(w_n(-m))\mathbb{P}(X_n \in B) \leq 1 \right\}
\geq \inf \left\{ m \in \mathbb{R}: \exp(w_n(-m))\mathbb{P}(X_n \in B) \leq 1 \right\}
= -w^{-1}\left( -\log\mathbb{P}(X_n \in B) \right).
\]

From there, we get
\[
\overline{\phi}(r1_{B^c}) \geq -\liminf_{n \to \infty} \frac{1}{n}w^{-1}\left( -\log\mathbb{P}(X_n \in B) \right).
\]

By letting \( r \to -\infty \), we obtain \( \overline{J}_B \geq -\liminf_{n \to \infty} w_n^{-1}\left( -\log\mathbb{P}(X_n \in B) \right) \).

Finally, for \( x \in S \), it follows from Proposition 3.1 that
\[
\overline{T}(x) = -\lim_{\delta \downarrow 0} \overline{J}_{B_\delta}(x) = \lim_{\delta \downarrow 0} \liminf_{n \to \infty} w_n^{-1}\left( -\log\mathbb{P}(X_n \in B_\delta(x)) \right).
\]

The proof is complete. \( \square \)

By Proposition 6.1, it holds \( -\overline{J}_{K^c} = \liminf_{n \to \infty} w_n^{-1}\left( -\log\mathbb{P}(X_n \in K^c) \right) \) for every compact \( K \subset S \). Hence, conditions (A) and (B) in Theorem 4.1 give rise to the following modified versions:

(A') For every \( M > 0 \) there exists a compact set \( K \subset S \) such that
\[
\liminf_{n \to \infty} w_n^{-1}\left( -\log\mathbb{P}(X_n \in K^c) \right) \geq M.
\]

(B') There exists \( \overline{T}(\infty) \in \mathbb{R} \) such that for every \( \varepsilon > 0 \) there exists a compact set \( K \subset S \) which satisfies
\[
\liminf_{n \to \infty} w_n^{-1}\left( -\log\mathbb{P}(X_n \in K^c) \right) \geq \overline{T}(\infty) - \varepsilon
\]
and
\[
\overline{T}(x) \leq \overline{T}(\infty) + \varepsilon \quad \text{for all } x \in K^c.
\]
Large deviations built on max-stability

As a result, we obtain the following generalization of Bryc’s lemma.

**Proposition 6.2.** Suppose that \((X_n)_{n \in \mathbb{N}}\) satisfies one of the conditions \((A')\), \((B')\). Then, for all \(f \in C_b(S)\),

\[
\limsup_{n \to \infty} \inf \left\{ m \in \mathbb{R} : \mathbb{E} \left[ \exp \left( w_n(f(X_n) - m) \right) \right] \leq 1 \right\} = \sup_{x \in S} \left\{ f(x) - \overline{T}(x) \right\} (6.2)
\]

\[
\liminf_{n \to \infty} \inf \left\{ m \in \mathbb{R} : \mathbb{E} \left[ \exp \left( w_n(f(X_n) - m) \right) \right] \leq 1 \right\} = \sup_{x \in S} \left\{ f(x) - \underline{T}(x) \right\} (6.3)
\]

and for every \(A \in \mathcal{B}(S)\), it holds

\[
- \inf_{x \in \text{int}(A)} \underline{T}(x) \leq - \limsup_{n \to \infty} w_n^{-1} \left( - \log \mathbb{P}(X_n \in A) \right)
\]

\[
\leq - \liminf_{n \to \infty} w_n^{-1} \left( - \log \mathbb{P}(X_n \in A) \right) \leq - \inf_{x \in \text{cl}(A)} \overline{T}(x)
\]

Moreover, if \(\limsup_{n \to \infty} w_n^{-1} \left( - \log \mathbb{P}(X_n \in A) \right) \leq \inf_{x \in \overline{A}} \overline{T}(x)\) for every open set \(A \subset S\), then \(\overline{T} = \underline{T}\) and \((6.2) = (6.3)\), in which case the \(\limsup \liminf\) is in fact a limit.

**Proof.** By assumption \(\overline{\phi}\) satisfies either \((A)\) or \((B)\) in Proposition 5.3. Hence, all assertions would follow from Proposition 5.3, if both \(\overline{\phi}\) and \(\phi\) were locally max-stable.

Suppose that \(K \subset S\) is compact. We prove that \(\overline{\phi}|_{C^K(S)}\) is max-stable, the argumentation for \(\overline{\phi}|_{C^K(S)}\) is similar. We first assume that \(K = S\). Fix \(f \in C(S)\) and \(\varepsilon > 0\). By compactness, there exist \(x_1, \ldots, x_N \in K\) and \(\delta_1, \ldots, \delta_N > 0\) such that \(K \subset \bigcup_{i=1}^{N} B_{\delta_i}(x_i)\),

\[f(x) \leq f(x_i) + \varepsilon\quad\text{for all } x \in B_{\delta_i}(x_i)\]

and

\[(\overline{T}(x_i) - \varepsilon) \wedge \varepsilon^{-1} \leq -\overline{T}_{B_{\delta_i}(x_i)}\]

Then, it holds

\[
\phi_{i_n}(f) \leq \inf \left\{ m \in \mathbb{R} : \sum_{i=1}^{N} \exp \left( w_n(f(x_i) + \varepsilon - m) \right) \mathbb{P}(X_n \in B_{\delta_i}(x_i)) \leq 1 \right\}
\]

\[\leq \inf \left\{ m \in \mathbb{R} : N \max_{1 \leq i \leq N} \left\{ \exp \left( w_n(f(x_i) + \varepsilon - m) \right) \mathbb{P}(X_n \in B_{\delta_i}(x_i)) \right\} \leq 1 \right\}
\]

\[\leq \inf \left\{ m \in \mathbb{R} : N \exp \left( w_n(f(x_{i_n}) + \varepsilon - m) \right) \mathbb{P}(X_n \in B_{\delta_{i_n}}(x_{i_n})) \leq 1 \right\}
\]

\[= \left\{ f(x_{i_n}) + \varepsilon - w_n^{-1} \left( - \log N - \log \mathbb{P}(X_n \in B_{\delta_{i_n}}(x_{i_n})) \right) \right\},
\]

where \(i_n := \arg \max_{1 \leq i \leq N} \left\{ \exp \left( w_n(f(x_i) + \varepsilon - m) \right) \mathbb{P}(X_n \in B_{\delta_i}(x_i)) \right\}\). By assumption \((6.1)\) and Proposition 6.1 we have

\[
\overline{\phi}(f) \leq \limsup_{n \to \infty} \max_{1 \leq i \leq N} \left\{ f(x_i) + \varepsilon - w_n^{-1} \left( - \log N - \log \mathbb{P}(X_n \in B_{\delta_i}(x_i)) \right) \right\}
\]
\[
\leq \max_{1 \leq i \leq N} \left\{ f(x_i) + \epsilon - \liminf_{n \to \infty} w_n^{-1} \left( -\log N - \log P(X_n \in B_{\delta_i}(x_i)) \right) \right\} \\
= f(x_{i_0}) + \epsilon + \mathcal{J}_{B_{\delta_0}}(x_{i_0}) \\
\leq f(x_{i_0}) + \epsilon - (\mathcal{T}(x_{i_0}) - \epsilon) \wedge \epsilon^{-1},
\]

where \( i_0 := \arg\max_{1 \leq i \leq N} \{ f(x_i) + \epsilon + \mathcal{J}_{B_{\delta_i}}(x_i) \} \). Since \( \epsilon > 0 \) was arbitrary, we get \( \mathcal{Q}(f) \leq \sup_{x \in S} \{ f(x) - \mathcal{T}(x) \} \). By definition of \( \mathcal{T} \), it holds \( \mathcal{Q}(f) \geq \sup_{x \in S} \{ f(x) - \mathcal{T}(x) \} \), which shows (6.2).

As a consequence, \( \mathcal{Q} \) is max-stable on \( C(S) \).

In a second step, we assume that \( K \neq S \). Fix \( x_0 \in S \setminus K \). Further, let \( (Z_n)_{n \in \mathbb{N}} \) be the sequence of random variables with values in \( S \) defined as \( Z_n(\omega) = X_n(\omega) \) if \( \omega \in X_n^{-1}(K) \), and \( Z_n(\omega) = x_0 \) otherwise. Define
\[
\phi_K : C_b(K \cup \{ x_0 \}) \to \mathbb{R}, \quad \phi_K(f) := \limsup_{n \to \infty} \mathcal{Q}_{1n}(f(Z_n)).
\]

Since \( K \cup \{ x_0 \} \) is compact, it follows from the first part of the proof that \( \phi_K \) is max-stable. Moreover, since for every \( f \in C(K) \) and all \( r \in \mathbb{R} \) it holds
\[
\mathcal{Q}(f1_K + r1_{K^c}) = \phi_K(f1_K + r1_{\{x_0\}}),
\]
it follows that \( \mathcal{Q}|_{C_K(S)} \) is max-stable. \( \Box \)

**Example 6.1.** The upper/lower asymptotic entropic risk measure corresponds to the sequence \( l_n(x) = \exp(nx) \), \( n \in \mathbb{N} \). Then, \( w_n(x) = nx \) and \( w_n^{-1}(y) = \frac{1}{n}y \). Inspection shows that \( \mathcal{Q} \) and \( \phi \) coincide with the upper and lower asymptotic entropies, respectively, and the condition (6.1) holds. From Proposition 6.1 we obtain
\[
\mathcal{T}_A = \limsup_{n \to \infty} \frac{1}{n} \log P(X_n \in A) \quad \text{and} \quad \mathcal{L}_A = \liminf_{n \to \infty} \frac{1}{n} \log P(X_n \in A)
\]
for all \( A \in \mathcal{B}(S) \). Moreover, the minimal rate functions are given by
\[
\mathcal{T}(x) = -\lim\limsup_{\delta \downarrow 0} \frac{1}{n} \log P(X_n \in B_{\delta}(x))
\]
\[
\mathcal{L}(x) = -\lim\liminf_{\delta \downarrow 0} \frac{1}{n} \log P(X_n \in B_{\delta}(x))
\]
for all \( x \in S \). Here, the condition (A') corresponds to the exponential tightness of the sequence \( (X_n)_{n \in \mathbb{N}} \).

**Example 6.2.** Let \( l_n(x) := \exp(nw(x)) \) where \( w : (-\infty, +\infty) \to (-\infty, +\infty) \) is an increasing bijection with \( w(0) = 0 \). Then, \( w_n(x) = nw(x) \), \( w_n^{-1}(y) = w^{-1}(y/n) \), and it can be checked that \( w_n^{-1} \) satisfies (6.1). By Proposition 6.1, we obtain the minimal rate functions
\[
\mathcal{T}(x) = \lim\liminf_{\delta \downarrow 0} w^{-1}\left( -\frac{1}{n} \log P(X_n \in B_{\delta}(x)) \right) \quad (6.4)
\]
\[
\mathcal{L}(x) = \lim\limsup_{\delta \downarrow 0} w^{-1}\left( -\frac{1}{n} \log P(X_n \in B_{\delta}(x)) \right) \quad (6.5)
\]
for all \( x \in S \). For instance, let \( p > 0 \) be a positive real number, and \( w(x) := \text{sgn}(x)|x|^p \). Then, \( w^{-1}(y) = \text{sgn}(y)|y|^{1/p} \) and the minimal rate functions are given by

\[
\overline{I}(x) = \lim_{\delta \downarrow 0} \liminf_{n \to \infty} \left( -\frac{1}{n} \log \mathbb{P}(X_n \in B_\delta(x)) \right)^{1/p} 
\]

(6.6)

\[
\underline{I}(x) = \lim_{\delta \downarrow 0} \limsup_{n \to \infty} \left( -\frac{1}{n} \log \mathbb{P}(X_n \in B_\delta(x)) \right)^{1/p} 
\]

(6.7)

for all \( x \in S \).

**Remark 6.1.** The previous example can be interpreted as a transformation of the classical LDP, which corresponds to the asymptotic entropy. To that end, suppose that \( (X_n)_{n \in \mathbb{N}} \) is exponentially tight, and \( \overline{\varphi}_\text{ent}(f) = \overline{\varphi}_\text{ent}(f) \) for all \( f \in C_b(S) \). Define the minimal rate function \( I_{\text{min}}(x) := \sup_{f \in C_b(S)} \{ f(x) - \overline{\varphi}_\text{ent}(f) \} \). By Theorem 4.1, the asymptotic entropies \( \overline{\varphi}_\text{ent} \) and \( \overline{\varphi}_\text{ent} \) satisfy the LDP with rate function \( I_{\text{min}} \), which in line with Example 6.1 implies that the sequence \( (X_n)_{n \in \mathbb{N}} \) satisfies the classical LDP

\[
- \inf_{x \in \text{cl}(A)} I_{\text{min}}(x) \leq \liminf_{n \to \infty} \frac{1}{n} \log \mathbb{P}(X_n \in A) \leq \limsup_{n \to \infty} \frac{1}{n} \log \mathbb{P}(X_n \in A) \leq - \inf_{x \in \text{cl}(A)} I_{\text{min}}(x) 
\]

(6.8)

for every Borel set \( A \); see also Bryc’s lemma [8, Theorem 4.4.2].

Let \( v: (-\infty, +\infty) \to (-\infty, +\infty) \) be an increasing bijection with \( v(0) = 0 \). Since \( v \) is continuous, by applying \( v \) to (6.8), we obtain

\[
- \inf_{x \in \text{int}(A)} (v \circ I_{\text{min}})(x) \leq -\limsup_{n \to \infty} v \left( -\frac{1}{n} \log \mathbb{P}(X_n \in A) \right) 
\]

\[
\leq -\liminf_{n \to \infty} v \left( -\frac{1}{n} \log \mathbb{P}(X_n \in A) \right) \leq - \inf_{x \in \text{cl}(A)} (v \circ I_{\text{min}})(x). 
\]

(6.9)

Consider the sequence of functions \( w_n(x) := nv^{-1}(x) \). The sequence of the respective inverses \( w_n^{-1}(y) := v(y/n) \) satisfies the condition (6.1). For the corresponding shortfall risk measures \( \overline{\varphi} \) and \( \overline{\varphi} \), it follows from Proposition 6.2 that the associated minimal rate functions are given by

\[
\overline{T} = \underline{L} = v \circ I_{\text{min}}. 
\]

Also, it can be checked that the exponential tightness of \( (X_n)_{n \in \mathbb{N}} \) implies that \( \overline{T} \) satisfies the condition (A'). Therefore, Proposition 6.2 implies

\[
\lim_{n \to \infty} \inf \left\{ m \in \mathbb{R}: \mathbb{E} \left[ \exp \left( nv^{-1}(f(X_n) - m) \right) \right] \leq 1 \right\} = \sup_{x \in S} \{ f(x) - (v \circ I_{\text{min}})(x) \}
\]

for all \( f \in C_b(S) \).

In particular, the presented theory allows for an explicit form of the LP, which corresponds to the transformed LDP (6.9), by means of asymptotic shortfall risk measures. A natural question is to determine the rate functions associated to asymptotic shortfall risk measure, or even more general max-stable monetary risk measures in case that \( (X_n)_{n \in \mathbb{N}} \) is given by the sample means of an i.i.d. sequence of random variables. This will be part of a forthcoming work.
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