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Abstract. We introduce and study a Kelvin-type transform in the anisotropic setting. Then we exploit it to study symmetry properties of solution to the anisotropic Sobolev critical equation in the entire space.

1. Introduction

The aim of this paper is to consider elliptic partial differential equations involving the Finsler Laplace operator:

\[-\Delta^H u := -\text{div}(H(\nabla u)\nabla H(\nabla u)),\]

where $H$ is a Finsler norm (see assumption $(h_H)$ below), and for $H(\xi) = |\xi|$, the operator $\Delta^H$ reduces to the classical Laplacian. Elliptic equations involving the anisotropic operators arise as Euler-Lagrange equations of Wulff-type energy functionals.

We investigate qualitative properties of the anisotropic Sobolev critical equation:

\[(1.1)\quad -\Delta^H u = u^{2^*-1} \quad \text{in } \mathbb{R}^N,\]

where $N \geq 3$ and $2^* = \frac{2N}{N-2}$ is the Sobolev critical exponent.

We remark that in the Euclidean framework, equation (1.1) reduces to the classical Sobolev critical problem, for which the classification of positive solutions $u \in D^{1,2}(\mathbb{R}^N)$ was started in the seminal paper of [19]. Later on, Caffarelli, Gidas and Spruck [8], using the Kelvin transformation, classified all the solutions of the Sobolev critical equation without any a priori assumption on the energy. When $p \neq 2$ the situation is much more involved, since the Kelvin transformation doesn’t work. In [30] and [34], when $p \neq 2$, positive solutions in $\mathbb{R}^N$ belonging to $D^{1,p}(\mathbb{R}^N)$ have been completely characterized. The approach used to achieve this classification requires a careful application of the moving plane method, and asymptotic estimates on $u$ and on $\nabla u$ both from above and below.

In the anisotropic setting, Ciraolo, Figalli and Roncoroni, see [11], recently, obtained a complete classification result, that holds also in the quasilinear case $p \neq 2$, but under the a priori assumption that the solutions are in $D^{1,p}(\mathbb{R}^N)$. This is the same a priori assumption that appears also in [30, 34], and it is caused by the fact that is not possible, in general, to deduce a Kelvin-type transformation in the anisotropic setting neither in the quasilinear setting.

We address here this deep issue and we succeed in providing a suitable Kelvin-type transformation in the Riemannian case,

\[(h_M)\quad H(\xi) = \sqrt{\langle M\xi, \xi \rangle}\]
for some symmetric and positive definite matrix $M$. In this setting, we define the anisotropic Kelvin-type transformation by

$$T_H : \mathbb{R}^N \setminus \{0\} \to \mathbb{R}^N \setminus \{0\}, \quad T_H(\xi) := \frac{\nabla H(\xi)}{H(\xi)},$$

and consequently

$$\hat{u} := \frac{u \circ T_H}{H^{N-2}} \quad \text{in} \quad \mathbb{R}^N \setminus \{0\},$$

see Section 3 for more details.

**Remark 1.1.** Although our main results will be proved in the Riemannian case ($h_M$), a part of our construction holds for a general Finsler norm. This is why many preliminary results will be stated in full generality and also we shall try to use the language of Finsler geometry, where it is possible. This will also highlight the geometric idea that is behind our construction.

With such construction at hand, we prove the following.

**Theorem 1.2.** Let $H$ be given by ($h_M$). If $u \in H^1_{\text{loc}}(\mathbb{R}^N)$ is a locally bounded solution of $-\Delta^H u = f(x)$ in $\mathbb{R}^N$, with $f \in L^2_{\text{loc}}(\mathbb{R}^N)$, then $\hat{u}$ belongs to $D^{1,2}$ far from the origin, and weakly solves the dual equation

$$(1.2) \quad -\Delta^{H^\circ} \hat{u} = \frac{f \circ T_H}{H^{N+2}} \quad \text{in} \quad \mathbb{R}^N \setminus \{0\},$$

where $H^\circ$ is the dual norm.

As observed by Ciraolo, Figalli and Roncoroni in [11], a Kelvin-type approach doesn’t work, in general, in the anisotropic context. This also happen in the Euclidean framework when $p \neq 2$. As we shall show adding an example in Remark 3.4, a pure invariance of the equation is not expected for general Finsler norms, even in the semilinear case $p = 2$. Actually, by our Theorem 1.2 and direct computation, it follows that the critical Sobolev equation is invariant meaning that the Riemannian norm is replaced by the dual one, see Section 2 for more details.

To the best of our knowledge this is the first result in this direction in the anisotropic framework. Let us also mention the work of Monti and Morbidelli [24] for a non-trivial application of the Kelvin transformation for equations involving the Grushin operators.

Exploiting an anisotropic version of the moving plane method of Alexandrov-Serrin [1, 27], for the transformed equation, we prove the following:

**Theorem 1.3.** Let $H$ be given by ($h_M$) and let $\Gamma$ be a closed subset of $\Pi_0^\nu := \{x \in \mathbb{R}^N \mid \langle x, \nu \rangle = 0\}$ such that

$$(1.3) \quad \text{Cap}_2(\mathbb{R}^N \setminus \{0\}) = 0,$$

and $u \in H^1_{\text{loc}}(\mathbb{R}^N \setminus \Gamma)$ is a non-negative locally bounded solution to

$$(1.4) \quad -\Delta^H u = u^{2^*-1} \quad \text{in} \quad \mathbb{R}^N \setminus \Gamma$$

that has a non-removable singularity on $\Gamma$, then $u$ is symmetric with respect to the hyperplane $\Pi_0^\nu$, where $\nu$ is an eigenvector of $M$.

Theorem 1.3 is proved exploiting the Kelvin-type transformation introduced above. This is helpful to study the problem far from the origin avoiding a priori assumptions on the solutions. On the contrary, the transformed solution may exhibit a singularity at the origin. To overcome this difficulty we will exploit the moving plane technique in the way developed in [16, 31]. If, in Theorem 1.3, $\Gamma = \emptyset$, our result reduces to:
Theorem 1.4. Let $H$ be given by $(h_M)$. Then any non-negative and locally bounded solution $u \in H^1_{loc}(\mathbb{R}^N)$ to (1.1) is symmetric with respect to some affine hyperplane $\Pi_{\nu} := \{x \in \mathbb{R}^N \mid \langle x, \nu \rangle = \lambda_0\}$, where $\nu$ is an eigenvector of $M$ and $\lambda_0 \in \mathbb{R}$.

Concluding the introduction, let us mention that anisotropic operators arise in Finsler geometry, see [7, 10, 22, 28, 29], as modelization e.g. of material science [9, 20], relativity [4], biology [2], image processing [15, 25].

In the following we devote Section 2 to the introduction of the main geometrical notion used in the paper. In Section 3 we study the Kelvin-type transformation, defined above, and we study the invariance of the critical equation. In Section 4 we prove our symmetry results, namely we prove Theorem 1.3 and Theorem 1.4.

2. Notation and preliminary results

The aim of this section is to introduce some notation and to recall technical results about anisotropic elliptic operator that will be involved in the proof of the main results.

We shall consider solutions to the equation

$$-\Delta^H u = f(x) \quad \text{in } \mathbb{R}^N, \quad N \geq 2,$$

which is the Euler-Lagrange equation of the Wulff-type energy functional

$$\mathcal{W}(u) = \int_{\mathbb{R}^N} \left[ \frac{H(\nabla u)^2}{2} - f(x)u \right] \mathrm{d}x.$$  \hspace{1cm} (2.6)

As usual, $u \in H^1_{loc}(\mathbb{R}^N)$ is a weak solution of (2.5) if

$$\int_{\mathbb{R}^N} H(\nabla u) \langle \nabla H(\nabla u), \nabla \varphi \rangle \mathrm{d}x = \int_{\mathbb{R}^N} f(x)\varphi \mathrm{d}x, \quad \forall \varphi \in C^1_c(\mathbb{R}^N).$$  \hspace{1cm} (2.7)

Under suitable assumption on $f$, due to the results in [3, 14, 23, 32], it is possible to assume that solutions of (2.5) are of class $C^{1,\alpha}$. This will be the case when considering the critical problem in the entire space.

In all the paper generic fixed and numerical constants will be denoted by $C$ (with subscript in some cases) and they will vary from line to line. For $a, b \in \mathbb{R}^N$ we denote by $a \otimes b$ the matrix whose entries are $(a \otimes b)_{ij} = a_ib_j$. We remark that for any $v, w \in \mathbb{R}^N$ it holds that:

$$\langle a \otimes b \, v, w \rangle = \langle b, v \rangle \langle a, w \rangle.$$

Moreover, we denote with $I$ the identity matrix of order $N$.

Let $H$ be a function belonging to $C^2(\mathbb{R}^N \setminus \{0\})$. $H$ is said a “Finsler norm” if it satisfies the following assumptions:

$$(h_H) \quad \text{(i)} \quad H(\xi) > 0 \quad \forall \xi \in \mathbb{R}^N \setminus \{0\};$$

$$\text{(ii)} \quad H(s\xi) = |s|H(\xi) \quad \forall \xi \in \mathbb{R}^N \setminus \{0\}, \forall s \in \mathbb{R};$$

$$\text{(iii)} \quad H \text{ is uniformly elliptic, that means the set } \mathcal{B}_1^H := \{\xi \in \mathbb{R}^N : H(\xi) < 1\} \text{ is uniformly convex}$$

$$\exists \Lambda > 0 : \quad \langle D^2H(\xi)v, v \rangle \geq \Lambda |v|^2 \quad \forall \xi \in \partial \mathcal{B}_1^H, \forall v \in \nabla H(\xi) \perp.$$  \hspace{1cm} (2.8)

Now we provide some remarks on Finsler norms.

Remark 2.1. A set is said uniformly convex if the principal curvatures of its boundary are all strictly positive. We point out that these kind of sets are also called “strongly convex”, which is stronger a condition than the usual “strict convexity”. Moreover, assumption (iii) is equivalent to assume that $D^2(H^2)$ is definite positive.
Remark 2.2. Actually, in literature the definition of “Finsler norm” is not unique. In differential geometry, it is usual to define this class of norms satisfying directly the assumption that $D^2(H^2)$ is definite positive. The last one allows to define the fundamental tensor, that is a very useful tool in order to show suitable properties of geometrical objects like curvatures, distances and so on. However, in many framework, it is enough to require that $B^H_1$ is only strictly convex, and not strongly convex. Therefore, it is usual to give a definition of Finsler norm without the requirement (iii) (see for instance [6, 7, 18]), but with the only assumption that $H^2$ has to be strictly convex. Moreover, for $p \neq 2$, the $p$-norm in $\mathbb{R}^N$ is not uniformly elliptic, because its unit ball $B^H_1$ is not strongly convex but only strictly convex. For our computations we need the stronger condition (iii) and we choose a particular class of Finsler norms satisfying it.

Since $H$ a norm in $\mathbb{R}^N$, we immediately get that there exists $c_1, c_2 > 0$ such that:

$$c_1|\xi| \leq H(\xi) \leq c_2|\xi|, \quad \forall \xi \in \mathbb{R}^N.$$  \hfill (2.9)

The dual norm $H^\circ : \mathbb{R}^N \to [0, +\infty)$ is defined as:

$$H^\circ(x) = \sup\{\langle \xi, x \rangle : H(\xi) \leq 1\}.$$  

It is easy to prove that $H^\circ$ is also a Finsler norm and it has the same regularity properties of $H$. Moreover it follows that $(H^\circ)^\circ = H$. For $r > 0$ and $\xi \in \mathbb{R}^N$ we define:

$$B^H_r(x) = \{x \in \mathbb{R}^N : H(x - \xi) \leq r\}$$

and

$$B^H_r(\xi) = \{x \in \mathbb{R}^N : H^\circ(x - \xi) \leq r\}.$$  

For simplicity, when $\xi = 0$, we set: $B^H_r = B^H_r(0)$, $B^H_r = B^H_r(0)$. In literature $B^H_r$ and $B^H_r$ are also called “Wulff shape” and “Frank diagram” respectively.

We recall that, since $H$ is a differentiable and 1-homogeneous function, it holds the Euler’s characterization result, i.e.

$$\langle \nabla H(\xi), \xi \rangle = H(\xi) \quad \forall x \in \mathbb{R}^N,$$  \hfill (2.10)

and

$$\nabla H(t\xi) = \text{sign}(t)H(\xi) \quad \forall \xi \in \mathbb{R}^N, \forall t \in \mathbb{R},$$  \hfill (2.11)

and the same is true for $H^\circ$. Moreover, there holds following identities:

$$H(\nabla H^\circ(x)) = 1 = H^\circ(\nabla H(x))$$  \hfill (2.12)

and

$$H(x)\nabla H^\circ(\nabla H(x)) = x = H^\circ(x)\nabla H(\nabla H^\circ(x)),$$  \hfill (2.13)

and we refer the reader to [7] for a complete proof. For more details on Finsler geometry see for instance [5, 7, 21].

As pointed out in Remark 1.1, a part of our construction hold for generic Finsler norms, but the main results are proved in the Riemannian case $(h_M)$. In this case

$$H^\circ(\xi) = \sqrt{\langle M^{-1}\xi, \xi \rangle}.$$  

We refer to [12, 13, 18] for a discussion on the geometry of the Riemannian case and for interesting related results.
3. Anisotropic Kelvin transform

The aim of this section is to prove Theorem 1.2. In order to achieve our claim, we introduce the formal definition of Kelvin transformation in the context of Finsler geometry.

**Definition 3.1.** Let $H$ be a Finsler norm. We define the map $T_H : \mathbb{R}^N \setminus \{0\} \to \mathbb{R}^N \setminus \{0\}$ as

$$T_H(\xi) = \frac{\nabla H(\xi)}{H(\xi)}.$$  

(3.14)

Note that, when $H(\xi) = |\xi|$, $T_H$ coincides with the usual Euclidean Kelvin transform. Hence, we observe that it holds the following result.

**Proposition 3.2.** The map $T_H$ is a global diffeomorphism with inverse given by $T_{H^o}$.

**Proof.** We show that, if $y = T_H(x)$, then $x = T_{H^o}(y)$. By (2.11),(2.12) and (2.13) we have:

$$T_H(T_{H^o}(y)) = \nabla H \left( \frac{H^o(y)}{H(\xi)} \right) H^{-1} \left( \frac{H^o(y)}{H(\xi)} \right) = \nabla H \left( \nabla H^o(y) \right) H^o(y) H^{-1} \left( \nabla H^o(y) \right) = H^o(y) \nabla H \left( \nabla H^o(y) \right) = y.$$  

(3.15)

Now, we denote by $DT_H$ the Jacobian matrix of $T_H$, namely:

$$DT_H = \frac{1}{H^2} \left[ HD^2H - \nabla H \otimes \nabla H \right] = \frac{1}{H^2} \left[ D \left( \frac{1}{2} \nabla (H^2) \right) - 2 \nabla H \otimes \nabla H \right].$$

In particular, if $H$ satisfies $(h_M)$, we have

$$DT_H(x) = \frac{1}{H(x)^2} \left[ M - \frac{2}{H(x)^2} Mx \otimes Mx \right].$$  

(3.16)

Moreover, we set $J(x) = |\det DT_H(x)|$. Using these notations, we are ready to prove the following key lemma.

**Lemma 3.3.** If $H$ is a Finsler norm that satisfy $(h_M)$, then

$$J(x) = \frac{\det M}{H(x)^{2N}} \quad \forall x \in \mathbb{R}^N \setminus \{0\}.$$  

(3.17)

**Proof.** Let $L$ be a diagonal matrix with entries $d_1, \ldots, d_N$ and denote by $\sqrt{L}$ the diagonal matrix whose entries are $\sqrt{d_1}, \ldots, \sqrt{d_N}$. Suppose $H(x) = \sqrt{\langle Lx, x \rangle}$. In view of (3.16) we have:

$$DT_H(x) = \frac{1}{H(x)^2} \left( L - \frac{2}{\langle Lx, x \rangle} Lx \otimes Lx \right) = \frac{1}{H(x)^2} \sqrt{L} \left( I - \frac{2}{\langle Lx, \sqrt{L}x \rangle} \sqrt{L}x \otimes \sqrt{L}x \right) \sqrt{L}$$

(3.18)

Since

$$\det \left( I - \frac{2}{|y|^2} y \otimes y \right) = 1, \quad \forall y \in \mathbb{R}^N \setminus \{0\},$$

we get (3.17) in the case $L$ diagonal. Let $H$ be of the form $(h_M)$. The spectral theorem ensures that it holds the decomposition $C^tMC = L$, where $C$ and $D$ are respectively an orthogonal and diagonal matrices. Having in mind this fact, we have

$$C^t DT_H(x) C = \frac{1}{H(x)^2} \sqrt{L} \left( I - \frac{2}{\langle LC^t x, \sqrt{LC}^t x \rangle} \sqrt{LC}^t x \otimes \sqrt{LC}^t x \right) \sqrt{L}.$$  

(3.20)
By (3.19) we get the thesis. \[\square\]

Assumption \( (h_M) \) is crucial in the previous lemma, and this result is essential also in the proof of Theorem 1.2 and Theorem 1.3. Indeed, our approach doesn’t work without Lemma 3.3, as pointed out in the next remark.

**Remark 3.4.** In the proof of Theorem 1.2 it will be crucial the fact that \( H(x)^{2N} J(x) \) is constant, see (3.17). For a generical Finsler norm this property is not true. For example, if we consider the norm \( H(x) = \sqrt{x_1^4 + 3x_1^2 x_2^2 + x_2^4} \) for \( x = (x_1, x_2) \in \mathbb{R}^2 \), then it follows that \( H(x)^{2N} J(x) \) is not constant, even if \( H \) satisfies all the conditions (i)-(ii)-(iii) stated above in the definition of a Finsler norm.

Now, in the same spirit of the seminal paper of Caffarelli, Gidas and Spruck [8], given a function \( u(x) \), we define the action of the Kelvin transform on \( u \) as follows

\[
\hat{u}(y) := \frac{1}{H(y)^{N-2}} u(T_H(y)),
\]

for every \( y \in \mathbb{R}^N \setminus \{0\} \).

**Remark 3.5.** It is easy to check that

\[
u(x) := \frac{1}{H^o(x)^{N-2}} \hat{u}(T_{H^o}(x)),
\]

for every \( x \in \mathbb{R}^N \setminus \{0\} \). In fact, using (2.12), by (3.21) we have:

\[
u(x) = \hat{u}(T_{H^o}(x)) H (T_{H^o}(x))^{N-2} = \hat{u}(T_{H^o}(x)) H \left( \frac{\nabla H^o(x)}{H^o(x)} \right)^{N-2} = \hat{u}(T_{H^o}(x)) \frac{1}{H^o(x)^{N-2}} H(\nabla H^o(x))^{N-2} = \frac{\hat{u}(T_{H^o}(x))}{H^o(x)^{N-2}}.
\]

Now we are ready to prove the first result of our paper.

**Proof of Theorem 1.2.** We use \( \psi \in C^1_c(\mathbb{R}^N \setminus \{0\}) \) as test function in (2.7). Then \( \varphi(x) := \psi(T_{H^o}(x)) \) can also be used as test function in (2.7), obtaining:

\[
\int_{\mathbb{R}^N} H(\nabla u(x)) \nabla H(\nabla u(x)) (D T_{H^o}(x) \nabla \psi(T_{H^o}(x))) \, dx = \int_{\mathbb{R}^N} f(x) \psi(T_{H^o}(x)) \, dx.
\]

Using the change of variable \( y = T_{H^o}(x) \), (3.24) becomes

\[
\int_{\mathbb{R}^N} H(\nabla u(T_H(y))) (D T_{H^o}(T_H(y)) \nabla H(\nabla u(T_H(y)))) \nabla \psi(y) J(y) \, dy = \int_{\mathbb{R}^N} f(T_H(y)) \psi(y) J(y) \, dy.
\]

Under our assumption \( (h_M) \) we deduce that

\[
H(\nabla u(T_H(y))) D T_{H^o}(T_H(y)) \nabla H(\nabla u(T_H(y))) = H(y)^4 H^o(D T_H(y) \nabla u(T_H(y))) \nabla H^o(D T_H(y) \nabla u(T_H(y))).
\]

If we set \( u^*(y) := u(T_H(y)) \) and \( f^*(y) := f(T_H(y)) \), by using (3.26) and Lemma 3.3, (3.25) becomes:

\[
\int_{\mathbb{R}^N} \frac{1}{H(y)^{2N-4}} H^o(\nabla u^*(y)) (\nabla H^o(\nabla u^*(y))) \nabla \psi(y) \, dy = \int_{\mathbb{R}^N} \frac{1}{H(y)^{2N}} f^*(y) \psi(y) \, dy.
\]
Let $\phi \in C^1_c(\mathbb{R}^N \setminus \{0\})$ be such that $\psi(y) = H(y)^{N-2} \phi(y)$. Then $\psi$ can be used as test function in (3.27), getting:

$$
\int_{\mathbb{R}^N} \frac{1}{H(y)^{N-2}} H^\circ (\nabla u^*(y)) \langle \nabla H^\circ (\nabla u^*(y)), \nabla \phi(y) \rangle \, dx
$$

(3.28)

$$
- \int_{\mathbb{R}^N} H^\circ (\nabla u^*(y)) \langle \nabla H^\circ (\nabla u^*(y)), \nabla \left( \frac{1}{H(y)^{N-2}} \right) \phi(y) \rangle \, dx
$$

$$
= \int_{\mathbb{R}^N} \frac{1}{H(y)^{N+2}} f^\ast(y) \phi(y) \, dy
$$

Recalling (2.11), the fact that $H$ is a 1-homogeneous function and that

$$
\nabla \tilde{u} = \nabla \left( \frac{1}{H^{-1}} \right) u^* + \frac{1}{H^{-1}} \nabla u^*,
$$

we get

$$
\int_{\mathbb{R}^N} H^\circ \left( \nabla \tilde{u}(y) - \nabla \left( \frac{1}{H(y)^{N-2}} \right) u^* \right) \langle \nabla H^\circ \left( \nabla \tilde{u}(y) - \nabla \left( \frac{1}{H(y)^{N-2}} \right) u^* \right), \nabla \phi(y) \rangle \, dy
$$

(3.29)

$$
- \int_{\mathbb{R}^N} H^\circ (\nabla u^*(y)) \langle \nabla H^\circ (\nabla u^*(y)), \nabla \left( \frac{1}{H(y)^{N-2}} \right) \phi(y) \rangle \, dy
$$

$$
= \int_{\mathbb{R}^N} \frac{1}{H(y)^{N+2}} f^\ast(y) \phi(y) \, dy
$$

By $(h_M)$, we deduce that $H^\circ \nabla H^\circ$ is linear and symmetric with respect to the Euclidean inner product of $\mathbb{R}^N$, i.e.

$$
\langle H^\circ(x) \nabla H^\circ(x), y \rangle = \langle x, H^\circ(y) \nabla H^\circ(y) \rangle \quad \forall x, y \in \mathbb{R}^N.
$$

Hence, we have

$$
\int_{\mathbb{R}^N} H^\circ (\nabla \tilde{u}(y)) \langle \nabla H^\circ (\nabla \tilde{u}(y)), \nabla \phi(y) \rangle \, dy
$$

(3.30)

$$
- \int_{\mathbb{R}^N} H^\circ \left( \nabla \left( \frac{1}{H(y)^{N-2}} \right) \right) \langle \nabla H^\circ \left( \nabla \left( \frac{1}{H(y)^{N-2}} \right) \right), \nabla (u^*(y) \phi(y)) \rangle \, dy
$$

$$
= \int_{\mathbb{R}^N} \frac{1}{H(y)^{N+2}} f^\ast(y) \phi(y) \, dy.
$$

Integrating by parts (3.30), we get

$$
\int_{\mathbb{R}^N} H^\circ (\nabla \tilde{u}(y)) \langle \nabla H^\circ (\nabla \tilde{u}(y)), \nabla \phi(y) \rangle \, dy
$$

(3.31)

$$
+ \int_{\mathbb{R}^N} \text{div} \left( H^\circ \left( \nabla \left( \frac{1}{H(y)^{N-2}} \right) \right) \nabla H^\circ \left( \nabla \left( \frac{1}{H(y)^{N-2}} \right) \right) \right) u^*(y) \phi(y) \, dy
$$

$$
= \int_{\mathbb{R}^N} \frac{1}{H(y)^{N+2}} f^\ast(y) \phi(y) \, dy.
$$

Since $w(x) := H(x)^{2-N}$ is an $H^\circ$-harmonic function, namely $\Delta H^\circ w = 0$, we get the thesis.

\[\square\]

### 4. The anisotropic critical equations

The aim of this section is to prove the symmetry result stated in Theorem 1.3. The proof is based on the joint use of an adaptation of the well-known moving plane method in the anisotropic framework and the decay information of the solution at infinity provided by the application of
the Kelvin transform defined in the previous section. In view of Theorem 1.2, if \( u \) is a solution of (1.1), then \( \hat{u} \) solves

\[
-\Delta^{H^0} \hat{u} = \hat{u}^{2^*-1} \quad \text{in } \mathbb{R}^N \setminus \{0\}.
\]

In fact, we have

\[
-\Delta^{H^0}(\hat{u}(y)) = \frac{u(T(y))^{N+2}}{H(y)^{N+2}} = \frac{(\hat{u}(y)H(y)^{N-2})^{N+2}}{H(y)^{N+2}} = \hat{u}(y)^{2^*-1}.
\]

Let us fix some notations typical in the context of the moving plane method. For \( \nu \in \mathbb{S}^{N-1} \) and \( \lambda \in \mathbb{R} \) we set

\[
\Sigma^{\nu}_\lambda = \{ x \in \mathbb{R}^n : \langle x, \nu \rangle < \lambda \} \quad \text{and} \quad \Pi^{\nu}_\lambda = \{ x \in \mathbb{R}^n : \langle x, \nu \rangle = \lambda \}.
\]

Moreover, we define the reflection of any point \( x \in \mathbb{R}^N \) through the hyperplane \( \Pi^{\nu}_\lambda \) as

\[
R^{\nu}_\lambda(x) = x + 2(\lambda - \langle x, \nu \rangle)\nu = 2\lambda \nu + (I - 2\nu \otimes \nu)x,
\]

so that

\[
DR^{\nu}_\lambda(x) = I - 2\nu \otimes \nu.
\]

For simplicity of exposition, in the sequel we set

\[
\mathcal{R}^\nu = I - 2\nu \otimes \nu.
\]

Furthermore, we give the following remarks.

**Remark 4.1.** We observe that the \((\mathcal{R}^\nu)^T = (\mathcal{R}^\nu)^{-1} = \mathcal{R}^\nu\). Moreover, it is easy to check that \( |\det(\mathcal{R}^\nu)| = 1 \).

**Remark 4.2.** Let \( H \) be a generic Finsler norm. If \( H \) is symmetric with respect to \( \nu \in \mathbb{S}^{n-1} \), then also \( H^0 \) satisfies the same property. In fact, we have \( H(\mathcal{R}^\nu x) = H(x) \) and by definition of \( H^0 \) it follows that

\[
H^0(\mathcal{R}^\nu x) = \sup_{y \neq 0} \langle \mathcal{R}^\nu x, \frac{y}{H(y)} \rangle = \sup_{y \neq 0} \langle x, \mathcal{R}^\nu \frac{y}{H(y)} \rangle = \sup_{y \neq 0} \langle x, \frac{\mathcal{R}^\nu y}{H(\mathcal{R}^\nu y)} \rangle = H^0(x).
\]

In the following proposition we observe that a norm satisfying \((h_M)\) is symmetric with respect to the hyperplane orthogonal to each eigenvector of \( M \).

**Proposition 4.3.** Let us assume that \( H \) is a Finsler norm such that \((h_M)\) holds. Then \( H(\mathcal{R}^\nu x) = H(x) \) for all \( x \in \mathbb{R}^N \) if and only if \( \nu \) is an eigenvector of \( M \).

**Proof.** Let \( \nu \in \mathbb{S}^{N-1} \) be such that \( M\nu = \mu \nu \), with \( \mu > 0 \) (we recall that \( M \) is definite positive).

We have:

\[
H(\mathcal{R}^\nu x) = \sqrt{\langle M(I - 2\nu \otimes \nu)x, (I - 2\nu \otimes \nu)x \rangle}
\]

\[
= \sqrt{\langle Mx - 2\mu(\nu, x)\nu, x - 2(\nu, x)\nu \rangle}
\]

\[
= \sqrt{\langle Mx, x \rangle - 2(\nu, x)\langle Mx, \nu \rangle + 2\mu(\nu, x)^2}.
\]

Decomposing \( x = v_1 + v_2 \) with \( v_1 \) parallel to \( \nu \) and \( v_2 \) orthogonal to \( \nu \), it is immediate to see that the quantity \(-2(\nu, x)\langle Mx, \nu \rangle + 2\mu(\nu, x)^2\) vanishes and hence we get \( H(\mathcal{R}^\nu x) = H(x) \). The counterpart follows by simple algebraic computations evaluating (4.35) on the eigenvectors of \( M \).

Now, we are ready to define the reflected function of \( u \)

\[
u^{\nu}_\lambda(x) := u(R^{\nu}_\lambda(x)),
\]

whose gradient is

\[
\nabla \nu^{\nu}_\lambda(x) = (\mathcal{R}^\nu)^T \nabla u(R^{\nu}_\lambda(x)) = (I - 2\nu \otimes \nu)^T \nabla u(R^{\nu}_\lambda(x)) = (I - 2\nu \otimes \nu) \nabla u(R^{\nu}_\lambda(x)),
\]
and hence
\[ \nabla u(R_\lambda^+(x)) = (R_\nu)^{-1}\nabla u_\lambda^+(x) = R_\nu \nabla u_\lambda^+(x). \]

We remark that, if \( u \) satisfies the anisotropic critical Sobolev equation associated to \( H \) (or \( H^\circ \)), also \( u_\lambda^+ \) satisfies the same equation. In fact we have:
\[ \int_\Omega H(\nabla u(y))(\nabla H(\nabla u(y)), \nabla \psi(y)) \, dy = \int_\Omega u^{2^*-1}(y)\psi(y) \, dy \]
and, taking into account the change of variable \( y = R_\lambda^+(x) \), by Remark 4.1 and using (4.36), we get:
\[ \int_\Omega H(\nabla u_\lambda^+(x)) \langle R_\nu \nabla H(\nabla u_\lambda^+(x)), R_\nu \nabla \psi(R_\lambda^+(x)) \rangle \, dx = \int_\Omega u^{2^*-1}(R_\lambda^+(x))\psi(R_\lambda^+(x)) \, dx. \]

Having in mind Proposition 4.3, if \( \nu \) is an eigenvector of \( M \), we have
\[ H(\nabla^\nu \xi) = H(\xi) \quad \forall \xi \in \mathbb{R}^N \]
and by Remark 4.1 we deduce that
\[ \nabla^\nu \nabla H(\nabla^\nu \xi) = \nabla H(\xi) \quad \forall \xi \in \mathbb{R}^N. \]

Now, if we set \( \varphi(x) = \psi(R_\lambda^+(x)) \), taking into account (4.39) and (4.40) in (4.38), we obtain
\[ \int_\Omega H(\nabla u_\lambda^+(x)) \langle \nabla H(\nabla u_\lambda^+(x)), \nabla \varphi(x) \rangle \, dx = \int_\Omega (u_\lambda^+(x))^{2^*-1}\varphi(x) \, dx. \]

Now we are ready to prove our symmetry result.

**Proof of Theorem 1.3.** We first note that the solution \( u \) is smooth in \( \mathbb{R}^N \setminus \Gamma \). Furthermore we observe that it is enough to prove the theorem for the special case when the origin does not belong to \( \Gamma \). Indeed, if the result is true in this special case, then we can apply it to the function \( u_z(x) := u(x + z) \), where \( z \in \Pi_0^+ \setminus \Gamma \neq \emptyset \), which satisfies the equation (1.1) with \( \Gamma \) replaced by \( -z + \Gamma \) (note that \( -z + \Gamma \) is a closed and proper subset of \( \Pi_0^+ \) with \( \text{Cap}_2(-z + \Gamma) = 0 \) and such that the origin does not belong to it).

For our purpose we focus the attention on sets with vanishing 2-capacity, whose definition can be found for example in [17].

Given a solution \( u \) to (1.1), let \( \hat{u} \) be defined as in (3.21) for every \( x \in \mathbb{R}^N \setminus \{\Gamma^* \cup \{0\} \} \), where \( \Gamma^* = T_H(\Gamma) \). We observed above that \( \hat{u} \) satisfies the dual equation of (1.1) in \( \mathbb{R}^N \setminus \{\Gamma^* \cup \{0\} \} \). Moreover, \( \Gamma^* \subset \Pi_0^+ \) since, by assumption, \( \Gamma \subset \Pi_0^+ \). Furthermore, by Lemma 4.1 and 4.2 in [16] we have that \( \Gamma^* \) is bounded (not necessarily closed), since we assumed that \( 0 \notin \Gamma \) and it has vanishing 2-capacity.

In order to show Theorem 1.3, we prove now the following lemma.

**Lemma 4.4.** Under the assumption of Theorem 1.3, if \( w_\lambda(x) = \hat{u}(x) - \hat{u}_\lambda^+(x) \), then for every \( \lambda < 0 \) we have that
\[ \int_{\Sigma^\lambda_\nu} |\nabla w_\lambda^+|^2 \, dx \leq C, \]
where \( C \) is positive constant depending only on \( N \), \( \|\hat{u}\|_{L^\infty(\Sigma^\lambda_\nu)} \), \( \|\hat{u}\|_{L^{2^*}(\Sigma^\lambda_\nu)} \). Consequently it is possible to deduce that \( w_\lambda^+ \in D^{1,2}(\Sigma^\lambda_\nu) \).
Proof. We immediately see that $w_\lambda^+ \in L^2(\Sigma^\nu_\lambda)$, since $0 \leq w_\lambda^+ \leq \hat{u} \in L^2(\Sigma^\nu_\lambda)$. The rest of the proof is inspired to [8] and on a truncation argument related to [16, 31]. Since $\text{Cap}(\Gamma^*) = 0$, for every $\varepsilon > 0$, it is easy to construct a cut-off function $\psi_\varepsilon \in C^{0,1}(\mathbb{R}^N, [0,1])$ such that

$$
\int_{\Sigma^\nu_\lambda} |\nabla \psi_\varepsilon|^2 < \varepsilon
$$

and $\psi_\varepsilon = 0$ in an open neighborhood $B_\varepsilon$ of $R_\lambda(\Gamma^* \cup \{0\})$, with $B_\varepsilon \subset \Sigma_\lambda$ (see [16, 31] for further details).

Fix $R_0 > 0$ such that $R_\lambda(\Gamma^* \cup \{0\}) \subset B_{R_0}^{H^\circ}$ and, for every $R > R_0$, let $\varphi_R \in C_c^\infty(\mathbb{R}^N)$ be a standard cut-off function such that

$$
\begin{cases}
0 \leq \varphi_R \leq 1 & \text{in } \mathbb{R}^N \\
\varphi_R \equiv 0 & \text{in } (B_{R_0}^{H^\circ})^c \\
\varphi_R \equiv 1 & \text{in } B_{R_0}^{H^\circ} \\
|\nabla \varphi_R| \leq \frac{2}{R} & \text{in } B_{2R}^{H^\circ} \setminus B_R^{H^\circ}.
\end{cases}
$$

(4.43)

Finally, we define

$$
\varphi := \begin{cases}
w_\lambda^+ \psi_\varepsilon^2 \varphi_R^2 & \text{in } \Sigma^\nu_\lambda, \\
0 & \text{in } \mathbb{R}^N \setminus \Sigma^\nu_\lambda.
\end{cases}
$$

Now, it is easy to check that $\varphi \in C_c^{0,1}(\mathbb{R}^N)$ with $\text{supp}(\varphi)$ contained in $\Sigma_\lambda \cap \overline{B_{2R_0}^{H^\circ}} \setminus R_\lambda(\Gamma^* \cup \{0\})$ and

$$
\nabla \varphi = \psi_\varepsilon^2 \varphi_R^2 \nabla w_\lambda^+ + 2w_\lambda^+ (\psi_\varepsilon^2 \varphi_R \nabla \varphi_R + \psi_\varepsilon \varphi_R^2 \nabla \psi_\varepsilon).
$$

(4.44)

Therefore, by a standard density argument we can use $\varphi$ as test function in the weak formulation of the dual equation of (1.1) and in the dual equation of (4.41). Hence, subtracting, recalling (2.10) and using the linearity of $H^\circ \nabla H^\circ$ (due to assumption $(h_M)$), we have:

$$
\begin{aligned}
\int_{\Sigma^\nu_\lambda} H^\circ(\nabla w_\lambda^+)^2 \psi_\varepsilon^2 \varphi_R^2 \, dx &= -2 \int_{\Sigma^\nu_\lambda} H^\circ(\nabla w_\lambda^+) (\nabla H^\circ(\nabla w_\lambda^+), \nabla \psi_\varepsilon) w_\lambda^+ \psi_\varepsilon \varphi_R^2 \, dx \\
&\quad - 2 \int_{\Sigma^\nu_\lambda} H^\circ(\nabla w_\lambda^+) (\nabla H^\circ(\nabla w_\lambda^+), \nabla \varphi_R) w_\lambda^+ \varphi_R \psi_\varepsilon^2 \, dx \\
&\quad + \int_{\Sigma^\nu_\lambda} (\hat{u}^2 - \hat{u}_\lambda^{2*}) w_\lambda^+ \psi_\varepsilon^2 \varphi_R^2 \, dx \\
&= : \mathcal{I}_1 + \mathcal{I}_2 + \mathcal{I}_3.
\end{aligned}
$$

(4.45)

Exploiting the weighted Young’s inequality, recalling that $0 \leq w_\lambda^+ \leq \hat{u}$ and since $\nabla H^\circ$ is bounded in $\mathbb{R}^N$, we get:

$$
|\mathcal{I}_1| \leq \delta \int_{\Sigma^\nu_\lambda} H^\circ(\nabla w_\lambda^+)^2 \psi_\varepsilon^2 \varphi_R^2 \, dx + C_\delta \int_{\Sigma^\nu_\lambda} |\nabla \psi_\varepsilon|^2 (w_\lambda^+)^2 \varphi_R^2 \, dx
$$

(4.46)

$$
\leq \delta \int_{\Sigma^\nu_\lambda} H^\circ(\nabla w_\lambda^+)^2 \psi_\varepsilon^2 \varphi_R^2 \, dx + C_\delta \| \hat{u} \|^2_{L^\infty(\Sigma^\nu_\lambda)}.
$$
Furthermore we have:

\[
|I_2| \leq \sigma \int_{\Sigma_\lambda^\circ} H^\circ(\nabla w_\lambda^+)^2\psi_\varepsilon^2\varphi^2 \, dx + C_\sigma \int_{\Sigma_\lambda^\circ \cap (B_{2R}^H \setminus B_R^H)} |\nabla \varphi_R|^2 (w_\lambda^+)^2\psi_\varepsilon^2 \, dx \\
\leq \sigma \int_{\Sigma_\lambda^\circ} H^\circ(\nabla w_\lambda^+)^2\psi_\varepsilon^2\varphi^2 \, dx \\
+ C_\sigma \left( \int_{\Sigma_\lambda^\circ \cap (B_{2R}^H \setminus B_R^H)} |\nabla \varphi_R|^N \, dx \right)^{\frac{2}{N}} \left( \int_{\Sigma_\lambda^\circ \cap (B_{2R}^H \setminus B_R^H)} \tilde{u}^{2^*} \, dx \right)^{\frac{N-2}{N}} \\
\leq \sigma \int_{\Sigma_\lambda^\circ} H^\circ(\nabla w_\lambda^+)^2\psi_\varepsilon^2\varphi^2 \, dx + C_{\sigma, N} \left( \int_{\Sigma_\lambda^\circ \cap (B_{2R}^H \setminus B_R^H)} \tilde{u}^{2^*} \, dx \right)^{\frac{N-2}{N}}.
\]

(4.47)

We now estimate \( I_3 \). Since \( \hat{u}(x), \hat{u}_\lambda(x) > 0 \), by the convexity of the function \( t \mapsto t^{2^*-1} \) for \( t > 0 \) and the monotonicity of \( t \mapsto t^{2^*-2} \) for \( t > 0 \), using the definition of \( w_\lambda^+ \), we have that there exists \( C_N > 0 \) such that

\[
(\hat{u}^{2^*-1} - \hat{u}_\lambda^{2^*-1})w_\lambda^+ \leq C_N \hat{u}^{2^*-2}(\hat{u} - \hat{u}_\lambda)w_\lambda^+ \leq C_N \hat{u}^{2^*-2}(w_\lambda^+)^2.
\]

Therefore

\[
I_3 \leq C_N \int_{\Sigma_\lambda^\circ} \hat{u}^{2^*-2}(w_\lambda^+)^2\psi_\varepsilon^2\varphi^2 \, dx \leq C_N \int_{\Sigma_\lambda^\circ} \hat{u}^{2^*} \, dx = C_N \|\hat{u}\|_{L^{2^*}(\Sigma_\lambda^\circ)}^2,
\]

(4.48)

where we also used that \( 0 \leq w_\lambda^+ \leq \hat{u} \). Taking into account the estimates on \( I_1, I_2, I_3 \) and fixing \( \delta, \sigma > 0 \) sufficiently small such that \( 1 - \sigma - \delta > 0 \), by (4.45) we deduce that

\[
\int_{\Sigma_\lambda^\circ} H^\circ(\nabla w_\lambda^+)^2\varphi^2 \varphi^2 \, dx \leq C \|\hat{u}\|_{L^\infty(\Sigma_\lambda^\circ)}^2 + C_N \left( \int_{\Sigma_\lambda^\circ \cap (B_{2R}^H \setminus B_R^H)} \hat{u}^{2^*} \, dx \right)^{\frac{N-2}{N}} + C_N \|\hat{u}\|_{L^{2^*}(\Sigma_\lambda^\circ)}^2.
\]

(4.49)

By Fatou’s Lemma, as \( \varepsilon \) tends to zero and \( R \) tends to infinity, we infer:

\[
\int_{\Sigma_\lambda^\circ} |\nabla w_\lambda^+|^2 \, dx \leq C,
\]

(4.50)

where \( C := C(N, \|\hat{u}\|_{L^\infty(\Sigma_\lambda^\circ)}, \|\hat{u}\|_{L^{2^*}(\Sigma_\lambda^\circ)}) > 0 \). To prove that \( w_\lambda^+ \in D^{1,2}(\Sigma_\lambda^\circ) \) we refer to [17].

We complete the proof of our symmetry result using the moving plane procedure in the whole space \( \mathbb{R}^N \). In the same spirit of the Euclidean framework, we split the proof into three steps.

Step 1: there exists \( \mathcal{M} > 1 \) such that \( \hat{u} \leq \tilde{u}_\lambda^\circ \) in \( \Sigma_\lambda^\circ \setminus R_\lambda(\Gamma^* \cup \{0\}) \), for all \( \lambda < -\mathcal{M} \).

Arguing as in the proof of Lemma 4.4 and using the same notations and the same construction for \( \psi_\varepsilon, \varphi_R \) and \( \varphi \), we get

\[
\int_{\Sigma_\lambda^\circ} H^\circ(\nabla w_\lambda^+)^2\psi_\varepsilon^2\varphi^2 \, dx = -2 \int_{\Sigma_\lambda^\circ} H^\circ(\nabla w_\lambda^+)(\nabla^2 H^\circ(\nabla w_\lambda^+), \nabla \psi_\varepsilon)w_\lambda^+\psi_\varepsilon\varphi^2 \, dx \\
-2 \int_{\Sigma_\lambda^\circ} H^\circ(\nabla w_\lambda^+)(\nabla^2 H^\circ(\nabla w_\lambda^+), \nabla \varphi_R)w_\lambda^+\varphi_R\psi_\varepsilon^2 \, dx \\
+ \int_{\Sigma_\lambda^\circ} (\hat{u}^{2^*-1} - \hat{u}_\lambda^{2^*-1})w_\lambda^+\psi_\varepsilon^2\varphi^2 \, dx \\
=: I_1 + I_2 + I_3.
\]

(4.51)
where \( I_1, I_2 \) and \( I_3 \) can be estimated exactly as in (4.46), (4.47) and (4.48). The latter yield (4.52)
\[
\int_{\Sigma_\lambda^\nu} H^\nu(\nabla w_\lambda^+)^2 \varphi^2 dx \leq C_\varepsilon \|\hat{u}\|_{L^\infty(\Sigma_\lambda^\nu)}^2 + C_N \left( \int_{\Sigma_\lambda^\nu \cap (B_{2R}^H \setminus B_R^H)} \hat{u}^{2^*} dx \right)^{\frac{\lambda - 2}{\lambda N}} + C_N \|\hat{u}\|_{L^{2^*}(\Sigma_\lambda^\nu)}^{2^*}.
\]
Taking the limit in the latter as \( \varepsilon \) tends to zero and \( R \) tends to infinity, we get:
\[
\int_{\Sigma_\lambda^\nu} H^\nu(\nabla w_\lambda^+)^2 dx \leq C,
\]
which, using Lemma 4.4, gives
\[
\int_{\Sigma_\lambda^\nu} H^\nu(\nabla w_\lambda^+)^2 dx \leq C_N \left( \int_{\Sigma_\lambda} \hat{u}^{2^*-2}(w_\lambda^+)^2 dx \right)
\leq C_N \left( \int_{\Sigma_\lambda} \hat{u}^{2^*} dx \right)^{\frac{\lambda - 2}{\lambda N}} \left( \int_{\Sigma_\lambda} (w_\lambda^+)^2 dx \right)^{\frac{\lambda}{\lambda N}}
\leq C_NC_S^2 \left( \int_{\Sigma_\lambda} \hat{u}^{2^*} dx \right)^{\frac{\lambda}{\lambda N}} \int_{\Sigma_\lambda^\nu} H^\nu(\nabla w_\lambda^+)^2 dx.
\]
Recalling that \( \hat{u} \in L^{2^*}(\Sigma_\lambda^\nu) \), we deduce the existence of \( \mathcal{M} > 1 \) such that
\[
C_NC_S^2 \left( \int_{\Sigma_\lambda} \hat{u}^{2^*} dx \right)^{\frac{\lambda}{\lambda N}} < 1
\]
for every \( \lambda < -\mathcal{M} \), where \( C_S \) is the best Sobolev constant in the embedding. The latter and (4.54) lead to
\[
\int_{\Sigma_\lambda^\nu} H^\nu(\nabla w_\lambda^+)^2 dx = 0.
\]
This implies that \( w_\lambda^+ = 0 \) and the claim is proved.

Then we define
\[
\Lambda_0 = \{ \lambda < 0 : \hat{u} \leq \hat{u}_t^\nu \text{ in } \Sigma_t^\nu \setminus R_t^\nu(\Gamma^* \cup \{0\}) \text{ for all } t \in (-\infty, \lambda]\}
\]
and
\[
\lambda_0 = \sup \Lambda_0.
\]

Step 2: \( \lambda_0 = 0 \). We argue by contradiction assuming \( \lambda_0 < 0 \). By continuity we know that \( \hat{u} \leq \hat{u}_{\lambda_0}^\nu \) in \( \Sigma_{\lambda_0}^\nu \setminus R_{\lambda_0}^\nu(\Gamma^* \cup \{0\}) \). By the strong maximum principle [26, 33] (here we have a linear elliptic operator) we deduce that \( \hat{u} < \hat{u}_{\lambda_0}^\nu \) in \( \Sigma_{\lambda_0}^\nu \setminus R_{\lambda_0}^\nu(\Gamma^* \cup \{0\}) \). Indeed, \( \hat{u} = \hat{u}_{\lambda_0}^\nu \) in \( \Sigma_{\lambda_0}^\nu \setminus R_{\lambda_0}^\nu(\Gamma^* \cup \{0\}) \) is not possible if \( \lambda_0 < 0 \), since in this case \( \hat{u} \) would be singular on the set \( R_{\lambda_0}^\nu(\Gamma^* \cup \{0\}) \).

One can easily check that for every \( \delta > 0 \) there are \( \bar{\tau}(\delta, \lambda_0) > 0 \) and a compact set \( \mathcal{K} \) (depending on \( \delta \) and \( \lambda_0 \)) such that
\[
\mathcal{K} \subset \Sigma_{\lambda}^\nu \setminus R_{\lambda}^\nu(\Gamma^* \cup \{0\}), \quad \int_{\Sigma_{\lambda}^\nu \setminus \mathcal{K}} \hat{u}^{2^*} < \delta, \quad \forall \lambda \in [\lambda_0, \lambda_0 + \bar{\tau}].
\]

Moreover, by uniform continuity of the functions \( \hat{u}, \hat{u}_{\lambda_0+\bar{\tau}}^\nu \) we also deduce that \( \hat{u} \leq \hat{u}_{\lambda_0+\bar{\tau}}^\nu \) in \( \mathcal{K} \).

Now we repeat verbatim the arguments used in the proof of Lemma 4.4 but using the test function
\[
\varphi := \begin{cases}
\frac{w_{\lambda_0+\tau}^+}{\lambda_0+\tau} \psi^2 \varphi_R & \text{in } \Sigma_{\lambda_0+\tau}^\nu \setminus \Sigma_{\lambda_0+\tau}^\nu \\
0 & \text{in } \mathbb{R}^N \setminus \Sigma_{\lambda_0+\tau}^\nu.
\end{cases}
\]
Thus we recover the first inequality in (4.54), which, for any $0 \leq \tau < \bar{\tau}$, immediately gives:

$$
\int_{\Sigma_{\lambda_0+\tau}} H^\circ (\nabla w_{\lambda_0+\tau}^+) \, dx \leq C_N \int_{\Sigma_{\lambda_0+\tau}} \tilde{u}^{2^*-2} (w_{\lambda_0+\tau}^+)^2 \, dx
$$

(4.55)

$$
\leq C_N \left( \int_{\Sigma_{\lambda_0+\tau}} \tilde{u}^{2^*} \, dx \right)^{\frac{2}{N}} \left( \int_{\Sigma_{\lambda_0+\tau}} (w_{\lambda_0+\tau}^+)^{2^*} \, dx \right)^{\frac{2^*}{N}}
$$

$$
\leq C_N C_S^2 \left( \int_{\Sigma_{\lambda_0+\tau}} \tilde{u}^{2^*} \, dx \right)^{\frac{2}{N}} \left( \int_{\Sigma_{\lambda_0+\tau}} H^\circ (\nabla w_{\lambda_0+\tau}^+) \, dx \right).
$$

Fix $\delta < [2C_N C_S^2]^{-\frac{N}{2}}$ and we observe that:

$$
C_N C_S^2 \left( \int_{\Sigma_{\lambda_0+\tau}} \tilde{u}^{2^*} \, dx \right)^{\frac{2}{N}} < \frac{1}{2}, \quad \forall \, 0 \leq \tau < \bar{\tau}
$$

which, plugged into (4.55), implies that

$$
\int_{\Sigma_{\lambda_0+\tau}} H^\circ (\nabla w_{\lambda_0+\tau}^+) \, dx = 0,
$$

for every $0 \leq \tau < \bar{\tau}$. Hence

$$
\int_{\Sigma_{\lambda_0+\tau}} H^\circ (\nabla w_{\lambda_0+\tau}^+) \, dx = 0 \text{ for every } 0 \leq \tau < \bar{\tau}, \text{ since } \nabla w_{\lambda_0+\tau}^+ \text{ is zero on an open neighborhood of } K. \text{ Hence by Lemma 4.4 we infer that } w_{\lambda_0+\tau}^+ = 0 \text{ on } \Sigma_{\lambda_0+\tau}^\nu \text{ for every } 0 \leq \tau < \bar{\tau} \text{ and thus } \tilde{u} \leq \tilde{u}_{\lambda_0+\tau}^\nu \text{ in } \Sigma_{\lambda_0+\tau}^\nu \setminus R_{\lambda_0+\tau}^\nu (\Gamma^* \cup \{0\}) \text{ for every } 0 \leq \tau < \bar{\tau}, \text{ which gives a contradiction with the fact that } \lambda_0 < 0. \text{ This fact immediately prove that } \lambda_0 = 0.

Step 3: conclusion. Performing the moving plane method in the opposite direction, we get that $\tilde{u}$ is symmetric w.r.t. the hyperplane $\Pi_0^\nu$, namely $\tilde{u}(R^\nu y) = \tilde{u}(y)$. This implies that also $u$ has the same property. In fact, recalling that

$$
u(x) = \frac{1}{H^\circ(x)^{N-2}} \tilde{u} \left( \nabla H^\circ(x) \right),$$

we have:

$$
u(R^\nu x) = \frac{1}{H^\circ(R^\nu x)^{N-2}} \tilde{u} \left( \frac{\nabla H^\circ(R^\nu x)}{H^\circ(R^\nu x)} \right)$$

$$= \frac{1}{H^\circ(x)^{N-2}} \tilde{u} \left( \frac{\nabla \nabla H^\circ(x)}{H^\circ(x)} \right)$$

$$= \left( \frac{\nabla H^\circ(x)}{H^\circ(x)} \right) = u(x),$$

where we used that the symmetry of $H^\circ$ implies $\nabla H^\circ(R^\nu x) = R^\nu \nabla H^\circ(x)$.

Proof of Theorem 1.4. The proof follows arguing as done in Theorem 1.3, and it is actually simpler. It is only important to remark that $\tilde{u}$ may exhibit a non-removable singularity at 0 or a removable singularity at 0. The latter case implies that, actually, the solution $u$ to (1.1) already had suitable behaviour at infinity, in order to apply the standard technique. The proof, therefore, follows as in [8] (and exploiting our technique with $\Gamma = \emptyset$), just observing that in this case the symmetry hyperplane is not a priori fixed.
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