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ABSTRACT- The extraction of features involves the method of converting the original pixel values of an image to more meaningful, useful and measurable information that can be used in other techniques, such as image processing, pattern recognition and machine learning. The feature extraction plays a predominant role in iris recognition in which also the recognition rate is determined. The effective recognition accuracy, reduction of misclassification of two iris templates mostly depends on feature extraction techniques. An efficient iris recognition system requires that the discriminating information presents in an iris pattern to be accurately obtained. This paper performed a literature review on different techniques of feature extraction of iris recognition. The recommendation was made on how these techniques can be further enhanced to produce an effective iris recognition system.
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I. INTRODUCTION

The iris recognition is a biological verification technique that applies recognition of pattern approach through the resolution of the great images of the irises of a person’s eyes. In recent times, the human iris has attracted much attention in biometrics [34]. Iris is a portion within the eye size of the pupil that is muscular in nature which controls the total light that goes into the eye [38]. The iris is so distinctive that is it impossible to have two irises being the same even for indistinguishable twins [19]. Iris has a particularly intriguing arrangement which produces abundant texture information. The special textural pattern presents in iris can be extracted using diverse techniques of feature extraction, and also can be saved as a template for biometric in a repository for advance processing. The identified features produce local-global or both local and global information. Features aid in the analysis of the important textural characteristics of an iris [10]. The extraction of features from the portion of an iris is considered to be one of the significant steps in iris recognition system due to the fact that it is needed to be achieved with least possible classification and computational time [36]. The recognition rate of the iris recognition system answers to the number of features obtained from the iris portion [26]. A feature can be described as a function of one or more measurements of the object, which is computed such that it qualifies some significant characteristics of the object [3]. Only significant and discriminated information of iris texture must be extracted and encoded so that comparisons between templates can be made conveniently and correctly. Robust recognition rate and a reduced classification time of two iris templates can be influenced by feature extraction technique [33]. Development of an effective iris recognition system requires that best discriminating information available in an iris pattern to be properly extracted [3]. The complication in features extraction affects the complexity of the program and processing speed of the iris recognition system [26]. The relevant features of the iris must be encoded so that comparisons between templates can be made [11]. Inadequate iris images representation may affect the classification accuracy of the iris recognition system. It is very essential in iris recognition to look into the performance of techniques of feature extraction. This paper conducted a general literature review on some commonly used feature extraction techniques in the iris recognition system. Suggestion was discussed on how these techniques can be improved to develop a better system of iris recognition.

A. Feature Extraction Technique

Feature extraction segregates many refined features from the iris template which can be referred to as feature vector. The feature vectors are further employed in matching the pattern [32]. Several feature extraction algorithms have been used in iris recognition [30].

Gabor filter

This is a linear-based filter used for the analysis of texture, which shows whether any specific frequency content in the image in certain directions in a localized region around the point or analysis region [43]. Gabor filters with unlike
frequencies and orientations could be useful for the extraction of appropriate features from an image [1]. Two-dimensional Gabor filters have significant roles in image processing, particularly in feature extraction for analysis of texture, segmentation, analysis of documents, edge detection, image coding and image representation [40]. The technique renders resolution optimally in time domains, space and also produces a better visual image in the comprised texture images.

B. Discrete Wavelet Transform (DWT)

The DWT is an application of the wavelet transform using a discrete set of the wavelet scales and translations subsequent to distinct instructions [24]. Wavelets produce an orthonormal basis that is applied to decompose the signal processing and data compression. A signal is decomposed into a set of mutually orthogonal wavelet basis functions in wavelet analysis by DWT [21]. The operations differ from sinusoidal basis functions in that they are spatially localized that is, nonzero over only part of the total signal length.

C. Discrete Cosine Transform (DCT)

The technique states a set sequence of data points based on the addition of cosine functions oscillating at diverse frequencies [27]. When compared with the existing transforms, it also attempts to de-correlate a given signal [20]. DCT has been widely applied in signal or image processing particularly for lossy compression due to its excellent energy compaction to predict according to its local distinctiveness [24].

D. Haar Wavelet Transform (HWT)

This feature extraction method applies a sampling approach in which rows of the transformation matrix act as a sample of finer and finer resolutions, this is a great and pedagogical method of feature extraction [17]. HWT uses a pair of low-pass and high-pass filters to image decomposition first in image colours and then image rows independently. HWT works on features by the computation of the additions and differences of adjacent elements, it functions first on adjacent elements horizontally and then on adjacent elements vertically [4]. First applies in image column then in image rows one by one. HWT consists of four sub-bands, these are LL1, HL1, LH1 and HH1 up to four levels of decomposition are achieved to obtain the detailed image.

E. Local Binary Pattern (LBP)

It is a local texture operator that does respond to gray-scale changes [22]. LBP is obtained from a common description of texture in a local neighbourhood [35]. The LBP operator thresholds is a neighbourhood gray value centre, which shows the output as a binary code that defines the local texture pattern. LBP performs very well with areas demanding fast feature extraction and texture classification due to its discriminative power and computational simplicity [28]. The technique has become a widely used approach in different fields like iris recognition, visual inspection, image retrieval, remote sensing, face recognition, environmental modelling and outdoor scene analysis.

F. Principal Component Analysis (PCA)

The PCA represents the classical method for compressing huge data dimensionality to reduced dimensional ones for data analysis, visualization and feature extraction [37]. It uses a procedure mathematically that transforms a number of correlated variables into a smaller number of uncorrelated variables, which is called a principal component which can be used to reconstruct all of the information within a dataset and can be tested to which level attest image couples with an image of a training set. PCA compresses larger correlated variables to a reduced number of uncorrelated variables [19]. The reduced uncorrelated variables are known as principal components. These components generally denote the maximum variance available and thus showing the internal structure of the data.

II. RELATED WORK

Zhao and Kumar [42] proposed a system for iris detection using deep learning-based unified and generalizable framework. The system used the state of art with iris-specific Mask R-CNN, which adequately performed better reliable iris detection. Primary segmentation locating iris/non-iris pixels, an optimized convolutional network was adopted, which produced spatially corresponding iris feature descriptors. An Extended Triplet Loss (ETL) function was designed specially to combine the bit-shifting and non-iris masking, which are important for learning meaningful and discriminative spatial iris features. Experimental analysis on four publicly available datasets showed that the framework consistently outperformed several classic and state-of-the-art iris recognition systems. Abikoye et al. [2] focused on determining the performance of some methods of extraction for a feature by conducting an analysis comparatively on these methods: GWT, SIFT and Haar Wavelet Transform. The system was tested using CASIA iris dataset. Experimental analysis of each feature extraction technique gave different results. GWT technique recorded the best performance out the methods based on training time, testing time and recognition rate. Biu et al. [8] improved recognition system by generating a binary bit sequence of iris. The information produced can be employed to determine different ailments of the eye. A predefined image was applied to obtain an iris by scanning for 8 different stages. Decomposition of packet wavelet was applied to produce 64 wavelet packages bit iris code. The evaluation of the system was done using the UBIRIS v.1 database. The classification of the iris codes was achieved with Hamming distance. The experimental result gave 98% of True Acceptance Rate and 1% of False Rejection Rate. Biu et al. [8] enhanced the authentication process. A binary bit sequence of the iris was generated, which contained several vital information that was used to calculate the mean energy and maximum energy that went into the eye with an adopted threshold value. The information generated can further be used to find out different eye ailments. An iris was obtained using a predefined iris image which was scanned through (8) different stages and wavelet packet decomposition was used to generate 64 wavelet packages bit iris code so as to match...
the iris codes with Hamming distance criteria and evaluate different energy values. The system was evaluated using the UBIRIS v.1 Database. The experimental results showed 98% True Acceptance Rate and 1% False Rejection Rate and this was because some of the irises weren’t properly captured during the iris acquisition phase.

Ranjan et al. [42] examined the pattern of the iris in an eye. When capturing the iris under not as much as perfect condition antigüities in image occur such as diverse type of noise and reflections from light sources, artefacts that introduce error in the iris recognition and also affect the execution. The value of images as data from a dataset obtained using a standard camera was reviewed, the most vital areas identified, and the complete general recognition effectiveness was considered.

Solanke et al. [39] mentioned the enhancement of normalization process based on Daugman’s rubber sheet model and feature extraction was based cumulative sum based change analysis. Iris features were extracted and the iris template was generated by horizontally and vertically grouping the iris texture features as iris codes. The localization and segmentation based on black hole search method effectively separated the region of interest from the input eye image. The normalization method and feature extraction methods were quite less time consuming and produced the desired results.

Bansal et al. [31] employed the extraction of feature technique based on a statistical approach using the correlation between adjacent pixels. The classification was achieved using hamming distance. The performance evaluation of the system was done at the diverse threshold in the distance metrics. Experimental results with several statistical characteristics of iris images revealed a major enhancement in ERR when there was an increase in statistical parameters for feature extraction.

Devi et al. [23] developed a system using compound local binary pattern approach. The abundant distinctive features were obtained using Compound Local Binary Pattern (CLBP). Artificial Neural Network was applied to classify the operators. Evaluation of the system with fifty images of the eye was done using the CASIA database. The proposed system with Neural Network produced an improved accuracy of 96% when compared with the existing feature extraction methods.

Kumar et al. [26] presented an iris feature extraction and recognition based on 2D discrete cosine transform. The iris localization was done by a circular Hough transform. After locating the iris, normalization of iris images was achieved by Daugman rubber-sheet model so as to transform the iris region into a fixed dimension. 2D DCT was used to extract the most discriminating features of iris. The feature extraction capabilities of DCT were tested on two publicly available CASIA V4 and IIITD database. The hamming distance was used for matching the iris templates. For verification, a variable threshold value was applied to the distance metric and false acceptance rate and false rejection rate were recorded. An accuracy of 99.4% and 98.4% were recorded for the two datasets.

Harsha et al. [37] described a distinct method for recognition using iris. The study applied the canny edge detection and a circular Hough transform to find the boundaries of iris in the eye. Discrete wavelet transform of two-level was used to obtain the patterns in an individual’s eye. Recognition was achieved by distance measure classifier. The system gave a better total successive rate (TSR) with a reduction in EER, FAR and FRR.

Kerim et al. [25] applied dual techniques for extraction of iris feature from normalized iris image by using statistical measurements, the first approach used first-order statistics and the second approach employed second-order statistics. The system was aimed to obtain feature correctly from pure iris region and isolate the eyelid and eyelash which covers some parts of the iris region. The proposed methods used weights within pattern matching measures depending on purity iris region. The proposed methods have been tested by using the iris data set (CASIA v4.0-interval), and (CASIA v1.0-interval) iris image database. Experimental results showed that the first proposed method has 99.4% accuracy rate with (CASIA v4.0-interval) and 98.5% with (CASIA v1.0-interval), the second proposed method has 86.67% with (CASIA v4.0-interval).

Gandhi et al. [13] developed iris recognition by using improved SIFT for extraction of the feature. The technique was used to describe the local properties on an image by extracting the image from a collection of key points, the keypoint invariant to lighting condition, rotation and scale changes are detected first, the feature vector for each keypoint was produced through the gradient directions of pixels in a block centred point. The study concluded that the SIFT algorithm made preprocessing easier and can be used although some issues need to be considered before it can be widely implemented.

Oluwakemi et al. [29] applied a new algorithm for iris feature extraction. The feature extraction was facilitated while the localized iris was transformed from a cartesian coordinate system to a polar coordinate system. The algorithm used Fast Wavelet Transform to extract features of iris. This algorithm is fast with lower complexity rate.

Patil et al. [31] conducted a review on feature extraction techniques for iris recognition system. Three feature extraction methods were considered; Haar Wavelets, circular symmetric filter, Lifting wavelet transform for performance analysis of iris recognition. The experimental results gave percentage accuracies; 99.85% of circular symmetric filter, 98.78% of lifting wavelet transform and 95% of Haar wavelets.

Chirchi et al. [9] designed a system for iris recognition using feature extraction based technique of five-level decomposition by application of db2 and db4 and Haar wavelet. The system recorded a recognition rate of 99.97% with its speed faster and equal error rate smaller than existing systems.

He, Feng et al. [15] proposed a novel iris feature extraction system based on local binary pattern (LBP) images and the chunked encoding method. LBP was employed to normalize the iris image and obtain the iris’ LBP image. The iris’s feature was extracted through the chunked
encoding method based on the iris’ statistical information. Iris recognition and classification was done using Hamming distance. Experimental results showed that this algorithm can get a higher recognition rate than the existing iris feature extraction method, which demonstrated the efficiency of the proposed method.

III. SUMMARY AND DISCUSSION
The critical phase of the iris recognition system remains the feature extraction. The technique of feature extraction entails the method of reducing the number of features needed to describe huge information available in an iris pattern. The decrease in recognition time and the recognition rate of two iris templates are subject to efficient feature extraction techniques. Researchers in the past have employed diverse techniques to improve the level of accuracy. A combination (fusion) of homogenous or heterogeneous features of iris image such as Gabor filters (1-D Gabor filter, 2-D Gabor filter), Local Binary Pattern (Local Ternary Pattern) and its variants have been employed to develop a better system of iris recognition. In spite of all the improvements recorded so far, there is still a challenge of how to ascertain the relevancy of the features to be used for classification. There is a need to apply feature selection approach on extracted features before the recognition phase.

Several feature selection techniques have been employed such as Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) and Independent Component Analysis (ICA) in the pattern recognition, image processing and computer vision [9]. These techniques have not really produced the most relevant or optimized features. It is, therefore, necessary to introduce metaheuristic optimization methods for feature selection. With the feature selection, the complexity and computational cost of the classifier can be reduced by minimizing the number of features to be used into measurable forms while still maintaining acceptable recognition accuracy [27][16]. Obtaining an optimal feature subset in feature selection turns out to be usually intractable [41], and many other problems related to feature selection shown to be non-deterministic polynomial hard problem (NP) [[18]. A problem like this requires not just the conventional optimization techniques, but a robust optimization approach such as metaheuristic optimization methods.

The introduction of metaheuristic optimization algorithms such as firefly optimization, cuckoo optimization, artificial bee colony optimization, ant colony optimization, gravitational search optimization and bacterial optimization, which are largely nature-inspired computational optimization techniques can be applied in future work to select the most relevant and discriminant features before fusion phase. This will contribute to the reduction of irrelevant features at the classification stage, thus also minimize the level of misclassification in the iris recognition system.

IV. CONCLUSION
Feature extraction is a dimensionality reduction method which involves the transformation of original (raw) features into reduced or manageable features which contain the most discriminatory information. This paper carried a survey on some different feature extraction techniques for iris recognition system. Based on the survey of iris feature extraction techniques, it was suggested that enhancement should be considered on iris recognition by application of metaheuristic optimization algorithms to select the most relevant features from iris extracted features which will improve the iris recognition performance. The review of the feature extraction techniques provided a platform for the development of a robust iris recognition system in future work.
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