Abstract—The COVID-19 pandemic has led to an increase in digitization. With the strict social and physical distancing measures in place, new routines require accessing the internet for most online services which have led to the explosive growth of data. As a consequence, data mining technologies are used for the extraction of useful information from a huge compilation of such digital data. Thus, the desire to mine data from varied sources to discover behaviors and patterns among entities such as customers, diseases, and environmental conditions is on the rise which can be accomplished by association rule mining. However, such pattern discovery by association rule mining also discloses the personal information of an individual or organization. Thus, the challenge of association rule mining is privacy preservation wherein confidentiality of sensitive rules should be maintained while releasing the database of third parties. Privacy-preserving association rule mining is the process of modifying the original database to hide the sensitive rules for preserving privacy. Thus, the paper emphasizes multiple objectives like minimizing the side effects of hiding sensitive rules, i.e. reduce the number of ghost rules, lost rules, and hiding failure along with the increase in utility of the data.
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I. INTRODUCTION

With the technological revolution, a huge amount of data is being collected, and as a consequence, data mining technologies are used for the extraction of useful information from the huge compilation of digital data. However, this immense quantity of data, if publicly available, can be employed for growth and development as well as in several applications. In the field of data mining, an enormous amount of data is processed to acquire certain fruitful data. Major techniques of data mining are predictive and descriptive which can be further classified as classification, prediction, clustering, summarization, and association [1] as depicted in the below-given Fig. 1.

The Association functionality of data mining is gaining immense popularity as it determines the probability of the co-occurrence of items from raw data [2]. Then, association rules are formed based on relationships between these co-occurring items. These association rules are beneficial for analyzing and then foretelling the behavior of the customer. However, it has the shortcoming is that such raw data may sometimes reveal the private or sensitive information of an individual or organization. This will certainly discourage an individual to share their data. Privacy-preserving association rule mining offers the solution to limit this deficiency by hiding the sensitive rules [3]. As a result, privacy-preserving association rule mining has become an active research area.

Fig. 1. Techniques of data mining.

A. Motivation

Let us consider a scenario that exemplifies the necessity of applying association rule hiding algorithms to protect sensitive knowledge.

The distribution of data between more parties is valuable but occasionally it releases private information. There are two denim suppliers namely Nike and Woodland as shown in Fig. 2. Suppose the Nike supplier fetches the database and finds some sensitive rules with high confidence. They offer their products at reduced prices, provided that access to the mall’s database of customer purchases. By using an association rule mining tool, they started doing market basket analysis. Nike company now runs a coupon marketing campaign. The campaign cuts heavily into the sales of Woodland, which increases the prices, based on lower sales. Then because of that monopoly, Nike customers may increase and woodland brands cannot afford low prices because of the lack of customers. During the next negotiation with Nike, they are unwilling to offer a low price due to reduced competition. After monopolizing, Nike customers deny coupon schemes. So ultimately all-over swelling decreases and malls have to
suffer loss. In other words, the aforementioned scenario indicates that a mall should sanitize competitive information (and other important corporate secrets of course) before delivering access to the database.

B. Applications

Privacy-preserving association rule mining covers a wide range of applications [4], [5] such as marketing, health care, disease diagnoses, video surveillance, recommended system, catalog design, and store layout, retailing, banking, fraud detection, insurance, telecommunication, etc.

II. ASSOCIATION RULE MINING

The task of association rule mining is to find the frequently occurring items or patterns amongst the database and mine them for fetching associations or relationships amongst such items or patterns [6]. Given a set of transactions, association rules can be obtained which will predict the occurrence of an item based on the occurrences of other items in the transaction. The common approaches used for association rule mining are Apriori and FP-growth [6].

A. Apriori Algorithm

It is a significant algorithm for finding association rules based on frequent itemsets. Apriori uses a bottom-up approach and it is designed to operate on a database containing transactions as shown in Fig. 3 below.

![Apriori algorithm](image)

Fig. 3. Apriori algorithm.

B. FP-Growth Algorithm

The FP Growth algorithm was introduced in 2000 to discover frequent items without candidate generation. It uses a divide and conquer strategy to generate association rules. This process primarily works in the two-phase construction of frequent pattern trees and extraction of frequent items as shown in Fig. 4 below.

![FP-Growth algorithm](image)

Fig. 4. FP-Growth algorithm.

Thus, the main difference between apriori and FP growth are as given below:

- **A priori uses a breadth-first search whereas FP growth practices the divide and conquer method.**
- **A priori discovers frequent items with a large number of candidate generations while FP growth generates frequent items without candidate generation.**
- **A priori algorithm requires enough memory space as compared to FP growth.**
- **A priori method executes multiple scans for generating a candidate set however FP growth scans the dataset twice only.**

Both apriori and FP growth generate frequent items wherein association rules can be formed. In data mining, strong association rules are those that satisfy minimum support and minimum confidence threshold. Association rules are mostly measured based on two thresholds namely a) support and b) confidence.

a) **Support:** It denotes how frequently a set of items exist in the dataset [1]. It represents the popularity of an item set. Suppose there is $X$ item/itemset available in dataset $D$ [1], then,

\[
\text{Support of } X = \frac{\text{Number of transaction in which } X \text{ appears}}{\text{Total number of transaction in } D}
\]

b) **Confidence:** It denotes the hood of one item purchase when the second item is purchased [1]. Suppose there are antecedent $X$ and Consequent $Y$ in association rule [1], then,

\[
\text{Confidence of } X \rightarrow Y = \frac{\text{Support of } (X \cup Y)}{\text{Support of } X}
\]

III. PRIVACY-PRESERVING ASSOCIATION RULE MINING

Privacy-preserving association rule mining approaches.

![Privacy-preserving association rule mining approaches](image)
much concerned about their sensitive information which they don’t want to share. Hence, protecting private information is becoming extremely crucial, which can be achieved through privacy-preserving association rule mining [8]. The taxonomy of privacy-preserving association rule mining is as depicted in below given Fig. 5.

For sharing data in privacy-preserving, considering in broader aspect, following two different scenarios [9] exist specifically:

a) Centralized Scenario: Firstly, the data owner conceals the micro-data by applying various PPDM techniques before publishing it to the data miner which then performs different data mining tasks on such concealed data. In this scenario, data owners/data miners are independent of managing privacy issues.

b) Distributed Scenario: The data owners can also be the miners and get collective outcomes on the amalgamation of their records. This is a situation where privacy is ensured on the results of data mining.

In a Centralized scenario, further classification can be done as Border, Heuristic, Exact and Evolutionary [10]-[12] whereas distributed scenario includes secure multiparty computation and Cryptographic approaches [13] for privacy-preserving of an association rule. The concept and approach along with the advantages and disadvantages of all these different methods are described below-given Table I:

### TABLE I: COMPARISON OF DIFFERENT PRIVACY-PRESERVING ASSOCIATION RULE HIDING METHODS

| Method                       | Concept | Approach                          | Advantage                            | Disadvantage              |
|------------------------------|---------|-----------------------------------|--------------------------------------|---------------------------|
| Border                       | Border theory in which the upper border is frequent itemsets and lower border is the minimum of infrequent itemsets and the border is a union between them. | Reduce the support or confidence of rules | Maintains the quality of data | Border                    |
| Assistant channel            | Channel 2 | Channel 3                          | Linear or Integer programming        | ...                       | Channel 1                |
| Exact                        | A non-heuristic approach is based on constraint and hence one which satisfies the constraint is selected. | Data modification or partitioning    | Simple, Fast, and efficient | Undesirable side effects and does not provide the global optimal solution |
| Heuristic                    | Solving the problem by a practical method to produce solutions that may not be optimal but are sufficient considering the deadline. | Optimization algorithms              | Lower computational cost   | Provides optimal solution |
| Evolutionary                 | Based on aspects of natural evolution wherein it follows a randomized search procedure with a candidate set of random individual solutions called population. | Functions such as secure sum and secure set union | Safeguards the susceptible data | More complex              |
| Secure multiparty computation| Used for two or more parties for collectively performing computation by sharing the database | Encryption and decryption algorithms | Secures the mining of association rules over | Cryptography              |

A. Related Work

The contextualization of relevant papers [14]-[19] with their approach, performance parameters, advantages, and open issues are mentioned below in this Table II:

### TABLE II: RELATED WORK

| Paper Title & Year of Publication | Approach                                      | Parameters                                      | Advantages                                      | Open Issues                                      |
|-----------------------------------|-----------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| Privacy-preserving in association rule mining using an improved discrete binary artificial bee colony & year 2019 [14] | Improved Binary Artificial Bee Colony (IBABC) approach | Execution time and the side effects such as hiding failure and the data utility | More effective and provides the balance between exploration and exploitation. | Computational time can be improved. |
| A Grid-Based Swarm Intelligence Algorithm for Privacy-Preserving Data Mining & year 2019 [15] | Grid-based method particle swarm optimization (GMPSO) | Run time. Missing cost. Artificial cost. Hiding Failure. Database dissimilarity. Execution time and accuracy | Better effectiveness and efficiency as well as improves side effects other than this effect. | A minor side effect of database dissimilarity (Dis) can be improved. |
| The technique for Optimization of Association Rule Mining by Utilizing Genetic Algorithm & year 2019 [16] | Genetic Algorithm | Execution time and accuracy | Provides better accuracy. | Distributed scenarios and other evaluation parameters can be considered for implementation. |
| A multi-analysis on privacy preservation of association rules using hybridized approach & year 2019 [17] | Genetic Algorithm with Crow Search Algorithm (GA-CSA) | Hiding Failure. Information preservation rules and degree of modification | The sensitive data is restored efficiently. | The objective function comprises other parameters that can be deliberated. |
| Efficient Association Rules Hiding Using Genetic Algorithms & year 2018 [18] | Efficient association rules are hidden using a genetic algorithm (EARH-GA) | Execution time, utility, and accuracy. | Provides better accuracy and utility. | Consideration of hiding a set of rules in one optimization run instead of hiding one rule in every run can be further thought. |
| Association Rule Hiding using Cuckoo Optimization Algorithm & year 2016 [19] | Cuckoo optimization algorithm for the sensitive association rules hiding (COA-ARH). | Hiding failure. Lost rules, and ghost rules | Few side-effects and better performance as compared to other algorithms | Self-adaptive The mechanism can be added to the proposed approach for better performance. |
IV. PRELIMINARY INFORMATION AND PROBLEM STATEMENT ABOUT PROPOSED WORK

Let \( D \) be a set of transactions in a dataset, denoted as \( D=\{T_1, T_2, \ldots, T_n\} \). Each record \( T_r \) is defined as a set of data items, \( T_r=\{d_1, d_2, \ldots, d_m\} \), \( S \) be a set of a sensitive item or sensitive pattern, denoted as \( S=\{s_1, s_2, \ldots, s_m\} \) and \( D' \) be the sanitized dataset.

Considering the data, find the frequent itemsets and interesting or strong rules by utilizing association functionality and then preserve the privacy of that rules along with reducing the side effects such as a lost rule, ghost rule, and hiding failure caused during preserving the privacy of association rules.

**Lost rules:** Some non-sensitive rules are falsely hidden during the process, known as lost rules [20].

\[
\text{Lost rules} = \frac{\#\text{non-sensitive rules in } D - \#\text{Non-sensitive rules in } D'}{\#\text{non-sensitive rules in } D}
\]

where \( D \) is the original dataset, \( D' \) is sanitized dataset.

**Ghost rules:** Some artificial rules are generated during this process known as ghost rules. [20]

\[
\text{Ghost rules} = \frac{\#\text{patterns in } D' - \#\text{Common pattern in } D \& D'}{\#\text{pattern in } D}
\]

where \( D \) is the original dataset, \( D' \) is sanitized dataset.

**Hiding failure:** Some sensitive patterns remain as it is after the hiding process, we call this Hiding Failure [21].

\[
\text{Hiding failure} = \frac{\#\text{sensitive rules in } D}{\#\text{sensitive rules in } D'}
\]

where \( D \) is the original dataset, \( D' \) is sanitized dataset.

**Data Utility:** Data utility is used to measure the effectiveness of the data sanitization algorithm and it is associated with the lost rules [21] which can be calculated as

\[
\text{Data utility} = 1 - \text{(number of lost rules/ number of rules)}
\]

**Genetic parameters:** The significant genetic parameters [22] required for implementing the proposed algorithm PPARM-GA are as follows:

a) **Tournament selection:** In Tournament selection two chromosomes are selected randomly from the population and more fit of these two is selected for mating pool.

b) **Single point crossover:** The parent’s chromosome is split into two portions such as head and tail. Similarly, the head of one chromosome combines with the tail of another chromosome in the mating pool. Crossover is usually applied in a GA with a high probability – pc. Empirical studies have shown that better results are achieved by a crossover probability of between 0.65 and 0.85.

c) **Mutation operator:** It attempts to introduce some random alteration of the genes. The mutation is usually applied in a GA with a low probability – pm. We should account for how our solution run is performing.

That is if staked in local optima we should increase mutation or if it does not converge we should decrease mutation probability. Mutation probability ranges from 0.35 to 0.1.

d) **Replacement operator:** In this operator, some of the chromosomes of the initial population will replace with some of the chromosomes of offspring. In weak parent replacement, a weaker parent is replaced by a strong child

**A. Architectural View of Proposed Work**

The generic view of privacy-preserving association rule mining is as shown in the below-given Fig. 6:

![Fig. 6: The generic view of privacy-preserving association rule mining.](image)

Here, as shown in the above Fig. 6 the original dataset is given as input. Then, the FP-Growth algorithm will be applied to generate strong association rules. Amongst those rules, having a certain sensitivity threshold will be provided to the proposed evolutionary algorithm namely PPARM-GA until the terminating condition gets satisfied. Due to which sanitized dataset will come into existence and hence comparing it with the original dataset several lost and ghost rules are generated as a side effect of hiding sensitive association rules. Thus, the main aim is to minimize this side effect and maintain the utility of data at the same time.

**B. An Example**

Let’s illustrate an example of a sample dataset. Following the steps provided in the workflow of the genetic algorithm leads to the below sequence of steps.

**Step-1 Original dataset and sensitive pattern.**

\[ D = \{T1, T2, T3, T4\} \]

\[ T1 = \{1,2,3\} \]

\[ T2 = \{1,3\} \]

\[ T3 = \{1,4,5\} \]

\[ T4 = \{2,5\} \]

\[ \text{Sp} = \text{Sensitive pattern} = \{1,3\} \]

**Step – 2 Binary encoding to apply genetic algorithm**

|        |        |        |
|--------|--------|--------|
| 01001  | 01010  | 11100  |

**Step – 3 Let's count fitness value:** (Base on proposed fitness function)
Step – 4 Tournament selection process:

| Dataset | Fitness value | T-selection |
|---------|---------------|-------------|
| 11100   | 6.34          | 10100       |
| 10100   | 4.34          | 10010       |
| 10010   | 4.5           | 10010       |
| 01001   | 5.0           |             |

Step – 5 Single point crossover and mutation operator

| Population | Offspring | Mutation | Fitness |
|------------|-----------|----------|---------|
| 11100      | 10100     | 00100    | 5.5     |
| 10100      | 11010     | 11110    | 4.34    |
| 10010      | 11100     | 11000    | 3.34    |
| 01001      | 11010     | 11010    | 4.5     |

Step – 6 Replacement to improve the fitness of parents.

| Population | Offspring | Replacement |
|------------|-----------|-------------|
| 11100      | 00100     | 11100       |
| 10100      | 11110     | 00100       |
| 10010      | 11000     | 10010       |
| 01001      | 11010     | 01001       |

Step – 7 After replacement sanitized dataset is generated as shown below:

11100
00100
10010
01001

Step – 8 Decoding of sanitizing dataset

\[ D = \{T_1, T_2, T_3, T_4\} \]

\[ T_1 = \{1,2,3\} \]

\[ T_2 = \{3\} \]

\[ T_3 = \{1,4,5\} \]

\[ T_4 = \{2,5\} \]

C. PPARGM-GA: Proposed Algorithm

Here, Fitness Value has been proposed and it is defined as:

\[
\text{Fitness} = \frac{1}{\sum_{i=1}^{k} \text{Count}(Sp) \text{ in } Tr + \text{size}(Ti) + \sum_{i=1}^{n} d_i}
\]

V. PERFORMANCE ANALYSIS

The minimum specification required for its implementation is a processor of 1.80 GHz, RAM of 2 gigabytes, hard disk with 10 gigabytes, Windows 7 OS or higher with 64 bit, and MATLAB R2013B tool.

The dataset description [24]-[27] along with its source has been specified in the below-given Table III:

| Source | Dataset | No. of Instance | No. of attribute |
|--------|---------|-----------------|-----------------|
| UCI Repository | Voting-records | 101 | 15 |
| GitHub | Breast cancer record | 1000 | 50 |
| MathWorks | Karate | 34 | 34 |
| MathWorks | Transactional Data | 1000 | 50 |

The association rules were generated using Apriori and FP-growth algorithm considering the four different datasets and the time is taken by each of the datasets is depicted in the below-given Fig. 7. It can be concluded that FP-Growth takes less time for execution as compared to the Apriori algorithm.

Then, the number of association rules achieved considering the FP-growth algorithm and setting various support and confidence threshold for all the respective datasets are shown in the below-given Table IV.

Now, the proposed algorithm PPARGM-GA has been implemented and the side effects obtained such as several lost rules and ghost rules have been analyzed for all the four datasets in the below Fig. 8.
TABLE IV: ASSOCIATION RULES

| Dataset              | [D] | No. of Association Rules | Support | Confidence |
|----------------------|-----|--------------------------|---------|------------|
| Voting-records       | 101 | 1264                     | 0.2     | 0.6        |
|                      |     | 428                      | 0.3     | 0.7        |
|                      |     | 13                       | 0.35    | 0.8        |
|                      |     | 55                       | 0.2     | 0.6        |
| Breast cancer        | 10k | 24                       | 0.3     | 0.7        |
|                      |     | 0                        | 0.35    | 0.8        |
|                      |     | 29                       | 0.2     | 0.6        |
| Karate               | 3.5 | 4                        | 0.3     | 0.7        |
|                      |     | 0                        | 0.35    | 0.8        |
|                      |     | 83                       | 0.2     | 0.6        |
| Transactional bakery | 10k | 17                       | 0.3     | 0.7        |
|                      |     | 4                        | 0.35    | 0.8        |

Carried out. It can be concluded from the below Fig. 9 and Fig. 10 that fewer lost rules and ghost rules are produced by PPARM-GA as compared to anonymization.

The CPU time i.e execution time by four different datasets setting confidence threshold as 30%, 40%, 50%, and 60% by utilizing the PPARM-GA and anonymization algorithm is calculated. As shown below given Fig. 11-14, it can be seen that PPARM-GA takes a minor more time as compared to the anonymization algorithm.

![Fig. 8. Side effects as a number of lost and ghost rules using PPARM-GA.](image)

![Fig. 9. Generation of Lost rules for various datasets.](image)

![Fig. 10. Generation of Ghost rules for various datasets.](image)

Furthermore, a comparison of the existing method anonymization [23] and the proposed method PPARM-GA considering the side effects such as the generation of lost rule and ghost rule considering four different datasets has been carried out. It can be concluded from the below Fig. 9 and Fig. 10 that fewer lost rules and ghost rules are produced by PPARM-GA as compared to anonymization.

![Fig. 11. CPU time considering confidence threshold for the Voting-records dataset.](image)

![Fig. 12. CPU time considering confidence threshold for Breast cancer dataset.](image)

![Fig. 13. CPU time considering the confidence threshold for the Karate dataset.](image)

![Fig. 14. CPU time considering confidence threshold for the Transactional bakery dataset.](image)
Now, one of the important parameters that is hiding failure was calculated using PPARM-GA and anonymity algorithms considering the sensitive percentage of FI (frequent items) as depicted in the below-given Fig. 15. It can be concluded that PPARM-GA successfully hides all the sensitive items as compared to anonymization.

![Fig. 15. Hiding failure considering the sensitive percentage of FI.](image)

Finally, the utility of data by which the effectiveness of the sanitization algorithm namely PPARM-GA and anonymization considering all the datasets can be measured is calculated. It can be concluded that as shown in the below given Fig. 16 PPARM-GA is more effective as compared to the anonymization algorithm in terms of data utility.

![Fig. 16. Data utility considering the different datasets.](image)

VI. CONCLUSION AND FUTURE SCOPE

This paper presents a privacy-preserving algorithm based on the evolutionary concept specifically genetic algorithm GA called PPARM-GA (privacy-preserving association rule mining using a genetic algorithm) to protect sensitive association rules with multiple objectives like reducing the side effect and maintaining the data utility.

The association rules were generated considering the FP-growth algorithm since it requires less time for execution as compared to Apriori. Now, privacy-preserving association rule mining was carried out to hide the sensitive rules. While hiding the sensitive rules, sanitized dataset gets created which gives rise to various side effects. The side effects in terms of lost rule, ghost rule, and hiding failure are taken into deliberation. However, the PPARM-GA outperforms the existing anonymization algorithm by reducing all the considered side effects on different datasets.

Furthermore, data utility and CPU time factors were also well-thought-out for performance analysis. It can be concluded that PPARM-GA provides better data utility as compared with anonymization though it takes a minor more CPU time for its execution.

Thus, PPARM-GA is found to be more effective than the existing method of anonymization. The work can further be extended by considering the distributed scenario as future scope. Also, an effort to reduce the CPU time and other parameters such as missing cost and artificial cost, etc. can be addressed.
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