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Abstract: Voice activation systems are used to find a pre-defined word or phrase in the audio stream. Industry solutions, such as “OK, Google” for Android devices, are trained with millions of samples. In this work, we propose and investigate several ways to train a voice activation system when the in-domain data set is small. We compare self-training exemplar pre-training, fine-tuning a model pre-trained on another domain, joint training on both an out-of-domain high-resource and a target low-resource data set, and unsupervised pre-training. In our experiments, the unsupervised pre-training and the joint-training with a high-resource data set from another domain significantly outperform a strong baseline of fine-tuning a model trained on another data set. We obtain 7–25% relative improvement depending on the model architecture. Additionally, we improve the best test accuracy on the Lithuanian data set from 90.77% to 93.85%.
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1. Introduction

Many modern devices are equipped with voice control. Still, high-quality speech recognition requires many computational resources, which means that a voice-controlled device needs a network connection to remote servers to perform recognition. On the other hand, it is not practical to stream all the audio to the remote servers, both due to privacy and network usage reasons.

That is why some voice-controlled devices (e.g., Android-powered mobile phones) use voice activation before actual speech recognition. A voice activation system is a system that detects a pre-defined keyword or key phrase (e.g., “OK, Google”) in the audio stream. The problem of creating a high-quality voice activation system (or a keyword spotting system) with low resource consumption is heavily investigated by both research and industry [1]. Low resource consumption is dictated by the use of embedded devices. For example, Google researchers presented their work about a server-side automatic speech recognition model that uses 58 million trainable parameters [2], and a keyword spotter model that uses 300–350 thousand parameters [3]. The problem of general speech recognition is more complex than the problem of finding a pre-defined keyword, but still the voice activation system must be fast, robust to noise and speech perturbations and accurate with a very limited amount of computational resources. This makes the problem of building high-quality voice activation quite challenging.

Voice-activation systems find their applications in various areas. For example, it can be used to detect sensitive terms in telephone tapping and audio monitoring device recordings for easier crime analysis [4]. Another example is speeding up the command transmission for the aerospace field [5]. Voice activation is widely used for triggering voice control in personal voice assistants [6].

The majority of modern voice activation systems consist of the following parts (see Figure 1 for illustration):

- Acoustic feature extraction.
• Acoustic model.
• Decision-making model.

In the first part, the acoustic features are extracted from the source audio. Typically, it is done by segmenting the audio in short, possibly overlapping, frames, then computing the features in each frame. Many research studies have used log-mel filterbanks [7–11].

The acoustic model is used to compute the probability of some acoustic event, given the observed audio. There are several popular choices for acoustic events: phonemes [6,12,13] and words [14,15] are widely used. Usually, this module is the most resource demanding in the voice activation system.

Finally, the decision-making module is used to choose between several options: whether there is a keyword in the processed audio segment and if so, which one it is. This module can be quite complicated, especially in the case of phoneme-based spotters [16]. In the case of using the whole keywords as acoustic events, the decision-making module is usually just comparing the resulting probabilities with a threshold.

![Figure 1. The scheme of a typical voice activation system.](image)

Historically, voice activation systems were based on hidden Markov models [17] or pattern matching approaches, such as dynamic time wrapping [18]. However, since 1990, top-performing voice activation systems have been using (almost exclusively) neural networks as an acoustic model [16,19–22].

Neural networks are powerful approximators and widely used in many areas. One of the drawbacks of using neural networks is that in many cases, a large labeled data set is needed to train such a model. For example, the authors of [16] use hundreds of thousands of samples per keyword and the authors or [23] use millions.

However, in some cases, it is not practical or even hardly possible to collect a large data set. In the case of designing a voice activation system for custom, user-defined keywords, it might hurt the user experience if it is necessary to repeat the custom keyword
many times before real usage. Another example is quickly adapting the system to a new sensitive keyword in the aforementioned crime analysis application. Creating a voice activation system for low-resource languages, such as Lithuanian or Latvian, could be another example when the effective use of a small data set is needed, because it is difficult to find enough native speakers for creating a large audio database.

In this work, we investigate several known and new ways to improve the quality of a voice activation system on a low-resource labeled data set, comparing to the standard supervised way of acoustic model training. We use a small Lithuanian data set [24] in order to compare the investigated methods. In all our experiments, we use the same neural network architecture but introduce some changes to audio features (Section 3.4.1), use different kinds of pre-training (Sections 3.4.2 and 3.4.3) or modify the training procedure (Sections 3.4.4 and 3.4.5).

2. Related Works

This work concerns the problem of training a highly accurate voice activation system in a low-resource data set setup. This problem is tackled in several related works, most often connected to work with low-resourced languages.

One of the most productive ideas is to use a bigger out-of-domain data set in one way or another. For instance, the authors of [25] use an English corpus to improve the quality of keyword spotter for the under-resourced Luganda corpus. The authors use a neural network trained as an autoencoder in two scenarios:

• The neural network accepts audio features as input and is trained to output the same audio features.

• The neural network accepts audio features as input and is trained to output the audio features of another audio file, but with same keyword as that in the input file.

In both scenarios, the intermediate layers of neural network have fewer neurons than the number of audio features. This helps to build bottleneck features (the activation of neurons of intermediate levels), which hopefully contain useful information about the audio signal and less noise than the original audio features. In the second scenario, the additional property is achieved: the information about non-keyword traits (such as the gender of the speaker, the speed of pronunciation, and so on) is not necessary for the optimal model (because the model predicts the audio features of another pronunciation of the same keyword). The research studies show, experimentally, that the resulting features are better than popular mel-frequency cepstral coefficients. The neural networks are trained on relatively small data sets (still at least 10 times bigger than the setup in this work). The extracted features are used for the voice activation system, which is trained on the data sets with a size comparable to the size of the data set used in this work. The use of multilingual data is related to the methods of this research, but our setup is a bit simpler (we train the whole model on multiple data sets, not only the feature extractor, which means that the training procedure is the same for both pre-training and training, and only the data sets are different). Additionally, for some of our proposed methods, there is no need for a relatively big annotated data set in the target domain.

The authors of [26] present another example of the use of multilingual data for extracting the bottleneck features. The researchers train tandem acoustic modeling for phone recognition of several languages and use bottleneck features of this model as acoustic features for speech recognition as well as keyword spotting for a low-resource target language. This idea is extended in [27] for the pre-training of hybrid speech recognition systems. The authors of [28] propose to create phone mapping between languages (namely, English and Spanish in their experiments) in order to transfer a model pre-trained on a big data set for use on a smaller data set in another language. Comparing to these methods, the methods that are investigated in our work do not require phone transcription for a corpus used for pre-training and do not require the existence of phone mapping between languages.

An entirely different way to improve the quality of a keyword spotter in a low-resource setup is to generate synthetic data and use it in training. The authors of [29] use a model
pre-trained on 200 million 2-second audio clips in order to extract bottleneck features. This extractor is used to train a result keyword spotter on a small data set augmented with samples generated with speech synthesis. The authors show that synthetic data are enough to build a high-quality keyword spotter, if the pre-trained feature extractor is good enough. Unfortunately good speech synthesis might not be available for some languages. Another method is to pre-train the model in an unsupervised manner. In such a way, the pre-training data set can be unlabeled, which hopefully makes it easier to obtain. A very successful way of unsupervised pre-training for automatic speech recognition is proposed in [30]. The authors use a large unlabeled audio corpus to train a model that predicts audio features from the audio features of neighboring frames (similar to a language modeling task). The features extracted from this “language model” are experimentally very useful for speech recognition, even for very small data sets (1 h of labeled speech, compared to hundreds of hours of a typical speech recognition data set). Several researchers propose to use a similar method for voice activation problem with limited data sets [31,32]. We use the results of [31] as one of the baselines for our methods. Some disadvantage of this method might be a possibly heavy feature extractor for use in a low-resource consumption setup. Many methods have been proposed to apply deep learning in a low-resource data set setup for other problems, specifically for speech recognition and image classification. In our work, we try to adapt some of these methods for the voice activation problem. Unsupervised pre-training [33] is an example of a general framework, which can be applied when the in-domain labeled data set is small, but there is a possibility to get a bigger unlabeled data set. In an unsupervised pre-training scenario, the model is trained on a large corpus of data without target labels (possibly on some artificial problem) and then the model parameters are used to initialize training on the target data set. Such pre-training can be used in speech recognition [34]. A popular way of pre-training for image classification is proposed in [35]. The authors choose several seed images without labels, generate many other samples from the chosen images by using augmentations, and pre-train the classifier on this data set. The original seed image and the images generated from it form a classifier for a pre-training classification problem. The classifier trained on this task shows good results on the downstream problem. To the best of our knowledge, our work is the first attempt to adapt this pre-training method to a keyword-spotting task. Semisupervised learning and, specifically, self-training is another method to improve the quality of a resulting model [36,37] by using unlabeled data. The general framework of self-training is as follows:

1. Train a model on a small labeled data set.
2. Use the current model to label bigger unlabeled data set.
3. Form a new data set with newly labeled samples by applying the augmentations to the input features, but leaving the target labels as predicted on the uncorrupted samples.
4. Uprtrain the model from the previous step on both the original data set and the samples from the new data set.
5. Repeat steps 2–4 until the quality is no longer improved.

In this work, we try to apply the method proposed in [37] for speech recognition for a voice activation problem (see Section 3.4.4 for more details).

3. Experiments

In this section, we investigate some existing and some new methods for training a voice activation system in a low-resource data set setup. In Section 3.1, the used data sets are described. In Section 3.2, we describe the neural network architectures used. The training procedure and the description of the used hyperparameters are given in Section 3.3. Finally, Section 3.4 contains the description of all investigated methods and the resulting metrics. For the result discussion, see Section 4.
3.1. Data Sets

We used the following two data sets in our experiments:

- Lithuanian data set—a small data set for experiments in a low-resource setup [24].
- English data set—Google Speech Commands [38], used for multilingual experiments.

The Google Speech Commands data set [38] was released in August 2017 under a Creative Common license. The data set contains around 100,000 one-second-long utterances of 30 short words by thousands of different people, as well as background noise samples, such as pink noise, white noise, and human-made sounds. As in [38], in our classification task, we discriminate between 12 classes: 10 short words, an unknown word and a silence class.

The Lithuanian data set [24] was collected in a similar fashion [31]. This data set consists of one-second recordings of 28 people, each of them uttering 20 words on a mobile phone. Background noised were recorded on the same devices. The whole data set contains 781 samples. As in [31], in our classification task, we discriminate between 15 classes: 13 words, an unknown word and a silence class.

3.2. Neural Network Architectures

For all our experiments, we use two types of neural network architectures:

- Feedforward (ff) neural network with three fully-connected layers and ReLU activation.
- Residual convolutional neural networks with different number of layers (res8, res15, res26) and possibly reduced number of feature maps in convolutions (res8-narrow, res15-narrow, res26-narrow).

These models are chosen because they represent a fairly strong baseline for a voice activation system [15] and allow us to directly compare our results with [31] on the Lithuanian data set [24]. We encourage the reader to see works [15,31] for more detailed description of these architectures; here, we give a short summary.

ff models accept the audio features, have three fully connected layers with 128, 64 and $C$ neurons, respectively, where $C$ is a number of target classes. The first two layers have ReLU activation and the last one has softmax activation. The scheme of the ff neural network is illustrated in Figure 2.

![Figure 2](image)

**Figure 2.** The scheme of the feedforward neural network used in our experiments. The shape of the resulting tensor is specified after each block in square brackets. FC stands for the fully-connected layer. $T$ is the number of frames in a sample (98 in all our experiments). $B$ is the number of channels in the audio features (80 for log-mel filterbanks, 512 for wav2vec features). $C$ is the number of classes to discriminate.

Residual networks use residual connections to allow a stable gradient path in a neural network with a high number of layers. The basic building block of networks that we use in this work is a residual block. Its scheme is presented in Figure 3. Each residual block has two $3 \times 3$ convolutional layers with ReLU activation. Batch normalization is used for the activation of these layers. The output of such a residual block is equal to the sum of the block’s input and the batch normalized activation of the second convolutional layer.

![Figure 3](image)

**Figure 3.** The scheme of a residual block.
We use the same types of residual neural networks as in [15,31]. They consist of the following:

- Bias-free $3 \times 3$ convolutional layer.
- Optional average pooling layer (e.g., $4 \times 3$ layer in res8).
- Several residual blocks (see Figure 3).
- $3 \times 3$ convolutional layer.
- Batch normalization layer.
- Average pooling layer.
- Fully-connected layer of size $C$, where $C$ is the number of classes to discriminate.
- Softmax layer.

All the layers are zero-padded. For some variants, dilated convolutions are applied to increase the receptive field of the model. The scheme of the res8 model is presented in Figure 4.

![Figure 4](image)

**Figure 4.** The scheme of the res8 neural network used in our experiments. The shape of the resulting tensor is specified after each block in square brackets. FC stands for the fully-connected layer, AP stands for the average pooling layer, RB stands for residual block (Figure 3). $T$ is the number of frames in a sample (98 in all our experiments). $B$ is the number of channels in the audio features (80 for log-mel filterbanks, 512 for wav2vec features). $C$ is the number of classes to discriminate. $M$ is the number of feature maps (45 for res8).

We use the same notation and parameters as in [31]. The parameters used for residual neural network variants are specified in Table 1.

| Architecture Name | Residual Blocks | Feature Maps | Average Pooling | Dilation |
|-------------------|----------------|--------------|-----------------|---------|
| res8              | 3              | 45           | $(4 \times 3)$  | no      |
| res8-narrow       | 3              | 19           | $(4 \times 3)$  | no      |
| res15             | 6              | 45           | no              | yes     |
| res15-narrow      | 6              | 19           | no              | yes     |
| res26             | 12             | 45           | $(2 \times 2)$  | no      |
| res26-narrow      | 12             | 19           | $(2 \times 2)$  | no      |

For all our experiments (except for wav2vec, see Section 3.4.1) log-mel filterbanks with 25 ms frame width, 10 ms frame shift and 80 bins [31] are used.

### 3.3. Training Procedure

Our experiments for the English data set follow the same procedure as the TensorFlow reference for the Google Speech Commands data set [38]. The data set is split into training (80% of the total number of samples), validation (10%), and test (10%) sets. For the Lithuanian data set, we follow the procedure from [31]: 326 records for training, 75 for validation, 88 for testing (the rest of the samples are background noise samples). At the train stage, background noise is added to a training sample with a probability of $P_n$. We use a stochastic gradient descent for optimization with initial learning rate $L$, momentum $M$ and batch size $B$. At each $S$ step, the validation accuracy is computed. If the value is not improved, the best checkpoint is reloaded, and the learning rate is divided by $L'$. The training for each experiment is stopped after 6 learning rate drops. Finally, the test accuracy is computed. We run each experiment three times and report the average test accuracy. The distributions and values for a random hyperparameter search can be seen in Table 2 ($U$ is a uniform or discrete uniform distribution).
Table 2. Distributions for a random hyperparameter search.

| Value               | Distribution        |
|---------------------|---------------------|
| $P_t$               | 0.7                 |
| $-\log_{10} L$     | $U\{0, 3\}$        |
| $M$                 | 0.9                 |
| $\log_2 B$         | $U\{4, 7\}$        |
| $\log_2 S$         | $U\{3, 12\}$       |
| $L'$                | $U\{1.1, 10.0\}$    |

3.4. Methods

For each experiment, a random hyperparameter search is conducted (see Section 3.3 for more details) and the best models on the validation set is chosen. Note that we report only the test accuracy (averaged over three runs) for all the methods. For more discussion of the results, see Section 4.

3.4.1. Baseline

We use the results from [31] as the baseline results for our work. In that work, the authors trained models on the following acoustic features:

- Log-mel filterbanks (the same setup as in Section 3.3).
- Acoustic features extracted with wav2vec [30] encoder.

The wav2vec encoder is trained in an unsupervised manner on a huge unlabeled English data set. The authors of [31] showed that using such features helps to improve the accuracy of the voice activation system on a small data set, such as that which we use in our experiments. The resulting test accuracies for both feature pipelines and different neural network architectures are presented in Table 3.

Table 3. Test accuracy for log-mel filterbanks and wav2vec feature pipelines [31]. The best result for each architecture is highlighted.

| Architecture | Log-Mel Filterbanks | Wav2vec [31] |
|--------------|---------------------|--------------|
| ff           | 72.31%              | 78.46%       |
| res8-narrow  | 73.85%              | 84.62%       |
| res8         | 78.46%              | 90.77%       |
| res15-narrow | 83.08%              | 80.00%       |
| res15        | 89.23%              | 86.15%       |
| res26-narrow | 83.08%              | 72.31%       |
| res26        | 80.00%              | 83.08%       |

In the following sections, we propose and investigate several methods to achieve even better detection quality, using only a small Lithuanian data set [24] and, possibly, some other labeled and unlabeled out-of-domain data.

3.4.2. Fine-Tuning of Pre-Trained Model

Fine-tuning the model, which was pre-trained on a large data set, is a popular way to improve model performance in a specific domain or task [39,40]. This method is widely used in computer vision problems [41,42], but also can be used in voice-related problems, e.g., speech recognition [43].

The general framework is as follows:

- Train the classifier on a bigger dataset with a random weights initialization.
- Uptrain the classifier on the target data set.

The general idea is that the classifier can learn implicit features on a bigger data set, which can be useful for a target data set, even though the pre-training data set may be out
of the domain. Sometimes, some parameters must be changed before the uptraining, e.g., if the target and original data sets have a different number of classes. In that case, at least the final fully-connected layer in our models must be reinitialized.

We use the Google Speech Commands data set [38] for pre-training. The log-mel filterbanks are chosen as input features. The hyperparameter grid search is conducted for three model architectures and the best performing models are chosen for the fine-tuning. The training procedure is explained in Section 3.3. The test accuracy on the Google Speech Commands data set [38] is presented in Table 4 for the selected models.

Table 4. Test accuracy for models pre-trained on the Google Speech Commands data set [38].

| Architecture   | Accuracy |
|----------------|----------|
| res8           | 96.29%   |
| res15          | 95.45%   |
| res26-narrow   | 95.93%   |

After that, we train neural networks on the Lithuanian data set following the procedure from Section 3.3, but we initialize the weights using the pre-trained models except for the final linear layer, which is initialized randomly. We also do a hyperparameter grid search; the resulting metrics for the best models are presented in Table 5.

Table 5. The test accuracy after the fine-tuning on the target data set. The best result for each architecture is highlighted.

| Architecture      | Baseline Accuracy | Method Accuracy |
|-------------------|-------------------|-----------------|
| res8              | 78.46%            | 89.23%          |
| res15             | 89.23%            | 90.77%          |
| res26-narrow      | 83.08%            | 89.23%          |

3.4.3. Exemplar-Like Pre-Training

The kind of pre-training discussed in this subsection is based on the pre-training suggested in [35] for image classification. We propose to adapt this method for a voice activation problem. The authors of [35] proposed to learn (in unsupervised manner) features that are invariant to some predefined transformations in the following way:

- Select $n$ “interesting” (seed) samples.
- Generate $k−1$ samples from each of the samples using the augmentations (so we have a data set of $nk$ samples): the source sample and $k−1$ augmented samples form a surrogate class.
- Train a classifier to distinguish $n$ surrogate classes.

The resulting classifier can be fine-tuned to the downstream task. “Interesting” samples means that the chosen sample should contain information similar to the samples of the downstream task. For example, the authors of [35] chose patches of images with a considerable gradient so these patches contain objects or parts of objects.

Carefully chosen augmentations should ensure that the resulting classifier are invariant for some transformations. For example, in [35] scaling, translation and rotation are used so the classifier does not depend on the position of the classified object, just on the object itself.

We use two kinds of augmentations: the common for the Google Speech Commands data set [38] described in Section 3.3 and SpecAugment [44]. The latter consists of a combination of the following transformations (for the detailed explanation see [44]):

- Time wrapping.
- Frequency masking.
- Time masking.
The severity of the transformations are controlled via a set of hyperparameters. The values used in our experiments are presented in Table 6.

Table 6. Hyperparameter values for the used SpecAugment levels.

| Parameter/Level                        | Level 1 | Level 2 | Level 3 |
|----------------------------------------|---------|---------|---------|
| Maximal number of frames in frequency mask | 25      | 15      | 40      |
| Maximal number of frequencies in time mask | 25      | 15      | 40      |
| Number of frequency masks               | 1       | 2       | 1       |
| Number of time masks                    | 1       | 2       | 1       |

The level of SpecAugment transformations is a hyperparameter in all the grid searches in this subsection.

We conduct two sets of experiments using this kind of pre-training. First, we run our best baseline classifier (res8 trained on wav2vec features) on the 20 h of lectures in Lithuanian. More specifically, we apply our classifier to one-second patches of each audio file with 100 ms shift between the patches. After that, we select the top $K$ patches by the model score for each of the classes. We make sure that no two patches are closer than 10 s apart (so that we do not have too similar samples). Those patches are the seed samples for the first set of experiments. We try several values of $K$, so the numbers of seed samples are 100, 1000 and 2000. After that, we conduct a grid search for several architectures. The resulting metrics of the pre-training are presented in Table 7 (only models with testing accuracy equal or higher than 90% were left).

Table 7. Test accuracy of the pre-trained classifiers on surrogate samples.

| Architecture | Seed Samples | SpecAugment Level | Accuracy  |
|--------------|--------------|-------------------|-----------|
| res8         | 100          | 1                 | 96.00%    |
| res8         | 100          | 2                 | 100.00%   |
| res8         | 100          | 3                 | 99.00%    |
| res8         | 1000         | 3                 | 97.00%    |
| res15        | 2000         | 1                 | 92.40%    |
| res15        | 2000         | 3                 | 90.00%    |
| res8         | 2000         | 2                 | 97.10%    |

The weights of these models are used for initialization (except for the last linear layer) for fine-tuning on the target Lithuanian data set. The choice of model is one of the hyperparameters in the grid search. The results are presented in Table 8.

Table 8. Resulting test accuracy after the pre-training on the surrogate samples. The best result for each architecture is highlighted.

| Architecture | Baseline Accuracy | Method Accuracy |
|--------------|-------------------|-----------------|
| res8         | 78.46%            | 80.00%          |
| res15        | 89.23%            | 81.54%          |

The second set of experiments is the same as the first, except for the choice of the seed samples. There, we choose to use 200 audio files from the training set of the target data set as a source of samples for the surrogate classes. We hypothesize that pre-training on the samples from the target domain will improve the quality of the resulting classifier. The results of the pre-training are presented in Table 9. The pre-training metrics are quite poor, as we are not able to get even 10% accuracy for some choices of architecture and SpecAugment levels. Still, even the 1.28% that we obtain for res8 and the 1st level is better than a random guess (\(\frac{1}{2000} = 0.5\%\)). We think that the results are worse than in Table 7.
because the seed samples in this set of experiments are much closer to one another, some
because of the same speaker, some because of the same spoken word.

Table 9. Test accuracy of the classifiers pre-trained on the training set of the Lithuanian data set.

| Architecture     | SpecAugment Level | Accuracy  |
|------------------|-------------------|-----------|
| res15            | 1                 | 38.92%    |
| res15            | 2                 | 79.77%    |
| res15            | 3                 | 67.48%    |
| res26-narrow     | 1                 | 72.22%    |
| res26-narrow     | 2                 | 5.76%     |
| res26-narrow     | 3                 | 22.79%    |
| res8             | 1                 | 1.28%     |
| res8             | 2                 | 83.48%    |
| res8             | 3                 | 82.33%    |

As in the first set of experiments, we fine-tune the resulting models on the target data
set. The results are presented in Table 10.

Table 10. Resulting test accuracy after the pre-training on the training set of the Lithuanian data set. The best result for each architecture is highlighted.

| Architecture     | Baseline Accuracy | Method Accuracy |
|------------------|-------------------|-----------------|
| res8             | 78.46%            | 75.38%          |
| res15            | 89.23%            | 90.77%          |
| res26-narrow     | 83.08%            | 75.38%          |

3.4.4. Self-Training

Self-training is the method of semi-supervised training when the baseline (teacher)
model is used to label the available unlabeled data [36]. These labels are called pseudolabels.
The samples with pseudolabels are appended to the supervised data, and the target
(student) model is trained on the resulting data set. The expected profit comes from the
fact that the student model learns to obtain the same results on the augmented (corrupted)
samples as the teacher model on the original (not corrupted) samples. Self-training shows
good results for speech recognition [37].

We use the same set of lectures as in Section 3.4.3 for obtaining the unlabeled data.
We use baseline models to obtain the top 1000 samples for each class by the model score,
making sure that all samples are not closer than 10 s to one another. All the samples with
pseudolabels are added only to the training set. The validation set and test set remain
the same in order to make a fair comparison with the baseline models. The choice of the
baseline model for pseudolabels generation is a hyperparameter in a grid search in this
experiment. The results are presented in Table 11.

Table 11. Test accuracy after the training with the initial data set and added samples with pseudola-
labels. The best result for each architecture is highlighted.

| Architecture     | Baseline Accuracy | Method Accuracy |
|------------------|-------------------|-----------------|
| ff               | 72.31%            | 63.08%          |
| res8-narrow      | 73.85%            | 75.38%          |
| res8             | 78.46%            | 81.54%          |
| res15-narrow     | 83.08%            | 84.62%          |
| res15            | 89.23%            | 86.15%          |
| res26-narrow     | 83.08%            | 58.46%          |
| res26            | 80.00%            | 81.54%          |
3.4.5. Joint Training on Two Languages

A good classifier should be invariant to some transformations. It might be difficult to learn these patterns in low-resource settings. Using a bigger annotated data set could help with this problem.

We conduct a set of experiments on using the Google Speech Commands data set [38] in order to make a better classifier for the Lithuanian data set. First, we add all the samples from the bigger data set to the Lithuanian data set as unknown samples and train the classifier on the resulting data set. The results are presented in Table 12.

Table 12. Test accuracy after using the Google Speech Commands data set [38] as additional unknown samples. The best result for each architecture is highlighted.

| Architecture     | Baseline Accuracy | Method Accuracy |
|------------------|------------------|----------------|
| ff               | 72.31%           | 66.15%         |
| res8-narrow      | 73.85%           | 67.69%         |
| res8             | 78.46%           | 76.92%         |
| res15-narrow     | 83.08%           | 80.00%         |
| res15            | 89.23%           | 80.00%         |
| res26-narrow     | 83.08%           | 55.38%         |
| res26            | 80.00%           | 76.92%         |

Next, we train the classifiers with the task to distinguish both target words from the Google Speech Commands data set [38] and the Lithuanian data set. The results are in Tables 13 and 14.

Table 13. Test accuracy on both Lithuanian and English commands after using Google Speech Commands dataset [38] as additional target samples.

| Architecture     | Accuracy |
|------------------|----------|
| ff               | 93.01%   |
| res15            | 97.85%   |
| res15-narrow     | 97.67%   |
| res26            | 97.31%   |
| res26-narrow     | 94.98%   |
| res8             | 96.77%   |
| res8-narrow      | 96.06%   |

Table 14. Test accuracy on Lithuanian commands after using Google Speech Commands data set [38] as additional target samples. The best result for each architecture is highlighted.

| Architecture     | Baseline Accuracy | Method Accuracy |
|------------------|------------------|----------------|
| ff               | 72.31%           | 33.33%         |
| res8-narrow      | 73.85%           | 19.44%         |
| res8             | 78.46%           | 47.22%         |
| res15-narrow     | 83.08%           | 20.83%         |
| res15            | 89.23%           | 62.50%         |
| res26-narrow     | 83.08%           | 19.44%         |
| res26            | 80.00%           | 54.17%         |

Finally, we repeat the previous experiment but repeat every Lithuanian sample in the training set \( T \) times in order for the samples of different languages to make a comparable influence on the training process. \( T = 10 \) show the best results, which are presented in Table 15.
Table 15. Test accuracy after using Google Speech Commands data set [38] as additional target samples with repeating each Lithuanian sample 10 times. The best result for each architecture is highlighted.

| Architecture  | Baseline Accuracy | Method Accuracy |
|---------------|-------------------|-----------------|
| ff            | 72.31%            | 84.62%          |
| res8-narrow   | 73.85%            | 89.23%          |
| res8          | 78.46%            | 84.62%          |
| res15-narrow  | 83.08%            | 89.23%          |
| res15         | 89.23%            | 93.85%          |
| res26-narrow  | 83.08%            | 90.77%          |
| res26         | 80.00%            | 90.77%          |

4. Discussion

The results of all our experiments are summarized in Table 16. For each architecture and for each investigated method, we show the test accuracy of the best model (models are chosen by their performance on the validation set). As you can see, there are several ways to improve the baseline quality of voice activation in a low-resource setup.

Table 16. Test accuracy from the experiments of this work. The results that are better than the log-mel filterbanks baseline are highlighted.

| Method/Architecture | ff   | res8-narrow | res8   | res15-narrow | res15 | res26-narrow | res26   |
|---------------------|------|-------------|--------|--------------|-------|--------------|---------|
| Section 3.4.1       |      |             |        |              |       |              |         |
| Log-mel filterbanks | 72.31% | 73.85%      | 78.46% | 83.08%       | 89.23%| 83.08%       | 80.00%  |
| wav2vec [31]        | 78.46% | 84.62%      | 90.77% | 80.00%       | 86.15%| 72.31%       | 83.08%  |
| Section 3.4.2       |      |             |        |              |       |              |         |
| Fine-tuning         | N/A  | N/A         | 89.23% | N/A          | 90.77%| 89.23%       | N/A     |
| Section 3.4.3       |      |             |        |              |       |              |         |
| Exemplar on surrogate | N/A | N/A         | 80.00% | N/A          | 81.54%| N/A          | N/A     |
| Exemplar on trainset | N/A | N/A         | 75.38% | N/A          | 90.77%| 75.38%       | N/A     |
| Section 3.4.4       |      |             |        |              |       |              |         |
| Self-training       | 63.08% | 75.38%      | 81.54% | 84.62%       | 86.15%| 58.46%       | 81.54%  |
| Section 3.4.5       |      |             |        |              |       |              |         |
| GSC as unknown      | 66.15% | 67.69%      | 76.92% | 80.00%       | 80.00%| 55.38%       | 76.92%  |
| Added GSC           | 33.33% | 19.44%      | 47.22% | 20.83%       | 62.50%| 18.44%       | 54.17%  |
| Added GSC with scale | 84.62% | 89.23%      | 84.62% | 89.23%       | 93.85%| 90.77%       | 90.77%  |

The goal of our research is to find methods of improving the detection quality of a voice activation system in a low-resource data set setup, comparing to standard training on the data set in a supervised manner (log-mel filterbanks baseline from Section 3.4.1).

Using unsupervised pre-trained audio features is one such way, as was discussed in [31]. Fine-tuning a model, which was pre-trained on a similar data set but in another language improves the results as expected.

The exemplar-like pre-training [35] on surrogate audio patches produces comparable results to the baseline, but is unable to get a significant margin. We think that it is because our chosen augmentations do not cause invariance to the change of a speaker, which is crucial for voice activation. We also try to pre-train the model on the target training set itself, and obtain some improvement for some models, but a quality loss for others.

Self-training also helps, especially for the models with a lower capacity. Still, using wav2vec is almost always better. We think that it is because of not very useful data sets for pseudo-labels generation: there is no actual pronunciation for more than half of the target words in our lecture data set. It is not just an experiment drawback, but also a practical
limitation: it is difficult to find a good source data set for pseudo-labels if the target words are rare. In other cases, we think that the investigation of iterative pseudo-labeling [45] might be an interesting choice for future research.

Finally, we try to use the Google Speech Commands data set [38] in the training process itself, not only as a pre-training dataset. We hope that adding the data set as unknown samples will help the classifier to learn more patterns, but there is no success. Making English commands an additional target helps the resulting classifier, but the results on only Lithuanian commands are horrible. We find out that it is because the Lithuanian part of the data set is small, compared to the Google Speech Commands part, so it is favorable for the classifier to focus on the English part. After that, we scale up the Lithuanian part by simply repeating the samples several times. The resulting metrics are better than the log-mel filterbanks baseline in all models except res8.

The accuracy is not the best metric for assessing the detection quality of a voice activation system because it does not reflect the balance between the two different types of errors [1]:

- False alarms.
- False rejects.

Many researchers and practitioners use a false alarm rate (the rate of false detections over the samples without a keyword) and false reject rate (the rate of skipping the detection over the samples with a keyword). Still, the researchers that use the Google Speech Commands data set [38] (and collected with the same principles Lithuanian dataset [24]) use the test accuracy as a final metric (see, for example, [15,46,47]) because it is easier to compare in the case of many keywords, and because a relatively big and diverse speech data set is required in order to get a reasonable estimate for a false alarm rate.

Still, it is possible to compute the false alarm rate and the false reject rate, even for a multiclass models. The obvious method is to compute these metrics for each keyword, but for our experiments it is not very practical: each keyword has a handful of test samples. Additionally, comparing two models by 15 pairs of false alarm rates and false reject rates is not a trivial task. Because of that, we use the same method as proposed in scikit-learn tutorials [48]: we convert this multiclass problem to a binary classification. For a sample with a target label $i$ out of $n$ classes with predicted probabilities $p_1, \ldots, p_n$ we consider $n-1$ negative samples with predicted probabilities $p_1, \ldots, p_{i-1}, p_{i+1}, \ldots, p_n$ and one positive sample with a predicted probability $p_i$. After that, we can compute false alarm rate and false reject rate. The values of these metrics for different values of classifying thresholds are presented in Figure 5 for the best models for baseline methods and joint training (Section 3.4.5).

As you can see, the model with the highest quality (trained with joint training on both data sets) is almost everywhere better than all the competitors, which supports our findings. It is interesting to see that, though the wav2vec model is better than the log-mel filterbanks one in terms of accuracy, it is significantly worse in operating points, with a low false alarm rate. The equal error rate (EER, the minimal value that both false alarm rate and false reject rate can accept at the same time for a some value of threshold) also shows that the best log-mel filterbanks model (ERR = 5.68%) can be better than a wav2vec (ERR = 5.84%) for some scenarios. The best model from the proposed joint training method has an equal error rate 4.5%.
5. Conclusions

In this work, we investigated several ways to improve the voice activation system quality in a low-resource language setup. The experiments on the Lithuanian data set [31] showed that the use of unsupervised pre-trained audio features and joint training with a bigger annotated data set could beat a popular baseline of fine-tuning the model trained on a high-resource data set. For example, in our experiments, the proposed joint training on the Lithuanian [31] and Google Speech Commands data sets [38] showed a relative improvement from 7% (ff-model) to 25% (res26-narrow model) for the Lithuanian part of the test-set, compared to a simple fine-tuning. In addition, we improved the best test accuracy on the Lithuanian data set across all architectures to 93.85% from 90.77%, reported in [31].

In future works, the combinations of investigated methods could be researched. Additionally, better augmentations causing speaker invariance can be studied in order to improve the quality of exemplar-like pre-training.
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