NeuMesh: Learning Disentangled Neural Mesh-based Implicit Field for Geometry and Texture Editing
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Abstract. Very recently neural implicit rendering techniques have been rapidly evolved and shown great advantages in novel view synthesis and 3D scene reconstruction. However, existing neural rendering methods for editing purposes offer limited functionality, e.g., rigid transformation, or not applicable for fine-grained editing for general objects from daily lives. In this paper, we present a novel mesh-based representation by encoding the neural implicit field with disentangled geometry and texture codes on mesh vertices, which facilitates a set of editing functionalities, including mesh-guided geometry editing, designated texture editing with texture swapping, filling and painting operations. To this end, we develop several techniques including learnable sign indicators to magnify spatial distinguishability of mesh-based representation, distillation and fine-tuning mechanism to make a steady convergence, and the spatial-aware optimization strategy to realize precise texture editing. Extensive experiments and editing examples on both real and synthetic data demonstrate the superiority of our method on representation quality and editing ability. Code is available on the project webpage: https://zju3dv.github.io/neumesh/.
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1 Introduction

Neural implicit field has achieved great success in 3D reconstruction and free-viewpoint rendering, and becomes a promising solution to take the place of traditional 3D shape and texture representation, e.g., point cloud or textured mesh, due to its phenomenal rendering quality. However, for 3D modeling and CG creation, artists still prefer to use mesh-based workflow across daily works. For instance, in modern 3D CG software (e.g., Blender, Maya and 3ds Max), polygon mesh-based representations can be precisely controlled and edited, i.e., texturing with UV-map and changing shapes by altering vertices and faces, with
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We present a novel representation for volumetric neural rendering, which encodes the neural implicit field with disentangled geometry and texture features on a mesh scaffold. With the locally separated latent codes, our representation enables a series of editing functionalities, including mesh-guided geometry deformation, designatable texture swapping, filling and painting.

Despite great progress made to improve the flexibility of the neural implicit field, including handling dynamic scenes [30,31], becoming scene agnostic [52,41], fast rendering [39,24], and scalability improvement [47,56], the support of neural implicit field towards editing is still limited, e.g., on a very specific semantic category [5,20,13] or purely rigid transformation [65,60,10]. One plausible reason is that particular network encoding structures (e.g., coordinate-based MLP, voxels or scattered point cloud) are not compatible with fine-grained scene editing such as non-rigid geometry deforming and texture editing for a local region of interest, and thus cannot satisfy the broad demands of artistic creation.

In this paper, we propose a novel neural implicit representation, NeuMesh, to facilitate editing in both 3D modeling and texturing. Our representation bares the following properties to seamlessly integrate with existing common workflow for 3D editing: 1) The neural representation encodes scene with a series of vertex-bounded codes on a mesh scaffold and MLP-based decoders, instead of a pure MLP, point clouds or voxels, and can be deformed together with the mesh. During the volume rendering, the implicit field is decoded via interpolation of these codes. By doing so, any modification to the mesh geometry or local codes would precisely reflect the rendering output. 2) The geometry and appearance representations are disentangled, i.e., encoded in two separate latent codes, such that texture can be transferred across geometry by replacing the appearance code from one another. As shown in Fig. 1, our representation supports non-rigid object deformation with a handful approach (e.g., deforming with a mesh proxy), and provides various fashions of texture editing, including texture swapping of irregular mesh segments, texture filling at a specific area with pattern from a pre-captured object, and a user-friendly texture painting which reflects the philosophy of ‘what you get is what you see’.
However, learning and deploying such representation for rendering and editing is non-trivial. 1) Unlike voxel-based representation [17], naïve trilinear code interpolation is not sufficient to measure spatial variation since we dedicate to encoding the implicit field with a set of ‘single layer’ codes on mesh vertices, and the inner/outer queries along the direction perpendicular to the surface lacks spatial distinguishability (i.e., failing to determine positive or negative direction when crossing through a mesh face). A possible workaround is to complement the network input with signed distance to the mesh surface [18], which, however, is not always available, especially on non-watertight/ill-defined geometries. To tackle this challenge, we propose to maintain a set of learnable sign indicators for mesh vertices. Then, for each query point along the ray, we compute a signed distance from nearby vertices by weighting the projected distances on the indicators. In this way, our representation is completely agnostic to arbitrary mesh typologies (e.g., non-watertight or non-manifold meshes). During the training process, these sign indicators are continuously adjusted to best fit the optimization objective. 2) Although such vertex-bounded and geometry-texture disentangled representation merits good flexibility on editing purpose, it does not preserve spatial continuity as MLP-based methods [23,51,61] and thus easily suffers from unstable training. To mitigate this problem, we employ a distillation and fine-tuning training scheme, which leverages a pre-trained implicit field to guide the optimization of our representation. In this way, we transfer a baked MLP-based implicit model into NeuMesh, the first neural rendering model that naturally inherits editable capability from the flexible mesh-based workflow. 3) To fulfill the demand for flexible and user-friendly texture editing operations (e.g., propagating 2D image painting to the 3D field), a naive approach is fine-tuning with a single image. However, this might let the network overfit to a specific view and the rendered images from other views degrade (e.g., introducing noticeable artifacts as shown in Fig. 8 (b)). In order to solve this challenge, we propose a spatial-aware optimization strategy that is naturally derived from our representation, in which we select the affected texture codes with several probing rays from painted pixels to the mesh surface, and only fine-tuning these codes during the optimization. Therefore, we can precisely transfer the painting to the desired region while maintaining other parts unchanged.

The contributions of our paper can be summarized as follows. 1) We present a novel mesh-based neural implicit representation which aims to break the barrier between volumetric neural rendering and mesh-based 3D modeling and texturing workflow, and delivers a set of editing functionalities, including mesh-guided geometry editing, designated texture editing with texture swapping, filling and painting operations. To make the representation locally editable both on geometry and texture, we design to encode the implicit field into mesh vertices, where each vertex possesses disentangled geometry and texture features of its local space. 2) We analyze the technical challenges and develop several techniques to enhance the spatial distinguishability with learnable sign indicators, ensure a steady training with distillation and fine-tuning mechanism, and improve the texture editing precision with spatial-aware optimization strategy. 3) Extensive
experiments and impressive editing examples on both real and synthetic datasets demonstrate that our method achieves photo-realistic rendering quality, and is flexible and powerful at geometry and texture editing of the neural implicit field.

2 Related Works

Mesh-based representation and rendering. In computer vision and graphics, polygon mesh has been widely used in 3D scene modeling and rendering [11,1,19]. Traditional methods utilize multi-view geometry and numerical theories to reconstruct surface meshes of a captured scene [40,58,15,50]. Recently, more attention has been paid to neural network based scene reconstruction [25,45] and texture learning [48,7,55]. However, existing mesh-based rendering pipelines usually require UV-mapping to build correspondences between meshes vertices and texture maps, which limits the applicability from representing scenes with complex topology and delicate structure. Another line of methods uses MVS based mesh as a geometry proxy for image feature aggregation [37,38], but requires nearby source images to be warped back to the mesh surface and is not feasible for high-level editing operations. Instead of storing textures in a flat 2D map or warping-based view synthesis, our method directly encodes appearance information on 3D vertices, and is more flexible in representing complex objects whose UV-maps are difficult to be unwrapped.

Neural rendering. Given a set of image captures, neural rendering methods [4,62] aim to render photo-realistic images of novel views. NeRF [23] takes advantages of volume rendering to boost rendering quality, which inspires a lot of works, including surface reconstruction [28,51,61], human modeling [18,32], pose estimation [63], scene understanding [59] and relighting [44,66,2,67], etc. To further increase network capacity and reduce computation, many works propose to decompose scene into local representations, such as multiple tiny networks [35], point clouds [29] and voxels [17,39]. Although these works explicitly encode scenes in a 3D spatial structure, they are not designed to be easily manipulated as polygon meshes, thus not capable of high-level applications like geometry and texture editing.

Neural scene editing. Scene editing is a popular topic in computer vision and photography. Early methods mainly focus on editing a single static view by inserting [14], compositing [33], moving [16,42] objects or changing lighting [22] for an existing photograph. With the development of neural rendering, many works start to edit scenes with movable [65,60,10] and deformable [64] objects, changeable colors, shapes [57,20] and textures [55]. However, existing methods are either limited to object-level rigid transformation [65,60,10], not generalize to out-of-distribution categories [5,20,27,46,3,53], restricts its representation to simple shapes [55] or orthographic projection [36], or does not support fine-grained texture editing [20,62,66,44,26,64]. By contrast, we pick up triangle mesh as a scaffold to encode the scene, since the mesh can be edited conveniently and intuitively in mature industry software, and the region of interest on the mesh can be precisely selected by vertices. Built upon this, our method delivers the capability of non-rigid geometry editing and fine-grained texture editing.
Fig. 2. Overview. We encode neural implicit field on a mesh-based scaffold, where each vertex possesses a geometry and texture code $l^g, l^t$, and a sign indicator $n$ for computing projected distance $h$. For a query point $x$ along a casted camera ray, we retrieve interpolated codes and signed distances from the nearby mesh vertices, and forward to the geometry/radiance decoder to obtain SDF value $s$ and color $c$.

3 Method

We introduce NeuMesh, a novel scene representation that encodes neural implicit field at a mesh-based scaffold. As demonstrated in Fig. 2, instead of learning the entire scene as a whole in a coordinate-based network, we leverage 3D mesh structure by decomposing the scene into a set of local-vertex-bounded implicit fields (Sec. 3.1), where each vertex stores geometry and texture information of its neighboring local space. Motivated by previous works \cite{23,51,35}, we adopt the volume rendering technique to render pixels, and employ a distillation and fine-tuning training scheme to encode the neural implicit field into the mesh surface (Sec. 3.2). During the rendering stage, we retrieve interpolated codes and learnable signed distances (i.e., projected distances to the mesh vertices, which complements spatial distinguishability) from the mesh, and use two separated MLPs to decode geometry (i.e., SDF values) and radiance color. In this way, the scene representation is locally aligned to the mesh, and the geometry and color are encoded in two separated latent spaces, which naturally derives the approaches of mesh-guided geometry deforming and designatable texture editing (Sec. 3.3).

3.1 Neural Mesh-based Implicit Field

Mesh-based representation. As illustrated in Fig. 2, we use a mesh-based scaffold to model the neural implicit field. First, we reconstruct the target object using out-of-box NeuS \cite{51} and marching cubes \cite{21}, which yields a triangle mesh with about 50K~150K vertices. Then, for each vertex $v$ on the mesh, we store a set of learnable parameters, including a geometry code $l^g$, a texture code $l^t$ and a sign indicator $n$ ($n$ helps to identify relative position, and will be introduced later). In a typically volume rendering process that sample points $x$ along the ray, we first find $K$ nearest vertices $\{v_k | k = 1, 2, ..., K\}$ for each point $x$, and perform spatial interpolation to obtain the interpolated codes $\tilde{l}^g(x), \tilde{l}^t(x)$ and
signed distances $\tilde{h}(x)$. Specifically, we adopt inverse distance weighting based interpolation [34], as:

$$\tilde{l}(x) = \frac{\sum_{k=1}^{K} w_k l_k}{\sum_{k=1}^{K} w_k}, \quad w_k = \frac{1}{||v_k - x||}.$$  \hspace{1cm} (1)

Then, we forward all these variables to geometry decoder $F_G$ and radiance decoder $F_R$ to obtain the SDF value $s = F_G(\tilde{l}, \tilde{h})$ and color $c = F_R(\tilde{l}, \tilde{h}, d, \nabla_x s)$ at point $x$, where $d$ is the viewing direction, $\nabla_x s$ is the gradient of the SDF w.r.t query position. Different from the previous methods [62, 51, 61], we replace the global coordinate $x$ with locally retrieved codes $\tilde{l}_g, \tilde{l}_t$ and sign distances $\tilde{h}$, where $\tilde{h}$ complements spatial distinguishability without hurting the locality of the representation. Note that we also apply positional encoding $\gamma(\cdot)$ [23] to the interpolated codes, distance and direction before feeding them into the MLP, but we omit it in the equations for brevity. Following the formulation of NeuS [51] and quadrature rules [23], we render the pixel $\hat{C}(r)$ with points $\{x_i | i = 1, ..., N\}$ along the ray $r$ as:

$$\hat{C}(r) = \sum_{i=1}^{N} T_i \alpha_i c_i, \quad T_i = \prod_{j=1}^{i-1} (1 - \alpha_j), \quad \alpha_j = \max \left( \frac{\Phi_s(s_i) - \Phi_s(s_{i+1})}{\Phi_s(s_i)}, 0 \right),$$  \hspace{1cm} (2)

where $T$ is accumulated transmittance, $\Phi_s$ is the cumulative distribution of logistic distribution, and $\alpha$ is opacity derived from adjacent SDF.

**Learnable sign indicator for interpolated signed distance.** To complement the spatial distinguishability of the network query along the direction perpendicular to the surface (i.e., inside or outside the mesh), we introduce a learnable sign indicator $n_k$ for each vertex $v_k$ that aids at computing interpolated signed distances for spatial query points. Indeed, the sign indicator plays a similar role as vertex normal (i.e., initialized with vertex normal), but is continuously adjusted during the training process to best fit the target loss. The computation of interpolated signed distance $\tilde{h}(x)$ is defined as:

$$\tilde{h}(x) = \frac{\sum_{k=1}^{K} w_k h_k}{\sum_{k=1}^{K} w_k}, \quad h_k = p_k \cdot \omega^n n_k + \omega^p p_k, \quad p_k = x - v_k,$$  \hspace{1cm} (3)

where $w_k$ is inverse distance weighting as defined in Eq. (1), $\omega^n$ and $\omega^p$ controls the influence between sign indicator and point-to-vertex vector $p_k$, and we empirically set $\omega^n = 0.1, \omega^p = ||p_k||$. Intuitively, when the sample points are far from the surface, $\tilde{h}(x)$ is numerically close to the point-to-surface distance; otherwise, when the sample points are getting close to the surface, $\tilde{h}(x)$ would be gradually perturbed by learnable sign indicators.

### 3.2 Optimizing Mesh-based Implicit Field

**Distillation and fine-tuning.** We observe that training NeuMesh from scratch leads to artifacts and converges to sub-optimal results (see Fig. 8 and Tab. 3). Inspired by Reiser et al. [35], we apply a distillation and fine-tuning training
Fig. 3. Mesh-guided Geometry editing. By simply deforming the corresponding mesh, the change will synchronously take effect on the implicit field, and the rendered object will also be deformed accordingly.

scheme, \textit{i.e.}, we supervise NeuMesh simultaneously with the output from a coordinate-based teacher model (\textit{e.g.}, NeuS), and also the images. For a batched training rays $r \in R$, we defined the distillation loss $L_d$ and photometric fine-tuning loss $L_f$ as:

$$L_d = \sum_{r \in R} \sum_{i \in N} ||s_i - s^t_i|| + ||c_i - c^t_i||, \quad L_f = \sum_{r \in R} ||\hat{C}(r) - C(r)||^2_2 \quad (4)$$

where $s^t_i$ and $c^t_i$ are the SDF value and color from the teacher model, and $C(r)$ is the ground-truth pixel color from images. By leveraging distillation and fine-tuning, we smoothly transfer a pure MLP-based neural implicit model into a flexible and editable mesh-based representation, and the final model even produces better appearance details, as shown in our experiment (Sec. 4.2).

Regularization. As introduced in Sec. 3.1, we dynamically adjust a set of per-vertex sign indicators during the training process. To ensure a smooth convergence, we empirically apply a regularization to the sign indicator by slightly encouraging them being close to pre-computed vertex normal $n^t_k$, as: $L_{rs} = \sum_k ||n_k - n^t_k||^2_2$. Besides, as suggested by Gropp \textit{et al.} [8], we add an Eikonal loss to regularize the norm of the spatial gradients to 1, as: $L_{re} = \sum_k ||\nabla s_k|| - 1||^2_2$.

The final loss is then defined as:

$$L_{total} = \lambda_d L_d + \lambda_f L_f + \lambda_{rs} L_{rs} + \lambda_{re} L_{re}, \quad (5)$$

where we set $\lambda_d = 1.0$, $\lambda_f = 1.0$, $\lambda_{rs} = 0.01$ and $\lambda_{re} = 0.01$.

3.3 Mesh-guided Geometry Editing

In NeuMesh, since the neural implicit field has been tightly aligned to the mesh surface, any manipulation on mesh vertices would directly take effect on the field and the volume rendering results. Therefore, to perform geometry editing with a NeuMesh-based scene, users are only required to edit the corresponding mesh, which can be easily accomplished by interactively moving a few vertices with out-of-box mesh deforming methods (\textit{e.g.}, as-rigid-as-possible, or ARAP [43]), or 3D modeling software like Blender. We show an example of the geometry editing in Fig. 3, where we first deform the microphone by bending its head and lifting the wire on the corresponding mesh. Then, to maintain the local consistency of...
Designatable Texture editing. By exchanging texture codes (and decoders), our representation delivers various texture editing pipelines on neural implicit field.\footnote{Icon credit: Flaticon \[6\]}

signed distance (Sec 3.1), for each transformed vertex, we also compute a relative rotation of the surface normal and compensate the rotation according to its sign indicator (Sec. 3.1). Without any fine-tuning, the microphone’s implicit field has been deformed in the meantime, and we can easily render the deformed view (see Fig. 3). Please refer to the supplementary materials for more details.

3.4 Designatable texture editing

Until then, texture editing on the neural implicit model is still an open problem. Previous methods tend to replace the entire materials by swapping the appearance branch \([62,66,44]\), changing a uniformed color \([20]\), or learning an editable UV mapping for simple and plump shapes \([55]\). However, in real texturing of 3D modeling software, artists are used to working with a mesh-based workflow, which allows them to select a partial region of an object and modify it with arbitrary colors and material properties. We propose to mimic such pipelines by introducing a designatable texture editing, where the selection of mesh vertices can be used to precisely guide the texture editing on the region of interest. The core step of our texture editing is that we update the latent texture code \(l\) (‘material properties’) and the binding decoder \(F_R\) (‘rendering palette’) at the selected region. As shown in Fig. 4, we deliver three ways of texture editing:
1) **Texture swapping** by exchanging textures between two objects through 3D geometry (*e.g.*, swapping textures of two apples in Fig. 4). Users are first asked to mark out the source and target object on the mesh, which can be done by mature 3D model software, or point-based instance segmentation [54]. Then, given a putative point matches with interactive annotation [68], we perform non-rigid 3D alignment to the source and target object with Umeyama [49] and ARAP [43]. Finally, we transfer texture codes by assigning each target vertex with code interpolated from nearby source vertices.

2) **Texture filling** by filling a targeting object area with repeated textures from a pre-captured model (*e.g.*, assigning part of Buddha with two furry materials from a teddy bear as shown in Fig. 4). In real applications, artists might want to try out some materials from a daily captured scene or pre-built material library, or want to fill some areas (*e.g.*, floor and walls) with uniformed materials. Therefore, we build a compatible workflow for the standard texturing operation, where we first construct a UV map for the user-interest areas, and then repeatedly fill the mapped vertices (*e.g.*, chest and cloth of Buddha) with template textures from a pre-captured model (*e.g.*, gray and brown hairs from the teddy bear).

3) **Texture painting** from a single 2D view to the 3D field. Users paint an arbitrary pattern or put some text on a captured image, and we can transfer these paintings into the 3D neural implicit field and freely preview in rendered novel views (*e.g.*, painting ECCV logo on a skull in Fig. 4). Compared to NeuTex [55] that might be difficult to edit on the desired position due to distorted UV-mapping, our method delivers a more natural editing way, *i.e.*, what you draw and see is what you get. However, it is not trivial to precisely control the painting transferring with only one image, since the overfitting of a single image might lead to appearance drifting at unconstrained views, which inevitably introduces artifacts in rendered novel views. To tackle this issue, we propose a *spatial-aware optimization mechanism*. Specifically, we first shoot rays through the painted pixels to obtain the surface points and find the affected texture codes of nearby vertices around the points. During the fine-tuning stage, we optimize by minimizing photometric loss of rendered pixels and painted pixels, and only backward gradient of these codes while detaching the others. Besides, to improve the training efficiency and the painting consistency across views, we restrict training rays inside a slightly dilated paint mask, and also augment with random viewing directions at the input to the radiance decoder.

Please refer to the supplementary materials for more details.

4 Experiments

4.1 Datasets

We evaluate our method on the real captured DTU [12] dataset and NeRF 360° Synthetic dataset. For the DTU dataset, we follow the setting of IDR [62] by using 15 scenes with images of $1600 \times 1200$ resolution and foreground masks for experiments. To facilitate the metric evaluation for both rendering and mesh quality, we randomly select 10% images as test split and use the remaining images for training. For NeRF 360° Synthetic dataset, we follow the official split and
choose 4 representative scenes for evaluation, including thin structures (Mic), complex shapes (Lego) and rich textures (Chair and Hotdog).

### 4.2 Comparison of Rendering and Mesh Quality

We first compare the rendering and mesh reconstruction quality of our representation with the baseline method NeuS [51] and the SOTA texture-editable implicit neural rendering method NeuTex [55]. Following previous works [23,51,62], we use PSNR, SSIM and LPIPS to measure the rendering quality, and use Chamfer distance to measure the reconstructed mesh quality. Please note that for mesh quality comparison, we use a subset (training split) of images, while NeuS takes all images for training in their paper, so the result is slightly different. As demonstrated in Fig. 5 and Tab. 1, our method is comparable or even better than NeuS and NeuTex on rendering quality. To achieve texture editing, NeuTex attempts to encode all the textures in a single continuous UV space, which works for plump objects (e.g., plush toys or Buddah as shown in its paper) but struggles to reconstruct objects with complex shapes (e.g., scissors in DTU Scan 37 and gears in NeRF-Synthetic Lego as shown in Fig. 5). We consider that because
Fig. 6. We show examples of mesh-guided geometry editing in (a) and also compare with naïve field warping solution in (b).

| DTU Scan ID | Method | 24  | 37  | 40  | 55  | 63  | 65  | 69  | 83  | 97  | 105 | 106 | 110 | 114 | 118 | 122 | Avg. |
|-------------|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| NeuTex [55] | 2.078  | 5.038 | 3.477 | 1.059 | 3.744 | 2.078 | 3.201 | 2.163 | 5.108 | 1.828 | 1.901 | 4.319 | 1.177 | 3.100 | 1.921 | 2.815 |
| NeuS* [51] | 1.544  | 1.224 | 1.065 | 0.665 | 1.286 | 0.825 | 0.904 | 1.330 | 1.320 | 0.855 | 0.987 | 1.328 | 0.487 | 0.636 | 0.678 | 1.010 |
| Ours        | 1.112  | 1.262 | 0.988 | 0.674 | 1.224 | 0.835 | 0.878 | 1.232 | 1.304 | 0.741 | 0.963 | 1.239 | 0.558 | 0.645 | 0.739 | 0.960 |

Table 2. We compare mesh quality (Chamfer distance) with NeuS [51] on the DTU dataset. Note that we use training split of images instead of full images, so the result of NeuS [51] is different from the original paper.

NeuTex tries to memorize all textures in the single continuous UV-map by using a simplified Atlas-Net [9] (i.e., one atlas), which limits its representation of complex shapes. For NeuS, as it pursues better mesh reconstruction quality than novel view synthesis, the details of rendered images are slightly blurred and smoothed. By contrast, our representation not only delivers the capability of geometry and texture editing, but also shows clear appearance detail (see Fig. 5) and maintains mesh quality on par with NeuS (see Tab. 2).

4.3 Experiment on Geometry Editing

We now show the result of mesh-guided geometry editing in Fig. 6 (a), where we simply deform meshes with Blender, and the rendered objects are deformed simultaneously. Since an implicit field can be trivially deformed with non-rigid warping, we also compare our editing with a naïve field warping solution that is directly applied to NeuS, which bends the query points from the deformed space to the original space by computing interpolated warping with the offsets from 3 nearest vertices of the extracted mesh. As shown in Fig. 6 (b), the object boundary of the field warping results is much jaggier than ours, which proves the necessity of our mesh-based representation on this task.

4.4 Experiment on Texture Editing

To the best of our knowledge, prior to our work, only NeuTex [55] supports texture editing of the neural implicit field by painting on 2D UV texture. How-
Fig. 7. We show texture editing examples on the DTU dataset and the NeRF 360° Synthetic dataset.
Fig. 8. We show the rendering results with different settings in (a) and also show the effectiveness of spatial-aware optimization for texture painting in (b).

ever, due to the distorted UV mapping, we find NeuTex hard to perform all the editing operations like ours, so we only compare it on the texture painting task. **Texture swapping.** We present 2 examples of texture swapping in Fig. 7 (a), where the textures of the snowman’s body and the packaging of cans have been seamlessly swapped, and even the details (e.g., texts on the cans) have been clearly transferred into the target object, while the geometry is kept unchanged. This demonstrates that our representation successfully disentangles geometry and texture in two spaces, and the disentangled texture representation can be seamlessly integrated into new shapes.

**Texture filling.** We show 3 examples of texture filling in Fig. 7 (b), in which the targeting areas are repeatedly filled with template texture code and decoder from previously captured source models. It is worth noting that even though the source template only covers a small area of texture codes, we can still observe view-dependent effects (e.g., golden metal naturally exhibits specular reflections at different views).

**Texture painting.** In Fig. 7 (c), we exhibit 4 examples of texture painting, and also conduct similar editing with NeuTex [55] by painting on the unwrapped UV-map. For NeuTex, as the learned texture mapping is somehow irregular and distorted (e.g., the head of the teddy bear is separated in UV-map), we find it hard to paint at the desired location. In the second row (painting on bricks), we have to adjust the painting position back and forth to get a reasonable editing result. Besides, due to the mapping issue explained in Sec. 4.2, NeuTex cannot picture a clear result when editing on complex shapes (Lego in the second row). On the contrary, our method offers a user-friendly editing pipeline by directly painting on 2D images and then transferring the painting into the 3D implicit field.

4.5 Ablation Studies

**Learnable sign indicator.** We first inspect the effectiveness of the proposed learnable sign indicator in each vertex. Specifically, we set sign indicators as constant vertex normal without adjusting during the training process and evaluate
Table 3. We perform ablation studies on the model design and training strategy with DTU Scan 69 and NeRF 360° Synthetic Lego.
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