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Abstract

In this mostly expository paper, we present recent progress on infinite (weak) cluster categories that are related to triangulations of the disk, with and without a puncture. First we recall the notion of a cluster category. Then we move to the infinite setting and survey recent work on infinite cluster categories of types $A$ and $D$. We conclude with our contributions, two infinite families of infinite (weak) cluster categories of type $D$. We first present a discrete, infinite version of Schiffler’s combinatorial model of the punctured disk with marked points. We then produce each (weak) cluster category starting with representations of thread quivers, taking the derived category, and then taking the appropriate orbit category. We show that the combinatorics in the (weak) cluster categories match with the corresponding combinatorics of the punctured disk with countably-many marked points. We also state two conjectures concerning weak cluster structures inside our (weak) cluster categories.
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1 Introduction

Motivation. Cluster algebras are a family of commutative rings introduced by Fomin and Zelevinsky [14]. They were originally introduced to supply an algebraic framework for the study of Lusztig’s total positivity
[31, 30, 13]. Since then cluster algebras and their applications in other areas have been extensively studied. In particular, they naturally arise in the theory of reductive Lie groups, Poisson geometry, moduli spaces of Riemann surfaces, tilting theory, quantum physics, and scattering amplitudes; see e.g. the introduction of [11] and the references therein. One important family of cluster algebras are the homogeneous coordinate rings of Grassmannian varieties; see [15, 41]. In [16], Galashin and Lam extended Scott’s results [41] from Grassmannians to positroid varieties which are subvarieties of the Grassmannians; see also [33]. This furthermore connects to the Amplituhedron theory and computing the scattering amplitudes of planar \( N = 4 \) super Yang-Mills theory [1, 2, 17, 43, 29, 12, 32].

**Finite type cluster algebras.** A cluster algebra is a subring of the field of rational functions \( \mathbb{F} = \mathbb{Q}(u_1, \ldots, u_n) \), generated by a family of distinguished generators called cluster variables. These generators are inductively constructed via a so-called mutation process from an initial fixed family of indeterminates. A cluster algebra is finite if the number of cluster variables is finite. Cluster algebras of finite type are classified in terms of Dynkin diagrams; see [15]. In particular, the only Grassmannians \( \text{Gr}(k, n) \) with \( 2 \leq k \leq n/2 \), whose coordinate rings are finite type cluster algebras are \( \text{Gr}(2, n) \), \( \text{Gr}(3, 6) \), \( \text{Gr}(3, 7) \), and \( \text{Gr}(3, 8) \), where their associated cluster algebras correspond to the root systems of type \( \tilde{A}_n \), \( \tilde{D}_4 \), \( \tilde{E}_6 \), and \( \tilde{E}_8 \), respectively; see [15, 41]. For instance, the cluster algebra associated with a given orientation of the Dynkin diagram \( \tilde{A}_n \) can be represented by triangulations of the \((n+3)\)-gon; see [10]. In particular, the mutable cluster variables correspond to the diagonals of the \((n+3)\)-gon, and any mutation corresponds to flipping a diagonal in a triangulation such that the result is also a triangulation. In this combinatorial model, every diagonal \( \{i, j\} \) represents a Plücker coordinate \( p_{ij} \) in \( \text{Gr}(2, n) \) and flipping the diagonals \( \{i, j\} \) and \( \{k, \ell\} \) corresponds to the 3-term Plücker relation: \( p_{ij} p_{k\ell} = p_{ik} p_{j\ell} - p_{jk} p_{i\ell} \). Cluster algebras are also studied in the context of Gröbner degenerations of Grassmannians; see e.g. [19, 5, 6].

**Infinite type cluster algebras.** The study of infinite type cluster algebras is relatively underdeveloped, despite their applications in various areas. For example, it relates to the subdivisions of the Amplituhedron, which is a geometric object defined by Arkani-Hamed and Trnka [2] whose subdivisions have profound use cases in physics, especially in computing scattering amplitudes of particles. In particular, positroid cells [35] are good candidates for decomposing the Amplituhedron, where the cluster variables in \( \text{Gr}(k, n) \) describe the (facet) structures of such positroid cells; see [29].

**Cluster categories.** The finite type cluster algebras have a combinatorial counterpart, which encodes their algebraic properties. Cluster categories are introduced to develop the dictionary between the combinatorial features of these objects and the properties of the cluster algebras; see [7, 9]. For example, in [10], Caldero, Chapoton and Schiffler associated a cluster category to the Dynkin quivers of type \( \tilde{A}_n \). This has been further generalized by Holm and Jørgensen leading to the identification of a cluster category in [22] of type \( \tilde{A}_\infty \). Moreover, its cluster tilting subcategories are in correspondence with triangulations of the infinity-gon; see also [18]. Note that the Auslander-Reiten quiver can be defined for any abelian category, where the vertices represent the indecomposable objects of the category and arrows the irreducible morphisms among them. Since Holm and Jørgensen’s work, cluster categories for infinite (or continuous) quivers have been extensively studied, with the hope of identifying the analogous cluster categories for other infinite Dynkin diagrams; see e.g. [27, 26, 24, 4]. We continue this study for infinite type \( \tilde{D} \) cluster categories. We note that there is a discrete infinite cluster category of type \( \tilde{D} \) by Yang [44] and a continuous cluster category of type \( \tilde{D} \) by Igusa and Todorov [25]. See §3.2 for more details.

**Our contribution.** We construct a family of cluster categories of countable type \( \tilde{D} \) and a family of weak cluster categories of infinite type \( \tilde{D} \). In particular, our main results below shows that, algebraically, there is a good justification for extending the notion of punctured \( n \)-gon from [40] to the infinite setting.

Before stating our main results, we generalize the notion of punctured disk by introducing two families of combinatorial models \( \mathcal{P}_{n, \infty} \) and \( \mathcal{P}_{n, \overline{\infty}} \), where:

- \( \mathcal{P}_{n, \infty} \) denotes the punctured disk with infinite marked points on its boundary and \( n \) two-sided
accumulation points of the marked points; see Figure 8 on page 15 for \( P_{1,\infty} \) and \( P_{3,\infty} \). Note that the accumulation points are not marked in this case.

- \( P_{n,\infty} \) denotes the punctured disk with infinite marked points on its boundary and \( n \) two-sided accumulation points of the marked points, which are also marked in this case; see Figure 9 on page 15 for \( P_{1,\infty} \) and \( P_{3,\infty} \).

We also introduce quivers of type \( D_{n,\infty} \) and \( D_{n,\infty} \) (Definitions 4.11 and 4.16, respectively), which are defined using thread quivers (Definition 3.1).

The quiver \( D_{n,\infty} \) can be thought of as having \( i \) “accumulation points” indicated by the open circles below.

\[
\begin{array}{c}
\bullet \\
\downarrow \\
\bullet \\
\end{array}
\begin{array}{c}
\cdots \cdots \cdot \cdots \\
\cdots \cdots \cdot \cdots \\
\cdots \cdots \cdot \cdots \\
\end{array}
\begin{array}{c}
\bullet \\
\downarrow \\
\bullet \\
\end{array}
\]

For the quiver \( D_{n,\infty} \), we add the vertices corresponding to the accumulation points.

Theorem 1.1 (Theorem 4.14). There is a family of infinite type \( \mathbb{D} \) cluster categories \( \{ C(D_{n,\infty}) \mid n \in \mathbb{N}_{>0} \} \). Furthermore, for each \( C(D_{n,\infty}) \), the combinatorial data of clusters and mutation is encoded in \( P_{n,\infty} \).

The requirement that every element in a cluster be mutable will fail for those elements corresponding to a limiting arc in the triangulation. (See, for example, [34, 24].) Thus, for \( D_{n,\infty} \), we only obtain a weak cluster category that induces a cluster theory (Definitions 3.10 and 3.8, respectively).

Theorem 1.2 (Theorem 4.19). There is a family of infinite type \( \mathbb{D} \) weak cluster categories \( \{ C(D_{n,\infty}) \mid n \in \mathbb{N}_{>0} \} \) with cluster theories. Furthermore, for each \( C(D_{n,\infty}) \), the combinatorial data of clusters and mutation is encoded in \( P_{n,\infty} \).

Structure of the paper. The paper is structured as follows. In Section 2, we fix our notation and provide the necessary background from the theory of cluster algebras and cluster categories. We also briefly recall the notion of tilting modules and the relations with cluster algebras. In Section 3, we provide an overview of the existing cluster categories of infinite type in our scope. Section 4 contains our main results, in particular the proofs of Theorems 4.14 and 4.19.

Throughout the paper we assume that \( k \) is an algebraically closed field.

2 Cluster categories

In this section we review cluster categories and related results. We begin with cluster algebras and then move on to cluster categories (Sections 2.1 and 2.2, respectively). Afterwards we discuss tilting theory (Section 2.3).
2.1 Cluster algebras

Cluster algebras are a class of commutative rings introduced by Fomin and Zelevinsky [14] in the study of Lusztig’s total positivity [31, 30, 13]. To define a cluster algebra, consider the field of rational functions $\mathbb{F} = \mathbb{Q}(u_1, \ldots, u_n)$ together with a transcendence basis $x \subseteq \mathbb{F}$ over $\mathbb{Q}$. Let $B = (b_{xy})_{x,y \in x}$ be an integer matrix with rows and columns indexed by $x$ such that for all $x, y \in x$, $b_{xy} = 0$ if and only if $b_{yx} = 0$, $b_{xy} > 0$ if and only if $b_{yx} < 0$, and $b_{xx} = 0$. A pair $(x, B)$ is called a seed that must satisfy the exchange property. That is given a seed $(x, B)$ and $z \in x$, there is a unique choice of $z' \in \mathbb{F}$, hence a unique choice of another cluster $x'$, such that $x' = x \cup \{z'\} \setminus \{z\}$. The mutation of the matrix $B$ in direction $z$ is defined as the matrix $B' = (b'_{xy})_{x,y \in x}$ where $b'_{xy} = -b_{xy}$ if $x = z'$ or $y = z'$, and $b'_{xy} = b_{xy} + \frac{1}{2} (|b_{xz}|b_{zy} + b_{xz}|b_{zy}|)$, otherwise. The pair $(x', B')$ is called mutation of the seed $(x, B)$ in direction $z$. Let $S$ be the set of all the seeds obtained by iterated mutations of $(x, B)$ and let $X$ be the union of the transcendence bases appearing in the seeds in $S$. These bases are called clusters and the variables in $X$ are called cluster variables. The cluster algebra $A(x, B)$ is the subring of $\mathbb{F}$ generated by $X$. Up to algebra isomorphism, the cluster algebra does not depend on the choice of the transcendence basis $x$, hence we denote it by $A_B$.

When the matrix $B$ is skew-symmetric, we can construct a quiver associated with the seed $(x, B)$ with vertices corresponding to elements in $x$ and $b_{xy}$ arrows from $x$ to $y$ whenever $b_{xy} > 0$. A cluster algebra $A_B$ is said to be of finite type if $X$ is a finite set. In [15], it is shown that cluster algebras of finite type are precisely those for which there exist a seed whose corresponding quiver is of Dynkin type.

Dynkin diagrams. Dynkin diagrams are a collection of directed graphs used to classify root systems of simple Lie algebras corresponding to the Lie groups and $\kappa$-species with finitely-many isomorphism classes of indecomposable representations. Cluster algebras of finite type are specifically those whose cluster variables correspond to the root system of a Dynkin diagram. As an example, see the following two infinite families of Dynkin diagrams, which are also known as simply-laced Dynkin diagrams.

\[ A_n \quad \bullet \cdots \bullet \quad D_n \quad \bullet \quad \begin{array}{c} \bullet \cdots \bullet \end{array} \]

2.2 Cluster categories

In this section, we quickly recall some classical results on cluster categories, in particular path and mesh categories, and we refer to [8, 9, 7] for proofs and more details. Cluster categories, are introduced in [8] to provide a combinatorial model for cluster algebras. The results of this section may be stated for any finite-dimensional hereditary algebra over an algebraically closed field; see e.g. [8, 9]. However, we only state them for a path algebra, as that is sufficient for our purposes.

Let $\kappa Q$ be a finite-dimensional path algebra over a field $\kappa$ and denote by $D = D^b(\kappa Q)$ the bounded derived category of finitely-generated $\kappa Q$-modules with shift functor $[1]$. If $\kappa Q$ is of finite representation type, then the category $D$ depends only on the underlying undirected graph $\Delta$ of the quiver of $\kappa Q$ and $\Delta$ is a simply-laced quiver, i.e. there is at most one edge between any pair of vertices. In this case there is a combinatorial description that uses the theory of translation quivers, introduced in [36].

Stable translation quivers. A stable translation quiver is a pair $(\Gamma, \tau)$ with a quiver $\Gamma = (\Gamma_0, \Gamma_1)$ without loops, where $\Gamma_0$ is the set of vertices and $\Gamma_1$ is the set of arrows, and $\tau$ is a bijection on $\Gamma_0$ called translation such that for any $x, y \in \Gamma_0$, the number of arrows from $y$ to $x$ is equal to the number of arrows from $\tau x$ to $y$. Given a stable translation quiver $(\Gamma, \tau)$, there exists a bijection $\sigma : \Gamma_1 \to \Gamma_1$ such that every arrow $\sigma : y \to x \in \Gamma_1$ is mapped to the arrow $\sigma(\alpha) : \tau x \to y$. Such a bijection is called polarization, which is unique if $\Gamma$ has no multiple edges.
Path algebras. Path algebras are important families of algebras associated with quivers. The basis elements of the associated path algebra \( \mathbb{k}Q \) of a given finite quiver \( Q \) are corresponding to the paths in \( Q \). For example, the basis elements of the quivers \( D_4 \) and \( D_5 \) below are:

\[
\mathcal{B}(\mathcal{P}(D_4)) = \{e_1, e_2, e_3, e_4, \alpha, \beta, \gamma, \gamma \alpha, \gamma \beta\} \\
\mathcal{B}(\mathcal{P}(D_5)) = \{e_1, e_2, e_3, e_4, e_5, \alpha, \beta, \gamma, \sigma, \gamma \alpha, \sigma \gamma, \gamma \beta\}.
\]

Here \( e_i \) represents the trivial path on the vertex \( i \). Then the multiplication in \( \mathcal{P}(Q) \) is induced by the composition of paths. For example, \( \gamma \cdot \alpha = \gamma \alpha \), \( \beta \cdot \alpha = 0 \), \( \gamma \cdot e_4 = e_4 \) and \( e_3 \cdot \gamma = 0 \).

Auslander-Reiten (AR) quivers. For any finite-dimensional \( \mathbb{k} \)-algebra, for instance the path algebras of Dynkin quivers, we have an associated AR-quiver, whose vertices correspond to the isomorphism classes of the indecomposable modules, and the arrows represent the irreducible maps. For example, for the path algebra \( \mathbb{k}Q \) of the quiver \( D_5 \), we have the following AR-quiver. We denote by \( P_i, I_i \) and \( S_i \) for the projective, injective and simple representation corresponding to vertex \( i \), respectively. The modules are described via their composition series and each simple module \( S_i \) is written as \( i \). For instance, \( 32 \) is an indecomposable module \( M \) with a simple submodule \( S_3 \) and \( S_2 \) such that \( M / S_3 = S_2 \). The module \( 43^21 \) is 1-dimensional at 4 and 1, and it is 2-dimensional at 3.

Figure 1: The Auslander-Reiten quiver of the path algebra of type \( D_5 \).

Path categories. The path category of \( (\Gamma, \tau) \) is the category whose objects are given by the vertices in \( \Gamma_0 \) and, for any \( x, y \in \Gamma_0 \), the space of morphisms from \( x \) to \( y \) is the \( \mathbb{k} \)-vector space whose bases are the paths from \( x \) to \( y \). The mesh category \( M(\Gamma, \tau) \) is the quotient of the path category of \( (\Gamma, \tau) \) via the mesh ideal, that is, the ideal generated by the mesh relations:

\[
m_x = \sum_{\alpha : y \to x} \sigma(\alpha)\alpha.
\]

Given a quiver \( Q \), we can construct a stable translation quiver \( (\mathbb{Z}Q, \tau) \) as follows: \( (\mathbb{Z}Q)_0 = \mathbb{Z} \times Q_0 \) and the number of arrows in \( \mathbb{Z}Q \) from \( (i, x) \) to \( (j, y) \) equals the number of arrows in \( Q \) from \( x \) to \( y \) if \( i = j \), the number of arrows in \( Q \) from \( y \) to \( x \) if \( j = i + 1 \) and 0 otherwise. The translation \( \tau \) is defined by \( \tau((i, x)) = (i - 1, x) \). The corresponding mesh category is denoted by \( \mathbb{k}(\mathbb{Z}Q) \).

We recall the following two propositions from [8, 9]. However, we only state them for a path algebra, as that is sufficient for our purposes.
Proposition 2.1. Let $Q$ be a simply laced Dynkin quiver. Then the following hold:

(a) for any quiver $Q'$ of the same Dynkin type as $Q$, the derived categories $D^b\mathbb{k}Q$ and $D^b\mathbb{k}Q'$ are equivalent;

(b) the Auslander–Reiten quiver of $\mathcal{D} = D^b\mathbb{k}Q$ is $\mathbb{Z}Q$;

(c) the category $\text{ind} \mathcal{D}$ is equivalent to the mesh category $\mathbb{k}(\mathbb{Z}Q)$.

We are interested in the functor $F = \tau^{-1}[1]$, where $\tau$ is the AR-translation. It is possible to prove that the category $\mathcal{D}/F$ is well-defined, the objects are $F$-orbits of objects in $\mathcal{D}$ and the morphisms are given by

$$\text{Hom}_{\mathcal{D}/F}(\tilde{X},\tilde{Y}) = \bigsqcup_{i \in \mathbb{Z}} \text{Hom}_{\mathcal{D}}(F^iX,Y),$$

where $\tilde{X}, \tilde{Y}$ denote the objects in $\mathcal{D}/F$ corresponding to the objects $X,Y$ in $\mathcal{D}$.

Proposition 2.2. The category $\mathcal{D}/F$ satisfies the following properties:

(a) $\mathcal{D}/F$ is a triangulated Krull–Remak–Schmidt category;

(b) $\mathcal{D}/F$ has almost split triangles induced by those in $\mathcal{D}$ and the Auslander–Reiten quiver of $\mathcal{D}/F$ is $\Gamma(\mathcal{D})/\varphi(F)$, where $\varphi(F)$ is the graph automorphism induced by $F$.

Cluster category. Let $\mathbb{k}Q$ be a finite-dimensional path algebra, $\mathcal{D} = D^b(\mathbb{k}Q)$ the bounded derived category of finitely-generated $\mathbb{k}Q$-modules with shift functor $[1]$ and $F = \tau^{-1}[1]$. The category $\mathcal{C} = \mathcal{D}/F$ is called cluster category.

If $\mathbb{k}Q$ is of finite representation type, then $\mathcal{D}$ only depends on the underlying undirected graph of the quiver of $\mathbb{k}Q$. Hence, the same is true for the category $\mathcal{C}$ which leads to a combinatorial description of $\text{ind} \mathcal{C}$. More precisely, let $S = \text{ind}((\text{mod} \mathbb{k}Q) \vee (\mathbb{k}Q[1]))$ be the set of the indecomposable $\mathbb{k}Q$-modules, together with the objects $P[1]$, where $P$ is an indecomposable projective $\mathbb{k}Q$-module. Then $S$ is a fundamental domain for the action of $F$ on $\text{ind} \mathcal{D}$, containing exactly one representative from each $F$-orbit on $\text{ind} \mathcal{D}$.

2.3 Tilting theory in cluster categories

Cluster categories were introduced in [8] to give a new, more general setting for the theory of tilting modules. We will now briefly recall this theory and the relations with cluster algebras.

Let $\mathbb{k}Q$ be a finite-dimensional path algebra $\mathcal{D} = D^b(\mathbb{k}Q)$ and $F = \tau^{-1}[1]$ the functor defined as in Section 2.2. We are interested in studying Ext-configurations, which were introduce in [8] as analogues of Hom-configurations.

Definition 2.3. A subset $\mathcal{T}$ of non-isomorphic indecomposable objects in $\mathcal{D}$ or $\mathcal{C}$ is an Ext-configuration if:

(i) $\text{Ext}^1(X,Y) = 0$ for all $X$ and $Y$ in $\mathcal{T}$;

(ii) for any indecomposable $Z \notin \mathcal{T}$ there is some $X \in \mathcal{T}$, such that $\text{Ext}^1(X,Z) = 0$.

The connection between Ext-configurations in $\mathcal{D}$ and in $\mathcal{C}$ is given as follows.

Proposition 2.4. Let $\mathcal{T}$ be an Ext-configuration in $\mathcal{D}$. Then $\tilde{\mathcal{T}} = \{\tilde{X} \mid X \in \mathcal{T}\}$ is an Ext-configuration in $\mathcal{C} = \mathcal{D}/F$.

We are interested in studying Ext-configurations because they are closely related to the tilting theory of path algebras.
Definition 2.5. Let \( \mathbb{k}Q \) be a path algebra. A \( \mathbb{k}Q \)-module \( T \) is called rigid if \( \text{Ext}(T,T) = 0 \). Additionally, \( T \) is said to be a tilting module if one of the following equivalent conditions is satisfied:

(i) \( T \) is rigid, and there is an exact sequence \( 0 \to H \to T_0 \to T_1 \to 0 \) with \( T_0, T_1 \) in \( \text{add} T \);

(ii) \( T \) is rigid and has \( n \) non-isomorphic indecomposable direct summands, where \( n \) is the number of non-isomorphic simple modules;

(iii) \( T \) is rigid and has a maximum number of non-isomorphic indecomposable direct summands.

A tilting module is said to be basic if all of its direct summands are non-isomorphic. A tilting set is a set of non-isomorphic indecomposable objects \( T \) in \( D \) or \( C \) such that it is a rigid set, that is \( \text{Ext}^1(T,T') = 0 \) for every \( T, T' \in T \), and it is maximal with this property. Finally, an object \( T \) in \( C \) is a tilting object if \( \text{Ext}^1_C(T,T) = 0 \) and \( T \) has a maximal number of non-isomorphic direct summands.

In the cluster category \( C \), the following relation between Ext-configurations and tilting sets holds. Note that in general this is not true in the category \( D \).

Proposition 2.6. Let \( \mathcal{T} \) be a set of non-isomorphic objects in \( \text{ind} C \). Then \( \mathcal{T} \) is a tilting set if and only if it is an Ext-configuration.

Moreover, there is a clear relation between tilting sets, and hence Ext-configurations, in \( C \) and basic tilting modules over some hereditary algebra equivalent to \( H \).

Theorem 2.7. Let \( Q \) be a quiver whose path algebra \( \mathbb{k}Q \) has \( n \) simple representations. Let \( T \) be a basic tilting object in \( C = D^b(\mathbb{k}Q)/F \). Then:

(a) \( T \) is induced by a basic tilting module over a hereditary algebra \( H' \), derived equivalent to \( \mathbb{k}Q \);

(b) \( T \) has \( n \) indecomposable direct summands.

Moreover, any basic tilting module over a hereditary algebra \( H \) induces a basic tilting object for \( C = D^b(\mathbb{k}Q)/F \).

If \( \mathbb{k}Q \) is the path algebra of a simply laced quiver \( Q \) of Dynkin type, with underlying graph \( \Delta \), and \( \mathbb{k} \) is an algebraically closed field, we want to describe the relation between the cluster algebra \( \mathcal{A} = \mathcal{A}(\Delta) \) and the cluster category \( C = D^b(\mathbb{k}Q)/F \). In particular, there is a bijective correspondence between the clusters and the basic tilting objects in \( C \). This is a consequence of the more general result conjectured in \([8]\) and proved in \([9]\), stating that if \( H \) is a finite-dimensional hereditary algebra over an algebraically closed field \( \mathbb{k} \), then there is a bijection between the set of cluster variables of the cluster algebra \( \mathcal{A} \) and the set of indecomposable rigid objects in \( C \).

Theorem 2.8. Let \( Q \) be a quiver with the finite-dimensional path algebra \( \mathbb{k}Q \) and associated cluster category \( C \) and cluster algebra \( \mathcal{A} \). Then there is a bijection between the set of isomorphism classes of indecomposable rigid objects in \( C \) and the set of cluster variables in \( \mathcal{A} \). This induces bijections between clusters and tilting objects.

Given the existence of such a bijection, we can study the existence of a mutation of tilting modules by studying the corresponding operation in the cluster setting, which is the cluster mutation. We can formalize this by recalling some definitions from \([8]\).

Definition 2.9. Let \( Q \) be a quiver with the finite-dimensional path algebra \( \mathbb{k}Q \). A \( \mathbb{k}Q \)-module \( \bar{T} \) is said to be an almost complete basic tilting module if it is basic, rigid, and has \( n - 1 \) indecomposable direct summands. Then there exists an indecomposable module \( M \) such that \( \bar{T} \uplus M \) is a basic tilting module and \( M \) is called complement to \( \bar{T} \).
We note that $\overline{T}$ can be completed to a basic tilting module in at most two different ways \[37, 42\]. Moreover it can be done in exactly two ways if and only if $\overline{T}$ is sincere \[21\], that is each simple module appears as a composition factor of $\overline{T}$. We can extend this notion to the cluster category $C$ as follows.

**Definition 2.10.** Let $Q$ be a quiver with the finite-dimensional path algebra $kQ$ and associated cluster category $C$. A basic rigid object $\overline{T}$ in $C$ is an almost complete basic tilting object if there is an indecomposable object $M$ in $C$ such that $\overline{T} \amalg M$ is a basic tilting object.

These objects in the cluster category $C$ observe a more regular behaviour, as they satisfy the following result.

**Theorem 2.11.** Let $Q$ be a quiver with the finite-dimensional path algebra $kQ$ and associated cluster category $C$. Let $\overline{T}$ an almost complete basic tilting object in $C$. Then $\overline{T}$ can be completed to a basic tilting object in $C$ in exactly two different ways.

It is interesting to study how the two complements of an almost complete basic tilting object are related in the cluster category $C$. We say that two non-isomorphic indecomposable objects in $C$ form an exchange pair if they are the complements of the same almost complete basic tilting object.

Let $\overline{T}$ be an almost complete basic tilting object in $C$ and let $M$ be a complement. It is possible to prove that $\operatorname{End}_C(M)$ is a division ring. Then we can consider the factor ring

$$D_M = \operatorname{End}_C(M) / \operatorname{rad}_C(M,M).$$

The following description of exchange pairs hold.

**Theorem 2.12.** Let $Q$ be a quiver with the finite-dimensional path algebra $kQ$ and associated cluster category $C$. Two indecomposable objects $M$ and $M^*$ in $C$ form an exchange pair if and only if

$$\dim_{D_M} \operatorname{Ext}^1_C(M, M^*) = 1 = \dim_{D_M} \operatorname{Ext}^1_C(M^*, M).$$

**Definition 2.13.** Let $Q$ be a quiver with the finite-dimensional path algebra $kQ$ and associated cluster category $C$ and cluster algebra $\mathcal{A}$. Let $\overline{T}$ be an almost complete basic tilting module and let $M, M^*$ be the complements. The act of replacing $M$ in $\overline{T} \amalg M$ with $M^*$ to obtain $\overline{T} \amalg M^*$ is called mutation.

For types $A_n$ and $D_n$, mutation of of basic tilting objects can be modeled using triangulations of the $(n+3)$-gon or triangulations of the punctured $n$-gon, respectively \[10, 40\]. See Figures 2 and 3 for an example of this mutation in the case of $A_5$ and $D_5$, respectively.

## 3 Infinite representations and infinite cluster categories

In this section, we move from the finite setting to the infinite. We start by looking at representations of thread quivers (Section 3.1). Then we discuss infinite cluster categories (Section 3.2). We conclude with the further abstractions of weak cluster structures and cluster theories (Sections 3.3 and 3.4, respectively).

### 3.1 Pointwise finite-dimensional representations of thread quivers

We recall the notion of thread quivers from \[4\]. They are introduced as an (infinite) generalization of quivers. One of their significant properties is that every $k$-linear hereditary category with Serre duality and enough projectives is equivalent to the category of finitely presented representations of a thread quiver.

**Definition 3.1.** A thread quiver consists of the following data:
Figure 2: Mutation of a triangulation on the octagon. The black diagonals correspond to indecomposable summands of an almost complete basic tilting object $\tilde{T}$. The purple and red diagonals correspond to complements $M$ and $M^*$, respectively. We replace the purple edge with the red edge, mutating the triangulation, which corresponds to replacing $M$ with $M^*$. Every mutation of triangulations of the octagon models a cluster mutation for the cluster algebra and cluster category of type $A_5$.

Figure 3: Mutation of a triangulation on the punctured pentagon. The black diagonals correspond to indecomposable summands of an almost complete basic tilting object $\tilde{T}$. The purple and red diagonals correspond to complements $M$ and $M^*$, respectively. We replace the purple edge with the red edge, mutating the triangulation, which corresponds to replacing $M$ with $M^*$. Every mutation of triangulations on the punctured pentagon models a mutation for the cluster algebra and cluster category of type $D_5$.

- A quiver $Q = (Q_0, Q_1)$ where $Q_0$ is the set of vertices and $Q_1$ is the set of arrows.
- A decomposition $Q_1 = Q_s \uplus Q_t$, where arrows in $Q_s$ are called standard arrows, and arrows in $Q_t$ are called thread arrows.
- An associated linearly ordered set $P_t$ (possibly empty) for every thread arrow $t$.

To every thread arrow $t : x \xrightarrow{P_{t}} y$ in $Q$ we associate a linearly ordered poset with a minimal and a maximal element. Usually, we take a locally discrete set. This means that every vertex has a predecessor (except the minimum) and successor (except the maximum). More precisely, either we use $L_t = \mathbb{N} \cdot (J_t \times \mathbb{Z}) \cdot -\mathbb{N}$, where $J_t \times \mathbb{Z}$ is the poset $J_t \times \mathbb{Z}$ with the lexicographical ordering, or some finite set. We will use $L_t$ later. Moreover, the $L_t$ is considered as a category, and $\mathbb{k}L_t$ is the associated $\mathbb{k}$-linear additive category.

If a subset of a thread arrow has no maximum (or minimum) element, we call the supremum (or infimum) an accumulation point, even if it is not in the linearly ordered poset.

Any quiver $Q$ is a trivial example of a thread quiver where the set $Q_t$ is empty. We study a family of examples in Section 4.2.
Let $Q$ be a thread quiver. By $\text{Rep}_{k}(Q)$ we denote the category of functors $Q \to k$-vec. By $\text{Rep}_{k}^{\text{pwf}}(Q)$ we denote the full subcategory of $\text{Rep}_{k}(Q)$ that factors through $k$-vec (finite-dimensional $k$-vector spaces). By $\text{rep}_{k}(Q)$ we denote the full subcategory of $\text{Rep}_{k}^{\text{pwf}}(Q)$ whose objects are finitely generated by projective objects. Finally, by $\text{rep}_{k}^{fp}(Q)$ we denote the full subcategory of $\text{rep}_{k}(Q)$ whose objects are finitely presented. This means each object in $\text{rep}_{k}^{fp}(Q)$ has a projective cover that is a finite direct sum of representable projectives whose kernel is the direct sum of finitely many representable projectives. Each of these subcategories is also a wide subcategory of the category in which it is defined.

Proposition 3.2. Let $Q$ be a thread quiver where $Q_1$ is finite. Then

$$\text{rep}_{k}^{fp}(Q) \subseteq \text{rep}_{k}(Q) \subseteq \text{Rep}_{k}^{\text{pwf}}(Q) \subseteq \text{Rep}_{k}(Q),$$

where "$\mathcal{A} \subseteq \mathcal{B}$" means "$\mathcal{A}$ is a proper subcategory of $\mathcal{B}$." The inclusion $\text{rep}_{k}^{fp}(Q) \subseteq \text{rep}_{k}(Q)$ is strict if and only if $Q$ has a thread arrow with an accumulation point.

Proof. We see that $\text{Rep}_{k}^{\text{pwf}}(Q) \subseteq \text{Rep}_{k}(Q)$ by noting that the object $\bigoplus_{i \in \mathbb{Z}} M_i$ for any other object $M_i$, is in $\text{Rep}_{k}(Q)$ but is not in $\text{Rep}_{k}^{\text{pwf}}(Q)$. Next we see that the direct sum of all simple representations $\bigoplus_{j \in Q} S_j$ is in $\text{Rep}_{k}^{\text{pwf}}(Q)$ but is not in $\text{rep}_{k}(Q)$.

Suppose $Q$ has an accumulation point and let $j$ be an accumulation point in $Q$. Then there is a projective $P_j$, but it is not representable. Thus, the object $P_j$ is in $\text{rep}_{k}(Q)$ but it is not in $\text{rep}_{k}^{fp}(Q)$.

If $Q$ has no accumulation points, then all projective objects are representable because $Q$ is equivalent to a finite quiver.

Remark 3.3. There is another wide subcategory between $\text{rep}_{k}(Q)$ and $\text{Rep}_{k}^{\text{pwf}}(Q)$ called the bounded subcategory, denoted by $\text{Rep}_{k}^{\mathcal{B}}(Q)$. This is a different notion of "bounded" from the bounded derived category, hence the capital 'B' instead of lowercase 'b.' For each object $M$ in $\text{Rep}_{k}^{\mathcal{B}}(Q)$ there exists an $n \in \mathbb{N}$ such that $\dim_k M(j) < n$ for all $j \in Q$. If we index the vertices of $Q$ (including those in the thread arrows) by $\mathbb{N}$, then the object $\bigoplus_{j \in \mathbb{N}, n} (\bigoplus_{k=1}^{f} S_j)$ is in $\text{Rep}_{k}^{\text{pwf}}(Q)$ but it is not in $\text{Rep}_{k}^{\mathcal{B}}(Q)$. While we do not use $\text{Rep}_{k}^{\mathcal{B}}(Q)$ in this paper, the category is interesting in its own right.

3.2 Infinite cluster categories

3.2.1 The infinity-gons

Definition 3.4. Let $D$ be the closed 2-dimensional ball $D = \{(x,y) \in \mathbb{R}^2 \text{ such that } |(x,y)| \leq 1\}.$

- The $\infty$-gon, denoted $U_{\infty}$, is given by $D$ together with a set of marked points $M$ such that $M \cap \text{int} D = \emptyset$ and $M \cap \partial D \cong \mathbb{Z}$. See Figure 4 (left).

- For $n \in \mathbb{N}_{>0}$ the $(n,\infty)$-gon $U_{n,\infty}$ is given by $D$ together with a set of marked points $M$ such that $M \cap \text{int} D = \emptyset$ and $M \cap \partial D \cong \mathbb{Z}$ has no one-sided accumulation points and has $n$ two-sided accumulation points $\{a_1, \ldots, a_n\}$ such that $a_i \notin M$ for every $i = 1, \ldots, n$. Notice $U_{\infty} = U_{1,\infty}$. See Figure 4 (right).

- The completed $(n,\infty)$-gon, denoted $U_{n,\infty}^{\text{com}}$ is defined by taking $U_{n,\infty}$ and including $a_1, \ldots, a_n$ in the set $M$. See Figure 5.

In [22], Holm and Jørgensen studied a cluster category from the infinity-gon, which generalized type $A_n$ cluster categories and their connection to polygons. They proved that, when we omit certain clusters, we obtain a cluster structure. See Figure 6 for an example of a mutation in this setting. See Figure 7 for an example of a cluster that must be omitted. The cluster in Figure 7 is not functorially finite and thus fails one of the properties required for a cluster structure. See [22] for the same example and more discussion.
In [26], Igusa and Todorv generalized Holm and Jørgensen’s construction from $\mathcal{U}_1 = \mathcal{U}_{1,\infty}$ to $\mathcal{U}_n = \mathcal{U}_{n,\infty}$ for any $n \in \mathbb{N}_{>0}$. They did this by considering the marked points of $\mathcal{U}_n$ as a cyclic poset. Their construction allows many other possibilities but we only emphasize the $(n, \infty)$-gons here.

3.2.2 The completed infinity-gons

In [3], Baur and Graz created a cluster category from the completion of the $\infty$-gon by adding separate points for $-\infty$ and $+\infty$. Each of their triangulations then have the generic arc between $-\infty$ and $+\infty$, since it could cross no other arc. This may be viewed, in some sense, as a side of the infinite polygon. However, this completion has two one-sided accumulation points, instead of one two-sided accumulation point.

In [34], Paquette and Yıldırım created (weak) cluster categories from a completion of the $(n, \infty)$-gon used by Igusa and Todorov in [26] (and thus the completion of the $\infty$-gon used by Holm and Jørgensen in [22]). In their work, Paquette and Yıldırım added one new point for each accumulation point in Igusa and Todorov’s work, obtaining what we call $\mathcal{U}_{n,\infty}$, by replacing each accumulation point with another copy of $\mathbb{Z}$ and then collapsing each new copy of $\mathbb{Z}$ to a point. We take inspiration from this technique later. When $n = 1$, this results in a different completion of the $\infty$-gon from Baur and Graz’s work since only one point is added instead of two; the single accumulation point is two-sided.

3.2.3 Continuous cluster categories

For completeness we discuss some work on continuous cluster categories. However, as our intent is to construct discrete cluster categories, we will be brief.

The continuous cluster category, for type $A$, was introduced and studied by Igusa and Todorov in [27] and also appears in [26]. This generalizes cluster categories for discrete type $A_n$. In particular, they generalized triangulations of polygons to laminations of the hyperbolic pane, which can be thought of as the $\mathbb{R}$-gon, where every point is also an accumulation point. Igusa, Todorov, and the second author
introduced a weak continuous cluster category by starting with all representations of continuous type $A$ [24]. In a weak cluster category, not every element in a cluster need to be mutable. In [38], the second author generalized laminations of the hyperbolic plane to a new geometric model for the weak cluster categories in [24].

### 3.2.4 Infinite cluster categories of type $D$

As far as the authors know, there are only two existing infinite cluster categories of type $D$. The first is a continuous version introduced by Igusa and Todorov in 2013 [25]. Their construction is made using Frobenius categories.

The second is a cluster category of type $D_{\infty}$ by Yang in 2017 [44]. Yang uses an infinite quiver of type $D$ with a zigzag orientation on the long tail and thus works with modules of finite dimension.

In contrast, our construction uses the straight orientation on the long tail and so we have pointwise finite-dimensional. Both Yang’s construction and our construction consider finitely-presented representations.

### 3.3 Weak cluster structures

Cluster categories can be generalized to cluster structures as shown in [7]. In particular cluster structures preserve some important properties of cluster algebra, such as the unique exchange property and the existence of associated exchange triangles. However, a cluster structure is too stringent for our requirements. Instead, we need weak cluster structures.

First we recall the definitions of approximations and weakly cluster tilting subcategory.

**Definition 3.5.** Let $C$ be an additive category, $X$ a full subcategory of $C$, and $M$ and object in $C$ but not in $\text{add}(X)$.

- A left $\text{add}(X)$-approximation of $M$ is a map $f : M \to X$ in $C$, where $X$ is in $\text{add}(X)$. Furthermore, if $f' : M \to X'$ is any other map in $C$, where $X'$ is in $\text{add}(X)$, there exists a unique $h : X \to X'$ such that $f' = hf$. 
• A right add($X$)-approximation of $M$ is a map $g : X \to M$ in $C$, where $X$ is in add($X$). Furthermore, if $g' : X' \to M$ is any other map in $C$, where $X'$ is in add($X$), there exists a unique $h : X' \to X$ such that $f' = fh$.

The following is the $d = 1$ case of a more general definition in [23].

**Definition 3.6.** Let $C$ be a triangulated category and $T$ a full subcategory of $C$. We say $T$ is **weakly cluster tilting** if, for all objects $X, Y$ in $T$,

$$\text{Ext}(X, Y) = 0 = \text{Ext}(Y, X).$$

We now present the definition of a weak cluster structure without the notion of coefficients. We refer the reader to [7] for the version with coefficients.

**Definition 3.7.** Let $C$ be a Krull–Remak–Scmidt triangulated category and let $\mathcal{T}$ be a set of weakly cluster tilting subcategories in $C$. Then $\mathcal{T}$ forms a weak cluster structure if the following hold.

(i) For each weakly cluster tilting subcategory $T \in \mathcal{T}$ and each indecomposable $M \in T$, there exists a unique indecomposable object $M^* \neq M$ such that replacing $M$ by $M^*$ gives a new weakly cluster tilting subcategory $T^* \in \mathcal{T}$.

(ii) For each indecomposable $M$ in a $T \in \mathcal{T}$, there are triangles $M^* \xrightarrow{f} B \xrightarrow{g} M \to M^*[1]$ and $M \xrightarrow{s} B^* \xrightarrow{t} M^* \to M[1]$, where $g$ and $t$ are minimal right add($T\setminus\{M\}$)-approximations and $f$ and $s$ are minimal left add($T\setminus\{M\}$)-approximations.

We point out that the requirements for a cluster structure are more strict. In particular, each cluster must be functorially finite. However, in our case, this will not happen. We will have cluster such as those in Figure 7 that are not functorially finite. Thus, we only concern ourselves with weak cluster structures.

![Figure 7: An example of a cluster in Holm and Jørgensen’s construction that is not functorially finite in its cluster category. Such a cluster cannot be included a cluster structure. The lack of functorial finiteness comes from the fact that the two “fountains” at −1 and 0 do not coincide.](image)

**3.4 Cluster theories**

In this section we discuss cluster theories, which generalize cluster categories and weak cluster structures, and embeddings of cluster theories. These were introduced by Igusa, Todorov, and the second author in [24] in order to work around the obstruction mentioned at the end of this section.

**Definition 3.8.** Let $C$ be a skeletally small, Krull–Remak–Schmidt, additive category and $P : \text{ind}(C) \times \text{ind}(C) \to \{0, 1\}$ a pairwise compatibility condition. Suppose that for every maximally $P$-compatible set $T \subseteq \text{ind}(C)$ and every $X \in T$ there exists zero or one $Y \neq X$ in $\text{ind}(C)$ such that $(T \setminus \{X\}) \cup \{Y\}$ is a $P$-compatible set.
• We call maximally $P$-compatible sets $P$-clusters.

• The function $\mu : T \to (T \setminus \{X\}) \cup \{Y\}$ that takes $X \mapsto Y$ and $Z \mapsto Z$ whenever $Z \neq X$ is called a $P$-mutation at $X$ or just a $P$-mutation.

• The groupoid whose objects are $P$-clusters and whose morphisms are generated by $P$-mutations (and identity functions) is called the $P$-cluster theory of $C$ and is denoted $\mathcal{T}_P(C)$.

• We denote by $I_{P,C}$ the functor $\mathcal{T}_P(C) \to \text{Sets}$ that takes each set to itself and each function to itself.

All cluster categories and cluster structures in the sense of [8, 7] yield a cluster theory by using Ext-orthogonality as the pairwise compatibility condition. The cluster category in [27] yields a cluster theory which we denote by $\mathcal{T}_{N_R}(C)$. In particular, cluster theories allow us to consider all the triangulations of $U_{\pi,n}$ (Definition 3.4), even those that have arcs we cannot mutate (see [34]).

Definition 3.9. Let $\mathcal{T}_P(C)$ and $\mathcal{T}_Q(D)$ be cluster theories. An embedding of cluster theories is a pair $(F, \eta)$ where

• $F$ is a functor $F : \mathcal{T}_P(C) \to \mathcal{T}_Q(D)$ such that $F$ takes $P$-mutations to $Q$-mutations and is injective on both objects and morphisms

• $\eta$ is a natural transformation $\eta : I_{P,C} \to I_{Q,D} \circ F$ such that each component morphism $\eta_T : I_{P,C}(T) \to I_{Q,D}(F(T))$ is injective.

The weak cluster category in [24] yields a cluster theory which we denote by $\mathcal{T}_E(C(A_{n,S}))$. This leads us to the following definition.

Definition 3.10. Let $D$ be a triangulated category and $C$ a Krull–Remak–Schmidt, triangulated, orbit category of $D$. Let $P$ be a pairwise compatibility condition on the indecomposable objects in $C$. If $P$ induces a cluster theory then we call $C$ a weak cluster category.

The Obstruction. Cluster theories and embeddings of cluster theories were introduced to work around the following obstruction. As discussed in [24, Remark 5.3.9], there is no functorial way to embed the continuous cluster category from [27] into the weak cluster category from [24], but the combinatorics appear to be compatible. However, by [24, Theorem 5.3.8] there is an embedding of cluster theories $\mathcal{T}_{N_R}(C) \to \mathcal{T}_E(C(A_{n,S}))$. In fact, there is a large commutative diagram of embeddings of cluster theories which relates many cluster theories of type $A$, including all those mentioned in the present paper so far [39].

Another cluster theory of type $A$ was introduced by Kulkarni, Matherne, Mousavand, and the second author [28] by constructing a continuous associahedron of type $A$. We denote this cluster theory by $\mathcal{T}_T(C_Z)$. By [28, Theorem 6.18] and [39, Section 3.1], these are embeddings of cluster theories of type $A_n$ into $\mathcal{T}_T(C_Z)$. As of writing, it is not known if there is an embedding of cluster theories that relates $\mathcal{T}_T(C_Z)$ to either $\mathcal{T}_{N_R}(C)$ or $\mathcal{T}_E(C(A_{n,S}))$.

4 Families of infinite type $\mathcal{D}$ (weak) cluster categories

In this section, we introduce the main construction of the paper. We will first introduce our main combinatorial objects of punctured $\infty$-gons, which are natural generalizations of the combinatorial notions in [40] for the finite case. We then show that our proposed combinatorial models are correct, in the sense that, in each case, there is a family of infinite type $\mathcal{D}$ cluster categories such that the cluster structure of each category is encoded in the corresponding punctured $\infty$-gon. We note that our construction differs from Igusa and Todorov’s in [25] as their construction produces a category that is either finite or continuous and our construction is neither.
4.1 Punctured infinity-gons

Definition 4.1. Let $D$ be the closed 2-dimensional ball $D = \{(x, y) \in \mathbb{R}^2 \text{ such that } ||(x, y)|| \leq 1\}$.

- The punctured $\infty$-gon $\mathcal{P}_\infty$ is given by $D$ together with a set of marked points $M$ such that $M \cap \text{int } D = \{0, 0\}$ and $M \cap \partial D \simeq \mathbb{Z}$ has no one-sided accumulation points and one two-sided accumulation point $a$ such that $a \notin M$. See Figure 8 (left).

- For $n \in \mathbb{N}_{>0}$, the punctured $(n, \infty)$-gon $\mathcal{P}_{n, \infty}$ is given by $D$ together with a set of marked points $M$ such that $M \cap \text{int } D = \{0, 0\}$ and $M \cap \partial D \simeq \mathbb{Z}$ has no one-sided accumulation points and $n$ two-sided accumulation points $\{a_1, \ldots, a_n\}$ such that $a_i \notin M$ for every $i = 1, \ldots, n$. See Figure 8 (right).

- The punctured completed $(n, \infty)$-gon, denoted by $\mathcal{P}_{n,\infty}$, is defined in an analogous way, but the two-sided accumulation points $a_1, \ldots, a_n$ are marked points, that is $a_1, \ldots, a_n \in M$. See Figure 9.

We always label the central marked point of the $\infty$-gon by $(0, 0)$. For the labels of the other marked points in the boundary, see the examples in Figures 8 and 9.

Figure 8: On the left $\mathcal{P}_\infty = \mathcal{P}_{1,\infty}$ and on the right $\mathcal{P}_{3,\infty}$ from Definition 4.1.

Figure 9: On the left $\mathcal{P}_{1,\infty}$ and on the right $\mathcal{P}_{3,\infty}$. The blue marked points are two-sided accumulation points.

Definition 4.2. An edge is a triple $((h, a), (k, b), \alpha)$ where $(h, a), (k, b) \in M \setminus \{0, 0\}$ are distinct marked points and $\alpha : [0, 1] \to D$ is a path from $(h, a)$ to $(k, b)$ such that:

(i) $\alpha$ is homotopic to the counterclockwise path from $(h, a)$ to $(k, b)$ along $\partial D$;

(ii) $\alpha((0, 1)) \subset \text{int}(D) \setminus \{(0, 0)\}$, that is the image of the path, except the starting and end points, is contained in the interior of the punctured $(n, \infty)$-gon;
(iii) $\alpha$ does not cross itself, that is there are no $t_1, t_2 \in [0, 1]$ such that $\alpha(t_1) = \alpha(t_2)$ unless $t_1 = 0, t_2 = 1$ or vice versa.

(iv) $(k, b) \neq (h, a + 1)$.

Two edges $((h_1, a_1), (k_1, b_1), a)$ and $((h_2, a_2), (k_2, b_2), \beta)$ are said to be equivalent if $((h_1, a_1), (k_1, b_1)) = ((h_2, a_2), (k_2, b_2))$ and $\alpha$ is homotopic to $\beta$. Let $E_{n, \infty}$ be the set of equivalence classes of edges in $P_{n, \infty}$ and note that an element in $E_{n, \infty}$ is uniquely determined by a pair of marked points $((h, a), (k, b))$. We write elements of $E_{n, \infty}$ as $E_{(h, a), (k, b)}$. Then we define the set of tagged edges as:

$$E'_{n, \infty} = \{E_{(h, a), (k, b)}^\epsilon \mid E_{(h, a), (k, b)} \in E, \epsilon = \pm 1 \text{ and } \epsilon = 1 \text{ if } (h, a) \neq (k, b)\}.$$ 

For $P_{n, \infty}$, we define the set of tagged edges similarly and denote it $E'_{n, \infty}$.

**Notation.** We will draw tagged edges with same start and endpoint $E_{(h, a), (h, a)}^\epsilon$ as segments from the marked point $(h, a)$ to the puncture in the middle of $P_{n, \infty}$, (or $P_{n, \infty}$) with a tag on it if $\epsilon = -1$. See Figure 14.

Elementary moves and translation are operations on the set of tagged edges, which are defined below. These are natural generalizations of the notions in [40] from finite to the infinite case. Note that the vertices are always arranged in a cyclic anticlockwise order. For the completed $(n, \infty)$-gon, we use the convention $\infty \pm k = \infty$, for any $k \in \mathbb{Z}$.

**Definition 4.3.** An **elementary move** is a pair of distinct tagged edges $(E_{(h_1, a_1), (k_1, b_1)}, E_{(h_2, a_2), (k_2, b_2)})$ such that one of the following conditions is satisfied:

(i) if $h_1 = k_1$ and $b_1 = a_1 + 2$, then $E_{(h_2, a_2), (k_2, b_2)}^A = E_{(h_1, a_1 - 1), (k_1, b_1)}$;

(ii) if $h_1 \neq k_1$ or $(h_1 = k_1$ and $a < a + 3 \leq b < a - 1$ in the cyclic order), then $E_{(h_2, a_2), (k_2, b_2)}^A = E_{(h_1, a_1 - 1), (k_1, b_1)}$ or $E_{(h_2, a_2), (k_2, b_2)} = E_{(h_1, a_1), (k_1, b_1 - 1)}$;

(iii) if $h_1 = k_1$ and $b_1 = a_1 - 1$, then $E_{(h_2, a_2), (k_2, b_2)} = E_{(h_1, a_1), (k_1, b_1 - 1)}$ or $E_{(h_2, a_2), (k_2, b_2)}^A = E_{(h_1, a_1), (k_1, b_1)}$ or $E_{(h_2, a_2), (k_2, b_2)} = E_{(h_1, a_1), (k_1, b_1)}$;

(iv) if $(h_1, a_1) = (k_1, b_1)$, then $E_{(h_2, a_2), (k_2, b_2)} = E_{(h_1, a_1), (k_1, a_1 - 1)}$.

**Definition 4.4.** The **translation** $\tau$ is a bijection on the set of tagged edges $\tau : E_{n, \infty} \to E_{n, \infty}$ (or $E'_{n, \infty} \to E'_{n, \infty}$) defined by

$$\tau(E_{(h, a), (k, b)}^\epsilon) = \begin{cases} E_{(h, a + 1), (k, b + 1)} & \text{if } (h, a) \neq (k, b) \\ E_{(h, a + 1), (h, a + 1)} & \text{if } (h, a) = (k, b). \end{cases}$$

The following relation between elementary moves and translation holds as it does in the finite case.

**Lemma 4.5.** Let $(E_{(h_1, a_1), (k_1, b_1)}, E_{(h_2, a_2), (k_2, b_2)})$ be in $E'_{n, \infty}$. Then we have that $(E_{(h_1, a_1), (k_1, b_1)}, E_{(h_2, a_2), (k_2, b_2)})$ is an elementary move if and only if $(\tau E_{(h_2, a_2), (k_2, b_2)}^A, E_{(h_1, a_1), (k_1, b_1)}^\epsilon)$ is an elementary move.

In Figures 10, 12, 11, and 13 we see the quiver whose vertices are tagged edges and arrows are elementary moves for $P_\infty = P_{1, \infty}$, $P_{1, \infty}$, $P_{3, \infty}$, and $P_{3, \infty}$ respectively. These are stable translation quivers.

In order to introduce triangulations of $\infty$-gons, let us first recall the notion of crossing numbers.

**Definition 4.6.** Let $E = E_{(h_1, a_1), (k_1, b_1)}$ and $F = E_{(h_2, a_2), (k_2, b_2)}$ be two distinct tagged edges in $E'_{n, \infty}$ (or $E'_{n, \infty}$). The **crossing number** $c(E, F)$ is the number of intersections of $E$ and $F$ in the interior of the punctured $(n, \infty)$-gon $\text{int}(P_{n, \infty})$ (or completed $(n, \infty)$-gon $\text{int}(P_{n, \infty})$). More precisely:
(i) If \((h_1, a_1) \neq (k_1, b_1)\) and \((h_2, a_2) \neq (k_2, b_2)\), then
\[
\mathcal{C}(E, F) = \min\{|\alpha \cap \beta \cap \text{int}(\mathcal{P}_{n,\infty})| \mid ((h_1, a_1), (k_1, b_1), \alpha) \in E, ((h_2, a_2), (k_2, b_2), \beta) \in F\};
\]

(ii) If \((h_1, a_1) = (k_1, b_1)\) and \((h_2, a_2) \neq (k_2, b_2)\), let \(\alpha\) be the segment from \((h_1, a_1)\) to the puncture in \(\mathcal{P}_{n,\infty}\). Then
\[
\mathcal{C}(E, F) = \min\{|\alpha \cap \beta \cap \text{int}(\mathcal{P}_{n,\infty})| \mid ((h_2, a_2), (k_2, b_2), \beta) \in F\};
\]

(iii) If \((h_1, a_1) \neq (k_1, b_1)\) and \((h_2, a_2) = (k_2, b_2)\), let \(\beta\) be the segment from \((h_2, a_2)\) to the puncture in \(\mathcal{P}_{n,\infty}\). Then
\[
\mathcal{C}(E, F) = \min\{|\alpha \cap \beta \cap \text{int}(\mathcal{P}_{n,\infty})| \mid ((h_1, a_1), (k_1, b_1), \alpha) \in E\};
\]

(iv) If \((h_1, a_1) = (k_1, b_1)\) and \((h_2, a_2) = (k_2, b_2)\), then
\[
\mathcal{C}(E, F) = \begin{cases} 
1 & \text{if } (h_1, a_1) \neq (h_2, a_2) \text{ and } \epsilon \neq \lambda \\
0 & \text{otherwise.}
\end{cases}
\]

We say that \(E\) crosses \(F\) if \(\mathcal{C}(E, F) \neq 0\).
Figure 12: The stable translation quiver for $\mathcal{P}_{3,\infty}$, where we have omitted the arrows from the last column to the first column. Each arrow correspond to an elementary move. The translation $\tau$ takes a vertex to the next vertex to the left without moving up or down. If $E_{(i,j)(k,l)}$ has $(i,j) = (1,-1)$ and $(k,l) \neq (1,-1)$, then $\tau$ takes $E_{(1,-1),(k,l)}$ to the vertex in the last column and same row: $E_{(1,0),(k,l+1)}$. And, $\tau E_{(1,-1)(1,-1)}^* = E_{(1,0)(1,0)}^*$. 
Figure 13: The stable translation quiver for $\mathcal{P}_{3,\infty}$, where we have omitted the arrows from the last column to the first column. Each arrow correspond to an elementary move. The translation $\tau$ slides vertices with $(i, \infty)$ in the subscript up and down the diagonals. Vertices of the form $E_{(i, \infty)(j, \infty)}$ are fixed by $\tau$ if $i \neq j$. Vertices of the form $E^+_{(i, \infty)(j, \infty)}$ are exchanged with $E^-_{(i, \infty)(j, \infty)}$. Otherwise, $\tau$ acts as it does in Figure 12.
Note that, in Case (i), \( \epsilon(E, F) \neq 0 \) is equivalent to

\[
(h_2, a_2) < (k_1, b_1) < (k_2, b_2) \quad \text{and} \quad (h_1, a_1) < (h_2, a_2) < (k_1, b_1),
\]

in the cyclic order of the vertices on the boundary.

**Definition 4.7.** A triangulation of \( \mathcal{P}_{n,\infty} \) (or \( \mathcal{P}_{n,\infty}^{\prime} \)) is a maximal set \( T \subset E_{n,\infty} \) (or \( T \subset E_{n,\infty}^{\prime} \)) of non-crossing tagged edges.

Note that any triangulation \( T \) of \( \mathcal{P}_{n,\infty} \) contains infinitely many tagged edges. Indeed suppose by contradiction that \( |T| \) is finite. Then \( \text{supp}(T) \) is finite, and so there exists \( a \in \mathbb{Z} \) such that \((1, a), (1, a + 1), (1, a + 2) \notin \text{supp}(T)\). Since \( \epsilon(E_{(1,a+2),(1,a)}, E) = 0 \) for every \( E \in T \), \( T \) is not a maximal set of non-crossing tagged, i.e. \( T \) is not a triangulation.

Note also that, unlike the finite case, it is possible to construct a triangulation of \( \mathcal{P}_{m,\infty} \) that does not contain any edges that are drawn touching the puncture. See Figure 14 (right) for an example.

We now construct a family of triangulations of \( \mathcal{P}_{n,\infty} \). For any \( h \in \{1, \ldots, n\} \) and \( a \in \mathbb{Z} \), let \( T(a) \) be the set of tagged edges with starting point in \((h, a)\), that is

\[
T(h, a) = \{E_{(h,a),(h,a)}^{-1}, E_{(h,a),(h,a)}^{+1} \} \cup \{E_{(h,a),(k,b)} | (k, b) \in \{1, \ldots, n\} \times \mathbb{Z}, (k, b) \neq ((h, a), (h, a - 1))\}.
\]

![Figure 14: Two triangulations of \( \mathcal{P}_{n,\infty} \). On the left is the triangulation \( T(0) \). On the right is an example of a triangulation without an edge drawn to the puncture.](image)

**Figure 14:** Two triangulations of \( \mathcal{P}_{n,\infty} \). On the left is the triangulation \( T(0) \). On the right is an example of a triangulation without an edge drawn to the puncture.

![Figure 15: Two triangulations of \( \mathcal{P}_{3,\infty} \). On the left is \( T(3, \infty) \). On the right an example of a triangulation of without edges to the accumulation points on the boundary.](image)

**Figure 15:** Two triangulations of \( \mathcal{P}_{3,\infty} \). On the left is \( T(3, \infty) \). On the right an example of a triangulation of without edges to the accumulation points on the boundary.
Lemma 4.8. For any \( h \in \{1, \ldots, n\} \) and \( a \in \mathbb{Z} \) \((a \in \mathbb{Z} \cup \{\infty\})\), \( T(h,a) \) is a triangulation of \( \mathcal{P}_n,\infty \) (of \( \mathcal{P}_{n,\infty} \)).

Proof. We prove the lemma for \( \mathcal{P}_n,\infty \) as the proof for \( \mathcal{P}_{n,\infty} \) is similar.

Suppose by contradiction that there exists \( E_{(k,c),(\ell,d)}^A \in \mathcal{E}_{n,\infty}' \setminus T(h,a) \) such that \( c(M,E_{c,d}^A) = 0 \) for every \( M \in \mathcal{T} \). Note that \( (k,c) \neq (h,a) \) since \( E_{(k,c),(\ell,d)}^A \notin \mathcal{T} \). But then \( E_{(h,a),(k,c-1)} \in T(h,a) \) since \( (k,c-1) \neq a-1 \) and \( c(E_{(h,a),(k,c-1)},E_{(k,c),(\ell,d)}) = 1 \). It follows that \( \mathcal{T}(a) \) is a maximal set of non-crossing edges. \( \square \)

Remark 4.9. Note that, there is no \( m \in \mathbb{Z} \) such that \( \tau^m = \text{id} \). More generally, there is no tagged edge \( E \in \mathcal{E}_{n,\infty} \) (or \( E \in \mathcal{E}_{n,\infty}' \)) and there is no \( m \in \mathbb{Z} \) such that \( \tau^m(E) = E \). That is, it is not possible to apply the translation \( \tau \) a finite number of times to get back to the tagged edge we started with. This is one of the main differences with the finite case studied in [40].

Definition 4.10. Let \( \mathcal{T} \) be a triangulation of \( \mathcal{P}_n,\infty \) (or \( \mathcal{P}_{n,\infty} \)). A mutation is the act of removing some \( E \in \mathcal{T} \) and replacing it with \( E \notin \mathcal{T} \) such that \( (\mathcal{T} \setminus \{E\}) \cup \{E^*\} \) is also a triangulation of \( \mathcal{P}_n,\infty \) (or \( \mathcal{P}_{n,\infty} \)).

See Figures 16, 17, and 18 for examples of mutation of triangulations in \( \mathcal{P}_\infty = \mathcal{P}_{1,\infty}, \mathcal{P}_{1,\infty}' \), and \( \mathcal{P}_{3,\infty} \), respectively.

4.2 Thread quivers of type \( \mathbb{D}_{n,\infty} \) and \( \mathbb{D}_{n,\infty}' \)

Definition 4.11. Let \( i \in \mathbb{N}_{>0} \) and let \( Q \) be the quiver of type \( D_4 \) with one arrow in to the center point and two arrows out. Denote the arrow in by \( \alpha \); denote the other two arrows by \( \beta \) and \( \gamma \). We also denote \( \mathbb{D}_{n,\infty} \) for the thread quiver obtained from \( Q \) by threading \( \alpha \) with \( L_i \). When \( i = 1 \) we write \( \mathbb{D}_\infty := \mathbb{D}_{1,\infty} \).
Figure 18: Mutation of a triangulation of $\mathcal{P}_{3,\infty}$. We replace the purple edge in the left picture with the red edge in the right picture.

We will label our quiver $D_{n,\infty}$ as follows (with a bend to save space):

\[
\begin{array}{c}
(1, -1) \\
(1, -2) \leftarrow (1, -3) \leftarrow \cdots \leftarrow (i, 1) \leftarrow (i, 0) \leftarrow (i, -1) \leftarrow \cdots \leftarrow (2, 1) \leftarrow (2, 0) \\
(1, -1').
\end{array}
\]

Using similar methods as in [20], we see that the indecomposable pointwise finite-dimensional representations of $D_{n,\infty}$ have three forms.

1. The first is $P_{(j,k)}$, a projective indecomposable. For $(1, 1)$ and $(1, 1')$ we have

\[
\begin{array}{c}
\begin{array}{c}
P_{(1,1)} = \mathbb{K} \\
0 \leftarrow 0 \leftarrow \cdots \leftarrow 0 \\
0
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
P_{(1,1')} = 0 \\
0 \leftarrow 0 \leftarrow \cdots \leftarrow 0 \\
\mathbb{K}
\end{array}
\end{array}
\]

For all other $(j, k)$ we have

\[
\begin{array}{c}
P_{(j,k)} = \mathbb{K} \\
\mathbb{K} \leftarrow \cdots \leftarrow \mathbb{K} \leftarrow 0 \leftarrow \cdots \leftarrow 0 \\
\mathbb{K}
\end{array}
\]

where the furthest $\mathbb{K}$ to the right is at $(j, k)$.

2. Next we have $M_{[j,k,\ell,m]}$ where there is a path $(\ell, m) \to (j, k)$ and $(\ell, m)$ is neither $(1, -1)$ nor $(1, -1')$. If $(\ell, m) = (1, 1)$ then $M_{[j,k,\ell,m]}$ is injective. The $[j,k,\ell,m]$ subscript is short for the pair
When \((j, k)\) is either \((1, -1)\) or \((1, -1')\) we have

\[
M_{[1, -1, \ell, m]} = \begin{array}{c}
\mathbb{k} \\
\vdots \\
0 \\
\mathbb{k} \\
\end{array}
\]

where the last copy of \(\mathbb{k}\) to the right is at \((\ell, m)\). For all other \((j, k)\), the representation \(M_{[j, k, \ell, m]}\) is the bar representation from \((\ell, m)\) to \((j, k)\).

3. Finally we have \(M_{(j, k)2(\ell, m)}\) where \((j, k) \notin \{(1, -1), (1, -1')\}\) is strictly to the left of \((\ell, m)\) in the following sense.

\[
M_{(j, k)2(\ell, m)} = \begin{array}{c}
\mathbb{k}^2 \\
\vdots \\
\mathbb{k} \\
\mathbb{k} \\
\end{array}
\]

The furthest \(\mathbb{k}^2\) to the right is at \((j, k)\) and the furthest \(\mathbb{k}\) to the right is at \((\ell, m)\).

These indecomposable representations are the infinite analogues to the indecomposable representations of a finite type \(\mathbb{D}\) quiver.

### 4.2.1 Local Dual

In the classical case, one works with \(\text{Hom}_k(M, \mathbb{k})\) where \(M\) is a finite-dimensional representation of a finite quiver. However, this will not work for us. In general, when we move a coproduct in the first variable of \(\text{Hom}\) to the outside, it turns into a product. We do not want to work with \(\prod_{n \in \mathbb{D}_{n, \infty}} \text{Hom}_k(M_n, \mathbb{k})\). Instead, we define our local dual to be \(\bigoplus_{n \in \mathbb{D}_{n, \infty}} \text{Hom}_k(M_n, \mathbb{k})\) on objects. This definition yields a pair of local dual functors:

\[
D : \text{Rep}_k^{\text{pwf}}(\mathbb{D}_{n, \infty}) \to \text{Rep}_k^{\text{pof}}(\mathbb{D}_{n, \infty}) \quad \quad \quad D : \text{Rep}_k^{\text{pof}}(\mathbb{D}_{n, \infty}) \to \text{Rep}_k^{\text{pwf}}(\mathbb{D}_{n, \infty}).
\]

It is straightforward to check that both local dual functors are an equivalence of abelian categories. This is a generalization of the local dual in the finite case where we pull out the direct sum before generalizing.

### 4.2.2 Auslander–Bridger Transpose

We know \(\text{Hom}\) behaves with respect to coproducts in the second variable. Let \(M\) be an object in \(\text{rep}_k^{\text{fp}}(\mathbb{D}_{n, \infty})\). Then \(M\) has a projective resolution in \(\text{rep}_k^{\text{fp}}(\mathbb{D}_{n, \infty})\),

\[
\bigoplus_{l=1}^n P_l \twoheadleftarrow \bigoplus_{j=1}^m P_j \to M,
\]
where each $P_j$ and $P_\ell$ are representable. Then we may consider the cokernel $TrM$ of the following map in $\text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty})$:

$$TrM \leftrightarrow \bigoplus_{l=1}^n \left[ \text{Hom}_{\text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty})} \left( P_l, \bigoplus_{k \in \mathbb{D}_{n,\infty}} P_k \right) \right] \leftrightarrow \bigoplus_{j=1}^m \left[ \text{Hom}_{\text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty})} \left( P_j, \bigoplus_{k \in \mathbb{D}_{n,\infty}} P_k \right) \right].$$

It follows from similar proofs to the classical case that there are functors

$$Tr : \text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty}) \to \text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty}^{\text{op}}) \quad \quad \text{Tr} : \text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty}^{\text{op}}) \to \text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty}).$$

These are not equivalences. In particular $TrM = 0$ if and only if $M$ is projective.

### 4.2.3 Auslander–Reiten translation

Analogous to the finite case, we define $\tau : \text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty}) \to \text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty})$ to be the composition $DTr$:

$$\text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty}) \xrightarrow{Tr} \text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty}^{\text{op}}) \xrightarrow{D} \text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty}).$$

By [4, Proposition 7.20], $k\mathbb{D}_{n,\infty}$ is a semi-hereditary dualizing $k$-variety, for all $1 \leq i < \infty$. In particular, this means that $\mathbb{D}^b(\mathbb{D}_{n,\infty}) := \mathbb{D}^b(\text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty}))$ is a triangulated Krull–Remak–Schmidt category whose indecomposable objects are shifts of indecomposable objects in $\text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty})$.

Let $M[n]$ be an indecomposable object in $\mathbb{D}^b(\mathbb{D}_{n,\infty})$. We define

$$\tau M[n] := \begin{cases} (\tau M)[n] & M \text{ is not projective in } \text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty}) \\ I_j[n-1] & M = P_j \text{ is projective in } \text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty}). \end{cases}$$

### 4.3 Cluster categories of infinite type $\mathbb{D}$

From [4] we know that there exists some Serre functor on $\mathbb{D}^b(\mathbb{D}_{n,\infty})$. We will now show that this functor is $\tau^{-1}[1]$.

Let $M[m]$ and $N[n]$ be indecomposables in $\mathbb{D}^b(\mathbb{D}_{n,\infty})$. Consider also $N'[n'] := \tau^{-1}N[n]$. In $\text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty})$ we have the projective resolutions

$$P' \hookrightarrow P \rightarrow M$$

$$Q' \hookrightarrow Q \rightarrow N$$

$$R' \hookrightarrow R \rightarrow N'$$

where, $P$, $P'$, $Q$, $Q'$, $R$, and $R'$ are each a finite sum of representable indecomposable projectives. In particular, representable indecomposable projectives have a top. Let $k$ be the number of elements in the set

$$\left\{ j \in \mathbb{D}_{n,\infty} \left| j \text{ satisfies any of } j = t(\beta), j = t(\gamma), j = s(\beta) = s(\gamma), j = s(\alpha), j \text{ is the top of an ind. sum'd of } P \oplus P' \oplus Q \oplus Q' \oplus R \oplus R' \right. \right\}$$

and consider the fully faithful, additive, and exact embedding $F : \text{rep}_k(\mathbb{D}_k) \to \text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty})$ given by sending $P_i$ in $\text{rep}_k(\mathbb{D}_k)$ to $P_i$ in $\text{rep}^\text{fp}_k(\mathbb{D}_{n,\infty})$. Lift this embedding to a fully faithful, additive, and triangulated embedding $\tilde{F} : \mathbb{D}^b(\mathbb{D}_k) \to \mathbb{D}^b(\mathbb{D}_{n,\infty})$ given by $L[\ell] \mapsto (FL)[\ell]$. 
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We see that \( M, N, \) and \( N' \) are in the image of \( F \). By overloading notation, let \( M, N, \) and \( N' \) be indecomposables in \( \text{rep}_k(\mathbb{D}_k) \) such that \( FM \cong M, FN \cong N, \) and \( FN' \cong N' \). (That is, we think of \( D^b(\mathbb{D}_k) \) as a thick subcategory of \( D^b(\mathbb{D}_{n,\infty}) \).) By definition, notice that

\[
\tau N[n] \equiv \tau F(N[n]) \\
\equiv F(\tau N[n]) \\
\equiv F(N'[n']).
\]

We already know that, in the classical case,

\[
\text{Hom}_{D^b(\mathbb{D}_k)}(N[n], M[m]) \equiv \text{Hom}_{D^b(\mathbb{D}_k)}(M[m], \tau^{-1}N[n + 1]).
\]

Since \( \tilde{F} \) is fully faithful,

\[
\text{Hom}_{D^b(\mathbb{D}_{n,\infty})}(N[n], M[m]) \equiv \text{Hom}_{D^b(\mathbb{D}_{n,\infty})}(M[m], \tau^{-1}N[n + 1]).
\]

Therefore, \( \tau^{-1}[1] \) is the desired Serre functor and \( D^b(\mathbb{D}_{n,\infty}) \) is 2-Calabi–Yau. The category \( C(\mathbb{D}_{n,\infty}) := D^b(\mathbb{D}_{n,\infty})/\tau^{-1}[1] \) is also triangulated.

### 4.4 The combinatorial model is correct

Recall the notion of \( \mathcal{P}_{n,\infty} \) from §4.1, which is the punctured disk with infinite marked points on its boundary and \( \ell \) two-sided accumulation points of the marked points. Here we show \( \tau \) on each type of indecomposable in \( C(\mathbb{D}_{n,\infty}) \):

\[
\tau P_{(j,k)} = P_{(j,k)}[1] \quad \tau P_{(j,k)}[1] = I_{(j,k)} = M_{[j,k,1,1]}
\]

\[
\tau M_{[j,k,1,\ell,m+1]} = M_{[j,k+1,\ell,m+1]} \quad \tau M_{[j,k+1,\ell,m+1]} = M_{(j,k)\tau(\ell,m)} \quad \tau M_{(j,k)\tau(\ell,m)} = M_{(j,k+1,\ell,m+1)} \quad \text{if } (j,k) \neq (1,2)
\]

\[
\tau M_{[1,-\ell,\ell,m+1]} = M_{[1,-\ell,\ell,m+1]} \quad \tau M_{[1,-\ell,\ell,m+1]} = M_{[1,1,\ell,m+1]} \quad \tau M_{[1,1,\ell,m+1]} = M_{[1,-\ell,\ell,m+1]} \quad \text{if } (\ell,m) \neq (1,2)
\]

\[
\tau M_{[1,-1,1,1]} = P_{(1,1)} \quad \tau M_{[1,1,1]} = P_{(1,-1)} \quad \tau M_{[1,1,1,1]} = P_{(1,1)}
\]

The bijection \( \Phi \) from \( \text{ind}(C(\mathbb{D}_{n,\infty})) \) to tagged edges in \( \mathcal{P}_{n,\infty} \) is given as follows. First we consider indecomposables sent to tagged edges of the form \( E_{\pm}^* \):

\[
P_{(1,1)} \mapsto E_{(1,1)}^* \\
M_{[1,-\ell,\ell,m]} \mapsto E_{(\ell,m)}^* \\
P_{(1,1)}[1] \mapsto E_{(0,0)}^*
\]

Notice the difference in sign between the projectives and shifted projectives.

And now we cover the remaining tagged edges:

\[
P_{(j,k)} \mapsto E_{(j,k)}^* \\
M_{(j,k)\tau(\ell,m)} \mapsto E_{(j,k)(\ell,m)}^* \\
P_{(j,k)}[1] \mapsto E_{(0,0)}^*(j,k+1)
\]

**Proposition 4.12.** The defined function \( \Phi \) is a bijection from \( \text{ind}(C(\mathbb{D}_{n,\infty})) \) to tagged edges in \( \mathcal{P}_{n,\infty} \). Furthermore, \( \tau \Phi = \Phi \tau \) and elementary moves correspond to irreducible maps.

**Proof.** The proposition follows from straightforward bookkeeping. \( \square \)

**Proposition 4.13.** Let \( M, N \) be in \( \text{ind}(C(\mathbb{D}_{n,\infty})) \). Then, \( \Phi(M) \) crosses \( \Phi(N) \) if and only if

\[\dim_k(\text{Ext}(M,N) \oplus \text{Ext}(N,M)) > 0.\]
Proof. We separate cases based on the types of the tagged edges $\Phi(M)$ and $\Phi(N)$. If neither $\Phi(M)$ nor $\Phi(N)$ go to the puncture, then the result follows from straightforward computations. This is similarly true if both $\Phi(M)$ and $\Phi(N)$ go to the puncture. So, we prove the result when $\Phi(M)$ touches the puncture but $\Phi(N)$ does not.

We classify $\Phi(M)$ into three cases and $\Phi(N)$ into four cases.

(i) $\Phi(M) = E^\pm_{(1,-1)(1,1)}$  
(ii) $\Phi(M) = E^\pm_{(1,0)(1,0)}$  
(iii) other  
(a) $\Phi(N) = E_{(1,-1)(j,k)}$  
(b) $\Phi(N) = E_{(1,0)(j,k+1)}$  
(c) $\Phi(N) = E_{(l,m)(j,k+2)}$  
(d) $\Phi(N) = E_{(j,k)(l,m)}$,

where there is a path from $(l,m)$ to $(j,k) \not\in \{(1,-1), (1,-1')\}$ in $\mathbb{D}_{n,\infty}$ for cases (c) and (d).

(i) For case (i) we know $M = P_{(1,-1)}$ or $M = P_{(1,-1')}$.

(a) These tagged edges never cross. In this case $N = P_{(j,k)}$. In $C(\mathbb{D}_{n,\infty})$, $P_{(1,-1)}$ and $P_{(j,k)}$ do not have any Ext groups.

(b) These tagged edges do not cross since $(j,k) \not\in \{(1,-1), (1,-1')\}$. In this case $N = P_{(j,k)}[1]$ where $(j,k) \not\in \{(1,-1), (1,-1')\}$. In $C(\mathbb{D}_{n,\infty})$, $P_{(1,-1)}$ and $P_{(j,k)}[1]$ do not have any Ext groups.

(c) These tagged edges will only if and only if $(j,k) = (1,-2)$. In this case $N = M_{[j,k,l,m]}$. In $C(\mathbb{D}_{n,\infty})$, $P_{(1,-1)}$ and $M_{[j,k,l,m]}$ have Ext groups if and only if $(j,k) = (1,-2)$.

(d) These tagged edges always cross. Here $N = M_{(j,k)^2(l,m)}$. In $C(\mathbb{D}_{n,\infty})$, the group $\text{Ext}(M_{(j,k)^2(l,m)}, P_{(1,-1)}) \neq 0$.

(ii) Again we will assume $M = P_{(1,-1)}[1]$ as $M = P_{(1,-1')}[1]$ is similar.

(a) These tagged edges always cross. In this case $N = P_{(j,k)}$. In $C(\mathbb{D}_{n,\infty})$, the group $\text{Ext}(P_{(1,-1)}[1], P_{(j,k)}) \neq 0$.

(b) These tagged edges do not cross. In this case $N = P_{(j,k)}[1]$. As with case (i) (a), in $C(\mathbb{D}_{n,\infty})$ there are no Ext groups between $P_{(1,-1)}[1]$ and $P_{(j,k)}[1]$.

(c) These tagged edges never cross. In this case $N = M_{[j,k,l,m]}$. In $C(\mathbb{D}_{n,\infty})$ there are no Ext groups between $P_{(1,-1)}[1]$ and $M_{[j,k,l,m]}$.

(d) These tagged edges always cross. In this case $N = M_{(j,k)^2(l,m)}$. Moreover, in $C(\mathbb{D}_{n,\infty})$ the group $\text{Ext}(M_{(j,k)^2(l,m)}, P_{(1,-1)}[1]) \neq 0$.

(iii) We now assume $M = M_{[1,-1,j',k']} as M = M_{[1,-1',j',k']} is similar, for some $(j',k') \not\in \{(1,-1), (1,-1')\}$.

(a) These tagged edges only cross if $(1,-1) < (j',k') < (j,k)$ in the cyclic order of the boundary of $\mathcal{P}_{n,\infty}$. In this case $N = P_{(j,k)}$. In $C(\mathbb{D}_{n,\infty})$, we only have $\text{Ext}(M, N) \neq 0$ if $(j',k')$ is to the left of $(j,k)$ in $\mathbb{D}_{i,\infty}$.

(b) These tagged edges only cross if $(1,0) < (j',k') < (j,k+1)$ in the cyclic order of the boundary of $\mathcal{P}_{n,\infty}$. In this case $N = P_{(j,k)}[1]$ where $(j,k) \not\in \{(1,-1), (1,-1')\}$. In $C(\mathbb{D}_{n,\infty})$, we only have $\text{Ext}(M, N) \neq 0$ or $\text{Ext}(N, M) \neq 0$ if $(j',k')$ is equal to or to the left of $(j,k)$ in $\mathbb{D}_{i,\infty}$.

(c) These tagged edges only cross if $(l,m) < (j',k') < (j,k+2)$ in the cyclic order of the boundary of $\mathcal{P}_{n,\infty}$. In this case $N = M_{[j,k,l,m]}$ where $(j,k) \not\in \{(1,-1), (1,-1')\}$. Notice there is a path from $(l,m)$ to $(j',k')$ to $(j,k)$ in $\mathbb{D}_{n,\infty}$. In $C(\mathbb{D}_{n,\infty})$, the group $\text{Ext}(M_{[j,k,l,m]}, M_{[1,-1,j',k']}) \neq 0$ if and only if $(j',k') = (j,k+1)$ or $(j',k')$ is contained in the support of $M_{[j,k,l,m]}$ without $(l,m)$. The group $\text{Ext}(M_{[1,-1,j',k']}, M_{[j,k,l,m]}) = 0$.
(d) These tagged edges only cross if \((j, k) < (j', k') < (l, m)\) in the cyclic order of the boundary of \(\mathcal{P}_{n, \infty}\). There two possibilities for paths in \(\mathbb{D}_{n, \infty}\). The first is \((l, m)\) to \((j, k)\) to \((j', k')\). The other is \((j', k')\) to \((l, m)\) to \((j, k)\). In this case \(N = M_{(j, k)^2(l, m)}\). In \(C(\mathbb{D}_{n, \infty})\), the group \(\text{Ext}(M_{[1, -1, j', k']} , M_{(j, k)^2(l, m)}) \neq 0\) if and only if \((j', k') \neq (l, m)\) and there is a path \((j', k')\) to \((l, m)\) in \(\mathbb{D}_{n, \infty}\). Moreover, we have that the group \(\text{Ext}(M_{(j, k)^2(l, m)}, M_{[1, -1, j', k']} ) \neq 0\) if and only if \((j', k') \neq (j, k)\) and there is a path \((j, k)\) to \((j', k')\) in \(\mathbb{D}_{n, \infty}\).

**Conclusion.** We see that, in all cases, Ext-orthogonality is equivalent to the corresponding tagged edges not crossing, which completes the proof. \(\square\)

We now state our first main result.

**Theorem 4.14.** There is a family of infinite type \(\mathbb{D}\) cluster categories \(\{C(\mathbb{D}_{n, \infty}) \mid n \in \mathbb{N}_{>0}\}\). Each cluster in each \(C(\mathbb{D}_{n, \infty})\) is weakly cluster tilting and each \(C(\mathbb{D}_{n, \infty})\) has a cluster theory. Furthermore, for each \(C(\mathbb{D}_{n, \infty})\), the combinatorial data is encoded in \(\mathcal{P}_{n, \infty}\).

As we have not included the computations to show that mutation is given by left- and right-approximations, we present the following statement as a conjecture.

**Conjecture 4.15.** The weakly cluster tilting subcategories of each cluster category \(C(\mathbb{D}_{n, \infty})\) form a weak cluster structure.

### 4.5 Infinite type \(\mathbb{D}\) weak cluster categories associated to \(\mathbb{D}_{n, \infty}\)

**Definition 4.16.** Consider \(\mathbb{D}_{n, \infty}\) as in Definition 4.11. The quiver \(\mathbb{D}_{n, \infty}\) is obtained by adding a point between every copy of \(\mathbb{Z}\) or \(\mathbb{N}\) in the thread of \(\mathbb{D}_{n, \infty}\). For vertices that are not accumulation points, we index the vertices of \(\mathbb{D}_{n, \infty}\) the same way as for \(\mathbb{D}_{n, \infty}\). The \((j, \infty)\) vertices are indexed in increasing order from right to left:

\[
\begin{array}{c}
\bullet \\
\vdots \\
\bullet -- \cdots (i, \infty) \cdots \bullet -- \cdots (2, \infty) \cdots \bullet -- \cdots (1, \infty) \cdots \\
\bullet
\end{array}
\]

There are representable projectives \(P_{(j, \infty)}\) at each \((j, \infty)\). In \(\text{Rep}^{\text{pt}}(\mathbb{D}_{n, \infty})\), the radical of each \(P_{(j, \infty)}\) is projective but not representable. Thus, there are no indecomposable bar representations in \(\text{rep}^{\text{pt}}(\mathbb{D}_{n, \infty})\) from \((j, \infty)\) to some \((\ell, m)\), for any \(1 \leq j \leq i\). Instead, there are indecomposable bar representations whose support is the half open interval with infimum \((j, \infty)\) and maximum \((\ell, m)\) for some \((\ell, m)\). Note that the infimum \((j, \infty)\) is not in the support of these modules. We denote such a module by \(M_{(j, \infty, \ell, m)}\) and its support is shown below

\[
M_{(j, \infty, \ell, m)} = 0 \\
\begin{array}{c}
0 \\
\cdots 0 \\
\cdots \# \cdots \# \cdots 0 \\
0 \\
0.
\end{array}
\]

The furthest \# to the right is permitted to be at \((\ell, \infty)\) for some \(1 \leq \ell < j\). Moreover, we notice that, in \(\text{rep}^{\text{pt}}(\mathbb{D}_{n, \infty})\), there is no simple module at \((j, \infty)\) for any \(1 \leq j \leq i\).

The rest of the indecomposables described for \(\text{rep}^{\text{pt}}(\mathbb{D}_{n, \infty})\) are defined analogously using the accumulation vertices of \(\mathbb{D}_{n, \infty}\) in precisely the same way.
In order to obtain $C(\mathbb{D}_{n,\infty})$, we take inspiration from [34]. First construct $C(\mathbb{D}_{2i,\infty})$. Then, formally invert any morphism in $C(\mathbb{D}_{2i,\infty})$ whose cone comes from objects in $\text{rep}^{fp}(\mathbb{D}_{2i,\infty})$ with support entirely contained in $\{(2j,k) \mid k \in \mathbb{Z}\}$, for some $1 \leq j \leq i$. Extend to the rest of $C(\mathbb{D}_{2i,\infty})$ bilinearly. Denote this localised category by $C(\mathbb{D}_{\overline{n,\infty}})$ and denote the quotient functor by $\pi$.

We now define a partial translation $\tau$ on $C(\mathbb{D}_{\overline{n,\infty}})$. There is an inclusion $\iota : C(\mathbb{D}_{\overline{n,\infty}}) \hookrightarrow C(\mathbb{D}_{2i,\infty})$. On indecomposables that come from projectives in $\text{rep}^{fp}(\mathbb{D}_{\overline{n,\infty}})$, we previously saw.

The function $\Phi$ defined above is a bijection from $\text{ind}(C(\mathbb{D}_{\overline{n,\infty}}))$ to tagged edges in $\mathcal{P}_{n,\infty}$. We note that the "missing" tagged edges for $\tau_\mathcal{M}$ of sending shifted projectives to injectives via $\Phi$.

Straightforward computations show that $\pi_\tau$ is a triangulated equivalence on $C(\mathbb{D}_{\overline{n,\infty}})$ and, in particular, $\pi_\tau(M) \equiv M$ for any object $M$ in $C(\mathbb{D}_{\overline{n,\infty}})$. Thus, we define

$$\tau_{C(\mathbb{D}_{\overline{n,\infty}})} := \pi_\tau_{C(\mathbb{D}_{2i,\infty})} \iota.$$

Notice that for any $M_*$ we have defined, that does not use some $(j,\infty)$ in the $*$, the value of $\tau M_*$ is precisely as we previously saw. For $M_*$ with a $(j,\infty)$, $(\ell,\infty)$, or both in the $*$ we have:

$$\tau P_{(j,\infty)} = P_{(j,\infty)}[1] \quad \tau P_{(j,\infty)}[1] = M_{(j,\infty,1,1)}$$
$$\tau M_{(j,\infty,\ell,m)} = M_{(j,\infty,\ell,m+1)} \quad \tau M_{(j,\infty,\ell,\infty)} = M_{(j,k+1,\ell,\infty)} \quad \text{if } (j,k) \notin \{(1,-1), (1,-1')\}$$
$$\tau M_{(j,\infty,\ell,m)} = M_{(j,\infty,\ell,m+1)} \quad \tau M_{(j,\infty,\ell,\infty)} = M_{(j,k+1,\ell,\infty)}$$
$$\tau M_{[1,1,\ell,\infty]} = M_{[1,1,\ell,\infty]} \quad \tau M_{[1,1,\ell,\infty]} = M_{[1,1,\ell,\infty]}.$$

Note the indecomposable module $M_{(j,\infty,1,1)}$ is injective in $\text{rep}^{fp}(\mathbb{D}_{\overline{n,\infty}})$ and so we retain the property of sending shifted projectives to injectives via $\tau$.

We now extend the bijection $\Phi$ from $\text{ind}(C(\mathbb{D}_{\overline{n,\infty}}))$ to the tagged edges of $\mathcal{P}_{n,\infty}$. The only changes in the definition of $\Phi$ (from the paragraph before Proposition 4.12) are

$$M_{(j,\infty,\ell,m)} \mapsto E_{(\ell,m)}(j,\infty) \quad P_{(j,\infty)}[1] \mapsto E_{(1,0)}(j,\infty),$$

since there is no way to incorporate “+1” or “+2” with $\infty$. In all other cases, treat $(j,\infty)$ or $(\ell,\infty)$ like any other vertex. We note that the “missing” tagged edges for $\mathcal{P}_{\overline{n,\infty}}$ are precisely where each $(j,\infty)$ simple would be sent, for $1 \leq j \leq i$. See, for example, the empty spaces in the bottom row of Figures 11 and 13 on pages 17 and 19, respectively.

The following propositions also follow from straightforward bookkeeping.

**Proposition 4.17.** The function $\Phi$ defined above is a bijection from $\text{ind}(C(\mathbb{D}_{\overline{n,\infty}}))$ to tagged edges in $\mathcal{P}_{\overline{n,\infty}}$. Furthermore, $\tau \Phi = \Phi \tau$ and elementary moves correspond to irreducible maps.

**Proposition 4.18.** Let $M,N$ be in $\text{ind}(C(\mathbb{D}_{\overline{n,\infty}}))$.

1. Assume that either (i) one of $\Phi(M)$ or $\Phi(N)$ does not touch an accumulation point or (ii) $\Phi(M)$ and $\Phi(N)$ do not touch the same accumulation point. Then $\Phi(M)$ crosses $\Phi(N)$ if and only if

$$\dim_k(\text{Ext}(M,N) \oplus \text{Ext}(N,M)) > 0.$$

2. If $\Phi(M)$ and $\Phi(N)$ touch the same accumulation point, then $\Phi(M)$ crosses $\Phi(N)$ if and only if

$$\dim_k(\text{Ext}(M,N) \oplus \text{Ext}(N,M)) > 1.$$
Notice that limiting edges in a triangulation may not be mutated. These only occur when the accumulation points on the boundary are also marked, but not always.

We may now state our second main result.

**Theorem 4.19.** There is a family of infinite type $\mathcal{D}$ weak cluster categories $\{C(\mathcal{D}_{\pi_n}) \mid n \in \mathbb{N}_{>0}\}$. Each $C(\mathcal{D}_{\pi_n})$ has a cluster theory. Furthermore, for each $C(\mathcal{D}_{\pi_n})$, the combinatorial data is encoded in $\mathcal{P}_{\pi_n}$.

We include a similar conjecture to Conjecture 4.15 by restricting to the weakly cluster tilting subcategories in each $C(\mathcal{D}_{\pi_n})$.

**Conjecture 4.20.** The weakly cluster tilting subcategories of each weak cluster category $C(\mathcal{D}_{\pi_n})$ form a weak cluster structure.
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