HEUNNet: Extending ResNet using Heun’s Methods

A Preprint

Mehrdad Maleki
Dept of Computer Science
Maynooth University
Maynooth, Ireland

Mansura Habiba
Dept of Computer Science
Maynooth University
Maynooth, Ireland

Barak A. Pearlmutter
Department of Computer Science & Hamilton Institute
Maynooth University
Maynooth, Ireland

May 17, 2021

ABSTRACT

There is an analogy between the ResNet (Residual Network) architecture for deep neural networks and an Euler solver for an ODE. The transformation performed by each layer resembles an Euler step in solving an ODE. We consider the Heun Method, which involves a single predictor-corrector cycle, and complete the analogy, building a predictor-corrector variant of ResNet, which we call a HeunNet. Just as Heun’s method is more accurate than Euler’s, experiments show that HeunNet achieves high accuracy with low computational (both training and test) time compared to both vanilla recurrent neural networks and other ResNet variants.

Keywords Recurrent Neural Network, Time Series

1 Introduction

A ResNet or Residual Network [6] can be viewed as using Euler’s Method to integrate a time-dependent ordinary differential equation. Since Euler’s Method is very inaccurate, with error \(\mathcal{O}(\Delta t)\), one might conjecture that some of the power of a ResNet with many layers is being devoted to compensating for integration error introduced by this crude approximation. This suggests the use of a more accurate integration method, which might result in less error being introduced, and therefore derive greater benefit from the same number of layers.

Here we use the Heun Method [11], which is much more accurate: error \(\mathcal{O}(\Delta t^2)\). In our HeunNet model, each block computes \(x_t\), the cell state at time \(t\), along with an initial estimate of the next cell state, \(x_{t+1}\). The Heun Method finds \(x_t\) using both \(x_{t+1}\) and an initial estimate of \(x_t\). This approach helps proposed HeunNet model to provide better result with low memory footprint.

This Heun Method approach can be adapted for a wide variety of layered neural network architectures. HeunNet model only takes input for each state. It then computes both the current and the following cell states using the Heun Method, as shown in Eq. (5).

Each block of the HeunNet neural network uses the same weight and computation method. Therefore, it does not cause additional memory or computation energy. Although each iteration can take longer than simple neural networks, the result shows that the proposed neural network achieves higher accuracy than other neural networks at an early stage of training.

The main objectives of this work are:

- Design a new neural network architecture based on the Heun Method (HeunNet).
- Investigate different evaluation metrics to assess the performance of the proposed model.
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2 Heun’s Method for solving ODEs

Heun’s Method is a numerical method for solving ordinary differential equations (ODEs). Heun’s Method is sometimes referred to as an “improved Euler” method, but it is better viewed as similar to a two-stage Runge-Kutta method [11]. For solving an ODE \( \dot{x} = f(t, x) \) with initial condition \( x(0) = x_0 \) using Euler’s method, we use the slope \( f \) at \( x_0 \) and move along the tangent line to \( x \) at \( x_0 \) to reach to estimate \( x_{t+1} \),

\[
 x_{t+1} = x_t + h f(t, x_t) 
\]

where \( h \) is the step size. If the actual solution is convex (or concave), the Euler method will underestimate (or overestimate) the next state of the system. So in the long term, the numerical solution diverges from the correct solution. A better estimate can be obtained using an estimate of the slope at the next step and using the average of this slope with the current step’s slope. This is the essence of Heun’s Method,

\[
 \begin{align*}
 \tilde{x}_{t+1} &= x_t + h f(t, x_t) \\
 x_{t+1} &= x_t + \frac{h f(t, x_t) + f(t + 1, \tilde{x}_{t+1})}{2}
\end{align*}
\]

In predictor-corrector methods like this there are two steps, “prediction” and “correction.” A “predictor” (2a) estimates the value at the next step, and this estimate is improved by a “corrector” (2b).

The difference between Euler and Heun Method for the ODE is \( \dot{x} = 2\sqrt{x} \) and initial condition \( x(0) = 1 \) for \( h = 0.6 \) and \( h = 0.9 \) plotted in Fig. 1.

3 Motivation

Consider a neural network with \( L \) layers such that the number of neurons in all the layers are equal. Let \( X_0 \) be the input of the network and let \( W_0 \) be the square matrix (since all layers have the same number of neurons) of weight between the input and the first layers. Let \( Z_1 = W_0 X_0 \) and \( X_1 = \sigma(Z_1) \). So we define \( \mathcal{F}(X_k) = \sigma(W_k X_k) = X_{k+1} \).

The regular architecture of a neural network is straightforward as shown in Eq. (3):

\[
 X_{k+1} = \mathcal{F}(X_k) 
\]

A residual neural network (ResNet) uses skip connections to deal with the problem of vanishing gradients during the training.

\[
 X_{k+1} = X_k + \mathcal{F}(X_k) 
\]

This architecture is quite efficient when dealing with an intense neural network, even in combination with convolutional layers. However, if we look closely, we realize that this is similar to Euler’s method for solving an ODE with step size \( h = 1 \) [2]. The motivation is that ResNet is a modification of the Euler method, so HeunNet is the modification of Heun’s Method.
4 Proposed Model: HeunNet Model

Our motivation inspired by the Heun Method [11]. Since ResNet [6] is a discretization of the Euler method, we could see the Heun Method as the extension of ResNet. In a nutshell,

\[
\text{ResNet : Euler’s Method :: HeunNet : Heun’s Method}
\]

We propose another architecture for neural networks motivated by the Heun Method for solving ODE. In our model, the output of the next layer is a combination of the output from ResNet and the output of the previous layer as shown in Eq. (5a).

\[
\begin{align*}
    \tilde{X}_{k+1} & = X_k + \mathcal{F}(X_k) \\
    X_{k+1} & = X_k + \frac{1}{2}(\mathcal{F}(X_k) + \mathcal{F}(\tilde{X}_{k+1}))
\end{align*}
\]  

(5a)  

(5b)

Fig. 2 shows the essence of this architecture.

Residual Neural Network is a discretization of the Euler method. In the residual network, the state of the layer \( k + 1 \) is related to the state of the layer \( k \) as shown in (4), where \( \mathcal{F} \) can be an arbitrary layer transition function. But if we use Heun’s Method for solving \( \dot{x}(t) = \mathcal{F}(x(t)) \) with initial condition \( x(0) = x_0 \) and let step size be \( h = 1 \), we obtain the architecture of the Heun Neural Network (HeunNet), i.e., Eq. (5).

The Heun Method has quadratic accuracy, while the accuracy of Euler’s method is linear. For this reason, the Heun Method is generally preferred to Euler’s method when numerically solving ODEs. A similar situation is occurring for the Heun Neural Network (HeunNet), which appears to converge to a more accurate result in fewer layers.

4.1 Gradient Propagation in a HeunNet

The original motivation for ResNet was to avoid the vanishing gradient problem by causing the Jacobian of the transition between layer \( k \), and layer \( k + 1 \) to be a near-identity matrix. Both the ResNet equation (4) and the analogous HeunNet equation (5) are of the form \( X_{k+1} = X_k + \text{something} \), which accomplishes this. Like ResNet, HeunNet is an entirely feedforward computational process that can be expressed using standard numeric linear algebra routines. As such, it is straightforward to implement in any deep learning framework, such as PyTorch. The gradient can be automatically calculated via backpropagation, i.e., reverse mode Automatic Differentiation [1], and that process is just as automatic as for ResNet.

Despite its conceptual similarity, and as we see below, numerical simulations show that HeunNet obtains better performance than ResNet across various tasks.
5 Extension of HeunNet Model

In the Heun’s Method for solving ODEs, if we put more weights on the corrector’s second term we will have a better approximation of the actual function. In the Heun’s Method, we first compute the \( f(x_k) \) as the slope of the current state and \( f(\tilde{x}_{k+1}) \) as the approximation coming from Euler method and get the average of these two as the corrector. But if we put more weights on the \( f(\tilde{x}_{k+1}) \) and use convex hull of \( f(x_k) \) and \( f(\tilde{x}_{k+1}) \), i.e., \((1 - \alpha)f(x_k) + \alpha f(\tilde{x}_{k+1})\) with \( \alpha \) near to 1, then we have better approximation than Heun’s Method:

\[
\begin{align*}
\tilde{x}_{k+1} &= x_k + hf(x_k) \\
x_{k+1} &= x_k + h((1 - \alpha)f(x_k) + \alpha f(\tilde{x}_{k+1}))
\end{align*}
\]

where \( 0 \leq \alpha \leq 1 \) and \( h \) is the step size. Fig. 1 shows the difference between Heun’s Method and extended Heun’s Method for \( \dot{x} = 2\sqrt{x} \) with \( x(0) = 1 \).

For \( h = 1 \) we obtain the architecture of a Neural Network which is an extension of HeunNet (ExtendedHeunNet), i.e.,

\[
\begin{align*}
\tilde{x}_{k+1} &= x_k + f(x_k) \\
x_{k+1} &= x_k + (1 - \alpha)f(x_k) + \alpha f(\tilde{x}_{k+1})
\end{align*}
\]

- If \( \alpha = 0 \) then \( x_{k+1} = \tilde{x}_{k+1} \) and we have ResNet.
- If \( \alpha = \frac{1}{2} \) then we have HeunNet.
- If \( \alpha \neq \frac{1}{2} \) then we have ExtendedHeunNet.

The question is, which values of \( \alpha \) gives us better approximation? Does this modification improves the performance of HeunNet? Since we need more weights on the next state to have a better approximation of the actual function, we choose \( \alpha \) to be close to 1. The architecture of this extended Neural Network is shown in Fig. 3.

6 Results

For performance evaluation of proposed new model, we have chosen two tasks, (i) MNIST dataset classification [4] and (ii) ECG classification [8]. We compared the HeunNet model with other Recurrent Neural Network, e.g., LSTM [7] and GRU [3].
6.1 MNIST classification Task

Fig. 4 shows the comparative analysis of loss and accuracy for LSTM and HeunNet models over ten iterations. LSTM achieves an accuracy of 95.44% after the 10th iteration. On the other hand, the HeunNet model achieves an accuracy of 98.26% at the 10th iteration.
### Table 1: Parameters of Dataset Used

| # | Parameter           | Value       |
|---|---------------------|-------------|
| 1 | Number of Samples   | 109446      |
| 2 | Number of Categories| 5           |
| 3 | Sampling Frequency  | 125 Hz      |
| 4 | Classes             | [N: 0, S: 1, V: 2, F: 3, Q: 4] |

Figure 7: Loss for LSTM, Phased-LSTM, and HeunNet models over 100 iterations for Sine Wave generation

#### 6.2 ECG heartbeat classification Task

For this task, we used the dataset for MIT-BIH Arrhythmia Database v1.0.0 PhysioNet [5]. Table 1 shows some characteristics of the used datasets. This dataset consists of signals that correspond to electrocardiogram (ECG) shapes of heartbeats for the normal case and shapes caused by arrhythmias and other myocardial infarctions. There are five categories of beats present in the dataset as Nonectopic beat (N), Supraventricular ectopic beat (S), Ventricular ectopic beat (V), Fusion beat (F) and Unknown beat (Q).

Fig. 5 shows the loss and accuracy for LSTM model over 100 iterations. The best iteration for the LSTM model in the ECG heartbeat classification task is 79 with an accuracy 90.40%.

With the HeunNet model, we get the best accuracy of 98.80%. Fig. 5 shows the loss and accuracy for LSTM model for only 50 iterations.

The proposed model can achieve higher accuracy within only half of the number of iterations required for other recurrent neural networks.

#### 6.3 Time Series prediction

As shown in (5), the neural network \( F \) can be any neural network. For time series generation task, we used a simple LSTM neural network for \( F \) in (5). This Heun neural network-based LSTM model is compared against Phased LSTM [9] and vanilla LSTM model. A sine wave of length \( 16\pi \) is used for the dataset for this task. Each model is trained for 100 iterations. Fig. 7 shows the comparative performance analysis for three models. As shown in Fig. 7, the HeunNet model outperformed the other two model.

Proposed ExtendedHeunNet model’s prediction is more accurate than other HeunNet and also other two neural network models. ExtendedHeunNet provides an accuracy of 97.30% with \( \alpha = 0.8 \) in just 2 iterations for Task C. For ExtendedHeunNet, \( 0.75 < \alpha \leq 0.8 \) provides best accuracy. If \( \alpha \) move towards 1, the accuracy starts to drop.
Fig. 8 shows generated sine wave for LSTM, Phased-LSTM and HeunNet model. The HeunNet and ExtendedHeunNet model's prediction are more accurate than the predictions of the other two models.

![Generated Sine Wave](image)

(a) LSTM model trained for 100 iterations
(b) Phased-LSTM model trained for 100 iterations
(c) HeunNet model trained for 25 iterations
(d) ExtendedHeunNet model trained for 2 iterations with $\alpha = 0.8$
(e) ExtendedHeunNet model trained for 10 iterations $\alpha = 0.8$

Figure 8: Training different models to generate a sine wave.

6.4 Performance Evaluation

Typically, the accuracy of RNN models (LSTM or GRU) increase with the increase in the number of iteration. Therefore, the training time is comparatively long. We experimented with different ranges of iteration for different problems. For task A, within ten iterations, LSTM achieve 95.44% accuracy, and GRU achieves 92.01% accuracy. However, for
the same number of iteration, the HeunNet model achieves 97.98% accuracy. The result shows that the proposed model needs less training time to achieve high accuracy.

In a traditional bi-directional vanilla recurrent neural network, corresponding parameters are combined into a single LSTM. On the other hand, in this proposed model, the results of two individual neural networks are combined using the Heun Method (5).

In this section, both classification and time series prediction tasks are evaluated for different recurrent models against the HeunNet model. We can conclude that the proposed model can achieve higher accuracy with almost half the number of iterations than other models. The HeunNet model does not need to train for a long time to get the optimized result.

7 Discussion

ResNet has the form of an Euler method for discretizing and solving ODEs, and HeunNet and its extensions can be similarly viewed as having the form of Heun’s Method. Some other groups have independently explored similar ideas for extending ResNet based on other numeric ODE solvers. In particular, MomentumNets [10] are constructed using an analogy with a numeric solver for second-order ODEs, while our HeunNet and its extension are derived from solution methods for first-order ODEs. Since second-order ODEs can be reduced to first-order ODEs using standard techniques, it should be possible to put these all into a common framework. MomentumNets have ResNet as a special case, but our extended HeunNet has both ResNet and HeunNet as special cases. And finally, in MomentumNets the velocity term is defined as a function of the current state in the first stage, and in the second stage this term is combined with the input of the previous layer, while our HeunNet or its extension use ResNet as the approximation for the next state and the second term is a correction for the error introduced in the first step. So the HeunNet first makes an approximation for the next state, and a weighted average of this approximation and its correction constitutes the space of candidates for the next state of the system.

Heun’s Method falls in the general class of predictor-corrector methods: it makes an initial guess as to the correct state of the next time step, then corrects that estimate using more accurate information based on this first estimate. This can be viewed as a local causality violation, as it makes the update between layers $t$ and $t+1$ depend not just on the state of layer $t$, but also on that of layer $t+1$. However the method remains causal, unlike time-series processing techniques like a Bi-directional RNN, which consists of a forward-in-time pass along with a corresponding backward-in-time pass. The technique proposed here might be naturally extended to that setting by making each of these passes update using a Heun’s Method step rather than an Euler step. So we should not view these as in competition, but rather as potentially synergistic.

8 Conclusion

We proposed a new neural network model that leverages Heun’s Method for hidden state optimization in this work. We also developed this architecture that includes HeunNet as a special case. Performance evaluation demonstrates that both proposed models outperform existing recurrent neural networks in case of solving different problems. The proposed models also takes less time for training and can achieve higher accuracy. This architecture leverage the strength of Heun’s Method that ensures higher accuracy. The error generated by the first step of the Heun Method is compensated by the corrector, i.e., the second term, and reduce the errors [11].
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