**Abstract:** Experimental field campaigns are an essential part of atmospheric research, as well as of university education in the field of atmospheric physics and meteorology. Experimental field observations are needed to improve the understanding of the surface-atmosphere interaction and atmospheric boundary layer (ABL) physics and develop corresponding model parameterizations. Information on the ABL wind profiles is essential for the interpretation of other observations. However, wind profile measurements above the surface layer remain challenging and expensive, especially for the field campaigns performed in remote places and harsh conditions. In this study, we consider the experience of using two low-cost methods for the wind profiling, which may be easily applied in the field studies with modest demands on logistical opportunities, available infrastructure, and budget. The first one is a classical and well-known method of pilot balloon sounding, i.e., when balloon is treated as a Lagrangian particle and tracked by theodolite observations of angular coordinates. Second one is based on a vertical sounding with a popular and relatively cheap mass-market quadcopter DJI Phantom 4 Pro and utilizes its built-in opportunity to restore the wind vector from quadcopter tilt angles. Both methods demonstrated reasonable agreement and applicability even in harsh weather conditions and complex terrain. Advantages and shortcomings of these methods, as well as practical recommendations for their use are discussed. For the drone-based wind estimation, the importance of calibration by comparison to high-quality wind observations is shown.
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1. Introduction

Information on the vertical distribution (profile) of wind speed in the troposphere is important for various tasks, ranging from the safety of aviation flights to the forecast of disastrous meteorological phenomena and the development of atmospheric boundary layer (ABL) theories and model parameterizations. It is critical in aeronautical meteorology and wind energy. The vertical profiles of the average wind speed within the ABL depend on several parameters, including the upwind surface properties, surface roughness, atmospheric stratification, synoptic-scale pressure gradient, etc. The wind profile is highly
variable in time especially when a point of observations is passed by squalls, atmospheric fronts, mesoscale convective systems.

Specific need for ABL wind observations is associated with field campaigns, that are regularly carried out by research institutions to improve the understanding of the surface-atmosphere interaction and ABL physics. Basic theories of the ABL physical processes, including Monin–Obukhov similarity theory and turbulence closures of different orders have been developed since the middle of the 20th century [1] allowing the representation of the ABL processes in weather and climate models [2]. However, atmospheric physics still faces challenges in understanding and parameterizing ABL processes under specific conditions, e.g., in case of strongly stable temperature stratification [3] or over inhomogeneous terrains [4,5] including coastal zones, polynyas, urban areas, mountain landscapes etc. Comprehensive information on the ABL structure under such specific conditions is usually obtained in targeted experimental field campaigns. In addition, information on the profiles of wind speed, temperature, and humidity is an important accompaniment to field studies of the gas and aerosol composition of the atmosphere and an integral part of various subsatellite experiments. Moreover, short-term field campaigns with wind measurements are essential not only for atmospheric research but also for educating university students learning meteorology, atmospheric physics, and adjacent areas of knowledge.

Even when the field campaigns are focused on surface-layer processes, information on temperature and wind ABL profiles is extremely important for data interpretation; especially for very stable stratification, where wind profile may indicate proximity of ABL height to surface and hence the necessity for reconsidering the Monin-Obukhov theory, which assumes invariance of fluxes with height. Field campaigns in atmospheric studies often face logistical challenges in taking measurements at remote sites that are difficult to reach and are often characterized by harsh weather conditions [6]. Despite the numerous methods for ABL wind profile measurements have been suggested, the most of them have limited applicability for such field campaigns, which is shown in a brief review below.

Sounding with pilot balloons (pibals) is a classical method of wind proofing that enjoys a history lasting more than two centuries [7]. The principle behind this type of measurements assumes that a balloon may be treated as a Lagrangian particle in its horizontal motion, while having a buoyancy-driven vertical velocity with respect to air. Thus, if the trajectory of a balloon is known, it provides the distribution of horizontal air speed along the trajectory; with respect to large-scale atmospheric circulations this distribution may be treated as a local vertical profile of wind. The classical method of pibal sounding assumes the determination of balloon’s trajectory from the theodolite angular observations. Later, invention of radio allowed tracking balloons using radio directional finding, and receiving data from meteorological sensors attached to the balloon, which originated the atmospheric radio sounding.

Since 1930th, radiosondes are a routine tool for areological observations, and remain one of the most important sources of the wind profile data for atmospheric research and weather forecast [8–10]. However, the use of one-off sondes determines the high cost of this method. Therefore, areological network is scarce, and soundings are typically performed only twice a day [10]. Another frequently used method for wind profile monitoring is multilevel contact measurements at meteorological masts [11,12]. Disadvantage of such measurements are discreteness, coverage of only the lower part of the ABL with a maximum height of few hundred meters, and a high cost of mast construction.

Promising opportunities for wind profile monitoring are provided by remote sensing techniques. All such methods are based on the emission, atmospheric backscattering, and recording of received signal of waves differing in nature and wavelength: these are sodars (acoustic waves), lidars (optical radiation), radars (radio waves), and radio-acoustic systems which combine acoustic and electromagnetic radiation.

Sodars (acoustic locators) provide measurements of wind magnitude and direction in an altitude range from 20 to 200–800 m [13–16]. However, the height of sounding is highly dependent on meteorological conditions. Sodars are sensitive to background atmospheric
noise and practically do not operate during liquid precipitation and high wind speeds. An extension of the acoustic sounding technique is RASS (Radio Acoustic Sounding System), i.e., when sodar is supplemented by a radar [14,17]. RASS systems have similar limitations in height and operation conditions as sodars but simultaneously provide information on the vertical distribution of wind and temperature.

Optical wind profilers (lidars) record an optical signal scattered by aerosols or air molecules [18–24]. They are capable of sensing the atmosphere to very high altitudes [25], and are widely used in wind industry [26,27]. A common property of all optical wind profilers is that they work well in clear and calm weather. However, lidars are practically inoperative under conditions with strong turbulence, wind, and precipitation, fog, low cloud cover, and high dust concentration.

Contrary to lidars, radars provide the best results in the presence of cloudiness and precipitation. Radar wind profilers use the reflection of electromagnetic waves from liquid and solid water particles suspended in the air [28–30]. An analysis of reflected signals enables to obtain in real-time the wind distribution, turbulence intensity, and wind shear in altitude and time [31]. Radar measurements of the wind are traditionally complicated due to the high variability of the air speed and the spatial heterogeneity of the diffusers’ reflectivity. Also, in the radar measurements, the information on the wind speed is typically not available in the layer below 300–400 m.

According to the presented review, currently there is no “universal” remote wind profiler applicable in any weather conditions. In addition to the listed technical and methodological limitation of the reviewed methods, their application in the field campaigns, especially in remote areas, is strongly limited by the logistical and infrastructural challenges. Most remote sensing devises are hard-to-transport and difficult to maintain, so their transportation and operation are expensive and labor-demanding tasks. The exception is portable sodars [32], however, as shown above, their operation is subject to weather restrictions. Additionally, most of the methods lack opportunity to provide reliable data for the lowest part of the atmosphere, which is a primary interest in the field studies focused on the surface-atmosphere interactions. Another limitation is the high cost of the remote sensing devices, which limits their operation by small research groups, especially in developing countries. Therefore, for field measurements mentioned, it is practical to use a relatively simple, low-cost wind profiling method applicable in wide range of weather conditions.

Emerging opportunities for atmospheric monitoring, including wind profiling, are opened by rapid development of the unmanned aerial vehicles (UAVs) or the so-called drones [33,34]. There are two types of the UAVs, namely fixed-wing and rotary-wing ones. Among the rotary-wing UAVs, the most popular are the multirotor aircrafts or multicopters, which are equipped with a number of (usually 4 or 6) rotary engines. The multirotor UAVs started their development later than other models, only in the 21st century, but have already become the most popular UAV type. The recent software and hardware developments have dramatically improved the ease of use of the multirotor UAVs and turned them to popular devices which experience a commercial boom nowadays. The multirotor UAVs found their application in different industries, including photo and video production, security, transport, etc., as well in scientific research, mostly in field of cartography and remote sensing. For example, multirotor UAVs could be used for agricultural monitoring [35,36], creation of high-resolution digital elevation models [37,38], snow depth estimations [39], and monitoring of the land/water surface temperature using the infra-red radiometers [36,40–42].

The first attempts of using the fixed-wing UAVs for atmospheric research go back to the 1970s [43]. Further technological advances in manufacturing and signal processing have led to the miniaturization of sensors and moved the fixed-wing UAVs to the forefront of atmospheric measurements in 2000th, see e.g., [6,44–47]. The pioneering studies in the use of the multirotor UAVs for atmospheric measurements appeared only in 2010th, but have already demonstrated that multicopters, equipped by meteorological sensors,
could be effectively used for profile measurements in the lower atmosphere, including the harsh Arctic and Antarctic conditions \[6,48–50\]. The multicopters have several noticeable advantages against the fixed-wing UAVs for the profile measurements in field campaigns. They have opportunity to take off in a limited space and to hover or to make strictly vertical profiles over a given point. The latter is especially important for taking measurements in a complex environment such as urban canopy or over a heterogeneous surface, e.g., over an ice-water border or a hilly terrain. Another advantage of multicopters is an opportunity to move with a low vertical or horizontal speed, which is important for better resolving the sharp gradients of temperature and other parameters, e.g., near the surface.

Both fixed-wing and rotary-wing UAVs could be used to measure the wind speed and direction. Fixed-wing UAVs are typically equipped by Pitot tubes, which provide high-quality and high-frequency measurements of 3D wind vector, suitable for wind profiling as well as for turbulence studies \[46,51\]. However, the use of such high-quality measurements is limited by a significant cost of the Pitot probes and by the need of additional high-quality data loggers and other supporting equipment. Multirotor aircrafts provide a unique low-cost opportunity to estimate the wind speed without any additional sensors based only on the attitude data (pitch and roll angles) from the internal measurement unit \[52,53\]. Such method is too coarse for turbulence-resolving studies, however the recent studies found it to be enough accurate for the vertical mean wind profiling \[33,34\]. The opportunity for low-cost wind speed measurements together with other listed advantages turn the multirotor UAVs to a very attractive tool for meteorological monitoring in the lower atmosphere.

A big part of existing studies on the use of the UAVs for atmospheric measurements consider the custom-built drones, which were designed specifically for atmospheric measurements. The examples are the MACS-3 \[51\] and SUMO \[47\] fixed-wing UAVs or the CopterSonde quadcopter \[33\]. A custom-built UAV could be deeply optimized for better efficiency and higher-precision measurements. However, its development requires months or years of highly qualified engineering work, and its further applications are usually limited by the group of its developers. Even after development and debugging, creating the next instance or repairing after an accident remains a difficult and time-consuming task. Drones designed specifically for atmospheric measurements are also available commercially, e.g., the MeteoDrone from Meteomatics company \[54\] (https://www.meteomatics.com/en/meteodrones-meteobase/, accessed on 13 March 2021), however their price is far away from the low-cost segment. Alternative option is to use mass-market drones. For example, the mass-market multirotor UAVs manufactured by DJI company, e.g., DJI Matrice or DJI Phantom 4, are originally designed for photo and video production or industrial applications, but have been efficiently used to carry temperature, humidity, and atmospheric composition sensors \[48,55,56\]. The cost of such drones starts with the first thousand USD, which allows to consider them as low-cost tools in comparison to the special commercial solutions and remote sensing equipment. The opportunity to obtain the wind speed estimate is also available for such drones, however it has not been extensively tested and evaluated in previous field studies by comparing with conventional wind measurements.

Among the reviewed wind profiling methods, only two can be considered as the low-cost solutions, suitable for the wind profiling in the lower atmosphere during the remote field campaigns, namely the classic method of pilot balloon sounding, and novel drone-based vertical profiling with mass-market quadcopters. This study aims to conduct intercomparison between these two methods applied in a field campaign under harsh winter conditions and complex terrain in the Russian Arctic.

2. Methods

2.1. Study Area and Research Campaign

The White Sea Biological Station (WSBS) of Moscow State University (MSU) is located on the North Western coast of White Sea, Russia, almost at the Arctic Circle (66°34′ N, 33°08′ E). Surrounding terrain is highly inhomogeneous. The site is located at Kindo penin-
sula with an altitude range about 100 m at the coast of Bolshaya Salma straight (Figure 1a). The most of the straight is typically covered by ice in winter, however its part remains unfreezing as a polynya [57]. WSBS has been a base infrastructure for numerous biological, geomorphological, oceanological studies since its foundation in 1938. It is extensively used for undergraduate student field practices by Faculties of Biology, Geography and Physics, MSU. Recently, a number of winter short-term (ca. two weeks) field campaigns were carried out here jointly by MSU and A.M. Obukhov Institute of Atmospheric Physics RAS for studying thermodynamic and biogeochemical regime of meromictic lakes and statistical properties of atmospheric turbulence in heterogeneous landscape formed by lakes and surrounding forest over hilly surface. Among significant results, it was first established that over small clearings in a forest, certain statistical properties of wind and temperature series resemble that of a convective boundary layer, indicating a presence of coherent structures in a turbulent flow [4,5].
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**Figure 1.** Location of the White Sea Biological Station (WSBS) site (a) and aerial photo of WSBS pier where the discussed observations were performed (b). Colored shading in (a) represents the elevation above the sea level according to Arctic DEM, and cyan line indicate the typical location of the unfreezing polynya in the Bolshaya Salma straight.

Our study is based on the results of the field campaign, that was performed at WSBS site from the period 25th of January to 4th of February 2020 (WSBS-2020 campaign). As previous campaigns at this site, the WSBS-2020 campaign was focused on surface-atmosphere interaction over complex terrain in winter. It consisted of different kinds of observations, including routine meteorological observations, eddy covariance measurements and vertical profiling. One of the campaign objectives was testing and comparison of the methods for measuring the vertical wind profile, suitable for use in the field with limited infrastructure, namely vertical sounding with pilot balloons and quadcopters.

Most of the observations were carried out at the WSBS pier (66.5533° N, 33.10396° E) (Figure 1b). Measurements at this site included routine meteorological observations by Vaisala WXT520 automatic weather station (AWS), temperature profile measurements by MTP-5 microwave temperature profiler, and high-quality wind speed measurements with 20 Hz frequency by acoustic anemometer, built in to IRGASON EC150 CO2/H2O Open-Path Gas Analyzer (Campbell Scientific, Inc., Logan, UT, USA). The latter was installed at the end of pier, at the height about 4 m above the sea ice. Balloon and quadcopter-based vertical soundings were performed onshore in the vicinity of the pier (Figure 1b).
2.2. Balloon Sounding

A crucial component of pilot balloon sounding method is a measurement of 3D balloon trajectory, from which the vertical wind profile is then computed. This measurement may be performed by a variety of methods; the cheapest and realizable way in a wide range of environmental conditions (except the cases of low cloudiness) involves theodolite optical observations of two angle coordinates and a model for vertical motion of a balloon. This method is applicable for lower atmosphere measurements, owing to the limitations of balloon visibility. An important uncertainty in this method is imposed by formulation and parameters of a vertical motion model. A number of balloon ascent models have been developed [58–62]. All of them are subject to one or another limitation: a perfect balance between buoyancy and friction forces is usually assumed, the heat balance equation of a balloon skin is substituted by equality of balloon skin temperature to ambient air temperature [60], the temperature distribution inside a balloon is taken homogeneous [58], and others. One of the most important parameters of the model is aerodynamic drag coefficient, usually parameterized as function of Reynolds number [60]. Most of the parameter uncertainties and simplifications of model equations become important during soundings of the higher atmosphere, where the ambient conditions (temperature, pressure, radiation fluxes) as well as the balloon’s characteristics alter significantly through the balloon route from the Earth surface; in this case, model parameterizations should be applicable in a wide range of balloon diameters, temperature, vertical velocity with respect to air.

In our study, soundings have been performed up to 500 m. The model for balloon ascent developed in this study follows basically Gallice et al. (2011) [60], the latter is extended by using unsteady vertical motion equation and inclusion of full heat balance equation at the balloon surface [58]. The full equation for vertical balloon motion reads:

\[ m_b \frac{d^2 z}{dt^2} = (\rho_a V_b - m_b)g - \frac{1}{2} C_D \rho_a S_b w^2 \]  

(1)

\[ z|_{t=0} = w|_{t=0} = 0 \]  

(2)

where \( z \) is vertical coordinate of the balloon, \( t \) is time, \( w = dz/dt \) is its vertical speed, \( V_b \) is the balloon volume, \( S_b \) is the reference area (\( = \pi R^2 \), \( R \)—balloon radius), \( m_b \) is the balloon mass (assumed constant, neglecting slow diffusion of helium through the balloon skin), \( \rho_a \) is the ambient air density, \( C_D \) is an aerodynamic drag coefficient, taken as semi-empirical function of Reynolds number [60]. The ambient pressure and air density are computed from hydrostatic equation using vertical air temperature distribution \( T_a \) measured by MTP-5 temperature profiler. The balloon radius at each height is found from ideal gas law given ambient pressure and mean temperature inside the balloon. The mean temperature over the balloon volume is found by averaging the solution of 1D heat conductance equation (valid under condition of spherical symmetry):

\[ \frac{1}{\rho c_p} \frac{d}{dt} \frac{dp}{dt} + \frac{\lambda_m}{R^2} \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T}{\partial r} \right) + \frac{r}{R} \frac{dR}{dt} \frac{\partial T}{\partial r} \]  

(3)

\[ \left. \frac{\partial T}{\partial r} \right|_{r=0} = 0, \quad T|_{r=R} = T_a \] or \( T|_{r=R} \) is computed from balloon skin heat balance  

(4)

where \( \lambda_m \) is the thermal conductivity coefficient of helium, \( \rho \) is helium density, \( c_p \) is helium heat capacity at constant pressure, \( r \in [0, 1] \) is a normalized radial coordinate. The use of normalized radial coordinate simplifies the solution of temperature diffusion problem inside a balloon, as it allows to avoid adjustment of the numerical grid of non-normalized radial coordinate to the balloon expansion.

The vertical motion model describes an ascent of a balloon respective to air, so that the vertical coordinate of a balloon with respective to the earth surface in general case should be computed using the sum of balloon velocity and air vertical velocity. Vice versa, the air
vertical velocity can be computed if the balloon coordinates are measured and the balloon vertical velocity with respect to air is simulated \[39,60,62\]. Vertical balloon motion with respect to air could be fairly used to estimate the balloon height and, ultimately, vertical distribution of horizontal speed.

When the vertical wind profile is estimated via balloon tracking by visual measurements of vertical (\(\theta\)) and horizontal (\(\lambda\)) angles with theodolite, the error of angles measurements \(\delta \theta\) and \(\delta \lambda\) lead to corresponding error in wind module and direction calculation. Under the assumption that theodolite angle measurements are non-correlated in time, and \(\delta \theta\) and \(\delta \lambda\) are uncorrelated (i.e., \(\langle \delta \theta, \delta \lambda \rangle = 0\), where overline denotes mathematical expectation), one gets the following estimates:

\[
|V| - |V_m| = \frac{1}{|V_m|} \left[ u_m^2 (\delta u)^2 + v_m^2 (\delta v)^2 + 2 u_m v_m \delta u \delta v \right]
\]  \tag{5}

\[
(\varphi - \varphi_m)^2 = \frac{1}{|V_m|} \left[ v_m^2 (\delta u)^2 + u_m^2 (\delta v)^2 - 2 u_m v_m \delta u \delta v \right]
\]  \tag{6}

where \(V = (u, v)\) is a true velocity vector, \(\varphi\) is wind direction, \(\delta V = (\delta u, \delta v)\) is an error of velocity measurement, subscript “\(m\)” denotes measured values. The variances and covariance of velocity vector measurement errors computed for a period \((t, t + \Delta t)\) between two observations of balloon angle coordinates by theodolite are given as:

\[
(\delta u)^2 \Delta t^2 = \left[ B_{\varphi \theta}^2 (t + \Delta t) + B_{\varphi \theta}^2 (t) \right] (\delta \theta)^2 + \left[ B_{\varphi \lambda}^2 (t + \Delta t) + B_{\varphi \lambda}^2 (t) \right] (\delta \lambda)^2
\]  \tag{7}

\[
(\delta v)^2 \Delta t^2 = \left[ B_{\theta \varphi}^2 (t + \Delta t) + B_{\theta \varphi}^2 (t) \right] (\delta \theta)^2 + \left[ B_{\theta \lambda}^2 (t + \Delta t) + B_{\theta \lambda}^2 (t) \right] (\delta \lambda)^2
\]  \tag{8}

\[
(\delta u \delta v) \Delta t^2 = \left[ B_{\varphi \theta} (t + \Delta t) B_{\varphi \theta} (t + \Delta t) + B_{\varphi \theta} (t) B_{\varphi \theta} (t) \right] (\delta \theta)^2 + \left[ B_{\varphi \lambda} (t + \Delta t) B_{\varphi \lambda} (t + \Delta t) + B_{\varphi \lambda} (t) B_{\varphi \lambda} (t) \right] (\delta \lambda)^2
\]  \tag{9}

here, the coefficients \(B_{\varphi \theta}, B_{\varphi \theta}, B_{\varphi \lambda}, B_{\varphi \lambda}\) relating the errors of angle coordinates to that of wind speed components are proportional to \(z_m\) (Appendix A). These formulas imply that assuming constant values \((\delta \theta)^2\) and \((\delta \lambda)^2\) (which are defined by construction properties of theodolite) the errors of wind components increase with height of balloon position. However, the errors of velocity module and direction are dependent on covariance \(\delta u \delta v\) and may become non-monotonic with height. For the theodolite model used in this study, \((\delta \theta)^2 = (\delta \lambda)^2 = (0.2^\circ)^2\).

\section*{2.3. Quadcopter-Based Measurements of the Wind Speed and Direction}

The multi-rotor UAVs provide an opportunity to estimate the wind speed without any additional sensors based only on the records of inertial measurement unit (IMU). Such opportunity follows from the principle of motion of multicopter aircraft. Its horizontal motion is performed by redistributing the engine power to change the roll and pitch angles and, accordingly, to deviate the thrust vector in the required direction. To follow the pilot’s commands (to hover at the fixed point or to move in requested direction), the drone needs to compensate the airflow. Such compensation is performed by flight controller using the data from IMU that usually include gyroscopes, accelerometers, and GPS. E.g., when the drone is hovering over the given point, it is still moving against the airflow. The wind speed and direction could be estimated based on the drone tilt and other variables from IMU. The theoretical description of this method and its application is described in recent literature \[52,53\]. However, implementation of such method for a specific aircraft model remains a challenging task due to the need for an accurate adjustment and calibration taking into account the features of the aircraft design \[33\].

In this study, we use the commercial mass-market quadcopters DJI Phantom 4 to obtain the wind profiles in lower atmosphere together with temperature and humidity profiles. Successful experience to use such drones to obtain temperature and humidity
profiles was discussed in author’s previous study [48]. In contrast to many other drones, the DJI flight controller includes the built-in software for estimation of the wind speed to warn the pilot about the dangerous wind. The estimated values are transmitted to the remote controller and stored in the flight logs. Unfortunately, the description of the specific algorithm, used to obtain the wind vector estimate, is not publicly available, so the user can only consider it as a “black box.”

The flight logs from DJI can be accessed using DJI Assistant software and further converted to csv format using CsvView software (accessed on 13 March 2021). The logs contain various information about the aircraft state, including the IMU data. The available data gives several options to obtain the wind speed and direction. First, there are variables called “AirSpeedBody:X” and “AirSpeedBody:Y” (or “air_vbx” and “air_vbx_y” in latter CsvView versions), which correspond to the airflow speed $V_{rel}$ in the drone-based coordinate system. The information of the horizontal speed of a drone with respect to the ground $V_{drone}$, obtained by GPS module, is also known from the flight logs, so the wind speed $V$ could be easily estimated as

$$V = V_{rel} + V_{drone} \quad (10)$$

Second, the flight logs already include the variables called “WindSpeed,” “Wind:X,” and “Wind:Y,” which correspond to the wind speed estimate $V_1$ that is used to warn the pilot, and its zonal and meridional components. $V$ and $V_1$ are expected to be equal, however we found that their relationship is not so simple. The $V_1$ values are smoothed with respect to $V$ with a window of about 10–15 s and scaled by a non-constant factor of about 1–1.5.

Third, the available data allows application of the original algorithms based on theoretical tilt–wind relationships from a literature. However, application of these algorithms based on Phantom 4 flight logs requires an accurate calibration, which should be already done by the manufacturer. Hence, in this study we evaluate the wind estimates which are already available in the flight logs. We further use $V$ estimate, which corresponds to a lower level of data processing and include fewer unknown factors in comparison to $V_1$. However, the presence of the data fields, used for $V$ and $V_1$ estimates, depends on the drone’s firmware version. In case of missing fields needed for $V$ estimate, the approaches discussed below can be applied to $V_1$ estimate.

During the WSBS-2020 campaign, we used two DJI Phantom 4 drones (D1 and D2) for different missions, including the vertical profiling. These drones were equipped by meteorological sensors produced by Intermetsystem (https://www.intermetsystems.com/, accessed on 13 March 2021), namely the iMet-XF and iMet-XQ2 sensor packages. iMet-XQ2 is a compact ready-to-use system that includes internal memory, GPS and temperature, humidity and pressure sensors. iMet-XF sensor package was used as a part of customized system that also includes the data logger and power supply, packed in a plastic box [48]. It is more flexible and allows to plug in a variety of sensors but is significantly heavier than iMet-XQ2. Both sensor packages were mounted at the drones’ chassis with the sensors placed under the front rotors for better aspiration (Figure 2a). The D1 drone was equipped by iMet-XQ system, and D2 was equipped by both iMet-XQ2 and iMet-XF sensor packages.

Vertical profile measurements were performed one or two times per day together with balloon sounding (in total 14 times during the campaign). Balloons and drones were launched from the same point near WSBS pier. We tried to synchronize the launch time for balloon and drone as close as possible, however in some cases due to the technical problems the launch times differed by tens of minutes. The profile measurements by the drone were performed during an ascent to the height of 400–500 m with a vertical speed of about 0.5–1 m/s in the lowest 50 m and 1–2 m/s above, hovering at the highest point for 10–20 s and descending back to the surface with the same vertical speed. Hence, the profiling missions usually took 15 min. In most of the cases, the drone was piloted manually and kept over a fixed point during ascent and descent. In some cases, we used the autopilot software DJI GS Pro that automatically leads the drone along a prescribed path. This software does not allow to prescribe the ascending/descending motion over a
fixed point, so the vertical motion along the profile was represented by the series of zigzags within approx. 200 m from the starting point. In usual, the vertical profiles were measured by D1 drone and occasionally by D2.

![Figure 2](image)

**Figure 2.** Two drones D1 and D2, equipped by meteorological sensors, used in the study (a). The photo in (b) shows the experiment when the drones were hovering near the acoustic anemometer.

The data processing was performed by the set of routines, which synchronize the data from meteorological sensors and from the flight logs, interpolate all variables to the same time intervals with 1 Hz frequency, separate the ascending and descending segments of the flight, determine the height above the ground, and average the meteorological variables for regular height intervals. The height above the ground was estimated based on iMet-XQ2 pressure readings taking into account the observed vertical temperature profile [48]. Finally, processing routines provide the vertical profiles of the meteorological variables including the wind speed and direction. The known problem of the aircraft-based vertical sounding is a difference between the ascending and descending profiles due to the sensors’ inertia as well as due to the atmospheric unsteadiness [63]. In our previous research, the noticeable effects of the sensor’s inertia on the temperature and humidity profiles was found, and a simple correction based on a time shift of the sensors’ readings was proposed [48]. However, we did not find such effect for the drone-estimated wind profiles. In the following, we use the profiles of the wind speed and direction, averaged between measurements in ascending and descending flight segments; the difference between “ascending” and “descending” profiles is used as a measure for uncertainty of the drone-observed wind.

2.4. Verification of Quadcopter Wind Measurements versus Ground-Based Observations

To verify and calibrate the drone-based wind measurement, we performed series of experiments when the drones were hovering near the acoustic anemometer (Figure 2b). In each experiment one or two drones were hovering over the sea ice in front of the WSBS pier, in the vicinity of 5–10 m from the anemometer for 10–12 min. The hovering height was controlled to be as close to the height of anemometer (approx. 4 m above the sea level) as possible. In total, we performed seven experiments for the cases with different wind speed and direction, and with different orientation of the drones with respect to airflow.

3. Results

3.1. Calibration of the Drone Wind Measurements versus Ground-Based Observations

The experiments when the drones were hovering near the IGRASON acoustic anemometer have shown a relatively good agreement between anemometer measurements and drone-based estimates in terms of the mean values and wind speed temporal variations with an averaging period about 20–30 s and more (Figure 3a). However, we found a systematic underestimation of the drone-estimated wind speed when the drones were aligned parallel to the airflow (Figure 3b).
To investigate the revealed dependence of the wind speed bias on the wind direction relative to drone, we analyzed the wind speed components \( v_x \) and \( v_y \) in a coordinate system of the drone, where X axis is directed from the drone’s front side to backside, and Y axis is aligned from the drone’s right side to the left side. Hence, \( v_x \) is positive for the headwind, \( v_y \) is positive for the right crosswind. Reference anemometer measurements were rotated to drone-based coordinates using the drone’s yaw angle. Comparison between reference and estimated \( v_x \) and \( v_y \) values shows relatively good agreement with trend determination coefficient \( R^2 \) equal to 0.78 and 0.92 correspondingly. However, the drone-estimated \( v_x \) values are generally underestimated, especially when reference \( v_x \) is higher than 4 m/s. The slope of the linear trend for estimated \( v_x \) is less than 1 (0.75 as a mean value for all cases), while linear trend slope for \( v_y \) is almost 1 (Figure 4a,b). In other words, the drones are less sensitive to the headwind than to the crosswind.

The absence of the publicly available description of the wind-estimation algorithm, used by DJI flight controller, complicates an accurate interpretation of the revealed differences in drones’ sensitivity to headwind and crosswind. One may suggest a possible reason for this related with influence of payload, i.e., iMet-XQ and iMet-XF sensors installed on the drone’s chassis. Installation of iMet-XQ and iMet-XF sensors should increase the drone’s windage to the crosswind and modify the optimal calibration parameters of the wind-estimation algorithm. However, there is no significant difference between the wind speed evaluation results for D1 drone equipped with iMet-XQ sensor and D2 drone with both iMet-XQ and iMet-XF sensors, despite the later should be strongly affected by the payload. Moreover, additional calibration experiments, performed later with and without
payload, suggests that drone’s sensitivities to the headwind and crosswind are still different even when payload is not installed (details are not shown).

Despite the available data have not clearly revealed the reasons for the differences between reference and drone-estimated wind, it allows introducing a simple correction for the drone-estimated headwind component. Based on the comparison results for seven experiments and two drones, we introduced a correction in a form of scaling multiplier $1/0.75 = 1.33$ for $v_x$ component. This correction noticeably decreased the errors of the drone-estimated wind speed. The root-mean square error (RMSE) for the wind speed, averaged over 30-s intervals, decreased from 1 to 0.7 m/s, and correlation coefficient increased from 0.87 to 0.95. Such error values are close to those ones obtained for CopterSonde [34] in comparison to the radiosondes and acoustic anemometer on 15-m tower [33].

3.2. Comparison between Vertical Wind Profiles, Obtained by Two Methods

Performed synchronous balloon and drone-based vertical soundings allow comparing two methods for diverse conditions, i.e., with different wind speed and direction and with different shape of vertical wind profile. In general, two methods demonstrated reasonable agreement with a range of wind speed up to 20 m/s, which is illustrated by examples in Figure 5a–c for three cases with lower or higher wind shear. For the wind direction in Figure 5a–c, the methods agree in terms of basic wind direction intervals, but not always agree even in a shape of the profile. For example, case for 29th of January from Figure 5b,e demonstrates the best agreement for the wind speed, however for the wind direction there is no agreement even for the sign of vertical wind rotation, with right wind rotation for the drone-estimated profile and opposite for balloon sounding results. Disagreement for wind direction in this specific case may be explained by the orography-induced spatial inhomogeneity of the airflow, which is further discussed in Discussion.

Especially interesting example of comparison between two methods is provided by the case of 28th of January, when intense temperature inversion was developed under clear-sky conditions (Figure 6). The temperature profiles, measured by quadcopter and MTP-5 temperature profiler, indicate the inversion strength of 8 °C in a layer from 0 to 350 m, with the sharpest temperature gradient at the height about 100 m. As typical for stably boundary layer, inversion was accompanied by a low-level jet [64]. Wind speed peak of about 7 m/s at the height of 150–200 m was nicely captured by the drone and balloon as well. Unfortunately, in this case the balloon was lost by observer just in the beginning of the sounding and then was captured again at the height about 100 m, therefore there is no data...
for balloon-based wind profile lower than 100 m. The drone-based wind direction profile, together with near-surface observations by IRGASON anemometer clearly shows the sharp wind rotation by almost 180° in the lowest 100 m, with eastern wind near the surface and western wind above. So sharp wind rotation may be explained by the mesoscale orography-induced circulation in the layer below the temperature inversion. Thus, it is not surprising that the balloon was lost by the observer with such a sharp turn of the wind.

\[ \text{Figure 5. Examples of comparison between balloon and drone soundings for wind speed (a–c) and direction (d–f) profiles for three cases. For the drone-based profiles, red shading indicates the spread between ascending and descending segments of flight. For balloon-based wind speed profiles, error bars indicate uncertainty as described in Section 2.2. For ground-based observations (IRGASON anemometer or Vaisala AWS if the first is not available), error bars indicate the standard deviation of the wind speed/direction during the drone flight.} \]

For three cases, the balloon-based sounding was consequently repeated (with a delay of about 15 min) with an aim to estimate uncertainty of the consequently measured wind profiles. Plots on Figure 7 demonstrate the wind speed and direction profiles for these cases. One may note that for the wind speed, the difference between consequent balloon-derived profiles may reach 2–3 m/s and is higher than the difference between the uncertainty of drone-estimated profiles (difference between profiles for ascending and descending flight segments). Moreover, differences in balloon-derived wind speed between two soundings in cases (a) and (c) significantly exceed the estimated uncertainty of the method (see Equations (5) and (6)), which might indicate individual errors of an observer or non-stationarity of the flow. For wind direction, on contrary, the difference between two consequent balloon-derived profiles is typically lower than the uncertainty of the drone-estimated profile. High uncertainty of the drone-based wind direction profiles seems to be a shortcoming of the wind estimation algorithm, which should be investigated in more detail in further studies.
Figure 6. Vertical profiles of the air temperature (a), wind speed (b) and wind direction (c) according to drone-based sounding, balloon sounding and observations of MTP-5 temperature profiler for a case with a strong temperature inversion (28 January 2020). Designations are similar to Figure 5.

Figure 7. Examples of comparison between balloon and drone sounding for wind speed (a-c) and direction (d-f) profiles for three cases, when balloon sounding was performed twice. Designations are similar to Figure 5.

During the WSBS-2020 campaign, we tested different possibilities to perform the drone-based vertical sounding. The simplest option is to manually control the aircraft. In manual mode, the aircraft was moving strictly vertical way with ascend/descent speed about 1–2 m/s, and the yaw angle was typically kept constant during ascending and descending (allowing rotation at the top point). However, manual piloting becomes
challenging in cold weather due to the freezing of the pilot’s fingers. An attempt to automatize the drone-based sounding was performed using DJI GS Pro autopilot software (https://www.dji.com/ground-station-pro, accessed on 13 March 2021). DJI GS Pro allows to drive the drone along a given trajectory specified as a sequence of points on a map. For each point, it is possible to specify the requested height, however it is not possible to drive aircraft strictly vertical using this software. Various options were tested for raising the aircraft to a height of 500 m in such a way as to minimize its distance from the starting point and keep the quasi-vertical profile. One of the options was to drive the drone along the trajectory with multiple zigzags around starting point, rotating by 180° every 50 m of altitude (Figure 8a). However, such method led to unexpected artifacts in the wind profiles, namely the unrealistic step-like variations every 50 m (Figure 8b,d). For the wind speed profile, such step-like variations are less expressed, but still noticeable. Such behavior seems to be not related with the influence of the payload or other yaw-dependent systematic error, since the drone’s orientation during ascent and descent was mirrored opposite. Nevertheless, the same step-like variations were obtained on the descent and ascent wind direction profile. While the reasons of observed behavior require further investigation, it could be concluded that it is better not to change drone’s yaw when making vertical profiles. Next profiles were performed using DJI GS Pro software with a same trajectory, but drone’s yaw was kept constant, which eliminated the described problem.

To evaluate the formal metrics of comparison between two methods such as correlation coefficient (R), mean error (ME), and root-mean square error (RMSE), we set up a correspondence between each balloon-estimated value at i-th vertical level, \( z_{m,i} \), and the mean drone-estimate values within the elevation range from \( (z_{m,i} + z_{m,i-1})/2 \) to \( (z_{m,i} + z_{m,i+1})/2 \), including both ascending and descending segments of the flight. Comparison between such values of wind speed over all 14 available cases indicates a relatively good agreement with \( R = 0.86 \), \( R^2 = 0.75 \), near-zero ME and \( \text{RMSE} = 2.3 \text{ m/s} \) (Figure 9b). These metrics are obtained for the drone-estimated wind profiles, corrected as proposed in Section 3.1. Otherwise, the agreement between two methods is worse, with higher \( \text{RMSE} = 2.7 \text{ m/s} \) and negative ME = \(-1.2 \text{ m/s}\) indicating the underestimation of the drone-estimated wind speed with respect to balloon-estimated values. Thus, the proposed correction is additionally supported. For the wind direction, the ME is 13.3°, which means that the drone-estimated wind direction is systematically biased to the right side. Such systematic bias could be caused by the drone’s misbalance induced by the attached sensors; however, this should be confirmed in further studies. Despite the high
correlation coefficient, the RMSE value is $27^\circ$, which ensures the agreement in terms of eight principal wind direction segments.

Figure 9. Comparison between balloon-based and drone-based vertical soundings for the wind speed (a,b) and direction (c,d) values, before (a,c) and after (b,d) applying correction for drone-estimated crosswind component. Orange dots indicate, when the drone-estimate wind speed lies within uncertainty range of balloon-based wind speed estimate, related with imperfect tracking of the balloon by the theodolite.

4. Discussion: What Are the Sources of Discrepancies between Two Methods?

The comparison between the two methods of wind profiling, i.e., by pilot balloons and DJI Phantom 4 Pro drones demonstrated unbiased agreement. However, high scatter between wind profiles obtained by each of these methods (with RMSE of 2.3 m/s for wind speed and $27^\circ$ for wind direction) indicates several uncertainties. Such uncertainties
are noticeably higher than errors of the drone-estimated wind speed in comparison to reference measurements by acoustic anemometer. The latter demonstrated the RMSE of 0.7 m/s, which is comparable to RMSE in other recent studies where quadcopter-estimated wind speed was evaluated against acoustic anemometer [33,52,53,65]. Significantly higher uncertainties between two wind profiling methods may be caused by several factors, including the following:

1) The model, that is used to derive the height of acceding balloon uses a number of parameterizations e.g., drag coefficient dependence on Reynolds number of uncertain accuracy.

2) As shown in Section 2.2., the other source of errors of the balloon-estimated wind speed and direction is uncertainty of measuring balloons’ angular coordinates by the theodolite, where both errors caused by construction of theodolite and those of the observer come in play; the errors, permitted by construction are 0.2° in vertical and horizontal angles, which translates to 0.1–1 m/s standard error of measured wind speed (Sections 2.2 and 3.2); this error magnitude, however, does not explain deviations between two methods in a number of cases.

3) The balloon wind sounding method assumes the absence of vertical air motion, which is actually present leading to errors in computed wind profile [60]; in a case of this study, significant vertical velocities might have been generated in a convective boundary layer (CBL) over polynya; we estimated CBL thickness to be several dozens of meters, while above CBL stratification was stable and significant vertical velocities (i.e., comparable to balloon velocity) in the lower atmosphere were unlikely.

4) Other uncertainties related with observing balloon in the theodolite can be related with inaccurate theodolite installation and with irregular time intervals between actual angle measurements.

5) Limitations and uncertainties of the drone’s built-in wind estimation algorithm are not fully understood; however, a correction multiplier may be derived when comparing drone wind measurements to data of sonic anemometers, which noticeably improves the agreement between drones and anemometers, and between drones and balloons.

6) Airflow in the ABL is non-stationary, which may result in significant differences between the profiles measured with a time lag of few minutes. This may be especially important since the drone-based and balloon-based soundings are difficult to synchronize.

7) Additional uncertainties may arise from the horizontal displacement of locations of wind measurements by drones and balloons. While the drone measures the wind along a vertical profile over a given site, balloon is blown away for hundreds of meters from the launch point (Figure 10); this is likely to be especially important for the measurements over inhomogeneous landscape with high horizontal variability of wind field.

Below, we discuss the significance of some of the listed factors. The balloon ascent model presented in Section 2.2 (factor no. 1) is the fullest in terms of a set of physical processes accounted for, according to the knowledge of authors. However, several effects of balloon dynamics remain minor in the interval of altitudes 0–1 km which is a focus in this study. Specifically, neglecting vertical balloon acceleration and solving the Equation (3) by assuming the helium temperature homogeneous inside the balloon and equal to ambient air temperature or even the near-surface temperature (2 m), change the computed vertical wind profiles negligibly. Another possible inaccurate model assumption is related to estimation of the balloon’s drag coefficient. The systematic consideration of optimal specification for $C_D(Re)$ dependence is presented in [60]; in this study we use the dependence derived there. This function $C_D(Re)$ has been calibrated for $Re \in (7 \times 10^4, 10^6)$ whereas typical values for small balloons used in this study are $Re \sim 10^4$. Though there is no firm justification in the literature for using selected function $C_D(Re)$ for such small $Re$, should the actual $C_D$ be systematically misestimated by our balloon ascent model, this would lead to systematically wrong computed vertical balloon speed, and consequently the emergence
of systematic vertical shifts between balloon-based and drone-based wind profiles, which are not observed in our case.

![Figure 10](image_url)

**Figure 10.** Example of the balloon’s trajectories at 29th of January (a) and 1st of February (b). White line with colored markers indicates the balloon’s trajectory within the lowest 500 m (height is shown by color) and read “+” symbol indicates the location where drone-based sounding was performed. Google maps images are used as background. Presented cases at (a) and (b) plots corresponds to wind profiles shown in Figure 5b,e and Figure 5c,f respectively.

One more feature of balloon-based compared to drone-based measurements is the presence of “saw-like” fluctuations (Figure 5a,d and Figure 6a,d) exceeding the predicted ranges of standard error. Gallice et al. (2011) [60] observes similar effects at much larger vertical scales and attributes them to internal waves under stable stratification. In our case of the lower 1 km, such kind of disturbances might occur from non-homogeneity of horizontal wind distribution over complex terrain as well as from errors of the observer.

Based on the available data, we firmly conclude that uncertainty of measuring balloons’ angular coordinates by the theodolite (factor no. 2) is likely not be the main reason for the observed differences. Cases when the drone-estimated wind speed is inside the range of possible values of balloon-estimated wind, determined by the accuracy of angular measurements in the theodolite, are highlighted in orange in the Figure 9. Such cases have much better agreement than the others and almost ideally fit the one-to-one line for the wind speed. Hence, this factor of the uncertainty seems to be less important in comparison with other ones.

To investigate the contribution of other possible factors, we analyzed the dependencies of the difference between drone-estimated and balloon-estimated wind speed on a set of variables that included height over the ground, balloon’s horizontal displacement from the launch point, angle between the drone’s yaw and wind direction $\alpha = \tan \left( \frac{\nu}{v} \right)$, and wind direction. We did not reveal any significant dependence between the wind speed difference and any of these variables. Most likely, the observed uncertainties are caused by a complex interplay of all listed factors. For example, balloon displacement should be important on the low altitudes in cases when the underlying terrain is inhomogeneous along the balloon’s trajectory, which is illustrated by the case of 29th of January (Figure 5b,e). At this day, east-north-easterly prevailing wind was observed. The drone, launched above the WSBS pier, captured the airflow before it was disturbed by the orography of Kindo peninsula. Hover, the balloon just after release was blown away from the coastline over the forest and slope of the hill with altitude range from 0 to $\approx$100 m (Figure 10a). Orography-induced perturbations of the airflow are likely to be the reason for noticeable disagreement between drone-estimated and balloon-estimated wind direction profiles in the lowest 200 m for this case (Figure 5e). Another example is a case at 01.02.2020 (Figure 5e,f), when the drone’s launch site was shielded from the prevailing south-eastern wind by Kindo
peninsula, which is a possible reason for significant difference in wind direction between two methods (Figure 5f).

5. Conclusions

Presented study compared two low-cost methods of wind profiling in the lower atmosphere, namely vertical sounding with pilot balloons, tracked by theodolite angular observations, and vertical sounding with mass-market unmanned quadcopters DJI Phantom 4 Pro. Each of these methods prone to errors due to different reasons (e.g., observer’s errors and shortcomings of the balloon ascent model for the balloon-based method, imperfectness of the wind-estimation algorithm and disturbances of the drone’s calibration by attached meteorological sensors for quadcopter-based sounding) and the non-stationary nature of the atmospheric flow, especially over heterogeneous terrain. Despite these uncertainties, during the field campaign at the White Sea Biological Station in 2020 (WSBS-2020) these methods demonstrated reasonable agreement in wide range of environmental conditions and wind speeds from 0 to 20 m/s, with RMSE of 2.3 m/s for the wind speed and 27° for wind direction. Beyond formal metrics, in most of the cases both methods agreed in the shape of wind profile and its important characteristics such as vertical wind shear and rotation. The accuracy of quadcopter-estimated wind speed was additionally examined in comparison against reference near-surface wind speed measurements by acoustic anemometer. After introducing an empirical correction to the crosswind component of the quadcopter-estimated wind, we found a good agreement between the latter and reference observations with RMSE of 0.7 m/s. Application of both wind profiling methods during WSBS-2020 allowed us to reveal high temporal and spatial variability of the boundary layer wind speed over heterogenous terrain, which will be analyzed with a linkage to other performed observations in further studies.

Of course, discussed wind profiling methods are not recommended to substitute high-precision and regular wind profile observations by masts, lidars, and other sophisticated techniques. Nonetheless, we found both to be effective for short-term field atmospheric research campaigns, especially in remote places, and for educational events, since both of the methods allow better understanding of the full chain of data acquisition, processing and collection. Required equipment is easy to transport (with a total weight not exceeding 10 kg for each method) and does not need any specific infrastructure. In our case, both methods were quite time- and labor consuming. One balloon-based sounding required work of two persons for about 30 min, and drone-based sounding requires work of one person for the same time. However, possibilities to partially automate both methods are foreseen. For the DJI drones, several solutions are already proposed to automate the almost whole process from the battery charging to performing flights. Even the use of GS Pro autopilot software strongly simplifies the drone-based soundings.

Both methods have their advantages and shortcomings. Novel method of the quadcopter-based sounding is simpler in operation and provides higher-resolution data in comparison to the classic method of balloon-based sounding. Another key advantage of the quadcopter-based sounding is an opportunity to simultaneously obtain profiles of wind and other meteorological variables (temperature, in our case) and to get comprehensive understanding of the boundary layer processes. Additionally, quadcopter-based profiles are not affected by random errors of the observer. However, application of the quadcopter-based sounding is limited by flight restriction rules, e.g., it may be difficult to apply this method in urban areas or near airports. Despite the drone-based sounding may be performed even in case of low cloudiness, it is still limited in height. The maximum altitude for DJI Phantom 4 Pro as well as other DJI drones is limited to 500 m by software, while the vertical range of the balloon-based sounding in clear weather is limited only by observer’s ability to track the ball. In our study, several balloons reached the height of more than 1 km. Another limitation of the drone-based sounding is high wind speed. In our case, the drone was not able to keep its position when the wind speed exceeded approximately 15 m/s.
On contrary, balloon-based sounding could be challenging in case of sharp wind rotation with height, as it was shown in this paper for a case with intense temperature inversion.

Another problem of the wind measurements by mass-market DJI drones is absence of publicly available documentation of the built-in wind estimation algorithm and its possible dependence on the drone’s firmware version. For example, the flight logs of the recently updated DJI Phantom 4 Pro drone (2.0 version) does not contain the airflow speed with respect to a drone, that we used in our study to calculate final wind speed estimate, but still contain more smoothed wind speed estimate with respect to a ground. For another popular mass-market drone, DJI Mavic, wind speed estimate by built-in algorithms is even not available since the flight logs are encoded. Additionally, it is still difficult to judge about the influence of the payload (meteorological sensors attached to a drone) on the drone-based wind speed estimate. Thus, we highly recommend performing calibration of the drone-based wind speed estimate against reference observations for each new drone, each new version of its firmware, and each new payload type. Experiments with rotating drone with respect to airflow performed in our field campaign may be used as a basic scheme for such calibration. Among the other recommendations, our experience suggests keeping the drone’s yaw as constant when performing the vertical sounding, event when the drone is controlled by autopilot software, since the fast rotations may disturb the proper functioning of the drone’s built-in wind estimation algorithm.
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**Appendix A**

Consider balloon tracking in a cylindrical coordinate system \((\theta, \lambda, z)\), where \(\theta \) is the vertical angle, \(\lambda \) is the horizontal angle (azimuth), and \(z \) is the height; the first two coordinates are measured (in our case by theodolite), and the last one is computed model of vertical motion described in Section 2.2. Introducing an error \(\delta f \), and a measured value \(f_m\), so that, \(f = f_m + \delta f\), where \(f = \theta, \lambda, z\), assuming \(\delta z = 0 \) (as there is no information on this error), one gets:

\[
\delta x = x - x_m = B_{x\theta} \delta \theta + B_{x\lambda} \delta \lambda
\]

\[
\delta y = y - y_m = B_{y\theta} \delta \theta + B_{y\lambda} \delta \lambda
\]

where \(x, y\) are eastward and northward Cartesian coordinates of a balloon, respectively, and

\[
B_{x\theta} = -\frac{z_m \sin \lambda_m}{\sin^2 \theta_m}, \quad B_{y\theta} = -\frac{z_m \cos \lambda_m}{\sin^2 \theta_m},
\]
\[ B_{x\lambda} = \frac{z_m \cos \lambda_m}{\tan \theta_m}, \quad B_{y\lambda} = -\frac{z_m \sin \lambda_m}{\tan \theta_m}. \]

We have neglected the quadratic terms in above expressions, assuming errors are small. Now, introduce the balloon velocity components as finite differences, and using (A1) and (A2) we get:

\[
u(t + \Delta t/2) = u_m(t + \Delta t) + \frac{[B_{x\lambda}(t+\Delta t)/\delta\theta(t+\Delta t) + B_{y\lambda}(t+\Delta t)/\delta\lambda(t+\Delta t)] - (B_{x\lambda}(t)/\delta\theta(t) + B_{y\lambda}(t)/\delta\lambda(t))}{\Delta t},
\]

and analogous expression for \( \nu(t + \Delta t/2) = (y(t + \Delta t) - y(t))/\Delta t. \) Now, assuming that errors of two angles are uncorrelated, \( \delta\theta \) and \( \delta\lambda \) are also uncorrelated in time, yields equations for \( (\delta u)^2 = (u - u_m)^2 \) and \( (\delta v)^2 = (v - v_m)^2 \) (7)–(9) in the main text of the paper).
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