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Abstract

We consider the classical problem of a controller activating (or sampling) sequentially from a finite number of $N \geq 2$ populations, specified by unknown distributions. Over some time horizon, at each time $n = 1, 2, \ldots$, the controller wishes to select a population to sample, with the goal of sampling from a population that optimizes some “score” function of its distribution, e.g., maximizing the expected sum of outcomes or minimizing variability. We define a class of Uniformly Fast (UF) sampling policies and show, under mild regularity conditions, that there is an asymptotic lower bound for the expected total number of sub-optimal population activations. Then, we provide sufficient conditions under which a UCB policy is UF and asymptotically optimal, since it attains this lower bound. Explicit solutions are provided for a number of examples of interest, including general score functionals on unconstrained Pareto distributions (of potentially infinite mean), and uniform distributions of unknown support. Additional results on bandits of Normal distributions are also provided.
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1 Introduction and Summary

Let $\mathcal{F}$ be a known family of probability densities on $\mathbb{R}$, and let $\text{Sp}(f)$ denote the support of $f$ in $\mathbb{R}$. We consider the problem of a controller sequentially sampling from a finite number of $N \geq 2$ populations or “bandits”, where measurements from population $i$ are specified by an i.i.d. sequence of random variables $\{X^i_k\}_{k \geq 1}$ with density $f_i \in \mathcal{F}$. We take each $f_i$ as unknown to the controller - though the controller is taken to have complete (or at least sufficient) knowledge of $\mathcal{F}$.

It is often of interest to maximize the rewards achieved from bandits activated by the controller. While this is often framed in terms of activating the bandit with the largest expected value, this paper is motivated largely by the case of bandits possessing densities with potentially infinite expected
values. In this setting, if a controller is given a choice between bandits of infinite mean, by what metric should she choose? Should some infinities be “preferred” to others? What loss is incurred when a controller activates a bandit of finite mean in place of one of infinite mean? Additionally, focusing primarily on the “reward” of a bandit through its expected value would seem to exclude any consideration of commensurate risk. These considerations, and a general interest in more broad applications, motivate a “generalized score functional” approach as follows:

Let \( s : \mathcal{F} \rightarrow \mathbb{R} \) be a “score” functional that maps a probability density to a real number, for example \( s(f) = \int_{s_p(f)} s_p(x)dx \). For a given \( \{f_i\}_{i=1}^N \subset \mathcal{F} \), let \( s^* = \max_i s(f_i) \) be the maximal realized score, and let \( \mathcal{S} = \{i : s^* = s(f_i)\}, \mathcal{S}' = \{i : s^* > s(f_i)\} \) denote respectively the set of optimal, suboptimal, bandits.

For any adaptive, non-anticipatory policy \( \pi \), let \( \pi(t) = i \) indicate that the controller samples bandit \( i \) at time \( t \). Define \( T_\pi^s(n) = \sum_{t=1}^n 1\{\pi(t) = i\} \), denoting the number of times bandit \( i \) has been sampled during the periods \( t = 1, \ldots, n \) under policy \( \pi \). We take, as a convenience, \( T_\pi^s(0) = 0 \).

In this generalized setting, it is not immediately clear what the ‘loss’ incurred by sub-optimal activations should be. If the score functional \( s \) is taken to be the median, for instance, or the measure of the support of a bandit density, what is ‘lost’ when a sub-optimal bandit is activated in place of an optimal bandit? In this paper, we take the following view of regret, simply that activations of optimal bandits cannot be regretted. We are interested then in policies that minimize the activations up to time \( n \) grows at most linearly with \( n \), hence in keeping with Burnetas and Katehakis [8], a policy \( \pi \) is said to be Uniformly Fast (UF) if for all \( \delta > 0 \),

\[
\mathbb{E}[T_\pi^s(n)] = o(n^\delta), \text{ for any choice of } \{f_i\}_{i=1}^N \subset \mathcal{F}.
\]

The structure of the rest of the paper is as follows: In Section 2, Theorem 1 establishes an asymptotic lower bound on the expected total number of sub-optimal activations under any UF policy, under two reasonable conditions on the structure of \( \mathcal{F} \) and \( s \). Also in Section 2, we define a class of policies \( \pi^* \) (we call UCB-(\( \mathcal{F}, s, \bar{d} \))) specified via a suitable positive sequence \( \bar{d}(k) \) and easily computed indices \( u_i(n, t) \), and and provide conditions under which such a policy \( \pi^* \) is UF and asymptotically optimal in the sense that its sub-optimal activations achieve the lower bound of Theorem 1. In addition, we point out that finite horizon bounds and estimates of the asymptotic remainder term on the sub-optimal activations of \( \pi^* \), can be easily obtained using the results of therein. In Section 2.3, we discuss weaker conditions and approaches that can be employed when some of the conditions required for Theorems 1 and 2 do not hold. We then demonstrate asymptotically optimal \( \pi^* \) for: i) the case of Pareto bandits with a general score functional model cf. Section 3 ii) the case of Uniform bandits over (semi) arbitrary bounded support cf. Section 4 iii) the case of Uniform bandits with unknown interval support and a general score functional model cf. Section 5. Finally, in Section 6, we consider three models of Normal bandits under specific score functionals of interest, specifically maximizing the expected value, minimizing the variance, as well as maximizing ‘tail probabilities’ \( \mathbb{P}(X_i > \kappa) \) for a given known threshold value \( \kappa \).

For related work in this area we refer the reader to: Robbins [31], and additionally Gittins [20], Lai and Robbins [27], and Weber [34] there is a large literature on versions of this problem, cf. Burnetas and Katehakis [11], Burnetas and Katehakis [9] and references therein. For recent work in this
area we refer to Audibert et al. [1], Auer and Ortner [2], Gittins et al. [21], Bubeck and Slivkins [4], Cappé et al. [13], Kaufmann [25], Li et al. [28], Cowan and Katehakis [15], Denardo et al. [17], Honda and Takemura [23], Honda and Takemura [22], and Burnetas et al. [5] and references therein. Other related work includes: Burnetas and Katehakis [10], Butenko et al. [12], Tewari and Bartlett [33], Audibert et al. [1], Littman [29], Feinberg et al. [18], Burnetas and Katehakis [6], Burnetas and Katehakis [7], Lagoudakis and Parr [26], Bartlett and Tewari [3], Tekin and Liu [32], Jouini et al. [24], Dayanik et al. [16], Filippi et al. [19], Osband and Van Roy [30], and references therein.

2 Optimality and the Structure of \((\mathcal{F}, s)\)

For \(f, g \in \mathcal{F}\), with \(\mathbf{Sp}(g) \supset \mathbf{Sp}(f)\), the Kullback-Leibler divergence is defined as

\[
I(f, g) = \mathbb{E}_f \left[ \ln \left( \frac{f(X)}{g(X)} \right) \right] = \int_{\mathbf{Sp}(f)} \ln \left( \frac{f(x)}{g(x)} \right) f(x) dx.
\]  

While \(I\) is not a metric on \(\mathcal{F}\), it is frequently useful as a measure of similarity between \(f\) and \(g\), effectively measuring how difficult it is to mistake data generated from \(f\) to be data from \(g\). It is worth noting that \(I(f, g) \geq 0\), and \(I(f, g) = 0\) implies \(f = g\) almost everywhere. If \(f\) assigns positive weight outside the support of \(g\), \(I(f, g)\) is taken to be infinite. In practice, for many \(\mathcal{F}\) it follows that that \(I(f, g) < \infty\) implies \(\mathbf{Sp}(f) \subset \mathbf{Sp}(g)\).

It is convenient to define the following function:

\[
M_f(\rho) = \inf_{g \in \mathcal{F}} \{ I(f, g) : s(g) > \rho \}.
\]

Thinking of \(I\) as a distance metric, \(M_f(\rho)\) effectively measures how far \(f\) must be perturbed to be better than \(\rho\) under \(s\), a sort of Hausdorff distance. The function \(M_f(\rho)\) captures much of the relevant structure of \((\mathcal{F}, s)\) necessary for asymptotically optimal sampling of bandits.

2.1 The Lower Bound

We begin by assuming that Conditions B1 and B2 below hold for \(\mathcal{F}\) and \(s\).

- **Condition B1:** For all \(f \in \mathcal{F}\), \(\rho \in s(\mathcal{F})\), there exists \(\bar{f} \in \mathcal{F}\) with \(s(\bar{f}) > \rho\) and \(I(f, \bar{f}) < \infty\).

This condition means that given a set of bandit distributions \(\{f_i\} \subset \mathcal{F}\), and finite data from each, it is almost surely impossible to correctly identify which bandit is the optimal bandit, i.e., with finite data, any sub-optimal bandit might (somewhat) plausibly be mistaken as an optimal bandit in the set. It serves as a ‘uniform confusion principle’, ensuring the universality of the results to follow for any choice of bandit densities \(\{f_i\} \subset \mathcal{F}\). Additionally, note the technical importance of Condition 1, ensuring that \(M_{f_i}(s^*)\) are well defined.

- **Condition B2:** The functional \(s\) is continuous with respect to \(f\) under \(I\).
While I is not a distance metric, a notion of continuity is easy to define in terms of the usual \((\varepsilon, \delta)\)-
definition. This condition then essentially states that if \(f\) and \(g\) differ slightly (with respect to I),
their scores can only differ slightly as well. This will easily and immediately be satisfied by most
\(\mathcal{F}\) and \(s\) we are considering.

We have the following result:

**Theorem 1** Under Conditions 1 and 2, for any UF policy \(\pi\) and any choice of \(\{f_i\} \subset \mathcal{F}\), the
following bound holds for any sub-optimal bandit \(i \not\in S^*(\{f_i\})\):

\[
\liminf_n \frac{\mathbb{E}[T_i^\pi(n)]}{\ln n} \geq \frac{1}{M_f(s^*)},
\]

and hence

\[
\liminf_n \frac{\mathbb{E}[T_{o\pi}^\pi(n)]}{\ln n} \geq \sum_{i \in S_o} \frac{1}{M_{\hat{f}_i}(s^*)}.
\]

**Proof.** Given the above restriction on \(\mathcal{F}\), the proof of Eq. (4) proceeds essentially as given in
Burnetas and Katehakis [8]. Somewhat technical, and not the focus of the paper, it is relegated to
the Appendix. Note that Eq. (5) follows from Eq. (4), since \(T_{o\pi}^\pi(n) = \sum_{i \in S_o} T_i^\pi(n)\).

Note that the above result can be applied to bound other loss functions, in particular any linear com-
bination of the activations of sub-optimal bandits, such as the more traditional “regret” functions.

### 2.2 Realizing the Bound

Given this result, it is of interest to construct policies \(\pi\), based on knowledge of \(\mathcal{F}\) and \(s\), that
achieve this lower bound, that is \(\lim_n \mathbb{E}[T_{o\pi}^\pi(n)]/\ln n = 1/M_f(s^*)\) for sub-optimal \(i\). These policies
are defined to be Asymptotically Optimal or Efficient, similar to Burnetas and Katehakis [8] and Lai
and Robbins [27].

For a given \(f \in \mathcal{F}\), let \(\hat{f}_i\) be an estimator of \(f\) given \(i\) i.i.d. samples from \(f\). While I can frequently
serve as a similarity measure in \(\mathcal{F}\) - for instance, quantifying how close an estimator \(\hat{f}_i\) is to \(f\) - it is
often convenient to consider alternative similarity measures. Let \(\nu\) be a (context-specific) measure
of similarity of \(\mathcal{F}\); for instance, if \(\mathcal{F}\) is parameterized, \(\nu\) might be the \(\ell_2\)-norm on the parameter
space. We restrict \((\mathcal{F}, s, \hat{f}_i)\) being assumed the following conditions hold, for any \(f \in \mathcal{F}\), and all \(\varepsilon, \delta > 0\),

- **Condition R1:** \(M_f(\rho)\) is continuous with respect to \(\rho\), and with respect to \(f\) under \(\nu\).
- **Condition R2:** \(P_f(\nu(\hat{f}_i, f) > \delta) \leq o(1/t)\).
- **Condition R3:** For some sequence \(d_t = o(t)\) (independent of \(\varepsilon, \delta, f\)),
  \[
  P_f(\delta < M_{\hat{f}_i}(s(f) - \varepsilon)) \leq e^{-\Omega(t)} e^{-(t-d_t)\delta},
  \]
  where the dependence on \(\varepsilon\) and \(f\) are suppressed into the \(\Omega(t)\) term.
Condition R1 in some sense characterizes the structure of $\mathcal{F}$ as smooth. To the extent that $\mathbb{M}_f(\rho)$ can be thought of as a Hausdorff distance on $\mathcal{F}$, Condition R1 restricts the “shape” of $\mathcal{F}$ relative to $s$. Condition R2 is in some sense merely that the estimators $\hat{f}_i$ are “honest” and converge to $f$ sufficiently quickly with $t$. Condition R3 often seems to be satisfied by $\hat{f}_i$ converging to $f$ sufficiently quickly, as well as $\hat{f}_i$ being “useful”, in that $s(\hat{f}_i)$ converges sufficiently quickly to $s(f)$. The form of the above bound, while oddly specific in its dependence on $t$ and $\delta$, can be relaxed somewhat, but such a bound frequently seems to exist in practice, for natural choices of $\hat{f}_i$.

In the sequel, for simplicity we will drop the subscript $f$ from $\mathbb{P}_f$, when there is no risk for confusion. Let $\tilde{d}(t) > 0$ be a non-decreasing function with $\tilde{d}(t) = o(t)$. Define, for any $t$ such that $t > \tilde{d}(t)$, the following index function:

$$u_i(n,t) = \sup_{g \in \mathcal{F}} \left\{ s(g) : \mathbf{I}(\hat{f}_i^n, g) < \frac{\ln n}{t - \tilde{d}(t)} \right\}. \quad (6)$$

For a given $\tilde{d}$, let $n_0 \geq \min\{n : n > \tilde{d}(n)\}$. We propose the following generic policy:

**Policy $\pi^*$ (UCB-($\mathcal{F}, s, \tilde{d}$)):**

i) For $n = 1, 2, \ldots, n_0 \times N$, sample each bandit $n_0$ times, and

ii) for $n \geq n_0 \times N$, sample from bandit $\pi^*(n + 1) = \arg \max_i u_i(n, T_{\pi^*}(n))$, breaking ties uniformly at random.

The following Lemma characterizes the sub-optimal activations of policy $\pi$.

**Lemma 1** Let $\{f_i\} \subset \mathcal{F}$ be any choice of bandit densities. Under the above policy, for any sub-optimal $i$ and any optimal $i^*$, the following result holds for any $\varepsilon > 0$ such that $s^* - \varepsilon > s(f_i)$, and $\delta > 0$ such that $\inf_{g \in \mathcal{F}} \{\mathbb{M}_g(s^* - \varepsilon) : \mathbb{V}(g, f_i) \leq \delta\} > 0$:

$$\mathbb{E}\left[T^*_{\pi^*}(n)\right] \leq \frac{\ln n}{\inf_{g \in \mathcal{F}} \{\mathbb{M}_g(s^* - \varepsilon) : \mathbb{V}(g, f_i) \leq \delta\}} + o(\ln n) + \sum_{t=n_0N}^{n} \mathbb{P}(\mathbb{V}(\hat{f}_i^n, f_i) > \delta) + \sum_{t=n_0N}^{n} \sum_{k=n_0}^{t} \mathbb{P}(u_i(t, k) \leq s^* - \varepsilon). \quad (7)$$

**Proof.** The proof is given in the Appendix.

This leads to the following theorem:

**Theorem 2** Let $(\mathcal{F}, s, \hat{f}_i)$ satisfy Conditions B1, B2 & R1 - R3. Let $d$ be as in Condition R3. If $\tilde{d}(t) - d_i \geq \Delta > 0$ for some $\Delta$, for all $t$, then $\pi^*$ is asymptotically optimal. That is, the following holds: For any $\{f_i\} \subset \mathcal{F}$, for any sub-optimal $i$,

$$\lim_{n} \frac{\mathbb{E}\left[T^*_{\pi^*}(n)\right]}{\ln n} = \frac{1}{\mathbb{M}_f(s^*)}. \quad (8)$$
**Proof.** For sub-optimal $i$, there trivially exist feasible $\epsilon$ as in Lemma 1. By the continuity of $s$ with respect to $I, M_f(\rho) > 0$ for all $\rho > s(f)$. It follows from this, and the continuity of $M_f(\rho)$ with respect to $f$ under $v$ that all sufficiently small $\delta > 0$ are feasible. Let $\epsilon, \delta$ be feasible as in Lemma 1. Note, by Condition 4,

$$\sum_{t=1}^{n} P(v(f_t^i, f) > \delta) \leq \sum_{t=1}^{n} o(1/t) \leq o(n).$$

(9)

Similarly, by Condition 5, for $k \geq n_0$,

$$P(u_i^T (t, k) \leq s^* - \epsilon) = P \left( \sup_{g \in \mathcal{G}} \left\{ s(g) : \mathcal{I}(f_k^\pi, g) < \frac{\ln t}{k - d(k)} \right\} \leq s^* - \epsilon \right)$$

$$\leq P \left( \inf_{g \in \mathcal{G}} \left\{ \mathcal{I}(f_k^\pi, g) : s(g) > s^* - \epsilon \right\} > \frac{\ln t}{k - d(k)} \right)$$

$$\leq e^{-\Omega(k)} e^{-(k-d(k)) \ln \frac{\ln t}{k-d(k)}}$$

$$= \frac{1}{l} \frac{d(k) - \Delta}{k - d(k)} e^{-\Omega(k)}.$$  \hspace{1cm} (10)

Hence,

$$\sum_{k=n_0}^{l} P(u_i^T (t, k) \leq s^* - \epsilon) \leq \sum_{k=n_0}^{l} \frac{1}{l} \frac{d(k) - \Delta}{k - d(k)} e^{-\Omega(k)} \leq \frac{1}{l} \sum_{k=1}^{\infty} \frac{\Delta}{k - d(k)} e^{-\Omega(k)} \leq \frac{1}{l} O(1/\ln t).$$

(11)

The last step is proven as Proposition 1 in the Appendix. From Lemma 1,

$$E \left[ T_i^{\pi^*} (n) \right] \leq \frac{\ln n}{\inf_{g \in \mathcal{G}} \{ M_g(s^* - \epsilon) : v(g, f_i) \leq \delta \}} + \sum_{t=1}^{n} \frac{1}{l} O(1/\ln t) + o(\ln n)$$

$$= \frac{\ln n}{\inf_{g \in \mathcal{G}} \{ M_g(s^* - \epsilon) : v(g, f_i) \leq \delta \}} + O(\ln \ln n) + o(\ln n).$$

(12)

Hence it follows,

$$\limsup_n \frac{E \left[ T_i^{\pi^*} (n) \right]}{\ln n} \leq \frac{1}{\inf_{g \in \mathcal{G}} \{ M_g(s^* - \epsilon) : v(g, f_i) \leq \delta \}}.$$  \hspace{1cm} (13)

By the continuity of $M$, minimizing the above bound first with respect to $\delta$, then $\epsilon$, yields

$$\limsup_n \frac{E \left[ T_i^{\pi^*} (n) \right]}{\ln n} \leq \frac{1}{M_{\pi^*}(s^*)}. $$

(14)

By Conditions B1 and B2, the proof is completed via the lower bound from Theorem 1. \hspace{1cm} \square

For a specific $\mathcal{F}$ and score functional $s$, verifying $\pi^*$ as optimal is reduced to verifying the B-Conditions and R-Conditions for appropriate choice of estimator $f_i$. Conditions B1, B2, and R1 are generally easy to verify. In particular, Condition R1 seems to follow generally in the case of
parameterized \( \mathcal{F} \), when \( \nu(f,g) \) depends smoothly on the parameters of \( f \) and \( g \). Condition R2 generally seems to follow for natural estimators. The difficulty often lies in verifying Condition R3. The focus of this paper is in demonstrating asymptotic optimality in the spirit of Theorem 2. However, we note that Theorem 2 is essentially just an asymptotic upper bound on the results of Lemma 1. For specific models, the bounds of Lemma 1 can be computed more precisely, yielding finite horizon bounds and estimates of the asymptotic remainder term on the sub-optimal activations of \( \pi^* \).

2.3 Weakened Conditions and Heterogeneous Bandits

Conditions B1, B2, & R1 - R3 above were constructed in such a way as to make the results that followed as universal as possible, relative to the choices of bandit distributions. This has the advantage that the controller may be guaranteed the above results, independent of the specific choice of bandit distributions she is faced with.

However, in some situations, the conditions as above may be restrictive. For example, Condition B1 precludes any choice of \( \mathcal{F} \) and \( s \) where the score functional has an attainable maximum over \( \mathcal{F} \). This may occur for instance, taking \( s(f) \) as the probability that a random variable with density \( f \) is greater than or equal to \( \kappa \), \( s_\kappa(f) = \int_\kappa^\infty f(x)dx \), if \( \mathcal{F} \) contains densities supported strictly in the interval \( [\kappa, \infty) \). In this case, Condition B1 would not hold, and the results of Theorems 1 and 2 would not hold.

In such a case, a controller might consider one of two options: In the first, the controller might consider the problem defined over a smaller family of distributions \( \mathcal{F}' \subset \mathcal{F} \) where Condition B1 could be shown to hold - for instance, \( \mathcal{F}' \) might exclude elements of \( \mathcal{F} \) that achieve the maximum of \( s \). This might be justified in that, given finite samples, the controller might not be able to distinguish a given density in \( \mathcal{F} \) from some density in \( \mathcal{F}' \).

An alternative though is to consider a less restrictive set of conditions, with less universal results. For instance, the lower bound of Eq. (4) can be shown to hold for any Uniformly Fast policy, for any set of bandit distributions \( \{f_i\} \subset \mathcal{F} \) that satisfy:

- **Condition B1**: For any sub-optimal \( f_j \in \{f_i\} \), i.e., \( s(f_j) \neq s^*(\{f_i\}) \), there exists some \( \tilde{f}_j \in \mathcal{F} \) such that \( s(\tilde{f}_j) > s^*(\{f_i\}) \), and \( I(f_j, \tilde{f}_j) < \infty \).

This may not hold for all choices of bandit distributions, in a given context, but it may hold for most and in that sense the lower bound of Theorem 1 might be “almost universal” for that choice of \( \mathcal{F} \) and \( s \). Additionally, in proving Theorem 1 Condition B2 may be weakened in the following way:

- **Condition B2**: For \( f, g \in \mathcal{F} \), if \( I(f, g) = 0 \), then \( s(f) = s(g) \).

However, the continuity of \( s \) relative to \( I \) seems necessary for demonstrating the optimality of \( \pi^* \), hence Condition B2 will not be considered.

Conditions R1 and R2 seem fairly natural by themselves and frequently satisfied. The main hurdle in proving the optimality of policy \( \pi^* \) as above is Condition R3. This may be weakened slightly, in the following way:
• **Condition R3:** For each $i$, $\sum_{t=1}^{T} P(u_i(t,k) < s(f_i) - \varepsilon) = o(1/t)$.

While the order imposed by Condition R3 is much stronger than that imposed by $\tilde{R}$ above, Condition R3 seems to be frequently satisfied, as evidenced by the examples given in the remainder of the paper. Further, Condition $\tilde{R}$ can be derived from Condition R3.

Another way the previous results can be extended is through a heterogeneous bandit model, i.e., the density of bandit $i$ is chosen from some family of densities $\mathcal{F}_i$, $\mathcal{F}_i$ unrelated to $\mathcal{F}_j$ for $i \neq j$. We additionally may equip each individual bandit space with its own score functional $s_i$. In such a model, while specific bandit densities may be unknown, a controller may model information known about individual bandits, e.g., known or assumed parameters. $i$-Specific analogs of Conditions B2, R1, R2, R3 may be constructed, for instance with an $i$-specific function $M_i(\rho)$.

It is useful to generalize Condition B1 in the following way:

• **Condition B1′:** For any choice of bandit distributions $(f_i)_{i=1}^{N} \in \otimes_{i=1}^{N} \mathcal{F}_i$, for each sub-optimal $f_j$, i.e. $s_j(f_j) \neq s^\star((f_i)_{i=1}^{N})$, there exists some $\tilde{f}_j \in \mathcal{F}_j$ such that $s_j(\tilde{f}_j) > s^\star((f_i)_{i=1}^{N})$ and $I(f_j, \tilde{f}_j) < \infty$.

The results of Theorems 1 and 2 generalize accordingly.

## 3 The Pareto Model and Separable Score Functions

In this section, we consider a model that demonstrates the utility of this generalized score functional approach. We take $\mathcal{F} = \mathcal{F}_\ell$, for $\ell \geq 0$, as the family of Pareto distributions defined by:

$$\mathcal{F}_\ell = \left\{ f_{\alpha,\beta}(x) = \frac{\alpha \beta^\alpha}{x^{\alpha+\beta}} : \alpha > \ell, \beta > 0 \right\}. \tag{15}$$

Taking $X$ as distributed according to $f_{\alpha,\beta} \in \mathcal{F}_\ell$, e.g., $X \sim \text{Pareto}(\alpha, \beta)$, $X$ is distributed over $[\beta, \infty)$, with $\mathbb{E}[X] = \alpha \beta / (\alpha - 1)$ if $\alpha > 1$, and $\mathbb{E}[X]$ as infinite or undefined if $\alpha \leq 1$. We are particularly interested in $\mathcal{F}_0$, the family of unrestricted Pareto distributions, and $\mathcal{F}_1$, the family of Pareto distributions with finite means.

Taking the general goal of obtaining large rewards from the bandits activated, there are two effects of interests: rewards from a given bandit will be biased towards larger values for increasing $\beta$ and decreasing $\alpha$. Hence, any score function $s(\alpha, \beta) = s(f_{\alpha,\beta})$ of interest should be an increasing (or at least non-decreasing) function of $\beta$, and a decreasing (or at least non-increasing) function of $\alpha$. In particular, we restrict our attention to score functions that are “separable” in the sense that

$$s(\alpha, \beta) = a(\alpha)b(\beta), \tag{16}$$

where we take $a$ to be a positive, continuous, decreasing, invertible function of $\alpha$ for $\alpha > \ell$, and $b$ to be a positive, continuous, non-decreasing function of $\beta$.

**Remark 1.** This general Pareto model of Eq. 16 includes several natural score functions of interest, in particular:
i) In the case of the restricted Pareto distributions with finite mean, we may take \( s \) as the expected value, and \( s(\alpha, \beta) = \alpha \beta / (\alpha - 1) \), with \( a(\alpha) = \alpha / (\alpha - 1) \) and \( b(\beta) = \beta \).

ii) In the case of unrestricted Pareto distributions, various asymptotic considerations give rise to considering the score function \( s(\alpha, \beta) = 1/\alpha \), i.e., the controller attempts to find the bandit with minimal \( \alpha \). In this case, \( a(\alpha) = 1/\alpha \) and \( b(\beta) = 1 \). This arises for instance in the asymptotic tail distributions of bandits, \( \mathbb{P}(X \geq k) \) as \( k \to \infty \), or the conditional restricted expected values, \( \mathbb{E}[X | X \leq k] \) as \( k \to \infty \).

iii) A third score function to consider is the median, defined over unrestricted Pareto distributions, with \( s(\alpha, \beta) = 2^{1/\alpha} \), taking \( a(\alpha) = 2^{1/\alpha} \), \( b(\beta) = \beta \).

Given the above special cases, it is convenient to take the assumption when operating over \( \mathcal{F}_t \) that \( a(\alpha) \to \infty \) as \( \alpha \to \ell \). This has the advantage additionally of guaranteeing that Condition B1 is satisfied for this choice of score function \( s \) over \( \mathcal{F}_t \).

For \( f = f_{\alpha, \beta} \in \mathcal{F}_t \), and \( t \) many i.i.d. samples under \( f \), take the estimator \( \hat{f}_t = f_{\hat{\alpha}_t, \hat{\beta}_t} \) where

\[
\hat{\beta}_t = \min_{n=1, \ldots, t} X_n,
\]

\[
\hat{\alpha}_t = \frac{t - 1}{\sum_{n=1}^{t} \ln \left( \frac{X_n}{\hat{\beta}_n} \right)}.
\] (17)

At various points in what follows, it is convenient to define the following functions, \( L^+ (\delta) \), \( L^- (\delta) \), as respectively the smallest and largest positive solutions to \( L - \ln L - 1 = \delta \) for \( \delta \geq 0 \). In particular, \( L^- (\delta) \) may be expressed in terms of the Lambert-W function, \( L^- (\delta) = -W(e^{-1-\delta}) \), taking \( W(x) \) be the principal solution to \( We^W = x \) for \( x \in [-1/e, \infty) \). An important property will be that \( L^\pm (\delta) \) is continuous as a function of \( \delta \), and \( L^\pm (\delta) \to 1 \) as \( \delta \to 0 \).

Given the above, we may define the following policy as a specific instance of policy \( \pi^* \) under this model:

**Policy \( \pi_{\beta} (\text{UCB-PARETO}) **

i) For \( n = 1, 2, \ldots, 3N \), sample each bandit 3 times, and

ii) for \( n \geq 3N \), sample from bandit \( \pi_{\beta}^* (n+1) = \arg \max_i u_i (n, T^i_{\pi_{\beta}} (n)) \) breaking ties uniformly at random, where

\[
u_i (n, t) = \begin{cases} 
\infty & \text{if } \hat{\alpha}_t L^- \left( \frac{\ln n}{t - 2} \right) \leq \ell \\
L_A \left( \hat{\beta}_t \right) a \left( \hat{\alpha}_t L^- \left( \frac{\ln n}{t - 2} \right) \right) & \text{else}
\end{cases}
\] (18)

**Theorem 3** Policy \( \pi_{\beta} \) as defined above is asymptotically optimal. In particular, for any choice of \( \{ f_i = f_{\alpha_i, \beta_i} \} \subset \mathcal{F}_t \), with \( s^* = \max_i s(\alpha_i, \beta_i) = \max_i a(\alpha_i)b(\beta_i) \), for each sub-optimal bandit \( i \) the following holds:

\[
\lim_{n \to \infty} \frac{\mathbb{E}[T^i_{\pi_{\beta}} (n)]}{\ln n} = \frac{1}{\frac{1}{\alpha} a^{-1} \left( \frac{s^*}{n/|t|} \right) - \ln \left( \frac{1}{\alpha} a^{-1} \left( \frac{s^*}{n/|t|} \right) \right) - 1}.
\] (19)
Proof. It suffices to verify Conditions B1, B2, & R1-R3 for the indicated Pareto model. To begin, it can be shown that

\[ I(f_{a,\beta};f_{\alpha,\beta}) = \begin{cases} \frac{\tilde{\alpha}}{\alpha} - \ln \left( \frac{\alpha}{\tilde{\alpha}} \right) - 1 + \alpha \ln \left( \frac{\beta}{\tilde{\beta}} \right) & \text{if } \tilde{\beta} \leq \beta \\ -\infty & \text{else,} \end{cases} \]

and

\[ M_{f_{a,\beta}}(\rho) = \begin{cases} \frac{1}{\alpha} a^{-1} \left( \frac{\rho}{\mu_{\rho}} \right) - \ln \left( \frac{1}{\alpha} a^{-1} \left( \frac{\rho}{\mu_{\rho}} \right) \right) - 1 & \text{if } \rho > s(\alpha,\beta) \\ 0 & \text{else.} \end{cases} \]  

(20)

Given the above, Condition B1 is easy to verify given the structure of the score function. Additionally, note that \( I(f_{a,\beta};f_{\alpha,\beta}) < \delta \) implies that

\[ \begin{align*}
\tilde{\beta} & \leq \beta \\
\frac{\tilde{\alpha}}{\alpha} - \ln \left( \frac{\alpha}{\tilde{\alpha}} \right) - 1 & \leq \delta \\
\alpha \ln \left( \frac{\beta}{\tilde{\beta}} \right) & \leq \delta.
\end{align*} \]  

(21)

The above gives us that \( \alpha L^{-}(\delta) \leq \tilde{\alpha} \leq \alpha L^{+}(\delta) \) and \( \beta e^{-\alpha L^{+}(\delta)} \leq \tilde{\beta} \leq \beta \). Given that \( \delta L^{+}(\delta) \to 0 \) as \( \delta \to 0 \), these bounds and the continuity of \( a, b \), give the continuity of \( s \) with respect to \( I \), verifying Condition B2.

In verifying Conditions R1 - R3, it is convenient to take as similarity measure on \( \mathcal{F}_{\ell}, \nu = I \). Condition R1 is then easily verified, the continuity of \( M_{f}(\rho) \) with respect to \( \rho \) from the above formula, and the continuity with respect to \( f \) under \( I \) from the previous bounds.

In verifying Condition R2, it is interesting to note that for \( \ell > 0 \), the estimator \( \hat{f}_{\ell} = f_{\tilde{\alpha},\tilde{\beta}} \) of \( f = f_{a,\beta} \) may not be in \( \mathcal{F}_{\ell} \) even if \( f \) is, i.e., even if \( \alpha > \ell \), there is no immediate guarantee that \( \tilde{\alpha} \tilde{\beta} \) is. Hence, \( I(\hat{f}_{\ell},f) \) may not be well defined over \( \mathcal{F}_{\ell} \). However, this is not a serious issue as in the case that \( \ell > 0 \), we may view this as embedded in \( \mathcal{F}_{0} \), which will contain \( \hat{f}_{\ell} \), and hence allow us to compute \( I(\hat{f}_{\ell},f) \). Hence, for \( \delta > 0 \), since \( \tilde{\beta} \geq \beta \),

\[ P(I(\hat{f}_{\ell},f) > \delta) = P \left( \frac{\alpha}{\tilde{\alpha}} - \ln \left( \frac{\alpha}{\tilde{\alpha}} \right) - 1 + \alpha \ln \left( \frac{\beta}{\tilde{\beta}} \right) > \delta \right) \]

\[ \leq P \left( \frac{\alpha}{\tilde{\alpha}} - \ln \left( \frac{\alpha}{\tilde{\alpha}} \right) - 1 > \frac{\delta}{2} \right) + P \left( \alpha \ln \left( \frac{\beta}{\tilde{\beta}} \right) > \frac{\delta}{2} \right) \]

\[ = P \left( \frac{\alpha}{\tilde{\alpha}} < L^{-}(\delta) \right) + P \left( \frac{\alpha}{\tilde{\alpha}} > L^{+}(\delta) \right) + P \left( \frac{\beta}{\tilde{\beta}} > e^{\frac{\delta}{\alpha}} \right). \]  

(22)

At this point, we make use of the following result, characterizing the distributions of \( \tilde{\alpha} \) and \( \tilde{\beta} \):

Lemma 2 With \( \tilde{\alpha}, \tilde{\beta} \) as in Eq. (17), \( \tilde{\alpha} \) and \( \tilde{\beta} \) are independent, with

\[ \frac{\alpha}{\tilde{\alpha}}(t-1) \sim \text{Gamma}(t-1,1), \]

\[ \frac{\beta}{\tilde{\beta}} \sim \text{Pareto}(\alpha t, 1). \]  

(23)
The proof is given in the Appendix. It follows, letting $G_i \sim \text{Gamma}(t, 1)$,
\[
\mathbb{P} \left( I(\hat{g}, f) > \delta \right) \leq \mathbb{P} \left( G_{t-1} < (t-1)L^- (\delta/2) \right) + \mathbb{P} \left( G_{t-1} > (t-1)L^+ (\delta/2) \right) + e^{-\hat{\delta}/2}.
\tag{24}
\]
Here we apply the following result, bounding the tails of the Gamma distributions:

**Lemma 3** Let $G_i \sim \text{Gamma}(t, 1)$. For $0 < \gamma^- < 1 < \gamma^+ < \infty$, the following bounds hold:
\[
\begin{align*}
\mathbb{P} \left( G_i < t\gamma^- \right) &\leq \left( \gamma^- e^{1-\gamma^-} \right)^t \mathbb{P} \left( G_i > t\gamma^+ \right) \leq \left( \gamma^+ e^{1-\gamma^+} \right)^t.
\end{align*}
\tag{25}
\]
These are standard Chernoff bounds, proven in the Appendix. Applying them to the above, taking $\gamma^\pm = L^\pm (\delta/2)$, note that $\gamma^\pm e^{1-\gamma^\pm} = e^{-\delta/2}$. Hence,
\[
\mathbb{P} \left( I(\hat{g}, f) > \delta \right) \leq 2e^{-\hat{\delta}/2} + e^{-\hat{\delta}/2} = (2e^{\hat{\delta}/2} + 1)e^{-\hat{\delta}/2} = e^{-O(t)}.
\tag{26}
\]
This verifies Condition R2 - to a much faster rate than is in fact required. It remains to verify Condition R3. For $\delta > 0$,
\[
\begin{align*}
\mathbb{P}(\delta < M_{\hat{g}}(\rho)) &= \mathbb{P} \left( \delta < \frac{1}{\alpha} a^{-1} \left( \frac{\rho}{b(\beta)} \right) - \ln \left( \frac{1}{\alpha} a^{-1} \left( \frac{\rho}{b(\beta)} \right) \right) - 1 \right.
\end{align*}
\]
\[
\begin{align*}
&\left. \text{and } \frac{\rho}{b(\beta)} > a(\hat{\alpha}) \right)
\end{align*}
\[
\mathbb{P} \left( \frac{\rho}{b(\beta)} > a(\hat{\alpha}L^- (\delta)) \right) + \mathbb{P} \left( \frac{\rho}{b(\beta)} < a(\hat{\alpha}L^+ (\delta)) \right).
\tag{27}
\]
The above bound can be simplified a great deal. In the second term, the conditions in fact contradict, since $a$ is taken to be a decreasing function of $\alpha$, and $L^+ (\delta) > 1$ for $\delta > 0$, hence the probability is 0. In the first term, since $0 < L^- (\delta) < 1$ for $\delta > 0$, and $a$ is decreasing, the conditions may be combined to yield
\[
\mathbb{P}(\delta < M_{\hat{g}}(\rho)) = \mathbb{P} \left( \frac{\rho}{b(\beta)} > a(\hat{\alpha}L^- (\delta)) \right).
\tag{28}
\]
Let $\rho = s(f) - \varepsilon = a(\alpha)b(\beta) - \varepsilon$. It is convenient to take $\varepsilon = a(\alpha)b(\beta)\tilde{\varepsilon}$ with $0 < \tilde{\varepsilon} < 1$, so $\rho = a(\alpha)b(\beta)(1 - \tilde{\varepsilon})$. Recall that $b$ is non-decreasing, and $\beta \leq \hat{\beta}$. Hence,
\[
\begin{align*}
\mathbb{P}(\delta < M_{\hat{g}}(s(f) - \varepsilon)) &= \mathbb{P} \left( \frac{a(\alpha)b(\beta)(1 - \tilde{\varepsilon})}{b(\beta)} > a(\hat{\alpha}L^- (\delta)) \right)
\end{align*}
\]
\[
\begin{align*}
&\leq \mathbb{P} \left( a(\alpha)(1 - \tilde{\varepsilon}) > a(\hat{\alpha}L^- (\delta)) \right)
\end{align*}
\]
\[
\begin{align*}
&= \mathbb{P} \left( \frac{\alpha}{\hat{\alpha}} < \frac{\alpha}{a^{-1}(a(\alpha)(1 - \tilde{\varepsilon}))} L^- (\delta) \right)
\tag{29}
\end{align*}
\]
Let $\sigma = \alpha / a^{-1}(a(\alpha)(1 - \tilde{\epsilon}))$, and note that by condition on $a$, $0 < \sigma < 1$. Letting $G_t \sim \text{Gamma}(t, 1)$, we may apply Lemma 3 for

\[
\mathbb{P}(\delta < \mathbb{M}_f \{s(f) - \epsilon\}) \leq \mathbb{P}(G_{t-1} < (t-1)\sigma L^{-} (\delta)) \leq \left(\sigma L^{-} (\delta)e^{1-\sigma L^{-} (\delta)}\right)^{t-1}
\] (30)

Noting that $L^{-} (\delta) - \ln L^{-} (\delta) - 1 = \delta$, we have $L^{-} (\delta)e^{-L^{-} (\delta)-\delta}$, and

\[
\mathbb{P}(\delta < \mathbb{M}_f \{s(f) - \epsilon\}) \leq \left(\sigma e^{-L^{-} (\delta)(1-\sigma)-\delta}\right)^{t-1} \leq \left(\sigma e^{1-\sigma}\right)^{t-1} e^{-\delta(t-1)}.
\] (31)

The last step follows as $0 < L^{-} (\delta) < 1$ for $\delta > 0$. This verifies Condition R3, with $d_t = 1$, producing a bound of the correct order. This in turn verifies the policy as optimal, taking $\tilde{d}(t) = 2$, and Eq. 43 follows from Eq. 20 the definition of $\mathbb{M}_f (\rho)$ for this model.

### 4 Maximizing Coverage of (Bounded) Uniform Bandits

In this section, we consider a bandit model that demonstrates the necessity of the general form of Condition R3. In particular, consider the set of distributions that are uniform over finite disjoint unions of closed sub-intervals of $[0, 1]$, i.e.,

\[
\mathcal{F} = \left\{ f_S = \mathbb{1} \{ x \in S \} / |S| : S = \bigcup_{i=1}^{k} [a_i, b_i], 0 \leq a_i < b_i \leq 1, k < \infty \right\}.
\] (32)

For $S$ as above, it is convenient to take $|S| = \sum_{i=1}^{k}(b_i - a_i)$ as the measure of $S$. Note that over this class of distributions, we have the following, that

\[
\mathbf{I}(f_S, f_T) = \begin{cases} 
\ln(|T|/|S|) & \text{if } S \subset T \\
\infty & \text{else}
\end{cases}
\] (33)

We take as the score functional $s(f_S) = |S|$, the area covered by a given distribution in $\mathcal{F}$. In order to satisfy Condition B1, however, it is necessary to remove the complete interval $[0, 1]$ from consideration, so we take $\mathcal{F}' = \mathcal{F} \setminus \{[0, 1]\}$.

Under this model, we therefore have (noting that we are only interesting in $\rho \leq 1$),

\[
\mathbb{M}_f (\rho) = \begin{cases} 
\ln(\rho/|S|) & \text{if } \rho > |S| \\
0 & \text{else}
\end{cases}
\] (34)

Given $t$ samples from $f_S$, take for the moment $\hat{S}_t$ to be an estimate of $S$, that may or may not cover all of $S$. The fact that it is impossible to know if a non-trivial estimate for $S$ contains or is contained by $S$ makes using $\mathbf{I}$ as a measure of similarity difficult, as an estimate may be quite close to the truth, and yet have infinite difference under $\mathbf{I}$ - and this may not be uncommon. This prompts an alternative similarity measure, $\nu(f_S, f_T) = ||S| - |T||$. Note, this $\nu$ is in fact a pseudo-metric on $\mathcal{F}'$, 
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but it will prove sufficient for our purposes. For any system of estimators of $S$, and some $\bar{d}(t)$, we have as our index from Eq. (6),

$$u_t(n,t) = \max \left( \left[ \frac{\tilde{S}_t}{n^{1/2|\bar{d}(t)|}}, 1 \right] \right).$$

At this point, the B-Conditions and Condition R1 are easily verified. Conditions R2 and R3 depend on the specifics of the estimators. We take the following scheme for estimating the support: Let $d_k$ be a positive, integer valued, non-decreasing function that is unbounded and sub-linear on the specifics of the estimators. We take the following scheme for estimating the support: Let $d_k$ samples from $f_S$, consider a partition of $[0,1]$ into a sequence of intervals of width $\epsilon_t = 1/d_t$. The estimator $\hat{S}_t$ is then taken to be the union of partition intervals that contain at least one sample of the $t$ samples.

Condition R2 now takes the following form:

$$\mathbb{P} \left( \left| \hat{S}_t \right| - |S| > \delta \right) = o(1/t).$$

Observe the decomposition,

$$\mathbb{P} \left( \left| \hat{S}_t \right| - |S| > \delta \right) = \mathbb{P} \left( \left| \hat{S}_t \right| > |S| + \delta \right) + \mathbb{P} \left( \left| \hat{S}_t \right| < |S| - \delta \right).$$

We have the following bound, almost surely, on the size of $\hat{S}_t$: Letting $\#S$ denote the number of disjoint intervals in $S$, $|\hat{S}_t| \leq |S| + 2\epsilon_t \#S$. As this is almost sure, and $\epsilon_t \to 0$ with $t$, the first term in the decomposition above is 0 for all sufficiently large $t$. To bound the other term, note that without loss of generality, we may take $\delta < |S|$. For notational convenience, let $\alpha = 1 - \delta/|S|$, and note that $0 < \alpha < 1$.

In the event that $|\hat{S}_t| < \alpha |S|$, there exists a set of $\epsilon_t$-intervals of those that intersect $S$ that both cover a total measure of $\alpha |S|$, and contain all $t$ samples from $f_S$. The number of $\epsilon_t$-intervals intersecting $S$ is at most $\left\lfloor |S|/\epsilon_t \right\rfloor + 2\#S$. The number of $\epsilon_t$-intervals to cover an area of $\alpha |S|$ is $\left\lfloor \alpha |S|/\epsilon_t \right\rfloor$. Noting that the $f_S$ samples are independent, and fall in a given set of $\alpha |S|$-covering $\epsilon_t$-intervals with probability at most $\alpha$, we have

$$\mathbb{P} \left( |\hat{S}_t| < \alpha |S| \right) \leq \left( \left\lceil \frac{|S|d_t}{\alpha |S|d_t} \right\rceil + 2\#S \right) \alpha^d_t \leq \left( e^{-\frac{|S|d_t}{\alpha |S|d_t}} + 2\#S \right) \alpha^d_t$$

$$\leq \left( e^{-\frac{|S|d_t}{\alpha |S|d_t}} + 2\#S + 1 \right) e^{d_t} \alpha^{-d_t} = e^{O(d_t)} \alpha^{-d_t} \cdot \left( 1 + \frac{2\#S + 1}{|S|d_t} \right)^{d_t} e^{d_t} \alpha^{-d_t} = e^{O(d_t)} \alpha^{-d_t}.$$ 

It follows from this and the previous analysis that $\mathbb{P} \left( \left| \hat{S}_t \right| - |S| > \delta \right) = e^{-\Omega(t)}$ in fact, verifying Condition R2. To verify Condition R3, note

$$\mathbb{P} \left( \delta < M_{\delta}(s(f) - \epsilon) \right) \leq \mathbb{P} \left( \delta < \ln \left( \frac{|S| - \epsilon}{|\hat{S}_t|} \right) \right) = \mathbb{P} \left( \left| \hat{S}_t \right| < \left( |S| - \epsilon \right) e^{-\delta} \right).$$
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The additional case in $M_f$ may be dispensed with observing that $\delta > 0$. Taking $\epsilon < |S|$, it is convenient to define $\tilde{\epsilon} = 1 - \epsilon/|S|$. In which case,

$$P(\delta < M_{\hat{f}}(s(f) - \epsilon)) \leq P\left(|\hat{S}| < |S| (1 - \tilde{\epsilon}) e^{-\delta}\right).$$

(40)

Applying the previously established bound therefore yields,

$$P(\delta < M_{\hat{f}}(s(f) - \epsilon)) \leq e^{O(d_i)}(1 - \tilde{\epsilon})^{t-d_i} e^{-\delta(t-d_i)},$$

(41)

verifying Condition R3.

We may now present the following result: Let $d_t = o(t)$ be an positive, integer valued, non-decreasing, unbounded sequence, and define $d_i + 1 = d_i + 1$. Let $n_0 = \min\{n : n > \hat{d}(n)\}$.

Policy $\pi_{U,||}^*$ (UCB-COVERAGE)

i) For $n = 1,2,\ldots n_0 \times N$, sample each bandit $n_0$ times, and

ii) for $n \geq n_0 \times N$, sample from bandit $\pi_{U,||}(n+1) = \arg\max_{i} u_i(n, T_{\pi_{U,||}}(n))$ breaking ties uniformly at random, where

$$u_i(n,t) = \max \left(\frac{|\hat{S}|}{n-d_i}, 1\right)$$

(42)

Theorem 4 Policy $\pi_{U,||}^*$ as defined above is asymptotically optimal. In particular, for any choice of $\{f_i = f_{S_i}\} \subset \mathcal{F}$, with $s^* = \max_i s(f_{S_i}) = \max_i |S_i|$, for each suboptimal bandit $i$ the following holds:

$$\lim_{n} \frac{\mathbb{E}[T_{\pi_{U,||}}(n)]}{\ln n} = \frac{1}{\ln s^* - \ln |S_i|}.$$

(43)

Proof. The proof is given above, through the verification of The B- and R-Conditions.

5 The Uniform Model under General Score Functionals

In this section, the uniform distributions are taken to be over single intervals, with finite but otherwise unconstrained bounds. This additional restriction on the support is necessary to ensure that the score functionals considered will be continuous with respect to $I$. We take $\mathcal{F}$ as the family of Uniform distributions with interval support:

$$\mathcal{F} = \{f_{a,b}(x) = 1\{x \in [a,b]\}/(b-a) : -\infty < a < b < \infty\}.$$ 

(44)

Taking $X$ as distributed according to $f_{a,b} \in \mathcal{F}$, e.g., $X \sim \text{Unif}[a,b]$, $X$ is distributed over $[a,b]$, with $\mathbb{E}[X] = (a+b)/2$. As this is a well defined function over all of $\mathcal{F}$, it makes for a reasonable (and traditional) score functional. However, we are aiming for greater generality. Taking the controller’s goal to be achieving large rewards from the activated bandits, any score functional $s(f_{a,b}) = s(a,b)$.
of interest should be an increasing function of $a$, and an increasing function of $b$. We additionally take $s$ to be continuous in $a$ and $b$. Note, this is satisfied taking $s$ as the expected value, $s_\mu(a, b) = (a + b)/2$.

For $f = f_{a,b} \in \mathcal{F}$, and $t$ many i.i.d. samples under $f$, we take the estimator $\hat{f}_t = f_{\hat{a}_t, \hat{b}_t} \in \mathcal{F}$, where

$$\hat{a}_t = \min_{n=1,\ldots,t} X_n,$$

$$\hat{b}_t = \max_{n=1,\ldots,t} X_n.$$  \hfill (45)

Given the above, we may define the following policy as a specific instance of policy $\pi^*$ under this model:

**Policy $\pi^*_{U,s}$ (UCB-UNIFORM)**

i) For $n = 1, 2, \ldots, 3N$, sample each bandit $3$ times, and

ii) for $n \geq 3N$, sample from bandit $\pi^*_{U,s}(n+1) = \arg \max_i u_i(n, T^i_{\pi^*_{U,s}}(n))$ breaking ties uniformly at random, where

$$u_i(n,t) = s(\hat{a}_i, \hat{b}_i) + n \frac{\hat{b}_i - \hat{a}_i}{\ln n}.$$  \hfill (46)

**Theorem 5** For general $s$ as outlined above, policy $\pi^*_{U,s}$ as defined above is asymptotically optimal. In particular, for any choice of $\{f_i = f_{a_i,b_i}\} \subset \mathcal{F}$, with $s^* = \max_i s(a_i, b_i)$, for each sub-optimal bandit $i$ the following holds:

$$\lim_{n} \frac{\mathbb{E}[T^i_{\pi^*_{U,s}}(n)]}{\ln n} = \frac{1}{\min_{b_i \leq \hat{b}_i} \{\ln (b_i - a_i) : s(a_i, b_i) \geq s^*\} - \ln (b_i - a_i)}.$$  \hfill (47)

Taking the particular choice of $s_\mu(a, b) = (a + b)/2$, this yields for all sub-optimal $i$,

$$\lim_{n} \frac{\mathbb{E}[T^i_{\pi^*_{U,\mu}}(n)]}{\ln n} = \frac{1}{\ln \left(\frac{2s^* - 2a_i}{b_i - a_i}\right)}.$$  \hfill (48)

**Proof.** To begin, it can be shown that

$$\mathbb{I}(f_{a,b}, f_{\tilde{a},\tilde{b}}) = \begin{cases} \ln \left(\frac{\tilde{b} - \tilde{a}}{b - a}\right) & \text{if } \tilde{a} \leq a, b \leq \tilde{b} \\ \infty & \text{else.} \end{cases}$$  \hfill (49)

$$\mathbb{M}_{f_{a,b}}(\rho) = \min_{b \leq \tilde{b}} \{\ln (\tilde{b} - a) : s(a, \tilde{b}) \geq \rho\} - \ln (b - a).$$

At this point, Condition B1 is easy to verify given the structure of the score function and the parameterization of $\mathcal{F}$. Note then that if $\mathbb{I}(f_{a,b}, f_{\tilde{a},\tilde{b}}) < \delta$, it follows that

$$\tilde{a} \leq a$$

$$b \leq \tilde{b}$$

$$\tilde{b} - \tilde{a} < (b - a)e^\delta.$$  \hfill (50)
It follows that \(0 \leq \hat{b} - b < (b - a)(e^\delta - 1)\) and \(0 \leq a - \hat{a} < (b - a)(e^\delta - 1)\). From this, we may conclude that any function of \(f \in \mathcal{F}\) that is continuous with respect to the parameters is continuous with respect to \(f\) under \(I\). This verifies Condition B2. Given the above considerations, for verifying Conditions R1 - R3, it is convenient to take \(\nu = I\) as the similarity measure on \(\mathcal{F}\). Note that the continuity of \(s\) with respect to \(b\) makes \(M_f(\rho)\) continuous with respect to \(\rho\). This, and the above considerations, verifies Condition R1.

To verify Condition R2, note that \(a \leq \hat{a} \leq \hat{b} \leq b\). Hence, we have the following:

\[
\Pr \left( I(\hat{f}, f) > \delta \right) = \Pr \left( (b - a) > (\hat{b} - \hat{a}) e^\delta \right) = \Pr \left( e^{-\delta} > \frac{\hat{b} - \hat{a}}{b - a} \right) \tag{51}
\]

Here, we utilize the following Lemma, characterizing the distribution of \(\hat{a}, \hat{b}\):

**Lemma 4** For \(t \geq 2, 0 < \lambda < 1:\)

\[
\Pr \left( \frac{\hat{b} - \hat{a}}{b - a} < \lambda \right) = (t - 2 + \lambda) \lambda^{t-1} \leq (t + 1) \lambda^{t-1}. \tag{52}
\]

The proof is given in the Appendix. Hence we see that

\[
\Pr \left( I(\hat{f}, f) > \delta \right) \leq (t + 1)e^{-\delta(t-1)} = e^{-O(t)}, \tag{53}
\]

verifying Condition R2.

For Condition R3, note that

\[
\Pr(\delta < M_{\hat{f}}(\rho)) = \Pr \left( \min_{\hat{b} \leq \hat{b}} \left\{ \ln \left( \frac{\hat{b} - \hat{a}}{b - a} \right) : s(\hat{a}, \hat{b}) > \rho \right\} \right)
\]

\[
= \Pr \left( \max_{\hat{b} \leq \hat{b}} \left\{ s(\hat{a}, \hat{b}) : \ln \left( \frac{\hat{b} - \hat{a}}{b - a} \right) \leq \delta \right\} < \rho \right)
\]

\[
= \Pr \left( \max_{\hat{b} \leq \hat{b}} \left\{ s(\hat{a}, \hat{b}) : \hat{b} \leq \hat{a} + e^\delta (\hat{b} - \hat{a}) \right\} < \rho \right)
\]

\[
= \Pr \left( s(\hat{a}, \hat{a} + e^\delta (\hat{b} - \hat{a})) < \rho \right)
\]

\[
\leq \Pr \left( s(a, a + e^\delta (\hat{b} - \hat{a})) < \rho \right). \tag{54}
\]

Hence we have that

\[
\Pr(\delta < M_{\hat{f}}(s(f) - \varepsilon)) \leq \Pr \left( s(a, a + e^\delta (\hat{b} - \hat{a})) < s(a, b) - \varepsilon \right). \tag{55}
\]
Given the continuity of \(s\), let \(\tilde{\epsilon} > 0\) be such that
\[
s(a, b - \tilde{\epsilon}) \geq s(a, b) - \epsilon.
\]

\[
\mathbb{P}(\delta < M_f(s(f) - \epsilon)) \leq \mathbb{P}
\left( s(a, a + e^\delta (\hat{b}_t - \hat{a}_t)) < s(a, b - \tilde{\epsilon}) \right)
\leq \mathbb{P}
\left( a + e^\delta (\hat{b}_t - \hat{a}_t) < b - \tilde{\epsilon} \right)
\leq \mathbb{P}
\left( \frac{\hat{b}_t - \hat{a}_t}{b - a} < e^{-\delta} \left( 1 - \frac{\tilde{\epsilon}}{b - a} \right) \right) \tag{56}
\leq (t + 1)e^{-\delta(t-1)} \left( 1 - \frac{\tilde{\epsilon}}{b - a} \right)^{t-1} = e^{-\Omega(t)}e^{-\delta(t-1)}.
\]

This verifies Condition R3, with \(d_t = 1\), producing a bound of the correct order. This in turn verifies the policy as optimal, taking \(d(t) = 2\), and Eq. 47 follows from the definition of \(M_f(\rho)\) for this model.

\[\Box\]

6 Three Examples of Normal Bandits

In this section, we consider the case of the bandits being chosen from a set or sets of normal densities, with \(f_{\mu,\sigma}(x) = e^{-(x-\mu)^2/(2\sigma^2)}/(\sigma \sqrt{2\pi})\). In the three examples discussed, the family or families of potential distributions will be restricted in certain ways, but the following general discussion relative to normal distributions is useful. In particular, for a general normal density \(f = f_{\mu,\sigma}\), given \(t\) many i.i.d. samples from \(f\), we take \(\hat{f}_t = f_{\hat{\mu}_t, \hat{\sigma}_t}\) where
\[
\hat{\mu}_t = \frac{1}{t} \sum_{n=1}^{t} X_n,
\]
\[
\hat{\sigma}_t^2 = \frac{1}{t-1} \sum_{n=1}^{t} (X_n - \hat{\mu}_t)^2. \tag{57}
\]

Recall the classic result, that \((\hat{\mu}_t - \mu)/\sqrt{t}/\sigma\) and \(\hat{\sigma}_t^2(t-1)/\sigma^2\) are independent, with a standard normal and a \(\chi^2_{t-1}\) distribution, respectively. The following lemma, proven in the Appendix, will prove useful:

**Lemma 5** Let \(U_t \sim \chi^2_t\), and \(Z\) be a standard normal. For \(z \geq 0\), and \(0 < u^- < 1 < u^+ < \infty\), the following bounds hold:
\[
\mathbb{P}(U_t > u^+ t) \leq (u^+ e^{1-u^+})^{t/2}
\]
\[
\mathbb{P}(U_t < u^- t) \leq (u^- e^{1-u^-})^{t/2}
\]
\[
\mathbb{P}(Z > z) \leq \frac{1}{2}e^{-z^2/2}. \tag{58}
\]

17
Since the domain of any such distribution is the whole of \( \mathbb{R} \), it is not difficult to show that for any normal densities \( f, g \):

\[
I(f, g) = \left( \frac{\mu_f - \mu_g}{2\sigma_g^2} \right)^2 + \frac{1}{2} \left( \frac{\sigma_f^2}{\sigma_g^2} - \ln \left( \frac{\sigma_f^2}{\sigma_g^2} \right) - 1 \right). \tag{59}
\]

Again, let \( L^- (\delta) \) and \( L^+ (\delta) \) be the smallest and largest positive solutions to \( L - \ln L - 1 = \delta \), respectively. Note that if \( I(f, g) < \delta \), it follows that

\[
\frac{(\mu_f - \mu_g)^2}{2\sigma_g^2} < \delta,
\]

\[
\frac{1}{2} \left( \frac{\sigma_f^2}{\sigma_g^2} - \ln \left( \frac{\sigma_f^2}{\sigma_g^2} \right) - 1 \right) < \delta. \tag{60}
\]

From the above, we have that \( \sigma_f^2/L^+(2\delta) < \sigma_g^2 < \sigma_f^2/L^-(2\delta) \) and

\[
|\mu_f - \mu_g| < \sigma_g \sqrt{2\delta} < \sigma_f \sqrt{2\delta/L^-(2\delta)}. \tag{61}
\]

Since \( L^+(2\delta) \to 1 \) and \( \delta/L^-(2\delta) \to 0 \) as \( \delta \to 0 \), the above implies that any functional of normal densities that is a continuous function of the parameters of \( f \) over the family of densities will be continuous with respect to \( f \) under \( I \).

### 6.1 Unknown Means and Unknown Variances: Maximizing Expected Value

In this section, we take \( \mathcal{F} \) as the family of unrestricted normal distributions:

\[
\mathcal{F} = \left\{ f_{\mu, \sigma}(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{1}{2\sigma^2}(x-\mu)^2} : -\infty < \mu < \infty, \sigma > 0 \right\}. \tag{62}
\]

As such, this section essentially reproduces the result of Cowan et al. \[14\] (presented therein in terms of classical regret) in the framework established herein. In this case the controller is interested in activating the bandit with maximum expected value as often as possible. This can be achieved if we take the score functional of interest here to be the expected value,

\[
s(f) = \int_{\mathbb{R}} x f(x) dx = \mu.
\]

We define the specific instance of policy \( \pi^\ast \) under this model:

**Policy \( \pi_{\text{CHK}} \) (UCB-NORMAL)**

i) For \( n = 1, 2, \ldots 3N \), sample each bandit 3 times, and

ii) for \( n \geq 3N \), sample from bandit \( \pi_{\text{CHK}}(n + 1) = \arg \max_i u_i(n, T^i_{\pi_{\text{CHK}}}(n)) \) breaking ties uniformly at random, where

\[
u_i(n, t) = \hat{\mu}_i^t + \hat{\sigma}_i^t \sqrt{n^2 - 2} - 1. \tag{63}
\]
Theorem 6  For \( s(f_{\mu, \sigma}) = \mu \) in the above model, policy \( \pi_{\text{CHK}} \) as defined above is asymptotically optimal. In particular, for any choice of \( \{f_i = f_{\mu_i, \sigma_i}\} \subset \mathcal{F} \), with \( \mu^* = \max_i \mu_i \), for each sub-optimal bandit \( i \) the following holds:

\[
\lim_{n \to \infty} \frac{2}{\ln n} \mathbb{E} \left[ T^*_i(n) \right] = \frac{2}{\ln \left( 1 + \frac{(\mu^* - \mu)^2}{\sigma^2} \right)}. \tag{64}
\]

Proof. Condition B1 is easy to verify given the parameterization of \( \mathcal{F} \). As already established, any score functional \( s(f) \) that is continuous with respect to the parameters of \( f \) is continuous with respect to \( f \) under \( I \). Taking \( s(f_{\mu, \sigma}) = \mu \), this verifies Condition B2. Further, given the formula for \( I(f, g) \) above, we have that

\[
M_{f_{\mu, \sigma}}(\rho) = \begin{cases} 
\frac{1}{2} \ln \left( 1 + \frac{(\rho - \mu)^2}{\sigma^2} \right) & \text{if } \rho > \mu \\
0 & \text{else.} 
\end{cases} \tag{65}
\]

In verifying the R-Conditions, we take as similarity measure \( v = I \). By the previous commentary, \( M_{f_{\mu, \sigma}}(\rho) \) is continuous with respect to \( f \) under \( I \), as well as being continuous with respect to \( \rho \), by inspection. This verifies Condition R1. To verify Condition R2, observe the following:

\[
P_{\frac{1}{2} \ln \left( 1 + \frac{(\rho - \mu)^2}{\sigma^2} \right) > \delta} = \mathbb{P} \left( \frac{(\hat{\mu} - \mu)^2}{2\sigma^2} + \frac{1}{2} \left( \frac{\hat{\sigma}^2}{\sigma^2} - \ln \left( \frac{\hat{\sigma}^2}{\sigma^2} \right) - 1 \right) > \delta \right)
\]

\[
\leq \mathbb{P} \left( \frac{(\hat{\mu} - \mu)^2}{\sigma^2} > \delta \right) + \mathbb{P} \left( \frac{\hat{\sigma}^2}{\sigma^2} - \ln \left( \frac{\hat{\sigma}^2}{\sigma^2} \right) - 1 > \delta \right)
\]

\[
= \mathbb{P} \left( \frac{(\hat{\mu} - \mu)^2}{\sigma^2} > \delta \right) + \mathbb{P} \left( \frac{\hat{\sigma}^2}{\sigma^2} < L^-(\delta) \right) + \mathbb{P} \left( \frac{\hat{\sigma}^2}{\sigma^2} > L^+(\delta) \right)
\]

\[
= \mathbb{P} \left( Z^2 > \delta t \right) + \mathbb{P} \left( U_{i-1} < (t - 1)L^- \right) + \mathbb{P} \left( U_{i-1} > (t - 1)L^+ \right),
\]

where \( Z \) is a standard normal, and \( U_{i-1} \sim \chi^2_{i-1} \). We may then apply Lemma 5 to bound the above. Taking \( u^+ = L^+(\delta) \), we have \( u^+ e^{1-u^+} = e^{-\delta} \), as \( L^+(\delta) - \ln L^+(\delta) - 1 = \delta \). Hence,

\[
P_{\frac{1}{2} \ln \left( 1 + \frac{(\rho - \mu)^2}{\sigma^2} \right) > \delta} \leq 2 \mathbb{P} \left( Z > \sqrt{\delta t} \right) + e^{-\delta} + e^{-2\delta}
\]

\[
\leq e^{-\delta} + 2e^{-2\delta} = (2e^{\delta/2} + 1)e^{-\delta} = e^{-O(t)}.
\]

This verifies Condition R2.

For Condition R3, note that

\[
P(\delta < M_{\hat{f}_i}(\rho)) = \mathbb{P} \left( \delta < \frac{1}{2} \ln \left( 1 + \frac{(\rho - \hat{\mu})^2}{\hat{\sigma}^2} \right) \text{ and } \rho > \hat{\mu} \right)
\]

\[
= \mathbb{P} \left( \hat{\sigma} \sqrt{e^{2\delta} - 1} < |\rho - \hat{\mu}| \text{ and } \rho > \hat{\mu} \right) \tag{66}
\]

\[
= \mathbb{P} \left( \hat{\mu} + \hat{\sigma} \sqrt{e^{2\delta} - 1} < \rho \right). 
\]
Hence,

\[
P(\delta < M_{\hat{f}_t}(\mu - \epsilon)) = P\left(\hat{\mu}_t + \hat{\sigma}_t \sqrt{e^{2\delta} - 1} < \mu - \epsilon\right)
\]

\[
= P\left(Z\sigma / \sqrt{t} + \hat{\sigma}_t \sqrt{e^{2\delta} - 1} < -\epsilon\right)
\]

\[
= P\left(\frac{\epsilon}{\sigma} \sqrt{t} + \hat{\sigma}_t \sqrt{e^{2\delta} - 1} < Z\right)
\]

\[
\leq \frac{1}{2} E \left[ e^{-\frac{1}{2} \left(\frac{\epsilon}{\sigma} \sqrt{t} + \hat{\sigma}_t \sqrt{e^{2\delta} - 1}\right)^2}\right]
\]

\[
\leq \frac{1}{2} e^{-\frac{1}{2} \frac{\epsilon^2}{\sigma^2} t} E \left[ e^{-\frac{1}{2} \frac{\epsilon^2}{\sigma^2} (e^{2\delta} - 1)}\right]
\]

\[
= \frac{1}{2} e^{-\frac{1}{2} \frac{\epsilon^2}{\sigma^2} t} E \left[ e^{-\frac{1}{2} \frac{\epsilon^2}{\sigma^2} t (e^{2\delta} - 1)}\right]
\]

\[
= \frac{1}{2} e^{-\frac{1}{2} \frac{\epsilon^2}{\sigma^2} t} \left( t - \frac{1}{e^{2\delta} t - 1} \right)^{\frac{1}{2}}
\]

\[
\leq \frac{1}{2} e^{-\frac{1}{2} \frac{\epsilon^2}{\sigma^2} t} e^{-\delta (t-1)}.
\]

The last step follows, as taking \( \delta > 0 \). This verifies Condition R3, with \( d_t = 1 \), producing a bound of the correct order. This in turn verifies the policy as optimal, taking \( \bar{d}(t) = 2 \). \( \Box \)

### 6.2 Equal Means and Unknown Variances: Minimizing Variance

In this section, we consider \( \mathcal{F} \) as the family of normal distributions, each with equal mean \( \mu \).

\[
\mathcal{F} = \left\{ f_{\mu, \sigma}(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{1}{2} \frac{(x-\mu)^2}{\sigma^2}} : \sigma > 0 \right\}.
\]

(70)

We take a slight departure from the previous examples in the following way: that in all previous cases, it was assumed that the controller had complete knowledge of \( \mathcal{F} \). In this case, we assume that the controller knows that \( \mathcal{F} \) is a family of normal distributions, and that every distribution in \( \mathcal{F} \) has the same mean, but we assume the specific value of that mean, \( \mu \), is unknown to the controller. It is interesting that all relevant computations still go through. Note, for instance, that in this case, independent of \( \mu \), for \( f, g \in \mathcal{F} \):

\[
I(f, g) = \frac{1}{2} \left( \frac{\sigma^2}{\sigma^2} - \ln \left( \frac{\sigma^2}{\sigma^2} \right) - 1 \right).
\]

(71)

In this case the controller is interested in activating the bandit with minimal variance as often as possible. This can be achieved if we take the score functional of interest here to be the inverse of the variance, i.e.,

\[
s(f) = s(\mu, \sigma) = 1 / \sigma^2.
\]
This models, for instance, each bandit the controller is faced with as a process for achieving some desired goal or output, and the controller wanting to constrain the output as much as possible. In this section, the estimators $\hat{f}_t$ are understood to be $f_{\mu, \sigma}$, though the presence of $\mu$ is mainly symbolic as it is unknown and, as will be shown, unnecessary.

We define the specific instance of policy $\pi^*$ under this model:

**Policy $\pi_\sigma$ (UCB-NORMAL-VARIANCE)**

i) For $n = 1, 2, \ldots, 3N$, sample each bandit 3 times, and

ii) for $n \geq 3N$, sample from bandit $\pi_\sigma^*(n + 1) = \arg\max_i u_i(n, T_{\pi_\sigma}^i(n))$ breaking ties uniformly at random, where

$$u_i(n, t) = (\hat{\sigma}_i)^{-2}L^+ \left( \frac{2\ln n}{t - 2} \right),$$

(72)

again taking $L^+(\delta)$ as the largest positive solution to $L - \ln L - 1 = \delta$.

**Theorem 7** For $s(f) = 1/\text{Var}_f(X)$ in the above model, policy $\pi_\sigma^*$ as defined above is asymptotically optimal. In particular, for any choice of $\{f_i = f_{\mu, \sigma_i}\} \subset \mathcal{F}$, with $\sigma^* = \min_i \sigma_i$, for each sub-optimal bandit $i$ the following holds:

$$\lim_{n \to \infty} \frac{\mathbb{E}[T_{\pi_\sigma}^i(n)]}{\ln n} = \frac{2}{\sigma_i^2 - \ln(\sigma_i^2)} - 1.$$ 

(73)

Before giving the proof, we note the following observation: The estimator utilized here to estimate $\sigma^2$ depends explicitly on the estimator $\hat{\mu}_t$ for $\mu$. While the above policy is asymptotically optimal, finite horizon improvements could be achieved for instance estimating the variance by utilizing either $\mu$ explicitly as the mean, in the case of known mean, or by utilizing all samples from all bandits simultaneously to estimate the mean, in the case of unknown but known to be equivalent mean.

**Proof.** Condition B1 is easy to verify given the parameterization of $\mathcal{F}$, as is Condition B2 given the previous discussion of continuity under $I$. Further, given the formula for $I(f, g)$ above, we have that

$$M_{f_{\mu, \sigma}}(\rho) = \begin{cases} \frac{1}{2}(\rho \sigma^2 - \ln(\rho \sigma^2) - 1) & \text{if } \rho > 1/\sigma^2 \\ 0 & \text{else.} \end{cases}$$

(74)

It is again convenient to take $v = I$ in verifying the R-Conditions. By the previous commentary, $M_{f_{\mu, \sigma}}(\rho)$ is continuous with respect to $f$ under $I$, as well as being continuous with respect to $\rho$, by
inspection. This verifies Condition R1. To verify Condition R2, observe the following:

\[
P(I(\hat{f}, f) > \delta) = P \left( \frac{1}{\sigma^2} \left( \frac{\hat{\sigma}^2}{\sigma^2} - \ln \left( \frac{\hat{\sigma}^2}{\sigma^2} \right) - 1 \right) > \delta \right)
\leq P \left( \frac{\hat{\sigma}^2}{\sigma^2} - \ln \left( \frac{\hat{\sigma}^2}{\sigma^2} \right) - 1 > 2\delta \right)
= P \left( \frac{\hat{\sigma}^2}{\sigma^2} < L^- (2\delta) \right) + P \left( \frac{\hat{\sigma}^2}{\sigma^2} > L^+ (2\delta) \right) \tag{75}
\]

where again, \( U_{t-1} \sim \mathcal{N}_{t-1} \). We may then apply Lemma 5 to bound the above. Taking \( u^\pm = L^\pm (2\delta) \), we have \( u^\pm e^{-u^\pm} = e^{-2\delta} \), as \( L^\pm (2\delta) - \ln L^\pm (2\delta) - 1 = 2\delta \). Hence,

\[
P(I(\hat{f}, f) > \delta) \leq e^{-2\delta \hat{\sigma}^2} + e^{-2\delta \hat{\sigma}^2} = 2e^{-\delta(t-1)} = e^{-O(t)} \tag{76}
\]

This verifies Condition R2.

For Condition R3, note that

\[
P(\delta < \mathbb{M}_{\hat{f}}(\rho)) = P \left( \delta < \frac{1}{2} (\rho \hat{\sigma}^2 - \ln (\rho \hat{\sigma}^2) - 1) \right) \text{ and } \rho > 1/\hat{\sigma}^2 = P (\rho \hat{\sigma}^2 > L^+ (2\delta)) \tag{77}
\]

Let \( 1/\sigma^2 > \varepsilon > 0 \), and let \( \bar{\varepsilon} = \varepsilon \sigma^2 \). Then,

\[
P(\delta < \mathbb{M}_{\hat{f}}(1/\sigma^2 - \varepsilon)) = P(\delta < \mathbb{M}_{\hat{f}}(1/\sigma^2 (1 - \bar{\varepsilon})))
= P \left( 1/\sigma^2 (1 - \bar{\varepsilon}) \hat{\sigma}^2 > L^+ (2\delta) \right)
= P \left( (1 - \bar{\varepsilon}) U_{t-1} > (t-1) L^+ (2\delta) \right)
\leq \left( \frac{L^+ (2\delta)}{1 - \bar{\varepsilon}} \right)^{L^+ (2\delta)} e^{-\frac{L^+ (2\delta)}{1 - \bar{\varepsilon}}} \tag{78}
\]

The last step is an application of Lemma 5. Noting that \( L^+ (2\delta) = e^{L^+ (2\delta)} - 2\delta - 1 \), the above can be simplified to

\[
P(\delta < \mathbb{M}_{\hat{f}}(1/\sigma^2 - \varepsilon)) \leq \left( \frac{e^{-L^+ (2\delta) \varepsilon}}{1 - \bar{\varepsilon}} \right)^{L^+ (2\delta)} e^{-\delta(t-1)} \tag{79}
\]

The penultimate bound follows, as \( L^+ (2\delta) \geq 1 \). This verifies Condition R3, with \( d_t = 1 \), producing a bound of the correct order. This in turn verifies the policy as optimal, taking \( d(t) = 2 \). □
6.3 A Heterogeneous Normal Model

As an example of the heterogeneous bandit model presented in Section 2.3, consider the following model: for each $i = 1, \ldots, N$, let $\sigma_i > 0$ be known, and define:

$$\mathcal{F}_i = \left\{ f_{\mu, \sigma_i}(x) = \frac{1}{\sigma_i \sqrt{2\pi}} e^{-\frac{1}{2\sigma_i^2}(x-\mu)^2} : -\infty < \mu < \infty \right\}. \quad (80)$$

This models the case that for each bandit $i$, the controller knows the bandit has a normal distribution, with known variance $\sigma_i^2$, but with unknown mean.

The focus of this section is the case in which the controller, given a threshold value $\kappa$, is interested in activating bandits $i$ with the highest unknown tail probability: $\int^\infty_\kappa f_i(x) dx = \mathbb{P}(X_i^k > k)$ as often as possible. This can be achieved if we take the score functional of interest here to be

$$s_\kappa(f) = \int^\infty_\kappa f(x) dx.$$ 

Taking $\Phi$ as the c.d.f. of a standard normal, and noting that in this model $f$ is specified by $(\mu, \sigma)$ the above score function can be written as

$$s_\kappa(\mu, \sigma) = 1 - \Phi \left( \frac{\kappa - \mu}{\sigma} \right). \quad (81)$$

It is easy to show in this case that for $f_i = f_{\mu_i, \sigma_i}$, and $g = g_{\mu_i, \sigma_i} \in \mathcal{F}_i$:

$$I(f_i, g_i) = \frac{(\mu_i - \mu_{g_i})^2}{2\sigma_i^2}. \quad (82)$$

Note then that for fixed $i$, for $f, g \in \mathcal{F}_i$, if $I(f, g) < \delta$, then $|\mu_f - \mu_g| < \sigma_i \sqrt{2\delta}$. It follows easily from this that any score functional $s_i(f)$ that is a continuous function of the parameter of $f$, the mean, is continuous in $\mathcal{F}_i$ with respect to $f$ under $I$.

For $f_i = f_{\mu_i, \sigma_i} \in \mathcal{F}_i$, and $t$ samples under $f$, we take the estimator $\hat{f}_i^t = f_{\hat{\mu}_i, \sigma_i} \in \mathcal{F}_i$ where

$$\hat{\mu}_i^t = \frac{1}{t} \sum_{n=1}^t X_n. \quad (83)$$

Note that $\hat{\mu}_i^t$ is normally distributed with mean $\mu_i$ and variance $\sigma_i^2/t$.

We next define the specific instance of policy $\pi^*$ under this model:

**Policy $\pi^*_\kappa$ (UCB-NORMAL-THRESHOLD)**

i) For $t = 1, 2, \ldots, 2N$, sample each bandit 2 times, and

ii) for $n \geq 2N$, sample from bandit $\pi^*_\kappa(n+1) = \arg \max_i u_i \left( n, T_i^\kappa(n) \right)$ breaking ties uniformly at random, where

$$u_i(n, t) = 1 - \Phi \left( \frac{\kappa - \hat{\mu}_i^t}{\sigma_i} - \sqrt{\frac{2\ln t}{t-1}} \right). \quad (84)$$
Theorem 8 For $s_{\kappa}(f) = \mathbb{P}(X \geq \kappa)$ in the above model, policy $\pi^*_\kappa$ as defined above is asymptotically optimal. In particular, for any choice of $(f_i = f_{\mu_i, \sigma_i})_{i=1}^N \in \bigotimes_{i=1}^N \mathcal{F}_i$, with $s^* = \max_is_{\kappa}(f_i)$, for each sub-optimal bandit $i$ the following holds:

$$\lim_{n \to \infty} \frac{\mathbb{E}[T^i_{\pi^*_\kappa}(n)]}{\ln n} = \frac{2}{\left(\frac{\kappa - \mu}{\sigma_i} - \Phi^{-1}(1 - s^*)\right)^2}. \quad (85)$$

Proof. Condition B1' is easy to verify given the parameterization of the $\mathcal{F}_i$. As already established, any score functional $s(f)$ that is continuous with respect to the parameters of $f$ is continuous with respect to $f$ under $\mathbf{I}$. Taking $s_{\kappa}(f)$ as above verifies Condition B2'. Further, given the formula for $\mathbf{I}(f,g)$ above, we have that for each $i$,

$$M_{f_{\mu_i, \sigma_i}}^{i}(\rho) = \begin{cases} 0 & \text{if } 1 - \rho > \Phi\left(\frac{\kappa - \mu}{\sigma_i}\right) \\
\frac{1}{2} \left(\frac{\kappa - \mu}{\sigma_i} - \Phi^{-1}(1 - \rho)\right)^2 & \text{else.} \end{cases} \quad (86)$$

Again, for the purpose of verifying the R-Conditions, we take $\mathbf{v} = \mathbf{1}$. By the previous commentary, $M_{f_{\mu_i, \sigma_i}}^{i}(\rho)$ is continuous with respect to $f$ under $\mathbf{I}$, as well as being continuous with respect to $\rho$, by inspection. This verifies Condition R1'. To verify Condition R2', observe the following, that for each $i$:

$$\mathbb{P}(\mathbf{I}(\hat{f}_i, f) > \delta) = \mathbb{P}\left(\frac{(\hat{\mu}_i - \mu)^2}{2\sigma_i^2} > \delta\right) = \mathbb{P}(Z^2 > 2\delta t) \leq \frac{1}{2} e^{-\delta t}, \quad (87)$$

taking $Z$ as a standard normal.

For Condition R3', note that

$$\mathbb{P}(\delta < M_{f_{\mu_i, \sigma_i}}^{i}(\rho)) = \mathbb{P}\left(\delta < \frac{1}{2} \left(\frac{\kappa - \hat{\mu}_i}{\sigma_i} - \Phi^{-1}(1 - \rho)\right)^2 \text{ and } 1 - \rho \leq \Phi\left(\frac{\kappa - \mu}{\sigma_i}\right)\right)$$

$$= \mathbb{P}\left(\sqrt{2}\delta < \frac{\kappa - \hat{\mu}_i}{\sigma_i} - \Phi^{-1}(1 - \rho)\right)$$

$$= \mathbb{P}\left(\sqrt{2}\delta < \frac{\kappa - \mu}{\sigma_i} - \frac{Z}{\sqrt{t}} - \Phi^{-1}(1 - \rho)\right)$$

$$= \mathbb{P}\left(\Phi^{-1}(1 - \rho) - \frac{\kappa - \mu}{\sigma_i} + \frac{\sqrt{2}\delta}{\sqrt{t}} < Z\right), \quad (88)$$

where $Z$ is a standard normal random variable. Taking $\rho = s_{\kappa}(f) - \varepsilon = 1 - \Phi((\kappa - \mu)/\sigma_i) - \varepsilon$ in the above, note that

$$\Phi^{-1}(1 - \rho) = \Phi^{-1}\left(\Phi\left(\frac{\kappa - \mu}{\sigma_i}\right) + \varepsilon\right) > \frac{\kappa - \mu}{\sigma_i}.$$

Given this, let $\Delta = \Phi^{-1}(1 - \rho) - (\kappa - \mu)/\sigma_i > 0$. From the above, we have

$$\mathbb{P}(\delta < M_{f_{\mu_i, \sigma_i}}^{i}(s(f) - \varepsilon)) = \mathbb{P}\left((\Delta + \sqrt{2}\delta)/\sqrt{t} < Z\right)$$

$$\leq \frac{1}{2} e^{-(\Delta + \sqrt{2}\delta)^2/2}$$

$$\leq \frac{1}{2} e^{-\frac{1}{2} \Delta^2 - \delta t}. \quad (89)$$

24
This verifies Condition R3', with $d_t = 0$, producing a bound of the correct order. This in turn verifies the policy as optimal, taking $\tilde{d}(t) = 1$.
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A Appendix Proofs

Proof. [of Theorem 1] It suffices to demonstrate that for any choice of \( \{f_i\} \subset F \), for any suboptimal \( i \),

\[
\liminf_n \frac{\mathbb{E}[T^i_\pi(n)]}{\ln n} \geq \frac{1}{\inf_{g \in \mathcal{F}} \{I(f_i, g) : s(g) > s^*\}}. \tag{90}
\]

Note, by Condition B1, the above infimum exists and is finite. (We note the above is vacuously true if \( \inf_{g \in \mathcal{F}} \{I(f_i, g) : s(g) > s^*\} = \infty \). That being so, let \( g \) be such that \( g \in \mathcal{F}, s(g) > s^* \), and \( I(f_i, g) < \infty \). Note, by Condition B2, since \( s(g) > s^* > s(f_i) \), \( I(f_i, g) > 0 \). It will suffice then to show that

\[
\liminf_n \frac{\mathbb{E}[T^i_\pi(n)]}{\ln n} \geq \frac{1}{I(f_i, g)}, \tag{91}
\]

and take the supremum of the lower bound over feasible \( g \). Noting that \( \mathbb{E}[T^i_\pi(n)I(f_i, g)]/\ln n \geq \mathbb{P}(T^i_\pi(n)I(f_i, g) \geq \ln n) \), it would suffice to show that

\[
\liminf_n \mathbb{P}\left(\frac{T^i_\pi(n)}{\ln n} \geq \frac{1}{I(f_i, g)}\right) = 1, \tag{92}
\]
or equivalently that for \(0 < \delta < 1\),

\[
\limsup_{n} \mathbb{P}\left( \frac{T^i_n(n)}{\ln n} \leq \frac{1 - \delta}{I(f_i, g)} \right) = 0. \tag{93}
\]

Define the following events:

\[
A^\delta_n = \left\{ T^i_\pi(n) \leq \frac{1 - \delta}{I(f_i, g)} \ln n \right\},
\]

\[
C^\delta_n = \left\{ \sum_{t=1}^{T^i_\pi(n)} \ln \left( \frac{f_i(X^i_t)}{g(X^i_t)} \right) \leq (1 - \delta/2) \ln n \right\}. \tag{94}
\]

It is additionally convenient to define the sequence of constants \(b_n = (1 - \delta)/I(f_i, g) \ln n\) and random variables \(S^i_k = \sum_{t=1}^{k} \ln \left( f_i(X^i_t)/g(X^i_t) \right)\). Observe the following bounds.

\[
\mathbb{P}\left( A^\delta_n \cap C^\delta_n \right) \leq \mathbb{P}\left( \max_{k \leq [b_n]} S^i_k > (1 - \delta/2) \ln n \right)
\]

\[
= \mathbb{P}\left( \max_{k \leq [b_n]} S^i_k/b_n > (1 - \delta/2) \ln n/b_n \right)
\]

\[
= \mathbb{P}\left( \max_{k \leq [b_n]} S^i_k/b_n > \left( 1 + \frac{\delta}{2} \right) I(f_i, g) \right)
\]

\[
\leq \mathbb{P}\left( \max_{k \leq [b_n]} S^i_k/b_n > \left( 1 + \frac{\delta}{2} \right) I(f_i, g) \right) \tag{96}
\]

It follows that

\[
\limsup_{n} \mathbb{P}\left( A^\delta_n \cap C^\delta_n \right) \leq \limsup_{m} \mathbb{P}\left( \max_{k \leq m} S^i_k/m \geq \left( 1 + \frac{\delta}{2} \right) I(f_i, g) \right) = 0. \tag{97}
\]

The last inequality follows, observing that since \(0 < I(f_i, g) < \infty\), we have that \(S^i_m/m \to I(f_i, g)\) almost surely. Since \(\limsup_{m} \max_{k \leq m} S^i_k/m \leq \limsup_{m} S^i_m/m = I(f_i, g)\) almost surely, convergence in probability as above is guaranteed.

At this point, recall that \(\mathbb{P}\) has been defined by the choice of bandit distributions \(\{f_1, \ldots, f_i, \ldots, f_N\} \subset \mathcal{F}\). Consider an alternative set of distributions, constructed by replacing \(f_i\) with \(g\): \(\{f_1, \ldots, g, \ldots, f_N\} \subset \mathcal{F}\), and let \(\tilde{\mathbb{P}}\) be defined by this alternative set of bandit distributions. The following holds:

\[
\mathbb{P}\left( A^\delta_n \cap C^\delta_n \right) = \tilde{\mathbb{P}}\left( T^i_\pi(n) \leq \frac{1 - \delta}{I(f_i, g)} \ln n, \prod_{t=1}^{T^i_\pi(n)} f_i(X^i_t) \leq n^{1-\delta/2} \prod_{t=1}^{T^i_\pi(n)} g(X^i_t) \right)
\]

\[
\leq \tilde{\mathbb{P}}\left( T^i_\pi(n) \leq \frac{1 - \delta}{I(f_i, g)} \ln n \right) n^{1-\delta/2}. \tag{98}
\]

This change of measure argument follows, as \(C^\delta_n\) restricts the region of probability space of interest to that where the comparison of densities of bandit \(i\) holds. Observing that under this alternative set of bandit densities, bandit \(i\) is the unique optimal bandit (since \(s(g) > s^*\)), and hence \(T^\omega_\pi(n) = n - T^\omega_\pi(n)\):

\[
\mathbb{P}\left( A^\delta_n \cap C^\delta_n \right) \leq \tilde{\mathbb{P}}\left( n - \frac{1 - \delta}{I(f_i, g)} \ln n \leq T^\omega_\pi(n) \right) n^{1-\delta/2}. \tag{99}
\]
For \( n \) sufficiently large, so that \( n > (1 - \delta)/I(f, g) \ln n \), we may apply Markov’s inequality to the above (letting \( \mathbb{E} \) be expectation under the alternative bandit distribution set):

\[
\mathbb{P} \left( A_n^\delta C_n^\delta \right) \leq \frac{\mathbb{E} \left[ T_n^\delta(n) \right]}{n - \frac{1 - \delta}{I(f, g)} \ln n} n^{1 - \delta/2} = \frac{\mathbb{E} \left[ T_n^\delta(n) \right] n^{-\delta/2}}{1 - \frac{1 - \delta}{I(f, g)} \ln n}. \quad (100)
\]

Observing that under the condition that \( \pi \) is UF, \( \mathbb{E}[T_n^\delta(n)] = o(n^{\delta/2}) \), it follows from the above that \( \limsup_n \mathbb{P} (A_n^\delta C_n^\delta) = 0 \). Hence,

\[
\limsup_n \mathbb{P} \left( \frac{T_n^\delta(n)}{\ln n} \leq \frac{1 - \delta}{I(f, g)} \right) \leq \limsup_n \mathbb{P} \left( A_n^\delta C_n^\delta \right) + \limsup_n \mathbb{P} \left( A_n^\delta \right) = 0. \quad (101)
\]

\[\square\]

**Proof.** [of Lem. 1] We recall the definition of \( M_f(\rho) \), and introduce a companion function, \( C_f(\delta) \):

\[
M_f(\rho) = \inf_{g \in \mathcal{F}} \{ I(f, g) : s(g) > \rho \},
\]

\[
C_f(\delta) = \sup_{g \in \mathcal{F}} \{ s(g) : I(f, g) < \delta \}. \quad (102)
\]

Thinking of \( M_f(\rho) \) as the minimal distance (relative to \( I \)) from \( f \) to a density better than \( \rho \), we may consider \( C_f(\delta) \) to be the best score achieved within distance \( \delta \) of \( f \). Note, we have the following relationship: \( u_i(n, t) = C_f^\pi(\ln n/(t - \hat{d}(t))) \). Note as well, \( M_f(\rho) \) is an increasing function with \( \rho \), and \( M_f(C_f(\delta)) \leq \delta \).

Consider a set of bandit distributions \( \{f_i\} \subset \mathcal{F} \), with \( i \) a sub-optimal bandit and \( i^* \) an optimal bandit. Let \( \varepsilon, \delta \) be feasible as in the statement of the Lemma. We define the following functions, for \( n \geq n_0 N \):

\[
n_1^i(n, \varepsilon, \delta) = \sum_{t=n_0 N}^{n} \mathbb{1} \left\{ \pi^*(t+1) = i, u_i(t, T_{\pi^*}(t)) \geq s^* - \varepsilon, \nu(T_{\pi^*}(t), f_i) \leq \delta \right\}
\]

\[
n_2^i(n, \varepsilon, \delta) = \sum_{t=n_0 N}^{n} \mathbb{1} \left\{ \pi^*(t+1) = i, u_i(t, T_{\pi^*}(t)) \geq s^* - \varepsilon, \nu(T_{\pi^*}(t), f_i) > \delta \right\}
\]

\[
n_3^i(n, \varepsilon) = \sum_{t=n_0 N}^{n} \mathbb{1} \left\{ \pi^*(t+1) = i, u_i(t, T_{\pi^*}(t)) < s^* - \varepsilon \right\}.
\]

Note the relation that \( T_{\pi^*}(n+1) = n_0 + n_1^i(n, \varepsilon, \delta) + n_2^i(n, \varepsilon, \delta) + n_3^i(n, \varepsilon) \).
We have the following relations:

\[
\{ u_t(k, s^* - \epsilon, v(f_k^i, f_i) \leq \delta \} = \left\{ C_{f_k^i} \left( \ln t / (k - \tilde{d}(k)) \right) \geq s^* - \epsilon, v(f_k^i, f_i) \leq \delta \right\} \\
= \left\{ \mathbb{M}_{f_k^i} \left( C_{f_k^i} \left( \ln t / (k - \tilde{d}(k)) \right) \right) \geq \mathbb{M}_{f_k^i} (s^* - \epsilon), v(f_k^i, f_i) \leq \delta \right\} \\
\subset \left\{ \ln t / (k - \tilde{d}(k)) \geq \mathbb{M}_{f_k^i} (s^* - \epsilon), v(f_k^i, f_i) \leq \delta \right\} \\
\subset \left\{ \ln t / (k - \tilde{d}(k)) \geq \inf_{g \in \mathcal{F}} \left\{ \mathbb{M}_g (s^* - \epsilon) : v(g, f_i) \leq \delta \right\} \right\} \\
= \left\{ \ln t / \inf_{g \in \mathcal{F}} \left\{ \mathbb{M}_g (s^* - \epsilon) : v(g, f_i) \leq \delta \right\} + \tilde{d}(k) \geq k \right\}
\] (104)

This gives us the following bounds:

\[
n'_1(n, \epsilon, \delta) \\
\leq \sum_{t=0}^{n-1} \left\{ \pi^*(t + 1) = i, \frac{\ln n}{\inf_{g \in \mathcal{F}} \left\{ \mathbb{M}_g (s^* - \epsilon) : v(g, f_i) \leq \delta \right\}} + \tilde{d}(T^i_{\pi^*}(t)) \geq T^i_{\pi^*}(t) \right\} \\
\leq \sum_{t=0}^{n-1} \left\{ \pi^*(t + 1) = i, \frac{\ln n}{\inf_{g \in \mathcal{F}} \left\{ \mathbb{M}_g (s^* - \epsilon) : v(g, f_i) \leq \delta \right\}} + \tilde{d}(T^i_{\pi^*}(t)) \geq T^i_{\pi^*}(t) \right\} + 1 \\
\leq \max \left\{ T : T - \tilde{d}(T) \leq \frac{\ln n}{\inf_{g \in \mathcal{F}} \left\{ \mathbb{M}_g (s^* - \epsilon) : v(g, f_i) \leq \delta \right\}} \right\} + 1.
\] (105)

The last bounds in the above hold with the following reasoning: Viewing \( T^i_{\pi^*}(t) \) as the sum of \( \sum_{t=0}^{n-1} \{ \pi^*(t) = i \} \) terms, the added conditioning in the above indicators restrict how many terms of the above sum can be non-zero. Note, this bound holds almost surely, independent of outcomes. Further then, taking \( \tilde{d} \) as positive and increasing, for any positive \( C \), we have the relation that \( \max \{ T : T - \tilde{d}(T) \leq C \} \leq C + O(\tilde{d}(C)) \). Hence, since \( \tilde{d} \) is taken to be sub-linear,

\[
n'_1(n, \epsilon, \delta) \leq \frac{\ln n}{\inf_{g \in \mathcal{F}} \left\{ \mathbb{M}_g (s^* - \epsilon) : v(g, f_i) \leq \delta \right\}} + o(\ln n).
\] (106)
To bound the $n_2^i$ term, observe the following:

$$n_2^i(n, \epsilon, \delta) \leq \sum_{t=n_0N}^{n} \mathbb{1} \left\{ \pi^*(t+1) = i, v(\hat{f}_{T^i_{\pi^*}(t)}^i, f_i) > \delta \right\}$$

$$= \sum_{t=n_0N}^{n} \sum_{k=n_0}^{i} \mathbb{1} \left\{ \pi^*(t+1) = i, v(\hat{f}_k^i, f_i) > \delta, T^i_{\pi^*}(t) = k \right\}$$

$$= \sum_{t=n_0N}^{n} \sum_{k=n_0}^{i} \mathbb{1} \left\{ \pi^*(t+1) = i, T^i_{\pi^*}(t) = k \right\} \mathbb{1} \left\{ v(\hat{f}_k^i, f_i) > \delta \right\}$$

$$\leq \sum_{k=n_0}^{n} \mathbb{1} \left\{ v(\hat{f}_k^i, f_i) > \delta \right\} \sum_{t=k}^{n} \mathbb{1} \left\{ \pi^*(t+1) = i, T^i_{\pi^*}(t) = k \right\}$$

$$\leq \sum_{k=n_0}^{n} \mathbb{1} \left\{ v(\hat{f}_k^i, f_i) > \delta \right\} . \tag{107}$$

To bound the $n_3^i$ term, note that by the structure of the policy, if $\pi^*(t+1) = i$, $u_i(t, T^i_{\pi^*}(t)) = \max_j u_j(t, T^j_{\pi^*}(t))$. Hence, if $i^*$ is an optimal bandit, $\pi^*(t+1) = i$, and $u_i(t, T^i_{\pi^*}(t)) < s^* - \epsilon$, it must also be that $u_{i^*}(t, T^i_{\pi^*}(t)) < s^* - \epsilon$. Hence we have the following bound:

$$n_3^i(n, \epsilon) \leq \sum_{t=n_0N}^{n} \mathbb{1} \left\{ \pi^*(t+1) = i, u_{i^*}(t, T^i_{\pi^*}(t)) < s^* - \epsilon \right\}$$

$$\leq \sum_{t=n_0N}^{n} \mathbb{1} \left\{ u_{i^*}(t, T^i_{\pi^*}(t)) < s^* - \epsilon \right\}$$

$$\leq \sum_{t=n_0N}^{n} \mathbb{1} \left\{ u_{i^*}(t, k) < s^* - \epsilon \text{ for some } k = n_0, \ldots, t \right\}$$

$$\leq \sum_{t=n_0N}^{n} \sum_{k=n_0}^{i} \mathbb{1} \left\{ u_{i^*}(t, k) < s^* - \epsilon \right\} . \tag{108}$$

Combining each of the above bounds, and observing that $T^i_{\pi^*}(n) \leq T^i_{\pi^*}(n+1)$, we have for $n \geq n_0N$:

$$T^i_{\pi^*}(n) \leq \frac{\ln n}{\inf_{g \in G} \left\{ M_g(s^* - \epsilon) : \mathbf{1}(g, f_i) \leq \delta \right\} + o(\ln n)} + \sum_{t=n_0N}^{n} \sum_{k=n_0}^{i} \mathbb{1} \left\{ u_{i^*}(t, k) < s^* - \epsilon \right\} . \tag{109}$$

Taking expectations completes the proof. \qed

**Proposition 1** For $\Delta > 0, \tilde{d}(k) = o(k), t > 1$,

$$\sum_{k=1}^{\infty} t^{-\Delta/(k-\tilde{d}(k))} e^{-\Omega(k)} \leq O(1/\ln t). \tag{110}$$
Proof. [Proof of Proposition 1] Let \( 1 > p > 0 \). We have

\[
\sum_{k=1}^{\infty} t^{-\Delta/(k-\tilde{d}(k))} e^{-\Omega(k)} = \sum_{k=1}^{[\ln(t)]^p} t^{-\Delta/(k-\tilde{d}(k))} e^{-\Omega(k)} + \sum_{k=[\ln(t)]^p}^{\infty} t^{-\Delta/(k-\tilde{d}(k))} e^{-\Omega(k)}
\]

\[
\leq \sum_{k=1}^{[\ln(t)]^p} t^{-\Delta/(k-\tilde{d}(k))} + \sum_{k=[\ln(t)]^p}^{\infty} e^{-\Omega(k)}
\]

\[
= \ln(t)^p e^{-\Omega(\ln(t)^{1-p})} + e^{-\Omega(\ln(t)^p)}.
\]

Here we may make use of the following bounds, that for \( x \geq 0 \),

\[
x^p e^{-\Omega(x^{1-p})} \leq O(1/x)
\]

\[
e^{-\Omega(x^p)} \leq O(1/x).
\]

Applying these to the above,

\[
\sum_{k=1}^{\infty} t^{-\Delta/(k-\tilde{d}(k))} e^{-\Omega(k)} \leq O(1/\ln(t)).
\]

Proof. [of Lem. 2] To see the distribution of \( \hat{\alpha}_n \), consider the event that \( X_1 = \min X_t \). This can be generated in the following way, by first generating \( X_1 \) according to Pareto(\( \alpha, \beta \)), then for each \( j \neq 1 \), generating each \( X_j \) independently as Pareto(\( \alpha, \beta \)) conditioned on \( X_j \geq X_1 \), in which case \( X_j \sim \text{Pareto}(\alpha, X_1) \), by the self-similarity of the Pareto distribution. Using the standard fact that if \( X \sim \text{Pareto}(\alpha, \beta) \), then \( \ln(X/\beta) \sim \text{Exp}(\alpha) \), we have that

\[
\sum_{t=1}^{n} \ln \left( \frac{X_t}{X_1} \right)
\]

is distributed as the sum of \( n-1 \) many i.i.d. exponential random variables with parameter \( \alpha \), or Gamma\((n-1, \alpha)\). Note, this holds independent of the value of \( X_1 \). The same argument holds, taking any of the \( X_t \) as the minimum. Hence, independent of which \( X_t \) is the minimum, and independent of the value of that minimum (i.e., independent of \( \hat{\beta}_n \), the above sum is distributed like Gamma\((n-1, \alpha) \sim \text{Gamma}(n-1, 1)/\alpha \). This gives the above representation of \( \hat{\alpha}_n \) and demonstrates the independence of \( \hat{\alpha}_n \) and \( \hat{\beta}_n \).

To see the distribution of \( \hat{\beta}_n \), note that \( \hat{\beta}_n \geq \beta \), and for \( x \geq 1 \),

\[
P(\hat{\beta}_n/\beta > x) = P(\hat{\beta}_n > \beta x) = \prod_{t=1}^{n} P(X_t > \beta x) = \left( \frac{\beta}{\beta x} \right)^{n\alpha} = \left( \frac{1}{x} \right)^{n\alpha},
\]

which shows that \( \hat{\beta}_n/\beta \sim \text{Pareto}(\alpha n, 1) \).
**Proof.** [of Lemma 3] Let \( Y_1, \ldots, Y_t \) be i.i.d. \( \text{Exp}(1) \) random variables, and let \( G = Y_1 + \ldots + Y_t \). For \( 0 < \gamma^- < 1 < \gamma^+ < \infty \),

\[
\mathbb{P}(G < \gamma^{-}t) = \mathbb{P}\left( e^{-\left(\frac{1}{\gamma^-}-1\right)G} > e^{-\left(\frac{1}{\gamma^-}-1\right)\gamma^{-}t} \right) \\
= \mathbb{P}\left( e^{-\left(\frac{1}{\gamma^-}-1\right)G} > e^{-\left(1-\gamma^-\right)t} \right) \\
\leq \frac{\mathbb{E}\left[ e^{-\left(\frac{1}{\gamma^-}-1\right)G} \right]}{e^{-\left(1-\gamma^-\right)t}} = \frac{\prod_{s=1}^{\infty} \mathbb{E}\left[ e^{-\left(\frac{1}{\gamma^-}-1\right)Y_s} \right]}{e^{-\left(1-\gamma^-\right)t}} = \left( \frac{\gamma^-}{e^{1-\gamma^-}} \right)^t.
\]

The result for \( \mathbb{P}(G > \gamma^+t) \) follows similarly. \( \square \)

**Proof.** [of Lemma 4] Let \( X_1, \ldots, X_t \) be i.i.d. \( \text{Uniform}[0, 1] \) random variables. Note that we may then take \( \hat{a}_t = a + (b - a) \min_{n} X_n \), \( \hat{b}_t = a + (b - a) \max_{n} X_n \). Hence,

\[
\mathbb{P}\left( \frac{\hat{b}_t - \hat{a}_t}{b - a} < \lambda \right) = \mathbb{P}\left( \max_{n} X_n - \min_{n} X_n < \lambda \right) \tag{117}
\]

Let \( M = \max_{n} X_n \) and \( m = \min_{n} X_n \). Note that, conditioned on \( m \), \( M - m \) is distributed like the maximum of \( t - 1 \) many \( \text{Uniform}[0, 1 - m] \) random variables. Let \( Y_1, \ldots, Y_{t-1} \) be i.i.d. \( \text{Uniform}[0, 1] \) random variables, so we may take \( M - m = (1 - m) \max_{n} Y_s \).

\[
\mathbb{P}(M - m < \lambda | m) = \mathbb{P}\left( (1 - m) \max_{n} Y_s < \lambda | m \right) \\
= 1 \{ 1 - m \leq \lambda \} + \frac{\lambda^{t-1}}{(1 - m)^{t-1}} 1 \{ 1 - m > \lambda \} \tag{118}
\]

Note that \( m \) is distributed with a density of \( t(1 - x)^{t-1} \) for \( x \in [0, 1] \). From the above then

\[
\mathbb{P}\left( \frac{\hat{b}_t - \hat{a}_t}{b - a} < \lambda \right) = \mathbb{P}(M - m < \lambda) \\
= \mathbb{E}[\mathbb{P}(M - m < \lambda | m)] \\
= \mathbb{P}(1 - \lambda \leq m) + \mathbb{E}\left[ \frac{\lambda^{t-1}}{(1 - m)^{t-1}} 1 \{ 1 - m > \lambda \} \right] \tag{119}
\]

\[
= \lambda^t + t(1 - \lambda) \lambda^{t-1}.
\]

The result follows immediately. \( \square \)

**Proof.** [of Lemma 5] For the normal bound, let \( \Phi \) represent the standard normal c.d.f.. It suffices then to demonstrate that for \( z \geq 0 \), \( 1 - \Phi(z) \leq e^{-z^2/2} / 2 \). However, it is easy to show that \( 2e^{-z^2/2} (1 - \Phi(z)) \) is a positive, monotonically decreasing function of \( z \) over this range, with a maximum of 1 at \( z = 0 \).
For the $\chi^2_t$ bounds, let $0 < u^- < 1 < u^+$, and let $Z_1, \ldots, Z_t$ be i.i.d. standard normal random variables. Let $U_t = \sum_{i=1}^t Z_i^2$. Observe that

\[
\mathbb{P}(U_t > u^+ t) = \mathbb{P}\left(e^{\left(\frac{1}{2} - \frac{1}{2u^+}\right)U_t} > e^{\left(\frac{1}{2} - \frac{1}{2u^+}\right)u^+ t}\right) \\
= \mathbb{P}\left(e^{\left(\frac{1}{2} - \frac{1}{2u^+}\right)U_t} > e^{(u^+ - 1)t/2}\right) \\
\leq \mathbb{E}\left[e^{\left(\frac{1}{2} - \frac{1}{2u^+}\right)U_t}\right] e^{-(u^+ - 1)t/2} \\
= \mathbb{E}\left[e^{\left(\frac{1}{2} - \frac{1}{2u^+}\right)Z^2}\right] e^{-(u^+ - 1)t/2} \\
= \left(\sqrt{u^+}\right)^t e^{-(u^+ - 1)t/2}.
\]

The result follows immediately as a rearrangement of the above. The result for $\mathbb{P}(U_t < u^- t)$ follows similarly. \qed