ABSTRACT

Few-shot audio event detection is a task that detects the occurrence time of a novel sound class given a few examples. In this work, we propose a system based on segment-level metric learning for DCASE 2022 challenge few-shot bioacoustic event detection (task 5). We make better utilization of the negative data within each sound class to build the loss function, and use transductive inference to gain better adaptation on the evaluation set. For the input feature, we find the per-channel energy normalization concatenated with delta mel-frequency cepstral coefficients to be the most effective combination. We also introduce new data augmentation and post-processing procedures for this task. Our final system achieves an f-measure of 68.74 on the DCASE task 5 validation set, outperforming the baseline performance of 29.5 by a large margin. Our system is fully open-sourced.

Index Terms— few-shot learning, transductive inference, metric learning, audio event detection

1. INTRODUCTION

Few-shot learning (FSL) [1] is a machine learning problem that aims to generalize the system to novel classes after supervised learning with the data from known classes. Sound event detection [2] is a task that locates the onset and offset of certain sound classes. By combining the idea of FSL with sound event detection [3], the system can detect the new sound class with only a few labeled samples. This technique is useful for audio data labeling, especially when the user needs to detect a new type of sound.

In the previous DCASE 2021 task 5 challenge, the submitted systems [4][5][6][7] have achieved promising results on the evaluation set. Most of the systems use a prototypical network [1] as the main architecture. Yang et al. [4] propose a mutual learning framework to improve the feature extractor. Tang et al. [5] propose to use embedding propagation to learn a smoother manifold in the latent space. Data augmentations such as spec-augment and mixup are used in the system described in [6][7].

In previous works, the negative segment in each audio file is not fully utilized. Here negative segment means the audio segments that do not contain the target sound event. Most metric-learning-based studies [4][5] optimize the model only using the labeled positive data, by grouping and separating the latent prototypes of the same and different positive classes, respectively. However, the positive segments also need to be distinguishable from the negative segments within the same audio file. We propose to use negative segments to enhance the metric learning to address this problem.

This report describes the prototypical-network based system we submitted to the DCASE challenge 2022 task 5 [8][9]. Our system builds upon a prototypical network and proposes new methods for the input features, metric learning, evaluation data preprocessing, and post-processing.

To increase the generalization ability of our system, we merge the training set with the animal sound in AudioSet [10]. We conduct studies on a different combinations of audio features to choose the best feature for this task. Features includes log-mel spectrogram (MEL), per-channel energy normalization (PCEN), mel-frequency cepstral coefficients (MFCC), and delta-MFCC (ΔMFCC). We found using PCEN and delta-MFCC together yields the best average f-measure score on the validation set. To make full use of the labeled few-shot data, we integrate transductive inference into our metric learning framework. We treat each evaluation file as a sound class and jointly optimize it with the training dataset. Our proposed system achieves a f-measure of 68.74 on the DCASE task 5 validation set.

This technical report will be organized as follows. Section 2 provides an overview of our system. Section 3 introduces the methods we proposed to improve our system. Section 4 introduced the experimental setup and the four systems we submitted to the challenge. Section 5 reports the result of the validation set and the ablation studies. Section 6 summarizes this work and provide a conclusion.

2. SYSTEM OVERVIEW

We build our system with a prototypical network, which is widely used for metric-based few-shot learning. The objective of our system is properly mapping different sounds into a latent embedding within a high-dimensional space, where similar sounds have a closer distance.

We use episodic training [11] to optimize our system in an N-way-K-shot way, in which we set $N = 10$ and $K = 5$. This means each training batch will select data from $N$ classes. And for each class, the system will select $2 \times K$ segments from the dataset, and treat $K$ segments as support segments and other $K$ segments as query segments. Then both segments are processed by a feature extraction network, which outputs latent embeddings. By averaging the embedding of $K$ support and $K$ query segments for class $i$, we obtain a query prototype $y^q_i$ and a support prototypes $x^s_i$. The system is optimized by minimizing the distance between query prototypes and support prototypes for each class. To build a robust latent space and to generalize better to the new class, we introduce the metric
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learning with negative samples and the transductive inference approach in Section 3.2 and 3.3.

During evaluations, only five of the system uses K labeled positive events to build positive and negative prototypes, which are the latent representation of positive and negative segments in one audio file. Here a positive sound event can contain multiple positive segments. If the negative segment in the labeled part is too short, we will use a spectrum-similarity-based algorithm (Section 3.6) to identify the possible negative segment in the remaining unlabeled audio. To classify the unlabelled part, the system will first segment it with an adaptive segment length and build a query set. Then the query set can be classified by calculating the distance with prototypes. We introduce the way we build the positive and negative prototypes in Section 3.6.

Post-processing is important to the performance of the system. We introduce a splitting-merging-filtering-based post-processing method designed to fully utilize the information provided in the first K labeled events, such as minimum negative segment length. We also use various data augmentation techniques and external training data from AudioSet during model training, which will be discussed in Section 4.

3. METHODOLOGY

3.1. Feature extraction network

Our feature extraction network $f_0$ is a convolutional neural network (CNN) based architecture that maps the audio feature $s$ into a latent embedding $x$:

$$f_0: s \rightarrow x$$ (1)

Similar to the architecture proposed by 12, the network $f_0$ consists of three convolutional blocks with hidden channels of 64, 128, and 64. Each convolutional block consists of three two-dimensional CNN layers with batch normalization and leaky rectified linear unit activations 13. As a common trick in CNN-based network 14, 15, we apply $2 \times 2$ max-pooling after each block. The input and output of each convolutional block have a residual connection processed by a downsampling CNN layer. In order to maintain the same output dimension with different input lengths, we apply an adaptive average pooling at the end of the network. The final output feature map after adaptive pooling is a $C \times T \times F$ size block, which is also the final latent embedding.

3.2. Segment-level metric learning

In a similar way to 3, we divide the audio features into segments with equal lengths for metric learning. Each segment has a unique label indicating its sound class and whether it is a positive or negative event. As illustrated in the left part of Figure 1, previous methods typically optimize the model only using the labeled positive classes, by minimizing the distance between the query and support prototypes that have the same label. However, these systems only use the labeled positive classes, which are limited in duration. By comparison, negative samples usually contain a wider variety of sounds and are easier to collect. In addition, during inference, the system will need to discriminate between positive and negative samples. This objective is not directly optimized during training with only positive data.

So, to better discriminate between negative and positive segments within the audio, we propose to perform a segment-level met-
seconds. To have robust detection result, we set different window lengths and hop lengths for each audio file based on $t_{\text{max}} = \max(t_1, \ldots, t_K)$, as shown in Table 1, where $t_1, \ldots, t_K$ denotes the duration of the $K$ labelled positive events. We set the hop length as one-third of the window length.

### 3.6. Positive and negative prototypes

We calculate the positive prototype by simply averaging the embeddings of the labeled positive segments because we assume positive events do not contain too much variety. By comparison, building negative prototypes is more tricky for the following challenges:

1. Negative segments can contain many different kinds of sounds. So simply averaging all the negative embeddings will result in a sub-optimal representation of negative prototypes.
2. The duration of labeled negative data is limited in some test files. In this case, some negative events appear later in the query set may not be included in the negative prototype.

Note that the baseline system uses the average embedding of the entire audio as the negative prototype, under the assumption that the positive event is sparse. However, this assumption is not true in most of the evaluation files. Building a negative prototype in this way can lead to a degraded result.

To address the first challenges, we choose to run our evaluation six times, each with different 30 randomly selected negative segment embeddings. And we mean the predicted probabilities across time as the final predictions. In this case, the negative prototype in each run can have a chance to represent different sound classes.

For the second challenge, we propose a negative sample searching algorithm (Figure 2) to find more negative segments to build robust negative prototypes. The algorithm includes a frequency bins weighting step and a frequency pattern matching step.

The frequency bins weighting operation aims to find the frequency band that is most likely to contain the target sound event so that we can find the negative event more accurately. This operation is based on two assumptions. First, we assume that bioacoustic sound events for a certain class (e.g., owl vocalization) do not have too many variations in frequency. Localizing the most important frequency band can therefore assist the model to ignore interference sounds in other frequency bands. Second, since onset and offset time mark the start and end of a sound event, we assume that the frequency bins that have more energy fluctuations before and after one positive event are the frequency bands that contain target sound events. We calculate frequency bin weight $w$ by calculating the energy difference between the positive segments and the negative segments before and after these events, and then $w$ is normalized between zero and one.

Then we perform frequency pattern matching to locate possible negative samples. We first multiply the linear mel-spectrogram with the frequency bin weights. Then we calculate the average of positive time steps as the frequency pattern template. Finally, we calculate the scale-invariance signal-to-noise ratio (SISNR) [17] between the

| $t_{\text{max}}$ (s) | [0,0.1] | (0.1,0.4] | (0.4,0.8] | (0.8,3.0] | (3.0, +\infty) |
|---------------------|---------|----------|----------|----------|-------------|
| Length              | 8       | $t_{\text{max}}$ | $t_{\text{max}}/2$ | $t_{\text{max}}/4$ | $t_{\text{max}}/8$ |

Table 1: The window length we use during segmenting the evaluation and validation audio file for different values of $t_{\text{max}}$.

![Figure 2: The visualization of the negative sample searching algorithm.](image)

We define the post processing strategy of a sound class based on maximum length of positive event $t_{\text{max}}$ and minimum length of negative event $t_{\text{min}} = \min(t_1, \ldots, t_K)$, where $t_1, \ldots, t_K$ is the durations of the $K$ labelled negative segments. We perform the following steps for post processing. Note that most parameters in the following steps are chosen by experience.

| $t_{\text{min}}$ (s) | [0, 8] | (8, 100] | (100, +\infty) |
|---------------------|-------|----------|-------------|
| Length              | 8     | $t_{\text{min}}/2$ | 100          |

Table 2: The window length we use during short negative segment detection for different values of $t_{\text{min}}$.

After detecting the onset and offset of short negative segments, we perform splitting on the positive segment. This operation is only performed when the length of the detected positive event is longer than $2t_{\text{max}}$ and a negative segment is detected within the positive event.

We determine the threshold segment length of a sound class with the duration of the few labeled positive and negative segments $t$ and $t'$. During filtering, the minimal segment length is $0.4 \times t$. The merging operation will be performed if two segments have a total duration less than $0.8 \times t$ and the negative segment between them is shorter than the minimal duration in $t'$. The system will consider to perform splitting operation if the segment length is longer than $2.0 \times t$. And we design the negative segment mining approach to determine where to perform the splitting.

The essential reason why the model cannot locate the negative segment between two adjacent positive sound events is because of the length of the query window. There is a trade-off during inference. If the window length is not small enough, the query sample
could contain positive and negative samples at the same time, and the negative part will not be effectively detected. However, if the window length is too small, the model tends to have too many false positives that will affect the final score.

To address this problem, we propose negative segment mining operations, which means detecting the possible negative segment. Since the false positive is not important in this case, we can use a small query window length that is capable of detecting small intervals between two positive sound events. The detected negative intervals will be used for splitting long positive segments if the segment length is longer than 2.0 * t.

4. EXPERIMENTS

4.1. Dataset

Challenge official dataset DCASE 2022 task 5 dataset contains a training set, a validation set, and an evaluation set. The training and validation set are both fully labeled. The evaluation set is provided only with the labels of the first five positive events.

AudioSet AudioSet [10] is a large-scale dataset for audio research [12, 13]. The training set of the DCASE 2022 task 5 challenge only contains 47 different sound classes. To enhance the latent space with a wider variety of sounds, we choose to build an extra training data with a certain hop length, we implement a dynamic approach that generates training data on the fly. During training, we will randomly select the starting point of the training segment. In this case, the training data can be fully utilized.

4.2. Evaluation metric

We use the f-measure score, the official evaluation metric provided by the organizers of DCASE task 5, as our main evaluation metric. We also report the accuracy and recall.

4.3. Experimental setup

Following the prior works [4], all the audio data are resampled into 22.5 kHz sampling rate. The input feature of our system is the stack of PCEN [19] and delta-MFCC [20] features. In the short-time Fourier transform, we set the window length as 1024 and hop size as 256. We set the mel dimension as 128. The input length of our model during training is 0.2 seconds, and the output embedding dimension is 2048. All the experiments use an initial learning rate of 0.001 with 0.65 exponential decay every 10 epochs. We will stop model training if the validation accuracy does not improve for 10 consecutive runs. And the model with the best validation accuracy is used for evaluation. For model evaluation, we consider the negative segments with a total duration of fewer than 2.0 seconds are not enough to build the negative prototype. And in this case, we will use the negative sample searching algorithm mentioned in Section 4.2.

5. RESULT

The performance of our system on the validation set is reported in Table 3. The F-measure score of the prototypical network baseline is 29.59. Our system outperforms the baseline by a large margin with an F-measure score of 68.74, using a threshold of 0.95. We submit four systems for the DCASE task 5 challenge. The performance of each system on each validation subset is reported in Table 4. We select systems with different performances to avoid cherry-picking models that only work well on the validation set. All four systems use the same configurations except the settings shown in Table 5. We tried different post-processing methods and training data in these four systems.

6. CONCLUSIONS

This technical report describes the system we submitted to the DCASE 2022 challenge task 5. Our system use segment-level metric learning with negative segments, negative segment searching, and...
post-processing. The experimental result indicates our system can improve the baseline prototypical network by a large margin.
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