The global biogeography of amino acid variants within a single SAR11 population is governed by natural selection
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Abstract

The diversity and geographical distribution of populations within major marine microbial lineages are largely governed by temperature and its co-variables. However, neither the mechanisms by which genomic heterogeneity emerges within a single population nor how it drives the partitioning of ecological niches are well understood. Here we took advantage of billions of metagenomic reads to study one of the most abundant and widespread microbial populations in the surface ocean. We characterized its substantial amount of genomic heterogeneity using single-amino acid variants (SAAVs), and identified systematic purifying selection and adaptive mechanisms governing non-synonymous variation within this population. Our Deep Learning analysis of SAAVs across metagenomes revealed two main ecological niches that reflect large-scale oceanic current temperatures, as well as six proteotypes demarcating finer-resolved niches. We identified significantly more protein variants in cold currents and an increased number of protein sweeps in warm currents, exposing a global pattern of alternating genomic diversity for this SAR11 population as it drifts along with surface ocean currents. Overall, the geographic partitioning of SAAVs suggests natural selection, rather than neutral evolution, is the main driver of the evolution of SAR11 in surface oceans.
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Introduction

The SAR11 family Pelagibacteraceae [1] represents the most ubiquitous free-living lineage of heterotrophic bacteria in the world’s oceans [2, 3, 4, 5, 6, 7]. Successful cultivation efforts have paved the way for a functional understanding of SAR11 and elucidated their critical role in marine biogeochemical cycles [8, 9, 10, 11]. Their dominance in surface seawater has resulted in great interest to understand the diversity of SAR11 and their evolution in marine habitats [12]. Environmental sequencing surveys have resolved multiple evolutionary lineages of SAR11 that possess distinct geographic distribution patterns and genomic features, and the mechanisms behind biogeographical variation across these lineages have been previously considered in the context of niche-based [13, 14] and neutral processes [15].

Despite its relevance to evolutionary dynamics and the emergence of new ecological features, to the best of our knowledge, the genome-wide diversity of individual SAR11 populations has not been characterized. A key study by Hellweger et al. [16] simulated the evolution of a few cells for large numbers of generations under a neutral model, the results of which suggested that geographic patterns in marine microbial populations could emerge without selection due to slow-moving oceanic currents. However, the hypothesis...
of neutral evolution as the main source of intra-population genomic variation has not been empirically tested.

Here we took advantage of successful cultivation efforts, whole genome sequences, and recent environmental metagenomic surveys to characterize the genomic diversity of a single SAR11 population across distant geographies, herein named ‘SAR11 Low-Latitude Population A’ (S-LLPA). This population alone recruited more than one percent of surface ocean metagenomic reads worldwide and might be the most widespread and abundant microbial population in low-latitude surface oceans. We developed a novel approach to characterize single-amino acid variants (SAAVs) from metagenomic data and investigated evolutionary dynamics operating on S-LLPA. Our analysis of SAAVs revealed multiple subpopulations within S-LLPA, whose distributions were linked to large-scale oceanic current temperatures. Our empirical data revealed a stronger emphasis on natural selection, rather than neutral evolution, as the driver of the evolution of SAR11 in low-latitude surface oceans.

Results

We characterized the relative abundances of 21 SAR11 isolates across four oceans and two seas using a dataset of 103 metagenomes, including 93 samples from the TARA Oceans Project [17] and 10 samples from the Ocean Sampling Day Project [18] to cover high-latitude areas of the Northern hemisphere. All metagenomes corresponded to small planktonic cells (0.2-3μm in size) from the surface (0-15 meters depth; n=71) and deep chlorophyll maximum (17-95 meters depth; n=32) layers of the water column (Table S1). The SAR11 isolates we used belonged to subclades Ia.1 (n=6), Ia.3 (n=11), II (n=1), IIIa (n=2) and Va (n=1) (Table S1), which collectively recruited 1,029,716,339 reads from all metagenomes and corresponded to 3.3% of the dataset (Table S2).

The metapangenome of SAR11

To investigate large-scale links between genomic traits and niche partitioning of SAR11 populations, we performed a pangenomic analysis in conjunction with read recruitment from the metagenomic data. The pangenome of the 21 SAR11 genomes consisted of all 29,719 genes grouped into 6,175 protein clusters (PCs) (Table S3). The clustering of genomes based on shared PCs matched that of the previously described phylogenetic clades [19] (Figure 1). The distribution of the SAR11 pangenome across metagenomes, which we define as the metapangenome, revealed distinct distribution patterns for each clade within SAR11 (Figure 1). Clade Ia recruited the most reads compared to other clades (Table S2), consistent with previous studies that found this clade to be highly abundant in surface waters [15, 13, 14]. Pangenomic traits divided clade Ia into two main clusters, which correspond to the high-latitude subclade Ia.1 and the low-latitude one, Ia.3 (Figure 1). While all high-latitude genomes displayed a bi-polar geographic distribution in the metagenomic dataset, low-latitude genomes were clustered into multiple sub-groups with different patterns of geographic distribution, suggesting further refinement of subclade designations may be possible. Nevertheless, our analysis exposed a strong agreement between the phylogeny, pangenome, and ecological niche partitioning of members in the SAR11 clade Ia (Figure 1).

A remarkably abundant and widespread SAR11 population at low latitudes

Although the low-latitude subclade Ia.3 was overall the most abundant SAR11 lineage in the dataset, genomes within this group differed remarkably in their competitive recruitment of short reads (Figure 1, Table S2). For example, while the least abundant Ia.3 genome, HIMB1321, recruited only 13.2 million
Figure 1 Linkage between the pangenomic traits and large-scale distribution of SAR11 genomes. Panel A, interactive version of which is also available at the URL https://anvi-server.org/merenlab/sar11_metapangenome, describes the metapangenome of 21 SAR11 isolate genomes based on the occurrence of 6,175 protein clusters, in conjunction with their phylogeny (clade level) and relative distributions in 103 metagenomes ordered by latitude from the North Pole to the South Pole (top right heat map). The relative distributions were displayed for a minimum value of 0.1% and a maximum value of 1%. Protein clusters associated with HIMB83 were colored based on the occurrence of the 799 core genes of S-LLPA. Panel B describes the relative abundance of the 799 core genes of S-LLPA across surface metagenomes from TARA Oceans.
reads, the most abundant one, HIMB83, recruited 390.9 million reads. This is 47.3% of all reads recruited by the eleven Ia.3 genomes and 1.18% of the entire metagenomic dataset (Table S2). HIMB83, isolated from coastal seawaters off Hawai‘i, USA, has a 1.4 Mbp genome, 1,470 genes, and a GC-content of 29.1%. HIMB83 recruited two times more reads than the most abundant Prochlorococcus isolate genome from the same set of metagenomic data (Table S2), and nearly 10X more reads than the most abundant metagenome-assembled genome reconstructed de novo from the TARA Oceans metagenomes [20] (Table S2). Its remarkable abundance has also been recognized by others [21, 22]. To improve readability, we named this widespread and abundant SAR11 population we accessed through HIMB83 as the ‘SAR11 Low Latitude Population A’ (S-LLPA). To the best of our knowledge, S-LLPA is the most abundant and widespread microbial population in the euphotic zone of low-latitude oceans and seas.

As a single member of the S-LLPA, the genomic context HIMB83 provides is not exhaustive. However, it gives access to the core S-LLPA genes through read recruitment. To identify core S-LLPA genes we used a conservative two-step filtering approach. First, we defined a subset of the 103 metagenomes as the main ecological niche of S-LLPA using genomic mean coverage values (Table S2, supplemental information). Our selection of 74 metagenomes in which the mean coverage of HIMB83 was >50X encompassed three oceans and two seas between -35.2° and +43.7° latitude, and temperatures between 14.1°C and 30.5°C (Figure S1, Table S1). From these 74 metagenomes, we then defined a subset of HIMB83 genes as the core S-LLPA genes if in each of the 74 metagenomes, the base-5 logarithm of the mean coverage of a gene remained within ±1 of that for the mean coverage across all genes. Figure S1 displays the coverage of all HIMB83 genes across all metagenomes, and Table S4 reports the coverage statistics. While the 799 genes that met this criterion systematically occurred within the niche boundaries of S-LLPA, most of the 671 genes filtered out coincided with hyper-variable genomic loci (Table S4) and occurred mostly in PCs unique to HIMB83 within the SAR11 metapangenome (Figure 1). Thus, the metapangenome revealed that genes unique to HIMB83 were not commonly found in S-LLPA. Hyper-variable genome regions are common features of surface ocean microbes [23, 24, 25] that are not readily addressed through metagenomic read recruitment. On the other hand, the 799 core S-LLPA genes (defined by coverage) were strongly associated with PCs comprising the SAR11 Ia core-genome (defined by sequence similarity), suggesting they cover a large fraction of the S-LLPA genomic backbone (Figure 1). Core S-LLPA genes recruited on average 1.25% of reads in the 74 metagenomes (Figure 1, Table S4). Not only does their broad geographic prevalence suggest dispersion is not a limiting factor for SAR11 in surface seawater of low-latitude oceans and seas, but that these properties of S-LLPA also present a unique opportunity to study the genome-wide diversity and evolutionary dynamics of a single marine microbial population across distant geographies.

Single-nucleotide variants were widespread across the core S-LLPA genes

To investigate the genomic diversity of S-LLPA within the boundaries of its niche, we first characterized all single-nucleotide variants (SNVs) in the 799 core genes. Our analysis revealed a total of 10,807,040 SNVs across the 74 metagenomes (Table S2). 80.5% of all SNVs occurred in the third nucleotide position of codons, while the remaining SNVs were shared unevenly between the first (14%) and second (5.5%) nucleotide positions (Table S2). The density of SNVs (i.e. the percentage of SNVs per hundred nucleotides of DNA) were similar across the 74 metagenomes (Figure S1) and averaged to 19.3% across all core S-LLPA genes, revealing substantial genomic diversity within this population. SNV density for each gene individually ranged from as low as 2.9% (a gene coding a cold-shock DNA-binding protein in the Indian Ocean) to as high as 37.3% (a gene of unknown function in the Pacific Ocean) (Figure S1 and Table S5), indicating the variedness of diversification across core S-LLPA genes.
SNVs to SAAVs: Metagenomic read frequencies resolve variation for codons containing multiple SNVs

To study genomic variation that impacts amino acid sequence, we implemented a framework to characterize amino acid substitutions in metagenomic data (see Materials and Methods). Briefly, our approach employs metagenomic short reads covering all three nucleotides in a given codon to determine the frequency of single-amino acid variants (SAAVs) in translated protein sequences. The use of short reads mapping entirely to a given codon position preserves the linkage between variable nucleotides. Quantifying frequencies of identical reads in a given codon position allowed us to report accurate estimations of non-synonymous variation for codons containing SNVs in more than one position, addressing a fundamental problem first introduced three decades ago [26, 27]. This was essential for our survey of non-synonymous variation in S-LLPA core genes, as on average 22.5% of SNVs per metagenome co-occurred with other SNVs in the same codon.

Among the 799 core S-LLPA genes and 74 metagenomes, we identified 1,074,096 SAAVs in which >10% of amino acids diverged from the consensus (i.e. the most frequent amino acid for a given metagenome) (Table S2). The average SAAV density across core genes was 5.76% and correlated with SNV density ($R^2=0.89$) (Figure S1). To improve downstream beta-diversity analyses, we discarded codon positions if their coverage in any of the 74 metagenomes were <20X, which resulted in a final collection of 738,324 SAAVs across 37,416 amino acid positions (14.8% of all codons) within the core genes (Table S6). Table S5 reports SNV and SAAV densities for each core S-LLPA gene across all metagenomes after applying the 20X minimum coverage cut-off. All genes except a 679 nt long ABC transporter contained at least one SAAV in at least one metagenome, revealing a wide range of amino acid sequence diversification traits among core S-LLPA proteins. Evidence for protein sweeps (i.e. the removal of sequence diversity by strong positive selection for a single protein variant) was rare. We consider a protein has undergone a sweep in a given environment if >90% of the reads recruited from the metagenome resolve to a single amino acid residue for every codon position in the corresponding gene (i.e. the gene lacks SAAVs).

Purifying selection governs the identity of amino acid substitution types

Each SAAV is a vector of 21 items: frequencies of the 20 amino acids and the stop codon in a metagenome. SAAVs were often dominated by a few amino acids, resulting in a large degree of sparsity. To study patterns of amino acid variability, we simplified the SAAV data by associating each SAAV position with an amino acid substitution type (AAST), defined as the two most frequent amino acids found in a given SAAV. In the 738,324 SAAVs, we observed 182 of 210 theoretically possible unique AASTs. The distribution of AASTs was highly consistent across metagenomes, regardless of geographic location (Figure 2, Table S7). We used the BLOcks SUbstitution Matrix 90 [29] (BLOSUM90) as a proxy to assess the functional difference between the pairs of amino acids in each AAST with scores ranging from -6 (highly dissimilar) to +3 (highly similar). ‘Isoleucine/valine’ was the most commonly found AAST in our study and represented more than 10% of all SAAVs (Figure 2). This is not surprising given that ‘isoleucine/valine’ has a maximum BLOSUM90 score, indicating that valine ↔ isoleucine substitutions are statistically less likely to disrupt protein stability and therefore more likely to represent permissible, functionally conserved substitutions. In general, prevalent AASTs were biased towards higher BLOSUM90 scores (Table S7). For instance, the BLOSUM90 scores for the 10 most and least prevalent AASTs averaged to +0.9 and -3.71, respectively, indicating that the majority of SAAVs likely represent functionally conserved substitutions. It furthermore suggests a powerful influence of purifying selection via the deletion of mutations disruptive to protein architecture. That said, the BLOSUM90-defined chemical similarity between amino acids was not the sole predictor of the abundance of AASTs in our dataset ($R^2$: 0.3) (Figure 2, Table S7). For instance, the
AAST ‘isoleucine/threonine’ (isoleucine is hydrophobic and threonine has an alcohol functional group that can participate in hydrogen bonding) was the most prevalent substitution with a negative BLOSUM90. This unlikely substitution represented 2.92% of all SAAVs. Another widely used substitution matrix, BLOSUM62 [29], mirrored these trends (Table S7). Overall, 20.8% of SAAVs exhibited non-conservative substitutions as indicated by negative BLOSUM90 scores, suggesting a role for adaptive processes for functional diversification of S-LLPA proteins. These AASTs are candidates for diversifying selection, which in principle could yield multiple phenotypes within the global S-LLPA population.

The occurrence of amino acids in SAAVs did not strongly correlate with their occurrence in core S-LLPA genes ($R^2$: 0.65) (Figure 2). All amino acids with negative charges (Asp, Glu) and polar amino acids with uncharged side chains (Thr, Asn, Ser, Gln) were enriched in SAAVs compared to the overall nucleotide composition of the core S-LLPA genes (Figure 2). For instance, while asparagine made up 6.34% of all amino acids in the core genes, 10.7% ($±0.16\%$) of SAAVs involved asparagine substitutions across the 74 metagenomes (Table S7). In contrast, amino acids with positive charges did not exhibit substantial differences (<4% variation). Finally, our data showed that, except for valine and isoleucine, all amino acids with a hydrophobic side chain were less represented in SAAVs (Figure 2, Table S7). Amino acids that form the hydrophobic core of proteins (with low solvent accessibility) are critical for their stability and mutations in hydrophobic sites are often deleterious [30, 31]. Consequently, solvent accessibility positively correlates with amino acid polymorphisms in bacterial models [32]. Within S-LLPA,

![Figure 2 Physico-chemical properties of amino acid variants](image-url)
solvent accessibility largely explained the differential involvement of amino acids in SAAVs, revealing (1) a strong correspondence between functional classes of amino acids and their stability in the environment, and (2) a systematic influence of purifying selection against deleterious variants in the hydrophobic core of S-LLPA proteins.

The geographic partitioning of SAAVs reflects oceanic current temperatures

We used Deep Learning (see Material and Methods) to estimate relationships between metagenomes based on our curated collection of 738,324 SAAVs (Table S8). Hierarchical clustering of samples based on Deep Learning-estimated distances resulted in two main groups (Figure 3). The first group (n=33) encompassed all metagenomes from the Red Sea and Indian Ocean, as well as metagenomes from the West side of the

---

**Figure 3 Metagenomic clustering and geographic partitioning of S-LLPA main groups and proteotypes at large scale.** Panel A describes the organization of 74 metagenomes based on SAAV data. The world map in panel B displays the geographic partitioning of the two main metagenomic groups and six proteotypes. Panel B also describes the relative abundance of S-LLPA, number of protein sweeps and the SAAVs to SNVs ratio across the six proteotypes. Panel C displays SAAV positions on the predicted protein structures of four core S-LLPA genes across six proteotypes. Size of a SAAV is positively correlated with their prevalence (from 0% to 100%) in metagenomes in the same proteotype.
Atlantic Ocean (Figure 3). The second group (n=41) encompassed most metagenomes from the Pacific Ocean, as well as the East side of the Atlantic Ocean (except near the southern tip of Africa) and the Mediterranean Sea. Thus, the Atlantic Ocean was partitioned according to longitude rather than latitude. Samples collected from the deep chlorophyll maximum layer of the water column mirrored trends observed in the surface samples (Figure S2). Interestingly, the distribution of samples in these groups reflected ocean current temperatures at large scale: while the first group was associated with warm currents (Agulhas, Mozambique, Brazil and Gulf stream), the second group was associated with cold currents (Benguela, Canary, California and Peru). The association between SAAVs and ocean current temperatures revealed a strong, global signal at the amino acid-level for S-LLPA’s response to changing temperatures and suggested the presence of two main ecological niches for this prevalent population. Interestingly, the niche defined by cold currents exhibited significantly more SAAVs (ANOVA, p:1.66e-12) and a significantly higher SAAVs/SNVs ratio (ANOVA, p:1.07e-10). This observation could be explained either by (1) extinction/re-emergence events that operate on similar amino acid positions, or (2) changes in abundances within a large seed bank of variants due to positive selection as the population moves through currents. Although testing these hypotheses requires more suitable experiments, a neutral evolution hypothesis is unable to account for this phenomenon.

To explore more detailed trends unexplainable by ocean current temperatures alone, we further divided our dendrogram into six sub-clusters based on the elbow of the intra-cluster sum-of-squares curve of k-means clusters (Figure S3). These ‘S-LLPA proteotypes’ grouped samples with similar amino acid diversification traits (Figure 3). While the temperature at the time of sampling was not an insignificant predictor of the groupings (ANOVA, p:3.59e-07), the number of SAAVs, the number of protein sweeps, and the SAAVs/SNVs ratio were more significant predictors (ANOVA, p:<2e-16). Most S-LLPA proteotypes linked samples from distant geographical regions (Figure 3). An exception to this was the proteotype A, which only contained Pacific Ocean metagenomes (Figure 3). For instance, proteotypes E and F occurred both in the Indian Ocean and the West side of the Atlantic Ocean and associated with distinct warm currents: E was characteristic of the Mozambique and Brazil currents while F dominated the Agulhas current (Figure 3). One of the most interesting proteotypes, D, contained a distinctively low number of SAAVs and SAAVs/SNVs ratio, despite its high relative population abundance, and grouped metagenomes sampled from both sides of the Panama Canal with metagenomes from the Red Sea and North of the Indian Ocean (Figure 3). Our analysis suggests that similar environmental pressures in these locations may have resulted in increased protein sweep events in similar genes in S-LLPA (Table S5). Overall, both the main ecological niches and more refined proteotypes suggest that amino acid diversification traits could link distant geographic regions, conflicting with a simulation based on a neutral evolution model [16] (Figure S4).

A nexus between protein structure properties and the occurrence of SAAVs

From overall trends, we finally turned our attention to SAAVs in the context of protein structures. To visualize the relationship between the two, we mapped SAAVs from the core S-LLPA genes onto predicted protein structures for 436 of the core S-LLPA genes yielding a match in the Protein Data Bank (PDB) [33]. We found that buried amino acids (i.e. those with low solvent accessibility) contained far fewer SAAVs (ANOVA, p:<2e-16), an observation strikingly apparent in TIM barrels (Figure 3; also see http://anvio.org/data/S-LLPA-SAAVs/), where SAAVs mostly occur in the solvent accessible outer regions. Homologous protein families have decreased variability in their hydrophobic cores, and our study corroborates these findings within a naturally occurring population. Moreover, solvent inaccessible SAAVs exhibited lower BLOSUM90 scores compared to solvent accessible ones (ANOVA, p:<2e-16) (Table S9),
suggesting they likely alter protein architecture. In addition, we identified domain-specific SAAV signatures across geographies (Figure S5), indicating that domains in a single SAR11 protein are not necessarily synchronized in their response to environmental changes. Overall, these observations suggest that the nexus between SAAVs and predicted protein structures can reveal variants of known proteins persistent in the environment, and offer an avenue for structural biologists to gain additional insights into protein evolution through metagenomics.

**Discussion**

We took advantage of billions of metagenomic reads to investigate single-amino acid variants (SAAVs) in a single SAR11 population remarkably abundant across temperate and tropical latitudes. The results posit a powerful argument for purifying selection constraining the scope of neutral evolution to amino acid sequence variants permitted by protein stability requirements. Permissible variation revealed geographically bounded amino acid diversification traits, the partitioning of which reflect large-scale ocean current temperatures. Previous studies have subdivided SAR11 clade Ia into cold-water (Ia.1) and warm-water (Ia.3) subclades with distinct latitudinal distributions [13], and reported sinusoidal oscillations between their abundances as a function of seawater temperature at a single temperate ocean site [14]. Our findings suggest a similar influence of temperature on SAR11 at much finer scales of evolution, supporting the perspective that temperature and its co-variables drive plankton diversification across multiple scales of evolution. Significantly more protein variants in cold currents and more frequent protein sweeps in warm currents reveal a global pattern of alternating diversity for the S-LLPA as it drifts along with surface ocean currents in temperate and tropical latitudes.

Our findings resonate well with recent observations on another abundant and prevalent marine lineage, *Prochlorococcus*. In a key study using high-throughput single-cell genomes isolated from the same site over time, Kashtan et al. [23] identified subpopulations containing distinct ‘genomic backbones’, with each backbone exposing a unique set of accessory genes. If ‘genomic backbones’ within SAR11 populations echo those observed in *Prochlorococcus*, then accessory genes associated with the subpopulations we have identified are likely central to the population’s fitness. Moving forward, combining high-throughput cultivation and single-cell genomics with metagenomics from distant geographies could fill a critical gap between core gene variations and the ecology of accessory genes in the context of oceanic currents and other key environmental variables.
Materials and Methods

The URL http://merenlab.org/data/2017_Delmont_et_al_SAR11_SAAVs/ contains a reproducible workflow that extends the descriptions and parameters of programs used here for (1) the metapangenome of SAR11 using cultivar genomes, (2) the profiling of metagenomic reads the cultivar genomes recruited, (3) the analysis of single nucleotide variants using Deep Learning, and (4) the visualization of single nucleotide variants in the context of protein structures. For all anvi’o analyses, we used the anvi’o v2.4.0 (available from http://merenlab.org/software/anvio/).

SAR11 cultivar genomes. We acquired the genomic content of 21 SAR11 isolates from NCBI and simplified the define using anvi’o [34]. We then concatenated all contigs into a single FASTA file, and generated an anvi’o contigs database, during which Prodigal [35] v2.6.3 identified open reading frames in contigs, and we annotated them with InterProScan [36] v1.17. Table S1 reports the main genomic features.

Metagenomic datasets. We acquired 103 metagenomes from the European Bioinformatics Institute (EBI) repository under the project ID ERP001736 (n=93; TARA Oceans project) and ID ERP009703 (n=10; Ocean Sampling Day project), and removed noisy reads with the illumina-utils library [37] v1.4.1 (available from https://github.com/meren/illumina-utils) using the program ‘iu-filter-quality-minoche’ with default parameters, which implements the method previously described by Minoche et al [38]. Table S1 reports accession numbers and additional information (including the number of reads and environmental metadata) for each metagenome.

Pangenomic analysis. We used the anvi’o pangenomic workflow to organize translated protein sequences from SAR11 genomes into protein clusters. Briefly, anvi’o uses BLAST [39] to assess the similarity between each pair of amino acid sequences among all genomes, and then resolves this graph into protein clusters using the Markov Cluster algorithm [40]. We built the protein clustering metric using a minimum percent identity of 30%, an inflammation value of 2, and a maxbit score of 0.5 for high sensitivity. Table S3 reports the occurrence of protein clusters across genomes. We clustered both the SAR11 genomes and protein clusters based on the pangenomic metric using Euclidian distance and Ward ordination.

Recruitment and profiling of metagenomic reads. We mapped reads from each metagenome against the single FASTA file containing the collection of SAR11 genomes using BOWTIE2 [41] v.2.0.5 with default parameters, and stored the results as BAM files using SAMTOOLS [42] v1.3.1. To confirm our observations, we also used BWA [43] to recruit reads (with the option n=0.05). We used anvi’o to generate profile databases from the BAM files and combine these mapping profiles into a merged profile database, which stored coverage and variability statistics as outlined in Eren et al [34]. Table S2 reports the mapping results (number of recruited reads, mean coverage, detection) across the 103 metagenomes.

Determining the coverage of HIMB83 genes across metagenomes. The merged profile database contains the detection of individual genes across metagenomes. We normalized the detection of HIMB83 genes in each metagenome (summarized in the Table S4) and calculated their coefficient of gene variation. We used it to identify metagenomes in which HIMB083 was well detected but with a high instability in genes coverage, indicative of non-specific reads recruitment.

Determining the main ecological niche and core genes of S-LLPA. We considered metagenomes in which HIMB83 was sufficiently detected (mean genomic coverage >50X) with a stable genes level detection (coefficient of gene variation <1.25) to represent the main ecological niche of S-LLPA (see supplemental information for more details). The 74 metagenomes fitting these criteria are summarized in the Table S1. We then considered HIMB83 genes to be sufficiently linked to S-LLPA when their mean coverage never
diverged more than five times from the average mean coverage of all genes across the 74 metagenomes. The 799 genes fitting this criterion are summarized in the Table S4.

**Generating single-nucleotide variants (SNV) data.** We used the program ‘anvi-gen-variability-profile’ to report variability tables describing the nucleotide frequency (i.e., ratio of the four nucleotides) in recruited metagenomic reads per SNV position. To study the extent of variation of the core S-LLPA genes across all metagenomes, we instructed anvi’o to report positions with more than 1% variation at the nucleotide level (i.e., at least 1% of recruited reads differ from the consensus nucleotide). To determine the SAAV to SNV ratio (described below), we instructed anvi’o to report only positions with more than 10% variation at the nucleotide level. Table S2 reports the density of SNVs for all SAR11 genome across all metagenomes. We also used anvi’o to report SNVs for a subset of genes and metagenomes, and by considering only nucleotide positions with a minimum coverage cut-off across metagenomes under consideration. Controlling the minimum coverage of single nucleotide positions across metagenomes improves confidence in variability analyses. Table S5 reports the SNV density values for all core S-LLPA genes.

**Generating single-amino acid variants (SAAVs) data.** The program ‘anvi-gen-variability-profile’ (with an additional ‘–engine AA’ flag) reported variability tables describing the single-amino acid frequency data (i.e., frequency counts of the 20 amino acids plus the stop codon) per codon position. Anvi’o only considers short reads that cover the entire codon to determine amino acid frequency at a given codon position in a metagenome. We instructed anvi’o to report only positions with more than 10% variation at the amino acid-level (i.e., at least 10% of recruited reads differ from the consensus codon). Table S2 reports the density of SAAVs for all SAR11 genome across all metagenomes. We also used anvi’o to report SAAVs for a subset of genes and metagenomes, and by considering only gene codons with a minimum coverage cut-off of 20X across all metagenomes of interest. Controlling the minimum coverage of gene codons across metagenomes improves confidence in variability analyses. Table S5 reports the SAAV density values for all core S-LLPA genes.

**SAAV coordinates and the frequency of amino acid substitution (AAS) types.** Each SAAV was defined by a gene codon coordinate, an AAST (two most frequent amino acids), and a metagenome. Anvi’o attributed BLOSUM62 and BLOSUM90 values (ranging from ‘-6’ to ‘+3’) to each AAST.

**Application of Deep Learning to SAAV data.** To estimate an unbiased distance between our metagenomes based on SAAVs, we used a novel deep neural network modification called the auto-clustering output layer (ACOL). Briefly, ACOL relies on a recently introduced graph-based activity regularization (GAR) technique for competitive learning from hyper-dimensional data to demarcate fine clusters within user-defined ‘parent’ classes [44]. In this application of ACOL, however, we modified the algorithm so it can reveal latent groups in our SAAVs in a fully unsupervised manner through frequent random sampling of SAAVs to create pseudo-parent class labels instead of user-defined classes [45]. See the Supplementary Methods for the details of pseudo parent-class generation, and distance estimation.

**Computing the SAAV to SNV ratio.** For a genome with \( N \) genes, let \( n_i^{(NT)} \) and \( n_i^{(AA)} \) be the number of SNVs and SAAVs in gene \( i \), respectively. We defined \( S \), the SAAV to SNV ratio, as the average ratio across all genes of \( n_i^{(NT)} \) to \( n_i^{(AA)} \):

\[
S = \frac{1}{N} \sum_{i=1}^{N} \frac{n_i^{(AA)}}{n_i^{(NT)}},
\]  

(1)
Since each SAAV corresponds to at least one SNV, ranges from 0 to 1, where 0 and 1 correspond to completely synonymous and non-synonymous variation, respectively. Although the ratio of non-synonymous to synonymous nucleotide substitutions (denoted $K_a/K_s$ or $d_N/d_S$) is commonly used to quantify selective pressure in bacterial populations [46, 47], this single-nucleotide approach is invalid for the S-LLPA population, since on average 22.5% of SNVs per metagenome co-occurred with other SNVs in the same codon. Hence, we used as an alternative proxy for selective pressure that bears qualitative similarity to and is generalizable to populations containing dense variation, such as S-LLPA.

3D structure of proteins using template-based protein structure modeling. We used a template-based structure modeling tool, RaptorX Structure Prediction [48], to predict structures of S-LLPA amino acid sequences based on available data from the Protein Data Bank (PDB) [51]. We used blastp in NCBI’s BLAST distribution to identify core S-LLPA genes that matched to an entry with at least 30% similarity over the length of the given core gene. We then programatically mapped SAAVs from metagenomes onto the predicted tertiary structures, and used PyMOL [49] to visualize these data. We colored SAAVs based on RaptorX-predicted structural properties, including solvent accessibility and secondary structure.

We used the aov function in R to perform one way ANOVA tests, used the ggplot2 [50] package for R to visualize the relative distribution of S-LLPA genes and geographic distribution of proteotypes, and finalized all figures using an open-source vector graphics editor, Inkscape (available from http://inkscape.org/).

Data availability

The TARA Oceans and Ocean Sampling Day metagenomes are publicly available through the European Bioinformatics Institute (accession IDs ERP001736, and ERP001736, respectively). We also made available (1) SAR11 isolate genomes (doi:10.6084/m9.figshare.5248945.v1), (2) the anvi’o contigs database and merged profile for SAR11 genomes across metagenomes (doi:10.5281/zenodo.835218) and the static HTML summary for the mapping results (doi:10.6084/m9.figshare.5248453), (3) the SAR11 metapangenome (doi:10.6084/m9.figshare.5248459), single-nucleotide and single-amino acid variant reports for S-LLPA across 74 TARA Oceans metagenomes (doi:10.6084/m9.figshare.5248447), and (4) SAAVs overlaid on predicted tertiary structures of 58 core S-LLPA genes (doi:10.6084/m9.figshare.5248432). The URL https://anvi-server.org/merenlab/sar11_metapangenome serves an interactive version of the SAR11 metapangenome, and the URL http://anvio.org/data/S-LLPA-SAAVs/ serves an interactive web page to investigate the link between SAAVs and predicted protein structures.
Supplementary Information

Characterization of the core S-LLPA genes: We first identified 78 metagenomes in which the mean coverage of HIMB83 was >50X. Despite the systematic low occurrence of certain genes, a large fraction of the HIMB83 gene pool (n=1,470) was detected within this set of 78 metagenomes (Figure S2). In order to determine the core S-LLPA genes, we first disregarded four metagenomes (including three from the Mediterranean Sea) that displayed an unusually high coefficient of gene coverage variation (Figure 2, panel A), a factor indicative of non-specific read recruitments originating from other abundant populations. Using the final selection of 74 metagenomes, we then removed genes exhibiting a mean coverage value five times below (n=630) or above (n=46) the average mean coverage of all genes in at least one metagenome. Our analysis resulted in the identification of 799 core genes containing 757,000 nucleotides that we considered maintained a sufficient linkage with S-LLPA regardless of geographic distances.

Supplementary Methods

Automatic Learning of Latent Annotations on Neural Networks with Auto-clustering Output Layer using Pseudo Parent-Classes

Our approach builds upon the previous study on learning of latent annotations on neural networks using auto-clustering output layer (ACOL) when a coarse level of supervision is available for all observations, i.e. parent-class labels, but the model has to learn a deeper level of latent annotations, i.e. sub-classes, under each one of parents [45]. ACOL is a novel output layer modification for deep neural networks to allow simultaneous supervised classification (per provided parent-classes) and unsupervised clustering (within each parent) where clustering is performed with a Graph-based Activity Regularization (GAR) technique recently proposed in [44]. More specifically, as ACOL duplicates the softmax nodes at the output layer for each class, GAR allows for competitive learning between these duplicates on a traditional error-correction learning framework.

To investigate clusters of metagenomes with respect to the SAAVs found in core S-LLPA genes, we modified ACOL to learn latent annotations in a fully unsupervised setup by substituting the real, yet unavailable, parent-class information with a pseudo one, i.e. randomly generated pseudo parent-classes. To generate examples for a pseudo parent-class, we choose a domain specific transformation to be applied to every sample in the dataset. The transformed dataset constitutes the examples of that pseudo parent-class and every new transformation - for this particular case the random sampling of codon positions - generates a new pseudo parent-class. Naturally, the main classification task performed over these pseudo parent-classes does not represent any meaningful knowledge about the data by itself. However, frequent and random selection of these pseudo parent-classes allow the ACOL neural network to learn sub-classes of these pseudo parents without bias. While each sub-class corresponds to a latent annotation which may or may not be meaningful, the combination of these annotations learned through abundant and concurrent clusterings reveals an unbiased and robust similarity metric between different metagenomes.

Pseudo parent-class generation

Consider an \( n_s \times n_p \times n_f \) metagenomics dataset represented by the 3-D tensor \( D \), where \( n_s \) is the number of metagenomes to be clustered, \( n_p \) is the number of codon positions per metagenome and \( n_f \) is the...
The number of features representing each codon position. Specifically, our dataset can be specified by a 74 × 37,416 × 2 tensor, as each codon position is represented by the two most frequent amino acids found in this position.

To generate the examples of $i^{th}$ pseudo parent-class, we randomly sample $n_p$ positions out of $n_p$ with replacement. Resulting $n_s \times n_p \times n_f$ subsets which correspond to $d = n_p n_f$ dimensional $n_s$ examples of pseudo parent-class $i$. This procedure is repeated for $n_\psi$ times, and ultimately we obtain an $m \times d$ input matrix $X = [x_1, ..., x_m]^T$ and corresponding pseudo parent-class labels $t = [t_1, ..., t_m]^T$ to train a neural network, where $n_s$ is the number of the pseudo parents and $m$ is the total number of the examples generated in this procedure, such that $m = n_\psi n_s$.

We select $n_\hat{p} = 2000$ and $n_\psi = 1000$ to produce the results in this article, therefore $X$ is 74000 × 4000 matrix where each one of 1000 pseudo parents is equally represented by 74 examples sampled from different metagenomes. We also keep track of the metagenome labels $q = [q_1, ..., q_m]^T$, indicating the source metagenome of every example. This information will be used later to produce the similarity matrix.

Algorithm 1 below describes the entire sampling and pseudo parent-class generation procedure.

### Algorithm 1: Pseudo-class generation

| Input: | $D$: $n_s \times n_p \times n_f$ tensor, $n_\psi$, $n_\hat{p}$ |
|--------|------------------------------------------------|
| $m$    | 0 |
| for $i \leftarrow 1$ to $n_\psi$ do |
| $\text{ind} = \text{sample}(n_\hat{p}, n_\hat{p})$ // Sample $n_\hat{p}$ positions out of $n_p$, $\text{ind}$ is the list of selected indices |
| for $j \leftarrow 1$ to $n_s$ do |
| $m = m + 1$ |
| $x_m = \text{reshape}(D_{i, \text{ind}[j]})$ // Reshape selected $1 \times n_\hat{p} \times n_f$ slice into 1 dimensional vector |
| $t_m = j$ // Assign pseudo parent label |
| $q_m = j$ // Keep track of the metagenome id |

return $X = [x_1, ..., x_m]^T$, $t = [t_1, ..., t_m]^T$ such that $t_i \in \{1, ..., n_\psi\}$, $q = [q_1, ..., q_m]^T$ such that $q_i \in \{1, ..., n_s\}$

### Learning Latent Annotations and Constructing the Similarity Matrix

Neural networks define a family of functions parameterized by weights and biases which define the relation between inputs and outputs. In multi-class categorization tasks, outputs correspond to class labels, hence in a typical output layer structure there exists an individual output node for each class. An activation function, such as softmax is then used to calculate normalized exponentials to convert the previous hidden layer’s activities, i.e. scores, into probabilities.

Unlike traditional output layer structure, ACOL defines more than one softmax node ($k$ duplicates) per class (in this particular case, we prefer to use pseudo parent-class term to emphasize that these classes are not expert-defined but automatically generated depending on random sampling). Outputs of $k$ duplicated softmax nodes that belong to the same pseudo parent are then combined in a subsequent pooling layer for the final prediction. Training is performed in the configuration shown in Figure 4. This might look like a classifier with redundant softmax nodes. However, duplicated softmax nodes of each pseudo parent are specialized due to dropout[51] and the unsupervised regularization applied throughout the training in a way that each one of $n = n_\psi k$ softmax nodes represents an individual sub-class of a pseudo parent, i.e. latent annotation.
Figure 4 Neural network structure with the ACOL. Each softmax node corresponds to an individual sub-class of a pseudo parent, i.e. latent annotation. During feedforward operation of the network, pooling layer calculates final pseudo parent-class predictions through sub-class probabilities.

Consider a neural network with ACOL consisting of \( L - 1 \) hidden layers where \( l \) denotes the individual index for each layer such that \( l \in \{0, ..., L\} \). Let \( Y^{(l)} \) denote the output of the nodes at layer \( l \). \( Y^{(0)} = X \) is the input and \( f(X) = f^{(L)}(X) = Y^{(L)} = Y \) is the output of the entire network. \( W^{(l)} \) and \( b^{(l)} \) are the weights and biases of layer \( l \), respectively. Then, the feedforward operation of the neural network can be written as

\[
f^{(l)}(X) = Y^{(l)} = h^{(l)}(Y^{(l-1)}W^{(l)} + b^{(l)})
\]

where \( h^{(l)}(.) \) is the activation function applied at layer \( l \). For the sake of clarity, let us specify the activities going into the augmented softmax layer of this network such that

\[
Z := Y^{(L-2)}W^{(L-1)} + b^{(L-1)}
\]

and its positive part as \( B \) such that

\[
g(X) = B := \max(0, Z)
\]

both of which correspond to \( m \times n \) matrices, where \( n = n_\psi k \) and \( k \) is the clustering coefficient of ACOL and chosen as 4 for this application. Then, the output of a neural network with ACOL can be written in terms of \( Z \) as

\[
f(X) = Y = h^{(L)}(h^{(L-1)}(Z)W^{(L)} + b^{(L)})
\]

where \( Y \) is an \( m \times n_\psi \) matrix in which \( Y_{ij} \) is the probability of the \( i \)-th example belonging to the \( j \)-th pseudo parent. Since \( h^{(L-1)}(.) \) and \( h^{(L)}(.) \) respectively correspond to softmax and linear activation functions and \( b^{(L)} = 0 \), then (5) further simplifies into

\[
f(X) = Y = \text{softmax}(Z)W^{(L)}
\]
where $W^{(L)}$ is an $n \times n_\psi$ matrix representing the constant weights between augmented softmax layer and pooling layer.

Also, unsupervised regularization $\mathcal{U}(.)$ is applied to $B$ to penalize the range of its distribution. The overall objective function of the training then becomes

$$\mathcal{L}(Y, t) + \mathcal{U}(B) = \mathcal{L}(\text{softmax}(Z)W^{(L)}, t) + c_R \sum_{j=1}^{n} \left( \max(B_{:,j}) - \min(B_{:,j}) \right)$$

(7)

where $\mathcal{L}(.)$ is the supervised log loss function, $t = [t_1, \ldots, t_m]^T$ is the vector of the provided pseudo parent labels such that $t_i \in \{1, \ldots, n_\psi\}$, $B_{:,j}$ corresponds to the $j^{th}$ column vector of matrix $B$ and $c_R$ is the weighting coefficient.

Training of the proposed framework is performed according to simultaneous supervised and unsupervised updates resulting from the objective function given in (7). We adopt stochastic gradient descent in the mini-batch mode [52] for optimization. Algorithm 2 below describes the entire training procedure. Along with unsupervised regularization, dropout method [51] is also applied to the augmented softmax layer to distribute the examples across the duplicated softmax nodes. For each mini-batch, an $1 \times n$ row vector $r$ of independent Bernoulli random variables is sampled and multiplied element-wise with the output of the augmented softmax layer. This operation corresponds to dropping out each one of the $n$ softmax nodes with the probability of $p$ for that batch.

**Algorithm 2: Model training**

**Input:** $X = [x_1, \ldots, x_m]^T$, $t = [t_1, \ldots, t_m]^T$, batch size $b$, dropout ratio $p$

repeat
  $\{(\hat{X}_1, \hat{t}_1), \ldots, (\hat{X}_{mb}, \hat{t}_{mb})\} \leftarrow (X, t)$ // Shuffle and create batch pairs
  for $i \leftarrow 1$ to $mb$
    Take $i^{th}$ pair $(\hat{X}_i, \hat{t}_i)$
    Obtain corresponding $\hat{Z}_i, \hat{B}_i$
    $r \sim \text{Bernoulli}(1-p)$ // Sample an $1 \times n$ vector of independent Bernoulli random variables
    $\hat{Y}_i^{L-1} = r \ast \text{softmax}(\hat{Z}_i)$ // element-wise multiplication
    Take a gradient step for $\mathcal{L}(\hat{Y}_i^{L-1}W^{(L)}, \hat{t}_i) + \mathcal{U}(\hat{B}_i)$
  until stopping criteria is met

After training phase is completed, network is simply truncated by completely disconnecting the pooling layer as shown in Figure 5 and the rest of the network with trained weights is used to assign the annotations to each example. This assignment can be described as

$$y_i := \arg\max_{1 \leq j \leq n} Z_{ij}$$

(8)

where $y_i$ is the annotation assigned to $i^{th}$ example. Using the assigned annotations $y$ and the metagenome labels $q$, the similarity matrix $S$ used to obtain the dendrogram provided in this article is constructed as shown in Algorithm 3. Since applying dropout to distribute the examples across the duplicated softmax nodes also introduces a variance to the assigned annotations, we take the average of the similarity matrices obtained during the last 20 epochs of the training. Moreover, to reduce the variance due to the random generation of the pseudo parent-classes, we repeat the entire procedure 100 times with a new selection of pseudo parents for each repetition.
Figure 5 After training the pooling layer is simply disconnected from rest of the network. The rest of the network with trained weights is used to obtain the assigned annotations. This operation can be described as $y_i := \arg\max_{1 \leq j \leq n} Z_{ij}$.

Algorithm 3: Obtaining similarity matrix

Input: $y = [y_1, ..., y_m]^T$, $q = [q_1, ..., q_m]^T$, the total number of duplicated softmax nodes $n$

$S = 0$

for $\text{annotation} \leftarrow 1$ to $n$

$\text{ind} \leftarrow$ Find indices of the examples assigned to the same annotation such that $i$: $\forall y_i = \text{annotation}$

for $\text{ptr}1 \leftarrow 1$ to length($\text{ind}$)

for $\text{ptr}2 \leftarrow 1$ to length($\text{ind}$)

$j = q_{\text{ind}[\text{ptr}1]}$

$k = q_{\text{ind}[\text{ptr}2]}$

$S_{j,k} = S_{j,k} + 1 / \text{length}(\text{ind})$

return $S$

Author contributions

T.O.D and A.M.E conceived the study, and wrote the paper. T.O.D, E.K, O.C.E, and A.M.E developed analysis tools. O.K and I.U developed the ACOL algorithm. All authors contributed to the analysis of the data, and reviewed and revised the drafts of the paper.

Acknowledgements

We thank the TARA Oceans consortium for generating metagenomic datasets of great legacy, as well as all researchers involved in the characterization of SAR11 isolates. We thank Edward Delong, Mike Lee, and Alon Shaiber for helpful discussions. This study was supported by the Frank R. Lillie Research Innovation Award and the start-up funds from the University of Chicago to AME.

Competing interests

The authors declare that they have no competing interests.

Author details

1Department of Medicine, The University of Chicago, Chicago, 60637 IL, USA. 2Department of Electrical Engineering, University of South Florida, Tampa, 33620 FL USA. 3Institute of Marine Biology, University of Hawaii at Manoa, Honolulu, 96822 HI, USA. 4Department of Microbiology, Oregon State University, Corvallis, 97331 OR, USA. 5Josephine Bay Paul Center for Comparative Molecular Biology and Evolution, Marine Biological Laboratory, Woods Hole, 02543 MA, USA.

References

1. Thrash, J.C., Boyd, A., Huggett, M.J., Grote, J., Carini, P., Yoder, R.J., Robbertse, B., Spatafora, J.W., Rappé, M.S., Giovannoni, S.J.: Phylogenomic evidence for a common ancestor of mitochondria and the SAR11 clade. Scientific Reports 1, 1–9 (2011). doi:10.1038/srep00013
2. Carlson, C.A., Morris, R., Parsons, R., Treusch, A.H., Giovannoni, S.J., Vergin, K.: Seasonal dynamics of SAR11 populations in the euphotic and mesopelagic zones of the northwestern Sargasso Sea. The ISME journal 3(3), 283–295 (2009). doi:10.1038/isme.2008.117
3. Giovannoni, S.J., Britschgi, T.B., Moyer, C.L., Field, K.G.: Genetic diversity in Sargasso Sea bacterioplankton. Nature 345(6270), 60–63 (1990). doi:10.1038/345606a0
4. Morris, R.M., Rappé, M.S., Connon, S.A., Vergin, K.L., Siebold, W.A., Carlson, C.A., Giovannoni, S.J.: SAR11 clade dominates ocean surface bacterioplankton communities. Nature 420(December), 806–810 (2002). doi:10.1038/nature01240. 9605103
5. Treusch, A.H., Vergin, K.L., Finlay, L.A., Donatz, M.G., Burton, R.M., Carlson, C.A., Giovannoni, S.J.: Seasonality and vertical structure of microbial communities in an ocean gyre. The ISME journal 3(10), 1148–63 (2009). doi:10.1038/ismej.2009.60
6. Eiler, A., Hayakawa, D.H., Church, M.J., Karl, D.M., Rappé, M.S.: Dynamics of the SAR11 bacterioplankton lineage in relation to environmental conditions in the oligotrophic North Pacific subtropical gyre. Environmental Microbiology 11(9), 2291–2300 (2009). doi:10.1111/j.1462-2920.2009.01954.x
7. Schattenhofer, M., Fuchs, B.M., Amann, R., Zubkov, M.V., Tarran, G.A., Perthaler, J.: Latitudinal distribution of prokaryotic picoplankton populations in the Atlantic Ocean. Environmental Microbiology 11(8), 2078–2093 (2009). doi:10.1111/j.1462-2920.2009.01929.x
8. Giovannoni, S.J., Bibbs, L., Cho, J.-C., Stapels, M.D., Desiderio, R., Vergin, K.L., Rappé, M.S., Laney, S., Wilhem, L.J., Tripp, H.J., Mathur, E.J., Barofsky, D.F.: Proteorhodopsin in the ubiquitous marine bacterium SAR11. Nature 438(7064), 82–85 (2005). doi:10.1038/nature04322
9. Oh, H.M., Kang, I., Lee, K., Jang, Y., Lim, S.I., Cho, J.C.: Complete genome sequence of strain IMCC9063, belonging to SAR11 subgroup 3, isolated from the Arctic Ocean (2011). doi:10.1128/JB.05033-11
10. Rappé, M.S., Connon, S.A., Vergin, K.L., Giovannoni, S.J.: Cultivation of the ubiquitous SAR11 marine bacterioplankton clade. Nature 418(6898), 630–633 (2002). doi:10.1038/nature00917
11. Stingi, U., Tripp, H.J., Giovannoni, S.J.: Improvements of high-throughput culturing yielded novel SAR11 strains and other abundant marine bacteria from the Oregon coast and the Bermuda Atlantic Time Series study site. ISME J 1(4), 361–371 (2007). doi:10.1038/ismej.2007.49
12. Giovannoni, S.J.: SAR11 Bacteria: The Most Abundant Plankton in the Oceans. Annual Review of Marine Science 9(1), 231–255 (2017). doi:10.1146/annurev-marine-010814-091934
13. Brown, M.V., Lauro, F.M., DeMareae, M.D., Muir, L., Wilkins, D., Thomas, T., Riddle, M.J., Fuhrman, J.A., Andrews-Pfannkoch, C., Hoffman, J.M., McQuaid, J.B., Allen, A., Rintoul, S.R., Cavicchioli, R.: Global biogeography of SAR11 marine bacteria. Molecular Systems Biology 8(595), 1–13 (2012). doi:10.1038/msb.2012.28
14. Eren, A.M., Maignien, L., Sul, W.J., Murphy, L.G., Grim, S.L., Cameron Thrash, J., Huggett, M.J., Landry, Z.C., Carini, P., Giovannoni, S.J., Rappé, M.S.: Streamlining and core genome conservation among highly divergent members of the SAR11 clade. mBio 3(4), 361–371 (2012). doi:10.1128/mBio.00252-12
15. Manrique, J.M., Jones, L.R.: Are ocean currents to slow to counteract SAR11 evolution? A next-generation sequencing, phylogeographic analysis. Molecular Phylogenetics and Evolution 107, 324–337 (2017). doi:10.1016/j.ympev.2016.11.015
16. Hellweger, F.L., van Sebille, E., Fredrick, N.D., Sebille, E.V., Fredrick, N.D.: Biogeographic patterns in ocean microbes emerge in a neutral agent-based model. Science 345(6202), 1346–1349 (2014). doi:10.1126/science.1254421
17. Sunagawa, S., Coelho, L.P., Chaﬃron, S., Kubita, J.R., Labadie, K., Salazar, G., Djahanschiri, B., Zeller, G., Mende, D.R., Desiderio, R., Vergin, K.L., Laney, S., Wilhelm, L.J., Tripp, H.J., Mathur, E.J., Barofsky, D.F.: Proteorhodopsin in the ubiquitous marine bacterium SAR11. Nature 438(7064), 630–633 (2005). doi:10.1038/nature04322
18. Hellweger, F.L., van Sebille, E., Fredrick, N.D., Sebille, E.V., Fredrick, N.D.: Biogeographic patterns in ocean microbes emerge in a neutral agent-based model. Science 345(6202), 1346–1349 (2014). doi:10.1126/science.1254421
19. Kopf, A., Bicak, M., Kottmann, R., Schnetzer, J., Kostadinov, I., Lehmann, K., Fernandez-Guerra, A., Jeanthon, C., Rahav, E., Ullrich, M., Grote, J., Cameron Thrash, J., Huggett, M.J., Landry, Z.C., Carini, P., Giovannoni, S.J., Rappé, M.S.: Streamlining and core genome conservation among highly divergent members of the SAR11 clade. mBio 3(4), 361–371 (2012). doi:10.1128/mBio.00252-12
20. Delmont, T.O., Quince, C., Shaiber, A., Esen, O.C., Lee, S.T.M., Luckner, S., Eren, A.M.: Nitrogen-Fixing Populations Of Planctomycetes And Proteobacteria Are Abundant In The Surface Ocean. bioRxiv (2017)
21. Brucks, E.S.: Metagenome recruitment of the global ocean survey dataset to four closely-related SAR11 genomes (2014)

22. Nayfach, S., Rodriguez-Mueller, B., Garud, N., Pollard, K.S.: An integrated metagenomics pipeline for strain profiling reveals novel patterns of bacterial transmission and biogeography. Genome research 26(11), 1612–1625 (2016). doi:10.1101/gr.186315.115

23. Kashtan, N., Roggensack, S.E., Rodriguez, J.W., Biller, S.J., Coe, A., Ding, H., Marttinen, P., Malmstrom, R.R., Stocker, R.,follows, M.J., Steppeanauskas, R., Chisholm, S.W.: Single-Cell Genomics Reveals Hundreds of Coexisting Subpopulations in Wild Prochlorococcus. Science 344(6182), 416–420 (2014). doi:10.1126/science.1248575

24. Coleman, M.L., Sullivan, M.B., Martiny, A.C., Steglich, C., Barry, K., Delong, E.F., Chisholm, S.W.: Genomic islands and the ecology and evolution of Prochlorococcus. Science (New York, N.Y.) 311(5768), 1768–1770 (2006). doi:10.1126/science.1122050. arXiv:1011.1669v3

25. Zaremba-Niedzwiedzka, K., Viklund, J., Zhao, W., Ast, J., Sczyrba, A., Woyke, T., Mcmahon, K., Bertilsson, S., Steppeanauskas, R., Andersson, S.G.E.: Single-cell genomics reveal low recombination frequencies in freshwater bacteria of the SAR11 clade. Genome Biology 14(11), 130 (2013). doi:10.1186/gb-2013-14-11-130

26. Nei, M., Gojobori, T.: Simple methods for estimating the numbers of synonymous and nonsynonymous nucleotide substitutions. Molecular Biology and Evolution 3(5), 418–426 (1986). doi:10.1093/oxfordjournals.molbev.a040410

27. Li, W.H., Wu, C.I., Luo, C.C.: A new method for estimating synonymous and nonsynonymous rates of nucleotide substitution considering the relative likelihood of nucleotide and codon changes. Molecular Biology and Evolution 2(2), 150–174 (1985). doi:10.1093/oxfordjournals.molbev.a040343

28. Bordo, D., Argos, P.: Suggestions for “safe” residue substitutions in site-directed mutagenesis. Journal of Molecular Biology 217(4), 721–729 (1991). doi:10.1016/0022-2836(91)90526-E

29. Henikoff, S., Henikoff, J.G.: Amino acid substitution matrices from protein blocks. Proceedings of the National Academy of Sciences of the United States of America 89(22), 10915–10919 (1992). doi:10.1073/pnas.89.22.10915

30. Chen, H., Zhou, H.X.: Prediction of solvent accessibility and sites of deleterious mutations from protein sequence. Nucleic Acids Research 33(10), 3193–3199 (2005). doi:10.1093/nar/gki633

31. Worth, C.L., Gong, S., Blundell, T.L.: Structural and functional constraints in the evolution of protein families. Nature Reviews Molecular Cell Biology 7(4), 727–733 (2006). doi:10.1038/nrm2762

32. Bustamante, C.D., Townsend, J.P., Hartl, D.L.: Solvent accessibility and purifying selection within proteins of Escherichia coli and Salmonella enterica. Molecular biology and evolution 17(2), 301–308 (2000). doi:10.1093/molbev/17.2.301

33. Bernstein, F.C., Koetzle, T.F., Williams, G.J., Meyer, E.F., Brice, M.D., Rodgers, J.R., Kennard, O., Shimanouchi, T., Tasumi, M.: The protein data bank. European Journal of Biochemistry 80(2), 319–324 (1977). doi:10.1016/0014-0225(77)90200-3

34. Eren, A.M., Esen, ¨O.C., Quince, C., Vineis, J.H., Morrison, H.G., Sogin, M.L., Delmont, T.O.: Anvi'o: an advanced analysis and visualization platform for 'omics data. PeerJ 3, 1319 (2015). doi:10.7717/peerj.1319

35. Hyatt, D., Chen, G.-L., Locascio, P.F., Land, M.L., Larimer, F.W., Hauser, L.J.: Prodigal: prokaryotic gene recognition and translation initiation site identification. BMC bioinformatics 11(13), 119 (2010). doi:10.1186/1471-2105-11-119

36. Zdobnov, E.M., Apweiler, R.: InterProScan - an integration platform for the signature-recognition methods in InterPro. Bioinformatics 17(9), 847–848 (2001). doi:10.1093/bioinformatics/17.9.847

37. Eren, A.M., Vineis, J.H., Morrison, H.G., Sogin, M.L.: A Filtering Method to Generate High Quality Short Reads Using Illumina Paired-End Technology. PLoS ONE 8(6), 66643 (2013). doi:10.1371/journal.pone.0066643

38. Minoche, A.E., Dohm, J.C., Himmelbauer, H.: Evaluation of genomic high-throughput sequencing data generated on Illumina HiSeq and genome analyzer systems. Genome biology 12(11), 112 (2011). doi:10.1186/gb-2011-12-11-112

39. Altschul, S.F., Gish, W., Miller, W., Myers, E.W., Lipman, D.J.: Basic local alignment search tool. Journal of molecular biology 215(3), 403–410 (1990).

40. Enright, A.J.: An efficient algorithm for large-scale detection of protein families. Nucleic Acids Research 30(7), 1575–1584 (2002). doi:10.1093/nar.30.7.1575

41. Langmead, B., Salzberg, S.L.: Fast gapped-read alignment with Bowtie 2. Nature methods 9(4), 357–359 (2012). doi:10.1038/nmeth.1923

42. Li, H., Handsaker, B., Wysoker, A., Fennell, T., Ruan, J., Homer, N., Marth, G., Abecasis, G., Durbin, R.: The Sequence Alignment/Map format and SAMtools. Bioinformatics (Oxford, England) 25(16), 2078–2079 (2009). doi:10.1093/bioinformatics/btp352

43. Li, H., Durbin, R.: Fast and accurate short read alignment with Burrows-Wheeler transform. Bioinformatics (Oxford, England) 25(14), 1754–1760 (2009). doi:10.1093/bioinformatics/btp352

44. Kilinc, O., Uysal, I.: GAR: An efficient and scalable Graph-based Activity Regularization for semi-supervised learning (2017). 1705.07219

45. Kilinc, O., Uysal, I.: Auto-clustering Output Layer: Automatic Learning of Latent Annotations in Neural Networks (2017). 1702.08648

46. Batut, B., Knibbe, C., Marais, G., Daubin, V.: Reductive genome evolution at both ends of the bacterial population size spectrum. Nature Reviews Microbiology 12(11), 841–850 (2014). doi:10.1038/nrmicro3331

47. Luo, H., Huang, Y., Steppeanauskas, R., Tang, J.: Excess of non-conservative amino acid changes in marine bacterioplankton lineages with reduced genomes. Nature Microbiology 2, 17091 (2017). doi:10.1038/nmicrobiol.2017.91
48. Källberg, M., Wang, H., Wang, S., Peng, J., Wang, Z., Lu, H., Xu, J.: Template-based protein structure modeling using the RaptorX web server. Nature protocols 7(8), 1511–22 (2012). doi:10.1038/nprot.2012.085

49. DeLano, W.: The PyMOL molecular graphics system. http://pymol.org (2002)

50. Ginestet, C.: ggplot2: Elegant Graphics for Data Analysis. Journal of the Royal Statistical Society: Series A (Statistics in Society) 174(1), 245–246 (2011). doi:10.1111/j.1467-985X.2010.00676.x

51. Srivastava, N., Hinton, G.E., Krizhevsky, A., Sutskever, I., Salakhutdinov, R.: Dropout: a simple way to prevent neural networks from overfitting. Journal of Machine Learning Research 15(1), 1929–1958 (2014)

52. Bottou, L.: Large-scale machine learning with stochastic gradient descent. In: Proceedings of COMPSTAT’2010, pp. 177–186. Springer, ??? (2010)