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1. Introduction. We consider the continuous fragmentation equation with growth
\[
\partial_t u(x, t) = -\partial_x(r(x)u(x, t)) - a(x)u(x, t) + \int_x^\infty a(y)b(x, y)u(y, t)dy,
\]
complemented by the initial condition
\[
u(x, 0) = \nu(x),
\]
and the McKendrick–von Foerster boundary conditions
\[
\lim_{x \to 0^+} r(x)u(x, t) = \int_0^\infty b(y)u(y, t)dy,
\]
for \( t, x \in \mathbb{R}_+ = (0, \infty) \). Here, \( u(x, t) \) is the density of particles of mass/size \( x \in (0, \infty) \) at time \( t \), \( a \) is the fragmentation rate, \( b \) is the fragmentation kernel that describes mass distribution of \( x \)-size particles spawned by the fragmentation of a size \( y \) particle, \( r \) is the transport coefficient that describes the rate of growth of particles of size \( x \), and \( \beta \) represents the rate at which the smallest daughter particles enter the population. We observe that if \( \beta > 0 \), then the boundary condition depends on the solution on the entire interval \( \mathbb{R}_+ \), making the problem nonlocal.

The main aim of this paper is to establish the existence of a positive strongly continuous semigroup \((S_{\beta, m}(t))_{t \geq 0}\) solving (1) in
\[
X_m := L_1(\mathbb{R}_+, (1 + x^m)dx), \quad m > 1,
\]
with the norm \( \| \cdot \|_m \), and to show that under natural assumptions it has an the asynchronous exponential growth (AEG) property, that is, that there exist positive constants \( \varepsilon \) and \( c \) such that
\[
\| e^{-t(K_{\beta, m})} S_{K_{\beta, m}}(t)f - \varnothing f \|_m \leq c e^{-\varepsilon t} \| f \|_m, \quad t \geq 0, \quad f \in X_m,
\]
where \( \varnothing \) is the projection on the Perron eigenvector of the generator of \((S_{K_{\beta, m}}(t))_{t \geq 0}\). This property is related to the existence of the so-called spectral gap, that is, the existence of the isolated dominant eigenvalue of \((S_{K_{\beta, m}}(t))_{t \geq 0}\).

There is a large body of literature dealing with property (2) for solutions of (1) in various settings and using different approaches. The case when \( x \) belongs to a bounded interval has been well-understood since the work of Diekmann, Heijmans and Thieme, [16], though unbounded rates can be tricky, see [9]. A comprehensive theory of the classical McKendrick–von Foerster model of population theory (that is, without the fragmentation operator) can be found in [31, 20, 19]. All known work on the full growth–fragmentation problem in unbounded state spaces has been done for (1) with homogeneous boundary conditions \( \beta = 0 \). In particular, many results have been obtained by the General Relative Entropy method, introduced in [23], which in special cases can also give the exponential rate of decay, [28]. Some results have been established by probabilistic methods, see e.g., [14, 13]. In this work, we focus on operator–theoretic methods the foundation of which can be traced to [24, 11, 12]. The latter two papers are based on the study of the Perron eigenvector and eigenvalue done in [17]. Quantitative estimates of the spectral gap were obtained by means of Harris operators in [15]. Much of the analysis of the above papers was hampered by the lack of satisfactory solvability results for (1) with unbounded rates. Such a theory in \( X_m \) with \( m > 1 \) was established in [7] and it allowed for building a comprehensive spectral gap theory for (1) with \( \beta = 0 \) in [27], paving also the way for extending it to the general case, presented in this paper. It is also worthwhile to observe that a parallel theory in the spirit of both [27] and this paper, but for a discrete model, was obtained in [5].

The paper is organized as follows. In Section 2 we introduce basic notation, definitions and assumptions used in the paper. As we intend to give a comprehensive panorama of possible approaches to the growth–fragmentation equation with McKendrick–von Foerster boundary conditions, in Section 3 we present the main steps for establishing AEG for (1) with \( \beta = 0 \) from [27]. The motivation for this review is that, in principle, having proven the existence of \((S_{K_{\beta, m}}(t))_{t \geq 0}\), one could redo all calculations of op. cit. for \( \beta \neq 0 \) to arrive at (2) also in this case. We present, however, a shorter way. In Section 4 we give three different theorems on the generation of the semigroup \((S_{K_{\beta, m}}(t))_{t \geq 0}\). They extend the results of [6], where we considered (1) with \( \beta \neq 0 \) but only in \( X_1 \), and of [7], where we discussed the problem in arbitrary \( X_m \), but with \( \beta = 0 \). The third theorem, inspired by [19, Proposition 4.3, Chapter VI], shows that, under suitable assumptions, \((S_{K_{\beta, m}}(t))_{t \geq 0}\) is a compact perturbation of \((S_{K_{0, m}}(t))_{t \geq 0}\), allowing thus the direct application of the results of [27] to establish the existence of a spectral gap for the former from that of the later. In Section 5 we present necessary and sufficient conditions for the irreducibility of \((S_{K_{\beta, m}}(t))_{t \geq 0}\).
It is a completely new result, significantly extending the ones in [27] or [8, Theorem 5.2.21]. Finally, in Section 7 we apply the recent methods of explicitly solving the growth–fragmentation equations, developed in [10], to construct a solution to a class of models with McKendrick–von Foerster boundary conditions, and to find their Perron eigenpair.

2. Notation and assumptions. We re-write (1) in a compact form as

\[ \partial_t u(x,t) = -\mathcal{T} u(x,t) + \mathcal{F} u(x,t), \quad (x,t) \in \mathbb{R}^+_2. \]

The transport and the fragmentation expressions are defined, respectively, as

\[ \mathcal{T} u(x) = \partial_x \left( r(x)u(x) \right), \]
\[ \mathcal{F} u(x) = \mathcal{A} u(x) + \mathcal{B} u(x) = -a(x)u(x) + \int_x^\infty a(y)b(x,y)(y)dy, \]

where the partial derivative is understood in the distributional sense and \( u \) is a locally integrable function for which the integral operator is finite in \( \mathbb{R}^+_2 \). As we mentioned above, the problem shall be analyzed in the space \( X_m \). The symbols \( X_{m,+} \) and \( X_m^+ \) are reserved for the positive cone (generated by the usual a.e. partial order for measurable functions) and the normed dual of \( X_m \), respectively. If we want to keep the duality pairing between \( X_m \) and the normed dual of \( X_m \), respectively.

We shall assume that \( \langle g, f \rangle = \int_0^\infty g(x)f(x)dx, \)

then \( X_m^\ast \) can be identified with the space of measurable functions \( g \) satisfying

\[ \| g \|^m_m = \operatorname{esssup}_{x \in [0,\infty)} \frac{|g(x)|}{1 + x^m} < \infty. \]

In the presence of the transport term involving partial derivative with respect to the state variable and of the nonlocal boundary condition, solvability of (1) is not a straightforward procedure and there are case when the solving semigroup does not exist, e.g., [27, p. 9]. For our analysis, we shall adopt assumption on the model coefficients from [4, 8] with slight modifications.

The transport coefficient \( r \) is assumed to be a continuous function on \( \mathbb{R}^+_2 \), satisfying

\[ 0 < r(x) \leq r_0(1 + x), \quad x \in \mathbb{R}^+_2, \]

for some \( r_0 > 0 \). Furthermore, the boundary condition (1c) makes sense if and only if the characteristic curves, associated to the transport part of the model, cross the \( t \)-axis transversally.

Accordingly, we shall assume that \( r(x) \) is bounded and is separated away from zero as \( x \to 0^+ \). This implies, in particular, that

\[ \int_0^{a^+} \frac{ds}{r(s)} < \infty, \]

where \( \int_0^{a^+} \) denotes the integral in some positive neighborhood of 0.

The fragmentation rate \( a \) is assumed to satisfy

\[ 0 \leq a \in L_{\infty,loc}([0,\infty]). \]

Some stronger results can be obtained if \( a \) is polynomially bounded, i.e., if for some \( p > 0, 0 \leq a(x) \leq a_0(1 + x^p), \quad x \in \mathbb{R}^+_2. \)

The case \( p = 0 \) results in a bounded fragmentation operator and is not considered here.

**Remark 1.** The adopted assumptions imply that \( 1/r, a/r \in L_{1,loc}([0,\infty)). \) Hence, we can define the following functions

\[ R(x) := \int_0^x \frac{ds}{r(s)}, \quad Q(x) := \int_0^x \frac{a(s)}{r(s)} ds, \]

An immediate consequence of (11) is that \( R \) is strictly increasing and \( Q \) is non-decreasing on \( (0,\infty) \). We have the following limits,

\[ \lim_{x \to 0^+} R(x) = 0, \quad \lim_{x \to \infty} R(x) = \infty, \]
\[ \lim_{x \to 0^+} Q(x) = 0, \quad \lim_{x \to \infty} Q(x) = M_Q, \]

Typically, \( M_Q = \infty \) provided \( a \) is unbounded at \( \infty \).
The fragmentation kernel \( b \), describing the distribution of the sizes \( x \) of daughter particles spawned by fragmentation of a parent particle of size \( y \), is assumed to be a non-negative measurable function of two variables satisfying
\[
b(x, y) = 0 \quad \text{for} \quad x > y. \tag{13}
\]

**Remark 2.** If we allow the fragmentation rate \( a \) to be zero on some set \( I \subset \mathbb{R}_+ \), that is, if we admit the situation that clusters of sizes \( y \in I \) do not split, then, to be consistent with physics, we should set \( b(x, y) = \delta(y - x) \). To avoid dealing with measures in the equations, we note that the coefficient \( b \) appears only in a product with \( a \) and hence \( a(y)b(x, y) = 0 \) for \( y \in I \). However, the formulae below hold if we treat \( b(x, y)dx \) as the Dirac measure.

For \( m \geq 0 \), we define
\[
n_m(y) = \int_0^y x^m b(x, y)dx. \tag{14}
\]
In particular, \( n_0(y) \) is the mean number of daughter particles resulting from splitting of a \( y \)-aggregate and \( n_1(y) \) is their total mass. Hence, if we consider mass conserving fragmentation, we must assume that for any \( y > 0 \) the identity
\[
n_1(y) = y = \int_0^y xb(x, y)dx \tag{15}
\]
is satisfied. It is also physically obvious (and can be proved, see [8, Section 2.2.3.2]) that \( n_0(y) > 1 \) for \( y \notin I \). We further assume that there is \( l \geq 0 \) and \( b_0 \in \mathbb{R}_+ \), such that
\[
n_0(x) \leq b_0(1 + x^l), \quad x \in \mathbb{R}_+. \tag{16}
\]
Clearly, \( b_0 \geq 1 \). Using (15), we find, for \( m \neq 0, 1 \),
\[
n_m(y) = \int_0^y x^m b(x, y)dx = \int_0^y x^{m-1}xb(x, y)dx \left\{ \begin{array}{ll}
\leq y^{m-1} \int_0^y xb(x, y)dx = y^m & \text{if} \quad m > 1, \\
\geq y^{m-1} \int_0^y xb(x, y)dx = y^m & \text{if} \quad m < 1.
\end{array} \right. \tag{17}
\]
We further introduce
\[
N_m(y) = y^m - n_m(y). \tag{18}
\]
Then, based on (17), we obtain
\[
N_m(y) \geq 0, \quad m > 1, \\
N_1(y) = 0, \quad m = 1, \\
N_m(y) \leq 0, \quad 0 \leq m < 1. \tag{19}
\]
The crucial assumption that allows for the proof of the generation theorem is that there exists \( m_0 > 1 \) such that
\[
\liminf_{y \to \infty} \frac{N_{m_0}(y)}{y^{m_0}} > 0. \tag{20}
\]
It follows, [8, Section 5.1.7.2] or [5], that if (20) holds for some \( m_0 > 1 \), then it holds for all \( m > 1 \). Furthermore, (20) implies that for any \( m > 1 \) there is a \( c_m < 1 \) and \( y_m > 0 \) such that
\[
n_m(y) \leq c_m y^m, \quad y \geq y_m. \tag{21}
\]
Assumption (20) is satisfied for most commonly used fragmentation kernels such as the power law, homogeneous or separable kernels. However, if the sizes of the daughter particles are distributed close to that of the fragmenting parent and, correspondingly, close to zero, then such a process may not satisfy (20), see [8, Section 5.1.7.2].

Finally, we assume that
\[
0 \leq \beta \in X_m^*, \tag{22}
\]
with \( \| \beta \|_m = \beta_m \).

It should be noted that for \( \beta = 0 \), we get the homogeneous boundary condition which was considered in [8, Section 5.2] and [7, 27]. As the main results on the spectral gap are based on the theory developed in [27], in the following section we briefly recount its main points.
3. Spectral gap theory of [27]. Let \( Z_{0,m} \) and \( K_{0,m} \) be the operator realizations of, respectively, \(-\bar{A} + \mathcal{A}\) and \(-\bar{A} + \mathcal{A} + \bar{\mathcal{B}}\), subject to (1c) with \( \beta = 0 \), generating strongly continuous semigroups \( (S_{Z_{0,m}}(t))_{t \geq 0} \) and \( (S_{K_{0,m}}(t))_{t \geq 0} \) in \( X_m \). The first crucial results of [27] are the resolvent estimates, namely, for sufficiently large \( \lambda \) (see (34a)), the resolvent \( R(\lambda, Z_{0,m}) \) satisfies for \( f \in X_m \)

\[
\| R(\lambda, Z_{0,m})f \| (y) \leq \frac{1}{(1 + y^n)^{r(y)}} \| f \|_m, \quad y \in \mathbb{R}_+,
\]

and

\[
\int_0^{+\infty} \| R(\lambda, Z_{0,m})f \| (y) a(y)(1 + y^n)dy \leq \| f \|_m.
\]

If \( y \mapsto \frac{1}{(1 + y^n)^{r(y)}} \in X_m \), then (23) would mean that \( R(\lambda, Z_{0,m}) \) maps the unit ball in \( X_m \) into an order interval and, since \( X_m \) is an \( L_1 \) space, \( R(\lambda, Z_{0,m}) \) would be a weakly compact operator. Since, however, it does not hold, we only get that the set

\[
\left\{ \chi_{(0,\varepsilon-1)} R(\lambda, Z_{0,m})f; \, \| f \|_m \leq 1 \right\},
\]

where \( \chi \) is the characteristic function, is weakly compact for any \( \varepsilon > 0 \). If now \( a \) was uniformly separated from 0 for large \( x \), then (24) would give the smallness of \( \chi_{(\varepsilon-1,\infty)} R(\lambda, Z_{0,m})f \) as \( \varepsilon \to 0 \), uniformly for \( \| f \|_m \leq 1 \), and hence, together with the previous observation, the weak compactness of \( R(\lambda, Z_{0,m}) \). Otherwise, we assume that the sublevel sets of \( a \) are ‘thin at infinity’ in the sense that for any \( c > 0 \),

\[
\int_1^{+\infty} \frac{\chi_{(\tau; \, a < c)}(\tau)}{r(\tau)}d\tau < +\infty.
\]

We observe that if

\[
\lim_{y \to +\infty} a(y) = +\infty,
\]

then (25) is trivially satisfied. This allows for splitting the estimates of \( \chi_{(\varepsilon-1,\infty)} R(\lambda, Z_{0,m})f \) into the parts where \( a \) is, respectively, small and large, and hence yields the required weak compactness of \( R(\lambda, Z_{0,m}) \). Since we are in \( L_1 \) space, [26, Lemma 14] gives its compactness.

Next, assumption (20) allows for the application of the Miyadera–Desch theorem to show that \( K_{0,m} = Z_{0,m} + B_m \) with the domain \( D(Z_{0,m}) \) (where \( B_m = B_D(Z_{0,m}) \), see (41)) is the generator of the full semigroup \( (S_{K_{0,m}}(t))_{t \geq 0} \) and hence, from

\[
R(\lambda, K_{0,m}) = R(\lambda, Z_{0,m}) \sum_{n=0}^{+\infty} [B_m R(\lambda, Z_{0,m})]^n,
\]

\( R(\lambda, K_{0,m}) \) is compact.

The last step is to transfer some benefits of the compactness of \( R(\lambda, K_{0,m}) \) to \( (S_{K_{0,m}}(t))_{t \geq 0} \). We split

\[
Z_{0,m} + B_m = \left( Z_{0,m} + \bar{B}_m \right) + \overline{B}_m,
\]

where \( 0 \leq \bar{B}_m \leq B_m \) and \( \overline{B}_m \) is a bounded integral operator on \( X_m \) with compactly supported bounded kernel, hence weakly compact. Thus, if \( (\tilde{S}_m(t))_{t \geq 0} \) is the semigroup generated by \( Z_{0,m} + \bar{B}_m \), then

\[
S_{K_{0,m}}(t) = \tilde{S}_m(t) + \int_0^t \tilde{S}_m(t-s)\overline{B}_m S_{K_{0,m}}(s)ds
\]

and \( \int_0^t \tilde{S}_m(t-s)\overline{B}_m S_{K_{0,m}}(s)ds \) is a weakly compact operator (by [30, 25]). Thus, by [21], we have the equality of the essential radii,

\[
r_{\text{ess}}(\tilde{S}_m(t)) = r_{\text{ess}}(S_{K_{0,m}}(t)).
\]

On the other hand,

\[
R(\lambda, Z_{0,m} + \bar{B}_m) \leq R(\lambda, K_{0,m}).
\]

Under an assumption ensuring that \( R(\lambda, K_{0,m}) \) is irreducible, its compactness gives the strict inequality of spectral radii,

\[
r_\sigma \left[ R(\lambda, Z_{0,m} + \bar{B}_m) \right] < r_\sigma \left[ R(\lambda, K_{0,m}) \right],
\]

by [22]. This implies inequality of spectral bounds of the generators,

\[
s(Z_{0,m} + \bar{B}_m) < s(K_{0,m}),
\]

(27)
and hence, in particular,

\[ s(K_{0,m}) > -\infty. \]

Since in \( L^1 \)-spaces the type of a positive semigroup coincides with the spectral bound of its generator, see e.g., [4, Theorem 3.37], we get

\[ r_{\text{ess}}(S_{K_{0,m}}(t)) = r_{\text{ess}}(\hat{S}(t)) = e^{s(K_{0,m})t} = e^{s(\beta Z_{0,m} + \hat{B}_m)t} = r_{\sigma}(S_{K_{0,m}}(t)). \]

Using again irreducibility of \( (S_{K_{0,m}}(t))_{t \geq 0} \), the spectral bound \( s(T + B) \) of its generator is its dominant eigenvalue and a simple pole of the resolvent, see [3, Corollary 3.16 of Chapter C-III]. Furthermore, by [19, Proposition 3.4 of Chapter VI], \( s(K_{0,m}) \) is a simple eigenvalue, that is, its eigenspace is one-dimensional, which gives the asynchronous exponential growth property of the semigroup.

4. Generation theorems. The purpose of this section is twofold. First, we discuss classical wellposedness of \((1)\). Our analysis is based on the observation (see [19, Section VI.4]) that in certain functional settings, the integro-differential operator, defining \((1a)\) and equipped with the nonlocal boundary condition \((1c)\) can be viewed as a multiplicative perturbation of the same operator but coupled with the homogeneous boundary data. Accordingly, we show that the classical wellposedness of \((1)\) can be deduced directly from the known generation results for \( \beta = 0 \).

Second, we characterize a connection between the semigroups associated to the homogeneous \((\beta = 0)\) and to the inhomogeneous \((\beta \neq 0)\) boundary data. As we shall see later in Section 5, this characterization, combined with the spectral theory of [27], yields a simple description of the large time dynamics of \((1)\).

4.1. The transport semigroup. Here, we consider

\[ \partial_t u = -J f + A u = -\partial_x(r u) - au =: Zu, \]  

(28)

with the initial and boundary conditions given, respectively, by \((1b)\) and \((1c)\). Let \( X_m \), with some \( m \geq 1 \), be fixed. First, we define the maximal realization of \( Z \) in \( X_m \) by

\[ Z_m = Z|_{D(Z_m)}, \]  

(29a)

where

\[ D(Z_m) := \{ u \in X_m : \partial_x(r u), au \in X_m \}. \]  

(29b)

Next, we introduce the operator \( Z_{\beta,m} \), \( 0 \leq \beta \in \mathbb{R}^+ \), as the restriction of \( Z_m \) to the domain

\[ D(Z_{\beta,m}) := \left\{ u \in D(Z_m) : \lim_{x \to 0^+} r(x)u(x) = \int_0^\infty \beta(y)u(y)dy \right\}, \]  

(30)

defining the relevant boundary condition \((1c)\). In particular, functions \( u \in D(Z_{0,m}) \) satisfy the homogeneous boundary condition

\[ \lim_{x \to 0^+} r(x)u(x) = 0. \]  

(31)

We note that \((29b)\) implies that \( ru \) is absolutely continuous in \( \mathbb{R}_+ \) and hence the boundary conditions in \((30)\) and \((31)\) are well-defined.

The resolvent equation, associated to \((Z_{\beta,m}, D(Z_{\beta,m}))\), is given by

\[ \lambda u + \partial_x(r u) + au = f, \]  

(32)

with the boundary condition given in \((30)\). The general solution to \((32)\) is

\[ u(x) = \frac{e^{-\lambda R(x) - Q(x)}}{r(x)} \int_0^x f(y)e^{\lambda R(y) + Q(y)}dy + C \frac{e^{-\lambda R(x) - Q(x)}}{r(x)}, \]  

(33)

where \( C \) is an arbitrary constant. The special case of \( \beta = 0 \) is settled in [7, 27], where it is shown that the resolvent of \((Z_{0,m}, D(Z_{0,m}))\) is given explicitly by

\[ u(x) = [R(\lambda, Z_{0,m})f](x) = \frac{e^{-\lambda R(x) - Q(x)}}{r(x)} \int_0^x f(y)e^{\lambda R(y) + Q(y)}dy, \quad \lambda > \omega r, \]  

(34a)

see \((7)\), and satisfies

\[ \| R(\lambda, Z_{0,m})f \|_m \leq \frac{1}{\lambda - \omega r} \| f \|_m. \]  

(34b)

The analysis of the general scenario \( \beta \neq 0 \) relies on two technical results.
Lemma 4.1. [7] Let \( m \geq 1 \) be fixed. If (7), (8), (9) are satisfied and \( \lambda > \omega_{r,m} := 2mr_0 \), then
(a) for any \( 0 < a < b \leq \infty \),
\[
P_{m,1}(a, b) = \int_a^b e^{-\lambda R(s)} \frac{1}{r(s)} (1 + s^m) ds \leq \frac{1}{\lambda - \omega_{r,m}} e^{-\lambda R(a)} (1 + a^m),
\] (35)
(b) for any \( 0 < a < b \leq \infty \),
\[
P_{m,2}(a, b) = \int_a^b \frac{(\lambda + a(s)) e^{-\lambda R(s) - Q(s)}}{r(s)} (1 + s^m) ds \leq \frac{\lambda}{\lambda - \omega_{r,m}} e^{-\lambda R(a) - Q(a)} (1 + a^m).
\] (36)

The second result is an analogue of [19, Lemma 4.2, p. 218], adapted to our settings.

Lemma 4.2. Assume (7), (8), (9) and (22) are satisfied. Then the the operator
\[
E_\lambda = e_\lambda \frac{\langle \beta, \cdot \rangle}{1 - \langle \beta, e_\lambda \rangle}, \quad e_\lambda(x) := \frac{d_\lambda(x)}{r(x)} := \frac{e^{-\lambda R(x) - Q(x)}}{r(x)}, \quad \lambda > \omega_{r,m} + \beta_m,
\] (37a)
is well defined and
\[
\|E_\lambda f\|_m \leq \frac{\beta_m}{\lambda - \omega_{r,m} - \beta_m} \|f\|_m, \quad f \in X_m, \quad \lambda > \omega_{r,m} + \beta_m.
\] (37b)

Furthermore, for \( \lambda > \omega_{r,m} + \beta_m \), the following holds
\[
(I + E_\lambda)^{-1} = I - e_\lambda \langle \beta, \cdot \rangle,
\] (38a)
\[
(I + E_\lambda)(Z_{0,\beta}) = D(Z_{m,\beta}),
\] (38b)
\[
\lambda I - Z_{0,m} = (\lambda I - Z_{\beta,m})(I + E_\lambda).
\] (38c)

Proof. On the account of (35), we have \( \|e_\lambda\|_m \leq \frac{1}{\lambda - \omega_{r,m}} \). Hence, for \( \lambda > \omega_{r,m} + \beta_m \), the denominator in (37a) is strictly positive and (37b) follows. The remainder of the proof is a verbatim repetition of the arguments from [19, Lemma VI.4.2] and is omitted.

Lemma 4.2 indicates that \( (Z_{\beta,m}, D(Z_{\beta,m})) \) can be viewed as a multiplicative perturbation of \( (Z_{0,m}, D(Z_{0,m})) \). This fact, combined with the estimates of Lemma 4.1, yields a simple characterization of the resolvent \( R(\lambda, Z_{\beta,m}) \).

Theorem 4.3. Let the coefficients \( r, a \) and \( b \) satisfy (7), (8), (9) and (22). Then, for any \( m \geq 1 \) and \( \lambda > \omega_{r,m} + \beta_m \), the resolvent of \( (Z_{\beta,m}, D(Z_{\beta,m})) \) is given explicitly by
\[
R(\lambda, Z_{\beta,m}) f(x) = [I + E_\lambda]R(\lambda, Z_{0,m}) f(x) = [R(\lambda, Z_{0,m}) f(x)] + e_\lambda(x) \frac{\beta_m R(\lambda, Z_{0,m}) f(x)}{1 - \langle \beta, e_\lambda \rangle}, \quad f \in X_m.
\] (39a)

Furthermore, the following estimate holds
\[
\|R(\lambda, Z_{\beta,m}) f\|_m \leq \frac{1}{\lambda - \omega_{r,m} - \beta_m} \|f\|_m, \quad \lambda > \omega_{r,m} + \beta_m.
\] (39b)

Proof. Formula (39a) follows directly from (38b) and (38c). Further, on the account of (39a) and (37b), for \( f \in X_m \), we have
\[
\|R(\lambda, Z_{\beta,m}) f\|_m = \|(I + E_\lambda)R(\lambda, Z_{0,m}) f\|_m \leq \frac{\lambda}{\lambda - \omega_{r,m} - \beta_m} \|R(\lambda, Z_{0,m}) f\|_m \leq \lambda - \omega_{r,m} - \beta_m \|R(\lambda, Z_{0,m}) f\|_m.
\]
and (39b) is the direct consequence of (34b).

Since the operators \( R(\lambda, Z_{0,m}), E_\lambda \in \mathcal{L}(X_m), m \geq 1 \), are positive (see formulae (34a) and (37a), respectively), we immediately obtain

Theorem 4.4. For any given \( m \geq 1 \), the operator \( (Z_{\beta,m}, D(Z_{\beta,m})) \) generates a strongly continuous positive semigroup, say \( \{G_{Z_{\beta,m}}(t)\}_{t \geq 0} \), on \( X_m \).
4.2. The growth–fragmentation semigroup. Recalling notation (16), we assume
\[ m > 1 \quad \text{if} \quad 0 \leq l < 1, \]
\[ m \geq l \quad \text{if} \quad l > 1. \]  
(40)

Next, we consider the full equation (3), written in the operator form in \( X_m \), as
\[ \partial_t u = Z_{\beta,m} u + B_m u, \quad t > 0, \]  
(41)
where \( B_m \) is the restriction of \( B \) to \( D(Z_{\beta,m}) \), see [8, Lemma 5.1.4]. Under (40), this restriction is well-defined as \( D(Z_{\beta,m}) \subset D(A_m) := \{ u \in X_m : au \in X_m \} \) and, by (14) and (16), for \( 0 \leq u \in D(A_m) \),
\[ \|B u\|_m = \int_0^\infty \left( \int_0^\infty a(y)b(x,y)u(y)dy \right) (1 + x^m)dx = \int_0^\infty a(y)u(y)(\eta_0(y) + n_m(y))dy \]
\[ \leq 2\alpha \int_0^\infty a(y)u(y)(1 + y^m)dy < \infty. \]  
(42)

We mention that the solvability of (41) with \( \beta = 0 \) is completely settled in [7, Theorem 2.2], where it is shown that \( (B_m, D(A_m)) \) is a positive Miyadera perturbation of \( (Z_{0,m}, D(Z_{0,m})) \), i.e.,
\[ \|B_m R(\lambda, Z_{0,m}) f\|_m \leq c_{0,m} \|f\|_m, \quad 0 < c_{0,m} < 1, \quad \omega_r,m < \lambda_0 < \lambda, \]  
(43)
for sufficiently large values of \( \lambda_0 \). Using this fact, together with Lemmas 4.1–4.2, we obtain

**Theorem 4.5.** Let (7), (8), (9), (22) and (40) be satisfied. Then \( (B_m, D(A_m)) \) is a Miyadera perturbation of \( (Z_{\beta,m}, D(Z_{\beta,m})) \), and hence \( (K_{\beta,m}, D(Z_{\beta,m})) := (Z_{\beta,m} + B_m, D(Z_{\beta,m})) \) generates a positive \( C_0 \)-semigroup, say \( (S_{K_{\beta,m}}(t))_{t \geq 0} \), in \( X_m \). Furthermore,
\[ S_{K_{\beta,m}}(t) \geq S_{K_{0,m}}(t), \quad t \geq 0. \]  
(44)

**Proof.** As in [7], the proof is based on the Desch’s version of the Miyadera perturbation theorem, [4, Lemma 5.12].

Since both, \( B_m \) and \( R(\lambda, Z_{\beta,m}) \) are positive and the norm \( \| \cdot \|_m \) is additive in \( X_{m,1} \), we only need to show
\[ \|B_m R(\lambda, Z_{\beta,m}) f\|_m \leq c \|f\|_m, \quad 0 < c < 1, \]  
(45)
for sufficiently large values of \( \lambda > \omega_r,m + \beta_m \) and \( f \geq 0 \). By (39a) and (43), we have
\[ \|B_m R(\lambda, Z_{\beta,m}) f\|_m \leq \|B_m R(\lambda, Z_{0,m}) f\|_m + \|B_m E_{\lambda} R(\lambda, Z_{0,m}) f\|_m \]
\[ \leq c_{0,m} \|f\|_m + \frac{\|B_m R(\lambda, Z_{0,m}) f\|_m}{1 - \langle \beta, \omega\rangle} \|B_m e_{\lambda} f\|_m \]
\[ \leq \left( c_{0,m} + \beta_m \frac{\|B_m e_{\lambda} f\|_m}{\lambda - \omega_r,m - \beta_m} \right) \|f\|_m =: (c_{0,m} + c_{\beta,m}) \|f\|_m. \]

The inclusion \( e_{\lambda} \in D(A_m) \) and bounds (36) and (42) imply that
\[ 0 < c_{\beta,m} \leq \frac{2\alpha \beta_m \lambda}{(\lambda - \omega_r)(\lambda - \omega_r - \beta_m)} \to 0, \]
as \( \lambda \to \infty \). Hence, for \( \lambda \) sufficiently large, \( 0 < c_{0,m} + c_{\beta,m} < 1 \) and \( (B_m, D(Z_{\beta,m})) \) is the Miyadera perturbation of \( (Z_{\beta,m}, D(A_m)) \). By Desch’s theorem, \( (Z_{\beta,m} + B_m, D(Z_{\beta,m})) = (K_{\beta,m}, D(Z_{\beta,m})) \) generates a positive semigroup in \( X_m \), say \( (S_{K_{\beta,m}}(t))_{t \geq 0} \).

To prove (44), on the account of Hille’s identity (see e.g., [18, Corollary 5.5, p. 223]), it is sufficient to verify that \( R(\lambda, K_{\beta,m}) \geq R(\lambda, K_{0,m}) \) for sufficiently large \( \lambda \). Since \( (B_m, D(A_m)) \) is the Miyadera perturbation of both \( (Z_{0,m}, D(Z_{0,m})) \) and \( (Z_{\beta,m}, D(Z_{\beta,m})) \), we have, by [4, Theorem 5.10],
\[ R(\lambda, K_{\alpha,m}) = R(\lambda, Z_{\alpha,m}) \sum_{n=0}^{\infty} (B_m R(\lambda, Z_{\alpha,m}))^n \]
for \( \alpha = 0, \beta \). Since, by (39a), \( R(\lambda, Z_{\beta,m}) \geq R(\lambda, Z_{0,m}) \geq 0 \) for \( \lambda > \omega_r,m + \beta_m \) and \( B_m \geq 0 \), we immediately get \( R(\lambda, K_{\beta,m}) \geq R(\lambda, K_{0,m}) \) for large \( \lambda \).
As mentioned in Section 2, under the additional assumption (10),
\[ 0 \leq a(x) \leq a_0(1 + x^p), \quad x \in \mathbb{R}_+, \]
we can prove that \((S_{K,\beta,m}(t))_{t \geq 0}\) is quasi-contractive in \(X_m\), provided
\[ m > 1 \quad \text{if} \quad 0 \leq l + p \leq 1, \]
\[ m \geq l + p \quad \text{if} \quad l + p > 1. \]
(47)
with \(p\) and \(l\) defined in (10) and (16), respectively. Let \(w_m(x) := 1 + x^m\).

**Lemma 4.6.** Let (7), (9), (15) and (22) be satisfied. Then, for \(u \in D(Z_{\beta,m})\), we have
\[
\int_0^\infty \left[(Z_{\beta,m} + B_m)u\right](x)w_m(x)dx = -c_m(u)
\]
\[
:= \int_0^\infty \beta(x)u(x)dx + m \int_0^\infty r(x)u(x)x^{m-1}dx - \int_0^\infty (N_0(x) + N_m(x))a(x)u(x)dx.
\]
(48)
Proof. We have
\[
\int_0^\infty \left[(Z_{\beta,m} + B_m)u\right](x)w_m(x)dx
\]
\[= - \int_0^\infty \partial_x(r(x)u(x))w_m(x)dx - \int_0^\infty a(x)(x)w_m(x)dx + \int_0^\infty (B_mu)(x)w_m(x)dx
\]
\[= - \int_0^\infty \partial_x(r(x)u(x))w_m(x)dx - \int_0^\infty (N_0(x) + N_m(x))a(x)u(x)dx,
\]
where we used (42) and (18) to obtain the last line. Also, for \(0 < x_0 < x_1 < \infty\)
\[
\int_{x_0}^{x_1} \partial_x(r(x)u(x))w_m(x)dx = r(x_1)u(x_1)w_m(x_1) - r(x_0)u(x_0)w_m(x_0) - m \int_{x_0}^{x_1} r(x)u(x)x^{m-1}dx.
\]
(49)
The integral on the LHS converges by the definition of \(D(Z_{\beta,m})\) and on the RHS converges by (7). By (30), we have
\[
\lim_{x_0 \to 0^+} r(x_0)u(x_0) = \int_0^\infty \beta(x)u(x)dx.
\]
and, since the limit is finite,
\[
\lim_{x_0 \to 0^+} r(x_0)u(x_0)(1 + x_0^m) = \lim_{x_0 \to 0^+} r(x_0)u(x_0) + \lim_{x_0 \to 0^+} r(x_0)u(x_0)x_0^m = \int_0^\infty \beta(x)u(x)dx.
\]
Thus, there exists
\[
\lim_{x_1 \to \infty} r(x_1)u(x_1)(1 + x_1^m) = L \geq 0.
\]
If \(L > 0\), then there is \(0 < L' < L\) such that \(r(x)u(x)w_m(x) \geq L'\) for large \(x\), but then \(u \not\in X_m\).
Thus
\[
\lim_{x_1 \to \infty} r(x_1)u(x_1)w_m(x_1) = 0,
\]
(50)
and (48) is proved.
\[\square\]

**Proposition 1.** Assume (7), (9), (10), (15) and (22) are satisfied. Then \((S_{K,\beta,m}(t))_{t \geq 0}\) is a positive quasi-contractive \(C_0\)-semigroup with type not exceeding
\[
\omega_{\beta,m} := \beta_m + \omega_{r,m} + 4a\omega_0.
\]
(51)
Proof. For \( u \in D(\mathcal{Z}_{\beta,m}) \), by (48), (18), (7) and (10),
\[
-c_m(u) \leq \int_0^\infty \beta(x)u(x)dx + m \int_0^\infty r(x)u(x)x^{m-1}dx - \int_0^\infty N_0(x)a(x)u(x)dx - \int_0^\infty N_m(x)a(x)u(x)dx
\]
\[
\leq \beta_m\|u\|_m + rm_0 \int_0^\infty u(x)(1 + x)x^{m-1}dx + 4a_0b_0\|u\|_m - \int_0^\infty N_m(x)a(x)u(x)dx
\]
\[
\leq (\beta_\infty + 2mr_0 + 4a_0b_0)\|u\|_m - \int_0^\infty N_m(x)a(x)u(x)dx,
\]
where we used
\[
0 \leq -N_0(x)a(x) \leq n_0(x)a(x) \leq a_0b_0 \frac{(1 + x^p)(1 + x^l)}{1 + x^m} \leq 4a_0b_0,
\]
for \( m > p + l \), see [8, Lemma 5.1.46]. Then, by e.g., [4, Proposition 9.29], there is a minimal extension \( \widetilde{K}_{\beta,m} \) of \( K_{\beta,m} + B_m \) generating a positive quasi-contractive semigroup, say \( (S_{\widetilde{K}_{\beta,m}}(t))_{t \geq 0} \), with the growth rate not exceeding \( \omega_{\beta,m}. \) Since, by [4, Theorem 5.2],
\[
R(\lambda, K_{\beta,m}) = \sum_{n=0}^\infty R(\lambda, Z_{\beta,m})(B_m R(\lambda, Z_{\beta,m}))^n, \quad \lambda > \omega_{\beta,m},
\]
and, using (46), we see that \( K_{\beta,m} = \widetilde{K}_{\beta,m}, (S_{\widetilde{K}_{\beta,m}}(t))_{t \geq 0} = (S_{K_{\beta,m}}(t))_{t \geq 0} \) and hence the latter is quasi-contractive. \( \square \)

4.3. A characterization of \( (S_{K_{\beta,m}}(t))_{t \geq 0} \). By virtue of Lemma 4.2 and subsequent Theorems 4.4 and 4.5, \( (K_{\beta,m}, D(\mathcal{Z}_{\beta,m})) \) is a multiplicative perturbation of \( (K_{0,m}, D(\mathcal{Z}_{0,m})) \), where the multipliers \( (I + E_\lambda) \) and \( (I + E_\lambda)^{-1} \) are compact perturbations of the identity. This fact, combined with the approach from [19, Section 6.4], yields the following characterization of \( (S_{K_{\beta,m}}(t))_{t \geq 0} \), with \( \beta \neq 0 \).

**Theorem 4.7.** Assume that (7), (10) and (16), with (47), are satisfied. Additionally, let
\[
\beta \in X_k^+, \quad k + p \leq m,
\]
\[
\partial_{\beta} \in X_{m-1}^+.
\]
Then \( (S_{K_{\beta,m}}(t))_{t \geq 0} \) is similar to a compact perturbation of \( (S_{K_{0,m}}(t))_{t \geq 0} \), i.e.,
\[
(I + E_\lambda)^{-1}S_{K_{\beta,m}}(t)(I + E_\lambda) - S_{K_{0,m}}(t) \in \mathcal{X}(X_m), \quad t \geq 0.
\]

**Proof.** (a) On the account of (38), the elementary identity \( (I - Z_m)e_\lambda = 0 \) and the inclusions \( D(Z_{0,m}), D(Z_{\beta,m}) \subset D(A_m) \), for \( \lambda > \omega_{r,m} + \beta_m \), we have
\[
(I + E_\lambda)^{-1}(I - K_{\beta,m})(I + E_\lambda)f
\]
\[
= (I - K_{0,m})f + e_\lambda(\beta, K_{0,m}f)
\]
\[
- \left[ \lambda e_\lambda(\beta, f) + (I + E_\lambda)^{-1}B_m E_\lambda f \right], \quad f \in D(Z_{0,m}).
\]
Note that \( e_\lambda \in D(A_m) \), therefore, by virtue of (37a) and (36), the rank-one operator \( \lambda e_\lambda(\beta, f) + (I + E_\lambda)^{-1}B_m E_\lambda f \) is bounded in \( X_m \) and hence, is compact.

(b) We let \( D_{0,m} := e_\lambda(\beta, K_{0,m}). \) In view of (52), for \( f \in D(Z_{0,m}) \), we have
\[
\langle \beta, B_m u \rangle = \int_0^y a(y)u(y) \left( \int_0^y b(x,y)\beta(x)dx \right) dy \leq \beta_k \int_0^\infty a(y)u(y) \left( \int_0^y b(x,y)(1 + x^k)dx \right) dy
\]
\[
\leq 2\beta_k b_0 a_0 \int_0^\infty u(y)(1 + y^m)dy = 2\beta_k b_0 a_0 \|u\|_m.
and

\[ \langle \beta, Z_{0,m}u \rangle = \int_0^\infty \beta(x) \partial_r (r(x)u(x)) dx - \int_0^\infty \beta(x) a(x) u(x) dx \]

\[ = \lim_{x_1 \to \infty} \beta(x_1) r(x_1) u(x_1) - \lim_{x_0 \to 0^+} \beta(x_0) r(x_0) u(x_0) \]

\[ - \int_0^\infty \partial_x \beta(x) r(x) u(x) dx - \int_0^\infty \beta(x) a(x) u(x) dx \]

\[ = - \int_0^\infty \partial_x \beta(x) r(x) u(x) dx - \int_0^\infty \beta(x) a(x) u(x) dx, \]

where (31) and (50) (as \( k < m \)) are used to show that both limits vanish. The estimates show that \( D_m \) extends to a bounded rank-one (and hence compact) operator \( D_m \) in \( X_m \). Thus, from (54) it follows that \((K_{\beta,m}, D(Z_{\beta,m}))\) is similar to a compact perturbation of \((K_{0,m}, D(Z_{0,m}))\) and hence, by [19, Chapter II, Section 2.1], generates a semigroup \((S_1(t))_{t \geq 0}\) satisfying

\[ (I + E\lambda)^{-1} S_1(t)(I + E\lambda) - S_{K_{0,m}}(t) \in \mathcal{K}(X_m), \quad t \geq 0. \]

By the uniqueness of the generator, \((S_1(t))_{t \geq 0}\) must coincide with \((S_{K_{\beta,m}}(t))_{t \geq 0}\) of Theorem 4.5 and (53) follows.

5. Irreducibility of the semigroup. An important part in the existence of the spectral gap of a semigroup is played by its irreducibility. In contrast to the pure fragmentation semigroup, which is not irreducible, here we have an interplay of the growth mechanism and fragmentation, which reduces the size of particles, and these antagonistic processes, under natural assumptions on the fragmentation rate \( a \) and the daughter particles distribution function \( b \), yield irreducibility of the solution semigroup.

The irreducibility can be ensured by two mechanisms. In general, if we allow \( a \) to be zero over some set \( I \) (see Remark 2) then, to make sure that there is sufficient flow "downward", we must assume that the particles that can split, produce daughter particles of sufficiently small sizes so that the process will not be confined to sizes larger than that in \( I \). This can follow if the gain of particles of smaller sizes, entering the ensemble after splitting of a \( y \)-size particle due to the fact that \( b(x, y) > 0 \) for some \( x < y \), is sufficiently uniform to eventually fill up \( \mathbb{R}_+ \). Otherwise, this can be also ensured by a nonzero \( \beta \), which generates particles of "zero" size entering the system out from particles of sizes \( y \in \text{supp } \beta \). This corresponds to classical results from McKendrick–von Foerster equation in population theory, where the model fails to be irreducible if the old (in this case large) individuals cannot reproduce, see e.g., [20, Theorem 5.2].

To make these physical intuitions precise, we have to introduce some notation. In this case, as a consequence of (15), we see that for any \( y > 0 \)

\[ \emptyset \neq \text{supp } b(\cdot, y) \subset [0, y]. \quad (55) \]

Here and elsewhere in the paper, for a measurable function \( f \), by \( \text{supp } f \) we understand the essential support of \( f \), that is, the complement of the set on which \( f \) is almost everywhere equal to 0 and by \( \text{sup and inf } \) we understand the essential supremum and infimum. Then, for any \( y \in \mathbb{R}_+ \), we define

\[ \delta(y) = \text{inf } \text{supp } b(\cdot, y). \]

Note that, in agreement with Remark 2, we decided to use \( b \) rather than \( ab \) here, as then \( \delta(y) = y \) for \( y \notin \mathcal{A} := \text{supp } a \) is well-defined, whereas \( \text{supp } ab \) is empty for such \( y \). The function \( \delta \) satisfies

\[ 0 \leq \delta(y) < y, \]

for any \( y \in \mathcal{A} \). Next, for any \( z > 0 \), we define

\[ c(z) = \inf_{y \leq z} \delta(y). \]

Then also

\[ 0 \leq c(z) \leq z. \]
For any $z_0 > 0$, the sequence $(z(n, z_0))_{n \geq 1} = (c^{(n)}(z_0))_{n \geq 1}$, where $c^{(n)}(z_0) := c(c(\cdots c(z_0)))$ is nonincreasing and bounded from below and thus has a limit, say $c_\infty(z_0)$. Let

$$\bar{c} := \sup_{z_0 \in \mathbb{R}_+} \{c_\infty(z_0)\}.$$  

**Lemma 5.1.**

1. If $c(\bar{c}) \geq \bar{c}$, then for any $z \geq \bar{c}$ we have $c_\infty(z) = \bar{c}$.
2. If $c(\bar{c}) < \bar{c}$, then for any $z > \bar{c}$, $c(z) > \bar{c}$ and $c_\infty(z) = \bar{c}$.

Hence, $\bar{c} = \max_{z \in \mathbb{R}_+} \{c_\infty(z)\}$ and, in particular, $\bar{c}$ is isolated in $\{c_\infty(z)\}_{z \in \mathbb{R}_+}$ and it can be only approached by sequences $(c^{(n)}(z))_{n \geq 1}, z \geq \bar{c}$, from above.

**Proof.** In case 1., first we observe that the assumption, and $\bar{c}(z) \leq z$, implies $c(\bar{c}) = \bar{c}$. Further, properties of infimum imply $c(z_1) \leq c(z_2)$, provided $z_1 \leq z_2$. From this, it follows that for any $z \geq \bar{c}$, we have

$$c^{(n)}(z) \geq c^{(n)}(\bar{c}) = \bar{c},$$

and hence, $c_\infty(z) \geq \bar{c}$. From the definition of $\bar{c}$, $c_\infty(z) = \bar{c}$. 

**Figure 1.** Illustration of two cases of $\text{supp } ab$. On the left, $\text{supp } ab$ extends to infinity for any $x > 0$, as in Remark 3.(a). On the right, $\text{supp } ab$ allows to reach $x = 0$ by iterations.

**Figure 2.** The case of Lemma 5.1.(2). Here $c_\infty(\bar{c}) < \bar{c}$ and $\bar{c}$ for any $z > \bar{c}$.
In case 2., assume that for some $z > \bar{c}$, we have $c(z) \leq \bar{c}$. Then for all $y \leq z$ it holds $c(y) \leq \bar{c}$ and, iterating and using the assumption, $c^{(n)}(z) < \bar{c}$ for all $n$. By monotonicity, $c_\infty(z) < \bar{c}$. Using this observation, we see that it is impossible to have $c_\infty(x) = \bar{c}$ for any $x > z$. Indeed, again using the monotonicity, we would have $c^{(n)}(z) \in [\bar{c}, \bar{c}]$ for sufficiently large $n$. But then, from the first part, $c_\infty(x) < \bar{c}$, contradicting the hypothesis. Summarizing, by the definition of $\bar{c}$, the only possible situation in this case is $c(\bar{c}) < \bar{c}$ and $c(z) > \bar{c}$ for $z > \bar{c}$, see Fig. 2. If we take any such $z$, then $\bar{c} < c(z) \leq z$, and we see that $(c^{(n)}(z))_{n \geq 1}$ is confined to $[\bar{c}, z]$ and thus converges to $\bar{c}$, by its definition.

This shows that $\bar{c}$ cannot be approached from below by elements of the set $\{c_\infty(z)\}_{z \in \mathbb{R}_+}$ and since naturally it cannot be approached from above by such elements, it must be an isolated point and hence the supremum is attained. Since the sequences $(c^{(n)}(z))_{n \geq 1}$ are nonincreasing, $\bar{c}$ can be approximated by such sequences with $z \geq \bar{c}$ only from above. \hfill \Box

**Theorem 5.2.** Semigroup $(S_{K_\beta,m}(t))_{t \geq 0}$ is irreducible if and only if

$$\sup \text{supp } \beta = \infty$$

or

$$\sup \text{supp } \beta > \bar{c}$$

or

$$\bar{c} = 0.$$  \hfill (56) \hfill (57) \hfill (58)

**Proof.** By (39a), we have

$$[R(\lambda, Z_{\beta,m})]f(x) = [R(\lambda, Z_0,m)]f(x) + e_\lambda(x)\frac{\beta, R(\lambda, Z_0,m)f}{1 - \beta, e_\lambda}$$

$$= [(I + E_\lambda)R(\lambda, Z_0,m)]f(x),$$

where

$$[R(\lambda, Z_0,m)]f(x) = \frac{e^{-\lambda R(x)+Q(x)}}{r(x)} \int_0^x f(y)e^{\lambda R(y)+Q(y)} dy$$

and

$$R(\lambda, K_{\beta,m}) = R(\lambda, Z_{\beta,m}) \sum_{n=0}^{\infty} [B_{\beta,m}R(\lambda, Z_{\beta,m})]^n.$$  \hfill (59)

Let $g > 0$ and set $z_g = \sup\{z : g(z) = 0 \text{ a.e. on } [0,z]\}$. If $z_g = 0$, then already $R(\lambda, Z_{\beta,m})g \geq R(\lambda, Z_0,m)g > 0$, and the result is valid. Assume then that $z_g > 0$ and observe that

$$\Psi_0(z) := [R(\lambda, Z_0,m)]g(z) = \begin{cases} \frac{e^{-\lambda R(z)+Q(z)}}{r(z)} \int_{z_g}^z g(y)e^{\lambda R(y)+Q(y)} dy, & \text{for } z > z_g, \\ 0, & \text{for } 0 \leq z \leq z_g. \end{cases}$$

Figure 3. The case when the supp $b$ allows for jumping over the gap where $\delta(y) = y$ (figure a)) and where the jump is too short (figure b)).
Hence, \([R(\lambda, Z_{0,m})g](z) > 0\) is strictly positive for \(z > z_g\), while
\[
\langle \beta, \Psi_0 \rangle = \int_{z_g}^{\infty} \beta(x)\Psi_0(x)dx > 0
\]
and
\[
[R(\lambda, K_{\beta,m})g](z) \geq [R(\lambda, Z_{\beta,m})g](z) \geq \frac{e_\lambda(z)}{1 - \langle \beta, \Psi_0 \rangle} > 0,
\]
provided (56) is satisfied. Hence, \(R(\lambda, K_{\beta,m})g\) is positivity improving.

If (56) is not satisfied, let us consider the terms \(R(\lambda, Z_{\beta,m}) \left[ B_m R(\lambda, Z_{\beta,m}) \right]^{n}\) of (59). Denoting \(\tilde{e}_\lambda = e_\lambda/(1 - \langle \beta, \Psi_0 \rangle)\), we see that
\[
R(\lambda, Z_{\beta,m})B_m R(\lambda, Z_{\beta,m}) = R(\lambda, Z_{0,m})B_m R(\lambda, Z_{0,m}) \left[ R(\lambda, Z_{0,m})B_m \right]^{n} \tilde{e}_\lambda \langle \beta, R(\lambda, Z_{0,m}) \rangle \\
+ \tilde{e}_\lambda \langle \beta, R(\lambda, Z_{0,m})B_m \rangle \langle \beta, R(\lambda, Z_{0,m}) \rangle \\
= R(\lambda, Z_{0,m})B_m R(\lambda, Z_{0,m}) + \sum_{i=0}^{n} f_i^{1} \langle \beta, R(\lambda, Z_{0,m}) [B_m R(\lambda, Z_{0,m})]^{i} \rangle,
\]
where \(f_i^{1}\) are scalar functions. Hence, making the inductive assumption
\[
R(\lambda, Z_{\beta,m})B_m R(\lambda, Z_{\beta,m})^{n} = R(\lambda, Z_{0,m})[B_m R(\lambda, Z_{0,m})]^{n} + \sum_{i=0}^{n} f_i^{n} \langle \beta, R(\lambda, Z_{0,m}) [B_m R(\lambda, Z_{0,m})]^{i} \rangle
\]
for some functions \(f_i^{n}, i = 0, \ldots, n\), we have
\[
R(\lambda, Z_{\beta,m}) \left[ B_m R(\lambda, Z_{\beta,m}) \right]^{n+1} = R(\lambda, Z_{0,m}) \left[ B_m R(\lambda, Z_{0,m}) \right]^{n+1} + \sum_{i=0}^{n} f_i^{n+1} \langle \beta, R(\lambda, Z_{0,m}) [B_m R(\lambda, Z_{0,m})]^{i+1} \rangle
\]
where \(f_i^{n+1} = f_{i-1}^{n+1}\) for \(i > 1\) and
\[
f_0^{n+1} = R(\lambda, Z_{0,m}) [B_m R(\lambda, Z_{0,m})]^{n} B_m \tilde{e}_\lambda + \sum_{i=0}^{n} f_i^{n} \langle \beta, R(\lambda, Z_{0,m}) [B_m R(\lambda, Z_{0,m})]^{i} \rangle B_m \tilde{e}_\lambda
\]
for \(n \geq 1\), with \(f_0^{0} = \tilde{e}_\lambda\).

Next, for \(z < z_g\),
\[
\Psi_1(z) := [R(\lambda, Z_{0,m})B_m R(\lambda, Z_{0,m})g](z) = [R(\lambda, Z_{\beta,m})B_m \Psi_0](z)
\]
\[\]
\[
e^{-\lambda R(z)+Q(z)} e^{\lambda R(y)+Q(y)} \left( \int_{z_g}^{y} a(s)b(y, s)\Psi_0(s)ds \right) dy,
\]
where the inner integration is, in fact, carried out over \(\mathcal{I}(z, \infty)\). Hence, \(\Psi_1(z) > 0\) for \(z > \epsilon(z_g)\).
So, in particular, if \(a(y)b(x, y) > 0\) for all \(y > 0\) and \(0 < x < y\), so that \(\epsilon(y) = 0\) for any \(y > 0\), then the result is proved. If not, then for the third term, we have
\[
\Psi_2(z) := [R(\lambda, Z_{0,m})B_m R(\lambda, Z_{0,m})]^{2}g(z) = [R(\lambda, Z_{0,m})B_m \Psi_1](z)
\]
and thus, by the same argument, \(\Psi_2(z) > 0\) for \(z > \epsilon^2(z_g)\). Using induction, we conclude that \([R(\lambda, Z_{\beta,m})g](z) > 0\) almost everywhere on \((\epsilon(z_g), \infty)\).

Hence, if \(\epsilon = 0\), the theorem is proved. If not, by sup \sup \sup \beta > \epsilon\) we obtain
\[
\langle \beta, R(\lambda, Z_{0,m})[B_m R(\lambda, Z_{0,m})]^{n}g \rangle > 0,
\]
for sufficiently large \(n\) and, since \(f_n^{n}(z) = \tilde{e}_\lambda(z) > 0\) for all \(z > 0\), the result follows.
To prove the necessity, negating (56)–(58), we have \(0 < \bar{c} < \infty\) and \(\sup \text{supp} \beta \leq \bar{c}\). Let us consider \(f\) supported in \([\sigma, \infty)\) for some \(\sigma > \bar{c}\). Then, by Lemma 5.1, the supports of \([R_m(\lambda, Z_{0,m})]^n f\), \(n \geq 0\), are confined to \([\bar{c}, \infty)\) and thus

\[
(\beta, R(\lambda, Z_{0,m})[R_m(\lambda, Z_{0,m})]^n y) = 0,
\]

for any \(n\) due to the assumption on \(\beta\). Hence \(\text{supp} R(\lambda, K_{\beta,m}) f \subset [\bar{c}, \infty)\) and the semigroup is not positivity improving. \(\square\)

This theorem generalizes many earlier results.

**Remark 3.** (a) For instance, in [27] the authors used the assumption that for any \(n\) positivity improving.

(b) The second group of assumptions shows that both \(\lambda, Z_{0,m}\) and \(\text{supp} b\) overlap with \([\bar{c}, \infty)\). Then \(\cdot \beta, Z_{0,m}\), for irreducibility it is even sufficient to have

\[
\gamma > \delta > x > \bar{c}.
\]

(c) On physical grounds, we expect that if a particle fragments, it produces at least two daughter particles, and not all daughter particles will have masses close to \(y\), \(\delta\) for some \(x > \bar{c}\). Indeed, as observed in [27, Corollary 22], under assumptions (7), (8), (16), (21), (40) and the additional hypothesis (25) (see the discussion in Section 3), the semigroup \((S_{K_{0,m}}(t))_{t \geq 0}\) is resolvent compact. Combining this fact with Theorems 4.7 and 5.2, we have

\[
(\beta, R(\lambda, Z_{0,m})[R_m(\lambda, Z_{0,m})]^n y) = 0,
\]

so that the null-set is given by

\[
R_+ \setminus \text{supp} a = \bigcup_{k \in \mathbb{Z}} [\alpha_k, \beta_k).
\]

Then \(\bar{c} = 0\) if and only if for each \(k \in \mathbb{Z}\) there exists \(r > k\) such that \(\theta(y) < \beta_k\) for some \(y \in (\alpha, \beta_k)\). In other words, for any gap \([\beta_k, \alpha_{k+1}]\) of the support of \(a\), there must be a point in one of the following intervals of the support of \(a\) on which \(\text{supp} b\) overlaps with \([\beta_k, \alpha_{k+1}]\).

On physical grounds, we expect that if a particle fragments, it produces at least two daughter particles, and not all daughter particles will have masses close to \(y\), \(\delta\) for some \(x > \bar{c}\). Indeed, as observed in [27, Corollary 22], under assumptions (7), (8), (16), (21), (40) and the additional hypothesis (25) (see the discussion in Section 3), the semigroup \((S_{K_{0,m}}(t))_{t \geq 0}\) is resolvent compact. Combining this fact with Theorems 4.7 and 5.2, we have

**Theorem 6.1.** Assume (7), (8), (10), (16), (21), (25), (47) and (52) are satisfied. Assume further that one of the hypotheses of Theorem 5.2 holds. Then \((S_{K_{0,m}}(t))_{t \geq 0}\) has a spectral gap, i.e.,

\[
r_{ess}(S_{K_{0,m}}(t)) < r_{\sigma}(S_{K_{0,m}}(t)), \quad t > 0,
\]

where \(r_{ess}(\cdot)\) and \(r_{\sigma}(\cdot)\) denote the essential spectral and the spectral radii, respectively.

**Proof.** (a) The first group of assumptions ensures that the resolvents \(R(\lambda, Z_{0,m})\) and \(R(\lambda, K_{0,m})\) are compact. These facts, combined with Theorem 4.3 and (46) (see the proof of Theorem 4.5), indicates that \(R(\lambda, Z_{0,m})\) and \(R(\lambda, K_{0,m})\) with \(\beta > 0\), are compact, provided \(\lambda\) is sufficiently large. In addition, from Theorem 4.3 and (46) it follows that

\[
R(\lambda, K_{0,m}) \leq R(\lambda, K_{0,m}).
\]

(b) The second group of assumptions shows that both \(R(\lambda, K_{0,m})\) and \(R(\lambda, K_{0,m})\) are irreducible. Since \(R(\lambda, K_{0,m}) \neq R(\lambda, K_{0,m})\), when \(\beta > 0\), the comparison theory of [22, Theorem 4.3],
combined with the spectral theory of positive $C_0$-semigroups (see e.g. [19, Chapter VI]), indicates that
\[
\frac{1}{\lambda - s(K_{0,m})} = r_\sigma(R(\lambda, K_{0,m})) < r_\sigma(R(\lambda, K_{\beta,m})) = \frac{1}{\lambda - s(K_{\beta,m})},
\]
so that
\[
r_\sigma(S_{K_{0,m}}(t)) = e^{s(K_{0,m})t} < e^{s(K_{\beta,m})t} = r_\sigma(S_{K_{\beta,m}}(t)), \quad t > 0.
\]
On the other hand, from (52) (see Theorem 4.7 and (53)), we have
\[
r_{ess}(S_{K_{0,m}}(t)) = r_{ess}(S_{K_{0,m}}(t)) \leq r_\sigma(S_{K_{0,m}}(t)).
\]
Combining the last two inequalities, we arrive at (61) and the claim is settled.

In the setting of Theorem 6.1, the resolvent $R(\lambda, S_{K_{\beta,m}})$ falls into the scope of the Perron-Frobenius theory for positive irreducible compact operators. As a byproduct of this theory, we see that $s(K_{\beta,m})$ is the simple dominant isolated eigenvalue of $(K_{\beta,m}, D(Z_{\beta,m}))$. Let $u_{\beta,m} \in X_{m,+}$ and $u_{\beta,m}^* \in X_{m,+}^*$ be the associated positive eigenfunctions of $(K_{\beta,m}, D(Z_{\beta,m}))$ and its transpose $(K_{\beta,m}^*, D(K_{\beta,m}^*))$, respectively. In the usual way, we define the eigenprojector
\[
\mathcal{P} = u_{\beta,m}^* u_{\beta,m}.
\]

With this notation, the standard asynchronous exponential growth theory for positive $C_0$-semigroups (see e.g. [19, Theorem VI.3.5]) yields

**Corollary 1.** Under the hypothesis of Theorem 6.1, there exist positive constants $\varepsilon$ and $c$, such that
\[
\|e^{-s(K_{\beta,m})t} S_{K_{\beta,m}}(t) f - \mathcal{P}f\|_m \leq c e^{-\varepsilon t}\|f\|_m, \quad t \geq 0,
\]
for all $f \in X_m$.

7. Explicit solutions to the growth-fragmentation problem with McKendrick-von Foerster boundary conditions. To illustrate the theory presented above, in this section we focus on a special case of (1) with the coefficients
\[
r(x) = r > 0, \quad a(x) = ax, \quad a > 0, \quad b(x,y) = \frac{2}{y} \quad \text{and} \quad \beta(x) = \beta_0 + \beta_1 x, \quad \beta_0, \beta_1 \geq 0.
\]
In this case, the theory of [10] yields closed form solutions and the abstract calculations of Sections 4–5 can be made more explicit.

7.1. Closed form solutions. Under assumptions (63), (1) takes the form
\[
\begin{align*}
\partial_t u(x,t) &= -r \partial_x u(x,t) - axu(x,t) + 2a \int_x^\infty u(y,t)dy, \quad x, t > 0, \quad (64a) \\
u(x,0) &= u_0(x), \quad x > 0, \quad (64b) \\
u(0,t) &= \beta_0 M_0(t) + \beta_1 M_1(t) \quad t > 0, \quad (64c)
\end{align*}
\]
where the moments of the solution are defined by $M_k(t) = \int_0^\infty x^k u(x,t)dx, k \in \mathbb{N}$. We see that $l = 0$ in (16) and $p = 1$ in (10), $\beta \in X_m^+$ for any $m > 1$ and (20) is satisfied. Hence, there exists a quasi-contractive positive semigroup $(S_{K_{\beta,m}}(t))_{t \geq 0}$ solving (64), such that $u(\cdot, t) = [S_{K_{\beta,m}}(t)u_0](\cdot) \in D(Z_{\beta,m})$, whenever $u_0 \in D(Z_{\beta,m})$. As a consequence, for regular input data $u_0$ the semigroup solutions are strongly differentiable in $X_m$ and
\[
\int_0^\infty x^i \partial_t u(x,t)dx = \frac{dM_i(t)}{dt}, \quad i = 0,1.
\]
On the account of Lemma 4.6 and (64c), the first two moments satisfy
\[
\begin{align*}
M_0^0(t) &= a_0 M_0(t) + a_1 M_1(t), \\
M_1^0(t) &= r M_0(t), \quad (65)
\end{align*}
\]
where for the sake of brevity, we let $a_0 := r \beta_0$ and $a_1 := r \beta_1 + a$. The eigenvalues of the matrix, appearing in the right-hand side of (65), are
\[
\lambda_{\pm} = \frac{a_0 \pm \sqrt{a_0^2 + 4a_1}}{2}.
\]
and the solution are given explicitly by the formulae

\[
M_0(t) = \frac{\lambda_+ e^{\lambda_+ t} - \lambda_- e^{\lambda_- t}}{\lambda_+ - \lambda_-} M_0(0) + \frac{\lambda_+ \lambda_- (e^{\lambda_+ t} - e^{\lambda_- t})}{r(\lambda_- - \lambda_+)} M_1(0) = K_{0,1}(t)M_0(0) + K_{0,1}(t)M_1(0),
\]

\[
M_1(t) = \frac{r(e^{\lambda_+ t} - e^{\lambda_- t})}{\lambda_+ - \lambda_-} M_0(0) + \frac{\lambda_+ e^{\lambda_+ t} - \lambda_- e^{\lambda_- t}}{\lambda_+ - \lambda_-} M_1(0) = K_{1,1}(t)M_0(0) + K_{1,1}(t)M_1(0).
\]

From the inequality \(\lambda_- < 0 < \lambda_+\), it follows that \(K_{i,j}(t) \geq 0\), \(i, j = 0, 1\), for \(t \geq 0\). Hence, \(M_i(t), i = 0, 1\), are positive for positive regular data \(\xi\) for \(\xi < 0\) and define new initial condition \(u_0(\xi)\) determines the solution only for \(\xi > 0\), see Fig. 4. To determine the solution in the sector \(-rt < \xi < 0\), we solve (68a) in the whole upper \((\xi, t)\)-plane. For that, we extend the original initial data \(u_0(\xi)\) for \(\xi < 0\) and define new initial condition \(\phi(\xi) = u_0(\xi) + \psi(\xi)\) so that \(\psi(\xi) = 0\) for \(\xi > 0\), while the associated extended solution \(v\) satisfies

\[
v(-rt, t) = \beta_0 M_0(t) + \beta_1 M_1(t).
\]

As in [10], we set \(w(\xi, t) := e^{at \frac{\xi^2}{2}} v(\xi, t)\), so that (68a) (extended to \(\xi < 0\)) takes the form

\[
\partial_t w(\xi, t) = 2a \int_{\xi}^{\infty} e^{-at(s-\xi)} w(s, t)ds, \quad t > 0, \quad \xi \in \mathbb{R},
\]

\[
w(\xi, 0) = u_0(\xi) + \psi(\xi), \quad \xi \in \mathbb{R},
\]

\[
\partial_t v(\xi, t) = -a(rt + \xi) v(\xi, t) + 2a \int_{\xi}^{\infty} v(s, t)ds, \quad rt > \max\{0, -\xi\},
\]

\[
v(\xi, 0) = u_0(\xi), \quad \xi > 0.
\]

The characteristic transformation maps the entire first quadrant of the \((x, t)\)-plane onto the region \(S = \{(\xi, t) | rt \geq \max\{0, -\xi\}\}\) of the \((\xi, t)\)-plane, however, the family of characteristic lines starting in the positive part of \(\xi\)-axis do not cover the entire set \(S\). As a consequence, in these coordinates the initial data \(u_0(\xi)\) determines the solution only for \(\xi > 0\), see Fig. 4. To determine the solution in the sector \(-rt < \xi < 0\), we solve (68a) in the whole upper \((\xi, t)\)-plane. For that, we extend the original initial data \(u_0(\xi)\) for \(\xi < 0\) and define new initial condition \(\phi(\xi) = u_0(\xi) + \psi(\xi)\) so that \(\psi(\xi) = 0\) for \(\xi > 0\), while the associated extended solution \(v\) satisfies

\[
v(-rt, t) = \beta_0 M_0(t) + \beta_1 M_1(t).
\]

As in [10], we set \(w(\xi, t) := e^{at \frac{\xi^2}{2}} v(\xi, t)\), so that (68a) (extended to \(\xi < 0\)) takes the form

\[
\partial_t w(\xi, t) = 2a \int_{\xi}^{\infty} e^{-at(s-\xi)} w(s, t)ds, \quad t > 0, \quad \xi \in \mathbb{R},
\]

\[
w(\xi, 0) = u_0(\xi) + \psi(\xi), \quad \xi \in \mathbb{R},
\]

\[
\partial_t v(\xi, t) = -a(rt + \xi) v(\xi, t) + 2a \int_{\xi}^{\infty} v(s, t)ds, \quad rt > \max\{0, -\xi\},
\]

\[
v(\xi, 0) = u_0(\xi), \quad \xi > 0.
\]
where \( u_0(\xi) = 0 \) for \( \xi < 0 \), while \( \psi(\xi) = 0 \) for \( \xi > 0 \). By [10, Section 5.3], we have

\[
\begin{align*}
w(\xi, t) &= [(I + atg^+)u_0](\xi), \quad \xi > 0, \\
\psi(\xi) &= [(I + atg^+)u_0](\xi) + [(I + atg^+)\psi](\xi) \\
&= [(I + atg^+)u_0](\xi) + [(I + atg^+)\psi](\xi), \quad \xi < 0,
\end{align*}
\]

where \( I \) is the identity operator, \( g^+ \) denotes the antiderivative of \( [g^+ f](\xi) = \int_\xi^\infty f(s)ds, \xi \in \mathbb{R} \) and \( [g f](\xi) := \int_\xi^\infty f(s)ds, \xi < 0 \). From (70), it follows that

\[
\begin{align*}
w(\xi, t) &= u_0(\xi) + at \int_\xi^\infty [2 + at(s - \xi)]u_0(s)ds, \quad \xi > 0, \\
w(\xi, t) &= at(2 - at\xi)M_0(0) + a^2t^2M_1(0) + \psi(\xi) + at \int_\xi^\infty [2 + at(s - \xi)]\psi(s)ds, \quad \xi < 0.
\end{align*}
\]

On the account of (71b), (68b) and our definition of \( w(\xi, t) \), we conclude that the unknown initial data \( \psi(\xi) \) satisfies

\[
\begin{align*}
\psi(-rt) + 2at \int_{-rt}^0 \psi(s)ds + a^2t^2 \int_{-rt}^0 (s + rt)\psi(s)ds &= F(t), \quad t > 0, \\
\end{align*}
\]

with

\[
F(t) = e^{-\frac{at^2}{2}} \left[ \beta_0M_0(t) + \beta_1M_1(t) \right] - [2at + r\sqrt{a^2t^2}M_0(0) - a^2t^2M_1(0)] > 0.
\]

As in [10], we let \( Y(t) = e^{-\frac{at^2}{2}} \int_{-rt}^0 (s + rt)\psi(s)ds \). Then (72) takes the form

\[
Y''(t) - arY(t) = r^2 e^{-\frac{at^2}{2}} F(t), \quad Y(0) = Y'(0) = 0.
\]

The standard variation of constant formula, together with the homogeneous initial data, yields the solution

\[
Y(t) = \frac{r^2}{\sqrt{at}} \int_0^t \sinh \left( \sqrt{\ar s} \right) e^{-\frac{ar(t-s)}{2}} F(t-s)ds, \quad t > 0,
\]

which, upon backward substitution and differentiation, gives

\[
\psi(\xi) = \left[ \cosh \left( \sqrt{\frac{a}{r}} \xi \right) - 2 \sqrt{\frac{a}{r}} \sinh \left( \sqrt{\frac{a}{r}} \xi \right) \right] e^{-\frac{ar^2}{2r}} F(0) - \frac{1}{\sqrt{ar}} \sinh \left( \sqrt{\frac{ar}{r}} \xi \right) e^{-\frac{ar^2}{2r}} F'(0)
\]

\[
- \sqrt{\frac{r}{a}} \int_0^\xi \sinh \left( \sqrt{\frac{a}{r}} s \right) \frac{d^2}{ds^2} \left[ e^{-\frac{ar^2}{2r}} F \left( \frac{s - \xi}{r} \right) \right]ds, \quad \xi < 0.
\]

Returning to the original variables \( x \) and \( t \) in (71) and (73), we finally arrive at the explicit formula

\[
u(x, t) = e^{-at(x-t)^2} \begin{cases} 
 0(x - rt) + at \int_{x-rt}^\infty \left[ 2 + at(s - x + rt) \right]u_0(s)ds, & \text{if } x \geq rt; \\
 0(2 + atx^2 - ats)M_0(0) + at^2M_1(0) \\
 + \psi(x - rt) + at \int_{x-rt}^\infty \left[ 2 + at(s - x + rt) \right]\psi(s)ds, & \text{if } 0 \leq x < rt.
\end{cases}
\]
Hence, \( t > 0 \) hold uniformly for large values of \( m \). is indeed the simple dominant positive eigenpair of \((\tilde{\Phi})\).

Partial integration, together with the elementary inequality \((x + y)^m \leq 2^m(x^m + y^m), x, y \geq 0, m \geq 1\), shows that the bounds
\[
(1 + (x + rt)^m) \leq c_0 t^m(1 + s^m),
\]
\[
\int_0^\infty (1 + (x + rt)^m) [2 + at(s - x)] e^{-ats} dx \leq c_1 t^{m+1}(1 + s^m),
\]
hold uniformly for large values of \( t > 0 \), with some \( c_0, c_1 > 0 \) that depend on \( m, a \) and \( r \) only. Hence,
\[
\|u^+(., t)\|_m \leq c t^{m+1} e^{\frac{-ax^2}{2}} \|u_0\|_m,
\]
which with some \( c > 0 \) and the bulk asymptotics of \( u(x, t) \) is governed by \( u^-(x, t) \). According to (74), and in agreement with Corollary 1, \( u^-(x, t) \) is solely determined by the first two moments \( M_i(t), i = 0, 1 \).

To obtain explicit formula for the principal asymptotic term, we employ the theory of Sections 5–6. By virtue of Theorem 5.2 and assumptions (63), \( s_0 := s(K_{\beta, m}) \) is a positive simple dominant eigenvalue of \((K_{\beta, m}, D(Z_{\beta, m})), m > 1, \) and hence it satisfies
\[
s_0 v - K_{\beta, m} v = 0, \quad v \in D(Z_{\beta, m})_+.
\]
In our setting, the eigenvalue problem (76) is
\[
s_0 v(x) + r v'(x) + av v(x) = 2a \int_0^\infty v(y) dy = 0, \quad x > 0,
\]
and in agreement with Corollary 1, \( u^-(x, t) \) is solely determined by the first two moments \( M_i(t), i = 0, 1 \).

Differentiating (77a), we obtain the following second order linear homogeneous ODE
\[
r v''(x) + (s_0 + ax) v'(x) + 3av(x) = 0.
\]
Thanks the special relation between the coefficients, (78) is integrable. Indeed, upon the change of variables \( z = (s_0 + ax) \), the equation takes the form
\[
\tilde{v}'(z) + \frac{z}{ar} \tilde{v}'(z) + \frac{3}{ar} \tilde{v}(z) = 0,
\]
which is of the form of [29, Section 2.1.2.20], a particular solution of which is given by
\[
\tilde{v}(z) = \Phi \left( \frac{3}{2}, \frac{1}{2}, -\frac{z^2}{2ar} \right) = e^{-\frac{z^2}{2ar}} \Phi \left( -\frac{1}{2}, \frac{1}{2}, \frac{z^2}{2ar} \right).
\]
Here, \( \Phi \) is Kummer’s function, see [1, Formula 13.1.2] (though with symbol \( M \) instead of \( \Phi \)) and we used [1, Formula 13.1.2] for the transformation. Then, using [1, Formula 13.6.17] (or by direct substitution)
\[
\Phi \left( -\frac{1}{2}, \frac{1}{2}, \frac{z^2}{2ar} \right) = -H_2 \left( \frac{z}{\sqrt{2ar}} \right) = \frac{-1}{2} H_2 \left( \frac{z}{\sqrt{2ar}} \right) = 1 - \frac{z^2}{2ar},
\]
where \( H_2 \) and \( H_2 \) are, respectively, the probabilistic and physicist’s Hermite polynomials of second order, see [1, Chapter 22]. Taking into account that the second solution to (79) can be found by the formula
\[
\tilde{u}(z) = \Phi \left( \frac{3}{2}, \frac{1}{2}, \frac{z^2}{2ar} \right) = e^{-\frac{z^2}{2ar}} \Phi \left( -\frac{1}{2}, \frac{1}{2}, \frac{z^2}{2ar} \right),
\]
which satisfies \( \tilde{u}(z) = O(z) \) as \( z \to \infty \), we see that the only (up to a multiplicative constant) \( X_m \)-solution, \( m > 1 \), is given by
\[
v(x) = e^{-\frac{(ax + s_0)^2}{2ar}} \left( \frac{(ax + s_0)^2}{ar} - 1 \right), \quad x > 0.
\]
The solution is nonnegative if \( s_0 > \sqrt{ar} \) and satisfies (77b) if and only if
\[
s_0^2 - a_0 s_0 - r\alpha_1 = 0.
\]
The only positive root of (81) is given by \( \lambda_+ \), where \( \lambda_+ \) is defined in (66). Since \( \lambda_+ > \sqrt{ar} \), it follows that
\[
(s_0, v_0(x)) := \left( \lambda_+, \kappa e^{-\frac{(ax + s_0)^2}{2ar}} \left( \frac{(ax + s_0)^2}{ar} - 1 \right) \right), \quad \kappa = \frac{a}{\lambda_+} e^{-\frac{\lambda_+}{2ar}},
\]
is indeed the simple dominant positive eigenpair of \((K_{\beta, m}, D(Z_{\beta, m})), \) for any \( m > 1 \). Our choice of the normalization constant \( \kappa \) in (82) guarantees that \( \|v_0\|_0 = 1 \).
To determine the associated eigenprojector $\vartheta$, we consider the eigenvalue problem for the transpose $(K_{\beta,m}^*, D(K_{\beta,m}^*))$ of $(K_{\beta,m}, D(K_{\beta,m}))$, in $X_m^*$, $m > 1$. Direct calculations show that the eigenvalue problem in $X_m^*$ is

$$\lambda w(x) - rw''(x) + axw(x) - 2a \int_0^x w(y)dy - r(\beta_0 + \beta_1 x) \lim_{x \to 0^+} w(x) = 0, \quad x > 0, \tag{83a}$$

there exists $\lim_{x \to 0^+} w(x), \quad w, w' \in X_m^*, \quad m > 1. \tag{83b}$

As before, we differentiate (83a) with respect to $x$ to get

$$- rw''(x) + (\lambda + ax)w'(x) - aw(x) - r\beta_1 w(0) = 0. \tag{84}$$

Let

$$[L_\lambda f](x) = - rf''(x) + (\lambda + ax)f'(x) - af(x).$$

Any $f$ satisfying

$$[L_\lambda f](x) = r\beta_1 f(0)$$

is a solution of the equation

$$[L_\lambda f](x) = F,$$

where $F$ is a constant, and thus it is of the form

$$f(x) = C_1 f_1(x) + C_2 f_2(x) - \frac{F}{a}$$

where $f_1$ and $f_2$ are arbitrary solutions to $L_\lambda[f] = 0$. We see that we can take $f_1(x) = (\lambda + ax)$ and, as in (80), here we obtain

$$f_2(x) = (\lambda + ax) \int_0^x \frac{e^{1/2(\lambda + ax)^2} - T}{(\lambda + ax)^2} \lambda d\xi.$$

We see that $f_2$ grows faster than any polynomial as $x \to \infty$ so that, in $X_m^*$,

$$f(x) = C_1 (\lambda + ax) - \frac{F}{a}$$

where $F$ and $C_1$ are related by

$$[L_\lambda f](x) = F = r\beta_1 f(0) = r\beta_1 (C_1 \lambda - \frac{F}{a}).$$

Hence

$$C_1 = \frac{F\alpha_1}{a\lambda r\beta_1}$$

and

$$f(x) = \frac{F}{a\lambda r\beta_1} (\alpha_1 (\lambda + ax) - \lambda r\beta_1) = \frac{F}{\lambda r\beta_1} (\lambda + \alpha_1 x)$$

Thus, the only (up to a multiplicative constant) eigenfunction of (84) in $X_m^*$ is given by

$$w(x) = \lambda + \alpha_1 x.$$ Returning with such a $w$ to (83a), we find that $w$ solves it if and only if $\lambda$ satisfies (81).

Since we are looking for positive solutions, it follows that $s_0 = \lambda_+$ and

$$(s_0, u_0(x)) := (\lambda_+, \sigma(\alpha_1 x + \lambda_+)), \quad \sigma = \frac{1}{\lambda_+ - \lambda_-}, \tag{85}$$

is the positive left eigenpair of $D(Z_{\beta,m})$, normalized so as $(u_0, u_0) = 1$. Hence, $\vartheta u = (u_0, u_1) v_0$ and, on the account of Corollary 1, we have

$$e^{-\lambda_+ t} u(x, t) = (u_0, u_0) v_0(x) + o(1) = \left[ \frac{\lambda_+}{\lambda_+ - \lambda_-} M_0(0) + \frac{\lambda_+ \lambda_-}{r(\lambda_- - \lambda_+)} M_1(0) \right] v_0(x) + o(1), \tag{86}$$

in $X_m$, $m > 1$, uniformly for large values of $t > 0$.

To illustrate the asymptotic formula, we compare dynamics governed by (74) and by (86) for large values of $t > 0$. For the sake of simplicity, we take

$$a = r = 1, \quad \beta_0 = \beta_1 = \frac{1}{2}, \quad u_0(x) = \left( \frac{5}{2} e^x + 1 \right) e^{-2x}.$$ 

In these settings,

$$\lambda_+ = \frac{3}{2}, \quad \lambda_- = -1, \quad u_0(0) = M_0(0) + M_1(0) = 1,$$

so that $u_0 \in D(K_{\beta,m})$, $m > 1$, and the semigroup solution (74) is regular in the spatial domain $\mathbb{R}_+$. The normalized exact solution $e^{-\lambda_+ t} u(x, t)$ of (74) and its snapshots at $t = 0$ and at $t = (2i + 1)r$, $0 \leq i \leq 4$, with $\tau = \frac{1}{2}$, are plotted in the top-left and the top-right diagrams of Fig. 5, respectively.
In agreement with (86), after a short transition stage the solution settles to its asymptotic profile \( \langle w_0, u_0 \rangle v_0(x) \), which is shown in red in the top-right diagram of Fig. 5. The asymptotic profile does not depend on the particular shape of the initial data. To illustrate this point, we repeat our calculations, but this time for \( u_0(x) = (2x^2 + 1)e^{-2x} \), see the two bottom diagrams in Fig. 5. As postulated by the asynchronous exponential growth property, there are no qualitative changes in the large time behavior of \( e^{-\lambda t} u(x,t) \). As \( t \) increases, the normalized solution approaches the same limit \( \langle w_0, u_0 \rangle v_0(x) \) (shown in red) as in the previous example.

8. Conclusion. In the paper, we discussed global well-posedness and large-time asymptotics of the growth-fragmentation equation equipped with unbounded transport and fragmentation rates and with non-local McKendrick–von Foerster boundary condition. The results of this paper build upon the well-posedness theory in \( X_m, m > 1 \), developed in [7] for (1) with homogeneous Dirichlet boundary conditions (\( \beta = 0 \)). The novelty of this paper lies in extending the well-posedness theory, developed in [6] only for \( m = 1 \), to \( X_m \) with \( m > 1 \), and also in generalizing the long-time asymptotics results, obtained in [27] for \( \beta = 0 \), to the general McKendrick–von Foerster setting. Our approach is based on the observation that in an appropriate functional setting, the semigroup, governing solution to the non-local model, can be realized as a compact perturbation of the semigroup associated with the same model but equipped with homogeneous Dirichlet boundary data. This significantly simplified formal analysis and allowed us to transfer results available for the former problem directly to our non-local settings. In particular, we demonstrated that the very recent spectral gap theory of [27], coupled with new perturbation results and complete characterization of the irreducibility of involved semigroups in Sections 4 and 5, respectively, yields
a complete description of the long time dynamics of the full model under mild restrictions on its coefficients.

In the last section, we found explicit solutions and the Perron eigenpair of a toy growth–fragmentation models (64) that, nevertheless, is considered in applications. We could see that finding large-time behaviour of solutions by direct methods is an extremely tedious exercise. In this sense, the irreducibility and the spectral gap theories of Sections 5–6 provide a powerful tool that, in a good number of practical cases, yields a straightforward description of the growth–fragmentation dynamics for large values of $t > 0$.
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