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ABSTRACT In recent years, network operators are receiving an outsize amount of data due to the increasing number of mobile network subscribers, network services and device signalling. This trend increases with the deployment of 5G that will provide advanced connectivity to wireless devices and develop new services. Network analytics must allow telecommunications operators to improve their services and the infrastructure extracting useful information from large amounts of data. A methodology based on orthogonal projections was developed in order to analyze the network information and facilitate the management and the operations to network providers. In the current study, different key points selection algorithms are investigated in order to make a quantitative and qualitative evaluation and analyze the performance of those algorithms which use different approaches to select these points, which will be utilized in the methodology. A novel synthetic data set has also been developed to statistically evaluate the effect of the key points selection algorithms in the clustering, as well as, measure the performance of the aforementioned methodology. Finally, these key points selection algorithms are used in a real scenario to evaluate the impact of the different approaches in the analysis.

INDEX TERMS 5G, data analysis, mobile networks, network analytic.

I. INTRODUCTION

Nowadays, it is estimated that networks generate and exchange around 2.5 exabytes of data daily [1]. With this massive amount of data, and the expected increase in 5G [2], network operators must examine the information extracted from their infrastructure in order to analyze and manage their networks efficiently. In the mobile wireless network, there are many measurements which are continuously exchanged between the mobile node and the network. This information usually is saved in a data set called Call Detailed Record (CDR) [3], [4]. With this information, the operators can take effective control of the network and optimize their resources[5]. This information also allows service providers to optimize the customer’s experience analyzing relevant historical data, and, finally, with this network analytics, efficient network planning can be done due to the analyzed information reveals the behaviour of the users. These are the reason which network operators monitor the network performance continuously and analyze all the data extracted from it [6].

In previous works [7], [8], a novel unsupervised methodology which exploits call detailed record information collected from the core network of a real mobile cellular network was presented. This methodology uses the linear mixture model [9]–[12] in order to describe a particular data set based on the network information in the metropolitan area of Milan. The spatio-temporal information contained within the CDR helps to analyze user-specific activity in a certain region...
at a particular time and date. The methodology proposed extracts this activity, which has been called comportment, using an algorithm called Orthogonal Subspace Projection (OSP) [13]. The results obtained showed that some characteristics could be inferred from the comportment of the network due to spatio-temporal relationships with mobile network usage, such as the network usage increment in a professional football match or the network usage in different Points of Interest (POIs) like Duomo, Milano Central or Politecnico di Milano.

The information extracted from the real data set was checked against public information of those POIs. Due to the lack of data set’s ground-truth [14], it is necessary to create a synthetic data set, similar to the real one, to validate the methodology and prove its efficiency. It is also important to analyze the algorithm which selects the key points, which are used as signatures in the methodology. In previous works, the methodology only was proved using the OSP algorithm. Other algorithms must be tested to analyze the methodology and to compare the obtained results. The main contributions of this paper are summarized below:

- A qualitative and quantitative comparison between three key points selection algorithms that have been introduced to extract the comportments is part of the methodology proposed. These algorithms use different approaches to extract the key points; two of them use the simplex method to extract these key points. On the other hand, the last approach minimizes the remaining error of the analyzed data set when a new key point is selected. To the best of our knowledge, no earlier studies address the key points algorithms’ extraction using these techniques, representing and analyzing real CDR data sets.

- Two new synthetic data sets have been developed in order to analyze in-depth the methodology proposed in previous works [7], [8] and to provide a valid reference for numerical measures. These data sets are based in a fractal algorithm that allows creating different scenarios and intervals that simulate the geographic distribution of urban regions, similar to the information contained in a real CDR data set.

- Along with the experiments carried out on the synthetic data, the results of the different variations of the proposed methodology in a real scenario are presented.

The rest of this paper is organized as follows. Section II summarizes the methodology used, and presents the three key points selection algorithms. A set of experiments based on the described methodology with the signatures extracted from the three key points algorithms are introduced in Section III in order to provide an analytical comparison. Finally, Section IV contains some conclusions and future research lines.

II. KEY POINTS SELECTION ALGORITHMS
The methodology presented in [7] requires different key points which will be used to classify the network CDR, and is based on the linear model defined in Equation 1

\[ Y = U\alpha + e \]  

where \( Y \) is the complete data set, \( U \) is the comportment abundance in a particular area, \( \alpha \) is the weight matrix, and \( e \in \mathbb{R} \) is a matrix that represents the error introduced during the process. In this section, we briefly present a reminder of this methodology, its steps, and also a comparison of three methods applied in the key point extraction step, allowing us to visualize how accurate these variations are. Each method faces the problem from different approaches, enabling new applications in contexts of need, such as the available computing power.

A. METHODOLOGY TO ANALYZE MOBILE NETWORK DATA SETS
Due the new services deployed [15], [16] and the densification of the network brought by 5G, mobile communications currently provide a large amount of data. [17]. This will force the operators to track and analyze the information in order to assess the network usage. In mobile networks, part of this information is contained in the CDR data sets. These data set contains geolocated information and allows to analyze the network information to a concrete space and time evaluating the information obtained in different sub-areas covered by the network provider. These data sets can be organized as a three-dimensional data cube, as shown in Figure 1, where the first two coordinates are the spatial components and the third dimension is the network information collected in these areas and modified to ensure the anonymity of users and devices, leaving only network related information, by the network operator[14]. The first assumption made in the methodology used in this paper, concerns to the physical mobile network data...
infrastructure, supposing that there are a limited number of possible *comportments* and each sub-area is a linear combination of these limited number of signatures.

The first step in the methodology is to extract these key points, which will represent the signatures of the data set. These key points will be used as reference vectors which describe the classes found in the data set. In order to assign each sub-area to the closest *comportment* described by the extracted key point, a Euclidean distance-based technique is performed. With this technique, a relationship between each *comportment* and every sub-area is established.

The module sorts the key points to represent the results obtained, ordering the *comportments* from lowest to highest usage of the network.

Figure 2 illustrates an example of a resulting clustering in a map. In the example, the analyzed data is aggregated hourly, and hence, the number of classes analyzed is 120 [7]. The same information is superposed to the Milan city centre map, where the usage of the network can be analyzed in different sub-areas of the city. As could be observed, there are different levels of network usage, being the colored in red the highest network usage, located in the centre of the city. Middle network usage is located in the surrounding areas of the city center and the colours that represent this usage goes from green to yellow. Finally, the blue colour represents the areas with a low network usage.

**B. ITERATIVE ERROR ANALYSIS**

Iterative Error Analysis (IEA) algorithm, originally described in [18], aims to select a conjunction of cells as key points, denoted by $U$, which will be assumed as *comportments* of the data set, through the iterative reconstruction of the original data $Y$. The algorithm adds, one by one, *comportments* to the set $U$, accordingly the weights of each *comportment* $\alpha$ will vary to fit the equation. After that, it generates a reconstructed CDR $Y'$, which is compared with the original looking for differences among them, extracting the new values of $U$ in the next iteration.

Step by step, the algorithm starts selecting the first theoretical *comportment* of the set $u_0$, by calculating the average vector value of the data set (Eq. 2). This first element will not be part of the set $U$, but it is used to find the point of greatest average deviation of the set ($u_1$).

$$u_0 = \text{avg}(Y) = \frac{\sum^n_i y_i}{n} \tag{2}$$

where $n$ is the total number of sub-areas of the data set and $y$ refers to each sub-area. Using the subspace defined by its basis, $U$, for any vector $y_n = [y_0, y_1, \ldots, y_f] \in Y$, the projection of $y_n$ on $U$ is given by Equation 3.

$$\alpha_{c \times 1} = P(U)(y_n) = U(U^T U)^{-1} U^T y_n \tag{3}$$

Generalizing for all sub areas of $Y$, Eq. 4 describes the result in the weights $\alpha$ of each *comportment* selected in the set $U = \{u_0, u_1, \ldots, u_c\}$, being $c$ the number of *comportments*.

$$\alpha_{c \times n} = P(U)(Y) = U(U^T U)^{-1} U^T Y \tag{4}$$

To measure the error, the weights and the *comportment* set are used to solve the linear equation and obtain the reconstructed CDR, denoted by $Y'$, which is used to make a comparison with the original data $Y$ through the Root Mean Square Error described in Equation 5.

$$\text{RMSE}(Y, Y') = \sqrt{\frac{\sum^F_i (y_i - y'_i)^2}{F}} \tag{5}$$

As could be observed, the algorithm selects the key points, defined as *comportments* of the sub-areas. To select these key points different steps are involved to search the *comportments* that minimize the remaining error of the analyzed CDR of the network.
be the first of our selected targets set module point (HPM) in the data cube, which is going to as a vector.

The key points selection algorithm based on Orthogonal Subspace Projections [7]–[13] aims to find those extreme points in the \( f \)-dimensional space formed by the feature arrays collected for each sub-area of the data cube. Then, the variable space is the \( P \)-dimensional space, which covers one axis per variable, in which we can represent the comportment of a cell as a vector.

The first step of the algorithm starts looking for the highest module point (HPM) in the data cube, which is going to be the first of our selected targets set \( U \). For any vector \( y_u = [y_u, y_1, \ldots, y_f] \in Y \), and any subspace defined by its basis \( U \), the projection of \( y_u \) on \( U \) is also given by Equation 3.

Then, using the data set \( Y \) and the conjunction of comportments \( U \) used as the axes of the new vector space, the Euclidean orthogonal projector to \( U \) can be derived, as shown in Equation 6.

\[
P_U^\perp = I_f - U(U^TU)^{-1}U^T
\]

being \( I_f \) the identity matrix of dimensions \( f \times f \).

With the Euclidean orthogonal projector, every point in the data set can be projected to the new vector space, transforming the data to the new coordinate system and allowing selecting the extreme points, which are going to be the reference vectors for each class for the future clustering process.

The OSP algorithm, originally described in [13], iteratively set those comportments to the most extreme points in the new coordinate system, ensuring, in the end, that every cell is inside the simplex formed by those points, as explained in Algorithm 2.

**Algorithm 1 Pseudo Code of Iterative Error Analysis Algorithm**

**INPUTS:** \( y_{nxf} \in \mathbb{R}^f \)

\[
u_0 = \text{avg}(Y)
\]

\[
U = [u_0 | 0 | \ldots | 0]
\]

for \( i = 1 \) to \( i <= t \) do

\[
\alpha = P_U(Y)
\]

\[
Y'_i = U\alpha
\]

\[
j = \text{argmax}(\text{RMSE}(Y,Y'))
\]

\[
U[i+1,:) = Y[j,:]
\]

end for

\[
U = U[1:t,:]
\]

**C. ORTHOGONAL SUBSPACE PROJECTIONS**

The key points selection algorithm based on Orthogonal Subspace Projections [7]–[13] aims to find those extreme points in the \( f \)-dimensional space formed by the feature arrays collected for each sub-area of the data cube. Then, the variable space is the \( P \)-dimensional space, which covers one axis per variable, in which we can represent the comportment of a cell as a vector.

The first step of the algorithm starts looking for the highest module point (HPM) in the data cube, which is going to be the first of our selected targets set \( U \). For any vector \( y_u = [y_u, y_1, \ldots, y_f] \in Y \), and any subspace defined by its basis \( U \), the projection of \( y_u \) on \( U \) is also given by Equation 3.

Then, using the data set \( Y \) and the conjunction of comportments \( U \) used as the axes of the new vector space, the Euclidean orthogonal projector to \( U \) can be derived, as shown in Equation 6.

\[
P_U^\perp = I_f - U(U^TU)^{-1}U^T
\]

being \( I_f \) the identity matrix of dimensions \( f \times f \).

With the Euclidean orthogonal projector, every point in the data set can be projected to the new vector space, transforming the data to the new coordinate system and allowing selecting the extreme points, which are going to be the reference vectors for each class for the future clustering process.

The OSP algorithm, originally described in [13], iteratively set those comportments to the most extreme points in the new coordinate system, ensuring, in the end, that every cell is inside the simplex formed by those points, as explained in Algorithm 2.

**Algorithm 2 Pseudo Code of Orthogonal Subspace projection Algorithm**

**INPUTS:** \( y_{nxf} \in \mathbb{R}^f \)

\[
x_0 = \text{HPM}
\]

\[
U = [x_0 | 0 | \ldots | 0]
\]

for \( i = 1 \) to \( i < t - 1 \) do

\[
p = P_U^\perp Y
\]

\[
j = \text{argmax}_{1,\ldots,r} = \text{max} = p[j,:]
\]

\[
U[i+1,:) = Y[j,:]
\]

end for

**III. EXPERIMENTAL RESULTS**

In this section, the results obtained by the methodology using the key points selection algorithms described in the previous section, are discussed. Firstly, the methodology is applied to a synthetic data set to validate the results obtained by the three analyzed algorithms. After that, the methodology is applied to a real data set to evaluate the network comportments extracted by each algorithm.$^D$

**A. SYNTHETIC DATA SET**

This article presents two synthetic data sets built in order to prove the methodology with known data to validate the presented algorithms. The algorithms used with real data set only can be compared between each other but not with an objective measurement. Consequently, with those synthetic data sets, the results can be measured and validated qualitatively and quantitatively and be extrapolated to other real datasets and methodologies.
Algorithm 3 Pseudo Code of Simplex Growing Algorithm

**INPUTS:** \( Y_{n \times f} \in \mathbb{R}^f \)

\[
\begin{align*}
    u_0 &= \text{arg} \left\{ \max_r \left| \det \begin{bmatrix} 1 & 1 \end{bmatrix} \right| \right\} \\
    U &= [u_0 | 0 | \ldots | 0] \\
    \text{for } i = 1 \text{ to } i \leq t \text{ do} \\
    V(u_0, \ldots, u_i, r) &= \left| \det \begin{bmatrix} 1 & 1 & \ldots & 1 \end{bmatrix} \right| \\
    u_{i+1} &= \text{arg} \left\{ \max_r [V(u_0, \ldots, u_i, r)] \right\} \\
    U[i+1, :] &= u_{i+1} \\
    \text{end for} \\
    U &= U[1 : t, :] 
\end{align*}
\]

These two data sets are similar to the real data set, described in Section III-B. Both of them have three dimensions: 10000 \( \times \) 5 \( \times \) 144 and 10000 \( \times \) 5 \( \times \) 24, where the first dimension is an index that locates the spatial coordinates using a linear transformation \( I_{xy} = xl + y \), where \( I_{xy} \) is the value of the index, \( x \) and \( y \) are the values of the spatial coordinates on the two-dimensional grid and \( l \) the size of the square grid, the second dimension describes each cell, and the third dimension represents the time intervals.

The first data set is created following the same structure and size than the real one. The second data set reduces the number of intervals and simulates the real scenario where the intervals are grouped by hours, following the approach presented in [7]. The data set was created using a fractal distribution [20] to provide a baseline for simulating spatial patterns similar to a real environment.

This fractal distribution evolves in each interval following the time evolution as real data set. The classes used to generate each interval are selected, considering the represented spatial coordinate of the fractal and the interval. Each sub-area in the data follows the linear model described in Equation 1, and for this work, the cells combine five different classes, following the maximum number of comportments extracted in a single interval using the methodology [7]. These classes are extracted from a set of 720 or 120 unique classes depending on the number of time intervals of the created data set, which are 144 or 24, respectively.

With this method, the concentration of one class is not uniform through all the data set. The primary class is introduced in a proportion of \( \beta \), which defines the distribution of the other classes. Furthermore, the sub-areas are obtained following various premises: the zones of the map close to the border of a region are heavily mixed that in the centre of the region; the adjoining zones chose a primary class which is close, in the distance, to the primary class of the neighbour area; finally, to analyze various scenarios of comportments mixed in the zone, the data set is generated following different proportions, from cells mainly composed by the principal class, \( \beta = 90\% \), to a random proportion of each class in a cell.

This work intends to validate the methodology and the key points selection algorithms through a synthetic data set because it incorporates a reference to compare the results obtained, specifically to analyze the classes extracted and the accuracy of the clustering. Various metrics have been used to analyze the performance of the methodology with the synthetic data set. The first one is the Adjusted Cosine Similarity (ACS). As mentioned in Section II-A, the comportments can be defined as vectors formed with the analyzed components in the data set. As described previously, the Euclidean Distance is used to derive the similarity between two vectors, and this is used to classify the cell as a particular compartment. To measure the performance of the clustering algorithm, we require to use other tools, not only the length of two vectors, but also the angle that forms these vectors to measure the similarity. Equation 9 defines the measurement of the adjusted similarity between two vectors \( i \) and \( j \) [21].

\[
s(i, j) = \frac{\sum_{u \in U} (R_{u,i} - \bar{R}_u) \sum_{u \in U} (R_{u,j} - \bar{R}_u)}{\sqrt{\left( \sum_{u \in U} (R_{u,i} - \bar{R}_u) \right)^2} \sqrt{\left( \sum_{u \in U} (R_{u,j} - \bar{R}_u) \right)^2}} \tag{9}
\]

Being \( s(i, j) \) the similarity between the vectors. The value must be between \( 0 \leq s(i, j) \leq 1 \), which 0 means that both vectors are orthogonal each other and 1 is the same vector. The results extracted using the methodology are compared with the ground-truth, where each extracted key point is compared with every compartment of the ground-truth, using the ACS metric and selecting the closest match.

Figure 3 depicts the Cumulative Distribution Function (CDF) of the ACS between the synthetic data set taken as reference and the corresponding comportments obtained by the methodology using the key points selection algorithms described in Section II. The synthetic data set is generated using the fixed percentage of the main class (\( \beta \)), and a mixture percentage of the other classes. Those values go from \( \beta = 90\% \) to \( \beta = 25\% \) and the other classes are distributed from 10\% to 75\% depending on the value of \( \beta \). It has also been analyzed a random percentage of each class in every cell of the data set.

As can be observed in Figure 3, the IEA algorithm has the highest ACS among analyzed data sets. The algorithm looks the key points of the data set, which will be the comportments in the analysis, calculating the Root Mean Square Error between the selected points with other sub-areas of the CDR, choosing as new key points those with the highest
error. In every data set analyzed, up to 25% of the key points detected by the IEA algorithm are below 99% of similarity. That means that 75% of the key points extracted are comportments of the ground-truth. The other 25% of the key points, found by the algorithm, are vectors that are not in the ground-truth, but they are real data extracted from the data set. The algorithm chose those points due to the mean square error value is higher than other candidates.

Figure 3 also shows that there are around 5% of the analyzed points, using IEA algorithm, that are near-orthogonal. This means that the ACS value is near to 0 because the selected key points are not in the ground-truth, and form an
angle near to 90 degrees between the compartment extracted from the ground-truth and the key point selected by the IEA algorithm.

The SGA algorithm reduces the number of key points with high ACS when the mixture between the primary class and the others decrease. As shown in Figures 3(c) to 3(e), the number of classes with error are reduced compared with IEA algorithm. Figures 3(a) and 3(b) show the results of the SGA algorithm when the value of $\beta$ is small and the mixture of the different classes is high. The number of missed classes with low ACS is increased, and it is similar to the IEA algorithm, due to the SGA algorithm looks points which maximize the volume of the simplex, but these points are not close to the original class contained in the ground-truth. This is shown in Figure 3(a), where around 72% of the key points have been found in the ground-truth with a similarity of 99%. Meanwhile, around 13% of the key points have a similarity between 75% to 99% and the 3% of the classes are near-orthogonal.

Finally, the OSP algorithm finds around 87% of the compartments included in the ground-truth in the worst scenario, which is the random mixture data set (Figure 3(a)). With this algorithm, around 10% of the key points have an ACS between 75 and 99%. This result can be also observed with $\beta = 25\%$ and $\beta = 50\%$. When the mixture is reduced, using a $\beta$ greater than 50%, the OSP algorithm finds up to 96% of the compartments included in the ground-truth.

Analyzing all the scenarios, the average number of key points detected with an ACS greater than 99% using OSP algorithm is 91.83%, whereas with IEA algorithm the number of key points detected is around 77.83% and with SGA algorithm is 81.16%. The value obtained by the OSP algorithm is due to the point selection strategy followed, which enclose the rest of the analyzed points solving the simplex problem. The SGA algorithm calculates points which maximize the volume of the simplex, but under some conditions with a high mixture, these calculated points increase the ACS compared with OSP. The IEA key points selection algorithm selects the points of the data set with a higher ACS value than OSP because the algorithm selects points which have higher error compared with the rest of the points of the interval, but those points in some cases do not represent a compartment in the data set.

The second metric used to evaluate the key points selections algorithms is the overall accuracy. This measurement allows quantifying the clustering performance, evaluating the points well classified and the misclassified ones. The overall accuracy calculates the ratio between the correctly classified sub-areas and the total sub-areas in the data set. Numerically, the overall accuracy of the methodology is described in Table 1.

As could be observed the IEA algorithm has a low overall accuracy due to the number of misclassified sub-areas. In general, the clustering has missed around 35% of the 240,000 classified sub-areas using the IEA algorithm. Figure 4(a) shows the similarity of the compartments chosen to classify those sub-areas using the IEA algorithm. With this analysis, we can evaluate if the classes chosen by the methodology are near-orthogonal with the ground-truth, and do not exist in it, or they are extracted from the ground-truth, and measure the similarity with the original class. As could be observed, the methodology mainly has assigned compartments with similarity from 67% to 100% to the misclassified sub-areas. This means that some intermediate classes are not extracted using this algorithm and the sub-area is classified to the closest compartment extracted. It is remarkable that in the analysis with $\beta = 75\%$, the accuracy is increased. This can be observed in Figure 4(a) because the classes misclassified do not cover the same number of sub-areas that other data sets. This effect can be produced by various factors, the first one is because some intermediate classes are found, and many sub-areas are not misclassified with other closer compartment, and the second one is because the classes not found do not cover the same number of sub-areas, and this implies that the number of misclassified ones is reduced.

The SGA algorithm accuracy increases when the mixture of the data set is decreased. As could be observed in Figure 4(b), the reduction of the random generated points due to the mixture of the classes facilitates the calculation of the maximum volume. In the random data set, the overall accuracy decreases, reducing the similarity of the classes, as shown in Figure 3(a), which implies a reduction of the algorithm accuracy, similar to the IEA algorithm.

Finally, the OSP algorithm accuracy also increases when the mixture of the data set decrease. Table 1 shows the results of this algorithm when it is applied to different data sets.

### Table 1. Overall accuracy expressed in percentage of the methodology applied to the 24 and the 144 interval synthetic data set using the analyzed key points selection algorithms, SGA, OSP and IEA.

| Intervals | Algorithm | $\beta = 10\%$ | $\beta = 25\%$ | $\beta = 50\%$ | $\beta = 75\%$ | $\beta = \text{random}$ |
|-----------|-----------|----------------|----------------|----------------|----------------|----------------------|
| 24        | IEA       | 62.32          | 64.57          | 66.13          | 73.39          | 69.81                |
|           | OSP       | 99.44          | 97.81          | 92.70          | 92.98          | 87.07                |
|           | SGA       | 97.64          | 92.67          | 78.28          | 75.18          | 64.83                |
| 144       | IEA       | 61.89          | 58.93          | 63.09          | 64.45          | 61.92                |
|           | OSP       | 98.77          | 95.51          | 90.01          | 82.68          | 80.45                |
|           | SGA       | 95.62          | 84.75          | 73.28          | 68.36          | 64.62                |
FIGURE 4. Overall accuracy analysis which measures the number of sub-areas missed in the analyzed data sets. The classes are grouped by similarity calculated with ACS. The x-axis shows the similarity percentage with ground-truth. The y-axis describes the percentage of the cells with error. Figure (a) shows the results of the analysis with IEA algorithm. (b) describes the results with SGA algorithm and, finally, (c) shows the results with OSP algorithm.

As can be observed, this algorithm has the best overall accuracy of the three key point extraction algorithms analyzed. The number of failed sub-areas decreases even in the random mixture data set, which presents an 87% accuracy. As shown in Figure 4(c) the analysis of both data set, $\beta = 50\%$ and $\beta = 75\%$ presents similar results, around 8% of the 240,000 misclassified sub-areas, in contrast with the 25% of the failed sub-areas in SGA or around 35% of IEA misclassified sub-areas. In the $10000 \times 5 \times 144$ data set with 144 intervals, the number of classes is increased, which implies the number of failed sub-areas will increase due to this increment.

The third tool to measure the performance of the three key points selection algorithms is the average accuracy which measures the accuracy of each comportment classified in the interval. This measurement allows quantifying the performance of the class analysis. The average accuracy calculates the ratio between the correctly classified sub-areas of each class and the total sub-areas of this class in the data set. Numerically, the average accuracy of the methodology is described in Table 2.

The results are similar to the overall accuracy, where the highest accuracy is observed in the OSP algorithm, followed by the SGA algorithm. Both of them increase the accuracy when the mixture of the data set decrease. IEA algorithm experiences the same behaviour of the overall analysis, and the accuracy does not increase when the mixture decrease. This is expectable because, as could be observed in Figure 3, up a 15% of the comportments found in the data set are not similar to the ground-truth.

To analyze the type of classes with low average accuracy, the comportments have been ordered using the Euclidean norm, which denotes the magnitude of the class, making those
TABLE 2. Average accuracy expressed in percentage of the methodology applied to the 24 and the 144 interval synthetic data set using the analyzed key points selection algorithms, IEA, OSP and SGA.

| Intervals | Algorithm | \( \beta = 10\% \) | \( \beta = 25\% \) | \( \beta = 50\% \) | \( \beta = 75\% \) | \( \beta = \text{random} \) |
|-----------|-----------|----------------|----------------|----------------|----------------|----------------|
| 24        | IEA       | 73.46          | 73.12          | 66.87          | 71.86          | 70.06          |
|           | OSP       | 97.34          | 95.59          | 92.15          | 90.64          | 87.83          |
|           | SGA       | 95.27          | 90.38          | 80.76          | 73.72          | 70.11          |
| 144       | IEA       | 70.73          | 67.28          | 65.35          | 62.93          | 63.44          |
|           | OSP       | 96.51          | 94.12          | 89.29          | 83.45          | 82.19          |
|           | SGA       | 93.53          | 85.19          | 74.49          | 68.62          | 66.01          |

FIGURE 5. Average accuracy analysis classifying the comportments with less than 90% of accuracy by network usage profile.

with higher magnitude considered higher network usage and those with lower magnitude considered lower network usage. These values are referred relatively to each other due we have to assume that a signature with zero values in every component represents no network usage, and we do not know the highest values those components can reach, as proposed in the methodology [7]. Figure 5 shows the average number of classes with an accuracy lower than 90%. As could be observed, from 60 to 80% of these classes are located in the low network usage profile, which corresponds with the lower classes profile with a small Euclidean norm value. This means that the components which conform the compartment vector have lower values than the others, and the modules of the vectors are close to each other.

Finally, as described in the previous evaluation metrics, the key points algorithms differ in some aspect among them, as can be observed in Figure 6. These figures depict the clustering using the analyzed key points selection algorithms. In the analyzed data set, there are some errors in the clustering, for example at the end interval using the IEA algorithm where some sub-areas are classified as a lower network usage profile, whereas in the ground-truth, the sub-areas are classified as a high network usage profile. In the beginning interval, using the SGA algorithm, some sub-areas are classified as high network usage profile wherein the ground-truth are low profile. There are also some errors in the intermediate interval analyzed by OSP algorithm where some sub-areas are classified like low network usage profile, and in the ground-truth are medium network usage profile.

In conclusion, we can assure that OSP algorithm obtains better results in the analyzed data set than IEA or SGA algorithms, obtaining SGA better results than IEA under certain conditions where the mixture is not very high. OSP obtain good results using different mixtures (different \( \beta \) values) and, as shown in Figure 4(c), this algorithm obtains the lowest percentage of error in the classification of the cells.

B. REAL DATA SET

At the beginning of 2014, Telecom Italia launched the first edition of the Big Data Challenge. This competition intended to stimulate the creation and development of innovate technological ideas in the field of Big Data. After the challenge, these data sets were released under the name of Open Big Data [14]. The data set contains around 745 Gb of data that includes telecom, social data, meteorological information, air quality information and news from Milan and Trento province. Therefore, these data sets include information of urban and rural areas, and covers two months (from November to December 2013).

The information provided by the data set includes the received and sent SMS, which is the information generated each time a user sends or receives an SMS, and it is recorded in the CDR. Also, the data set covers the incoming and outgoing calls where a new record is generated each time a user makes or receives a call. Finally, the data set also encompasses the Internet information where a record is generated each time a user starts or ends an Internet connection. The information will also be annotated in the CDR if the connection lasts for more than 15 minutes, or the user transferred more than 5 MB.

By aggregating the extracted data, the data set was created to provide the volume of SMS, calls and Internet traffic activity for different time intervals. This work analyzes the Milan data set which extension is divided into square sub-areas of \( 235 \times 235 \) m. All the information contained in the data set is organized as data cubes containing the spatio-temporal information of the sub-areas analyzed. This definition of the
FIGURE 6. Heat map representation of the synthetic data set analysis. Figures (a), (b) and (c) shows the clustering made by the ground-truth. Figures (d), (e) and (f) represents the results obtained using the IEA key points selection algorithm in three different intervals of the data set. Figures (g), (h) and (i) represents the results obtained using the OSP key points selection algorithm in the same intervals of the data set. Finally, Figures (j), (k) and (l) represents the results obtained using the SGA key points selection algorithm.
data set allows us to perform a set of experiments through the period of time recorded. The methodology presented in [7] is used to analyze the comportments of the sub-areas.

In this paper, some well-known Points Of Interest [7] are evaluated in order to analyze the performance of the key points selection algorithms used by the methodology. Due to
the lack of ground-truth in the real data set, the results of the analysis used as the reference will be those obtained with the OSP algorithm because this algorithm has the best results with different mixtures in the synthetic data set.

Figure 7 shows the comportment analysis of a random day using the three key points selection algorithms. The chosen day is Monday, December 2\textsuperscript{nd} 2013.

As could be observed, the classes used to describe the behaviour of the sub-areas are similar in the IEA and the OSP algorithms. Those comportments classified as low network usage profile in OSP are classified in the same profile in IEA algorithm. Medium-high network usage profile classes in IEA algorithm are classified in a higher network usage profile class as can be observed in the comportments which describes the behaviour of the Politecnico di Milano (5772) or in the Duomo (5059). The SGA algorithm classifies the comportments of all the POIs in a higher network usage profile. This is because the SGA algorithm extracts a high number of low network profile classes from the data set that they are not found in the other two algorithms. When the comportments are ordered by module, the colour assignment of these comportments is different from the other algorithms. As could be observed, it is not fair compare the three algorithms using the colour scale as shown in Figure 7. A new method is required to measure the similarity of the results obtained with the three key points algorithms.

The new analysis measures the similarity of the comportments using the adjusted cosine similarity presented in Equation 9. The analysis corresponds with the entire data set, analyzing each interval of every day, obtaining 24 measurements (24 intervals of a day) with 61 repetitions (from November to December 2013) with a confidence level of 95\%. The comportments obtained by the OSP algorithm will be compared with those extracted by the other two analyzed key points algorithms. As an example, Figure 8 shows the results of three analyzed POIs, which represents the comparison of the three key points selection algorithms.

Figure 8(a) compares the result of the three algorithms in the Duomo, cell (5059). As could be observed the similarity of the three algorithms is around a 98\% in this sub-area, which can be assured that the same comportments describe the behaviour of this sub-area and using any algorithm: OSP, IEA or SGA.

The same behaviour is observed in Figure 8(b), which analyzes the Politecnico di Milano, cell (5772). The average similarity is near 98\% in each interval except in the intervals from 4 to 6 a.m. where the similarity decreases to 97\% in the analysis of OSP and IEA and around 95\% in the analysis of OSP and SGA. In these intervals, the sub-area is usually classified as a low network usage profile, but in both cases, the similarity of these intervals decrease due to the class selected as low network usage profile differs in one or various components of the comportment chosen by OSP.

Figure 8(c) shows the distance analysis of the Mercato of Milan, cell (4874). As can be observed, in the intervals from 1 to 5 a.m. the similarity decreases in both algorithms, IEA and SGA. This is due to the profile of these intervals is one of the lowest network usage profiles. In the IEA the similarity decreases around 3\%, and in the SGA algorithm results, the decrement is around 30\%. Similarly, with the previous analysis, these intervals coincide with the lower activity of the network in this area and the key points chosen as low network usage profile in these intervals differs from chosen by OSP algorithm. In this sub-area, the other intervals have an average similarity around 91\% using SGA algorithm and 98\% using IEA algorithm.

IV. CONCLUSION

This work has evaluated in-depth the methodology proposed in previous works to analyze and extract knowledge of the next-generation networks. This information is important in order to plan and manage the network efficiently. Moreover, with the deployment of 5G and the integration of a huge number of devices, the mechanisms to analyze the network and take advantage of this information will be in a short time a key aspect.

This article presents a novel synthetic data set similar to a real CDR, to analyze in-depth the methodology. This synthetic data set provides the ground-truth necessary to evaluate the accuracy of the methodology and allows to analyze any new algorithm or technique added to it. As demonstrated, with this data set, three key points selection algorithms have been compared fairly concluding that the OSP key points selection algorithm obtain better results in the synthetic data set. A real data set has also been analyzed with these algorithms, analyzing different sub-areas, which comportments are well known. This analysis shows similar results in the distance analysis, except when the network usage is the lowest one where the algorithms can provide different results because of the closeness of the comportments.

In future research, the spatial component of the data set must be analyzed in-depth, evaluating the neighbour sub-areas in order to extract valuable information of contiguous sub-areas of the data set, which can approximate the comportment of the key points selection algorithms. In addition, the effectiveness of different classification methods like other clustering algorithms or traditional data mining methods, which will be integrated with the methodology, will be proved.
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