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Abstract

Game theory serves as a powerful tool for distributed optimization in multi-agent systems in different applications. In this paper we consider multi-agent systems that can be modeled by means of potential games whose potential function coincides with a global objective function to be maximized. In this approach, the agents correspond to the strategic decision makers and the optimization problem is equivalent to the problem of learning a potential function maximizer in the designed game. The paper deals with two different information settings in the system. Firstly, we consider systems, where agents have the access to the gradient of their utility functions. However, they do not possess the full information about the joint actions. Thus, to be able to move along the gradient toward a local optimum, they need to exchange the information with their neighbors by means of communication. The second setting refers to a payoff-based approach to learning potential function maximizers. Here, we assume that at each iteration agents can only observe their own played actions and experienced payoffs. In both cases, the paper studies unconstrained non-convex optimization with a differentiable objective function. To develop the corresponding algorithms guaranteeing convergence to a local maximum of the potential function in the game, we utilize the idea of the well-known Robbins-Monro procedure based on the theory of stochastic approximation.

I. INTRODUCTION

The goal of distributed optimization in a multi-agent system consists in establishment of the agents’ local dynamics leading to a common goal. This paper deals with unconstrained optimization problems of the following type:

\[ \phi(a) = \phi(a_1, \ldots, a_N) \rightarrow \max, \quad a \in \mathbb{R}^N, \]

where \( N \) is the number of agents in a system and \( a_i \in \mathbb{R}^1 \) is the variable in the objective function \( \phi \) controlled by the agent \( i \). A relation between the optimization problem above and potential games has been recently established \cite{19, 18, 22, 31}. This allows for using potential games to find a solution to the problem \( 1 \). Much work on modeling a multi-agent system as a potential game has been carried out \cite{22, 49}. The proposed approach is shown to be applicable to such optimization problems as consensus finding \cite{19}, sensor coverage \cite{12}, \cite{50}, vehicle-target assignment \cite{3}, broadcast tree formation \cite{42}, routing over networks \cite{37}, \cite{38}, just to name a few.

The idea of using potential games in distributed multi-agent optimization is the following. Firstly, the local utility functions of agents need to be modeled in such a way that the maximizers of the global objective function coincide
with potential function maximizers in the resulting game. After that one needs to develop a learning procedure, which leads agents to one of these states. Among learning algorithms that are applicable to potential games and have been presented in the literature so far the following ones demonstrate an efficient performance by approaching the system to its optimum as time runs: the log-linear learning \cite{21, 43}, its payoff-based and synchronous versions \cite{21}, payoff-based inhomogeneous partially irrational play \cite{12, 50}, and adaptive Q-learning and \( \varepsilon \)-greedy decision rule \cite{9}. All these algorithms can be applied only to discrete optimization problems and, thus, assume players to have discrete actions. This fact restricts the applications of the algorithms above in control, engineering, and economics, since in these areas there are a lot of optimization problems formulated in continuous settings due to the nature of control, strategy, or price variables (for numerous examples, see \cite{25}, \cite{34} and references therein).

On the other hand, some learning procedures have been proposed in \cite{5}, \cite{16}, \cite{18}, \cite{34}, \cite{36} that allow us to deal with systems with continuous states. However, the efficiency of the gradient play \cite{18} is strictly connected to the communication abilities of agents, their access to the closed form of the utilities’ gradients, and convexity of the objective function. The mixed-strategy learning procedures presented in \cite{5}, \cite{16}, \cite{34}, in its turn, require each agent to have access to a so called oracle information, namely to be aware about her payoff that she would have got for each action against the selected joint action of others. The access to this information might be provided in routing games, but it can be still questionable in many other applications. Some methods for tackling continuous games have been presented in \cite{35}. However, all of them use the information on second order derivatives.

In this paper we propose two learning algorithms, namely communication-based and payoff-based algorithms, to learn local maxima of potential functions in potential games. In contrast to the works mentioned above, we deal with continuous action potential games, consider the case of non-concave potential functions with bounded Lipschitz continuous gradients, and assume that neither oracle information nor second order derivatives are available for agents. In the approach based on communication we assume agents to be connected with each other by means of time-varying communication graph. By utilizing this graph they exchange the information with their neighbors and, thus, update their estimations of the current joint action. It allows them to use these estimations to update their actions and move toward the gradient ascent. As we prefer not to introduce the assumption on double stochasticity of the communication graph and, thus, not to complicate the algorithm’s implementation \cite{24}, the push-sum protocol \cite{14, 47}, which is based only on the nodes’ out-degrees, is adopted to learn local optima in potential game. Optimization problems that require a communication-based approach often arise in signal processing applications in sensor networks \cite{17}, \cite{25}, \cite{27}. However, if communication is not set up in the system and the agents have no access to the gradient information, a payoff-based algorithm needs to be applied to the formulated optimization problem. In the payoff-based approach agents can only observe their currently played actions and the corresponding utility values. Based on this information agents iteratively update their mixed strategies. To model the mixed strategies of the agents, we use the Gaussian distributions over the action sets, following the idea presented in the literature on the learning automata \cite{4}, \cite{46}. Payoff-based learning is of interest in various applications encountering uncertainties of the physical world \cite{13} or possessing a complex problem formulation without any closed-form expression \cite{20}.

Since we do not assume concavity of the potential function, the main goal we pursue in both algorithms is to escape from those critical points of the global objective function which are not local maxima. Many papers on
distributed non-convex optimization prove only convergence to some critical point [8], [24], [41]. Some works in centralized non-convex optimization study escaping from saddle points [10], [1], [33]. However, as it is shown in [1], the problem of escaping saddle points of the order four or higher is NP-hard, while for escaping from saddle points of a lower order existence of the second or even the third order derivatives of the objective function is required. This work aims to propose algorithms that enable escaping from local minima without the assumption on existence of the second order derivatives.

To reach this goal we add a stochastic term to the iterative learning steps in the communication-based algorithm (the payoff-based algorithm is stochastic itself) and refer to the results on the Robbins-Monro procedure, which is extensively studied in the literature on stochastic approximation, particularly in [30]. Two main results are formulated in this paper: the first one claims the almost sure convergence of the communication-based algorithm to a critical point different from local minima, whereas the second one claims the convergence in probability of the payoff-based algorithm to such a state.

The paper is organized as follows. Section II provides some preliminaries that are required further for the theoretic analysis. Section III formulates a game-theoretic approach in multi-agent optimization and addresses information restrictions. Section IV introduces and analyzes the communication-based algorithm for unconstrained optimization problems modeled by means of potential games with continuous actions. Section V deals with the payoff-based approach to such problems. Section VI contains an illustrative implementation of the proposed algorithms. Finally, Section VII draws the conclusion.

**Notation:** We will use the following notations throughout this manuscript: We denote the set of integers by \( \mathbb{Z} \) and the set of non-negative integers by \( \mathbb{Z}^+ \). For the metric \( \rho \) of a metric space \((X, \rho(\cdot))\) and a subset \( B \subset X \), we let \( \rho(x, B) = \inf_{y \in B} \rho(x, y) \). We denote the set \( \{1, \ldots, N\} \) by \( [N] \). We use boldface to distinguish between the vectors in a multi-dimensional space and scalars. Unless otherwise specified, \( \| \cdot \| \) denotes the standard Euclidean norm in some space \( \mathbb{R}^d \). The dot product of two vectors \( x, y \in \mathbb{R}^d \) is denoted by \( (x, y) \). Throughout this work, all the time indices such as \( t \) belong to \( \mathbb{Z}^+ \).

## II. Preliminaries

### A. Stochastic Approximation

In the following we will use the results on the convergence of stochastic approximation Robbins-Monro procedure presented in [30]. We start by introducing some important notations. Let \( \{X(t)\}_t, t \in \mathbb{Z}^+ \), be a Markov process on some state space \( E \subseteq \mathbb{R}^d \). The transition function of this process, namely \( \Pr\{X(t+1) \in G | X(t) = X\} \), is denoted by \( P(t, X, t+1, G), G \subseteq E \).

**Definition 1:** The operator \( L \) defined on the set of measurable functions \( V : \mathbb{Z}^+ \times E \to \mathbb{R}, X \in E \), by

\[
LV(t, X) = \int P(t, X, t+1, dy)[V(t+1, y) - V(t, X)]
= E[V(t+1, X(t+1)) | X(t) = X] - V(t, X).
\]

is called a generating operator of a Markov process \( \{X(t)\}_t \).

Let \( B \) be a subset of \( E \), \( \mathcal{U}_\epsilon(B) \) be its \( \epsilon \)-neighborhood, i.e. \( \mathcal{U}_\epsilon(B) = \{X : \rho(X, B) < \epsilon\} \). Let \( \mathcal{W}_\epsilon(B) = E \setminus \mathcal{U}_\epsilon(B) \) and \( \mathcal{U}_{\epsilon,R}(B) = \mathcal{U}_\epsilon(B) \cap \{X : \|X\| < R\} \).
Definition 2: The function \( \psi(t, X) \) is said to belong to class \( \Psi(B) \), \( \psi(t, X) \in \Psi(B) \), if

1) \( \psi(t, X) \geq 0 \) for all \( t \in \mathbb{Z}^+ \) and \( X \in E \),

2) for all \( R > \epsilon > 0 \) there exists some \( Q = Q(\epsilon, R) \) such that \( \inf_{t \geq Q} x \in U \cap E(B) \) \( \psi(t, X) > 0 \).

Further we consider the following general recursive process \{\( X(t) \)\} taking values in \( \mathbb{R}^d \):

\[
X(t + 1) = X(t) + \alpha(t + 1)F(t, X(t)) + \beta(t + 1)W(t + 1, X(t), \omega),
\]

where \( X(0) = x_0 \in \mathbb{R}^d \), \( F(t, X(t)) = f(X(t)) + q(t, X(t)) \) such that \( f : \mathbb{R}^d \to \mathbb{R}^d \), \( q(t, X(t)) : \mathbb{Z}^+ \times \mathbb{R}^d \to \mathbb{R}^d \), \( \{W(t, x, \omega)\}_t \) is a sequence of random vectors such that

\[
\Pr\{W(t + 1, X(t), \omega) | X(t), \ldots, X(0)\} = \Pr\{W(t + 1, X(t), \omega) | X(t)\},
\]

and \( \alpha(t), \beta(t) \) are some positive step-size parameters. Under the assumption on the random vectors \( W(t) \) above, the process (2) is a Markov process. We use the notation \( A(t, x) \) to denote the matrix with elements \( EW_i(t + 1, x, \omega)W_j(t + 1, x, \omega) \).

Now we quote the following theorems for the process (2), which are proven in [30] (Theorem 2.5.2 and Theorem 2.7.3 respectively).

Theorem 1: Consider the Markov process defined by (2) and suppose that there exists a function \( V(t, X) \geq 0 \) such that \( \inf_{t \geq 0} V(t, X) \to \infty \) as \( \|X\| \to \infty \) and

\[
LV(t, X) \leq -\alpha(t + 1)\psi(t, X) + g(t)(1 + V(t, X)),
\]

where \( \psi \in \Psi(B) \) for some set \( B \subset \mathbb{R}^d \), \( g(t) > 0 \), \( \sum_{t=0}^{\infty} g(t) < \infty \). Let \( \alpha(t) \) be such that \( \alpha(t) > 0 \), \( \sum_{t=0}^{\infty} \alpha(t) = \infty \). Then almost surely \( \sup_{t \geq 0} \|X(t)\| = R < \infty \).

Theorem 2: Consider the Markov process defined by (2) and suppose that \( B = \{X : f(X) = 0\} \) is a union of finitely many connected components. Let the set \( B \), the sequence \( \gamma(t) \), and some function \( V(t, X) : \mathbb{Z}^+ \times \mathbb{R}^d \to \mathbb{R} \) satisfy the following assumptions:

1) For all \( t \in \mathbb{Z}^+ \), \( X \in \mathbb{R}^d \), we have \( V(t, X) \geq 0 \) and \( \inf_{t \geq 0} V(t, X) \to \infty \) as \( \|X\| \to \infty \),

2) \( LV(t, X) \leq -\alpha(t + 1)\psi(t, X) + g(t)(1 + V(t, X)) \), where \( \psi \in \Psi(B) \), \( g(t) > 0 \), \( \sum_{t=0}^{\infty} g(t) < \infty \),

3) \( \alpha(t) > 0 \), \( \sum_{t=0}^{\infty} \alpha(t) = \infty \), and \( \sum_{t=0}^{\infty} \alpha^2(t) < \infty \), and there exists \( c(t) \) such that \( \|g(t, X(t))\| \leq c(t) \) almost surely (a.s.) for all \( t \geq 0 \) and \( \sum_{t=0}^{\infty} \alpha(t + 1)c(t) < \infty \),

4) \( \sup_{t \geq 0, \|X\| \leq r} \|F(t, X)\| < \infty \) for any \( r \), and

5) \( \mathbb{E}W(t) = 0 \), \( \sum_{t=0}^{\infty} \mathbb{E}\beta^2(t)\|W(t)\|^2 < \infty \).

Then the process (2) converges almost surely either to a point from \( B \) or to the boundary of one of its connected components, given any initial state \( X(0) \).

Thus, if \( f(x) \) is the gradient of some objective function \( \Phi(x) : \mathbb{R}^d \to \mathbb{R} \), then the procedure (2) converges almost surely to a critical point of \( \Phi \) as \( t \to \infty \). However, the theorem above cannot guarantee the almost sure convergence.
to a local maximum of the objective function $\Phi$. To exclude the convergence to critical points that are not local maxima, one can use the following theorem proven in [30] (Theorem 5.4.1).

**Theorem 3:** Consider the Markov process $\{X(t)\}$, on $\mathbb{R}^d$ defined by [2]. Let $H'$ be the set of the points $x' \in \mathbb{R}^d$ for which there exists a symmetric positive definite matrix $C = C(x')$ and a positive number $\epsilon = \epsilon(x')$ such that $(f(x), C(x - x')) \geq 0$ for $x \in U_r(x')$. Assume that for any $x' \in H'$ there exists positive constants $\delta = \delta(x')$ and $K = K(x')$ such that

1. $\|f(x)\|^2 + |\text{Tr}[A(t, x) - A(t, x')]| \leq K \|x - x'\|$ for any $x : \|x - x'\| < \delta$,
2. $\sup_{t \geq 0, \|x - x'\| < \delta} \mathbb{E}[W(t, x, \omega)]^4 < \infty$.

Moreover,

3. $\sum_{t=0}^{\infty} \beta^2(t) < \infty$, $\sum_{t=0}^{\infty} \left(\frac{\beta(t)}{\sqrt{\sum_{k=1}^{t+1} \beta^2(k)}}\right)^3 < \infty$,
4. $\sum_{t=0}^{\infty} \frac{a(t)q(t)}{\sqrt{\sum_{k=1}^{t+1} \sigma^2(k)}} < \infty$, $q(t) = \sup_{x \in \mathbb{R}^d} \|q(t, x)\|$.

Then $\Pr\{\lim_{t \to \infty} X(t) \in H'\} = 0$ irrespective of the initial state $X(0)$.

**B. Consensus under Push-Sum Protocol**

Here we discuss the general push-sum algorithm initially proposed in [14] to solve consensus problems, applied in [25] to distributed optimization of convex functions, and analyzed in [45] in context of non-convex distributed optimization. The communication-based algorithm that will be introduced in Section [IV] is its special case. However, to be able to apply the push-sum algorithm to the problem [4] we will need to adjust the iteration settings as well as the analysis of the procedure’s behavior. Consider a network of $N$ agents. At each time $t$, node $i$ can only communicate to its out-neighbors in some directed graph $G(t)$, where the graph $G(t)$ has the vertex set $[N]$ and the edge set $E(t)$. We introduce the following standard definition for the sequence $G(t)$.

**Definition 3:** The sequence of communication graphs $\{G(t)\}$ is $S$-strongly connected, i.e. for any time $t \geq 0$, the graph

$$G(t : t + S) = ([N], E(t) \cup E(t + 1) \cup \cdots \cup E(t + S - 1)),$$

is strongly connected. In other words, the union of the graphs over every $S$ time intervals is strongly connected. The $S$-strongly connected sequence of communication graphs ensures enough mixing of information among the agents [25]. We use $N_{in}(t) = \{j \in [N] : (j, i) \in E(t)\}$ and $N_{out}(t) = \{j \in [N] : (i, j) \in E(t)\}$ to denote the sets of in- and out-neighbors of the agent $i$ at time $t$. Each agent $i$ is represented by the corresponding node in $G(t)$ and is always considered to be an in- and out-neighbor of itself. We use $d_i(t)$ to denote the out-degree of the agent $i$, namely $d_i(t) = |N_{out}^i(t)|$, and we assume that every agent knows its out-degree at every time $t$. According to the general push-sum protocol, at every moment of time $t \in \mathbb{Z}^+$ each node $i$ maintains vector variables $\hat{a}_i(t)$,
$x_i(t), w_i(t) \in \mathbb{R}^d$, as well as a scalar variable $y_i(t) : y_i(0) = 1$. These quantities are updated according to the following rules:

$$
\begin{align*}
  w_i(t+1) &= \sum_{j \in N_i(t)} \frac{x_j(t)}{d_j(t)} \\
y_i(t+1) &= \sum_{j \in N_i(t)} \frac{y_j(t)}{d_j(t)} \\
  \hat{a}_i(t+1) &= \frac{w_i(t+1)}{y_i(t+1)}, \\
x_i(t+1) &= w_i(t+1) + e_i(t+1),
\end{align*}
$$

where $e_i(t)$ is some $d$-dimensional, possibly random, perturbation at time $t$. As we can see, the auxiliary variables $w_i(t+1)$ and $y_i(t+1)$ accumulate for each agent $i$ the state information broadcast by her in-neighbors at the time step $t$. The corresponding adjustment $\frac{w_i(t+1)}{y_i(t+1)}$ is done to update $\hat{a}_i(t+1)$. This variable $\hat{a}_i(t+1)$ is introduced to cancel out any influence imbalances in the communication graph. The auxiliary state variable $x_i(t+1)$ in its turn can lead the estimation $w_i(t+1)$ along some direction, given an adjusted perturbation $e_i(t+1)$. As the result of these updates, under some assumption on the perturbation terms, all individual estimations $\hat{a}_i(t+1), i \in [N]$, reach a consensus that is equal to the running state average $\bar{x}(t) = \frac{1}{N} \sum_{j=1}^{N} x_j(t)$ and, thus, depends on the directions defined by these perturbation terms. Formally, the following important result is proved in [25].

**Theorem 4 ([23]):** Consider the sequences $\{\hat{a}_i(t)\}, i \in [N]$, generated by the push-sum protocol (3). Assume that the graph sequence $G(t)$ is $S$-strongly-connected.

(a) Let $\delta$ and $\lambda$ be the constants such that $\delta \geq \frac{1}{N \lambda \sigma}, \lambda \leq \left(1 - \frac{1}{N \lambda \sigma}\right)^{\frac{1}{\delta}}$. Then we have that a.s. for all $i$ and all $t$

$$
\|\hat{a}_i(t+1) - \bar{x}(t)\| \\
\leq \frac{8}{\delta} \left( \lambda^t \sum_{j=1}^{N} \|x_j(0)\|_1 + \sum_{s=1}^{t} \lambda^{t-s} \sum_{j=1}^{N} \|e_j(s)\|_1 \right).
$$

(b) If $\{\gamma(t)\}$ is a non-increasing positive scalar sequence with $\sum_{t=1}^{\infty} \gamma(t)\|e_i(t)\|_1 < \infty$ a.s. for all $i \in [n]$, then $\sum_{t=0}^{\infty} \gamma(t+1) \|\hat{a}_i(t+1) - \bar{x}(t)\|_1 < \infty$ a.s. for all $i$, where $\| \cdot \|_1$ is the $l^1$-norm.

**Remark 1:** Note that the theorem above implies that if $\lim_{t \to \infty} \|e_i(t)\|_1 = 0$ a.s., then

$$
\lim_{t \to \infty} \|\hat{a}_i(t+1) - \bar{x}(t)\| = 0 \text{ a.s. for all } i.
$$

In other words, given vanishing perturbations $e_i(t), i \in [N]$, one can guarantee that in the push-sum algorithm all $\hat{a}_i(t)$ track the average state $\bar{x}(t)$.

III. **GAME-THEORETIC APPROACH TO OPTIMIZATION**

**A. Potential Game Design**

We consider a multi-agent system consisting of $N$ agents. Each agent $i$ has her action set $A_i$ and the set of joint actions is denoted by $A$. Let us suppose that the objective in the multi-agent system under consideration is
captured by the function \( \phi : A \rightarrow \mathbb{R} \) such that the maxima of \( \phi \) are the system optimal states. Formally, the global objective is to solve the following optimization problem (see also (1)):

\[
\max \phi(a), \\
\text{s.t. } a \in A.
\] (4)

Throughout the paper we assume existence of agents’ local utility functions \( U_i, i \in [N] \), “aligned” with the global objective function \( \phi \) such that the resulting game \( \Gamma(N, A, \{ U_i \}, \phi) \) is potential according to the following definition:

**Definition 4:** A game \( \Gamma(N, A, \{ U_i \}, \phi) \) is said to be potential game, with a potential function \( \phi : A \rightarrow \mathbb{R} \), if the following condition is fulfilled:

\[
U_i(a_i, a_{-i}) - U_i(a_i', a_{-i}) = \phi(a_i, a_{-i}) - \phi(a_i', a_{-i}),
\] (5)

for any \( i \in [N], a_i, a_i' \in A_i, a_{-i} \in A_1 \times \ldots \times A_{i-1} \times A_{i+1} \times \ldots \times A_N \).

Thus, the properties of system behavior can be analyzed by means of potential games [23]. Note that in the case of the differentiable utility functions \( U_i, i \in [N] \), the condition (5) is equivalent to the following one:

\[
\frac{\partial \phi(a)}{\partial a_i} = \frac{\partial U_i(a)}{\partial a_i},
\] (6)

for any \( i \in [N] \) and \( a \in A \).

Furthermore, we make the following assumptions regarding the problem (4):

**Assumption 1:** The gradient \( \nabla \phi \) of the function \( \phi \) exists and is bounded on \( \mathbb{R}^N \).

Note that existence of bounded (sub)gradients is a standard assumption in optimization literature [23].

**Assumption 2:** The problem (4) has a solution with a finite Euclidean norm. Moreover, the set of critical points of the objective function \( \phi(a) \), i.e. the set of points \( a \) such that \( \nabla \phi(a) = 0 \), is a union of finitely many connected components.

Let \( A_0 \) and \( A^* \) denote the set of critical points and local maxima of the function \( \phi \) on \( A \) respectively. Some approaches such as wonderful life utility [48] and Shapley value utility [2] have been proposed to encode the system’s objective \( \phi \) into agent-specific utility functions \( \{ U_i \} \) satisfying Definition 4 and as result to deal with a potential game. As it has been mentioned above, in this paper we assume existence of such utility functions and focus on appropriate algorithms that learn the set \( A^* \) in the corresponding potential game by utilizing only some restricted information which is described in the following subsection.

### B. Information in System and General Assumptions

In the following we are focused on unconstrained optimization problems in multi-agent systems. Thus, we deal with continuous action potential games, where \( A_i = \mathbb{R} \), modeled for such problems according to Subsection III-A.

Our goal is to develop learning algorithms for two different types of information, namely communication-based and payoff-based information, available in the multi-agent system under consideration. Before describing the information

\[\footnote{In the case of non-differentiable functions, existence of a bounded subgradient is assumed [6, 23, 28].}\]
available in the system and formulating the learning algorithms, we introduce the following assumptions on the potential function in the modeled potential game under consideration.

**Assumption 3:** The function $-\phi$ is coercive, i.e. $\phi(a) \to -\infty$ as $\|a\| \to \infty$.

**Remark 2:** Since Assumption 1 requires the boundedness of $\nabla \phi$, the function $-\phi(a)$ grows not faster than a linear function as $\|a\| \to \infty$, given fulfillment of Assumptions 1 and 3. Moreover, in this case, one can assume existence of some constant $K > 0$ such that $a^T \frac{\partial \phi(a)}{\partial a} \leq 0$ for any $a : |a| > K$.

**Assumption 4:** For any point $a' \in A_0$ that is not a local maximum of $\phi$ there exists a symmetric positive definite matrix $C(a')$ such that $(\nabla \phi(a), C(a')(a - a')) \leq 0$ for any $a \in U(a')$, where $U(a')$ is some open neighborhood of $a'$.

**Remark 3:** Note that if the second derivatives of the function $\phi$ exist, the assumption above holds for any critical point of $\phi$ that is a local minimum. Indeed, in this case

$$\nabla \phi(a) = H\{\phi(a')\}(a - a') + \delta(\|a - a\|),$$

where $\delta(\|a - a\|) = o(1)$ as $a \to a'$ and $H\{\phi(\cdot)\}$ is the Hessian matrix of $\phi$ at the corresponding point. However, Assumption 4 does not require existence of second derivatives. For example, let us consider the function of two variables $\phi(a_1, a_2)$ that in some neighborhood of the point $(0, 0)$ has the following behavior:

$$\phi(a_1, a_2) = \begin{cases} -a_1(a_1 + a_2) + 3a_1^2 + 2a_2^2, & \text{if } x \geq 0 \\ -a_1(a_1 + a_2) + 10a_1^2 + 2a_2^2, & \text{if } x < 0. \end{cases}$$

The function above has the gradient everywhere on $\mathbb{R}^2$. However, it is not twice differentiable at the local minimum $(0, 0)$. Nevertheless, Assumption 4 holds for $a' = (0, 0)$, $C(a')$ equal to the $2 \times 2$ identity matrix, and any $a \in \mathbb{R}^2$.

Some works study the problem of escaping saddle points in centralized non-convex optimization [10], [1], [33]. However, it is shown in [1] that escaping from saddle points of the forth order and higher is an NP-hard problem, while for escaping from saddle points of a lower order the assumption on existence of second or third order derivatives of the objective function is needed. This work assumes objective functions to have a Lipschitz continuous gradient and does not require them to be twice differentiable.

**IV. Communication-based Algorithm**

In this subsection we consider a system, where agents can communicate and exchange information only with their neighbors. Besides such communication, the gradient of the local utility function is available for each agent. The neighbor set and the information which each agent can share are defined by a directed graph $G(t)$. We deal with the time-varying topology of the communication graph $G(t)$ that is $S$-strongly connected (see Definition 3). Another assumption, under which we will analyze the learning algorithm presented further, concerns the following continuous property of the gradient $\nabla \phi$.

**Assumption 5:** The gradient $\nabla \phi$ is coordinate-wise Lipschitz continuous on $\mathbb{R}^N$, i.e. there exists such positive constant $L$ that

$$\left| \frac{\partial \phi(a_1)}{\partial a_i} - \frac{\partial \phi(a_2)}{\partial a_i} \right| \leq L ||a_1 - a_2||$$

for all $i \in [N]$ and $a_1, a_2 \in \mathbb{R}^N$. 


We remind that the goal of the agents is to find a local solution of the problem (4) by learning to play a local maximum of the potential function in the game $\Gamma(N,A,\{U_i\},\phi)$. To reach this goal the agents utilize the \textit{push-sum protocol} introduced in Subsection II-B. At every moment of time $t \in \mathbb{Z}^+$ each agent $i$ maintains, besides her current action $a_i$, vector variables $\hat{a}_i(t) = (\hat{a}_i^1, \ldots, \hat{a}_i^N)$, which corresponds to the local joint action estimation, $x_i(t)$, $w_i(t) \in \mathbb{R}^N$, as well as a scalar variable $y_i(t) : y_i(0) = 1$. These quantities are updated according to the \textit{communication-based procedure} described by Algorithm 1.

\begin{algorithm}
\caption{Communication-based algorithm}
\begin{algorithmic}[1]
\setcounter{LineNumber}{1}
\State Let $y_i(0) = 1$, $x_i(0)$ and $w_i(0) \in \mathbb{R}^N$, $i \in [N]$, be some initial auxiliary variables, $t = 0$.
\State Let $\{\gamma(t)\}_t$ be a specified sequence of time steps, $f_i(\hat{a}_i(t+1)) = (0, \ldots, \frac{\partial U_i}{\partial a_i}(\hat{a}_i(t+1)), \ldots, 0)^T \in \mathbb{R}^N$, and $\{\xi_i(t) \in \mathbb{R}^N\}_t$ be the sequence of random vectors.
\State $w_i(t+1) = \sum_{j \in N_i^{(t)}} \frac{E_i(t)}{d_j(t)}$.
\State $y_i(t+1) = \sum_{j \in N_i^{(t)}} \frac{y_i(t)}{d_j(t)}$.
\State $\hat{a}_i(t+1) = \frac{w_i(t+1)}{y_i(t+1)}$.
\State $x_i(t+1) = w_i(t+1) + \gamma(t+1)[f_i(\hat{a}_i(t+1)) + \xi_i(t)]$.
\State $a_i(t+1) = \hat{a}_i(t+1)$.
\State $t := t+1$, \textbf{goto} 3-7.
\end{algorithmic}
\end{algorithm}

Further, we assume that $\{\xi_i(t)\}_t$ is the sequence of independently and identically distributed (i.i.d.) random vectors satisfying the following assumption:

\textbf{Assumption 6:} The coordinates $\xi^k(t)$, $\xi^l(t)$ are independent, $\|\xi^k(t)\|$ is bounded almost surely and $\mathbb{E}(\xi^k(t)) = 0$ for all $t \in \mathbb{Z}^+$ and $k, l \in [N]$.

The process in Algorithm 1 is a special case of the \textit{perturbed push-sum} algorithm, whose background and properties are discussed in Section II-B. In Algorithm 1 we adapt the push-sum protocol (4) to the distributed learning of a potential function maximizer by letting $e_i(t+1)$ be $\gamma(t+1)[f_i(\hat{a}_i(t+1)) + \xi_i(t)]$. The idea of adding a noise term $\xi_i(t)$ to the local optimization step 6 in Algorithm 1 is similar to one of simulated annealing (7). According to Assumption 4 non-local optima are unstable with respect to the gradient descent direction of the global objective function and, thus, can be eliminated by the additional noise at the corresponding optimization step. Without this noise, the gradient procedure can guarantee convergence only to some critical point. Under Assumptions 2, 5 and given that $\lim_{t \to \infty} \gamma(t) = 0$, we conclude that $\lim_{t \to \infty} \|e_i(t)\|_1 = 0$ a.s. for all $i$. The intuition behind this scheme is as follows: according to Theorem 4 the fact that $\lim_{t \to \infty} \|e_i(t)\|_1 = 0$ a.s. for all $i$, and Remark 1 the nodes’ variables $\hat{a}_i(t+1)$ will track the average state $\bar{x}(t) = \frac{1}{N} \sum_{j=1}^{N} x_j(t)$ in the long run of Algorithm 1. In the following we will demonstrate that, given Assumptions 2, 6 and an appropriate choice of $\gamma(t)$ in Algorithm 1 the average state $\bar{x}(t)$ converges to some local potential function maximum $a^*$ almost surely, namely $\Pr\{\lim_{t \to \infty} \bar{x}(t) = a^*\} = 1$, irrespective of the initial states. Thus, taking into account the last equality in Algorithm 1 we can conclude that the joint action $\mathbf{a}(t)$ converges to some local maximum of the potential function.
as \( t \) tends to infinity.

### A. Communication-Based Algorithm: Convergence Result

This subsection formulates the main convergence result concerning the communication-based algorithm. Firstly, we notice that under the rules of Algorithm 1 the average of the vector variables \( \bar{x}_i(t), i \in [N] \), namely \( \bar{x}(t) = \frac{1}{N} \sum_{j=1}^{N} x_j(t) \), is updated as follows (for more details see [25]):

\[
\bar{x}(t + 1) = \bar{x}(t) + \gamma(t + 1) \left[ \frac{\nabla \phi(\bar{x}(t))}{N} + R(t, \bar{x}(t)) \right] \\
+ \gamma(t + 1) \xi(t),
\]

with

\[
R(t, \bar{x}(t)) = \frac{1}{N} \sum_{i=1}^{N} \left[ F(a(t + 1)) - \nabla \phi(\bar{x}(t)) \right],
\]

where

\[
F(a(t + 1)) = \sum_{i=1}^{N} f_i(\hat{a}_i(t + 1)) \\
= \left( \frac{\partial U_1(\hat{a}_1(t + 1))}{\partial a_1}, \ldots, \frac{\partial U_N(\hat{a}_N(t + 1))}{\partial a_N} \right)
\]

and \( \xi(t) = \frac{1}{N} \sum_{i=1}^{N} \xi_i(t) \). Further we will analyze the convergence properties of the procedure (7) to be able to describe the behavior of the communication-based procedure in Algorithm 1. The main result of this subsection is formulated in the following theorem.

**Theorem 5**: Let \( \Gamma(N, A, \{U_i\}, \phi) \) be a potential game with \( A_i = \mathbb{R} \). Let the parameter \( \gamma(t) \) be such that \( \gamma(t) = O \left( \frac{1}{t^\nu} \right) \), where \( \frac{1}{2} < \nu \leq 1 \). Then, given \( S \)-strongly connected sequence of communication graphs and under Assumptions 1-6, the sequence \( \{\bar{x}(t)\} \) defined in (7) converges either to a point from the set of local maxima or to the boundary of one of its connected components almost surely irrespective of the initial states. Moreover, the joint action \( a(t) = (a_1(t), \ldots, a_N(t)) \) defined in Algorithm 1 converges either to a point from the set of local maxima or to the boundary of one of its connected components almost surely.

**Remark 4**: Note that connected or strongly connected graphs in consensus protocols are standard assumptions [15] [25], [26], [45]. Connectivity of communication graphs is required to guarantee sufficient “mixing” of information exchanged by agents. In this paper, a time-varying topology is considered. In this case, an \( S \)-strongly connected sequence of communication graphs guarantees such information “mixing”.

**Remark 5**: The theorem above states almost sure convergence of the agents’ join action to a local minimum of the objective function. To estimate the convergence rate in this case, one can use the result on the push-sum algorithm for distributed optimization provided in [45]. By adapting the analysis in Theorem 6 in that paper to the case of the communication-based procedure in (7), one can demonstrate that this procedure converges sublinearly. Moreover, the proof of Theorem 5 follows similar argument as of Theorem 5 in [45]. The main difference consists in the setting of the push-sum algorithm. To apply this algorithm to the optimization problem [4] we added the
gradient term \(\gamma(t+1)\frac{\partial U_i}{\partial a_i}(\hat{a}_i(t+1))\) only to the update of the \(i\)th agent’s action (see step 6 and definition of the function \(f_i, i \in [N]\)). The estimations for the actions of other agents are updated according to the standard push-sum consensus protocol (see steps 3-5).

Remark 6: Furthermore, if Assumption 4 does not hold, we can define the set \(A'\) to be the set of \(a' \in A_0\) for which there exists a symmetric positive definite matrix \(C(a')\) such that \((\nabla \phi(a), C(a')(a - a')) \leq 0\) for any \(a \in U(a')\), where \(U(a')\) is some open neighborhood of \(a'\). Then \(\bar{x}(t)\) and \(a(t)\) converge almost surely to a point from \(A_0 \setminus A'\).

B. Proof of the Main Result

Under Assumption 5 the gradient function \(\nabla \phi(x)\) is a coordinate-wise Lipschitz function. This allows us to formulate the following lemma which we will need to prove Theorem 5.

Lemma 1: Let \(\{\gamma(t)\}\) be a non-increasing sequence such that \(\sum_{t=0}^{\infty} \gamma^2(t) < \infty\). Then, given \(S\)-strongly connected sequence of communication graphs and under Assumptions 1, 5, and 6, there exists \(c(t)\) such that the following holds a.s. for the process \(x(t)\):

\[
\|R(t, \bar{x}(t))\| = \frac{1}{N} \sum_{i=1}^{N} \|F(a(t+1)) - \nabla \phi(\bar{x}(t))\| \leq c(t),
\]

and \(\sum_{t=0}^{\infty} \gamma(t+1)c(t) < \infty\).

Proof: Since the functions \(\nabla \phi\) is a coordinate-wise Lipschitz one (Assumption 5) and taking into account (9), we conclude that for any \(i\)

\[
\| \sum_{i=1}^{N} [F(a(t+1)) - \nabla \phi(\bar{x}(t))] \|
\leq \sum_{i=1}^{N} \left| \frac{\partial U_i(\hat{a}_i(t+1))}{\partial a_i} - \frac{\partial \phi(\bar{x}(t))}{\partial a_i} \right|
= \sum_{i=1}^{N} \left| \frac{\partial \phi(\hat{a}_i(t+1))}{\partial a_i} - \frac{\partial \phi(\bar{x}(t))}{\partial a_i} \right|
\leq L \sum_{i=1}^{N} \| \hat{a}_i(t+1) - \bar{x}(t) \|.
\]

Let \(c(t) = \frac{L}{N} \sum_{i=1}^{N} \| \hat{a}_i(t+1) - \bar{x}(t) \|\). Then, \(\|R(t, \bar{x}(t))\| \leq c(t)\). Taking into account Assumptions 1 and 6 we get that almost surely

\[
\sum_{t=1}^{\infty} \gamma(t)\|e_i(t)\|_1 = \sum_{t=0}^{\infty} \gamma^2(t)\|f_i(\hat{a}_i(t+1)) + \xi_i(t)\| 
\leq k \sum_{t=0}^{\infty} \gamma^2(t) < \infty,
\]

where \(k\) is some positive constant. Hence, according to Theorem 4(b),

\[
\sum_{t=0}^{\infty} \gamma(t+1)c(t) = \frac{L}{N} \sum_{i=1}^{N} \sum_{t=0}^{\infty} \| \hat{a}_i(t+1) - \bar{x}(t) \| \gamma(t+1) < \infty.
\]
Now we are ready to prove Theorem 5.

**Proof of Theorem 5.** To prove this statement we will use the general result formulated in Theorem 2 and Theorem 3. The process (7) under consideration represents a special case of the recursive procedure (2), where $X(t) = \bar{x}(t)$, $\alpha(t) = \beta(t) = \gamma(t)$, $f(X(t)) = \nabla \phi(\bar{x}(t))$, $q(t, X(t)) = R(t, \bar{x}(t))$, and $W(t, X(t), \omega) = \xi(t)$. In the following any $k_j$ denotes some positive constant. Note that, according to the choice of $\gamma(t)$, Assumptions 1, 6, we conclude that (3) and (4) of Theorem 2 hold. Thus, it suffices to show that there exists a sample function $V(t, x)$ of the process (7) satisfying the conditions (1) and (2) of Theorem 2. A natural choice for such a function is the (time-invariant) function $V(t, x) = -\phi(x) + C$, where $C$ is a constant chosen to guarantee the positiveness of $V(x)$ over the whole $\mathbb{R}^N$. Note that such constant always exists because of the continuity of $\phi$ and Assumption 3. Then, $V(x)$ is non-negative and $V(x) \to \infty$ as $\|x\| \to \infty$ (see again Assumption 3). Now we show that the function $V(x)$ satisfies the condition (2) in Theorem 2.

Using the notation $\tilde{f}(t, \bar{x}(t)) = \frac{\nabla \phi(\bar{x}(t))}{N} + R(t, \bar{x}(t)) + \xi(t)$ and by the Mean-value Theorem applied to the function $V(x)$:

$$LV(x) = E[V(\bar{x}(t+1)|\bar{x}(t)) - V(x)]$$

$$= \gamma(t+1)E(\nabla V(\bar{x}), \tilde{f}(t, \bar{x}(t)))$$

$$= \gamma(t+1)E(\nabla V(\bar{x}(t)), \tilde{f}(t, \bar{x}(t)))$$

$$+ \gamma(t+1)E(\nabla V(\bar{x}) - \nabla V(\bar{x}(t)), \tilde{f}(t, \bar{x}(t))),$$

where $\bar{x} = \bar{x}(t) - \theta \gamma(t+1) \tilde{f}(t, \bar{x}(t))$ for some $\theta \in (0, 1)$. Taking into account Assumption 5 we obtain that

$$\|\nabla V(\bar{x}) - \nabla V(\bar{x}(t))\| \leq k_1 \gamma(t+1) \|\tilde{f}(t, \bar{x}(t))\|.$$

Since

$$E(\nabla V(\bar{x}(t)), \tilde{f}(t, \bar{x}(t))) = (\nabla V(\bar{x}(t)), \nabla \phi(\bar{x}(t)))$$

$$+ (\nabla V(\bar{x}(t)), R(t, \bar{x}(t))),$$

$$E\|\tilde{f}(t, \bar{x}(t))\|^2 = \frac{1}{N^2}\|\nabla \phi(\bar{x}(t))\|^2 + \|R(t, \bar{x}(t))\|^2$$

$$+ E\|\xi(t)\|^2 + \frac{2}{N}(\nabla \phi(\bar{x}(t)), R(t, \bar{x}(t))),$$

and due to the Cauchy-Schwarz inequality and Assumptions 1, 6 we conclude that

$$LV(x) \leq \frac{\gamma(t+1)}{N}(\nabla V(\bar{x}(t)), \nabla \phi(\bar{x}(t)))$$

$$+ k_2 \gamma(t+1) \|R(t, \bar{x}(t))\| + k_3 \gamma^2(t+1).$$

Now recall that $\nabla V = -\nabla \phi$ and the function $V(x)$ is non-negative. Thus, we finally obtain that

$$LV(x) \leq -\frac{\gamma(t+1)}{N}\|\nabla \phi(\bar{x}(t))\|^2 + g(t)(1 + V(\bar{x}(t))),$$

$$LV(x) \leq -\frac{\gamma(t+1)}{N}\|\nabla \phi(\bar{x}(t))\|^2 + g(t)(1 + V(\bar{x}(t))).$$
where

\[ g(t) = k_2 \gamma(t + 1) \| R(t, \bar{x}(t)) \| + k_3 \gamma^2(t + 1). \]

Lemma \( \text{[1]} \) and the choice of \( \gamma(t) \) imply that \( g(t) > 0 \) and \( \sum_{t=0}^{\infty} g(t) < \infty \). Thus, all conditions of Theorem \( \text{[2]} \) hold and, taking into account \( \| \nabla \phi(\bar{x}(t)) \| \in \Psi(A_0) \), we conclude that either \( \lim_{t \to \infty} \bar{x}(t) = a^* \in A_0 \) almost surely or \( \bar{x}(t) \) converges to the boundary of a connected component of the set \( A_0 \) almost surely.

Next we show that the process converges almost surely either to \( a^* \in A^* \) or to the boundary of a connected component of the set \( A^* \). To do this we use the result formulated in Theorem \( \text{[3]} \). Obviously, under Assumptions \( \text{[5]} \) and \( \text{[6]} \) conditions \( \text{[1]} \) and \( \text{[2]} \) in Theorem \( \text{[3]} \) hold. Thus, it suffices to check the finiteness of the sums in conditions (3) and (4) in Theorem \( \text{[3]} \). Since \( \gamma(t) = O(1/t^\nu), \nu \in (0.5, 1], \) and

\[ \sum_{k=t+1}^{\infty} \gamma^2(k) = O(1/t^{2\nu-1}) \quad \text{(see Remark \[7\]),} \]

we get

\[ \sum_{t=0}^{\infty} \left( \frac{\gamma(t)}{\sqrt{\sum_{k=t+1}^{\infty} \gamma^2(k)}} \right)^3 = \sum_{t=0}^{\infty} O(1/t^{1.5}) < \infty. \]

Moreover,

\[ \| R(t, \bar{x}(t)) \| \leq c(t) = \frac{L}{N} \sum_{i=1}^{N} \| \tilde{a}_i(t + 1) - \bar{x}(t) \| \]

almost surely. Hence, according to Theorem \( \text{[4]} \) a) and Assumptions \( \text{[1]} \) and \( \text{[6]} \)

\[ \| R(t, \bar{x}(t)) \| \leq M \left( \lambda^t + \sum_{s=1}^{t} \lambda^{t-s} \gamma(s) \right) \]

almost surely for some positive constant \( M \). Here the parameter \( \lambda \in (0, 1) \) is one defined in Theorem \( \text{[4]} \). Taking into account this and the fact that

\[ \frac{\gamma(t)}{\sqrt{\sum_{k=t+1}^{\infty} \gamma^2(k)}} = O\left( \frac{1}{\sqrt{t}} \right) \]

we have

\[ \sum_{t=0}^{\infty} \frac{\gamma(t) \| R(t, \bar{x}(t)) \|}{\sqrt{\sum_{k=t+1}^{\infty} \gamma^2(k)}} < \infty. \]

The last inequality is obtained due to the fact that \( \sum_{t=0}^{\infty} \lambda^t O\left( \frac{1}{\sqrt{t}} \right) < \infty \) and

\[ \sum_{t=0}^{\infty} O\left( \frac{1}{\sqrt{t}} \right) \sum_{s=1}^{t} \lambda^{t-s} \gamma(s) \]

\[ \leq \sum_{t=0}^{\infty} \sum_{s=1}^{t} \lambda^{t-s} O\left( \frac{1}{\sqrt{s}} \gamma(s) \right) < \infty, \]

since \( \sum_{s=1}^{\infty} \frac{1}{\sqrt{s}} \gamma(s) < \infty \) and, hence, one can use the result in \( \text{[6]} \), according to which any series of the type

\[ \sum_{k=0}^{\infty} \left( \sum_{l=0}^{k} \beta^{k-l} \eta_l \right) \]

converges, if \( \gamma_k \geq 0 \) for all \( k \geq 0, \sum_{k=0}^{\infty} \gamma_k < \infty, \) and \( \beta \in (0, 1) \). Thus, all conditions of Theorem \( \text{[3]} \) are fulfilled.

It implies that the process \( \bar{x}(t) \) converges almost surely either to \( a^* \in A^* \) or to the boundary of a connected component of the set \( A^* \). On the other hand, by Theorem \( \text{[4]} \) a), \( \lim_{t \to \infty} || \tilde{a}_i(t) - \bar{x}(t) || = 0 \) for all \( i \in [N] \). It
means that \( \hat{a}_i(t) \) converges almost surely either to \( a^* \in \mathcal{A}^* \) or to the boundary of a connected component of the set \( \mathcal{A}^* \). Finally, due to the learning procedure in Algorithm 1

\[ a_i(t+1) = \hat{a}_i(t+1). \]

Hence, irrespective of the initial states, the joint action \( \mathbf{a}(t) = (a_1(t), \ldots, a_N(t)) \) converges almost surely either to \( a^* \in \mathcal{A}^* \) or to the boundary of a connected component of the set \( \mathcal{A}^* \).

\[ \blacksquare \]

V. PAYOFF-BASED ALGORITHM

In this section we introduce the payoff-based algorithm to learn a potential function maximizer in a potential game. In contrast to the previous subsection, we deal here with a system, where at every moment of time \( t \) each agent \( i \) has only the access to her currently played action \( a_i(t) \) and the experienced payoff \( U_i(t) \), where \( U_i(t) = U_i(a_1(t), \ldots, a_N(t)) \). We introduce here the algorithm updating the agents’ mixed strategies, which in their turn are chosen in a way to put more weight on the actions in the direction of the utilities’ ascent. We refer here to the idea of CALA (continuous action-set learning automaton) presented in the literature on learning automata \[4\], \[46\] and use the Gaussian distribution as the basis for mixing agents’ strategies. Note that Gaussian samplings are used in many works devoted to parameter estimations in unknown systems \[32\], \[29\], \[11\]. Random samplings allow a zero-order procedure to explore the system and to get an appropriate estimation of gradient’s values.

We consider a potential game \( \Gamma(N, \mathcal{A}, \{U_i\}, \phi) \), where each agent \( i \) chooses her action from the action set \( \mathcal{A}_i = \mathbb{R} \) according to the normal distribution \( \mathcal{N}(\mu_i, \sigma^2) \) with the density:

\[ p_{\mu_i}(x) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left\{ -\frac{(x-\mu_i)^2}{2\sigma^2} \right\}, \tag{8} \]

The learning procedure updates the parameters \( \mu_i \) for every \( i \in [N] \) and \( \sigma \) according to Algorithm 2.

\begin{algorithm}
\caption{Payoff-based algorithm}
1: Let \( \{\sigma(t)\}_t \) be a specified variance sequence, \( \mu_i(0) \) be an initial mean parameter for the normal distribution of the agent \( i \)'s action, \( a_i(0) \sim \mathcal{N}(\mu_i(0), \sigma^2(0)) \), \( U_i(0) = U_i(a_1(0), \ldots, a_N(0)) \) be the value of the agent \( i \)'s utility function, \( i \in [N] \), \( t = 0 \).
2: Let \( \{\gamma(t)\}_t \) be a specified sequence of time steps.
3: \( \mu_i(t+1) = \mu_i(t) + \gamma(t+1)\sigma^2(t+1) \left[ U_i(t) \frac{a_i(t) - \mu_i(t)}{\sigma^2(t)} \right] \).
4: \( a_i(t+1) \sim \mathcal{N}(\mu_i(t+1), \sigma^2(t+1)) \).
5: \( t := t + 1 \), goto 3-4.
\end{algorithm}

Thus, the payoff-based algorithm is of stochastic nature itself. The agents choose their actions according to the probabilistic distributions. The parameters of these distributions are updated iteratively according to the actually obtained payoff information.

In the case of the payoff-based algorithm above, we will need a less restrictive assumption on the continuity of the gradient \( \nabla \phi \).
Assumption 7: The gradient $\nabla \phi$ is Lipschitz continuous on $\mathbb{R}^N$, i.e. there exists such a positive constant $L$ that $\|\nabla \phi(a_1) - \nabla \phi(a_2)\| \leq L\|a_1 - a_2\|$ for any $a_1, a_2 \in \mathbb{R}^N$.

However, for the analysis of the payoff-based algorithm we make the following assumption regarding the behavior of utility functions at infinity.

Assumption 8: The utility functions $U_i(a)$, $i \in [N]$, are continuous on the whole $\mathbb{R}^N$ and their absolute values grow not faster than a linear function of $a$, given $a$ has a large norm, i.e. there exist such constants $K > 0$ and $c > 0$ that $|U_i(a)| \leq c(1 + \|a\|)$ for any $i \in [N]$, if $\|a\| \geq K$.

In the following subsection we will provide the analysis of Algorithm 2. To the best of the author’s knowledge, no payoff-based algorithm has been presented in the literature so far that would be applicable to distributed non-concave optimization (4) in multi-agent systems. For example, the known technique on a smooth approximation of objective functions introduced by Nesterov in [29] suffers from a shortcoming that two points are needed to estimate the gradient of the smoothed function. Thus, agents would need an extra coordination to get an appropriate estimation, if this technique is applied to multi-agent optimization. Moreover, Nesterov’s approach assumes a so called smoothing parameter to be fixed and predefined. This parameter defines how precisely the smoothed function approximates the objective one [11]. As the result, algorithms based on this approach may converge only to a neighborhood of a critical point [11]. To rectify these issues, this work uses $U_i = U_i(a)$ to obtain an estimation of gradients. This estimation is based only on local utilities’ values and, hence, no extra coordination between agents is required. In the following subsection we will show that under Assumptions 2-3, 7, 8 and an appropriate choice of the variance parameter $\sigma(t)$ and the step-size parameter $\gamma(t)$, the joint actions updated according to Algorithm 2 converge in probability to a local maximum of the potential function as time tends to infinity.

A. Payoff-Based Algorithm: Convergence Result

In this subsection we consider the payoff-based procedure in Algorithm 2 and formulate the main result concerning its convergence. Firstly, we calculate the expectation of the term $\frac{U_i(a_i - \mu_i)}{\sigma^2(t)}$. Let us consider the following notations: $x = (x_1, \ldots, x_N)$, $p_\mu(x) = \prod_{i \in [N]} p_{\mu_i}(x_i)$, and $p_{\mu_{-i}}(x_{-i}) = \prod_{j \neq i} p_{\mu_j}(x_j)$, where $p_{\mu_i}, i \in [N]$, is introduced in [3]. Taking into account Assumptions 1, 3, 8 and the fact that the coordinates of the joint action
\( \alpha(t) \) are independently distributed and the \( i \)th coordinate has the distribution \( N_i = N(\mu_i(t), \sigma^2(t)) \), we obtain:

\[
\mathbb{E}\left\{ \frac{U_i(a_i - \mu_i)}{\sigma^2} \mid a_i \sim N(\mu_i, \sigma), i \in [N] \right\}
\]

\[
= \frac{1}{\sigma^2} \int_{\mathbb{R}^N} U_i(x_i)(x_i - \mu_i)p_{\mu}(x_i)dx_i
\]

\[
= -\int_{\mathbb{R}^N} U_i(x_i)p_{\mu_{-i}}(x_{-i})d \left( e^{-\frac{(x_i-\mu_i)^2}{2\sigma^2}} \right) dx_{-i}
\]

\[
= -\int_{\mathbb{R}^{N-1}} \left( U_i(x_i)e^{-\frac{(x_i-\mu_i)^2}{2\sigma^2}} \right) \int_{x_i = -\infty}^{+\infty} p_{\mu_{-i}}(x_{-i})dx_{-i}
\]

\[
+ \int_{\mathbb{R}^N} \frac{\partial U_i(x)}{\partial x_i} p_{\mu}(x_i)dx_i
\]

\[
= \int_{\mathbb{R}^N} \frac{\partial U_i(x)}{\partial x_i} p_{\mu}(x_i)dx_i.
\]  

(9)

For each \( \mu \in \mathbb{R}^N \) let us introduce the vector \( \nabla \tilde{\phi}(\mu) \) with the \( i \)th coordinate equal to \( \int_{\mathbb{R}^N} \frac{\partial \phi(x)}{\partial x_i} p_{\mu}(x)dx \). According to equality (6), we conclude that

\[
\int_{\mathbb{R}^N} \frac{\partial \phi(x)}{\partial x_i} p_{\mu}(x)dx = \int_{\mathbb{R}^N} \frac{\partial U_i(x)}{\partial x_i} p_{\mu}(x)dx.
\]

Taking this equality and equality (9) into account, we can rewrite Algorithm 2 as follows:

\[
\mu(t + 1) = \mu(t) + \sigma^3(t + 1)\gamma(t + 1)[\nabla \phi(\mu(t)) + Q(\mu(t))] + \gamma(t + 1)\sigma^3(t + 1)M(\alpha, t, \mu(t)),
\]

where \( Q(\mu(t)) = \nabla \tilde{\phi}(\mu(t)) - \nabla \phi(\mu(t)) \) and \( M(\alpha, t, \mu(t)) \) is the \( N \)-dimensional vector with the coordinates

\[
M_i(\alpha, t, \mu(t)) = U_i(t)\frac{\alpha_i(t) - \mu_i(t)}{\sigma^2(t)} - \int_{\mathbb{R}^N} \frac{\partial U_i(x)}{\partial x_i} p_{\mu}(x)dx, \quad i \in [N].
\]

Due to (9),

\[
\mathbb{E}\{M(\alpha, t, \mu(t))|a_i \sim N(\mu_i(t), \sigma(t)), i \in [N]\} = 0.
\]

(10)

Now we are ready to formulate the main result on the payoff-based procedure in Algorithm 2 and its vector form (10).

**Theorem 6:** Let \( \Gamma(N, A, \{U_i\}, \phi) \) be a potential game with \( A_i = \mathbb{R} \). Let the parameter \( \gamma(t) \) and \( \sigma(t) \) be such that \( \gamma(t) > 0, \sigma(t) > 0, \)

1. \( \sum_{t=0}^{\infty} \gamma(t)\sigma^4(t) = \infty, \sum_{t=0}^{\infty} \gamma(t)\sigma^4(t) < \infty, \)
2. \( \sum_{t=0}^{\infty} \gamma^2(t) < \infty, \sum_{t=0}^{\infty} \left( \frac{\gamma(t)}{\sqrt{\sum_{k=t+1}^{\infty} \gamma^2(k)}} \right)^3 < \infty, \)
3. \( \sum_{t=0}^{\infty} \frac{\gamma(t)\sigma^4(t)}{\sqrt{\sum_{k=t+1}^{\infty} \gamma^2(k)}} < \infty. \)

\(^3\)For the sake of notation simplicity, we omit the argument \( t \) in some estimation.
Then under Assumptions 13 and 78 the sequence \( \{\mu(t)\} \) defined by Algorithm 2 converges either to a point from the set of local maxima or to the boundary of one of its connected components almost surely irrespective of the initial parameters. Moreover, the agents’ joint action updated by the payoff-based procedure defined in Algorithm 2 converges in probability either to a point from the set of local maxima or to the boundary of one of its connected components.

**Remark 7:** There exist such sequences \( \{\gamma(t)\}, \{\sigma(t)\} \) that the conditions (1)-(3) of Theorem 6 hold. For example, let us consider \( \gamma(t) = 1/t^{0.6} \) and \( \sigma(t) = 1/t^{0.13} \). Notice that in this case
\[
\sum_{k=t+1}^{\infty} \gamma^2(k) = \sum_{k=t+1}^{\infty} \frac{1}{k^{1.2}} \sim \int_{t+1}^{\infty} \frac{1}{x^{1.2}} \, dx = O(1/t^{0.2}).
\]
Hence,
\[
\sum_{t=0}^{\infty} \left( \frac{\gamma(t)}{\sqrt{\sum_{k=t+1}^{\infty} \gamma^2(k)}} \right)^3 = \sum_{t=0}^{\infty} O(1/t^{1.5}) < \infty,
\]
\[
\sum_{t=0}^{\infty} \frac{\gamma(t)\sigma^4(t)}{\sqrt{\sum_{k=t+1}^{\infty} \gamma^2(k)}} = \sum_{t=0}^{\infty} O(1/t^{1.02}) < \infty.
\]

**Remark 8:** To estimate the convergence rate of the proposed payoff-based procedure, one can apply the standard technique proposed in (5.292), [40], to estimate \( \|\mu(t) - \mu^*\| \) based on (10). The conjecture is that the convergence rate is sublinear, at least in the case of strongly concave objective functions (see also Theorem 10 in [44]).

**Remark 9:** Furthermore, if Assumption 4 does not hold, we can define the set \( A' \) to be the set of \( a' \in A_0 \) for which there exists a symmetric positive definite matrix \( C(a') \) such that \( (\nabla f(a), C(a')(a - a')) \leq 0 \) for any \( a \in U(a') \), where \( U(a') \) is some open neighborhood of \( a' \). Then \( \mu(t) \) and \( a(t) \) converge to a point from \( A_0 \setminus A' \) almost surely and in probability respectively.

**Proof:** We will deal with the equivalent formulation (10) of the learning procedure in Algorithm 2. In the following any \( k_j \) denotes some positive constant. To prove the claim we will demonstrate that the process (10) fulfills the conditions in Theorem 2 and 3 where \( d = N, X(t) = \mu(t), a(t) = \gamma(t)\sigma^3(t), \beta(t) = \gamma(t), f(X(t)) = \nabla \phi(\mu), q(t, X(t)) = Q(\mu(t)), \) and \( W(t, X(t), \omega) = \sigma^3(t)M(a, t, \mu(t)) \). First of all, we show that there exists a sample function \( V(t, \mu) \) of the process (10) satisfying conditions (1) and (2) of Theorem 2. Let us consider the following time-invariant function
\[
V(\mu) = -\phi(\mu) + \sum_{i=1}^{N} h(\mu_i) + C,
\]
where
\[
h(\mu_i) = \begin{cases} 
(\mu_i - K)^2, & \text{if } \mu_i \geq K; \\
0, & \text{if } |\mu_i| \leq K; \\
(\mu_i + K)^2, & \text{if } \mu_i \leq -K;
\end{cases}
\]
and \( C \) is chosen in such way that \( V(\mu) > 0 \) for all \( \mu \in \mathbb{R}^N \). Thus, \( V(\mu) \) is positive on \( \mathbb{R}^N \) and \( \lim_{\|\mu\| \to \infty} V(\mu) = \infty. \)

\(^4\)The constant \( K \) below is one from Remark 2.
Further we will use the notation $E_{\mu,\sigma}(\xi(a))$ for the expectation of any random variable $\xi$ dependent on $a$ given that $a$ has a normal distribution with the parameters $\mu, \sigma^2$, namely $E_{\mu,\sigma}(\xi(a)) = E\{\xi(a) | a \sim N(\mu, \sigma^2)\}$.

We can use the Mean-value Theorem for the function $V(\mu)$ to get

$$LV(\mu) = E_{\mu,\sigma}(\xi(a))V(\mu + \sigma^3(t + 1)\gamma(t + 1)\tilde{f}(a, t, \mu)) - V(\mu)$$

$$= E_{\mu,\sigma}(\xi(a))\sigma^3(t + 1)\gamma(t + 1)(\nabla V(\tilde{\mu}), \tilde{f}(a, t, \mu))$$

$$= \sigma^3(t + 1)\gamma(t + 1)E_{\mu,\sigma}(\xi(a))(\nabla V(\tilde{\mu}), \tilde{f}(a, t, \mu))$$

$$+ (\nabla V(\tilde{\mu}) - \nabla V(\mu), \tilde{f}(a, t, \mu)), \quad (12)$$

where

$$\tilde{f}(a, t, \mu) = \nabla \phi(\mu) + Q(\mu) + M(a, t, \mu),$$

$$\tilde{\mu} = \mu + \theta\sigma^3(t + 1)\gamma(t + 1)\tilde{f}(a, t, \mu)$$

for some $\theta \in (0, 1)$. We proceed by estimating the terms in (12). Let $h(\mu) = \sum_{i=1}^N h_i(\mu)$. Then, taking into account (11) and the fact that the vector $\nabla h(\mu)$ has coordinates that are linear in $\mu$, we get:

$$E_{\mu,\sigma}(\xi(a))(\nabla V(\mu), \tilde{f}(a, t, \mu))$$

$$= -\left(\|\nabla \phi(\mu)\|^2 - (\nabla \phi(\mu), \nabla h(\mu))\right)$$

$$+ (\nabla h(\mu) - \nabla \phi(\mu), Q(\mu))$$

$$\leq -\left(\|\nabla \phi(\mu)\|^2 - (\nabla \phi(\mu), \nabla h(\mu))\right)$$

$$+ k_1\|Q(\mu)\|(1 + V(\mu)),$$

where the last inequality is due to the Cauchy-Schwarz inequality and Assumption 7. Thus, using again the Cauchy-Schwarz inequality, Assumption 1 and the fact that the vector $\nabla V(\mu)$ is Lipschitz continuous, we obtain from (12):

$$LV(\mu, t) \leq -\sigma^3(t + 1)\gamma(t + 1)$$

$$\times (\|\nabla \phi(\mu)\|^2 - (\nabla \phi(\mu), \nabla h(\mu)))$$

$$+ \sigma^3(t + 1)\gamma(t + 1)k_2(1 + V(\mu))\|Q(\mu)\|$$

$$+ \sigma^6(t + 1)\gamma^2(t + 1)E_{\mu,\sigma}(\xi(a))(\|\tilde{f}(a, t, \mu)\|^2). \quad (13)$$

Recall the definition of the vector $\nabla \tilde{\phi}(\mu)$:

$$\nabla \tilde{\phi}(\mu) = \int_{\mathbb{R}^N} \nabla \phi(x)p_\mu(x)dx.$$
Since \( Q(\mu(t)) = \nabla \tilde{\phi}(\mu(t)) - \nabla \phi(\mu(t)) \) and due to Assumptions [1] and [14], we can write the following:

\[
\|Q(\mu(t))\| \leq \int_{\mathbb{R}^N} \|\nabla \phi(\mu) - \nabla \phi(x)\| p_{\mu}(x)dx \\
\leq \int_{\mathbb{R}^N} L\|\mu - x\| p_{\mu}(x)dx \\
\leq \int_{\mathbb{R}^N} L \left( \sum_{i=1}^{N} |\mu_i - x_i| \right) p_{\mu}(x)dx = O(\sigma(t)),
\]  

(15)

Due to Assumption [8] and (9),

\[
\sigma^6(t + 1)\mathbb{E}_{\mu, \sigma(t)} \|M(a, t, \mu)\|^2 = f_1(\mu),
\]

(16)

where \( f_1 \) depends on \( \mu \) and is bounded by a quadratic function. Hence, we conclude that

\[
\sigma^6(t + 1)\mathbb{E}_{\mu, \sigma(t)} \|J(a, t, \mu)\|^2 \leq k_3(1 + V(\mu)).
\]

Thus, (13) implies:

\[
LV(\mu, t) \\
\leq -\sigma^3(t + 1)\gamma(t + 1)(\|\nabla \phi(\mu)\|^2 - (\nabla \phi(\mu), \nabla h(\mu))) \\
+ g(t)(1 + V(\mu)),
\]

(17)

where \( g(t) = O(\sigma^4(t)\gamma(t) + \gamma^2(t)) \), i.e. \( \sum_{t=1}^{\infty} g(t) < \infty \), according to the choice of the sequence \( \gamma(t) \) and \( \sigma(t) \) (see conditions [1] and [2] in the theorem formulation). Note also that, according to the definition of the function \( h, \|\nabla \phi(\mu)\|^2 - (\nabla \phi(\mu), \nabla h(\mu)) \geq 0 \), where equality holds only on critical points of the function \( \phi \) (see Remark [2]). Thus, conditions [1] and [3] of Theorem [2] hold. Conditions [3] and [4] of Theorem [2] hold, due to (15) and Assumption [1] respectively. Moreover, taking into account Theorem [1] and (17), we conclude that the norm \( \|\mu(t)\| \) is bounded almost surely for all \( t \). Hence, condition [5] of Theorem [2] holds as well. Thus, all conditions of Theorem [2] are fulfilled. It implies that \( \lim_{t \to \infty} \mu(t) = \mu^* \) almost surely, where \( \mu^* \) is some critical point of \( \phi \), or \( \mu(t) \) converges to the boundary of a connected component of the set \( A_0 \). Moreover, since \( \sigma(t) \to 0 \) as \( t \to \infty \), we conclude that \( a(t) \) converges to \( \mu^* \) or to the boundary of a connected component of the set \( A_0 \) in probability irrespective of the initial states.

Further we verify the fulfillment of conditions in Theorem [3] to prove that this critical point \( a^* = \mu^* \) is necessarily a local maximum of \( \phi \). Let \( \mu' \) denote a critical point of the function \( \phi \) that is not in the set of local maxima \( A^* \). We show that there exists some \( \delta' > 0 \) such that \( |\text{Tr}[A(t, \mu) - A(t, \mu')]| \leq k_4 \|\mu - \mu'\| \), for any \( \mu, \|\mu - \mu'\| < \delta' \),
where \( A_i(t, \mu) = \mathbb{E}_{\mu, \sigma(t)} \sigma^6(t + 1) M_i^2(a, t, \mu) \). Indeed,

\[
\frac{1}{\sigma^6(t + 1)} |\text{Tr}[A(t, \mu) - A(t, \mu')]| \\
= \left| \sum_{i=1}^{N} \mathbb{E}_{\mu, \sigma(t)} M_i^2(a, t, \mu) - \mathbb{E}_{\mu', \sigma(t)} M_i^2(a, t, \mu') \right| \\
\leq \left| \sum_{i=1}^{N} \mathbb{E}_{\mu, \sigma(t)} U_i^2(t) \frac{(\mu_i(t) - \mu'_i)^2}{\sigma^4(t)} \\
- \mathbb{E}_{\mu', \sigma(t)} U_i^2(t) \frac{(\mu_i(t) - \mu'_i)^2}{\sigma^4(t)} \right| \\
+ \|\nabla \tilde{\phi}(\mu')\|^2 - \|\nabla \tilde{\phi}(\mu)\|^2. \tag{18}
\]

Since \( \nabla \phi \) is Lipschitz continuous, we can use \([14]\) to get

\[
\|\nabla \tilde{\phi}(\mu) - \nabla \tilde{\phi}(\mu')\| \\
= \| \int_{\mathbb{R}^N} (\nabla \phi(x) p_{\mu}(x) - \nabla \phi(x) p_{\mu'}(x)) dx \| \\
\leq \int_{\mathbb{R}^N} \| \nabla \phi(y + \mu) - \nabla \phi(y + \mu') \| p(y) dy \\
\leq k_5 \| \mu - \mu' \|,
\]

where \( p(y) = \frac{1}{(2\pi\sigma^2)^{N/2}} e^{-\frac{1}{2\sigma^2} x^2} \). Hence, according to Assumptions \([1]\) \([2]\) and the last inequality,

\[
\|\nabla \tilde{\phi}(\mu')\|^2 - \|\nabla \tilde{\phi}(\mu)\|^2 \leq k_6 (\| \nabla \tilde{\phi}(\mu')\| - \| \nabla \tilde{\phi}(\mu)\|) \\
\leq k_6 \| \nabla \tilde{\phi}(\mu') - \nabla \tilde{\phi}(\mu)\| \\
\leq k_7 \| \mu - \mu' \|. \tag{19}
\]

Moreover,

\[
\sigma^6 \mathbb{E}_{\mu, \sigma(t)} [U_i^2 \frac{(\mu_i - \mu'_i)^2}{\sigma^4}] - \sigma^6 \{U_i^2 \frac{(\mu_i - \mu'_i)^2}{\sigma^4}\} \\
= u_i(t, \mu) - u_i(t, \mu'), \tag{20}
\]

where

\[
u_i(\mu) = \int_{\mathbb{R}^N} \sigma^2 U_i^2(x)(x^i - \mu_i) p_{\mu}(x) dx.
\tag{21}
\]

The function above is Lipschitz continuous in some \( \delta \)-neighborhood of \( \mu' \), since there exists \( \delta > 0 \) such that the gradient \( \nabla u_i(\mu) \) is bounded for any \( \mu: \| \mu - \mu' \| < \delta \). Indeed, due to Assumption \([8]\) and if \( \| \mu - \mu' \| < \delta \), the mean vectors \( \mu' \) and \( \mu \) in \([20]\) are bounded. Next, taking into account the behavior of each \( U_i(x) \), when \( x \to \infty \) (see Assumption \([8]\)), we can use finiteness of moments of a normal random vector with a bounded mean vector and apply the sufficient condition for uniform convergence of integrals based on majorants (see \([51]\), Chapter 17.2.3.) to conclude that the integral in \([21]\) can be differentiated under the integral sign with respect to the parameter \( \mu \) for
any \( j \in [N] \). For the same reason of moments’ finiteness, the partial derivative \( \frac{\partial u_i(\mu)}{\partial \mu_j} \) is bounded for all \( i, j \in [N] \). According to the Mean-value Theorem for each function \( u_i, i \in [N] \), this implies that
\[
\sum_{i=1}^{N} |u_i(\mu) - u_i(\mu')| \leq k_8 \|\mu - \mu'\|. \tag{22}
\]
Substituting (19) - (22) into (18) and taking into account that, according to Assumption 7 \( \|\nabla \psi(\mu)\|^2 = \|\nabla \psi(\mu) - \nabla \psi(\mu')\|^2 \leq L^2 \|\mu - \mu'\|^2 \) for all \( \mu \in \mathbb{R}^N \), we obtain that there exists \( \delta' \leq \delta \) such that for any \( \mu : \|\mu - \mu'\| < \delta' \)
\[
\|\nabla \psi(\mu)\|^2 + |\text{Tr}[A(t, \mu) - A(t, \mu')]| \leq k_8 \|\mu - \mu'\|.
\]

Thus, condition (1) of Theorem 3 holds.

Since \( \|\mu'\| < \infty \) (Assumption 2) and due to Assumptions 1, 5 and Remark 2 \( \sigma^{12} \mathbb{E}_{\mu, \sigma(t)} \| M(a, t, \mu) \|^4 < \infty \) for any \( \mu : \|\mu - \mu'\| < \delta' \). Hence, condition (2) of Theorem 3 is also fulfilled.

Finally, taking into account the choice of the sequences \( \{\gamma(t)\}, \{\sigma(t)\} \) (see conditions 1, 3) and the estimation (15), we conclude that the last two conditions of Theorem 3 are also fulfilled. It allows us to conclude that
\[
\text{Pr}\{\lim_{t \to \infty} \mu(t) \in A_0 \setminus A^*\} = 0.
\]
As \( \lim_{t \to 0} \sigma(t) = 0 \), the players’ joint actions \( a(t) \), chosen according to the rules in Algorithm 2 converge in probability to a local maximum of the potential function \( \phi \) or to the boundary of a connected component of the set \( A^* \) irrespective of the initial states.

B. Payoff-based Algorithm Based on Two-Point Evaluations

In this subsection, we present a version of the payoff-based algorithm introduced above, which is based on evaluations of utility functions in two points. For this purpose let us replace each estimation of the gradients in mixed strategies (see (9)), namely \( U_i(t) \frac{a_i(t) - \mu_i(t)}{\sigma_i(t)} \), by the expression \( (U_i(t) - U_i(\mu(t))) \frac{a_i(t) - \mu_i(t)}{\sigma_i(t)} \). Thus, the modified procedure can be described by Algorithm 3.

**Algorithm 3** Two-point payoff-based algorithm

1. Let \( \{\sigma(t)\}_t \) be a specified variance sequence, \( \mu_i(0) \) be an initial mean parameter for the normal distribution of the agent \( i \)'s action, \( a_i(0) \sim N(\mu_i(0), \sigma^2(0)) \), \( U_i(0) = U_i(a_1(0), \ldots, a_N(0)) \) be the value of the agent \( i \)'s utility function, \( i \in [N], t = 0 \).

2. Let \( \{\gamma(t)\}_t \) be a specified sequence of time steps.

3.
\[
\mu_i(t + 1) = \mu_i(t) + \gamma(t + 1) \sigma^3(t + 1)
\times \left[(U_i(t) - U_i(\mu(t))) \frac{a_i(t) - \mu_i(t)}{\sigma_i(t)}\right]
\]

4. \( a_i(t + 1) \sim N(\mu_i(t + 1), \sigma^2(t + 1)) \).

5. \( t := t + 1, \text{ goto } 3-4 \).

Due to the fact that
\[
\mathbb{E}\{U_i(\mu(t)) \frac{a_i(t) - \mu_i(t)}{\sigma^2(t)} | a_i(t) \sim N(\mu_i(t), \sigma^2(t))\} = 0,
\]
we conclude that, analogously to $U_i(t) \frac{\alpha_i(t) - \mu_i(t)}{\sigma^2(t)}$ (see (9)), $(U_i(t) - U_i(\mu(t))) \frac{\alpha_i(t) - \mu_i(t)}{\sigma^2(t)}$ is an unbiased estimation of the gradients in mixed strategies. However, this estimation has a bounded variance irrespective of the mean value $\mu(t)$, in contrast to $U_i(t) \frac{\alpha_i(t) - \mu_i(t)}{\sigma^2(t)}$ (see (16)). Indeed, according to Assumption 8 and by using Mean Value Theorem, we conclude that there exists a constant $k > 0$

$$
\mathbb{E}_{\mu, \sigma(t)} \left( \frac{(U_i(a) - U_i(\mu))^2 (a_i - \mu_i)^2}{\sigma^4(t)} \right) = k \int_{\mathbb{R}^N} \frac{(x - \mu)^2 (x_i - \mu_i)^2}{\sigma^4(t)} p_\mu(x) dx = Nk.
$$

Note that due to the equality above, the proof of Theorem 6 can be repeated for Algorithm 3, where $g(t) = O(\sigma^4(t) \gamma(t) + \gamma^2(t))$ in (17) is replaced by $g(t) = O(\sigma^4(t) \gamma(t))$. Thus, we obtain the following theorem.

**Theorem 7:** Let $\Gamma(N, \mathbf{A}, \{U_i\}, \phi)$ be a potential game with $A_i = \mathbb{R}$. Let the parameter $\gamma(t)$ and $\sigma(t)$ be such that $\gamma(t) > 0$, $\sigma(t) > 0$,

1. $\sum_{t=0}^{\infty} \gamma(t) \sigma^3(t) = \infty$, $\sum_{t=0}^{\infty} \gamma(t) \sigma^4(t) < \infty,$
2. $\sum_{t=0}^{\infty} \left( \frac{\gamma(t)}{\sqrt{\sum_{k=t+1}^{\infty} \gamma^2(k)}} \right)^3 < \infty,$
3. $\sum_{t=0}^{\infty} \frac{\gamma(t) \sigma^4(t)}{\sqrt{\sum_{k=t+1}^{\infty} \gamma^2(k)}} < \infty.$

Then under Assumptions [13] and [18] the sequence $\{\mu(t)\}$ defined by Algorithm V-B converges either to a point from the set of local maxima or to the boundary of one of its connected components almost surely irrespective of the initial parameters. Moreover, the agents’ joint action updated by the payoff-based procedure defined in Algorithm 3 converges in probability either to a point from the set of local maxima or to the boundary of one of its connected components.

From the practical point of view, Algorithm 3, similarly to Nesterov’s approach in [29], requires agents to coordinate their actions to get the second estimation at the current mean vector $\mu(t)$. On the other hand, the fact that the variance of the process in Algorithm 3 tends to 0 under diminishing variance (see (23) and adjusted definition of $W(t, \mathbf{X}(t), \omega)$ in the proof of Theorem 6) guarantees a faster convergence of the iterations in comparison with Algorithm 2, where the variance needs to be controlled by the term $\gamma^2(t)$ (see (17) in the proof of Theorem 6). This conclusion is supported by the simulation results provided in the next section.

**VI. ILLUSTRATIVE EXAMPLE**

In this section, we design a distributed problem of the following flow control problem [39]. There are $N$ users (agents) in the system, whose goal is to decide on the intensity $a_i \in \mathbb{R}$, $i \in [N]$, of the power flow to be sent over the system. The overall profit in the system is defined by the following function

$$p(a_1, \ldots, a_N) = \log(1 + \sum_{i \in [N]} h_i \exp(a_i)),$$

where $h_i$ corresponds to the reward factor of the flow sent by the user $i$. However, there is some cost

$$c_i(a_i) = 3 \log(1 + \exp(a_i)) - a_i$$
the user $i$ needs to pay for choosing the intensity $a_i$, $i \in [N]$. Thus, the objective in the system is to maximize the function

$$\phi(a_1, \ldots, a_N) = p(a_1, \ldots, a_N) - \sum_{i \in [N]} c_i(a_i)$$

over $a_i \in \mathbb{R}, i \in [N]$. By using the relation (23) we can conclude that the problem above, namely

$$\phi(a_1, \ldots, a_N) \rightarrow \max, \quad a_i \in \mathbb{R}, \quad i \in [N]$$

(24)

can be reformulated in terms of learning potential function maximizers in the potential game $\Gamma = (N, A = \mathbb{R}^3, \{U_i\}_{i \in [N]}, \phi)$, where

$$U_i(a) = \log \left( 1 + \frac{h_i \exp(a_i)}{1 + \sum_{j \neq i} h_j \exp(a_j)} \right) - c_i(a_i)$$

and $a = (a_1, \ldots, a_N)$. In the following we consider the system described above with some positive coefficients $h_i \in (0, 1], i \in [N]$.

A. Communication-based approach

To learn a local maximum of the potential function in $\Gamma$, the users adapt the communication-based algorithm with the communication topology corresponding to a sequence of random digraphs that is $S$-strongly connected with $S = 4$ (see Definition 3).

Figures 1 demonstrates behavior of the potential function $\phi$ during the run of the communication-based algorithm with some initial users’ estimation vectors chosen uniformly at random on the sphere with center at $0 \in \mathbb{R}^N$ and the radius 10 in the cases $N = 10, 25$, and $50$. As we can see, convergence to a local maximum of the potential function (its value corresponds to the dash lines on the figure) takes place. The convergence rate, however, depends on the number of the agents in the system. The algorithm needs more time to approach a local maximum as $N$ increases.

Fig. 1. The value of $\phi$ during the communication-based algorithm for $N = 10$ (blue line), $N = 25$ (yellow line), and $N = 50$ (green line).
B. Payoff-based approach

If communication does not take place and the gradient information is not available, the agents use the payoff-based algorithm. Figures 2 and 3 demonstrate the performance of the algorithm based on one- and two-point estimations respectively, given some initial mean vector $\mu(0)$ chosen uniformly at random on the sphere with the center at $0 \in \mathbb{R}^N$ and the radius 10. The simulations support the discussion in Subsection V-B. Namely, the payoff-based algorithm based on one estimation of the utilities requires a more sophisticated tuning of the parameter $\sigma(t)$ and $\gamma(t)$ to approach a local maximum within some finite time. As we can see on Figure 2, this algorithm needs over 4000 iterations to get close to a local maximum (the value of the potential function at the local maximum corresponds to the dash line) already in the case $N = 5$. To overcome this practical limitation we use the procedure using two estimations of the utilities’ values per iteration (see Subsection V-B). The corresponding simulation results are presented on Figure 3 for the cases $N = 10$, 25, and 50. As we can see, the procedure converges to a local maximum within some finite time (as before, the dash lines demonstrate the values of the potential function at the local maxima).

![Fig. 2. The value of $\phi$ during the payoff-based learning algorithm for $N = 3$ (blue line) and $N = 5$ (green line).](image)

VII. Conclusion

In this paper we introduced the stochastic learning algorithms that can be applied to optimization problems modeled by potential games with continuous actions. We focused on two different types of information. The first learning procedure uses the non-restrictive push-sum protocol to enable communication between agents. The second algorithm is payoff-based one. The advantage of this procedure is that players need neither communication, nor knowledge on the analytical properties of their utilities to follow the rules of the algorithm. Without any assumption on concavity of the potential function, we demonstrated that under appropriate settings of the algorithms, agents’ joint actions converge to a critical point different from local minima. Future work can be devoted to investigation of escaping from saddle points in distributed multi-agent optimization problems with different information restrictions in systems as well as rigorous analysis of the convergence rates.
Fig. 3. The value of $\phi$ during the payoff-based learning algorithm for $N = 10$ (blue line), $N = 25$ (yellow line), and $N = 50$ (green line).
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