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Abstract

The new generation radio telescopes, such as the Square Kilometre Array (SKA), are expected to reach sufficient sensitivity and resolution to provide large number densities of resolved faint sources, and therefore to open weak gravitational lensing observations to the radio band. In this paper we present RadioLensfit, an open-source tool for an efficient and fast galaxy shape measurement for radio weak lensing shear. It performs a single source model fitting in the Fourier domain, after isolating the source visibilities with a sky model and a faceting technique. This approach makes real sized radio datasets accessible to an analysis in this domain, where data is not yet affected by the systematics introduced by the non-linear imaging process. We detail the implementation of the code and discuss limitations of the source extraction algorithm. We describe the hybrid parallelization MPI+OpenMP of the code, implemented to exploit multi-node HPC infrastructures for accelerating the computation and dealing with very large datasets that possibly cannot entirely be stored in the memory of a single processor. Finally, we present performance results both in terms of measurement accuracy and code scalability on SKA-MID simulated datasets. In particular, we compare shape measurements of 1000 sources at the expected source density in SKA Phase 1 with the ones obtained from the same dataset in a previous work by a joint fitting of the raw visibility data, and show that results are comparable while the computational time is highly reduced.
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1. Introduction

Gravitational lensing is a phenomenon that causes the paths of photons arriving from distant sources to bend while they pass close to large matter...
accumulations because of the matter gravitational potential. The measure of this distortion on cosmological scales is a powerful technique for estimating the foreground mass distribution and the relationship between the distributions of dark and baryonic matter. Its combination with redshift measurements can provide cosmological constraints on the density of dark matter and, through the growth of large-scale structure, also on the dark energy component of the Universe. In the weak lensing regime, detectable around galaxy clusters at large angular distances, the images of galaxies behind clusters are weakly distorted (or sheared), resulting to be slightly elongated tangentially to the mass distribution. This anisotropic stretching is quantified in terms of gravitational shear that is directly accessible through measurements of galaxy shapes. Usually it is estimated considering only background star-forming (SF) galaxies under the assumption that they are randomly oriented. Then the shear is given by the weighted average of their ellipticities (see Kilbinger (2015) for an overview). For a significant detection it is important to use a large sample of faint galaxies as the shear signal is very small (roughly a few percent at cosmological scales) compared with the intrinsic dispersion in galaxy shapes, typically around $\sigma_\epsilon \sim 0.3$. For this reason weak lensing field has been served observationally only by deep optical surveys, owing to the larger number densities of faint galaxies achieved in such surveys and their higher resolution compared to other wavelengths.

An international effort is now ongoing to build the world largest radio telescope, called Square Kilometre Array (SKA). The SKA will be developed over two main phases (SKA1 and SKA2), and will be partly hosted in South Africa (SKA-MID, mid-frequency dishes) and partly in Western Australia (SKA-LOW, low frequency stations). SKA-MID will have sufficient sensitivity to reach the needed SF galaxy number density for weak lensing measurements, and a resolution to reliably measure galaxy shapes (Bacon et al., 2020). Although the faint sky observed for weak lensing surveys is SF galaxy dominated, in the radio band a non-negligible fraction of sources is expected to be associated with Active Galactic Nuclei (AGN) (Smolcic et al., 2017; Owen, 2018; Bacon et al., 2020). This fraction is mainly formed by radio-quiet (RQ) AGN, which do not show jet-related emission and feature much weaker and compact radio emission (Bonzini et al., 2013; Delvecchio et al., 2017; Mancuso et al., 2017), therefore they could still be used for shear measurement. The remaining radio-loud (RL) AGNs is expected to be removed from the observed data due to their complicated morphologies, which would increase significantly the intrinsic shape dispersion (however an attempt to model the shape of RL AGN components and include them in the shear measurement has been made in Chang et al. (2004)). Weak lensing can thus become one of the primary science drivers in radio surveys too, with the advantage that they will access the largest scales in the Universe, probing to higher redshift than optical surveys such as LSST and Euclid (Brown et al., 2015). Although the galaxy number density in the radio band will be lower than in the optical, the possibility to observe deeper

\[\text{https://www.skatelescope.org}\]
can make radio weak lensing surveys for cosmology measurements competitive with the corresponding optical surveys, as shown in recent forecasts from SKA simulations (Harrison et al., 2016). Furthermore radio interferometry offers a deterministic knowledge of the instrument response, i.e. the Point Spread Function (PSF), and unique approaches that are not available at the optical band, such as concurrent measurements of polarization (Brown and Battye, 2011) and galaxy rotation velocities (Huff et al., 2019), that may be used to mitigate some of the astrophysical systematic effects encountered in weak lensing cosmology such as intrinsic alignments. Finally, cross-correlation of the shear estimators with optical surveys will also allow suppression of wavelength dependent systematic errors improving the measurement robustness and accuracy (Patel et al., 2010; Demetroullas and Brown, 2016; Camera et al., 2017).

The weak lensing community is currently planning a pilot continuum survey with SKA1-MID (Bacon et al., 2020) to explore the actual potential of SKA-related weak lensing studies and to fine tune radio specific analysis methods in view of the full surveys that will be undertaken with SKA2. Most of the techniques available for weak lensing shear measurement have been developed for optical surveys and are based on the model fitting of SF galaxies’ shapes from images, e.g. lensfit (Miller et al., 2013) and im3shape (Zuntz et al., 2013). In principle they can be applied to radio images as well, after correcting them to the radio galaxy model and the interferometer PSF. However radio observations measure visibilities, i.e. the Fourier Transform (FT) of the sky image at a finite sampling (uv points). They are usually transformed into images, corrected for the PSF, by an iterative non-linear process, which introduces residuals that may dominate the lensing signal (Patel et al., 2015). A first attempt to apply an image-plane shape measurement method on the images obtained from radio data, involving a step to calibrate these biases, has been developed for the analysis of the data produced by the precursor radio weak lensing survey SuperCLASS (Harrison et al., 2020). However, a more correct approach to adopt with radio data is to work directly in the visibility domain, where the noise is purely Gaussian and the data not yet affected by the systematics introduced by the imaging process. This approach is very challenging because sources are no longer localized in the Fourier domain and their flux is mixed together in a complicated way.

In this domain, shape joint fitting of all sources in the field of view is obviously the most accurate way to take into account the signal contamination from nearby galaxies. Currently, two methods adopting this approach have been considered, assuming that source flux and positions are provided. The first one (Chang and Refregier, 2002) uses shapelets (Refregier, 2003; Refregier and Bacon, 2003), where galaxy images are decomposed through an orthonormal basis of functions corresponding to perturbations around a circular Gaussian. Shapelets are invariant under Fourier Transform (up to a rescaling) allowing the adoption in the visibility domain of the same approaches used with images. Finding the best fitting shape via minimising the chi-squared is nominally linear in the shapelet coefficients and therefore can be performed simultaneously for all sources by simple matrix multiplications. However, this is only the case
once a size scale and number of coefficients to include have been chosen, which can in itself be a highly non-linear and time-consuming problem. Moreover shapelets introduce a shear bias as they cannot accurately model steep brightness profiles and highly elliptical galaxy shapes (Melchior et al., 2010). For this reason, 2-component Sersic models are commonly used in optical weak lensing surveys analysis as they better describe SF galaxy surface brightness distribution (Mandelbaum et al., 2015). In the radio band a reasonable assumption is to use a single optical disc-like component because the radio-emitting plasma should follow the distribution of stars in galaxy discs. This source model is used in the second approach (Rivi et al., 2019) where a joint fitting of both size and ellipticity parameters is performed by a Hamiltonian Monte Carlo (HMC) technique. HMC is a Markov Chain Monte Carlo method that adopts physical system dynamics to explore the likelihood distribution efficiently, resulting in faster convergence and maintaining a reasonable efficiency even for high dimensional problems (Neal, 2011). Although this method provides very accurate results with simulated data, it is still very time-consuming even with a small sized dataset, and obviously convergence takes longer as the number of parameters increases. Therefore it could be unfeasible to deal with the expected real data size.

In fact the computational challenges for a telescope such as SKA are great, given the large amount of visibilities that must be processed and the expected source number density. For example, a nominal weak lensing survey using the first 30% of Band 2 will require at least 50 kHz frequency channel bandwidth, meaning about 6000 frequency channels, and 1 second integration time to make smearing effects tolerable (Harrison and Brown, 2015). This means about 20 PB of raw visibilities per pointings of 1 hour integration time with the current design of SKA-MID. This amount of data might be reduced by averaging visibilities in a grid but its effect on the galaxy ellipticity measurement is still to be investigated. Adding that the expected number of sources for such surveys is in the order of $10^4$ per square degree, it is clear that tools exploiting High Performance Computing (HPC) infrastructures are required for these data analysis.

In this paper we present RADIOLENSFIT, a open-source tool which follows the approach adopted in optical surveys where each source is fitted once at a time after being extracted from the sky image. In particular it is an adaptation of LENSFIT, a method already used in optical weak lensing surveys such as CFHTLenS (Heymans et al., 2012), KiDS (Kuijken et al., 2015; Giblin et al., 2021), RCSLenS (Hildebrandt et al., 2016) and VOICE (Fu et al., 2018), to the radio domain. RADIOLENSFIT has been introduced with preliminary results on radio weak lensing shear measurement in Rivi et al. (2016b) and Rivi and Miller (2018). Here, we describe the code implementation, with an optimized source extraction algorithm in the visibility domain (Section 2), and its parallelization for the exploitation of multi-core and multi-node platforms (Section 3). In Section 4, after tuning the source visibilities extraction algorithm, we show the method performance using the same SKA1-MID simulated dataset analyzed with HMC in Rivi et al. (2019), and in Section 5 we present the code scalability over data size. Finally in Section 6 we discuss the next steps towards the analysis...
of real data. Conclusions are summarized in Section 7.

2. Software overview

RadioLensfit\(^2\) is an open-source scalable C/C++ code for measuring star-forming galaxy shapes in the Fourier domain, where radio data originate. Following the approach used in optical surveys, for each source in the field of view the related visibilities are isolated given the source position and flux, and fitted independently. To further reduce nearby source signal contamination and accelerate computation, the model fitting is performed on a coarse uv grid after averaging data visibilities with sampling points falling in the same cells of the grid (see Section 2.3). As for Lensfit \(^3\) (Miller et al., 2013), the likelihood is marginalized over non-interesting source parameters and sampled on the ellipticity components using an adaptive grid around the maximum point. The main stages of the code are summarized below.

2.1. Data loading

The standard data format for visibilities is the Measurement Set (MS), which is organized in a table system. It was introduced with the widely used CASA\(^4\) software package for the post-processing (calibration, imaging and analysis) of radio astronomical data from interferometers, such as ALMA\(^5\) and VLA\(^6\), as well as single dish telescopes. We implemented a MS reader exploiting the casacore\(^6\) library. A star-forming galaxy catalog must also be provided as a simple text file containing at least the position and the integrated flux at the reference frequency for each source. This catalog is expected to be ordered by decreasing signal-to-noise ratio (SNR), if provided, or flux, so that sources with higher SNR are the first to be processed.

2.2. Sky model computation

Based on the information provided by the input source catalog, an approximation of the sky visibilities is computed and used as a first step for source extraction. Visibilities are evaluated at the interferometer baseline vectors, whose coordinates \((u, v, w)\) are measured in wavelengths at the center frequency of the channel bandwidth with respect to a coordinate system where \(w\) axis points towards the phase tracking center \(^7\) (Thompson et al., 1986). The sky model is defined as the sum of the visibilities of each source in the catalog. As mentioned in the introduction, SF galaxies in the radio band are modelled by an

\(^2\) https://github.com/marziarivi/RadioLensfit2
\(^3\) https://casa.nrao.edu/
\(^4\) https://almascience.eso.org/
\(^5\) https://science.nrao.edu/facilities/vla
\(^6\) https://casacore.github.io/casacore/
exponential brightness profile\(^7\) (Sérsic index 1) which should well describe the distribution of the synchrotron radiation emitted by the interstellar medium of the galaxy disc. The analytical Fourier Transform of this galaxy model has been computed in Rivi et al. (2016b), here we also consider the \(w\) coordinate which takes into account the effect of the non co-planar distribution of the antennae:

\[
V(u, v, w) = \left(\frac{\lambda_{\text{ref}}}{\lambda}\right)^{\beta} \frac{S_{\lambda_{\text{ref}}} e^{2\pi i (ul + vm + w(\sqrt{1-e^2-m^2}-1))}}{(1 + 4\pi^2 \alpha^2 |A - T|^2)^{3/2}}. \tag{1}
\]

\(\beta\) is the spectral index for which we adopt a fiducial value of \(-0.7\), \(k\) is the vector \((u, v)\), and the remaining are source parameters: image position coordinates \((l, m)\), integrated flux density \(S_{\lambda_{\text{ref}}}\) at reference wavelength \(\lambda_{\text{ref}}\), scalelength \(\alpha\) and ellipticity components \(e_1, e_2\). The shape distortion according to the ellipticity parameters is introduced by the matrix \(A\) that linearly transforms the circular exponential profile to an ellipse:

\[
A = \begin{pmatrix} 1 - e_1 & -e_2 \\ -e_2 & 1 + e_1 \end{pmatrix}. \tag{2}
\]

We assume the following ellipticity definition:

\[
e = e_1 + ie_2 = \frac{a - b}{a + b} e^{2i\theta}, \tag{3}
\]

where \(a\) and \(b\) are the galaxy major and minor axes respectively, and \(\theta\) is the galaxy orientation (position angle). The initial sky model is defined assuming that all sources are circular (meaning \(e_1 = e_2 = 0\)), but is refined each time a source is fitted, by replacing the ellipticity of the source model with the measured one. The galaxy scalelength can either be provided in the source catalog or estimated from \(S_{\lambda_{\text{ref}}}\) according to the following linear relation between the log of the median value \(\alpha_{\text{med}}\) and the flux density \(S\):

\[
\ln [\alpha_{\text{med}}/\text{arcsec}] = -0.93 + 0.33 \ln [S/\mu\text{Jy}]. \tag{4}
\]

This relation has been estimated in Rivi et al. (2016a) by the analysis of the publicly available source catalog\(^8\) of the VLA SWIRE Deep Field 20 cm survey. The coefficients of this relation are respectively the algorithm parameters ADD and ESP. They can be tuned by the analysis of more recent source observations with the new generation of radio telescopes.

2.3. Source extraction

The sky model visibilities are used to remove from the observed data the approximated visibilities of all the sources in the field of view except the one we

---

\(^7\)The circular exponential surface brightness profile is \(I(r) = I_0 \exp(-r/\alpha)\), where \(I_0\) is the central brightness and \(\alpha\) is the scalelength. The exponential scalelength corresponds to a FWHM = 2\(\alpha \ln(2)\). The Gaussian profile is also provided, where FWHM = 2\(\sigma \sqrt{2 \ln(2)}\).

\(^8\)https://heasarc.gsfc.nasa.gov/W3Browse/radio-catalog/vlasdf20cm.html
want to isolate for shape fitting. For this reason, ordering the source extraction by decreasing SNR/flux allows to isolate sources at low SNR with a better approximation of the sky model. The extraction is completed using a faceting technique that further reduces the galaxy signal contamination by what remains of the other sources signal: given the position of the source to be extracted, galaxy visibilities are first phase shifted, by multiplying each visibility by the term \( \exp(-2\pi i (u l + v m + w (\sqrt{l^2 + m^2 - 1}))) \), in order to move the pointing center to the location of the source in the image domain, and then averaged in a coarse square regular uv grid (facet). This way we reduce the field of view to a small patch around the source and reduce the number of visibilities used for the model fitting, accelerating the computation. The \( w \) coordinate can now be neglected due to the small field of view of the facet.

With respect to Rivi and Miller (2018), where the size of the facet is constant for all the sources with flux in a fixed range, here it is defined per source as follows. If the source scalelength at the reference frequency is not known, it is estimated from the source flux according to equation (4) as for the sky model, then it is multiplied by a constant factor \( K \) to define a field of view sufficiently large to contain entirely the source (intrinsically convolved with the PSF). The number of cells of the facet is obtained by applying the relation between the field of view \( \theta \) (in radians) and the related uv grid cell size (in units of wavelengths) \( \Delta u = 1/\theta \) (Briggs et al., 1999). The \( K \) factor is another algorithm parameter (called 'PSF NAT') dependent on the distribution of the uv points (uv coverage).

As discussed in Rivi and Miller (2018), in the fitting phase we do not model exactly the synthesized beam of the source model visibilities because they are evaluated directly at the uv points of the facet. Therefore the facet field of view should be a good trade-off between to be large enough to contain all the significant source signal but sufficiently small to suppress source model side-lobes which are not suppressed by any apodization as for the averaged data (see Section 4.1). In this respect, defining a facet with source-dependent size allows to adapt it as much as possible to each source. Moreover it may also reduce significantly the cost of the model fitting, compensating the computational cost of the facet size and uv coordinates re-computation.

2.4. Source fitting

The facet model visibilities are computed at the facet uv points as in equation (1) but with \( w = 0 \), and we adopt a chi-squared approach for the computation of the likelihood. The likelihood is marginalized over non-interesting parameters such as position, flux and scalelength in order to obtain a function of only the ellipticity components. Marginalization over flux and position is computed analytically and semi-analytically respectively, adopting a uniform prior as described in Rivi et al. (2016b). Marginalization over scalelength is performed numerically over a finite interval \([RMIN, RMAX]\) with \( NUM_R \) quadratic spacings, assuming a log-normal prior (Rivi et al., 2016a) with flux-dependent mean given by equation (4) and default standard deviation \( R_{STD} = 0.3136 \). The numerical marginalization is performed using the interpolation and quadrature functions of the GNU Scientific Library (GSL). The likelihood maximum point
The galaxy ellipticity measurement is obtained after sampling the likelihood with an adaptive grid covering a neighbourhood around the maximum point. The sampling terminates when either a maximum number \( N_{\text{MAX}} = 30 \) of samples has been measured above a threshold of 5% of the maximum likelihood, or a resolution \( E_{\text{RES}} = 0.003 \) in ellipticity component is reached. As measure of the galaxy’s ellipticity components we take the mean and standard deviation of the ellipticity samples above the threshold.

Unreliable fits are recognised by a too small variance of the ellipticity likelihood to be realistic. This may be related to a likelihood not sufficiently smooth, leading to local maxima of the sampled region or errors in the cross-correlation marginalization over source position and scalelength, possibly due to PSF side-lobes or too much noise in the data. The variance threshold \( \text{VAR} \) for selecting these "bad measurements" is another algorithm parameter that can be defined based on the maximum source SNR. The corresponding sources are not removed in the first instance from the data and sky model visibilities, but they are refitted at the end of the procedure, when the ellipticities of all the other sources are measured and a better sky model is obtained.

Figure 1: Sketch of the serial code (+ OpenMP).
All the above algorithm parameters are set and can be modified in the file `default_params.h`. The code returns a text file containing a new source catalog with the ellipticity components measurements added. A sketch of the algorithm is shown in Fig. 1, where OpenMP parallel sections for accelerating the computation are highlighted (this level of parallelization is discussed in Section 3.2).

As discussed in the introduction, to manage the overwhelming volume of real SKA raw (calibrated) visibilities, we need a further level of code parallelization to distribute the data among different processors to perform source extraction in a reasonable time (see Section 5). For this reason we have implemented a hybrid parallelization MPI+OpenMP of the code as described in the next section.

3. Parallelization

The code has two levels of parallelization that can be combined together in a hierarchical way: a) *multi-node*, using the library Message Passing Interface (MPI)\(^9\): it allows to deal with very large datasets, especially for those that cannot be processed in the memory of a single node of the platform, and at the same time to perform the model fitting of more sources simultaneously (see Section 3.1); b) *multi-core*, using the API OpenMP\(^10\) and exploiting the shared memory of the processor; it accelerates the most computationally intensive and embarrassingly\(^11\) parallel parts of the code, such as the computation of the model visibilities, as described in Section 3.2.

3.1. MPI

The higher level of parallelization of the code consists in splitting large MS in sub-MS each containing an Intermediate Frequency (IF) band (i.e. spectral window) to be processed by a different MPI task (process) on a separate node of the system. Each process reads its own MS and stores in the node memory the visibilities of the original data, sky model and single source for its own fraction of frequencies. Source extraction is performed jointly by all tasks each working on its own data and storing the facet visibilities of the current source for its IF band in a temporary array. Extracted sources are distributed among MPI processes so that each task performs simultaneously the model fitting of a different source. For this reason source extraction occurs in chunks of length equal to the number of MPI tasks. The contribution to the facet visibilities related to the other spectral windows are collected from the other MPI tasks by MPI point-to-point\(^12\) communication functions and then averaged. At the end of the source fitting, the task sends the shape measurement to all other processes as they have to perform jointly the update of the sky model using

\(^9\)https://www.mpi-forum.org

\(^10\)https://www.openmp.org/

\(^11\)Meaning that there is no dependency or need for communication among the parallel sections.

\(^12\)MPI point-to-point functions involve only two processes. We do not use collective communication functions in this step in order to save memory.
Figure 2: Sketch of the MPI parallelization.

the measured ellipticity as new shape parameter of the source. Fig. 2 shows a sketch of this parallelization. This way we have minimized communication among processes as well as the overhead due to the message passing latency. Workload may not be well balanced among processes as the source fitting time may significantly vary depending on source. However, as sources are extracted sequentially according to SNR (or source flux) order, the sources in the same chunk should take similar computing time for model fitting.

Note that due to the parallel fitting of the sources, the sky model now can be updated only in chunks of sources and therefore there could be a little discrepancy with the results of the serial version of the code.

3.2. OpenMP

In the second level of parallelization, each MPI task forks in OpenMP threads in the parallel regions, exploiting all the cores of the node for most of the computation. This parallelization consists in using OpenMP C directives defining sections of the code where parallel threads are created at the beginning of each section and destroyed at the end. The number of threads are usually defined as the number of cores within the node so that a single thread works on each core, but 2 or 4 threads can also work on the same core if hyper-threading is enabled. Threads share the node memory so they can directly access the same arrays.
but work on different elements. We use the parallel for directive to parallelize the computation of the most external loops of the code with independent iterations, as highlighted in Fig. 1. In the sky model computation and source extraction phase, the visibilities computation is distributed among threads each working for different frequencies of the spectral window. In the model fitting phase each thread computes the likelihood (including source model visibilities and marginalization over source position) for different scalelength values of the source model. These likelihood values are then used for the numerical likelihood marginalization over the scalelength parameter.

4. Method performance

In this section we investigate the performance of the method on SKA1-MID simulated data in terms of shape bias and computing time. We assume the linear bias model for comparing input and measured ellipticity values:

$$\tilde{e}_i - e_i = m_i e_i + c_i,$$

where $\tilde{e}_i$ (resp. $e_i$) is the $i$-component of the measured (resp. original) value of the input ellipticity, as defined in equation (3), $m_i$ and $c_i$ are respectively the multiplicative and additive biases. As for optical observations, multiplicative bias arises from effects such as noise bias and neighbour bias (due to source signal contamination by residuals of nearby galaxies). If we consider the weak lensing shear obtained as a weighted average of sources’ ellipticities, other effects such as source selection and weight are contributing to the multiplicative bias. Additive bias indicates a systematic error due to effects such as the correlation of noise bias with the PSF anisotropy that coherently smears the source shape. For an overview on these effects and their contribution on the bias on optical surveys see Miller et al. (2013); Mandelbaum et al. (2018); Samuroff et al. (2018); Zuntz et al. (2018). In the radio band we expect a similar behaviour, and similar approaches for their mitigation may be implemented quite easily in the interferometer data analysis, with the advantage that for the additive bias at radio wavelengths we know the PSF much better than at optical wavelengths and we can make the PSF isotropic directly by weighting the uv-plane and with a suitable choice of the integration time. Moreover, in the Fourier domain the neighbour bias may be almost removed by a joint fitting of all sources in the field of view such as with the HMC approach adopted in Rivi et al. (2019). We then use the same simulation (“SKA1 1000” dataset) and the optimal results obtained in such paper as a reference for evaluating the performance of RadioLensFit, where the faceting in the visibility domain for source extraction and model fitting may significantly affect both multiplicative and additive biases (see Section 4.1 and Rivi and Miller (2018)).
The "SKA1 1000" dataset was simulated using the SKA-MID Phase 1 antennae configuration, and assuming no time and frequency smearing effects so that a reduced uv coverage\(^{14}\) of a real 8-h observation pointing close to the zenith was generated considering only a single large frequency channel (240 MHz of bandwidth) centered at 1.4 GHz and an integration time $\Delta t = 60$ s. Observed visibilities were directly simulated\(^{15}\) from the source catalog, using equation (1) and adding an uncorrelated\(^{16}\) Gaussian noise, whose variance is dependent on the antenna system equivalent flux density (SEFD) of SKA1 dishes, the frequency channel bandwidth and the time sampling. We refer to Section 3 in Rivi and Miller (2018) for more details, as well as for a description of the generation of source catalogs according to realistic parameters distributions.

### 4.1. Facet size tuning

Facet field of view factor $K$, as defined in Section 2.3, is dependent on the uv coverage of the observation, i.e. the PSF with which the source is convolved in the image domain. Therefore, before using the tool is recommended to tune the optimal facet size by testing it on simulations performed with the same uv coverage of the original dataset.

We simulated a realistic population of 1000 faint SF galaxies, a single source in the field of view at a time, with flux ranging between 200 $\mu$Jy and 10 $\mu$Jy, and a reduced instrumental noise in order to have a sufficient SNR to emphasise only facet size effects in the shape measurement. The realistic noise variance was reduced by a factor 5, corresponding to a minimum source SNR $\sim 19$.

Fig. 3 shows the multiplicative bias estimates obtained from the best-fitting lines of source ellipticity measurements for different $K$ values. Additive biases are of the order of $10^{-3}$. Note that for all the facet sizes the measurement of the first ellipticity component is always better than the second component, this is probably due to the slight anisotropy of the instrumental PSF (i.e. asymmetry of the uv coverage) combined with the facet size.

As expected, for too small facets we observe that on average the difference between the measured and true values is larger for highly elliptical sources. See Fig. 4 for the extreme case of $K = 20$. This is not due to the difficulty of the model fitting (which is well known to be higher for round sources, as shown in Rivi et al. (2019)), but by the fact that elliptical large sources are not fully contained in the facet. On the other side, we observe that the minimum size required to contain all the source signal for shape measurement may be too large to mitigate the synthesized beam model discrepancy\(^{17}\) at low SNR. In fact the likelihood may be so noisy in the fitting of some sources that either the likelihood

\(^{14}\)See Fig. 2 of Rivi et al. (2019).

\(^{15}\)Note that visibilities sampled at the points of the uv coverage are the Fourier Transform of the observed dirty image, where the sources are convolved with the radio telescope PSF.

\(^{16}\)See appendix in Rivi et al. (2016b).

\(^{17}\)The averaging of data visibilities falling in the same facet cells almost remove side-lobes effects which are different and still present in the model visibilities, being directly evaluated at the center point of each facet cell.
Figure 3: Plots of the multiplicative bias (upper panel) and the number of bad estimates (lower panel) as functions of the facet size factor $K$, for the shape fitting of a realistic distribution of 1000 single sources in the field-of-view.
maximization or sampling may return unacceptable values as measurement of the shape. We remove these bad results, after re-fitting, when the standard deviation $\sigma$ of an ellipticity component or the 1D variance $\bar{\sigma}^2$ of the measure is too strict to be acceptable (e.g. for a dynamical range of the SNR between 400 and 8 we require at least $\sigma(e_1) > 5 \cdot 10^{-3}$ and $\bar{\sigma}^2(e) > 5 \cdot 10^{-5}$). For example, for $K = 100$ we observe that 2.8% of the measurements are bad independently of their ellipticity (see lower panel of Fig. 5). The fitting of the remaining sources is good, as showed in the upper panel of Fig. 5 where measurements are on average close to the true ones.

We choose $K = 38$ as a good trade-off between a reduced statistics (due to the loss of shape measurements) and shape accuracy, as well as to minimize the facet size in order to remove most of nearby source signal contamination in real observations. Fig. 5 shows that the multiplicative bias of both ellipticity components starts to flatten from this value, for which we obtain $m_1 = 0.0366 \pm 0.0028$ and $m_2 = 0.0731 \pm 0.0026$, and the number of bad measurements is only 0.3%. Moreover, on average the discrepancy due to a possible shape "cutting" is larger than 0.05 only for highly elliptical sources, i.e. for $|e| > 0.6$ (see Fig. 6) corresponding to a negligible number of galaxies according to the probability distribution of the ellipticity module presented in [Miller et al. 2013]. This choice also reduces the computational cost considerably.

4.2. Shape bias

We now use the simulated dataset "SKA1 1000" described in [Rivi et al. 2019] to compare RadioLensfit results with the ones produced by the HMC joint fitting of all the 1000 sources in the field of view at the density expected for SKA-MID continuum surveys at 1.4 GHz in Phase 1, i.e. 2.7 gal/arcmin$^2$. Fig. 7 shows a fraction of the clean image of the simulated sky visibilities. The
Figure 5: Binned “measured minus true” values, $\Delta e_i$, of both ellipticity components of galaxies with SNR $> 19$ for $K = 100$. Although the facet is sufficiently large to contain the sources entirely (upper panel), the discrepancy between the synthesized beam of the data and source model visibilities produces 28 bad measurements independently of the source shape (lower panel).

Figure 6: Binned “measured minus true” values, $\Delta e_i$, of both ellipticity components of galaxies with SNR $> 19$ for $K = 38$. On average the discrepancy is larger than 0.05 only for $|e| > 0.6$. 
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source population, whose flux is still ranging between 200 $\mu$Jy and 10 $\mu$Jy, has a SNR $\geq 8.5$ (of which 26 galaxies have SNR below 10) because a realistic instrumental noise is added. Source scalelength parameter is ranging between $R_{\text{MIN}} = 0.3$ arcsec and $R_{\text{MAX}} = 3.5$ arcsec, corresponding to a $N_{\text{UMR}} = 23$ quadratic spacings for the likelihood marginalization.

For the model fitting we adopt the optimal facet size factor selected in the previous section. As an intermediate step, we first measure ellipticities of a single source in the field of view, i.e. removing the other sources by simulating their visibilities with the real values of all the source parameters (taken from the galaxy catalog of the simulation). In this case we have 1.3% bad measurements, while in the case of the all sources in the field of view of 400 arcmin$^2$ the bad measurements are 1.4%. The plots of the binned measurements for the two cases are shown in Fig. 8. By comparing these results we see that our source extraction algorithm seems working efficiently. We also show that it can be improved in case the source sizes are known and used in the computation of the sky model. In particular, the number of bad sources reduces to 1% reducing the shape bias at the same time. Table 1 contains the bias values of all these cases and the ones obtained in Rivi et al. (2019) for comparison.

As expected, RadioLensfit shape measurements are less accurate than HMC, but they are comparable and we expect that the mean of the galaxy shapes obtained with the two methods may be closer when dealing with large statistics as for weak lensing shear measurement. On the other hand, the computation is much faster as shown in the next section.

4.3. Computing time

Working on the same system used for the HMC joint fitting (but without exploiting GPUs), i.e. 16-core Intel Xeon E5-2650 @ 2.00 GHz, we take a
computational time of 1 h 35 min compared to more than 9 weeks taken with HMC and 2 NVIDIA Tesla K40 GPUs (see Table 3 of [Rivi et al. (2019)]), which makes the HMC approach unfeasible with real observations, where there are thousands of frequency channels and a fine integration time.

5. Scalability

Scalability tests are performed on the INAF cluster HOTCAT made of 20 nodes containing $4 \times 10$-core Intel Haswell E5-4627v3 @ 2.60 GHz with 256GB DDR3 of shared memory, and a network Infiniband ConnectX 54 GB/sec. The parallel filesystem is based on a BeeGFS technology and the high performance storage (2GBs I/O) of capacity 600 TB is distributed over 4 nodes. The code is compiled with GNU/9.3.0 and OpenMPI/3.1.6. Initially, we use the same simulated SKA1-MID observation of 1000 sources presented in Section 4.2, where the uv coverage consists in 9,266,880 points and the IF band is made of a single channel. Then we re-simulate the same dataset but with more frequency channels and spectral windows, maintaining the overall frequency bandwidth.

By running the serial version of the code we see that 3.5% of the computing time is spent in the computation of the sky model, 10.9% in the source extraction.
Table 1: Bias values for the fitting of the two ellipticity components of the SKA1-MID simulated observation (1000 sources in 400 arcm	extsuperscript{2} with \( S \geq 10 \mu \text{Jy} \)) for the following cases: a) RadioLensfit, single source in the field of view; b) RadioLensfit, all sources in the field of view, extracted using the known size and position; c) RadioLensfit, all sources in the field of view, extracted using the known flux and position; d) joint fitting of all sources with HMC (reported from Rivi et al. (2019)).

| Test            | Bias | \( m_1 \)       | \( c_1 \)       | \( m_2 \)       | \( c_2 \)       |
|-----------------|------|-----------------|-----------------|-----------------|-----------------|
| RL single       | 13   | \( 0.0322 \pm 0.0056 \) | \( 0.0041 \pm 0.0015 \) | \( 0.0321 \pm 0.0051 \) | \( 0.0062 \pm 0.0015 \) |
| RL all + sizes  | 10   | \( 0.0402 \pm 0.0057 \) | \( 0.0057 \pm 0.0016 \) | \( 0.0393 \pm 0.0051 \) | \( 0.0001 \pm 0.0015 \) |
| RL all          | 14   | \( 0.0748 \pm 0.0066 \) | \(-0.0005 \pm 0.0015 \) | \( 0.0620 \pm 0.0051 \) | \( 0.0067 \pm 0.0015 \) |
| HMC all         | 0    | \( 0.0296 \pm 0.0043 \) | \( 0.0001 \pm 0.0010 \) | \( 0.0282 \pm 0.0040 \) | \(-0.0092 \pm 0.0010 \) |

Figure 9: OpenMP performance. Left panel: Speed-up of the source model fitting, which is independent of the number of frequency channels. Right panel: Plot of the computing times per galaxy for the sky model (green dashdot line) and source extraction (blue dotted line), varying the number of frequency channels (equal to the number of threads).

For the MPI version, we test the weak scalability, i.e. how the computing time varies with the number of tasks, each processing a dataset of the same size. We simulate IF bands made of 16 channels. For each test we double the number of spectral windows, so that each MPI task processes a single spectral window, and halve the channels bandwidth in order to maintain the total fre-
quency bandwidth (and therefore source SNR). We perform the tests using 16 OpenMP threads per task and up to 16 MPI tasks. Fig. 10 shows the plots of the processing time per source for each phase of the computation. As expected we reach a linear scalability for the sky model computation and source extraction as each process executes the same operations independently of the total number of spectral windows. The computing time for model fitting scales with the number of tasks as the number of sources to be processed per task reduces, while the number of facet visibilities is almost the same. In the MPI communications we observe an overhead dominated by the tasks synchronization, which is due to the model fitting unbalance that may occur among sources as discussed in Section 3.1. In fact the real communication times are negligible: for 16 tasks we obtain a total time of about 15.5 sec. This overhead seems not changing with the number of processes probably because the unbalance in the model fitting is compensated by the reduction of the number of sources assigned to each task. Overall, we obtain a super-linear MPI weak scalability thanks to the model fitting strong scalability that largely compensates the communication overhead.

\[19\] Raw visibilities are averaged in a single facet with uv points measured in wavelength units.
6. Towards real data analysis

The parallelization of the code, enabling the usage of multi-node systems, solves one of the main problems for the analysis of real data: the enormous size of raw visibilities. Working with real observations also requires the calibration of the visibilities for direction independent effects, e.g. antenna gains, and direction dependent effects (DDEs) such as the primary beam attenuation, bandwidth and time-average smearing. The primary beam pattern introduces a variation in sensitivity in the radial direction across the observing field of view which modifies the observed shape of source images: the antenna power pattern of the primary single dish \(A(l, m)\) is multiplied by the surface brightness \(I(l, m)\) before signals are correlated and is closely related to the diffraction pattern of a circular dish. Currently no instrumental systematics effects are added in the sky model but DDEs can be modelled analytically (Chang et al., 2004; Smirnov, 2011) and added in the visibilities computation when working with real data. For the treatment of these effects in the analysis of VLA FIRST Radio Survey see Chang et al. (2004).

The imaging of the data is still necessary for peeling brightest sources, such as radio-loud AGN, and the measurement of sources position and flux, and possibly estimate size and shape, to produce the source catalog. Finally, as discussed in Section 4.1, simulations with the real uv coverage have to be performed for tuning the facet size factor. Fig. 11 shows a possible pipeline for the usage of Radiolensfit on real data.

Currently there is a work in progress within the SuperCLASS collaboration for the usage of Radiolensfit with the data of this precursor survey. The weighting scheme for the isotropization of the PSF is still an open problem, but in the SuperCLASS survey the pointing centers and the integration time of the observation were chosen to make the PSF as isotropic as possible. An investigation on shape models for RQ AGN could also be required as they may contaminate a sizeable fraction (20-30%) of SF galaxies in the faint radio sky observed in radio weak lensing surveys (Guidetti et al., 2017).

7. Conclusions

We have presented Radiolensfit, a open-source scalable tool for an efficient and fast galaxy shape measurement for radio weak lensing. It works directly in the visibility domain, avoiding imaging systematics that may significantly affect the measurement. Single source visibilities are isolated and averaged in small facets in order to perform the model fitting of one galaxy at a time, as in the optical case. This approach enables the processing in a reasonable time of large numbers of sources and large sized datasets, compared with a more accurate but unrealistic joint fitting of all sources in the field of view (e.g. using HMC).20 This is shown for a simulated SKA-MID observation of 1000

---

Note that HMC could possibly be applied in a second step for shape refinement of very clustered sources in small regions where a small number of sources could be simultaneously...
Figure 11: Pipeline for radio weak lensing data analysis with RadioLensfit.

Star-forming galaxies at the expected source density in Phase 1 down to a source flux $S_{1.4\,\text{GHz}} = 10\mu\text{Jy}$. Using a facet size source dependent, we obtain a multiplicative bias for the two source ellipticity components $m_1 = 0.0748 \pm 0.0056$ and $m_2 = 0.0620 \pm 0.0051$ that can be further improved if an estimate of the source size is provided in the source catalog. These bias values, comparable to the joint fitting case, lead to multiplicative shear bias about a factor 10 above the SKA1 Medium-Deep Band 2 Survey requirements [Rivi et al., 2016b; Rivi and Miller, 2018]. This is acceptable as for optical methods where multiplicative noise bias calibration is usually required by using simulations or a self-calibration approach, e.g. Zuntz et al. (2018) and Kannawadi et al. (2019).

We have implemented an hybrid parallelization MPI+OpenMP of the code to accelerate the computation by exploiting HPC infrastructures. The approach consists in splitting the dataset in spectral windows and distributing them to different MPI processes. Also sources are distributed among processes after joint source extraction and faceting. We tested MPI weak scalability using up to 16 nodes/256 cores of a Linux cluster, showing that the total computation scales more than linearly and with a good threading speed-up of the model fitting, which is the most computationally intensive part of the code.

This implementation allows to deal with observations where the spectral
windows may have a different number of rows (uv points) and frequency channels, and to combine measurement of the same observation obtained by different interferometers (as for the precursor radio weak lensing survey SuperCLASS involving JVLA and e-MERLIN radio telescopes).
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