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Abstract

The use of observational time series data to assess the impact of multi-time point interventions is becoming increasingly common as more health and activity data are collected and digitized via wearables, social media, and electronic health records. Such time series may involve hundreds or thousands of irregularly sampled observations. One common analysis approach is to simplify such time series by first discretizing them into sequences before applying a discrete-time estimation method that adjusts for time-dependent confounding. In certain settings, this discretization results in sequences with many time points; however, the empirical properties of longitudinal causal estimators have not been systematically compared on long sequences. We compare three representative longitudinal causal estimation methods on simulated and real clinical data. Our simulations and analyses assume a Markov structure and that longitudinal treatments/exposures are binary-valued and have at most a single jump point. We identify sources of bias that arise from temporally discretizing the data and provide practical guidance for discretizing data and choosing between methods when working with long sequences. Additionally, we compare these estimators on real electronic health record data, evaluating the impact of early treatment for patients with a life-threatening complication of infection called sepsis.

1 Introduction

Sequence length can have major practical implications for the performance of discrete-time longitudinal statistical methods. For example, a well-known drawback of inverse probability
weighting (IPW) methods [9, 24], and of importance sampling methods more broadly, is that estimator variance can grow exponentially with sequence length [4]. However, the performance of other popular longitudinal causal estimators has not been systematically compared on sequences comprising tens or hundreds of time points, such as those occurring in observational health settings, e.g., [15, 13, 11, 29]. Further, the primary means for controlling sequence length, increasing the width of the discrete time bins, is known to introduce bias in certain settings [28]. Thus, practitioners must balance bias and variance concerns when making discretization decisions. We investigate this bias/variance trade-off.

We evaluate the impact of discretization and sequence length on three popular longitudinal causal estimators: the aforementioned IPW estimators, iterative regression estimators based directly on the g-computation formula (IR) (sometimes referred to as the parametric g-computation formula [21]), and targeted minimum loss-based estimators (TMLE) [35, 34]. Our goal is to provide practical guidance for choosing between estimators and making discretization decisions. We address the question: How does discretization bin width — and, by extension, sequence length — affect bias and variance for each of these estimators? To answer this question, we first use simulations to compare the performance of these estimators as we vary the discretization bin width (Section 5). Next, under a Markov assumption, we analytically identify one source of potential bias incurred by the IR and TMLE methods as a result of discretization and provide recommendations for avoiding this bias (Section 6). Finally, we compare these estimators on a real clinical causal estimation problem using electronic health record (EHR) data with up to 73 discrete time points (Section 7).

This work builds on a growing literature examining the behavior of longitudinal causal estimation methods. Gottesman et al. [5] and Tran et al. [33] both presented comparisons of longitudinal estimation methods on simulated and observational health data and both considered the effect of sequence length on estimator performance; however, both studies focused on how increasing the time horizon, and thus changing the estimand, increases the likelihood of finite sample positivity violations as fewer participants follow the treatment regime of interest. While we comment briefly on finite sample positivity violations, our focus is on the effect of discretization decisions for a fixed estimand and without changing the number of participants who follow the treatment regime of interest. Further, Tran et al. [33] used fixed length sequences with up to 6 time points and Gottesman et al. [5] used variable length sequences with an average of 13 time points. In this work, we consider simulated sequences with up to 257 time points and real clinical data with up to 73 time points. Sofrygin et al. [29] examined the effect of discretization decisions on a particular TMLE estimator in an observational health setting. Their analysis included sequences with up to 143 time points, but did not compare performance across estimators. The combination of these related works and our paper may provide guidance for the design and analysis of studies involving non-experimental longitudinal data.

Another area in which causal inference methods have been applied to long sequential data is in off-policy evaluation of reinforcement learning (RL) algorithms. Off-policy evaluation refers to estimating the expected reward (i.e., outcome) under a particular policy of interest from observational data that was generated according to a different policy. This is equivalent
to longitudinal causal inference from observational data. While off-policy evaluation is frequently done using IPW-based estimators, recent work has used doubly-robust estimators in order to reduce variance. For example, Jiang and Li [10] and Thomas and Brunskill [32] presented such doubly-robust estimators, observing that they reduced variance relative to IPW estimators. The estimators used in Jiang and Li [10] and Thomas and Brunskill [32] differ from those considered in this paper in that they assume certain nuisance parameters were estimated while the evaluation policy was being learned. [22] consider the related problem of extrapolating an optimal treatment policy from one population to a biologically similar population where observations are made less frequently.

A final important area of related work is in the development of estimators that operate on irregularly sampled continuous time data. For example, Soleimani et al. [30] and Schulam and Saria [27] modeled both the treatment and feature values, as well as the timing of observations using Bayesian non-parametric methods. An advantage of these methods is that they obviate the need to discretize longitudinal data; however, they require modeling the joint distribution of all time-varying covariates which generally requires stronger modeling assumptions than here. While the focus of our work is on the proper application of sequential methods, we view the development of continuous-time methods as an important complementary direction which becomes especially important in settings with insufficient domain knowledge to make discretization decisions.

2 Motivating application: measuring the effect of early antibiotics for patients with sepsis

This work is motivated by recent studies that use electronic health records to estimate the cumulative impact of an exposure or treatment over time, while adjusting for confounders, e.g., [15, 30, 27, 11, 13, 5, 29]. In particular, we are motivated by the study of how early treatment affects patients hospitalized with a life-threatening complication of infection called sepsis. Sepsis is characterized by organ failure caused by infection and is one of the leading causes of in-hospital mortality in the United States [20]. Several observational studies have suggested that early initiation of antibiotic therapy improves outcomes for patients with sepsis [3, 14, 16]; however, these studies have treated the decision of when to initiate antibiotics as a single time-point intervention and do not account for time-varying confounding. In contrast, we treat the decision to initiate antibiotics as a time-varying treatment and estimate the effect of delayed versus early antibiotics while adjusting for potential time-varying confounding and right censoring.

We used EHR data from 9,523 patients admitted to the emergency department (ED) with sepsis to estimate the population average treatment effect (ATE) of receiving antibiotics within one hour of admission versus not receiving antibiotics during the first 13 hours after admission. (In the latter regime, antibiotics may be given after the first 13 hours.) As sepsis is primarily characterized by organ dysfunction, our outcome was an aggregate measure of cumulative organ dysfunction measured 73 hours after admission. As in our simulated data,
we compare the performance of the estimators listed above under different discretizations of the EHR data.

3 Problem definition

3.1 Time discretization and notation

We consider how changing the temporal discretization of our data affects discrete-time estimators. We do this by first defining a “finest discretization” of time and then considering various coarser discretizations created by taking a subset of time points from the finest discretization. The finest discretization consists of a sequence of \( T^* \) equally-spaced measurements with \( \delta^* \) time between successive measurements. We index these measurements by \( t = 1, 2, \ldots, T^* \). For example, if time is measured in hours, then the first measurement time \( (t = 1) \) is 0 hours after baseline, the second \( (t = 2) \) is \( \delta^* \) hours after baseline, ..., and the last \( (t = T^*) \) is \( (T^* - 1)\delta^* \) hours after baseline. This finest discretization (also called the “uncoarsened discretization”) is the gold standard under which our estimand of interest is defined.

Using the finest discretization, consider a sequence of binary-valued treatment variables \( \bar{A}(\delta^*) = [A(\delta^*)_1, \ldots, A(\delta^*)_{T^*}] \). We are interested in the expected value of an outcome variable \( Y \) under a hypothetical treatment regime where everyone in the target population is set to follow a particular static treatment sequence \( \bar{a}(\delta^*) = [a(\delta^*)_1, \ldots, a(\delta^*)_{T^*}] \) \[21\] \[7\]. Using potential outcomes notation, this can be written as \( \mathbb{E}[Y^{\bar{a}(\delta^*)}] \), where \( Y^{\bar{a}(\delta^*)} \) is the (counterfactual) value of \( Y \) had the treatment sequence been set to \( \bar{a}(\delta^*) \).

We would like to estimate \( \mathbb{E}[Y^{\bar{a}(\delta^*)}] \) using observational data that has been temporally discretized with \( \delta \geq \delta^* \) time between successive time points, where \( \delta \) is a multiple of \( \delta^* \). Because \( \delta \) is a multiple of \( \delta^* \), the sequence with bin width \( \delta \) contains a subset of time points from the finest discretization. The resulting coarsened sequence has length \( T(\delta) = \lfloor \frac{T^* \delta}{\delta^*} \rfloor + 1 \). We denote the dataset discretized at bin width \( \delta \) by \( \mathcal{D}(\delta) = \{(V_i, \bar{A}(\delta)_i, \bar{L}(\delta)_i, Y_i)\}_{i=1}^N \), where for each \( i \), \( V_i \) represents baseline features, \( \bar{A}(\delta)_i = [A(\delta)_i, \ldots, A(\delta)_{i,T(\delta)}] \) represents a sequence of treatment values, \( \bar{L}(\delta)_i = [L(\delta)_i, \ldots, L(\delta)_{i,T(\delta)}] \) represents a sequence of time-varying features, and \( Y_i \) represents the outcome of interest. We sometimes suppress the dependence of sequence length \( T(\delta) \), treatment sequence \( \bar{A}(\delta) \), feature sequence \( \bar{L}(\delta) \), and dataset \( \mathcal{D}(\delta) \) on \( \delta \). The temporal ordering of variables is assumed to be: \( V_i, L_{i,1}, A_{i,1}, \ldots, L_{i,T}, A_{i,T}, Y_i \). We assume that the vectors \( (V_i, \bar{A}_i, \bar{L}_i, Y_i), i = 1, \ldots, N \) are independent, identically distributed draws from an unknown joint distribution \( P \). Where it does not cause ambiguity, we drop the index \( i \).

Denote by \( \bar{L}_t = [L_1, \ldots, L_t] \) the feature sequence up to and including time point \( t \), \( L_t = [L_t, \ldots, L_T] \) the feature sequence from time point \( t \) onward, and \( \bar{L}_{j,k} = [L_j, \ldots, L_k] \) the feature sequence from time point \( j \) through time point \( k \), with analogous definitions for \( \bar{A}_t, \bar{A}_t, \) and \( \bar{A}_{j,k} \). Additionally, we will occasionally refer to the potential outcome of \( L_t \) under treatment sequence \( \bar{a} \) denoted by \( L^\bar{a}_t \), as well as the potential outcome of \( L_t \) when only the treatment subsequence \( \bar{a}_{j,k} \) is set, denoted by \( L^\bar{a}_{j,k}_t \).
We address the following question: how does the discretization bin width $\delta$ — and, by extension, sequence length $T(\delta)$ — affect various estimators of $\psi = \mathbb{E}[Y^{\bar{a}(\delta^*)}]$? We address this question by starting with the finest discretization (small $\delta$ and large $T(\delta)$) and gradually moving to a coarse one (large $\delta$ and small $T(\delta)$). In general, changing $T(\delta)$, either by changing the outcome variable as in Gottesman et al. [5] and Tran et al. [33], or by changing $\delta$ as in Sofrygin et al. [29], may change both the estimand and the number of participants that follow $\bar{a}$. As our goal is to isolate the impact that $\delta$ has on an estimator for a fixed estimand and without changing the number of participants who follow $\bar{a}$, we focus on estimands that are not impacted by changing $\delta$. We assume that both the observed treatment sequence $\bar{A}$ (with probability 1) and the treatment regime $\bar{a}$ are binary sequences that start at 0, may jump to 1 at some point, and remain at 1 thereafter; we assume that this holds under the finest discretization, which implies that it holds under any coarser discretization. This type of restricted treatment sequence can be used to represent the initiation of a treatment at a given time — i.e., the jump time.

Throughout, we consider static treatment regimes $\bar{a}(\delta^*)$ that represent the rules “treat immediately”, “never treat”, and “do not treat before time $k\delta^*$”. The rule “treat immediately” is represented by the sequence of treatments $[1, \ldots, 1]$, the rule “never treat” is represented by the sequence of treatments $[0, \ldots, 0]$, and the rule “do not treat before time $k\delta^*$” is represented by the sequence of treatments consisting of 0’s through time $k\delta^*$ and subsequent treatments unspecified. For each of these regimes, it follows that the estimand $\mathbb{E}[Y^{\bar{a}(\delta^*)}]$ (which is defined using the finest discretization) equals the corresponding quantity $\mathbb{E}[Y^{\bar{a}(\delta)}]$ (defined in terms of the coarser discretization $\delta > \delta^*$) as long as the coarser discretization includes the measurement time 0, $(T^* - 1)\delta^*$, or $k\delta^*$, respectively.

### 3.2 Identifiability assumptions

All quantities in this paragraph are with respect to the finest discretization, i.e., $\delta^*$, which we suppress in the notation for clarity. In order for our estimand $\mathbb{E}[Y^{\bar{a}}]$ to be identifiable from the observed data under the finest discretization, we make three assumptions about the data generating distributions. Discussion of these assumptions and their definitions can be found in Hernan and Robins [7]. First, we make the consistency assumption that $Y^{\bar{a}} = Y$ if $\bar{A} = \bar{a}$, and $\bar{L}_t = \bar{L}_t$ if $\bar{A}_{t-1} = \bar{a}_{t-1}$. Second, we assume that there is a positive probability of $A_t$ jumping to 1 or remaining 0 given the history up to time $t$ (positivity) or formally, $0 < P(A_t = 1 \mid A_{t-1} = 0, \bar{L}_t, V) < 1$ almost surely, for all $t$, where $A_0$ and $L_0$ are defined as 0 by convention. Finally, we assume sequential exchangeability which can be written as $(Y^{\bar{a}}, L^{\bar{a}}_0, L^{\bar{a}}_{t+1}) \perp \perp A_t \mid \bar{A}_{t-1}, \bar{L}_t, \bar{V}$ for all $t$. If these assumptions hold, then $\mathbb{E}[Y^{\bar{a}}]$ is identifiable from the observed data. We make these assumptions only for the finest discretization. Importantly, assumptions such as sequential exchangeability may fail to hold under a coarser discretization $\delta > \delta^*$. One of our goals is to examine estimator bias caused by using such a coarser discretization.
4 Estimators

We compare three estimators that we consider representative of common approaches to causal estimation from longitudinal data, namely: inverse probability weighting, an iterative regressions approach, and a targeted minimum loss-based estimator. We do not consider $g$-estimation which may be used to estimate the parameters of a structural nested mean model \cite{25}. We review the details of the estimators used in this work. Note that all three estimators depend implicitly on the bin width $\delta$, but we omit this dependence for conciseness.

4.1 Inverse probability of treatment weighting (IPW)

IPW methods estimate expectations under a target treatment regime using the outcome data from participants whose observed treatment sequences are consistent with that regime \cite{9, 24, 19, 32}. We use a longitudinal IPW estimator with the following form:

$$\hat{\psi}_{IPW} = \sum_i \frac{[\bar{A}_i = \bar{a}]}{\hat{g}(\bar{a}; \bar{L}_i, V_i)} Y_i / \sum_i \frac{[\bar{A}_i = \bar{a}]}{\hat{g}(\bar{a}; \bar{L}_i, V_i)},$$

where $\hat{g}(\bar{a}; \bar{L}, V) = \prod_t \hat{g}_t(a_t; \bar{a}_{t-1}, \bar{L}_t, V)$ and $\hat{g}_t(a_t; \bar{a}_{t-1}, \bar{L}_t, V)$ is an estimate of the probability of $A_t = a_t$ given the features $\bar{L}_t$ and treatment sequence $\bar{A}_{t-1} = \bar{a}_{t-1}$, and where $\mathbb{I}[X]$ is the indicator variable taking value 1 if $X$ is true and 0 otherwise.

4.2 Iterative regression (IR)

An alternative approach is based on a direct application of the g-computation formula \cite{21}. Define $Q_T = \mathbb{E}[Y | \bar{A}_T = \bar{a}_T, \bar{L}_T, V]$ and, for each $t = T - 1, \ldots, 1$, define $Q_t = \mathbb{E}[Q_{t+1} | \bar{A}_t = \bar{a}_t, \bar{L}_t, V]$. It follows that, if the causal identifiability assumptions hold for bin width $\delta$, $\mathbb{E}[Y^{\bar{a}(\delta)}] = \mathbb{E}[Q_1]$ \cite{21} \cite{7}. Starting with $Q_T$ and working backwards in time, the IR method iteratively estimates each $Q_t$ using data from subjects who followed $\bar{a}$ through time $t$. A complete description of this algorithm is provided in Section 1.1 of the supplementary materials. The consistency of this method generally requires that the model for $Q_t$ at each iteration is correctly specified.

4.3 Targeted minimum loss-based estimation (TMLE)

As stated above, the IPW and IR methods are only consistent so long as $g$ and $Q$, respectively, are consistently estimated. On the other hand, so called doubly robust estimation methods, of which several exist for the longitudinal setting, may retain consistency so long as either $g$ or $Q$ can be consistently estimated. In this paper, we do not examine the behavior of all such doubly robust methods. Instead, we focus on a single targeted minimum loss-based estimator \cite{34} which was shown by Tran et al. \cite{33} — in which it was referred to as “DRICE weighted” — to perform well on sequences up to length six. This TMLE method, introduced by van der Laan and Gruber \cite{34} and based on methods in Robins and Rotnitzky \cite{26}, Robins
parameters were randomly generated independently from a $0$ constant across all simulations. Of features at late time steps. Randomly generated parameters were generated once and held was chosen so that most parameters were relatively small, thereby controlling the variance of participants follow the “never treat” regime. The parameters $\gamma$ the treatment sequence $\bar{A}$ we assume (since this is a functional causal model) not to be impacted by intervening on $\delta > \delta^*$ for coarsened data with bin width $\delta$. Note that the above functional causal model follows a Markov process, which, for $\delta > \delta^*$, closely resembles the IR method. To evaluate the impact of $\delta$ on estimator bias and variance, we simulated longitudinal data from the finest discretization $\delta^* = 1$ with sequence length $T^* = 257$, and then we constructed coarsened versions of the data at increasing values of $\delta$. We considered a binary treatment sequence and continuous outcome and we included two baseline features and three time-varying features. Specifically, we generated $N = 1000$ sequences at the finest discretization according to the functional causal model below in which all quantities are with respect to $\delta^*$, which we omit for clarity. In this model, $\expit(x) = \frac{1}{1 + e^{-x}}$, $V = (V_1, V_2)$ are continuous baseline features, $L_t = (L_{t,1}, L_{t,2}, L_{t,3})$ are continuous time-varying features and $L_{t,1:2} = (L_{t,1}, L_{t,2})$, $A_t$ is the binary time-varying treatment, $Y$ is the continuous outcome, and $\beta$ and $\gamma$ are parameters that we set as described below:

\[ V_d \sim N(0, 1), \quad d = 1, 2 \]
\[ L_{t,1} = \beta_{1,1} + \beta_{1,2} V + \beta_{1,3} L_{t-1} + \beta_{1,4} A_{t-1} + \epsilon_{L,1} \]
\[ L_{t,2} = \beta_{2,1} + \beta_{2,2} V + \beta_{2,3} L_{t-1} + \beta_{2,4} A_{t-1} + \epsilon_{L,2} \]
\[ L_{t,3} = \beta_{3,1} + \beta_{3,2} V + L_{t-1,3} + \beta_{3,3} L_{t-1:2} - \beta_{3,1} A_{t-1} + \epsilon_{L,3} \]
\[ A_t \mid A_{t-1} = 0 \sim \text{Bern}(\expit(\gamma_1 + \gamma_2 V + \gamma_3 L_t)) \]
\[ Y = \beta_{3,1} + \beta_{3,2} V + L_{T^*,3} + \beta_{3,3} L_{T^*,1:2} - \beta_{3,1} A_{T^*} + \epsilon_Y. \]

Each error term $\epsilon$ was sampled independently from a $N(0, (0.05)^2)$ distribution that we assume (since this is a functional causal model) not to be impacted by intervening on the treatment sequence $\bar{A}$. The parameter $\gamma_1$ was set to $-5.5$ so that approximately 25% of participants follow the “never treat” regime. The parameters $\gamma_{3,3}$ and $\beta_{3,1}$ were set to 0.5 and 0.006, respectively, to ensure time-dependent confounding by $L_{t,3}$. The remaining parameters were randomly generated independently from a $N(0, (0.005)^2)$ distribution, which was chosen so that most parameters were relatively small, thereby controlling the variance of features at late time steps. Randomly generated parameters were generated once and held constant across all simulations.

In the above functional causal model, the outcome $Y$ can be thought of as $L_{T^*,1:3}$. Our target estimand was the expectation of $Y$ under the “never treat” regime (i.e., $E[Y^a(\delta^*)=0]$). Note that the above functional causal model follows a Markov process, which, for $\delta = \delta^*$, naturally satisfies the causal identifiability assumptions. These assumptions may not hold for coarsened data with bin width $\delta > \delta^*$. 

5 The effect of discretization bin width $\delta$ in simulated data

To evaluate the impact of $\delta$ on estimator bias and variance, we simulated longitudinal data from the finest discretization $\delta^* = 1$ with sequence length $T^* = 257$, and then we constructed coarsened versions of the data at increasing values of $\delta$. We considered a binary treatment sequence and continuous outcome and we included two baseline features and three time-varying features. Specifically, we generated $N = 1000$ sequences at the finest discretization according to the functional causal model below in which all quantities are with respect to $\delta^*$, which we omit for clarity. In this model, $\expit(x) = \frac{1}{1 + e^{-x}}$, $V = (V_1, V_2)$ are continuous baseline features, $L_t = (L_{t,1}, L_{t,2}, L_{t,3})$ are continuous time-varying features and $L_{t,1:2} = (L_{t,1}, L_{t,2})$, $A_t$ is the binary time-varying treatment, $Y$ is the continuous outcome, and $\beta$ and $\gamma$ are parameters that we set as described below:

\[ V_d \sim N(0, 1), \quad d = 1, 2 \]
\[ L_{t,1} = \beta_{1,1} + \beta_{1,2} V + \beta_{1,3} L_{t-1} + \beta_{1,4} A_{t-1} + \epsilon_{L,1} \]
\[ L_{t,2} = \beta_{2,1} + \beta_{2,2} V + \beta_{2,3} L_{t-1} + \beta_{2,4} A_{t-1} + \epsilon_{L,2} \]
\[ L_{t,3} = \beta_{3,1} + \beta_{3,2} V + L_{t-1,3} + \beta_{3,3} L_{t-1:2} - \beta_{3,1} A_{t-1} + \epsilon_{L,3} \]
\[ A_t \mid A_{t-1} = 0 \sim \text{Bern}(\expit(\gamma_1 + \gamma_2 V + \gamma_3 L_t)) \]
\[ Y = \beta_{3,1} + \beta_{3,2} V + L_{T^*,3} + \beta_{3,3} L_{T^*,1:2} - \beta_{3,1} A_{T^*} + \epsilon_Y. \]

Each error term $\epsilon$ was sampled independently from a $N(0, (0.05)^2)$ distribution that we assume (since this is a functional causal model) not to be impacted by intervening on the treatment sequence $\bar{A}$. The parameter $\gamma_1$ was set to $-5.5$ so that approximately 25% of participants follow the “never treat” regime. The parameters $\gamma_{3,3}$ and $\beta_{3,1}$ were set to 0.5 and 0.006, respectively, to ensure time-dependent confounding by $L_{t,3}$. The remaining parameters were randomly generated independently from a $N(0, (0.005)^2)$ distribution, which was chosen so that most parameters were relatively small, thereby controlling the variance of features at late time steps. Randomly generated parameters were generated once and held constant across all simulations.

In the above functional causal model, the outcome $Y$ can be thought of as $L_{T^*,1:3}$. Our target estimand was the expectation of $Y$ under the “never treat” regime (i.e., $E[Y^a(\delta^*)=0]$). Note that the above functional causal model follows a Markov process, which, for $\delta = \delta^*$, naturally satisfies the causal identifiability assumptions. These assumptions may not hold for coarsened data with bin width $\delta > \delta^*$. 
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To evaluate the performance of the estimation algorithms under different discretization bin widths, we coarsened the original sequences using bin widths of \( \delta = 1, 2, 4, 8, \ldots, 256 \), where \( \delta = \delta^* = 1 \) results in the uncoarsened data. As discussed above, all values of \( \delta \) are multiples of \( \delta^* = 1 \), and thus this coarsening can be thought of as taking a subset of time points from the finest discretization. As before, let \( T(\delta) \) be the length of the sequence with bin width \( \delta \). This coarsening scheme results in sequence lengths ranging from \( T(1) = T^* = 257 \) to \( T(256) = 2 \) time points. An important property of this data generating mechanism and coarsening procedure is that the last \( (t = T^* = 257) \) time point of the finest discretization is always retained. As described above, for the restricted binary treatment sequences we consider, this means that \( \mathbb{E}[Y_{a(\delta^*) = 0}] = \mathbb{E}[Y_{a(\delta) = 0}] \) under all settings of \( \delta \). The number of samples that follow \( \bar{a}(\delta) \) also remains the same for all \( \delta \).

For each bin width \( \delta \) and estimator \( \hat{\psi} \), we estimated the absolute bias \( |\mathbb{E}[Y_{a(\delta^*)}] - \mathbb{E}[\hat{\psi}(\delta)]| \), variance \( \text{Var}(\hat{\psi}(\delta)) \), and mean squared error (MSE) \( \mathbb{E}[(\mathbb{E}[Y_{a(\delta^*)}] - \hat{\psi}(\delta))^2] \) using 1000 datasets of size \( N = 1000 \) generated using this data generating mechanism and coarsened according to \( \delta \). For IPW and TMLE, \( q_t = P(A_t = 1 \mid A_{t-1} = 0, \bar{L}_t, V) \) was estimated for each \( t \) using the parametric model \( m_t(\bar{L}_t, V; \theta_t) = \text{expit}(\theta_{t,0} + \theta_{t,1}V + \theta_{t,2}L_t) \). The parameter vector \( \theta_t \) was estimated using data from all participants \( i \) for whom \( A_{t,t-1} = 0 \). Additionally, for IR, \( Q_t = \mathbb{E}[Q_{t+1} \mid \bar{A}_t = \bar{a}_t, \bar{L}_t, V] \) was estimated for each \( t \) using the parametric model \( q_t(\bar{L}_t, V; \nu_t) = \nu_{t,0} + \nu_{t,1}L_t + \nu_{t,2}V \). As described in Section 4.2, the parameter vector \( \nu_t \) was estimated using data from participants who followed \( \bar{a} \) through time \( t \). For TMLE, this model was used for the initial estimate of \( Q_t \) before the additional targeting step described in Section 4.3.

5.1 Results

The bias, variance, and MSE for each estimator under different \( \delta \) are shown in Figure 1. Though somewhat hard to see in the Figure, variance increases with sequence length for all estimators with a sharp increase in variance for the TMLE and IPW estimators on long sequences. This increase is most severe for the IPW estimator, followed by TMLE and then IR, the last of which does not show the same steep increase in variance as the other two. In Section 3 of the supplementary material, we review and evaluate several approaches to reducing this variance.

Additionally, we observe two distinct forms of bias. First, the IPW estimator exhibits increased bias in the longest sequences. This is likely due to finite sample bias caused by near-positivity violations. Specifically, as \( \delta \) becomes smaller, the probability of a participant beginning treatment within each time bin grows smaller until, for small enough \( \delta \), we observe bins containing no jumps. Consistent with previous studies [18, 33], we observe that these finite sample positivity violations have a much smaller effect on the IR and TMLE methods than the IPW method. In the presence of positivity violations the IR an TMLE methods must extrapolate when estimating \( Q \). If the model for \( Q \) is a correctly specified parametric model (as it is in this example), this extrapolation may result in relatively little bias; however, due to potential model misspecification, we cannot expect this in general.

We observe a second form of bias when \( \delta \) is large and \( T(\delta) \) is small. Importantly, for
all estimators, this bias occurs *even when there is no confounding* (see Section 2 of the supplementary material for an example). This second form of bias dominates MSE for large δ, whereas variance dominates MSE for small δ. In the next section, we discuss this second source of bias in the IR and TMLE methods and give recommendations for avoiding it.
6 Discretization bias in IR and TMLE

6.1 Probability limits of estimators using uncoarsened vs. coarsened data

Suppose that we have discretized our data using bin width \( \delta^* \) and, as in the previous section, we coarsen the finest discretization by using a subset of its time points. We show that if, in the coarsened sequence, changing a treatment value within a discrete time bin can have a causal effect on feature values within the same time bin, then the IR and TMLE estimators applied to the coarsened data may result in inconsistent estimators of \( \mathbb{E}[Y^{a(\delta^*)}] \) even under correct model specification and without time-dependent confounding. We further show that this result explains the bias observed in Section 5 when using IR and TMLE with large \( \delta \).

Throughout the remainder of this section, all quantities are with respect to the finest discretization, \( \delta^* \), unless otherwise specified. As in our simulated data experiments, we will assume that the finest discretization satisfies a Markov property with respect to \( \bar{\delta} \) discretization, \( \delta \). Applied to the coarsened data may result in inconsistent estimators of \( \mathbb{E}[Y^{a(\delta^*)}] \) even under correct model specification and without time-dependent confounding. We further show that this result explains the bias observed in Section 5 when using IR and TMLE with large \( \delta \).

As before, consider coarsening this sequence to have bin width \( \delta \), where \( \delta \) is a multiple of \( \delta^* \). Denote by \( \bar{s} = \{s(1), ..., s(T(\delta))\} \subset \{1, ..., T^*\} \) the subset of indices from the finest discretization included in the coarsened one where \( s(k) \) is the \( k \)'th value in \( \bar{s} \). By definition, \( \bar{s} \) has length \( T(\delta) \) and we assume that the first and last indices of the uncoarsened sequence are included in \( \bar{s} \), i.e., \( s(1) = 1 \) and \( s(T) = T^* \). It follows that \( L_{s(k)} = L(\delta)_{\bar{s}} \) and the same holds replacing \( L \) by \( A \). Our interest is in the difference between the probability limits of a given estimator when applied to the finest discretization and to the coarsened discretization \( \bar{s} \); we separately determine this for the IR and TMLE estimators. Recall that, for any discretization of the data, the IR estimator converges in probability to the g-computation formula applied according to that discretization, as long as the corresponding \( Q \) is consistently estimated; this holds as well for the TMLE if either the corresponding \( g \) or \( Q \) is consistently estimated. We show how the coarsened and uncoarsened g-computation formulas differ and describe conditions under which the two are equal.

For conciseness of notation, we write expressions such as \( P(X = x \mid Z = z) \) and \( \mathbb{E}[X \mid Z = z] \) as \( P(X = x \mid z) \) and \( \mathbb{E}[X \mid z] \), respectively. E.g., we write \( P(L_k = l_k \mid \bar{A}_{k-1} = \bar{a}_{k-1}, L_{k-1} = l_{k-1}) \) as \( P(L_k = l_k \mid \bar{a}_{k-1}, l_{k-1}) \). Using the Markov assumption and assuming that each \( L_1 \) is discrete valued, the g-computation formula applied to the coarsened sequence can be written as

\[
\sum_{\bar{l}(\delta)} \mathbb{E}[Y \mid \bar{a}(\delta), l(\delta)_{T(\delta)}] \prod_{k=1}^{T(\delta)} P(L(\delta)_k = l(\delta)_k \mid \bar{a}(\delta)_{k-1}, l(\delta)_{k-1}),
\]

where the sum over \( \bar{l}(\delta) \) indicates a sum over all possible coarsened feature sequences and conditioning on \( \bar{a}(\delta) \) indicates conditioning on the coarsened treatment sequence. We now
highlight the differences between this quantity and the uncoarsened $g$-computation formula. Recalling that $\bar{l}_{j:k} = [l_j, l_{j+1}, \ldots, l_k]$ and that $L_{\bar{l}_{j:k}}^\delta$ is the potential outcome of $L_\delta$ when only the treatment subsequence $\bar{a}_{j:k}$ is set, we can rewrite the uncoarsened $g$-computation formula as

$$
\mathbb{E}[Y^a] = \sum_{\bar{l}} \mathbb{E}[Y \mid \bar{a}, l_{T}] \prod_{t=1}^{T^*} P(L_t = l_t \mid \bar{a}_{t-1}, l_{t-1})
$$

(3)

where the sum over $\bar{l}$ in Equation 3 indicates a sum over all possible values of the uncoarsened feature sequence. A complete derivation of Equation 4 is given in Section 4.1 of the supplementary materials. The coarsened (Equation 2) and uncoarsened (Equation 4) $g$-computation formulas differ in two ways. First, all expressions in Equation 2 condition on the coarsened treatment sequence $\bar{a}(\delta)$, whereas expressions in Equation 4 condition on the uncoarsened treatment sequence $\bar{a}$. Second, in Equation 2 the expected outcome $\mathbb{E}[Y \mid \bar{a}(\delta), l(\delta)_{T}]$ is multiplied by the product of terms $P(L(\delta)_k = l(\delta)_k \mid \bar{a}(\delta)_{k-1}, l(\delta)_{k-1})$, while in Equation 4 the expected outcome is multiplied by the same product but with $L(\delta)_k$ replaced by the intervened-on measurement $L(\delta)_{k}^{\bar{a}(s(k-1):a(s(k))-1)}$. It follows that if, for all $k$, (i) conditioning on $\bar{a}(\delta)_k$ is equivalent to conditioning on $\bar{a}_{s(k)}$ and (ii) the sequence of treatments between times $s(k-1)$ and $s(k)$ (exclusive) does not have a causal effect on the subsequent measurement $L(\delta)_k$, then the coarsened and uncoarsened $g$-computation formulas are equal. Therefore, under conditions (i) and (ii), and under the assumptions necessary to guarantee that IR and TMLE converge in probability to the coarsened $g$-computation formula — including consistent estimation of $Q$ and/or $g$ — as well as the causal identifiability assumptions for the finest discretization, IR and TMLE applied to the coarsened data converge in probability to the original estimand $\mathbb{E}[Y^{\bar{a}(\delta^*)}]$. Importantly, conditions (i) and (ii) may be violated even when $L$ has no causal effect on $A$, which means that coarsening the finest discretization may still induce bias, asymptotically, in IR and TMLE when there is no time-dependent confounding. The binary treatment sequences that we consider in this work satisfy condition (i) when considering $\bar{a} = 0$ or $\bar{a} = 1$. Additional work is necessary to investigate other types of treatment sequences and settings that do not follow the Markov assumption.

### 6.2 Discretization bias in simulations

We return to the simulated data experiments from Section 5. Note the following: the data generating distribution described in Section 5 satisfies the Markov assumption; for all $\delta$, the “never treat” regime we considered satisfies condition (i) above; the parametric models for $Q_\delta$ are correctly specified for coarsened data; and, the causal identifiability assumptions are
Figure 2: Absolute bias of the IR estimator on data with different effect delays $\omega$ and discretization bin widths $\delta$. Each line corresponds to a different effect delay $\omega$. The $\omega = 1$ line corresponds exactly to the absolute bias plot for IR in Figure 1.

satisfied at $\delta^*$. Thus, the bias we observe when using IR and TMLE with $\delta > \delta^*$ (Figure 1) may be due to violations of condition (ii). We illustrate this point by modifying the data generating mechanism from Section 5 to include an effect delay $\omega$ such that, in the data generating mechanism, $L_t$ now depends on $A_{t-\omega}$ rather than $A_{t-1}$ (by convention, $A_t = 0$ for all $t < 1$). All other aspects of the data generating mechanism, estimation methods, and experimental setup remained the same, including the target estimand, $E[Y^a(\delta^*)=0]$. In particular, $\omega = 1$ is exactly equivalent to the experimental setup in Section 5. In this new setup, condition (ii) is satisfied for all $\delta \leq \omega$. Figure 2 shows how changing the discretization bin width $\delta$ impacts the bias of the IR estimator under different settings of the effect delay, $\omega$. As predicted by the above analysis, we see that the bias remains near zero as long as $\delta \leq \omega$. For $\delta > \omega$ the bias grows as in Section 5. The same plot for the TMLE estimator is very similar and can be found in Section 4.2 of the supplementary materials. In the next section, we evaluate the impact of $\delta$ in the context of a real clinical causal estimation problem: estimating the effect of antibiotics timing in patients with sepsis.

7 Estimating the effect of delayed versus immediate antibiotics for patients with sepsis

Several observational studies have suggested that delaying the initiation of antibiotics in patients with sepsis leads to poorer health outcomes; however, these studies do not account
for potential time-dependent confounding or right censoring. In this section, we use the estimators described in Section 4 to examine the impact of delayed antibiotics on later organ dysfunction, a primary symptom of sepsis. We estimated the average treatment effect (ATE) of receiving antibiotics within one hour of admission versus not receiving antibiotics within the first 13 hours after admission on the number of dysfunctional organ systems 73 hours after admission. Our data included electronic health records from 9,523 patients admitted to the emergency department at one of three hospitals in the Johns Hopkins Hospital system between 2016 and 2018. Patients were included if they were above age 18 and were classified as having sepsis (according to the definition introduced in Henry et al. [6]) with onset occurring within the first 24 hours after admission. The number of dysfunctional organ systems was measured as the sum of the nine organ dysfunction criteria defined in Henry et al. [6]. Summary statistics are shown in Table 1.

Antibiotics initiation was represented as a binary, time-varying treatment. We adjusted for potential time-varying confounding and for right-censoring that occurs when a patient either leaves the hospital against medical advice or is transferred to another critical care facility. If a patient died or was discharged (excluding transfers to critical care facilities) before 73 hours after admission, their outcome was measured as the number of dysfunctional organ systems at the time of death or discharge and such patients were not considered right-censored. If a patient died or was discharged prior to receiving antibiotics, it is assumed that they never subsequently received antibiotics. The complete list of baseline and time-varying features is given in Section 5.1 of the supplementary materials and includes various demographics, comorbidities, lab measurements, and vital signs. All continuous variables were discretized into five quantile bins.

We choose $\delta^* = 1$ hour as our finest discretization and introduce a binary censoring variable $\bar{C}(\delta^*) = [C(\delta^*_1), ..., C(\delta^*_T)]$, where $C(\delta^*_t) = 1$ indicates that a patient was censored at or before time $t$. The temporal ordering of variables under the finest discretization is assumed to be

$$V, L(\delta^*_1), C(\delta^*_1), A(\delta^*_1), ..., L(\delta^*_T), C(\delta^*_T), A(\delta^*_T), Y.$$  

For the finest discretization, we make the causal identifiability assumptions and assume that they apply to $\bar{C}(\delta^*)$ as well as $\bar{A}(\delta^*)$. Because we are only interested in antibiotics administration before hour 13, we consider static treatment regimes that set the value of treatment through hour 13 and leave treatment after hour 13 unspecified. That is, anyone who does not have antibiotics administered in the first 13 hours (regardless of treatment after hour 13) is following the treatment regime $\bar{a}(\delta^*) = 0$. Likewise, anyone who receives antibiotics in the first hour after admission is following regime $\bar{a}(\delta^*) = 1$. Our target estimand is $\mathbb{E}[Y^{\bar{a}(\delta^*)=0,\bar{c}(\delta^*)=0} - Y^{\bar{a}(\delta^*)=1,\bar{c}(\delta^*)=0}]$.

We estimated $g$ and $Q$ using modified versions of the parametric models described in Section 5. The parametric model for $g_t$ was modified to incorporate the assumption that a patient cannot initiate antibiotics or become newly censored after death or discharge. We used a parametric model of the same form as that used for $g_t$ to estimate the probability of becoming newly censored at time $t$. The parametric model for $Q_t$ was modified to incorporate the assumption that a patient’s outcome cannot change after death or discharge.
Table 1: Summary statistics for the Full Sample, patients who received antibiotics within an hour of admission (Abx. ≤ 1 hour), and patients who had not received antibiotics in the first 13 hours after admission (Abx. > 13 hour). Binary variables are summarized as the count and (percentage). Continuous variables are summarized as the mean and (standard deviation). Note that the average number of dysfunctional organ systems decreased over time as patients stabilized or recovered. For patients who died or were discharged before time t, their number of organ dysfunctions at time t was recorded as the number of organ dysfunctions at the time of death or discharge.

Full details for these models are given in Section 5.2 of the supplementary materials. 95% confidence intervals were constructed using percentile-based non-parametric bootstrap using 500 bootstrap replicates.

We compared the performance of the three estimators described in Section 4 using discretization bin widths of δ = 1, 3, and 6 hours corresponding to sequences with 𝑇(δ) = 73, 25, and 13 time points, respectively. These discretizations always included hours 1, 13, and 73 as time points and thus, changing δ did not change 𝐸[𝑌̅(δ), c(δ)=0] under the treatment regimes considered. We make causal identifiability assumptions only for bin width δ = δ* = 1 hour.

7.1 Results

Figure 3 shows the estimated ATE for each of the three estimators using sequences of length 𝑇(δ) = 13, 25, and 73. Using the finest discretization (δ = δ* = 1 hour), all three estimates of the ATE show that the effect of delayed versus immediate antibiotics was an increase in the number of dysfunctional organ systems at 73 hours. Further, all three estimated 95% confidence intervals exclude zero. In contrast, a naive estimate of the ATE — estimated by taking the difference in average outcomes in the two treatment groups — show a near-zero effect (−0.01 [−0.11 to 0.12]). We find that, for each of the three estimators, the point estimates are largely consistent across δ = 1, 3, 6. At the finest discretization, the IR method
Figure 3: Estimates of the ATE of delayed versus immediate antibiotics on the expected number of dysfunctional organ systems 73 hours after admission. Point estimates and 95% confidence intervals are shown for each estimator and for each sequence length $T(\delta)$.

results in the narrowest confidence interval, followed by TMLE, and then by IPW. Confidence interval widths range from 0.28 to 0.30 for IR, from 0.39 to 0.43 for TMLE, and from 0.43 to 0.50 for IPW. In Section 4 of the supplementary material, we evaluate the impact of weight clipping and pooling on these estimates.

8 Discussion

It has become increasingly viable to evaluate hypothetical treatment regimes using non-experimental data thanks to the availability of high-resolution logged data. Before applying discrete-time longitudinal causal estimation methods to these problems, it is necessary to understand how the behavior of these methods is impacted by temporally discretizing the data. We evaluated the impact of discretization bin width on three causal estimation methods, inverse probability weighting (IPW), an iterated regressions method (IR), and a targeted minimum loss-based estimator (TMLE), when estimating an expected potential outcome under a binary treatment sequence with at most a single 0-to-1 transition. These results highlight two main takeaways for those hoping to apply these methods.

First, results from both simulated and clinical data corroborated previous results [10, 32] showing that IR has substantially lower variance in long sequences than IPW, with TMLE somewhere between the two. This latter result is in contrast with a previous comparison of IR and TMLE [33]; however, we found that the variance gap only appeared for relatively long sequences whereas Tran et al. [33] considered sequences up to length six. This suggests that the double-robustness property of TMLE may come at the cost of increased variance in long sequences; however, the size of the variance gap may depend on the application.

Second, we found on simulated data that overly-wide discretization bins led to substantial bias in all three estimators. For IR and TMLE, we explored the source of this bias and found that it is governed, in part, by whether a change in treatment can effect features within the same discretization bin. Our analysis suggests a rule-of-thumb for choosing discretization bin
widths when using these estimators: Choose the widest bins such that changing treatment within a bin does not affect features within the same bin. For example, in our application, if we do not believe the effect of antibiotics will be noticeable until at least six hours after administration, this suggests six hours as a plausible bin width. If instead we were to consider the effects of a fast acting medication, this bin width would need to be smaller. When such domain knowledge is unavailable, practitioners should exercise caution when applying discrete-time methods to continuous-time data and should consider continuous-time causal estimation methods. We emphasize this particularly in the case of applications of RL to continuous-time decision making settings where it is standard practice to model the system as a discrete-time time-homogeneous Markov decision process, e.g., \([10, 32, 5, 11, 31]\).

This work highlights the importance of discretization decisions and sequence length in real-time causal estimation settings and suggests several future research directions. First, this work is limited to binary treatment sequences with a single 0-to-1 transition and the results in Sections 5 and 6 are limited by the Markov assumption. Additional work is necessary to investigate scenarios that do not have these limitations. Second, it would be practically useful to develop general diagnostic techniques to guide discretization decisions when domain knowledge is not readily available and, potentially, data driven methods for automatically selecting the bin width to minimize estimation error. Additionally, when continuous-time or high-resolution data is available, it may be possible to quantify or bound the amount of discretization bias under certain assumptions. Finally, given the observed sensitivity of these methods to bin width, it is important to continue development of continuous-time methods that obviate the need for discretization in settings with insufficient domain knowledge to guide bin width decisions.
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A Complete descriptions of IR and TMLE

A.1 Iterative regression (IR)

The IR algorithm iteratively estimates each $Q_t$, beginning with $Q_T$ and progressing backwards in time. The full algorithm is described below.

1. Estimate the conditional expectation $Q_T = \mathbb{E}[Y|\bar{A}_T = \bar{a}_T, \bar{L}_T, V]$ by regressing $Y$ onto $(\bar{L}_T, V)$ using data from participants who followed $\bar{a}$ through time $T$. For each participant $i$ who followed $\bar{a}$ through time $T - 1$, let $\hat{Q}_{i,T}$ be this estimate evaluated at $(\bar{L}_{i,T}, V_i)$.

2. For $t = T - 1, \ldots, 1$:
   (a) Estimate the conditional expectation $Q_t = \mathbb{E}[Q_{t+1}|\bar{A}_t = \bar{a}_t, \bar{L}_t, V]$ by regressing the values $\hat{Q}_{t+1}$ (calculated in the previous iteration) onto $(\bar{L}_t, V)$ using data from participants who followed $\bar{a}$ through time $t$. For each participant $i$ who followed $\bar{a}$ through time $t - 1$, let $\hat{Q}_{i,t}$ be this estimate evaluated at $(\bar{L}_{i,t}, V_i)$.

3. Return $\hat{\psi}_{IR} = \frac{1}{N} \sum_i \hat{Q}_{i,1}$.

A.2 Targeted minimum loss-based estimation (TMLE)

The TMLE algorithm modifies the IR algorithm to add an additional targeting step, which updates the initial estimate of $Q_t$ using the probability of treatment $g$ as detailed below.

1. Estimate the probability of treatment $\hat{g}$ as in Section 4.1 of the main paper.

2. Estimate the conditional expectation $Q_T = \mathbb{E}[Q_{t+1}|\bar{A}_T = \bar{a}_T, \bar{L}_T, V]$ by regressing $Y$ onto $(\bar{L}_T, V)$ using data from participants who followed $\bar{a}$ through time $T$. For each participant $i$ who followed $\bar{a}$ through time $T - 1$, let $\hat{Q}_{i,T}$ be this estimate evaluated at $(\bar{L}_{i,T}, V_i)$.

3. Regress $Y$ onto an intercept with $\hat{Q}_T$ as a fixed offset and $\frac{[\bar{A}_T = \bar{a}_T]}{\hat{g}(\bar{a}, \bar{L}_T, V)}$ as observation weights using data from participants who followed $\bar{a}$ through time $T$. For each participant $i$ who followed $\bar{a}$ through time $T - 1$, let $\hat{Q}_{i,T}^*$ be this fitted regression evaluated with offset $\hat{Q}_{i,T}$.

4. For $t = T - 1, \ldots, 1$:
   (a) Estimate the conditional expectation $Q_t = \mathbb{E}[Q_{t+1}|\bar{A}_t = \bar{a}_t, \bar{L}_t, V]$ by regressing $\hat{Q}_{t+1}^*$ (calculated in the previous iteration) onto $(\bar{L}_t, V)$ using data from participants who followed $\bar{a}$ through time $t$. For each participant $i$ who followed $\bar{a}$ through time $t - 1$, let $\hat{Q}_{i,t}$ be this estimate evaluated at $(\bar{L}_{i,t}, V_i)$.
(b) Regress $\hat{Q}_{t+1}$ onto an intercept with $\hat{Q}_t$ as a fixed offset and $\frac{\mathbb{E}[\bar{A}_t = \bar{a}_t]}{\hat{g}(\bar{a}_t; \bar{L}_t, V)}$ as observation weights using data from participants who followed $\bar{a}$ through time $T$. For each participant $i$ who followed $\bar{a}$ through time $t - 1$, let $\hat{Q}_{*, t}^i$ be this fitted regression evaluated with offset $\hat{Q}_{i,t}$.

5. Return $\hat{\psi}_{TMLE} = \frac{1}{N} \sum_{i} \hat{Q}_{*, 1}^i$.

### B  Simulated RCT

In this section, we compare the estimators presented in Section 4 of the main paper using a modified version of the data generating mechanism from Section 5 of the main paper where $A_t$ is sampled without confounding (i.e., $\gamma_1 = 0$ and $\gamma_2 = 0$). This simulates a randomized trial where subjects are assigned a random treatment start time. All other details of the data generating mechanism, experimental setup, and estimation procedures remained the same. Results are shown in Figure 4. Of note, for large $\delta$, we observe increased bias for all estimators, despite the lack of confounding.

### C  Variance reduction strategies

In this section, we consider the impact of three approaches — weight clipping, pooling across treatment regimes, and pooling across time points — to reduce estimator variance in our simulated data experiments from Section 5. We begin by introducing these approaches and describing how they change our experimental setup. Other than the changes described below, no changes were made to the data generating mechanism, assumptions, or estimation procedures described in Section 5 of the main paper.

#### C.1 Weight clipping

One simple, yet effective method for reducing the variance of estimators based on inverse probability weighting is to clip the weights so that they fall within a prespecified range $[2, 12]$. This method prevents small sets of instances from dominating the estimate, thereby reducing variance, but may introduce additional bias. In our evaluation, we consider a percentile based clipping where, for a prespecified percentile $\alpha$, the weights $\frac{1}{\hat{g}(\bar{a}_t, \bar{L}_t, V)}$ among participants who followed $\bar{a}$ are clipped to be between the $\alpha$ and $100 - \alpha$ percentiles of the empirical distribution of weights among participants who followed $\bar{a}$.

#### C.2 Pooling

Another approach to reducing variance is to pool data when estimating $g$ and $Q$. We consider two types of pooling. First, we consider pooling data from multiple treatment regimes when estimating $Q$ $[17, 33]$. Specifically, to estimate $Q_t = \mathbb{E}[Q_{t+1} \mid \bar{A}_t = \bar{a}_t, \bar{L}_t, V]$ in the IR
Figure 4: MSE, absolute bias, and variance as a function of sequence length $T(\delta)$ for each estimator with no baseline of time-dependent confounding. Sequence length $T(\delta)$ was varied by changing the discretization bin width $\delta$ while keeping fixed the sample size (i.e. the total number of participants) and the the number of participants following the treatment regime of interest.

procedure, we instead estimate $\mathbb{E}[Q_{t+1} \mid \bar{A}_t, \bar{L}_t, V]$ using data from all participants. Then, for participants who followed $\bar{a}$ through time $t - 1$, we set $\hat{Q}_{i,t}$ to this estimate evaluated at $(\bar{a}_t, \bar{L}_{i,t}, V_i)$. This same modification can also be made to the initial untargeted estimate of
Figure 5: Absolute bias and variance for IPW, IR, and TMLE when using each of the variance reduction methods on synthetic data. We evaluated percentile-based weight clipping with percentiles $\alpha = 0.1, 1.0, 2.5.$

$Q_t$ in the TMLE procedure. In our simulated data experiments, this means modifying the the parametric model for $Q_t$ to be

$$q_t(\bar{A}_t, \bar{L}_t, V; \nu) = \nu_{t,0} + \nu_{t,1}L_t + \nu_{t,2}V + \nu_{t,3}\bar{A}_t. \tag{5}$$

where $\nu_t$ is estimated using data from all participants. Second, we consider pooling across time points when estimating $g$ \cite{8, 7}. This means modifying our model for $g_t = P(A_t = 1 | A_{t-1} = 0, L_t, V)$ to be

$$m_t(\bar{L}_t, V; \theta) = \expit(\theta_0 + \theta_1V + \theta_2L_t). \tag{6}$$

where $\theta$ is estimated using data from all participants $i$ and all time points $t$ such that $A_{i,t-1} = 0.$

C.3 Results

We compared the effect of each of these variance reduction methods using the same data generating distribution and experimental setup (aside from the modifications described above) as in Section 5 of the main paper with a discretization bin width of $\delta = \delta^* = 1.$ Figure 5
shows the impact on absolute bias and variance of each of the variance reduction approaches. Both weight clipping and temporal pooling were extremely effective at reducing variance in the IPW and TMLE methods. In the case of IPW, weight clipping increased bias, as expected. Pooling across treatment regimes, on the other hand, had little observable effect on either the bias or variance of any of the estimators.

\section{Supplemental material for Section 6 of the main paper}

\subsection{Derivation of Equation 4 in the main paper}

As in Section 6 of the main paper, all quantities are with respect to the finest discretization, $\delta^*$, unless otherwise specified. Then, recalling that $\bar{I}_{j:k} = [l_j, l_{j+1}, \ldots, l_k]$ and that $L_{t}^{\bar{a}_{j:k}}$ is the potential outcome of $L_t$ when only the treatment subsequence $\bar{a}_{j:k}$ is set, we can rewrite the uncoarsened $g$-computation formula as

$$
\mathbb{E}[Y^{\bar{a}}] = \sum_{\bar{l}} \mathbb{E}[Y \mid \bar{a}, l_{T*}] \prod_{t=1}^{T^*} P(L_t = l_t \mid \bar{a}_{t-1}, l_{t-1}) \tag{7}
$$

$$
= \sum_{\bar{l}(\delta)} \mathbb{E}[Y \mid \bar{a}, l_{T*}] P(L_1 = l_1) \prod_{k=2}^{T(\delta)} \sum_{l_{s(k)+1<s(2)-1}} \cdots \sum_{l_{s(T-1)+1<s(T)-1}} \mathbb{E}[Y \mid \bar{a}, l_{T*}] \prod_{t=s(k)+1}^{T(k)} \sum_{l_{t-1}} \prod_{s(k)+1}^{T(k)-1} P(L_t = l_t \mid \bar{a}_{t-1}, l_{t-1}) \tag{8}
$$

$$
= \sum_{\bar{l}(\delta)} \mathbb{E}[Y \mid \bar{a}, l_{T*}] P(L_1 = l_1) \prod_{k=2}^{T(\delta)} \sum_{l_{s(k)+1<s(2)-1}} \cdots \sum_{l_{s(T-1)+1<s(T)-1}} \mathbb{E}[Y \mid \bar{a}, l_{T*}] \prod_{t=s(k)+1}^{T(k)} \sum_{l_{t-1}} \prod_{s(k)+1}^{T(k)-1} P(L_t = l_t \mid \bar{a}_{t-1}, l_{t-1}) \tag{9}
$$

$$
= \sum_{\bar{l}(\delta)} \mathbb{E}[Y \mid \bar{a}, l_{T*}] \mathbb{E}[L_{s(k)} \mid \bar{a}_{s(k)-1}, l_{s(k)-1}] \mathbb{E}[L_{s(k)+1:s(k)-1} \mid \bar{a}_{s(k)+1:s(k)-1}] \mathbb{E}[L_{s(k)+2:s(k)-1} \mid \bar{a}_{s(k)+2:s(k)-1}] \cdots \mathbb{E}[L_{T(\delta)k} \mid \bar{a}_{T(\delta)k-1}, l_{T(\delta)k-1}] \prod_{k=2}^{T(\delta)} P(L_{\delta}^{\bar{a}_{s(k)-1}} = l(\delta)_k \mid \bar{a}_{s(k)-1}, l(\delta)_{k-1}) \tag{10}
$$

where the sum over $\bar{l}$ in Equation [7] indicates a sum over all possible values of the uncoarsened feature sequence; Equation [8] partitions the sum over $\bar{l}$ into the sum over the components in $\bar{l}(\delta)$ (i.e., those in the coarsened sequence: $s(1), \ldots, s(T(\delta))$) and over the remaining components; Equation [9] follows from factorizing the nested sums in Equation [8] and the assumption that $s(1) = 1$ and $s(T(\delta)) = T^*$; Equation [10] follows by recognizing that (by the
Figure 6: Absolute bias of the TMLE estimator on data with different effect delays. Each line corresponds to different discretizations of data with the same effect delay. The $\omega = 1$ line corresponds exactly to the absolute bias plot for the TMLE estimator in Figure 1 of the main paper.

Markov assumption) the inner sum in Equation 9 is an instance of the g-computation formula applied to “outcome” $I[L_{s(k)} = l_{s(k)}]$ setting treatments at each time $s(k - 1) + 1$ through $s(k) - 1$ and conditioning on the (uncoarsened) history through $s(k - 1)$; and Equation 11 follows from the observation that $L_{s(k)} = L(\delta)_k$.

D.2 Effect delay in the TMLE model

Figure 6 shows the impact of changing the effect delay $\omega$ on the absolute bias of the TMLE estimator for different bin widths $\delta$. See Section 6 of the main paper for experimental details.

E Supplemental material for Section 7 of the main paper

E.1 List of features

As baseline features, we included age, sex, Charlson Comorbidity Index (CCI), hospital ID, and indicators for comorbidities measured using billing codes including diabetes without complications, diabetes with complications, malignant tumor, and metastatic solid tumor. As time-varying features, we included indicators of death or discharge, temperature, systolic blood pressure, white blood cell count, lactate, mean arterial pressure (MAP), heart
rate, respiration rate, Glasgow Coma Scale (GCS), weight, indicators for the presence of measurements of each of the preceding labs/vitals, and indicators for presence of stroke, seizure, dementia, fall, gastro-intestinal (GI) bleeding, cardiac arrest, sickle cell anemia, and drug overdose. Finally, we included as time-varying features indicators of the nine organ dysfunctions from [9] which were summed to measure total organ dysfunction.

E.2 Details for the parametric models used to estimate $g$ and $Q$

The model for $g_t$ was modified from the model in Section 5 of the main paper to incorporate the assumption that a patient cannot initiate antibiotics or become newly censored after death or discharge. Let $D_t$ be a binary time-varying feature indicating if a patient has died or been discharged prior to time $t$. As described above, $D_t$ is included in $L_t$. Then, we estimated $g_t$ using the following parametric model

$$m_t(L_t, V; \theta_t) = \begin{cases} 
\expit(\theta_{t,0} + \theta_{t,1}V + \theta_{t,2}L_t) & \text{if } D_t = 0 \\
1 & \text{if } D_t = 1,
\end{cases} \tag{12}$$

where $\theta_t$ was estimated using data from patients who had not died, been discharged, become censored, or received antibiotics by time $t$. We used a parametric model of the same form as $m_t$ to estimate the probability of becoming newly censored at time $t$. The parametric model for $Q_t$ was modified from the model presented in Section 5 of the main paper to incorporate the assumption that a patient’s outcome cannot change after death or discharge. We estimated $Q_t$ using the following parametric model

$$q_t(L_t, V; \nu_t) = \begin{cases} 
\nu_{t,0} + \nu_{t,1}L_t + \nu_{t,2}V & \text{if } D_t = 0 \\
Y & \text{if } D_t = 1,
\end{cases} \tag{13}$$

where $\nu_t$ was estimated using data from patients who followed $\bar{a}$ through time $t$ and had not died, been discharged, or become censored by time $t$.

E.3 Variance reduction strategies in clinical data

In this section, we evaluate the impact of each of each of the variance reduction approaches described in Section C of the supplementary materials on the clinical decision making problem described in Section 7 of the main paper. For each estimator and variance reduction method, we estimated the ATE and 95% confidence interval using a discretization bin with of $\delta = \delta^* = 1$ hour. For the weight clipping method, we used $\alpha = 0.1$. All other experimental and estimation details were exactly the same as in Section 7 of the main paper. Figure 7 shows the point estimates and 95% confidence intervals when each of the variance reduction methods is applied. In general, these variance reduction methods had much less of an effect in a real data setting than they did on simulated data. Weight clipping had the largest effect on confidence interval width for the IPW and TMLE estimators, reducing them both from 0.50 to 0.41 and 0.40 to 0.36, respectively, without a major shift in the point estimates.
Additionally, treatment pooling, led to a small reduction in confidence interval width, from 0.28 to 0.26, for the IR estimator. Unlike in the simulated data, temporal pooling, led to an *increase* in confidence interval width for the IPW estimator, as well as a shift in the point estimates for both IPW and TMLE (the shift in the point estimates for the individual expected potential outcomes was even more pronounced). This is possibly due to observable shifts in antibiotics administration behavior over time which violates the assumptions made when pooling across time.