Internet of things-based health monitoring system for early detection of cardiovascular events during COVID-19 pandemic
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**Abstract**

The coronavirus disease 2019 (COVID-19) has currently caused the mortality of millions of people around the world. Aside from the direct mortality from the COVID-19, the indirect effects of the pandemic have also led to an increase in the mortality rate of other non-COVID patients. Evidence indicates that novel COVID-19 pandemic has caused an inflation in acute cardiovascular mortality, which did not relate to COVID-19 infection. It has in fact increased the risk of death in cardiovascular disease (CVD) patients. For this purpose, it is dramatically inevitable to monitor CVD patients’ vital signs and to detect abnormal events before the occurrence of any critical conditions resulted in death. Internet of things (IoT) and health monitoring sensors have improved the medical care systems by enabling latency-sensitive surveillance and computing of large amounts of patients’ data. The major challenge being faced currently in this problem is its limited scalability and late detection of cardiovascular events in IoT-based computing environments. To this end, this paper proposes a novel framework to early detection of cardiovascular events based on a deep learning architecture in IoT environments. Experimental results showed that the proposed method was able to detect cardiovascular events with better performance (95.30% average sensitivity and 95.94% mean prediction values).
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INTRODUCTION

The novel coronavirus disease 2019 (COVID-19) has spread significantly worldwide, posing new challenges to the research community. Although governments have taken many steps to control the virus and have implemented social distancing in public places, the need for health monitoring systems has increased dramatically, and effective management of patients with COVID-19 disease has become a challenge for hospitals[1]. Due to its extremely negative effects on public health, the COVID-19 pandemic is one of the most serious problems facing today's modern world[2]. With the new COVID-19 pandemic considering the growing population of the elderly and people with severe underlying diseases, and the high cost of caring for these patients, the growing need for remote health monitoring has become a vital issue in today's life. Immediate monitoring of patients and analysis of their health status can reveal vital and abnormal conditions that are very valuable for early detection of any threatening case[3].

In addition, the pandemic has had a significant effect on vulnerable populations such as the elderly and people with chronic and underlying diseases such as cardiovascular disease (CVD). The abnormal events caused by CVD are usually difficult to detect[4]. People often do not even know they are in a critical condition until they do not suffer from heart problems or even critical conditions leading to stroke or death. Symptoms of heart problems are usually difficult to detect, and an experienced doctor is needed to examine the patient to make sure there is a heart problem. This is practically difficult due to the lack of a doctor and the delays in seeking help in the case of the COVID-19 pandemic[3]. Recent technologies such as medical internet of things (IoT) equipment have significantly contributed to developing remote health monitoring systems[3]. Existing health monitoring systems developed within the IoT framework connect pre-configured devices for processing patient data to deliver results on time. Many previous works have attempted to use the IoT to predict heart-related health problems but fail to ensure this with the precision required by the strict regulations of medical standardization agencies[6].

Medical diagnosis is usually faced with limitations such as the high cost and time of some tests[7]. Medical tests and clinical trials to detect the previous CVD are not performed equally for all patients due to a large number of patients and the lack of healthcare resources and facilities. Hence, this leads to a high level of abnormal events caused by CVD. Today, the management of health monitoring systems has become more difficult due to scarce and inefficient medical resources to meet growing medical monitoring. As a result, medical care units and health monitoring centers need to detect these abnormal events early to prevent them from occurring in the early steps. Because in the case of late detection of many CVD events, there is no explicit medical or therapeutic support, and it can lead to the death of patients. As a result, an IoT-based health monitoring system is urgently needed for early detection and effective measures to prevent CVD-induced hazardous events, especially in the face of rapidly growing pandemics. In addition, other old data storage systems and infrastructures are no longer effective for modern sensor-based operating systems in which data size, speed, and amplitude are emerging[8]. Similarly, current health monitoring systems are inefficient in producing accurate physical parameters of the patient's body because they use common technologies and approaches[9]. An enormous benefit in IoT sensor technologies has made it possible to design health monitoring systems for the early detection of cardiovascular events during the COVID-19 pandemic. However, detecting such events is challenging due to the constant changes in IoT environments[10]. In recent years, deep learning has been widely studied in various fields. The benefits of deep learning include the automatic extraction and representation of features automatically; the main challenges are limited scalability and late detection. The purpose of the present study was to detect cardiovascular events early in the IoT computing environments based on deep learning.
SYSTEM DEVELOPMENT PRELIMINARIES

In recent years, the growth of the IoT and wearable sensor technology related to medical devices has enhanced patient care quality through smart remote health monitoring systems[11]. IoT equipment is widely used in remote health and medical monitoring systems[12,13]. The IoT covers a range of smart mobiles, mHealth applications, wearable sensors, and other health monitoring tools that generate large amounts of patient health data. These IoT devices are used to detect cardiovascular patients’ health status and transfer this information to the doctor and clinic. Then, these data are used for disease analysis and early detection of abnormal events[8]. This technology enables IoT-based devices to work more efficiently on the Internet. Wearable sensor-based IoT devices are more valuable for patient care and health monitoring services that extract accurate physiological information from patients to detect the disease[9].

One of the proposed approaches for predicting and detecting CVDs is the use of electrocardiograms (ECGs) which can be achieved by monitoring and measuring ECG signals more accurately and predictably[14]. ECG signals can display the heartbeat rhythm from the ECG and detect a regular or irregular heart rhythm. Each type of arrhythmia results in a distinct type of ECG change that provides information about structural abnormalities of the heart, the effect of drugs on heart rhythm and electrical conduction, high blood pressure, kidney problems, or hormonal problems that affect the heart’s electrical pattern in specific pathways for the doctor[15]. Although an abnormal ECG signal does not indicate heart disease, there is usually confidence that it can be used to detect CVD and its abnormal events[16]. According to research[17], heart disease is the leading cause of death in the elderly in European countries, mainly due to recent arrhythmias.

Numerous studies have been conducted on IoT wearable sensors and their applications in medical monitoring techniques, such as the IoT-based wearable body sensor network (WBSN) for the COVID-19 pandemic[18] which has been used with early detection of the disease to reduce the possible prevalence of pandemic during quarantine and after recovery. Also, an IoT-based framework for remote health monitoring of COVID-19 patients in the intensive care unit (ICU) is presented in Filho et al.[19]. A similar system is provided in Khan et al.[20] for IoT-based real-time health monitoring by measuring body temperature, pulse rate, and oxygen saturation in an Arduino Uno-based system, the most important measurement required for the ICU. Ganguly et al.[21] have also used machine learning power to find patterns in medical data fluctuations to predict CVD in the Arduino-based IoT infrastructure. A decision support system for analyzing multi-sensor healthcare data[22] is proposed to predict heart disease by the WBSN. This is done with a supervised learning approach by a modified deep belief network in conjunction with the squirrel search algorithm as a feature selection method. A health monitoring system based on deep learning in the IoT context[23] is also developed to predict CVD. Similarly, Yeh et al.[24] have used deep neural networks to analyze ECG signals to assess the patient’s condition and give appropriate drugs. The deep learning approach is also used in the IoT[25] for valvular heart disease screening. Other deep learning approaches such as convolutional neural networks[26] and long short-term memory networks[27] have also been proposed to use cardiovascular monitoring of COVID-19 patients by 5G-equipped medical wearable devices.

Some body sensors have been developed for continuous monitoring of healthcare to monitor heart rate, blood pressure, blood sugar levels, body temperature, personal fitness, and awareness of physical activity[28]. This study uses three sensors to monitor and control ECG signals, including a respiratory sensor, optical sensor, and heart rate sensor[14], connected to a data processing center via the Internet and Wi-Fi technology. Data obtained from ECG signals are sent to a data processing center and analyzed to detect CVD. A deep learning approach was used to analyze the data received in the data processing center. Due to the large volume of data generated at the moment, dimension reduction and extraction of effective features are performed on this data. Training operations are performed on the extracted features so that the system can be scalable and, at the time of detection, as soon as abnormal events are predicted, produce an appropriate warning and send the patient’s position to all stakeholders. The data set used in this study includes the features of heart rate variability (HRV) extracted from a selected 5-min of 24-h clinical electrocardiographic data set of cardiovascular patients that were extracted in both temporal and frequency spaces.

PROPOSED HEALTH MONITORING SYSTEM

IoT-based healthcare measures monitor the patient’s health status over 24 h and 7 d and avoid face-to-face hospitalization, which leads to additional costs and effort. Obstacles in the old healthcare system, delays in two-way communication between sensors and a remote server, are being replaced by IoT devices by speeding up today’s Internet protocols, which allow direct connection of various sensor devices. Advances in wireless sensor network technology focus on WBSN as a wearable node and receive signals such as body temperature, pulse rate, and oxygen level from the patient (Figure 1). ECG data are gathered using a wearable monitoring node and are transmitted directly to the IoT using Wi-Fi. Both the hypertext transfer protocol (HTTP) and message queue telemetry transport (MQTT) protocols are employed in the IoT in order to provide visual and timely ECG data to users using REST service.
Three different sensors make up this network[6], including medical sensors, activity sensors, and environmental sensors. Medical sensors include an ECG sensor, an electroencephalogram sensor, an electro-mammography sensor, an oxygen level sensor, a temperature sensor, a respiration rate sensor, and a glucose level sensor. These sensors monitor people with dangerous heart disease and continuously collect vital signs and ECG signals and report this information to a local server. The local server stores the information and immediately sends a warning to the Remote Healthcare Unit (RHU) if it receives any abnormal symptoms while processing the information and detects that these symptoms lead to a sudden heart attack or death. The RHU evaluates the warning and takes appropriate and timely action to help the patient save his life. Figure 2 shows the process performed in the proposed health monitoring system.

**Feature extraction**

The data collected by each IoT device, after pre-processing and normalization, is transferred to the data storage unit on a local server to extract the effective features. In this study, the features of HRV on ECG signals are used to detect healthy and sick individuals. These features have abilities that can be used to detect the disease and even classify the disease. Time-domain features include the following set of statistical features[29]: MNN (mean RR distances per piece of HRV signal), SDNN (standard deviation of RR distances per piece of HRV signal), RMSSD (square root mean of difference RR at each piece of HRV signal), SDSD (standard deviation of the difference between RR at each piece of HRV signal), PNN50 (percentage of RR at each piece of HRV signal that differs by more than 50 milliseconds). These features can help detect healthy and diseased classifications. In the next step, the signal energy was extracted in the very-low-frequency band (0.04-0.03 Hz), the low-frequency (LF) band (0.04-0.15 Hz), and the high-frequency (HF) band (0.15-0.4 Hz) using spectrum estimation method. The signal power spectrum was calculated using the Burg parametric method[29]. High frequencies in the HRV signal power spectrum indicate the activity of the parasympathetic part of the nervous system. Also, low frequencies indicate the activity of the sympathetic part of the autonomic nervous system that controls the heart rate. Hence, the ratio of signal energy in the LF band to signal energy in the HF band can be used as a feature that evaluates sympathetic and parasympathetic balance.

**Feature selection with rough set theory**

The large amount of data collected from the sensors may slow down the process of monitoring and processing the signals. Because increasing the number of features increases the computational cost of a system, designing and implementing systems with the least number of features is essential. On the other
hand, it is very important to pay attention to the fact that an effective subset of features must be selected to create an acceptable performance for the system. The main purpose of feature selection is to reduce the dimensions of the feature vector in the classification so that an acceptable classification rate is achieved. In this case, the features with less distinctive power are removed, and some features containing the appropriate information to differentiate the pattern classes remain. Numerous solutions and algorithms have been proposed for the feature selection problem. In this study, important features for evaluating the previous disease are selected using rough set theory (RST). RST is a smart mathematical tool for dealing with uncertainties in smart data analysis. The concept of base set theory is based on the assumption that each member of the universal set, \( U \), contains specific information described by some features \( Q \). This information can be found in the data table, where each row indicates different objects, and each column represents a feature of that object. If the set of features \( Q \) is divided into conditional features \( C \) and decision feature \( D \) in the data table, so that \( Q = C \cup D \), the resulting table is called decision table \( S \).

Each subset \( X \) of the universal set may be expressed as exact or approximate in these separated sets. The subset \( X \) may be identified by two normal sets called the lower and upper approximations. According to (1), the lower approximation of \( X \) is composed of all completely separated sets in \( X \) (where the elements \( X \), of course, belong to \( X \)).

\[
P(X) = \{ x \in U: I_p(x) \subseteq X \} \tag{1}
\]

Where \( I_p(x) \) represents the equivalence relation in \( U \), which is calculated according to (2) and (3). \( P \subseteq Q \) is an infinite subset of features.

\[
I_p = \{(u,v) \in U \times U | \forall a \in p, (a(u) = a(v)) \cup (a(u) = *) \cup (a(v) = *) \} \tag{2}
\]

\[
I_p(x) = \{ v \in U | (u,v) \in I_p \} \tag{3}
\]

According to (4), the high approximation of \( X \) is all separated sets that have a finite subscription with \( X \) (elements \( x \) may belong to \( X \)).

\[
P(X) = \{ x \in U: I_p(x) \neq \emptyset \} \tag{4}
\]

If \( (i = 1, ..., n) y_i \) are the separations of the set \( U \) concerning the variables \( D \), the upper and lower approximations of \( P \) can be generalized into two sets \( P(Y) = \{ P(y_1), ..., P(y_n) \} \).
Once the smallest subset of the appropriate features is found, all the not in the reduced set are removed. Then, the features are rated based on their importance. The importance of a feature is expressed in terms of how important a feature is in the classification process. This criterion is determined based on feature dependency attributes. In this study, the rough sets theory is used to integrate similar features and reduce their number. The rough set theory increases the processing speed and detection rate of cardiovascular events.

Classification with long short-term memory

A long short-term memory (LSTM) neural network - a type of recursive neural network - was used for classification, that is very suitable for studying time series and continuous data. One of the LSTM network characteristics is that it can learn long-term dependencies between the time steps of a sequence. The LSTM layer can look at the time sequence both forward and backward. In this study, a bidirectional LSTM layer was used. Unlike traditional recursive networks, which simply compute a balanced sum of input signals and then pass through an activation function, each LSTM uses a memory cell at time $t$. The output $h_t$ or LSTM unit activation is $h_t = T_o \tanh (C_t)$, where $T_o$ is the output gateway that controls the amount of information delivered through memory. The output gateway is calculated using the expression $(W_o[h_{t-1},X_t] + b_o) T_o = o$, where $o$ is the sigmoid activation function. $W_o$ is also a bias matrix. The memory cell $C_t$ is also updated by partially forgetting the current memory and adding new memory content as $\hat{C}_t = C_t = T_f C_{t-1} + T_u \hat{C}_t$, where the new memory content is obtained the phrase $\hat{C}_t = \tanh (W_C[h_{t-1},X_t] + b_C)$.

The amount of current memory to be forgotten is controlled by the $T_f$ forgetfulness gateway. The amount of new memory content to be added to the memory cell is handled by the updated gateway (sometimes known as the input gateway). This operation is performed by calculations (10) and (11):

$T_f = \sigma (W_f[h_{t-1},X_t] + b_f)$
$T_u = \sigma (W_u[h_{t-1},X_t] + b_u)$ (10)

$h_{t-1} = \tanh (W_{h_{t-1},X_t} + b_{h_{t-1}})$

$o_{t-1} = \sigma (W_o[h_{t-1},X_t] + b_o)$ (11)

Figure 3 shows the structure of an LSTM memory unit in which, at each time step, the contents of each cell are replaced by new values from the previous time step and new input. Therefore, the memory vector can affect some very limited current time steps.

SYSTEM PERFORMANCE EVALUATION

In this study, respiratory sensor, optical sensor and heart rate monitoring sensor were used in a Wi-Fi-based sensor network to detect cardiovascular events. All sensors receive ECG signals from the body and transmit them to the IoT environment via a Wi-Fi module. The IoT environment includes two types of HTTP and MQTT servers. The HTTP server is used to provide a graphical user interface, and the MQTT server is used to transmit ECG signals. Unlike HTTP, the MQTT protocol is used for long-term, real-time communication. With this approach, a patient's ECG signals are instantly received through a web browser; they are automatically analyzed. A warning alarm is sent to the doctor, patient, or those around him if a cardiovascular event is detected.

To evaluate the performance of smart analysis, the UCI cardiac arrhythmia dataset was used. This data set contains 452 ECG signals of different people of different ages and genders. 279 features were extracted from these signals, some of the most important of which are listed in Table 1.
Table 1 The most important features of electrocardiogram signals in the UCI dataset

| Features   | Values                                    |
|------------|-------------------------------------------|
| Age        | Yr                                        |
| Sex        | Male = 0, female = 1                      |
| Height     | cm                                        |
| Weight     | Kg                                        |
| QRS length | Average QRS length in milliseconds        |
| Distance P-R| Average time interval between the start of waves P and Q in milliseconds |
| Distance Q-T| Average time interval between start of wave Q and end of wave T in milliseconds |
| Distance T | Average time interval of wave T in milliseconds |
| Distance P | Average P wave distance in milliseconds   |
| QRS        | Degree vector angles on the screen        |
| T          | Degree vector angles on the screen        |
| P          | Degree vector angles on the screen        |
| QRST       | Degree vector angles on the screen        |
| J          | Degree vector angles on the screen        |
| Heart rate | Heart rate per minute                     |

Figure 3 Structure of an long short-term memory unit[32].

The name of classes and the number of data in each class are shown in Table 2[15].

The basic parameters evaluated include true positive, true negative, false positive, and false negative values. The confusion matrix is shown in Table 3.

Based on the parameters listed in Table 3, the evaluation criteria of positive prediction value (PPV), negative prediction value (NPV) and sensitivity for the proposed system test results are defined as relationships (12) to (14).

The \( k \)-fold cross-validation method was used to train the proposed system. In this method, at each run, \( \frac{1}{k} \) of the data is randomly considered as a test set, and the rest as a training set, and the evaluation criteria are calculated on the test set. This process is performed \( k \) times, and finally, the mean of the calculated values is reported as the result of each evaluation parameter.

One of the benefits of using feature selection in the proposed system is the reduction of test and training time of the LSTM neural network and, of course, the reduction of computational costs and consequently the reduction of computer resources such as memory and CPU time, which is essential for early detection of cardiovascular events. For this purpose, test and training time in two cases of without feature selection (LSTM) and with feature selection (RST-LSTM) is calculated, which is shown in Table 4. The desired time is based on milliseconds.
Table 2 Cardiac arrhythmia classes in the UCI dataset

| Class No. | Class name                                         | Number of classes |
|----------|----------------------------------------------------|-------------------|
| C1       | Normal                                             | 245               |
| C2       | Ischemic changes (coronary artery diseases)        | 44                |
| C3       | Old anterior myocardial infarction                 | 15                |
| C4       | Old inferior myocardial infarction                 | 15                |
| C5       | Sinus tachycardy                                   | 13                |
| C6       | Sinus bradycardy                                   | 25                |
| C7       | Ventricular premature contraction (pvc)            | 3                 |
| C8       | Supraventricular premature contraction             | 2                 |
| C9       | Left bundle branch block                           | 9                 |
| C10      | Right bundle branch block                          | 50                |
| C11      | 1 Degree antroventricular block                    | 0                 |
| C12      | 2 Degree AV block                                  | 0                 |
| C13      | 3 Degree AV block                                  | 0                 |
| C14      | Left ventricule hypertrophy                        | 4                 |
| C15      | Atrial fibrillation or flutter                     | 5                 |
| C16      | Others                                             | 22                |

Table 3 The confusion matrix

|   | True results |   |   |
|---|--------------|---|---|
|   | Positive     |   |   |
| Test results | Positive | TP | FP |
|   | Negative     |   |   |
|   | FN           |   |   |
|   | TN           |   |   |

TP: True positive; TN: True negative; FP: False positive; FN: False negative.

Table 4 Long short-term memory model training and test times with/without rough set theory feature selection

| Time | LSTM | RST-LSTM | Time reduction |
|------|------|----------|----------------|
|      |      |          |                |
| Training | 217154 ms | 69247 ms | 68.11% |
| Test    | 23854 ms | 3856 ms  | 83.83% |

LSTM: Long short-term memory; RST: Rough set theory.

Comparison of PPV, NPV, and Sensitivity of the proposed system, separately for cardiac arrhythmia classes for with/without feature selection, is shown in Tables 5-7. Obviously, by feature selection, the PPV, NPV and sensitivity of the proposed system for all cases increase. In almost all cardiac arrhythmia classes, the detection rate of evaluation criteria in the feature selection case is greater than when we use all data set features. In particular, the detection percentage for classes C6 and C16 is significantly increased when using feature selection. The system also uses important features to have a higher power to detect new and unknown cardiovascular events that have not been encountered during training and are only present in the test suite.

For further experiments, several another state-of-the-art studies [14,30,31] have been investigated, where the performance of the proposed approach compares favorably with those approaches. The experimental results are shown in Figure 4.

It is clear from Figure 4 that the RST-LSTM performance was better than all models on the level of all performance measures, which confirms the superiority of the proposed model. There is only one
Table 5 Positive prediction value of detection of the proposed system by cardiac arrhythmia classes

| Class No. | LSTM  | RST-LSTM | Class No. | LSTM  | RST-LSTM |
|-----------|-------|----------|-----------|-------|----------|
| C1        | 97.65 | 98.44    | C9        | NaN   | NaN      |
| C2        | 89.54 | 90.23    | C10       | 98.49 | 99.83    |
| C3        | 98.76 | 99.08    | C11       | NaN   | NaN      |
| C4        | 99.14 | 99.12    | C12       | NaN   | NaN      |
| C5        | 98.26 | 98.74    | C13       | NaN   | NaN      |
| C6        | 94.29 | 96.63    | C14       | 98.16 | 98.94    |
| C7        | NaN   | NaN      | C15       | NaN   | NaN      |
| C8        | NaN   | NaN      | C16       | 87.63 | 89.90    |
| Average PPV | LSTM  | 95.76    | Average PPV | RST-LSTM | 96.77    |

NaN: Not a number; LSTM: Long short-term memory; RST: Rough set theory; PPV: Positive prediction value.

Table 6 Negative prediction value of detection of the proposed system by cardiac arrhythmia classes

| Class No. | LSTM  | RST-LSTM | Class No. | LSTM  | RST-LSTM |
|-----------|-------|----------|-----------|-------|----------|
| C1        | 96.74 | 98.14    | C9        | NaN   | NaN      |
| C2        | 84.27 | 86.45    | C10       | 97.45 | 98.32    |
| C3        | 98.79 | 99.16    | C11       | NaN   | NaN      |
| C4        | 97.56 | 98.87    | C12       | NaN   | NaN      |
| C5        | 98.23 | 98.12    | C13       | NaN   | NaN      |
| C6        | 90.29 | 92.64    | C14       | 98.34 | 99.05    |
| C7        | NaN   | NaN      | C15       | NaN   | NaN      |
| C8        | NaN   | NaN      | C16       | 83.11 | 85.36    |
| Average NPV | LSTM  | 93.86    | Average NPV | RST-LSTM | 95.12    |

NaN: Not a number; LSTM: Long short-term memory; RST: Rough set theory; NPV: Negative prediction value.

CONCLUSION

The IoT and smart medical equipment have improved patient health at any time and place by providing remote control and screening. Due to the unexpected and large increase in the number of patients during the COVID-19 pandemic, continuous monitoring of patient's health status is essential before any serious disorder or infection occurs. Patients with the novel COVID-19 have a significant rate of CVD, which is involved in the damage of the heart muscle caused by infection. Research has shown that the novel COVID-19 increases the risk of death in cardiovascular patients. On the other hand, heart disease is the second leading cause of death due to various problems in proper heart function. One of these problems is cardiac arrhythmia, which, if left undetected, can lead to irreversible problems such as heart attack and death. One way to detect this condition is to use the patient's ECG signals. This study aimed to provide a system for health monitoring of cardiovascular patients in pandemic conditions. The proposed system remotely records and processes the status of cardiovascular patients, especially the elderly or disabled, to detect abnormal events early with a deep learning approach while allowing doctor monitoring and control. The experimental results showed that the proposed RST-LSTM model outperform all other models on the level of average PPV (with 96.77% value), average NPV (with 95.12% value) and average sensitivity (with 95.30% value) performance measures, which confirms the superiority of our model. Finally, we can conclude that the RST-LSTM model provides a greater performance improvement than several state-of-the-art models.
Table 7 Sensitivity of detection of the proposed system by cardiac arrhythmia classes

| Class No. | LSTM  | RST-LSTM | Class No. | LSTM  | RST-LSTM |
|----------|-------|----------|----------|-------|----------|
| C1       | 98.54 | 99.16    | C9       | NaN   | NaN      |
| C2       | 86.73 | 88.57    | C10      | 98.24 | 98.65    |
| C3       | 99.54 | 99.52    | C11      | NaN   | NaN      |
| C4       | 97.98 | 98.86    | C12      | NaN   | NaN      |
| C5       | 98.36 | 98.87    | C13      | NaN   | NaN      |
| C6       | 89.56 | 92.19    | C14      | 97.92 | 99.03    |
| C7       | NaN   | NaN      | C15      | NaN   | NaN      |
| C8       | NaN   | NaN      | C16      | 81.57 | 82.87    |
| Average sensitivity | LSTM  | 94.27 | Average sensitivity | RST-LSTM | 95.30 |

NaN: Not a number; LSTM: Long short-term memory; RST: Rough set theory.

The final goal of the automated analysis of ECG signals is to be implemented as a practical medical diagnostic tool in large-scale clinical settings. For this purpose, it is necessary to augment the practicality of algorithms by improving both their accuracy and computational complexity. Therefore, the complexity of proposed method is a critical point that needs to be addressed in future studies. It is also critical to find an efficient algorithm that satisfies the time and memory requirements for practical usage of cardiovascular event prediction. Evaluating the performance and computational efficiency of the proposed method on big data is considered as one of the future works, so that the proposed method can be tested in parallel or distributed platforms. Future work can also focus on data collection and analysis of healthcare systems to develop a stress detection system and predict arterial events in distributed computing environments.
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