INVARIANTS THAT ARE COVERING SPACES AND THEIR HOPF ALGEBRAS
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ABSTRACT. In a previous paper by the author a universal ring of invariants for algebraic structures of a given type was constructed. This ring is a polynomial algebra that is generated by certain trace diagrams. It was shown that this ring admits the structure of a rational positive self adjoint Hopf algebra (abbreviated rational PSH-algebra), and was conjectured that it always admits a lattice that is a PSH-algebra, a structure that was introduced by Zelevinsky. In this paper we answer this conjecture, showing that the universal ring of invariants splits as the tensor product of rational PSH-algebras that are either polynomial algebras in a single variable, or admit a lattice that is a PSH-algebra. We do so by considering diagrams as topological spaces, and using tools from the theory of covering spaces. As an application we derive a formula that connects Kronecker coefficients with finite index subgroups of free groups and representations of their Weyl groups, and a formula for the number of conjugacy classes of finite index subgroup in a finitely generated group that admits a surjective homomorphism onto the group of integers.

1. Introduction

In this paper we establish new relations between the invariant theory of \( GL_d(K) \), where \( K \) is a field of characteristic zero, and the representation theory of finite groups. Recall that for \((p_i, q_i) \in (\mathbb{N}^2)^r\), an algebraic structure of type \(((p_i, q_i))\) is a finite dimensional vector space \( W \) equipped with structure tensors \( x_i \in W^{p_i,q_i} = W^{p_i} \otimes (W^*)^{q_i} \). In [M21] a universal ring of invariants \( K[X] \) for algebraic structures of type \(((p_i, q_i))\) was constructed. This is a commutative ring that projects onto all the invariant rings \( K[U_d]^{GL_d} \), where \( U_d \) is the affine space of structure constants for algebraic structures of type \(((p_i, q_i))\) and dimension \( d \), on which \( GL_d \) acts by a change of basis. In the case where the type of the algebraic structure is \(((1,1), (1,1), \ldots, (1,1))\) our algebraic structure is a vector space equipped with a finite number of endomorphisms. The invariant rings for such structures were studied by Procesi, Drensky, and Razmyslov, among others. See [ADS06], [BD08], [Ho12], [Nak02], [Po93], [Pr76], [Te86]. The invariant theory of other algebraic structures, such as lie algebras, subfactors, Hopf algebras, and Hopf-Galois extensions, was also studied by Datt, Kodyiyalam, and Sunder, by Kodyiyalam and Sunder, by Bar Natan, by Vaintrob, and by the author of this paper. See [DKS03], [KS04], [M17], [M19], [BN95], [V94].

It was shown in [M21] that \( K[X] \) admits a structure of rational positive self adjoint Hopf algebra (rational PSH-algebra). This is a generalization of the structure of a PSH-algebra, defined by Zelevinsky in [Ze81]. PSH-algebra usually arise in the study of the representation theory of families of finite groups such as \((S_n)_n\) or \((GL_n(\mathbb{F}_q))_n\), where \( q \) is
a prime power. They are graded, defined over $\mathbb{Z}$, and admit a basis with respect to which all the structure constants are non-negative integers.

Zelevinsky showed that there is a unique, up to rescaling of the grading, universal PSH-algebra, and that every PSH-algebra splits uniquely as the tensor product of universal PSH-algebras. He also showed that the different tensor factors of universal PSH-algebras are in one-to-one correspondence with cuspidal elements. By definition, these are basis elements of norm 1. Equivalently, these are basis elements that are orthogonal to all multiplications of basis elements of lower degree. The universal PSH-algebra is isomorphic to the PSH-algebra that arises in the representation theory of the symmetric groups.

It was shown in [M21] that in the case of an algebraic structure that contains a single endomorphism, the universal ring of invariants admits a lattice that is a universal PSH-algebra. This lattice was used to give a new proof for the well known isomorphism $K[x_{ij}]^{\text{GL}_d} = K[c_1, \ldots, c_d]$, where $\text{GL}_d$ acts on $(x_{ij})_{i,j=1}^d$ by conjugation, and $c_i$ are the coefficients of the characteristic polynomial of $(x_{ij})_{i,j=1}^d$. Since this PSH-algebra was useful to describe a concrete ring of invariants, the question if $K[X]$ admits a lattice that is a PSH-algebra also in the general case was raised [M21, Question 1].

In this paper we solve this question by constructing explicit PSH-algebras inside $K[X]$. We will also give a representation-theoretical parametrisation of the cuspidal elements.

The first step that we will take will be to interpret the diagrams constructed in [M21] as graphs with a specific type of coloring. This will enable us to consider them as topological spaces. We will show that any color-preserving map between two such graphs is a covering, and that every graph covers a unique minimal (or irreducible) graph. The first step in finding the lattice will be in proving the following result (see Proposition 3.16):

**Proposition 1.1.** We have a tensor product decomposition

$$K[X] \cong \bigotimes_{\Gamma_0} K[X]_{\Gamma_0},$$

where $K[X]_{\Gamma_0}$ is the polynomial algebra generated by all the connected graphs that cover $\Gamma_0$. The tensor product is taken over all irreducible graphs.

The family of covering spaces of $\Gamma_0$ depends only on the fundamental group of $\Gamma_0$. Since $\Gamma_0$ is a graph, this is a free group of rank $m$ for some $m \geq 0$. The graded Hopf algebra $K[X]_{\Gamma_0}$ depends only on the parameter $m$.

In case $m = 0$ it holds that $K[X]_{\Gamma_0} = K[\Gamma_0]$, a polynomial algebra on the single variable $\Gamma_0$. In case $m > 0$ we will show that $K[X]_{\Gamma_0}$ admits a lattice $\mathcal{H}_{\Gamma_0}$ which gives it a structure of a PSH-algebra, and we will describe explicitly its cuspidal elements. To do so, we need some more definitions.

Denote by $\nu : F_m = \langle z_1, \ldots, z_m \rangle \rightarrow \mathbb{Z}$ the group homomorphism that sends $z_i$ to 1 for every $i$. Write $F_m^0 = \text{Ker}(\nu)$. The element $z_1$ acts by conjugation on the set of all finite transitive $F_m^0$-sets. We will call a finite transitive $F_m^0$-set $\mathcal{O}$ strongly finite, if $z_1^k(\mathcal{O}) \cong \mathcal{O}$ for some $k > 0$. We write $k(\mathcal{O})$ for the minimal such $k$. For every strongly finite transitive $F_m^0$-set $\mathcal{O}$, we fix an isomorphism $\Phi(\mathcal{O}) : z_1^{k(\mathcal{O})}(\mathcal{O}) \rightarrow \mathcal{O}$. Conjugation by $\Phi(\mathcal{O})$ then induces an automorphism $\rho(\mathcal{O})$ on $\text{Aut}_{F_m^0}(\mathcal{O})$ (see Equation 5.1). We write $FT(F_m, F_m^0)$ for the set of all pairs of the form $(\mathcal{O}, [W])$, where $\mathcal{O}$ is a strongly finite transitive $F_m^0$-set, $W$ is
an irreducible representation of $\text{Aut}_{F_\mathbb{R}}(\mathcal{O})$, and $[W] = [W']$ if and only if $W$ and $W'$ are conjugate under the action of $\rho$. We write $l(W)$ for the cardinality of the orbit of $W$ under the action of $\rho$. Theorems 7.3 and 7.5 combine to give the following result:

**Theorem 1.2.** The lattice $\mathcal{K}_{\Gamma_0}$ constructed in Section 8 is a PSH-algebra, and the set of cuspidal elements of this algebra is in one-to-one correspondence with $\text{FT}(F_m, F_m^0)$. The cuspidal element that corresponds to the orbit of $(\mathcal{O}, [W])$ has degree $|\mathcal{O}|k(\mathcal{O})l(\mathcal{O})$.

We will give some examples of cuspidal elements in the cases $m = 1$ and $m > 1$ in Section 9.

The construction presented in this paper has further consequences to general finitely generated groups. In Section 9 we will prove the following result (see Proposition 9.3):

**Proposition 1.3.** Assume that $G$ is a finitely generated group that splits as a semidirect product $G = G_0 \rtimes \mathbb{Z}$. The definition of $\text{FT}(F_m, F_m^0)$ generalizes directly to the definition of $\text{FT}(G, G^0)$, and the number of conjugacy classes of subgroups of $G$ of index $n$ is equal to $\sum_{d|n} |\text{FT}(G, G^0)_d|$, where $\text{FT}(G, G^0)_d$ is the set of elements in $\text{FT}(G, G^0)$ of degree $d$.

We will show some concrete calculations with the above formula for finitely generated abelian groups and for Baumslag-Solitar groups in Section 9.

In [M21] Section 9 a very complicated formula for the Hilbert series of $K[X]$ was derived, using both the Littlewood-Richardson coefficients and Kronecker coefficients. In this paper we derive a simpler formula for the Hilbert series of $K[X]_{\Gamma_0}$. We will prove in Section 10 the following result:

**Theorem 1.4.** Assume that $\pi_1(\Gamma_0, v) = F_m$. The Hilbert series of $K[X]_{\Gamma_0}$ can be expressed in the following equivalent ways:

$$
\sum_{n \geq 0} \dim((K[X]_{\Gamma_0})_n)X^n = \sum_{n} \sum_{\mu, \lambda_1, \ldots, \lambda_m, \mu} g(\lambda_1, \ldots, \lambda_m, \mu)^2 X^n = \prod_{0 \in T(F_m)} \frac{1}{1 - X^{(0)}} = \prod_{(\mathcal{O}, [W]) \in \text{FT}(F_m, F_m^0), n} \frac{1}{1 - X^{(\mathcal{O})k(\mathcal{O})l(W)^n}},
$$

where $T(F_m)$ is a set of representatives of the isomorphism classes of finite transitive $F_m$-sets.

2. **Preliminaries**

Throughout this paper we assume that $K$ is an algebraically closed field of characteristic zero that is equipped with an automorphism $z \mapsto \overline{z}$ of order 2 that inverts all roots of unity. (e.g. $K = \overline{\mathbb{Q}}$ or $K = \mathbb{C}$). We will need these assumptions when applying results from the representation theory of finite groups.

2.1. **Universal rings of invariants.** Fix a tuple $((p_i, q_i))$ in $(\mathbb{N}^2)^r$. Recall that an algebraic structure of type $((p_i, q_i))$ is a vector space $W$ equipped with structure tensors $x_i \in W^{p_i, q_i} = W^{p_i} \otimes (W^*)^{q_i}$. In [M21] we constructed a universal ring of invariants $K[X]_{((p_i, q_i))} = K[X]$ for algebraic structures of type $((p_i, q_i))$. This ring is a polynomial algebra on infinitely many variables. These variables are all the closed connected diagrams formed by boxes of types $x_1, \ldots, x_r$, where $x_i$ has $q_i$ input strings and $p_i$ output
strings, and all the input strings are connected to all the output strings. We will fix the

Let $d \in \mathbb{N}$. The structure constants with respect to the standard basis of $K^d$ of a

structure of type $((p_i, q_i))$ form an affine space $U_d$. The algebraic group $\text{GL}_d$ acts on

$U_d$ by a change of basis, and the different $\text{GL}_d$-orbits in $U_d$ correspond to the different

isomorphism types of structures of dimension $d$. The diagrams in $K[X]$ can be interpreted

as $\text{GL}_d$-invariant polynomials on $U_d$. This gives us a map $K[X] \to K[U_d]^{\text{GL}_d}$ that turns out to be surjective \cite[Section 3]{M21}. We write $I_d$ for the kernel of this map.

We have seen in \cite{M21} that the algebra $K[X]$ has a richer structure of an $\mathbb{N}$-graded Hopf

algebra, where the connected diagrams are primitive, and that moreover it is equipped with an inner product $\langle -, - \rangle$ that makes the multiplication dual to the comultiplication.

The pairing is given by $\langle D_{i_1}, D_{i_2} \rangle = 0$ if $D_{i_1} \neq D_{i_2}$, and $\langle D_i, D_i \rangle = |\text{Aut}(D_i)|$, the cardinality of the automorphism group of the diagram $D_i$. In this paper we will alter the inner product $\langle -, - \rangle$ to be a sesquilinear form, in order to be able to apply tools from the representation theory of finite groups. We thus have

$$
\langle \sum_i a_i D_{i_i}, \sum_i b_i D_{i_i} \rangle = \sum_i a_i b_i |\text{Aut}(D_{i_i})|, a_i, b_i \in K.
$$

We will find an integral basis for this algebra, on which the form $\langle -, - \rangle$ will be symmetric.

We recall that the automorphism group of a diagram is the group of all permutations on

the boxes in the diagram that leaves the diagram stable. For example, if $T$ is a box with

one input and one output string, then the automorphism group of the diagram

representing the invariant $\text{Tr}(T^2)$, is cyclic of order 2 (and more generally, the automor-

phism group of the diagram representing $\text{Tr}(T^n)$ is cyclic of order $n$).

2.2. PSH algebras. We recall the following definition of (rational) PSH-algebras from

\cite{M21}:

**Definition 2.1.** A positive self-adjoint Hopf algebra (or PSH-algebra) is an $\mathbb{N}$-graded $\mathbb{Z}$-

Hopf algebra $A$ equipped with a graded basis $B$ of $A$ and a pairing $\langle -, - \rangle : A \otimes \mathbb{Z} A \to \mathbb{Z}$

such that the following conditions are satisfied:

1. The basis $B$ is orthonormal with respect to $\langle -, - \rangle$. In other words- for every

   $x, y \in B$ we have $\langle x, y \rangle = \delta_{x,y}$.

2. The multiplication is adjoint to the comultiplication with respect to $\langle -, - \rangle$ where

   $A \otimes \mathbb{Z} A$ has the tensor product pairing.
The number \( r \) lattice that is a PSH-algebra inside a \( K \) that, up to isomorphism and rescaling of the grading, there is one basic (or rational PSH-algebra, and that every PSH-algebra \( H \) =

**Definition 2.2.** A rational \( K \)-PSH-algebra is an \( \mathbb{N}^r \)-graded \( K \)-Hopf algebra \( A \) equipped with a graded basis \( B \) that satisfies the following conditions:

1. The basis \( B \) is orthogonal and positive with respect to \( \langle -, - \rangle \). In other words: for every \( x, y \in B \) we have \( \langle x, y \rangle = \delta_{x,y}c(x) \) for some \( c(x) \in \mathbb{Q}_+ \).
2. The multiplication is adjoint to the comultiplication with respect to \( \langle -, - \rangle \), where \( A \otimes_K A \) is equipped with the tensor product pairing.
3. The unit \( u : K \to A \) and the counit \( \epsilon : A \to K \) are adjoint with respect to \( \langle -, - \rangle \), where \( K \) has the canonical pairing.
4. The algebra \( A \) is connected, that is \( A_0 = K \).
5. All the structure constants of \( m, \Delta, u, \epsilon \) with respect to the basis \( B \) are non-negative integers.

By a graded basis we mean that \( B = \cup_n B_n \), where \( B_n \) is a basis for \( A_n \).

So every PSH-algebra gives a rational PSH-algebra by extension of scalars. Finding a lattice that is a PSH-algebra inside a \( K \)-rational PSH-algebra is more difficult.

Zelevinsky proved a very strong classification theorem for PSH-algebras. He showed that, up to isomorphism and rescaling of the grading, there is one basic (or universal) PSH-algebra, and that every PSH-algebra \( H \) splits in a unique way as the tensor product \( H = \bigotimes_{\rho} H_\rho \) of universal PSH-algebras. Here the tensor product is taken over all the cuspidal elements of \( H \). These are basis elements that satisfy \( ||\rho|| = 1 \) and \( \Delta(\rho) = \rho \otimes 1 + 1 \otimes \rho \). The algebra \( H_\rho \) is then equal to

\[
\text{span}_\mathbb{Z}\{b \in B | (b, \rho^n) \neq 0 \text{ for some } n\}.
\]

The universal PSH-algebra is \( \mathbb{Z}[X_1, X_2, \cdots] \) where \( \deg(X_n) = n, \Delta(X_n) = \sum_{a+b=n} X_a \otimes X_b \) and \( ||X_n||^2 = 1 \). This algebra can be interpreted as \( \bigoplus_n R(S_n) \), where the irreducible representations of \( S_n \) form a basis, and the multiplication and comultiplication arise from induction and restriction along the inclusions \( S_n \times S_m \to S_{n+m} \). If \( \rho \in H \) is a cuspidal element, then \( H_\rho = \mathbb{Z}[X_1^{\rho}, X_2^{\rho}, \ldots] \) where \( \deg(X_n^{\rho}) = n \deg(\rho) \). The following lemma then follows immediately from the structure of PSH-algebras:

**Lemma 2.3.** Let \( H \) be a PSH-algebra. Let \( a_n \) be the number of Cuspidal elements of degree \( n \) in \( H \). Then \( H \) is a graded polynomial algebra. The number of variables of degree \( n \) in \( H \) is equal to \( \sum_{d|n} a_d \).

**2.3. Clifford Theory.** We will use some parts of Clifford Theory in this paper. See also [K93]. For a finite group \( G \), we write \( \text{Irr}(G) \) for the set of isomorphism types of irreducible \( G \)-representations. We will use the natural identification of this set with the set of irreducible characters of \( G \). Assume that \( G \) fits into a short exact sequence

\[
1 \to N \to G \to Q \to 1.
\]
For every $g \in G$, conjugation by $g$ is an automorphism of $N$. We write $g^* : \text{Irr}(N) \to \text{Irr}(N)$ for the bijection given by pre-composing with $g$. Since $N$ acts trivially on $\text{Irr}(N)$ the action of $G$ on this set splits via $G \to Q$. For $\phi \in \text{Irr}(N)$ we write $\text{Irr}(G)_{\phi}$ for the irreducible representations of $G$ whose restriction to $N$ contains only representations in the orbit $G \cdot \phi$. Let $\phi_1, \ldots, \phi_t$ be a set of representatives of the $G$-orbits in $\text{Irr}(N)$. The first assertion of Clifford Theory is the following:

$$
\text{Irr}(G) = \bigsqcup_{i=1}^{t} \text{Irr}(G)_{\phi_i}. 
$$

(C1)

Consider now the subgroup $\text{Stab}_G(\phi)$. It contains $N$ as a normal subgroup, and the $\text{Stab}_G(\phi)$-orbit of $\phi$ is just $\{\phi\}$. For $\psi \in \text{Irr}(\text{Stab}_G(\phi))_{\phi}$ consider the $G$-representation $\text{Ind}^G_{\text{Stab}_G(\phi)} \psi$. The second assertion of Clifford Theory is the following:

The induction functor induces a bijection $\text{Irr}(\text{Stab}_G(\phi))_{\phi} \to \text{Irr}(G)_{\phi}$

(C2)

Let $W$ be the irreducible representation of $N$ with character $\phi$. Schur’s lemma implies that we can extend the action of $N$ to a projective action of $\text{Stab}_G(\phi)$. We can thus think of $W$ as a representation of $K^\beta \text{Stab}_G(\phi)$, where $[\beta] \in H^2(\text{Stab}_G(\phi), K^\times)$. The class of $\beta$ is inflated from a class in $H^2(\text{Stab}_Q(\phi), K^\times)$ that we shall denote by the same letter. If $V$ is a representation of $K^{\beta^{-1}} \text{Stab}_Q(\phi)$ then by inflation it is also a representation of $K^{\beta^{-1}} \text{Stab}_G(\phi)$. The cocycles $\beta$ and $\beta^{-1}$ cancel each other in the diagonal action of $\text{Stab}_G(\phi)$ in $W \otimes V$, and we get a regular representation of $\text{Stab}_G(\phi)$. We denote by $\text{Irr}(K^{\beta^{-1}} \text{Stab}_Q(\phi))$ the set of equivalence classes of irreducible representations of the algebra $K^{\beta^{-1}} \text{Stab}_Q(\phi)$. The third assertion of Clifford Theory is the following, where we denote by $[W]$ the isomorphism class of a representation $W$:

The map $\text{Irr}(K^{\beta^{-1}} \text{Stab}_Q(\phi)) \to \text{Irr}(\text{Stab}_G(\phi))_{\phi}$ given by $[V] \mapsto [W \otimes V]$ is a bijection

(C3)

In this paper we will apply this part of Clifford Theory only in case the cocycle $\beta$ is trivial. We record this in the following:

Assume that $W$ admits a structure of a $\text{Stab}_G(\phi)$ representation. Then $[\beta] = 1$ (C3')

and therefore we have bijections $\text{Irr}(\text{Stab}_Q(\phi)) \to \text{Irr}(\text{Stab}_G(\phi))_{\phi} \to \text{Irr}(G)_{\phi}$

2.4. Linear algebra and representation theory. The next few lemmas will be of use when calculating a basis for $K[X]$.

**Lemma 2.4.** Let $V$ be a finite dimensional vector space, and let $L : V^\otimes n \to V^\otimes n$ be given by $L(u_1 \otimes \cdots \otimes u_n) = u_n \otimes u_1 \otimes \cdots \otimes u_{n-1}$. Then $\text{Tr}(L) = \text{Tr}(L^{-1}) = \dim(V)$.

**Proof.** Fix a basis $\{v_i\}$ of $V$. Then $\{v_1 \otimes \cdots \otimes v_n\}$ is a basis for $V^\otimes n$ that $L$ permutes. The trace of $L$ is thus the number of basis elements that $L$ fixes. These are exactly the elements $v_1 \otimes v_1 \otimes \cdots \otimes v_i$, and there are exactly $\dim(V)$ of them. The proof for $\text{Tr}(L^{-1}) = \dim(V)$ is exactly the same. \qed

Let $G_1, \ldots, G_n$ be finite groups. We have a bijection

$$
\text{Irr}(G_1) \times \cdots \times \text{Irr}(G_n) \cong \text{Irr}(G_1 \times \cdots \times G_n)
$$

(2.1)

$$
([V_1], \ldots, [V_n]) \mapsto [V_1 \boxtimes V_2 \boxtimes \cdots \boxtimes V_n]
$$
where \( V_1 \otimes \cdots \otimes V_n = V_1 \otimes \cdots \otimes V_n \) is a \( G_1 \times \cdots \times G_n \)-representation by
\[
(g_1, \ldots, g_n) \cdot (v_1 \otimes \cdots \otimes v_n) = g_1 \cdot v_1 \otimes \cdots \otimes g_n \cdot v_n.
\]

For a single group \( G \), we will use the fact that if \( V_1, \ldots, V_n \) are \( G \)-representations then the restriction of \( V_1 \otimes \cdots \otimes V_n \) to the diagonal subgroup \( G \subseteq G^n \), is just the representation \( V_1 \otimes \cdots \otimes V_n \) with the diagonal \( G \)-action.

We use Chapter 2 of [S01] as a reference for the representation theory of the symmetric groups. There is a known bijection between partitions of \( n \) and irreducible representations of \( S_n \). We will denote this bijection by \( \lambda \mapsto S_{\lambda} \), and call \( S_{\lambda} \) the Specht module that corresponds to \( \lambda \). We have
\[
\text{Ind}_{S_n \times S_b}^{S_{n+b}} S_{\lambda} \otimes S_{\mu} \cong \bigoplus_{\nu} c^\nu_{\lambda, \mu} S_{\nu},
\]
where \( c^\nu_{\lambda, \mu} \) are the Littlewood-Richardson coefficients.

**Definition 2.5.** Assume that \( \sum_{i=1}^b a_i = n \). We write \( S_{a_1, \ldots, a_b} \) for the subgroup of \( S_n \) that stabilizes the sets \( \{1, \ldots, a_1\}, \{a_1 + 1, \ldots, a_1 + a_2\}, \ldots, \{(\sum_{i=1}^{b-1} a_i) + 1, \ldots, n\} \).

The subgroup \( S_{a_1, \ldots, a_b} \) is naturally isomorphic to \( S_{a_1} \times \cdots \times S_{a_b} \).

The coefficients for the multiplication in the ring \( R(S_n) \) are called the **Kronecker coefficients**. We write them as \( g(\lambda_1, \lambda_2, \mu) \). Thus, for two partitions \( \lambda_1, \lambda_2 \) of \( n \) we have
\[
S_{\lambda_1} \otimes S_{\lambda_2} = \bigoplus_{\mu} S_{\mu}^{g(\lambda_1, \lambda_2, \mu)}.
\]

More generally, for partitions \( \lambda_1, \ldots, \lambda_m, \mu \vdash n \) we will write
\[
g(\lambda_1, \ldots, \lambda_m, \mu) = \dim \text{Hom}_{S_n}(S_{\lambda_1} \otimes \cdots \otimes S_{\lambda_m}, S_{\mu}).
\]

Thus,
\[
S_{\lambda_1} \otimes \cdots \otimes S_{\lambda_m} = \bigoplus_{\nu} S_{\nu}^{g(\lambda_1, \ldots, \lambda_m, \nu)}.
\]

We call \( g(\lambda_1, \ldots, \lambda_m, \mu) \) the iterated Kronecker coefficients [M21 Section 2].

**2.5. Wreath products.** Let \( B \) be a finite group, and let \( n \) be an integer. We consider the wreath product, \( S_n \ltimes B^n \), where \( S_n \) acts on \( B^n \) by permuting the factors. This group fits into the short exact sequence
\[
1 \to B^n \to S_n \ltimes B^n \to S_n \to 1.
\]

We can thus use Clifford Theory to describe the representation theory of this group. To do so, write \( \text{Irr}(G) = \{[W_1], \ldots, [W_b]\} \).

**Lemma 2.6.** Isomorphism classes of irreducible representations of \( S_n \ltimes B^n \) are in one to one correspondence with tuples \( (a_1, \ldots, a_b, \lambda_1, \ldots, \lambda_b) \) such that \( a_i \in \mathbb{N}, \lambda_i \vdash a_i \) and \( \sum_i a_i = n \).

**Proof.** We use Clifford Theory. We first describe the irreducible representations of \( B^n \). By Equation [2.1] these representations are all of the form \( W_{i_1} \times \cdots \times W_{i_n} \) for some \( i_1, i_2, \ldots, i_n \in \{1, \ldots, b\} \). Next, we consider the action of \( S_n \) on \( \text{Irr}(B^n) \). Let \( \tau \in S_n \). The \( B^n \) representation \( \tau^*(W_{i_1} \times \cdots \times W_{i_n}) \) is equal to \( W_{i_1} \times \cdots \times W_{i_n} \) as a vector space, and \( (g_1, \ldots, g_n) \in B^n \) acts by \( \tau(g_1, \ldots, g_n) \tau^{-1} = (g_{\tau^{-1}(i_1)}, \ldots, g_{\tau^{-1}(i_n)}) \). By considering the
action of the different factors of $B$ in $B^n$ we see that this representation is isomorphic to $W_{r(1)} \boxtimes \cdots \boxtimes W_{r(n)}$. So the action of $S_n$ on $\text{Irr}(B_n)$ is given by shuffling the representations. This already shows us that any $S_n$-orbit in $\text{Irr}(B^n)$ contains a unique representation of the form $W_1^{\rho_{a_1}} \boxtimes W_2^{\rho_{a_2}} \boxtimes \cdots \boxtimes W_b^{\rho_{a_b}}$ with $\sum_i a_i = n$, where $a_i = |\{j | j = i\}|$.

The stabilizer in $S_n$ of the above representation is then $S_{a_1, \ldots, a_b}$. The representation $W_1^{\rho_{a_1}} \boxtimes \cdots \boxtimes W_b^{\rho_{a_b}}$ is also a representation of $S_{a_1, \ldots, a_b} \ltimes B^n$, where $S_{a_1, \ldots, a_b}$ acts by tensor-permuting the tensorands. This shows that the two-cocycle arising in Clifford Theory is trivial here, and there is a one-to-one correspondence between irreducible representations of $S_n \ltimes B^n$ lying over the orbit of $W_1^{\rho_{a_1}} \boxtimes \cdots \boxtimes W_b^{\rho_{a_b}}$ and irreducible representations of $S_{a_1, \ldots, a_b}$. Since the irreducible representations of $S_n$ are in one to one correspondence with partitions of $a_i$ we get the result. 

Using Clifford Theory again, we see that the irreducible representation of $S_n \ltimes B^n$ that corresponds to $(a_1, \ldots, a_b, \lambda_1, \ldots, \lambda_b)$ is given by

$$\text{Ind}_{S_{a_1, \ldots, a_b} \ltimes B^n}^{S_n \ltimes B^n} \left( (\text{Ind}_{S_{a_1, \ldots, a_b}}^{S_n}) S_{\lambda_1} \boxtimes \cdots \boxtimes S_{\lambda_b}) \otimes (W_1^{\rho_{a_1}} \boxtimes \cdots \boxtimes W_b^{\rho_{a_b}}) \right).$$

Definition 2.7. We denote the above representation by $W(a_i, \lambda_i)$. 

Assume now that $\rho : B \rightarrow B$ is an automorphism. Then $\rho^n : B^n \rightarrow B^n, (b_1, \ldots, b_n) \mapsto (\rho(b_1), \ldots, \rho(b_n))$ is an automorphism of $B^n$, and $\xi : S_n \ltimes B^n \rightarrow S_n \ltimes B^n, (\sigma, b_1, \ldots, b_n) \mapsto (\sigma, \rho(b_1), \ldots, \rho(b_n))$ is an automorphism of the wreath product $S_n \ltimes B^n$. The action of $\rho$ on $B$ induces an action on $\text{Irr}(B)$. We denote this action by $\rho$ as well, so that $\rho^*(W_i) \cong W_{\rho(i)}$. We claim the following:

Lemma 2.8. The action of $\xi$ on $\text{Irr}(S_n \ltimes B^n)$ is given by $\xi^*(W(a_i, \lambda_i)) = W(a_{\rho^{-1}(i)}, \lambda_{\rho^{-1}(i)})$. As a result, $W(a_i, \lambda_i)$ is $\xi$-invariant if and only if $a_i = a_j$ and $\lambda_i = \lambda_j$ whenever $i$ and $j$ are in the same $\rho$-orbit.

Proof. We have

$$(\rho^n)^*(W_1^{\rho_{a_1}} \boxtimes \cdots \boxtimes W_b^{\rho_{a_b}}) \cong W_1^{\rho_{\rho^{-1}(a_1)}} \boxtimes \cdots \boxtimes W_b^{\rho_{\rho^{-1}(a_b)}}$$
as $B^n$-representations. After re-ordering the factors in the last tensor product we get the representation

$$W := W_1^{\rho_{\rho^{-1}(a_1)}} \boxtimes \cdots \boxtimes W_b^{\rho_{\rho^{-1}(a_b)}}.$$We thus see that taking the $W$-isotypic component of $\xi^*(W(a_i, \lambda_i))$ gives $S_{\rho^{-1}(1)} \boxtimes \cdots \boxtimes S_{\rho^{-1}(b)} \boxtimes W$. So we get that

$$\xi^*(W(a_i, \lambda_i)) = W(a_{\rho^{-1}(i)}, \lambda_{\rho^{-1}(i)})$$
as desired. The claim about $\xi$-invariant representations is now immediate. 

For the next lemma, we consider a semi-direct product $G = Q \ltimes N$. Let $W$ be an irreducible representation of $N$, and let $Q_1 \subset Q$ be a subgroup. Write $Q_2 = \text{Stab}_Q([W])$ and $Q_3 = Q_1 \cap Q_2$. Assume that $W$ can be extended to an $Q_2 \ltimes N$-representation, and fix such an extension. We claim the following:
Lemma 2.9. Let $U$ be an irreducible representation of $Q_3$ and let $V$ be an irreducible representation of $Q_2$. Then $\tilde{U} = \text{Ind}_{Q_3 \times N}^{G}(U \otimes W)$ is an irreducible representation of $Q_1 \ltimes N$, $\tilde{V} = \text{Ind}_{Q_2 \times N}^{G}(V \otimes W)$ is an irreducible representation of $G$, and

$$\text{Hom}_{Q_3}(U, \text{Res}_{Q_3}^{G} V) \rightarrow \text{Hom}_{Q_1 \times N}(\tilde{U}, \text{Res}_{Q_1 \times N}^{G} \tilde{V})$$

where $\tilde{T}(g \otimes u \otimes w) = g \otimes T(u) \otimes w$ is an isomorphism. As a result, the $\tilde{U}$-isotypic component of $\text{Res}_{Q_1 \times N}^{G} \tilde{V}$ is equal to $(KQ_1 \ltimes N) \otimes_{Q_3 \times N} V_U \otimes W \subseteq \tilde{V}$, where $V_U$ is the $U$-isotypic component of $\text{Res}_{Q_3}^{G} V$.

Proof. The fact that $\tilde{U}$ and $\tilde{V}$ are irreducible follows from Clifford Theory, the fact that $Q_2$ is the stabilizer of $[W]$ in $Q$, and that $Q_3 = Q_1 \cap Q_2$ is the stabilizer of $[W]$ in $Q_1$. By using the definitions of $U$ and $\tilde{V}$ Frobenius reciprocity gives us

$$\text{Hom}_{Q_1 \times N}(\tilde{U}, \text{Res}_{Q_1 \times N}^{G} \tilde{V}) \cong \text{Hom}_{G}(\text{Ind}_{Q_1 \times N}^{G} \text{Ind}_{Q_3 \times N}^{G} (U \otimes W), \text{Ind}_{Q_2 \times N}^{G} (V \otimes W)) \cong \text{Hom}_{G}(\text{Ind}_{Q_2 \times N}^{G} (U \otimes W), \text{Ind}_{Q_2 \times N}^{G} (V \otimes W)) = \text{Hom}_{G}(\text{Ind}_{Q_2 \times N}^{G} \text{Ind}_{Q_3 \times N}^{G} (U \otimes W), \text{Ind}_{Q_2 \times N}^{G} (V \otimes W)).$$

We have an isomorphism

$$\text{Ind}_{Q_3 \times N}^{G} (U \otimes W) \cong \text{Ind}_{Q_2 \times N}^{G} (V \otimes W)$$

and the last hom-space is thus isomorphic to

$$\text{Hom}_{G}(\text{Ind}_{Q_2 \times N}^{G} \text{Ind}_{Q_3 \times N}^{G} (U \otimes W), \text{Ind}_{Q_2 \times N}^{G} (V \otimes W)) \cong \text{Hom}_{Q_2}(\text{Ind}_{Q_3}^{G} (U), V) \cong \text{Hom}_{Q_3}(U, \text{Res}_{Q_3}^{G} V).$$

We used (C2) for the isomorphism $\cong$ and (C3) for the isomorphism $\cong$. The isomorphism $\cong$ follows from Frobenius reciprocity. Following all the isomorphism we had here we get the isomorphism stated in the lemma. The last statement, about the isotypic components, follows by considering the sum of all the images of maps of the form $\tilde{T}$. $\square$

3. Translating diagrams into graphs

We keep the type $\left((p_i, q_i)\right)_{i=1}^{r}$ fixed. The main object of study in this paper will be the closed diagrams for structures of type $\left((p_i, q_i)\right)$. Such a diagram is made of boxes labeled by an element in $\{x_i\}_{i=1}^{r}$, and strings, where a box with a label $x_i$ has $p_i$ ordered output strings and $q_i$ ordered input strings. All input strings are connected to output strings and all output strings are connected to input strings. We will now explain how to translate such diagrams into graphs with a coloring.

To this end, a graph $\Gamma = (V, E)$ is given by a set of vertices $V$ and a set of edges $E$, equipped with two maps $s, t : E \rightarrow V$, indicating that the edge $e$ goes from $s(e)$ to $t(e)$. Multiple edges and self edges are allowed. In this paper we will consider graphs with colorings $c : V \rightarrow \mathbb{N}$, $c_o, c_i : E \rightarrow \mathbb{N}$. We call $c_o$ the output coloring and $c_i$ the input coloring. We will also write $c(e) = (c_o(e), c_i(e))$.

Definition 3.1. A graph $\Gamma = (V, E)$ with a coloring $c$ is called adequate if:
(1) For every $v \in V$ we have $c(v) \in \{1, \ldots, r\}$.

(2) If $c(v) = a$ then $\{e \in E|s(e) = v\} = \{e \in E|t(e) = v\} = q_a$, $\{c_a(e)\}_{s(e) = v} = \{1, 2, \ldots, p_a\}$, and $\{c_i(e)\}_{t(e) = v} = \{1, 2, \ldots, q_a\}$.

There is an obvious notion of morphisms between graphs:

**Definition 3.2.** A morphism of graphs $\phi : \Gamma = (V, E) \to \Gamma' = (V', E')$ is a pair of maps $\phi_V : V \to V'$ and $\phi_E : E \to E'$ such that $\phi_V(s(e)) = s(\phi_E(e))$, $\phi_V(t(e)) = t(\phi_E(e))$ for every $e \in E$. If $\Gamma$ and $\Gamma'$ have colorings then the morphism $\phi$ is called chromatic if it preserves the colorings, that is: $(c_o(\phi(e)), c_i(\phi(e))) = (c_o(e), c_i(e))$ and $c(\phi(v)) = \phi(v)$ for every $e \in E$ and $v \in V$.

We now claim the following:

**Lemma 3.3.** There is a one-to-one correspondence between isomorphism classes of finite adequate graphs and closed diagrams.

**Proof.** If $Di$ is a closed diagram, replace every box $x_a$ by a vertex with color $a$. If the $i$-th output string of an $x_a$ box is connected to the $j$-th input string of an $x_b$ box, replace this by an edge $e$ with $c_i(e) = j$, $c_j(e) = i$. It is clear that we get a bijection this way, and that this respects isomorphisms. □

**Remark 3.4.** In principle, it is possible to develop all of the results in this paper by just using diagrams, without mentioning graphs. However, since the language of graphs is much better developed, and it is easier to think of them as topological spaces, we prefer to use it. Also, it makes more sense to speak about infinite graphs, which we will have to do later when speaking about universal coverings. The correspondence presented here gives also an isomorphism between the automorphism group of a diagram and of the colored graph that represents it. We are thus going to work with adequate graphs instead of diagrams from now on.

**Definition 3.5.** A morphism of graphs $\Gamma \to \Gamma'$ is called a covering if it is surjective and a local homeomorphism, where we identify the graphs with their topological realizations.

We claim the following:

**Lemma 3.6.** Every chromatic morphism $\phi : \Gamma = (V, E) \to \Gamma' = (V', E')$ between adequate graphs in which $\Gamma'$ is connected is a covering map.

**Proof.** We begin by proving that $\phi$ is in fact surjective. Let $v \in V$ be any vertex, and consider $\phi(v) \in V'$. Let $v' \in V'$. Since $\Gamma'$ is connected there is a path

$$\phi(v) = v_1 \xrightarrow{e_1} v_2 \xrightarrow{e_2} \cdots \xrightarrow{e_{n-1}} v_n = v'.$$

We can lift this path step by step to a path

$$v = w_1 \xrightarrow{f_1} w_2 \xrightarrow{f_2} \cdots \xrightarrow{f_{n-1}} w_n$$

in $\Gamma$ in the following way: if $c(e_1) = (i, j)$ and $e_1$ is directed from $v_1$ to $v_2$, then we take $f_1$ to be the unique edge going out of $v = w_1$ with $c_o(f_1) = i$. Since $\phi$ is chromatic, the edge $\phi(f_1)$ is the unique edge with input color $i$ that starts in $\phi(w_1) = v_1$. It thus must
be equal to \( e_1 \). We then define \( w_2 := t(f_1) \). If \( e_1 \) is directed from \( v_2 \) to \( v_1 \) we use the input edge of \( v \) with input color \( j \). We continue by induction, and we get a vertex \( w_n \) such that \( \phi(w_n) = v_n = v' \). We thus see that \( \phi \) is surjective on the set of vertices. It is now easy to see that it is also surjective on the set of edges, by considering the coloring.

To prove that \( \phi \) is also a covering is now immediate. Indeed, if \( v \in V \) has color \( a \) then \( \phi(v) \) has color \( a \) as well. Both \( v \) and \( \phi(v) \) have \( q_a \) input edges and \( p_a \) output edges, and since \( \phi \) is a chromatic morphism it holds that it maps the edges adjacent to \( v \) bijectively onto the edges adjacent to \( \phi(v) \), and \( \phi \) is thus a local homeomorphism and therefore a covering.

Lemma 3.7. Let \( \phi : \Gamma \to \Gamma' \) be a covering of graphs. Assume that \( \Gamma' \) is an adequate graph. Then there is a unique coloring on \( \Gamma \) that makes it into an adequate graph in such a way that \( \phi \) is a chromatic morphism.

Proof. We define the color of \( v \in V \) to be the color of \( \phi(v) \) and the color of \( e \in E \) to be the color of \( \phi(e) \). Since \( \phi \) is a local homeomorphism this coloring really gives a structure of an adequate graph on \( \Gamma \): if \( c(v) = a \) then \( c(\phi(v)) = a \) and therefore \( \phi(v) \) has \( p_a \) output edges with colors \( 1, \ldots, p_a \), and \( q_a \) input edges with colors \( 1, \ldots, q_a \). Since \( \phi \) is a local homeomorphism the same holds for \( v \). Since a chromatic morphism preserves the coloring it is clear that this coloring is unique.

Lemma 3.8. Let \( \phi_1, \phi_2 : \Gamma = (V, E) \to \Gamma' = (V', E') \) be two chromatic morphisms between connected adequate graphs. Assume that there is a vertex \( v \in V \) such that \( \phi_1(v) = \phi_2(v) \). Then \( \phi_1 = \phi_2 \).

Proof. Let \( v' \in V \). We will prove by induction on the length of the minimal path from \( v \) to \( v' \) that \( \phi_1(v') = \phi_2(v') \). The fact that the images of the edges is also the same follows by considering the colors of the edges.

If \( d(v, v') = 0 \) then \( v = v' \) and we know that \( \phi_1(v) = \phi_2(v) \). Assume that if \( d(v, v') = n \) then \( \phi_1(v') = \phi_2(v') \). If \( v' \) is a vertex with \( d(v, v') = n + 1 \) then there is a vertex \( v'' \) with \( d(v, v'') = n \) and \( d(v'', v') = 1 \). By the induction hypothesis we know that \( \phi_1(v'') = \phi_2(v'') \). If \( v'' \) is connected to \( v' \) by an edge \( e \) with color \( (i, j) \), then \( \phi_1(v') \) is the unique vertex in \( V' \) that is connected to \( \phi_1(v'') \) by an edge with color \( (i, j) \). Similarly, \( \phi_2(v') \) is the unique vertex in \( V' \) that is connected to \( \phi_2(v'') \) by an edge with color \( (i, j) \), and therefore \( \phi_1(v') = \phi_2(v') \) as desired.

The next lemma is well known in graph theory. We recall it here:

Lemma 3.9. A graph \( \Gamma \) is connected and simply connected if and only if it is contractible if and only if it is a tree.

Lemma 3.10. Assume that \( \phi : \Gamma_1 = (V_1, E_1) \to \Gamma_2 = (V_2, E_2) \) is a chromatic morphism between adequate graphs. Let \( \tilde{\Gamma} = (\tilde{V}, \tilde{E}) \) be a connected simply connected adequate graph, and let \( \psi : \tilde{\Gamma} \to \Gamma_2 \) be another chromatic morphism. Let \( v_1 \in V_1, v_2 \in V_2 \) be vertices that satisfy \( \phi(v_1) = v_2 = \psi(\tilde{v}) \). Then there is a chromatic morphism \( \tilde{\psi} : \tilde{\Gamma} \to \Gamma_1 \) such that \( \tilde{\psi}(\tilde{v}) = v_1 \) and \( \phi \tilde{\psi} = \psi \). If \( \Gamma_1 \) is also connected and simply connected, then \( \tilde{\psi} \) is in fact an isomorphism.
Proof. This follows immediately from Proposition 1.33 in [Ha02]. By considering all the relevant colors we see that the resulting map \( \tilde{\psi} \) is indeed a chromatic morphism. If \( \Gamma_1 \) is connected and simply connected then \( \tilde{\psi} \) is a covering map of trees, and therefore must be an isomorphism. \( \square \)

**Definition 3.11.** A finite connected adequate graph \( \Gamma \) is called irreducible if any morphism \( \phi : \Gamma \to \Gamma' \) of adequate graphs is an isomorphism.

**Remark 3.12.** In [M21] the term “irreducible diagram” was used differently. We changed the usage of the word here.

Let now \( \Gamma \) be a connected adequate graph. Recall that the universal covering of \( \Gamma \) is the unique tree \( \tilde{\Gamma} \) for which there is a covering map \( p : \tilde{\Gamma} \to \Gamma \). By Lemma 3.7 \( \tilde{\Gamma} \) has a unique coloring that makes it an adequate graph. Fix a vertex \( v \in \Gamma \) and a vertex \( \tilde{v} \in p^{-1}(v) \).

By Proposition 1.39 in [Ha02] the group \( \pi_1(\Gamma, v) \) is isomorphic to the group of deck transformations of \( p : \tilde{\Gamma} \to \Gamma \). By Proposition 1.40 in [Ha02] we also have an isomorphism \( \tilde{\Gamma}/\pi_1(\Gamma, v) \cong \Gamma \). By considering the colorings of vertices and edges it is easy to see that every deck transformation is also a chromatic automorphism of the graph \( \tilde{\Gamma} \). Write \( \text{Aut}_C(\tilde{\Gamma}) \) for the group of such automorphisms.

The inclusion \( \pi_1(\Gamma, v) \subseteq \text{Aut}_C(\tilde{\Gamma}) \) then gives the following covering maps:

\[
\tilde{\Gamma} \stackrel{p}{\rightarrow} \tilde{\Gamma}/\pi_1(\Gamma, v) \cong \Gamma \quad q \quad \Gamma_0 := \tilde{\Gamma}/\text{Aut}_C(\tilde{\Gamma}).
\]

We claim that \( \Gamma_0 \) is an irreducible graph. Indeed, if we have a non-injective map \( r : \Gamma_0 \to \Gamma_1 \) onto an adequate connected graph \( \Gamma_1 \), then since the map \( r \) is a covering it follows that there is a vertex \( w \in \Gamma_0 \) such that \( w \neq q(v) \) and \( rq(v) = r(w) \). By considering now the covering \( rqp : \tilde{\Gamma} \to \Gamma_1 \), and using the fact that \( \tilde{\Gamma} \) is simply connected, we see that if \( \tilde{w} \in (qp)^{-1}(w) \) then by Lemma 3.10 there is a deck transformation \( \phi : \tilde{\Gamma} \to \tilde{\Gamma} \) with respect to the covering \( rqp \) that takes \( \tilde{v} \) to \( \tilde{w} \). Such a deck transformation is in particular a chromatic automorphism of \( \tilde{\Gamma} \). But this implies in particular that \( \tilde{v} \) and \( \tilde{w} \) are in the same \( \text{Aut}_C(\tilde{\Gamma}) \)-orbit of \( \tilde{\Gamma} \), and therefore \( q(v) = qp(\tilde{v}) = qp(\tilde{w}) = w \), which is a contradiction.

We thus see that \( \Gamma_0 \) is an irreducible graph. We also see that \( \Gamma_0 \) is the only irreducible graph that \( \tilde{\Gamma} \) covers. This is because if \( \tilde{\Gamma} \to \Gamma_2 \) is another covering of an irreducible graph then by the same argument presented above we get \( \tilde{\Gamma}/\text{Aut}_C(\tilde{\Gamma}) \cong \Gamma_2 \). Since this quotient is already isomorphic to \( \Gamma_0 \) we get the uniqueness.

The covering map \( qp : \tilde{\Gamma} \to \Gamma_0 \) is also unique. If there is another map \( p' : \tilde{\Gamma} \to \Gamma_0 \), then by Lemma 3.8 we see that \( p'(\tilde{v}) \neq qp(\tilde{v}) \). Take an element \( z \in (qp)^{-1}p'(\tilde{v}) \). Then by Lemma 3.10 there is an adequate graph automorphism \( \phi : \tilde{\Gamma} \to \tilde{\Gamma} \) such that \( \phi(\tilde{v}) = z \). This contradicts the fact that \( \tilde{v} \) and \( z \) are in different \( \text{Aut}_C(\tilde{\Gamma}) \)-orbits.

We summarize this in the following theorem:

**Proposition 3.13.** Let \( \Gamma \) be a finite connected adequate graph. Then there is a unique (up to isomorphism) irreducible graph \( \Gamma_0 \) for which there is a chromatic covering \( q : \Gamma \to \Gamma_0 \). The covering map is unique, and an automorphism \( \phi : \Gamma \to \Gamma \) preserves the coloring of \( \Gamma \) if and only if it is a deck transformation.
Proof. We need to prove the uniqueness of the map \( q : \Gamma \to \Gamma_0 \). If \( q' : \Gamma \to \Gamma_0 \) is another covering map then \( pq, pq' : \hat{\Gamma} \to \Gamma_0 \) are two different coverings, and we saw that this is impossible. If \( \phi : \Gamma \to \Gamma \) is a deck transformation, then for every \( v \in V \) it holds that \( c(\phi(v)) = c(q(\phi(v))) = c(q(v)) = c(v) \), so \( \phi \) preserves the coloring of the vertices, and by a similar argument it also preserves the colors of the edges. In the other direction, if \( \phi : \Gamma \to \Gamma \) is a chromatic automorphism, then \( q\phi : \Gamma \to \Gamma_0 \) is a chromatic covering. By the uniqueness of \( q \) we get that \( q\phi = q \), and therefore \( \phi \) is a deck transformation. \( \square \)

Let \( \Gamma_0 \) be an irreducible graph with a basepoint \( v \in \Gamma_0 \). Choose a maximal tree \( T \) in \( \Gamma_0 \). This means that \( T \) is maximal connected and acyclic. Since \( \Gamma_0 \) is a graph, \( \pi_1(\Gamma_0, v) \) is a free group. If \( e_1, \ldots, e_m \) are all the edges of \( \Gamma_0 \) outside \( T \), then \( \pi_1(\Gamma_0, v) \) is free of rank \( m \) and we write \( \pi_1(\Gamma_0, v) \cong F_m = \langle z_1, \ldots, z_m \rangle \), where each edge gives rise to a generator of \( F_m \).

**Proposition 3.14.** Let \( \Gamma_0 \) be as above, and let \( n \geq 0 \). We have bijections between the following sets:

1. The set of isomorphism classes of \( n \)-fold coverings of \( \Gamma_0 \).
2. The set of isomorphism classes of \( \pi_1(\Gamma_0, v) \)-sets of cardinality \( n \).
3. The set of conjugacy classes of homomorphisms \( \pi_1(\Gamma_0, v) \to S_n \).
4. The set \( (S_n^m) / \sim \), where \( (\sigma_1, \ldots, \sigma_m) \sim (\tau_1, \ldots, \tau_m) \) if and only if there is a permutation \( \mu \in S_n \) such that \( \forall i \mu \sigma_i \mu^{-1} = \tau_i \).

Proof. The bijection between the first two sets follows from the discussion in pages 68-70 in [Ha02]. We sketch it here. If \( S \) is a finite \( F_m \)-set with \( |S| = n \), then \( (S \times \hat{\Gamma}_0)_{F_m} \), where \( F_m \) acts diagonally on the product, is an \( n \)-fold covering of \( \Gamma_0 \). If \( p : \Gamma \to \Gamma_0 \) is an \( n \)-fold covering of \( \Gamma_0 \), write \( p^{-1}(v) = \{v_1, \ldots, v_n\} \). For every element \( g \in F_m \) and every \( v_i \in p^{-1}(v) \) we can lift \( g \) to a path \( \tilde{g} \) in \( \Gamma \) that begins with \( v_i \). The end point of \( \tilde{g} \) is then \( g \cdot v_i \).

The bijection between the second and third sets holds for general groups, not only \( F_m \). It is given by choosing a bijection between the \( n \)-elements set on which \( \pi_1(\Gamma_0, v) \) acts and the set \( \{1, \ldots, n\} \).

If \( \alpha : \pi_1(\Gamma_0, v) = \langle z_1, \ldots, z_m \rangle \to S_n \) is a homomorphism, then \( (\alpha(z_1), \ldots, \alpha(z_m)) \) is an element in \( S_n^m \). It is then easy to see that this correspondence induces the bijection between the third set and the fourth set. \( \square \)

By the above proof we see that if \( p : \Gamma \to \Gamma_0 \) is a covering that corresponds to the tuple \( (\sigma_1, \ldots, \sigma_n) \) then we can write \( p^{-1}(v) = \{v_1, \ldots, v_n\} \), and for \( i = 1, \ldots, m \) it holds that the different liftings of the path \( z_i \) from \( \Gamma_0 \) to \( \Gamma \) connect \( v_j \) to \( v_{\sigma_i(j)} \).

We claim now the following:

**Lemma 3.15.** Let \( \Gamma_0 \) be an irreducible graph and let \( p : \Gamma \to \Gamma_0 \) be an \( n \)-fold covering that corresponds to a tuple \( (\sigma_1, \ldots, \sigma_m) \in S_n^m \), by identifying \( p^{-1}(v) \cong \{1, \ldots, n\} \). Then the group \( Aut_{\mathcal{C}}(\Gamma) \) is isomorphic to the group \( \{\sigma | \forall i \sigma \sigma_i = \sigma_i \sigma \} < S_n \). This group can also be identified with group \( Aut_{F_m}(p^{-1}(v)) \).

Proof. We have already seen in Proposition 3.13 that chromatic automorphisms of \( \Gamma \) are the same as deck transformations of \( \Gamma \). Let \( \phi : \Gamma \to \Gamma \) be such an automorphism.
Write as before $p^{-1}(v) = \{v_1, \ldots, v_n\}$. Since $\phi$ is a deck transformation it permutes the set $p^{-1}(v)$. Write $\alpha(\phi) \in S_n$ for the unique permutation that satisfies $\phi(v_i) = v_{\alpha(\phi)(i)}$. Then $\alpha : \text{Aut}_C(\Gamma) \to S_n$ is a homomorphism. Moreover, since a deck transformation is determined by its value on a single vertex (Lemma 3.8), $\alpha$ is one to one.

Write now $\alpha(\phi) = \sigma$. Let $1 \leq i \leq m$ and let $1 \leq j \leq n$. Write $z_i^j$ for the path in $\Gamma$ that lifts $z_i$ and starts in $v_j$. The end point of $z_i^j$ is then $v_{\sigma(j)}$. Then $\phi(z_i^j)$ is the path that starts in $v_{\sigma(j)}$ and ends in $v_{\sigma \sigma(j)}$. But a lifting of $z_i$ that starts in $v_{\sigma(j)}$ must end in $v_{\sigma \sigma(j)}$. By uniqueness of the end points of liftings we get that $\sigma \sigma = \sigma \sigma$ as desired. Since $F_m$ acts on $p^{-1}(v)$ via the permutations $\sigma_i$, we see that we can indeed identify the group $\{\sigma|\forall i \sigma_i = \sigma, \sigma\} < S_n$ with $\text{Aut}_{F_m}(p^{-1}(v))$. If $\sigma \in S_n$ is in this group, then $\sigma \times \text{Id} : p^{-1}(v) \times \Gamma_0 \to p^{-1}(v) \times \Gamma_0$ commutes with the $F_m$-action and thus induces a homeomorphism $\sigma \times \text{Id} : (p^{-1}(v) \times \Gamma_0)_{F_m} \to (p^{-1}(v) \times \Gamma_0)_{F_m}$. By the discussion above, this covering space is isomorphic to $\Gamma$, and we thus see that the image of $\alpha$ is $\text{Aut}_{F_m}(p^{-1}(v))$ indeed. 

We summarize this section with the following proposition:

**Proposition 3.16.**  
1. The algebra $K[X]$ splits as
   
   $$K[X] = \bigotimes_{\Gamma_0} K[X]_{\Gamma_0},$$

   where $\Gamma_0$ runs over all irreducible graphs and $K[X]_{\Gamma_0}$ is the polynomial algebra generated by all the connected graphs that cover $\Gamma_0$.

2. The algebra $K[X]_{\Gamma_0}$ is graded by $\mathbb{N}$, and $(K[X]_{\Gamma_0})_n \cong (KS_n^m)^{S_n}$, where $m$ is the rank of the fundamental group of $\Gamma_0$, and $S_n$ acts on $S_n^m$ by diagonal conjugation. If $\Gamma_0$ has degree $(n_1, \ldots, n_r)$ as an element of $K[X]$, then the $n$-th homogeneous component of $K[X]_{\Gamma_0}$ has degree $(n_1, \ldots, n_r)$ in $K[X]$.

3. If $\Gamma \in K[X]_{\Gamma_0}$ corresponds to the tuple $(\sigma_1, \ldots, \sigma_m)$, then $|\Gamma| = |\{\sigma \in S_n|\forall i \sigma \sigma_i = \sigma, \sigma\}|$.

4. The multiplication in $K[X]_{\Gamma_0}$ is given by the rule $(\sigma_1) \cdot (\tau_1) = ((\sigma_1, \tau_1))$, where we identify $S_{n_1} \times S_{n_2}$ with $S_{n_1, n_2} \subseteq S_{n_1+n_2}$.

**Proof.** The first part follows from the fact that every connected graph covers a unique irreducible graph, and every graph can be written uniquely as the disjoint union of its connected components. The second part follows from the above discussion. The third part follows from the fact that the squared norm of every diagram is the cardinality of its automorphism groups (see also [M2II Section 8]). The formula for the multiplication follows by considering the correspondence between $F_m$-sets and coverings. 

**Remark 3.17.**  
1. If $m = 0$ then $\Gamma_0$ is a tree, and the only covering spaces of $\Gamma_0$ is itself. As a result, $K[X]_{\Gamma_0}$ is a polynomial ring in one variable.

2. Isomorphism classes of finite transitive $F_m$-sets are classified by conjugacy classes of finite index subgroups of $F_m$, and every finite $F_m$-set can be written uniquely as a disjoint union of finite transitive $F_m$-sets. Most of the results in this paper are easier to describe by just using the general language of $F_m$-sets, and not referring to particular subgroups.
Below is an example of a diagram with an associated irreducible graph, and of 2-fold and 3-fold coverings of the diagram and the associated graphs:

4. DECOMPOSITIONS OF GROUP ALGEBRAS

Let $G$ be a finite group, and let $H$ be a subgroup of $G$. In this section we will study the space of coinvariants $(KG)_H$, where $H$ acts on $KG$ by conjugation. The motivation
for this is the fact that the $n$-th homogeneous component of $K[X]_{\Gamma_n}$ is isomorphic with $(KS_n^m)^{S_n}$. The space $(KG)_H$ is equipped with the sesquilinear inner product given by
\[ \langle \overline{g_1}, \overline{g_2} \rangle = \begin{cases} |C_H(g_1)| & \text{if } \overline{g_1} = \overline{g_2} \\ 0 & \text{else} \end{cases}, \]
where $\overline{g}$ denotes the $H$-conjugacy class $\{hgh^{-1}\}_{h \in H}$ and $C_H(g) = \{a \in H | aga^{-1} = g\}$. If $H = G$, then this space is spanned by the images of the central idempotents in $KG$, which correspond to the irreducible representations of $G$. By rescaling by the dimensions of the irreducible representations we get an orthonormal basis. If $H = 1$, then this space has an orthonormal basis given by the group elements of $G$. In the general case we have a basis that is given by a mixture of group theory and representation theory, as we shall describe next.

Write $G = \sqcup_{x \in D} HxH$, where $D$ is a set of double-coset representatives. We can then write
\[ (KG)_H = \bigoplus_{x \in D} (KHxH)_H. \]
Up to $H$-conjugation, every element in $HxH$ is conjugate to an element of the form $Hx$. It holds that $h_1x$ and $h_2x$ are $H$-conjugate if and only if there is an element $h_3 \in H \cap x^{-1}Hx$ such that $h_1 = h_3h_2xh_3^{-1}x^{-1}$. We thus see that
\[ (KHxH)_H \cong (K)_H \cap x^{-1}Hx, \]
where the action of $H \cap x^{-1}Hx$ on $H$ is given by $h' \cdot h = h'hxh'^{-1}x^{-1}$. We can decompose now $H$ again to double cosets and continue with this procedure inductively. This motivates the following definition:

**Definition 4.1.** Let $G$ be a finite group, and let $H$ be a subgroup. For $x \in X$ we define $H_x := \bigcap_{i \in X} x^iHx^{-i}$. We write $S_x = H_x \cdot x \subseteq H$.

The subgroup $H_x$ is the biggest subgroup of $H$ that is normalized by $x$. We claim the following:

**Lemma 4.2.** If $y \in S_x$ then $y = Hx$ where $h \in H_x$. Since $x$ normalizes $H_x$ we can write
\[ y^n = (hx)^n = x^n(x^{-n}hx^n) \cdot (x^{-1-n}hx^{-n-1}) \cdots (x^{-1}hx)x^{-n}h_n \]
for some $h_n \in H_x$. We can show that a similar result holds when $n < 0$. It then holds that
\[ H_y = \bigcap_{n \in \mathbb{Z}} y^nH_y^{-n} = \bigcap_{n \in \mathbb{Z}} x^nHx^{-n} = \bigcap_{n \in \mathbb{Z}} x^nHx^{-n} = H_x. \]
We then also have $S_y = H_y = H_xHx = S_x$ as desired. For the second part, if $S_x \cap S_y \neq \emptyset$, then we can take $z \in S_x \cap S_y$, and then $S_x = S_z = S_y$. \qed

Thus, the different subsets $S_x$ partition the group $G$ into mutually disjoint subsets. For $h \in H$ and $x \in G$ it holds that
\[ hHxh^{-1} = \bigcap_{n \in \mathbb{Z}} hx^nHx^{-n}h^{-1} = \bigcap_{n \in \mathbb{Z}} hx^nHx^{-n}h^{-1} = \bigcap_{n \in \mathbb{Z}} (hxh^{-1})^nH(hxh^{-1})^{-n} = H_{hxh^{-1}}. \]
and therefore

\[ S_{hxh^{-1}} = H_{hxh^{-1}}hxh^{-1} = hH_xh^{-1}hxh^{-1} = hH_xhxh^{-1} = hS_xh^{-1} \]

**Definition 4.3.** We define \( x \sim y \) if there is an \( h \in H \) such that \( hS_xh^{-1} = S_y \).

Since \( \{S_x\} \) is a partition of \( G \), we see that \( \sim \) is an equivalence relation, where the equivalence class of \( x \in G \) is

\[ T_x := \bigcup_{h \in H} S_{hxh^{-1}}. \]

We next claim the following:

**Lemma 4.4.** Assume that \( hS_xh^{-1} = S_x \) for some \( x \in G \) and \( h \in H \). Then \( h \in H_x \). In particular, if \( h \in H \) satisfies that \( hS_xh^{-1} \cap S_x \neq \emptyset \) then \( h \in H_x \).

**Proof.** Since \( x \in S_x \) we get that \( hXh^{-1} = ax \) for some \( a \in H_x \). This gives \( h^{-1}a = xh^{-1}x^{-1} \).

We conjugate the last equation by \( x^n \) where \( n \in \mathbb{Z} \) and we get

\[ x^n h^{-1} x^n \cdot x^n a x^{-n} = x^{n+1} h^{-1} x^{-n-1}. \]

Since \( x^n a x^{-n} \in H \) for every \( n \), it holds that \( x^n h x^{-n} \in H \) if and only if \( x^{n+1} h x^{-n-1} \in H \).

Since this is true for \( n = 0 \), it is also true for all \( n \in \mathbb{Z} \) and thus \( h \in H_x \). The last statement follows from the fact that \( hS_xh^{-1} = S_{hxh^{-1}} \), and thus if the intersection is not empty then the two sets must be equal. \( \square \)

The group \( H_x \) acts on \( S_x \) by conjugation. We have

\[ (KS_x)_{H_x} \cong (KH_x)_{H_x}, \]

where the action of \( H_x \) on \( KH_x \) is given by \( a \cdot b = abxax^{-1} \). Pick now a set \( \{g_1, \ldots, g_r\} \) of equivalence class representatives for \( \sim \). Since the equivalence classes for \( \sim \) are closed under \( H \)-conjugation, we get

\[ (KG)_H = \bigoplus_i (KT_{g_i})_H. \]

Every element in \( T_{g_i} \) is conjugate to an element in \( S_{g_i} \), and we just proved that two elements in \( S_{g_i} \) are \( H \)-conjugate if and only if they are \( H_{g_i} \)-conjugate. It follows that \( (KT_{g_i})_H \cong (KS_{g_i})_{H_{g_i}} \).

We thus have

\[ (KG)_H \cong \bigoplus_i (KH_{g_i})_{H_{g_i}}, \quad (4.1) \]

where \( H_{g_i} \) acts on \( KH_{g_i} \) by the formula \( a \cdot h = ah_{g_i} ag_{i}^{-1} \). We will call this action the \( g_i \)-twisted conjugation action. The direct sum respects the inner product in the sense that the different direct summands are orthogonal to each other. We calculate the inner product on \( (KH_{g_i})_{H_{g_i}} \). Following all the isomorphisms we have so far we get

\[ \langle \overline{h_1}, \overline{h_2} \rangle = \begin{cases} |C_H(h_1g_i)| & \text{if } \overline{h_1} = \overline{h_2} \\ 0 & \text{else} \end{cases} \quad (4.2) \]

If \( a \in C_H(h_1g_i) \) then \( aS_{g_i}a^{-1} = aS_{h_1g_i}a^{-1} = S_{ah_1g_i}a^{-1} = S_{h_1g_i} \) and by the above lemma we get that in fact \( a \in H_{g_i} \), so \( C_H(h_1g_i) = C_{H_{g_i}}(h_1g_i) \).
We have a natural isomorphism

\[(KH_{g_i})_{H_{g_i}} \cong (KH_{g_i})^{H_{g_i}}\]

\[
\overline{h} \mapsto \frac{1}{|H_{g_i}|} \sum_{a \in H_{g_i}} ahg_a a^{-1}g_i^{-1}
\]

We can thus identify \((KH_{g_i})_{H_{g_i}}\) with \((KH_{g_i})^{H_{g_i}}\), which is in turn a subspace of \(KH_{g_i}\). We claim that the inner product on \((KH_{g_i})_{H_{g_i}}\) is just the restriction of the sesquilinear inner product on \(KH_{g_i}\) given by

\[
\langle h_1, h_2 \rangle = \begin{cases} |H_{g_i}| & \text{if } h_1 = h_2 \\ 0 & \text{else} \end{cases}
\]

Indeed, since the isomorphism between the invariants and the coinvariants sends an orthogonal basis to an orthogonal basis, it is enough to check that the two inner products agree on the squared norms of elements in the bases. Write \(q_1, \ldots, q_b\) for a set of coset representatives of \(C_H(hg_i)\) in \(H_{g_i}\). We then have

\[
\| \frac{1}{|H_{g_i}|} \sum_{a \in H_{g_i}} ahg_a a^{-1}g_i^{-1} \|^2 = \frac{1}{|H_{g_i}^2|} \sum_{j=1}^b |C_{H_{g_i}}(hg_i)|q_jh_0g_ja^{-1}g_i^{-1}|^2 = \frac{|C_H(hg_i)|^2 |b|H_{g_i}|}{|H_{g_i}^2|} = |C_{H_{g_i}}(hg_i)|,
\]

where we used the fact that \(b = |H_{g_i}/C_{H_{g_i}}(hg_i)|\).

Write now \(\{W_j^{(i)}\}\) for the set of isomorphism classes of irreducible representations of \(H_{g_i}\). Wedderburn-Artin Theorem enables us to write \(KH_{g_i} \cong \bigoplus_j \text{Hom}_K(W_j^{(i)}, W_{j}^{(i)})\). The isomorphism sends \(h \in H_{g_i}\) to the tuple \((R_j)\), where \(R_j : W_j^{(i)} \rightarrow W_j^{(i)}\) is given by the action of \(h\) on the representation \(W_j^{(i)}\). The \(g_i\)-twisted conjugation action preserves the direct sum decomposition, and the \(g_i\)-twisted conjugation action of \(h \in H_{g_i}\) on \(R : W_j^{(i)} \rightarrow W_j^{(i)}\) is the map \(hRg_0h^{-1}g_i^{-1} : W_j^{(i)} \rightarrow W_j^{(i)}\). We thus see that \(R : W_j^{(i)} \rightarrow W_j^{(i)}\) is invariant under the \(g_i\)-twisted conjugation action if and only if it is \(H_{g_i}\)-equivariant when considered as a map \(g_i^*(W_j^{(i)}) \rightarrow W_j^{(i)}\). Since the invariant and coivariants are isomorphic, we get

\[(KH_{g_i})_{H_{g_i}} \cong (KH_{g_i})^{H_{g_i}} \cong \bigoplus_j \text{Hom}_{H_{g_i}}(g_i^*(W_j^{(i)}), W_j^{(i)}).
\]

The representation \((g_i^*(W_j^{(i)}))\) is again an irreducible representation. If \((g_i)^*(W_j^{(i)}) \cong W_j^{(i)}\) then \(\text{Hom}_{H_{g_i}}((g_i)^*(W_j^{(i)}), W_j^{(i)})\) is one dimensional. Otherwise it is zero dimensional. This implies the following lemma:

**Lemma 4.5.** The dimension of \((KH_{g_i})_{H_{g_i}}\) is equal to the number of isomorphism classes of irreducible \(H_{g_i}\) representations that are invariant under the action by conjugation of \(g_i\).

We claim the following:

**Lemma 4.6.** An irreducible representation \(W_j^{(i)}\) is invariant under the action of \((g_i)^*\) if and only if it can be extended to a representation of \(H_{g_i} \cdot \langle g_i \rangle\).
Lemma 4.8. Assume that \( (g_i)^*(W) \cong W \), and let \( T : W \to W \) be a linear automorphism that satisfies \( T(hw) = g_i h g_i^{-1} T(w) \) for \( h \in H_{g_i} \). It holds that \( T^k(hw) = g_i^k h g_i^{-k} T^k(w) = a h a^{-1} T^k(w) \). So \( w \to a^{-1} T^k(w) \) is \( H_{g_i} \)-equivariant. By Schur’s Lemma this means that it is multiplication by some scalar. By rescaling \( T \) and using the fact that \( K \) is algebraically closed, we can assume that this scalar is 1. We then get a representation of \( H_{g_i} \cdot \langle g_i \rangle \) on \( W \), where \( h \cdot g_i^l \) acts by \( h \cdot T^l \). The fact that \( k \) is the minimal integer such that \( g_i^k \in H_{g_i} \) and that \( g_i \) normalizes \( H_{g_i} \) implies that we can write every element of \( H_{g_i} \cdot \langle g_i \rangle \) uniquely as \( h \cdot g_i^l \) for some \( l \in \{0, 1, \ldots, k-1\} \), so we are done. \( \square \)

Remark 4.7. In the above proof we have \( k \) different extensions of \( W \) to a representation of \( H_{g_i} \cdot \langle g_i \rangle \), as we can alter \( T \) by a \( k \)-th root of unity.

The last lemma provides us with an orthonormal basis for \( (KH_{g_i})_H \). By classical representation theory we know that the sesquilinear inner product on \( H_{g_i} \) is in fact equal to \( \langle h_1, h_2 \rangle = \chi_{reg}(h_1 h_2^{-1}) \), where \( \chi_{reg} \) is the character of the regular representation. The restriction to \( \text{End}(W^{(i)}) \) is \( (T_1, T_2) = \dim(W^{(i)}) \cdot \text{Tr}(T_1 \cdot T_2^*) \), where \( T_2^* \) is the adjoint of \( T_2 \) (we use the fact that every irreducible representation admits an invariant sesquilinear form).

Assume that \( W^{(i)} \) is \( (g_i)^* \)-invariant. Choose an extension of \( W^{(i)} \) to a representation of \( H_{g_i} \cdot \langle g_i \rangle \). Then \( T^{(i)} := g_i^{-1} : W^{(i)} \to W^{(i)} \) is an element of \( \text{Hom}_{H_{g_i}}((g_i)^*(W^{(i)}), W^{(i)}) \).

By considering the character of the regular representation in the bigger group \( H_{g_i} \cdot \langle g_i \rangle \), we see that \( \langle T^{(i)} \rangle = \dim(W^{(i)}) \cdot \text{Tr}(g_i^{-1} g_i |_{W^{(i)}}) = \dim(W^{(i)})^2 \). We conclude this in the following:

Lemma 4.8. The set \( \{ \frac{1}{\dim(W^{(i)})} T^{(i)} \}_{W^{(i)} \in \text{Irr}(H_{g_i})} \) is an orthonormal basis for \( (KH_{g_i})_H \), and the set \( \{ \frac{1}{\dim(W^{(i)})} \overline{T^{(i)}} \}_{W^{(i)} \in \text{Irr}(H_{g_i})} \) is an orthonormal basis for \( (KH_{g_i})_H \).

From now on, whenever we have an automorphism \( \nu : G \to G \) of a finite group, and an isomorphism \( T : \nu^*(W) \to W \), we will assume that \( T \) has finite order when considered as a linear map \( W \to W \).

We finish this section with a lemma that will be used later when calculating the multiplication explicitly in terms of the basis we describe here. To state the lemma, let \( G_1 \subseteq G_2 \) be finite groups, and let \( \nu : G_2 \to G_2 \) be an automorphism such that \( \nu(G_1) = G_1 \). Let \( V \) be an irreducible \( \nu \)-invariant representation of \( G_1 \), let \( W \) be a \( \nu \)-invariant representation of \( G_2 \), and let \( T_V : \nu^*(V) \to V \) and \( T_W : \nu^*(W) \to W \) be isomorphisms.

Lemma 4.9. Write \( \beta : (KG_1)_{G_1} \to (KG_2)_{G_2} \) for the map \( \overline{g} \mapsto \overline{g} \), where the action of \( G_i \) on \( KG_i \) is defined as \( g \cdot h = ghv(g)^{-1} \) for \( i = 1, 2 \). Write \( \gamma : KG_1 \to KG_2 \) for the natural inclusion. Then \( \langle \beta, \frac{\dim(V)}{\dim(W)} T_V, \frac{\dim(W)}{\dim(V)} T_W \rangle = \frac{\dim(V)}{\dim(W)} \chi_W(\gamma(T_V) T_W) \).

Proof. The map \( \beta \) is induced by the inclusion \( \gamma \). The inner product on \( (KG_2)_{G_2} \) is given by \( \chi_{reg}(\cdot, (\cdot)^*) \), so we get \( \langle \beta, \frac{\dim(V)}{\dim(W)} T_V, \frac{\dim(W)}{\dim(V)} T_W \rangle = \chi_{reg}(\frac{\dim(V)}{\dim(W)} \gamma(T_V) T_W) \). Since the restriction of \( \chi_{reg} \) to \( End(W) \) is given by \( \dim(W) \chi_W \) we have the result. \( \square \)
5. The case $G = S_n^m, H = S_n$

Let $\Gamma_0$ be an irreducible graph with $\pi_1(\Gamma_0, v_0) = F_m$. We consider now the space $(K G)_H$ in case $G = S_n^m$ and $H = S_n$, embedded diagonally in $G$, following Proposition 5.1. We have already seen that elements of $G$ can be thought of as $F_m$-sets of cardinality $n$, and two elements in $G$ are $H$-conjugate if and only if they define isomorphic $F_m$-sets. We next determine the equivalence relation $\sim$ in this case. For this, define $v : F_m \to \mathbb{Z}$ to be the group homomorphism given on the generators of $F_m$ by $v(z_i) = 1$ for every $i \in \{1, \ldots, m\}$. Write $F_m^0 = \text{Ker}(v)$. The group $F_m$ splits as a semidirect product $(z_1) \ltimes F_m^0$. The following lemma is easy to prove:

**Lemma 5.1.** If $m = 1$ then $F_m^0 = 1$. If $m > 1$ then the group $F_m^0$ is freely generated by the elements $z_j^{-a} z_i^a$ for $a \in \mathbb{Z}$, $j \in \{2, \ldots, m\}$.

A tuple $(\sigma_i) \in S_n^m$ defines an action of $F_m$ on $\{1, \ldots, n\}$ and by restriction also an action of $F_m^0$ on the same set. We denote this set with the $F_m$-action by $Q_{(\sigma_i)}$. We write $\phi_{(\sigma_i)} : F_m \to S_n$ for the group homomorphism that sends $z_i$ to $\sigma_i$. We claim the following:

**Lemma 5.2.** Let $g = (\sigma_i) \in S_n^m = G$, and let $H = S_n$ with the diagonal embedding in $S_n^m$.

1. We have $H_g = \text{Aut}_{F_m^0}(Q_{(\sigma_i)}) = C_{S_n}(\phi_{(\sigma_i)}(F_m^0))$.
2. We have $(\sigma_i) \sim (\tau_i)$ if and only if $Q_{(\sigma_i)} \cong Q_{(\tau_i)}$ as $F_m^0$-sets.

**Proof.** We calculate $H_g$. For $j \in \mathbb{Z}$ we have

$$g^j H g^{-j} = \{(\sigma_i^j \sigma_i^{-1}) | \sigma \in S_n\}.$$

Therefore, an element $(\tau, \tau, \ldots, \tau)$ is in $g^j H g^{-j} \cap H$ if and only if

$$\forall i,k \in \{1, \ldots, m\} \sigma_i^j \tau \sigma_i^{-j} = \sigma_k^j \tau \sigma_k^{-j}.$$

In other words, $\tau \in g^j H g^{-j} \cap H$ if and only if $\tau$ commutes with all the elements of the form $\sigma_i^j \sigma_i^{-1}$ for every $i, j, k$. Since the elements $z_i^{-j} z_i^j$ generate $F_m^0$, we get the first assertion.

For the second claim, Assume first that $Q_{(\sigma_i)} \cong Q_{(\tau_i)}$ as $F_m^0$-sets. Without loss of generality we can conjugate with an element in $S_n$ and assume that $Q_{(\sigma_i)} = Q_{(\tau_i)}$, since this will not change the $\sim$-equivalence class. We thus know that $\phi_{(\sigma_i)}|_{F_m^0} = \phi_{(\tau_i)}|_{F_m^0}$. Write $\mu = \tau_i^{-1} \sigma_i$. If $f \in F_m^0$ then write $\beta = \phi_{(\sigma_i)}(f) = \phi_{(\tau_i)}(f)$. We have

$$\mu \beta \mu^{-1} = \phi_{(\tau_i)}(z_1)^{-1} \phi_{(\sigma_i)}(z_1) \phi_{(\sigma_i)}(f) \phi_{(\sigma_i)}(z_1^{-1}) \phi_{(\tau_i)}(z_1) =$$

$$= \phi_{(\tau_i)}(z_1)^{-1} \phi_{(\sigma_i)}(z_1 f z_1^{-1}) \phi_{(\tau_i)}(z_1) =$$

$$= \phi_{(\tau_i)}(z_1)^{-1} \phi_{(\tau_i)}(z_1 f z_1^{-1}) \phi_{(\tau_i)}(z_1) =$$

$$= \phi_{(\tau_i)}(g) = \beta.$$

So $\mu$ commutes with the image of $F_m^0$ under $\phi_{(\tau_i)}$. We now have $\tau_i^{-1} \sigma_i = \tau_i^{-1} \tau_i^{-1} \tau_i^{-1} \sigma_i^{-1} \sigma_i = \sigma_i^{-1} \sigma_i \mu \sigma_i^{-1} \sigma_i = \mu$, where we have used the fact that the restrictions of the two homomorphisms to $F_m^0$ are the same, and the fact that $\mu$ commutes with the image of $F_m^0$ under the image of the restrictions. This implies that $(\sigma_i) = (\tau_i)(\mu, \mu, \ldots, \mu)$ and so $(\sigma_i) \sim (\tau_i)$ as desired.

For the other direction, assume that $(\sigma_i) \sim (\tau_i)$. Then there is a permutation $\mu \in C_{S_n}(\phi_{(\sigma_i)}(F_m^0))$ and a permutation $\sigma \in S_n$ such that $\sigma_i \mu = \sigma \tau_i \sigma_i^{-1}$. We can assume
without loss of generality that $\sigma = Id$, as this will not change the isomorphism type of $Q(\tau_i)$ as an $F_m^0$-set. The group $F_m^0$ is generated by elements of the form $z_i^{-j}z_j^i$. We have that $\tau_i^{-j}\tau_j^i = (\sigma_i\mu)^{-j}(\sigma_i\mu)^j$. We use the fact that $\mu$ commutes with $\phi(\sigma_i)(F_m^0)$ and we get

$$(\sigma_i\mu)^j = \sigma_i\mu\sigma_i^{-1}\sigma_i^2\mu\sigma_i^{-2} \cdots \sigma_i^j\mu\sigma_i^{j-1}\sigma_i^1 =$$

$$\sigma_i\mu\sigma_i^{-1}\sigma_i^2\mu\sigma_i^{-2} \cdots \sigma_i^j\mu\sigma_i^{j-1}\sigma_i^1 = (\sigma_i\mu)^j \sigma_i^{-j}\sigma_i^1,$$

where we used the fact that $\sigma_i^2$ and $\sigma_i^j$ conjugate $\mu$ in the same way, since $\mu$ commutes with $\sigma_i^o\sigma_i^{-o}$. We thus get

$$\tau_i^{-j}\tau_j^i = (\sigma_i\mu)^{-j}(\sigma_i\mu)^j = (\sigma_i\mu)^{-j}(\sigma_i\mu)^j \sigma_i^{-j}\sigma_i^1 = \sigma_i^{-j}\sigma_i^1,$$

and the restrictions of $\phi(\sigma_i)$ and $\phi(\tau_i)$ to $F_m^0$ are equal as desired. \hfill \square

The above lemma shows that group actions of $F_m^0$ on finite sets will play important role in studying the algebras $K[X]_{\Gamma_0}$.

**Definition 5.3.** Let $S$ be a finite $F_m^0$-set, and let $t \in \mathbb{Z}$. We denote by $z_1^i(S)$ the set $S$ with the $F_m^0$-action $g : s = z_1^t g z_1^{-t}s$.

**Remark 5.4.** It is easy to see that $S$ is a transitive $F_m^0$-set if and only if $z_1^i(S)$ is transitive.

**Definition 5.5.** We will call a transitive $F_m^0$-set $S$ strongly finite if there exists an integer $k > 0$ such that $z_1^k(S) \cong S$. We write $SFT(\Gamma_0)$ for the set of isomorphism classes of all strongly finite transitive $F_m^0$-sets. We will write $SFT = SFT(\Gamma_0)$ when $\Gamma_0$ is clear from the context.

Let now $S = \sqcup_{0 \in SFT} \mathcal{O}^{a(0)}$ be a finite $F_m^0$-set. Here $a(0)$ are integers that count how may orbits of type $\mathcal{O}$ appear in $S$. Since $S$ is finite, almost all of the $a(0)$ are zero. We claim the following:

**Lemma 5.6.** The $F_m^0$-action on $S$ can be extended to $F_m$ if and only if $a(0) = a((z_1)(0))$ for every $\mathcal{O} \in SFT$.

**Proof.** If $S$ has a structure of an $F_m$-set then the action of $z_1$ provides a bijection between $\mathcal{O}^{a(0)}$ and $(z_1(0))^{a((z_1)(0))}$, and in particular the exponents must be equal. In the other direction, assume that the condition of the lemma is satisfied. We can then write $S$ as a disjoint union of subsets of the form $S' = \mathcal{O} \sqcup z_1(0) \sqcup \cdots \sqcup z_1^{k-1}(0)$, where $z_1^k(0) \cong \mathcal{O}$ and $\mathcal{O} \in SFT$. It will thus be enough to define an $F_m$-action on this subset. Since $F_m = F_m^0 : \langle z_1 \rangle$, we just need to write down the $z_1$-action. Write $\Phi : z_1^t(0) \to \mathcal{O}$ for an isomorphism of $F_m^0$-sets. We then define an action of $z_1$ on $S'$ in the following way:

$$z_1(f) = \begin{cases} f \in z_1^{i+1}(0) & \text{if } f \in z_1^i(0), i < k - 1 \\ \Phi(f) \in \mathcal{O} & \text{if } f \in z_1^{k-1}(0) \end{cases},$$

where we used the fact that the underlying set of $z_1^t(0)$ is the same as $\mathcal{O}$ for every $t \in \mathbb{Z}$. A direct verification shows that this gives a well defined action of $F_m$. \hfill \square

The cyclic group $\langle z_1 \rangle$ thus acts on $SFT$ with finite stabilizers. We write $OSFT(\Gamma_0)$ for a set of representatives of the $\langle z_1 \rangle$-orbits in $SFT$. We write $OSFT = OSFT(\Gamma_0)$ if $\Gamma_0$ is clear from the context. For every $\mathcal{O} \in OSFT$ we write $k(\mathcal{O})$ for the minimal positive
integer such that $z_1^k(\mathcal{O}) \cong \mathcal{O}$, and we fix an isomorphism $\Phi(\mathcal{O}) : x_{\mathcal{O}}^{\mathcal{O}}(\mathcal{O}) \to \mathcal{O}$. The choice of $\Phi(\mathcal{O})$ induces an automorphism of $\text{Aut}_{F_m^0}(\mathcal{O})$. Indeed, the fact that $z_1^k(\mathcal{O})$ and $\mathcal{O}$ have the same underlying set induces an isomorphism $\text{Aut}_{F_m^0}(\mathcal{O}) \cong \text{Aut}_{F_m^0}(z_1^k(\mathcal{O}))$, given by sending an automorphism to itself. Conjugation with $\Phi(\mathcal{O})$ then induces an isomorphism $\text{Aut}_{F_m^0}(z_1^k(\mathcal{O})) \cong \text{Aut}_{F_m^0}(\mathcal{O})$. We denote the composition of the two isomorphisms by

$$\rho(\mathcal{O}) : \text{Aut}_{F_m^0}(\mathcal{O}) \to \text{Aut}_{F_m^0}(\mathcal{O}).$$

A different choice of $\Phi(\mathcal{O})$ would just change $\rho(\mathcal{O})$ by an inner automorphism. In other words, the class of $\rho(\mathcal{O})$ in $\text{Out} \text{(Aut}_{F_m^0}(\mathcal{O}))$ does not depend on the particular choice of $\Phi$.

We summarize this discussion in the following proposition:

**Proposition 5.7.** Up to isomorphism, all finite $F_m^0$-sets that admit an extension to an $F_m$-set are of the form

$$Y_a = \bigcup_{\mathcal{O} \in \text{OSFT}} (\mathcal{O} \sqcup \cdots \sqcup z_1^{k(\mathcal{O})-1}(\mathcal{O}))^{a(\mathcal{O})},$$

and are therefore in one to one correspondence with functions $a : \text{OSFT} \to \mathbb{N}$ that admit only finitely many non-zero values.

Lemma 5.6 gives a canonical way to extend the $F_m^0$-action on $Y_a$ to an $F_m$-action. We fix this extension henceforth, and we write $G_a = \text{Aut}_{F_m^0}(Y_a)$. The figure below shows a schematic description of the $F_m$-set $(\mathcal{O} \sqcup \cdots \sqcup z_1^{k(\mathcal{O})-1}(\mathcal{O}))^{a(\mathcal{O})}$:

![Diagram](image)

**Lemma 5.8.** The action of $z_1$ on $Y_a$ induces, by conjugation, an automorphism of $G_a$.

**Proof.** This follows from the fact that if $\beta : Y_a \to Y_a$ is an $F_m^0$-map, $y \in Y_a$ and $g \in F_m^0$ then we have

$$z_1 \beta z_1^{-1}(gy) = z_1 \beta(z_1^{-1}gz_1 z_1^{-1}y) = z_1 z_1^{-1} gz_1 \beta(z_1^{-1}y) = g(z_1 \beta z_1^{-1})(y),$$

and $z_1 \beta z_1^{-1} \in G_a$ as desired. $\square$

**Definition 5.9.** We will denote the above automorphism of $G_a$ by $\nu_a$.

Write now

$$\text{FOSFT}(\Gamma_0) = \{a : \text{OSFT}(\Gamma_0) \to \mathbb{N} | a \text{ admits only finitely many non-zero values}\}.$$
We will write $FOSFT(\Gamma_0) = FOSFT$ when $\Gamma_0$ is clear from the context. Let $a, b \in FOSFT$. The pointwise addition $a + b$ is in $FOSFT$ as well. We claim the following:

**Lemma 5.10.** We have an isomorphism $Y_a \sqcup Y_b \cong Y_{a+b}$ of $F_m$-sets. This isomorphism gives a natural inclusion $G_a \times G_b \subseteq G_{a+b}$. The automorphism $\nu_{a+b}$ stabilises this subgroup, and $\nu_{a+b}|_{G_a \times G_b} = \nu_a \times \nu_b$.

**Proof.** We have a natural identification of $F_m^0$-sets

$$Y_a \sqcup Y_b = \bigcup_{\sigma \in OSFT} (\emptyset \sqcup \cdots \sqcup z_1^{k(0)-1}(\emptyset))^{(a(0))} \bigcup_{\sigma \in OSFT} (\emptyset \sqcup \cdots \sqcup z_1^{k(0)-1}(\emptyset))^{(b(0))} \cong$$

$$\bigcup_{\sigma \in OSFT} (\emptyset \sqcup \cdots \sqcup z_1^{k(0)-1}(\emptyset))^{(a+b)(0)} = Y_{a+b}$$

By the particular way we extended the action to $F_m$ we see that this isomorphism also commutes with the action of $z_1$, and therefore this is an $F_m$-isomorphism as well. Since $\nu_a, \nu_b,$ and $\nu_{a+b}$ were defined using the action of $z_1$, we get the last statement.

We conclude this section in the following proposition:

**Proposition 5.11.** We have an isomorphism

$$K[X]_{\Gamma_0} \cong \bigoplus_{a \in FOSFT} (KG_a)_{G_a},$$

where the action of $G_a$ on $KG_a$ is given by $g_1 \cdot g_2 = g_1 g_2 \nu_a(g_1)^{-1}$. The multiplication is induced by the natural inclusion $G_a \times G_b \subseteq G_{a+b}$. The squared norm of $\overline{a} \in G_a$ is equal to the order of the fixed point subgroup $|\Gamma_{a,c^g}|$, where $c_g$ denotes conjugation by $g$.  

**Proof.** We have seen in Proposition 5.10 that $K[X]_{\Gamma_0} \cong \bigoplus_{n \geq 0} (KS_n^m)_{S_n}$. In Lemma 5.2 we have seen that $(\sigma_i) \sim (\tau_i)$ if and only if they define isomorphic $F_m^0$-actions. By Proposition 5.7 all the $F_m^0$-sets that are extendable to $F_m$-sets are of the form $Y_a$, for some $a \in FOSFT$. By Lemma 5.2 and Equation 4.1 applied to the case where $G = S_n$ and $H = S_n$ we have

$$(KS_n^m)_{S_n} \cong \bigoplus_Y (K\text{Aut}_{F_m^0}(Y))_{\text{Aut}_{F_m^0}(Y)},$$

where $Y$ runs over all the isomorphism classes of $F_m^0$-sets of cardinality $n$ that are extendable to $F_m$, and the twisted action of $\text{Aut}_{F_m^0}(Y)$ on the group algebra is defined using the action of $z_1$. Since every finite $F_m^0$-set that is extendable to an $F_m$-set is isomorphic to $Y_a$ for a unique $a$, we get the result. The statement about multiplication follows from the fact that multiplication is just given by taking disjoint unions of $F_m$-sets. The last statement about the squared norm follows from Equation 4.2.

The results of the first part of this section gives us an orthonormal basis for $(KS_n^m)_{S_n}$. The $\mathbb{Z}$-span of this basis gives us a lattice. In order to prove that we get a PSH-algebra indeed we need to show that all our structure constants are non-negative integers. This will be done in the next section, by carefully analysing the groups $G_a$ and their automorphisms $\nu_a$. 

6. The Groups $G_a$

Fix now $a \in F_{OSFT}$. Recall that $G_a$ is the automorphism group of $Y_a = \bigcup_{\emptyset \in OSFT}(\emptyset \sqcup \cdots \sqcup z_1^{k(\emptyset) - 1}(\emptyset))^{a(\emptyset)}$ as an $F^0_m$-set. We claim the following:

**Lemma 6.1.** We have

$$G_a \cong \prod_{\emptyset \in OSFT} (S_{a(\emptyset)} \times \text{Aut}_{F^0_m}(\emptyset)^{a(\emptyset)})^{k(\emptyset)},$$

(6.1)

where the action of $S_{a(\emptyset)}$ on $\text{Aut}_{F^0_m}(\emptyset)^{a(\emptyset)}$ is given by permuting the factors.

**Proof.** For $\emptyset \in OSFT$ and $0 \leq i \leq k(\emptyset) - 1$ write $Z(i, \emptyset) = z_1^i(\emptyset)^{a(\emptyset)}$. It holds that

$$Y_a = \bigsqcup_{\emptyset \in OSFT} \bigsqcup_{i=0}^{k(\emptyset) - 1} Z(i, \emptyset).$$

(6.2)

Moreover, every $g \in G_a$ fixes the above decomposition, and we therefore have

$$G_a \cong \prod_{\emptyset \in OSFT} \prod_{i=0}^{k(\emptyset) - 1} \text{Aut}_{F^0_m}(Z(i, \emptyset)).$$

(6.3)

Fix now $i$ and $\emptyset$ and consider the group $\text{Aut}_{F^0_m}(Z(i, \emptyset))$. Every permutation in $S_{a(\emptyset)}$ gives an $F^0_m$-automorphism $Z(i, \emptyset)$ by permuting the orbits. Every automorphism in $\text{Aut}_{F^0_m}(Z(i, \emptyset))$ permutes the orbits, and we thus see that we get a split surjection $\text{Aut}_{F^0_m}(Z(i, \emptyset)) \twoheadrightarrow S_{a(\emptyset)}$. The kernel of this homomorphism is the group of all automorphisms of $Z(i, \emptyset)$ that preserves every orbit, and is thus isomorphic to $\text{Aut}_{F^0_m}(z_1^i(\emptyset))^{a(\emptyset)} \cong \text{Aut}_{F^0_m}(\emptyset)^{a(\emptyset)}$.

Thus, $\text{Aut}_{F^0_m}(z_1^i(\emptyset))^{a(\emptyset)} \cong S_{a(\emptyset)} \times \text{Aut}_{F^0_m}(\emptyset)^{a(\emptyset)}$. Using the decomposition in Equation (6.3) we get the claim of the lemma. □

Next, we write down explicitly the automorphism $\nu_a$ of $G_a$. Since the action of $z_1$ fixes the subsets $Z = (\emptyset \sqcup z_1(\emptyset) \sqcup \cdots \sqcup z_1^{k(\emptyset) - 1}(\emptyset))^{a(\emptyset)}$ it is enough to consider the action of $\nu_a$ on the automorphism group of these sets. The set $Z$ is the disjoint union of $k(\emptyset) \cdot a(\emptyset)$ sets that are all naturally identified with $\emptyset$. We will use subscript to distinguish elements in the different orbits. Thus, for $f$ in the $l$-th copy of $z_1^i(\emptyset)$ we will write $f_{il}$. With this notation, it holds that $z_1(f_{il}) = f_{i+1,i}$ for $i < k(\emptyset) - 1$ and $z_1(f_{k(\emptyset)-1,i}) = \Phi(\emptyset)(f)_{0,i}$. Let now $\beta : Z \rightarrow Z$ be given by $(\sigma_1, \lambda_1, \ldots, \lambda_{a(\emptyset)})^{k(\emptyset) - 1}$ where $\sigma_i \in S_{a(\emptyset)}$ and $\lambda_{ij} \in \text{Aut}_{F^0_m}(\emptyset)$. We calculate $\nu_a(\beta) = z_1^i z_1^{-1}$:

$$z_1^i \Phi^{-1}(f_{il}) = z_1^i \beta(f_{i-1,i}) = z_1^i \lambda_{i-1,i}(f)_{i-1,i}^{i-1} \sigma_{i-1}(i) \lambda_{i-1,i}(f)_{i,i}^{i-1}(i) \sigma_{i-1}(i) \quad \text{where } i > 0,$$

$$z_1^i \Phi^{-1}(f_{0i}) = z_1^i \beta(\Phi(\emptyset)^{-1}(f))_{k(\emptyset)-1,i} = z_1^i \lambda_{k(\emptyset)-1,i}(\Phi(\emptyset)^{-1}(f))_{k(\emptyset)-1,i} \sigma_{k(\emptyset)-1,i}$$

The map $\lambda \mapsto \Phi(\emptyset) \lambda \Phi(\emptyset)^{-1}$ is exactly $\rho(\emptyset)$ defined in Equation (5.4). Write $g_i = (\sigma_i, \lambda_1, \ldots, \lambda_{a(\emptyset)}) \in S_{a(\emptyset)} \times \text{Aut}_{F^0_m}(\emptyset)^{a(\emptyset)}$. Then $\beta = (g_0, \ldots, g_{k(\emptyset) - 1})$. The above calculation gives the following lemma:
Lemma 6.2. The restriction of the automorphism $\nu_a$ to $(S_a(\Omega) \times \text{Aut}_{F^0_m}(\Omega))^{k(\Omega)}$ is given explicitly by the formula

$$\nu_a(g_0, \ldots, g_{k(\Omega)-1}) = (\xi_a(\Omega)(g_{k(\Omega)-1}), g_0, \ldots, g_{k(\Omega)-2}),$$

where $\xi_{a(\Omega)} : S_{a(\Omega)} \times \text{Aut}_{F^0_m}(\Omega)^{a(\Omega)} \to S_{a(\Omega)} \times \text{Aut}_{F^0_m}(\Omega)^{a(\Omega)}$ is the automorphism given by

$$(\sigma, \lambda_1, \ldots, \lambda_{a(\Omega)}) \mapsto (\sigma, \rho(\Omega)(\lambda_1), \ldots, \rho(\Omega)(\lambda_{a(\Omega)})).$$

The action of $\nu_a$ on $G_a$ respects the direct product decomposition in Equation 6.1. We thus get

$$(KG_a)_{G_a} \cong \bigotimes_{\emptyset \in \text{OSFT}} ((KS_a(\Omega) \times \text{Aut}_{F^0_m}(\Omega)^{a(\Omega)} k(\Omega))_{(S_a(\Omega) \times \text{Aut}_{F^0_m}(\Omega)^{a(\Omega)} k(\Omega)).}$$

Proposition 5.11 now gives

$$K[X]_{G_0} \cong \bigoplus_{\emptyset \in \text{OSFT}} (KG_a)_{G_a} \cong$$

$$\bigoplus_{\emptyset \in \text{OSFT}} \bigotimes_{\emptyset \in \text{OSFT}} ((KS_n \times \text{Aut}_{F^0_m}(\Omega)^{n} k(\Omega))_{(S_n \times \text{Aut}_{F^0_m}(\Omega)^{n} k(\Omega)},$$

where we have used the fact that any $a \in \text{OSFT}$ is determined by its values on the different elements of OSFT. For $\emptyset \in \text{OSFT}$ write

$$K[X]_{\emptyset_0,0} = \bigoplus_{n \geq 0} ((KS_n \times \text{Aut}_{F^0_m}(\Omega)^{n} k(\Omega))_{(S_n \times \text{Aut}_{F^0_m}(\Omega)^{n} k(\Omega)},$$

This is a Hopf subalgebra of $K[X]_{G_0}$.

We summarize this discussion with the following result:

Proposition 6.3. We have an isomorphism of Hopf algebras

$$K[X]_{G_0} \cong \bigotimes_{\emptyset \in \text{OSFT}} K[X]_{\emptyset_0,0}.$$

We would like to get rid of the exponent $k(\Omega)$ in the description of $K[X]_{\emptyset_0,0}$. For this, we prove a more general result. Let $G$ be a finite group with an automorphism $\xi : G \to G$. Let $k > 0$ be an integer, and let $\nu : G^k \to G^k$ be the automorphism $(g_0, \ldots, g_{k-1}) \mapsto (\xi(g_{k-1}), g_0, \ldots, g_{k-2})$. We claim the following:

Lemma 6.4. With the above notations the multiplication map $G^k \to G$ $(g_0, \ldots, g_{k-1}) \mapsto g_{k-1} \cdots g_0$ induces an isomorphism $(KG^k)_{G^k} \to (KG)_G$, where $G^k$ acts on $KG^k$ by $a \cdot b = ab \xi(a)^{-1}$ and $G$ acts on $KG$ by $a \cdot b = ab \xi(a)^{-1}$.

Proof. Write $G^{k-1} \subseteq G^k$ for the subgroup $\{(1, g_1, \ldots, g_{k-1})\}$. It holds that $(KG^k)_{G^{k-1}} \cong KG \otimes_G KG \otimes_G \cdots \otimes_G KG \cong KG$. It is then immediate to check that the first copy of $G$ in $G^k$ acts on the resulting $KG$ by the automorphism $\xi$. $\square$
Using the above lemma we can write

\[ K[X]_{\Gamma_0,0} \cong \bigoplus_{n \geq 0} (K S_n \ltimes \text{Aut}_{F_m^0}(\mathcal{O})^n) S_n \ltimes \text{Aut}_{F_m^0}(\mathcal{O})^n, \]

where the action of \( S_n \ltimes \text{Aut}_{F_m^0}(\mathcal{O})^n \) is the twisted \( \xi_n \)-action. By following the isomorphisms we see that multiplication in \( K[X]_{\Gamma_0,0} \) is induced by the inclusion of groups

\[ (S_n \ltimes \text{Aut}_{F_m^0}(\mathcal{O})^n) \times (S_m \ltimes \text{Aut}_{F_m^0}(\mathcal{O})^m) \rightarrow S_{n+m} \ltimes \text{Aut}_{F_m^0}(\mathcal{O})^{n+m}, \]

and that the squared norm of \( \mathcal{F} \in (K S_n \ltimes \text{Aut}_{F_m^0}(\mathcal{O})^n) S_n \ltimes \text{Aut}_{F_m^0}(\mathcal{O})^n \) is equal to the order of the fixed point subgroup \( |S_n \ltimes (\text{Aut}_{F_m^0}(\mathcal{O})^n)|_g \), where \( c_g \) denotes conjugation by \( g \).

7. The algebra \( K[X]_{\Gamma_0,0} \)

As before, let \( \Gamma_0 \) be an irreducible graph, and let \( \mathcal{O} \in OSFT(\Gamma_0) \). Write \( B = \text{Aut}_{F_m^0}(\mathcal{O}) \) and \( \rho = \rho(\mathcal{O}) : B \rightarrow B \). The automorphism \( \rho \) induces the automorphism \( \xi = \xi_n : S_n \ltimes B^n \rightarrow S_n \ltimes B^n \). Let \( \text{Irr}(B) = \{[W_1], \ldots, [W_b]\} \). In Section 7.4 we have seen that irreducible representations of the wreath product \( S_n \ltimes B^n \) are in one to one correspondence with tuples \((a_i, \lambda_i)\) where \( \sum_i a_i = n \) and \( \lambda_i \vdash a_i \), and we denoted the corresponding representation by \( W_{(a_i, \lambda_i)} \). Assume without loss of generality that \([W_1], \ldots, [W_a]\) are representatives of the distinct \( \rho \)-orbits in \( \text{Irr}(B) \). Thus \( \text{Irr}(B) = \{[(\rho^j)\ast (W_i)]_{j=0}^{a} \}_{i=1}^{b} \). Fix isomorphisms \( T_{W_i} : (\rho^j)\ast (W_i) \rightarrow W_i \). Write

\[ W_{i,\lambda,c} = \text{Ind}_{S_{d_i} \ltimes B_{d_i}^n}^{S_n \ltimes B^n} (S_{d_i}^{\mathcal{O}} \otimes W_i^{\mathcal{O}} \otimes \cdots \otimes (\rho^{j-1})\ast (W_i)^{\mathcal{O}}) \in \text{Rep}(S_{d_i} \ltimes B_{d_i}^n), \]

where \( i \in \{1, \ldots, a\}, c \in \mathbb{N} \) and \( \lambda \vdash c \). Then the discussion in Section 7.5 implies that every irreducible \( \xi \)-invariant representation of \( S_n \ltimes B^n \) is of the form

\[ \text{Ind}_{\prod S_{d_i} \ltimes B^n}^{S_n \ltimes B^n} \bigotimes_i W_{i,\lambda_i,c_i} \]

for some integers \( c_i \) and partitions \( \lambda_i \vdash c_i \) such that \( \sum c_i d_i = n \). Moreover, the automorphism \( \xi \) stabilizes the subgroups \( S_{d_i} \ltimes B_{d_i}^n \) and it holds that we have an isomorphism \( T_{i,\lambda_i,c_i} : \xi^\ast (W_{i,\lambda_i,c}) \rightarrow W_{i,\lambda_i,c} \) given by

\[ 1 \otimes (s_0 \otimes \cdots \otimes s_{l_i-1} \otimes w_{01} \otimes \cdots \otimes w_{0c} \otimes w_{11} \otimes \cdots \otimes w_{1c} \otimes \cdots w_{l_i-1,1} \otimes \cdots w_{l_i-1,c}) \mapsto \tau \otimes (s_{l_i-1} \otimes s_0 \otimes \cdots \otimes s_{l_i-2} \otimes T_{W_i}(w_{l_i-1,1}) \otimes \cdots \otimes T_{W_i}(w_{l_i-1,c}) \otimes w_{01} \otimes \cdots \otimes w_{0c} \otimes \cdots w_{l_i-2,1} \otimes \cdots w_{l_i-2,c}), \]

where \( \tau \in S_{d_i} \) is given by \( \tau(j) = j - c \mod d_i \), \( s_j \in S_{\lambda_i} \), and \( w_{jk} \in (\rho^j)\ast (W_i) \). In order to ease notations, we will write

\[ T_{i,\lambda_i,c}(1 \otimes (s_0 \otimes \cdots \otimes s_{l_i-1} \otimes w)) = \tau \otimes (s_{l_i-1} \otimes s_0 \otimes \cdots \otimes s_{l_i-2} \otimes \widetilde{T}_{i,\lambda_i,c}(w)). \tag{7.1} \]

For every \( i = 1, \ldots, a \) we write now \( K[X]_{\Gamma_0,0,i} \) for the subspace spanned by all elements of the form \( T_{i,\lambda_i,c} \), where \( c \in \mathbb{N} \) and \( \lambda \vdash c \).

**Lemma 7.1.** The subspaces \( K[X]_{\Gamma_0,0,i} \) are sub Hopf-algebras of \( K[X]_{\Gamma_0,0} \), and we have

\[ K[X]_{\Gamma_0,0} \cong \bigotimes_i K[X]_{\Gamma_0,0,i}, \]
where the tensor product is taken over all the $\rho$-orbits in $\text{Irr}(\text{Aut}_{\mathcal{F}_n}(\mathfrak{O}))$. Moreover, $K[X]_{\Gamma_0,0,i}$ has an orthonormal basis given by the elements

$$T_{i,\lambda,c} = \frac{1}{\dim(W_{i,\lambda,c})} T_{i,\lambda,c}.$$ 

**Proof.** The fact that $K[X]_{\Gamma_0,0,i}$ is a subalgebra of $K[X]_{\Gamma_0,0}$ follows from the discussion in the end of Section 6. Since comultiplication is dual to multiplication, it is easy to see that this is also a Hopf-subalgebra. The fact that the elements $\overline{T}_{i,\lambda,c}$ form an orthonormal set follows from the the results of Section 1. □

**Definition 7.2.** Let $\mathcal{H}_{\Gamma_0,0,i} = \bigoplus_{\lambda,c} \mathbb{Z} \overline{T}_{i,\lambda,c}$ be the $\mathbb{Z}$-lattice in $K[X]_{\Gamma_0,0,i}$ spanned by the above basis. Let $\mathcal{H}_0 = \bigotimes_{0,i} \mathcal{H}_{\Gamma_0,0,i}$.

The following is the main theorem of this paper, which partially answers Question 1 in [M21]:

**Theorem 7.3.** The $\mathbb{Z}$-lattice $\mathcal{H}_0$ with the basis given by all products of the basis elements of the subalgebras $\mathcal{H}_{\Gamma_0,0,i}$ and with the restrictions of the structure of $K[X]$ is a PSH-algebra.

**Proof.** Since $K[X]$ is a self-adjoint Hopf algebra, and since $\mathcal{H}_0$ has an orthonormal basis, the only thing that we need to prove is that all the structure constants are non-negative integers. The proof of the theorem will thus be completed once we prove the next result. □

**Lemma 7.4.** Let $\lambda \vdash c, \mu \vdash d, \nu \vdash c+d$. Then $\langle \overline{T}_{i,\lambda,c}, \overline{T}_{i,\mu,d}, \overline{T}_{i,\nu,c+d} \rangle = c'_{\lambda,\mu}$, the Littlewood-Richardson coefficient.

**Proof.** Write $\text{Res}^{S^{c+d}}_{S_{c} \times S_{d}}(S_{\nu}) = (U_{\lambda,\mu}^{\nu} \otimes S_{\lambda} \boxtimes S_{\mu}) \oplus \overline{S}_{\nu}$, where $\dim(U_{\lambda,\mu}^{\nu}) = c'_{\lambda,\mu}$. We thus have

$$\text{Hom}_{S_{c} \times S_{d}}(\text{Res}^{S^{c+d}}_{S_{c} \times S_{d}}(S_{\nu}) \otimes S_{\lambda} \boxtimes S_{\mu}) = 0.$$ 

We can then similarly write

$$\text{Res}^{S_{c}^{i} \times S_{d}^{i}}_{S_{c}^{i} \times S_{d}^{i}}(S_{\nu}^{\otimes i}) = (U_{\lambda,\mu}^{\nu})^{\otimes i} \otimes (S_{\lambda} \boxtimes S_{\mu})^{\otimes i} \oplus \overline{S}_{\nu}^{\otimes i}. $$

Write $W = W^{(c+d)} \otimes \cdots \otimes (d_{i}-1)^{(c+d)}(W_{i})^{(c+d)}, N = B^{(c+d)i}, Q = S_{c+d}^{i},$ and $Q_1 = S_{d_{i}} \times S_{d_{i}}$. The conditions of Lemma 2.2 are fulfilled, where $Q_2 = S^{(c+d)}_{c+d}, Q_3 = Q_{1} \cap Q_{2} = (S_{c} \times S_{d})^{i}, V = S^{\otimes i}, U = (S_{\lambda} \boxtimes S_{\mu})^{\otimes i}, \tilde{V} = W_{i,\nu,c+d}$ and $\overline{U} = W_{i,\lambda,c} \boxtimes W_{i,\mu,d}$. The $W_{i,\lambda,c} \boxtimes W_{i,\mu,d}$-isotypic component in $\text{Res}_{Q_{1}\times N}^{Q_{1}\times N}(S_{\lambda} \boxtimes S_{\mu})^{\otimes i}$ is then equal to

$$\text{Ind}_{Q_{1}\times N}^{Q_{1}\times N}(U_{\lambda,\mu}^{\nu})^{\otimes i} \otimes (S_{\lambda} \boxtimes S_{\mu})^{\otimes i} \otimes W) \cong (U_{\lambda,\mu}^{\nu})^{\otimes i} \otimes \text{Ind}_{Q_{1}\times N}^{Q_{1}\times N}(S_{\lambda} \boxtimes S_{\mu})^{\otimes i} \otimes W).$$

The linear automorphism $T_{i,\nu,c+d} : \xi^*(W_{i,\nu,c+d}) \rightarrow W_{i,\nu,c+d}$ stabilizes this subspace, and is given explicitly by

$$u_{i} \otimes \cdots \otimes u_{i} \otimes 1 \otimes s_{11} \otimes s_{12} \otimes \cdots \otimes s_{l_{i},1} \otimes s_{l_{i},2} \otimes w \mapsto u_{i} \otimes \cdots \otimes u_{i-1} \otimes \tau \otimes s_{l_{i},1} \otimes s_{l_{i},2} \otimes \cdots \otimes s_{l_{i}-1,1} \otimes s_{l_{i}-1,2} \otimes \overline{T}_{i,\nu,c+d}(w),$$

where $\tau$ is the diagonal automorphism.
where $\widetilde{T}_{i,\lambda,c+d}$ is given in Formula 2.1 above. The map $T_{i,\lambda,c} \otimes T_{i,\mu,d}$ can also be written explicitly and is given by

$$u_1 \otimes \cdots \otimes u_i \otimes 1 \otimes s_{11} \otimes s_{12} \otimes \cdots \otimes s_{1,1} \otimes s_{1,2} \otimes w \mapsto$$

$$u_1 \otimes \cdots \otimes u_i \otimes \tau \otimes s_{l,1} \otimes s_{l,2} \otimes \cdots \otimes s_{l-1,2} \otimes (T_{i,\lambda,c} \otimes T_{i,\mu,d})(w).$$

We have an equality $\widetilde{T}_{i,\lambda,c} \otimes \widetilde{T}_{i,\mu,d} = \widetilde{T}_{i,\mu,c+d}$, and we can verify that the permutation $\tau$ that appear in both formulas is the same. The composition $(T_{i,\lambda,c} \otimes T_{i,\mu,d})T_{i,\nu,c+d}^c$ is therefore

$$u_1 \otimes \cdots \otimes u_i \otimes 1 \otimes s_{11} \otimes s_{12} \otimes \cdots \otimes s_{l,1} \otimes s_{l,2} \otimes w \mapsto$$

$$u_2 \otimes \cdots \otimes u_i \otimes u_1 \otimes 1 \otimes s_{11} \otimes s_{12} \otimes \cdots \otimes s_{l,1} \otimes s_{l,2} \otimes w.$$

In other words, we can write this map as $L \otimes \text{Id}$ where $L : (U_{\lambda,\mu}^\nu)^{\otimes l_1} \rightarrow (U_{\lambda,\mu}^\nu)^{\otimes l_1}$ is given by cyclically permuting the tensors, and Id is the identity on $W_{i,\lambda,c} \otimes W_{i,\mu,d}$. By Lemma 2.3, the trace of this map is $\dim(W_{i,\lambda,c}) \cdot \dim(W_{i,\mu,d}) \cdot \dim(U_{\lambda,\mu}^\nu) = \dim(W_{i,\lambda,c}) \cdot \dim(W_{i,\mu,d}) \cdot c_{i,\lambda,\mu}^\nu$. Since $\widetilde{T}_{i,\lambda,c} = \frac{1}{\dim(W_{i,\lambda,c})} T_{i,\lambda,c}$, and similarly for $\mu$ and $\nu$ Lemma 1.9 gives $(\widetilde{T}_{i,\lambda,c} : \widetilde{T}_{i,\mu,d} : \widetilde{T}_{i,\nu,c+d}^c) = c_{i,\lambda,\mu}^\nu$ as desired.

The last propositions shows that in fact we also have a parametrisation of the cuspidal elements in $\mathcal{H}_{\Gamma_0}$. Indeed, $\mathcal{H}_{\Gamma_0}$ splits as the tensor product of the algebras $\mathcal{H}_{\Gamma_0,0,0}$, and we have just seen that each one of these algebras is a basic PSH-algebra.

**Theorem 7.5.** The cuspidal elements in the lattice $\overline{\mathcal{H}_{\Gamma_0}}$ are parametrised by pairs $(\mathcal{O}, [W])$, where $\mathcal{O}$ is a strongly finite transitive $F_m^0$-set, and $[W] \in \text{Irr}(\text{Aut}(F_m^0))/\langle \rho \rangle$. The cuspidal elements that corresponds to $(\mathcal{O}, [W])$ has degree $|\mathcal{O}|k(\mathcal{O})l([W])$, where $l([W])$ is the cardinality of the $\rho$-orbit of $[W]$.

8. Examples

Let $m > 1$. Assume that our type $((p_1, q_1))$ contains structure tensors $x_1$ and $x_2$ with $(p_1, q_1) = (1, 2)$ and $(p_2, q_2) = (2, 1)$. The graph that represents the invariant

$$\text{Tr}(x_1 \otimes x_1 \otimes 1 \otimes 1 \otimes 1 \otimes \cdots \otimes 1 \otimes 1 \otimes \cdots) \frac{1}{\Delta \otimes 1 \otimes \cdots}$$

has an associated irreducible graph $\Gamma_0$ with $\pi_1(\Gamma_0) \cong F_m^0$. An alternative graph with fundamental group $F_m$ is given by simply taking a single tensor $x_3$ of type $(m, m)$ and taking its trace.

8.1. The case $m = 2$. For convenience, we will assume we have a structure tensor $x_1$ of type $(2, 2)$. We consider the graph

\[ \Gamma_0 := \begin{array}{c}
(1,1) \\
\bullet \\
(2,2)
\end{array} \]
that corresponds to the invariant $\text{Tr}(x_1)$, where we consider $x_1$ as a map from $W \otimes W \to W \otimes W$. The graph $\Gamma_0$ is then a cuspidal element of degree 1 in the algebra $K[X]_{\Gamma_0}$.

We describe now the cuspidal elements of degree 2 in $K[X]_{\Gamma_0}$. Write $\pi_1(\Gamma_0, v) = \langle z_1, z_2 \rangle$, where $z_i$ is given by the edge with coloring $(i, i)$ for $i = 1, 2$. The subgroup $F_2$ is then freely generated by the elements $\{z_1^n z_2^{-a}\}_{a \in \mathbb{Z}}$. Define $\pi_1(\Gamma_0, v) = \langle z_1, z_2 \rangle$.

8.2. The case $m = 1$. Consider the algebraic structure that contains $k$ endomorphisms $T_i : W \to W$, $i = 0, \ldots, k - 1$. Such an algebraic structure can also be thought of as representations of the free algebra on $k$ generators. In this case, the connected diagrams just correspond to invariants of the form $\text{Tr}(T_i T_j)$.

Denote the adequate graph that corresponds to such an invariant by $\Gamma_{i_1, \ldots, i_n}$. We have $\Gamma_{i_1, \ldots, i_n} = \Gamma_{i_{n+1}, \ldots, i_1}$. Moreover, we have a covering $\Gamma_{i_1, \ldots, i_n} \to \Gamma_{j_1, \ldots, j_n}$ if and only if there is an $r > 0$ such that $(i_1, \ldots, i_n) = (j_1, \ldots, j_r)^r$ up to a cyclic permutation. The figure below shows an example of a covering of such graphs, that correspond to the invariants $\text{Tr}(T_1 T_2 T_1 T_2)$ and $\text{Tr}(T_1 T_2)$:

Write $c_n : \{0, 1, \ldots, k - 1\}^n \to \{0, 1, \ldots, k - 1\}^n$ for the cyclic permutation. The vector space $K[X]^n$ has a basis that is given by the orbit space $\{0, \ldots, k - 1\}^n / \langle c_n \rangle$. A $c_n$-orbit in $\{0, 1, \ldots, k - 1\}^n$ gives a cuspidal element in $K[X]^n$ if and only if it contains exactly $n$ elements.
We thus see that in this case all the connected graphs are cycles. This implies that for every irreducible graph the parameter $m$ is equal to 1. Since in this case $F_m^n$ is the trivial group, the set of cuspidal elements in $K[X]$ is in one to one correspondence with the irreducible graphs.

A particular instance of this is the case where $k = q = p^l$, a prime power. In this case the algebra $K[X]$ has a surprising connection with the PSH-algebra $Z(F_q) := \bigoplus_{n \geq 0} R(GL_n(F_q))$, in which the multiplication and comultiplication are given by parabolic induction and restriction. It is known (see [Ze81, Page 131]) that the number of cuspidal elements of degree $n$ in this algebra is equal to the number of irreducible monic polynomials of degree $n$ in $F_q[x]$. By taking minimal polynomials, this is also the number of $Gal(F_q^n/F_q)$-orbits in the set $\{ a \in F_q^n | F_q[a] = F_q^n \}$ of primitive elements in the extension $F_q^n$. Recall that a normal basis for a Galois extension $F_2/F_1$ is a basis of the form $\{ g(a) | g \in Gal(F_2/F_1) \}$. By the normal basis theorem (see [Ja95, Section 4.14]), a normal basis always exists. By considering the finite extension $F_q^n/F_q$ we have the following lemma:

Lemma 8.1. There is an element $a \in F_q^n$ such that $\{ a, a^q, a^{q^2}, \ldots, a^{q^{n-1}} \}$ is a basis for $F_q^n$ over $F_q$.

Uri Onn observed the following interesting property of the algebra $K[X]$ in this case:

Proposition 8.2. In the case where $k = q = p^l$ we have $K[X] \cong Z(F_q) \otimes Zel$.

Proof. It will be enough to show that the two PSH-algebras have the same number of cuspidal elements in every degree. In degree 1 the algebra $Z(F_q) \otimes Zel$ has $q - 1 + 1 = q$ cuspidal elements. The same holds for the algebra $K[X]$, where the cuspidal elements are $Tr(T_0), \ldots, Tr(T_{q-1})$.

In degree $n > 1$, the number of cuspidal elements in the algebra $K[X]$ is equal to the number of the equivalence classes of sequences $(i_1, \ldots, i_n)$ in $\{0, \ldots, q - 1\}^n$ that cannot be written as a proper power of any smaller sequence. This is equivalent to saying that the orbit of $(i_1, \ldots, i_n)$ under the cyclic permutation contains $n$ elements.

Let $\psi : \{0, 1, \ldots, q - 1\} \to F_q$ be a bijection, and let $a \in F_q^n$ be an element that satisfies the condition of Lemma 8.1. Define $\psi(i_1, \ldots, i_n) = \sum_j \psi(i_j)a^{q^j-1}$. This gives us a bijection between $\{0, 1, \ldots, q - 1\}^n$ and $F_q^n$. We claim that $Tr(T_{i_1} \cdots T_{i_n})$ is a cuspidal element if and only if $\psi(i_1, \ldots, i_n) \in F_q^n$ is a primitive element. Indeed, by considering the action of the generator of $Gal(F_q^n/F_q)$ we see that

$$\psi(i_1, \ldots, i_n)^a = \sum_j \psi(i_j)^a a^{q^j} = \sum_j \psi(i_{j-1})a^{q^{j-1}} = \psi(i_n, i_1, \ldots, i_{n-1}).$$

The $Gal(F_q^n/F_q)$-orbit of $\psi(i_1, \ldots, i_n)$ then contains $n$ elements if and only if the $c_n$-orbit of $(i_1, \ldots, i_n)$ contains $n$ elements. This shows that there is a bijection between the cuspidal elements in $K[X]_{G_n}$ and the cuspidal elements in $R(GL_n(F_q))$. Since $Zel$ has no cuspidal elements in degree $n > 1$, we get the result. \[\square\]

For every $d \geq 0$ the algebra $K[X]$ contains an ideal $I_d$ such that $K[X]/I_d \cong K[x_{ij}^{(l)}]_{GL_d}$, the algebra of invariants of a $k$-tuple of matrices of degree $d$, where the action of $GL_d$ is
given by simultaneous conjugation. These algebras were studied extensively, see [Pt76, Te86, Nak02, ADS06, BD08, Ho12, Ra74].

The proposition above provides an isomorphism $\Phi : K[X] \to Z(\mathbb{F}_q) \otimes \text{Zel}$. The main difficulty in studying the algebras $K[x_{ij}^{(0)}]^{G_0}$ is in studying the relations arising from the ideal $I_d$. This raises the following natural question:

**Question 8.3.** Do the ideals $\Phi(I_d)$ have a representation theoretical interpretation?

### 9. Finitely generated groups

Let $G$ be a finitely generated group. Assume that $G$ admits a surjective group homomorphism $q : G \to \mathbb{Z}$. We can find a generating set $\{g_1, \ldots, g_m\}$ for $G$ such that $q(g_i) = 1$ for $i = 1, \ldots, m$. This generating set induces a surjective homomorphism $p : F_m \to G$ given by $p(z_i) = g_i$. The homomorphism $v$ then splits as $v = qp$.

Write $G^0 = \text{Ker}(q)$, and write $x \in G$ for a preimage of $1 \in \mathbb{Z}$. We thus have $G = \langle x \rangle \rtimes G^0$, and $\text{Ker}(p) \subseteq F^0_m$. Let $\Gamma_0$ be a graph with $\pi_1(\Gamma_0, v) = F_m$. Then $K[X]_{\Gamma_0}$ has a graded subspace $K[X]_G$ such that $(K[X]_G)_n$ is spanned by all $\{\sigma_1, \ldots, \sigma_m\}$ such that $\phi(\sigma_i) : F_m \to S_n$ splits over $p$. It is easy to see that $K[X]_G$ is a graded Hopf subalgebra of $K[X]_{\Gamma_0}$. The following result is immediate using the correspondence between covering spaces and $G$-sets:

**Proposition 9.1.** Assume that $G = \pi_1(T, t)$ for some topological space $T$ that admits a universal covering space. The algebra $K[X]_G$ is isomorphic to the polynomial algebra on the isomorphism classes of the finite covering spaces of $T$. If $z : T \to T$ is an n-fold covering space, then $[\bar{T}]$ has degree $n$ in $K[X]_G$, and $|\bar{T}| = |\text{Aut}_T(\bar{T})|$, the cardinality of the automorphism group of $\bar{T}$ as a covering space.

The following definition is a direct generalization of the definitions given in Section 4 in case $G = F_m$.

**Definition 9.2.** Let $G, G^0$, and $x$ be as above. A strongly finite transitive $G^0$-set for a $G^0$-set $\mathcal{O}$ such that $x^k(\mathcal{O}) \cong \mathcal{O}$ for some $k > 0$. We write $k(\mathcal{O})$ for the minimal $k$ that satisfies this condition.

Choose an isomorphism $\Phi : x^k(\mathcal{O}) \to \mathcal{O}$. Conjugation by $\Phi$ induces an automorphism $\rho(\mathcal{O}) : \text{Aut}_{G^0}(\mathcal{O}) \to \text{Aut}_{G^0}(\mathcal{O})$.

**Definition 9.3.** Write $FT(G, G^0)$ for the set of all tuples of the form $\langle \mathcal{O}, W \rangle$ such that $\mathcal{O}$ is a strongly finite transitive $G^0$-set, $W$ is an irreducible $\text{Aut}_{G^0}(\mathcal{O})$-representation, and $[W_1] = [W_2]$ if and only if $W_1 \cong (\rho(\mathcal{O}))^i(W_2)$ for some $i$. We define the degree of $\langle \mathcal{O}, W \rangle$ to be $|\{k(\mathcal{O})\}l(W)|$, where $l(W)$ is the minimal number $l$ for which $(\rho^l)^i(W) \cong W$. We write $FT(G, G^0)_d$ for the subset of elements of $FT(G, G^0)$ of degree $d$.

**Proposition 9.4.** The intersection $\mathcal{H}_G := \mathcal{H}_{\Gamma_0} \cap K[X]_G$ is a PSH-algebra. The cuspidal elements of degree $n$ in this PSH algebras are in one to one correspondence with elements of degree $n$ in $FT(G, G^0)$. As a result, the number of conjugacy classes of index $n$ subgroups in $G$ is equal to $\sum_{d|n} |FT(G, G^0)_d|$. 
Proof. The fact that the intersection is a PSH-algebra follows from the fact that $K[X]_G = \bigotimes_{O, i} K[X]_{G, O, i}$, where we take the tensor product over all orbits $O$ on which $\text{Ker}(p)$ acts trivially. For the second statement, we compare the number of generators of the polynomial ring $K[X]_G$ and $\mathcal{H}_G$. On the one hand, $K[X]_G$ is generated by finite transitive $G$-sets. On the other hand, the cuspidal elements in $\mathcal{H}_G$ are in one to one correspondence with the set $FT(G, G^0)$. By Lemma 2.3 we get the result.

We give now a few concrete examples of this formula.

**Proposition 9.5.** Let $G = G^0 \times \langle x \rangle$. Then the number of conjugacy classes of index $n$ subgroups in $G$ is equal to the number of irreducible representations of groups of the form $\text{Aut}_{G^0}(O)$, where $O$ is a finite transitive $G^0$-set, and $|O|$ divides $n$.

**Proof.** This follows directly from the above proposition, using the fact that the action of $x$ by conjugation is trivial and therefore $k(O) = l(W) = 1$ for every finite transitive $G^0$-set $O$ and every irreducible $\text{Aut}_{G^0}(O)$-representation $W$.

In case the group $G^0$ is abelian we get the following recursive formula:

**Corollary 9.6.** Assume that $G = G^0 \times \langle x \rangle$ is abelian. Write $a_n$ for the number of index $n$ subgroups of $G^0$. Then the number of index $n$ subgroups of $G$ is equal to $\sum d|n da_d$.

**Proof.** We use the above proposition. If $|O| = d$ and $H \subseteq G^0$ is the stabilizer of an element in $O$, then $\text{Aut}_{G^0}(O) \cong N_{G^0}(H)/H = G^0/H$ is an abelian group of order $d$, and therefore has exactly $d$ irreducible representations.

This enables us to write down a formula for the number of index $n$ subgroups in any finitely generated abelian group. Let $G$ be such a group. We can write $G = D \rtimes \mathbb{Z}^n$ for some $n$, where $D$ is a finite group. For $d \in \mathbb{N}$, write $a_d$ for the number of index $d$ subgroups in $D$. We claim the following:

**Proposition 9.7.** The number of index $m$ subgroups of $G$ is equal to

$$\sum_{d_1|d_2|\cdots|d_n|m} a_{d_1} a_{d_2} \cdots a_{d_n}.$$ 

**Proof.** Write $a(m, n)$ for the above number. We proceed by induction on $n$. For $n = 1$ the result follows directly from the above corollary with $D = G^0$. For $n > 1$ the above corollary gives

$$a(m, n) = \sum_{d|m} a(d, n-1)d,$$

and a direct verification shows that the above formula satisfies this recursive relation.

We next apply the formula to some Baumslag-Solitar groups. We begin with the fundamental group of the Klein bottle, $G = \langle a, b | aba^{-1} = b^{-1} \rangle$. We define

$$a_d := \begin{cases} 1 & \text{if } d \text{ is odd} \\ \frac{d+6}{4} & \text{if } d = 2 \text{ mod } 4 \\ \frac{d+4}{4} & \text{if } d = 0 \text{ mod } 4 \end{cases}$$

We claim the following:
Proposition 9.8. The number of conjugacy classes of index n subgroups in G is \( \sum_{d|n} a_d \).

\[ \text{Proof.} \] We can write \( G = G^0 \rtimes \langle a \rangle \) where \( G^0 = \langle b \rangle \). To prove the result, it will be enough to show that the algebra \( \mathcal{K}_G \) has exactly \( a_d \) cuspidal elements in degree \( d \) for every \( d \in \mathbb{N} \). For every \( d \in \mathbb{N} \) there is exactly one transitive \( G^0 \)-set of cardinality \( d \), \( O_d := \langle b \rangle / \langle b^d \rangle \). It holds that \( \text{Aut}_{G^0}(O_d) \cong \mathbb{Z}/d \). The action of \( \rho(O) \) is then just given by inversion. We have \( k(O_d) = 1 \).

If \( d \) is odd, then the action of \( \rho(O_d) \) on \( \text{Irr}(\text{Aut}_{G^0}(O_d)) \) has \( \frac{d-1}{2} \) orbits with 2 elements, and one orbit with one element (of the trivial representation of \( \mathbb{Z}/d \)). This gives \( \frac{d-1}{2} \) cuspidal elements in degree \( 2d \) and 1 cuspidal element in degree \( d \). If \( d \) is even, then the action of \( \rho(O_d) \) on \( \text{Irr}(\text{Aut}_{G^0}(O_d)) \) has \( \frac{d-2}{2} \) orbits with two elements and two orbits with one element (where a generator of \( \mathbb{Z}/d \) acts by 1 or -1). This gives \( \frac{d-2}{2} \) cuspidal elements in degree \( 2d \) and 2 cuspidal elements in degree \( d \).

So if \( d \) is odd we get just one cuspidal element in degree \( d \), if \( d \) is of the form \( 2m \) where \( m \) is odd we get \( 2 + \frac{m-1}{2} = \frac{d+1}{4} \) cuspidal elements of degree \( d \), and if \( d = 4m \) then we get \( 2 + \frac{2m-2}{2} = \frac{d+4}{4} \) cuspidal elements of degree \( d \). This gives us exactly the formula we have for \( a_d \) above. \( \square \)

Let now \( d > 1 \) be a natural number. We consider the group \( G = \langle a, b | aba^{-1} = b^d \rangle \). The group \( G \) can be written as a semidirect product \( G = G^0 \rtimes \langle a \rangle \), where \( G^0 = \langle a^i b a^{-i} \rangle_{i \in \mathbb{Z}} \). Write \( S = \{(m, i) | m, i \in \mathbb{N}, \gcd(m, d) = 1, 1 \leq i < m \} \). Define an equivalence relation \( (m_1, i_1) \sim (m_2, i_2) \) if and only if \( m_1 = m_2 \) and there is \( j \in \mathbb{Z} \) such that \( i_1 = i_2 d^j \mod m_1 \).

Define the degree of \( \overline{(m, i)} \in S/ \sim \) to be \( m \cdot \text{ord}_d(d) \), where \( \text{ord}_d(d) \) stands for the order of \( d \) in \( (\mathbb{Z}/m')^\times \), with \( m' = m/\gcd(m, i) \). We claim the following:

Proposition 9.9. The number of conjugacy classes of index n subgroups in G is equal to the number of elements \( \overline{(m, i)} \in S/ \sim \) with deg(\( \overline{(m, i)} \)) = n.

\[ \text{Proof.} \] As before, it will be enough to show correspondence between the elements of \( S/ \sim \) and the set \( FT(G, G^0) \) that preserves degrees. The group \( G^0 \) is abelian. Let \( \mathcal{O} \) be a strongly finite transitive \( G^0 \)-set, and let \( H \) be the stabilizer of an element in \( \mathcal{O} \). Let \( k = k(\mathcal{O}) > 0 \) be the minimal number for which \( a^k(\mathcal{O}) \cong \mathcal{O} \). This implies that \( a^k H a^{-k} \) is conjugate in \( G^0 \) to \( H \). Since \( G^0 \) is abelian, it holds that \( a^k H a^{-k} = H \). Since conjugation by \( a \) acts on \( G^0 \), and in particular on \( H \), by raising to the \( d \)-th power, it holds that \( H \subseteq a H a^{-1} \). It then holds that \( H \subseteq a H a^{-1} \subseteq a^2 H a^{-2} \subseteq \cdots \subseteq a^k H a^{-k} = H \), so all of these subgroups are equal. This implies, in particular, that \( H = a H a^{-1} \), and so \( k = 1 \).

The group \( \text{Aut}_{G^0}(\mathcal{O}) \) is isomorphic with \( N_{G^0}(H)/H = G^0/H \) since \( G^0 \) is abelian. Moreover, conjugation by \( a \) acts on this group by sending \( x \) to \( x^d \). This implies that when we consider the finite abelian group \( G^0/H \) as a \( \mathbb{Z} \)-module, multiplication by \( d \) becomes an invertible operation. In particular, this means that \( \gcd(G^0/H, d) = 1 \). Write \( |G^0/H| = m \).

Since \( G^0 = \bigcup_{i \geq 0} a^{-i} \langle b \rangle a^i \) is a union of a chain of cyclic groups, the same is true for the quotient \( G^0/H \). Since \( G^0/H \) is also finite, it must be cyclic. Write \( e \) for the inverse of \( d \) in \( (\mathbb{Z}/m')^\times \). We get an isomorphism \( G^0/H \cong \mathbb{Z}/m \) by sending \( a^{-i} ba^i \) to \( e^i \). In particular, we see that \( H = (G^0)^m = \{g^m | g \in G^0 \} \), and so \( H \) is the unique subgroup of \( G^0 \) of index \( m \).
We thus see that for every \( m \) such that \( \gcd(m, d) = 1 \) there is a unique strongly finite transitive \( G^0 \)-set of cardinality \( m \). The automorphism group of this orbit is \( \mathbb{Z}/m \), and the action of \( a \) by conjugation is given by multiplication by \( d \). The dual action, on \( \text{Irr}(\mathbb{Z}/m) \cong \mathbb{Z}/m \) is also multiplication by \( d \). So the elements in \( FT(G, G^0) \) correspond to pairs \( (m, i) \) such that \( \gcd(m, d) = 1 \), and such that \( 0 \leq i < m \). Two such pairs \( (m_1, i_1) \) and \( (m_2, i_2) \) are equivalent if and only if \( m_1 = m_2 \), and \( i_1 = i_2 d^j \mod m \), for some \( j \in \mathbb{Z} \).

The degree of the element \((O, [W])\) that corresponds to \((m, i)\) is then \( mk(O)l(O) \). We have already seen that \( k(O) = 1 \). The number \( l(O) \) is the cardinality of the orbit of \([W] \in \text{Irr}(\mathbb{Z}/m) \cong \mathbb{Z}/m \) under the action of multiplication by \( d \). In other words, it is the minimal number \( l \) such that

\[
d^i = i \mod m.
\]

The last equation is equivalent to

\[
d^i = 1 \mod m/gcd(m, i).
\]

In other words \( l \) is the order of \( d \) in the group \((\mathbb{Z}/(m/gcd(m, i)))^\times\) as claimed. \( \square \)

10. Hilbert series

We consider now the Hilbert series of the algebra \( K[X]_{\Gamma_0} \), where we assume that \( \pi_1(\Gamma_0, v) = F_m \). Recall from Section 2 that for partitions \( \mu, \lambda \vdash n \) we write

\[
g(\lambda_1, \ldots, \lambda_m, \mu) = \dim \text{Hom}_n(S_{\lambda_1} \otimes \cdots \otimes S_{\lambda_m}, S_{\mu}).
\]

Write \( T(F_m) \) for the set of isomorphism classes of transitive \( F_m \)-sets. We claim the following:

**Theorem 10.1.** The Hilbert series of \( K[X]_{\Gamma_0} \) is equal to the following series:

\[
\sum_{n \geq 0} \dim((K[X]_{\Gamma_0})_n) X^n = \sum_n \sum_{\mu, \lambda_1, \ldots, \lambda_m \vdash n} g(\lambda_1, \ldots, \lambda_m, \mu)^2 X^n = \prod_{0 \in T(F_m)} \frac{1}{1 - X^{[0]}} \prod_{(O, [W]) \in FT(F_m, F_m^0), n} \frac{1}{1 - X^{[O]k(O)l([W])}}
\]

**Proof.** For the first series, we use the fact that by Proposition 3.10 it holds that \((K[X]_{\Gamma_0})_n \cong (KS^m_n)_n \). We will show that \( \dim(KS^m_n)_n = \sum_{\lambda_1, \mu \vdash n} g(\lambda_1, \ldots, \lambda_m, \mu)^2 \). Indeed, taking the \( m \)-fold tensor product of the Wedderburn decomposition

\[
KS_n = \bigoplus_{\lambda \vdash n} \text{End}(S_{\lambda})
\]

gives

\[
KS^m_n = \bigoplus_{\lambda_1, \ldots, \lambda_m \vdash n} \text{End}(S_{\lambda_1} \otimes \cdots \otimes S_{\lambda_m}).
\]

As \( S_n \)-representations, we have

\[
S_{\lambda_1} \otimes \cdots \otimes S_{\lambda_m} = \bigoplus_{\mu \vdash n} S_{\mu}^{\lambda_1, \ldots, \lambda_m, \mu}.
\]

So

\[
(KS^m_n)_n \cong (KS^m_n)_n^{\lambda_1, \ldots, \lambda_m, \mu} = \bigoplus_{\lambda_1, \mu \vdash n} \text{End}_{S_n}(S_{\mu}^{\lambda_1, \ldots, \lambda_m, \mu}).
\]
By taking the dimensions of both spaces we get the result.

The second series follows from the fact that \( K[X]_{\Gamma_0} \) is a polynomial algebra, where a set of variables is given by all finite connected coverings of \( \Gamma_0 \), and such coverings are in one to one correspondence with finite transitive \( F_m \)-sets.

For the third series, we use the PSH-algebra structure, and the fact that a cuspidal element of degree \( k \) gives rise to infinitely many variables \( x_1, x_2, \ldots \) with degrees \( \text{deg}(x_n) = nk \). □

11. Concluding remarks

The PSH-algebra \( \mathcal{H}_{\Gamma_0} \) gives a different generating set for the algebra \( K[X]_{\Gamma_0} \). Since \( K[X] \cong \bigotimes_{\Gamma_0} K[X]_{\Gamma_0} \) this also gives us a different generating set for \( K[X] \). In the case of a single linear endomorphism \( T \) we have seen in [M21] that this generating set was very useful in describing the ideals \( I_d \). Indeed, in this case we have \( K[X] = K[X]_{\Gamma_0} \) where \( \Gamma_0 \) is the graph that corresponds to \( \text{Tr}(T) \), \( \mathcal{H}_{\Gamma_0} = \mathbb{Z}[Y_1, Y_2, \ldots] \) is a polynomial ring in infinitely many variables, and \( I_d \cap \mathcal{H}_{\Gamma_0} = \langle Y_{d+1}, Y_{d+2}, \ldots \rangle \), which gives a very neat description of \( K[X]/I_d \). In Section 8 we have constructed an isomorphism \( \Phi : K[X] \cong \mathcal{Zel} \otimes \mathbb{Z}(\mathbb{F}_q) \) for the type \( ((1,1)^9) \), where \( q \) is a prime power. It is not clear if the ideals \( \Phi(I_d) \) have an interpretation in terms of the representation theory of \( \text{GL}_n(\mathbb{F}_q) \).

Question 11.1. Do the ideals \( I_d \) admit a generating set that is easy to describe in terms of the generators of \( \mathcal{H}_{\Gamma_0} \), for different \( \Gamma_0 \)?

We can also localize the above question.

Question 11.2. For a given irreducible graph \( \Gamma_0 \), do the ideals \( I_d \cap \mathcal{H}_{\Gamma_0} \) admit a generating set that is easy to describe in terms of the generators of \( \mathcal{H}_{\Gamma_0} \)?
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