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Sparse recovery is one of the most important methods for single snapshot DOA estimation. Due to the fact that the original $l_0$-minimization problem is a NP-hard problem, we design a new alternative fraction function to solve DOA estimation problem. First, we discuss the theoretical guarantee about the new alternative model for solving DOA estimation problem. The equivalence between the alternative model and the original model is proved. Second, we present the optimal property about this new model and a fixed point algorithm with convergence conclusion are given. Finally, some simulation experiments are provided to demonstrate the effectiveness of the new algorithm compared with the classic sparse recovery method.

1. Introduction

The problem of estimating the direction of arrival (DOA) of signals impinging on an array of sensors is widely applied in radar, sonar, and wireless communication systems [1–9]. For fast-moving sources and multipath propagation problems, snapshots are limited, so high resolution adaptive DOA estimation approaches such as MVDR [10], MUSIC [11], and covariance matching methods [12, 13] fail due to inaccurate estimation of the spatial covariance matrix.

As one of the most important methods designed for single snapshot DOA estimation, sparse recovery has its own advantage for single snapshot case [14–17]. By dividing the angle range into grid points, the number of source is much less than that of grid points. By matching the grid points, these methods usually consider to solve the following $l_0$-minimization:

$$\min \|x\|_0 \quad \text{s.t.} \quad Ax = y,$$

where $\| \cdot \|_0$ stands for the number of nonzero elements. In recent years, many sparse algorithms such as OMP and $l_1$-minimization [18–22] have been applied to solve this problem. Although a lot of work has given the rationality of sparse recovery algorithms [23–25], these conditions not only require the measurement matrix to meet the RIP condition, but also the corresponding RIC constant to meet certain conditions. However, verifying RIP conditions for a given matrix is itself an NP-hard problem, and the current RIP estimation conclusion is only valid for random matrices. However, DOA measurement matrix does not have such a random structure, so it is difficult to directly verify its RIP conditions. Therefore, there is no sufficient guarantee of model theory. In order to overcome these difficulties, we use the following fraction function:

$$g_p(x) = \frac{|x|}{\sqrt{x^2 + p}}$$

(2)

to replace the original 0-norm. In Figure 1, it is easy to get that the new alternative function tends to 0-norm when $p \rightarrow 0$. Therefore, it is reasonable to believe this function is a good choice.
1.1. The Existed Main Problems of Classic Sparse DOA Estimation Methods. As the main idea of these methods, the real DOA is recovered by matching the real solution with the grid points. In order to deal with off-grid cases, we have to reduce the spacing between these points and increase the number of grid points. If we do not care about the hardware, the main problem caused by a big number of grid points is the measurement matrix \( A \) with high coherence \( \mu(A) \) which lead to invalidation of the existed sparse methods, such as \( l_1 \)-minimization and OMP.

For a given matrix \( A \), the coherence \( \mu(A) \) is defined as

\[
\mu(A) = \max_{i \neq j} \frac{\|A_i^T A_j\|_2}{\|A_i\|_2 \|A_j\|_2}.
\]

(3)

In [24], OMP can recover the real sparse solution as long as the number of sources \( k \) satisfies the following inequalities:

\[
k < \frac{1}{2} \left( 1 + \frac{1}{\mu(A)} \right).
\]

(4)

Meanwhile, it is obvious that the coherence will increase as long as the number of grid points increases. In Figure 2, the coherence of measurement matrices changes as the number of grid points increases, and it is obvious that OMP only can guarantee one source when the number of grid points is more than ten.

Besides, increasing the number of grid points also lead to the RIP condition deterioration of the measurement matrix. A matrix \( A \) is said to satisfy RIP of order \( 2k \) if and only if there exists a constant \( \delta_{2k} \in (0, 1) \) such that

\[
(1 - \delta_{2k}) \|x\|_2^2 \leq \|Ax\|_2^2 \leq (1 + \delta_{2k}) \|x\|_2^2,
\]

for any \( 2k \) sparse vector \( x \). It is obvious that \( \delta_{2k} \) increases as the number of grid points increases until RIP is no longer satisfied. For the alternative method, [25] has proved that \( k \) sources can be recovered as long as \( \delta_{2k} \leq (\sqrt{2}/2) \), and this condition is theoretical optimal.

Therefore, both greedy algorithms and \( l_1 \)-minimization are difficult to deal with situation when the number of grid points increases.

1.2. The Main Contribution of this Paper. To summarize, the main contribution of this paper can be expressed as follows:

1. In order to design a reasonable sparse recovery model for solving DOA estimation, we use the alternative function \( g_p(\cdot) \) to replace \( 0 \)-norm and give some theoretical analysis about the new alternative function.

2. With theoretical guarantee about the new alternative model, we design a fixed iterative algorithm and the convergence conclusion is also given.

This paper is organized as follows. In Section 2, we review the model processing of DOA estimation problem and give the upper number of sources that the sparse method can recover. We give a new alternative function \( g_p(\cdot) \) for \( l_0 \)-minimization and prove the equivalence between the new models and the original sparse model both in noiseless and noise cases. By analysing the optimal property about this new model in Section 3, an algorithm designed for minimizing the fraction function \( g_p(\cdot) \) and its convergence are presented. Some simulation experiments are given. Compared to some classic methods, the proposed method has a better result than others.

1.3. Symbols. Through this paper, we use \( \theta^* \in \mathbb{R}^K \),

\[
\theta^* = \{a_1, a_2, \ldots, a_K\},
\]

(6)

which stands for the real DOA solution, and use \( \Theta \in \mathbb{R}^n \),
\[ \Theta = \{ \theta_1, \theta_2, \ldots, \theta_n \}, \]

which stands for the grid point sets. For convenience, for \( x \in \mathbb{R}^n \), its support is defined by \( \text{supp}(x) = \{ i : x_i \neq 0 \} \) and the cardinality of set \( \Omega \) is denoted by \( |\Omega| \). Let \( \text{Ker}(A) = \{ x \in \mathbb{R}^n : Ax = 0 \} \) be the null space of the matrix \( A \). We define subscript notation \( x_k \) to be such a vector that is equal to \( x \) on the index set \( \Omega \) and zero everywhere else and use the subscript notation \( A_{ij} \) to denote a submatrix whose columns are those of the columns of \( A \) that are in the set index \( \Omega \). Let \( \Omega^c \) be the complement of \( \Omega \). For any positive integer \( n \), we denote \( [n] = \{ 1, 2, 3, \ldots, n \} \).

### 2. Sparse DOA Estimation Model and Some Theory Analysis

#### 2.1. Data Model

Assume that \( K \) far-field stationary and narrowband signals impinge on an \( M \)-element uniform linear array with DOAs of \( \Theta^* = \{ \theta_1, \theta_2, \ldots, \theta_K \} \). For a given \( \theta \in \mathbb{R} \), define a vector \( A(\theta) \in \mathbb{R}^M \),

\[ A(\theta)_m = \exp(-j2\pi(m-1)\left(\frac{d \cdot \sin(\theta)}{\lambda}\right)), \]

where \( m \in [M] \) and \( d \) is the distance between adjacent sensors and \( \lambda \) is the wavelength of the incident signals. Then, the array outputs of \( N \) snapshots can be expressed as

\[ y(t) = A(\Theta^*)s(t) + n(t), \quad t = 1, 2, \ldots, N, \]

where \( s(t) = [s_1(t), s_2(t), \ldots, s_K(t)]^T \) stands for far-field signals and \( n(t) \) stands for the noise vector. \( A(\Theta^*) \) is an \( M \times K \) array manifold matrix, whose elements

\[ A(\Theta^*) = \{ A(\theta_1), A(\theta_2), \ldots, A(\theta_K) \}. \]

We consider to recover \( \Theta^* \) from a grid points set \( \Omega = \{ \alpha_1, \alpha_2, \ldots, \alpha_n \} \in \mathbb{R}^n \). If \( \Theta^* \subset \Theta \), then there exist two mappings \( \pi_{\Theta^*}, \Delta^* : [K] \rightarrow [n] \) and \( \mu_{\Theta^*}, \Delta^* : \Theta^* \rightarrow \Omega \) such that

\[ u_{\theta^*, \Delta^*}(\theta) = \alpha_{n_{\Theta^*, \Delta^*}(\theta)}, \]

It is obvious that

\[ A(\Theta)x^* = y(t), \]

where

\[ x^*(t) = \begin{cases} s_{n_{\Theta^*}, \Delta^*}(t), & i \in \pi_{\Theta^*}([K]), \\ 0, & \text{else}. \end{cases} \]

Once \( n \gg M \) and \( N = 1 \), we can recover \( \Theta^* \) via the following \( l_0 \)-minimization:

\[ \min_{x \in \mathbb{R}^n} \|x\|_0 \quad \text{s.t.} \quad A(\Theta)x = y(t). \]

Then, we can recover \( \Theta^* \) by \( \text{supp}(x) = \{ i \in [n] \mid \|x_i\| > 0 \} \).

#### 2.2. Sparse DOA Estimation via Minimizing Fraction Function

As one of the most important methods designed for single snapshot DOA estimation, the following theorem shows the upper bound on the number of sources by the sparse method.

**Theorem 1.** For the measurement matrix \( A(\Omega) \in \mathbb{C}^{M \times n} \)

\[ \text{defined in (10), if } \theta^* \not\subset \Theta, \text{ } \frac{K}{(M+1)/2} \text{ and there is no noise during the measurement; then, the real solution } \Theta^* \text{ of DOA estimation can be recovered by } l_0 \text{-minimization (14), i.e.,} \]

\[ \Theta^* = \{ \alpha_i \mid i \in \text{supp}(x) \}, \] \hspace{1cm} (15)

where \( x \) is the solution of model (14).

**Proof.** Without loss of generality, we consider the following vector \( x^* \in \mathbb{R}^n \):

\[ x^*_i = \begin{cases} s_{n_{\Theta^*}, \Delta^*}(t), & i \in \pi_{\Theta^*}([K]), \\ 0, & \text{else}. \end{cases} \]

It is obvious that \( A(\Omega)x^* = y \) and \( \|x^*\|_0 \leq K \). Therefore, it is enough to prove that \( x^* \) is the sparsest solution of \( A(\Omega)x = y \).

If there exists another solution \( z^* \in \mathbb{R}^n \) such that

\[ A(\Omega)z^* = y, \]

\[ \|z^*\|_0 < \|x^*\|_0 \leq K. \]

Therefore, we can get that

\[ \|z^* - x^*\|_0 \leq \|z^*\|_0 + \|x^*\|_0 \leq 2K \leq M, \]

since \( K < M + 1/2 \).

However, for the given Vandermonde matrix \( A(\Omega) \), it is obvious that any of its submatrix of order \( M \) is a full-rank matrix; i.e., for \( VS \in [n] \), we have that

\[ |A(VS)| \boldsymbol{\mathbf{\neq}} \prod_{\alpha_i \not\in \Delta^*} \left( \exp\left(\frac{-j2\lambda_i \cdot \sin(\theta)}{\lambda}\right) - \exp\left(\frac{-j2\lambda_i \cdot \sin(\theta)}{\lambda}\right) \right) \neq 0, \]

since \( \theta_i \neq \theta_u \), which is contradict conclusion (18).

By Theorem 1, the performance of the sparse recovery method is clearly demonstrated. In practice, we usually consider the following model because of noise:

\[ \min_{x \in \mathbb{R}^n} \|x\|_0 \quad \text{s.t.} \quad A(\Theta)x = y \leq \varepsilon, \]

where \( \| \cdot \|_0 \) stand for a certain norm. Similar to discussion above, in this paper, we use the following \( l_{\theta^*}(\varepsilon) \)-minimization model instead of (20):

\[ \min_{x \in \mathbb{R}^n} \|x\|_{l_{\theta^*}} \quad \text{s.t.} \quad A(\Theta)x = y \leq \varepsilon, \]

where \( l_{\theta^*}(\varepsilon) \) stand for a certain norm.
Before, we prove the equivalence between (20) and (21), some lemmas are needed. The following lemma is easy to get by the definition of \( \| \cdot \|_{0} \), and we leave the proof to the readers.

**Lemma 1.** If \( x^{*} \) is the solution of \( l_{0}\)-minimization (22), then the column vectors belong to \( \text{supp}(x^{*}) \) are linearly independent.

**Lemma 2.** If \( x^{*} \) is the solution of \( l_{i}\_opt \) (e)-minimization (23), then the column vectors belong to \( \text{supp}(x^{*}) \) are linearly independent.

**Proof.** If the submatrix \( A_{\text{supp}(x^{*})} \) is not full rank, then there exists a vector \( h \in \text{Ker}(A) \) such that \( \text{supp}(h) \subseteq \text{supp}(x^{*}) \). For such \( x^{*} \) and \( h \), let

\[
a = \max_{h \neq 0} \left| \frac{x_{i}^{*}}{h_{i}} \right|
\]  

(22)

Therefore, it is easy to get that

\[
\text{sgn} \left( x_{i}^{*} + ah_{i} \right) = \text{sgn} \left( x_{i}^{*} - ah_{i} \right) = \text{sgn} \left( x_{i}^{*} \right),
\]

(23)

for \( a \in [0, a] \) with \( x_{i}^{*} \neq 0 \).

Since \( g_{p}(x) \) is a concave function when \( x \geq 0 \), it is easy to get that

\[
g_{p}(x_{i}^{*}) = g_{p} \left( \frac{1}{2} x_{i}^{*} + ah_{i} + \frac{1}{2} x_{i}^{*} - ah_{i} \right) \geq \frac{1}{2} g_{p}(x_{i}^{*} + ah_{i})
\]

\[
+ \frac{1}{2} g_{p}(x_{i}^{*} - ah_{i}).
\]

(24)

Therefore, we can get that

\[
g_{p}(x_{i}^{*}) \geq \frac{1}{2} g_{p}(x_{i}^{*} + ah_{i}) + \frac{1}{2} g_{p}(x_{i}^{*} - ah_{i}),
\]

(25)

and it is easy to get that

\[
\| x^{*} \|_{g_{p}} \geq \frac{1}{2} \| x^{*} + ah \|_{g_{p}} + \frac{1}{2} \| x^{*} - ah \|_{g_{p}},
\]

(26)

which contradicts the assumptions.

In order to extend the application of \( g_{p}(\cdot) \) in sparse recovery, we consider the following models, \( F_{0}(r) \)-minimization and \( F_{g_{p}}(r) \)-minimization. Furthermore, (20) and (21) can be treated as special cases of these two models:

**Theorem 2.** For any \( A, b, \) and \( r \), there exists a constant \( p^{*}(A, b, r) \) such that the solution of \( F_{g_{p}}(r) \)-minimization (28) also solves \( F_{0}(r) \)-minimization (27) whenever \( 0 < p < p^{*}(A, b, r) \).

**Proof.** It is easy to get the constraint region in model (27) and model (28) are polygons which is a convex combination of its limited extreme points.

Define a set \( V = \{ x \in \mathbb{R}^{n} \mid y_{i} \in [-1, 0, 1] \} \), and \( \| \cdot \|_{g_{p}} \) is a concave function for a given quadrant \( \{ x \mid \text{sgn}(x) = v, v \in V \} \) so the solution of the following problem must be contained in the extreme points of the convex polygon \( \{ x \in \mathbb{R}^{n} \mid \text{sgn}(x) = v, Ax \leq y, \| x \|_{0} \leq r \} \):

\[
\begin{align*}
\min_{\text{sgn}(x) = v} & \quad \| x \|_{g_{p}} \\
\text{s.t.} & \quad Ax \leq y, \\
& \quad \| x \|_{0} \leq r.
\end{align*}
\]

(29)

Since the number of quadrants in \( \mathbb{R}^{n} \) is limited, there exists a limited point set \( \tilde{V} \) such that model (28) is equal to

\[
\begin{align*}
\min_{x \in \tilde{V}} & \quad \| x \|_{g_{p}} \\
\text{s.t.} & \quad Ax \leq y, \\
& \quad \| x \|_{0} \leq r.
\end{align*}
\]

(30)

For such limited points set \( \tilde{V} \), define its subset \( V^{*} \) as

\[
V^{*} = \{ x \in \tilde{V} \mid \| x \|_{0} \leq \| y \|_{0}, \forall y \in \tilde{V} \}.
\]

(31)

Since \( \| \cdot \|_{g_{p}} \) is a continuous function and the element number of \( \tilde{V} \) is limited, we can define a constant \( p^{*}(A, y, r) \) such that

\[
\| x \|_{g_{p}} < \| y \|_{g_{p}},
\]

(32)

for any \( x \in V^{*} \), \( y \in \tilde{V} \setminus V^{*} \), and \( 0 < p < p^{*}(A, y, r) \). Finally, it is obvious that the elements of \( V^{*} \) also solve \( F_{0}(r) \)-minimization (27) since \( \| \cdot \|_{g_{p}} \) is a continuous function.

The proof is completed.

**Corollary 1.** For the noiseless cases and the measurement matrix \( A(\Omega) \in \mathbb{C}^{M \times n} \) defined in (10), if \( \Theta^{*} \subsetneq \Omega \) and \( K < ((M + 1)/2) \), then there exists a constant \( p^{*}(A, y) \) such that the real solution \( \Theta^{*} \) of DOA estimation can be recovered by both model (20) and model (21) whenever \( 0 < p < p^{*}(A, y) \).

**Proof.** By Lemma 2, it is obvious that both of model (20) and model (21) are equal to the themselves with a bounded constrained \( \| x \|_{0} \leq T(A(\Omega), y) \), where

\[
T(A(\Omega), y) = \min_{x, \| x \|_{0} \leq \| y \|_{0}} \| x \|_{0}.
\]

(33)

Since the solution \( x \) of \( Ax = y \) with \( A_{\text{supp}(x)} = \| x \|_{0} \) is limited, it is impossible to calculate \( T(A(\Omega), y) \) for given \( A(\Omega) \) and \( y \).

\[
\begin{align*}
\min_{\text{supp}(x)} & \quad \| x \|_{0} \\
\text{s.t.} & \quad Ax = y.
\end{align*}
\]

(27)

(28)
By Theorem 1, we can conclude the equivalence between model (27) and model (28), and the proof is completed. □

**Corollary 2.** Let \( f = 1 \) or \( f = \infty \), then there exists a constant \( p^*_f (A, b, \varepsilon) \) such that the solution of \( l^f (\varepsilon) \)-minimization (28) also solves \( l^f (\varepsilon) \)-minimization (27) whenever \( 0 < p < p^*_f (A, b, \varepsilon) \).

**Proof.** By the prove in Theorem 1, it is enough to prove the constraint zone in (27) and (28) are polytopes. By Lemmas 1 and 2 and (33), it is easy to find that the solutions of (27) and (28) are contained in a bounded zone.

When \( f = 1 \) or \( f = \infty \), the constraint zone \( \| Ax - y \|_f \) can be rewritten as

\[
\Delta (Ax - y) \leq \varepsilon 1,
\]

\[
-\varepsilon 1 + y \leq Ax \leq \varepsilon 1 + y,
\]

where the matrix \( \Delta \in \mathbb{R}^{2n \times n} \) with \( \Delta_{i,j} \in \{-1, 1\} \) stands for the whole permutations by \(-1, 1\).

The proof is completed. □

### 3. A Sparse Recovery Algorithm Designed for DOA Estimation

In Section 2, we show the theoretical performance of DOA sparse methods and the equivalence between the alternative function \( g_p (\cdot) \) and the original 0-norm. In this section, we will focus on the algorithm designed for DOA estimation. As the theoretical basis for new algorithm, the following theorem shows us the local property of \( l^p \)-minimization.

**Theorem 3.** If \( \Theta^* \subseteq \Omega \), \( 2K < m + 1 \), and \( 0 < p < p^* (A(\Omega), y) \), then \( x^* \) is the solution of model (14):

\[
x^*_i = \begin{cases} 
\frac{s_{N_p, \Omega}(i)}{\| s_{N_p, \Omega}(i) \|_1}, & i \in \text{supp}(x), \\
0, & \text{else,}
\end{cases}
\]

and \( x^* \) satisfies the following equalities:

\[
x^* = \Gamma(x^*) \left( A^\Gamma(x^*) A^T \right)^T y,
\]

where \( \Gamma(x) \) is a diagonal matrix with \( \Gamma(x)_{i,i} = (|x_i| + p^1/2)^{1/2}/p \).

**Proof.** Without loss of generality, we assume that \( \text{supp}(x) = [K] \) and consider the following problem:

\[
\min_{t \in \mathbb{R}^Q} \| t \|_{g_p}
\]

s.t. \( Bt = y \),

where \( B = A(\Omega)_{[K]} \). It is obvious that \( x_{[K]} \) is the solution of model (37) and there exists a constant \( \eta \) small enough such that the function \( \| \cdot \|_{g_p} \) is differentiable at the point \( x = x_{[K]} \) when \( \| t - x_{[K]} \|_2 \leq \eta \). Therefore, KKT condition can be applied in such area. Define the Lagrange function \( L(t, \lambda) \) as follows:

\[
L(t, \lambda) = \| t \|_{g_p} - \lambda^T (Bt - y).
\]

Therefore, \( x_{[K]} \) must be the solution of the following equations:

\[
\begin{aligned}
\frac{\partial L}{\partial t} & = 0, \\
Bt & = y.
\end{aligned}
\]

To solve equation (39), we can get that

\[
\lambda^* = \left( B (x^*) B^T \right)^{-1} b,
\]

\[
x_{[K]} = \Gamma(x_{[K]}) B^T \left( B(x_{[K]}) B^T \right)^{-1} y.
\]

Since \( \text{supp}(x^*) = [K] \), it is easy to get that

\[
x = \Gamma(x) A(\Omega)^T \left( A(\Omega) \Gamma(x) A(\Omega)^T \right)^{-1} y.
\]

By analysis expression (36), a fixed point iterative algorithm is presented in Algorithm 1. Next, the following theorem shows the convergence conclusion of this new algorithm.

**Theorem 4.** The sequence \( \{x^k\} \) produced by

\[
x^{k+1} = \Gamma(x^k) A^\Gamma(x^k) A^T y,
\]

satisfies the following equality:

\[
\| x^{k+1} \|_{g_p} \leq \| x^k \|_{g_p},
\]

and the limit point \( x^* \) satisfies equality (36).

**Proof.** Since \( x^{k+1} = \Gamma(x^k) A^\Gamma(x^k) A^T y \), it is obvious that

\[
\begin{aligned}
\Gamma(x^k) x^{k+1} & = A^\Gamma(x^k) A^T y, \\
A x^{k+1} & = y.
\end{aligned}
\]

Therefore, we can conclude that \( x^{k+1} \) is the solution of the following problem:

\[
\min_{x} x^T \Gamma(x^k)^T x
\]

s.t. \( A x = y \),

i.e.,

\[
\sum_{x_i \neq 0} \frac{g_p(x_i)}{x_i} (x^{k+1})^2 \leq \sum_{x_i \neq 0} g_p(x_i) |x_i|^2.
\]

By the expression of \( g_p(\cdot) \), it is easy to get that

\[
g_p(x_i^{k+1}) - g_p(x_i^k) (x_i^{k+1})^2 \leq g_p(x_i^k) - \frac{|x_i^k| g_p'(x_i^k)}{2}.
\]

By (46) and (47), we can conclude that

\[
\| x^{k+1} \|_{g_p} \leq \| x^k \|_{g_p}.
\]
Since \( \| \cdot \|_{g_p} \geq 0 \) and \( \| x \|_{g_p} = 0 \) if and only if \( x = 0 \), the sequence \( \{x^{k+1}\}_{g_p} \) is convergent and the limit point \( x^* \) is the solution of

\[
\min_{x} \ x^T \Gamma (x^*)^T x \quad \text{s.t.} \quad Ax = y. \tag{49}
\]

By the Lagrange function of (49), we can get the conclusion of this theorem.

Next, we will give some experiment results to show the effective of the proposed method. In Figure 3, we consider the case when \( \Theta^* \subseteq \Omega \). In these experiments, we take \( M = 40 \) and \( n = 180 \), and the range of angle is \([−90°, 90°]\). Under different SNR 80 dB, 20 dB, 15 dB, 10 dB, 5 dB, and 0 dB, it is...
obvious that the proposed method has a better result than other classical algorithms and it should be emphasized that the proposed method can recover 10 sources which are much closer to theoretical optimal value in Theorem 1.

For off-grid case, we give a reasonable estimation of the real solution by FFT [26] and then divide the responding zone to match the real solution by a more nuanced division. In Figure 4, the real DOA solution $\Theta^* = \{-17.7^\circ, 19.25^\circ, 51^\circ\}$, the left one shows us a rough estimation of real solution by FFT, then we divide 200 grid points around $-21.1^\circ, 16.26^\circ$ and $46.05^\circ$ with a $0.1^\circ$ interval, the right one shows the result of a more precise segmentation by the estimation.

4. Conclusion

In this paper, we consider the alternative function $g_p(x)$ to replace 0-norm. Furthermore, the equivalence relationship between these two models is presented. Although $g_p(x)$ is not a smooth function, we give an analysis expression of its local optimal solution and a fixed point algorithm. Finally, we use this new alternative function to solve DOA estimation problem. Compared to some classic algorithms, the result of our method is better than the classic algorithms. In conclusion, the authors hope that in publishing this paper, a brick will be thrown out and be replaced with a gem.
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