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Abstract

Data is used widely by service providers as input to inference systems to perform decision making for authorized tasks. The raw data however allows a service provider to infer other sensitive information it has not been authorized for. We propose a data-driven inference privacy preserving framework to sanitize data so as to prevent leakage of sensitive information that is present in the raw data, while ensuring that the sanitized data is still compatible with the service provider’s legacy inference system. We develop an inference privacy framework based on the variational method and include maximum mean discrepancy and domain adaption as techniques to regularize the domain of the sanitized data to ensure its legacy compatibility. However, the variational method leads to weak privacy in cases where the underlying data distribution is hard to approximate. It may also face difficulties when handling continuous private variables. To overcome this, we propose an alternative formulation of the privacy metric using maximal correlation and we present empirical methods to estimate it. Finally, we develop a deep learning model as an example of the proposed inference privacy framework. Numerical experiments verify the feasibility of our approach.
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I. INTRODUCTION

In recent years, artificial intelligence and machine learning have found significant commercial applications for complex tasks such as object recognition, speech recognition and language translation. Big tech companies such as Google, Microsoft and Amazon have provided easy
access to efficient and sophisticated information processing supported by large data storage, high computing power and intelligent software. While this technology benefits humanity, it also carries privacy leakage risks, which is a major concern that is gaining attention. When a user sends data to a service provider for it to perform inference for an authorized task, potential adversaries (including the service provider) may exploit the raw data to glean sensitive information. Studies [1], [2] have shown that users’ personal information such as sexual orientation or political affiliation can be accurately inferred from their activities on social networking platforms. The situation is further aggravated by data breach incidents, e.g., 1.5 million members of Singapore’s largest healthcare group had their personal data compromised in 2018 [3]. Due to privacy concerns, data owners may feel reluctant to share their data with others in collaborative learning where data from various data owners are collected and analyzed. E.g., social network users in a community may share their personal opinions or experiences about different products over time. While the aggregated data can be useful feedback for a company to improve its own products, with a database recording the preferences of each user for multiple products over a period of time, one can infer personal traits and other sensitive attributes like the gender and income level of a user. Therefore, data sanitization is imperative in the big data era for protecting privacy in data sharing and cloud computing.

Privacy can be categorized into data privacy and inference privacy. Data privacy refers to protecting the access to the raw data while inference privacy refers to the prevention of inferring sensitive information [4], [5]. We are concerned with preserving inference privacy in this paper. Differential privacy [6] is widely used as a privacy metric both in data privacy and inference privacy, which ensures the indistinguishability of the query records in a database. The other privacy metrics extensively used in protecting inference privacy include mutual information (entropy) privacy, average information leakage and maximum information leakage [4]. The notion of information privacy was proposed by [4] and explored by [7]. The relationships among these metrics are studied in [5], [8]. In terms of data sanitization mechanism, two commonly used methods are: (1) compressive privacy [9]–[11] that transforms raw measurements to a lower dimensional space, and (2) probabilistic mapping [4], [12], [13] that adds randomness to perturb raw measurements. We adopt the latter as the data sanitization scheme in this paper.
A. Related Work

Considering the problem of disclosing a random variable $X$ that is correlated with a private variable $S$, the authors of [4], [14] proposed to release a sanitized version $Z$ of $X$ via probabilistic mapping, by minimizing the mutual information between $Z$ and $S$ given a maximum allowable distortion between $Z$ and $X$. Following the same setup, the papers [15], [16] investigated the utility-privacy tradeoff from an estimation-theoretic viewpoint based on the techniques developed in [17]. The papers [18], [19] formulated the utility-privacy tradeoff in terms of the minimum mean-squared error (MMSE) and [12] presented an information-theoretic framework that provides tight bounds for the utility and privacy metrics. Moreover, the papers [20], [21] quantified the utility achievable (mutual information between $Z$ and $X$) under perfect privacy (i.e., $Z$ and $S$ are independent). In a different setting, [13] maximizes the relative entropy between pairs of distributions of the sanitized data for hypothesis testing while requiring that the mutual information between the sanitized data and raw data is small. Recently, [11], [22]–[24] studied the problem of preserving the estimation privacy of a set of private parameters in a linear system. Linear compression and noise perturbation mechanisms are used as sanitization techniques. However, applying their proposed frameworks in practice remains challenging as the underlying assumption of known data distribution or system model is often untenable. Furthermore, for all the aforementioned works, to implement their proposed privacy-preserving frameworks require changing the service provider’s backend analytics systems to be compatible with the sanitized data, which is very different from the raw data.

Several works have explored data-driven approaches from different perspectives. The paper [9] introduced a dimension reduction subspace approach. As an extension, the paper [25] studied the design of privacy-preserving mechanisms based on compressive privacy and multi-kernel methods. The reference [26] proposed a nonparametric learning approach to design privacy mappings to distort sensors’ observations. In a similar setting, the paper [27] proposed a multi-layer nonlinear processing procedure to distort sensors’ data. However, these works do not cater for a wide range of privacy problems since [9] focuses on linear utility and privacy spaces and [25]–[27] target at classification problems only. More closely related works are [28]–[30], which use auto-encoders to learn representations that are invariant to certain sensitive factors in the data while retaining as much of the remaining information as possible. However, these works imposed certain data model assumptions and cannot be generalized to broader privacy models.
Recently, the papers [31]–[33] presented a data-driven framework called generative adversarial privacy (GAP) by formulating the privacy mechanism as a constrained minimax game between a privatizer and an adversary. The utility measure is based on the pixel distortion between the raw data and sanitized data. This is heuristic and restrictive as larger distortion does not imply less utility. The method also distorts the sanitized data significantly so that legacy systems built for the raw data does not perform well or cannot be applied to the sanitized data directly. Similarly, the paper [10] proposed a compressive privacy generative adversarial framework for generating compressing representations that retain utility comparable to the state-of-the-art when defending against reconstruction attacks. Even though it takes into account multiple adversarial strategies for more robust evaluation of adversarial reconstruction attacks, it does not give an assurance that it can withstand other adversarial attacks.

All the aforementioned works perform data sanitization by mapping the raw data into a different space, which prevents legacy inference systems from working with the sanitized data. This paper proposes the use of regularization techniques to minimize the disparity between the distributions of the sanitized data and raw data, making our privacy preserving framework compatible with a service provider’s legacy learning systems. Our proposed approach thus incurs no additional cost for the service provider.

B. Our Contributions

We propose a Data-driven Regularized Inference Privacy (DRIP) framework to prevent the leakage of private information when sharing data. DRIP ensures that the sanitized data is compatible with the service provider’s legacy learning systems.

A privacy function measures the dependence of the private variable on the sanitized data and should achieve its optimum when the sanitized data and private variable are independent. From this point of view, an independence criterion is a reasonable privacy metric choice. The utility of the sanitized data can be regarded to be high if the output response from the service provider is similar to the response when fed with the raw data. When a specific public variable is predefined by the user, utility can be related to the loss of an appropriately chosen inference model on that public variable. Otherwise, instead of choosing an average distance function between the raw and sanitized data, we formulate the utility from an information theoretic viewpoint. Our main contributions are the following:
1) We approximate the mutual information between the raw data and sanitized data as a measure of utility and incorporate the notion of average information leakage as the privacy metric in the DRIP framework based on a variational method. This framework is called DRIP-Var.

2) We introduce domain regularization techniques to ensure that the sanitized data is compatible with a legacy inference system by forcing the marginal distributions between the sanitized data and the raw data to be similar.

3) To avoid uncertainty in errors introduced by the variational method in cases where the data distribution is difficult to approximate and to provide a way to handle continuous private variables efficiently, we propose an alternative privacy function using maximal correlation. We develop several methods to estimate maximal correlation. This framework is called DRIP-Max.

4) We illustrate our proposed frameworks using a deep learning architecture and verify its performance on an image dataset [34] and a diabetes dataset [35].

The rest of this paper is organized as follows. In Section II, we present our problem formulation and assumptions. In Section III, we discuss the privacy and utility metrics for DRIP-Var as well as the legacy compatibility of our approach. In Section IV, we present the maximal correlation approach in DRIP-Max as an alternative privacy metric and discuss methods to estimate it. In Section V, we illustrate our DRIP framework using a deep learning architecture. In Section VI, we evaluate the proposed framework on real-world datasets. Section VII concludes the paper.

Notations: We use capital letters like $X$ to denote random variables or vectors, lowercase letters like $x$ for deterministic scalars, and boldface lowercase letters like $\mathbf{x}$ for deterministic vectors. Throughout this paper, we assume that every random variable has a (generalized) probability density function (pdf) (for discrete random variables, this specializes to a probability mass function). We use $p_X(\cdot)$ to denote the pdf of $X$, and $p_{X|Y}(\cdot|\cdot)$ to denote the conditional pdf of $X$ given $Y$. We use $X \sim p_X$ to denote that the random variable $X$ follows a pdf $p_X$. $E$ is the expectation operator and we use $E_X$ to emphasize that the expectation is with respect to (w.r.t.) $X$. We denote $H(X)$ as the entropy of the random variable $X$, and $I(X;Y)$ as the mutual information between $X$ and $Y$. We denote $D(\cdot,\cdot)$ as the Kullback–Leibler divergence. The Gaussian distribution with mean $\mu$ and variance $\sigma^2$ is denoted as $\mathcal{N}(\mu, \sigma^2)$. 
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II. Problem Formulation

We consider a random variable $X \in \mathcal{X}$ on which a private variable $S \in S$ is statistically dependent. A data curator obtains an instance of $X$ and intends to send it to a service provider (e.g., a cloud service) who can help her to infer some public information from $X$. However, she is also concerned that the service provider can exploit the raw data $X$ to infer the private variable $S$. For example, users may wish not to reveal their ethnicity or gender when uploading their facial images to a server for verification purposes. To protect $S$, the data curator sanitizes the raw data $X$ to reduce the amount of private information, while maximally retaining the rest of the information to preserve utility. As sketched in Fig. 1, the data curator sends a sanitized version of data $\tilde{X} \in \tilde{\mathcal{X}}$ to the service provider.

![Fig. 1. Privacy framework.](image)

Given a training dataset $\mathcal{D} = \{(x_i, s_i)\}_{i=1}^{N}$, where $(x_i, s_i)$ is an instance of the random vector $(X, S)$ with joint probability density $p_{X,S}$, our task is to learn a privacy-preserving probabilistic function that maps the raw data $X$ to sanitized data $\tilde{X}$:

$$p_{\tilde{X}|X} : \mathcal{X} \times \tilde{\mathcal{X}} \mapsto [0, 1].$$

(1)

In theory, the search space of the probabilistic mapping $p_{\tilde{X}|X}$ is not constrained, which makes finding a mapping that optimizes the tradeoff between utility and privacy computationally expensive in some cases. To make the problem more tractable, we restrict to a rich class of mappings by relating the mappings to a parameterized differentiable function via reparameterization: Under certain mild conditions (cf. Section 2.4 in [36]) for a chosen posterior $p_{\tilde{X}|X}$, we can reparameterize the random variable $\tilde{X}$ using a differentiable transformation of an auxiliary continuous random variable $\Xi$ independent of $X$:

$$\tilde{X} = f^\theta(X, \Xi), \quad \Xi \sim p_\Xi,$$

(2)

where $f^\theta$ is a function parameterized by $\theta$ and differentiable w.r.t. $\theta$. In practice, we let $f^\theta$ be represented by a neural network because of its ability to approximate a rich class of functions.
efficiently. The reparameterization allows us to apply the stochastic gradient-descent method to optimize over the sanitization parameter $\theta$. For the sake of notational clarity, we rewrite $p_{\tilde{X}|X}$ as $p^\theta_{\tilde{X}|X}$.

We seek to optimize over $\theta$ to find an optimal sanitizer to achieve a desirable utility and privacy tradeoff:

$$\max_\theta \mathcal{L}(\theta) - \lambda_1 \mathcal{P}(\theta) - \lambda_2 \mathcal{R}(\theta),$$

(3)

where $\lambda_1$ and $\lambda_2$ are positive constants, $\mathcal{L}(\theta)$ is the utility function representing the public information retained in the sanitized data $\tilde{X}$, $\mathcal{P}(\theta)$ is the privacy function quantifying the amount of statistical information of $S$ remaining in $\tilde{X}$, and $\mathcal{R}(\theta)$ denotes a regularization term. As the inference system of a service provider (which we call a legacy system) is designed to work with the raw unsanitized data $X$, designing the privacy-preserving function $p_{\tilde{X}|X}$ so that the sanitized data $\tilde{X}$ is compatible with the legacy system would be of practical importance. This allows the service provider to save costs and time as it can reuse the legacy system for the sanitized data. Moreover, it also need not maintain two different systems, one for users with no privacy sanitization and one for users with sanitization. The regularization term $\mathcal{R}(\theta)$ is designed to ensure that the marginal distributions of the sanitized data and raw data ($p_{\tilde{X}}$ and $p_X$) are close to each other.

We represent the sanitizer, privacy and utility functions, and regularizer in our DRIP framework using machine learning models, each with their own learnable parameters. This allows us to back-propagate the gradient

$$\left( \frac{\partial \mathcal{L}(\theta)}{\partial \tilde{X}} - \lambda_1 \frac{\partial \mathcal{P}(\theta)}{\partial \tilde{X}} - \lambda_2 \frac{\partial \mathcal{R}(\theta)}{\partial \tilde{X}} \right) \frac{\partial \tilde{X}}{\partial \theta}$$

(4)

through the sanitizer network (see Fig. 2) to update the parameter $\theta$ so as to learn the optimal sanitizer.

Fig. 2. Machine learning DRIP architecture.
Remark 1. In a decentralized setting as illustrated in Fig. 3 where a fusion center collects data from multiple data curators, each data curator $i$ sanitizes its raw data $X_i \in X_i$ to obtain a sanitized version $\tilde{X}_i \in \tilde{X}_i$ and sends $\tilde{X}_i$ to the fusion center to prevent the fusion center from inferring the private variable $S$, while allowing it to infer some public information (utility). We assume that there is no message exchange between data curators during the sanitization process as this is prone to privacy attacks. As a consequence, we let each data curator $i$ adopt an independent local data sanitization $p_{\tilde{X}_i|X_i}$, which results in a decentralized sanitization scheme:

$$p_{\tilde{X}|X} = \prod_{i=1}^{N} p_{\tilde{X}_i|X_i} : X \times \tilde{X} \mapsto [0, 1],$$

where $\tilde{X} = [\tilde{X}_1, \ldots, \tilde{X}_N]$ and $X = [X_1, \ldots, X_N]$. We reparameterize $\tilde{X}_i$ as $\tilde{X}_i = f_i(X_i, \Xi_i)$ where $\Xi_i \sim p_{\Xi_i}$ is a random variable independent of $X_i$ for all $i = 1, \ldots, N$ as well as $\Xi_j$ for $j \neq i$. This configuration can be viewed as a special case of our framework.

Remark 2. Hitherto our problem formulation does not include a public variable. There are cases where users are interested in inferring a specific public variable only (denoted as $U$) while preserving the privacy of the sensitive variable $S$. In such cases, we simply let the utility function be the negative minimized loss of a state-of-the-art inference model for $U$. For example, if $U$ can be inferred from $X$ by using a regression model, we then let

$$\mathcal{L}(\theta) = -\min_h \mathbb{E} \left[ (h(\tilde{X}) - U)^2 \right].$$

In this manner, as demonstrated in our experiments in Section VI-B, we can achieve utility of the sanitized data comparable to that of the unsanitized data. In another case that is the converse of our problem statement, users may be interested to infer a specific public variable $U$, without
specifying the private variable $S$. This can be realized by replacing $S$ with $U$ and reversing the sign of the utility and privacy functions in (3).

III. VARIATIONAL METHOD FOR UTILITY AND PRIVACY METRICS

In this section, we formulate the utility and privacy metrics using the variational method [36]. We discuss how to regularize the domain of the sanitized data to make it compatible with a service provider’s legacy system.

A. Utility Function

When sanitizing the raw data $X$ to remove the private information $S$, we seek to retain as much of the non-sensitive information as possible to maintain the fidelity of the sanitized data so that it can still be useful for the public tasks. A widely-used utility metric in the privacy literature is mutual information, which measures the statistical dependence between two random variables ($X$ and $\tilde{X}$ in our case). While the expression of mutual information is concise and elegant in theory, its computation is challenging as it requires the data distribution to be known, which is often not possible in practice. To overcome this, we propose to use the variational method [36] to approximate the mutual information between $X$ and $\tilde{X}$ and use it as the utility function.

Consider the privacy-preserving probabilistic mapping $p^\theta_{\tilde{X}|X}$ with a fixed parameter $\theta$. The mutual information between $X$ and $\tilde{X}$ is

$$I(X;\tilde{X}) = H(X) - H(X|\tilde{X}).$$

Since the raw data distribution $p_X$ is implicitly specified, $H(X)$ is a constant. Therefore, we are only interested in estimating

$$H(X|\tilde{X}) = -\mathbb{E}_{(X,\tilde{X}) \sim p^\theta_{X,\tilde{X}}}[\log p^\theta_{X|\tilde{X}}(X|\tilde{X})],$$

where $p^\theta_{X,\tilde{X}}(x,\tilde{x}) = p^\theta_{\tilde{X}|X}(\tilde{x}|x)p_X(x)$. Here $p^\theta_{\tilde{X}|X}$ and $p^\theta_{X|\tilde{X}}$ bear some resemblance to the notion of the encoder and decoder of an autoencoder, respectively. While an autoencoder encodes $X$ to a latent representation, we wish to render $\tilde{X}$ as an approximation of $X$ with private information removed. To avoid confusion, we refer to $p^\theta_{X|\tilde{X}}$ as the posterior of the raw data $X$. Note that computing $p^\theta_{X|\tilde{X}}$ is intractable since $p_X$ is unknown to us. Even if $p_X$ is given, it is not practical to derive $p^\theta_{X|\tilde{X}}$ via Bayes’ theorem because the computation of the evidence $p_{\tilde{X}}$ involves an
integral over the sample space of \( X \), which can be a high dimensional space. To overcome this difficulty, we employ the variational method to obtain an upper bound for \( H(X|\tilde{X}) \).

Let \( q_{X|\tilde{X}}^{\phi} \) be a proposed variational distribution parametrized by \( \phi \), representing a set of candidate functions used for approximating the true distribution \( p_{X|\tilde{X}} \). We have

\[
-H(X|\tilde{X}) = \mathbb{E}_{(X,\tilde{X}) \sim p_{X,\tilde{X}}^{\theta}} \left[ \log p_{X|\tilde{X}}(X|\tilde{X}) \right] \\
= \mathbb{E}_{(X,\tilde{X}) \sim p_{X,\tilde{X}}^{\theta}} \left[ \log q_{X|\tilde{X}}^{\phi}(X|\tilde{X}) \right] + \mathbb{E}_{\tilde{X} \sim p_{\tilde{X}}} \left[ D \left( p_{X|\tilde{X}}(\cdot|\tilde{X}) \parallel q_{X|\tilde{X}}^{\phi}(\cdot|\tilde{X}) \right) \right],
\]

where \( D(\cdot, \cdot) \) denotes the Kullback–Leibler divergence. Because of the non-negativity of the Kullback–Leibler divergence, we have

\[
\mathbb{E}_{\tilde{X} \sim p_{\tilde{X}}} \left[ D \left( p_{X|\tilde{X}}(\cdot|\tilde{X}) \parallel q_{X|\tilde{X}}^{\phi}(\cdot|\tilde{X}) \right) \right] \geq 0.
\]

Therefore, \( \mathbb{E}_{(X,\tilde{X}) \sim p_{X,\tilde{X}}^{\theta}} \left[ \log q_{X|\tilde{X}}^{\phi}(X|\tilde{X}) \right] \) forms a lower bound for \(-H(X|\tilde{X})\). The equality holds if and only if \( q_{X|\tilde{X}}^{\phi}(X|\tilde{X}) = p_{X|\tilde{X}}(X|\tilde{X}) \) almost surely. We maximize this lower bound over the variational parameter \( \phi \) to approximate \(-H(X|\tilde{X})\). Recall that \( \tilde{X} \) is determined by the sanitization parameter \( \theta \). Let the utility function be

\[
\mathcal{L}(\theta) = \max_{\phi} \mathcal{L}(\phi; \theta),
\]

where

\[
\mathcal{L}(\phi; \theta) = \mathbb{E}_{(X,\tilde{X}) \sim p_{X,\tilde{X}}^{\theta}} \left[ \log q_{X|\tilde{X}}^{\phi}(X|\tilde{X}) \right].
\]

The reparameterization in (2) is useful for our formulation because it can be used to rewrite the expectation w.r.t. \( p_{X,\tilde{X}}^{\theta} \) as an expectation w.r.t. \( p_{X}, p_{\Xi} \). Then, \( \mathcal{L}(\phi; \theta) \) can be rewritten as

\[
\mathcal{L}(\phi; \theta) = \mathbb{E}_{X \sim p_{X}, \Xi \sim p_{\Xi}} \left[ \log q_{X|\tilde{X}}^{\phi}(X|\tilde{X}) \right],
\]

where \( \tilde{X} = f^{\theta}(X, \Xi) \). We can use Monte Carlo methods to estimate (6) by drawing samples from \( p_{X} \) and \( p_{\Xi} \) independently. Samples of \( p_{X} \) are given as training data and \( p_{\Xi} \) is often chosen to be a common probability distribution such as the Gaussian or uniform distributions.

**B. Privacy Function**

To prevent an adversary from inferring the private variable \( S \) from the sanitized data \( \tilde{X} \), we adopt the notion of average information leakage [4] to form the privacy function

\[
\mathbb{E}_{\tilde{X} \sim p_{\tilde{X}}} \left[ D \left( p_{S|\tilde{X}}(\cdot|\tilde{X}), p_{S}(\cdot) \right) \right] = H(S) - H(S|\tilde{X}),
\]
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which attains the minimum when $S$ and $\tilde{X}$ are independent. Because (7) can not be computed analytically without knowledge of the joint distribution $p_{S, \tilde{X}}$, we use the variational method [36] to obtain an approximation. Let a variational distribution $q^\tau_{S|\tilde{X}}$ parameterized by $\tau$ act as a surrogate for the true distribution $p_{S|\tilde{X}}$. We have

$$-H(S|\tilde{X}) = \mathbb{E}_{(S,\tilde{X}) \sim p_{S,\tilde{X}}} \left[ \log p_{S|\tilde{X}}(S|\tilde{X}) \right]$$

$$= \mathbb{E}_{(S,\tilde{X}) \sim p_{S,\tilde{X}}} \left[ \log q^\tau_{S|\tilde{X}}(S|\tilde{X}) \right] + \mathbb{E}_{\tilde{X} \sim p_{\tilde{X}}} \left[ D(p_{S|\tilde{X}}(\cdot|\tilde{X}) \parallel q^\tau_{S|\tilde{X}}(\cdot|\tilde{X})) \right]$$

$$\geq \mathbb{E}_{(S,\tilde{X}) \sim p_{S,\tilde{X}}} \left[ \log q^\tau_{S|\tilde{X}}(S|\tilde{X}) \right],$$

(8)

where equality holds if and only if $q^\tau_{S|\tilde{X}} = p_{S|\tilde{X}}$ almost surely. Because $\tilde{X} - X - S$ forms a Markov chain, we further have

$$\mathbb{E}_{(S,\tilde{X}) \sim p_{S,\tilde{X}}} \left[ \log q^\tau_{S|\tilde{X}}(S|\tilde{X}) \right]$$

$$= \mathbb{E}_{(S,X,\tilde{X}) \sim p_{S,X,\tilde{X}}} \left[ \log q^\tau_{S|\tilde{X}}(S|\tilde{X}) \right]$$

$$= -\mathbb{E}_{(X,\tilde{X}) \sim p_{X,\tilde{X}}} \left[ H \left( p_{S|X}(\cdot|X), q^\tau_{S|\tilde{X}}(\cdot|\tilde{X}) \right) \right],$$

(9)

where $H(p, q) = -\mathbb{E}_{Z \sim p} [\log q(Z)]$ is the cross-entropy function. From (7) and (8), we obtain

$$I(S; \tilde{X}) \geq H(S) + \mathcal{P}(\tau; \theta),$$

(10)

where

$$\mathcal{P}(\tau; \theta) = -\mathbb{E}_{X \sim p_X, \Xi \sim p_{\Xi}} \left[ H \left( p_{S|X}(\cdot|X), q^\tau_{S|\tilde{X}}(\cdot|\tilde{X}) \right) \right]$$

(11)

is (9) after applying the reparametrization trick and $\tilde{X} = f^\theta(X, \Xi)$. Using the lower bound (10) and ignoring the constant $H(S)$, we obtain an approximate privacy function as

$$\mathcal{P}(\theta) = \max_{\tau} \mathcal{P}(\tau; \theta).$$

(12)

To make use of (11), we need to assume that $p_{S|X}$ can be obtained from the training data in the form of soft or hard labels. An interesting observation is that the adversarial training for classification problems using softmax activation in [31] can be considered as a special case of this procedure (cf. Section V for an illustration).

Notice that we are using a lower-bound to approximate the mutual information between the private variable and the sanitized data for the privacy function. The real average information
leakage of the private variable given by $I(S; \tilde{X})$ is always more serious than its lower bound in (10), with the discrepancy quantified as

$$H(S|\tilde{X}) - \mathcal{P}(\theta) = \min_{\tau} \mathbb{E}_{\tilde{X} \sim p_{\tilde{X}}} \left[ D(q_{S|\tilde{X}}^\tau(\cdot|\tilde{X})||p_{S|\tilde{X}}(\cdot|\tilde{X})) \right] \geq 0.$$ 

Only when the proposed variational distribution $q_{S|\tilde{X}}^\tau$ is able to approximate the true distribution $p_{S|\tilde{X}}$ well, we are able to maintain a privacy level within a small margin of error. As a consequence, in cases where a close approximation of the true distribution cannot found due to a lack of prior knowledge or domain expertise, the variational method may lead to unacceptable privacy leakage. In contrast, we are not concerned with the utility function where a lower-bound approximation is also used as we always get better utility in reality than the approximation given by the variational method. In addition, to make the analytical computation of (11) tractable, we require $S$ to have finite support. These considerations prompt us to seek for an alternative privacy metric that is more robust and can tackle continuous private variables, i.e., the maximal correlation in Section IV.

C. Legacy Compatibility

Since mutual information is insensitive to the symbols used to represent the random variables, $\tilde{X}$ produced by maximizing (5) subject to a constraint on (12) can be very different from $X$. In many applications, we desire the sanitized data $\tilde{X}$ to be similar to $X$. For example, when sanitizing face images to remove private information such as gender and ethnicity, we expect the sanitized data to still be face images. This cannot be guaranteed by mutual information. To achieve this, we force the marginal distribution of $\tilde{X}$ to be close to the marginal distribution of $X$. A heuristic method to achieve this is to minimize the Euclidean distance $\mathbb{E}\|X - \tilde{X}\|$, which however shows poor performance for unstructured data such as images in our experiments. In this paper, we propose two techniques to make $p_{\tilde{X}}$ similar to $p_X$: (1) bounding the maximum mean discrepancy [37], which is a metric on the space of probability measures, and (2) domain adaption [38], [39] based on deep learning, which learns the mapping between a source space and a target space using a training set. The former is efficacious in coping with data of simple structure while the latter is favored when processing high-dimensional data.

1) Maximum mean discrepancy (MMD): The MMD measures the disparity between distributions [40]:

$$\text{MMD}(\mathcal{F}, p_X, p_{\tilde{X}}) = \sup_{f \in \mathcal{F}} \left\{ \mathbb{E}_{X \sim p_X} f(X) - \mathbb{E}_{\tilde{X} \sim p_{\tilde{X}}} f(\tilde{X}) \right\},$$
where $F$ is a class of witness functions $f : \mathcal{X} \mapsto \mathbb{R}$ that determines the probability metric. In particular, the paper [41] sets the witness function class $F$ to be the unit ball in a reproducing kernel Hilbert space (RKHS). Let $\mathcal{H}$ be a RKHS with kernel $K(\cdot, \cdot)$ and $\Phi(x) = K(\cdot, x)$ be the feature mapping that maps $x \in \mathcal{X}$ to elements in $\mathcal{H}$. Denote $\|\cdot\|_\mathcal{H}$ as the norm induced by the kernel inner product $\langle \cdot, \cdot \rangle_\mathcal{H}$. A RKHS has the reproducing property $f(x) = \langle \Phi(x), f \rangle_\mathcal{H}$ for all $f \in \mathcal{H}$ [42]. This leads to an analytical expression of squared MMD under RKHSs [43]:

$$
\text{MMD}^2(\mathcal{H}, p_X, p_{\tilde{X}}) = \sup_{\|f\|_{\mathcal{H}} \leq 1} \left\{ \mathbb{E}_{X \sim p_X} f(X) - \mathbb{E}_{\tilde{X} \sim p_{\tilde{X}}} f(\tilde{X}) \right\}^2
= \sup_{\|f\|_{\mathcal{H}} \leq 1} \left\{ \langle \mathbb{E}_{X \sim p_X} \Phi(X) - \mathbb{E}_{\tilde{X} \sim p_{\tilde{X}}} \Phi(\tilde{X}), f \rangle_\mathcal{H} \right\}^2
= \|\mathbb{E}_{X \sim p_X} \Phi(X) - \mathbb{E}_{\tilde{X} \sim p_{\tilde{X}}} \Phi(\tilde{X})\|_{\mathcal{H}}^2
= \mathbb{E}_{X, X' \sim p_X} [K(X, X')] - 2\mathbb{E}_{X \sim p_X, \tilde{X} \sim p_{\tilde{X}}'} \left[ K(X, \tilde{X}) \right] + \mathbb{E}_{\tilde{X}, \tilde{X}' \sim p_{\tilde{X}}'} \left[ K(\tilde{X}, \tilde{X}') \right],
$$

(13)

where we have assumed that $\mathbb{E}_{X \sim p_X} \Phi(X)$ and $\mathbb{E}_{\tilde{X} \sim p_{\tilde{X}}} \Phi(\tilde{X})$ exist. This embedding encodes a probability measure as a mean element in a RKHS and minimizing the MMD can be viewed as matching all of the moments of $p_X$ and $p_{\tilde{X}}$. For a characteristic (universal) kernel such as the Gaussian kernel, MMD is zero if and only if $p_X = p_{\tilde{X}}$ [43]. Using the empirical form of (13), we then obtain an unbiased estimator of the squared MMD that distinguishes two distributions from a set of training data $\{(x_i, \tilde{x}_i)\}_{i=1}^N$:

$$
\hat{\text{MMD}}^2_{K}(p_X, p_{\tilde{X}}) = \frac{1}{N^2} \sum_{i=1}^N \sum_{j=1}^N K(x_i, x_j) - \frac{2}{N^2} \sum_{i=1}^N \sum_{j=1}^N K(\tilde{x}_i, x_j)
+ \frac{1}{N^2} \sum_{i=1}^N \sum_{j=1}^N K(\tilde{x}_i, \tilde{x}_j),
$$

(14)

which is differentiable w.r.t. the sanitization parameter $\theta$ if the kernel $K$ is differentiable. The paper [44] considers a composition characteristic kernel $K \circ f = K(f(\cdot), f(\cdot))$, where $K(\cdot, \cdot)$ is a pre-specified kernel and $f$ is an injective function. To add robustness to the estimator, it optimizes over a set of possible characteristic kernels: $\max_f \hat{\text{MMD}}^2_{K\circ f}(p_X, p_{\tilde{X}})$. A similar approach can be found in [45]. As the amount of data required to produce a reliable MMD estimator grows with the dimensionality of the data, using $f$ to encode data into lower spaces can be beneficial for high-dimensional data that exist on a low-dimensional manifold such as visual data.
2) Domain adaption: Let random variables \( A \in \mathcal{A} \) and \( B \in \mathcal{B} \) be associated with probability distributions \( p_A \) and \( p_B \), respectively. Domain adaption aims to learn a function \( G \) that transforms a data in the source domain \( \mathcal{A} \) to the target domain \( \mathcal{B} \) such that the distribution of \( G(A) \) is indistinguishable from \( p_B \). The objective can be written as

\[
\min_G \max_{D_B} \mathbb{E}_{B \sim p_B} \left[ \log(D_B(B)) \right] + \mathbb{E}_{A \sim p_A} \left[ \log(1 - D_B(G(A))) \right],
\]

where \( D_B : \mathcal{B} \cup G(\mathcal{A}) \mapsto [0, 1] \) is an adversarial discriminator seeking to differentiate the transformed data \( G(A) \) from \( B \) while the function \( G \) aims to make the distribution of \( G(A) \) resemble that of \( B \). The discriminator and transformation function are trained against each other until an equilibrium is reached. Motivated by this idea, we introduce a regularity term targeting at \( \tilde{X} \sim p_X \). Denote

\[
\mathcal{R}(D_X; \theta) = \mathbb{E}_{X \sim p_X} \left[ \log(D_X(X)) \right] + \mathbb{E}_{\tilde{X} \sim p_{\tilde{X}}} \left[ \log(1 - D_X(\tilde{X})) \right],
\]

where \( D_X : \mathcal{X} \cup \tilde{\mathcal{X}} \mapsto [0, 1] \) is a discriminator yielding the likelihood that the input is sampled from \( p_X \). We optimize the discriminator \( D_X \) to obtain

\[
\mathcal{R}(\theta) = \max_{D_X} \mathcal{R}(D_X; \theta),
\]

which we then minimize over \( \theta \).

D. Overall DRIP-Var Framework

In summary, by substituting (5), (12) and (16) into (3), the overall objective function can be rewritten as a max-min problem:

\[
\max_{\theta, \phi} \min_{\tau, D_X} \mathcal{L}(\phi; \theta) - \lambda_1 \mathcal{P}(\tau; \theta) - \lambda_2 \mathcal{R}(D_X; \theta).
\]

The regularization term \( \mathcal{R}(D_X; \theta) \) can be replaced by a maximization of (14) if the MMD is used as the regularizer. The max-min problem (17) attempts to maximize the utility-privacy tradeoff with a regularizer guiding the sanitized data to be in a sensible domain. In order to optimize (17) using the gradient descent method, the proposed sanitizer \( p^\theta_{\tilde{X}|X} \) and variational distributions \( q^\phi_{X|\tilde{X}} \) and \( q^\tau_{S|\tilde{X}} \) are required to take certain forms and constraints, which are summarized as follows:

(i) The sanitizer \( p^\theta_{\tilde{X}|X} \) in (1) is determined by \( \tilde{X} = f^\theta(X, \Xi) \), where \( \Xi \sim p_\Xi \), and \( f^\theta(X, \Xi) \) is differentiable w.r.t. \( \theta \). \( \tilde{X} \) has the same dimension as \( X \).

(ii) The function \( q^\phi_{X|\tilde{X}} : \mathcal{X} \times \tilde{\mathcal{X}} \mapsto [0, 1] \) used in the utility function (5) is such that \( \int_{X \in \mathcal{X}} q^\phi_{X|\tilde{X}}(x|\bar{x}) = 1 \) for any \( \bar{x} \in \tilde{\mathcal{X}} \), and \( q^\phi_{X|\tilde{X}}(x|\bar{x}) \) is differentiable w.r.t. \( \phi \) and \( \bar{x} \).
(iii) The function \( q^\tau_{S|\tilde{X}} : S \times \tilde{X} \mapsto [0, 1] \) used in the privacy function (12) is such that 
\[
\sum_{s \in S} q^\tau_{S|\tilde{X}}(s|\tilde{x}) = 1 \text{ for any } \tilde{x} \in \tilde{X}, \text{ and } q^\tau_{S|\tilde{X}}(s|\tilde{x}) \text{ is differentiable w.r.t. } \tau \text{ and } \tilde{x}.
\]

IV. MAXIMAL CORRELATION AS PRIVACY METRIC

In this section, we formulate the privacy function from an estimation perspective using the concept of maximal correlation. Maximal correlation measures the statistical dependency between two random variables by using two appropriate functions that map these random variables to real-valued spaces. The estimation of maximal correlation does not explicitly depend on the underlying probability distribution, while the variational method in Section III-B needs to approximate the distribution. Moreover, maximal correlation can handle both continuous and discrete private variables, while the variational method has difficulty in dealing with continuous private variables. We develop methods to estimate the maximal correlation between random variables.

A. Definition and Properties

Maximal correlation was introduced by Hirschfeld [46] and Gebelein [47], and later studied by Rényi [48]. It measures the cosine of the angle between two linear subspaces of zero mean, square integrable real-valued random variables. Given two jointly distributed random variables \( Y \in \mathcal{Y} \) and \( Z \in \mathcal{Z} \), the maximal correlation of \( Y \) and \( Z \) is defined as follows.

**Definition 1** (The Hirschfeld-Gebeléin-Renyi Maximal Correlation). For two random variables \( Y \in \mathcal{Y} \) and \( Z \in \mathcal{Z} \), the maximal correlation between them is given by

\[
\rho(Y, Z) = \sup_{f,g} \mathbb{E}[f(Y)g(Z)],
\]

(18)

where the functions \( f : \mathcal{Y} \mapsto \mathbb{R} \) and \( g : \mathcal{Z} \mapsto \mathbb{R} \) are such that

\[
\mathbb{E}[f(Y)] = 0, \quad \mathbb{E}[g(Z)] = 0,
\]
\[
\mathbb{E}[f^2(Y)] = 1, \quad \mathbb{E}[g^2(Z)] = 1.
\]

If the supremum in (18) is attainable, the optimal \( f \) and \( g \) in (18) are called the maximal correlation functions of \( Y \) and \( Z \), respectively.

Some of the well-known properties of maximal correlation are [48]: (i) \( 0 \leq \rho(Y, Z) \leq 1 \); (ii) \( \rho(Y, Z) = 0 \) if and only if \( Y \) and \( Z \) are independent; (iii) \( \rho(Y, Z) = 1 \) if and only there exists
functions $f(Y) = g(Z)$ almost surely; and (iv) $\rho(Y, Z)$ is equal to the second largest singular value of the divergence transition matrix $Q$ \cite{49} with $Q(y, z) = \frac{p_{Y,Z}(y,z)}{\sqrt{p_Y(y)p_Z(z)}}$ when $|Y|$ and $|Z| < \infty$, indicating that maximal correlation is unrelated to the symbols used for representing the random variables.

**Remark 3.** Given that the maximal correlation of two random variables is zero if and only if these two random variables are independent, the use of maximal correlation as a privacy function to be minimized is well motivated. However, using maximal correlation as the utility function to be maximized is questionable. For example, if the sanitized data $\tilde{X}$ is a compressed version of the raw data $X$, the maximal correlation of $\tilde{X}$ and $X$ is always equal to one (the maximum attainable). Meanwhile, it can be the case that $\tilde{X}$ leads to little or no utility.

In what follows, we show that maximal correlation can be computed by solving an optimization problem with a linear equality constraint in Proposition 1 and an unconstrained optimization problem in Proposition 2. Thereafter, we propose machine learning techniques to approximate maximal correlation and use it as a privacy function. In addition, we present the kernel method as an alternative approach for maximal correlation estimation. Both methods allow us to update the sanitizer via backpropagation.

For two random variables $Y \in \mathcal{Y}$ and $Z \in \mathcal{Z}$ with pdfs $p_Y$ and $p_Z$ respectively, consider the following Hilbert spaces:

$$\mathcal{Y} = \{f : \mathcal{Y} \mapsto \mathbb{R} \mid \mathbb{E}[f(Y)^2] < \infty\},$$

$$\mathcal{Z} = \{g : \mathcal{Z} \mapsto \mathbb{R} \mid \mathbb{E}[g(Z)^2] < \infty\},$$

with inner product defined as $\langle f_1, f_2 \rangle_{\mathcal{Y}} = \mathbb{E}[f_1(Y)f_2(Y)]$ for $f_1, f_2 \in \mathcal{Y}$ and $\langle g_1, g_2 \rangle_{\mathcal{Z}} = \mathbb{E}[g_1(Z)g_2(Z)]$ for $g_1, g_2 \in \mathcal{Z}$. The respective induced norms are denoted as $\|\cdot\|_{\mathcal{Y}}$ and $\|\cdot\|_{\mathcal{Z}}$.

Define a linear operator $T : \mathcal{Y} \mapsto \mathcal{Z}$ by the conditional expectation $Tf(Z) = \mathbb{E}[f(Y) \mid Z]$ for each $f \in \mathcal{Y}$. Assuming that

$$\int |k(y, z)|^2 p_Y(y)p_Z(z) \, dy \, dz < \infty,$$

where $k(y, z) = \frac{p_{Y,Z}(y,z)}{\sqrt{p_Y(y)p_Z(z)}}$, we conclude from \cite[Proposition 4.7]{50} that $T$ is compact. From \cite{48}, we have

$$\rho(Y, Z) = \max_{\substack{f \in \mathcal{Y} \\cup \{0\}}} \frac{\|Tf\|_{\mathcal{Z}}}{\|f\|_{\mathcal{Y}}},$$

(20)
where we have used max instead of sup on the right-hand side to indicate that the maximal
correlation is attainable. From Jensen’s inequality, we have
\[ \|Tf\|_2^2 = \mathbb{E} [\mathbb{E} [f(Y) \mid Z]^2] \leq \mathbb{E} [\mathbb{E} [f^2(Y) \mid Z]] = \|f\|_\mathcal{Y}, \]
hence the largest singular value of \( T \), \( \|T\| = 1 \) is attained by \( f(y) = 1 \) for all \( y \in \mathcal{Y} \). Since
\( f \in \mathcal{Y} \) such that \( \mathbb{E} [f(Y)] = 0 \) is orthogonal to the span of constant functions in \( \mathcal{Y} \), we have
shown that \( \rho(Y,Z) \) is the second largest singular value of \( T \).

**Lemma 1.** Assuming (19), for each \( f \in \mathcal{Y} \), we have
\[ \|Tf\|_2^2 = \max_{g \in \mathcal{Z}} \{2\mathbb{E} [f(Y)g(Z)] - \mathbb{E} [g^2(Z)]\}. \]

*Proof:* Since \( g(Z) = \mathbb{E} [f(Y) \mid Z] \), minimizes \( \mathbb{E} [(f(Y) - g(Z))^2] \) for a given \( f \in \mathcal{Y} \), we have
\[
\begin{align*}
\min_{g \in \mathcal{Z}} & \mathbb{E} [(f(Y) - g(Z))^2] \\
= & \mathbb{E} [(f(Y) - \mathbb{E} [f(Y) \mid Z))^2] \\
= & \mathbb{E} [f^2(Y)] - \mathbb{E} [\mathbb{E} [f(Y) \mid Z]^2] \\
= & \mathbb{E} [f^2(Y)] - \|Tf\|_2^2.
\end{align*}
\]
The proof is complete by expanding the left-hand side of the above equation.

Lemma 1 and (20) give us the following result.

**Proposition 1.** Assuming (19), the optimal value obtained by solving
\[
\max_{f \in \mathcal{Y}, g \in \mathcal{Z}} \frac{2\mathbb{E} [f(Y)g(Z)] - \mathbb{E} [g^2(Z)]}{\mathbb{E} [f^2(Y)]}
\text{ s.t. } \mathbb{E} [f(Y)] = 0.
\]
is equal to \( \rho^2(Y,Z) \). The optimal \( f \) for (21) is the maximal correlation function of \( Y \).

Supposing (21) is optimized at \( f = f^* \) and \( g = g^* \), it can be verified that \( g^*(Z) = \mathbb{E} [f^*(Y) \mid Z] \). Then, \( \frac{g^*(Z)}{\sqrt{\mathbb{E} [g^2(Z)]}} \) is the maximal correlation function of \( Z \), which can be seen
from the Cauchy-Schwarz inequality:
\[
\mathbb{E} [f(Y)g(Z)] = \mathbb{E} [g(Z)\mathbb{E} [f(Y)\mid Z]] \\
\leq \sqrt{\mathbb{E} [g^2(Z)]} \mathbb{E} [\mathbb{E} [f(Y)\mid Z]^2],
\]
where the equality holds if and only if \( g(Z) \) is proportional to \( \mathbb{E}[f(Y)|Z] \).

**Proposition 2.** Assuming (19), we have

\[
\max_{f,g} \left\{ 2\text{Tr} \left( \mathbb{E}[f(Y)^T f(Y)]^{-1/2} \mathbb{E}[f(Y)^T g(Z)] \right) - \text{Tr} \left( \mathbb{E}[g(Z)^T g(Z)] \right) \right\} = 1 + \rho^2(Y, Z), \tag{22}
\]

where \( f(Y) = [f_1(Y), f_2(Y)] \) and \( g(Z) = [g_1(Z), g_2(Z)] \) with \( f_1, f_2 \in \mathcal{Y} \) and \( g_1, g_2 \in \mathcal{Z} \).

**Proof:** Notice that the optimal value obtained by solving

\[
\max_{f_1, f_2 \in \mathcal{Y}} \|Tf_1\|_2^2 + \|Tf_2\|_2^2
\]

s. t. \( \|f_1\|_\mathcal{Y}^2 = 1, \|f_2\|_\mathcal{Y}^2 = 1, \langle f_1, f_2 \rangle_\mathcal{Y} = 0, \)

is equal to \( 1 + \rho^2(Y, Z) \). From Lemma 1, the above problem is equivalent to

\[
\max_{f, g} \quad \text{Tr} \left( \mathbb{E}[f(Y)^T f(Y)] \right) - \text{Tr} \left( \mathbb{E}[g(Z)^T g(Z)] \right)
\]

s. t. \( \mathbb{E}[f(Y)^T f(Y)] = \mathbf{I}, \tag{23} \)

where \( f, g \) are as defined in the proposition statement and \( \mathbf{I} \) is the identity matrix. Let \( f(Y) = f'(Y)A \) where \( A \in \mathbb{R}^{2 \times 2} \) is a non-singular matrix and \( B = \mathbb{E}[f'(Y)^T f'(Y)]^{1/2} \). We have

\[
\mathbb{E}[f(Y)^T f(Y)] = A^T BB A.
\]

Since \( A \) is non-singular and \( \mathbb{E}[f(Y)^T f(Y)] = \mathbf{I} \), \( B \) is invertible. We have

\[
\text{Tr} \left( \mathbb{E}[f(Y)^T g(Z)^T] \right) = \text{Tr} \left( A^T B B^{-1} \mathbb{E}[f'(Y)^T g(Z)] \right).
\]

By substituting the above equations, (23) can be expressed as

\[
\max_{f', g, A} \quad 2\text{Tr} \left( A^T B B^{-1} \mathbb{E}[f'(Y)^T g(Z)] \right) - \text{Tr} \left( \mathbb{E}[g(Z)^T g(Z)] \right)
\]

s. t. \( A^T B B A = \mathbf{I}, \)

which can be regarded as an orthogonal procrustes problem [51], whose solution leads to the left-hand side of (22). The proof is complete.
B. DRIP-Max

In practice, to find the maximal correlation in (18) by searching over the whole function space is infeasible. To obtain a computationally tractable implementation, we present two approaches to estimate maximal correlation by (i) restricting maximal correlation functions to be from a rich class represented by neural networks, and (ii) restricting maximal correlation functions to be from RKHSs. We use a minibatch set \(\{(\bar{x}_i, s_i)\}_{i=1}^M\) (how it is constructed is described in Algorithm 1) to estimate maximal correlation between \(S\) and \(\bar{X}\), and we show how to use it to form a privacy function that allows us to backpropagate through the sanitizer network. Using the same max-min problem (17) as DRIP-Var but replacing the privacy function \(\mathcal{P}(\tau; \theta)\) by the estimated maximal correlation, we obtain the DRIP-Max framework.

1) Neural network method: Given a set of inputs, it is reasonable to assume that the variance of the output from the neural network is bounded and that the set of functions represented by the neural network belongs to a \(L^2\) space. We search over the functions represented by neural networks to approximate maximal correlation. We illustrate an implementation following the constrained optimization problem in Proposition 1 (using the unconstrained optimization in Proposition 2 is also feasible but at the cost of more optimization parameters). Let \(f'\) and \(g\) represent two neural networks that take \(\bar{X}\) and \(S\) as inputs, respectively. Suppose both neural networks output bounded real values. To start with, we center the data by letting

\[
f(\bar{x}) = f'(\bar{x}) - \frac{1}{M} \sum_{i=1}^M f'(\bar{x}_i),
\]

which ensures that \(\mathbb{E}[f(\bar{X})] = 0\). We make the following empirical estimates:

\[
\mathbb{E}[f^2(\bar{X})] \approx \frac{1}{M} \sum_{i=1}^M f^2(\bar{x}_i),
\]

\[
\mathbb{E}[g^2(S)] \approx \frac{1}{M} \sum_{i=1}^M g^2(s_i),
\]

\[
\mathbb{E}[f(\bar{X})g(S)] \approx \frac{1}{M} \sum_{i=1}^M f(\bar{x}_i)g(s_i).
\]

Substituting the above estimates into (21) with \(Y = \bar{X}\) and \(Z = S\), we obtain the estimate

\[
\hat{\rho}^2(\bar{X}, S) = \max_{f', g} \frac{2 \sum_{i=1}^M f(\bar{x}_i)g(s_i) - g^2(s_i)}{\sum_{i=1}^M f^2(\bar{x}_i)}.
\]
Fig. 4. Neural network based maximal correlation estimator.

By building a machine learning model as demonstrated in Fig. 4, we can apply gradient descent to jointly optimize over $f'$ and $g$ to approximate maximal correlation. To maintain consistency with the objective (17) by following the format of the privacy function in (11), we write the privacy function as $P(\theta) = \max_{\tau} P(\tau; \theta)$, where

$$P(\tau; \theta) = \frac{2}{M} \sum_{i=1}^{M} f(\tilde{x}_i)g(s_i) - g^2(s_i) \sum_{i=1}^{M} f^2(\tilde{x}_i),$$

with $\tau$ denoting the collection of the layer weights of $f'$ and $g$.

In particular, when $|S| < \infty$, we can invoke a nonparametric estimation of the correlation function $g$ to avoid the approximation error of $g$ introduced by using neural network. Recall that $g^*(S) = \mathbb{E} \left[ f^*(\tilde{X}) \bigg| S \right]$ if $f^*$ and $g^*$ optimize (21) with $Y = \tilde{X}$ and $Z = S$. Inspired by the alternating conditional expectations (ACE) algorithm [52], we repeat the following two steps until convergence:

a) Fix $g$. Update $f'$ by applying gradient descent to optimize

$$\max_{f'} \frac{\sum_{i=1}^{M} f(\tilde{x}_i)g(s_i)}{\sum_{i=1}^{M} f^2(\tilde{x}_i)}.$$

b) Fix $f'$. For each $s \in S$, update $g$ according to

$$g(s) = \mathbb{E} \left[ f(\tilde{X}) \bigg| S = s \right] \approx \frac{1}{M} \sum_{i=1}^{M} f(\tilde{x}_i)\delta(s_i - s),$$

where $\delta$ is the Dirac delta function.
2) Kernel method: To provide a complement to the neural network method, we work with functions in RKHSs and make use of the kernel trick to search over this space efficiently [53]. For $Y = \tilde{X}$ and $S$, let $\mathcal{H}_Y$ be a RHKS of real-valued functions of $Y$, associated with the Mercer kernel $K_Y(\cdot, \cdot)$. Let $\Phi_Y(y) = K_Y(y, \cdot)$ and $\langle \cdot, \cdot \rangle_Y$ be feature map and inner product, respectively. The point evaluation of $f \in \mathcal{H}_Y$ can be written as $f(y) = \langle \Phi_Y(y), f \rangle$. The maximal correlation of $\tilde{X}$ and $S$ restricted to functions in $\mathcal{H}_{\tilde{X}}, \mathcal{H}_S$ is

$$
\rho_K(\tilde{X}, S) = \sup_{f \in \mathcal{H}_{\tilde{X}}, g \in \mathcal{H}_S} \mathbb{E} \left[ f(\tilde{X})g(S) \right]
$$

$$
= \sup_{f \in \mathcal{H}_{\tilde{X}}, g \in \mathcal{H}_S} \mathbb{E} \left[ \langle \Phi_{\tilde{X}}(\tilde{X}), f \rangle \langle \Phi_S(S), g \rangle \right],
$$

with constraints $\mathbb{E} \left[ f(\tilde{X}) \right] = 0$, $\mathbb{E} \left[ g(S) \right] = 0$ and $\mathbb{E} \left[ f^2(\tilde{X}) \right] = 1$, $\mathbb{E} \left[ g^2(S) \right] = 1$.

It has been shown in [54] that if $\mathcal{H}_{\tilde{X}}$ and $\mathcal{H}_S$ are the RKHSs corresponding to a Gaussian kernel on $\mathbb{R}$, $\rho_K(\tilde{X}, S) = 0$ if and only if the random variables $\tilde{X}$ and $S$ are independent of each other. For $\tilde{X}$ and $S$ with finite support, Lemma 2 below provides a sufficient condition for $\rho_K(\tilde{X}, S) = \rho(\tilde{X}, S)$ under which $\tilde{X}$ and $S$ are independent if $\rho_K(\tilde{X}, S) = 0$. Therefore, the kernel method suits the cases where random variables are discrete.

**Lemma 2.** Suppose $\tilde{X} = \{x_1, \ldots, x_L\}$ and $S = \{\nu_1, \ldots, \nu_N\}$. Let $G_{\tilde{X}}$ and $G_S$ be the Gram matrices associated with $\tilde{X}$ and $S$, respectively. If $\text{rank}(G_{\tilde{X}}) = M$ and $\text{rank}(G_S) = N$, $\rho_K(\tilde{X}, S) = \rho(\tilde{X}, S)$.

**Proof:** Let $a = [a_1, \ldots, a_L] \in \mathbb{R}^L$ and $b = [b_1, \ldots, b_N] \in \mathbb{R}^N$. Let $f = \sum_{i=1}^L a_i \Phi_{\tilde{X}}(x_i)$ and $g = \sum_{i=1}^N b_i \Phi_S(\nu_i)$. Then, $f \in \mathcal{H}_{\tilde{X}}$ and $g \in \mathcal{H}_S$. Since $f(\chi_i) = \langle \Phi_{\tilde{X}}(\chi_i), f \rangle$ and $g(\nu_i) = \langle \Phi_S(\nu_i), g \rangle$, we have $[f(x_1), \ldots, f(x_L)] = a_G_{\tilde{X}}$ and $[g(\nu_1), \ldots, g(\nu_N)] = b_G_S$. Since $G_{\tilde{X}}$ and $G_S$ are full-rank, there exist $a$ and $b$ so that $f$ and $g$ are the maximal correlation functions of $\tilde{X}$ and $S$ given by Definition 1. The proof is completed by noting that $\rho_K(\tilde{X}, S) \leq \rho(\tilde{X}, S)$. 

Using the minibatch data $\{(\tilde{x}_i, s_i)\}_{i=1}^M$, the empirical estimate of the maximal correlation of $\tilde{X}$ and $S$ is:

$$
\hat{\rho}_K(\tilde{X}, S) = \frac{1}{M} \max_{f \in \mathcal{H}_{\tilde{X}}, g \in \mathcal{H}_S} \sum_{i=1}^M \langle \Phi_{\tilde{X}}(\tilde{x}_i), f \rangle \langle \Phi_S(s_i), g \rangle,
$$

where $\Phi_{\tilde{X}}(\tilde{x}_i) = \Phi_{\tilde{X}}(\tilde{x}_i) - \frac{1}{M} \sum_{i=1}^M \Phi_{\tilde{X}}(\tilde{x}_i)$ and $\Phi_S(s_i) = \Phi_S(s_i) - \frac{1}{M} \sum_{i=1}^M \Phi_S(s_i)$ are called the centered feature maps [55] ensuring the zero mean constraint is satisfied. Since the optimal
\( f \) and \( g \) lie in the linear spaces spanned by the feature maps of the minibatch data, we write
\[
    f = \sum_{i=1}^{M} a_i \Phi_X(\tilde{x}_i), \quad g = \sum_{i=1}^{M} b_i \Phi_S(s_i),
\]
where \([a_1, \ldots, a_M] = a^\top\) and \([b_1, \ldots, b_M] = b^\top \in \mathbb{R}^M\). Let \( K_{\tilde{x}} \) and \( K_S \) be the Gram matrices associated with the minibatch data points \( \{\tilde{x}_i\}_{i=1}^{M} \) and \( \{s_i\}_{i=1}^{M} \), respectively. Let \( K_{\tilde{x}} = HK_{\tilde{x}}H \) and \( K_S = HK_SH \) where \( H = I - \frac{1}{M}11^\top \) is a constant centering matrix (\( I \in \mathbb{R}^{M \times M} \) is an identity matrix and \( 1 \in \mathbb{R}^{M} \) is an all-1s matrix). The problem becomes [54]:
\[
    \hat{\rho}_K(\tilde{X}, S) = \max_{a,b} \frac{a^\top K_{\tilde{x}}K_S b}{\sqrt{a^\top (K_{\tilde{x}} + \eta I)^2 a} \sqrt{b^\top (K_S + \eta I)^2 b}}, \tag{25}
\]
where \( \eta \) is a small positive constant for regularization. This is equivalent to a generalized eigenvalue problem:
\[
    \begin{bmatrix}
    0 & K_{\tilde{x}}K_S \\
    K_SK_{\tilde{x}} & 0
    \end{bmatrix}
    \begin{bmatrix}
    a \\
    b
    \end{bmatrix}
    = \rho
    \begin{bmatrix}
    (K_{\tilde{x}} + \eta I)^2 & 0 \\
    0 & (K_S + \eta I)^2
    \end{bmatrix}
    \begin{bmatrix}
    a \\
    b
    \end{bmatrix} \tag{26}
\]
Let \( a = a^* \) and \( b = b^* \) be the solution of (26). Then, (24) can be written as
\[
    \hat{\rho}_K(\tilde{X}, S) = \frac{1}{M} a^*^\top K_{\tilde{x}}K_S b^* = \frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{M} \alpha_{ij} K_{\tilde{x}}(\tilde{x}_i, \tilde{x}_j), \tag{27}
\]
where \( \alpha_{ij} = [Ha^*]_i [H^2K_SHb^*]_j \) with \( [a^*]_i \) being the \( i \)-th element of \( a^* \).

To conform with the utility-privacy tradeoff formulation in (17), we take \( \tau = \{a,b\} \) and \( \mathcal{P}(\tau; \theta) \) to be the function on the right-hand side of (25) to be maximized. Then, \( \mathcal{P}(\theta) = \max_{\tau} \mathcal{P}(\tau; \theta) = \hat{\rho}_K(\tilde{X}, S) \). The privacy function \( \mathcal{P}(\theta) \) is differentiable when the kernel \( K_{\tilde{x}} \) is differentiable. For example, for any shift-invariant kernel \( K_{\tilde{x}}(\tilde{x}_i, \tilde{x}_j) = K_{\tilde{x}}(\tilde{x}_i - \tilde{x}_j) \) such as the radial basis function kernel, the gradient of the privacy function has a concise expression:
\[
    \frac{\partial \mathcal{P}(\theta)}{\partial \theta} = \frac{1}{M} \sum_{i=1}^{M} \frac{\partial \tilde{x}_i}{\partial \theta} \bigg|_{x_i, \xi_i} \left( \sum_{j=1}^{M} (\alpha_{ij} - \alpha_{ji}) \nabla K_{\tilde{x}}(\tilde{x}_i - \tilde{x}_j) \right), \tag{28}
\]
where \( \nabla K_{\tilde{x}}(\tilde{x}) \) denotes the gradient of the kernel \( K_{\tilde{x}} \) at \( \tilde{x} \) and \( \frac{\partial \tilde{x}_i}{\partial \theta} \bigg|_{x_i, \xi_i} \) is a Jacobian matrix derived from the sanitizer network at the fixed input \( (x_i, \xi_i) \) with \( \tilde{x}_i = f^\theta(x_i, \xi_i) \) (cf. (4)). Thus, the gradient can be backpropagated through the sanitizer network to update the sanitization parameter \( \theta \).

**Remark 4.** Closely related to the kernel correlation, the paper [56] proposed an independence criterion based on the cross-covariance operator in RKHSs [57], which can also be used as a
privacy function. The Hilbert-Schmidt Independence Criterion (HSIC) is defined as the Hilbert-Schmidt norm of the cross covariance operator:

$$\text{HSIC}(\tilde{X}, S, \mathcal{H}_1, \mathcal{H}_2) = \| C_{\tilde{X}S} \|^2_{HS},$$

with $C_{\tilde{X}S} = \mathbb{E} \left[ \Phi_{\tilde{X}}(\tilde{X}) \otimes \Phi_S(S) \right] - \mathbb{E} \left[ \Phi_{\tilde{X}}(\tilde{X}) \right] \otimes \mathbb{E} \left[ \Phi_S(S) \right]$ where $\otimes$ denotes a tensor product [58]. If $K_{\tilde{X}}$ and $K_S$ are characteristic kernels, HSIC is zero if and only if $\tilde{X}$ and $S$ are independent [59]. The empirical estimate of HSIC results in a non-parametric independence measure between $\tilde{X}$ and $S$:

$$\hat{\text{HSIC}}(p_{\tilde{X},S}) = \frac{1}{(M-1)^2} \text{Tr} \left( K_{\tilde{X}}HK_SH \right)$$

$$= \frac{1}{(M-1)^2} \sum_{i=1}^{M} \sum_{j=1}^{M} \alpha_{ij} K_{\tilde{X}}(\tilde{x}_i, \tilde{x}_j),$$

where $\alpha_{ij} = [HK_SH]_{i,j}$. While its computational complexity $O(M^2)$ is less than that of the kernel correlation method where the eigendecomposition has computational complexity $O(M^3)$ for square matrix of size $M \times M$, experiments indicate slow convergence of the utility-privacy tradeoff when used as a privacy function. Therefore, we propose the kernel correlation approach instead.

V. DEEP LEARNING ARCHITECTURE FOR IMAGES

In this section, we present a deep learning architecture for the proposed DRIP framework in (17) for use with images, with the additional assumption that $S$ is a discrete set. We illustrate DRIP-Var using our deep learning architecture but it can be adapted to DRIP-Max as well. We assume that a training set $\{(x_i, s_i)\}_{i=1}^{N}$ where each $x_i$ is an image is available.

A. Sanitizer

We let the probabilistic sanitizer $p_{X|X}^{\theta}$ be a combination of a fully-convolutional network (FCN) [60] encoder and decoder denoted as $h_e$ and $h_d$, respectively, with random noise injected in the bottleneck layers as illustrated in Fig. 5. The sanitizer compresses the raw data $X$ to a hidden representation and then perturbs it by adding noise obtained through applying a linear transformation layer $h_a$ on an input Gaussian noise (the covariance of the transformed additive noise is denoted as $\Sigma$). An up-sampling decoder $h_d$ reconstructs a data from the perturbed hidden
representation $Z$. This process is exactly a reparameterization trick as we introduce an auxiliary random variable $\Xi$ independent of $X$ and let $\bar{X}$ be a function of $X$ and $\Xi$:

$$p_{Z|X}(z|x) = \mathcal{N}(h_e(x), \Sigma), \quad \bar{X} = h_d(Z).$$

Here $\theta$ denotes the collection of FCN weights of the encoder and decoder and the noise transformation network.

### B. Utility Function $\mathcal{L}(\phi; \theta)$

We build the utility function $\mathcal{L}(\phi; \theta)$ in (6) by letting $g^\phi$ be a FCN with the input and output being the same shape and $\phi$ as the collection of trainable weights. We let the variational posterior distribution of $X$ be a composition of a radial basis function and $g^\phi$:

$$q_{X|\bar{X}}^\phi(x|\bar{x}) = C \exp \left( \|\gamma(g^\phi(\bar{x})) - \gamma(x)\|^2 \right),$$

where $C$ is a normalization constant and $\gamma$ is a fixed high-level feature extraction function obtained from pretrained networks (cf. perceptual loss in [61]). We let $\gamma$ be an identity function if no feature map function is used.

### C. Privacy Function $\mathcal{P}(\tau; \theta)$

To form the privacy function $\mathcal{P}(\tau; \theta)$, we let the variational distribution $q_{S|\bar{X}}^\tau$ be a convolutional neural network (CNN) classifier that outputs the likelihood for each element to be in $S$ by using the softmax activation. Let $\tau$ denote the collection of layer weights of the classifier. We rewrite (11) as

$$\mathcal{P}(\tau; \theta) = \mathbb{E}_{(X, \bar{X}) \sim p^\theta_{X, \bar{X}}} \left[ \sum_{s \in S} p(s|X) \log q_{S|\bar{X}}^\tau(s|\bar{X}) \right].$$
In order to use the training data \( \{(x_i, s_i)\}_{i=1}^{N} \) to optimize the privacy function, we let \( p(s_i|x_i) = 1 \) and \( p(s|x_i) = 0 \) if \( s \neq s_i \), for all \( i = 1, \ldots, N \) (hard labels). Optimizing \( \mathcal{P}(\tau; \theta) \) over \( \tau \) is similar to the adversarial training in GAN [62].

D. Regularization \( \mathcal{R}(D_X; \theta) \)

We use domain adaption as the regularizer \( \mathcal{R}(D_X; \theta) \) since it has been demonstrated to perform well in image to image translation [38]. Denote \( D_X \) as the discriminator that seeks to distinguish \( X \) from \( \tilde{X} \). Let \( D_X \) be a FCN with \( M \times M \) outputs where the sigmoid activation function is applied on the last layer to convert numerical values to probabilities as illustrated in Fig. 6a. Each output represents how likely the corresponding patch of an input image is sampled from \( p_X \). This structure is originated from the patch discriminator [63]. Compared to a classical normal discriminator shown in Fig. 6b that outputs the likelihood of a binary hypothesis, the patch discriminator is capable of capturing both the high and low frequency features of the input image and is thus more robust. Denote \( D_X^{(i)} \) as the output corresponding to the \( i \)-th patch. By averaging the discriminator loss over all the patches, we obtain a modified version of (15) as follows:

\[
\mathcal{R}(D_X; \theta) = \sum_{i=1}^{M^2} \mathbb{E}_{X \sim p_X} \left[ \log D_X^{(i)}(X) \right] + \sum_{i=1}^{M^2} \mathbb{E}_{\tilde{X} \sim p_{\tilde{X}}} \left[ \log \left( 1 - \sum_{i=1}^{M^2} D_X^{(i)}(\tilde{X}) \right) \right]. \tag{29}
\]

![Fig. 6. Different types of discriminator.](image)

E. Alternating Optimization

We propose an alternating optimization method to optimize (17). We first sample an initial minibatch data \( \{(x_{ji}, s_{ji})\}_{i=1}^{M} \) from the training set. We draw \( M \) independent and identically distributed (i.i.d.) noise samples from the standard normal distribution and feed the noise samples and \( \{x_{ji}\}_{i=1}^{M} \) into the sanitizer in Fig. 5 to obtain \( \{\tilde{x}_{ji}\}_{i=1}^{M} \). We use \( \{(\tilde{x}_{ji}, x_{ji}, s_{ji})\}_{i=1}^{M} \) to form Monte Carlo estimates of (6), (11) and (29), respectively, since they are written as an expectation.
w.r.t. $X$, $\tilde{X}$ and $S$. Next, we freeze the sanitizer’s parameter $\theta$ and solve (5), (12) and (16) separately. We update $\theta$ by maximizing (17) with $\phi$, $\tau$ and $D_X$ being fixed. We repeat these three steps until an equilibrium is reached. A minibatch stochastic descent algorithm is outlined in Algorithm 1 for training the DRIP-Var framework. Note that Algorithm 1 can also be applied for optimizing (17) using the maximal correlation privacy functions under the DRIP-Max framework.

**Algorithm 1** Minibatch stochastic gradient algorithm

1: Initialize $\theta, \phi, \tau, D_X$.

2: repeat

3: Draw a mini-batch data points $\{(x_{ji}, s_{ji})\}_{i=1}^{M}$ from the training dataset and $M$ i.i.d. noise samples $\{\xi_i\}_{i=1}^{M}$ from $N(0, I)$. Compute $\tilde{x}_{ji} = h_d(h_e(x_{ji}) + h_\sigma(\xi_i))$ to obtain $\{(\tilde{x}_{ji}, x_{ji}, s_{ji})\}_{i=1}^{M}$.

4: Estimate (6), (11) and (29) by using the $M$ data points $\{(\tilde{x}_{ji}, x_{ji}, s_{ji})\}_{i=1}^{M}$.

5: Update $\phi, \tau, D_X$ by applying stochastic gradient descent to optimize (17).

6: Update $\theta$ by applying stochastic gradient descent to optimize (17).

7: until $\theta$ converges

VI. NUMERICAL EXPERIMENTS

In this section, we evaluate our proposed DRIP frameworks on various data sets and compare our method with state-of-the-art benchmark algorithms.

A. DRIP-Var

We evaluate the deep learning model for DRIP-Var sketched in Section V by testing it on the UTKFace dataset [34], which contains over 20,000 face images of size $64 \times 64$ with annotations of gender, age and ethnicity. We select a subset of 7,307 images, consisting of youngsters in the age group of 0 to 20, and elders in the age group of 50 to 70. Each age generation accounts for around half of the population and among each generation, around half of the population is female and the other half is male. Among these 7,307 images, 5,846 images are used for the training and 1,461 images are used for evaluation. We convert the RGB images to grayscale. We let gender be the private variable $S$ and test the age group prediction accuracy of the sanitized images on a pretrained model (legacy system).
1) Setup: The setup of the deep learning model in Section V is given in Table I, where the residual block (Res-BLK) [64] is made of 2 layers of Conv2D with kernel size $4 \times 4$, stride 1 and the number of filters same with the layer it connected to. We apply batch normalization and LeakyReLU activation with $\alpha = 0.2$ on all the convolutional layers but the last layer of each model where Sigmoid, Sigmoid, Softmax and Sigmoid activation are used respectively, set $\lambda_1 = 0.25, \lambda_2 = 0.5$ and use the Adam optimizer with learning rate 0.0001 and momentum 0.5. We train the model by following the steps depicted in Algorithm 1 until an equilibrium point is obtained. Moreover, we train an age group classifier on the raw images using the ResNet-18 [64], which serves as the legacy system and is used to test the utility of the sanitized images. After obtaining the sanitized images, we train a gender classifier on the sanitized images using the ResNet-18 acting as the adversary.

2) Results: After the training is done, we feed the raw images to the sanitizer to obtain sanitized images. A few samples of the raw images and sanitized images are shown in the first two rows of Fig. 7, respectively. It can be observed that the gender information is obfuscated while other facial features are preserved (e.g., it is easy to match each sanitized image to its corresponding raw image without any prior knowledge). The gender accuracy of the sanitized images for the adversary is 61% (compared to 50% for perfect privacy). To test the utility, we input the sanitized images to the pre-trained ResNet-18 age group classifier. We obtained an accuracy of 89%. This accuracy can be further improved to 95% if we include the age group classifier loss on the sanitized images into our objective function in training (cf. Remark 2).

We compare the proposed DRIP-Var with the state-of-the-art GAP [31], invariant representations learning (IRL) [29], and variational fair autoencoder (VFAE) [28]. Given a raw data $x$ and sensitive variable $s$, both IRL and VFAE learn an encoder and decoder pair $q(z|x)$ and $p(x|s, z)$ to resolve the dependencies between the encoded hidden vector $z$ and the sensitive variable $s$. We reconstruct the sanitized image $\tilde{x}$ from $z$ using a decoder by minimizing the pixel distortion between $\tilde{x}$ and the raw image $x$. Some samples are shown in Fig. 7.

As shown in Table II, DIRP-Var achieves the best utility-privacy tradeoff: it achieves higher age group classification accuracy but lower gender classification accuracy than the other methods. In addition, we observe more visual distortions in the sanitized images produced by GAP. This is due to the domain adaption technique incorporated in DRIP-Var while GAP only considers the pixel distortion as the utility. Moreover, unlike the sanitizer in GAP which contains several fully connected layers, our proposed sanitizer is lightweight since it is a FCN, which enables
### TABLE I
**DRIP-VAR deep learning model**

(a) Sanitizer $\theta^\phi_{X|\tilde{X}}$

| Layer    | Output     | Kernel size | Stride | Filters |
|----------|------------|-------------|--------|---------|
| Input    | $64 \times 64 \times 1$ |             |        |         |
| Conv2D   | $64 \times 64 \times 32$ | $6 \times 6$ | 1      | 32      |
| Conv2D   | $32 \times 32 \times 64$ | $3 \times 3$ | 2      | 64      |
| Conv2D   | $16 \times 16 \times 128$ | $3 \times 3$ | 2      | 128     |
| Res-BLK  | $16 \times 16 \times 128$ |             |        |         |
| Add      | $16 \times 16 \times 128$ |             |        |         |
| Res-BLK  | $16 \times 16 \times 128$ |             |        |         |
| Res-BLK  | $16 \times 16 \times 128$ |             |        |         |
| Conv2DTrans | $32 \times 32 \times 64$ | $3 \times 3$ | 2      | 64      |
| Conv2DTrans | $64 \times 64 \times 1$ | $3 \times 3$ | 2      | 1       |

(b) Domain adaption discriminator $D_X$

| Layer    | Output     | Kernel size | Stride | Filters |
|----------|------------|-------------|--------|---------|
| Input    | $64 \times 64 \times 1$ |             |        |         |
| Conv2D   | $32 \times 32 \times 32$ | $4 \times 4$ | 2      | 32      |
| Conv2D   | $16 \times 16 \times 64$ | $4 \times 4$ | 2      | 64      |
| Conv2D   | $8 \times 8 \times 128$ | $4 \times 4$ | 2      | 128     |
| Conv2D   | $8 \times 8 \times 32$  | $4 \times 4$ | 1      | 32      |
| Conv2D   | $8 \times 8 \times 1$   | $4 \times 4$ | 1      | 1       |

(c) Variational distribution $q^\tau_{S|\tilde{X}}$

| Layer    | Output     | Kernel size | Stride | Filters |
|----------|------------|-------------|--------|---------|
| Input    | $64 \times 64 \times 1$ |             |        |         |
| Conv2D   | $32 \times 32 \times 32$ | $4 \times 4$ | 2      | 32      |
| Conv2D   | $16 \times 16 \times 64$ | $4 \times 4$ | 2      | 64      |
| Conv2D   | $8 \times 8 \times 128$ | $4 \times 4$ | 2      | 128     |
| Conv2D   | $8 \times 8 \times 32$  | $4 \times 4$ | 1      | 32      |
| Dense    | $2$        |             |        |         |

(d) $g^\phi$ for variational posterior $q^\phi_{X|\tilde{X}}$

| Layer    | Output     | Kernel size | Stride | Filters |
|----------|------------|-------------|--------|---------|
| Input    | $64 \times 64 \times 1$ |             |        |         |
| Conv2D   | $64 \times 64 \times 32$ | $6 \times 6$ | 1      | 32      |
| Conv2D   | $64 \times 64 \times 64$ | $3 \times 3$ | 1      | 64      |
| Conv2D   | $64 \times 64 \times 32$ | $3 \times 3$ | 1      | 32      |
| Conv2D   | $64 \times 64 \times 1$ | $3 \times 3$ | 1      | 1       |
it to cope with high dimensional inputs and makes it suitable for end-user devices with limited resources and computing power. It can also be observed from Fig. 7 that IRL is better than VFAE in terms of removing the gender information. However, both IRL and VFAE do not retain much details of the raw images. This may be because the normal distribution of the hidden vector $z$ imposed by these methods forces the encoder to extract only the general features of the images.

![Fig. 7](image)

**Fig. 7.** The true labels are displayed on top, where M, F, Y, and E denote male, female, youngster, and elder, respectively. The 1st row shows the original images. Gender is the private variable and age group classification is the utility.

### B. DRIP-Max

We evaluate the use of maximal correlation as the privacy function described in Section IV on the German credit dataset that was previously used by [65] and obtained from the UCI machine learning repository [66]. The German credit dataset contains 1000 samples of personal financial data and the objective is to predict whether a person has a good credit score based on 20 qualitative and quantitative observations such as credit amount and employment status. The
entries for each numerical variable are scaled in range of $[0, 1]$. The whole training set is split into 800 training data and 200 testing data. We choose the age (continuous variable) to be the private variable and the credit score (binary variable) to be public variable in Case 1, and reverse the choices in Case 2. The rest of the 19 observations are treated as raw data.

1) Setup: In Case 1, we construct a privacy function using the neural network method depicted in Section IV-B1. We redefine the utility function $L(\phi; \theta)$ in (17) to be the negative cross-entropy loss of a gender classifier where $\phi$ denotes the trainable weights of the classifier.

In Case 2, we construct a privacy function using the kernel method depicted in Section IV-B2 where we set $\eta = 0.01$ and $K_{\tilde{X}}$ and $K_S$ to be the RBF kernel with bandwidth $\sigma = 1$. We redefine the utility function $L(\phi; \theta)$ in (17) to be the negative mean absolute error (MAE) loss of an age regressor where $\phi$ denotes the trainable weights of the regressor.

The configurations of the sanitizer, maximal correlation function networks ($f'$ and $g$ illustrated in Fig. 4 in reference to Section IV-B1), age regressor and credit score classifier are illustrated in Fig. 8, where dense layers with 20 units and batch normalization are employed followed by LeakyReLU activation with $\alpha = 0.1$, and Sigmoid activation, Linear activation, Softmax activation, Sigmoid activation, are used for each model respectively. The age regressor and credit score classifier serve as the adversary and utility models.

We use MMD as the regularization term in (17) with $\lambda_2 = 0.1$ in this experiment and we use the Adam optimizer with learning rate 0.0001 to train the model following Algorithm 1.

2) Results: To evaluate the sanitizer, we train an age regressor and credit score classifier on the sanitized data to obtain the adversarial loss for Cases 1 and 2, respectively. We compare against two prominent tools in compressive privacy: the discriminant component analysis (DCA) for Case 1 and the desensitized principal component analysis (DPCA) for Case 2, as well as the

| Method          | Gender accuracy | Age group accuracy |
|-----------------|-----------------|--------------------|
| ResNet-18 (raw images) | 99.6%           | 99.1%              |
| DRIP-Var        | 61.0%           | 89.0%              |
| GAP             | 61.5%           | 70.0%              |
| IRL             | 76.0%           | 57.0%              |
| VFAE            | 78.0%           | 58.0%              |
aforementioned VFAE method for both the cases. DCA and DPCA proposed by [67] perform data compression using the concept of the different utility and privacy signal subspaces.

In Table IIIa, the 2nd column shows the maximal correlation between the age and sanitized data, the 3rd column shows the adversarial loss on the age regression, and the 4th and 5th columns show the cross-entropy loss and accuracy of the credit score classification (utility model). A down arrow $\downarrow$ indicates that a smaller value is better for utility-privacy tradeoff. An up arrow $\uparrow$ indicates the opposite. Same notations are applied to Table IIIb. It can be observed that a larger $\lambda_1$ leads to greater privacy at the cost of lower utility. A lower maximal correlation leads to a larger adversarial loss. Thus, the proposed maximal correlation estimators seem to be a good privacy measure. It can be observed that DRIP-Max outshines DPCA and VFAE while DCA is comparable with DRIP-Max in terms of utility-privacy tradeoff. However, unlike DRIP-Max, DCA and DPCA cannot adjust the utility-privacy tradeoff and can only handle categorical utility and private variables, thus have only limited applications.

VII. CONCLUSION

We have proposed a data-driven privacy-preserving framework that produces sanitized data compatible with legacy inference systems and which prevent leakage of sensitive private information. We presented a probabilistic sanitizer and proposed a variational method to form the privacy and utility metrics as well as an alternative privacy metric based on maximal correlation. We introduced domain regularization techniques to ensure legacy compatibility of the sanitized

Fig. 8. DRIP-Max configurations.
TABLE III
GERMAN CREDIT DATA RESULTS

(a) Case 1: Age is private

| Method          | Age max. corr. (↓) | Age MAE (↑) | Credit score loss (↓) | Credit score accuracy (↑) |
|-----------------|--------------------|-------------|-----------------------|--------------------------|
| Raw data        | 0.85               | 0.14        | 0.52                  | 78%                      |
| DRIP-Max(λ₁ = 1)| 0.79               | 0.21        | 0.56                  | 77.2%                    |
| DRIP-Max(λ₁ = 4)| 0.58               | 0.33        | 0.61                  | 71.1%                    |
| VFAE            | 0.81               | 0.18        | 0.62                  | 72%                      |
| DCA             | 0.56               | 0.34        | 0.65                  | 69.9%                    |

(b) Case 2: Credit score is private

| Method          | Credit score loss (↑) | Credit score accuracy (↓) | Age max. corr. (↑) | Age MAE (↓) |
|-----------------|-----------------------|---------------------------|--------------------|-------------|
| Raw data        | 0.52                  | 78%                       | 0.85               | 0.14        |
| DRIP-Max(λ₁ = 1)| 0.61                  | 73.2%                     | 0.83               | 0.15        |
| DRIP-Max(λ₁ = 2)| 0.63                  | 69.7%                     | 0.82               | 0.16        |
| VFAE            | 0.60                  | 74.6%                     | 0.82               | 0.15        |
| DPCA            | 0.59                  | 76%                       | 0.81               | 0.16        |

data. Numerical results demonstrate that our approach has better utility-privacy tradeoff than current state-of-the-art methods. In future research, it would be of interest to test the framework on more real world issues.
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