SOME REMARKS ON THE POINTWISE SPARSE DOMINATION

ANDREI K. LERNER AND SHELDY OMBROSI

Abstract. We obtain an improved version of the pointwise sparse domination principle established by the first author in [19]. This allows us to determine nearly minimal assumptions on a singular integral operator $T$ for which it admits a sparse domination.

1. Introduction

Sparse bounds for different operators have been a recent and active topic in harmonic analysis. Their remarkable feature is that an operator, which is typically signed and non-local, is dominated (pointwise or dually) by a positive and localized expression of the form

$$\sum_{Q \in \mathcal{S}} \langle f \rangle_{p,Q} \chi_Q(x),$$

where $\langle f \rangle_{p,Q} = \frac{1}{|Q|} \int_Q |f|^p$, and $\mathcal{S}$ is a sparse family of cubes of $\mathbb{R}^n$.

Recall that the family of cubes $\mathcal{S}$ is called $\eta$-sparse, $0 < \eta \leq 1$, if for every cube $Q \in \mathcal{S}$, there exists a measurable set $E_Q \subset Q$ such that $|E_Q| \geq \eta |Q|$, and the sets $\{E_Q\}_{Q \in \mathcal{S}}$ are pairwise disjoint.

Localization and sparseness are two main ingredients which make sparse bounds especially effective in quantitative weighted norm inequalities.

The literature about sparse bounds is too extensive to be given here in more or less adequate form. We mention only that sparse bounds for Calderón-Zygmund operators can be found in [7, 15, 16, 18, 19, 20]. Also, there are several general sparse domination principles [5, 6, 8, 19].

In [19], a sparse domination principle was obtained in terms of the grand maximal truncated operator

$$\mathcal{M}_T f(x) = \sup_{Q \ni x} \| T(f \chi_{\mathbb{R}^n \setminus 3Q}) \|_{L^\infty(Q)}$$

defined for a given operator $T$.
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Theorem A [19]. Assume that $T$ is a sublinear operator of weak type $(q, q)$ and $M_T$ is of weak type $(r, r)$, where $1 \leq q \leq r < \infty$. Then, for every compactly supported $f \in L^r(\mathbb{R}^n)$, there exists a sparse family $S$ such that
\[
|Tf(x)| \leq C \sum_{Q \in S} \langle f \rangle_{r,Q} \chi_Q(x)
\]
for a.e. $x \in \mathbb{R}^n$, where $C = c_{n, q, r} \left( \|T\|_{L^q \to L^\infty} + \|M_T\|_{L^r \to L^{r, \infty}} \right)$.

In this paper we improve the above result by means of weakening the two main hypotheses.

First, instead of the weak type $(q, q)$ of $T$ we assume a weaker property that there exists a non-increasing function $\psi_{T,q}(\lambda), 0 < \lambda < 1$, such that for every cube $Q$ and for every $f \in L^q(Q),\]
\[
|\{x \in Q : |T(f\chi_Q)(x)| > \psi_{T,q}(\lambda) \langle f \rangle_{q,Q} \}| \leq \lambda |Q| \quad (0 < \lambda < 1).
\]
We call this the $W_q$ property. If $T$ is of weak type $(q, q)$, then the $W_q$ property holds with $\psi_{T,q}(\lambda) = \|T\|_{L^q \to L^\infty} \lambda^{-1/q}$.

Second, we replace the operator $M_T$ by a more flexible operator $M^\#_{T,\alpha}$ defined for $\alpha > 0$ by
\[
M^\#_{T,\alpha} f(x) = \sup_{Q \ni x} \text{ess sup} |T(f\chi_{\mathbb{R}^n \setminus \alpha Q})(x') - T(f\chi_{\mathbb{R}^n \setminus \alpha Q})(x'')|.
\]

Our main result is the following.

Theorem 1.1. Let $T$ be a sublinear operator satisfying the $W_q$ condition and such that $M^\#_{T,\alpha}$ is of weak type $(r, r)$ for some $\alpha \geq 3$, where $1 \leq q, r < \infty$. Let $s = \max(q, r)$. Then, for every compactly supported $f \in L^s(\mathbb{R}^n)$, there exists a $\frac{1}{2n} \cdot \alpha$-sparse family $S$ such that
\[
|Tf(x)| \leq C \sum_{Q \in S} \langle f \rangle_{s,Q} \chi_Q(x)
\]
for a.e. $x \in \mathbb{R}^n$, where $C = c_{n, r, s, \alpha} \left( \psi_{T,q}(1/12 \cdot (2\alpha)^n) + \|M^\#_{T,\alpha}\|_{L^r \to L^{r, \infty}} \right)$.

Theorem 1.1 provides a more convenient tool compared to Theorem A. Indeed, there is no need now to work with the grand maximal truncated operator $M_T$, which typically requires some additional effort. In many particular cases (see examples in Section 5) the weak type $(r, r)$ of $M^\#_{T,\alpha}$ follows from the estimate
\[
M^\#_{T,\alpha} f(x) \leq CM_r f(x),
\]
where $M_r f = M(|f|^r)^{1/r}$ and $M$ is the Hardy-Littlewood maximal operator.

The fact that we do not require the weak type $(q, q)$ of $T$ in Theorem 1.1 allows us to obtain a sparse domination result for a singular
integral operator $T$ with minimal set of assumptions close in the spirit to the $T1$ theorem.

The paper is organized as follows. In Section 2 we present a proof of Theorem 1.1. We also show separately how this proof looks in the model case of Calderón-Zygmund operators. In Section 3 we discuss some variations and extensions of Theorem 1.1. A sparse $T1$-type result is presented in Section 4. Finally, in Section 5 we collect different examples (mostly known) of operators admitting the pointwise sparse domination. We show how Theorem 1.1 simplifies sparse bounds for these operators.

2. Proof of Theorem 1.1

In this section we prove Theorem 1.1. The proof is a variation of the proof of Theorem A, with an additional twist. Although some parts of both proofs are almost identical, we provide a complete proof for reader’s convenience. First, we separate a common ingredient of both proofs in the following lemma.

Lemma 2.1. Assume that for any compactly supported $f \in L^{s}(\mathbb{R}^n)$ and for every cube $Q$, there exists a $\frac{1}{2}$-sparse family $\mathcal{F}_Q$ of subcubes of $Q$ such that for a.e. $x \in Q$,

\begin{equation}
|T(f\chi_Q)|\chi_Q(x) \leq C \sum_{R \in \mathcal{F}_Q} \langle f \rangle_{s,aR\chi_R}(x) \quad (\alpha \geq 3).
\end{equation}

Then there exists a $\frac{1}{2^{1/a\alpha}}$-sparse family $\mathcal{S}$ such that for a.e. $x \in \mathbb{R}^n$,

\begin{equation}
|Tf(x)| \leq C \sum_{R \in \mathcal{S}} \langle f \rangle_{s,R\chi_R}(x).
\end{equation}

Proof. Take a partition of $\mathbb{R}^n$ by cubes $Q_j$ such that $\text{supp}(f) \subset \alpha Q_j$ for each $j$. For example, take a cube $Q_0$ such that $\text{supp}(f) \subset Q_0$ and cover $3Q_0 \setminus Q_0$ by $3^n - 1$ congruent cubes $Q_j$. Each of them satisfies $Q_0 \subset 3Q_j \subset \alpha Q_j$. Next, in the same way cover $9Q_0 \setminus 3Q_0$, and so on. The union of resulting cubes, including $Q_0$, will satisfy the desired property.

Having such a partition, apply (2.1) to each $Q_j$ instead of $Q$. We obtain a $\frac{1}{2}$-sparse family $\mathcal{F}_{Q_j}$ such that for a.e. $x \in Q_j$,

$|Tf(x)| \leq C \sum_{R \in \mathcal{F}_{Q_j}} \langle f \rangle_{s,aR\chi_R}(x).$

Therefore, setting $\mathcal{F} = \cup_j \mathcal{F}_{Q_j}$, we obtain that $\mathcal{F}$ is $\frac{1}{2}$-sparse and for a.e. $x \in \mathbb{R}^n$,

$|Tf(x)| \leq C \sum_{R \in \mathcal{F}} \langle f \rangle_{s,aR\chi_R}(x).$
This proves (2.2) with a $\frac{1}{2^n}$-sparse family $\mathcal{S} = \{\alpha R : R \in \mathcal{F}\}$. \qed

Before giving the proof of Theorem 1.1, we show that it especially elementary in the model case of Calderón-Zygmund operators.

We say that $T$ is a Calderón-Zygmund operator if $T$ is a linear operator of weak type $(1,1)$ such that

$$Tf(x) = \int_{\mathbb{R}^n} K(x,y)f(y)dy \quad \text{for all } x \notin \text{supp } f$$

with kernel $K$ satisfying the smoothness condition

$$|K(x,y) - K(x',y)| \leq \omega \left( \frac{|x-x'|}{|x-y|} \right) \frac{1}{|x-y|^n}$$

for $|x-x'| < |x-y|/2$, where $\omega_{\text{Dini}} = \int_0^1 \omega(t) \frac{dt}{t} < \infty$.

**Theorem 2.2.** Let $T$ be a Calderón-Zygmund operator. For every compactly supported $f \in L^1(\mathbb{R}^n)$, there exists a $\frac{1}{2(5\sqrt{n})}$-sparse family $\mathcal{S}$ such that for a.e. $x \in \mathbb{R}^n$,

$$|Tf(x)| \leq C_n \|T\|_{L^1 \rightarrow L^{1,\infty}} + [\omega_{\text{Dini}}]\sum_{Q \in \mathcal{S}} \langle f \rangle_{1,Q} \chi_Q(x).$$

This result is well known (see [19] and the history therein). Its proof in [19] is based on Theorem A. The proof given below illustrates in a simplified form the main idea behind the proof of Theorem 1.1.

**Proof of Theorem 2.2.** Given a cube $Q$, denote $Q^* = 5\sqrt{n}Q$. Let us also use the notation $f_Q = \frac{1}{|Q|} \int_Q f$.

It follows from the smoothness condition in the standard way that for every cube $P$ and for all $x, x' \in P$,

$$|T(f\chi_{\mathbb{R}^n \setminus P^*})(x) - T(f\chi_{\mathbb{R}^n \setminus P^*})(x')| \leq c_n |\omega|_{\text{Dini}} \inf_P Mf.$$

Fix a cube $Q$. By the weak type $(1,1)$ of $M$ and $T$, there is $c'_n > 0$ for which the set

$$\Omega = \left\{ x \in Q : \max \left( \frac{M(f\chi_{Q^*})(x)}{c'_n}, \frac{|T(f\chi_{Q^*})(x)|}{c'_n \|T\|_{L^1 \rightarrow L^{1,\infty}}} \right) > |f|_{Q^*} \right\}$$

satisfies $|\Omega| \leq \frac{1}{2^n+1}|Q|$. Denote $A = c'_n \|T\|_{L^1 \rightarrow L^{1,\infty}}$.

Apply the local Calderón-Zygmund decomposition to $\chi_{\Omega}$ on $Q$ at height $\lambda = \frac{1}{2^{n+1}}$. We obtain a family of pairwise disjoint cubes $\{P_j\} \subset Q$ such that

$$\frac{1}{2^{n+1}}|P_j| \leq |P_j \cap \Omega| \leq \frac{1}{2}|P_j|$$

and $|\Omega \setminus \bigcup_j P_j| = 0$. The latter property implies

$$|T(f\chi_{Q^*})(x)| \leq A|f|_{Q^*} \quad \text{for a.e. } x \in Q \setminus \bigcup_j P_j.$$
By (2.5), for all \( x \in P_j \) and \( x' \in P_j \setminus \Omega \),
\[
|T(f\chi_{Q^*\setminus P_j^*})(x)| \leq c_n[\omega]_{\text{Dini}} \inf_{P_j} M(f\chi_{Q^*}) + |T(f\chi_{Q^*\setminus P_j^*})(x')| \leq (c_n c'_n[\omega]_{\text{Dini}} + A)|f|_{Q^*} + |T(f\chi_{P_j^*})(x')|. \tag{2.8}
\]
Next, by (2.6), \(|P_j \setminus \Omega| \geq \frac{1}{2}|P_j|\). On the other hand,
\[
|\{ x \in P_j : |T(f\chi_{P_j^*})(x)| > A|f|_{P_j^*} \}| \leq \frac{1}{2^{n+2}}|P_j|.
\]
Therefore,
\[
\inf_{P_j \setminus \Omega} |T(f\chi_{P_j^*})| \leq A|f|_{P_j^*} \leq c_n A|f|_{Q^*},
\]
which, combined with (2.8), implies that for all \( x \in P_j \),
\[
|T(f\chi_{Q^*\setminus P_j^*})(x)| \leq A'|f|_{Q^*},
\]
where \( A' = \alpha_n(\|T\|_{L^1 \to L^{1,\infty}} + [\omega]_{\text{Dini}}) \).

From this and from (2.7), for a.e. \( x \in Q \),
\[
|T(f\chi_{Q^*})|\chi_Q(x) \leq A|f|_{Q^*}\chi_Q \cup \bigcup_j |T(f\chi_{Q^*})|\chi_{P_j}(x) \leq (A + A')|f|_{Q^*} + \sum_j |T(f\chi_{P_j^*})|\chi_{P_j}(x). \tag{2.9}
\]

By (2.6), \( \sum_j |P_j| \leq \frac{1}{2}|Q| \). Therefore, iterating (2.9), we obtain a \( \frac{1}{2} \)-sparse family \( F_Q \) of subcubes of \( Q \) such that
\[
|T(f\chi_{Q^*})(x)| \leq (A + A') \sum_{R \in F_Q} |f|_{R^*}\chi_R(x)
\]
for a.e. \( x \in Q \). It remains to apply Lemma 2.1. \( \square \)

The operator \( M^\#_{T,\alpha} \) in the above proof appears implicitly in (2.5). In the proof of Theorem 1.1, it appears explicitly and contributes to the exceptional set \( \Omega \).

**Proof of Theorem 1.1.** Given a cube \( Q \), denote \( Q^* = \alpha Q \). Next, set
\[
\widetilde{M}_T f = \max(|T f|, M^\#_{T,\alpha} f).
\]

By the weak type \((1, 1)\) of \( M \) and by the theorem assumptions along with Hölder’s inequality, one can choose \( c = c_{n,s,\alpha} > 0 \) and
\[
A = 2\psi_{T,q}(1/12 \cdot (2\alpha)^n) + c_{n,r,\alpha} M^\#_{T,\alpha} \|M^\#_{T,\alpha}\|_{L^r \to L^{r,\infty}}
\]
for which the set
\[
\Omega = \left\{ x \in Q : \max\left( \frac{M_s(f\chi_{Q^*})(x)}{c}, \frac{|\widetilde{M}_T(f\chi_{Q^*})(x)|}{A} \right) > (f)_{s,Q^*} \right\}
\]
satisfies \(|\Omega| \leq \frac{1}{2^{n+2}}|Q|\).
Apply the local Calderón-Zygmund decomposition to $\chi_\Omega$ on $Q$ at height $\lambda = \frac{1}{2^{n+1}}$. We obtain a family of pairwise disjoint cubes $\{P_j\} \subset Q$ such that
\begin{equation}
\frac{1}{2^{n+1}} |P_j| \leq |P_j \cap \Omega| \leq \frac{1}{2} |P_j|
\end{equation}
and $|\Omega \setminus \cup_j P_j| = 0$. The latter property implies
\begin{equation}
|T(f\chi_{Q^*})(x)| \leq A(f)_{s,Q^*} \quad \text{for a.e. } x \in Q \setminus \cup_j P_j.
\end{equation}

For almost all $x \in P_j$ and $x' \in P_j \setminus \Omega$,
\begin{equation}
|T(f\chi_{P_j^*})(x)| \leq \inf_{P_j} \mathcal{M}^{\#}_{T,\alpha}(f\chi_{Q^*}) + |T(f\chi_{Q^* \setminus P_j^*})(x')|
\end{equation}
Next, by (2.10), $|P_j \setminus \Omega| \geq \frac{1}{2} |P_j|$. On the other hand,
\begin{align*}
|\{x \in P_j : |T(f\chi_{P_j^*})(x)| > A(f)_{s,P_j^*}\}| &\leq \frac{1}{2^{n+2}} |P_j|.
\end{align*}
Therefore,
\begin{align*}
\inf_{P_j \setminus \Omega} |T(f\chi_{P_j^*})| &\leq A(f)_{s,P_j^*} \leq c A(f)_{s,Q^*},
\end{align*}
which, combined with (2.12), implies that for all $x \in P_j$,
\begin{equation}
|T(f\chi_{Q^* \setminus P_j^*})(x)| \leq (2 + c) A(f)_{s,Q^*}.
\end{equation}
From this and from (2.11), for a.e. $x \in Q$,
\begin{equation}
|T(f\chi_{Q^*})\chi_Q(x)| \leq A(f)_{s,Q^*}\chi_{Q \setminus \cup_j P_j}(x) + \sum_j |T(f\chi_{Q^*})\chi_{P_j}(x)|
\end{equation}
\begin{equation}
\leq (3 + c) A(f)_{s,Q^*} + \sum_j |T(f\chi_{P_j^*})\chi_{P_j}(x)|.
\end{equation}
By (2.10), $\sum_j |P_j| \leq \frac{1}{2} |Q|$. Therefore, iterating (2.13), we obtain a $\frac{1}{2}$-sparse family $\mathcal{F}_Q$ of subcubes of $Q$ such that for a.e. $x \in Q$,
\begin{align*}
|T(f\chi_{Q^*})(x)| &\leq (3 + c) A \sum_{R \in \mathcal{F}_Q} \langle f \rangle_{s,R^*}\chi_R(x),
\end{align*}
which, along with Lemma 2.1, completes the proof. \hfill \square

3. Some variations of Theorem 1.1

We mention here some simple but useful variations/extensions of Theorem 1.1. Let us start with the following, a slightly more precise version of Theorem 1.1.
Theorem 3.1. Let $1 \leq q, r < \infty$ and $s = \max(q, r)$. Let $f$ be a compactly supported function from $L^s(\mathbb{R}^n)$. Assume that $T$ is a sublinear operator satisfying the following property: there exist non-increasing functions $\psi$ and $\varphi$ such that for any cube $Q$,

$$\left| \{ x \in Q : |T(f \chi_Q)(x)| > \psi(\lambda) \langle f \rangle_{q,Q} \} \right| \leq \lambda |Q| \quad (0 < \lambda < 1)$$

and

$$\left| \{ x \in Q : \mathcal{M}_{T,\alpha}^\#(f \chi_Q)(x) > \varphi(\lambda) \langle f \rangle_{r,Q} \} \right| \leq \lambda |Q| \quad (0 < \lambda < 1)$$

for some $\alpha \geq 3$. Then there exists a $\frac{1}{2\alpha^n}$-sparse family $S$ such that

$$|Tf(x)| \leq C \sum_{Q \in S} \langle f \rangle_{s,Q} \chi_Q(x)$$

for a.e. $x \in \mathbb{R}^n$, where $C = c_{n,s} \left( \psi(1/12 \cdot (2\alpha)^n) + \varphi(1/12 \cdot (2\alpha)^n) \right)$.

Indeed, the only difference in the proof is in the definition of $A$, namely, one should define

$$A = 2 \left( \psi(1/12 \cdot (2\alpha)^n) + \varphi(1/12 \cdot (2\alpha)^n) \right).$$

With this choice of $A$ we have

$$\left| \{ x \in Q : \widetilde{\mathcal{M}}_T(f \chi_{Q^*})(x) > A \langle f \rangle_{s,Q^*} \} \right| \leq \frac{1}{6 \cdot 2^n} |Q|,$$

and hence one can bound $|\Omega|$ by $\frac{1}{2\pi r^2} |Q|$.

Remark 3.2. The advantage of Theorem 3.1 compared to Theorem 1.1 is not only in the weaker assumption on $\mathcal{M}_{T,\alpha}^\#$ but also in the fact that the sparse domination for an individual function $f$ follows from the initial assumptions on the same function. This advantage will be used in Theorem 4.1 below.

Our next remark is that the $\langle f \rangle_{p,Q}$ averages in Theorems 1.1 and 3.1 can be replaced by the Orlicz averages defined for a Young function $\Phi$ by

$$\|f\|_{\Phi,Q} = \inf \left\{ \lambda > 0 : \frac{1}{|Q|} \int_Q \Phi(|f(y)|/\lambda) dy \leq 1 \right\}.$$ 

For example, the corresponding variant of Theorem 3.1 can be stated as follows.

Theorem 3.3. Let $\Phi$ and $\Theta$ be Young functions such that $\Theta(t) \leq C\Phi(t)$ for all $t \geq t_0 \geq 0$. Let $f$ be a compactly supported function from the Orlicz space $L^\Phi(\mathbb{R}^n)$. Assume that $T$ is a sublinear operator satisfying the following property: there exist non-increasing functions $\psi$ and $\varphi$ such that for any cube $Q$,

$$\left| \{ x \in Q : |T(f \chi_Q)(x)| > \psi(\lambda) \|f\|_{\Phi,Q} \} \right| \leq \lambda |Q| \quad (0 < \lambda < 1)$$

and

$$\left| \{ x \in Q : \mathcal{M}_{T,\alpha}^\#(f \chi_Q)(x) > \varphi(\lambda) \|f\|_{\Phi,Q} \} \right| \leq \lambda |Q| \quad (0 < \lambda < 1)$$
and
\[ \{ x \in Q : M^\#_{T,\alpha}(f\chi_Q)(x) > \varphi(\lambda)\|f\|_{\Phi,Q} \} \leq \lambda |Q| \quad (0 < \lambda < 1) \]
for some \( \alpha \geq 3 \). Then there exists a \( \frac{1}{2^{\alpha n}} \)-sparse family \( S \) such that
\[ |Tf(x)| \leq C \sum_{Q \in S} \|f\|_{\Phi,Q} \chi_Q(x) \]
for a.e. \( x \in \mathbb{R}^n \), where \( C = c_{\alpha,\Phi,\Theta} \left( \psi(1/12 \cdot (2\alpha)^n) + \varphi(1/12 \cdot (2\alpha)^n) \right) \).

Indeed, it is easy to see that \( \langle f \rangle_{s,Q} \) appears in the sparse domination estimate in Theorem 3.1 just because, by Hölder’s inequality,
\[ \max(\langle f \rangle_{q,Q}, \langle f \rangle_{r,Q}) \leq \langle f \rangle_{s,Q}. \]
Now, the assumption \( \Theta(t) \leq C\Phi(t) \) implies \( \|f\|_{\Phi,Q} \leq C \|f\|_{\Phi,Q} \). Therefore, replacing \( \langle f \rangle_{s,Q} \) by \( \|f\|_{\Phi,Q} \) in the proof of Theorems 1.1/3.1, we obtain Theorem 3.3. For an application of Theorem 3.3, see Example 5.4 in Section 5.

We also note that Theorem 3.1 can be easily extended to a multilinear case. In [21], a multilinear extension of Theorem A was obtained. Our multilinear variant of Theorem 3.1 improves this result exactly in the same way as Theorem 3.1 improves Theorem A.

Denote \( \vec{f} = (f_1, \ldots, f_m) \) and \( \vec{f}\chi_Q = (f_1\chi_Q, \ldots, f_m\chi_Q) \). Given an operator \( T(\vec{f}) \) and \( \alpha > 0 \), define a multilinear analogue of the operator \( M^\#_{T,\alpha} \) by
\[ M^\#_{T,\alpha}(\vec{f})(x) = \sup_{Q \ni x} \text{ess sup}_{x',x'' \in Q} \left| (T(\vec{f}) - T(\vec{f}\chi_Q))(x') - (T(\vec{f}) - T(\vec{f}\chi_Q))(x'') \right|. \]

**Theorem 3.4.** Let \( 1 \leq q, r < \infty \) and \( s = \max(q,r) \). Let \( f_j, j = 1, \ldots, m \), be compactly supported functions from \( L^s(\mathbb{R}^n) \), and let \( \vec{f} = (f_1, \ldots, f_m) \). Assume that \( T \) is an operator satisfying the following property: there exist non-increasing functions \( \psi \) and \( \varphi \) such that for any cube \( Q \),
\[ \{ x \in Q : |T(\vec{f}\chi_Q)(x)| > \psi(\lambda) \prod_{j=1}^m \langle f_j \rangle_{q,j,Q} \} \leq \lambda |Q| \quad (0 < \lambda < 1) \]
and
\[ \{ x \in Q : M^\#_{T,\alpha}(\vec{f}\chi_Q)(x) > \varphi(\lambda) \prod_{j=1}^m \langle f_j \rangle_{r,j,Q} \} \leq \lambda |Q| \quad (0 < \lambda < 1) \]
for some \( \alpha \geq 3 \). Then there exists a \( \frac{1}{2^{\alpha n}} \)-sparse family \( S \) such that
\[ |T\vec{f}(x)| \leq C \sum_{Q \in S} \prod_{j=1}^m \langle f_j \rangle_{s,j,Q} \chi_Q(x) \]
for a.e. $x \in \mathbb{R}^n$, where $C = c_{n,s} \left( \psi(1/12 \cdot (2\alpha)^n) + \varphi(1/12 \cdot (2\alpha)^n) \right)$.

We point out the necessary changes in the proof compared to the proof of Theorem 3.1. First, instead of $M_s f$ one should consider

$$M_s(\vec{f})(x) = \sup_{Q \ni x} \prod_{j=1}^m \langle f_j \rangle_{s,Q}.$$  

Second, $T(f\chi_{Q^\ast \setminus P^\ast_j})$ should be replaced by $T(\vec{f}\chi_Q^\ast) - T(\vec{f}\chi_{P^\ast_j})$. The rest of the proof is identically the same.

Note that in Theorem 3.4, similarly to the corresponding result in [21], we do not assume that $T$ is multilinear (or multi(sub)linear), which is in contrast to the statement of its linear analogue, Theorem 3.1. The explanation is in the way we defined $\mathcal{M}_{T,\alpha}^\#$ in the linear and multilinear cases. The only place where the sublinearity of $T$ in Theorems 1.1 and 3.1 was used is in the estimate

$$|T(f\chi_{Q^\ast \setminus P^\ast_j})| \leq |T(f\chi_Q^\ast)| + |T(f\chi_{P^\ast_j})|.$$  

Having here $T(f\chi_{Q^\ast}) - T(f\chi_{P^\ast_j})$ instead of $|T(f\chi_{Q^\ast \setminus P^\ast_j})|$, this estimate would hold trivially without any assumption on $T$. Thus, defining $\mathcal{M}_{T,\alpha}^\#$ in the linear case in analogy with its multilinear analogue, one can state Theorems 1.1 and 3.1 for arbitrary $T$.

4. A SPARSE $T1$-TYPE THEOREM

Consider a class of integral operators represented as

$$Tf(x) = \int_{\mathbb{R}^n} K(x,y)f(y)dy \quad \text{for all } x \notin \text{supp } f.$$  

We say that $K$ satisfies the $L^r$-Hörmander condition, $1 \leq r \leq \infty$, if

$$\sup_{Q} \sup_{x,x' \in \frac{1}{2}Q} \sum_{k=1}^{\infty} |2^k Q|^{\frac{1}{r}}\|K(x,\cdot) - K(x',\cdot)\|_{L^r(2^k Q \setminus 2^{k-1} Q)} < \infty.$$  

Denote by $H_r$ the class of kernels satisfying the $L^r$-Hörmander condition. It is easy to see that $H_1$ is just the classical Hörmander condition, and that $H_r \subset H_s$ if $r > s$.

Let $T^*$ denote the transpose of $T$, which is associated to the kernel $K^*(x,y) = K(y,x)$. It is well known (see, e.g., [10, p. 99]) that if $T$ is $L^2$ bounded, represented by (4.1) for any $f \in L^2$ and if $K, K^* \in H_1$, then $T$ is of weak type $(1,1)$ and is bounded on $L^p$ for every $1 < p < \infty$.

On the other hand, many results in the theory of singular integrals hold under stronger assumptions on $K$. Recall that $K$ is called standard...
kernel if it satisfies the size condition $|K(x, y)| \leq \frac{C}{|x-y|^n}$ for $x \neq y$ and both $K$ and $K^*$ satisfy the regularity condition

$$|K(x, y) - K(x', y)| \leq C \frac{|x-x'|^\delta}{|x-y|^{n+\delta}} \quad (|x-x'| < |x-y|/2).$$

The $T1$ theorem [9] in one of its equivalent forms asserts that if $K$ is standard, then $T$ is $L^2$ bounded if and only if there exists $C > 0$ such that for any cube $Q$,

$$\int_Q |T\chi_Q| dx \leq C |Q| \quad \text{and} \quad \int_Q |T^*\chi_Q| dx \leq C |Q|.$$}

In [17], a “sparse” proof of the $T1$ theorem was given, namely the sparse domination (in the dual form) for $T$ was obtained assuming that $K$ is standard and $T$ satisfies (4.3).

It is still unknown what are the minimal regularity conditions on $K$ for which the $T1$ theorem holds. The sharpest known sufficient condition for the $T1$ theorem is (2.3) for $K$ and $K^*$ with

$$\int_0^1 \omega(t) \left(1 + \log \frac{1}{t}\right)^{1/2} dt < \infty$$

(see [12] for the corresponding discussion). In particular, it is unknown whether this condition can be relaxed to the classical Dini condition.

Similarly, one can ask about the minimal assumptions on $T$ yielding the pointwise sparse domination. Our result in this direction is the following.

We assume that $K : \mathbb{R}^n \times \mathbb{R}^n \backslash \{(x, x) : x \in \mathbb{R}^n\}$ is real valued, and that $T$ represented by (4.1) is properly defined on the space $L^\infty_c$ of bounded functions with compact support.

**Theorem 4.1.** Assume that $K \in H_r$ for some $1 < r \leq \infty$ and that $K^* \in H_1$. Suppose that there exists $C > 0$ such that for every cube $Q$ and every measurable subset $E \subset Q$,

$$\int_Q |T^*\chi_E| dx \leq C |Q|.$$ Then for every $f \in L^\infty_c$, there exists a $\frac{1}{2^n}$-sparse family $S$ such that for a.e. $x \in \mathbb{R}^n$,

$$|Tf(x)| \leq C(n, T) \sum_{Q \in S} \langle f \rangle_{r', Q} \chi_Q(x).$$

We collect several standard facts. First, the assumption $K \in H_r$ along with Hölder’s inequality implies that for all $x \in \mathbb{R}^n$,

$$M^\#_{T, 3} f(x) \leq CM_r f(x).$$
Second, the assumption $K^* \in H_1$ implies that for every cube $Q$ and any bounded function supported in $Q$ with $\int_Q f = 0,$

\begin{equation}
(4.6) \quad \int_{\mathbb{R}^n \setminus 2Q} |Tf| dx \leq C \int_Q |f| dx.
\end{equation}

The proof of the following lemma is almost the same as the standard proof of the weak type $(1, 1)$ of $T$.

**Lemma 4.2.** Let $K^* \in H_1$. Assume that there exist $A, \delta > 0$ such that for every cube $Q$ and any $f \in L^\infty_c(Q),$

\begin{equation}
(4.7) \quad |\{ x \in Q : |T(f\chi_Q)(x)| > \alpha \}| \leq A \left( \frac{\|f\|_{L^\infty(Q)}}{\alpha} \right)^\delta |Q| \quad (\alpha > 0).
\end{equation}

Then there is $C > 1$ such that for any $f \in L^\infty_c$ and for every cube $Q$,

\[ |\{ x \in Q : |T(f\chi_Q)(x)| > \alpha |f|_Q \}| \leq \frac{C}{\alpha^{\frac{1}{1+\delta}}} |Q| \quad (\alpha > 0). \]

**Proof.** Fix a cube $Q$. By homogeneity, one can assume that $|f|_Q = 1$. Suppose also that $\alpha > 1$ since otherwise the statement is trivial.

By the local Calderón-Zygmund decomposition, there exists a family of pairwise disjoint cubes $\{Q_j\} \subset Q$ such that

\[ \alpha^{\frac{\delta}{1+\delta}} < |f|_{Q_j} \leq 2^n \alpha^{\frac{\delta}{1+\delta}} \]

and $|f| \leq \alpha^{\frac{1}{1+\delta}}$ a.e. on $Q \setminus \cup_j Q_j$. Set $b = \sum_j b_j$, where $b_j = (f - f_{Q_j})\chi_{Q_j}$ and let $g = f - b$. Then $\|g\|_{L^\infty(Q)} \leq 2^n \alpha^{\frac{1}{1+\delta}}$.

Applying (4.7) yields

\[ |\{ x \in Q : |T(g\chi_Q)(x)| > \alpha/2 \}| \leq \frac{2(n+1)\delta A}{\alpha^{\frac{1}{1+\delta}}} |Q| \]

Next, by (4.6),

\[ \int_{\mathbb{R}^n \setminus 2Q_j} |T(b_j)| dx \leq C \int_{Q_j} |b_j(y)| dy, \]

and, therefore,

\[ \int_{\mathbb{R}^n \setminus \cup_j 2Q_j} |T(b)| dx \leq \sum_j \int_{\mathbb{R}^n \setminus 2Q_j} |T(b_j)| dx \]

\[ \leq C \sum_j \int_{Q_j} |b_j| dx \leq 2C |Q|, \]
which implies
\[\left|\left\{ x \in Q : |T(b \chi_Q)(x)| > \alpha/2 \right\}\right| \leq \left| \bigcup_j 2Q_j \right| + \frac{2}{\alpha} \int_{\mathbb{R}^n \setminus \bigcup_j 2Q_j} |T(b)|dx \leq \left( \frac{2^n}{\alpha^{1+\delta}} + \frac{2C}{\alpha} \right) |Q|.
\]
Combining this with the above estimate for \( T(g \chi_Q) \) yields
\[\left|\left\{ x \in Q : |T(f \chi_Q)(x)| > \alpha \right\}\right| \leq \left( \frac{2^{(n+1)\delta}}{\alpha^{1+\delta}} + \frac{2C}{\alpha} \right) |Q|,
\]
which completes the proof.

Proof of Theorem 4.1. Condition (4.4) implies that for every cube \( Q \) and any \( f \in L^\infty(Q) \),
\[\int_Q |T(f \chi_Q)|dx = \int_Q fT^* ((\text{sign } Tf) \chi_Q)dx \leq 2C\|f\|_{L^\infty(Q)} |Q|.
\]
Therefore, by Lemma 4.2 there is \( C' > 1 \) such that for any \( f \in L^\infty_c \) and for every cube \( Q \),
\[\left|\left\{ x \in Q : |T(f \chi_Q)(x)| > \alpha |f|_Q \right\}\right| \leq C' \frac{\alpha}{\alpha^{1/2}} |Q| \quad (\alpha > 0).
\]

From this and from (4.5), by the weak type \((r', r')\) of \( M_{r'} \), we obtain that both conditions of Theorem 3.1 are satisfied for \( q = 1 \) and \( r' \) instead of \( r \) for every \( f \in L^\infty_c \) with corresponding functions \( \psi \) and \( \varphi \) independent of \( f \). Applying Theorem 3.1 completes the proof.

Note that for every \( \eta \)-sparse family \( S \),
\[(4.8) \quad \left\| \sum_{Q \in S} \langle f \rangle_{r, Q} \chi_Q \right\|_{L^p} \leq C_{n, p, r, \eta} \|f\|_{L^p} \quad (1 \leq r < p < \infty)
\]
(see, e.g., [19, Lemma 4.5]). This along with Theorem 4.1 easily implies the following.

Corollary 4.3. Assume that \( K \in H_r \) for some \( 1 < r \leq \infty \) and that \( K^* \in H_1 \). Then \( T \) has a bounded extension that maps \( L^2(\mathbb{R}^n) \) to itself if and only if condition (4.4) holds.

Proof. The necessity part of this statement is obvious. Thus, we only need to show the sufficiency part.

By Theorem 4.1 and by (4.8), for any \( p > r' \) and for all \( f \in L^\infty_c \),
\[(4.9) \quad \|Tf\|_{L^p} \leq c_{n, p, r} \|f\|_{L^p}.
\]
This along with (4.6) implies the weak type \((1, 1)\) property (restricted to \( f \in L^\infty_c \))
\[\|Tf\|_{L^{1, \infty}} \leq C \|f\|_{L^1}.
\]
(see, e.g., [10] for this fact), and therefore, by interpolation,
\[ \|Tf\|_{L^2} \leq C\|f\|_{L^2} \quad (f \in L^\infty_c), \]
which implies that \( T \) can be extended continuously to a bounded mapping on \( L^2 \).

Observe that condition (4.4) can be written in an equivalent and more symmetric form as follows: there exists \( C > 0 \) such that for every cube \( Q \) and any measurable subsets \( E, F \subset Q \),
\[ |\langle T\chi_E, \chi_F \rangle| \leq C|Q|. \]

Having in mind Corollary 4.3, the question about the minimal regularity assumptions yielding the \( T1 \) theorem can be rephrased as follows: what are the minimal regularity assumptions on \( K \) for which the \( T1 \) conditions (4.3) imply (4.4)?

One can also ask whether the assumption \( K \in H^r, r > 1 \), in Corollary 4.3 can be further improved to the minimal assumption \( K \in H^1 \).

5. Examples

In this section we give several examples of operators admitting the pointwise sparse domination. Note that most of the sparse bounds mentioned below are known. But here we provide a unified and simplified approach to these results based on Theorem 1.1 and its variants. First, we mention the following corollary, which follows immediately from Theorem 1.1

**Corollary 5.1.** Let \( 1 \leq q, r < \infty \). Let \( T \) be a sublinear operator of weak type \((q, q)\), and suppose that for some \( \alpha \geq 3 \) and for a.e. \( x \in \mathbb{R}^n \),
\[ \mathcal{M}_{T,\alpha}^\# f(x) \leq KM_r f(x). \]

Let \( s = \max(q, r') \). Then, for every compactly supported \( f \in L^s(\mathbb{R}^n) \), there exists a \( \frac{1}{2}\alpha^n \)-sparse family \( S \) such that
\[ |Tf(x)| \leq C \sum_{Q \in S} \langle f \rangle_{s,Q} \chi_Q(x) \quad (5.1) \]
for a.e. \( x \in \mathbb{R}^n \), where \( C = c_{n,r,s,\alpha}(\|T\|_{L^s \to L^q} + K) \).

**Example 5.2.** Consider a class of integral operators represented by (4.1) with \( K \in H^r, 1 < r \leq \infty \). Then, as it was mentioned above, (4.5) holds.

Therefore, assuming additionally that \( T \) is of weak type \((q, q)\), by Corollary 5.1 we obtain that (5.1) holds with \( s = \max(q, r') \). This result in a slightly different form can be found in [21].
Example 5.3. Let $\mathcal{F} = \{\phi_\alpha\}_{\alpha \in A}$ be a family of real-valued measurable functions indexed by some set $A$, and let $T$ be an operator represented by (4.1). Define the maximally modulated operator $T^F$ by

$$T^F f(x) = \sup_{\alpha \in A} |T(M^{\phi_\alpha} f)(x)|,$$

where $M^{\phi_\alpha} f(x) = e^{2\pi i \phi_\alpha(x)} f(x)$.

Assume that $K \in H_r$, $1 < r \leq \infty$. Then (4.5) holds for $T^F$ instead of $T$ with essentially the same proof. Assuming additionally that $T^F$ is of weak type $(q,q)$, we obtain (5.1) for $T^F$ with $s = \max(q,r')$. The corresponding result can be found in [3].

Example 5.4. As a particular case of the previous example, consider the Carleson operator $C$ defined by

$$C(f)(x) = \sup_{\xi \in \mathbb{R}} |H(M^\xi f)(x)|,$$

where $H$ is the Hilbert transform, and $M^\xi f(x) = e^{2\pi i \xi x} f(x)$.

In this case $K \in H_\infty$, and therefore $M^\xi$ is of weak type $(1,1)$.

Set $\Phi(t) = t \log(e+t) \log \log \log(e+t)$. It was shown in [11, Th. 5.1] that for every interval $I \subset \mathbb{R}$,

$$\|C(f \chi_I)\|_{L^{1,\infty}(I)} \leq C \|f\|_{\Phi,I},$$

(this represents an elaborated version of Antonov’s theorem [2] on a.e. convergence of Fourier series for $f \in L \log L \log \log \log L$).

Therefore, by Theorem 3.3 for every compactly supported $f \in L^\Phi(\mathbb{R})$, there exists a $\frac{1}{3}$-sparse family $S$ such that for a.e. $x \in \mathbb{R}$,

$$C(f)(x) \leq C \sum_{I \in S} \|f\|_{\Phi,I} \chi_I(x).$$

Example 5.5. Recall that a smooth function $a(x,\xi)$ defined on $\mathbb{R}^n \times \mathbb{R}^n$ belongs to the class $S^m_{\rho,\delta}$ if

$$|\partial_\alpha^\beta \partial_\xi^\delta a(x,\xi)| \leq C_{\alpha,\beta}(1 + |\xi|)^{m-\rho|\beta|+\delta|\alpha|}$$

for all multi-indices $\alpha, \beta$, where $m \in \mathbb{R}$ and $0 \leq \rho, \delta \leq 1$.

Given $a \in S^m_{\rho,\delta}$, the pseudodifferential operator $T_a$ is defined by

$$T_a f(x) = \int_{\mathbb{R}^n} a(x,\xi) \hat{f}(\xi) e^{2\pi i x \cdot \xi} d\xi.$$

Assume that $a \in S^{-n(1-\rho)}_{\rho,\delta}$, where $0 < \rho \leq 1$ and $0 \leq \delta < 1$. First, $T_a$ is of weak type $(1,1)$ (this result can be found in [11, Th. 3.2]). Second, for every $r > 1$,

$$M_{T_a}^\# f(x) \leq C_r M_r f(x).$$
(for the proof of this estimate see [22, Th. 3.3]). Therefore, $T_a$ satisfies (5.1) for all $s > 1$. This result was obtained in [4].

**Example 5.6.** Given a function $A$ with $\nabla A \in BMO$, define the operator $T_A$ by

$$T_A f(x) = \int_{\mathbb{R}^n} K(x,y) \frac{A(x) - A(y) - \nabla A(y)(x-y)}{|x-y|} f(y) dy \quad (x \notin \text{supp } f),$$

where $K$ is a standard kernel (as defined in Section 4).

An argument in [14, Th. 1] shows that

$$M_{T_A, \sqrt{n}}^\# f(x) \leq C M M f(x).$$

Therefore, assuming additionally that $T_A$ is of weak type $(q,q)$, $q > 1$, we obtain that $T_A$ satisfies (5.1) for $s = q$. See [13], where a more refined result with a specific $K$ is obtained.

**References**

[1] J. Álvarez and J. Hounie, *Estimates for the kernel and continuity properties of pseudo-differential operators*, Ark. Mat. 28 (1990), no. 1, 1–22.

[2] N.Y. Antonov, *Convergence of Fourier series*, East J. Approx., 2 (1996), 187–196.

[3] D. Beltran, *Geometric control of oscillatory integrals*, PhD thesis. University of Birmingham, 2017.

[4] D. Beltran and L. Cladek, *Sparse bounds for pseudodifferential operators*, J. Anal. Math., to appear. Available at https://arxiv.org/abs/1711.02339

[5] C. Benea and C. Muscalu, *Sparse domination via the helicoidal method*, preprint. Available at https://arxiv.org/abs/1707.05484

[6] F. Bernicot, D. Frey and S. Petermichl, *Sharp weighted norm estimates beyond Calderón-Zygmund theory*, Anal. PDE 9 (2016), no. 5, 1079–1113.

[7] J.M. Conde-Alonso and G. Rey, *A pointwise estimate for positive dyadic shifts and some applications*, Math. Ann. 365 (2016), no. 3–4, 1111–1135.

[8] J.M. Conde-Alonso, A. Culiuc, F. Di Plinio and Y. Ou, *A sparse domination principle for rough singular integrals*, Anal. PDE 10 (2017), no. 5, 1255–1284.

[9] G. David and J.-L. Journé, *A boundedness criterion for generalized Calderón–Zygmund operators*, Ann. of Math., 120 (1984), no. 2, 371–397.

[10] J. Duoandikoetxea, *Fourier analysis*, Graduate Studies in Mathematics, 29. American Mathematical Society, Providence, RI, 2001.

[11] L. Grafakos, J.M. Martell and F. Soria, *Weighted norm inequalities for maximally modulated singular integral operators*, Math. Ann. 331 (2005), no. 2, 359-394.

[12] A. Grau de la Herrán and T. Hytönen, *Dyadic representation and boundedness of nonhomogeneous Calderón-Zygmund operators with mild kernel regularity*, Michigan Math. J. 67 (2018), no. 4, 757–786.

[13] G. Hu, *Weighted vector-valued estimates for a non-standard Calderón-Zygmund operator*, Nonlinear Anal. 165 (2017), 143–162.

[14] G. Hu and D. Yang, *Sharp function estimates and weighted norm inequalities for multilinear singular integral operators*, Bull. London Math. Soc. 35 (2003), no. 6, 759–769.
[15] T. Hytönen, L. Roncal and O. Tapiola, *Quantitative weighted estimates for rough homogeneous singular integrals*, Israel J. Math., 218 (2017), no. 1, 133–164.

[16] M.T. Lacey, *An elementary proof of the $A_2$ bound*, Israel J. Math., 217 (2017), no. 1, 181–195.

[17] M.T. Lacey and D. Mena-Arias, *The sparse $T1$ theorem*, Houston J. Math. 43 (2017), no. 1, 111–127.

[18] A.K. Lerner, *A simple proof of the $A_2$ conjecture*, Int. Math. Res. Not. 2013, no. 14, 3159–3170.

[19] A.K. Lerner, *On pointwise estimates involving sparse operators*, New York J. Math. 22 (2016), 341–349.

[20] A.K. Lerner and F. Nazarov, *Intuitive dyadic calculus: the basics*, Expo Math., to appear. Available at [http://arxiv.org/abs/1508.05639](http://arxiv.org/abs/1508.05639)

[21] K. Li, *Sparse domination theorem for multilinear singular integral operators with $L^r$–Hörmander condition*, Michigan Math. J. 67 (2018), no. 2, 253–265.

[22] N. Michalowski, D.J. Rule and W. Staubach, *Weighted $L^p$ boundedness of pseudodifferential operators and applications*, Canad. Math. Bull. 55 (2012), no. 3, 555–570.

Department of Mathematics, Bar-Ilan University, 5290002 Ramat Gan, Israel

E-mail address: lernera@math.biu.ac.il

Departamento de Matemática, Universidad Nacional del Sur, Bahía Blanca, 8000, Argentina

E-mail address: sombrosi@uns.edu.ar