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Abstract—Separating 3D point clouds into individual instances is an important task for 3D vision. It is challenging due to the unknown and varying number of instances in a scene. Existing deep learning based works focus on a two-step pipeline: first learn a feature embedding and then cluster the points. Such a two-step pipeline leads to disconnected intermediate objectives. In this paper, we propose an integrated reformulation of 3D instance segmentation as a per-point classification problem. We propose ICM-3D, a single-step method to segment 3D instances via instantiated categorization. The augmented category information is automatically constructed from 3D spatial positions. We conduct extensive experiments to verify the effectiveness of ICM-3D and show that it obtains inspiring performance across multiple frameworks, backbones and benchmarks.
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I. INTRODUCTION

3D point cloud instance segmentation [1]–[11] is crucial for many applications including autonomous driving, manipulating robots, and augmented reality. It requires not only predicting a semantic label for each point (e.g., chair, table, ...), but also assigning points to each instance. 3D point cloud instance segmentation is challenging. The formulation of semantic label prediction has been widely and well explored in the literature [12]–[14]. However, how to formulate the process of separating different instances has not been well defined. Until now, the dominant methods [5]–[8] usually consider 3D instance segmentation as a two-step per-point embedding learning and subsequent clustering problem. First, each point is embedded in a latent feature space, such that points belonging to the same instance should be close, and points of different instances should be partible (Fig. 1 (a)). Second, points are grouped following a clustering strategy, such as by mean-shift [15] algorithm [5], [6], breadth-first search based on distance threshold [7], or graph node merging [8]. An important assumption here is that points belonging to the same instance should have very similar features. Therefore, they mainly focus on discriminative feature learning and point clustering.

Despite the remarkable progress these embed-and-cluster methods have achieved, we observe two potential issues in such a paradigm: 1) Instability: at each training iteration, the relative pair-wise feature distances are mainly optimized and each change usually influences others. As a result, the training objective becomes conceptually unstable and even ambiguous; 2) Inconsistency: at inference phase, clustering is a rule-making process that converts pair-wise distances to determined instance separations. Often it first requires an empirical distance threshold [4], or to estimate unknown instance centers as metrical reference [5], [6]. This heuristic algorithm brings disconnected intermediate objectives between the training and inference. Though some work tried to make the learned embedding feature more discriminative [6], or proposed advanced clustering algorithms [7], [8] specified for point clouds, the essential limitation is that there is no explicit and generalizable criterion to separate points belonging to different instances.

In this paper, we believe a more direct solution is to project different 3D instances to different spaces. If these instance-wise spaces are fixed, a classification objective could be naturally used for instance separation. However, such a classification paradigm is usually specific to 3D semantic segmentation, since semantic classes are constant while the instance number is not easy to be predefined.

The key idea of our method is classify each point to a modeled instance category. Points belonging to the same instance will be projected to the identical instance category and otherwise be explicitly separated, as shown in Fig. 1 (b). For training, a simple classification loss function is employed, converting instance segmentation into a classification-solvable problem. So here the key bottleneck is how to define the
instance category, which must have fixed quantity and be unique for different instances.

We find the spatial position can naturally serve as the reference for defining the instance category, because instances scattered in 3D space rarely overlap with each other, and different instances occupy different spaces. Specifically, we uniformly quantify the 3D space by cubes based on spatial positions. Each cube serves as an instance category reference. During the training, we predict the instance category of each point by classifying this point to the cube reference where its instance centroid is located. Moreover, we propose a novel project paradigm that transforms direct instance category prediction to predicting it according to 3D projections. We demonstrate this simplified projection gives equivalent modeling capacity, while it is much more computation and memory efficient.

This classification-based paradigm potentially has advantages to alleviate two aforementioned issues in the embed-and-cluster pipeline: 1) Instability: points will be classified into fixed instance categories. Their training objectives are explicit and independent, out of the restriction of their mutual influence from relative distance enforcement, thus mitigating the training instability; 2) Inconsistency: we discard the heuristic clustering post-processing. The network workflow becomes single-step, where the training and inference objectives are both instance category prediction and keep consistent. Our major contributions are as follows:

- We propose an instantiated category modeling paradigm (ICM-3D) for 3D instance segmentation, which reformulates this complex task as a per-point classification problem. It not only gives an explicit and generalizable criterion for separating instances, but also eliminates additional clustering operations in previous work.
- Our proposed ICM-3D can be seamlessly integrated into any neural network backbone to enable an end-to-end differentiable framework. We present two equivalent implementation forms to verify the instantiated category modeling paradigm.
- We validate the effectiveness of ICM-3D across different frameworks, backbones and datasets, demonstrating its versatility.

II. RELATED WORK

2D Image Instance Segmentation. 2D instance segmentation was investigated ahead of 3D counterpart owing to the regular image structure and powerful 2D convolution neural networks. The major research line can be roughly grouped into two categories. The first family generate proposal boxes that contain objects and further classify pixels inside each box as objects or background (called top-down paradigm) [16], [17]. The second family are bottom-up methods [18], [19], which learn an embedding vector for each pixel and apply a clustering at embedding space as post-processing. A similar work with our ICM-3D is SOLO [20] as it refers to object locations and sizes for pixel classification. The difference between two methods are detailed in Sec. [14-15].

Object Instance Segmentation. A series of approaches [21]–[26] are targeted to segment objects for robot tasks. Because discovering unseen objects is an important skill for robots, many of them aim to train on non-photorealistic RGB-D images while transfer well to real-world data. They succeed through handling RGB and depth separately [22], effectively embedding synthetic RGB-D features [23], and refining instance masks [24]. We also show ICM-3D’s generalizability on cluttered robotic scene dataset.

3D Point Cloud Instance Segmentation. Similar to 2D methods, solutions to 3D instance segmentation could be divided into the top-down and the bottom-up paradigm. The instance outputs of top-down approaches [1]–[3] are represented by inferred 3D instance boxes and the binary mask inside each box, where accurately predicting boxes is the key point. To this end, 3D-SIS [1] and GSPN [2] generate boxes from redundant proposals, while 3D-BoNet [3] directly regresses and regularizes instance boxes. Since the pruning of invalid boxes is computationally inefficient, recent approaches prefer bottom-up paradigms [4]–[10]. These methods formulate 3D instance segmentation as a two-step embed-and-cluster problem. To boost network accuracy, ASIS [5] leverages the complementary nature of semantic segmentation and instance segmentation, MTML [6] proposes a multi-task metric learning strategy, enhanced by better clustering algorithms [7] and loss functions [8]. In our ICM-3D, the training objective is to classify each point to an instance category, and the classification results can be directly used as inferred instance output. It requires neither bounding box detection nor clustering post-processing.

III. METHOD

In this section, we begin by briefly reviewing the widely-used embed-and-cluster paradigm for 3D instance segmentation. Then we introduce the notation of instance category and show how to formulate the 3D instance segmentation into a per-point classification problem. Finally, we describe how to seamlessly integrate it into the off-the-shelf networks.

A. Review of Embed-and-cluster Pipeline

The dominant embed-and-cluster methods leverage that points belonging to the same object instance should have similar features while different instances have different features. More specifically, given a point cloud $P$ of $N_p$ points, a deep point cloud learning network (e.g., PointNet++ [12]) projects points to an embedding space, generating a feature matrix $F \in \mathbb{R}^{N_p \times N_c}$, where $N_c$ denotes the embedding dimension. Taking the widely used discriminative loss function [4], [5] for example, its training objective is formulated as:

$$\min_{F} \frac{1}{K} \sum_{k=1}^{K} \frac{1}{N_k} \sum_{i \in I_k} \| D(\mu_k, F_i) - \varepsilon \|_2^2$$ (1)

$$\min_{F} \frac{1}{K(K-1)} \sum_{k_a=1}^{K} \sum_{k_b=1}^{K} \| D(\mu_{ka}, \mu_{kb}) \|_2^2$$ (2)
position representation. We uniformly divide the 3D space into small cubes and match each cube with one spatial position. Therefore, it is possible to establish a one-to-one correspondence between an instance category and a form of spatial position. Given a point cloud data, we find the spatial position can serve as the varying instance number. Drawing upon the property of spatial position, we further provide a conceptually equal alternative, which is binary, Eq. (5) suggests that the output channel will correspond to cube (\(i^x, i^y, i^z\)), the target (ground-truth) matrix \(G \in \mathbb{R}^{N_s \times N_S \times N_s}\) can be formulated as

\[
G_{ij} = \begin{cases} 
1 & \text{s.t. } j = i^x \cdot N_s^2 + i^y \cdot N_s + i^z. 
\end{cases}
\]

where \(G_{ij}\) is an element on the \(i^{th}\) row, the \(j^{th}\) column of \(G\). As shown in Fig. 2 we first find the cubes corresponding to instance \(A\) and \(B\), denoted as \((a^x, a^y, a^z)\) and \((b^x, b^y, b^z)\) respectively. For points of instance \(A\), the column \(j_a\) of their feature vectors is expected to be 1 (denoted with blue), other columns should be 0. Instance \(B\) is represented in the same way. By projecting different instances to different positions, points belonging to different object instances are naturally separated according to their embedding values.

**Project paradigm.** As object instances are often located sparsely, expanding the channel number to \(N_s^3\) is not worthwhile. We further provide a conceptually equal alternative, i.e., project paradigm. Specifically, we leverage the principle that a spatial position can be uniquely defined by its orthogonal projections along \(X, Y, Z\) axis. Thus we generate three independent embeddings, each has \(N_s\) channels that correspond to a cube index at one axis. Accordingly, the output space declines from \(\mathbb{R}^{N_s \times N_s^2}\) to \(\mathbb{R}^{N_s \times N_s \times 3 N_s}\). In this paradigm, assume that cube \((i^x, i^y, i^z)\) represents the instance category of \(i^{th}\) point, the target (ground-truth) matrix \(G\) can be written as \(G = \{G^x, G^y, G^z\}\). Taking \(G^x\) as an example,

\[
G^x_{ij} = \begin{cases} 
1 & \text{s.t. } j = i^x. 
\end{cases}
\]  

Likewise, we let the rest of the elements in \(G\) be 0. The bottom branch of Fig. 2 exhibits the target matrix \(G\) according to the cube indexes of instances.

After defining the ground-truth feature matrix, the model can be trained under its supervision. For both implementation paradigms, our training objective is

\[
\min_{\mathcal{F}} D(F, G) 
\]

As each value in \(G\) is binary, Eq. (5) suggests that the training objective can be simply trained by, but not limited to, commonly used classification loss functions. Compared with Eq. (1) and Eq. (2), it introduces no hyperparameters such as margins. During the inference, different instances can be naturally separated by their instance categories.
C. Integrating ICM-3D into Networks

Network Architecture. Given the point cloud \( P \) of \( N_p \) points, we use an off-the-shelf backbone network for point cloud (e.g., PointNet++) [12] to output per-point local features, denoted as \( F_l \in \mathbb{R}^{N_p \times N_l} \), where \( N_l \) is the channel number. Then \( F_l \in \mathbb{R}^{N_p \times N_l} \) is directly mapped to \( F \in \mathbb{R}^{N_p \times N_s} \) via simple multi-layer perceptions (MLPs). For the flatten paradigm, we employ two-layer 32-channel MLPs and end with a sigmoid operation, producing \( F \in \mathbb{R}^{N_p \times N_s^2} \). As for the project paradigm, the network proceeds with three independent branches to transform \( F_l \) to three feature matrices, denoted as \( F^x, F^y, F^z \) respectively, all with the shape \( \mathbb{R}^{N_p \times N_s} \). Each branch is composed of three-layer 32-channel MLPs and a sigmoid layer. Here we use one more layer MLP than the flatten version, so as to more thoroughly decouple position information along \( X, Y, Z \) axis.

Although we define \( N^3 \) instance categories by spatial cubes, only a few cubes contain object instance’s centroid. It requires the network to select valid instance categories. We solve this problem by giving each cube a score. The higher the score, the more likely that the cube denotes an actual instance. Specifically, the network in parallel appends an instance category scoring head. It transforms \( F_l \in \mathbb{R}^{N_p \times N_l} \) to a \( N^3 \)-dimension vector. Each value in the vector represents a cube’s score. As cube’s validity is closely relevant to its local pattern, we propose to dynamically aggregate contextual features specified for sparse point cloud, making the learned local pattern adaptive to point densities and object sizes. We imitate the ‘set abstraction level’ in PointNet++ [12], find the top 32 closest points around the center of each cube, and group their features via an average pooling layer. The output score is finally scaled to \((0, 1)\) with a sigmoid operation.

Training. The training target for instance category prediction is illustrated in Eq. (5). For the flatten paradigm, the column number of output feature matrix is large, a large part of columns are invalid instance categories and are meaningless. We define our instance category loss as

\[
\mathcal{L}_{\text{cate}} = \frac{1}{N_{pos}} \sum_j \mathbf{P}_j^* D(F_{ij}, G_{ij})
\]

(6)

where \( N_{pos} \) denotes the number of valid cubes. \( \mathbf{P}_j^* \) is the indicator that corresponds to the \( j^{th} \) column, being 1 if the \( j^{th} \) cube is positive and 0 otherwise. For the project paradigm, we define \( \mathcal{L}_{\text{cate}} = D(F_{ij}, G_{ij}^x) + D(F_{ij}, G_{ij}^y) + D(F_{ij}, G_{ij}^z) \).

For \( D(\cdot, \cdot) \), we choose the stable Dice Loss \( \left[27\right] \)

\[
\mathcal{L}_{\text{Dice}} = 1 - \frac{2 \sum_{ij} (F_{ij} \cdot G_{ij})}{\sum_{ij} F_{ij}^2 + \sum_{ij} G_{ij}^2}.
\]

(7)

The instance category scoring head is supervised by ground-truth cube scores. Following widely-used center sampling strategy as in [23], we replace the centroid of an instance with a center region that is proportional to the object bounding box. Accordingly, multiple cubes within an instance center region may be regarded as positive and each point can thus have more than one instance categories. Note that the redundant ones can be removed during the inference, as detailed later. The benefits derived from this policy could be two-fold. First, the center region reflects the size and shape information of each instance, whereby the positive cube number will be adjusted automatically. Second, predicting multiple positive categories for one point effectively enhances the robustness and fault tolerance. During the training, we employ a Binary Cross Entropy loss to classify each cube to either positive or negative, denoted as \( \mathcal{L}_{\text{score}} \).

To generate semantic labels, we follow recent works \([3, 6]\), pass backbone features with a MLP to learn per-point semantic labels, and train it with standard softmax cross-entropy loss. Denoting the semantic loss as \( \mathcal{L}_{\text{sem}} \), our loss function \( \mathcal{L} \) is computed as:\n
\[
\mathcal{L} = \mathcal{L}_{\text{score}} + \mathcal{L}_{\text{cate}} + \mathcal{L}_{\text{sem}}.
\]

Inference. In the flatten paradigm, our network outputs the feature matrix \( (F \in \mathbb{R}^{N_p \times N^3_s}) \), where each column \( M \in \mathbb{R}^{N_p} \) indicates the instance mask referred by the corresponding cube. For each column \( M \), the element scores less than \( t \) are regarded as negative ones and will be discarded.

Finally, as the center sampling strategy brings redundant predictions, we utilize non-maximum suppression (NMS) \([7]\) to suppress predictions (columns) according to their scores and the mask IoUs. For the project paradigm, we obtain three feature matrices \( F^x, F^y, F^z \in \mathbb{R}^{N_p \times N^3_s} \). To obtain the corresponding instance mask of cube \( j \), we find the \( i^x, i^y, i^z \) column of \( F^x, F^y, F^z \) respectively and multiply them in an element-wise way, where \( j = i^x \cdot N^3_s + i^y \cdot N_s + i^z \). The semantic class of an instance is the most occurring predicted label among all points it contains.

IV. EXPERIMENTS

A. Experimental Settings

For the following experiments, we use the flatten paradigm, set \( N_s = 20 \) and employ PointNet++ [12] as the backbone network if not specified. The method is evaluated on two large-scale scene-level dataset S3DIS [29], ScanNet V2 [30], a synthetic object-level dataset PartNet [31], and a cluttered object dataset OCID [25].

S3DIS covers over 215 million points from 272 scanned 3D real scenes (e.g., office) in 6 large areas. For a fair comparison, we exactly adopt the training settings in \([3, 5]\) on input form (i.e., a 9-dim vector composed of RGB, XYZ and normalized coordinates of the room) and block-wise training. The performance is evaluated on Area5 set and 6-fold cross validation, using the widely-used evaluation protocols as \([4, 3]\), i.e., mCov, mWcov, mPrec and mRec.

ScanNet V2 contains real 3D scenes reconstructed from rich-annotated RGB-D scans. We train our model on 1,201 scenes and implement evaluation on the validation set that consists of 312 scenes. We completely adopt the training and testing settings of \([3]\). The mean average precision (mAP) at an IoU threshold 0.25, 0.5 and averaged over the range \([0.5:0.95:0.05]\) are used as the evaluation metric.

PartNet contains 573,585 part instances over 26,671 3D objects. The instance segmentation task is to segment every individual part from shape contexts. We follow all common training settings of original paper \([31]\) and test our model on the most difficult ‘fine-grained-level’ benchmark by calculating mean Average Precision (mAP) on 17 object categories.
TABLE I
INSTANCE SEGMENTATION RESULTS ON S3DIS. ICM-3D CONSISTENTLY ACHIEVES IMPRESSIVE RESULTS ON MULTIPLE BACKBONE NETWORKS.

| Backbone | Method | Test on Area5 | Test on 6-fold c. v. |
|----------|--------|---------------|----------------------|
|          | mAP    | mRec          | mPrec               | mRec               |
|          | mCov   | mWCov         | mPrec               | mRec               |
| PointNet | SGPN [4] | 32.7          | 35.5                | 36.0               |
|          | 39.6        | 45.1          | 45.3                | 46.9               |
|          | 50.1        | 54.2          | 43.0                |                    |
| PointNet++ | ASIS [5] | 44.6          | 47.8                | 55.3               |
|          | 42.4        | 51.2          | 55.1                | 63.6               |
|          | 47.5        | 63.7          | 49.6                |                    |
| PointConv | ASIS [5]  | 44.7          | 48.1                | 55.3               |
|          | 43.2        | 51.5          | 55.1                | 63.8               |
|          | 48.0        | 63.7          | 49.6                |                    |
|          | ICM-3D     | 47.0          | 49.8                | 57.4               |
|          | 45.0        | 53.9          | 57.3                | 65.9               |
|          | 49.8        | 63.7          | 49.6                |                    |

TABLE II
INSTANCE SEGMENTATION RESULTS ON ScanNet V2 VALIDATION SET.

| Method  | mAP @50% | mAP @25% |
|---------|----------|----------|
| SGPN [4] | 11.3     | 22.2     |
| 3D-SIS[1] | 18.7     | 35.7     |
| IAM [11]  | -        | 50.4     |
| SGPN [2]  | 19.3     | 53.4     |
| 3D-BoNet [3] | 19.2   | 55.2     |
| MTML [6]   | 20.3     | 55.4     |
| PointGroup [7] | 30.5   | 61.9     |
| ICM-3D     | 32.7     | 52.5     |

TABLE III
INSTANCE SEGMENTATION RESULTS ON FINE-GRAINDED LEVEL BENCHMARK OF PARTNET. ICM-3D ACHIEVES THE BEST AVERAGE SCORE (MAP).

| Method  | mAP   | Bed  | Bott | Chair | Clock | Dish  | Disp | Door | Ear  | Fauc | Knife | Lamp  | Micro | Frid | Stora | Table | Trash | Vase |
|---------|-------|------|------|-------|-------|-------|------|------|------|------|-------|-------|------|------|-------|-------|-------|------|
| SGPN [4] | 29.5   | 11.8 | 45.1 | 19.4  | 18.2  | 38.3  | 78.8 | 15.4 | 35.9 | 37.8 | 38.3  | 14.4  | 32.7 | 18.2 | 21.5  | 14.6  | 24.9  | 36.5 |
| 3D-SIS[1] | -      | -    | -    | -     | -     | -     | -    | -    | -    | -    | -     | -     | -    | -    | -     | -     | -     | -    |
| IAM [11]  | -      | -    | -    | -     | -     | -     | -    | -    | -    | -    | -     | -     | -    | -    | -     | -     | -     | -    |
| SGPN [2]  | 36.6   | 15.0 | 48.6 | 29.0  | 32.3  | 53.3  | 80.1 | 17.2 | 39.4 | 44.7 | 45.8  | 18.7  | 34.8 | 26.5 | 27.5  | 23.9  | 33.7  | 52.0 |
| 3D-BoNet [3] | 39.8   | 26.2 | 50.7 | 34.7  | 30.2  | 50.0  | 82.0 | 25.7 | 43.2 | 55.6 | 44.4  | 20.3  | 37.0 | 31.1 | 34.2  | 25.5  | 37.7  | 47.6 |
| MTML [6]   | 46.6   | 20.7 | 55.3 | 46.9  | 29.9  | 52.8  | 86.7 | 28.9 | 45.7 | 56.3 | 52.1  | 51.0  | 32.3 | 49.3 | 55.5  | 40.0  | 29.5  | 59.8 |

TABLE IV
EVALUATION ON ARID20 AND YCB10 SUBSETS OF OCID.

| Method  | mAP   | P   | R   | F   | P   | R   | F   |
|---------|-------|-----|-----|-----|-----|-----|-----|
| SCUT [21] | 45.7  | 72.5 | 43.7 | 43.1 | 65.1 | 42.6 |
| V4R [25]  | 65.3  | 81.4 | 69.5 | 62.5 | 81.4 | 66.6 |
| UOIS-Net-3D [22] | 88.2 | 88.0 | 87.9 | 81.1 | 74.3 | 77.3 |
| ICM-3D    | 88.2  | 87.9 | 88.2 | 81.3 | 74.3 | 77.7 |

OCID provides 2,346 challenging RGB-D images of cluttered scenes. We rate the quality of predicted object masks extensively by precision/recall/F-measure (P/R/F) metrics on Overlap and Boundary respectively as defined in [22], [25].

We train our model on a single Tesla-V100-16GB GPU, applying the Adam optimizer with default parameter settings. The learning rate is initialized as 0.001 and decreased by a factor of 0.5 after every 300k iterations. For all backbone networks and datasets, the model is trained for 100 epochs with batch size as 4. During training, the scaling factor of the center sampling strategy is set as 0.2 to supervise the instance category scoring head. The threshold to filter valid cubes at inference stage is set as 0.3 and NMS IoU is 0.3.

B. Main Results

S3DIS. We list other popular methods that adopt the same training settings (e.g., backbone, block-wise training) with ICM-3D for a fair comparison. Among these approaches, SGPN [4] and ASIS [5] are embedding learning based methods and 3D-BoNet [3] is a detection-based method. As shown in Tab. I, ICM-3D outperforms them on all evaluation metrics. SPGN indicates instances by the similarity score of each point pair, while our explicit point-level classification surpasses it by large margins. ASIS leverages semantic awareness to repel instances. ICM-3D gains +1.8%~+2.1% mRec over ASIS with the same backbone. 3D-BoNet predicts bounding boxes that benefit instance objectiveness. Compared with 3D-BoNet, ICM-3D still yields a +2% mRec improvement. Note that ICM-3D contains the fewest parameters among these works, i.e., a backbone with only a few MLPs.

To demonstrate the generality of ICM-3D, we conduct experiments on several widely-used point feature learning backbones, including MLP-based PointNet [32], PointNet++ [12], and convolution-based PointGroup [7]. The results show that ICM-3D achieves sustained advantage over other methods under various backbones (1%~11.8% mRec gains).

We further introduce visualization comparisons in Fig. 3. It can be observed that ICM-3D produces more clean and robust instance predictions than ASIS, especially on object boundaries. This is because clustering-based approaches do not explicitly detect object boundaries, while ICM-3D directly classifies points to separated category sub-spaces and thereby ensures high objectiveness.

ScanNet V2. ICM-3D achieves inspiring performance on all evaluation metrics compared to other work in Tab. II. Here we follow the experimental settings of 3D-BoNet [3], i.e., PointNet++ backbone with a separate SCN [14] network for per-point semantic prediction. For a fair comparison, we migrate the powerful PointGroup [7] to the same PointNet++ based settings on its official repository, denoted by ‡, which shows inferior accuracy than ICM-3D (-2.2% mAP). The original PointGroup employs a much stronger backbone network along with significantly different training settings, compared to which ICM-3D achieves a bit lower mAP (-2.2%). Examples of visualization comparison are exhibited in Fig. 4 to show the high quality of our instance predictions.

PartNet. We compare ICM-3D with PE [9], PartNet [31], GSPN [2] and SPGN [4] in Tab. III. All models adopt PointNet++ [12] as the backbone network to ensure a fair comparison. ICM-3D significantly improves instance segmentation performance, enhancing overall mAP by +6.8%. PartNet
benchmark algorithm [31] and ICM-3D both divide points to disjoint instance masks conceptually. However, each instance mask in the former method has no explicit meaning and is optimized by the Hungarian algorithm, while in ICM-3D it corresponds to a predefined instance category modeled by position information. As a reward, the optimization objective becomes explicit and easier to realize.

Fig. 5 exhibits qualitative visualization results on PartNet, where ICM-3D demonstrates great capability to segment fine-grained and heterogeneous parts. We also find some object parts are indistinguishable under ICM-3D, as shown in ‘Failure Case’. The similarities among them are that they own highly close centroids or intertwine with each other. It becomes an obstacle for ICM-3D to separate parts, as these parts’ ground-truth instance category labels may be identical. Therefore we could explain why ICM-3D achieves slightly inferior performance on several object categories such as clock and dish, as reported in Tab. III. Future work will be focused on handling these failure cases, e.g., using Repulsion Loss [34] to repel close objects.

**OCID.** We follow the settings of UOIS-Net-3D [22] that trains on synthetic TOD RGB-D dataset [22] while tests on realistic OCID [25] to verify model capability on segmenting unseen objects. Because evaluation on OCID requires the network to reason in pixel space, original ICM-3D is shifted following DSN module in UOIS-Net-3D by taking as input a 3-channel organized point cloud \( P \in \mathbb{R}^{H \times W \times 3} \), of XYZ coordinates, and using its backbone. We accordingly divide pixel space into \( N_s \times N_s \) grids for per-pixel classification, and keep the score prediction branch and others the same. Experimental results are shown in Tab. IV where ICM-3D achieves very inspiring performance compared to state-of-the-art UOIS-Net-3D. We conjecture that two characteristics of ICM-3D lead to the great generalization to unseen scenes. 1) Using position information to model instance categories can mitigate the reliance on object shapes and semantic classes, making the model more robust to object diversity; 2) Classifying each point to an instance category abandons the clustering post-processing and thereby avoids many dataset-specific hyperparameters.

**C. How ICM-3D Works**

To investigate how ICM-3D works, we visualize the embedding output generated by our method. \( N_s \) is set as 8 for better visualization. For points of the same instance, we calculate their mean embedding values on each channel respectively and plot a value-channel curve, as shown in Fig. 6. The mean embeddings of different instances (denoted as different colors) have the peak value at non-overlapped channels, respectively matching their instance categories modeled by spatial cubes. It enables points of different instances explicitly to be separated in a classification way.

To further compare ICM-3D and the embed-and-cluster approach, we investigate the feature distance distribution that could embody feature discriminability. In Fig. 7, we compute pairwise L2 distances of embeddings learned by ICM-3D and ASIS, respectively. Although ASIS directly optimizes point distances at training stage, the distance ranges of intra-instance points and inter-instance points in ASIS are more highly overlapped. In ICM-3D, points of the same instance are squeezed to a smaller range (smaller distances), and thus are distinctive from other points. More precisely, the overlapped probability, i.e., the proportions of overlapped areas, in ICM-3D and ASIS are 2.35% and 6.89%, respectively. The statistics imply that by per-point classification, ICM-3D well limits the boundaries for points in embedding space, making the instance output of high objectiveness. It remains consistent with the observation in Fig. 5 that ICM-3D owns superior performance on boundary segmentation.

**D. Ablation Study**

1) **Impact of Instance Category Granularity:** The cube number \( N_s \) is critical in ICM-3D that determines the granularity of instance categories. Theoretically, with a small \( N_s \), the central regions of different instances, especially small objects, are more likely to be incorporated in one cube. It will wrongly assign more than one instance category to a cube and thus harm the model accuracy. To verify this, we evaluate the cube
overlap rate along with the performance among different $N_s$. Specifically, the cube overlap rate refers to the proportion of cubes that matches multiple instance categories, $N_s$ is varied from 8 to 28 with a stride of 2. We test on S3DIS Area5 set with mPrec as the protocol.

Experimental results shown in Fig. 8 confirms that $N_s$ influences the segmentation accuracy by mainly changing the cube overlap rate. If we choose $N_s$ as 8, the cube overlap rate can reach 8.2% and the overlapped cases are mainly from small objects, as we define, the longest side of whose bounding box is shorter than 20 cm. Specifically, 15% small objects cannot be discriminated. When $N_s$ increases to 18, the cube overlap rate drops rapidly to 2.0% and simultaneously the mPrec gains a considerable increase (from 50.4% to 56.9%). Then both remain steady until $N_s$ goes up to 24. In the interval $N_s \in [18, 24]$, we observe that only 4% small objects are lost, which significantly improves the instance prediction accuracy.

Regarding the slight performance drop caused by a larger $N_s$ (greater than 24), we think too much granularity reduces the training sample for each instance category. Consequently, the classification projection to some categories is insufficiently learned. This experiment guides us to easily select $N_s$ according to the point cloud distribution, e.g., on object sizes, of a given dataset. In our paper, we choose $N_s = 20$ due to the best network performance.

| $N_s$ | 8  | 12 | 16 | 20 | 24 | 28 |
|------|----|----|----|----|----|----|
| mPrec | -1.43 | -1.05 | -1.03 | -0.98 | -0.55 | +0.12 |
| mRec  | -0.37 | -0.28 | -0.21 | -0.21 | +0.14 | +0.23 |
| mAP   | -0.41 | -0.30 | -0.25 | -0.19 | +0.10 | +0.18 |

2) Comparison of Two Paradigms: Since two paradigms are proposed to implement ICM-3D, we compare their performance on S3DIS Area5 set and PartNet with various $N_s$. To better visualize the difference, the relative performance is reported in Tab. V. Specifically, the flatten paradigm has slight superiority on three metrics with a relatively small $N_s$. We guess that in the project paradigm, decoupling three projection positions from fused high-level point features could be difficult sometimes, giving rise to the marginal performance gap. Notably, this margin narrows and even reverses with a larger $N_s$. For the flatten project, the cubic growth of instance categories leads to a decrease of training samples averaged to per-instance category (as mentioned in Sec. IV-D1). In contrast, the project paradigm gets rid of this side effect much more. Considering both the competitive performance and substantial memory savings, the project paradigm enables ICM-3D to be a highly practical method.

3) Ablation on instance category scoring head: We propose an instance category scoring head that evaluates the confidence probability of each cube being valid (see Sec. III-C). During the inference, instance categories can be ranked for NMS. An alternative way is to simply use the averaged semantic probability of points belonging to an instance as the quality confidence. By this means, the results in terms of mPrec/mRec on S3DIS Area5 set are dropped by 4.9%/5.8%. It indicates that our module is critical for improving the performance by providing precise cube scores for NMS.

E. Test Time

Replacing traversal-based clustering process with a parallel-computing classifier benefits ICM-3D much for the model efficiency. Statistically, ICM-3D with the project paradigm only consumes 12 ms to process 4k points, 1.4x faster than the flatten paradigm (17 ms). It also enjoys much shorter runtime than both top-down approaches (e.g., 1.6x faster than 3D-BoNet) and competitive embed-and-cluster approaches (e.g., 17x faster than ASIS and 1.4x faster than PointGroup). All models are fairly evaluated under the PointNet++ backbone on a same Tesla-V100 GPU. The low latency enables ICM-3D to unleash the potential for segmenting instance-level objects at real time.

F. Difference from SOLO [20] in 2D domain

2D instance segmentation method SOLO [20] is related to our ICM-3D as it refers to object locations and sizes for pixel classification. Nevertheless, there are significant challenges before making this idea work in 3D domain. (a) Data representation: 2D pixels are uniform and dense, while 3D point clouds are disordered and sparse. Directly adopting 2D data processing manner into 3D, i.e., applying a classifier on regular voxelized 3D grids, will fail to leverage sparsity in the data and suffer from high computation cost. Here in ICM-3D, we process a point-wise classification to preserve geometric details. (b) Context feature extraction: both ICM-3D and SOLO predict instance probabilities based on the object-centric context. In 2D images, it can be easily captured by typical CNNs, as the object center is surrounded by continuous pixels. However, 3D object centers are likely to be in empty space, far from any point. So ICM-3D dynamically aggregates
context features of the object center based on space vicinity
(see Sec. III-C), making the local pattern adaptive to point
densities and object sizes. As a result, the probability scores
become more reliable. Simply extending SOLO to 3D domain,
\textit{i.e.}, 3D grid classification & fixed context aggregation, results
in much worse performance (-16.9\% mPrec on S3DIS) com-
pared to ICM-3D.

V. CONCLUSIONS

In this paper, we reformulate the 3D instance segmen-
tation into a per-point classification problem by introducing
the concept of ‘instance category’. Compared with previous
\textit{embed-and-cluster} paradigm, our method directly separate
it works. We hope the novel design provides valuable insights
as well as conduct an extensive analysis to show how and why
it works. We hope the novel design provides valuable insights
to future works on 3D point cloud analysis, \textit{e.g.}, instance
segmentation, and beyond.
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