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SUMMARY

False assumptions that sex and gender are binary, static, and concordant are deeply embedded in the medical system. As machine learning researchers use medical data to build tools to solve novel problems, understanding how existing systems represent sex/gender incorrectly is necessary to avoid perpetuating harm. In this perspective, we identify and discuss three factors to consider when working with sex/gender in research: “sex/gender slippage,” the frequent substitution of sex and sex-related terms for gender and vice versa; “sex confusion,” the fact that any given sex variable holds many different potential meanings; and “sex obsession,” the idea that the relevant variable for most inquiries related to sex/gender is sex assigned at birth. We then explore how these phenomena show up in medical machine learning research using electronic health records, with a specific focus on HIV risk prediction. Finally, we offer recommendations about how machine learning researchers can engage more carefully with questions of sex/gender.

INTRODUCTION

Your health insurance company does not believe you have a cervix, so good luck getting that pap smear covered. Your testosterone is not in the “correct” range for people assigned male at birth, so a bunch of your blood test results were flagged, and you are not sure whether they used the appropriate reference range for you or not. And it’s unclear whether the fancy new system that the hospital introduced to monitor you during your upcoming surgery will accidentally pull the wrong information from your medical record, and if it does, what that would do to your surgery outcomes. In other words, when it comes to medical systems, sex is full of trouble, and not the good kind.¹

The above examples illustrate how the sex marker in electronic health record (EHR) systems shows up in the experiences of patients who are transgender and ground the necessity of critical interrogation of what it means to use sex/gender in medical care. But before we interrogate “sex” and the medical system, it is helpful to situate this discussion at the intersections of data-driven healthcare, expectations of increased diversity in clinical research, and changes in EHRs.

It is perhaps a cliché at this point to point out that like many industries, healthcare has become increasingly data heavy and dependent. Many actors within health systems see great opportunity in both data gathered explicitly for research as well as the exhaust produced by everyday interactions between patients and doctors.²,³

THE BIGGER PICTURE

In recent years, there has been increasing emphasis on the generation and sharing of datasets for machine learning research. When used for healthcare applications, these datasets include demographic variables such as sex/gender, age, and race/ethnicity. However, these datasets often ignore the complexities of sex/gender, especially when using data from electronic health records. This can lead to worse health outcomes for anyone who does not fit the “norm.” In this perspective, we review how assumptions around sex and gender have been embedded in medicine and discuss how those assumptions influence machine learning research. We highlight opportunities for machine learning researchers to better incorporate sex and gender data as appropriate and present terminology with broad applicability to the use of sex/gender data across domains.

Production: Data science output is validated, understood, and regularly used for multiple domains/platforms

12345
This shift to data-driven healthcare has taken place at the same time as funding agencies are expecting researchers to consider sex and gender in their work, including the experiences of transgender people. Since the early 2000s, funding agencies such as the National Institutes of Health (NIH) in the United States have required the inclusion of women and minority groups in all funded clinical research and that clinical trials be designed to provide information about differences by sex/gender, race, and/or ethnicity. This has also recently been expanded to using “sex as a dependent variable” for earlier stage biological research. In 2015, the NIH also formed a Sexual & Gender Minority Research Office, in part because the prior focus on the inclusion of women involved an overemphasis on “sex differences” that was not inclusive of transgender people.

The move toward inclusion in clinical research has also included advocacy for better representation in healthcare systems for clinical care. In particular, providers of EHR systems have begun including explicit fields to document information on gender identity and sexual orientation. In 2018, EHR systems that were certified for use in particular medical contexts in the United States were required to have the capacity to collect sexual orientation and gender identity (SOGI) data. In July 2021, the United States Department of Health and Human Services announced that SOGI data, along with broader data on social determinants of health, would be incorporated into the United States Data Core, a national standard used as a baseline across medical record systems. Machine learning researchers who work with more modern EHR data will have access to a wider variety of information about patients, and that, combined with the pressure to engage with sex differences, means that more and more machine learning researchers will confront questions about how to incorporate sex/gender data in their work.

Previous literature about EHRs and transgender people advocate for the importance of collecting SOGI information and applaud its increased integration into new and existing systems. However, most of these works also assume that sex is a coherent concept with a consistent meaning, even for transgender people. Work across many disciplines, including transgender studies, suggests otherwise and casts doubt upon the legitimacy of assumptions around sex. It may be that sex and gender are distinct, with sex being “in the body” and gender being “in the mind,” the two are actually deeply entwined, and both are social. Social and cultural factors attributed to gender can have impacts on the body to the point where sex cannot be meaningfully considered as separate from gender. We will use the term sex/gender as used in Springer et al. to refer to the entwinement of these phenomena as appropriate and “sex” or “gender identity” to refer to the specific use of these terms in EHR systems.

Components of sex/gender and how a person interacts and is treated in a social world have significant impacts on their health and wellbeing. Additionally, although a full treatment is outside the scope of this work, gender is also entwined with race, with race mediating how people experience their own genders and how others gender them. The interaction of race and gender means that gendered understandings within the United States reflect the same types of white supremacist biases that all other institutions do, and although we do not have the expertise to fully unpack how sex and gender identity data gathering is mediated by race, we hope that others are able to build on this work to do so. For a recent overview of race and medical research, see Lett et al. Both sex and gender are different from sexual orientation, which refers to “the desire [or lack of desire] to have sexual relations with someone of the same or different gender identity and/or anatomical sex.” Although we occasionally mention sexual orientation, our emphasis will be on sex and gender. It may be that similar critiques apply, as sexual orientation is often defined in relationship to one’s own gender as well as that of others. Historically, sex/gender has been assumed to be binary, static, and concordant. Binary means that there were
two options for a person’s sex (male or female) and two options for a person’s gender (man or woman). Once assigned male or female sex at birth, typically by measurement of a newborn’s external genitalia, a person’s gender is presumed not to change, thus static. Anyone assigned male at birth is also presumed to be a man, and anyone assigned female at birth is presumed to be a woman (concordant).

In practice, sex and gender are not binary, static over time, or necessarily aligned. There are people who have chromosomal, gonadal, anatomical, and/or secondary sex characteristics that do not align with the defaults for male or female sex. Some people with such characteristics may use the term intersex for themselves, but some do not. Estimates suggest intersex people do not align with the defaults for male or female sex. Some people’s gender(s) change over short or long periods of time. A person’s sex and gender also need not be aligned; transgender people are assigned a sex at birth that does not align with their gender identity. This is in contrast to cisgender people, whose assigned sex at birth does align with their gender identity. Some non-binary people identify as transgender (and vice versa), but not all do. In this perspective, we will use transgender as an umbrella term to refer to a person whose sex assigned at birth does not align with their gender identity.\^49

Transgender is both an umbrella term and an identity, but it is also constructed in part by the systems in place that approve gender-affirming care.\^50,51 Because gatekeepers have always been a part of defining transgender experiences in the United States, transgender people who take certain kinds of transition steps can be viewed as “more legitimate” than those that do not through what Austin Johnson refers to as “transnormativity.”\^52

For the purpose of this perspective, it is perhaps enough to say that some transgender people choose to pursue “medical transition” such as taking hormones or having surgery, but many do not, either because of lack of access/appropriate medical care or because they do not want to. Transgender people that do take medical transition steps may then have sex-related characteristics such as secondary sex characteristics, hormone levels, or genitals that are different than what would be presumed based on their sex assigned at birth. A detailed understanding of a transgender person’s medical history is therefore important in providing clinical care. However, similarities and differences between transgender and cisgender people are not always well understood in the medical literature or by individual providers.\^53,54

**Sex/gender slippage, sex confusion, and sex obsession**

Despite the complexities of sex and gender, the false assumptions of binary, static, and concordant sex/gender are deeply ingrained in our medical system.\^23,33,54,55 This negatively impacts not just transgender and intersex people but also fails to serve anyone who doesn’t exactly fit the average.\^56–58 We have coined three terms that further articulate the false assumptions and their implications in the medical system: sex/gender slippage, sex confusion, and sex obsession. Shortened definitions of these terms and related ones can be found in Table 1.

**Sex/gender slippage** is the frequent substitution of sex and sex-related terms for gender, and vice versa, often reflecting an underlying assumption of the concordance of sex and gender. The most common example of this is conflating gendered terms (man or woman) with sexed terms (male or female) or referring to a person’s gender identity as male/female. (Individual people may choose to refer to their anatomies or gender identities as male/female, and this would not necessarily be an example of sex/gender slippage).\^62,63 Slippage can also occur when inferring experiences based on someone’s gender identity from their sex assigned at birth, or vice versa. We introduced the term sex/gender slippage in an earlier work to reflect the way some researchers switched back and forth between the terms sex and gender within their research articles and equations.\^59 However, as we will explore in this perspective, the presumed concordance of sex and gender as reflected by sex/gender slippage is embedded in the medical system and society at large, even if not explicitly

---

**Table 1. Definitions of sex, gender, and sex/gender-related terms used to characterize the use of sex/gender in medical machine learning and possible improvements**

| Term                | Definition                                                                 | Source |
|---------------------|---------------------------------------------------------------------------|--------|
| Sex/gender slippage | the frequent substitution of sex and sex-related terms for gender, and vice versa, often reflecting an underlying assumption of the concordance of sex and gender | 59     |
| Sex confusion       | the fact that any given sex variable holds many different potential meanings, from sex assigned at birth to current sex for purposes of health insurance, and may or may not correspond to the presence of any particular body part or hormonal status | present work |
| Sex obsession       | the idea that the relevant variable for most inquiries related to sex/gender is sex, and specifically sex assigned at birth | present work |
| Organ/anatomic inventory | a record of what organs a patient may or may not have | 20     |
| Phenotyping         | the identification of particular patients who might have certain “characteristics of interest” | 60     |
| Data richness       | richness moves beyond the binary presence or absence of a condition to timing, degree, severity, cause, and relationship to factors like behavior, etc. | 61     |
discussed in these terms. One parallel in feminist writing is Judith Butler’s idea of a “stable gender” in the “heterosexual matrix.”

To some extent, the modern fields of gender and transgender studies exist to unpack, critique, or complicate the easy switch between sex and gender, in addition to trying to figure out what sex and gender refer to.

Sex confusion refers to the fact that any given sex variable holds many different potential meanings, from sex assigned at birth to current sex for purposes of health insurance, and may or may not correspond to the presence of any particular body part or hormonal status. Clinicians often associate this challenge with only having a single sex variable from which to assess a person’s sex and gender identity. It is true that sex confusion is more common as sex markers have become easier to change and transition care has been more widely covered by insurance, but as Paisley Currah has argued, sex has always been a context-dependent variable—as he puts it, “sex is whatever an entity whose decisions are backed by the force of law says it is.” While one variable was never enough to capture the complexities of sex/gender, if one assumes that sex/gender are binary, static, and concordant, one variable can be assumed to cover all of these. It is these assumptions, not the existence of transgender people, that cause sex confusion.

Sex obsession is the idea that the relevant variable for most inquiries related to sex/gender is sex, and specifically sex assigned at birth. It can be compared with the interpersonal dynamic of asking a transgender person “what they really are” or “what’s in their pants.” A clear example shows up in the way that EHR systems attempt to address sex confusion, namely the introduction of additional fields (gender identity, sexual orientation) but with the continued reliance on sex assigned at birth as a “ground truth” for a person’s physiology. Although others do not use the term sex obsession, this phenomenon has been documented across contexts, including by activists such as Riki Wilchins in the early 2000s and more recently by users on Tumblr.

The gathering of sex/gender data in EHRs: Sex/gender slippage, sex confusion, and sex obsession

In this section, we discuss the role that sex/gender slippage, sex confusion, and sex obsession have played in the collection of sex/gender data in EHR systems. Our history and analysis focus on the United States healthcare system, but we suspect similar trajectories may have happened elsewhere.

Pre-2010s: Sex/gender slippage

Before the 2010s, sex/gender information was captured exclusively using a single sex field included in EHR systems. Options for this field were binary, with an option for either male or female. Sometimes a third option of either “unknown” or “did not disclose” was included. Intersex inclusion in the sex field continues to be an issue and is not as simple as adding a third category for it. Reliance on a single variable to capture information not just about sex assigned at birth but also about gender identity is an example of sex/gender slippage. The assumption was that information about a person’s physiology, gender, and experience of gender in the world could all be extrapolated from one single variable of sex. If gender identity was recorded in medical records, it was included in the social history section or in progress notes but may or may not have been actively used in providing care.

2010s to present: A decade of sex confusion and sex obsession

As Paisley Currah has articulated, binary sex identifiers have long been tied to distribution of rights and resources. In particular, sex markers provided an external method of determining who was entitled to particular benefits and, prior to Obergefell v. Hodges, who could marry each other. Transgender people have always struggled with binary sex categories and demanded (or created) ways to change sex classifications, both in physical architecture and in computer systems.

For many transgender people, updating their legal documents was and is an important way to avoid misgendering and to be treated appropriately by their healthcare providers. This leads to significant sex confusion when trying to interpret the sex field. Does the sex in the EHR system correspond to the sex that a person was assigned at birth, or is it the updated sex on their driver’s license? What about the sex on their health insurance? This confusion has clinical implications, as we illustrate in the introduction, because existing EHR systems relied heavily on sex assigned at birth for uses as varied as reference ranges for laboratory tests, screening notifications, and as part of billing for health insurance purposes.

One way the medical field began to address sex confusion was through the inclusion of a separate gender identity field in EHR systems. Most resources recommend a “two-step” questionnaire to determine whether a patient or participant is transgender, including questions about current gender identity and sex assigned at birth. However, many resources suggest using sexed terms for gender identity (e.g., male, female, transgender male), demonstrating sex/gender slippage and leading to confusion for transgender and non-binary people about how to answer. Kronk et al. provide an alternative that is likely clearer for transgender people. While the goal of adding a gender identity field to help identify transgender patients and provide them with better care is important, a close reading of articles that advocate for or document the implementation of such systems shows that the primary purpose of adding a gender identity field was as a tool to maintain information about a transgender patient’s “real” sex, with gender identity used along with preferred name and pronouns to avoid misgendering patients.

Providers and EHR systems developers had an opportunity to reconfigure clinical care around a more nuanced understanding of physiology inclusive of not just transgender people but all people and instead doubled down on the importance of sex assigned at birth as the most relevant measure of a patient’s clinical care.

Sex obsession manifests not only in how researchers and clinicians discuss changes to EHR systems but also in how healthcare systems communicate the importance of sex assigned at birth to patients. In an article about implementation of SOGI data for the Veterans Health Administration (VHA), the authors discuss a campaign to encourage transgender people to not change their sex assigned at birth due to concerns about negative implications in doing so. The VHA even distributed flyers to patients emphasizing the importance of birth sex for clinical care, with the use of the gender identity field primarily for providers to “know your identity and use respectful terms during interactions when delivering personalized care.” In other words, sex assigned at birth is still considered the most clinically relevant variable for all people regardless of their gender identity.
Toward richer representations

Even if sex assigned at birth and gender identity are accurately reflected in a patient’s medical record, continuing to make assumptions based on those values is giving too much weight to sex assigned at birth. But the field is in this position precisely because sex assigned at birth is a simple and convenient default for most cisgender people. A move to a system that includes many more variables will be demanding both for EHR system manufacturers and care teams, as data entry into EHRs is already very time consuming and prone to errors. However, even if improvements are challenging, they are important for improving clinical care for all patients. The current approach of designing for “default” users systematically excludes people at the margins, in this case transgender patients, along with other LGBTQIA+ patients, non-white patients, low-income patients, and patients with disabilities, as well as those at the intersections of those groups. If we instead center the people at the margins, we can create systems that work better not just for those at the margins but for everyone. The most commonly cited method of moving toward richer representations is the use of organ/anatomic inventories. There are also design approaches that can both establish strong defaults with flexibility and the ability to confirm or update variables as needed, easing some of the burden for data entry. We will discuss increasing data richness in more detail in the recommendations section.

MACHINE LEARNING, EHRs, AND SEX/GENDER

The use of EHRs for machine learning

EHR data have been used by machine learning researchers in a variety of contexts, including for retrospective analysis to better understand health phenomena, to identify patients for potential treatments or interventions, and/or to guide clinical care in real time. While training data for medical machine learning does not have to come from EHRs, collecting information at scale makes EHR data especially appealing for machine learning purposes. Additionally, whether a dataset is derived from EHR data or not, the way that sex and gender identity are encoded in EHR systems is consistent with broader trends about how these data tend to be gathered in other contexts, and many potential improvements to EHR systems discussed here would also serve as improvements in those other contexts.

When considering applications of medical machine learning, we can divide types of machine learning into those that generate sex- and gender-identity-related data (for example, the use of natural language processing to identify transgender patients) and those that use previously collected sex, gender, and sexual orientation data. In the following sections, we will focus on the use of sex- and gender-identity-related data.

Use of sex/gender in medical machine learning

In this section, we discuss a few examples of the ways that sex/gender slippage, sex confusion, and sex obsession manifest in machine learning research. Our exploration of medical machine learning more generally reveals that authors include so little information about where the sex parameter came from or what it does in their analysis so as to make sex confusion all but certain. We show how when medical machine learning researchers create or use datasets that lean on EHR data with limited information about sex/gender, they embed any assumptions about sex/gender that are present in those data and potentially introduce their own.

Then, in the next section, we present a case study that takes a closer look at HIV and prescription of pre-exposure prophylaxis (PrEP). We chose this area because one of the inaugural predictive studies included transgender people explicitly, but subsequent studies still demonstrate sex obsession, despite the fact that HIV prevention is an area where one might expect a much more nuanced understanding of sex/gender. As part of this work, we used Google Scholar and snowball sampling to select 28 medical machine learning articles involving EHR data from adults with the mention of the words “sex” and/or “gender” published since 2016. We analyzed which sex/gender variables each article used and what (if any) analysis they performed using these data (for a list of papers, please see the supplemental appendix).

Almost all the papers we reviewed use a binary male/female variable from the EHR system. Most studies also did not meaningfully distinguish between sex and gender, often using the terms interchangeably in ways that represent both slippage and confusion. For example, Ancochea et al. used the unstructured free text fields from the EHR of a hospital system in Spain to look at sex differences in management and treatment for COVID-19. The paper seems to pull sex data from the structured part of the EHR, but the results and discussion theorize a number of different potential explanations for differences between male and female patients. Some vary based on gender (e.g., women being more likely to have primary caregiving responsibilities), and some vary based on things like estrogen levels.

Sex/gender slippage and presumption of concordance can have significant negative consequences in areas where transgender people face higher risks than cisgender people, like mental health problems. For example, Walsh et al. used EHR data to analyze suicide risk, incorporating gender data because “demographics such as age and gender are known risk factors for suicidal behavior.” In the study, gender was found to be a significant factor in prediction of suicide attempts. However, given that that paper was published in 2017 and Vanderbilt Medical system did not start collecting gender identity data until that year, it seems difficult to imagine that gender information was actually used. What seems more likely is that studies like Walsh et al. that study gender with male/female as options (and sometimes unknown or did not disclose) are actually using the sex variable from the EHR and calling it gender, engaging in sex/gender slippage throughout the work. Such a slippage is especially significant for papers like Walsh et al. because gender identity and gendered experiences likely do matter for suicidality, as transgender and gender-nonconforming people have significantly higher risk of suicide. A failure to understand and incorporate sex/gender may lead to inaccurate conclusions about suicide attempts as a gendered phenomenon and may specifically fail to recognize patterns around transgender suicidality.

Sex confusion is most concerning in circumstances where machine learning is used to directly guide clinical care. For example, Lundberg et al. use explainable machine learning (ML) models to predict the prevention of hypoxaemia during surgery, allowing for anesthesiologists to adjust administration of
anesthesia accordingly. In general, explainable models that have been thoroughly vetted and reviewed by working clinicians, like the one produced by Lundberg et al., reduce some of the risks that can be involved in black box models where sex/gender may end up playing a significant role as a feature without the knowledge of researchers, doctors, or patients. However, even this study only uses a binary sex variable and does not discuss any potential sex differences (let alone differences that incorporate sex/gender). Additionally, this study incorporates data from an external anesthesia-monitoring system and other hardware that could have their own embedded sex/gender-related biases. Sex/gender may also be relevant if related laboratory testing or vital signs use sex/gender-based reference intervals or sex/gender offsets. If the model is built such that the EHR sex field is the relevant one for determining such thresholds/offsets, it could be wrong for whole subsections of the population without any clinician being the wiser.

To our knowledge, none of the key features in Lundberg rely on backend sex/gender offsets. However, it is only the interpretability of their algorithm that allows us to analyze it. To the extent that ML systems may at some point be used to produce so-called “dimensionless parameters,” the failure to specify how questions of sex/gender might affect these numbers could have deleterious effects on transgender patients. The closer that ML based on EHR data gets to prescribing clinical care without allowing for a care team to determine whether the assumptions made as part of algorithmic development are correct for the patient, the more significant the risks are to individual patients who may “deviate” from the expectations of the people who built the systems.

A more robust analysis of what the sex variable means in this context could allow for a more detailed analysis of how these variables interact with the population in question and support further research. Unfortunately, few of the papers we reviewed consider model performance based on sex/gender, and those that do were only because data was taken from a center that serves a significant population of transgender people. Even analyses that do consider sex or gender identity still rely on those variables to “stand in” for many underlying variables that could matter depending on the research question. As ML is likely to be used in the future to assist in “phenotyping” as a means of identifying patients for further research and treatment, a more robust understanding of sex/gender is needed to ensure that transgender people are not left out of research and helpful medical care.

Case study: HIV and PrEP
Prediction of HIV risk for the purposes of administering preexposure prophylaxis (PrEP, medicine that can reduce the risk of HIV infection) has been a common topic among researchers for decades. Recent work has used ML for developing prediction models of patient risk of HIV infection. This area is notable because it contains the only papers we reviewed that use sex data that are not binary male/female, as well as because researchers who work on HIV prevention are often explicitly focused on LGBTQ+ populations.

Krakower et al., the earliest work we reviewed that suggests using ML to predict HIV risk and guide PrEP distribution, does not use a binary sex variable as the EHR data used were from Fenway Health, an organization specializing in LGBTQ health-care. However, it is unclear which features were most predictive of HIV risk of the 168 variables extracted from the EHR system, so it is difficult to draw any conclusions about how sex/gender impacted model predictions. Of course, there is still much to improve here in the study’s representation of sex data, as it replaces a binary with three options: male, female, and transgender; as we discuss in the section 2010s to present: A decade of sex confusion and sex obsession, this is not the best practice. The authors of that work later built on their original poster to publish a full-length paper using two different sets of EHR data, one from Fenway, which does not employ a binary sex field, and one from a different local practice that used a binary sex field. Notably, the appendix table describing these data call the combined variable “sex or gender,” and the authors use both words to describe these data in the paper. The Krakower et al. study also extracted EHR information for “trans-sexualism” and for “gender identity disorder” (based on diagnosis codes), although neither of these variables were included in the final model.

Most of the ML studies that predict risk of HIV infection began with hundreds of variables and then narrow to a smaller number that can be used without significant sacrifices to predictive power, using data methods like least absolute shrinkage and selection operator (LASSO). What this means in practice is that almost all of the ML models to predict HIV risk that we reviewed rely heavily on an “M” sex marker as a predictive factor. Because it is unclear what that variable means, both generally but especially for any given patient, sex confusion creates quite significant problems for HIV prediction algorithms. HIV is often transmitted through sexual activity, where questions of sex/gender play a large role. It might be tempting to reduce risk variance in HIV transmission to either sex assigned at birth or genitals, but such a framing is inaccurate. A 2017 discussion paper from Stardust et al. highlights a number of potential differences in how transgender people might experience risk related to HIV transmission compared with cisgender people. Potential differences include the differential properties of cis women’s vaginas and transfeminine people’s neo-vaginas and potential effects of testosterone on genital lubrication for transmasculine people with vaginas. And, of course, sex practices themselves are highly gendered.

Slippages and confusion continue elsewhere. Another study used natural language processing to analyze unstructured EHR data and incorporated sex data but called it gender, demonstrating sex/gender slippage. Marcus et al. also used EHR sex as an input variable, specifically whether a patient had a male sex marker, as well as a variable for “transgender-related diagnoses.” The combination of these variables could create a fascinating opportunity to better understand HIV risks for some transgender people, but the paper does not deliver on this promise. The authors note that the algorithm produced “did not identify cases among women.” Because what the authors have is sex data, which may or may not correspond to gender, it is impossible to know if some of the cases identified were patients who were women. Nor does the existence of a variable for transgender-related diagnosis counteract that issue because without more information on how exactly people were identified in terms of gender, the presence of a diagnosis code for gender identity disorder does not tell you whether a particular patient is a trans woman or a trans man, let alone whether they were non-binary.
The algorithms that the HIV risk prediction papers produced show the intertwined relationship between sex confusion and sex obsession, combining a failure to deeply engage with the construction of the sex/gender data that are present, with the assurance that sex data are the right type to use. And in the context of HIV transmission, a focus on a presumed set of body parts rather than the nature of gender expression and sexual practices is likely to produce predictive models that fail for those on the margins.

**Additional challenges for ML researchers using EHRs**

Our trio of sex troubles are not the only problems with sex/gender and medical ML on EHR data. EHR systems are not designed first for research purposes, and researchers will face challenges related to data quality and validation, lack of complete data capture, heterogeneity among systems, and a lack of system knowledge. With respect to sex/gender specifically, there are a few challenges ML researchers leveraging EHR data should be aware of. First off, collection of gender identity information by healthcare systems and other sources is inconsistent at best. Research from Reisner et al. suggests that there is a trade-off between the number of patients/individuals and the availability of gender identity information, as many large databases used for population-level studies (e.g., datasets using driver’s licenses for demographics) do not include gender identity. Even in healthcare systems considered to be leading in this area, gender identity data may be missing for upwards of 75% of patients. When the data are present, information about how the data were collected may not be available (e.g., self-reported, taken from health insurance records, written down by intake staff, etc.). This can lead to inconsistencies between reported sex and gender information that require manual review to address. Transgender people may also be underrepresented in many datasets due to lack of disclosure and disenfranchisement. Both the availability of gender-identity- and other sex/gender-related variables has likely shifted and will continue to shift over time, which can pose challenges for analysis. Additionally, gender identity itself can change over time as well.

**RECOMMENDATIONS**

While assumptions about sex/gender are deeply embedded in EHR systems and medical ML, we believe that there are concrete steps ML researchers can take to better incorporate sex/gender in their work. In this section, we provide recommendations and further reading to help researchers better integrate sex/gender information into their research. We also discuss increasing data richness in more detail below. Unfortunately, even some of the papers we recommend here that are otherwise helpful resources may occasionally exhibit sex/gender slippage or overemphasize sex differences; we recommend keeping the concepts of sex/gender slippage, sex confusion, and sex obsession in mind as you interpret their recommendations.

1. Educate yourself about sex/gender and the experiences of transgender people inside and outside medical ML contexts.
2. Work in teams with a range of competencies in addition to ML, including clinicians, patients, and EHR data experts.
3. Determine whether and which sex/gender data are relevant to the research, focusing on increasing data richness, and accounting for sex obsession.
4. Document use of sex/gender variables clearly, including specific fields used, how they were gathered, how usage of those fields may have changed over time, and possible values.
5. Conduct data quality checks for sex/gender data and have strategies for handling missing data.
6. Consider bias from sources other than sex and gender-identity fields.
7. Audit model performance for subgroups without presuming or essentializing differences.

**Avoid sex obsession by increasing data richness**

We recommend focusing on data richness whenever possible instead of relying primarily on binary sex assigned at birth as a proxy for other variables. Data richness is a term from Hripcsak and Albers that involves moving “beyond the binary presence or absence of a condition to timing, degree, severity, cause, and relationship to factors like behavior, etc.” Hripcsak and Albers use diabetes as a case study, but similar ideas can also apply to conceptions of sex/gender. With “sex” (i.e., physiological variables), focusing on data richness includes considering using and consulting organ/anatomic inventories, especially ones that have information that account for the physiology of transgender people (for an in-depth discussion about implementation, see Kronk et al.). It also involves considering other potentially “sexed” variables like hormone levels, laboratory test results, and genomic data. With “gender” (i.e., sociocultural factors that may influence physiology), researchers can focus on selecting variables or indices related to gender identity, relations, roles, and institutionalized gender. Care should be taken not to be exclusive of transgender people when considering gender. We do not recommend, for example, the use of sex assigned at birth as a dependent variable to evaluate the creation of gender indices (see, e.g., Pelletier et al.). A focus on data richness is also a chance to consider the intersections between sex/gender and other demographic factors like race.

Focusing on data richness will likely mean additional work in generating datasets rather than relying on existing ones that lack necessary sex/gender-related information. One possibility to address this is to choose representative subsets of patients to survey for additional information. However, even if it is additional work, we want to emphasize that this work is necessary as existing systems rely on flawed assumptions related to sex/gender that do not serve anyone.

**CONCLUSION**

Machine learning is only as good as the data it is built on, and in many medical contexts, that means EHRs. EHR systems were originally built with the assumption that sex and gender are binary, static, and concordant, translating to a number of common issues when data from them are used, including sex/gender slippage, sex confusion, and sex obsession.

Many of the problems we have described are not unique to the phenomenon of sex/gender or to medical machine learning contexts. However, even researchers who are relatively savvy and thoughtful about the origins of their data and its (dis)contents,
to borrow the phrasing of Paullada et al., can make the mistake of thinking that sex is one of the things in a medical dataset that does not need further unpacking.11 16 Sex is more like “family history” than it is like “age.” The same can, to some extent, be said for race and ethnicity.16 The nature of modern machine learning systems and the lack of interpretability to clinicians can make the dynamics described above even more concerning. As machine learning researchers look to the low-hanging fruit of EHR data, it is vital that they pay full attention to the contextual knowledge required to avoid sex trouble.

SUPPLEMENTAL INFORMATION

Supplemental information can be found online at https://doi.org/10.1016/j.patter.2022.100534.

ACKNOWLEDGMENTS

The authors would like to thank David Arney, Heather Lane, and Jordan Nestor as well as the anonymous reviewers who provided comments.

DECLARATION OF INTERESTS

The authors declare no competing interests.

REFERENCES

1. John Lewis at the National Constitution Center. https://www.youtube.com/watch?v=atF3WWELkmE.
2. Ghassemi, M., Naumann, T., Schulam, P., Beam, A.L., Chen, I.Y., and Ranganath, R. (2020). A review of challenges and opportunities in machine learning for health. Proceedings of the AMIA Joint Summits on Translational Science 2020, 191–200.
3. Desautels, T., Calvert, J., Hoffman, J., Jay, M., Kerem, Y., Shieh, L., Shimabukuro, D., Chetipally, U., Feldman, M.D., Barton, C., et al. (September 2016). Prediction of sepsis in the intensive care unit with minimal electronic health record data: a machine learning approach. JMIR Med. Informatics 4, e28. https://doi.org/10.2196/medinform.5905.
4. National Institutes of Health (2001). NOT-OD-02-001: amendment: NIH policy and guidelines on the inclusion of women and minorities as subjects in clinical research. https://grants.nih.gov/grants/guide/notice-files/NOT-OD-02-001.html.
5. National Institutes of Health (2017). NOT-OD-18-014: revision: NIH Policy and guidelines on the inclusion of women and minorities as subjects in clinical research. https://grants.nih.gov/grants/guide/notice-files/NOT-OD-18-014.html.
6. National Institutes of Health (2015). NOT-OD-15-102: consideration of sex as a biological variable in NIH-funded research. https://grants.nih.gov/grants/guide/notice-files/not-od-15-102.html.
7. Government of Canada and Canadian Institutes of Health Research (2018). How CIHR is supporting the integration of SGBA - CIHR. https://cihr-isc.gc.ca/e/60837.html.
8. National Institutes of Health (2015). Sexual and Gender Minority Research Coordinating Committee. NIH FY 2016-2020 Strategic Plan to Advance Research on the Health and Well-Being of Sexual and Gender Minorities. https://www.edi.nih.gov/sites/default/files/EDI_Public_files/sgm-strategic-plan.pdf.
9. National Institutes of Health Sexual & Gender Minority Research Office (2021). Strategic Plan to Advance Research on the Health and Well-Being of Sexual & Gender Minorities. https://dpcri.nih.gov/sites/default/files/SGMStrategicPlan_2021_2025.pdf.
10. Centers for Medicare & Medicaid Services (2015). 42 CFR Parts 412 and 495 Medicare and Medicaid Programs: Electronic Health Record Incentive Program—Stage 3 and Modifications to Meaningful Use in 2015 Through 2017. https://www.federalregister.gov/documents/2015/10/16/2015-25595/medicare-and-medicaid-programs-electronic-health-record-incentive-program-stage-3-and-modifications.
11. News Division (2021). HHS updates interoperability standards to support the electronic exchange of sexual orientation, gender identity and social determinants of health. https://www.hhs.gov/about/news/2021/07/09/hhs-updates-interoperability-standards-to-support-electronic-exchange-of-sogi-sdoh.html.
12. Deutsch, M.B., Green, J., Keatley, J.A., Mayer, G., Hastings, J., and Hall, A.M. (2013). Electronic medical records and the transgender patient: recommendations from the world professional association for transgender health EMR working group. J. Am. Med. Inf. Assoc. 20, 700–703. https://doi.org/10.1136/amiajnl-2012-001472.
13. Burgess, C., Kauth, M.R., Kient, C., Shanawani, H., and Shipper, J.C. (2019). Evolving sex and gender in electronic health records. Fed. Pract. 36, 271–277.
14. Lau, F., Antonio, M., Davison, K., Queen, R., and Brysiki, K. (2020). An environmental scan of sex and gender in electronic health records: analysis of public information sources. J. Med. Internet Res. 22, e20050. https://doi.org/10.2196/20050.
15. Lau, F., Antonio, M., Davison, K., Queen, R., and Devor, A. (2020). A rapid review of gender, sex, and sexual orientation documentation in electronic health records. J. Am. Med. Inf. Assoc. 27, 1774–1783. https://doi.org/10.1093/jamia/ocaa158.
16. Committee on Measuring Sex, Gender Identity, and Sexual Orientation; National Academies of Sciences, Engineering, and Medicine; National Academies of Sciences, Engineering, and Medicine (2022). Measuring Sex, Gender Identity, and Sexual Orientation (National Academies Press).
17. Ding, J.M., Ehrenfeld, J.M., Edmiston, E.K., Eckstrand, K., and Lauren, B. (2020). A model for improving health care quality for transgender and gender nonconforming patients. Joint Comm. J. Qual. Patient Saf. 46, 57–43. https://doi.org/10.1016/j.jqcs.2019.09.005.
18. Deutsch, M.B., Keatley, J.A., Sevelius, J., and Shade, S.B. (November 2014). Collection of gender identity data using electronic medical records: survey of current end-user practices. J. Assoc. Nurses AIDS Care 25, 657–663. https://doi.org/10.1016/j.jnac.2014.04.001.
19. Grasso, C., Goldhammer, H., Funk, D., King, D., Reisner, S.L., Mayer, K.H., and Keoughlin, A.S. (2019). Required sexual orientation and gender identity reporting by US Health Centers: first-year data. Am. J. Public Health 109, 1111–1118. https://doi.org/10.2105/ajph.2019.305130.
20. Kronk, C.A., Everhart, A.R., Ashley, F., Thompson, H.M., Schall, T.E., Goetz, T.G., et al. (2021). Transgender data collection in the electronic health record: current concepts and issues. J. Am. Med. Inf. Assoc. 29, 271–284.
21. Patel, K., Lyon, M.E., and Lui, H.S. (2021). Providing inclusive care for transgender patients: capturing sex and gender in the electronic medical record. J. Appl. Lab. Med. 6, 210–218. https://doi.org/10.1093/jalm/jiaa214.
22. Thompson H.M., Kronk C.A., Feasley K., Pachwieceicz P., Kamik N.S. Implementation of gender identity and assigned sex at birth data collection in electronic health records: where are we now? Int. J. Environ. Res. Publ. Health, 18:6599, June, https://doi.org/10.3390/ijerph18126599.
23. Currah, P. (2022). Sex Is as Sex Does: Governing Transgender Identity (NYU Press).
24. Fausto-Sterling, A. (2000). Sexing the Body: Gender Politics and the Construction of Sexuality, 1st edition (Basic Books).
25. Vade, D. (2005). Expanding gender and expanding the law: toward a social and legal conceptualization of gender that is more inclusive of transgender people. Mich. J. Gend. Law 11, 65.
26. Bivens, R. (2017). The gender binary will not be deprogrammed: ten years of coding gender on Facebook. New Media Soc. 19, 880–898. https://doi.org/10.1177/1461444815625127.
27. Haimson, O.L., Gorrell, D., Starks, D.L., and Zu, W. (2020). Designing trans technology: defining challenges and envisioning community-centered...
28. Scheuerman, M.K., Brubaker, J.R. Gender is not a Boolean: towards designing algorithms to understand complex human identities. In Participatory Algorithms Workshop, pp. 5, 2018.

29. Scheuerman, M.K., Paul, J.M., and Brubaker, J.R. (2019). How computers see gender: an evaluation of gender classification in commercial facial analysis services. Proc. ACM Human Computer Interact. 3, 1–33. https://doi.org/10.1145/3359246.

30. Keyes, O. (2018). The misgendering machines: trans/HCI implications of automatic gender recognition. Proc. ACM Human Computer Interact. 2, 1–22. https://doi.org/10.1145/3274357.

31. Scheuerman, M.K., Pape, M., and Hanna, A. (2021). Auto-essentialization: gender in automated facial analysis as extended colonial project. Big Data Soc. 8, 2053951721105537. https://doi.org/10.1177/20539517211053712.

32. Ainsworth, C. (2015). Sex redefined. Nature 518, 288–291. https://doi.org/10.1038/s18289a.

33. Davis, G., and Preves, S. (February 2017). Intersex and the social construction of sex. Contexts 16, 80. https://doi.org/10.1177/1536504217696082.

34. Shattuck-Holdemort, H., and Richardson, S.S. (2019). Sex/gender and the biosocial turn. Scholar & Feminist Online 15.

35. Raparelli, V., Norris, C.M., Bender, U., Herrero, M.T., Kautzky-Willer, A., Kublikiene, K., El Emam, K., and Pilote, L. (2021). Identification and inclusion of gender factors in retrospective cohort studies: the GOING-FWD framework. BMJ Global Health 6, e005413. April 2021. https://doi.org/10.1136/bmjgh-2021-005413.

36. Johnson, J.L., Greaves, L., and Repta, R. (2007). Better Science With Sex and Gender: A Primer for Health Research (Women’s Health Research Network). https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2689237/.

37. Springer, K.W., Stellman, J.M., and Jordan-Young, R.M. (2012). Beyond biosocial turn. Scholar & Feminist Online 15, 288–291. https://doi.org/10.1177/1536504212439136.

38. Stardust, Z., Cook, T., Hopkins, L., Gray, J., and Olsen, K. (2017). Effective and Meaningful Inclusion of Trans and Gender Diverse People in HIV Prevention (Sydney: ACON and PASH.tm).

39. Tadiri, C.P., Raparelli, V., Abrahamowicz, M., Kautzky-Willer, A., Kublikiene, K., Herrero, M.T., Norris, C.M., and Pilote, L. (2021). Methods for prospective incorporating gender in health sciences research. J. Clin. Epidemiol. 129, 191–197. https://doi.org/10.1016/j.jclinepi.2020.08.018.

40. Knight, E.P. (2021). Gender and cardiovascular disease risk: beyond the binary. J. Nurse Pract. 17, 823–827. https://doi.org/10.1016/j.nurpra.2021.02.015.

41. Connelly, P.J., Azizi, Z., Alipour, P., Delles, C., Pilote, L., and Raparelli, V. (2021). The importance of gender to understand sex differences in cardiovascular disease. Can. J. Cardiol. 37, 699–710. https://doi.org/10.1016/j.cjc.2021.02.005.

42. Spillers, H.J. (1987). Mama’s baby, papa’s maybe: an American grammar book. Diacritics 17, 64.

43. Ziyad, H. (2017). My Gender Is Black. https://afropunk.com/2017/07/my-gender-is-black/.

44. Harrison, D. (2021). Belly of the Beast: The Politics of Anti-fatness as Antiblackness (North Atlantic Books).

45. Snorton, C.R. (2017). Black on Both Sides: A Racial History of Trans Identity, Third Edition (University of Minnesota Press).

46. Lett, E., Asabor, E., Beltrán, S., Cannon, A.M., and Arath, O.A. (2022). Conceptualizing, contextualizing, and operationalizing race in quantitative health sciences research. Ann. Fam. Med. 20, 157.

47. Goldstein, Z., and Corneil, T.A. (2016). When gender identity doesn’t equal sex recorded at birth: the role of the laboratory in providing effective healthcare to the transgender community. Clin. Chem. 63, 1342–1352. https://doi.org/10.1373/clinchem.2016.258780.
104. Gill-Peterson, J. (2018). Histories of the Transgender Child, 3rd ed. (University of Minnesota Press).

105. Erickson-Schroth, ed. (2022). Trans Bodies, Trans Selves: A Resource by and for Transgender Communities, second edition (Oxford University Press).

106. Lacasse, A., Pagé, M.G., Choinière, M., Dorais, M., Viassandjée, B., Nguefack, H.L.N., Katz, J., Samb, O.M., and Vanasse, A. (2020). Conducting gender-based analysis of existing databases when self-reported gender data are unavailable: the GENDER Index in a working population. Can. J. Public Health 111, 155–168. https://doi.org/10.17269/s41997-019-00277-2.

107. Wells, B.J., Chagin, K.M., Chagin, K., Nowacki, A.S., and Kattan, M.W. (2013). Strategies for handling missing data in electronic health record derived data. EGEMS 1, 7. https://doi.org/10.13063/2327-9214.1035.

108. McCradden, M.D., Joshi, S., Anderson, J.A., Mazwi, M., Goldenberg, A., and Zlotnik Shaul, R. (2020). Patient safety and quality improvement: ethical principles for a regulatory approach to bias in healthcare machine learning. J. Am. Med. Inf. Assoc. : JAMIA 27, 2024–2027. https://doi.org/10.1093/jamia/ocaa085.

109. Garcia-Sifuentes, Y., and Maney, D.L. (2021). Reporting and misreporting of sex differences in the biological sciences. Elife 10, e70817. https://doi.org/10.7554/elife.70817.

110. Liu, X., Glocker, B., McCradden, M.M., Ghassemi, M., Denniston, A.K., and Oakden-Rayner, L. (2022). The medical algorithmic audit. Lancet Digital Health 4, e384–e397. https://doi.org/10.1016/s2589-7500(22)00003-6.

111. Chen, I.Y., Pierson, E., Rose, S., Joshi, S., Fenyman, K., and Ghassemi, M. (2021). Ethical machine learning in healthcare. Annu. Rev. Biomed. Data Sci. 4, 123–144. https://doi.org/10.1146/annurev-biodatasci-092820-114757.

112. Peletier, R., Ditto, B., and Pilote, L. (2015). A composite measure of gender and its association with risk factors in patients with premature acute coronary syndrome. Psychosom. Med. 77, 517–526. https://doi.org/10.1097/psy.0000000000000186.

113. Wang, A., Ramaswamy, V.V., and Russakovsky, O. (2022). Towards intersectionality in machine learning: including more identities, handling underrepresentation, and performing evaluation. Preprint at arXiv. https://doi.org/10.48550/arXiv.2205.04610.

114. Paullada, A., Raji, I.D., Bender, E.M., Denton, E., and Hanna, A. (2021). Data and its (dis)contents: a survey of dataset development and use in machine learning research. Patterns 2, 100336. https://doi.org/10.1016/j.patter.2021.100336.

About the authors
Kendra Albert is a public interest technology lawyer whose research interests include gender, machine learning, and power. They serve as a clinical instructor at the Cyberlaw Clinic at Harvard Law School, where they teach students to practice law by working with pro bono clients. Kendra also has taught classes on transgender rights in the Program on Studies of Women, Gender, and Sexuality at Harvard College and Harvard Law School. More details about Kendra can be found on their website: https://kendraalbert.com/.

Maggie Delano is an assistant professor at Swarthmore College, where they teach computer engineering and inclusive engineering design. Their research focuses on the development of a wearable monitoring system for patients with congestive heart failure. They also write about and research better design, including the use of sex/gender in medicine and human subjects testing in machine learning. More details about Maggie can be found on their website: https://www.maggiedelano.com/.