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Abstract: Physical resource allocation strategy is a key factor affecting the performance of a mobile ad hoc network (MANET), which serves as a network model widely used in the sensor and detection field. For various perceived service information, it is significant for the allocation strategy to adapt to the dynamic service requirements and prioritize resource access for the service information with high priority to guarantee its real-time performance. In this paper, a novel dynamic time division multiple access (TDMA) scheduling strategy is proposed for MANETs. Firstly, a service priority-based dynamic TDMA scheduling (SP-DS) algorithm is presented, which introduces the service priority as a reference factor for slot allocation and fully considers the transmission throughput and end-to-end delay performance. Moreover, for improving the slot use of the whole system, a modified distributed color constraint heuristic (MD-CCH) scheme is presented to optimize the frame structure. The SP-DS and MD-CCH algorithms are combined to form the novel strategy. Simulation results have demonstrated that the proposed strategy has better performance in the slot use, slot allocation efficiency, end-to-end delay and transmission throughput compared with the existing slot allocation algorithms.
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1. Introduction

1.1. Background and Motivation

The mobile ad hoc network (MANET) is a typical wireless distributed network, which is adapted to the requirements of communication and networking in the high dynamic and large spatial scale scenarios [1,2]. In contrast to the traditional cellular networks (GSM, LTE-A, 5th-Generation, etc.) [3], it has the characteristics of decentralization, infrastructure-less, self-organization, flexible networking and dynamic topology [4,5], which have made it be recognized as a promising network model that is widely used in the sensor and detection field [1,6,7], such as Internet of Things (IoT) [8], wireless sensor network (WSN) [9], unmanned aerial vehicle (UAV) swarm detection network [10] and tactical unmanned vehicle sensing system (UVSS) [11,12]. In these scenarios, with the limited network resources, various sensor nodes interact the perceived information with each other in a distributed multi-hop cooperative transmission manner [13]. To improve the network adaptability and quality of service (QoS), a reasonable resource scheduling strategy is needed for optimizing network resource use and resource allocation efficiency [14,15], which highlights the importance of the physical resource allocation strategy [16]. The traditional physical resource allocation strategy includes two...
main categories: centralized and distributed \[14,17\]. The centralized strategy has a central controller to collect the information of the entire network and generate a resource allocation scheme for each node. Its distribution result is close to optimal but the overall network information is needed for each allocation, which results in poor flexibility and survivability, and not suitable for the network with dynamic topology \[18\]. For improving the topological adaptability, the distributed allocation strategy is proposed. The mainstream scheme adopted by the distributed physical resource allocation strategy is distributed time division multiple access (TDMA) slot allocation scheme \[19,20\], which can be basically divided into two categories: (a) Static distributed TDMA scheme and (b) Dynamic distributed TDMA scheme \[14,21,22\].

The static distributed TDMA scheme is a fixed time slot allocation scheme without contention, which assigns the same fixed time slot to each node in the network. It aims at guaranteeing the fairness of resource allocation. However, nodes in the MANET scenario usually have different service requirements so that the static distributed TDMA scheme is unable to make full use of time slot resources and cannot adapt to the dynamic service requirements \[21\].

To realize the dynamic allocation of resources among different nodes according to the various needs of each node, the dynamic distributed TDMA scheme has been proposed. In the dynamic scheme, each node selects the time slot according to its local (two-hop range) environment information and generates an allocation strategy in a distributed manner, which has good scalability and flexibility so that can adapt to the dynamic service requirements of different nodes \[23,24\]. These characteristics make the dynamic distributed TDMA scheme show better applicability than the static distributed TDMA scheme in the MANET scenario. Researchers have recognized the dynamic distributed TDMA scheme as the future development trend and proposed various related algorithms.

### 1.2. Related Work

In the five-phase reservation protocol (FPRP) \[25\], network nodes perform a five-phase dialogue mechanism to reserve time slots. When a reservation conflict occurs, each related node within two-hop range will give up its reservation and wait for a backoff time. This protocol can resolve data transmission conflicts, but it takes a long allocation time. The distributed randomized (DRAND) time slot scheduling algorithm \[26\] adopts a completely random coin tossing mechanism to limit the probability of nodes sending slot reservation requests in each control frame. This scheme will pick up a successful node in each round. However, it has no clear reference factors for slot reservation, which results in the high collision rate and low allocation efficiency. The localized DRAND (L-DRAND) algorithm \[27\] divides the whole sensor network into various areas. Each local area will select a relay node. To achieve efficient data delivery, the priority of time slot allocation in L-DRAND algorithm is set as follows: the relay node of each area owns the highest priority and the node closer to the relay node in each local area is assigned in priority. This scheme improves the slot allocation efficiency but it introduces a large amount of distance information measured by sensors, which increases the network energy consumption. According to the DRAND, Li et al. \[17\] proposed the distributed TDMA slot scheduling algorithm based on energy-topology factor (E-T-DRAND). An energy topology (E-T) factor is defined according to the residual energy and one-hop neighbors of a node. The priority of the nodes to send time slot reservation request is determined by E-T factor. Compared with DRAND algorithm, this scheme improves the energy use and time slot allocation efficiency of the whole network. According to the E-T-DRAND, Li et al. \[18\] further proposed the distributed TDMA scheduling algorithm based on exponential backoff rule and energy-topology factor (EB-ET-DRAND). This scheme introduces an exponential backoff mechanism, i.e., the backoff time of a node is set according to the number of rejected messages it receives. It maximizes the amount of useful information in the network and further improves the slot allocation efficiency and energy use.

The above dynamic distributed TDMA scheduling algorithms have resolved resource allocation conflicts from different perspectives. However, they do not fully consider time slot multiplexing when designing frame structure. Typically, only one node is arranged in each time slot and the number of
time slots in each TDMA frame (i.e., frame length) \[28\] is set to be the total number of network nodes, which results in a long frame length and low time slot use. In this case, considering the reuse of time slots, Bryan et al. \[29\] proposed various kinds of frame structure optimized slot scheduling algorithm based on the graph coloring theory. Firstly, a centralized coloring algorithm based on the color constraint heuristic (CCH) factor, namely centralized CCH slot assignment (CSA-CCH) algorithm \[29\] is presented. It uses the CCH factor as the reference for coloring order and the result is close to optimal. However, it introduces the topology information of the entire network, which is not suitable for a MANET. A distributed color constraint heuristic slot assignment (DSA-CCH) algorithm \[29\] is proposed for the distributed networks. Its coloring order is determined by the ratio of the weight sum of the colored nodes to the weight sum of the total nodes within two-hop range. When this ratio exceeds a threshold, a node starts to color itself. The simulations show that DSA-CCH algorithm optimizes the frame length while improving slot use. Yao et al. \[30\] introduced the Lexicographic Max-Min (LMM) criterion into the rate allocation problem. They defined a slot reuse control parameter \(\varepsilon\) in the LMM rate allocation problem and proposed a TDMA scheduling algorithm by iteratively calculating \(\varepsilon\). This algorithm achieves the goal of reusing slots, and optimizes the frame length and throughput of the sensor network. Chang et al. \[31\] proposed a novel TDMA protocol, which establishes a linear programming model, and adopts the simulated annealing and particle swarm optimization algorithm to solve this model. A slot allocation scheme with good slot use was obtained. This protocol optimizes the frame length and data transmission delay, but it does not completely guarantee the continuity of information transmission among different nodes.

For the existing dynamic distributed TDMA schemes, all the transmission information is default to the same service priority. In practical applications, the sensing information often has different service priorities and QoS requirements \[32\]. It is necessary to prioritize resource access for the sensing information with high service priority and guaranteed its real-time performance through the dynamic resource allocation strategy \[33\]. Moreover, as various service information (i.e., sensing information) perceived by the sensor nodes needs be transmitted from the source node to the destination node in time, the end-to-end transmission delay of different service information should be reduced as much as possible to improve the throughput of the whole network system \[34,35\]. In addition, the problem of frame structure optimization is not fully considered in most scheduling algorithms. Therefore, the dynamic distributed TDMA scheduling strategy still needs to be further researched.

1.3. Innovations and Contributions
In this paper, a service priority-based dynamic TDMA scheduling (SP-DS) algorithm for MANETs system is proposed. The SP-DS algorithm firstly introduces the service priority as a reference factor in the distributed time slot allocation. Meanwhile, it performs the random token generation mechanism to solve the reservation conflicts of the nodes with same priority. Then, based on the consideration of multi-hop cooperative characteristic in the end-to-end transmission of MANETs \[36–38\], the source node and routing nodes have been jointly considered as a whole link when allocating slots. In SP-DS algorithm, a transmission path from source node to the destination node is firstly constructed through the routing module in the reservation phase. After that, the order of time slot reservations among different nodes is made consistent with the order of nodes on the transmission path to ensure the continuity of service information transmission and reduce the end-to-end transmission delay. Furthermore, an adaptive time slot allocation mechanism based on binary tree model is adopted in SP-DS algorithm according to the data size and real-time requirements of different service priority information. In addition, we propose a distributed vertex coloring-based frame structure optimization algorithm, called the modified distributed color constraint heuristic (MD-CCH) algorithm, to optimize frame length and improve the time slot use. Finally, we perform extensive simulations using Network Simulator NS-3.27 \[39\] on Ubuntu to compare our scheduling strategy with the existing time slot allocation algorithms. Simulation results have shown that our scheduling strategy can process the
perceived important service information in priority. Moreover, it has better performance in the slot use, slot allocation efficiency, end-to-end transmission delay and data transmission throughput.

In this paper, we focus on the dynamic TDMA scheduling strategy based on service priority for MANETs. The application scenario of the proposed strategy is shown in Figure 1. In this figure, the tactical unmanned vehicle sensing system (UVSS) is taken as an example, each node is embodied as a unmanned vehicle equipped with intelligent sensors. The whole system is a distributed network with random and dynamic topology composed of wireless mobile nodes. With no central controller in the network, all nodes have both routing and terminal functions. The service information perceived by the source node is forwarded to the destination node through multi-hop routing in a distributed manner.

Figure 1. The application scenario of tactical unmanned vehicle sensing system (UVSS).

The main contributions of this paper are as follows:

- A novel service priority-based distributed broadcast (SP-DB) mechanism is proposed, which introduces the service priority factor to prioritize various sensing information and enhance the adaptability to dynamic service requirements.

- A time slot reservation mechanism based on the consideration of multi-hop cooperative characteristic in the end-to-end transmission of MANETs is presented to ensure the continuity of service information transmission.

- A binary tree model-based adaptive time slot allocation mechanism is adopted to handle the traffic load of different service priority information efficiently.

- The MD-CCH algorithm for frame structure optimization is proposed to improve slot use of the system and further reduce end-to-end delay.

Rest parts of this paper are organized as follows: Section 2 describes the proposed SP-DS algorithm. The MD-CCH algorithm is presented in Section 3. Section 4 evaluates the impact of priority on the service information and compares the performance of proposed TDMA scheduling strategy with the existing slot allocation algorithms. Section 5 concludes the paper.

2. The Service Priority Based Dynamic TDMA Scheduling Algorithm

In this section, we propose a service priority-based dynamic TDMA scheduling (SP-DS) algorithm. Firstly, we describe the service priority-based distributed broadcast mechanism. Then, the time slot reservation mechanism is presented and we analyze the mathematical expectation of reservation
rounds that a node needs to pass for acquiring time slot in SP-DS algorithm. Finally, the binary tree model-based adaptive time slot allocation mechanism is proposed.

2.1. The Service Priority Based Distributed Broadcast Mechanism

In the initial phase of network, each node has a predefined service information table that contains different types of services and the corresponding priority numbers. The service with a larger priority number has a higher priority level, as shown in Table 1.

| Priority Number (N) | Service Type |
|---------------------|--------------|
| 0                   | A            |
| 1                   | B            |
| 2                   | C            |
| 3                   | D            |
| 4                   | E            |
| ...                 | ...          |

The superframe $T$ for performing the dynamic TDMA scheduling strategy is shown in Figure 2. It is composed of a synchronization frame, a coloring frame, a control frame, and $K$ data frames. $K$ is determined by the clock deviation. Within the allowable range of clock deviation, $K$ can be appropriately increased [18]. The superframe will continue to circulate in the entire time domain. The synchronization frame is used to achieve the time synchronization of all nodes. This paper focuses on the TDMA scheduling strategy, so the synchronization algorithm is not discussed here, as with reference [17,18]. The coloring frame is used to perform the frame structure optimization algorithm, which will be discussed in Section 3. The SP-DS algorithm is executed in the control frame and data frames are responsible for data transmission.

As shown in Figure 3, a control frame consists of a broadcast phase and a reservation phase. The broadcast phase is further divided into a one-hop broadcast stage and a two-hop broadcast stage.

In the one-hop broadcast stage, all nodes broadcast Hello-packets to their one-hop neighbors. A Hello-packet contains node ID, token (only for nodes with reservation requirements and the details will be mentioned later) and priority number (only for nodes with reservation requirements). In the two-hop broadcast stage, each node that receives the Hello-packets, will forward them to its one-hop neighbors. As a result, each Hello-packet can be received by all neighbors within the two-hop range of a sender node.
At the end of the broadcast phase, the nodes with reservation requirements will compare the captured priority information with their own. Only the nodes with the highest priority number have the opportunity to enter the reservation phase. The nodes with lower service priority have to stay in the state of IDLE and wait for a backoff time. According to reference [17,18], the SP-DS algorithm divides the state transition process of nodes into IDLE, REQUEST, GRANT, and RELEASE. The backoff time is set to be 3 times of the transmission delay [17].

We stipulate that each node with reservation requirement needs to perform a random token generation mechanism at the beginning of control frame in each round, i.e., a random integer between 0 and 255 will be generated as a token. This mechanism is shown in Algorithm 1 (refer to line 4). The token will be broadcast in a Hello-packet. When there are multiple nodes with the same highest priority number within two-hop range, the node with the smallest token will enter the reservation phase. At the beginning of control frame in the next round, tokens for all nodes with reservation requirements will be randomly regenerated. This scheme is to guarantee the fairness of multiple nodes with the same service priority when they are making time slot reservations. Furthermore, it can ensure that only one node within the two-hop range attempts to send a reservation request in a reservation slot of reservation phase.

**Algorithm 1 The SP-DS Time Slot Allocation Algorithm of Node j**

1: \(state_j\): the four states of node \(j\);
2: **The broadcast process of node \(j\):**
3: if (node \(j\) has a reservation requirement) then
4: \(j_{token} = \text{rand}() \times 255;\)
5: Generate a Hello-packet that contains node ID, token and the priority number;
6: else
7: Generate a Hello-packet that contains node ID;
8: end if
9: Broadcast \(j\)'s own Hello-packet;
10: Forward the received Hello-packets;
11: **The reservation process of node \(j\):**
12: if (node \(j\) success in competition) then
13: Construct a transmission path through the routing module and calculate \(S\);
14: \(state_j = \text{REQUEST};\)
15: Broadcast the reservation request to its one-hop neighbors;
16: if (node \(j\) receives the grant messages from all one-hop neighbors) then
17: Select the corresponding transmission slot \(DS_j\);
18: Broadcast release message;
19: \(state_j = \text{RELEASE};\)
20: else
21: Broadcast failure message;
22: \(state_j = \text{IDLE};\)
23: wait for back_off time;
24: end if
25: else
26: \(state_j = \text{IDLE};\)
27: wait for back_off time;
28: end if
29: Node \(n\) is one of \(j\)'s one-hop neighbors, and receives the request from \(j\):
30: if (\(state_n = \text{IDLE} \lor state_n = \text{RELEASE}\)) then
31: \(state_n = \text{GRANT};\)
32: Send a grant to node \(j\);
33: else
34: Send a reject to node \(j\);
35: end if
36: Node \(n\) is one of \(j\)'s neighbors within two-hop range, and receives the release or failure from \(j\):
37: forward the received messages to \(n\)'s one-hop neighbors;
2.2. The Time Slot Reservation Mechanism

After finishing the broadcast phase, the nodes with the highest priority level and the smallest token within their two-hop range will enter the reservation phase. These nodes are called reservation nodes in this paper. The reservation phase includes a construction stage of end-to-end transmission path and a time slot reservation stage, as shown in Figure 3. The time slot reservation stage is further divided into $M$ reservation slots according to the maximum number of nodes within two-hop range of the whole network. $M$ can be calculated by the MD-CCH algorithm, which will be discussed in Section 3.2.

In the construction stage of end-to-end transmission path, each reservation node will build a transmission path from itself to the destination node through the routing module, so as to know its next hop node ID in advance before starting time slot reservation. After the transmission path is constructed, all nodes on that path can get their next hop node IDs.

In the time slot reservation stage, each reservation slot $RS_i$ is corresponding to a data transmission slot $DS_i$, as shown in Figure 4. If a node needs to use a certain slot $DS_i$, it must make a reservation in the corresponding slot $RS_i$. Only when the reservation is successful, can that node perform data transmission in the corresponding $DS_i$ time slots in the subsequent $K$ data frames. Each time reservation slot $RS_i$ is further divided into 5 stages.

Figure 4. The corresponding relationship between reservation slot and data transmission slot.

In the first stage of $RS_i$, each reservation node will broadcast a slot reservation request to its one-hop neighbors. In the second stage, the nodes receiving the reservation request will send a grant or reject message to the source node. A source node is considered to successfully reserve a time slot $DS_i$ only when it receives the grant messages from all its one-hop neighbors. In the third stage, if the reservation is successful, the source node will broadcast a success message, its priority number, and the node ID with the highest reservation priority within its two-hop range in the next slot $RS_{i+1}$ to its one-hop neighbors, all of which are included in the release message mentioned in Algorithm 1 (refer to line 18). Otherwise, it will only broadcast a failure message. In the fourth stage, the one-hop neighbors of source node will forward the received messages to their one-hop neighbors. In the fifth stage, the two-hop neighbors of source node will forward the received messages to their one-hop neighbors. The node that received its own ID in the third stage of $RS_i$ must send a reservation request in the first stage of $RS_{i+1}$ on the condition that its received node IDs in the fourth and fifth stage of $RS_i$ are not within its two-hop range or the received priority numbers are lower than its own.

In this way, the neighbors within the two-hop range of both the reservation node and its next hop node are informed of the reservation status of slot $DS_i$ and the node ID with the highest reservation priority in the next slot $RS_{i+1}$.

Figure 5 and Table 2 show the state variation process of nodes in the implementation of SP-DS algorithm. It is necessary to point out that a node with a successful time slot reservation knows the node ID with the highest reservation priority within its two-hop range in the next reservation slot $RS_{i+1}$ is due to the following reasons:

- In the first stage of $RS_i$, each reservation node will calculate the number of slots $S$ that can be continuously reserved in the current control frame according to the binary tree model-based adaptive slot allocation mechanism, which will be mentioned in Section 2.4. When the reserved
slots do not reach $S$, a reservation node needs to continue to reserve in $RS^{i+1}$, so it will broadcast its own ID in the third stage of $RS^i$.

- A reservation node has constructed a transmission path from itself to the destination node through the routing module before it starts time slot reservation, so it knows its next hop node ID when it is reserving time slot. To ensure that the current service information can be continuously transmitted by the routing nodes on the transmission path (as shown in Figure 6) to reduce the unnecessary delay, the order of time slot reservations among different nodes needs to be kept consistent with the order of routing nodes on the transmission path. In this case, the reservation node will broadcast its next hop node ID in the third stage of $RS^i$ on the condition that the number of slots it has reserved reaches $S$. The node that received its own ID in the third stage of $RS^i$ must send a reservation request in the first stage of $RS^{i+1}$, provided that its received node IDs in the fourth and fifth stage of $RS^i$ are not within its two-hop range or the received priority numbers are lower than its own. Otherwise, it will back off. This is to ensure as far as possible that the next hop node of reservation node can reserve the slot $DS^{i+1}$ successfully so that it can continue to transmit the same service information.

![Figure 5. The state diagram of the SP-DS algorithm implementation.](image)

| NO. | Current State | Event | Action/Condition | Next State |
|-----|---------------|-------|------------------|------------|
| 1   | IDLE          | With the largest priority number within the two-hop range and the smallest token among the nodes of same level | Construct the transmission path and send a slot reservation request | REQUEST   |
| 2   | IDLE          | Receive a request from one of the one-hop neighbors | Send a grant | GRANT     |
| 3   | IDLE          | With no reservation requirement or its priority level is insufficient | Backoff | IDLE     |
| 4   | REQUEST       | The grant information from all one-hop neighbors is received | Send a release | RELEASE |
| 5   | REQUEST       | Receive a request from another node | Send a reject | REQUEST |
| 6   | REQUEST       | Receive a reject from one of the one-hop neighbors | Send a fail | IDLE     |
| 7   | RELEASE       | Receive a request from one of the one-hop neighbors | Send a grant | GRANT    |
| 8   | GRANT         | Receive a request from an ungranted node | Send a reject | GRANT    |
| 9   | GRANT         | Receive a release or fail, and it has not been allocated time slot | Forward the received message to its one-hop neighbors | IDLE     |
| 10  | GRANT         | Receive a release or fail, and it has been allocated time slot | Forward the received message to its one-hop neighbors | RELEASE |
When the broadcast phase is completed, all nodes have collected the ID information of their neighbors within two-hop range. Therefore, when the node ID with the highest reservation priority in slot \( RS^k \) broadcasted by a node \( N_a \) in the fourth or fifth stage of slot \( RS^k \) exceeds the two-hop range of a node \( N_b \), \( N_b \) can send a reservation request in the first stage of slot \( RS^k+1 \) on the condition that its priority number is the largest within its two-hop range while its token is the smallest among the nodes with same priority number.

2.3. The Mathematical Expectation of Reservation Rounds

If \( j \)-node has a need to reserve time slot, then \( C(j,k) \) is a set that in the \( k \)-th round, the contenders within the two-hop range that have slot reservation requirements and the same priority number as \( j \)-node. In each round, which node of all the competitors (include \( j \)-node) can apply for time slot is determined by their randomly generated tokens. Therefore, the probability of these nodes acquiring time slot is equal in each round.

\( L(j,k) \) denotes that \( j \)-node gets the right to reserve time slot in the \( k \)-th round. \( Pr(j_{\text{leave}}, t) \) represents the probability that \( j \)-node acquires time slot in the \( t \)-th round \((t \geq 1)\), \( t \) has a geometric distribution. \( Pr(j_{\text{leave}}, t) \) is bounded as follows:

\[
Pr(j_{\text{leave}}, t) \geq Pr(L(j_{\text{leave}}, 1))
\]

\[
= Pr(L(j, 1)) \prod_{i \in C(j, 1)} (1 - Pr(L(i, 1)))
\]

\[
= \frac{1}{M_2 + 1} \prod_{i \in C(j, 1)} (1 - Pr(L(i, 1)))
\]

\[
= \frac{1}{M_2 + 1} \prod_{i \in C(j, 1)} (1 - \frac{1}{|C(i, 1)| + 1})
\]

\[
= \frac{1}{M_2 + 1} (1 - \frac{1}{|C(i, 1)| + 1})^{|C(j, 1)|}
\]

\[
\geq \frac{1}{M_2 + 1} (1 - \frac{1}{|C(j, 1)| + 1})^{|C(j, 1)|}
\]

\[
\geq \frac{1}{M_2 + 1} \cdot \left( \frac{1}{e} \right)
\]

In Equation (3), \( M_2 \) represents the number of contenders with the same priority number as \( j \)-node within the two-hop range. Let \( \delta \) be the number of total neighbors for \( j \)-node within its two-hop range. It is clear that \( M_2 \leq \delta \), the equality holds only when the priority numbers of all the nodes within the two-hop range of \( j \)-node are the same.
The transformation from Formulas (4) to (6) holds because the probability of contender \( i \) acquires time slot in the first round is \( \Pr(L(i, 1)) \), as shown in Equation (8). Since \( i \)-node’s contenders include \( j \)-node, according to reference [26], we have that \( (|C(i, 1)| + 1)_{\text{min}} = |C(j, 1)| + 1 \).

\[
\Pr(L(i, 1)) = \frac{1}{|C(i, 1)| + 1} \tag{8}
\]

Equation (7) holds because we can derive Equation (10) from Equation (9). Equation (10) holds only when \( |C(j, 1)| \) approaches infinity, i.e., the number of nodes in the network is infinite.

\[
\lim_{x \to \infty} \left( 1 + \frac{1}{x} \right)^x = e \tag{9}
\]

\[
\lim_{|C(j,1)| \to \infty} \left( 1 - \frac{1}{|C(j,1)| + 1} \right)^{|C(j,1)|} = \frac{1}{e} \tag{10}
\]

The probability of \( j \)-node acquires time slot in the \( t \)-th round \((t \geq 1)\) has a lower bound \( P_{\text{low}} \), as shown in Equations (11) and (12).

\[
\Pr(t = k) = P_{\text{low}}(1 - P_{\text{low}})^{k-1}, \tag{11}
\]

where

\[
P_{\text{low}} = \frac{1}{(M_2 + 1)} \cdot \frac{1}{e} \tag{12}
\]

In conclusion, we can obtain the upper bound on the mathematical expectation of reservation rounds that a node needs to pass for acquiring time slot as follows:

\[
E[T] = \frac{1}{P_{\text{low}}} = (M_2 + 1) \cdot e \tag{13}
\]

2.4. The Binary Tree Model Based Adaptive Slot Allocation Mechanism

The sensing information with different service priorities has various requirements for transmission delay. The high service priority information asks for high level real time performance and needs to be transmitted in priority within the shortest delay. The lower service priority information could be moderately postponed. In this case, the nodes with higher service priorities can be allowed to continuously reserve multiple slots in a control frame. Meanwhile, it is also necessary to ensure as far as possible that the nodes with lower service priorities have slots to reserve and avoid the slot starvation of these nodes.

The SP-DS algorithm proposes a binary tree model-based adaptive time slot allocation mechanism, which maps the number of slots allocated to the nodes with different service priorities to the number of binary tree nodes of different levels, as shown in Figure 7. According to the predefined service information table (Table 1), we stipulate the number of slots that one node can continuously reserve in a control frame has a positive correlation with its corresponding priority number.

Based on Figure 7, the functional relationship between the number of slots \( S' \) that a node can continuously reserve in a control frame and its priority number \( N \) can be initially expressed as

\[
S' = 2^N \tag{14}
\]

The node with the lowest priority number (zero) can only reserve one slot in each control frame. As \( N \) increases, \( S' \) increases based on Equation (14). Considering the total number of available slots is
limited, an upper limit constraint needs to be made on $S'$ in order to prevent the nodes with lower service priorities from slot starvation due to long waiting time.

$$S' = \min\{2^N, \left\lceil \frac{M}{2} \right\rceil \}$$

(15)

At the same time, since the service information of different data size asks for various total number of transmission slots, further optimization constraints need to be placed on the number of slots that a node can continuously reserve in a control frame.

Assume that the total data size of the service information that a node currently needs to transmit is $D_{\text{sum}}$, which will be updated after each round. The current transmission bandwidth is $V_c$ and the transmission slot length is $t_{\text{slot}}$. The total number of slots $\bar{S}$ required by a node to complete the transmission of its current service information can be expressed as

$$\bar{S} = \left\lceil \frac{D_{\text{sum}}}{V_c \cdot t_{\text{slot}}} \right\rceil$$

(16)

Combining Equations (15) and (16), the number of slots $S$ that a node should continuously reserve in the current control frame is expressed in Equation (17), where $K$ is the number of data frames in each round.

$$S = \begin{cases} S', & \bar{S} > K \cdot S' \\ \left\lceil \frac{\bar{S}}{K} \right\rceil, & \bar{S} \leq K \cdot S' \end{cases}$$

(17)

In DRAND [26], EB-ET-DRAND [18], and DSA-CCH [29] algorithms, a node can only reserve one slot in each control frame. Assume that the number of data frames in each round is uniformly set to $K$, the available transmission time $t_{\text{trans}}^1$ for a node adopting these algorithms in each round is

$$t_{\text{trans}}^1 = K \cdot t_{\text{slot}}$$

(18)

After adopting the adaptive slots allocation mechanism, as shown in Algorithm 2, the range of transmission time $t_{\text{trans}}^2$ available for a node in each round is

$$K \cdot 2^0 \cdot t_{\text{slot}} \leq t_{\text{trans}}^2 \leq K \cdot S \cdot t_{\text{slot}}$$

(19)

It can be seen that this allocation mechanism makes the transmission slots available for nodes with higher service priority increase in each round, so that it can reduce the unnecessary transmission delay and improve the real time performance of high service priority information.
Algorithm 2 The Binary Tree Model Based Adaptive Slot Allocation Mechanism

1: Initialize $K, M, N, D_{sum}, V_c, t_{slot}$ ;
2: $S \leftarrow \text{ceil}(D_{sum} / (V_c \cdot t_{slot}))$ ;
3: $S' \leftarrow \min(\text{pow}(2, N), \text{ceil}(M/2))$ ;
4: if ($S > K \cdot S'$) then
5:    $S = S'$ ;
6: else
7:    $S = \text{ceil}(S / K)$ ;
8: end if

3. The Distributed Vertex Coloring Based Frame Structure Optimization Algorithm

In this section, we discuss the details about the TDMA frame structure optimization algorithm. Firstly, the model of graph vertex coloring is presented. Then, the modified distributed color constraint heuristic (MD-CCH) algorithm is proposed.

3.1. The Model of Graph Vertex Coloring

The traditional frame structure of time slot allocation algorithms set the number of slots for TDMA schedule to the number of nodes allowed in the network. It defaults a slot can only be occupied by one node and does not consider time slot multiplexing, which introduces redundant slots and result in a low slot use.

In the process of time slot assignment, one slot can be simultaneously used by various nodes, provided that they are outside the two-hop range. According to the graph coloring theory: the adjacent vertices cannot use the same color, the optimization of TDMA frame structure can be modeled as a vertex coloring problem for a graph. Each color represents a time slot. The fewer colors used for graph coloring, the fewer time slots needed for TDMA schedule, which optimizes the frame length, improves slot use and further reduces the end-to-end delay of the system [29].

As shown in Figure 8a, we assume that each node has the same broadcast range. The communication area of a node is represented by a unit circle. In graph $G$, if nodes can directly communicate with each other, they are connected by solid edges. That is to say, only the nodes within one-hop range are connected in $G$. However, TDMA schedule needs to consider all nodes within two-hop range for avoiding the direct and hidden conflicts, so graph $G$ cannot be directly used for coloring.

![Figure 8](image)

Figure 8. The unit circle set $G$ and the square of graph $G$ ($G^2$).

The square of graph $G$ is graph $G^2$, as shown in Figure 8b. It can be seen that in addition to retaining the same topological structure connected by solid edges as in $G$, $G^2$ has an extra dotted edge for connecting node $u$ and node $w$. The dotted edge $(u, w)$ exits in $G^2$ only when the distance between $u$ and $w$ is 2 edges in $G$. Therefore, the nodes within two-hop range are connected in $G^2$, which allows $G^2$ be used for coloring. As stated in reference [40,41], the problem of coloring graph $G^2$ is equivalent to the distance-2 coloring problem, namely $L(1, 1)$-labeling problem. A reasonably designed coloring algorithm is needed to solve this problem for optimising TDMA frame structure.
3.2. The Modified Distributed Color Constraint Heuristic Algorithm

The DRAND algorithm [26] adopts a completely random order for coloring. As the number of nodes increases, the number of colors used may reach $\Delta(G^2)$ in the worst case. The CSA-CCH scheme [29] is a centralized coloring algorithm, which needs to introduce the topology information of the entire network and is not suitable for MANETs. The DSA-CCH scheme [29] is a distributed coloring algorithm. However, it does not have a clear limit on the initial coloring nodes, which brings more uncertainties to the coloring effect as the number of nodes increases. In this case, we propose the modified distributed color constraint heuristic (MD-CCH) algorithm, which makes a restriction on the selection of initial coloring nodes.

The nodes with more neighbors have a higher collision probability during data transmission. They have fewer options when coloring, so that need to be prioritized. The conventional method is to color from the node with the largest degree. However, considering that the degree of a node in a square graph is consisted of its one-hop and two-hop neighbors, the one-hop neighbors have a more direct effect on a node during data transmission, so they should occupy a higher reference weight. In this paper, we introduce the $\text{NodeLevel}$ factor, which is consisted of a weight sum of the one-hop neighbors ($\text{NumberOneHops}$) and two-hop neighbors ($\text{NumberTwoHops}$), as shown in Equation (20).

$$\text{NodeLevel} = 2 \cdot \text{NumberOneHops} + \text{NumberTwoHops}$$  \hspace{1cm} (20)

The MD-CCH algorithm is executed in the coloring frame, which is composed of a broadcast phase and a coloring phase. The broadcast phase is further divided into 4 stages, as shown in Figure 9.

![Figure 9. The coloring frame structure.](image)

In the first stage of broadcast phase, all nodes broadcast their own IDs to their one-hop neighbors. Based on the received messages, each node will create a table of ID information about its one-hop neighbors, namely the ID information table of one-hop neighbors, to calculate its own $\text{NumberOneHops}$. In the second stage, each node broadcasts its ID information table of one-hop neighbors labeled with its own ID to the one-hop neighbors. According to these tables, all nodes will create the ID information tables of their two-hop neighbors (used to calculate their own $\text{NumberTwoHops}$) and get the $\text{NumberOneHops}$ of all their one-hop neighbors. In the third stage, each node firstly calculates its own $\text{NodeLevel}$ and then broadcasts it along with its own ID and the previously received ID information tables of one-hop neighbors to its one-hop neighbors. Based on these tables, all nodes can get the $\text{NumberOneHops}$ of all their two-hop neighbors. The $\text{NumberOneHops}$ information of all the one-hop and two-hop neighbors will be used to choose the starting node when there are multiple nodes with the same $\text{NodeLevel}$ within two-hop range. According to the received $\text{NodeLevel}$ and ID information, all nodes will create the $\text{NodeLevel}$ information tables of their one-hop neighbors. In the fourth stage, each node broadcasts the $\text{NodeLevel}$ information table of its one-hop neighbors to its one-hop neighbors. Based on these tables, all nodes will create the $\text{NodeLevel}$ information tables of their two-hop neighbors.

When the broadcast phase is completed, each node starts to perform the MD-CCH algorithm in the coloring phase. The detailed coloring rules of coloring phase are as follows:

- The coloring starts from the nodes with the highest value of $\text{NodeLevel}$ within their two-hop range. If there are multiple nodes with the same $\text{NodeLevel}$ within two-hop range, the node with more one-hop neighbors ($\text{NumberOneHops}$) will be chosen as the starting node.
• All the one-hop neighbors of the starting nodes are colored based on the descending order of their NumberOneHops.

• The remaining nodes decide when to start coloring according to the DSA-CCH algorithm. That is to say, a node starts to color itself when the color_score, as shown in Equation (21) [29], exceeds a threshold. The threshold is set through experimental simulation (in our experimental simulation, considering the balance of coloring order between breadth-first and depth-first, the threshold is set to be 0.28 for making the weight of coloring order towards a breadth-first [29]).

\[
\text{color}_\text{score} = \frac{2 \cdot \text{ColoredOneHop} + \text{ColoredTwoHop}}{2 \cdot \text{NumberOneHops} + \text{NumberTwoHops}}
\] (21)

The MD-CCH algorithm is shown in Algorithm 3. Compared with CSA-CCH, MD-CCH retains the distributed coloring scheme to adapt to the distributed networks. Moreover, based on the DSA-CCH algorithm, it introduces the Node level factor as the selection reference of the initial coloring nodes through a 4-stage broadcast mechanism. The MD-CCH algorithm optimizes the uncertainties of coloring effect that is caused by the improper selection of the initial coloring nodes. Furthermore, the optimization effect of frame structure can be guaranteed.

**Algorithm 3** The MD-CCH Distributed Vertex Coloring Algorithm of Node j

**Input:** Node\_level(set[]); NumberOneHops\_set[]; Colors\_set[].

**Output:** Consumed colors (M) in Colors\_set[].

1: Node\_level\_set[]: The Node\_level information array of node j and its all neighbors within two-hop range;
2: NumberOneHops\_set[]: The NumberOneHops information array of node j and its all neighbors within two-hop range;
3: Colors\_set[]: The array of colors used for coloring each node;
4: select_color(): Choose a color that is not overlapped with other neighbors within two-hop range to start coloring.
5: if (\((\text{max(Node}\_\text{level}\_\text{set}[]) == j\text{'}s \text{Node}\_\text{level}) \&\& (\text{max(NumberOneHops}\_\text{set}[])\text{\{(with the same Node}\_\text{level as j\}) == j\text{'}s \text{NumberOneHops})\text{ then}}
6: select_color(Colors\_set[]);
7: else
8: if (j is one of the starting node\'s one-hop neighbors and the starting node has finished coloring)
9: then
10: if (j\text{'}s NumberOneHops is the maximal among the starting node\'s one-hop neighbors) then
11: select_color(Colors\_set[]);
12: else
13: Listen and wait;
14: end if
15: else
16: if (\((2\cdot(j\text{'}s \text{ColoredOneHop}) + j\text{'}s \text{ColoredTwoHop}) / (2\cdot(j\text{'}s \text{NumberOneHops}) + j\text{'}s \text{NumberTwoHops}) \geq \text{color}\_\text{score})\text{ then;
17: select_color(Colors\_set[]);
18: else
19: Listen and wait;
20: end if
21: end if

4. Experiment and Performance Evaluation

In this section, we implement a MANET simulation system on NS-3 platform to evaluate the proposed dynamic TDMA scheduling strategy. The impact of priority on the performance of various
service information is assessed. In addition, this strategy is compared with the existing algorithms from the aspects of slot use, slot allocation efficiency, end-to-end delay and throughput.

4.1. Experiment Settings

The NS-3.27 version is used to implement our simulations. This platform has the ability of abstract modeling and performance evaluation for the spatially dynamic distributed topological networks. The topology of the whole network is determined by the randomly scattering points in two-dimensional space, as shown in Figure 10.

![Figure 10. The random network topology on NS-3 simulation platform.](image)

The specific simulation parameters are shown in Table 3. To facilitate comparative analysis, we configure the basic simulation parameters based on the reference [26]. The broadcast communication range of each node is 40 m and the link capacity is 2 Mbps. The size of the movable area for all nodes is 300 m × 300 m.

| Parameter                        | Value                                             |
|----------------------------------|---------------------------------------------------|
| Topology model                   | ns3::Random Rectangle Position Allocator          |
| Mobile model                     | ns3::Random Way Point Mobility Model              |
| Propagation loss model           | ns3::Log Distance Propagation Loss Model          |
| Propagation delay model          | ns3::Constant Speed Propagation Delay Model       |
| Simulation area                  | 300 m × 300 m                                     |
| Movement speed of nodes          | 4 m/s                                             |
| Number of nodes                  | [25,300]                                          |
| Range of neighbour nodes         | [4,70]                                            |
| Link capacity                    | 2 Mbps                                            |
| Broadcasting range(m)            | 40                                                |
| Packet size                      | 256 Byte                                          |
| Packet sending rate              | 1000 packets/s                                   |
| Routing protocol                 | AODV                                              |
| Transfer protocol                | UDP                                               |
| Number of flows                  | 1–10                                              |
| Data flow generator              | OnOffApplication                                  |
The transport layer adopts user datagram protocol (UDP) instead of transmission control protocol (TCP), because UDP is a connectionless protocol that can more accurately reflect the packet reception and loss, thus better evaluating the throughput and delay performance of various algorithms. In the routing module, the ad-hoc on-demand distance vector routing (AODV) protocol is used to build the transmission path.

4.2. Experiment Results and Performance

For the proposed dynamic TDMA scheduling strategy, firstly, its validity in prioritized service information transmission is evaluated. Then, it is assessed by comparing with the existing DRAND, EB-ET-DRAND, and DSA-CCH algorithms from the aspects of slot use, slot allocation efficiency, end-to-end delay and throughput. All the data results are averaged after 10 repeat experiments, as with reference [18]. The detailed numerical simulations and performance analysis are as follows (the error bars in the graphs represent the confidence intervals with a confidence level of 0.95):

4.2.1. Performance Comparison of Different Service Priority Information

In this section, we evaluate the impact of priority on the service information in terms of throughput and delay. The number of nodes is set to 50. The packet size in each service flow is set to 256 bytes and 1000 packets are sent per second. Two priority levels of service information are set, which are divided into the high service priority information (HS) and the low service priority information (LS). The number of flows in each simulation is set to an even number that satisfies the following condition:

\[
\frac{\text{flows}_{(HS)}}{\text{flows}_{(LS)}} = 1 : 1
\]  

(22)

As shown in Figures 11 and 12, with the increasing of flows, for the service information of two priority levels, the average throughput of each flow decreases while the average delay of each flow increases. The average throughput decline rate and delay growth rate of HS are lower than that of LS. This is because the DS-SP algorithm enables the nodes carrying HS to reserve time slot resources in priority, thereby prioritizing data transmission. At the same time, due to the data size of the two kinds of information is the same, the binary tree model-based adaptive slot allocation mechanism makes the nodes carrying HS have a higher upper limit on the number of slots that can be continuously reserved in each control frame. Therefore, the nodes carrying HS can get more slots in each round to transmit data, thus the improvement of their throughput and reduction of their unnecessary waiting delay is achieved. The results indicate that the throughput of each flow in LS is on average 43.9% lower than that of HS while the delay of each flow in LS is on average 30.1% higher than that of HS. That is to say, the proposed scheduling strategy can guarantee the performance of HS, thus achieving the goal of processing the perceived important service information in priority.

4.2.2. Number of Colors

The number of colors represents the corresponding number of time slots needed to be set in the frame structure for TDMA schedule. The fewer colors used, the shorter frame length and higher slot use we can get. Figure 13 shows the coloring effects of three different algorithms. Since EB-ET-DRAND algorithm does not consider the optimization of TDMA frame structure [18], it is not compared in this section. The number of network nodes varies from 25 to 300 and color_score is set to be 0.28 for making the weight of coloring order towards a breadth-first.
Figure 11. The throughput comparison of different service priority information.

Figure 12. The delay comparison of different service priority information.

Figure 13. The average colors consumed in different size of network nodes.

According to Figure 13, we can see that the number of colors increases with the increasing of nodes. When the nodes are less than 100, the coloring effect of DSA-CCH algorithm and MD-CCH algorithm is similar. As the number of nodes further increases, MD-CCH algorithm uses fewer colors than DSA-CCH algorithm because it strengthens the constraints on the initial coloring nodes. The number
of colors consumed by the MD-CCH algorithm is on average 25.8% less than that of DRAND algorithm and on average 12.4% less than that of DSA-CCH algorithm. That is to say, the frame structure optimized by MD-CCH algorithm has the highest slot multiplexing rate. The results indicate our proposed scheduling strategy can efficiently improve slot use.

4.2.3. Running Time and Number of Reservation Rounds

Running time denotes the time of successfully allocating slot resources for each node in the network. It is proportional to the number of reservation rounds. In this section, the network topology consists of 250 nodes placed randomly and the number of neighbor nodes within two-hop range varies from 4 to 70.

Figures 14 and 15 respectively show the average running time and average reservation rounds of various schemes in different size of neighbor nodes. It can be seen that with the increase of neighbor nodes, the running time and the number of reservation rounds of each scheme increase. Compared with EB-ET-DRAND algorithm and the novel strategy, DRAND and DSA-CCH algorithms have a higher growth rate. This is because they do not introduce a clear reference factor in the time slot allocation, which brings more reservation conflicts when allocating time slots. As a result, many nodes fail to make a reservation and need to resend their requests. With the further increase of neighbor nodes, this phenomenon will become more serious. Eventually, when the number of neighbor nodes exceeds 40, the growth rates of DRAND and DSA-CCH algorithms increase sharply, resulting in non-convergence.

![Figure 14](image)

---

**Figure 14.** The average running time for successful allocating a time slot in different size of neighbor nodes.

The EB-ET-DRAND algorithm adopts an exponential backoff mechanism and introduces the energy information as a reference factor for time slot allocation. It can reduce the failure and collision probability of time slot allocation to some extent. When the neighbor nodes are less than 22, the running time and reservation rounds in the novel strategy are similar to that of EB-ET-DRAND algorithm. As the further increase of neighbor nodes, the novel strategy takes less allocation time. This is because its SP-DS algorithm introduces the service priority as a reference factor for slot allocation and adopts the random token generation mechanism to solve the reservation conflicts of the nodes with same priority. Compared with the EB-ET-DRAND algorithm, it can better ensure that only one node within two-hop range can enter the reservation phase to send a reservation request. The failure and collision probability of slot allocation is reduced to a greater extent. In addition, its MD-CCH algorithm has optimized the TDMA frame structure, which makes the frame length shorter than that of EB-ET-DRAND algorithm and further reduces the latency of its time slot allocation. The running time
in the novel strategy is on average 50.3% less than that of DRAND algorithm and on average 16.2% less than that of EB-ET-DRAND algorithm. The results indicate the proposed time slot scheduling strategy is effective for improving slot allocation efficiency.

![Graph showing the average number of reservation rounds for successful allocating a time slot in different size of neighbor nodes.](image)

**Figure 15.** The average number of reservation rounds for successful allocating a time slot in different size of neighbor nodes.

### 4.2.4. End-to-end Delay and Throughput

The end-to-end delay means the average time taken for a packet to travel from the source node to the destination node, while the throughput represents the ratio of the amount of data successfully received by the destination node over a period of time to the transmission time. In this section, we arbitrarily select a priority level of service information and gradually increase its flows to compare the end-to-end delay and throughput variations of the whole system caused by transmitting this service information in different schemes. The packet size in each service flow is set to 256 bytes and 1000 packets are sent per second. The number of network nodes is set to 50.

As we can see from Figure 16, the end-to-end delay of network system increases with the number of flows. With the same number of flows, the novel strategy has the lowest end-to-end delay. This is because in its SP-DS algorithm, the source node and routing nodes have been jointly considered as a whole link to determine the order of time slot reservation when allocating time slot, which fully guarantees the end-to-end transmission delay of service information. Moreover, the binary tree model-based adaptive allocation mechanism of its SP-DS algorithm allows the related nodes to continuously reserve multiple slots in each control frame, so that more slots can be obtained for data transmission in each round, thereby reducing the unnecessary waiting delay. In addition, its MD-CCH algorithm optimizes the frame length, which further reduces the end-to-end delay of information transmission among different nodes.
Figure 16. The average end-to-end delay of network system in different number of flows.

Figure 17 shows that as the number of flows increases, the throughput of network system increases. When the network throughput is close to saturation, the throughput of the novel strategy is the largest. This is because according to the previous description, with the sending rate unchanged, the novel strategy reduces the end-to-end delay of the whole network, which in turn makes the throughput of the network increase. The results show that the average end-to-end delay of the novel strategy is 26.3% lower than that of DRAND algorithm while its average network throughput is 37.9% higher than that of DRAND algorithm. That is to say, the proposed time slot scheduling strategy can well optimize the end-to-end delay and data throughput of the entire network.

5. Conclusions

The division of service priority has important application requirements in MANETs, whose performance is greatly affected by the dynamic distributed TDMA slot allocation scheme. It is necessary to prioritize resource access for the sensing information with high service priority and guaranteed its real-time performance as much as possible. In this paper, a novel dynamic TDMA scheduling strategy for MANETs based on service priority is proposed. This strategy includes two parts: time slot allocation and frame structure optimization. In the part of time slot allocation, the SP-DS algorithm is proposed. Firstly, in the broadcast mechanism of SP-DS algorithm, the service priority is introduced as a reference factor for slot allocation and a random token generation mechanism is
performed to solve the reservation conflicts of the nodes with same priority. Then, based on the consideration of multi-hop cooperative characteristic in the end-to-end transmission of MANETs, a time slot reservation mechanism is presented to fully guarantee the end-to-end transmission delay of service information. Moreover, a binary tree model-based adaptive time slot allocation mechanism is adopted to handle the traffic load of different service priority information and ensure the real-time performance of high service priority information. In the part of frame structure optimization, the MD-CCH algorithm is proposed to optimize frame length for improving slot use, which further reduces the end-to-end delay of the whole network system. The simulation results demonstrate the validity of the proposed strategy in prioritized service information transmission. Furthermore, compared with several typical algorithms, our proposed TDMA scheduling strategy shows better performance in the slot use, slot allocation efficiency, end-to-end transmission delay and data transmission throughput. In the future research work, considering the dynamic topological characteristics of MANETs, we plan to optimize the time slot scheduling strategy for further improving the robustness of the transmission path.
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