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Abstract  Let $F$ be a real or complex $n$-dimensional map. It is said that $F$ is globally periodic if there exists some $p \in \mathbb{N}^+$ such that $F^p(x) = x$ for all $x$, where $F^k = F \circ F^{k-1}$, $k \geq 2$. The minimal $p$ satisfying this property is called the period of $F$. Given a $m$-dimensional parametric family of maps, say $F_\lambda$, a problem of current interest is to determine all the values of $\lambda$ such that $F_\lambda$ is globally periodic, together with their corresponding periods. The aim of this paper is to show some techniques that we use to face this question, as well as some recent results that we have obtained. We will focus on proving the equivalence of the problem with the complete integrability of the dynamical system induced by the map $F$, and related issues; on the use of the local linearization given by the Bochner Theorem; and on the use the Normal Form theory. We also present some open questions in this setting.
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1 Introduction

This paper deals with globally periodic maps and difference equations. A map $F : \mathcal{U} \to \mathcal{U}$, defined on an open set $\mathcal{U} \subseteq \mathbb{K}^n$ (where $\mathbb{K}$ is either $\mathbb{R}$ or $\mathbb{C}$) is globally
periodic if there exists some \( p \in \mathbb{N} \) such that \( F^p(x) = x \) for all \( x \in \mathcal{U} \), where \( F^k = F \circ F^{k-1} \), \( k \geq 2 \). The minimal \( p \) satisfying this property is called the period of \( F \).

Observe that if \( F \) is globally periodic, then all the orbits of the discrete dynamical system generated by \( F \) are periodic.

This paper, rather of being a survey on global periodicity, wants to show the techniques that we have developed to detect globally periodic maps inside a parametric families of maps. The reader is addressed to [1–3], and the references therein, to have a general overview on the problem.

We start by showing some simple and well-known examples of globally periodic maps:

**Example 1** Some linear fractional maps defined in suitable open subsets of \( \mathbb{R}^2 \) or \( \mathbb{R}^3 \):

(a) The 5-periodic map \( F(x, y) = (y, (1 + y)/x) \), is a paradigmatic example known as the Lyness’ map. This map is associated to the celebrated difference equation \( x_{n+2} = (1 + x_{n+1})/x_n \).

(b) The 6-periodic map \( F(x, y) = (y, y/x) \).

(c) The 8-periodic maps \( F^\pm(x, y, z) = (y, z, (\pm1 + y \pm z)/x) \). The plus case is known as the Todd’s map. The minus one appears in [4].

**Example 2** The piecewise linear map \( F(x, y) = (y, \max(0, y) - x) \) is 5-periodic, see [4]. Its associated globally 5-periodic recurrence is

\[
x_{n+2} = \max(0, x_{n+1}) - x_n.
\]

This recurrence is the ultradiscrete version of the Lyness recurrence; see [5] for further details on ultradiscrete systems.

**Example 3** The Coxeter’s maps (see [6, 7] and also Sect.3.3), which are \((n + 3)\)-periodic:

\[
F_n(x_1, \ldots, x_n) = (x_2, \ldots, x_n, 1 - \frac{x_n}{x_{n-1}}, 1 - \frac{x_{n-2}}{x_{n-1}}, \ldots, 1 - \frac{x_2}{x_1})
\]

All of the above maps are associated to some difference equation. Recall that, in general, it is equivalent to study a map of the form

\[
F(x_1, \ldots, x_n) = (x_2, \ldots, x_{n-1}, f(x_1, \ldots, x_n)),
\]

or the difference equation

\[
x_{j+n} = f(x_j, x_{j+1}, \ldots, x_{j+n-1}).
\]
**Example 4** The maps

\[
F(x, y) = \left( \frac{y}{1 + x + y}, \frac{-x}{1 + x + y} \right)
\]

and

\[
F(x, y) = \left( \frac{-y}{\sqrt{1 + 4y^3 - 4x^3}}, \frac{x}{\sqrt{1 + 4y^3 - 4x^3}} \right)
\]

are 4-periodic. These maps are given by the flow at time \(2\pi/4\) of the planar 2\(\pi\)-isochronous centers \(\dot{x} = -y + x^2, \dot{y} = x(1 + y)\), and \(\dot{x} = -y + 4x^2y^2, \dot{y} = x + 4xy^3\), respectively. Recall that a differential system, or a vector field, is called isochronous in an invariant open set \(U \subset \mathbb{R}^n\), if there exists \(T > 0\) such that \(\varphi(T, x) = x\) for all \(x \in U\), where \(\varphi\) is the flow associated to the differential system. In this case the flow is also called isochronous. It is clear that for each \(p \in \mathbb{N}^+\), every \(T\)-isochronous flow \(\varphi\) gives rise to several globally \(p\)-periodic maps, via the stroboscopic maps \(F_j(x) = \varphi(jT/p, x)\), where and \(j \in \mathbb{N}^+, j < p\) and \((j, p) = 1\).

Given a \(m\)-dimensional parametric family of maps, say \(F_\lambda\), the goal of this work is to determine all the values of \(\lambda\) such that \(F_\lambda\) is globally periodic, together with their corresponding periods. A simple example is given by the family of maps \(F(x, y) = (y, (\lambda + y)/x), \lambda \in \mathbb{C}\), which are globally periodic if and only if \(\lambda \in \{0, 1\}\).

In this paper we will summarize the tools that we are using to face this question. More concretely, the techniques that we will present here are:

- Detect some special properties of the dynamical system induced by globally periodic maps; see Sect. 2.
- Use the local linearization given by the Bochner Theorem; see Sect. 3.
- Find integrability type results and relate globally periodic maps with isochronous flows; see Sect. 4.
- Use of the Normal Forms Theory to compute some periodicity conditions; see Sect. 5.

We will pay a special attention to those families of maps coming from globally periodic difference equations.

## 2 General Properties of Globally Periodic Maps

### 2.1 Some Properties

From now on, \(U\) will denote an open set of \(\mathbb{K}^n\), where \(\mathbb{K}\) can be \(\mathbb{R}\) or \(\mathbb{C}\), depending on the context. We list some well-known properties of globally periodic maps that can be used to detect them in some given parametric families of maps.
(i) If a map \( F \) is \( p \)-periodic, then for any integer \( k \) the map \( F^k \) is also periodic.

(ii) If a map \( F : \mathbb{U} \to \mathbb{U} \) is periodic then it has to be bijective in \( \mathbb{U} \). Indeed \( F^{-1} = F^{p-1} \).

(iii) Any pointwise periodic homeomorphism in \( \mathbb{U} \) must be globally periodic; see [8]. Recall that \( F \) is called pointwise periodic in \( \mathbb{U} \) if for every \( x \in \mathbb{U} \) there exists an integer \( k(x) \) such that \( F^k(x) = x \).

(iv) If a rational map is \( p \)-periodic in an open subset of \( \mathbb{K}^n \) then it has to be periodic, also of period \( p \), in the whole real or complex space, except at the points where \( F \) or its iterates are not well defined.

(v) If \( F : \mathbb{U} \to \mathbb{U} \) is a \( p \)-periodic map and \( x \in \mathbb{U} \) is a fixed point of \( F \) then 
\[(DF)_x^p = \text{Id} \]
Thus the eigenvalues of \( (DF)_x \) have to be \( p \)-roots of the unity. Moreover, the matrix \( (DF)_x \) diagonalizes in \( \mathbb{C} \); see [9].

(vi) The fixed points of a periodic map are neither attractors nor repellers.

(vii) Rational globally periodic maps have zero algebraic entropy; see [10, 11].

### 2.2 Some Applications of the Above Properties

In this section we will consider the family of \( n \)th order rational difference equation
\[
x_{j+n} = \frac{A_1 x_j + A_2 x_{j+1} + \cdots + A_n x_{j+n-1} + A_0}{B_1 x_j + B_2 x_{j+1} + \cdots + B_n x_{j+n-1} + B_0},
\]
with initial condition \((x_1, x_2, \ldots, x_n) \in (0, \infty)^n\), and \( \sum_{i=0}^n A_i > 0, \sum_{i=0}^n B_i > 0, A_i \geq 0, B_i \geq 0, \) and \( A_1^2 + B_1^2 \neq 0 \).

The following well-known globally periodic difference equations, see Example 1, belong to the above family:
\[
\begin{align*}
x_{j+2} &= \frac{x_{j+1}}{x_j}, & x_{j+2} &= \frac{x_{j+1} + 1}{x_j}, & x_{j+3} &= \frac{x_{j+1} + x_{j+2} + 1}{x_j}, \\
x_{j+1} &= x_j, & x_{j+1} &= \frac{1}{x_j}.
\end{align*}
\]

The two last ones are known as trivial ones.

Observe that each \( p \)-periodic \( n \)-th order difference equation produces in a natural way periodic difference equations of higher order, see [12]. For instance, the following ones of second order:
\[
\begin{align*}
x_{j+2} &= \frac{x_{j+1}}{x_j}, & x_{j+2} &= \frac{x_{j+1} + 1}{x_j},
\end{align*}
\]
give rise to
\[
\begin{align*}
x_{j+2\ell} &= \frac{x_{j+\ell}}{x_j}, & x_{j+2\ell} &= \frac{x_{j+\ell} + 1}{x_j},
\end{align*}
\]
for any positive integer $\ell$, which are also periodic. Moreover taking $x_n = \alpha y_n$, $\alpha \neq 0$ they can be written as
\[
y_{j+2\ell} = \frac{\alpha y_{j+\ell}}{y_j}, \quad y_{j+2\ell} = \frac{\alpha y_{j+\ell} + \alpha^2}{y_j}.
\]

We will say that these difference equations are *equivalent* to (7).

Next result is obtained by using almost all the properties listed in Sect. 2.1.

**Theorem 1** ([12]) Consider the $n$th order rational difference equation (5) with the above mentioned hypotheses. Then, for $n \in \{1, 2, 3, 4, 5, 7, 9, 11\}$, any globally periodic recurrence in the family is equivalent to one of the difference equations given in (6).

**Open question:** Is the above result true for any $n$?

**Remark 2** If $A_j$ and $B_j$ are no more non-negative and $n = 1$, then there are globally periodic recurrences of type (5) of all periods: the Möbius transformations.

**Remark 3** When $n = 2$, that is, for difference equations of the form,
\[
x_{j+2} = \frac{A_1 x_j + A_2 x_{j+1} + A_0}{B_1 x_j + B_2 x_{j+1} + B_0}, \quad A_i, B_i \in \mathbb{C},
\]

by using the property that the globally periodic maps have zero algebraic entropy, it has been proved in [13, 14] that the only possible periods for the globally periodic cases are 6, 5, 8, 12, 18, and 30. Moreover all them are realizable; see also [15, 16]. Again new cases, non-equivalent to the ones of the list given in (6), appear.

### 2.3 A Remark About Reversibility

Traditionally a map $F$ is said to be reversible if $F = \sigma_1 \circ \sigma_2$ where $\sigma_1, \sigma_2$ are involutions. Curiously all explicit known globally periodic recurrences have an associated map $F : U \to U$, where $U$ is a open subset of $\mathbb{R}^n$, that satisfies that $\sigma \circ F$ is an involution where $\sigma : \mathbb{R}^n \to \mathbb{R}^n$ is defined by $\sigma(x_1, x_2, \ldots, x_{n-1}, x_n) = (x_n, x_{n-1}, \ldots, x_2, x_1)$. Then for these periodic recurrences we get $F = \sigma \circ (\sigma \circ F)$ and they are reversible.

Due to this fact some authors claimed that this is a general property for the real recurrences and tried to prove it. The following implicit example shows that there are recurrences $F$ such that $\sigma \circ F$ is not an involution.

**Proposition 4** ([17]) There exists a second order globally 3-periodic recurrence which associated map $F$ is such that $\sigma \circ F$ is not an involution.
Proof Consider the map \( F = \Phi \circ L \circ \Phi^{-1} \), where
\[
\Phi(x, y) = (x + g(y), y + g(-x - y))
\]
with
\[
g(z) = -z - z^2 - z^3 \quad \text{and} \quad L(x, y) = (y, -x - y).
\]

It can be seen that \( F \) writes as \( F(x, y) = (y, f(x, y)) \) for a suitable \( f \). Since \( F \) is 3-periodic we get that \( F^{-1}(x, y) = (f(x, y), x) \). On the other hand \((\sigma \circ F \circ \sigma)(x, y) = (f(y, x), x)\). Then the equality \( \sigma \circ F \circ \sigma = F^{-1} \) which is equivalent to \((\sigma \circ F)^2 = \text{Id}\) is also equivalent to \( f(x, y) = f(y, x) \). Computing the Taylor series of \( f \) we obtain \( f(x, y) \neq f(y, x) \). Hence \( \sigma \circ F \) is not an involution as we wanted to prove. \( \qed \)

Nevertheless observe that for the above map \( F = \Phi \circ L \circ \Phi^{-1} \), if we consider \( \tilde{\sigma} := \Phi \circ \sigma \circ \Phi^{-1} \) it holds that:

- \( \tilde{\sigma} \) is an involution.
- The map \( \tilde{\sigma} \circ F \) is also an involution.

So the following natural question arises:

**Open question:** Is any globally periodic recurrence reversible?

### 3 Linearization of Globally Periodic Maps and Recurrences

#### 3.1 The Bochner Theorem

Let \( \mathcal{V} \) be an open subset homeomorphic to \( \mathbb{K}^n \). It is said that a map \( F : \mathcal{V} \rightarrow \mathcal{V} \), \( \mathcal{C}^r \)-linearizes (globally) if there exists a \( \mathcal{C}^r \)-diffeomorphism, \( \psi \), with \( r \in \{0, 1, \ldots, \infty, \omega\} \), such that \( \psi \circ F = L \circ \psi \) for all points in \( \mathcal{V} \), where \( L \) is a linear map defined on a suitable domain.

An adaptation of a classical result due S. Bochner states that every globally periodic map with a fixed point locally linearizes:

**Theorem 5** (Bochner [18] and [19, Chap. V]) Let \( F : \mathcal{U} \rightarrow \mathcal{U} \) be a \( p \)-periodic \( \mathcal{C}^r \)-diffeomorphism, where \( \mathcal{U} \) is an open set of \( \mathbb{K}^k \) and \( r \neq 0 \). Let \( x_0 \in \mathcal{U} \) be a fixed point of \( F \). Then, there exists a neighbourhood of \( x_0 \) where \( F \) is \( \mathcal{C}^r \)-conjugated with the linear map \( L(x) = (DF)_{x_0} \). Moreover the linearization is given by the local \( \mathcal{C}^r \)-diffeomorphism
\[
\psi(x) = \frac{1}{p} \sum_{i=0}^{p-1} (DF)_{x_0}^{-i} (F^i(x)) .
\]
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Proof Since $F$ is $p$-periodic ($((DF)_{x_0})^p = \text{Id}$). So $(\det((DF)_{x_0})^p = 1$ and $(DF)_{x_0}$ is invertible. Consider $\psi$ as in the statement. By the inverse function theorem it is clear that the map $\psi$ is a local $C^r$-diffeomorphism because $D\psi(x_0) = \text{Id}$. Using the $p$-periodicity of $F$ and $(DF)_{x_0}$ we get that for any $x$ in a certain open neighborhood of $x_0$,

$$
\psi(F(x)) = \frac{1}{p} \left[ F(x) + (DF)_{x_0}^{-1}F^2(x) + \cdots + (DF)_{x_0}^{-(p-1)}F^p(x) \right]
$$

and the result follows.

An easy, but useful, consequence of the Bochner Theorem is:

**Proposition 6** Let $F$ be a analytic map having a fixed point $x_0$. Assume that $F$ is globally $p$-periodic and let $k$ be the minimum positive $k$ such that $(DF)_{x_0}^k = \text{Id}$, then $k = p$.

For instance, a simple corollary of the above result says that if an analytic map $F(x, y) = (-x + O_2(x, y), -y + O_2(x, y))$ is globally $p$-periodic then it has to be an involution, that is $p = 2$. Here $O_2(x, y)$ denotes second order terms at the origin.

In $\mathbb{R}$ and $\mathbb{R}^2$ every $p$-periodic map globally linearize. The last case is a consequence of KerékJártó’s Theorem.

**Theorem 7** (KerékJártó 1919, [20]) Let $\mathcal{U} \subseteq \mathbb{R}^2$ be homeomorphic to $\mathbb{R}^2$, and let $F$ be a $p$-periodic map in $\mathcal{U}$. Then $F$ is $C^0$-linearizable.

As a consequence of the above result it is easy to prove that every planar orientation preserving globally periodic map is given by the stroboscopic map of $C^0$ flow.

**Corollary 8** For every preserving orientation globally periodic map $F$ defined in an open set $\mathcal{U}$, homeomorphic to $\mathbb{R}^2$, there exists a continuous isochronous periodic flow $\varphi$ such that $F(x) = \varphi(T, x)$ for all $x \in \mathcal{U}$.

**Proof** KerékJártó’s Theorem ensures the existence of a homeomorphism $\psi$ such that

$$
\psi \circ F = L \circ \psi
$$

where $L$ is a periodic linear map. On the other hand, we can consider that

$$
L(x) = A \cdot x \text{, \ with } A = \begin{pmatrix} \cos T & -\sin T \\ \sin T & \cos T \end{pmatrix}.
$$
and where $T = 2k\pi / n$, $(k, n) = 1$ and $n$ is the period of $F$. Hence $L$ is the “time-$T$” stroboscopic map of the isochronous flow $\varphi_L$ associated to the harmonic oscillator $\dot{u} = -v, \dot{v} = u$. Therefore

$$F(x) = \psi^{-1} \circ L \circ \psi(x) = \psi^{-1} \circ \varphi_L(T, \psi(x)) =: \varphi(T, x).$$

As we will see in next sections, sometimes the Bochner Theorem can be used to construct global linearizations of smooth globally periodic maps. However there are examples of globally periodic homeomorphisms which do not linearize. The first one was given by Bing in 1952, [21, p. 361]; see also [22]. In general, even in a differentiable scenario the search of linearizations for globally periodic maps needs stronger tools than the Bochner Theorem because although any periodic $C^1$-diffeomorphism in $\mathbb{R}^k$, with $k \leq 6$ must have a fixed point, there are periodic $C^1$-diffeomorphisms in $\mathbb{R}^k, k \geq 7$ without fixed points; see [23, 24].

### 3.2 Applications of the Bochner Theorem

Some results that can be proved using Bochner Theorem are the following:

**Theorem 9** ([25]) Any $(n + 1)$-periodic recurrence of class $C^k$ defined in an open connected subset of $\mathbb{R}^n$ can be $C^k$-linearized.

The proof consists in showing that the Bochner linearization is in this case globally invertible. For other globally $p$-periodic difference equations the same idea also works.

Unfortunately, recently we have proved that there are simple explicit involutions ($p = 2$), not coming from a difference equation, for which the linearization given by the Bochner Theorem is not globally invertible; see [26]. Non explicit examples appear in [27].

**Proposition 10** ([26]) Let $F : \mathbb{R}^2 \to \mathbb{R}^2$ be given by

$$F(x, y) = \left( x + 4xy + f(x, y), -y + 2(x^2 + y^2) - f(x, y) \right),$$

where $f(x, y) = 4(x + y)^2(y - x) - 4(x + y)^4$. Then $F$ is an involution, has $(0, 0)$ as a fixed point and its associated Bochner linearization $\psi = \frac{1}{2} \left( \text{Id} + (DF)^{-1} \circ F \right)$ is not a global diffeomorphism.

Despite this example, the global invertibility of the Bochner linearizations for maps coming from difference equations is still an open question.
Open questions:

Let $\mathcal{U}$ be an open set, homeomorphic to $\mathbb{R}^n$.
- Assume that $\mathcal{U}$ is invariant by the map associated to a globally periodic $C^1$-difference equation. Is the Bochner linearization associated to a fixed point in $\mathcal{U}$ globally invertible?
- Is any globally periodic $C^1$-map, $F : \mathcal{U} \to \mathcal{U}$ globally linearizable?

3.3 A Fascinating Example: The Coxeter Recurrence

Notice that the global linearizations are not only associated to a given globally periodic difference equation but also to a given invariant open set, homeomorphic to $\mathbb{R}^n$. For instance, consider the 5-periodic Lyness’ map $F(x, y) = (y, (1 + y)/x)$. It can be seen that $F$ and its iterates are defined in $\mathbb{R}^2 \setminus \mathcal{L}$ where $\mathcal{L}$ is the union of the straight lines $x = 0, x = -1, y = 0, y = -1, x + y = -1$. Clearly $\mathbb{R}^2 \setminus \mathcal{L}$ has twelve connected components and $F$ fixes two of them and permutes the rest. We denote by $\mathcal{U}_1 = \{(x, y) \in \mathbb{R}^2 : x > 0, y > 0\}$ and by $\mathcal{U}_2$ the interior of the triangle with vertices $(-1, 0), (-1, -1)$ and $(0, -1)$ which are the two invariant components of $F$. By using the Bochner theorem we prove:

Proposition 11 ([25]) The maps $F|_{\mathcal{U}_1}$ and $F|_{\mathcal{U}_2}$ are globally $C^\infty$-linearizable.

The Coxeter recurrence, which is an extension of the Lyness one, is much more complicated; see [6]. For instance, Coxeter maps have many fixed points and on a neighborhood of each of them they are locally conjugate with different linear models.

In the statement of the two following results $\lfloor \cdot \rfloor$ denotes the integer part function.

Lemma 12 ([6]) There are exactly $\lfloor (n + 2)/2 \rfloor$ linear globally periodic recurrences of order $n$, and period $n + 3$ without a line of fixed points (that is without eigenvalue $\lambda = 1$).

Theorem 13 ([6]) The Coxeter map $F_n$ associated to the recurrence (2), has exactly $\lfloor (n + 2)/2 \rfloor$ fixed points. Moreover at each of these fixed points $F_n$ is locally conjugated to a different linear map.

In other words all linear $(n + 3)$-periodic recurrence of order $n$ without the eigenvalue 1, is present in the Coxeter map $F_n$.

It would be interesting to know if the corresponding local conjugations given by the Bochner Theorem are global in the corresponding invariant open sets.
4 Integrability Properties of Globally Periodic Maps

4.1 Existence and Construction of Complete Set of First Integrals

A non-constant function $V : \mathcal{U} \subseteq \mathbb{R}^n \rightarrow \mathbb{R}$ is called a first integral or invariant of the dynamical system generated by $F$ if

$$V(F(x)) = V(x).$$

If a map $F$ possesses a first integral $V$, then all the orbits lie in some level set of $V$, or in other words, the level sets of $V$ are invariant by $F$.

A map $F : \mathcal{V} \subseteq \mathbb{R}^n \rightarrow \mathbb{R}^n$ is integrable if it has $n - 1$ functionally independent first integrals in $\mathcal{V}$, and completely integrable if it has $n$ functionally independent first integrals in $\mathcal{V}$. In [28], it was proved that there is a strong relation between globally periodic maps and complete integrability.

**Theorem 14** ([28]) Let $F : \mathcal{V} \subseteq \mathbb{R}^n \rightarrow \mathcal{V}$ be an injective analytic map defined in an open set $\mathcal{U}$. The following statements hold:

(i) If $F$ is globally periodic, then it is completely integrable.

(ii) If $F$ is completely integrable and it has $n$ functionally independent first integrals $V_1, V_2, \cdots, V_n$ such that

$$\operatorname{Card}\left(\bigcap_{i=1}^n \{V_i = c_i\} \cap \mathcal{U}\right) \leq K, \text{ for all } c_i \in \mathbb{R}, \quad (9)$$

being $K$ a given positive integer, then $F$ is globally periodic.

Some remarks:

1. The proof of this result is constructive, so given a globally periodic map $F$, we are able to obtain a complete set of $n$ first integrals; see Proposition 15.

2. Notice that the statement is given for analytic maps because we use strongly this condition to prove that the system of first integrals that we construct is formed by $n$ functionally independent functions. However in many cases the method of construction gives functionally independent integrals even if the regularity is relaxed. For instance in [28, Prop. 18] two functionally independent integrals are given for the continuous map associated to the recurrence (1).

3. Condition (9) cannot be removed as the following example shows: Consider the map $F : \mathbb{R}^2 \rightarrow \mathbb{R}^2$, $F(x, y) = (x + 2\pi, y)$.

This map $F$ is bijective on the whole $\mathbb{R}^2$ and it is clearly not $p$-periodic for all $p \in \mathbb{N}$. Moreover, the dynamical system generated by it, is completely integrable. For
instance, \( V_1(x, y) = y - \sin(x) \) and \( V_2(x, y) = y \) are two functionally independent first integrals for \( F \). On the other hand, it is clear that for many \( c_1 \) and \( c_2 \), the finiteness condition (9) is not satisfied.

**Example 5** It is well known that the Lyness map \( F(x, y) = (y, (a + y)/x) \) has, for all value \( a \in \mathbb{C} \), the first integral

\[
V_{1,a}(x, y) = \frac{(x + 1)(y + 1)(x + y + a)}{xy}.
\]

When \( a = 0 \) it has also the first integral

\[
V_{2,0}(x, y) = \frac{x^4y^2 + x^2y^4 + y^4 + y^2 + x^2 + x^4}{x^2y^2}
\]

and for \( a = 1 \), the first integral \( V_{2,1}(x, y) = P(x, y)/(x^2y^2) \), where

\[
P(x, y) = xy^4 + (x^3 + x^2 + 2x + 1)y^3 + (x^3 + 5x^2 + 3x + 2)y^2 + (x^4 + 2x^3 + 3x^2 + 3x + 1)y + x^3 + 2x^2 + x.
\]

It can be easily seen that \( V_{1,i} \) and \( V_{2,i} \) for \( i = 0 \) or \( i = 1 \) are couples of functionally independent functions. So, as Theorem 14 predicts, globally periodic cases are completely integrable.

We also recall how to construct many independent first integrals for globally periodic maps.

**Proposition 15** ([28]) Let \( F : \mathcal{U} \subset \mathbb{R}^n \rightarrow \mathcal{U} \) be a globally \( p \)-periodic map on \( U \). Let

\[
\Phi : \mathcal{U}^p = \underbrace{\mathcal{U} \times \mathcal{U} \times \cdots \times \mathcal{U}}_{p} \rightarrow \mathbb{K}
\]

be a symmetric function. Then, whenever it is not a constant function,

\[
V_\phi(x) = \Phi(x, F(x), \ldots, F^{p-1}(x))
\]

is a first integral of the dynamical system generated by \( F \).

Using the above result with some families of symmetric functions, for instance symmetric polynomials, it is possible to obtain complete sets of first integrals, see again [28].

**Example 6** Consider the map \( F(x, y) = (y, c/(xy)) \), corresponding to the difference equation \( x_{n+2} = c/(x_n x_{n+1}) \). It holds that

\[
(x, y) \rightarrow \left( y, \frac{c}{xy} \right) \rightarrow \left( \frac{c}{xy}, x \right) \rightarrow (x, y),
\]
so $F$ is globally 3-periodic. In this case, then $n = 2$ and $p = 3$.

A complete set of first integrals can be constructed using two suitable symmetric functions. Taking $\sigma_1(a, b, c, d, e, f) = a + b + c + d + e + f$, we get:

$$V_1(x, y) = 2 \left( x + y + \frac{c}{xy} \right).$$

Taking now $\sigma_2(a, b, c, d, e, f) = a^2 + b^2 + c^2 + d^2 + e^2 + f^2$, we obtain

$$V_2(x, y) = 2 \left( x^2 + y^2 + \frac{c^2}{x^2y^2} \right).$$

Note that the symmetric function $\sigma_3(a, b, c, d, e, f) = abcdef$ gives a constant function and is not a first integral. It is easy to prove that $V_1$ and $V_2$ are functionally independent first integrals.

Example 7 Using the symmetric function $S_2(a_1, \ldots, a_{np}) = a_1^2 + a_2^2 + \ldots + a_{np}^2$, we get that any globally $p$-periodic map $F : \mathcal{U} \subset \mathbb{R}^n \to \mathcal{U}$ has always the first integral

$$V(x) = \sum_{i=0}^{p-1} \|F^i(x)\|^2.$$ 

It is easy to see that the non-empty level sets of this first integral are compact. This will be useful in the proof of Proposition 22.

### 4.2 A Remark on Invariant Curves of Rational Maps and Global Periodicity

Globally periodic rational maps in $\mathbb{K}^2$ are in fact birational (i.e. its inverse is also rational), because $F^{-1} = F^{p-1}$. By Theorem 14 and Proposition 15 in this case a complete set of rational first integrals can be chosen. Consequently, they preserve a couple of fibrations of the plane, which are generically transversal, and given by algebraic curves.

A theorem of Hurwitz of 1893, states that any compact Riemann surface with genus $g > 1$ admits at most $84(g - 1)$ conformal automorphisms, that is, homeomorphisms of the surface onto itself which preserve the local structure; see [29, 30]. In our context, Hurwitz theorem can be stated as (see [31]):

**Theorem 16** (Hurwitz, 1893) The group of birational maps on a non-singular algebraic curve of genus $g > 1$ is finite of order at most $84(g - 1)$.

The following result, is a consequence of the above one and properties (iii) and (iv) given in Sect. 2.1.
Corollary 17 A birational map in $\mathcal{U} \subseteq \mathbb{K}^2$ with a rational first integral $V$, such that the curves $\{V = c\}$ have generically genus $g > 1$, and are non-singular, must be globally periodic.

Proof If the curves $\{V = c\}$ have generically genus $g > 1$ and are non-singular, then there exists an open set $\mathcal{V} \subseteq \mathcal{U}$ foliated by curves of these type. By Hurwitz Theorem on each of these curves the map must be periodic, so $F$ is pointwise periodic on $\mathcal{V}$, and hence by the Montgomery Theorem ([8], see also property (iii) in Sect. 2.1) $F$ must be globally periodic on $\mathcal{V}$. Since $F$ is rational then it must be periodic on the whole $\mathbb{K}^2$ except at the points where its iterates are not well defined, as property (iv) in Sect. 2.1, states.

Example 8 It is now common knowledge that for the Lyness map $F(x,y) = (y, (a + y)/x)$, and for all value $a \in \mathbb{C}$ the first integrals $V_{1,a}$ given in Example 5 produce fibrations of the plane given by curves that have generically genus 1 (of course, for some particular level sets the curves are straight lines so they have genus 0).

It is interesting to notice that when $a = 0$ the integral $V_{2,0}$ produces fibrations of the plane given by curves that have generically genus 7. Finally, when $a = 1$ the integral $V_{2,1}$ generically fibers the plane by curves of genus 6.

4.3 Measure Preservation

Another interesting property is that any globally periodic map has associated a natural invariant measure. Recall that a measure $m$ is invariant for a map $F$ if $m(F^{-1}(B)) = m(B)$ for any measurable set $B$.

Lemma 18 Let $\mathcal{U}$ be an open subset of $\mathbb{R}^n$ and let $F : \mathcal{U} \to \mathcal{U}$ be a $C^k$-globally periodic map, $k \geq 1$. Then $F$ has the invariant measure

$$m(B) = \sum_{i=0}^{p-1} \int_{F^i(B)} dx.$$ 

Moreover $m$ is absolutely continuous with respect the Lebesgue measure with $C^{k-1}$-density $v(x) = \sum_{i=0}^{p-1} |\det (DF^i(x))|$. 

Proof Let $B$ be a Lebesgue measurable subset of $\mathcal{U}$. Since $F^{-1} = F^{p-1}$,

$$m(F^{-1}(B)) = \sum_{i=0}^{p-2} \int_{F^i(B)} dx + \int_{F^{-1}(B)} dx = \sum_{i=0}^{p-1} \int_{F^i(B)} dx = m(B).$$

So $m$ is an invariant measure.

By using the change of variables formula we obtain
\[ m(B) = \sum_{i=0}^{p-1} \int_{F^i(B)} d\mathbf{x} = \int_B \sum_{i=0}^{p-1} \left| \det \left( DF^i(\mathbf{x}) \right) \right| d\mathbf{x} = \int_B \nu(\mathbf{x}) d\mathbf{x}, \]

giving the desired result. Notice that \( \nu \) is a \( C^{k-1} \) function because the global periodicity of \( F \) implies that \( \det(DF^i(\mathbf{x})) \neq 0 \).

### 4.4 Existence and Construction of Lie Symmetries

A **Lie Symmetry** of a map \( F \) is a vector field \( X \) such that \( F \) maps any orbit of the differential system

\[ \dot{\mathbf{x}} = X(\mathbf{x}), \quad (10) \]

into another orbit of the system. An equivalent definition is the following: It is a vector field \( X \) such that the differential equation (10) is invariant by the change of variables \( u = F(\mathbf{x}) \). This property is characterized by

\[ X(F(\mathbf{x})) = DF(\mathbf{x})X(\mathbf{x}), \quad \text{for all } \mathbf{x} \in \mathcal{U}. \quad (11) \]

The existence of Lie Symmetries is an important issue in the theory of discrete integrability; see for instance [32]. From a dynamic viewpoint this importance is clear in the integrable case, where the dynamics are in fact one dimensional. Next results illustrate this fact.

**Theorem 19** ([33]) Let \( F : \mathcal{U} \subseteq \mathbb{R}^n \rightarrow \mathcal{U} \) be a diffeomorphism having a Lie symmetry \( X \), and let \( \gamma \) be an orbit of \( X \), preserved by \( F \), i.e. \( F : \gamma \rightarrow \gamma \). Then the dynamics of \( F \) restricted to \( \gamma \) is either conjugated to a rotation, conjugated to a translation of the line, or constant, according whether \( \gamma \) is homeomorphic to \( S^1, \mathbb{R} \), or a point, respectively.

**Theorem 20** ([33]) Let \( F : \mathcal{U} \subseteq \mathbb{R}^n \rightarrow \mathcal{U} \) be an integrable map, with functionally independent first integrals \( V_1, \ldots, V_{n-1} \) and such that it preserves a measure \( m(B) = \int_B \nu(\mathbf{x}) d\mathbf{x} \), with \( \nu \in C^1(\mathcal{U}) \) and non-vanishing in \( \mathcal{U} \). Then \( F \) has a Lie Symmetry \( X \) sharing with \( F \) the same set of functionally independent first integrals. Moreover

\[ X(\mathbf{x}) = (-\partial V_1(\mathbf{x})/\partial y, \partial V_1(\mathbf{x})/\partial x)/\nu(\mathbf{x}) \text{ if } n = 2, \quad \text{and} \]
\[ X(\mathbf{x}) = (\nabla V_1(\mathbf{x}) \times \nabla V_2(\mathbf{x}) \times \cdots \times \nabla V_{n-1}(\mathbf{x}))/\nu(\mathbf{x}) \text{ if } n > 2, \]

(12)

where \( \times \) denotes the cross product in \( \mathbb{R}^n \).

Summarizing the results of this section we have:

1. Analytic globally periodic maps have \( n \) functionally independent first integrals.
2. Every differentiable globally periodic map has an invariant measure with density \( \nu(\mathbf{x}) = \sum_{i=0}^{p-1} \left| \det \left( DF^i(\mathbf{x}) \right) \right| \).
3. An integrable map with an invariant measure $m(B) = \int_B \nu(x) \, dx$, has a Lie Symmetry of the form (12).

Collecting all the facts above, we have that every globally periodic map has $n$ linearly independent Lie Symmetries, thus obtaining the following result:

**Corollary 21** Let $F$ be a differentiable globally $p$-periodic map defined on an open set $\mathcal{U} \subseteq \mathbb{R}^n$, with a complete set of differentiable first integrals $V_1, \ldots, V_n$. Then there exist $n$ Lie Symmetries of $F$ given by

$$X_k(x) = (-\partial V_k(x)/\partial y, \partial V_k(x)/\partial x) / \nu(x),$$

for $k = 1, 2$, if $n = 2$ and

$$X_k(x) = \left(\nabla V_1(x) \times \nabla V_2(x) \times \cdots \times \nabla V_k(x) \times \cdots \times \nabla V_n(x) \right) / \nu(x),$$

for all $k = 1, \ldots, n$, if $n > 2$. In all cases $\nu$ can be chosen as in Lemma 18.

We will say that a flow of a differential equation is *periodic* if all their trajectories are either periodic or critical points. Next result shows that at least $n - 1$ of the above Lie Symmetries give rise to periodic flows as a consequence of the result below.

**Proposition 22** Let $F : \mathcal{U} \subseteq \mathbb{R}^n \rightarrow \mathbb{R}^n$ be a $p$-periodic map defined in an open set $\mathcal{U}$, having $n - 1$ functionally independent first integrals, $V_1, \ldots, V_{n-1}$ and being

$$V_1(x) = \sum_{i=0}^{p-1} ||F^i(x)||^2.$$ 

the first integral given in Example 7. Then, the induced foliation of $\mathcal{U}$ given by the transversal levels sets $L_{h_1, \ldots, h_{n-1}} := \{V_i = h_i\}^{i=1}_{i=1}$ is diffeomorphic to a finite disjoint union of $\mathbb{S}^1$.

**Proof** Is easy to prove that the nonempty level sets $L_{h_i} = \{V_i = h_i\}$ are compact. Now, since $V_1 \ldots V_{n-1}$ are functionally independent, the locus where they intersect transversally

$$L_{h_1, \ldots, h_{n-1}} := \left\{ x \in \bigcap_{i=1}^{n-1} \{V_i = h_i\} \text{ such that } \text{Rank} (\nabla V_1(x), \ldots, \nabla V_{n-1}(x)) = n - 1 \right\}$$

is a compact 1-dimensional manifold, so it must be diffeomorphic to a finite disjoint union of $\mathbb{S}^1$; see for instance [34, p. 208].

Therefore, the associated Lie symmetries give rise to periodic orbits on each connected component of the (non-empty) sets $L_{h_1, \ldots, h_{n-1}}$ which are, of course, generic. Also observe that the locus of non-transversality of the energy levels will correspond to singular points of the associated Lie Symmetries. Therefore there exist at least $n - 1$ linearly independent periodic Lie symmetries.
Open question:

- Is every orientation preserving globally periodic map of class $C^1$ associated to a periodic flow $\varphi$? That is: Is it true that

$$F(x) = \varphi(\tau(x), x)$$

for some periodic flow $\varphi(t, x)$?

- Furthermore, is every orientation preserving globally periodic map of class $C^1$ the stroboscopic map of an isochronous flow? That is: Is it true that

$$F(x) = \varphi(\tau, x)$$

for some continuous periodic flow $\varphi(t, x)$ and some $\tau \in \mathbb{R}^+$?

Observe that the above questions are not equivalent. Indeed, if we have a periodic vector field $X : \mathcal{U} \subseteq \mathbb{R}^n \to \mathbb{R}^n$, it can be reparameterized by

$$Y(x) = T(x)X(x): \quad (13)$$

where $T(x)$ is the function that assigns to each point the period of the periodic orbit passing through it. If $T$ were a smooth function in $\mathcal{U}$ then it would be an $1$-isochronous vector field. But sometimes, $T$ is not regular in $\mathcal{U}$ because it tends to infinity. A characterization of when $T$ is regular has been given recently in [35]. Notice that indeed, there are examples of periodic flows with some periodic orbits such that the periods of the neighbouring orbits tends to infinity as they approach the singular periodic orbit. These examples were constructed by G. Reeb (1952), D. Epstein (1972), D. Sullivan (1976) and E. Voght (1977); see [36–39] respectively. All these classical examples are not polynomial. Recently we have learned about the existence of a polynomial one due to D. Peralta–Salas [40].

Observe also that the obstruction to give a positive answer to the first question in the above open problem is that, although a globally periodic map has at least $n - 1$ Lie Symmetries that are periodic vector fields, it is difficult to guarantee that there exists at least one of them such that $F$ preserves any solution $\gamma$ of the differential equation $\dot{x} = X(x)$. The following example shows that sometimes this obstruction can be avoided.

**Example 9** The map

$$F(x, y, z) = \left( \frac{1}{z}, \frac{1 + y + z}{x}, \frac{1 + x + y + z + xz}{xy} \right)$$

is globally 4-periodic because it corresponds to $G \circ G$, where $G$ is the Todd’s map given in Example 1; see also [41]. In the first octant it has the Lie symmetry given by
\[ X(x, y, z) = xyz \left( \nabla V_1(x, y, z) \times \nabla V_2(x, y, z) \right) \]

where

\[ V_1 = \frac{(x+1)(y+1)(z+1)(1+x+y+z)}{xyz}, \quad V_2 = \frac{(x+1)(z+1)}{y}. \]

Since \( F \) preserves any solution \( \gamma \) of the differential equation \( \dot{x} = X(x) \), this implies that in the first quadrant \( F \) can be seen as the stroboscopic map of the isochronous flow of the vector field \( Y(x) = T(x)X(x) \) on \( \mathbb{R}^3 \).

5 A Normal Form Theory Approach

The theory of Normal forms for dynamical systems, both discrete and continuous, goes back to Poincaré and Lyapunov, and it is a well-known tool for the study of bifurcations of dynamical systems; see for instance [42–44].

In this section we outline a method, introduced in [45], which is the discrete analog of the way in that Normal Form Theory is applied in the theory of planar differential equations in order to obtain center and isochronicity conditions [46–48]. First, let us recall briefly how Normal Form theory works for these two problems. Given a planar analytic differential equation

\begin{align*}
\dot{x} &= -y + f_2(x, y) + f_3(x, y) + O_4(x, y), \\
\dot{y} &= x + g_2(x, y) + g_3(x, y) + O_4(x, y),
\end{align*}

(14)

it is well known that the origin is either a center or a focus. In this later case the stability of the origin is given by the sign of the first non-null number of a list of polynomial expressions in the coefficients of \( f_j \) and \( g_j \), called the Lyapunov quantities \( V_3, V_5, \ldots \) obtained from the coefficients of \( f_j \) and \( g_j \). In particular, the first Lyapunov quantity only depends on \( f_2, f_3, g_2, \) and \( g_3 \), that is \( V_3 = V_3(f_2, f_3, g_2, g_3) \).

The normal form of (14) is

\begin{align*}
\dot{x} &= -y - (x^2 + y^2)(V_3y + T_2x) + O_4(x, y), \\
\dot{y} &= x + (x^2 + y^2)(V_3x - T_2y) + O_4(x, y),
\end{align*}

(15)

see [43, p. 154] or [44, Sect. 3.1B]. So only the term \( V_3 \) (which gives the stability) and the term \( T_2 \) (that gives information about the period of the orbits) remain.

Following the same idea, and since the Bochner Theorem ensures that globally periodic maps with a fixed point locally linearize, we can apply the Normal Form theory to analytic maps with a fixed point in order to obtain some explicit expressions of the obstructions to be locally linearized around the point. The vanishing of these expressions will be necessary conditions for global periodicity.
5.1 Normal Form Theory and Global Periodicity

In this section we briefly recall some issues of Normal Form Theory. We also indicate how to use it to obtain some necessary conditions for global periodicity.

Let $F := F^{(1)} : \mathbb{K}^2 \to \mathbb{K}^2$, be a family of smooth maps satisfying $F^{(1)}(0) = 0$. Let

$$F^{(1)}(x) = F_1^{(1)}(x) + F_2^{(1)}(x) + \cdots + F_k^{(1)}(x) + O(|x|^{k+1})$$

be the Taylor expansion of $F$ at $0$, where $F_i^{(1)} \in \mathcal{H}_r$, the real vector space of maps whose components are homogeneous polynomials of degree $r$.

A sequence of transformations $\Phi_n$ can be constructed, in such a way that at each step, $\Phi_n$ removes (if it is possible), the terms of the corresponding homogeneous part of degree $n$, obtaining a sequence of maps of the form

$$F^{(n)}(y) = Ly + F_{n+1}^{(n)}(y) + O(|y|^{n+2}),$$

where $L y := F_1^{(1)}(y) = DF^{(1)}(0) y$.

For instance, the transformation $x = \Phi_3(y) := y + \phi_3(y)$,

with $\phi_3 \in \mathcal{H}_3$, conjugates the map $F^{(2)}$ with a new map $F^{(3)}$, via

$$F^{(2)}(\phi_3) = \phi_3(F^{(3)}).$$

From the above equation, it can be easily seen that the term $F_3^{(3)}(y) = L \phi_3(y) - \phi_3(L y) + F_3^{(2)}(y)$. In other words,

$$F^{(3)}(y) = Ly + L \phi_3(y) - \phi_3(L y) + F_3^{(2)}(y) + O(|y|^4).$$

If $\phi_3(y)$ can be chosen in such a way that

$$M_{L} (\phi_3(y)) := L \phi_3(y) - \phi_3(L y) = -F_3^{(2)}(y), \quad (16)$$

then the order-3 terms of $F^{(3)}$ can be removed and it is transformed into

$$F^{(3)}(y) = Ly + O(|y|^4).$$

The vectorial equation (16), whose unknowns are the coefficients of $\phi_3$, is called the order 3 homological equation associated with $L$, and the existence of solutions of it, is the necessary and sufficient condition to be able to remove the homogeneous terms of degree 3.

If there is any obstruction to solve the homological equation (16), this can be interpreted as an obstruction in the linearization process. These obstructions are poly-
nominal expressions in the coefficients of \( F^{(2)} \), that must vanish in order to continue with the linearization process. The equations obtained by equaling these polynomial expressions to zero are called \textit{periodicity conditions}; see [45].

For instance, when \( L = \text{diag}(\alpha, 1/\alpha) \), there are no obstructions for the order 2 homological equation. But there appear some ones in the order 3 homological equation. The associated periodicity conditions in this case, are given by

\[
f^{(2)}_{2,1} = 0 \quad \text{and} \quad g^{(2)}_{1,2} = 0.
\] (17)

Using the above method, and computing the explicit expressions of equations (17), we prove:

**Theorem 23** ([45]) \( \text{Consider a smooth complex map of the form} \)

\[
F(x, y) = \left( \alpha x + \sum_{i+j \geq 2} f_{i,j} x^i y^j, \frac{1}{\alpha} y + \sum_{i+j \geq 2} g_{i,j} x^i y^j \right),
\] (18)

where \( \alpha \) is a primitive \( p \)-root of unity, \( p \geq 5 \). Then the conditions

\[
(f_{2,1} + f_{1,1} g_{1,1}) \alpha^4 - f_{1,1} (2f_{2,0} - g_{1,1}) \alpha^3 + \\
(2g_{2,0} f_{0,2} - f_{1,1} f_{2,0} + f_{1,1} g_{1,1}) \alpha^2 - (f_{2,1} + f_{1,1} f_{2,0}) \alpha + f_{1,1} f_{2,0} = 0,
\]

\[
g_{0,2} g_{1,1} \alpha^4 - (g_{1,2} + g_{0,2} g_{1,1}) \alpha^3 + (f_{1,1} g_{1,1} + 2g_{2,0} f_{0,2} - g_{0,2} g_{1,1}) \alpha^2 \\
+ g_{1,1} (-2g_{0,2} + f_{1,1}) \alpha + f_{1,1} g_{1,1} + g_{1,2} = 0
\]

are necessary for \( F \) to be \( p \)-periodic.

### 5.2 An Application of Theorem 23

As an application of an extension of Theorem 23 presented in [45], where an additional third condition is given, we study the global periodicity for the 2-periodic Lyness recurrence

\[
x_{n+2} = \frac{a_n + x_{n+1}}{x_n}, \quad \text{where} \quad a_n = \begin{cases} a & \text{for } n = 2\ell + 1, \\ b & \text{for } n = 2\ell, \end{cases}
\] (19)

and \( a, b \in \mathbb{C} \). We obtain:

**Theorem 24** ([45]) \( \text{The only globally periodic recurrences in (19) are:} \)

(i) \( \text{The cases } a = b = 0 \text{ which is } 6\text{-periodic, and } a = b = 1, \text{ which is } 5\text{-periodic.} \)
(ii) The cases $a = (-1 \pm i \sqrt{3})/2$ and $b = \bar{a} = 1/a$, which is 10-periodic.

Notice that the cases given in (i) correspond to the well-known autonomous globally periodic Lyness recurrences given in Example 1. The ones corresponding to (ii) are new non-autonomous globally periodic recurrences.

Observe that the sequence $\{x_n\}$ can be reobtained as

$$\begin{align*}
(x_1, x_2) &\xrightarrow{G_a} (x_2, x_3) \xrightarrow{G_b} (x_3, x_4) \xrightarrow{G_a} (x_4, x_5) \xrightarrow{G_b} (x_5, x_6) \xrightarrow{G_a} \cdots
\end{align*}$$

where $G_a(x, y) = (y, (\alpha + y)/x)$, with $\alpha \in \{a, b\}$. So the behavior of (19) is determined by the dynamical system generated by the map:

$$F(x, y) := G_b \circ G_a(x, y) = \left(\frac{a + y}{x}, \frac{a + bx + y}{xy}\right)$$

which always has some fixed point. In [45], the extension of Theorem 23 is applied to $F$ for proving Theorem 24.
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