Voltage Controlled Energy Efficient Domain Wall Synapses with Stochastic Distribution of Quantized Weights in the Presence of Thermal Noise and Edge Roughness
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Abstract:

We propose energy efficient strain control of domain wall (DW) in a perpendicularly magnetized nanoscale racetrack delineated on a piezoelectric substrate that can implement multi state synapse to be utilized in neuromorphic computing platforms. In conjunction with SOT from to a current flowing in the heavy metal layer, strain is generated by applying a voltage across the piezoelectric. Such a strain is mechanically transferred to the racetrack and modulates the Perpendicular Magnetic Anisotropy (PMA). When different voltages are applied (i.e. different strains are generated), it can translate the DW to different distances for the same current which implements different synaptic weights. We have shown using micromagnetic simulations that 5-state and 3-state synapse can be implemented in a racetrack that is modeled with natural edge roughness and room temperature thermal noise. Such strain-controlled synapse has an energy consumption of few fJs and could thus be very attractive to implement energy-efficient quantized neural networks, which has been shown recently to achieve near equivalent classification accuracy to the full-precision neural networks.

Introduction:

Neuromorphic computing outperforms traditional von-Neumann type processors in data-intensive classification tasks. Moreover, their in-memory computing architecture can reduce energy dissipation [1] required to shuttle data back and forth between processor and memory unit in traditional computing architectures. Examples of hardware realization for neuromorphic computing include phase change random access memory (PCRAM) [2-4], resistive random-access memory (RRAM) [5,6] and STTRAM [7]. While the device variability is a persistent issue for all of the above-mentioned devices, recent work in fully connected artificial neural network (ANN) [8] shows equivalent accuracy to software-based training. Unfortunately, PCRAM and RRAM based devices consume energy on the order of a few pJs per synaptic weight alteration event [9]. Hence, the future IoTs and edge-devices where power is limited will necessitate alternate neuromorphic hardware that are energy efficient and enable real time programming of synaptic weights so the networks can be trained in-situ.

Recently, nanomagnet based synaptic devices has shown potential to be energy efficient compared to PCRAM and RRAM [9, 10, 11]. Among nanomagnet based neuromorphic devices, domain wall (DW) based MTJs are one of the most promising. To implement these devices, domain walls (DWs) are translated to different positions by externally applied magnetic field [12], an electric current that causes Spin-Orbit Torque (SOT) [13-15], Spin Transfer Torque (STT) [16-18] or a strain gradient [19-20]. Strain control of magnetization consumes ultra-low energy [21-27]. Hence, manipulation of DWs with strain can be utilized to implement energy efficient neuromorphic devices. Recently, strain-mediated control of DW has been reported [28, 29]. Strain gradient in conjunction with SOT or STT [10] has also been proposed to control DW position to implement energy efficient synaptic devices that can be programmed in real time.
In this work, we propose to utilize SOT to translate the DW in a realistic nanoscale racetrack modeled with edge roughness and thermal noise where the DW position is controlled by modulating the Perpendicular Magnetic Anisotropy (PMA) of the racetrack with the application of stress. Here, deterministic control of DW to realize different synaptic values is hard to achieve when different stress values are generated by applying voltage pulse of different amplitudes to the electrodes patterned on top of a piezoelectric. This is because, equilibrium DW positions are often stochastic in nature and with the presence of defects [30], local imperfections [31] and thermal noise [32] it could be very difficult to achieve deterministic control. Nevertheless, the DW can be arrested by providing trap sites such as curved shape [33] and notch or protrusion [34], which can act as a potential well or barrier. Moreover, edge roughness [35-36] can introduce pinning sites for DW motion. In this paper, we used edge roughness and obtain the statistical distribution of DW position from micromagnetic simulations which showed that the mean positions are different for different stress induced change of PMA for a fixed current induced SOT of a fixed “clock” time. Although the number of states (different DW positions) attained are limited and there are overlaps between the states, such a DW based racetrack as synapse is particularly attractive to implement quantized deep learning neural networks [37-39] as these networks have been shown to reach accuracy very close to the infinite states network. Moreover, the overlap between states could be addressed during the training stage of a learning network. Infact, the overlap between states would be useful in generating stochastic weight distribution for training the network in-situ as training with stochastically determined weights rather than deterministic ones can potentially increase the classification accuracies for some data sets [37].

Device architecture and simulation:

The proposed device structure is illustrated in Fig. 1a. The stack consists of a heavy metal layer and an MTJ containing the nanoscale racetrack as free layer, along with the tunnel barrier and the hard layer. Such a stack is patterned on top of a piezoelectric substrate. We consider Pt/CoFe (soft or free racetrack layer)/MgO/CoFe (hard or fixed layer) as our stack materials where the heavy metal layer Pt will create perpendicular anisotropy and strong DMI at Pt/CoFe interface, which is known to favor the chiral Neel DWs [40]. We propose to arrest the DWs at different positions in the free layer of the MTJ, which will modify the resistance value of the MTJ stack. Thus, different synaptic weights, which define the strength between the neurons can be determined from the DW positions.

To arrest the DW at various positions we apply different amplitude stress in combination to a fixed amplitude and fixed duration SOT pulse. When a voltage is applied between the electrodes on top and bottom of the piezo-substrate as shown in Fig. 1b, mechanical strain is generated. This strain is then transferred to the racetrack and consequently modulates the perpendicular anisotropy due to magnetoelastic interaction. In combination with stress, we apply a current pulse in the adjacent Pt layer to exert SOT, which moves the DW through the nanowire racetrack to the other end of the nanowire. If we reverse the direction of current in the heavy metal layer, it will reverse the direction of DW motion and reset it to the other end.

We have considered edge roughness that is present naturally in a nanowire due to lithographic imperfection. We assumed normal Gaussian distribution where the rms edge roughness was taken to be ~ 3 nm. The simulated nanowires have a length of 500 nm, maximum width of 50 nm and thickness of 1 nm. The magnetization dynamics in the presence of Spin Orbit Torque (SOT) is simulated in MUMAX3 [41] using the Landau–Lifshitz–Gilbert-Slonczewski equation:

\[
(1 + \alpha^2) \frac{d\vec{m}}{dt} = -\gamma \vec{m} \times \vec{H}_{eff} - \alpha \gamma (\vec{m} \times (\vec{m} \times \vec{H}_{eff})) - \beta \gamma (\varepsilon - \alpha \varepsilon') (\vec{m} \times (\vec{m}_p \times \vec{m})) + \beta \gamma (\varepsilon' - \alpha \varepsilon) (\vec{m} \times \vec{m}_p)
\]  

(1)
\[
\beta = \frac{hJ\theta}{\mu_0 edM_s}, \quad \varepsilon = \frac{PA^2}{(A^2 + 1) + (A^2 - 1)(\overline{m} \cdot \overline{m}_p)}
\] (2)

We consider secondary spin torque parameter to be \( \varepsilon' = \alpha \varepsilon \) and neglect the field like torque. The spin current direction is \( \overline{m}_p = \overline{J}_x \times \hat{Z} \), \( J \) is the value of current flowing through the heavy metal layer, \( \overline{J}_x \) is the unit vector defining the direction of current flow and \( \hat{Z} \) is the direction of inversion asymmetry. Here, \( \theta \) is the spin Hall angle which is 0.1 for Pt [42], \( \gamma \) is the gyromagnetic ratio, \( \overline{m} \) is the unit magnetization vector, \( M_s \) is the saturation magnetization, \( \hbar \) is the reduced Planck constant, \( \mu_0 \) is the permeability of free space, \( e \) is the electron charge and \( d \) is the thickness of the nanowire. To equate the Slonczewski torque with Spin orbit torque we assume spin polarization to be \( P = 1 \) and Slonczewski parameter to be \( \Lambda = 1 \). Here the effective field, \( \overline{H}_\text{eff} \) accounts for the contribution from PMA, Heisenberg exchange interaction, Dzyaloshinskii–Moriya interaction (DMI), stress induced anisotropy and thermal noise.

The racetracks are discretized into 2 nm x 2 nm x 1 nm cells which are well within the ferromagnetic exchange length of \( \sqrt{\frac{2A_{ex}}{\mu_0 M^2_{sat}}} = 5.66 \) nm.

PMA induced effective field can be expressed as, \( \overline{H}_\text{anis} \):

\[
\overline{H}_\text{anis} = \frac{2K_u}{\mu_0 M_s}(\overline{u} \cdot \overline{m})\overline{u}
\] (3)

Where \( K_u \) is the first order anisotropy constant and \( \overline{u} \) represents the uniaxial anisotropy direction (i.e. perpendicular to plane).

If the electrodes patterned on top of the piezoelectric substrate have dimensions similar to the piezoelectric thickness and separated by one or two times the piezoelectric thickness, maximum stress is generated [43]. In such a scenario, when a positive (negative) voltage is applied in the top electrode pair, the area underneath the electrode become stretched (compressed) in the out of plane direction and compressed (stretched) in the in-plane direction. Compression (tension) in the in-plane direction underneath the electrode surface creates tension (compression) in the nanoscale racetrack patterned in between the top electrodes due to strain-displacement compatibility. We assumed our electrodes to be rectangular with width \( b= \) piezoelectric thickness and length \( L= \) racetrack length. This is similar to having \( (L/b) \) number of square electrodes of \((b\times b)\) dimensions and therefore one can assume this electrode configuration will produce similar amount of stress as mentioned in Ref [50]. Fig. 1b shows the strain formation in the nanoscale racetrack in such a scenario. Stress produced in the in-plane direction of the racetrack induces anisotropy field due to the magneto-elastic effect in the same direction and modulates the PMA or the anisotropy constant \( K_u \). The effect of the stress is modeled by the modulating \( K_u \) in the micromagnetic simulation. For simplicity, we did not consider the strain that can be produced in the in-plane direction of the racetrack which is orthogonal to that shown in the Fig. 1b. The parameters for the simulation are presented at table 1.
FIG. 1. **a.** Proposed device stack where the nanoscale racetrack is the free layer. DW in the racetrack moves when a current is applied to the heavy metal layer. **b.** Stress generation mechanism in rough edge racetrack when a voltage is applied across the piezoelectric.

Table 1: Material parameters used for the CoFe soft layer in the Pt/CoFe/MgO heterostructure from prior research works [44-46].

| Parameters                          | Values                       |
|-------------------------------------|------------------------------|
| DMI constant (D)                    | 0.001 Jm$^2$                |
| Gilbert damping ($\alpha$)          | 0.015                        |
| Saturation magnetization ($M_{sat}$)| $10^6$ Am$^1$               |
| Exchange constant ($A_{ex}$)        | $2 \times 10^{-11}$ Jm$^1$  |
| Saturation magnetostriction ($\lambda_s$) | 250 ppm                    |
| Perpendicular Magnetic Anisotropy ($K_u$) | $7.5 \times 10^5$ Jm$^3$    |

1. **Non-thermal statistics due to different edge roughness profiles in different racetracks**

For non-thermal simulations we have simulated the DW motion in 40 different racetracks with different edge roughness profile. The PMA of the racetracks is considered to be $7.5 \times 10^5$ J/m$^3$. The PMA can be decreased or increased uniformly over the whole racetrack by applying a suitable voltage to the electrodes. The clocking SOT current is applied simultaneously with this voltage pulse. We have assumed that the DW is initialized to a pinning site located at one end of the racetrack. The SOT current translates the DW while the PMA modulation helps to drive the DW to different positions when clocked with SOT for a fixed time. This could be explained as following.

The critical depinning current density $J_C$ of the DW is related to the anisotropy coefficient $K_u$ of the racetrack. When $K_u$ is higher, the potential well of a pinning site becomes deep, so it requires high depinning current, $J_C$ to depin a DW sitting in such a potential well or energy minima. On the contrary, lower $K_u$ is associated with a shallow potential well for the same pinning site hence requires lower threshold current to depin. Fig. 2a presents a sketch of an example racetrack where the DW is situated at a pinning site located near the right end of the racetrack and Fig. 2b plots the depinning current versus the anisotropy coefficient for that DW. From Fig. 2b we can see that critical depinning current $J_C$ is increased with the increase of anisotropy coefficient $K_u$.

The DW velocity at steady state can be expressed by the following [47,48]:

$$v = \frac{J}{K_u}$$
\[ v = \frac{\pi \gamma \Delta H_{DMI}}{2 \sqrt{1 + (J_D/J_C)^2}} \]  

(4)

\[ J_D = \alpha I H_{DMI}/H_{SH} \]  

(5)

\[ H_{DMI} = \frac{D}{\mu_0 \Delta M_s} \]  

(6)

\[ H_{SH} = -\frac{\hbar \theta}{2\mu_0 ed M_s} \]  

(7)

Where, \( H_{DMI} \) [40] is the DMI field and \( H_{SH} \) is the damping like spin hall effective field. Empirical critical current density \( J_C \) is used to account for the pinning effect which is validated by fitting one dimensional DW model to the experimental data [48]. Here, \( \Delta \) is the DW width which can be expressed as:

\[ \Delta \sim \sqrt{\frac{A_{ex}}{K_u - \frac{1}{2} \mu_0 M_s^2}} \]  

(8)

As seen from Fig. 2b, the critical current density \( J_C \) is high for higher Ku. As a result, for a higher Ku, for a fixed clocking SOT current \( J > J_C \), the velocity becomes small as the denominator in Eq. 4 is large compared to the case of lower Ku for which the denominator is small (low critical current density \( J_C \)) and velocity is high. In addition, when Ku increases (decreases) the DW width \( \Delta \) increases (decreases) which increases (decreases) \( J_D \) in Eq. 5 and the denominator in Eq. 4, consequently the velocity decreases (increases).

The DW position for different anisotropy constant \( K_u \) is shown in Fig. 2c for one rough edge racetrack where the SOT current of \( 24 \times 10^{10} \, A/m^2 \) is applied for fixed 1.2 ns. The change in velocity with the change in \( K_u \) is evident as the DW translates to different distances with the same SOT. After the withdrawal of the SOT and strain, the DW further moves at terminal velocity due to the momentum gained because of the SOT toque. The lower the anisotropy constant the higher the velocity gain and the higher the distance travelled by the DW after the withdrawal of SOT as can be seen for the case of \( K_u = 7.3 \times 10^5 \, J/m^3 \). Notably, the DW for \( K_u = 7.0 \times 10^5 \, J/m^3 \) also traveled same distance as \( K_u = 7.3 \times 10^5 \, J/m^3 \) as the velocity difference after SOT withdrawal is small.
We have simulated a total of 40 racetracks of ~3nm rms edge roughness where we varied anisotropy constant values $K_u$ to 8.0, 7.8, 7.5, 7.3 and 7.0 ($\times 10^5$) $J/m^3$ in each of these racetracks and applied SOT current of fixed amplitude $24 \times 10^9$ $A/m^2$ for 1.2 ns. Each of the DW is initialized to a pinning site located near the right end of the racetrack. After the simultaneous withdrawal of the SOT and stress we wait for 10 ns to allow sufficient time for the DW to decelerate and get pinned to a specific position. The distribution of the final DW position for the 40 racetracks is shown in Fig. 3.

In Fig. 3 for each Ku value we also overlay a gaussian distribution with identical mean and standard deviation of the data used to create the bins. Although the final position distribution does not follow Gaussian distribution, we see that the mean final positions are different for different stress ($K_u$) values (Fig. 3f). The mean DW positions shift to the left of the racetracks as we decrease the PMA. The distribution of the DW final positions for a specific Ku could be attributed to the following. DWs in different racetracks are initialized from a pinning site having a longitudinal position and geometry that are different for different racetracks. Geometry of the pinning site affects the depinning current $J_c$ vs. $K_u$ relationship and thus changes the DW velocity in different racetracks. Adding a fixed geometry notch at one end of the racetrack could potentially alleviate the above issue.
FIG. 3. a-e. Equilibrium DW positions for 40 different racetracks at T=0 K for a fixed SOT and different stresses correspond to Ku values of 8.0, 7.8, 7.5, 7.3 and 7.0 ($\times 10^5$) J/m$^3$. For each figure in 3(a-e) a Gaussian distribution plot is overlaid having a mean and standard deviation identical to the data used to create the bins. A combined plot of (a-e) shows different mean positions for different Ku values.

2. Thermal statistics

At room temperature, the thermal perturbation can dislodge the DW. Hence, similar edge roughness cannot offer strong pinning effect. Thus, to achieve better control over DW positions we simulated nanowires with rms edge roughness ~ 6 nm when thermal noise is included. In other words, the racetrack is deliberately designed to be rough at the boundaries to get better performance. We also increase the maximum width to ~100 nm and keep the nanowire length fixed at 500 nm. The fixed clocking SOT current density we use for thermal case is $2.2 \times 10^{10}$ A/m$^2$ and the SOT and stress application time are kept the same (2 ns). After the withdrawal of SOT and stress, we relax for 10 ns (as we did earlier for the non-thermal case) which gives the DW enough time to reach an equilibrium position. We changed the anisotropy constant, $K_u$ values to 8.0, 7.8, 7.5, 7.3 and 7.0 ($\times 10^5$) J/m$^3$ and ran the simulation 100 times for each Ku value. The equilibrium DW position distribution for one such racetrack is shown in Fig. 4. Here, we also overlay Gaussian distribution with identical mean and standard deviation of the data used to create the bins. The mean positions for different $K_u$ follow the same trend as in non-thermal case where for lower $K_u$ values the mean DW position shifts to the left. Due to the random variation of the DW internal magnetization angle in the presence of thermal noise, upon encountering a potential barrier, the DW could overcome the barrier in some cases but not in other cases. This leads to a distribution.
FIG. 4. a-e. Equilibrium DW positions for one racetrack at T=300K for a fixed SOT and different stresses correspond to Ku values of 8.0, 7.8, 7.5, 7.3 and 7.0 ($\times 10^5$) J/m$^3$. For each figure in 4(a-e) a Gaussian distribution plot is overlaid having a mean and standard deviation identical to the data used to create the bins. f. combined plot of (a-e) shows different mean positions for different Ku values.

Although different stress values combined with fixed current pulse can translate the DW into different equilibrium positions, the DW positions are not deterministic as there are considerable overlaps between the positions (Fig. 3 and Fig. 4). The overlaps could be reduced by implementing 3-state (ternary) synaptic weights that can be achieved by choosing only three Ku values. Fig. 5 plots the equilibrium DW positions for a target 3-state synaptic weights where the DW falls within any of the three evenly spaced bins is considered having a resistance value associated with that bin. While 3-state weights reduce the level of overlap between different states, further reduction in overlap may be attainable by selectively positioning notches or protrusions in the racetrack.
FIG. 5. a. Distribution of equilibrium DW position with a fixed SOT and three different stress levels (different Ku) at T=0K for 40 different rough edge (~ 3nm rms) racetracks each having a width and length of 50 nm and 500 nm respectively. b. Equilibrium DW position distribution with a fixed SOT and three different stress levels at T=300K for one rough edge (~ 6nm rms) racetrack having a width and length of 100nm and 500 nm respectively. Three equally spaced bins are placed in each of the plots to realize 3-state (ternary) synaptic weight.

While the nanoscale racetrack could be used as a synaptic device, the presence of device to device variation (as in Fig. 3) and intra-device variation (as in Fig. 4) are very evident. Intuitively such variation could be harmful to the functioning of the DW based synaptic device as an inference engine for classification task, as the synaptic weights obtained after software-based training can not be programmed accurately during inference stage. However, recent studies [49] have shown that addressing the device variability during the training stage can achieve high inference accuracies that is very close to baseline accuracy (no device variability is assumed) and the accuracy is highest when the level of noise (because of the device variability) injected during the training is on the same order as the noise of the device used for the inference task.

3. Energy dissipation

Energy dissipation in our proposed device depends on charging the piezoelectric layer as well as $I^2R$ loss of the clocking current through the heavy metal layer. To introduce stress, we have to charge the piezoelectric layer. Energy required to charge this capacitive layer is $\frac{1}{2}CV^2$, where, $V$ is the voltage applied and $C$ is the capacitance of the piezoelectric layer between the metal contacts.

In our proposed device, the maximum $\Delta PMA$ we have used is $0.5 \times 10^5 \text{ Jm}^{-3}$ and the saturation magnetostriction of CoFe is, $\lambda_s=250 \text{ ppm}$. Using the above values, the stress $\sigma$ is calculated to be, $\frac{\Delta PMA}{2 \lambda s} \sigma = 133 \text{ MPa}$. For CoFe with Young’s Modulus of 200 GPa, the required strain is, $\frac{133 \text{ MPa}}{2 \times 10^5} \approx 10^{-3}$. Previous study [43] showed that $10^{-3}$ strain is possible in Lead Zirconate Titanate (PZT) piezoelectric with an applied electric field of 3 MVm$^{-1}$. So, if we consider our PZT layer to be 100 nm thick then a voltage of 0.3 V applied at the top electrode pair (see Fig. 1b) can generate the required strain. For a top electrode of length 500 nm (racetrack length 500 nm) and width 100 nm, if the relative permittivity is 3000 then the effective capacitance is calculated to be $\sim 13.3 \text{ fF}$. This suggests a $\frac{1}{2}CV^2$ loss of $\sim 1.2 \text{ fJ}$ considering two top electrodes on both sides of the racetrack.

For our SOT clocking, we assume resistivity of Pt layer to be 100 $\Omega$ nm. We assume the Pt layer is 5nm thick, which is greater than the spin diffusion length of $\sim 2$ nm [42] and the spin hall angle to be 0.1 [42]. We used current density of $22 \times 10^{10} \text{ Am}^{-2}$ through the Pt layer of length 500 nm, width 100 nm and thickness 5nm for a clocking period of 2 ns for the thermal case. So, the $I^2Rt$ loss incurred is $\sim 2.42 \text{ fJ}$. Therefore, our proposed DW based device can reprogram the synaptic weights with a maximum energy dissipation of approximately $3.62 \text{ fJ per synapse}$.

Energy consumption of the proposed DW-based device is $3.62 \text{ fJ per synapse}$ which is much less than previously reported [10] and other DW based devices [11]. Complete CMOS based implementation of a similar device requires a larger number of CMOS which ultimately results in a much larger area density and prohibitive energy cost. Oxide based memristors or phase change memories can also provide multi-level synaptic functionality but their physical mechanism of operation again leads to high energy cost (in the picojoules range) [50].
4. Conclusion

In summary, we have proposed an energy efficient strain-controlled synapse where different synaptic weights have been achieved by applying different values of voltage induced stress in conjunction with a fixed clocking SOT current in chiral DW systems with significant DMI. While a uniform change in stress-induced anisotropy cannot move the DW that is pinned in a trap site, it can influence the potential landscape such that the DW in a low PMA racetrack moves faster than in a high PMA one, when being driven by a SOT current. We have showed that five different mean equilibrium DW positions with five different voltage induced stress values is achievable in a 500 nm long and 50 nm wide racetrack with edge roughness ~3 nm. This suggests a 5-state synapse. However, simulations in the presence of thermal noise, demonstrate that even with a higher edge roughness ~6 nm, only a 3-state synapse with three different voltage induced stresses may be achieved in a 500 nm long and 100 nm wide PMA racetrack, if significant overlaps between the distribution of DWs in these different states is to be avoided. Ultimately, this overlap may be reduced by further increasing edge roughness allowing a 5-state synapse at these dimensions in the presence of thermal noise. Recent progress in low precision quantized neural network to achieve near equivalent accuracy to full-precision weight makes such a DW based synapse device specifically attractive as a powerful classification tool for edge devices where the energy requirement is at a premium.
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