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Abstract

This paper considers the application of reconfigurable intelligent surfaces (RISs) (a.k.a. intelligent reflecting surfaces (IRSs)) to assist multiuser multiple-input multiple-output (MIMO) uplink transmission from several multi-antenna user terminals (UTs) to a multi-antenna base station (BS). For reducing the signaling overhead, only partial channel state information (CSI), including the instantaneous CSI between the RIS and the BS as well as the slowly varying statistical CSI between the UTs and the RIS, is exploited in our investigation. In particular, an optimization framework is proposed for jointly designing the transmit covariance matrices of the UTs and the RIS phase shift matrix to maximize the system global energy efficiency (GEE) with partial CSI. We first obtain closed-form solutions for the eigenvectors of the optimal transmit covariance matrices of the UTs. Then, to facilitate the design of the transmit power allocation matrices and the RIS phase shifts, we derive an asymptotically deterministic equivalent of the objective function with the aid of random matrix theory. We further propose a suboptimal algorithm to tackle the GEE maximization problem with guaranteed convergence, capitalizing on the approaches of alternating optimization, fractional programming, and sequential optimization. Numerical results substantiate the effectiveness of the proposed approach as well as the considerable GEE gains provided by the RIS-assisted transmission scheme over the traditional baselines.
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I. INTRODUCTION

The immense demand for delivering high-quality wireless communication services continues to grow and will be never-ending, especially in the fifth-generation (5G) and beyond era [2]. Those ubiquitous communication services have numerous exceptionally high requirements, such as ultra-low latencies, excellent spectral efficiency (SE), reliability, wireless charging, and high energy efficiency (EE), and therefore pose new challenges in 5G and beyond wireless networks [3]. To cope with these challenges, more and more radically new technologies emerge for future wireless communications. Among these advanced approaches, a brand-new research direction, named reconfigurable intelligent surface (RIS) (also known as intelligent reflecting surface (IRS)), has recently received tremendous interests and is promising to pave its way to the mainstream of wireless communications [2].

RISs are artificial programmable surfaces of electromagnetic materials and their reflection properties can be controlled by integrated electronics [4]. As a two-dimensional application of meta-materials [5], [6], this promising new hardware technology owns several distinctive characteristics and remarkable potentials. For instance, RISs can create a so-called smart radio environment [7], [8]. In practice, the smart radio environment is generally a wireless network, where the propagation environment is controllable and reconfigurable. In other words, the application of RISs can establish a favourable communication channel which facilitates signal processing and information transmission. As a result, destructive effects caused by multi-path components and Doppler shifts in random and uncontrollable surroundings can be alleviated and system performances are enhanced. In addition, the full-band response makes RISs appealing in numerous practical applications such as millimeter-wave and Terahertz communications [4]. RISs are also environmentally friendly because their reflecting elements are almost passive and ideally require no dedicated power sources. Moreover, thermal noises at receivers have no impact on RISs as active power amplifiers are not necessary. Consequently, noises would not be introduced or magnified during signal reflection. Meanwhile, low hardware footprints of RIS structures allow high-flexibility and low-implementation cost to install RISs, i.e., on factory ceilings, rooms, building facades, and even onto human clothing. Due to the aforementioned appealing properties, RIS is significantly different from the existing technologies, e.g., relay and backscatter communications [9], [10].

The distinguishable features of RISs not only enable an emerging RIS-empowered environ-
ment, but also introduce a paradigm shift in wireless transmission designs and optimizations. The applications of meta-surfaces have been extensively researched in, e.g., radar and satellite communications. Recently, attentions have been paid to focusing on terrestrial mobile communications with RISs [9]–[15]. For example, contributions in [11]–[13] exploited the use of RISs to enhance the physical layer security, considering the case with only one legitimate receiver and one eavesdropper. The single-user wireless transmission was studied in [10], [14] with different objectives, such as maximizing the system data rate [14] or received signal power [10]. In addition, RIS-assisted multiuser multiple-input single-output downlink systems were investigated in various literatures such as [9], [15]. Due to the significant potentials offered by the RISs to enhance the performance of wireless networks, plenty of related contributions have appeared recently, e.g., the survey papers in [4]–[8] and references therein.

The performance of RIS-assisted wireless transmission highly depends on the adaptivity of the RIS elements. Generally, the RIS phase parameters are adapted to the channel states for improving the system performance. One of the major design concerns is how quickly the RIS phases can be tuned in practice. For fixed or low-mobility transmission scenarios, the channel states vary over time slowly, and thus it is possible to perform RIS phase tuning exploiting full instantaneous channel state information (CSI). It is worth remarking that most of the existing resource allocation strategies for RIS-assisted wireless networks were carried out by assuming the availability of perfect knowledge of full CSI, including the instantaneous CSI between the RIS and the base station (BS) or the user terminals (UTs), e.g., [9]–[15]. However, in high mobility scenarios with fast time-varying channels, tuning RIS parameters (as well as transmit precoding) via exploiting instantaneous CSI is challenging due to the following reasons. First, in a short duration of coherence time, system resources have to be reallocated and the RIS phase shift parameters have to be updated frequently, thus incurring significant signaling overhead [16]. Second, RISs are usually equipped with smart controllers which adapt biasing voltages according to the available CSI for realizing phase tuning in practice [8]. Although the RIS itself operates without consuming any additional transmit power ideally, the smart controller will still be power-consuming if it is overloaded with continuous operations, i.e., frequently tuning the RIS elements would not be energy efficient. Therefore, it is natural to exploit the slowly varying channel properties for resource allocation in RIS-assisted wireless networks. Indeed, devising resource allocation strategies by capitalizing on partial CSI such as the slowly time-varying statistical CSI, which varies a much longer time scale compared to instantaneous CSI,
has become an important research trend in various scenarios, e.g., [17]–[27].

Given the above considerations, we investigate energy-efficient transmit precoding and RIS tuning strategies for RIS-assisted multiuser multiple-input multiple-output (MIMO) uplink transmission from several multi-antenna UTs to the multi-antenna BS with the consideration of partial CSI. Specifically, since the positions of the RIS and the BS are both fixed, the RIS-to-BS channel is slowly time-varying and its instantaneous CSI can naturally be acquired. In contrast, for the UT-to-RIS channels, it is reasonable to exploit its statistical CSI for resource allocation as UTs are usually in mobility, leading to fast time-varying channels. Recently, there have been some initial attempts investigating RIS-assisted transmission applying statistical CSI, e.g., [28]–[30]. In [28], the performance of the RIS-assisted large-scale antenna system exploiting statistical CSI was investigated. In [29], the outage probability of the RIS-assisted system adopting statistical CSI was investigated. In [30], a two-timescale beamforming approach was proposed for RIS enhanced transmission. Note that these works all focused on the cases where UTs are equipped with only one antenna. However, current standards have advocated multi-antenna UTs to improve the transmission performance [2], [3]. To the authors’ best knowledge, this is the first work that exploits statistical CSI for resource allocation in RIS-assisted multiuser MIMO uplink networks involving several multi-antenna UTs. The problem is challenging to handle due to the complicated problem structure and existing approaches for single-antenna UTs cannot be applied to our investigations. The main contributions of this paper are summarized as follows:

- We investigate resource allocation strategy design in RIS-assisted multiuser MIMO uplink systems with partial CSI. Considering the global energy efficiency (GEE) as the design objective, we formulate the optimization problem to jointly design the transmit covariance matrices of all UTs and the phase shifts of the RIS elements subject to the maximum transmit power constraint at each UT. The alternating optimization (AO) method is adopted to address this sophisticated GEE maximization problem, which facilitates the design of a computationally efficient iterative resource allocation algorithm.

- To optimize the transmit covariance matrices of all UTs with a fixed RIS phase shift matrix, we first obtain the optimal transmit signal directions at the UT sides in a closed-form. We further derive an asymptotically deterministic equivalent (DE) of the objective function to simplify the problem. Later, the concave-convex fractional power allocation problem is tackled by applying Dinkelbach’s algorithm.

- To handle the challenging RIS phase shift matrix optimization problem, we introduce an
equivalent mean-square error (MSE) minimization problem. Utilizing the inherent structure of the MSE minimization problem, we develop a novel approach to optimize the RIS phase shift values, based on the block coordinate descent (BCD) method and the minorization-maximization (MM) technique.

- Uniting all the methods adopted above, we present a well-structured and low-complexity algorithm with guaranteed convergence for GEE maximization (as well as SE maximization) in the RIS-assisted multiuser MIMO uplink transmission. Numerical simulations are conducted to validate the potentials of exploiting RISs for promoting system performances. The results verify the capability of the proposed approach to obtain higher GEE performance compared to that of the conventional baselines.

The rest of this paper is organized as follows. In Section II we describe the channel model of the considered RIS-assisted multiuser MIMO uplink system and formulate the corresponding GEE maximization problem. In Section III the transmit covariance matrices at the UT sides are optimized with the closed-form solutions of the eigenvectors and a Dinkelbach-based power allocation algorithm. In Section IV the optimization of the RIS phase shift matrix is performed by handling an equivalent MSE minimization problem through a BCD-based algorithm. In Section V we combine the methods adopted in the previous two sections and then present an overall approach for addressing the resource allocation problem of RIS-assisted MIMO uplink transmission with partial CSI. The numerical results are provided in Section VI. The conclusion is drawn in Section VII.

**Notations:** \( \Re \{ \cdot \} \) represents the real part of a complex value. Matrices and column vectors are denoted by upper and lower case boldface letters, respectively. \( I_N \) denotes an identity matrix with subscript \( N \) being the matrix dimension. The operators \( \mathbb{E}\{\cdot\}, \text{ tr}\{\cdot\}, \) and \( \det(\cdot) \) represent the expectation, trace, and determinant operations, respectively. The superscripts \( (\cdot)^{-1}, (\cdot)^T, \) and \( (\cdot)^H \) are denoted as the inverse, transpose, and conjugate-transpose operations, respectively. \( \mathcal{CN}(\mathbf{a}, \mathbf{B}) \) represents the circular symmetric complex-valued Gaussian distribution with mean \( \mathbf{a} \) and covariance matrix \( \mathbf{B} \). The inequality \( \mathbf{A} \succeq 0 \) indicates that \( \mathbf{A} \) is a positive semi-definite matrix. \( \odot \) denotes the Hadamard product. The operator \( \text{diag}\{\mathbf{x}\} \) generates a diagonal matrix with the elements of \( \mathbf{x} \) along its main diagonal. \( ||\mathbf{x}|| \) denotes the Euclidean norm of \( \mathbf{x} \). The notation \( \triangleq \) is utilized for definitions and \( j = \sqrt{-1} \) denotes the imaginary unit.
II. SYSTEM MODEL

This section first introduces the channel model of the considered RIS-assisted multiuser MIMO uplink system and then describes the energy consumption model of the system. In addition, the joint design of the RIS phase shifts and the transmit covariance matrices at the UT sides with partial CSI is formulated as an optimization problem in the last part of this section.

A. Channel Model

The considered RIS-assisted multiuser MIMO uplink communication system is sketched in Fig. 1 consisting of $K$ UTs, one RIS, and one BS. We assume that each UT $k \in K \triangleq \{1, 2, \ldots, K\}$ is equipped with $N_k$ transmit antennas to convey signals while the BS has $M$ antennas for receiving. The communication is enhanced via the deployment of a RIS composed of $N_R$ reflecting units, which is capable of applying phase shifts reacting to the incoming signals. Due to the unfavorable propagation conditions, the direct UT-to-BS channel is negligible and therefore ignored in the system model, as commonly adopted in the literature [9]. In addition, the signals reflected by the RIS more than once are also ignored due to, e.g., high path loss [31].

We denote $x_k \in \mathbb{C}^{N_k \times 1}$ as the signal vector sent by UT $k$, which satisfies $E\{x_k\} = 0$ and $E\{x_kx_k^H\} = 0$, $\forall k' \neq k$. The covariance matrix of transmit signal $x_k$ at UT $k$ is denoted by...
$Q_k = E \{ x_k x_k^H \} \in \mathbb{C}^{N_k \times N_k}$. Then, the received signal at the BS is

$$y = \sum_{k=1}^{K} H_1 \Phi H_{2,k} x_k + n, \quad (1)$$

where $H_1 \in \mathbb{C}^{M \times N_R}$ represents the channel matrix from the RIS to the BS, $H_{2,k} \in \mathbb{C}^{N_R \times N_k}$ denotes the channel matrix between UT $k$ and the RIS with its $(n,m)$th entry being the complex-valued channel coefficient from the $m$th antenna at UT $k$ to the $n$th element of the RIS, and $n \sim \mathcal{CN}(0, \sigma^2 I_M)$ is the thermal noise at the BS with $\sigma^2$ being the noise power. In addition, we adopt an ideal RIS model where only the phases of the incoming signals are adjustable while the amplitudes are kept constant [9], [10]. Then, the operation of the RIS is described by the diagonal matrix $\Phi = \text{diag} \{ \phi_1, \ldots, \phi_{N_R} \}$, where $\phi_n = e^{i \theta_n}$, $n \in \{1, \ldots, N_R\}$, with $\theta_n$ being the phase shift introduced by the $n$th element of the RIS.

In this work, we consider the jointly spatially correlated Rayleigh fading channel model [18], and the UT-to-RIS channel $H_{2,k}$ exhibits the structure as

$$H_{2,k} = U_{2,k} \tilde{H}_{2,k} V_{2,k}^H, \quad \forall k, \quad (2)$$

where $U_{2,k} = [u_{2,k,1}, u_{2,k,2}, \ldots, u_{2,k,N_R}] \in \mathbb{C}^{N_R \times N_R}$ and $V_{2,k} = [v_{2,k,1}, v_{2,k,2}, \ldots, v_{2,k,N_k}] \in \mathbb{C}^{N_k \times N_k}$ are both deterministic and unitary matrices, and the $N_R \times N_k$ complex-valued matrix $\tilde{H}_{2,k}$ is random with elements being zero-mean and independently distributed. In addition, the statistics of UT-to-RIS channel $\tilde{H}_{2,k}$ is given by

$$\Omega_k = E \{ \tilde{H}_{2,k} \odot \tilde{H}_{2,k}^* \} \in \mathbb{R}^{N_R \times N_k}, \quad (3)$$

with its $(n,m)$th element specifying the average energy coupled between $u_{2,k,n}$ and $v_{2,k,m}$ [18]. Accordingly, $\Omega_k$ is known as the eigenmode coupling matrix of the channel between UT $k$ and the RIS. Note that the channel statistics, $\Omega_k$, $\forall k$, rather than the instantaneous channel realizations, $H_{2,k}$, $\forall k$, will be exploited in our resource allocation design. In addition, the instantaneous knowledge of the RIS-to-BS channel $H_1$ is assumed to be fully known as the locations of the RIS and the BS are usually fixed. Then, the ergodic SE of the RIS-assisted multiuser MIMO uplink system is given by [20]

$$R = E \left\{ \log_2 \text{det} \left( I_M + \frac{1}{\sigma^2} \sum_{k=1}^{K} H_1 \Phi H_{2,k} Q_k H_{2,k}^H \Phi^H H_1^H \right) \right\} \quad \text{[bits/s/Hz]}, \quad (4)$$
where the expectation is taken with respect to $H_{2,k}, \forall k$.

### B. Energy Consumption Model

The total energy consumption of our considered RIS-assisted multiuser MIMO uplink system is constituted by three major parts, including the transmit power, the hardware static power, and the RIS power consumption. We adopt a general affine model for the power consumption. In particular, the total amount of the energy consumption of our considered RIS-assisted multiuser MIMO uplink system is given by [9]

$$P_{\text{tot}} = \sum_{k=1}^{K} (\xi_k \text{tr} \{Q_k\} + P_{c,k}) + P_{\text{BS}} + N_R P_s. \quad (5)$$

In (5), $\xi_k = \rho_k^{-1}$ with $\rho_k$ denoting the transmit power amplifier efficiency at UT $k$, $\text{tr} \{Q_k\}$ denotes the average transmit power consumed by UT $k$, and $P_{c,k}$ represents the static circuit power dissipation at UT $k$. In addition, $P_{\text{BS}}$ and $N_R P_s$ incorporate the static hardware-dissipated power at the BS and the RIS, respectively. It is worth emphasizing that there is no transmit power consumed by the RIS because the reflectors of the RIS are passive elements which do not change the magnitude of the reflected signals. In fact, the potential amplification gain offered by the RIS is realized via appropriately adjusting the phase shifts of the reflectors so that the impinging signals are coherently combined at the desired receiver.

### C. Problem Formulation

In this work, we investigate the transmission strategy for the RIS-assisted multiuser MIMO uplink system, where we strive to jointly optimize the transmit covariance matrices, $Q_k, \forall k$, at the UT sides and the diagonal RIS phase shift matrix, $\Phi$, for improving the system performance. From a systematic perspective, we adopt the GEE of the entire communication system as our design criterion. From (4) and (5), we define the system GEE as

$$\text{GEE} (Q, \Phi) \triangleq W \frac{\log_2 \det \left( I_M + \frac{1}{\sigma^2} \sum_{k=1}^{K} H_1 \Phi H_{2,k} Q_k H_{2,k}^H \Phi^H H_1^H \right)}{\sum_{k=1}^{K} (\xi_k \text{tr} \{Q_k\} + P_{c,k}) + P_{\text{BS}} + N_R P_s} \quad \left[\text{bits}/\text{Joule}\right], \quad (6)$$

1Note that the affine power consumption model requires that the following assumptions are satisfied. First, the static circuit power $P_{c,k}$ is independent of the data rate. Second, the power amplifiers at all UTs operate in the linear region of their corresponding transfer functions, where a constant power offset can well approximate the hardware-consumed power. Typical wireless communication transceivers satisfy these two assumptions generally [9].
where \( W \) is the system bandwidth. Then, the optimization of \( Q_k, \forall k \), and \( \Phi \) is formulated as the following problem

\[
P_{Q,\Phi} : \max_{Q,\Phi} \ GEE(Q, \Phi)
\]

\[
\text{s.t. } \text{tr} \{Q_k\} \leq P_{\text{max},k}, \quad Q_k \succeq 0, \quad \forall k \in \mathcal{K},
\]

\[
|\phi_n| = 1, \quad n = 1, \ldots, N_R,
\]

where \( Q \triangleq \{Q_k\}_{k=1}^K \) and \( P_{\text{max},k} \) is the maximum available transmit power at UT \( k \). The constraints in (7c) ensure that the RIS reflectors only operate as phase shifters which do not provide any amplification gain to the incoming signals. Notice that if we set \( \xi_k = 0 \) for all UTs, the denominator of the objective function in (7) becomes independent of both \( Q \) and \( \Phi \), thus is regarded as a constant. Consequently, the fractional objective function in \( P_{Q,\Phi} \) is reduced into a non-fractional form where only the numerator, i.e., the system SE, has to be maximized. Hence, problem \( P_{Q,\Phi} \) can be utilized to investigate not only the GEE maximization, but also the SE maximization in the RIS-assisted MIMO uplink transmission with partial CSI.

It is worth noting that the optimization problem \( P_{Q,\Phi} \) in (7) is quite challenging due to the following reasons. First, computing the objective function of \( P_{Q,\Phi} \) with expectation operations is computationally expensive. Second, the fractional objective function in (6) makes \( P_{Q,\Phi} \) essentially an NP-hard problem [32]. Additionally, the presence of the unit-modulus-constrained \( \Phi \) further complicates the optimization procedure. In the following, we aim to develop an efficient approach to address this difficult problem.

### III. Optimization of Transmit Covariance Matrices

Note that problem \( P_{Q,\Phi} \) involves two matrix variables, \( Q \) and \( \Phi \), which are complicated to be jointly optimized. To tackle \( P_{Q,\Phi} \) more conveniently, we resort to AO, which is applicable to optimization problems with different blocks of variables. In particular, we solve for \( Q \) and \( \Phi \) iteratively, i.e., optimize \( Q \) with a fixed \( \Phi \) and optimize \( \Phi \) with a fixed \( Q \).

Following the principle of AO, we first consider the design of the transmit covariance matrices \( Q_k \) of all UTs with an arbitrarily given \( \Phi \), which is characterized as

\[
P_Q : \max_Q \ E \left\{ \log_2 \det \left( I_M + \frac{1}{\sigma^2} \sum_{k=1}^K H_1 \Phi H_{2,k} Q_k H_2^{H,k} \Phi^H H_1^H \right) \right\}
\]

\[
\sum_{k=1}^K (\xi_k \text{tr} \{Q_k\} + P_{c,k}) + P_{\text{BS}} + N_R P_s
\]
Notice that the bandwidth $W$ is omitted in the above problem as well as in the sequel since it is a constant and does not have any impact on the optimization. The number of variables in $\mathcal{P}_Q$ is smaller than that in $\mathcal{P}_{Q,\Phi}$. More importantly, the non-convex constraints of $\mathcal{P}_{Q,\Phi}$ in (7) are independent of $Q$ and are ignored. Hence, $\mathcal{P}_Q$ is relatively easier to manage when compared with $\mathcal{P}_{Q,\Phi}$. However, it is still inconvenient to deal with $\mathcal{P}_Q$ due to the relatively large number of variables. To this end, we first provide the eigenvalue decomposition of $Q_k$ as

$$Q_k = V_k \Lambda_k V_k^H,$$

which further decomposes $Q_k$ into two blocks, the unitary eigenmatrix $V_k \in \mathbb{C}^{N_k \times N_k}$ and the diagonal power allocation matrix $\Lambda_k \in \mathbb{R}^{N_k \times N_k}$. In fact, $V_k$ and $\Lambda_k$ specify the transmit subspace of UT $k$, composed of signal directions and the power distributed in each dimension of the subspace, respectively. With a slight abuse of notations, we define $\Lambda \triangleq \{\Lambda_k\}_{k=1}^{K}$ and $V \triangleq \{V_k\}_{k=1}^{K}$ for later use. Then, according to the decoupling of these two variables, we perform AO again to optimize $Q$ by alternatingly solving for $V$ and $\Lambda$.

### A. Optimal Transmit Directions at UTs

We begin with finding the optimal transmit signal directions for all UTs. Specifically, the design of $V$ with both $\Phi$ and $\Lambda$ fixed is characterized in the following optimization problem

$$\mathcal{P}_V: \max_{V} \mathbb{E} \left\{ \log_2 \det \left( I_M + \frac{1}{\sigma^2} \sum_{k=1}^{K} H_1 \Phi H_2, k V_k \Lambda_k V_k^H H_2, k^{H} \Phi H_1^{H} \right) \right\}$$

s.t. $V_k V_k^H = I_{N_k}, \forall k.$

The optimal solution to the above problem is presented in the following proposition. The proof is similar as that in e.g., [23], [26] and therefore omitted for brevity.

**Proposition 1:** For arbitrarily given $\Phi$ and $\Lambda$, the eigenmatrix of the optimal $Q_k$ for any UT $k$ is identical with the corresponding $V_{2,k}$, which appears in (2), i.e.,

$$V_k = V_{2,k}, \forall k.$$
Applying Proposition 7 in order to achieve the maximum GEE of the RIS-assisted uplink system, the optimal transmit subspace of each input $x_k$ at UT $k$ should be in the signal space spanned by the eigenmatrix of the corresponding channel’s transmit correlation matrix.

Note that Proposition 7 holds for arbitrarily given $\Phi$ or $\Lambda$. In other words, the two-layer AO, i.e., one layer as the iterative optimization between $Q$ and $\Phi$, and the other between $V$ and $\Lambda$, is boiled down to one layer where we only need to alternatingly optimize $\Lambda$ and $\Phi$. In particular, by setting $V_k = V_{2,k}$, $\forall k$, we can directly consider the optimization problem with respect to $\Lambda$, which is given by

$$
\mathcal{P}_\Lambda : \max_{\Lambda} \mathbb{E} \left\{ \log_2 \det \left( I_M + \frac{1}{\sigma^2} \sum_{k=1}^{K} H_1 \Phi U_{2,k} \widetilde{H}_{2,k} \Lambda_k \widetilde{H}_{2,k}^H U_{2,k}^H \Phi^H \right) \right\}
$$

s.t. $\text{tr} \{ \Lambda_k \} \leq P_{\text{max},k}$, $\Lambda_k \succeq 0$, $\Lambda_k$ diagonal, $\forall k \in \mathcal{K}$.

(12)

B. DE Method

Computing the numerator while dealing with problem $\mathcal{P}_\Lambda$ is generally resource-consuming as it requires to compute the expectation values with respect to the UT-to-RIS channels $H_{2,k}$ for all UTs which involve high-dimensional integrals. The traditional Monte Carlo method for calculating the expectations via channel averaging is also computationally expensive. Instead, by leveraging random matrix theory [24], [33], we derive deterministic and asymptotically tight approximations of the expectations needed by the numerator of the objective function in $\mathcal{P}_\Lambda$ when the numbers of antennas $M$ and $N$ both tend to infinity but with a constant ratio. For notational simplicity, we define $D = \text{diag} \{ \Lambda_1, \Lambda_2, \ldots, \Lambda_K \} \in \mathbb{R}^{N \times N}$ and $G = [G_1, G_2, \ldots, G_K] \in \mathbb{C}^{M \times N}$ where $G_k = H_1 \Phi U_{2,k} \widetilde{H}_{2,k} \in \mathbb{C}^{M \times N_k}$, $\forall k$, and $N = \sum_k N_k$. Then, the numerator of the objective function in (12) is recast as the following compact form

$$
R(\Lambda) = \mathbb{E} \left\{ \log_2 \det \left( I_M + \frac{1}{\sigma^2} GDG^H \right) \right\}.
$$

(13)

With this reformulation, we take advantage of the existing results in [20] and obtain the DE of $R(\Lambda)$ in (13) as

$$
\overline{R}(\Lambda) = \sum_{k=1}^{K} \log_2 \det (I_{N_k} + \Gamma_k \Lambda_k) + \log_2 \det (I_M + \Psi) - \sum_{k=1}^{K} \gamma_k^T \Omega_k \psi_k,
$$

(14)
where $\gamma_k \triangleq [\gamma_{k,1}, \gamma_{k,2}, \ldots, \gamma_{k,N_R}]^T$, $\psi_k \triangleq [\psi_{k,1}, \psi_{k,2}, \ldots, \psi_{k,N_k}]^T$, and $\Psi \triangleq \sum_k \Psi_k \in \mathbb{C}^{M \times M}$. In addition, defining $U_{G_k} \triangleq H_1 \Phi U_{2,k} \in \mathbb{C}^{M \times N_R}$, $\forall k$, we calculate

$$\Gamma_k = \text{diag} \{ \Omega_k^T \gamma_k \} \in \mathbb{C}^{N_k \times N_k}, \quad (15)$$

$$\Psi_k = \frac{1}{\sigma^2} H_1 \Phi U_{2,k} \text{diag} \{ \Omega_k \psi_k \} U_{2,k}^H \Phi H_1^T = \frac{1}{\sigma^2} U_{G_k} \text{diag} \{ \Omega_k \psi_k \} U_{G_k}^H \in \mathbb{C}^{M \times M}. \quad (16)$$

Moreover, the quantities $\gamma \triangleq \{ \gamma_{k,m} \}_{\forall k,m}$ and $\psi \triangleq \{ \psi_{k,n} \}_{\forall k,n}$ are calculated as the unique solutions to the following iterative equations:

$$\gamma_{k,m} = \frac{1}{\sigma^2} u_{G,m,k}^H (I_M + \Psi)^{-1} u_{G,m,k}, \quad k = 1, \ldots, K, \ m = 1, \ldots, N_R, \quad (17)$$

$$\psi_{k,n} = [\Lambda_k (I_{N_k} + \Gamma_k \Lambda_k)^{-1}]_{n,n} = \frac{\lambda_{k,n,n}}{1 + g_{k,n,n} \lambda_{k,n,n}}, \quad k = 1, \ldots, K, \ n = 1, \ldots, N_k, \quad (18)$$

where $u_{G,m,k}$ is the $m$th column of $U_{G_k}$, i.e., $U_{G_k} = [u_{G_k,1}, u_{G_k,2}, \ldots, u_{G_k,N_R}]$. Lastly, $\lambda_{k,n,n}$ and $g_{k,n,n}$ are the $(n,n)$th entries of $\Lambda_k$ and $\Gamma_k$, respectively. In summary, the DE method is detailed in Algorithm 1.

**Algorithm 1 DE Method**

**Input:** The RIS phase shift matrix $\Phi$, the power allocation matrices $\Lambda$, and threshold $\varepsilon$.

1: for $k = 1$ to $K$ do
2: Initialize $\psi_k^{(0)}$ and set iteration index $u = 0$.
3: repeat
4: for $m = 1$ to $M$ do
5: Calculate $\gamma_k^{(u+1)}$ by (17) with $\psi_k^{(u)}$.
6: end for
7: Obtain $\gamma_k^{(u+1)} = \left[ \gamma_k^{(u+1)}, \ldots, \gamma_k^{(u+1)} \right]^T$.
8: for $n = 1$ to $N_k$ do
9: Calculate $\psi_k^{(u+1)}$ by (18) with $\gamma_k^{(u+1)}$.
10: end for
11: Obtain $\psi_k^{(u+1)} = \left[ \psi_k^{(u+1)}, \ldots, \psi_k^{(u+1)} \right]^T$.
12: Set $u = u + 1$.
13: until $\left\| \psi_k^{(u)} - \psi_k^{(u-1)} \right\| \leq \varepsilon$
14: Use $\gamma_k^{(u)}$ and $\psi_k^{(u)}$ to calculate $\Gamma_k$ and $\Psi_k$ in (15) and (16), respectively.
15: end for
16: Set $\gamma_k = \gamma_k^{(u)}$ and $\psi_k = \psi_k^{(u)}$, $\forall k$, and use them to calculate $\overline{R}(\Lambda)$ in (14).

**Output:** The DE-based system SE $\overline{R}(\Lambda)$ and the DE auxiliary variables $\psi_k$, $\forall k$. 
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With the help of the derived DE expression in (14), we then reformulate problem $P_\Lambda$ as

$$
\mathcal{P}_\Lambda : \max_{\Lambda} \quad \frac{\mathcal{R}(\Lambda)}{\sum_{k=1}^{K} (\xi_k \text{tr} \{\Lambda_k\} + P_{c,k}) + P_{BS} + N_{R}P_{s}}
$$

s.t. \quad \text{tr} \{\Lambda_k\} \leq P_{\text{max},k}, \quad \Lambda_k \succeq 0, \quad \Lambda_k \text{ diagonal, } \forall k \in \mathcal{K}. \quad (19)

It is worth remarking that the DE-based system SE, $\mathcal{R}(\Lambda)$, is concave in terms of $\Lambda_k$, $\forall k$ [20].

C. Transmit Power Allocation at UTs

Problem $\mathcal{P}_\Lambda$ is intrinsically a classical fractional programming problem. Inspecting $\mathcal{P}_\Lambda$, we find that its objective function exhibits a concave-convex ratio structure, where the numerator is concave and the denominator is convex. For the case of single-ratio concave-convex fractional problems, classical fractional programming techniques such as Charnes-Cooper algorithm and Dinkelbach’s approach can be applied to obtain the optimal solution [32].

In this paper, the solution algorithm for $\mathcal{P}_\Lambda$ is developed by Dinkelbach’s method, which is a kind of parametric algorithms. In particular, we introduce an auxiliary variable $\eta^{(\ell)}$, by which a sequence of easy-to-tackle subproblems is constructed. Specifically, the subproblem at the $\ell$th iteration of Dinkelbach’s algorithm is given by

$$
\mathcal{P}_\Lambda^{(\ell)} : \max_{\Lambda} \quad \mathcal{R}(\Lambda^{(\ell)}) - \eta^{(\ell)} \left( \sum_{k=1}^{K} (\xi_k \text{tr} \{\Lambda_k\} + P_{c,k}) + P_{BS} + N_{R}P_{s} \right)
$$

s.t. \quad \text{tr} \{\Lambda_k\} \leq P_{\text{max},k}, \quad \Lambda_k \succeq 0, \quad \Lambda_k \text{ diagonal, } \forall k \in \mathcal{K}. \quad (20)

We assume that the optimal solution of $\mathcal{P}_\Lambda^{(\ell-1)}$ is denoted as $\Lambda^{(\ell)} = \left\{ \Lambda_k^{(\ell)} \right\}_{k=1}^{K}$, by which $\eta^{(\ell)}$ is iteratively updated as

$$
\eta^{(\ell)} = \frac{\mathcal{R}(\Lambda^{(\ell)})}{\sum_{k=1}^{K} (\xi_k \text{tr} \{\Lambda_k^{(\ell)}\} + P_{c,k}) + P_{BS} + N_{R}P_{s}}. \quad (21)
$$

After this transformation, the surrogate subproblem $\mathcal{P}_\Lambda^{(\ell)}$ is a standard concave program and we can obtain its optimal solution via classical convex optimization techniques [34]. In addition, the resultant sequence $\left\{ \Lambda^{(\ell)} \right\}_{\ell=0}^{\infty}$ will converge to the global optimum of $\mathcal{P}_\Lambda$ with a super-linear rate of convergence [32]. More details about this approach is summarized in Algorithm 2.
Algorithm 2 Dinkelbach’s Algorithm

**Input:** The RIS phase shift matrix $\Phi$ and threshold $\varepsilon$.

1. Initialize $\eta^{(0)}$ and set iteration index $\ell = 0$.

2. **repeat**
   
   3. Solve the concave program $P_\Lambda^{(\ell)}$ in (20) and set $\Lambda^{(\ell+1)}$ as the intermediate solution.
   
   4. Set $\ell = \ell + 1$.
   
   5. Update $\eta^{(\ell)}$ by (21).

6. **until** $|\eta^{(\ell)} - \eta^{(\ell-1)}| \leq \varepsilon$

**Output:** The optimal power allocation matrices $\Lambda^{(\ell)}$.

IV. OPTIMIZATION OF RIS PHASE SHIFT MATRIX

In this section, we focus on the problem where $Q$ is fixed while the RIS phase shift matrix, $\Phi$, needs to be optimized, which is characterized as

$$
\max_{\Phi} \sum_{k=1}^{K} \log_2 \det (I_{N_k} + \Gamma_k \Lambda_k) + \log_2 \det (I_M + \Psi) - \sum_{k=1}^{K} \gamma_k^T \Omega_k \psi_k \\
\sum_{k=1}^{K} (\xi_k \text{tr} \{\Lambda_k\} + P_{c,k}) + P_{BS} + N_R P_s
$$

s.t. $|\phi_n| = 1, \ n = 1, \ldots, N_R.$ \hspace{1cm} (22)

Since the transmit covariance matrices, $Q_k$, of all UT $k$, are fixed, i.e., both the signal directions, $V_k, \forall k$, and the power allocation matrices, $\Lambda_k, \forall k$, are fixed, the denominator of the objective function in (22) is reduced to a constant. In addition, we update $\Phi$ and $(\gamma, \psi)$ in an iterative manner as shown in (20), i.e., fix the parameters $(\gamma, \psi)$ when optimizing $\Phi$ and then update $(\gamma, \psi)$ by (17) and (18). Hence, only the second term of the DE expression in (14) is related to $\Phi$, while the others are considered as constants with respect to $\Phi$. Based on these observations, problem (22) is simplified into

$$
\mathcal{P}_\Phi: \max_{\Phi} \ C(\Phi) = \log_2 \det \left( I_M + \sum_{k=1}^{K} \frac{1}{\sigma^2} H_1 \Phi U_{2,k} \text{diag} \{\Omega_k \psi_k\} U_{2,k}^H \Phi^H H_1^H \right) \\
\text{s.t.} \ |\phi_n| = 1, \ n = 1, \ldots, N_R. \hspace{1cm} (23)
$$

It is not straightforward to solve $\mathcal{P}_\Phi$ and the major challenges in this issue arise from the non-convexity of the objective function as well as the unit-modulus constraints. To facilitate the design of a computationally efficient algorithm, in the following, we first convert (23) into an equivalent MSE minimization problem and then provide an algorithm combining the BCD
method with sequential convex optimization approaches.

A. Equivalent MSE Minimization

To proceed, we define

\[ A = \sum_{k=1}^{K} U_{2,k} \text{diag} \{ \Omega_k \psi_k \} U_{2,k}^H \succeq 0 \]

for notational brevity. Then, the objective function in \( P_\Phi \) is recast as

\[ C(\Phi) = \log_2 \det \left( I_M + \frac{1}{\sigma^2} H_1 \Phi A \Phi^H H_1^H \right) . \]  

(24)

To facilitate the understanding of the subsequent optimization, we treat \( C(\Phi) \) as the data rate of a hypothetical communication system where the received signal is modeled as

\[ y_c = H_1 \Phi A^{1/2} x_c + n_c, \]  

(25)

with \( H_1 \Phi A^{1/2} \) being the equivalent channel matrix. In addition, \( x_c \sim \mathcal{CN}(0, I_{N_R}) \) and \( n_c \sim \mathcal{CN}(0, \sigma^2 I_M) \) are the system input and the thermal noise, respectively. In this hypothetical system, the estimated signal adopting a linear decoder is given by

\[ \hat{x}_c = U_c^H y_c, \]  

(26)

where \( U_c \in \mathbb{C}^{M \times N_R} \) represents the receiving matrix. Assuming that \( x_c \) and \( n_c \) are independent, the MSE matrix is then computed as

\[
E_c \triangleq E_{x_c, n_c} \left\{ (\hat{x}_c - x_c)(\hat{x}_c - x_c)^H \right\} \\
= E_{x_c, n_c} \left\{ \left[ (U_c^H H_1 \Phi A^{1/2} - I_{N_R}) x_c + U_c^H n_c \right] \left[ (U_c^H H_1 \Phi A^{1/2} - I_{N_R}) x_c + U_c^H n_c \right]^H \right\} \\
= \left( U_c^H H_1 \Phi A^{1/2} - I_{N_R} \right) \left( U_c^H H_1 \Phi A^{1/2} - I_{N_R} \right)^H + \sigma^2 U_c^H U_c.
\]  

(27)

Then, utilizing a result similar as that in [35, Theorem 1], we introduce an auxiliary optimization matrix variable \( \mathcal{W}_c \in \mathbb{C}^{N_R \times N_R} \) and apply it to establish a matrix-weighted MSE minimization problem as [35]

\[
\overline{P}_{\text{MSE}} : \min_{\mathcal{W}_c, U_c, \Phi} \quad h(\mathcal{W}_c, U_c, \Phi) \triangleq \text{tr} \{ \mathcal{W}_c E_c \} - \log_2 \det (\mathcal{W}_c) \\
\text{s.t.} \quad |\phi_n| = 1, \quad n = 1, \ldots, N_R, \]  

(28)

which is equivalent to the rate maximization problem in (23). Note that problem \( \overline{P}_{\text{MSE}} \) is easier to handle than the original problem \( \overline{P}_\Phi \), since the objective function in \( \overline{P}_{\text{MSE}} \) is convex in terms
of each variable matrix ($W_c$, $U_c$ or $\Phi$) when the other two variables are fixed. This structure enables the design of computationally efficient algorithms.

B. BCD Method

In practice, the number of optimization variables in $\mathcal{P}_{\text{MSE}}$ can be large even in moderate system size, which remains a challenge in applying RISs in multiuser MIMO uplink systems. The BCD method is one of the fundamental techniques for handling large-size optimization problems. As a generalization of AO, the BCD method performs a similar procedure, i.e., alternatingly optimize one variable while regarding the others as constants. In the sequel, we propose a BCD-based method to handle the MSE minimization problem $\mathcal{P}_{\text{MSE}}$ in (28). To be more specific, we minimize the objective function, $h(W_c, U_c, \Phi)$, by sequentially updating $W_c$, $U_c$, and $\Phi$.

The optimization of $W_c$ with $U_c$ and $\Phi$ being fixed is straightforward. Since the minimization problem is convex over $W_c$, the optimal solution can be derived by applying the first-order optimality condition of the Lagrangian function of $h(W_c, U_c, \Phi)$ with respect to $W_c$. In particular, the optimal $W_c$ can be obtained in a closed-form as

$$W_c^{\text{opt}} = E_c^{-1}.$$  

Similarly, for fixed $W_c$ and $\Phi$, the optimal $U_c$ is given by

$$U_c^{\text{opt}} = \left(\sigma^2 \mathbf{I}_M + H_1 \Phi A \Phi^H H_1^H\right)^{-1} H_1 \Phi A^{1/2}.\quad (30)$$

The results of $W_c$ and $U_c$ are clear and explicit. With given $W_c$ and $U_c$, the problem in (28) is then reduced to

$$\mathcal{P}_{\text{MSE}, \Phi} : \min_{\Phi} \text{tr} \{\Phi^H \mathbf{B} \Phi \mathbf{A}\} - \text{tr} \{\Phi^H \mathbf{C}^H\} - \text{tr} \{\Phi \mathbf{C}\}$$

subject to $|\phi_n| = 1, \quad n = 1, \ldots, N_R$, \quad (31)

where $\mathbf{B} = H_1^H U_c W_c U_c^H H_1 \in \mathbb{C}^{N_R \times N_R}$ and $\mathbf{C} = A^{1/2} W_c U_c^H H_1 \in \mathbb{C}^{N_R \times N_R}$. Notice that $W_c$ and $U_c$ are deterministic during the process of optimizing $\Phi$. In particular, $\log_2 \det (W_c)$ and $\text{tr} \{\sigma^2 W_c^H U_c^H U_c\}$ are regarded as constant terms and therefore can be omitted, which results in the reduced minimization problem in (31).

Recall that $\Phi = \text{diag} \{\phi_1, \ldots, \phi_{N_R}\}$, where $|\phi_n| = 1, \forall n$. For the convenience of the subsequent expressions, we define $\phi = [\phi_1, \ldots, \phi_{N_R}]^T$ and $c = [C]_{1,1}, \ldots, [C]_{N_R, N_R}$ as the vectors March 31, 2020 DRAFT
collecting the diagonal components of $\Phi$ and $C$, respectively. Equipped with these notations, we have

$$\operatorname{tr} \{ \Phi^H B \Phi A \} = \phi^H (B \odot A^T) \phi,$$

$$\operatorname{tr} \{ \Phi^H C^H \} = c^H \phi^*, \quad \operatorname{tr} \{ \Phi C \} = \phi^T c,$$  

(32a)

(32b)

where the equation in (32a) follows from the matrix identity in [36, Eq. (1.10.6)]. Accordingly, problem (31) can be equivalently expressed as

$$\min_{\phi} \quad g(\phi) = \phi^H (B \odot A^T) \phi - 2 \Re \{ \phi^H c^* \}$$

s.t. \( |\phi_n| = 1, \quad n = 1, \ldots, N_R. \)  

(33)

C. MM Technique

The optimization of $\phi$ in problem (33) is challenging since the unit-modulus constraints exhibit non-convexity. In the following, we resort to the MM technique, which belongs to the sequential convex optimization approaches, in order to obtain a suboptimal solution. Developing tractable surrogate subproblems is the key and decides the effectiveness of the MM technique. Adhere to this idea, we aim to approximate the objective by its surrogate function such that the constraint in (33) can be handled. To this end, we start from the following lemma.

**Lemma 1:** Suppose $S$ and $L$ are both Hermitian matrices and $L \succeq S$. For an arbitrarily given $\phi^{(0)}$, we have

$$\phi^H S \phi \leq \phi^H L \phi - 2 \Re \{ \phi^H (L - S) \phi^{(0)} \} + (\phi^{(0)})^H (L - S) \phi^{(0)}. \quad (34)$$

**Proof:** Since $L \succeq S$, the constructed $(L - S)$ is essentially positive semi-definite. Elaborating the fact that \( \| (L - S)^{1/2} \phi - (L - S)^{1/2} \phi^{(0)} \|^2 \geq 0 \), we have

$$\phi^H (L - S) \phi + (\phi^{(0)})^H (L - S) \phi^{(0)} - 2 \Re \{ \phi^H (L - S) \phi^{(0)} \} \geq 0. \quad (35)$$

Then, by means of insulating the term $\phi^H S \phi$ in (35), we obtain the inequality in (34). This concludes the proof.

Inspired by the inequality in **Lemma 1**, we denote $S = B \odot A^T \in \mathbb{C}^{N_R \times N_R}$, which can be verified to be positive semi-definite according to [36], since $B$ and $A$ are both positive semi-definite. Also, we denote $L = \lambda_{\text{max}} I_{N_R}$ with $\lambda_{\text{max}}$ being the maximum eigenvalue of $S$, so that
L – S is positive semi-definite. Applying Lemma 7 we then establish an upper bound of the objective function in (33) as

\[ g(\phi) \leq \tilde{g}(\phi|\phi^{(i)}) \]

\[ = \phi^H L \phi - 2\Re \{ \phi^H (L - S) \phi^{(i)} \} + (\phi^{(i)})^H (L - S) \phi^{(i)} - 2\Re \{ \phi^H c^* \} , \]  

(36)

where i is the iterative index and \( \phi^{(i)} \) denotes the minimizer at the \( (i-1) \)th iteration of the MM procedure. Then, with the aid of the reconstructed objective function, we obtain the following surrogate subproblems as

\[ \mathcal{P}^{(i)}_{MSE,\Phi} : \min_{\phi} \tilde{g}(\phi|\phi^{(i)}) \]  

s.t.  \[ |\phi_n| = 1, \quad n = 1, \ldots, N_R. \]  

(37a)

Since the moduli of \( \phi_n, \forall n, \) are constrained to be unity, we have \( \phi^H \phi = I_{N_R} \) and \( \phi^H L \phi = \lambda_{\text{max}} N_R. \) Moreover, omitting the constant terms irrespective of \( \phi, \) we arrive at an equivalence of problem (37) which is given by

\[ \max_{\phi} \Re \{ \phi^H \alpha^{(i)} \} \]  

s.t.  \[ |\phi_n| = 1, \quad n = 1, \ldots, N_R, \]  

(38)

where \( \alpha^{(i)} = (\lambda_{\text{max}} I_{N_R} - S) \phi^{(i)} + c^*. \) We denote the nth element of vector \( \alpha^{(i)} \) by \( \alpha_n^{(i)} = |\alpha_n^{(i)}| e^{j\beta_n^{(i)}}. \) Then, it is trivial to obtain the optimal solution to problem (38), which is

\[ \phi_n^{(i+1)} = e^{j\beta_n^{(i)}}, \quad n = 1, \ldots, N_R. \]  

(39)

It is revealed from (39) that to minimize the objective function in (37), the phase of each \( \phi_n \) should be aligned with that of the corresponding element of \( \alpha^{(i)} \). Denoting the minimum objective value of \( \mathcal{P}^{(i)}_{MSE,\Phi} \) as \( \tilde{g}^{(i)}_{\text{min}} \) and \( \Phi^{(i)} = \text{diag} \{ \phi^{(i)} \} \), we can obtain the following results.

**Proposition 2:** The minimum objective value sequence, \( \{ \tilde{g}^{(i)} \}_{i=0}^{\infty} \) output by \( \mathcal{P}^{(i)}_{MSE,\Phi} \) is monotonically non-increasing and convergent. Additionally, the sequence of the corresponding RIS phase shift matrices, \( \{ \Phi^{(i)} \}_{i=0}^{\infty} \), also converges, with each limit point being a local minimizer of the original problem \( \mathcal{P}_{MSE,\Phi} \). Lastly, the resulting point of \( \{ \Phi^{(i)} \}_{i=0}^{\infty} \) fulfills the first-order optimality conditions of problem \( \mathcal{P}_{MSE,\Phi}. \)

**Proof:** See Appendix A.
To conclude this section, the MM-based approach proposed to handle problem (33) is summarized in Algorithm 3.

### Algorithm 3: MM-based Phase Shift Optimization Method

**Input:** Feasible $\phi^{(0)}$, iterative index $i = 0$, and threshold $\varepsilon$.

1. Calculate the objective value $g\left(\phi^{(i)}\right)$ in (33).
2. repeat
3. Calculate $\alpha^{(i)} = \left(\lambda_{\text{max}} I_{N_R} - B \odot A^T\right) \phi^{(i)} + c^*$.
4. Solve problem $P_{\text{MSE},\Phi}^{(i)}$ in (37) with its optimal solution $\phi^{(i+1)}$ given by (39).
5. Calculate $g\left(\phi^{(i+1)}\right)$.
6. Set $i = i + 1$.
7. until $\left|g\left(\phi^{(i)}\right) - g\left(\phi^{(i-1)}\right)\right| \leq \varepsilon$

**Output:** The RIS phase shift vector $\phi^{(i)}$.

---

### V. Overall Algorithm

#### A. GEE Maximization

The above Sections III and IV provide the solutions for $Q$ and $\Phi$, respectively. Combining all the adopted approaches together forms the overall solution methodology for the GEE maximization problem. In particular, we present the detailed description of the GEE maximization algorithm for the considered RIS-assisted multiuser MIMO uplink transmission in Algorithm 4, where the BCD method in step 8 is detailed in Algorithm 5.

### Algorithm 4: AO-based GEE Maximization Algorithm

**Input:** Feasible $\Lambda^{(0)}$, $\Phi^{(0)}$, iterative index $t = 0$, and threshold $\varepsilon$.

1. repeat
2. Calculate the DE expression $\overline{R}\left(\Lambda^{(t)}\right)$ by Algorithm 1.
3. Update $Q$ with given $\Phi^{(t)}$.
4. Solve $\overline{P}_\Lambda$ by Algorithm 2 and set the optimal solution as $\Lambda_k^{(t+1)}$, $k = 1, \ldots, K$.
5. Obtain $Q_k^{(t+1)} = V_{2,k}^H \Lambda_k^{(t+1)} V_{2,k}$, $k = 1, \ldots, K$.
6. Update $\Phi$ with given $Q^{(t+1)}$.
7. Calculate the DE auxiliary variables $\psi_k$, $\forall k$, using $\Phi^{(t)}$ and $\Lambda^{(t+1)}$ by Algorithm 1.
8. Solve problem $\overline{P}_\Phi$ in (23) via solving the equivalent problem $\overline{P}_{\text{MSE}}$ using the BCD-based Algorithm 5 and set the intermediate solution as $\Phi^{(t+1)}$.
9. Set $t = t + 1$.
10. until $\left|\text{GEE}\left(Q^{(t)}, \Phi^{(t)}\right) - \text{GEE}\left(Q^{(t-1)}, \Phi^{(t-1)}\right)\right| \leq \varepsilon$

**Output:** Transmit covariance matrices $Q^{(t)}$ and the RIS phase shift matrix $\Phi^{(t)}$. 
Algorithm 5 BCD Method

**Input:** Feasible $W_c^{(0)}, U_c^{(0)}, \Phi^{(0)}$, iterative index $s = 0$, and threshold $\varepsilon$.

1. Calculate $h \left( W_c^{(s)}, U_c^{(s)}, \Phi^{(s)} \right)$ in (28).

2: repeat

3. Update $W_c$ with given $U_c^{(s)}$ and $\Phi^{(s)}$:

4. Calculate $E_c$ in (27) with $U_c^{(s)}$ and $\Phi^{(s)}$.

5. Obtain $W_c^{(s+1)} = E_c^{-1}$.

6. Update $U_c$ with given $W_c^{(s+1)}$ and $\Phi^{(s)}$:

7. Obtain $U_c^{(s+1)} = \left( \sigma^2 I_M + H_1 \Phi^{(s)} A \left( \Phi^{(s)} \right)^H H_1^H \right)^{-1} H_1 \Phi^{(s)} A^{1/2}$.

8. Update $\Phi$ with given $W_c^{(s+1)}$ and $U_c^{(s+1)}$:

9. Solve the problem in (33) using the MM-based Algorithm 3 and set the optimal solution as $\phi^{(s+1)}$.

10. Obtain $\Phi^{(s+1)} = \text{diag} \{ \phi^{(s+1)} \}$.

11. Calculate $h \left( W_c^{(s+1)}, U_c^{(s+1)}, \Phi^{(s+1)} \right)$ in (28).

12. Set $s = s + 1$.

13: until $\left| h \left( W_c^{(s)}, U_c^{(s)}, \Phi^{(s)} \right) - h \left( W_c^{(s)}, U_c^{(s)}, \Phi^{(s)} \right) \right| \leq \varepsilon$

**Output:** The RIS phase shift matrix $\Phi^{(s)}$.

---

**B. SE Maximization**

In the previous discussions, we focused on the considered GEE maximization problem in (7). Although the overall algorithm is designed for maximizing the system GEE, we can straightforwardly specialize the proposed approach to the case of maximizing the system SE. In fact, inspecting the objective function of problem (7), we find that the system SE appears as just the numerator of the GEE. Therefore, if we consider the numerator only, the GEE maximization in Algorithm 4 is reduced to handle the special case that maximize the system SE. To perform this modification, we just need to set $\xi_k = 0$ for all UTs, so that the denominator of the system GEE is degenerated into a constant. Note that this setting has a great impact on the optimization of the power allocation matrices, $\Lambda_k$, $\forall k$. Specifically, compared with the fractional, non-convex, and complicated GEE maximization, the SE maximization is a non-fractional, convex, and simple problem with respect to $\Lambda_k$, $\forall k$, and thus can be tackled after just one iteration in Algorithm 2 without the use of Dinkelbach’s method.

---

**C. Convergence and Complexity Analysis**

It is shown in Algorithm 4 that $Q$ and $\Phi$ are alternatingly optimized. For the solution approach obtaining $Q$, we iteratively optimize the eigenmatrix, $V$, and the power allocation matrix, $\Lambda$. As
shown in Proposition 7, $V$ has a closed-form optimal solution. Meanwhile, we optimize $\Lambda$ by Dinkelbach’s method. Thus, the result converges to the global optimum of the fractional program $\overline{P}_\Lambda$ in (19) [32]. Consequently, $Q$ converges and would not decrease the system GEE value at each iteration in Algorithm 4. In addition, the iterative MSE minimization approach conceived for $\Phi$ in Algorithm 5 is based on the BCD method and its convergence is guaranteed from [35, Theorem 3]. Hence, the developed approach for optimizing $\Phi$ also converges and will not decrease the system GEE value at each iteration in Algorithm 4. Based on the above facts, both solutions of $Q$ and $\Phi$ will not decrease the objective value in $P_{Q,\Phi}$, i.e., $\text{GEE}(Q(t), \Phi(t)) \geq \text{GEE}(Q(t-1), \Phi(t-1))$, where $t$ is the iteration index of AO. Hence, the convergence of the overall methodology for alternatingly optimizing $Q$ and $\Phi$ in the AO-based GEE maximization in Algorithm 4 is guaranteed.

After the convergence analysis of these algorithms, we turn our attention to discussing their computational complexity. The main structure of the overall Algorithm 4 is built upon AO, which requires a total of $I_{AO}$ iterations. More specifically, due to the fast convergence rate of the DE method [33] in Algorithm 1, the per-iteration complexity in Algorithm 4 is mainly composed of the complexity of Algorithm 2 for optimizing $\Lambda$ and the complexity of Algorithm 5 for optimizing $\Phi$. For Algorithm 2, there is a total of $I_D$ iterations included in the Dinkelbach’s method and each iteration needs to tackle a convex program with $N$ variables, whose complexity is polynomial in terms of the number of variables [37]. Hence, the complexity of Algorithm 2 can be asymptotically estimated as $O(I_D N^p)$ where the value of $I_D$ is very small thanks to the super-linear convergence rate of Dinkelbach’s method [32] and $1 \leq p \leq 4$ for standard convex program solutions [9]. For Algorithm 5, we assume that the BCD method requires to perform $I_{BCD}$ iterations, each comprises three major optimizations in terms of $W_c$, $U_c$, and $\Phi$, respectively. It is clear to show that the complexity of computing the optimal results of $W_c$ and $U_c$, respectively given in (29) and (30), is evaluated as $O(M^3)$ and $O(N_R^3)$. Then, we analyze the complexity of the MM-based optimization of $\Phi$ in Algorithm 4. At the start of MM, it is necessary to obtain $\lambda_{\text{max}}$, i.e., the maximum eigenvalue of the $N_R \times N_R$ matrix $S$, whose complexity is $O(N_R^3)$. Suppose that the MM technique requires $I_{\text{MM}}$ iterations to converge in total. The complexity of each iteration mainly depends on the computation of $\alpha^{(i)}$ in step 3 of Algorithm 3 and the corresponding complexity is given by $O(N_R^3)$. Therefore, assuming that $N_R > M$, the complexity of evaluating $\Phi$ is approximated as $O(N_R^3 + I_{\text{MM}} N_R^3)$. Hence, the complexity of obtaining the optimal $W_c$ and $U_c$ is negligible compared with that of optimizing
Φ in the BCD method, whose complexity is given by \( O(I_{BCD}(N_R^3 + I_{MM}N_R^2)) \). Putting together the above analyses, the overall complexity of the AO-based GEE maximization Algorithm 4 is estimated as \( O(I_{AO}(I_D N^p + I_{BCD}(N_R^3 + I_{MM}N_R^2))) \), which is in polynomial time.

VI. Numerical Results

In this section, we provide numerical results to appraise the performance of the proposed approach for our considered RIS-assisted multiuser MIMO uplink transmission. Throughout the simulations, the channel realizations are generated as follows. Regarding the large scale fading, we assume that all the composite UT-RIS-BS channels, i.e., \( H_1H_{2,k}, \forall k \), exhibit the same path loss \(-120\) dB for illustration [38]. Meanwhile, for the small scale fading of the UT-to-RIS and RIS-to-BS channels, we consider the suburban macro propagation environment where the primary statistical channel parameters are based on the 3GPP spatial channel model [39]. Unless further specified, the simulation parameters are given as follows [9], [40]: number of UTs \( K = 8 \), number of UT antennas \( N_k = 4, \forall k \), number of BS antennas \( M = 16 \), number of reflecting units \( N_R = 32 \), system bandwidth \( W = 10 \) MHz, background noise variance at the BS \( \sigma^2 = -96 \) dBm, amplifier efficiency factor \( \rho_k = 0.3, \forall k \), i.e., \( \xi_k = 1/0.3, \forall k \), static circuit power of each UT \( P_{c,k} = 20 \) dBm, \( \forall k \), hardware dissipated power at the BS \( P_{BS} = 39 \) dBm, static power per phase shifter at the RIS \( P_s = 10 \) dBm, and maximum tolerance for algorithm convergence is \( \varepsilon = 10^{-4} \). In addition, we assume equal individual maximum power constraints for all UTs, i.e., \( P_{\text{max},k} = P_{\text{max}}, \forall k \).

A. Impact of Maximum Transmit Power

Fig. 2 sketches the system GEE performance versus the maximum transmit power \( P_{\text{max}} \). We consider three cases with configurations given by: case 1) \( N_R = 16, M = 8, \) and \( K = 4 \); case 2) \( N_R = 32, M = 16, \) and \( K = 6 \); case 3) \( N_R = 64, M = 32, \) and \( K = 8 \). It can be seen that the system GEE achieved by the proposed approach first increases rapidly with increasing \( P_{\text{max}} \), and then becomes a constant when \( P_{\text{max}} \) is larger than a certain threshold value. This is a direct result of the fact that the system GEE is not a monotonically-increasing function with respect to \( P_{\text{max}} \). Instead, GEE is maximized by a finite but sufficient amount of transmit power. Once the maximum GEE is achieved, the proposed algorithm clips the transmit power even though there is still transmit power available which causes the saturation.
In addition, to verify the accuracy of the derived analytical DE expression, Fig. 2 also compares it with the ergodic system GEE, which is evaluated through the computationally expensive Monte Carlo method. As can be seen from Fig. 2, the differences between the Monte Carlo results and the DE results are almost negligible in all the considered cases, even in that with moderate numbers of antennas. The simulation results illustrate that the proposed DE expressions are accurate to estimate the ergodic objective values. Thus, we confirm the effectiveness and validity of the proposed DE-based approach for resource allocation in the RIS-assisted multiuser MIMO uplink system with partial CSI.

### B. Comparison with the SE Maximization Approach

In Fig. 3, we compare the performances of the GEE-oriented approach with the SE-oriented one. The latter approach aims to maximize the system SE and is a special case of Algorithm 4, where $\xi_k$ for all $k$ is set to be zero as described in Section V-B. The GEE and SE performances versus $P_{\text{max}}$ are presented in Figs. 3(a) and 3(b), respectively. As depicted, when $P_{\text{max}} \leq 15$ dBm, these two approaches perform almost identically in terms of both GEE and SE. The results exhibit that at low transmit power levels, adopting GEE or SE as the system design criterion yields similar resource allocation. This is owing to the fact that in low $P_{\text{max}}$ regime, both GEE and SE increase with $P_{\text{max}}$ as the circuit power consumption dominates the objective function in (8). In other words, transmission exhausting the total power budget is energy-efficient and GEE
maximization degenerates to SE maximization. However, the above two approaches perform substantially differently at high transmit power regimes, which is $P_{\text{max}} \geq 15$ dBm in both subfigures. Observed from Fig. 3(b), the system SE achieved by the SE maximization approach keeps increasing with $P_{\text{max}}$ while that achieved by the GEE-oriented one tends to be a constant. However, it is shown in Fig. 3(a) that the GEE-oriented approach remains as a constant while achieving a substantially higher GEE than that of the SE-oriented one. As mentioned before, there exists a saturation point of the optimal transmit power for maximizing GEE, thus any power exceeds the threshold is redundant and will only decrease the system GEE. In contrast, for the SE-oriented one, it always requires full power budget to maximize the SE, and thus an exceedingly larger transmit power is consumed, which decreases the GEE in high transmit power regimes.

To validate the benefits of utilizing RISs to enhance the system performances, we also compare the GEE performance of the RIS-assisted case to that with a fixed phase shift matrix, i.e., $\Phi = I_{N_{\text{R}}}$. In the latter case, only the optimization of the transmit covariance matrices, $Q_k$, of all UTs, is performed, which can be accomplished by means of Proposition 7 together with the power allocation approach in Algorithm 2. As expected, the absence of the optimized RIS phase shift matrix $\Phi$ leads to a degradation of the system GEE compared to the case where an optimized RIS is adopted, which is shown in Fig. 3(a). Moreover, we also plot the SE performance of the RIS-assisted system in comparison with the case of $\Phi = I_{N_{\text{R}}}$ in Fig. 3(b).
It is intuitive and reasonable to see that the RIS-assisted one outperforms the other in terms of system SE. Generally, these results demonstrate the benefits of the RIS structure offering significant gains in both GEE and SE.

C. Comparison with Other Schemes

To further verify the GEE advantages brought by the deployment of RISs, we compare the RIS-assisted system with other schemes. As the direct UT-to-BS channels are not available in the considered system, the performance of the conventional multiuser MIMO uplink systems without RIS cannot be guaranteed. Then, we consider a more relevant baseline scheme where the RIS is substituted by an amplify-and-forward (AF) relay equipped with $N_R$ transmit and receive antennas, respectively. Note that AF is a widely adopted protocol as decoding is not required at the relay, which allows a more efficient implementation in practice [22]. For the considered AF relay baseline case (assuming full-duplex operation with perfect self-interference cancellation), we model the operations at the AF relay by a $N_R \times N_R$ complex-valued matrix $F$, which is constrained by a maximum relay power budget. Note that this baseline scheme not only actively amplifies the desired signals, but also amplifies the receiver noise at the relay node, which does not happen in the RIS-assisted system. Consequently, the received signals at the relay and the BS can be expressed as

$$y_r = \sum_{k=1}^{K} H_{2,k}x_k + n_r,$$

$$y_{BS} = H_1 F y_r + n = \sum_{k=1}^{K} H_1 F H_{2,k} x_k + H_1 F n_r + n,$$

respectively, where $n_r \sim \mathcal{CN}(0, \sigma_r^2 I_{N_R})$ represents the thermal noise at the relay. Denote the aggregate interference-plus-noise as $n' = H_1 F n_r + n$, which is treated as Gaussian noise for a worst-case design [41]. Then, the ergodic SE of the relay-assisted multiuser MIMO system in the uplink is given by

$$R_r = \mathbb{E} \left\{ \log_2 \det \left( K + \sum_{k=1}^{K} H_1 F H_{2,k} Q_k H_{2,k}^H F^H H_1^H \right) \right\} - \log_2 \det (K),$$

where $K$ is the covariance matrix of $n'$ and can be expressed as

$$K = \sigma_r^2 H_1 F F^H H_1^H + \sigma^2 I_M \in \mathbb{C}^{M \times M}.$$
In addition, the energy consumption of the AF relay-assisted system is modeled as

\[ P_{r,\text{tot}} = \sum_{k=1}^{K} (\xi_{k}\text{tr}\{Q_k\} + P_{r,k}) + P_{\text{BS}} + \xi_{r} P_{r}(F) + N_{\text{R}} P_{s,r}, \]  

(44)

which is similar to that of the RIS-assisted one, except for an additional transmit power \( P_{r}(F) \) consumed by the relay for signal amplification. In addition, in (44), \( \xi_{r} \) is related to the relay power amplifier efficiency, \( P_{s,r} \) denotes the power dissipated by each transmit antenna at the relay, and the relay total transmit power \( P_{r}(F) \) is given by

\[ P_{r}(F) = \mathbb{E} \left\{ \text{tr} \left\{ F \left( \sum_{k=1}^{K} H_{2,k} Q_k H_{2,k}^H + \sigma_r^2 I_{N_{\text{R}}} \right) F^H \right\} \right\}. \]  

(45)

For the resource allocation design of the AF relay-assisted system, we jointly optimize the transmit covariance matrices, \( Q_k, \forall k \), at the UT sides and the AF matrix, \( F \), to maximize the system GEE, which is characterized as

\[
\mathcal{P}_{Q,F} : \quad \max_{Q,F} \quad \frac{WR_r}{P_{r,\text{tot}}},
\]

s.t. \( \text{tr}\{Q_k\} \leq P_{\text{max},k}, \quad Q_k \succeq 0, \quad \forall k \in \mathcal{K}, \)  

\[
P_{r}(F) \leq P_{\text{max},r},
\]

(46a)

(46b)

(46c)

where \( P_{\text{max},r} \) depends on the relay power budget. For fair comparison, we set \( P_{\text{max},k} = P_{\text{max},r} = P_{\text{max}}, \forall k \). In addition, the thermal noise variance, the hardware dissipated power per antenna, and the amplifier inefficiency factor at the relay station are set as \( \sigma_r^2 = -120 \) dBm, \( P_{s,r} = 10 \) dBm, and \( \xi_{r} = 1/0.3 \), respectively.

The GEE maximization problem \( \mathcal{P}_{Q,F} \) for the relay-assisted system is also tackled via utilizing the AO method. Given an arbitrary \( F \), we can optimize \( Q \) by performing a similar approach as that in Section [III]. However, since the denominator of the objective in (46) is related to \( F \) and constraint (46c) is challenging to handle, the optimization of \( F \) with fixed \( Q \) is quite different from that of \( \Phi \). Hence, numerical exhaustive search is employed to optimize \( F \) [9].

In addition, we consider the scheme exploiting perfect instantaneous CSI of both UT-to-RIS and RIS-to-BS channels, which serves as the comparison benchmark. Fig. 4 illustrates the comparison of the GEE performance between the proposed RIS-assisted transmission scheme with partial CSI and other schemes, including the perfect CSI benchmark case as well as the AF relay-assisted baseline case. It is shown that the RIS-assisted system significantly outperforms the
Fig. 4. Comparison of the GEE performance versus $P_{\text{max}}$ in RIS and AF relay-assisted systems.

AF relay-assisted one in terms of GEE. This can be explained by the fact that the relay-assisted system exhibits higher energy consumption compared to the RIS-assisted one. As mentioned before, passive RIS elements reflect received signals without adopting a transmitter module while the active AF relay assists transmissions through generating new signals, which incurs additional transmit power consumption. In addition, better GEE performance can be attained using perfect CSI but with a larger signaling overhead. Furthermore, it is interesting to notice that the gaps among the curves of the three schemes remain constant in the high transmit power budget. This behaviour is due to the reason that the system GEE will eventually saturate for large power budgets.

VII. CONCLUSION

We investigated resource allocation for RIS-assisted multiuser MIMO uplink communication systems under the GEE maximization criterion. The transmit covariance matrices of the UTs and the phase shifts of the RIS reflector were jointly optimized in the transmission design, subject to a transmit power constraint at each UT. We considered a practical scenario, where the instantaneous knowledge of the RIS-to-BS channel is available, while only the statistical knowledge of the UT-to-RIS channels can be exploited for resource allocation. We first obtained closed-form solutions for the optimal transmit signal directions at the UT sides. Taking advantage of the random matrix theory, we simplified the subsequent optimizations with a DE-based objective
function. Then, we utilized Dinkelbach’s approach to solve the power allocation problem with a fixed RIS phase shift matrix. In addition, to optimize the RIS phase shift matrix, we introduced an equivalent MSE minimization problem, which was tackled by the BCD method as well as the MM technique. Demonstrated by numerical results, the developed approach is effective in both GEE and SE maximization. Moreover, the RIS-assisted systems can achieve significant GEE performance gains compared to some traditional baseline schemes.

**APPENDIX A**

**PROOF OF PROPOSITION 2**

To gain some insight into the properties of the adopted MM technique, consider the general minimization program as follows

\[
P : \min_{x \in X} f(x) \\
\text{s.t. } x \in X,
\]

where \(X\) is a convex and compact feasible set. Denote by \(P^{(i)} = \min_{x \in X} \tilde{f}(x|x^{(i)})\) a series of minimization programs with \(x^{(i+1)}\) being the corresponding minimizer. The surrogate objective function \(\tilde{f}(x|x^{(i)})\) in each \(P^{(i)}\), is approximate to \(f(x)\), which is constructed by the previous optimal solution \(x^{(i)}\). In addition, problem \(P^{(i)}\) has the same feasible set \(X\) as that of problem \(P\). If the surrogate objective functions \(\tilde{f}(x|x^{(i)})\) have the following properties:

1) \(\tilde{f}(x|x^{(i)}) \geq f(x), \ \forall x,\)
2) \(\tilde{f}(x^{(i)}|x^{(i)}) = f(x^{(i)}),\)
3) \(\nabla_x \tilde{f}(x^{(i)}|x^{(i)}) = \nabla_x f(x^{(i)}),\)

we can then conclude that the minimum sequence \(\left\{\tilde{f}(x^{(i+1)}|x^{(i)})\right\}^\infty_{i=0}\) is monotonically non-increasing and convergent. In addition, the optimizer sequence \(\left\{x^{(i)}\right\}^\infty_{i=0}\) converges to a resulting point \(x^*\) fulfilling the first-order optimality conditions of \(P\) [42].

For the phase shift optimization problem in (31), the three properties described above can be readily checked to be satisfied with respect to \(\tilde{f}(\phi|\phi^{(i)})\) given in (36) [9]. As a consequence, the results in *Proposition 2* hold. This concludes the proof.
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