Experimental Manifestations of Fermion Condensation in Strongly Correlated Fermi Systems
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Many strongly correlated Fermi systems including heavy-fermion (HF) metals and high-$T_c$ superconductors belong to that class of quantum many-body systems for which the Landau–Fermi liquid theory fails. Instead, these systems exhibit non-Fermi-liquid properties that arise from violation of time-reversal (T) and particle–hole (C) invariance. Here we consider two most recent experimental puzzles, which cannot be explained neither within the Landau–Fermi liquid picture nor can they be made intelligible by the approaches like the Hubbard model and/or the Kondo effect, which are commonly used to spell out the typical non-Fermi-liquid behavior. The first experimental puzzle is the asymmetric (with respect to bias voltage $V$) tunneling conductance (more specifically differential conductivity $dI/dV$, where $I$ is the current) of HF metals like CeCoIn$_5$ and YbRh$_2$Si$_2$ and Leggett theorem violation in overdoped copper HTSC oxides. The second puzzle is strange properties of geometrically frustrated 2D magnets like herbertsmithite ZnCu$_2$(OH)$_6$Cl$_2$, of which unusual properties are related to the emergence of so-called quantum spin liquid formed from fermionic spinons — the quasiparticles which substitute ordinary bosonic magnons in geometrically frustrated substances. It turns out that in both above classes of compounds, the background Fermi liquid (quantum spin liquid in geometrically frustrated magnets and electron liquid in other substances) is considered to undergo a transformation that renders a portion of its excitation spectrum dispersionless, giving rise to so-called flat bands. The presence of a flat band indicates that the system is close to a special quantum critical point, namely a topological fermion-condensation quantum phase transition. An essential aspect of the behavior of a system hosting a flat band is that application of a magnetic field restores its normal Fermi-liquid properties, including T- and C-invariance, thus removing above non-Fermi-liquid anomalies.
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1. Introduction

Many strongly correlated Fermi systems, notably those electronic solids identified as heavy-fermion (HF) metals and high-$T_c$ superconductors (HTSC), belong to a new class of materials for which standard Landau–Fermi liquid (LFL) theory no longer applies. Instead, the systems demonstrate so-called non-Fermi-liquid (NFL) properties, typically reflecting violation of time-reversal and particle–antiparticle invariances (respectively T-invariance and C-invariance). Measurement of tunneling conductance provides a powerful experimental technique for detecting these symmetry violations. Preservation of T and C symmetries is inherent in LFL theory, which implies that the differential conductivity formed from the current $I$ and bias voltage $V$ is necessarily a symmetric function of $V$. It has been predicted that the conductivity becomes asymmetric for HF metals such as CeCoIn$_5$ and YbRh$_2$Si$_2$. As an underlying mechanism, it is posited in these materials that the electronic system undergoes a special kind of transformation: a portion of its single-particle spectrum becomes dispersionless, forming a so-called flat band and leading to the asymmetrical conductivity [1–4]. Emergence of a flat band implies that the system possesses a quantum critical point representing a topological instability. This instability induces a topological fermion-condensation quantum phase transition (FCQPT) [3, 5, 6] involving the phenomenon of fermion condensation (FC). Importantly, application of a magnetic field $B$ restores the usual Fermi-liquid properties, i.e., the differential conductivity becomes a symmetric function of $V$ due to the reappearance of the T- and C-invariances [1–3]. This behavior has been observed in recent measurements of tunneling conductivity on both YbRh$_2$Si$_2$ [7, 8] and graphene [9].

Analysis of the data [8, 9] provides an explicit demonstration of the restoration of symmetry. In a geometrically frustrated magnet, spins are prevented from forming an ordered alignment, so that even at temperatures close to absolute zero they occupy a liquid-like state called a quantum spin liquid (QSL). The herbertsmithite mineral has been exposed as a $S = 1/2$ kagome antiferromagnet, and recent experimental investigations have revealed its unusual behavior [10–15]. The balance of electrostatic forces for the Cu$^{2+}$ ions in the kagome structure is such that they occupy distorted octahedral sites. The magnetic planes formed by the Cu$^{2+}$ $S = 1/2$ ions are interspersed with nonmagnetic Zn$^{2+}$ layers. In samples, Cu$^{2+}$ defects occupy the nonmagnetic Zn$^{2+}$ sites between the kagome layers with $x \simeq 15\%$ probability, thus introducing randomness and inhomogeneity into the lattice [16]. As we shall see, the starring role of impurities
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in formation of the QSL is not clearly understood. However, we suggest that the influence of impurities induced by the homogeneity on the properties of ZnCu$_3$(OH)$_6$Cl$_2$ can be tested by varying $x$. We note that the impurities can stabilize QSL as it is observed in measurements on the verdazyl-based complex Zn(hfac)$_2$(A$_x$B$_{1-x}$) [17]. The experiments made on ZnCu$_3$(OH)$_6$Cl$_2$ have not found any traces of magnetic order in it. Nor have they found the spin freezing down to temperatures of around 50 mK. In these respects, herbertsmithite is the best candidate among quantum magnets to contain the QSL described above [10–15]. These assessments are supported by model calculations indicating that the ground state of kagome antiferromagnet is a gapless spin liquid [3, 6, 18–23].

On the other hand, the recent studies suggest that there can exist a small spin-gap in the kagome layers that stands in conflict to this emerging picture [16, 24, 25] (see also Refs. [26–28] for a recent review). The results reported are based on both experimental findings and their theoretical interpretation in the framework of the impurity model. The experimental data involved are derived from high-resolution low-energy inelastic neutron scattering on ZnCu$_3$(OH)$_6$Cl$_2$ single crystals. It is assumed that the influence of the Cu impurity ensemble on the observed properties of herbertsmithite may be disentangled from that of the kagome lattice geometry [16, 24, 25].

It is further assumed that the impurity ensemble may be represented as a simple cubic lattice in the dilute limit below the percolation threshold. The model then assumes that the spin gap survives under the application of magnetic fields up to 9 T [24], while in the absence of magnetic fields the bulk spin susceptibility $\chi$ exhibits a divergent Curie-like tail, indicating that some of the Cu spins act like weakly coupled impurities [16, 24, 25]. The same behavior is recently reported in a new kagome quantum spin liquid candidate Cu$_3$Zn(OH)$_6$FBr [29]. As a result, we observe a challenging contradiction between two sets of experimental data when some of them state the absent of a gap, while the other present evidences in the favor of gap.

In many common superconductors, the density $n_s$ of superconducting electrons is equal to the total electron density $n_t$, as a manifestation of a well-known theorem of Leggett [30, 31]. However, recent measurements on overdoped copper HTSC oxides have demonstrated the putatively anomalous behavior $n_s \ll n_t$, awaiting explanation. In other words, the density of paired (superfluid) charge carriers turns out to be much lower than that predicted by the standard theory of Bardeen, Cooper, and Schrieffer (BCS) for conventional superconductors, within which $n_s$ is directly proportional to the critical temperature $T_c$ over a wide doping range [32, 33]. Broadly speaking, if no conventional explanation of this behavior can be given, such a departure from BCS theory may occur because the electronic fluid within the material is not a normal Fermi liquid in the sense of Landau FL theory. More specifically, the system may exhibit a FCQPT, beyond which some charge carriers form a fermion condensate (FC) having very exotic properties [3, 6]. In particular, the Leggett theorem no longer applies [34], since the $T$- and C-invariances are violated in systems exhibiting a FC [3, 6, 35].

Also of special interest as possible expressions of new physics are observations involving resistivity $\rho$ and zero temperature London penetration depth $\lambda_0$ that indicate a universal scaling property

$$\frac{d\rho}{dT} \propto \lambda_0^2$$

(1)

for a large number of strongly correlated high-temperature superconductors [36]. This scaling relation spans several orders of magnitude in $\lambda$, attesting to the robustness of the empirical law (1); indeed, the behavior is similar to that documented in Ref. [37] and explained in Ref. [38]. We shall show that the observed scaling is simply explained by the emergence of flat bands formed by fermion condensation [39, 40].

Here we are going to show that both above groups of substances have one very important similarity — their basic physical properties are determined by the fermion condensate (and corresponding topological phase transition) emerging due to presence of the flat band in the energy spectra of their fermionic quasiparticles.

### 2. Fermion condensation

For decades, the famous Landau–Fermi liquid (LFL) theory [41] has been de facto the universal tool to describe the itinerant fermionic systems. It describes the ensemble of interacting electrons and nuclei in a solid in terms of a weakly interacting quasiparticle gas. This implies that the elementary excitations behave like these quasiparticles, determining the low-temperature physical properties of the system under consideration. The quasiparticles have a certain effective mass $M^*$, which is a parameter of the theory [41–43], being approximately independent of external stimuli including temperature, pressure, or an electromagnetic field. The LFL theory cannot, however, explain experimental results related to a strong dependence of the effective mass $M^*$ on temperature or magnetic field, as observed in strongly correlated Fermi systems [3, 44]. At the same time, deviations from LFL behavior are observed in the vicinity of a FCQPT [3, 44]. These so-called non-Fermi-liquid anomalies are generated by large value of the effective mass (infinite at a FCQPT point; see [3, 6] for details).

We now outline the physical mechanism responsible for the dependence of the Landau quasiparticle effective mass, $M^*(B, T)$, on magnetic field and temperature. Again, the key point is that upon approach to the FCQPT from the LFL regime, the effective mass begins to depend strongly on temperature $T$, magnetic field $B$, and other external parameters such as the pressure $P$ [3]. In effect, this phenomenon is directly related to the existence of an additional instability channel for
In this expression, $M^*$ for the effective mass acquires temperature and field dependence [3]. To investigate the low-temperature transport properties, scaling behavior, and effective mass $M^*(B, T)$ of a fermionic ensemble, we adopt the model of homogeneous Fermi liquid. In that case, the description avoids complications associated with the crystalline anisotropy of solids [3], and the Landau equation for effective mass $M^*$ of a quasiparticle, in the presence of a magnetic field of strength $B$, now reads [3, 41]:

$$\frac{1}{M^*(B, T)} = \frac{1}{M} + \sum_\sigma \frac{\partial n_\sigma(p, T, B)}{\partial p} \frac{dp}{(2\pi)^3} F(p, p)$$

(2)

In this expression, $M$ is the bare mass, $F(p, p)$ is the Landau interaction function, which depends here on the Fermi momentum $p_f$ and momentum $p$, and $n_\sigma(p, T, B)$ is the quasiparticle distribution function for spin projection $\sigma$. The quasiparticle interaction $F(p, p_1)$, assumed here to be spin-independent, is phenomenological, being chosen to provide the best fit to experiment, and $\sigma$ is the spin index. For simplicity, we assume that the Landau interaction does not depend on temperature so that the quasiparticle distribution has the Fermi–Dirac form

$$n_\sigma(p, T) = \left[1 + \exp \left(\frac{\varepsilon_\sigma(p, T) - \mu_\sigma}{T}\right)\right]^{-1},$$

(3)

in terms of the single-particle energy spectrum $\varepsilon_\sigma(p, T)$. In the case under consideration, the chemical potential $\mu$ depends on the spin through the Zeeman splitting $\mu_\sigma = \mu \pm \mu_B B$, where $\mu_B$ is the Bohr magneton. In the LFL theory, the single-particle spectrum is obtained as a variational derivative of the system energy $E[n_\sigma(p, T)]$:

$$\varepsilon_\sigma(p, T) = \frac{\delta E[n_\sigma(p)]}{\delta n_\sigma}.$$ 

In describing of strongly correlated fermion ensembles, the choice of the shape and parameters of the interaction function $F(p, p_1)$ is dictated by its possession of an FCQPT [3]. Thus, the role of the Landau interaction is to bring the system to the FCQPT point, at which the topology of the Fermi surface is altered in such a way that the effective mass acquires temperature and field dependence [3]. The variational principle, applied to the functional $E[n_\sigma(p, T)]$, leads to the following explicit expression for $\varepsilon_\sigma(p, T)$:

$$\frac{\partial \varepsilon_\sigma(p, T)}{\partial p} = \frac{p}{M} - \int \frac{\partial F(p, p_1)}{\partial p} n_\sigma(p_1, T) \frac{d^3p_1}{(2\pi)^3},$$

(4)

Equations (3) and (4) provide for self-consistent determination of $\varepsilon_\sigma(p, T)$ and $n_\sigma(p, T)$, yielding in turn the effective mass through $p_f/M^* = \partial \varepsilon(p)/\partial p_{f\parallel B}$. At the FCQPT point, Eq. (2) can be solved analytically [3]. At $B = 0$, contrary to LFL case, the effective mass is approximately constant, $M^*$ now becomes strongly temperature dependent, demonstrating the NFL behavior

$$M^*(T) \approx a_T T^{-2/3},$$

(5)

At finite $T$, the system undergoes a transition to the LFL region of the phase diagram, and being subjected to the magnetic field, exhibits the behavior

$$M^*(B) \approx a_B B^{-2/3},$$

(6)

of the effective mass.

The introduction of “internal” (or natural) scales greatly simplifies analysis of the problem under consideration. We first observe that near the FCQPT, the solution $M^*(B, T)$ of Eq. (2) reaches its maximal value $M^*_N$ at certain temperature $T_M \propto B$ [3]. Hence, to measure the effective mass and temperature, it is convenient to introduce the scales $M^*_N$ and $T_M$, respectively. This generates the normalized effective mass $M^*_N = M^*/M^*_N$ and temperature $T_N = T/T_M$. Close to the FCQPT, the normalized solution $M^*_N(T_N)$ of Eq. (2) is well approximated by a simple universal interpolating function [3]. The interpolation occurs between the LFL and NFL states, reflecting the universal scaling behavior of $M^*_N$ [3]:

$$M^*_N(y) \approx c_1 \left[1 + c_2 y^{2/3}\right].$$

(7)

Here $y = T_N = T/T_M$ and $c_0 = (1 + c_2)/(1 + c_1)$, where $c_1$ and $c_2$ are free parameters. The magnetic field $B$ enters Eq. (2) only in the combination $\mu_B B/T$, making $T_M \propto \mu_B B$. It follows from Eq. (7) that

$$T_M \simeq a_1 \mu_B B,$$

(8)

where $a_1$ is a factor and $\mu_B$ is the Bohr magneton. Thus, in the presence of a magnetic field the variable $y$ becomes $y = T/T_M \sim T/\mu_B B$. Based on Eq. (8) we may conclude that Eq. (7) describes the scaling behavior of the effective mass as a function of $T$ and $B$. Thus the curves $M^*_N$ at different magnetic fields $B$ merge into a single one when expressed in terms of the normalized variable $y = T/T_M$. Since the variables $T$ and $B$ enter symmetrically, Eq. (7) also describes the scaling behavior of $M^*_N(B, T)$ as a function of $B$ at fixed $T$.

3. Thermodynamic properties of geometrically frustrated magnets

To analyze theoretically the QSL in herbertsmithite and other geometrically frustrated magnets, we employ the strongly correlated quantum spin liquid (SC-QLS) [3, 18, 20, 23] model. A simple kagomé lattice may host a dispersionless topologically protected branch of the quasiparticle spectrum with zero excitation energy, known as a flat band [3, 5, 18, 23]. In that case the FCQPT can be considered as a quantum critical point (QCP) of the $\text{ZnCu}_3(\text{OH})_6\text{Cl}_2$ QSL composed of fermions — spinons — with zero charge, occupying the...
corresponding Fermi sphere with the Fermi momentum $p_F$ and the effective mass $M^*$ [3, 5, 6]. Consequently, the properties of geometrically frustrated magnets coincide with those of heavy-fermion metals with one exception, namely the typical insulator resists the electric current flow [18–20].

The above information permits us already to construct the schematic phase diagram in terms of SCQSL. It is reported in Fig. 1. For simplicity we assume that at $T = 0$ and $B = 0$ the system is approximately located at FCQPT without tuning. The external stimuli $B$ and $T$ are indeed the control parameters, shifting the system from FCQPT and driving it from the NFL to LFL regions as shown by the vertical and horizontal arrows. At fixed temperatures the increase of $B$ drives the system along the horizontal arrow from the NFL to LFL region. At fixed magnetic field and increasing temperatures the system transits along the vertical arrow from the LFL to NFL region. The transition temperature

$$T^*(B) \simeq T_M(B),$$

(9)

which directly follows from Eq. (8). The solid line represents the condition $T^*(B) \simeq T_M(B)$. Referring to Eq. (9), this line is defined by the function $T^* \propto \mu_B B$, and the width $W(B)$ of the NFL state is seen to be proportional to $T$. In the same way, it can be shown that the width $T^W(B)$ of the transition region is also proportional to temperature [3]. We note here that in essence the transition region represents the crossover between LFL and NFL phases. In our case, the NFL phase is formed by quasiparticles that occupy the FC state, in analogy to the Bose condensate for particles obeying the Bose–Einstein statistics, see Ref. [6] for a comprehensive explanation. In a “pure” FC state, all fermions (quasiparticles) having momenta in a finite interval embracing the Fermi surface have energies pinned to the chemical potential. In reality this state cannot be reached because of the Nernst theorem [45], and the NFL features arise from “traces” of the FC state manifested at finite temperatures. Also, at low but finite temperatures, the magnetic field suppresses NFL behavior (i.e., the “FC traces”) and, on growing sufficiently strong, restores the LFL phase. On the other hand, thermal fluctuations destroy LFL behavior and generate NFL features related to the FC state.

![Fig. 1. Schematic SCQSL phase diagram in the “temperature-magnetic field” representation. Vertical and horizontal arrows show LFL-NFL and NFL-LFL transitions at fixed $B$ and $T$, respectively. The hatched area represents the transition region at $T = T^*(B)$, see Eq. (9). The solid line in the hatched area represents the function $T^*(B) \simeq T_M(B)$ given by Eq. (8). The functions $W(B) \propto T \propto T^*$ and $T^W(B) \propto T \propto T^*$ shown by two-headed arrows define the width of the NFL state and the transition area, respectively. At FCQPT point (origin) the effective mass $M^*$ diverges and both $W(B)$ and $T^W(B)$ tend to zero.](image1)

![Fig. 2. Measured temperature dependence of the magnetic susceptibility $\chi$ of ZnCu$_2$(OH)$_6$Cl$_2$ from Ref. [10] at magnetic fields shown in the legend. Illustrative values of $\chi_{max}$ and $T_{max}$ at $B = 3$ T are also shown. A theoretical calculation at $B = 0$ is plotted as the solid line, which represents $\chi(T) \propto T^{\alpha}$ with $\alpha = 2/3$ [6, 18, 21]. To examine the impurity model of herbertsmithite (see above) in a broader context, we first refer to the experimental behavior of its magnetic susceptibility $\chi$. It is seen from Fig. 2 that the magnetic susceptibility diverges as $\chi(T) \propto T^{-2/3}$ in magnetic fields $B \leq 1$ T, as shown by the solid line. In the case of weakly interacting impurities it has been suggested that the low-temperature behavior of $\chi$ can be approximated by a Curie–Weiss law [16, 24, 25], i.e., $\chi_{CW}(T) \propto 1/(T + \theta)$, with $\theta$ a vanishingly small Weiss temperature. However, given the documented behavior $\chi(T) \propto T^{-2/3}$ at low $B$, the Curie–Weiss approximation is in conflict with both experiment [10] and theory [6, 18, 20]. Moreover, as seen in Fig. 3, the normalized spin susceptibility behaves like the normalized heat capacity extracted from the measurements on YbRh$_2$Si$_2$ in high magnetic fields [46].](image2)
This observation confirms the absence of the spin gap in ZnCu$_3$(OH)$_6$Cl$_2$ and the consequent invalidity of the impurity model, which artificially separates the contributions coming from the impurities. Within the framework of the impurity model, the calculated intrinsic spin susceptibility of the kagome plane is decomposed as $\chi_{\text{imp}} = \chi(T) - \chi_{\text{CW}}(T)$, leading to $\chi_{\text{imp}}(T \to 0) \to 0$ and the erroneous claim that a putative gap has been detected [25]. Thus, we must conclude that the impurity model is untenable, since it cannot explain the empirically established behavior $\chi(T) \sim T^{-2/3}$ [10]. To explain the observed behavior of $\chi$, it is necessary to consider the impurities embedded in the kagome planes of a host crystal as an integral system [3, 6, 18–21, 23, 47, 48] that acts coherently to produce additional frustration of the kagome planes, so as to make the QSL robust at lower temperatures. Based on this analysis, we predict that the QSL of quantum magnets can be stabilized introducing a random distribution of impurities.

In a similar vein, working within the impurity model, the authors of Ref. [16] obtain a measure $S_\text{imp}(\omega) = S_{\text{tot}}(\omega) - a S_{\text{imp}}(\omega)$ of the intrinsic scattering. This has been done by subtracting the impurity scattering contribution $S_{\text{imp}}(\omega)$ from the total scattering $S_{\text{tot}}(\omega)$, taking $a$ as a fitting parameter. On finding that $S_{\text{imp}}(\omega)$ goes to zero as $\omega$ decreases below the energy of 0.7 meV (see Fig. 4b of Ref. [16]) they assert the existence of a gap. However, as we have demonstrated above, such a subtraction leads to the erroneous conclusion that a putative gap has been found. Indeed, this conclusion relies completely on the theoretical assumption that the impurities are weakly interacting; accordingly, it cannot be considered as empirically authenticated, since the subtraction hypothesis is negated by the experimental behavior summarized in Fig. 2. All relevant experimental observations are consistent with the hypothesis that the properties of ZnCu$_3$(OH)$_6$Cl$_2$ under study are determined by a stable SCQSL: (i) there is no appreciable gap in the spectrum of spinon excitations, such a gap being absent even under the application of high magnetic fields of 18 T, and (ii) the impurity model is untenable from the experimental standpoint.

4. Asymmetric conductivity of heavy-fermion compounds

Direct experimental studies of quantum phase transitions in HTSC and HF metals are of great importance for understanding the underlying physical mechanisms responsible for their anomalous properties. However, such studies of HF metals and HTSC are difficult since the corresponding critical points are usually concealed by the proximity to other phase transitions, commonly antiferromagnetic and/or superconducting. Recently, extraordinary properties of tunneling conductivity in the presence of a magnetic field were observed in a graphene preparation having a flat band [9], as well as in HTSC’s and the HF metal YbRh$_2$Si$_2$ [7, 8].

Most of the experiments on HF metals and HTSC’s explore their thermodynamic properties. However, it is equally important to determine other properties of these strongly correlated systems, notably quasiparticle occupation numbers $n(p,T)$ as a function of momentum $p$ and temperature $T$. These quantities are not linked directly to the density of states (DOS) $N(\epsilon = 0)$ determined by the quasiparticle energy $\epsilon$ or to the behavior of the effective mass $M^*$. When C and T symmetries are not preserved, the differential tunneling conductivity and dynamic conductance are no longer symmetric functions of the applied voltage $V$. Since the time-reversal invariance and particle-hole symmetry remain intact in normal Fermi systems, the differential tunneling conductivity and dynamic conductance are symmetric functions of $V$. Thus, a conductivity asymmetry is not observed in conventional metals at low temperatures.

To determine the tunneling conductivity, we first calculate the tunneling current $I(V)$ through the point contact between two metals. This is done using the method of Harrison [49, 50], based on the observation that $I(V)$ is proportional to the particle transition probability introduced by Bardeen [51]. Bardeen considered the probability $P_{12}$ of a particle (say an electron) making a transition from a state 1 on one side of the tunneling layer to a state 2 on the other side. This quantity has the behavior $P_{12} \sim |t_{12}|^2 N_2(0) n_1(1 - n_2)$ in terms of the density of states $N_2(0)$ (at $\epsilon = 0$) in state 2, the electron occupation numbers $n_{1,2}$ in these states, and a transition matrix element $t_{12}$. The total tunneling current $I$ is then proportional to the difference between the current from 1 to 2 and that from 2 to 1, with the result taking the form

$$I(V) \propto \sum_{\nu} \frac{\Delta E_{\nu}}{E_{\nu}^2} \frac{d^2}{dV^2} \left( \frac{V}{T} \right)$$
Harrison applied the WKB approximation to calculate the matrix element, $t_{12} = t(N_1(0)N_2(0))^{-1/2}$, where $t$ denotes the resulting transition amplitude. Multiplication of expression (10) by 2 to account for the electron spin and integration over the energy $\varepsilon$ leads to the total (or net) tunneling current [49, 50]:

$$I(V) = 2|t|^2 \int [n_F(\varepsilon - V) - n_F(\varepsilon)] \, d\varepsilon. \quad (11)$$

Here $n_F(\varepsilon)$ is the electron occupation numbers for a metal in the absence of a FC, and we have adopted atomic units $\varepsilon = m = \hbar = 1$, where $\varepsilon$ and $m$ are the electron charge and mass, respectively. Since temperature is low, $n_F(\varepsilon)$ can be approximated by the step function $\theta(\varepsilon - \mu)$, where $\mu$ is the chemical potential.

We note that a more rigorous consideration of the densities of states $N_1$ and $N_2$ entering Eq. (10) for $\varepsilon = 0$ requires their inclusion in the integrand of Eq. (11) [52–54].

Fig. 4 illustrates the resulting low-temperature single-particle spectrum (a) and the quasiparticle occupation numbers (b) at small but finite temperatures versus the dimensionless momentum $k = p/p_F$, where $p_F$ is the Fermi momentum. Temperature is measured in the units of $E_F$. At $T = 0.01E_F$ and $T = 0.0001E_F$ the vertical lines show the position of the Fermi level $E_F$ at which $n(k, T) = 0.5$ (see the horizontal line in part (b)). At $T = 0.0001E_F$ (blue curve), the single-particle spectrum $\varepsilon(k, T)$ is almost flat (marked “Flat band”) in the range $k_f - k_i$ (with $k_i$ and $k_f$ denoting respectively the initial and final momenta for FC realization). The distribution function $n(k, T)$ becomes more asymmetric with respect to the Fermi level $E_F$, generating the NFL behavior and both C- and T-invariances are broken. To illuminate the asymmetry, the area occupied by quasiholes in part (b) is labeled h (red), that occupied by quasiparticles, by p (red).

It follows from Eq. (11) that quasiparticles with single-particle energies $\varepsilon$ in the range $\mu - V \leq \varepsilon \leq \mu$ contribute to the current, while $I(V) = c_1 V$ and $\sigma_d(V) \equiv dI/dV = c_1$, with $c_1 = \text{const}$. Thus, in the framework of LFL theory the differential tunneling conductivity $\sigma_d(V)$, being a constant, is a symmetric function of the voltage $V$, i.e., $\sigma_d(V) = \sigma_d(-V)$. In fact, the symmetry of $\sigma_d(V)$ holds provided C and T symmetries are observed, as is customary for LFL theory. The symmetry of $\sigma_d(V)$ is therefore quite obvious and common in case of contact of two ordinary metals (without a FC), regardless whether they are in a normal or superconducting state. On the other hand, it will be seen below that if the system hosts a FC, the presence of the density-of-states factors in the integrand of Eq. (11) acts to promote the asymmetry of tunneling spectra.

Indeed, the situation becomes quite different in the case of a strongly correlated Fermi system in the vicinity of a FCQPT that engenders a flat band [39, 40] while violating the C and T symmetries [3, 6]. Part (a) of Fig. 4 illustrates the resulting low-temperature single-particle energy spectrum $\varepsilon(k, T)$. Part (b), which displays the momentum dependence of the occupation numbers $n(k, T)$ in such a system, shows that the flat band induced by the FCQPT does in fact entail the violation of C and T symmetries, as reflected in the asymmetry of the regions occupied by particles (labeled p) and by quasiholes (labeled h) [3]. It is seen from Fig. 4 that at $T = 0$ the electronic liquid of the system has two components. One is an exotic component made up of heavy electrons occupying a range of momenta $p_1 < p < p_2$ (not shown) surrounding the nominal Fermi surface at $p = p_F$. This component is characterized by the superconducting order parameter $\xi(p) = \sqrt{n(p)(1 - n(p))}$. The other component is made up of normal electrons occupying the momentum range $0 \leq p \leq p_1$; it maintains LFL properties. This unusual momentum-space distribution cannot be described within standard BCS theory; nor can its distinctive properties. In particular, the density of paired charge carriers that form the superfluid density is no longer equal to the total particle density $n_{el}$ represented by paired and unpaired charge carriers. This violation of Leggett’s theorem is to be expected, since both C- and T-invariance are violated in the topologically nontrivial FC state [1, 3, 6].

We are proposing that for the strongly correlated many-fermion systems in question, the approximate equality $n_s \simeq n_{el}$ that would normally be expected for a real system approximating BCS behavior, must be replaced by the strong inequality $n_s = n_{FC} \ll n_{el}$, where $n_{FC}$ is the density of particles in FC state [35]. This implies that the main contribution to $n_s$ comes from the FC state. Indeed, the wave function $\Xi^0$ describing the state...
of the Cooper pairs as a whole concentrates their associated probability density in the momentum domain the flat band (cf. Fig. 4) such that $|\xi|^2 \sim n_s$, with $|\xi|^2 \approx 0$ outside this area. Being defined by the properties of the FC, this area can be very small, nor does it depend on $n_{el}$, so it can be expected that $n_s \ll n_{el}$ [35].

It is worth noting that the first studies of the overdoped copper oxides suggested that $n_s \ll n_{el}$, but this was attributed to pair-breaking and disorder [55–57], while recent studies with the measurements on ultra clean samples of La$_{2-x}$Sr$_x$CuO$_4$ authenticate the result that $n_s \ll n_{el}$ [32]. It is also relevant that the observed high values of $T_c$, together with the linear dependence of the differential conductivity shown in Fig. 4b. As a result, the asymmetric part of the conductivity, observing that $n_s \ll n_{el}$ [32], is displayed in Fig. 6, being extracted from measurements shown in Fig. 5. It is seen that $\Delta \sigma_d(V)$ decreases as $T$ increases. We predict that application of the field in the easy magnetization plane, $B \perp c$, with $B_c \approx 0.06$ T, leads to a stronger suppression of the asymmetric part of the conductivity, observing that in this case the magnetic field effectively suppresses the antiferromagnetic order and the NFL behavior.

$\sigma_d(V) = [I(V) - I(0)]/V \propto V$, with $I(0) = 0$, $\Gamma = (V/2)^{1/2}$ and $\Gamma = V^{1/2}$, which gives $\sigma_d(V) \propto V^{1/2}$, where $\sigma_d(V)$ is the differential conductivity in the NFL regime [3]. As we have seen above, the asymmetry of the tunneling conductivity vanishes in the NFL state [1–4].

Figure 5 shows the differential conductivity $\sigma_d(V) = dI/dV$ measured on YbRh$_2$Si$_2$ under the application of magnetic field (legend) along the hard magnetization direction [8].

On measuring the differential resistance $dV/dI$ as a function of current $I$, one finds that the its symmetry properties are the same as those of $\sigma_d(V)$; namely, under the application of a magnetic field, the asymmetry...
of the differential resistance vanishes as the system transits to a normal Fermi-liquid state. The differential resistance $dV/dI$ of graphene as a function of a direct current $I$ for different magnetic fields $B$ is reported in Fig. 7 [9]. The asymmetric part of the differential resistance $A_s(I) = dV/dI(I) - dV/dI(-I)$ is seen to diminish with increasing magnetic field, vanishing near $B \approx 140$ mT. Such behavior is extremely compelling, since the strongly correlated graphene sample has a perfect flat band, implying that the FC effects should be clearly manifested in this material [9].

Disappearance of the asymmetric part of the differential conductivity in Fig. 8 indicates that as the magnetic field increases, graphene transits from the NFL to the LFL state. To support this statement, we surmise that the resistance $\rho(T)$ should exhibit linear dependence $\rho(T) \propto T$ in the normal state at zero magnetic field, while at higher magnetic fields and low temperatures $k_B T < \mu_B B$, the resistance becomes a quadratic function of temperature $\rho(T) \propto T^2$, as is generally the case in other strongly correlated Fermi systems [3, 6].

5. Universal scaling relation for high-$T_c$ superconductors

Another experimental result [36] providing insight into the NFL behavior of strongly correlated Fermi systems is the universal scaling relation, which can also be explained using the flat band concept. The authors of Ref. [36] measured the temperature dependence $d\rho/dT$ of the resistivity $\rho$ for a large number of HTSC substances for $T > T_c$. They discovered quite remarkable behavior: for all substances considered, $d\rho/dT$ shows a linear dependence on $\lambda^2(T = 0) \equiv \lambda_0^2$, where $\lambda$ is the London penetration depth. All of the superconductors considered belong to the London type, for which $\lambda > \xi_0$, where $\xi_0$ is the zero-temperature coherence length (see, e.g., Ref. [35]).

It has been shown that the scaling relation [36]

$$\frac{d\rho}{dT} \propto \frac{k_B \lambda_0^2}{\hbar}$$  \hspace{1cm} (14)

remains valid over several orders of magnitude in $\lambda_0$, signifying its robustness. At the phase transition point $T = T_c$, relation (14) yields the well-known Holmes law [36] (see also [59] for its theoretical derivation):

$$\sigma T_c \propto \lambda_0^{-2},$$  \hspace{1cm} (15)

in which $\sigma = \rho^{-1}$ is the normal state dc conductivity. It has been shown by Kogan [59] that the Holmes law applies even for the oversimplified model of an isotropic BCS superconductor. Within the same model of a simple metal, one can express the resistivity $\rho$ in terms of microscopic substance parameters [60]: $e^2n\tau \propto \rho/\nu_F$, where $\nu_F$ is the Fermi velocity. Taking into account that $\rho_0 = n\nu_F = M^*$, we arrive at the expression

$$\rho \propto \frac{M^*}{n\nu_F^2},$$  \hspace{1cm} (16)

which formally agrees with the Drude formula. It has been shown in Ref. [35] that good agreement with experimental results [32] is achieved when the effective mass and the superfluid density are attributed to the carriers in the FC state only, i.e., $M^* \equiv M_{FC}$ and $n \equiv n_{FC}$. Keeping this in mind and utilizing the relation $1/\tau = k_B T/\hbar$ (see Ch. 9 of Ref. [6]), we obtain

$$\rho = \frac{M_{FC}}{e^2n_{FC}} \frac{k_B T}{\hbar} \equiv 4\pi \lambda_0^2 \frac{k_B T}{\hbar},$$  \hspace{1cm} (17)

i.e. $d\rho/dT$ is indeed given by the expression (14). Equation (17) demonstrates that fermion condensation can explain all the above experimentally observed universal
scaling relations. It is important to note that the FC approach presented here is insensitive to and transcends the microscopic, non-universal features of the substances under study. This is attributed to the fact that the FC state is protected by its topological structure and therefore represents a new class of the Fermi liquids [6, 40]. In particular, consideration of the specific crystalline structure of a compound, its anisotropy, its defect composition, etc. do not change our predictions qualitatively. This strongly suggests that the FC approach provides a viable theoretical framework for explaining universal scaling relations similar to those discovered in the experiments of Božović et al. [32] and Hu et al. [36]. In other words, the fermion condensation of charge carriers in the considered strongly correlated HTSC’s, engendered by a quantum phase transition, is indeed the primary physical mechanism responsible for their observable universal scaling properties. This mechanism can be extended to a broad set of substances with a very different microscopic characteristics, as discussed in detail in Refs. [3, 6].

5. Conclusions

The central message of the present paper is that if the electronic spectrum of a substance happens to feature a dispersionless part related to the fermion condensation (FC), or “flat bands”, it is just this aspect that is responsible for measured properties that depart radically from those of familiar condensed-matter systems described by the Landau–Fermi liquid theory. As we have demonstrated above, this is the case irrespective of varied microscopic details characterizing these substances such as crystal symmetry, dimensionality, and defect structure. The explanation for this finding lies in the fact that FC most readily occurs in substances hosting flat bands. Experimental manifestations of FC phenomena are varied, which implies that different experimental techniques are most suitable for detecting and analyzing them.

One example of FC experimental manifestation is the quantum spin-liquid physics in geometrically frustrated magnets and in herbertsmithite in particular. Here we suggest that to elucidate the QSL properties in latter substance, it is essential to perform the targeted measurements of heat transport, low-energy inelastic neutron scattering and optical conductivity in the presence of magnetic fields at low temperatures. Moreover, we have suggested that the increasing \( x \), i.e. the percentage of Zn sites that are occupied by Cu, can facilitate the frustration of the lattice and thereby act to stabilize the QSL state. This conjecture can be tested in experiments on samples of herbertsmithite with different \( x \) under the application of a magnetic field. While making a step towards confirmation of the existence of a robust QSL state in herbertsmithite, our considerations may also provide an effective strategy for analyzing this state in the other magnetic insulators having geometrically frustration.

The other important experimental technique is scanning tunneling microscopy, which has the advantage of being sensitive both to the density of states and quasiparticle occupation numbers. The reason for this dual sensitivity is that this technique is a well suited to studying effects related to the violation of particle–hole symmetry and time-reversal invariance. Their violation leads to asymmetry of the differential tunneling conductivity and resistance to the applied voltage \( V \) or current \( I \). Based on the recent experimental results, we have demonstrated that the asymmetric part of both the conductivity and the resistivity vanishes under the application of a magnetic field, as predicted in Refs. [1, 2, 4]. To support our statement regarding the role of broken T-invariance, we have analyzed and discussed recent challenging measurements in overdoped cuprates by Božović and co-authors [32] within the fermion condensation framework. Also within the FC framework, we have described and explained otherwise purely empirical observations of scaling properties [36]. Finally, our study of such recent experimental results strongly suggests that the fermion condensation quantum phase transition is an intrinsic feature of many strongly correlated Fermi systems and can be viewed as the universal agent of their non-Fermi-liquid behavior.
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