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Abstract—CP tensor decomposition with alternating least squares (ALS) is dominated in cost by the matricized-tensor times Khatri-Rao product (MTTKRP) kernel that is necessary to set up the quadratic optimization subproblems. State-of-art parallel ALS implementations use dimension trees to avoid redundant computations across MTTKRP within each ALS sweep. In this paper, we propose two new parallel algorithms to accelerate computations across MTTKRP within each ALS sweep. In this paper, we propose two new parallel algorithms to accelerate CP-ALS. We introduce the multi-sweep dimension tree (MSDT) algorithm, which requires the contraction between an order $N$ input tensor and the first-contracted input matrix once every $(N − 1)/N$ sweeps. This algorithm reduces the leading order computational cost by a factor of $2(N − 1)/N$ relative to the best previously known approach. In addition, we introduce a more communication-efficient approach to parallelizing an approximate CP-ALS algorithm, pairwise perturbation. This technique uses perturbative corrections to the subproblems rather than recomputing the contractions, and asymptotically accelerates ALS. Our benchmark results show that the per-sweep time achieves 1.25X speed-up for MSDT and 1.94X speed-up for pairwise perturbation compared to the state-of-art dimension trees running on 1024 processors on the Stampede2 supercomputer.

Index Terms—CP decomposition, dimension tree, pairwise perturbation

I. INTRODUCTION

The CANDECOMP/PARAFAC (CP) decomposition expresses the input tensor as a sum of rank-one tensors, and is widely used in signal processing [24], [32], [23], [9], quantum chemistry [13], [15] and machine learning applications [2], [18]. CP tensor decomposition can be computed via different optimization techniques, such as variants of gradient descent and Newton’s method [1], [30], [28], [33] and alternating least squares [8], [11]. Of them, the alternating least squares (ALS) method is most commonly used as it makes relatively large amount of progress and is computationally cheap for each iteration, and guarantees the monotonic decrease of the decomposition residual.

The CP-ALS procedure consists of sweeps, and each sweep updates every factor matrix once in a fixed order. The procedure for updating one factor matrix can be formulated as the optimization subproblem that only regards the target factor matrix as the optimization variable. Each optimization subproblem is quadratic, which guarantees the decrease of the decomposition residual.

In each sweep of CP-ALS, the computational cost is dominated by the operations necessary for the right-hand-side constructions for each normal equation in the optimization subproblem. This operation, called the matricized tensor-times Khatri-Rao product (MTTKRP), involves multiple tensor-times-matrix (TTM) and tensor-times-vector (TTV) operations when the input tensor is in a dense format. For an order $N$ tensor with modes of dimension $s$ and CP rank $R$, $N$ MTTKRP are necessary in each sweep, each costing $2s^N R$ to the leading order. The state-of-art dimension tree based construction of MTTKRP [16], [29], [3] uses amortization to save the cost, and has been implemented in multiple tensor computation libraries [10], [22]. However, it still requires the computational cost of at least $4s^N R$ for each sweep.

To further accelerate CP-ALS, many researchers leverage different techniques to parallelize and approximate MTTKRP calculations. The parallelization strategies have been developed both for dense tensors on GPUs [12] and distributed memory systems [3], [20], and for sparse tensors on GPUs [27] and distributed memory systems [19], [35], [34], [17]. The communication lower bounds for a single dense MTTKRP computation has been discussed in [5], [4]. Approximate CP-ALS algorithms typically accelerate MTTKRP by replacing it with a cheaper approximate computation. For example, [6] calculates MTTKRP based on random sampling, and [21] approximates MTTKRP based on pairwise perturbation. These methods are shown to be efficient on various datasets.

Pairwise perturbation (PP) [21] uses perturbative corrections to the subproblems rather than recomputing the tensor contractions. It has two steps, the initialization step, where the PP operators are calculated and amortized, and the approximated step, where the PP operators are leveraged to approximate the MTTKRP. For an order $N$ tensor with dimension size $s$ and CP rank $R$, the approximated step reduces the per-sweep computational cost from $O(s^N R)$ to $O(N^2(s^2 R + R^2))$. PP has been shown to be accurate when the factor matrices are changing little across sweeps, occurring when CP-ALS approaches convergence. Therefore, PP can speed-up the process to achieve high fitness (the similarity between the input and the reconstructed tensor), making PP useful for applications in scientific computing, such as quantum chemistry.

Despite the advantages of PP for many synthetic and real tensors shown in [21], effective parallelization of PP is challenging. Previous implementations of the algorithm [21] used the parallelism in the tensor contraction kernels in the Cyclops [37] library as well as the linear system solve routines in ScALAPACK [7]. For a specific tensor contraction, Cyclops redistributes input tensors to mappings that are efficient for
the contraction, while bringing potential communication overheads between two consecutive contractions in MTTKRP. We explore parallelization strategies that reduce communication by reorganizing the overall PP algorithm as opposed to just parallelizing each kernel therein.

In this paper, we propose two new parallel algorithms to accelerate MTTKRP calculations in CP-ALS for dense tensors. These two algorithms are both efficient in communication, and are computationally more efficient than the state-of-art dimension tree based CP-ALS algorithm.

First, we propose the multi-sweep dimension tree (MSDT) algorithm, which requires the TTM between an order-$N$ input tensor with dimension size $s$ and the first-contracted input matrix once every $\frac{N-1}{N}$ sweeps and reduce the leading per-sweep computational cost of a rank-$R$ CP-ALS to $2\frac{N}{N-1}s^N R$. This algorithm can produce exactly the same results as the standard dimension tree, i.e., it has no accuracy loss. Leveraging a parallelization strategy similar to previous work [3], [10] that performs the dimension tree calculations locally, our benchmark results show a speed-up of 1.25X compared to the state-of-art dimension tree running on 1024 processors.

Second, we propose a communication-efficient pairwise perturbation algorithm. The implementation also uses a parallelization strategy similar to [3], [10], and reduces the communication cost by constructing the first-order local PP approximations in the PP approximated communication cost by constructing the first-order local PP benchmark results show a speed-up of 25X.

This algorithm can produce exactly the same results as the

The pseudo-inverse of matrix $A$ is denoted with $A^\dagger$. The Hadamard product of two matrices is denoted with $\odot$. The outer product of two or more vectors is denoted with $\otimes$. The Kronecker product of two vectors/matrices is denoted with $\otimes$. For matrices $A \in \mathbb{R}^{I \times K}$ and $B \in \mathbb{R}^{J \times K}$, their Khatri-Rao product resulting in a matrix of size $(IJ) \times K$ defined by $A \odot B = [a_1 \otimes b_1, \ldots, a_K \otimes b_K]$. The mode-$n$ TTM of an order $N$ tensor $T \in \mathbb{R}^{s_1 \times \cdots \times s_N}$ with a matrix $A \in \mathbb{R}^{I \times s_n}$ is denoted by $T \times_n A$, whose output size is $s_1 \times \cdots \times s_{n-1} \times J \times s_{n+1} \times \cdots \times s_N$. Matricization is the process of unfolding a tensor into a matrix. The mode-$n$ matricized version of $T$ is denoted by $T_{(n)} \in \mathbb{R}^{s_n \times K}$ where $K = \prod_{m=1, m \neq n}^{N} s_m$. We generalize this notation to define the unfoldings of a tensor $T$ with dimensions $s_1 \times \cdots \times s_N$ into an order $M + 1$ tensor, $T_{(i_1, \ldots, i_M)} \in \mathbb{R}^{s_{i_1} \times \cdots \times s_{i_M} \times K}$, where $K = \prod_{j \in \{1, \ldots, N\} \setminus \{i_1, \ldots, i_M\}} s_j$. For instance, if $T$ is an order 4 tensor, $T_{(j, k, l, m)} = T_{(1,3)}(j, l, k + (m-1)s_2)$.

We used calligraphic fonts (e.g., $\mathcal{P}$) to denote the tensor representing a logical multidimensional processor grid. Similar to the representation of tensor elements, the index of a specific processor in the grid is denoted in parentheses, e.g. $\mathcal{P}(i, j)$ denotes one processor indexed by $i, j$ in the 2-dimensional grid. For a processor grid $\mathcal{P}$ with size $I_1 \times \cdots \times I_N$ and a tensor $T \in \mathbb{R}^{s_1 \times \cdots \times s_N}$, let $x = (x_1, \ldots, x_N)$ denote the index on $\mathcal{P}$, we use $T_{\mathcal{P}(x)}$ to denote the local tensor residing on a processor indexed by $x$. The size of the local tensor will be $[\frac{s_1}{I_1}] \times \cdots \times [\frac{s_N}{I_N}]$. When $\frac{s_n}{I_n}$ is not an integer, paddings will be added to the tensor.

Algorithm 1 CP-ALS: ALS for CP decomposition

1: Input: Tensor $T \in \mathbb{R}^{I_1 \times \cdots \times I_N}$, stopping criteria $\Delta$, rank $R$
2: Initialize $[A^{(1)}, \ldots, A^{(N)}]$ with $A^{(i)} \in \mathbb{R}^{s_i \times R}$ as uniformly distributed random matrices within $[0, 1]$, $S^{(i)} \leftarrow A^{(i)^T}A^{(i)}$ for $i \in \{1, \ldots, N\}$
3: $r \leftarrow 1$, $r_{\text{old}} \leftarrow 0$ // Initialize the relative residual
4: while $|r - r_{\text{old}}| > \Delta$ do
5: for $i \in \{1, \ldots, N\}$ do
6: $\Gamma^{(i)} \leftarrow S^{(i)} \odot \ldots \odot S^{(i-1)} \odot S^{(i+1)} \odot \ldots \odot S^{(N)}$
7: Update $M^{(i)}$ via dimension tree in Section II-C
8: $A^{(i)} \leftarrow M^{(i)}T^{(i)}$
9: $S^{(i)} \leftarrow A^{(i)^T}A^{(i)}$
10: end for
11: $r_{\text{old}} = r$
12: Update $r$ based on Equation (3)
13: end while
14: return $[A^{(1)}, \ldots, A^{(N)}]$
amortization strategies are referred to as dimension tree algorithms. MTTKRP calculations can be amortized and reused. Such an approach benefits from dimension trees. Figure 1a describes the PP dimension tree for the MTTKRP results in one ALS iteration, to leading order in s, the computational complexity is $4s^2 R$.

**D. The Pairwise Perturbation Algorithm**

Algorithm 2 PP-CP-ALS: Pairwise perturbation for CP-ALS

1. **Input:** tensor $T \in \mathbb{R}^{s_1 \times \ldots \times s_N}$, stopping criteria $\Delta$, PP tolerance $\epsilon < 1$
2. **Initialize** $[A^{(1)}, \ldots, A^{(N)}]$ with $A^{(i)} \in \mathbb{R}^{s_i \times s}$ as uniformly distributed random matrices within $[0, 1]$, $dA^{(i)} \leftarrow A^{(i)}$, $S^{(i)} \leftarrow A^{(i)T}A^{(i)}$ for $i \in \{1, \ldots, N\}$
3. $r \leftarrow 1$, $r_{old} \leftarrow 0$ // Initialize the relative residual
4. **while** $|r - r_{old}| > \Delta$ **do**
5. **for** $i \in \{1, \ldots, N\}$ **do**
6. if $\|dA^{(i)}\|_F < \epsilon \|A^{(i)}\|_F$ **then**
7. $A^{(i)}_p \leftarrow A^{(i)}_p$, $dA^{(i)} \leftarrow 0$
8. **end if**
9. **end for**
10. **for** $i, n \in \{1, \ldots, N\}$ via dimension tree
11. **while** $\forall i \in \{1, \ldots, N\}, \|dA^{(i)}\|_F < \epsilon \|A^{(i)}\|_F$ **do**
12. **for** $j \in \{1, \ldots, N\}$ **do**
13. $\Gamma^{(j)} \leftarrow S^{(1)}_j \times \ldots \times S^{(j-1)}_j \times S^{(j+1)}_j \times \ldots \times S^{(N)}_j$
14. Update $M^{(j)}$ based on Equation (5)
15. $A^{(j)}_p \leftarrow M^{(j)}_{p} \Gamma^{(j)}$
16. $dA^{(j)} = A^{(j)}_o - A^{(j)}_p$, $S^{(j)}_i \leftarrow A^{(j)T}A^{(j)}$
17. **end for**
18. **end while**
19. **end if**
20. Perform a regular ALS sweep as in Algorithm 1 (line 5-10), taking $dA^{(i)}$ as the update of $A^{(i)}$ in one sweep for each $i \in \{1, \ldots, N\}$
21. $r_{old} = r$
22. **end while**
23. **return** $[A^{(1)}, \ldots, A^{(N)}]$
are calculated at the /th level. The construction of PP operators with the dimension tree costs $4s^N R$ to the leading order, which is computationally the same expensive as the ALS dimension tree algorithm\(^1\).

The approximated step uses the PP operators to approximate the MTTRP $M^{(n)}$ with $M^{(n)}$ as follows,

$$\tilde{M}^{(n)} = M_p^{(n)} + \sum_{i=1, i\neq n}^N U^{(n,i)} + V^{(n)},$$

(5)

where $U^{(n,i)}(x, k) = \sum_{y=1}^n \mathcal{M}_p^{(n,i)}(x, y, k) dA^{(i)}(y, k)$,

(6)

and $dS^{(i)} = A^{(i)^T} dA^{(i)}$.

(8)

Terms $U^{(n,i)}$ are the first-order corrections computed via the PP operators, and the term $V^{(n)}$ is the second-order correction to lower the error to a greater extent. Given $M_p^{(n,i)}$ and $M_p^{(n)}$, calculation of $M^{(n)}$ for $n \in \{1, \ldots, N\}$ requires $2N(Ns^2R + NR^2 + sR^2)$ operations overall. Algorithm 2 presents the PP-CP-ALS method described above. We direct readers to Section 3.1 in reference [21] for an illustration of the algorithm on order 3 tensors.

E. Parallel CP-ALS

We use the BSP $\alpha - \beta - \gamma$ model for parallel cost analysis [41], [40]. In addition to considering the communication cost of sending data among processors (horizontal communication cost), we use another parameter, $\nu$, to measure the cost of transferring data between slow memory and cache (vertical communication cost) [36]. $\alpha$ represents the cost of sending/receiving a single message, $\beta$ represents the cost of moving a single word among processors, $\nu$ represents the cost of moving a single word between the main memory and cache, and $\gamma$ represents the cost to perform one arithmetic operation.

Note that despite 3 first level intermediates are needed, only two of them need to be recalculated, and the remaining one (e.g. $\mathcal{M}_p^{(2,3,4)}$ in Figure 1b) can be amortized from the last DT sweep.

---

1 Note that despite 3 first level intermediates are needed, only two of them need to be recalculated, and the remaining one (e.g. $\mathcal{M}_p^{(2,3,4)}$ in Figure 1b) can be amortized from the last DT sweep.
Our parallel algorithms for CP-ALS on dense tensors are based on Algorithm 3, which is introduced in [3], [10]. The input tensor $\mathbf{T}$ with order $N$ is uniformly distributed across an order $N$ processor grid $\mathcal{P}$, and all the factor matrices are initially distributed such that each processor owns a subset of the rows. The main idea of the algorithm is to decompose the MTTKRP into local MTTKRP calculations to reduce the expensive communication cost, e.g., if $\mathbf{A}^{(1)} = \text{MTTKRP}(\mathbf{T}, \mathbf{A}^{(2)}, \mathbf{A}^{(3)})$ then

$$
\mathbf{A}^{(1)}_{(i,j,k)} = \sum_{x} \text{Local-MTTKRP}(\mathbf{T}_{(i,j,k)}, \mathbf{A}^{(2)}_{(i,j,k)}, \mathbf{A}^{(3)}_{(i,j,k)}),
$$

where $i, j, k$ denote the location of a processor in a 3D grid. Before the MTTKRP calculation, all the factor matrices are redistributed (lines 8,18). For the $i$th mode factor matrix $\mathbf{A}^{(1)}$, all processors having the same $i$th index in the processor grid $\mathcal{P}$ redundantly own the same $\left\lceil \frac{N}{P_{x}} \right\rceil$ rows of $\mathbf{A}^{(1)}$. This setup prepares all the local factor matrices $\mathbf{A}^{(1)}_{(x)}, \ldots, \mathbf{A}^{(N)}_{(x)}$ necessary for a local MTTKRP on each processor indexed $x$. The local MTTKRP routine (line 13) independently performs MTTKRP calculations on each processor, and this step requires no communication. The local MTTKRP can be efficiently calculated with the dimension tree techniques. After the local MTTKRP, Reduce-Scatter (line 14) is performed to sum-up the local contributions and the MTTKRP outputs $\mathbf{M}^{(i)}$ are distributed such that each processor owns a subset of the rows. In addition, all the Gram matrices $\mathbf{S}^{(i)}$, once updated, are then distributed redundantly on all the processors via All-Reduce (lines 7,17), allowing for the linear systems to be solved locally.

For each processor, the leading order computational cost is $\frac{sN_{R}}{P_{x}}$, if the dimension size is $s$ and the state-of-art dimension tree algorithm is used. Three collective routines (lines 14,17,18) are called for each factor matrix update. When $I_{1} = \cdots = I_{N} = P_{x}$, the horizontal communication cost for each ALS sweep is $O(N \log(P) \cdot \alpha + N(sR/P_{x} + R^{2}) \cdot \beta)$.

Unlike Algorithm 3, our implementation calculates all the Hadamard products and the linear system solves in a parallel way, leveraging a distributed-memory matrix library for solving symmetric positive definite linear systems. Distributing the work in the solve reduced the computational and bandwidth costs, while raising the latency cost. Our performance evaluation in Section V-B also includes the PLANC implementation of CP-ALS [10], which makes use of a sequential linear system solve. As we will show, the cost of solving linear systems is often small for both approaches, considering that the MTTKRP calculations are the major bottleneck.

### III. Multi-Sweep Dimension Tree

The standard dimension tree for CP-ALS constructs the tensor contraction paths based on a fixed amortization scheme for different ALS sweeps. It requires two first level TTM calculations, one for the MTTKRP of right-half modes and the other for the left-half modes, as is shown in Figure 1a. However, cost of CP-ALS can be reduced further by amortizing first-level TTM contractions across sweeps. Given an order $N$ tensor $\mathbf{T}$, the first level TTM $\mathbf{T} \times_{i} \mathbf{A}^{(1)}$ can be used for the MTTKRP of all the modes except $i$. For example, with order $N = 4$, the contraction between $\mathbf{T}$ and $\mathbf{A}^{(3)}$ can be used for the construction of $\mathbf{M}^{(1)}, \mathbf{M}^{(2)}, \mathbf{M}^{(3)}$. After this, the TTM with $\mathbf{A}^{(3)}$ can be used to compute not only the remaining term for this sweep, $\mathbf{M}^{(3)}$, but also $\mathbf{M}^{(1)}$ and $\mathbf{M}^{(2)}$ for the next sweep. Given that each first-level TTM can be used to compute $N - 1$ terms $\mathbf{M}^{(i)}$, we should be able to compute $N - 1$ sweeps using $N$ such TTMs, as opposed to the $2(N - 1)$ needed by a typical dimension tree.

Our multi-sweep dimension tree (MSDT) algorithm achieves this goal, and we illustrate the tree in Figure 2. Each MSDT tree is responsible for the MTTKRP calculations of $N - 1$ sweeps. It includes $N$ subtrees, and the root of $i$th subtree is the first level contraction $\mathbf{T} \times_{N-i+1} \mathbf{A}^{(N-i+1)}$, which is used for the MTTKRP of all the $N - 1$ modes except $N - i + 1$, with the calculation order being $(N - i + 1) + 1 \mod N < \cdots < (N - i + 1) + N - 1 \mod N$. Each subtree can be constructed with the traditional binary dimension tree. MSDT achieves the computational cost of

$$
2 \frac{N}{N - 1} sN_{R} + O(sN^{-1}R)
$$

for each sweep, and the leading order cost is only $\frac{N}{(N-1)}$ times that of the state-of-art dimension tree, thus speeding up the CP-ALS algorithm.

### IV. Parallel Algorithms

The parallel CP-ALS algorithm introduced in Section II-E can be easily combined with the MSDT algorithm, where only the DT routine in the local-MTTKRP calculations need to be replaced by the MSDT routine. The computational cost will be cheaper, and the horizontal communication cost will be the same for both algorithms.

#### Algorithm 4 Par-PP-CP-ALS-subroutine

1: **Assume:** Local matrices $\mathbf{A}^{(i)}_{(p,x)}$, $d\mathbf{A}^{(i)}_{(p,x)}$ $\forall i \in \{1, \ldots, N\}$ prepared for local-MTTKRP
2: Call Local-PP-init($\mathbf{T}_{(p,x)}, \{\mathbf{A}^{(1)}_{(p,x)}, \ldots, \mathbf{A}^{(N)}_{(p,x)}\}$) to update all $\mathbf{M}^{(i)}_{(p,x)}, \mathbf{M}^{(i)}_{(p,x)}$ for $\forall i \in \{1, \ldots, N\}$
3: **while** $\forall i \in \{1, \ldots, N\}, \|\mathbf{dA}^{(i)}\|_{F} < \epsilon$ $\|\mathbf{A}^{(i)}\|_{F}$ $\|\mathbf{dA}^{(i)}\|_{F}$ $\|\mathbf{A}^{(i)}\|_{F}$
4: **for** $n \in \{1, \ldots, N\}$
5: **for** $i \in \{1, \ldots, N\}, i \neq n$
6: Update $\mathbf{U}_{(p,x)}^{(n,i)}$ with $\mathbf{U}_{(p,x)}^{(n,i)} = \sum_{b} \mathbf{M}_{(p,x)}^{(i)}(b,k)\mathbf{dA}_{(p,x)}^{(i)}(b,k)$
7: **end for**
8: $\mathbf{M}_{(p,x)}^{(n)} \rightarrow \mathbf{M}_{(p,x)}^{(n)} + \sum_{n-1,i \neq n} \mathbf{U}_{(p,x)}^{(n,i)}$
9: Update global $\mathbf{M}^{(N)}$ based on $\mathbf{M}_{(p,x)}^{(n)}$
10: Calculate $\mathbf{V}^{(N)}$ based on Equation (7)
11: $\mathbf{M}^{(n)} \leftarrow \mathbf{M}^{(n)} + \mathbf{V}^{(n)}$
12: $\Gamma^{(n)} \leftarrow \mathbf{S}^{(1)} \ast \cdots \ast \mathbf{S}^{(n-1)} \ast \mathbf{S}^{(n+1)} \ast \cdots \ast \mathbf{S}^{(N)}$
13: $\mathbf{A}^{(n)} \leftarrow \mathbf{M}^{(n)} \Gamma^{(n)}$
14: $\mathbf{dA}^{(n)} = \mathbf{A}^{(n)} - \mathbf{A}^{(n)}$, $\mathbf{S}^{(n)} \leftarrow \mathbf{A}^{(n)} T \mathbf{A}^{(n)}$
15: Prepare local factors $\mathbf{A}^{(n)}_{(p,x)}, \mathbf{dA}^{(n)}_{(p,x)}$ from $\mathbf{A}^{(n)}, \mathbf{dA}^{(n)}$
16: **end for**
17: **end while**
Table I: Comparison of the leading order sequential computational cost, leading order local computational cost, asymptotic communication cost and the leading order auxiliary memory necessary on each processor for the MTTKRP calculation. PP-init-ref, PP-approx-ref denote the PP initialization and approximated kernels implemented in the reference [21].

|                      | Sequential computational cost | Local computational cost | Auxiliary memory | Horizontal communication cost | Vertical communication cost |
|----------------------|------------------------------|--------------------------|------------------|-------------------------------|-----------------------------|
| DT                   | $4s^5R$                      | $4s^5R/P$                | $(s^5/P)^1/2R$   | $O(N \log(P) / \alpha + NsR/P\beta + \beta)$ | $O(s^5/P + (s^5/P)^1/2R)/\nu$ |
| MSDT                 | $\frac{2R}{N}s^5R$         | $\frac{2R}{N}s^5R/P$   | $(s^5/P)^1/2R$   | $O(N \log(P) / \alpha + NsR/P\beta + \beta)$ | $O((s^5/P + (s^5/P)^1/2R)/\nu)$ |
| PP-init              | $4s^5R$                      | $4s^5R/P$                | $(s^5/P)^1/2R$   | $I$                           | $O((s^5/P + (s^5/P)^1/2R)/\nu)$ |
| PP-init-ref          | $4s^5R$                      | $4s^5R/P$                | $(s^5/P)^1/2R$   | $O(N \log(P) / \alpha + NsR/P\beta + \beta)$ | $O((s^5/P + (s^5/P)^1/2R)/\nu)$ |
| PP-approx            | $2N^2(s^5R + R^2)$          | $2N^2(s^5R/P\beta + R^2/P)$ | $N^2s^5R/P\beta + NR^2/P$ | $O(N \log(P) / \alpha + NsR/P\beta + \beta)$ | $O(N^2(s^5R/P\beta + R^2/P)/\nu)$ |
| PP-approx-ref        | $2N^2(s^5R + R^2)$          | $2N^2(s^5R/P\beta + R^2/P)$ | $N^2s^5R/P\beta + NR^2/P$ | $O(N \log(P) / \alpha + NsR/P\beta + \beta)$ | $O(N^2(s^5R/P\beta + R^2/P)/\nu)$ |

We detail the subroutine of the parallel PP algorithm in Algorithm 4. In the algorithm, we show the parallel version of the PP initialization step and the approximated step (lines 9-18 in Algorithm 2). In Algorithm 4, the core idea is to perform all the contractions in the PP initialization steps (line 2), and first-order corrections in the PP approximated steps (line 6) locally, similar to the local-MTTKRP routine. After the calculations of the local first-order MTTKRP corrections, we use the Reduce-Scatter collective routine to update the global $M^{(n)}$ (line 9). In addition, the second-order correction (line 10) only involves Hadamard products and a small matrix multiplication, and we calculate that in parallel.

We show the comparison of the computational cost, communication cost and the auxiliary memory needed among DT, MSDT and PP in Table I. The leading order computational cost of MSDT is a factor of $\frac{2(N-1)}{N}$ smaller than the cost of DT. The PP initialization step has the same leading order cost as DT, and the PP approximated step reduces the local computational cost to $O(N^2(s^2R/P\beta + R^2/P))$.

As to the auxiliary memory usage, both MSDT and PP require more memory compared to DT, to achieve the optimal computational cost shown in the table. Both PP and MSDT can use less memory through combining several upper level contractions. If the upper $l \leq N-2$ levels of contractions are combined, both PP and MSDT would require $(s^{N}/P)^{l+2}R$ local auxiliary memory. However, the local computational cost of the PP initialization step would increase to $(l+2)(l+1)s^NR/P$, and the local computational cost of MSDT would increase to $\frac{2N^2}{N} s^NR/P$.

DT, MSDT and PP all have the same asymptotic horizontal communication cost. In addition, our current PP implementation is more efficient in horizontal communication than that in [21], which regards the PP initialization step as a general matrix multiplication. It will either keep the input tensor in place, perform local multiplications and afterwards perform a reduction on the output tensor when $R$ is small, or perform a general 3D parallel matrix multiplication when $R$ is high. For both cases, the communication cost is high.

As to the vertical communication cost, both MSDT and the PP initialization step have higher costs compared to DT, on account of the larger intermediates formed in the dimension trees. For high order cases, one can combine the upper $l$ levels of contractions to achieve a trade-off between the computational cost and the vertical communication cost. The vertical communication cost of the PP approximated step is greater than the local computational cost, inferring that the PP approximated step is vertical communication bound. Our performance evaluation in Section V-B confirms this.

Note that tensor transposes are not necessary for the contractions in DT but are necessary in the PP initialization step when the order is greater than 3 (for the PP operators calculations), and in MSDT to contract the input tensor with an middle mode factor matrix, e.g. $A^{(2)}$. Performing tensor transposes will incur a larger leading order constant in the vertical communication cost. The transposes in the PP initialization step will affect the PP performance, as we will show in Section V. The transposes in MSDT can be avoided if transposes of the input tensor is stored. For both order 3 and order 4 tensors, one copy of the transposed input tensor is necessary. Our implementations use this method to avoid transposes in MSDT.
Figure 3: Benchmark results for order 3 and 4 tensors. The reported time is the mean time across 5 sweeps. (a) Weak scaling of synthetic tensors. For each plot, the rank $R$ is fixed, and the local tensor size on each processor is fixed with dimension size $s_{local}$. (c)-(f) Time breakdown under specific processor grid configurations. Each per-sweep time is broken into 5 categories: TTM, mTTV, solve (linear systems solves), hadamard (the Hadamard products, which appear in Equations 1, 7), and others. The tensor sizes and CP ranks of (c)-(d) are the same as in (a), and of (e)-(f) are the same as in (b).

Table II: Comparison of the per-sweep MTTKRP calculation time between our PP initialization step (PP-init) and the PP approximation step (PP-approx) kernels to the ones (PP-init-ref, PP-approx-ref) implemented in the reference [21]. The tensor size and CP ranks under each processor grid configuration is the same as in Figure 3a,b.

| Processor grid | $2 \times 4 \times 4$ (3D) | $4 \times 4 \times 4$ (3D) | $4 \times 8 \times 8$ (3D) | $2 \times 2 \times 2 \times 4$ (4D) | $2 \times 2 \times 4 \times 4$ (4D) | $2 \times 4 \times 4 \times 4$ (4D) |
|----------------|-----------------------------|-----------------------------|-----------------------------|--------------------------------|--------------------------------|--------------------------------|
| PP-init        | 1.6105                      | 1.6335                      | 1.6035                      | 1.6900                         | 0.7627                         | 0.7713                         |
| PP-init-ref    | 12.9300                     | 12.1920                     | 11.9075                     | 11.3710                        | 19.8695                        | 19.6200                        |
| PP-approx      | 0.4579                      | 0.4509                      | 0.4410                      | 0.4433                         | 0.0041                         | 0.0056                         |
| PP-approx-ref  | 6.7128                      | 5.7927                      | 5.3655                      | 4.5682                         | 0.3540                         | 0.2916                         |

V. EXPERIMENTAL RESULTS

A. Implementations, Platforms and Tensors

We implement parallel DT, MSDT and PP algorithms with Cyclops Tensor Framework (v1.5.5) [37], which is a distributed-memory library for matrix/tensor contractions that uses MPI for interprocessor communication and OpenMP for threading. On each processor, we use Intel compilers and the MKL library for threaded BLAS routines, including batched BLAS routines, which are efficient for mTTV arising in MTTKRP, and employ the HPTT library [38] for high-performance tensor transpositions. We also use a wrapper provided by Cyclops for ScaLAPACK [7] routines to solve symmetric positive definite linear systems of equations. The tensor size and CP ranks under each processor grid configuration is the same as in Figure 3a,b.

All of our code is available at https://github.com/linjianma/parallel-pp.
1) Tensors with given collinearity [6]. We create tensors based on randomly-generated factor matrices $A^{(n)}$, where $n \in \{1, \ldots, N\}$. Each factor matrix $A^{(n)} \in \mathbb{R}^{s \times R}$ is randomly generated so that the columns have collinearity defined based on a scalar $C$ (selected randomly from a given interval $[a, b]$),

$$\langle a_i^{(n)}, a_j^{(n)} \rangle = C, \quad \forall i, j \in \{1, \ldots, R\}, i \neq j.$$ 

The generated tensor has dimension size $s$ in each mode, and its CP rank is bounded by $R$. Higher collinearity corresponds to greater overlap between columns within each factor matrix, which makes the convergence of the rank-$R$ CP-ALS procedure slower [31]. We experiment on tensors with dimensions $1600 \times 1600 \times 1600$. We run the experiments on 64 processors, and the processor grid has dimension $4 \times 4 \times 4$.

2) Quantum chemistry tensor. We also test on the density fitting intermediate tensor arising in quantum chemistry, which is the Cholesky factor of the two-electron integral tensor $\mathbf{T}$, its Cholesky factor is an order 3 tensor $\mathbf{D}$, with their element-wise relation shown as follows:

$$\mathbf{T}(a, b, c, d) = \sum_{e=1}^{E} \mathbf{D}(a, b, e) \mathbf{D}(c, d, e),$$

where $E$ is the third mode dimension size of $\mathbf{D}$. CP decomposition can be performed on $\mathbf{D}$ to compress the intermediate and can accelerate the post Hartree-Fork calculations [14]. We generate the density fitting tensor via the PySCF library [39], which represents the compressed restricted Hartree-Fock wave function of an 40 water molecule chain system with a STO-3G basis set. The generated tensor has size $4520 \times 280 \times 280$. We run the experiments on 32 processors, and the processor grid has dimension $8 \times 2 \times 2$.

3) COIL dataset. COIL-100 is an image-recognition dataset that contains images of objects in different poses [26]. It has been used previously as a tensor decomposition benchmark [6], [42], [21]. Transferring the data into the tensor format, the generated tensor has size $128 \times 128 \times 3 \times 7200$. We run the experiments on 16 processors, and the processor grid has dimension $2 \times 4 \times 1 \times 2$.

4) Time-Lapse hyperspectral radiance images. We consider the 3D hypertespectral imaging dataset called “Souto wood pile” [25]. The dataset is usually used on the benchmark of nonnegative tensor decomposition [20], [3]. The hyperspectral data consists of a tensor with dimensions $1024 \times 1344 \times 33 \times 9$. We run the experiments on 16 processors, and the processor grid has dimension $4 \times 4 \times 1 \times 1$.

the following four tensors to test the performance. For all the experiments, we use 16 processors on each KNL node, and each processor uses 4 threads.

**Table III**: Detailed statistics of the results shown in Figure 4. From left to right: the tensor configuration (Col stands for collinearity), number of exact ALS sweeps, number of PP initialization sweeps and number of PP approximated sweeps. All the data are the average statistics from 5 experiments.

| Configuration | Num-ALS | Num-PP-init | Num-PP-approx |
|---------------|--------|-------------|---------------|
| Col\in [0,0.2) | 21.2   | 1.4         | 14.4          |
| Col\in [0.2,0.4) | 50.8   | 11.6        | 39.6          |
| Col\in [0.4,0.6) | 65.8   | 29.0        | 169.6         |
| Col\in [0.6,0.8) | 34.8   | 17.4        | 180.2         |
| Col\in [0.8,1.0) | 10.2   | 3.4         | 22.8          |

**B. Benchmarks**

We perform a parallel scaling analysis to compare the per-ALS sweep simulation time for DT, MSDT, the PP initialization step and the PP approximated step, and the results are presented in Figure 3. We also show the simulation time using PLANC [10] for reference, which contains the state-of-art parallel DT implementations. The benchmarks are performed on both order 3 and order 4 tensors.

We show the order 3 weak scaling results in Figure 3a. As can be seen, the performance of our DT implementation is comparable, and slightly better than PLANC. MSDT performs consistently better than DT. Under the largest processor grid configuration, MSDT is 1.25X better than DT. In addition, the time spent on each PP initialization step is consistently less than each DT sweep, and the PP approximated step achieves a speed-up of 1.94X compared to DT under the largest processor grid, showing the good scalability of our parallel PP algorithm. We show the detailed time breakdown under the grid configurations $2 \times 4 \times 4, 8 \times 8 \times 8$ in Figure 3c,3d. The TTM is the major bottleneck for all the kernels except the PP approximated step, which is bounded by the mTTV kernel. Note that as is discussed in Section IV, the mTTV kernel is vertical communication (memory bandwidth) bound, resulting in less experimental speed-ups despite the large speed-ups in terms of the flop counts.

![Figure 4: Relation between PP speed-ups and input collinearity for order 3 tensors. The dimension size $s = 1600$, the rank $R = 400$, and the experiments run on the $4 \times 4 \times 4$ processor grid. The PP tolerance is set as 0.2. Each box is based on 5 experiments with different random seeds and shows the 25th-75th quartiles. The median is indicated by a horizontal line inside the box and outliers are displayed as dots.](image-url)
We show the order 4 weak scaling results in Figure 3b. Considering that the PP initialization step for the order 4 tensors involves several tensor transposes, we use 8 processors per KNL node and 8 threads per processor for the benchmark, so that the transposes can be accelerated with a relatively large number of threads on each processor. The performance of our DT implementation is comparable to PLANC for most of the processor grid configurations. When the number of processors used is large, our DT implementation is slightly slower than PLANC. This can be explained by the slow global linear system solves shown in Figure 3f. Since the CP rank is relatively small, using too many processors results in over-parallelization and the horizontal communication cost increases. MSDT performs consistently better than DT, and achieves a speed-up of 1.10X under the largest processor grid configuration. In addition, the PP initialization step is much slower than the DT sweep, which is due to several tensor transposes in the mTTV kernels. It also accounts for the slow mTTV kernels shown in Figure 3e,3f. The PP approximated step achieves a speed-up of 1.44X compared to DT under the largest processor grid. Overall, the speed-up of PP is less on order 4 compared to order 3 tensors.

We also show the per-sweep MTTKRP calculation time comparison between our parallel PP implementation and that in [21] in Table II. As can be seen, the current implementation is more efficient for both kernels under all the processor grid configurations. The local dimension tree calculations greatly decrease the horizontal communication cost.

C. Performance Comparison

We test algorithms on both the synthetic tensors (Tensor 1) and real datasets (Tensor 2,3,4). We use the metrics relative residual, \( r \) (defined in Equation (2)), and fitness, \( f = 1 - r \), to evaluate the convergence progress of the decomposition. Figures 4 shows the speed-up distribution with different exact factor matrices collinearity. We stop the algorithm when the stopping tolerance (defined as the fitness difference between two neighboring sweeps) reaches \( 10^{-5} \), or the maximum number of iterations (300) is reached. It can be seen that PP achieves up to 1.8X speed-up compared to DT. In addition, PP tends to have higher speed-ups when the collinearity is within \([0.4, 0.8)\). This is because tensors within above collinearity range will converge in more sweeps, and more PP approximated sweeps are activated, as can be seen in Table III. When the collinearity is in the range of \([0.0, 0.4)\) and \([0.8, 1.0)\), the experiments stop in small number of sweeps, which results in less benefit of PP. In addition, we show the fitness-time relation for one experiment with the collinearity \( \in [0.6, 0.8) \) in Figure 5a. As can be seen, the fitness increases monotonically, indicating that PP controls the approximation error well. The results show that substantial performance gains on large synthetic tensors can be achieved for PP under the parallel execution, which is a supplement to the results in [21], which shows that PP can speed-up CP decomposition on small (each tensor has size \( 400 \times 400 \times 400 \)) synthetic tensors.

We also compare the performance on application tensors. The PP tolerance is set as 0.1 for these tensors. Figure 5b,5c,5d show the results on the quantum chemistry tensor with different CP ranks. The detailed statistics are shown in Table IV. As is shown in the figures, for all the variants of the CP ranks, PP performs better than DT, achieving 1.52-1.78X speed-ups. Figure 5e,5f show the results on the image datasets. The detailed statistics are shown in Table IV. As is shown in the figures, PP achieves 2.4X speed-up on the Coil dataset and 5.4X speed-up on the Time-lapse dataset.

VI. Conclusion

In conclusion, we propose two parallel algorithms, multi-sweep dimension tree (MSDT) and communication-efficient
pairwise perturbation (PP), to accelerate MTTKRP calculations in CP-ALS for dense tensors. These algorithms are both computationally more efficient than the standard dimension tree algorithm, and are efficient in horizontal communication. MSDT reduces the leading order computational cost by a factor of \(2(N-1)/N\) relative to the standard dimension tree algorithm. Our parallel PP algorithm reduces the communication cost to a greater extent compared to the implementations in reference [21]. Our experimental results show that substantial performance improvements are achieved for both algorithms relative to prior approaches. However, our theoretical analysis and results reveal that speed-ups obtained via MSDT and PP are inhibited by the lower arithmetic intensity of these two more work-efficient algorithms.
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