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Abstract

Recently proposed L2-norm linear discriminant analysis criterion via the Bhattacharyya error bound estimation (L2BLDA) is an effective improvement of linear discriminant analysis (LDA) for feature extraction. However, L2BLDA is only proposed to cope with vector input samples. When facing with two-dimensional (2D) inputs, such as images, it will lose some useful information, since it does not consider intrinsic structure of images. In this paper, we extend L2BLDA to a two-dimensional Bhattacharyya bound linear discriminant analysis (2DBLDA). 2DBLDA maximizes the matrix-based between-class distance which is measured by the weighted pairwise distances of class means and meanwhile minimizes the matrix-based within-class distance. The weighting constant between the between-class and within-class terms is determined by the involved data that makes the proposed 2DBLDA adaptive. In addition, the criterion of 2DBLDA is equivalent to optimizing an upper bound of the Bhattacharyya error. The construction of 2DBLDA makes it avoid the small sample size problem while also possess robustness, and can be solved through a simple standard eigenvalue decomposition problem. The experimental results on image recognition and face image reconstruction demonstrate the effectiveness of the proposed methods.
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1. Introduction

Feature extraction plays an important role in pattern recognition. As a powerful supervised feature extraction method, linear discriminant analysis (LDA) \[1, 2\] has been successfully applied in many problems, such as face recognition \[3\], text mining \[4\], speech recognition \[5\], and microarrays \[6, 7\].

However, classical LDA is a vector (or one-dimensional, 1D) based method. When the input data are naturally of matrix (or two-dimensional, 2D) form, such as images, it may lead to two issues. Firstly, converting 2D data to 1D data may produce high dimensional vector, and hence will suffer from the small sample size (SSS) problem. For example, a 32×32 face image corresponds to a 1024 dimensional vector. Secondly, during the transformation procedure from 2D data to 1D data, useful discriminant information may be lost \[8\]. To handle this problem, Liu et al. suggested a 2D image matrix-based linear discriminant technique that performed LDA directly on images \[9\], and two-dimensional LDA (2DLDA) was proposed and studied in \[10, 11\]. 2DLDA constructed the within-class scatter matrix and between-class scatter matrix by using the original image samples represented in matrix form rather than converting matrices to vectors beforehand. Compared to LDA, 2DLDA alleviated the SSS problem when some mild condition was satisfied \[10, 12\], and can preserve the original structure of the input matrix.

Thereafter, various modifications and improvements of 2DLDA were studied by many researchers. Since 2DLDA was based on L2-norm, it was sensitive to noise and outliers. To improve the robustness of 2DLDA, robust replacements of L2-norm were studied, including L1-norm \[13, 16\], nuclear norm \[17, 18\], Lp-norm \[19, 20\], and Schatten Lp-norm, \(0 < p < 1\) \[21\]. Some of the studies focused on extracting the discriminative transformations on both sides of the matrix samples. The authors in \[12, 22, 23\] implemented 2DLDA on matrices in sequence or independently, and then combined left and right sides transformations to achieve bilateral dimensionality reduction. Ye et al. \[24\] and Li et al. \[20\] used iterative schemes to extract transformations on both sides. Extensions to other machine learning problems and real applications were also investigated. For example, Wang et al. \[25\] proposed a convolutional 2DLDA for nonlinear dimensionality reduction, and Xiao et al. \[26\] studied a two-dimensional quaternion sparse discriminant analysis that met the requirements of representing RGB and RGB-D images.
Though 2DLDA can ease the SSS problem, it may still face the singularity issue theoretically as LDA since it needs to solve a generalized eigenvalue problem. Recently, a novel vector based L2-norm linear discriminant analysis criterion via the Bhattacharyya error bound estimation (L2BLDA) [27] was proposed. Compared to LDA, L2BLDA solved a simple standard eigenvalue decomposition problem rather than a generalized eigenvalue decomposition problem, which avoided the singularity issue and had robustness. In fact, minimizing the Bhattacharyya error [28] bound is a reasonable way to establish classification [2, 29]. In this paper, inspired by L2BLDA, to cope with the SSS problem and improve the robustness of 2DLDA, we first derive a Bhattacharyya error upper bound for matrix input classification, and then propose a novel two-dimensional linear discriminant analysis by minimizing this Bhattacharyya error upper bound, called 2DBLDA. The proposed 2DBLDA has the following characteristics:

- 2DBLDA criterion is derived by minimizing a close Bhattacharyya error bound, and therefore the rationality of 2DBLDA is guaranteed.
- The between-class distance of 2DBLDA is characterized by the sum of weighted distances between each pair of class means, which is benefit to balance different classes.
- The between-class distance and the within-class distance of 2DBLDA are weighted by a constant which is calculated according to the input data. This constant not only helps the objective of 2DBLDA achieve minimum error bound, but also makes the proposed 2DBLDA adaptive and without tuning any parameters. By combining the above weighted between-class distance, 2DBLDA improves the robustness of 2DLDA.
- 2DBLDA can be solved effectively through a standard eigenvalue decomposition problem, which does not involve the inverse of a matrix, and hence avoids the SSS problem.
- Experimental results on image recognition and face reconstruction demonstrate the effectiveness of 2DBLDA.

The paper is organized as follows. Section 2 briefly introduces LDA, L2BLDA and 2DLDA. Section 3 proposes our 2DBLDA and gives the corresponding theoretical analysis. Section 4 makes comparisons of 2DBLDA with its related approaches. At last, the concluding remarks are given in Section 5. The proof of the Bhattacharyya error upper bound of 2DBLDA is given in the Appendix.

The notations of this paper are given as follows. We consider a supervised learning problem in the $d_1 \times d_2$-dimensional matrix space $\mathbb{R}^{d_1 \times d_2}$. The training
data set is given by $T = \{(X_1, y_1), \ldots, (X_N, y_N)\}$, where $X_l \in \mathbb{R}^{d_1 \times d_2}$ is the $l$-th input matrix sample and $y_l \in \{1, \ldots, c\}$ is the corresponding label, $l = 1, \ldots, N$. Assume that the $i$-th class contains $N_i$ samples, $i = 1, \ldots, c$. Then we have $\sum_{i=1}^{c} N_i = N$. We further write the samples in the $i$-th class as $\{X_{is}\}$, where $X_{is}$ is the $s$-th sample in the $i$-th class, $i = 1, \ldots, c$, $s = 1, \ldots, N_i$. Let $\overline{X} = \frac{1}{N} \sum_{l=1}^{N} X_l$ be the mean of all matrix samples and $\overline{X}_i = \frac{1}{N_i} \sum_{s=1}^{N_i} X_{is}$ be the mean of matrix samples in the $i$-th class. For a matrix $Q = (q_1, q_2, \ldots, q_n) \in \mathbb{R}^{m \times n}$, its Frobenius norm (F-norm) $||Q||_F$ is defined as $||Q||_F = \sqrt{\sum_{i=1}^{n} ||q_i||^2}$. F-norm is a natural generalization of vector L2-norm to matrices.

2. Related work

2.1. Linear discriminant analysis

Linear discriminant analysis (LDA) \[1, 2\] found a projection transformation matrix $W$ such that the ratio of between-class distance to within-class distance is maximized in the projected space. In specific, for data in $\mathbb{R}^n$, LDA found an optimal $W \in \mathbb{R}^{n \times r}$, $r \leq n$, such that the most discriminant information of the data is retained in $\mathbb{R}^r$ by solving the following problem

$$\max_W \frac{\text{tr}(W^T S_b W)}{\text{tr}(W^T S_w W)},$$

(1)

where $\text{tr}(\cdot)$ is the trace operation of a matrix, and the between-class scatter matrix $S_b$ and the within-class scatter matrix $S_w$ are defined by

$$S_b = \frac{1}{N} \sum_{i=1}^{c} N_i (\overline{x}_i - \overline{x})(\overline{x}_i - \overline{x})^T$$

(2)

and

$$S_w = \frac{1}{N} \sum_{i=1}^{c} \sum_{s=1}^{N_i} (x_{is} - \overline{x}_i)(x_{is} - \overline{x}_i)^T,$$

(3)

where $\overline{x}_i \in \mathbb{R}^n$ is the mean of the samples in the $i$-th class, $\overline{x} \in \mathbb{R}^n$ is the mean of the whole data, $x_{is} \in \mathbb{R}^n$ is the $s$-th sample of the $i$-th class. The optimization problem (1) is equivalent to the generalized problem $S_b W = \lambda S_w W$ where $\lambda \neq 0$, with its solution $W = (W_1, \ldots, W_r)$ given by the first $r$ largest eigenvalues of $(S_w)^{-1}S_b$ in case $S_w$ is nonsingular.
2.2. L2-norm linear discriminant analysis criterion via the Bhattacharyya error bound estimation

As an improvement of LDA, L2-norm linear discriminant analysis criterion via the Bhattacharyya error bound estimation (L2BLDA) [27] is a recently proposed vector-based weighted linear discriminant analysis. In the vector space $\mathbb{R}^n$, by minimizing an upper bound of the Bhattacharyya error, the optimization problem of L2BLDA is formulated as

$$
\begin{align*}
\min_{W} & \quad -\frac{1}{N} \sum_{i<j} \sqrt{N_i N_j} \|W^T(x_i - x_j)\|^2_2 + \Delta \sum_{i=1}^c \sum_{s=1}^{N_i} \|W^T(x_{is} - \bar{x}_i)\|^2_2 \\
\text{s.t.} & \quad W^T W = I,
\end{align*}
$$

(4)

where $W \in \mathbb{R}^{n \times r}$, $r \leq n$, $P_i = \frac{N_i}{N}$, $P_j = \frac{N_j}{N}$, $\bar{x}_i \in \mathbb{R}^n$ is the mean of the samples in the $i$-th class, $x_{is} \in \mathbb{R}^n$ is the $s$-th sample of the $i$-th class, $\Delta = \frac{1}{4} \sum_{i<j} \sqrt{P_i P_j} \|x_i - x_j\|_2^2$, and $I \in \mathbb{R}^{r \times r}$ is the identity matrix.

L2BLDA can be solved through the following standard eigenvalue decomposition problem

$$
\begin{align*}
\min_{W} & \quad \text{tr}(W^T S W) \\
\text{s.t.} & \quad W^T W = I,
\end{align*}
$$

(5)

where

$$
S = -\frac{1}{N} \sum_{i<j} \sqrt{N_i N_j} (x_i - \bar{x}_j)(x_i - \bar{x}_j)^T + \Delta \sum_{i=1}^c \sum_{s=1}^{N_i} (x_{is} - \bar{x}_i)(x_{is} - \bar{x}_i)^T.
$$

(6)

Then $W = (w_1, w_2, \ldots, w_r)$ is obtained by the $r$ orthonormal eigenvectors that correspond to the first $r$ nonzero smallest eigenvectors of $S$. After obtaining optimal $W$, a new sample $x \in \mathbb{R}^n$ is projected into $\mathbb{R}^r$ by $W^T x$.

2.3. Two-dimensional linear discriminant analysis

Different from LDA or L2BLDA that works on vector samples, two-dimensional linear discriminant analysis (2D-LDA) [10, 12] operates on matrix
ones. 2DLDA defines the between-class scatter matrix and the within-class scatter matrix directly on the 2D data set $T$ as

$$S_b = \frac{1}{N} \sum_{i=1}^{c} N_i (\overline{X}_i - \overline{X})(\overline{X}_i - \overline{X})^T$$  \hspace{1cm} (7)$$

and

$$S_w = \frac{1}{N} \sum_{i=1}^{c} \sum_{s=1}^{N_i} (X_{is} - \overline{X}_i)(X_{is} - \overline{X}_i)^T.$$  \hspace{1cm} (8)$$

Then 2DLDA solves the following optimization problem

$$\max W \quad \frac{\text{tr}(W^T S_b W)}{\text{tr}(W^T S_w W)} = \frac{\sum_{i=1}^{c} N_i \|W^T (\overline{X}_i - \overline{X})\|_F^2}{\sum_{i=1}^{c} \sum_{s=1}^{N_i} \|W^T (X_{is} - \overline{X}_i)\|_F^2},$$  \hspace{1cm} (9)$$

where $W = (w_1, \ldots, w_r) \in \mathbb{R}^{d_1 \times r}$, $r \leq d_1$. $i = 1, \ldots, c$, $j = 1, \ldots, N_i$. can be solved through the generalized eigenvalue problem $S_b w = \lambda S_w w$ in case $S_w$ is nonsingular, and its solution is the $r$ eigenvectors corresponding to the first largest $r$ nonzero eigenvalues. After obtaining optimal $W$, a new sample $X \in \mathbb{R}^{d_1 \times d_2}$ is projected into $\mathbb{R}^{r \times d_2}$ by $W^T X$. Note that 2DLDA still will encounter the singularity problem when $S_w$ is not of full rank.

3. Two-dimensional Bhattacharyya bound linear discriminant analysis

In this section, we derive a new two-dimensional linear discriminant analysis criterion through minimizing a Bhattacharyya error bound.

3.1. The derivation of a Bhattacharyya error bound estimation

As we know, from the viewpoint of minimizing the probability of classification error, the Bayes classifier is the best classifier, and its error rate, or known as the Bayes error, is defined as

$$\epsilon = 1 - \max_{i \in \{1,2,\ldots,c\}} \left\{ P_i p_i(X) \right\} dX,$$  \hspace{1cm} (10)$$

where $X$ is a sample, $P_i$ and $p_i(X)$ are the prior probability and the probability density function of the $i$-th class of the data, respectively. The computation of the Bayes error is very difficult in general, and an alternative
way of minimizing the Bayes error is to minimize its upper bound [30–32]. Bhattacharyya error [28] provides a close upper bound to the Bayes error, which is given by

\[ \epsilon_B = \sum_{i<j} \sqrt{P_i P_j} \int \sqrt{p_i(X)p_j(X)}dX. \]  

(11)

Under the background of two-dimensional supervised dimensionality reduction, if we can derive a relatively close upper bound of \( \epsilon_B \), we may obtain a reasonable dimensionality reduction model. In fact, under some basic assumptions, we can obtain an upper bound of \( \epsilon_B \), as shown in the following proposition.

**Proposition 1.** Assume \( P_i \) and \( p_i(X) \) are the prior probability and the probability density function of the \( i \)-th class for the training data set \( T \), respectively, and the data samples in each class are independent and identically normally distributed. Let \( p_1(X), p_2(X), \ldots, p_c(X) \) be the Gaussian functions given by \( p_i(X) = \mathcal{N}(X|\bar{X}_i, \Sigma_i) \), where \( \bar{X}_i \) and \( \Sigma_i \) are the class mean and the class covariance matrix, respectively. We further suppose \( \Sigma_i = \Sigma \), \( i = 1, 2, \ldots, c \), where \( \Sigma \) is the covariance matrix of the data set \( T \), and \( \bar{X}_i \) and \( \Sigma \) can be estimated accurately from \( T \). Then for arbitrary projection vector \( w \in \mathbb{R}^{d_1} \), the Bhattacharyya error bound \( \epsilon_B \) defined by (11) on the data set \( \tilde{T} = \{ \tilde{X}_i|\tilde{X}_i = w^T X_i \in \mathbb{R}^{1 \times d_2} \} \) satisfies the following:

\[ \epsilon_B \leq -\frac{a}{8} \sum_{i<j} \sqrt{P_i P_j} ||w^T (\bar{X}_i - \bar{X}_j)||_2^2 + \frac{a}{8} \Delta \sum_{i=1}^c \sum_{s=1}^{N_i} ||w^T (X_{is} - \bar{X}_i)||_2^2 \]

+ \[ \sum_{i<j} \sqrt{P_i P_j} \]

(12)

where \( \Delta = \frac{1}{4} \sum_{i<j} \sqrt{P_i P_j} ||\bar{X}_i - \bar{X}_j||_F^2 \), and \( a > 0 \) is some constant.

**Proof:** See the Appendix. \( \square \)

3.2. The proposed two-dimensional Bhattacharyya bound linear discriminant analysis

Proposition [11] gives a reasonable upper bound of \( \epsilon_B \). After obtaining an upper error bound, it is natural to minimize it. Therefore, we minimize
the upper bound of $\epsilon_B$ in (12), that is, the right side of (12). In fact, by minimizing it, we can easily obtain a novel two-dimensional Bhattacharyya bound linear discriminant analysis (2DBLDA) as the following

$$\min_{w^Tw=1} - \frac{1}{N} \sum_{i<j} \sqrt{N_iN_j} ||w^T(\bar{X}_i - \bar{X}_j)||_2^2 + \Delta \sum_{i=1}^c \sum_{s=1}^{N_i} ||w^T(X_{is} - \bar{X}_i)||_2^2$$

(13)

where $\Delta = \frac{1}{d} \sum_{i<j} \sqrt{P_iP_j} ||X_i - X_j||_F^2$, $w \in \mathbb{R}^{d_1}$, $P_i = \frac{N_i}{N}$.

By applying (13), we can project a $d_1 \times d_2$ sample $X$ into a $1 \times d_2$ sample $\tilde{X}$ by $\tilde{X} = w^T X$. However, it not usually contains enough discriminant information in the $1 \times d_2$ space, and we may need $r \geq 1$ projection vectors $w_1, w_2, \ldots, w_r$ that constitute a projection matrix $W = (w_1, w_2, \ldots, w_r) \in \mathbb{R}^{d_1 \times r}$, and project $X$ into a $r \times d_2$ space by $\tilde{X} = W^T X$.

In general, we consider the following 2DBLDA

$$\min_{W} - \frac{1}{N} \sum_{i<j} \sqrt{N_iN_j} ||W^T(\bar{X}_i - \bar{X}_j)||_F^2 + \Delta \sum_{i=1}^c \sum_{s=1}^{N_i} ||W^T(X_{is} - \bar{X}_i)||_F^2$$

s.t. $W^T W = I$,

(14)

where $W \in \mathbb{R}^{r \times d_1}$, $r \leq d_1$. We now give the geometric meaning of 2DBLDA. Minimizing the first term in (14) will make the means of two different classes far from each other in the projected space, which guarantees the between-class separateness. Here the coefficients $\frac{1}{N} \sqrt{N_iN_j}$ in the first term weight distance pairs between different class means. Minimizing the second term in (14) forces each sample around its own class mean in the projected space. The weighting constant $\Delta$ in front of the second term balances the between-class importance and within-class importance while also makes sure minimum error bound according to the proof of Proposition 1. We can observe that 2DBLDA is adaptive to different data since $\Delta$ is determined by the given data set. The constraint $W^T W = I$ makes sure the obtained discriminant directions orthogonal to each other, which ensures minimum redundancy in the projected space.

2DBLDA can be easily solved through a simple standard eigenvalue de-
composition problem. In fact, model (14) can be rewritten as
\[
\begin{align*}
\min_w & \quad \text{tr}(W^T S W) \\
\text{s.t.} & \quad W^T W = I,
\end{align*}
\] (15)
where
\[
S = -\frac{1}{N} \sum_{i<j} \sqrt{N_i N_j} (\bar{X}_i - \bar{X}_j)(\bar{X}_i - \bar{X}_j)^T + \Delta \sum_{i=1}^c \sum_{s=1}^{N_i} (X_{is} - \bar{X}_i)(X_{is} - \bar{X}_i)^T.
\] (16)

Then \( W = (w_1, w_2, \ldots, w_r) \) is obtained by the \( r \) orthonormal eigenvectors that correspond to the first \( r \) smallest nonzero eigenvectors of \( S \).

4. Experiments

In this section, we compare our 2DBLDA with 2DPCA [33], 2DPCA-L1 [8], 2DLDA [11] and L1-2DLDA [14, 15]. The learning parameter \( \delta \) of L1-2DLDA is selected optimally from the set \{0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1\} by grid search. We experiment on Yale database\(^1\) and Coil100 database\(^2\) for image recognition, and on Indian females database\(^3\) for face reconstruction. After applying the above dimensionality reduction methods on training data, the test data are projected to lower dimensional space. For image recognition, the nearest neighbors classifier is employed to obtain classification accuracy as the performance measurement. For face reconstruction, the mean reconstruction error is used for performance evaluation. All the methods are carried out on a PC with P4 2.3 GHz CPU by Matlab 2017b.

4.1. Image recognition

In this subsection, we apply the proposed method on the Yale and Coil100 databases for image recognition. The Yale database is a human face database that contains 165 images of 15 individuals, and each individual includes 11 images. The database is considered to evaluate the performance of methods when facial expression and lighting conditions are changed. The Coil100

\(^1\)http://cvc.cs.yale.edu/cvc/projects/yalefaces/yalefaces.html
\(^2\)http://www.cs.umass.edu/~vidit/IndianFaceDatabase
database contains 900 images of 100 objects, with each object containing 9 images. For Yale database, 7 images for each individual are randomly chosen to form the training set and the rest images compose the test set. For Coil100 database, 6 images for each subject are randomly chosen to form the training set and the rest images construct the test set.

We first apply all the methods on the original training data and obtain their projection matrices. The test classification accuracies on the obtained projected test data of these two databases are listed in Table 1, and the best accuracies are shown in bold figure. For 2DPCA-L1 and L1-2DLDA, since their performance is affected by the initialization projections, we repeat these two methods ten times and adopt their mean accuracies along with standard variances. From the table, we see our 2DBLDA owns the highest or comparable performance compared to other methods.

Table 1: Comparison of mean accuracy (%) for different methods on the original Yale database and Coil100 database.

| Data set | 2DPCA | 2DPCA-L1 | 2DLDA | L1-2DLDA | 2DBLDA |
|----------|-------|----------|-------|----------|--------|
| Yale     | 85.00 | 82.67±0.86 | 83.33 | 85.00±0.00 | 85.00  |
| Coil100  | 74.00 | 67.93±1.26 | 72.00 | 73.37±0.46 | 74.33  |

To further see the superiority of our 2DBLDA, we artificially pollute the training data by adding each training sample with a rectangle block occlusion at a random location. We here set the occlusion area ratio to 10%, 20%, 30%, 40%, respectively. For convenience, we denote these four data sets as Yale\textsubscript{b0.1}, Yale\textsubscript{b0.2}, Yale\textsubscript{b0.3} and Yale\textsubscript{b0.4}, where the subscript “\texttt{b}” represents block occlusion and the number next to it means occlusion ratio. For the Coil100 data, we add random rectangular Gaussian noise of mean 0 and variance 0.2 that covers 10%, 20%, 30%, 40% areas of each training image at random position. We denote these four data sets as Coil\textsubscript{g0.1}, Coil\textsubscript{g0.2}, Coil\textsubscript{g0.3} and Coil\textsubscript{g0.4}, where the subscript “\texttt{g}” represents Gaussian noise and the number next to it means noise ratio. Some noise samples are shown in Fig.\texttt{1}. The classification results on the noise data sets are listed in Tables \texttt{2} and \texttt{3} respectively. From the tables, we have the following observations: (i) All methods are affected by the noise, and their corresponding accuracies are lower than the ones on the original data. In general, the larger the noise area is, the lower the accuracy is. (ii) The proposed 2DBLDA owns the highest
accuracy on all noise data. (iii) L1-2DLDA and 2DPCA perform better than 2DPCA-L1 and 2DLDA.

Table 2: Comparison of mean accuracy (%) for different methods on noise Yale databases.

| Data set | 2DPCA | 2DPCA-L1 | 2DLDA | L1-2DLDA | 2DBLDA |
|----------|-------|----------|-------|----------|--------|
| Yale0.1  | 76.67 | 59.33±2.63 | 76.66 | 77.33±1.17 | 78.33  |
| Yale0.2  | 76.67 | 55.83±3.07  | 70.00 | 73.67±2.33 | 76.67  |
| Yale0.3  | 63.33 | 50.67±7.58  | 63.33 | 64.67±2.33 | 65.00  |
| Yale0.4  | 56.67 | 49.67±3.31  | 56.67 | 51.83±3.46 | 60.00  |

Figure 1: Noise samples from the Yale and Coil100 databases.

We further investigate the influence of the reduced dimension to the accuracy. Fig. 2 depicts the variation of accuracies along dimensions on original Yale and Coil100 databases, and Figs. 3 and 4 depict the corresponding results on noise databases. The results show that: (i) As the increasing of the number of reduced dimensions, the accuracies of 2DPCA and our 2DBLDA first achieve their highest and then have a relative steady trend, while other methods vary a lot. (ii) No matter on the original data or the noise data, the proposed 2DBLDA has the highest accuracy under optimal reduced dimension. (iii) All the methods are greatly influenced by the reduced dimension,
Table 3: Comparison of mean accuracy (%) for different methods on noise Coil100 database.

| Data set | 2DPCA | 2DPCA-L1 | 2DLDA | L1-2DLDA | 2DBLDA |
|----------|-------|----------|-------|----------|--------|
| Coil_{g0.1} | 71.67 | 63.77±3.39 | 70.67 | 71.37±1.11 | **72.33** |
| Coil_{g0.2} | 67.00 | 51.43±1.75 | 68.67 | 67.10±0.88 | **70.00** |
| Coil_{g0.3} | 63.33 | 48.93±3.43 | 63.33 | 61.80±2.54 | **68.33** |
| Coil_{g0.4} | 58.00 | 43.70±0.64 | 60.00 | 57.73±1.84 | **61.00** |

and it is necessary to choose an optimal reduced dimension. (iv) In addition, the optimal reduced dimension of 2DBLDA is not too large compared to other methods in general.

4.2. Face Reconstruction

In this part, we apply the proposed 2DBLDA and other methods to face reconstruction on the Indian females database. The Indian females database contains 242 human face images of 22 female individuals and each individual has 11 different images. The original images are resized to 32×32 pixels. We first introduce face image reconstruction. For a given image $X \in \mathbb{R}^{d_1 \times d_2}$, suppose we have obtained a projection matrix $W = (w_1, w_2, \ldots, w_r) \in \mathbb{R}^{d_1 \times r}$,
Figure 3: Accuracies of all methods on noise Yale database.
Figure 4: Accuracies of all methods on noise Coil100 database.
Then \( X \) is projected into the \( r \times d_2 \)-dimensional space by \( \tilde{X} = W^T X \). Since \( w_1, w_2, \ldots, w_r \) are orthonormal, the reconstructed image of \( X \) can be obtained by \( \hat{X} = WW^T X \). To measure the reconstruction performance, we use the average reconstruction error (ARE) as a measure, which is defined as

\[
\tilde{e}_r = \frac{1}{N} \sum_{i=1}^{N} \| X_i - WW^T X_i \|_F,
\]

where \( r = 1, 2, \ldots, d_1 \).

We first experiment on the original data, and compute the ARE for each method. The variation of ARE along different dimensions is shown in Fig.5 (a). From the figure, we see when the dimension is less than 15, our 2DBLDA performs the best especially when the dimension is greater than 5. When the dimension is greater than 15, 2DPCA is comparable or slightly better than our 2DBLDA, but both of these two methods almost achieve steady. The result shows that 2DBLDA can achieve good performance for low dimensions. Other three methods obviously perform worse than our 2DBLDA and 2DPCA on all the dimensions. When \( r = 15 \), we demonstrate the reconstructed face images for random 7 individuals in Fig.5 (b). It can be visually seen that 2DBLDA and 2DPCA have the best reconstruction effect.

![Figure 5: Face reconstruction results on original Indian database.](image)

To further evaluate the effectiveness of the proposed 2DBLDA, we add two different types of noise on the data. The first type noise is the Gaussian noise of mean 0 and variance 0.05 that covers 30% areas of each image. The ARE of each method under different dimensions is plotted in Fig.6 (a). On this noise...
data, we see our 2DBLDA outperforms other methods on almost all the reduced dimensions, and 2DPCA is comparable to our 2DBLDA only when the dimension is greater than 27. This indicates that the proposed 2DBLDA can achieve fairly good performance by only employing a small number of reduced dimensions. We then add the second type of noise named dummy noise on the data. Here the dummy noise is the image which is generated from the discrete uniform distribution on [0,1], and is of the same size as the original image. Extra 100 dummy images are added to the whole database. After the projection matrix is obtained on this polluted data, it is used to reconstruct human face images. The result in Fig.6(a) demonstrates that our 2DBLDA has the lowest ARE on this database for all the dimensions, and when the dimension is greater than 20, it has rather low ARE. The reconstructed face images when $r = 15$ that are shown in Fig.6(b) also support the above argument.

![Graph](image)

(a) Average reconstruction error

![Faces](image)

(b) Reconstructed faces

Figure 6: Face reconstruction results on Gaussian Indian database.

5. Conclusion

This paper proposed a novel two-dimensional linear discriminant analysis via the Bhattacharyya upper bound optimality (2DBLDA). Different from the existing 2DLDA, optimizing the criterion of 2DBLDA was equivalent to optimizing an upper bound of the Bhattacharyya error. This led to maximizing a weighted between-class distance and minimizing the within-class distance, where these two distances were weighted by a meaningful adaptive constant that can be computed directly by the involved data. 2DBLDA had no
parameters to be tuned and can be effectively solved by a standard eigenvalue decomposition problem. Experimental results on image recognition and face image reconstruction demonstrated the superiority of the proposed method. Our Matlab code can be downloaded from http://www.optimal-group.org/Resources/Code/2DBLDA.html.

**Appendix**

**Proof of Proposition 1:** We first note that \( p_i(\tilde{X}) = \mathcal{N}(\tilde{X}|\tilde{X}_i, \tilde{\Sigma}) \), where \( \tilde{X}_i = w^T \tilde{X}_i \in \mathbb{R}^{1 \times d_2} \) is the \( i \)-class mean and \( \tilde{\Sigma} \) is the covariance matrix in the \( 1 \times d_2 \) projected space. Denote

\[
D = \begin{pmatrix}
w^T X_1 \\
\vdots \\
w^T X_N
\end{pmatrix} \in \mathbb{R}^{d_2 \times N} \quad \text{and} \quad \tilde{X}_I = \begin{pmatrix}
w^T X_{t_1} \\
\vdots \\
w^T X_{t_N}
\end{pmatrix} \in \mathbb{R}^{d_2 \times N}.
\quad \text{(18)}
\]

Then \( \tilde{\Sigma} = (D - \tilde{X}_I)(D - \tilde{X}_I)^T \).

According to [2], we have

\[
\int \sqrt{p_i(\tilde{X})p_j(\tilde{X})} = e^{-\frac{1}{2}(\tilde{X}_i - \tilde{X}_j)^T \tilde{\Sigma}^{-1} (\tilde{X}_i - \tilde{X}_j)}.
\quad \text{(19)}
\]
The upper bound of the error $\epsilon_B$ can be estimated as

$$
\epsilon_B = \sum_{i<j}^c \sqrt{P_i P_j} e^{-\frac{1}{2} (\tilde{X}_i - \tilde{X}_j) \Sigma^{-1} (\tilde{X}_i - \tilde{X}_j)^T} = \sum_{i<j}^c \sqrt{P_i P_j} \epsilon_B = \sum_{i<j}^c \sqrt{P_i P_j} \left( 1 - \frac{a}{8} \| (\tilde{X}_i - \tilde{X}_j) \Sigma^{-\frac{1}{2}} \|_2^2 \right)
$$

$$
\leq \sum_{i<j}^c \sqrt{P_i P_j} \left( \frac{a}{8} \sum_{i<j} \sqrt{P_i P_j} \cdot \| (w^T \tilde{X}_i - w^T \tilde{X}_j) \Sigma^{-\frac{1}{2}} \|_2^2 \right)
$$

$$
\leq \sum_{i<j}^c \sqrt{P_i P_j} - \frac{a}{8} \sum_{i<j} \sqrt{P_i P_j} \cdot \| (w^T \tilde{X}_i - w^T \tilde{X}_j) \|_2^2 \| \Sigma^\frac{1}{2} \|_F^2
$$

$$
\leq \sum_{i<j}^c \sqrt{P_i P_j} - \frac{a}{8} \sum_{i<j} \sqrt{P_i P_j} \cdot ||w^T (\tilde{X}_i - \tilde{X}_j)||_2^2
$$

$$
+ \frac{a}{8} \sum_{i<j}^c \sqrt{P_i P_j} \cdot \Delta_{ij} \| \tilde{\Sigma}^\frac{1}{2} \|_2^2
$$

where $\Delta_{ij} = \frac{1}{4} \| \tilde{X}_i - \tilde{X}_j \|_2^2$, $a > 0$ is some constant. For the first inequality of (20), note that the real value function $f(z) = e^{-z}$ is concave when $z \in [0, b]$, therefore $e^{-z} \leq 1 - \frac{1-e^{-b}}{b} z$. By taking $a = \frac{1-e^{-b}}{b}$ and noting $\tilde{X}_i = w^T \tilde{X}_i$, the first inequality is obtained. For the second inequality, we first note the fact that for any $z \in \mathbb{R}^{1 \times d_2}$ and an invertible $A \in \mathbb{R}^{d_2 \times d_2}$, $||z||_2 = ||A^{-1}||_2 \leq ||z A||_2 \cdot ||A^{-1}||_F$, which implies $||z A||_2 \geq \frac{||z||_2}{||A||_F}$. By taking $z = w^T \tilde{X}_i - w^T \tilde{X}_j$ and $A = \tilde{\Sigma}^{-\frac{1}{2}}$, we get the second inequality. For the last inequality, since $||w||_2 = 1$, $||w^T (\tilde{X}_i - \tilde{X}_j)||_2^2 \leq ||w||_2^2 \cdot ||\tilde{X}_i - \tilde{X}_j||_F^2 = ||\tilde{X}_i - \tilde{X}_j||_F^2$ and
\[ \frac{1}{||\Sigma^\frac{1}{2}||_F^2} \left( 1 - \frac{1}{||\Sigma^\frac{1}{2}||_F^2} \right) \leq \frac{1}{4}, \] we have

\[ \left( ||w^T(X_i - X_j)||_2^2 - \frac{||w^T(X_i - X_j)||_2^2}{||\Sigma^\frac{1}{2}||_F^2} \right) \cdot \frac{1}{||\Sigma^\frac{1}{2}||_F^2} \]

\[ = ||w^T(X_i - X_j)||_2^2 \cdot \frac{1}{||\Sigma^\frac{1}{2}||_F^2} \left( 1 - \frac{1}{||\Sigma^\frac{1}{2}||_F^2} \right) \]

\[ \leq \frac{1}{4} ||w^T(X_i - X_j)||_2^2 \]

\[ \leq \frac{1}{4} ||X_i - X_j||_F^2 \]

\[ = \Delta'_{ij}. \]

which implies

\[ - \frac{||w^T(X_i - X_j)||_2^2}{||\Sigma^\frac{1}{2}||_F^2} \leq - ||w^T(X_i - X_j)||_2^2 + \Delta'_{ij} \cdot ||\Sigma^\frac{1}{2}||_F^2. \]

By multiplying \( \frac{2}{5} \sqrt{P_i P_j} \) to both sides of (22) and summing it over all \( 1 \leq i < j \leq c \), we get the last inequality of (20).

Take \( \Delta = \sum_{i<j} \sqrt{P_i P_j} \Delta'_{ij} = \frac{1}{4} \sum_{i<j} \sqrt{P_i P_j} ||X_i - X_j||_F^2 \), and note that \( ||\Sigma^\frac{1}{2}||_F^2 = \sum_{i=1}^c \sum_{s=1}^{N_i} ||w^T(X_{is} - X_i)||_2^2 \), we then obtain (12). \( \square \)
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