Chapter 16
The Future of Nursing Informatics in a Digitally-Enabled World
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Abstract  The nursing profession has a history of embracing novel technologies that support the delivery of compassionate, person-centred care. The emergence and rapid adoption of ‘intelligent’ technologies that have the ability to act autonomously, but that are often embedded and ‘invisible’ to users, is challenging the nursing profession to reconsider their role in the health system of the future. Using a socio-technical lens the authors examine artificial intelligence and process automation technologies because of their significant potential to become much further embedded into nursing work and disrupt the healthcare system as we know it. Opportunities for nurses to transform their role in the healthcare value chain, will arise from the profession’s proactive reconceptualization of the nursing role in an era where technology is moving from discrete transaction processing and monitoring applications to pervasive computing. But the nurse’s traditional patient and family advocacy role will remain important, as policy, regulatory and ethical challenges arise from the development and use of these emergent digital technologies. The rapidly changing healthcare ecosystem demands nursing involvement in the research, design, adoption and use of emergent digital technologies. The subtle normalization of these technologies into the nursing role will require new nursing knowledge and skills, and different relationships between nurses (i.e., practice, education, research, leadership) and other actors (i.e. patients, physicians, technologies) in the healthcare ecosystem of the future.
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**Learning Objectives for Chapter**
1. Understand emergent digital technology, as related to nursing practice, education, research, and leadership.
2. Explore new social and technical (socio-technical) relationships that are beginning to emerge between humans and technology in all areas of nursing practice.
3. Understand philosophical and conceptual inquiry as it relates to the use of artificial intelligence and robots/robotics within nursing practice and future models of care.
4. Evaluate the ethical, social justice, and nursing care implications of emergent digital technology like artificial intelligence and robotics upon various aspects of the nursing role.

**16.1  Introduction**

The nursing profession has witnessed significant technological and societal change over the last few decades. With the increased adoption of all forms of electronic and communication innovations and increasing diffusion of emergent digital technologies like artificial intelligence across all areas of society, the nursing profession is currently entering a critical point in its history. How will the emergent technological forces of today shape the nursing profession, and the role and function of nursing in the future? How can the profession differentiate itself from other caring professions? How do emergent technologies complement current nursing value(s) and reveal entirely new ones? The profession as we know it, may be facing a subtle existential crisis - what will the nursing role look like and be like, in the future?

In this chapter, we will explore the rapid growth and adoption of emergent digital technologies and the impact, growth and relevance to the nursing profession now and into the future. While nursing has a long track record of using innovation in both proactive and creative fashions, the exponential growth of disruptive emergent digital technologies has resulted in uncertainty around how best to align current-state nursing roles and knowledge with approaches to health(care) in the not-too-distant future. Although it is has been predicted that many of the roles and skills currently fulfilled by nurses will continue to exist in the foreseeable future (Frey and Osborne 2017), remaining static as a profession in this quickly evolving environment will likely be incompatible with a productive or prosperous future (Booth et al. 2019). To help practitioners plan for this future, the chapter will also help identify strategic opportunities and practical suggestions as to areas where nursing can evolve in meaningful and proactive ways that leverage emergent digital technologies to advance the profession and remain relevant to the goal of improved
The chapter will conclude with a range of strategic planning considerations and exemplars to help guide practitioners to reconceptualize aspects of their nursing role in light of emergent digital technology, and reflect on how the profession can differentiate itself and generate new and innovative ways to contribute to the healthcare value chain in a digitized and automated world. While not always comfortable, with this level of discussion and candour we hope to stimulate timely and important reflection of the nursing profession.

16.2 Current State

The current state of the nursing profession in relation to informatics and other digital technologies is both extensive and multi-dimensional. Recent societal and global events (i.e., COVID-19 pandemic, climate change induced diseases and disasters) have reinforced the importance and potential of modern information and communication technology. It would be redundant to enter into a discussion here about what the nursing profession uses now in terms of technology (as of writing in April 2020) or to provide a list of current state technologies that are important within contemporary nursing. For that we encourage readers to consult other chapters of this book and the numerous other resources available on the topic (Booth et al. 2019; Risling 2017; Morse et al. 2019; Frazier et al. 2019; Huston 2013).

Instead we intend to explore nursing’s current-state interpretation of emergent digital technologies. Over the decades, numerous scholars and practitioners have presented their ideas regarding the state and value of all forms of technology used within the nursing profession. Taken as a collective, there appears to be an underlying notion across much of the nursing discourse that the impressive growth and diversity of technology adoption happens around or adjacent to the nursing profession. That is, the nursing profession possesses the ability to remain largely unchanged in the types of traditional roles and activities for which its known, despite an ever-increasing variety and complexity of emergent digital technologies used in and for nursing work. Although there are a variety of reasons the nursing profession commonly elects to discuss informatics and emergent digital technology from a socially-grounded and human-centric perspective, for the remainder of this chapter, we will adopt a more balanced conceptual lens that balances the social aspects of action (e.g., nursing roles, their relationships with patients, etc.) with the complementary technical aspects of reality (e.g., emergent digital technology and the processes they facilitate, etc.). We believe this socio-technical (Berg et al. 2003; Sittig and Singh 2010) approach to conceive and generate recommendations for future practice offers a more balanced theoretical perspective from which to generate implications for future practice. As we progress in this fashion, it will become quickly apparent that the digital healthcare ecosystems of the future will challenge the nursing profession’s conception of the nursing role and necessitate a move to leverage the best elements of what is human and what is technology. It must engage in discussion that privileges both social and technical features as equally powerful, important, and
essential to the generation of realistic recommendations for the future of nursing as it relates to emergent digital technology.

16.3 Nursing’s Contemporary Relationship with Technology

The dominance of discourse in nursing about advantage or disadvantage of technology exemplifies a profession struggling to come to terms with the phenomenon. (Barnard, 2016, p. 9)

As described by Barnard (2016), throughout nursing discourse technology (of all types) is often characterized as an object or tool which, through the act of being used by a nurse, can generate outcomes that are potentially beneficial to practice. While a seemingly accurate characterization, the role, presence, and potential value of technology within the profession has been largely reduced to discussions about the explicit advantages and disadvantages brought by the presence or functionality of a specific technology (Barnard 2016). The nursing informatics literature has a long tradition of discussing and examining various technologies used by nurses in practice, leadership, research and education, commonly through a lens that assesses benefits and/or drawbacks. Although this approach to conceptualizing the role and merits of technology is valuable, these high-level assessments fall short when applied to newer forms of emergent digital technologies many of which invisibly shape models of practice and nursing activities.

For instance, there is a long lineage of health and nursing informatics research that describes how traditional health technology (e.g., electronic medical records, bar code medication administration systems, etc.) used by practitioners can sometimes (re)shape actions of people in both intended and unintended fashions (Koppel et al. 2005; Gephart et al. 2015; Novak et al. 2013). As both Sandelowski (1999) and Barnard (2002) describe, nursing discourse has privileged the notion that technology sometimes possesses an overt ability to direct the actions of people, and to be “everywhere we practice, yet we are not always aware of it” (Barnard 2002, p. 19). These seemingly invisible forces acting upon and between the relationship of nurses and technology continues to accurately depict the contemporary reality faced by many nurses, especially as related to emergent technologies that use advanced functionality like artificial intelligence. Recently, concerted efforts have been undertaken within informatics research to synthesize how emergent digital technology using artificial intelligence and other self-learning functionalities can and do influence their human clinician counterparts in both intended and unintended fashions (Shortliffe and Sepúlveda 2018; Lynn 2019; Cresswell et al. 2020). Given the increasing embeddedness of many newer technologies and an individual’s inability to consistently be “aware of it” (Barnard 2002, p. 19), we propose that the rapid evolution of many modern-day technologies has superseded the abilities of many nurses to remain situationally aware of their presence in health(care) practice. In the span of less than a decade, all forms of mobile technology, digital communications infrastructure, robotics, and innovations using artificial intelligence which were
once the narratives of science fiction, have become fixed realities in many western societies and health(care) practices. Although technology has evolved significantly, nursing’s conceptualization and descriptions of technology and the new human-technical relationships it can stimulate are still constrained by a range of traditional semantic and cultural factors. As described by Sandelowski (1999), the nursing profession has historically utilized a “traditional western binary distinction…” (p. 204) between what is conceived to be human and what is technology. Further, Sandelowski (1997) suggests that “English language customs make it difficult to convey the human-technology relation as other than one of us/it and cause and effect” (p. 222). While written over 20 years ago, the desire to discuss the function of humans and technology separately persists today. While it would seem that the semantic division of humans and technology is still commonly preferred in nursing discourse, the rapid integration of emergent digital technology in the profession and across society is making it increasingly difficult to ignore how interdependent the relationships between humans and technology have become. For instance, with a range of wearable Internet of Things (IoT) devices now available (e.g., FitBit, biometric trackers, modern smartphones) that connect humans to devices and to larger networks of devices (e.g., 5G cellular internet, home automation technology, social media platforms), that also possess varieties of potentially human (e.g., real-time chat for product consultations, multi-person webinar and teleconference technology) and non-human interaction points (e.g., internet bots, personalized marketing, artificial intelligence bots for journalism, news articles, and publications, blockchain), we are entering a new paradigm where it is almost impossible to discuss the modern-day activities of humans in the absence of technology. With the blurring boundaries between embedded digital technology and many activities of daily life, it is increasingly difficult, if not impossible, to conceptualize nursing actions in the absence of some form of modern digital technology (and vice versa). Although it is appreciated that nursing is not technology and technology is not nursing, the challenge for practitioners and scholars moving into the future is to embrace and better understand the socio-technical relationships that have become normalized (either consciously or unconsciously) over the last decade.

16.4 Conscious and Unconscious Normalization

As described by Agar (2015), hedonic normalization is the tendency for people to form “goals and experiences … [as] appropriate to the environments experienced as an individual comes to maturity.” Simply put in reference to technology, experience of using technology by an individual is normalized through use of the specific technology. Over time, an individual can add to their baseline of experiences, and subsequently normalize the use, function, and existence of the innovation as being commonplace or necessary for action. If the technology is useful and beneficial to individuals, they continue to draw hedonic gains from its use, which can eventually result in treating the innovation as normal or potentially requisite in everyday life.
As an extension to Agar’s interpretation of hedonic normalization, we suggest that the rate of change and innovation has become so rapid in recent times, that most individuals no longer have adequate time to consciously understand or realize which digital technologies they normalize into everyday life. Thus, we propose that hedonic normalization of technology occurs at a rate faster than individual generations of people now realize, and commonly occurs unconsciously, stimulated by the nature and subtle embeddedness of many modern-day digital technologies in daily life. Insomuch as we have entered a new time period in nursing history where the life cycles of technology occur so quickly, we suggest that conscious awareness of the role, function, and even presence of many innovations is never fully realized by users of the technology. For instance, there are over 100 million artificially-intelligent, cloud-computer connected, natural language conversational Amazon Alexa smart devices that have been sold to date (Bohn 2019). A decade ago, a device like the modern-day Alexa would have been described as a primordial prototype of a future voice-enabled smart device; two decades ago, a device like Alexa would have been viewed more of an artifact arising from science-fiction, than an easily obtainable piece of digital technology that is currently sold globally. From a nursing perspective, we have entered a new domain where the profession is having to evolve in response to many types of emergent digital technology, and awareness of this evolution and intended [or unintended] consequences may not be present or appreciated. To our original point, we have stumbled into a reality where the socio-technical blurring of human and technological roles, knowledge, and action occurs on a daily basis in nursing, commonly without conscious awareness. In the coming sections, we provide explicit examples where blurring is happening between the nursing role and emergent digital technology, and explore the new roles, actions, and knowledge possible from this reconceptualized human-technical relationship. Furthermore, we expand upon how nursing must position itself to impact healthcare and patient outcomes in the technology-normalized future.

16.5 Conceptualizing the Future of Nursing

Across society, many types of emergent digital technologies have been used to stimulate new patterns of human behavior, models of economy, and approaches to knowledge sharing and dissemination. With the generation of new approaches to human action, new relationships between humans and technology are formed, refined, and evolved as necessary. While nursing and healthcare have begun to leverage many of these emergent digital approaches in support of nursing work and knowledge generation, further discussion of how nursing can leverage the best parts of human presence, knowledge, and abilities augmented by the power of emergent digital technology must be conducted. To do this, deeper exploration and reconceptualization of nursing roles and knowledge in health(care) activities of the future is required. Through theorization of the future roles and knowledge requirements, this
chapter aims to provide practitioners with a blueprint from which to begin reconceptualizing all aspects of nursing practice, education, research, and leadership.

16.5.1 Future Roles and Knowledge Required by Nurses

In light of the advances in novel technologies, there is a substantive amount of scholarly literature exploring the future trajectory of the profession (Tanioka et al. 2019; Buchanan et al. 2020; Nagle et al. 2017; Topaz et al. 2016; Strudwick et al. 2020; Remus and Kennedy 2012a; Remus and Donelle 2019; Fridsma 2018). Within the nursing informatics domain, experts have speculated on various competencies and trends that will be important over the coming decade. For instance Nagle et al. (2017) suggest that a future nursing informatics specialist will function within virtual models of care, complemented by a range of knowledge related to data analytics, and leverage new care delivery approaches enabled by IoT and other technologies. Topaz et al. (2016) completed a large cross-sectional survey of 272 international nursing informatics researchers and practitioners and uncovered a desire within the discipline to expand the roles of nurses related to digital technologies by: (1) increasing leadership opportunities for nurses (i.e., chief nursing informatics officer); (2) integrating informatics more deeply into nursing education; and, (3) demonstrating clear linkages between the use of nursing data and related health outcomes, including its impact on clinical decision-making, interprofessional collaboration, and increasing research opportunities for practitioners. They note that as consumers have progressively more access to their own health records, the role of nurses will expand to include that of digital knowledge broker and system navigator. More recently, Strudwick et al. (2020) propose that the nursing role within future digital healthcare ecosystems supported by artificial intelligence and process automation technologies, will require the profession to reconsider how compassionate, person-centred care is conceptualized and enacted. Through an extensive review of literature and expert panel consultations, the authors conclude that difficult decisions will need to be made including: (1) reconsidering traditional roles and tasks conducted by nurses that may not contribute value or be valued in future healthcare ecysystems; and, (2) how the profession can better position itself to direct future health(care) processes in relation to critical issues such as ethics, social justice, and humanistic practice, in light of technological advances.

As introduced by Strudwick et al. (2020), the ability of nurses to provide compassionate, person-centred care in the future will be contingent on a deep understanding of not only the mechanical skills needed to use the technology, but an evolved appreciation of the ethics and social justice issues associated with its use. Nagle et al. (2017) and Topaz et al. (2016) both describe nursing in the future as requiring receptivity toward various virtual and digital care models that may look significantly different than approaches used in the past. Taken together, these scholars have suggested that future nursing roles will require an evolved understanding of various processes (and their related implications) stimulated by new
opportunities generated by digital technology. Two such emergent digital technologies that have been projected to significantly influence the nursing profession include artificial intelligence and process automation (Booth et al. 2019; Buchanan et al. 2020; Strudwick et al. 2020; Pepito and Locsin 2019; Archibald and Barnard 2018; Erikson 2016; Frith 2018; Booth 2016). While there are other innovations that will likely have material influence on the role and knowledge used by nurses, artificial intelligence and process automation technologies have been targeted for deeper exploration due to their significant potential to become much further embedded into nursing work. In the following section we conduct a detailed discussion and analysis related to the use of artificial intelligence and process automation technologies in nursing and within the nursing role.

16.5.2 Artificial Intelligence

As with much technology discourse in the past, artificial intelligence has become a monolithic term within the nursing discourse and refers to many different forms of machines or digital systems that mimic the cognitive functions of a human, including actions like problem-solving, decision-making, and learning (Stuart and Peter 2016). While the domain of artificial intelligence is wide and diverse, for the purposes of simplicity, this chapter will use the term to describe technology that has the ability to perform actions or tasks (e.g., decision-making) which would normally require some degree of human intelligence (Buchanan et al. 2020). As described previously, over the last decade the use of artificial intelligence in society has become both ubiquitous, but also commonly invisible. Applications using artificial intelligence underpin numerous processes and activities that support contemporary life and economies (West and Allen 2018). Virtually every device connected to the Internet now uses some form of artificial intelligence, either through its embedded decision-support functionalities, or its connectivity with larger intelligent systems that can generate personalized or predictive information for a user. While it is beyond the scope of this chapter to provide a fulsome discussion of the pervasiveness of artificial intelligence within contemporary society, it is sufficient to say that many aspects of modern life have been transformed through the use of these forms of technology. One common feature of artificial intelligence in a system is its use of complex algorithms to execute actions. Unlike traditional computerized systems that are unable to evolve the algorithms pre-programmed into the system, technology using artificial intelligence generally possesses the ability to improve upon pre-existing algorithms through self-learning and exploration of new or existing data. Machine learning is a subset of techniques in artificial intelligence, that helps systems receive, process and analyze data then change their embedded algorithms as they learn more about the data they’re processing; in essence they improve their predictive capabilities and accuracy in semi- or autonomous fashions without human intervention (Kwon et al. 2019).
The increased penetration of artificial intelligence into computerized and digital systems used by humans, has generated concerns amongst privacy and ethics proponents regarding the use of systems that can self-learn with limited human oversight. According to Vayena et al. (2018) one of the primary concerns about the use of machine learning systems in healthcare is that “algorithmic bias” (p. 3) in the machine learning process may reinforce inequity, stigma, and imbalanced representations of people or populations. AI’s blackbox problem, caused by our inability to always fully understand how algorithms work the way they do, means that many machine learning processes particularly those that teach themselves to make predictions on datasets, are unable to be reverse engineered leaving clinicians with outcomes they are unable to interpret or justify.

While artificially intelligent systems using machine learning can interrogate massive data sources and generate important recommendations and predictions to optimize outcomes, they may be susceptible to algorithmic biases, with unintended consequences. Automating inequalities is the term used to describe the outcomes of algorithmic decision-making approaches that are applied uncritically and amplified through the use of digital technology (Bullock 2019; Eubanks 2018). There are reports in both the media and scholarly literature that suggest the uncritical use of digital technology underpinned by self-evolving algorithms can sometimes reinforce inequities found in society due to over or under representation of various population traits in data sets used to train the machine learning systems (Vayena et al. 2018; Gianfrancesco et al. 2018). From a nursing practitioner’s perspective, the potential amplification and reinforcement of inequities should be of significant concern. With a long history of social justice advocacy in the profession (Woods 2012), we envision an equally important role for nurses in future digital health(care) ecosystems (Sensmeier 2020). It is predicted that investments in artificial intelligence and machine learning technologies related to healthcare will eclipse $36 billion by 2025 (Brenswick 2018), further reinforcing that nurses must continue to play a role in advocacy and oversight to ensure algorithmic biases within these systems are both detected and addressed. As outlined by a number of nursing scholars (Nagle et al. 2017; Strudwick et al. 2020; Frith 2018; Booth 2016; Kwon et al. 2019; Brennan and Bakken 2015; Remus 2016), the profession needs to become more embedded in data sciences in order to act as a steward for patients and their families who might suffer inequities due to the inappropriateness of automated algorithms or its underlying data. Further, the nursing profession must become more adept at understanding the purpose or value of applying artificial intelligence to various care processes; the various latent biases that may exist within the algorithms or data sets; and, the clinical appropriateness of applying predictions generated by these systems to real-life practice and clinical workflows (Frith 2018; Kwon et al. 2019).

To date, the existing nursing discourse addressing algorithmic bias and the automation of inequities has focused on healthcare-centric models of care, or data sources used or generated by nurses (Remus 2016; Hansen et al. 2014; Bakken and Reame 2016; Brennan and Bakken 2015). Although this is a logical starting point, we suggest that a more pervasive view of algorithmic bias across all areas of society
and its interface with health(care) would be beneficial (e.g., digital economy; information manipulation; online personalization-marketing; education; civil and societal governance). As champions of social justice, nurses must acquire not only the skills and knowledge to participate in the development of predictive analytics, but also advocate on behalf of marginalized populations who stand to suffer the most from the automation of inequalities. Therefore, along with developing professional skills and expertise in data analytics, nurses must conceptualize equity-based and social justice nursing theories, and develop complementary and mutually synergetic skills sets. It will not be enough in the future for nurses to learn data science and artificial intelligence methods; rather, nurses will also need to contemporaneously generate evolved understandings and theoretical interpretations of ethics and social justice in a world underpinned by artificially intelligent entities. As previously described, in the healthcare ecosystems of the future, the blurring of human and technological entities will become increasingly difficult to tease apart – equally, so will the intertwined ethical and social justice implications generated from this emergent human-technical relationship. Therefore, we recommend that the use of advanced data analytics such as artificial intelligence and machine learning in health care, include the contributions and refined understanding of the nurse as advocate for the values of compassion and social justice. Clearly, without reconceptualizing nursing’s role as advocates for ethics and social justice in light of technological advances (Risling 2017), the profession will not possess the robust moral and philosophical heuristics from which to accurately assess, advise, or help develop artificial intelligence systems to support practice and patient care into the future.

16.5.3 Robotic Process Automation

Humans have been using various forms of automation technology for thousands of years in an effort to reduce human labour needed to complete various procedures, processes, or tasks. In contemporary terms, the use of automation technology has been observed in many industries, including manufacturing, food production, and other domains where activities that require the completion of repetitious, predictable tasks or necessitate certain levels of production consistency that humans have difficulty replicating (Peruffo et al. 2017). Although there are many types of automation technologies used currently, for the purpose of this chapter we focus on process automation technologies that seek to re-engineer large scale business operations (Khodambashi 2013; Martinho et al. 2015). Currently, there are many kinds of process automation technologies that are embedded and largely invisible within nursing activities and workflow. While many healthcare practitioners would not generally conceive technologies like electronic medical records, Lean process optimization activities, and other inventory and/or supply chain devices (e.g., medication dispensing cabinets) as a form of explicit process automation, these innovations have all been designed to standardize the replication of various procedures and tasks and capture process efficiencies if and where possible. Since the domain of process
automation has not been well studied within the nursing literature (Lu et al. 2018), the profession currently only possesses limited conceptual and philosophical understanding regarding the use, function, and potential implications of this form of technology upon the nursing role.

As a profession that has historically prided itself on the delivery of therapeutic care through a range of well-developed knowledge and skills, the development of robotic-enabled process automation technologies has stimulated scholars to question how, where, and why these sorts of devices might be used to support care. While robotic process automation is essentially a new topic to the profession (Kangasniemi et al. 2019; Syed et al. 2020), a long lineage of theorization related to the use of robots in care, cyborg ontology, and other hybridized human-machine approaches to supporting the nursing role have been published over the last few decades (Sandelowski 1999; Maalouf et al. 2018; de Almeida Vieira Monteiro APT 2016; Lapum et al. 2012). Much of this preliminary theorization related to robotics in the profession demonstrates invaluable historical thought-leadership and visioning by nursing scholars and has generated situational awareness to the topic and potential for robotics within nursing practice. That said, most of this work was completed when nursing-centric robotics and their corresponding functionalities were still largely primordial or prototypical. Until recently, many of the robotic process automation technologies used within healthcare did not influence the nursing role in a direct fashion; rather, these technologies served in largely invisible ways, supporting providers to complete their respective clinical tasks and activities, including lab specimen processing, medication dispensing, and other ancillary supply chain logistics. With the improved functionality of robotics and advancements in artificial intelligence, robotic process automation that directly influences aspects of the nursing role have become reality. To date, there is increasing use of robotics to support or augment tasks once completed almost exclusively by humans in health(care) settings (Schwab 2019; Whitesell 2017). For instance, collaborative robotics (cobots) are a growing type of robotic process automation technology that are specifically designed to work in close proximity with humans to complete shared tasks (Bendel 2020). Unlike previous automation technology that was largely mechanistic and potentially dangerous to be those nearby, cobots are a type of service robot that can be used in a range of settings (e.g., healthcare, domestic) to assist in the co-completion of various tasks, activities, and procedures (Bendel 2020; Marr 2018). Healthcare has begun experimenting and testing the use of cobots in a range of clinical and service applications. For instance, the use of humanoid supportive robots in the care or recovery of patients; drone robotics to assist or support supply and transportation logistics within a facility; and, an ever-increasing variety of semi-autonomous robotics that assist nurses in stocking shelves and other non-patient facing tasks (Schwab 2019; Whitesell 2017; Bendel 2020).

The growing presence and availability of robotics like cobots to support and augment aspects of the nursing role has engendered deep philosophical discussions within the profession (Strudwick et al. 2020; Maalouf et al. 2018; de Almeida Vieira Monteiro 2016). To date, most contemporary nursing discourse has cautiously viewed the rise of cobots and other robotic process automation as being potentially
beneficial to the profession, in the way that these innovations can support the nursing role and generate nursing efficiencies that can be applied back to important human-centred roles (e.g., more time with patients; free nursing time to complete more important therapeutic and knowledge activities; etc.). While there is significant interest in the use of robotics within the nursing profession, there also remains a great deal of hesitation and qualification by nursing scholars regarding the presence and function of these non-human entities. Speculation about the potential replacement of nurses by robots and other computerized devices remains a perennial topic of discussion by the profession over the years (Pepito and Locsin 2019; Rinard 1996; Almerud et al. 2008; Wollowick a 1970), however the general consensus by scholars is that the direct displacement of nurses by robotics and other process automation is not foreseeable. Instead, wider scale augmentation of nurses and their roles by artificially intelligent, robot process automating technologies like cobots is more likely to occur as these forms of innovation become increasingly available within healthcare environments (Booth et al. 2019; Pepito and Locsin 2019; Erikson 2016).

Although the profession appears cautiously optimistic regarding the role and value of robotic process automation technologies (Pepito and Locsin 2019; Archibald and Barnard 2018), the augmentation and evolution of traditional nursing roles by these forms of collaborative robotics requires immediate thought-leadership and scholarship. Much like the unintended consequences generated by artificial intelligence, we propose that the increasing desire within healthcare settings to enable and scale the use of robotic process automation technologies should also be met with both theoretical development and empirical research to guide practice. To date, work on theoretical and empirical assessment of robotics used in/for nursing roles has generally revolved around two central themes: (1) examining the proposed or actual impacts of robotics upon some aspect of the nursing role and specific tasks (e.g., Frazier et al. 2019; Tuisku et al. 2019); and/or, (2) conceptual or synthesis discussions regarding the implications of using robots as related to traditional values structures of the nursing profession, including caring, patient-centred care, and therapeutic relationships (e.g., Archibald and Barnard 2018; Maalouf et al. 2018; Carter-Templeton et al. 2018). Although the evidence in this domain is still nascent, there appears to be general, theoretical and empirical consensus in nursing discourse that aspects of robotic process automation have a high likelihood of significantly disrupting certain traditional roles and workflows conducted by nurses.

As new robots are developed for healthcare, the profession of nursing must become more present and active in this domain. To date, there are promising glimpses of nursing professionals becoming involved in the development, design, and evaluation of robotics that can be used within practice settings (Frazier et al. 2019; Glasgow et al. 2018); regardless, we believe more can and must be done. Similar to preceding discussion regarding the intended and unintended consequences of artificial intelligence, the use and adoption of robotic process automation in the profession must be met with increased theoretical and empirical interrogation by nursing scholars and practitioners. As with emergent digital technologies, the nuanced socio-technical relationships that process automating
innovations can engender with humans is an area of inquiry nearly absent in nursing literature. Drawing from work in other disciplines that have experienced significant investments in robotic process automation, there are currently many important ethical and labour policy implications from the adoption of these forms of innovations that have yet to be explored by nursing. For instance, Theodore et al. (2019) conducted a large scale workplace policy analysis examining the use of automation and optimization technologies within warehouse and storage facilities. They concluded that while newer process automation technologies like robotics “promise to alleviate the need for the most arduous activities… [their use] will be coupled with attempts to increase the pace of work and productivity in other tasks, with new methods of motivating and monitoring workers.” (Theodore et al. 2019, p. 52).

Although there are material differences between warehouse and health(care) work environments and related roles, tasks, and knowledge needed to operate in each respective domain, Theodore et al.’s (2019) conclusions are striking and worthy of deeper consideration. From a nursing perspective, much of the discourse related to robotic process automation has avoided explicit discussion of the potential policy implications that might arise from adoption and use of these technologies. While many of these process automating technologies may be designed or branded as possessing the ability to increase productivity by alleviating or assisting humans with mundane tasks, rarely is there deeper discussion of where or how this realized efficiency will be reapplied to the nursing role or patient care. Commonly, the underlying assumption of robotic process automation is that when productivity gains are generated, these derived benefits will be altruistically reinvested in aspects of the nursing role, including the reduction of workload; will afford clinicians the opportunity to seek higher level cognitive or value activities; or to provide nurses more time with the patient (Kachouie et al. 2014; Katsuya and Kelemen 2011; Vänni and Salin 2019). Drawing from conclusions proposed by Theodore et al. (2019), we suggest benefits realized from automation may not be equitably reapplied to proactively amplify nursing activities, without nursing profession’s advocacy and stewardship of policy development to protect these emergent gains. The use of robotic automation technology which can augment or displace traditional human activities is a perfect storm of social versus technological friction. The nursing profession must proactively explore its adoption in relation to labour policy and contractual agreements. Further, entirely new domains of nursing inquiry exploring the human-robotic relationships developed by the increasing presence of robotic process automation innovation is needed to afford the profession guidance into the future. It is proposed that new areas of inquiry should be undertaken, including deeper theoretical and empirical analysis related to: (1) nursing activities and tasks through which humans and robotics can co-collaborate to achieve higher and more robust outcomes; (2) exploration of specific nursing roles and tasks related to robotic process automation that can be successfully and safely amplified in semi- or autonomous fashions; (3) re-examination of traditional nursing informatics topics like technology usability and user-centred design, in light of robotic technology that potentially possesses self-intelligence and the ability to learn and meaningfully respond to human interaction; and, (4) other future-forward policy, practice guidance, and legal
frameworks related to the delegation of complex and regulated tasks to artificially-intelligent robotics. Although the profession is still likely years away from seeing robotic process automation en masse within work environments, without this sort of theoretical and empirical grounding, nursing may miss a significant opportunity in its history to expand and evolve the nursing profession in ways previously unimaginable.

16.6 Implications for Nurse Educators

Globally, nurse educators represent an important group in shaping the nursing profession as they prepare tomorrows nurses for the realities of the practice world and beyond. However the current challenge is that nurse educators at the entry-to-practice level are not well equipped to tackle future-focused topics such as artificial intelligence, robotics, and implications of innovative technologies on the nursing profession (Risling 2017; Nagle et al. 2014). In fact, this group is at times not well prepared or comfortable teaching some of the basic nursing informatics topics present today (Nagle and Furlong 2019). Since the future of nursing informatics is constantly evolving, nurse educators will need to understand and be comfortable teaching concepts that supersede individual technologies, and that can be applied to a variety of novel technologies that nursing students may interact with in their clinical practicum environments. Nurse educators must do so while still recognizing the implications of specific technologies (e.g. automation, sensors, voice activated technologies) on practice, and at times incorporate these innovative technologies into their usual teaching methods like simulations, skill development, lectures and beyond. One crucial opportunity that nurse educators must be equipped for and embrace is to engage students in important discussions about the privacy, regulatory and legal implications when new technologies are developed for healthcare contexts. Numerous countries have developed entry-to-practice competencies for nursing informatics (CASN/Infoway 2012; O’Connor et al. 2017); while these initiatives are an important start, they should be assessed for relevancy in the context of future-forward topics and technologies.

16.7 Implications for Nurse Leaders

Similar to nurse educators, nurse leaders in influential roles today can have a significant impact on shaping the nursing profession of the future. These nurse leaders are often in the position to support procurement, selection, budgeting, implementation, optimization, evaluation and other critical processes common to the lifecycle of technology in healthcare organizations, regions or authorities, or even countries. Nurse leaders should work towards the inclusion of nursing input at all levels of the technology adoption lifecycle, influencing decision-making to ensure that
technologies support nursing professional practice, and in turn, positively impact the recipients of their care. In doing so, if done consistently, there are tremendous opportunities for improvements to the profession and more importantly for patients. However, several challenges exist. In many cases nurses in senior leadership positions have not had informatics-related topics discussed or taught during their entry-to-practice education, and therefore the knowledge may be unfamiliar to them (Collins et al. 2017; Remus and Kennedy 2012b). In addition, informatics competencies that are unique to the nurse leader level may not be well developed (Strudwick et al. 2019).

Nurse leader informatics competencies have been uniquely identified in several countries (Strudwick et al. 2019; Westra and Delaney 2008). The uptake of these competencies at the present time is low but growing, as more opportunities for professional development and advanced degrees in nursing informatics is offered. The shortage of nurse leaders skilled in informatics frustrates the professions’ ability to generate positive benefits from technology implementation and use in nursing practice.

16.8 Implications for Nurse Researchers

Nursing informatics applications of the future offer a significant opportunity for nurse researchers. The breadth and volume of health-related data available to nurse researchers to ask and answer important profession-related questions are unprecedented. Data sources include electronic health record systems, wearables from both patients and nurses themselves, voice-activated and voice-recognition technologies, sensors, active and passive data collection from mobile phones, biometrics, and other remote patient-monitoring systems in the home. Advanced statistical methods such as text mining using natural language processing and social media analytics, and predictive analytics using data mining techniques such as decision tress and artificial neural networks are increasingly used by nurse researchers. These new tools allow them to ask new and different questions that have been impossible in past clinical and health services research (Strudwick et al. 2020; Kwon et al. 2019; Brennan and Bakken 2015). Nurse researchers also play an important role in conceptualizing the changing role of nurses in our tech-enabled future. The opportunities for nurses studying and researching in this domain is limitless.

16.9 Differentiating Nursing Now and into the Future

As described in the previous sections, nursing is at a significant inflection point in its history and evolution as a profession. Advanced technologies that were once the topics of science fiction mere decades ago are now real-life considerations that influence and shape nursing practice. In order to fully leverage this new and
emerging reality the nursing profession must act quickly and decisively to communicate its vision for the future. While collective action is sometimes difficult, given the exponential gains made by emergent digital technology over the last few years and the creeping skill-mix augmentation of the nursing role with lower-skill healthcare providers (Aiken et al. 2017), difficult questions will need to be addressed to help differentiate the profession now, and into the future. In short, the nursing profession will need to clearly delineate its competitive advantage moving into the next few decades, that will likely be underpinned in fundamental ways by artificial intelligence and other robotic process automation that will continue to challenge modern day nursing activities and value-structures. As outlined in previous sections, the socio-technical blurring of roles, action, and behavior related to the presence of emergent technology like artificial intelligence and robotics are variables that need to be considered in all future conceptualizations of the profession. Partaking in deeper discussions related to how nursing and emergent digital technologies can work together in new ways to deliver care that is both human-centric but also receptive to nursing role, knowledge, and activity evolution, is of utmost importance. The nursing profession needs to view the growing presence and importance of these technologies not as a barrier; instead, as an antecedent force that will allow the profession to amplify its future value proposition to health(care), by allowing the nursing role to evolve in meaningful ways to interact in and within virtual and digital models of care that are currently primordial or uncontested by other healthcare professionals (Booth 2016). In order to move forward into this future as a unified and valued profession, nursing needs to explore how it will synergize with various emergent technologies, and amplify the new roles, behaviours, and knowledges these newfound relationships can enable. Without approaching future visioning for the profession using this socio-technical mindset, the profession will miss a significant opportunity to differentiate itself from the roles of other healthcare providers and capabilities of emergent health technology – both of which, purposefully or not, will begin to augment the traditional nursing role in ways that may not be compatible with aspects of professional longevity or autonomy.

16.10 Conclusion

Throughout this chapter, we explore the future of the nursing profession in an era where technology is moving from discrete transaction processing and monitoring applications to pervasive computing where “intelligent” systems are used for problem analysis, prediction, decision support, and the autonomous performance of tasks in the healthcare setting. While this chapter provides, at times, a critical interpretation of the technologies currently or foreseeably used within the nursing role, we advocate for the nursing profession to adopt a more proactive stance. The rapidly changing clinical environment demands nursing involvement in the research and design of these tools, as well as in developing the necessary policies and regulations that will govern their adoption and use. The subtle normalization of these
technologies into the nursing role engenders new and different relationships between nurses (i.e., practice, education, research, leadership) and other actors in the clinical theatre. Without critical reflection and proactive future visioning, the profession will miss the opportunity to establish consistent professional structures, messaging and guidelines that appropriately differentiate nursing value(s) that are strengthened by emergent technologies, from those of other human care providers. The nursing profession has long understood the value of data, tools, and technology in regards to patient and client care; it is now time to fully actualize these attendant skillsets towards revisioning the future of the nurse-technology relationship and strengthening the role of nursing into the future.

**Review Questions**

1. Compare and contrast the approach that the nursing profession has historically taken to examine the impact of new technology on its role in healthcare with the socio-technical approach used here to explore the role of emerging digital technology.

2. Define artificial intelligence, and its sub-domain machine learning. Artificial intelligence is being used in the detection of disease, management of chronic conditions, delivery of health services and drug discovery. Describe one example of a nursing tool, that you think could improve patient outcomes if it included different data and the capacity for advanced analytics such artificial intelligence.

3. Why might nurses’ role in ethical oversight, and as patient and social justice advocates be more important with the introduction of advanced analytic techniques and embedded artificial intelligence in healthcare technologies?

**Answers**

1. The historic notion is that technology should be viewed primarily from a socially grounded and human-centric perspective. The nursing discourse suggests that the impressive growth and diversity of technology adoption happens around or adjacent to the nursing profession. That is, the nursing profession has the ability to remain largely unchanged in the types of traditional roles and activities for which it is known, despite an ever-increasing variety and complexity of emergent digital technologies used in/for nursing work. The socio-technical approach is presented as a more balanced conceptual lens that balances the social aspects of action (e.g., nursing roles, their relationships with patients, etc.) with the complementary technical aspects of reality (e.g., emergent digital technology and the processes they facilitate, etc.). It is suggested that the socio-technical approach provides a more balanced theoretical perspective from which to generate implications for future practice, will help leverage the best elements of what is human and what is technology, and privileges both social and technical features as equally powerful, important, and essential to the generation of realistic recommendations for the future of nursing.

2. Artificial intelligence describes technology that has the ability to perform actions or tasks (e.g., decision-making) which would normally require some degree of human intelligence. One common feature of artificial intelligence in a system is its use of complex algorithms to execute actions. Machine learning is a subset of
techniques in artificial intelligence, that helps systems receive, process and ana-
lyze data then change their embedded algorithms as they learn more about the
datum they are processing; in essence they improve their predictive capabilities
and accuracy in semi- or autonomous fashions without human intervention.

Students responses will vary to the question of nursing practice tools that
might be improved through the inclusion of more data and advanced AI function-
ality. Instructors might prompt students with an example:

Think about the type of information that might usually be collected in a suspected corona-
virus (e.g., COVID-19) intake form at public health. While an EMR will automatically
collate information such as name, date of birth, gender, address, and co-morbidities, an AI
enabled application that could access a database with historic geolocation data from
the person’s phone, and was connected to an exposed population database of similar informa-
tion, could quickly cross-check possible exposure to infected individuals, and based on
morbidity data predict the statistical risk of the person contracting the virus. While this
would not possibly change the nursing intake, when tests are in short supply, nurses could
use the system to prioritize those who received the actual test, and could advise the patient
on quarantine protocols appropriate to their risk.

3. Students responses will vary. However, they should mention the unintended con-
sequences of algorithmic bias when AI is used uncritically in decision-making.
The potential for amplification of social inequities related to race, income, gen-
der and disability when using AI have been widely reported in the media and
scholarly literature. In one seminal case in the U.S. an algorithm was used by
health care providers to screen patients to receive high-risk care management
intervention (Obermeyer et al. 2019). Patients who had especially complex med-
ical needs based on their treatment history are automatically flagged by the algo-
rum to receive additional care resources. However, due to unequal access to
treatment and affordability, black patients were much less likely to have a history
of interventions, and so were much less likely to receive the additional care.

**Glossary**

**Artificial intelligence** Technology that has the ability to perform actions or tasks
(e.g., decision-making) which would normally require some degree of human
intelligence

**Big Data** A term used to describe the extensive volume of both structured and
unstructured data generated in the healthcare system

**Collaborative robotics (cobots)** Robotics process automation that work in close
cooperation with humans to complete shared tasks

**Dialectical learning** An approach to learning through examination and discussion

**Disruptive technologies** Technologies that provoke change and innovation, result-
ing in new or unanticipated opportunities

**Emergent digital technologies** Technologies that are developing and evolving
to become useful or impactful in a variety of settings across society, including
healthcare
**External modality**  Factors impacting change and adaptation that the organization can try to influence but not control

**Inertial conflict**  Resistance to change

**Internal modality**  Factors impacting change and adaptation that are within the scope of influence or control of the organization

**Intrapreneur**  An individual that provokes or supports transformative change within an organization

**Lifecycle**  The phases of a specific process from beginning to conclusion, commonly reflecting software development or project management

**Marginal analysis**  An approach to options analysis by calculating the incremental impacts of change on cost and revenues

**Mind mapping**  Graphical representation of the connection between concepts and ideas

**Nanorobotics**  An emerging field of research focused on microscopic robots used to target specific diseases such as cancer

**Non-repudiation**  A security authentication with a high degree of confidence

**Normalization**  The process of becoming accustomed to a specific concept or process, such as the use of technology to perform a specific task, so that it is perceived to be part of a normal routine.

**NRO**  Non-repudiation of Origin, which documents evidence of origin of the message, and prevents denial of the message by the originating party

**OODA loop**  An approach to decision making that involves Observing information, Orienting or interpreting information, Deciding on a course of action, and Action

**Operational management**  The day to day management of the healthcare system, which includes a variety of departments or services such as human resources, administrative, finance, and inventory

**Organizational ambidexterity**  Two approaches to change reflecting both adaptability and alignment

**Performance indicators**  Specific criteria that are measured at specific points in time to evaluate performance and/or change

**Process automation technologies**  Automation that reengineers processes to minimize human effort and increase both efficiency and productivity

**Rose diagram**  Nightingale’s visualization depicting mortality causes

**Service management plan**  Plan to provide oversight or resolution to an issue related to a specific service or product provision

**Socio-technical**  Refers to the relationship between technology and the social aspect of actions that are influenced by the inclusion of technology in activities

**References**

Agar N. The sceptical optimist: why technology isn’t the answer to everything. Oxford: Oxford University Press; 2015.

Aiken LH, Sloane D, Griffiths P, Rafferty AM, Bruyneel L, McHugh M, et al. Nursing skill mix in European hospitals: cross-sectional study of the association with mortality, patient ratings, and quality of care. BMJ Qual Saf. 2017;26:559–68. [https://doi.org/10.1136/bmjqs-2016-005567](https://doi.org/10.1136/bmjqs-2016-005567).
de Almeida Vieira Monteiro APT. Cyborgs, biotechnologies, and informatics in health care - new paradigms in nursing sciences. Nurs Philos. 2016;17:19–27. https://doi.org/10.1111/nup.12088.

Almerud S, Alapack RJ, Fridlund B, Ekebergh M. Beleaguered by technology: care in technologically intense environments. Nurs Philos. 2008;9:55–61. https://doi.org/10.1111/j.1466-769X.2007.00332.x.

Archibald MM, Barnard A. Futurism in nursing: technology, robotics and the fundamentals of care. J Clin Nurs. 2018;27:2473–80. https://doi.org/10.1111/jocn.14081.

Bakken S, Reame N. The promise and potential perils of big data for advancing symptom management research in populations at risk for health disparities. Annu Rev Nurs Res. 2016;34:247–60. https://doi.org/10.1891/0739-6686.34.247.

Barnard A. Philosophy of technology and nursing. Nurs Philos. 2002;3:15–26.

Barnard A. Radical nursing and the emergence of technique as healthcare technology. Nurs Philos. 2016;17:8–18. https://doi.org/10.1111/nup.12103.

Bendel O. Co-Robots as Care Robots. 2020.

Berg M, Aarts J, Van der Lei J. ICT in health care: sociotechnical approaches methods. Inf Med. 2003;42:297–301.

Bohn D. Amazon says 100 million Alexa devices have been sold—what’s next? The Verge. 2019.

Booth R. Informatics and nursing in a post-nursing informatics world: future directions for nurses in an automated, artificially-intelligent, social-networked healthcare environment. Can J Nurs Leadersh. 2016;28:61–9. https://doi.org/10.12927/cjn16.2016.24563.

Booth RG, Strudwick G, McMurray J, Morse A, Chan R, Zhang T. The best way to predict the future is to [co]create it: a technology primer for healthcare leaders. In: Webberg D, Davidson S, editors. Leadership for evidence-based innovation in nursing and health professions. 2nd ed. Burlington, MA: Jones & Bartlett Learning; 2019. p. 261–83.

Brennan PF, Bakken S. Nursing needs big data and big data needs nursing. J Nurs Scholarsh. 2015;47:477–84. https://doi.org/10.1111/jnu.12159.

Brenswick J. Artificial intelligence in healthcare spending to hit $36B. Health IT Analytics. 2018.

Buchanan C, Howitt ML, Wilson R, Booth RG, Risling T, Bamford M. Nursing in the age of artificial intelligence: protocol for a scoping review. JMIR Res Protoc. 2020;9:e17490. https://doi.org/10.2196/17490.

Bullock JB. Artificial intelligence, discretion, and bureaucracy. Am Rev Public Adm. 2019;49:751–61. https://doi.org/10.1177/0275074019856123.

Carter-Templeton H, Frazier RM, Wu L, HW T. Robotics in nursing: a bibliometric analysis. J Nurs Scholarsh. 2018;50:582–9. https://doi.org/10.1111/jnu.12399.

CASN/Infoway. Nursing informatics entry-to-practice competencies for registered nurses. Ottawa: CASN; 2012.

Collins S, Yen P-Y, Phillips A, Kennedy MK. Nursing informatics competency assessment for the nurse leader: the Delphi study. J Nurs Adm. 2017;47:212–8. https://doi.org/10.1097/NNA.0000000000000467.

Cresswell K, Callaghan M, Khan S, Sheikh Z, Mozaffar H, Sheikh A. Investigating the use of data-driven artificial intelligence in computerised decision support systems for health and social care: a systematic review. Health Informatics J. 2020;26(3):2138–47. https://doi.org/10.1177/1460458219900452.

Erikson H. Future challenges of robotics and artificial intelligence in nursing: what can we learn from monsters in popular culture? Perm J. 2016;20:15–7. https://doi.org/10.7812/TPP/15-243.

Eubanks V. Automating inequality: how high-tech tools profile, police, and punish the poor. New York, NY: St. Martin’s Press; 2018.

Frazier RM, Carter-Templeton H, Wyatt TH, Wu L. Current trends in robotics in nursing patents - a glimpse into emerging innovations. CIN - Comput Informatics Nurs. 2019;37:290–7. https://doi.org/10.1097/CIN.0000000000000538.

Frey CB, Osborne MA. The future of employment: how susceptible are jobs to automation? Technol Forecast Soc Chang. 2017;114:254–80.
Fridsma DB. Health informatics: a required skill for 21st century clinicians. BMJ. 2018:k3043. https://doi.org/10.1136/bmj.k3043.

Frith KH. Artificial intelligence: what does it mean for nursing? Nurs Educ Perspect. 2018;40:261. https://doi.org/10.1097/01.NEP.0000000000000543.

Gephart S, Carrington JM, Finley B. A systematic review of nurses’ experiences with unintended consequences when using the electronic health record. Nurs Adm Q. 2015;39:345–56. https://doi.org/10.1097/NAQ.0000000000000119.

Gianfrancesco MA, Tamang S, Yazdany J, Schmajuk G. Potential biases in machine learning algorithms using electronic health record data. JAMA Intern Med. 2018;178:1544–7. https://doi.org/10.1001/jamainternmed.2018.3763.

Glasgow MES, Colbert A, Viator J, Cavanagh S. The nurse-engineer: a new role to improve nurse technology interface and patient care device innovations. J Nurs Scholarsh. 2018; https://doi.org/10.1111/jnu.12431.

Gutelius B, Theodore N. “The future of warehouse work: technological change in the U.S. logistics industry” (UC Berkeley Labor Center; Working Partnerships USA, October 2019), http://laborcenter.berkeley.edu/future-of-warehouse-work/.

Hansen MM, Miron-Shatz T, Lau a YS, Paton C. Big data in science and healthcare: a review of recent literature and perspectives. Contribution of the IMIA social media working group. Yearb Med Inform. 2014;9:21–6. https://doi.org/10.15265/IY-2014-0004.

Huston C. The impact of emerging technology on nursing care: warp speed ahead. Online J Issues Nurs. 2013;18:1.

Kachouie R, Sedighadeli S, Khosla R, Chu MT. Socially assistive robots in elderly care: a mixed-method systematic literature review. Int J Hum Comput Interact. 2014;30:369–93. https://doi.org/10.1080/10447318.2013.873278.

Kangasniemi M, Karki S, Colley N, Voutilainen A. The use of robots and other automated devices in nurses’ work: an integrative review. Int J Nurs Pract. 2019;1–14. https://doi.org/10.1111/ijn.12739.

Katsuya K, Kelemen A. A systematic review of intelligent patient care assistive technology. CIN - Comput Informatics, Nurs. 2011;29:441–2. https://doi.org/10.1097/NCN.0b013e3182305d5a.

Khodambashi S. Business process re-engineering application in healthcare in a relation to health information systems. Procedia Technol. 2013;9:949–57. https://doi.org/10.1016/j.protcy.2013.12.106.

Koppel R, Metlay JP, Cohen A, Abaluck B, Localio a R, Kimmel SE, et al. Role of computerized physician order entry systems in facilitating medication errors. JAMA. 2005;293:1197–203. https://doi.org/10.1001/jama.293.10.1197.

Kwon JY , Karim ME, Topaz M, Currie LM. Nurses “seeing forest for the trees” in the age of machine learning: using nursing knowledge to improve relevance and performance. CIN - Comput Informatics Nurs. 2019;37:203–12. https://doi.org/10.1017/CIN.0000000000000508.

Lapum J, Fredericks S, Beanlands H, Mccay E, Schwind J, Romaniuk D. A cyborg ontology in health care: traversing into the liminal space between technology and person-centred practice. Nurs Philos. 2012;13:276–88.

Lu SF, Rui H, Seidmann A. Does technology substitute for nurses? Staffing decisions in nursing homes. Manag Sci. 2018;64:1842–59. https://doi.org/10.1287/mnsc.2016.2695.

Lynn LA. Artificial intelligence systems for complex decision-making in acute care medicine: a review. Patient Saf Surg. 2019;13:1–8. https://doi.org/10.1186/s13037-019-0188-2.

Maalouf N, Sidouaui A, Elhajj IH, Asmar D. Robotics in nursing: a scoping review. J Nurs Scholarsh. 2018;50(6):590–600. https://doi.org/10.1111/jnu.12424.

Marr B. The future of work: are you ready for smart cobs? Forbes. 2018.

Martinho R, Rijo R, Nunes A. Complexity analysis of a business process automation: case study on a healthcare organization. Procedia Comput Sci. 2015;64:1226–31. https://doi.org/10.1016/j.procs.2015.08.510.

Morse A, Chan R, Booth R. eHealth, ePatient. In: Charnay-Sonnek F, Murphy A, editors. Principle of nursing in oncology. Springer: Cham; 2019. p. 427–39. https://doi.org/10.1007/978-3-319-76457-3_27.
Nagle LM, Furlong K. Digital health in Canadian schools of nursing part a: nurse educators. Qual Adv Nurs Educ - Avancées En Form Infirm. 2019;6:1–17.

Nagle LM, Crosby K, Frisch N, Borycki E, Donelle L, Hannah K, et al. Developing entry-to-practice nursing informatics competencies for registered nurses. Stud Health Technol Inform. 2014;201:356–63.

Nagle L, Sermeus W, Junger A. Evolving role of the nursing informatics specialist. Stud Health Technol Inform. 2017;232:212–22. https://doi.org/10.3233/978-1-61499-738-2-212.

Novak LL, Holden RJ, Anders SH, Hong JY, Karsh BT. Using a sociotechnical framework to understand adaptations in health IT implementation. Int J Med Inform. 2013;82:e331–44. https://doi.org/10.1016/j.ijmedinf.2013.01.009.

O’Connor S, Hubner U, Shaw T, Blake R, Ball M. Time for TIGER to ROAR! Technology informatics guiding education reform. Nurse Educ Today. 2017;58:78–81. https://doi.org/10.1016/j.nedt.2017.07.014.

Obermeyer Z, Powers B, Vogeli C, Mullainathan S. Dissecting racial bias in an algorithm used to manage the health of populations. Science. 2019;366:447–53. https://doi.org/10.1126/science.aax2342.

Pepito JA, Locsin R. Can nurses remain relevant in a technologically advanced future? Int J Nurs Sci. 2019;6:106–10. https://doi.org/10.1016/j.injss.2018.09.013.

Peruffo E, Schmidlechner L, Contreras R, Molinuevo D. Automation of work: literature review. 2017.

Remus S. The big data revolution: opportunities for chief nurse executives. Can J Nurs Leadersh. 2016;28:18–28.

Remus S, Donelle L. Big data: why should Canadian nurse leaders care? Can J Nurs Leadersh. 2019;32:19–30. https://doi.org/10.12927/cjnl.2019.25964.

Remus S, Kennedy M. Innovation in transformative nursing leadership: nursing informatics competencies and roles. Nurs Leadersh. 2012a;25:14–26. https://doi.org/10.12927/cjnl.2012.23260.

Remus S, Kennedy MA. Innovation in transformative nursing leadership: nursing informatics competencies and roles. Nurs Leadersh (Tor Ont). 2012b;25:14–26. https://doi.org/10.1177/0894318413500313.

Rinard R. Technology, deskilling, and nurses: the impact of the technologically changing environment. Adv Nurs Sci. 1996;18:60–9.

Risling T. Educating the nurses of 2025: technology trends of the next decade. Nurse Educ Pract. 2017;22:89–92. https://doi.org/10.1016/j.nepr.2016.12.007.

Sandelowski M. (Ir)reconcilable differences? The debate concerning nursing and technology. J Nurs Scholarsh. 1997;29:169–74. https://doi.org/10.1111/j.1547-5069.1997.tb01552.x.

Sandelowski M. Troubling distinctions: a semiotics of the nursing/technology relationship. Nurs Inq. 1999;6:198–207.

Schwab K. A hospital introduced a robot to help nurses. They didn’t expect it to be so popular. Fast Company. 2019.

Sensmeier J. Achieving health equity through use of information technology to address social determinants of health. CIN Comput Informatics, Nurs. 2020;38:116–9. https://doi.org/10.1097/CIN.0000000000000622.

Shortliffe EH, Sepúlveda MJ. Clinical decision support in the era of artificial intelligence. JAMA - J Am Med Assoc. 2018;320:2199–200. https://doi.org/10.1001/jama.2018.17163.

Sittig DF, Singh H. A new sociotechnical model for studying health information technology in complex adaptive healthcare systems. Qual Saf Health Care. 2010;19(Suppl 3):i68–74. https://doi.org/10.1136/qshc.2010.042085.

Strudwick G, Nagle LM, Morgan A, Kennedy MA, Currie LM, Lo B, et al. Adapting and validating informatics competencies for senior nurse leaders in the Canadian context: results of a Delphi study. Int J Med Inform. 2019;129:211–8. https://doi.org/10.1016/j.ijmedinf.2019.06.012.
Strudwick G, Wiljer D, Inglis F. Nursing and compassionate care in a technological world: a discussion paper. Toronto, Canada. 2020.

Stuart R, Peter N. Artificial intelligence: a modern approach. 3rd ed. New York: Pearson; 2016.

Syed R, Suriadi S, Adams M, Bandara W, Leemans SJJ, Ouyang C, et al. Robotic process automation: contemporary themes and challenges. Comput Ind. 2020;115:103162. https://doi.org/10.1016/j.compind.2019.103162.

Tanioka T, Yasuhara Y, Dino MJS, Kai Y, Locsin RC, Schoenhofer SO. Disruptive engagements with technologies, robotics, and caring: advancing the transactive relationship theory of nursing. Nurs Adm Q. 2019;43:313–21. https://doi.org/10.1097/NAQ.0000000000000365.

Topaz M, Ronquillo C, Peltonen LM, Pruinelli L, Sarmiento RF, Badger MK, et al. Advancing nursing informatics in the next decade: recommendations from an international survey. Stud Health Technol Inform. 2016;225:123–7. https://doi.org/10.3233/978-1-61499-658-3-123.

Tuisku O, Pekkarinen S, Hennala L, Melkas H. Robots do not replace a nurse with a beating heart. Inf Technol People. 2019;32:47–67. https://doi.org/10.1108/ITP-06-2018-0277.

Vänni KJ, Salin SE. Attitudes of professionals toward the need for assistive and social robots in the healthcare sector. In: Social robots: technological, societal and ethical aspects of human-robot interaction. Cham: Springer; 2019. p. 205–36. https://doi.org/10.1007/978-3-030-17107-0_11.

Vayena E, Blasimme A, Cohen IG. Machine learning in medicine: addressing ethical challenges. PLoS Med. 2018;15:e1002689. https://doi.org/10.1371/journal.pmed.1002689.

West D, Allen J. How artificial intelligence is transforming the world. 2018.

Westra BL, Delaney CW. Informatics competencies for nursing and healthcare leaders. AMIA Annu Symp Proc. 2008;2008:804–8.

Whitesell AA. Robot-human collaboration for improving patient care in infectious disease environments. In: Proceedings of the companion 2017 ACM/IEEE international conference on human-robot interaction - HRI ’17. New York, NY: ACM Press; 2017. p. 385–6. https://doi.org/10.1145/3029798.3034805.

Wollowick a. Will the nursing profession become extinct? Nurs Forum. 1970;9:408–13.

Woods M. Exploring the relevance of social justice within a relational nursing ethic. Nurs Philos. 2012;13:56–65. https://doi.org/10.1111/j.1466-769X.2011.00525.x.