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Abstract:

Synthetic Aperture Radar (SAR) is the main instrument utilized for the detection of oil slicks on the ocean surface. In SAR images, some areas affected by ocean phenomena, such as rain cells, upwellings, and internal waves, or discharge from oil spills appear as dark spots on images. Dark spot detection is the first step in the detection of oil spills, which then become oil slick candidates. The accuracy of dark spot segmentation ultimately affects the accuracy of oil slick identification. Although some advanced deep learning methods that use pixels as processing units perform well in remote sensing image semantic segmentation, detecting some dark spots with weak boundaries from noisy SAR images remains a huge challenge. We propose a dark spot detection method based on superpixels deeper graph convolutional networks (SGDCN) in this paper, which takes the superpixels as the processing units and extracts features for each superpixel. The features calculated from superpixel regions are more robust than those from fixed pixel neighborhoods. To reduce the difficulty of learning tasks, we discard irrelevant features and obtain an optimal subset of features. After superpixel segmentation, the images are transformed into graphs with superpixels as nodes, which are fed into the deeper graph convolutional neural network for node classification. This graph neural network uses a differentiable aggregation function to aggregate the features of nodes and neighbors to form more advanced features. It is the first time using it for dark spot detection. To validate our method, we mark all dark spots on six SAR images covering the Baltic Sea and construct a dark spots detection dataset, which has been made publicly available (https://drive.google.com/drive/folders/12UavmittkDSPrltISQ8iGefXn2gIZHxJ6?usp=sharing). The experimental results demonstrate that our proposed SGDCN is robust and effective.
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1 Introduction

Among all the various kinds of marine pollution, oil pollution ranks first in terms of occurrence frequency, extent of distribution, and degree of harm. The pollution of offshore waters caused by oil spills continues to occupy the attention of researchers in many countries. In particular, developed countries are investing a great deal of money in establishing oil spill monitoring systems to patrol, inspect, and manage offshore economic zones and territorial waters (Feng et al. 2014; Solberg 2012).

Synthetic Aperture Radar (SAR), which has the ability to penetrate clouds and fog and can work all day, is presently the most effective tool for oil pollution detection (Mera et al. 2012). Optical sensors can be used as a supplementary tool for oil pollution detection (Fingas and Brown 2017). As oil spills on the sea surface cause the attenuation of the Bragg waves and
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reduce the roughness of the sea surface, the oil film generally appears as dark spots on SAR images (Li and Li 2010). However, not all dark patches are caused by oil spills. The effects of atmospheric and oceanic phenomena, such as upwelling, ocean internal waves, rain cells, and low winds, also can appear as dark patches on SAR images, which are called “look-alikes”, making it difficult to distinguish them from dark spots caused by oil spills (Shu et al. 2010).

The traditional process of detecting oil pollution from SAR images is conducted in three phases: 1) dark spot segmentation, 2) feature extraction, and 3) dark spot classification (Shu et al. 2010). Dark spot segmentation is the first and most significant step of oil spill detection because its goal is to accurately segment all the dark spots in SAR images, including real oil spills and look-alikes. The accuracy of dark spot segmentation affects the quality of feature extraction and, ultimately, the accuracy of dark spot classification (Topouzelis 2008).

Although dark spot segmentation appears to be a simple binary classification problem, it is challenging due to the limitations of SAR sensors and the complexity of ocean conditions, as well as the characteristics of oil spills (Genovez et al. 2017; Konik and Bradtke 2016). There have been many studies pertaining to dark spot detection of oil spills using SAR, from simple to complex, which can be divided into three categories: 1) threshold-based approaches, 2) machine learning algorithms, and 3) deep learning algorithms. Threshold-based approaches are characterized by simplicity and fast calculation speed and usually require post-processing (Chehresa et al. 2016), such as the spatial density threshold method (Shu et al. 2010), the Otsu threshold method (Chehresa et al. 2016), and the multi-scale adaptive threshold segmentation algorithm (Solberg et al. 2007). Compared to the threshold-based approaches, machine learning algorithms are more intelligent in remote sensing image processing. A simple recurrent neural network proposed by Topouzelis et al. (2006) showed better performance in detecting dark formations. Taravat et al. (2014) developed a new dark spot detection approach from the combination of a Weibull multiplicative model and a pulse-coupled neural network, which proved to be fast, robust, and effective. Lang et al. (2017) designed three features suitable for dark spot segmentation: gray-scale features, geometric features, and texture features. The dark spot detection methods based on deep learning that emerged in recent years, such as Segnet (Guo et al. 2018), FCN (Cantorna et al. 2019; Guo et al. 2018), fully connected continuous conditional random field with stochastic cliques (Xu et al. 2016), and adversarial f-divergence learning (Yu et al. 2018), are capable of obtaining some better segmentation results, but still experience some errors and omissions.

Most of the above methods take pixels as the processing units. Although different strategies have been used to offset the influence of noise in SAR images, the results of dark spot segmentation are still unsatisfactory in some complex sea areas with high noise and weak boundaries. With the further development of superpixel segmentation algorithms, some studies have shown that they can be combined with deep learning methods to improve their performance (Uziel et al. 2019). Inspired by convolutional neural networks (CNNs), a large number of researchers began to develop more universal deep learning methods, called graph neural networks (GNNs), for processing non-euclidian data (Li et al. 2019; Liu et al. 2020). In this paper, we propose a dark spot segmentation method combining GNNs and superpixel segmentation. Compared with traditional pixel-based CNN algorithms and machine learning methods, our method has been shown to significantly improve segmentation performance. The details and results of our method are introduced later in this paper.
The contributions of this paper are as follows. 1) A dataset for dark spot detection in SAR images has been released, which can be helpful for future dark spot detection work. 2) For the first time, the deeper graph convolutional network is used for dark spot segmentation on SAR images. The images are transformed into graphs with superpixels as nodes, which serve as the input of the graph convolutional network. This method can smooth SAR image noise without changing the dark spot contours. 3) An optimal feature subset suitable for dark spot detection is proposed.

The remainder of this paper is structured as follows. Section 2 describes the study region and data used in this paper. Section 3 introduces our proposed dark spot detection method in detail, including images to graphs transformation, feature extraction, feature selection, and a GNN. Section 4 and Section 5 presents and discusses the research results, respectively. Finally, Section 6 presents our conclusions and future directions of work.

2 Data and study region

A collection of six Advanced Synthetic Aperture Radar (ASAR) products from the Envisat satellite was used to prove the effectiveness of the method we propose in this paper. Envisat ASAR was developed by the European Space Agency (ESA) and operated in the C band in a wide variety of modes. Table 1 shows the main characteristics of these modes. The wide swath mode (WSM) in VV polarisation we utilized in our method is a unique instrument for detecting oil slicks on the ocean surface because it offers a very good combination of wide coverage and radiometric quality (ESA 2007). Inevitably, there also may be some brightness effects between subswaths of the image acquired in wide swath mode, which may hinder the detection of oil slicks. Najoui et al. (2018) applies a semi-linear model to solve this problem. The images we used cover most of the Baltic Sea, which is an important waterway in Northern Europe. The marine environment and coastal ecology of the Baltic Sea are constantly threatened by oil discharges from ships (Konik and Bradtke 2016). The Baltic Sea images contain dark spots of various shapes and sizes, which are manually marked to form a dataset for dark spot detection. We make this dataset public.

Table 1. Main characteristics of the different modes.

| Mode          | Id | Polarisation | Incidence | Resolution | Swath     |
|---------------|----|--------------|-----------|------------|-----------|
| Alternating polarisation | AP | HH/VV,HH/HV,VV/VH | 15-45°   | 30-150m   | 58-110km  |
| Image         | IM | HH,VV        | 15-45°   | 30-150m   | 58-110km  |
| Wave          | WV | HH,VV        | 15-45°   | 400m      | 5km×5km   |
| Suivi global  | GM | HH,VV        | 15-45°   | 1000m     | 405km     |
| Wide Swath    | WS | HH,VV        | 15-45°   | 150m      | 405km     |
Figure 1. Overview of the research area. Numbers 1 through 6 show the coverage of the images used; and the artificially marked dark spots in image 1 are shown in the lower right corner.

3 Methods

The dark spot detection method we propose is comprised of three steps: 1) conversion of the image to graph structures, 2) feature extraction and selection, and 3) graph node classification. The details of each step are explained in the following sections.

3.1 Conversion of the image to graph structures

Before conversion, SAR images need to be preprocessed. It includes radiometric calibration, reprojection, speckle-filter, and masking out the land. We carried out preprocessing by using the sentinel application platform (SNAP), which is a common architecture for ESA Toolboxes (Misra and Balaji 2017). A $3 \times 3$ Lee filter was chosen for speckle filtering. The Lee filter has proved to be a very successful filter in the image processing of oil spill detection and has been applied many times (Genovez et al. 2017). After preprocessing, SAR images need to be segmented by superpixels. The use of superpixels has become a very popular technique in the applications of image processing (Giraud et al. 2018). Some researchers have indicated that the features calculated from superpixel regions were more robust than those from fixed pixel neighborhoods (Habart et al. 2017). Superpixel segmentation tries to reduce the noise of processing at the pixel level. By grouping the pixels into homogeneous regions, the number of elements to be processed is also reduced, thus drastically reducing the computational burden (Giraud et al. 2018). Konik and Bradtke (2016) showed that smooth SAR images or gradient images with obvious boundaries can significantly increase the accuracy of determining the outlines of dark spots. The Bayesian adaptive superpixel segmentation method (BASS) we use in this paper, which is the state-of-the-art method at present, supports massive parallelization and can be implemented in GPU (Uziel et al. 2019). After superpixel segmentation, the shapes, sizes, and number of adjacent superpixels are changed. In order to process them efficiently, adjacent superpixels are connected and images are transformed into graph structures with superpixels as nodes. Due to limited memory, the object of superpixel segmentation is an image cropped into small pieces. After transformation, we will get a large number of
sub-graphic structures, which inevitably lose some edges. However, in practical applications, its impact on the accuracy of dark spot segmentation is very weak and can be ignored.

3.2 Feature extraction and feature selection

In previous studies, feature extraction was used mainly to extract the features of dark spots to distinguish between oil slicks and look-alikes (Genovez et al. 2017). Various features have been proposed for dark spot classification: Solberg et al. (2004) extracted 12 features; Vyas et al. (2015) used 25 features; Chehresa et al. (2016) extracted 74 features, and Mera et al. (2017) extracted 52 features. While the number of features was different in each of these studies, all of them can be divided into three categories: geometrical features, physical features, and textual features (Mera et al. 2017). In order to improve the performance of dark spot detection, in this paper, we propose extracting the features on superpixels, specifically 52 features, as proposed by Mera et al. (2017). However, the features related to the wind for dark spot classification were eliminated as well as features that were difficult to calculate when some of the superpixels only contained one pixel. Ultimately, we retained and linearly normalized 48 features before using them (Table 2). To reduce the difficulty of learning tasks, feature selection is required after feature extraction. Feature selection is a very important data processing procedure to alleviate the curse of dimensionality. In this paper, we chose to utilize support vector machines recursive feature elimination (SVM-RFE) for feature selection of superpixels (Mera et al. 2017). SVM-RFE is an embedded feature selection method. It works by iteratively training an SVM classifier, ranking the scores of each feature according to the weights of the SVM, removing the feature with the lowest score, and finally selecting the features required.

Table 2. The features used in our method.

| No | Feature | Code | Category | No | Feature | Code | Category |
|----|---------|------|----------|----|---------|------|----------|
| 1  | Area    | A    | Geometrical | 25 | Var_area_superpixel | Vas  | Textura  |
| 2  | Perimeter | P    | Geometrical | 26 | Mean Haralick      | H    | Textura  |
| 3  | Perimeter to area ratio | P/A | Geometrical | 27 | Object mean       | Om   | Physical |
| 4  | Area to perimeter ratio | A/P | Geometrical | 28 | Object standard deviation | Osd | Physical |
| 5  | Elongation | E    | Geometrical | 29 | Background mean     | Bm   | Physical |
| 6  | Major axis to perimeter ratio | Maxx/P | Geometrical | 30 | Background standard deviation | Bsd | Physical |
| 7  | Complexity1 | Cp1 | Geometrical | 31 | Mean of the contrast ratio | Crm | Physical |
| 8  | Complexity2 | Cp2 | Geometrical | 32 | Standard deviation of the contrast ratio | Crsd | Physical |
| 9  | Circularity | C    | Geometrical | 33 | Object power to mean | Opm | Physical |
| 10 | Spreading | S    | Geometrical | 34 | Background power to mean | Bpm | Physical |
| 11 | Superpixel width | Sw | Geometrical | 35 | Ratio of the power to mean ratios | Opm/Bpm | Physical |
3.3 Deep learning on Graphs

A graph convolutional network (GCN), which is a GNN variant, is a promising deep learning method that has been developed rapidly in the past few years. GCNs exploit message passing or equivalently certain neighborhood aggregation functions to extract high-level features from a node as well as its neighborhoods (Rong et al. 2020). GCNs are improving optimal results for a variety of tasks on graphs, such as node classification (Kipf and Welling 2017; Li et al. 2020a), linking property prediction (Zhang and Chen 2018), and graph property prediction (Lee et al. 2019).

A graph $G$ is usually defined as a tuple of two sets $G=(V,E)$. $V=\{v_1,v_2,...,v_n\}$ and $E \subseteq V \times V$ are the sets of vertices and edges, respectively. $v_i$ represents the $i$-th node in the graph. If $G$ is an undirected graph, the edge $e_{ij}=(v_i,v_j) \in E$ indicates that the node $v_i$ is connected to $v_j$, otherwise, it means from node $v_i$ to $v_j$. $h_{v,u}^{(l)}$ denotes edge features of node $v$ to $u$ in layer $(l)$. $h_v^{(l)} \in \mathbb{R}^F$ is node features of node $v$ in layer $(l)$. Message passing by graph convolutional networks can be described as formula (1)-(3),

$$m_{uw}^{(l)} = \rho^{(l)}(h_u^{(l)}, h_v^{(l)}, h_{v,u}^{(l)}, u \in N(v))$$

$$m_v^{(l)} = \xi^{(l)}(m_{uw}^{(l)} | u \in N(v))$$

$$h_v^{(l+1)} = \phi^{(l)}(h_v^{(l)}, m_v^{(l)})$$
Where $\zeta^{v}$ is the message aggregation functions, which are differentiable, permutation invariant function, such as sum, mean, or max, $N(v)$ represents the set of neighbor nodes of $v$, and $\phi^{v}$ and $\rho^{v}$ denote differentiable functions, such as multi-layer perceptrons (MLPs).

DeeperGCN (Li et al. 2020a), an effective GCN, was chosen in this paper. Its message construction function $\rho^{v}$ and differentiable function $\phi^{v}$ are as follows:

$$
\begin{align*}
\hat{m}^{(l)}_{uw} &= \rho^{(l)}(h^{(l)}_{u}, h^{(l)}_{w}, h^{(l)}_{v}) = \text{ReLU}(h^{(l)}_{u} + l(h^{(l)}_{w} - h^{(l)}_{u}) + \varepsilon, u \in N(v)) \\
\hat{h}^{(l+1)}_{v} &= \phi^{(l)}(h^{(l)}_{v}, \hat{m}^{(l)}_{v}) = \text{MLP}(h^{(l)}_{v} + s \sum_{u \in N(v)} \hat{m}^{(l)}_{v} || \hat{m}^{(l)}_{v} ||_{2})
\end{align*}
$$

(4)

(5)

Where $\text{ReLU}(\cdot)$ is the rectified linear unit and $1(\cdot)$ is the indicator function, which is $1$ when the edge feature exists or otherwise $0$. $\varepsilon$ is the small constant and its value is $10^{-7}$, $\text{MLP}(\cdot)$ is a multi-layer perceptron, and $s$ is a learnable scaling factor. As shown in Equations (6) and (7), DeeperGCN uses several differentiable generalized message aggregation functions $\zeta^{v}$, which unify the different message aggregation operations, such as mean, max, and min. The optimal aggregation function can be automatically selected in each layer of DeeperGCN through training to aggregate the features of the superpixels and their neighbor nodes.

$$
\text{SoftMax\_Agg}_{\beta}(\cdot) = \frac{\sum_{m \in N(v)} (\exp(\beta m_{w}) / \sum_{m \in N(v)} \exp(\beta m_{w})) \cdot m_{w}}
$$

$$
\text{PowerMean\_Agg}_{\beta, p}(\cdot) = \left( \frac{1}{|N(v)|} \sum_{m \in N(v)} m^{p} \right)^{\frac{1}{p}}, \ P \neq 0
$$

(6)

(7)

Where $\beta$ and $p$ are the learnable variables. Formally, $\lim_{p \to 0} \text{SoftMax\_Agg}_{\beta}(\cdot) = \text{Mean}(\cdot)$, $\lim_{p \to -\infty} \text{SoftMax\_Agg}_{\beta}(\cdot) = \text{Max}(\cdot)$, $\lim_{p \to \infty} \text{SoftMax\_Agg}_{\beta}(\cdot) = \text{Min}(\cdot)$, $\lim_{p \to -\infty} \text{PowerMean\_Agg}_{\beta, p}(\cdot) = \text{Mean}(\cdot)$, $\lim_{p \to \infty} \text{PowerMean\_Agg}_{\beta, p}(\cdot) = \text{Max}(\cdot)$, $\lim_{p \to \infty} \text{PowerMean\_Agg}_{\beta, p}(\cdot) = \text{Min}(\cdot)$. Both of the above two functions can be generalized to the Sum aggregator by multiplying $y$-th power of the degree of vertexes, where $y$ is a learnable variable. In order to help to train the DeeperGCN architecture and improve performance, DeeperGCN uses a pre-activation variant of residual connection (Res+), which follows this ordering: 

Normalization $\rightarrow$ ReLU $\rightarrow$ GraphConv $\rightarrow$ Addition (Li et al. 2020a).

4 Results

In this section, we compare the performance of our method on several dark spots (including oil slicks and look-alikes) with the following segmentation methods: 1) PROP (Lang et al. 2017), 2) Otsu+post-processing (Chehresa et al. 2016), and 3) Adversarial f-Divergence Learning (Yu et al. 2018) as well as two classic CNN methods: 1) Unet (Ronneberger et al. 2015), 2) Segnet(Guo et al. 2018)).

4.1 Experimental Setup

The pre-processed images were cropped into 5,030 samples with a size of 256*256 pixels. According to the ratio of 6:2:2, 2,898 samples were randomly selected for training, 1,022 samples for verification, and the remaining 1,019 samples for testing. The pixel ratio of dark spots to the background in the training sample was approximately 1:9.

In the superpixel segmentation, in order to reduce the computational burden, the object of BASS processing was the cropped images. The number of initial superpixels in BASS was set to be 3,000 to ensure that dark spots in the small areas
could be divided into superpixel patches. The maximum number of iterations was set to 250, and the remaining parameter settings were the same as those in the previous study (Uziel et al. 2019). After feature extraction, machine learning library (scikit-learn) in Python was used to implement the SVM-RFE feature selection algorithm with the default parameters.

In the graph node classification, we implemented our DeeperGCN model based on PyTorch Geometric, and used the Adam optimizer with an initial learning rate of 0.001. The hidden channel size was 128, the batch size was 16, and the number of GCN layers was 28. The dropout was 0.2 for MLP. Both \( t \) and \( s \) were initialized to 1.0, while \( y \) was initialized to 0.0. The message aggregation function was \( |N(v)|^{-1} \cdot \text{SoftMax}_A \text{gg}( \cdot ) \).

Four indicators were used for quantitative evaluation: the detection probability \( (P_d) \), false alarm probability \( (P_f) \), overall accuracy \( (P_{ac}) \) (Lang et al. 2017), and the missing ratio of oil spill \( (P_m) \), which are defined as

\[
P_d = \frac{TP}{(TP + FN)} \times 100\% \tag{8}
\]

\[
P_f = \frac{FP}{(TP + FP)} \times 100\% \tag{9}
\]

\[
P_{ac} = \frac{(TP + TN)}{(TP + TN + FP + FN)} \times 100\% \tag{10}
\]

\[
P_m = \frac{MO}{AO} \times 100\% \tag{11}
\]

where \( TP \) (true positive) and \( TN \) (true negative) denote the number of pixels with correctly predicted dark spots and seawater, respectively; \( FN \) (false negative) and \( FP \) (false positive) refer to the number of pixels incorrectly predicted as seawater and dark spots, respectively; \( MO \) and \( AO \) are the number of pixels in missing oil spill areas and in all oil spill areas, respectively.

4.2 Effect of feature selection

After feature extraction, each superpixel received one eigenvector including 137 eigenvalues linked to the feature space presented in Section 3.2. In order to obtain a powerful subset of features for dark spot detection, we used the SVM-RFE algorithm for feature selection and ranked the 137 eigenvalues. The top 30 eigenvalues were selected as the optimal feature subset for dark spot detection because the F1 score of the SVM classifier was stabilized while using the top 30 eigenvalues (Figure 2). The codes and categories of the top 30 eigenvalues are shown in Table 3, which includes thirteen physical features, sixteen geometrical features, and one textural feature. Seven physical features and three geometric features were among the top 10 features, and the top five features were all physical features.
Figure 2. F1 scores corresponding to different eigenvalues.

Table 3. A powerful subset of features.

| Rank | Code | Category | Rank | Code | Category | Rank | Code | Category |
|------|------|----------|------|------|----------|------|------|----------|
| 1    | RIIA | Physical | 11   | Fs4  | Geometrical | 21   | Bsd  | Physical |
| 2    | Cm   | Physical | 12   | Cp1  | Geometrical | 22   | IOR   | Physical |
| 3    | Obg  | Physical | 13   | Vas  | Textural   | 23   | Bpm  | Physical |
| 4    | Gm   | Physical | 14   | A/P  | Geometrical | 24   | Bm   | Physical |
| 5    | RISDO| Physical | 15   | Fs3  | Geometrical | 25   | Cp2  | Geometrical |
| 6    | A    | Geometrical | 16 | RISDI| Physical | 26   | L/W  | Geometrical |
| 7    | P    | Geometrical | 17 | Spm  | Physical | 27   | E    | Geometrical |
| 8    | C    | Geometrical | 18 | Rs   | Geometrical | 28   | Si   | Geometrical |
| 9    | Om   | Physical | 19   | Sd   | Geometrical | 29   | P/A  | Geometrical |
| 10   | Osd  | Physical | 20   | Mr   | Geometrical | 30   | T    | Geometrical |

In order to verify the validity of the selected feature subset, we used the selected feature subset (the top 30 eigenvalues) and all the features trained by the DeeperGCN classifier, respectively, and used the test dataset to verify the accuracy of the two training models. Due to the small number of oil spills in the test dataset, the missing ratio of oil spills of two trained models was calculated on another dataset containing 114 oil patches. The results of the training model using the selected feature subset were better than the results using all the features (Table 4), which means that the number of eigenvalues used for training the GCN was not as many as possibly could be used. The physical features played a major role in dark spot segmentation, followed by the geometric features, and finally the textural features. The feature subset we selected not only reduced considerably the number of features to be calculated and accelerated the feature extraction process, but also improved the accuracy of the model. Our proposed superpixel-based DeeperGCN model is abbreviated as SDGCN from here forward.
Table 4. Comparison of the top 30 eigenvalues with 137 eigenvalues.

| Model                        | $P_d$(100%) | $P_f$(100%) | $P_{acc}$(100%) | $P_m$(100%) |
|------------------------------|-------------|-------------|-----------------|-------------|
| SDGCN with the top 30 eigenvalues | 96.98       | 5.68        | 99.16           | 7.18        |
| SDGCN with all eigenvalues   | 95.74       | 6.68        | 98.95           | 8.73        |

4.3 Comparison with different segmentation methods

In this section, our proposed method SDGCN is compared with other classic pixel-based segmentation methods from a quantitative and qualitative perspective, including threshold methods, machine learning methods, and deep learning methods. Here, SDGCN adopts the top 30 eigenvalues.

Table 5. Comparison of the accuracy of different dark spot segmentation methods.

| Method                      | $P_d$(100%) | $P_f$(100%) | $P_{acc}$(100%) | $P_m$(100%) |
|-----------------------------|-------------|-------------|-----------------|-------------|
| Otsu+post-processing       | 71.74       | 12.78       | 95.43           | 26.35       |
| PROP                        | 90.36       | 52.71       | 94.39           | 10.36       |
| SegNet                      | 83.00       | 8.88        | 97.35           | 13.03       |
| UNet                        | 83.20       | 6.69        | 97.52           | 9.68        |
| Adversarial f-Divergence Learning | 87.06   | 21.62       | 96.77           | 7.31        |
| SDGCN                       | 96.98       | 5.68        | 99.16           | 7.18        |

From the quantitative evaluation results of the various models shown in Table 5, we observed that the performance of SDGCN was significantly better than the other models, which demonstrated the superiority of the segmentation scheme we proposed. Converting the image to graphs with superpixels as nodes does improve the accuracy of dark spot detection. Nine images (256*256 pixels) with different brightness levels and a variety of dark spots are shown in Figure 3, and the results of each model were as follows. Otsu+post-processing achieved effective segmentation for dark spots with obvious boundaries; but when the boundary was not obvious, its segmentation results were not ideal. The PROP algorithm almost did not complete the segmentation of dark spots on the image with strong brightness because it is not able to consider the impact of the incident angle on the image brightness (Topouzelis et al. 2016). The segmentation results of Segnet and Unet were relatively close, but their segmentation performance was poor on the image with similar intensity for dark spots and backgrounds and also was affected by SAR image noise. Adversarial f-Divergence Learning performed worse than Segnet and Unet on darker images, but it did segment the dark spots accurately on brighter images. Compared with the other models, the results of SDGCN were the most similar to the truth labels, and the dark spots with blurred edges were accurately segmented.
## 5 discussions

In this section, we analyze the practicality of SGDCN method on another dataset containing 27 SAR images and illustrate the limitations as well as future work. In this dataset, each image contained at least one oil patch in locations published by the Baltic Marine Environment Protection Commission (Helsinki Commission - HELCOM). Because some of the oil patches were broken into tiny plaques by the waves, it was difficult to count them accurately. The length of time they appeared at sea depended on the amount of oil leaked. Other factors that affected the nature of oil patches and their characteristics in the images were different sea temperatures, salinity, ocean current speed, ocean waves, and atmospheric conditions. About 4,500 images with 256*256 pixels were used to retrain the SDGCN model, and the trained model segmented the dark spots on 27 SAR images.

Figure 4 shows the unsegmented oil patches in all the images. It can be seen that only the oil patches with weak borders and small areas shattered by waves were missed. One of the reasons is that small oil leakages can be greatly affected by advection, diffusion, evaporation, and emulsification (Berry et al. 2012). As a result, the nature of the oil changes, and they
were not very different from the ocean background in the image, making it very difficult to detect them successfully. Another reason may have been that the number of training samples was small and the training sample labels were not very accurate, which may have led to the overfitting phenomenon of SDGCN during the training process.

Some of these detected oil patches of various shapes and sizes are shown in Figure 5. According to our statistics, a total of 103 pieces were detected, including small oil patches broken by the waves. Garcia-Pineda et al. (2009) determined that the optimum wind speed range to study the surface of oil slicks in SAR images was 3.5–7.0 m/s. We applied the CMOD5 geophysical model function to derive the wind speeds of the sea surface for oil spill analysis (Hersbach et al. 2005). We found that the wind speed on the sea surface of all the oil patches segmented ranged from 1 to 8 m/s. The smallest area of the detected oil patches was 0.2 km², and the largest was 245 km². In Figure 5, oil patches a, j, and k appear as dots with small areas, and oil patch m appears as a lump shape. In addition, other oil patches appear as long strips, almost all of which were formed by illegal discharge from ships. It can be seen that the segmentation results of SDGCN model basically look the same as the oil patches on the input image, indicating very good performance of oil patch segmentation.

Figure 4. Oil patches that were missed; the red circles indicate the oil patches that were not successfully segmented.
Figure 5. The results of successful segmentation of the oil patches of various shapes and sizes; the dark spots in the red circles are the oil patches and a ~ m are their numbers.
In addition to oil slicks, many meteorological or oceanic phenomena produce weak backscatter, which also appears as dark spots on SAR images (Shu et al. 2010); and these non-oil dark spots account for the vast majority of dark spots (Topouzelis 2008). Najou et al. (2018) explained that the meteorological or oceanic phenomena that cause non-oil dark spots to appear on SAR images, include upwelling, rain cells, wind shadowing, and sea currents. Alpers et al. (2017) pointed out that areas with higher chlorophyll-a distribution in the ocean also show as dark spots on SAR images. Figure 6 shows several examples of various look-alikes successfully segmented. Table 6 shows the atmospheric and ocean surface characteristics of these look-alikes, including wind speed, ocean currents, chlorophyll-a concentration, and temperature difference between atmosphere and ocean. Except for the wind speed, which we derived using the CMOD5 model, other meteorological and marine data were provided by the European Center for Medium-Term Weather Forecast (ECMWF).

![Image of Figure 6](image_url)

**Figure 6.** The segmentation results of various look-alikes; the a–f arrows point to the dark spots.

**Table 6.** Ocean and atmospheric characteristics of the look-alikes in Figure 8.

| Dark spot | Mean wind (m/s) | Mean sea water velocity (m/s) | Mean convective rain rate (kg·m⁻²·s⁻¹) | The temperature difference between the atmosphere and the ocean (K) | Mean Chlorophyll-a concentration (mg·m⁻³) |
|-----------|----------------|-------------------------------|-----------------------------------------|-------------------------------------------------|-----------------------------------------|
| a         | 0.195          | 0.088                         | 0                                       | 0.635                                           | 2.128                                   |
| b         | 4.009          | 0.040                         | 0                                       | -0.704                                          | 17.400                                  |
In Figure 6, dark points a, c, and e are the low wind areas where the wind speed was lower than 0.6 m/s. The low wind speed resulted in a smooth sea surface so these areas appeared as dark spots on the images. Dark spots caused by low winds accounted for the vast majority of look-alikes on the images. The concentration of chlorophyll-a in the dark spot b area was 17.400 mg/m³, which is relatively high. This dark spot may have been caused by an abnormal chlorophyll-a concentration. The temperature difference between the atmosphere and the ocean in the dark spot d area was relatively large at 3.655k. This dark spot may have been caused by an upwelling, which brings the cold water from the lower layer to the upper layer. On radar image, the temperature drop is usually followed by a decrease in the roughness of the sea surface, which appears as a dark spot (Najou et al. 2018). The dark spot f may have been caused by the sea currents, which can cause biogenic oil to accumulate in some regions and change the roughness of the sea surface, making these areas appear as black spots on SAR images (Najou et al. 2018). As far as the various causes and shapes of look-alikes, it can be seen that the segmentation results of the SDGCN model were basically the same as the dark spots on the input image. The segmentation results of this model were nearly satisfactory.

Although our method improves the performance of dark spots segmentation, it requires several complicated steps to implement, including transforming images to graphs with superpixels as nodes, feature extraction and selection of nodes, and graph node classification. Overall, it is time-consuming, especially in superpixel segmentation and feature extraction. In superpixel segmentation, there are also still a small number of dark spots with small areas and weak borders, whose contours are difficult to detect, resulting in missing detection. Furthermore, due to the small amount of training data, the model is over-fitted, which also leads to the lack of some dark spots in the detection. Therefore, it is necessary to develop superpixel segmentation algorithms with higher performance to improve the accuracy of contour detection. And more data needs to be used to train the model to reduce the effect of overfitting in practical applications. Dark spots detection is only the beginning of oil spill detection. In the future, we will utilize detected dark spots to build a knowledge graph to help identify oil slicks.

6 Conclusion

In this paper, we proposed an effective method of dark spot segmentation that can accurately detect dark spots on a single-polarized SAR image. Our method consists of three steps: 1) converting images to graphs with superpixels as nodes; 2) feature extraction and selection of superpixels; and 3) graph node classification. To perform superpixel segmentation of the image, our method uses the BASS algorithm, which can accurately detect the contours of the fuzzy dark spots and smooth the noise of the SAR image at the same time. Then, the superpixel is used as the basic unit and the image is transformed into a graph structure with its superpixels as nodes, which significantly reduces the computational burden. A feature vector

|   | c    | 0.289 | 0.058 | 0    | 0.201 | 2.459 |
|---|------|-------|-------|------|-------|-------|
| d | 4.750| 0.083 | 0     | 3.655| 0     |
| e | 0.553| 0.078 | 0     | 0.144| 2.635 |
| f | 4.012| 0.206 | 0     | -0.689| 2.673 |
composed of 137 feature values is calculated for each node, and an optimal feature subset consisting of 30 feature values is selected using the SVM-RFE algorithm for dark spot segmentation. The popular DeeperGCN classifier was chosen for graph node classification in our method. We found that the proposed feature subset not only accelerated the feature extraction process, but also improved the accuracy of the model. Among the selected features, the physical features played a major role, followed by the geometric features and the textural features. The experimental results show that our method is more effective than pixel-based segmentation methods and can segment most of the dark spots except for those with smaller shapes and brightness levels that were very close to the background brightness. Due to the general characteristics of SDGCN model, it can be easily extended to address applications such as semantic segmentation of optical remote sensing images (Li et al. 2020b). In the future work, we therefore intend to explore that possibility. And we will continue the follow-up work on dark spot detection. The dark spots segmented from the image will be used as entities to create a knowledge graph for oil spill detection (Hao et al. 2021). Then, we will explore knowledge inference methods to identify oil slicks.
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