Gaussian-based coupled-cluster theory for the ground state and band structure of solids
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We present the results of Gaussian-based ground-state and excited-state equation-of-motion coupled-cluster theory with single and double excitations for three-dimensional solids. We focus on diamond and silicon, which are paradigmatic covalent semiconductors. In addition to ground-state properties (the lattice constant, bulk modulus, and cohesive energy), we compute the quasiparticle band structure and band gap. We sample the Brillouin zone with up to 64 \( k \)-points using norm-conserving pseudopotentials and polarized double- and triple-zeta basis sets, leading to canonical coupled-cluster calculations with as many as 256 electrons in 2,176 orbitals.

I. INTRODUCTION

The electronic ground-state and excited-state structure of three-dimensional solids and low-dimensional nanomaterials is an ongoing challenge in computational materials science. A theoretical program based on density functional theory (DFT), frequently combined with time-dependent many-body perturbation theory, has become a reliable and accurate standard approach. In particular, ground-state properties of weakly correlated materials are well-described by DFT, the principal charged excited states leading to band structure can be treated with hybrid \(^1–^3\) or semilocal \(^5,6\) functionals, as well as the many-body GW \(^5,6\) approximation, and neutral excited states can be described with time-dependent DFT \(^7,8\) or the Bethe-Salpeter equation. \(^9\) However, errors in this approach can be difficult to assess, due to (for example) the underlying DFT exchange-correlation functional or self-consistency in the GW approximation. Even in the formal many-body frameworks, systematic improvements (vertex corrections) are only recently being pursued, with mixed success. \(^10–^13\)

In contrast, wavefunction-based approaches originating in the quantum chemistry community are now starting to be applied to the properties of condensed-phase materials. Atomistic one- and two-dimensional systems have been studied by configuration interaction with single excitations (CIS), time-dependent Hartree-Fock (HF), and time-dependent DFT, \(^14\) as well as second-order Møller-Plesset perturbation theory (MP2) \(^15–^18\) and coupled-cluster (CC) theory with single and double excitations (CCSD). \(^15,17,18\) For three-dimensional solids, MP2 has been implemented with local correlation in the CRYSCOR program. \(^19,20\) In the plane-wave based VASP package with full Brillouin zone sampling, \(^21–^23\) and in the mixed Gaussian and plane-wave CP2K package at the \( \Gamma \)-point. \(^24\) Most recently, ground-state CCSD, CCSD with perturbative triple excitations (CCSD(T)), and full CI quantum Monte Carlo for periodic solids have been reported. \(^22,25\) We also mention the parallel development of non-periodic cluster-based approaches for solids, namely incremental methods \(^26–^29\) and embedding techniques. \(^30–^32\)

Recently, we performed the first excited-state CC treatment of a three-dimensional condensed-phase system, at the equation-of-motion (EOM)-CCSD and EOM-CCSDT level, focusing on the uniform electron gas at the density of metallic sodium. \(^33\) For small unit cells in a finite single-particle basis, the EOM-CCSDDT one-particle spectral function was in nearly perfect agreement with numerically exact (time-dependent density matrix renormalization group) results, and more accurate than any tested flavor of the GW approximation, while the EOM-CCSD one-particle spectral function quantitatively improved on the standard GW approximation. Importantly, unlike the GW approximation (in practice, \(G_0W_0\)), the EOM-CC spectra are invariant to the starting choice of single-particle energies. At larger system sizes approaching the thermodynamic limit, it was not possible to carry out full EOM-CCSDDT calculations, but it was still possible to compute the EOM-CCSD spectrum. Similarly to the GW-plus-cumulant approximation, \(^34,35\) the EOM-CCSD spectrum removed the fictitious plasmon pole of the GW spectrum, \(^36,37\) demonstrating that it correctly treats the coupling of charged excitations to bosonic plasmon excitations in metals.

Here, we continue this program and present the first results of CC excited states for atomistic solids. The layout of this paper is as follows. In Sec. II, we describe the Gaussian basis sets, integral evaluation, and HF calculations for periodic systems, including issues associated with divergent terms and finite-size effects. In Sec. III, we describe the ground-state CCSD and excited-state EOM-CCSD formalisms for periodic systems, as well as the connection to quasiparticle band structure. In Sec. IV we discuss the convergence and finite-size effects of our HF and correlated calculations. We present ground-state HF, MP2, and CCSD results in Sec. V for diamond and silicon. This section also includes the technical details of our calculations, a discussion of convergence, and comparison to existing MP2 and CCSD calculations on solids. \(^22,25\) In Sec. VI, we present EOM-CCSD band structures and a convergence study of the indirect band gap. We conclude in Sec. VII.
II. GAUSSIAN-BASED PERIODIC INTEGRALS AND HARTREE-FOCK THEORY

We use an underlying single-particle basis of crystalline Gaussian-based atomic orbitals (AOs). These are translational-symmetry-adapted linear combinations of Gaussian AOs of the form

\[ \phi_{\mu k}(r) = \sum_G e^{i k \cdot T} \psi_{\mu k}(r - T) \equiv e^{i k \cdot r} \psi_{\mu k}(r) \]

where \( T \) is a lattice translation vector and \( k \) is a crystal momentum vector in the first Brillouin zone. In this work, we sample \( k \) from a uniform (but not necessarily Monkhorst-Pack) grid. The second equality above expresses Bloch’s theorem, where the Bloch function \( \psi_{\mu k}(r) \) is fully periodic with respect to all lattice translations. Therefore, we can exactly expand the crystalline AOs in a set of auxiliary plane-waves

\[ \phi_{\mu k}(r) = \sum_G \phi_{\mu k}(G)e^{i(k+G) \cdot r}, \]

\[ \phi_{\mu k}(G) = \frac{1}{\Omega} \int_{\Omega} dr \phi_{\mu k}(r)e^{-i(k+G) \cdot r}, \]

where \( G \) is a reciprocal lattice vector and \( \Omega \) is the unit cell volume.

Given this basis choice, there are several different ways to evaluate the corresponding overlap, kinetic energy, electron-nuclear attraction, and Coulomb integrals arising in quantum chemistry. We will present a careful comparison of different methods in a future publication, and here only detail the grid-based scheme that we have used for the results in this work, which closely resembles the Gaussian and plane-wave scheme used in the CP2K package.\[38,39\] We use a dual real-space and reciprocal-space representation of the crystalline AOs. In real space, we represent \( \phi_{\mu k}(r) \) on a uniform real-space grid in the unit cell. In reciprocal space, we obtain \( \phi_{\mu k}(G) \) by a fast Fourier transform (FFT) leading to a representation on a uniform grid of points corresponding to the reciprocal lattice vectors of our unit cell. The real-space grid density roughly corresponds to a kinetic energy cutoff in the plane-wave representation. To ensure that relatively small cutoffs can be used, we replace the core electrons with separable norm-conserving GTH (HGH) pseudopotentials,\[40,41\] which removes the sharp nuclear densities. We use the Gaussian basis sets that are designed for use with these pseudopotentials in solid-state calculations.\[38\]

The one-electron overlap, kinetic energy, and local (L) pseudopotential integrals are evaluated by numerical integration on the real-space grid according to

\[ S_{\mu \nu}(k) = \int_{\Omega} dr \phi_{\mu k}^*(r) \phi_{\nu k}(r), \]

\[ T_{\mu \nu}(k) = -\frac{1}{2} \int_{\Omega} dr \phi_{\mu k}^*(r) \nabla^2 \phi_{\nu k}(r), \]

\[ V_{\mu \nu}^{L}(k) = \int_{\Omega} dr \phi_{\mu k}^*(r) V(r) \phi_{\nu k}(r); \]

where we note that these integrals and other quantities throughout the paper are defined per unit cell. The total, local contribution from the ion pseudopotentials \( V_{\mu}(r) \) is given by,

\[ V_{\mu}(r) = \sum_{G \neq 0} \sum_{I} e^{i (G - R_{I}) \cdot r} \eta_{\mu I}^{L}(G), \]

where \( I \) indexes the ions at position \( R_{I} \) in the unit cell. The local part of the GTH pseudopotential is finite at \( r = 0 \) but decays as \(-Z_{I}/r \) leading to a divergent \( G = 0 \) component, which is treated separately (see below). The nonlocal (NL) pseudopotential is evaluated on the reciprocal-space grid

\[ V_{\mu \nu}^{NL}(k) = \Omega \sum_{G \neq 0} \phi^*_{\mu k}(G) V_{\mu \nu}^{NL}(k + G, k + G') \phi_{\nu k}(G') \]

where

\[ V_{\mu \nu}^{NL}(k + G, k + G') = \frac{1}{\Omega} \int dr \int dr' e^{-i(k+G) \cdot r} \]

\[ \times v_{\mu \nu}^{NL}(r, r') e^{i(k+G') \cdot r'}. \]

In the above, the ion-specific local and nonlocal parts of the pseudopotential have analytic definitions of the GTH form.\[40,41\] In particular the nonlocal part is separable and expressible as a sum of products of functions of \( k + G \) and functions of \( k + G' \). The Hartree and exchange matrices are evaluated in real space,

\[ J_{\mu \nu}(k) = \int_{\Omega} dr \int_{\Omega} dr' \phi^*_{\mu k}(r) \rho_{\nu}(r, r'), \]

\[ K_{\mu \nu}(k) = \int dr \int dr' \phi^*_{\mu k}(r) \frac{\rho_{\nu}(r, r')}{|r - r'|} \phi_{\nu k}(r'), \]

in terms of the Hartree potential

\[ \rho_{\nu}(r) = \frac{4\pi}{\Omega} \sum_{G \neq 0} \frac{\rho(G)}{G^2} e^{i G \cdot r}, \]

and the density matrix \( \rho(r, r') \). In general, the density matrix and density \( \rho(r) = \rho(r, r) \) can be obtained from a Brillouin zone sampling

\[ \rho(r, r') = \frac{1}{N_{k}} \sum_{k} \sum_{\sigma \tau} P_{\sigma \tau}(k) \phi_{\sigma \mu k}(r) \phi_{\tau \nu k}(r'), \]

where \( N_{k} \) is the number of \( k \)-points sampled in the Brillouin zone. Assuming a closed-shell reference of molecular orbitals, \( \psi_{\mu k} = \sum_{\sigma} C_{\mu \sigma}(k) \phi_{\sigma k} \), the mean-field density matrix is given by

\[ P_{\sigma \tau}(k) = 2 \sum_{\lambda} C_{\lambda \sigma}(k) C_{\lambda \tau}^{*}(k). \]

This leads to the real-space form of the exchange matrix

\[ K_{\mu \nu}(k) = \frac{1}{N_{k}} \sum_{k'} \sum_{\lambda \tau} P_{\lambda \tau}(k') \int dr \phi_{\mu k}^{*}(r) v_{\lambda k \sigma r k'}(r) \phi_{\nu k}(r). \]
where

\[ \rho_{\epsilon k',vk}(r) = \int dr' \phi_{\epsilon k'}^*(r') \phi_{vk}(r') \frac{1}{|r-r'|} \equiv \int dr' \rho_{\epsilon k',vk}(r') \frac{1}{|r-r'|} \]

and \( G = 0 \) term is excluded when \( k = k' \). Like the individual crystalline AOs, the AO pair densities have a plane-wave resolution,

\[ \rho_{\epsilon k',vk}(r) = \sum_{\Omega} \rho_{\epsilon k',vk}(G) e^{i(k-k'+G) \cdot r}, \]

As shown above, the local part of the pseudopotential and Hartree potential are separately divergent at \( G = 0 \), however their sum is not. For each atom, the sum is given by

\[ \alpha_\ell = \int dr \left( \frac{\sqrt{\gamma}(r)}{\gamma} \right)^\ell, \]

where \( \alpha_\ell \) is a finite, ion-specific parameter of the pseudopotential. This leads to a additional matrix element

\[ V^{\ell+1}_{pq}(k) = \frac{S_{pq}(k)}{\Omega} \sum_\ell \alpha_\ell, \]

resulting simply in a uniform shift of the orbital energies and a constant in the total energy. Note that in the absence of pseudopotentials, the divergent contributions from the Hartree and electron-nuclear interaction cancel exactly by charge neutrality.

Once the above integrals are defined, then it is straightforward to carry out a HF calculation using these integrals. The only difference compared to a standard molecular HF calculation is that the integrals and orbitals are complex. The molecular orbitals at each \( k \)-point \( \psi_{pk} \) are obtained from the HF equation

\[ F(k)c(k) = e(k)s(k)c(k), \]

where

\[ F(k) = T(k) + V^{pp}(k) + J(k) + \frac{1}{2}K(k) + V^{\ell+1}(k) \]

and \( V^{pp}(k) = V^{L}(k) + V^{NL}(k) \). Assuming \( n_\ell \) electrons per unit cell, the HF determinant includes the \( N_{\ell} \) orbitals with the lowest eigenvalues out of all \( k \)-points. The total energy is the usual HF one plus the nuclear-nuclear repulsion, which is computed using the Ewald expression

\[ E_{NN} = \frac{1}{2} \sum_{Il,Jl} Z_l Z_j \frac{e^{G \cdot |r_l - r_j - T|}}{G^2} \text{erfc}(\eta |r_l - r_j - T|) \]

\[ + \frac{4\pi}{\Omega} \sum_{G} |G| Z_l e^{G \cdot r_l} \left( \frac{e^{-G^2 \gamma^2}}{G} \right) \]

\[ - \frac{\eta}{\sqrt{\pi}} \sum_{I} Z^2_I - \frac{\eta}{\Omega \sqrt{\pi}} \left( \sum_{I} Z^2_I \right)^{\frac{3}{2}}, \]

where the primed summation neglects the self-interaction terms with \( I = J \) when \( T = 0 \) and the range of lattice summations is chosen together with \( \eta \) to facilitate rapid convergence.

For a subsequent correlation treatment, we need to define the molecular orbital integrals. The one-electron integrals can be obtained straightforwardly by changing basis with \( C(k) \). Two-electron integrals are defined (again, per unit cell) as

\[ \langle pk_p, r_{k_r} | q_{k_q}, s_{k_s} \rangle = \Omega^2 \sum_{G} \left[ \rho_{pk_p,qk_q}(G) \right] \]

\[ \times \psi_{pk_p}(r_1) \psi_{qk_q}(r_2) \psi_{s_{k_s}}(r_3) \]

(23)

In the presence of translational invariance, these two-electron integrals must conserve crystal momentum, i.e. \( k_p + k_r - k_q - k_s = G \), where \( G \) is a reciprocal lattice vector. We evaluate these integrals by representing the molecular orbital pair density in terms of plane-waves, leading to

\[ \langle pk_p, q_{k_q} | r_{k_r}, s_{k_s} \rangle = \Omega^2 \sum_{G} \left[ \rho_{pk_p,qk_q}(G) \right] \]

\[ \times \psi_{pk_p}(r_1) \psi_{qk_q}(r_2) \psi_{s_{k_s}}(r_3) \]

(24)

where \( G_{\text{prgs}} = k_p + k_r - k_q - k_s \) is a reciprocal lattice vector, \( v(G) = 4\pi/\Omega G^2 \), and the \( G = 0 \) singularity is removed when \( k_p = k_q \).

Once these integrals are obtained, we can define the second-quantized Hamiltonian suitable for a correlated electronic structure treatment. For closed-shell single-reference correlation techniques, it is convenient to express the Hamiltonian in normal-order form

\[ H = \langle \Phi | H | \Phi \rangle + \sum_{pq} \sum_k F_{pq}(k) \left( E^p_{q_{k_q}} \right) \]

\[ + \frac{1}{2} \sum_{pq_r,s} \sum_{k_p,k_r,k_q,k_s} \left( p_{k_p,q_{k_q}} | r_{k_r}, s_{k_s} \rangle \langle E^{p_{k_p}}_{q_{k_q}} E^{r_{k_r}}_{s_{k_s}} \right) \]

(25)

where \( E^{p_{k_p}}_{q_{k_q}} = \sum_a a^+_{p_{k_p}a} a_{q_{k_q}a} \) is a spin-summed excitation operator. \( \{ \ldots \} \) denotes normal ordering with respect to the reference \( \Phi \) (the Fermi vacuum), and as usual the primed summation enforces crystal momentum conservation. Naturally, in the case of canonical HF, the Fock matrix is diagonal, \( F_{pq}(k) = \epsilon_p(k) \delta_{pq} \).

III. PERIODIC EOM COUPLED-CLUSTER

Given a closed-shell reference determinant \( |\Phi\rangle \), the ground-state CCSD wavefunction is \( |\Psi_0\rangle = e^{\Delta}\Phi \rangle \) where \( \Delta = T_1 + T_2 \), and \( T_1 \) and \( T_2 \) are single- and double-excitation operators. \( T_1 \) and \( T_2 \) are the single and double-excitation operators,

\[ T_1 = \sum_{k_i} \left( \sum_{k_r,k_s} \rho_{k_i,k_r} e_{k_r}^{k_s} \right) \]

\[ T_2 = \sum_{k_i,k_r,k_s,k_t} \left( \sum_{k_j,k_r,k_s} \rho_{k_i,k_r} e_{k_r}^{k_s} e_{k_s}^{k_t} \right) \]

(26a)

(26b)
In this work, we use a HF reference determinant, although the equations below and in the Appendix apply to any determinant. In Eqs. (26) and throughout, the indices \( i, j, k, l \) denote occupied orbitals and \( a, b, c, d \) denote virtual orbitals. Because the crystal Hamiltonian has translational symmetry, the excitation operators must conserve crystal momentum, i.e. \( \sum_a k_a - \sum_i k_i = \mathbf{G} \) where \( k_a \) and \( k_i \) are the crystal momenta of particle and hole orbitals and \( \mathbf{G} \) is a reciprocal lattice vector. This requirement is indicated by the primed summation in Eq. (26) and we emphasize that each primed summation indicates that one of the listed momenta is fixed and need not be summed. Introducing the non-Hermitian CC indication amplitude equations

\[
E_0 = \langle \Phi_0 | \hat{H} | \Phi_0 \rangle, \quad (27)
\]

\[
0 = \langle \Phi_{ik,a}^{\dagger} | \hat{H} | \Phi_0 \rangle, \quad (28a)
\]

\[
0 = \langle \Phi_{ik,a,b,kj}^{\dagger} | \hat{H} | \Phi_0 \rangle, \quad (28b)
\]

where \( \Phi_{ik,a}^{\dagger} \) and \( \Phi_{ik,a,b,kj}^{\dagger} \) are Slater determinants with one and two electron-hole pairs. The explicit forms of the energy and amplitude equations with translational symmetry are given in Ref. 18. Importantly, the computational cost of CCSD for periodic systems scales as \( n_{\text{occ}}^2 \lambda \bar{N}^2 \), where \( n_{\text{occ}} \) and \( \bar{N} \) denote the number of occupied and virtual orbitals per unit cell; this is a factor of \( \bar{N}^2 \) less than the equivalent calculation that neglects momentum conservation.

Coupled-cluster excited states and energies are determined through the equation-of-motion (EOM) formalism, which amounts to diagonalizing the effective Hamiltonian \( \hat{H} \) in an appropriate space of excitations. For a CCSD ground state, we calculate ionization potentials (IPs) via diagonalization in the space of 1-hole (1\( \bar{e} \)) states: \( \rho^{\dagger} \rho = R(n, k) | \Psi_0 \rangle = [R_{\alpha}^+(n, k) + R_{\alpha}^-(n, k)] | \Psi_0 \rangle \), where \( R_{\alpha}^+ \) creates \( 1(1\bar{e}) \) excitations and \( R_{\alpha}^- \) creates \( 2h1p \) excitations in the IP-EOM (EA-EOM) framework. Explicitly,

\[
R_{\alpha}(n, k) = \sum_i r_{ik} a_{k\alpha}^\dagger + \sum_{b} \sum_{j} r_{jk,b\alpha} E_{jk,b\alpha} E_{jk,b\alpha}^\dagger a_{k\alpha} \quad (29)
\]

\[
R_{\alpha}^+(n, k) = \sum_i r_{ik} \alpha_{k\alpha}^\dagger + \sum_{b} \sum_{j} r_{jk,b\alpha} \alpha_{k\alpha} E_{jk,b\alpha} E_{jk,b\alpha}^\dagger \quad (30)
\]

where again the primed summations are restricted to enforce momentum conservation. The \( r \)-amplitudes satisfy the usual IP/EA EOM equations, modified to include crystal momenta; explicit expressions are given in the Appendix. Again we emphasize that each primed summation leads to one crystal momentum which can be fixed by momentum conservation; for example, in the final term of the \( R_2 \) amplitude equations (A.1b) and (A.2b), only two of the four crystal momenta need to be explicitly summed. Note that although ground-state CCSD scales as \( N^6 \), the subsequent EOM-CCSD calculations have a reduced scaling of \( N^5 \). In particular, in the presence of periodicity, the EOM-CCSD scaling for all charged excitations at a given \( k \)-point is \( \bar{N}^2 N_{\text{occ}}^2 \lambda \bar{N}^2 \) for IP-EOM-CCSD and \( \bar{N}^2 N_{\text{occ}} \lambda \bar{N}^3 \) for EA-EOM-CCSD (if the charged excitations at all sampled \( k \)-points are desired, then \( \bar{N}_k \) such calculations can be performed independently). This specific scaling with the number of occupied and virtual orbitals usually makes the calculation of conduction (virtual) bands significantly more expensive than that of valence (occupied) bands.

In this work we focus on the quasiparticle excitations. These are the many-body states that have the largest overlap with the mean-field single-particle excitations, i.e. the largest \( |r_{ik,k}^\alpha|^2 \) and \( |r_{ik,k}^b|^2 \) (a proxy for the EOM Green’s function pole strength). This observation leads to an efficient targeted Davidson diagonalization procedure based on the wavefunction character, rather than the energy. At each \( k \)-point sampled in the Brillouin zone, we typically target the three lowest-lying IP and EA excitations with such single-particle character. Away from the band edge, the quasiparticle picture breaks down: the excitations develop an effective linewidth and nontrivial satellite structure through a growing contribution of multiple determinants, which also leads to slower convergence of the Davidson procedure. In this regime, it is more efficient to directly construct the momentum- and frequency-dependent, one-particle Green’s function as done in our previous work on the uniform electron gas.

**IV. CONVERGENCE AND FINITE-SIZE EFFECTS**

It is worth briefly discussing the requirements for converging the correlated electronic structure of a periodic system. As in a molecular electronic structure calculation, we must converge with respect to the single-particle basis set, i.e. the set of Gaussian functions \( \Phi_{\mu}(r) \) in Eq. (1), as well as with respect to the correlation level. Convergence in these two regards can be expected to be similar to that in a molecular system. However, in addition, we must converge with respect to the Brillouin zone sampling, i.e. the set of crystal momentum vectors \( \mathbf{k} \) appearing in Eq. (1). (This may formally be thought of as part of the basis set convergence for the infinite system). There is substantial experience with this convergence behavior at the mean-field level (HF and DFT), but much less so at the correlated level.\(^{21-23,51} \) However, it is important to note that convergence with respect to Brillouin zone sampling can be quite slow.

In general, if all quantities are smooth in the Brillouin zone, then approximating integrals by finite Brillouin zone sampling has exponentially small error in the grid spacing, i.e. exp(\( -\alpha N_{k}^{-1/3} \)). However, omitting the \( G = 0 \) contribution in the definition of Coulomb-based integrals is an additional source of finite-size error. For example, the exact HF exchange energy per unit cell is given by

\[
E_X = -\sum_{ij} \int_{BZ} \frac{\Omega d\mathbf{k}_i}{(2\pi)^3} \int_{BZ} \frac{\Omega d\mathbf{k}_j}{(2\pi)^3} \langle ik_i|jk_i,jk_i,ik_i \rangle. \quad (31)
\]

In this limit of infinite \( k \)-point sampling, the volume element associated with Brillouin zone integration cancels the diver-
gent Coulomb term, i.e., it is an integrable divergence. However, using the molecular orbital integrals from Eq. (24) and a finite Brillouin zone sampling leads to the approximate exchange energy

$$E_x = -\frac{\Omega}{N_k^3} \sum_{i} \sum_{k_i,k_j} \rho_{k_i,k_j}(G)^2 \frac{4\pi}{|G - q_{ij}|^2},$$

(32)

where the primed summation excludes $G = 0$ when $q_{ij} = k_i - k_j = 0$. This neglected term represents an $O(1)$ integrand coming from the nonzero charge density $\rho_{k_i,k_j}(G) = 0$, leading to an integration error of $O(N_k^{-1/3})$. In these cases related to HF exchange, various corrections exist that aim to accelerate the Brillouin zone convergence, including auxiliary function techniques and real-space truncation of the Coulomb interaction. In this work, all correlated calculations and their underlying HF calculations are done with no such corrections. However, when total energies are required, we separately correct the HF energy using an exchange interaction with a spherically truncated Coulomb potential; these calculations are performed with isotropic $k$-point meshes and the results are extrapolated using a finite-size scaling of the form

$$\exp(-a N_k^{1/3}).$$

Finite-size errors in the correlated theories can be analyzed in a similar manner. With $k$-point sampling, the MP2 energy per unit cell is approximated by

$$E_{\text{MP2}} = \frac{\Omega}{N_k^3} \sum_{i} \sum_{k_i,k_j} \rho_{k_i,k_j}(G)^2 \left\{ \begin{array}{l}
\frac{4\pi}{|G - q_{ij}|^2} \rho_{k_i,k_j}(G_{ijab} - G) \\
- \frac{4\pi}{|G - q_{ij}|^2} \rho_{k_i,k_j}(G_{ijab} - G)
\end{array} \right\}$$

$$\times \sum_{G} \left[ 2 \sum \rho_{k_i,k_a}(G) - \sum \rho_{k_i,k_b}(G) \right]$$

(33)

where again the term with $G = 0$ is neglected when $q_{ia} = k_i - k_a = 0$ (first term) or $q_{ib} = k_i - k_b = 0$ (second term). Unlike in the case of exchange, these neglected terms vanish at the origin $q = 0$ because the orthogonality of orbitals guarantees that $\rho_{k_i,k_a}(G = 0) = 0$; instead, these terms are associated with an integrand of $O(q^2)$, leading to an integrated error of $O(N_k^{-1/3})$. If the $t$-amplitudes are correct, then this is the only integration error. However, the amplitudes

$$\rho_{k_i,k_a}(G) = \frac{(i k_i k_a)^*}{\epsilon_{k_i} - \epsilon_{k_a} + i \epsilon_{k_a} - \epsilon_{k_i}}$$

(34)

inherit the error of the HF orbital energies, which can be analyzed analogously. Orthogonality guarantees that unoccupied energies have the same favorable $N_k^{-1}$ error; however, just as for the exchange energy, the occupied orbitals exhibit an $N_k^{-1/3}$ error. Without any corrections to the orbital energies, this pollutes the $t$-amplitudes and thus dominates the error in the correlation energies (see below). The inclusion of all four-index integrals in CCSD is similarly responsible for a $N_k^{-1/3}$ error.

V. GROUND-STATE RESULTS

We first consider the ground-state properties of diamond and silicon, to establish the convergence properties of the ground state CC before proceeding to our excited state studies in the next section. Diamond and silicon share the same crystal structure, with two atoms per (primitive) unit cell. Except where otherwise noted, all calculations are performed with the $T = 300$ K experimental lattice constants $a = 3.567$ Å and $a = 5.431$ Å, for diamond and silicon respectively.

We use GTH pseudopotentials, explicitly treating four valence electrons per atom (eight per unit cell), and matching single-particle basis sets, obtained from the CP2K software package. In the present work, we use pseudopotentials and basis sets that were originally optimized for use in DFT calculations with the local density approximation (LDA); future work will consider pseudopotentials and basis sets that are optimized for HF calculations and we will present a comparison with all-electron calculations. The DZV, DZVP, and TZVP basis sets have 8, 13, and 17 orbitals per atom (twice as many per cell). The real-space grid spacing used for the integrals was about 0.17 Å, corresponding to a kinetic energy cutoff of approximately 400 Ry (note that the same grid is used to resolve the orbitals, Eq. (2), and the pair densities, Eq. (17)). All calculations are converged, with respect to this grid, to an accuracy better than $10^{-8}$ au per atom. In all ground-state calculations, the Brillouin zone was sampled from a uniform Γ-centered grid. All calculations were performed with the PySCF software package.

As described above, total convergence in periodic solids must be achieved with respect to the single-particle basis and the sampling of the Brillouin zone (finite-size effects). In Fig. 1 show the convergence of the ground-state correlation energy of diamond, at the MP2 and CCSD levels of theory, as a function of the size of the single-particle basis and the number of $k$-points sampled in the Brillouin zone. As expected from molecular calculations with comparable basis sets, the total correlation energies are not converged with respect to the single-particle basis; the correlation energy difference between results obtained with the DZVP and TZVP basis...
sets is 0.4–0.5 eV per unit cell (half that per atom), to be compared to the HF energy differences, which are less than 0.1 eV (not shown). In this work, we do not pursue a complete basis set limit extrapolation based only on double-zeta and triple-zeta basis sets. It can be expected, however, that this basis set error is local in character and can be corrected using standard explicit $r_{12}$ correlation techniques. Furthermore, we observe that the basis set corrections to the correlation energy are similar for MP2 and CCSD (as in molecules), and we could thus similarly use complete basis set limit MP2 calculations to correct the CCSD results.

With regards to finite-size effects, we observe that in small basis sets the MP2 correlation energy converges more quickly than the CCSD energy with the number of $k$-points. However, for the largest (TZVP) basis set, the energy convergence is similar. In Tab. I, we give the HF and correlation energies obtained with a $3 \times 3 \times 3$ and $4 \times 4 \times 4$ sampling of the Brillouin zone; the largest CC calculation presented here, using a $4 \times 4 \times 4$ sampling of the Brillouin zone and the TZVP basis, constitutes a canonical CCSD calculation of 256 electrons in 2,176 orbitals, demonstrating the savings provided by incorporating periodic symmetry.

In Tab. I, we also report the thermodynamic limit based on an extrapolation of the form $N_{k}^{-1/3}$ as discussed in Sec. IV. This extrapolation is graphically demonstrated in Fig. 2, which shows the cohesive energy (the energy-per-atom difference between the crystal and isolated atom) of diamond and silicon as a function of the number of $k$-points sampled using the TZVP basis. Specifically, the fitting is restricted to the two largest isotropic $k$-point meshes, $n \times n \times n$ with $n = 3, 4$. Atomic energies of open-shell C and Si were calculated with unrestricted MP2 and CCSD in the field of crystalline basis functions (to account for basis set superposition error) and the HF contribution to the crystal energy is separately converged with respect to the number of $k$-points, in the manner described in Sec. IV. Predicted cohesive energies are given in Tab. II.

Our cohesive energies for diamond, 7.91 eV/atom (MP2) and 7.04 eV/atom (CCSD), are in reasonable agreement with those of previous periodic MP2 calculations, 7.97 eV/atom\(^{22}\) and 8.039 eV/atom\(^{25}\) and of a previous CCSD calculation, 7.295 eV/atom.\(^{25}\) Similarly, our MP2 cohesive energy for silicon, 4.96 eV/atom, is in good agreement with the previously reported MP2 value, 5.05 eV/atom.\(^{22}\) The discrepancies in our data of order 0.1–0.2 eV/atom likely originate from a combination of the finite basis set and treatment of core electrons. The calculations reported in Refs. 22 and 25 employ a plane-wave basis set and the projector-augmented wave (PAW) method, which differs from the norm-conserving pseudopotentials used here. Furthermore, we always find that the absolute value of the correlation energy given by MP2 is larger than that given by CCSD, which is the opposite of that observed in Ref. 25; this difference may also be attributable to the difference between the PAW and pseudopotential approximations.

Using a $3 \times 3 \times 3$ $k$-point mesh and the TZVP basis, we have further calculated the equation of state of diamond and silicon, shown in Fig. 3. We performed at least seven ground-state cal-

|                  | DZV   | DZVP   | TZVP   |
|------------------|-------|--------|--------|
| HF               |       |        |        |
| Extrap, exp($-aN_{k}^{1/3}$) | -301.05 | -301.86 | -301.95 |
| MP2              |       |        |        |
| $3 \times 3 \times 3$ | -5.91  | -8.27  | -8.81  |
| $4 \times 4 \times 4$ | -5.96  | -8.24  | -8.70  |
| Extrap, $N_{k}^{-1/3}$ | -6.10  | -8.16  | -8.36  |
| CCSD             |       |        |        |
| $3 \times 3 \times 3$ | -5.01  | -7.00  | -7.45  |
| $4 \times 4 \times 4$ | -5.15  | -7.12  | -7.55  |
| Extrap, $N_{k}^{-1/3}$ | -5.58  | -7.50  | -7.86  |

**TABLE I.** Hartree-Fock total energy per unit cell and MP2/CCSD correlation energy per unit cell of diamond in eV.

|                  | $a$ (Å) | $B$ (GPa) | $\Delta E$ (eV/atom) |
|------------------|---------|-----------|----------------------|
| C                |         |           |                      |
| HF               | 3.527 (3.552) | 507 (495) | 5.36 (5.28) |
| MP2              | 3.545 (3.553) | 436 (450) | 7.91 (7.97,8.039) |
| CCSD             | 3.539 | 463 | 7.04 (7.295) |
| Experiment       | 3.553 | 455 | 7.55 |
| Si               |         |           |                      |
| HF               | 5.435 (5.512) | 107 (103) | 3.03 (2.97) |
| MP2              | 5.347 (5.415) | 101 (100) | 4.96 (5.05) |
| CCSD             | 5.393 | 103 | 4.15 |
| Experiment       | 5.421 | 101 | 4.68 |

**TABLE II.** Lattice constant $a$, bulk modulus $B$, and cohesive energy $\Delta E$ of diamond and silicon using the TZVP single-particle basis. Lattice constant and bulk modulus were obtained from fits to calculations with a $3 \times 3 \times 3$ $k$-point mesh. Crystal energy contributions to the cohesive energy are calculated at the $T = 300$ K lattice constant and extrapolated to $N_{k} \to \infty$. Values given in parentheses are those calculated with the plane-wave PAW approach as reported in Refs. 22 and 25. All experimental values have been corrected for zero-point vibrational effects.\(^{29}\)

![FIG. 2. Cohesive energy of diamond (left) and silicon (right), calculated with the TZVP basis. For each $k$-point mesh, MP2 and CCSD correlation energies are added to a separately converged HF crystal energy. The correlation component of the cohesive energy is extrapolated assuming a finite-size error that scales like $N_{k}^{-1/3}$. Zero-point corrected experimental results\(^{29}\) are shown as a thin grey line. Predicted and experimental values are given in Tab. II.](image-url)
cations with unit cell volumes varying by about ±10% from the equilibrium value and fit the results to a third-order Birch-Murnaghan form, leading to predicted (zero-temperature) lattice constants and bulk moduli, given in Tab. II. Again, the HF and MP2 structural predictions are in good agreement with previous values, and the observed discrepancy at the HF level provides some measure of the error incurred due to the use of pseudopotentials. Ultimately, the overall good agreement between our results and those of Refs. 22 and 25 suggests that the correlation energy differences required for structural properties and cohesive energies are reasonably converged in both implementations, with respect to both the basis and \( \mathbf{k} \)-point sampling. At least for the two semiconductors studied here, MP2 and CCSD provide a similar level of accuracy when compared to experimental values determined by ground-state energetics.

VI. EXCITED-STATE RESULTS

We now turn to the excited-state and spectral calculations using the EOM-CCSD formalism. As discussed in Sec. III, we compute the quasiparticle excitations in the ionization potential (IP) and electron affinity (EA) charged sectors. To obtain continuous bands in conventional band structure calculations with HF or DFT, an initial self-consistent calculation is performed with a fixed (and potentially coarse) \( \mathbf{k} \)-point grid, which provides an approximate representation of the density matrix or density; see Eq. (13). From this latter object, the one-body Fock-like matrix can be constructed at arbitrary \( \mathbf{k} \)-points and diagonalized, leading to non-self-consistent eigenvalues. To construct a continuous band-structure in EOM-CCSD, we here perform a large series of (independent) calculations with a \( \mathbf{k} \)-point mesh that is shifted to include the desired \( \mathbf{k} \)-point. Although this means that certain calculations along the band path will be performed with a sub-optimal mesh, the results will converge properly in the limit of dense \( \mathbf{k} \)-point sampling. We only present results here for a band structure path through the Brillouin zone, but the same technique could be applied to calculate the full quasiparticle density of states.

The band structures of diamond and silicon are shown in Figs. 4 and 5 using DFT with the PBE functional, HF, and EOM-CCSD using the DZVP basis and a \( 3 \times 3 \times 3 \) \( \mathbf{k} \)-point mesh. Qualitatively, the EOM-CCSD result reproduces the expected behavior: it predicts a band gap that is slightly larger than that of PBE and significantly smaller than that of HF. Similarly, the EOM-CCSD band widths are intermediate between the two mean-field results.

To study the convergence of the excited-state structure, we present in Fig. 6 the calculated value of the indirect (minimum) band gap in diamond and silicon, as a function of the basis set and number of \( \mathbf{k} \)-points sampled. Since we do not calculate the full band path due to its high cost, the indirect band gap is evaluated from two independent calculations: an IP-EOM-CCSD calculation with a \( \Gamma \)-centered mesh and an EA-EOM-CCSD calculation with a \( \mathbf{k} \)-point mesh centered at \( \sim 85\% \) of the \( \Gamma-X \) line (near the zone boundary). We see that larger single-particle basis sets favor a smaller bandgap and finer \( \mathbf{k} \)-point meshes favor a larger band gap. The band gap difference between calculations using the DZVP and TZVP basis sets is about 0.1 eV, and relatively independent of the number of \( \mathbf{k} \)-points sampled.
The band gap convergence with the number of k-points is slow and oscillatory (when including anisotropic k-point meshes), a behavior inherited from the underlying HF band structure (not shown). In particular, we retain the slow convergence arising from the $G = 0$, $q \to 0$ contributions to the energy discussed in Sec. II, which appears to lead to an $N_k^{-1/3}$ scaling of the error in the bandgap. Similarly to the ground-state energy however, the finite-size effects are much smaller in the correlated band gap than in the HF band gap: in diamond, the HF band gap changes by about 7 eV during convergence, while the EOM-CCSD band gap changes by less than 1 eV.

Like in our treatment of the ground-state and cohesive energy, we have applied a $N_k^{-1/3}$ finite-size scaling to the EOM-CCSD band gaps, restricted to the two largest isotropic k-point meshes. Within the approximations of our approach (GTH pseudopotentials, finite basis, and EOM-CCSD correlation) we predict band gaps of 5.37 eV and 1.19 eV, for diamond and silicon respectively; the experimental $T = 0$ band gaps are 5.45–5.50 eV\cite{61,62} and 1.17 eV\cite{62,63} which are corrected for excitonic and finite-temperature effects, but not for the more challenging electron-phonon (vibrational) effects. For diamond in particular, a zero-point band gap renormalization of 0.4–0.6 eV has been estimated\cite{64,65,66} which would suggest an experimental electronic band gap of 5.8 eV or more. For comparison, tightly converged all-electron $G_0W_0$ calculations predict band gaps of 5.61–5.62 eV and 1.10–1.11 eV\cite{67,68} which are quite close to $G_0W_0$ calculations with norm-conserving pseudopotentials\cite{69} but 0.1–0.2 eV smaller than all-electron self-consistent GW calculations\cite{70} and 0.2–0.3 eV smaller than vertex-corrected calculations\cite{72}. Interestingly, although MP2 predicts ground-state structural properties that are on par with CCSD, it massively underestimates the band gaps of these two materials, giving 1.9 eV for diamond and −1.2 eV for silicon\cite{22} which was attributed to the large polarizability of these materials.

FIG. 6. Indirect band gap of diamond (left) and silicon (right) calculated with EOM-CCSD. Dashed lines indicate extrapolation of the form $N_k^{-1/3}$ based on the isotropic $3 \times 3 \times 3$ and $4 \times 4 \times 4$ sampling meshes; grey horizontal lines indicate experimental values. For the TZVP data, the extrapolation predicts for diamond a band gap of 5.37 eV compared to the experimental value of 5.45–5.50 eV\cite{61,62} and for silicon a band gap of 1.19 eV, compared to the experimental value of 1.17 eV\cite{62,63}.

### VII. DISCUSSION AND CONCLUSION

In this work, we have presented the first-ever results from canonical Gaussian-based coupled-cluster theory for three-dimensional solids. We discussed concomitant finite-size errors in the mean-field and correlated calculations. Based on ground-state coupled-cluster calculations, we presented the lattice constant, bulk modulus, and cohesive energies of diamond and silicon; these results are in good agreement with limited existing data based on the plane-wave PAW approach.\cite{22,25} We further presented the first results of excited-state (equation-of-motion) coupled-cluster theory for the band structure and band gap of the same two semiconductors. Our predicted minimum band gaps, 5.37 eV for diamond and 1.19 eV for silicon, are in good agreement with experimental values.

A great deal of work remains to be done to make coupled-cluster calculations on weakly-correlated solids routine. In future work, we will carefully compare the results of pseudopotential and all-electron calculations, which represents an unquantified source of error. Parallel efforts are aimed at reducing the cost and increasing our understanding of these calculations, for example through local correlation approaches, explicitly correlated formulations, perturbative corrections due to triple excitations, and applications to a wider range of insulating and metallic materials.
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Appendix: IP/EA-EOM-CCSD equations for periodic systems

Assuming a closed-shell reference, the spatial-orbital IP-EOM-CCSD amplitude equations are given by

\[
(\tilde{H}\tilde{R})_{ik}\rho = \sum_k \sum_{k'} -U_{ik}^d\rho_{ik'} + \sum_{ld} \sum_{k'} U_{ik'dk}\rho_{ik'} (2r_{ik'}^{d} - r_{ik'}^{d}) + \sum_{ld} \sum_{k} W_{ikdk}\rho_{ik} r_{ik}^{d}
\]

(\tilde{H}\tilde{R})_{jk} = \sum_d \sum_{k} U_{dkjk} r_{jk}^{d} - \sum_{ld} \sum_{k} U_{ikdk} r_{ik}^{d} = \sum_{ld} \sum_{k} W_{ikdk} r_{ik}^{d}

(\tilde{H}\tilde{R})_{jkl} = \sum_d \sum_{k} U_{dkrk} r_{jk}^{d} - \sum_{ld} \sum_{k} U_{ikdk} r_{ik}^{d} = \sum_{ld} \sum_{k} W_{ikdk} r_{ik}^{d}

(A.1a)

and the EA-EOM-CCSD equations are given by

\[
(\tilde{H}\tilde{R}^+)_{ik}\rho = \sum_k \sum_{k'} -U_{ik}^d\rho_{ik'} + \sum_{ld} \sum_{k'} U_{ik'dk}\rho_{ik'} (2r_{ik'}^{d} - r_{ik'}^{d}) + \sum_{ld} \sum_{k} W_{ikdk}\rho_{ik} r_{ik}^{d}
\]

(\tilde{H}\tilde{R}^+)_{jk} = \sum_d \sum_{k} U_{dkjk} r_{jk}^{d} - \sum_{ld} \sum_{k} U_{ikdk} r_{ik}^{d} = \sum_{ld} \sum_{k} W_{ikdk} r_{ik}^{d}

(A.2a)

(\tilde{H}\tilde{R}^+)_{jkl} = - \sum_d \sum_{k} U_{dkrk} r_{jk}^{d} + \sum_{ld} \sum_{k} U_{ikdk} r_{ik}^{d} = \sum_{ld} \sum_{k} W_{ikdk} r_{ik}^{d}

(A.2b)

As described in the text, primed summations indicate that one of the listed momenta is fixed by momentum conservation. The intermediates \(U\) and \(W\) are the usual ones arising in coupled-cluster theory from the effective Hamiltonian \(\tilde{H}\), and their efficient calculation also accounts for momentum conservation.
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