Analysis of tumour-immune evasion with chemo-immunotherapeutic treatment with quadratic optimal control
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ABSTRACT
A simple mathematical model for the growth of tumour with discrete time delay in the immune system is considered. The dynamical behaviour of our system by analysing the existence and stability of our system at various equilibria is discussed elaborately. We set up an optimal control problem relative to the model so as to minimize the number of tumour cells and the chemo-immunotherapeutic drug administration. Sensitivity analysis of tumour model reveals that parameter value has a major impact on the model dynamics. We numerically illustrate how does these delay can change the stability region of the immune-control equilibrium and display the different impacts to the control of tumour. Finally, epidemiological implications of our analytical findings are addressed critically.
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1. Introduction

Many mathematical models have been developed to describe the immunological response to infection with different types of biological models, for example human immunodeficiency virus (HIV), H1N1 influenza-A, tumour models and so on [16–19,21]. Modelling tumour-immune interaction has attracted much attention in the last decades. This interaction is very complex and mathematical models can help to shape our understanding of dynamics this biological phenomenon [1,3,4,6–8,15,22,23,27,29]. Much research has focussed on how to enhance the anti-tumour activity, by stimulating the immune system with vaccines or by direct injection of T cells or cytokines [24,25]. For instance, the mathematical model of Krischner and Panetta [15], which also focuses on the tumour-immune interaction, indicates that the dynamics among tumour cells, immune cells and the cytokine interleukin(IL-2) can explain both short-term oscillations in tumour size as well as long-term tumour elapse. Of course, the development of powerful cancer immunotherapies requires first an understanding of the mechanisms governing the dynamics of tumour growth. Accordingly, a great research effort is being devoted to understand the interaction between the tumour cells and the immune system.

The interaction between cellular populations of tumour and an immune system is, from an ecological point of view, competitive, and involves many events and molecules. Thus
ithasahighdegreeofcomplexityimplyingthattheimmunesystemisnotabletoeliminate
aneoplasminallcases. Forthisreason,itisdesirabletostrengthentheimmunesystemafter
an immune-depleting course of chemotherapy. Chemotherapy is one of the most promi-
nent cancer treatment modalities. However, it is not always a comprehensive solution for
tumourregression. Chemotherapy depletes a patient’s immune system, making the patient
pronetodangerousinfections.

The goal of this paper is to model mathematically, analyse and explore computa-
tionally potentially optimal ways to combine chemo-immunotherapy treatment strategies that
can minimize a tumour while maximizing the strength of the immune system, with mini-
mal toxicity to the patient. We formulate and analyse a delay differential model describing
immune response and tumour cells under the influence of chemotherapy alone and the
combinations of chemo-immunotherapy.

In this study, Wilson et al. [26] examined the both vaccine and TGF-β inhibitors were
given, the model predictsthatthetumoursizewillreachitspeakonday 5 and tumour erad-
ication will occur on day 21. The conclusion of the experimental study in Wilson et al., was
that TGF-β with vaccine treatment can able to eradicate the tumour level. Our mathemat-
ical model highlights just one possible way of combining tumour treatments to promote
tumour eradication through an immune response. Within the framework of modelling
interacting populations by systems of ordinary differential equations in [26], as follows:

\[
\begin{align*}
\frac{dT(t)}{dt} &= a_0 T(t)(1 - c_0 T(t)) - \frac{\delta_0 E(t) T(t)}{1 + c_1 B(t)} - \delta T(t) V(t), \\
\frac{dB(t)}{dt} &= a_1 \frac{T^2}{c_2 + T^2} - dB(t), \\
\frac{dR(t)}{dt} &= rE(t) - \delta_1 R(t), \\
\frac{dE(t)}{dt} &= \frac{fE(t) T(t)}{1 + c_3 T(t) B(t)} - rE(t) - \delta_0 R(t) E(t) - \delta_1 E(t), \\
\frac{dV(t)}{dt} &= g(t) - \delta_1 V(t),
\end{align*}
\]

with initial conditions

\[
T(0) = T_0, \quad B(0) = B_0, \quad R(0) = R_0, \quad E(0) = E_0, \quad I(0) = I_0.
\]

Although the addition of TGF-β to the model indicates qualitatively parallel behaviour
with the original model in [15], several important quantitative differences also occur. For
using the treatment with IL-2 can be clear the tumour, and the immune system grows
without bounds causing a side effect. Hence, by adding the time delay effect ‘τ’ in effec-
tor cells and immune system, the uncontrolled growth of the immune system situation is
under control [16]. Hence our modified mathematical model as follows:

\[
\begin{align*}
\frac{dT(t)}{dt} &= a_0 T(t)(1 - c_0 T(t)) - \frac{\delta_0 E(t) T(t)}{1 + c_1 B(t)}, \\
\frac{dB(t)}{dt} &= a_1 \frac{T^2}{c_2 + T^2} - dB(t), \\
\frac{dR(t)}{dt} &= rE(t) - \delta_1 R(t), \\
\frac{dE(t)}{dt} &= \frac{p_1 E(t - \tau) I(t - \tau)}{g_1 + I(t - \tau)} - \frac{q_1 E(t) I(t) B(t)}{q_2 + B(t)} - rE(t) - \delta_0 R(t) E(t) - \delta_1 E(t) + s_1, \\
\frac{dI(t)}{dt} &= \frac{p_3 E(t) T(t)}{(g_4 + T(t))(1 + \alpha B(t))} - \mu_2 I(t) + s_2.
\end{align*}
\]

(3)

where \( T(t), B(t), R(t), E(t) \) and \( I(t) \) represent the populations of tumour size, TGF-\( \beta \) concentration, regulatory T cells, effector cells and IL-2 (Interleukin-2), respectively.

The model presented is a stiff system of differential equations and an appropriate non-dimensional scaling is essential for numerical accuracy. The equations are non-dimensionalized as follows:

\[
\begin{align*}
x_1 &= T/T_0, \quad x_2 = T/T_0, \quad x_3 = R/R_0, \quad x_4 = E/E_0, \quad x_5 = I/I_0, \\
t &= t\mu_2, \quad \tilde{p}_1 = p_1/\mu_2, \quad \tilde{q}_1 = q_1/\mu_2, \quad \tilde{p}_3 = p_3/\mu_2 g_1, \\
\tilde{a}_0 &= a_0/\mu_2, \quad \tilde{\delta}_0 = \delta_0/\mu_2, \quad \tilde{a}_1 = a_1/\mu_2, \quad \tilde{c}_2 = c_2/c_1, \\
\tilde{r} &= r/\mu_2, \quad \tilde{q}_2 = q_2/E_0, \quad \tilde{\alpha} = \alpha/B_0, \\
\tilde{g}_4 &= g_4/T_0.
\end{align*}
\]

After dropping the over-bar notation for convenience, the system described as follows:

\[
\begin{align*}
\frac{dx_1(t)}{dt} &= a_0 x_1(t)(1 - c_0 x_1(t)) - \frac{\delta_0 x_4(t) x_1(t)}{1 + c_1 x_2(t)}, \\
\frac{dx_2(t)}{dt} &= a_1 \frac{x_1^2(t)}{c_2 + x_1^2(t)} - d_1 x_2(t), \\
\frac{dx_3(t)}{dt} &= r x_4(t) - \delta_1 x_3(t), \\
\frac{dx_4(t)}{dt} &= \frac{p_1 x_4(t - \tau) x_5(t - \tau)}{g_1 + x_5(t - \tau)} - \frac{q_1 x_4(t) x_5(t) x_2(t)}{q_2 + x_2(t)} - r x_4(t) - \delta_0 x_3(t) x_4(t) - \delta_1 x_4(t) + s_1, \\
\frac{dx_5(t)}{dt} &= \frac{p_3 x_4(t) x_1(t)}{(g_4 + x_1(t))(1 + \alpha x_2(t))} - \mu_2 x_5(t) + s_2.
\end{align*}
\]

(4)

These scaling need to be chosen to help adjust for the fact that this is a numerically ‘stiff’ system. That is, without scaling, or inappropriate scaling, the numerical routines used to solve these equations will fail. This is due to very large changes in some of the variables over very short ranges of time. The parameter values are described in Table 1.
Table 1. Parameters description and values.

| Parameter | Description                                      | Estimate | Scaling values |
|-----------|--------------------------------------------------|----------|----------------|
| $a_0$     | Growth rate of tumour size population           | 0.1946   | 0.01946        |
| $1/c_0$   | Carrying capacity of tumour size                | 369      | 0.00271        |
| $b_0$     | Natural death rate for all tumours cells        | $1 \times 10^{-5}$ | $1 \times 10^{-6}$ |
| $b_1$     | Natural death rate for all effector cells       | $1 \times 10^{-5}$ | $1 \times 10^{-6}$ |
| $a_1$     | Maximum rate of TGF-β production                | 0.3      | 0.03           |
| $c_2$     | Critical tumour cell population                 | 300      | 3              |
| $d_1$     | Decay rate of TGF-β                             | $7 \times 10^{-4}$ | $7 \times 10^{-4}$ |
| $r$       | Tregs differentiate from effector T cell rate   | 0.01     | 0.001          |
| $p_1$     | Maximum rate of effector cell proliferation     | 0.1245   | 0.01245        |
| $q_1$     | Half-saturation constant                        | $2 \times 10^2$ | $2 \times 10^2$ |
| $q_2$     | Half-saturation constant                        | $2 \times 10^6$ | 20             |
| $p_3$     | Growth rate of IL-2 × days                     | $5 \times 10^3$ | 0.000025       |
| $g_4$     | Half-saturation constant                        | $1 \times 10^3$ | 0.01           |
| $\mu_2$  | Decay rate of IL-2                             | 10       | Estimated      |

The organization of this paper is as follows: After this introduction, we develop the model and to show that the non-negativity and boundedness of solutions and also local stability, analysing the existence of local Hopf bifurcation through the tumour-free steady state for tumour-immune system in Section 2. We study the optimal control problem governed by delay differential equations (DDEs) with only control variable. Existence of the solution and optimality condition are also discussed in Section 3. We investigate the sensitivity analysis in Section 4. We examine the stability results and mathematical findings for the dynamical behaviour of the tumour-immune model with optimal control are also numerically verified in Section 5 through MAPLE and MATLAB packages. Finally we give short conclusion in Section 6.

2. Qualitative analysis

2.1. Non-negativity and boundedness

We denote by $C$ the Banach space of continuous functions $\varphi : [-\tau, 0] \to \mathbb{R}_+^5$ equipped with the suitable sup-norm, where $\mathbb{R}_+^5 = \{ (x_1, x_2, x_3, x_4, x_5) : x_1, x_2, x_3, x_4, x_5 \geq 0 \}$. Further, let

$$C_+ = \{ \varphi = (\varphi_1, \varphi_2, \varphi_3, \varphi_4, \varphi_5) \in C : \varphi_i \geq 0 \text{ for all } \theta \in [-\tau, 0], i = 1, 2, 3, 4, 5 \}.$$  

The initial condition of system (4) is given as

$$x_1(\theta) = \varphi_1(\theta), \quad x_2(\theta) = \varphi_2(\theta), \quad x_3(\theta) = \varphi_3(\theta), \quad x_4(\theta) = \varphi_4(\theta), \quad x_5(\theta) = \varphi_5(\theta).$$  

(5)

where $\varphi = (\varphi_1, \varphi_2, \varphi_3, \varphi_4, \varphi_5) \in C_+$.

To show that the solutions of model (4), are bounded and remain nonnegative in the domain of its application for sufficiently large values of time ‘$t$’, we recall the following lemma.

Lemma 2.1 (Gronwall’s Lemma [25, page 9], [13]): Let $x, \Psi$ and $\chi$ be real continuous functions defined in $[a, b], \chi > 0$ for $t \in [a, b]$. One supposes that on $[a, b]$, one has the
inequality \( x(t) \leq \Psi(t) + \int_a^t \chi(s)x(s) \, ds \). Then \( x(t) \leq \Psi(t) + \int_a^T \chi(s)\Psi(s) \, e^{\int_0^t \chi(\xi) \, d\xi} \, ds \) in \([a, b]\).

Using the above Lemma 2.1, we derived the following propositions for solving the boundedness of solution (4).

**Proposition 2.2:** Let \((x_1(t), x_2(t), x_3(t), x_4(t), x_5(t))\) be a solution of the DDE model (4) then \(x_1(t) \leq N_1, x_2(t) \leq N_2, x_3(t) \leq N_3, x_4(t) \leq N_4\) and \(x_5(t) \leq N_5\) for all sufficiently large time \(t\), where

\[
M_1 = \max \left( \frac{1}{c_0}, x_1(0) \right),
\]

\[
M_2 = e^{-d_1t} \left( x_2(0) + \int_0^t \frac{a_1 x_1^2(s)}{c_2 + x_1^2(s)} \, d\xi \right),
\]

\[
M_3 = e^{-\delta_1t} \left( x_3(0) + \int_0^t r x_4(s) e^{\delta_1s} \, ds \right),
\]

\[
M_4 = e^{-\int_0^t (q x_5(\xi) + r + \delta_0 x_3(\xi) + \delta_1) \, d\xi}
\times \left( \left( x_4(0) + \int_0^t s_1 + p_1 x_4(t - \tau) \right) e^{\int_0^t (q x_5(\xi) + r + \delta_0 x_3(\xi)) \, d\xi} \, ds \right),
\]

\[
M_5 = x_5(0) + \frac{s_2}{\mu_2} e^{\mu_2t} + \int_0^t \frac{p_3 x_4(s)}{1 + \alpha x_2(s)} e^{\mu_2s} \, ds.
\]

The details of the proofs are found in Appendix 1.

### 2.2. Stability analysis

The first equilibrium is the trivial state where all the populations are zero, namely \(I_0 = (0, 0, 0, 0, 0)\). The eigenvalues of the Jacobian matrix for \(I_0\) is 0. Therefore, \(I_0\) is always unstable saddle point.

Consider the another equilibrium is tumour-free state, namely \(I_1(x_1^0, x_2^0, x_3^0, x_4^0, x_5^0) = (0, 0, 0, s_1/(r - \delta_1), 0)\) and \(I_2(x_1^*, x_2^*, x_3^*, x_4^*, x_5^*) = (0, 0, 0, s_1 (\mu_2 g_1 + s_2)/\mu_2 (r + \delta_1) (\mu_2 g_1 + s_2) - p_1 s_2, s_2/\mu_2)\) are respectively. The eigenvalues of the Jacobian matrix for \(I_1\) are \(\lambda = -\mu_2, -r - \delta_1, -\delta_1, -d_1\) and \(\lambda = a_0 - \delta_0 x_1^0\). So, \(I_1\) is stable if \(s_1 > a_0 (r + \delta_1)/\delta_0\).

Now consider the linearized system (4) around the equilibrium \(I_2(x_1^*, x_2^*, x_3^*, x_4^*, x_5^*)\) by substituting \(u_1 = x_1 - x_1^*, u_2 = x_2 - x_2^*, u_3 = x_3 - x_3^*, u_4 = x_4 - x_4^*, u_5 = x_5 - x_5^*\), in (4) as follows:

\[
\frac{du_1}{dt} = a_0 u_1 - 2c_0 x_1^* a_0 u_1 - \frac{\delta_0 x_4^*}{1 + c_1 x_2^*} u_1 + \frac{\delta_0 x_4^* x_1^* c_1}{(1 + c_1 x_2^*)^2} u_2 - \frac{\delta_0 x_4^*}{1 + c_1 x_2^*} u_4,
\]

\[
\frac{du_2}{dt} = \frac{2a_1 x_1^* c_2}{(c_2 + x_1^* x_2^* c_1)^2} u_1 - d_1 u_2,
\]

\[
\frac{du_3}{dt} = r u_4 - \delta_1 u_3,
\]
\[
\frac{du_4}{dt} = \frac{p_1 x_5^*}{g_1 + x_5^*} u_4(t - \tau) + \frac{p_1 g_1 x_4^*}{(g_1 + x_5^*)^2} u_5(t - \tau) - ru_4 - \delta_0 x_3^* u_4 - \delta_0 x_4^* u_3
\]
\[
- \delta_1 u_4 - \frac{q_1 x_4^* x_2^*}{q_2 + x_2^*} u_5 - \frac{q_1 x_4^* x_2^*}{q_2 + x_2^*} u_4 - \frac{q_1 x_4^* x_2^*}{(q_2 + x_2^*)^2} u_2,
\]
\[
\frac{du_5}{dt} = \frac{p_3 x_1^*}{(g_4 + x_1^*)^2(1 + \alpha x_2^*)} u_4 + \frac{p_3 x_1^* g_4}{(g_4 + x_1^*)^2(1 + \alpha x_2^*)} u_1
\]
\[
- \frac{p_3 x_1^* x_4^* \alpha}{(g_4 + x_1^*)^2(1 + \alpha x_2^*)^2} u_2 - \mu_2 u_5.
\]

We obtained the characteristic equation of the above systems as follows:
\[
\Delta(\lambda, \tau) = \lambda^2 + A_1 \lambda + A_2 + (B_1 \lambda + B_2) e^{-\lambda \tau} = 0.
\]

Now,
\[
P(\lambda) + Q(\lambda) e^{-\lambda \tau} = 0,
\]
where
\[
P(\lambda) = \lambda^2 + A_1 \lambda + A_2,
\]
\[
Q(\lambda) = B_1 \lambda + B_2,
\]
and \(A_i\)'s, \(B_j\)'s \((i, j = 1, 2)\) are
\[
A_1 = r + \delta_1 + \delta_0 x_4^* - a_0 - r \delta_0 x_4^*; \\
A_2 = (a_1 - \delta_0 x_4^*) r x_4^* \delta_0 + r x_4^* \delta_0 - r a_0 + \delta_1 x_4^* \delta_0 - \delta_1 a_0; \\
B_1 = -\frac{p_1 x_5^*}{g_1 + x_5^*}; \\
B_2 = \frac{p_1 x_5^*}{g_1 + x_5^*} (a_0 - \delta_0 x_4^*).
\]

The details of our analysis are given in Appendix 2.

**Theorem 2.3:** Consider a coefficient parameterized quasi polynomial \(\lambda^2 + A_1 \lambda + A_2 + (B_1 \lambda + B_2) e^{-\lambda \tau} = 0\), where coefficients \(A_i\)'s, \(B_j\)'s \((i, j = 1, 2)\) are all continuously differentiable real valued functions. Denote its roots by \(\lambda(\tau) = \mu(\tau) + iv(\tau)\), where \(\mu(\tau)\) is the real part and \(v(\tau)\) is the imaginary part. Suppose there is a value \(\tau^*\) such that \(\mu(\tau^*) = 0\) and \(v(\tau^*) \neq 0\), this means that the number of characteristic roots with positive real parts can change only if there exists purely imaginary roots. If any \(A_1^2 - 2A_2 - B_1^2 > 0\) and \(A_2^2 - B_2^2 > 0\) is negative, then \((d\text{Re}(\lambda)/d\tau)|_{\tau = 10, \tau = \tau^*} > 0\).

The details of the proofs are found in Appendix 2.

From the above analyses, we conclude that the stability of equilibria is important from physiological viewpoint. Similar analyses can be performed using any of the system parameters in order to determine conditions for the appearance or disappearance of equilibria and to determine equilibrium stability. Hence our proposed model (4) with the scaled values, the tumour-free equilibrium \(I_2(x_1^*, x_2^*, x_3^*, x_4^*, x_5^*)\) is always locally stable only when \(\tau < \tau^*\), otherwise it is unstable. Then, only in order to better determine under what circumstances the tumour can be eliminated, thus we implement optimal control problem.
3. Epidemic model with control

Optimality in treatment might be defined in a variety of ways. Some studies have been done in which the total amount of drug administered is minimized, or the number of tumour cell is minimized. The general goal is to keep the patient healthy while killing the tumour. In the context of mathematical modelling in cancer growth with chemo-immunotherapy, it is essential to frame an optimal control problem so that the total amount of drug used is minimized. While, we minimize drug doses because we assume that toxic side-effects are a concern, and that the smaller the dose, the better. We minimize an objective functional of a form that reflects the trade-off we require in minimizing both tumour size and drug-doses:

\[
J(\rho, \eta) = \int_0^{t_f} \left( B(t) + R(t) + E(t) + I(t) - T(t) - \left( \frac{B_\rho}{2} (\rho(t))^2 + \frac{B_\eta}{2} (\eta(t))^2 \right) \right) dt.
\]

(10)

\(J\), which involves a ‘quadratic control’ because it is quadratic in the treatment terms, must be minimized which subject to system,

\[
\begin{align*}
\frac{dT(t)}{dt} &= a_0 T(t)(1 - c_0 T(t)) - \delta_0 E(t) T(t) \frac{1}{1 + c_1 B(t)}, \\
\frac{dB(t)}{dt} &= a_1 T^2(t) c_2 + T^2(t) - d_1 B(t), \\
\frac{dR(t)}{dt} &= rE(t) - \delta_1 R(t), \\
\frac{dE(t)}{dt} &= \frac{p_1 E(t - \tau) I(t - \tau)}{g_1 + I(t - \tau)} - \frac{q_1 E(t) I(t) B(t)}{q_2 + B(t)} - rE(t) - \delta_0 R(t) E(t) - \delta_1 E(t) + \rho(t)s_1, \\
\frac{dI(t)}{dt} &= \frac{p_3 E(t) T(t)}{(g_4 + T(t))(1 + \alpha B(t))} - \mu_2 I(t) + s_2. \\
\frac{dM(t)}{dt} &= \eta(t) - \beta M(t),
\end{align*}
\]

(11)

where \(\rho(t)\) and \(\eta(t)\) are control constraint

\[
0 \leq \rho(t) \leq 1, \quad 0 \leq \eta(t) \leq 1; \quad t \in [0, t_f].
\]

(12)

Here, \(B_\rho\) and \(B_\eta\) are weight factor. The function \(\rho(t)\) is control describing the percentage of adoptive cellular immunotherapy given. \(B_\rho\) is a weight factor that describes a patients acceptance level of immunotherapy and \(B_\eta\) is a weight factor that describes a patient’s acceptance level of chemotherapy. We choose as our control class piecewise continuous functions defined for all ‘\(t\)’ such that \(0 \leq \rho \leq 1\) where \(\rho(t) = 1\) represents maximal immunotherapy and \(\rho(t) = 0\) represents no immunotherapy and \(\eta(t) = 1\) represents maximal chemotherapy and \(\eta(t) = 0\) represents no chemotherapy.

3.1. Analysis of the super solutions

To prove the existence of the optimal solution of (10)–(11), we use the results of Fleming and Rishel [11, Theorem 4.1, pages 68-69] and Lukes [20, Theorem 9.2.1, page 182].
Theorem 3.1: Given the objective functional in (10), where
\[ U = \{ (\rho, \eta) : (\rho, \eta) \text{ is measurable, } 0 \leq \rho(t) \leq 1, 0 \leq \eta(t) \leq 1, \text{ for all } t \in [0, t_f]) \}, \]
subject to the system (11) with \( T(0) = T_0, B(0) = B_0, R(0) = R_0, E(0) = E_0, I(0) = I_0 \) and \( M(0) = M_0 \), then there exists an optimal control such that
\[ J(\rho^*, \eta^*) = \max_{(\rho, \eta) \in U} J(\rho, \eta), \]
if the following conditions are met:

1. The set of all admissible state is non-empty.
2. The admissible set \( U \) is non-empty, convex and closed.
3. The right-hand side of the state system is bounded by a linear combination of the state and control variables.
4. The integrand of \( J(\rho, \eta) \) is a concave on \( U \).

The details of the proofs are given in Appendix 3.

Since we have the existence of an optimal control triple, we next determine the necessary conditions associated with it via Pontryagin’s Maximum Principle.

3.2. Necessary conditions for optimality

In this section, we establish the necessary conditions for the optimal solution of the optimization problem (10) and (11), we use Pontryagin’s minimum (maximum) principle is derived by
\[
H = B(t) + R(t) + E(t) + I(t) - T(t) - \left( \frac{B_\rho}{2} (\rho(t))^2 + \frac{B_\eta}{2} (\eta(t))^2 \right)
+ \lambda_1 \frac{dT(t)}{dt} + \lambda_2 \frac{dB(t)}{dt} + \lambda_3 \frac{dR(t)}{dt} + \lambda_4 \frac{dE(t)}{dt} + \lambda_5 \frac{dI(t)}{dt} + \lambda_6 \frac{dM(t)}{dt}, \tag{13}
\]
and \( \lambda_i, i = (1, 2, 3, 4, 5, 6) \) are the adjoint variables that satisfy
\[
\lambda_1'(t) = -\frac{\partial H}{\partial T}(t); \quad \lambda_1(t_f) = 0,
\]
\[
\lambda_2'(t) = -\frac{\partial H}{\partial B}(t); \quad \lambda_2(t_f) = 0,
\]
\[
\lambda_3'(t) = -\frac{\partial H}{\partial R}(t); \quad \lambda_3(t_f) = 0,
\]
\[
\lambda_4'(t) = -\frac{\partial H}{\partial E}(t) - \chi_{[0,t_f]}(t) \frac{\partial H}{\partial E_{\tau}}(t + \tau); \quad \lambda_4(t_f) = 0,
\]
\[
\lambda_5'(t) = -\frac{\partial H}{\partial I}(t) - \chi_{[0,t_f]}(t) \frac{\partial H}{\partial I_{\tau}}(t + \tau); \quad \lambda_5(t_f) = 0,
\]
\[
\lambda_6'(t) = -\frac{\partial H}{\partial M}(t); \quad \lambda_6(t_f) = 0.
\]
Here $\chi_{[0,t_f-\tau]}$ denotes the indicator function of the interval $[0, t_f - \tau]$ and defined by

$$\chi_{[0,t_f-\tau]} = \begin{cases} 
1, & t \in [0, t_f - \tau], \\
0, & \text{otherwise.} 
\end{cases} \quad (15)$$

To minimize the Hamiltonian functional, the Pontryagian's minimum principle [12] is used. Thus, we arrive at the following theorem.

**Theorem 3.2:** Given an optimal control $(\rho^*, \eta^*)$, and the solutions of the corresponding state system (11), there exist adjoint variable $\lambda_i$ for $i = 1, 2, \ldots, 6$ satisfying the following

$$\begin{align*}
\lambda'_1(t) &= 1 - \lambda_1 (a_0 - 2a_0c_0T - \delta_0E) - \lambda_2 \left( \frac{2a_1Tc_2}{(c_2 + T^2)^2} \right) - \lambda_5 \frac{p_3Eg_4}{(g_4 + T)(1 + \alpha B)} \\
\lambda'_2(t) &= -1 - \lambda_1 \left( \frac{\delta_0c_1ET}{(1 + c_1B^2)} \right) + \lambda_2d + \lambda_5 \left( \frac{p_3\alpha ET}{(g_4 + T)(1 + \alpha B^2)} \right) \\
\lambda'_3(t) &= -1 - \lambda_3(-\delta_1) - \lambda_4(-\delta_0E) \\
\lambda'_4(t) &= -1 - \lambda_1 \left( \frac{-\delta_0T}{1 + c_1B(t)} \right) - \lambda_3(r) - \lambda_4(-r - \delta_0R - \delta_1) \\
&\quad - \lambda_4(t + \tau) - \chi_{[0,t_f-\tau]} \frac{p_1I}{g_1 + I} - \lambda_5 \frac{p_3T}{(g_4 + T)(1 + \alpha B)} \\
\lambda'_5(t) &= -1 - \lambda_4(t + \tau) \chi_{[0,t_f-\tau]} \frac{p_1g_1E}{(g_1 + I)^2} - \lambda_5(-\mu_2) \\
\lambda'_6(t) &= -1 - \lambda_6(-\beta). 
\end{align*} \quad (16)$$

where $\lambda_i(t_f) = 0$ for $i = 1, 2, \ldots, 6$. Furthermore, $\rho(t), \eta(t)$ can be represented by

$$\begin{align*}
\rho^* &= \min \left( \rho_{\text{max}}, \left( \frac{\lambda_4s_1}{B_\rho} \right) \right), \\
\eta^* &= \min \left( \eta_{\text{max}}, \left( \frac{\lambda_6}{B_\eta} \right) \right). \quad (17)
\end{align*}$$

**Proof:** The optimal control $\rho^*$ and $\eta^*$ can be solved from the optimality condition $((\partial H/\partial \rho)(t)) = 0$, $((\partial H/\partial \eta)(t)) = 0$. By using the handedness of the control set $U$, it is easy to obtain $\rho^*$ and $\eta^*$ are in the form of (17).

### 4. Sensitivity to parameter changes

In this section, we show the sensitivity analysis with respect to the parameter is considered. We would like to consider how a small shift in the parameters would change the stability of the tumour-free equilibrium for this model. It is quite usual for a model to display high sensitivity to small variations in some parameters, while displaying robustness to variations in other parameters. In a more recent report [2], Baker and Rihan formally derive sensitivity equations for DDE models, as well as the equations for the sensitivity of parameter
estimates with respect to observations. Now, we consider a linearized system (6) of parameter dependent DDEs with vector parameter \( w_i = [\delta_0, a_0, d, p_1, g_1, r, q_1, q_2, \mu_2, \delta_1]^T \in \mathbb{R}^5 \), for \( i = 1, 2, \ldots, 10 \), given by

\[
\begin{align*}
\frac{d u_1}{dt}_{t, \delta_0} &= a_0 u_{1, \delta_0}(t, \delta_0) - 2c_0 x_1^* a_0 u_{1, \delta_0}(t, \delta_0) - \frac{x_4^*}{1 + c_1 x_2^*} u_1 + \frac{x_4^* x_1^* c_1}{(1 + c_1 x_2^*)^2} u_2 \\
&\quad - \frac{x_1^*}{1 + c_1 x_2^*} u_4, \\
\frac{d u_2}{dt}_{t, \delta_0} &= \frac{2a_1 x_1^* c_2}{(c_2 + x_1^* x_2^*)^2} u_{1, \delta_0}(t, \delta_0) - d_1 u_{2, \delta_0}(t, \delta_0), \\
\frac{d u_3}{dt}_{t, \delta_0} &= r u_{4, \delta_0}(t, \delta_0) - \delta_1 u_{3, \delta_0}(t, \delta_0), \\
\frac{d u_4}{dt}_{t, \delta_0} &= \frac{p_1 x_5^*}{g_1 + x_5^*} u_{4, \delta_0}(t - \tau, \delta_0) + \frac{p_1 g_1 x_4^*}{(g_1 + x_5^*)^2} u_{5, \delta_0}(t - \tau, \delta_0) - r u_{4, \delta_0}(t, \delta_0) \\
&\quad - x_3^* u_4 - x_4^* u_3 - \delta_1 u_{4, \delta_0}(t, \delta_0) - \frac{q_1 x_4^* x_2^*}{q_2 + x_2^*} u_{5, \delta_0}(t, \delta_0) \\
&\quad - \frac{q_1 x_5^* x_2^*}{q_2 + x_2^*} u_{4, \delta_0}(t, \delta_0) - \frac{q_1 x_4^* x_5^*}{(q_2 + x_2^*)^2} u_{2, \delta_0}(t, \delta_0), \\
\frac{d u_5}{dt}_{t, \delta_0} &= \frac{p_3 x_1^*}{(g_4 + x_1^*)(1 + \alpha x_2^*)} u_{4, \delta_0}(t, \delta_0) + \frac{p_3 x_2^* g_4}{(g_4 + x_1^*)^2(1 + \alpha x_2^*)} u_{1, \delta_0}(t, \delta_0) \\
&\quad - \frac{p_3 x_1^* x_4^* c_1}{(g_4 + x_1^*)(1 + \alpha x_2^*)^2} u_{2, \delta_0}(t, \delta_0) - \mu_2 u_{5, \delta_0}(t, \delta_0). \tag{19}
\end{align*}
\]

The corresponding sensitivity of system (6), with respect to the parameter ‘\( \delta_0 \)’ is as follows:

\[
\begin{align*}
\frac{d u_1}{dt}_{t, a_0} = u_1 - 2c_0 x_1^* u_1 - \frac{\delta_0 x_1^*}{1 + c_1 x_2^*} u_{1,a_0}(t, a_0) + \frac{\delta_0 x_1^* x_1^* c_1}{(1 + c_1 x_2^*)^2} u_{2,a_0}(t, a_0) \\
&\quad - \frac{\delta_0 x_1^*}{1 + c_1 x_2^*} u_{4,a_0}(t, a_0),
\end{align*}
\]
\[
\begin{align*}
\left( \frac{du_2}{dt} \right)_{t,a_0} &= \frac{2a_1x_1^*c_2}{(c_2 + x_1^*)^2}u_1,a_0(t,a_0) - d_1u_2,a_0(t,a_0), \\
\left( \frac{du_3}{dt} \right)_{t,a_0} &= ru_4,a_0(t,a_0) - \delta_1u_3,a_0(t,a_0), \\
\left( \frac{du_4}{dt} \right)_{t,a_0} &= \frac{p_1x_5^*}{g_1 + x_5^*}u_4,a_0(t - \tau, a_0) + \frac{p_1g_4x_4^*}{(g_1 + x_5^*)^2}u_5,a_0(t - \tau, a_0) - ru_4,a_0(t,a_0) \\
&\quad - \delta_0x_5u_4,a_0(t,a_0) - \delta_0x_4u_3,a_0(t,a_0) - \delta_1u_4,a_0(t,a_0) - \frac{q_1x_4^*x_2^*}{q_2 + x_2^*}u_5,a_0(t,a_0) \\
&\quad - \frac{q_1x_4^*x_5^*}{q_2 + x_2^*}u_4,a_0(t,a_0) - \frac{q_1x_4^*x_2^*}{q_2 + x_2^*}u_2,a_0(t,a_0), \\
\left( \frac{du_5}{dt} \right)_{t,a_0} &= \frac{p_3x_1^*}{(g_4 + x_1^*)(1 + \alpha x_2^*)}u_4,a_0(t,a_0) + \frac{p_3x_4^*g_4}{(g_4 + x_1^*)^2(1 + \alpha x_2^*)}u_1,a_0(t,a_0) \\
&\quad - \frac{p_3x_1^*x_4^*}{(g_4 + x_1^*)(1 + \alpha x_2^*)^2}u_2,a_0(t,a_0) - \mu_2u_5,a_0(t,a_0). \\
\end{align*}
\]

The corresponding sensitivity of system (6), with respect to the parameter ‘\( p_1 \)’ is as follows:

\[
\begin{align*}
\left( \frac{du_1}{dt} \right)_{t,p_1} &= a_0u_1 - 2a_0c_0x_1^*u_1,p_1(t,p_1) - \frac{\delta_0x_4^*}{1 + c_1x_2^*}u_1,p_1(t,p_1) + \frac{\delta_0x_4^*x_2^*c_1}{(1 + c_1x_2^*)^2}u_2,p_1(t,p_1) \\
&\quad - \frac{\delta_0x_1^*}{1 + c_1x_2^*}u_4,p_1(t,p_1), \\
\left( \frac{du_2}{dt} \right)_{t,p_1} &= \frac{2a_1x_1^*c_2}{(c_2 + x_1^*)^2}u_1,p_1(t,p_1) - d_1u_2,p_1(t,p_1), \\
\left( \frac{du_3}{dt} \right)_{t,p_1} &= ru_4,p_1(t,p_1) - \delta_1u_3,p_1(t,p_1), \\
\left( \frac{du_4}{dt} \right)_{t,p_1} &= \frac{x_5^*}{g_1 + x_5^*}u_4(t - \tau) + \frac{g_1x_4^*}{(g_1 + x_5^*)^2}u_5(t - \tau) - ru_4,p_1(t,p_1) \\
&\quad - \delta_0x_5u_4,p_1(t,p_1) - \delta_0x_4u_3,p_1(t,p_1) - \delta_1u_4,p_1(t,p_1) - \frac{q_1x_4^*x_2^*}{q_2 + x_2^*}u_5,p_1(t,p_1) \\
&\quad - \frac{q_1x_5^*x_2^*}{q_2 + x_2^*}u_4,p_1(t,p_1) - \frac{q_1x_4^*x_5^*}{(q_2 + x_2^*)^2}u_2,p_1(t,p_1), \\
\left( \frac{du_5}{dt} \right)_{t,p_1} &= \frac{p_3x_1^*}{(g_4 + x_1^*)(1 + \alpha x_2^*)}u_4,p_1(t,p_1) + \frac{p_3x_4^*g_4}{(g_4 + x_1^*)^2(1 + \alpha x_2^*)}u_1,p_1(t,p_1) \\
&\quad - \frac{p_3x_1^*x_4^*}{(g_4 + x_1^*)(1 + \alpha x_2^*)^2}u_2,p_1(t,p_1) - \mu_2u_5,p_1(t,p_1). \\
\end{align*}
\]

The corresponding sensitivity of system (6), with respect to the parameter ‘\( r' \)’ is as follows:

\[
\begin{align*}
\left( \frac{du_1}{dt} \right)_{t,r} &= a_0u_1 - 2a_0c_0x_1^*u_1,r(t,r) - \frac{\delta_0x_4^*}{1 + c_1x_2^*}u_1,r(t,r) + \frac{\delta_0x_4^*x_2^*c_1}{(1 + c_1x_2^*)^2}u_2,r(t,r) \\
\left( \frac{du_2}{dt} \right)_{t,r} &= \frac{2a_1x_1^*c_2}{(c_2 + x_1^*)^2}u_1,r(t,r) - d_1u_2,r(t,r), \\
\left( \frac{du_3}{dt} \right)_{t,r} &= ru_4,r(t,r) - \delta_1u_3,r(t,r), \\
\left( \frac{du_4}{dt} \right)_{t,r} &= \frac{x_5^*}{g_1 + x_5^*}u_4(t - \tau) + \frac{g_1x_4^*}{(g_1 + x_5^*)^2}u_5(t - \tau) - ru_4,r(t,r) \\
&\quad - \delta_0x_5u_4,r(t,r) - \delta_0x_4u_3,r(t,r) - \delta_1u_4,r(t,r) - \frac{q_1x_4^*x_2^*}{q_2 + x_2^*}u_5,r(t,r) \\
&\quad - \frac{q_1x_5^*x_2^*}{q_2 + x_2^*}u_4,r(t,r) - \frac{q_1x_4^*x_5^*}{(q_2 + x_2^*)^2}u_2,r(t,r), \\
\left( \frac{du_5}{dt} \right)_{t,r} &= \frac{p_3x_1^*}{(g_4 + x_1^*)(1 + \alpha x_2^*)}u_4,r(t,r) + \frac{p_3x_4^*g_4}{(g_4 + x_1^*)^2(1 + \alpha x_2^*)}u_1,r(t,r) \\
&\quad - \frac{p_3x_1^*x_4^*}{(g_4 + x_1^*)(1 + \alpha x_2^*)^2}u_2,r(t,r) - \mu_2u_5,r(t,r). \\
\end{align*}
\]
The corresponding sensitivity of system (6), with respect to the parameter \( \delta_1 \) is as follows:

\[
\begin{align*}
\left( \frac{du_1}{dt} \right)_{t, \delta_1} &= a_0 u_1 - 2a_0 c_0 x_1^* u_{1, \delta_1} (t, \delta_1) - \frac{\delta_0 x_4^*}{1 + c_1 x_2^*} u_{1, \delta_1} (t, \delta_1) + \frac{\delta_0 x_4^* c_1}{(1 + c_1 x_2^*)^2} u_{2, \delta_1} (t, \delta_1) \\
&\quad - \frac{\delta_0 x_3^*}{1 + c_1 x_2^*} u_{4, \delta_1} (t, \delta_1), \\
\left( \frac{du_2}{dt} \right)_{t, \delta_1} &= \frac{2a_1 x_1^* c_2}{(c_2 + x_1^*)^2} u_{1, \delta_1} (t, \delta_1) - d_1 u_{2, \delta_1} (t, \delta_1), \\
\left( \frac{du_3}{dt} \right)_{t, \delta_1} &= r u_{4, \delta_1} (t, \delta_1) - u_3, \\
\left( \frac{du_4}{dt} \right)_{t, \delta_1} &= \frac{p_1 x_1^*}{g_1 + x_1^*} u_{4, \delta_1} (t - \tau, \delta_1) + \frac{p_1 g_1 x_4^*}{(g_1 + x_1^*)^2} u_{5, \delta_1} (t - \tau, \delta_1) - \frac{q_1 x_4^* x_5^*}{q_2 + x_2^*} u_{5, \delta_1} (t, \delta_1) \\
&\quad - \frac{\delta_0 x_3^*}{1 + c_1 x_2^*} u_{4, \delta_1} (t, \delta_1) - \frac{\delta_0 x_4^*}{(g_1 + x_1^*)^2} u_{3, \delta_1} (t, \delta_1) - u_4 - \frac{q_1 x_4^* x_5^*}{q_2 + x_2^*} u_{5, \delta_1} (t, \delta_1) \\
&\quad - \frac{q_1 x_5^* x_5^*}{q_2 + x_2^*} u_{4, \delta_1} (t, \delta_1) - \frac{q_1 x_5^* x_5^*}{(q_2 + x_2^*)^2} u_{2, \delta_1} (t, \delta_1), \\
\left( \frac{du_5}{dt} \right)_{t, \delta_1} &= \frac{p_3 x_1^*}{(g_4 + x_1^*)(1 + \alpha x_2^*)} u_{4, \delta_1} (t, \delta_1) + \frac{p_3 x_4^* g_4}{(g_4 + x_1^*)^2 (1 + \alpha x_2^*)} u_{1, \delta_1} (t, \delta_1) \\
&\quad - \frac{p_3 x_1^* x_4^*}{(g_4 + x_1^*)(1 + \alpha x_2^*)} u_{2, \delta_1} (t, \delta_1) - \frac{p_3 x_1^* x_4^*}{(g_4 + x_1^*)(1 + \alpha x_2^*)} u_{3, \delta_1} (t, \delta_1),
\end{align*}
\]

(22)
We may observe that a small change in $a_0$, $\delta_0$, $\delta_1$, $r$ and $p_1$ can produce the significant changes in the level of tumour cells. The parameter of model (6) is perturbed both positive and negative of their base case values to determine the effect on the output solutions. Figure 1(a–e) shows that the sensitivity of tumour cell population $u_1$, due to small perturbation in $a_0$, $\delta_0$, $\delta_1$, $r$ and $p_1$. We notice that from Figure 1(b), is insensitive with increasing the value of $a_0$ into the earlier interval, after some time it become highly sensitive. But the other parameters except that $a_0$, are highly very sensitive with increasing their level.

5. Applications with numerical simulations

In this section, we have discussed the dynamical behaviour of the systems, we have analysed, graphically. Numerical simulations are carried out using MAPLE and MATLAB.
packages. We have also tried to show a comparative study between the systems with no therapy, with chemotherapy and with chemo-immunotherapy for tumour-immune evasion system. We present some numerical results of system (4), supporting the theoretical analysis. Using the value of Table 1, we consider the following system

\[
\begin{align*}
\frac{dx_1(t)}{dt} &= 0.01946x_1(t)(1 - 0.00271x_1(t)) - \frac{0.000001x_4(t)x_1(t)}{1 + 10x_2(t)}, \\
\frac{dx_2(t)}{dt} &= 0.03 \frac{x_1(t)^2}{3 + x_1(t)^2} - 0.0007x_2(t), \\
\frac{dx_3(t)}{dt} &= 0.001x_4(t) - 0.000001x_3(t), \\
\frac{dx_4(t)}{dt} &= \frac{0.01245x_4(t - \tau)x_5(t - \tau)}{200 + x_5(t - \tau)} - \frac{0.01121x_4(t)x_5(t)x_2(t)}{20 + x_2(t)} - 0.001x_4(t) \\
&\quad + 0.000001x_3(t)x_4(t) - 0.000001x_4(t) + 0.0000246446, \\
\frac{dx_5(t)}{dt} &= \frac{0.000025x_4(t)x_1(t)}{(0.01 + x_1(t))(1 + 0.00000001x_2(t))} - 10x_5(t) + 0.05.
\end{align*}
\]

Clearly the positive tumour-free equilibrium is \( I_1 = (0, 0, 0, 0.000246207455, 0.005)^T \).

From (7), we obtain

\[
\begin{align*}
\lambda^2 - 0.0184589975\lambda - 0.0001947945975 + e^{-13\lambda}(-3.112422190 \times 10^{-7}\lambda \\
+ 6.056773505 \times 10^{-9}) &= 0,
\end{align*}
\]

which has only one positive real roots \( \lambda = 0.0194599975 \) and any other roots have negative real part. Thus, \( \omega_0 = \sqrt{\lambda} = 0.1394991030437 \). For different \( \tau \) values, we plot the characteristic equation, which is illustrated by numerical simulation in Figure 2(a,b) with initial value \((10^5, 10^5, 10^5, 10^5, 10^5)^T\).

**Figure 2.** Plots the characteristic equation of (25) for different \( \tau \) values (Table 1).
Table 2. Parameters description and values.

| Parameter | Mouse data | Human data | Source |
|-----------|------------|------------|--------|
| $p_1$     | 0.1245     | 0.1245     | [15]   |
| $g_1$     | $2 \times 10^7$ | $2 \times 10^7$ | [15]   |
| $\mu_2$  | $2 \times 10^{-3}$ | $4.31 \times 10^{-1}$ | Estimated |
| $a_0$     | $1.02 \times 10^{-9}$ | $2.17 \times 10^{-8}$ | [9]    |
| $a_0$     | $3.23 \times 10^{-7}$ | $7.13 \times 10^{-10}$ | [9,10] |
| $\mu_3$  | 10         | 10         | [15]   |
| $p_3$     | $6 \times 10^{-1}$ | $6 \times 10^{-1}$ | Estimated |
| $g_4$     | $1 \times 10^5$ | $1 \times 10^5$ | [9]    |
| $\beta$  | $9 \times 10^{-1}$ | $9 \times 10^{-1}$ | [5]    |
| $a_0$     | 0.1946     | 0.1946     | [28]   |
| $r$       | 0.01       | 0.01       | [14]   |

Figure 2(a,b) shows that the characteristic equation of (25) has negative real parts. Then the system (24) is always stable in tumour-free equilibrium.

The optimal system has been solved numerically and the results have been presented graphically. There are two systems of DDEs, the first system (11) being the state equations involving the control and the second (16) being the adjoint equations $\lambda_i$’s ($i = 1,2, \ldots , 5$). An initial guess was made for $\lambda_i$’s ($i = 1, 2, \ldots , 5$) gives an initial guess for the control. From here the state equations were solved using the initial condition. Our findings leading to the approximation of the optimal controls (11) are carried out using the forward Euler method for the state system and backward difference approximation for the adjoint system. We assume that the step size $h$, such that $\tau = mh$ and $t_f - t_0 = nh$, where $(m, b) \in \mathbb{N}^2$. We define the state, adjoint and control variables at the mesh points. An initial guess is given for the controls $\rho$ and $\eta$, which are then updated continuously until the objective functional satisfies the conditions. However, there are several major problems to overcome when solving DDEs. We choose a set of parameter values are taken from Table 2. We solve the optimality system to determine the optimal control situation (i.e., drug strategy), and predict the evolution of the system had taken each control strategy in 10 days.

Figure 3(a–c) shows results of our simulations in the three treatment regimes along with the corresponding experimental data for Mouse data (Using Table 2). Figure 3(a) shows that tumour size level of no treatment therapy. In this case the tumour growth becomes immediately uncontrolled. Using chemotherapy with tumour-immune system, the tumour growth became to control for 6 days, after that the tumour growth immediately uncontrolled which can be shown from Figure 3(b). Finally, we show the both chemo-immuno therapy treatment of our model, the system becomes control within 8 days only. After, the tumour-immune system grows up quickly becomes uncontrolled.

Figure 4(a–c) shows results of our simulations in the three treatment regimes along with the corresponding experimental data for human data (Using Table 2). Figure 4(a) shows that tumour size level of no treatment therapy. In this case the tumour growth becomes immediately uncontrolled. Even though, using chemotherapy with tumour-immune system, the tumour growth became to uncontrolled, which it can be shown from Figure 4(b). Finally, we show the both chemo-immuno therapy treatment for our model, the system becomes control within 7 days only. After, the tumour-immune system grows up quickly becomes uncontrolled.
Figure 3. The dynamics of the tumour size in three treatment regimes. Shown are the results of the numerical simulations for Mouse data corresponding from Table 2 with initial condition $T(t) = 10^5$, $B(t) = 10^5$, $R(t) = 10^5$, $E(t) = 10^5$, $I(t) = 10^5$, $M(t) = 10^5$. 
Figure 4. The dynamics of the tumour size in three treatment regimes. Shown are the results of the numerical simulations for human data corresponding from Table 2 with initial condition $T(t) = 10^5$, $B(t) = 10^5, R(t) = 10^5, E(t) = 10^5, I(t) = 10^5, M(t) = 10^5$. 
Figure 5. The optimal control graph for the chemo therapeutic drug control (M) using the parameter values given in Table 2 with $B_{\rho} = 1$ and $B_{\eta} = 2$ for mouse and human data.

To compare the tumour growth in all treatment regimes. It is clear that while monotherapy results in a slowing down of the tumour growth, the tumour is still able to escape immuno surveillance and grow uncontrolled. Only in the case of dual therapy is the immune system able to eradicate the tumour within 8 days.

6. Conclusion

We have examined a model incorporating interacting tumour and immune cell populations and their responses to chemo-immunotherapy treatment. The dynamics of the system without treatment reveal two equilibrium points for a specific parameter case: trivial equilibrium and tumour-free equilibrium. We presented the non-negativity and boundedness of solutions, existence of steady states of our model. The immune system inhibitory effects (such as blocking IL-2 production and inhibiting antigen-specific T-cell activation) and tumour-stimulating effects (such as increasing blood supply to tumour cells in order to enhance the tumour’s ability to metastasize) of TGF-β provide explanation for enhanced tumour growth and failure of the host immune system. In order to counteract this occurrence, the model was extended to include a novel therapeutic strategy using the chemo-immunotherapy treatment without TGF-β cells. For using the both therapies level, from the very beginning the tumour controlled within 8 days. After some time, the tumour can be grow up uncontrolled.
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Appendix 1

Proof of Proposition 2.1.2.: The first equation of system (4), we have
\[
\frac{dx_1(t)}{dt} \leq a_0x_1(t)(1-c_0x_1(t)) - \frac{\delta_0x_4(t)x_1(t)}{1+c_1x_2(t)} \leq a_0x_1(t)(1-c_0x_1(t)) = M_2. \tag{A1}
\]
From equations (A1), we observe that
\[
M_1 = \max(1/c_0, x_1(0)). \tag{A2}
\]
From the second equation of system (4), we obtain
\[
x_2(t) \leq e^{(-dt)}x_2(0) + \int_0^t a_1 \frac{x_1(s)^2}{c_2 + x_1(s)^2} e^{(ds)} ds = M_2, \tag{A3}
\]
Note that from third equation of system (4), we get
\[
x_3(t) \leq e^{(-\delta_1 t)} \left( x_3(0) + \int_0^t rx_4(s) e^{(\delta_1 s)} ds \right) = M_3. \tag{A4}
\]
Further, we simplify fourth equations from the system (4), we obtain
\[
x_4(t) \leq e^{-\int_0^t (q_5(\xi)+r+\delta_0x_3(\xi)+\delta_1) d\xi} \left( x_4(0) + \int_0^t s_1 + \frac{p_1x_4(t-\tau)x_5(t-\tau)}{g_1 + x_5(t-\tau)} \right) \times e^{\int_0^t (q_5(\xi)+r+\delta_0x_3(\xi)) d\xi} ds \tag{A5}
\]
Since \(x_5/(g_1 + x_5) < 1\), and by using Lemma 2.1, the above equation (A5) becomes,
\[
x_4(t) \leq e^{-\int_0^t (q_5(\xi)+r+\delta_0x_3(\xi)+\delta_1) d\xi} \left( x_4(0) + \int_0^t s_1 + p_1x_4(t-\tau) \right) e^{\int_0^t (q_5(\xi)+r+\delta_0x_3(\xi)) d\xi} ds, \tag{A6}
\]
Hence \(x_4(t) \leq M_4\), where \(M_4\) is uniformly bounded on \([0, \tau]\).
The fifth equation from the system (4), it gives
\[
\frac{dx_5(t)}{dt} = e^{-(\mu_2 t)} \left( x_5(0) + \int_0^t \left( s_2 + \frac{p_3 x_4(s) x_1(s)}{(g_4 + x_1(s))(1 + \alpha x_2(s))} e^{(\mu_2 s)} ds \right) \right). \tag{A7}
\]
Since \( x_1/(g_4 + x_1) < 1 \), and \( e^{(-\mu_2 t)} \in (0,1] \), and by using Lemma 2.1, the above equation (A7) becomes,
\[
\frac{dx_5(t)}{dt} = x_5(0) + \frac{s_2}{\mu_2} e^{(\mu_2 t)} + \int_0^t \frac{p_3 x_4(s)}{1 + \alpha x_2(s)} e^{(\mu_2 s)} ds. \tag{A8}
\]

The generalized Gronwall Lemma gives \( x_4(t) \leq M_4 \) where \( M_4 \) is uniformly bounded. It follows that if \( (x_1, x_2, x_3, x_4, x_5) \) is a solution of (4), then \( (x_1, x_2, x_3, x_4, x_5) < (M_1, M_2, M_3, M_4, M_5) \) for all \( t \). This shows that the solutions of model (4) are uniformly bounded. This completes the proof. \( \blacksquare \)

**Appendix 2**

For \( \tau = 0 \), the above equation (7) becomes as follows:
\[
\lambda^2 + (A_1 + B_1) \lambda + (A_2 + B_2) = 0.
\]

By Routh–Hurwitz criteria, the corresponding system without delay is locally asymptotically stable around the infection equilibrium if following conditions are satisfied:

- \( (A_1 + B_1) > 0 \) and \( (A_2 + B_2) > 0 \).

Now, we put \( \lambda(\tau) = \mu(\tau) + iv(\tau) \) in Equation (7), we obtain
\[
\mu^2 - v^2 + A_1 \mu + A_2 + B_1 \mu \cos \mu \tau + B_1 \mu \sin v \tau - B_1 v \cos v \tau
\]
\[
+ B_1 v \sin \mu \tau + B_2 \cos \mu \tau + B_2 \sin v \tau = 0;
\]
\[
2\mu v + A_1 v + B_1 \mu \cos v \tau - B_1 \mu \sin v \mu \tau + B_1 v \cos \mu \tau + B_1 v \sin \mu \tau
\]
\[
+ B_2 \cos v \tau - B_2 \sin v \tau = 0.
\] \tag{A9}

**A.1 Criterion for preservation of stability or instability and bifurcation results**

We have to determine the change of stability of \( I_2 \) for some \( \tau \) for which \( \mu(\tau) = 0, v(\tau) \neq 0 \), that is, when \( \lambda \) will be purely imaginary. Let \( \tau^* \) be such that \( \mu(\tau^*) = 0 \) and \( v(\tau^*) = v_0 \neq 0 \). In this case the steady state loses stability and eventually become unstable when \( \mu(\tau^*) \) becomes positive. However, if such a \( v(\tau^*) \) does not exists, that is, if \( \lambda \) be not purely imaginary for \( \tau = \tau^* \), then \( I_2 \) is always stable. We will show that it is the case with Equation (7). Now when \( \lambda \) is purely imaginary in (A9) reduce to
\[
v^2 - A_2 = B_1 v \sin v \tau + B_2 \cos v \tau,
\]
\[
A_1 v = B_2 \sin v \tau - B_1 v \cos v \tau.
\] \tag{A10}

Now squaring and adding above Equation (A10) we get,
\[
v^4 + v^2(A_1^2 - 2A_2 - B_1^2) + A_2^2 - B_2^2 = 0, \tag{A11}
\]
putting \( y = v^2 \) into the above Equation (A11), we can obtain the following quadratic equation:
\[
\Psi(y) = y^2 + H_1 u + H_2 = 0, \tag{A12}
\]
where
\[
H_1 = A_1^2 - 2A_2 - B_1^2 > 0
\]
\[
H_2 = A_2^2 - B_2^2 > 0.
\]
If we assume that $H_1 > 0$ and $H_2 > 0$, then the above Equation (A12) has no positive root. In fact, it is observed that,

$$\frac{d\Psi(y)}{dt} = 2y + H_1 = 0,$$  \hspace{1cm} (A13)

has no positive real root by Descarte's rule of sign. Thus if, $H_1 > 0$ and $H_2 > 0$ then there is no $v$ such that $iv$ is an eigenvalue of the characteristic equation (7), that is, $\lambda$ will never be a purely imaginary root of Equation (7). Thus all the real parts of all eigenvalues of (7) are negative for all $\tau \geq 0$. □

**Proof of Theorem 2.3.** Now if any one of $H_1$ and $H_2$ is negative then $\Psi(y) = 0$ and hence Equation (A12) has positive root $v_0$. This implies that the characteristic equation (7) has a pair of purely imaginary roots $\pm iv_0$.

From (A10), we have

$$\tau^*_j = \frac{1}{v_0} \arccos \left( \frac{v_0^2(B_2 - A_1B_1 - A_2B_2)}{B_1^2v_0^2 + B_2^2} \right) + \frac{2j\pi}{\omega_0}, \hspace{1cm} j = 0, 1, 2, 3, \ldots, \hspace{1cm} (A14)$$

Now, we determine sign $(d\text{Re}(\lambda)/dt)|_{\tau = \tau^*}$ where sign is the signum function and $\text{Re}(\lambda)$ is a real part of $\lambda$. By using the following mathematical calculation we can say that the tumour-free steady state of model (6) remains stable for $\tau < \tau^*$ and Hopf bifurcation occurs when $\tau = \tau^*$.

Differentiating (7) with respect to $\tau$, we get

$$\{(2\lambda + A_1) + e^{-\lambda \tau} B_1 - \tau e^{-\lambda \tau} (B_1 \lambda + B_2) - \lambda e^{-\lambda \tau} (B_1 \lambda + B_2)\}$$

$$\frac{d\lambda}{d\tau} = 0,$$

$$\{(2\lambda + A_1) + e^{-\lambda \tau} B_1 - \tau e^{-\lambda \tau} (B_1 \lambda + B_2)\}$$

$$\frac{d\lambda}{d\tau} = \lambda e^{-\lambda \tau} (B_1 \lambda + B_2),$$

which implies,

$$\left(\frac{d\lambda}{d\tau}\right)^{-1} = \frac{2\lambda + A_1}{\lambda e^{-\lambda \tau} (B_1 \lambda + B_2)} + \frac{B_1}{\lambda(B_1 \lambda + B_2)} - \frac{\tau}{\lambda},$$

$$= \frac{2\lambda + A_1}{-\lambda(\lambda^2 + A_1 \lambda + A_2)} + \frac{B_1}{\lambda(B_1 \lambda + B_2)} - \frac{\tau}{\lambda},$$

$$= \frac{\lambda^2 - A_2}{-\lambda^2(\lambda^2 + A_1 \lambda + A_2)} - \frac{B_2}{\lambda^2(B_1 \lambda + B_2)} - \frac{\tau}{\lambda}.$$ 

Therefore,

$$\Theta = \text{sign} \left\{ \text{Re} \left( \frac{\lambda^2 - A_2}{-\lambda^2(\lambda^2 + A_1 \lambda + A_2)} \right) + \text{Re} \left( -\frac{B_2}{\lambda^2(B_1 \lambda + B_2)} \right) \right\}_{\lambda = iv_0}$$

$$= \frac{1}{v_0^2} \text{sign} \left\{ \frac{P}{Q} \right\},$$

where

$$P = B_1^2v_0^6 + 2B_2^2v_0^4 + v_0^2(A_1^2B_2^2 - 2A_2B_2^2 - A_2^2B_1^2),$$

$$Q = (A_1^2\omega_0^4 + (v_0^3 - A_2v_0^3)(B_2^2 + B_1^2v_0^2)) > 0.$$
We determine

$$\Theta = \text{sign}\left\{ \left( \frac{d(\text{Re}\lambda)}{d\tau} \right)_{\lambda = i\nu_0} \right\} = \text{sign}\left\{ \text{Re}\left( \frac{d\lambda}{d\tau} \right)^{-1} \right\}_{\lambda = i\nu_0}.$$ 

Using (A13), we have \( P > 0 \) and we get

$$\left( \frac{d \text{Re}(\lambda)}{d\tau} \right)_{\nu = \nu_0, \tau = \tau^*} > 0.$$ 

Therefore, the transversality condition holds and Hopf bifurcation occurs at \( \nu = \nu_0, \tau = \tau^* \). □

**Appendix 3**

**Proof of Theorem 3.1.1:** In order to verify the conditions, we should first prove the existence of the solution for the system of the state equations (10)–(11). Since the System (11), can be written in the matrix form as follows:

$$\begin{bmatrix}
T(t) \\
B(t) \\
R(t) \\
E(t) \\
I(t) \\
M(t)
\end{bmatrix}' =
\begin{bmatrix}
a_0 & 0 & 0 & 0 & 0 & 0 \\
a_1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & r & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & p_3 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
T(t) \\
B(t) \\
R(t) \\
E(t) \\
I(t) \\
M(t)
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\rho s_1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\eta & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},$$

where \( ' = \frac{d}{dt} \). Since the system (11) has bounded coefficients and the solutions are bounded on the finite time interval, we can use a result from [20], to obtain the existence of the solution of the system (11). Hence the condition (1) is satisfied. Secondly, we note that \( U \) is closed and convex by definition. For the third condition, the right-hand side of system (11) must be continuous. Since \( p_1 E(t - \tau)/g_1 + E(t - \tau) < p_1 \) and \( p_3 I(t)/g_4 + (t) < p_3 \) by neglecting the negative terms in the model, we have

$$\begin{align*}
\frac{dT(t)}{dt} &< a_0 T(t), \\
\frac{dR(t)}{dt} &< r E(t), \\
\frac{dM(t)}{dt} &< s_2 E(t), \\
\frac{dI(t)}{dt} &< s_2 + p_3 E(t). 
\end{align*}$$

(A16)

Since the presence of TGF-β inhibits IL-2 production in an uncompetitive manner, hence IL-2 can profusely induce the effectors cells. System (10)–(11) is bilinear in the control variables \( \rho \) and \( \eta \) can be rewritten as

$$\tilde{h}(t, \tilde{X}(t), \tilde{X}(t - \tau), \rho, \eta) = \tilde{\sigma}_1(t, \tilde{X}(t)) + \tilde{\sigma}_2(t, \tilde{X}(t - \tau)) + s_1 \rho + s_2 + \eta.$$  

(A17)

where \( \tilde{X}(t) = (T(t), B(t), R(t), E(t), I(t), M(t)) \), \( \tilde{X}(t - \tau) = (T(t - \tau), B(t - \tau), R(t - \tau), E(t - \tau), I(t - \tau), M(t - \tau)) \) and \( \tilde{\sigma}_1 \) and \( \tilde{\sigma}_1 \) are the vector valued functions of \( \tilde{X}(t) \) and \( \tilde{X}(t - \tau) \) respectively. Using the fact that the solutions are bounded, Hence we have,

$$\left| \tilde{h}(t, \tilde{X}(t), \tilde{X}(t - \tau), \rho, \eta) \right| \leq h_1|\tilde{X}(t)| + h_2|\tilde{X}(t - \tau)| + |h_3|,$$  

(A18)
where $g_1$ depends on the coefficients of the system and

\[
\begin{bmatrix}
 a_0 & 0 & 0 & 0 & 0 & 0 \\
 a_1 & 0 & 0 & 0 & 0 & 0 \\
 0 & 0 & r & 0 & 0 & 0 \\
 0 & 0 & 0 & p_3 & 0 & 0 \\
 0 & 0 & 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix} \quad h_2 = \begin{bmatrix}
 0 & 0 & 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0 & 0 & 0 \\
 0 & 0 & p_1 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad h_3 = \begin{bmatrix}
 0 \\
 0 \\
 0 \\
 \rho s_1 \\
 s_2 \\
 \eta \\
\end{bmatrix}.
\] (A19)

We also note that the integrand of $J(\rho, \eta)$ is concave in $U$. Hence

\[
\begin{aligned}
&\left( B(t) + R(t) + E(t) + I(t) - T(t) - \left( \frac{B_{\rho}}{2} (\rho(t))^2 + \frac{B_{\eta}}{2} (\eta(t))^2 \right) \right) \\
\leq &\left( B(t) + R(t) + E(t) + I(t) - \left( \frac{B_{\rho}}{2} [\rho(t)]^2 + \frac{B_{\eta}}{2} [\eta(t)]^2 \right) \right), \\
\leq & m_1 - m_2 (|\rho(t)|^2 + |\eta(t)|^2),
\end{aligned}
\] (A20)

where $m_1$ depends on the upper bounds of $B(t), R(t), E(t)$ and $I(t)$, then $m_2 = (B_{\rho} + B_{\eta})/2$. This completes the proof. $\blacksquare$