Anytime Belief Propagation Using Sparse Domains

For marginal inference on graphical models, belief propagation (BP) has been the algorithm of choice due to impressive empirical results on many models. These models often contain many variables and factors, however the domain of each variable (the set of values that the variable can take) and the neighborhood of the factors is usually small. When faced with models that contain variables with large domains and higher-order factors, BP is often intractable. The primary reason BP is unsuitable for large domains is the cost of message computations and representation, which is in the order of the cross-product of the neighbors’ domains. Existing extensions to BP that address this concern [1, 2, 5, 8, 9, 10, 13] use parameters that define the desired level of approximation, and return the approximate marginals at convergence. This results in poor anytime behavior. Since these algorithms try to directly achieve the desired approximation, the marginals during inference cannot be characterized, and are often inconsistent with each other. Further, the relationship of the parameter that controls the approximation to the quality of the intermediate marginals is often unclear. As a result, these approaches are not suitable for applications that require consistent, anytime marginals but are willing to trade-off error for speed, for example applications that involve real-time tracking or user interactions. There is a need for an anytime algorithm that can be interrupted to obtain consistent marginals corresponding to fixed points of a well-defined objective, and can improve the quality of the marginals over the execution period, eventually obtaining the BP marginals.

In this work we propose a novel class of message passing algorithms that compute accurate, anytime-consistent marginals. Initialized with a sparse domain for each variable, the approach alternates between two phases: (1) augmenting values to sparse variable domains, and (2) converging to a fixed point of the approximate marginal inference objective as defined by these sparse domains. We tighten our approximate marginal inference objective by selecting the value to add to the sparse domains by estimating the impact of adding the value to the variational objective; this is an accurate prioritization scheme that depends on the instantiated domains and requires runtime computation. We also provide an alternate prioritization scheme based on the gradient of the primal objective that can be computed a priori, and provides constant time selection of the value to add. To converge to a fixed point of the approximate marginal objective, we perform message passing on the sparse domains. Since naive schedules that update messages in a round robin or random fashion are wasteful, we use residual-based dynamic prioritization [3]. Inference can be interrupted to obtain consistent marginals at a fixed point defined over the instantiated domains, and longer execution results in more accurate marginals, eventually optimizing the BP objective.

1 Marginal Inference for Undirected Graphical Models

Let $x$ be a random vector where each $x_i \in x$ takes a value $v_i$ from domain $D$. An assignment to a subset of variables $x_c \subseteq x$ is represented by $v_c \in D^{|x_c|}$. A factor graph [6] is defined by a bipartite graph over the variables $x$ and a set of factors $f \in F$ (with neighborhood $x_f \equiv N(f)$). Each factor $f$
defines a scalar function \( \phi_f \) over the assignments \( \mathbf{v}_f \) of its neighbors \( \mathbf{x}_f \), defining the distribution:

\[
p(\mathbf{v}) \triangleq \frac{1}{Z} \exp \left( \sum_{f \in \mathcal{F}} \phi_f(\mathbf{v}_f) \right), \quad Z \triangleq \sum_{\mathbf{v} \in \mathcal{D}^n} \exp \left( \sum_{f \in \mathcal{F}} \phi_f(\mathbf{v}_f) \right).
\]

Inference is used to compute the variable marginals \( p(\mathbf{v}_i) = \sum_{\mathbf{x}_i / \mathbf{v}_i} p(\mathbf{v}) \) and the factor marginals \( p(\mathbf{v}_f) = \sum_{\mathbf{v}_f / \mathbf{x}_f} p(\mathbf{v}) \). When performing approximate variational inference, we represent the approximate marginals \( \mu \equiv (\mu_{X}, \mu_{F}) \) for each variable. Message passing on these sparse domains converges to a fixed point 

The Lagrangian relaxation of this optimization is:

\[
L_{BP}(\mu, \lambda) \triangleq \sum_{f \in \mathcal{F}} \sum_{\mathbf{v}_f} \mu_f(\mathbf{v}_f) \phi_f(\mathbf{v}_f) + H_B(\mu) + \sum_f \lambda_f C_f(\mu) + \sum_{i \in \mathcal{N}(f)} \sum_{v_i} \sum_{\mathbf{v}_f} \lambda^*_f C_{f,i,v_i}(\mu)
\]

where \( C_{f,i,v_i} = \mu_i(v_i) - \sum_{\mathbf{x}_i / \mathbf{v}_i} \mu_f(\mathbf{v}_f) \) and \( C_f = 1 - \sum_{\mathbf{v}_f} \mu_f(\mathbf{v}_f) \) are the constraints that correspond to the local polytope \( \mathcal{L} \). BP messages correspond to the dual variables, i.e. \( m_{f,i}(v_i) \propto \exp \lambda_{f,i}^* \). If the messages converge, Yedidia et al. \cite{yedidia2005} show that the marginals correspond to a \( \mu^* \) and \( \lambda^* \) at a saddle point of \( L_{BP} \), i.e. \( \nabla_\mu L_{BP}(\mu^*, \lambda^*) = 0 \) and \( \nabla_\lambda L_{BP}(\mu^*, \lambda^*) = 0 \). In other words: at convergence BP marginals are locally consistent and locally optimal. BP is not guaranteed to converge, or to find the global optimum if it does, however it often converges and produces accurate marginals in practice \cite{yedidia2005}.

2 Anytime Belief Propagation

Graphical models are often defined over variables with large domains and factors that neighbor many variables. Message passing algorithms perform poorly for such models since the complexity of message computation for a factor is \( O(|D|^{|\mathcal{N}(f)|}) \) where \( D \) is the domain of the variables. Further, if inference is interrupted, the resulting marginals are not locally consistent, nor do they correspond to any fixed point of a well-defined objective. Here, we describe an algorithm that meets the following desiderata: (1) anytime property that results in consistent marginals, (2) more iterations improve the accuracy of marginals, and (3) convergence to BP marginals (as obtained at a fixed point of BP).

Instead of directly performing inference on the complete model, our approach maintains partial domains for each variable. Message passing on these sparse domains converges to a fixed point of a well-defined objective (Section 2.1). This is followed by incrementally growing the domains (Section 2.2), and resuming message passing on the new set of domains till convergence. At any point, the marginals are close to a fixed point of the sparse BP objective, and we tighten this objective over time by growing the domains. If the algorithm is not interrupted, entire domains are instantiated, and the marginals converge to a fixed point of the complete BP objective.

2.1 Belief Propagation with Sparse Domains

First we study the propagation of messages when the domains of each variables have been partially instantiated (and are assumed to be fixed here). Let \( S_i \subseteq D_i \), \( |S_i| \geq 1 \) be the set of values associated with the instantiated domain for variable \( x_i \). During message passing, we fix the marginals corresponding to the non-instantiated domain to be zero, i.e. \( \forall v_i \notin D_i - S_i, \mu_i(v_i) = 0 \). By setting these values in the BP dual objective \cite{yedidia2005}, we obtain the optimization defined only over the sparse domains:

\[
L_{SBP}(\mu, \lambda, S) \triangleq \sum_{f} \sum_{\mathbf{v}_f \in \mathcal{S}_f} \mu_f(\mathbf{v}_f) \phi_f(\mathbf{v}_f) + H_B(\mu) + \sum_f \lambda_f C_f(\mu) + \sum_{i \in \mathcal{N}(f)} \sum_{v_i \in \mathcal{S}_i} \sum_{\mathbf{v}_f} \lambda^*_f C_{f,i,v_i}(\mu)
\]
Note that \( L_{\text{SBP}}(\mu, \lambda, D^n) = L_{\text{BP}}(\mu, \lambda) \). Message computations for this approximate objective, including the summations in the updates, are defined sparsely over the instantiated domains. In general, for a factor \( f \), the computation of its outgoing messages requires \( O(\prod_{x \in N_f} |S_i|) \) operations, as opposed to \( O(|D|^{N_f}) \) for whole domains. Variables for which \( |S_i| = 1 \) are treated as observed.

### 2.2 Growing the Domains

As expected, BP on sparse domains is much faster than on whole domains, however it is optimizing a different, approximate objective. The approximation can be tightened by growing the instantiated domains, that is, as the sparsity constraints of \( \mu_i(v_j) = 0 \) are removed, we obtain more accurate marginals when message passing for newly instantiated domain converges. Identifying which values to add is crucial for good anytime performance, and we propose two approaches here based on the gradient of the variational and the primal objectives.

**Dynamic Value Prioritization:** When inference with sparse domains converges, we obtain marginals that are locally consistent, and define a saddle point of Eq. (3). We would like to add the value \( v_i \) to \( S_i \) for which removing the constraint \( \mu_i(v_i) = 0 \) will have the most impact on the approximate objective \( L_{\text{SBP}} \). In other words, we select \( v_i \) for which the gradient \( \frac{\partial L_{\text{SBP}}}{\partial \mu_i(v_i)} |_{\mu_i(v_i)=0} \) is largest. From (3) we derive
\[
\frac{\partial L_{\text{SBP}}}{\partial \mu_i(v_i)} |_{\mu_i(v_i)=0} = (d_i - 1)(1 + \log \mu_i(v_i)) + \sum_{f \in N(x_i)} \lambda_{fi}^{v_i}.
\]
Although \( \log \mu_i(v_i) \rightarrow -\infty \) when \( \mu_i(v_i) \rightarrow 0 \), we ignore the term as it appears for all \( i \) and \( v_i \).

The rest of the gradient is the priority: \( \pi_i(v_i) = d_i + \sum_{f \in N(x_i)} \lambda_{fi}^{v_i} \). Since \( \lambda_{fi}^{v_i} \) is undefined for \( v_i \notin S_i \), we estimate it by performing a single round of message update over the sparse domains. To compute priority of all values for a variable \( x_i \), this computation requires an efficient \( O(\|D\|\|S_i\|) \). Since we need to identify the value with the highest priority, we can improve this search by sorting factor scores \( \phi_f \), and further, we only update the priorities for the variables that have participated in message passing.

**Precomputed Priorities of Values:** Although the dynamic strategy selects the value that improves the approximation the most, it also spends time on computations that may not result in a corresponding benefit. As an alternative, we propose a prioritization that precomputes the order of the values to add; even though this does not take the current beliefs into account, the resulting savings in speed may compensate. Intuitively, we want to add values to the domain that have the highest marginals in the final solution. Although the final marginals cannot be computed directly, we estimate them by enforcing a single constraint \( \mu_i(v_i) = \sum_{v_j \in S_i} \mu_j(v_j) \) and performing greedy coordinate ascent for each \( f \) on the primal objective in (1). We set the gradient w.r.t. \( \mu_f(v_f) \) to zero to obtain:
\[
\pi_i(v_i) = d_i + \sum_{j \in N(x_i)} \lambda_{fi}^{v_i} = d_i + \sum_{f \in N(x_i)} \sum_{v_f \in D_f \setminus S_i} \exp \phi_f(v_f).
\]
This priority can be precomputed and identifies the next value to add in constant time.

### 2.3 Dynamic Message Scheduling

After the selected value has been added to its respective domain, we perform message passing as described in Section 2.1 to converge to a fixed point of the new objective. To focus message updates in the areas affected by the modified domains, we use dynamic prioritization amongst messages [3, 11] with the dynamic range of the change in the messages (residual) as the choice of the message norm [3].

Formally:
\[
\pi(f) = \max_{x_i \in N_f} \max_{v_i, v_j \in S_i} \log \frac{e(v_i)}{e(v_j)} = \frac{m_{fi}}{m_{fi}^{v_i}}.
\]
As shown by Elidan et al. [3], residuals of this form bound the reduction in distance between the factor’s messages and their fixed point, allowing their use in two ways: first, we pick the highest priority message since it indicates the part of the graph that is least locally consistent. Second, the maximum priority is an indication of convergence and consistency; a low max-residual implies a low bound on the distance to convergence.

\footnote{Alternatively, approximation to \( L_{\text{SBP}} \) that replaces the variable entropy \( -\sum p \log p \) with its second order Taylor approximation \( \sum p(1-p) \). The gradient at \( \mu_i(v_i) = 0 \) of the approximation is \( d_i + \sum_{f \in N(x_i)} \lambda_{fi}^{v_i} \).}
3 Experiments

Our primary baseline is Belief Propagation (BP) using random scheduling. We also evaluate Residual BP (RBP) that uses dynamic message scheduling. Our first baseline that uses sparsity, Truncated Domain (TruncBP), is initialized with domains that contain a fixed fraction of values (0.25) selected according to precomputed priorities (Section 2.2) and are not modified during inference. We evaluate three variations of our framework. Random Instantiation (Random) is the baseline that the value to be added at random, followed by priority based message passing. Our approach that estimates the gradient of the dual objective is Dynamic, while the approach that precomputes priorities is Fixed.

Grids: Our first testbed for evaluation consists of $5 \times 5$ and $10 \times 10$ grid models (with domain size of $L = 10, 20, 50, 100, 250$), consisting of synthetically generated unary and pairwise factors. The runtime error for our approaches compared against the marginals obtained by BP at convergence (Figure 1) is significantly better than BP; up to 12 times faster to obtain $L_2$ error of $10^{-7}$. TruncBP is efficient, however converges to an inaccurate solution, suggesting that prefixed sparsity in domains is not desirable. Similarly, Random is initially fast, since adding any value has a significant impact, however as the selections become crucial, the rate of convergence slows down considerably. Although both Fixed and Dynamic provide desirable trajectories, Fixed is much faster initially due to constant time growth of domains. However as messages and marginals become accurate, the dynamic prioritization that utilizes them eventually overtake the Fixed approach. To examine the anytime local consistency, we examine the average residuals in Figure 1c, since low residuals imply a consistent set of marginals for the objective defined over the instantiated domain. Our approaches demonstrate low residuals throughout, while the residuals for existing techniques remain significantly higher (note the log-scale), lowering only near convergence. When the total domain size is varied in Figure 2, we observe that although our proposed approaches are slower on problems with small domains, they obtain significantly higher speedups on larger domains ($25 \rightarrow 40$ times on 250 labels).

Joint Information Extraction: We also evaluate on the real-world task of joint entity type prediction and relation extraction for the entities that appear in a sentence. The domain sizes for entity types and relations is 42 and 24 respectively, resulting in 42,336 neighbor assignments for joint factors (details omitted due to space). Figure 3 shows the convergence time averaged over 5 runs. For smaller sentences, sparsity does not help much since BP converges in a few iterations. However, for longer sentences containing many more entities, we observe a significant speedup (up to 6 times).
4 Conclusions

In this paper, we describe a novel family of anytime message passing algorithms designed for marginal inference on problems with large domains. The approaches maintain sparse domains, and efficiently compute updates that quickly reach the fixed point of an approximate objective by using dynamic message scheduling. Further, by growing domains based on the gradient of the objective, we improve the approximation iteratively, eventually obtaining the BP marginals.
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A Algorithm

The proposed approach is outlined in Algorithm 1. We initialize the sparse domains using a single value for each variable with the highest priority. The domain priority queue \( Q_d \) contains the priorities for the rest of the values of the variables, which remain fixed or are updated depending on the prioritization scheme of choice (Section 2.2). Message passing uses dynamic message prioritization maintained in the message queue \( Q_m \). Once message passing has converged to obtain locally-consistent marginals (according to some small \( \epsilon \)), we select another value to add to the domains using one of the value priority schemes, and continue till all the domains are fully-instantiated. If the algorithm is interrupted at any point, we return either the current marginals, or the last converged, locally-consistent marginals. We use a heap-based priority queue for both messages and domain values, in which update and deletion take \( O(\log n) \), where \( n \) is often smaller than the number of factors and total possible values.

Algorithm 1 Anytime Belief Propagation

1: \( \forall x_i, S_i \leftarrow \{ v_i \} \) \( \triangleright \) where \( v_i = \arg \max_{v_s} \pi_i(v_s) \)
2: \( Q_d \oplus ((i, v_i), \pi_i(v_i)) \) \( \triangleright \forall x_i, v_i \in D_i - S_i \)
3: \( Q_m = \{ \} \)
4: while \( |Q_d| > 0 \) do \( \triangleright \) Domains are still partial
5: \( \text{GROWDOMAIN}(S, Q_d) \) \( \triangleright \) Add a value to a domain, Algorithm 2
6: \( \text{CONVERGEUSINGBP}(S, Q_m) \) \( \triangleright \) Converge to a fixed point, Algorithm 3
7: end while \( \triangleright \) Converged on full domains

Algorithm 2 Growing by a single value (Section 2.2)

1: \( \text{procedure GROWDOMAIN}(S, Q_d) \)
2: \( (i, v_p) \leftarrow Q_d.pop \) \( \triangleright \) Select value to add
3: \( S_i \leftarrow S_i \cup \{ v_p \} \) \( \triangleright \) Add value to domain
4: for \( f \leftarrow N(x_i) \) do
5: \( Q_m \oplus (f, \pi(f)) \) \( \triangleright \) Update msg priority
6: end for
7: end procedure

Algorithm 3 BP on Sparse Domains (Section 2.1 2.3)

1: \( \text{procedure CONVERGEUSINGBP}(S, Q_m) \)
2: while \( \max(Q_m) > \epsilon \) do \( \triangleright \) Factor with max priority
3: \( f \leftarrow Q_m.pop \)
4: Pass messages from \( f \)
5: for \( x_j \leftarrow N_f; f' \leftarrow N(x_j) \) do
6: \( Q_m \oplus (f', \pi(f')) \) \( \triangleright \) Update msg priorities
7: \( Q_d \oplus ((k, v_q), \pi_k(v_k)) \) \( \triangleright \forall x_k \in N_{f'}, \forall v_k \)
8: end for
9: end while \( \triangleright \) Converged on sparse domains
10: end procedure