Activated dynamics of the Ising p-spin disordered model with finite number of variables
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Abstract – We study the dynamic and metastable properties of the fully connected Ising p-spin model with finite number of spins, with a focus on activated dynamics and trap-like characteristics. We propose a definition of trapping regions based on purely dynamical criteria. We compute trapping energies, trapping times and self-correlation functions and we analyse their statistical properties in comparison to the predictions of the well-known Bouchaud trap model.
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Introduction. – Models with quenched random potentials describe physical systems with frozen impurities that alter the properties of the host material. However, their relevance goes well beyond this field as they are also toy models for combinatorial optimisation, ecological stability, or even social sciences.

In physical applications, focus is set upon the thermodynamic limit in which the number of degrees of freedom, say $N$, diverges. In other applications, $N$ is finite and it is necessary to understand strong finite-size effects. In the context of the glass transition, usual mean-field approaches are not able to describe the low-temperature dynamical regime because the size of free-energy barriers diverges with $N$, while in finite dimensions they do not and activation is possible. A possible strategy to get closer to the behaviour of real glassy systems, which we will pursue here, is to consider finite-size mean-field models. With this aim, we will study the Ising (Boolean variables) disordered $p$-spin model [1] with finite $N$. Among the standard quenched random potential models, this one occupies a very important position. On the one hand, it is the standard mean-field model for the glass transition [2] and, on the other hand, it is intimately related to the celebrated K-sat problem of combinatorial optimisation [3]. Beyond these two, this model also appears in studies of relaxation in fitness landscapes of interest in several biological systems, among others [4]. Concretely, we will investigate the dynamical properties of the Ising $p$-spin model with small number of degrees of freedom at low temperatures, where activation over barriers is the dominant mechanism for relaxation, and we will analyse the results in the context of well-known trap models of activated relaxation.

The presentation is organized as follows. We start with a short introduction of the $p$-spin model and some of its well-known properties, its phases and transitions, in the $N \to \infty$ limit. Next, we recall the definition and properties of the trap models that mimic activated dynamics in disordered systems. We then proceed to the analysis of the low-temperature relaxation of the finite-size $p$-spin model. Our aim is to characterise the trapping configurations reached via activation, focusing on small-size systems to access the interesting time regimes with moderate numerical effort. The measurements will help to identify common features and also differences with the relaxation of exactly solvable trap models. Finally, we will draw some conclusions and point out some possible routes to pursue this line of research.

The $p$-spin models. – The Ising spin model with multi-spin random interactions [1,2,5,6] is defined by the energy function

$$H_J[\{S_i\}] = - \sum_{i_1 < \cdots < i_p=1}^N J_{i_1,\ldots,i_p} S_{i_1} \cdots S_{i_p},$$

(1)
where $S_i = \pm 1$, $i = 1 \ldots N$, and $J_{i_1 \ldots i_p}$ are independent identically distributed (i.i.d.) quenched Gaussian random variables with zero mean and standard deviation $\sqrt{p!}/(2N^{p-1})$. The tensor of coupling constants $J_{i_1 \ldots i_p}$ is symmetric under arbitrary permutations of the indices $\{i_1, i_2, \ldots, i_p\}$ and it connects all possible groups of different $p$ spins. The model is therefore defined on a complete hyper-graph. A coupling to a heat bath is mimicked with a nearest-neighbour random walk on the $N$-dimensional hypercubic configuration space.

Infinite-size behaviour. The model has been much studied in its continuous version, in which a spherical constraint on real valued variables allows one to derive exact results for its equilibrium thermodynamics [7], metastable properties [8,9] and non-equilibrium relaxation [10]. The Ising version was also considered in quite some detail and we summarise below the main features found so far.

The equilibrium properties can be derived exactly in the $p \to \infty$ limit [5,6] with microcanonical and canonical methods complemented by the replica trick, and are found to be equivalent to the ones of the Random Energy Model (REM) [1]. For any $p \geq 3$ there is a static transition at a temperature $T_s$ between a replica symmetric (RS) high-temperature paramagnetic phase and a one-step replica symmetry breaking (1RSB) low-temperature glassy phase [2,11–15]. The transition is discontinuous, with a jump in the Edwards-Anderson order parameter, but no latent heat. Perturbative approximations for $p = 2 + \epsilon$ [6] showed that below the Gardner temperature $T_G < T_s$ the 1RSB solution is replaced by a full replica symmetry breaking (FRSB) one. Both $T_G$ and $T_s$ depend on $p$. The equilibrium energy density is plotted as a function of $T$ with a dash-dotted (blue) line in fig. 1.

The free-energy landscape is rugged and complex. Below a temperature $T_d (\geq T_s)$ the Gibbs measure decomposes in an exponentially large in $N$ number of metastable states [16,17]. These have free-energy densities between $f_{eq}$, the equilibrium one, and $f_{\text{max}} > f_{eq}$ and they can be further distinguished according to their stability [18–20]. A careful analysis of the complexity [21] suggested that at $T \in [T_G, T_s]$ the metastable states are of two kinds: above a limiting value, $f_G$, they are marginal (in technical terms, FRSB would be needed to calculate the complexity) while the ones below $f_G$ are not (1RSB is fine) [18–20]. In more intuitive terms, metastable states are not properly separated minima above $f_G$ and as $f_G = f_{eq}$ at $T_G$, below this temperature all metastable states are connected through flat directions. At $T_s$, $f_G = f_{\text{max}}$.

In the $N \to \infty$ spherical model, the relaxation dynamics from an equilibrium initial condition at any $T > T_d$ to any $T < T_d$ occurs out of equilibrium and approaches a flat threshold level in the free-energy landscape [10]. Accordingly, the energy density decays algebraically towards a threshold energy $e_{\text{th}}$. For longer time scales, expected to scale exponentially with $N$, activation over free-energy barriers should let the energy density go below $e_{\text{th}}$ in a much slower way. The heuristic image is one in which the system performs a sequence of jumps between different valleys at random times, with rates governed by the heights of connecting passes or saddle points. For the moment, the full analytic treatment of this regime remains out of reach. Evidence for trapping is provided by $N \to \infty$ calculations in which the system is initially prepared in a sub-threshold metastable state and it is seen to remain in it ever after [22,23].

In the thermodynamic limit, the Ising $p$-spin model also undergoes a dynamic transition at $T_d > T_s$ [2,24,25] to an out-of-equilibrium phase that could only be studied analytically with soft spins and Langevin dynamics. A similar phenomenology to the one of the spherical case is expected, with additional complications due to the existence of marginally stable states below the threshold. The 1RSB threshold energy density is plotted as a function of $T$ with a continuous (blue) line in fig. 1.

Finite-size behaviour. The relaxation of mean-field disordered systems with free-energy landscapes plagued with metastable states is expected to be driven by activation in time scales scaling exponentially with the system size. We are not aware of numerical simulations that study the interplay between finite $N$ and finite times in the out-of-equilibrium properties of the $p$-spin Ising model. However, the relaxation of the closely related random orthogonal model for finite $N$ was shown to undergo a crossover from smooth to activated behaviour [26,27]. The problem has gained renewed attention recently, specially after the appearance of some rigorous results showing that the REM model [1] behaves as a trap model [28] upon a coarse graining of the time scales of observation [29–32].

Trap models (TMs). These are a family of toy models [28,33–35] in which a coherent subregion of the system is schematically described by the motion of a point evolving in a landscape of traps, separated by barriers that can only be overcome via activation. The wandering of
this point is described by a master equation with hopping rates that encode the statistics of valley depths, barrier heights and the geometry of phase space.

In their simplest realisation, \( M \) traps have i.i.d. energies chosen from an exponential probability distribution function (pdf) \( [28,33,34] \)

\[
P(E_i) = \lambda \exp \left[ \frac{\lambda}{E_0} (E_i - E_0) \right], \quad E_i \leq E_0, \quad (2)
\]

with \( \lambda \) a parameter and \( E_0 \) a fixed escape energy level (usually, \( E_0 = 0 \)). An Arrhenius argument for the mean time to leave the \( i \)-th trap yields

\[
\tau_i = \tau_0 \exp \left[ \frac{\beta}{E_0} (E_0 - E_i) \right], \quad (3)
\]

where \( \beta = 1/T \) is the inverse temperature. Once at \( E_0 \), the process starts anew and all traps are equally likely to be accessed; the history of past events is totally forgotten. These features lead to an algebraic distribution of trapping times,

\[
\phi(\tau; x) \propto \tau^{-(1+x)}, \quad (4)
\]

where \( x = \lambda / \beta = T/T_c \). For \( T < T_c \), one-time averages diverge at long times, the system never reaches equilibrium and the dynamics shows ageing. An important generalisation of the model, which takes it closer to model glass formers and disordered spin systems involves Gaussian distributions of trap energies \([35,36]\). A connection with the exponential TM and rigorous proofs of the realisation of TM dynamics in the REM (equivalent to the \( p \to \infty \) case), with microscopic transition rates that depend only on the departing configurations have been given in \([37,38]\). Extensions to finite \( p \), where energies are correlated, though still within the simplified microscopic dynamics, were later presented in \([39]\).

Some defining characteristics of the TM are strongly simplified with respect to more realistic models: i) trap energies are i.i.d. random variables, chosen from a predefined pdf; ii) each trap can be reached from any other in a single jump, in this sense, the landscape is completely connected, and recurrent trap visits do not take place; iii) the system has to jump to a fixed energy level \( E_0 \) to leave a trap, in other words, the transition rates depend only on the energy of the departing trap.

An interpolating rule for the transition rates that lifts the last restriction and takes into account the energy of the arrival trap was proposed in \([40] \) and recently studied in \([36]\). Recently, rigorous results for the Metropolis dynamics of the REM were also derived \([31,32]\).

Special challenges have been found while trying to confront the theoretical results with computer simulations. An important piece of information is that, in order to observe TM-like behaviour in models with Gaussian energies, the dynamics have to be “coarse-grained”, meaning that relevant traps do not correspond to single configurations but to a bunch of them, reminiscent of the “metabasins” scenario used to describe the relaxational dynamics of supercooled liquids \([41]\). This is equivalent to a renormalisation of the time scales of observation in order to recover the independence of individual jump events between traps, i.e., the renewal property of the Markov process, a critical assumption in the theoretical works \([29,30]\). Interpreting the outcome of simulations of the REM and generalisations has proved to be a very complex task. Convincing evidence for an effective TM description emerges only when the observation times are scaled exponentially with system size \( N [36,42,43] \).

**Results.** – We fixed \( p = 3 \) in \((1)\), with system sizes \( 20 \leq N \leq 200 \) and temperatures \( 0.1 \leq T \leq 0.5 \). The static and dynamic critical temperatures in the large \( N \) limit are \( T_s \approx 0.651 \), and \( T_d \approx 0.682 \). Typical disorder averages were taken over \( 1.5 \cdot 10^5 \) couplings realisations (denoted \([\ldots]\)). We used single-spin-flip Metropolis dynamics and the unit of time is the Monte Carlo step (MCs), a step consisting of \( N \) attempts to flip randomly chosen spins.

**Threshold, activation and equilibrium.** – We first monitored the relaxation of the disordered averaged internal energy density \( c(t; T, N) \equiv [H(t)]/N \) after a quench from a completely disordered initial state. For \( N = 64 \) at the highest temperature, \( T = 0.5 \), the dynamics reaches equilibrium in time scales of the order of \( 10^6 \) MCs, but it is unable to do it at lower temperatures within these time scales, as shown in fig. 1. Instead, the relaxation curve follows a power law decay, as shown in the inset for \( T = 0.3 \). The asymptotic limit \( c_{\text{th}}(T, N) \equiv \lim_{t \to \infty} c(t; T, N) \), estimated from a fit of the finite-time data, \( c(t; T, N) \simeq c_{\text{th}}(T, N) + a t^{-b} \), gives us an empirical measurement of the energy density of the finite-N threshold, approached following smooth regions of the free-energy landscape. In the main panel we show \( c_{\text{eq}}(T, 64) \) thus obtained at several low \( T \)’s together with the equilibrium values \( c_{\text{eq}}(T, 64) \) reported in ref. \([44]\) for \( T \geq 0.3 \). In order to compare the finite-\( N \) energy scales with the diverging \( N \) ones, we also plot the analytical threshold (computed within a replica formalism at 1RSB) and the equilibrium energies of the \( N \to \infty \) system \([18]\).

Figure 1 shows that, for \( N = 64 \), the distance between the threshold and equilibrium energies increases as \( T \) is lowered (the same is found in the 1RSB replica calculation of \([18]\), although that solution turns out to be unstable against further replica symmetry breaking). In order to avoid getting stuck at the threshold level, we chose to work with \( N = 20 \), a choice that allowed us to extract interesting results even at very low temperatures \( T \geq 0.1 \).

**Sub-threshold relaxation and evidence of trap behaviour.** – In fig. 2 we show the evolution of the energy density of a single system after a quench to \( T = 0.3 \) from a random initial condition. The time scale of observation is considerably shorter than \( c_{\text{eq}} \). The microscopic evolution shows the existence of trapping regions in configuration space. As already observed in \([45–47]\) (though with energy injection dynamics), the single trajectories show a self-similar
pattern with trapping and release motion. On the one hand, this image demonstrates that there are recurrent visits to a set of configurations with some degree of dynamical stability, differently from what happens in the basic TM. On the other hand, on the long run the system relaxes to lower energies in its way to equilibrium. It is also possible to see that the wandering in configuration space proceeds essentially via activation events. This mechanism for relaxation, although assumed to be important below the dynamic transition temperature \( T_d \), has been hardly observed in simulations of realistic glassy models or even in experimental time scales.

The two horizontal lines in fig. 2 are energy densities of Thouless-Anderson-Palmer (TAP) states determined by an iterative solution [48] of the TAP mean-field equations [16]. Although for this very small-size subsequent correction terms to the Onsager one would have been expected to be needed to capture the fixed points, we get energy levels that are in rather good agreement with the dynamic trapping energies with only the first correction.

**Trap modelling.** From the above remarks it is tempting to try to relate the relaxation of the Ising \( p \)-spin model with single-spin-flip Metropolis dynamics to the one of TMs. However, a major problem to define traps in the \( p \)-spin model is the lack of a fixed reference energy, \( E_0 \), which in the simple TM and its generalisations is a consequence of the static independence of the energy levels [36,42]. Contrarily, in the finite \( p \) model any two levels have correlations that depend on the overlap between the corresponding spin configurations [1].

Therefore, instead of defining traps relative to a fixed energy level, we adopted a definition based on dynamical stability that, roughly speaking, implements a time coarse graining and thus allows us to identify “trapping regions” in configuration space. Let us consider a single MC run as the ones shown in fig. 2 and schematically represented in fig. 3 after filtering out fast fluctuations. A trap is defined as a sequence of configurations separated by two of them with a predefined “large degree of dynamical stability”. We now give an operational definition of this concept with the help of two parameters, \( \delta t_{stab} \) and \( \tau_{min} \), measured in MCs. A configuration has a large degree of dynamical stability whenever it persists during at least \( \delta t_{stab} \).

Fig. 2: (a) The energy density vs. time of a single run for a system with \( N = 20 \) and \( T = 0.3 \), over a time interval of length \( 10^5 \) MCs. (b) A zoom over a restricted interval. A point per MCs is plotted. The two horizontal lines correspond to solutions of the corresponding TAP equations.

Fig. 3: Schematic representation of the trap-like dynamics.

The main panel in fig. 4 (log-linear scale) shows the relaxation of the average trap energy density, \( \epsilon_{trap}(t) \), following a quench to several low temperatures \( 0.1 \leq T \leq 0.5 \). For the highest temperature, \( T = 0.5 \), the evolution reaches equilibrium after \( t_{eq} \approx 10^4 \) MCs. The equilibration time at \( T = 0.3 \) is of the order of \( 5 \times 10^6 \) MCs. For the two lowest temperatures, \( T = 0.2 \) and \( T = 0.1 \), the relaxation is approximately logarithmic at long times, \( \epsilon(t) \simeq \Upsilon(T) \ln t / t_0 \) and the system is far from attaining equilibrium in the time scales of the simulation. At \( T = 0.1 \) the fit shown with a solid thin black line yields \( \Upsilon(T) \approx 0.008 \) which is larger than the ideal value \( \Upsilon(T) = T / N = 0.005 \) expected for a simple activation process. Note that for this small system size a threshold energy level is absent. Indeed, its evaluation from an algebraic fit to the early time relaxation gives unreliable small exponents as the dynamics soon crosses over to a logarithmic decay.
The equilibrium energy density of $N = 20$ systems. For such small system sizes we can exactly enumerate all energy levels and obtain in this way the disorder-dependent density of states $g_J(e)$. The product of this degeneracy and the Boltzmann factor $e^{-\beta N e}/Z_J$ yields the equilibrium weight of the energy density $e$. In the inset of fig. 4 we compare this exact equilibrium pdf (red data) to the one sampled with MC dynamics beyond the equilibration time $t_{eq}$ estimated from the relaxation of the energy density, at $T = 0.5$ (blue data). Having the energy pdf we can easily compute its equilibrium average, $\langle e \rangle_{eq}(20,T)$, shown with a vertical solid line in the inset and with a horizontal line in the main part of the figure. Note that the equilibrium (mean) energy is slightly larger than the most probable one. This is due to the asymmetric form of the pdf. In the inset the equilibrium pdf of the trapping energies, to be defined below, is also shown.

Distribution of trapping energies. Figure 5 displays the pdfs of trapping energies, i.e., the energies of states like 1, 3, ... in fig. 3 weighted by their trapping time, at $T = 0.1$, 0.2, 0.3, collected during $10^6$ MCs runs while the systems are slowly relaxing to lower energies except for the $T = 0.3$ case which is approaching a stationary regime at this time scale. In spite of this difference, the three pdfs show a similar profile. The small vertical arrows mark the average energy densities from fig. 4, which are a bit smaller than the most probable value except at $T = 0.3$ where they almost coincide. The most salient feature of these pdfs is a low-energy exponential tail that can be explained with an extreme-value statistics argument. Indeed, the minima $E_{\min}$ of groups of $n$ i.i.d. Gaussian variables with zero mean and variance $\sigma^2$ follow a Gumbel distribution with an exponential tail with rate $\lambda = \sqrt{2 \log n}/\sigma^2$ and typical energy $E_{av}^{\min} = -\lambda \sigma^2 \log n$ [36,49]. For the p-spin model (1), as the energies are (correlated) Gaussian random variables with zero mean and variance $\sigma^2 = N/2$ [1], this argument would imply $\lambda = 2\sigma_{av}^{\min}$. For general correlated random variables there are a few rigorous results regarding extreme value statistics [50,51], but no general framework yet. Although the values recorded with our procedure are not necessarily minima over a large number of random independent energies, we will check whether they conform to the Gumbel tail. From exponential fits we obtain $\lambda \sim (1.25,1.50)$ and $\sigma_{av}^{\min} \sim (-0.62,-0.72)$, which are in very good agreement with the extreme-value statistics prediction. The pdfs also have a high-energy tail which can be well fitted by another exponential, again with the exception of the data at $T = 0.3$ for which the system is already near equilibrium. Both low- and high-energy exponential dependences have to be cut off since the finite-size energy density is bounded from below and above.

Distribution of trapping times. We will attempt to compare our results to the (generalised) TM predictions, although our trap definition is not immediately related to the one in the known TMs. In fig. 6 we show the distribution of trapping times for the same three $T$’s analysed before, together with algebraic fits to the long times sector. The first observation is that the pdfs are well represented by power laws at long trapping times, as in the TM. The fitted values of the exponent $x$ in eq. (4) are $0.91 \leq x(T) \leq 1.33$, and are given in the figure. Changing parameters in the ranges $10 \leq \tau_{\min} \leq 500$ and $5 \leq \delta_{\stab} \leq 50$, the exponents $x(T)$ vary as $0.89 \leq x(0.1) \leq 0.92$, $1.12 \leq x(0.2) \leq 1.15$ and $1.31 \leq x(0.3) \leq 1.34$. For $\tau_{\min} \geq 500$ or $\delta_{\stab} \geq 50$ the process typically finds only one or two characteristic energies corresponding to the lowest and most stable states ($\delta_{\stab} \geq 50$) or, equivalently, the process identifies only one or two very large traps ($\tau_{\min} \geq 500$), presumably the largest in a hierarchy of trapping regions. TM expectations correspond to $x$ smaller than one in the ageing regime, and this is consistently found at $T = 0.1$. At $T = 0.3$ the exponent...
by the scaling properties of the two-times self-correlation relaxation of disordered systems is usually characterised by the correspondence between the two models. Indeed, there is no strong reason to expect a quantitative agreement of trap energies. The results obtained for a sufficiently low temperature so that $t_{eq} \gg t, t_w$, are displayed in fig. 7. In the main panel a linear-log plot of $C_{trap}$ against time delay for different waiting times is displayed, while in the inset the data are scaled as a function of $t/t_w$. The straight line is $\log(t/t_w)$ and fits the long time-delay data very well. In the context of the TM, an equivalent correlation function, which measures the probability that the system does not leave a trap between $t_w$ and $t_w + t$, can be computed exactly and is known as “the Arcsin law”, $H_x(w)$ [34,36]. Interestingly, the Arcsin law depends on the scaling variable $w = t/t_w$, the same which we found to describe quite well the p-spin model ageing behaviour. However, for large $w$, $H_x(w)$ decays as a power law $(t/t_w)^{-x}$, differently from the slower logarithmic decay that we observe in the small size p-spin model (inset in fig. 7).

**Conclusions.** – We analysed the relaxation dynamics of the Ising p-spin disordered model in the context of the well-known TM paradigm. We showed that for small sizes and at low temperatures it is possible to identify a trap-like phenomenology whose most salient feature is the dominance of activated relaxation events. Although a trap-like behaviour is evident at a qualitative level, the very definition of a trap poses a great challenge in the p-spin model. At the center of the difficulty lay the strong static correlations between energy levels, absent in the TMs. Another problem is that the time scales for relaxation in the interesting regime grow exponentially with system size. This restricts the numerical studies to very small system sizes, which nevertheless show a highly non-trivial phenomenology. Instead of the usual energetic definition of a trap, here we proposed a dynamical one, which naturally implements a time coarse graining. We found trap energy pdfs with exponential low-energy tails, probably originated in an extreme value statistics process induced by the working definition of traps. While this is interesting in itself, leading to a resemblance with the exponential TM, the p-spin pdfs also show a high-energy tail falling-off slower than a Gumbel law, which would be the behaviour induced from an extreme-value process with i.i.d. Gaussian variables. The trapping time distributions have an algebraic decay, again in qualitative agreement with TM predictions. The exponents vary between a value that is distinctively lower than one at $T = 0.1$ and one that is higher than one at $T = 0.3$. We attribute the latter to the fact that the system is already exploring traps with lifetime of the order of the equilibration time at this temperature. A high-energy sector in the pdf of trapping energies develops with time, with equal statistical weight as the low-energy one. This may be connected to the development of the threshold level, expected at larger system sizes, but practically absent in the small system studied in this work. Finally, ageing correlations are also reminiscent of those of the TM: at large time scales they depend on the same scaling variable $t/t_w$, although the scaling function, which is essentially a logarithm in the p-spin model, is slower than the Arcsin law characteristic of the TM. A more stringent comparison between the trap definition and the free-energy metastable
states emerging from the TAP approximation may be an
interesting route to pursue further the relation between
complex spin glass model dynamics and exactly solvable
models of the TM kind.
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