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A few central transcription factors inside mouse embryonic stem (ES) cells and induced pluripotent stem (iPS) cells are believed to control the cells’ pluripotency. Characterizations of pluripotent state were put forward on both transcription factor and epigenetic levels. Whereas core players have been identified, it is desirable to map out gene regulatory networks which govern the reprogramming of somatic cells as well as the early developmental decisions. Here we propose a multiple level model where the regulatory network of Oct4, Nanog and Tet1 includes positive feedback loops involving DNA-demethylation around the promoters of Oct4 and Tet1. We put forward a mechanistic understanding of the regulatory dynamics which account for i) Oct4 overexpression is sufficient to induce pluripotency in somatic cell types expressing the other Yamanaka reprogramming factors endogenously; ii) Tet1 can replace Oct4 in reprogramming cocktail; iii) Nanog is not necessary for reprogramming however its over-expression leads to enhanced self-renewal; iv) DNA methylation is the key to the regulation of pluripotency genes; v) Lif withdrawal leads to loss of pluripotency. Overall, our paper proposes a novel framework combining transcription regulation with DNA methylation modifications which, takes into account the multi-layer nature of regulatory mechanisms governing pluripotency acquisition through reprogramming.

In stem cell biology and regenerative medicine, it is a continual endeavour to understand what governs the embryonic stem cells and induced pluripotent stem cells capacity to self-renew, remain pluripotent and provide a source of a variety of differentiated cell types. ES cells are pluripotent cells and were derived from mouse blastocyst1,2. In 2006, Takahashi and Yamanaka showed that pluripotent stem cells could be induced from mouse embryonic or adult fibroblasts by introducing four factors, Oct3/4, Sox2, c-Myc, and Klf4, under ES cell culture conditions3–5. The resulting cells were named iPS cells and have since been derived from different species and types of somatic cells.

At the center of the ES cells pluripotency network lies the triad Oct46, Sox27 and Nanog8. The core transcription factors along with other pluripotency markers like Esrrb, Klf4, Rex1, Klf2 etc. are expressed both in vitro and in vivo in the inner cell mass of the blastocyst6. The pluripotent state of stem cells is maintained by the core circuitry where Oct4, Sox2 and Nanog regulate each other as well as their own expression and they also control expression of multiple genes associated with pluripotency pathways10–12.

Nanog shows more heterogeneity compared to Oct4 and Sox2 and cells expressing low levels of Nanog are more prone to differentiate when ES cells are cultured in LIF (Leukemia Inhibitor Factor) plus serum8,13,14. Many experimentalists and modelers13,15–17 have tried to understand the source of heterogeneity and identify its role in the way pluripotent cells make their fate decisions. It was shown that the heterogeneity and expression fluctuations are culture-induced perturbations and their relevance to fate choice is questionable18,19. Nevertheless, Nanog is an important player in attaining pluripotency in embryonic development as Nanog null embryos do not develop beyond implantation10. Even though Nanog is not in the list of initial reprogramming factors3, it was shown that it is required for partially reprogrammed pre-iPS cells to reach ground state pluripotency21. Within the pluripotency network Nanog mediates the transition towards the pluripotent ground state both in embryo development and somatic cells reprogramming21.

Oct4 and Sox2 form a heterodimeric transcription complex22 and induce all players in the triad10,21. Sox2 expression is necessary for maintaining Oct4 expression, however Sox2 is not necessary for activation of gene targets of the Oct4-Sox2 complex and Oct4 over-expression rescues pluripotency in cells which do not express Sox22. These results suggest that the essential function of Sox2 in pluripotency is to activate Oct4, which seems to be the most important player in pluripotency. In vitro, loss of Oct4 expression makes ES cells commit towards trophoblast lineage8 similarly in vivo the pluripotency characteristics of the cells in the inner cell mass are lost in
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Oct4-null embryos23. Oct4 has several functions in maintaining pluripotency and also in differentiation. Oct4 controls important decision points in both the epiblast and endoderm lineages. Oct4 mutant blastocyst outgrowths and embryonic stem cells are unable to maintain epiblast-like phenotypes and as a result, differentiate to either trophoblast or endoderm24,25. Over-expression of Oct4 in ES cells has also been associated with differentiation towards primitive endoderm and mesoderm, while ES and iPS cells with lower than normal levels of Oct4 are unable to progress in epiblast differentiation, being trapped in the ground state26,27. Oct4 is an important regulator of pluripotency and plays a central role in reprogramming. It has been shown that iPS cells can be obtained by over-expressing only Oct4 when the somatic cells express the other factors endogenously28–30. The molecular mechanisms of Oct4 reprogramming involve induction of mesenchymal-to-epithelial transition (MET)31,32 and overcoming epigenetic barriers33,34. Many groups showed that exogenous Oct4 can be replaced in the reprogramming cocktail, however most of the replacing factors play the role of activators of endogenous Oct4 locus, reviewed in35.

Tet1, member of the Ten-eleven translocation (Tet) family, is highly expressed in mouse ES cells and is rapidly down-regulated during differentiation36. Mouse ES cells pluripotency and capacity to self-renew is not affected by loss of Tet1, however their lineage commitment choices become skewed37,38. Furthermore, Tet1 mRNA expression levels are regulated by pluripotency factors Oct4 and Sox238,39. Recently, it has been shown that Tet1 can successfully replace Oct4 during reprogramming revealing an important role of DNA methylation and hydroxymethylation in reprogramming i.e. Tet1 demethylates Oct4 regulatory regions reactivating Oct4 endogenous locus40. Experimental evidence suggests that Tet1 modulates DNA methylation levels at CpG-rich promoters, participates in the repression of Polycomb-targeted developmental regulators41. Tet1 is also recruited by Nanog to enhance the expression of a subset of key reprogramming target genes, among them Oct442.

In this work, we analyze the Nanog-Oct4-Tet1 network dynamics for improving our understanding of molecular mechanisms governing ES and iPS cells pluripotency and somatic cells reprogramming. We propose a computational model based upon this simple gene regulatory network, which elucidates several key observed dynamical features inside ES and iPS cells. Furthermore, we propose a stochastic computational model for methylation of the CpG sites of the promoter region of Oct4, which recapitulates, observed promoter methylation configurations for pluripotent and somatic cells. Finally, we include the methylation model in the pluripotency network which provides an understanding of how epigenetic gene regulation mechanisms are orchestrated for maintaining and acquiring pluripotency.

**Results**

**Simple model for gene network governing pluripotency.** Our simple pluripotency network assumes a combination of positive feedbacks between Nanog, Oct4 and Tet1. The proposed pluripotency network has Oct4 as the main player as it regulates all the other factors in the network both when pluripotency is acquired and when it is maintained. Tet1 and Tet2 are regulated by Oct4 during somatic cell reprogramming into induced pluripotent stem cells38. Oct4 also regulates Sox2, Nanog and its own expression in mouse ES cells40–42. A recent study confirmed that Nanog and Tet1 associate at the protein level and that Tet1 in synergy with Nanog improves the efficiency of reprogramming. Nanog and Tet1 increases 5-hydroxymethylcytosine levels at Oct4 resulting in priming of Oct4 expression before reprogramming to naive pluripotency42. Experimental groups determined genomic occupancy of Tet1 showing that Tet1 binds to its own promoter in pluripotent cells37,43. Based on the results from these studies along with the finding that function of Tet1 in pluripotency establishment is Nanog dependent42 we make the assumption that Nanog and Tet1 induce not only Oct4 but also Tet1. Our circuit, shown in Fig. 1, includes all the interactions mentioned above with the protein interactions between Nanog and Tet1.
depicted by curly thin lines, the positive transcriptional regulation represented by arrows and the presumed Tet1 self-interaction depicted by dotted arrow. Since there is no experimental evidence on the actual function of Tet1 self-interaction we also implemented the circuit without this interaction and obtained similar results to the ones from the model shown in Fig. 1 (Supplementary material Figure S3 motif 3). We considered that regulation of one gene by multiple factors follows an AND logic gate behaviour i.e. in order to activate the gene both regulators must be expressed, depicted in Fig. 1 by the presence of part of IEC symbol for AND gate.

**Inducing and exiting pluripotency.** We computed the steady states of the system for various values of parameters describing over-expression factors and LIF levels using the rate equations 1 (see methods) for the circuit in Fig. 1 using parameters presented in Table 1. The dynamics resulting from the considered interactions between Nanog, Oct4 and Tet1 showed two stable steady states of the system: i) the pluripotent cell state, where Oct4, Nanog and Tet1 are highly expressed (expression values above 0.5); and ii) the somatic cell state when all the factors in the network are not expressed (for expression levels under 0.2 we consider the gene not to be expressed).

We start by simulating the system with parameters that lead to the mouse embryonic fibroblast (MEF) cell steady state i.e. Oct4 and Nanog are not present while Tet1 is expressed at low levels. Next, we perturb the system by modifying the parameters describing the factors’ over-expression levels. In Fig. 2, we show the time series of Oct4, Nanog and Tet1 when the system, while being in the somatic state, was perturbed for a limited time span by over-expression of: first Oct4, next Nanog and in the end Tet1. Dotted black lines separate the simulation results of the three reprogramming scenarios.

In the first reprogramming simulation Oct4 is over-expressed and the green background depicts the interval when exogenous Oct4 is present. Our results show that, after removal of exogenous Oct4 the system reaches a steady state where endogenous Oct4, Nanog and Tet1 expression are highly expressed. The system is in a pluripotent state (the somatic cells successfully became iPS cells) highlighted by light-red background, Fig. 2. This result is in agreement with experimental results which showed that iPS cells can be obtained by over-expressing only Oct4 when the somatic cells express the other factors endogenously. Next, we simulated the scenario where the system in the somatic state is perturbed by over-expressing Nanog. The presence of exogenous Nanog is depicted by the light blue area in Fig. 2. In this case, after removal of exogenous Nanog, the levels of the three

### Table 1. Parameter values used in Fig. 2.

| CellType                  | \( N_{\text{over}} \) | \( O_{\text{over}} \) | \( T_{\text{over}} \) | \( \text{Lif} \) |
|--------------------------|------------------------|------------------------|------------------------|------------------|
| MEF                      | 0                      | 0                      | 0.05                   | 0                |
| Nanog–Overexpression     | 0.3                    | 0                      | 0.05                   | 0.06             |
| iPS–Oct4–Overexpression  | 0                      | 0.3                    | 0.05                   | 0.06             |
| iPS–Tet4–Overexpression  | 0                      | 0                      | 0.3                    | 0.06             |
| \( p_0 = p_1 = p_2 = 1 \) | \( n = 2 \)            | \( K_0 = 0.1 \)        | \( K_1 = 0.3 \)        | \( K_{NT} = 0.2 \) |

**Figure 2.** Time series of Nanog, Oct4 and Tet1 for the dynamics of the gene regulatory networks under reprogramming. Time series of Oct4 - green, Nanog -blue and Tet1 - black for the three reprogramming scenarios: i- exogenous Oct4 present and then removed, followed by ii- exogenous Nanog expressed and then removed and iii- Tet1 over expressed and then the exogenous Tet1 is turned off. When cells are in a non-pluripotent state we use - white background, when Oct4 is over-expressed - green background, when cells are pluripotent - red background, when Nanog is over-expressed - blue background, and when Tet1 is over-expressed-grey background.
factors in the network return to low values corresponding to a non-pluripotent state. When only Nanog was over-expressed the reprogramming was not successful, recapitulating experimental findings showing that Nanog is not enough for reprogramming and that Oct4 expression is necessary for activation of demethylase Jmjd1a and Jmjd2c which make Nanog accessible for regulation. We also simulated the system when Tet1 is over-expressed. The presence of exogenous Tet1 is highlighted by the light-grey area in Fig. 2. In this reprogramming simulation scenario the system switches from somatic state to pluripotent state highlighted by the light-red background. In this case, Oct4, Nanog and Tet1 reach high levels of expression corresponding to pluripotent state of iPS cells. This simulation results recapitulate important experimental results showing that Tet1 can replace Oct4 in the successful reprogramming cocktail.

It must be noted that, for the model simulation outcomes shown in Fig. 2, we assume the levels of transcription factors over-expression and the exposure time intervals to be optimal for obtaining iPS cells. Experimental and computational studies showed that optimal levels of reprogramming factors are necessary for successfully obtaining iPS cells. We also conducted model simulations where the strength of the perturbations (factors over-expression) was outside the optimal intervals, Fig. 3a. In some cases, for low levels of Oct4 or Tet1 the system remains in somatic state or starts the switch towards pluripotent state but by the end of simulation reaches only an intermediate state where the pluripotency factors expression is in between low and high levels. For all levels of Nanog over-expression the system remains in the somatic state. These results show that the amount of

---

**Figure 3. Time series of Nanog, Oct4 and Tet1 for various reprogramming scenarios and differentiation.**

(a) Time series of the three factors when levels of factors over expression are varied: \( N_{over} = O_{over} = T_{over} = 0.1 \). Bottom plot, over-expression parameters values are 0.2 for middle plot and 0.3 for top plot. The yellow background corresponds to pre-iPS cells state. (b) Time series showing that addition of Nanog helps reprogramming when too low levels of exogenous Oct4 are induced. Nanog and Oct4 over-expression is depicted by cyan background. (c) Time series showing the differentiation process occurring under LIF withdrawal.
exogenous Oct4 or Tet1 is very important for the reprogramming process. The intermediate states correspond to experimentally observed pre-iPS cells and are depicted by a yellow background in Fig. 3a. Experimental studies showed that the functions of Oct4 in reprogramming are dose dependent and too low levels of reprogramming factors lead to iPS cells with tumourigenicity in chimeric mice, and low capacity of tetraploid complementation or to reprogramming intermediates with low levels of Oct4 which are refractory to pluripotency induction44–46.

Next, we used our model to simulate the reprogramming scenario where Oct4 is over-expressed at too low levels and the system is also perturbed by over-expressing Nanog. The simulation results in Fig. 3b, show that the reprogramming with too low levels of Oct4 is unsuccessful within the reprogramming simulation time frame considered, however addition of Nanog over-expression switches the system to a pluripotent state. These results support the idea that Nanog may be an important mediator of acquisition of the pluripotent cell state21, however the reprogramming can be successful without Nanog over-expression27,44.

Our model also hosts stem cell differentiation under LIF withdrawal. We start by computing the system steady state where Oct4, Nanog and Tet1 is highly expressed which corresponds to the pluripotent cell state, highlighted in Fig. 3c by the light-red background. When our model is in the pluripotent state LIF needs to be present, thus the LIF parameter has to be greater than zero (see Table 1). It must be noted that in our simulations we consider LIF to be active only when the system is in a pluripotent state i.e. all three factors expression is at high level steady state. LIF is an external factor, which induces pluripotency factors Oct4, Nanog, Sox2 presumably through Klf4, Klf2 via the Stat3 pathway. Experimental studies showed that LIF interacts with the pluripotency factors and can substitute for feeders by activating the transcription factor STAT3 that inhibits ES differentiation48,50. We perturb the system making the LIF parameter equal to 0 and we observe a decrease of the levels of the pluripotency factors, the system switches to a non-pluripotent state (Fig. 3c). Our model simulation results recapitulate experimental observations that ES cells remain pluripotent when maintained in the presence of LIF and upon LIF withdrawal, most ES cells loose expression of Oct4, Nanog and Tet1 differentiating towards various lineages or sometimes dying by apoptosis51,52.

**Promoter CpG sites methylation and demethylation model.** Apart from being an important factor in the network governing reprogramming40, Tet1 also plays an important role in DNA-methylation53, and presumably through this enzymatic activity it acquires the role of activator in the pluripotency network. Recent experiments give evidence for Tet1 being the key factor in demethylation of CpG sites37. Tet1 is proposed to catalyse the conversion of 5-methylcytosine (5mC) of DNA to 5-hydroxymethylcytosine (5hmC). The attachment and removal of methyl groups on cytosines in CpG sites is an example of an epigenetic mark. Methylation of promoter CpG sites interferes with gene expression and is found to lead to stable silencing of the corresponding promoter44.

Methylation of the CpG promoter of Oct4 is consequently an additional factor in reprogramming since Tet1 is the guardian of the unmethylated state55. When the promoter of Oct4 is unmethylated Oct4 is highly expressed. Takahashi and Yamanaka showed methylation patterns for the promoter CpG sites of Oct4 which, helps us to investigate methylation patterns of Oct4 promoter CpG sites with respect to different levels of Tet11. The promoter of Oct4 is part of a CpG island that contains approximately 16 CpG sites and the methylation patterns for MEF and iPS cells are shown in Fig. 4a46.

The majority of the promoter CpG sites in MEF cells are methylated, however the existence of unmethylated CpG sites give rise to some heterogeneity. The iPS cells exhibit bimodal methylation patterns with nearly all the CpG sites in a cell being either methylated or unmethylated. The bimodal patterns, correspond to respectively a low gene expression state (differentiated state), or a high gene expression state (pluripotency) as predicted by the network from Fig. 1.

To model the mechanisms of Tet1 in DNA-methylation we use a simple collaborative model shown in Fig. 4b. The model was initially introduced by Dodd et al.37 to model epigenetic cell memory by nucleosome modification and later adapted for DNA-methylation by Haerter et al. (Fig. 4b)58. As in39, we use a two state version of this model which assumes Tet1 to bind to unmethylated CpG sites and actively demethylate methylated CpG sites. Proteins that methylate CpG sites (methylases) are also assumed to bind to methylated CpG sites and actively methylate unmethylated CpG sites37,53,58,60. Since Tet1 is increasing the demethylation of Oct4 together with Nanog we let the Nanog-Tet1 complex influence the demethylation activity in the methylation model42. Using the collaborative methylation model with parameters shown in Table 2 we simulate the methylation level of the promoter CpG sites of Oct4 and the results are shown in Fig. 4b. The promoters are simulated with high levels of Nanog-Tet1 (iPS) and low levels of Nanog-Tet1 (MEF). The CpG sites are mainly methylated with low levels of Nanog-Tet1 and the majority of the promoters have a methylation average above 0.5. With high levels of Tet1 the methylation patterns is bimodal with the cells either having a majority of methylated CpG sites or unmethylated CpG sites.

**The multi-layer regulation model.** To take into account the multi-layer nature of regulatory mechanisms governing pluripotency acquisition through reprogramming we combined the Nanog-Oct4-Tet1 gene network model and CpG methylation model. The reproduction of methylation data from Takahashi and Yamanaka, Fig. 4, helps us find the necessary parameters for including the CpG methylation model in the simulations of the pluripotency network.

For the multi-layer model Oct4 still regulates all the other factors in the network. However the feedback of the Nanog-Tet1 complex is now regulated though the methylation status of the promoter CpG sites of Oct4 and Tet1 respectively. First, we assume the expression of Oct4 and Tet1 to be correlated to the number of unmethylated CpG sites on their corresponding promoters. Second, the methylation of the CpG sites is influenced by the Nanog-Tet1 complex. As Tet1 and Nanog co-expression affects the 5-hydroxymethylcytosine levels during reprogramming we assume the complex of the two factors to induce demethylation of CpG sites associated to the Oct4
promoter. We use the same assumption for Tet1 since it might bind to its own promoter and Tet1 function is dependent of Nanog during pluripotency establishment. The gene regulation by multiple factors still follows an AND logic gate.

As for the one layer gene network model we start by simulating the pluripotency network model in a steady state corresponding to MEF cells with no presence of Oct4 and Nanog and low levels of Tet1 expression. Figure 5a upper panel shows the time series from a multi-layer model simulation of the three reprogramming scenarios where Oct4 (green background), Nanog (blue background) and Tet1 (grey background) are over-expressed, similar to Fig. 2. Pluripotency (light-red background) is obtained when Oct4 and Tet1 are over-expressed, while Nanog over-expression is not enough for successful reprogramming, in line with experimental results in.

The reprogramming process is kickstarted by presence of exogenous factors, Oct4 or Tet1. The subsequent dynamic is governed by a positive feedback where Nanog and Tet1 expression increase the number of unmethylated CpG sites, which in turn favour increased expression of Oct4 and Tet1. The stochasticity of the methylation process and the associated noise in the methylation status of the CpG sites may explain why reprogramming efficiency is very low. In our simulations, the finite rate of demethylation adds a time delay in reaching the new steady states, especially when Oct4 is over-expressed.

The methylation status of the CpG sites associated to Oct4 and Tet1 promoters is monitored during the three reprogramming scenarios. Figure 5 lower panel shows high methylation levels when the expression of Oct4 and Tet1 are low and decreasing levels of methylation when Oct4 or Tet1 are over-expressed. The levels of methylation become low when Oct4 or Tet1 are over-expressed i.e. pluripotency is obtained. In contrast, with Nanog over-expression the CpG sites remain methylated and the reprogramming fails.

The results suggest that the feedback through Nanog-Tet1 complex can be incorporated by methylation activity regulating the expression of the promoters of Oct4 and Tet1.

**Figure 4. Methylation of promoter CpG sites.** (a) Methylation status of Oct4 CpG sites. Data from bisulfite genomic sequencing by Takahashi and Yamanaka for MEF and iPS cells (closed circles are methylated and open circles unmethylated). (b) Schematic of the methylation model. Methylated CpG sites \( m \) are recruiting methylases with a rate \( \sigma \) and unmethylated \( u \) are recruiting demethylases with a rate \( \kappa \), here assumed to correspond to the level of the Nanog-Tet1 complex. \( \mu \) and \( \beta \) are noise on CpG conversions and affects the simple conversions between \( m \) and \( u \). Simulated CpG sites of the Oct4 promoter (16 CpG sites) for low (MEF) and high (iPS) expression of Nanog-Tet1.

| Parameters                  | \( \kappa_{\text{high}} \) | \( \kappa_{\text{low}} \) | \( \beta \) | \( \mu \) | \( \sigma \) |
|-----------------------------|---------------------------|---------------------------|------------|---------|---------|
|                             | 0.6                       | 0.15                      | 0.1        | 0.1     | 0.6     |

**Table 2. Parameter values used in Fig. 4b.**
Our novel multilayer model combining transcriptional regulation and DNA methylation modifications recapitulates important experimental results and proposes possible mechanisms governing reprogramming process.

The computational model is based on a simple gene regulatory network, which includes possible interactions between Tet1 and core pluripotency factors Oct4 and Nanog during cell reprogramming and commitment. The computational model accounts for observed properties of the pluripotency network: i) Maintenance and acquisition of pluripotency is sensitive to the dosage of Oct4; ii) absence of Nanog allows a weaker pluripotent state; iii) external signals (Lif) play a decisive role on the final states of the system; iv) Tet1 can successfully replace Oct4 in the cell reprogramming process. Furthermore, we propose a stochastic computational model for methylation of the CpG sites of the promoter regions of the genes in the pluripotency network, which recapitulates experimentally observed promoter methylation configurations for pluripotent iPS cells and mouse embryonic fibroblast cells.

Stochastic simulation of the CpG methylation model elucidates the role of Tet1 in activating promoters by demethylation of CpG islands for promoters of Tet1 and Oct4. This interplay between transcription regulation and DNA methylation allowed us to understand the sensitivity to Tet1 in reprogramming to the pluripotent state. The proposed multilayer regulatory model puts forward a reprogramming mechanism where the stochastic methylation activity is incorporated by the positive feedback through Nanog-Tet1.

Our deterministic model explains the qualitative ability to reprogram for different scenarios. The stochastic model allowed us to understand why reprogramming typically is a rare event. Furthermore, the emphasis on stochasticity in reprogramming caused by the demethylation process provides a large window of Nanog, Tet1 and Oct4 concentrations where only a small fraction of cells are reprogrammed (see Supplementary Material).

Our model explains that reprogramming can be obtained by over-expressing Tet1, or by Oct4 over-expression, but not by over-expressing Nanog alone. This specificity reflects the assumption that Nanog basal level in steady state cells grown with LIF is sufficiently high to allow Tet1 over-expression to throw the switch. A prediction of our model is thus that reprogramming of a fibroblast cell in a medium that does not facilitate some basal Nanog level is not possible (see also Methods section). Or said in other words, the cells without basal Nanog level cannot be reprogrammed when Tet1 is over-expressed. The proposed simplified pluripotency network model combined with the stochastic promoter methylation model provide an understanding of how epigenetic gene regulation mechanisms are orchestrated for maintaining and acquiring pluripotency.

Our simple multi-scale model may serve as a window for exploring the interplay between transcription factor dynamics, and the dynamics of CpG methylation and demethylation. If Tet1 mediated demethylation is slow, regulatory decisions are systematically delayed and the cell to cell variation in gene expression becomes larger. Also the potential bi-modality of the methylation status of intermediate sized CpG islands speaks to the low fraction of cells that successfully transit to the state where the DNA surrounding the Oct4 promoter becomes un-methylated and the Oct4 promoter gets activated.

Naturally our model could also be expanded to incorporate more factors from future experiments, which play an important role in transcriptional regulation (e.g. Klf4, Sox2, Essrb) and in methylation of CpG sites.
of promoter regions of the pluripotency players (e.g. Dnmt3b, Prdm14) during reprogramming. Exploring the mechanisms leading to various pluripotent cell states represents an area of immediate interest.

Methods

Nanog-Oct4-Tet1 network model components. Oct4 activates Tet1\(^{38}\).

Nanog and Tet1 physically interact at protein level and induce Oct4\(^{42}\).

Network Dynamics. Nanog and Tet1 regulate Oct4 and Tet1 when they form a complex\(^{42}\). We first write the dimerization and total concentrations equations. It must be noted that the free and total amounts of molecule species are denoted \([O\text{free}], [O\text{total}], [N\text{free}], [N\text{total}], [T\text{free}], [T\text{total}]\), the complex formed by Nanog and Tet1 interaction is denoted \([N][T]\).

\[
\begin{align*}
[N\text{free}] + [T\text{free}] &= [N][T] \\
K_d &= \frac{[N\text{free}] \cdot [T\text{free}]}{[N][T]} \\
[N\text{total}] &= [N\text{free}] + [N][T] \\
[T\text{total}] &= [T\text{free}] + [N][T]
\end{align*}
\]

where \(K_d\) is the dimerization constant. In our model, we consider the complex formation between Nanog and Tet1 to be faster compared to the DNA regulation processes therefore we assume the system shown above to be at steady state. We next solve it and obtain the expression of the complex \([N][T]\).

\[
[N][T] = \frac{K_d + [N\text{total}] + [T\text{total}]}{2} = \frac{K_d + [N\text{total}] + [T\text{total}]}{2} - \left(\frac{K_d + [N\text{total}] + [T\text{total}]}{2}\right)^2 - [N\text{total}] \cdot [T\text{total}]
\]

We denote the influence of the Nanog and Tet1 interaction, \([N][T]\), on a factor \(P\) as \(A([N][T], P)\). For the circuit in Fig. 1, we describe the behaviour of Oct4, Nanog and Tet1 using a set of differential equations from a Michaelis Menten approach where production of species is modelled with Hill functions\(^{64,65}\). We allow simultaneous binding of Nanog and Tet1 regulators to operator sites of DNA thus we considered the Hill coefficient \(n = 2\). The regulation of \([N][T]\) on Oct4 and Tet1 expression, is then:

\[
A([N][T], O\text{total}) = A([N][T], T\text{total}) = \frac{\left(\frac{[N][T]}{K_{NT}}\right)^n}{1 + \left(\frac{[N][T]}{K_{NT}}\right)^n}
\]

The differential equations describing the behavior of the three factors are:

\[
\begin{align*}
\frac{\partial[N\text{total}]}{\partial t} &= N_{\text{over}} + LIF + p_N \cdot \frac{[O\text{total}]}{K_O} - [N\text{total}] \\
\frac{\partial[O\text{total}]}{\partial t} &= O_{\text{over}} + LIF + p_O \cdot \frac{[O\text{total}]}{K_O} - A([N][T], O\text{total}) - [O\text{total}] \\
\frac{\partial[T\text{total}]}{\partial t} &= T_{\text{over}} + p_T \cdot \frac{[O\text{total}]}{K_O} - A([N][T], T\text{total}) - [T\text{total}]
\end{align*}
\]

where \(K_O\) is the OCT4 dissociation constant and \(K_{NT}\) is the \([N][T]\) complex dissociation constant. It must be noted that we do not model binding of RNA polymerase and the following steps towards mRNA production, however this is not a limiting action since we consider that non-equilibrium effects to be absorbed into the \(K\) parameters. \(N_{\text{over}}, O_{\text{over}}\) and \(T_{\text{over}}\) are parameters describing basal rates plus the levels of over-expression i.e., the expression levels of exogenous Nanog, Oct4 and Tet1, respectively. The external maintaining factor \(LIF\) (leukemia inhibiting factor) is denoted \(LIF\). The parameters \(p_N, p_O\) and \(p_T\) describe the promoter activity of the Nanog, Oct4 and Tet1 genes, respectively. For simplicity we assume all the decay rates and promoter activity constants to be equal to 1.

The parameter values used for obtaining the simulations results presented in Fig. 2 are as follows: The Hill coefficient \(n = 2\), the dimerization constant \(K_d = 0.1\), the Oct4 dissociation constant \(K_O = 0.3\), the complex dissociation constant \(K_{NT} = 0.2\), the genes promoter activity constants \(p_{\text{N}} = p_{\text{O}} = p_{\text{T}} = 1\). The varying parameters depending on the cell type and the reprogramming scenario are presented in Table 1. The concentration of the network components are in dimensionless units, the rate constants (transcription and degradation) are in units of min\(^{-1}\).

It must be noted that when the values of parameters \(N_{\text{over}}, O_{\text{over}}\) and \(T_{\text{over}}\) are small these parameters are linked to the basal rates of gene expression while when the values are high i.e. 0.3 the parameters model the over-expression level. We choose basal rates to be null for Oct4 and Nanog and 0.05 for Tet1 for obtaining steady states values in accordance to observed expression levels when cells are in MEF cell state i.e. Oct4 and Nanog are...
not expressed while Tet1 is present at low levels. In order for reprogramming to be possible with Tet1 and Oct4 the pre-constant production rates must be enhanced by the presence of LIF. Furthermore the absolute values of pre-constant production rates must be such that an over-expression of Tet1 allows for sufficient $[N[T]]$ complex to trigger the switch to the pluripotent state.

**Promoter CpG sites methylation and demethylation model.** We consider a DNA region of 16 CpG sites for Oct4 and 20 CpG sites for Tet1.40,56,61,66. In the collaborative model, the CpG sites are either methylated $m$ or unmethylated $u$. The straight arrows in the model schematic in Fig. 4b indicate random transitions (noise) while the curved arrows indicate active recruitment. For the noise transitions, the CpG sites spontaneously change to the other state. For the active transitions, the CpG sites are recruited to match the state of the recruiting sites. The multi layer regulation model of state $m$ or $u$ are:

$$\frac{dm}{dt} = \sigma \cdot u \cdot m^2 - \kappa \cdot u^2 \cdot m + \mu \cdot u - \beta \cdot m$$

$$\frac{du}{dt} = \kappa \cdot u^2 \cdot m - \sigma \cdot u \cdot m^2 - \mu \cdot u + \beta \cdot m$$

One step in the stochastic simulation of the model consists of: First, select two random CpG sites. If both are in $m$, then select another CpG site and set its state to $m$ with a probability $\sigma$. If both are in $u$, select another CpG site and set its state to $u$ with a probability $\kappa$. Second, select a random CpG site and change it to $u$ with a probability $\mu$ if the CpG site is in state $m$ or set it to $m$ with a probability $\beta$ if the CpG site is in state $u$. One time unit corresponds to one update per CpG site in the system.

For Fig. 4b, the methylation status of the 16 promoter CpG sites is simulated at least 100 time steps67. The promoter is simulated with high expression (iPS cells) and low expression of the $[N[T]]$ complex (MEF cells). For obtaining the patterns in Fig. 4b, the collaborative methylation transition $\sigma$ is set equal to $\kappa_{high}$ or above $\kappa_{low}$. The noise transitions, $\mu$ and $\beta$, are set to values leading to heterogeneity in methylation of the MEF cells and at the same time, produce bimodality with a preference for the methylated state for iPS cells. The parameters used for the simulations in Fig. 4b are presented in Table 2.

**The multi-layer regulation model.** The multi layer regulation model consists of a fusion between the Nanog-Oct4-Tet1 gene network model and CpG methylation model. We consider the same pluripotency network as above, however, the complex $[N[T]]$ regulates the promoters differently.

For Fig. 5 we assume the impact of the complex formation on the network to be proportional to the fraction of unmethylated CpG sites, $U(P)$, for the corresponding promoter. Other functions could be used, for instance, a step function. A certain number of CpG sites would then have to be unmethylated in order to express the gene. Additionally we assume the demethylation recruitment $\kappa$ in the methylation model to be proportional to the complex formation of $[N[T]]$.

$$A([N[T]], O_{total}) = U(O_{total})$$

$$A([N[T]], T_{total}) = U(T_{total})$$

$$\kappa = c \cdot [N[T]]$$

The fraction of unmethylated CpG sites is determined by the stochastic simulations described above and is incorporated in the simulations of the network. The CpG sites are simulated with a time step that is a factor $\tau$ times the time step used in the deterministic simulations of $N_{total}^T$, $N_{total}^U$ and $T_{total}$. The total expression levels are simulated as before, however $A([N[T]], O_{total})$ and $A([N[T]], T_{total})$ are updated every time the CpG sites are simulated. At the same time, $\kappa$ is updated from the value of $[N[T]]$. We used the same parameters as before while the additional parameters are $\tau = 10$ and $c = 24$. The parameters $\tau$ and $c$ are not measured experimentally and the optimal values for them are discussed in Supplementary material.

**References**

1. Evans, M. J. & Kaufman, M. H. Establishment in culture of pluripotential cells from mouse embryos. Nature **292**, 154176 (1981).
2. Martin, G. R. Isolation of a pluripotent cell line from early mouse embryos cultured in medium conditioned by teratocarcinoma stem cells. Proc. Natl. Acad. Sci. USA **78**, 76341738 (1981).
3. Takahashi, K. & Yamanaka, S. Induction of pluripotent stem cells from mouse embryonic and adult fibroblast cultures by defined factors. Cell **126**, 663176 (2006).
4. Takahashi, K. et al. Induction of Pluripotent Stem Cells from Adult Human Fibroblasts by Defined Factors. Cell **131**(5), 86172, doi: 10.1016/j.cell.2007.11.019, PMID 18035408 (2007).
5. Yu, J. et al. Induced pluripotent stem cell lines derived from human somatic cells. Science advance, doi: 10.1126/science.1151526 (2007).
6. Niwa, H., Miyazaki, J. & Smith, A. G. Quantitative expression of Oct-3/4 defines differentiation, dedifferentiation or self-renewal of ES cells. Nat. Genet. **24**, 372176 (2000).
7. Masui, S. et al. Pluripotency governed by Sox2 via regulation of Oct3/4 expression in mouse embryonic stem cells. Nat. Cell. Biol. **9**, 625175 (2007).
8. Chambers, I. et al. Nanog safeguards pluripotency and mediates germline development. Nature **450**, 12301734 (2007).
9. Nichols, J. & Smith A. Pluripotency in the embryo and in culture. Cold Spring Harb. Perspect. Biol. **4**, a008128 (2012).
10. Boyer, L. A. et al. Core transcriptional regulatory circuitry in human embryonic stem cells. Cell **122**, 947176 (2005).
11. Loh, Y. H. et al. The Oct4 and Nanog transcription network regulates pluripotency in mouse embryonic stem cells. Nat. Genet. **38**, 431170 (2006).
12. Young, R. A. Control of the embryonic stem cell state. Cell. 144, 940174 (2011).
13. Kalmar, T. et al. Regulated Fluctuations in Nanog Expression Mediate Cell Fate Decisions in Embryonic Stem Cells. PLoS Biol 7(7), e1000149 (2009).
14. Osorno, R. & Chambers, I. Transcription factor heterogeneity and epiblast pluripotency. Phil. Trans. R. Soc. B 366, 2230–2237 (2011).
15. Glauze, I., Herberg, M. & Roeder, I. Nanog Variability and Pluripotency Regulation of Embryonic Stem Cells - Insights from a Mathematical Model Analysis. PLoS One 5(6), e11238 (2010).
16. Chickarmane, V., Oliariu, V. & Peterson, C. Probing the role of stochasticity in a model of the embryonic stem cell heterogeneous gene expression and reprogramming efficiency. BMC System Biology 13(6), 98 (2012).
17. Singer, Z. S. et al. Dynamic Heterogeneity and DNA Methylation in Embryonic Stem Cells. Mol Cell. 55(2), 319171 (2014).
18. Wray, J., Kalkan, T. & Smith, A. G. The ground state of pluripotency. Biochem Soc Trans 38, 1027–1032 (2010).
19. Smith, A. G. Nanog Heterogeneity: Tilting at Windmills? Cell Stem Cell 31(3), 6–7 (2013).
20. Matsui, K. et al. The homeoprotein Nanog is required for maintenance of pluripotency in mouse epiblast and ES cells. Cell 113(5), 631–42 (2003).
21. Silva, J. et al. Nanog Is the Gateway to the Pluripotent Ground State. Cell 138(4), 722–737 (2009).
22. Yuan, H., Corbi, N., Basilio, C. & Dailey, L. Developmental-specific activity of the FGF-4 enhancer requires the synergistic action of Sox2 and Oct-3. Genes Dev 9, 26351745 (1995).
23. Nichols, J. Formation of pluripotent stem cells in the mammalian embryo depends on the POU transcription factor Oct4. Cell 95, 379171 (1998).
24. Frum, T. et al. Oct4 cell-autonomous promotes primitive endoderm development in the mouse blastocyst. Dev. Cell 25, 610172 (2013).
25. Tan, M. et al. An Oct4-Sall4-Nanog network controls developmental progression in the pre-implantation mouse embryo. Mol. Syst. Biol. 9, 632 (2013).
26. Radzisheuskaya, A. et al. A defined Oct4 level governs cell state transitions of pluripotency entry and differentiation into all embryonic lineages. Nat Cell Biol. 15(6), 579–90 (2013).
27. Karwacki-Neisius, V. et al. Reduced Oct4 Expression Directs a Robust Pluripotent State with Distinct Signaling Activity and Increased Nanog Occupancy in Oct4 and Nanog. Cell Stem Cell 12(5), 533–45 (2013).
28. Kim, J. B. et al. Oct-4 induced pluripotency in adult neural stem cells. Cell. 136, 411–419 (2009).
29. Tsai, S. Y. et al. Single transcription factor reprogramming of hair follicle dermal papilla cells to induced pluripotent stem cells. Stem Cells 29, 964–971 (2011).
30. Wu, T. et al. Reprogramming of trophoblast stem cells into pluripotent stem cells by Oct4. Stem Cells. 29, 755–763 (2011).
31. Samavarchi-Tehrani P. et al. Functional genomics reveals a BMP-driven mesenchymal-to-epithelial transition in the initiation of somatic cell reprogramming. Cell Stem Cell. 7, 64–77 (2010).
32. Li, R. et al. A mesenchymal-to-epithelial transition initiates and is required for the nuclear reprogramming of mouse fibroblasts. Cell Stem Cell. 7, 51–63 (2010).
33. You, J. S. et al. OCT4 establishes and maintains nucleosome-depleted regions that provide additional layers of epigenetic regulation of its target genes. Proc. Natl. Acad. Sci. USA 108, 14497–14502 (2011).
34. Loh, Y. H. et al. Mjmd1a and Mjmd2c histone H3 Lys 9 demethylases regulate self-renewal in embryonic stem cells. Genes Dev. 21, 2545–2557 (2007).
35. Radzisheuskaya, A. & Silva, J. Do all roads lead to Oct4? The emerging concepts of induced pluripotency. Trends Cell Biol. 24(5), 275–284 (2014).
36. Tahiliani, M. et al. Conversion of 5-methylcytosine to 5-hydroxymethylcytosine in mammalian DNA by MLL partner TET1. Science. 324, 930175 (2009).
37. Williams, K. et al. TET1 and hydroxymethylcytosine in transcription and DNA methylation fidelity. Nature 473(7347), 343–348 (2011).
38. Koh, K. P. et al. Tet1 and Tet2 regulate 5-hydroxymethylcytosine production and cell lineage specification in mouse embryonic stem cells. Cell Stem Cell. 8(2), 200–13. doi: 10.1016/j.stem.2011.01.008 (2011).
39. Soini, A. et al. Dynamic switching of active promoter and enhancer domains regulates Tet1 and Tet2 expression during cell state transitions between pluripotency and differentiation. Molecular and Cellular Biology 35(6), 1026–1042 (2015).
40. Gao, Y. et al. Replacement of Oct4 by Tet1 during iPSC induction reveals an important role of DNA methylation and hydroxymethylation in reprogramming. Cell Stem Cell. 12, 453–469 (2013).
41. Wu, H. et al. Dual functions of Tet1 in transcriptional regulation in mouse embryonic stem cells. Nature. 473, 389–393 (2011).
42. Costa, Y. et al. NANOG-dependent function of TET1 and TET2 in establishment of pluripotency. Nature. 495, 370–374 (2013).
43. Wu, H. et al. Genome-wide analysis of 5-hydroxymethylcytosine distribution reveals its dual function in transcriptional regulation in mouse embryonic stem cells. Genes Dev. 25, 679174 (2011).
44. Carey, B. W. et al. Reprogramming factor stoichiometry influences the epigenetic state and biological properties of induced pluripotent stem cells. Cell Stem Cell. 9, 588–598 (2011).
45. Papapetrou, E. P. et al. Stoichiometric and temporal requirements of Oct4, Sox2, Klf4, and c-Myc expression for efficient human iPSC induction and differentiation. Proc. Natl. Acad. Sci. USA 106, 12759–12764 (2009).
46. Nagamatsu, G. et al. Optimal ratio of transcription factors for somatic cell reprogramming. J. Biol. Chem. 287, 3627317282 (2012).
47. Carter, A. C., Davis-Dusenberg, B. N., Koszka, K., Ichida, J. K. & Eggan, K. Nanog-independent reprogramming to iPSCs with nanog loss. Stem Cell Reports 2(2), 119176 (2014).
48. Schwarz, B. A., Bar-Nur, O., Silva, J. C. & Hochdilinger, K. Nanog is Dispensable for the Generation of Induced Pluripotent Stem Cells. Current Biology:CB 24(3), 347170 (2014).
49. Smith, A. et al. Inhibition of pluripotential embryonic stem cell differentiation by purified polypeptides. Nature 336, 688–690 (1988).
50. Smith, A. G. Embryo-derived stem cells of mice and men. Annu. Rev. Cell Dev. Biol. 17, 435–462 (2001).
51. Duval, D., Malais17, M., Reinhardt, B., Kedingcr, C. & Bocuef, H. A p38 inhibitor allows to dissociate differentiation and apoptotic processes triggered upon LIF withdrawal in mouse embryonic stem cells. Cell Death Differ. 11(3), 331–41(2004).
52. Ying, Q.-L. et al. BMP Induction of Id Proteins Suppresses Differentiation and Sustains Embryonic Stem Cell Self-Renewal in Collaboration with STAT3. Cell. 115, 281–292 (2011).
53. Jeltsch, A. & Jurkowska, R. Z. New concepts in DNA methylation. Trends in biochemical sciences. 39(7), 310–318 (2014).
54. Deaton, A. M. & Bird, A. CpG islands and the regulation of transcription. Genes & development 25(10), 1010–1022 (2011).
55. Williams, K., Christensen, J. & Helin, K. DNA methylation: TET proteins - guards of CpG islands? EMBO reports 13(1), 28–35 (2011).
56. Yamazaki, Y. et al. Gradual DNA demethylation of the Oct4 promoter in cloned mouse embryos. Molecular reprogramming and Development 73, 180–188 (2006).
57. Dodd, I. B., Mischeen, M. A., Sneepen, K. & Thon, G. Theoretical analysis of epigenetic cell memory by nucleosome modification. Cell 129(4), 813–822 (2007).
58. Haerter, J. et al. Collaboration between CpG sites is needed for stable somatic inheritance of DNA methylation states. Nucleic acids research doi: 10.1093/nar/gkt1235 (2013).
59. Alsing, A. K. & Sneppen, K. Differentiation of developing olfactory neurons analysed in terms of coupled epigenetic landscapes. Nucleic acids research 41(9), 4755–4764 (2013).
60. Wu, H. & Zhang, Y. Reversing DNA methylation: mechanisms, genomics, and biological functions. Cell 156(1), 45–68 (2014).
61. Sun, M. et al. HMG12/TET1/HOXA9 signaling pathway regulates breast cancer growth and metastasis. Proceedings of the National Academy of Sciences 110(24), 9920–9925 (2013).
62. Hanna, J. et al. Direct cell reprogramming is a stochastic process amenable to acceleration. Nature 462(7273), 595–601 (2009).
63. Lovkyst C. et al. DNA methylation in human epigenomes depends on local topology of CpG sites. Nucleic Acids Res. doi: 10.1093/nar/gkw124 (2016).
64. Goutelle, S. et al. The Hill equation: a review of its capabilities in pharmacological modelling. Fundam Clin Pharmacol. 22(6), 633–48. doi: 10.1111/j.1472-8206.2008.00633 (2008).
65. Chu, M., Zabet, N. R. & Mitavskiy, B. Models of transcription factor binding: Sensitivity of activation functions to model assumptions. Journal of Theoretical Biology 257(3), 419–429 (2009).
66. Dawlaty, M. M. et al. Tet1 is dispensable for maintaining pluripotency and its loss is compatible with embryonic and postnatal development. Cell Stem Cell 9, 166–175 (2011).
67. Gillespie, D. A general method for numerically simulating the stochastic time evolution of coupled chemical reactions. Journal of computational physics 22(4), 403–434 (1976).

Acknowledgements
We would like to thank Dr. Kian Koh and Dr. Hanna Peradziryi for comments that greatly improved the manuscript. V.O., C.L. and K.S. acknowledge financial support from the Danish National Research Foundation through the Center for Models of Life.

Author Contributions
V.O. conceived the project, developed the simulation and analysis programs, analyzed the data and wrote the manuscript. C.L. conceived the project, developed the simulation and analysis programs, analyzed the data and wrote the manuscript. K.S. conceived the project, developed the simulation and analysis programs, analyzed the data and wrote the manuscript.

Additional Information
Supplementary information accompanies this paper at http://www.nature.com/srep

Competing financial interests: The authors declare no competing financial interests.

How to cite this article: Olariu, V. et al. Nanog, Oct4 and Tet1 interplay in establishing pluripotency. Sci. Rep. 6, 25438; doi: 10.1038/srep25438 (2016).

This work is licensed under a Creative Commons Attribution 4.0 International License. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in the credit line; if the material is not included under the Creative Commons license, users will need to obtain permission from the license holder to reproduce the material. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/