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Abstract

Energy detection is widely used in cognitive radio due to its low complexity. One fundamental challenge is that its performance degrades in the presence of noise uncertainty, which inevitably occurs in practical implementations. In this work, three novel detectors based on uniformly distributed noise uncertainty as the worst-case scenario are proposed. Numerical results show that the new detectors outperform the conventional energy detector with considerable performance gains.
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I. INTRODUCTION

Cognitive radio is considered to be a solution to the problems of spectrum under-utilization and “spectrum scarcity” [1]. The IEEE 802.22 Working Group has developed a standard for wireless regional area networks (WRAN) based on cognitive radio, which can operate on unused digital TV broadcast bands. In order to avoid interfering the primary services, the main task of
WRAN is to detect the presence of the primary users. Many spectrum sensing methods have been proposed in the literature which can be mainly divided into three types: energy detection [2], matched-filter detection [3] and feature detection [4]. Among them, energy detection does not need any information about the primary signals and is widely used due to its simplicity [2]. Most works on energy detection assume that the noise power is accurately known. In reality, it is very difficult to obtain the accurate value of the noise power, leading to noise uncertainty [5]. The noise uncertainty can severely degrade the performance of energy detection [6].

In this work, three new energy detection schemes are proposed by using the distribution of the noise power in energy detection to remove the need for the noise power in the detector such that noise uncertainty can be avoided and energy detection can be improved. To do this, uniformly distributed noise power is adopted as the worst-case scenario, as the value of the noise power is equally likely across a certain interval. This uniform distribution is for noise power, not for noise uncertainty.

Numerical results show that the proposed new schemes have better performances than the conventional energy detector with noise uncertainty. They also show that even when there is a mismatch between the assumed uniform distribution and the actual distribution of the noise power, the new schemes still have considerable performance gains, verifying the robustness of the new schemes. Although the average likelihood ratio test (ALRT) [7] is not a new method and has been applied in many other works, the detectors from it are new and represent novelty. Due to the limited space, only the most relevant references on ALRT are discussed here, although there are other less relevant references on feature detectors.

II. System Model

Consider the binary hypothesis testing problem for energy detection as

\[ H_0 : \quad x[i] = w[i] \]
\[ H_1 : \quad x[i] = s[i] + w[i] \]  \hspace{1cm} (1)
where $H_0$ represents the hypothesis that the signal is absent, $H_1$ indicates the hypothesis that the signal is present, $i = 1, 2, ..., N$ index the $N$ signal samples, $s[i]$ is the Gaussian signal with mean zero and variance $\beta^2$ [3, pp. 142], and $w[i]$ is the additive white Gaussian noise with mean zero and variance $\sigma^2$. This assumption of Gaussian signal is widely used in previous works [3]. The Neyman-Pearson (NP) rule is commonly used. The performance of NP detection is measured by the pair of the detection probability $P_d$ and the false alarm probability $P_{fa}$. Similar to [2]–[4], this work does not consider the traffic load, which is the case when the primary user has very light traffic.

From (1), one can get the probability density function (PDF) of $x[i]$ under $H_1$ as

$$f(x[i]|H_1, \sigma^2) = \frac{1}{\sqrt{2\pi (\beta^2 + \sigma^2)}} e^{-\frac{x[i]^2}{2(\beta^2 + \sigma^2)}}$$

and the PDF of $x[i]$ under $H_0$ as

$$f(x[i]|H_0, \sigma^2) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{x[i]^2}{2\sigma^2}}.$$  

Then, $X \sim \mathcal{N}(0, \sigma I)$ under $H_0$ and $X \sim \mathcal{N}(0, (\sigma^2 + \beta^2)I)$ under $H_1$. The likelihood ratio test can be constructed according to [3, eq. (5.1)] as

$$L_1'(X) = \frac{f(X|H_1, \sigma^2)}{f(X|H_0, \sigma^2)} H_1 \frac{\gamma_1'}{H_0}$$

where $\gamma_1'$ is the detection threshold and

$$f(X|H_1, \sigma^2) = \frac{1}{[2\pi (\beta^2 + \sigma^2)]^{N/2}} e^{-\frac{\sum_{i=1}^{N} x[i]^2}{2(\beta^2 + \sigma^2)}},$$

$$f(X|H_0, \sigma^2) = \frac{1}{(2\pi \sigma^2)^{N/2}} e^{-\frac{\sum_{i=1}^{N} x[i]^2}{2\sigma^2}}.$$  

Thus, one has from (4)

$$L_1(X) = \sum_{i=1}^{N} x[i]^2 H_1 \frac{\gamma_1}{H_0}$$

Denote the false alarm probability as

$$P_{fa} = Pr\{L_1(X) > \gamma_1|H_0\},$$
and the detection probability as

\[ P_d = Pr\{L_1(X) > \gamma_1|H_1\}. \]  

(9)

Therefore, the threshold \( \gamma_1 \) can be determined as \( \text{(3), pp. 143} \)

\[ \gamma_1 = Q^{-1}_\chi^2(P_{fa}, \sigma^2), \]  

(10)

where \( Q^{-1}_\chi^2 \) is the right-tail probability for a \( \chi^2 \) random variable with \( N \) degrees of freedom and \( Q^{-1}_\chi^2 \) is the inverse function of \( Q_\chi^2 \). This detector requires knowledge of the noise power \( \sigma^2 \) in order to calculate the detection threshold. In practice, \( \sigma^2 \) has to be estimated and the estimation error is random \( \text{(6)} \). As a result, the estimate of \( \sigma^2 \) used in the detection is also a random variable. This noise uncertainty leads to detection errors in \( \text{(7)} \). The proposed new detectors will not suffer from this estimation error and thus outperform \( \text{(7)} \).

Using the maximum likelihood method to estimate \( \sigma^2 \) with \( K \) samples, the PDF of the estimate is \( \text{(8)} \)

\[ f(\hat{\sigma}^2) = K \frac{2^{-K/2} \sigma^{-K} (K \hat{\sigma}^2)^{(K-1)/2} e^{-K \hat{\sigma}^2 / 2 \sigma^2}}{\Gamma\left(\frac{K}{2}\right)}. \]  

(11)

where \( \hat{\sigma}^2 \) is the estimate of the noise power \( \sigma^2 \). Note that this estimator \( \hat{\sigma}^2 \) uses pilot symbols in the training period of the secondary user. Such pilot symbols are not available from the primary user for spectrum sensing and thus, matched-filter detection cannot be used. Denote the detector in \( \text{(7)} \) as the NP-LRT detector, which is the conventional energy detector using the maximum likelihood estimate of the noise power.

One way of avoiding the noise uncertainty in \( \text{(7)} \) is to remove the use of \( \sigma^2 \) in the detection. This can be achieved by averaging the likelihood function or the likelihood ratio over the distribution of \( \sigma^2 \) based on the ALRT principle. References \( \text{(9)} \) and \( \text{(10)} \) analyzed the detector performance by averaging \( P_d \) and \( P_{fa} \). They did not average the decision variable to eliminate the noise uncertainty. We assume that \( \sigma^2 \) is uniformly distributed over a certain interval as \( \sigma^2 \in (\Delta_{min}, \Delta_{max}) \), with the PDF of

\[ f(\sigma^2) = \frac{1}{\Delta_{max} - \Delta_{min}}. \]  

(12)
Uniform distribution has been widely used as a universal non-informative prior in many applications [11], especially when the parameter space is finite but the value and the distribution are unknown [12]. Compared with other distributions, such as log-normal distribution, the PDF of the uniform distribution has a simple structure and therefore closed-form energy detectors can be derived. Also, uniform distribution can be regarded as the worst-case scenario because the noise power is equally likely anywhere in the whole interval [13]. Thus, this is a very useful benchmark. In reality, the noise power equals $N_0B$, where $N_0$ is the single-sided power spectral density and $B$ is the bandwidth. Further, $N_0 = kT$ where $k$ is the Boltzman constant and $T$ is the temperature. Thus, as long as $B$ is fixed and $T$ is uniformly distributed over a certain interval with limited low temperature and high temperature, the noise power is also uniformly distributed in this case. Most receivers do have an operating range of temperature, which can be used to determine $\Delta_{min}$ and $\Delta_{max}$ together with $B$ and $k$. Note that in realistic situation, one also needs to consider electrical and thermal noise, frequency response and other factors, but to simplify the detector, this work only considers the ideal situation where $N_0 = kT$. In the realistic situation, one can assume the noise power equals $KN_0B$, where $K$ is a constant which takes electrical noise, frequency influence and other factors into account.

III. NEW ENERGY DETECTORS

In this section, three new detectors based on the uniform distribution of $\sigma^2$ are proposed. The first one is denoted as NP-AVE detector which averages the likelihood function of each sample over the uniform distribution of $\sigma^2$. The second one is denoted as NP-AVN detector which averages the overall likelihood function of all the samples over the uniform distribution of $\sigma^2$. It is very difficult to obtain the exact average likelihood ratio over the uniform distribution of $\sigma^2$. Thus, this work conducts averaging over the numerator and the denominator separately to obtain tractable approximate detectors. This is somewhat brute-forced but still useful. The third one is denoted as the NP-LLR detector, which is obtained by averaging the log-likelihood ratio over the distribution of $\sigma^2$. Note that there are no closed-form expressions of $P_d$ and $P_{fa}$ for
the NP-AVE and NP-AVN detectors and one has to calculate them by numerical integrations. For the NP-LLR detector, the closed-form expression is available and will be provided.

A. NP-AVE detector

One can get NP-AVE detector as

\[ L_2(X) = \prod_{i=1}^{N} \frac{f(x[i]|H_1)}{f(x[i]|H_0)} \begin{cases} H_1 & \text{if } \frac{H_1}{H_0} > \gamma_2 \\ H_0 & \text{if } \frac{H_1}{H_0} < \gamma_2 \end{cases} \] (13)

where \( \gamma_2 \) is the detection threshold and

\[
f(x[i]|H_1) = (\Delta_{\text{max}} - \Delta_{\text{min}}) \left( \sqrt{\frac{2}{\pi}} (\beta^2 + \Delta_{\text{max}}) e^{-\frac{x[i]^2}{2(\beta^2 + \Delta_{\text{max}})}} - \sqrt{\frac{2}{\pi}} (\beta^2 + \Delta_{\text{min}}) e^{-\frac{x[i]^2}{2(\beta^2 + \Delta_{\text{min}})}} \right) + x[i] \text{Erf} \left( \frac{x[i]}{\sqrt{2(\beta^2 + \Delta_{\text{max}})}} \right) - x[i] \text{Erf} \left( \frac{x[i]}{\sqrt{2(\beta^2 + \Delta_{\text{min}})}} \right),
\] (14)

and

\[
f(x[i]|H_0) = (\Delta_{\text{max}} - \Delta_{\text{min}}) \left( \sqrt{\frac{2}{\pi}} \Delta_{\text{max}} e^{-\frac{x[i]^2}{2\Delta_{\text{max}}}} - \sqrt{\frac{2}{\pi}} \Delta_{\text{min}} e^{-\frac{x[i]^2}{2\Delta_{\text{min}}}} + x[i] \text{Erf} \left( \frac{x[i]}{\sqrt{2\Delta_{\text{max}}}} \right) - x[i] \text{Erf} \left( \frac{x[i]}{\sqrt{2\Delta_{\text{min}}}} \right) \right). \] (15)

**Proof**: See Appendix. A.

Due to the complexity of the decision variable in (13), the detection threshold \( \gamma_2 \) will be calculated by simulation.

B. NP-AVN detector

The NP-AVN detector is derived as

\[
L_3(X) = \left( (\beta^2 + \Delta_{\text{max}})^{1-N/2} EI \left( 2 - \frac{N}{2}, \frac{\sum_{i=1}^{N} x[i]^2}{2(\beta^2 + \Delta_{\text{max}})} \right) - (\beta^2 + \Delta_{\text{min}})^{1-N/2} \times EI \left( 2 - \frac{N}{2}, \frac{\sum_{i=1}^{N} x[i]^2}{2(\beta^2 + \Delta_{\text{min}})} \right) \right) / (\Delta_{\text{max}})^{1-N/2} EI \left( 2 - \frac{N}{2}, \frac{\sum_{i=1}^{N} x[i]^2}{2\Delta_{\text{max}}} \right) - (\Delta_{\text{min}})^{1-N/2} EI \left( 2 - \frac{N}{2}, \frac{\sum_{i=1}^{N} x[i]^2}{2\Delta_{\text{min}}} \right) \begin{cases} H_1 & \text{if } \frac{H_1}{H_0} > \gamma_3 \\ H_0 & \text{if } \frac{H_1}{H_0} < \gamma_3 \end{cases} \] (16)
where the exponential integral function \( EI(n, z) = \int_1^\infty \frac{e^{-zt}}{t^n} dt \) and \( \gamma_3 \) is the detection threshold of the NP-AVN detector.

**Proof:** See Appendix. B.

Again, due to the complicated structure of the decision variable in (16), \( \gamma_3 \) has to be calculated via simulation.

### C. NP-LLR detector

From (7), one has

\[
L_4(X) = \sum_{i=1}^{N} x_i^2 \begin{cases} \geq \gamma_4 & H_1 \\ < \gamma_4 & H_0 \end{cases}
\]  

(17)

Then, one can get \( P_{fa} \) as

\[
P_{fa} = \left( 2^{1-\frac{N}{2}} \gamma_4^{N/2} \left( \frac{\Delta_{min} - \Delta_{max}}{2} \right) + (\Delta_{min}(N-2) - \gamma_4) \right)
\]  

\[
\Gamma\left( \frac{N}{2}, \frac{\gamma_4}{2\Delta_{min}} \right) - (\Delta_{max}(N-2) - \gamma_4) \Gamma\left( \frac{N}{2}, \frac{\gamma_4}{2\Delta_{max}} \right) \right) / ((N-2)(\Delta_{min} - \Delta_{max})
\]  

(18)

and \( P_d \) as

\[
P_d = \left( 2^{1-\frac{N}{2}} \gamma_4^{N/2} \left( (\Delta_{min} + \beta^2)1-\frac{\Delta_{min} + \beta^2}{2\Delta_{max} + \beta^2} \right) - (\Delta_{max} + \beta^2)1-\frac{\Delta_{max} + \beta^2}{2\Delta_{max} + \beta^2} \right)
\]  

\[
+ ((N-2)(\Delta_{min} + \beta^2) - \gamma_4) \Gamma\left( \frac{N}{2}, \frac{\gamma_4}{2(\Delta_{min} + \beta^2)} \right) - ((N-2)(\Delta_{max} + \beta^2) - \gamma_4)
\]  

\[
\times \Gamma\left( \frac{N}{2}, \frac{\gamma_4}{2(\Delta_{max} + \beta^2)} \right) \right) / ((N-2)(\Delta_{min} - \Delta_{max})\Gamma\left( \frac{N}{2} \right)
\]  

(19)

**Proof:** See Appendix. C.

Using (18), the detection threshold can be determined as

\[
\gamma_4 = P_{fa}^{-1}(\Delta_{min}, \Delta_{max}).
\]

(20)

where \( P_{fa}^{-1}(\cdot, \cdot) \) is the inverse function of \( P_{fa}(\cdot, \cdot) \) with parameters \( \Delta_{min} \) and \( \Delta_{max} \). Denote the detector in (17) as Neyman-Pearson log-likelihood ratio (NP-LLR) detector. The receiver operating characteristic (ROC) curve for NP-LLR detector can be easily obtained using (20) in (19). Note that (17) has the same decision variable as the conventional detector in (7). However,
the detection threshold in (7) depends on the noise power and thus suffers from noise uncertainty, while the detection threshold in (20) is independent of noise power such that (17) does not have noise uncertainty. Thus, they are different. Note that the new detectors do use the extra knowledge of the interval and the distribution of the noise power. This can be considered as a stochastic maximum likelihood method when the unknown parameter is eliminated by averaging over its distribution. The values of $\Delta_{max}$ and $\Delta_{min}$ are easier to obtain than $\sigma^2$, as they are only determined by the upper and lower limits of the possible range of $\sigma^2$. In practice, they can be calculated from the operating range of the receiver temperature when the bandwidth is fixed. Note also that all the detectors are compared based on the assumption of independent samples. This assumption has been widely used in the literature [15]. For the noise samples, this can be achieved by Nyquist sampling. For the signal samples, this can be achieved when the Doppler shift is large or the sampling interval is large.

IV. NUMERICAL RESULTS AND DISCUSSION

In this section, the performances of the conventional detector with the maximum likelihood estimate given in Section 2 and the three new detectors derived in Section 3 are evaluated via computer simulation. Define the received signal power as $P = \beta^2$ and assume that the noise power $\sigma^2$ is uniformly distributed over the interval $(\Delta_{min}, \Delta_{max})$. Define $SNR = \frac{2P}{\Delta_{max}+\Delta_{min}}$. In all the figures, “NP-LRT” refers to the conventional detector in (7), “NP-AVE” refers to the new detector in (13), “NP-AVN” corresponds to the new detector in (16) and “NP-LLR” refers to the new detector in (17). The thresholds $\gamma_2$ and $\gamma_3$ are calculated from $10^6$ Monte Carlo trials using the NP rule while the threshold $\gamma_1$ and the threshold $\gamma_4$ are calculated by (10) and (20), respectively. Also, assume that the bandwidth is $B = 6MHz$ and $K = 4 \times 10^{13}$, together with the Boltzmann constant $k = 1.38 \times 10^{-23}$. Then, the noise power of 0.5, 0.7, 1.3, 1.5 in the simulation below correspond to the temperature of 150K, 210K, 391K, 451K, respectively.

Fig. 1 compares the ROC curves for the NP-AVN, NP-AVE, NP-LLR and NP-LRT using maximum likelihood estimate with $K = 10$ or $K = 20$ at $P = 0.5$ and $N = 20$. Fig. 1(a)
considers the noise interval as $\Delta_{\text{min}} = 0.7$ and $\Delta_{\text{max}} = 1.3$ while Fig. 1(b) enlarges the noise interval to $\Delta_{\text{min}} = 0.5$ and $\Delta_{\text{max}} = 1.5$. One can see that the performances of these four detectors degrade when the noise interval increases, as expected. On the other hand, the performance gains of the new detectors over the conventional detector are large but decrease when the noise interval increases.

Fig. 2 compares the ROC curves for the NP-A VN, NP-A VE, NP-LLR and NP-LRT with $K = 10$ or $K = 20$ at $N = 40$, $\Delta_{\text{min}} = 0.5$ and $\Delta_{\text{max}} = 1.5$ for different $P$. One can see that the performance gains of these new detectors increase when the received signal power increases. Also, one can see from Fig. 1(b) and Fig. 2(a) that the performance gains of the new detectors over the conventional detector increase when $N$ increases. The performance gains of the new detectors over the conventional detector are still substantial even at low SNRs.

Fig. 3 compares the ROC curves for the NP-A VN, NP-A VE, NP-LLR and NP-LRT at $P = 1.8$ and $N = 40$ when the noise power follows a log-normal distribution with variance $\sigma_n^2$ and the uniform distribution in the interval between $\Delta_{\text{min}} = \frac{1}{2}$ and $\Delta_{\text{max}} = 2$. Fig. 3(a) considers $\sigma_n^2 = 1$ while Fig. 3(b) reduces the variance to $\sigma_n^2 = 0.1$. These figures are used to examine the effect of mismatch between assumed and actual noise power distributions on the performances of the new detectors, as the simulated samples are generated using log-normal distribution while the derivation in Section 3 assumes a uniform distribution. One can see that the three new detectors based on the uniform distribution still have considerable gains over the conventional detector even when the actual noise power follows a log-normal distribution. Moreover in Fig. 3(a), one can see that the performances of the new detectors do degrade for small values of $P_{fa}$ when there is a mismatch. However the performance degradation is quite small compared to their performance gains over the conventional detector. On the other hand, when the variance of log-normal distribution decreases, the gain of our new detectors over the conventional one increases.

Fig. 4 compares the ROC curves for the NP-A VN, NP-A VE, NP-LLR and NP-LRT at $P = 0.5$, $N = 20$, $\Delta_{\text{min}} = 0.7$ and $\Delta_{\text{max}} = 1.3$ when the interference is assumed to follow a normal
Fig. 1. ROC curves for $P = 0.5$ and $N = 20$. (a) $\Delta_{\text{min}} = 0.7$ and $\Delta_{\text{max}} = 1.3$. (b) $\Delta_{\text{min}} = 0.5$ and $\Delta_{\text{max}} = 1.5$. 
Fig. 2. ROC curves for $N = 40$, $\Delta_{\text{min}} = 0.5$ and $\Delta_{\text{max}} = 1.5$. (a) $P = 0.5$. (b) $P = 1$. 
Fig. 3. ROC curves for $P = 1.8$, $N = 40$, $\Delta_{\text{min}} = \frac{1}{4}$ and $\Delta_{\text{max}} = 2$ when noise power follows a log-normal distribution with variance $\sigma_n^2$ while assuming a uniform distribution. (a) $\sigma_n^2 = 1$ (b) $\sigma_n^2 = 0.1$. 
distribution with variance $\eta = 0.3$. This figure is used to examine the performances of new detectors over the conventional detector when the interference exists. Comparing Fig. 4 with Fig. 1 (a), one can see that, although the performances of new detectors degrade, there is still considerable gain of the new detectors over the conventional one in Fig. 4. Therefore, our new detectors are still useful even when interference exists.

As expected, one can see from these figures that the performance of NP-LRT detector improves when the number of samples increases. Also, one can find the NP-LLR detector gives the best detection performance while the conventional NP-LRT detector has the worst performance. Although the NP-AVN, NP-AVE and NP-LLR detectors have very close performances, they have different structures and complexities. NP-AVN detector has a slightly better performance but a more complicated structure than the NP-AVE detector because it includes exponential integral function. Specifically, NP-AVN detector takes 0.54 seconds while NP-AVE detector only takes 0.001 seconds in Matlab R2013a simulation using a computer with 64-bit operation system,
CPU i7-2600 and 4G memory. Moreover, the NP-LLR detector has closed-form expressions for the threshold, the detection probability and the false alarm probability. Thus, one can choose the suitable detector according to their application for different performances or complexities. We have also found that the NP-AVN detector is more robust than NP-AVE detector to the mismatch between the assumed noise power interval and the true noise power interval.

V. CONCLUSION

New energy detectors based on the uniform distribution of the noise power have been proposed. Numerical results have shown that these new detectors outperform the conventional detector in the presence of noise uncertainty. The performance gain depends on the received signal power, the noise power interval and the number of samples. This gain is achieved by using the extra knowledge of the uniform distribution and comparison of these detectors reveals the effect of this extra knowledge and therefore is useful. The new detectors however have similar performances, as can be seen from the figures.

APPENDIX A: DERIVATION OF THE NP-AVE DETECTOR

In this case, the averaged likelihood function under hypothesis $H_1$ becomes

$$f(x[i]|H_1) = \int_{\Delta_{min}}^{\Delta_{max}} f(x[i]|H_1, \sigma^2) f(\sigma^2) d\sigma^2,$$

and the averaged likelihood function under $H_0$ becomes

$$f(x[i]|H_0) = \int_{\Delta_{min}}^{\Delta_{max}} f(x[i]|H_0, \sigma^2) f(\sigma^2) d\sigma^2.
\text{(22)}$$

Using the independence of samples, Erf$(z) = \frac{2}{\sqrt{\pi}} \int_{0}^{z} e^{-t^2} dt$ [16] and equation (12), one can get (14) and (15).

APPENDIX B: DERIVATION OF THE NP-AVN DETECTOR

In this case, by averaging the joint PDF of all samples over $\sigma^2$ under hypothesis $H_1$, (5) becomes

$$f(X|H_1) = \int_{\Delta_{min}}^{\Delta_{max}} f(X|H_1, \sigma^2) f(\sigma^2) d\sigma^2$$

\text{(23)}
which gives
\[
 f(X|H_1) = \frac{(2\pi)^{-N/2}}{(\Delta_{\text{max}} - \Delta_{\text{min}})} \left( \frac{\sum_{i=1}^{N} x[i]^2}{2} \right)^{1-N/2} \Gamma \left( \frac{N}{2} - 1, \frac{\sum_{i=1}^{N} x[i]^2}{2 (\beta^2 + \Delta_{\text{max}})} \right) - \\
 \left( \frac{\sum_{i=1}^{N} x[i]^2}{2} \right)^{1-N/2} \Gamma \left( \frac{N}{2} - 1, \frac{\sum_{i=1}^{N} x[i]^2}{2 (\beta^2 + \Delta_{\text{max}})} \right)
\]  
which gives
\[
 f(X|H_0) = \int_{\Delta_{\text{min}}}^{\Delta_{\text{max}}} f(X|H_0, \sigma^2) f(\sigma^2) d\sigma^2
\]

where the incomplete gamma function is given by
\[
 \Gamma(a, z) = \int_{z}^{\infty} t^{a-1} e^{-t} dt
\]

Similarly, under hypothesis $H_0$, the averaged likelihood function is
\[
 f(X|H_0) = \int_{\Delta_{\text{min}}}^{\Delta_{\text{max}}} f(X|H_0, \sigma^2) f(\sigma^2) d\sigma^2
\]

which gives
\[
 f(X|H_0) = \frac{(2\pi)^{-N/2}}{(\Delta_{\text{max}} - \Delta_{\text{max}})} \left( \frac{\sum_{i=1}^{N} x[i]^2}{2} \right)^{1-N/2} \times \Gamma \left( \frac{N}{2} - 1, \frac{\sum_{i=1}^{N} x[i]^2}{2 \Delta_{\text{max}}} \right) - \\
 \left( \frac{\sum_{i=1}^{N} x[i]^2}{2} \right)^{1-N/2} \Gamma \left( \frac{N}{2} - 1, \frac{\sum_{i=1}^{N} x[i]^2}{2 \Delta_{\text{min}}} \right).
\]

Then, the likelihood ratio test is given as
\[
 L_3(X) = \frac{f(X|H_1)}{f(X|H_0)}
\]

By using the independence of different samples, \( EI(n, z) = z^{n-1} \Gamma(1 - n, z) \) \[16\] together with \[24\] and \[26\], one can get \[16\].

**APPENDIX C: DERIVATION OF THE NP-LLR DETECTOR**

The PDF of $L_4(X)$ under $H_0$ can be shown to follow a chi-square distribution as \[3\]
\[
 f_{L_4|H_0}(x|\sigma^2) = \\
 2^{-\frac{N}{2}} \sigma^{-N} (\sum_{i=1}^{N} x[i]^2)^{\frac{N}{2} - 1} e^{-\frac{\sum_{i=1}^{N} x[i]^2}{2 \sigma^2}} \frac{\Gamma\left(\frac{N}{2}\right)}{\Gamma\left(\frac{N}{2}\right)}.
\]
Using (12) and (28), one can get
\[
f_{L_4|H_0}(X) = \int_{\Delta_{min}}^{\Delta_{max}} f_{L_4|H_0}(X|\sigma^2) f(\sigma^2) d\sigma^2
\]
\[
= \left(2^{-N} \sum_{i=1}^{N} x[i]^2 \right)^{-N} \left(2^{-N} \sum_{i=1}^{N} x[i]^2 \Delta_{max}^{-N} \left(\frac{\sum_{i=1}^{N} x[i]^2}{\Delta_{max}}\right)^{-N} \Gamma\left(\frac{N-2}{2}, \frac{\sum_{i=1}^{N} x[i]^2}{2\Delta_{max}}\right)\right)
\]
\[
-2^{-N} \sum_{i=1}^{N} x[i]^2 \Delta_{min}^{-N} \left(\frac{\sum_{i=1}^{N} x[i]^2}{\Delta_{min}}\right)^{-N} \times \Gamma\left(\frac{N-2}{2}, \frac{\sum_{i=1}^{N} x[i]^2}{2\Delta_{min}}\right)\right)\right)
\]
\[
/ \left((\Delta_{max} - \Delta_{min})\Gamma\left(\frac{N}{2}\right)\right).
\]

Following the same definition as (8) and (9), one can get \(P_{fa}\) as
\[
P_{fa} = Pr\{L_4(X) > \gamma_4|H_0\} = \int_{\gamma_4}^{\infty} f_{L_4|H_0}(X) dX,
\]
(30)

and \(P_d\) as
\[
P_d = Pr\{L_4(X) > \gamma_4|H_1\} = \int_{\gamma_4}^{\infty} f_{L_4|H_1}(X) dX.
\]
(31)

After simplifications, one can get (18) and (19).
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