Performance of a computing pipeline with data hazards and different stage time delays
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Abstract. Computing pipelines are used to develop various types of processors, as well as to balance the load of software systems. This work is devoted to methods for calculating the performance of pipelined processors, the stage delays of which may differ. For such pipelines, there is a problem of finding the processing time for a given number of elements, for given hazard probabilities and given stage delays. In this work, this problem is solved for the case when the input data elements have random hazards at distances of 1 and 2, and each input data element is continuously processed by the stages of the pipeline. To check the obtained analytical models, a computer model has been developed that simulates a random process of pipeline data processing. The method of the table of increments has been developed, with the help of which the inhomogeneous linear recurrent equation of the second order is constructed to obtain formulas for calculating the performance. These formulas can be used to optimize the electronic circuits of pipelined processors, as well as to develop multi-threaded pipelines that handle large volumes of requests and data.

1. Introduction
The computational pipeline consists of functional units (i.e. stages) operating in parallel, connected in series by data transmission channels. The input data elements for the pipeline can be instructions, numbers, queries, jobs. For the design of pipelines, analytical models are needed to calculate performance. By the performance of a pipeline, we mean its throughput. This is due to the widespread use of computing pipelines: for the design of signal processors [1, 2], co-processors [3, 4, 5], applications for processing big data [6]. They are used for image processing [7], for load balancing [8, 9], for processing big amounts of data and for supporting multithreaded cloud applications. Among these pipelines there are heterogeneous pipelines, which means that it becomes necessary to study formulas for calculating the performance of pipelines, the stages of which have different delays.

This work focuses on a way to design optimal pipelines, which consists of splitting computations into small steps that do not have to be equal, and then choosing to combine these steps into pipeline stages. In order to achieve maximum performance, it is necessary to have objective functions described by formulas for calculating the processing time of input data elements, which should be minimized. To find the objective functions, we use the methods from [10], which led to a formula for calculating the performance of bounded pipelines. The paper is devoted to the problem of finding the processing time for a given number of elements, for given probabilities of hazards and given stage delays. Processing time as well as stage delays are measured in milliseconds as floating-point
numbers. In Section 2, we build a computer model for a pipeline with different stage delays and arbitrary data hazards. In section 3, using the increment table method, we construct a recurrence relation for the processing time by a pipeline with given hazard probabilities at distances 1 and 2. Then we compare this time with the time obtained by a computer model. Section 4 is devoted to formulas for the performance of a pipeline with different stage delays and two hazards.

2. A method for simulating a pipeline with hazards

The linear computational pipeline (Figure 1) consists of a finite sequence of stages \( f_1, f_2, \ldots, f_m \) with delays \( \tau_1, \tau_2, \ldots, \tau_m \).

![Figure 1. Petri net of the computational pipeline, \( t_i \) - stages, \( n \) - data volume, \( m \) – depth.](image)

For each \( i \in \{1, \ldots, m\} \) time \( t_i \) contains the stage response time and the time of transmission to the channel. The number of stages \( m \) is called the pipeline depth. Each element of the input data array \( x_1, x_2, \ldots, x_n \), in turn, enters the \( f_1 \) stage, which processes it and transfers it to the output channel, for the \( f_2 \) stage, which processes it and transfers it to the output channel, for the next stage, etc. The \( f_m \) stage processes the element and transfers it to the output channel as a result of the pipeline processing the element. The number \( n \) is called the volume of the input data. The pipeline is called continuous if there are no gaps between the stages, and therefore the processing time for each individual element is equal to the sum of the delays of the stages. An element \( x_j \) is said to have a hazard with an element \( x_i \) for some \( i < j \) if it expects (and possibly uses) the result of processing the element \( x_i \). Throughout the article, we will consider linear computational continuous pipelines with data hazards, the stage delays of which may differ.

Let the probabilities \( p_{ij} \) of the hazard of \( x_j \) with \( x_i \) be given, and \( p_{ij} = 0 \) if \( i \geq j \). The processing time for data of volume \( n \) is a random variable, defined on a probability space, in which the elementary events are matrices \( (e_{ij}) \) consisting of zeros and ones, whose coefficients take values 1 with probability \( p_{ij} \). Following [11], we assume that there exist real numbers \( b_d \) such that \( p_{ij} = b_{j-i} \). The number \( b_d \) is called the probability of a hazard at a distance of \( d \). We denote \( \sigma = \sum_{i=1}^{m} \tau_i, \mu = \max \tau_i \). A random value of the processing time of \( n \) elements is a function that associates each elementary event with the processing time \( T_n \) of \( n \) elements. It is calculated by the formula \( T_k = \max (T_{k-1} + \mu, T_{k-r} + \sigma), k \leq n \), where \( r \) is the smallest number for which \( e_{k-r,k} = 1 \). If there are no such \( r \), then \( T_k = T_{k-1} + \mu \). Figure 2 shows a graph of processing time for 500 elements depending on the pipeline depth \( m = 1, \ldots, 10 \), and hazard probabilities \( b[i] \) at distances \( i \). Stages have the same delays \( \mu = t_o + t/f_m \). Sum of delays equals \( \sigma = m\mu \), where \( t_o = 2 \) equals time transmission of the result of the stage operation into the channel, \( t = 20 \) is the sum of delays without data recording time.

3. Method for constructing recurrence relations

Let us consider methods for constructing recurrence relations for calculating the processing time of pipelines with hazards. To construct these relations, it will be convenient for us to denote the maximum of the numbers \( \max(a, b) \) by \( a \lor b \). The set \( \mathbb{R} \cup \{\infty\} \), where \( \mathbb{R} \) is the set of real numbers, can be regarded as a tropical semiring in which \( \lor \) is an additive operation, and \( + \) is a multiplicative operation. Zero of the semiring is \( -\infty \). We will use this. We will denote the processing time of \( n \) elements by \( T_n \). We will write recurrent equations for \( T_n \), with indices \( n \geq 1 \). Consider pipeline with given hazard probabilities \( b_1, b_2 \). We set \( b_0 = 1 - b_1 - b_2 \). Let \( T_n \) be the mathematical expectation of a random variable equal to the processing time of \( n \geq 1 \) elements. Let \( \sigma = \sum_{i=1}^{m} \tau_i, \mu = \max_{1 \leq i \leq m} \tau_i \).
Figure 2. Graph of processing times versus depth with probabilities of hazards b[i].

**Theorem 1.** If $\sigma \geq 2\mu$, then the numbers $T_n$, $n \geq 1$, satisfy the recurrence relation

$$T_{n+2} = (\beta_0 + \beta_1)T_{n+1} + \beta_2 T_n + (1 - \beta_0)\sigma + \beta_0 \mu,$$

with initial conditions $T_1 = \sigma$, $T_2 = (1 + b_1)\sigma + (1 - b_1)\mu$. Here $\beta_1 = b_1$, $\beta_2 = (1 - b_1)b_2$, $\beta_0 = 1 - \beta_1 - \beta_2 = (1 - b_1)(1 - b_2)$. And for $\sigma \leq 2\mu$, they can be calculated by the formula

$$T_n = \sigma + (n-1)(b_1\sigma + (1 - b_1)\mu).$$

We use increment tables for the proof. Let $x_1, \ldots, x_n$ be an array of processed elements. For each $j > 2$ we denote by $\rho(j)$ the smallest distance $r \geq 1$, such that $x_j$ has a hazard with $x_{j-r}$. If $x_j$ has no hazard with previous elements, then we set $\rho(j) = 0$. In the table below, the distance $\rho(n) = 0$ means that the nth element does not hazard with previous ones. A hazard at a distance of $\rho(n) = 1$ denotes a restart. Table 1 contains an analysis of the processing time increments for the nth element.

**Table 1.** Processing time increments.

| $\rho(n-1)$ | $\rho(n)$ | $T_n$, $\sigma \geq 2\mu$ | $T_n$, $\sigma \leq 2\mu$ |
|-------------|-----------|--------------------------|--------------------------|
| 0           | 0         | $T_{n-1} + \mu$          | $T_{n-1} + \mu$          |
| 0           | 1         | $T_{n-1} + \sigma$       | $T_{n-1} + \sigma$       |
| 0           | 2         | $T_{n-2} + \sigma$       | $T_{n-1} + \mu$          |
| 1           | 2         | $T_{n-1} + \mu$          | $T_{n-1} + \mu$          |
| 2           | 2         | $T_{n-2} + \sigma$       | $T_{n-1} + \mu$          |

It gives $T_n$ values depending on previous hazards. The first two lines are obvious. Let $\sigma \geq 2\mu$. In the third line, $T_n = T_{n-1} + \mu \vee T_{n-2} + \sigma = T_{n-2} + 2\mu \vee T_{n-2} + \sigma = T_{n-2} + \sigma$. In the fourth, $T_n = T_{n-1} + \mu \vee T_{n-2} + \sigma = T_{n-2} + \sigma + \mu \vee T_{n-2} + \sigma = T_{n-1} + \mu$. In the fifth, $T_n = T_{n-1} + \mu \vee T_{n-2} + \sigma = T_{n-2} + 2\mu \vee T_{n-3} + \sigma = T_{n-2} + \sigma$. Since $T_{n-3} + \mu \leq T_{n-2}$ and $\sigma \geq 2\mu$, we get $T_n = T_{n-2} + \sigma$. The five analyzed cases are mutually exclusive, whence

$$T_n = b_0(T_{n-1} + \mu) + b_1(T_{n-1} + \sigma) + b_0b_2(T_{n-2} + \sigma) + b_1b_2(T_{n-1} + \mu) + b_2b_2(T_{n-2} + \sigma),$$
for \( n \geq 3 \). Substituting the number \( n + 2 \) instead of \( n \geq 3 \), we prove the required relation. The initial conditions are obtained from the definition of the numbers \( T_1 \) and \( T_2 \).

For \( \sigma \leq 2\mu \), the last column is constructed in the same way, and the formula for \( T_n \) is proved similarly.

Figure 3 shows the results of the application for the experimental verification of Theorem 1.

![Figure 3](image)

**Figure 3.** Change in processing time with increasing number of stages.

To calculate the processing time values, the recurrence relations and the initial values presented in Theorem 1 are used. The dashed lines show the results of the computer model, and the solid lines obtained using Theorem 1. The first graph shows the function of processing time for 1000 elements, depending on the number of stages. By adding a stage, the processing time of each element increases, and an increasing function is obtained. The probabilities of hazards are \( b_1 = 0.1, b_2 = 0.2 \). The stages have delays 1, 2, 2, 9, 4, 2, 7, 20, 1, 1. Figure 4 shows the results of checking recurrence relationships using a computer model. The graph shows processing time as a function of the number of input elements. The probability of hazards is \( b_1 = 0.3, b_2 = 0.2 \). The stage delays are equal to 1, 3, 7, 3, 3, 7, 3, 3, 3, 1. It can be seen that the second graph is close to a straight line.

![Figure 4](image)

**Figure 4.** Checking the recurrent equation using a computer model.
4. Results

Consider the recurrence relation obtained in Theorem 1. Let us find the approximate values of $T_n$ that satisfy this relation. For this purpose, we denote $S_n = T_{n+1}$. We have a linear inhomogeneous recurrent equation $S_{n+2} = (\beta_0 + \beta_1)S_{n+1} + \beta_2 S_n + (1 - \beta_0)\sigma + \beta_0\mu$ with the initial conditions $S_0 = \sigma, S_1 = (1 + b_1)\sigma + (1 - b_1)\mu$, whose coefficients $\beta_i$ are nonnegative for $i = 0, 1, 2$, and $\beta_0 + \beta_1 + \beta_2 = 1$, and the inequalities $\sigma \geq \mu \geq 0$. This inhomogeneous equation has a particular solution $S_n^{part} = \frac{(1 - \beta_0)\sigma + \beta_0\mu}{(1 + \beta_2)} \cdot n$. Let us estimate the difference between this particular solution and the exact solution of the inhomogeneous recurrent equation. Let us introduce the notation $U_n = S_n - S_n^{part}$, $n \geq 0$. The sequence of numbers $U_n$ is a solution to the corresponding homogeneous equation with the initial conditions $U_0 = S_0 - S_0^{part}$, $U_1 = S_1 - S_1^{part}$, whence for $n \geq 2$ the equality $U_n = (1 - \beta_2)U_{n-1} + \beta_2 U_{n-2}$. This equality implies that all $U_n$ belong to the segment with endpoints $U_0 = \sigma$ and $U_1 = (1 + b_1)\sigma + (1 - b_1)\mu - \frac{(1 - \beta_0)\sigma + \beta_0\mu}{1 + \beta_2}$. Since $\mu \leq U_1 \leq 2\sigma$, we get

**Corollary 1.** For a pipeline with different stage delays, the processing time of $n \geq 2$ data elements with an accuracy of $2\sigma$ is approximated by the number $\frac{(1 - \beta_0)\sigma + \beta_0\mu}{1 + \beta_2} (n - 1)$, where $\beta_0 = (1 - b_1)(1 - b_2)$ and $\beta_2 = (1 - b_1)b_2$.

The pipeline throughput is equal to the limit $P = \lim_{n \to \infty} \frac{n}{U_n}$ (the number of items processed per millisecond). Transmission delays to channels may vary. Let us look at examples where they are the same.

**Example 1.** Let the smallest partition of the calculation of the values of some arithmetic expression consist of $m$ steps with logical delays $t_1^0, t_2^0, \ldots, t_m^0$. The transmission time $t_0$ into the channel is set for the exchange between the steps. Suppose that the probabilities of hazards at distances 1 and 2 for the data stream are known. It is required to find the objective function that needs to be minimized to build a pipeline for calculating the values of this expression that has the highest performance. For a pipeline of $k$ steps, $\sigma = kt_0 + \sum_{i=1}^{k} t_i$ will be true, and therefore the problem is reduced to minimization $(1 - \beta_0)(1 - \beta_0)t_0 + \beta_0\mu = (1 - \beta_0)(\sum_{i=1}^{k} t_i + kt_0) + \beta_0(\sum_{i=1}^{k} t_i + t_0)$. Since $\sum_{i=1}^{k} t_i$ is equal to the sequential evaluation time of the expression, it is a constant. We get the objective function $(1 - \beta_0)kt_0 + \beta_0 \sum_{i=1}^{k} t_i$ to minimize processing time for a pipeline with different stage delays.

**Example 2.** Let us consider the problem of finding the optimal number of stages $m$ that make up a uniform pipeline with a total logical delay $t$, which has the highest performance for the probabilities of hazards according to data $b_1$ and $b_2$. For such pipeline, we have $t_i = \frac{t}{m}$ and $\sum_{i=1}^{m} t_i = \frac{t}{m}$. Find the minimum for $(1 - \beta_0)m t_0 + \frac{\beta_0 \sigma}{m}$, where $\beta_0 = (1 - b_1)(1 - b_2)$. The derivative $f'(m)$ equals $(1 - \beta_0)t_0 - \frac{\beta_0 \sigma}{m^2}$. Therefore, the highest performance is achieved when $m^2 = \frac{\beta_0 t_0}{(1 - \beta_0)t_0}$.

Using the fact that the solution of the inhomogeneous recurrent equation is equal to the sum of the particular solution and the general solution of the corresponding homogeneous one, we find the solution of our equation, whence we obtain:

**Corollary 2.** Under the conditions of Theorem 1, the exact value of the mathematical expectation of the processing time of $n$ elements is

$$T_n = \sigma + \frac{(b_1\sigma + (1 - b_1)\mu)(1 + \beta_2) - (1 - \beta_0)\sigma + \beta_0\mu}{(1 + \beta_2)^2} (1 - (\beta_2)^n) + \frac{(1 - \beta_0)\sigma + \beta_0\mu}{1 + \beta_2} (n - 1).$$

This formula in the special case when the stages of the pipeline have the same delays was obtained in [12].
5. Conclusion
We have built a computer model that allows us to analyze graphs showing the dependence of processing time using a pipeline on the amount of data and on stage delays. We have developed an increment table method for constructing inhomogeneous linear recurrence equations whose solutions allow us to calculate the average processing time using heterogeneous pipelines. These recurrence equations and their solutions are verified using a computer model. The results obtained can be applied both for designing a pipeline and for balancing its load. In the future, there is a generalization of the obtained formulas to pipelines with data hazards at a distance of more than 2. The resulting formulas can be applied to optimize pipelines with different stage delays.
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