The purpose of this paper is to present a comprehensive literature review of the research and development (R&D) project selection problem since 1977, using the PRISMA method. This study aims (i) to support researchers and practitioners to understand selection methodologies, decision-maker types, and perspectives; (ii) to guide them in choosing the most suitable project selection method; and (iii) to clarify a common confusion by proposing a more precise definition of ‘R&D project selection’ and ‘R&D portfolio selection’. The study also highlights several areas for improvement and the future of project selection techniques for further studies.

Die doel is om 'n omvattende literatuurstudie van navorsing en ontwikkeling projek seleksie probleem sedert 1977 aan te bied deur middel van die PRISMA metode. Daar word beoog om hiermee (i) navorsers en praktsyndes te ondersteun om seleksie metodologieë, besluitneming tipes, en perspektiewe te verstaan; (ii) om hulle te lei om die mees gepaste projekse seleksie metode te kies; en (iii) om 'n algemene verwarring op te klaar deur 'n duidelike definisie van navorsing en ontwikkeling projek seleksie en navorsing en ontwikkeling portefeulje seleksie te verskaf. Die studie lig verskeie areas vir verbetering uit en bespreek die toekom van projek seleksie tegnieke vir toekomstige studies.

1 INTRODUCTION

Research and development (R&D) projects are uncertain by their very nature, and the R&D project selection problem typically aims to select the best option to sort alternatives or to obtain the best subset of them. Given its goal and solution approaches, the R&D project selection problem is similar to two specific problems: (i) new product development, and (ii) the general project selection problem. The similarity with new product development comes from the level of uncertainty while optimising insufficient and vital resources [1]. However, not all R&D studies are intended to produce a product. Instead, R&D studies involve a more comprehensive approach that can serve many purposes, such as improving processes or efficiencies. The primary elements that distinguish an R&D project selection problem from a general project selection problem (non-R&D) are a high level of uncertainty and the inadequacy of data. On the other hand, ‘R&D project selection’ and ‘R&D (project) portfolio selection’ have been used interchangeably in the literature, which causes confusion. In this study, ‘R&D project selection’ is used for both, and more explicit definitions are proposed in the sections that follow.

Many public and private actors focus on R&D project selection with different motivations and approaches. From a public policy view, R&D may gain importance from the perspectives of sustainable competitive advantage or social welfare. Public funding studies conducted by different organisations and in countries such as China, the European Union, Russia, Mexico, South Korea, Taiwan, and Turkey are often found in the literature. The problem of public funds distribution [2] [3] [4] [5] [6] [7] [8] [9] is one of the most frequently studied R&D project selection problems because of a fund’s size and its contribution to a country’s economy. Some of the notable examples cited in the literature are the R&D support programmes of the Korean government [10], public funding in Turkey [11], and the PROFIT programme (The National Plan of Scientific, Research, Development and Technological Innovation) of the Spanish government [12].
Beyond its financing capacity, the public sector also plays an important role in the execution of projects. Moreover, empirical studies [13] have shown a positive relationship between R&D expenditure and countries’ economic growth. The country-level selection of emerging technologies and the allocation of public funds and subsidies has been discussed in many studies [2] [14], while other studies [3] [15] have focused on the selection of governmental R&D projects. For instance, Mehrez’s study [16] handles the R&D project selection subject for a laboratory that executes R&D projects in a small university, while other studies focus on the R&D project selection problem of government—business enterprises [17] [18] [19].

Like their public sector counterparts, private sector actors need to deal with the R&D project selection problem. They conduct R&D studies to secure their position in the global market, gain competitive advantage, and increase their profits. In this connection, the related literature shows that companies focus on balancing their R&D project portfolio [20] [21] [22], optimising their R&D project portfolio [23] [24], trying to rank possible R&D project alternatives [25] [26], or valuing R&D investments in an uncertain environment [27] [28]. The literature also includes studies of balancing and valuation [29] [30] [31] [32] [33] that consider the scheduling of R&D projects. On the other hand, major private investors in R&D project selection, such as investment banks, venture capital funds, private equity funds, endowment funds, and angel investors, have different priorities. An investor’s point of view is fundamentally different from that of other R&D decision-makers. They especially focus on maximising returns and controlling risk. One of the most interesting studies on the investment subject leverages the scenario tree approach to develop a portfolio of R&D projects, stocks, and bonds [34]. Wan, Xu, Wang and Dong [35] approach the R&D project selection problem from a venture capital investment decision perspective by using five factors that are not commonly found in the literature: (i) organising ability, (ii) credit quality, (iii) level of research and development, (iv) profitability, and (v) debt servicing ability.

No extensive studies have been published recently that review the literature on R&D project selection. Existing studies mostly focus on contextualising the R&D project selection problem, but do not provide a detailed classification of the field of study, point of view, decision-maker type, or object of project selection [36] [37] [38] [39] [40] [41] [42] [43] [44]. On the other hand, some of the literature [45] [46] [47] [48] [49] focuses on a specific field, such as the pharmaceutical sector’s R&D project selection. Therefore, this study aims to update the existing literature, to fill the gaps in the research field, and to propose a distinctive source for researchers through a detailed literature review. It intends to support researchers and practitioners in understanding selection methodologies, decision-maker types, and perspectives. It also aims to support them in finding the most suitable project selection method for their work by providing a complete list of the selection methods. Finally, it proposes a clearer definition of ‘R&D project selection’ and ‘R&D portfolio selection’ to clarify the common confusion that is caused by using the same meaning for two different problems.

This study approaches the papers about R&D project selection that were published between 1977 and 2019 and that are listed in the Science Direct and Wiley Online Library Journals databases. It presents an extensive systematic literature review based on a research model named PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses), a method proposed by Moher, Liberati, Tetzlaff and Altman [50]. Five research questions (RQs) are addressed to enlarge upon the literature: ‘(RQ1) What is the distribution of papers by publication year?’; ‘(RQ2) What is the distribution of papers by authors’ country of origin?’; ‘(RQ3) What are the types of decision-makers and their motivations in the R&D project selection problem?’; ‘(RQ4) What theories and methods are used to solve the R&D project selection problem? What is their frequency of occurrence?’; and lastly, ‘(RQ5) What methods are most frequently combined with others to solve the problem?’.

Section 2 focuses on explaining the research methodology, and gives brief information about it. Section 2.1 presents the planning phase of the literature search. Section 2.2 explains the conducting of the literature review. Next, Section 3 discusses the findings and results. Finally, in Section 4, the conclusions are summarised and recommendations for further studies are proposed.

2 RESEARCH METHODOLOGY

The framework proposed by Xiao and Watson [51], which describes the phases and steps of a literature review, is followed in this study. The PRISMA method is used in conducting the review in Phase 2. It is a systematic method that includes a comprehensive checklist consisting of 27 items and a four-phased flow diagram [50]. It has been widely used in various research areas such as health, technology, and the environment [52].
Xiao and Watson [51] classify literature reviews into four categories, based on their purpose: (i) describe, (ii) test, (iii) extend, and (iv) critique. According to their study, this research fits into the ‘describe’ category, which has five types of literature review: narrative review, textual narrative synthesis, meta-summary, meta-narrative, and scoping review. This study is a good example of a ‘scoping review’, since (i) it aims to be comprehensive; (ii) it extracts data such as decision-maker types, perspectives, and decision-making methods; and (iii) it summarises its findings on the basis of year and research country.

2.1 Planning the literature review

Xiao and Watson [51] describe three major phases and eight common steps of the literature review process that can be applied to various types of literature review procedures. Their concept is adopted in this research, as explained in Figure 1. Planning the review (Phase 1) is summarised under this sub-heading. Conducting the review (Phase 2) and reporting the review (Phase 3) are explained in the sections that follow.

| PHASE 1 Planning the review | Step 1 — Formulating the research problem | The research question identifies the key elements of an R&D project selection problem such as selection methodologies, decision-maker types, and perspectives to guide researchers and decision-makers. |
| PHASE 2 Conducting the review | Step 2 — Developing and validating the review protocol | The PRISMA method was adopted as the reviewing protocol in this study; its flowchart is summarised in Figure 2. The literature search and evaluation for inclusion were also done via the PRISMA method. |
| PHASE 2 Conducting the review | Step 3 — Literature search | The Science Direct and Wiley Online Library Journals databases were the main channels for the literature search due to their reliability, accessibility, ease of search, and content richness. Keywords given in Figure 2 were derived from the research question, while the sampling strategy was defined as a comprehensive search. Then additional limits were determined to refine the results. Some publications were thus excluded, such as ones written in a language other than English, or those not available online, or those not peer-reviewed. Finally, the stopping rule was defined as ‘finding repeated studies and not obtaining new results’. |
| PHASE 2 Conducting the review | Step 4 — Screening for inclusion/exclusion | The titles and abstracts of papers were screened by one of the researchers, who decided on the inclusion or exclusion of the paper. Relevant studies were included for further screening. Furthermore, the detailed reading and assessment were done independently by the reviewers, and their decisions were compared and discussed to reach a final judgement. Studies that were in doubt were included. |
| | Step 5 — Quality assessment | The full texts of papers were read independently by the researchers, and a final decision was taken when consensus was reached by two researchers. A checklist was used to evaluate the papers, and a table that described the papers was completed to drive the data extraction. |
| PHASE 2 Conducting the review | Step 6 — Data extraction | The table that described the key elements of the papers led the data extraction step. Then the researchers reviewed each entire paper to confirm their findings. |
| PHASE 3 Reporting the review | Step 7 — Analysing and synthesising the data | The extracted data was organised and put into visual form using charts, figures, and tables. |
| PHASE 3 Reporting the review | Step 8 — Reporting | The methodology that was followed was presented in a flow diagram, while the inclusion/exclusion criteria were given in a table. Detailed charts, figures, and tables that summarised the findings were presented. Finally, suggestions were proposed for future research. |

Figure 1: Literature review process

The Science Direct and Wiley Online Library Journals databases were screened in Phase 2, within the scope of this study. The advanced search tab was used in the Science Direct database, and keywords were searched using the ‘Title, abstract or keywords’ box. First, the keyword group of “R&D” AND select* was searched and yielded 562 results. Then the keyword group of “R&D” AND evaluat* AND NOT select* was explored in the second step, and produced 1479 results. AND NOT select* was added here to avoid duplicating articles that contain “select***” that were produced by the previous search. The reason for using “R&D” was to cover the possible outcomes of both the “R&D project” and the “R&D portfolio” keywords. Afterwards, rather than using the abbreviation “R&D”, the full text of “research and development” was used to run the third and fourth searches, which were similar to the first and second searches. Again, to
avoid results that had both “R&D” and “research and development”, the keyword group AND NOT “R&D” was included. The third search used “research and development” AND select* AND NOT “R&D”, which yielded 472 results. The fourth and final search used the keyword group of “research and development” AND evaluat* AND NOT select* AND NOT “R&D”, which yielded 1306 results.

| Identifier | 3974 search results were identified through database screening | 0 results were removed owing to duplication |
|------------|-------------------------------------------------------------|------------------------------------------|
| Screening  | 3974 search results were screened                           | 3588 results were excluded owing to screening criteria |
| Eligibility| 386 records were reviewed                                    | 300 search results were removed after full text review |
| Inclusion  | 86 results were included in the final synthesis              |                                           |

Figure 2: PRISMA flowchart for a systematic literature review

2.2 Conducting the literature review

An advanced search of the Wiley Online Library Journals database was conducted using the same keyword groups in the title and abstract fields. This search yielded a total of 155 results. Thus the two databases yielded 3974 results in all. Of those results, only those with full-text English access were included. Elimination was done by screening each article’s title, abstract, and full text, and by testing its relevance to the research objectives. As a result, 86 out of 386 papers were considered relevant for inclusion in this study during the full-text assessment. The oldest study obtained by the search was dated 1977. The search process is summarised as a flowchart in Figure 2.
Studies that were not included in this study focused on (i) the procedural and organisational issues related to R&D project selection, (ii) experiences in specific cases such as international studies, (iii) the financial analysis of R&D project selection, or (iv) reviews of small or medium enterprises (SMEs). The findings of the review were examined thoroughly against the research questions in Section 3.1 below. The review and the synthesis of the results are presented in Section 3.2.

3 RESULTS AND FINDINGS

3.1 Reporting the review

In this section, which represents Phase 3, the findings and results are presented and discussed. First, five research questions (RQs) and their answers are clarified. Then a synthesis of the results of the literature review is provided.

3.1.1 RQ1: What is the distribution of papers by publication year?

The earliest online paper on R&D project selection examined in this study dated back to 1977 (Figure 3). When the annual publication numbers were examined over the decades in question, an increase after the 1990s could be easily observed. There was only one study before 1980, and five studies were found in the period from 1980 to 1989. There were 14 publications from 1990 to 1999—a 150% increase over the previous 10-year period. Last, 35 studies were found from 2000 to 2009. The total number of studies from 2010 to 2018 was 35—the same as in the previous decade.

![Figure 3: Distribution of publication numbers by decade](image)

3.1.2 RQ2: What is the distribution of papers by authors’ country of origin?

The authors’ countries of origin of the R&D project selection studies were examined (Figure 4), and it was found that the majority were done in the USA (19), China (13), Taiwan (10), and the United Kingdom (10), while Canada, South Korea, and Turkey published four studies each. Germany, India, Iran, Israel, Italy, and Spain published three studies each; Brasil, France, and Japan published two studies each; Austria, Lithuania, Colombia, Czech Republic, Denmark, Finland, Hungary, Mexico, The Netherlands, Portugal, Russia, Slovenia, and Switzerland all published one study each. In cases where there were multiple contributing countries, each country was counted once.

---

The references for each decade are as follows. Before 1980: [17]; 1980-1989: [16] [18] [53] [54] [55]; 1990-1999: [9] [56] [57] [58] [59] [60] [61] [36] [62] [63] [64] [26] [65] [66]; 2000-2009: [67] [68] [5] [23] [69] [70] [71] [72] [3] [25] [73] [74] [75] [33] [76] [22] [2] [77] [28] [78] [79] [47] [80] [81] [19] [34] [82] [15] [31] [83] [84] [85] [86] [87] [88]; 2010-2019: [10] [12] [89] [24] [8] [90] [91] [20] [29] [92] [30] [93] [94] [95] [96] [6] [32] [35] [97] [4] [21] [11] [98] [99] [100] [27] [101] [102] [103] [104] [105] [106] [107] [108] [109].
3.1.3 RQ3: What are the types of decision-makers and their motivations in the R&D project selection problem?

R&D project selection is a complex and interdisciplinary process that is performed by various institutions and organisations with different purposes. Consequently, the selection criteria and methods show significant differences that depend on the type of stakeholder. For instance, government-linked enterprises may prefer to place social welfare before profitability, while public funds may aim to distribute budgets equally between R&D projects without optimising the benefits. On the other hand, investors may target investing in specific sectors, projects, or companies according to their strategies. Private sector companies that conduct R&D projects may focus on the project’s impact on company profitability and project return rather than on its social impact. As a result, all of these stakeholders with their different priorities apply different approaches to solve the R&D project selection problem.

‘Decision-maker type’ refers to the groups that make an R&D project selection. Identifying the decision-maker type is an essential part of sorting the problem into sub-classes when approaching an R&D project selection problem. The sub-groups around decision-makers are similar in their project selection criteria, evaluation methods, and project selection purpose. Thus it is possible to categorise decision-makers into four groups: public funds, public sector, private sector, and investors. ‘Public funds’, which is 19% of decision-makers, refers to a group that includes various institutions and organisations that provide grants and other financial support to R&D projects in line with national policies. ‘Public sector’, which forms 8% of decision-makers, refers to institutions and organisations that execute R&D studies as a primary goal, such as universities or other government-backed commercial businesses. ‘Private sector’, which constitutes 67% of decision-makers, refers to companies undertaking R&D regardless of their size. Finally, ‘investors’ – 6% of decision-makers – refers to non-public initiatives that fund R&D projects.

Public funds are designed to distribute state resources to support sectoral or scientific development. Thus they set annual capital deployment targets in line with national strategies. Typically a pool of R&D funds is split across industries, and R&D projects are assessed to the extent of capital that is available to be distributed in a given year. For instance, if cloud technologies are prioritised over the agricultural sector, high-potential projects from the agricultural sector will go without government support. In other cases, public funds may invest in R&D projects in line with those project budgets or the funding percentage. Therefore, public funds consider R&D selection as part of the problem of government allocation of resources to sectors in line with current strategy rather than assessing them individually, on the basis on the projects’ merits.

References by country. USA: [29] [18] [53] [55] [16] [56] [59] [60] [65] [66] [23] [72] [74] [82] [89] [92] [58] [79] [78]; China: [34] [105] [33] [76] [87] [88] [8] [30] [35] [99] [100] [101] [104]; Taiwan: [58] [3] [80] [81] [15] [83] [90] [6] [87] [103] UK: [68] [75] [77] [61] [73] [67]; Canada: [61] [78] [67] [9]; S. Korea: [63] [26] [25] [10]; Turkey: [17] [85] [11] [102]; Germany: [2] [47] [69]; India: [64] [95] [24]; Iran: [29] [91] [20]; Israel: [62] [22] [19]; Italy: [93] [98] [27]; Spain: [5] [12] [4]; Brasil: [54] [96]; France: [69] [21]; Japan: [34] [31]; Austria: [36]; Lithuania: [105]; Colombia: [79]; Czechia: [71]; Denmark: [70]; Finland: [28]; Hungary: [28]; Mexico: [4]; Netherlands: [86]; Portugal: [94]; Russia: [32]; Slovenia: [57]; Switzerland: [84]
The public sector, including for-profit or non-profit enterprises, also runs many R&D projects as part of its business models. For example, universities that conduct academic research, state-owned enterprises such as public transport, or iron and steel plants may have R&D projects to improve their product/service quality. The overall motives and objectives of such public sector players are similar to those of public funds. Both actors may prioritise social welfare and sector development. Yet the significant difference between the public sector and public funds is that the public sector is the executive body behind these R&D efforts, whereas public funds are simply enablers as financing partners.

Private sector players who choose R&D projects differ from the other decision-maker groups in many ways. The first of these differences is that the decision-making occurs according to resource limitations. Risk factors (e.g., technical, financial, and environmental risks) and corporate strategies that may divert management attention away from the general business outlook play a part in the valuation. The fact that the selection criteria are weighted differently by decision-maker groups is another crucial difference that is theoretically expected and is cited many times in the literature.

The last group, investors, mainly focus on return on investment from R&D projects. Thus they prefer to approach the problem from a portfolio perspective since (i) they have more than one investment, and (ii) they consider the portfolio’s cumulative risk and return. On the other hand, they may prioritise selection criteria such as reliable company management, self-dedicated and competent project teams, and transparent accounting records and/or regulations.

As a result, the four different decision-makers — public sector, private sector, public funds, and investors — have different perspectives and R&D selection methodologies, depending on their objectives and expectations from an R&D effort. Thus this study reveals a broad range of decision-making methods to guide decision-makers about their options. However, decision-maker groups eventually make their method selections on the basis of criteria such as data availability, goals, corporate culture, and kind of institution.

### 3.1.4 RQ4: What theories and methods are used to solve the R&D project selection problem? What is their frequency of occurrence?

The literature offers many different theories and methods to solve the R&D project selection problem. In the current study, the authors defined nine groups: mathematical programming methods, econometrical methods, financial methods, statistical methods, multicriteria decision-making (MCDM) methods, total quality management methods, heuristic methods, fuzzy/grey methods, and others (Figure 6).

Some of these methods, such as mathematical programming, financial/econometrical methods, or heuristic methods, require a specific educational background and experience to them to be used, which may not be possible for each decision-maker. Therefore, advanced calculations of such methods may not be practical without a support tool such as the right software. If decision-makers prefer a basic method, other methods could be selected, such as ranking and scoring.
Financial and econometrical methods have a good range of applications in the private sector and in investment evaluations. However, this may not be a suitable selection method for governments, which are not concerned with financial returns but with the public’s welfare. On the other hand, TQM methods are strongly related to a customer perspective and to company values during R&D project selection; but their ability to do a financial evaluation is not as strong as that of other perspectives. Thus the motivation for making a selection might emerge as a key element in choosing a methodology.

Methods such as fuzzy logic and grey system theory are good at coping with the uncertainty that comes from the nature of R&D project selection. On the other hand, some methods require accurate data, and do not work with missing/intuitive information. Thus many researchers combine them with other methods to solve the selection problem.

One of the most important results of this literature review is summarised in Figure 6, which shows the frequency with which theories and methods are used to solve the problem. Many studies suggest appropriate combinations of various theories and methods. For this reason, each method used in a study is given the value of 1 in the analysis (Figure 6). For example, if the fuzzy analytical hierarchy process (AHP) is used in a study, the value of a fuzzy logic theory is increased by 1, as is that of AHP. According to the research results, mathematical programming and multicriteria decision-making methods are the most frequently used method groups in the R&D project selection literature, followed by financial methods. It is seen that the most frequently used methods are fuzzy logic and linear integer programming followed by scoring, DEA, DSS, AHP, ranking, and real options theory.
### Figure 6: Number of uses of methods used to solve the R&D project selection problem

| MP Methods | 41 |
|-------------|----|
| Linear int. programming | 17 [29, 55, 23, 82, 80, 32, 4, 62, 22, 19] [91, 28, 33, 67, 54, 96, 36] |
| Data envelopment analysis | 10 [72, 61, 11, 22, 19, 87, 100, 78, 67, 9] |
| Multiobjective programming | 3 [60, 92, 24] |
| Non-linear int. programming | 3 [23, 20, 30] |
| Goal programming | 2 [53, 79] |
| Dynamic programming | 2 [58, 62] |
| Stochastic programming | 2 [89, 34] |
| Constraint programming | 1 [90] |
| Int. obj. programming | 1 [35] |

| MCDM Methods | 35 |
|---------------|----|
| Scoring | 11 [18, 53, 68, 75, 77, 17, 3, 57, 64, 21] [8] |
| AHP | 8 [53, 55, 11, 3, 15, 25, 31, 8] |
| Ranking | 7 [18, 75, 61, 26, 95, 2, 35] |
| ANP | 3 [6, 10, 88] |
| DEMATEL | 2 [83, 6] |
| MABAC | 1 [99] |
| VIKOR | 1 [103] |
| TOPSIS | 1 [35] |

PROMETHEE

| Financial Methods | 22 |
|-------------------|----|
| Real option theory | 7 [73, 81, 97, 86, 93, 98, 28] |
| Net present value analysis | 5 [65, 23, 98, 69, 101] |
| Cost benefit analysis | 4 [55, 65, 75, 77] |
| Growth option theory | 2 [69, 101] |
| Compound options theory | 2 [80, 27] |
| Auction based method | 1 [2] |
| Mean-gini analysis | 1 [74] |

| Fuzzy-Grey Methods | 19 |
|---------------------|----|
| Fuzzy logic theory | 18 [99, 102, 3, 80, 15, 83, 103, 26, 31, 27] [24, 28, 105, 76, 88, 35, 99, 54] |
| Grey system theory | 1 H [95] |

| Other Methods | 16 |
|---------------|----|
| Decision support systems | 8 [55, 53, 58, 57, 98, 71, 76, 36] |
| Simulation | 4 [25, 86, 2, 79] |
| R&D project portfolio matrix | 2 [57, 70] |
| Graphic processing unit | 1 [32] |
| Scenario Tree | 1 [34] |

| Heuristic Methods | 11 |
|-------------------|----|
| Genetic algorithm | 4 [32, 24, 79, 30] |
| Breadth first search algorithm | 2 [19, 71] |
| Beam search algorithm | 2 [59, 96] |
| Simulated annealing algorithm | 1 [91] |
| Tabu search algorithm | 1 [91] |
| Cross-entropy algorithm | 1 [20] |

| Statistical Methods | 9 |
|---------------------|----|
| Decision tree | 3 [60, 69, 36] |
| Gittins index | 1 [47] |
| Pearson index | 1 [47] |
| Tobit analysis | 1 [12] |
| Probit analysis | 1 [12] |
| Regression analysis | 1 [31] |
| Principal comp. analysis | 1 [31] |

| Econometrical Methods | 7 |
|-----------------------|----|
| Utility theory | 5 [53, 16, 56, 66, 94] |
| Bargaining game model | 1 [87] |
| Uniform distribution model | 1 [5] |

| TQM Methods | 3 |
|-------------|----|
| Balanced scorecard | 2 [22, 19] |
| QFD matrix | 1 [63] |
3.1.5 RQ5: What methods are most frequently combined with others to solve the problem?

The majority of the research in the R&D project selection literature proposes hybrid models that combine different approaches and methods. Depending on the problem they tackle, researchers need to find the model that best fits their specific problem. Therefore, such a model could be a combination of different approaches and methods. The frequency of combinations in existing studies gives researchers a critical clue to, and sound guidance for, building hybrid models. Thus frequently used combinations could offer a better solution or a starting point for researchers.

Mathematical programming methods are those that are most frequently combined with others — 34 times, as can be seen in Figure 7. MCDM methods follow them, which were combined 27 times with others. Fuzzy and grey approaches are the third most frequently combined methods with others in 23 studies.

![Table of Methodology Combinations](image)  
*Figure 7: Methodology combinations index*

3.2 Synthesis of results

The R&D project selection problem has also been frequently referred to in the literature as ‘R&D project portfolio selection’. It has rarely been called ‘R&D investment portfolio selection’ or ‘technology portfolio selection’. However, these problems may have the same meaning. In many studies, ‘project selection’ and ‘project portfolio selection’ are used interchangeably. The authors of this study suggest that methods that
assess projects independently (in which the evaluation and selection of a project does not affect others) should be called ‘R&D project selection’. On the other hand, the studies that evaluate projects in a dependent portfolio should be called ‘R&D project portfolio selection’. A typical example of R&D project selection is an evaluation in which projects are ranked by individual scores. In this case, project funding starts with the highest-ranked project and continues until the fund runs out. Here, if a project is risky, it corresponds to the score that is totally independent of other projects. Thus the selection of a project is not affected by the risk scores of other competing projects. On the other hand, a typical example of the R&D project portfolio selection problem assumes that there is a criterion that ensures that the total risk of the fund does not exceed a certain value. Thus the risk amount of any project is not independent, and the selection of a project will be relatively affected by the risks of the other projects. It is suggested that the method in the first example be called ‘project selection’, and that the method in the second example be called ‘project portfolio selection’. The distinction between these two concepts is also found in their decision-making behaviours. Aloysius [66] claimed that risk allocation by funding more than one project or handling a risky project with more than one company decreases the risk avoidance behaviour. Graves and Rinquast [56] also discovered that some risk scores that are accepted in the collective evaluation of the projects are not accepted if the projects are evaluated individually. Therefore, it is seen that the presence or absence of a portfolio perspective in project selection affects the behaviour of decision-makers.

A major challenge in many R&D project selection methods is the necessity that decision-makers have an advanced theoretical and analytical background. However, only 9% of studies reviewed in this paper provided decision support systems as a tool that would help decision-makers in a complex selection process. Therefore, it has been suggested that the methods be made available in software or in user-friendly applications such as Excel to overcome this challenge [26].

Many studies in the R&D literature have defined challenges such as the availability, consistency, or reliability of data. In their research, which focused on real options in the valuation of R&D projects, Newton, Paxson and Widdicks [73] pointed out the difficulty of obtaining data from public sources. Hsu et al. [3] indicated a lack of data for government-sponsored new frontier technology R&D projects. Abbassi, Ashrafi, Sharifi Tashnizi [20] and Coldrick, Longhurst, Ivey, Hannis [75] discussed the suitability of project portfolio selection models to implement the R&D project portfolio owing to there being insufficient input data. Wang and Hwang [80] referred to unavailable and unreliable data as one of the challenges in R&D portfolio decisions, and they suggested a fuzzy model to overcome that problem. Huang and Zhao [30] contextualised the problem without the historical data of project parameters; instead, they used the data provided by experts and treated it as uncertain variables. Shin, Yoo and Kwak [110] preferred to collect required but unavailable data from experts through interviews. Chu, Hsu and Fehling [58] collected data from decision-makers, and then checked the data’s consistency and resource conflicts via the decision support system. Therefore, the need to implement new data collection, estimation, sharing, and processing methods in R&D project selection problems is found to be a gap in the literature.

4 CONCLUSION AND FUTURE RESEARCH

This study analysed the project selection literature in detail via the PRISMA method by reading and re-reading selected papers. Thus a descriptive analysis was conceptualised and presented to researchers and practitioners working in this field. The findings and conclusions obtained through the interpretation have already been presented; the implications of the study and suggestions for further studies are discussed in this section.

Six main findings are defined, based on the research questions of this study:

1. In each successive decade there has been an increasing interest in the R&D selection problem. The number of studies increased 150% after the 2000s.
2. Most of the research on R&D project selection has been conducted in the US, China, Taiwan, and the UK.
3. Different decision-makers — e.g., those in the public sector, the private sector, public funds, and investors — have different approaches and criteria depending on their objectives. However, a distribution analysis of methodologies by decision-maker type (Figure 5) showed that the most common method group for all decision-makers is MCDM methods, followed by mathematical and fuzzy/grey methods.
4. There are various groups of approaches to solutions, such as mathematical programming, multicriteria decision making, and financial methods.
5. The most frequently used methods are fuzzy logic and linear integer programming followed, by scoring, DEA, DSS, AHP, ranking, and real options theory.
6. Most of the studies suggested hybrid models that combine different approaches and methods. Mathematical programming, MCDM, and fuzzy/grey methods are most frequently combined with others.

Three main suggestions are proposed from the synthesis of the results:

1. First, the study identified a common confusion caused by using the same meaning for two distinct problems: R&D project selection and R&D portfolio selection. Therefore, clearer definitions are suggested for each problem.
2. Second, the need for digitalised tools such as decision support systems or software for complex R&D project selection models was proposed to increase the practicality of the selection models.
3. Finally, the lack of modern data collection, estimation, sharing, and processing methods in the R&D project selection literature was highlighted as a significant gap.

The implications of this study can be summarised as follows:

1. It is natural to expect that the findings of the research questions presented in this study would benefit researchers and practitioners who would like to work in this field.
2. It is to be expected that the comprehensive selection methods presented in this study would reduce the effort of undertaking a similar literature review for many future researchers working in the same field.
3. The further research ideas presented in this paper can be expected to influence future researchers who work in this field and to contribute to the enrichment of the field.
4. The definitions of ‘R&D project selection’ and ‘R&D portfolio selection’ in this study can close the gap by removing the confusion that is commonly encountered in the field.

The R&D project selection literature shows that scientific decision-making processes need data, estimations based on data, and proven methods. A common reason for their limited coverage in the literature highlights two major limitations: the availability of data, and the processing capacity of such comprehensive information [15] [20] [73] [88] [82]. However, this phenomenon is no longer a major challenge because of improvements in data collection and developments in processing methods. Therefore, calculations that could not have been made in past years can be made rapidly with contemporary data processing technology. For instance, some groundbreaking approaches in the business world, such as big data, have drastically changed ways of making decisions. It has been shown that data-driven decision-making methods increase a company’s productivity and lead to higher returns, better asset utilisation, and increased market value [111]. Some researchers [112] argue that big-data-driven studies supersede traditional objective-driven research in science, technology, and innovation. Although it has not happened yet, the authors foresee that the literature will expand in the future as researchers apply big data analysis to R&D project selection. Thus, in future R&D selection processes, decision-makers will be able to use big data analyses with a large amount of unstructured data that has been collected from different sources. In addition, supercomputers can reduce calculation times from days to minutes, and they are more accessible than in the past. It is common sense that improvements in calculation methods and data science would allow researchers to build more complex models and to use more data in decision-making.

More importantly, the implications of ongoing R&D projects for the selection and scheduling of future projects have been ignored in many studies. Evolving requirements in current projects may impose limitations, such as a lack of available resources, and may cause differences in the total risk calculations as well as other dependencies. In this case, assuming the foreseeable requirements of current projects seems to be a preferable option in making calculations easier. However, its future effects on the selection process are still uncertain. The only study found in the literature that focused on both current and potential future R&D projects was that of Hassanzadeh et al. [29]. Therefore, important priority areas for future studies might be (i) the effect of ongoing projects on R&D project selection, and (ii) the procedure to incorporate this effect into the R&D selection process.

Today, decision-making approaches have exciting areas of application, such as artificial intelligence software, which can analyse the investment decision processes of individuals by learning and imitating their behaviour, and can actively manage an investment portfolio across stock, gold, and forex products [113]. Similarly, it would be possible to develop an artificial intelligence model to analyse previous R&D project selections and to decide which R&D projects should be selected. Thus the use of decision-making and
artificial intelligence approaches in project selection is promising, and could be one of the interesting focuses of further studies.
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