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Abstract

Capsule networks (CapsNets), which incorporate the paradigms of connectionism and symbolism, have brought fresh insights into artificial intelligence (AI). The capsule, as the building block of CapsNets, is a group of neurons represented by a vector to encode different features of an entity. The information is extracted hierarchically through capsule layers via routing algorithms. Here, we introduce a quantum capsule network (dubbed QCapsNet) together with an efficient quantum dynamic routing algorithm. To benchmark the performance of the QCapsNet, we carry out extensive numerical simulations on the classification of handwritten digits and symmetry-protected topological phases, and show that the QCapsNet can achieve an enhanced accuracy and outperform conventional quantum classifiers evidently. We further unpack the output capsule state and find that a particular subspace may correspond to a human-understandable feature of the input data, which indicates the potential explainability of such networks. Our work reveals an intriguing prospect of QCapsNets in quantum machine learning, which may provide a valuable guide towards explainable quantum AI.

1. Introduction

Connectionism and symbolism are two complementary approaches towards artificial intelligence (AI) [1]. Inspired by biological brains, connectionism aims to model the intelligence as an emergent phenomenon by connecting a large number of neurons. The most popular paradigm of this approach lies on artificial neural networks. With the recent rise of deep learning [2–5], connectionism has attracted great attentions and become one of the most promising ways to realize general AI. Noteworthy examples [4] include feed-forward neural networks, recursive neural networks, recurrent neural networks, and convolutional neural networks (CNNs). Connectionism AI requires less prior knowledge, which is beneficial for scaling up and broader applications. Yet, connectionism AI typically treats the machine learning model as a black box, which makes it challenging for human to explain the rational behind the model's decisions. In comparison, symbolic AI is based on the logic, deduction, and higher-level symbolic representations [6, 7]. It enables one to trace back how the decision is made, and seek for the interpretability of machine learning models. However, such models generally require more sophisticated prior knowledge, which hinders the widespread application of symbolic AI.

Recently, a new paradigm that incorporates both symbolism and connectionism has become an encouraging trend for AI. Many attempts have been made [8–11], among which the capsule network (CapsNet) [11–15], as a variant of the traditional neural network, has become a cutting-edge research area. In analogy to a group of neurons constituting a specific functional area of the human brain, the basic unit of CapsNets—capsule—is a set of neurons that used to detect a specific entity. Such a capsule is represented by a vector, rather than a scalar in traditional neural networks. In this fashion, a capsule is able to represent different features of an entity, such as pose, hue, texture, deformation, etc. Furthermore, the norm of the
capsule indicates the likelihood that an entity being captured. During the feed-forward process, the information can be transferred layer by layer via the routing-by-agreement mechanism [12]; the capsule in the higher-level layer is predicated upon its geometric relationship (e.g., dot product in the Euclidean space) with the lower-level one. Unlike the max-pooling method throwing away information about the precise position of entities in CNNs, this routing mechanism used in CapsNets can preserve the geometric relationships amongst entities. With such geometric information encoded inside the capsule, CapsNets generally have more intrinsic explainability than CNNs [16, 17].

Quantum computing is based on the computation model following the principles of quantum theory, and is able to harness the features from the quantum world such as superposition and entanglement. The basic memory units of quantum computing are quantum bits, which is also referred to as qubits. In general, for a classical register consisting of $n$ bits, the state can be described by a length-$2^n$ vector with 1 for one entry and 0 for all the other entries. For a quantum register consisting of $n$ qubits, quantum mechanics allows a quantum state to be described by a $2^n$-dimensional complex vector, which is crucially different from a single non-zero entry in the classical case and usually called the quantum superposition. With the development and flourishing of quantum computing architecture [18–24], the interplay between quantum physics and AI has attracted a wide range of interests [25–28]. Along this line, many heuristic quantum machine learning models have been proposed, including the quantum decision tree classifiers [29, 30], quantum support vector machines [31], quantum Boltzmann machines [32], quantum generative models [33–36], quantum CNNs [37–41], and perception-based quantum neural networks [42], etc. Some of these works show potential quantum advantages over their classical counterparts, which have boosted the development of quantum AI [26]. Although some recent efforts have been initiated to interpret behavior of AI in quantum optical experiments [43], a generally explainable quantum AI is still in its infancy.

Here, inspired by the innovative design of classical CapsNets and the exciting progress in quantum machine learning, we propose a quantum capsule network (QCapsNet), where interacting qubits are encapsulated into a capsule as the building block of the architecture. For the feed-forward process between the two adjacent layers, we propose an efficient quantum dynamic routing algorithm based on the quantum random access memory (qRAM). We benchmark our model through the classification tasks of both the quantum and classical data, and show that the capsule architecture can increase the accuracy for the quantum classifiers. In addition, the combination of symbolism and connectionism prevents the QCapsNet from being fully a black-box model. Indeed, in our QCapsNet, a certain subspace of the capsule encodes an explainable feature of the input data. We exam it by tweaking the active output capsule, and show that the one can visualize the variation of a specific explainable feature and semantically interpret the model’s output. Our results not only demonstrate an enhanced performance of the QCapsNet in classification tasks, but also reveal its potential explainability, which may pave a way to explore explainable quantum AI. For future applications, QCapsNet may utilized to handle the tasks of learning from classical and quantum data in an explainable way, such as assisting the medical diagnosis, recognizing quantum phase transitions [44], etc.

2. General framework

2.1. Classical CapsNets

To begin with, we first briefly recap the essential idea of the CapsNet. In computer graphics, a set of instantiation parameters is an abstract representation of an entity that is fed into a rendering program so as to generate an image [45]. Here, the entity refers to a segment of an object. For example, nose and mouth are two entities on the face. The motivation behind introducing a capsule is to encapsulate the instantiation parameters as a vector, and thus predict the presence of a specific entity. In this respect, the norm of the capsule vector represents the likelihood that an entity being detected, whereas the components of the capsule vector encode its corresponding features (instantiation parameters), such as pose, deformation, hue, etc. From this perspective, the classical CapsNet is intuitively a neural network that attempts to perform inverse graphics.

The preprocessing layers of the classical CapsNets (e.g. the convolutional layer) first extract some basic features of the input data, and then encapsulate these features into several capsules to represent different entities. Given the $i$th capsule vector $v_i$ in the $l$th layer, the prediction vector $u_{ij}^{l+1}$ of the $j$th capsule in the $(l + 1)$th layer is calculated by $u_{ij}^{l+1} = W_{ij}v_i$, where $W_{ij}$ is a weight matrix to be trained by the gradient descent algorithm. After taking into account routing coefficients $r_{ij}$ and a nonlinear normalization function $\text{squa}(\text{equation}(A4))$, the $j$th capsule vector in the $(l + 1)$th layer is calculated by $v_{j}^{l+1} = \text{squa}(\sum_{i} r_{ij} u_{ij}^{l+1})$. The routing-by-agreement algorithm is executed by dynamically updating the routing coefficients $r_{ij}$ with the geometric agreement (such as dot product) $u_{ij}^{l+1} \cdot v_{j}^{l+1}$. Here, $r_{ij}$ reflects the
probability that the lower-level capsule is assigned to the higher-level one. After a few iterations, lower-level capsules with strong agreements will dominate the contribution to the $\rho^{l+1}_{ji}$ capsule. The classification result can be deduced from the norm of the output capsule vector (activation probability). We present the explicit expression of the squash function and the routing details in appendix A. By virtue of this algorithm, CapsNets can not only extract information from lower-level capsules, but also preserve their geometric relationships [12]. As a result, CapsNets can address the so-called Picasso problem in image recognition, e.g. an image with an upside-down position of nose and mouth will not be recognized as a human face in CapsNets. In contrast, CNNs will still classify such an image as a human face, as the max-pooling method generally neglects the spatial relationship between entities [15].

2.2. Quantum CapsNets
We now extend the classical CapsNets to the quantum domain and introduce a QCapsNet model. The general framework of a QCapsNet is illustrated in figure 1. For readers unfamiliar with the capsule architecture, we present comparisons among the QCapsNets, classical CapsNets, and classical neural networks in table 1. A summary of mathematical notations is also given in table 2. This network consists of three crucial ingredients, i.e. the preprocessing layers, the capsule layers, and the quantum dynamic routing process. The model’s input is first fed into the preprocessing layers to extract some preliminary features. These features are encapsulated into several quantum states and then sent to the capsule layers. Inside each capsule, there are a group of interacting qubits building up a sub-QNN. As such, given the $i$th quantum capsule state $\chi^l_i$ in the $l$th layer as the input, the parameterized sub-QNN can be regarded as a quantum channel $\mathcal{E}_{ij}$ that generates a prediction quantum state $\rho^{l+1}_{ji} = \mathcal{E}_{ij}(\chi^l_i)$ for the $j$th capsule in the $(l+1)$th layer. In order to obtain the $j$th quantum capsule state in the $(l+1)$th layer, $\chi^{l+1}_j = \sum_i q_{ij} \rho^{l+1}_{ji}$, we propose a quantum dynamic routing algorithm. Here, $q_{ij}$ is the routing probability and dynamically updated with the geometric relationship (distance measure) between $\rho^{l+1}_{ji}$ and $\chi^{l+1}_j$. As we will show below, such a quantum dynamic routing algorithm is able to evaluate the distance measure of quantum states. The classification results can be read out by measuring the activation probability of capsules in the last layer.
There are several ways to measure the distance of quantum states [46], including the trace distance, fidelity, and the quantum Wasserstein distance [47, 48]. Here, we utilize the $k$th moment overlap between the two mixed quantum states

$$\Omega(\rho, \chi) \equiv \text{Tr}(\rho^k \chi^k), \quad (1)$$

as a geometric measurement tool, where $k$ denotes the power of the matrix multiplication. The moment order $k$ serves as a hyperparameter in controlling the convergence of the iteration: the larger $k$ we choose, the quicker convergence we obtain.

During the quantum dynamic routing process, the overlap between the prediction state and the capsule state $\Omega(\rho_{ij}^{l+1}, \chi_i^{l+1})$ serves as a quantum geometric agreement. Furthermore, the activation probability of each capsule can be accessed through the $k$th purity of the state:

$$\mathcal{P}(\chi) \equiv \Omega(\chi, \chi) = \text{Tr}(\chi^{2k}). \quad (2)$$

As the number of qubits increases, the minimum of the purity will exponentially decay to zero. In addition, since the prediction quantum state $\rho_{ij}^{l+1} = \mathcal{E}_\theta(\chi_i^l)$ heavily relies on the quantum process $\mathcal{E}_\theta$ inside each
capsule, the specific structure of sub-QNNs can have an enormous impact on the performance of QCapsNets. We will investigate several QCapsNets with different capsule architectures in the following paragraphs.

2.3. Quantum dynamic routing
We now introduce a quantum dynamic routing process among all the M prediction states \( \{ \rho_{ij}^{l+1} \}_{i=1}^M \) and the jth capsule state \( \chi_j^{l+1} \) in \((l+1)\)th layer, which contains the following two major subroutines.

2.3.1. Measuring the geometric relationship in parallel
In order to leverage the quantum parallelism, we first encode the set of prediction states \( \{ \rho_{ij}^{l+1} \}_{i=1}^M \) into the bus registers of two quantum random access memory (qRAM) states \([49\text{-}52]\), namely, the input qRAM state \( \sigma_j^{\text{in}} = 1/M \sum_{i=1}^M |i\rangle \langle i| \otimes (\rho_{ij}^{l+1})^\otimes k \) and the output qRAM state \( \sigma_j^{\text{out}} = \sum_{i=1}^M q_{ij} |i\rangle \langle i| \otimes (\chi_j^{l+1})^\otimes k \). The routing coefficients \( q_{ij} \) of \( \sigma_j^{\text{out}} \) and \( \chi_j^{l+1} \) are uniformly initialized at \( 1/M \) and then dynamically refined by geometric relationships. Owing to the qRAM structure, we can compute all the \( k \)-moment overlaps \( \{ \Omega(\rho_{ij}^{l+1}, \chi_j^{l+1}) \}_{i=1}^M \) in parallel by use of a SWAP test between \( \sigma_j^{\text{in}} \) and \( \chi_j^{l+1} \) [53]. Through tracing out the bus register, these geometric relationships can be efficiently encoded into the address register as a diagonal quantum density matrix \( \omega_j = \sum_{i=1}^M \omega_{ij} |i\rangle \langle i| \) with

\[
\omega_{ij} = \frac{1 + \Omega(\rho_{ij}^{l+1}, \chi_j^{l+1})}{A}, \quad A = \sum_{i=1}^M \left[ 1 + \Omega(\rho_{ij}^{l+1}, \chi_j^{l+1}) \right].
\]

2.3.2. Assigning the routing coefficients
With such an overlap state \( \omega_j \) at hand, we can utilize techniques of density matrix exponentiation [54] and Hamiltonian simulation [55] to generate the following unitary operator,

\[
U_j = \exp \left( {-i \frac{t}{A} \sum_{i=1}^M \Omega(\rho_{ij}^{l+1}, \chi_j^{l+1}) |i\rangle \langle i| \otimes \mathbb{I} \otimes X} \right),
\]

where \( \mathbb{I} \) is the identity operator in the bus register, the Pauli-X gate acts on the ancilla qubit, and \( A \) is a normalization factor defined in equation (3). Next, we apply \( U_j \) to the state \( \sigma_j^{\text{in}} \otimes |0\rangle \langle 0| \) and project the above ancilla qubit to the \(|1\rangle \langle 1| \) subspace via post-selection [56]. As a consequence, all these \( M \) geometric relationships can be assigned into the routing coefficients of the output qRAM state \( \sigma_j^{\text{out}} \) as

\[
q_{ij} \leftarrow \frac{|\Omega(\rho_{ij}^{l+1}, \chi_j^{l+1})|^2}{\sum_{i=1}^M |\Omega(\rho_{ij}^{l+1}, \chi_j^{l+1})|^2}.\]

Subsequently, the new capsule state \( \chi_j^{l+1} \) can be obtained by tracing out the index qubits of the output qRAM state \( \text{Tr}_{\text{index}}(\sigma_j^{\text{out}}) = \sum_{i=1}^M q_{ij} (\rho_{ij}^{l+1})^\otimes k \). Such a top-down feedback increases the routing coefficient \( q_{ij} \) for the prediction state \( \rho_{ij}^{l+1} \) that has a large overlap with the new capsule state \( \chi_j^{l+1} \). Repeating the above quantum routing procedure for a few iterations (usually three in our numerical experiments), the routing coefficients \( q_{ij} \) generally converge. The explicit implementation and technical details of the algorithm are presented in the appendix B.

3. Numerical experiments

3.1. Performance benchmarking
To benchmark the performance of QCapsNets, we carry out some numerical experiments about the classification of both classical (e.g. handwritten digit images) and quantum (e.g. topological states) data. Note that in QCapsNets, we can furnish their capsules with various sub-QNNs \( E_{ij} \). Different families of sub-QNNs may bear distinct entangling capabilities and representation power. Thereby in the following numerical experiments, we propose two kinds of QCapsNets with different sub-QNNs, and then benchmark their performance by the classification accuracy. The first sub-QNN is the parameterized quantum circuit (PQC), which has been widely used as a standard ansatz for quantum classifiers [57\text{-}63]. The second one is the deep quantum feed-forward neural network (DQFNN), which has been proposed to solve the supervised learning problem [42] and the dynamics of quantum open system [64]. Inside DQFNN, each node represents a qubit, and their connections are given by parameterized unitary gates. The explicit structures of
these two sub-QNNs are shown in the appendix D. For brevity, we name QCapsNets equipped with the above two sub-QNNs as PQC-Caps and DQFNN-Caps, respectively. In addition, we use the conventional PQC (without any capsule architecture) as a baseline for comparison. We focus on the two-category classification problem, and thus supply the last layer of QCapsNets with two capsules, whose explicit structures are discussed in the appendix C.

We first apply QCapsNets to the classification of handwritten digit images in the MNIST dataset [65], which has been widely considered to be a good 'toy model' for various machine learning paradigms. In figures 2(a) and (b), we plot the scaling of inaccuracy as a function of the number of parameters in QCapsNets for the training and test dataset, respectively. As the number of parameters increases, the averaged inaccuracy of both QCapsNets is reduced to less than $2 \times 10^{-2}$, which surpasses the performance of the baseline. Therefore, given the same number of parameters, owing to the capsule architecture and the quantum dynamic routing mechanism, QCapsNets can extract the information more effectively and may possess an enhanced representation power than the conventional PQCs (see the specific structure of the PQC in figure 8(a)).

In addition to classical data, QCapsNets also apply to quantum input data. To this end, we further use the QCapsNet as a quantum classifier for the symmetry-protected topological (SPT) states. Specifically, we consider the following cluster-Ising model, whose Hamiltonian reads [66]:

$$H(\alpha) = -\sum_{j=1}^{n} X_j Z_j X_{j+1} Z_{j+1} + \alpha \sum_{j=1}^{n} Y_j Y_{j+1},$$  \hspace{1cm} (6)$$

where the Pauli matrices $X_j, Y_j, Z_j$ act on the $j$th spin and $n$ is the total number of spins. The parameter $\alpha$ indicates the strength of the nearest coupling. This model is exactly solvable and exhibits a well-understood quantum phase transition point at $\alpha = 1$. There is an antiferromagnetic phase for $\alpha > 1$, while a $Z_2 \times Z_2$ SPT phase for $\alpha < 1$ (characterized by a non-local string order). The training data is a set of ground states of Hamiltonian $H(\alpha)$, which is generated by uniformly sampling $\alpha$ from 0 to 2 under the periodic boundary condition. In this example, the capsule structure of our QCapsNet is fixed to be DQFNN.

As shown in figure 2(c), the inaccuracy of the training dataset can drop below $10^{-2}$ within 40 epochs. After training, we generate 80 ground states as the test dataset, with $\alpha$ ranging from 0.8 to 1.2. In the inset, we feed the trained QCapsNets with the test dataset, and plot the activation probability $P_c$ of two output capsules as a function of $\alpha$. In the regime far from the critical point, as the magnitudes of $P_c$ significantly depart away, our QCapsNet can precisely distinguish two different phases. In addition, the phase transition point can be inferred from the intersection of $P_c$. Although there are some tiny fluctuations near the quantum phase transition point due to finite-size effects, the critical point estimated by the QCapsNet is 1.01, i.e. only a small deviation from the exact value. The loss function and the explicit activation probability of capsules are given in the appendix C.
3.2. Visualize the capsule subspace

We have demonstrated the enhanced performance of QCapsNets in the classification tasks. Yet, if one would like to further utilize QCapsNets for making critical decisions (e.g. self-driving cars and medical diagnostics) [67], it is of crucial importance to understand, trust, and explain the rational behind the model’s decisions. In the field of computer vision and machine learning, explainability aims to investigate how the parameters of neural networks affect the classification results in a human-understandable way. For instance, the heatmap (class activation mapping) enables us to visualize which feature dominates the final prediction in CNNs [68]. Likewise, we would like to explore the potential explainability of QCapsNets through the following reconstruction scheme. We remark that our goal is to investigate whether QCapsNets could extract some explainable information from the input data. Hence, we adopt a classical-quantum hybrid architecture to alleviate the limitation of classically simulating quantum neural networks.

In figure 3(a), we attach the QCapsNet to a classical encoder CNN and a classical decoder (feed-forward network), and use the whole network to reconstruct the input image from the MNIST dataset. The first two procedures are similar to the ones in the classification task. Some basic features of the image are first extracted by the classical encoder, and then encapsulated into nine primary capsules in the quantum layers. Through quantum dynamic routing process, high-level features are encoded into two digit capsules. We pick up the capsule state with the largest activation probability (equation (2)) for quantum state tomography, and feed its classical representation to the classical feed-forward network to reconstruct the input image. The loss function of this model includes two parts. The first part requires the measurement results of the digit capsules, and the second part evaluates the reconstruction error of the decoder networks.

(b) The reconstruction results with QCapsNets. Here, we present images with two different labels, i.e. ‘3’ and ‘6’. For comparison, we show the input (ground truth) data in the first row and the reconstruction result (prediction) in the second row.

In the above simulation, we find that the most active capsule contains sufficient information to reconstruct the original image. Hence, the entire Hilbert space of such a quantum capsule state may learn a plenty of variants of the images. As shown in [12, 16], adding perturbations into the capsule is one of useful tools to reveal the potential explainability for each subspace. After the reconstruction process, we can feed a perturbed capsule state to the trained decoder network, and analyze how the perturbation affects the reconstruction result. As shown in figure 4, we test three different types of perturbations on the digit capsule, with the perturbation parameter $\theta$ ranging from $-0.2$ to $0.2$. These perturbations are applied on the digit capsules before we measure them under the Pauli basis. The first type of perturbation we consider is the $x$-axis rotation $U = e^{-i\theta X_1}$ on the first qubit. In figure 4(a), as the perturbation parameter $\theta$ gets larger, the strokes of both digits ‘3’ and ‘6’ become thicker. In figure 4(b), we apply a $z$-axis rotation $U = e^{-i\theta Z_4}$ on the last qubit. Through tuning the perturbation parameter, both digits have been squeezed to various degrees.
Figure 4. Variations of handwritten-digit images with different perturbations on the active digit capsule. (a) We apply a x-axis rotation $U = e^{-i\theta X_1}$ on the first qubit in the active digit capsule, which shows a variation of the thickness in the reconstruction images. (b) We apply a z-axis rotation $U = e^{-i\theta Z_4}$ on the last qubit in the active digit capsule, which indicates a stretch behavior in the reconstruction images. (c) We apply a global z-axis rotation $U = e^{-i\theta Z_1 Z_2 Z_3 Z_4}$ on the active digit capsule. The reconstruction images are rotated in different angles, along with a slight deformation. The perturbation parameter $\theta$ is tweaked from $-0.2$ to $0.2$ by intervals of $0.06$.

the figure 4(c), we apply a global z-axis rotation $U = e^{-i\theta Z_1 Z_2 Z_3 Z_4}$ on the whole active capsule. By tweaking the perturbation parameter, both digits are rotated at different angles, together with a tiny deformation. These perturbation results indicate that a particular subspace of the digit capsule state could almost represent a specific explainable feature of the handwritten images.

4. Conclusion

We have introduced a QCapsNet model equipped with an efficient quantum dynamic routing algorithm, where the overlaps between two capsule states can be obtained in parallel. Through the classification tasks for both the classical handwritten digits and SPT states, we found that QCapsNets achieve an enhanced accuracy among quantum classifiers we considered. By virtue of the geometric relationships, QCapsNets can capture the essential features of the input data, and then encapsulate them into the output capsule. Accordingly, such capsule contains sufficient instantiation parameters to reconstruct the original data. In particular, one specific subspace of the output capsule could correspond to a human-understandable feature of the input data.

Many interesting and important questions remain unexplored and deserve further investigation. First, it would be great interesting to consider different experimental scheme to quantify the geometric relationships between capsules states. Indeed, there are several works show that such a quantity can be measured with cross-platform verification [69, 70], which do not require a quantum communication and much suitable for the noisy intermediate-scale quantum devices [71]. Second, a quantum neural networks may suffer by the barren plateaus problem [72–86], where the gradient of parameters may vanish in any direction. A good choice of the initial guess of the parameters should be important for the maintain the trainability of QCapsNets. Third, the scalability and performance of QCapsNets may be further improved by other quantum routing algorithms. For instance, a quantum extension of the expectation-maximization routing algorithm [13, 87, 88] might be a good candidate along this line. In addition, quantum adversarial machine learning has attracted considerable attention recently [61, 89]. It has been shown that, compared to CNNs, CapsNets are relatively resilient against the adversarial attacks [13]. This inspires a natural question concerning whether QCapsNets are also more robust to adversarial perturbations than other traditional quantum classifiers. Furthermore, we may exploit quantum neural tangent kernels to understand the training dynamics of QCapsNets [90]. Recently, we notice a remarkable paper proposing a dequantized version of the SWAP test [91]. We may try to design some efficient quantum-inspired algorithms for CapsNets. Finally, such a grouped architecture may shed light on implementing QCapsNets in a collection of distributed quantum computers that are routed via the quantum internet [92].
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Appendix A. Classical CapsNets

A.1. General architecture

The classical CapsNet was first introduced in [11], and then equipped with a dynamic routing algorithm in [12] and an expectation-maximization routing algorithm in [13]. CapsNets are multi-layered networks, whose building block is a capsule that represented by a vector, instead of a scalar in Vanilla neural networks (see table 1 for their detailed comparisons) [93, 94]. The norm (length) of the vector reflects the probability of an entity being present, while the components (orientations) of the vector indicate the features of the entity. In computer graphics [45], features refer to different types of instantiation parameters of an entity, such as its rotation, pose, hue, texture, deformation, etc. The capsule can learn to detect an entity in an object, together with its corresponding features.

The structure of CapsNets generally consist of three parts (as shown in figure 5). The first part is the convolutional layer that used in CNNs. In this layer, the model detects the basic local features of the input data. For the specific task demonstrated in [12], the MNIST handwritten data are processed through two convolutional layers: [28, 28, 1] → ReLUConv2d(kernel=9×9, stride=1) → [20, 20, 256] → ReLUConv2d(kernel=9×9, stride=2) → [6, 6, 256] = [6, 6, 32 × 8]. The second part is the PrimaryCaps layer, which not only captures the features of data, but also generates their combinations. In this layer, the above feature map is reshaped into [nP, vP] = [6 × 6 × 32, 8], corresponding to 1152 capsule vectors living in the 8-dimensional Euclidean space. These capsule vectors are then fed into the third part—the DigitCaps layer. Therein, via dynamic routing between the PrimaryCaps layer and the DigitCaps layer, the shape of the final output vector is [nP, vP] = [10, 16], where nP is equal to the number of categories for classification. The probability can be read from the norm of the vector, while its components represent the features of the entity, which can be further used to unbox the learning model and seek for its explainability.

A.2. Dynamic routing

In the following context we will elucidate the dynamic routing algorithm [12], whose pseudocode is presented in algorithm 1. Consider the dynamic routing algorithm between the lth and the (l + 1)th capsule layer in the classical CapsNets (as shown in figure 6). Given the ith capsule vl in the lth layer, we first calculate the prediction vector ul+l |i of the jth capsule in the (l + 1)th layer by multiplying a weight matrix Wij ∈ Rνν×νν (trained by back propagation),

\[ u_{l+l}^{j |i} = W_{ij}v_l^i, \quad \forall i \in \mathcal{L}_l, j \in \mathcal{L}_{l+1}. \]  

(A1)

Then we sum over all the prediction vectors ul+l |i in the lth layer with routing coefficients r_{ij} to generate the pre-squashed vector s_{l+l}^{j |i} of the jth capsule in the (l + 1)th layer,

\[ s_{l+l}^{j |i} = \sum_{i} r_{ij} u_{l+l}^{j |i}, \]  

(A2)

where r_{ij} quantifies the probability that the capsule vector i may affect the capsule vector j. Finding groups of similar ul+l |i can be seen as a clustering problem, thus we can interpret r_{ij} as the probability that capsule i is grouped to cluster j, which requires \( \sum_j r_{ij} = 1 \). To this end, we introduce a set of digits (unnormalized routing coefficients) b_{ij}, which is related to the routing coefficient r_{ij} by a softmax function:

\[ r_{ij} = \text{softmax}(b_{ij}) = \frac{\exp(b_{ij})}{\sum_j \exp(b_{ij})}. \]  

(A3)
Figure 5. The overall structure of classical capsule networks with three essential layers. The input data are first processed through the convolutional layer. Then the corresponding feature maps $[H, W, C]$ are fed into the PrimaryCaps layer and reshaped into $n^P$ capsules living in a $n^P$-dimensional Euclidean space. Owing to the dynamic routing algorithm, the DigitCaps layer ($n^D$ capsules in a $n^D$-dimensional space) is able to extract features of entities from lower-level capsules and capture their geometric relationships. The norm of the active capsule in the DigitCaps layer indicates the probability of a specific class being detected.

Algorithm 1. Dynamic routing for classical capsule networks.

\begin{verbatim}
input: the index of layer $l$, the number of iteration $e$, the prediction vector $u_{ij}^{l+1} = W_j v_i$
output: the capsule vector $v_j^{l+1}$ in the $(l+1)$th layer
1 initialize: $\forall i \in L_l, j \in L_{l+1}: b_{ij} \leftarrow 0$ // initialize a uniform routing path
2 for $e$ iterations do
3 $\forall i \in L_l, j \in L_{l+1}: r_{ij} \leftarrow \text{softmax}_j(b_{ij})$ // softmax computes equation (A3)
4 $\forall j \in L_{l+1}: s_{l+1}^j \leftarrow \sum_i r_{ij} u_{ij}^{l+1}$ // weight with the routing parameters
5 $\forall j \in L_{l+1}: v_j^{l+1} \leftarrow \text{squash}(s_{l+1}^j)$ // squash computes equation (A4)
6 $\forall i \in L_l, j \in L_{l+1}: b_{ij} \leftarrow b_{ij} + u_{ij}^{l+1} \cdot v_j^{l+1}$. // update with the geometric relation
7 return $v_j^{l+1}$
\end{verbatim}

We remark that the nonlinearity of the classical CapsNets is contributed by the so-called `squashing' operation:

$$v_j^{l+1} = \text{squash}(s_j^{l+1}) \equiv \frac{\|s_j^{l+1}\|^2}{1 + \|s_j^{l+1}\|^2} s_j^{l+1}.$$  (A4)

The squash function forces short vectors to get shrunk to almost zero length, and long vectors to get shrunk to a length slightly below one, which is analogous to $\text{sigmoid}(x) \equiv 1/(1 + e^{-x})$ in the classical neural
networks. The essence of the dynamic routing algorithm is the so-called routing-by-agreement mechanism, which is able to exact the geometric relationship \( g_{ij} \) between prediction vectors \( \mathbf{u}_{ij}^{l+1} \) and the possible output vector \( \mathbf{v}_j^{l+1} \). Note that capsules vectors are living in the Euclidean space, the geometric relationship can be characterized by the dot product between them:

\[
g_{ij} = \mathbf{u}_{ij}^{l+1} \cdot \mathbf{v}_j^{l+1}. \tag{A5}\]

At the beginning of the routing algorithm, all the routing digits \( b_{ij} \) are initialized to zero, which leads to a uniformly routing path between layers. During iterations, the routing digits are then iteratively refined by the agreement \( g_{ij} \) between the current output capsule \( \mathbf{v}_j^{l+1} \) and the prediction vector \( \mathbf{u}_{ij}^{l+1} \),

\[
b_{ij} \leftarrow b_{ij} + g_{ij}. \tag{A6}\]

Such a routing-by-agreement mechanism has been demonstrated far more effective than the max-pooling method used in CNNs [12, 13]. In short, CapsNet is a neural network which replaces scalar-output neurons with vector-output capsules and max-pooling with routing-by-agreement.

### A.3. Training and reconstruction

In order to detect possibly multiple handwritten digits in an image, the classical CapsNets use a separate margin loss \( L_c \) for each class \( c \) digit present in the image [12]:

\[
L_c = T_c \max(0, m^+ - \|\mathbf{v}_c^D\|)^2 + \lambda(1 - T_c) \max(0, \|\mathbf{v}_c^D\| - m^-)^2, \tag{A7}\]

where \( \mathbf{v}_c^D \) is the \( c \)th capsule in the DigitCaps layer, \( \max(A, B) \) is the maximum value between \( A \) and \( B \), and \( T_c \) is an indicator function for a specific class \( c \), i.e. \( T_c = 1 \) if and only if an object of class \( c \) is present. The margins are set as \( m^+ = 0.9 \) and \( m^- = 0.1 \). Here, \( \lambda \) is a down-weighting term that prevents the initial learning from shrinking the activity vectors of all classes. The total margin loss \( L_M = \sum_c L_c \) is just the sum of the losses of all classes. With such a loss function at hand, one can routinely utilize the backpropagation algorithm to train the parameters in the weight matrices \( \mathbf{W}_{ij} \). We remark that the routing coefficients \( r_{ij} \) are not trainable parameters, but values determined by the dynamic routing algorithm.

Apart from the aforementioned three layers for classification, one can add additional reconstruction layers to enable capsules to encode the corresponding features of input data. Specifically, the most active capsule in the DigitCaps layer can be fed into a decoder which consist of three fully connected layers. After minimizing the mean square error \( L_{MSE} \) between the outputs of the logistic units and the original pixel intensities, one can use initiation parameters in the most active capsule to reconstruct the input image. In this vein, both the margin loss and the MSE loss should be optimized simultaneously, \( L = L_M + \gamma L_{MSE} \), where \( \gamma \) is a small regularization term that scales down \( L_{MSE} \) so that it does not dominate \( L_M \) during training.

### Appendix B. Implementation of the quantum dynamic routing algorithm

In this section, we will elucidate the quantum dynamic routing process among all the \( M \) prediction states \( \{\rho_{ji}^{l+1}\}_{i=1}^M \) and the \( j \)th capsule state \( \chi_j^{l+1} \) in \((l + 1)\)th layer, whose pseudocode is presented in algorithm 2. A concise comparison to the classical CapsNets is given in table 1. For brevity, the \((l + 1)\) superscript of the density matrix are omitted temporally in the following context. The overall quantum circuit implementation for our quantum dynamic routing algorithm is demonstrated in figure 7.

#### B.1. Measure the geometric relationship in parallel

Recall that in the main text, we quantify the geometric relationship between the prediction state \( \chi_j \) and the capsule state \( \rho_{ji} \) as the \( k \)th moment overlap:

\[
\Omega(\rho_{ji}, \chi_j) = \text{Tr} \left( \rho_{ji} \chi_j^k \right), \tag{B1}\]

where \( k \) denotes the power of the matrix multiplication. To obtain all the \( M \) overlaps \( \{\Omega(\rho_{ji}, \chi_j)\}_{i=1}^M \) in parallel, we introduce a qRAM oracle \( O_\sigma \) to generate two qRAM states, \( \sigma_{in}^j \) and \( \sigma_{out}^j \), which correlate all the \( M \) prediction states \( \{\rho_{ji}\}_{i=1}^M \) as

\[
\sigma_{in}^j = O_\sigma \left[ \frac{1}{M} \sum_{i=1}^M |i\rangle \langle i| \otimes (|0\rangle \langle 0|)^n \right] \quad \sigma_{out}^j = \frac{1}{M} \sum_{i=1}^M |i\rangle \langle i| \otimes \rho_{ji}^{\otimes k}, \tag{B2}\]

where
Algorithm 2. Quantum dynamic routing for QCapsNets.

input: the index of layer ℓ, the order of moment k, the number of iteration ϵ, the prediction quantum density matrix \( \rho_{ij}^{k+1} = E_j(\chi_j^a) \)
output: the quantum capsule state \( \chi_{j}^{\rho_k} \) in the \((l+1)\)th layer

1. initialize: \( \forall i \in L_i, j \in L_{i+1}; \) fix \( \sigma_j^{in} = 1/M \sum_i |i\rangle \langle i| \otimes (\rho_{ij}^{k+1})^\otimes_k \) and assign \( q_{ij} \leftarrow 1/M \) to \( \sigma_j^{out} = \sum_i q_{ij} |i\rangle \langle i| \otimes (\rho_{ij}^{k+1})^\otimes_k \)
2. for \( \epsilon \) iterations and \( \forall j \in L_{i+1} \) do
3. \( (\chi_j^{\rho_k})^\otimes_k \leftarrow \text{Tr}_{\text{index}}(\sigma_j^{out}) \) \hspace{1cm} // trace out the index register
4. \( \omega_j = \sum_i w_{ij} |i\rangle \langle i| \otimes \text{SWAP\_test}(\sigma_j^{in}, \chi_j^{\rho_k}) \) \hspace{1cm} // parallel update \( w_{ij} \) by SWAP\_test in figure 7(a)
5. \( U_{\omega} = \exp(-i \omega_j \otimes \mathbb{I} \otimes X) \) \hspace{1cm} // density\_matrix\_exp in equation (B7)
6. \( U_j \leftarrow U_j U_{\omega} = \exp(-i \sum_i q_{ij} |i\rangle \langle i| \otimes \mathbb{I} \otimes X) \) \hspace{1cm} // apply the phase-shift unitary in equation (B8)
7. \( \sigma_j^{out} \leftarrow \sum_i q_{ij} |i\rangle \langle i| \otimes (\rho_{ij}^{k+1})^\otimes_k \) \hspace{1cm} // post-selection
8. return \( \chi_j^{\rho_k} \) = \text{Tr}_{\text{index}}(\sigma_j^{out})

---

Figure 7. Quantum circuits for the quantum dynamic routing algorithm. (a) Subroutine for parallel measuring the geometric relationship. The quantum circuit contains four registers: an index register initialized to \( \sum_{i=1}^{M} |i\rangle \otimes \mathbb{I} \), a bus register initialized to \( k \) copies of \( |0\rangle \), a capsule register initialized to \( k \) copies of the capsule state \( \chi_j \), and an ancilla register initialized to \( |0\rangle \). The qRAM oracle \( O_v \) will generate an input qRAM state \( \sigma_j^{in} = \frac{1}{M} \sum_{i=1}^{M} |i\rangle \otimes \rho_{ij}^{\otimes_k} \) that correlates \( M \) prediction states \( \{\rho_{ij}^{\otimes_k}\}_{i=1}^{M} \) in the bus register. Then we implement a SWAP test by applying a controlled-2\( k \)-SWAP gate \((\text{controlled-2\( k \)-SWAP})\) to the ancilla, capsule and bus registers. In the output of the circuit, we measure the ancilla qubit and project it in the \( |0\rangle \) subspace with a post-selection scheme. Finally, we trace out both the capsule and bus registers, and thus obtain the overlap density matrix \( \omega_j = \sum_{i=1}^{M} w_{ij} |i\rangle \langle i| \) where \( \omega_j \propto 1 + \text{Tr}(\rho_{ij}^{\otimes_k}) \) contains the geometric information. (b) Subroutine for assigning the routing probability to each capsule. Here we introduce another ancilla qubit that initialized to \( |0\rangle \). The unitary operator is \( U_j = \exp(-i A \sum_{i=1}^{M} \text{Tr}(\rho_{ij}^{\otimes_k}) |i\rangle \langle i| \otimes \mathbb{I} \otimes X) \), where \( A \) is a normalization factor, \( \mathbb{I} \) is the identity operator in the bus register and the Pauli-X gate acts on the ancilla qubit. After a short evolution, we project the ancilla qubit in the \( |1\rangle \) subsystem with a post selection scheme. The geometric relationships \( q_{ij} \propto |\text{Tr}(\rho_{ij}^{\otimes_k})|^2 \) are now encoded into the output qRAM state \( \sigma_j^{out} = \sum_{i=1}^{M} q_{ij} |i\rangle \otimes \rho_{ij}^{\otimes_k} \) as the routing probability.

\[
\sigma_j^{out} = O_v \left[ \sum_{i=1}^{M} q_{ij} |i\rangle \otimes (|0\rangle \langle 0|)^{\otimes_k} \right] O_v^\dagger = \sum_{i=1}^{M} q_{ij} |i\rangle \langle i| \otimes \rho_{ij}^{\otimes_k} , \tag{B3}
\]

where \( |i\rangle \) refers to the index (address) state, \( \rho_{ij}^{\otimes_k} \) denotes \( k \) copies of the prediction states stored in the bus register, and \( q_{ij} \) is the routing probability from the prediction state \( \rho_{ij} \) to the capsule state \( \chi_j \). Note that the routing probability of the input qRAM state \( \sigma_j^{in} \) is uniformly fixed at \( 1/M \) during the whole quantum routing process. However, the routing probability of the output qRAM state \( \sigma_j^{out} \) is uniformly initialized to \( 1/M \) only in the first iteration, and then dynamically refined by the geometric relationship.

With such a correlated qRAM states at hand, we can measure all the \( M \) geometric relationships \( \{\Omega(\rho_{ij}, \chi_j)\}_{i=1}^{M} \) in parallel by means of a SWAP test [53]. As shown in the figure 7(a), except for the input qRAM state \( \sigma_j^{in} \), we also need to prepare \( \chi_j^{\otimes_k} \) that is stored in the capsule register. This can be done by tracing out the index qubits of the output qRAM state \( \chi_j^{\otimes_k} = \text{Tr}_{\text{index}}(\sigma_j^{out}) = \sum_{i=1}^{M} q_{ij} \rho_{ij}^{\otimes_k} \). Then, we introduce an ancilla qubit initialized as \( |0\rangle \) and apply a Hadamard gate on it. After that a controlled 2\( k \)-SWAP gate (controlled-\( U_j \)) is applied to the ancilla, capsule and bus registers. The 2\( k \)-SWAP gate \( U_j \) is defined as:

\[
U_j |\psi_0\rangle \otimes |\psi_1\rangle \otimes \cdots \otimes |\psi_{2k}\rangle = |\psi_{2k}\rangle \otimes |\psi_0\rangle \otimes \cdots \otimes |\psi_{2k-1}\rangle , \tag{B4}
\]
which permutes $2^k$ quantum states for one single cycle. After applying another Hadamard gate to the ancilla qubit and tracing out both the capsule and bus registers, we obtain the following quantum state:

$$\frac{1}{2M} \sum_{i=1}^{M} \left[ (1 + \text{Tr} \left( \rho^k_{ij} \chi^k_i \right)) |0\rangle \langle 0| \otimes |i\rangle \langle i| + (1 - \text{Tr} \left( \rho^k_{ij} \chi^k_i \right)) |1\rangle \langle 1| \otimes |i\rangle \langle i| \right].$$

(B5)

Finally, by projecting the ancilla qubit into the $|0\rangle \langle 0|$ subspace with probability $O(A/(2M)) \approx O(1)$, we can efficiently encode all the $M$ geometric relationships $\{\Omega(\rho_{ij}, \chi_j)\}$ into the index register as a diagonal quantum density matrix:

$$\omega_j = \sum_{i=1}^{M} \omega_{ij} |i\rangle \langle i|, \quad \omega_{ij} = \frac{1 + \text{Tr} \left( \rho^k_{ij} \chi^k_j \right)}{A}, \quad A = \sum_{i=1}^{M} \left[ 1 + \text{Tr} \left( \rho^k_{ij} \chi^k_j \right) \right].$$

(B6)

The normalization factor $A$ can be estimated in $O(\log(N)/\epsilon^2)$ measurements with the error $\epsilon$ for an $N$-dimensional state.

### B.2. Assign the routing coefficients

Note that the overlap state $\omega_j$ contains the geometric information about the $j$th capsule state $\chi_j$ with all corresponding prediction states $\rho_{ij}$. Now we would like to utilize $\omega_j$ to update the routing coefficients $q_{ij}$ in the output qRAM state $\sigma^\text{out}_{ij}$ in equation (B2). To begin with, we first introduce two unitary operators, the geometric unitary $U_\omega$ and the phase-bias unitary $U_p$, by preparing an extended overlap state $\tilde{\omega}_j = \omega_j \otimes 1 \otimes X$ and a Hamiltonian $H_p = -\sum_{i=1}^{M} \frac{1}{A} |i\rangle \langle i| \otimes 1 \otimes X$:

$$U_\omega = \exp(-i\tilde{\omega}_j t) = \exp \left( -it \sum_{i=1}^{M} \omega_{ij} |i\rangle \langle i| \otimes 1 \otimes X \right),$$

(B7)

$$U_p = \exp(-iH_p t) = \exp \left( +it \sum_{i=1}^{M} \frac{1}{A} |i\rangle \langle i| \otimes 1 \otimes X \right),$$

(B8)

where $\omega_j$ is the geometric relationship defined in equation (3), $1$ is the identity operator in the bus register, and the Pauli-$X$ gate acts on another ancilla qubit. The geometric unitary $U_\omega$ can be generated by the density matrix exponentiation technique [54]: given $O(t^2/\epsilon)$ copies of the density matrix $\omega_j$, the unitary operation $U_\omega$ can be implemented within error $\epsilon$. The phase-bias unitary $U_p$ can also be efficiently generated by the dynamic evolution of the Hamiltonian $H_p$. Combining these two unitary operators, we can generate the following unitary operator,

$$U_j = U_p U_\omega = \exp \left[ -it \sum_{i=1}^{M} \left( 1 + \text{Tr} \left( \rho^k_{ij} \chi^k_j \right) - \frac{1}{A} \right) |i\rangle \langle i| \otimes 1 \otimes X \right]$$

$$= \exp \left[ -it \sum_{i=1}^{M} \frac{1}{A} \text{Tr} \left( \rho^k_{ij} \chi^k_j \right) |i\rangle \langle i| \otimes 1 \otimes X \right] \equiv \exp \left[ -it \sum_{i=1}^{M} q_{ij} |i\rangle \langle i| \otimes 1 \otimes X \right]$$

$$= \sum_{i=1}^{M} \left[ \cos(q_{ij} t) |i\rangle \langle i| \otimes 1 \otimes X - i \sin(q_{ij} t) |i\rangle \langle i| \otimes 1 \otimes X \right],$$

(B9)

which encodes all the $M$ geometric relationships $\{\Omega(\rho_{ij}, \chi_j)\}$. We define $q_{ij} = \text{Tr}(\rho^k_{ij} \chi^k_j)/A$ to simplify the above equation, which should not be confused with the real routing coefficients $q_{ij}$. Accordingly, as shown in figure 7(b), we are now able to assign the routing probability to each capsule by applying $U_j$ on the input qRAM state (equation (B2)) and the ancilla qubit:

$$U_j \left( \sigma^{\text{in}}_{ij} \otimes |0\rangle \langle 0| \right) U_j^\dagger = \frac{1}{M} \sum_{i=1}^{M} \left[ \cos^2(q_{ij} t) |i\rangle \langle i| \otimes \rho^0_{ij} \otimes |0\rangle \langle 0| + i \cos(q_{ij} t) \sin(q_{ij} t) |i\rangle \langle i| \otimes \rho^0_{ij} \otimes |0\rangle \langle 0| \right]$$

$$+ \sin^2(q_{ij} t) |i\rangle \langle i| \otimes \rho^0_{ij} \otimes |1\rangle \langle 1| - i \cos(q_{ij} t) \sin(q_{ij} t) |i\rangle \langle i| \otimes \rho^0_{ij} \otimes |1\rangle \langle 0| \right].$$

(B10)

In order to obtain a good approximation for $\sin(q_{ij} t) \approx q_{ij} t$, we set $t$ a small value and measure the ancilla qubit in $|1\rangle$ state. We remark that we can apply the amplitude amplification scheme to boost the probability...
of finding the state $|1\rangle$ [95]. In this case, the cost of measurement is around $O(\sqrt{\frac{1}{\epsilon^2}}) \approx O(A/t)$. We obtain the post-selection state and assign all the $M$ geometric relationships to the output qRAM state:

$$\sigma^{\text{out}}_j \leftarrow \sum_{i=1}^{M} q_{ij} |i\rangle \langle i| \otimes \rho_j^{\otimes k}, \quad q_{ij} = \frac{\text{Tr}\left(\rho_j^i \chi_j^k\right)}{\sum_{i=1}^{M} \left|\text{Tr}\left(\rho_j^i \chi_j^k\right)\right|^2}. \quad (B11)$$

Tracing out the index qubits of the output qRAM state, the capsule state $\chi_j^{\otimes k}$ is now refined to $\text{Tr}_{\text{index}}(\sigma_j^{\text{out}}) = \sum_{i=1}^{M} q_{ij} \rho_j^{\otimes k}$ with new routing coefficients $q_{ij}$ containing the geometric information. Through repeating the above quantum routing procedure for few iterations (normally 3 in our numerical experiments), the routing coefficients $q_{ij}$ generally converge to constants.

We give some additional remarks that the aforementioned oracle $O_\chi$ in equation (B2) can be treated as a generalization of the conventional qRAM from pure quantum states to mixed quantum states. A conventional qRAM is a device that, given a superposition of addresses $i$, returns a correlated set of data $D_i$: $\sum_{i} \alpha_i |i\rangle |0\rangle \xrightarrow{\text{qRAM}} \sum_{i} \alpha_i |i\rangle |D_i\rangle$ [49]. On a par with the Choi-Jamiolkowski isomorphism, which establishes a correspondence between quantum channels and density matrices [96-98], we adopt a bijection that maps a density matrix to a vector in the computational basis $\rho_i = \sum_{m,n} (\rho_{mn}) |m\rangle |n\rangle \leftrightarrow |\rho_i\rangle = \sum_{m,n} (\rho_{mn}) |m\rangle |n\rangle$.

Hence, the conventional qRAM is able to perform $\sum_{i} \alpha_i |i\rangle |0\rangle \otimes (|0\rangle |0\rangle)^{\otimes k} \xrightarrow{\text{qRAM}} \sum_{i} \alpha_i |i\rangle |i\rangle \otimes \left[\sum_{m,n} (\rho_{mn}) |m\rangle |n\rangle\right]^{\otimes k}$, which is equivalent to $\sum_{i} \alpha_i |i\rangle |i\rangle \otimes (|0\rangle |0\rangle)^{\otimes k} \xrightarrow{D_j} \sum_{i} \alpha_i |i\rangle |i\rangle \otimes \rho_i^{\otimes k}$ and thus achieves the oracle $O_\chi$.

B.3. Complexity Analysis

The complexity of the quantum dynamic routing algorithm can be analyzed in the following steps. First, for a general task, the amplitude encoding method may require exponential number of operations to encode the input data. Yet, this part of the complexity can be significantly alleviated when the input data is already a quantum state, such as the classification of symmetry-protected topological phase. Second, with the help of the qRAM architecture, capsules in the same layer can be addressed in $O(\log(M))$, albeit the resource for preparing the qRAM state would grow linearly with respect to $M$. Third, the geometric relationship $q_{ij}$ between capsules can be measured within $O(\log(N)/\epsilon^2)$ operations via the SWAP test. We remark that although the overlap of two random quantum states decays exponentially with the number of qubits, only a small number of qubits inside each capsule can be sufficient for the tasks considered in our main text. In addition, the routing coefficients can be parallel assigned by $O(\frac{t}{\epsilon})$ copies of the density matrix $\omega_j$. In this case, the time period $t$ is set to be a small constant. The post-selection of the ancillary state requires around $O(A/t) \approx O(M/t)$ times of measurement. The leading term of the time complexity of the dynamic routing algorithms is $O(Mr\log(M) \log(N))$.

Appendix C. Numerical details

Here we present the technical details of our numerical simulation in section 3.1. Due to the limited computational power of the classical computer, we choose only a subset of the MNIST dataset consisting of images labeled with ‘3’ and ‘6’, and reduce the size of each image from $28 \times 28$ pixels into $16 \times 16$ pixels. We normalize and encode these pixels into an 8-qubit quantum state using the amplitude encoding method, together with an ancilla qubit.

The QCapsNet is composed of the preprocessing layer, the primary capsule layer, and the digit capsule layer. In the preprocessing layer, we apply a 5-depth PQC on the 9-qubit system. Then, we rearrange these 9 qubits into 3 capsules in the primary capsule layer as follows. These qubits are first labeled from 1 to 9 respectively, then we partial trace qubits 4–9 to compute the first capsule. Similarly, we can obtain the second capsule by tracing out qubits 1–3 and 7–9, and the third capsule by tracing out qubits 1–6. Each capsule contains 3 qubits forming a sub-QNN $E_{ij}$. We apply $E_{ij}$ to capsule states $\chi_j^i$ and obtain their corresponding prediction states $\rho_{ji}^{i+1} = E_{ij}(\chi_j^i)$. In numerical simulation, capsules should be computed repeatedly. Yet for a
real setup, the parameterized unitaries can be applied simultaneously without tracing out other qubits, and thus we do not need to recompute the capsule. In the quantum dynamic routing process, we fix the moment order as \( k = 3 \), as it already results in a fast convergence. For two-category classifications, we place two capsules in the last layer of QCapsNets. Inside each capsule \( c \), we measure the average \( z \)-directional magnetic moment of 3 qubits, \( \langle Z_3 \rangle = \sum_{i=1}^{3} (Z_i)/3 \). Then, the activation probability of the \( c \)th output capsule state \( \chi_c \) is computed by the normalized amplitude \( P_c = (1 + \langle Z_3 \rangle)/2 \), which indicates the presence of label \( y_c \).

Consequently, we use the cross entropy as the loss function for the stand-alone classification task,

\[
L_{CE} = - \sum y_c \log P_c .
\]  

As for the reconstruction task, the loss function has two parts. Except for the classification loss, we need to consider an extra reconstruction loss. Although we have already achieved a good performance in the classification task by use of the cross-entropy loss \( L_{CE} \), such loss function is unable to retain enough information for the output capsule state. Under this circumstance, we replace the above cross-entropy loss with a margin loss \( L_M \) as the first part of the loss function for the reconstruction task,

\[
L_M = \sum_c T_c \max(0, m^+ - P_c)^2 + 0.5 \max(0, P_c - m^-)^2 ,
\]

where \( T_c = 1 \) if and only if \( c \) matches the label of the input image. We set \( m^+ = 0.9 \) and \( m^- = 0.1 \) as constants, and define the activation probability \( P_c = \mathcal{P}(\chi_c) = \text{Tr}(\chi_c^2) \) as the purity of the \( c \)th output capsule state \( \chi_c \). Since the margin loss \( L_M \) measures the purity of the capsule states, it can capture the essential quantum information that required to reconstruct the original data. The second part of the loss function is the reconstruction loss, where we use a mean square loss,

\[
L_{MSE} = \frac{1}{n} \sum_{i=1}^{n} (x_i - \hat{x}_i)^2 ,
\]

to quantify the deviation between the reconstruction image \( x \) and the original image \( \hat{x} \). Here, \( \hat{x}_i \) refers to the \( i \)th pixel of image \( \hat{x} \) and \( n = 16 \times 16 \) is the number of pixels. To concentrate the whole networks on the classification subroutine, we set the overall loss as \( L = L_M + 0.1 L_{MSE} \). Here 0.1 is a regularization factor that scales down \( L_{MSE} \) so that it does not dominate \( L_M \) during training.

The code of QCapsNets is implemented by the classical version of TensorFlow [99]. In the optimization process, we use the automatic differentiation technique to calculate the gradient. The optimization strategy is based on the Adam optimizer. To speed up the matrix multiplication, some data is processed by the GPU version of TensorFlow. The ground state of the cluster-Ising Hamiltonian is obtained by the exact diagonalization method. We run our experiments on a single server with 192 processors of Intel(R) Xeon(R) Platinum 9242 CPU @ 2.30 GHz. The classification task is performed on the CPU. For every single epoch, the running time ranges from 10 min to 55 min which depends on the structure of the capsule. The reconstruction task is achieved by an NVIDIA TITAN V GPU. The running time for each epoch is 20 s.

### Appendix D. Detailed structure of the QCapsNet

In our numerical simulation, we investigate two different sub-QNNs \( \mathcal{E}_i \) inside each capsule, namely, the PQC and the deep quantum feed-forward neural network (DQFNN). Their explicit structures are demonstrated in figures 8(a) and (b), and the corresponding QCapsNets are dubbed PQC-Caps and DQFNN-Caps, respectively. For the PQC-Caps, we use the simple feed forward structure with a \( d \)-depth parameterized unitary operator \( U(\theta) \). For the DQFNN-Caps, between the \( l \)th layer and \( (l+1) \)th layer, we first apply a PQC \( U(\theta) \) on the whole system and then trace out the qubits in the \( l \)th layer. The detailed structure of the PQCs \( U(\theta) \) is shown in figure 8(c), which contains several layers. Inside each layer, there is a set of parameterized gates for Euler rotation and then a sequence of nearest CNOT gates.
Figure 8. Detailed structures of QCapsNets. (a) and (b) are two different sub-QNNs inside the capsule of QCapsNets. (a) is the quantum parameterized circuit (PQC). (b) is the deep quantum feedforward neural network (DQFNN). (c) is the detailed structure of the parameterized unitary operator $U(\Theta)$ with several layers. Each layer contains a set of parameterized gates for Euler rotation and CNOT gates between the nearest qubits.
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