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Abstract
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1 Introduction

One of the more interesting predictions to arise from String theory and M-theory is the existence of a rich spectrum of superconformal gauge field theories above four dimensions. The possibility of such theories first arose in the classification of Nahm [1]. Much later physical realisations of these theories were constructed from strongly coupled branes in String and M-theory, starting with [2–4]. Thus they claim to have a fundamental importance in M-theory. They also present an important challenge to our general understanding of quantum field theory and its myriad of applications.

These theories are not expected to have a Lagrangian description, at least not in any standard sense. In recent work we have obtained a class of five-dimensional Lagrangian gauge field theories without Lorentz invariance but with up to 3/4 of the maximal supersymmetry [5,6]. They were obtained by considering null reductions of six-dimensional superconformal field theories on an Ω-deformed Minkowski space, which in turn arises as a conformal compactification of six-dimensional Minkowski space. The hope is that they
can be used to formulate a Lagrangian description of at least a part of the parent six-
dimensional theory. For this reverse construction to work we must interpret the instanton
number of the gauge fields on the spatial sections as the missing null Kaluza-Klein momentum. This is in line with previous DLCQ constructions [7,8] but with better control [9].

However these theories appear to be interesting in their own right. Indeed the class of
such five-dimensional non-Lorentzian theories is bigger than those that are obtained from
reduction of a parent six-dimensional theory with (2,0) or (1,0) superconformal symmetry.
For example these five-dimensional actions place no restrictions on the gauge group
and matter representations whereas these are tightly constrained in the six-dimensional
superconformal field theories. Furthermore, in addition to their supersymmetry, these La-
grangians admit an $SU(1,3)$ spacetime symmetry [10]. This plays a similar role to the
$SO(2,5)$ conformal symmetry group of a Lorentzian five-dimensional theory. In particular
the $SU(1,3)$ symmetry contains the following generators:

- A non-Abelian subgroup of five translations, whose finite action nonetheless can map
  between any two points in the five-dimensional spacetime.
- A subgroup of four rotations in the four $x^i$ directions.
- A Lifshitz scaling symmetry, under which the fifth coordinate $x^- \propto 2x^i$.
- Five ‘special’ transformations, which in the representation theory play a role analo-
gous to the special conformal transformations of the conformal group.

In a recent paper we have shown that this symmetry places non-trivial constraints on the
correlation functions [9].

In this paper we will initiate an analysis of the dynamical aspects of these Lagrangians.
In particular, a first step in this direction is to understand the anti-self-duality constraint
that arises from integrating out a Lagrange multiplier field from the action. Using a
generalised 't Hooft ansatz we will find a rich class of solutions to the anti-self-duality
constraint and describe how the dynamics of the theory reduces to a theory of interacting
instanton-solitonic particle worldlines. Indeed we are able to use the 't Hooft ansatz to
solve for many of the dynamical Bosonic fields in the theory.

The rest of this paper is organised as follows. In Section 2 we review the action and
$\Omega$-deformed anti-self-dual gauge field constraint. In Section 3 we show how to solve this
constraint using a generalised 't Hooft ansatz. The result is an infinite class of solutions
where the size and position moduli of the undeformed case are allowed to evolve along the
worldline of the anti-instanton, resulting in a modified gauge field which can be viewed as
incorporating the backreaction. We argue that these solutions include worldlines of anti-
instantons that can be created and annihilated and in Section 4 we provide a discussion of
topological aspects of the gauge field. In Section 5 we discuss the solutions of the scalar
fields in the presence of these anti-instanton worldline solutions. In Section 6 we discuss
the dynamics of the system on the constraint surface. Section 7 contains our conclusions
and a discussion.
2 The Action and Generalised Anti-Self-Dual Constraint

The Bosonic part of the actions we wish to study can be written as [5,6]

\[ S = \frac{1}{g_{\text{YM}}} \int dx^+ dx^4 \{ \frac{1}{2} \text{tr}(F_i_+ F_i_+) + \frac{1}{2} \text{tr}(F_{ij} G^+_{ij}) - \frac{1}{2} \text{tr}(\hat{D}_i \phi \hat{D}_i \phi) - \hat{D}_i X_\alpha^m \hat{D}_i X^{\alpha m} \}, \]

(2.1)

where \( i, j = 1, 2, 3, 4 \). Here \( X_\alpha^m = (X_\alpha^m)\) are the scalar fields from six-dimensional hypermultiplets labelled by \( m \), which can sit in any representation of the gauge group. On the other hand \( A_-, A_i \) are components of a five-dimensional gauge field with field strength \( F_-, F_{ij} \) and \( G^+_{ij} = \frac{1}{2} \varepsilon_{ijkl} G^+_{kl} \) whereas \( \phi \) is a scalar. Altogether \( A_-, A_i, G^+_{ij} \) and \( \phi \) arise as the Bosonic fields in a null reduction of a six-dimensional tensor multiplet and take values in the adjoint of the gauge group. Lastly we define

\[ \hat{D}_i = D_i - \frac{1}{2} \Omega_{ij} x^j D_-, \]
\[ \mathcal{F}_{ij} = F_{ij} - \frac{1}{2} \Omega_{jk} x^k F_{-j} + \frac{1}{2} \Omega_{jk} x^k F_{-i}, \]

(2.2)

where \( D_-, D_i \) are adjoint gauge covariant derivatives for the gauge field \( A_-, A_i \), \( i.e. \ D_- = \partial_- - i[A_-, \cdot] \) and \( D_i = \partial_i - i[A_i, \cdot] \). Furthermore, \( \Omega_{ij} \) is an anti-self-dual 2-form such that \( \Omega_{ik} \Omega_{jk} = R^{-2} \delta_{ij} \) and \( R \) is a constant with dimensions of length.

This action is invariant under an \( SU(1, 3) \) conformal symmetry [10] and, when fermions are included, 4 supersymmetries and 8 superconformal symmetries. In special cases, corresponding to six-dimensional \( (2, 0) \) theory, this is enhanced to 8 supersymmetries and 16 superconformal symmetries [5,6].

The self-dual field \( G^+_{ij} \) acts as a Lagrange multiplier imposing the constraint

\[ \mathcal{F}_{ij} = - \ast \mathcal{F}_{ij}, \]

(2.3)

where \( \ast \) is the Hodge dual on \( \mathbb{R}^4 \). Our task here is to analyse solutions to this constraint and explore the dynamics arising from the action \( S \).

Let us introduce

\[ \hat{A}_i = A_i - \frac{1}{2} \Omega_{ij} x^j A_- \]
\[ \hat{D}_i = \partial_i - \frac{1}{2} \Omega_{ij} x^j \partial_- \]

(2.4)

Note that \( \hat{D}_i \) has torsion:

\[ [\hat{D}_i, \hat{D}_j] = \Omega_{ij} \partial_- . \]

(2.5)

It also follows from this that if \( \hat{D}_i f = 0 \) then \( \partial_- f = 0 \) and hence \( f \) is constant.
With these definitions we can write the $\Omega$-deformed field strength as
\[ F_{ij} = \hat{F}_{ij} - \Omega_{ij} A_\perp, \]
\[ \hat{F}_{ij} = \hat{\partial}_i \hat{A}_j - \hat{\partial}_j \hat{A}_i - i[\hat{A}_i, \hat{A}_j]. \]  
(2.6)

Thus the anti-self-duality condition becomes a constraint on $\hat{A}_i$: $\hat{F}_{ij} = -\star \hat{F}_{ij}$.

Note that for $x^-$-independent solutions $\hat{A}_i$ can be viewed as an ordinary anti-self-dual gauge field and $\hat{F}_{ij}$ its field strength. Thus every $x^-$-independent solution to the familiar anti-self-dual gauge field condition, given by the ADHM construction in terms of moduli, is also a solution to the $\Omega$-deformed anti-self-dual gauge condition.

However, when there is a non-trivial dependence on $x^-$, the $\Omega$-deformed anti-self-duality condition is more restrictive since it constrains the dependence on $x^-$ whereas in the undeformed theory there are no constraints on the $x^-$-dependence of the moduli. Nevertheless we are able to construct an infinite dimensional space of $x^-$-dependent solutions to the $\Omega$-deformed anti-self-dual gauge condition using a generalisation of the 't Hooft Ansatz.

These carry a non-trivial dependence on $x^-$ along with a modified dependence on $x^i$ reminiscent of a backreaction effect.

## 3 Generalised 't Hooft Ansatz

It would be interesting to obtain an ADHM-like construction for the general solution to $\hat{F} + \star \hat{F} = 0$. In lieu of this we restrict attention to an $SU(2)$ gauge group and make the 't Hooft-like ansatz
\[ \hat{A}_i = \eta^a_{ij} \partial_j B \sigma^a + \Omega_{ij} \eta^a_{jk} C^k \sigma^a. \]  
(3.1)

Here $\eta^a_{ij}$, $a = 1, 2, 3$ are a basis for self-dual 2-forms and $\sigma^a$ are the Pauli matrices. For a nice review and some useful formulae see [11].

With this ansatz we find the conditions for $\hat{F}_{ij} + \star \hat{F}_{ij} = 0$ are
\[ -2 \partial_i \partial_i B + 4 \partial_i B \partial_i B + \Omega_{ij} x^i \partial_\perp \partial_i B + R^{-2} x^i \partial_\perp C_i + 8 \Omega_{ij} \partial_i B C_j + 4 R^{-2} C_i C_i - 2 \Omega_{ij} \partial_i C_j = 0, \]
\[ \eta^a_{ki} \Omega_{kj} \left( -x^j \partial_\perp B + \Omega_{li} x^l \partial_\perp C_l - 2 \partial_i C_j \right) = 0. \]  
(3.2)

We can solve the second equation by simply taking
\[ C_i = -\frac{1}{2} x^i \partial_\perp B. \]  
(3.3)

In this case we find that $\hat{F} = -\star \hat{F}$ only requires the first equation to vanish. This becomes
\[ -2 (\partial_i \partial_i B - 2 \partial_i B \partial_i B) + 2 \Omega_{ij} x^i (\partial_\perp B - 2 \partial_\perp B \partial_i B) - \frac{p^2}{2 R^2} (\partial_\perp B - 2 \partial_\perp B \partial_\perp B) = 0, \]  
(3.4)
with $|\vec{x}|^2 = x^i x^i$. Hence, introducing $B = -\frac{1}{2} \log \Phi$, we have
\[ \partial_i \partial_i \Phi - \Omega_{ij} x^j \partial_i \partial_i \Phi + \frac{1}{4} R^{-2} |\vec{x}|^2 \partial_i \partial_i \Phi = 0 \iff \hat{\partial}_i \hat{\partial}_i \Phi = 0 , \quad (3.5) \]
and
\[ \hat{A}_i = -\frac{1}{2} \eta^a_{ij} \sigma^a \hat{\partial}_j \ln \Phi . \quad (3.6) \]
Note that it follows from this that $\hat{\partial}_i \hat{A}_i = \hat{D}_i \hat{A}_i = 0$ as $\Omega_{ij} \eta^a_{ij} = 0$. One can also compute
\[ \hat{F}_{ij} = \frac{1}{2} \Phi \hat{\partial}_i \hat{\partial}_k \Phi^{-1} \eta^a_{jk} \sigma^a - \frac{1}{2} \Phi \hat{\partial}_j \hat{\partial}_k \Phi^{-1} \eta^a_{ik} \sigma^a + \frac{1}{2} \Phi^2 \hat{\partial}_k \Phi^{-1} \hat{\partial}_k \Phi^{-1} \eta^a_{ij} \sigma^a . \quad (3.7) \]
Thus we find that using a 't Hooft ansatz the self-duality condition reduces to a linear second order differential equation for $\Phi$. This suggests that a more general ADHM construction could also be obtained.

### 3.1 Spherically Symmetric Solutions

Let us start by looking for spherically symmetric solutions where $\Phi = \Phi (x^- , |\vec{x}|^2)$. Then we find
\[ 4|\vec{x}|^2 \frac{\partial^2 \Phi}{\partial (|\vec{x}|^2)^2} + 8 \frac{\partial \Phi}{\partial |\vec{x}|^2} + \frac{|\vec{x}|^2}{4R^2} \frac{\partial^2 \Phi}{\partial (x^-)^2} = 0 . \quad (3.8) \]
This can be written in a nicer form by defining the complex variable
\[ z = x^- + i \frac{4}{R^2} |\vec{x}|^2 . \quad (3.9) \]
Then we have
\[ (z - \bar{z}) \partial \bar{\partial} \Phi - (\partial - \bar{\partial}) \Phi = \partial \bar{\partial} ( (z - \bar{z}) \Phi) = 0 . \quad (3.10) \]
Hence, the general spherically symmetric solution of $\Phi$ is given by
\[ \Phi = \frac{1}{z - \bar{z}} \left( \varphi_+ (z) + \varphi_- (\bar{z}) \right) . \quad (3.11) \]
However Hermiticity of $\hat{A}_i$ requires that $\Phi$ is real and hence imposes $\varphi_- = -\bar{\varphi}_+$ and so
\[ \Phi = \frac{1}{z - \bar{z}} \left( \varphi_+ (z) - \bar{\varphi}_+ (\bar{z}) \right) . \quad (3.12) \]
Furthermore to avoid serious singularities in $\hat{A}_i$ we also require that $\Phi > 0$. Since the imaginary part of $z$ is positive definite this requires that $\text{Im} (\varphi_+) > 0$ on the upper half-plane. According to [12] the general solution can be written as
\[ \varphi_+ (z) = \alpha + \gamma^2 (z - \text{Re} (z_0)) + \int_{-\infty}^{\infty} \left( \frac{1}{\tau - z} - \frac{\tau - \text{Re} (z_0)}{|	au - z_0|^2} \right) \mu (\tau) d\tau , \quad (3.13) \]
where $z_0$ lies in the complex upper half-plane but $\alpha, \beta, \gamma$ and $\tau$ are real and $\mu(\tau) \geq 0$ is arbitrary so long as the integral exists. Note that, assuming $\gamma \neq 0$, we can rescale $\Phi$ to set $\gamma = 1$ without altering the gauge field $A_i$. Thus we see that $\Phi$ takes the form
\[
\Phi = 1 + \int_{-\infty}^{\infty} \frac{\mu(\tau)}{|\tau - z|^2} d\tau.
\] (3.14)

In particular, $\Phi$ is regular except for at the line of points at $x^i = 0$ when $\mu(x^-) > 0$. As we will see in more detail in Section 4, these lines can be seen as the worldlines of single anti-instantons (i.e. instantons with degree $-1$), with points at which $\mu(x^-)$ transitions between $\mu(x^-) = 0$ and $\mu(x^-) > 0$ interpreted as their creation or annihilation. Such configurations can be understood in the quantum theory as arising from particular local boundary conditions in the path integral, or equivalently in terms of instanton operators [13–16].

Finally, it is worth briefly noting that the inclusion of $\Omega_{ij} \neq 0$ introduces a preferred duality relation, which in particular breaks the straightforward symmetry between solutions of $\hat{F}_{ij} = + * \hat{F}_{ij}$ and $\hat{F}_{ij} = - * \hat{F}_{ij}$ that is present when $\Omega_{ij} = 0$. To see this, let us firstly briefly review the case $\Omega_{ij} = 0$, where $\hat{F}_{ij} = F_{ij}$ is the usual field strength of the gauge field $A_i$. Solutions of $F_{ij} = - * F_{ij}$ with generic instanton number $k < 0$ are found in singular gauge as $\hat{F}_{ij} = - \frac{1}{2} \eta^a_{ij} \sigma^a \partial_j \ln \Phi$ for harmonic $\Phi$. To find solutions to the opposite equation $F_{ij} = * F_{ij}$ with $k > 0$, one simply swaps $\eta^a_{ij} \to \bar{\eta}^a_{ij}$.

Let us now go back to $\Omega_{ij} \neq 0$, and take $\Omega_{ij}$ anti-self-dual as we do throughout this paper. In solving $\hat{F}_{ij} = \pm * \hat{F}_{ij}$, we may in principle consider two different ansätze: $\hat{A}_{i} = - \frac{1}{2} \eta^a_{ij} \sigma^a \partial_j \ln \Phi$, or $\hat{A}_{i} = - \frac{1}{2} \bar{\eta}^a_{ij} \sigma^a \partial_j \ln \Phi$. As we have seen, it is the former ansatz involving $\eta^a_{ij}$ that proves fruitful in solving $\hat{F}_{ij} = - * \hat{F}_{ij}$. One might then hope that the latter ansatz involving $\bar{\eta}^a_{ij}$ will be similar useful in solving $\hat{F}_{ij} = + * \hat{F}_{ij}$. This is however not the case. In particular, considering the following two parameterisations,
\[
\Phi = g_A(z, \bar{z}) = \frac{z - \bar{z}}{z - \bar{z} + g_B(z, \bar{z})},
\] (3.15)
we find the following constraints depending on which equation we are trying to solve, and which ansatz we are using:

\[
\begin{array}{c|c|c}
\hat{F} &= - * \hat{F} & \eta \\
\hat{F} &= * \hat{F} & \bar{\eta} \\
\partial \partial g_A &= 0 & \partial \partial g_B = \partial^2 g_B = \partial^2 g_B = 0 \\
\partial \partial g_B &= \partial^2 g_B = \partial^2 g_B = 0 & \partial \partial g_A = \partial \partial g_A = 0.
\end{array}
\]

The important take away is that the top left and bottom right entries are qualitatively different, and in particular the $\bar{\eta}$ ansatz gives only static solutions to $\hat{F}_{ij} = * \hat{F}_{ij}$. In this way, we see that the anti-self-duality of $\Omega_{ij}$ breaks the symmetry between $\hat{F}_{ij} = * \hat{F}_{ij}$ and $\hat{F}_{ij} = - * \hat{F}_{ij}$.

5One could alternatively try this ansatz with the anti-self-dual 't Hooft matrices $\bar{\eta}^a_{ij}$, but would only find the $k = -1$ instanton in regular gauge.

6Note, if we had instead chosen $\Omega_{ij}$ self-dual, we need simply to swap the rows and columns of this table, so that each entry is exchanged with its diagonal opposite.
3.2 Simple Examples

Before we continue let us first look at some simple forms for \( \Phi \). If \( \mu = \rho^2/4\pi R \) is constant, then we find from (3.14)

\[
\Phi = 1 + \frac{\rho^2}{|\vec{x}|^2} .
\]  

(3.16)

This gives back the usual static instanton located at \( x^i = 0 \) and with size \( \rho \). A more interesting example is

\[
\mu(\tau) = \frac{\rho_0^2 l^2 / 4\pi R}{(\tau - \tau_0)^2 + l^2} ,
\]

(3.17)

which leads to

\[
\Phi = 1 + \frac{\rho_0^2}{|\vec{x}|^2} \frac{l(l + \frac{1}{4R} |\vec{x}|^2)}{(x^- - \tau_0)^2 + (l + \frac{1}{4R} |\vec{x}|^2)^2} .
\]

(3.18)

Here the small \(|\vec{x}|\) behaviour is unchanged except that the instanton size grows and then decays in \( x^- \). Note that \( \Phi \sim 1/|\vec{x}|^4 \) as \( |\vec{x}| \to \infty \). Taking the limit \( l \to \infty \) leads to the static instanton. On the other hand taking the limit \( l \to 0 \) with \( \rho^2 = \rho_0^2 l / 4R \) fixed gives

\[
\Phi = 1 + \frac{\rho^2}{(x^- - \tau_0)^2 + \frac{1}{16R^4} |\vec{x}|^4} .
\]

(3.19)

Which corresponds to \( \mu(\tau) = \rho^2 \delta(\tau - \tau_0) \) and does not lead to an instanton as \( \Phi \) is smooth as a function of \( x^i \) except at \( x^- = \tau_0 \) where it produces a singular gauge field.

We can also consider a simple oscillating anti-instanton by taking \( \mu(\tau) = A - B \cos(\tau) \) with \( A \geq B > 0 \):

\[
\Phi = 1 + 4\pi R A - B e^{-|\vec{x}|^2/4R} \cos(x^-) / |\vec{x}|^2 .
\]

(3.20)

Note that taking \( A = B \) the small \(|\vec{x}|\) limit gives

\[
\Phi = 1 + 4\pi AR \frac{1 - \cos(x^-)}{|\vec{x}|^2} + \ldots ,
\]

(3.21)

corresponding to instantons that shrink to zero size and then grow again.

Another \( x^- \)-dependent example is simply a step function

\[
\mu(\tau) = \begin{cases} 
0 & \tau < \tau_1 \\
\rho^2/4\pi R & \tau_1 \leq \tau \leq \tau_2 \\
0 & \tau > \tau_2
\end{cases}
\]

(3.22)
so that

\[ \Phi = 1 + \frac{\rho^2}{|\vec{x}|^2} \frac{1}{2\pi i} \left[ \ln \left( \frac{\tau_2 - z}{\tau_2 - \bar{z}} \right) - \ln \left( \frac{\tau_1 - z}{\tau_1 - \bar{z}} \right) \right]. \]  

(3.23)

Note that in doing so we must choose a branch of the logarithm such that for \( z \) in the upper half-plane, \( \ln(z/\bar{z}) = 2i \text{arg}(z) \), with \( 0 \leq \text{arg}(z) \leq \pi \). The logarithms are bounded and regular everywhere except for \( (x^-, x^i) = (\tau_1, 0) \) and \( (x^-, x^i) = (\tau_2, 0) \). As such for \( x^i \to 0 \) we find

\[ \ln \left( \frac{\tau - z}{\tau - \bar{z}} \right) \to \begin{cases} 2\pi i & x^- < \tau, \\ 0 & x^- > \tau, \end{cases} \]  

(3.24)

but note that if \( x^- > \tau_2 \) then \( x^- > \tau_1 \) and if \( x^- < \tau_1 \) then \( x^- < \tau_2 \) hence, as \( |\vec{x}|^2 \to 0 \),

\[ \ln \left( \frac{\tau_2 - z}{\tau_2 - \bar{z}} \right) - \ln \left( \frac{\tau_1 - z}{\tau_1 - \bar{z}} \right) \to \begin{cases} 0 & x^- > \tau_2, \\ 2\pi i & \tau_1 < x^- < \tau_2, \\ 0 & x^- < \tau_1. \end{cases} \]  

(3.25)

Thus we create an instanton centred at the origin at \( x^- = \tau_1 \) and destroy it at \( x^- = \tau_2 \). Taking \( \tau_1 \to -\infty \) and \( \tau_2 \to \infty \) we recover the static solution. However this solution has infinite action (at least when \( A_\perp = 0 \) arising from the delta-function in \( d\mu/d\tau \).

A smoother, continuous, example is \( (\tau_4 > \tau_3 > \tau_2 > \tau_1) \)

\[ \mu(\tau) = \begin{cases} 0 & \tau < \tau_1, \\ \rho^2 & \frac{1}{4\pi R} \left( \frac{\tau - \tau_1}{\tau_2 - \tau_1} \right) & \tau_1 \leq \tau \leq \tau_2, \\ \rho^2 & \frac{1}{4\pi R} \left( \frac{\tau - \tau_3}{\tau_4 - \tau_3} \right) & \tau_2 < \tau < \tau_3, \end{cases} \]  

\[ \mu(\tau) = \begin{cases} 0 & \tau > \tau_4. \end{cases} \]

The resulting \( \Phi \) takes the rather ugly form

\[ \Phi = 1 + \frac{\rho^2}{|\vec{x}|^2} \frac{1}{2\pi i} \frac{1}{\tau_2 - \tau_1} \left[ z \ln \left( \frac{\tau_2 - z}{\tau_1 - z} \right) - \bar{z} \ln \left( \frac{\tau_2 - \bar{z}}{\tau_1 - \bar{z}} \right) \right] 

- \frac{\rho^2}{|\vec{x}|^2} \frac{1}{2\pi i} \frac{\tau_1}{\tau_2 - \tau_1} \left[ \ln \left( \frac{\tau_2 - z}{\tau_2 - \bar{z}} \right) - \ln \left( \frac{\tau_1 - z}{\tau_1 - \bar{z}} \right) \right] 

+ \frac{\rho^2}{|\vec{x}|^2} \frac{1}{2\pi i} \frac{\tau_4}{\tau_4 - \tau_3} \left[ \ln \left( \frac{\tau_4 - z}{\tau_4 - \bar{z}} \right) - \ln \left( \frac{\tau_3 - z}{\tau_3 - \bar{z}} \right) \right] 

+ \frac{\rho^2}{|\vec{x}|^2} \frac{1}{2\pi i} \frac{\tau_4}{\tau_4 - \tau_3} \left[ \ln \left( \frac{\tau_4 - z}{\tau_4 - \bar{z}} \right) - \ln \left( \frac{\tau_3 - z}{\tau_3 - \bar{z}} \right) \right] 

- \frac{\rho^2}{|\vec{x}|^2} \frac{1}{2\pi i} \frac{\tau_4}{\tau_4 - \tau_3} \left[ z \ln \left( \frac{\tau_4 - z}{\tau_3 - z} \right) - \bar{z} \ln \left( \frac{\tau_4 - \bar{z}}{\tau_3 - \bar{z}} \right) \right]. \]  

(3.26)
However one can see that, since \( \bar{z} = z - \frac{i}{2R} |\vec{x}|^2 \), the first and last lines are finite as \( |\vec{x}| \to 0 \), whereas the middle lines behave similarly to the previous case. Thus we find a smooth finite action (at least for \( A_\perp = 0 \)) solution to the constraint that represents the creation and then annihilation of an instanton at \( \vec{x} = 0 \).

### 3.3 Allowing General Worldlines

We can significantly generalise the spherically symmetric solution (3.14). Since the equation for \( \Phi \) is linear we can obtain new solutions by summing over existing solutions. However any sum over spherically symmetric solutions remains spherically symmetric and hence just changes the form of the function \( \mu \). To find more solutions we can leverage the \( SU(1, 3) \) spacetime symmetry enjoyed by the theory. The behaviour of the action under these symmetries is subtle in the presence of instantons. However it turns out that the constraint equation \( F_{ij} + \star F_{ij} = 0 \) is manifestly \( SU(1, 3) \) invariant [16].

In particular we can consider translations. These take the form

\[
x'^- = x^- - y^+ + \frac{1}{2} \Omega_{ij} x^i y^j, \quad x'^i = x^i - y^i. \tag{3.27}
\]

If we let

\[
\Phi'(x^-, x^i) = \Phi(x'^-, x'^i), \tag{3.28}
\]

then we find that

\[
\begin{align*}
\hat{\partial}_i \hat{\partial}_j \Phi' &= \partial_i \partial_j \Phi' - \Omega_{ij} x'^j \partial_\perp \partial_\perp \Phi' + \frac{1}{4R^2} |\vec{x}'|^2 \partial_\perp^2 \Phi' \\
&= \partial_i' \partial_j' \Phi - \Omega_{ij} x'^j \partial_\perp' \partial_\perp' \Phi + \frac{1}{4R^2} |\vec{x}'|^2 \partial_\perp'^2 \Phi \\
&= \partial_i' \partial_j' \Phi'. \tag{3.29}
\end{align*}
\]

Hence if \( \Phi \) satisfies (3.5) then so does \( \Phi' \). Thus the translations (and also the Lifshitz scaling) preserve the 't Hooft form (3.6). Let us use these translations to derive a significant generalisation of (3.14).

We note that the solution (3.14) is a continuous linear sum over solutions of the form \( (z - \tau)^{-1}(\bar{z} - \tau)^{-1} \), for any \( \tau \in \mathbb{R} \). Indeed, by taking \( \mu(\tau) = \rho^2 \delta(\tau) \) we have simply

\[
\Phi = 1 + \frac{\rho^2}{z \bar{z}}. \tag{3.30}
\]

Using (3.27), we can then translate this solution to find a new solution

\[
\Phi = 1 + \frac{\rho^2}{z(x, y) \bar{z}(x, y)}. \tag{3.31}
\]
where here for any pair of points \( x = (x^-, x^i) \), \( y = (y^-, y^i) \) in our spacetime, we define

\[
z(x, y) = x^- - y^- + \frac{1}{2} \Omega_{ij} x^i y^j + \frac{i}{4 R} |\vec{x} - \vec{y}|^2.
\]

In particular \( z = z(x, 0) \), and note that \( z(x, y) = 0 \) only if \( x = y \). The real and imaginary parts of \( z(x, y) \) constitute the unique translationally-invariant quantities. Indeed, \( z(x, y) \) defines a very useful covariant distance, which appears for instance heavily in the form of correlation functions [9].

Finally, in order that \( \Phi \) continues to describe a particle-like configuration, we integrate over a one-parameter family of the translated solutions, each centred at some point \( y(\tau) = (y^-, y^i(\tau)) \). The result is the solution

\[
\Phi = 1 + \int d\tau \frac{\mu(\tau)}{z(x, y(\tau)) \bar{z}(x, y(\tau))},
\]

where \( \mu(\tau) \geq 0 \).

Let us now interpret this solution. We once again find this solution describes a particle-like (i.e. co-dimension four) object. This is seen by noting that \( \Phi \) and hence \( \hat{A}_i \) is singular precisely at any point \( x \) such that there exists some \( \tau \) with \( x = y(\tau) \) and \( \mu(\tau) > 0 \). We see that the spacetime curve \( y(\tau) = (y^-(\tau), y^i(\tau)) \) is precisely the worldline of this particle, with \( \tau \) providing a local parameterisation along it. We recover the spherically symmetric solution (3.14) by considering the case \( y^i(\tau) = 0 \) and \( y^-(\tau) = \tau \).

Note that we are free to sum up \( N \) disjoint particle-like configurations for \( \Phi \). Thus a yet more general solution is then given by

\[
\Phi = 1 + \sum_{A=1}^{N} \int d\tau \frac{\mu_A(\tau)}{z(x, y_A(\tau)) \bar{z}(x, y_A(\tau))},
\]

for any \( N \). Such a solution then describes not one but a swarm of \( N \) instanton particles. Note that such solutions can nonetheless be brought back to the form (3.33) by connecting each worldline end-to-end with new segments along which \( \mu(\tau) = 0 \). As such, the form (3.34) is an equivalent rather than generalised form for \( \Phi \), which is nonetheless a useful representation of the solution.

Let us briefly comment on the gauge group embedding. If we take a solution to the anti-self-duality constraint \( \hat{F}_{ij} = -\ast \hat{F}_{ij} \) and do the following

\[
\hat{A}_i \rightarrow U^{-1} \hat{A}_i U,
\]

where \( U(x^-) \in SU(2) \), then the field strength becomes

\[
\hat{F}_{ij} \rightarrow U^{-1} \left( \hat{F}_{ij} + \Lambda_{ij} \right) U,
\]

where

\[
\Lambda_{ij} = \Omega_{[ij]k} x^k \left[ \hat{A}_{ij}, U \partial_- U^{-1} \right].
\]
The anti-self-duality constraint is then preserved if
\[ \Lambda_{ij} = - \ast \Lambda_{ij}. \] (3.38)

It is unclear if this constraint has any nontrivial solutions. It would therefore be interesting to see if the gauge group embedding can be implemented more naturally by generalising the worldline representation in (3.34).

Finally, as a simple example, let us consider the boosted version of the static solution. In particular, take \( \mu \) to be constant
\[ \mu(\tau) = \frac{\rho^2}{4\pi R}, \] (3.39)
but allow it to move in the \( x_4 \) direction with velocity \( v \):
\[ y^-(\tau) = \tau, \quad y_1 = y_2 = y_3 = 0, \quad y_4 = v\tau. \] (3.40)

Further choosing \( \Omega_{ij} = -R^{-1}\bar{\eta}_{ij} \) for concreteness, we find the covariant distance
\[ z(x, y) = x^- - \tau + \frac{i}{4R} |\vec{x}|^2 + \frac{1}{2R} \left( x_2 - ix_4 \right) v\tau + \frac{i}{4R} v^2 \tau^2, \] (3.41)
and the integral in (3.33) gives
\[ \Phi = 1 + \frac{\rho^2 R \left( 2 \left( 2R - vx_2 \right) + 2 \Re \left( \frac{(2R-vx_2)(2R-vx_2+ivx_4)-2iRv^2x^-}{\sqrt{4R^2-4iRv(vx^-x_4-ix_2)+v^2((x_2-ix_4)^2+|\vec{x}|^2)}} \right) \right)}{4Rv (Rv x^- + vx_2 x_4 - 2Rx_4) + (vx_2 - 2R)^2 |\vec{x}|^2}. \] (3.42)

This solution looks complicated, but in the limit where the velocity goes to zero we recover the usual static solution:
\[ \lim_{v \to 0} \Phi = 1 + \frac{\rho^2}{|\vec{x}|^2}. \] (3.43)

Moreover, in the \( R \to \infty \) (i.e. \( \Omega_{ij} \to 0 \)) limit we recover a boosted version of the above solution:
\[ \lim_{R \to \infty} \Phi = 1 + \frac{\rho^2}{x_1^2 + x_2^2 + x_3^2 + (x_4 - vx^-)^2}. \] (3.44)

Indeed, we later show in Section 6.2 that we generally reproduce the usual 't Hooft form solutions in the \( R \to \infty \) limit, with moduli that are allowed to vary arbitrarily with \( x^- \).
4 Gauge Topology and Instantons

We have already begun thinking of the solutions for $\hat{A}_i$ corresponding to $\Phi$ of the form (3.34) as anti-instanton particles of the gauge field $\hat{A} = (A_-, A_i)$. Let us now justify this.

We first return to the case of a single instanton centred at the origin, as given by $\Phi$ in (3.14). Here, we will recover almost all of the important qualitative properties of the much more general solution (3.34), while avoiding many of the more technical details.

We then generalise our analysis, and show that the solution (3.34) describes an arbitrary number of anti-instanton particles, generically travelling between points at which they are created and annihilated.

4.1 The Single, Spherically Symmetric Anti-Instanton

Let us consider again the spherically-symmetric solution for $\hat{A}_i$ given by

$$\Phi[\mu] = 1 + \int_{-\infty}^{\infty} \frac{\mu(\tau)}{|\tau - z|^2} d\tau = 1 + \frac{1}{z - \bar{z}} \int_{-\infty}^{\infty} d\tau \mu(\tau) \left( \frac{1}{\tau - z} - \frac{1}{\tau - \bar{z}} \right),$$

(4.1)

where recall the shorthand $z = z(x, 0) = x^- + \frac{i}{4\rho} |\tilde{x}|^2$. This corresponds to a choice of $y^-(\tau) = \tau$ and $y^i(\tau) = 0$ in the more general solution (3.33).

It is clear then that for suitable behaviour of $\mu(\tau)$ at large $\tau$ (i.e. that it is bounded), the integral converges when $|\tilde{x}| > 0$, and so $\Phi$ is regular away from the origin. Indeed, the solution we will be most interested in are those for which $\mu(\tau)$ has compact support. Conversely, $\Phi$ and hence $\hat{A}_i$ is singular at all points such that $x^i = 0$ and $\mu(x^-) > 0$.

Now let $\mathbb{R}_+^4 \cong \mathbb{R}^4$ denote the spatial slice defined by fixing some $x^- = x^-_*$. We can then consider the total instanton flux through this slice, defined by

$$Q_* = \frac{1}{8\pi^2} \int_{\mathbb{R}_+^4} \text{tr} \left( F \wedge F \right).$$

(4.2)

In our conventions, $F = dA - iA \wedge A$, and so we have locally $\text{tr}(F \wedge F) = d\nu_3(A)$, where $\nu_3(A) = \text{tr} (A \wedge dA - \frac{2}{3} A \wedge A \wedge A)$ is the Chern-Simons 3-form.

It may be that the gauge field $A$ is regular throughout $\mathbb{R}_+^4$. Then, $Q_*$ reduces to an integral of $\nu_3(A)$ over the 3-sphere at spatial infinity. However more generically the ’t Hooft ansatz produces solutions where $A$ is singular at $x^i = 0$, if $\mu(x^-) > 0$. Hence, we generally have that $Q_*$ reduces to

$$Q_* = \frac{1}{8\pi^2} \int_{S_0^3} \nu_3(A) - \frac{1}{8\pi^2} \int_{S_\infty^3} \nu_3(A)$$

(4.3)

where $S_0^3$ and $S_\infty^3$ denotes 3-spheres around the origin and at spatial infinity, respectively.

Our key result is that, for suitable boundary conditions on $A_-$, we have $Q_* = 0$ if $\mu(x^-_*) = \hat{\mu}(x^-_*) = 0$, and $Q_* = -1$ if $\mu(x^-_*) > 0$. In more detail, we find that when $\mu(x^-_*) > 0$, the leading order behaviour of $A_i$ near the origin matches that of a single
\(SU(2)\) anti-instanton in singular gauge centred at the origin. As such, the integral of 
\((1/8\pi^2) \nu_3(A)\) over \(S^3_0\) is quantised in the integers; it is indeed simply equal to 1. If instead \(\mu(x^-) = \hat{\mu}(x^-) = 0\), then \(A_i\) is regular at the origin and so the contribution to \(Q_+\) from \(S^3_0\) vanishes.

Conversely, we show that under reasonable assumptions on \(\mu(\tau)\) as \(\tau \rightarrow \pm \infty\), the contribution from the integral at \(S^3_\infty\) vanishes, for any \(\mu(x^-) \geq 0\). There are a number of steps required to arrive at this result. Firstly, we consider how the asymptotic behaviour of \(A_i\) both near the origin and at infinity is dictated by that of \(\Phi\). Secondly, we must translate these asymptotics to those of the gauge field \(A_i\) rather than \(\hat{A}_i\), for which we must additionally consider the asymptotic behaviour of \(A_-\).

We note that the form of \(\hat{A}_i\) involves both \(\Phi\) and \(\partial_\mu \Phi\). This however does not pose much of a computational complication, since provided \(\mu(\tau)\) is bounded as \(\tau \rightarrow \pm \infty\), we have\(^7\) \(\partial_\mu \Phi[\mu] = \Phi[\mu] - 1\), where \(\mu = d\mu/d\tau\). Thus, we have

\[
\hat{A}_i(x) = -\eta_{ij}^{\sigma} x^j \Phi[\mu]^{-1} \frac{\partial \Phi[\mu]}{\partial |\vec{x}|^2} + \frac{1}{4} \eta_{ij}^{\sigma} \sigma^{\alpha} \Omega_{jk} x^k \Phi[\mu]^{-1} (\Phi[\mu] - 1) .
\]

(4.4)

Let us now consider the behaviour of \(\Phi[\mu]\), both as \(|\vec{x}| \rightarrow \infty\) and \(|\vec{x}| \rightarrow 0\). Firstly, it is immediate that as \(|\vec{x}| \rightarrow \infty\), we have \(\Phi[\mu] = 1 + \mathcal{O}(|\vec{x}|^{-2})\). However, the corresponding leading-order behaviour of \(\hat{A}_i\) requires that we know the next-to-leading-order behaviour of \(\Phi\), which in turn depends subtly on the global properties of the function \(\mu(\tau)\).

First suppose that the integral of \(\mu(\tau)\) over \(\tau \in \mathbb{R}\) converges, so that in particular \(\mu(\pm \infty) = 0\).\(^8\) Then, in the limit \(|\vec{x}|^2 \rightarrow \infty\), we have

\[
\Phi[\mu] = 1 + \frac{16R^2}{|\vec{x}|^4} \left( \int_{-\infty}^\infty d\tau \mu(\tau) \right) + \mathcal{O}(|\vec{x}|^{-6}) .
\]

(4.5)

More generally however we may consider profiles for \(\mu(\tau)\) such that the limits \(\mu(\pm \infty) = \lim_{\tau \rightarrow \pm \infty} \mu(\tau)\) exist but may be non-zero. Such choices will still give rise to finite \(\Phi\) away from worldlines, but now the behaviour as \(|\vec{x}| \rightarrow \infty\) is adjusted. We find\(^9\)

\[
\Phi[\mu] = 1 + \frac{2\pi R}{|\vec{x}|^2} (\mu(\infty) + \mu(-\infty)) + \mathcal{O}(|\vec{x}|^{-4}) ,
\]

(4.6)

provided that \(\mu\) converges to \(\mu(\pm \infty)\) at least as quickly as \(\tau^{-2}\) as \(\tau \rightarrow \pm \infty\).

Next, we can investigate the behaviour of \(\Phi[\mu]\) as \(|\vec{x}| \rightarrow 0\). This is most easily seen by

\(^7\)Note, this relation holds only for solutions with \(y^- = \tau\) and \(y_i\) constant.

\(^8\)Note that this is a sufficient but not necessary condition for \(\Phi\) to be finite away from the worldline, which requires only that \(\mu(\tau)\) is bounded as \(\tau \rightarrow \pm \infty\).

\(^9\)This can be seen by writing \(\mu = \frac{1}{2}(\mu(\infty) + \mu(-\infty)) + \frac{1}{2}(\mu(\infty) - \mu(-\infty)) \tanh(\tau) + \mu_0(\tau)\) where \(\mu_0\) has a finite integral, performing the integral of the first two terms explicitly, and then using (4.5) for the \(\mu_0\) contribution.
first considering the Fourier transform of the function \( \mu(\tau) \),

\[
\mu(\tau) = \int_{-\infty}^{\infty} d\omega \, e^{i\omega \tau} \bar{\mu}(\omega), \\
\bar{\mu}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\tau \, e^{-i\omega \tau} \mu(\tau) .
\]  

(4.7)

with reality of \( \mu(\tau) \) implying \( \bar{\mu}(\omega) = \bar{\mu}(-\omega) \). Note, non-zero \( \mu(\pm\infty) \) corresponds to allowing for \( \delta \)-function profiles for \( \bar{\mu}(\omega) \).

We then have for all \(|\vec{x}| \neq 0\),

\[
\int_{-\infty}^{\infty} d\tau \, \frac{\mu(\tau)}{\tau - z} = \int_{-\infty}^{0} d\omega \, \bar{\mu}(\omega) \int_{-\infty}^{\infty} d\tau \, \frac{e^{i\omega \tau}}{\tau - z} + \int_{0}^{\infty} d\omega \, \bar{\mu}(\omega) \int_{-\infty}^{\infty} d\tau \, \frac{e^{i\omega \tau}}{\tau - z} .
\]  

(4.8)

Both integrals over \( \tau \) can then be computed by a corresponding contour integral, with the contour closed in the lower half-plane for the former, and upper half-plane for the latter. Since \( z \) lies in the upper half-plane, only the latter integral survives, and we have

\[
\int_{-\infty}^{\infty} d\tau \, \frac{\mu(\tau)}{\tau - z} = 2\pi i \int_{0}^{\infty} d\omega \, \bar{\mu}(\omega) e^{i\omega z} ,
\]  

(4.9)

and hence,

\[
\Phi[\mu] = 1 + \frac{4\pi R}{|\vec{x}|^2} \int_{0}^{\infty} d\omega \left( \bar{\mu}(\omega) e^{i\omega z} + \bar{\mu}(\omega) e^{-i\omega z} \right)
\]

\[
= 1 + \frac{4\pi R}{|\vec{x}|^2} \left[ \int_{-\infty}^{0} d\omega \, \bar{\mu}(\omega) e^{i\omega z} + \int_{0}^{\infty} d\omega \, \bar{\mu}(\omega) e^{i\omega z} \right] .
\]  

(4.10)

Therefore, we find that as we approach \(|\vec{x}| \to 0\),

\[
\Phi[\mu] = 4\pi R \frac{\mu(x^-)}{|\vec{x}|^2} + \mathcal{O}(1) .
\]  

(4.11)

With these results in hand, we are ready to write down the asymptotic behaviour of \( \hat{A}_i \).

Firstly, as \(|\vec{x}| \to \infty\) we have

\[
\hat{A}_i = \mathcal{O}\left( |\vec{x}|^{-3} \right) ,
\]  

(4.12)

assuming that \( \lim_{\tau \to \pm \infty} \dot{\mu}(\tau) = 0 \). Note that this holds even if we allow \( \mu(\pm\infty) \) to be non-zero.

Next, consider the limit \(|\vec{x}| \to 0\). Then, if \( \mu(x^-_+) > 0 \), we find

\[
\hat{A}_i = \frac{1}{|\vec{x}|^2} \eta_{ij} \sigma^j \sigma^a + \mathcal{O}\left( |\vec{x}| \right) .
\]  

(4.13)
In contrast, if \( \mu(x^-) = 0 \) and \( \dot{\mu}(x^-) = 0 \), then we have

\[
\hat{A}_i = \mathcal{O}(|\vec{x}|) \quad .
\]

(4.14)

Before we can say anything about \( Q^* \), we must finally determine the corresponding asymptotic behaviour of \( A_i \), determined in terms of \( \hat{A}_i \) and \( A_- \) by

\[
A_i = \hat{A}_i + \frac{1}{2} \Omega_{ij} x^j A_- \quad .
\]

(4.15)

Then, if \( A_- \) dies away at least as quickly as \(|\vec{x}|^{-3}\) as \( |\vec{x}| \to \infty \), and is no more singular than \(|\vec{x}|^{-1}\) as \(|\vec{x}| \to 0\), then the leading order behaviour of \( A_i \) in these limits if \( \mu(x^-) > 0 \) is given by

\[
A_i = \mathcal{O}(|\vec{x}|^{-2}) \quad , \quad \text{as } |\vec{x}| \to \infty \\
A_i = \frac{1}{|\vec{x}|^2} \eta^{ij}_a x^j \sigma^a + \mathcal{O}(|\vec{x}|) \quad , \quad \text{as } |\vec{x}| \to 0 \quad .
\]

(4.16)

Hence, the contribution to \( Q_* \) from the integral over \( S^3_\infty \) vanishes. Conversely, the behaviour of \( A_i \) near the origin is precisely that of a single \( \text{SU}(2) \) anti-instanton in singular gauge, centred at the origin, and thus the resulting contribution to \( Q_* \) is quantised in the integers. Indeed, we have that the Chern-Simons 3-form \( \nu_3 \) pulled back to \( S^3_0 \) is given by\( \nu_3|S^3_0 = (4 + \mathcal{O}(|\vec{x}|^{-2})) d\Omega_3 \), where \( d\Omega_3 \) is the standard volume form on \( S^3 \). Hence, the contribution to \( Q_* \) from the integral over \( S^3_0 \) is precisely \(-1\), and so we find \( Q_* = -1 \).

We are of course free to make such a choice of boundary condition for \( A_- \), in effect defining some refined subspace of the total configuration space in which we require \( A_- \) sits. However, it is a priori not clear that this subspace intersects with the subspace of solutions to the classical equations of motion, and thus such a boundary condition may violate any straightforward variational principle in the theory. However we will see below that there are solutions for \( A_- \) which leave the instanton number of \( A_i \) intact and curiously that there are also solutions which precisely cancel the divergent behaviour of \( \hat{A}_i \) near the worldline, and hence have \( Q_* = 0 \).

### 4.2 Creation and Annihilation

We have found that the instanton flux \( Q_* \) on a slice \( \mathbb{R}^4_* \) of constant \( x^- = x^*_\tau \) depends in a crucial way on whether \( \mu(x^-) > 0 \) or \( \mu(x^-) = 0 \). This is indicative of a singularity not just in the gauge field but in the field strength \( F \) itself, located at points at the spatial origin at which \( \mu(x^-) \) transitions from a zero to non-zero value.

We can understand this as follows. Suppose \( \mu(\tau) > 0 \) on \( \tau \in (\tau_1, \tau_2) \), \( \tau_1 < \tau_2 \), and identically zero otherwise. We have then that the total instanton flux over a constant \( x^- \) slice is \(-1\) if \( x^- \in (\tau_1, \tau_2) \), while it is zero for \( x^- \in (-\infty, \tau_1) \cup (\tau_2, \infty) \). We can thus interpret the point \( x_1 = (\tau_1, 0) \) as the location at which an anti-instanton is created, and \( x_2 = (\tau_2, 0) \) as the point at which it is annihilated.
We can gain further insight into the behaviour of the gauge field at the transition points $x_1, x_2$ by considering the instanton charge over more general four-dimensional submanifolds. Define $\Omega_4 = (1/8\pi^2) \text{tr} (F \wedge F)$, and write $Q(S) = \int_S \Omega_4$ for some submanifold $S$, so that for instance $Q_* = Q(\mathbb{R}^4)$. Note, it is clear that away from $\vec{x} = \vec{0}$, we have $d\Omega_4 = 0$. We in fact have that $d\Omega_4 = 0$ everywhere except for at the transition points. This is seen by considering the integral of $\Omega_4$ over generic Gaussian pillboxes. Consider in particular $Q(P)$ where $P$ is a cylinder whose top and bottom lie transverse to the line $\vec{x} = \vec{0}$. If such a cylinder does not intersect the line $\vec{x} = \vec{0}$, then $A$ is defined globally over $P$ and hence $Q(P) = 0$. Suppose instead that $P$ does intersect the spatial origin, but that it does not contain a transition point (see Figure 1).

Then, $Q(P)$ reduces to a pair of integrals of $\omega_3(A)$ on the small 3-spheres surrounding the two points at which the origin intersects $P$, with a relative minus sign due to orientation. But these two contributions are equal, and thus $Q(P) = 0$. This is then sufficient to ensure that $d\Omega_4 = 0$ everywhere away from transition points.

Figure 1: Pillbox integral with vanishing $Q$.

We can next consider $Q(S)$ for a generic submanifold $S$. The fact that $\Omega_4$ is closed away from the two transition points implies that $Q(S)$ is topological; we can smoothly deform $S$ without changing $Q(S)$, provided that such a deformation does not drag $S$ through a transition point. In particular, if $S$ doesn’t contain either of $x_1, x_2$, then $S$ can be shrunk to a point and $Q(S) = 0$. Suppose instead that $S$ contains $x_1$ (but not $x_2$). We can then smoothly deform $S$ to a cylinder of the type described previously (see Figure 2). It is clear then that $Q(S)$ receives a contribution of $-1$ from the top of the cylinder, but zero from the bottom, and hence $Q(S) = -1$. Similarly, for $S$ containing $x_2$, but not $x_1$, we have $Q(S) = +1$. 
Indeed, we can consider $S$ to be some arbitrarily small 4-sphere about either a creation or annihilation point, for which we will still have $Q(S) = -1$ or $Q(S) = +1$, respectively. One can understand this configuration for $A$ more formally as the connection on a gauge bundle not over $\mathbb{R}^5$ but instead over $\mathbb{R}^5 \setminus \{x_1, x_2\}$, whose non-trivialities are characterised by the integral of the second Chern class—i.e. $Q(S)$—over such small 4-spheres. Alternatively, we can extend such configurations to include the points $x_1, x_2$, provided we allow for the behaviour $d\Omega_4 = d^5x \left( \delta^{(5)}(x - x_2) - \delta^{(5)}(x - x_1) \right)$.

Note finally that this analysis generalises trivially to the case that $\mu$ varies from zero to non-zero and back not once but a number of times. Such a configuration describes an anti-instanton being created then annihilated, followed by another being created then annihilated, and so on as in example (3.21).

4.3 Moving Away from the Origin

This analysis generalises easily to describe a single, static anti-instanton sitting not necessarily at $x^i = 0$ but at a generic constant worldline $x^i = y^i$. This is not immediate, due to the unconventional translational symmetries present in the theories from which the constraint $F_{ij} + \ast F_{ij} = 0$ arises, but is nonetheless not much more work to show. The $\Phi$ giving rise to such an anti-instanton can be written as

$$\Phi = 1 + \int d\tau \frac{\mu(\tau)}{z(x, y(\tau)) \bar{z}(x, y(\tau))}, \quad (4.17)$$

for $y(\tau) = (\tau, y^i)$ with constant $y^i \in \mathbb{R}$. More explicitly, we have

$$\Phi = 1 + \int_{-\infty}^{\infty} \frac{\mu(\tau)}{\tau - z} d\tau = 1 + \frac{1}{z - \bar{z}} \int_{-\infty}^{\infty} d\tau \mu(\tau) \left( \frac{1}{\tau - z} - \frac{1}{\tau - \bar{z}} \right), \quad (4.18)$$
as in (4.1), except now \( z = z(x, (0, y^i)) = x^- + \frac{1}{2} \Omega_{ij} x^i y^j + \frac{i}{4R} (x^i - y^i)(x^i - y^i) \). The important point, however, is that since the instanton is still static, \( z \) is independent of \( \tau \), and hence we can proceed identically as before.

We are again interested in \( Q_* \), the instanton charge on a slice of constant \( x^- \). In particular, the large \( |\vec{x} - \vec{y}| \sim |\vec{x}| \) behaviour is such that \( Q_* \) receives no contribution from spatial infinity, for suitable behaviour of \( A_- \). Conversely, we can assess the behaviour near the wordline \( x^i \to y^i \) by Fourier transform of \( \mu(\tau) \), which gives us

\[
\Phi = 1 + \frac{4\pi R}{|\vec{x} - \vec{y}|^2} \left[ \int_{-\infty}^{0} d\omega \tilde{\mu}(\omega)e^{i\omega z} + \int_{0}^{\infty} d\omega \tilde{\mu}(\omega)e^{i\omega z} \right],
\]

(4.19)

and hence as \( |\vec{x} - \vec{y}| \to 0 \),

\[
\Phi = \frac{4\pi R}{|\vec{x} - \vec{y}|^2} \mu(x^- + \frac{1}{2} \Omega_{ij} x^i y^j) + O(1)
= \frac{4\pi R}{|\vec{x} - \vec{y}|^2} \mu(x^-) + O(|\vec{x} - \vec{y}|^{-1}).
\]

(4.20)

This is then enough to ensure that \( \hat{A}_i \) and, for suitable boundary conditions for \( A_- \), the gauge field \( A_i \) behaves near the worldline precisely like a single anti-instanton in singular gauge, provided that \( \mu(x^+) > 0 \). If this is indeed the case, then \( Q_* = -1 \). If however \( \mu(x^+) = 0 \) and \( \dot{\mu}(x^+) = 0 \), we have \( Q_* = 0 \). Indeed, the interpretation of transition points between these regions as creation and annihilation points, each carrying non-zero instanton charge on surrounding 4-spheres, generalises in the obvious way.

### 4.4 General Worldlines

We have seen that in the case that \( y^i(\tau) \) is constant and \( A_- \) regular, the resulting gauge field \( A_i \) describes an anti-instanton sitting at \( x^- = y^i \), that is created whenever \( \mu \) transitions from a zero to non-zero value, and then annihilated when it returns to zero. These transition points are then special points in the spacetime, carrying non-zero instanton charge.

This interpretation extends in the natural way to the more general form of \( \Phi \),

\[
\Phi(x) = 1 + \sum_{A=1}^{N} \int d\tau_A \frac{\mu_A(\tau_A)}{\bar{z}(x, y_A(\tau_A)) \bar{z}(x, y_A(\tau_A))},
\]

(4.21)

where we can assume without loss of generality that each of the \( \mu_A(\tau_A) \) is strictly non-zero on some open interval \( (\tau_{A,1}, \tau_{A,2}) \subseteq \mathbb{R} \), and otherwise identically zero. Then, \( \Phi(x) \) is regular throughout \( \mathbb{R}^5 \), except along curves defined by \( y_A(\tau) = (y_A^- (\tau), y_A^1(\tau)) \) for \( \tau \in (\tau_{A,1}, \tau_{A,2}) \), at which it is singular. If we further suppose that each of these curves extends in the \( x^- \) direction without turning—more precisely that each of the \( y_A^- (\tau) \) is a strictly monotonic function, which we are free to take as strictly increasing\(^{10}\)—then the resulting gauge field

\(^{10}\)This is because if we have a worldline with \( y^- \) strictly decreasing, we can simply reparameterise \( \tau \to -\tau \).
A describes $N$ anti-instantons. Each is created at $y_A(\tau_{A,1})$, follows the worldline $y_A(\tau_A)$, and then is annihilated at $y_A(\tau_{A,2})$.

To see this, let us first for simplicity of notation restrict our attention to the case of a single monotonic worldline and, as we did in the spherically symmetric case, consider the asymptotic behaviour of $\Phi$ at fixed $x^-$ as we approach the worldline. We are once again really interested in the resulting asymptotics of $A_i$ which, for suitable boundary conditions on $A_-$, dictate the instanton charge $Q_*$ as measured over the slice $\mathbb{R}^4_*$ at constant $x^- = x^*_-$. We have

$$\Phi(x) = 1 + \int d\tau \frac{\mu(\tau)}{z(x, y(\tau))z(x, y(\tau))},$$

where we have implicitly used the monotonicity of $y^-$ to reparameterise the worldline such that $y(\tau) = (\tau, y^i(\tau))$. The function $\mu(\tau)$ is strictly non-zero on $(\tau_1, \tau_2) \subseteq \mathbb{R}$, and identically zero otherwise.

Let us first fix $x^- = x^*_-$ such that $\mathbb{R}^4_*$ does not intersect the worldline, i.e. $x^*_- \notin [\tau_1, \tau_2]$. Then, $\Phi$ is perfectly regular throughout $\mathbb{R}^4_*$, and dies away sufficiently fast as $|\vec{x}| \to \infty$ to ensure that for suitable behaviour of $A_-$, we have $Q_* = 0$.

Suppose instead that $\mathbb{R}^4_*$ cuts through the interior of the worldline, that is $x^*_- \in (\tau^-, \tau^+)$.

Then, as we approach $x^i \to y^i(x^-)$, the integral becomes increasingly divergent, with the dominant contribution from a neighbourhood of $\tau = x^*_-$. In this neighbourhood, we can write $y^i(\tau) = y^i(x^-) + \mathcal{O}(\tau - x^*_-)$, and thus as $|\vec{x} - \vec{y}(x^-)| \to 0$,

$$\Phi(x) \sim 1 + \int d\tau \frac{\mu(\tau)}{z(x, (\tau, y^i(x^-))z(x, (\tau, y^i(x^-)))}$$

$$\sim \frac{4\pi R}{|\vec{x} - \vec{y}(x^-)|} \mu(x^-),$$

which follows from (4.20). Conversely, noting the sufficiently small behaviour as $|\vec{x}| \to \infty$, and for suitable behaviour of $A_-$, we find $Q_* = -1$.

These asymptotics then generalise to the case of $N$ monotonic worldlines, provided they do not intersect. Indeed, by generalising the arguments of Section 4.2, we can learn how to read off the value of $Q(S)$ for $S$ a 4-dimensional submanifold that does not pass through a transition point.

This can be summarised as follows. Suppose we have $N$ monotonic, disjoint worldlines, and let $S$ be some 4-dimensional submanifold that does not pass through any of the creation or annihilation points. Each anti-instanton is created at a point $x = y_A(\tau_{A,1})$ and annihilated at a point $x = y_A(\tau_{A,2})$, with $\tau_{A,2} > \tau_{A,1}$ and hence $y^-(\tau_{A,2}) > y^-(\tau_{A,1})$. Thus, the $x^-$ direction defines an intrinsic direction of each worldline. Then, each time a worldline passes in this direction through $S$ ‘upwards’ in a right-handed sense, $Q(S)$ receives a contribution of $-1$, while each time it passes through ‘downwards’, we pick up a $+1$. See Figure 3 for an illustrative example. In particular, for $S$ a small 4-sphere surrounding a creation point, $Q(S) = -1$, while around an annihilation point, $Q(S) = +1$.

---

\[11\) We assume that the intersection of $S$ and the set of all worldlines is a set of disjoint points in $\mathbb{R}^5$.\]
Figure 3: The instanton charge \( Q(S) = -1 \) for a closed 4-dimensional surface \( S \), which intersects some disjoint worldlines. Let \( M \) be the region in \( \mathbb{R}^5 \) enclosed by \( S \). Then, the two leftmost worldlines are those of anti-instantons created in \( M \), and annihilated outside. The third describes an anti-instanton created outside \( M \), and annihilated inside. The final, rightmost anti-instanton is both created and annihilated outside \( M \), but has worldline that nonetheless passes through \( M \).

4.5 Intersections, Turning Points, and Graphs

Once we allow for general worldlines, there are a number of interesting additional features our worldlines may have that were not present in the static case. These give rise to an extended space of possible worldline configurations. Then, using the asymptotics we’ve already found, we can show that such configurations include transition points with not only \( Q = \pm 1 \), but generic \( Q \in \mathbb{Z} \).

So suppose we once again start with the \( N \)-instanton solution,

\[
\Phi(x) = 1 + \sum_{A=1}^{N} \int d\tau_A \frac{\mu_A(\tau_A)}{z(x, y_A(\tau_A))} \bar{z}(x, y_A(\tau_A)),
\]

but let us go beyond the choice of monotonic, disjoint worldlines. First, we can consider what happens when a pair of worldlines intersects at one or more isolated points. By
suitably splitting up any worldlines that intersect in their interiors into smaller worldlines joined end-to-end, we can reformulate this configuration as a set of worldlines that are disjoint in their interiors, but may share creation and annihilation points.

We could also suppose that one or more worldline has a turning point: a point at which the corresponding $\dot{y}^{-}(\tau)$ flips sign, and the worldline turns around. However, so long as we restrict our focus to worldlines for which $\dot{y}^{-} = 0$ only at isolated points, we can once again split up such worldlines into into smaller sections, on each of which $y^{-}$ is monotonic. For example, a worldline with $y^{-}(\tau) = \tau(\tau - 1)(\tau + 1)$ and $\mu(\tau)$ non-zero for $\tau \in (-2, 2)$ is split into three monotonic worldlines, forming a graph between four transition points (see Figure 4). It is important here to remember that, due to our freedom to reparameterise, the only sense of ‘direction’ for a worldline is that which corresponds to increasing $x^-$. Thus, there is no sense in which such a split-up worldline ‘remembers’ it was once a single worldline with turning points.

Figure 4: Splitting of a turning worldline into several monotonic pieces

So, we are lead to a more general set-up: we still have $N$ monotonic worldlines, but now they are allowed to share beginnings and ends. A general worldline configuration is then a graph, whose nodes are a set of transition points, and whose edges are a set of monotonic worldlines. However, despite this generalisation, our rules for computing $Q(S)$ for some generic 4-dimensional surface $S$ carry over straightforwardly, as they care only about the asymptotic behaviour of the gauge field in a neighbourhood of the point at which a worldline intersects $S$. In particular, each time a worldline passes through $S$ ‘upwards’ in a right-handed sense, $Q(S)$ receives a contribution of $-1$, while each time it passes through ‘downwards’, we pick up a $+1$. See Figure 5 for an illustrative example.
Figure 5: The instanton charge $Q(S) = +1$ on a closed surface $S$, amongst transition points joined with monotonic worldlines. The middle two transition points lie in the region enclosed by $S$, while the other two are outside.

It is also interesting to ask what $Q(S)$ is when $S$ is a small 4-sphere surrounding some transition point $y \in \mathbb{R}^5$. It is given simply by the number of worldlines annihilated at $y$, minus the number created at $y$ (see Figure 6). In this way, we can construct configurations with arbitrary $Q \in \mathbb{Z}$.

Lastly let us make some comments. Firstly it might appear as though there is a little ambiguity in our analysis: given any graph of transition points and monotonic worldlines, we can always split any worldline into a pair of monotonic worldlines, in effect introducing a new transition point. However, such a point has $Q = 0$ on a small 4-sphere surrounding it, and so therefore will not give rise to a singularity in $F$.

Secondly, and we will discuss this in greater detail below, it is not hard to see that finiteness of the action (at least for $A_- = 0$) requires that the positions $y^-, \vec{y}_A$ as well as $\mu_A$ are suitably well-behaved functions of $\tau_A$. In particular we find finite actions so long as their derivatives with respect to $\tau_A$ are bounded and vanish as $\tau_A \to \infty$. 
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Figure 6: A general transition point, with $Q(S) = m - n$ on a small 4-sphere $S$ surrounding it.

Finally, note that the interpretation of turning points as transition points, i.e. points at which $\text{tr}(F \wedge F)$ is singular, is forced upon us. This is seen most simply by considering $Q(S)$ for $S$ a small 4-sphere surrounding such a point, which following our discussion gives $Q(S) = -2$ at a local minimum (the creation of two anti-instantons), or $Q(S) = +2$ at a local maximum (the annihilation of two anti-instantons).

It is instructive to look at a simple example. We can consider a worldline with $y^-(\tau) = \tau^2$ and $y'(0) = 0$, which has a local minimum when $\tau = 0$ at the spacetime origin $x = (0, \vec{0})$. Suppose we attempt to calculate $Q(S)$ for $S \cong \mathbb{R}^4$ the spatial slice at constant $x^- = 0$, which includes the turning point. As we approach $|\vec{x}| \to 0$, we have

$$
\Phi \sim 1 + \int_{-\infty}^{\infty} d\tau \frac{\mu(\tau)}{|x^- - \tau^2 + \frac{i}{4R} |\vec{x}|^2|^2} = 1 + \int_0^\infty d\tau' \frac{1}{2\sqrt{\tau'}} \frac{\mu(\sqrt{\tau'}) + \mu(-\sqrt{\tau'})}{|x^- - \tau' + \frac{i}{4R} |\vec{x}|^2|^2} \sim \frac{2\pi R}{|\vec{x}|^2} \lim_{x^- \to 0^+} \left( \frac{\mu(\sqrt{x^-}) + \mu(-\sqrt{x^-})}{\sqrt{x^-}} \right).
$$

If $\mu(0) \neq 0$, this limit does not exist and $\Phi$ is too divergent at the origin, leading to an infinite action. Thus for $\mu(0) \neq 0$, $Q(S)$ is ill-defined and $x = (0, \vec{0})$ is a transition point. Conversely, if $\mu(0) = 0$ (but is still non-zero elsewhere), then $x = (0, \vec{0})$ is naturally thought of as the start of two distinct worldlines. In either case, we find that the turning point
is indeed a transition point. Note further from this form of \( \Phi \) that boundedness of \( \partial_- \Phi \), needed for a finite action, also requires that \( \dot{\mu}(0) = 0 \).

### 4.6 Constraints on \( Q \)

Despite our freedom in defining worldline configurations with arbitrary \( Q \in \mathbb{Z} \), the global structure of such configurations nonetheless give rise to interesting constraints on the instanton charges of each transition point.

Suppose we have a worldline configuration with transition points \( x_a, a = 1, \ldots, m \), with \( x_a^- < x_{a+1}^- \) for each \( a = 1, \ldots, m - 1 \), and suppose further that all worldlines are created or annihilated at one of these transition points, as opposed to any escaping to or from infinity. For each \( a \), define \( n_a = Q(S^4_a) \in \mathbb{Z} \), where \( S^4_a \) is a small 4-sphere surrounding \( x_a \).

By considering \( Q(S) \) for some \( S \) surrounding every \( x_a \), we have \( \sum_a n_a = 0 \). Indeed, we can also consider \( \sum_{a=1}^r n_a \) for some \( r = 1, \ldots, m - 1 \). Then, we have,

\[
\sum_{a=1}^r n_a = \sum_{a=1}^r Q(S^4_a) = Q\left( \bigcup_{a=1}^r S^4_a \right) = Q(M_r) .
\] (4.26)

Here, we smoothly deformed the disjoint union of small 4-spheres into some closed 4-manifold \( M_r \) that encloses the \( x_1, \ldots, x_r \), but not the \( x_{r+1}, \ldots, x_m \). Crucially, this deformation can always be done without the 4-manifold passing through any transition points, and as such, \( Q \) is invariant under the deformation.

Then, we have \( Q(S_r) \leq 0 \). To see this, note that we can further deform \( M_r \) to a cylinder \( P_r \), with top and bottom at \( x^- = y^-_1, y^-_2 \) respectively, again without passing through any transition points. We have in particular that the top of \( P_r \) lies somewhere between \( x_r \) and \( x_{r+1} \) (i.e. \( x^-_r < y^-_2 < x^-_{r+1} \)), while its bottom lies below all transition points (i.e. \( y^-_1 < x^-_1 \)). We can further take the radius of the cylinder to be sufficiently large that the only points at which a worldline passes through \( P_r \) is on its top. Hence, following the rules of the previous section, and taking note of the orientation of \( P_r \) as inherited from that of \( M_r \), we have \( Q(M_r) = Q(P_r) \leq 0 \).

Figure 7 provides a schematic of this calculation for \( m = 4 \) and \( r = 2 \), in particular demonstrating the continuous deformation of \( S^4_1 \cup S^4_2 \) into \( M_2 \) and then into \( P_2 \).

Therefore, using \( Q(S_r) \leq 0 \), we find

\[
\sum_{a=1}^r n_a \leq 0 \quad \text{for all } r = 1, \ldots, m ,
\] (4.27)

or equivalently, \( \sum_{a=r}^m n_a \geq 0 \) for all \( r = 1, \ldots, m \).

Let us finally suppose further that the graph of transition points and worldlines is connected. In the above discussion, this then implies that \( Q(S_r) = Q(P) < 0 \) for all \( r = 1, \ldots, m - 1 \), i.e. that the bound (4.27) is saturated only for \( r = m \). Therefore, we have the strengthened statement,

\[
\sum_{a=1}^r n_a < 0 \quad \text{for all } r = 1, \ldots, m - 1
\] (4.28)
or equivalently, \( \sum_{a=r}^{m} n_a > 0 \) for all \( r = 2, \ldots, m \).

Figure 7: A schematic showing the continuous deformation of a pair of small 4-spheres \( S_4^1 \cup S_4^2 \), to a single surface \( M_2 \) that encloses \( x_1 \) and \( x_2 \), and finally to a cylinder \( P_2 \) that is only pierced by worldlines on its top. The arrows represent orientation. Indeed, we can read off \( Q(S_4^1) + Q(S_4^2) = -3 + 1 = -2 = Q(M_2) = Q(P_2) \).

Each of these results (4.27), (4.28) is a straightforward application of the fact that on any spatial surface we will always have \( Q(\mathbb{R}_x^4) \leq 0 \) for any \( x^- \), provided there are no transition points lying precisely on \( \mathbb{R}_x^4 \). This is strengthened to \( Q(\mathbb{R}_x^4) < 0 \) in the case that the worldline graph is connected, and \( x_1^- < x^- < x_m^- \).

Let us briefly compare these results to results on the correlation functions of \( SU(1,3) \) theories [9]. One finds that the modes of a particular conformal compactification of a CFT on six-dimensional Minkowski space are precisely described by theories in five-dimensions with an \( SU(1,3) \) spacetime symmetry. There is then hope that such a theory in fact captures the full spectrum of six-dimensional operators, through the inclusion of isolated points carrying non-trivial instanton charge on small spheres surrounding them [16]. These are precisely the ‘transition points’ of this paper. In a quantum treatment, such points are correspond to the insertion of instanton operators as in [13–15].
One can then find further constraints on such a six-dimensional interpretation to work by dimensionally reducing correlation functions from six dimensions. In more detail, let $O_n$ denote the $n$th Kaluza-Klein mode of some six-dimensional operator $O$, corresponding in the five-dimensional theory to a local operator dressed with an instanton operator of charge $n$. One can then find the explicit form of the 2- and 3-point functions of the $O_n$, as well as broader results on generic higher point functions. Strikingly, one finds that, at least at 2- and 3-points, the correlator\footnote{Here, the ordering of operators is fixed by a particular $\iota\epsilon$ prescription descended from six-dimensions.} $\langle O_{n_m}(x_m) \ldots O_{n_2}(x_2)O_{n_1}(x_1) \rangle$ is non-zero only if $\sum_{a=1}^{m} n_a < 0$ for each $r = 1, \ldots, m - 1$, and for $r = m$ the sum vanishes.

Remarkably, this rule is precisely that which is satisfied for all connected worldline graphs (4.28), which suggests that it should apply to higher-point correlators. It would be interesting to investigate if this holds for the dimensional reduction of 4-point correlators of protected operators in the 6d $(2,0)$ theory, which can be computed in the large-$N$ expansion [17–24].

5 Scalar Field Solutions

Let us now examine the behaviour of the scalar fields on the constraint surface. In general there is always one scalar $\phi$ in the adjoint representation that comes from the tensor multiplet. However there can also be additional scalars $X^\alpha_m$ in an arbitrary representation coming from hyper-multiplets. Any such a scalar, which we denote by $X$, appears in the action through

$$S_{\text{scalar}} = -\frac{1}{g_Y^2} \int dx^2 d^4 x \hat{D}_i X^\dagger \hat{D}_i X .$$

(5.1)

Here $X$ is taken to be an any unitary representation $R$ of the gauge group (which we take to be $SU(2)$):

$$\hat{D}_i X = \hat{\partial}_i X - i\hat{A}_i^a T_a(X) .$$

(5.2)

First look at the classical equation of motion

$$\hat{D}_i \hat{D}_i X = 0 .$$

(5.3)

Smooth solutions to this equation are unique up to their behaviour at the boundary by a variation of the usual argument (note we need the full five-dimensional integral here):

$$\int dx^- d^4 x \hat{D}_i X^\dagger \hat{D}_i X = \int \hat{\partial}_i (X^\dagger \hat{D}_i X) - \int dx^- d^4 x^\dagger X^\dagger \hat{D}_i \hat{D}_i X$$

$$= \oint X^\dagger \hat{D} X .$$

(5.4)
Thus if $X$ vanishes on the boundary then
\[ \hat{D}_i X = 0 , \]  
(5.5)
everywhere and so $X = 0$. In addition if $X$ is the difference between two solutions which agree on the boundary then $X$ is also a solution but since it vanishes on the boundary the two solutions must be equal everywhere.

Let us look more carefully at the boundary term. Since $\hat{\partial}_i$ contains derivatives in $x^-$ and $x^i$ we find
\[ \oint X^\dagger \hat{D} X = \int_{|x| \to \infty} dx^- d\Omega_3 |\vec{x}|^2 x^i X^\dagger \hat{D}_i X 
- \frac{1}{2} \Omega_{ij} \int_{x^- \to \infty} d^4 x x^j X^\dagger \hat{D}_i X + \frac{1}{2} \Omega_{ij} \int_{x^- \to -\infty} d^4 x x^j X^\dagger \hat{D}_i X , \]  
(5.6)where $d\Omega_3$ is the volume element on a unit 3-sphere. Thus specifying the behaviour on the boundary means that we must specify the spatial behaviour in the form
\[ X = X_0 + X_1 / |\vec{x}|^2 + ... \]but also the early and late values of $X$ over all of $\mathbb{R}^4$. We will examine these terms in greater detail below.

In the case of the ‘t Hooft ansatz we can be quite explicit and compute
\[ \hat{D}_i \hat{D}_i X = \hat{\partial}_i \Phi \hat{\partial}_i \Phi X - \frac{C_R}{\Phi^2} \hat{\partial}_i \Phi \hat{\partial}_i \Phi X + \frac{2i}{\Phi} \eta_{ij} \hat{\partial}_i \Phi T_a (\hat{\partial}_j X) , \]  
(5.7)where we introduced $C_R$ as the quadratic Casimir of the representation:
\[ \sum_a T_a T_a = C_R \mathbb{I} . \]  
(5.8)
For example in the adjoint representation $(T_a)_{bc} = -i \epsilon_{abc}$ and hence $C_{\text{adj}} = 2$, whereas for the fundamental representation $T_a = \frac{1}{2} \sigma_a$ and hence $C_{\text{fund}} = 3/4$. More generally $C_R = s(s+1)$ with $s = 0, \frac{1}{2}, 1, ...$. To solve this equation we impose the ansatz $X = X(\Phi(x^-, \vec{x}))$ so that the last term in (5.7) vanishes. In this case we find
\[ \hat{D}_i \hat{D}_i X = \hat{\partial}_i \Phi \hat{\partial}_i \Phi \left( X'' - \frac{C_R}{\Phi^2} X \right) = 0 , \]  
(5.9)where a prime denotes a derivative with respect to $\Phi$. Thus the solutions to this take the form
\[ X = X_0 \Phi^{1 - \sqrt{1 + 4C_R} / 2} + X'_0 \Phi^{1 + \sqrt{1 + 4C_R} / 2} , \]  
(5.10)for constant vectors $X_0, X'_0$. However we want well behaved solutions at the poles of $\Phi$ and hence we find
\[ X = X_0 \Phi^{-\sqrt{1 + 4C_R} / 2} = X_0 \Phi^{-s} , \]  
(5.11)Note that there may exist other non-singular solutions since the boundary also contains pieces from $x^- \to \pm \infty$. 28
6 Dynamics

In this section we will describe how to solve the equations of motion on the constraint surface and evaluate the action. To this end write the Bosonic part of the action as

\[
S = \frac{1}{g^2_{YM}} \int d^4x \left\{ \frac{1}{2} \text{tr}(F_{\mu\nu}F^{\mu\nu}) + \frac{1}{2} \text{tr}\left(\hat{F}_{ij}\hat{G}^+_{ij}\right) - \frac{1}{2} \text{tr}\left(\hat{D}_i\phi\hat{D}_i\phi\right) - \hat{D}_iX_\alpha^m\hat{D}_iX^\alpha_m\right\}. \tag{6.1}
\]

Varying with respect to \(G^+_{ij}, A_i, A_-\), and \(X^\alpha_m\) respectively we find the equations of motion

\[
\begin{align*}
\hat{F}_{ij} &= -*\hat{F}_{ij}, \\
\hat{D}_jG^+_{ij} &= D_-F_{\mu\nu} - i[\phi, \hat{D}_i\phi] - i[[X_\alpha^m, \hat{D}_iX^\alpha_m]], \\
\frac{1}{2}\Omega_{ik}x^k\hat{D}_jG^+_{ij} &= D_iF_{\mu\nu} - \frac{i}{2}\Omega_{ik}x^k[\phi, \hat{D}_i\phi] - \frac{i}{2}\Omega_{ik}x^k[[X_\alpha^m, \hat{D}_iX^\alpha_m]], \\
0 &= \hat{D}_i\hat{D}_i\phi, \\
0 &= \hat{D}_i\hat{D}_iX^\alpha_m. \tag{6.2}
\end{align*}
\]

Here

\[
[[X_\alpha^m, \hat{D}_iX^\alpha_m]] = \sum_{a} X_\alpha^m T_a(\hat{D}_iX^\alpha_m)T_{a\text{adj}}, \tag{6.3}
\]

where \(T_a\) are the \(SU(2)\) generators for the representation that \(X^\alpha_m\) belongs to and \(T_{a\text{adj}}\) are the adjoint generators.

We view the first equation as restricting the dynamics to the constraint surface defined by \(\hat{F}_{ij} = -*\hat{F}_{ij}\). We can view the second equation as determining \(G^+_{ij}\). However there is no need to explicitly solve for \(G^+_{ij}\) as its contribution to the action will vanish on the constraint surface. Combining the second and third equations we simply find

\[
\hat{D}_iF_{\mu\nu} = \hat{D}_i\partial_-\hat{A}_i - \hat{D}_i\hat{D}_iA_- = 0. \tag{6.4}
\]

Here we find a scalar Laplace equation for \(A_-\) but now with a source. We can therefore find a unique solution for \(A_-\) for a given choice of boundary condition. Let us decompose

\[
A_- = a_- + A'_, \tag{6.5}
\]

where

\[
\hat{D}_i\hat{D}_ia_- = \hat{D}_i\partial_-\hat{A}_i, \quad \hat{D}_i\hat{D}_iA'_- = 0, \tag{6.6}
\]

In particular we choose \(a_-\) such that \(a_- = 0\) when \(\partial_-\hat{A}_i = 0\). Furthermore since \(\partial_-\hat{A}_i \to 0\) on the boundaries we expect \(a_- \to 0\) there whereas \(A'_-\) can be non-vanishing. Note that under a gauge transformation we require

\[
\begin{align*}
a_- &\to ig\partial_-g^{-1} + ga_-g^{-1}, \\
A'_- &\to gA'_-g^{-1}. \tag{6.7}
\end{align*}
\]
so we can think of \( A'_\perp \) as an adjoint valued scalar which satisfies the same equation of motion as the scalar \( \phi \), although it will have a different interpretation. Clearly if we start from a static ansatz with \( a_- = A'_\perp = 0 \) can make \( a_- \) non-zero by considering \( x^- \)-dependent gauge transformation while maintaining \( A'_\perp = 0 \). In this sense we can think of \( \hat{D}_i \hat{D}_i a_- = \hat{D}_i \partial_- \hat{A}_i \) as a gauge fixing condition. Thus we expect to find unique solutions for \( a_- \) as well as \( A'_\perp \), \( \phi \) and \( X^\alpha_m \) given their boundary values.

We can now evaluate the action on the constraint surface to be

\[
S = \frac{1}{g_{YM}^2} \int dx^- d^4 x \frac{1}{2} \text{tr}(\partial_- \hat{A}_i - \hat{D}_i a_- - \hat{D}_i \hat{A}'_\perp)^2 - \frac{1}{2} \text{tr}(\hat{D}_i \phi \hat{D}_i \phi) - \hat{D}_i X^m \hat{D}_i X^\alpha_m
\]

\[
= \frac{1}{g_{YM}^2} \int dx^- d^4 x \frac{1}{2} \text{tr}(\partial_- \hat{A}_i - \hat{D}_i a_-)^2 - \frac{1}{2} g_{YM}^2 \oint \text{tr}( (\partial_- \hat{A} - \hat{D} a_-) A'_\perp ) - \frac{1}{2} \text{tr}(A'_\perp \hat{D} A'_\perp )
\]

\[
- \frac{1}{2} \text{tr}(\phi \hat{D} \phi) + X^m \hat{D} X^\alpha_m \right]. \quad (6.8)
\]

The first term gives an action for the gauge field \( \hat{A}_i \). All the remaining terms are boundary contributions and as such depend on the choice of the asymptotic values of \( A'_\perp, \phi \) and \( X^\alpha_m \) which are not fixed.

Let us now discuss what this action looks like using the 't Hooft ansatz. As seen above, for the scalars, we take

\[
A'_\perp = A_{0-} \Phi^{-1} , \quad \phi = \phi_0 \Phi^{-1} , \quad X^\alpha_m = X^\alpha_{0m} \Phi^{-s_m} , \quad (6.9)
\]

from some constants \( A_{0-}, \phi_0 \in su(2) \) and \( X^\alpha_m \) in the \( SU(2) \) representation space of \( X^\alpha_m \) with spin \( s_m \). These choices correspond to a specific set of boundary conditions where the fields approach constant values as \( \mid \vec{x} \mid \to \infty \) whereas the \( x^- = \pm \infty \) behaviour is determined by \( \Phi \).

However we need to determine \( a_- \). This was required to solve \( \hat{D}_i \hat{D}_i a_- = \hat{D}_i \partial_- \hat{A}_i \) such that it vanishes when \( \partial_- \hat{A}_i = 0 \). This seems too complicated to do in general. However it is important to look at the solution near the instanton worldlines to check that they do not affect the original \( A_i \) gauge field topology, as discussed in Section 4. For simplicity we can consider a static worldline at \( x^i = 0 \) and take the small \( \mid \vec{x} \mid \) expansion (4.11). We find that, to lowest order in \( x^i \), the solution is

\[
a_- = \frac{1}{24} \Omega_{ik} \eta^{\alpha}_{\kappa j} \sigma^\alpha x^i x^j (\mu(x^-) \partial^2 \mu(x^-) - (\partial_- \mu(x^-))^2) + \ldots , \quad (6.10)
\]

where the ellipsis denotes higher order powers of \( x^i \). We assume that there are solutions which remain suitably bounded at \( \mid \vec{x} \mid \to \infty \). In particular \( a_- \) is finite and does not affect the singular nature of the \( A_i \) gauge field at \( \mid \vec{x} \mid \to 0 \). For a moving instanton we expect a solution similar to that found in [25, 26] which behaves as \( \omega \sim \eta^{\alpha}_{\kappa j} x^i y^j / \mid \vec{x} \mid ^2 \) and leads to a finite contribution to \( A_i \). We also note that \( a_- = 0 \) at transition points where \( \mu = \hat{\mu} = 0 \).

The first term in the action can then in principle be evaluated to give an expression involving \( \Phi \) and \( \partial_- \Phi \) given in terms of multiple integrals of \( \mu_A(\tau) \) over the instanton worldlines. We leave this as an exercise to the enthusiastic reader.
Next we look at the remaining terms in the action which are all boundary terms arising from scalar fields which are given by (6.9). For simplicity we set \( A_0 = 0 \). For a generic scalar solution of the Laplacian, which we simply denote by \( X \), in a spin \( s \) representation of the \( SU(2) \) gauge group, we have

\[
X^\dagger \hat{D}_i X = -sX_0^\dagger X_0 \frac{\hat{\partial}_i \Phi}{\Phi^{2s+1}} + i \eta_{ik} X_0^\dagger T_a(X_0) \frac{\hat{\partial}_k \Phi}{\Phi^{2s+1}}. \tag{6.11}
\]

First we consider the component of the boundary at \( |\vec{x}| \to \infty \). As \( |\vec{x}| \to \infty \) we found above that

\[
\Phi \to 1 + \frac{2\pi R}{|\vec{x}|^2} \sum_A (\mu_A(\infty) + \mu_A(-\infty)) + \ldots, \tag{6.12}
\]

where the ellipsis refers to lower order terms in \( 1/|\vec{x}| \). The first term in (6.11) leads to a contribution

\[
-sX_0^\dagger X_0 \int_{|\vec{x}| \to \infty} dx^{-} d\Omega_3 |\vec{x}|^2 x^i \frac{\hat{\partial}_i \Phi}{\Phi^{2s+1}} = -sX_0^\dagger X_0 \int_{|\vec{x}| \to \infty} dx^{-} d\Omega_3 |\vec{x}|^2 x^i \frac{x^i}{\Phi^{2s+1}}
\]

\[
= 8\pi^3 R s X_0^\dagger X_0 \int dx^{-} \sum_A (\mu_A(\infty) + \mu_A(-\infty)) .
\tag{6.13}
\]

Thus to obtain a finite action we require \( X_0 = 0 \) or \( \mu_A(\pm \infty) = 0 \). This latter condition can be thought of as the requirement that there are no instantons present at \( x^{-} \to \pm \infty \) (although there can be solutions where there are instantons at any finite value of \( x^{-} \), just with a size that shrinks to zero as in (3.18)).

From the second term in (6.11) we find

\[
\eta_{ik} X_0^\dagger T_a(X_0) \int_{|\vec{x}| \to \infty} dx^{-} d\Omega_3 |\vec{x}|^2 x^i \frac{\hat{\partial}_k \Phi}{\Phi^{2s+1}} = i \eta_{ik} X_0^\dagger T_a(X_0) \int_{|\vec{x}| \to \infty} dx^{-} d\Omega_3 |\vec{x}|^2 x^i \frac{x^i}{\Phi^{2s+1}}
\]

\[
\times \left( \hat{\partial}_k \Phi - \frac{1}{2} \Omega_{kj} x^j \hat{\partial}_c \Phi \right)
\]

\[
= -\frac{i}{2} \eta_{ik} \Omega_{kj} X_0^\dagger T_a(X_0) \int_{|\vec{x}| \to \infty} dx^{-} d\Omega_3 |\vec{x}|^2 x^i x^j \frac{\partial_{-}\Phi}{\Phi^{2s+1}},
\tag{6.14}
\]

where the \( \partial_k \Phi \) contribution vanishes since \( \partial_k \Phi \sim x_k/|\vec{x}|^4 + \ldots \). Thus so long as \( \partial_{-}\Phi \to 0 \) faster than \( 1/|\vec{x}|^4 \) this contribution will vanish.

Next we consider the components from the \( x^{-} \to \pm \infty \) boundary pieces. Note that \( 0 \leq \Phi^{-s} \leq 1 \) so the only divergences in the integrals arise from the \( |\vec{x}| \to \infty \) region. To begin with we have contributions from the first term in (6.11):

\[
\frac{s}{2} X_0^\dagger X_0 \Omega_{ij} \int_{x^{-} \to \pm \infty} d^4x x^j \frac{\hat{\partial}_i \Phi}{\Phi^{2s+1}} = \frac{s}{2} X_0^\dagger X_0 \Omega_{ij} \int_{x^{-} \to \pm \infty} d^4x x^j \frac{\partial_{+}\Phi}{\Phi^{2s+1}}
\]

\[
- \frac{s}{2 R^2} X_0^\dagger X_0 \int_{x^{-} \to \pm \infty} d^4x |\vec{x}|^2 \frac{\partial_{-}\Phi}{\Phi^{2s+1}}. \tag{6.15}
\]
For spherically symmetric solutions the first term vanishes. More generally we find, as \( x^{-} \to \pm \infty \),
\[
\Phi \to 1 + \sum_A \frac{4\pi R\mu_A(\pm \infty)}{|\vec{x} - \vec{y}_A(\pm \infty)|^2} + \ldots ,
\] (6.16)
where the ellipsis denotes lower order terms in \( 1/|\vec{x}| \). So the first term is convergent if \( \mu_A(\pm \infty) = 0 \). The second term will be convergent if \( \partial_- \Phi \to 0 \) faster than \( 1/|\vec{x}|^6 \).

Lastly we have the contributions from the second term in (6.11):
\[
\frac{i}{2} X_0^\dagger T_a(X_0) \Omega_{ij} \int_{x^{-} \to \pm \infty} d^4 x x^j \eta^k_{ik} \partial_k \Phi \Phi^2 s + 1 = \frac{i}{2} X_0^\dagger T_a(X_0) \Omega_{ij} \eta_{ik} \int_{x^{-} \to \pm \infty} d^4 x x^j \partial_k \Phi \Phi^2 s + 1 .
\] (6.17)

Again given the form (6.16) with \( \mu_A(\pm \infty) = 0 \) at leading order we encounter integrals of the form
\[
\int d^4 x x^i x^k F(|\vec{x}|^2) = \frac{1}{4} \delta^{ik} \int d^4 x |\vec{x}|^2 F(|\vec{x}|^2) ,
\] (6.18)
for a suitable choice of \( F \), whose contribution will therefore vanish as \( \eta^a_{ij} \Omega_{ij} = 0 \).

Thus in summary, if \( \mu_A(\pm \infty) = 0 \) and \( \partial_- \Phi \to 0 \) faster than \( 1/|\vec{x}|^6 \) then the scalar field contributions to the action from the \( |\vec{x}| \to \infty \) boundary component vanish and the contributions from the \( x^{-} \to \pm \infty \) boundary components are finite. In particular these conditions are satisfied by the solution (3.18) as \( \mu(\pm \infty) = 0 \) and \( \partial_- \Phi \sim 1/|\vec{x}|^8 \) as \( |\vec{x}| \to \infty \).

### 6.1 A Curious Exact Solution

Remarkably, assuming the 't Hooft ansatz, we can find an exact form for \( A_- \) that solves (6.4):
\[
A_- = -\frac{1}{4} R^2 \Omega_{ij} F_{ij} - \frac{i}{2} R^2 \Omega_{ij} [\hat{A}_i, \hat{A}_j] = \frac{1}{4} R^2 \Omega_{ik} \eta^a_{jk} \sigma^a \Phi^{-1} \hat{\partial}_i \hat{\partial}_j \Phi .
\] (6.19)

In addition we have the option to add zero-modes such as \( u \Phi^2 + v \Phi^{-1} \) where \( u, v \) are constant \( su(2) \) matrices. However a non-zero \( u \) leads to singular configurations whereas solutions with \( v \) non-zero do not change our discussion below. This solution is notable as it means that we have explicitly solved all the dynamical field equations in terms of the function \( \Phi \). It would be interesting to know if a similar solution exists more generally, beyond the 't Hooft ansatz.

Furthermore we find that near a worldline, which we take to be at \( x^i = 0 \),
\[
A_i = \eta^a_{ij} \frac{x^j}{|\vec{x}|^2} - R^2 \Omega_{il} \eta^a_{km} \Omega_{kn} \frac{x^lx^m x^n}{|\vec{x}|^4} + \ldots
\] (6.20)
The extra contribution to the singularity in the gauge field actually cancels the instanton number arising from the first term! More precisely, we find that as we approach \( |\vec{x}| \to 0 \), the Chern-Simons 3-form goes as \( \nu_3|_{S^3_0} = \mathcal{O}(|\vec{x}|^{-2})d\Omega_3 \), in contrast to the finite behaviour found previously. Noting further that this solution for \( A_\bot \) dies away as \( |\vec{x}| \to \infty \) sufficiently fast to not affect the contribution to \( Q \) from the integral at \( S^3_\infty \), we find \( Q = 0 \). Note that the second term on its own does not define a gauge field with instanton number, but adding it to the anti-instanton removes the instanton. Thus we find exact solutions given by \( \Phi \) but all with vanishing instanton number for the original gauge field strength \( F_{ij} \). These solutions presumably still can be interpreted as some sort of worldline as the energy density is peaked along a curve \((x^-(\tau), x^i(\tau))\).

Note that in this case \( A_\bot \) does not vanish if \( \partial_- \hat{A}_i = 0 \). As such it doesn’t represent a solution for \( \omega \) that was introduced in (6.6). Rather it must be identified with \( \omega + A'_\bot \) for the \( \omega \) as defined and some \( A'_\bot \). On the other hand we argued above that we also expect there to exist classical solutions where \( \omega \) does not affect the gauge field instanton number. For example if we consider the static case then we see that there are at least two acceptable solutions for \( A_- \) (and again we could include the zero-modes). One is simply \( A_- = 0 \) in which case \( A_i = \hat{A}_i \) and we indeed find the \( A_i \) has a non vanishing instanton number. However we can also take \( A_- \) to be given by (6.19) in which case \( A_i \) does not carry any instanton number, although \( \hat{A}_i \) remains the same. For non-static solutions (6.19) is a valid solution again leading to a vanishing instanton number for the gauge field \( A_i \). However we have argued that in this case there also exists a solution for \( \omega \) such that (6.4) is solved and the instanton number of \( A_i \) is non-vanishing.

6.2 Recovering \( \Omega_{ij} = 0 \)

Lastly let us consider the \( \Omega_{ij} = 0 \) case, corresponding to \( R \to \infty \), which was studied in [25, 26]. Here the constraint simply states that \( A_i \) has an anti-self-dual field strength on \( \mathbb{R}^4 \). As such it is determined in complete generality by the ADHM construction as an explicit function of \( \vec{x} \) as well as a finite set of moduli \( m^I \). As far as the constraint is concerned these moduli can depend arbitrarily on \( x^- \). The action and equations of motion take the same form but now \( \hat{A}_i = A_i \) and \( \hat{D}_i = D_i \). We can then write

\[
\partial_- A_i = \partial_1 A_i \partial_- m^I ,
\]

and we expand

\[
a_- = \omega_I \partial_- m^I ,
\]

so that (6.6) becomes

\[
D_i D_j \omega_I = D_i \partial_1 A_i .
\]

The interpretation is that \( a_- \) acts as a compensating gauge transformation which ensures that

\[
\delta A_i = (\partial_1 A_i - D_i \omega_I) \delta m^I , \quad \delta m^I = \partial_- m^I \delta x^- ,
\]
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is orthogonal to a gauge transformation in the sense that:

\[ D_i \delta A_i = 0 \]  

(6.25)

In this way \( \delta A_i \) can be viewed as a tangent vector to the moduli space of anti-self-dual gauge fields (see [27]). We are not aware of any closed form expression for \( a_- \) in the \( \Omega_{ij} = 0 \) case.\(^{13}\)

If we now evaluate the action (6.8) we find (still assuming \( A'_- = 0 \))

\[ S = \frac{1}{g_{YM}^2} \int dx \left[ \frac{1}{2} g_{IJ} \partial_- m^I \partial_- m^J - V \right] , \]

(6.26)

where the moduli space metric is defined by

\[ g_{IJ} = \int d^4x \operatorname{tr} \left( (\partial_I A_i - D_i \omega_I)(\partial_J A_i - D_i \omega_J) \right) . \]

(6.27)

and now we find a potential for the moduli \( V \) that comes from the scalar field boundary terms (6.13)

\[ V = \sum_{\text{scalars}} \int d\Omega_3 |\vec{x}| X^\dagger D_i X \]

\[ = 4\pi^2 \left( \sum_{\text{scalars}} s_X X_0^\dagger X_0 \right) \sum_A \rho_A^2 , \]

(6.28)

where in the second line we evaluated the integral using the standard 't Hooft ansatz obtained by taking linear combinations of the solution (3.16) but translated to have poles at points \( y_A \in \mathbb{R}^4 \). In this case only the boundary components at \( |\vec{x}| \to \infty \) arise. Furthermore the \( \rho_A \) are the size moduli. These, along with \( y_A \) and the gauge embedding moduli, are allowed to be arbitrary functions of \( x^- \). Thus we recover the conventional description of dynamics on the moduli instanton space. More generally one finds that allowing for a non-vanishing \( A'_- \) leads to a connection on the moduli space [25].

Thus for \( \Omega_{ij} = 0 \) the dynamics takes place on the moduli space of anti-self-dual gauge fields, as proposed in [7,8]. This space is a disconnected sum with each component labelled by instanton number and parameterised by a set of positions, sizes and gauge embedding moduli, which we have denoted by \( m^I \), all of which are dynamical. Finite action configurations consist of fluctuations of all the moduli in each connected component subjected to a potential for their size when the scalars have a vacuum expectation value.

We know that in the \( R \to \infty \) limit, the constraint equation reduces to the usual spatial anti-instanton equation \( F_{ij} = - (\ast F)_{ij} \). It is worth therefore asking which solutions to these equations are found in the \( R \to \infty \) limit of our 't Hooft solutions at finite \( R \).

So consider the \( N \) worldline solution (3.34). As discussed in Section 4, we can without loss of generality take each of these worldlines to be monotonic and disjoint except for

\(^{13}\)The solution (6.19) diverges in the \( \Omega_{ij} \to 0 \) limit.
possibly at their endpoints. Then let us consider the \( R \to \infty \) limit. Much of our work is already done, since the \( R \to \infty \) limit is very similar to the limit in which we approach the worldline, \(|\vec{x} - \vec{y}| \to 0\), where the integrals over the \( \tau_A \) localise. In particular, one can take the limit explicitly by making use of the Fourier techniques in Section 4. Then, noting that in the limit \( \hat{A}_i = A_i \) and \( \hat{\partial}_i = \partial_i \), and further normalising as \( \mu_A(\tau_A) = (\rho_A(\tau - A))^2/4\pi R \) for some functions \( \rho_A(\tau) \), we find that as \( R \to \infty \),

\[
A_i = \hat{A}_i = -\frac{1}{2} \eta^{a}_{ij} \sigma^a \partial_j \log \Phi, \quad \Phi(x) = 1 + \sum_{A=1}^{N} \frac{(\rho_A(x^-))^2}{|\vec{x} - \vec{y}_A(x^-)|^2}.
\]

Thus, we precisely recover the usual ’t Hooft ansatz, in which the size modulus \( \rho(x^-) \) and position moduli \( y^i(x^-) \) are allowed to vary arbitrarily with time. The solution therefore describes a set of \( N \) anti-instantons moving arbitrarily. Interestingly, we can still take any of the \( \rho_A \) to have compact support, resulting in anti-instantons that are created and annihilated. Indeed, all of the analysis of Section 4 persists in the \( R \to \infty \) limit, and is indeed much more immediate due to local form of (6.29).

It is interesting that at finite \( R \), the value of the gauge field at some point \( x = (x^-, \vec{x}) \) away from worldlines is determined by the moduli \( \mu_A(\tau), \vec{y}_A(\tau) \) at every point along every worldline, while in the \( R \to \infty \) limit the solution localises, in the sense that the gauge field now depends only on the \( \rho_A(\tau), \vec{y}_A(\tau) \) at \( \tau = x^- \).

Finally, let us consider the fate of our solution (6.19) for \( A_\pm \) in the \( R \to \infty \) \((\Omega_{ij} \to 0)\) limit. In fact, the solution (6.19) diverges, however \( R^{-1} A_- \) is finite and becomes harmonic: \( \partial_i \partial_i (R^{-1} A_-) \to 0 \). Therefore the combination

\[
A_i = \hat{A}_i + \frac{1}{2} \Omega_{ij} x^j A_- \\
= \hat{A}_i + \frac{1}{2} R \Omega_{ij} x^j \frac{1}{R} A_-,
\]

will remain finite and in the limit becomes

\[
A_i = -\frac{1}{2\Phi} \eta^{a}_{ij} \sigma^a \partial_j \Phi + \frac{1}{8\Phi} \Omega'_{ij} x^j \Omega'_{mn} \eta^{a}_{kn} \sigma^a \partial_m \partial_n \Phi,
\]

where \( \Omega' = R \Omega_{ij} \) is a constant non-degenerate anti-self-dual tensor on \( \mathbb{R}^4 \) and \( \Phi \) is harmonic: \( \partial_i \partial_i \Phi = 0 \). The first term is the usual ’t Hooft ansatz solution and carries an instanton number of minus one from each of the poles in \( \Phi \). As we have seen the two terms together give a solution which does not carry any instanton number. This suggests that even in the ordinary instanton case there is an \( \Omega' \)-deformation which removes the instanton singularities by shifting \( A_i \)

\[
A_i \to A_i + \frac{1}{2} \Omega'_{ij} x^j A''_i,
\]

where

\[
A''_i = \frac{1}{4\Phi} \Omega'_{mn} \eta^{a}_{kn} \sigma^a \partial_m \partial_n \Phi,
\]

is a harmonic function which is not spherically symmetric, even if \( \Phi \) is. The only difference is that there is no preferred choice for \( \Omega'_{ij} \) but rather a three-dimensional family of choices.
7 Discussion and Conclusion

In this paper we discussed the dynamics of the Bosonic sector of a class of supersymmetric five-dimensional non-abelian gauge theories without Lorentz symmetry but which admit an $SU(1,3)$ conformal symmetry. In particular we showed that a generalised 't Hooft ansatz linearised the anti-self-duality constraint and allowed us to construct a wide class of solutions. These have a physical interpretation as representing instanton worldlines where the position and size are allowed to evolve. In particular we presented finite action examples of configurations where the instantons shrink to zero size. We interpreted these as the creation and an annihilation of instantons in the gauge theory.

In addition to studying the constraint surface we also examined solutions to the equations of motion on the constraint surface. This in turn involved solving for $a_-$ in (6.6). A general closed form expression for $a_-$ seems out of reach however we argued that there are solutions to the equations of motion which do not change the nature of the original gauge field near the worldline. In addition we also found a class of exact solutions given by (6.19) which modify the singularity of the original gauge field $A_i$ leading to configurations with zero instanton number. We also showed that the scalar fields can be solved for in the 't Hooft ansatz and discussed their contribution to the action.

For $\Omega_{ij} = 0$ we recover the familiar results where the constraint surface consists of anti-self-dual gauge fields and the dynamics reduces to motion on instanton moduli space. On the other hand for $\Omega_{ij} \neq 0$ our 't Hooft ansatz presents a picture where the constraint surface consists of dynamical instanton solutions where the size and positions of the instantons evolve along a worldline. The worldlines can take any reasonable form and the self-duality condition computes the backreaction. Presumably in a more general solution the gauge embedding moduli will also be allowed to fluctuate along the worldline. In this case we found that a finite action requires that the instantons all shrink to zero size at $x^- \rightarrow \pm \infty$. Thus it seems as if the action for $\Omega_{ij} \neq 0$ describes the dynamics of the creation and annihilation of instantons, whereas at $\Omega_{ij} = 0$, once we reduce the action to motion on the moduli space, the dynamics takes place on a background of fixed instanton number. In the usual DLCQ prescription the full theory is captured by considering the various instanton sectors separately, although in this case too one could introduce instanton operators. It is also worth noting that for $\Omega_{ij} = 0$ the scalars contributed to the action via a potential arising from a boundary term located at $|\vec{x}| \rightarrow \infty$. Whereas for $\Omega_{ij} \neq 0$ such boundary contributions lead to a divergent action unless we took the instantons to vanish at $x^- \rightarrow \pm \infty$. Instead we found that the contribution of the scalars to the action comes entirely from the boundaries at $x^- \rightarrow \pm \infty$.

It would be interesting to obtain a complete description of the solutions to the anti-self-dual gauge field constraint, generalising the familiar ADHM construction, and to explore a holographic interpretation in the large-rank limit analogous to the analysis for $\mathcal{N} = 4$ super-Yang-Mills [28]. We also need to include the fermions and incorporate the effects of supersymmetry. In future work [16] we will report on the properties of instanton operators in the quantum theory that can create and annihilate instantons and which play a central role in extending the symmetry, following the analysis of [13–15]. It would very inter-
esting if this could provide a systematic way to compute correlators in the Ω-deformed five-dimensional theory which goes beyond the constraints of superconformal symmetry and does not rely on dimensional reduction. Indeed, one would hope to go in the reverse direction by computing general correlation functions in the five-dimensional theory using path integral methods and then assembling them into a Fourier series corresponding to six-dimensional correlators. Lastly the large amounts of symmetry along with the linearisation of the anti-self-duality constraint suggests that there maybe a role for integrability techniques.
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