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Abstract

Following decades of massive digitization, an unprecedented amount of historical document facsimiles can now be retrieved and accessed via cultural heritage online portals. If this represents a huge step forward in terms of preservation and accessibility, the next fundamental challenge– and real promise of digitization– is to exploit the contents of these digital assets, and therefore to adapt and develop appropriate language technologies to search and retrieve information from this ‘Big Data of the Past’. Yet, the application of text processing tools on historical documents in general, and historical newspapers in particular, poses new challenges, and crucially requires appropriate language resources. In this context, this paper presents a collection of historical newspaper data sets composed of text and image resources, curated and published within the context of the ‘*impresso* - Media Monitoring of the Past’ project. With corpora, benchmarks, semantic annotations and language models in French, German and Luxembourgish covering ca. 200 years, the objective of the *impresso* resource collection is to contribute to historical language resources, and thereby strengthen the robustness of approaches to non-standard inputs and foster efficient processing of historical documents.
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1. Introduction

Digitization efforts are slowly but steadily contributing an increasing amount of facsimiles of cultural heritage documents. As a result, it is nowadays commonplace for many memory institutions to create and maintain digital repositories which offer rapid, time- and location-independent access to documents (or surrogates thereof), allow to virtually bring together disperse collections, and ensure the preservation of fragile documents thanks to on-line consultation (Terras, 2011). Beyond this great achievement in terms of preservation and accessibility, the next fundamental challenge – and real promise of digitization– is to exploit the contents of these digital assets, and therefore to adapt and develop appropriate language technologies to search and retrieve information from this ‘Big Data of the Past’ (Kaplan and di Lenardo, 2017). In this regard, and following decisive grassroots efforts led by libraries to improve OCR (Optical Character Recognition) technology and generalize full-text search over historical document collections (see, e.g., the *Impact* and *Trove* projects), the Digital Humanities (DH), Natural Language Processing (NLP) and Computer Vision (CV) communities are pooling forces and expertise to push forward the processing of facsimiles, as well as the extraction, linking and representation of the complex information enclosed in transcriptions of digitized collections. These interdisciplinary efforts were recently streamlined within the far-reaching Europe Time Machine project, which ambitions, in general, the application of artificial intelligence technologies on cultural heritage data and, in particular, to achieve text understanding of historical material.

This momentum is particularly vivid in the domain of digitized newspaper archives, for which there has been a notable increase of research initiatives over the last years. Besides individual works dedicated to the development of tools (Yang et al., 2011b; Dinarelli and Rosset, 2012; Moreux, 2016; Wevers, 2019), or to the usage of those tools (Kestemont et al., 2014; Lansdall-Welfare et al., 2017), events such as evaluation campaigns (Rigaud et al., 2019; Clausner et al., 2019) or hackathons (Kiepen and di Lenardo, 2017) have emerged, including ViralText, Oceanic Exchange, *impresso*, NewsEye and *Living with Machines*. These efforts are contributing a pioneering set of text and image analysis tools, system architectures, and graphical user interfaces covering several aspects of historical newspaper processing and exploitation.

Yet, the application of text processing tools on historical documents in general, and historical newspapers in partic-
ular, poses new challenges (Sporleder, 2010; Piotrowski, 2012). First, the language under study is mostly of earlier stage(s) and usually features significant orthographic variation (Bollmann, 2019). Second, due to the acquisition process and/or document conservation state, inputs can be extremely noisy, with errors which do not resemble tweet misspellings or speech transcription hesitations for which adapted approaches have already been devised (Linhares Fonseca et al., 2019a; Chiron et al., 2017; Smith and Cordell, 2018). Further, and due to the diversity of the material in terms of genre, domain and time period, language resources such as corpora, benchmarks and knowledge bases that can be used for lexical and semantic processing of historical texts are rather sparse and heterogeneous. Finally, archives and texts from the past are not as anglophone as in today’s information society, making multilingual resources and processing capacities even more essential (Neudecker and Antonacopoulos, 2016).

Overall, and as demonstrated by Vilain et al. (2007), the transfer of NLP approaches from one domain or time period to another is not straightforward, and performances of tools initially developed for homogeneous texts of the immediate past are affected when applied on historical material (Ehrmann et al., 2016). This echoes the statement of Plank (2016), according to whom what is considered as standard or canonical data in NLP (i.e. contemporary news genre) is more a historical coincidence than an objective evidence or reality: non-canonical, heterogeneous, biased and noisy data is more prevalent than is commonly believed, and historical texts are no exception. In this respect, and in light of the above, it can therefore be considered that historical language(s) belong to the family of less-resourced languages or canonical data in NLP (i.e. contemporary news genre) is more a historical coincidence than an objective evidence or reality: non-canonical, heterogeneous, biased and noisy data is more prevalent than is commonly believed, and historical texts are no exception. In this respect, and in light of the above, it can therefore be considered that historical language(s) belong to the family of less-resourced languages

To help alleviate this deficiency, this paper presents a ‘full-stack’ historical newspaper data set collection composed of text and image resources produced, curated and published within the context of the ‘impresso - Media Monitoring of the Past’ project. These resources relates to historical newspaper material in French, German and Luxembourgish and include: OCRed texts together with their related facsimiles and language models, benchmarks for article segmentation, OCR black letter and named entity processing, and multi-layer semantic annotations (named entities, topic modeling and text reuse). The objective of the impresso resource collection is to contribute to historical language resources, and thereby strengthen the robustness of approaches to non-standard inputs and foster efficient processing of historical documents. More precisely, these resources can support:

(a) NLP research and applications dealing with historical language, with a set of ‘ready-to-parse’ historical texts covering 150 years in French and German, and a set of language models;

(b) Model training and performance assessment for three tasks, namely article segmentation, OCR transcription and named entity processing (for the first time on such material for the latter), with manually transcribed and annotated corpora;

(c) Historical corpus exploration and digital history research, with various stand-off semantic annotations.

To the best of our knowledge, the impresso resource collection represents the most complete historical newspapers data set series to date. In the following, we introduce the impresso project (Section 2), present the impresso resource collection (Sections 3, 4 and 5), account for major existing historical language resources (Section 6), and conclude (Section 7).

2. Mining 200 years of historical newspapers: the impresso project

impresso - Media Monitoring of the Past’ is an interdisciplinary research project in which a team of computational linguists, designers and historians collaborate on the semantic indexing of a multilingual corpus of digitized historical newspapers The primary goals of the project are to apply text mining techniques to transform noisy and unstructured textual content into semi-structured, and linked data; to develop innovative visualization interfaces to enable the seamless exploration of complex and vast amounts of historical data, to identify needs on the side of historians which may also translate into new text mining applications and new ways to study history; and to reflect on the usage of digital tools in historical sciences from a practical, methodological, and epistemological point of view.

In doing so, impresso addresses the challenges posed by large-scale collections of digitized newspapers, namely: (1) newspaper silos: due to legal restrictions and digitisation policy constraints, data providers (libraries, archives and publishers) are bound to provide incomplete, non-representative collections which have been subjected to digitization and OCR processing of varying quality; (2) big, messy data: newspaper digital collections are characterised by incompleteness, duplicates, and abundant inconsistencies; (3) noisy, historical text: imperfect OCR, faulty article segmentation and lack of appropriate linguistic resources greatly affect image and text mining algorithms’ robustness; (4) large and heterogeneous corpora: processing and exploitation requires a solid system architecture and infrastructure, and interface design should favor efficient search and discovery of relevant content; and (5) transparency: critical assessment of inherent biases in exploratory tools, digitized sources and annotations extracted from them is paramount for an informed usage of data in digital scholarship context.

With respect to source processing, impresso applies and improves a series of state-of-the-art natural language and image processing components which produce, in fine, a large-scale, multilingual, semantically indexed historical newspaper collection. The various lexical and semantic annotations generated thereof are combined and delivered to

---

11The project is funded by the Swiss National Science Foundation for a period of three years (2017-2020) and involves three main applicants: DHLAB from the Ecole polytechnique fédérale de Lausanne (EPFL), ICL from the University of Zurich, and C²DH from the University of Luxembourg.

12https://impresso-project.ch/app/#
digital scholars via a co-designed, innovative and powerful graphical user interface. Furthermore, and this is the focus of the present paper, those sources and annotations are also published apart from the interface for further usage by cultural heritage partners, and DH and/or NLP communities. Finally, some of the text and image mining components are subject to systematic evaluation, for which ground truth data are produced.

All publicly released impresso resources, i.e. corpora, benchmarks and annotations, are published on the project’s website
download page
and on impresso zenodo community
with detailed documentation. Table 2 summarizes the links and DOIs of the datasets.

3. Impresso Corpora

The first resource is a set of normalized, ‘ready-to-process’ newspaper textual corpora which, for copyrights reasons, do not correspond to the full impresso newspaper collection accessible through the interface.

3.1. Original Sources

impresso gathers a consortium of Swiss and Luxembourgish research and cultural heritage institutions and focuses primarily on sources of these countries in French, German, and Luxembourgish. Provided by its partners
impresso original sources correspond as of November 2019 to 76 newspapers. Concretely speaking, sources consist of either both OCR output and images, or only OCR. Regarding images, they are thus either served online via the IIIF Image API
of the impresso infrastructure, or accessed directly via the data provider’s IIIF endpoint. Text and layout acquisition outputs (i.e. OCR and OLR) come for their part, in a variety of METS/ALTO format flavors, sometimes complemented by proprietary formats of private service providers. Overall, the current collection amounts to ca. 77TB, text and image combined. More newspaper titles in French and English will be acquired and ingested during the last year of the project.

3.2. Legal Framework

Original sources are subject to copyright law and impresso has received permission from its partners to use them, provided that legal terms of use are respected upon online access and/or download. More specifically, digital documents are subject to two different right statements: (1) public domain, or unrestricted: documents are no longer in copyright and may be used without restriction for all purposes, including commercial; (2) academic use, or restricted: documents are still under copyright and their use is restricted to personal and/or academic purposes, with the possibility to download the text or not. The present impresso corpus release includes unrestricted documents and a part of restricted ones (for personal and academic usage). Depending on negotiations with data providers and on the inclusion of new collections, the situation is very likely to evolve in the future and impresso original source release will be complemented.

3.3. Source Processing

The original files provided by our partners encode the structure and the text of digital objects according to METS/ALTO XML library standards. METS (Metadata Encoding and Transmission Standard) encodes various metadata as well as information on the physical and logical structure of the object, while ALTO (Analyzed Layout and Text Object) represents information of OCR recognized texts, i.e. describes text and layout information (coordinates of columns, lines and words on a page). While very precise and complete, these XML files contain more information than necessary in a text mining context, and are cumbersome to process. Moreover, METS and ALTO schemas are flexible and libraries usually adapt them according to their text acquisition capacities, resulting in a variety of input variants. Combined with the existence of different file hierarchies, source identifiers and image mappings, as well as other OCR/OLR proprietary formats, these inputs require, to say the least, a great deal of processing before they can finally be parsed.

To this end, each library input is converted into ‘canonical’ files where information is encoded according to impresso JSON schemas
from which ‘ready-to-process’ files can easily be derived. Defined iteratively and shared with other newspaper projects, these JSON schemas act as a central, common format which a) allows the seamless processing of various data sources; b) preserves the information necessary for NLP processing and interface rendering only; and c) drastically reduces file sizes, thereby allowing easier processing in distributed environments.

Schemaps and converters are published and documented online and are not described further here. An important point to mention, though, is that we mint and assign unique, canonical identifiers to newspaper issues, pages as well as content items (i.e. newspaper contents below the page level such as articles, advertisements, images, tables, weather forecasts, obituaries, etc.)

3.4. Release

The impresso corpora are released in two versions, both distributed as compressed archives (bzip2) of data in newline-delimited JSON format: 1) the ‘canonical’ version, with a fine-grained logical and physical representation of newspaper contents, including image coordinates and 2) the ‘ready-to-process’ version, which offer ‘reconstructed’ content item full texts, that is to say continuous strings non divided by OCR token units. This reconstruction significantly reduces the overhead when parsing the entire dataset,
which amount to 145GB compressed (restricted and unrestricted).

The impresso corpus currently contains 76 newspapers: 50 from Switzerland and 26 from Luxembourg. AS mentioned previously, contents are subject to different license regimes, depending on the permissions given by cultural heritage institutions and rights holders. In Table 1 we provide some basic statistics about our corpora, divided by license type. The release will contain all contents in the public domain (unrestricted), as well as those available for academic use and for which the text can be downloaded (restricted with download, negotiations ongoing).

The released corpora amount to almost 10 billion tokens of textual contents, covering a time span of more than 200 years (see Fig. 1), and contain roughly 3 million images.

### 3.5. Metadata

Contextual information about digital collections is essential and we attempt to provide as much information as possible, even though this is neither the core expertise nor part of the main objectives of the project. Impresso newspaper metadata corresponds to descriptive (e.g. title, dates, place of publication), structural (issue, page, content items), and administrative metadata (file timestamps, file creator, preservation metadata). These metadata were given by cultural institutions and, most of the time, completed by the impresso team (either technical or descriptive metadata). Since this metadata set does not intend to replace library professional information but is rather meant for statistical ‘data science’ purposes, each record contains links to authority information such as the original bibliographic notice and the library portal. Impresso newspaper metadata is encoded in JSON format, covers all newspapers and is published under a CC-BY 4.0 license[26].

### 4. Impresso Benchmarks

In order to support the training and evaluation of some processing components, several benchmarks were produced. They include material from both restricted and unrestricted collections, for which right clearance has been achieved. All are released under open licenses.

#### 4.1. Article Segmentation Ground Truth

Exploration and automatic processing of digitized newspaper sources is greatly hindered by the sometimes low quality of legacy OCR and OLR (when present) processes: content items are incorrectly transcribed and incorrectly segmented. In an effort to address these shortcomings, impresso developed an approach for content item recognition and classification exploiting both textual and visual features [Barman et al., 2020]. The objectives were, on the one hand, to filter out noisy or unwanted material before the application of subsequent NLP processes (e.g. removing all meteo tables and title banners before running topic modeling or text re-use) and, on the other hand, to allow faceted search on content item types (e.g. search “xyz” in type of items ‘editorials’).

To this end, a set of newspaper images was manually annotated and several experiments were conducted [Barman, 2019]. Although newspaper content items can be of many types[21] we choose to focus on four classes that were deemed suitable for developing a first prototype, as well as meaningful within the impresso context, as follows:

1. **Feuilleton**, i.e. an excerpt of a bigger work published over time in several issues of a newspaper, corresponding to the French roman-feuilleton or the English serial;
2. **Weather forecast**, i.e. a text or image with the prediction of weather, or even a report of past weather measurements;
3. **Obituary**, i.e. a small notice published by relatives of a deceased person;
4. **Stock exchange table**, i.e. a table reporting the values of different national stocks.

Three newspapers from the French speaking part of Switzerland covering a period of ca. 200 years (1798-2017) were considered for the annotation[22]. To obtain a diachronic ground truth, three issues were sampled every three or five years for the whole duration of each newspaper. The sampled images were annotated using the VGG Image Annotator v.2.0.8 (VIA), a simple web interface for annotating images with annotation export in JSON format [Dutta and Zisserman, 2019]. Concretely speaking, each annotated image is associated with the list of its regions (i.e. coordinates) and their corresponding labels. Overall,

| Number of items | Unrestricted | Restricted (with download) | Restricted (w/o download) | Total |
|-----------------|--------------|----------------------------|---------------------------|-------|
| # issues        | 79,746       | 337,163                    | 187,860                   | 604,769 |
| # pages         | 399,363      | 4,132,821                  | 399,363                   | 4,931,547 |
| # tokens        | 572,030,104  | 9,374,592,395              | 2,641,896,310             | 12,588,518,809 |
| # content items | 1,461,700    | 38,948,561                 | 4,269,189                 | 44,679,450 |
| # images        | 32,964       | 3,030,126                  | 417,732                   | 3,480,822 |

Table 1: Global statistics on the impresso corpora.

---

21There is little to no agreement among historians and/or librarians about a ‘base’ newspaper content items taxonomy.
22The Gazette de Lausanne, the Impartial and the Journal de Genève.
4624 page scans were annotated – among which 1208 with at least one annotation –, amounting to 2773 annotated regions.

Work is ongoing and once models would have reached a satisfying level of precision, they will be applied on the whole collection to filter out elements before text processing and enable faceted search over content item types.

This article segmentation data set (annotations and images) is published under a CC-BY-SA 4.0 license, using VIA as well as the standard object annotation COCO (Lin et al., 2014) formats.

4.2. **Black Letter OCR Ground Truth**

We created a publicly available ground truth (i.e., a manually corrected version of text) for black letter newspaper print for the assessment of the OCR quality of the German-language *Neue Zürcher Zeitung* (NZZ) (Ströbel, Phillip Benjamin and Clematide, Simon, 2019). We sampled one front page per year for the long period the NZZ has been published in black letter (1780 - 1947), resulting in a diachronic ground truth of 167 pages. We used the Transkribus tool do complete the annotations. We published the ground truth as tiff images and corresponding XML files. First experiments on improving the OCR for this kind of data showed that elaborated deep learning models (Weidemann et al., 2018) reach character accuracies of 99.52% and that they are transferable to other newspaper data and to better images than present in the ground truth (Ströbel and Clematide, 2019).

4.3. **Named Entity Processing Ground Truth**

After image segmentation and transcription, the last impresso benchmark relates to an information extraction task, named entity (NE) processing. NE processing tools are increasingly being used in the context of historical documents and research activities in this domain target texts of different nature (e.g. museum records, state-related documents, genealogical data, historical newspapers) and different tasks (NE recognition and classification, entity linking, or both). Experiments involve different time periods, focus on different domains, and use different typologies. This great diversity demonstrates how many and varied the needs –and the challenges– are, but also makes performance comparison difficult, if not impossible.

In this context, the impresso project organises a CLEF 2020 Evaluation Lab, named ‘HIPE’ (Identifying Historical People, Places and other Entities) (Ehrmann et al., 2020). The HIPE shared task puts forward two NE processing tasks, namely: (1) the named entity recognition and classification (NERC) task, with two sub-tasks of increasing level of difficulty with high-level vs. finer-grained entity types, and (2) the named entity linking task.

The HIPE corpus is composed of content items from the impresso Swiss and Luxembourgish newspapers, as well as from American newspapers, on a diachronic basis. For each language, articles of four different newspapers were sampled on a decade time-bucket basis, according to the time span of the newspaper (longest duration spans ca. 200 years). More precisely, articles were first randomly sampled from each year of the considered decades, with the constraints of having a title and more than 100 characters. Subsequently to this sampling, a manual triage was applied in order to keep journalistic content only and to remove undesirable items such as feuilleton, cross-words, weather tables, time-schedules, obituaries, and what a human could not even read because of OCR noise.

This material was manually annotated according to HIPE annotation guidelines, derived from the Quaero annotation guide. Originally designed for the annotation of ‘ex-

---

26 See CLEF 2020: [https://clef2020.clef-initiative.eu](https://clef2020.clef-initiative.eu) and HIPE: [https://impresso.github.io/CLEF-HIPE-2020](https://impresso.github.io/CLEF-HIPE-2020)

27 From the Swiss National Library, the Luxembourgish National Library, and the Library of Congress, respectively.

28 See the original Quaero guidelines: [http://www.quaero.org/media/files/bibliographie/quaero-guide-annotation-2011.pdf](http://www.quaero.org/media/files/bibliographie/quaero-guide-annotation-2011.pdf)
tended’ named entities (i.e. more than the 3 or 4 traditional entity classes) in French speech transcriptions, Quaero guidelines have furthermore been used on historic press corpora (Rosset et al., 2012). HIPE slightly recast and simplifies them, considering only a subset of entity types and components, as well as of linguistic units eligible as named entities.

The annotation campaign was carried out by the task organizers with the support of trilingual collaborators. We used INCEpTION as an annotation tool (Klie et al., 2018), with the visualisation of image segments alongside OCR transcriptions. For each language, a sub-sample of the corpus was annotated by two annotators and inter-annotator agreement is computed, before and after an adjudication. As of March 2020, 21000 top-level entity mentions were annotated and linked to Wikidata.

For each task and language the corpus is divided into training, dev and test data sets, with the only exception of English for which only dev and test are produced. These manually annotated materials are released in IOB format with hierarchical information.

Even though many evaluation campaigns on NE were organized over the last decades only one considered French historical texts (Galibert et al., 2012) and, to the best of our knowledge, this is the first multilingual, diachronic named entity-annotated historical corpus.

5. Impresso Lexical and Semantic Annotations

Finally, a wealth of annotations as well as language models are automatically computed over the whole impresso collection. They include: at lexical level, linguistic pre-processing (lemmatisation and historical spelling normalization), word embeddings, OCR quality assessment and n-grams; at referential level, NE mentions and linked entities; at conceptual level, topics, topic models, and topic-annotated content items; at collection level, text reuse clusters and passages; and, finally, visual signatures of photographs and pictures contained in newspapers. These enrichments of our content items are represented as stand-off annotations and are released under CC-BY or CC-BY-SA 4.0 license. However, not all annotation data sets are fully ready at the moment; the following sections present those which are part of the current release.

5.1. OCR quality assessment

In order to automatically assess the loss of information due to OCR noise, we compute a simple OCR quality measure inspired by spell-checker approach of Alex and Burns (2014). In our case, it basically corresponds to the proportion of words of an historical newspaper article that can be found in the Wikipedia corpus of the corresponding language. Given the multilingual nature of our texts and the large number of names in newspapers, this offers a practical approach, especially for German where normal nouns and proper nouns are capitalized. Before actually comparing the words, we normalise diacritical marks the same way as our text retrieval system Solr does before indexing the content. Therefore, for instance, we consider the frequently occurring OCR errors Bâle or Bâle as equivalent to the correct spelling of the town Bâle, because they are all normalized to the same string bâle. The reason for this normalisation approach in OCR assessment is that we want to inform our impresso users about the real loss of recall they should expect when actually running standard keyword queries over our text collection (Bâle will be found even if the user search for Bâle, but Bâté would not return any result, and this is the loss we want to account for).

The OCR quality assessment is a number between 0 and 1 that is distributed along with our data as stand-off annotation for each content item. Impresso interface users will probably quickly grasp the meaning of the numbers by just being exposed to texts and their corresponding OCR quality assessment, and learn to interpret them with respect to the type of article, e.g. stock market prices with many abbreviations that will lower the score. As our approach is unsupervised, we need to formally evaluate it similar to Alex and Burns (2014) by testing whether there is a reasonable correlation between the automatically computed quality and some ground truth character error rate.

5.2. Word Embeddings

As mentioned earlier, the full impresso collection cannot be distributed due to copyright restrictions. Having the material at hand, however, allows us to compute historical newspapers genre-specific lexical resources such as word embeddings that can be distributed to the public. Specifically, we build classical type-level word embeddings with fasttext.

This choice is motivated by fasttext’s support for subword modeling (Bojanowski et al., 2017), which is a useful feature in the presence of OCR errors. There has been recent work on top of fasttext for bringing the embeddings of misspelled words even closer to the correct versions via supervised training material (Piktus et al., 2019).

Well-known drawbacks of type-level word embeddings are that (a) they enforce their users to adhere to the same tokenisation rules that their producers applied and, more severely, (b) they cannot differentiate the meanings of ambiguous words, or words that change their meaning in certain constructions. The simple character-based approach proposed by Akbik et al. (2018) (“contextualized string word embeddings”) has successfully tackled these two problems and led to excellent results for NER. Our own experiments with NER on noisy French historical newspapers additionally proved the resilience of these embeddings trained on in-domain material to OCR errors (Bircher, 2019).

Within the impresso interface, word embeddings are mainly used for suggesting similar words in the keyword search (including cross-lingual), thereby supporting query expansion by semantic or OCR noise variants. Query expansion is also offered for the lexical n-gram viewers.

Two types of word embeddings derived from the impresso text material are published: Character-based contextualized...
string embeddings and classical type-level word embeddings with subword information.

5.3. Topic Models

The impresso web application supports faceted search with respect to language-specific topics (French, German, Luxembourgish). We use the well-known MALLET\textsuperscript{36} toolkit, which allows the training and inference of topic models with Latent Dirichlet Allocation\textsuperscript{37} (Blei et al., 2003).

First, linguistic preprocessing is applied to the data. For POS tagging, the spaCy\textsuperscript{38} library is used because of its robustness in the presence of OCR noise. However, spaCy lemmatization is not always very satisfactory and further analyzers and sources are used to complement its results. For German, we rely mostly on the broad-coverage morphological analyser GERTWOL\textsuperscript{39} and are currently working on the problem of lemmatization of words with historical spelling and/or OCR errors (see Jurish (2012) for earlier work based on finite-state approaches for German). For French, we use the full-form lexicon Morphalou\textsuperscript{40}(ATILF, 2019) to complete lemma information not provided by spaCy. Dealing with the low-resourced Luxembourgish language is more difficult (although spaCy now has PoS tagging support for this language), mostly because of many spelling variants and reforms this language has seen over the last 150 years.

Then, under the assumption that topics are more interpretable if they consist of nouns and proper nouns only, we reduce the corpus size by excluding all other parts of speech based on the information obtained from spaCy. As an additional benefit, this filtering drastically reduces the number of tokens of the corpus that topic modeling has to deal with. Next, topics are computed on this reduced, preprocessed material. Although the German part of the collection is of reasonable size, the French material is however still too big for MALLET and sampling of articles containing at least 10 nouns and/or proper nouns is applied. In order to keep the facets for topic search manageable and interpretable, and at the same time account for the diversity of contents found in newspapers, we set the number of topics for German and French to 100. For the French topics, we directly fit topic distributions for about a third of our overall data. Topic inference with the model trained on the sample is used for the remaining articles. Topic inference also solves the problem that our collections is continuously growing, and recomputing topic models from scratch each time is not feasible. Additionally, historians prefer to have semantically stable topic models for their work. Therefore, we also apply topic inference on newly added German texts.

Topic models, as well as topics and content item topic assignments are released in JSON format\textsuperscript{41} Topics are also available within the impresso web interface, where they (a) serve as search facets, i.e., users can restrict their search results to articles containing only certain topics; or (b) the users can select topics as entry points to explore the topic modeling based soft-clustering of articles over the entire corpus; or (c) they provide the basis for an article recommender system based on topic distribution similarity. Future work will focus on the evolution of topics over time and cross-lingual topic modeling.

5.4. Text Reuse

Text reuse can be defined as the meaningful reiteration of text beyond the simple repetition of common language. It is such a broad concept that it can be understood at different levels and studied in a large variety of contexts. In a publishing or teaching context, plagiarism can be seen as text re-use, should portions of someone else’s text be repeated without appropriate attribution. In the context of literary studies, text re-use is often used as a synonym for literary phenomena like allusions, paraphrases and direct quotations.

Text reuse is a very common phenomenon in historical newspapers too. Nearly-identical articles may be repurposed in multiple newspapers as they stem from the very same press release. In newspapers from the period before the advent of press agencies, text reuse instances can be interesting to study the dynamics of information spreading, especially when newspapers in the same language but from different countries are considered. In more recent newspapers text reuse is very frequent due to cut-and-paste journalism being an increasingly common practice.

We used passim\textsuperscript{42}(Smith et al., 2015) to perform the automatic detection of text reuse. Passim is an open source software that uses n-grams to effectively search for alignment candidates, the Smith-Waterman algorithm to perform the local alignment of candidate document pairs, and single-link clustering to group similar passages into text reuse clusters.

As a pre-processing step we used passim to identify boilerplate within our corpus. This step allows us to reduce the input size of approximately 10%, by removing mostly short passages that are repeated within the same newspaper within a time window of 30 days. We then run passim on the entire corpus after boilerplate passages have been removed: passim outputs all text passages that were identified as belonging to a text reuse cluster. As opposed to boilerplate detection, text reuse detection explicitly targets reuse instances across two or more sources (i.e. newspapers).

We post-process passim’s output to add the following information:

- size, i.e. the number of text passages in the cluster;
- lexical overlap, expressed as the proportion of unique tokens shared by all passages in a cluster;
- time delta: the overall time window covered by a given cluster (expressed in number of days);
- time gap: following Salmi et al. (2019), we compute the longest gap (expressed in number of days) between the publication of any two passages in a cluster.

\textsuperscript{36}http://mallet.cs.umass.edu
\textsuperscript{37}https://github.com/dasmiq/passim
\textsuperscript{38}http://spacy.io/
\textsuperscript{39}http://www2.lingsoft.fi/doc/gertwol
\textsuperscript{40}http://www.cnrtl.fr/lexiques/morphalou
\textsuperscript{41}Also documented online at https://github.com/impresso/impresso-schemas
\textsuperscript{42}https://github.com/dasmiq/passim
This information is added to each text reuse cluster with the goal of easing the retrieval as well as the analysis of detected text reuse. Since passim detects several million clusters in the entire impresso corpus, we need to further characterize each cluster if we want to enable historians to find instances of text reuse that are of interest to them. Each of these additional dimensions characterizes a certain aspect of reuse: lexical overlap allows for distinguishing almost exact copies of a piece of news from paraphrasings or paraphrases; time delta is an indicator of the longevity of a given piece of news; and, finally, time gap captures the viral nature of news spreading, especially its pace of publication. We release as a resource (in JSON format) the boilerplate and text reuse passages as detected by passim, as well as the additional information we compute at cluster-level. This data can be used to filter out duplicates from the input corpus, given the detrimental effects that such duplicates have on semantic models (e.g. topics, word embeddings) (Schofield et al., 2017).

Text reuse information is currently used in the impresso interface as an additional navigation aid, as it points users to existing reuses of the news article in focus. Future upgrades of the interface will include a dedicated text reuse explorer, which will allow users to search over and browse through all text reuse clusters, and to filter them based on several criteria (i.e. size, lexical overlap, time gap, time delta).

### 6. Related work

This section briefly summarizes previous efforts with respect to historical language resources. We focus here on historical newspapers and refer the reader to Sporleder (2010) and Piotrowski (2012) for further information on historical language in general.

Digitized newspaper corpora, understood here as consisting of both images and OCR, primarily exist thanks to the considerable efforts of national libraries, either as individual institutions, either as part of consortia, e.g. the Europeanana Newspaper project (Neudecker and Antonacopoulos, 2016). Those institutions are the custodians of these digital assets which, after having been hidden behind digital library portals for long, are now increasingly making their way to the public via APIs and/or data dumps (e.g. the PressReader NLP repository). Hence, by no means means to compete with these repositories, but rather to complement them, with derived, working ‘secondary’ versions of the material in a form that is suitable for NLP needs. To our knowledge, and since corpus preparation is often done by private companies mandated to develop digital portals, no ‘ready-to-process’ set of historical newspaper corpus such as the impresso one exists.

Several instances of OCR and article segmentation benchmarks exists thanks to, among others, the long-standing series of conference and shared tasks organized by the document analysis community (e.g. impresso annotated data sets are, in this regard, not new but complementary: German Black Letter ground truth is not common and, given the variety of historical newspaper material, article segmentation over page scans of different sources is beneficial.

With respect to word embeddings, the companion website of Hamilton et al. (2016) provides word2vec embeddings for French and German derived from Google n-grams. More recently, Riedl (2019) released German word embedding data sets derived from historical newspapers. In the last years, a few gold standards were publicly released for named entities: Galibert et al. (2012) shared a French named entity annotated corpus of historical newspapers from the end of the 19th century and Neudecker (2016) published four data sets of 100 pages each for Dutch, French, and German (including Austrian) as part of the Europeanana Newspapers project. Besides, Linhares Pontes et al. (2019b) have recently published a data set for the evaluation of NE linking where various types of OCR noise were introduced. In comparison, the HIPE corpus has a broader temporal coverage and additionally covers English.

Regarding topic modeling, Yang et al. (2011a) gives an overview of earlier work on historical newspapers. Finally, as far as text reuse is concerned, very few resources and/or benchmarks were published to date. Franzini et al. (2018) have published a ground truth dataset to benchmark

| Dataset                                      | DOIs                                      |
|----------------------------------------------|-------------------------------------------|
| Impresso Historical Newspaper Textual Material | 10.5281/zenodo.3706823                    |
| Impresso Newspaper Metadata                   | 10.5281/zenodo.3706833                    |
| Impresso OCR Quality Assessment               | 10.5281/zenodo.3709465                    |
| Impresso OCR ground truth                     | 10.5281/zenodo.3333627                    |
| Impresso Article Segmentation Ground Truth    | 10.5281/zenodo.3706863                    |
| Impresso HIPE Shared Task Named Entity Gold Standard | 10.5281/zenodo.3706857                    |
| Impresso Word Embeddings                      | 10.5281/zenodo.3706808                    |
| Impresso Topic Modelling Data                 | 10.5281/zenodo.3706840                    |
| Impresso Text Reuse Data                      | 10.5281/zenodo.3706850                    |

Table 2: Impresso datasets DOIs.

---

39[http://api.bnf.fr](http://api.bnf.fr)
40[https://data.bnl.lu/data/historical-newspapers](https://data.bnl.lu/data/historical-newspapers)
41[In particular the ICDAR conferences, e.g. http://icdar2019.org/](http://icdar2019.org/)
42[https://nlp.stanford.edu/projects/histwords](https://nlp.stanford.edu/projects/histwords)
the detection of a specific type of text reuse (i.e. literary quotations). The Viral Texts project has published an online interface, the Viral Texts Explorer which makes searchable and explorable text reuse clusters extracted from 19th century newspapers. A similar online interface was provided also by \cite{Salmi:2019} for 13 million text reuse clusters extracted from Finnish press (1771–1920).

7. Conclusion and Perspectives

We have presented a series of historical newspaper datasets – the impresso resource collection – composed of corpora, benchmarks, semantic annotations and language models in French, German, Luxembourgish and English covering ca. 200 years. Produced in the context of a collaborative, interdisciplinary project which aims at enabling critical text mining of 200 years of newspapers, this collection includes different types of resources that could support the needs of several communities. The textual corpora we release are large-scale, diachronic, multilingual and with real-world OCR quality. Their availability will foster further research on NLP methods applied to historical texts (e.g. OCR post-correction, semantic drift, named entity processing). Similarly, our benchmarks will fill an important gap in the adaptation of existing approaches via e.g. transfer learning, as well as enable performance assessment and comparisons. Language models will naturally find their use in many applications, while lexical and semantic annotations will support historical corpus exploration and be suitable for use at public participatory events such as hackathons. As future work we attempt to integrate more textual material (French and English notably), to release additional annotations (image visual signatures, historical n-grams and named entities) and to serialize our data in more formats in addition to JSON.
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