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ABSTRACT

With a wariness of Occam’s razor awakened by the discovery of cosmic acceleration, we abandon the usual assumption of zero mean curvature and ask how well it can be determined by planned surveys. We also explore the impact of uncertain mean curvature on forecasts for the performance of planned dark energy probes. We find that weak lensing and photometric baryon acoustic oscillation data, in combination with cosmic microwave background (CMB) data, can determine the mean curvature well enough that the residual uncertainty does not degrade constraints on dark energy. We also find that determinations of curvature are highly tolerant of photometric redshift errors.

Subject headings: cosmology: observations — cosmology: theory
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1. INTRODUCTION

Due to indications from the CMB that the mean spatial curvature is close to zero, as well as the empirical successes of inflation, it has become quite common to assume that the mean curvature is exactly zero in analyses of current data (e.g., Spergel et al. 2003) and in forecasting cosmological constraints to come from future surveys (e.g., Song & Knox 2004). Recently, however, there has been renewed interest in the possibility of nonzero mean spatial curvature. For example, Linder (2005) explored the impact of dropping the flatness assumption on the ability of supernova+CMB data to determine dark energy parameters. Knox (2006) quantified how the combination of distance measurements into the dark energy–dominated era, combined with CMB observations, could be used to determine the mean spatial curvature. Bernstein (2006) considered purely geometrical constraints on curvature to come from weak-lensing (WL) and baryon acoustic oscillation (BAO) data. In this paper we extend Linder’s work to other cosmological probes (WL and BAO) and extend that of Knox (2006) by forecasting constraints on curvature to come from specific surveys rather than idealized measurements to single distances.

This renewed interest in mean curvature is due to several factors. First, the discovery of cosmic acceleration has made us wary of Occam’s razor, the idea that the simplest possible outcome is the most likely. Occam’s razor, before data convinced us otherwise, pointed toward a flat universe with zero cosmological constant. Although zero mean spatial curvature is still consistent with the data, small departures are also still allowed. Given how Occam’s razor has misled us in the past, we trust the argument for simplicity less and lend more credence to the possibility of small, but nonzero, mean spatial curvature.

Second, recent theoretical work suggests that detectable amounts of mean spatial curvature from inflation may not be entirely improbable. Freivogel et al. (2006) estimate the probability distribution of \(\Omega_{\text{tot}}\) that follows from specific assumptions about the distribution of the shapes of potentials in the string theory landscape. Taking \(N = 62\) as a lower bound on the number of e-foldings (in order to get \(\Omega_{\text{tot}} > 0.98\), their interpretation of the current lower bound), they find 10% of the probability in the range \(62 < N < 64\), or roughly \(0.02 > 1 - \Omega_{\text{tot}} > 4 \times 10^{-4}\). At face value this says that if we achieve the sensitivity to mean curvature possible with Planck and high-precision BAO measurements, as forecasted in Knox (2006), there will be a 10% chance of making a detection. Note, however, that possible volume factors in the measure, which could strongly favor universes undergoing longer periods of inflation, were (knowingly) neglected. The importance of these measures is a controversial topic (e.g., Linde & Mezhlumian 1995; Garriga et al. 1999).

Related to these two reasons is a third deriving from the importance for fundamental physics of a discovery that the dark energy is not a cosmological constant. The implications of such a discovery would be sufficiently dramatic that all the assumptions underlying it would need to be revisited. We risk making the following type of error: claiming detection of noncosmological constant dark energy, when the data are actually explained by a cosmological constant plus curvature. Evidence for noncosmological constant dark energy would stimulate the revisiting of many assumptions of the standard cosmological model, such as the adiabaticity of the primordial fluctuations (Trotta 2003; Trotta & Durrer 2004).

We are not declaring that dark energy conclusions reached by assuming \(\Omega_K = 0\) are uninteresting. A result that informed us we need either non-\(\Lambda\) dark energy or nonzero mean curvature would be frustratingly ambiguous, but nonetheless terribly interesting. Here we quantify how well-planned surveys can measure the mean spatial curvature as well as the impact of dropping the flatness assumption on the expected dark energy constraints. In §2 we describe our modeling of the surveys considered, including systematic errors from, e.g., supernova mean absolute magnitude evolution and photometric redshift errors. In §3 we show the constraints on mean curvature from these surveys individually and in combinations. In §4 we do the same for dark energy. Finally, in §5 we discuss and conclude.

As an historical aside we note that our title alludes to an earlier paper “Weighing the Universe with the CMB” (Jungman et al. 1996b), which pointed out the sensitivity of the location of the CMB acoustic peak to the mean curvature, and thus the mean density (in units of the critical density). Since then CMB observations have indeed been used to greatly improve the precision...
with which the mean curvature is known (Miller et al. 1999; Dodelson & Knox 2000; de Bernardis et al. 2000; and most recently, Spergel et al. 2006). Further improvements in precision require determinations of distances to redshifts much lower than that of the last-scattering surface (Eisenstein et al. 2005; Knox 2006) made possible by the surveys we discuss here.

2. SURVEYS

The three probes we consider here are probes of the dark energy primarily via the distance-redshift relation, $D(z)$. We first emphasize their qualitative distinguishing characteristics before moving on to a description of the specific surveys we consider and how we model them.

Supernovae (SNe) determine the shape of the distance-redshift curve, but not an overall amplitude. Planned space-based supernova surveys probe this relation out to $z \approx 1.7$ (e.g., Aldering 2005). Toward higher redshifts spectral features used to type the supernovae are at wavelengths to which the detectors are not sensitive. The detectors are transparent at these wavelengths by design, to reduce thermal noise. Although the James Webb Space Telescope (JWST) will be capable of detecting supernovae at higher redshifts, one can expect greater evolutionary effects at these redshifts. Indeed, Riess & Livio (2006) recently pointed out that JWST could be used to study evolutionary effects at $z \approx 2$ so that they can be better understood at lower redshifts. Moreover, gravitational lensing contributes to the luminosity dispersion, and this contribution increases with redshift (Holz 1998).

BAOs also determine the shape of the $D(z)$ curve by exploiting a standard ruler in the galaxy power spectrum. The length of this ruler, the sound horizon at the epoch of CMB last scattering, can be accurately determined from CMB observations, thus giving us the amplitude of the $D(z)$ relation as well. This technique can be used to redshifts of 3 and beyond. With spectroscopy, one can determine $H(z)$ in addition to $D(z)$.

WL observations constrain the $D(z)$ curve in a less direct manner. For forecasts of $D(z)$ and growth factor $g(z)$ reconstructions from WL data, see Knox et al. (2006). For an excellent discussion of the origin of the $D(z)$ constraints from WL, see Zhang et al. (2005). Like BAO, WL can be used to study $D(z)$ to redshifts of 3 and beyond. Unlike the SN and BAO techniques (hereafter “SN” and “BAO,” respectively), the WL technique (“WL”) is sensitive to the growth of structure, which can also contribute significantly to the constraints on dark energy (Zhang et al. 2005).

Note that although the ability to constrain dark energy and curvature with BAO and WL comes through their sensitivity to the distance-redshift relation and the growth-redshift relation, as well as the dependence of these relations on dark energy and curvature, we do not actually attempt reconstructions of these relationships here. In our forecasts we only consider the response of the observables (the shear and galaxy power spectra in the case of WL and BAO) to the parameters.

The SN technique can achieve strong constraints on $D(z)$ with a sufficiently small number of sufficiently bright objects so that a survey can be designed that allows for spectroscopic redshifts to be determined for all the objects. In contrast, weak-lensing observations rely on the shape determinations of very large numbers of very faint galaxies, making spectroscopy prohibitively expensive. Instead, one must rely on photometrically determined redshifts. The demands on control of systematic errors on these redshifts are quite stringent (Bernstein & Jain 2004; Ma et al. 2006; Huterer & Cooray 2005). If spectroscopy is used, then the BAO technique requires fewer galaxies than are required by WL; interesting constraints are possible from ambitious, but achievable, spectroscopic surveys (e.g., Seo & Eisenstein 2003). We have previously argued that photometric BAO surveys also place stringent demands on the level of required systematic error control (Zhan & Knox 2006). However, if one gives up the radial information and uses tomographic galaxy angular power spectra, the demands can be greatly reduced (Zhan 2006).

We allow the following cosmological parameters to vary in our forecasts: the dark energy equation of state (EoS) parameters $w_0$ and $w_a$ as defined by $w(a) = w_0 + w_a(1 - a)$, the matter density $\omega_m$, the baryon density $\omega_b$, the angular size of the sound horizon at the last-scattering surface $\theta_s$, the equivalent matter fraction of curvature $\Omega_K$, the optical depth to scattering by electrons in the reionized intergalactic medium $\tau$, the primordial helium mass fraction $Y_p$, the spectral index $n_s$ of the primordial scalar perturbation power spectrum, the running of the spectral index $\alpha$, and the normalization of the primordial curvature power spectrum $\Delta^2_k$ at $k = 0.05$ Mpc$^{-1}$. The fiducial model has

$$
\begin{aligned}
(w_0, w_a, \omega_m, \omega_b, \theta_s, \Omega_K, \tau, Y_p, n_s, \alpha, \Delta^2_k) &= (-1, 0, 0.127, 0.0223, 0.596 \deg, 0.09, 0.24, 0.951, 0, 2 \times 10^{-9}).
\end{aligned}
$$

This model is consistent with the 3 year Wilkinson Microwave Anisotropy Probe (WMAP) data (Spergel et al. 2006) and has a reduced Hubble constant of $h = 0.73$. We use the Fisher matrix formalism (Jungman et al. 1996a; Tegmark et al. 1997) to forecast parameter errors assuming these fiducial values. More details can be found in (Zhan 2006).

2.1. Supernovae

Our fiducial supernova data set has 3000 SNe from a space-based survey distributed in redshift uniformly from $z = 0.4$ to 1.7, 700 SNe from a ground-based survey distributed uniformly in redshift from $z = 0.2$ to 0.7, and 500 SNe from a local sample distributed from $z = 0.02$ to 0.1. We model the supernova effective apparent magnitudes, after standardization (e.g., by exploitation of the Phillips relation; Phillips 1993), as

$$
m_i = M + \alpha_1 z_i + \alpha_2 z_i^2 + 5 \log_{10} [D_L(z_i)/10 \text{ pc}] + n_i, \quad (1)
$$

where $M$ is the (unknown) absolute magnitude of a $z = 0$ standardized supernova, the $z$ and $z^2$ terms allow for a drift in this mean due to evolution effects or other systematic errors, and $n_i$ is from any random sources of scatter, either intrinsic to the SNe or from measurement noise.

We assume $\langle n_i n_j \rangle = \sigma_i^2 \delta_{ij}$ with $\sigma = 0.14$ and further that we are able to constrain the systematic error terms well enough to place Gaussian priors on their distributions with standard deviations $\sigma_p(\alpha_1) = \sigma_p(\alpha_2) = 0.015$. We have followed the Dark Energy Task Force (DETF)’s procedure in equation (1) in using the quadratic form for the systematic error term. They assumed priors ranging...
from 0.007 (considered optimistic) to 0.021 (considered pessimistic). For discussion of how evolutionary effects and systematic errors might be controlled at these levels see Kim et al. (2004).

2.2. Weak Lensing

Our fiducial WL survey is modeled after the Large Synoptic Survey Telescope (LSST).\footnote{For the LSST, see http://www.lsst.org.} We use the source-redshift distribution \( n(z) = n_0 z^{2} e^{-\frac{z}{0.5}} \), with \( n_0 \) chosen so the total source density is 50 galaxies arcmin\(^{-2}\). We assume the shape noise variance increases with redshift as \( \sigma_{\text{rms}}(z) = 0.18 + 0.042z \). We take \( 40 \leq \ell \leq 2000 \) and a sky coverage of 20,000 deg\(^2\).

We divide the galaxies into nine photometric redshift (photo-z) bins evenly spaced from \( z_p = 0 \) to 3.5, where the subscript \( p \) distinguishes photo-z values from true redshifts. Uncertainties in the error distribution of photo-z values are treated as in Ma et al. (2006). Specifically, we define an rms photo-z standard deviation \( \sigma_z \) and a photo-z bias \( b_z \) at each of 40 redshift values evenly spaced over the range \( z = 0 \) to 4. The photo-z bias and rms at an arbitrary redshift are linearly interpolated from the 80 parameters. This treatment of photo-z uncertainties is based on our expectation that photo-z calibrations through spectroscopy and other means (e.g., Schneider et al. 2006 and J. Newman 2006, in preparation) will be available, although challenging, at redshift intervals of width ~0.1.

We adopt an estimate of the rms photo-z error of \( \sigma_z = \sigma_0 (1 + z) \) with \( \sigma_0 = 0.06 \) and \( b_z = 0 \) as our fiducial photo-z error model. Smaller dispersions have been achieved for the Canada-France-Hawaii Telescope (CFHT) Legacy Survey for a sample of galaxies with \( i'_{\text{AB}} \) magnitudes less than 24 and \( z \lesssim 2 \) (Ilbert et al. 2006). We assume that through a calibration process we will know the photo-z bias parameters to within \( \pm \sigma_b(z) \), which in the following ranges from 0 to a pessimistic 0.01(1 + \( z \)).

The prior we assume for the \( \sigma_z \) parameter takes on a similar shape to the magnitude limit of the photometric survey. We are always set \( \sigma_z = \sqrt{2} \sigma_P(b_z) \).

At the limiting magnitudes necessary to achieve a source density of 50 galaxies arcmin\(^{-2}\) direct calibration of photometric redshifts with spectroscopy may be impossible. Connolly et al. (2006) have developed a plan for a combination of spectroscopic campaign and a 15-band "super photo-z" campaign for calibration of the LSST photometric redshifts. Their estimate is that one can achieve \( \sigma_0 = 0.05 \) over the redshift range \( z = 0 \) to 3, and down to limiting magnitudes of \( i_{\text{AB}} = 25 \), without resorting to luminosity or surface brightness priors. The super photo-z data will then reach fainter galaxies and, with extrapolation, extend the calibration to the magnitude limit of the photometric survey.

Were we to adopt a larger \( \sigma_0 \) for our fiducial model, it would have only a mild impact on the WL constraints due to the broad lensing kernel but could degrade the BAO constraints significantly (Zhan 2006).

Note that we have assumed Gaussian redshift errors for simplicity. The shape of the distribution is an important issue that is just beginning to be studied (Schneider et al. 2006).

2.3. Baryon Acoustic Oscillations

Our BAO survey uses the same galaxies and photo-z parameters as the WL survey. We only include the angular power spectrum in our forecast, not the redshift-space power spectrum, because to extract information from the radial clustering, one has to meet very stringent photo-z requirements (Zhan & Knox 2006).

Unlike the WL shear power spectrum, the galaxy angular power spectrum has a narrow kernel, which is the radial galaxy distribution in the true-redshift space. Hence, one can use more photo-z bins for BAO until shot noise overwhelms the signal or the bin sizes are much smaller than the rms photo-z errors (Zhan 2006). For this work, we divide the galaxies into 30 photo-z bins from \( z_p = 0.15 \) to 3.5 with bin size proportional to \( 1 + z \).

To avoid contamination by nonlinearity, we exclude modes that have the dimensionless power spectrum \( \Delta^2(k) > 0.4 \), e.g., \( \ell_{\text{max}} \sim 0.15 \) h Mpc\(^{-1}\) or \( \ell_{\text{max}} = 68 \) at \( z = 0.15 \). In addition we apply the condition \( 40 \leq \ell \leq 3000 \) for BAO. The high \( \ell \) cutoff of this second condition becomes relevant for \( z \gtrsim 2.1 \). The low \( \ell \) cutoff of the second condition is applied to avoid model-dependent effects of dark energy clustering and also to preserve the validity of the Limber approximation.

We treat the galaxy clustering bias in the same way as the photo-z parameters, i.e., we assign 40 bias parameters \( b_i \) uniformly from \( z = 0 \) to 4 and linearly interpolate the values. The fiducial bias model is \( b = 1 + 0.8z \), and we apply a prior of 20% to each bias parameter. This prior is weaker than the 10% level that has been achieved for low-redshift galaxies (Verde et al. 2002; Seljak et al. 2005), and the LSST BAO results change by less than 10% when the galaxy clustering bias prior is varied from 15% to 30%.

We implement the method by Hu & Jain (2004) to combine BAO and WL. Note, however, that we do not use the halo model to calculate the galaxy bias, since we restrict our analysis to largely linear scales.

For comparison we also consider a spectroscopic BAO survey to be carried out by the proposed Wide-Field Multi-Object Spectrograph (WFMS; Bassett et al. 2005). We adopt the survey specifications tabulated in Seo & Eisenstein (2003), except that the areas of the 0.5 < \( z < 1.3 \) and 2.5 < \( z < 3.5 \) components are updated to 2000 and 300 deg\(^2\), respectively. The 1 h\(^{-3}\) Gpc\(^3\) SDSS LRG survey at \( z \sim 0.3 \) is always included. We modify the spectroscopic BAO analysis in Zhan & Knox (2006) to include additional cosmological parameters considered here. We also remove the stage that determines the covariance of distance and Hubble parameter, so that we obtain cosmological constraints directly from the galaxy power spectra.

Note that our modeling of WFMS data assumes the Kaiser (1987) formula to approximate the linear redshift distortion, which has nonnegligible errors even on large scales (Scoccimarro 2004). We have also neglected possible percent level biases of the acoustic scale due to nonlinear evolution, nonlinear redshift distortions, scale-dependent galaxy bias, and the survey window function (Seo & Eisenstein 2005; White 2005; Guzik & Bernstein 2006).

2.4. CMB and \( H_0 \)

We calculate a Fisher matrix from the CMB data expected from Planck, following the treatment in (Kaplinghat et al. 2003). We also create a Fisher matrix for the Hubble Space Telescope (HST) Key Project Hubble constant determination (Freedman et al. 2001) by projecting a Hubble constant constraint of \( \sigma_{\text{P}(\ln H_0)} = 0.11 \) into our parameter space. We add both these Fisher matrices to all of the Fisher matrices calculated for the dark energy probes. Of course, when plotting combinations we are careful to only add these Fisher matrices in once to avoid double-counting the \( H_0 \) and CMB information.

2.5. Systematic Errors

The surveys we consider, if they are to achieve the errors we forecast below, will need to exercise exquisite control of systematic

\[ P(k) = P_0 (1 + z)^{3} \text{ for } b_z \leq 3 \text{ and } z < 0.5 \]

\[ P(k) = P_0 (1 + z)^{3} \text{ for } b_z > 3 \text{ and } z < 0.5 \]

\[ P(k) = P_0 (1 + z)^{3} \text{ for } b_z \leq 3 \text{ and } z > 0.5 \]

\[ P(k) = P_0 (1 + z)^{3} \text{ for } b_z > 3 \text{ and } z > 0.5 \]
errors. Our data modeling includes photometric redshift errors and supernova evolution, but not many other sources of systematic error. Even for those that we do include, our modeling may not be sufficiently general to adequately model the real world. We need more data to know for sure.

For further discussion of systematic errors from a space-based SN mission, see Kim et al. (2004). For WL we have not included galaxy shape measurement systematics (see, e.g., Huterer et al. 2006) and intrinsic alignments, most importantly alignments between source galaxies and shear (Hirata & Seljak 2004; Mandelbaum et al. 2006). For further discussion of these effects, see the technical appendix of the report of the DETF. Also note that recent work with archival Subaru data demonstrates that very low levels of spurious additive shear are achievable from the ground (Wittman 2005). For BAO, perhaps the major concern is spatially varying photometric offsets. Controlling photometry offsets at the requisite levels was a significant challenge for the recent BAO analysis from Sloan Digital Sky Survey (SDSS) photometric data (Padmanabhan et al. 2006). Spatially variable dust extinction must be controlled as well, as discussed in Zhan et al. (2006).

3. CURVATURE

Results for curvature are shown in Figure 1. The first striking feature is the robustness to the level of uncertainty in the probability distribution of the photometric redshift errors. This behavior is in contrast to that of the dark energy constraints from weak lensing as calculated in Bernstein & Jain (2004), Ma et al. (2006), Huterer et al. (2006), and in the next section.

For the supernova curve this robustness is trivial; we assume a spectroscopic survey for the supernovae, and hence the results, by design, are completely independent of the photometric redshift parameters. For WL and BAO the near lack of dependence has its origins in the critical role played by measurements of distances to redshifts in the matter-dominated era (Knox 2006). The comoving angular-diameter distance varies very slowly with $z$ at $z \approx 2$, and hence the tolerance to redshift errors is quite high.

The value of $\sigma(\Omega_k)$ achieved depends on which probe is used. Probes that reach to larger redshifts (WL and BAO) are protected from the confusing effects of dark energy and thus do a better job of determining $\Omega_k$. WL and BAO data sets, either individually or in combination, can be used to determine $\Omega_k$ at about the $10^{-3}$ level, consistent with the much more model-independent estimates in Knox (2006).

In addition to the shorter redshift reach, another important difference of the SN probe is the lack of strong normalization of $D(z)$. This can be remedied by a better measurement of the Hubble constant. Improving the Hubble constant prior to 1% reduces the supernova $\sigma(\Omega_k)$ to 0.004.

These forecasts for curvature are correct if the dark energy is parameterized by $w_0$, $w_a$, and $w_0 + 1 \approx w_a \approx 0$. If the dark energy density is more important at higher redshifts than in our fiducial model, then the constraints will weaken somewhat.

If the history of the dark energy EOS parameter is not well approximated by our assumed form and has a density higher at $z \gtrsim 3$ than its current value, then we risk significant systematic errors in our determination of $\Omega_k$. We can partially guard against this error by verifying that $w_0$ and $w_a$ can be adjusted to give a good fit to the data. The worry remains, however, that unexpectedly high dark energy density at $3 < z < 1100$ could mimic a small negative curvature.

How much model dependence will obscure our determination of the curvature depends on how the experimental program plays out. One of the most interesting possible results is that $K$ is determined to be greater than zero ($\Omega_k < 0$) with high confidence. Such a result would be difficult to reconcile with inflation because short inflation scenarios solve the horizon problem by bubble nucleation, which leads to $K > 0$. A determination that $K > 0$ would be challenging to the whole string theory landscape paradigm. Furthermore, it would be robust to the systematic error described above, since unexpectedly high dark energy density, if unaccounted for, would mean the true value of $K$ is even larger.

Bernstein (2006) pointed out that gravitational lensing’s sensitivity to the source-lens angular-diameter distance means that the curvature could be determined in a manner independent of assumptions about $H(z)$. Bernstein’s effect contributes to the curvature constraints we forecast, but at a highly subdominant level. Were we to allow more freedom in the possible time variations of the dark energy density, Bernstein’s effect would become important. Its independence of Einstein’s equations is an interesting virtue.

4. DARK ENERGY

The SN, WL, and BAO constraints on $w_0$ and $w_a$ are given in Figure 2 with (left) and without (right) assuming a flat universe. The SN constraint (dashed lines) on $w_a$ is very sensitive to curvature (as shown by Linder 2005), whereas WL (dotted lines), being able to determine the curvature parameter $\Omega_k$ to $\sim 0.001$ (see Fig. 1), is not. Hence, their combination (solid lines) is only slightly affected by adding $\Omega_k$ as a free parameter.

For WFMOS BAO, the marginalized errors on $\sigma(w_0)$ and $\sigma(w_a)$ are 0.18 (0.19) and 0.61 (0.62) with (without) the flatness assumption. The area of its error ellipse increases by 46% when $\Omega_k$ is a free parameter. LSST BAO alone produces slightly worse results than WFMOS BAO does. The LSST BAO and BAO+SN error contours are not shown, but they are also not very sensitive to the curvature prior. The results of WL and its combination with SN are slightly less affected by $\sigma(\Omega_k)$ than those of BAO and BAO+SN, even though BAO places a stronger constraint on $\Omega_k$. This is because WL can also utilize the growth information.

The degeneracy between $\Omega_k$ and $w(a)$ given SN data can be understood as follows. The SN data (with no CMB or $H_0$ data added) are only sensitive to $\Omega_m$, $\Omega_k$, and $w(a)$. Including the
constraint from the CMB on the distance to last scattering can be thought of as pinning down one combination of \( \Omega_m \) and \( \Omega_k \). The remaining degree of freedom has some degeneracy with \( \omega_a(\theta) \) and is what is responsible for degrading the \( \omega_a(\theta) \) constraints. Including an \( \Omega_m \) prior would provide the one extra constraint necessary to remove the degeneracy. As Linder (2005) showed, the results with a prior \( \Omega_m = 0.01 \) are very similar to the results with curvature fixed. Similar improvements would come from a strong Hubble constant prior, since, combined with Planck’s determination of \( \Omega_m h^2 \) to better than 1%, this can be translated into a determination of \( \Omega_m \). The importance of \( H_0 \) for dark energy probes has been stressed by Hu (2005).

We now turn to the dependence of our forecasted dark energy constraints on photometric redshift errors. We show our results in Figure 3. Specifically, we plot \( \omega(\theta_p) \times \sigma(\omega_a) \) as we change the priors on the mean redshift of each redshift bin and the rms of the scatter in each redshift bin. Hu & Jain (2004) introduced the variable \( w_p = w(a_p) \), where \( a_p \) is the scale factor at which \( w(a) \) is determined with the smallest uncertainty, assuming that \( w(a) = w_0 + (1 - a)w_a \). From this definition it also follows that the errors on \( w_p \) and \( w_a \) are uncorrelated with each other. The product \( \sigma(w_p) \times \sigma(w_a) \) is proportional to the area of the \( w_0, w_a \) 95% confidence ellipse. The inverse of this product is proportional to the figure of merit used by the DETF, recently discussed by Martin & Albrecht (2006) and Linder (2006).

Just as in Figure 1, the SN-alone case is a horizontal line because the photo-z parameters have nothing to do with the SN data. We also see the dependence of \( \sigma(w_p) \times \sigma(\omega_a) \) for WL on the photometric redshift parameters. For these forecasts we have marginalized over all of our other parameters, including curvature. With curvature fixed the SN alone case would improve from \( \sigma(w_p) \times \sigma(\omega_a) = 0.04 \) to 0.0076.

The BAO-alone results are worse than WL alone. To understand why, we also plot results for BAO in the limit of perfect prior knowledge of the bias parameters. In this limit the galaxy survey is also sensitive to growth so we label the dashed curve as BAO + g. This unrealistic case performs better than WL. This is as we expect, since the galaxy power spectra give us finer spatial and temporal sampling of the dark matter power spectra than we get from WL with its broad kernels. Likewise, we artificially remove all growth information from WL by pretending that the gravitational potentials are sourced by some unknown bias factors times the dark matter density, factors that we then marginalize over. We parameterize this \( b(z) \) in the same manner.
as we do with BAO. We see in the dot-dashed curve labeled “WL − g” that the WL results are worse than BAO results if we are unable to predict the growth rate from our (nonbias) model parameters. Note that fixing the galaxy bias enables BAO to not only extract the growth information but also improve BAO distance measurements, because the amplitudes of the angular galaxy power spectra depend on the distances to the galaxy bins. Similarly, removing all growth information from WL degrades its distance measurements. These tests do not mean that the linear growth function is more sensitive to dark energy EOS parameters than the distance, but, rather, they demonstrate the usefulness of being able to measure the growth function.

An interesting feature of the BAO result is its near-independence of our prior knowledge of the photo-z error probability distributions. Since the galaxy angular power spectra (both the auto and cross power spectra) have distinct dependence on the photo-z parameters, BAO data allow for useful constraints on these parameters, and therefore the dark energy constraints are less sensitive to photo-z priors (Zhan 2006). By combining BAO and WL, one can achieve dark energy constraints that are robust to the dominant uncertainties of either probe: the galaxy bias for BAO and photo-z distribution for WL.

Note that the experiment-combining procedure used for the DETF report assumes that systematic error parameters for each experiment are independent. Taking the photo-z parameters to be the same for WL and BAO is an important difference and makes our BAO+WL combination significantly more powerful than in the DETF report. To take advantage of this synergy with real data, the analysis will either have to be done so that the galaxies used for their correlation properties and those used for their shape properties are weighted in the same manner, or the differences in the populations used for WL and BAO will have to be modeled.

SN can measure relative distances more accurately at low redshift than at high redshift. In contrast, the smaller volumes available at low redshift make WL, and especially BAO, distance constraints weaker toward lower redshifts. This complementarity leads to remarkable reductions of the product $\sigma(w_p) \times \sigma(w_g)$ from combinations of SN with BAO or WL, as shown in Figure 3. The complementarity is reflected in the orientations of the error ellipses of WL and SN in Figure 2 as well. Furthermore, WL and/or BAO provide a normalization of the $D(z)$ curve, and a strong constraint on curvature as discussed in the previous section. Given the curvature constraints from WL/BAO, the SN $w_0$--$w_a$ error ellipse is nearly the same as that for a flat universe. Hence, the combination SN+WL does not change appreciably with the curvature prior.

There are different ways of breaking the dark-energy curvature degeneracy. One way is by measuring distances into the matter-dominated era, as suggested in Knox (2006) in order to determine $\Omega_K$. To guide the design of these experiments we investigate the dependence of the error on $\Omega_K$ on the maximum redshift. For the space-based supernova mission we consider, an independent prior on the curvature of $\sigma_p(\Omega_k) < 0.002$ is sufficient to control degeneration in the figure of merit to less than 10%. For the BAO and WL surveys we consider, this error level can be achieved with $z_{\text{max}} < 3$, as shown in Figure 4. Note that some of the WL constraints on $\Omega_k$ is coming from growth measurements at relatively low redshifts (Zhan 2006) and thus the dependence on $z_{\text{max}}$ is slower for WL than is the case for BAO. We also find that the 2.5 < $z$ < 3.5 component of the WFMOS survey can ensure the determination of $\Omega_k$ at the requisite level, even though its area is only 300 deg$^2$.

5. CONCLUSIONS

Precision measurements of the mean curvature are interesting in their own right and also important for reaching conclusions about dark energy, due to the dark energy-curvature degeneracy. We found that the WL and BAO data sets, as we modeled them, would be capable of constraining $\Omega_k$ at the $10^{-3}$ level. This tight constraint is highly robust to photometric redshift errors, much more so than is the case for the dark energy parameters, especially for WL. Further, the tight constraint essentially breaks the dark energy-curvature degeneracy.

There is not one clear and necessary path toward breaking the dark energy–curvature degeneracy in supernova surveys. We have enumerated three ways: (1) by precision determination of $H_0$, (2) distance determinations out to high redshifts (with BAO, BAOs, or WL data), or (3) distance and growth determinations out to moderate redshifts (with WL or possibly cluster abundance data).

There are many challenges that must be met so that real surveys can achieve our forecasted parameter constraints. We have addressed one that has been given much attention recently: photometric redshift errors. We find that, given our (80 parameter) photometric redshift error model and conservative prior information on the parameters of this model, the galaxy correlations serve to control the parameters of the model well enough that the combined WL+BAO constraints on curvature and dark energy are very strong.
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