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Abstract

Spatial aggregation refers to merging of documents created at the same spatial location. We show that by spatial aggregation of a large collection of documents and applying a traditional topic discovery algorithm on the aggregated data we can efficiently discover spatially distinct topics. By looking at topic discovery through matrix factorization lenses we show that spatial aggregation allows low rank approximation of the original document-word matrix, in which spatially distinct topics are preserved and non-spatial topics are aggregated into a single topic. Our experiments on synthetic data confirm this observation. Our experiments on 4.7 million tweets collected during the Sandy Hurricane in 2012 show that spatial and temporal aggregation allows rapid discovery of relevant spatial and temporal topics during that period. Our work indicates that different forms of document aggregation might be effective in rapid discovery of various types of distinct topics from large collections of documents.

1 Introduction

Social microblogging sites such as Twitter generate large volumes of short documents through the activity of hundreds of millions of users around the world. This provides an unprecedented access to the pulse of the global society. Due to the sheer volume and diversity of the generated content, topic discovery has been an invaluable tool in an effort to make sense of this data. Regardless of a precise definition of a topic and a particular topic model, topics discovery is used to describe pertinent themes in a document corpus and serve to identify events, trends, and interests at the global, local, or a social group level.

Among the most popular topic modeling techniques are Latent Dirichlet Allocation (LDA), Latent Semantic Analysis (LSA), and Non-negative Matrix factorization (NMF). When applying those techniques for topic discovery from microblogs, there are three main challenges: (1) how to improve computational speed, (2) how to extract useful topics, and (3) how to deal with short texts. Many papers were published that address one or more of these challenges and most of them propose to modify the original topic models.

In this paper, we are focusing on aggregation (also referred to as pooling) (Alvarez-Melis and Saveski, 2016) (Hong and Davison, 2010) (Weng et al., 2010) (Steinskog et al., 2017), a particular document preprocessing technique that has been empirically shown to be useful for topic discovery from microblogs. The main idea of aggregation is to combine multiple documents into a single document according to some external criterion and to apply a topic discovery algorithm on the aggregated documents. The earliest mentions of aggregation (Mehrotra et al., 2013) (Hong and Davison, 2010) (Weng et al., 2010) are motivated by the difficulty when applying NMF and LDA to very short text documents (Hong and Davison, 2010). This difficulty in finding useful topics is often attributed to the sparseness of the document-word matrix (Yan et al., 2013) (Cheng et al., 2014), which fails to provide confident counts of word co-occurrence and information about the shared context (Phan et al., 2008). Microblogs often come with metadata such as hashtags, author name, time stamp, or location. By aggregating the microblogs according to such metadata, the intuition is that the resulting aggregated documents contain a sufficient number of words for topic modeling schemes to identify meaningful topics. In addition, the authors of those early papers observe that aggregating microblogs that are similar in some sense (semantically, temporally) enriches the content present in a single document and results in better topics (Mehrotra et al., 2013). Finally, due
to reduction in a number of documents, aggregation also leads to computational savings.

While aggregation has received interest in the research community and there are several empirical studies illustrating its benefits, we are not aware of a study that manages to provide, beyond brief intuitive arguments, an insight into why aggregation works and what are its advantages and limitations. In this paper we attempt to provide such an insight from the perspective of discovering spatially specific topics. As will be evident, our insights extend to other means of aggregation.

Our argument will be given in the context of matrix factorization, where a document-word matrix \( X \) is represented as a product \( W \cdot H \), where \( j \)-th row of matrix \( H \) represents word distribution in \( j \)-th topic and \( i \)-th row of matrix \( W \) represents a distribution of topics in \( i \)-th document. We adopt the terminology from (Kim et al., 2015), which distinguishes between common and distinct topics (see Figure 1), where distribution of common topics within the corpus is not impacted by the aggregation metadata such as location, time, or author of a microblog, and distribution of distinct topics is correlated with the metadata. We show that factorization of the aggregated matrix \( X_a \), obtained by merging documents based on metadata (e.g., location), allows its low rank approximation as \( W_a \cdot H_a \), where the resulting topic matrix \( H_a \) retains the distinct topics from \( H \) (e.g., spatial topics) and where the common topics from \( H \) are merged into a single topic in \( H_a \). We will show empirical results confirming this observation both on synthetic and real-life data. In particular, we will demonstrate this behavior in case of spatial and temporal aggregation.

The main contribution of this paper is in demonstrating that applying standard topic discovery algorithms such as NMF and LDA on aggregated documents results in discovery of topics related to the aggregation method. Moreover, since the aggregated matrix \( X_a \) can be orders of magnitude smaller than the original matrix \( X \), the computational cost can also be reduced by orders of magnitude. Finally, as observed in the previous work, aggregation also alleviates the problem of sparsity when discovering topics in microblogs.

## 2 Related Work

Topic modeling from microblogs has a vast amount of literature (Steiger et al., 2015). Early work includes using NMF on term correlation matrix (Yan et al., 2013) and ncut-weighted NMF (Yan et al., 2012). Recent work includes NMijF (Nugroho et al., 2017), which takes into account tweet-to-tweet interactions. Location recommendation model based on topic modeling was proposed in (Hu et al., 2013). NMF is used in DiscNMF (Kim et al., 2015) and STEXNMF (Shin et al., 2017) to identify spatio-temporal topics. Pairfac (Wen et al., 2016) employs tensor decomposition accounting for location, time, and venue. In TopicOnTiles (Choi et al., 2018), the entire space-time is divided into small tiles and NMF is performed on each tile separately. LDA (Blei et al., 2003) has also been used for topic detection. In (Zhao et al., 2011), LDA is used to categorize and summarize tweets. In (Weng et al., 2010), LDA is used to find influential users in Twitter.

Traditional topic modeling techniques such as LDA, LSA, and NMF are sensitive to sparsity (Hong and Davison, 2010). Different types of document aggregation schemes have been suggested to overcome this issue (Alvarez-Melis and Saveski, 2016). One example of an aggregation scheme is the author-topic model (Weng et al., 2010), in which multiple tweets from the same user are aggregated to construct documents representative of the user. In (Hong and Davison, 2010), it was observed that document aggregation endows the resulting dataset with interesting properties, where aggregation based on authors has been reported to produce topics which are different from topics discovered on non-aggregated dataset. User level aggregation was also found to be useful in related papers (Giorgi et al., 2018). Similar results were also observed for aggregation based on hashtags (Steinskog et al., 2017). These papers did not attempt to explain the mechanism behind changes in the discovered topics and this is where our current paper makes a contribution.
3 Methodology

3.1 Problem Setup

Let us assume we are given a corpus of documents $D = \{d_1, d_2, d_3, \ldots d_N\}$, where $N$ is the total number of documents. Let $V$ be the vocabulary of unique words in the corpus. By using the bag of words representation, the corpus can be represented by a document-word matrix $X$ of dimension $N \times V$, where element $X_{i,j}$ is the count of $j$-th word in $i$-th document. We will also assume that each document $d_i$ is associated with a time stamp $t(d_i) \in 1, \ldots T$, where $T$ is the number of time steps, and location $l(d_i) \in 1, \ldots L$, where $L$ is the number of locations.

We will make an assumption that there are $K$ topics $t_1, \ldots t_K$, where topic $t_k$ defines probability that word $w_j$ will be generated by the topic as $p(w_j|t_k)$, and that each document in a corpus is represented by a single topic. Our simplifying assumption that each document is generated by a single topic is acceptable when dealing with short documents such as microblogs. In addition, it will make it easier to describe the main effect of document aggregation.

Among the $K$ topics, we will assume that the first $K_c$ are spatially distinct topics and the second $K_e$ are common topics. For common topics, the probability or their occurrence does not depend on location of the document. In other words, $p(t_k|l) = p(t_k)$, where $l$ is location. Conversely, for spatially distinct topics, the probability of their occurrence is dependent on the document location. We illustrate such a setup in Figure 2, where there are 4 spatially distinct topics generated within 4 different circular regions and 2 common topics occurring equally likely over the whole square region. In this example, the probability that a distinct topic is generated within its assigned circle is constant and is zero outside.

Given $D$, the objective is to find the distinct topics. In the following we will argue that document aggregation enables computationally efficient discovery of the distinct topics.

3.2 Effect of Spatial Aggregation on Rank

In this section we will explain why spatial aggregation of documents facilitates discovery of spatially distinct topics. If we select a subset $X_k$ of all documents from $X$ generated by topic $t_k$, the best rank-1 approximation of $X_k$ is proportional to $n_k \cdot h_k$, where $n_k$ is a column vector of length $N$ whose $i$-th element is the sum of all words in $i$-th document and $h_k$ is a row vector of length $V$ whose $j$-th element $h_{k,j}$ equals $p(w_j|t_k)$. Let us denote this rank-1 approximation as $X_k^1$. If we sort the document-word matrix $X$ by topics, we can approximate it by vertically concatenating rank-1 matrices $X_k^1$. The rank of the resulting matrix $X^1$ will be less than or equal to $J$.

We observe that the rank of matrix $X$ can be as high as $V >> J$ and that matrix factorization of $X$ into product $W \cdot H$ cannot guarantee successful topic discovery. On the other hand, we observe that factorization of $X^1$ can easily result in discovery of the underlying $J$ topics. Unfortunately, generating matrix $X^1$ is as difficult as the topic discovery problem itself. We argue in the following that aggregation based on location results in generation of a matrix closely related to $X^1$. As such, we demonstrate that spatial aggregation is very useful for discovery of spatially distinct topics.

Let us define binary matrix $Q$ with $L$ rows and $N$ columns as spatial aggregation matrix which merges the $N$ original documents into $L$ aggregated documents, where $Q_{l,i} = 1$ if document $x_i$ belongs to $l$-th location and $Q_{l,i} = 0$ otherwise. We construct the aggregated document-word matrix of size $L \times V$ as $X^a = Q \cdot X$. The expected value of $l$-th row of matrix $X^a$ equals:

$$E(X_l^a) = \sum_k (n_{lk} \cdot h_k),$$

(1)

where, $n_{lk}$ is a scalar equal to the number of words generated from topic $t_k$ in documents from $l$-th location and $h_k$ is a row vector defined in the first paragraph of this subsection. If the number of documents at $l$-th location is large, the observed $X_l^a$ will be close to $E(X_l^a)$. Since based on equation (1) each row of $X^a$ can be approximated as the linear combination of $K$ topic vectors $h_k$, it follows that matrix $X^a$ is approximately of rank $K$ or less. We can thus closely approximate $X^a$ as product $W^a \cdot H^a$, where $k$-th row of matrix $H^a$ equals $h_k$ and $(l, k)$-th element of matrix $W^a$ equals $n_{lk}$.

We will now show that $W^a \cdot H^a$ has rank lower than $K$. Since the $K_c$ common topics are assumed to be location independent, the number of documents generated by $k$-th common topic is approximately the same at every location. Thus, we can approximate $n_{lk} = n_k$ for each of the $K_c$ common topics. Therefore, the last $K_c$ columns of matrix $W^a$ are constant. As a result, the rank of matrix
where the \( K_c \) common topics increase the rank by only one. As a result, we can replace the last \( K_c \) columns of \( W^a \) with a single column equal to the sum of the last \( K_c \) columns of \( W^a \) and replace the last \( K_c \) rows of \( H^a \) with a single row equal to the sum of the last \( K_c \) rows of \( H^a \). The resulting topic matrix \( H^a \) is of dimension \((K_d + 1) \times V\), where the last row is a sum of word probabilities over all common topics, while the first \( K_d \) rows are reserved for each of the \( K_d \) spatially distinct topics. This is a significant result showing that spatial aggregation facilitates discovery of spatially distinct topics while it collapses all documents generated by the common topics into a matrix that can be closely approximated by a rank-1 matrix.

### 3.3 NMF and LDA on Aggregated Data

In the previous section we did not specify a particular algorithm for matrix factorization and topic discovery. NMF is a popular matrix factorization algorithm for nonnegative matrices such as document-word matrices. NMF finds nonnegative and sparse matrices \( W \) and \( H \) whose product approximates the original matrix. It solves the following optimization problem:

\[
F(W, H) = \frac{1}{2} \|X - W \cdot H\|_{Fro}^2 + \alpha \cdot \rho \cdot \|W\|_1 + \\
\alpha \cdot \rho \cdot \|H\|_1 + \frac{1}{2} \alpha (1 - \rho) \cdot \|W\|_{Fro}^2 + \\
\frac{1}{2} \alpha (1 - \rho) \cdot \|H\|_{Fro}^2.
\]

Here, the Frobenius norm of a matrix \( A \) is denoted by \( \|A\|_{Fro} \) and \( \alpha \) and \( \rho \) are regularization parameters. Rows of \( W \) of size \( N \times K \) represent the topic mixture within a particular document where \( K \) is the number of topics. Rows of \( H \) of size \( K \times V \) represent the word distribution within a particular topic. The NMF optimization problem is typically solved iteratively and the algorithm becomes expensive for large data sets. NMF is also sensitive on collections of short documents such as microblogs. NMF favors commonly occurring topics and commonly occurring words, which makes finding rare spatially distinct topics very difficult. Document aggregation based on metadata such as location directly addresses the aforementioned NMF issues.

The arguments in the previous sections demonstrate the benefit of aggregation through matrix factorization. However, our assumptions made in 3.1 closely resemble the generating process used in LDA, where each document is a mixture over latent topics, and each topic is characterized by a distribution over words. From the corpus, LDA learns the topic distribution over documents and word distribution over topics. While, in theory, LDA should be able to discover topics directly from the original matrix \( X \), it suffers from the same shortcomings as NMF: it is slow, fragile, and sensitive to sparse documents. As will be demonstrated in the experiments, document aggregation has very similar effects on both NMF and LDA.

To summarize, the resulting distinct topic discovery procedure has the following steps:

1. Construct document-word matrix \( X \).
2. Construct spatial aggregation matrix \( Q \) from metadata.
3. Perform NMF on aggregated matrix \( Q \cdot X \) to find spatially distinct topics.

If we wish to identify spatial-temporal topics, we may additionally aggregate the data based on time. First, the entire time span can be divided into smaller intervals. Then, all documents in each space-time cell are aggregated into a single document. Although we do not show it in our experiments, our major insight about the effect of document aggregation extends to other forms of aggregation such as author- or hashtag-based.

### 4 Experiments on Simulated Dataset

In this section, we use synthetic data to study the effect of document aggregation on topic discovery.

Following the setup provided in Section 3.1, we created a dataset using a simplistic generative model. Words in each document in the dataset are generated from two common topics (\( C1 \) and \( C2 \)
and four spatially distinct topics ($D_1$, $D_2$, $D_3$ and $D_4$). Each common and distinct topic uses a vocabulary with 100 words. Each document is associated with a single topic. To generate a document, a topic is chosen first, then 10 words are sampled randomly from the 100 words associated with that particular topic. Documents generated from the common topics are distributed randomly within the square. For each distinct topic, a circular region is defined within the square and the documents associated with that topic are placed by uniformly sampling within the circle. The placement of the circular regions is shown in Figure 2. A total of 10,000 documents are generated for each common topic and 1,000 documents for each spatially distinct topic. We call this dataset the non-aggregated dataset. To demonstrate how aggregation affects the topic discovery, we divided the entire region in $4 \times 4$ small squares. Then we merged all the documents from each small square into a single aggregated document. In this way, we constructed 16 aggregated documents. We call this dataset the aggregated dataset.

NMF set to find 5 topics was applied to the non-aggregated and the aggregated datasets. In Figure 3, we show the distribution of words in each of the 5 identified topic. For example, the first bin in the left subplot shows that discovered topic 1 has 91 unique words, all belonging to common topic $C_1$. On the other hand, the first bin in the right subplot shows that discovered topic 1 has 100 unique words, 38 belonging to common topic $C_1$ and 58 to common topic $C_2$. We can see that none of the spatially distinct topics are discovered when we apply NMF on the non-aggregated data. All five identified topics contain words from the 2 common topics. On the other hand, in the aggregated dataset, the first identified topic contains a mixture of words from the 2 common topics, while the remaining 4 are almost entirely comprised of words from the 4 spatially distinct topics. This result experimentally supports our insight about the impact of spatial aggregation presented in section 3.2.

4.1 Effect of Number of Topics in NMF

We repeated the NMF experiment, but this time we set the number of NMF topics to 10. We can see from Figure 4 that all 10 topics found on the non-aggregated data are still one of the two common topics. On the other hand, after applying NMF on the aggregated data, 4 of the discovered topics directly correspond to the 4 spatially distinct topics, while the remaining 6 discovered topics are a mixture of the 2 common topics.

4.2 Effect of Number of Documents

We repeated the experiments on a smaller corpus to see its effect on topic discovery. We generated 1,000 documents for each common topic and 150 documents for each distinct topic. The result is summarized in Figure 5. As compared to Figure 3, we can see a slight deterioration of the quality of discovered spatially distinct topics from the aggregated data. In particular, all of the 4 discovered spatial topics are corrupted with more words from the common topics, which is particularly visible from the rightmost bin containing an almost equal mixture of words from topics $D_1$, $C_1$, and $C_2$. We observe that topic $D_1$ corresponds to the largest circle.

4.3 Effect of Grid Density

We repeated the previous experiment on the smaller dataset with 1,000 documents for each
common topic and 150 documents for each spatially distinct topic, but this time with gradually increasing aggregation density. In Figure 6 we show results of applying NMF set to discover 5 topics for the spatial aggregation scheme with a grid size $64 \times 64$. As expected, the results look more similar to topic discovery from the non-aggregated dataset. Interestingly, despite the very coarse aggregation (many spatial blocks were empty or with a single document), we still discovered topics $D_3$ and $D_4$, which correspond to the smaller circles.

5 Experiments on Real Life Data

Identifying spatially distinct topics in a real life dataset is a challenging task. As we will demonstrate, we found that the aggregation scheme is quite successful in identifying distinct topics. We performed our experiments on Hurricane Sandy Twitter corpus downloaded through Twitter search API\textsuperscript{1} using the tweet IDs released in (Wang et al., 2015). The downloaded corpus contains 4.7 million tweets that temporally span 12 days surrounding the Hurricane Sandy and a few other distinguishable events between October 22nd, 2012 and November 2nd, 2012. Every tweet in the dataset is also geotagged to one of 13 states along the East Coast of the U.S. During preprocessing we transformed all characters to lowercase and removed stopwords and special characters. We also excluded repetitive letters that convey enthusiasm (e.g., birthday, birthdayy, birthdayyyyy). Finally, TF-IDF document-word matrix is constructed using the 20,000 most frequent words in the corpus.

Since the spatial distribution of tweets is highly imbalanced, we decided not to use a regular spatial grid. Instead, we employed $k$-means clustering on the latitude and longitude information for each tweet to identify 200 cluster centers in space. Each tweet is assigned to its nearest cluster center for spatial aggregation. Figure 7 shows different clusters on 50,000 tweets randomly sampled from the corpus. We can observe that the density of clusters is much larger within heavily populated urban areas along the East Coast.

NMF was employed to find 500 topics with $\alpha = 0.1$ and $\rho = 0.5$. Only 107 rows of $H$ were found to have at least one nonzero entry. Application of NMF on the 200 aggregated documents identifies some spatially distinct topics covering regions of varying size. Figure 8, shows word clouds for two large state-specific distinct topics. We also found that large metropolitan areas such as New York City, Philadelphia, and Pittsburgh are represented as separate spatially distinct topics. One such example is shown in Figure 9. Almost all the words in this topic are related to New York City airports.

In addition to spatial aggregation, we also performed experiments by aggregating data in space and time. In addition to the $k = 200$ spatial clusters we divided the time interval into 12 days, resulting in a total of 2,400 spatio-temporally aggregated documents. As expected, this aggregation reveals distinct spatio-temporal topics.

We identified several purely temporal topics in this way, including the Halloween topic shown in Figure 10. It is interesting to observe that this topic also contains words related to the season opening.

\textsuperscript{1}https://developer.twitter.com/
NBA game between L.A. Lakers and Miami Heat that occurred on the same day. Figure 10 also contains another temporally distinct topic associated with the 2012 Country Music Association (CMA) Award event that happened on the same day.

To better illustrate this CMA-related topic, in Table 1 we show several representative tweets. These tweets were randomly selected from tweets containing at least one of the most frequent 10 words in the CMA-related topic.

5.1 Evaluation: Space-Time Scan Statistics

Looking at word clouds is a descriptive way to evaluate the quality of discovered topics. In this subsection we will present experimental results attempting to quantitatively evaluate the quality of the discovered topics. To achieve this we use the space-time scan statistics implemented in the SaTScan software (Kulldorff, 2010). We selected the 10 most frequent words in each discovered topic and labeled each tweet from the corpus based on the presence of these words. If a tweet contains any of the 10 words it is assigned to the corresponding topic. We call all tweets assigned to the given topic the positive tweets. If the topic is strongly spatial, we would expect the assigned tweets to be strongly spatially clustered. If the topic is strongly spatio-temporal, we would expect the assigned tweets to cluster within a particular spatio-temporal area. The space-time scan statistic is employed to measure enrichment by positive tweets of cylindrical windows covering a circular spatial region and a temporal interval. The cylindrical window is moved in space and time to search for the statistically strongest clusters (Kulldorff, 2010). The cylinder with the strongest enrichment of positive tweets (e.g., based on the ratio between positive tweets and all tweets within the cylinder) is a potential candidate for the significant spatio-temporal cluster.

Distributional properties of scan statistics can be used to evaluate the statistical significance of the strongest cylinder (Dwass, 1957). This is done by permuting the labels of tweets multiple times (999 times in this study) and calculating the score of the strongest cylinder in each permutation (Block, 2007). The p-value is then calculated by counting the fraction of the permuted scores larger than the score on the actual data. The p-value reported in this experiment can be thought of as a measure of the spatio-temporal distinctiveness of the identified topic.

Characterization of distinct topics using p-value has some limitations. We observed that many distinct topics discovered through aggregation receive p-value equal to zero, making it impossible to identify the strongest distinct topic. For this reason, we used deviation ($\Delta$), which measures how many standard deviations apart is the score of the best cylinder observed on the actual data compared to the scores of the best cylinders observed on the permuted data.

Table 2: Evaluation of the topic quality using SaTScan

| Topic General Theme          | Deviation ($\Delta$) | Topic Type |
|------------------------------|----------------------|------------|
| Power                        | 26504.53             | Temporal   |
| NYC                          | 25282.17             | Spatial    |
| NFL                          | 12275.18             | Temporal   |
| Presidential Debate*         | 11089.34             | Temporal   |
| Snow                         | 8624.95              | Temporal   |
| New Jersey*                  | 8355.10              | Temporal   |
| Halloween*                   | 7679.58              | Temporal   |
| Pennsylvania*                | 6728.94              | Spatial    |
| NYC Airport*                 | 6424.54              | Spatial    |
| Weather                      | 2230.64              | Temporal   |

In Table 2, we show the strongest topics based on the deviation ($\Delta$). In each case, the p-value was 0. For topics labeled with stars in Table 2,
the corresponding word clouds were shown in Figures 1, 8, 9, 10. For the remaining topics, the top ten words are presented in Table 3. It may be noted that New York City, being a very large metropolitan area, has multiple identified topics. One such topic, called NYC airport, was previously presented in Figure 9. Another such topic, called NYC, is presented in Table 2. The spatio-temporal region called Power outage is shown in Figure 11. 10,000 tweets in this figure are labeled as positive or negative based on the presence or absence of the keywords of this topic. This topic corresponds to multiple power outages in the aftermath of the Sandy Hurricane.

### Table 3: General theme of topics and related words

| Topics | Words |
|--------|-------|
| Power  | power sandy generator trees electricity tree open lights safe hurricane |
| NYC    | york brooklyn nyc park manhattan city square nyc island halloween |
| NFL    | cowboys steelersromo giants harden church redskins touchdown eagles party |
| Snow   | snow snowing cold weather delay boone wind blizzard snowed outside |
| Weather| barometer humidity temperature mph wind rain blacksburg steady waw rising |

† Offensive words are removed

### 5.2 Comparison between LDA and LSA

Previous studies indicate that NMF on Twitter data works better than other available topic modeling techniques (Klinczak and Kaestner, 2015), (Godfrey et al., 2014). This may be attributed to a slightly better robustness of NMF to the short document lengths. This problem is ameliorated in this study through aggregation. In view of this, it is expected that other topic modeling approaches are also able to identify distinct topics in the aggregated data. To verify this, we tried two other popular algorithms, LSA and LDA. LSA is a truncated singular value decomposition technique. LDA is a generative probabilistic model. For LDA and LSA, the number of topics are taken to be 100 to be comparable to the number of topics identified by NMF. Document topic prior and topic word priors in LDA were set to 0.01.

We found that LDA and LSA identify distinct topics comparable to NMF when applied to the spatio-temporally aggregated data. Some of the similar topics are selected manually from the LDA and NMF topic lists and shown in Table 4 for comparison.

### Table 4: Identified LDA topics similar to NMF

| Topics       | Words                                                                 |
|--------------|----------------------------------------------------------------------|
| NYC          | york park brooklyn city pic nyc halloween st th center square street bar |
| Power        | power sandy hurricane storm safe phone wind stay rain closed opened |
| Weather      | wind mb mph rain humidity cb barometer temp slowly cam midnight falling relative |
| Presidential Debate | romney obama debate class mitt president world vote talking week policy |

† Offensive words are removed

It is difficult to draw one-to-one correspondence among all the topics identified by the three methods. We see from Table 4 that some topics are very similar in both NMF and LDA. However, while NMF discovers a topic related to the CMA, LDA and LSA do not. For this reason, instead of comparing the corresponding topics one at a time, the following strategy is applied. The topics in the...
three methods are first sorted based on the deviation ($\Delta$) scores and plotted in Figure 12. The most significant topics identified by all three algorithms exhibit similar scores. For the top 20 topics, performance of NMF is only slightly better. The average score of the top 20 topics for NMF is 3,823, while the average scores for LSA and LDA are 3,638 and 3,390 respectively.

5.2.1 Common Topics in LDA and NMF
In Section 5.2, we mentioned that topic discovery algorithms such as LDA, NMF, and LSA are capable of finding distinct topics from aggregated documents. When non-aggregated data is used, these algorithms find common topics associated with day to day conversations. In Table 5, words associated with several common topics identified by LDA and NMF on a sample of the non-aggregated tweets are shown. It can be seen that the words in the identified topics do not correspond to a specific space or time.

Table 5: Common topics from non-aggregated data

| LDA       | NMF                  |
|-----------|----------------------|
| cold shot | cold weather         |
| dry       | hot room             |
| blessed   | hungry               |
| smoking   | feet world           |
| wonderful |                      |

| LDA       | NMF                  |
|-----------|----------------------|
| making    | fun sounds           |
| sounds    | making lot times     |
| running   | safe games           |
| west      | looks                |
| facebook  |                     |

† Offensive words, informal words and internet short form of the words are removed

5.2.2 Influence of Aggregation Strategies and Randomization
Our experiments with the simulated data in Section 4.3 revealed that topic discovery is impacted by the aggregation grid density. To see if the behavior transfers to Twitter data, we varied the number of clusters from 100 and 1,000. As the number of clusters increased, we observed that some of the distinct topics discovered by NMF for $k = 200$ disappeared when $k$ was increased to 500 or 1,000. For example, the CMA topic disappeared with those larger numbers of clusters. We also observed relatively small changes in discovered topics for different runs of the clustering for the same value of $k$. We conclude that clustering used for aggregation has a modest impact on topic discovery.

5.3 Temporal Trends in Topics
SaTScan reports the significant space-time cylinders for each topic. It is possible to categorize those cylinders as spatial or temporal by inspecting the their size. As an alternative, we can use matrix $W$ obtained by NMF to identify temporal clusters. Let $W^*$ be the matrix which is constructed from $W$ by summing all the rows corresponding to the same time interval. $W^*$ then represents a purely temporal description of topic distribution. By inspecting the columns of $W^*$, shown in Figure 13, we can obtain an additional insight into the nature of temporal topics. We can observe that only a small fraction of the identified topics are strongly temporal in nature.

6 Conclusion
In this work, we showed that spatial aggregation of documents leads to discovery of spatially distinct topics. We performed an extensive study on synthetic and real data and demonstrated that spatial and spatio-temporal aggregation indeed leads to discovery of spatial and spatio-temporal distinct topics. To evaluate the quality of the discovered topics we proposed a metric based on space-time scan statistics. Our results show that aggregation is a very powerful and computationally efficient method for discovery of distinct topics. While our study focused on spatial aggregation, aggregation on other types of metadata such as authors, hashtags, or communities is expected to work equally well and discover other types of distinct topics from large collections of documents.
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