Material specific optimization of Gaussian basis sets against plane wave data
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Since in periodic systems, a given element may be present in different spatial arrangements displaying vastly different physical and chemical properties, an elemental basis set that is independent of physical properties of materials may lead to significant simulation inaccuracies. To avoid such a lack of material specificity within a given basis set, we present a material-specific Gaussian basis optimization scheme for solids, which simultaneously minimizes the total energy of the system and optimizes the band energies when compared to the reference plane wave calculation while taking care of the overlap matrix condition number. To assess this basis set optimization scheme, we compare the quality of the Gaussian basis sets generated for diamond, graphite, and silicon via our method against the existing basis sets. The optimization scheme of this work has also been tested on the existing Gaussian basis sets for periodic systems such as MoS2 and NiO yielding improved results.

I. INTRODUCTION

In simulations of molecular systems, choosing a basis set for representing the electronic wave function is a well established procedure [1–5]. Gaussian basis sets that express a single orbital as a linear combination of primitive Gaussian orbitals are the most common molecular choice and multiple basis sets are available for most elements [1, 6–8].

In simulations of periodic solids, many more choices of computational bases are commonly employed, including plane waves [9, 10] and linear augmented plane waves (LAPW) [11]. Over the years, density functional theory (DFT) [12, 13] calculations of solids in the plane wave basis [9, 10] were far more commonly used than Gaussian [14, 15] or any other basis set. This is due to the sparsity of the 2-body integrals in the plane wave representation, as well as the systematic convergence of the basis with respect to the number of plane waves [16].

However, plane wave calculations are only affordable due to the low computational scaling of DFT. Thousands of plane waves are necessary to reach an accuracy comparable to that of a Gaussian basis set [16, 17] with many fewer basis functions. Consequently, when considering post-DFT, ab-initio calculations with a higher scaling than the $O(n^3)$ scaling of DFT in the number $n$ of basis functions, Gaussian basis sets with fewer basis functions are an appealing choice. For instance, even simple post-DFT methods such as the second order Möller-Plesset perturbation theory (MP2) [18–24] scale at least as $O(n^3)$.

Moreover, when a physical or chemical interpretation of results is desired, Gaussian basis functions provide an invaluable tool to gain direct insight into the behavior of electrons in chemically relevant atomic orbitals. While similar insight can be obtained in a plane wave or LAPW calculation, it requires an additional projection procedure, for example to Wannier orbitals [25, 26]. Finally, any calculation that requires the inclusion of core orbitals, such as the study of core ionization processes, requires an explicit representation of those orbitals as provided by Gaussian basis sets, rather than an effective treatment via pseudopotentials.

While there are many advantages of employing a Gaussian basis for the description of solids, there are also clear drawbacks. First, while there is a systematic way of improving a plane wave basis by adding additional orthogonal high-energy functions, this is not easily possible in a Gaussian basis, since the basis functions do not form an orthonormal set. It is frequently observed that it is impractical or impossible to reach convergence with respect to the number of basis functions by simply adding additional Gaussian orbitals. This is due to linear dependencies that appear once a large number of Gaussians with small exponents (describing diffuse orbitals) are present [24, 27–31]. Second, unlike in the case of plane waves, the exponents and coefficients of Gaussians need to be optimized for a given reference atomic problem. A minimization of the electronic energy with respect to a DFT calculation may optimize the basis function spanning the space of occupied orbitals (which determine the ground state energy) well, while leaving the ones necessary to express unoccupied orbitals relatively unoptimized.

Direct comparisons of results obtained with plane waves to those obtained with Gaussians are difficult, since plane wave bases rely on pseudopotentials, while Gaussian basis either explicitly treat core orbitals or employ different types of pseudopotentials. The differing description of core orbitals results in overall energy shifts of the remaining orbitals, making it somewhat cumbersome to compare the band structures between plane wave and Gaussian codes. Whether a differing band structure is a result of an insufficient Gaussian basis or of a different description of the core is often difficult to determine.

Despite of these disadvantages, the compactness of the basis and the ease of chemical/physical interpretation in the language of atomic orbitals are powerful advantages. However, the overall availability of Gaussian basis sets for solids is very limited, and the number of published basis sets for solids is a small fraction of the basis sets available for molecular systems [32–36]. This is especially true for the 5th row transition metals such as lanthanides, and...
actinides that are common in many newly synthesized interesting compounds. It motivates our work on revisiting the basis set optimization for solids.

One of the difficulties in choosing a good Gaussian basis for the description of solids is that the same element may display vastly different physical and chemical properties depending on its surroundings. For instance, different arrangements of carbon atoms create graphite, diamond, and graphene crystal lattices with both insulating and metallic character, respectively. Capturing these different behaviors with a single generic basis set, as is done in molecular systems, is difficult. We therefore explore a different paradigm in this work: rather than generating generic basis sets for solids, we optimize our basis sets in a material specific way (see also [35] for related ideas).

The ground state energy remains an important target for the optimization. In addition, we minimize deviations from the orbital eigenvalues of a reference plane-wave calculation, while keeping basis functions as linearly independent as possible. Using the orbital eigenvalues of a reference calculation as an optimization target has two effects. First, it avoids getting trapped in local energy minima which occur in the optimization of deep-lying orbitals. Second, it allows to also optimize the unoccupied orbitals, which do not directly enter the expressions for the ground state energy.

The material specific optimization approach retains the obvious advantage of Gaussian orbitals in that it produces compact bases with straightforward physical/chemical interpretation that can then be used in beyond-DFT calculations with higher-scaling methods. At the same time, by estimating the discrepancies between a Gaussian basis set and a non-Gaussian reference calculation, it eliminates the main disadvantage of working in a potentially incomplete basis set, and allows to quantify basis set errors. We stress that this procedure is general and other reference calculations such as numerical bases or LAPWs may be used instead of plane waves.

In the reminder of this paper, we describe the optimization algorithm (Sec. II), discuss results for commonly studied solids (Sec. III), and present conclusions in Sec. IV.

II. METHOD

Our basis set construction consists of two parts: (I) an atom-specific but materials-independent generation of exponents and coefficients for an initial Gaussian basis set, followed by (II) the optimization of the initial basis set in a material specific way for a given compound. In this section, we introduce Gaussian basis functions in II A, describe the initial optimization of the atomic problem in II B, and describe the subsequent material-specific optimization of the valence states in II C. The procedure is illustrated in Fig. 1.

![Figure 1. The basis set optimization scheme. Upper block: algorithmic steps for the generation of the initial exponents and contraction coefficients of the basis set. Lower block: steps for material-specific optimization of the valence orbitals.](image-url)

A. Gaussian Orbitals

A basis set is defined as a set of single-particle functions (usually non-orthogonal atomic orbitals) that are then employed to build molecular orbitals [37]. In Gaussian basis sets, contracted Gaussian-type orbitals (cG-
TOs) are used to approximate atomic orbitals. The expansion of a single cGTO employs a linear combination of primitive Gaussian-type orbitals (GTOs) \[38, 39\]

\[
\Phi^\text{GTO}(x, y, z) = N \sum_{i=1}^{N_{\text{prim}}} c_i \Phi_i^\text{GTO}(x, y, z),
\]

(1)

where \(c_i\) is the contraction coefficient, \(N_{\text{prim}}\) describes the number of primitive GTOs, and \(N\) is a normalization constant. A primitive GTO, \(\Phi^\text{GTO}(x, y, z)\) is expressed in terms of spatial coordinates \(x, y, \) and \(z\) and integer exponents \(a, b, \) and \(c\)

\[
\Phi^\text{GTO}(x, y, z) = \hat{N} x^a y^b z^c e^{-\zeta r^2},
\]

(2)

where \(a + b + c\) controls the angular momentum quantum number, \(\zeta\) is the exponent of the GTO controlling the width of the orbital, and \(\hat{N}\) is a normalization constant. Large \(\zeta\) results in a tight function while small \(\zeta\) gives a diffuse function.

### B. Generation of Initial Basis Set

The first step of our procedure (top panel of Fig. 1) generates exponents and contraction coefficients for each of the atoms. This procedure is not material specific and it is primarily used to optimize the cGTOs for the atomic core.

While the basis set generation procedure detailed above is not new, we describe it here for the sake of completeness. For many elements, it may be possible to start from existing atomic basis sets. However, for “more exotic” elements such as rare earth metals a generation of the atomic basis may be either necessary or desired.

#### 1. Generation of starting exponents

To find an initial set of exponents \(\zeta_i\) for the primitive Gaussians \(\Phi_i^\text{GTO}\) that will later be assembled into cGTOs, we follow the procedure described in Ref. [40]. There, the natural logarithm of each of the exponents \(\zeta_i\), \(i = 1, \ldots, N_{\text{prim}}\) is expanded into an orthonormal Legendre polynomial expansion

\[
\ln \zeta_i = \sum_{k=0}^{k_{\text{max}}} A_k P_k(\frac{2i - 2}{N_{\text{prim}} - 1} - 1),
\]

(3)

in terms of coefficients \(A_k\) which are common for different \(\zeta_i\) exponents. \(N_{\text{prim}}\) is the number of Gaussian primitives in a given contracted orbital, \(P_k\) is the Legendre polynomial of order \(k\). The initial set of parameters \(A_k\) are obtained according to the procedure described in Ref. [40]. In our work, we set \(k_{\text{max}} = N_{\text{prim}} - 1\) or \(k_{\text{max}} = 6,\) whichever is greater. The expansion into a Legendre basis eliminates the problem of linear dependencies that occurs when initial values of the exponents are optimized independently.

#### 2. Initial optimization of exponents and coefficients

With the initial set of \(\{\zeta_i\}\) obtained, a first uncontracted atomic basis set is generated with a total number of \(k_{\text{max}} + 1\) variational parameters \(A_k\). This uncontracted basis is employed as a starting guess for the energy minimization in an atomic Hartee-Fock (HF) calculation. We use a conjugate gradient minimization [41, 42] scheme to find the variational parameters \(\{A_k\}\) that minimize the electronic energy of the atom. Subsequently, the atom parameters are re-optimized in the configuration interaction singles and doubles (CISD) method.

Once the optimization of the \(\zeta_i\) converges, contraction coefficients \(c_i\) for cGTOs can be found. They are generated as described in Ref. [43] by obtaining the expansion coefficients of the natural orbitals obtained by CISD in the basis of primitive GTOs. After this step, the number of cGTOs is then equal to the number of uncontracted functions.

#### 3. Basis set pruning

Based on the natural orbital occupations of the CISD solution, many cGTOs typically have occupancies close to zero. We eliminate these cGTOs from the calculation by choosing to retain only the ones with an occupation threshold greater than 0.001. In addition, diffuse Gaussian primitives with exponents smaller than 0.1 are eliminated, in analogy to Refs. [32, 33, 44]. This approximation was found to remove numerical instabilities in the calculation of solids. The resulting atomic orbitals can then be separated into core and valence orbitals.

### C. Valence Optimization

The set of exponents and contraction coefficients obtained from Sec. II B 2 and pruned in Sec. II B 3 form the starting point of the valence optimization. Unlike the calculations in Sec. II B 2 and Sec. II B 3, this procedure is material specific and adjusts the valence orbitals to the chemical environment present in a given solid, while the core configuration is assumed to be material-independent and remains frozen.

A basis optimization where only the total energy \(E_{\text{tot}}\) is minimized has the tendency to optimizes only the lowest eigenvalues well. However, the optimization of higher occupied orbitals may then become more difficult, since they contribute only little to the lowering of the overall DFT total electronic energy which is partially proportional to the sum of occupied orbital eigenvalues. As a consequence, the optimization may get stuck in a local minimum.

To remedy this issue, we choose an additional optimization criterion based on the difference between the molecular orbital (MO) energy at each k-point between
the Gaussian calculation and a reference calculation. In our case, the reference is derived from a plane-wave calculation of the same system, taking advantage of the fact that the quality of the plane-wave basis set can be systematically controlled by a single parameter, the cut-off energy ($e_{\text{cut}}$), and can be converged with respect to the basis set size. Note, however that different pseudopotential present in the Gaussian and/or the plane wave calculation may lead to an overall shift of all energy bands. This shift is captured by an overall orbital-independent but potentially k-dependent energy shift parameter $\Lambda(k)$. The procedure of finding $\Lambda(k)$ is explained in Sec. II C 1.

The minimization of the deviation from a reference structure is characterized by $\|G(\{\zeta_i, c_i\}) - P(e_{\text{cut}}) - \Lambda(k)\|_F$, where $G(\{\zeta_i, c_i\})$ are MO eigenvalues of the Gaussian basis set calculation at each k-point, $P(e_{\text{cut}})$ are the corresponding plane-wave eigenvalues, and $\Lambda(k)$ is a k-dependent shift value. $\| \cdot \|_F$ denotes the Frobenius norm.

A third optimization criterion is given by the condition numbers of the overlap matrices as $\kappa$, the minimization of the term $\gamma_2||\kappa(\{\zeta_i, c_i\})||_2$, with $\| \cdot \|_2$ denoting the Euclidian norm, provides a penalty for linearly dependent solutions. Constraints on the condition number of the overlap matrix are frequently used in this context, see e.g. Refs. 35, 45–47.

These three conditions lead to a minimization problem of the valence orbitals for a set of exponents of the Gaussian primitives and corresponding contraction coefficients $\{\zeta_i, c_i\}$ that minimize the functional

$$\begin{align*}
\Omega(\{\zeta_i, c_i\}) = & E_{\text{tot}}(\{\zeta_i, c_i\}) + \\
& \gamma_1\|G(\{\zeta_i, c_i\}) - P(e_{\text{cut}}) - \Lambda(k)\|_F \\
& + \gamma_2||\kappa(\{\zeta_i, c_i\})||_2,
\end{align*}
$$

where $\gamma_1$ and $\gamma_2$ are weight factors that control the relative contributions of each of the three terms. In this work, $\gamma_1$ was set between 100 and $10^3$ and $\gamma_2$ between $10^{-5}$ and 1.

In practice, we minimize the functional $\Omega(\{\zeta_i, c_i\})$ with a combination of a conjugate gradient optimizer and a non-gradient based pattern search [48] optimization which we use to overcome local minima.

The bottom half of Fig. 1 illustrates the workflow for optimizing the basis functions for the valence orbitals. After convergence of the valence optimization, the core orbitals can be selectively re-optimized.

Note that the valence optimization method described here can also be applied to established basis sets, adapting a general-purpose basis set to a specific material context.

1. The value of $\Lambda$ in the eigenvalue optimization

A systematic shift $\Lambda(k)$ is frequently present between the plane wave and Gaussian basis set codes. This quantity frequently makes the comparisons of band diagrams between the plane wave codes and Gaussian orbital codes inconvenient. While in general the value of $\Lambda$ is k-dependent, in practice since the core orbitals are well localized they form flat and approximately k-independent energy bands. This is why in this work, we assume that $\Lambda$ is k-independent.

The value of $\Lambda(k)$ can be evaluated by noticing several facts. First, we assume that the pseudopotential in the converged plane wave calculations was created to account for the low lying occupied orbitals and it recovers the energies of low lying occupied orbitals very accurately. [49, 50] Then an all-electron calculation or a calculation with an accurate pseudopotential in an infinite/optimal Gaussian basis set can yield eigenvalues that are different only by a constant factor that is result of a freedom to add a constant shift in the pseudopotentials employed during the plane wave calculation. Consequently, for every k-point, in an optimized bases the value of the shift $\Lambda$ can be found using the least square fit between eigenvalues $p_j$ in the plane wave basis and $g_j$ Gaussian basis

$$\min \sum_{j=1}^{N} (p_j - g_j - \Lambda)^2.$$  

We can find the shift $\Lambda$ by finding the minimum of the above equation as a function of $\Lambda$,

$$\frac{\partial}{\partial \Lambda} \left( \sum_{j=1}^{N} (p_j - g_j - \Lambda)^2 \right) = 0.$$  

Finally, the value of the $\Lambda$ shift is given by

$$\Lambda = \sum_{j=1}^{N} \frac{(p_j - g_j)}{2N}. \quad (5)$$

The knowledge of the value of $\Lambda$ allows us to use the constrain $\|G(\{\zeta_i, c_i\}) - P(e_{\text{cut}}) - \Lambda(k)\|_F$ helping the optimization of eigenvalues and to match approximately (within the desired criteria) the occupied eigenvalues. It also can be used to optimize and match a selected number of unoccupied eigenvalues. In this way, the quality of the Gaussian basis is rather systematically improved since we can choose and systematically improve how many unoccupied eigenvalues are being optimized. We can also observe which groups of AO orbitals have to be added to the basis to match increasingly higher lying virtual eigenvalues. Moreover, finding the value of the shift described above, allows us to easily examine the quality of Gaussian basis sets prior to their usage by comparing the results to a converged plane wave calculation. Note also the even if a user does not desire to use such a specific constrain relying on matching the eigenvalues, it can be used to drive the optimization in the initial optimization steps and subsequently can be released allowing us to only insist on the optimization of the value of the total energy during the later steps.
III. RESULTS

In this section, we assess the generation and optimization scheme described in the previous sections. Our discussion consists of two parts. In Sec. III A, we showcase the accuracy of the bases generated for simple monoatomic solids such as diamond, graphite, and silicon. We then use the optimization scheme developed in Sec. II C to optimize the existing basis sets pob-DZVP-rev2 and pob-TZVP-rev2 in a material specific way for the solids BN, MnO, MoS$_2$, NiO. We also to assess the quality of existing GTH basis sets.

Unless otherwise mentioned, all the calculations presented here using Gaussian basis sets are performed with CRYSTAL17 [51] using DFT with the local density approximation (LDA). The reference calculations were performed in a plane wave basis in GPAW [52] with an energy cutoff of 2000 eV and a Monkhorst-Pack grid of $8 \times 8 \times 8$ k-points. We use the DAKOTA [42] conmin-frcg DAKOTA coliny-pattern-search package as optimizers. For all cases analyzed, the optimizer converges within 100 optimization steps.

A. Basis generation for diamond, graphite, and silicon

This basis generation scheme is intended to be material specific and a different basis set should be generated for every compound examined. While some of these bases for a given atom may be transferable between different materials, we generally believe that due to significantly different properties of solids containing the same atoms (eg. diamond, graphite, and graphene), a materials specific basis optimization is preferred in calculations of solids.

The initial atomic basis sets for C and Si are generated using the method described in Sec. II B 1 and schematically presented in the yellow shaded block of Fig. 1. Note that the high level method used to perform correlated calculations in an uncontracted basis for C and Si atoms is configuration interaction singles and doubles (CISD) from Psi4 [53]. This step allows us to find the initial set of exponents and contraction coefficients that are then pruned, taking advantage of natural orbitals. Subsequently, each shell present in the core part of the basis is first optimized individually using the functional from Eq. 4. The resulting core basis functions are then frozen and the valence basis functions are optimized by the conjugate gradient optimizer, with a pattern search optimizer as a further refinement tool. This optimization procedure can be done for the atom or in a material specific way, where the valence part of the basis is then reoptimized again for each of the compounds.

To examine the quality of the generated basis sets, we compare them to a list of existing basis sets for solid state calculations [54] of diamond, graphite, and silicon. In Fig. 2 we show the results of the comparison between the basis set obtained from the atomic level optimization, the material specific optimized basis set, and the existing basis sets listed in literature.

![Figure 2](image-url) A comparison of generated bases with existing Gaussian bases for:(a) diamond; (b) graphite; (c) silicon.

For diamond (see Fig. 2 panel a)) the basis set generated has 4 s shells, 3 p shells, and 1 d shell. The number of primitives in each shell is illustrated in Tab. I.
We observe that this initial atomic basis set, before the material specific optimization, has moderately high electronic energy comparable to older available basis sets such as the one optimized by Gatti [55] in 1994. However, both its energy and its MO norm are much lower than pob-DZVP-rev2 [33]. The optimized basis is comparable to pob-TZVP-rev2 [33] and the original pob-TZVP [32] basis as well as the basis developed by Heyd [31]. While the electronic energy in these bases is slightly lower, the overlap norm and the MO eigenvalue norm are higher.

For graphite (see Fig. 2 panel b)), the basis set generated has the same shell structure as the diamond basis, while the number of Gaussian primitives are slightly different, as shown in Tab. II. The optimized basis is again comparable in its quality to the pob-TZVP-rev2 [33]. However, it has a much lower MO norm while the norm of the overlap remains comparable.

For silicon (see Fig. 2 panel c)), the basis set generated has 4 s shells, 3 p shells, and 1 d shell. The number of primitives in each shells is shown in Tab. III. The optimized basis yields comparable results to the pob-TZVP bases. However, the optimized basis has a lower MO norm while having a slightly higher overlap norm.

In general, the total energies of our basis sets are comparable to the pob-TZVP basis sets, while the MO energy norms are much lower and the overlap condition numbers remain reasonable. This is partly due to the fact that we are optimizing multiple parameters at once, i.e., optimizing both the eigenvalue norm and the total energy together, instead of minimizing the energy alone. Note that the MO constraint causes the equal optimization of all eigenvalues, independent of their magnitude. This means that we can design a basis to optimize a particular set of eigenvalues of interest, either in the occupied part, or in the unoccupied part. We can also choose to optimize a certain number of bands in a specific energy window.

It is also worth mentioning that, although the three terms in $\Omega(\{\zeta, c_i\})$ from Eq. 4 may appear independent to each other, mutual dependencies between them are observed. As demonstrated in Fig. 2, the MO norm and the total energy value varying patterns are consistent with each other independent of a specific basis set. When the MO norm is high the total energy associated with it also tends to be higher, and once the MO norm is minimized the resulting energy is low. This trend is expected and confirms that MO norm is a good indicator of the basis set quality and can be used as a driving factor during the basis set optimization. The overlap norm anti-correlates with the value of the total energy. When the overlap norm is very small, the total energy tends to increase. This is expected, as the optimization of any basis has to balance orthogonality of the basis functions with the overall the lowering of the total energy.

### Table I. Number of Gaussian primitives in each shell in the optimized C-diamond basis set.

| Shell Index | s-shell | p-shell | d-shell |
|-------------|---------|---------|---------|
| 1           | 6       |         |         |
| 2           | 4       | 4       |         |
| 3           | 1       | 1       | 1       |
| 4           | 1       | 1       |         |

### Table II. Number of Gaussian primitives in each shell in the optimized C-graphite basis set.

| Shell Index | s-shell | p-shell | d-shell |
|-------------|---------|---------|---------|
| 1           | 6       |         |         |
| 2           | 4       | 3       |         |
| 3           | 1       | 1       | 1       |
| 4           | 1       | 1       |         |

### Table III. Number of Gaussian primitives in each shell in the optimized Si basis set.

| Shell Index | s-shell | p-shell | d-shell |
|-------------|---------|---------|---------|
| 1           | 8       |         |         |
| 2           | 8       | 4       |         |
| 3           | 1       | 2       | 1       |
| 4           | 1       | 1       |         |
| 5           | 1       |         |         |
| 6           | 1       |         |         |
are both qualitatively inconsistent with the reference pob-DZVP-rev2 and pob-TZVP-rev2 basis, respectively.

For NiO (Pearson symbol: cF8, crystal system: fcc rocksalt, space group number 225, AFM) the calculated band structure Fig. 5 panel b) and Fig. 5 panel c) using pob-DZVP-rev2 and pob-TZVP-rev2 basis, respectively are both qualitatively inconsistent with the reference

C. Assessment of the basis set quality

The difference in the eigenvalues between the plane wave and Gaussian basis set \(||G - P - \Lambda||_F\) can be used as a criterion for a quick assessment of the basis quality in addition to the visual inspection of the differences. Here, we examine differences between the pob-DZVP-rev2 and pob-TZVP-rev2 bases for the NiO and MoS\(_2\) solids studied previously, in addition to hexagonal BN and MnO solids. We show the band diagrams below for BN and MnO. the band diagrams for NiO and MoS\(_2\) were presented in the previous section.

1. BN

For BN (Pearson symbol: hP4, crystal system: hexagonal, space group number: 194), as shown in Fig. 6, the pob-DZVP-rev2-basis shows a qualitative discrepancy in the unoccupied part of the band structure near the Fermi level (that is marked in light green on the band structure diagram) when compared to the plane-wave reference cal-
NiO band structure plots: (a) plane-wave basis calculation with cut off energy: 2000eV; (b) Gaussian basis calculation with original pob-DZVP-rev2-basis; (c) Gaussian basis calculation with original pob-TZVP-rev2-basis; and, (d) Gaussian basis calculation with pob-TZVP-rev2-basis and an additional d shell.

2. MnO

For MnO (Pearson symbol: cF8, crystal system: fcc rocksalt, space group number: 225, AFM) the pob-DZVP-rev2 basis produces a better band structure result than the pob-TZVP-rev2-basis when compared with the plane wave reference. This indicates that the extra shells added in the TZVP basis are not essential or not optimized enough for a quantitatively correct description of the higher lying bands of MnO. This is illustrated in Fig. 7, where the incorrectly recovered bands are marked in light green.

In Tab. IV, we show the MO eigenvalue norm evaluated for pob-DZVP-rev2 and pob-TZVP-rev2 for the systems studied in this paper. We stress that this norm is evaluated for the valence orbitals and does not include core orbitals. The norms for the valence occupied and unoccupied orbitals are printed separately.

From Tab. IV, we see that for BN there is a dramatic improvement once the basis set is increased.

For NiO, the quality of the pob-DZVP-rev2 and pob-TZVP-rev2 is unchanged and is consistent with the band diagram plotted in Fig. 5. However, our observation does not indicate that the total DFT energy evaluated in pob-
TZVP-rev2 is higher than in the pob-DZVP-rev2 basis. The pob-TZVP-rev2 energy is lower due to the optimization that happened for the core orbitals, while the valence bands remained mostly unaffected.

For MnO, pob-TZVP-rev2 is worse for the unoccupied bands than pob-DZVP-rev2, according to the assessment using the difference of eigenvalues. This is consistent with the band diagram plotted in Fig. 7.

For MoS2, the quality of pob-DZVP-rev2 and pob-TZVP-rev2 seems to be similar with some small worsening of the unoccupied part in the pob-TZVP-rev2 basis.

Subsequently, we also employ this criterion to analyze briefly and schematically the quality of the GTH basis [56] for BN. GTH bases are another family of the systematically developed bases that are commonly used for solid state calculation.

In the BN case, see Tab. V, where both DZ and TZ bases are available, the gth-dzvp-molopt-sr basis with gth-pade as the pseudo-potential is yielding a similar deviation of the norm as the gth-tzvp-molopt-sr with the same pseudopotential. However, the maximal difference in the eigenvalues is larger for the unoccupied part of gth-tzvp-molopt-sr. This is consistent with the band diagram illustrated in Fig. III C 2, where a spike in the unoccupied part of the band diagram arises for the gth-tzvp-molopt-sr basis.

### IV. CONCLUSIONS

We have presented a Gaussian basis set optimization scheme for solid state calculations. This optimization scheme results in the minimization of the total DFT energy, the condition number of the overlap matrix, as well as minimization of the difference between the eigenvalues evaluated in the reference plane wave basis and the currently optimized Gaussian basis set.

Our aim of designing such a material specific optimization scheme is to employ the moderately sized optimized bases in correlated periodic ab-initio calcu-
Since these are bases of user desired quality by insisting that band one to employ bases of moderate sizes that are geared towards recovering experimental results. The obvious drawback of the scheme proposed here is a possible lack of transferability between different compounds. However, our main motivation of designing this scheme is to use it for ab-initio post-DFT calculations of strongly correlated compounds. For these materials, few basis sets are readily available thus an optimization is frequently necessary before starting calculations. Moreover, for some of the materials of interest the experimental data may be scarce and calculations should have predictive quality. In such cases, material specific optimization is helpful to ensure that even a moderately sized basis set is the most optimal for the calculated material and all possible differences when comparing against experimental data come for the computational method employed. Finally, we believe that as post-DFT, correlated, ab-initio calculations for solids in Gaussian bases will become more prevalent, a database of material specific bases can be created, thus alleviating the issue of transferability.

At last, we reiterate that the scheme presented here is not only useful for basis set optimization but also for a quick assessment of the basis set quality as illustrated in Sec. III C. In such a case, a score based on the eigenvalue differences between the plane wave and Gaussian basis can be assigned in order to aid the visual inspection necessary for the assessment of the basis set quality.
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