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Abstract: Prototyping during the early design phases has become an essential part of conceptualization and product development. Recent advances in digital design tools have enabled active user participation in the design process and direct interaction with prospective products. Despite the rapid advancements in prototyping, immediate prototyping methods remain unavailable. Creating a working prototype and evaluating its user interactions is an effective design strategy. If a prototype can be created immediately for designers to sensorially experience a model, they can test and simulate various design ideas with immediate user feedback in the early design phases. Therefore, this paper aims to develop a real-time prototyping method that enables designers to evaluate a physical model of a design. Accordingly, we demonstrated a complete design and proof of concept for closed surface-based shape-changing displays (SCDs) that can assist designers in realizing conceptual design development. Experiments were conducted to verify the robustness and accuracy of the shapes displayed using the proposed SCD. Simulation-experiment results reveal that complex organic shapes (rabbits or human faces) and man-made shapes (chairs, cars, and buildings) could be accurately reconstructed using the proposed closed surface-based SCD with numerous actuators. Furthermore, an experiment with a physical SCD prototype \((2V\text{icosphere})\) demonstrated accurate reconstruction of the optimized shapes of a digital model.
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1. Introduction

The prototyping process has become a significant part of the conceptualization and development of products during the early design phases [1,2]. Prototyping enables the simulation of a sample version of an idea in a highly visual and functional mockup for testing prior to finalizing the design [3,4]. The design process is an iterative loop of design activity [5]; therefore, it is important to explore and develop new design concepts through prototypes [6]. This can help designers predetermine the deployment of resources during product development, thereby influencing the success of the design project [7]. More importantly, prototyping enhances the quality of collaboration between the designers and users, affording a better understanding of the design concept [3]. Therefore, collaborations in the early design phases of idea generation have become a widespread practice [4]. Recent advances in digital design tools have enabled active user participation in the design process and direct interaction with potential products [8,9]. Users can make their own products through adaptable hardware interfaces and application programming interfaces instead of utilizing designers [10]. According to Ferrise et al. [11], the most effective design strategy is to create a working prototype and evaluate user interactions with the prototype. Designers can virtually create three-dimensional (3D) objects [12,13] and collaborate in a virtual environment to assemble them [14,15]; meanwhile, users can experience a digital 3D space while controlling visual information [16]. In addition, users can participate...
in new digital content and experience immersive virtual spaces [17]. Advancements in computer graphics have enabled sophisticated augmentation of the physical world with digital information; however, a discrepancy between the two still remains. Collaboration often involves physical tasks that require various levels of expertise [18]. During the design collaboration process, apart from visualizing the 3D objects, it is also necessary to touch, feel, and perceive information more intelligently and differently depending on the environment and circumstances.

VR (Virtual Reality) researchers have concentrated on inventing state-of-the-art methods to provide haptic feedback to generate a more immersive experience [19]. They have utilized airstream [20], handheld weight-shifting devices [21], stiffness suits [22], and wearable actuators [23]. However, none of these innovative inventions focus on providing a physical representation of the digital content, thereby allowing users to have a natural experience of creating a physical prototype. Researchers have utilized a tangible user interface (TUI) in the design process to simulate design prototypes intuitively by enhancing the tactile aspects during design development [24,25]. A major limitation of the TUI is its lack of modeling capability; therefore, most TUI applications use a predefined model and do not support real-time, free-form modeling [24]. Physical prototyping is an important part of the design process because it supports collaborations related to visual thinking [26]. According to Berni et al. [27], a physical prototype is advantageous in that its use increases the reliability of product evaluation, but it is resource- and time-intensive. In this respect, designers widely use rapid prototyping technologies, such as additive manufacturing (3D printer) and subtractive manufacturing (laser cutter, CNC miller), to create physical prototypes quickly. Rapid prototyping allows for fast evaluation of preliminary prototypes, which in turn provides designers with physical interaction with the model in the early design phase when the quality of the idea is essential [28]. In recent years, 3D printing technology has promoted the development of additive manufacturing industries [29,30]. The primary advantage of 3D printing is the efficiency of creating complex shapes that are otherwise difficult to produce. However, the iteration of generation and materialization of a design idea enables the exploration of potential novel design ideas [31]. According to Gonçalves et al. [32], designers actively collect physical and mental visual samples for inspirational purposes during the design ideation process. Gonçalves et al. [32] also found that professional designers highly rated three-dimensional representations as inspirational stimuli. Neeley et al. [28] tested the impact of rapid prototyping in the acceleration of design ideation process with 39 participants. Their results reveal that a group that created more prototypes exhibited improved design outcomes and higher satisfaction than those exhibited by the other group, who were only instructed to create one prototype. Viswanathan and Linsey [33] conducted experiments to test the sunk cost effect under five conditions—sketching only, metal-building, plastic-building, metal-constrained sketching, and plastic-constrained sketching—in the idea generation process. The results confirm that building a physical model significantly helped improve the design quality, and the decreased effort in creating the prototype (e.g., a quick model-making process) led to comparatively less design fixation. Even though the technology is called rapid prototyping, the 3D printing process is slow and requires overnight printing of a reasonable-sized model [34]. In this respect, researchers have attempted to streamline rapid prototyping speeds. Mueller et al. [34] proposed a WirePrint system that constructs low-fidelity wire-frame previews that significantly reduces the printing duration. Kohtala and Steinert [35] incorporated a laser cutting file-making process with hand sketches to streamline the subtractive manufacturing process. However, despite the advancements in rapid prototyping technologies, methods that enable immediate physical prototyping have been thoroughly researched. If a prototype can be created instantly for designers to sensorially experience a model, they can test and simulate various design ideas during the early design phases.

In contrast, a shape-changing display (SCD) can dynamically reconstruct digital information through physical changes, thus enabling real-time prototyping. The shape and volume of the SCD change by extruding the actuator. SCDs provide haptic feedback by
transforming a shape through a combination of actuating pins that exert physical force. Thus, unlike conventional rapid prototyping and VR-based prototyping technologies, the SCD can construct a physical prototype in real time. In Iwata et al. [36], the visualization of a terrain using 16 actuators to create various 2.5D models with FEELEX has been discussed. Previous studies on SCDs have mainly used tabletop SCDs composed of a series of linear actuators extruding in a single axis and could reconstruct the shape of a surface. SCDs can be used in various applications and are compatible with numerous screen technologies. For example, various shapes can be reconstructed through the display [37], and texture mapping can be used to represent information on a display screen [38]. This demonstrates the potential of SCDs to deliver rich content without physical constraints. Existing state-of-the-art reports on SCDs highlight their numerous possible applications in human–computer interaction; however, tabletop SCDs have morphological limitations. For example, certain tasks are analogous to drawing a picture on a curved wall; however, 3D objects require a closed surface-based reconstruction method for morphological robustness.

Unlike the systems proposed in previous literature, we propose a closed surface-based SCD that reconstructs a shape based on a series of linear actuators. Specifically, the display deforms the surface by arranging the actuators radially around a single point. To the best of our knowledge, this is the first study to develop a closed surface-based SCD that instantly constructs a physical prototype of 3D digital models, thereby enabling 360° evaluations. The aim of this study was to accurately and instantly reconstruct 3D digital models physically to ensure that designers can interactively simulate and evaluate the modifications in various design alternatives during the early design phase. Accordingly, our research demonstrates a complete system of closed surface-based SCDs for real-time prototyping to facilitate the development of conceptual designs. Six primary tasks were performed to accomplish this objective. First, a novel SCD proof of concept that can change its surface using radially arranged actuating pins modeled on an icosphere was developed. Second, an optimization method was developed to determine the number and placement of actuating pins required to reconstruct shapes with SCD. Third, an algorithm that optimizes digital 3D models on various closed-surface-based SCDs was created. Finally, a series of validation experiments were conducted to determine the accuracy of the shapes displayed using the proposed SCD.

2. Related Work

2.1. Advancements in Prototyping Tools

Lim et al. [39] defined prototypes as “filters that traverse a design space and are manifestations of design ideas that concretize and externalize conceptual ideas.” Prototyping is an important process for identifying design flaws and testing usability in the early design phases. The introduction of rapid prototyping significantly reduced the prototype production time from weeks to several hours [40]. Time is a critical element in the design process because a design change in the early phase is significantly cheaper than that in the later phases [41]. Researchers in the domain of prototyping have attempted to reduce time, effort, and cost by incorporating digital displays, such as augmented and virtual reality [25,32–44]. Seth et al. [44] utilized a haptic feedback interface to create an interface for virtual assembly. They developed a system for haptic assembly and realistic prototyping (SHARP) composed of dual PHANToM® haptic devices. The results of their study indicated that the integration of SHARP resulted in faster product development, faster identification of design issues, and lower cost in the design process. In addition, the system can support various virtual reality systems. Ban and Hyun [45] proposed directional force feedback to provide haptic feedback to mimic the inertial experience during VR sessions. Kim et al. [43] utilized a TUI and developed “miniStudio” to prototype ubicomp spaces with proxemic interactions. Their system utilized projection mapping to augment physical models in order to enable tangible interactions and dynamic representations. However, the physical model must be created manually, which requires new prototypes in different contexts. Although problems remain, Kim et al. [43] suggested a method for reflective prototyping in a ubicomp space.
Nasman and Cutler [25] utilized a TUI and virtual reality to simulate daylight conditions on indoor environment prototypes. The daylight design is considered important in space designs because it attempts to balance the amount of daylight with an appropriate number of windows. In addition, it is difficult to imagine daylight conditions in a designed space. C-Space, developed by Son et al. [46], enables designers to collaborate on a shared AR and TUI-based platform, where spatial designers can quickly create design prototypes. More importantly, C-Space provides design references for existing buildings according to the prototypes assembled by users. Thus, users can collaboratively develop designs if they have an understanding of the previous design examples. However, Son et al. [46] proposed an intuitive prototyping and case-based reasoning tool, wherein the prototyping system is based on a TUI that does not support real-time, free-form modeling. Therefore, users can only utilize predefined models for the TUI. Park et al. [47] proposed a method for prototyping digital handheld products through an AR-based TUI. They utilized rapid prototyping and paper-based modeling for AR-based tangible objects for the rapid production of prototyping interfaces. Barbieri et al. [48] proposed a method for testing the usability of products through mixed reality-based prototyping. Specifically, they created a physical prototype with AR markers and created a mixed-reality environment in which users can touch physical interfaces, such as the knobs and buttons of home appliances. Li et al. [49] developed the “Robot Mannequin,” a shape-changing robot that can modify its physical appearance based on an input 3D model. The Robot Mannequin can transform a 3D digital human model into a physical shape using a flexible-belt net-based device. Therefore, users can simulate and test the fitting of fashion outfits on various human body shapes in real time. The Robot Mannequin successfully depicts a human body in a two-dimensional (2D) sectional view with only five belts; however, it is insufficient for reconstructing more complicated shapes, such as vases, cars, or produced goods. Moreover, display information such as color and texture were not considered for the shape-changing robot.

2.2. Advancements in SCD

Studies focusing on transmitting information or providing new experiences through morphological transformations have been actively conducted in the field of human–computer interaction [40–54]. In addition to studies that describe elements, such as tactile displays [55,56], tangible interfaces [57], and shape-changing interfaces [58,59], several studies on actuated surface displays, which can adjust the surface to create various screens, have been conducted. The most common approach for applying digital information to real objects is to include digital information as texture on the object surface [60]. This method, called projection mapping, projects the digital content on the surface of a real object through a projector. This allows us to use complex shapes instead of flat screens. It can cover large areas, such as one side of a building [61], and it can incorporate digital content through projection mapping for various materials, including those that are not rigid, such as fabrics [62] or sand [63]. Projection mapping is a display technology that is widely used in digital art and museums [64,65]. FEELEX, proposed by Iwata et al. [36], is an SCD that was initially used to adjust an actuator to create a specific shape. Its basic form is that of a tabletop, but the upper surface is constructed to actuate vertically to present various 2.5D content. FEELEX is a 240 mm × 240 mm display, with a total of 36 pins (6 × 6). However, for inFORM, proposed by Follmer et al. [37], 30 × 30 pins were used for a 381 mm × 381 mm display. In this type of SCD, all actuators are oriented in one direction; therefore, the actuator arrangement is also in a 2D plane. In general, the density of the actuators is the same as the resolution of the display, which enables the formation of more complex shapes. In this system configuration, the actuator density per unit area increases as the actuator size decreases. To arrange several actuators in such a narrow area, inFORM uses a system in which the actuator power section and actual moving section are separated. The actuator of inFORM is located at a lower part and makes pins move by receiving force through a linkage. To apply this method to actuating pins arranged in different directions and positions in three dimensions, a more complex linkage
system design is required. The display can also convey different types of content and user experiences if the size is varied. For example, Jang et al. [66] utilized small actuating pins for tactile interaction with a mobile phone. The pins were attached to the side of the device, and they output dynamic affordances using various interaction techniques. As indicated, by increasing the display size where the actuators are arranged in a 2D plane, the number of actuators can be increased by simply using additional actuators. However, when the actuating pins are arranged in three dimensions, size determination becomes critical. Hardy et al. [67] developed ShapeClip, a modular tool capable of transforming any display along the z-axis. Owing to its modularity, it enables users to rearrange the SCD into various shapes. However, if the actuating length is fixed, the size of the entire display will, despite its modularity, cause a decrease in the minimum–maximum size variation of the display; this, in turn, affects its ability to express a shape. Thus, a closed surface based SCD must analyze the factors for determining the optimal actuator placement.

3. Shape-Changing Display for Real-Time Prototyping

This section presents the concepts and design processes of a closed, surface-based SCD. SCDs controlled by actuator motions can express different shapes according to the actuation length and arrangement of the actuating pins. This process is explained in four key steps. First, a spherical model is tessellated considering the actuator positions required to simulate the shape deformation according to the arrangement and movement directions of the actuators. Second, a shape reconstruction optimization procedure for the closed, surface-based SCD is performed to ensure robust shape expressiveness. Finally, a physical SCD device is developed for real-time prototyping.

3.1. Tessellation

3D modeling and texture mapping on spherical displays are usually performed by substituting 2D rectangular plane coordinates with latitude and longitude values. However, the ability to express a certain shape depends on the density of the vertices that match the actuating pins on an SCD. It is necessary to arrange the actuators uniformly over the entire surface to construct various shapes. With conventional modeling methods, the density of the vertex increases as the number of poles of the spherical coordinate (latitude ± 90°) increases, and the physical size of the actuators causes interference between them. Therefore, an icosahedron-based icosphere model was used for the closed-surface SCD.

The icosphere achieves a high resolution by finely dividing the icosahedron surface. For example, the 2V icosphere is obtained by dividing all sides of the icosahedron into two. As shown in Figure 1, the nV icosphere has $n^2$ triangles by dividing the sides of the icosahedron by n. As the resolution of the icosphere increases in a stepwise manner, the total number of vertices, edges, and faces increases exponentially. In this case, the number of faces for the nV resolution is $n^2 \times 20$, and the number of edges is $n^2 \times 30$. The relationship between the vertex and face to determine the number of vertices indicates five faces at 12 vertices, constituting the icosahedron, and six faces at the other vertices. Therefore, the number of vertices is ((number of faces) × 3 + 1)/6, that is, $n^2 \times 10 + 2$ in the nV resolution. This is equal to the number of actuating pins required to create an icosphere of the resolution in an SCD. In the SCD, an actuator is placed at each vertex, and the shape is deformed by pushing or pulling the surface in the radial direction of the surface (Figure 2).
Figure 1. Number of vertices, edges, and faces according to the resolution of the icosphere.

Figure 2. Example of transforming a shape by adjusting the vertex value in the icosphere model: (a) inputting the target shape, (b) setting the icosphere model, (c) actuating each vertex, (d) reconstructing it in the form of the target, and (e–h) iterated reconstruction of the new target shapes.

We proposed the concept of dynamic range to standardize the degree of deformation. The dynamic range represented the ratio of the volume when the SCD was in the initial state (minimum size) to the volume of the fully actuated (maximum size) SCD. The volume ratio of the SCD was equal to the ratio of the cubed radius of the spherical guide structure, \( R \), at each size; therefore, the equation for calculating the dynamic range is as follows:

\[
DynamicRange = \frac{(R + actuator_{maxHeight})^3}{(R + actuator_{minHeight})^3}
\]  

(1)
This type of actuator was used in the same environment with the same moving distance, and the representation of the volume change could improve as the size decreased (Figure 3). Implementing smaller actuators could minimize the size of the SCD, whereas longer actuating pins could maximize the size, ultimately increasing the dynamic range. Assuming that \((n^2 \times 10 + 2)\) actuators were attached to the spherical guide structure to achieve the target resolution of the \(nV\) icosphere, the size of the spherical guide structure could be calculated according to the actuator size (Figure 4). The total area required when \((n^2 \times 10 + 2)\) circles were tightly arranged in a hexagonal form was \(\left(5\sqrt{3} n^2 + \sqrt{3}\right) r^2\), where \(r\) is the radius of the actuator. The radius of the spherical guide structure, \(R\), could be calculated as

\[
R = \sqrt{\frac{5\sqrt{3} n^2 + \sqrt{3}}{\pi}} r
\]  

(2)

**Figure 3.** Assuming that the actuating pins have hexagonal packing, the dynamic range, that is, the rate of change of the total volume, can be calculated. (a) Example of hexagonal packing by calculating the range of influence of the actuating pins, depicted in circles; (b) boundary line (actuator_minHeight) at the minimum size, and the boundary line (actuator_maxHeight) at the maximum size.

**Figure 4.** Process of arranging vertices according to the position of the limited actuating pins.
3.2. Shape Reconstruction and Optimization
3.2.1. Shape Reconstruction and Evaluation

In the proposed SCD, it is necessary to calculate the length of each actuator in real time because their positions are fixed. This process adjusts the length of the fixed bars, as shown on the right side of Figure 4, to approximate the target shape. At this time, the target shape of the fixed bar is measured, and the length of the target shape is determined using information from the neighboring vertices. If we divide the area of one actuator into three dimensions, we can calculate the area, similar to the hexagons observed in the reconstructed shape in Figure 4, and determine the length of the actuator using the vertex value for this area. We also tested a method of using the mean of all vertices as the vertex information (Figure 4a) and the center-weight method of assigning higher weights to nearby vertices at the corresponding positions (Figure 4b). The center-weight is set to be proportional to the angle between the directions of the actuator and each vertex, from zero to the boundary of the hexagon.

The center-weight method was compared to the mean-value method (Figure 5). However, the mean-value model was found to be more uneven than the center-weight method model, and it was difficult to distinguish any notable difference.

![Figure 5](image-url)

**Figure 5.** Approach for calculating the length of each actuating pin. The reconstructed model using the mean values of surrounding vertices is shown on the left, and the reconstructed model obtained by setting the weight proportional to the distance of the surrounding vertex value is shown on the right.

To optimize shape reconstruction, the volume difference between the two models was measured to assess the similarity of the reconstructed model with the target shape. The symmetric difference between each model was calculated to compare the volume differences between the target and reconstructed models. For example, in the case of target models A and B, the value of volume (A-B) + volume (B-A) represents the shape difference. As shown in Figure 6, when the target model A (red line) is converted to the reconstructed model B (blue line) by adjusting the bar at a fixed position, a shape difference area (gray) is formed. These lines represent the surfaces of the 3D model, and the orange area denotes the volumetric shape difference.
The method of dividing the area is based on the shape corresponding to each side of the icosphere. In Figure 7a, the target shape and reconstructed shape are intersected using the constructive solid geometry technique. The two generated volumes are shown in Figure 7b, and the difference between the two models can be calculated from the sum of the absolute values of the differences in the volumes of the corresponding models. We proposed a method to optimize the center position of the reconstructed model to ensure that more complex bends can be represented in the model, or alternatively, more actuating pins can be placed in the parts that need to be expressed more precisely.

### 3.2.2. Actuator Center-Positioning Algorithm and Additional Weight

To optimize the position of the actuators, a measurement criterion needs to be defined. Considering the spherical model as an example, the normal vector of all surfaces has the same orientation as the direction vector from the center point to each surface, and it can form a near-perfect surface, assuming that the resolution of the icosphere can be increased infinitely. However, the larger the angle between the normal and direction vectors, the
more difficult it is to maintain the resolution. For a surface with an angle greater than 90°, despite using a high-resolution icosphere model, the surface cannot be reconstructed. For example, the center point \( P(x, y, z) \) in Figure 8 has an angle greater than 90° with the normal vector (point behind the right ear). This demonstrates that the angle is difficult to express in the rear part of the ears, nose, and the vicinity of the mouth.

![Figure 8](image)

Figure 8. (a) Model visualizing the angle (0 to 180°) with respect to the target shape plane at a specific point \( P(x, y, z) \) with color variations (blue to red). (b) Calculation of the expressiveness function (F) for one face.

We set the expressive difficulty function for a specific face \( n \) consisting of three vectors \((v_{n_1}, v_{n_2}, \text{ and } v_{n_3})\) as \( F_n(x,y,z) \). More specifically, when the direction of \( \vec{v}_{n_2} - \vec{v}_{n_1} \times \vec{v}_{n_3} - \vec{v}_{n_1} \) is away from the face (the expression direction), the \( n \)th face, \( \vec{v}_{n_1}, \vec{v}_{n_2}, \vec{v}_{n_3} \), can be expressed as follows:

\[
C_n(\text{center of mass}) = \frac{v_{n_1} + v_{n_2} + v_{n_3}}{3} \quad (3)
\]

\[
F_n(x,y,z) = w \times (\text{Area of face}) \times \frac{\vec{C} - P}{\parallel \vec{C} - P \parallel} \cdot \vec{n} \quad (4)
\]

The point \( P(x, y, z) \), where the sum of \( F_n(x,y,z) \) values of all the faces of the target shape is maximum, can be defined as the center position with the highest expressive quality. The weighting value, \( w \), can be added to each face to determine the importance of the face when reconstructing the details while considering visual significance, such as assigning more weights on expressing the eyes and nose than the ears. We apply a gradient ascent algorithm to determine a local maximum value starting from the center of gravity of the target shape as a method to locate \( P \), where the sum of \( F_n(x,y,z) \) becomes the maximum. The gradient function for a specific \( n \)-plane is given as follows:

\[
\nabla F_n(x,y,z) = \left( \frac{\partial F_n}{\partial x}, \frac{\partial F_n}{\partial y}, \frac{\partial F_n}{\partial z} \right) \quad (5)
\]

\[
\frac{\partial F_n}{\partial x} = \frac{\parallel \vec{v}_{n_2} - \vec{v}_{n_1} \times \vec{v}_{n_3} - \vec{v}_{n_1} \parallel}{2} \times \left( \frac{\vec{C} - \vec{P}}{\parallel \vec{C} - \vec{P} \parallel} \cdot \vec{n} \cdot \vec{x} \right) \quad (6)
\]

\[
\frac{\partial F_n}{\partial y} = \frac{\parallel \vec{v}_{n_2} - \vec{v}_{n_1} \times \vec{v}_{n_3} - \vec{v}_{n_1} \parallel}{2} \times \left( \frac{\vec{C} - \vec{P}}{\parallel \vec{C} - \vec{P} \parallel} \cdot \vec{n} \cdot \vec{y} \right) \quad (7)
\]
\[
\frac{\partial F_n}{\partial z} = \left\| v_{n3} - v_{n1} \times v_{n2} \right\| \times \left( \frac{v_{n, z}}{\| C - P \|} - \left( \frac{C \cdot \vec{n}}{\| C - P \|} \right) (z - C \cdot z) \right)
\]  

The overall expressiveness function for \( P(x, y, z) \) can be defined as \( \sum_{i=1}^{n} \nabla F_i(x, y, z) \), which is the sum of the gradient functions for all \( n \) faces. An optimized \( P(x, y, z) \) using the gradient descent algorithm can be obtained by repeating the following equation:

\[
[x_{k+1}, y_{k+1}, z_{k+1}] = [x_k, y_k, z_k] + \lambda \sum_{i=1}^{n} \nabla F_i(x_k, y_k, z_k), \quad (k \geq 0, \lambda \text{ is step size})
\]

We also propose a method for weighing the specific features of a shape to better capture visually significant features. When comparing human faces, the nose and mouth can be more critical in recognizing the face than the ears. If there is an area of the SCD that requires a higher resolution, the weighting value \( w \) can be applied to the center-positioning equation. Figure 9 illustrates the three variations in the center positions and the respective results obtained using the 3D vase model. Considering the aforementioned shape difference, the number one center position that produces the most similar overall shape would be the best choice. However, if one desires to minimize the angles to the normal vector of each surface, considering the bent portion of the surface, the number two center position will be more suitable. Alternatively, if the angled base portion under the porcelain is important for the purpose, the number three center position would be the best option.

![Figure 9](image_url)

**Figure 9.** Example of resultant differences according to the center position. Depending on the surface at which the visual significance feature is located, the center position is changed by assigning an additional weight to the surface.

### 3.3. Shape-Changing Display Hardware Design

This section explains the design and development of SCD hardware to utilize tessellation, shape reconstruction, and optimization, as discussed above. Actuators were attached to each vertex point to create a dynamic SCD with a closed surface. The main points to be addressed in constructing this system are the core design parts that hold the positions and directions of the actuators and the surface design parts for handling the concave shape and wrinkles of the surface.

#### 3.3.1. Guide Core Design

The design guide core of the SCD defines the arrangement of the actuating pins. The proposed SCD based on the spherical coordinate system deforms the shape by pushing and pulling the surface as the actuating points move linearly from the center point. We
propose a core design in which the actuating pins are directly placed on the faces of the guide core. This design allows the actuators to be fixed at each vertex position based on the icosphere model. As shown in Figure 10a, a square hole and four screw holes are drilled at each vertex position based on the $2V$ icosphere model. The pins attached to the actuator were moved through the rectangular holes. The size of the core should be determined by considering the actuation distance, because the actuating pins may collide with the inside of the core (Figure 10b). Figure 10c shows the actuators attached to the core surface.

Figure 10. Design of a core that attaches the actuators directly on the surface; guide core (a), sectional view (b), and guide core with actuators (c).

3.3.2. Surface Design

For a close-surfaced SCD in which the actuating pins are in a 3D arrangement and deformed along different directions, the distances between the actuating points are larger than the distances between the 2D tabletop SCDs. However, despite using a well-stretched screen material, the surface will have wrinkles depending on the direction of the forces it receives. The following three screening methods were considered to reduce the wrinkles caused by tension generated in the screen cloth: (1) pole-based surface, (2) scissor-hinge-based surface, and (3) cross-rod-based surface.

The pole-based surface method directly extrudes the linear actuator to the surface without requiring supporting structures (Figure 11). This method is simple, does not require any additional structures, and is relatively clean when the fabric is small. However, when the size of the fabric increases, under greater tension, the surface becomes concave. In addition, the high tension interferes with the actuators that extrude against the surface.

Figure 11. Lycra screen placed over the poles of radially arranged actuating pins to form a screen: (a) internal hardware and (b) formation of concave shapes due to tension in the screen surface.
The scissor-hinge-based surface method (Figure 12) uses hinges that fold and unfold to maintain the tension of the fabric. In this method, the use of the tensile force of the cloth is limited; therefore, the screen does not droop, and the force applied to the actuator is small. Thus, the display operates in a more stable manner. However, owing to the hinge shape, the display always has a sharp surface, which limits the types of shapes that can be expressed by the SCD.

![Figure 12. Approach to connect the tip of each actuator to a scissor-hinge to maintain the distance between actuating pins: (a) working concept of the scissor-hinge (gray), (b) internal structure with scissor-hinge, and (c) with the Lycra screen.](image)

The cross-rod-based surface method (Figure 13) connects the end points of the actuating pins with cross-rod bridges to ensure that the screen does not curve concavely. Under this method, the surface of the SCD can be maintained as triangles that provide stable expressivity to the SCD. Additionally, the actuator damage and fabric wrinkles caused by tension are reduced. Therefore, the cross-rod bridges of the third method were applied to the internal structure of the SCD.

![Figure 13. Design with cross-rod that prevents the curvature of the screen by maintaining a straight line between actuating pins: (a) concept of driving a cross-rod bridge (gray), (b) internal structure with the cross-rod bridge, and (c) with Lycra screen.](image)
4. Results and Discussion

This section presents a detailed account of the design of the SCD system, including the hardware components and software developments, along with the results of the validation experiment conducted to test the robustness of the proposed system.

4.1. Shape-Changing Display Blueprint

We designed and built SCD hardware by utilizing the tessellation, shape reconstruction, and optimization discussed above. To test the idea of the proposed SCD being constructed and utilized, a 2V icosphere, the simplest close-surfaced SCD, with a high dynamic range was selected as the first working prototype.

4.1.1. Linear Actuating Pins

The proposed SCD used 41 actuating pins, comprising 41 MG90 servo motors. The MG90 model has a 0.25 kg/mm stall torque with a 6V icosphere, and each actuator in the system produces a force of 5.45 N. The SCD with 41 actuators presents an optimal dynamic range with market-available servo motors, owing to their sizes. The actuators must be controlled without impairing the shape of the topological sphere. Therefore, small-sized servo motors (21.5 × 11.8 × 22.7 mm) were used. Moreover, 45 mm-diameter spur gears, 100-mm rack gears, and other supporting parts were created using a 3D printer to manufacture 70-mm linear actuators with motors that could rotate at 180° (see Figure 14a).

4.1.2. Guide Core

The SCD is based on a geodesic spherical shape and is constructed such that each actuator can be arranged radially along the vertices of a 2V icosphere. To manufacture its components precisely, it is modeled using 3ds Max, as shown in Figure 14b, and the core (18 cm in diameter) is manufactured with a 3D printer (3D Systems—ProX800).

4.1.3. Motor Controller

To control the 41 servo actuators of the SCD, an open-source Arduino microcontroller board was used. An Arduino Uno model with an ATmega 328P-PU chip is used, and three Adafruit 16-channel pulse width modulation/servo shields are connected in parallel.
to control a maximum of 48 motors, as shown in Figure 14c. Depending on the pressure applied, the MG90 model consumes a maximum power of 5 W, which is supplied using a 300 W external power source.

4.1.4. Stretchable Surface

After assembling the hardware, the SCD was wrapped in a stretchable fabric to create a closed surface. The inter-vertex distance was approximately 1.5 times larger at the SCD’s maximum shape, in comparison to that at its minimum. Therefore, a highly elastic material that can easily stretch up to 150% of its original length while maintaining an appropriate tension is required. Moreover, a material with a cross-tape pattern was used to ensure that the direction of tension did not affect elasticity. In this implementation, a thin, white, two-way stretchable fabric consisting of 25% spandex and 75% nylon was used.

4.1.5. Discussion

The SCD hardware presented a fast response time and high dynamic range for use as a real-time prototyping tool. The SCD reconstructs digital objects into physical objects within seconds. The actuator can move a surface distance of 18–26 cm from the center of the guide core in 0.24 s. The SCD hardware with a $2V$ icosphere can expand its volume from 25 to 74 L. The SCD has advantages of the static form, as well as in dynamic motion representation. However, despite the fast response time and high dynamic range, the $2V$ icosphere-based SCD has limitations in reconstructing high-resolution shapes. Apparently, implementing a higher icosphere can significantly enhance the accuracy and resolution of the shapes reconstructed with the SCD. To test the quality of the shape reconstruction depending on the icosphere and center positioning, we conducted two validation experiments.

4.2. Validation Experiments

The validation experiments aimed to test the effectiveness of the proposed SCD for real-time prototyping. Two experiments were conducted to assess the capacity of the proposed system. The first experiment examined the resolution robustness depending on the $nV$ icosahedrons. The second experiment tested the expressiveness of the different shape reconstruction methods.

4.2.1. Experiment 1: SCD Shape Difference Measurements

To test the SCD concept’s proof as a real-time physical prototyping tool, we tested the robustness of the $2V$ icosphere SCD in reconstructing a digital 3D model in a physical environment, and a shape-difference measurement comparison was conducted between the two. A comparison between the target shape and SCD with Lycra (Table 1) was performed to identify how the digital configuration of the SCD (number of actuating pins, their directions, and movable distances) could physically represent the target shape. An industrial 3D scanner (Artec Space Spider) was used to convert the shapes reconstructed by the physical SCD model. The scanner read the physical model at 7.5 fps with a point accuracy of 0.05 mm. The experimental results reveal that the SCD with Lycra accurately reconstructed the target shapes (Table 1: A = 0.06, B = 0.035, C = 0.144).

4.2.2. Experiment 2: Shape Resolution Robustness

In the first experiment, the resolution robustness, which depends on the $nV$ icosahedron, was tested. The human head model was used in the experiment because it is known to be one of the most sophisticated shapes. We reconstructed the head model using four different types of icosahedrons ($2V$, $4V$, $8V$, and $16V$ icospheres). The 3D models used for the shape difference measurements were reconstructed using identical center-positioning methods. As illustrated in Table 2, the number of vertices significantly influences the resolution of the SCD at a particular level. The resolution of the SCD significantly improved as $nV$ increased to $8V$ (shape difference compared to the ground truth: $2V = 0.592$, $4V = 0.302$, and $8V = 0.224$). The SCD with the $16V$ icosphere had the highest resolution; however, its
shape difference compared to the ground truth was not significantly different from that of 8V (0.173).

Table 1. Resolution of SCD depending on the nV Icosahedron.

| Target Shapes | (A) | (B) | (C) |
|---------------|-----|-----|-----|
| 3D-Scanned SCD Constructing the Target Shape | ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) |
| Shape Difference Value | 0.060 | 0.035 | 0.144 |

Table 2. Resolution of SCD depending on the nV Icosahedron.

| Ground Truth | Right-Quarter View | Front View | Left-Quarter View |
|--------------|--------------------|------------|------------------|
| 2V Icosphere | ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) |
| Vertex: 42 | Edge: 120 | Face: 80 | Shape Difference = 0.592 |
| 4V Icosphere | ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) |
| Vertex: 162 | Edge: 480 | Face: 320 | Shape Difference = 0.302 |
| 8V Icosphere | ![Image](image10.png) | ![Image](image11.png) | ![Image](image12.png) |
| Vertex: 642 | Edge: 1920 | Face: 1280 | Shape Difference = 0.224 |
| 16V Icosphere | ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) |
| Vertex: 2562 | Edge: 7680 | Face: 5120 | Shape Difference = 0.173 |
Based on the validation results of the resolution robustness, a higher $nV$ icosahedron apparently leads to a more robust shape reconstruction with additional actuators. When considering the cost of the actuators, the $8V$ icosahedron (with 642 actuators) is more cost effective than the $16V$ icosahedron (with 2562 actuators). Thus, we conducted a second experiment to test the shape expressiveness of the SCD with the $8V$ icosphere, according to the various center-positioning methods.

4.2.3. Experiment 3: Shape Reconstruction Expressiveness

In the second experiment, seven objects were reconstructed with an $8V$ icosphere and compared to the ground truth digital models based on the shape difference calculation presented in Section 3.2. As shown in Table 3, the seven objects were reconstructed with the following five different center-positioning methods: (1) mean, (2) center-weight, (3–4) center positioning (fewer and more iterations), and (5) additional weight. The center-weight method appeared to afford sharp-pointed, high-resolution shapes, despite being viewed with the naked eye. To evaluate this more quantitatively, the shape difference for each model was calculated by dividing the volume difference with the target shape volume and displaying it below each reconstructed image. A negligible difference was observed between the models; however, the model reconstructed using the center-weight method had significantly fewer shape differences than those reconstructed using the mean-based 3D reconstruction method (paired $t$ test: $M = -0.042; t = -6.095; p < 0.001$).

| Ground Truth | Mean | Center-Weight | Center Positioning (Fewer Iterations) | Center Positioning (More Iterations) | Additional Weight |
|--------------|------|---------------|---------------------------------------|--------------------------------------|------------------|
| Bumpy Cube   | 0.065| 0.035         |                                       |                                      |                  |
| Shape Difference (1/ original volume) | | | | | |
| Rabbit       | 0.150| 0.105         | 0.111                                | 0.118                                | 0.107            |
| Cow          | 0.219| 0.147         | 0.148                                | 0.158                                | 0.151            |
| Face         | 0.057| 0.038         | 0.036                                | 0.036                                | 0.052            |
4.2.3. Experiment 3: Shape Reconstruction Expressiveness

In the second experiment, seven objects were reconstructed with an 8V icsophre and compared to the ground truth digital models based on the shape difference calculation presented in Section 3.2. As shown in Table 3, the seven objects were reconstructed with the following five different center-positioning methods: (1) mean, (2) center-weight, (3–4) center positioning (fewer and more iterations), and (5) additional weight. The center-weight method appeared to afford sharp-pointed, high-resolution shapes, despite being viewed with the naked eye. To evaluate this more quantitatively, the shape difference for each model was calculated by dividing the volume difference with the target shape volume and displaying it below each reconstructed image. A negligible difference was observed between the models; however, the model reconstructed using the center-weight method had significantly fewer shape differences than those reconstructed using the mean-based 3D reconstruction method (paired t-test: $M = -0.042; t = -6.095; p < 0.001$).

### Table 3. Cont.

| Ground Truth | Mean   | Center-Weight (Fewer Iterations) | Center-Weight (More Iterations) | Additional Weight |
|--------------|--------|----------------------------------|---------------------------------|-------------------|
| Chair        | 0.083  | 0.057                            | 0.078                           | 0.076             | 0.054             |
| Car          | 0.140  | 0.092                            | 0.091                           | 0.091             | 0.091             |
| Building     | 0.161  | 0.110                            | 0.110                           | 0.110             | 0.110             |

4.2.4. Discussion

The results of the center-positioning algorithm demonstrate that expressiveness can be changed by implementing visual significance. The visual significance of an object’s recognition can influence the expressiveness of the SCD. Better expressive quality can be achieved by providing visually significant features of the objects for additional weight-centering methods. For example, facial components, such as the nose, eyes, and lips, can be more significant expressors of the face than its overall shape. In this case, the proposed center-positioning algorithm moved the center points slightly closer to the visually significant features, using the method indicated in Section 3.2.2, to refine the density of the actuating vertices. As shown in Figure 15, the actuating vertex density on the surface varied depending on the location of the center position. The advantage of the dense actuating vertex is its robust SCD expressiveness of complicated surfaces, such as with the Sydney Opera House. By adding additional weights to the sail of the opera house, the center position changed and thus, the concave shape was better represented (Figure 15). In the face model presented in Table 3, the shapes of the nose and mouth in the additional weight results are clearer than those in the center-weight results. Because the center-positioning algorithm provides an optimization process for surface expressions, the shape difference can be increased. When the value of the model and the gradient function after the first iteration showing the largest change is sufficiently small (the maximum vertex length is $1/200$), $\lambda$ (step size) is 0.1, and all six models, except for the uneven cube, are created within 8–12 iterations. The bumpy cube model is symmetric; therefore, its position does not change, even when the center-positioning algorithm is rotated.
Figure 15. Comparison of actuating vertex density of the Sydney Opera House constructed using two different center positions (a,b).

Here, as described in Section 4.1, a 2V icosphere SCD was implemented to demonstrate the practical feasibility and accuracy of 3D model reconstruction. We also confirmed the efficiency and effectiveness of the 8V-resolution SCD. To produce an 8V SCD, refer to Section 4.1.3; we redesigned the guide core to 8V, and an actuator appropriate for it was required. For an ideal 8V SCD design, an actuator with the smallest possible size had to be used. Using Maxon RE13, one of the currently available universal motors, it was possible to design an actuator with an attachment surface area of 900 mm$^2$ or less by arranging the shaft axis in a radial direction (the motor took about 200 mm$^2$). If the radius, $r$, of the actuator installation space was set at 17 mm using Equation (2), as proposed in Section 3.1, the radius of the smallest 8V SCD that could be manufactured would be approximately 226 mm. Considering the moving distance of the actuating pin, the approximate minimum and maximum diameters of the 8V SCD that could be manufactured were 600 and 1000 mm, respectively.

5. Conclusions

In this study, we introduced a closed, surface-based SCD for real-time prototyping. Accordingly, novel algorithms were developed to optimize shape reconstruction and to determine the ideal number and placement of the actuating pins to ensure a robust expression of shapes through the physical device. Validation experiments were conducted to identify the resolution robustness and shape reconstruction expressiveness displayed using the proposed SCD. The results demonstrated that the proposed method can accurately reconstruct an optimized shape. The simulations also revealed that complex organic shapes (rabbits and human faces) and man-made shapes (chairs, cars, and buildings) can be accurately reconstructed by using a closed, surface-based SCD with an optimized number of actuators. Although we used high-fidelity 3D digital models for the validation experiments, the proposed SCD can accommodate 3D models with various levels of detail.

The contribution of this study is two-fold. Academically, to the best of our knowledge, this is the first study on real-time prototyping using a closed, surface-based SCD that can accurately and instantly create physical reconstructions of digital 3D models. Unlike traditional tabletop SCDs, the proposed method requires solutions of various novel practical problems, such as 3D reconstruction optimization, platform architecture, surface tension, placement rules for actuators, new actuator designs, and interaction software. Our work contributes to the solutions of these problems by proposing a novel shape reconstruction algorithm that can be used even when the type and number of actuators are changed. Thus, we propose a complete component for designing a closed, surface-based SCD for real-time prototyping. The proposed method can be used as a foundation to aid the design...
The real-time shape changing quality of the SCD allows designers to immediately check a prototype from multiple viewpoints, thereby enabling them to communicate and provide more effective feedback.

Developing a more robust SCD requires further research. First, a novel actuator design that can expand the impact of SCDs is required. Currently, actuating pins are connected to gears that occupy a large volume. Thus, the minimization of these actuators can significantly improve the resolution of the display. Additionally, creating a modular SCD would improve the robustness of the 3D model expressions. For example, if we were to assemble more than one SCD, we could reconstruct more dynamic shapes with the display because there would be more than one actuation core. Second, if augmented reality with a head-mounted display was to be adopted for the SCD, the Lycra would not be required. Thus, users could better evaluate design concepts through real-time prototyping by touching and seeing the model. The proposed methods can be used in diverse industries, including architecture, product design, furniture design, and other fields that require 3D prototypes for design evaluations.
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