Analysis of Low-Density Parity-Check Codes over Finite Integer Rings for the Lee Channel
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Abstract—We study the performance of nonbinary low-density parity-check (LDPC) codes over finite integer rings over two channels that arise from the Lee metric. The first channel is a discrete memory-less channel (DMC) matched to the Lee metric. The second channel adds to each codeword an error vector of constant Lee weight, where the error vector is picked uniformly at random from the set of vectors of constant Lee weight. It is shown that the marginal conditional distributions of the two channels coincide, in the limit of large block length. Random coding union bounds on the block error probability are derived for both channels. Moreover, the performance of selected LDPC code ensembles is analyzed by means of density evolution and finite-length simulations, with belief propagation decoding and with a low-complexity symbol message passing algorithm and it is compared to the derived bounds.

I. INTRODUCTION

The construction of channel codes for the Lee metric [1], [2] attracted some attention in the past [3]–[7]. Currently, codes for the Lee metric are considered for cryptographic applications [8], [9] thanks to their potential in decreasing the public key size in code-based public-key cryptosystems. Furthermore, codes for the Lee metric have potential applications in the context of magnetic [10] and DNA [11] storage systems.

In this paper, we analyze the performance of certain code classes in the context of Lee metric decoding. In particular, we consider two channel models. The first model is a discrete memory-less channel (DMC) matched to the Lee metric [6], [12], i.e., the DMC whose maximum likelihood (ML) decoding rule reduces to finding the codeword at minimum Lee distance from the channel output. The second model is a channel that adds to each codeword an error vector of constant Lee weight, where the error vector is picked uniformly at random from the set of length-\(n\) vectors of constant Lee weight (here, \(n\) is the block length). The first model will be referred to as the Lee channel, whereas the second model will be dubbed constant-weight Lee channel. It will be shown that the marginal conditional distribution of the constant-weight Lee channel reduces to the conditional distribution of a suitably-defined (memory-less) Lee channel, as \(n\) grows large. Random coding bounds are derived for both channels, providing a finite-length performance benchmark to evaluate the block error probability of practical coding schemes. We then study the performance of nonbinary low-density parity-check (LDPC) codes [13] over finite rings [14], in the context of Lee-metric decoding. The codes will be analyzed, from a code ensemble viewpoint, via density evolution. Two decoding algorithms will be considered, namely the well-known (nonbinary) belief propagation (BP) algorithm [14], [15] and the recently-introduced low-complexity symbol message-passing (SMP) algorithm [16], where the latter will be adapted to the Lee channel (the SMP was originally defined for qary symmetric channels only). We will compare the performance of the two decoding algorithms to the Lee Symbol Flipping (LSF) presented in [17, Algorithm 2] for LDPC Codes in the Lee metric. The SMP decoding algorithm, thanks to its low complexity, is of practical interest for code-based cryptosystems [17]. To simplify the exposition, the analysis will be limited to regular LDPC code ensembles (that are mainly considered for code-based cryptography). The extension of the analysis to irregular and protograph-based LDPC code ensembles is straightforward. Finite-length simulation results will be provided for both the Lee and the constant-weight Lee channels, and will be compared with finite-length benchmarks.

The paper is organized as follows. Section II provides some definitions and useful results. The channel models are introduced in Section III, together with finite-length performance bounds. In Section IV we analyse the performance of LDPC codes over Lee channels. Conclusions follow in Section V.

II. PRELIMINARIES

Let \(\mathbb{Z}_q\) be the ring of integers modulo \(q\). In the following, all logarithms are in the natural base. The set of units of a ring \(\mathbb{Z}_q\) is indicated by \(\mathbb{Z}_q^\times\). We denote random variables by uppercase letters, and their realizations with lower case letters. Moreover, we use the shorthand \([x]^+\) to denote \(\max(0,x)\).

The Lee weight [2] of a scalar \(a \in \mathbb{Z}_q\) is

\[
\text{wt}_L(a) := \min(a, q - a).
\]

The Lee weight of a vector \(x \in \mathbb{Z}_q^n\) is defined to be the sum of the Lee weights of its elements, i.e.,

\[
\text{wt}_L(x) = \sum_{i=1}^n \text{wt}_L(x_i).
\]
Note that the Lee weight of an element \( a \in \mathbb{Z}_q \) is upper bounded by \( \lfloor q/2 \rfloor \). Hence, the Lee weight of a length-\( n \) vector \( x \) over \( \mathbb{Z}_q \) is upper bounded by \( n \cdot \lfloor q/2 \rfloor \). To simplify the notation, we will always denote \( r := \lfloor q/2 \rfloor \). We have that
\[
\text{wt}_l(a) = \text{wt}_l(q - a) \text{ for every } a \in \{1, \ldots, r\}.
\]
The Lee distance of two scalars \( a, b \in \mathbb{Z}_q \) is \( d_L(a, b) := \text{wt}_l(a - b) \). The Lee distance between \( x, y \in \mathbb{Z}_q^n \) is
\[
d_L(x, y) = \sum_{i=1}^{n} d_L(x_i, y_i).
\]

A. Low-Density Parity-Check Codes over Finite Integer Rings

We will consider \((n, k)\) linear block codes over \( \mathbb{Z}_q \) and we denote by \( R = k/n \) the code rate. An \((n, k)\) LDPC code over \( \mathbb{Z}_q \) [14] is defined by a \( m \times n \) sparse matrix \( H \), which can be described via a bipartite graph \( G \) consisting of a set of \( n \) variable nodes (VNs) \( \{v_0, v_1, \ldots, v_{n-1}\} \) and a set of \( m \) check nodes (CNs) \( \{c_0, c_1, \ldots, c_{m-1}\} \) where the VN \( v_j \) is connected with an edge to the CN \( c_i \) if and only if the entry \( h_{i,j} \) in \( H \) is nonzero. The degree of a node refers to the number of edges that are connected to the node. The neighbors of a VN \( v \) is the set \( \mathcal{N}(v) \) composed by CNs that are connected to \( v \) by an edge. Similarly, the neighbors of a CN \( c \) is the set \( \mathcal{N}(c) \) composed by VNs that are connected to \( c \) by an edge. We denote by \( \mathcal{G}_{n,v,c} \) the unstructured regular (length-\( n \)) LDPC code ensemble, i.e., the set of codes defined by an \( m \times n \) matrix \( H \) whose bipartite graph possesses constant VN degree \( v \) and constant CN degree \( c \). We denote the ensemble design rate as \( R_0 = 1 - m/n \). When sampling an LDPC code from the given ensemble, we assume the nonzero entries drawn independently and uniformly from \( \mathbb{Z}_q^* \) as proposed in [14].

B. Useful Results and Definitions

Letting \( a_n \) and \( b_n \neq 0 \) be two real-valued sequences, we say that \( a_n \) and \( b_n \) are exponentially equivalent as \( n \to \infty \), writing \( a_n \sim b_n \) if and only if [18, Ch. 3.3]
\[
\lim_{n \to \infty} \frac{1}{n} \log \left( \frac{a_n}{b_n} \right) = 0.
\]

We denote by \( f(x) = (f_0(x), f_1(x), \ldots, f_q-1(x)) \) the composition (i.e., empirical distribution) of a vector \( x \in \mathbb{Z}_q^n \), i.e., \( f_i \) is the relative frequency of \( i \) in \( x \). We introduce the set
\[
\mathcal{S}^{n}_{n\delta} := \{ x \mid x \in \mathbb{Z}_q^n, \text{wt}_l(x) = n\delta \}.
\]
Here, \( \mathcal{S}^{n}_{n\delta} \) defines the surface of radius-\( n\delta \) \( n \)-dimensional Lee sphere. The set of vectors in \( \mathbb{Z}_q^n \) with composition \( \phi \) is
\[
\mathcal{T}^n_\phi := \{ x \mid x \in \mathbb{Z}_q^n, f(x) = \phi \}.
\]
We have that [18, Ch. 11.1]
\[
|\mathcal{T}^n_\phi| = \exp(nH_c(\phi))
\]
where
\[
H_{c}(\phi) := - \sum_{i=0, \phi_i \neq 0}^{q-1} \phi_i \log \phi_i.
\]

III. The Lee Channel

For \( x, y, e \in \mathbb{Z}_q^n \) consider the DMC
\[
y = x + e
\]
where \( y \) is the channel output, \( x \) the channel input, and \( e \) is an additive error term. More specifically, we restrict to the case where \( e \) is a realization of a random variable (RV) \( E \), distributed as \( P_E(e) \propto \exp(-\beta \text{wt}_l(e)) \), where \( \beta > 0 \) is a constant that defines (together with the alphabet) the channel. Defining the normalization constant
\[
Z(\beta) := \sum_{e=0}^{q-1} \exp(-\beta \text{wt}_l(e))
\]
we get the channel law
\[
P_{y|x}(y|x) = \frac{1}{Z} \exp(-\beta d_l(x, y)).
\]
We refer next to the channel defined in (4) as the Lee channel. We denote the expectation of \( \text{wt}_l(E) \) as \( \delta \), given by [19]
\[
\delta = - \frac{d \log Z(\beta)}{d \beta}.
\]

Our interest in (4) stems from two observations:

i. The channel defined in (4) is the DMC matched to the Lee metric [6], [12], i.e., the channel whose ML decoding rule reduces to finding the codeword \( x \in C \) that minimizes the Lee distance from the channel output \( y \);

ii. The conditional distribution (4) arises (in the limit of large \( n \)) as the marginal distribution of a channel (in the following, referred to as an constant-weight Lee channel) adding to the transmitted codeword an error pattern drawn uniformly at random from a set of vectors of constant Lee weight. This is especially interesting for code-based public-key cryptosystems in the Lee metric [8].

A derivation of the result in ii. is given next.

A. Marginal Distribution of Constant-Weight Lee Channels

Consider a constant-weight Lee channel
\[
y = x + e
\]
with \( y, x, e \in \mathbb{Z}_q^n \), and where \( e \) is drawn, with uniform probability, from the set \( \mathcal{S}^{n}_{n\delta} \). We have \( P_E(e) = |\mathcal{S}^{n}_{n\delta}|^{-1} \) for all \( e \in \mathcal{S}^{n}_{n\delta} \), with \( P_E(e) = 0 \) otherwise. We are interested the marginal distribution \( P_E(e) \) in the limit for \( n \to \infty \). The marginal distribution plays an important role, for instance, in the initialization of iterative decoders of LDPC codes, when used over constant-weight Lee channels [17]. While the focus here is in the asymptotic (in the block length \( n \)) case, the derived marginal distribution provides an excellent approximation of the true marginal down to moderate-length blocks (\( n \) in the order of a few hundreds). The derivation follows by seeking the composition that dominates the set \( \mathcal{S}^{n}_{n\delta} \). More specifically, we should look for the empirical distribution \( \phi \) that maximizes the cardinality of \( \mathcal{T}^n_\phi \) under the constraint
\[
\sum_{i=0}^{q-1} \text{wt}_l(i)\phi_i = \delta.
\]
The task is closely related to the problem, in statistical mechanics, of finding the distribution of a systems state by relating it to that states energy and temperature [20], [21]. Owing to (1), and taking the limit for \( n \to \infty \), we will look for the empirical distribution maximizing the entropy (2) under the constraint (6) [18, Ch. 12], i.e.

\[
\phi^* = \arg \max \mathcal{H}_c(\phi)
\]

with \( \sum_{i=0}^{n-1} wt_c(i) \phi_i = \delta \). By introducing the Lagrange multiplier \( \beta \), we aim at finding the maximum in \( \phi \) of

\[
f(\phi, \beta) := \mathcal{H}_c(\phi) - \beta \left( \sum_{i=0}^{n-1} wt_c(i) \phi_i - \delta \right).
\]

The result yields the distribution

\[
\phi^*_i = \frac{1}{Z} \exp \left( -\beta wt_c(i) \right)
\]

with \( Z \) given in (3) and \( \beta \) obtained by enforcing the condition (6) (i.e., by solving (5) in \( \beta \)). The distribution (7) is closely related to the Boltzmann distribution [18], [20], which may be recovered by interpreting the Lee weight \( wt_c(i) \) as an energy value. Notably, when drawing \( e \) with uniform probability from the set \( S_n^{\delta} \), \( e \) will possess an empirical distribution close to \( \phi^* \) with high probability as \( n \) grows large. The result follows by the conditional limit theorem [18, Theorem 11.6.2].

B. Bounds on the Block Error Probability

Note the natural entropy of a random variable distributed according to \( \phi^* \) with mean \( \delta \), \( \mathcal{H}_c(\phi^*) \), as \( \mathcal{H}_\delta \). Moreover, let

\[
\delta_q := \begin{cases} (q^2 - 1)/4q & \text{if } q \text{ is odd} \\ q/4 & \text{if } q \text{ is even} \end{cases}
\]

and the function

\[
\mathcal{H}_\delta^+ := \begin{cases} \mathcal{H}_\delta & \text{if } \delta \leq \delta_q \\ \log q & \text{otherwise}. \end{cases}
\]

The following theorem establishes a random coding union (RCU) bound, providing an upper bound on the error probability, \( P_B(C) \), achievable by the best \((n, nR)\) code \( C \) on \( \mathbb{Z}_q \) over a constant-weight Lee channel with normalized error vector weight equal to \( \delta \).

**Theorem 1.** The expected error probability of a random \((n, nR)\) code \( C \) on \( \mathbb{Z}_q \) when used to communicate over a constant-weight Lee channel with normalized weight of the error vector equal to \( \delta \) satisfies

\[
\mathbb{E} [P_B(C)] < \exp \left( -n \left[ (1 - R) \log q - \mathcal{H}_\delta^+ \right]^+ \right).
\]

**Proof.** The proof of Theorem 1 is based on [22, Theorem 16], where for the evaluation of the pair-wise error probability we determine the probability of generating a random codeword that lies within a Lee sphere of radius \( n\delta \). By noticing that the volume of such a sphere is tightly upper bounded by \( \exp(n\mathcal{H}_\delta^+) \), the result follows.

Note that the bound provided in Theorem 1 can easily be extended to the memoryless Lee channel by averaging over the distribution of the Lee weight \( D \) of the error pattern, yielding the following corollary.

**Corollary 1.** The expected error probability of a random \((n, nR)\) code \( C \) on \( \mathbb{Z}_q \) when used to communicate over a memoryless Lee channel with parameter \( \delta \) satisfies

\[
\mathbb{E} [P_B(C)] < \mathbb{E} \left[ \exp \left( -n \left[ (1 - R) \log q - \mathcal{H}_\delta^+ \right]^+ \right) \right].
\]

IV. LDPC CODES: ANALYSIS OVER THE LEE CHANNEL

We review first two message-passing decoders for nonbinary LDPC codes, i.e., the well-known BP algorithm [14], [15] and the SMP algorithm introduced in [16]. We then analyze the performance achievable by the two algorithms in an asymptotic setting (via density evolution (DE) analysis) and at finite block length (via Monte Carlo simulations).

A. Message-Passing Decoders

1) **Belief Propagation Decoding:** We now consider first BP decoding of nonbinary LDPC codes defined on rings. The decoding algorithm is outlined below.

1) **Initialization.** Define the likelihood at VN by \( m_{\text{ch}} := \{ P_{Y|X}(y \mid 0), \ldots, P_{Y|X}(y \mid q - 1) \} \), i.e., \( m_{\text{ch}} \) is the probability mass function (PMF) associated with the channel observation for the VN \( v \). Let \( \Pi_{c,v} \) be the permutation matrix induced by the parity-check matrix element \( h_{c,v} \) (associated with the edge between CN \( c \) and VN \( v \)). In the first iteration, each VN \( v \) sends to all \( c \in \mathcal{N}(v) \) the message

\[
m_{v \to c} = m_{\text{ch}} \Pi_{c,v}
\]

2) **CN-to-VN step.** Let \( \odot \) denote the circular convolution of the PMFs. Then, each CN \( c \) computes

\[
u = \odot \left( \bigoplus_{v \in \mathcal{N}(c) \setminus \{c\}} m_{v \to c} \Pi_{c,v} \right)
\]

Given the \((q \times q)\) inverse permutation matrix, \( \Pi_{v,c}^{-1} \), associated with \( h_{c,v}^{-1} \) the CN-to-VN message is then

\[
m_{c \to v} = u \cdot \Pi_{v,c}^{-1}
\]

3) **VN-to-CN step.** We denote by \( \odot \) the element-wise (or Schur) product of the PMFs, and by \( K \) a normalization constant enforcing \( \sum_{i=0}^{q-1} v_i = 1 \). Each VN \( v \) then computes

\[
v = K \odot m_{c \to v}
\]

and then sends to its neighboring CN \( c \) the message

\[
m_{v \to c} = v \cdot \Pi_{c,v}.
\]

4) **Final decision.** After iterating steps 2 and 3 at most \( \ell_{\max} \) times, the final decision at each VN \( v \) is

\[
\hat{v} = \arg \max_{x \in \mathbb{Z}_q} \{ v_{\text{app}} \}
\]

where

\[
v_{\text{app}} = \odot \left( \bigoplus_{c \in \mathcal{N}(v)} m_{c \to v} \right)
\]
2) Symbol Message Passing (SMP) Decoding: Under SMP decoding each message exchanged by a VN/CN pair is a symbol, i.e., an hard estimate of the codeword symbol associated with the VN. Thanks to this, SMP allows remarkable savings in the internal decoder data flow, compared to BP decoding. Following the principle outlined in [23], the messages from CNs to VNs are modeled as observations at the output a q-ary input, q-ary output DMC. By doing so, the messages at the input of each VN can be combined by multiplying the respective likelihoods (or by summing the respective log-likelihoods).

Given a DMC \( P_{Y|X}(y|x) \) and a channel output \( y \in \mathbb{Z}_q \), we define the log-likelihood vector (L-vector)

\[
L(y) := (L_0(y), L_1(y), \ldots, L_{q-1}(y))
\]

where \( L_x(y) = \log (P_{Y|X}(y \mid x)) \).

1) Initialization. Each VN \( v \) sends the corresponding Lee channel observation \( m_{v \rightarrow c} = y \) to all \( c \in \mathcal{N}(v) \).

2) CN-to-VN step. Each CN \( c \) computes

\[
m_{c \rightarrow v} = h_{c \rightarrow v}^{-1} \sum_{v' \in \mathcal{N}(c) \setminus \{v\}} h_{c,v'} m_{v' \rightarrow c}.
\]

3) VN-to-CN step. Define the aggregated extrinsic L-vector

\[
E = L(y) + \sum_{c' \in \mathcal{N}(v) \setminus \{c\}} L(m_{c' \rightarrow v}).
\]

Under the q-ary symmetric channel (q-SC) approximation, each extrinsic channel from CN \( c' \) to VN \( v \) is modeled according to

\[
P_{M|X}(m|x) = \begin{cases} 
1 - \xi & \text{if } m = x \\
\xi/(q-1) & \text{otherwise}
\end{cases}
\]

where, for the sake of computing \( L(m_{c' \rightarrow v}) \), the iteration-dependent extrinsic channel error probability \( \xi \) can be obtained from the DE analysis (as described in the Section IV-C1). Then the VN-to-CN messages are

\[
m_{v \rightarrow c} = \arg \max_{x \in \mathbb{Z}_q} E_{v,x}.
\]

4) Final decision. After iterating steps 2 and 3 at most \( \ell_{\text{max}} \) times, the final decision at each VN \( v \) is

\[
\hat{x} = \arg \max_{x \in \mathbb{Z}_q} L_{\text{FIN}}(x)
\]

where

\[
L_{\text{FIN}} = L(m_{ch}) + \sum_{c \in \mathcal{N}(v)} L(m_{c \rightarrow v}).
\]

B. The qSC-Assumption

The choice of the DMC used to model the extrinsic channel plays a crucial role for the performance of the SMP algorithm. In [23], for the case of binary message-passing (BMP) decoding, it was suggested to model the VN inbound messages as observations of a binary symmetric channel (BSC), whose transition probability was estimated by DE analysis. The approach was generalized in [16] for SMP, where the VN inbound messages are modelled as observations of a q-SC.

We will also model the extrinsic channel as a q-SC defined in (9), although in our setting the model holds only in an approximate sense. The use of the q-SC approximation is particularly useful from a practical viewpoint since it simplifies the VN processing in SMP decoding. Note moreover that for LDPC codes over finite fields, the extrinsic channel transition probabilities, averaged over a uniform distribution of nonzero elements in the parity-check matrix, yield a q-SC [16].

For the case of \( \mathbb{Z}_q \) where \( q \) is non-prime, the average extrinsic channel transition probabilities do not describe a q-SC. Nevertheless, if the units \( x \in \mathbb{Z}_q^* \) are used to label the graph edges with uniform probability, we expect that for an integer ring consisting of relatively many units the q-SC approximation should turn to be accurate. To provide some empirical evidence of this conjecture, we adopt the methodology used in [24] to support the use of the Gaussian approximation in the DE analysis of BP decoding of binary LDPC codes. In particular, we show numerically that the total variation (TV) distance between the extrinsic channel distribution and the q-SC is generally small, and it vanishes with the number of iterations. The TV distance of two probability distributions \( P \) and \( Q \) over the same discrete alphabet \( \mathcal{X} \) is defined as [25, Proposition 4.2]

\[
TV(P, Q) := \frac{1}{2} \sum_{x \in \mathcal{X}} |P(x) - Q(x)|.
\]

In Figure 1 and 2 we show for \( \mathbb{Z}_8 \), \( \mathbb{Z}_9 \) and \( \mathbb{Z}_{12} \), that the TV indeed tends to zero when performing Monte Carlo simulations for different numbers of iterations of the SMP decoder for some choices of \( \delta \) and different regular LDPC code ensembles. Iterative decoding thresholds of some regular nonbinary LDPC code ensembles can be found in Table I. We have chosen these three finite integer rings to cover different cases for the relative number of unit elements, i.e. the fraction of units \( U_q \) in \( \mathbb{Z}_q \) are \( U_8 = 1/2 \), \( U_9 = 2/3 \) and \( U_{12} = 1/3 \). The figures support the statement that, for integer rings with relatively few unit elements, the approximation is less accurate in the first iterations. Note that the first few iterations play an important role in determining the iterative decoding threshold.

C. Density Evolution Analysis

We analyze next the performance of regular LDPC code ensembles on \( \mathbb{Z}_q \), over the Lee channel, from a DE viewpoint. In particular, we estimate the iterative decoding threshold over the Lee channel (4) under BP and SMP decoding. The iterative decoding threshold \( \delta^* \) is the largest value of the channel parameter \( \delta \) (5) for which, in the limit of large \( n \) and large \( \ell_{\text{max}} \), the symbol error probability of code picked randomly from the ensemble becomes vanishing small [26]. For BP decoding, we resort to the Monte Carlo method (MCM), while for SMP decoding the analysis is outlined next.

1) Density Evolution Analysis for SMP: The DE analysis for SMP plays a two-fold role: it allows to estimate the decoding threshold \( \delta_{\text{gap}}^* \) and it provides estimates for the error probabilities \( \xi \) of the extrinsic q-SC which have to be used by the decoder in (8), (10). We now briefly sketch the
The results, provided in terms of block error rates for \((3, 6)\) regular nonbinary LDPC codes of length 256 symbols, are obtained via Monte Carlo simulations. The codes parity-check matrices have been designed via the progressive edge growth (PEG) algorithm [27], with the nonzero coefficients drawn independently and uniformly in \(\mathbb{Z}_q^*\). For the constant-weight Lee channel, the error vectors are drawn uniformly at random from the set of vectors with a given weight. For the case of the (memoryless) Lee channel, we computed a finite-length performance benchmark via the normal approximation of [22].

Figure 3, shows the block error probability over memoryless Lee channels. The impact of the order \(q\) on the achievable performance is well captured by the RCU bounds. In particular, for a given target block error rate, a larger average normalized Lee weight \(\delta\) can be supported for larger \(q\). The result applies to the performance of the \((3, 6)\) LDPC codes as well, under both BP and SMP decoding, with one key exception: while under BP decoding a small gain is achieved by moving from \(Z_7^*\) to \(Z_8^*\), under SMP decoding no performance gain is observed. The reason for this could lay in the \(q\)-SC assumption (9) used by the SMP decoder, which holds only in an approximate sense for the case of non-prime rings. The effect is visible over the constant-weight Lee channel too, as depicted in Figure 4. Both figures show that the SMP outperforms the LSF, even though in the non-field case for the SMP we used the \(q\)-SC assumption (9) for the extrinsic channel. We acknowledge that the LSF decoder from [17] was originally introduced and designed for a special class on LDPC codes (namely, for low-Lee-density parity-check codes), and its performance might be enhanced by taking into account the differences between the two code classes. While this point will be subject of further investigations, we believe that an important role in the performance gain under SMP decoding relies on its capability to exploit the knowledge of the error marginal distribution. The block error rate result achieved by BP and SMP decoding matches well the DE analysis, with threshold differences that are reproduced in the finite length results by the gaps among the block error rate curves. As expected, BP decoding outperforms SMP decoding. Nevertheless, the SMP algorithm shows a performance that is appealing for applications demanding low-complexity decoding [17].

\begin{table}
\centering
\caption{Decoding thresholds for regular nonbinary LDPC code ensembles under BP and SMP decoding.}
\begin{tabular}{c|c|c|c|c}
\hline
\(q\) & \((q, t)\) & \(\delta_{BP}\) & \(\delta_{SMP}\) & \(\delta_{L}\) \\
\hline
5 & (3, 6) & 0.2148 & 0.1039 & 0.2684 \\
 & (4, 8) & 0.1802 & 0.1200 & 0.3560 \\
7 & (3, 6) & 0.3086 & 0.1201 & \ \\
 & (4, 8) & 0.2686 & 0.1539 & \ \\
8 & (3, 6) & 0.3135 & 0.1374 & \ \\
 & (4, 8) & 0.26904 & 0.1623 & \ \\
\hline
\end{tabular}
\end{table}
Nevertheless, the SMP algorithm retains a performance that is appealing for applications (e.g., code-based cryptosystems in the Lee metric) demanding low-complexity decoding.
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