Modelling and real-time optimisation of a heat-exchanger network
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Abstract: This work proposes a hybrid mathematical model and an optimisation-based tool to support the management of a heat-recovery section (formed by several heat exchangers) in a fibre-production factory. The purpose of the network is to heat different products using several hot sources, employed as utilities. Furthermore, concerns about the degradation of the equipment due to fouling are explicitly taken into account. Hence, the goals are to allocate the hot sources to heat exchangers and to suggest which heat exchanger should be cleaned to achieve optimal economic operation. Experimental models for the overall heat-transfer coefficients with respect to the flows have been identified, and production constraints are considered too. The problem is formulated such that it can be solved in a real-time optimisation fashion via mixed-integer non-linear programming. The approach has been tested through plant historical situations.
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1. INTRODUCTION

Nowadays, the need to play in the global market and the increasingly restrictive environmental regulation force industrial companies to produce as efficient as possible, meaning to reduce the energy and resource consumption in daily operation. One way is coordinating the actions taken at different layers: process control, real-time optimisation (RTO), production/maintenance scheduling and economic planning (Khor and Varvarezos, 2017). In particular, RTO continuously searches for the best operating conditions, linking thus the process control with the scheduling and planning layers of the factory (de Prada and Pitarch, 2017). In the literature one can find many examples of the benefits of using an RTO scheme in process-decision making (Galan et al., 2019; Han et al., 2015; Marcos et al., 2018), integrating it in the information-technology (IT) infrastructure of the plant (Enste, 2019).

In practice, however, the deployment of RTO-based tools is often challenging due to the specific technical issues that arise, e.g. unreliable plant measurements, limited prediction range with data-based models, complex mathematical formulations, demanding computational requirements or difficult integration with the existing control or planning infrastructure. In this paper we face these issues in the development of a decision-support system (DSS) that aims at improving the operation of the heat-recovery section of a viscose fibre production plant.

A key stage in the proposed methodology is to apply data reconciliation to the raw measurements collected from the plant, in order to obtain a set of data which is consistent with the known basic process physics. In this way, wrong predictions and decisions due to erroneous or unreliable plant data are avoided. Then, prediction models (that will be the basis of the RTO) are build upon such coherent data. In this regard, first-principles models are advisable as they provide a wide range of validity, but some drawbacks like the presence of unknown time-varying parameters or subsystems that are difficult to model limit their usage. In these cases, the combination with a data-based approach is sensible, resulting in grey-box models (Pitarch et al., 2019). Here we followed this last approach to model the heat-transfer coefficients in the exchangers with respect to flows and fouling. In addition, when formulating the process model, one likely faces the presence of decisions of discrete nature or logical statements, like the selection of heat sources or the number of process units in operation, which leads to hybrid models containing continuous and binary variables. Indeed, the formulation of an RTO has to take into account realistic process operation conditions, in particular the equipment degradation and the need of performing maintenance tasks on the process units. Therefore, both model and optimisation criterion must include these aspects. Finally, the optimisation problem should follow a formulation such that solutions can be gathered in acceptable times with current software and hardware in the plant. In our case, the implementation was done in Pyomo (Hart et al., 2017) and, despite the formulated problem is mixed-integer nonlinear, good nearly-optimal solutions are obtained quick enough.
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The remaining sections show, in this order, the description of the heat-exchanger network (Section 2), the data-based modelling for the overall heat-transfer coefficient (Section 3), the mathematical model describing the network operation and the formulation of the optimisation problem (Section 4) and the results for some of the tests done with plant historical data (Section 5). Finally, the paper ends with some conclusions and a few lines on the ongoing work.

2. DESCRIPTION OF THE NETWORK

The case study is provided by the company Lenzing AG (Austria), the EU’s leading factory of man-made viscose fibre production. As in other process industries, some streams have to be heated up to a desired set point. A network of heat exchangers is used for that purpose, recovering the residual heat in waste streams to improve the plant resource efficiency. This network is formed by fifteen heat exchangers that have to heat twelve products using three sources of heat (see Fig. 1).

![Heat recovery network at Lenzing AG](image)

Fig. 1. Heat recovery network at Lenzing AG

However, from the heat exchangers point of view, the available sources of heat are indeed four:
- \( \text{alk} \) which is depicted in purple in Fig. 1
- \( \text{walk} \) that is the amount of \( \text{alk} \) that has been used previously in some heat exchangers, in green in Fig. 1
- \( \text{vap} \) which is depicted in red in Fig. 1
- \( \text{ac} \) which is depicted in yellow in Fig. 1

In this way, each of these defined hot sources is characterised by its availability and temperature. It is noteworthy that not all the hot sources can pass through all heat exchangers. Depending on the possible physical connections, we can divide the heat exchangers in different groups as shown in Table 1. Note importantly that, although the hot sources are waste water, their use involves a shadow cost due to the fact that they could be used in other parts of the process too.

| Block | Heat Exchanger | Hot sources |
|-------|----------------|-------------|
| B1    | W-1, W-2, W-3  | alk         |
| B2    | W-4, W-5       |             |
| B3    | W-6, W-7       | alk, vap    |
| B4    | W-8, W-9       | alk, vap, walk |
| B5    | W-10, W-11     |             |
| B6    | W-12, W-13     | vap, ac     |
| B7    | W-14, W-15     | ac          |

Note that the \( \text{ac} \) flow goes through W12 to W15 in series too, but in reverse way. Therefore, it may be possible to reach the product temperature set point at W15 without feeding the four heat exchangers. In such case, the flow of \( \text{ac} \) can bypass the heat exchangers that are not needed.

Apart from the constructive materials an dimensionality factors, the efficiency of the heat exchangers depends also on their operation (Boccardi et al., 2010; Pitarch et al., 2019). The fouling (accumulation of unwanted deposits on the heat-transfer surfaces) is indeed a major issue in many industrial equipment, as it increases the resistance to the heat transfer (Bott, 1995). The fouling state depends also on the operation conditions but it generally increases over time. Consequently, the exchangers must be cleaned from time to time to recover their nominal efficiency. The usual cleaning policy in the factories is exclusively based on operators experience, prioritizing first the heat exchangers being more days in operation since last cleaning. In this way it is hard to infer whether the taken decisions really lead to an optimal operation regarding economics.

The goal of this work providing operators and plant managers with an RTO tool to support them in such complex decision-making process: to distribute hot sources among exchangers, suggesting which ones are the more beneficial to clean, for an economically optimal operation.

3. MODELLING THE HEAT-TRANSFER

The network efficiency depends directly on the heat transfer from hot to cold streams. This heat can be computed for each heat exchanger by:

\[
Q' := U \cdot A \cdot LMTD
\]

Where \( A \) is the heat-transfer area, LMTD is the logarithmic mean temperature difference between inlet and outlet streams, and \( U \) is the overall heat-transfer coefficient. The transfer areas \( A \) are known, and the LMDT can be computed from temperature measurements at the exchanger boundaries. However, the coefficient \( U \) is not constant because it depends on the streams densities, viscosities,
flow velocities, etc., i.e., it depends on the operating conditions. Moreover, the fouling in the exchanger surfaces also modifies the conduction coefficient. Since the aim of the proposed RTO is to compute the right flows through each heat exchanger for economic operation, a prediction model for $U$ with respect to these variables is required.

Well established empirical laws based on dimensionless groups could be recalled for such a task. However, this approach requires a precise knowledge on the heat-exchanger dimensions and constructive materials, as well as sensible data on the streams properties (dynamic viscosity, density, etc.), in order to find the more suitable correlation among the Nusselt number with the Prandtl, Reynolds or Peclet ones, plus with other of kinematic and geometric nature (Dorao and Fernandino, 2017; Boccardi et al., 2010). The drawbacks with this approach are twofold:

1. Formulas for the convection coefficient are well known in the case of usual fluids, like water, steam or refrigerants (R-x), but no significant studies are available for other more scarce fluids, mixture of several components at varying concentrations, like the acid spinbaths in our case study. Hence, laboratory experiments are required to collect the relevant data for regression.

2. In “dirty” industrial environments, streams and heat-exchanger features vary with the time and operation conditions (concentrations, fouling, etc.), so the regressions got from the lab data may be quickly outdated if such data is not representative enough for the whole operating region, which barely can be.

In addition, these highly non-convex models rely on empirical data in the end, but the only data we can get online from the plant are flows and temperatures. Therefore, decided to avoid this way and we chose a more flexible data-driven approach. The first step is to build a database-based model for the clean exchanger. For such a task, data is gathered from the plant historian in different operating conditions (flow ranges) but always after a cleaning task (Lenzing, 2019). Next, a data reconciliation is ran to correct the raw data according to basic energy balances (Pitarch et al., 2019). If we assume no heat loss to the ambient, the heat lost by the hot water ($Q_h$) is the one gained by the cold product ($Q_c$), equation (2), where each heat flow can be computed by (3)\footnote{Densities and specific heats are considered constant values, measured in usual operating conditions}:

$$Q_h + Q_c = 0$$

$$Q_k := F_k \rho_k C_p \theta (T_{out_k} - T_{in_k}) \quad \forall k \in \{h, c\}$$

Here, $F$ is the flow that goes through the heat exchanger, $\rho$ its density, $C_p$ the specific heat, being $T_{out}$ and $T_{in}$ the outlet and inlet stream temperatures respectively.

For example, Fig. 2 compares the reconciled values for the hot flow in an exchanger with the raw data. It can be seen that the corrected values are consistently lower than the measurements. This phenomenon was explained afterwards by the presence of a bypass valve located between the product flowmeter and the heat exchanger.

Once we got reliable data, the next step is to estimate $U$ for each data point matching (1) with (3). Hence, we have virtual measurements of $U$ in different operation conditions ($F, T$). The last step is fitting such data to a polynomial candidate form, for instance by SOS constrained regression (Pitarch et al., 2019). In the end, the model for the clean exchanger which gives the best tradeoff between fitness to data and complexity is a third-degree polynomial with regression parameters $\theta = \{a_0, a_1, a_2, a_3\}$:

$$U = a_0 + a_1 F_h + a_2 F_h^2 + a_3 F_h^3$$

(4)

An example of the obtained fitting with this model is shown in Fig 3. Note that (4) only depends on the hot-source flow. This is because product flow was nearly constant in the dataset and the influence of the temperature changes has resulted negligible. Note also that the values computed for the parameters $\theta$ remain valid only for equipment of similar features (size and operating conditions). Consequently, we have developed three different sets of parameters for the heat-recovery network at Lenzing, according to the existing equipment.

$$\begin{align*}
U_{\text{reconcile}}(F_h, T) &= a_0 + a_1 F_h + a_2 F_h^2 + a_3 F_h^3 - K \\
U_{\text{predicted}}(F_h, T) &= a_0 + a_1 F_h + a_2 F_h^2 + a_3 F_h^3
\end{align*}$$

(5)

4. MATHEMATICAL REPRESENTATION

Denote by $\mathcal{HS}$ to the set of hot sources and by $\mathcal{HE}$ for the set of heat exchangers. Then, the set $\mathcal{HE}$ can be divided in two ways. On the one hand, according to the product connection $\mathcal{HE} = \mathcal{HE}_s \cup \mathcal{HE}_p$, where $\mathcal{HE}_s$ is the subset of exchangers where heating a single product connected in series, while $\mathcal{HE}_p$ embraces those that process different.

Fig. 2. Example of results got by data reconciliation.

Fig. 3. Goodness-of-fit with model (4).

Remark 1. Note that, by construction, the predictions of (4) will be always higher or equal than the actual $U$, due to the fouling effect. Assuming the fouling dynamics is much slower than those due to changes in the control variables ($F, T$), such bias between the prediction of (4) and the estimated $U$ by data reconciliation poses a way to monitor the fouling in heat exchangers online (Lenzing, 2019).

Hence, the final adaptive model built for $U$ includes the current fouling state via such monitored bias as a time-varying parameter $K$, thus closing the gap between predictions and the reality:

$$U = a_0 + a_1 F_h + a_2 F_h^2 + a_3 F_h^3 - K$$

(5)
products. On the other hand, \( \mathcal{HE} \) can be split in by five subsets according to the blocks defined in Table 1.

The decision variables for optimisation are: \( X_{h,w} \in \{0,1\} \) which, if active, denotes that heat exchanger \( w \) is using hot source \( h \); \( F_{h,w} \in \mathbb{R} \) which states the flow of \( h \) that goes to exchanger \( w \); \( T_{\text{out},w} \in \mathbb{R} \) that denote the outlet stream temperatures in exchanger \( w \) and \( Y_w \in \{0,1\} \) which, if active, considers the heat exchanger \( w \) fully clean.

Then, the network is modelled by the following constraints:

- The heat exchangers can only use a single hot source at a time (or none if the exchanger is not being used):
  \[
  \sum_{h \in \mathcal{S}} X_{h,w} \leq 1 \quad \forall w \in \mathcal{HE}
  \]  
  (6)

- The flow of source \( ac \) through those heat exchangers connected in series that are in operation is the same:
  \[
  \sum_{a \in \mathcal{HE}, \w} F_{ac,a} \leq F_{ac,w} \sum_{a \in \mathcal{HE}, \w} X_{ac,a} + M (1 - X_{ac,w}) \quad \forall w \in \mathcal{HE}_s
  \]  
  (7)

Here \( M \) is a big enough value, e.g. \( M = 3F_{T,ac} \).

- Consequently, inlet temperatures of these heat exchangers linked in series by \( ac \) depend on whether the previous exchanger in the chain \(^3\) is in operation or not:
  \[
  T_{\text{in}_{ac,w}} = \sum_{j=\text{W}15}^{w-1} T_{\text{out}_{ac,j},X_{ac,j}} \prod_{j=\text{W}15}^{w-1} (1 - X_{ac,j+1}) + T_{\text{in}_{ac,W15}} \prod_{j=\text{W}15}^{w-1} (1 - X_{ac,j}) \quad \forall w \in \mathcal{HE}
  \]  
  (8)

For the sake of clarity, \( 9 \) shows the case for the W13 inlet temperature. First \( T_{\text{in}_{ac,W13}} \) depends on whether the W14 is connected to ac. If not, it will depend on whether W15 is using ac. Otherwise, \( T_{\text{in}_{ac,W13}} \) will be the one at ac.

\[
T_{\text{in}_{ac,W13}} = T_{\text{out}_{ac,W14},X_{ac,W14}} + T_{\text{out}_{ac,W15},X_{ac,W15}} (1 - X_{ac,W14}) + T_{\text{in}_{ac,W15}} (1 - X_{ac,W15}) (1 - X_{ac,W14})
\]  
(9)

Production constraints must be also accomplished:

- Product streams have to reach temperature set points \(^4\):
  \[
  T_{\text{out}_{c,w}} \geq SP_{\w} \quad \forall w \in \mathcal{HE}_p \cup \mathcal{W}15
  \]  
  (10)

- There are some impossible connections of exchangers to hot sources (see allowed connections \( M \) in Table 1):
  \[
  X_{h,w} = 0 \quad \forall \{w, h\} \notin M
  \]  
  (11)

- The total flow taken from each hot source by the heat exchangers has to be lower than the maximum available:
  \[
  \sum_{w \in \mathcal{HE}} F_{h,w} \leq F_{Th} \quad \forall h \in \{alk, walk, vap\}
  \]  
  (12)

In particular for the source ac, the flow used in each exchanger has to be lower than the total available.

\[
F_{ac,w} \leq F_{Tac} \quad \forall w \in \mathcal{HE}_s
\]  
(13)

- There is a flow limit per heat exchanger \( F_w \). Furthermore, if a hot source is not linked to a heat exchanger, the flow through it must be zero:

\[
F_{h,w} \leq F_w X_{h,w} \quad \forall w \in \mathcal{HE}
\]  
(14)

- Energy balances in each heat exchanger:
  \[
  \sum_{h} Q_{h,w} + Q_{c,w} = 0 \quad \forall w \in \mathcal{HE}
  \]  
  (15)

Heats \( Q_{ac,w} \) are computed by (3). Note that, if a hot source is not linked to a heat exchanger, \( F_{h,w} \) is set to zero and, consequently, \( Q_{h,w} \) will be zero too.

- The hot streams provide the amount of heat corresponding to the heat transfer defined in (1):
  \[
  Q_{h,w} = Q_{ac,w} \quad \forall h \in \mathcal{HS} \quad \forall w \in \mathcal{HE}
  \]  
  (16)

Where the data-driven model \( 5 \) can be used in the formula to compute \( Q' \) for each heat exchanger. However, as providing cleaning recommendations was one of the aims for the RTO design, \( 5 \) is slightly modified with decision variables \( Y_w \) as follows:

\[
U_{h,w} = (a_0 - K_w (1 - Y_w)) X_{h,w} + a_1 F_{h,w} + a_2 P_{h,w}^2 + a_3 F_{h,w} \quad \forall h \in \mathcal{S}, \quad \forall w \in \mathcal{HE}
\]  
(17)

In this way, independently of the actual fouling state, a value \( Y_w = 1 \) means that a more beneficial economic operation would be achieved with the exchanger \( w \) clean.

Remark 2. Note that \( (a_0 - K_w (1 - Y_w)) \) has been also multiplied by \( X_{h,w} \) in order to fulfil the constraint (16) for the cases when \( Q_{h,w} = 0 \) (source \( h \) not connected to exchanger \( w \)). In such cases, (17) makes \( Q'_{h,w} = 0 \) feasible.

Optimisation problem. Provided the above constraints, the cost of operating the network is computed by the hot-sources usage in real time and the cleaning costs. For hot-sources consumption, the cost is computed as the total used flow in each source times a given price \( P_h \), representing the costs of pumping, maintenance of electrical drives, etc. For the heat exchangers connected in parallel this cost is computed by \( J_p \) in (20), while for the ones connected in series by \( ac \), as the same flow goes through them, the cost is just this flow times \( P_{ac} \). However, due to the fact that some of these heat exchangers could not be connected to ac, we will compute such flow via the dummy decision variable \( F_{ac} \) and the linear constraints (18)-(19), giving \( J_s \) in (20).

\[
F_{ac} \leq F_{Tac} \quad F_{ac} \leq \sum_{w \in \mathcal{HE}_s} F_{ac,w}
\]  
(18)

\[
F_{ac} \geq F_{ac,w} \quad \forall w \in \mathcal{HE}_s
\]  
(19)

\[
J_p := \sum_{h \in \mathcal{S}} P_h F_{h,w} ; \quad J_s := P_{ac} F_{ac}
\]  
(20)

The cost \( P_C \) of performing a cleaning task is fixed, so we normalise it in (21) with respect to the time \( t_w \) that the equipment has been in operation since the last cleaning. Hence, it is comparable to sources-usage costs (20).

\[
J_{\text{clean}} := \sum_{w \in \mathcal{HE}} \frac{Y_w P_C}{t_w}
\]  
(21)

Accordingly, the objective function to minimise is defined as the tradeoff existing between the above defined costs:

\[
J := J_p + J_s + J_{\text{clean}} + \alpha \sum_{w \in \mathcal{HE}_s} \sum_{h \in \mathcal{S}} X_{w,h}
\]  
(22)
Note that an additional term ($\alpha > 0$ user-defined weight) is added in (22) to penalise connections of heat exchangers that are negligible to reach the temperature set points. This is to avoid an unnecessary fouling in the equipment. The optimisation problem is then to minimise (22) subject to (6)-(19). Data about heat-exchange surfaces, product flows and inlet temperatures, temperature set points, stream densities and specific heats, temperatures at the hot sources $^5$, as well as prices in (22) are known values to feed the optimisation in real time.

As non-convexities in the energy balances could not be avoided, several nonlinear constraints remain in the formulation, so the problem needs to be solved via mixed-integer nonlinear programming. Nonetheless, as it is of medium size (210 decision variables, 50 of them binaries), it is solved within Pyomo with BONMIN (Bonami et al., 2008) in half a minute over an Intel$\textregistered$ i7-7700 CPU machine.

Note that predictive-maintenance scheduling (Palacín et al., 2018) is out of the scope of this work, so the solution obtained may not be the optimal in the long term. However, our formulation can trivially include a constraint limiting the number cleaning suggestions allowed in every execution, coping thus with issues of limited resources (e.g. available personnel) for cleaning operations.

5. VERIFICATION RESULTS

For the test we used data reflecting a plant snapshot (i.e. the actual state from a time instant) where the product flows $F_p$ range from 15 to 140 $m^3/h$, their inlet temperatures from 17 to 47 $^\circ C$ and the set points to achieve at the outlets are between 35 to 60 $^\circ C$. The temperatures at the hot sources are 70 $^\circ C$ for alk, 75 $^\circ C$ for vap and 85 $^\circ C$ for ac. and their availability is 300 $m^3/h$ for alk and vap, and 150 $m^3/h$ for ac. Values about exchange surfaces, stream densities, specific heats and prices for the hot-sources usage are omitted due to confidentiality reasons with the company $^6$. The upper bound $F_w$ is set to 300 $m^3/h$ for all the heat exchangers.

By the time we performed this test, the plant historian did not record data about the equipment fouling state (values for $K_w$), because the method for online fouling monitoring was not implemented, yet a relative good approximation for verification purposes is to set, for instance, $K_w = 2t_w$.

The solution shown in Fig. 4 (got with zero relative optimality gap) is built upon these data. The values in blue are the data to feed the optimisation, meanwhile the values in black are the computed suggestions and predictions. The physically impossible connections between hot sources and heat exchangers are indicated with a dash.

In this test, as there is enough flow availability at the hot sources, the DSS tries to link each heat exchanger to the cheaper hot source within the permitted connections. We can observe that, for the set $B3$ (W8 to W11), the DSS tries to connect as many exchangers as possible to walk, as the cost of this source is zero, even suggesting for that to use more alk than what would be strictly necessary to reach the temperature set points in heat exchangers W1 and W2. For the heat exchangers connected in series (W12 to W15), the DSS shows that the product temperature set point can be achieved with just one exchanger in operation.

Concerning the cleaning suggestions provided by the tool, one recommendation is to clean W7 and W8 (the dirtiest), which is sensible and matches with the actual policy at Lenzing. Nevertheless, the other suggestion is to clean W10, that is dirty too but out of the top three of the dirtiest. Moreover, two of the heat exchangers suggested to clean are using walk, which may look a suboptimal decision since this source is “cost free” and, consequently, the decrease of flow obtained when cleaning does not impact directly on the objective function. However, as the total availability of walk depends on the use of alk in $B1$ (exchangers that are taking more flow than the needed if clean), keeping these heat exchangers dirty provides enough flow for those using walk in $B2$, saving

$^5$ The inlet temperature at walk is an average value computed with the alk temperatures and flows leaving $B1$.

$^6$ For better interpreting the results, we can disclose that $P_{alk} = 0.9P_{vap}$ and $P_{ac} = 1.2P_{vap}$. Note that $P_{walk}$ is always zero.
thus the corresponding cleaning costs plus the cost that the switching of either W8 or W10 to vap would incur. The last exchange in the dirtiest top three (W14) is not suggested to be cleaned simply because it is not needed, so its cleaning does not provide any instantaneous saving.

6. CONCLUSIONS AND FURTHER STEPS

In this work we addressed the optimal management in real time of a heat-recovery network in a fibre-production plant. The different heat exchangers need to be allocated to the available utilities in order to heat several products. In addition, the equipment suffers from fouling in the heat-transfer surfaces, which decreases their efficiency, and cleaning operations need to be scheduled too. Our proposed DSS, based on a hybrid model, a suitable method for fouling monitoring and mathematical optimisation, helps operators and plant managers in such complex decision-making process.

From the results got in the verification stage, we proved that the current cleaning policy in the plant (dirtiest first) is not always the most economically optimal. Indeed, the potential benefits of performing a cleaning task depend on many different factors. Therefore, it is not easy for an operator/manager to infer which heat exchanger shall be clean and the right time for it. Consequently, the developed tool is very helpful to reach nearly-optimal solutions in practice while reducing the plant personnel workload. Nevertheless, it is important to remark that this tool is an RTO run, for instance, every half an hour. So it does not consider any prediction on the effects due to the fouling dynamics. Therefore the suggested maintenance actions might be suboptimal in the long term.

Future work may be pointed to formulate the problem taking into account such fouling dynamics, providing an scheduling-fashion formulation where the operation of the network is optimised for a chosen time horizon. With this formulation we would be able to really unlock the potential savings existing in a better coordination between the operation and planning layers. However, to be able to formulate the problem in this way we need a dynamic model of the fouling state with respect to the operation time, as well as reliable predictions on the product loads (inlet flows and temperatures) and utilities availability (hot sources). Furthermore, the computational complexity of this problem will increase substantially, so ways to reformulate non-convex constraints into a more computationally tractable forms need to be explored.

In addition, this heat-recovery network is part of a plant section (spinbath recovery) where other two systems have been already modelled and optimised (Marcos et al., 2018; Kalliski et al., 2019). The end goal is to join together these local RTO problems in order to solve them in a coordinated fashion, searching for the global optimum for the whole section. The integration of the other two problems was already addressed in (Marcos et al., 2019), so next steps is to add the one proposed here to such integral framework.
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