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ABSTRACT. In this paper we give precise characterizations of the relation between the Nevanlinna counting function and pull-back measure of an analytic self-map of the unit disk near the boundary. We show that it is quite worth considering these two concepts on the maximal ideal space of the bounded analytic functions.

1. INTRODUCTION

For a given analytic self-map $\varphi$ of the unit disk $D$, the Nevanlinna counting function $N_\varphi$ is defined as

$$N_\varphi(a) = \sum_{\varphi(z) = a} \log \frac{1}{|z|}$$

for $a \in \varphi(D)$. If $a \in D \setminus \varphi(D)$ just define $N_\varphi(a) = 0$. This function has its origin in value distribution theory, and plays an important role in the study of the composition operators, see [6] for example.

Another concept this paper concerns with is the pull-back measure $\mu_\varphi$ of an analytic self-map $\varphi$. It can be defined as a Borel measure on $\mathfrak{M}_\infty$. Here $\mathfrak{M}_\infty$ denotes the maximal ideal space of the Banach algebra of bounded analytic functions on $D$. The definition of $\mu_\varphi$ is given in Section 3.

There is a strong connection between the Nevanlinna counting function and pull-back measure of $\varphi$. As a typical example, let’s recall some results on the properties of the composition operator $C_\varphi$ acting on Hardy space $H^2$. All of these properties can be characterized in terms of either $N_\varphi$ or $\mu_\varphi$.

(a). It is well known that $C_\varphi$ is always bounded on $H^2$. So we can find a constant $c > 0$ such that

$$\int_0^{2\pi} |f \circ \varphi(re^{i\theta})|^2 d\theta \leq c \int_0^{2\pi} |f(re^{i\theta})|^2 d\theta$$

(1.1)

for any $f \in H^2$. The famous Carleson embedding theorem, see [4], states that (1.1) is equivalent to the following: there exists a constant $c' > 0$ such that

$$\mu_\varphi(\hat{W}(\zeta, h)) \leq c' \cdot h$$

for any $|\zeta| = 1$ and $h > 0$, where $\hat{W}(\zeta, h)$ denotes the closure of the Carleson window

$$W(\zeta, h) = \{re^{i\theta} \in D : 1 - h < r < 1 \text{ and } |e^{i\theta} - \zeta| < h\}$$
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in \( M_{\infty} \). From another viewpoint, according to the Littelwood-Paley identity:

\[
\| f \circ \varphi \|_2^2 = |f(\varphi(0))|^2 + 2 \int_D |f'(w)|^2 N_{\varphi}(w) dv(w),
\]

the boundedness of \( C_{\varphi} \) can also be derived from the fact that the function \( \frac{N_{\varphi}(a)}{-\log |a|} \) is bounded as \( |a| \to 1 \).

(b). It is proved in [18] that the composition operator \( C_{\varphi} \) on \( H^2 \) has closed range if and only if we can find constants \( \delta > 0 \) and \( C > 0 \) such that

\[
v(T_\delta \cap W(\zeta, h)) \geq C \cdot h^2
\]

for all \( \zeta \in \partial D \) and \( h > 0 \), where \( T_\delta = \{ z \in D : \frac{N_{\varphi}(z)}{-\log |z|} > \delta \} \) and \( v \) is the normalized Lebesgue measure on \( D \). Whereas a much earlier result in [5] shows that \( C_{\varphi} \) has closed range if and only if there is a constant \( C' > 0 \) such that

\[
\mu_{\varphi}(\hat{F}) \geq C' \cdot \frac{d\theta}{2\pi}(F)
\]

for any Borel subset \( F \) of \( \partial D \). Here the meaning of \( \hat{F} \) is illustrated in our Section 2.

(c). The compactness of a composition operator can also be characterized by using either the Nevanlinna counting function or pull-back measure. In [17] Shapiro proves that \( C_{\varphi} \) is compact on \( H^2 \) if and only if

\[
\lim_{|a| \to 1} \frac{N_{\varphi}(a)}{-\log |a|} = 0.
\]

While in [13] MacCluer shows that the compactness of \( C_{\varphi} \) is also equivalent to the vanishing Carleson measure condition of \( \mu_{\varphi} \), that is,

\[
\mu_{\varphi}(\hat{W}(\zeta, h)) = o(h)
\]

as \( h \to 0 \) uniformly in \( \zeta \in \partial D \).

Based on the above, it would be quite interesting to investigate the connection between the Nevanlinna counting function \( N_{\varphi} \) and pull-back measure \( \mu_{\varphi} \) directly without the composition operator \( C_{\varphi} \) as a bridge.

In 2011, Lefèvre etc [12] revealed some relations between these two concepts near the boundary of \( D \). They proved that the maximal Nevanlinna counting function and pull-back measure can be dominated by each other up to constants near the boundary. Precisely speaking, one has the following Theorem A, which is the combination of Theorems 3.1 and 4.1 in [12].

**Theorem A.** Suppose \( \varphi \) is an analytic self-map of \( D \). Then for \( \zeta \in \partial D \) and \( 0 < h < (1 - |\varphi(0)|)/4 \), one has

\[
\frac{1}{196} \sup_{W(\zeta, h/24)} N_{\varphi} \leq \mu_{\varphi}(\hat{W}(\zeta, h)) \leq 64 \sup_{W(\zeta, 64h)} N_{\varphi}.
\]

Later in 2016, [7] gave another proof of this theorem.

With a little more efforts, [12] also got an improvement of Theorem A: the pull-back measure of a Carleson window can actually be controlled by the average of \( N_{\varphi} \) on a larger Carleson window. Let \( S(\zeta, h) = \{ z \in D : |z - \zeta| < h \} \), and \( \hat{S}(\zeta, h) \) be the closure of \( S(\zeta, h) \) in \( M_{\infty} \). Recall that \( S(\zeta, h) \) are equivalent choices of the Carleson windows \( W(\zeta, h) \). The following Theorem B is Theorem 4.2 in [12].
Theorem B. Suppose $\varphi$ is an analytic self-map of $D$. Then for $\zeta \in \partial D$ and $0 < h < (1 - |\varphi(0)|)/8$ one has

$$
\mu_{\varphi}(S(\zeta, h)) \leq 128 \times 17^2 \int_{S(\zeta, 17h)} N_{\varphi}(z) dv(z).
$$

In this paper, we will give a precise equality relating these two concepts on Carleson windows. As corollaries, we can get Theorem A and Theorem B easily, with much better constants.

However, we are not content with these results. From the composition operator’s properties (a) - (c) above, we can see that it should be much more important to relate the pull-back measure of $\varphi$ to the function $\frac{N_{\varphi}(z)}{-\log |z|}$ other than $N_{\varphi}(z)$. This is another main aim of this paper. We will prove that the average of $\frac{N_{\varphi}(z)}{-\log |z|}$ on a Carleson window equals to the average of the pull-back measures of some other Carleson windows. As a consequence, we can show that the pull-back measure and the function $\frac{N_{\varphi}(z)}{-\log |z|}$ can be dominated by each other up to constants.

This paper is organized as follows. In Section 3, we will introduce the definition of the pull-back measure $\mu_{\varphi}$ on $M_{\infty}$, and prove some properties of it. Then in Section 4 we study the relationship between $N_{\varphi}$ and $\mu_{\varphi}$ near the boundary. We will give a precise version of Theorem B in this section, which is Theorem 4.3. Finally in Section 5 we will investigate the connection between $\frac{N_{\varphi}(z)}{-\log |z|}$ and $\mu_{\varphi}$. Then we will present some corollaries and applications. The main result of this section is Theorem 5.3.

2. Preliminaries

First of all, let’s introduce some notations used throughout this paper.

Let $H^\infty$ be the space of bounded analytic functions on the unit disk $D$, and $L^\infty(\partial D)$ be the space of $L^\infty$ functions on the unit circle $\partial D$. Both of the spaces are equipped with the supremum norm $\| \cdot \|_\infty$, making them to be Banach algebras.

The maximal ideal space of a Banach algebra is the collection of all non-zero multiplicative linear functionals on it, equipping with the weak * topology. We use $M_{\infty}$ to denote the maximal ideal space of $H^\infty$. By Corona Theorem, $M_{\infty}$ is a compact Hausdorff space that contains $D$ as a dense subset.

The maximal ideal space of $L^\infty(\partial D)$ will be denoted by $M_{L^\infty}$. It is well known that $M_{L^\infty}$ is exactly the Shilov boundary of $M_{\infty}$, see Theorem 1.7 in Chapter V of [9] for example.

The Gelfand transform of a function $f \in H^\infty$, denoted by $\hat{f}$, is defined as

$$
\hat{f}(m) = m(f) \quad m \in M_{\infty}.
$$

It is a continuous function on $M_{\infty}$ and coincides with $f$ on $D$. Therefore, by identifying a function $f$ with its Gelfand transform $\hat{f}$, we can regard $H^\infty$ as a subalgebra of $C(M_{\infty})$.

The Gelfand transform on $L^\infty(\partial D)$ is defined in a similar way.

For each $m \in M_{\infty}$ there exists a unique positive Borel measure $\sigma_m$ on $M_{L^\infty}$ such that $\sigma_m(M_{L^\infty}) = 1$ and

$$
\hat{f}(m) = \int_{M_{L^\infty}} f \, d\sigma_m
$$

for all $f \in H^\infty$. $\sigma_m$ is called the representing measure for $m \in M_{\infty}$. In the rest part of this paper, we will denote the representing measure for the point 0 briefly by $\sigma$. By the
Lemma 2.2. Suppose $F$ is an arc on $D$: \( \hat{\chi} \) that intersects with \( \partial D \). Without loss of generality, we may assume that 

\[ \theta = \arg z \]

Fact, by Theorem 4.5 in Chapter II of [9], there exists a function $\hat{g}$ such that \( \hat{g} \) is a continuous function on $M_\infty$ that assumes only the value $0$ and $1$. Define 

\[ \hat{F} = \{ m \in M_\infty : \hat{\chi}_F(m) = 1 \} \]

then it is easy to see that $\hat{F}$ is a clopen subset in $M_\infty$, and $\sigma(\hat{F}) = \frac{d\theta}{2\pi}(F)$. 

Remark 2.1. Although $\hat{\chi}_F$ is defined on $M_\infty$, in what follows we will always identify $\hat{\chi}_F$ with its Poisson integral, which is a function on $M_\infty$. That is, 

\[ \hat{\chi}_F(m) = \int_{M_\infty} \hat{\chi}_F d\sigma_m \]

for each $m \in M_\infty$. It is easy to see that $\hat{\chi}_F$ is continuous on $M_\infty$ and harmonic on $D$. In fact, by Theorem 4.5 in Chapter II of [9], there exists a function $h$ invertible in $H^{\infty}$ such that $\chi_F = \log |h|$ almost everywhere on $\partial D$.

Then on $M_\infty$, we have $\hat{\chi}_F$ equals to $\log |h|$. 

For each $\alpha \in (0, 1)$, we set $G_F(\alpha) = \{ m \in M_\infty : \hat{\chi}_F(m) \geq \alpha \}$, and $L_F(\alpha) = \{ z \in D : \hat{\chi}_F(z) = \alpha \}$.

Lemma 2.2. Suppose $F$ is an arc on $\partial D$, then $z \in G_F(\alpha) \cap D$ if and only if $z$ lies in the disc (or half plane) intersect with $\partial D$ in $F$, and at an angle of $\pi(1 - \alpha)$.

Proof. Without loss of generality, we may assume that $F = \{ e^{i\theta} : \theta_0 < \theta < \pi - \theta_0 \}$, where $\theta_0 \in (-\frac{\pi}{2}, \frac{\pi}{2})$. Then for $z \in D$,

\[ \chi_F(z) = \frac{1}{\pi} \arg \frac{e^{-i\theta_0} - z}{e^{i\theta_0} - z} \]

So $\chi_F(z) \geq \alpha$ if and only if

\[ \arg \frac{e^{-i\theta_0} - z}{e^{i\theta_0} - z} \geq \pi\alpha + \frac{\pi}{2} - \theta_0. \]

This means that $z$ lies in the open disc intersect with $\partial D$ in $F$, and at an angle $\pi(1 - \alpha)$. \( \square \)

Remark 2.3. Lemma 2.2 shows that for any fixed $\alpha \in (0, 1)$, the sets $G_F(\alpha)$ are equivalent choices of the classical Carleson windows $W(\zeta, h)$ or $S(\zeta, h)$. In fact, there exist positive constants $C$ and $C'$, depending only on $\alpha$, such that for each arc $F$ with centre $\zeta$ and length $2h$ on $\partial D$ we have 

\[ \hat{W}(\zeta, Ch) \subset G_F(\alpha) \subset \hat{W}(\zeta, C'h). \]

Note that sets $G_F(\alpha)$ are Möbius invariant, i.e., for any automorphism $\phi$ of $D$, since $\hat{\chi}_{\phi(F)} = \hat{\chi}_F \circ \phi^{-1}$, therefore 

\[ \phi(G_F(\alpha)) = G_{\phi(F)}(\alpha). \]

The advantage of using $G_F(\alpha)$ instead of $W(\zeta, h)$ or $S(\zeta, h)$ can be shown in the proof of Theorem 5.3.
3. CARLESON MEASURE ON MAXIMAL IDEAL SPACE OF $H^\infty$

Each analytic self-map $\varphi$ of $D$ has a unique continuous extension as a self-map of $\mathcal{M}_\infty$, that is,

$$\varphi(m)(f) = m(f \circ \varphi)$$

for $m \in \mathcal{M}_\infty$ and $f \in H^\infty$. In fact, we can prove that $\varphi$ is analytic on each Gleason part in the sense of the following Proposition 3.1. Recall that the pseudo-hyperbolic distance on $\mathcal{M}_\infty$ is defined as

$$\rho(m_1, m_2) = \{ |\hat{f}(m_2)| : f \in H^\infty, \|f\|_\infty \leq 1, \hat{f}(m_1) = 0 \}$$

for $m_1, m_2 \in \mathcal{M}_\infty$. The set

$$P(m) = \{ m' \in \mathcal{M}_\infty : \rho(m', m) < 1 \}$$

is called the Gleason part containing $m$. For each $a \in D$, let $L_\alpha(z) = \frac{a + z}{1 + \bar{a}z}$. It was proved by Hoffman in [10] that if $\{ z_\alpha \}$ is a net in $D$ converging to a point $m \in \mathcal{M}_\infty$, then $L_{z_\alpha}$ converges to a continuous map, denoted by $L_m$, in the product topology in $(\mathcal{M}_\infty)^D$. It was also shown in [10] that $L_m$ maps the unit disk $D$ onto the Gleason part $P(m)$, and $L_m$ is either a constant or an injection. As a consequence, each Gleason part is either a single point or an analytic disk.

**Proposition 3.1.** Suppose $\varphi$ is an analytic self-map of $D$. Then for each $m \in \mathcal{M}_\infty$, there exists an analytic self-map $\phi$ of $D$ with $\phi(0) = 0$ such that

$$\varphi \circ L_m(z) = L_{\varphi(m)} \circ \phi(z)$$

for $z \in D$.

**Proof.** Fix $m \in \mathcal{M}_\infty$. Suppose $\{ z_\alpha \}$ is a net in $D$ that converges to $m$. Let

$$\phi_\alpha = L_{z_\alpha}^{-1} \circ \varphi \circ L_{z_\alpha}.$$

Then $\phi_\alpha$ is analytic on $D$ and $\phi_\alpha(0) = 0$. Since $\{\phi_\alpha\} \subset \overline{D}^D$ which is compact, by passing to a subnet we may assume that $\{\phi_\alpha\}$ converges to a $\phi \in \overline{D}^D$. By a normal family argument we can see this convergence is uniform on compact subsets in $D$. Note $\phi(0) = 0$, so $\phi$ is an analytic self-map of $D$. Since

$$\varphi \circ L_{z_\alpha} = L_{\varphi(z_\alpha)} \circ \phi_\alpha.$$

Thus the final result follows by lemma 2.2 in [3].

**Corollary 3.2.** Suppose $\varphi$ is an analytic self-map of $D$. Then

$$\rho(\varphi(m_1), \varphi(m_2)) \leq \rho(m_1, m_2)$$

for any $m_1, m_2 \in \mathcal{M}_\infty$. Particularly, for any $m \in \mathcal{M}_\infty$, the set $\varphi(P(m))$ is contained in $P(\varphi(m))$.

**Proof.** If $\rho(\varphi(m_1), \varphi(m_2))$ is 0 or 1, the result is obvious.

Now assume that $0 < \rho(m_1, m_2) < 1$, then $m_2$ and $m_1$ belong to a same nontrivial Gleason part. So there exists $w \in D$ such that $m_2 = L_{m_1}(w)$. Thus by Proposition 3.1 there exists an analytic self-map $\phi$ of $D$ such that $\phi(0) = 0$ and

$$\varphi(m_2) = L_{\varphi(m_1)} \circ \phi(w).$$

Also note that $\varphi(m_1) = L_{\varphi(m_1)}(0)$. So by (6.12) in [10],

$$\rho(\varphi(m_1), \varphi(m_2)) \leq \rho(0, \phi(w)) \leq \rho(0, w) = \rho(m_1, m_2).$$

\[\square\]
A result of M. Behrens states that \( \varphi \) is an inner function if and only if \( \varphi \) maps \( \mathcal{M}_{L^\infty} \) into itself. We now prove a stronger result here.

**Theorem 3.3.** Suppose \( \varphi \) is an analytic self-map of \( D \). Let \( F = \{ \zeta \in \partial D : |\varphi^*(\zeta)| = 1 \} \), where \( \varphi^*(\zeta) \) represents the radial limit of \( \varphi \) at \( \zeta \). Then \( \varphi \) maps \( \hat{F} \) into the Shilov boundary \( \mathcal{M}_{L^\infty} \).

**Proof.** Fix an arbitrary inner function \( u \). Then by Proposition 2.25 in [16], \( (u \circ \varphi)^* = u^* \circ \varphi^* \) almost everywhere on \( \partial D \), so \( |(u \circ \varphi)^*(\zeta)| = 1 \) for almost every \( \zeta \in F \). Therefore we have \( |u \circ \varphi| \cdot \chi_F \) equals to \( \chi_{F^*} \cdot |u \circ \varphi| \) and \( \chi_F \) are the same. So for \( m \in \hat{F} \), one has

\[
\hat{\chi}_F(m) \cdot |\hat{u} \circ \varphi(m)| = \hat{\chi}_F(m) = 1,
\]

i.e., \( |\hat{u}(\varphi(m))| = 1 \). By a theorem of Newman, see Theorem 2.2 in Chapter V of [9], we must have \( \varphi(m) \) belongs to \( \mathcal{M}_{L^\infty} \). \( \square \)

The pull-back measure \( \mu_\varphi \) of an analytic self-map \( \varphi \) is defined as

\[
\mu_\varphi(E) = \sigma(\varphi^{-1}(E) \cap \mathcal{M}_{L^\infty})
\]

for any Borel subset \( E \) of \( \mathcal{M}_{L^\infty} \). It is easy to check that \( \mu_\varphi \) is always a Carleson measure on \( \mathcal{M}_{L^\infty} \). In fact, according to the proof of the boundness of \( C_\varphi \) on \( H^2 \), see the proof of Theorem 5.1.5 in [14] for example, we can know that for any Borel set \( F \subset \partial D \),

\[
\int_{\mathcal{M}_{L^\infty}} \hat{\chi}_F d\mu_\varphi \leq C \int_{\mathcal{M}_{L^\infty}} \hat{\chi}_F d\sigma = C \sigma(\hat{F}),
\]

where \( C = \frac{1+|\varphi(0)|}{1-|\varphi(0)|} \). So

\[
\mu_\varphi(G_F(\alpha)) \leq \frac{C}{\alpha} \int_{G_F(\alpha)} \hat{\chi}_F d\mu_\varphi \leq \frac{C}{\alpha} \cdot \sigma(\hat{F}).
\]

**Proposition 3.4.** Suppose \( \varphi \) is an analytic self-map of \( D \). Then \( \mu_\varphi(E) = 0 \) whenever \( E \) is contained in \( \mathcal{M}_{L^\infty} \setminus (D \cup \mathcal{M}_{L^\infty}) \).

**Proof.** Let \( F_n = \{ \zeta \in \partial D : |\varphi^*(\zeta)| < 1 - 1/n \} \), and let \( g_n = \varphi^* \cdot \hat{\chi}_{F_n} \in L^\infty(\partial D) \). Then \( \|g_n\|_\infty < 1 \). So for any \( m \in \hat{F}_n \), we have \( |\hat{\varphi}(m)| = |\hat{g}(m)| < 1 \). This means that \( \varphi(m) \in D \). Therefore we have \( \varphi(\hat{F}_n) \) is contained in \( D \).

Now let \( F_0 = \{ \zeta \in \partial D : |\varphi^*(\zeta)| = 1 \} \). By Theorem 3.3, \( \varphi(\hat{F}_0) \subset \mathcal{M}_{L^\infty} \). Note that \( \partial D \setminus \bigcup_{n=0}^{\infty} F_n \) is of measure zero, so

\[
\sigma(\bigcup_{n=0}^{\infty} \hat{F}_n) = \sigma(\bigcup_{n=1}^{\infty} \hat{F}_n) + \sigma(\hat{F}_0) = 1.
\]

Therefore we have

\[
\mu_\varphi(\mathcal{M}_{L^\infty} \setminus (D \cup \mathcal{M}_{L^\infty})) \leq \sigma(\mathcal{M}_{L^\infty} \setminus \bigcup_{n=0}^{\infty} \hat{F}_n) = 0.
\]

\( \square \)
4. NEVANLINNA COUNTING FUNCTIONS AND PULL-BACK MEASURES

The aim of this section is to give a precise relation between the Nevanlinna counting function and pull-back measure on Carleson windows. The main result in this section is Theorem 4.3.

Our main tool is the following Stanton’s formula (see [8], Theorem 2): Suppose \( \varphi \) is an analytic self-map of \( D \) and \( G \) is a subharmonic function from \( D \) to \( \mathbb{R} \). Then

\[
\lim_{r \to 1} \int_{\partial D} G(\varphi(r\zeta)) \frac{d\theta}{2\pi}(\zeta) = G(\varphi(0)) + \frac{1}{2} \int_D \Delta G(z) N_\varphi(z) dv(z). \tag{4.1}
\]

The following formula, which is Theorem 8.16 in [16], will also be used repeatedly in this paper: Suppose \( f : X \to [0, +\infty) \) is Borel measurable on \( (X, d\mu) \). Function \( H \) is monotonic on \([0, +\infty)\), absolutely continuous on \([0, T] \) for all \( T > 0 \), and \( H(0) = 0 \). Then

\[
\int_X H \circ f d\mu = \int_0^\infty \mu\{f > t\} H'(t) dt. \tag{4.2}
\]

The derivatives in (4.1) and (4.2) are taken as distributions.

It is well known that the function \( N_\varphi \) satisfies the sub-mean value property, see Lemma 3.18 in [6]. Furthermore, it is shown in [1] that \( N_\varphi \) equals to the function

\[
N_\varphi(a) = -\log |a - \varphi(0)| + \int_{\partial D} \log |a - \varphi^*(\zeta)| d\sigma(\zeta)
\]

outside a set of logarithmic capacity zero in \( D \). Note that \( \int_{\partial D} \log |a - \varphi^*(\zeta)| d\sigma(\zeta) \) is the potential of \( \mu_\varphi \), so by Theorem 3.1.2 in [15], \( N_\varphi \) is subharmonic on \( D \setminus \varphi(0) \). (Also see Theorem 2.3 in [1].)

First we begin with the following proposition. In what follows, we use \( ds \) to denote the Lebesgue line element on the plane.

**Proposition 4.1.** Suppose \( \varphi \) is an analytic self-map of \( D \). For a given bounded linear fractional map \( f(z) = \frac{az + b}{cz + d} \) on \( D \) with \( ad - bc = 1 \), let \( G_f(t) = \{ m \in \mathfrak{M}_\infty : |f(m)| \geq t \} \) and \( L_f(t) = \{ z \in D : |f(z)| = t \} \). Define

\[
J_t = \frac{1}{2\pi t} \int_{L_f(t)} \frac{N_\varphi(z)}{|cz + d|^2} ds(z).
\]

It follows that

(i) if \( \varphi(0) \in G_f(t) \), then

\[
J_t = -\log \frac{|f \circ \varphi(0)|}{t} + \int_t^\infty \frac{\mu_\varphi(G_f(u))}{u} du,
\]

(ii) if \( \varphi(0) \notin G_f(t) \), then

\[
J_t = \int_t^\infty \frac{\mu_\varphi(G_f(u))}{u} du.
\]

**Proof.** Take \( \Phi(t) = \log t \). Fix \( t_2 > t_1 > 0 \) and define

\[
H(t) = \begin{cases} 
\Phi(t_1), & 0 \leq t < t_1, \\
\Phi(t), & t_1 \leq t \leq t_2, \\
\Phi(t_2), & t > t_2.
\end{cases}
\]
By \eqref{4.1} we have
\[
\int_{\mathcal{M}_{L}^{\infty}} H(|f| \circ \phi) d\sigma = H(|f \circ \phi(0)|) + \frac{1}{2} \int_{D} \Delta(H \circ |f|) \cdot N_{\phi} dv.
\] (4.3)

The left side of \eqref{4.3} equals to
\[
\int_{\mathcal{M}_{L}^{\infty}} H(|f|) d\mu_{\phi} = \Phi(t_{1}) + \int_{0}^{\infty} H'(|u|) \cdot \mu_{\phi}(G_{f}(u)) dv
\]
\[
= \Phi(t_{1}) + \int_{t_{1}}^{t_{2}} \frac{\mu_{\phi}(G_{f}(u))}{u} du,
\] (4.4)

where the first equality follows from \eqref{4.2}.

Now let’s deal with the right hand side of \eqref{4.3}. First note that
\[
H(|f \circ \phi(0)|) = \begin{cases} 
\Phi(t_{1}), & \phi(0) \notin G_{f}(t_{1}) \\
\Phi(|f \circ \phi(0)|), & \phi(0) \in G_{f}(t_{1}) \setminus G_{f}(t_{2}) \\
\Phi(t_{2}), & \phi(0) \in G_{f}(t_{2}).
\end{cases}
\] (4.5)

Let $\tau = 1/f$, then $\tau$ maps $G_{f}(t) \cap D$ onto $D(0,1/t) \cap \tau(D)$. Since
\[
\Delta(H \circ |f|) = \left( H''(|f|) + \frac{H'(|f|)}{|f|} \right) \cdot |f'|^{2}
\]
\[
= \left( H''(|f|) \cdot |f|^{4} + H'(|f|) \cdot |f|^{3} \right) \cdot |\tau'|^{2},
\]
we have
\[
\frac{1}{2} \int_{D} \Delta(H \circ |f|) \cdot N_{\phi} dv
\]
\[
= \frac{1}{2} \int_{D} \left( H''(|f|) \cdot |f|^{4} + H'(|f|) \cdot |f|^{3} \right) N_{\phi} \cdot |\tau'|^{2} dv
\]
\[
= \frac{1}{2\pi} \int_{0}^{\infty} dr \int_{\tau(L_{\frac{1}{2}})} \left( H''(\frac{1}{r}) \cdot \frac{1}{r^{4}} + H'(\frac{1}{r}) \cdot \frac{1}{r^{3}} \right) N_{\phi} \circ \tau^{-1}(w) ds(w)
\]
\[
= \int_{0}^{\infty} (u \cdot H'(u))' \cdot J_{u} du,
\]
where the last equality follows by a change of variable $u = 1/r$. The sub-mean value property of $N_{\phi}$ guarantees that $J_{u}$ is continuous with respect to $u$. And $(u \cdot H'(u))' = \delta_{t_{1}} - \delta_{t_{2}}$, where $\delta_{t_{j}}$ represents the Dirac measure on $\mathbb{R}$ at $t_{j}$, which is a distribution of order zero. So
\[
\frac{1}{2} \int_{D} \Delta(H \circ |f|) \cdot N_{\phi} dv = J_{t_{1}} - J_{t_{2}},
\] (4.6)

Now combining \eqref{4.3} - \eqref{4.6}, if $\phi(0) \notin G_{f}(t_{1})$ then
\[
J_{t_{1}} - J_{t_{2}} = \int_{t_{1}}^{t_{2}} \frac{\mu_{\phi}(G_{f}(u))}{u} du.
\]

Note that $\lim_{t_{2} \to \infty} J_{t_{2}} = 0$. Therefore we have
\[
J_{t_{1}} = \int_{t_{1}}^{\infty} \frac{\mu_{\phi}(G_{f}(u))}{u} du.
\]
If \( \varphi(0) \in G_f(t_1) \setminus G_f(t_2) \), then
\[
J_{t_1} - J_{t_2} = \Phi(t_1) - \Phi(|f \circ \varphi(0)|) + \int_{t_1}^{t_2} \frac{\mu_{\varphi}(G_f(u))}{u} du.
\]
So we have
\[
J_{t_1} = -\log \frac{|f \circ \varphi(0)|}{t_1} + \int_{t_1}^{\infty} \frac{\mu_{\varphi}(G_f(u))}{u} du.
\]

\( \square \)

As a simple application, we can calculate the integration of \( N_{\varphi}(z) \) on any circle or disk contained in \( D \) in terms of the pull-back measure, which is the main result in \( \text{(11)} \). Note that the proof in \( \text{(11)} \) is quite different from ours here.

**Corollary 4.2** (Theorem 3.1 in \( \text{(11)} \)). Suppose \( \varphi \) is an analytic self-map of \( D \). Then

(i) \[
\int_0^{2\pi} N_{\varphi}(re^{i\theta}) \frac{d\theta}{2\pi} = -\log + \frac{|\varphi(0)|}{r} + \int_r^\infty \frac{\mu_{\varphi}(\mathbb{M}_\infty \setminus D(0,u))}{u} du,
\]
where \( \log^+ x = \max\{0, \log x\} \),

(ii) \[
\int_{D(0,r)} N_{\varphi}(z) dv(z) = r^2 N_{\varphi}(0) + r^2 \int_{D(0,r)} \left( \frac{|z|^2}{2r^2} - \log \frac{|z|}{r} - \frac{1}{2} \right) d\mu_{\varphi}(z)
\]
for \( 0 < r < |\varphi(0)| \).

**Proof.** Take \( f(z) = z \) in Proposition 4.1, then \( G_f(t) = \mathbb{M}_\infty \setminus D(0,t) \) and
\[
J_t = \frac{1}{2\pi t} \int_{|z|=t} N_{\varphi}(z) ds(z).
\]
Then (i) follows directly from Proposition 4.1.

For (ii), since \( \varphi(0) \in G_f(r) \), so for any \( r' \in (0, r) \) we have \( \varphi(0) \in G_f(r') \), whence by Proposition 4.1 we have
\[
J_r - J_{r'} = \log \frac{r}{r'} - \int_{r'}^r \frac{\mu_{\varphi}(G_f(u))}{u} du
= \int_{r'}^r \frac{D(0,u)}{u} du.
\]
Note that \( \lim_{r' \to 0} J_{r'} = N_{\varphi}(0) \), so
\[
J_r = N_{\varphi}(0) + \int_0^r \frac{D(0,u)}{u} du.
\]
Therefore,
\[
\int_{D(a,r)} N_{\varphi}(z) dv(z) = 2 \int_0^r t J_t dt
= 2 \int_0^r \left[ tN_{\varphi}(0) + t \int_0^t \frac{\mu_{\varphi}(D(0,u))}{u} du \right] dt
= r^2 N_{\varphi}(0) + \int_0^r \frac{r^2 - u^2}{u} \mu_{\varphi}(D(0,u)) du
= r^2 N_{\varphi}(0) + r^2 \int_{D(0,r)} \left( \frac{|z|^2}{2r^2} - \log \frac{|z|}{r} - \frac{1}{2} \right) d\mu_{\varphi},
\]
where the last equality follows from (4.2).

We are more interested in the integrations of $N_{\varphi}$ on Carleson windows, which can also be calculated with the help of Proposition 4.1. Recall that $S(\zeta, h) = \{ z \in D : |z - \zeta| < h \}$. Now we can give our main theorem in this section.

**Theorem 4.3.** Suppose $\varphi$ is an analytic self-map of $D$. If $\varphi(0) \notin S(\zeta, h)$, then

$$\int_{S(\zeta, h)} N_{\varphi}(z) dv(z) = \int_{0}^{h} \frac{h^2 - u^2}{u} \mu_{\varphi}(\hat{S}(\zeta, u)) du.$$  

**Proof.** Take $f(z) = z - \zeta$ in Proposition 4.1, then $G_f(h) = M_\infty \setminus \hat{S}(\zeta, h)$. So

$$J_h = \frac{1}{2\pi h} \int_{\{z \in D : |z - \zeta| = h\}} N_{\varphi}(z) ds(z).$$

Now if we take $h' \in (0, h)$, then by Proposition 4.1 we have

$$J_{h'} - J_h = \log \frac{h'}{h} + \int_{h'}^{h} \frac{\mu_{\varphi}(G_f(u))}{u} du = - \int_{h'}^{h} \frac{\mu_\varphi(\hat{S}(\zeta, u))}{u} du.$$  

Since $\lim_{|z| \to 1} N_{\varphi}(z) = 0$, so $J_{h'} \to 0$ as $h' \to 0$. Therefore we have

$$J_h = \int_{0}^{h} \frac{\mu_{\varphi}(\hat{S}(\zeta, u))}{u} du.$$  

And then

$$\int_{S(\zeta, h)} N_{\varphi}(z) dv(z) = 2 \int_{0}^{h} t J_t dt = 2 \int_{0}^{h} dt \int_{0}^{t} \frac{t \cdot \mu_{\varphi}(\hat{S}(\zeta, u))}{u} du = \int_{0}^{h} \frac{h^2 - u^2}{u} \mu_{\varphi}(\hat{S}(\zeta, u)) du.$$  

□

As a corollary, Theorem B (Theorem 4.2 in [12]) can be got easily from our Theorem 4.3 with much better constants.

**Corollary 4.4.** Suppose $\varphi$ is an analytic self-map of $D$. If $\varphi(0) \notin S(\zeta, 2h)$, then

$$\mu_{\varphi}(\hat{S}(\zeta, h)) < \frac{2}{v(S(\zeta, 2h))} \int_{S(\zeta, 2h)} N_{\varphi}(z) dv(z)$$

**Proof.** It is easy to see that $v(S(\zeta, 2h))$ is less than $2h^2$, so according to Theorem 4.3,

$$\frac{1}{v(S(\zeta, 2h))} \int_{S(\zeta, 2h)} N_{\varphi}(z) dv(z) \geq \frac{1}{2h^2} \int_{h}^{2h} \frac{4h^2 - u^2}{u} \mu_{\varphi}(\hat{S}(\zeta, u)) du \geq \frac{\mu_{\varphi}(\hat{S}(\zeta, h))}{2h^2} \int_{h}^{2h} \frac{4h^2 - u^2}{u} du.$$  

□
\[ \frac{\mu_{\varphi}(\hat{S}(\zeta, h))}{2}. \]

5. AVERAGE OF \( \frac{N_{\varphi}(z)}{-\log |z|} \) NEAR THE BOUNDARY

As we have mentioned in Section 1, the behavior of \( \frac{N_{\varphi}(z)}{-\log |z|} \) near the boundary should be more closely related to the pull-back measure \( \mu_{\varphi} \). Since \( \frac{-\log |z|}{1-|z|} \to 1 \) as \( |z| \to 1 \), we may use the function \( \frac{2N_{\varphi}(z)}{1-|z|^2} \) instead of \( \frac{N_{\varphi}(z)}{-\log |z|} \) in some cases, for the sake of simplifying the calculations. The main result of this section is Theorem 5.3.

To investigate the relationship between the function \( N_{\varphi}(z) \) and measure \( \mu_{\varphi} \), it is more convenient to use the Carleson windows of the form \( G_F(\alpha) \), other than \( W(\zeta, h) \) or \( S(\zeta, h) \). Recall that for a Borel set \( F \subset \partial D \), we set \( L_F(\alpha) = \{ z \in D : \hat{\chi}_F(z) = \alpha \} \) and \( G_F(\alpha) = \{ m \in \mathcal{M}_\infty : \hat{\chi}_F(z) \geq \alpha \} \).

Before we can prove Theorem 5.3, we need the following two lemmas.

**Lemma 5.1.** Let \( F \) be an arc on \( \partial D \). Then for any \( \alpha \in (0, 1) \), on \( L_F(\alpha) \) one has

\[ \left| \frac{\partial \hat{\chi}_F}{\partial z} \right| = \frac{\sin \pi \alpha}{\pi(1-|z|^2)}. \]

**Proof.** Without loss of generality, we may assume that \( F = \{ e^{i\theta} : 0 < \theta < \pi - \theta_0 \} \) where \( \theta \in (-\frac{\pi}{2}, \frac{\pi}{2}) \). Then

\[ \hat{\chi}_F(z) = \int_{\theta_0}^{\pi-\theta_0} P_z(e^{i\theta}) \frac{d\theta}{2\pi}, \]

where the Possion kernel \( P_z(e^{i\theta}) = \Re e^{i\theta + z} \). Notice that \( \frac{\partial P_z(e^{i\theta})}{\partial z} = \frac{e^{i\theta}}{(e^{i\theta} - z)^2} \), thus

\[ \frac{\partial \hat{\chi}_F}{\partial z} = \int_{\theta_0}^{\pi-\theta_0} \frac{e^{i\theta}}{(e^{i\theta} - z)^2} \frac{d\theta}{2\pi} = \frac{\cos \theta_0}{\pi i} \frac{1}{(e^{i\theta_0} - z)(e^{-i\theta_0} + z)}. \]

If \( \alpha = \frac{1}{2} + \frac{\theta_0}{\pi} \), such that \( L_F(\alpha) \) is the segment joint \(-e^{-i\theta_0} \) and \( e^{i\theta_0} \), we have

\[ (e^{i\theta_0} - z)(e^{-i\theta_0} + z) = 1 - |z|^2 \]

for \( z \in L_F(\alpha) \). So

\[ \frac{\partial \hat{\chi}_F}{\partial z} = \frac{\cos \theta_0}{\pi i} \frac{1}{1-|z|^2} \]

on \( L_F(\alpha) \).

For the general \( \alpha \in (0, 1) \), we may take \( \phi \) to be the automorphism with fixed points \( \pm i \) such that \( \phi \) maps \(-e^{-i\theta_0} \) to \(-e^{-i\hat{\theta}_0} \) and \( e^{i\theta_0} \) to \( e^{i\hat{\theta}_0} \) respectively, where \( \hat{\theta}_0 = \pi \alpha - \pi / 2 \).

Let \( F = \{ e^{i\theta} : 0 < \theta < \pi - \hat{\theta}_0 \} \). Then \( \phi(L_F(\alpha)) = L_F(\alpha) \), which is a segment. So if we write \( w = \phi(z) \), then for \( z \in L_F(\alpha) \),

\[ \left| \frac{\partial \hat{\chi}_F}{\partial z}(z) \right| = \left| \frac{\partial \hat{\chi}_F}{\partial w}(w) \right| \cdot |\varphi'(z)| \]

\[ = \frac{\cos \hat{\theta}_0}{\pi(1-|w|^2)} \cdot \frac{1-|w|^2}{1-|z|^2} \]
Lemma 5.2. Let \( F \) be an arc on \( \partial D \). Then for any non-negative function \( g \in L^1(D) \), we have
\[
\int_D gdv = \int_0^1 d\alpha \int_{L_F(\alpha)} \frac{g(z)(1 - |z|^2)}{2 \sin \pi \alpha} ds(z).
\]
Proof. Assume that \( F = \{e^{i\theta} : \theta_0 < \theta < \pi - \theta_0 \} \). Let \( \tau(z) = \frac{1+e^{i\theta_0}z}{e^{i\theta_0}-z} \), then \( \tau \) maps \( D \) onto the half-plane \( \Pi^+ = \{ z : \text{Re} z > 0 \} \), and \( \tau(L_F(\alpha)) = \{ re^{i\theta} : \theta = \pi \alpha - \pi/2 \} \). Therefore,
\[
\int_D gdv = \frac{1}{\pi} \int_0^{\pi/2} d\theta \int_0^\infty g \circ \tau^{-1}(re^{i\theta}) \cdot |(\tau^{-1})'(re^{i\theta})|^2 \cdot rdr.
\]
where
\[
\omega = \frac{1}{2} |f'(z)|^{-2} d|\tau(z)|^2 = \left| \frac{(1 + e^{i\theta}z)(e^{i\theta} - z)}{2 \cos \theta_0} \right| ds(z)
\]
on \( L_F(\alpha) \). According to the proof of Lemma 5.1, for \( z \in L_F(\alpha) \) we have
\[
\frac{|(1 + e^{i\theta}z)(e^{i\theta} - z)|}{2 \cos \theta_0} = \frac{\pi}{2} \left| \frac{\partial \hat{\chi}_F}{\partial z}(z) \right| = \frac{(1 - |z|^2)}{2 \sin \pi \alpha}.
\]
So
\[
\int_{L_F(\alpha)} g \cdot \omega = \frac{1}{2 \sin \pi \alpha} \int_{L_F(\alpha)} g(z)(1 - |z|^2)ds(z),
\]
hence
\[
\int_D gdv = \int_0^1 d\alpha \int_{L_F(\alpha)} \frac{g(z)(1 - |z|^2)}{2 \sin \pi \alpha} ds(z).
\]

The following theorem states that the average of the function \( \frac{2N_F(z)}{1 - |z|^2} \) on Carleson window \( G_F(\alpha) \) equals to the average of the pull-back measures of \( G_F(u) \) for \( u \in (\alpha, 1) \).

Theorem 5.3. Suppose \( \varphi \) an analytic self-map of \( D \) and \( F \) is an arc on \( \partial D \). Then for \( \alpha > \hat{\chi}_F(\varphi(0)) \) we have
\[
\int_{L_F(\alpha)} \frac{N_F(z)}{1 - |z|^2} ds(z) = \frac{\pi^2}{\sin \pi \alpha} \int_\alpha^1 \mu_{\varphi}(G_F(u)) du.
\]
Proof. Assume that \( F = \{ e^{i\theta} : \theta_0 < \theta < \pi - \theta_0 \} \). Fix \( \alpha_1, \alpha_2 \) such that \( \hat{\chi}_F(\varphi(0)) < \alpha_1 < \alpha_2 < 1 \), and let
\[
I(\alpha) = \begin{cases} 
\alpha_1, & 0 \leq \alpha < \alpha_1, \\
\alpha, & \alpha_1 \leq \alpha < \alpha_2, \\
\alpha_2, & \alpha \geq \alpha_2.
\end{cases}
\]
Then by (4.2),
\[ \int_{\Omega_{\infty}} I \circ \chi_F d\mu_\varphi = \alpha_1 + \int_{\alpha_1}^{\alpha_2} \mu_\varphi (G_F (u)) \, du. \] (5.1)

Since \( \varphi (0) \notin G_F (\alpha_1) \), then \( I (|\chi_F \circ \varphi (0)|) ) = \alpha_1 \). So we have
\[ (|\chi_F \circ \varphi (0)|) + \frac{1}{2} \int_D \Delta (I \circ \chi_F) \cdot N_\varphi \, dv = \alpha_1 + 2 \int_D I'' \circ \chi_F \cdot \left| \frac{\partial \chi_F}{\partial z} \right|^2 N_\varphi \, dv \]
\[ = \alpha_1 + \int_0^1 I'' (\alpha) \cdot J_\alpha \, d\alpha \]
\[ = \alpha_1 + J_{\alpha_1} - J_{\alpha_2}. \] (5.2)

where
\[ J_\alpha = 2 \int_{L_F (\alpha)} \left| \frac{\partial \chi_F}{\partial z} \right|^2 N_\varphi \cdot \frac{1 - |z|^2}{2 \sin \pi \alpha} \, ds(z) \]
\[ = \frac{\sin \pi \alpha}{\pi^2} \int_{L_F (\alpha)} \frac{N_\varphi (z)}{1 - |z|^2} \, ds(z). \]

Notice that the last equality of (5.2) relies on that \( J_\alpha \) is continuous with respect to \( \alpha \). This will be illustrated in the last part of this proof.

By (4.1), the equations (5.1) and (5.2) should be equal to each other, i.e.,
\[ J_{\alpha_1} - J_{\alpha_2} = \int_{\alpha_1}^{\alpha_2} \mu_\varphi (G_F (u)) \, du. \]

Note that \( \lim_{\alpha_2 \to 1} J_{\alpha_2} = 0 \) since \( \frac{N_\varphi (z)}{1 - |z|^2} \) is bounded near the boundary. So we have
\[ J_\alpha = \int_\alpha^1 \mu_\varphi (G_F (u)) \, du \]
for \( \alpha > \chi_F (\varphi (0)) \).

Now let’s show that \( J_\alpha \) is continuous for \( \alpha > \chi_F (\varphi (0)) \). Let \( \tau \) be the same map as in the proof of Lemma 5.2. Then
\[ J_\alpha = \frac{1}{2 \pi^2} \int_0^\infty \frac{N_\varphi \circ \tau^{-1} (r e^{\theta i})}{r} \, dr, \]
where \( \theta = \pi \alpha - \pi / 2 \). Let \( \eta (z) = \log z \), which is bi-holomorphic from the half-plane \( \Pi^+ = \{ z : \text{Re} z > 0 \} \) onto the strip \( T = \{ z : -\frac{\pi}{2} < \text{Im} z < \frac{\pi}{2} \} \). Then
\[ J_\alpha = \frac{1}{2 \pi^2} \int_0^\infty \frac{N_\varphi \circ \tau^{-1} \circ \eta^{-1} (t + i\theta)}{r} \, dt. \]

Then it is clear that \( J_\alpha \) is continuous with respect to \( \theta \) (as well as \( \alpha \)), since \( \overline{N_\varphi \circ \tau^{-1} \circ \eta^{-1}} \) is subharmonic on \( T \backslash \{ \eta \circ \tau \circ \varphi (0) \} \). \( \square \)

As a corollary, we now prove that the average of \( N_\varphi (z) / \log |z| \) on \( S (\zeta, h) \) can also be dominated by the pull-back measure. Remark 5.6 shows that this corollary is an improvement of Theorem A.

**Corollary 5.4.** Suppose \( \varphi \) is an analytic self-map of \( D \). Assume \( \zeta \in \partial D \) and \( h \in (0, 1) \).
If \( \varphi (0) \notin S (\zeta, h) \), then there exists constant \( c_h > 1 \) depending only on \( h \) such that
\[ \frac{1}{v (S (\zeta, h))} \int_{S (\zeta, h)} \frac{N_\varphi (z)}{- \log |z|} \, dv (z) \leq c_h \cdot \frac{\int_0^h \mu_\varphi (S (\zeta, t)) \, dt}{\int_0^h \sigma (S (\zeta, t)) \, dt}. \] (5.3)
Moreover, we can further more require that $\lim_{h \to 0} c_h = 1$.

**Proof.** It is sufficient to prove the result to the function $N_\varphi(z) 1 \over \log |z|$ instead of $N_\varphi(z) 1 \over \log |z|$. For $t \in (0, h)$ we have $\hat{S}(\zeta, t) = G_{F_i}(\alpha_t)$ where $F_i$ is the arc $\partial D \cap S(\zeta, t)$, and it is easy to see that $\alpha_t \to \frac{1}{2}$ as $t \to 0$. So by Theorem 5.3 we have

$$\int_{S(\zeta, h)} N_\varphi(z) \frac{d\nu(z)}{1 - |z|^2} = \frac{1}{\pi} \int_0^h dt \int_{L_{F_i}(\alpha_t)} N_\varphi(z) \frac{d\nu(z)}{1 - |z|^2} ds(z)$$

$$= \pi \int_0^h dt \int_{\alpha_t}^{1} \frac{\mu_\varphi(G_{F_i}(u))}{\sin \pi \alpha_t} du$$

$$\leq \pi \int_0^h \frac{1 - \alpha_t}{\sin \pi \alpha_t} \cdot \mu_\varphi(\hat{S}(\zeta, t)) dt$$

$$\leq \frac{c_h \pi}{2} \int_0^h \mu_\varphi(\hat{S}(\zeta, t)) dt,$$

where $\lim_{h \to 0} c_h = 1$. Also note that

$$\lim_{h \to 0} \frac{V(S(\zeta, h))}{h^2/2} = \lim_{t \to 0} \frac{\sigma(\hat{S}(\zeta, t))}{\pi} = 1,$$

so by taking the constant $c_h$ study larger, we have

$$\frac{1}{\nu(S(\zeta, h))} \int_{S(\zeta, h)} N_\varphi(z) \frac{d\nu(z)}{\log |z|} \leq c_h \cdot \frac{\int_0^h \mu_\varphi(\hat{S}(\zeta, t)) dt}{\int_0^h \sigma(\hat{S}(\zeta, t)) dt}.$$  

\[ \square \]

**Example 5.5.** By taking $\varphi$ to be an inner function with $\varphi(0) = 0$, we can see estimation (5.3) is sharp. In fact, by Lemma 3.27 in [6], $N_\varphi(z) 1 \over \log |z|$ equals 1 almost everywhere in $D$ in this situation. So the left side of (5.3) is 1 for any $\zeta \in \partial D$ and $h \in (0, 1)$ such that $\varphi(0) \not\in S(\zeta, h)$. On the other hand, by Theorem 3.8 [6] we can know that $C_\varphi$ is an isometry on $H^2$. Therefore we have $\mu_\varphi(\hat{S}(\zeta, t)) = \sigma(\hat{S}(\zeta, t))$. So the right side of (5.3) equals to $c_h$, which converges to 1.

**Remark 5.6.** Note that Corollary 5.4 is stronger than the results in [12] since Theorem A can be got from this corollary with better constants. In fact, let $a = (1 - h/2)\zeta$, then $D(a, h/2) \subset S(\zeta, h)$. According to the sub-mean value property of $N_\varphi$ and the proof of Corollary 5.4 we can know that

$$N_\varphi(a) \leq \frac{1}{\nu(D(a, h/2))} \int_{D(a, h/2)} N_\varphi(z) d\nu(z)$$

$$\leq \frac{8}{h} \int_{S(\zeta, h)} \frac{N_\varphi(z)}{1 - |z|^2} d\nu(z)$$

$$\leq \frac{4\pi c_h}{h} \int_0^h \mu_\varphi(\hat{S}(\zeta, t)) dt$$

$$\leq 4\pi c_h \cdot \mu_\varphi(\hat{S}(\zeta, h)),$$

So

$$\sup_{S(\zeta, h)} N_\varphi \leq 4\pi c_h \cdot \mu_\varphi(\hat{S}(\zeta, 2h)),$$

where $\lim_{h \to 0} c_h = 1$. 

Finally, we’d like to point out that Theorem 5.3 sheds a light on the behavior of the function $N_{\phi}(z)/\log |z|$ on the Shilov boundary $\mathcal{M}_{L^\infty}$: we strongly suspect that $N_{\phi}(z)/\log |z|$ is well defined and continuous on $\mathcal{M}_{L^\infty}$. More precisely, we have the following conjecture.

Conjecture. Let $\tau_{\phi}(z) = N_{\phi}(z)/\log |z|$. Then the followings hold.

(i) Suppose $m \in \mathcal{M}_{L^\infty}$ and $\{z_\alpha\}$ is a net in $D$ such that $z_\alpha \to m$ in $\mathcal{M}_{L^\infty}$, then $\tau(z_\alpha)$ converges. So if we define this limitation the value of $\tau_{\phi}$ at $m$, then $\tau_{\phi}$ is well defined on $\mathcal{M}_{L^\infty}$.

(ii) Moreover, $\tau_{\phi}$ is continuous on $\mathcal{M}_{L^\infty}$, and the restriction of $\tau_{\phi}$ on $\mathcal{M}_{L^\infty}$ is exactly the Radon-Nikodym derivative of $\mu_{\phi}|_{\mathcal{M}_{L^\infty}}$ with respect to $\sigma$.

In fact, by Theorem 5.3 for any Borel set $F \subset \partial D$,

$$\lim_{\alpha \to 1} \int_{L_F(\alpha)} \tau_{\phi}(z)ds(z) = \lim_{\alpha \to 1} \int_{L_F(\alpha)} \frac{2N_{\phi}(z)}{1-|z|^2}ds(z)$$

$$= \lim_{\alpha \to 1} \frac{2\pi^2}{\sin \pi \alpha} \int_{\frac{1}{\alpha}}^{1} \mu_{\phi}(G_F(u)) du$$

$$= 2\pi \mu_{\phi}\left( \bigcap_{u=\alpha} G_F(\alpha) \right)$$

$$= 2\pi \mu_{\phi}(\tilde{F}),$$

where the last equality follows from Proposition 3.4. If the statement (i) of this conjecture is true, since $\tau_{\phi}$ is upper semi-continuous then by a similar way with the proof of Theorem 7 in [2], $\tau_{\phi}$ has radial limit almost everywhere on $\partial D$. So

$$\lim_{\alpha \to 1} \int_{L_F(\alpha)} \tau_{\phi}(z)ds(z) = \int_{F} \tau_{\phi}(e^{i\theta}) d\theta.$$ 

As a consequence we have

$$\int_{F} \tau_{\phi}d\sigma = \mu_{\phi}(\tilde{F}). \quad (5.4)$$

By Theorem 4.3 of Chapter V in [9], $L^\infty(\mathcal{M}_{L^\infty}, d\sigma) = C(\mathcal{M}_{L^\infty})$. So (5.4) implies that $\tau_{\phi}$ equals to $d\mu_{\phi}/d\sigma$ as functions in $C(\mathcal{M}_{L^\infty})$. Therefore, if one can prove the first part of this conjecture, then the second part follows directly as a corollary of Theorem 5.3. Note that the second part of this conjecture gives a fabulous explanation why the Nevanlinna counting function and pull-back measure are so closely related with each other.
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