HybridCap: Inertia-Aid Monocular Capture of Challenging Human Motions

Han Liang\textsuperscript{1}, Yannan He\textsuperscript{1}, Chengfeng Zhao\textsuperscript{1}, Mutian Li\textsuperscript{1}, Jingya Wang\textsuperscript{1,2}, Jingyi Yu\textsuperscript{1,2}, Lan Xu\textsuperscript{1,2}\textsuperscript{*}

\textsuperscript{1}School of Information Science and Technology, ShanghaiTech University
\textsuperscript{2}Shanghai Frontiers Science Center of Human-centered Artificial Intelligence
{lianghan, heyn, zhaochf, limt1, wangjingya, yujingyi, xulan1}@shanghaitech.edu.cn

Abstract

Monocular 3D motion capture (mocap) is beneficial to many applications. The use of a single camera, however, often fails to handle occlusions of different body parts and hence it is limited to capture relatively simple movements. We present a light-weight, hybrid mocap technique called HybridCap that augments the camera with only 4 Inertial Measurement Units (IMUs) in a learning-and-optimization framework. We first employ a weakly-supervised and hierarchical motion inference module based on cooperative pure residual recurrent blocks that serve as limb, body and root trackers as well as an inverse kinematics solver. Our network effectively narrows the search space of plausible motions via coarse-to-fine pose estimation and manages to tackle challenging movements with high efficiency. We further develop a hybrid optimization scheme that combines inertial feedback and visual cues to improve tracking accuracy. Extensive experiments on various datasets demonstrate HybridCap can robustly handle challenging movements ranging from fitness actions to Latin dance. It also achieves real-time performance up to 60 fps with state-of-the-art accuracy.

Introduction

The past ten years have witnessed a rapid development of human motion capture (Davison, Deutscher, and Reid 2001; Hasler et al. 2009; Stoll et al. 2011; Wang et al. 2017), which benefits broad applications like VR/AR, gaming, sports and movies. However, capturing challenging human motions in a light-weight and convenient manner remains unsolved.

The high-end vision-based solutions require attaching dense optical markers (Vicon 2022) or expensive multi-camera setup (Stoll et al. 2011; Joo et al. 2015; Collet et al. 2015; Joo, Simon, and Sheikh 2018) to capture professional motions, which are undesirable for consumer-level usage. Recent learning-based methods enable robust human capture from monocular RGB video (Kanazawa et al. 2019; Kocabas, Athanasiou, and Black 2020; Zheng et al. 2019; Xiang, Joo, and Sheikh 2019). They require specific human templates for space-time coherent capture (Habermann et al. 2019; Xu et al. 2018b, 2020; Habermann et al. 2020), or utilize parametric human model (Kanazawa et al. 2018; Mahmood et al. 2019; Kolotouros et al. 2019; Kocabas, Athanasiou, and Black 2020; Loper et al. 2015). However, these monocular methods are fragile to capture specific challenging motions such as fitness actions or Latin dance, which suffer from complex motion patterns and severe self-occlusion. Recent advances compensate occlusions and challenging motions using probabilistic or attention-based partial occlusion modeling (Kolotouros et al. 2021; Kocabas et al. 2021), or using the generative or weakly-supervised prior (Rempe et al. 2021; He et al. 2021). But the above methods still suffer from the inherent monocular ambiguity due to the lack of reliable observation for self-occluded regions.

In stark contrast, combining occlusion-unaware body-worn sensors for robust motion capture has been widely explored (Henschel, Von Marcard, and Rosenhahn 2020; Pons-Moll et al. 2011; Gilbert et al. 2019; Zhang et al. 2020; Kaufmann et al. 2021). Utilizing Inertial Measurement Units (IMUs) for motion inertia recording is a very popular trend. However, most previous works (Pons-Moll et al. 2010, 2011; Von Marcard, Pons-Moll, and Rosenhahn 2016; Malleson et al. 2017; von Marcard et al. 2018; Gilbert et al. 2019; Malleson, Collomosse, and Hilton 2019; Zhang et al. 2020) utilize multi-view video or a relatively large amount of IMUs (from 8 to 17), which is undesirable for daily usage.
Recently, learning-based approaches (Huang et al. 2018; Yi, Zhou, and Xu 2021) enable a real-time motion capture with only 6 IMUs. But the lack of visual cue leads to inherent drifts and overlay artifacts.

In this paper, we tackle the above challenges and present HybridCap – a high-quality inertia-aid monocular approach for capturing challenging human motions, as shown in Fig. 1. We revisit the light-weight hybrid setting using a single RGB camera and sparse IMUs (only 4 in our setting), and reframe such hybrid motion capture into the neural data-driven realm. It enables practical and robust human motion capture under challenging scenarios at 60 fps with state-of-the-art accuracy.

To this end, we introduce a learning-and-optimization framework, consisting of a hybrid motion inference module and a robust hybrid optimization scheme. The former is formulated in a weakly supervised and hierarchical multi-stage framework. Specifically, we adopt a fully differentiable architecture in an analysis-by-synthesis fashion without explicit 3D ground truth annotation. Thus, for dense hybrid weak supervision, we propose a new largest multimodal human motion dataset called Hybrid Challenging Motions (HCM) consisting of 176-minute challenging motions recorded from 14 RGB cameras and 17 IMUs with a total of 8.9M images.

Our network takes the sequential 2D pose estimation and motion inertia from our light-weight hybrid setting as input, and learns to infer 3D human motion by comparing predicted tracking results against the dense hybrid observations. To handle the challenging motions, we further formulate our network into a series of cooperative subtasks, including a limb tracker, a body tracker, a root tracker and a hybrid IK (inverse kinematics) solver. For all these four subtasks, we also propose a novel bone tracking block design consisting of light-weight pure sequential recurrent layers with skip connection for temporal motion state modeling, which is trained to consider bone length while tracking or solving. Such hierarchical multi-stage design makes full use of our hybrid weak supervision by progressively narrowing the search space of plausible motions in a coarse-to-fine manner, so as to enable efficient and effective inference of challenging motions.

Finally, besides the data-driven motion characteristics from previous module, current multi-modal input also encodes reliable visual and inertial hints, especially for the non-occluded regions. Thus, we further propose a robust hybrid optimization scheme with inferential prior to refine the inferred results. It directly fits 2D and inertial observations to improve the accuracy while keeping multi-modal inferential characteristics to preserve motion plausibility.

To summarize, our main contributions include:

- A real-time and accurate motion capture approach augmenting the light-weight monocular setting using only 4 IMUs aiding, achieving significant superiority to state-of-the-arts.
- A novel network with a hierarchical framework containing cooperative bone tracking blocks with bone length awareness, and a robust optimization scheme combining inferential prior with input observations, improving capture results effectively.
- A new largest multi-modal human motion dataset containing a wide range of challenging motions along with abundant records of RGB cameras and IMUs.

Related Work

Based on our inertia-aid monocular setup, we focus on human motion capture from optical and inertial solutions.

Optical Motion Capture. Marker-based methods (Vicon 2022; Vlasic et al. 2007) have achieved success in capturing professional human motions which are widely utilized in industry, but they are inapplicable for daily usage due to expensive and tedious setup. The exploration of markerless mocap (Bregler and Malik 1998; De Aguiar et al. 2008; Theobalt et al. 2010) has made great progress in order to get rid of body-worn markers and pursue efficiency. Benefiting from researches on parametric human models (Anguelov et al. 2005; Loper et al. 2015; Pavlakos et al. 2019;?) in the last decade, various data-driven approaches are proposed to estimate 3D human pose and shape by optimizing (Huang et al. 2017; Lassner et al. 2017; Bogo et al. 2016; Kolotouros, Pavlakos, and Daniilidis 2019) or directly regressing (Kanazawa et al. 2018, 2019; Kocabas, Athanasiou, and Black 2020; Zanfir et al. 2021) human model parameters. Taking specific template mesh as prior, multi-view (Gall et al. 2010; Stoll et al. 2011; Liu et al. 2013; Robertini et al. 2016; Pavlakos et al. 2017; Simon et al. 2017; Xu et al. 2018a) and monocular (Xu et al. 2018b; Habermann et al. 2019; Xu et al. 2020; Habermann et al. 2020) template-based approaches combine free-form and parametric methods, which produce high quality skeletal and surface motions. Besides, to alleviate the inherent estimation ambiguity from 2D input to 3D motion, recent approaches (Kolotouros et al. 2021; Kocabas et al. 2021; Liang et al. 2023) handle complex patterns using probabilistic or attention-based semantic modeling, (Rempe et al. 2021; He et al. 2021) learn to model generative or weakly-supervised prior to solve unseen and non-periodic motions. However, these methods still suffer from challenging motions, especially for rare pose patterns and extreme self-occlusion.

Inertial Motion Capture. To overcome the limitations of vision cues only, another category of works propose to use IMUs. Previously, purely inertial methods using large amounts of sensors like Xsens MVN (Movella 2022) has been commercially used. However, intrusive capture system prompts researchers forward to sparse-sensor setup. SIP (Von Marcard et al. 2017), which uses only 6 IMUs, presents a pioneering exploration. However, limitations of its traditional optimization framework make real-time application impractical. Recent data-driven works (Huang et al. 2018; Yi, Zhou, and Xu 2021; Yi et al. 2022) achieve great improvements on accuracy and efficiency with sparse sensors, but substantial drift is still unsolved for challenging motions. Preceding sensor-aid solutions propose to combine IMUs with videos (Gilbert et al. 2019; Henschel, Von Marcard, and Rosenhahn 2020; Malleson, Collomosse, and Hilton 2019; Malleson et al. 2017), RGB-D cameras (Hel-
ten et al. 2013; Zheng et al. 2018), optical markers (Andrews et al. 2016) or even LiDAR (Ren et al. 2023). Although these approaches partially solve scene-occlusion problem and correct drift effectively, they are restricted from either undesirable system complexity or implausible estimation for challenging motions.

**Preliminary and Overview**

The goal of our work is to capture challenging 3D human motions using a single camera with few inertial sensors aiding, which suffers from complex motion patterns and extreme self-occlusion. Fig. 2 provides an overview of HybridCap, which relies on a template mesh of the actor and makes full usage of multi-modal input in a learning-and-optimization framework. In the inference stage, our hierarchical design extracts different characteristics from multi-modal observations and learns to estimate plausible motions in a weakly supervised manner. Then, a robust optimization stage is introduced to refine the skeletal motions to increase the tracking accuracy and overlay performance.

**Template and Motion Representation.** We first scan the actor with a 3D body scanner to generate the textured template mesh of the actor. Then, we rig it automatically by fitting the Skinned Multi-Person Linear Model (SMPL) (Loper et al. 2015) to the template mesh and transferring the SMPL skinning weights to our scanned mesh. The kinematic skeleton is parameterized as \( S = [\theta, R, t] \), including the Euler angles \( \theta \in \mathbb{R}^{N_J \times 3} \) of the \( N_J \) joints, the global rotation \( R \in \mathbb{R}^3 \) and translation \( t \in \mathbb{R}^3 \). Furthermore, let \( \Theta \) denotes the 6D representation (Zhou et al. 2019) of the global rotation and joint rotations. Then, we can formulate \( S = M(\Theta, t) \) where \( \mathcal{M} \) denotes the motion transformation between various representations.

**Input Preprocessing.** Our system takes the RGB video, inertial measurements and a well pre-scanned template of the actor as the overall input. Given an image frame, we extract \( N_M \) 2D keypoints \( p \in \mathbb{R}^{N_M \times 2} \) and corresponding confidence \( \sigma \in \mathbb{R}^{N_M} \) using OpenPose (Cao et al. 2017). To generalize to various camera settings during inference time, we refer (Shimada et al. 2021) to use canonicalized 2D keypoints \( p_\text{c} \) by projecting them onto \( Z = 1 \) plane. Then we transform inertial measurements from inertial frame \( F_I \) into camera frame \( F_C \) and obtain IMU accelerations \( A_n \in \mathbb{R}^3 \) and orientations \( R_{b_n} \in \mathbb{R}^{3 \times 3} \) of \( N_I \) corresponding bones \( b_n \) with calibrated \( R_{12C} \) and \( R_{S2B,n} \):

\[
A_n = R_{12C} A_{I,n} \quad (1)
\]

\[
R_{b_n} = R_{12C} R_{b} R_{S2B,n} \quad (2)
\]

where \( R_{12C} \) is the transformation from \( F_I \) to \( F_C \), and \( R_{S2B,n} \) is the transformation from the \( n \)-th IMU sensor \( F_{s_n} \) to \( F_{b_n} \) of its corresponding bone \( b_n \). Besides, to provide prior knowledge on anthropometry, we heuristically calculate \( N_b = 7 \) key bone lengths \( L_k \) (uparm, lowarm, upleg, lowleg, foot, clavicle, and spine) from the rigging skeleton \( S \) and concatenate them into the input. Thus the overall input of the network in a single frame is \( [p_c, \sigma, R_{b_n}, A, L_k] \in \mathbb{R}^{2N_M + N_J + N_I + 3N_b} \).

**Approach**

**Hybrid Motion Inference**

As illustrated in Fig. 3, we adopt a hierarchical multi-stage motion inference scheme. It takes the sequential 2D pose estimation and motion inertia as input and predicts 3D human motions in a weakly supervised manner without explicit 3D ground truth annotation. To tackle challenging motions, we divide the motion inference task into a series of cooperative subtasks. Specifically, we introduce a limb tracker, a body tracker, a root tracker, and a hybrid IK (inverse kinematics) solver, so as to model the hierarchical knowledge of articulated human body structure.

**Pure Residual Recurrent Blocks.** For temporal motion state modeling in these subtasks, we propose a novel effi-
efficient block design using pure recurrent layers with skip connection. In contrast to block design in TransPose (Yi, Zhou, and Xu 2021) adopting both recurrent (LSTM) and fully-connected (FC) layers, we find that such FC layers are the key bottleneck, which encode non-temporal representation and tend to overfit. Thus we simply remove the FC layers and improve the accuracy.

We further introduce skip connection. Our key intuition is that motion inference or position tracking requires less high-level features. We adopt skip connection enabling easier identity function learning to retain more information from the input layer, where the layer close to the output is responsible for adding low-level details. Thus the low-level 2D and inertial features could be selected and passed to the output layer directly, which helps more accurate and detailed motion inference.

**Hierarchical Bone Trackers** In our hierarchical design, our trackers track bones rather than joints. For a bone $b_n$, we track root-relative positions of its two endpoint $J$ with distance constraint using the known bone lengths $L_{b_n}$. Specifically, the limb tracker focuses on accurately tracking four limbs with reliable inertial measurements. Here, the loss of limb tracker is formulated as:

$$\mathcal{L}_{\text{limb}} = \mathcal{L}_{\text{joint}}^{(\text{limb})} + \mathcal{L}_{\text{bone}}^{(\text{limb})},$$

(3)

where $\mathcal{L}_{\text{joint}}^{(\text{limb})}$ is the 3D joint position loss and $\mathcal{L}_{\text{bone}}^{(\text{limb})}$ is the limb bone length loss. Next, the body tracker estimates the rest rigid body parts concatenating the initial input and well-estimated limb positions as the input. Bone length constraints are also utilized to reduce depth ambiguity. Furthermore, the bone orientations help to narrow the search space to the target joint positions. Similar to the limb tracker loss, the body tracker loss is formulated as:

$$\mathcal{L}_{\text{body}} = \mathcal{L}_{\text{joint}}^{(\text{body})} + \mathcal{L}_{\text{bone}}^{(\text{body})},$$

(4)

Note that $\mathcal{L}_{\text{joint}}$ is formulated as the reprojection error to all camera views, which guides the corresponding tracker to predict joint positions in a weakly supervised manner:

$$\mathcal{L}_{\text{joint}} = \sum_{t=1}^{T} \sum_{c=1}^{N_C} \sum_{j=1}^{N_J} \sigma_{c,j}^{(t)} ||\Pi_{c}(\hat{J}_{c,j}^{(t)} + t) - p_{c,j}^{(t)}||^2,$$

(5)

where $\sigma_{c,j}^{(t)}$ denotes the confidence of 2D joint $p_{c,j}^{(t)}$, $\Pi_{c}$ denotes the projection function of camera $c$, $t$ denotes global translation from hybrid optimization of full observations; $N_J$ denotes the number of bone endpoints (8 for limb tracker and 7 for body tracker). Then, the bone length loss is formulated as the $L_2$ loss between the predicted bone length and ground-truth bone length $L_{b_n}$:

$$\mathcal{L}_{\text{bone}} = \sum_{t=1}^{T} \sum_{n=1}^{N_B} \sum_{i=1}^{2} ||\hat{J}_{b_n,i}^{(t)} - \hat{J}_{b_n,i}^{(t)}||^2 - L_{b_n}^2,$$

(6)

where the predicted bone length can be calculated by the distance of two output endpoint positions $\hat{J}_{b_n,i}^{(t)} (i = 0, 1)$ of bone $b_n$. Note that $N_B$ is the number of target bones which is 4 for the limb tracker and 8 for the body tracker.

**Hybrid Inverse Kinematics Solver.** Based on the accurate tracking of bones, we introduce our hybrid IK solver and root tracker to solve rotations and translation respectively. The initial input and well-estimated root-relative 3D joints are concatenated and fed into our hybrid IK solver, which outputs global rotation and local joint rotations $\hat{\Theta}$ in the 6D representation. Then we perform forward kinematics using predicted rotations $\hat{\Theta}$ and bone lengths to obtain refined root-relative 3D joints. Next we send them with the initial input into the root tracker which predicts root position $t$ (i.e. global translation) in the camera frame.

To utilize our dense hybrid weak supervision, we further calculate $N_M$ 3D marker positions $P_m(\hat{\Theta}, t)$ attached to the
skeleton (corresponding to body joints and face landmarks of OpenPose), \( N_I \) bone orientations \( \hat{\mathbf{R}}_{b_n}(\hat{\Theta}) \), and \( N_I \) simulated IMU sensor positions \( \hat{\mathbf{P}}_{n}(\hat{\Theta}, \hat{t}) \) respectively. The IK loss is formulated as:

\[
L_{IK} = \lambda_{2D} L_{2D} + \lambda_{acc} L_{acc} + \lambda_{ori} L_{ori} + \lambda_{prior} L_{prior} + \lambda_{trans} L_{trans}.
\]  

(7)

The 2D reprojection loss \( L_{2D} \) ensures each estimated 3D marker \( \hat{\mathbf{P}}_m \) projects onto the corresponding 2D keypoint \( \mathbf{p}_{e,m} \) in all camera views, formulated as:

\[
L_{2D} = \sum_{t=1}^{T} \sum_{c=1}^{N_C} \sum_{m=1}^{N_M} \sigma_{c,m}^{(t)} \mathcal{D}(\Pi_c(\hat{\mathbf{P}}_{m}^{(t)}(\hat{\Theta}, \hat{t}))) - \mathbf{p}_{e,m}^{(t)} \|_2^2,
\]  

(8)

where \( \sigma_{c,m}^{(t)} \) denotes the confidence of 2D keypoint \( \mathbf{p}_{c,m} \) and \( \Pi_c \) is the projection function of camera \( c \). Then, we introduce the acceleration loss \( L_{acc} \) to encourage the network to learn the implicit physical constraints and generate plausible motions:

\[
L_{acc} = \sum_{t=2}^{T-1} \sum_{c=1}^{N_C} \| \hat{\mathbf{A}}_n^{(t)}(\hat{\Theta}, \hat{t}) - \mathbf{A}_n^{(t)} \|_2^2,
\]  

(9)

where \( \hat{\mathbf{A}}_n^{(t)} \) is the estimated acceleration calculated from predicted IMU position \( \hat{\mathbf{P}}_n \), formulated as below where \( st \) is the sampling time:

\[
\hat{\mathbf{A}}_n^{(t)} = (\hat{\mathbf{P}}_n^{(t+1)} - 2\hat{\mathbf{P}}_n^{(t)} + \hat{\mathbf{P}}_n^{(t-1)})/st^2.
\]  

(10)

We further propose the orientation loss \( L_{ori} \), which ensures the predicted orientation \( \hat{\mathbf{R}}_{b_n} \) of each bone bound with IMU sensor fits the observation \( \hat{\mathbf{R}}_{b_n} \) of the corresponding IMU measurement:

\[
L_{ori} = \sum_{t=1}^{T-1} \sum_{n=1}^{N_I} \| \hat{\mathbf{R}}_{b_n}^{(t)}(\hat{\Theta}) - \mathbf{R}_{b_n} \|_2^2.
\]  

(11)

Hybrid Motion Optimization

Despite the data-driven motion inference stage learns the mapping from multi-modal observations to 3D motions, the generalization error is non-negligible due to noisy 2D detection and inertial measurements.

We further introduce a hybrid motion optimization stage to refine the skeletal motions to increase the tracking accuracy and overlay performance. It jointly utilizes the learned 3D prior from the network of multi-modal weak supervision, the 2D keypoints in the visible regions as well as inertial measurements.

In this stage, we first initialize the skeletal motion sequence \( S \) using network output by representation transformation \( \mathcal{M}(\hat{\Theta}, \hat{t}) \) and then perform the optimization procedure. We adopt the Euler angle representation so that the joint angles \( \theta \) of \( S \) locate in the pre-defined range \([\theta_{\text{min}}, \theta_{\text{max}}]\) of physically plausible joint angles to prevent unnatural poses. Our energy function is formulated as:

\[
E(S) = \lambda_{3D} E_{3D} + \lambda_{2D} E_{2D} + \lambda_{acc} E_{acc} + \lambda_{ori} E_{ori}.
\]  

(12)

Here, \( E_{3D} \) enforces the final motion sequence close to the predicted one; \( E_{2D} \) ensures that each final 3D marker reprojects onto the corresponding 2D keypoint. Besides, we adopt the acceleration energy \( E_{acc} \) to enforce the final motion to be temporally consistent with the network estimating accelerations \( \hat{\mathbf{A}}_n \) supervised by \( N_I \) IMUs and the measured ground-truth accelerations \( \mathbf{A}_n \) from \( N_I \) input IMUs. Specifically, the acceleration term \( E_{acc} \) is formulated as:

\[
E_{acc} = \sum_{t=2}^{T-1} \sum_{n=1}^{N_I} \gamma^{(t)} \| \mathbf{A}_n^{(t)}(S) - \hat{\mathbf{A}}_n^{(t)} \|_2^2
\]  

\[
+ \sum_{t=2}^{T-1} \sum_{n=N_I+1}^{N_I} \| \mathbf{A}_n^{(t)}(S) - \hat{\mathbf{A}}_n^{(t)} \|_2^2,
\]  

(13)

where the first term means that we directly use the acceleration observation from the input IMUs and the second term...
Experiments

We run our pipeline on a PC with an i7-10700k CPU and RTX3070 GPU, where the inference module and optimization module take 2.8(±0.4) ms and 6.2(±3.5) ms respectively, achieving 60 fps. In this section, first, we describe the datasets used for training and evaluation. Next, we further qualitatively (Fig. 5) and quantitatively (Tab. 1) illustrate that our method outperforms previous state-of-the-arts. We also provide extensive ablation studies (Tab. 2, Tab. 3 and Fig. 6, Fig. 7) to evaluate our technical design and input setting. Finally, we present more qualitative results in Fig. 4.

Ablation Study

Evaluation on inference module. We first evaluate our inference module by comparing to the variants of our approach and previous state-of-the-arts. The quantitative results are provided in Rows 1-5 in Tab. 2. VIBE structure (Row 1) shows VIBE variant with 4 IMUs and RGB input, where we concatenate inertial input and key bone lengths with image features obtained from pre-trained feature extractor used in the vanilla VIBE. TransPose structure (Row 2) shows TransPose variant with 4 IMUs and RGB input, where we concatenate 2D keypoints and key bone lengths with inertial
input. We train both two networks using the same training set and losses as ours. The results show our network with nuanced designs to progressively fuse multi-modal input is superior to both two previous state-of-the-arts. Row 3-5 corresponds to the variants without our entire inference module, without using the skip connection in our block design, without using bone length, respectively. **Purely recurrent design (Row 4)** without FC layers (adopted in Row 2), effectively alleviates overfitting. **Skip connection** (Row 4) operation enables to preserve more low-level features from the input layer, and the **bone length** (Row 5) awareness effectively narrows the search space, which are the two key designs to improve the inference results. Corresponding qualitative results are provided in Fig. 6 (a), which demonstrates our two nuanced designs also contribute to improving the overlay performance. These results illustrate the effectiveness of inference module and highlight the contribution of our algorithmic component designs.

**Evaluation on optimization module.** To evaluate the effectiveness of our optimization module design, we further compare to the two variants without the entire optimization module and without using the inertial terms in Eqn. 13 and Eqn. 14, respectively. The quantitative results are provided in Rows 6-7 of Tab. 2. Our inertial terms improve position accuracy while preserving motion plausibility (acceleration) from the inference module. The qualitative results provided in Fig. 6 (b) show our robust optimization improves the overlay performance effectively. Note that these variants suffer from tracking loss especially for the limbs with fast and challenging motions (generalization error). In contrast, our full pipeline achieves more robust capture.

![Figure 6: Qualitative evaluation on our inference module and optimization module.](image)

| Ablation                      | MPJPE ↓ | PCK↑ | AE↓ |
|-------------------------------|---------|------|-----|
| 1) VIBE net                  | 75.4    | 76.5 | 34.2|
| 2) TransPose net             | 61.0    | 82.7 | 19.2|
| 3) w/o inference net         | 136.5   | 51.1 | 82.1|
| 4) w/o skip connection       | 54.5    | 86.9 | 18.7|
| 5) w/o bone length           | 65.8    | 81.3 | 19.6|
| 6) w/o optimization          | 57.5    | 85.3 | 18.6|
| 7) w/o inertial terms        | 51.2    | 87.4 | 62.2|
| 8) Ours (complete)           | **43.3**| **90.1**| **17.9**|

Table 2: Quantitative evaluation on our network structure, bone length utilization and optimization configurations.

![Figure 7: Qualitative evaluation on our multi-modal input setting and IMU number configurations.](image)

| Input setting   | MPJPE ↓ | PCK↑ | AE↓ |
|-----------------|---------|------|-----|
| a) 4 IMUs Only  | 104.7   | 57.4 | 18.5|
| b) RGB Only     | 77.6    | 74.2 | 28.1|
| c) 2-IMU-aid    | 65.0    | 81.0 | 23.4|
| d) **4-IMU-aid**| **43.3**| **90.1**| **17.9**|
| e) 12-IMU-aid   | 36.1    | 93.2 | 15.1|

Table 3: Quantitative evaluation on our input configuration.

**Evaluation on 4-IMU-aid setting.** Finally, to verify the necessity and rationality of our multi-modal input setting with only 4 IMUs aiding, we compare several variants of our approach with various network input settings. As shown in Tab. 3, even using 2 IMUs aiding, our multi-modal input outperforms pure IMU or RGB input under single modality. Besides, our approach with 4 IMUs significantly outperforms the one with only two IMUs (one for left arm and one for right leg) and closes to the one with tedious 12 IMUs, which serves as a good compromise of acceptable performance and light-weight convenient capture setting. As shown in Fig. 6, our inertia-aid setting augments the camera by alleviating its inherent defects in terms of depth ambiguity and occlusion. As shown in Fig. 7, 4-IMU-aid setting enables to constantly track frequently occluded extremities while minimizing the intrusive body-worn sensors.

**Conclusion**

We present a practical approach HybridCap to capture challenging 3D human motions using only a single camera and 4 IMUs and achieve superior results compared to previous state-of-the-art methods. HybridCap uses a learning-and-optimization framework through novel cooperative bone tracking blocks with bone length awareness and an optimization-based refinement module with inferential prior. We also propose a new largest multi-modal human motion dataset, called HCM dataset, to evaluate their approach thoroughly. The experimental results demonstrate the robustness of HybridCap in capturing challenging human motions in various scenarios. We believe that it is a significant step for convenient and robust capture of human motions, with many potential applications in VR/AR and motion evaluations for gymnastics and dancing.
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