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Abstract

Multichannel blind deconvolution is the problem of recovering an unknown signal $f$ and multiple unknown channels $x_i$ from their circular convolution $y_i = x_i ∗ f$ ($i = 1, 2, \ldots, N$). We consider the case where the $x_i$’s are sparse, and convolution with $f$ is invertible. Our nonconvex optimization formulation solves for a filter $h$ on the unit sphere that produces sparse output $y_i ∗ h$. Under some technical assumptions, we show that all local minima of the objective function correspond to the inverse filter of $f$ up to an inherent sign and shift ambiguity, and all saddle points have strictly negative curvatures. This geometric structure allows successful recovery of $f$ and $x_i$ using a simple manifold gradient descent (MGD) algorithm. Our theoretical findings are complemented by numerical experiments, which demonstrate superior performance of the proposed approach over the previous methods.
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I. INTRODUCTION

Blind deconvolution, which aims to recover unknown vectors $x$ and $f$ from their convolution $y = x ∗ f$, has been extensively studied, especially in the context of image deblurring [2–5]. Recently, algorithms with theoretical guarantees have been proposed for single channel blind deconvolution [6–12]. In order for the problem to be well-posed, these previous methods assume that both $x$ and $f$ are constrained, to either reside in a known subspace or be sparse over a known dictionary. However, these methods cannot be applied if $f$ (or $x$) is unconstrained, or does not have a subspace or sparsity structure.
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In many applications in communications [13], imaging [14], and computer vision [15], convolutional measurements $y_i = x_i \odot f$ are taken between a single signal (resp. filter) $f$ and multiple filters (resp. signals) $\{x_i\}_{i=1}^N$. We call such problems multichannel blind deconvolution (MBD). Importantly, in this multichannel setting, one can assume that only $\{x_i\}_{i=1}^N$ are structured, and $f$ is unconstrained. While there has been abundant work on single channel blind deconvolution (with both $f$ and $x$ constrained), research in MBD (with $f$ unconstrained) is relatively limited. Traditional MBD works assumed that the channels $x_i$’s are FIR filters [16–18] or IIR filters [19], and proposed to solve MBD using subspace methods. Despite the fact that MBD with a linear (i.e., standard, non-circular) convolution model is known to have a unique solution under mild conditions [20], the problem is generally ill-conditioned [21]. Recent works improved the conditioning of such problems by introducing subspace or low-rank structures for the multiple channels [21, 22].

In this paper, while retaining the unconstrained form of $f$, we consider a different structure of the multiple channels $\{x_i\}_{i=1}^N$: sparsity. The resulting problem is termed multichannel sparse blind deconvolution (MSBD). The sparsity structure arises in many real-world applications.

**Opportunistic underwater acoustics:** Underwater acoustic channels are sparse in nature [23]. Estimating such sparse channels with an array of receivers using opportunistic sources (e.g., shipping noise) involves a blind deconvolution problem with multiple unknown sparse channels [24, 25].

**Reflection seismology:** Thanks to the layered earth structure, reflectivity in seismic signals is sparse. It is of great interest to simultaneous recover the filter (also known as the wavelet), and seismic reflectivity along the multiple propagation paths between the source and the geophones [26].

**Functional MRI:** Neural activity signals are composed of brief spikes and are considered sparse. However, observations via functional magnetic resonance imaging (fMRI) are distorted by convolving with the hemodynamic response function. A blind deconvolution procedure can reveal the underlying neural activity [27].

**Super-resolution fluorescence microscopy:** In super-resolution fluorescence microscopic imaging, photoswitchable probes are activated stochastically to create multiple sparse images and allow microscopy of nanoscale cellular structures [28, 29]. One can further improve the resolution via a computational deconvolution approach, which mitigates the effect of the point spread function (PSF) of the microscope [30]. It is sometimes difficult to obtain the PSF (e.g., due to unknown aberrations), and one needs to jointly estimate the microscopic images and the PSF [31].

---

1 Since convolution is a commutative operation, we use “signal” and “filter” interchangeably.
Previous approaches to MSBD have provided efficient iterative algorithms to compute maximum likelihood (ML) estimates of parametric models of the channels \( \{x_i\}_{i=1}^N \) \[25\], or maximum a posteriori (MAP) estimates in various Bayesian frameworks \[15, 26\]. However, these algorithms usually do not have theoretical guarantees or sample complexity bounds.

Recently, guaranteed algorithms for MSBD have been developed. Wang and Chi \[32\] proposed a convex formulation of MSBD based on \( \ell_1 \) minimization, and gave guarantees for successful recovery under the condition that \( f \) has one dominant entry that is significantly larger than other entries. In our previous paper \[33\], we solved a nonconvex formulation using projected gradient descent (truncated power iteration), and proposed an initialization algorithm to compute a sufficiently good starting point. However, in that work, theoretical guarantees were derived only for channels that are sparse with respect to a Gaussian random dictionary, but not channels that are sparse with respect to the standard basis.

We would like to emphasize that, while earlier papers on MBD \[16–19\] consider a linear convolution model, more recent guaranteed methods for MSBD \[32, 33\] consider a circular convolution model. By zero padding the signal and the filter, one can rewrite a linear convolution as a circular convolution. In practice, circular convolution is often used to approximate a linear convolution when the filter has a compact support or decays fast \[34\], and the signal has finite length or satisfies a circular boundary condition \[3\]. The accelerated computation of circular convolution via the fast Fourier transform (FFT) is especially beneficial in 2D or 3D applications \[3, 31\].

Multichannel blind deconvolution with a circular convolution model is also related to blind gain and phase calibration \[35–38\]. Suppose that a sensing system takes Fourier measurements of unknown signals and the sensors have unknown gains and phases, i.e., \( \tilde{y}_i = \text{diag}(\tilde{f}) \mathcal{F} x_i \), where \( x_i \) are the targeted unknown sparse signals, \( \mathcal{F} \) is the discrete Fourier transform (DFT) matrix, and the entries of \( \tilde{f} \) represent the unknown gains and phases of the sensors. The simultaneous recovery of \( \tilde{f} \) and \( x_i \)'s is equivalent to MSBD in the frequency domain.

In this paper, we consider MSBD with circular convolution. In addition to the sparsity prior on the channels \( \{x_i\}_{i=1}^N \), we impose, without loss of generality, the constraint that \( f \) has unit \( \ell_2 \) norm, i.e., \( f \) is on the unit sphere. (This eliminates the scaling ambiguity inherent in the MBD problem.) We show that our sparsity promoting objective function (maximizing the \( \ell_4 \) norm) has a nice geometric landscape on the the unit sphere: \( S1 \) all local minima correspond to signed shifted versions of the desired solution, and \( S2 \) the objective function is strongly convex in neighborhoods of the local minima, and has strictly negative curvature directions in neighborhoods of local maxima and saddle points. Similar geometric analysis has been conducted for dictionary learning \[39\], phase retrieval \[40\], and single channel sparse blind deconvolution \[12\]. Recently, Mei et al. \[41\] analyzed the geometric structure of the empirical risk
of a class of machine learning problems (e.g., nonconvex binary classification, robust regression, and Gaussian mixture model). This paper is the first such analysis for MSBD.

Properties (S1) and (S2) allow simple manifold optimization algorithms to find the ground truth in the nonconvex formulation. Unlike the second order methods in previous works [40, 42], we take advantage of recent advances in the understanding of first order methods [43, 44], and prove that: (1) Manifold gradient descent with random initialization can escape saddle point almost surely; (2) Perturbed manifold gradient descent (PMGD) recovers a signed shifted version of the ground truth in polynomial time with high probability. This is the first guaranteed algorithm for MSBD that does not rely on restrictive assumptions on \( f \) (e.g., dominant entry [32], spectral flatness [33]), or on \( \{ x_i \}_{i=1}^N \) (e.g., jointly sparse, Gaussian random dictionary [33]).

Recently, many optimization methods have been shown to escape saddle points of objective functions with benign landscapes, e.g., gradient descent [45, 46], stochastic gradient descent [47], perturbed gradient descent [44, 48], Natasha [49, 50], and FastCubic [51]. Similarly, optimization methods over Riemannian manifolds that can escape saddle points include manifold gradient descent [43], the trust region method [40, 42], and the negative curvature method [52]. Our main result shows that these algorithms can be applied to MSBD thanks to the favorable geometric properties of our objective function. This paper focuses on perturbed manifold gradient descent due to its simplicity, low computational complexity and memory footprint, and good empirical performance.

The advantage of the route we take in analyzing MSBD is that, by separating the global geometry of the objective function and the gradient descent algorithm, the geometric properties may be applied to analyzing other optimization algorithms. On the flip side, the readily extensible analysis yields a suboptimal bound on the number of iterations of perturbed manifold gradient descent. Very recently, Chen et al. [53] shows that, for a phase retrieval problem of recovering \( x \in \mathbb{R}^n \), vanilla gradient descent with a random initialization can achieve high accuracy with \( O(\log n) \) iterations. Such low computational complexity is achieved via a careful problem-specific analysis. We believe MSBD may also benefit from a more problem-specific analysis along the lines of [53], and one may obtain a tighter computational complexity bound.

Our objective function – \( \ell_4 \) norm maximization on the sphere – is very similar to the kurtosis maximization approach by Shalvi and Weinstein [54]. Their formulation assumes that the input signal follows a random distribution with nonzero kurtosis, and they show that the desired solutions are optimizers of their objective function. They proposed to optimize their blind deconvolution criteria using projected gradient descent. In contrast, our formulation is motivated by the assumption that the signals or channels are sparse. Our sample complexity bound guarantees that all local minima of our
objective function correspond to desired solutions; and our perturbed manifold gradient descent algorithm is guaranteed to escape saddle points in polynomial time. Key aspects of the two works are compared in Table I.

The rest of this paper is organized as follows. Section II introduces the problem setting and our smooth nonconvex formulation. Section III shows global geometric properties of the objective function, and derives a sample complexity bound. Section IV gives theoretical guarantees for (perturbed) manifold gradient descent. Section V introduces several extensions of our formulation and analysis. We conduct numerical experiments to examine the empirical performance of our method in Section VI, and conclude the paper in Section VII with suggestions for future work.

We use $[n]$ as a shorthand for the index set $\{1, 2, \ldots, n\}$. We use $x_{(j)}$ to denote the $j$-th entry of $x \in \mathbb{R}^n$, and $H_{(jk)}$ to denote the entry of $H \in \mathbb{R}^{n \times n}$ in the $j$-th row and $k$-th column. The superscript in $h^{(t)}$ denotes iteration number in an iterative algorithm. Throughout the paper, if an index $j \notin [n]$, then the actual index is computed as modulo of $n$. The circulant matrix whose first column is $x$ is denoted by $C_x$. We use $\delta_{jk}$ to denote the Kronecker delta ($\delta_{jk} = 0$ if $j \neq k$ and $\delta_{jk} = 1$ if $j = k$). The entrywise product between vectors $x$ and $y$ is denoted by $x \odot y$, and the entrywise $k$-th power of a vector $x$ is denoted by $x^{\odot k}$. We use $\|\cdot\|$ to denote the $\ell_2$ norm (for a vector), or the spectral norm (for a matrix). We use $\text{Re}(\cdot)$ and $\text{Im}(\cdot)$ to denote the real and imaginary parts of a complex vector or matrix.

II. MSBD ON THE SPHERE

A. Problem Statement

In MSBD, the measurements $y_1, y_2, \ldots, y_N \in \mathbb{R}^n$ are the circular convolutions of unknown sparse vectors $x_1, x_2, \ldots, x_N \in \mathbb{R}^n$ and an unknown vector $f \in \mathbb{R}^n$, i.e., $y_i = x_i \odot f$. In this paper, we solve for $\{x_i\}_{i=1}^n$ and $f$ from $\{y_i\}_{i=1}^N$. One can rewrite the measurement as $Y = C_f X$, where $Y = [y_1, y_2, \ldots, y_N]$

| Shalvi-Weinstein [54] | This paper |
|------------------------|-----------|
| Assumption             | Nonzero kurtosis | Sparsity |
| Optimality             | $\{\text{desired solutions}\} \subset \{\text{local minima}\}$ | $\{\text{desired solutions}\} = \{\text{local minima}\}$ |
| Algorithm              | Projected gradient descent | Perturbed manifold gradient descent |
| Guarantees             | No global guarantees | Global guarantees with polynomial sample complexity and computational complexity |

TABLE I

Comparison of This Paper with Shalvi-Weinstein Algorithm [54]
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and \( X = [x_1, x_2, \ldots, x_N] \) are \( n \times N \) matrices. Without structures, one can solve the problem by choosing any invertible circulant matrix \( C_f \) and compute \( X = C_f^{-1}Y \). The fact that \( X \) is sparse narrows down the search space.

Even with sparsity, the problem suffers from inherent scale and shift ambiguities. Suppose \( S_j : \mathbb{R}^n \to \mathbb{R}^n \) denotes a circular shift by \( j \) positions, i.e., \( S_j(x)(k) = x(k-j) \) for \( j, k \in [n] \). Note that we have \( y_i = x_i \odot f = (\alpha S_j(x_i)) \odot (\alpha^{-1} S_j(f)) \) for every nonzero \( \alpha \in \mathbb{R} \) and \( j \in [n] \). Therefore, MSBD has equivalent solutions generated by scaling and circularly shifting \( \{x_i\}_{i=1}^n \) and \( f \).

Throughout this paper, we assume that the circular convolution with the signal \( f \) is invertible, i.e., there exists a filter \( g \) such that \( f \odot g = e_1 \) (the first standard basis vector). Equivalently, \( C_f \) is an invertible matrix, and the DFT of \( f \) is nonzero everywhere. Since \( y_i \odot g = x_i \odot f \odot g = x_i \), one can find \( g \) by solving the following optimization problem:

\[
(P0) \quad \min_{h \in \mathbb{R}^n} \frac{1}{N} \sum_{i=1}^{N} \| C_y h \|_0, \quad \text{s.t.} \quad h \neq 0.
\]

The constraint eliminates the trivial solution that is 0. If the solution to MSBD is unique up to the aforementioned ambiguities, then the only minimizers of (P0) are \( h = \alpha S_j g \) (\( \alpha \neq 0, j \in [n] \)).

### B. Smooth Formulation

![Unit \( \ell_1, \ell_2, \ell_4 \) spheres in 2-D.](image)

Minimizing the non-smooth \( \ell_0 \) “norm” is usually challenging. Instead, one can choose a smooth surrogate function for sparsity. It is well-known that minimizing the \( \ell_1 \) norm can lead to sparse solutions [55]. An intuitive explanation is that the sparse points on the unit \( \ell_2 \) sphere (which we call unit sphere from now on) have the smallest \( \ell_1 \) norm. As demonstrated in Figure 1, these sparse points also have the largest \( \ell_4 \) norm. Therefore, maximizing the \( \ell_4 \) norm, a surrogate for the “spikiness” [56] of a vector, is akin to minimizing its sparsity. In this paper, we choose the differentiable surrogate \( \| \cdot \|_4^2 \) for MSBD. Recently, Bai et al. [57] studied dictionary learning using an \( \ell_1 \) norm surrogate. Applying the same technique to MSBD will be an interesting future work.
Here, we make two observations: 1) one can eliminate scaling ambiguity by restricting $h$ to the unit sphere $S^{n-1}$; 2) sparse recovery can be achieved by maximizing the “spikiness” $\|\cdot\|_4$ [56]. Based on these observations, we adopt the following optimization problem:

$$\text{(P1)} \quad \min_{h \in \mathbb{R}^n} - \frac{1}{4N} \sum_{i=1}^N \|C_{yi}Rh\|_4^4, \quad \text{s.t.} \quad \|h\| = 1. \quad \text{(1)}$$

The matrix $R := \left( \frac{1}{\theta N} \sum_{i=1}^N C_{yi}^T C_{yi} \right)^{-1/2} \in \mathbb{R}^{n \times n}$ is a preconditioner, where $\theta$ is a parameter that is proportional to the sparsity level of $\{x_i\}_{i=1}^N$. In Section III, under specific probabilistic assumptions on $\{x_i\}_{i=1}^N$, we explain how the preconditioner $R$ works.

Problem (P1) can be solved using first-order or second-order optimization methods over Riemannian manifolds. The main result of this paper provides a geometric view of the objective function over the sphere $S^{n-1}$ (see Figure 3). We show that some off-the-shelf optimization methods can be used to obtain a solution $\hat{h}$ close to a scaled and circularly shifted version of the ground truth. Specifically, $\hat{h}$ satisfies $C_f R \hat{h} \approx \pm e_j$ for some $j \in [n]$, i.e., $R \hat{h}$ is approximately a signed and shifted version of the inverse of $f$.

Given solution $\hat{h}$ to (P1), one can recover $f$ and $x_i$ ($i = 1, 2, \ldots, N$) as follows:

$$\hat{f} = F^{-1} [F(R \hat{h})^\circ -1], \quad \text{(1)}$$

$$\hat{x}_i = C_{yi} R \hat{h}. \quad \text{(2)}$$

### III. Global Geometric View

#### A. Main Result

In this paper, we assume that $\{x_i\}_{i=1}^N$ are random sparse vectors, and $f$ is invertible:

(A1) The channels $\{x_i\}_{i=1}^N$ follow a Bernoulli-Rademacher model. More precisely, $x_{i(j)} = A_{ij} B_{ij}$, where $\{A_{ij}, B_{ij}\}_{i \in [N], j \in [n]}$ are independent random variables, $B_{ij}$’s follow a Bernoulli distribution $\text{Ber}(\theta)$, and $A_{ij}$’s follow a Rademacher distribution (taking values 1 and $-1$, each with probability $1/2$).

(A2) The circular convolution with the signal $f$ is invertible. We use $\kappa$ to denote the condition number of $f$, which is defined as $\kappa := \frac{\max_k |\langle Ff, e_k \rangle|}{\min_k |\langle Ff, e_k \rangle|}$, i.e., the ratio of the largest and smallest magnitudes of the DFT. This is also the condition number of the circulant matrix $C_f$, i.e., $\kappa = \frac{\sigma_1(C_f)}{\sigma_n(C_f)}$.

---

2 An alternative way to recover a sparse vector $x_i$ given the recovered $\hat{f}$ and the measurement $y_i$, is to solve the non-blind deconvolution problem. For example, one can solve the sparse recovery problem $\min_x \frac{1}{2} \|C_f x - y_i\|^2 + \lambda \|x\|_1$ using FISTA [58]. We omit the analysis of such a solution in this paper, and focus on the simple reconstruction $\hat{x}_i = C_{yi} R \hat{h}$.
The Bernoulli-Rademacher model is a special case of the Bernoulli-subgaussian models. We conjecture that the derivation in this paper can be repeated for other subgaussian nonzero entries, with different tail bounds. We use the Rademacher distribution for simplicity.

Let $\phi(x) = -\frac{1}{4} \|x\|_4^4$. Its gradient and Hessian are defined by $\nabla \phi(x)_{(j)} = -x_j^3$, and $H \phi(x)_{(jk)} = -3x_j^2 \delta_{jk}$. Then the objective function in (P1) is

$$L(h) = \frac{1}{N} \sum_{i=1}^{N} \phi(C_{y_i}Rh),$$

where $R = (\frac{1}{mN} \sum_{i=1}^{N} C_{y_i}^T C_{y_i})^{-1/2}$. The gradient and Hessian are

$$\nabla L(h) = \frac{1}{N} \sum_{i=1}^{N} R^T C_{y_i}^T \nabla \phi(C_{y_i}Rh),$$

$$H_L(h) = \frac{1}{N} \sum_{i=1}^{N} R^T C_{y_i}^T H \phi(C_{y_i}Rh) C_{y_i} R.$$

Since $L(h)$ is to be minimized over $S^{n-1}$, we use optimization methods over Riemannian manifolds [59]. To this end, we define the tangent space at $h \in S^{n-1}$ as $\{ z \in \mathbb{R}^n : z \perp h \}$ (see Figure 2). We study the Riemannian gradient and Riemannian Hessian of $L(h)$ (gradient and Hessian along the tangent space at $h \in S^{n-1}$):

$$\hat{\nabla}_L(h) = P_{h^\perp} \nabla L(h),$$

$$\hat{H}_L(h) = P_{h^\perp} H_L(h) P_{h^\perp} - \langle \nabla L(h), h \rangle P_{h^\perp},$$

where $P_{h^\perp} = I - hh^T$ is the projection onto the tangent space at $h$. We refer the readers to [59] for a more comprehensive discussion of these concepts.

![Fig. 2. A demonstration of the tangent space of $S^{n-1}$ at $h$, the origin of which is translated to $h$. The Riemannian gradient and Riemannian Hessian are defined on tangent spaces.](image)

The toy example in Figure 3 demonstrates the geometric structure of the objective function on $S^{n-1}$. (As shown later, the quantity $E L''(h)$ is, up to an unimportant rotation of the coordinate system, a good approximation to $L(h)$.) The local minima correspond to signed shifted versions of the ground
truth (Figure 3(a)). The Riemannian gradient is zero at stationary points, including local minima, saddle points, and local maxima of the objective function when restricted to the sphere $S^{n-1}$. (Figure 3(b)). The Riemannian Hessian is positive definite in the neighborhoods of local minima, and has at least one strictly negative eigenvalue in the neighborhoods of local maxima and saddle points (Figure 3(c)). We say that a stationary point is a “strict saddle point” if the Riemannian Hessian has at least one strictly negative eigenvalue. The Riemannian Hessian is negative definite in the neighborhood of a local maximum. Hence, local maxima are strict saddle points. Our main result Theorem III.1 formalizes the observation that $L(h)$ only has two types of stationary points: 1) local minima, which are close to signed shifted versions of the ground truth, and 2) strict saddle points.

**Theorem III.1.** Suppose Assumptions (A1) and (A2) are satisfied, and the Bernoulli probability satisfies $\frac{1}{n} \leq \theta < \frac{1}{3}$. Let $\kappa$ be the condition number of $f$, let $\rho < 10^{-3}$ be a small tolerance constant. There exist constants $c_1, c'_1 > 0$ (depending only on $\theta$), such that: if $N > \max\{\frac{c_1 n^9}{\rho^2} \log \frac{n}{\rho}, \frac{c_1 \kappa n^8}{\rho^3} \log n\}$, then with probability at least $1 - n^{-c'_1}$, every local minimum $h^*$ in (P1) is close to a signed shifted version of the ground truth. I.e., for some $j \in [n]$: 

$$\|C_f Rh^* \pm e_j\| \leq 2\sqrt{\rho}.$$ 

Moreover, one can partition $S^{n-1}$ into three sets $\mathcal{H}_1, \mathcal{H}_2, \text{ and } \mathcal{H}_3$ that satisfy (for some $c(n, \theta, \rho) > 0$):

- $L(h)$ is strongly convex in $\mathcal{H}_1$, i.e., the Riemannian Hessian is positive definite:

$$\min_{\mathcal{H}_1} z^\top \tilde{H}_L(h) z \geq c(n, \theta, \rho) > 0.$$ 

Fig. 3. Geometric structure of the objective function over the sphere. For $n = 3$, we plot the following quantities on the sphere $S^2$: (a) $\mathbb{E}L''(h)$, (b) $\|\mathbb{E}\nabla L''(h)\|$, and (c) $\min_{z : \|z\| = 1} z^\top \mathbb{E} \tilde{H}_L(h) z$. 

---

\[\]
\( \circ \) \( L(h) \) has negative curvature in \( \mathcal{H}_2 \), i.e., the Riemannian Hessian has a strictly negative eigenvalue:

\[
\min_{z: \|z\|=1} z^\top \hat{H}_L(h) z \leq -c(n, \theta, \rho) < 0.
\]

\( \circ \) \( L(h) \) has a descent direction in \( \mathcal{H}_3 \), i.e., the Riemannian gradient is nonzero:

\[
\|\hat{\nabla} L(h)\| \geq c(n, \theta, \rho) > 0.
\]

Clearly, all the stationary points of \( L(h) \) on \( S^{n-1} \) belong to \( \mathcal{H}_1 \) or \( \mathcal{H}_2 \). The stationary points in \( \mathcal{H}_1 \) are local minima, and the stationary points in \( \mathcal{H}_2 \) are strict saddle points. The sets \( \mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3 \) are defined in (13), and the positive number \( c(n, \theta, \rho) \) is defined in (15).

The sample complexity bound on the number \( N \) of channels in Theorem III.1 is pessimistic. The numerical experiments in Section VI-B show that successful recovery can be achieved with a much smaller \( N \) (roughly linear in \( n \)). One reason for this disparity is that Theorem III.1 is a worst-case theoretical guarantee that holds uniformly for all \( f \). For a specific \( f \), the sampling requirement can be lower. Another reason is that Theorem III.1 guarantees favorable geometric properties of the objective function, which is sufficient but not necessary for successful recovery. Moreover, our proof uses several uniform upper bounds on \( \{x_i\}_{i=1}^N \), which are loose in an average sense. Interested readers may try to tighten those bounds and obtain a less demanding sample complexity.

We only consider the noiseless case in Theorem III.1. One can extend our analysis to noisy measurements by bounding the perturbation of the objective function caused by noise. By Lipschitz continuity, small noise will incur a small perturbation on the Riemannian gradient and the Riemannian Hessian. As a result, favorable geometric properties will still hold under low noise levels. We omit detailed derivations here. In Section VI, we verify by numerical experiments that the formulation in this paper is robust against noise.

### B. Proof of the Main Result

Since \( \mathbb{E} \frac{1}{m} C_{y_i}^\top C_{y_i} = C_f^\top C_f \), by the law of large numbers, \( R = \left( \frac{1}{mN} \sum_{i=1}^N C_{y_i}^\top C_{y_i} \right)^{-1/2} \) asymptotically converges to \( (C_f^\top C_f)^{-1/2} \) as \( N \) increases (see the proof of Lemma III.5). Therefore, \( L(h) \) can be approximated by

\[
L'(h) = \frac{1}{N} \sum_{i=1}^N \phi(C_{y_i} (C_f^\top C_f)^{-1/2} h) = \frac{1}{N} \sum_{i=1}^N \phi(C_{x_i} C_f (C_f^\top C_f)^{-1/2} h).
\]
Since \(C_f(C_f^T C_f)^{-1/2}\) is an orthogonal matrix, one can study the following objective function by rotating on the sphere \(h' = C_f(C_f^T C_f)^{-1/2}h\):

\[
L''(h') = \frac{1}{N} \sum_{i=1}^{N} \phi(C_x, h').
\]

Our analysis consists of three parts: 1) geometric structure of \(\mathbb{E}L''\), 2) deviation of \(L''\) (or its rotated version \(L'\)) from its expectation \(\mathbb{E}L''\), and 3) difference between \(L\) and \(L'\).

**Geometric structure of \(\mathbb{E}L''\).** By the Bernoulli-Rademacher model (A1), the Riemannian gradient for \(h \in S^{n-1}\) is computed as

\[
\mathbb{E} \hat{\nabla}_{L''}(h) = P_{h^\perp} \mathbb{E} \nabla_{L''}(h) = n\theta(1 - 3\theta)(\|h\|_4^4 \cdot h - h^\odot3).
\]

The Riemannian Hessian is

\[
\mathbb{E} \hat{H}_{L''}(h) = P_{h^\perp} \mathbb{E} H_{L''}(h) P_{h^\perp} - h^\top \mathbb{E} \nabla_{L''}(h) \cdot P_{h^\perp}
= n\theta(1 - 3\theta) \left[||h||_4^4 \cdot I + 2||h||_4^4 \cdot hh^\top - 3 \cdot \text{diag}(h^\odot2)\right].
\]

Details of the derivation of (4) and (5) can be found in Appendix A-A.

At a stationary point of \(\mathbb{E}L''(h)\) on \(S^{n-1}\), the Riemannian gradient is zero. Since

\[
\|\mathbb{E} \hat{\nabla}_{L''}(h)\| = n\theta(1 - 3\theta)\sqrt{\|h\|_6^6 - \|h\|_4^8}
= n\theta(1 - 3\theta) \sqrt{\sum_{1 \leq j < k \leq n} h_{(j)}^2 h_{(k)}^2 (h_{(j)}^2 - h_{(k)}^2)^2},
\]

all nonzero entries of a stationary point \(h_0\) have the same absolute value. Equivalently, \(h_{0(j)} = \pm 1/\sqrt{r}\) if \(j \in \Omega\) and \(h_{0(j)} = 0\) if \(j \notin \Omega\), for some \(r \in [n]\) and \(\Omega \subset [n]\) such that \(|\Omega| = r\). Without loss of generality (as justified below), we focus on stationary points that satisfy \(h_{0(j)} = 1/\sqrt{r}\) if \(j \in \{1, 2, \ldots, r\}\) and \(h_{0(j)} = 0\) if \(j \in \{r + 1, \ldots, n\}\). The Riemannian Hessian at these stationary points is

\[
\mathbb{E} \hat{H}_{L''}(h_0) = \frac{n\theta(1 - 3\theta)}{r} \begin{bmatrix}
\frac{2}{r} I_{r \times r} - 2I_r & 0_{r \times (n-r)} \\
0_{(n-r) \times r} & I_{n-r}
\end{bmatrix}.
\]

When \(r = 1\), \(h_0 = [1, 0, 0, \ldots, 0]^\top\), we have \(\mathbb{E} \hat{H}_{L''}(h_0) = n\theta(1 - 3\theta)P_{h_0}\). This Riemannian Hessian is positive definite on the tangent space

\[
\min_{z: \|z\| = 1 \atop z \perp h_0} z^\top \mathbb{E} \hat{H}_{L''}(h_0)z = n\theta(1 - 3\theta) > 0.
\]

Therefore, stationary points with one nonzero entry are local minima.

When \(r > 1\), the Riemannian Hessian has at least one strictly negative eigenvalue:

\[
\min_{z: \|z\| = 1 \atop z \perp h_0} z^\top \mathbb{E} \hat{H}_{L''}(h_0)z = -\frac{2n\theta(1 - 3\theta)}{r} < 0.
\]
Therefore, stationary points with more than one nonzero entry are strict saddle points, which, by definition, have at least one negative curvature direction on $S^{n-1}$. One such negative curvature direction satisfies $z_1 = (r - 1)/\sqrt{r(r-1)}$, $z_j = -1/\sqrt{r(r-1)}$ for $j \in \{2, 3, \ldots, r\}$, and $z_j = 0$ for $j \in \{r + 1, \ldots, n\}$.

The Riemannian Hessian at other stationary points (different from the above stationary points by permutations and sign changes) can be computed similarly. By (5), a permutation and sign changes of the entries in $h_0$ has no effect on the bounds in (8) and (9), because the eigenvector $z$ that attains the minimum undergoes the same permutation and sign changes as $h_0$.

Next, in Lemma III.3, we show that the properties of positive definiteness and negative curvature not only hold at the stationary points, but also hold in their neighborhoods defined as follows.

**Definition III.2.** We say that a point $h$ is in the $(\rho, r)$-neighborhood of a stationary point $h_0$ of $\mathbb{E} L''(h)$ with $r$ nonzero entries, if $\|h \odot 2 - h_0 \odot 2\|_\infty \leq \rho r$. We define three sets:

- $H''_1 := \{\text{Points in the } (\rho, 1)\text{-neighborhoods of stationary points with } 1 \text{ nonzero entry}\}$,
- $H''_2 := \{\text{Points in the } (\rho, r)\text{-neighborhoods of stationary points with } r > 1 \text{ nonzero entries}\}$,
- $H''_3 := S^{n-1} \setminus (H''_1 \cup H''_2)$.

Clearly, $H''_1 \cap H''_2 = \emptyset$ for $\rho < 1/3$, hence $H''_1$, $H''_2$, and $H''_3$ form a partition of $S^{n-1}$.

**Lemma III.3.** Assume that positive constants $\theta < 1/3$, and $\rho < 10^{-3}$. Then

- For $h \in H''_1$,
  \[
  \min_{z : \|z\|_1 = 1, z \perp h} z^\top \mathbb{E} \tilde{H} L''(h) z \geq n \theta (1 - 3 \theta)(1 - 24\sqrt{\rho}) > 0. \tag{10}
  \]

- For $h \in H''_2$,
  \[
  \min_{z : \|z\|_1 = 1, z \perp h} z^\top \mathbb{E} \tilde{H} L''(h) z \leq -\frac{n \theta (1 - 3 \theta)(2 - 24\sqrt{\rho})}{r} < 0. \tag{11}
  \]

- For $h \in H''_3$,
  \[
  \|\mathbb{E} \tilde{\nabla} L''(h)\| \geq \frac{\theta (1 - 3 \theta) \rho^2}{n} > 0. \tag{12}
  \]

Lemma III.3, and all other lemmas, are proved in the Appendix.

**Deviation of $L''$ from $\mathbb{E} L''$.** As the number $N$ of channels increases, the objective function $L''$ asymptotically converges to its expected value $\mathbb{E} L''$. Therefore, we can establish the geometric structure of $L''$ based on its similarity to $\mathbb{E} L''$. To this end, we give the following result.
Lemma III.4. Suppose that $\theta < 1/3$. There exist constants $c_2, c'_2 > 0$ (depending only on $\theta$), such that: if $N > \frac{cn_0}{\rho^2} \log \frac{n}{\rho}$, then with probability at least $1 - e^{-c'_2 n}$,

$$\sup_{h \in S^{n-1}} \| \hat{\nabla}_{L'}(h) - E \hat{\nabla}_{L'}(h) \| \leq \frac{\theta(1 - 3\theta)\rho^2}{4n},$$

$$\sup_{h \in S^{n-1}} \| \hat{H}_{L'}(h) - E \hat{H}_{L'}(h) \| \leq \frac{\theta(1 - 3\theta)\rho^2}{n}.$$

By Lemma III.4, the deviations from the corresponding expected values of the Riemannian gradient and Hessian due to a finite number of random $x_i$'s are small compared to the bounds in Lemma III.3. Therefore, the Riemannian Hessian of $L''$ is still positive definite in the neighborhood of local minima, and has at least one strictly negative eigenvalue in the neighborhood of strict saddle points; and the Riemannian gradient of $L''$ is nonzero for all other points on the sphere. Since $L'$ and $L''$ differ only by an orthogonal matrix transformation of their argument, the geometric structure of $L'$ is identical to that of $L''$ up to a rotation on the sphere.

**Difference between $L$ and $L'$.** Recall that $L$ asymptotically converges to $L'$ as $N$ increases. The following result bounds the difference for a finite $N$.

Lemma III.5. Suppose that $\frac{1}{n} \leq \theta < \frac{1}{2}$. There exist constants $c_3, c'_3 > 0$ (depending only on $\theta$), such that: if $N > \frac{cn_0 n^3}{\rho^4} \log n$, then with probability at least $1 - n^{-c_3}$,

$$\sup_{h \in S^{n-1}} \| \hat{\nabla}_{L}(h) - \hat{\nabla}_{L'}(h) \| \leq \frac{\theta(1 - 3\theta)\rho^2}{4n},$$

$$\sup_{h \in S^{n-1}} \| \hat{H}_{L}(h) - \hat{H}_{L'}(h) \| \leq \frac{\theta(1 - 3\theta)\rho^2}{n}.$$

We use $(C_f^T C_f)^{1/2} C_f^{-1} H = \{(C_f^T C_f)^{1/2} C_f^{-1} h : h \in H \}$ to denote the rotation of a set $H$ by the orthogonal matrix $(C_f^T C_f)^{1/2} C_f^{-1}$. Define the rotations of $H'_1, H'_2,$ and $H'_3$:

$$H'_1 := (C_f^T C_f)^{1/2} C_f^{-1} H'_1, \quad H'_2 := (C_f^T C_f)^{1/2} C_f^{-1} H'_2, \quad H'_3 := (C_f^T C_f)^{1/2} C_f^{-1} H'_3. \quad (13)$$

Combining Lemmas III.3, III.4, and III.5, and the rotation relation between $L'$ and $L''$, we have:

- For $h \in H_1$, the Riemannian Hessian is positive definite:

$$\min_{z : \|z\| = 1, z \perp h} z^T \hat{H}_L(h) z \geq n\theta(1 - 3\theta)(1 - 24\sqrt{\rho} - \frac{2\rho^2}{n^2}) > 0.$$

- For $h \in H_2$, the Riemannian Hessian has a strictly negative eigenvalue:

$$\min_{z : \|z\| = 1, z \perp h} z^T \hat{H}_L(h) z \leq \frac{-n\theta(1 - 3\theta)(2 - 24\sqrt{\rho} - 2\rho^2/n^2)}{r} < 0. \quad (14)$$
For \( h \in \mathcal{H}_3 \), the Riemannian gradient is nonzero:

\[
\|\hat{\nabla}_L(h)\| \geq \frac{\theta(1 - 3\theta)\rho^2}{2n} > 0.
\]

Clearly, all the local minima of \( L(h) \) on \( S^{n-1} \) belong to \( \mathcal{H}_1 \), and all the other stationary points are strict saddle points and belong to \( \mathcal{H}_2 \). The bounds in Theorem III.1 on the Riemannian Hessian and the Riemannian gradient follows by setting

\[
c(n, \theta, \rho) := \frac{\theta(1 - 3\theta)\rho^2}{2n}.
\]

(15)

We complete the proof of Theorem III.1 by giving the following result about \( \mathcal{H}_1 \).

**Lemma III.6.** If \( h^* \in \mathcal{H}_1 \), then for some \( j \in [n] \),

\[
\|C_fRh^* \pm e_j\| \leq 2\sqrt{\rho}.
\]

**IV. Optimization Method**

**A. Guaranteed First-Order Optimization Algorithm**

Second-order methods over a Riemannian manifold are known to be able to escape saddle points, for example, the trust region method [60], and the negative curvature method [52]. Recent works proposed to solve dictionary learning [42], and phase retrieval [40] using these methods, without any special initialization schemes. Thanks to the geometric structure (Section III) and the Lipschitz continuity of the objective function for our multichannel blind deconvolution formulation (Section II), these second-order methods can recover signed shifted versions of the ground truth without special initialization.

Recently, first-order methods have been shown to escape strict saddle points with random initialization [45, 46]. In this paper, we use the manifold gradient descent (MGD) algorithm studied by Lee et al. [43]. One can initialize the algorithm with a random \( h^{(0)} \), and use the following iterative update:

\[
h^{(t+1)} = A(h^{(t)}) := P_{S^{n-1}}\left(h^{(t)} - \gamma \hat{\nabla}_L(h^{(t)})\right),
\]

(16)

where \( \hat{\nabla}_L(h) \) is the Riemannian gradient in (3). Each iteration takes a Riemannian gradient descent step in the tangent space, and does a retraction by normalizing the iterate (projecting onto \( S^{n-1} \)).

Using the geometric structure introduced in Section III, and some technical results in [43], the following theorem shows that, for our formulation of MSBD, MGD with a random initialization can escape saddle points almost surely.

**Theorem IV.1.** Suppose that the geometric structure in Theorem III.1 is satisfied. If manifold gradient descent (16) is initialized with a random \( h^{(0)} \) drawn from a uniform distribution on \( S^{n-1} \), and the step
size is chosen as $\gamma < \frac{1}{64n^3}$, then (16) does not converge to any saddle point of $L(h)$ on $S^{n-1}$ almost surely.

Despite the fact that MGD almost always escapes saddle points, and that the objective function monotonically decreases (which we will prove in Lemma IV.7), it lacks an upper bound on the number of iterations required to converge to a good solution.

Inspired by recent work [44], we make a small adjustment to MGD: when the Riemannian gradient becomes too small, we add a perturbation term to the iterate (see Algorithm 1 and Figure 4). This allows an iterate to escape “bad regions” near saddle points.

**Algorithm 1 Perturbed Manifold Gradient Descent (PMGD)**

- **Input:** $h^{(0)} \in \mathbb{R}^n$
- **Output:** $\{h^{(t)}\}_{t=1}^T$
- **Parameters:** step size $\gamma$, perturbation radius $D$, time interval $T$, and tolerance $c(n, \theta, \rho)$

$$
t_{perturb} \leftarrow 0
$$

for $t = 0, 1, \ldots, T - 1$ do

if $\|\hat{\nabla} L(h^{(t)})\| < c(n, \theta, \rho)$ and $t - t_{perturb} > T$ then

$$
h^{(t)} \leftarrow \sqrt{1 - \|z_p\|^2} h^{(t)} + z_p \text{ where } z_p \sim \text{Uniform}\left(\{z : z \perp h^{(t)}, z \in DS^{n-1}\}\right)
$$

$t_{perturb} \leftarrow t$

end if

$$
h^{(t+1)} \leftarrow P_{S^{n-1}}(h^{(t)} - \gamma \hat{\nabla} L(h^{(t)}))
$$

end for

Fig. 4. An illustration of the perturbation step in PMGD (Algorithm 1).

We have the following theoretical guarantee for Algorithm 1.
Theorem IV.2. For a sufficiently large absolute constant \( \xi \), if one chooses
\[
\gamma := \frac{1}{128n^3}, \quad D := \frac{\theta^2(1 - 3\theta)^2}{\xi^2 n^0 \log^2 n}, \quad T := \frac{\xi n^3 \log n}{25\theta(1 - 3\theta)}, \quad c(n, \theta, \rho) := \frac{\theta(1 - 3\theta)^2}{2n},
\]
then with high probability, we have at least one iterate that satisfies \( h^{(t)} \in \mathcal{H}_1 \) after the following number of iterations:
\[
T = \frac{5000n^8}{\theta^2(1 - 3\theta)^2 \rho^4} + \frac{\xi^4 n^{12} \log^4 n}{800 \theta^4 (1 - 3\theta)^4}.
\]

Theorem IV.2 shows that, PMGD outputs, in polynomial time, a solution \( h^{(t)} \in \mathcal{H}_1 \) that is close to a signed and shifted version of the ground truth. One can further bound the recovery error of the signal and the channels as follows.

Corollary IV.3. Under the same setting as in Theorem IV.2, the recovered \( \hat{f} \) and \( \hat{x}_i \) \((i = 1, 2, \ldots, N)\) in (1) and (2), computed using the output \( \hat{h} = h^{(t)} \in \mathcal{H}_1 \) of PMGD, satisfy
\[
\frac{\|\hat{x}_i \pm S_j(x_i)\|}{\|x_i\|} \leq 2\sqrt{m}, \quad \frac{\|\hat{f} \pm S_j(f)\|}{\|f\|} \leq \frac{2\sqrt{m}}{1 - 2\sqrt{m}},
\]
for some \( j \in [n] \).

Similar to our requirement on \( N \) in Theorem III.1, the requirement on the number \( T \) of iterations in Theorem IV.2 is pessimistic when compared to the empirical performance of our method. The experiments in Section VI show that both MGD and PMGD achieve very high accuracy after \( T = 100 \) iterations.

B. Proof of the Algorithm Guarantees

We first establish two lemmas on the bounds and Lipschitz continuity of the gradient and the Hessian. These properties are routinely used in the analysis of optimization methods, and will be leveraged in our proofs.

Lemma IV.4. For all \( h \in S^{n-1} \), \(-4n^3 \leq L(h) \leq 0\), \( \|\nabla_L(h)\| \leq 16n^3 \), \( \|H_L(h)\| \leq 48n^3 \).

Lemma IV.5. The Riemannian gradient and Riemannian Hessian are Lipschitz continuous:
\[
\|\tilde{\nabla}_L(h) - \tilde{\nabla}_L(h')\| \leq 64n^3\|h - h'\|, \quad \|\tilde{H}_L(h) - \tilde{H}_L(h')\| \leq 272n^3\|h - h'\|.
\]

We first prove Theorem IV.1 using a recent result on why first-order methods almost always escape saddle points [43].
Proof of Theorem IV.1: We show that if the initialization \( h^{(0)} \) follows a uniform distribution on \( S^{n-1} \), then \( h^{(t)} \) does not converge to any saddle point almost surely, by applying [43, Theorem 2]. To this end, we verify that (C1) the saddle points are unstable fixed points of (16), and that (C2) the differential of \( A(\cdot) \) in (16) is invertible.

Let \( h' := A(h) = P_{S^{n-1}}(h - \gamma \hat{\nabla}_L(h)) \). The differential \( DA(h) \) defined in [43, Definition 4] is

\[
DA(h) = P_{h' \perp} P_{h \perp} [I - \gamma \hat{H}_L(h)] P_{h \perp}.
\]

By Theorem III.1, all saddle points of \( L(h) \) on \( S^{n-1} \) are strict saddle points. At strict saddle points \( \hat{\nabla}_L(h) = 0 \) and \( h' = h \). Because, as we have shown, \( \hat{H}_L(h) \) has a strictly negative eigenvalue, it follows from [43, Proposition 8] that \( DA(h) \) has at least one eigenvalue larger than 1. Therefore, strict saddle points are unstable fixed points of (16) (see [43, Definition 5]), i.e., (C1) is satisfied.

We verify (C2) in the following lemma.

**Lemma IV.6.** For step size \( \gamma < \frac{1}{64n^3} \), and all \( h \in S^{n-1} \), we have \( \det(DA(h)) \neq 0 \).

Since conditions (C1) and (C2) are satisfied, by [43, Theorem 2], the set of initial points that converge to saddle points have measure 0. Therefore, a random \( h^{(0)} \) uniformly distributed on \( S^{n-1} \) does not converge to any saddle point almost surely. 

The proof of Theorem IV.2 follows steps similar to those in the proof of [44, Theorem 9]. The main notable difference is that we have to modify the arguments for optimization on the sphere. In particular, the following lemmas are the counter parts of [44, Lemmas 10 – 13].

Lemma IV.7 shows that every manifold gradient descent step decreases \( L(h) \) by a certain amount if the Riemannian gradient is not zero.

**Lemma IV.7.** For the manifold gradient update in (16) with a step size \( \gamma = \frac{1}{128n^3} \),

\[
L(h^{(t+1)}) - L(h^{(t)}) \leq -\frac{0.0038}{n^3} \| \hat{\nabla}_L(h^{(t)}) \|^2.
\]

A simple extension of the above lemma shows that, if the objective function does not decrease much over \( T \) iterations, then every iterate is within a small neighborhood of the starting point:

**Lemma IV.8.** Give the same setup as in Lemma IV.7, for every \( 0 \leq t \leq T \),

\[
\| h^{(0)} - h^{(t)} \| \leq \sqrt{\frac{T}{62n^3} [L(h^{(0)}) - L(h^{(T)})]}.
\]

Next, we give a key result showing that regions near saddle points, where manifold gradient descent tends to get stuck, are very narrow. We prove this using the “coupling sequence” technique first proposed
by Jin et al. [44]. We extend this technique to manifold gradient descent on the sphere in the following lemma.

**Lemma IV.9.** Assume that \( h_0 \in \mathcal{H}_2 \) and \( \| \hat{\nabla}_L(h_0) \| < c(n, \theta, \rho) \). Let 640 < \( \xi < 128/\rho^2 \) denote a constant. Let \( z_0 := \arg\min_{z: \|z\| = 1} \mathbb{E}_L L(h_0)z \) denote the negative curvature direction. Assume that \( h_1^{(0)} \) and \( h_2^{(0)} \) are two perturbed versions of \( h_0 \), and satisfy: (1) max \{\| \hat{h}_1^{(0)} - h_0 \|, \| \hat{h}_2^{(0)} - h_0 \|\} \leq \frac{R}{\xi} := \frac{\theta(1-3\theta)}{2\xi^4 \log n} ;
(2) \( P_{\hat{h}_0}(h_1^{(0)} - h_2^{(0)}) = dz_0 := \frac{40(1-3\theta)}{\xi n^4 \log n} z_0 \). Then the two coupling sequences of \( T := \frac{\xi n^4 \log n}{256(1-3\theta)} \) manifold gradient descent iterates \( \{h_1^{(t)}\}_{t=0} \) and \( \{h_2^{(t)}\}_{t=0} \) satisfy:

\[ \max\{L(h_1^{(0)} - L(h_1^{(T)}), L(h_2^{(0)} - L(h_2^{(T)}) > \mathcal{L} := \frac{256\theta^3(1-3\theta)^3}{\xi^3 n^6 \log^3 n} \).

Lemma IV.9 effectively means that perturbation can help manifold gradient descent to escape bad regions near saddle points, which is formalized as follows:

**Lemma IV.10.** Assume that \( h_0 \in \mathcal{H}_2 \) and \( \| \hat{\nabla}_L(h_0) \| < c(n, \theta, \rho) \). Let \( h^{(0)} = \sqrt{1-\|z_p\|^2} h_0 + z_p \) be a perturbed version of \( h_0 \), where \( z_p \) is a random vector uniformly distributed in the ball of radius \( D := \mathcal{R}^2 \) in the tangent space at \( h_0 \). Then after \( T \) iterations of manifold gradient descent, we have \( L(h^{(T)}) - L(h_0) < -\mathcal{L}/2 \) with probability at least \( 1 - \frac{4\xi n^{4-\xi/10000}) \log n}{\theta(1-3\theta)} \).

**Proof of Theorem IV.2:** First, we show that among \( T \) iterations there are at most

\[ T_1 = \frac{L(h^{(0)}) - \inf L(h)}{0.0038 c(n, \theta, \rho)^2} \]

large gradient steps where \( \| \hat{\nabla}_L(h^{(t)}) \| \geq c(n, \theta, \rho) \). Otherwise, one can apply Lemma IV.7 to each such step, and have \( L(h^{(0)}) - L(h^{(T)}) > L(h^{(0)}) - \inf L(h) \), which cannot happen.

Similarly, there are at most

\[ T_2 = \frac{L(h^{(0)}) - \inf L(h)}{-\mathcal{L}/2} \]

perturbation steps with probability at least \( 1 - T_2 \frac{4\xi n^{4-\xi/10000) \log n}{\theta(1-3\theta)} \). Otherwise, one can apply Lemma IV.10 to the perturbations, and have \( L(h^{(0)}) - L(h^{(T)}) > L(h^{(0)}) - \inf L(h) \), which is again self-contradictory.

By Lemma IV.4, \( L(h^{(0)}) - \inf L(h) \leq 4n^3 \). Therefore,

\[ T_1 < \frac{500n^8}{\theta^2(1-3\theta)^2 \rho^4} \]
\[ T_2 < \frac{\xi^3 n^6 \log^3 n}{32\theta^3(1-3\theta)^3} \]

It follows that, with probability at least \( 1 - \frac{4\xi n^{4-\xi/10000}) \log^4 n}{80r(1-3\theta)^4} \), the iterates of perturbed manifold gradient descent can stay in \( \mathcal{H}_2 \cup \mathcal{H}_3 \) (large gradient or negative curvature regions) for at most \( T_1 + T_2 \mathcal{T} \) steps, thus completing the proof.

\[ \blacksquare \]
V. Extensions

We believe that our formulation and/or analysis can be extended to other scenarios that are not covered by our theoretical guarantees.

- Bernoulli-subgaussian channels. As stated at the beginning of Section III, the Bernoulli-Rademacher assumption (A1) is a special case of the Bernoulli-subgaussian distribution, which simplifies our analysis. We conjecture that similar bounds can be established for general subgaussian distributions.
- Jointly sparse channels. This is a special case where the supports of \( x_i \) \((i = 1, 2, \ldots, N)\) are identical. Due to the shared support, the \( x_i \)'s are no longer independent. In this case, one needs a more careful analysis conditioned on the joint support.
- Complex signal and channels. We mainly consider real signals in this paper. However, a similar approach can be derived and analyzed for complex signals. We discuss this extension in the rest of this section.

Empirical evidence that our method works in these scenarios is provided in Section VI-D.

For complex \( f, x_i \in \mathbb{C}^n \), one can solve the following problem:

\[
\min_{h \in \mathbb{C}^n} \frac{1}{N} \sum_{i=1}^{N} \phi(\text{Re}(C_{y_i}Rh)) + \phi(\text{Im}(C_{y_i}Rh)), \quad \text{s.t. } \|h\| = 1,
\]

where \( R := \left( \frac{1}{bnN} \sum_{i=1}^{N} C_{y_i}^H C_{y_i} \right)^{-1/2} \in \mathbb{C}^{n \times n} \), and \((\cdot)^H\) represents the Hermitian transpose. If one treats the real and imaginary parts of \( h \) separately, then this optimization in \( \mathbb{C}^n \) can be recast into \( \mathbb{R}^{2n} \), and the gradient with respect to \( \text{Re}(h) \) and \( \text{Im}(h) \) can be used in first-order methods. This is related to Wirtinger gradient descent algorithms (see the discussion in [61]). The Riemannian gradient with respect to \( h \) is:

\[
P_{(\mathbb{R}^2)^+} \left( \frac{1}{N} \sum_{i=1}^{N} R^H C_{y_i} w_i(h) \right),
\]

where \( w_i(h) \) represents the following complex vector:

\[
w_i(h) = \nabla_{\phi}(\text{Re}(C_{y_i}Rh)) + \sqrt{-1} \nabla_{\phi}(\text{Im}(C_{y_i}Rh)),
\]

and \( P_{(\mathbb{R}^2)^+} \) represents the projection onto the tangent space at \( h \) in \( S^{2n-1} \subset \mathbb{R}^{2n} \):

\[
P_{(\mathbb{R}^2)^+} z = z - \text{Re}(h^H z) \cdot h.
\]

In the complex case, one can initialize the manifold gradient descent algorithm with a random \( h^{(0)} \), for which \([\text{Re}(h^{(0)})^\top, \text{Im}(h^{(0)})^\top]^\top\) follows a uniform distribution on \( S^{2n-1} \).
VI. NUMERICAL EXPERIMENTS

A. Manifold Gradient Descent vs. Perturbed Manifold Gradient Descent

Our theoretical analysis in Section IV suggests that manifold gradient descent (MGD) is guaranteed to escape saddle points almost surely, but may take very long to do so. On the other hand, perturbed manifold gradient descent (PMGD) is guaranteed to escape saddle points efficiently with high probability. In this section, we compare the empirical performances of these two algorithms in solving the multichannel sparse blind deconvolution problem (P1). In particular, we investigate whether the random perturbation can help achieve faster convergence.

We synthesize \( \{x_i\}_{i=1}^{N} \) following the Bernoulli-Rademacher model, and synthesize \( f \) following a Gaussian distribution \( N(0_{n \times 1}, I_n) \). Recall that the desired \( h \) is a signed shifted version of the ground truth, i.e., \( C_fRh = \pm e_j \) (\( j \in [n] \)) is a standard basis vector. Therefore, to evaluate the accuracy of the output \( h^{(T)} \), we compute \( C_fRh^{(T)} \) with the true \( f \), and declare successful recovery if

\[
\frac{\|C_fRh^{(T)}\|_\infty}{\|C_fRh^{(T)}\|} > 0.95,
\]

or equivalently, if

\[
\max_{j \in [n]} |\cos \angle (C_fRh^{(T)}, e_j)| > 0.95.
\]

We compute the success rate based on 100 Monte Carlo instances.

We fix \( N = 256, n = 128, \) and \( \theta = 0.1 \) in this section. We run MGD and PMGD for \( T = 100 \) iterations, with a fixed step size of \( \gamma = 0.1 \). We choose the perturbation time interval \( T = 10 \), and compare the following choices of perturbation radius \( D \) and tolerance \( c \):

1) \( D = 0.04, c = 0.1 \)
2) \( D = 0.08, c = 0.2 \)
3) \( D = 0.2, c = 0.5 \)
4) \( D = 0.4, c = 1 \)

The empirical success rates (at iteration number 10, 20, 40, 80) of MGD and PMGD (with the above parameter choices) are shown in Figure 5.

Despite the clear advantage of PMGD over MGD in theoretical guarantees, we don’t observe any significant disparity in empirical performances between the two. We conjecture that, because the “bad regions” near the saddle points of our objective function are extremely thin, the probability that MGD iterates get stuck at those regions is negligible. Therefore, we focus on assessing the performance of MGD (which is a special case of PMGD with \( D = 0 \) or \( c = 0 \)) in the rest of the experiments.
Fig. 5. Empirical success rates (at iteration number 10, 20, 40, 80) of MGD and PMGD (with different parameter choices). The x-axis represents iteration numbers, and the y-axis represents success rates.

B. Deconvolution with Synthetic Data

In this section, we examine the empirical sampling complexity requirement of MGD (16) to solve the MSBD formulation (P1). In particular, we answer the following question: how many channels $N$ are needed for different problem sizes $n$, sparsity levels $\theta$, and condition number $\kappa$?

We follow the same experimental setup as in Section VI-A. We run MGD for $T = 100$ iterations, with a fixed step size of $\gamma = 0.1$.

In the first experiment, we fix $\theta = 0.1$ (sparsity level, mean of the Bernoulli distribution), and run experiments with $n = 32, 64, \ldots, 256$ and $N = 32, 64, \ldots, 256$ (see Figure 6(a)). In the second experiment, we fix $n = 256$, and run experiments with $\theta = 0.02, 0.04, \ldots, 0.16$ and $N = 32, 64, \ldots, 256$ (see Figure 6(d)). The empirical phase transitions suggest that, for sparsity level relatively small (e.g., $\theta < 0.12$), there exist a constant $c > 0$ such that MGD can recover a signed shifted version of the ground truth with $N \geq cn\theta$.

In the third experiment, we examine the phase transition with respect to $N$ and the condition number $\kappa$ of $f$, which is the ratio of the largest and smallest magnitudes of its DFT. To synthesize $f$ with specific $\kappa$, we generate the DFT $\tilde{f}$ of $f$ that is random with the following distribution: 1) The DFT $\tilde{f}$ is symmetric, i.e., $\tilde{f}(j) = \tilde{f}(n+2-j)$, so that $f$ is real. 2) The phase of $\tilde{f}(j)$ follows a uniform distribution on $[0, 2\pi)$, except for the phases of $\tilde{f}(1)$ and $\tilde{f}(n/2+1)$ (if $n$ is even), which are always 0, for symmetry. 3) The gains of $\tilde{f}$ follows a uniform distribution on $[1, \kappa]$. We fix $n = 256$ and $\theta = 0.1$, and run experiments with $\kappa = 1, 2, 4, \ldots, 128$ and $N = 32, 64, \ldots, 256$ (see Figure 6(g)). The phase transition suggests that the number $N$ for successful empirical recovery is not sensitive to the condition number $\kappa$.

MGD is robust against noise. We repeat the above experiments with noisy measurements: $y_i = x_i \odot f + \sigma \varepsilon_i$, where $\varepsilon_i$ follows a Gaussian distribution $N(0, I_n)$. The phase transitions for $\sigma = 0.01\sqrt{n\theta}$ (SNR $\approx$ 40 dB) and $\sigma = 0.1\sqrt{n\theta}$ (SNR $\approx$ 20 dB) are shown in Figure 6(b), 6(e), 6(h), and Figure 6(c).
Fig. 6. Empirical phase transition (grayscale values represent success rates). The first row shows the phase transitions of $N$ versus $n$, given that $\theta = 0.1$. The second row shows the phase transitions of $N$ versus $\theta$, given that $n = 256$. The third row shows the phase transitions of $N$ versus $\kappa$, given that $n = 256$ and $\theta = 0.1$. The first column shows the results for the noiseless case. The second column shows the results for $\text{SNR} \approx 40 \text{ dB}$. The third column shows the results for $\text{SNR} \approx 20 \text{ dB}$.

6(f), 6(i), respectively. For reasonable noise levels, the number $N$ of noisy measurements we need to accurately recover a signed shifted version of the ground truth is roughly the same as with noiseless measurements.

C. 2D Deconvolution

Next, we run a numerical experiment with blind image deconvolution. Suppose the circular convolutions $\{y_i\}_{i=1}^N$ (Figure 7(c)) of an unknown image $f$ (Figure 7(a)) and unknown sparse channels $\{x_i\}_{i=1}^N$ (Figure 7(b)) are observed. The recovered image $\hat{f}$ (Figure 7(d)) is computed as follows:

$$\hat{f} = F^{-1} \left[ F (R h^T)^{\odot -1} \right],$$
where $\mathcal{F}$ denotes the 2D DFT, and $h^{(T)}$ is the output of MGD (16), with a random initialization $h^{(0)}$ that is uniformly distributed on the sphere.

Figure 7 shows that, although the sparse channels are completely unknown and the convolutional observations have corrupted the image beyond recognition, MGD is capable of recovering a shifted version of the (negative) image, starting from a random point on the sphere (see the image recovered using a random initialization in Figure 7(d), and then corrected with the true sign and shift in Figure 7(e)). In this example, all images and channels are of size $64 \times 64$, the number of channels is $N = 256$, and the sparsity level is $\theta = 0.01$. We run $T = 100$ iterations of MGD with a fixed step size $\gamma = 0.05$. The accuracy $\|C_f R h^{(t)}\|_\infty/\|C_f R h^{(0)}\|$ as a function of iteration number $t$ is shown in Figure 7(f), and exhibits a sharp transition at a modest number ($\approx 80$) of iterations.

![Figure 7](image-url)

Fig. 7. Multichannel blind image deconvolution. (a) True image. (b) Sparse channels. (c) Observations. (d) Recovered image using MGD. (e) Recovered image with sign and shift correction. (f) The accuracy as a function of iteration number. All images and channels in this figure are of the same size ($64 \times 64$).

D. Jointly Sparse Complex Gaussian Channels

In this section, we examine the performance of MGD when Assumption (A1) is not satisfied, and the channel model is extended as in Section V. More specifically, we consider $f$ following a Gaussian distribution $CN(0_{n \times 1}, I_n)$, i.e., the real and imaginary parts are independent following $N(0_{n \times 1}, I_n/2)$. And we consider $\{x_i\}_{i=1}^N$ that are:
○ **Jointly s-sparse:** The joint support of \(\{x_i\}_{i=1}^N\) is chosen uniformly at random on \([n]\).

○ **Complex Gaussian:** The nonzero entries of \(\{x_i\}_{i=1}^N\) follow a complex Gaussian distribution \(CN(0, 1)\).

We compare MGD (with random initialization) with three blind calibration algorithms that solve MSBD in the frequency domain: truncated power iteration [33] (initialized with \(f(0) = e_1\) and \(x_i(0) = 0\)), an off-the-grid algebraic method [62] (simplified from [63]), and an off-the-grid optimization approach [64].

We fix \(n = 128\), and run experiments for \(N = 16, 32, 48, \ldots, 128\), and \(s = 2, 4, 6, \ldots, 16\). We use \(f\) and \(\hat{f}\) to denote the true signal and the recovered signal, respectively. We say the recovery is successful if

\[
\|\mathcal{F}^{-1}[\mathcal{F}(f) \odot \mathcal{F}(\hat{f})^{\odot -1}]\|_\infty > 0.7. \tag{18}
\]

By the phase transitions in Figure 8, MGD and truncated power iteration are successful when \(N\) is large and \(s\) is small. Although truncated power iteration achieves higher success rates when both \(N\) and \(s\) are small, it fails for \(s > 8\) even with a large \(N\). On the other hand, MGD can recover channels with \(s = 16\) when \(N \geq 80\).\(^4\) In comparison, the off-the-grid methods are based on the properties of the covariance matrix \(\frac{1}{N} \sum_{i=1}^N y_i y_i^H\), and require larger \(N\) (than the first two algorithms) to achieve high success rates.

### E. MSBD with a Linear Convolution Model

In this section, we empirically study MSBD with a linear convolution model. Suppose the observations \(y_i = x_i' * f' \in \mathbb{R}^n\) \((i = 1, 2, \ldots, N)\) are linear convolutions of \(s\)-sparse channels \(x_i' \in \mathbb{R}^m\) and a signal \(f' \in \mathbb{R}^{n-m+1}\). Let \(x_i \in \mathbb{R}^n\) and \(f \in \mathbb{R}^n\) denote the zero-padded versions of \(x_i'\) and \(f\). Then

\[
y_i = x_i' * f' = x_i \circledast f.
\]

In this section, we show that one can solve for \(f\) and \(x_i\) using the optimization formulation (P1) and MGD, without knowledge of the length \(m\) of the channels.

We compare our approach to the subspace method based on cross convolution [18], which solves for the concatenation of the channels as a null vector of a structured matrix. For fairness, we also compare to an alternative method that takes advantage of the sparsity of the channels, and finds a sparse null vector of the same structured matrix as in [18], using truncated power iteration [35, 65].\(^5\)

\(3\)A perfect recovery \(\hat{f}\) is a scaled shifted version of \(f\), for which \(\mathcal{F}^{-1}[\mathcal{F}(f) \odot \mathcal{F}(\hat{f})^{\odot -1}]\) is a scaled shifted Kronecker delta.

\(4\)By our theoretical prediction, MGD can succeed for \(s = 40 < \frac{n}{2}\) provided that we have a sufficiently large \(N\).

\(5\)For an example of finding sparse null vectors using truncated power iteration, we refer the readers to our previous paper [35, Section II].
Fig. 8. Empirical phase transition of $N$ versus $s$, given that $n = 128$. (a) MGD. (b) Truncated power iteration [33]. (c) Off-the-grid algebraic method [62]. (d) Off-the-grid optimization approach [64].

In our experiments, we synthesize $f'$ using a random Gaussian vector following $N(0_{(n-m+1) \times 1}, I_{n-m+1})$. We synthesize $s$-sparse channels $x_i$ such that the support is chosen uniformly at random, and the nonzero entries are independent following $N(0, 1)$. We denote the zero-padded versions of the true signal and the recovered signal by $f$ and $\hat{f}$, and declare success if (18) is satisfied. We study the empirical success rates of our method and the competing methods in three experiments:

- $N$ versus $s$, given that $n = 128$ and $m = 64$.
- $N$ versus $m$, given that $n = 128$ and $s = 4$.
- $N$ versus $n$, given that $m = 64$ and $s = 4$.

The phase transitions in Figure 9 show that our MGD method consistently has higher success rates than the competing methods based on cross convolution. The subspace method and the truncated power iteration method are only successful when $m$ is small compared to $n$, while our method is successful for a large range of $m$ and $n$. The sparsity prior exploited by truncated power iteration improves the success rate over the subspace method, but only when the sparsity level $s$ is small compared to $m$. In comparison, our method, given a sufficiently large number $N$ of channels, can recover channels with a much larger $s$. 
MGD can be applied to deconvolution of time resolved fluorescence microscopy images. The goal is to recover sharp images $x_i$’s from observations $y_i$’s that are blurred by an unknown PSF $f$.

We use a publicly available microtubule dataset [30], which contains $N = 626$ images (Figure 10(a)). Since fluorophores are are turned on and off stochastically, the images $x_i$’s are random sparse samples of the $64 \times 64$ microtubule image (Figure 10(b)). The observations $y_i$’s (Figure 10(c), 10(d)) are synthesized by circular convolutions with the PSF in Figure 10(i). The recovered images (Figure 10(e), 10(f)) and kernel (Figure 10(j)) clearly demonstrate the effectiveness of our approach in this setting.
Blind deconvolution is less sensitive to instrument calibration error than non-blind deconvolution. If the PSF used in a non-blind deconvolution method fails to account for certain optic aberration, the resulting images may suffer from spurious artifacts. For example, if we use a miscalibrated PSF (Figure 10(k)) in non-blind image reconstruction using FISTA [58], then the recovered images (Figure 10(g), 10(h)) suffer from serious spurious artifacts.

![Fig. 10. Super-resolution fluorescence microscopy experiment using MGD. (a) True images. (b) Average of true images. (c) Observed images. (d) Average of observed images. (e) Recovered images using blind deconvolution. (f) Average of recovered images using blind deconvolution. (g) Recovered images using non-blind deconvolution and a miscalibrated PSF. (h) Average of recovered images using non-blind deconvolution and a miscalibrated PSF. (i) True PSF. (j) Recovered PSF using blind deconvolution. (k) Miscalibrated PSF used in non-blind deconvolution. All images in this figure are of the same size (64 × 64).](image-url)

VII. CONCLUSION

In this paper, we study the geometric structure of multichannel sparse blind deconvolution over the unit sphere. Our theoretical analysis reveals that local minima of a sparsity promoting smooth objective
function correspond to signed shifted version of the ground truth, and saddle points have strictly negative curvatures. Thanks to the favorable geometric properties of the objective, we can simultaneously recover the unknown signal and unknown channels from convolutional measurements using (perturbed) manifold gradient descent.

In practice, many convolutional measurement models are subsampled in the spatial domain (e.g., image super-resolution) or in the frequency domain (e.g., radio astronomy). Studying the effect of subsampling on the geometric structure of multichannel sparse blind deconvolution is an interesting problem for future work.

APPENDIX A
PROOFS FOR SECTION III

A. Derivation of (4) and (5)

Recall that

$$\nabla L''(h) = \frac{1}{N} \sum_{i=1}^{N} \nabla''_{i},$$
$$H_{L''}(h) = \frac{1}{N} \sum_{i=1}^{N} H''_{i},$$

where \( \nabla''_{i} := C_{x}^\top \nabla \phi(C_{x}h) \) and \( H''_{i} = C_{x}^\top H_{\phi}(C_{x}h)C_{x}. \)

For the Bernoulli-Rademacher model in (A1), we have

$$\mathbb{E} \nabla''_{i(j)} = -n \sum_{s=1}^{n} x_{i(1+s-j)} \left( \sum_{t=1}^{n} x_{i(1+s-t)} h(t) \right)^3$$
$$= -n \left( \theta h^3_{(j)} + 3\theta^2 h_{(j)} \sum_{\ell \neq j} h^2_{(\ell)} \right)$$
$$= -n\theta \left( 1 - 3\theta \right) h^3_{(j)} - 3n\theta^2 h_{(j)},$$

where the last line uses the fact that \( \sum_{j=1}^{n} h^2_{(j)} = \|h\| = 1. \) Therefore, the gradient and the Riemannian gradient are

$$\mathbb{E} \nabla L''(h) = -n\theta \left( 1 - 3\theta \right) h^{\odot 3} - 3n\theta^2 h,$$
$$\mathbb{E} \hat{\nabla} L''(h) = P_{h} \mathbb{E} \nabla L''(h) = n\theta \left( 1 - 3\theta \right) \|h\|^4 \cdot h - h^{\odot 3}. $$
Similarly, we have
\[
\mathbb{E} H''_{(jk)} = -3 \mathbb{E} \sum_{s=1}^{n} x_{i(1+s-j)} x_{i(1+s-k)} \left( \sum_{t=1}^{n} x_{i(1+s-t)} h_t \right)^2 
\]
\[
= -3n \times \begin{cases} 
\theta h_{(j)}^2 + \theta^2 \sum_{t \neq j} h_t^2 & \text{if } j = k \\
2\theta^2 h_{(j)} h_{(k)} & \text{if } j \neq k
\end{cases}
\]
\[
= -3n \left[ \theta^2 \delta_{jk} + \theta (1 - 3\theta) h_{(j)}^2 \delta_{jk} + 2\theta^2 h_{(j)} h_{(k)} \right].
\]

The Hessian and the Riemannian Hessian are
\[
\mathbb{E} H_L''(h) = -3n \left[ \theta^2 I + \theta (1 - 3\theta) \text{diag}(h^{\odot 2}) + 2\theta^2 h h^\top \right],
\]
\[
\mathbb{E} \hat{H}_L''(h) = P_{h\perp} \mathbb{E} H_L''(h) P_{h\perp} - h^\top \mathbb{E} \nabla L''(h) \cdot P_{h\perp}
\]
\[
= n\theta (1 - 3\theta) \left[ \|h\|_4^4 \cdot I + 2\|h\|_4^4 \cdot h h^\top - 3 \cdot \text{diag}(h^{\odot 2}) \right].
\]

**B. Proofs of Lemmas in Section III**

**Proof of Lemma III.3:** We first investigate the Riemannian Hessian at points in $\mathcal{H}_L''$ and $\mathcal{H}_2''$. Without loss of generality, we consider points close to the representative stationary point $h_0 = [1/\sqrt{r}, \ldots, 1/\sqrt{r}, 0, \ldots, 0]$.

We have
\[
|h_{(j)}^2 - 1/r| \leq \rho/r, \quad \forall j \in \{1, 2, \ldots, r\},
\]
\[
h_{(j)}^2 \leq \rho/r, \quad \forall j \in \{r+1, \ldots, n\},
\]
\[
\sum_{j=r+1}^{n} h_{(j)}^2 = 1 - \sum_{j=1}^{r} h_{(j)}^2 \leq \rho.
\]

Therefore,
\[
\|h - h_0\| \leq \sqrt{r \times \left( \frac{1 - \sqrt{1 - \rho}}{\sqrt{r}} \right)^2 + \rho} \leq \sqrt{2\rho},
\]
\[
\left\| \text{diag}(h^{\odot 2}) - \frac{1}{r} \begin{bmatrix} I_r \\
0_{(n-r) \times (n-r)} \end{bmatrix} \right\| \leq \frac{\rho}{r},
\]
and
\[
\left\| hh^\top - \frac{1}{r} \begin{bmatrix} 1_{r \times r} \\
0_{(n-r) \times (n-r)} \end{bmatrix} \right\| \leq 2\|h - h_0\| \leq 2\sqrt{2\rho}.
\]

We also bound $\|h\|_4^4$ as follows:
\[
\|h\|_4^4 \leq r \times \left( \frac{1 + \rho}{r^2} \right)^2 + \min \left\{ (n - r) \times \frac{\rho^2}{r^2}, \frac{\rho^2}{n - r} \right\} \leq \frac{1 + 2\rho + 2\rho^2}{r},
\]
\[
\|h\|_1^2 \geq r \times \frac{(1 - \rho)^2}{r^2} \geq \frac{1 - 2\rho + \rho^2}{r}.
\]

Since \(\rho < 10^{-3} < 1/2\),
\[
\left|\|h\|_1^2 - \frac{1}{r}\right| \leq \frac{3\rho}{r}.
\]  \tag{22}

Next we obtain bounds on the Riemannian curvature of \(E L''\) at points \(h \in H''_t\) or \(h \in H''_u\) by bounding its deviation from the Riemannian curvature at a corresponding stationary point \(h_0\). By (20), (21), (22), and the expressions in (5), (7):
\[
\|\mathbb{E} \hat{H}_{L'}(h) - \mathbb{E} \hat{H}_{L'}(h_0)\| \\
\leq n\theta(1 - 3\theta) \left[\frac{3\rho}{r} + 2 \times \frac{3\rho + 2\sqrt{2\rho}}{r} + 3 \times \frac{\rho}{r}\right] \\
= \frac{n\theta(1 - 3\theta)}{r} (12\rho + 4\sqrt{2\rho}).
\]  \tag{23}

It follows that
\[
\left|\min_{z: \|z\|=1} z^\top \mathbb{E} \hat{H}_{L'}(h)z - \min_{z: \|z\|=1} z^\top \mathbb{E} \hat{H}_{L'}(h_0)z\right| \\
\leq \left|\min_{z: \|z\|=1} z^\top \mathbb{E} \hat{H}_{L'}(h)z - \min_{z: \|z\|=1} z^\top \mathbb{E} \hat{H}_{L'}(h_0)z\right| + \left|\min_{z: \|z\|=1} z^\top \mathbb{E} \hat{H}_{L'}(h_0)z - \min_{z: \|z\|=1} z^\top \mathbb{E} \hat{H}_{L'}(h_0)z\right| \\
\leq \|V^\top \mathbb{E} \hat{H}_{L'}(h)V - V^\top \mathbb{E} \hat{H}_{L'}(h_0)V\| + \|V^\top \mathbb{E} \hat{H}_{L'}(h_0)V - V_0^\top \mathbb{E} \hat{H}_{L'}(h_0)V_0\| \\
\leq \|\mathbb{E} \hat{H}_{L'}(h) - \mathbb{E} \hat{H}_{L'}(h_0)\| + 2\|\mathbb{E} \hat{H}_{L'}(h_0)\| \cdot \|V - V_0\| \\
\leq \frac{n\theta(1 - 3\theta)}{r} (12\rho + 4\sqrt{2\rho}) + 2 \times \frac{2n\theta(1 - 3\theta)}{r} \times \sqrt{2\rho} \\
= \frac{n\theta(1 - 3\theta)}{r} (12\rho + 8\sqrt{2\rho}) \\
\leq \frac{n\theta(1 - 3\theta)(4\sqrt{2\rho})}{r},
\]  \tag{24}

where \(V, V_0 \in \mathbb{R}^{n \times (n-1)}\) satisfy: (I) the columns of \(V\) (resp. \(V_0\)) form an orthonormal basis for the tangent space at \(h\) (resp. \(h_0\)); (II) \(\|V - V_0\| \leq \sqrt{2\rho}\). We construct \(V\) and \(V_0\) as follows, for the non-trivial case where \(h \neq h_0\). Suppose the columns of \(V_t \in \mathbb{R}^{n \times (n-2)}\) form an orthonormal basis for the intersection of the tangent spaces at \(h\) and at \(h_0\). Let \(c := (h, h_0) < 1\), and let \(h': = \frac{1}{\sqrt{1-c^2}}(h_0 - ch)\) and \(h''_0 := \frac{1}{\sqrt{1-c^2}}(ch_0 - h)\). It is easy to verify that \(V := [V_t, h']\) and \(V_0 := [V_t, h''_0]\) satisfy (I). To verify (II), we have \(\|V - V_0\| = \|h' - h''_0\| = \frac{\sqrt{1-c^2}}{\sqrt{1-c^2}}\|h + h_0\| = \|h - h_0\| \leq \sqrt{2\rho}\).

Positive definiteness (10) follows from (8) and (24). Negative curvature (11) follows from (9) and (24).
Next, we prove contrapositive of (12), i.e., suppose \( \| \hat{\nabla} L''(h) \| < \theta (1 - 3 \theta) \rho^2 / n \) for some \( h \in S^{n-1} \), then we show \( h \in \mathcal{H}_1'' \cup \mathcal{H}_2'' \). First, it follows from \( \| \hat{\nabla} L''(h) \| < \theta (1 - 3 \theta) \rho^2 / n \), and the expression in (6), that for all \( j, k \in [n] \),
\[
h^2_{(j)} - h^2_{(k)}(h^2_{(j)} - h^2_{(k)}) < \rho^4 / n^4.
\]
As a result, \( |h^2_{(j)} - h^2_{(k)}| < \rho / n \) if \( h^2_{(j)} \geq \rho / n \) and \( h^2_{(k)} \geq \rho / n \).

Let \( \Omega := \{ j : h^2_{(j)} \geq \rho / n \} \subset [n] \), and \( r := |\Omega| \). Then
\[
h^2_{(j)} < \rho / n \leq \rho / r, \quad \forall j \notin \Omega,
\]
and
\[
1 - (n - r) \cdot \frac{\rho}{n} < \sum_{j \in \Omega} h^2_{(j)} \leq 1.
\]
In addition, \( |h^2_{(j)} - h^2_{(k)}| < \rho / n \) for \( j, k \in \Omega \). Therefore, for \( k \in \Omega \), \( h^2_{(k)} \) is close to the average \( \frac{1}{r} \sum_{j \in \Omega} h^2_{(j)} \):
\[
\left| h^2_{(k)} - \frac{1}{r} \sum_{j \in \Omega} h^2_{(j)} \right| < \rho / n, \quad \forall k \in \Omega
\]
By (26) and (27), for \( k \in \Omega \):
\[
h^2_{(k)} \leq \frac{1}{r} + \frac{\rho}{n} \leq \frac{1 + \rho}{r},
\]
\[
h^2_{(k)} \geq \frac{1 - (n - r) \cdot \frac{\rho}{n}}{r} - \frac{\rho}{n} = \frac{1 - \rho}{r}.
\]
Therefore,
\[
\left| h^2_{(k)} - \frac{1}{r} \right| \leq \frac{\rho}{r} \quad \forall k \in \Omega,
\]
It follows from (25) and (28) that \( h \) is in the \((\rho, r)\)-neighborhood of a stationary point \( h_0 \), where \( h_{0(j)} = 1 / \sqrt{r} \) if \( j \in \Omega \) and \( h_{0(j)} = 0 \) if \( j \notin \Omega \). Clearly, such an \( h \) belongs to \( \mathcal{H}_1'' \cup \mathcal{H}_2'' \). By contraposition, any point \( h \in \mathcal{H}_3'' = S^{n-1} \setminus (\mathcal{H}_1'' \cup \mathcal{H}_2'') \) satisfies (12). 

Proof of Lemma III.4: For any given \( h \in S^{n-1} \) one can bound the deviation of the gradient (or Hessian) from its mean using matrix Bernstein inequality [66]. Let \( S_\epsilon \) be an \( \epsilon \)-net of \( S^{n-1} \). Then \( |S_\epsilon| \leq (3/\epsilon)^n \) [67, Lemma 9.5]. We can then bound the deviation over \( S^{n-1} \) by a union bound over \( S_\epsilon \).
Define \( \nabla'' := C^T x_i \nabla \phi(C_x, h) \), and \( H''_i = C^T H\phi(C_x, h) C_{x_i} \). For the Bernoulli-Rademacher model in (A1), we have \( |x_{i(j)}| \leq 1 \). Therefore,

\[
|\nabla''_{i(j)}| = \left| \sum_{s=1}^{n} x_{i(1+s-j)} \left( \sum_{t=1}^{n} x_{i(1+s-t)} h(t) \right)^3 \right|
\leq n \left( \sum_{t=1}^{n} |h(t)| \right)^3
\leq n^2 \sqrt{n},
\]

\[
|H''_{i(j)}| = \left| 3 \sum_{s=1}^{n} x_{i(1+s-j)} x_{i(1+s-k)} \left( \sum_{t=1}^{n} x_{i(1+s-t)} h(t) \right)^2 \right|
\leq 3n \left( \sum_{t=1}^{n} |h(t)| \right)^2
\leq 3n^2.
\]

It follows that \( \|\nabla''\| \leq n^3 \), and \( \|H''\| \leq \|H''\|_F \leq 3n^3 \).

Our goal is to bound the following average of independent random terms with zero mean:

\[
\nabla L''(h) - \mathbb{E}\nabla L''(h) = \frac{1}{N} \sum_{i=1}^{N} \left( \nabla''_i - \mathbb{E}\nabla''_i \right),
\]

\[
H L''(h) - \mathbb{E}H L''(h) = \frac{1}{N} \sum_{i=1}^{N} \left( H''_i - \mathbb{E}H''_i \right).
\]

Since \( \|\nabla''\| \leq n^3 \), we have

\[
\|\nabla''_i - \mathbb{E}\nabla''_i\| \leq 2n^3,
\]

\[
\sum_{i=1}^{N} \mathbb{E}\|\nabla''_i - \mathbb{E}\nabla''_i\|^2 = N(\mathbb{E}\|\nabla''_i\|^2 - \|\mathbb{E}\nabla''_i\|^2) \leq Nn^6.
\]

\[
\left\| \sum_{i=1}^{N} \mathbb{E}(\nabla''_i - \mathbb{E}\nabla''_i)(\nabla''_i - \mathbb{E}\nabla''_i)^\top \right\| \leq N(\mathbb{E}\|\nabla''_i\|^2 + \|\mathbb{E}\nabla''_i\|^2) \leq 2Nn^6.
\]

By the rectangular version of the matrix Bernstein inequality [66, Theorem 1.6], and a union bound over \( S_\epsilon \),

\[
P\left[ \sup_{h \in S_\epsilon} \|\nabla L''(h) - \mathbb{E}\nabla L''(h)\| \leq \tau \right]
\geq 1 - \left( \frac{3}{\epsilon} \right)^n (n+1) \exp \left( \frac{-N^2\tau^2/2}{2Nn^6 + 2n^3N\tau/3} \right)
\]  
(29)
Similarly, since \( \| H''_i \| \leq 3n^3 \), we have
\[
\| H''_i - \mathbb{E} H''_i \| \leq 6n^3,
\]
\[
\left\| \sum_{i=1}^{N} \mathbb{E}(H''_i - \mathbb{E} H''_i) \right\| \leq N \|\mathbb{E} H''_i^2 - (\mathbb{E} H''_i)^2\| \leq 2N(3n^3)^2 = 18Nn^6.
\]

By the symmetric version of the matrix Bernstein inequality [66, Theorem 1.4], and a union bound over \( S_\epsilon \),
\[
\mathbb{P}\left[ \sup_{h \in S_\epsilon} \| H''_i(h) - \mathbb{E} H''_i(h) \| \leq \tau \right] \geq 1 - \left( \frac{3}{\epsilon} \right)^n \frac{(2n)!}{n!} \frac{\theta^2}{\epsilon^6} \frac{1}{n^2} \left( \frac{1}{n} \right)^n \frac{1}{6n^2} \frac{1}{N \tau / \epsilon^3}.
\]

Choose \( \tau = \frac{\theta(1-3\theta)\rho^2}{8n} \), and \( \epsilon = \frac{\tau}{6n^3} = \frac{\theta(1-3\theta)\rho^2}{48n^4} \). By (29) and (30), there exist constants \( c_2, c_3 > 0 \) (depending only on \( \theta \)), such that: if \( N \geq \frac{c_2 \epsilon}{\rho^2} n^4 \), then with probability at least \( 1 - e^{-c_2 n} \),
\[
\sup_{h \in S_\epsilon} \| \nabla''_i(h) - \mathbb{E} \nabla''_i(h) \| \leq \tau = \frac{\theta(1-3\theta)\rho^2}{8n},
\]
\[
\sup_{h \in S_\epsilon} \| H''_i(h) - \mathbb{E} H''_i(h) \| \leq \tau = \frac{\theta(1-3\theta)\rho^2}{8n}.
\]

To finish the proof, we extrapolate the concentration bounds over \( S_\epsilon \) to all points in \( S^{n-1} \). For any \( h \in S^{n-1} \), there exists \( h' \in S_\epsilon \) such that \( \| h - h' \| \leq \epsilon \). Furthermore, thanks to the Lipschitz continuity of the gradient and the Hessian,
\[
\| \nabla''_i(h) - \nabla''_i(h') \| \\
\leq \| C_{x_i} \| \cdot \sqrt{n(3\| x_i \|^2)} \cdot \| x_i \| \| h - h' \| \\
\leq 3n^3 \epsilon,
\]
\[
\| H''_i(h) - H''_i(h') \| \\
\leq \| C_{x_i} \|^2 \cdot (6\| x_i \|) \cdot \| x_i \| \| h - h' \| \\
\leq 6n^3 \epsilon,
\]

where \( 3\| x_i \|^2 \) and \( 6\| x_i \| \) are the Lipschitz constants of \( (\cdot)^3 \) and \( 3(\cdot)^2 \) on the interval \([-\| x_i \|, \| x_i \|] \). We also use the fact that \( |x_{i(j)}| < 1 \), hence \( \| x_i \| \leq \sqrt{n} \) and \( \| C_{x_i} \| \leq n \). As a consequence,
\[
\sup_{h \in S^{n-1}} \| \nabla''_i(h) - \mathbb{E} \nabla''_i(h) \| \\
\leq \sup_{h \in S_\epsilon} \| \nabla''_i(h) - \mathbb{E} \nabla''_i(h) \| + 2 \max_{i \in [N]} \sup_{\| h - h' \| \leq \epsilon} \| \nabla''_i(h) - \nabla''_i(h') \| \\
\leq \tau + 6n^3 \epsilon = 2\tau = \frac{\theta(1-3\theta)\rho^2}{4n},
\]
\[
\sup_{h \in S^{n-1}} \| \nabla L''(h) - E \nabla L''(h) \|
\leq \sup_{h \in S^{n-1}} \| \nabla L''(h) - E \nabla L''(h) \|
\leq \frac{\theta(1 - 3\theta)\rho^2}{4n}.
\]

Similarly,
\[
\sup_{h \in S^{n-1}} \| H_{L''}(h) - E H_{L''}(h) \|
\leq \sup_{h \in S_{\epsilon}} \| H_{L''}(h) - E H_{L''}(h) \| + 2 \max_{i \in [N]} \sup_{\| h - h' \| \leq \epsilon} \| H''_i(h) - H''_i(h') \|
\leq \tau + 12n^3\epsilon = 3\tau = \frac{3\theta(1 - 3\theta)\rho^2}{8n},
\]
\[
\sup_{h \in S^{n-1}} \| \widehat{H}_{L''}(h) - E \widehat{H}_{L''}(h) \|
\leq \sup_{h \in S^{n-1}} \| H_{L''}(h) - E H_{L''}(h) \| + \sup_{h \in S^{n-1}} \| \nabla L''(h) - E \nabla L''(h) \|
\leq \frac{\theta(1 - 3\theta)\rho^2}{n}.
\]

**Proof of Lemma III.5:** We have \( E \frac{1}{6nN} \sum_{i=1}^{N} C_{x_i}^T C_{x_i} = I \). We first bound \( \| \frac{1}{6nN} \sum_{i=1}^{N} C_{x_i}^T C_{x_i} - I \| \) using the matrix Bernstein inequality. To this end, we bound the spectral norm of \( E(C_{x_i}^T C_{x_i})^2 \), the eigenvalues of which can be computed using the DFT of \( x_i \). The eigenvalue corresponding to the \( t \)-th frequency satisfies
\[
E\left[ \left( \sum_{k=1}^{n} e^{-\sqrt{T(k-1)\epsilon/n}} x_{i(k)} \right) \left( \sum_{k=1}^{n} e^{-\sqrt{T(k-1)\epsilon/n}} x_{i(k)} \right)^T \right]^2
= E\left( \sum_{k=1}^{n} x_{i(k)}^2 + \sum_{1 \leq k < j \leq n} 2 \cos((j - k)\epsilon/n)x_{i(j)}x_{i(k)} \right)^2
\leq n\theta + \frac{n(n - 1)}{2} \times 4\theta^2 + n(n - 1)\theta^2
= n\theta + 3n(n - 1)\theta^2.
\]
Therefore,
\[
\sum_{i=1}^{N} \mathbb{E}\left( \frac{1}{\theta n} C_{x_i}^{\top} C_{x_i} - I \right)^2
\]
\[
= N \left\| \frac{1}{\theta^2 n^2} \mathbb{E}(C_{x_i}^{\top} C_{x_i})^2 - I \right\|
\]
\[
\leq N \frac{1}{\theta^2 n^2} \|\mathbb{E}(C_{x_i}^{\top} C_{x_i})^2\| + N
\]
\[
\leq N \frac{1}{\theta^2 n^2} (n\theta + 3n(n - 1)\theta^2) + N
\]
\[
\leq N \frac{1}{\theta n} + 3N + N
\]
\[
\leq 5N.
\]

We also have
\[
\left\| \frac{1}{\theta n} C_{x_i}^{\top} C_{x_i} - I \right\| \leq \frac{1}{\theta n} \|C_{x_i}\|^2 + 1 \leq \frac{n^2}{\theta n} + 1 \leq n^2 + 1.
\]

By the matrix Bernstein inequality [66, Theorem 1.4],
\[
\mathbb{P}\left[ \left\| \frac{1}{\theta n} \sum_{i=1}^{N} C_{x_i}^{\top} C_{x_i} - I \right\| \leq \tau \right] \geq 1 - 2n \exp\left(\frac{-N^2 \tau^2/2}{5N + (n^2 + 1)N\tau/3}\right).
\]

Set \(\tau = \frac{\theta(1-3\theta)\rho^2}{200n^4\kappa^4}\). Then there exist constants \(c_3, c'_3 > 0\) (depending only on \(\theta\)) such that: if \(N > \frac{c_3 n^8 \kappa^8}{\rho^4} \log n\), then with probability at least \(1 - n^{-c'_3}\),
\[
\left\| \frac{1}{\theta n} \sum_{i=1}^{N} C_{x_i}^{\top} C_{x_i} - I \right\| \leq \frac{\theta(1-3\theta)\rho^2}{200n^4\kappa^4}.
\]

(31)

Next, we bound \(\|C_f R - C_f (C_f^{\top} C_f)^{-1/2}\|\) (similar to the proofs of [39, Lemma 15] and [68, Lemma...
B.2]). Define $Q := \frac{1}{\theta n^2} \sum_{i=1}^{N} C_{x_i}^T C_{x_i}$. Then
\[
\|C_{f}R - C_{f}(C_{f}^T C_{f})^{-1/2}\| \\
= \|C_{f}(C_{f}^T QC_{f})^{-1/2} - C_{f}(C_{f}^T C_{f})^{-1/2}\| \\
\leq \sigma_1(C_{f}) \cdot \|(C_{f}^T QC_{f})^{-1/2} - (C_{f}^T C_{f})^{-1/2}\| \\
\leq \frac{\sigma_1(C_{f})}{\sigma_n((C_{f}^T C_{f})^{-1/2})} \|(C_{f}^T QC_{f})^{-1} - (C_{f}^T C_{f})^{-1}\| \\
= \sigma_1^2(C_{f}) \|(C_{f}^T QC_{f})^{-1} - (C_{f}^T C_{f})^{-1}\| \\
\leq \frac{\sigma_1^2(C_{f})}{\sigma_n^2(C_{f})} \|(C_{f}^T C_{f})(C_{f}^T QC_{f})^{-1} - I\| \\
= \kappa^2 \| [I + (C_{f}^T (Q - I)C_{f})(C_{f}^T C_{f})^{-1}]^{-1} - I\| \\
\leq \kappa^2 \frac{\|C_{f}^T (Q - I)C_{f}\| [(C_{f}^T C_{f})^{-1}\|}{1 - \|C_{f}^T (Q - I)C_{f}\| [(C_{f}^T C_{f})^{-1}\|} \\
\leq \kappa^2 \|Q - I\| \frac{\theta (1 - 3\theta) n^2}{100n^4}. \tag{34}
\]

The inequality (32) follows from the fact ([69, Theorem 6.2]) that, for positive definite $A$ and $B$,
\[
\|A^{-1/2} - B^{-1/2}\| \leq \frac{\|A^{-1} - B^{-1}\|}{\sigma_n(A^{-1/2} + B^{-1/2})} \leq \frac{\|A^{-1} - B^{-1}\|}{\sigma_n(B^{-1/2})},
\]
which in turn follows from the identity
\[
(A^{-1/2} - B^{-1/2})(A^{-1/2} + B^{-1/2}) + (A^{-1/2} + B^{-1/2})(A^{-1/2} - B^{-1/2}) = 2(A^{-1} - B^{-1}).
\]

The inequality (33) is due to the fact that $\|(I + A)^{-1} - I\| \leq \|(I + A)^{-1}\| \|A\| \leq \frac{\|A\|}{1 - \|A\|}$ for $\|A\| < 1$.

The last line (34) follows from (31) and $\|C_{f}^T (Q - I)C_{f}\| [(C_{f}^T C_{f})^{-1}\| \leq \kappa^2 \|Q - I\| < \frac{1}{2}$.

The rest of Lemma III.5 follows from the Lipschitz continuity of the objective function. Define $U := C_{f}R$, and $U' := C_{f}(C_{f}^T C_{f})^{-1/2}$, which is an orthogonal matrix. We have
\[
\|C_{f}R\| = \|U\| \leq \|U'\| + \|U - U'\| < 2. \tag{35}
\]

Recall that for the Bernoulli-Rademacher model, $\|x_i\| \leq \sqrt{n}$ and $\|C_{x_i}\| \leq n$. Then the difference of the
where the third inequality follows from the fact that $\nabla_\phi(\cdot)$ is Lipschitz continuous and bounded on compact sets – the Lipschitz constant of $(\cdot)^3$ on the interval $[-\|U\||\|x_i\|\|^2, \|U\||\|x_i\|\|^2]$ is $3(\|U\||\|x_i\|\|^2)$, and the upper bound of $|\cdot|^3$ on the interval $[-\|x_i\|, \|x_i\|]$ is $\|x_i\|^3$. Similarly the difference of the Hessians can be bounded as follows:

$$\|H_L(h) - H_{L'}(h)\|$$

$$\leq \max_{i \in [N]} \|U^\top C_{x_i}^\top H_\phi(C_{x_i}, U) C_{x_i} U - U'^\top C_{x_i}^\top H_\phi(C_{x_i}, U') C_{x_i} U\|$$

$$\leq \max_{i \in [N]} \|U^\top C_{x_i}^\top H_\phi(C_{x_i}, U) C_{x_i} U - U'^\top C_{x_i}^\top H_\phi(C_{x_i}, U') C_{x_i} U\|$$

$$+ \max_{i \in [N]} \|U'^\top C_{x_i}^\top H_\phi(C_{x_i}, U') C_{x_i} U - U'^\top C_{x_i}^\top H_\phi(C_{x_i}, U') C_{x_i} U\|$$

$$\leq \max_{i \in [N]} \|U\|^2\|C_{x_i}\|^2 \cdot \left[6(\|U\||\|x_i\|)\right] \cdot \|U - U'||\|x_i\|$$

$$+ \max_{i \in [N]} \|U - U'||\|U\||\|C_{x_i}\|^2 \cdot \left[3\|x_i\|^2\right]$$

$$+ \max_{i \in [N]} \|U - U'||\|C_{x_i}\|^2 \cdot \left[3\|x_i\|^2\right]$$

$$\leq 57 \cdot \max_{i \in [N]} \|C_{x_i}\|^2\|x_i\|^2 \|U - U'\|$$

$$\leq 57n^3\|U - U'\|,$$

where the third inequality uses the Lipschitz constant and upper bound of $3(\cdot)^2$. 

The gradients of $L(h) = \frac{1}{N} \sum_{i=1}^{N} \phi(C_{x_i} U h)$ and $L'(h) = \frac{1}{N} \sum_{i=1}^{N} \phi(C_{x_i} U' h)$ can be bounded as follows:

$$\|\nabla L(h) - \nabla L'(h)\|$$

$$\leq \max_{i \in [N]} \|U^\top C_{x_i}^\top \nabla_\phi(C_{x_i}, U) - U'^\top C_{x_i}^\top \nabla_\phi(C_{x_i}, U')\|$$

$$\leq \max_{i \in [N]} \|U^\top C_{x_i}^\top \nabla_\phi(C_{x_i}, U) - U'^\top C_{x_i}^\top \nabla_\phi(C_{x_i}, U')\|$$

$$+ \max_{i \in [N]} \|U'^\top C_{x_i}^\top \nabla_\phi(C_{x_i}, U') - U'^\top C_{x_i}^\top \nabla_\phi(C_{x_i}, U')\|$$

$$\leq \max_{i \in [N]} \|U\|\|C_{x_i}\| \cdot \sqrt{n}(\|U\|\|x_i\|) \cdot \|U - U'||\|x_i\|$$

$$+ \max_{i \in [N]} \|U - U'||\|C_{x_i}\| \cdot \sqrt{n}\|x_i\|^3$$

$$\leq 25\sqrt{n} \cdot \max_{i \in [N]} \|C_{x_i}\||\|x_i\|^3\|U - U'||$$

$$\leq 25n^3\|U - U'||,$$
It follows from (34) and the above bounds that
\[
\sup_{h \in S^{n-1}} \| \hat{\nabla} L(h) - \hat{\nabla} L'(h) \| \\
\leq \sup_{h \in S^{n-1}} \| \nabla L(h) - \nabla L'(h) \| \\
\leq 25n^3 \| U - U' \| \leq \frac{\theta(1 - 3\theta)\rho^2}{4n}.
\]

\[
\sup_{h \in S^{n-1}} \| \hat{H}_L(h) - \hat{H}_L'(h) \| \\
\leq \sup_{h \in S^{n-1}} \| H_L(h) - H_L'(h) \| + \sup_{h \in S^{n-1}} \| \nabla L(h) - \nabla L'(h) \| \\
\leq 100n^3 \| U - U' \| \leq \frac{\theta(1 - 3\theta)\rho^2}{n}.
\]

**Proof of Lemma III.6:** The set $\mathcal{H}_1''$ equals the union of $(\rho, 1)$-neighborhoods of $\{\pm e_j\}_{j=1}^n$, and the columns of $C_f^{-1} = C_g$ are the shifted versions of the inverse filter $g$. Therefore, by (19), every point $h^* \in (C_f^T C_f)^{-1/2} C_f^{-1} \mathcal{H}_1''$ satisfies
\[
\| C_f (C_f^T C_f)^{-1/2} h^* \pm e_j \| \leq \sqrt{2\rho},
\]
for some $j \in [n]$. It follows that
\[
\| C_f R h^* \pm e_j \| \\
\leq \| C_f R h^* - C_f (C_f^T C_f)^{-1/2} h^* \| + \| C_f (C_f^T C_f)^{-1/2} h^* \pm e_j \| \\
\leq \frac{\theta(1 - 3\theta)\rho^2}{100n^4} + \sqrt{2\rho} \\
\leq 2\sqrt{\rho},
\]
where the second to last line follows from (34), and the last line follows from $\theta(1 - 3\theta)\rho^2/(100n^4) < (2 - \sqrt{2})\sqrt{\rho}$.  

\[\blacksquare\]
APPENDIX B
PROOFS FOR SECTION IV

Proof of Lemma IV.4: Clearly, \( L(h) \leq 0 \) for all \( h \in S^{n-1} \). For the Bernoulli-Rademacher model in (A1), we have \( \|x_i\| \leq \sqrt{n} \) and \( \|C_{x_i}\| \leq n \). Therefore,

\[
L(h) \geq -\frac{1}{4} \max_{i \in [N]} \|C_{x_i}C_fRh\|^4
\geq -\frac{n}{4} \max_{i \in [N]} (\|x_i\|\|Uh\|)^4
\geq -4n^3,
\]

where the second inequality follows from the Cauchy-Schwarz inequality, and the third inequality follows from \( \|U\| = \|C_fR\| \leq 2 \) (see (35)).

We can bound the the norm of \( \nabla L(h) \) and \( H_L(h) \) similarly. To bound \( \|\nabla L(h)\| \), we have

\[
\|\nabla L(h)\| \leq \max_{i \in [N]} \|U^T C_{x_i}^\top \nabla \phi(C_{x_i}Uh)\|
\leq \max_{i \in [N]} \|U\| \|C_{x_i}\| \cdot \sqrt{n}(\|x_i\|\|U\|)^3
\leq 16n^3.
\]

To bound \( \|H_L(h)\| \), we have

\[
\|H_L(h)\| \leq \max_{i \in [N]} \|U^T C_{x_i}^\top H\phi(C_{x_i}Uh)C_{x_i}U\|
\leq \max_{i \in [N]} \|U\|^2 \|C_{x_i}\|^2 \times 3(\|x_i\|\|U\|)^2
\leq 48n^3.
\]

Proof of Lemma IV.5: We first derive Lipschitz constants for the gradient and the Hessian. Recall that \( \|U\| = \|C_fR\| \leq 2 \) (see (35)). Therefore, the difference of two gradients can be bounded as follows:

\[
\|\nabla L(h) - \nabla L(h')\|
\leq \max_{i \in [N]} \|U^T C_{x_i}^\top \nabla \phi(C_{x_i}Uh) - U^T C_{x_i}^\top \nabla \phi(C_{x_i}Uh')\|
\leq \max_{i \in [N]} \|U\| \|C_{x_i}\| \cdot \sqrt{n}(\|U\| \|x_i\|)^2 \cdot \|x_i\|\|U\|\|h - h'\|
\leq 48n^3 \|h - h'\|,
\]
where the second inequality follows from the fact that $\nabla_\phi(\cdot)$ is Lipschitz continuous – the Lipschitz constant of $\cdot^3$ on the interval $[-\|U\|\|x_i\|^2,\|U\|\|x_i\|^2]$ is $3(\|U\|\|x_i\|^2)$. Similarly the difference of two Hessians can be bounded as follows:

$$
\|H_L(h) - H_L(h')\| \\
\leq \max_{i \in [N]} \|U^T C_{x_i} H_\phi(C_{x_i} U h) C_{x_i} U - U^T C_{x_i} H_\phi(C_{x_i} U h') C_{x_i} U\| \\
\leq \max_{i \in [N]} \|U\|^2 \|C_{x_i}\|^2 \cdot [6(\|U\|\|x_i\|)^2 \cdot \|x_i\|\|U\|\|h - h'\| \\
\leq 96n^3\|h - h'\|,
$$

where the second inequality uses the Lipschitz constant and upper bound of $3(\cdot)^2$.

It follows from the definitions of Riemannian gradient and Riemannian Hessian that they are Lipschitz continuous:

$$
\|\hat{\nabla}_L(h) - \hat{\nabla}_L(h')\| \\
\leq \|P_{h'}(\nabla_L(h) - \nabla_L(h'))\| + \|(P_{h'} - P_{h'})\nabla_L(h')\| \\
\leq 48n^3\|h - h'\| + 16n^3\|P_{h'} - P_{h'}\| \\
\leq 64n^3\|h - h'\|.
$$

$$
\|\hat{H}_L(h) - \hat{H}_L(h')\| \\
\leq \|P_{h'}(H_L(h) - H_L(h'))P_{h'}\| + \|P_{h'} H_L(h')(P_{h'} - P_{h'})\| + \|(P_{h'} - P_{h'})H_L(h') P_{h'}\| \\
+ \|(\hat{\nabla}_L(h) - \hat{\nabla}_L(h'))h^\top\| + \|\hat{\nabla}_L(h')(h - h')^\top\| \\
\leq 96n^3\|h - h'\| + 48n^3\|h - h'\| \times 2 + 64n^3\|h - h'\| + 16n^3\|h - h'\| \\
= 272n^3\|h - h'\|.
$$

Proof of Lemma IV.6: Suppose the columns of matrix $V \in \mathbb{R}^{n \times (n-1)}$ (resp. $V' \in \mathbb{R}^{n \times (n-1)}$) form an orthonormal basis for the tangent subspace at $h$ (resp. $h'$). Then a matrix representation of $D\mathcal{A}(h)$ in (17) as a mapping from the tangent space of $h$ to the tangent space at $h'$ with respect to the bases of these spaces is $V'^\top V(I_{n-1} - \gamma V^\top \hat{H}_L(h)V)$.

Note that $|\det(V'^\top V)|$ does not depend on the specific choice of orthogonal bases $V$ and $V'$ (multiplication by an orthonormal matrix does not change $|\det(\cdot)|$). Therefore, we consider the following construction of $V$ and $V'$. Suppose the columns of $V_\gamma \in \mathbb{R}^{n \times (n-2)}$ form an orthonormal basis for the
intersection of the tangent spaces at \( h \) and at \( h' \). Let \( c := \langle h, h' \rangle < 1 \), then it is easy to verify that \( V := [V_1, \frac{1}{\sqrt{1-c^2}} (h' - ch)] \) and \( V' := [V_1, \frac{1}{\sqrt{1-c^2}} (ch' - h)] \) are valid orthonormal bases. It follows that

\[
|\det(V'^T V)| = \left| \begin{bmatrix} I_{n-2} & 0_{(n-2)\times 1} \\ 0_{1\times (n-2)} & c \end{bmatrix} \right| = |c|
\]

Since \( \langle h, h' \rangle = \langle h - \gamma \nabla_L(h), h - \gamma \nabla_L(h) \rangle = \|h - h - \gamma \nabla_L(h)\|^2 / \|h - \gamma \nabla_L(h)\| = 1 / \|h - \gamma \nabla_L(h)\| > 0 \), we have \( |\det(V'^T V)| = |\langle h, h' \rangle| > 0 \).

By Lemma IV.4, for all \( h \in S^{n-1} \),

\[
\|\hat{H}_L(h)\| \leq \|H_L(h)\| + \|\nabla_L(h)\|
\]

\[
\leq 48n^3 + 16n^3 = 64n^3.
\]

Therefore \( I_{n-1} - \gamma V^T \hat{H}_L(h) V \) is strictly positive definite for \( \gamma < 1/(64n^3) \).

It follows that

\[
|\det(DA(h))| = |\det(V'^T V)| \cdot |\det(I_{n-1} - \gamma V^T H_L(h) V)| > 0.
\]

\[\square\]

**Proof of Lemma IV.7:** One can write the left-hand side as a line integral along the shortest path between \( h(t) \) and \( h(t+1) \) on the sphere,

\[
L(h^{(t+1)}) - L(h^{(t)})
\]

\[
= \int_{h^{(t)}}^{h^{(t+1)}} dL(h)
\]

\[
= \int_{h^{(t)}}^{h^{(t+1)}} \nabla_L(h) \, dh
\]

\[
= \langle \nabla_L(h^{(t)}), h^{(t+1)} - h^{(t)} \rangle + \int_{h^{(t)}}^{h^{(t+1)}} (\nabla_L(h) - \nabla_L(h^{(t)})) \, dh
\]

\[
\leq \langle \nabla_L(h^{(t)}), h^{(t+1)} - h^{(t)} \rangle + \|\nabla_L(h^{(t+1)}) - \nabla_L(h^{(t)})\| \int_{h^{(t)}}^{h^{(t+1)}} \|dh\|
\]

\[
\leq \langle \nabla_L(h^{(t)}), h^{(t+1)} - h^{(t)} \rangle + 64n^3 \|h^{(t+1)} - h^{(t)}\| \int_{h^{(t)}}^{h^{(t+1)}} \|dh\|
\]
where the first inequality uses Cauchy-Schwarz inequality, and the second inequality uses Lipschitz continuity of the Riemannian gradient. Let $\Theta := \angle(h(t), h(t+1)) = \tan^{-1}(\gamma \|\hat{\nabla}_L(h(t))\|)$, then

$$L(h(t+1)) - L(h(t))$$

$$\leq -\gamma \|\hat{\nabla}_L(h(t))\|^2 \cos \Theta + 64n^3\gamma^2\|\hat{\nabla}_L(h(t))\|^2 \frac{2\Theta \sin \frac{\Theta}{2}}{\tan^2 \Theta}$$

$$\leq (-\gamma \cos \Theta + 64n^3\gamma^2)\|\hat{\nabla}_L(h(t))\|^2$$

$$\leq -\frac{0.0038}{n^3} \|\hat{\nabla}_L(h(t))\|^2,$$

where the second inequality follows from $2 \sin \frac{\Theta}{2} \leq \Theta \leq \tan \Theta$, and the last step follows from $\cos \Theta \geq 1/\sqrt{1 + \left(\frac{1}{128n^3} \times 16n^3\right)^2} \approx 0.99$.

Proof of Lemma IV.8.

$$\|h^{(0)} - h^{(t)}\|$$

$$\leq \sum_{\tau=1}^{t} \|h^{(\tau-1)} - h^{(\tau)}\|$$

$$\leq \sum_{\tau=1}^{T} \|h^{(\tau-1)} - h^{(\tau)}\|$$

$$\leq \sqrt{T \sum_{\tau=1}^{T} \|h^{(\tau-1)} - h^{(\tau)}\|^2}$$

$$\leq \sqrt{T \gamma^2 \sum_{\tau=1}^{T} \|\hat{\nabla}_L(h^{(\tau-1)})\|^2}$$

$$\leq \sqrt{T \left(\frac{1}{128n^3}\right)^2 n^3 \sum_{\tau=1}^{T} \|L(h^{(\tau-1)}) - L(h^{(\tau)})\|}$$

$$\leq \sqrt{T \left(\frac{1}{62n^3}\right) \left[L(h^{(0)}) - L(h^{(T)})\right]},$$

where the first inequality follows from triangle inequality, the third inequality follows from the Cauchy-Schwarz inequality, and the fifth inequality follows from Lemma IV.7.

Proof of Lemma IV.9: Assume that the contrary is true, i.e., $\max\{L(h_1^{(0)}) - L(h_1^{(T)}), L(h_2^{(0)}) - L(h_2^{(T)})\} \leq L$. By Lemma IV.8, $\max\{\|h_1^{(0)} - h_1^{(t)}\|, \|h_2^{(0)} - h_2^{(t)}\|\} \leq \sqrt{\frac{T L}{62n^3}}$. Therefore for all $0 \leq t \leq T$:

$$\max\{\|h_0 - h_1^{(t)}\|, \|h_0 - h_2^{(t)}\|\} \leq \sqrt{\frac{T L}{62n^3}} + \frac{R}{2} \leq \mathcal{R} = \frac{\theta(1 - 3\theta)}{\xi n^3 \log n},$$
and

$$\|h_1^{(T)} - h_2^{(T)}\| \leq 2\mathcal{R}. \quad (36)$$

On the other hand, manifold gradient descent satisfies

$$h_1^{(t)} - h_2^{(t)} = (h_1^{(t-1)} - \gamma \nabla L(h_1^{(t-1)})) - (h_2^{(t-1)} - \gamma \nabla L(h_2^{(t-1)}))$$

$$+ (h_2^{(t-1)} - \gamma \nabla L(h_2^{(t-1)})) \left(\frac{1}{\|h_1^{(t-1)} - \gamma \nabla L(h_1^{(t-1)})\|} - \frac{1}{\|h_2^{(t-1)} - \gamma \nabla L(h_2^{(t-1)})\|}\right).$$

The numerator of the first term is

$$h_1^{(t-1)} - h_2^{(t-1)} = (h_1^{(t-1)} - \gamma \nabla L(h_2^{(t-1)}))$$

$$= (h_1^{(t-1)} - h_2^{(t-1)}) + \gamma (\nabla L(h_2^{(t-1)}) - \nabla L(h_1^{(t-1)}))$$

$$= (h_1^{(t-1)} - h_2^{(t-1)}) + \gamma \int_{h_1^{(t-1)}}^{h_2^{(t-1)}} \hat{H}_L(h) dh$$

$$= (I - \gamma \hat{H}_L(h_0))(h_1^{(t-1)} - h_2^{(t-1)}) + \gamma \int_{h_1^{(t-1)}}^{h_2^{(t-1)}} [\hat{H}_L(h) - \hat{H}_L(h_0)] dh.$$

Define

$$\mathcal{P}^{(t)} := \frac{I - \gamma \hat{H}_L(h_0)}{\|h_1^{(t)} - \gamma \nabla L(h_1^{(t)})\|}$$

and

$$q^{(t)} := \frac{\gamma P_{\hat{h}_0} \int_{h_1^{(t)}}^{h_2^{(t)}} [\hat{H}_L(h) - \hat{H}_L(h_0)] dh}{\|h_1^{(t)} - \gamma \nabla L(h_1^{(t)})\|}$$

$$+ P_{\hat{h}_0}(h_2^{(t)} - \gamma \nabla L(h_2^{(t)})) \left(\frac{1}{\|h_1^{(t)} - \gamma \nabla L(h_1^{(t)})\|} - \frac{1}{\|h_2^{(t)} - \gamma \nabla L(h_2^{(t)})\|}\right).$$

Then

$$P_{\hat{h}_0}(h_1^{(t)} - h_2^{(t)})$$

$$= \mathcal{P}^{(t-1)} P_{\hat{h}_0}(h_1^{(t-1)} - h_2^{(t-1)}) + q^{(t-1)}$$

$$= \left[\prod_{\tau=0}^{t-1} \mathcal{P}^{(\tau)}\right] P_{\hat{h}_0}(h_1^{(0)} - h_2^{(0)}) + \sum_{\tau=0}^{t-1} \left[\prod_{\tau'=\tau+1}^{t-1} \mathcal{P}^{(\tau')}\right] q^{(\tau)}.$$

We also have the following claims, which we prove later in this section.

Claim B.1. $$\left\|\prod_{\tau=0}^{t-1} \mathcal{P}^{(\tau)}\right\| P_{\hat{h}_0}(h_1^{(0)} - h_2^{(0)}) = \left[\prod_{\tau=0}^{t-1} \|\mathcal{P}^{(\tau)}\|\right] \|P_{\hat{h}_0}(h_1^{(0)} - h_2^{(0)})\| = d[1 + \theta(1 - 3\theta)\gamma]t.$$  

Claim B.2. $$\sum_{\tau=0}^{t-1} \left[\prod_{\tau'=\tau+1}^{t-1} \mathcal{P}^{(\tau')}\right] q^{(\tau)} \leq \frac{1}{2} \left[\prod_{\tau=0}^{t-1} \mathcal{P}^{(\tau)}\right] P_{\hat{h}_0}(h_1^{(0)} - h_2^{(0)})$$ for $$t = 0, 1, \ldots, T.$$
Given the above claims, we have

\[
\|P_{h_0}(h_1(T) - h_2(T))\|
\]

\[
\geq \left\| \left[ \prod_{\tau=0}^{T-1} P(\tau) \right] P_{h_0}(h_1(0) - h_2(0)) \right\| - \left\| \sum_{\tau=0}^{T-1} \prod_{\tau'=\tau+1}^{T-1} P(\tau') q(\tau) \right\|
\]

\[
\geq \frac{1}{2} \left\| \prod_{\tau=0}^{T-1} P(\tau) \right\| P_{h_0}(h_1(0) - h_2(0))
\]

\[
\geq \frac{d}{2} \left[ 1 + \theta(1 - 3\theta) \right]^T
\]

\[
\geq \frac{d}{2} (2.5)^{T \theta (1 - 3\theta)} \gamma > \frac{d}{2} n^{5/10000} = 2\mathcal{R},
\]

This clearly contradicts the localization result (36), which finishes the proof.

\[\blacksquare\]

**Proof of Claim B.1:** First, we bound the denominator of \(P(t)\):

\[
\|h_1(t) - \gamma \hat{\nabla}_L(h_1(t))\|
\]

\[
\leq \sqrt{1 + \gamma^2 \|\hat{\nabla}_L(h_1(t))\|^2}
\]

\[
\leq 1 + \frac{\gamma}{2} \|\hat{\nabla}_L(h_1(t))\|
\]

\[
\leq 1 + \frac{\gamma}{2} (\|\hat{\nabla}_L(h_0)\| + \|\hat{\nabla}_L(h_0) - \hat{\nabla}_L(h_1(t))\|)
\]

\[
\leq 1 + \frac{\gamma}{2} (c(n, \theta, \rho) + 64n^3 \mathcal{R})
\]

\[
\leq 1 + \frac{\mathcal{R}}{2},
\]

where the second inequality follows from the fact that \(\sqrt{1 + x^2} < 1 + x/2\) for all \(0 < x < 1\), and the last inequality is due to \(c(n, \theta, \rho) = \frac{\theta(1 - 3\theta)\rho^2}{2n^2} < \frac{54\theta(1 - 3\theta)}{\xi n} < 64n^3 \mathcal{R}\).

Since \(P_{h_0}(h_1(0) - h_2(0)) = dz_0\) is the eigenvector corresponding to the smallest eigenvalue of \(\hat{H}_L(h_0)\), it is also the dominant eigenvector of \(P(t)\). By (14), \(z_0^* \hat{H}_L(h) z_0 \leq -1.2 \theta(1 - 3\theta)\). Hence the dominant eigenvalue is

\[
\|P(t)\| \geq \frac{1 + 1.2\theta(1 - 3\theta)\gamma}{\|h_1(t) - \gamma \hat{\nabla}_L(h_1(t))\|}
\]

\[
\geq \frac{1 + 1.2\theta(1 - 3\theta)\gamma}{1 + \mathcal{R}/2}
\]

\[
\geq 1 + 1.2\theta(1 - 3\theta)\gamma - \mathcal{R}
\]

\[
\geq 1 + \theta(1 - 3\theta)\gamma,
\]
where the third inequality follows from the fact that \((1 + a)/(1 + b/2) > 1 + a - b\) if \(b > 0\) and \(0 < a - b < 1\), and the last inequality is due to \(\mathcal{R} < 0.2\theta(1 - 3\theta)\gamma = \frac{\theta(1 - 3\theta)}{640n^3}\).

The proof is completed by applying the above eigenvalue argument \(t\) times. ■

**Proof of Claim B.2:** We prove the claim by induction. This claim is clearly true for \(t = 0\), for which the left-hand side is 0. Suppose the claim is true for \(t = 0, 1, \ldots, T - 1\), and we show that it is true for \(t = T\).

By the induction hypothesis, for \(t = 0, 1, \ldots, T - 1\), we have

\[
\left\| \sum_{\tau=0}^{T-1} \prod_{\tau'=\tau+1}^{T-1} \mathcal{P}(\tau') q(\tau) \right\|
\leq 12dR \prod_{\tau=0}^{T-1} \|\mathcal{P}(\tau)\|,
\]

and

\[
\|q(t)\| \leq \gamma \sup \|\tilde{H}_L(h) - \tilde{H}_L(h_0)\| \int_{h_0}^{h(t)} \|dh\| + \sin \angle(h_0, h^{(t+1)}_2) \times \gamma \|\tilde{\nabla}_L(h^{(t)}_1)\| - \|\tilde{\nabla}_L(h^{(t)}_2)\|
\leq \gamma \times 272n^3 \mathcal{R} \times 2 \|P_{h_\alpha}(h^{(t)}_1 - h^{(t)}_2)\| + \mathcal{R} \times \gamma \times 64n^3 \times 2 \|P_{h_\alpha}(h^{(t)}_1 - h^{(t)}_2)\|
\leq 6R \|P_{h_\alpha}(h^{(t)}_1 - h^{(t)}_2)\|
\leq 12dR \prod_{\tau=0}^{T-1} \|\mathcal{P}(\tau)\|.
\]

It follows that

\[
\left\| \sum_{\tau=0}^{T-1} \prod_{\tau'=\tau+1}^{T-1} \mathcal{P}(\tau') q(\tau) \right\|
\leq \sum_{\tau=0}^{T-1} \prod_{\tau'=\tau+1}^{T-1} \|\mathcal{P}(\tau')\| \|q(\tau)\|
\leq 12dR \sum_{\tau=0}^{T-1} \prod_{\tau'=\tau+1}^{T-1} \|\mathcal{P}(\tau')\| \prod_{\tau'=0}^{T-1} \|\mathcal{P}(\tau')\|
\leq 12dR T \left\| \prod_{\tau=0}^{T-1} \mathcal{P}(\tau) \right\| \left\|P_{h_\alpha}(h^{(0)}_1 - h^{(0)}_2)\right\|.
\]

The claim follows from our choice of parameters: \(12\mathcal{R}T < \frac{1}{2}\). ■
Proof of Lemma IV.10: By the construction of the perturbation, \( |h^{(0)} - h_0| \leq \sqrt{2 - 2\sqrt{1 - R^2}} \leq \frac{R}{2} \) since \( R < 1/4 \). By Lemma IV.9, the region where \( T \) iterates of manifold gradient descent get stuck is very narrow. In fact, the probability that \( L(h^{(0)}) - L(h(T)) \leq \mathcal{L} \) is bounded by
\[
\frac{d \cdot \text{volume}(S^{n-2})}{D \cdot \text{volume}(S^{n-2})} \leq \frac{4\xi n^{(4-\xi/10000)} \log n}{\theta(1 - 3\theta)}.
\]
Next, we bound \( |L(h^{(0)}) - L(h_0)| \) using the Lipschitz continuity of the Riemannian gradient:
\[
|L(h^{(0)}) - L(h_0)|
\leq \left| \langle \hat{\nabla}_L(h_0), h^{(0)} - h_0 \rangle \right| + \int_{h_0}^{h^{(0)}} (\hat{\nabla}_L(h) - \hat{\nabla}_L(h_0)) dh
\leq c(n, \theta, \rho) D + 64 n^3 (2D)^2 \times (2D)
\leq L/2.
\]
Therefore, with probability at least \( 1 - \frac{4\xi n^{(4-\xi/10000)} \log n}{\theta(1 - 3\theta)} \),
\[
L(h(T)) - L(h_0) = \left[ L(h(T)) - L(h^{(0)}) \right] + \left[ L(h^{(0)}) - L(h_0) \right] < -\mathcal{L} + \mathcal{L}/2 = -\mathcal{L}/2.
\]

Proof of Corollary IV.3: By Lemma III.6, for \( \hat{h} \in \mathcal{H}_1 \), we have \( ||C_f R \hat{h} \pm e_j|| \leq 2\sqrt{\rho} \) for some \( j \in [n] \). Then by the Cauchy-Schwarz inequality
\[||\mathcal{F}(f) \otimes \mathcal{F}(R \hat{h}) - \mathcal{F}(\mp e_j)||_{\infty} \leq \sqrt{n} ||C_f R \hat{h} \pm e_j|| \leq 2\sqrt{\rho n}.\] (37)
Equivalently, the circular convolution operators satisfy
\[||C_f C_{R \hat{h}} - C_{\mp e_j}|| \leq 2\sqrt{\rho n}.
\]
It follows that
\[
\| \hat{x}_i \pm S_j(x_i) \| = \| C_y, R \hat{h} \pm S_j(x_i) \|
= \| C_f C_{R \hat{h}} x_i - C_{\mp e_j} x_i \| \leq \| C_f C_{R \hat{h}} - C_{\mp e_j} \| \cdot \| x_i \|
\leq 2\sqrt{\rho n} \cdot \| x_i \|.
\]
It follows from (37) that
\[|\mathcal{F}(f)_{(k)} \times \mathcal{F}(R \hat{h})_{(k)} - e^{\pm \sqrt{\frac{\pi}{(j-1)(k-1)}}} \leq 2\sqrt{\rho n},\]
for all \( k \in [n] \). Therefore,
\[|\mathcal{F}(R \hat{h})_{(k)}| \geq \frac{1 - 2\sqrt{\rho n}}{|\mathcal{F}(f)_{(k)}|}.\]
Since \( \min_{k \in [n]} |\mathcal{F}(\hat{R}h)(k)| = \sigma_n(C_{Rh}) \), and \( \max_{k \in [n]} |\mathcal{F}(f)(k)| = \|\mathcal{F}(f)\|_{\infty} \leq \sqrt{n}\|f\| \), we have
\[
\sigma_n(C_{Rh}) \geq \frac{1 - 2\sqrt{p}}{\sqrt{n}\|f\|}.
\]

Combining the above bound with the following
\[
\|C_{Rh}(f \pm S_j(\hat{f}))\| = \|f \pm S_j(\hat{f})\| \leq \|\hat{f} \pm S_j(f)\|
\]

we have
\[
\|\hat{f} \pm S_j(f)\| = \|f \pm S_j(\hat{f})\| \leq \sqrt{p} \times \frac{\sqrt{n}\|f\|}{1 - 2\sqrt{p}}
\]
\[
= \frac{2\sqrt{p}}{1 - 2\sqrt{p}} \cdot \|f\|,
\]

\[\blacksquare\]
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