THE FURSTENBERG SET AND ITS RANDOM VERSION
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Abstract. We study some number-theoretic, ergodic and harmonic analysis properties of the Furstenberg set of integers \( S = \{ 2^m 3^n \} \) and compare them to those of its random analogue \( T \). In this half-expository work, we show for example that \( S \) is "Khinchin distributed", is far from being Hartman uniformly distributed while \( T \) is, also that \( S \) is a \( \Lambda(p) \)-set for all \( 2 < p < \infty \) and that \( T \) is a \( p \)-Rider set for all \( p \) such that \( 4/3 < p < 2 \). Measure-theoretic and probabilistic techniques, notably martingales, play an important role in this work.
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1. Introduction

The goal of this paper\textsuperscript{1}, which is mainly a survey but also contains several original results, is the study of two different sets of integers: the Furstenberg set $S$ and its randomized version denoted $T$.

Since various notions (from harmonic analysis, probability, ergodic theory, number theory and diophantine approximation, fractal geometry) are involved, we begin with a rather long introduction in which the necessary notions are described in a sketchy way. But we strive to add precise bibliographical references, or references to the forthcoming sections, where those notions are presented in more detail. Complements can be found on harmonic analysis, probability and Banach spaces in [51], on ergodic theory in [63] and on distribution of sequences in [48].

Notations. Here are summarized the notations we adopt. $\mathbb{N}$ (resp. $\mathbb{N}_0$) denotes the set of positive (resp. non negative) integers, $\mathbb{Z}$ the set of integers, $\{x\}$ the fractional part of the real number $x$. The cardinality of a finite set $A$ is denoted either by $|A|$, or by $\#A$. Also for estimations, we make use of the classical Hardy’s notation $\ll$ (bounded up to a positive multiplicative constant). We will mainly (but not exclusively) consider the group $G = \mathbb{T} = \mathbb{R}/\mathbb{Z}$ with $m$ as its Haar measure and we will denote $\|x\| = \inf_{n \in \mathbb{Z}} |x - n|$ for $x \in \mathbb{T}$. We put $L^p(\mathbb{T})$ for $L^p(\mathbb{T}, m)$. For every $f \in L^1(\mathbb{T})$ (integrable and 1-periodic), more generally every finite measure $\mu$ on $\mathbb{T}$ and every $n \in \mathbb{Z}$, we set:

$$\int_{\mathbb{T}} f \, dm := \int_0^1 f(x) \, dx, \quad \hat{f}(n) = \int_{\mathbb{T}} f e_n \, dm, \quad \hat{\mu}(n) = \int_{\mathbb{T}} e_n \, d\mu$$

where $e_n(x) = e(nx)$ with $e(x) = \exp(2i\pi x)$. $\mathbb{E}$ (resp. $V$) denotes the expectation (resp. the variance) in a probability space. $\mathbb{E}(X|\mathcal{C})$ denotes the conditional expectation of an integrable random variable $X$ given the sub-$\sigma$-field $\mathcal{C}$.

\textsuperscript{1}This paper will appear in the journal L’Enseignement Mathématique. Theorem 2.10 discussing the exact order of decay of Fourier coefficients is added in this ArXiv version after the acceptance of the paper by the journal. Section 6 included here (but not in the version of L’Enseignement Mathématique) would facilitate the reading of the part on Bohr topology.
1.1. The set $S$. Our main object is the Furstenberg set $S$ of positive integers defined as

$$S = \{2^j3^k : j,k \in \mathbb{N}_0\}.$$  

This is the multiplicative semigroup of $\mathbb{N}$, generated by 2 and 3. More generally, for a finite set of coprime numbers $\{q_1, \ldots, q_s\}$, we denote by $S(q_1, \ldots, q_s)$ the multiplicative semi-group generated by $q_1, \ldots, q_s$. If $2 = p_1 < p_2 < \cdots < p_s < \cdots$ is the ordered sequence of the prime numbers, $S(p_1, \ldots, p_s)$ is nothing but $D_s := \{n : P^+(n) \leq p_s\}$ where $P^+(n)$ denotes the greatest prime divisor of $n \geq 2$. This set $D_s$ is called the set of $s$-friable integers and has been intensively studied in analytic number theory (see [58, 76, 77, 64, 7, 37, 33, 1]).

When $s = 1$, $S(q_1)$ is the so-obtained Hadamard lacunary set $\{q_1^n, n \geq 1\}$, which enjoys various properties, as well in harmonic analysis as in ergodic theory, that we shall discuss below. It is quite natural to explore the same properties for less sparse sets, e.g. $S(q_1, \ldots, q_s)$ as soon as $s \geq 2$.

We particularly focus on the set $S = S(2,3)$ because of its closeness to a famous conjecture of Furstenberg, the $\times 2 \times 3$–conjecture, which asserts that every continuous probability measure on the circle $\mathbb{T}$ which is both $2$–invariant and $3$–invariant must be the Haar measure $m$ of $\mathbb{T}$ (see Subsection 2.2.1). We make no progress on this conjecture in our paper, but this problem acted as a motivation for revisiting the set $S$, which is clearly invariant under the multiplication by 2 and 3. By rearrangement the Furstenberg set gives rise to an increasing sequence of integers, called the “Furstenberg sequence” (also denoted $S$, to ease notation):

$$S = \{1 = s_1 < s_2 < \cdots < s_n < \cdots\}.$$  

From different viewpoints (harmonic analysis, arithmetics, and dynamical system), the set $S$ or the sequence $(s_n)$ is quite original and mysterious. Its rate of growth is intermediate between the growth of a polynomial sequence (e.g. the sequence $(n^2)$ of squares) and that of a power sequence (e.g. the sequence $(2^n)$) and this rate is not so easy to handle with. Ramanujan gave an amazing statement, of which Hardy had to give a full proof ([38]).

The sumset $\Sigma = \{2^j + 3^k\}$ was well understood from the uniform distribution and harmonic analysis viewpoints [10], for the reason that it appears as a projection of a nice product set. But the multiplicative structure of $S$ prevents us from using the same projection technique.

We shall study three types of properties of $S$:

• Rate of increase and lacunarity. We say that a sequence of integers $E = (u_n)$ is weakly lacunary if $u_{n+1} - u_n \to \infty$, or Hadamard lacunary of ratio $\rho$ if $\rho := \liminf u_{n+1}/u_n > 1$ (in the sequel, we shall say “Hadamard set”). The set $S$ is not a Hadamard set because $s_{n+1}/s_n \to 1$, which was exploited by Furstenberg in [34]. We shall look for asymptotic behaviours of $s_n, s_{n+1} - s_n, \frac{s_{n+1}}{s_n} - 1$. Notice that estimates of such quantities for a Hadamard set are obvious. For the set $S$, it is easy to prove that $I_S(N) :=$
\(|S \cap [1,N]| \approx (\log N)^2\) whence \(s_n \approx \exp(\sqrt{n})\). Going further needs sharp estimates and more work (Subsection 2.1.).

- **Distribution issues.**

  Consider a set of integers \(E = \{\lambda_1 < \lambda_2 < \cdots < \lambda_n < \cdots\} \subset \mathbb{Z}\). As is well-known (Hermann Weyl’s theorem [48]), for almost every \(x \in (0,1)\) the sequence \((\lambda_n x)\) is equidistributed modulo 1, meaning that, for any \(h \in \mathbb{Z} \setminus \{0\}\), we have

  \[
  \frac{1}{N} \sum_{n=1}^{N} e(h \lambda_n x) \to 0.
  \]

  We also say more briefly: almost every \(x\) is \(E\)-normal. The exceptional set of those \(x\) such that \((\lambda_n x)\) is not equidistributed mod 1 is Haar-negligible. It is interesting to study its properties. This exceptional set can be reduced to the singleton \(\{0\}\). In other words, in some extreme cases, it can happen that

  \[
  \frac{1}{N} \sum_{n=1}^{N} e(\lambda_n x) \to 0, \text{ for all } x \neq 0
  \]

  and then we say that the set \(E\) is Hartman uniformly distributed.

  We introduce two measuring tools. Hausdorff dimension is usually used to describe the size of sets in a metric space. Consider a subset \(X\) of \(\mathbb{R}^d\). For \(s > 0\) and \(\varepsilon > 0\), we define

  \[
  H^s \varepsilon(X) = \inf \left\{ \sum_{i} |U_i|^s : X \subset \bigcup_{i \geq s}\ U_i, \ |U_i| < \varepsilon \right\},
  \]

  where \(\{U_i\}\) is a countable family of subsets, called an \(\varepsilon\)-cover of \(X\), and \(|U_i|\) denotes the diameter of \(U_i\). The \(s\)-dimensional Hausdorff measure is then defined by \(H^s(X) = \sup_{\varepsilon > 0} H^s \varepsilon(X)\). There is a critical exponent \(\rho\), called Hausdorff dimension of \(X\) and denoted by \(\dim_H(X)\), such that \(H^s(X) = +\infty\) for \(s < \rho\) and \(H^s(X) = 0\) for \(s > \rho\).

  Observe that \(0 \leq \dim_H(X) \leq d\) and that \(\dim_H(X) = d\) as soon as \(X\) has positive Lebesgue measure. For example, if \(X\) is the Cantor middle-third set, \(\dim_H(X) = \log 2 / \log 3\). See [25], chapter 2 for more details about the Hausdorff dimension.

  Next, recall that a probability measure \(\mu\) on \(\mathbb{T}\) is called a Rajchman measure if \(\hat{\mu}(n) \to 0\) at infinity.

  The support of a Rajchman measure is not arbitrary and has special porosity. The rate of decay for its Fourier transform is relevant in this respect. See [57] for a background.

  The Hausdorff dimension of the exceptional set \(W(S)\) of those \(x \in \mathbb{T}\) such that \((s_n x)\) is not equidistributed and the existence of Rajchman measure supported by \(W(S)\) holds our attention in Subsection 2.2.
The above property (1) is equivalent to the following one:

\[(3) \frac{1}{N} \sum_{n=1}^{N} f(\lambda_n x) \to \int_T f \, dm \quad \text{a.e.} \]

for every Riemann-integrable function \(f\). But surprisingly, Marstrand (\[58\]), refuting a conjecture of Khinchin, proved that for \(E = \{\lambda_n\} = \mathbb{N}\), there are functions \(f \in L^\infty(\mathbb{T})\) for which (3) fails. This led us to coin the \textit{Khintchin class} of a subset \(E = \{\lambda_n\} \subset \mathbb{N}\) as

\[(4) \mathcal{K}_E := \left\{ f \in L^1(\mathbb{T}) : \frac{1}{N} \sum_{n=1}^{N} f(\lambda_n x) \to \int_T f \, dm \quad \text{a.e.} \right\} \]

In terms of this notation, the above result of Marstrand can be restated as \(\mathcal{K}_N \not\supset L^\infty(\mathbb{T})\). But for the set \(S\), Marstrand (\[58\]) proved that \(\mathcal{K}_S \supset L^\infty(\mathbb{T})\) and later Nair (\[59\]) proved that \(\mathcal{K}_S = L^1(\mathbb{T})\). We will revisit these results in Subsection 2.2.3 and give a simple proof of Nair’s result in a weaker form.

- **Harmonic analysis properties.** Now consider \(S\) as a subset of \(\mathbb{Z}\), the dual group of the unit circle \(\mathbb{T}\). To better understand the involved notions, it is useful to consider more generally (see \[73\], notably chapter 5, for a detailed exposition) a compact abelian group \(G\) equipped with its normalized Haar measure \(m\), its dual \(\hat{\Gamma} = \hat{G}\), the Fourier transform \(\hat{f} : \Gamma \to \mathbb{C}\) of a function \(f \in L^1(G)\) or \(\hat{\mu} : \Gamma \to \mathbb{C}\) of a bounded measure \(\mu\) being defined as

\[
\hat{f}(\gamma) := \int_G f(x) \gamma(-x) \, dm(x), \quad \hat{\mu}(\gamma) := \int_G \gamma(-x) \, d\mu(x).
\]

The spectrum of \(f\) is (with a similar definition for \(\mu\))

\(\text{sp}(f) := \{ \gamma \in \Gamma : \hat{f}(\gamma) \neq 0 \}\).

For a subset \(E\) of \(\Gamma\), and a Banach space \(X \subset L^1(G)\), \(X_E\) denotes the closed subspace of \(X\) defined by

\(X_E = \{ f \in X : \text{sp}(f) \subset E \}\).

This subset \(E\) is declared “sparse”, in a vague sense depending on \(X\), if any \(f \in X_E\) behaves better than a generic function of \(X\). More specifically:

(a) \(E\) is called a \(\Lambda(p)\)-set if \(L^1_E \subset L^p\) for some fixed \(p > 1\).

(b) \(E\) is called a \textit{Sidon set} (or 1-Sidon set) if \(f \in L^\infty(E)(G)\) implies \(\hat{f} \in \ell^1(\Gamma)\).

(c) \(E\) is called a \(p\)-\textit{Sidon set} if \(f \in L^\infty(E)(G)\) implies \(\hat{f} \in \ell^p(\Gamma)\) \((1 \leq p < 2)\).

(d) \(E\) is called a \(p\)-\textit{Rider set} if \(f \in X_E(G)\) implies \(\hat{f} \in \ell^p(\Gamma)\) where \(X\) is the space of randomly bounded functions \((1 \leq p < 2)\).

See \[73, 74\] for the first two notions, \[79\], (\[10\] p.181) for the third, and \[71, 52, 53\] for the fourth.

For example, the set \(E = \{2^j, j \geq 0\} \subset \mathbb{Z}\) is Sidon and hence \(\Lambda(p)\) for all \(p < \infty\). The set \(F = \{(2^j, 3^k)\} \subset \mathbb{Z}^2\) is \(p\)-Sidon exactly for \(p \geq 4/3\) (\[10\]).
The notion of $p$-Riderness coincides with that of $p$-Sidonicity when $p = 1$ \cite{J1} and is weaker when $1 < p < 2$, but reveals easier to handle with (see \cite{J1} for a full arithmetic characterization). For example, it provides a simple proof of the non-trivial fact that the union of two Sidon sets is again Sidon \cite{J20}.

Such "sparse" sets $E$ are lacunary in the sense that

$$I_E(N) := |E_N|, \quad \text{with} \quad E_N := E \cap [1, N]$$

is much smaller than $N$. Indeed, we have

- $I_E(N) \ll N^{2/p}$ if $E$ is a $\Lambda(p)$-set ($p > 2$).
- $I_E(N) \ll \log N$ if $E$ is a Sidon set.
- $I_E(N) \ll (\log N)^{p/(2-p)}$ if $E$ is a $p$-Rider set ($1 \leq p < 2$).

Here is another kind of lacunary sets. We say that $E \subset \mathbb{Z}$ is a Rajchman set if for any probability measure $\mu$ on $\mathbb{T}$, $\lim_{|n| \to \infty} \hat{\mu}(n) = 0$ implies that $\mu$ is a Rajchman measure. The relations between these lacunary sets are shown in Figure 1 and the last inclusion is due to Lefèvre and Rodriguez-Piazza \cite{J50}.

For the Furstenberg set $S$, we have $I_S(N) \approx (\log N)^2$, a property shared by any $1/2$-Rider set (NB. $p/(2-p) = 2$ for $p = 4/3$). This leads naturally to the questions about $\Lambda(p)$-property or $p$-Sidonicity, $p$-Riderness for the set $S$ and its random brother $T$, which is defined below. We will examine these properties for both $S$ and $T$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{Harmonic classification of lacunary sets}
\end{figure}
1.2. The set $T$. Motivated by the estimate $I_S(N) \approx (\log N)^2$ seen above, we define a random version $T$ of $S$ as follows in Section 5: we select the integer $n \geq 1$ with probability $\delta_n = \log n / n$ and we reject it with probability $1 - \delta_n$, our selections or rejections being independent. This approach is not new. It goes back to Erdős-Rényi who introduced random sets of integers in [21], it was then systematically developed by Bourgain [13], and became popular under the name “Selectors of Bourgain”. See also [52], and the papers by Kahane and Katznelson [42, 43]. We obtain in this way a random set $T$ of integers satisfying

$$E(I_T(N)) = \sum_{n=1}^{N} \frac{\log n}{n} \approx (\log N)^2.$$  

It can be proved that $I_T(N) \approx (\log N)^2$ almost surely (this follows from a non-standard law of large numbers (see [6] p.276 for a proof). This random set $T$ might be easier to deal with, and might give us some hint on what we could, or could not, hope for the set $S$. All the properties we have previously discussed will be revisited with $T$ in place of $S$.

1.3. Detailed content of the paper. Let us now be more specific on the content of this paper, which is organized as follows.

1. Section 1 is this introduction.

2. Section 2 investigates the first arithmetic or dynamical properties of $S$. We naturally start this section with an estimate of the cumulative function $I_S(N)$, leading to the asymptotic behaviours of $s_n$, $s_{n+1}/s_n$ and then of $s_{n+1} - s_n$ and $(s_{n+1} - s_n)/s_n$, improving previous inequalities due to Tijdeman [76, 77] by providing effective constants. We obtain the following estimates (Corollary 2.4).

**Theorem 1.1.** We have

$$\frac{1}{(\log s_n)^\rho} \ll \frac{s_{n+1} - s_n}{s_n} \ll \frac{1}{(\log s_n)^{1/(\rho + 1)}}$$

where the exponent $\rho$ is explicit ($\rho = 4.117..$).

Our estimations rely on a rational approximation of $\alpha = \log 2 / \log 3$ due to G. Rhin [69] and Wu and Wang [80].

Then we switch to the study of the $S$-orbits, that is the sets $(s_n x)$ for $x \in \mathbb{T}$, which is relevant to the dynamics of the semi-group $\{2^j 3^k\}$. All infinite $S$-orbits $(s_n x)$ for $x \not\in \mathbb{Q}$ are dense in $\mathbb{T}$ but not necessarily equidistributed (see [34]). We complete these assertions of Furstenberg by investigating in detail the set $W(S)$ of those $x \in \mathbb{T}$ such that $(s_n x)$ is not equidistributed. As observed above, $W(S)$ is negligible but it is uncountable and even has a positive Hausdorff dimension, for which we give estimates in Section 2 (Theorem 2.7). Moreover, we construct a probability measure supported on $W(S)$ with its Fourier transform vanishing at infinity (Theorem 2.9).
Theorem 1.2. The set of $x$ with a non-equidistributed $S$-orbit has a positive Hausdorff dimension $\geq 0.451621$ and supports a Rajchman probability measure.

Another question concerning the distribution of the orbits $(s_nx)$, related to a conjecture of Khinchin [46], has been solved in the nineties by Nair [59]. Recall that this conjecture, refuted by Marstrand, asked whether
\[ \frac{1}{N} \sum_{n=1}^{N} f(nx) \to \int f \, dm \text{ m-a.e. for all } f \in L^1(\mathbb{T}). \]
For subsets of $\mathbb{N}$, we can speak of the problem of Khintchin. Nair’s result solved this problem positively for the set $S$.

Theorem 1.3 (Nair). For every $f \in L^1(\mathbb{T})$, \[ \frac{1}{N} \sum_{n=1}^{N} f(s_nx) \to \int f \, dm \text{ m-a.e.} \]

We will give a very simple proof of this fact with a slight restriction on $f$ (membership in $L\log^{+}L$) and a release on the measure (Theorem 2.13).

3. Section 3 begins with reminders of notions of thin sets from harmonic analysis. We recall here different notions of lacunarity: $\Lambda(p)$, $q$-Paley, $p$-Sidon and later $p$-Rider. The set $S$, thanks to its weakly lacunary behaviour, is expected to share some of them. Actually, Gundy and Varopoulos [37] proved in the seventies that $S$ is a $\Lambda(p)$-set for every $p > 2$ (and even $q$-Paley for every $1 \leq q < 2$) by a judicious interplay of the underlying martingales, and here probability comes into the matter.

4. Section 4 presents two probabilistic tools on which we will heavily rely, namely the Azuma inequalities for scalar martingales with bounded differences, which allow a unified presentation of some results (like Salem-Zygmund’s theorem). A second probabilistic tool, the Burkholder inequalities on the square function of a scalar or Hilbert space-valued martingale, is recalled. Then, we prove in details the result of Gundy-Varopoulos [37] which deserves to be better known, the initial proof being rather abrupt.

Theorem 1.4 (Gundy-Varopoulos). The set $S$ is $\Lambda(p)$ for all $2 < p < \infty$ and even $q$-Paley for all $1 < q < 2$.

We are not able to prove a $p$-Sidon or $p$-Rider property for $S$, although necessary conditions are shown to be satisfied for an interval of values of the parameter $p$. Whence our last section 5.

5. In order to determine which is prevailing between arithmetic or density, we turn to a random version $T := T(\omega) = \{t_n\}$ of the set $S$, which a.s. shares with $S$ the same cumulative function; in particular, $t_{n+1}/t_n \to 1$ a.s. and almost sure estimates of its growth can be performed (Theorem 5.1 and Theorem 5.2). Here are some results concerning this set $T$.

Theorem 1.5 (Bourgain). The random set $T = \{t_1 < t_2 < \cdots\}$ is a.s. Hartman uniformly distributed i.e. a.s. $\lim_{N \to \infty} \frac{1}{N} \sum_{n<N} e(t_n x) = 0$ for every $x \neq 0$.

This result, due to Bourgain [13], then revisited in [60] and [52], is confirming that the arithmetic property must be relevant in distribution problems.
since $S$ itself is NOT Hartman uniformly distributed, as proved in Section 2.

**Theorem 1.6.** The random set $T$ admits a.s. a large Khinchin class $X$ containing all $L^p(\mathbb{T})$ ($p > 1$): a.s. $\lim_{N \to \infty} \frac{1}{N} \sum_{n<N} f(t_n x) = 0$ a.e. when $f \in X$ satisfies the Khinchin conjecture for the positive integers.

This second result, weaker than its deterministic analogue (Nair), seems new and could possibly be improved.

**Theorem 1.7.** The random set $T$ is a.s. a $p$-Rider set for $p > 4/3$.

The above first two results are valid for more general random sets that we also consider in Section 5. The third result, not shared by all random sets (see [52]), acts as an incentive for pursuing with $S$ itself. On the other hand, $S$ is a $\Lambda(p)$-set for all $p < \infty$ (see Section 4, Theorem 4.12), but we do not know the answer as concerns $T$. However, it can be proved that $T$ contains a relatively big subset which is a $\Lambda(p)$-set for all $p < \infty$ (We will come back to this question in a forthcoming paper).

2. First results on the Furstenberg set

The Furstenberg set, denoted by $S$ in this paper, belongs to a large class of extensively studied multiplicative semi-groups of positive integers. As agreed in the introduction, we denote by $S(q_1, \ldots, q_s)$ the semi-group generated by some fixed coprime integers $q_1, \ldots, q_s$, and by $\{u_1 < u_2 < \cdots\}$ the sequence obtained from the set $S(q_1, \ldots, q_s)$ arranged in increasing order. So, the Furstenberg set $S = S(2,3)$ is the special case of $s = 2$ and $q_1 = 2, q_2 = 3$.

Let $p_n$ be the $n$-th prime number. We know relatively few properties of the set $S(p_1, \ldots, p_s) = \{u_1 < u_2 < \cdots\}$.

The first observation that $u_{n+1} - u_n \to \infty$ is due to Axel Thue [78], as a consequence of his work on algebraic numbers. Successive improvements have been obtained till the results of Tijdeman [76, 77], which state that

\begin{equation}
\frac{u_n}{(\log u_n)^A} < u_{n+1} - u_n < \frac{u_n}{(\log u_n)^B}
\end{equation}

holds with computable positive constants $A, B$ (for $n$ large enough). Thanks to a geometric consideration, Marstrand [58, p.545] gave the following asymptotic estimate

\begin{equation}
|S(q_1, \ldots, q_s) \cap [1, \ldots, n]| = K_s (\log n)^s + r_n \quad \text{as} \quad n \to \infty,
\end{equation}

where

\[K_s = \frac{1}{s!} \prod_{j=1}^{s} \frac{1}{\log q_j}, \quad r_n = O((\log n)^{s-1}).\]

Marstrand stated the result for $q_j = p_j$, but his proof remains the same for general relatively coprime integers $q_1, \ldots, q_s$.  

\[K_s = \frac{1}{s!} \prod_{j=1}^{s} \frac{1}{\log q_j}, \quad r_n = O((\log n)^{s-1}).\]
We will propose a more analytic approach to improve the remainder term \( r_n \) in (6) in our case \( S := S(2, 3) \), and then deduce better constants \( A, B \) in (5) for \( S(2, 3) \).

Dynamics studies the behavior of orbits under a transformation or a semi-group of transformations. We study here the action on \( \mathbb{T} \) of the semi-group \( S \) generated by \( x \mapsto 2x \mod 1 \) and \( x \mapsto 3x \mod 1 \). The orbit of \( x \) under \( S \) is the set \( \{ s_n x \mod 1 \} \). More generally, given a subsequence of integers \( (k_n) \), we are interested in the orbit of \( x \in \mathbb{T} \) defined by \( (k_n x \mod 1, n \geq 1) \).

In the case of a Hadamard set, namely \( k_n = q^n \) with \( q \geq 2 \), the orbits \( O_q(x) := (\{ q^n x \}) \) can be described through the \( q \)-adic expansion of \( x \); it is thus easy to construct uncountably many \( x \) such that \( O_q(x) \) is not dense. Much better, for example when \( q = 2 \), there exist infinite closed orbits contained in a half-circle, called Sturmian orbits (cf. [17]). The other way round, almost all \( x \) give rise to a uniformly distributed orbit and the residual set \( W(q) \) has Hausdorff dimension 1. Such questions are asked and some results are obtained in the weakly lacunary case described by the condition \( \lim_{n \to \infty} (k_{n+1} - k_n) = +\infty \) (cf. [60]). Furstenberg [34] was interested in the distribution of the orbits \( (s_n x) \), and showed that \( (s_n x) \) is dense mod 1 for every irrational number \( x \), a first notable difference from the Hadamard case. We will prove that the set \( W(S) \) of \( x \) such that \( (s_n x) \) is not uniformly distributed is not contained in \( \mathbb{Q} \) (in particular, \( S = (s_n) \) is not Hartman uniformly distributed) and even has positive Hausdorff dimension. As we will show, if \( S \) were Hartman uniformly distributed, the famous \( \times 2 \times 3 \) Furstenberg conjecture would be true. On the other hand, we will prove that \( W(S) \) is a \( M_0 \)-set, meaning that \( W(S) \) supports a probability measure whose Fourier coefficients tend to zero at infinity.

Related to the uniform distribution of the orbits \( (s_n x) \) is a question of Khintchin. At the end of this section, we will give a simple proof of the fact, due to Marstrand [58], that bounded measurable functions are in the Khintchin class \( K_S \) of the Furstenberg set (see (4) for the definition of \( K_S \)).

### 2.1. Asymptotic properties of the Furstenberg set \( S = \{ s_n \} \)

Throughout this section, we put \( \alpha = \log 2 / \log 3 \). By a result of Gelfond ([35], Th. 12.2.2, p. 226), \( \alpha \) is a transcendental number, but not Liouville (or else diophantine). Recall that a real number \( x \) is called \( \rho \)-diophantine, with \( \rho > 0 \), if for all \( n \geq 1 \) and a constant \( c > 0 \):

\[
\| n x \| \geq cn^{-\rho}.
\]

Any such \( \rho \) is called an irrationality exponent of \( x \). We will need the following sharp estimate due to G. Rhin ([69] p. 160 with \( \rho = 7.616 \)), which is improved by Wu and Wang ([80] with \( \rho = 4.117 \)). The first study on logarithms of integers is due to A. Baker [4].

**Theorem 2.1 ([69] [80]).** The transcendental number \( \alpha \) is \( \rho \)-diophantine, with \( \rho = 4.117 < \infty \).
Let \( S_A := S \cap [1, \cdots, A] \) (\( A \) being an integer). According to Hardy (\cite{38} p. 69, notably the equation (5.4.1) there), Ramanujan made the claim

\[
|S_A| = \frac{\log(2A) \log(3A)}{2 \log 2 \log 3} + \cdots = \frac{1}{2 \log 2 \log 3} \log^2 A + \frac{\log 6}{2 \log 2 \log 3} \log A + \cdots
\]

(where \( \cdots \) is a remainder term) in his first letter to Hardy; the latter obtained \( o(\log A/\log \log A) \) for the error term (cf. \cite{38}, p. 74) and this result stimulated the study of asymptotic estimates for the cumulative function \( |S_A| \). We will prove

**Theorem 2.2.** Let \( \rho \) be an irrationality exponent of \( \alpha \), and \( \delta := \frac{\rho}{\rho + 1} \). As \( A \to \infty \), we have

\[
|S_A| = \frac{1}{2 \log 2 \log 3} \log^2 A + \frac{\log 6}{2 \log 2 \log 3} \log A + O((\log A)^\delta).
\]

In particular, using Theorem 2.1, we can take \( \rho = 4.117 \) and \( \delta = 0.80457299 \).

This result improves Hardy’s error term and the estimate (6) in the case of Furstenberg set \( S \).

Our proof of (7) holds for \( S(q_1, q_2) \) and the exponent \( \delta \) in the error term \( O((\log A)^\delta) \) depends on the irrationality exponent \( \rho \) of \( \log q_1/\log q_2 \).

From (7), we will deduce the following asymptotic expression for the \( n \)-th term \( s_n \) in \( S \).

**Theorem 2.3.** As \( n \to \infty \),

\[
s_n = \frac{1}{\sqrt{6}} \exp(C\sqrt{n} + \delta_n), \quad \text{where} \quad C = \sqrt{2 \log 2 \log 3} = 1.5230 \cdots,
\]

and the error term \( \delta_n = O(n^{-r}) \) with \( r = \frac{1}{2(\rho + 1)} = 0.0977 \cdots \).

In particular, this result recovers a non-lacunarity property of \( S \), namely \( s_{n+1}/s_n \to 1 \), which was exploited by Furstenberg \cite{34}. We will finally deduce the inequalities (5) obtained by Tijdeman, with explicit exponents, in the Furstenberg case.

**Theorem 2.4.** We have that (with \( 2r = 1/(\rho + 1) \))

\[
\frac{1}{(\log s_n)^\rho} \leq \frac{s_{n+1} - s_n}{s_n} \leq \frac{1}{(\log s_n)^{2r}}
\]

for \( n \) large enough. Recall that \( \rho \sim 4.117 \) and \( 2r \sim 0.1954 \).

To prove Theorem 2.2, we need a Koksma’s inequality and an Erdős-Turán’s inequality. These two inequalities involve the notion of discrepancy. Let \( x_1, \cdots, x_N \) be a finite set of numbers in the interval \([0, 1]\). Its discrepancy is defined by

\[
D_N = D_N(x_1, \cdots, x_N) = \sup_{0 \leq a < b \leq 1} \left| \frac{\# \{1 \leq n \leq N : x_n \in [a, b] \}}{N} - (b - a) \right|.
\]
We could say that the supremum is taken over intervals \([a, b]\). If we take the supremum over intervals \([0, b]\), we get a variant \(D_N^*\) of \(D_N\). It is easy to see that \(D_N^* \leq D_N \leq 2D_N^*\) (cf. [48] p.91).

**Lemma 2.5** (Koksma inequality, [48] p.143). Let \(f\) be a function defined on the interval \([0, 1]\) of bounded variation \(V(f)\). Let \(x_1, \ldots, x_N\) be \(N\) given points in \([0, 1]\) of discrepancy \(D_N^*\). Then

\[
\left| \frac{1}{N} \sum_{j=1}^{N} f(x_j) - \int_0^1 f(t) dt \right| \leq V(f) D_N^*.
\]

Let us state the following special case of Erdös-Turán inequality, which says that it is possible to estimate the discrepancy \(D_N\) by the Weyl sums.

**Lemma 2.6** (Erdös-Turán inequality, [48] p.114). There exists a constant \(C > 0\) such that for any \(N\) given points \(x_1, \ldots, x_N\) in \([0, 1]\) and for any positive integer \(m\) we have

\[
D_N \leq C \left( \frac{1}{m} + \sum_{h=1}^{m} \frac{1}{h} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i hx_n} \right| \right).
\]

**Proof of Theorem 2.2**. Denote \(N_A := \#\{ (j, k) \geq 0 ; 2^j 3^k \leq A \}\). Clearly \(N_A = \#\{ (j, k) \geq 0 ; j \log 2 + k \log 3 \leq \log A \} = \#\{ (j, k) \geq 0 ; j \alpha + k \leq B \alpha \}\), with \(B = \log A / \log 2\). Hence we get

\[
N_A = \sum_{k+j \alpha \leq B \alpha} 1 = \sum_{0 \leq j \leq B} \left( \left[ (B - j) \alpha \right] + 1 \right).
\]

Using the relation \([x] = x - \{x\}\), we get

\[
N_A = \sum_{0 \leq j \leq B} \left( 1 + (B - j) \alpha \right) - \sum_{0 \leq j \leq B} \{ (B - j) \alpha \}.
\]

Let us first estimate the second sum on the right hand side of (12), the first sum being easy to compute. Write

\[
\sum_{0 \leq j \leq B} \{ (B - j) \alpha \} = \sum_{j=1}^{N} f(x_j) + O(1)
\]

with \(f(x) = \{x\}\), \(x_j = (B - j) \alpha\) and \(N = \lfloor B \rfloor\). We claim that as \(B \to \infty\), we have

\[
\sum_{0 \leq j \leq B} \{ (B - j) \alpha \} = \frac{B}{2} + O(B^\delta), \quad \delta = \frac{\rho}{\rho + 1}.
\]

Indeed, as \(\int_0^1 f(x) dx = \frac{1}{2}\) and \(V(f) = 1\), by the Koksma inequality (10), we get

\[
\left| \frac{1}{N} \sum_{j=1}^{N} f(x_j) - \frac{B}{2} \right| \leq D_N.
\]
Now, by the Erdős-Turán inequality (11), the discrepancy $D_N$ of the finite
sequence $x_j = (B - j)\alpha \mod 1$ (1 $\leq j \leq N$) is, for every $m \in \mathbb{N}$, bounded
above by

$$D_N \ll \frac{1}{m} + \sum_{h=1}^{m} \frac{1}{Nh\|h\alpha\|}$$

(cf. [48] p.123); but Theorem 2.1 implies $\sum_{h=1}^{m} 1/h\|h\alpha\| \ll \sum_{h=1}^{m} h^{\rho - 1} \ll m^{\rho}$ which provides

$$D_N \ll \frac{1}{m} + \frac{m^{\rho}}{N}.$$ 

We optimize this quantity by taking $m = \left\lfloor \frac{1}{\rho + 1} \right\rfloor$ and obtain

$$D_N \ll \frac{N}{\rho + 1};$$

we conclude (13) with the aid of (14).

Back to (12). By using (13) we get

$$N_A = B + \alpha \left( B(N + 1) - \frac{N(N + 1)}{2} \right) - \frac{B}{2} + O(B^\delta)$$

whence

$$N_A = \frac{\alpha + 1}{2} B + \alpha (BN - \frac{N^2}{2}) + O(B^\delta);$$

now, writing $BN - N^2/2 = -\frac{1}{2} \left( (N-B)^2 - B^2 \right) = B^2/2 + O(1)$, we deduce from (15) the asymptotic behaviour:

$$N_A = aB^2 + bB + O(B^\delta),$$

with $B = \log A/\log 2$, $\delta = \rho/(\rho+1)$, $a = \alpha/2$ and $b = (1 + \alpha)/2$. This proves Theorem 2.2.

Proof of Theorem 2.3. We deduce Theorem 2.3 from Theorem 2.2. Take $A = s_n$; thus $B = B_n = \log s_n/\log 2$ and $N_A = n$. The equality (16) gives first $B_n = O(\sqrt{n})$ and then

$$n = aB_n^2 + bB_n + \alpha_n \text{ with } \alpha_n = O(n^{\delta/2}).$$

Consider $B_n$ as unknown of a second degree algebraic equation. Solving $B_n$ gives $B_n = \frac{1}{2a} (- b + \sqrt{\Delta_n})$ with

$$\Delta_n = \sqrt{b^2 + 4a(n - \alpha_n)} = 2\sqrt{an} \sqrt{1 + \frac{b^2}{4an} - \frac{\alpha_n}{n}}$$

$$= 2\sqrt{an} \left( 1 - \frac{\alpha_n}{2n} + O(n^{-1}) \right) = 2\sqrt{an} + O(n^{-\frac{1+\delta}{2}}).$$

Here we have used the fact that $2\delta > 1$. We then get

$$B_n = \sqrt{\frac{n}{a} - \frac{b}{2a} + \delta_n \text{ with } \delta_n = O(n^{-\frac{1+\delta}{2}})}$$

This gives Theorem 2.3 since $\frac{1-\delta}{2} = r$ and $B_n = \log s_n/\log 2$. □
\textbf{Proof of Theorem 2.4.} \(\triangleright\) We easily deduce from Theorem 2.3 the right-hand inequality in (9). Since
\[
\frac{s_{n+1} - s_n}{s_n} \ll C(\sqrt{n + 1} - \sqrt{n}) + |\delta_{n+1}| + |\delta_n|
\]
with \(\delta_n = O(\frac{1}{n})\) and \(r = \frac{1}{2(\rho+1)} \in (1/18, 1/17)\). With no more information on the sign of \(\delta_n\), we get at best the estimate \(\mathcal{O}(1)\).

\(\triangleright\) For the reverse inequality, we write \(s_n = 2^{c_n}3^{d_n}\) and \(s_{n+1} = 2^{c_{n+1}}3^{d_{n+1}}\) and observe that \(c_{n+1} - c_n \neq 0\) (which is indeed clear: if \(c_{n+1} = c_n\), then \(d_{n+1} \geq d_n + 1\) and \(s_{n+1} \geq 3s_n\), while clearly \(s_{n+1} \leq 2s_n\) for all \(n\), since \(2s_n \in S\), obviously with the same sign as \(d_n - d_{n+1} \neq 0\). Now, we bound
\[
\frac{s_{n+1} - s_n}{s_n} > \log \frac{s_{n+1}}{s_n} = |(c_{n+1} - c_n)\alpha - (d_n - d_{n+1})| \cdot \log 3
\]
\[
= |c_{n+1} - c_n| |\alpha - |d_n - d_{n+1}|| \cdot \log 3 \geq \|(c_{n+1} - c_n)\alpha\| \cdot \log 3 \geq c|c_{n+1} - c_n|^{-\rho}.
\]
(Once again, we make use of G. Rhin’s or Wang-Wu’s lower bounds). Since
\[
|c_{n+1} - c_n| \leq \max(c_n, c_{n+1}) \leq \max(\log 2 s_n, \log 2 s_{n+1})
\]
we obtain
\[
\|(c_{n+1} - c_n)\alpha\| \geq C(\log s_{n+1})^{-\rho} \sim C(\log s_n)^{-\rho}.
\]
This provides the left-hand inequality with exponent \(\rho\); in particular, we deduce \(s_{n+1} - s_n \to \infty\). \(\square\)

\textbf{Remark.} We can add a small precision to (2.4): for infinitely many pairs \((s_n, s_{n+1})\), we have
\[
\frac{s_{n+1} - s_n}{s_n} \leq \frac{2\log 2 \log 3}{\log s_n}.
\]
The proof goes as follows: due to the best approximation property of the convergents to \(\alpha\), one easily sees that \(2^q, 3^p\) or \(3^p, 2^q\) are consecutive terms in \(S\) for any convergent \(p/q\) to \(\alpha\) (according to the parity of the indices) (7). Now, assume for example \(s_n = 2^q < 3^p = s_{n+1}\) to be consecutive in \(S\). Since \(|\alpha - p/q| < 1/q^2\), we get
\[
\log \frac{s_{n+1}}{s_n} = \log \frac{3^p}{2^q} = \log 3 \times |q\alpha - p| < \frac{\log 3}{q} \leq \frac{\log 2 \log 3}{\log s_n}.
\]
Hence the result follows since \(\frac{s_{n+1} - s_n}{s_n} \leq 2 \log \frac{s_{n+1}}{s_n}\).

2.2. \textbf{Hartman uniform distribution and Furstenberg conjecture.} It is amazing to notice that the Furstenberg conjecture would be implied by the assertion that the Furstenberg set is Hartman uniformly distributed. But the Furstenberg set is not Hartman uniformly distributed, as we will see.

We start with a few reminders on a notion of distribution for \textit{sequences of integers}, studied by Hartman. Let \(E := (k_n) \subset \mathbb{Z}\) and \(E_N = E \cap [1, \ldots, N]\). Recall that \(\mathbb{T}\) denotes the set of reals modulo one with \(\mathbb{Z}\) as its dual group.
Definition 2.1. We say that the sequence $E$ is Hartman uniformly distributed (H-ud in short) if one of the following equivalent conditions is satisfied:

(i) For every $x \in \mathbb{T} \setminus \{0\}$, \( \frac{1}{N} \sum_{n=1}^{N} e(k_n x) \to 0 \) when $N \to \infty$.

(ii) The probability measure \( \frac{1}{N} \sum_{n \leq N} \delta_{k_n} \) is $u^*$-convergent to the Haar measure of the Bohr compactification $\overline{\mathbb{Z}}$ of the group $\mathbb{Z}$.

In particular, such a sequence is dense in the Bohr compactification of $\mathbb{Z}$, the dual group of $\mathbb{T}$ equipped with the discrete topology. We will give more details about the Bohr topology in the last section of the paper.

Example 1. Of course $E = \mathbb{N}$ is H-ud; but the set of squares is not. Take $x = 1/4$ and note that \( \frac{1}{N} \sum_{n=1}^{N} e(n^2 x) \to \frac{1+i}{2} \).

Example 2. Let us consider the Rudin-Shapiro sequence $(r_n)$, which is defined by $r_n = (-1)^{u_n}$ where $u_n = \sum_{k \geq 0} \epsilon_k(n)\epsilon_{k+1}(n)$ for $n = \sum_{k \geq 0} \epsilon_k(n)2^k$ (the dyadic expansion of $n$). It is known that \( \| \sum_{n \leq N} r_ne_n \|_\infty \ll \sqrt{N} \) \( (\text{74}) \). By the same argument as in Example 2, we can prove that the set $E = \{n_k\}$ of occurrences of 1 in the sequence $(r_n)$ is H-ud. The result in \( \text{29} \) on the supremum norm of trigonometric polynomials with generalized Thue-Morse coefficients can be similarly used to get more H-ud sequences from generalized Thue-Morse sequences.

Furstenberg conjecture. Making use of the fact $s_{n+1}/s_n \to 1$, Furstenberg proved that every closed infinite set of $\mathbb{T}$ which is $S$-invariant must be $\mathbb{T}$ itself \( (\text{12}) \) (“$F$ is $S$-invariant” meaning $2F \subset F$ and $3F \subset F$). See \( \text{14} \) for effective versions of this result. Of course there are lots of closed infinite proper subsets only 2-invariant (or 3-invariant) and this deep difference led Furstenberg to his famous metric conjecture:

A continuous probability measure on $\mathbb{T}$ which is $S$-invariant must be the Lebesgue measure $m$. 

Example 3. The Thue-Morse sequence $(t_n)$ is defined by $t_n = (-1)^{s(n)}$ where $s(n) = \sum_{k \geq 0} \epsilon_k(n)$ for $n = \sum_{k \geq 0} \epsilon_k(n)2^k$ (the dyadic expansion of $n$). It is known that \( \| \sum_{n \leq N} t_ne_n \|_\infty \ll N^{3/\log 4} \) \( (\text{36}) \).
(That $\mu$ is $S$-invariant or $\times 2 \times 3$-invariant means $\hat{\mu}(sn) = \hat{\mu}(n)$ for every $s \in S$, $n \in \mathbb{Z}$). It is interesting to point out a connection between Hartman uniform distribution and this latter conjecture.

If $S = (s_n)$ were Hartman uniformly distributed, in other terms, if we had

$$P_N(x) := \frac{1}{N} \sum_{n=1}^{N} e(s_n x) \to 0 \quad \text{for } x \in T \setminus \{0\},$$

then the Furstenberg conjecture would be true.

Indeed, suppose that $S$ is $H$-ud and that there exists a $\times 2 \times 3$-invariant continuous probability measure $\mu$ different from the Lebesgue measure. Then there exists a positive integer $a \neq 0$ such that $\hat{\mu}(a) \neq 0$. Consider the probability measure $\nu = \mu \circ \sigma^{-1}_a$, the image of $\mu$ under the transformation $\sigma_a : T \to T$ defined by $\sigma_a(x) = ax \mod 1$, which is still continuous. Since $\hat{\nu}(n) = \hat{\mu}(an)$ for all $n \in \mathbb{Z}$, the measure $\nu$ is again $\times 2 \times 3$-invariant, with $\hat{\nu}(1) \neq 0$. Now, we observe that, by the $\times 2 \times 3$-invariance of $\nu$,

$$\int_T P_N(-x) d\nu(x) = \frac{1}{N} \sum_{n=1}^{N} \hat{\nu}(s_n) = \hat{\nu}(1) \neq 0.$$

While, by (18) and Lebesgue’s dominated convergence theorem, the LHS tends to $\nu(\{0\})$, a contradiction since $\nu$ is continuous.

We shall see that the Furstenberg set $S$ is far from $H$-ud which is a heuristic indication that Furstenberg’s conjecture could be difficult to prove. We enlarge to the Weyl uniform distribution mod 1 of the orbits $(k_n x)$ for some sequence $(k_n)$ of integers. Thanks to the classical Weyl’s theorem, this means

$$\forall h \in \mathbb{Z} \setminus \{0\}, \quad \frac{1}{N} \sum_{n<h} e(hk_n x) \to 0 \quad \text{a.e.}$$

Observe the relation between the Weyl uniform distribution and the Hartman uniform distribution: if $(k_n)$ is $H$-ud, then the sequence $(k_n x)$ is uniformly distributed mod 1 for every irrational $x$. The Furstenberg sequence $(s_n)$ is not $H$-ud, because there are uncountably many $x$ such that $(s_n x)$ is not Weyl uniformly distributed, as we will see below.

2.3. The set $W(S)$ of non $S$-normal numbers. We focus on the negligible set of non $S$-normal numbers:

$$W(S) := \{ x \in T : \{s_n x\} \text{ is not uniformly distributed}\}$$

At the end of his article [34] Furstenberg pointed out that $\{s_n x\}$ is not uniformly distributed mod 1 for some suitable Liouville number. As an immediate consequence, the set $S$ is not Hartman uniformly distributed. We can say more than the above remark of Furstenberg. First, by constructing a lot of such Liouville numbers, we observe that the set $W(S)$ is uncountable; this was already noticed in [12] and recently, C. Badea and S. Grivaux [2] recover this fact in a non-explicit way (see also [3]). We can go further
by examining the Hausdorff dimension of $W(S)$. In this respect, Erdős and Taylor ([24,25]) proved that the negligible set of non $\Lambda$-normal numbers has Hausdorff dimension 1 when $\Lambda \subset \mathbb{Z}$ is a Hadamard set; this result holds true in many other cases, for example the set $W(\Lambda)$ for $\Lambda = \{3^j + 3^k\}_{j,k \geq 0}$ has the same dimension 1 although $\Lambda$ is not Hadamard ([60]). Boshernitzan [12] announced the result $\dim_H W(S) = 1$, due to D. Berend. But D. Berend (personal communication) claims that he never thought he could prove it.

**Theorem 2.7.** The Hausdorff dimension of $W(S)$ is $\geq 0.451621$.

**Proof.** We are going to construct inside $W(S)$ a kind of Cantor set, called a homogeneous Moran set [31,30]. Here is a general construction (cf. [30,31]). Let $(n_k)_{k \geq 1}$ be a sequence of positive integers with $n_k \geq 2$ and $(c_k)_{k \geq 1}$ be a sequence of positive numbers satisfying $0 < c_k < 1$ and $n_k c_k \leq 1$ ($k \geq 1$). For $k \geq 1$, let $D_k = \{(i_1, \ldots, i_k) : 1 \leq i_j \leq n_j$ for $1 \leq j \leq k\}$ and $D = \bigcup_{k \geq 0} D_k$ with $D_0 = \emptyset$. For $\tau = (\tau_1, \ldots, \tau_n) \in D_n$ and $\sigma = (\sigma_1, \ldots, \sigma_m) \in D_m$, we define $\tau \ast \sigma = (\tau_1, \ldots, \tau_n, \sigma_1, \ldots, \sigma_m) \in D_{n+m}$. Suppose we are given an interval $J$ of length 1. We can construct a family of subintervals $\mathcal{F} := \{J_\sigma : \sigma \in D\}$ of $J$ as follows. The construction will be made for $\{J_\sigma : \sigma \in D_k\}$ inductively on $k$. First for $k = 0$, we choose $J_0 = J$. Now suppose that $\{J_\sigma : \sigma \in D_{k-1}\}$ are constructed. For each $\sigma \in D_{k-1}$, we choose $n_k$ subintervals $J_{\sigma \ast 1}, \ldots, J_{\sigma \ast n_k}$ in $J_\sigma$ such that they have disjoint interiors and

$$\forall 1 \leq j \leq n_k, \quad \frac{J_{\sigma \ast j}}{|J_\sigma|} = c_k.$$ 

The set $E := \bigcap_{k \geq 1} \bigcup_{\sigma \in D_k} J_\sigma$ is called a homogeneous Moran set determined by $\mathcal{F}$. Notice that for given sequence $(n_k)$ and $(c_k)$, there are different constructions of $\mathcal{F}$ and then different Moran sets, because the positions $J_{\sigma \ast 1}, \ldots, J_{\sigma \ast n_k}$ in $J_\sigma$ are arbitrary to some extent. There is a common lower bound for the Hausdorff dimensions of these Moran sets, given by the following proposition.

**Lemma 2.8 ([30,31]).** For the homogeneous Moran set defined above, we have

$$\dim_H E \geq \liminf_{n \to \infty} \frac{\log n_1 n_2 \cdots n_k}{-\log c_1 c_2 \cdots c_{k+1} n_{k+1}}.$$ 

Now let us construct a Moran set in our set $W(S)$. Let us fix a sequence of integers $(\ell_k)$ which is quickly increasing in the sense that

$$\ell_0 = 0, \quad \frac{\ell_1 + \cdots + \ell_{k-1}}{\ell_k} \to 0.$$ 

For a small $\delta > 0$, define $m_k = \delta \ell_k$ so that $\ell_{k-1} < m_k < \ell_k$. We consider

$$E := \left\{ \sum_{j=1}^{\infty} \frac{a_j}{6^j} : a_j = 0 \text{ when } j \in (m_k, \ell_k) \text{ for some } k, \ 0 \leq a_j \leq 5 \text{ otherwise} \right\}.$$
The set $E$ is a Moran set with

$$n_k = 6^{m_k - \ell_k - 1}, \quad c_k = \frac{1}{6^{m_k - m_k - 1}}.$$  

Indeed, in the definition of $x = \sum_{j=1}^{\infty} a_j 6^{-j} \in E$, the digits $a_j$ are free (meaning they can take any value between 0 and 5) for $j \in [\ell_k - 1, m_k]$. So there are a number $n_k$ of possible strings of digits $(a_j)$ with $j \in [\ell_k - 1, m_k]$ corresponding to subintervals of an $(k - 1)$-level interval. We have then

$$\frac{\log n_1 n_2 \cdots n_k}{- \log c_1 c_2 \cdots c_k + 1} = \frac{\log \sum_{j=1}^{k} (m_j - \ell_j - 1)}{\ell_k} = \frac{\sum_{j=1}^{k+1} (m_j - m_{j-1}) + \ell_k - m_{k+1}}{\sum_{j=1}^{k} (m_j - \ell_j - 1)}.$$  

By Lemma 2.8,

$$\dim H E \geq \liminf \frac{\sum_{j=1}^{k} (m_j - \ell_j - 1)}{\ell_k} = \liminf \frac{\sum_{j=1}^{k} (\delta \ell_j - \ell_j - 1)}{\ell_k} = \delta.$$  

Next we show that $E \subset W(S)$ if $\delta > 0$ is small enough. Let us choose $p_k = (1 - \epsilon) \ell_k$ with $\epsilon > 0$ small enough to have $m_k < p_k < \ell_k$. Observe that

$$\ell_k - p_k = \epsilon \ell_k \to \infty, \quad \frac{m_k}{p_k} \leq \frac{\delta}{1 - \epsilon}.$$  

Let $x = \sum_{j=1}^{\infty} a_j 6^{-j} \in E$. For every $k$, we have

$$x = \sum_{j=1}^{m_k} \frac{a_j}{6^j} + \sum_{j=m_k}^{\infty} \frac{a_j}{6^j} =: a_k^* 6^{-m_k} + O(6^{-\ell_k})$$

where $a_k^*$ is an integer. Then we put $N_k = 6^{m_k}$, $N = 6^{p_k}$ and consider

$$T_N = \sum_{2^i 3^j < N} e(2^i 3^j x) =: u_N + v_N + W_N - z_N,$$

with

$$u_N = \sum_{i < m_k, 2^i 3^j < N} e(2^i 3^j x), \quad v_N = \sum_{j < m_k, 2^i 3^j < N} e(2^i 3^j x),$$

$$W_N = \sum_{i, j \geq m_k, 2^i 3^j < N} e(2^i 3^j x), \quad z_N = \sum_{i < m_k, j < m_k} e(2^i 3^j x).$$

It is clear that (notice that log $N = p_k \log 6$)

$$|u_N| \leq \frac{\log 6}{\log 3} m_k p_k, \quad |v_N| \leq \frac{\log 6}{\log 2} m_k p_k, \quad z_N \leq m_k^2.$$  

Now, if $i \geq m_k$, $j \geq m_k$ and $2^i 3^j < N$, we get from (19):

$$e(2^i 3^j x) = 1 + O\left(\frac{N}{6^{\ell_k}}\right) = 1 + O(6^{p_k - \ell_k}) = 1 + o(1),$$

$$e(2^i 3^j x) \sim 1.$$  

Hence, $W_N \ll N^{1 - \delta}$. It follows that $x \in W(S)$.
because $\ell_k - p_k \to \infty$. It follows that

$$W_N = C \log^2 N + o(\log^2 N), \quad \text{with} \quad C = \frac{1}{2 \log 2 \log 3}. \quad (22)$$

On the other hand,

$$\frac{m_k p_k}{\log^2 N} \leq \frac{\delta}{(1-\epsilon) \log^2 6}, \quad \frac{m_k^2}{\log^2 N} \leq \frac{\delta^2}{(1-\epsilon)^2 \log^2 6}.$$ 

Combining this, (21) and (22) results in

$$\liminf_{k \to \infty} \frac{|T_N|}{\log^2 N} \geq C - \left( \frac{\log 6}{\log 3} + \frac{\log 6}{\log 2} \right) \frac{\delta}{(1-\epsilon) \log^2 6} - \frac{\delta^2}{(1-\epsilon)^2 \log^2 6} > 0$$

if $\delta > 0$ is small enough. This proves $x \in W(S)$.

An explicit lower bound of the dimension can be obtained as the positive solution of

$$C - \frac{\delta}{\log 2 \log 3} - \frac{\delta^2}{\log^2 6} = 0,$$

i.e. $\delta^2 + 2a\delta - a = 0$ with $a = \frac{\log^2 6}{2 \log 2 \log 3}$, whence $\delta = 0.451621 \ldots \square$

2.4. $W(S)$ is a $M_0$-set. A $M_0$-set is a Borel subset of $\mathbb{T}$ that supports a non-trivial Rajchman measure. Recall that a Rajchman measure (or $M_0$-measure) on $\mathbb{T}$ is a measure $\mu$ such that

$$\lim_{|n| \to \infty} \hat{\mu}(n) = 0.$$ 

The question “what does the support of a Rajchman measure look like?” was asked by Kahane and Salem [44, p.59]. Russel Lyons [56] observed that a measure annihilating all non-normal sets $W(\Lambda)$ must be a Rajchman measure, but the converse is not true, since a Rajchman measure can be constructed on the set of non-normal numbers to base 2. The construction relies on the 2-adic expansion and the divisibility property of $\{2^n\}$. By using the 6-adic expansion as above, we can exhibit a Bernoulli-like probability measure which is Rajchman and concentrated on the set $W(S)$.

**Theorem 2.9.** The set $W(S)$ supports a Rajchman measure, briefly, $W(S)$ is a $M_0$-set.

**Proof.** The candidate will be the distribution $\mu := \mathbb{P}_X$ of a series of discrete random variables $X := \sum_{j=1}^{\infty} \epsilon_j X_j$ where $(\epsilon_j)$ is a sequence of Bernoulli variables such that

$$\mathbb{P}(\epsilon_j = 0) = 1/j \log j, \quad \mathbb{P}(\epsilon_j = 1) = 1 - 1/j \log j,$$

and the variables $X_j$ are to be defined, all the variables involved being independent. We fix a lacunary sequence of integers $(m_k)$ so that $m_k/m_{k+1} \to 0$
and we put \( n_k := m_{k+1} - m_k \); the variable \( X_k \) is equidistributed on the finite set \( \{ \frac{a}{6^{m_k+1}} : 0 \leq a \leq 6^{m_k} - 1 \} \), namely

\[
P(X_k = \frac{a}{6^{m_k+1}}) = \frac{1}{6^{m_k}}.
\]

For every \( \omega \), \( X(\omega) \) is a 6-adic expansion, with a large block of arbitrary digits. We have to check that \( \mu \) is concentrated on \( W(S) \) and that \( \mu \in M_0 \).

1. We prove that \( \limsup \frac{1}{|S_N|} \left| \sum_{2^i 3^j \leq N} e(2^i 3^j X) \right| > 0 \) a.s. which implies that \( X \) a.s. takes its values in \( W(S) \) (recall that \( S_N = S \cap [1, \ldots, N] \)).

As in (20), we write \( \sum_{2^i 3^j \leq N} e(2^i 3^j X) = u_N + v_N + W_N - z_N \) with now

\[
|u_N| \leq \frac{\log N}{\log 3} m_k, \quad |v_N| \leq \frac{\log N}{\log 2} m_k, \quad |z_N| \leq m_k^2.
\]

We then diverge from (20) and adopt the following notations:

\( M_k = 6^{m_k}, N_k = 6^{m_k+1} 2^{-k-1}, Q_k = M_{k+1}/M_k = 6^{m_k} \).

Since \( \sum P(\epsilon_k = 0) = \infty \), almost surely \( \epsilon_k = 0 \) for infinitely many \( k \)'s (say for \( \omega \in \Omega_0, P(\Omega_0) = 1 \)). Let now \( \omega \in \Omega_0 \) and \( k \) large with \( \epsilon_k = \epsilon_k(\omega) = 0 \).

We take \( N = N_k \) in (23). Once more it holds

\[
e(2^i 3^j X) = e(2^i 3^j \sum_{n \geq k+1} \epsilon_n X_n) \quad \text{if} \ i \geq m_k, \ j \geq m_k;
\]

and, since \( 2^i 3^j < N \), we get that, for \( n \geq k + 1 \):

\[
2^i 3^j X_n \in \left\{ 0, \frac{2^i 3^j}{6^{m_{n+1}}}, \ldots, \frac{2^i 3^j}{6^{m_{n+1}}}, \frac{2^i 3^j}{6^{m_{n+1}}} \right\}
\]

with

\[
2^i 3^j \sum_{n \geq k+1} \frac{1}{6^{m_n}} < \frac{2N}{6^{m_{k+1}}} = \frac{1}{2^k},
\]

so that

\[
2^i 3^j \left( \sum_{n \geq k+1} \epsilon_n X_n \right) \in \left[ 0, \frac{1}{2^k} \right) \quad \text{for such a} \ k.
\]

We now focus on the main sum \( W_N \). We begin by observing that \( N = 6^{m_{k+1}} 2^{-k-1} \in ]M_k, M_{k+1}[ \), since \( m_{k+1} - m_k \gg k \). We claim that

\[
\limsup_N \frac{1}{|S_N|} \left| \sum_{i,j \geq m_k, 2^i 3^j < N} e(2^i 3^j X(\omega)) \right| > 0.
\]

Indeed, by (24),

\[
|W_{N_k}| = \left| \sum_{i,j \geq m_k, 2^i 3^j < N_k} e(2^i 3^j \sum_{n \geq k+1} \epsilon_n X_n) \right| = \sum_{2^i 3^j < N_k} 1 + O(2^{-k} |S_{N_k}|).
\]
Combined with (23), this gives that, almost surely, for infinitely many \(k\)’s,
\[
\left| \sum_{2^i 3^j \leq N_k} e(2^i 3^j X) \right| = |S_{N_k}| + O(2^{-k}|S_{N_k}|) + O(m_k m_{k+1})
\]
whence
\[
\frac{1}{|S_{N_k}|} \left| \sum_{2^i 3^j \leq N_k} e(2^i 3^j X) \right| = 1 + O(2^{-k}) + O(m_k / m_{k+1})
\]
since \(|S_{N_k}| \approx \log^2 N_k \approx m_k^2 / m_{k+1}^2\). The claim follows from \(\lim_{m_k} m_k / m_{k+1} = 0\).

2. We now prove that \(|\hat{\mu}(h)| \leq \phi(h)\) where \(\lim \phi(h) = 0\) as \(h \to \infty\).
For \(h \neq 0\),
\[
\hat{\mu}(h) = \prod_{j=1}^{\infty} E(\exp i\pi h \epsilon_j X_j) = \prod_{j=1}^{\infty} ((1 - 1/j \log j) c_j + 1/j \log j)
\]
where \(c_j = E(\exp i\pi h X_j)\). Clearly,
\[
c_j = \frac{1}{Q_j} \sum_{a=0}^{Q_j-1} e^{2\pi i h a / M_{j+1}} = \frac{1}{Q_j} \frac{e^{2\pi i h / M_{j+1}} - 1}{e^{2\pi i h / M_{j+1}} - 1}
\]
and
\[
|c_j| = \frac{M_j | \sin(\pi h / M_j)|}{M_{j+1} | \sin(\pi h / M_{j+1})|}
\]
Assuming \(h > 0\), we fix the index \(k\) such that \(M_k / 2 < h \leq M_{k+1} / 2\); then,
\[
2h > M_k, \quad \pi h / M_{k+1} \leq \pi / 2
\]
whence
\[
M_{k+1} \sin(\pi h / M_{k+1}) \geq 2h
\]
by concavity of the sine function on \([0, \pi / 2]\). It ensues that
\[
|c_{k-1}c_k| = \frac{M_{k-1} | \sin(\pi h / M_{k-1})|}{M_{k+1} | \sin(\pi h / M_{k+1})|} \leq \frac{M_{k-1}}{2h} \leq \frac{M_{k-1}}{M_k} = \delta_k;
\]
this implies that one term in the product \(\prod_j [(1 - 1/j \log j) c_j + 1/j \log j]\) must be small when \(h\) becomes large: indeed, one among both coefficients \(|c_{k-1}| \) and \(|c_k|\), say \(|c_k|\), must be \(\leq \sqrt{\delta_k}\) so that,
\[
|\hat{\mu}(h)| \leq |(1 - 1/k \log k) c_k + 1/k \log k|
\]
\[
\leq \sqrt{\delta_k} + \frac{1}{k \log k} = O\left(\frac{1}{k \log k}\right) = O\left(\frac{1}{\log \log h}\right)
\]
by choosing \(m_k = k!\) and using the Stirling formula. The exponent 1 of the iterated logarithm is optimal by the Davenport-Erdős-Levène criterion \([16,\text{Chap.1}]\)

It can be more precise about the order of \(1 / \log \log h\) appearing at the end of the above proof.
Theorem 2.10. The following holds:
1. $\hat{\mu}(h)$ can decay as $1/\log \log h$ as $h \to \infty$.
2. $\hat{\mu}(h)$ cannot decay as $1/(\log \log h)^{\alpha}$ as $h \to \infty$ as soon as $\alpha > 1$.

Proof. 1. has just been proved: in our construction, changing our choice $m_k = k!$ to $m_k = \exp(k \log \log k)$ (integral part of), we get in principle

$$\hat{\mu}(h) = O\left(\frac{1}{\log \log h} \times \frac{\log h}{\log_3 h}\right)$$

but 2. will show that we can hardly do better. This is a manifestation of the uncertainty principle: $\hat{\mu}$ cannot be too small as soon as the support of $\mu$ is porous. Note in passing that, if an "exotic" probability measure $\mu$ exists, namely $S$-invariant, $S$-ergodic and $\neq m$, it must be supported by $W(S)$, and is indeed of zero dimension according to a result of Rudolph.

Proposition 2.11. Let $(\Omega, A, \mu)$ be a probability space, $(X_n)$ a sequence of complex values random variables with $|X_n| \leq 1$ and let $A_n = \frac{1}{n} \sum_{j=1}^{n} X_j$ be their averages. Then

$$\sum_{n=1}^{\infty} \frac{1}{n} \int_{\Omega} |A_n|^2 d\mu < \infty \implies A_n \to 0 \quad \mu\text{-almost everywhere}.$$
So, the assumption of Proposition 2.11 is met, meaning that $\mu$-almost every $x$ satisfies $A_n(x) \to 0$. If $q$ is a non-zero integer, we can do the same with the averages $A_n^{(q)}(x) = \frac{1}{n} \sum_{j=1}^{n} e(qs_jx)$ and conclude that $\mu$-almost every $x$ is uniformly distributed, i.e. $\mu(W(S)) = 0$. This clearly ends the proof of Theorem 2.10. We could similarly show that, for $\mu$ carried by $W(S)$,

$$\hat{\mu}(h) = O\left(\frac{1}{\log \log h (\log_3 h)^\alpha}\right), \quad \alpha > 1$$

is impossible. □

Comments. The property for a set to support a Rajchman measure says more on the lack of porosity of this set than on its size. This is perhaps an illustration of the uncertainty principle for measures: actually, $W(S)$ is rather big as it has positive Hausdorff dimension, but so is the porous triadic Cantor set $K$ with Hausdorff dimension $\log 2/\log 3$ which however supports no Rajchman measure ([15] p. 59). We provide here a direct proof of the last fact based on the following property of $K$: The Cantor set $K$ is $\sigma_3$-invariant, in particular, for every $x \in K$ and $k \geq 1$, $3^k x \notin I := [1/3, 2/3[$. Suppose that $K$ supports a non-trivial $M_0$-measure $\mu$. Without loss of generality we assume that $\hat{\mu}(0) \neq 0$ (otherwise we can consider the measure $e^{2\pi ai\mu}$ instead of $\mu$, with $a$ such that $\hat{\mu}(a) \neq 0$). Let now $f$ be the sum of an absolutely summable trigonometric series ($f \in A(T)$), with its closed support inside $I$ and $\hat{f}(0) = 1$; we then define $f_k \in A(T)$ by $f_k(t) = f(3^k t)$: for every $k \geq 0$, the spectrum of $f_k$ is contained into $3^k \mathbb{Z}$ and its closed support stays away from $K$. It follows that

$$\forall n \neq 0, \lim_{k \to \infty} \hat{f}_k(n) = 0$$

and

$$0 = \int f_k \, d\mu = \sum_n \hat{f}_k(n) \overline{\hat{\mu}(n)}.$$

Since $\hat{\mu}(n) \to 0$ as $|n| \to \infty$, given $\varepsilon > 0$, there exists $N$ such that $|\hat{\mu}(n)| \leq \varepsilon$ for $|n| > N$, implying

$$| \sum_{|n| > N} \hat{f}_k(n) \overline{\hat{\mu}(n)} | \leq \varepsilon \sum_n |\hat{f}_k(n)| = \varepsilon \sum_n |\hat{f}(n)| =: C\varepsilon,$$

whence, from (26),

$$| \sum_{|n| \leq N} \hat{f}_k(n) \overline{\hat{\mu}(n)} | \leq C\varepsilon.$$

But, $N = N_\varepsilon$ being fixed, (25) leads to the contradiction (for $\varepsilon$ small)

$$0 < |\hat{f}(0)\overline{\hat{\mu}(0)}| = \lim_{k \to \infty} \sum_{|n| \leq N} |\hat{f}_k(n)\overline{\hat{\mu}(n)}| \leq C\varepsilon.$$

Another striking example is the set of Liouville numbers which supports a Rajchman measure ([11] [15]), though of zero Hausdorff dimension.
2.5. Khinchin class of the Furstenberg set $S$. From the classical result of the equidistribution mod 1 of $(nx)$, $x \notin \mathbb{Q}$, it follows that \( \frac{1}{N} \sum_{n<N} f(nx) \to \int_T f \, dm \) almost-everywhere for every continuous, or even Riemann-integrable function $f$. Khinchin [46] conjectured that the result still holds with any function in $L^1(T)$. But, Marstrand [58] proved that it fails for some function in $L^\infty(T)$. However the class of $L^1$-functions satisfying Khinchin’s conjecture deserves to be explored and, many contributions took this path (see [9]). Let us cite one of earlier result due to Koksma [47]: any $L^2$-function such that 
\[ \sum_{n=1}^{\infty} |\hat{f}(n)|^2 (\log \log n)^3 < \infty \]
satisfies Khinchin’s conjecture.

We are interested in subsequences $(k_n)$ of the sequence of positive integers, especially the Furstenberg sequence $(s_n)$. We propose the following definition.

**Definition 2.2.** The Khinchin class of an increasing sequence $(k_n)_{n \geq 1}$ of integers is the class of functions $f \in L^1(T)$ satisfying

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(k_n x) = \int_T f \, dm \text{ almost everywhere.}
\]

The question of Khinchin, related to other sequences of integers, has been fruitfully studied by Marstrand in the above cited paper [58]. He proved the following (among others).

**Theorem 2.12 (Marstrand).** Every function $f \in L^\infty(T)$ is in the Khinchin class of the Furstenberg sequence $S$.

The assumption $f \in L^\infty(T)$ was later on dropped by Nair [59] in a difficult paper: assuming $f \in L^1(T)$ is enough. The Khinchin class of $(s_n)$ is thus the whole of $L^1(T)$.

Using an ergodic argument, we give below a simple proof of Marstrand’s result, which nearly recaptures Nair’s generalization and holds in the more abstract context of a $\times 2 \times 3$-invariant probability measure, and $S$-ergodic (if any such measure different from $m$ exists). A measurable function $f : T \to \mathbb{C}$ is in the class $L \log^+ L$ with $L := L^1(\mu)$ if

\[
\int_T |f| \log^+ |f| d\mu < \infty.
\]

**Theorem 2.13.** Let $\mu$ be a $S$-invariant and $S$-ergodic probability measure. If $f \in L \log^+ L$, then,

\[ A_N f(x) := \frac{1}{N} \sum_{n \leq N} f(s_n x) \to \int f d\mu \quad \mu - \text{a.e.} \]

In particular

\[ \frac{1}{N} \sum_{n \leq N} \delta_{s_n x} \to \mu \quad \text{weakly}^* \quad \mu - \text{a.e.} \]

Consequently, if Furstenberg’s conjecture were not correct, there would exist an $S$-invariant probability measure carried by $W(S)$.
Lemma 2.14. Let $T$ be a function with $0 < T < 1$. It is easy to see that the second mean $Z = T/\mu$ is $\sigma^3$-invariant measurable function (observe that both projections $\mathcal{E}_2$ and $\mathcal{E}_3$ are commuting) and $\mu$ is assumed $S$-ergodic, $\mathcal{E}_2\mathcal{E}_3(f)$ must be constant $\mu$-a.e.

Proof. We denote by $\sigma_q$ the $q$-shift: $x \mapsto qx$ on $\mathbb{T}$ and put $\sigma_q f(x) = f(qx)$. Now, assume that $f \in L^1(\mu)$ and $\int f \, d\mu = 0$; then we set $M = \log s/\log 2$ and we decompose, as in the proof of Proposition 2.2

$$\sum_{n \leq N} f(s_n x) = \sum_{2^j 3^k \leq s_N} f(2^j 3^k x) = \sum_{j+k \alpha^{-1} \leq M} f(2^j 3^k x)$$

$$= \sum_{j \leq M} \sum_{k \leq (M-j)\alpha} f(2^j 3^k x) = \sum_{j \leq M} \sigma^j_2 (\sum_{k \leq (M-j)\alpha} f(3^k x)).$$

Observing that $M \approx \sqrt{N}$, we get

$$|A_N f(x)| \lesssim \left| \frac{1}{M^2} \sum_{j \leq M} \sigma^j_2 \left( \sum_{k \leq (M-j)\alpha} f(3^k x) \right) \right|$$

$$\lesssim \left| \frac{1}{M} \sum_{j \leq M} \sigma^j_2 \left( \frac{M-j}{M} F_{M-j}(x) \right) \right|$$

where

$$F_K(x) := \frac{1}{K\alpha} \sum_{k \leq K} f(3^k x).$$

By Birkhoff’s theorem applied to the dynamical system $(\mathbb{T}, \sigma_3, \mu)$, we know that $F_K(x) \to \ell(x)$ $\mu$-a.e. where $\ell = \mathbb{E}_3(f)$ is the conditional expectation with respect to the $3$-invariant sets. We thus decompose

$$T_M = \frac{1}{M} \sum_{j \leq M} \sigma^j_2 \left( \frac{M-j}{M} (F_{M-j}(x) - \ell(x)) \right) + \frac{1}{M} \sum_{j \leq M} \frac{M-j}{M} \sigma^j_2 \ell(x) =: T_M' + T_M''.$$

It is easy to see that the second mean $T_M'' \to 0$ by the following remark.

**Lemma 2.14.** Let $(z_j)$ be a sequence of complex numbers such that $Z_j/j \to 0$ with $Z_j = z_1 + \cdots + z_j$. Then

$$\lim_{M \to \infty} \frac{1}{M} \sum_{j=1}^M (1 - \frac{j}{M}) z_j = 0.$$

The proof of this lemma is simple:

$$\frac{1}{M} \sum_{j=1}^M (1 - \frac{j}{M}) z_j = \frac{1}{M^2} \sum_{j=1}^{M-1} Z_j = o\left( \sum_{j=1}^{M-1} j \right)/M^2 = o(1).$$

Indeed, we just apply this lemma with $z_j = \sigma^j_2 \ell(x)$: Birkhoff’s theorem gives $Z_j/j \to \mathbb{E}_2(\ell) = \mathbb{E}_2\mathbb{E}_3(f) \mu$ - a.e. since $\mu$ is 2-invariant. As $\mathbb{E}_2\mathbb{E}_3(f)$ is $S$-invariant measurable function (observe that both projections $\mathcal{E}_2$ and $\mathcal{E}_3$ are commuting) and $\mu$ is assumed $S$-ergodic, $\mathbb{E}_2\mathbb{E}_3(f)$ must be constant $\mu$-a.e;
so we get $\mathbb{E}_2 \mathbb{E}_q(f) = \int f \, d\mu = 0$, then $Z_j/j \to 0$ and finally $T''_M \to 0$.

Now, look at the first mean $T'_M$, which satisfies

$$|T'_M| \leq \frac{1}{M} \sum_{j \leq M} \sigma_j^2 |F_M - j - \ell(x)|$$

We will be done if we can prove that the RHS tends to zero $\mu$-a.e.:

$$\lim_{M \to \infty} \frac{1}{M} \sum_{j \leq M} \sigma_j^2 |F_M - j - \ell(x)| = 0 \quad \mu \text{-a.e.}$$

We will prove (28) by making use of the following improvement of Birkhoff’s theorem ([63], Ch.VI, p. 262). This improvement in [63] was not explicitly stated and was proved under the assumption of ergodicity. But this assumption is not necessary. For clarity we give a complete proof.

**Lemma 2.15.** Let $T$ be measure preserving transformation on $(X, \mathcal{B}, \mu)$ and let $(G_n) \subset L^1(\mu)$. Suppose that $G_n \to G$ a.e. and $G^* := \sup_n |G_n| \in L^1(\mu)$. Then

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} (G_{n-k} - G) \circ T^k = 0 \quad \mu \text{-a.e.}$$

In particular, we have

$$\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} G_{n-k} \circ T^k = \mathbb{E}(G|\mathcal{I}) \quad \mu \text{-a.e.}$$

where $\mathcal{I}$ is the $\sigma$-field of $T$-invariant sets.

To prove (29), we can assume $G = 0$ and $G_k \geq 0$ for all $k$. Let $g_n = \sup_{k \geq n} G_k$ for $n \geq 1$; by hypothesis, $g_n \leq g_1 = G^* \in L^1(\mu)$ for every $n$. Fix $1 \leq m < N$. We decompose

$$\frac{1}{N} \sum_{k=0}^{N-1} G_{N-k} \circ T^k = \frac{1}{N} \sum_{k=0}^{N-m} G_{N-k} \circ T^k + \frac{1}{N} \sum_{k=N-m+1}^{N-1} G_{N-k} \circ T^k$$

$$\leq \frac{1}{N} \sum_{k=0}^{N-m} g_m \circ T^k + \frac{1}{N} \sum_{k=N-m+1}^{N-1} G_{N-k} \circ T^k =: A'_N + A_{N}''$$

The term $A''_{N}$ involves only $m-1$ functions and satisfies

$$0 \leq \lim \sup_{N \to \infty} A''_{N} = \lim \sup_{N \to \infty} \frac{1}{N} \sum_{j=1}^{m-1} G_j \circ T^{N-j} = 0 \quad \mu \text{-a.e.}$$

(by Borel-Cantelli’s lemma, $\frac{1}{N} (h \circ T^N) \to 0 \mu$-a.e. for every $h \in L^1(\mu)$). Switching to the first term $A'_N$, we apply Birkhoff’s theorem to $g_m$ and we
get
\[
\limsup_{N \to \infty} A'_N \leq \lim_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-m} g_m \circ T^k = \mathbb{E}(g_m|\mathcal{I}) \quad \mu - \text{a.e.}
\]
with \(\mathcal{I}\) standing for the \(\sigma\)-field of \(T\)-invariant sets. Finally, we obtain
\[
0 \leq L := \limsup_{N \to \infty} \frac{1}{N} \sum_{k=0}^{N-1} G_{N-k} \circ T^k \leq \mathbb{E}(g_m|\mathcal{I}) \quad \mu - \text{a.e.}
\]

hence
\[
0 \leq \mathbb{E}(L) \leq \mathbb{E}(g_m) \quad \text{for every } m.
\]
Remember that \(g_m \to 0 \mu\)-a.s. and \(g_m \leq G^* \in L^1(\mu)\), so that the dominated convergence theorem applies: we get \(\mathbb{E}(g_m) \to 0\), \(\mathbb{E}(L) = 0\) and \(L = 0 \mu\)-pp. We have thus proved (29), which, together with Birkhoff’s theorem, implies (30):
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} G \circ T^k = \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} G \circ T^k = \mathbb{E}(G|\mathcal{I}) \quad \mu - \text{a.e.}
\]

Applied with \(T = \sigma_2\) and \(G_n = F_n\), the lemma gives the result. It remains to check that \(\sup_K |F_n| \in L^1\) under our assumptions on \(f\). And this is nothing but the classical maximal ergodic theorem, valid for any dynamical system \((X, \mathcal{B}, \mu, T)\), that we recall below (see [22], Ch.II, p. 38, and [62], Ch.IV, p. 70-71 for the consequence).

**Lemma 2.16.** Given any dynamical system \((X, \mathcal{B}, \mu, T)\), \(g \in L^1(\mu)\) non-negative and \(G_n = \frac{1}{n} \sum_{k<n} T^k g\), the maximal functions \(G^*_N = \sup_{n \leq N} G_n\) \((N \geq 1)\) satisfy
\[
\mu(G^*_N > t) \leq \frac{1}{t} \int_X g 1_{\{G^*_N > t\}} \, d\mu \quad \text{for all } t > 0.
\]

As a consequence, the maximal function \(G^* = \sup_n G_n\) is in \(L^1(\mu)\) as soon as \(g\) is in \(L \log^+ L\).

The equality (28) is thus proved. Finally, if an \(S\)-invariant probability measure \(\mu\) exists with \(\mu \neq m\), since \(\mu\) is a barycenter of \(S\)-invariant and \(S\)-ergodic probability measures, we can assume it to be \(S\)-ergodic as well, and there exists an integer \(k \neq 0\) such that \(\hat{\mu}(k) \neq 0\). Applying Theorem 2.13 to \(f = e_{-k}\), we get that, for \(\mu\) almost all \(x\):
\[
\frac{1}{N} \sum_{n=1}^{N} e(-ks_n x) \to \int_T e_{-k} d\mu = \hat{\mu}(k) \neq 0
\]
so that \(\mu(W(S)) = 1\). \(\square\)
3. Thin sets in harmonic analysis

We first make a short reminder on Orlicz functions and spaces encountered just before, to be used later in this work.

1. An Orlicz function $\varphi : [0, \infty) \to \mathbb{R}^+$ is a non-negative, increasing and convex function with $\varphi(0) = 0$.

2. If $(X, \mathcal{B}, \mu)$ is a probability space and $\varphi$ an Orlicz function, the associated Orlicz space $L^\varphi$ is defined as

$$L^\varphi = \left\{ f \text{ measurable} : \int_X \varphi\left(\frac{|f(x)|}{a}\right) d\mu(x) < \infty \text{ for some } a > 0 \right\}.$$

The Orlicz (Luxemburg) norm $\|f\|_{L^\varphi}$ of $f$ is the infimum of those $a > 0$ such that

$$\int_X \varphi\left(\frac{|f(x)|}{a}\right) d\mu(x) \leq 1.$$

3. If $\varphi$ moreover satisfies the $\Delta_2$-condition, namely $\varphi(2x) \leq C\varphi(x) \forall x > 0$, then

$$f \in L^\varphi \iff \int_X \varphi(|f(x)|) d\mu(x) < \infty.$$

Examples. a) With $\varphi(x) = x^p$ ($1 \leq p < \infty$), we recover the usual Banach space $L^p$.

b) Take $\varphi(x) = \varphi_\alpha(x) := x \log^\alpha(1 + x)$, $0 < \alpha \leq 1$. This function is an Orlicz function satisfying $\Delta_2$. Clearly $L^{\varphi_\alpha} \hookrightarrow L^1$.

We next coin combinatorial tools which reveal adapted to spectral harmonic analysis [51].

3.1. Dissociate and quasi-independent sets.

Definition 3.1. A set $E \subset \mathbb{Z}\{0\}$ is said to be quasi-independent if for all distinct elements $x_1, \ldots, x_n \in E$ and for all $\varepsilon_1, \ldots, \varepsilon_n \in \{-1, 0, 1\}$, the relation $\sum \varepsilon_k x_k = 0$ implies that all $\varepsilon_k = 0$. The quantity $\sum_k |\varepsilon_k|$ is called the length of the relation.

$E$ is said to be dissociate if for all distinct elements $x_1, \ldots, x_n \in E$ and $\varepsilon_1, \ldots, \varepsilon_n \in \{-2, -1, 0, 1, 2\}$, $\sum \varepsilon_k x_k = 0$ implies all $\varepsilon_k = 0$.

A more comprehensible definition is the following: $E$ is quasi-independent if every finite sum of elements of $E$ admits a unique such decomposition; it is dissociate if every expansion $\sum \varepsilon_k x_k$ with $\varepsilon_k \in \{-1, 0, 1\}$ is unique.

A Hadamard set with ratio $q$ is quasi-independent if $q \geq 2$, dissociate if $q \geq 3$. Every Hadamard set with ratio $q > 1$ is a finite union of dissociate sets.

3.2. $p$-Sidon sets, $\Lambda(p)$-sets. 1-periodic functions with spectrum in some Hadamard subset of $\mathbb{N}$ enjoy specific convergence and regularity properties. The most famous ones, that we recall here, have led to define the so-called “thin sets” in harmonic analysis.

1. A continuous function with spectrum in some Hadamard subset $E$ possesses an absolutely convergent Fourier series. In other terms, $f \in C_E \implies \sum_{\varepsilon_k \neq 0} |\varepsilon_k| |\hat{f}(\varepsilon_k)|^2 < \infty$. The most famous (and most studied) are the so-called $\Lambda(p)$-sets, $1 \leq p < \infty$. In particular, for all $\varepsilon_k \neq 0$ we have $|\hat{f}(\varepsilon_k)| < \infty$. If $E$ is a $\Lambda(p)$-set, then $f \in C_E$.

2. $\Lambda(p)$-sets. A sequence of integers is called a $\Lambda(p)$-set if $\sum_{\varepsilon_k \neq 0} |\varepsilon_k|^{-p} < \infty$. In other terms, $\Lambda(p)$-sets are those Hadamard sets for which the $\varepsilon_k$ are not too many. The most famous are those with $\varepsilon_k = 1, 2, \ldots$, which are $\Lambda(p)$-sets for all $p$. The $\Lambda(p)$-sets are a special class of $p$-Sidon sets.
\( \hat{f} \in \ell^1 \). The sets of integers enjoying this property have been called **Sidon sets** by Rudin [74] and more generally, for \( 1 \leq p < 2 \),

\( E \) is a **p-Sidon set** \( \iff [f \in CE \implies \hat{f} \in \ell^p] \).

(Of course, 1-Sidon=Sidon.) If \( E \) is \( p \)-Sidon, there exists a best constant \( S_p(E) \), called the \( p \)-Sidon constant of \( E \), such that

\[
\| \hat{f} \|_p \leq S_p(E) \| f \|_{\infty} \quad \text{for every } f \in C_E.
\]

2. If \( f \in L^1 \) has a Hadamard spectrum, then \( f \) belongs to all the \( L^p \), \( p < \infty \). The sets \( E \) enjoying this property for one \( p > 2 \) have been called \( \Lambda(p) \)-sets (again by Rudin) [74], and we denote by \( \lambda_p(E) \) the best constant such that

\[
\| f \|_p \leq \lambda_p(E) \| f \|_2
\]

for every polynomial with spectrum in \( E \). Then, every \( f \in L^2_E \) belongs to \( L^p \) and the above inequality still holds. See also [51] vol.2, p.144-151.

**First examples.** Quasi-independent sets are Sidon sets [74] with Sidon constant bounded by 8. A Hadamard set \( E = \{n_j\} \subset \mathbb{N} \) is a \( \Lambda(p) \)-set for all finite \( p \). More generally, a Sidon set \( E \) is a \( \Lambda(p) \)-set for all \( p > 2 \) with constant \( \lambda_p(E) \leq 2S(E)\sqrt{p} = O(\sqrt{p}) \) (also a result of Rudin, the converse being due to Pisier). Later on, Bourgain showed that true \( \Lambda(p) \)-sets do exist if \( p > 2 \), that means sets which are \( \Lambda(p) \), but not \( \Lambda(q) \) as soon as \( q > p \). Whence the restriction to the parameters \( p > 2 \). The question whether true \( \Lambda(2) \)-sets do exist is an open problem.

We present below characterizations of \( p \)-Sidon set and \( \Lambda(p) \)-sets.

- There exists a characterization of \( p \)-Sidon sets in terms of interpolation.

**Theorem 3.1 ([21]).** Let \( 1 \leq p < 2 \) and \( E \subset \mathbb{Z} \) (or \( \mathbb{N} \)). Assume \( \frac{1}{p} + \frac{1}{q} = 1 \).

The following assertions are equivalent:

1) \( E \) is \( p \)-Sidon.
2) \( \sum |\hat{f}(n)|^p < \infty \) for \( f \in L^p_E \).
3) If \( b \in \ell^q(E) \), there exists \( \mu \in M(\mathbb{T}) \) such that \( \hat{\mu}|E = b \).
4) If \( b \in \ell^q(E) \), there exists \( f \in L^1(\mathbb{T}) \) such that \( \hat{f}|E = b \).

**Remark.** We observe that the harmonic classification is in some sense complementary to the dynamical one detailed in [8] (see also [67] subsection 4.3.2.): the implied set of integers \( E \) is viewed as a spectrum in the first classification and as a co-spectrum in the second one. In this respect, we can see that a Sidon set cannot be Hartman-ud. Indeed, if \( E \) is Hartman-ud, then \( C_E \), the space of continuous functions with spectrum inside \( E \), contains a copy of the Banach space \( c_0 \) of ultimately null sequences ([55]): if \( E \) is Sidon, \( C_E \) is by definition isomorphic to \( \ell^1 \), which does not contain \( c_0 \), hence \( E \) will never be Hartman uniformly distributed.

- The question whether every Sidon set is a finite union of quasi-independent sets is an open question, motivated by a characterization of a Sidon set due
to Pisier ([65]): \( E \subset \mathbb{Z}\setminus\{0\} \) is a Sidon set if and only if there exists \( \delta > 0 \) such that, from every finite subset \( A \subset E \), a quasi-independent set \( B \) can be extracted with \( |B| \geq \delta |A| \). An analogue for \( p \)-Sidon sets will be considered later (section 5.4).

- An arithmetical characterization of these “thin sets” – in terms of arithmetical progression or more generally mesh – is not yet complete (if it ever exists, cf. [51, Vol. 2, Ann. D, p. 316-323]), but we have at our disposal necessary conditions, as this one, called mesh condition.

**Definition 3.2.** For \( E \subset \mathbb{Z} \), we denote by \( \alpha_E(N) \) the maximal number of elements of \( E \cap \{a+b,a+2b,\ldots,a+Nb\} \) over all arithmetical progressions of length \( N \).

**Proposition 3.2 ([74]).** The following holds.

1) If \( E \) is \( \Lambda(p) \) for \( p > 2 \), then \( \alpha_E(N) \leq 4\lambda_p(E)^2 N^2/p \).

2) If \( E \) is \( p \)-Sidon, then \( \alpha_E(N) \leq c \log N \).

**Remarks.** 1. The \( \Lambda(q) \)-sets with \( 2 \leq q < \infty \) can apparently be less lacunary than \( p \)-Sidon sets, \( 1 \leq p < 2 \). We refer to [74] for the proof of the seminal result 1).

2. For \( p \)-Sidon sets, we have nothing better than for \( p \)-Rider sets (see Proposition 4.8). When \( p = 1 \) i.e. \( E \) is Sidon, we can deduce from the result 1) the estimate of \( \alpha_E(N) \) announced in 2). In fact, use the estimate \( \lambda_p(E) = O(\sqrt{p}) \) holding for a Sidon set \( E \) to get from 1) \( \alpha_E(N) \leq cpN^{2/p} \) for every \( p > 2 \). Let us now choose \( p = 2\log N \) with \( N \geq 3 \) so that \( p > 2 \), to get \( \alpha_E(N) \leq c \log N \) as claimed in 2).

**An example of cartesian product.** A classical example [79] is \( E = \{(\lambda_m, \mu_n)\} =: A \times B \), the cartesian product of two Sidon sets in \( \mathbb{Z} \). The set \( E \) is exactly 4/3-Sidon in the product group \( \mathbb{Z}^2 \) [79]. In particular, \( E = \{(2^m, 3^n)\} \) is 4/3-Sidon in \( \mathbb{Z}^2 \). But the Furstenberg set is a Minkowski product. As we will see, it is a \( \Lambda(p) \)-set (Gundy-Varopoulos), but we don’t know if it is a \( p \)-Sidon set for some \( p \) such that \( 4/3 < p < 2 \).

We now present the notion of Paley set, which is related to that of \( \Lambda(p) \)-set. The Furstenberg set is such a set (Gundy-Varopoulos), as we will see.

**3.3. Paley sets.** The general framework consists of a set \( E \) of integers and a Banach space \( X \) of integrable functions on the circle. We say that the set \( E \) is \( X \)-Paley if the Fourier transform of any function \( f \in X \), once restricted to \( E \), is square-summable i.e.

\[
\hat{f}|_E \in \ell^2.
\]

In this case, there exists a smallest constant \( P(X, E) > 0 \), the Paley constant of the pair \((X, E)\), such that the Paley inequality holds:

\[
\|\hat{f}|_E\|_2 \leq P(X, E)\|f\|_X, \quad \forall f \in X.
\]
The terminology comes from a theorem of Paley, concerning specifically the case \( X = H^1, E = \{ 2^n, n \geq 0 \} \) (recall that \( H^1 = \{ f \in L^1(\mathbb{T}) \ ; \ \hat{f}(n) = 0 \text{ when } n < 0 \} \)). It asserts that the powers of 2 constitute a \( H^1 \)-Paley set.

**Theorem 3.3** (Paley). There exists \( C > 0 \) such that, for every \( f \in H^1 \),
\[
\left( \sum_{k \geq 0} |\hat{f}(2^k)|^2 \right)^{1/2} \leq C \| f \|_{H^1}.
\]

**Remarks.** 1. The example of Paley does not extend to \( X = L^1(\mathbb{T}) \). If \( K_N \) denotes the Fejér kernel of order \( N \), we have
\[
\sum_{n \geq 0} |\hat{K}_N(2^n)|^2 \gtrsim \log N \quad \text{but} \quad \| K_N \|_1 = 1.
\]

2. The Paley inequality holds for a space hardly smaller than \( L^1(\mathbb{T}) \), namely the Orlicz space \( X = L^{p_{1/2}} \) with our previous notations, and for any Sidon set \( E \) \cite{1961vol2}, vol. II, Ch. XII, p. 132]. Hence, it holds for \( X = L^q(\mathbb{T}) \) \( (q > 1) \) and Hadamard sets \( E \).

3. The initial Paley inequality indeed tells that a Hadamard set is \( H^1 \)-Paley; so is any finite union of Hadamard sets. But this does not extend to arbitrary Sidon sets; indeed, Sidon sets \( E \) exist for which \( \sup_N |E \cap [N, 2N]| = \infty \), preventing them from being \( H^1 \)-Paley \((\text{[51] Vol.2, Ch.VI, p. 194-196})\).

We will be specially interested in the case \( X = L^q(\mathbb{T}) =: L^q \) with \( 1 < q < 2 \) and will speak of a \( q \)-Paley set in that context. An interesting duality exists between \( q \)-Paley sets and \( \Lambda(p) \)-sets, where \( p > 2 \) is the conjugate exponent of \( q \).

**Theorem 3.4.** Let \( E \) be a \( q \)-Paley set for some \( 1 < q < 2 \). Then \( E \) is a \( \Lambda(p) \)-set and moreover \( \lambda_p(E) \leq P(L^q, E) \).

**Proof.** Let \( f \in L^2_E \), and \( g \in L^q \) with \( \| g \|_q = 1 \). We have
\[
\left| \int_{\mathbb{T}} f(x)g(-x)dm(x) \right| = \left| \sum_{n \in \mathbb{Z}} \hat{f}(n)\hat{g}(n) \right| \leq \| f \|_2 \left( \sum_{n \in E} |\hat{g}(n)|^2 \right)^{1/2} \leq P(L^q, E)\| f \|_2\| g \|_q = P(L^q, E)\| f \|_2.
\]

By taking the supremum over the \( g \) in the unit ball of \( L^q \), we get
\[
\| f \|_p \leq P(L^q, E)\| f \|_2,
\]
thus the result. \( \square \)

**Remark.** Note the gain when passing from \( \Lambda(p) \) to \( q \)-Paley": we enlarge the collection of \( f \) involved in the inequality since now the spectrum of the test function \( f \) is arbitrary.

Aiming to establish some properties of thin sets for the Furstenberg set \( S \), we need a detour through probabilities, in particular through martingales.
4. From Probability to Harmonic Analysis

In this paper, given a probability space \((\Omega, \mathcal{B}, \mathbb{P})\), we will need both increasing and decreasing sequences of sub-\(\sigma\)-fields \((\mathcal{F}_n)\) of \(\mathcal{B}\). For an expert, there is no real difference (see [61, Ch.IV, p.124] for a unified presentation), but we prefer to be more specific here.

4.1. Azuma’s lemmas and subgaussianity of martingales. We consider martingales \((M_n)_{0 \leq n \leq N}\) adapted to a finite sequence of sub-\(\sigma\)-fields \((\mathcal{F}_n)\) of \(\mathcal{B}\). \(E_n\) denotes the conditional expectation given \(\mathcal{F}_n\), so that, in the increasing case,

\[
E_n(M_{n+1}) = M_n, \ 0 \leq n < N.
\]

We then write \(M_N := \sum_{n=1}^{N} d_n\), where \(d_n = M_n - M_{n-1}\), \(E_n(d_{n+1}) = 0\), and we assume \(M_0 = 0\). In the case of a decreasing sequence \((\mathcal{F}_n)\), we will have

\[
E_{n+1}(M_n) = M_{n+1}, \ 0 \leq n < N, \ d_n = M_n - M_{n+1}, \ E_{n+1}(d_n) = 0.
\]

A seminal result is:

**Theorem 4.1 (Doob).** Let \((M_n)_{n \geq 0}\) be a complex martingale w.r.t. an increasing sequence \((\mathcal{F}_n)_{n \geq 0}\) of \(\sigma\)-fields. If \((M_n)\) is bounded in \(L^1\), it converges almost everywhere.

Suppose now that \((M_n)\) has bounded increments \((d_n)\). In this context, Azuma proved the following “subgaussian” inequalities [49, Ch.I, p. 31-32].

**Lemma 4.2 (First inequality of Azuma).** Let \((M_n)_{0 \leq n \leq N}\) be a complex martingale w.r.t. \((\mathcal{F}_n)\), satisfying \(|d_n| \leq C_n\) for \(0 \leq n \leq N\). When \((\mathcal{F}_n)\) is increasing, for all \(t > 0\) we have

\[
\mathbb{P}(|M_N| > t) \leq 4 \exp\left(-\frac{t^2}{4 \sum_{n=1}^{N} C_n^2}\right).
\]

When \((\mathcal{F}_n)\) is decreasing, for all \(t > 0\) we have

\[
\mathbb{P}(|M_0| > t) \leq 4 \exp\left(-\frac{t^2}{4 \sum_{n=0}^{N-1} C_n^2}\right).
\]

We will need a more precise version of Lemma 4.2 depending on two parameters.

**Lemma 4.3 (Second inequality of Azuma).** Let \((M_n)_{0 \leq n \leq N}\) be a complex martingale w.r.t. an increasing sequence \((\mathcal{F}_n)\), which satisfies \(|d_n| \leq a\) and \(\sum_{n=1}^{N} \mathbb{E}_{n-1}(|d_n|^2) \leq b^2\), where \(a\) and \(b\) are positive constants. Then, for all \(t > 0\) we have

\[
\mathbb{P}(|M_N| > t) \leq 4 \exp\left[-\frac{t^2}{4b^2} (2 - e^{\frac{a^2}{b^2}})\right].
\]
In particular, if \( \exp(at/b^2) \leq 3/2 \), one has
\[
\Pr(|M_N| > t) \leq 4 \exp\left(-\frac{t^2}{8b^2}\right).
\]
Similarly, when \( (F_n) \) is decreasing, for all \( t > 0 \) we have
\[
\Pr(|M_0| > t) \leq 4 \exp\left[-\frac{t^2}{4b^2} (2 - e^{itb})\right].
\]

4.2. The Salem-Zygmund inequalities. The following theorem [75] plays a crucial role in Fourier Analysis, and will be deduced here from the first inequality of Azuma. We provide short proofs.

**Theorem 4.4** (Salem-Zygmund). Let \( (r_n) \) be a Rademacher sequence, \( (a_n) \) a scalar sequence, and for all \( N \geq 2 \), \( Q_N \) the random polynomial
\[
Q_N = \sum_{n=1}^N r_na_ne_n.
\]
Then
\[
\mathbb{E}(\|Q_N\|_\infty) \leq C\left(\sum_{n=1}^N |a_n|^2\right)^{1/2} \sqrt{\log N}.
\]

**Proof.** It holds, using Bernstein’s inequality for trigonometric polynomials of degree \( \leq N \) ([68], Ch.V, p.130; see also [51], vol.1, Ch.VI, p. 241):
\[
\mathbb{E}(\|Q_N\|_\infty) \leq CE\left(\sup_{x \in E} \sum_{n=1}^N r_na_ne_n(x)\right) =: CE(\|Q_N\|_E),
\]
where \( E \) denotes the set of \((4N)\)–th roots of unity. The latter supremum is estimated as follows: let \( A > 1 \) and \( \sigma_N^2 = \sum_{n=1}^N |a_n|^2 \); then
\[
\mathbb{E}(\|Q_N\|_E) = \int_0^\infty \Pr(\|Q_N\|_E > t)dt \leq A + \int_A^\infty \Pr(\|Q_N\|_E > t)dt
\]
\[
\leq A + 4N \sup_{x \in E} \int_A^\infty \Pr(|Q_N(x)| > t)dt \leq A + 4N \int_A^\infty \exp\left(-\frac{t^2}{4\sigma_N^2}\right)dt
\]
\[
\leq A + 8N\sigma_N \exp\left(-\frac{A^2}{4\sigma_N^2}\right)
\]
(we used Lemma [4.2]). Now, adjusting \( A = \sqrt{4\log N}\sigma_N \) ends the proof. \( \Box \)

We will need a simple fact about the symmetrization [40]. Recall that the symmetrization \( \hat{X} \) of a random variable \( X \) is defined (on \( \Omega \times \Omega \)) by
\[
\hat{X}(\omega, \omega') = X(\omega) - X(\omega').
\]

**Proposition 4.5.** Let \( \varphi \) be an Orlicz function, and \( X \) a centered Banach space-valued random variable, with symmetrization \( \hat{X} \). Then we have
\[
\mathbb{E}[\varphi(||X||)] \leq \mathbb{E}[\varphi(||\hat{X}||)] \leq \mathbb{E}[\varphi(2||X||)].
\]
By symmetrization, we get the following more general Salem-Zygmund theorem.

**Theorem 4.6.** Let \((X_n)_{1 \leq n \leq N}\) be a sequence of centered, square-integrable, complex-valued, independent random variables and \(P_N\) the associated random polynomial, \(P_N,\omega = \sum_{n=1}^{N} X_n(\omega)e_n\); then

\[
\mathbb{E}(\|P_N\|_{\infty}) \leq C \sqrt{\sum_{1 \leq n \leq N} V(X_n) \sqrt{\log N}}.
\]

**Proof.** Let \(\tilde{X}_n\) be a symmetrization of \(X_n\). We write \(\sum\) for \(\sum_{1 \leq n \leq N}\). Proposition 4.5 gives, for every choice of signs \((\varepsilon_n)\):

\[
\mathbb{E}(\| \sum X_n \varepsilon_n \|_{\infty}) \leq \mathbb{E}(\| \sum \tilde{X}_n \varepsilon_n \|_{\infty}) = \mathbb{E}(\| \sum \varepsilon_n \tilde{X}_n \varepsilon_n \|_{\infty}).
\]

We now take \(\varepsilon_n = r_n(\omega')\), Rademacher variables independent from the \(\tilde{X}_n\), we integrate with respect to \(\omega'\) and apply Fubini theorem to get

\[
\mathbb{E}(\| \sum X_n \varepsilon_n \|_{\infty}) \leq \mathbb{E}_{\omega'}(\| \sum r_n(\omega') \tilde{X}_n(\omega) e_n \|_{\infty})
\]

Salem-Zygmund’s theorem now gives

\[
\mathbb{E}(\| \sum X_n \varepsilon_n \|_{\infty}) \leq C \sqrt{\log N} \mathbb{E}\left(\sqrt{\sum |\tilde{X}_n(\omega)|^2}\right),
\]

and by Hölder inequality,

\[
\mathbb{E}\left(\sqrt{\sum |\tilde{X}_n(\omega)|^2}\right) \leq \left(\mathbb{E} \sum |\tilde{X}_n(\omega)|^2\right)^{1/2} = \left(\sum V(\tilde{X}_n)\right)^{1/2}.
\]

Since \(V(\tilde{X}_n) = 2V(X_n)\), we can conclude, suitably changing the constant \(C\). \(\square\)

The following specialization will be useful in Section 5.

**Theorem 4.7.** Let \((\xi_n)_{1 \leq n \leq N}\) be \(\{0,1\}\)-valued independent variables, with \(P(\xi_n = 1) = \delta_n\), and \((\lambda_n)_{1 \leq n \leq N}\) scalars of modulus \(\leq 1\). Set \(m_N = \sum_{n=1}^{N} \delta_n\). Let \(P_N\) be the random trigonometric polynomial \(P_N,\omega = \sum_{n=1}^{N} (\xi_n(\omega) - \delta_n) \lambda_n e_n\).

Then

\[
\mathbb{E}\|P_N\|_{\infty} \leq C \sqrt{m_N \log N}.
\]

Moreover, for some constant \(C > 0\),

\[
P(\|P_N\|_{\infty} > t) \leq CN \exp\left(-\frac{t^2}{8m_N}\right) \text{ for all } t > 0 \text{ with } e^{t/m_N} \leq 3/2.
\]

**Proof.** The first part is immediate from Theorem 4.6 since for the centered variables \(X_n := \lambda_n(\xi_n - \delta_n)\) we have \(V(X_n) \leq \delta_n - \delta_n^2 \leq \delta_n\). For the second part, first use Lemma 4.3 with \(a = 1\) and \(b^2 = m_N \geq \sum_{n=1}^{N} |\lambda_n|^2 (\delta_n - \delta_n^2)\) to get

\[
P(|P_N(x)| > t) \leq 4 \exp\left(-\frac{t^2}{8m_N}\right),
\]
where $x$ is a fixed $4N$-th root of unity and $t$ as in the statement. So that, by Bernstein’s inequality again,

$$\Pr(\|P_N\|_\infty > t) \leq CN \exp \left( -\frac{t^2}{8mN} \right).$$

\[\square\]

4.3. $p$-Rider sets. The functional $P \mapsto \mathbb{E}(\|P_\omega\|_\infty) =: \|P\|$ which appeared in Theorem 4.4 (with $P_\omega = \sum \varepsilon_n(\omega) \hat{P}(n) e_n$ where $(\varepsilon_n)$ denotes a Rademacher sequence) is a norm, the “Pisier norm” on the space $\mathcal{P}$ of all trigonometric polynomials and the completion of $\mathcal{P}$ with respect to this norm is the so-called Pisier space of almost surely continuous functions ([51], vol.2, Ch. VI). This norm is much more flexible than the sup-norm because the characters $e_n$ form an unconditional sequence for this norm, and motivates the following definition, a variant of $p$-Sidonicity. The set of polynomials with spectrum in a fixed set $E$ is denoted by $P_E$.

Definition 4.1. A set $E$ of positive integers is called a $p$-Rider set (with $1 \leq p < 2$) if there exists a constant $C$ such that

$$\|\hat{f}\|_p \leq C [\|f\|]$$

for all $f \in \mathcal{P}_E$. The best $C$ is called the $p$-Rider constant of $E$ and is denoted $s_p(E)$.

Let us list a few properties of $p$-Rider sets.

- A $p$-Sidon set is a $p$-Rider set, and $s_p(E) \leq S_p(E)$ (obvious).
- For $p = 1$, we recover the notion of Sidon set, thanks to a result of Rider [70]. The analog for $1 < p < 2$ is an open question.
- If $p < 4/3$, a $p$-Rider set is a $q$-Sidon set for each $q > p/(2 - p)$ [50].

As quoted in Proposition 4.2, $p$-Rider sets, in particular $p$-Sidon sets, satisfy an important mesh condition.

Proposition 4.8. Let $E$ be a $p$-Rider set. Then, there exists a constant $C$ such that, for every integer $N \geq 2$:

$$|E \cap [1, N]| \leq C (\log N)^\alpha$$

with $\alpha = \frac{p}{2 - p}$.

Proof. Let us write $E \cap [1, N] = \{\lambda_1 < \cdots < \lambda_n\}$; set $f = \sum_{j=1}^n e_{\lambda_j} \in C_E$. Using the Salem-Zygmund estimate of Theorem 4.6, we obtain $[\|f\|] \leq C \sqrt{n} \sqrt{\log N}$. From our $p$-Riderness assumption, this gives

$$n^{1/p} \leq C s_p(E) n^{1/2} \sqrt{\log N},$$

and the result ensues. $\square$

Remark. Proposition 4.8 already shows that the Furstenberg sequence $S$ is at most $4/3$-Rider (in particular $4/3$-Sidon). Indeed, we saw that $|S \cap [1, N]| \approx \log^2 N$, so that, if $S$ is $p$-Rider, one must have $2 \leq p/(2 - p)$, or else $p \geq 4/3$. We were not able to show that $S$ is $p$-Sidon or $p$-Rider for $p = 4/3,$
or even for some $4/3 < p < 2$. But we shall show that its randomized version $T$ is $p$-Rider for each $p > 4/3$.

4.4. **Square function of a martingale.** Here we present a fundamental inequality on the square function of a Hilbert space-valued martingale due to Burkholder obtained first in 1966 ([18], Theorem 9), and later optimized in [19]. We will use it to prove that the Furstenberg set is a $\Lambda(p)$-set and even a Paley set, results due to Gundy and Varopoulos. And we will be more precise on the dependence on $p$.

We consider a martingale $M := (M_n)_{n\geq 0}$ with respect to a decreasing sequence of sub-$\sigma$-fields $(\mathcal{F}_n)_{n\geq 0}$ of a probability space $(\Omega, \mathcal{F}, P)$. Without loss of generality, we assume that $\mathcal{F}_0 = \mathcal{F}$ and $\mathcal{F}_n \downarrow \mathcal{F}_\infty = \{\emptyset, \Omega\}$. Recall that

\begin{equation}
E_{n+1}(d_n) = 0, \quad \text{with } d_n := M_n - M_{n+1}.
\end{equation}

We also assume that $M$ is a Hilbert space-valued martingale. The square function of the martingale $M$ is the variable defined by

\[ S = S(M) := \left( \sum_{n=0}^{\infty} \|d_n\|^2 \right)^{1/2}, \]

where $\|d_n(\omega)\|$ denotes the Hilbert norm.

At this point, we recall a simple property of $L^p$-spaces ([54] p.46, [51] vol. 1 p.189).

- If $p \geq 2$, the Banach lattice $L^p$ is 2-convex, namely for any $(u_n) \subset L^p$:

\begin{equation}
\left\| \left( \sum_n |u_n|^2 \right)^{1/2} \right\|_p \leq \left( \sum_n \|u_n\|_p^2 \right)^{1/2}.
\end{equation}

- If $p \leq 2$, the Banach lattice $L^p$ is 2-concave, namely

\begin{equation}
\left\| \left( \sum_n |u_n|^2 \right)^{1/2} \right\|_p \geq \left( \sum_n \|u_n\|_p^2 \right)^{1/2}.
\end{equation}

4.4.1. **Burkholder’s inequality.** Let $H$ be a Hilbert space. A given $H$-valued integrable function $f \in L^1(H)$ produces a special martingale $M(f) := (E_n(f))$. We have the decomposition

\begin{equation}
f - E f = \sum_{n=0}^{\infty} d_n(f).
\end{equation}

We state Burkholder’s inequality for such martingales. In the following, $q$ denotes the conjugate exponent of $p$ and $p^* = \max(p, q)$. It holds (see [19], Theorem 3.1 p. 87)

**Proposition 4.9** (Burkholder inequality). Let $H$ be a separable Hilbert space and let $f \in L^p(H)$ with zero mean ($1 < p < \infty$). For the martingale $M_n = E_n(f)$ with its martingales differences $d_n := d_n(f) = M_n - M_{n+1}$, we have

\begin{equation}
B_{p}^{-1} \|f\|_p \leq \|S(f)\|_p \leq B_{p} \|f\|_p.
\end{equation}
where $S(f)^2 = \sum_{n=0}^{\infty} \|d_n\|^2$ and $B_p = p^s - 1$.

4.4.2. The Furstenberg set $S$ is $\Lambda(p)$. We will first prove that the Furstenberg set $S$ is a $\Lambda(p)$-set, a special case of the forthcoming Gundy-Varopoulos theorem.

The proof will use a special kind of scalar martingales. Let us first recall a basic fact. Let $m \geq 2$ be an integer. Denote by $\mathcal{F}^{(m)}$ the $\sigma$-field of $m^{-1}$-periodic Borel sets in $T$. The following basic relations are easy to check.

**Lemma 4.10.** For any $f \in L^1(T)$, we have

$$E(f|\mathcal{F}^{(m)})(x) = \frac{1}{m} \sum_{k=0}^{m-1} f\left(x + \frac{k}{m}\right) = \sum_{n|m} \hat{f}(n)e_n(x).$$

We can also write $E(f|\mathcal{F}^{(m)})(x) = f \ast \omega_m(x)$ with $\omega_m = m^{-1} \sum_{k=0}^{m-1} \delta_k/m$.

Observe that $\mathcal{F}^{(m)} = \sigma_m^{-1}(\mathcal{B}(T))$ where $\sigma_m$ is the map defined $\sigma_m(x) = mx \mod 1$. The first equality in (37) can be stated as $E(f|\sigma_m^{-1}(\mathcal{B}(T)))(x) = R \circ \sigma_m(x)$ where $R$ is the transfer operator

$$Rf(x) = \frac{1}{m} \sum_{k=0}^{m-1} f\left(x + \frac{k}{m}\right)$$

associated to the measure-preserving dynamical system $(T, \mathcal{B}(T), \lambda, \sigma_m)$, $\lambda$ being the Haar measure (cf. [27], Lemma 4.4).

Now we fix an integer $a \geq 2$. For $n \geq 0$, let $\mathcal{F}_n = \mathcal{F}^{(a^n)}$ be the $\sigma$-field of $a^{-n}$-periodic Borel sets in $T$. From the dynamical point of view, the iteration of $\sigma_a$ is involved. Clearly $\mathcal{F}_0$ is the Borel field $\mathcal{B}(T)$ and $\mathcal{F}_n$ decreases to the trivial $\sigma$-field $\{\emptyset, T\}$. When $g$ is a trigonometric polynomial with zero mean, we can decompose $g$ relatively to the $\sigma$-fields $\{\mathcal{F}_n\}$ according to (35). For simplicity, the corresponding martingale difference is still denoted by $d_ng$ and the corresponding square function by $S_g$.

**Lemma 4.11.** Denote by $L_a$ the set of integers not divisible by $a$. Then

$$d_ng(x) = \sum_{l \in L_a} \hat{g}(a^nl)e(a^nlx).$$

Hence

$$S^2(g)(x) = \sum_{n} \left| \sum_{l \in L_a} \hat{g}(a^nl)e(a^nlx) \right|^2.$$  

**Proof.** By Lemma 4.10 $E_n(g)(x) = g \ast \omega_{a^n}(x)$ with $\omega_n = 1_{a^n \in \mathbb{Z}}$. Since $d_ng = E_n(g) - E_{n+1}(g)$, (38) follows from $d_ng = \hat{g} \cdot (1_{a^n \in \mathbb{Z}} - 1_{a^{n+1} \in \mathbb{Z}}) = \hat{g} \cdot 1_{a^n L_a}$. (proved)

We denote by $S(a_1, \ldots, a_s)$ the semi-group generated by $s$ integers $a_i \geq 2$. We say that $a_1, \ldots, a_s$ are multiplicatively independent, if the decomposition of any $d \in S(a_1, \ldots, a_s)$ as $d = a_1^{n_1} \cdots a_s^{n_s}$ is unique (e.g. $a_1 = 12$, $a_2 = 18$). Notice that $S(a_1, \ldots, a_s) \subset S(p_1, \ldots, p_t)$ where the $p_j$’s are the primes
involved in the decomposition of \(a_1, \ldots, a_s\). It is possible that \(t \neq s\) (e.g. for \(a_1 = 24, a_2 = 30\), we have \(s = 2, t = 3\)).

**Theorem 4.12** (Gundy-Varopoulos). Suppose that \(a_i \geq 2\) (\(1 \leq i \leq s\)) are \(s\) coprime integers. The set \(S(a_1, \ldots, a_s)\) is \(\Lambda(p)\) for all \(p > 2\), i.e. \(\|f\|_p \leq C_s(p)\|f\|_2\) if \(f \in \mathcal{P}_{S(a_1, \ldots, a_s)}\). Moreover, \(C_s(p) \leq C p^{s-1/2}\) with \(C\) a constant.

**Proof.** We prove the result by induction on \(s \geq 1\). The set \(S(a_1) = \{a_1^n : n \geq 0\}\) is \(\Lambda(p)\) because it is a Sidon set, and then we have \(\lambda_p(S(a_1)) = O(\sqrt{p})\).

Suppose that \(S(a_1, \ldots, a_{s-1})\) is \(\Lambda(p)\), namely for \(f \in \mathcal{P}_{S(a_1, \ldots, a_{s-1})}\) we have

\[
\|f\|_p \leq C_{s-1}(p)\|f\|_2
\]

for some constant \(C_{s-1}(p)\). Assume \(f \in \mathcal{P}_{S(a_1, \ldots, a_s)}\). We distinguish \(a_s = a\) and write

\[
f(x) := \sum_n \sum_{m_1, \ldots, m_{s-1}} a_{m_1, \ldots, m_{s-1}, n} e(a_1^{m_1} \cdots a_{s-1}^{m_{s-1}} a^n x) = \sum_n f_n(a^n x),
\]

with

\[
f_n(y) = \sum_{m_1, \ldots, m_{s-1}} a_{m_1, \ldots, m_{s-1}, n} e(a_1^{m_1} \cdots a_{s-1}^{m_{s-1}} y) \in \mathcal{P}_{S(a_1, \ldots, a_{s-1})}.
\]

Since \(a_1, \ldots, a_s\) are coprime, no number of \(S(a_1, \ldots, a_{s-1})\) is divisible by \(a\). Thus, applying Lemma 4.11 we get \(d_n(f)(x) = f_n(a^n x)\). The associated square function is then equal to

\[
Sf(x) := \left(\sum_n |d_n(x)|^2\right)^{1/2} = \left(\sum_n |f_n(a^n x)|^2\right)^{1/2}.
\]

By the scalar Burkholder inequality (36), \(\|f\|_p \leq B_p\|Sf\|_p\). It remains to estimate \(\|Sf\|_p\). An important point is that the functions \(d_n\) have disjoint Fourier spectra (because \(\text{sp}(d_n) \subset a^n S(a_1, \ldots, a_{s-1})\)), and hence are orthogonal in \(L^2\). Firstly, the induction hypothesis (33) implies

\[
\|d_n\|_p = \|f_n\|_p \leq C_{s-1}(p)\|f_n\|_2 = C_{s-1}(p)\|d_n\|_2.
\]

Then we have by (33), since \(p > 2\):

\[
\|Sf\|_p = \left(\sum_n |d_n|^2\right)^{1/2} \leq \left(\sum_n \|d_n\|_p^2\right)^{1/2} \leq C_{s-1}(p)\left(\sum_n \|d_n\|_2^2\right)^{1/2} = C_{s-1}(p)\|f\|_2.
\]

We have used inequality (42), the orthogonality of \(d_n\)’s and the decomposition \(f = \sum d_n\). Finally,

\[
\|f\|_p \leq B_p\|Sf\|_p \leq B_p C_{s-1}(p)\|f\|_2.
\]
Thus we have the claimed result with $C_s(p) = B_p C_{s-1}(p) = B_p^{s-1} C_1(p) = O(p^{s-1} \sqrt{p})$ by Burkholder’s inequality. This ends the proof of Theorem 4.12. □

4.5. **The Gundy-Varopoulos theorem: S is Paley.** Gundy and Varopoulos ([37]) proved the following theorem of Paley type about the semi-group generated by $s$ prime numbers $D_s := S(p_1, \ldots, p_s)$. This theorem goes beyond the Hadamard case considered by Paley (see Section 3.3) and beyond the previously proved $\Lambda(p)$-character of $D_s$ (see Theorem 3.4). The proof will be essentially the same as for Theorem 4.12, except that we will need two martingales, one of them being vectorial, whereas only one scalar martingale was needed for proving the $\Lambda(p)$-character of $D_s$.

**Theorem 4.13** (Gundy-Varopoulos). The set $D_s$ is a $q$-Paley set for all $1 < q < 2$, or else, for every function $f \in L^q$,

$$
(\sum_{n \in D_s} |\hat{f}(n)|^2)^{1/2} = (\sum_{n_j \in \mathbb{N}_0} |\hat{f}(p_1^{n_1} \cdots p_s^{n_s})|^2)^{1/2} \leq B_s(q) \|f\|_q.
$$

Moreover $B_s(q) \leq (p - 1)^s$ where $p = q/(q - 1)$.

**Proof.** We will first assume that $s = 2$ to ease notations. So, we consider two distinct primes $a \geq 2$ and $b \geq 2$. We want to show that the multiplicative semi-group $S(a, b)$ generated by $a$ and $b$ is $q$-Paley. We will denote by $L := L_{a,b} \subset S(a, b)^c$ the set of integers $\geq 1$ which are divisible neither by $a$ nor by $b$. The proof is based on the following observations.

1. We can assume that $f$ is a polynomial and $\hat{f}(0) = 0$. Our aim is to dominate the quantity

$$
(\sum_{m,n} |\hat{f}(a^m b^n)|^2)^{1/2} =: \sigma^2
$$

by $\|f\|_q^2$ up to a multiplicative constant. Our first observation is that $\sigma$ is bounded by $\|S\|_q$ where $S = (\sum_{m,n} |g_{m,n}|^2)^{1/2}$ with

$$g_{m,n}(x) = \sum_{l \in L} \hat{f}(a^m b^n l) e^{i(a^m b^n l x)}, \quad (n \geq 0, m \geq 0).
$$

Indeed, to let $L^q$-norms appear, we observe that

$$|\hat{f}(a^m b^n)|^2 = |\hat{g}_{m,n}(1)|^2 \leq \|g_{m,n}\|_q^2.
$$

Summing over $m, n$ and using (34) for the exponent $q < 2$, we get

$$
\sigma^2 \leq \sum_{m,n} \|g_{m,n}\|_q^2 \leq \|S\|_q^2.
$$

We will interpret $S$ as the square function of a suitably chosen martingale, which will be handled thanks to Burkholder’s inequalities.
Let \( \mathcal{F}^{(m)} \) (resp. \( \mathcal{G}^{(n)} \)) be the \( \sigma \)-field of \( a^{-m} \)-periodic (resp. \( b^{-n} \)-periodic) Borel sets, as before. We write \( \mathbb{E}_m = \mathbb{E}(\cdot | \mathcal{F}^{(m)}) \) and \( \mathbb{E}'_n = \mathbb{E}(\cdot | \mathcal{G}^{(n)}) \) the corresponding conditional expectations (which commute):

\[
\mathbb{E}_m \mathbb{E}'_n = \mathbb{E}'_n \mathbb{E}_m.
\]

Indeed, for \( f \in L^1 \), one has

\[
\mathbb{E}_m \mathbb{E}'_n f(x) = \mathbb{E}'_n \mathbb{E}_m f(x) = f * \omega_{b^{-m}} * \sigma_{a^{-n}}(x) = f * \sigma_{a^{-n}} * \omega_{b^{-m}}(x),
\]

by Lemma 4.10. We accordingly write \( d_m = \mathbb{E}_m - \mathbb{E}_{m+1} \) and \( d'_n = \mathbb{E}'_n - \mathbb{E}'_{n+1} \).

Let \( f \in L^1 \) and consider its Fourier expansion

\[
f(x) = \sum_{\mu, \nu, l} a_{\mu, \nu, l} e(a^\mu b^\nu l x).
\]

As Lemma 4.11 shows, passing from \( f \) to \( d'_n(f) \) consists in freezing \( \nu = n \) in this expansion, and then passing to \( d_m d'_n(f) \) in freezing \( \mu = m \) as well. So, the above commutativity leads to

\[
g_{m,n} = d_m(d'_n) = d'_n(d_m), \quad S^2 = \sum_{m,n} |d_m(d'_n)|^2 = \sum_{m,n} |d'_n(d_m)|^2.
\]

(Here and in what follows we omit the letter \( f \).)

\( \triangleright \) If \( F \) is \( H \)-valued, we will write \( \|F\|_q \) for \( \|F\|_{L^q(H)} = (\int \|F\|_H^q \, d\mathbb{P})^{1/q} \).

Let \( H = \ell^2 \). Consider the vector-valued function \( F \in L^q(\ell^2) \) defined by

\[
F = (d_0, d_1, \ldots, d_m, \ldots) : \Omega \to \ell^2.
\]

Then consider the vector-valued martingale \( M_n = \mathbb{E}'_n(F) \) with its martingale difference \( d'M_n = \mathbb{E}'_n(F) - \mathbb{E}'_{n+1}(F) \). Observe that

\[
d'M_n = (d'_n(d_0), d'_n(d_1), \ldots, d'_n(d_m), \ldots) : \Omega \to \ell^2,
\]

and that, by (46), the square function associated to \( (M_n) \) is equal to

\[
\Sigma^2 := \sum_n \|d'M_n\|^2 = \sum_{m,n} |d'_n(d_m)|^2, \quad \text{or else } \Sigma = S.
\]

\( \triangleright \) On the other hand, the square function of the scalar martingale \( (\mathbb{E}_m(f)) \), which is defined by \( Sf = (\sum_m |d_m|^2)^{1/2} \), is nothing but

\[
Sf(\omega) = \|F(\omega)\|_{\ell^2}.
\]

Now, we end the proof as follows, using twice the Burkholder inequalities via (45), (47) and (48):

\[
\sigma \leq \|S\|_q = \|\Sigma\|_q \leq B_q \|F\|_q = B_q \|Sf\|_q \leq B_q^2 \|f\|_q \leq (p - 1)^2 \|f\|_q.
\]

\( \triangleright \) The proof extends inductively to \( s \geq 3 \). To treat the general case of \( s \) distinct primes \( p_1, \ldots, p_s \), we need some additional notations. If \( \alpha := (n_1, \ldots, n_s) \in \mathbb{N}_0^s \) and \( n = p_1^{n_1} \cdots p_s^{n_s} \), we write \( n = p^\alpha \). We denote \( \mathbb{E}_n^{(k)} \) the
conditional expectation w.r.t. the \( \sigma \)-field of \( p_k^{-n} \)-periodic sets, and \( d_n^{(k)} \) the corresponding increment, as well as

\[
\delta_\alpha = d_{n_s}^{(n_s)} \circ d_{n_{s-1}}^{(n_{s-1})} \circ \cdots \circ d_1^{(n_1)}.
\]

Now, fix a trigonometric polynomial \( f \), write for short \( \delta_\alpha = \delta_\alpha(f) \); we set

\[
\sigma_s = \left( \sum_{\alpha \in \mathbb{N}^s_0} |\hat{f}(p^\alpha)|^2 \right)^{1/2}, \quad \Sigma_s = \left( \sum_{\alpha \in \mathbb{N}^s_0} |\delta_\alpha(f)|^2 \right)^{1/2}
\]

the multivariate square function. We prove that \( \sigma_s \leq (p-1)^s \| f \|_q \) in two steps.

**Step 1.** We have (a) \( \sigma_s \leq \| \Sigma_s \|_q \), with the same proof as for \( s = 2 \).

**Step 2.** We have (b) \( \| \Sigma_s \|_q \leq (p-1) \| \Sigma_{s-1} \|_q \).

We just need to observe that \( \Sigma_s \) is the square function associated to the martingale \( (M_n(F)) \), where \( F : \Omega \to \ell^2(\mathbb{N}^s_0) \) is defined by \( F(\omega) = (\delta_\beta(\omega))_\beta \); here \( \beta = (n_1, \ldots, n_{s-1}) \) runs over \( \mathbb{N}^{s-1}_0 \). Then, Burkholder’s inequality gives (b). Clearly, Theorem 4.13 follows from (a) and (b).

The conclusion of Theorem 4.13 holds for \( S(a_1, \ldots, a_s) \) when \( a_j^\prime s \) are multiplicatively independent, because \( S(a_1, \ldots, a_s) \subset S(p_1, \ldots, p_t) \) where the \( p_j \)'s are the prime factors of \( a_1, \ldots, a_s \). One has then to abandon a precise estimate for the constant \( B_s(q) \) in terms of \( s \) and \( q \).

### 5. Random Furstenberg set

We begin by a definition, already coined by Erdős and Rényi ([23]), and then systematically studied by Bourgain ([13]), which became popular under the name “Selectors of Bourgain”. We mention in this respect the papers [60], [52], [53] and [42], [43], [28], [3]. Let \((\delta_k)_{k \geq 1}\) be a sequence of numbers such that \( 0 < \delta_k < 1 \) for each \( k \), and \((\xi_k)_{k \geq 1}\) be a sequence of independent Bernoulli variables, defined on some probability space \((\Omega, \mathbb{P})\), with

\[
\mathbb{E}(\xi_k) = \mathbb{P}(\xi_k = 1) = \delta_k, \quad k = 1, 2, \ldots, \quad \text{and} \quad R = R(\omega) = \{ k \geq 1 ; \xi_k(\omega) = 1 \}.
\]

The set \( R \) is called the random set of integers associated with the sequence \((\delta_k)\). We will always assume in this section that

\[
(49) \quad (\delta_k) \text{ is non-increasing and } \sum_{k=1}^{\infty} \delta_k = \infty.
\]

Then, by the Borel-Cantelli lemma, \( R \) is almost surely infinite, and we write \( R = \{ u_1 < u_2 < \cdots < u_n < \cdots \} \). We will also set

\[
m_N = \sum_{k=1}^{N} \delta_k = \mathbb{E}(\xi_1 + \xi_2 + \cdots + \xi_N) = \mathbb{E}(|R \cap [1, N]|) =: \mathbb{E}(|R_N|).
\]

We will mostly assume that the “Bourgain condition” holds:

\[
(50) \quad m_N / \log N \to \infty.
\]
this is the case when \( k\delta_k \to \infty \). The question will next be: how to choose \( \delta_k \) in order that \( R(\omega) \) appears as a reasonable random version of the Furstenberg set \( S \)? And then what harmonic analysis and distribution properties does it almost surely possess?

The set \( S = (s_n)_{n \geq 1} \) satisfies the lacunarity property \(|S \cap [1,N]| \approx (\log N)^2\), or again \( s_N \approx ae^{b\sqrt{N}}\). This motivates the choice (to which we will stick)

\[
\delta_k = \log \frac{k}{k}.
\]

In fact, one then has

\[
m_N = \sum_{k=1}^{N} \frac{\log k}{k} = \int_1^N \frac{\log t}{t} dt + O(1) = \frac{1}{2} (\log N)^2 + O(1).
\]

Notice that \( \delta_k = O(1/k) \) corresponds to a random Sidon set ([42] p. 364). We will then reserve the letter \( T \) (instead of \( R \)) for this random version of the Furstenberg set \( S \).

The set \( S \) is quite rigid from the arithmetical point of view. We were partially able to deal with this arithmetic, and proved that \( S \) is \( \Lambda(p) \) for all \( p > 2 \), is not Hartman uniformly distributed, and not \( p \)-Rider for \( p < 4/3 \).

We will see that the random model \( T(\omega) \), our main interest here, almost surely satisfies this \( p \)-Riderness property for \( 4/3 < p < 2 \), among others.

5.1. \( T \) is almost surely weakly lacunary. We begin by a weak lacunarity property of general random sets \( R \) of integers. Then, we switch to our main case of interest: the random Furstenberg set \( T \).

**Theorem 5.1.** Let \( R = (u_n) \) be the random set of integers corresponding to the sequence \((\delta_k)\) as in (49). Then

1) \( R \) satisfies almost surely: \( \limsup_{n \to \infty} (u_{n+1} - u_n) = \infty \).

2) Assume moreover that \( \sum_k \delta_k^2 < \infty \). Then, \( R \) is almost surely weakly lacunary, i.e. \( \lim_{n \to \infty} (u_{n+1} - u_n) = \infty \).

**Proof.** 1) Fix an integer \( q \geq 1 \). Consider the events

\( A_k = \{ \xi_{kq} = 1, \ \xi_{kq+j} = 0, \ 1 \leq j \leq q-1 \} \), which satisfy

\[
P(A_k) = \delta_{kq} \prod_{j=1}^{q-1} (1 - \delta_{kq+j}) \geq \delta_{kq} \prod_{j=1}^{q-1} (1 - \delta_j) =: c_q \delta_{kq}.
\]

Hence, \( \sum_{k \geq 1} P(A_k) = \infty \). Since the \( A_k \)'s are independent, Borel-Cantelli's lemma gives \( P(A) = 1 \) where \( A = \limsup_k A_k \). Take \( \omega \in A \), let \( k \) large with \( \xi_{kq}(\omega) = 1 \) and \( n \) the random (large) integer such that \( u_n = kq \). Then, \( u_{n+1} - u_n \geq q \). This shows that \( \limsup (u_{n+1} - u_n) \geq q \) a.s. So that \( \limsup (u_{n+1} - u_n) = \infty \) a.s.
2) Let \((q_k)\) be a sequence of positive integers with \(q_k \to \infty\) and \(\sum_{k \geq 1} q_k \delta_k^2 < \infty\). For a pair \(1 \leq k < l\) of positive integers, consider the events
\[
F_{k,l} = \{\xi_k = 1, \xi_l = 1\}, \quad G_k = \bigcup_{k+1 \leq l \leq k+q_k} F_{k,l}, \quad B = \liminf_k G_k^c.
\]
We have
\[
\mathbb{P}(F_{k,l}) = \delta_k \delta_l \leq \delta_k^2, \quad \mathbb{P}(G_k) \leq q_k \delta_k^2.
\]
This implies \(\mathbb{P}(B) = 1\); in other terms, we have almost surely for \(k\) large:
\(\xi_l = 0\) whenever \(\xi_k = 1\) and \(k < l \leq k + q_k\). Taking \(k = u_n\) gives \(u_{n+1} - u_n \geq q_k\) and the result.

We now specialize to the random Furstenberg set \(T = \{t_n\}\), corresponding to the choice \(\delta_k = \log k/k\), to get more quantitative results. Notably, \(T\) shares some precise gap properties with its deterministic relative \(S\).

**Theorem 5.2.** Almost surely, the difference \(t_{n+1} - t_n\) satisfies:
1) \(\limsup_{n \to \infty} \frac{t_{n+1} - t_n}{(t_n/\log t_n) \log \log t_n} \leq 2\);
2) \(\liminf_{n \to \infty} \frac{t_{n+1} - t_n}{t_n/(\log t_n)^{3+\delta}} \geq 1\) for all \(\delta > 0\).

In particular, the weakly lacunary set \(T\) satisfies: almost surely \(t_{n+1}/t_n \to 1\).

**Proof.** 1) Let \((p_k)\) be a sequence of positive integers such that \(p_k = o(k)\). Consider the event \(E_k = \{\xi_k = 1, \xi_{k+1} = \cdots = \xi_{k+p_k} = 0\}\). We see that, given \(\varepsilon > 0\) and \(k\) large (depending on \(\varepsilon\))
\[
\mathbb{P}(E_k) = \frac{\log k}{k} \prod_{j=k+1}^{k+p_k} \left(1 - \frac{\log j}{j}\right) \leq \frac{\log k}{k} \exp\left(-\sum_{j=k+1}^{k+p_k} \frac{\log j}{j}\right)
\]
\[
\leq \frac{\log k}{k} \exp\left(-p_k \frac{\log(k+p_k)}{k+p_k}\right) \leq \frac{\log k}{k} \exp\left(-(1-\varepsilon) p_k \frac{\log k}{k}\right).
\]
We now take (ignoring the integer part issues)
\[
p_k = a \frac{k}{\log k} \log \log k \quad \text{with} \quad a = \frac{2 + \varepsilon}{1 - \varepsilon}
\]

to get (for \(k\) large)
\[
(53) \quad \mathbb{P}(E_k) \leq \frac{\log k}{k} \frac{1}{(\log k)^{a(1-\varepsilon)}} = \frac{1}{k(\log k)^{1+\varepsilon}}.
\]
So that \(\mathbb{P}(\liminf E_k^c) =: \mathbb{P}(A) = 1\). Now, fix \(\omega \in A\). For \(k \geq k_0(\omega)\), one has \(\omega \in E_k^c\). Take \(k = t_n\) with \(n\) large enough to ensure \(k \geq k_0(\omega)\). Then, \(\xi_k = 1\), and hence \(\xi_j = 1\) for some \(k < j \leq k + p_k\), meaning that \(t_{n+1} \leq k + p_k = t_n + p_k\). It easily ensues, for \(\omega \in A\):
\[
\limsup_{n \to \infty} \frac{t_{n+1} - t_n}{(t_n/\log t_n) \log \log t_n} \leq a = \frac{2 + \varepsilon}{1 - \varepsilon}.
\]
Letting \(\varepsilon\) tend to zero, we get the first assertion.

2) The second one is similar: set \(q_k = k/(\log k)^{3+\delta}\), where \(\delta > 0\), and for \(1 \leq k < l\) positive integers,

\[
F_{k,l} = \{\xi_k = 1, \xi_l = 1\}, \quad F_k = \bigcup_{k+1 \leq t \leq k+q_k} F_{k,t}.
\]

We get \(\mathbb{P}(F_k) \leq e^2 q_k \left(\frac{\log k}{k}\right)^2 = \frac{e^2}{k(\log k)^{1+\delta}}\). Once again, \(\mathbb{P}(\liminf_k F_k^c) = 1\), and almost surely, for \(n\) large enough

\[
t_{n+1} - t_n \geq \frac{t_n}{(\log t_n)^{3+\delta}}.
\]

\(\square\)

5.2. \textit{R is almost surely Hartman uniformly distributed.} The following random result appeared in [13] (see also [60]), with different terminology.

\textbf{Theorem 5.3} (Bourgain). Let \((\xi_k)\) be a sequence of independent random 0–1-valued variables as before, where \((\delta_k)\) satisfies the Bourgain condition \((50)\). Then, a.s. the sequence \(R := \{k ; \xi_k = 1\}\) is Hartman uniformly distributed.

\textit{Proof.} We give a proof relying on Section 4 (Salem-Zygmund theorem). To that effect, we decompose the sums

\[
\sum_{n \in R_N} e(nx) := \sum_{n \leq N} \xi_n e(nx) = \sum_{n \leq N} (\xi_n - \delta_n) e(nx) + \sum_{n \leq N} \delta_n e(nx)
\]

and the deterministic sums \(\sum_{n \leq N} \delta_n e(nx)\), when \(x \in \mathbb{T}, x \neq 0\), is fixed, are uniformly bounded in \(N\) (since \((\delta_n)\) is non-increasing) by a constant \(C(x) < \infty\). As for the first random sum \(P_N\), we resort to Theorem 4.7.

Choose \(t = 6\sqrt{m_N \log N}\). We have \(t/m_N = o(1)\) since \(m_N / \log N \to \infty\), and thus \(\exp(t/m_N) \leq 3/2\) for \(N\) large enough. Moreover, \(t^2/(8m_N) \geq 4\log N\). Theorem 4.7 now gives, for \(N\) large enough,

\[
(54) \quad \mathbb{P}(\|P_N\|_\infty > 6\sqrt{m_N \log N}) \ll N \exp(-4 \log N) = N^{-3}.
\]

In particular:

\[
\mathbb{P}\left(\left| |R_N| - m_N \right| > 6\sqrt{m_N \log N}\right) = \mathbb{P}(\|P_N(0)\| > 6\sqrt{m_N \log N}) \ll N^{-3}.
\]

Borel-Cantelli’s lemma and the relation \(\sqrt{m_N \log N} = o(m_N)\) now imply the existence of \(\Omega_0 \subset \Omega\), \(\mathbb{P}(\Omega_0) = 1\), and for every \(\omega \in \Omega_0\), of an integer \(N(\omega)\) such that both inequalities below hold:

\[
\frac{1}{2} m_N \leq |R_N| \leq 2m_N, \quad \text{and} \quad \|P_N\|_\infty \ll \sqrt{m_N \log N}, \quad N \geq N(\omega).
\]

We deduce, for \(\omega \in \Omega_0\), \(N \geq N(\omega)\) and any fixed \(x \in \mathbb{T}, x \neq 0\):

\[
\frac{1}{|R_N|} \left| \sum_{n \leq N} \delta_n e(nx) \right| \ll C(x)/m_N
\]
\[ \sup_{\tau} \left( \frac{1}{|R_N|} \left| \sum_{n \leq N} (\xi_n - \delta_n)e(n\tau) \right| \right) \ll \sqrt{\log N/m_N}, \]
whence the theorem, since \( m_N \to \infty \) and \( \log N/m_N \to 0 \).

□

**Corollary 5.4.** The random Furstenberg set \( T \) is a.s. Hartman uniformly distributed.

**Remarks**

1. The corollary is failing for the Furstenberg set \( S \) itself although \( \sigma_N \approx (\log N)^2 \)!
   Indeed, we saw in Theorem 2.7 that, for uncountably many \( x \in T \), one has
   \[ \frac{1}{|S_N|} \sum_{n \in S_N} e(nx) \not\to 0. \]

2. A question naturally arises: is Bourgain’s condition (50) necessary and sufficient?

5.3. **Random integers and the Khinchin property.** In this subsection, we will only assume that condition (49) holds for the sequence \((\delta_k)_{k \geq 1}\), and will not need Bourgain’s condition (50). We begin by a complement on Orlicz functions (defined in Section 3).

**Lemma 5.5.** Let \( \varphi \) be an Orlicz function such that \( \psi := \varphi \circ u \) is concave, where \( u(x) = \sqrt{x} \). Let \( \varepsilon = (\varepsilon_k)_{1 \leq k \leq n} \) be a Rademacher sequence on a probability space \( \Omega \). If \( a_1, \ldots, a_n \) are scalars, then
\[
\mathbb{E}[\varphi(|\sum_{k=1}^n \varepsilon_k a_k|)] \leq \sum_{k=1}^n \varphi(|a_k|).
\]

As a corollary, if \( X_1, \ldots, X_n \) are independent, centered, \( L^\varphi \)-integrable functions, we have:
\[
\mathbb{E}(\varphi(|\sum_{k=1}^n X_k|)) \leq \sum_{k=1}^n \mathbb{E}(\varphi(2|X_k|)).
\]

**Proof.** Let \( X = |\sum_{k=1}^n \varepsilon_k a_k| \). Jensen’s inequality and the subadditivity of \( \psi \) give
\[
\mathbb{E}[\varphi(|X|)] = \mathbb{E}[\psi(|X|^2)] \leq \psi(\mathbb{E}(|X|^2)) = \psi(\sum_{k=1}^n |a_k|^2)
\]
\[
\leq \sum_{k=1}^n \psi(|a_k|^2) = \sum_{k=1}^n \varphi(|a_k|).
\]
And the corollary follows by symmetrization, noting that for a centered variable \( Y \in L^\varphi \), it holds by Proposition 4.3
\[
\mathbb{E}(\varphi(|Y|)) \leq \mathbb{E}(\varphi(|\tilde{Y}|)) \leq \mathbb{E}(\varphi(|2Y|)).
\]

□
Examples. a) With \( \varphi(x) = x^p \), \( 1 \leq p \leq 2 \), we recover the fact that the Banach space \( L^p \) is of type \( p \) (see e.g. [21], vol.1, Ch.V, p. 188).

b) We can also take \( \varphi(x) = \varphi_a(x) = x \log(1 + x) =: xv(x) \), \( 0 < \alpha \leq 1 \). Let us prove the concavity of \( \psi \) on \( \mathbb{R}^+ \). Since \( -\frac{\psi''}{\psi'} = \frac{1}{v} \), we must show that \( \varphi''(x)/\varphi'(x) \leq 1/x \), or else that \( x^2v''(x) + xv'(x) - v(x) \leq 0 \). This is clear since \( v'' \leq 0 \) and \( v'/v = \frac{1}{(1+x)\log(1+x)} \leq \frac{1}{x} \).

We now recall that the Khinchin class of an increasing sequence \( (u_n)_{n \geq 1} \) of positive integers is the class of \( L^1 \)-functions \( f \) (here with mean zero) satisfying

\[ \tau_k(x) := \sum_{j=1}^{k} f(u_j x) = o(k) \text{ almost everywhere.} \]

Marstrand ([58]) proved that there are \( L^\infty \)-functions which are not in the Khinchin class of the set \( \mathbb{N} \) of positive integers. Here is an interesting related result. Koksma ([47]) proved that if the function \( f = \sum_{k \neq 0} a_k e_k \in L^2 \) with

\[ \sum_{|k| \geq 3} |a_k|^2(\log|k|)^3 < \infty, \]

that is, \( \widehat{f} \) slightly better than \( \ell^2 \), then \( f \) belongs to the Khinchin class of \( \mathbb{N} \). We will prove here the following.

**Theorem 5.6.** Let \( f \) be in the Khinchin class of the positive integers, with moreover \( f \in L^{p\beta} \) for some \( \beta > 1 \). Then, \( f \) also belongs almost surely to the Khinchin class of the random set \( R = \{ k ; \, \xi_k = 1 \} =: \{ u_p \} \).

**Proof.** Let \( E \subset \mathbb{T} \) with \( m(E) = 1 \) and \( \tau_k(x) = o(k) \) for \( x \in E \) (see [53]). We begin by observing that

\[ \frac{f(u_1 x) + \cdots + f(u_p x)}{p} = \frac{1}{S_N} \sum_{k=1}^{N} \xi_k f(k x) \text{ with } N = u_p, \]

where \( S_N = \sum_{k=1}^{N} \xi_k = |R_N| \). The number \( N \) is random, but tends to \( \infty \) almost surely, which is enough here. As we saw, almost surely, \( m_N/2 \leq S_N \leq 2m_N \) for \( N \) large; hence, we can as well consider the quotient

\[ A_N := \frac{1}{m_N} \sum_{k=1}^{N} \xi_k f(k x) = \frac{1}{m_N} \sum_{k=1}^{N} (\xi_k - \delta_k) f(k x) + \frac{1}{m_N} \sum_{k=1}^{N} \delta_k f(k x) =: B_N + C_N. \]

We will show that, given \( x \in E \), \( A_N \to 0 \) almost surely. The Fubini theorem will then give the result. We first observe that the deterministic term \( C_N \) tends to 0, because for any sequence \( (a_n) \), \( \sum_{k=1}^{n} a_k = o(n) \) implies \( \sum_{k=1}^{n} \delta_k a_k = o(\sum_{k=1}^{n} \delta_k) \), which is a consequence of (49) and an Abel summation.
For the random term $B_N$, we use a martingale argument. Let us consider the product space $(\Omega \times \mathbb{T}, A \times \mathcal{B}(\mathbb{T}), \mathbb{P} \times m)$, on which is defined the martingale

$$M_n(\omega, x) = \sum_{k=1}^{n} \frac{(\xi_k(\omega) - \delta_k)f(kx)}{m_k}$$

relative to the filtration $\{\mathcal{F}_n\}$ defined by $\mathcal{F}_n = \sigma(\xi_1, \ldots, \xi_n) \times \mathcal{B}(\mathbb{T})$. Indeed

$$\mathbb{E}_{\omega,x}[(\xi_n - \delta_n)f(nx)|\mathcal{F}_{n-1}] = f(nx)\mathbb{E}_{\omega,x}[(\xi_n - \delta_n)|\mathcal{F}_{n-1}] = 0.$$ 

Now, pick $0 < \alpha < \min(\beta - 1, 1)$ and put $\phi = \phi_\alpha$. We claim that $M_n$ is bounded in $L^{\phi}$, a fortiori in $L^1$. Then Doob’s convergence theorem implies the “almost sure almost everywhere” convergence of the series

$$\sum_{k=1}^{\infty} \frac{(\xi_k(\omega) - \delta_k)f(kx)}{m_k}.$$ 

Applying Kronecker’s lemma, we will conclude that $B_N \to 0$.

To prove our claim, we first note the easy estimation

$$\int_{\mathbb{T}} |f| \log^\alpha \left(1 + \frac{|f|}{A}\right) dm(x) \ll \frac{1}{\log(A)^{\beta - \alpha}} \text{ as } A \to \infty. \quad (56)$$

Let us fix $a \geq 1$ and let $X_k(\omega) = \frac{(\xi_k(\omega) - \delta_k)f(kx)}{m_k}$. Note that

$$\varphi(|X_k|/a) \leq \frac{|\xi_k - \delta_k|}{m_ka} |f(kx)| \left[\log^\alpha (1 + \frac{|f(kx)|}{A})\right], \text{ with } A = \frac{m_k}{|\xi_k - \delta_k|}.$$ 

We integrate with respect to $x$, using (56) and the invariance of $m$ under $x \mapsto kx$, to get

$$\int \varphi(|X_k|/a) \, dx \leq C \frac{|\xi_k - \delta_k|}{m_ka} \frac{1}{\log^{\beta - \alpha} A} = C \frac{|\xi_k - \delta_k|}{m_ka} \frac{1}{\log^{\beta - \alpha} \frac{m_k}{|\xi_k - \delta_k|}}.$$ 

We now take the expectation (w.r. to $\omega$) and obtain

$$\mathbb{E}_{\omega,x}(\varphi(|X_k|/a)) \ll \frac{\delta_k}{m_ka(\log m_k)^{\beta - \alpha}}. \quad (57)$$

Noting that the assumptions of Lemma 5.5 are satisfied for fixed $x$, we get by permuting the order of integrations and changing in (57) $a$ into $a/2$, $a \geq 2$,

$$\int \int \varphi\left(\frac{|M_n(\omega, x)|}{a}\right) d\omega dx \leq C' \frac{\delta_k}{a} \sum_{k=1}^{\infty} \frac{m_k(\log m_k)^{\beta - \alpha}}{a} =: \frac{C''}{a} < \infty.$$ 

Indeed, for any sequence $(a_n)$ of positive numbers, we have

$$\sum_{n=1}^{\infty} \frac{a_n}{(a_1 + \cdots + a_n) \log^\rho(a_1 + \cdots + a_n)} < \infty$$

when $\rho > 1$. By definition of the Orlicz norm, we get the claim: $\|M_n\|_\phi \leq C''$. □
5.4. \textit{T is almost surely \(p\)-Rider.} In \cite{52} and \cite{53}, the authors constructed inside (a variant of) \(T\) a random subset of positive relative density, which is \(4/3\)-Rider and \(\Lambda(q)\) for each \(q > 2\) (We will come back to this in a forthcoming work). Here, with the idea of randomly mimicking the Furstenberg set \(S\), we have to deal with the whole of \(T\). We can prove the following.

\textbf{Theorem 5.7.} Almost surely, the set \(T := T(\omega)\) is \(p\)-Rider for \(p > 4/3\) and not \(p\)-Rider for all \(p < 4/3\).

\textit{Proof.} As we already showed in Proposition 4.8, the mesh condition implies that \(T\) is not \(p\)-Rider for \(p < 4/3\). The proof of the other claim is more elaborate, and relies on the following result, due to L. Rodríguez-Piazza, which extends Pisier’s result for Sidon sets (\cite{71}, Teorema 2.3 p. 85-86). We refer to section 3.1. for the notions involved.

\textbf{Theorem 5.8 (\cite{71}).} Let \(E\) be a set of positive integers, and \(1 \leq p < 2\). The following are equivalent:

1) \(E\) is \(p\)-Rider.

2) For every finite subset \(A\) of \(E\), there exists a subset \(B\) of \(A\) such that

\[ B \text{ is quasi-independent and } |B| \geq \delta |A|^\varepsilon \]

where \(\varepsilon = \frac{2}{p} - 1 < 1\) and where \(\delta\) is a positive constant.

We now need the following lemma (\cite{52}, Lemma II.1 p.115).

\textbf{Lemma 5.9 (\cite{52}).} Let \(s \geq 2\) and \(A\) be positive integers. Set

\[ \Omega_s(A) = \{ \omega : T(\omega) \cap [A, \infty[ \text{ contains at least a relation of length } s \} \]

Then

\[ \mathbb{P}(\Omega_s(A)) \leq \frac{C_s}{s^s} \sum_{j > A} \delta_j^2 m_j^{s-2}, \quad \text{with } C = 4e. \]

We denote \(T_k = T \cap [1, k], \quad k = 1, 2, \ldots\) Then the following holds.

\textbf{Lemma 5.10.} Let \(A_n = (n \log^3 n)^n\); then

1) \(\sum_{n \geq 1} \mathbb{P}(\Omega_n(A_n)) < \infty\).

2) Almost surely, \(|T_{A_n}| \ll (n \log n)^2\) for all integers \(n\) large enough.

Lemma 5.10 means that with high probability, \(T\) does not contain any “short” relation at infinity, and contains relatively few elements near the origin.

\textit{Proof of Theorem 5.7.} Let us take Lemma 5.10 for granted. Denote

\[ \Omega' := \Omega \setminus \limsup_n \Omega_n(A_n), \quad \Omega'' := \{ \omega : |T_{A_n}| \ll (n \log n)^2 \text{ for } n \text{ large} \}. \]

It holds \(\mathbb{P}(\Omega') = \mathbb{P}(\Omega'') = 1\), \(\mathbb{P}(\Omega' \cap \Omega'') = 1\), by the Borel-Cantelli lemma. Let us fix \(\omega \in \Omega' \cap \Omega''\) and then \(T := T(\omega)\). Let \(n_0(\omega) =: n_0 \geq 1\) such that \(\omega \notin \Omega_n(A_n)\) for \(n \geq n_0\). Then, by definition,

\[ (58) \quad \text{for } n \geq n_0, \quad T \cap [A_n, \infty[ \text{ contains no relation of length } \leq n. \]
Moreover,
\[ |T_{A_n}| \ll (n \log n)^2 \quad \text{for} \quad n \geq n_1. \]

Now, we fix some finite subset \( E \) of \( T \) and we put \( n = |E|^\epsilon \). We can assume that \( n \geq \max(n_0, n_1) \). We then observe that
\[ |E \cap [A_n, \infty]| \geq |E| - |E \cap [1, A_n]| \geq n^{1/\epsilon} - C(n \log n)^2 \geq \delta n^{1/\epsilon} \geq n \]
for large \( n \), provided that \( 1/\epsilon > 2 \), or else \( \epsilon = \frac{2}{p} - 1 < 1/2 \). And this condition is equivalent to \( p > 4/3 \), which was our assumption. But then, if we take \( F \subset E \cap [A_n, \infty] \) with \( |F| = n \), this set is quasi-independent by (58), and has the right cardinality in order to apply Theorem 5.8.

All this shows that, for \( \omega \in \Omega' \cap \Omega'' \), \( T(\omega) \) is \( p \)-Rider for all \( p > 4/3 \). This ends the proof of Theorem 5.7 up to that of Lemma 5.10.

A sketchy proof of Lemma 5.10. The proof is sketchy since it is similar to that of Lemma II.3 in [52]. First, Tchebycheff’s inequality and (52) give
\[ P\left(\left| |T_{A_n}| - \mathbb{E}(|T_{A_n}|) \right| > m_{A_n}\right) \leq \frac{m_{A_n}}{m_{A_n}^2} = \frac{1}{m_{A_n}} \ll \frac{1}{(n \log n)^2}. \]
So that \( \sum_{n \geq 1} P\left(\left| |T_{A_n}| - \mathbb{E}(|T_{A_n}|) \right| > (\log A_n)^2\right) < \infty \). In other terms, one has (59), giving the second assertion. Next, according to Lemma 5.9, we have
\[ P\left(\Omega_n(A_n)\right) \leq \frac{C^n}{n^n} \sum_{j \geq A_n} \frac{\log^2 j}{j^2} (\log^2 j)^n - 2 \leq \frac{C^n}{n^n} \int_{A_n}^\infty \frac{(\log^2 t)^n}{t^2} dt \leq \frac{C^n (\log^2 A_n)^n}{A_n} \]
by using an integration by parts. Or else,
\[ P\left(\Omega_n(A_n)\right) \leq \frac{C^n (n \log n)^{2n}}{n^n (n \log^3 n)^n} \ll \frac{C^n}{(\log n)^n}, \]
which gives the first assertion.

\[ \square \]

6. \( S \) and the Bohr topology

6.1. Reminders. Recall that if \( G \) is a locally compact abelian group with dual \( \Gamma \), the Bohr compactification \( \beta \Gamma \) of \( \Gamma \) is the dual group of \( G_d \), the group \( G \) equipped with the discrete topology. The group \( \beta \Gamma \) is the set of all characters (continuous or not) on \( G \), it is compact and contains \( \Gamma \) as a dense subgroup. One can describe more concretely this topology when \( G = T \) and \( \Gamma = \mathbb{Z} \).

Definition 6.1. The Bohr topology on \( \mathbb{Z} \) is the group topology with the following basis of neighbourhoods of zero:
\[ V(x_1, \ldots, x_k, \epsilon) = \{ n \in \mathbb{Z}; |e(nx_j) - 1| < \epsilon \quad \text{for} \quad 1 \leq j \leq k \} \]
called Bohr neighbourhoods (of 0 in \( \mathbb{Z} \)).
Proposition 6.1. 1. If $V$ is a Bohr neighbourhood of $0$, there exists another neighbourhood $W$ of $0$ such that $V \supset W - W$.
2. A Bohr neighbourhood has positive upper density.

Assertion 2. follows from the pigeonhole principle and the simultaneous approximation.

Proposition 6.2. The Bohr topology on $\mathbb{Z}$ is the coarsest topology for which all Fourier transforms of discrete measures are continuous.

Warning: this topology is non-metrizable. For example, a sequence of distinct integers $(n_j)$ never converges in $\beta \mathbb{Z}$; otherwise, $e_{n_j}(x) \to \ell(x) \neq 0$ for all $x$ and $0 = \int e_{n_{j+1}-n_j}(x)dx \to 1$ by Lebesgue's convergence theorem.

We are concerned by $\mathbb{Z}$ equipped with its Bohr topology and to some subsets of integers, dense or not (in $\beta \mathbb{Z}$).

6.2. $S$ is Bohr-closed.

Proposition 6.3. $E := S(p_1, \ldots, p_r)$, in particular $S$, is Bohr-closed.

Proof. We write $p^\alpha$ for $p_1^{\alpha_1} \cdots p_r^{\alpha_r}$, and we write $\beta \geq \alpha$ if $\beta_j \geq \alpha_j$ for all $j$; and $\beta > \alpha$ if $\beta_j > \alpha_j$ for all $j$. We now show that $\mathbb{Z} \setminus E$ is open for the Bohr topology. Indeed, let $m \not\in E$. We separate two cases.

• $m = 0$. Then $V = N\mathbb{Z}$, where $N$ has a prime factor $> p_r$, is a neighbourhood of $m$ disjoint from $E$.
• $m \neq 0$. One writes $m = p^\alpha n =: s_0 \times n$ with $s_0 \in E$, $n \neq 0, 1$ and $n \wedge p_1 p_2 \cdots p_r = 1$. One can find $s = p^\beta \in E$ with $\beta > 0$ and the $\beta_j$'s large enough so as to have $s > n - 1$, implying that $n \neq 1$ mod $s$.

We now claim that the neighbourhood of $m$,

$$V := V(m) = m + sp^\alpha \mathbb{Z},$$

satisfies $V \cap E = \emptyset$. Indeed, a relation

$$p^\gamma = m + sp^\alpha k = p^\alpha (n + sk),$$

clearly implies $\gamma \geq \alpha$. If $\gamma = \alpha$, then $n + sk = 1$ and $n \equiv 1$ mod $s$, contradicting the choice of $s$. Therefore, we have for example $\gamma_1 > \alpha_1$.

After simplification by $p_1^{\alpha_1}$, we get $p_1 | (n + sk)$ which is again impossible: since $p_1 | s$, we have $(n + sk) \wedge p_1 = n \wedge p_1 = 1$. □

Comment. In particular, the set $S$ is not an intersective set, which answers negatively to a question of Bergelson.

We already mentioned that a $H$-ud set is Bohr-dense. Using this fact, we were able to prove that such Bohr-dense sets, moreover $p$-Sidon for all $p > 1$, do exist [52]. This echoes an old, still open, conjecture: “Is there a Sidon(=1-Sidon) set $E \subset \mathbb{Z}$ which is Bohr-dense?” The question is still widely open, and a new approach will be needed, because

• A Sidon set $E$ is never $H$-ud.
This can be seen for example by Hartman’s version of Drury’s theorem for Sidon sets [39]: write $E = (u_n)_{n \geq 1}$; there exists a continuous measure $\mu$ on $\mathbb{T}$ such that

$$\hat{\mu}(u_n) = -1 \text{ for all } n \in \mathbb{N}. $$

But then $\sigma = \delta_0 + \mu$ satisfies $\hat{\sigma}(u_n) = 0$ for $n \in \mathbb{N}$; so that

$$A_N := \int_{\mathbb{T}} \frac{1}{N} \sum_{n=1}^{N} e(-u_n x) d\sigma(x) = \frac{1}{N} \sum_{n=1}^{N} \hat{\sigma}(u_n) = 0. $$

But if $E$ is $H$-ud, $A_N \to \sigma(\{0\}) = 1$ by Lebesgue’s theorem, and we have a contradiction.

Another approach would be as follows: if $E$ is $H$-ud, then $C_E$ contains a copy of the Banach space $c_0$ of sequences which tend to zero at infinity [55]. But since $E$ is Sidon, $C_E \sim \ell_1$. And notably, $\ell_1$ does not contain $c_0$.

- For a Sidon set $E$, $W(E)$ is uncountable. More generally, it has been observed by Hartman that $W(E)$ is uncountable as soon as some continuous measure exists with $\inf_{n \in E} |\hat{\mu}(n)| \geq \delta > 0$. Indeed, if the assertion is false with $E = (n_k)$, we then have

$$\lim \frac{1}{N} \sum_{n \leq N} e(n_k t) \to 0$$

for every $t$ outside some countable set. For any continuous measure $\nu$, we get by integration

$$\lim \frac{1}{N} \sum_{n \leq N} \hat{\nu}(n_k) \to 0;$$

now, by taking $\nu = \mu * \tilde{\mu}$ where $\mu$ satisfies $|\hat{\mu}(n)| > \delta$ on $E$, we get a contradiction.
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