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Abstract The symmetric convex hull of random points that are independent and distributed according to the cone probability measure on the $\ell_p$-unit sphere of $\mathbb{R}^n$ for some $1 \leq p < \infty$ is considered. We prove that these random polytopes have uniformly absolutely bounded isotropic constants with overwhelming probability. This generalizes the result for the Euclidean sphere ($p = 2$) obtained by Alonso-Gutiérrez. The proof requires several different tools including a probabilistic representation of the cone measure due to Schechtman and Zinn and moment estimates for sums of independent random variables with log-concave tails originating in a paper of Gluskin and Kwapien.
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1 Introduction

In asymptotic geometric analysis, the hyperplane conjecture is one of the outstanding open problems that first appeared explicitly in a work of Bourgain [10]. It asks about the existence of an absolute constant \( c > 0 \) such that every convex body of unit volume has a hyperplane section of volume bounded from below by \( c \), independently of the space dimension. An equivalent formulation, following from a result of Hensley [19], is that the isotropic constant of every convex body is bounded from above by an absolute constant (a formal definition is provided in Sect. 3 below). Although the hyperplane conjecture has an affirmative answer for several classes of convex bodies such as unconditional convex bodies [10,27], zonoids, duals of zonoids [6], bodies with a bounded outer volume ratio [27], or unit balls of Schatten norms [26], the general case still remains one of the central open problems in this area. The best general upper bound for the isotropic constant known up to now is due to Klartag [23] and gives an upper bound of order \( n^{1/4} \) with \( n \) being the space dimension. This improves by a logarithmic factor the previous bound of Bourgain [11].

Milman and Pajor [27] discovered an interesting connection between the hyperplane conjecture and geometric properties associated with random polytopes. More precisely, they proved that the second moment of the volume of a random simplex in an isotropic convex body is closely related to the value of its isotropic constant; see [13, Theorem 3.5.7]. Furthermore, since the pioneering work of Gluskin [17], random polytopes are a major source for extremizers and counterexamples in high-dimensional convex geometry. As a consequence, they are natural candidates for a potential counterexample to the hyperplane conjecture stated above. Following this philosophy, the isotropic constant of several classes of random polytopes has been studied in recent years. More exactly, it has been shown in [1,15,21,24] that the isotropic constant of these random polytopes is bounded by an absolute constant with probability tending to one, as the space dimension tends to infinity. The models studied so far are Gaussian random polytopes [24], random convex hulls of points from the Euclidean unit sphere [1], random polytopes that arise from uniform random points chosen in the interior of an isotropic convex body [15] and random polyhedra associated with a parametric class of Poisson hyperplane tessellations [21]. Following along the lines of [24], it was recently proved independently in [4] and [16] that if \( K_N \) is the symmetric convex hull of \( N \geq n \) independent random vectors uniformly distributed in the interior of an \( n \)-dimensional isotropic convex body \( K \), then the isotropic constant \( L_{K_N} \) of \( K_N \) is bounded by a constant multiple of \( \sqrt{\log(2N/n)} \) with overwhelming probability (see also [2,3,22] for earlier results).

The principal aim of the present paper is to investigate the isotropic constant of random polytopes that arise by taking the convex hull of random points chosen with respect to the cone measure from the boundary of an \( \ell_p \)-sphere in \( \mathbb{R}^n \) with \( 1 \leq p < \infty \). With the exception of [1], where the special case \( p = 2 \) of the Euclidean sphere has been investigated (in that case, cone and surface measure coincide), the isotropic constant of such a class of random polytopes has not been studied yet to the best of our knowledge. On the other hand, random polytopes with vertices on the boundary of a prescribed convex body have previously been investigated from a different angle.
by Böröczky et al. [9], Reitzner [35,36], Richardson et al. [37] as well as Schütt and Werner [40]. These papers concentrate on expectation and variance asymptotic for several key geometric functionals, such as the volume and the vertex number of these random polytopes, as the number of vertices tends to infinity. In contrast, we essentially analyse the geometric behaviour of random polytopes with vertices on the boundary in high dimensions, that is, as the number of vertices and the space dimension tend to infinity simultaneously.

As in most of the previous results that verified the boundedness of the isotropic constant of random polytopes, our proof follows the approach invented by Klartag and Kozma [24] (see also [1,15] and we refer to [21] for a notable exception based on [20]). On the other hand, we would like to emphasize that in the case we study several additional tools are required. These include

- A coupling argument to estimate the volume radius from below,
- A probabilistic representation of the cone measure of an \( \ell^p \)-sphere due to Schechtman and Zinn [38] (see also [34]),
- Moment estimates for sums of independent random variables with log-concave tails proved by Barthe et al. [7], which are based on an earlier work of Gluskin and Kwapien [18] and
- A \( \psi_2 \)-estimate for the cone measure on an \( \ell^p \)-sphere in the flavour of Bobkov and Nazarov (see [8]).

The rest of this paper is structured as follows. Our main result, Theorem 2.1 below, together with its mathematical framework, is presented in the next section. In Sect. 3, we collect some preliminary material that is needed in our further arguments. All proofs are presented in Sect. 4 at the end of this paper.

2 Presentation of the Result

By \( \mathbb{K}^n \), we denote the class of convex bodies in \( \mathbb{R}^n \), that is, the class of compact convex subsets of \( \mathbb{R}^n \) having non-empty interior. We denote the \( n \)-dimensional Lebesgue measure of \( K \in \mathbb{K}^n \) by \( \text{vol}_n(K) \).

One says that \( K \in \mathbb{K}^n \) is isotropic or in isotropic position, if \( \text{vol}_n(K) = 1 \), \( K \) has its barycentre at the origin and if

\[
\int_K \langle x, \theta \rangle^2 \, dx = L^2_K, \quad \theta \in \mathbb{S}^{n-1}.
\]

Here, \( \langle \cdot, \cdot \rangle \) stands for the standard scalar product on \( \mathbb{R}^n \) and \( L_K \) is a constant independent of \( \theta \), the so-called isotropic constant of \( K \).

For \( 1 \leq p < \infty \), we denote by \( \ell^p_n \) the space \( \mathbb{R}^n \) supplied with the norm

\[
\|x\|_p = \left( \sum_{i=1}^n |x_i|^p \right)^{1/p}, \quad x = (x_1, \ldots, x_n) \in \mathbb{R}^n.
\]
The unit ball in $\ell^n_p$ is denoted by $B^n_p = \{ x \in \mathbb{R}^n : \|x\|_p \leq 1 \}$ and we write $S^n_{p-1} = \{ x \in \mathbb{R}^n : \|x\|_p = 1 \}$ for the corresponding unit sphere. If $p = 2$, we just write $S^n_{2-1}$ instead of $S^n_{p-1}$.

The cone (probability) measure $m_K$ of a convex body $K \in \mathbb{K}^n$ is defined as

$$m_K(B) = \frac{\text{vol}_n(\{rx : x \in B, 0 \leq r \leq 1\})}{\text{vol}_n(K)},$$

where $B \subseteq \text{bd} K$ is a Borel subset of the boundary $\text{bd} K$ of $K$. We remark that the cone measure $m_{B^n_p}$ of $B^n_p$ coincides with the normalized surface measure on $S^n_{p-1}$ if and only if $p = 1$ or $p = 2$ (and additionally if $p = \infty$, but we exclude this case in our text). For a more detailed account to the relationship between the cone and the surface measure on $\ell^n_p$-balls, we refer the reader to [28,29].

Given an isotropic convex body $K \in \mathbb{K}^n$ and $N \geq n + 1$, we let $X_1, \ldots, X_N$ be independent random vectors that are distributed on the boundary $\text{bd} K$ of $K$ according to the probability law $m_K$. By

$$K_N = \text{conv}\left(\{\pm X_1, \ldots, \pm X_N\}\right),$$

we denote the symmetric convex hull of these points. The random polytopes $K_N$ are in the focus of our attention in this paper. Our main theorem shows that for $K = B^n_p$, the $\ell^n_p$-ball in $\mathbb{R}^n$, the isotropic constant of $K_N$ is absolutely bounded with overwhelming probability. (To simplify the presentation, we shall retain the general notation $K_N$ also for the particular choice $K = B^n_p$, the meaning will always be clear from the context.)

**Theorem 2.1** There exist absolute constants $c, c_1, c_2 \in (0, \infty)$ such that if $1 \leq p < \infty$, $n + 1 \leq N \leq e^{\sqrt{n}}$ and $X_1, \ldots, X_N \in S^n_{p-1}$ are independent random vectors with distribution $m_{B^n_p}$, then

$$\text{P}(L_{K_N} \leq c) \geq 1 - e^{-c_1\sqrt{N}} - 2e^{-c_2n\log(2N/n)}.$$  

The result of Theorem 2.1 in particular implies that the probability for the event that the isotropic constant of random polytopes with vertices on any $\ell^n_p$-sphere $S^n_{p-1}$ stays absolutely bounded (independently of $p$) tends to one exponentially fast, as the space dimension (and simultaneously the number of vertices) tends to infinity.

**Remark 2.2** We remark that, for $p = 2$, the result reduces to the main theorem of [1]. In fact, in [1] the number $N$ is allowed to vary in the range $N \geq n + 1$. It might also be possible to extend Theorem 2.1 to this range, but we have made no attempt in this direction. We also remark that if the number of points $N$ is proportional to the space dimension $n$, the main result from [3] already implies boundedness of the isotropic constant $L_{K_N}$ with probability one.

In principle, our proof follows along the lines of [24] (see also [1,15]), but requires several additional tools that have not found attention in this context before. On the one hand, we need a high-probability lower bound on the volume radius of our random...
polytope. This is achieved by a coupling argument that allows us to use the known results from [14] when the random points are uniformly distributed inside an isotropic convex body. On the other hand, we need to apply the $\psi_2$-version of Bernstein’s inequality and, to this end, we need to study the $\psi_2$-behaviour of $\langle X, \theta \rangle$, where $X$ is distributed according to the cone measure of $B^n_p$ and $\theta \in S^{n-1}$. Since $B^n_p$ is a $\psi_2$-body iff $p \geq 2$, the $\psi_2$-constant of $n^{1/p} \langle X, \theta \rangle$ is uniformly bounded in that case and we can conclude along the lines of [1, 24]. In contrast, if $1 \leq p < 2$, we will have to take a different route, which first consists in establishing in this special situation an analogue for the cone measure of a result of Bobkov and Nazarov [8]. To obtain such an estimate, we will carefully combine a probabilistic representation of the cone measure of $B^n_p$ due to Schechtman and Zinn (see [38] as well as [34] and also [7, 39] for extensions) with moment estimates for sums of independent random variables having logarithmically concave tails due to Gluskin and Kwapień (see [18] and also [7]). We then build on the methods from a paper of Dafnis et al. [15] to prove boundedness of the isotropic constant in the regime $1 \leq p < 2$.

3 Some Preliminaries

3.1 General Notation

Fix a space dimension $n \geq 1$ and, as in the previous section, denote by $\mathbb{K}^n$ the space of convex bodies in $\mathbb{R}^n$. A convex body $K \in \mathbb{K}^n$ is symmetric (with respect to the origin) if $x \in K$ implies that also $-x$ belongs to $K$. The support function of a convex body $K \in \mathbb{K}^n$ is defined as

$$h_K(u) = \max \left\{ \langle x, u \rangle : x \in K \right\}, \quad u \in \mathbb{R}^n.$$ 

It is well known that a convex body $K$ is uniquely determined by its support function $h_K$.

For general $K \in \mathbb{K}^n$, we recall that the isotropic constant $L_K$ of $K$ satisfies

$$nL_K^2 = \min \left\{ \frac{1}{\text{vol}_n(AK)^{1+\frac{2}{n}}} \int_{z+AK} \|x\|_2^2 \, dx : z \in \mathbb{R}^n, A \in \text{GL}(n) \right\}, \quad (3.1)$$

where $\text{GL}(n)$ is the group of invertible linear transformations of $\mathbb{R}^n$ (see, e.g., [5, Definition 10.1.6]). Moreover, according to [13, Lemma 11.5.2] there exists an absolute constant $c \in (0, \infty)$ such that

$$nL_K \leq \frac{c}{\text{vol}_n(K)^{1+1/n}} \int_K \|x\|_1 \, dx \quad (3.2)$$

for any symmetric convex body $K \in \mathbb{K}^n$.

For a symmetric $K \in \mathbb{K}^n$, its (Minkowski) gauge, $\| \cdot \|_K$, is given by

$$\|x\|_K = \inf \{ \lambda > 0 : x \in \lambda K \}, \quad x \in \mathbb{R}^n.$$ 

Springer
Obviously, this is a norm on $\mathbb{R}^n$, which has $K$ as its unit ball. We define the Minkowski map $\mu_K: K \to \text{bd} K$ by

$$x \mapsto \mu_K(x) = \frac{x}{\|x\|_K}.$$ 

Finally, for two sequences $(a(n))_{n \in \mathbb{N}}$ and $(b(n))_{n \in \mathbb{N}}$ of real numbers, we write $a(n) \gtrsim b(n)$ (or $a(n) \lesssim b(n)$) provided that there is a constant $c \in (0, \infty)$ such that $a(n) \geq cb(n)$ (or $a(n) \leq cb(n)$) for all $n \in \mathbb{N}$. Moreover, we write $a(n) \approx b(n)$ if $a(n) \lesssim b(n)$ and $a(n) \gtrsim b(n)$.

### 3.2 $\psi_2$-Estimates and Bernstein’s Inequality

Let $(\Omega, \mathcal{F}, P)$ be a probability space and recall that a convex function $M : [0, \infty) \to [0, \infty)$ with $M(0) = 0$ is called an Orlicz function. The set of all (equivalence classes of) measurable functions $f : \Omega \to \mathbb{R}$ such that, for some $\lambda > 0$,

$$\int_{\Omega} M\left(\frac{|f|}{\lambda}\right) \, dP < \infty$$

is called Orlicz space associated with $M$ and is denoted by $L_M(\Omega, P)$. This space becomes a Banach space when it is supplied with the Luxemburg norm

$$\|f\|_M = \inf\left\{\lambda > 0 : \int_{\Omega} M\left(\frac{|f|}{\lambda}\right) \, dP \leq 1\right\},$$

which is equivalent to the Orlicz norm on that space. As already discussed in the previous two sections, we are interested in the case in which the Orlicz function is $\psi_2(x) = e^{x^2} - 1$ and in which $\Omega = S^{n-1}_p$ for some $1 \leq p < \infty$, $\mathcal{F}$ is the Borel $\sigma$-field on $S^{n-1}_p$ and $P = m_{B^n_p}$ is the cone probability measure of $\mathbb{R}^n_p$.

We will use the following equivalent expression for the $\psi_2$-norm (see, e.g., [13, Lemma 2.4.2]). To formulate it and to simplify notation, instead of $L_M(\Omega, P)$ for $M(x) = x^q$, $q \geq 1$, let us write $L_q(\Omega)$ and $\| \cdot \|_{L_q(\Omega)}$ for the corresponding norm.

**Proposition 3.1** Let $(\Omega, \mathcal{F}, P)$ be a probability space and $f : \Omega \to \mathbb{R}$ be measurable. Then,

$$\|f\|_{\psi_2} \approx \sup_{q \geq 2} \frac{\|f\|_{L_q(\Omega)}}{\sqrt{q}}.$$ 

The latter will be used for the space $(S^{n-1}_p, m_{B^n_p})$ and for the functionals $\langle \cdot, \theta \rangle : S^{n-1}_p \to \mathbb{R}$ with $\theta \in \mathbb{R}^n$.

One of the main tools in our proof of Theorem 2.1 will be the following Bernstein-type inequality obtained in [12, Proposition 1] (see also [13, Lemma 11.4.6]).
Proposition 3.2 Let $\xi_1, \ldots, \xi_N \in L_{2,2}(\Omega, \mathbf{P})$ be independent, mean-zero random variables defined on a common probability space $(\Omega, \mathcal{F}, \mathbf{P})$. Assume that $\|\xi_i\|_{2,2} \leq c$ for all $i = 1, \ldots, N$ and some $c \in (0, \infty)$. Then, for all $\varepsilon > 0$,

$$
\mathbf{P}\left( \left| \sum_{i=1}^{N} \xi_i \right| > \varepsilon N \right) \leq 2 \exp\left( -\frac{\varepsilon^2 N}{8c^2} \right).
$$

3.3 $L_q$-Centroid Bodies

Let $K \in \mathbb{K}^n$ be such that $\text{vol}_n(K) = 1$. For $q \geq 1$, the $L_q$-centroid body $Z_q(K)$ is the unique convex body that has support function given by

$$
h_{Z_q(K)}(u) = \left( \int_K |\langle x, u \rangle|^q \, dx \right)^{1/q}, \quad u \in \mathbb{R}^n.
$$

We remark that, using the language of centroid bodies, the condition that a convex body $K \in \mathbb{K}^n$ is isotropic can be rephrased by saying that $Z_2(K)$ is a Euclidean ball. The study of $L_q$-centroid bodies, considered from an asymptotic point of view, was initiated by Paouris in [30,31].

We recall from the work of Paouris [32] and of Klartag and Milman [25] that the volume radius $\text{vol}_n(Z_q(K))^{1/n}$ of the $L_q$-centroid body of $K$ satisfies the estimate

$$
\text{vol}_n(Z_q(K))^{1/n} \approx \sqrt{\frac{q}{n}} L_K,
$$

as long as $1 \leq q \leq \sqrt{n}$ (compare with [16, Theorem 2.2]). Note that we are working with isotropic convex bodies and not with isotropic log-concave measures, whence the constant $L_K$ in Relation (3.3) appears. We remark that this improves upon the previous bound of Lutwak, Yang and Zhang (see [5, Proposition 5.1.16]). We will see below that (3.3) will allow us to derive a lower bound for the volume radius of our random polytopes $K_N$ which holds with overwhelming probability.

3.4 Geometry of $\ell_p$-Balls

Recall that for $1 \leq p < \infty$ and $n \in \mathbb{N}$, we denote by $\ell_p^n$ the space $\mathbb{R}^n$ equipped with the norm $\|x\|_p = (\sum_{i=1}^{n} |x_i|^p)^{1/p}$. The unit ball of $\ell_p^n$ is denoted by $\mathbb{B}_p^n$ and we let $\mathbb{S}^{n-1}_p$ be the unit sphere in $\ell_p^n$. It is convenient for us to write $\mathbb{B}_2^n$ and $\mathbb{S}^{n-1}_2$ instead of $\mathbb{B}_2^n$ and $\mathbb{S}^{n-1}_2$, respectively. The volume of $\mathbb{B}_p^n$ is given by

$$
\text{vol}_n(\mathbb{B}_p^n) = \frac{(2\Gamma(1 + \frac{1}{p}))^n}{\Gamma(1 + \frac{n}{p})},
$$
see [5, page 180]. It follows directly from Stirling’s formula that asymptotically, as
\( n \to \infty \), \( \text{vol}_n(\mathbb{R}^n_p)^{1/n} \approx n^{-1/p} \).
We rephrase the following result of Schechtman and Zinn [38, Lemma 1] (independently obtained by Rachev and R"uschendorf in [34]) that provides a probabilistic representation of the cone measure \( m_{\mathbb{B}_p^n} \) of the unit ball of \( \ell_p^n \) (see also [7] for an extension).

**Proposition 3.3** Let \( n \in \mathbb{N}, 1 \leq p < \infty \) and \( g_1, \ldots, g_n \) be independent real-valued random variables that are distributed according to the density
\[
f(t) = \frac{e^{-|t|^p}}{2\Gamma(1 + \frac{1}{p})}, \quad t \in \mathbb{R}.
\]
Consider the random vector \( G = (g_1, \ldots, g_n) \in \mathbb{R}^n \) and put \( Y := G/\|G\|_p \). Then \( Y \) is independent of \( \|G\|_p \) and has distribution \( m_{\mathbb{B}_p^n} \).

Let us also recall the following result on moments of sums of independent random variables with log-concave tails which was originally obtained by Gluskin and Kwapien in [18, Theorem 1] and is stated here as in [7, Proposition 7], reflecting our particular set-up. In what follows, \( \mathbf{E} \) will denote expectation (integration) with respect to the probability measure \( \mathbf{P} \).

**Proposition 3.4** Let \( n \in \mathbb{N}, 1 \leq p, q < \infty \) and \( a = (a_i)_{i=1}^n \in \mathbb{R}^n \). Further, let the random vector \( G \) be as in Proposition 3.3. Then,
\[
\left( \mathbf{E} \left| \langle a, G \rangle \right|^q \right)^{1/q} \approx q^{1/p} \left\| (a_i^*)_{i=q+1}^n \right\|_{p^*} + \sqrt{q} \left\| (a_i^*)_{i=1}^q \right\|_2,
\]
where \( (a_i^*)_{i=1}^n \) is the non-increasing rearrangement of \( (|a_i|)_{i=1}^n \) and \( p^* \) is the conjugate of \( p \) that is defined via the relation \( \frac{1}{p} + \frac{1}{p^*} = 1 \).

**Remark 3.5** The formulation of Proposition 3.4 is taken from [7] and follows essentially from [18, Theorem 1], but requires computing and estimating the parameters that appear in [18, Theorem 1]. The original formulation of the result contains a constant \( c_p = \left( \frac{1}{p} \right)^{1/p} \left( \frac{1}{p^*} \right)^{1/p^*} \), see [18, Remark 1], and parameters \( \kappa_1, \kappa_2 \) depending on a convex function \( N \) that determines the tail behaviour of the random variables involved. However, as can be seen in the proof of [7, Proposition 7], the equivalence in (3.4) holds with absolute constants. In the case that \( q \geq n \), the right-hand side of (3.4) reduces to \( q^{1/p} \left\| (a_i)_{i=1}^n \right\|_{p^*} \).

### 3.5 Two Bounds for the Average Norm

In order to bound the isotropic constant of our random polytopes from above in the regime \( 2 \leq p < \infty \), the following result is used. It was already applied in earlier
papers concerning the isotropic constant of random polytopes and is explicitly written in [4, Lemma 3.2].

**Proposition 3.6** Let $1 \leq n \leq N$ and $P = \text{conv}\{P_1, \ldots, P_N\}$ be a non-degenerated symmetric polytope in $\mathbb{R}^n$. Then

$$\frac{1}{\text{vol}_n(P)} \int_P \|x\|_2^2 \, dx \leq \frac{1}{(n+1)(n+2)} \sup_{|E|=n} \left[ \sum_{i \in E} \|P_i\|_2^2 + \|\sum_{i \in E} P_i\|_2^2 \right].$$

For other closely related versions of Proposition 3.6, we refer the reader, for example, to [1,13,24]. Finally, in the case that $1 \leq p < 2$ we shall use instead the following bound for the integral of the 1-norm. We directly formulate the result for the symmetric random polytopes $K_N$.

**Proposition 3.7** Let $K_N$ be the symmetric random polytope generated by $n+1 \leq N \leq e^{\sqrt{n}}$ independent random points $X_1, \ldots, X_N$ that are distributed on $S^{n-1}_p$ according to $m_{\mathbb{B}_p^n}$. Then

$$\frac{1}{\text{vol}_n(K_N)} \int_{K_N} \|x\|_1 \, dx \leq \max_{F=\text{conv}\{X_{i_1} \ldots, X_{i_n}\}} \frac{1 + \sqrt{2}}{n} \left\| \varepsilon_{i_1} X_{i_1} + \cdots + \varepsilon_{i_n} X_{i_n} \right\|_1,$$

where the maximum is taken over all facets $F = \text{conv}\{X_{i_1} \ldots, X_{i_n}\}$ of $K_N$ with vertices $\{X_{i_1} \ldots, X_{i_n}\} \subseteq \{X_1 \ldots, X_N\}$ and over all choices of signs $\varepsilon_{i_1}, \ldots, \varepsilon_{i_n} \in \{-1, +1\}$.

**Proof** This is a direct consequence of [13, Lemma 11.5.4] and [15, Identity (2.26)] together with the fact that the $\ell_p$-balls $\mathbb{B}_p^n$ are symmetric with respect to all coordinate hyperplanes. \qed

### 4 Proof of Theorem 2.1

#### 4.1 The Starting Point

Assume that $K \in \mathbb{K}^n$. It follows from the definition (3.1) of the isotropic constant $L_K$ of $K$ that

$$n L_K^2 \leq \frac{1}{\text{vol}_n(K)^{2/n}} \frac{1}{\text{vol}_n(K)} \int_K \|x\|_2^2 \, dx,$$

and, as we stated in (3.2),

$$n L_K \leq \frac{c}{\text{vol}_n(K)^{1/n}} \frac{1}{\text{vol}_n(K)} \int_K \|x\|_1 \, dx.$$
for any symmetric $K$, with $c \in (0, \infty)$ being an absolute constant. Therefore, to prove boundedness of the isotropic constant of our random polytopes $K_N = \text{conv}\{\pm X_1, \ldots, \pm X_N\}$ with vertices $\pm X_1, \ldots, \pm X_N \in S_{\mathbb{R}_p}^{n-1}$ chosen with respect to the cone measure $m_{\ell_p}$ of $\mathbb{R}_p^n$ with overwhelming probability, we proceed in two steps:

- Step 1: derive a high-probability lower bound for
  \[ \frac{\text{vol}_n(K_N)^{1/n}}{n}. \]

- Step 2: derive a high-probability upper bound for
  \[ \frac{1}{\text{vol}_n(K_N)} \int_{K_N} \|x\|_2^2 \, dx, \]
  if $2 \leq p < \infty$, and for
  \[ \frac{1}{\text{vol}_n(K_N)} \int_{K_N} \|x\|_1 \, dx, \]
  if $1 \leq p < 2$.

Carrying out Step 1 and Step 2 is the content of the next three subsections. We subdivide Step 2 into the cases $1 \leq p < 2$ (see Sect. 4.4) and $2 \leq p < \infty$ (see Sect. 4.3) and combine everything in Sect. 4.5 to complete the proof. It will in fact become evident from the proof of the case $2 \leq p < \infty$ that the case $1 \leq p < 2$ has to be treated differently.

This method of bounding the isotropic constant of random polytopes has been introduced in [24] and then further developed in [1, 15]. As already explained earlier, we shall adapt this route to our model, which in particular means that in the regime $1 \leq p < 2$ we have to establish a new bound on the $\psi_2$-behaviour of the functional $\langle \cdot, \theta \rangle$, $\theta \in \mathbb{R}_p^n$, with respect to the cone measure on an $\ell_p$-sphere.

4.2 Step 1

We first introduce another random polytope model. We do this in a general framework in order to distinguish arguments working for general underlying convex bodies from those valid only for $\ell_p$-spheres. For that purpose, let $K \in \mathbb{R}_p^n$ be isotropic and symmetric and assume that $n + 1 \leq N \leq e^{\sqrt{n}}$. Now, let $Y_1, \ldots, Y_N$ be independent random points that are selected according to the uniform distribution on $K$, that is, the restriction of the Lebesgue measure to $K$, and define the random polytope

\[ \tilde{K}_N = \text{conv}\{\pm Y_1, \ldots, \pm Y_N\}. \]

It should be noted that, in contrast to the random polytopes $K_N$, not all of the points $\pm Y_1, \ldots, \pm Y_N$ are necessarily vertices of $\tilde{K}_N$. It is one of the main results of the paper [14] that
\[ \tilde{K}_N \supseteq c_1 Z_{\log(2N/n)}(K) \]  

(4.1)

with probability at least \( 1 - e^{-c_2\sqrt{N}} \), where \( c_1, c_2 \in (0, \infty) \) are absolute constants and \( N \geq c_0 n \) for another absolute constant \( c_0 \in (0, \infty) \). Together with (3.3), this immediately implies that

\[ \text{vol}_n(\tilde{K}_N)^{1/n} \gtrsim \sqrt{\frac{\log(2N/n)}{n}} L_K \]  

(4.2)

with probability bounded from below by \( 1 - e^{-c_2\sqrt{N}} \), whenever \( N \geq c_0 n \). If we work with a linear number of points, that is, with \( n \leq N \leq \gamma n \) for some \( \gamma > 1 \), then this goes back to Pivovarov [33, Proposition 2] (see also [13, Theorem 11.3.7] for a version combining both regimes).

In the remaining part of this section, let \( K_N \) be a random polytope in \( K \) that arises as the symmetric convex hull of \( N \) random points distributed according to the cone probability measure \( m_K \) on \( K \). Our goal is to construct a coupling of these random polytopes \( K_N \) and the random polytopes \( \tilde{K}_N \) introduced above such that pathwise the set inclusion \( K_N \supseteq \tilde{K}_N \) holds. To construct such a coupling, we let, as above, \( Y_1, \ldots, Y_N \) be independent random points selected according to the uniform distribution on \( K \). Now, we note that the random points are defined. Now, we apply to each point \( Y_i \) the Minkowski map \( \mu_K \) and define \( X_1(\omega) := \mu_K(Y_1(\omega)), \ldots, X_N(\omega) := \mu_K(Y_N(\omega)) \) for all \( \omega \in \Omega \) for which \( \|Y_i\|_K \neq 0 \) for all \( i \in \{1, \ldots, N\} \) (in the other case, we put \( X_1(\omega) = \cdots = X_N(\omega) \) to be some arbitrary boundary point of \( K \)). The random points \( X_1, \ldots, X_N \) are clearly independent and are located on the boundary of \( K \). Next, we notice that the push-forward measure of the uniform distribution on \( K \) is—by its very definition—precisely the cone measure \( m_K \) of \( K \), i.e. for every Borel set \( B \subseteq bd K \), we have that

\[ \text{Pr}(X_i \in B) = \text{Pr}(\mu_K(Y_i) \in B) = \text{Pr}(Y_i \in \mu_K^{-1}(B)) = m_K(B). \]

In other words, this means that the independent random points \( X_1, \ldots, X_N \) are distributed according to the cone measure \( m_K \), implying that the random convex hull conv \((\pm X_1, \ldots, \pm X_N)\) has the same distribution as our random polytope \( K_N \). From now on, we understand by \( K_N \) the random polytope that arises in the way just described. Moreover, by construction, we have that \( K_N(\omega) \supseteq \tilde{K}_N(\omega) \) for all \( \omega \in \Omega_0 \), where \( \Omega_0 \subseteq \Omega \) is a subset satisfying \( \text{Pr}(\Omega_0) = 1 \). Using this coupling, we conclude from (4.2) that

\[ \text{vol}_n(K_N)^{1/n} \geq \text{vol}_n(\tilde{K}_N)^{1/n} \gtrsim \sqrt{\frac{\log(2N/n)}{n}} L_K \]  

(4.3)

on a subset of \( \Omega \) with \( \text{Pr} \)-measure at least \( 1 - e^{-c_2\sqrt{N}} \), where \( c \in (0, \infty) \) is an absolute constant. This completes the proof of Step 1.

In the special case of the unit balls \( \mathbb{B}^n_p \), we summarize the result in the following proposition. We emphasize that the additional factor \( n^{-1/p} \) there just arises from the different volume normalization.
Proposition 4.1 Let $1 \leq p < \infty$ and $n + 1 \leq N \leq e\sqrt{n}$. Assume that $X_1, \ldots, X_N \in S_p^{-1}$ are independent random points with distribution $m_{B_p^n}$ and write $K_N = \text{conv}(\{\pm X_1, \ldots, \pm X_N\})$. Then

$$
P\left(\text{vol}_n(K_N)^{1/n} \geq c_1 \frac{\sqrt{\log(2N/n)}}{n^{1/2+1/p}}\right) \geq 1 - e^{-c_2\sqrt{N}},$$

where $c_1, c_2 \in (0, \infty)$ are absolute constants.

Remark 4.2 In principle, the coupling just described also works for $p = \infty$, in which case $B_{\infty}^n$ is nothing else than the cube $[-1, 1]^n$ in $\mathbb{R}^n$. However, since in the second step below we can only treat the case $p < \infty$, we decided to formulate Proposition 4.1 merely in this set-up.

4.3 Step 2 for $2 \leq p < \infty$

In view of the lower bound on the volume radius we obtained, to prove Theorem 2.1 for $2 \leq p < \infty$, it is enough to show that the inequality

$$
\frac{1}{\text{vol}_n(K_N)} \int_{K_N} \|x\|_2^2 \, dx \lesssim \frac{\log(2N/n)}{n^{2/p}}
$$

holds with high probability. To prove this, we will apply Bernstein’s inequality. Thus, we first have to make sure that the functionals $n^{1/p} \langle X, \theta \rangle$, where $X$ is distributed according to $m_{B_p^n}$ and $\theta \in S_p^{n-1}$, satisfy the required $\psi_2$-bound. Here we make use of the Schechtman–Zinn and Gluskin–Kwapień results; see Propositions 3.3 and 3.4, respectively. We will show the following.

Proposition 4.3 There exists an absolute constant $c_{\psi_2} \in (0, \infty)$ such that

$$
\|n^{1/p} \langle \cdot, \theta \rangle\|_{\psi_2} \leq c_{\psi_2}
$$

for all $2 \leq p < \infty$, $n \in \mathbb{N}$ and $\theta \in S_p^{n-1}$, where $\| \cdot \|_{\psi_2}$ is the norm on the Orlicz space $L_{\psi_2}(S_p^{n-1}, m_{B_p^n})$.

Before we turn to the proof of Proposition 4.3, we first prove a lemma that provides an equivalent expression for the $q$th moment of $\langle X, \theta \rangle$ that will be more convenient to work with and that is also used in the next subsection.

Lemma 4.4 For all $1 \leq p, q < \infty$ and all $\theta = (\theta_1, \ldots, \theta_n) \in \mathbb{R}^n$, we have

$$
\left(\int_{S_p^{n-1}} |\langle x, \theta \rangle|^q \, dm_{\Xi_p^n}(x)\right)^{1/q} \approx \left(\frac{\Gamma\left(\frac{n}{p}\right)}{\Gamma\left(\frac{n+q}{p}\right)}\right)^{1/q} \left[q^{1/p} \| (\theta_i^*)^{q}_{i=1} \|_{p^*} + \sqrt{q} \| (\theta_i^*)^{n}_{i=q+1} \|_2\right].
$$
where \( (\theta_i^*)_{i=1}^n \) is the non-increasing rearrangement of \( (\theta_i)_{i=1}^n \) and \( p^* \) is determined by the equation \( \frac{1}{p} + \frac{1}{p^*} = 1 \).

**Proof** Let \( \theta \in S^{n-1} \). Then, by Proposition 3.3 and with \( G \) as given there,

\[
E \left| \langle G, \theta \rangle \right|^q = E \left[ \|G\|_p^q \cdot \left( \frac{G}{\|G\|_p} , \theta \right) \right]^q
\]

\[
= E \|G\|_p^q \cdot \int_{S^{n-1}} |\langle y, \theta \rangle|^q \, dm_{B_n}(y).
\]

We now use the following polar integration formula to compute the \( q \)th moment of \( \|G\|_p \). For \( K \in \mathbb{R}^n \), one has that

\[
\int_{\mathbb{R}^n} f(x) \, dx = n \cdot \text{vol}_n(K) \int_0^\infty \int_{bd K} f(r y) \cdot r^{n-1} \, dm_K(y) \, dr
\]

for all non-negative measurable functions \( f : \mathbb{R}^n \to \mathbb{R} \) (in fact, this may alternatively be used as a definition for the cone measure \( m_K \) of \( K \)). We apply this to the function

\[
f(x) = \|x\|_p^q \cdot e^{-\|x\|_p^p}, \quad x \in \mathbb{R}^n,
\]

and the unit ball \( B_n^p \) of \( \ell_n^p \), and obtain

\[
E \|G\|_p^q = \int_{\mathbb{R}^n} f(x) \, dx = \frac{n \cdot \text{vol}_n(B_n^p)}{(2 \Gamma(1 + \frac{1}{p}))^n} \int_0^\infty r^{n+q-1} e^{-r^p} \, dr
\]

\[
= \frac{n \cdot \text{vol}_n(B_n^p)}{p \cdot (2 \Gamma(1 + \frac{1}{p}))^n} = \frac{\Gamma\left(\frac{n+q}{p}\right)}{\Gamma\left(\frac{n}{p}\right)},
\]

where we also used the definition of the gamma function as well as the formula for \( \text{vol}_n(B_n^p) \) stated in Sect. 3 above. What is left to bound is the term \( E [\left| \langle G, \theta \rangle \right|^q] \). This is done by means of Proposition 3.4, which yields that

\[
E [\left| \langle G, \theta \rangle \right|^q] \approx \left[ q^{1/p} \| (\theta_i^*)_{i=1}^q \|_{p^*} + \sqrt{q} \| (\theta_i^*)_{i=q+1}^n \|_2 \right]^q.
\]

This completes the proof. \( \Box \)

We can now prove the desired \( \psi_2 \)-estimate for the linear functionals \( \langle \cdot, \theta \rangle, \theta \in S^{n-1} \), on the boundary of \( B_n^p \).

**Proof of Proposition 4.3** By definition of an Orlicz norm, it is enough to show that

\[
\int_{S^{n-1}} \exp \left( \frac{n^{2/p} |\langle x, \theta \rangle|^2}{c_{\psi_2}^2} \right) \, dm_{B_n^p}(x) \leq 2.
\]
Using the series expansion of the exponential function and Lemma 4.4 applied with $2q$ instead of $q$ there, we obtain that

\[
\int_{S_p^n} \exp \left( \frac{n^{2/p} |⟨x, \theta⟩|^2}{c^2 ψ} \right) \, dm_{S_p^n}(x)
\]

\[
= \sum_{q=0}^{∞} \frac{n^{2q/p}}{q!c^2 ψ} \int_{S_p^n} |⟨x, \theta⟩|^{2q} \, dm_{S_p^n}(x)
\]

\[
\leq 1 + \sum_{q=1}^{∞} c_1 \frac{n^{2q/p}}{q!c^2 ψ} \frac{Γ\left(\frac{n}{p}\right)}{Γ\left(\frac{n+2q}{p}\right)} \left(2q\right)^{1/p} \left(θ^*_i\right)_{i=1}^{n/p} \left(θ^*_n\right)_{i=2q+1} \left\|p^* + \sqrt{2q} \right\| \left\|p^*\right\|_2^{2q}.
\]

where $(θ^*_i)_{i=1}^{n}$ is the non-increasing rearrangement of $(θ_i)_{i=1}^{n}$ and $c_1 \in (0, ∞)$ is an absolute constant. Observe that, since $θ ∈ S^{n-1}$,

\[
\left\| (θ^*_i)_{i=1}^{2q} \right\| \left\|p^*\right\| \leq (2q)^{\frac{1}{p^* - \frac{1}{2}}} \left\| (θ^*_i)_{i=1}^{2q} \right\|_2 \leq (2q)^{\frac{1}{p^* - \frac{1}{2}}}
\]

if $1 ≤ p^* ≤ 2$. In view of $1/p + 1/p^* = 1$, this implies that

\[
(2q)^{1/p} \left\| (θ^*_i)_{i=1}^{2q} \right\|_p + \sqrt{2q} \left\| (θ^*_n)_{i=2q+1} \right\|_2 \leq 2\sqrt{2q}.
\]

since $2 ≤ p < ∞$ has been assumed. Using Stirling’s formula repeatedly, this yields

\[
\int_{S_p^n} \exp \left( \frac{n^{2/p} |⟨x, \theta⟩|^2}{c^2 ψ} \right) \, dm_{S_p^n}(x)
\]

\[
\leq 1 + \sum_{q=1}^{∞} c_2 \frac{n^{2q/p}}{q!c^2 ψ} \frac{\sqrt{2q}}{\sqrt{n}} \left(\frac{n}{n+2q}\right)^{n/p} \left(\frac{pe}{n+2q}\right)^{2q/p}
\]

\[
\leq 1 + \sum_{q=1}^{∞} c_3 \frac{\sqrt{2q}}{c^2 ψ} \left(\frac{2e}{c^2 ψ}\right)^{2q} \sqrt{q} \left(\frac{e}{q}\right)^q
\]

\[
= 1 + c_4 \sum_{q=1}^{∞} \left(\frac{32e^3}{c^2 ψ}\right)^q,
\]

where $c_2, c_3, c_4 ∈ (0, ∞)$ are again absolute constants. We can achieve that the last expression is bounded from above by 2, provided that the constant $c_ψ^2 ∈ (0, ∞)$ is chosen large enough. This completes the proof. □
Let us proceed with the proof of Step 2 by establishing the following result.

**Proposition 4.5** Let $2 \leq p < \infty$ and $n + 1 \leq N \leq e^{\sqrt{n}}$. Then

$$
\Pr\left( \frac{1}{\text{vol}_n(K_N)} \int_{K_N} \|x\|^2 dx \leq c_1 \frac{\log(2N/n)}{n^{2/p}} \right) 
\geq 1 - 3 \exp\left( -c_2 n \log(2N/n) \right),
$$

where $c_1, c_2 \in (0, \infty)$ are absolute constants.

**Proof** Since $2 \leq p < \infty$, the result of Proposition 4.3 ensures that we can apply Bernstein’s inequality to the independent and centred random variables $\frac{1}{p} \langle X_i, \theta \rangle$, $i \in \{1, \ldots, N\}$, where $\theta \in S^{n-1}$ is a fixed direction. Let $E \subseteq \{1, \ldots, N\}$ with $|E| = n$. Bernstein’s inequality (see Proposition 3.2) implies that

$$
\Pr\left( \left| \sum_{i \in E} \langle X_i, \theta \rangle \right| \geq \varepsilon n \right) \leq 2 \exp\left( - \frac{\varepsilon^2 n^{2/p+1}}{8c_2^2} \right)
$$

for all $\varepsilon > 0$. Now, let $\mathcal{N}$ be a $\frac{1}{2}$-net of $S^{n-1}$ with cardinality $|\mathcal{N}| \leq 5^n$ (the existence of such a net is ensured by [5, Lemma 5.2.5], for example). Then the union bound yields that

$$
\Pr\left( \exists \theta \in \mathcal{N} : \left| \sum_{i \in E} \langle X_i, \theta \rangle \right| \geq \varepsilon n \right) \leq 2 \cdot 5^n \exp\left( - \frac{\varepsilon^2 n^{2/p+1}}{8c_2^2} \right)
$$

$$
= 2 \exp\left( - \frac{\varepsilon^2 n^{2/p+1}}{8c_2^2} + n \log 5 \right)
$$

or, equivalently,

$$
\Pr\left( \forall \theta \in \mathcal{N} : \left| \sum_{i \in E} \langle X_i, \theta \rangle \right| < \varepsilon n \right) \geq 1 - 2 \exp\left( - \frac{\varepsilon^2 n^{2/p+1}}{8c_2^2} + n \log 5 \right).
$$

Now, we want to show that the length of $\sum_{i \in E} X_i$ is bounded from above by $c\varepsilon n$ with overwhelming probability, where $c \in (0, \infty)$ is an absolute constant. To this end, note that each $\theta \in S^{n-1}$ has a representation of the form $\theta = \sum_{j=1}^{\infty} \delta_j \theta_j$ with $\delta_j \in \mathcal{N}$ and $0 \leq \delta_j \leq (\frac{1}{2})^{j-1}$; see [1]. Observe that for any $\omega \in \Omega$ satisfying $\left| \sum_{i \in E} \langle X_i(\omega), \theta \rangle \right| \leq \varepsilon n$ for every $\theta \in \mathcal{N}$, we have that

$$
\left| \left( \sum_{i \in E} X_i(\omega), \theta \right) \right| \leq \left| \left( \sum_{i \in E} X_i(\omega), \sum_{j=1}^{\infty} \delta_j \theta_j \right) \right| \leq \sum_{j=1}^{\infty} \delta_j \left| \left( \sum_{i \in E} X_i(\omega), \theta_j \right) \right| \leq 2c\varepsilon n
$$
for all $\theta \in S^n$. Hence,
\[
P\left( \left\| \sum_{i \in E} X_i \right\|_2 \leq 2\varepsilon n \right) = P\left( \sup_{\theta \in S^{n-1}} \left( \sum_{i \in E} X_i, \theta \right) \leq 2\varepsilon n \right) \geq 1 - 2 \exp\left( -\frac{\varepsilon^2 n^{2/p+1}}{8c_2^2} + n \log 5 \right). \tag{4.4}
\]

Next, we notice that, according to Proposition 3.6,
\[
P\left( \frac{1}{\text{vol}_n(K_N)} \int_{K_N} \|x\|_2^2 \, dx \leq c \frac{\log(2N/n)}{n^{2/p}} \right) \geq P\left( \sup_{|E|=n} \left[ \sum_{i \in E} \|X_i\|_2^2 + \left\| \sum_{i \in E} X_i \right\|_2^2 \right] \leq cn^{2-2/p} \log(2N/n) \right),
\]
where $c \in (0, \infty)$ is a sufficiently large absolute constant. Now, for every $x \in \mathbb{R}^n$, we have that $\|x\|_2 \leq n^{1/2-1/p}\|x\|_p$ by Hölder’s inequality and the fact that $2 \leq p < \infty$. Thus,
\[
P\left( \sup_{|E|=n} \left[ \sum_{i \in E} \|X_i\|_2^2 + \left\| \sum_{i \in E} X_i \right\|_2^2 \right] \leq cn^{2-2/p} \log(2N/n) \right) \geq P\left( \sup_{|E|=n} \left\| \sum_{i \in E} X_i \right\|_2^2 \leq cn^{2-2/p} \log(2N/n) - n^{2-2/p} \right) \geq P\left( \sup_{|E|=n} \left\| \sum_{i \in E} X_i \right\|_2^2 \leq c_1 n^{2-2/p} \log(2N/n) \right) = P\left( \sup_{|E|=n} \left\| \sum_{i \in E} X_i \right\|_2 \leq \sqrt{c_1} n^{1-1/p} \sqrt{\log(2N/n)} \right),
\]
where $c_1 \in (0, \infty)$ is an absolute constant. Therefore, changing to the complementary event, using the union bound and applying (4.4) with $\varepsilon = \sqrt{c_1} n^{1-1/p} \sqrt{\log(2N/n)}/2$, together with Stirling’s formula, we obtain
\[
P\left( \frac{1}{\text{vol}_n(K_N)} \int_{K_N} \|x\|_2^2 \, dx \leq c \frac{\log(2N/n)}{n^{2/p}} \right) \geq 1 - 2 \left( \frac{N}{n} \right) \exp\left( -\frac{c_1}{32c_2^2} n \log(2N/n) + n \log 5 \right) \geq 1 - 2 \exp\left( -\frac{c_1}{32c_2^2} n \log(2N/n) + n \log(2eN/n) + n \log 5 \right) \geq 1 - 2 \exp\left( -c_2 n \log(2N/n) \right),
\]
where we choose the constant $c$ above so large that $c_1/(32c^2_{\psi_2}) \geq 1$ and put $c_2 := (1 + 2 + \log 5)c_1/(32c^2_{\psi_2}) = c_1/(8c^2_{\psi_2})$, for example. \hfill \Box

4.4 Step 2 for $1 \leq p < 2$

The purpose of this section is to establish a high-probability upper bound for the expression

$$\frac{1}{\text{vol}_n(K_N)} \int_{K_N} \|x\|_1 \, dx$$

and to prove Step 2 in the case that $K_N$ is a symmetric random polytope with vertices from $\mathbb{S}^{n-1}_p$ with $1 \leq p < 2$. To this end, we first establish a suitable substitute for Proposition 4.3, which can be regarded as the analogue for the cone measure of $\mathbb{B}_n^p$ of a theorem of Bobkov and Nazarov [8]. In what follows, we shall write $\mathbb{S}^{n-1}_\infty$ for the unit sphere in $\mathbb{R}^n$ supplied with the $\ell_\infty$-norm $\|x\|_\infty = \max\{|x_i| : i = 1, \ldots, n\}$, $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$.

Proposition 4.6 There exists an absolute constant $c_{\psi_2} \in (0, \infty)$ such that, for every $1 \leq p < 2$ and all $\theta \in \mathbb{S}^{n-1}_\infty$,

$$\|\langle \cdot, \theta \rangle\|_{\psi_2} \leq c_{\psi_2},$$

where $\| \cdot \|_{\psi_2}$ is the norm on the Orlicz space $L_{\psi_2}(\mathbb{S}^{n-1}_p, m_{\mathbb{B}^n_p})$.

Proof Fix $1 \leq p < 2$ and $\theta = (\theta_1, \ldots, \theta_n) \in \mathbb{S}^{n-1}_\infty$. By Proposition 3.1, we have that

$$\|\langle \cdot, \theta \rangle\|_{\psi_2} \lesssim \sup_{q \geq 2} \frac{\|\langle \cdot, \theta \rangle\|_q}{\sqrt{q}},$$

where $\| \cdot \|_q$ is the $L_q$-norm on $\mathbb{S}^{n-1}_p$. Let us now consider the two cases $q < n$ and $q \geq n$ separately. From Lemma 4.4, we obtain that, for any $1 \leq q < \infty$,

$$\|\langle \cdot, \theta \rangle\|_q \lesssim \left( \frac{\Gamma\left(\frac{n}{p}\right)}{\Gamma\left(\frac{n+q}{p}\right)} \right)^{1/q} \left[ q^{1/p} \left( \left( \theta_i^* \right)_{i=1}^q \right)^{p^*} + \sqrt{q} \left( \left( \theta_i^* \right)_{i=q+1}^n \right)^2 \right]^{1/q} \wedge \left\{ \begin{array}{ll} \left[ q + \sqrt{q} \sqrt{n-q} \right] \left( \frac{\Gamma\left(\frac{n}{p}\right)}{\Gamma\left(\frac{n+n}{p}\right)} \right)^{1/q} & : 2 \leq q < n \\ q \left( \frac{\Gamma\left(\frac{n}{p}\right)}{\Gamma\left(\frac{n+n}{p}\right)} \right)^{1/q} & : q \geq n. \end{array} \right.$$
\[
\left( \frac{\Gamma\left( \frac{n}{p} \right)}{\Gamma\left( \frac{n+q}{p} \right)} \right)^{1/q} \lesssim n^{\left( \frac{n}{p} - \frac{1}{2} \right) \frac{1}{q}} (n+q)^{\left( \frac{1}{2} - \frac{n+q}{p} \right) \frac{1}{q}}
\lesssim (n+q)^{\left( \frac{n}{p} - \frac{1}{2} \right) \frac{1}{q}} (n+q)^{\left( \frac{1}{2} - \frac{n+q}{p} \right) \frac{1}{q}} = \frac{1}{(n+q)^{1/p}}.
\]

Now, we note that if \( 2 \leq q < n \), \[ \frac{\| \langle \cdot, \theta \rangle \|_q}{\sqrt{q}} \lesssim \sqrt{q} + \sqrt{n-q} \]
\( \lesssim \sqrt{q} \) \((n+q)^{1/p} \) is maximal for \( q = 2 \), where it is \( c_1 n^{1/2-1/p} \) with some absolute constant \( c_1 \in (0, \infty) \). Similarly, if \( q \geq n \), \[ \frac{\| \langle \cdot, \theta \rangle \|_q}{\sqrt{q}} \lesssim \sqrt{q} \]
\( \lesssim \sqrt{q} \) \((n+q)^{1/p} \) is maximal for the choice \( q = n \), where the expression reduces to \( c_2 n^{1/2-1/p} \) with another absolute constant \( c_2 \in (0, \infty) \). As a consequence, we find that
\[ \| \langle \cdot, \theta \rangle \|_{\psi_2} \lesssim n^{1/2-1/p} \]
and the proof is complete. \( \Box \)

We can now proceed and derive the announced high-probability upper bound by partially following the strategy in [15] (see also [13, Chapter 11.5.1]).

**Proposition 4.7** Let \( 1 \leq p < 2 \) and \( n + 1 \leq N \leq e^{\sqrt{n}} \). Then
\[
P\left( \frac{1}{\text{vol}_{n}(K_N)} \int_{K_N} \| x \|_1 \, dx \leq c_1 n^{\frac{1}{2} - \frac{1}{p}} \sqrt{\log \left( \frac{2N}{n} \right)} \right) \geq 1 - 2 \exp \left( - c_2 n \log(2N/n) \right),
\]
where \( c_1, c_2 \in (0, \infty) \) are absolute constants.

**Proof** Let \( X_1, \ldots, X_n \) be independent and identically distributed on \( S^f_{\rho_n} \) according to the cone measure of \( \mathbb{B}^n_{\rho_n} \), and fix \( \theta \in S^f_{\rho_n} \) as well as \( \varepsilon_1, \ldots, \varepsilon_n \in \{-1, +1\} \). We define \( g_j(X_1, \ldots, X_n) := \langle \varepsilon_j X_j, \theta \rangle \) for \( j \leq n \) and notice that \( \| g_j \|_{\psi_2} \lesssim n^{1/2-1/p} \) according to Proposition 4.6 and since \( \mathbb{B}^n_{\rho_n} \) is symmetric with respect to all coordinate hyperplanes. Now, using Bernstein’s inequality (see Proposition 3.2), we conclude that
\[
P\left( \left| \sum_{j=1}^{n} g_j(X_1, \ldots, X_n) \right| > tn \right) = P\left( \left| \langle \varepsilon_1 X_1 + \cdots + \varepsilon_n X_n, \theta \rangle \right| > tn \right) \leq 2 \exp \left( - c t^2 n^{2/p} \right)
\]
for all \( t > 0 \) and with an absolute constant \( c \in (0, \infty) \). Thus, choosing \( t = c_1 n^{1/2-1/p} \sqrt{\log \left( \frac{2N}{n} \right)} \) with some absolute constant \( c_1 \in (0, \infty) \), we have that
\[ P \left( \left| \langle \varepsilon_1 X_1 + \cdots + \varepsilon_n X_n, \theta \rangle \right| > c_1 n^{\frac{3}{2} - \frac{1}{p}} \sqrt{\log \left( \frac{2N}{n} \right)} \right) \]
\[ \leq 2 \exp \left( - c_2 n \log \left( \frac{2N}{n} \right) \right) \] (4.5)

with \( c_2 = c \cdot c_1 \). Next, we notice that

\[ \sup_{\theta \in \mathbb{S}^{n-1}} \left| \langle \varepsilon_1 X_1 + \cdots + \varepsilon_n X_n, \theta \rangle \right| = \sup_{\theta \in \text{extr} (\mathbb{S}^{n-1})} \left| \langle \varepsilon_1 X_1 + \cdots + \varepsilon_n X_n, \theta \rangle \right|, \]

where \( \text{extr} (\mathbb{S}^{n-1}) \) is the set of extreme points of \( \mathbb{S}^{n-1} \). Clearly, any such extreme point has the representation \( \theta = (\theta_1, \ldots, \theta_n) \) with \( \theta_1, \ldots, \theta_n \in \{-1, +1\} \). Thus, using (4.5) and the union bound, we find that

\[ P \left( \max_{\varepsilon_j = \pm 1} \| \varepsilon_1 X_1 + \cdots + \varepsilon_n X_n \|_1 > c_3 n^{\frac{3}{2} - \frac{1}{p}} \sqrt{\log \left( \frac{2N}{n} \right)} \right) \]
\[ = P \left( \max_{\varepsilon_j = \pm 1} \sup_{\theta \in \mathbb{S}^{n-1}} \left| \langle \varepsilon_1 X_1 + \cdots + \varepsilon_n X_n, \theta \rangle \right| > c_3 n^{\frac{3}{2} - \frac{1}{p}} \sqrt{\log \left( \frac{2N}{n} \right)} \right) \]
\[ = P \left( \max_{\varepsilon_j = \pm 1} \sup_{\theta \in [-1, +1]^n} \left| \langle \varepsilon_1 X_1 + \cdots + \varepsilon_n X_n, \theta \rangle \right| > c_3 n^{\frac{3}{2} - \frac{1}{p}} \sqrt{\log \left( \frac{2N}{n} \right)} \right) \]
\[ \leq \sum_{\varepsilon_1, \ldots, \varepsilon_n \in [-1, +1]^n} P \left( \left| \langle \varepsilon_1 X_1 + \cdots + \varepsilon_n X_n, \theta \rangle \right| > c_3 n^{\frac{3}{2} - \frac{1}{p}} \sqrt{\log \left( \frac{2N}{n} \right)} \right) \]
\[ \leq 2^n \cdot 2^n \cdot 2 \exp \left( - c_2 n \log \left( \frac{2N}{n} \right) \right) \]
\[ = 2 \exp \left( - c_2 n \log \left( \frac{2N}{n} \right) + n \log 4 \right) \]
\[ \leq 2 \exp \left( - c_4 n \log \left( \frac{2N}{n} \right) \right) \]

with an absolute constant \( c_4 \in (0, \infty) \), whenever the constant \( c_1 \) above is chosen sufficiently large. Equivalently, this can be rephrased by saying that

\[ P \left( \max_{\varepsilon_j = \pm 1} \| \varepsilon_1 X_1 + \cdots + \varepsilon_n X_n \|_1 \leq c_3 n^{\frac{3}{2} - \frac{1}{p}} \sqrt{\log \left( \frac{2N}{n} \right)} \right) \]
\[ \geq 1 - 2 \exp \left( - c_4 n \log \left( \frac{2N}{n} \right) \right). \]

The result follows now from Proposition 3.7, since each facet of \( K_N \) has the same distribution as the convex hull \( \text{conv}(\{X_1, \ldots, X_n\}) \) of \( X_1, \ldots, X_n \). \( \square \)
4.5 Completion of the Proof

Using the estimates we obtained in Step 1 and Step 2, we will now complete the proof of Theorem 2.1. Recall that, for every $K \in \mathbb{K}^n$,

$$nL_K^2 \leq \frac{1}{\text{vol}_n(K)^{2/n}} \int_K \|x\|_2^2 \, dx.$$

Thus, by combining this with Proposition 4.1 and Proposition 4.5, we can find absolute constants $c_1, c_2, c_3 \in (0, \infty)$ such that, for all $2 \leq p < \infty$, $n + 1 \leq N \leq e^{\sqrt{n}}$ and all random polytopes $K_N = \text{conv}\{\pm X_1, \ldots, \pm X_N\}$ with vertices $\pm X_1, \ldots, \pm X_N$ chosen with respect to the cone measure $m_{\mathbb{B}_p}$ from $S_{\mathbb{B}_p}^{n-1}$,

$$\mathbb{P}(L_{K_N} \leq c_1) \geq \mathbb{P}\left(\frac{1}{\text{vol}_n(K_N)^{2/n}} \int_{K_N} \|x\|_2^2 \, dx \leq n c_1^2 \right) \geq 1 - e^{-c_2 \sqrt{N}} - 2e^{-c_3 n \log(2N/n)}.$$

Now, recall that

$$nL_K \leq \frac{c}{\text{vol}_n(K)^{1+1/n}} \int_K \|x\|_1 \, dx$$

for any symmetric $K$, where $c \in (0, \infty)$ is an absolute constant. Hence, in the situation $1 \leq p < 2$, combining Proposition 4.1 with Proposition 4.6, we conclude that there are absolute constants $c_4, c_5, c_6 \in (0, \infty)$ such that for all $1 \leq p < 2$, $n + 1 \leq N \leq e^{\sqrt{n}}$ and all random polytopes $K_N = \text{conv}\{\pm X_1, \ldots, \pm X_N\}$ with vertices $\pm X_1, \ldots, \pm X_N$ chosen with respect to the cone measure $m_{\mathbb{B}_p}$ from $S_{\mathbb{B}_p}^{n-1}$,

$$\mathbb{P}(L_{K_N} \leq c_4) \geq \mathbb{P}\left(\frac{1}{\text{vol}_n(K_N)^{1/n}} \int_{K_N} \|x\|_1 \, dx \leq n c_4 \right) \geq 1 - e^{-c_5 \sqrt{N}} - 2e^{-c_6 n \log(2N/n)}.$$

This completes the proof of Theorem 2.1. \qed
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