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Abstract—In medical image analysis, the cost of acquiring high-quality data and their annotation by experts is a barrier in many medical applications. Most of the techniques used are based on supervised learning framework and need a large amount of annotated data to achieve satisfactory performance. As an alternative, in this paper, we propose a self-supervised learning (SSL) approach to learn the spatial anatomical representations from the frames of magnetic resonance (MR) video clips for the diagnosis of knee medical conditions. The pretext model learns meaningful spatial context-invariant representations. The downstream task in our paper is a class imbalanced multi-label classification. Different experiments show that the features learnt by the pretext model provide competitive performance in the downstream task. Moreover, the efficiency and reliability of the proposed pretext model in learning representations of minority classes without applying any strategy towards imbalance in the dataset can be seen from the results. To the best of our knowledge, this work is the first work of its kind in showing the effectiveness and reliability of self-supervised learning algorithms in class imbalanced multi-label classification tasks on MR videos.

The code for evaluation of the proposed work is available at https://github.com/sadimanna/skid.

Impact Statement—Self-Supervised learning has emerged as one of the best tools for representation learning without using human-annotated data. In this paper, we design a self-supervised framework that can effectively classify different knee injuries from MR scans. Apart from handling this multi-label classification task, we also highlighted the limitations of the existing geometrical transformation prediction-based pretext tasks, which will help us to understand the latent behaviours of the SSL algorithms.

Index Terms—Self-Supervised Learning, Knee MRI, Imbalance, Multi-label, Medical Image Analysis

I. INTRODUCTION

Computer Vision tasks like object detection, segmentation or tracking have reached near human precision and reliability with the application of deep learning techniques [1]–[6]. These deep learning techniques are mainly supervised in nature and need a huge amount of annotated data for learning proper generalization. In absence of enough data, the deep learning models often suffer from the overfitting problem. Collection as well as annotation of such huge amount of data is expensive and time consuming. In case of medical image data, the collection of data requires some expensive apparatus and the annotation needs to be done with the help of experienced medical personnel.

The drawbacks of the supervised learning algorithms as mentioned above have led researchers to devise techniques which enable algorithms to learn meaningful representations of the data without human annotated labels. Such techniques fall under the paradigm of self-supervised learning. Similar to Transfer learning, Self-supervised learning primarily consists of two phases: (1) Pretext (also called Pre-training) and (2) Downstream. The primary objective of the pretext task is to train the encoder to learn representations which can then be transferred to the downstream or target task, which is generally a classification or segmentation problem using the representations learnt from the pretext phase. However, unlike transfer learning, the pretext task is not a supervised one. Rather, in self-supervised learning the pretext task is designed specifically to solve a task with pseudo-labels instead of the ground truth labels. The primary objective of the pretext task is to learn generalized and robust representations from the data without using the ground truth labels. This helps in providing a better initialization point in the loss landscape for the downstream task. In transfer learning scenario, the dataset used in pretext and downstream tasks are different. Thus, the weights learnt in transfer learning pretext task are hierarchically adapted to the dataset used in the pretext task. If the downstream task dataset is small and different from the pretext dataset, then it presents a risk of overfitting and the co-adaptation between the hierarchical features is destroyed, as small dataset provide less samples for reconstruction of the same [7]. However, in case of self-supervised learning, the dataset used in the pretext and downstream task is the same. Hence, the weights learnt in the pretext task are adapted to the downstream dataset and the hierarchical co-adaptation of the features are not destroyed.

In this paper, we propose a self-supervised deep learning architecture called SKID for medical diagnosis of MR videos. With rigorous experimental evidence, we have shown that the proposed method (SKID) learns spatial context-invariant features from the dataset without prior knowledge of the imbalanced distributions and the inter-dependency of the classes. In our work, the downstream task is a multi-label classification problem and its objective is to predict one or more anomalies present in the MR videos.

Main contributions of our work are as follows:
• An effective algorithm is proposed in learning meaningful features without prior knowledge of the underlying class distribution and inter-class dependency. This is validated through different experiments.
A novel network architecture, named SKID is proposed for Jigsaw Puzzle Solving as the pretext task. This novel architecture learns useful information and discards redundant information by using a bottleneck technique in the Dimension Reduction block.

To the best of our knowledge, this work is the first of its kind to show the effectiveness and reliability of self-supervised learning algorithm in multi-label classification task on MR video.

The rest of the paper is organized as follows: Section II discusses some of the related works done in the recent years. Section III describes the methodology including the algorithms and model architectures of the pretext and downstream tasks in detail. In Section IV, we describe the experimental details and examine the results obtained. Section V explains the effects of low level signals that hinder the representation learning process in self-supervised learning. Section VI details about the ablation studies done under this work. Finally, Section VII concludes the paper.

II. LITERATURE SURVEY

Data in computer vision applications like medical image analysis are often hard to annotate because of the lack of expert personnel. Furthermore, the lack of data in such applications makes it difficult to train deep neural networks from scratch. Transfer learning, semi-supervised learning, weakly-supervised learning, domain adaptation are some examples of such techniques which do not require a large volume of annotated data for training [8]–[11]. Recently, advances have been made to develop techniques [12]–[20] which can learn meaningful representations of the underlying data without human annotations. From this point of view, these techniques can be classified as a type of unsupervised learning. In contemporary literature, these techniques are termed as self-supervised learning. These techniques consist of two phases-pretext and downstream. Several types of pretext tasks such as image inpainting [21], temporal order correction or verification [12]–[14], [16], clip order prediction [15], image coloring [17], geometric transformation prediction [18], [19], relative patch prediction based on context-aware features [20], etc. have been proposed. The features learnt by the pretext model serve as the pre-trained features in the downstream task and hence, the pretext tasks are carefully designed such that the pretext model can extract meaningful representations from the data.

In [18], representations are learnt by predicting the angle by which an image has been rotated. In [21], the model is made to generate the missing contents from the image. This requires the model to understand the surroundings of the missing part and learn visual semantic structures of the data as well. Among other techniques, image coloring [17] maps the grayscale input to quantized colour value in the CIE Lab colour scale and treats the problem as multinomial classification. Methods described in [12]–[16] learn representations from a video in a self-supervised manner by exploiting the information stored in the temporal dimension. Shuffling video frames helps the model learn the change in the spatial features over time and helps in capturing both spatial and temporal features.

Relative patch prediction method like [20] divides an image into different patches and predicts the position of a given patch to learn representations from the data. This allows the model to learn context-aware features. The common feature among all the aforementioned self-supervised algorithms is that the pretext tasks used in these algorithms are hand-crafted.

Jiao et al. [22] proposed a combination of temporal order prediction and geometric transformation prediction on ultrasound videos for representation learning. The learnt representations were used for standard plane detection as the downstream task. However, to the best of our knowledge none of the above algorithms has explored the ability of such self-supervised learning algorithms in learning features from a class imbalanced multi-label dataset. Recently, Sowrirajan et al. [23] applied Momentum Contrast [24] method to learn meaningful transferable representations from Chest X-Ray images and have achieved better performance than supervised learning algorithms.

In the aforementioned algorithms [12]–[18], [20], [22], the representations learnt by the model are based on natural images. In spite of development of several self-supervised learning algorithms for natural images or videos, application of such algorithms in medical image analysis remains limited. Medical data need to be handled in a different way than natural image data because of its nature. Medical data are grayscale and contain features which have small spatio-temporal extent. Furthermore, the dimensions of medical data are often large because of the need to capture minute details for proper diagnosis. Thus, a model needs to be capable of learning fine-grained representations from the data. To achieve this objective, we propose a novel architecture, named SKID, which learns useful representations by predicting the order of arrangements in a jigsaw puzzle task.

III. METHODOLOGY

Self-supervised learning in medical data analysis is particularly challenging as the known pretext tasks extract irrelevant features frequently. We have discussed this in detail in Section V. The goal of our work is to extract meaningful spatial representations from the MR data with minimal low level signal contamination like empty regions, image boundary pixels, etc. We achieve this goal by devising a novel architecture (SKID), which predicts the arrangement of the patches obtained using PREPFRAM (Algorithm 1) described in Sec. III-A1. In the following subsections we discuss about the pretext task algorithm and model architecture followed by a detailed discussion on the downstream ensembling strategy for diagnosing MR videos.

A. Pretext Task

The pretext task in this paper is based on Jigsaw Puzzle solving strategy [25]–[28]. However, we would like to term our pretext task as Jumbled Patch Arrangement prediction task as the proposed model predicts the order of arrangement of the patches that each frame is divided into. In the following subsections, we discuss about the algorithm and the model architecture used in the pretext task.
1) **Algorithm:** In this learning strategy, a frame is chosen randomly according to an uniform distribution from a magnetic resonance video. This frame is then divided into $N$ square patches. Each patch is of dimensions $\left[\frac{L}{\sqrt{N}} \times \frac{L}{\sqrt{N}}\right]$, where $L$ is the dimension of each square frame. Dividing a frame into $N$ patches gives $N!$ ways to jumble the $N$ patches. If we consider $N = 9$, the number of ways the patches can be jumbled is $9! = 3,62,880$. Let, $\mathcal{J}$ be the set of all possible arrangements of the patches. Solving a classification task with such large number of classes would require huge computational time and resources. To circumvent the issue, we choose 1000 elements from the set $\mathcal{J}$ randomly according to an uniform distribution and form the set $A$.

Data augmentation was applied to increase the diversity of the data and make the model robust. The data augmentations applied include horizontal and vertical shift, rotation and scaling. Horizontal and vertical shift values were randomly selected from $[-0.1L_p, 0.1L_p]$ and rotation values were selected from the range $[-15^\circ, 15^\circ]$. The scale factor was however chosen from a finite set $\mathcal{S} = [1, 1.2]$. Here, $L_p$ denotes the length of each side of a square patch and $L_p \neq \frac{L}{\sqrt{N}}$. We also applied additive white Gaussian noise with mean 0 and variance 0.01 to the image patches before feeding them to the model.

To obtain the jumbled patches and the pretext labels, we apply the algorithm PREPFRA M (Algorithm 1) to the selected frames. First, a frame is divided into $\sqrt{N} \times \sqrt{N}$ parts ($P')$ with each part having dimensions $\left[\frac{L}{\sqrt{N}} \times \frac{L}{\sqrt{N}}\right]$ as shown in Fig. 1a. Augmentation $g$ is applied to each of the $N$ parts to generate augmented partition $P_g$. Then, for each $P_g$, we sample a point $(ref_x, ref_y)$ from the range $[0, \frac{L}{\sqrt{N}}]$ randomly according to a uniform distribution $\mathcal{U}$. Using this point $(ref_x, ref_y)$ as origin, we then crop a $64 \times 64$ region ($P_{64}$) from the partition. In our experiments, we set $\frac{L}{\sqrt{N}} = 85$. Finally, the arrangement $A_r$ is applied on the patches $P_A$ to get the jumbled patches $P_r$ as shown in Fig. 1b.

2) **Model Architecture:** In our paper, we have proposed a semi-parallel architecture (SKID) for the pretext task of jigsaw puzzle solving. The architecture is described as semi-parallel because of the nature of its design. The initial section of the architecture consists of 9 parallel branches of convolutional layers. This parallel nature of the convolutional branches does not continue to the end. The 9 parallel convolutional branches merge mid-way and the output features are processed by only a single branch of layers. The final network model (SKID-v3) architecture is used for the pretext task in our experiments as shown in Fig. 2. As we have divided the input image into 9 patches, we feed each of the 9 patches into one of the 9 parallel convolutional branches. Each convolutional branch consists of 2 convolutional blocks. Each convolutional block again consists of two convolutional layers followed by a maxpooling layer. Each of the two convolutional layers has 256 filters of dimensions $3 \times 3$. The outputs obtained from the 9 convolutional branches are concatenated to form a resultant output of shape $16 \times 16 \times 2304$. This output is fed to a $1 \times 1$ convolutional layer with 1024 filters to reduce the dimensionality of the output. There are two main types of blocks in our architecture, *Skip* block and *Dimension Reduction* block. The architectures of both the blocks are shown in Fig. 2. The output from the *Skip* block is the summation of its input and the scaled output from two successive convolutional layers with filters of dimension $3 \times 3$. The scale factor in the *Skip* block influences the performance of the model. In the *Dimension Reduction* block, we use a combination of strided convolutions and average pooling to reduce the spatial dimension. The

**Algorithm 1:** PREPFRA M : How to prepare each frame for training

**Result:** $P_A$ : Jumbled patches from a frame $F$

**Given**

$A$ : Set of 1000 arrangements

$L$ : Length of each side of square frame

$N$ : Number of patches each frame is divided into

$g(\cdot)$ : Random augmentation applied on patches

$\mathcal{U}_{a,b} : z$ is a sample drawn from a uniform distribution with range $[a, b]$

$A_r(\cdot)$ : An arrangement drawn from a uniform distribution on the set $A$

**Initialize**

$F$ = a frame from a MR video

$P_A = \{\}$

$\mathcal{L}' = \left[\frac{L}{\sqrt{N}}\right]$

$\text{row} = \text{col} = \text{ref}_x = \text{ref}_y = 0$

for $i = 1 : 9$

\[ \text{row} = \left[\frac{i}{\sqrt{N}}\right] \]

\[ \text{row}' = \text{row} + 1 \]

\[ \text{col} = i \mod \sqrt{N} \]

\[ \text{col}' = \text{col} + 1 \]

$P' = F[\text{row}.\mathcal{L}' : \text{row}'.\mathcal{L}', \text{col}.\mathcal{L}' : \text{col}'.\mathcal{L}']$

$P_g = g(P')$

$\text{ref}_x = \mathcal{U}_a[0, \mathcal{L}' - 64]$

$\text{ref}_y = \mathcal{U}_b[0, \mathcal{L}' - 64]$

$P_{64} = P_g[\text{ref}_x : \text{ref}_x + 64, \text{ref}_y : \text{ref}_y + 64]$

$P_A = P_A \cup P_{64}$

$P_r = A_r(P_A)$

end
Fig. 2: Proposed model for pretext task. The model architecture contains three types of blocks: (a) Convolutional, (b) Dimension Reduction and (c) Skip. These three blocks are presented in expanded view above the model diagram and marked as (a), (b) and (c). The pretext model architecture is shown in (d). The image is best visible in 200% scale.

**Dimension Reduction** block consists of two branches, as shown in Fig. 2. The upper branch consists of two convolutional layers, with the first and second layer having strides 1 and 2, respectively. The lower branch consists of an average pooling layer followed by a convolutional layer. The number of filters in all the convolutional layers in the Dimension Reduction block is same as the number of channels in the input. The outputs from the two branches are concatenated to obtain the final output with reduced spatial dimensions. The architecture of our **Pretext** model consists of two of each such blocks, with a Dimension Reduction block succeeding every Skip block, as shown in the Fig. 2. The output of the second Dimension Reduction block is of the shape \(4 \times 4 \times 4096\). Global Average Pooling is applied to this output to obtain an output of dimension \(4096\), which is then fed to a fully connected layer with \(C\) nodes. Finally, another fully connected layer with \(C\) nodes is connected to the last layer, where \(C\) is the number of classes in the classification task.

The Skip block is inspired from ResNet \([6]\) skip connections. In spatio-temporal data like MR data, the extent of occurrence of some desired feature is short both spatially and temporally. This requires the model to capture the intricate features in order to learn representations which can yield performance comparable to supervised learning algorithms in downstream tasks. As the extent of the desired features are short, the Skip blocks allows the model to learn the essential features by utilising the residual signals. The skip connections allow the model to prevent vanishing gradient problem and also utilise the features from initial layers in the higher layers for feature learning. The Dimension Reduction block aims at learning the downsampling procedure and thereby preventing information loss. This block also contains an average pooling layer, which is not learnable. Thus, this block combines a fixed operation with a learnable operation to capture more responsive features along with an increased expressibility. The Dimension Reduction block also serves as a bottleneck layer as the model is trained to learn the downsampling operation, which trains it to learn useful representations and discard redundant information. The effect of adding the Skip block and the Dimension Reduction block is evident from Table IV and V, in Sec. IV-E, where we present the performance of our model without the Skip and the Dimension Reduction block (Ours-NoBlocks). In the model named "Ours-NoBlocks", we replaced the Skip block with an identity function \(f(x) = x\) and the Dimension Reduction Block was replaced by an average pooling layer with a window of dimensions \(2 \times 2\).

**B. Downstream Task**

The downstream task is an imbalanced multi-label classification task. We model the downstream task as 3 separate binary classification tasks for 3 classes, in accordance to the Binary Relevance method \([29]\). We trained a different model for each of the three different planes and then used an ensemble of the models for the final prediction.

1) **Ensembling Strategy**: In this work, we use ensembling of the three models trained on three planes of MR data: Sagittal, Coronal and Axial, to obtain the final results. The main reason for doing so, instead of training a single model on all the three
planes is that the nature of the images in the three planes are different. This causes the distribution of the images from the three planes to differ spatially. The details of the ensembling strategy used in the downstream task are given below.

a) Ensembling: For the ensemble, we used weighted majority voting [30] approach. It is essential to give more weight to the stronger classifier for each class. The output prediction of the ensemble of the 3 models is given by

$$H_j(x) = \sum_{i=1}^{T} w_i^j h_i^j(x) \geq 0.5,$$

where $w_i^j$ is the weight assigned to the classifier $h_i^j$ for the $j^{th}$ class and $T$ is the total number of classifiers. The weights are non-negative and are constrained by $\sum_{i=1}^{T} w_i^j = 1$. The weights are calculated as

$$w_i^j = \log \left( \frac{p_i^j}{1 - p_i^j} \right),$$

where $p_i^j$ is the prediction accuracy for the $j^{th}$ class by the $i^{th}$ classifier.

From the gradient activation class mappings obtained after training the downstream models on the three planes - Sagittal, Coronal and Axial (shown in Fig. 5), we found out that the features contributing more towards the final predictions are distributed normally along the time axis. Based on this, for evaluation of the downstream model, we sampled the frames of the MR video from a normal distribution with $\mu = \frac{1}{2} N_F$ and $\sigma = \frac{1}{T}$, where $N_F$ is the number of frames in the MR video. In addition to the sampling strategy, we also sampled 16 frames 8 times from each clip and obtained 8 predictions for each clip. We used the average of the 8 predictions as the final predictions for that clip.

2) Model Architecture: The downstream model architecture (Fig. 3) consists of the pretext model as the feature extractor and a Convolutional LSTM (ConvLSTM) network [31] as the classifier for efficient handling of the temporal correlation present in each clip. The downstream classifier consists of two ConvLSTM layers each with 512 output channels. The frames from the MR video clips are fed into the pretext model and the output obtained from the second Dimension Reduction block is fed into the classifier. The 4D output tensor from the feature extractor is reshaped and passed to ConvLSTM network. Global Average Pooling is applied to the output obtained from the ConvLSTM network to get an output feature vector of 512 dimension. The final layer consists of 3 nodes for 3 classes with sigmoid activation function. The total number of parameters in the downstream model is approximately 103 Million.

IV. EXPERIMENTAL DETAILS AND RESULTS

A. Dataset

To validate the proposed self-supervised framework we use the benchmark MRNet [32] dataset, which contains 1370 clips. Out of the 1370 clips, 1130 clips are used as the training set and 120 clips are considered as tuning or validation set. The rest 120 clips are used for testing the model. The classes in the dataset are Abnormality, ACL Tear and Meniscus Tear. Out of the 1,130 training samples, 917 are Abnormal exams, 208 are ACL tears and 397 samples are Meniscus tears. The MRNet [32] dataset is an imbalanced multi-label dataset. The multi-label and imbalanced nature of the dataset can be observed in the concurrence plot in Fig. 4. This gives us the opportunity to explore the effects of self-supervised learning techniques on a class imbalanced multi-label classification task. The average number of frames in each clip is 30.4.

We also used the KneeMRI [33] dataset for external validation. The dataset consists of 917 12-bit grayscale volumes of either left or right knees. Each volume record was labelled according to the ligament condition: (1) healthy, (2) partially injured, or (3) completely ruptured. The dataset contains 706 healthy, 174 partially injured and 55 completely ruptured samples. We use the dataset in two types of tasks: (1) binary classification task with the healthy and the partially injured samples as the negative samples and the completely ruptured samples as the positive samples, as mentioned in [32], (2) imbalanced multi-class classification setting. The training, validation and test set splits used in the experiments are the same as [32].

B. Experiment on Pretext Task

1) Experimental Details: During training, the model was trained with frames chosen randomly according to a uniform distribution from MR videos. We optimized the categorical cross-entropy loss of the model using RMSProp optimizer with a learning rate of $10^{-4}$ and exponential decay of 0.95 every epoch. We used a batch size of 16 during both training and validation stages. However, during the validation stage, we did not use any augmentations to the input. The pretext model was trained on a NVIDIA Tesla T4 on Google Colab. The training was stopped when the validation accuracy plateaued.

2) Experimental Results: In this section, we present the experimental results of the proposed pretext model (Fig. 2) on the three different planes, namely, Sagittal, Coronal and Axial, present in the MRNet dataset. The results are shown in Table I.

C. Experiment on Downstream task

1) Experimental Details: In this paper, besides solving a multi-label classification task, we also aim to examine how useful are the representations learnt by the pretext model. To fulfill our objectives, the weights of the pretext model were frozen and only the classifier in the downstream model was trained.

The downstream model was trained on 16 GB NVIDIA P100 GPU. We also wish to understand the temporally correlated features in the MR video and how it affects the inference. Thus, we chose only 16 frames, which is almost half of the average frame length (30.4), randomly according to an uniform distribution from each clip for training the downstream model.

The downstream model with only 103 million parameters was trained by optimizing a weighted binary cross-entropy loss with a very low learning rate starting from $10^{-5}$ and decayed by 0.95 every epoch for a maximum of 20 epochs.
Fig. 3: Network model used for the downstream task. The figure is best visible in 200% scale.

TABLE I: Experimental Results on the pretext task on different planes of Magnetic Resonance clips

| Plane  | No. of parameters | No. of classes | Learning rate | Scale | Batch size | AWGN $(\mu, \sigma^2)$ | Epochs trained | Validation Accuracy |
|--------|------------------|----------------|---------------|-------|------------|-----------------------|-----------------|---------------------|
| Sagittal | 217.68 M         | 1000           | 0.95 / 1 epoch | 0.25  | 16         | $(0.0,0.01)$          | 25              | 88.39%              |
| Coronal | 217.68 M         | 1000           | 0.95 / 1 epoch | 0.25  | 16         | $(0.0,0.01)$          | 20              | 87.72%              |
| Axial   | 217.68 M         | 1000           | 0.95 / 1 epoch | 0.25  | 16         | $(0.0,0.01)$          | 10              | 92.29%              |

Fig. 4: Concurrence plot of the labels in the MRNet dataset showing the interactions between different labels.

The augmentations applied on the chosen frames are the same as those applied in the pretext experiments. For each plane in the dataset, we trained a different model. An ensemble of the three models was done using the weighted majority voting approach as described in Section III-B1 to obtain the final predictions.

2) Experimental Results: In this subsection, we present the results of our experiments on the 3 planes - Sagittal, Coronal and Axial of the MRNet dataset. We use both binary accuracy and AUC score as metrics for our model. In Table II, we present the results of the three downstream models and the ensemble of those models for each of the three classes- Abnormality, ACL Tear and Meniscus Tear on the validation set of the MRNet dataset. During evaluation on the validation set we chose the frames according to the sampling strategy described in Section III-B1. To analyse the efficiency and reliability of our method, we show the gradient class activation mappings [34] for the detection of all the three classes in Fig. 5. The salient regions in Fig. 5 are the regions where the pretext model gains maximum information, which are then fed to the ConvLSTM network in the downstream task.

The weights learnt in the pretext task serve as a good initiation point for the downstream model and result in good convergence if compared to supervised or other SOTA contrastive algorithms as shown in Sec. IV-E and IV-F. The results show that even though the distribution of the features was imbalanced during the pretext task, the downstream result does not show any bias towards any particular label. This is evident from the fact that we only trained the ConvLSTM part in the downstream task and froze the parameters of the feature extractor, which was trained on the imbalanced multi-label dataset MRNet without any measures for dealing with the imbalance. As the number of positive occurrences for abnormality exceeds that of the other two labels, the model is expected to learn features mostly from the majority label. Consequently, this should affect the performance on the downstream task. However, we can observe in Tables III and IV in Sec. IV-E that the performance of our model is at par with the supervised model.

D. External Validation

For both types of task for external validation, as mentioned in Sec. IV-A, we tested the capability of the proposed model
Table II: Evaluation results on validation set of MRNet dataset

| Class          | Plane | Accuracy (5%-95% CI) | Sensitivity (5%-95% CI) | Specificity (5%-95% CI) | AUC (5%-95% CI) |
|----------------|-------|-----------------------|-------------------------|-------------------------|----------------|
| Abnormality    |       |                       |                         |                         |                |
| Sagittal       | 0.883(0.869-0.896) | 0.968(0.956-0.979) | 0.555(0.500-0.606) | 0.901(0.883-0.918) |
| Coronal        | 0.860(0.843-0.875) | 0.957(0.944-0.969) | 0.474(0.423-0.529) | 0.847(0.819-0.873) |
| Axial          | 0.843(0.829-0.856) | 0.947(0.935-0.958) | 0.439(0.375-0.500) | 0.867(0.839-0.897) |
| Ensemble       | **0.874**(0.862-0.887) | 0.979(0.971-0.986) | 0.486(0.432-0.543) | **0.904**(0.880-0.916) |
| ACL Tear       |       |                       |                         |                         |                |
| Sagittal       | 0.740(0.720-0.758) | 0.630(0.597-0.665) | 0.833(0.807-0.862) | 0.848(0.828-0.867) |
| Coronal        | 0.715(0.695-0.738) | 0.793(0.758-0.822) | 0.649(0.613-0.682) | 0.813(0.791-0.828) |
| Axial          | 0.807(0.785-0.826) | 0.721(0.687-0.754) | 0.879(0.858-0.906) | 0.862(0.845-0.881) |
| Ensemble       | **0.800**(0.778-0.818) | 0.740(0.709-0.769) | 0.849(0.825-0.867) | **0.893**(0.878-0.909) |
| Meniscus Tear  |       |                       |                         |                         |                |
| Sagittal       | 0.653(0.630-0.675) | 0.731(0.697-0.764) | 0.587(0.555-0.620) | 0.740(0.715-0.764) |
| Coronal        | 0.717(0.698-0.736) | 0.981(0.972-0.993) | 0.517(0.484-0.551) | 0.803(0.781-0.825) |
| Axial          | 0.668(0.649-0.689) | 0.748(0.713-0.785) | 0.602(0.564-0.634) | 0.744(0.718-0.768) |
| Ensemble       | **0.725**(0.706-0.746) | 0.923(0.903-0.942) | 0.574(0.539-0.608) | **0.810**(0.784-0.826) |

Fig. 5: Gradient class activation mappings showing salient regions for different conditions in the Knee MR videos, obtained from the last Dimension Reduction block in the frozen pretext model of the downstream task.

to learn transferable features by comparing the performance in the downstream task, with the pretext encoder trained on the MRNet [32] and the KneeMRI [33] datasets. In the binary classification task setting, the downstream model trained with the pretext encoder that was trained on MRNet [32] dataset achieved an accuracy of 92.6% and an AUC score of 0.761 on the test split of the KneeMRI [33] dataset. When the downstream model was trained with the pretext encoder that was trained on KneeMRI [33] dataset, the downstream model achieved an accuracy of 90.4% and an AUC score of 0.741. The difference in performance can be attributed to the difference in the number of samples in the two datasets. As the number of samples in the MRNet [32] dataset is more than that in the KneeMRI [33] dataset, the pretext encoder learnt better features, which is reflected in the downstream performance. To deal with the imbalance in the number of samples for each binary label, we resorted to oversampling the minority class. In the imbalanced multi-class classification task setting, the downstream model trained with the pretext encoder that was trained on MRNet [32] and KneeMRI [33]...
datasets achieved an accuracy of 70.7% and 68.6% on the test split of the dataset, respectively.

E. Comparison with Supervised Algorithms

To compare our algorithm with supervised algorithms we replicated the MRNet [32] model and trained only on 16 frames chosen randomly from the clips according to a uniform distribution, like in our downstream experiments. The MRNet model was evaluated on frames chosen using the same sampling strategy mentioned in Section III-B1. We present the comparison results in Table III and Table IV.

We can see that using only 16 frames which almost half of the average number of frames per clip, the result of our proposed model SKID is comparable with the original MRNet [32] model.

| Method         | AUC scores |   |   |   |   |
|----------------|------------|--|--|--|--|
| MRNet [32]     | 0.944      | 0.915 | 0.822 | 0.894 |
| Ours           | 0.904      | 0.893 | 0.810 | 0.869 |
| Ours-NoBlocks  | 0.883      | 0.815 | 0.729 | 0.809 |

TABLE III: AUC Score Comparison with MRNet.

| Method         | Accuracy |   |   |   |   |
|----------------|----------|--|--|--|--|
| MRNet [32]     | 0.850    | 0.867 | 0.725 | 0.814 |
| Ours           | 0.874    | 0.800 | 0.725 | 0.7997 |
| Ours-NoBlocks  | 0.825    | 0.733 | 0.608 | 0.722 |

TABLE IV: Accuracy Comparison with MRNet.

F. Comparison with Contrastive Learning Algorithms

In this subsection, we attempt to compare our novel task-specific architecture to some of the state-of-the-art contrastive learning algorithms. One important point worthy to mention before proceeding further is that the experiments conducted using the contrastive learning algorithms were constrained by the availability of accelerator memory. The encoder in SimCLR [35] or MoCo-v2 [36] has similar structure as used in the experiments in PIRL [37] to account for the jigsaw transformation. Thus, the implementations of SimCLR [35] and MoCo-v2 [36] deviates only in terms of the encoder structure in our experiments. The originality of the PIRL [37] algorithm and encoder structure was preserved to the fullest. However, the size of the memory bank had to be reduced to 1024 because of memory constraint. Apart from these, no other experimental configuration was altered for the training of the encoders in the different contrastive learning algorithms. The primary transformation in the pretext experiments was Jigsaw transformation, similar to PIRL [37].

Furthermore, the downstream experiments were conducted with the same experimental configuration as our model, i.e., we used a ConvLSTM network to account for the temporal dimension in the data which took as input, the output from the last convolutional layer of the pretext model, discarding the projector MLP, if any. Also, the parameters in the pretext model were frozen. The above steps were taken to ensure a fair comparison. The focus has been given mainly on the jigsaw transformation as the novelty of our work lies in utilising this transformation to build a novel architecture for learning representations from the data and showing how our method performs better than the state-of-the-art algorithms when using this transformation.

The AUC and accuracy scores of the different state-of-the-art contrastive learning algorithm implementations as mentioned above, for the downstream task of multi-label classification of the MR videos into the labels - Abnormality, ACL Tear and Meniscus Tear, are presented in Table V and VI, respectively.

| Method       | AUC Scores |   |   |   |   |
|--------------|------------|--|--|--|--|
| PIRL [37]    | 0.653      | 0.655 | 0.590 | 0.633 |
| SimCLR [35]  | 0.676      | 0.691 | 0.663 | 0.677 |
| MocoV2 [36]  | 0.682      | 0.389 | 0.600 | 0.557 |
| Ours         | 0.904      | 0.893 | 0.810 | 0.869 |

TABLE V: AUC Score Comparison with Contrastive Learning algorithms.

| Method       | Accuracy  |   |   |   |   |
|--------------|-----------|--|--|--|--|
| PIRL [37]    | 0.750      | 0.600 | 0.567 | 0.639 |
| SimCLR [35]  | 0.742      | 0.625 | 0.592 | 0.653 |
| MocoV2 [36]  | 0.733      | 0.458 | 0.558 | 0.583 |
| Ours         | 0.874      | 0.800 | 0.725 | 0.7997 |

TABLE VI: Accuracy Score Comparison with Contrastive Learning algorithms.

V. SHORTCOMINGS OF GEOMETRIC TRANSFORMATION PREDICTION TASK

Visual biomedical data like ultrasound videos, magnetic resonance videos, X-Ray images are essentially grayscale images. The features of interest are only a few pixels wide. Besides, these features are also present only for a few frames in spatio-temporal biomedical data. Thus, to learn these features from biomedical data, it requires very intricate and fine-grained learning. In addition to the temporal prevalence of the features, the spatial distribution of the pixels play an important role in representation learning. As the frames in videos of biomedical data are grayscale, the boundary transition regions from high intensity pixels to low intensity pixels pose problems in feature learning.

In self-supervised learning methods like rotation prediction or geometric transformation prediction, the boundary pixels are relocated to new position leaving voids in their original
Fig. 6: Gradient class activation mappings of frames from 3 planes, showing the regions of interest in a Geometric Transformation Prediction task (2 instances from each plane are shown). (a) and (b), (c) and (d), and (e) and (f) belong to Sagittal, Coronal and Axial planes, respectively. The individual captions indicate the geometrical transformation applied to the frames.

locations. Because of this, the boundary pixels having higher intensity give rise to formation of some low level features. These features, e.g. blank areas, image boundaries, image corner points, etc. in the transformed MR video frames help the pretext model in optimizing the objective function without learning useful representations. Although geometric transformation prediction works well for natural images [18], [19], the behaviour was not the same in our experiments with MR data.

To support the above findings on Geometric Transformation Prediction, we modeled a classification task and chose the transformation from a finite set $G$, which can be expressed as a Cartesian product of four finite sets $R$, $T_x$, $T_y$ and $S$, i.e. $G = R \times T_x \times T_y \times S$ where $R = \{-15^\circ, 0, 15^\circ\}$, $T_x = \{-0.1L, 0, 0.1L\}$, $T_y = \{-0.1L, 0, 0.1L\}$ and $S = \{1, 1.2\}$. Here $R$, $T_x$, $T_y$ and $S$ denote the finite sets of angles of rotation in degrees, magnitude of translation along x-axis and y-axis in pixels and scale factors, respectively. $L$ denotes the dimension of each side of the frames. Total number of combinations of geometric transformations is 54. The pretext model used for testing the credibility of the geometric transformation prediction task, consisted of a pre-trained VGG Net with 54 outputs as we have used a combination of 54 transformations in total. The images in Fig. 6 show the gradient class activation mappings [34] on a few frames from each plane (Sagittal, Coronal and Axial) after a random transformation is applied. We can clearly see that the salient regions are mainly concentrated on void regions, boundary pixels or corners. Choosing the proper pretext task is the most important part and the results shown in Fig. 6 have greatly influenced in shaping our work.

In self-supervised learning, no ground truth is used for learning representations. In absence of ground truth data, the proposed self-supervised framework makes use of pseudo-labels created for the pretext task. The performance in the downstream task is a measure of the quality of the representations learnt in the pretext task. The learning process and the decision taken by the downstream model in the inference stage depend on the features extracted by the pretext model, as we already mentioned in Sec. IV-C1 that the pretext model was kept frozen in the downstream task. Thus, the gradient class activation mappings obtained from the last Dimension Reduction block of the pretext model is a direct reflection of the features extracted by the pretext model. In the gradient class activation mappings in Fig. 5, we can see that the regions of interest important taking the correct decision in inference. In Sec. V, we can observe from the Fig. 6, that the regions of interest are not aligned with any features of interest in the MR frames, which explains why the standalone geometric transformation prediction task failed to learn any meaningful representations. It can be observed that the regions of interest in the GradCAM [34] outputs are mostly edges, empty regions or corners, which are low level features. Thus the model utilises the boundary discontinuities to classify the
geometric transformations in the grayscale medical images. In other words, the model learns a shortcut path to obtain a global minimum in the loss landscape.

VI. ABLATION STUDIES

A. Ablation on Pretext Model Architecture

This section aims to compare the performance of the pretext model with different configurations. We obtained these configurations by setting different values of the hyper-parameters like scale, learning rate decay schedule, batch size, etc. This subsection helps to understand how we reached our final model by repeated experimentation and tuning. SKID-v1 was used as the first model from which we started upgrading the model. In both, SKID-v1 and SKID-v2, a different variant of the Skip block was used, where the number of filters in the first convolutional layer is half of the number of channels in its input. The number of output channels in Skip and Dimension Reduction blocks was also altered to get the different models. The details of the different variants of the architecture are given in the Table VII. The table shows the number of filters used in building the different architectures that we have experimented upon to obtain the final proposed model (SKID-v3).

Table VIII shows the results of the different models under different experimental setting on the pretext task. As we can see, the results improved as the number of parameters increased. A faster learning rate decay of 0.95 per epoch and a scale factor value of 0.25 proved to be optimal in our experiments. We also used Gaussian noise with mean 0.0 and variance 0.01 to make our model more robust. Moreover, increasing the batch size helped to achieve the convergence faster. The number of classes was increased from 500 to 1000 to train the pretext model to learn sparser features. In the downstream task, we used the model trained on 1000 classes as the learned representations are more generalized in nature. The justification for using the model trained with more number of classes in the pretext task has been justified by an ablation study in Sec. VI-C. As the number of chosen arrangements increases, the possibility of any one convolutional branch to learn only some specific patches decreases. This is mainly because the patches become uniformly distributed over the 9 branches, according to the law of large numbers.

However, the primary goal in self-supervised learning is to ensure that the pre-trained models provides a better initialization point for the downstream task. To justify our choice of using SKID-v3 for the downstream experiments, we present the results of the SKID-v1, SKID-v2 and SKID-v3 models in the downstream task of Knee injury classification using only the Sagittal plane MR data. From the illustrative comparative results presented in Fig. 7, we can see that the model SKID-v3 performed the best among all the three variations in terms of average AUC score. For this comparison, the models used in the comparison were trained for only 50 epochs and with a batch size of 16 in the pretext task to maintain consistency of experimental environment. We can infer that increasing the number of parameters of the self-supervised model improves performance on small scale medical datasets. As all the dataset classes are imbalanced as evident from Fig. 4, we used the AUC scores instead of accuracy for comparison.

B. Label Efficiency

The quality of the representations learnt by the pretext model can be evaluated by observing its performance in semi-supervised tasks. As the dataset contains only 1130 samples, sampling 1% data from it would only result in 11 samples in the training set. That is why we sample 10% and 50% of the training set to show the efficiency of our model. We follow the same experimental configuration as in the downstream task experiments, where we only train the classifier part and do not update the parameters in the feature extractor part.

In the Fig. 8.a, both the validation accuracy and validation AUC scores are plotted for 10%, 50% and 100% of the training data. It can be observed that, even with training on 10% of the training data, our model performs better than random prediction. Calculating the performance metrics on random predictions, we found the AUC scores for the classes Abnormality, ACL Tear and Meniscus Tear to be 0.5416 (0.5008-0.5769 5%-95% CI), 0.5955 (0.5697-0.6213 5%-95% CI) and 0.4478 (0.4168-0.4808 5%-95% CI), respectively. Similarly, the accuracy scores for those classes are 0.5312 (0.5025-0.5556 5%-95% CI), 0.5752 (0.5509-0.5981 5%-95% CI), 0.4683 (0.4443-0.4945 5%-95% CI), respectively.

C. Role of Chosen Number of Classes in the Pretext Task

The generalization capability of the pretext model is directly related to the number of jigsaw arrangements chosen during the training step. In Fig. 8.b, we can observe that the AUC scores of the individual classes and also the average accuracy...
### TABLE VII: Different Variants of the Pretext model

| SKID Model variant | Number of Filters in Convolutional Block | $1 \times 1$ Conv. layer | $1^{st}$ Skip block $1^{st}$ Conv. layer | Output | $1^{st}$ Dim. Red. Block Output | $2^{nd}$ Skip block $2^{nd}$ Conv. layer | Output | $2^{nd}$ Dim. Red. Block Output | No. of parameters |
|--------------------|------------------------------------------|--------------------------|------------------------------------------|--------|--------------------------------|--------------------------------|--------|--------------------------------|------------------|
| SKID-v1            | 256                                      | 1024                     | 512                                      | 1024   | 1024                          | 512                                      | 1024   | 4096                           | ≈ 109 M          |
| SKID-v2            | 256                                      | 1024                     | 512                                      | 1024   | 2048                          | 1024                                      | 2048   | 4096                           | ≈ 170 M          |
| SKID-v3 (Proposed) | 256                                      | 1024                     | 1024                                     | 1024   | 2048                          | 2048                                      | 2048   | 4096                           | ≈ 217 M          |

### TABLE VIII: Ablation study on the pretext task for Sagittal plane of Magnetic Resonance videos. †The reported pretext validation accuracy is obtained at the epoch with the lowest validation loss.

| Identifier | SKID Model | No. of parameters | No. of classes | Learning rate decay | Scale | Batch size | AWGN $(\mu, \sigma^2)$ | Epochs trained | Pretext Validation Accuracy † |
|------------|------------|-------------------|----------------|---------------------|-------|------------|---------------------|----------------|-----------------------------|
| v1.1       | SKID-v1    | 108.8 M           | 500            | 0.95/1 epoch        | 0.25  | 16         | -                   | 50             | 90.67%                      |
| v1.2       | SKID-v1    | 108.8 M           | 1000           | 0.95/1 epoch        | 0.25  | 16         | -                   | 50             | 85.31%                      |
| v2.1change | SKID-v2    | 169.9 M           | 500            | 0.95/1 epoch        | 0.25  | 16         | -                   | 50             | 89.53%                      |
| v2.2       | SKID-v2    | 169.9 M           | 500            | 0.95/1 epoch        | 0.25  | 16         | (0.0,0.01)         | 50             | 88.90%                      |
| v2.3       | SKID-v2    | 170.4 M           | 1000           | 0.95/1 epoch        | 0.25  | 16         | -                   | 50             | 85.83%                      |
| v2.4       | SKID-v2    | 170.4 M           | 1000           | 0.95/1 epoch        | 0.25  | 16         | (0.0,0.01)         | 50             | 85.57%                      |
| v3.1       | SKID-v3    | 217.1 M           | 500            | 0.95/1 epoch        | 0.25  | 16         | (0.0,0.01)         | 50             | 94.27%                      |
| v3.2       | SKID-v3 (Proposed) | 217.1 M | 1000 | 0.95/1 epoch | 0.25 | 16 | (0.0,0.01) | 50 | 88.27% |

Fig. 8: (a) Validation accuracy and AUC score of downstream models trained on 10%, 50% and 100% of the dataset, (b) Effect of number of classes on validation accuracy of pretext and downstream tasks, (c) Effect of augmentations on pretext and downstream tasks. For (a), (b) & (c), circle and asterisk symbols represent validation accuracy and AUC score, respectively. Different colors represent different cases.

in the downstream task increases as the number of classes increases, even though the validation accuracy in the pretext task decreases. With the increase in the number of classes, the pretext task becomes more and more difficult, and hence the accuracy in the pretext task decreases. But it leads to better generalized representation learning and thereby results in better performance in the downstream task.

### D. Effect of Augmentations

In this subsection, we show the effect of different augmentations used in the Pretext task on the performance in the Downstream task. Fig. 8.c shows the effects of the individual augmentations on the average downstream accuracy and AUC scores, as well as the performance on the individual classes. For the downstream experiments with the different pretext models trained with different augmentations, no augmentation was applied on the input samples. This helps in effectively
demonstrating the effect of different augmentations on the representation learnt by the pretext model. The quality of the representations is ultimately reflected in the downstream task performance.

E. ConvLSTM vs 3D CNN

For video classification tasks, the use of 3D CNN has been effective. We also know that to learn features from temporal data, Recurrent Neural Networks like Long-Short Term Memory (LSTM) serve as an effective tool. Combining convolutional operation in LSTM, we get Convolutional LSTM (ConvLSTM) [31]. We followed the same experimental configuration for both the models containing ConvLSTM and 3D-CNN [38]. The comparison results are provided in Table IX and X. It is evident that the ConvLSTM performs better in out experiments and this is the main reason behind preferring ConvLSTM over 3D CNN.

TABLE IX: Accuracy comparison between Downstream models with ConvLSTM and 3D CNN

| Method   | Abnormality | ACL Tear | Meniscus Tear | Average |
|----------|-------------|----------|---------------|---------|
| ConvLSTM | 0.874       | 0.800    | 0.725         | 0.7997  |
| 3D CNN   | 0.842       | 0.767    | 0.708         | 0.7723  |

TABLE X: AUC score comparison between Downstream models using ConvLSTM and 3D CNN

| Method   | Abnormality | ACL Tear | Meniscus Tear | Average |
|----------|-------------|----------|---------------|---------|
| ConvLSTM | 0.904       | 0.893    | 0.810         | 0.869   |
| 3D CNN   | 0.826       | 0.830    | 0.774         | 0.81    |

VII. CONCLUSION

We proposed SKID, a self-supervised deep learning method for learning spatial context-invariant representations from MR video frames. The objective of this work is to explore the possibilities that self-supervised learning provides in medical image analysis domain. The challenges associated with the pretext task are discussed and analyzed thoroughly in our paper. The experimental results presented in this paper show that the quality of the representations that the pretext models learn depend on the self-supervised learning approaches. In the downstream task we successfully implemented a multi-label class imbalanced problem without fine-tuning the features learnt in the pretext task. This explains the quality of the representations learnt by the novel pretext architecture proposed in this paper. Different ablation studies are also included in the paper to get better insights of the work. To the best of our knowledge, this is the first work of its kind in showing the effectiveness and reliability of self-supervised learning algorithm in class imbalanced multi-label classification task on MR data.
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