PRACTICAL SHIFT CHOICE IN THE SHIFT-AND-INVERT KRYLOV
SUBSPACE EVALUATIONS OF THE MATRIX EXPONENTIAL∗
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Abstract. We propose two methods to find a proper shift parameter in the shift-and-invert method for
computing matrix exponential matrix-vector products. These methods are useful in the case of matrix exponential
action has to be computed for a number of vectors. The first method is based on the zero-order optimization of the
mean residual norm for a given number of initial vectors. The second method processes the vectors one-by-one and
estimates, for each vector, the derivative of the residual norm as a function of the shift parameter. The estimated
derivative value is then used to update the shift value for the next vector. To demonstrate the performance of
the proposed methods we perform numerical experiments for two-dimensional non-stationary convection-diffusion
equation with discontinuous coefficients and two-dimensional anisotropic diffusion equation.
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1. Introduction. Computation of the matrix exponential actions on vectors for large and
sparse matrices is an important task occurring, e.g., in time integration of large dynamical
systems [2, 14, 15], network analysis [10, 3, 17], Markov chain modeling [30, 5, 36] and many
other problems. Rational Krylov subspace methods [18, 4, 13, 23] and, in particular, the shift-and
invert Krylov (SAI Krylov) subspace method [31, 38], form an efficient class of methods often used
for this purpose [28, 11, 12]. Fast convergence and robust behavior of rational Krylov methods
are paid by the necessity to solve linear systems at each Krylov step, sometimes with different
matrices. An attractive property of the SAI Krylov method is that a single pole is involved
and, hence, linear systems with just a single matrix have to be solved. More specifically, assume
A ∈ Rn×n is a large sparse matrix whose Hermitian part 1/2(A + AT) is positive semidefinite and
we are interested in computing

\[ y(t) = \exp(-tA)v \]  (1.1)

for given v ∈ Rn and t > 0. Regular Krylov subspace methods usually employ the Galerkin
projection of y = y(t) on the Krylov subspace

\[ K_k(A, v) = \text{span}(v, Av, A^2v, \ldots, A^{k-1}v). \]  (1.2)

The SAI Krylov method works instead with \( K_k((I + \gamma A)^{-1}, v) \), where, \((I + \gamma A)^{-1}\) is the shifted-and-inverted matrix and \( \gamma > 0 \) is a parameter, called a shift or pole, whose value has to be chosen
properly.

This study presents two methods to choose the shift parameter \( \gamma \) in the SAI Krylov method.
The presented methods are of practical interest if the matrix exponential action has to be com-
puted for a number of vectors. We assume that the initial vectors are in some sense similar, e.g.,
they belong to a certain subspace or have the same distribution (for instance, generated from the
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normal distribution with the same mean and covariance matrix). Examples of such setting are
time integration of reaction–diffusion systems [19], inverse problem modeling based on numerous
direct problem solutions [6], nuclear reactor optimization [37, 26].

Although both of the proposed methods to choose γ give a performance gain in the case of
multiple initial vectors v, each of them utilizes these vectors in its own way. In particular, the
first method, which we call “optimize-and-run”, employs a couple of the given initial vectors to
find a proper optimal shift parameter in a pre-processing manner. Hence, it requires that all
these vectors are available in advance. After this pre-processing stage one can use the determined
shift value to compute the matrix exponential actions on the other vectors from the initial vector
set. Obviously, the larger the initial vector set, the larger the gain obtained by this “optimize-
and-run” method.

The second method, which we call incremental, processes the initial vectors v one-by-one and,
hence, does not require the vectors be available beforehand. For each v, it computes derivative
estimate of the residual norm as a function of γ and updates γ accordingly. To compute the
derivative estimate we use a finite difference approximation and propose a specific modification
of the SAI Krylov method. The computational costs required for the estimate in this modified
version of the SAI Krylov method are moderate.

Both proposed methods require additional computations to find an optimum shift value.
Therefore, in the presented experiments we show how large these extra costs are and for how
many initial vectors they are paid off. As test problems, we consider time integration of a
convection-diffusion equation with piecewise constant coefficients and an anisotropic diffusion
equation. We test performance of the proposed methods for different mesh sizes and values of
t. A question then arises whether the additional costs for the optimization are paid off and for how
many initial vectors. We discuss this question in details.

1.1. Related work. The problem of the shift choice in the SAI Krylov subspace method
is considered in [18, 32, 24]. However, the methods presented in these papers find multiple
shifts for general rational Krylov method and do not address the shift choice in the SAI Krylov
method. In [31] the value 0.1t is used for the single shift. The choice of the single shift in the
SAI Krylov method is discussed in [38]. This study considers the approximation error of the
exponential by the restricted rational approximation, corresponding to the SAI Krylov method.
This approximation error depends on shift and, hence, provides an indication a shift value most
suitable to achieve a given tolerance. The best shift values for a range of tolerances are also
presented [38]. We compare the shifts obtained by the presented methods with numerical ap-
proximations from [38] and demonstrate the gain in the total CPU time.

2. Shift-and-invert Krylov subspace method (SAI Krylov). This section briefly
introduces the SAI Krylov method [31, 38], provides its pseudocode and implementation de-
tails. The regular Krylov method to compute matrix exponential produces an orthonormal basis
V_m = [v_1, \ldots, v_m] \in \mathbb{R}^{n \times m} of the m-th order Krylov subspace (1.2) and approximates matrix ex-
ponential in this subspace. The orthonormal basis is constructed by the Arnoldi process [35, 39]
that uses the Arnoldi relation

\begin{equation}
AV_m = V_{m+1}H_{m+1,m} = V_mH_{m,m} + v_{m+1}h_{m+1,m}e_1^T,
\end{equation}

where H_{m+1,m} \in \mathbb{R}^{(m+1) \times m} is upper-Hessenberg matrix, H_{m,m} is a matrix with the first m rows
of the matrix H_{m+1,m}, e_1 = [1, 0, \ldots, 0] \in \mathbb{R}^n is a column vector. Also, we use the fact that
the matrix exponential \exp(-tA) is a matrix polynomial in A [16]. Therefore, the following
approximation holds

\begin{equation}
y(t) = \exp(-tA)v = \exp(-tA)\beta V_m e_1 \approx V_m \exp(-tH_{m,m})\beta e_1 = y_m.
\end{equation}
where \( v_1 = v/\beta \) and \( \beta = \|v\|_2 \). The well-known fact about computing matrix exponential is that the small eigenvalues of the matrix \( A \) are typically more important than the large ones. However, regular Krylov subspace methods tend to detect the less important large eigenvalues first [35, 39], whereas its convergence with respect to the important small eigenvalues can be very slow. To address this issue, the SAI Krylov method was proposed. This method replaces the matrix \( A \) with the shifted-and-inverted matrix \((I + \gamma A)^{-1}\), where \( \gamma > 0 \) is a shift, and, hence, the orthonormal basis of the Krylov subspace is computed for this shifted-and-inverted matrix. Therefore, the SAI Krylov method better approximates the largest eigenvalues of the \((I + \gamma A)^{-1}\) which correspond to the smallest eigenvalues of the matrix \( A \).

According to the Arnoldi relation for the matrix \((I + \gamma A)^{-1}\):

\[
(I + \gamma A)^{-1}V_m = \hat{V}_{m+1}\hat{H}_{m+1,m} = \hat{V}_{m+1}\hat{h}_{m,m} + \hat{v}_{m+1}\hat{h}_{m+1,m}e_1^T,
\]
the SAI Krylov method builds the orthonormal basis \( \hat{V}_m \) and the upper-Hessenberg matrix \( \hat{H}_{m+1,m} \in \mathbb{R}^{(m+1) \times m} \). Other notations are the same as in (2.1). Since \( \hat{H}_{m,m} \) is a projection of \((I + \gamma A)^{-1}\), the matrix

\[
H_{m,m} = \frac{1}{\gamma}(\hat{H}_{m,m}^{-1} - I),
\]
should be an approximation to the matrix \( A \) and is used in the SAI Krylov method instead of the matrix \( \hat{H}_{m,m} \) in (2.2). Different stopping criteria for this process exist, for instance smallness of the residual norm [7]. Now all the basic ingredients of the SAI Krylov method are discussed and we summarize them in Algorithm 2.1.

Typically, if the Krylov subspace dimension is not too large, the most costly operations in the SAI Krylov method is multiplication of the matrix \((I + \gamma A)^{-1}\) by vectors. This is equivalent to solving the linear systems with a fixed matrix \( I + \gamma A \) and different right-hand sides. To perform the matrix–vector multiplications with \((I + \gamma A)^{-1}\) efficiently, one can carry out a sparse LU factorization of the matrix \( I + \gamma A \) and then use it to solve many linear systems. In our implementation of Algorithm 2.1 the sparse LU factorization is performed by the SuperLU library [27] wrapped in SciPy [20] with the default parameters. Also the matrix exponentials of the projected matrix from (2.3) are computed with the standard method from the SciPy library. This method is proposed in [1] and uses Padé approximation.

3. Optimization of the shift parameter. The proper choice of the shift \( \gamma \) reduces the number of Arnoldi iterations in the SAI Krylov method. In this section, we provide two methods to choose a proper value of \( \gamma \). Both of these methods are of practical interest if one has to solve problem (1.1) for a number of vectors \( v^{(i)} \), \( i = 1, \ldots, M \). In this case the additional costs for the optimization are paid off and a gain with respect to the SAI Krylov method with an non-optimized reasonable \( \gamma \) is achieved. The minimum number of vectors \( M_{\text{min}} \) required to get the gain in the total CPU time for the considered applications is estimated in section 4. The two methods are complementary to each other in the following sense. The first method is applicable if the set, which the vectors \( v^{(i)} \) belong to, is known beforehand. Examples of such sets are the set of vectors generated from the Gaussian distribution with a fixed covariance matrix and the set of random fields generated with the fixed covariance function. We further refer this method as “optimize-and-run”. The second method, which we call the incremental method, works in an “on fly” setting, i.e., the vectors \( v^{(i)} \), \( i = 1, \ldots, M \) do not have to be available beforehand and become available one by one. It may not be known how are they generated, though we assume that they come from the same set. In the following subsections, we describe the presented methods and discuss their pros and cons.
Algorithm 2.1 Shift-and-invert Krylov method to compute (1.1)

**Require:** Matrix $A$, shift parameter $\gamma$, vector $v \in \mathbb{R}^n$, time $t$, tolerance $\epsilon$, maximum number of iterations $k$

**Ensure:** Result vector $y_m$, residual norm $\|r\|_\infty$

1. Compute sparse $LU$ factorization of $I + \gamma A$
2. Initialize zero matrices $V \in \mathbb{R}^{n \times (k+1)}$ and $\hat{H} \in \mathbb{R}^{(k+1) \times k}$
3. $\beta = \|v\|_2$
4. $V_{\cdot,1} = v/\beta$, where $V_{\cdot,1}$ is the first column of the matrix $V$
5. for $i = 1, \ldots, k$ do
6. for $j = 1, \ldots, i$ do
7. $\hat{h}_{ij} = w^\top V_{\cdot,j}$
8. $w = w - \hat{h}_{ij} V_{\cdot,j}$
9. end for
10. $\hat{h}_{(i+1),i} = \|w\|_2$
11. Initialize zero vector $e \in \mathbb{R}^i$ and assign $e_1 = 1$
12. Initialize zero vector $d \in \mathbb{R}^i$ and assign $d_i = 1$
13. Compute inverse $\hat{H} = \hat{H}^{-1}_{1:i,1:i}$
14. $H = \frac{1}{2} (\hat{H} - I)$, where $I$ is the $i \times i$ identity matrix
15. $c = \|(I + \gamma A)w\|_2$
16. Create a vector $s = [t/3, 2t/3, t]$
17. Initialize zero vector $r \in \mathbb{R}^3$
18. for $j = 1, \ldots, 3$ do
19. $u = \exp(-s_j^\top \hat{H})e$
20. $r_j = \frac{c}{d} d^\top \hat{H} u$
21. end for
22. if $\|r\|_\infty < \epsilon$ then
23. break
24. end if
25. if $i = k$ then
26. print(“Number of iterations is exceeded!”)
27. end if
28. $V_{\cdot,(i+1)} = w/\hat{h}_{(i+1),i}$
29. end for
30. The dimension of the constructed Krylov subspace $m = i$
31. $y_m = \beta V_{\cdot,1:m} v$
32. return $y_m, \|r\|_\infty$

**Remark 3.1.** Since $\gamma$ usually depends on the time $t$, it is convenient for us to optimize

\[
\delta = \frac{\gamma}{t}
\]

instead of $\gamma$. We assume that an optimum value $\delta^*$ (corresponding to an optimum $\gamma^*$) lies in some search interval $[a, b]$. Since usually it is suggested to choose $\gamma$ in the range $[0.05t, 0.2t]$ (see [38]), in all the tests we take $a = 0.01$ and set $b$ to a reasonable known value taken from [38]. In the experiments section, the value of $b$ is reported for each test problem.
3.1. “Optimize-and-run” method. The idea of this method is related to the idea from the study [21]. In particular, a stochastic approach is presented to optimize preconditioners for the CG method. The key idea of this approach is the minimization of a certain objective function with respect to the preconditioner parameter. This objective function is the error norm after $K$ iterations of the preconditioned CG method averaged over some number of initial guess vectors. In present work, we propose a method to choose an optimal shift parameter $\gamma$ and minimize average of the residual norms for $\delta$ iterations of the preconditioned CG method averaged over some number of initial guess vectors. This objective function is the error norm after the CG method. The key idea of this approach is the minimization of a certain objective function in the current point. To compute objective function in the point $\delta$, we use Algorithm 2.1 with corresponding parameters $\gamma$, $t$, $\epsilon$ and according to the equation (3.1) use shift $\gamma = \delta t$. To solve problem (3.2), we choose Brent method [8], which combines inverse quadratic approximation of the objective function and bisection strategies. Its computational cost is discussed further.

Let $C_{LU}$ be the cost of the single sparse LU factorization and $C_A$ be the cost of Arnoldi iteration. In fact, the costs of one Arnoldi iteration grow with the iteration number and by $C_A$ we mean the average costs per iteration, so that the costs for $K$ Arnoldi iterations are $KC_A$. In our case, the most costly operation in every iteration of Brent method is computing objective function. At the same time, the most costly subroutines in computing objective function (see Algorithm 2.1) are single sparse LU factorization and $\min_{\delta \in [a,b]} \frac{1}{N} \sum_{i=1}^{N} \| r(\delta \mid A, x^{(i)}, K, \epsilon, t) \|_{\infty}$, where $\| r(\delta \mid A, x^{(i)}, K, \epsilon, t) \|_{\infty}$ is the residual norm after performing $K$ Arnoldi iterations of the SAI Krylov method, see Algorithm 2.1. We consider the residual norm as the function of $\delta$, and minimize average of the residual norms for $N$ trial vectors $x^{(1)}, \ldots, x^{(N)}$ with respect to $\delta$. According to our assumption, the feasible set of $\delta$ is the interval $[a, b]$. The other parameters like matrix $A$, time $t$, tolerance $\epsilon$ and number of Arnoldi iterations $K$ are fixed.

Since the target variable $\delta$ is scalar, a sufficiently good approximation of the minimum can be obtained by a zero-order optimization method [9]. Every iteration of such methods requires only the value of the objective function in the current point. To compute objective function in the point $\delta$, we use Algorithm 2.1 with corresponding parameters $A, t$, $x^{(i)}$, $\epsilon$ and according to the equation (3.1) use shift $\gamma = \delta t$. To solve problem (3.2), we choose Brent method [8], which combines inverse quadratic approximation of the objective function and bisection strategies. Its computational cost is discussed further.

Let $C_{LU}$ be the cost of the single sparse LU factorization and $C_A$ be the cost of Arnoldi iteration. In fact, the costs of one Arnoldi iteration grow with the iteration number and by $C_A$ we mean the average costs per iteration, so that the costs for $K$ Arnoldi iterations are $KC_A$. In our case, the most costly operation in every iteration of Brent method is computing objective function. At the same time, the most costly subroutines in computing objective function (see Algorithm 2.1) are single sparse LU factorization and $\min_{\delta \in [a,b]} \frac{1}{N} \sum_{i=1}^{N} \| r(\delta \mid A, x^{(i)}, K, \epsilon, t) \|_{\infty}$, where $\| r(\delta \mid A, x^{(i)}, K, \epsilon, t) \|_{\infty}$ is the residual norm after performing $K$ Arnoldi iterations of the SAI Krylov method, see Algorithm 2.1. We consider the residual norm as the function of $\delta$, and minimize average of the residual norms for $N$ trial vectors $x^{(1)}, \ldots, x^{(N)}$ with respect to $\delta$. According to our assumption, the feasible set of $\delta$ is the interval $[a, b]$. The other parameters like matrix $A$, time $t$, tolerance $\epsilon$ and number of Arnoldi iterations $K$ are fixed.

Since the target variable $\delta$ is scalar, a sufficiently good approximation of the minimum can be obtained by a zero-order optimization method [9]. Every iteration of such methods requires only the value of the objective function in the current point. To compute objective function in the point $\delta$, we use Algorithm 2.1 with corresponding parameters $A, t$, $x^{(i)}$, $\epsilon$ and according to the equation (3.1) use shift $\gamma = \delta t$. To solve problem (3.2), we choose Brent method [8], which combines inverse quadratic approximation of the objective function and bisection strategies. Its computational cost is discussed further.
shift $\hat{\gamma}$ and the left-hand side is the total cost of the “optimize-and-run” method including optimization stage. We can observe that $M_{\text{min}}$ is small if the two conditions hold:

1) the matrix $A$ has specific sparsity pattern that makes the costs for sparse LU factorization affordable

2) the optimum shift $\gamma^*$ leads to a significant reduction of the number of Arnoldi iterations.

Section 4 presents the test problems where these conditions hold.

At each iteration of the Brent method, one sparse LU factorization has to be computed. In section 4 the costs of the SAI Krylov method including the optimization stage (the “optimize-and-run” method) are compared with the costs of the non-optimized SAI Krylov method. In section 4 we also discuss why the additional costs required to find $\delta^*$ are moderate compared with the obtained gain. The other important parameter in optimization procedure is the number of Arnoldi iterations $K$. This parameter should be chosen as smallest as possible but beyond a convergence stagnation phase typically observed at first iterations. In particular, if $K$ is too small, optimization procedure can not find $\delta^*$ that provides a faster convergence, but if $K$ is too large, then optimization procedure becomes too costly. In section 4 we report the values of $K$ for the considered test problems and show how the choice of $K$ affects the optimization costs and obtained speed up. To highlight the main steps of the “optimize-and-run” method we list them in Algorithm 3.1.

Algorithm 3.1 “Optimize-and-run” method

1: Generate $N$ trial vectors or take $N$ given ones
2: Fix the number of iterations $K$ and tolerance $\epsilon$
3: Solve problem (3.2) with $N$ trial vectors and get optimal $\delta^*$
4: Use $\gamma^* = \delta^* t$ to compute (1.1) for any other vectors from the same set as the trial vectors from the line 1

3.2. Incremental method. Assume we apply the SAI Krylov method to the vector $v^{(i)}$ and use the shift $\gamma^{(i)}$. The main idea of the incremental approach is to update the shift parameter $\gamma^{(i)}$, while computing $\exp(-tA)v^{(i)}$, so that the updated shift $\gamma^{(i+1)}$ leads to a faster convergence of the SAI Krylov method for the next vector $v^{(i+1)}$. We expect that this method incrementally speed up convergence of the SAI Krylov method for every next vector. To update $\gamma^{(i)}$ we can estimate the derivative $r^{(i)} \gamma$ of the residual norm as a function of $\gamma^{(i)}$. This estimation requires additional costs which should be paid off with the obtained convergence speed up. In section 4 we provide total CPU time comparison and show for which number of vectors this method becomes attractive.

The incremental method gives a gain in the total CPU time for processing $M$ vectors with respect to the non-optimized SAI Krylov method if

$$MC_{LU} + (M - 1)C_{r_\gamma} + (\tilde{K}_1 + \ldots \tilde{K}_M)C_A < C_{LU} + M \bar{K},$$

where the left-hand side is the total costs of the incremental method and the right-hand side is the cost of the SAI Krylov method, $C_{r_\gamma}$ is the cost to estimate the derivative $r_\gamma$ and $\tilde{K}_i$ is the number of Arnoldi iterations to process the $i$-th vector by the incremental method. Since the shift parameter is non-constant, the number of Arnoldi iterations also varies with the vectors $v^{(i)}$.

Inequality (3.3) holds if a significant reduction of the number of Arnoldi iterations is obtained with the incremental updates.

To estimate $r^{(i)} \gamma$ we should have liked to use automatic differentiation tools, like PyTorch [34], Autograd [29], etc, but unfortunately these tools do not support necessary operations with sparse matrices, yet. Therefore, we use a finite difference approximation approach, where a sparse $LU$
factorization is computed only once to decrease additional costs. In fact, one preconditioned Richardson iteration is used to solve the SAI system for $\gamma + \Delta \gamma$, where the preconditioner is $I + \gamma A$ (lines 10–12 in Algorithm 3.2). According to [22], we use $\Delta \gamma = 10^{-7}$ to compute the finite difference approximation. A detailed description of the proposed modification of the SAI Krylov method that estimates derivative $r^{(i)}_\gamma$ is given as Algorithm 3.2.

Algorithm 3.2 Estimate derivative $r_\gamma$ of the residual norm

Require: Matrix $A$, shift parameter $\gamma$, vector $v \in \mathbb{R}^n$, time $t$, tolerance $\epsilon$, maximum number of iterations $k$

Ensure: Result vector $y_m$, derivative estimation $r_\gamma$

1: $\gamma' = \gamma + 10^{-7}$
2: Compute sparse $LU$ factorization of $I + \gamma A$
3: Initialize zero matrices $V, V' \in \mathbb{R}^{n \times (k+1)}$ and $H, H' \in \mathbb{R}^{(k+1) \times k}$
4: $\beta = \|v\|_2$
5: $V_{:,1} = v / \beta$, where $V_{:,1}$ is the first column of the matrix $V$
6: $V'_{:,1} = v / \beta$, where $V'_{:,1}$ is the first column of the matrix $V'$
7: for $i = 1, \ldots, k$ do
8: $w = (I + \gamma A)^{-1} V_{:,i}$, where the sparse $LU$ factorization of $I + \gamma A$ is used
9: $w' = (I + \gamma A)^{-1} V'_{:,i}$, where the sparse $LU$ factorization of $I + \gamma A$ is used
10: $\bar{r} = V'_{:,i} - (w' + \gamma A w')$
11: $w' = w' + (I + \gamma A)^{-1} \bar{r}$
12: for $j = 1, \ldots, i$ do
13: $h_{ij} = w^T V_{:,j}$ and $\hat{h}_{ij} = w'^T V'_{:,j}$
14: $w = w - h_{ij} V_{:,j}$ and $w' = w' - \hat{h}_{ij} V'_{:,j}$
15: end for
16: $h_{(i+1),i} = \|w\|_2$ and $\hat{h}_{(i+1),i} = \|w'\|_2$
17: Initialize zero vector $e \in \mathbb{R}^i$ and assign $e_1 = 1$
18: Initialize zero vector $d \in \mathbb{R}^i$ and assign $d_1 = 1$
19: Compute inverses $H = H^{-1}_{1:i,1:i}$ and $H' = H'^{-1}_{1:i,1:i}$
20: $H = \frac{1}{i} \begin{pmatrix} H & I \end{pmatrix}$ and $H' = \frac{1}{i} \begin{pmatrix} H' & I \end{pmatrix}$, where $I$ is the $i \times i$ identity matrix
21: $c = ||(I + \gamma A)w||_2$ and $c' = ||(I + \gamma A)w||_2$
22: Create a vector $s = [t/3, 2t/3, t]
23: Initialize zero vector $r \in \mathbb{R}^3$ and $r' \in \mathbb{R}^3$
24: for $j = 1, \ldots, 3$ do
25: $u = \exp(-s_j H) e$ and $u' = \exp(-s_j H') e$
26: $r_j = \frac{u}{r} d^T H u$ and $r'_j = \frac{u'}{r'} d^T H' u$
27: end for
28: if $\|r\|_\infty < \epsilon$ then
29: $r_\gamma = \frac{\|r'\|_{\infty} - \|r\|_{\infty}}{\gamma - \gamma}$
30: break
31: end if
32: $V_{:,i+1} = w / h_{(i+1),i}$ and $V'_{:,i+1} = w' / \hat{h}_{(i+1),i}$
33: end for
34: The dimension of the constructed Krylov subspace $m = i$
35: $y_m = \beta V_{:,1:m} v$
36: return $y_m$, $r_\gamma$
According to Remark 3.1 we optimize $\delta = \frac{\gamma}{2}$ instead of $\gamma$. Therefore, instead of updating $\gamma^{(i)}$ we update $\delta^{(i)}$ and use $\gamma^{(i+1)} = \delta^{(i+1)} t$ for the processing the $(i+1)$-th vector $v^{(i+1)}$. To update $\delta^{(i)}$, we propose Algorithm 3.3 consisting of the following steps: take the midpoint $\delta^{(i)}$ of the given interval $[\delta_l^{(i)}, \delta_u^{(i)}]$, estimate $r_\gamma^{(i)}$ at point $\gamma^{(i)} = \delta^{(i)} t$, update the search interval taking into account the sign of $r_\gamma^{(i)}$ and compute $\delta^{(i+1)}$ as the midpoint of the updated interval. For the first vector $v^{(1)}$ we use the same search interval as in the “optimize-and-run” method (3.2): $\delta_l^{(1)} = a$, $\delta_u^{(1)} = b$. Also, if the difference between two sequential $\delta$ is less in modulus than $10^{-5}$, the incremental method stops updating $\delta$. This stopping rule reduces the number of sparse $LU$ factorizations and, consequently, the total CPU time. So, we have two stages in the incremental method. At the first stage the method processes initial vectors and updates $\delta$ according to Algorithm 3.3 until it has converged to some value which we denote $\tilde{\delta}$. At the second stage the SAI Krylov method runs with the constant shift $\tilde{\gamma} = \tilde{\delta} t$ for the remaining initial vectors without derivative estimation.

**Algorithm 3.3 Update $\delta$**

**Require:** Matrix $A$, left and right bounds of the search interval $\delta_l^{(i)}$ and $\delta_u^{(i)}$, time $t$, tolerance $\epsilon$, maximum number of iterations $k$, initial vector $v^{(1)}$

**Ensure:** Updated left and right bounds of the search interval $\delta_l^{(i+1)}$ and $\delta_u^{(i+1)}$

1. $\delta^{(i)} = \frac{\delta_l^{(i)} + \delta_u^{(i)}}{2}$
2. Compute $r_\gamma^{(i)}$ with Algorithm 3.2 using $\gamma^{(i)} = \delta^{(i)} t$, $A$, $t$, $\epsilon$, $v^{(i)}$ and $k$
3. **if** $r_\gamma^{(i)} > 0$ **then**
4. \hspace{1em} $\delta_u^{(i+1)} = \delta^{(i)}$
5. \hspace{1em} $\delta_l^{(i+1)} = \delta^{(i)}$
6. **else**
7. \hspace{1em} $\delta_l^{(i+1)} = \delta^{(i)}$
8. \hspace{1em} $\delta_u^{(i+1)} = \delta^{(i)}$
9. **end if**
10. **return** $\delta_l^{(i+1)}$, $\delta_u^{(i+1)}$

The main steps of the incremental method are listed below.
1. Take the $i$-th vector $v^{(i)}$. If $i = 1$, then $\delta_l^{(1)} = a$, $\delta_u^{(1)} = b$, else use $\delta_l^{(i)}$ and $\delta_u^{(i)}$ coming from the processing of the $(i-1)$-th vector $v^{(i-1)}$
2. Compute $\delta^{(i)} = \frac{\delta_l^{(i)} + \delta_u^{(i)}}{2}$ and $\gamma^{(i)} = \delta^{(i)} t$
3. Solve problem (1.1) with Algorithm 3.2 and get $r_\gamma^{(i)}$
4. Update $\delta_l^{(i)}$ and $\delta_u^{(i)}$ with lines 3 – 9 of Algorithm 3.3
5. **if** $|\delta_l^{(i)} - \delta_u^{(i)}| \leq 10^{-5}$, **then** stop updating $\delta$ and use $\delta = \delta^{(i)}$ for remaining initial vectors.

**4. Numerical experiments.** In this section, we test the two proposed methods for choosing the shift in the SAI Krylov method. The SAI Krylov methods with incorporated strategies to choose a proper shift value adaptively are compared against the SAI Krylov method run with a fixed, a priori chosen reasonable shift value. To demonstrate the performance of the proposed methods, we consider a non-stationary convection-diffusion equations with piecewise constant coefficients and a non-stationary anisotropic diffusion equation. Standard finite difference discretizations of the spatial differential operators in both cases give matrices $A$, whose Hermitian
part $\frac{1}{2}(A + A^T)$ is positive definite. The source code can be found at GitHub\(^1\).

### 4.1. Non-stationary convection-diffusion equation with piecewise constant coefficients

The first problem of interest is time integration of non-stationary convection-diffusion equation with piecewise constant coefficients. This initial-boundary value problem reads

\begin{equation}
\frac{\partial u}{\partial t} = (D_1 u_x)_x + (D_2 u_y)_y + \frac{\text{Pe}}{2} (v_1 u_x + v_2 u_y) + (v_1 u)_x + (v_2 u)_y, \\
u(x, y, 0) = u_0, \quad u|_{\partial \Omega} = 0 \quad (x, y) \in \Omega = [0, 1] \times [0, 1]
\end{equation}

where the subscripts \( \cdot_x, \cdot_y \) denote the partial derivatives with respect to \( x \) and \( y \), \( u_0 = u_0(x, y) \) is an initial state and \( \text{Pe} \) is the Péclet number. We set \( \text{Pe} = 1000 \) and functions \( v_1(x, y) = x + y \) and \( v_2(x, y) = x - y \) in all experiments. The coefficients \( D_{1,2} \) are discontinuous:

\[
D_1 = \begin{cases} 
1000, & (x, y) \in \left[ \frac{1}{4}, \frac{3}{4} \right] \times \left[ \frac{1}{4}, \frac{3}{4} \right], \\
0.1, & \text{otherwise}.
\end{cases}
\]

\( D_2 = \frac{1}{2} D_1 \).

The matrix \( A \) is obtained by the standard second order central finite difference approximation, so that the diffusion and convection terms contribute to the symmetric and skew-symmetric parts of \( A \), respectively [25]. Let \( n \) be the number of points in both spatial dimensions, then the matrix \( A \) is of size \( n^2 \times n^2 \).

To test the proposed methods, we solve the problem (4.1) for different initial states generated from the multivariate normal distribution \( \mathcal{N} (\mu, \Sigma) \), where the mean \( \mu \) is a random point from \( \Omega \) and the covariance matrix \( \Sigma = 0.05 \mathbf{I} \), where \( \mathbf{I} \) is the \( 2 \times 2 \) identity matrix. Therefore, to generate every initial vector \( v^{(i)}, i = 1, \ldots, M \) we use some random point from \( \Omega \) as \( \mu \) and the fixed covariance matrix \( \Sigma \). In experiments we use \( M = 20 \) initial vectors. The tolerance in the SAI Krylov method for this test problem is \( \epsilon = 10^{-6} \).

According to [38], the shift \( \gamma = \delta t = 0.1 t \) is close to the optimal shift for the chosen tolerance \( \epsilon = 10^{-6} \). Therefore, we compare the performance of the SAI Krylov method with the two adaptive ways to choose the shift and the SAI Krylov method with a priori fixed shift \( \gamma = 0.1 t \).

Also we assume that the optimal \( \delta^* \) lies in the interval \([0.01, 0.1]\). Therefore, we set \( a = 0.01 \) and \( b = 0.1 \) in both proposed methods.

#### 4.1.1. “Optimize-and-run” method

In this section we present the comparison of the optimum shift \( \gamma^* = \delta^* t \) given by the “optimize-and-run” method with the a priori chosen shift \( \gamma = \delta t = 0.1 t \). We demonstrate that the “optimize-and-run” method gives the shift \( \gamma^* = \delta^* t \) that provides a smaller total CPU time of the SAI Krylov method than the a priori chosen shift \( \gamma = 0.1 t \). The total CPU time consists of processing initial vectors and the time spent for optimization. It turns out that a small number of initial vectors is already enough to gain in the total CPU time. We now consider costs of optimization stage in more details and then discuss obtained results.

**Optimization cost analysis.** To minimize optimization costs, we use the only one trial initial vector, so \( N = 1 \). To be sure that such a choice of \( N \) does not affect the optimum \( \delta^* \), we study the effect of the different trial initial states used in the optimization stage. This study shows that even if the optimum \( \delta^* \) varies for different trial initial states, the number of iterations \( K^* \) obtained for corresponding \( \delta^* \) is almost the same. Therefore, we conclude that using a single initial vector in the optimization stage is meaningful. Tolerance of Brent method is set to \( 10^{-5} \) and, therefore, we show only 5 digits of \( \delta^* \) in the plots below.

In Tables 1 and 2 we provide the total number of sparse \( LU \) factorizations and the total number of Arnoldi iterations that are performed during the optimization stage. Also, in Tables 1

\(^1\)https://github.com/amkatrutsa/shift4sai_krylov
and the number of iterations of the SAI Krylov method $K$ to compute the objective function in (3.2) is given. If the total number of $LU$ factorizations is $s$, then the total number of Arnoldi iterations is $NKs$, but since we use a single trial vector, it equals $Ks$. Note that the larger $t$, the larger number of iterations $K$ is required to compute the objective function in (3.2). Below we show how the number of iterations $K$ affects the value of $\delta^* \gamma$ and obtained gain. For $n = 300$ and large $t$ experiments are quite time consuming, therefore we present the results only for moderate times $t = 10^{-4}$ and $t = 2 \cdot 10^{-4}$.

Table 1: Costs of the “optimize-and-run” method to find a proper shift value $\gamma^* = \delta^* t$ for $n = 200$, $A \in \mathbb{R}^{n^2 \times n^2}$, problem (4.1)

|                  | $t = 10^{-4}$ | $t = 4 \cdot 10^{-4}$ |
|------------------|---------------|------------------------|
| Total number of sparse $LU$ factorizations, $s$ | 17            | 12                     |
| Number of Arnoldi iterations for every initial vector, $K$ | 25            | 70                     |
| Total number of Arnoldi iterations                  | $17 \cdot 25$ | $12 \cdot 70$         |

Table 2: Costs of the “optimize-and-run” method to find a proper shift value $\gamma^* = \delta^* t$ for $n = 300$, $A \in \mathbb{R}^{n^2 \times n^2}$, problem (4.1)

|                  | $t = 10^{-4}$ | $t = 2 \cdot 10^{-4}$ |
|------------------|---------------|------------------------|
| Total number of sparse $LU$ factorizations, $s$ | 9             | 18                     |
| Number of Arnoldi iterations for every initial vector, $K$ | 50            | 100                    |
| Total number of Arnoldi iterations                  | $9 \cdot 50$  | $18 \cdot 100$        |

Performance comparison. To show the gain given by the “optimize-and-run” method, we report an average number of Arnoldi iterations per initial state and the total CPU time in seconds. Table 3 shows that the found shift $\gamma^* = \delta^* t$ leads to a significant reduction of the average number of Arnoldi iterations compared with the shift $\bar{\gamma} = 0.1t$. These average numbers of Arnoldi iterations are almost equal to the $K^*$ and $\bar{K}$, respectively. The following observation explains such a big difference between $K^*$ and $\bar{K}$. The piecewise constant coefficients $D_1$ and $D_2$ lead to a stiffness in the matrix $A$. There is a large discrepancy in the magnitude of the eigenvalues of $A$ caused by the stiffness. Hence, the ability of Krylov subspace methods to adapt to the discrete character of the spectrum leads to a strong dependence of the number of Arnoldi iterations on the shift. Thus, using an optimum shift $\gamma^*$ can significantly reduce the number of Arnoldi iterations.

Now, consider the cost $C_{LU}$ of one sparse $LU$ factorization. Since matrix $A$ comes from discretization of (4.1), it has a specific sparsity pattern. This sparsity leads to a low cost of sparse $LU$ factorization of the matrix $I + \gamma A$. Therefore, according to our complexity analysis of the “optimize-and-run” method presented in subsection 3.1, we can expect that this method, including optimization, is more efficient than running the SAI Krylov method with a reasonable nonoptimal shift value.

To demonstrate that the “optimize-and-run” method is indeed faster, we provide plots with the total CPU time comparison. Figure 1 displays how the cumulative CPU time of the SAI Krylov method depends on the number of initial vectors. The solid lines correspond to the SAI Krylov method with a priori fixed shift $\bar{\gamma} = 0.1t$. The dashed lines correspond to the SAI
Table 3: Average number of Arnoldi iterations over 20 initial vectors to achieve tolerance $10^{-6}$, matrix $A \in \mathbb{R}^{n^2 \times n^2}$, problem (4.1)

| $n$ = 200, $t = 10^{-4}$ | $\delta = 0.1$ | $\delta^*$ |
|--------------------------|----------------|-----------|
|                          | 88.4           | 48.5      |
| $n = 200, t = 4 \cdot 10^{-4}$ | 292.05        | 93.45     |
| $n = 300, t = 10^{-4}$     | 237.75         | 100.6     |
| $n = 300, t = 2 \cdot 10^{-4}$ | 517.7          | 150.75    |

Krylov method with the optimum shift $\gamma^*$ provided by the “optimize-and-run” method. Note that the starting point of every dashed line is the time required to find $\gamma^*$ for considered $n$ and $t$, whereas the solid lines start at the origin. These plots demonstrate that the optimum shift $\gamma^* = \delta^* t$ provided by the “optimize-and-run” method speeds up the convergence of the SAI Krylov method so that the additional costs required to find $\delta^*$ are paid off. Moreover, we get a gain in the total CPU time already for 4 initial vectors, i.e., $M_{\text{min}} \approx 4$ for this particular problem. Figure 1 proves our assumption that the costs to find optimum shift $\gamma^* = \delta^* t$ are paid off by the convergence speed up of the SAI Krylov method. Also, note that the larger $n$ and $t$, the smaller number of initial vectors are necessary to get a gain in the total CPU time. Hence, the “optimize-and-run” method is particularly efficient for the fine meshes.

**Effect of $K$ on the total CPU time gain.** As we mentioned above, one of the parameters of the “optimize-and-run” method is the number of Arnoldi iterations $K$ used to compute the residual norm for every trial vector (3.2). In subsection 3.1 we discuss how $K$ affects the optimization costs, and here we illustrate this numerically. We consider the case $n = 200, t = 4 \cdot 10^{-4}$ and show the results for four values of $K$: 10, 50, 70, 90. For every $K$ we solve problem (3.2) and get a corresponding $\delta^*$. Then, we measure the total CPU time of processing the initial vectors for every $\delta^*$. Figure 2 presents the comparison of the total CPU time for different $K$. This comparison indicates that for larger $K$ we get higher pre-processing costs, but asymptotically faster convergence for a large number of initial vectors. For example, if $K = 10$, then the optimization costs are negligibly small, but the convergence of the SAI Krylov method is not much faster than for a non-optimized shift $\gamma = 0.1 t$. Such behavior indicates that the objective function in (3.2) for small $K = 10$ does not properly reflect the convergence of the SAI Krylov method yet. Hence, the corresponding $\delta^*$ does not guarantee a fast convergence. At the same time, $K = 90$ requires the highest optimization costs, but the gain is almost the same as for $K = 70$. This example illustrates the importance of a proper choice of $K$ and a trade-off between optimization costs, obtained convergence speed up and the number of initial vectors to be processed.

**4.1.2. Incremental method.** To test the incremental method, we use the same experimental setting as for the “optimize-and-run” approach. Figure 3 compares the CPU times of the SAI Krylov method with the constant shift $\gamma = 0.1 t$ and with the shift values produced by the incremental method. The same initial vectors are used as in the experiments with the “optimize-and-run” method. Since the incremental method continuously updates the shift value, we do not provide the shift value in the plot. Figure 3 demonstrates that we get a significant gain in the CPU time. Also, the larger $n$ and $t$, the more significant gain we get. Thus, the costs for shift optimization are paid off and optimized shift values provide sufficient reduction of Arnoldi iteration numbers.
Fig. 1: Comparison of the total CPU time of the SAI Krylov method with an optimal shift $\gamma^* = \delta^* t$, where $\delta^*$ is determined by the “optimize-and-run” method (dashed line) and the SAI Krylov method with a reasonable non-optimized shift $\bar{\gamma} = 0.1 t$ (solid line), problem (4.1). Dashed line starts from the time required to solve (3.2) and find $\delta^*$.

4.2. Non-stationary anisotropic diffusion equation. The second problem we consider is a non-stationary anisotropic diffusion equation. This equation with homogeneous Dirichlet boundary conditions and initial conditions is written as

$$
\frac{\partial u}{\partial t} = -\div(Q^\top \Lambda Q \grad u) \quad (x, y) \in \Omega = [-1, 1] \times [-1, 1]
$$

$$
u(x, y, 0) = u_0, \quad u|_{\partial \Omega} = 0,
$$

where $Q = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}$ is a rotation matrix and $\Lambda = \begin{bmatrix} 1 & 0 \\ 0 & \lambda \end{bmatrix}$ is a matrix representing anisotropy. To get the matrix $A$ corresponding to the discretization of the right-hand side, we use the second-order finite difference method implemented in the PyAMG library [33]. We consider a highly anisotropic case $\lambda = 5000$ and $\theta = \pi/4$. Note that the matrix $A$ is now symmetric, in contrast to the problem discussed in subsection 4.1. Thus, we demonstrate the performance of the proposed methods in another setting. Since the proposed methods are of
interest in the case of multiple initial vectors, we generate 300 initial vectors $v^{(i)}$, $i = 1, \ldots, 300$ from the multivariate Gaussian distribution with the same parameters as in subsection 4.1. The tolerance of the SAI Krylov method is $10^{-8}$. According to [38], a reasonable shift value for this tolerance is $\delta = 0.07t$. Therefore, $\delta = 0.07$, and the search interval in both proposed optimization methods is set to $[0.01, 0.07]$.

4.2.1. “Optimize-and-run” method. In this section performance of the “optimize-and-run” method is compared for problem (4.2) with the SAI Krylov method run with reasonable shift $\gamma^* = \delta^* t$, where $\delta^*$ determined by the “optimize-and-run” method for different $K$ (different marker lines) and with the non-optimized shift $\bar{\gamma} = 0.1t$ (solid line), problem (4.1). Matrix $A \in \mathbb{R}^{n^2 \times n^2}$, where $n = 200$, and time $t = 4 \cdot 10^{-4}$.

Fig. 2: Comparison of the total CPU time of the SAI Krylov method with an optimal shift $\gamma^* = \delta^* t$, where $\delta^*$ determined by the “optimize-and-run” method for different $K$ (different marker lines) and with the non-optimized shift $\bar{\gamma} = 0.1t$ (solid line), problem (4.1). Matrix $A \in \mathbb{R}^{n^2 \times n^2}$, where $n = 200$, and time $t = 4 \cdot 10^{-4}$.

Optimization cost analysis. In this section we provide the same optimization cost analysis for the second test problem. Tables 4 and 5 provide the total number of sparse $LU$ factorizations, number of Arnoldi iterations $K$ to evaluate the objective function in (3.2) and the total number of Arnoldi iterations required to find an optimal value $\delta^*$ for $n = 128$ and $n = 256$, respectively. These tables show that the number of sparse $LU$ factorizations and Arnoldi iterations are moderate. Therefore, the optimization costs can be paid off by the obtained convergence speed up. Also, we note that the larger $n$ does not require the larger number of sparse $LU$ factorizations $s$ or number of Arnoldi iterations $K$ to evaluate the objective function in (3.2). This is expected because the SAI Krylov method should, in principle, exhibit a mesh independent convergence. In experiments we use $K = 20$ and $s \approx 16$ for $n = 128$ and $n = 256$.

Performance comparison. Now we show that the “optimize-and-run” method provides a better shift value for the SAI Krylov method than an a priori chosen reasonable shift value $\bar{\gamma}$. To do so, we measure the average number of Arnoldi iterations per initial vector and total CPU time to process the all initial vectors. Table 6 presents the average number of Arnoldi iterations in the
SAI Krylov method with these shift values. As we see, the optimum shift $\gamma^* = \delta^* t$ indeed leads to a reduction in the average number of Arnoldi iterations. This indicates that asymptotically, for a growing number of initial vectors, we get a gain in the total CPU time, too. The minimum number of initial vectors $M_{\text{min}}$ to observe this gain is provided in the next paragraph. However, the observed gain for this problem is much smaller than we get for the problem (4.1), cf. Table 3. It means that the dependence of the number of Arnoldi iterations on the value shift is not so strong as it is in the problem (4.1). A possible explanation of this weak dependence is that the

### Table 4: Costs of the “optimize-and-run” method to find a proper shift value $\gamma^* = \delta^* t$ for $n = 128$, $A \in \mathbb{R}^{n^2 \times n^2}$, problem (4.2)

|             | $t = 0.1$ | $t = 0.5$ |
|-------------|-----------|-----------|
| Total number of sparse LU factorizations, $s$ | 17 | 18 |
| Number of Arnoldi iterations for every initial vector, $K$ | 20 | 20 |
| Total number of Arnoldi iterations | $17 \cdot 20$ | $18 \cdot 20$ |
Table 5: Costs of the “optimize-and-run” method to find a proper shift value $\gamma^* = \delta^* t$ for $n = 256$, $A \in \mathbb{R}^{n^2 \times n^2}$, problem (4.2)

| Total number of sparse LU factorizations, $s$ | $t = 0.1$ | $t = 0.5$ |
|-----------------------------------------------|-----------|-----------|
| Number of Arnoldi iterations for every initial vector, $K$ | 15 | 17 |
| Total number of Arnoldi iterations | $15 \cdot 20$ | $17 \cdot 20$ |

problem is symmetric in contrast to the problem (4.1).

Table 6: Average number of Arnoldi iterations over 300 initial vectors to achieve tolerance $10^{-8}$, matrix $A \in \mathbb{R}^{n^2 \times n^2}$, problem (4.2)

| $\delta$ = 0.07 | $\delta^*$ |
|------------------|------------|
| $n = 128, t = 0.1$ | 30.72 | 28.15 |
| $n = 128, t = 0.5$ | 30.96 | 28.18 |
| $n = 256, t = 0.1$ | 30.44 | 26.99 |
| $n = 256, t = 0.5$ | 30.63 | 27.32 |

Figure 4 shows the total CPU time of the SAI Krylov method with the considered shifts. The optimum shift $\gamma^*$ given by the “optimize-and-run” method provides a faster processing of the initial vectors in all considered experimental settings. Thus, the optimization costs are paid off. Also, from this plot, we see that the approximate minimum number of initial vectors $M_{\text{min}}$ to get a gain in the total CPU time varies from 170 to 210. This value of $M_{\text{min}}$ is much bigger than for the problem (4.1). This agrees well with the observation on the average number of Arnoldi iterations reduction, see Table 6.

4.2.2. Incremental method. In this section, we test the incremental method for the considered anisotropic diffusion equation (4.2). Figure 5 presents the performance of the SAI Krylov method with the incremental shift tuning and with a constant shift $\gamma = 0.07 t$. This plot shows the dependence of the total CPU time of the SAI Krylov method on the number of initial vectors. Figures 5c and 5d demonstrate that the incremental shift tuning leads to faster processing of 300 or more initial vectors than the constant shift $\gamma = 0.07 t$. Similarly to subsection 4.1.2, the larger the number of initial vectors, the more significant gain we get. At the same time, Figure 5a shows that, for setting $n = 128$ and $t = 0.1$, the incremental shift tuning leads to a processing speed for more than 400 initial vectors. For the setting $n = 128$ and $t = 0.5$, Figure 5b, the incremental shift tuning does not give a convergence speed up of the SAI Krylov method. The dashed and solid lines are parallel, and therefore we do not get even an asymptotic gain. A possible explanation of this result is that the derivative estimation for given first initial states is not accurate enough.

5. Conclusions. In this paper, we consider the problem of a proper choice of the shift in the SAI Krylov method for computing matrix-vector products with the matrix exponential. To choose the shift, we propose the “optimize-and-run” method and the incremental method. These methods prove to be useful if the products with the matrix exponential have to be computed for a number of vectors. In the experiments, these initial vectors are taken to be random with normally distributed entries. The methods are complementary to each other in the sense that they handle
these vectors differently. In particular, the “optimize-and-run” method is designed for the case where many vectors are available in advance and we can use or generate them to perform the optimization stage. The optimization stage requires a few trial vectors, but we observe that only one trial vector is enough to get a sufficiently good optimal shift in the considered types of problems. The optimal shift found at optimization stage is then used in processing the other vectors. In contrast, the incremental method does not require that all the initial vectors are available beforehand and can process the vectors one by one. To demonstrate the performance of the proposed methods we consider two test problems. The non-symmetric matrix exponential action on some initial vectors is computed in the first test problem and the symmetric matrix exponential action in the second one. In both test problems, the proposed methods give a gain in the total CPU time compared to the SAI Krylov method run with a reasonable shift value. It turns out that in some cases the additional costs in both methods are paid off already for a quite moderate number of initial vectors (for instance, for 3 or 4 vectors). These conclusions hold provided all the initial vectors belong to a set of random vectors with normally distributed

Fig. 4: Comparison of the total CPU time of the SAI Krylov method with an optimal shift $\gamma^* = \delta^* t$, where $\delta^*$ is determined by the “optimize-and-run” method (dashed line) and the SAI Krylov method with a reasonable non-optimized shift $\gamma = 0.07 t$ (solid line), problem (4.2). Dashed line starts from the time required to solve (3.2) and find $\delta^*$. 

(a) $n = 128, t = 0.1$  
(b) $n = 128, t = 0.5$  
(c) $n = 256, t = 0.1$  
(d) $n = 256, t = 0.5$
Fig. 5: Total CPU time comparison of the SAI Krylov method used incremental tuning of the shift (dashed line) and the SAI Krylov method used constant shift $\bar{\gamma} = 0.07t$ (solid line), problem (4.2)

entries. Thus, both proposed methods for a proper shift choice require moderate additional costs and produce shift values which provide a faster convergence of the SAI Krylov method than other reasonable shift values.
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