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Abstract. We derive lower bounds for the essential spectrum of the
Hodge-Laplacian on geometrically finite orbifolds and their suborbifolds.
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1. INTRODUCTION

The essential spectrum of the Hodge-Laplacian on differential forms on
Riemannian manifolds depends on the geometric structure of the manifolds
at infinity. Geometrically finite manifolds are complete Riemannian mani-
folds with pinched negative sectional curvature and restrictions on their geo-
metric structure at infinity. It is therefore interesting to investigate the influ-
ence of these restrictions on the essential spectrum of the Hodge-Laplacian.
This has been undertaken in several instances, partly only for the Laplacian
on functions, see e.g. [7, 15, 18, 19]. Since our methods allow for it, we study
the Hodge-Laplacian on differential forms on geometrically finite orbifolds.

Let $O$ be a complete and connected Riemannian orbifold with sectional
curvature $-b^2 \leq K_O \leq -a^2$. Then $O$ is a quotient $\Gamma \backslash X$, where $X$ is a simply
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connected and complete Riemannian manifold and $\Gamma$ a properly discontinuous group of isometries of $X$. For such an $O$, let $\Omega$ be the complement of the limit set $\Lambda$ of $\Gamma$ in the ideal boundary $X_\i$ of $X$. Following Bowditch [6], we say that $O$ and $\Gamma$ are geometrically finite if $\Gamma \setminus (X \cup \Omega)$ has at most finitely many ends and each end of $\Gamma \setminus (X \cup \Omega)$ is parabolic (see Section 4 for details). A hyperbolic surface is geometrically finite if and only if it is of finite type. However, the end structure of a geometrically finite orbifold is, in general, much more complicated than that of surfaces of finite type.

Assume from now on that $O$ is a geometrically finite orbifold of dimension $m$, and let $F \to O$ be a flat Riemannian vector bundle. For $k \geq 0$, let $\Delta_k^F$ be the Hodge-Laplacian on $\Lambda^kO \otimes F$, and denote by $\lambda_k(O, F)$ and $\lambda^{\text{ess}}_k(O, F)$ the bottom of the spectrum and the essential spectrum of the closure $\bar{\Delta}_k^F$ of $\Delta_k^F$ on $C^\infty_c(\Lambda^kO \otimes F)$. Recall that $\lambda^{\text{ess}}_k(O, F) > 0$ if and only if $\bar{\Delta}_k^F$ is a Fredholm operator.

**Theorem A.** If $(m - k - 1)a - kb > 0$, then

$$\lambda^{\text{ess}}_k(O, F), \lambda^{\text{ess}}_{m-k}(O, F) \geq \frac{1}{4}((m - k - 1)a - kb)^2.$$  

Theorem A refines [10, Theorem 3.2] in the case considered there, namely $O = X$, and generalizes [2, Theorem B], where manifolds $M = \Gamma \setminus X$ of finite volume are discussed. By [2, Example 5.5], the estimate is sharp.

We say that a Riemannian orbifold $O$ is hyperbolic if it can be written as a quotient $\Gamma \setminus X$, where $X$ is one of the hyperbolic spaces $H^\ell_F$ with $F \in \{\mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{O}\}$, endowed with its canonical Riemannian metric, which is unique if normalized such that the maximum of its sectional curvature equals $-1$. Then $m = \dim X = \ell d$, where $d = \dim \mathbb{R} F$, and $h_X = (\ell + 1)d - 2$ is equal to the asymptotic volume growth of $X$, frequently referred to as the volume entropy of $X$.

**Theorem B.** Suppose that $O$ is a geometrically finite quotient of $H^\ell_F$. Let

$$d_k = \begin{cases} (\ell + 1)d - 2 - 4k & \text{for } 0 \leq k \leq d - 1, \\ (\ell - 1)d - 2k & \text{for } k \geq d - 1, \end{cases}$$  

and suppose that $d_k > 0$. Then $\lambda^{\text{ess}}_k(O, F), \lambda^{\text{ess}}_{m-k}(O, F) \geq d_k^2/4$.

If $\ell \geq 3$, we have $d_k > 0$ for $k < (\ell - 1)d/2 = (m - d)/2$. For $\ell = 2$ and $F \in \{\mathbb{R}, \mathbb{C}\}$, only $d_0 > 0$. For $\ell = 2$ and $F = \mathbb{H}$, $d_k > 0$ for $0 \leq k \leq 2$. For $F = \mathbb{O}$, we have $\ell = 2$ and $d_k > 0$ for $0 \leq k \leq 5$.

Clearly, if $\Omega \neq \emptyset$, any neighborhood of infinity of $O = \Gamma \setminus H^\ell_F$ contains balls which are isometric to a ball of radius $r$ in $H^\ell_F$, for any $r > 0$. Since the pullback of $F$ to $H^\ell_F$ is a trivial flat bundle, it follows that the essential spectrum of $\Delta_k^F$ contains the spectrum of $\Delta_k$ on $H^\ell_F$. On the other hand, the contribution of any parabolic end of $O$ to the essential spectrum of $\Delta_k^F$ is contained in the spectrum of $\Delta_k$ on $H^\ell_F$, by [22, Theorem 1.1]. There are two extreme cases: If $O$ has no parabolic end, then $O$ is convex cocompact. If $\Omega = \emptyset$, then $\text{vol} O < \infty$ by Bowditch’s (F5), and then (neighborhoods of) the ends of $O$ are cusps, that is, quotients of horoballs $B$ by parabolic subgroups of $\Gamma$ which act cocompactly on the horospheres $\partial B$. Cusps are the easiest type of parabolic ends.
In several cases, there are better estimates in the literature than the ones in Theorem B. For geometrically finite real hyperbolic manifolds, Mazzeo and Phillips [19, Theorem 1.11] calculate the essential spectrum of $\Delta_k$. Moreover, Bunke and Olbrich determine in [7] the spectral decomposition for the Hodge-Laplacian on convex cocompact hyperbolic orbifolds.

Carron and Pedon [8, Theorem B] obtain a lower bound for $\lambda_k(M)$ for hyperbolic manifolds $M = \Gamma \backslash H^k_\ell$, which are not necessarily geometrically finite, but for which the critical exponent of $\Gamma$ is at most half the volume growth of $H^k_\ell$. In the case $F \neq \mathbb{R}$, their estimate is sharper than our lower bound for $\lambda^{\text{ess}}_0(M)$.

Our approach also extends to suborbifolds, provided their second fundamental form satisfies appropriate restrictions. We consider properly immersed suborbifolds $P \hookrightarrow O$ of dimension $n$ together with flat Riemannian vector bundles $F \to P$. A result that is easy to state without further preparation is as follows.

**Theorem C.** If $P$ is a properly immersed minimal suborbifold of a geometrically finite real hyperbolic orbifold and $\text{dim}_\mathbb{R} P = n$, then

$$\lambda^{\text{ess}}_0(P, F), \lambda^{\text{ess}}_n(P, F) \geq \frac{(n - 1)^2}{4}.$$

If $P$ is a properly immersed complex suborbifold of a geometrically finite complex hyperbolic orbifold or a properly immersed quaternion-Kähler suborbifold of a geometrically finite quaternion hyperbolic orbifold and $\text{dim}_\mathbb{R} P = n$, then

$$\lambda^{\text{ess}}_0(P, F), \lambda^{\text{ess}}_n(P, F) \geq \frac{n^2}{4}.$$

Theorems A – C are consequences of a refined version of an inequality of Donnelly and Xavier [10, Theorem 2.2] and our

**Theorem D** (Main result). For any geometrically finite orbifold $O$ of dimension $m$ with sectional curvature $-b^2 \leq K_O \leq -a^2 < 0$ and any $\varepsilon > 0$, there are a compact subset $C \subseteq O$ and a vector field $V$ on $O \setminus C$, which is locally Lipschitz with $|V| = 1 \pm \varepsilon$, such that, on a subset $R \subseteq O \setminus C$ of full measure, the covariant derivative $\nabla V|_x$ exists and its symmetric part has an eigenvalue in $(-\varepsilon, \varepsilon)$ of multiplicity one with eigenline $\varepsilon$-close to $V_x$ and the other eigenvalues in $(a - \varepsilon, b + \varepsilon)$, for all $x \in R$. Moreover, if $O = \Gamma \backslash H^k_\ell$ is hyperbolic, then

$$\|\nabla V - |R(\cdot, V)V|^{1/2}\|_{L,\infty} < \varepsilon.$$

In the convex cocompact case, the vector field $V$ may be taken to be the gradient field of the distance function to a convex core of $O$. Along cusps, we use the gradient field of the associated Busemann function, at least close to infinity. In general, $V$ arises as a combination of gradient fields of distance functions.
1.1. Structure of the article. In Section 2, we collect some results on distance functions to convex sets in Riemannian manifolds. Most of this is known, but we provide some arguments in places where it seems appropriate. For later convenience, we also prove Theorem D in two simple cases. In Section 3, we derive a refined version of an inequality of Donnelly-Xavier and discuss some applications in a geometrically simple situation. In Section 4, we extract from [6] a short exposition of the structure of geometrically finite orbifolds. In Section 5, we prove Theorem D. The proof of Theorems A – C is contained in the short Section 6. In Appendix A, we discuss the symmetry of second derivatives of $C^{1,1}$-functions, an issue, for which we do not know a suitable reference.

2. Distance to convex subsets

Let $C$ be a closed and convex subset of a complete and connected orbifold $O$. For the convenience of the reader, we collect some results about the distance function to $C$. Two references for this material are [21, 24].

For simplicity, we assume throughout that the sectional curvature of $O$ is non-positive. Then $O = \Gamma \backslash X$, where $X$ is a simply connected and complete Riemannian manifold of non-positive sectional curvature and $\Gamma$ a properly discontinuous group of isometries of $X$. We also assume throughout that the preimage $\tilde{C}$ of $C$ in $X$ is connected. Then $\tilde{C}$ is closed and convex in $X$. A typical example is the case, where the sectional curvature of $O$ is negatively pinched and $C$ is the convex core of $O$.

For each $x \in O \setminus C$, there is a unique geodesic $c_x : [0, 1] \to O$ from $x$ to $C$ such that $\pi(x) = c_x(1) \in C$ satisfies
\[
d(x,C) = d(x,\pi(x)).
\]

We call $\pi : O \to C$ the (nearest point) projection to $C$ and let $f : O \to \mathbb{R}$ be the distance function to $C$, $f(x) = d(x,C)$. Then $f$ is convex and admits Lipschitz constant one.

Now $f(c_x(t)) = r(1-t)$ for all $0 \leq t \leq 1$, where $r = f(x)$. Since $f$ admits Lipschitz constant one, the first variation therefore implies that
\[
f(c(s)) - f(x) = \langle V(x), \dot{c}(0) \rangle s + o(s),
\]
for any geodesic $c$ from $x$ and sufficiently small $s$, where
\[
V(x) = \frac{-1}{r} \dot{c}_x(0) = \frac{-1}{\|\dot{c}_x(0)\|} \dot{c}_x(0).
\]

By uniqueness, $\dot{c}_x(0)$ depends continuously on $x$, and hence $f$ is $C^1$ on $O \setminus C$ with gradient $\nabla f = V$.

Lemma 2.3. For $C \subseteq O = \Gamma \backslash X$ as above, we have:

1. the projection $\pi$ admits Lipschitz constant one;
2. the distance function $f$ is $C^{1,1}$ on $O \setminus C$ and twice differentiable exactly at the points of $O \setminus C$ at which $\pi$ is differentiable;
3. the sublevels $C_r = \{ f \leq r \}$ of $f$ are convex for all $r > 0$.

Proof. (1) Because the preimage of $C$ in $X$ is connected, we may assume that $O = X$. For $x, y \in O \setminus C$ with $\pi(x) \neq \pi(y)$, we have
\[
\angle_{\pi(x)}(x,\pi(y)), \angle_{\pi(y)}(y,\pi(x)) \geq \pi/2.
\]
Therefore \( d(x, y) \geq d(\pi(x), \pi(y)) \) by a standard comparison argument. The remaining cases follow by analogous arguments.

(2) The map \( \Phi: TX \to X \times X, \Phi(v) = (\text{foot}(v), \exp(v)) \), is a diffeomorphism. Since

\[
(2.4) \quad \nabla f(x) = -\frac{1}{|\Phi^{-1}(x, \pi(x))|} \Phi^{-1}(x, \pi(x))
\]

for any \( x \in O \setminus C \) and \( \pi \) is Lipschitz continuous, we conclude that \( \nabla f \) is \( C^{0,1} \) on \( O \setminus C \). Moreover, (2.4) also implies that \( f \) is twice differentiable exactly at the points of \( O \setminus C \) at which \( \pi \) is differentiable.

(3) follows immediately from the convexity of \( f \). \qed

Corollary 2.5. The function \( f^2/2 \) is \( C^{1,1} \) on \( O \) with \( \nabla (f^2/2)|_x = -\dot{c}_x(0) \).

Lemma 2.6. Let \( V = V(s) \) be a curve of tangent vectors on \( O \) which is differentiable at \( s = 0 \). For all \( s \), let \( \gamma_s \) be the geodesic with initial velocity \( V(s) \). Then \( J(t) = \partial \gamma_s(t)/\partial s|_{s=0} \) exists for all \( t \in \mathbb{R} \), and \( J \) is the Jacobi field along \( \gamma_0 \) such that

\[
J' = \frac{\nabla \partial \gamma}{\partial t \partial s} \bigg|_{s=0} = \frac{\nabla \partial \gamma}{\partial s \partial t} \bigg|_{s=0}.
\]

The point of this lemma is that, in the usual setup, the curve \( V \) is assumed to be smooth. Then \( \nabla \partial \gamma / \partial s \partial t = \nabla \partial \gamma / \partial t \partial s \), and the assertion of Lemma 2.6 follows easily. Here we assume less, and a little extra thought is needed. Recall to that end that the pair \((u, \nabla_u V)\) identifies \( V'(0) \in T_vTO \), where \( v = V(0) \).

Proof. Let \( \pi: TO \to O \) be the projection to the foot point and \( (F_t) \) be the geodesic flow of \( O \). Then \( \gamma_s(t) = \pi(F_t(V(s))) \) and hence

\[
\frac{\partial \gamma_s(t)}{\partial s} \bigg|_{s=0} = \pi_*(F_t)(V'(0)).
\]

Hence we may replace \( V \) by a smooth curve with the same derivative at \( s = 0 \) to get that \( J(t) \) exists for all \( t \in \mathbb{R} \) and that it is equal to the asserted Jacobi field. \qed

Let \( x \in O \setminus C \) be a point, where the second derivative \( \nabla^2 f \) exists and is symmetric. Let \( c \) be the unit speed geodesic from \( \pi(x) \) through \( x = c(r) \), where \( r = f(x) \). For \( u \in T_x O \), let \( J_u \) be the Jacobi field along \( c \) with

\[
J_u(r) = u \quad \text{and} \quad J'_u(r) = \nabla_u \nabla f.
\]

Corollary 2.7. For all \( t > 0 \), \( \nabla^2 f \) exists at \( c(t) \) and is symmetric; in fact,

\[
\nabla^2 f(J_u(t), J_v(t)) = \langle J_u(t), J'_u(t) \rangle.
\]

Furthermore, \( \pi_*(J_u(t)) = J_u(0) \).

We also write \( J(t)u = J_u(t) \). Then \( J(t): T_xO \to T_{c(t)}O \) is an isomorphism, for all \( t > 0 \). Furthermore, the covariant derivative of \( \nabla f \) satisfies

\[
(2.8) \quad S(t) := \nabla \nabla f|_{c(t)} = J'(t)J(t)^{-1},
\]
we discuss \( S \) and \( \mathcal{C}_t \), identifying the various \( \dot{c}(t)^\perp \) with \( \dot{c}(0)^\perp \) via parallel translation along \( c \). By [12, p. 212], \( S \) has the asymptotic behaviour
\[
S(t) = \frac{1}{t} P + Q(t) \quad \text{as} \quad t \to 0,
\]
where \( P \) is an orthogonal projection on \( \dot{c}(0)^\perp \) and \( Q \) extends continuously to \( t = 0 \), such that \( \text{im} P \subseteq \ker Q(0) \). In terms of \( S \), the space of Jacobi fields along \( c \) which we consider is given by the initial conditions
\[
J_0(v) = (1 - P)v, \quad J'_0 = Pv + Qv,
\]
where \( v \in \dot{c}(0)^\perp \). By the convexity of \( C \), we have \( Q(0) \geq 0 \).

\textbf{Lemma 2.12.} In the above situation,
\begin{enumerate}
\item if the sectional curvature of \( O \) satisfies \( K \leq -a^2 < 0 \), then
  \[ \nabla^2 f|_x \geq a \tanh(ar) \quad \text{on} \quad \nabla f(x)^\perp; \]
\item if the sectional curvature of \( O \) satisfies \( -b^2 \leq K \leq 0 \), then
  \[ \nabla^2 f|_x \leq b \coth(br) \quad \text{on} \quad \nabla f(x)^\perp. \]
\end{enumerate}

\textbf{Proof.} Let \( S_a \) and \( S_b \) be solutions of the Riccati equation along unit speed geodesics \( c_a \) and \( c_b \) in the real hyperbolic spaces of dimension \( m = \dim O \) and constant sectional curvature \(-a^2\) and \(-b^2\), respectively, which have the same asymptotic initial conditions at \( t = 0 \) as \( S \) with respect to some orthonormal identification
\[ \dot{c}_a(0)^\perp \cong \dot{c}(0)^\perp \cong \dot{c}_b(0)^\perp. \]

With respect to an orthonormal basis \((v_i)\) of \( \dot{c}(0)^\perp \) such that \( v_1, \ldots, v_k \) span \( \ker P \) and are eigenvectors of \( Q \) with corresponding eigenvalue \( \kappa_1, \ldots, \kappa_k \) and \( v_{k+1}, \ldots, v_m \) span \( \text{im} P \), we have
\[
S_a(t)v_i = a^{\sinh(at) + \kappa_i \cosh(at)/a} v_i \quad \text{for} \quad i \leq k,
\]
and similarly for \( S_b \), substituting \( b \) for \( a \). Since \( Q(0) \geq 0 \), we have \( \kappa_i \geq 0 \). In particular, \( S_a \) and \( S_b \) are defined for all \( t > 0 \). By [12, Theorem], we have
\[ S(t) \geq S_a(t) \quad \text{respectively} \quad S(t) \leq S_b(t) \]
for all \( t > 0 \). This yields the asserted estimates. \( \square \)

\textbf{Corollary 2.13.} If \( f \) is a Busemann function and
\begin{enumerate}
\item the sectional curvature of \( O \) satisfies \( K \leq -a^2 < 0 \), then
  \[ \nabla^2 f|_x \geq a \quad \text{on} \quad \nabla f(x)^\perp; \]
\item the sectional curvature of \( O \) satisfies \( -b^2 \leq K \leq 0 \), then
  \[ \nabla^2 f|_x \leq b \quad \text{on} \quad \nabla f(x)^\perp. \]
\end{enumerate}
Proof. Up to an additive constant, $f$ is the distance function to the horoball $f^{-1}(-\infty, t]$, for any $t$ close to $-\infty$. Hence given $x$, the $r$ in Lemma 2.12 can be made arbitrarily large by choosing $t$ sufficiently close to $-\infty$. \qed

In the case where $O$ is a quotient of a hyperbolic space $H = H_{\mathbb{F}}^2$, $m = \ell \dim_{\mathbb{R}} \mathbb{F}$ and $-4 \leq K_H \leq -1$, there is a parallel orthogonal decomposition $\dot{c} = E_1 \oplus E_2$ into eigenspaces of $R_c$, where $E_2$ is of dimension $\dim_{\mathbb{R}} \mathbb{F} - 1$, such that $R_c v = -v$ for $v \in E_1$ and $R_c v = -4v$ for all $v \in E_2$. After identifying the various $\dot{c}(t)^\perp$ with $E = \dot{c}(0)^\perp$ via parallel translation, the Riccati equation (2.9) becomes

\begin{equation}
S' = A^2 - S^2,
\end{equation}

where $A = |R_c|^{1/2}$ is a constant symmetric endomorphism of $E$. We will now discuss (2.14) for a symmetric endomorphisms $A$ of a Euclidean vector space $E$ such that

\begin{equation}
0 < a \leq A \leq b.
\end{equation}

In the geometric setting, this corresponds to bounds $-b^2 \leq K \leq -a^2 < 0$ on the sectional curvature.

**Lemma 2.16.** Let $S$ be solution of (2.14) on $(0, t_+)$ with maximal $t_+$ and asymptotic development (2.10) for $t \to 0$, where $Q \geq 0$. Then $t_+ = \infty$. Moreover, for any $\varepsilon > 0$, there is a $t_\varepsilon > 0$, which only depends on $a$ and $b$, such that

$$
\|S(t) - A\| < e^{-\varepsilon(t-t_\varepsilon)} \text{ for all } t > t_\varepsilon.
$$

**Proof of Lemma 2.16.** By [12, Theorem], we have

$$
a \tanh(at) \leq S(t) \leq b \coth(bt)
$$

for all $0 < t < t_+$. Since the space of symmetric endomorphisms of $E$ with given lower and upper bounds is compact, we conclude that $S(t)$ cannot escape to infinity as $t \to t_+$ and hence that $t_+ = \infty$.

Let $v \in E$ be a unit vector. Then

$$
\langle (S - A)v, v' \rangle = \langle S'(v), v \rangle = \langle (A^2 - S^2)v, v \rangle = -\langle (S - A)v, (A + S)v \rangle.
$$

Now choose $t_0 > 0$ such that $\tanh(at_0) \geq 1 - \varepsilon/a$, and let $t \geq t_0$. Suppose that $v$ is a unit vector such that $\langle (S(t) - A)v, v \rangle$ is minimal or maximal. Then

$$
(S(t) - A)v = \langle (S(t) - A)v, v \rangle
$$

and therefore

$$
\langle (S - A)v, v' \rangle(t) = -\langle (S(t) - A)v, v \rangle(t, (S(t) + A)v).
$$

Hence if $\max_v \langle (S(t) - A)v, v \rangle > 0$ and $v$ is a corresponding eigenvector, we have

$$
\langle (S - A)v, v' \rangle(t) \leq -(2a - \varepsilon)\langle (S(t) - A)v, v \rangle < 0.
$$

On the other hand, if $\min_v \langle (S(t) - A)v, v \rangle < 0$ and $v$ is a corresponding eigenvector, then

$$
\langle (S - A)v, v' \rangle(t) \geq -(2a - \varepsilon)\langle (S(t) - A)v, v \rangle > 0.
$$
Hence the smooth function $s = s(t,v) = \langle (S(t) - A)v,v \rangle$ on $(0,\infty) \times S_E$, where $S_E$ denotes the unit sphere of $E$, has the property that

$$s'(t,v) \leq -(2a - \varepsilon)s(t,v) \quad \text{and} \quad s'(t,v) \geq (2a - \varepsilon)s(t,v)$$

for any $t > 0$ and $v \in S_E$ where

$$s(t,v)(t) = \max_v s(t,v) > 0 \quad \text{and} \quad s(t,v)(t) = \min_v s(t,v) < 0,$$

respectively. It follows easily that the Lipschitz functions

$$s_+(t) = \max_v \{s(t,v),0\} \quad \text{and} \quad s_-(t) = \max_v \{-s(t,v),0\}$$

satisfy

$$s_\pm(t) \leq e^{-(2a-\varepsilon)(t-t_0)}s_\pm(t_0)$$

for all $t > t_0$. Since $s_+(t_0)$ and $s_-(t_0)$ are bounded in terms of $a$ and $b$, this yields the asserted inequality with an appropriately chosen $t_\varepsilon$. $\Box$

**Corollary 2.17.** If $f$ is a Busemann function on $H^\ell_\Gamma$, then

$$\nabla^2 f = |R(\cdot, \nabla f)\nabla f|^{1/2}.$$

**Proof.** The right hand side corresponds to $A$ in (2.14) and (2.15), where $a = 1$ and $b = 2$. Furthermore, up to an additive constant, $f$ is the distance function to the horoball $f^{-1}(-\infty,s)$, for any $s \in \mathbb{R}$. Given any $x \in H^\ell_\Gamma$ and $\delta > 0$, choose $\varepsilon > 0$ and then $t > t_\varepsilon$ as in Lemma 2.16 such that $e^{-(2a-\varepsilon)(t-t_\varepsilon)} < \delta$. With $s = f(x) - t$, we get

$$\|\nabla^2 f|_x - |R(\cdot, \nabla f|_x)\nabla f|_x|^{1/2}\| < \delta,$$

by Lemma 2.16. Since this holds for any $x$ and $\delta > 0$, the claim follows. $\Box$

**Proof of Theorem D in two simple cases.** There are two cases, in which Theorem D is an immediate application of the above results. Assume first that the limit set $\Lambda \subseteq X$, of $\Gamma$ is empty or, equivalently, that $\Gamma$ is finite. Then $\Gamma$ fixes a point $x \in X$ and, therefore, the distance function to $x$ is $\Gamma$-invariant and descends to a function $f$ on $O = \Gamma \setminus X$. The gradient field $V = \nabla f$ then satisfies the assertions of Theorem D, by Lemmas 2.12 and 2.16.

In a second case, assume that $\Lambda$ consists of exactly one point $x \in X$. Then $\Gamma$ fixes $x$ and, hence, $\Gamma$ leaves Busemann functions centered at $x$ invariant. Therefore, they descend to functions on $O$. By Corollaries 2.13 and 2.17, their gradient field satisfies the assertions of Theorem D. $\Box$

### 3. Vector fields and Hodge-Laplacian

In this section, we obtain extensions of an inequality of Donnelly and Xavier [10], including previous improvements of their inequality in [17, 2]. In the beginning, we follow [2, Section 5].

Let $O$ be a Riemannian orbifold and $V$ be a bounded vector field of class $C^{0,1}$ on $O$. Then the covariant derivative $\nabla V$ exists almost everywhere.

The field of quadratic forms $Q_V(X) = \langle \nabla_X V, X \rangle$ only depends on the symmetric part $A$ of $\nabla V$. Let $\alpha_1, \ldots, \alpha_m$ be the eigenvalues of $A$. By the variational characterization of eigenvalues of symmetric endomorphisms, the sums of the $k$ smallest and $k$ largest $\alpha_i = \alpha_i(x)$ depend continuously on $x \in O$, for any $1 \leq k \leq m$. 

Let $F \to O$ be a Riemannian vector bundle with a metric connection and $\sigma$ be a smooth section of $\Lambda^k O \otimes F$, that is, a smooth $k$-form on $O$ with values in $F$. Define a vector field $X$ by the property that
\begin{equation}
\langle X, Y \rangle = \langle i_Y \sigma, i_Y \sigma \rangle
\end{equation}
for any vector field $Y$. Then the discussion on [2, p. 621] gives that
\begin{equation}
\text{div } X + \langle d\sigma, V^\flat \wedge \sigma \rangle + \langle i_{V^\sigma} d^* \sigma \rangle = \langle \nabla_V \sigma, \sigma \rangle + \sum_i \langle i_{A_{X_i}} \sigma, i_{X_i} \sigma \rangle
\end{equation}
in terms of any local orthonormal frame $(X_i)$ of $T_x O$. By considering degrees, we get that
\begin{equation}
\langle d\sigma, V^\flat \wedge \sigma \rangle + \langle i_{V^\sigma} d^* \sigma \rangle = \langle (d + d^*) \sigma, V^\flat \wedge \sigma + i_{V^\sigma} \sigma \rangle = (-1)^k \langle D\sigma, \sigma \cdot V \rangle
\end{equation}
where $D = d + d^*$ denotes the Dirac operator on $\Lambda^* O \otimes F$ and the dot Clifford multiplication from the right on $\Lambda^* O$,
\[ \sigma \cdot V = (-1)^k (V^\flat \wedge \sigma + i_{V^\sigma} \sigma). \]
If $\sigma$ is compactly supported, we obtain
\begin{equation}
(-1)^k \langle D\sigma, \sigma \cdot V \rangle_{L^2} = \int_O \sum_i \langle i_{A_{X_i}} \sigma, i_{X_i} \sigma \rangle - \frac{1}{2} \int O \text{ div } V |\sigma|^2
\end{equation}
\begin{equation}
= \int_O \sum_i \left\{ \langle i_{A_{X_i}} \sigma, i_{X_i} \sigma \rangle - \frac{1}{2} \langle A_{X_i}, X_i \rangle |\sigma|^2 \right\},
\end{equation}
where we use that $\nabla_V + \frac{1}{2} \text{ div } V$ is a skew-symmetric operator with respect to the $L^2$-inner product. Clearly, at any point, the integrand on the right does not depend on the chosen orthonormal frame $(X_i)$ at that point. In particular, we may choose the $X_i$ pointwise to form an orthonormal eigenbasis for $A$. Then the right hand side can be evaluated as in [2, Equation 5.8] and yields
\begin{equation}
\langle D\sigma, \sigma \cdot V \rangle_{L^2} = \frac{(-1)^k}{2} \int_O \sum_{I,J} \left\{ \sum_{i \in I} \alpha_i - \sum_{i \not\in I} \alpha_i \right\} |\sigma_{I,J}|^2,
\end{equation}
where we write, pointwise,
\[ \sigma = \sum_{I,J} X^\flat_I \otimes \Phi_J \]
in terms of the $k$-forms $X^\flat_I = X^\flat_{i_1} \wedge \cdots \wedge X^\flat_{i_k}$, for all $1 \leq i_1 < \cdots < i_k \leq m$, and an orthonormal frame $(\Phi_J)$ of $F$.

**Remark 3.6.** Modifying the definition of $X$ in (3.1) and defining a vector field $X'$ by requiring that, for any vector field $Y$,
\[ \langle X', Y \rangle = \langle V^\flat \wedge Y^\flat \wedge \sigma \rangle \]
also leads to (3.5) and does not give further information.
For a symmetric endomorphism $A$ or a symmetric bilinear form $S$ on a Euclidean vector space $E$ of dimension $m$, let

\[(3.7) \quad \text{tr } A = \sum \langle Au_i, u_i \rangle \quad \text{and} \quad \text{tr } S = \sum S(u_i, u_i)\]

be the traces of $A$ and $S$ on $E$, where the $u_i$ form an orthonormal basis of $E$. For all $0 \leq k \leq m$, set

\[(3.8) \quad \delta_k(A) = \min_L (\text{tr } A|_L - \text{tr } A|_{L^\perp}) \quad \text{and} \quad \delta_k(S) = \min_L (\text{tr } S|_L - \text{tr } S|_{L^\perp})\]

where $L$ runs over all subspaces of $E$ of dimension $m-k$. For any $0 \leq k \leq m$, define now a continuous function

\[(3.9) \quad \delta_k(x) = \delta_k(A_x)\]

on $O$. Clearly, $\text{div } V = \delta_0$. By the variational characterization of eigenvalues of $A$, we have

\[(3.10) \quad \delta_k(x) = \min_I \left\{ \sum_{i \in I} \alpha_i(x) - \sum_{i \notin I} \alpha_i(x) \right\},\]

where $I$ runs over all subsets of $\{1, \ldots, m\}$ with $k$ elements. Clearly, the infimum at $x$ is achieved by $I$ if $\alpha_i(x) \geq \alpha_j(x)$ for any $i \in I$ and $j \notin I$.

In the case where $\delta_k \geq 0$, we get from (3.5) that

\[(3.11) \quad \langle D\sigma, \sigma \cdot V \rangle_{L^2} = \frac{1}{2} \int_O \sum_{I,J} \sum_{i \notin I} \alpha_i - \sum_{i \in I} \alpha_i \left| \sigma|_{I,J} \right|^2\]

for any compactly supported smooth form $\sigma$ on $O$ with values in $F$ of degree $k$ or $m-k$. With this, we arrive at the following somewhat generalized form of [2, Theorem 5.3].

**Theorem 3.12.** If $\delta_k \geq 0$, then

\[\|D\sigma\|_{L^2} \|\sigma\|_{L^2} \|V\|_\infty \geq \frac{1}{2} \int_O \delta_k |\sigma|^2\]

for any compactly supported smooth form $\sigma$ on $O$ with values in $F$ of degree $k$ or $m-k$. With this, we arrive at the following somewhat generalized form of [2, Theorem 5.3].

**Theorem 3.12.** If $\delta_k \geq 0$, then

\[\|D\sigma\|_{L^2} \|\sigma\|_{L^2} \|V\|_\infty \geq \frac{1}{2} \int_O \delta_k |\sigma|^2\]

for any compactly supported smooth form $\sigma$ on $O$ with values in $F$ of degree $k$ or $m-k$.

Assume now that $F$ is flat. Then $d^2 = (d^*)^2 = 0$ and hence the (twisted) Hodge-Laplacian $\Delta = D^*D$ leaves the degree of forms invariant.

**Corollary 3.13.** Suppose that $F$ is flat and that $d_k = \inf \delta_k > 0$. Then

\[\langle \Delta\sigma, \sigma \rangle_{L^2} \|V\|_\infty^2 = \|D\sigma\|_{L^2}^2 \|V\|_\infty^2 \geq \frac{d_k^2}{4} \|\sigma\|_{L^2}^2\]

for any compactly supported smooth form $\sigma$ on $O$ with values in $F$ of degree $k$ or $m-k$. In other words, $d_k^2/4 \|V\|_\infty^2$ is a lower bound for the spectrum of the Friedrichs extension of $\Delta$ on $C^\infty_c(\Lambda^k O \otimes F)$.

**Remark 3.14.** Recall that $\Delta$ on $C^\infty_c(\Lambda^k O \otimes F)$ is essentially self-adjoint if $O$ is complete, so that, in this case, the Friedrichs extension of $\Delta$ coincides with the closure of $\Delta$. 

Remark 3.15 (Essential spectrum). We note that
\[ \lambda_{\text{ess}}^k(O,F) = \sup_C \lambda_k(O \setminus C, F|_{O \setminus C}), \]
where \( C \) runs over compact subsets of \( O \). This is, e.g., a consequence of [3, Theorem A.14], whose proof in [3], which is for manifolds, also applies to orbifolds; compare also with [4, Proposition 4.8]. In particular, if \( U \) is an open neighborhood of infinity in a Riemannian orbifold \( O \), we may let \( U \) take over the role of \( O \) in the above discussion to conclude that \( d_k^2/4\|V\|_\infty^2 \) is a lower bound of the essential spectrum of \( \Delta \), where \( V \) is a \( C^{0,1} \)-vector field on \( U \) with the corresponding \( d_k^2 > 0 \).

3.1. Suborbifolds. Let \( P \hookrightarrow O \) be an isometrically immersed suborbifold of dimension \( n \leq m \). Then the above discussion applies to the component \( V^\top \) of \( V \) tangential to \( P \). Denoting the Levi-Civita connection of \( P \) by \( \nabla^\top \), we have
\[
\langle \nabla^\top_X V^\top, Y \rangle = \langle \nabla_X V^\top, Y \rangle = \langle \nabla_X V, Y \rangle - \langle \nabla_X V^\perp, Y \rangle = \langle \nabla_X V, Y \rangle + \langle S(X,Y), V^\perp \rangle,
\]
for all vector fields \( X, Y \) tangential to \( P \), where \( S \) denotes the second fundamental form of \( P \). Since \( S \) is symmetric, we conclude that
\[
\langle BX,Y \rangle = \langle AX,Y \rangle + \langle S(X,Y), V^\perp \rangle
\]
for all vector fields \( X, Y \) tangential to \( P \), where \( A \) and \( B \) denote the symmetric parts of \( \nabla V \) and \( \nabla^\top V^\top \), respectively.

For any \( 0 \leq k \leq n \), define continuous functions
\[
\delta_k = \delta_k(x) = \inf_L \{ \text{tr}(B_x|_L) - \text{tr}(B_x|_{L^\perp}) \},
\]
\[
\delta'_k = \delta'_k(x) = \inf_L \{ \text{tr}(A_x|_L) - \text{tr}(A_x|_{L^\perp}) \},
\]
\[
\gamma_k = \gamma_k(x) = \inf_L \{ \text{tr}(S^V_x|_L) - \text{tr}(S^V_x|_{L^\perp}) \}
\]
on \( P \), where \( L \) runs over all subspaces of \( T_xP \) of dimension \( m - k \) and \( S^V = S^V(X,Y) = \langle S(X,Y), V \rangle = \langle S(X,Y), V^\perp \rangle \)
denotes the second fundamental form of \( P \) in the direction of \( V^\perp \). If \( H \) denotes the mean curvature vector field of \( P \) and \( h = |H| \), then
\[
\gamma_0 = \langle H, V^\perp \rangle \quad \text{and} \quad |\gamma_0| \leq h|V^\perp|. \tag{3.20}
\]
By (3.16),
\[
\delta_k \geq \delta'_k + \gamma_k. \tag{3.21}
\]
In particular, the analogs of Theorem 3.12 and Corollary 3.13 hold if
\[
\delta_k \geq \delta'_k + \gamma_k \geq 0 \quad \text{and} \quad d_k \geq d'_k + h_k > 0, \tag{3.22}
\]
respectively, where we let
\[
d_k = \inf \delta_k, \quad d'_k = \inf \delta'_k, \quad \text{and} \quad h_k = \inf \gamma_k. \tag{3.23}
\]
Clearly, the comments in Remarks 3.14 and 3.15 also apply.
Remark 3.24. In an analogous way, one may discuss Riemannian submersions, where the vector field $V$ would be the horizontal lift of a vector field on the base. However, since we do not have interesting new results along these lines, we refrain from pursuing this and refer the interested reader to [9, 23] for results in this context.

3.2. Some simple applications. We discuss now three examples, in which the above results apply. The computations in Examples 3.27 and 3.30 will also be used later on in the proofs of Theorems A – C.

Let $X$ be a complete and simply connected Riemannian manifold of dimension $m$ with negative sectional curvature, $K_X < 0$. Denote by $X_\iota$ the ideal boundary of $X$. Let $\Gamma$ be a properly discontinuous group of isometries of $X$ that fixes a point $x \in X_\iota$. Then the vector field $V$ of unit vectors in $X$ pointing away from $x$ is the gradient field of the Busemann functions centered at $x$ and is $C^1$ (see [16]) with symmetric covariant derivative $A = \nabla V$. It is invariant under $\Gamma$ and is therefore well defined on $O = \Gamma \setminus X$. Recall that $A$ has eigenvalue 0 in the direction of $V$.

Example 3.25 (Strictly negative curvature). Suppose that $K_X \leq -a^2$ for some $a > 0$. Then $A \geq 0$ and $A \geq a$ perpendicular to $V$, by Corollary 2.13.1.

For $x \in P$, the trace of $A$ on $T_x P$ is at least $(n-1)a$, by what we just said. Therefore $\delta_0' \geq d_0' \geq (n-1)a$ and hence, by (3.22),

$$\lambda_0(P, F), \lambda_n(P, F) \geq \frac{1}{4}((n-1)a + h_0)^2$$

if $-h_0 < (n-1)a$. In the case where $P = O = X$ and $F = \mathbb{R}$, we have $h_0 = 0$ and (3.26) is due to McKean [20, p. 360]. In the case where $O = X$ and $F = \mathbb{R}$, (3.26) improves the corresponding estimate [5, Corollary 4.4] of Bessa-Montenegro slightly.

Example 3.27 (Pinched negative curvature). Suppose that $-b^2 \leq K_X \leq -a^2$ for some $b > a > 0$. Then $A \geq 0$ and $a \leq A \leq b$ perpendicular to $V$, by Corollary 2.13.

Let $x \in P$ and $L \subseteq T_x P$ be a subspace of dimension $n-k$. Then the trace of $A$ is at least $(n-k-1)a$ on $L$ and at most $kb$ on the perpendicular complement $L^\perp$ of $L$ in $T_x P$. Hence

$$\delta_k' \geq d_k' \geq (n-k-1)a - kb$$

and therefore, by (3.22),

$$\lambda_k(P, F), \lambda_{n-k}(P, F) \geq \frac{1}{4}((n-k-1)a - kb + h_k)^2$$

for all $0 \leq k \leq n$ with $kb - h_k < (n-k-1)a$. In the case where $P = O = X$ and $F = \mathbb{R}$, we have $h_k = 0$ and (3.29) sharpens the corresponding estimate [10, Theorem 3.2] of Donnelly-Xavier. By [2, Example 5.5], (3.29) and the associated estimate in Theorem 3.12 are optimal in the case $m = n$. 


Example 3.30 (The hyperbolic case). If \( X = H^k_{\mathbb{F}} \), where \( m = \ell d \), then \( A = |R_X(, V)|^{1/2} \), by Corollary 2.17. In particular, \( A \) has eigenvalue 2 of multiplicity \( d - 1 \), 1 of multiplicity \( (\ell - 1)d \), and 0 of multiplicity 1.

Let \( x \in O \) and \( L \subseteq T_xO \) be a subspace of dimension \( m - k \). If \( k \leq d - 1 \), then the trace of \( A \) is at least \( m + d - 2k - 2 \) on \( L \) and at most \( 2k \) on \( L^\perp \).

If \( k \geq d - 1 \), then the trace of \( A \) is at least \( m - k - 1 \) on \( L \) and at most \( k + d - 1 \) on \( L^\perp \) of \( L \). Hence

\[
\delta'_k \geq d'_k \geq \begin{cases} 
  m + d - 2 - 4k & \text{for } 0 \leq k \leq d - 1 \\
  m - d - 2k & \text{for } d - 1 \leq k \leq n
\end{cases}
\]

and therefore, by (3.22),

\[
\lambda_k(O, F), \lambda_{m-k}(O, F) \geq \frac{1}{4} \left( (m + d - 2 - 4k + h_k)^2 \right) \left( (m - d - 2k + h_k)^2 \right)
\]

for all \( k \leq d - 1 \) with \( 4k - h_k < m + d - 2 \) respectively all \( k \geq d - 1 \) with \( 2k - h_k < m - d \).

Consider now \( P \leftrightarrow O \) and \( F \to P \) as above. It would be nice to have inequalities analogous to (3.28) and (3.29). In the case \( d = 1 \), that is, \( \mathbb{F} = \mathbb{R} \), this is no problem since it corresponds to the case \( a = b \) in Example 3.27. However, for \( \mathbb{F} \neq \mathbb{R} \), the eigenspace of \( A \) for the eigenvalue 2 has dimension \( d - 1 > 0 \). Depending now on \( n \) and \( k \), there are then various possibilities of how the eigenspace intersects a subspace \( L \) of a tangent space of \( P \) of dimension \( n - k \). We have a satisfying answer for this issue only in the case \( k = 0 \) for complex \( P \) in complex hyperbolic \( O \) and quaternion-Kähler \( P \) in quaternion hyperbolic \( O \); see below. We start, however, with a non-optimal general inequality.

Let \( x \in P \) and \( L \subseteq T_xP \) be a subspace of dimension \( n - k \). Then, neglecting possible better contributions of eigenvalues 2 of \( A_x \) in \( L \), the trace of \( A_x \) is at least \( n - k - 1 \) on \( L \) and is at most \( k + (d - 1) \wedge k \) on the perpendicular complement \( L^\perp \) of \( L \) in \( T_xP \). Hence

\[
\delta'_k \geq d'_k \geq n - 1 - 2k - (d - 1) \wedge k
\]

and therefore, by (3.22),

\[
\lambda_k(P, F), \lambda_{m-k}(P, F) \geq \frac{1}{4} (n - 1 - 2k - (d - 1) \wedge k + h_k)^2
\]

for all \( 0 \leq k \leq n \) with \( 2k + (d - 1) \wedge k - h_k < n - 1 \).

The case \( d = 1 \), that is, \( \mathbb{F} = \mathbb{R} \), corresponds to the case \( a = b \) in Example 3.27 and is optimal. However, we can do better than in (3.34) for \( \mathbb{F} = \mathbb{C} \) and \( k = 0 \) in the case where \( P \) is a complex suborbifold of \( O \) and for \( \mathbb{F} = \mathbb{H} \) and \( k = 0 \) in the case where \( P \) is a quaternion-Kähler suborbifold of \( O \).

To that end, we consider the case \( \mathbb{F} = \mathbb{C} \) first, that is, we let \( O \) be a complex hyperbolic orbifold with complex structure \( J \). Then

\[
A + J^{-1}AJ = 2 \text{id}
\]

since \( JV \) spans the field of eigenspaces of \( A \) for the eigenvalue 2 and the field of eigenspaces of \( A \) for the eigenvalue 1 is \( J \)-invariant.
Let $P \hookrightarrow O$ be a complex suborbifold and $x \in P$. Then $T_x P$ is a complex subspace of $T_x O$, hence $\delta_0 \geq n$ by (3.35), and therefore

$$\lambda_0(P, F), \lambda_n(P, F) \geq \frac{1}{4} n^2,$$

where we use that complex suborbifolds of Kähler orbifolds are minimal.

We let now $F = \mathbb{H}$ and consider a quaternion hyperbolic orbifold $O$. We let $x \in O$ and choose a compatible quaternion structure $IJ = K$ on $T_x O$. Then

$$A_x + I^{-1}A_x I + J^{-1} A_x J + K^{-1} A_x K$$

$$= \begin{cases} 6 \text{ id} & \text{on the quaternion span of } V(x), \\ 4 \text{ id} & \text{on the eigenspace for the eigenvalue 1 of } A_x, \end{cases}$$

since $IV(x), JV(x),$ and $KV(x)$ span the eigenspace of $A_x$ for the eigenvalue 2 and the eigenspace of $A_x$ for the eigenvalue 1 is a quaternion subspace.

Let $P \hookrightarrow O$ be a quaternion-Kähler suborbifold and $x \in P$. Then $T_x P$ is a quaternion subspace of $T_x O$, hence $\delta_0 \geq n$ by (3.37), and therefore

$$\lambda_0(P, F), \lambda_n(P, F) \geq \frac{1}{4} n^2,$$

where we use that quaternion-Kähler suborbifolds of quaternion-Kähler orbifolds are totally geodesic; see [14, Theorem 5].

There are applications similar to the ones in the above examples in the case where $\Gamma$ fixes a point in the interior of $X$. However, the global existence of the vector field $V$ makes the above examples particularly simple and allows, without further ado, to obtain lower bounds for the spectrum instead of the essential spectrum.

4. Geometrically finite orbifolds

Let $X$ be a complete and simply connected Riemannian manifold with sectional curvature $-b^2 \leq K = K_X \leq -a^2 < 0$. Denote by $X_i$ the ideal boundary of $X$ and set $X_c = X \cup X_i$, the compactification of $X$ with respect to the cone topology [11]. Let $\Gamma$ be a discrete group of isometries of $X$ and $\Lambda = \Lambda_\Gamma$ the limit set of $\Gamma$, a closed and $\Gamma$-invariant subset of $X_i$. Then $\Omega = \Omega_\Gamma = X_i \setminus \Lambda$ is called the domain of discontinuity of $\Gamma$. In fact, the action of $\Gamma$ on $X \cup \Omega$ is properly discontinuous and $M_c(\Gamma) = \Gamma \setminus (X \cup \Omega)$ is a topological orbifold. Recall that $O = \Gamma \setminus X$ is called convex cocompact if $M_c(\Gamma)$ is compact. More generally and following [6, Definition on p. 265], we say that $O$ is geometrically finite if $M_c(\Gamma)$ has at most finitely many ends, and each end of $M_c(\Gamma)$ is parabolic.

To describe the notions of geometric finiteness and parabolic ends in the way we need it, we need some more details about the geometry of $X$. Terminology and results are mostly from [6].

For any two points $x, y \in X_c$, we denote by $[x, y]$ the geodesic connecting them. For $x \neq y$, we also use the notation $(x, y), [x, y)$, and $(x, y)$ to exclude the respective endpoint or both of them from $[x, y]$.

For any closed subset $Q \subseteq X_c$, we denote by
Clearly, \( JQ \) is a unique point \( y \) for all \( x \in X \), and this deformation retraction is also \( \Gamma \)-invariant. As a result, we obtain
\[
\pi(HQ \cap X_i) = Q \cap X_i
\]
for any closed subset \( Q \subseteq X_c \) and by [6, Proposition 2.5.4], that there is an \( r = r(\lambda) > 0 \) such that
\[
HQ \subseteq N_r(Q)
\]
for any \( \lambda \)-quasiconvex closed subset \( Q \subseteq X_c \).

The most important case is \( Q = \Lambda \), the limit set of \( \Gamma \). Since \( \Lambda \) is invariant under \( \Gamma \), the same holds for \( J\Lambda \) and \( H\Lambda \), and \( H\Lambda \) is a closed and convex subset of \( X_c \).

If \( |\Lambda| \geq 2 \), then \( H\Lambda \cap X \neq \emptyset \). Then, for any point \( x \in X_c \setminus H\Lambda \), there is a unique point \( y = \pi_{H\Lambda}(x) \in H\Lambda \cap X \) such that \( \angle_y(x, H\Lambda) \geq \pi/2 \). For \( x \in H\Lambda \cap X \), we let \( \pi_{H\Lambda}(x) = x \). The (orthogonal) projection
\[
\pi_{H\Lambda} : X_c \setminus \Lambda = X \cup \Omega \rightarrow H\Lambda \cap X
\]
is \( \Gamma \)-invariant and admits Lipschitz constant one on \( X \). Clearly, we may retract \( X \cup \Omega \) and \( X \) along the connecting geodesics \( [x, \pi_{H\Lambda}(x)] \) onto \( H\Lambda \cap X \), and this deformation retraction is also \( \Gamma \)-invariant. As a result, we obtain that the convex core
\[
C = C_{\Gamma} = \Gamma \setminus (H\Lambda \cap X)
\]
of \( M_\epsilon(\Gamma) \) is a deformation retract of \( M_\epsilon(\Gamma) \) and of \( O \), where the retraction is also along the corresponding geodesics.

We now come to the definition of parabolic ends. We say that a group \( G \) of isometries of \( X \) is parabolic if

1. \( G \) has a unique fix point \( p \in X_c \), and \( p \) belongs to \( X_i \);
2. \( G \) leaves Busemann functions centered at \( p \) invariant.

Since finite groups of isometries of \( X \) fix a point in \( X \), parabolic groups are infinite.

Let \( G \) be a discrete parabolic group of isometries of \( X \) with fix point \( p \in X_c \). Then \( \Omega_G = X_i \setminus \{p\} \) and \( M_\epsilon(G) = G \setminus (X \cup \Omega_G) \) has one end, the one coming from \( p \): For \( x \in X \), define
\[
C(x) = C_p(x) = \cap_{g \in G} HC(gx, p, \theta_0) \setminus \{p\},
\]
a $G$-invariant closed and convex subset of $X_c \setminus \{p\} = X \cup \Omega_G$. Moreover, the complement of $G \backslash C(x)$ in $M_c(G)$ is relatively compact. Thus $G \backslash C(x)$ is a neighborhood of the–unique–end of $M_c(G)$. Clearly, if $x = x_0 \in X$ and $(x_n)$ is a sequence of points on $[x, p)$ converging to $p$, then $\cap C(x_n) = \emptyset$. In fact, the $G \backslash C(x_n)$ constitute a basis of neighborhoods of the end of $M_c(G)$. Compare with [6, 255:14–21].

We say that a point $p \in X$ is a parabolic point of $\Gamma$ if the stabilizer $G_p$ of $p$ in $\Gamma$ is a parabolic group such that, for $x \in X$ sufficiently close to $p$, the set $C_p(x)$, defined with respect to $G = G_p$, is precisely invariant; that is,

\[(4.8) \quad g \in \Gamma \text{ and } gC_p(x) \cap C_p(x) \neq \emptyset \implies 15g \in G_p,\]

and then $gC_p(x) = C_p(x)$. Then $G_p \backslash C_p(x)$ embeds into $G_c(\Gamma)$ and the unique end of $G_p \backslash C_p(x)$ is an end of $O$ and, by definition, a parabolic end; compare with [6, 264:1–20], where the phrasing is somewhat different.

Finally, we say that $O$ is geometrically finite if $M_c(\Gamma)$ has at most finitely many ends, and each end of $M_c(\Gamma)$ is parabolic.

5. Construction of a vector field $V$

Let $O = \Gamma \backslash X$ be a geometrically finite orbifold, $\Lambda$ the limit set of $\Gamma$ and $HA \subset X_c$ the closed convex hull of $\Lambda$; cf. Section 4. Recall that we proved Theorem D at the end of Section 2 in the case where $|\Lambda| \leq 1$. Therefore we assume in this section that $|\Lambda| \geq 2$. Then $HA \cap X \neq \emptyset$, and the distance function $f = f(x) = d(x, HA)$ is well-defined on $X$ and is $C^1$ on $X \setminus HA$.

5.1. Construction of a vector field $V_0$. For $x \in X \setminus HA$, the negative gradient $-\nabla f|_x$ is the unit vector in the direction of the point $\pi_{HA}(x)$ in $HA$ nearest to $x$. Identifying the tangent bundle $TX$ via the exponential map with $X \times X$ and using that $\pi_{HA}$ admits Lipschitz constant one, we see that the vector field $V_0 = -\nabla f$ is $C^{0,1}$ and, as a consequence, that $f$ is $C^{1,1}$. Since $HA$ is $\Gamma$-invariant, $V_0$ is $\Gamma$-invariant and induces therefore a vector field on $\Gamma \setminus X$ outside of the convex core $C = \Gamma \setminus (HA \cap X)$ of $O$.

At any point $x \in X \setminus HA$ in the set of full measure at which $f$ is twice differentiable with symmetric second derivative $\nabla^2 f$, $V_0$ is differentiable with differential $\nabla_{\dot{\sigma}(0)} V_0 = J'(r)$, where $J$ is the Jacobi field along the unit speed geodesic $c$ from $\pi_{HA}(x)$ through $x = c(r)$ with $J(r) = \dot{\sigma}(0)$, where $J$ corresponds to the variation of $c = c_0$ by the geodesics $c_s$ from $\pi_{HA}(\sigma(s))$ through $\sigma(s)$. By convexity, we have $\langle J(0), J'(0) \rangle \geq 0$ for any such $J$, and therefore Lemma 2.12 implies that, for any $\varepsilon > 0$,

\[(5.1) \quad a \tanh(ar) - \varepsilon \leq -\nabla V_0|_x \leq b \coth(br) + \varepsilon\]

on $V_0(x)^\perp$ if $r = f(x)$ is sufficiently large and $x$ is as above. Then the symmetric endomorphism $\nabla V_0|_x$ has eigenvalue 0 in the direction of $V_0(x)$ and eigenvalues in $[a \tanh(ar) - \varepsilon, b \coth(br) + \varepsilon]$ on $V_0(x)^\perp$. In particular, if $r$ is sufficiently large and $x$ is as above, then the eigenvalues of $\nabla V_0|_x$ are in $[a - \varepsilon, b + \varepsilon]$, except for the eigenvalue 0 in the direction of $V_0(x)$.

In the case where $X = H^2_\mu$ is a hyperbolic space with max $K_X = -1$ and $x$ is as above, we get from Lemma 2.16 that

\[(5.2) \quad \|A_x - \nabla V_0|_x\| \leq \varepsilon\]
Furthermore, by [6, Proposition 4.12], for \( (5.7) \)

Conversely, by [6, Lemma 4.11], for any \( q \) \( (5.6) \)
horoball \( \epsilon < \epsilon \) nilpotent if \( 0 \)

\( G \) abelian subgroups \( (5.5) \)

[appropriate estimates of \( x \) for all \( (5.4) \)]

\( r \) if there are a horoball \( B \) \( (5.3) \)

\[ a \tanh(ar) \leq \nabla V_p |_x \leq b \coth(br) \]
on \( V_0(x) \). Furthermore, if \( X = H_p^g \), then

\[ \nabla V_p |_x = A_x \]

for all \( x \in X \). Thus the conclusions from Section 5.1 hold also for the \( \nabla V_p \).

5.2. Construction of vector fields \( V_p \). Busemann functions \( f \) centered at a parabolic point \( p \) are invariant under \( G_p \) and differ by a constant only. Since Busemann functions are \( C^2 \) with uniformly bounded second derivative [16], in fact smooth in the case where \( X \) is a hyperbolic space, the gradient vector field \( V = V_p = \nabla f \) is well defined and \( C^1 \) with uniformly bounded derivative. It has constant norm one and is invariant under \( G_p \), hence defines a vector field on the neighborhood \( G \setminus C(x) \) of the corresponding end of \( M_x(\Gamma) \). Recall that, for all \( x \in X \),

\[ (5.7) \quad a \tanh(ar) \leq \nabla V_p |_x \leq b \coth(br) \]
on \( V_0(x) \). Furthermore, if \( X = H_p^g \), then

\[ \nabla V_p |_x = A_x \]

for all \( x \in X \). Thus the conclusions from Section 5.1 hold also for the \( \nabla V_p \).

5.3. Joining \( V_0 \) to the \( V_p \). Our aim is now to combine \( V_0 \) with the various vector fields \( V_p \) to a single vector field \( V \) of norm approximately one with appropriate estimates of \( \nabla V \). Outside of the neighborhoods \( G_p \setminus C_p(x) \) of the ends of \( M_x(\Gamma) \), we let \( V = V_0 \). Inside of the \( G_p \setminus C_p(x) \), we change from \( V_0 \) to the corresponding \( V_p \) as described in what follows.

Given any discrete group \( \Gamma \) of isometries of \( X \), \( \epsilon > 0 \), and \( x \in X \), let \( \Gamma(\epsilon)(x) \) be the subgroup of \( \Gamma \) generated by the elements \( g \in \Gamma \) with \( d(x, gx) < \epsilon \) and set

\[ (5.5) \quad T_\epsilon(\Gamma) = \{ x \in X \mid |\Gamma(\epsilon)(x)| = \infty \}. \]

We are going to use these notions for the group \( \Gamma \) in question and its parabolic subgroups \( G_p \). Recall that, by the Margulis lemma, \( \Gamma(\epsilon)(x) \) is almost nilpotent if \( 0 < \epsilon < \epsilon(m, \kappa) \).

In what follows, let \( p \) and \( G_p \) be as above and \( 0 < \epsilon < \epsilon(m, \kappa) \). Let \( Q \subseteq X \setminus \{ p \} \) be a closed and \( G_p \)-invariant subset such that \( G_p \setminus Q \) is compact, and set \( H = H(Q \cup \{ p \}) \setminus \{ p \} \). By [6, Lemma 4.10], given \( q \in X \setminus \{ p \} \), there are a horoball \( B \) in \( X \) with center \( p \) and an \( r > 0 \) such that

\[ (5.6) \quad H \cap T_\epsilon(G_p) \subseteq H \cap B \subseteq N_r(G_p(q, p)) \cap B. \]

Conversely, by [6, Lemma 4.11], for any \( q \in X \setminus \{ p \} \) and \( r > 0 \), there is a horoball \( B \) in \( X \) with center \( p \) such that

\[ (5.7) \quad N_r(G_p(q, p)) \cap B \subseteq T_\epsilon(G_p). \]

Furthermore, by [6, Proposition 4.12], for \( x \in (q, p) \) sufficiently close to \( p \),

\[ (5.8) \quad C_p(x) \subseteq \pi^{-1}_H(H \cap T_\epsilon(G_p)), \]

where \( \pi_H : X \setminus \{ p \} \to H \) is the projection.

By [6, Lemma 5.11], \( Q = \Lambda \setminus \{ p \} \) satisfies the assumptions on \( Q \) above. Then \( H = H\Lambda \setminus \{ p \} \).
Lemma 5.9. Let \( p \in X_1 \) be a parabolic point of \( \Gamma \) with stabilizer \( G_p \subseteq \Gamma \). Let \( 0 < \varepsilon < \varepsilon(m, \kappa), r > 0 \), and \( q \in X_1 \setminus \{ p \} \). Then there is an \( s > 0 \) such that, for all \( x \in X \setminus N_s(G_p(q, p)) \) with \( \pi_H(x) \in H \cap N_r(G_p(q, p)) \), there is a \( g \in G \) such that \( \angle_x(g(q, p), y) < \varepsilon \) for all \( y \in g(q, p) \).

Proof. Let \( g \in G_p \). Then, if \( s > s(\varepsilon) \), we have \( \angle_x(g(q, p), y) < \varepsilon/2 \). On the other hand, if \( g(q, p) \) contains a point \( z \) with \( d(z, \pi_H(x)) \leq r \), then \( \angle_x(z, \pi_H(x)) < \varepsilon/2 \) if \( s > s(r) \). Combining the two estimates, we obtain the assertion. \( \square \)

Proof of Theorem D. The searched for set \( C \) will be a large neighborhood of the thick part of the convex core of \( \Gamma \setminus X \). The technical problems in the discussion are due to the parabolic ends of \( \Gamma \setminus X \).

Choose a set \( R \subseteq X_1 \) of representatives modulo \( \Gamma \) of the set \( P \) of parabolic points of \( \Gamma \), and note that \( R \) is finite. Given \( 0 < \varepsilon < \varepsilon(m, \kappa) \), there is a point \( x_p \in X \) for each \( p \in R \) such that each \( C_p(x_p) \) is precisely invariant, that the \( C_p(x_p) \) are pairwise disjoint, and, by passing to a smaller \( \varepsilon > 0 \) if necessary, that

\[
T_\varepsilon(\Gamma) \cap C_p(x_p) = T_\varepsilon(G_p) \cap C_p(x_p) = T_\varepsilon(G_p)
\]

for all \( p \in R \). We extend these choices \( \Gamma \)-equivariantly to \( P \). The statements corresponding to the above then hold for all \( p \in P \). Moreover, since \( \Gamma \) is geometrically finite, the \( \Gamma \)-invariant set

\[
H_0 = H \Lambda \setminus \bigcup_{p \in P} \hat{C}_p(x_p)
\]

is compact modulo \( \Gamma \).

Let \( p \in R \) and \( q \in Q = \Lambda \setminus \{ p \} \) be the point with \( x_p \in (q, p) \). Choose a horoball \( B = B_0 \) with center \( p \) and an \( r > 0 \) which satisfy (5.6), and let \( x_0 = (q, p) \cap \partial B_0 \). Choose a point \( x_1 \in (x_0, p) \) with \( d(x_0, x_1) \geq 1 \) such that \( x_p \in (q, x_1) \) and such that \( C_p(x_1) \) satisfies (5.8). Let \( B_1 \subseteq B_0 \) be a horoball with center \( p \) contained in \( C_p(x_1) \) and \( B_2 \subseteq B_1 \) be the horoball with center \( p \) such that \( d(\partial B_1, B_2) = 1 \). Then any point in \( B_1 \setminus B_2 \) projects under \( \pi_H \) to \( H \cap T_\varepsilon(G_p) \), which is contained in \( N_r(G_p(q, p)) \setminus B_0 \). Choose \( s = s(r, \varepsilon) \) according to Lemma 5.9. Then \( |V_0 - V_p| < \varepsilon \) on \( C_p(x_1) \setminus N_s(G_p(q, p)) \).

Furthermore, \( (C_p(x_1) \cap N_s(G_p(q, p))) \setminus B_2 \) is compact modulo \( G_p \) and contains \( B_1 \setminus B_2 \). Now we change from \( V_0 \) to \( V_p \) on \( (C_p(x_1) \setminus N_s(G_p(q, p))) \cup B_2 \), using the Lipschitz one function \( \psi \) which is one outside of \( B_1 \) and zero inside of \( B_2 \), by setting

\[
V = \psi V_0 + (1 - \psi)V_p.
\]

It has covariant derivative

\[
\nabla V = \psi \nabla V_0 + (1 - \psi) \nabla V_p + \nabla \psi \otimes (V_0 - V_p).
\]

Since \( |\nabla \psi| \leq 1 \), the norm of the error term

\[
\nabla \psi \otimes (V_0 - V_p)
\]

is bounded by \( |V_0 - V_p| < \varepsilon \) on \( B_1 \setminus (N_s(G_p(q, p)) \cup B_2) \) and vanishes otherwise. Since \( V_0 \) and \( V_p \) are \( G_p \)-invariant on \( C_p(x_1) \), \( V \) pushes down to a vector field on the corresponding part of \( G_p \setminus C_p(x_1) \). It has the property that, given
\[ \varepsilon > 0, \text{ there is a compact subset } C \text{ of } \Gamma \backslash X \text{ such that } |V| = 1 \pm \varepsilon \text{ and that } \nabla V \text{ has the asserted properties. } \]

6. Estimating the essential spectrum

We now apply Theorem D, using the results from Section 3. Let \( O = \Gamma \backslash X \) be a geometrically finite orbifold of dimension \( m \) with sectional curvature \(-b^2 \leq K_O \leq -a^2 < 0\), where \( 0 < a \leq b \). Let \( P \hookrightarrow O \) be a properly immersed suborbifold of dimension \( n \leq m \), endowed with the induced Riemannian metric and \( F \to P \) be a flat Riemannian vector bundle.

**Theorem 6.1.** If \((n - k - 1)a - kb + h_k > 0\), then
\[
\lambda_{\text{ess}}^k(P, F), \lambda_{n-k}^\text{ess}(P, F) \geq 1 \left( \frac{(n - k - 1)a - kb + h_k)^2}{4} \right) \frac{1}{(1 + \varepsilon)^2}
\]

**Proof.** For any \( \varepsilon > 0 \), choose \( C \) and \( V \) as in Theorem D. Then, on \( O \setminus C \), \( |V| = 1 \pm \varepsilon \) and the corresponding \( \delta_k \) is at least \((n - k - 1)a - kb - n\varepsilon\). Since \( P \) is properly immersed, \( P \cap C \) is compact in \( P \). Hence
\[
\frac{1}{4} \left( \frac{(n - k - 1)a - kb + h_k - n\varepsilon)^2}{(1 + \varepsilon)^2} \right)
\]
is a lower bound for the essential spectrum of \( P \), by Corollary 3.13, the characterization of the essential spectrum in Remark 3.15, and the computations in Example 3.27. \qed

Theorem A corresponds to the case \( P = O \) in Theorem 6.1. In a similar fashion, Theorems B and C are consequences of Theorem D, Corollary 3.13, Remark 3.15, and Example 3.30.

**Appendix A. The symmetry of second derivatives**

Say that \( x \in \mathbb{R}^m \) is a 2-Lebesgue point of a map \( f : \mathbb{R}^m \to \mathbb{R}^n \) if, for any orthonormal \( u, v \in \mathbb{R}^m \) tangent to coordinate directions,
\[
\lim_{r \to 0} \frac{1}{r^2} \int_0^r \int_0^r |f(x + su + tv) - f(x)| = 0.
\]
Together with the Fubini theorem, the Lebesgue differentiation theorem implies that almost any point of \( \mathbb{R}^m \) is a 2-Lebesgue point of \( f \) if \( f \) is locally integrable; compare with [13, Section 2.1.4].

**Lemma A.1.** For any \( f \in C^{1,1}(\mathbb{R}^m, \mathbb{R}^n) \), \( d^2f(x) \) is symmetric at each 2-Lebesgue point \( x \) of the map \( d^2f \).

In view of our needs, we assume that \( f \) is \( C^{1,1} \), but somewhat weaker assumptions would also be sufficient.

**Proof of Lemma A.1.** For \( u, v \in \mathbb{R}^m \), we have
\[
f(x + ru + rv) - f(x + ru) - f(x + rv) + f(x) = \int_0^r \{ df(x + ru + tv) - df(x + tv) \} v \, dt = \int_0^r \int_0^r d^2f(x + su + tv)(u, v) \, ds \, dt = I_{u,v}(r) + r^2 d^2f(x)(u, v),
\]
where we note, for the penultimate equality, that $df$ is $C^{0,1}$ and where
\[
I_{u,v}(r) = \int_0^r \int_0^r \{d^2 f(x + su + tv) - d^2 f(x)\}(u, v) \, ds \, dt.
\]
Interchanging the roles of $u$ and $v$, we obtain
\[
f(x + ru + rv) - f(x + ru) - f(x + rv) + f(x) = \int_0^r \int_0^r \{d^2 f(x + su + tv)(v, u) \, dt \, ds \}
\]
If $x$ is a 2-Lebesgue point of $d^2 f$ and $u, v$ are orthonormal and tangent to coordinate directions, then we have
\[
\lim_{r \to 0} \frac{1}{r^2} I_{u,v}(r) = \lim_{r \to 0} \frac{1}{r^2} I_{v,u}(r) = 0.
\]
Therefore, by the above computations,
\[
|d^2 f(x)(u, v) - d^2 f(x)(v, u)| \leq \lim_{r \to 0} \frac{1}{r^2} |I_{u,v}(r) - I_{v,u}(r)| = 0.
\]
Hence $d^2 f(x)$ is symmetric. \[\square\]

**Corollary A.2.** For any $k \geq 1$ and $f \in C^{k,1}(\mathbb{R}^m, \mathbb{R}^n)$, $d^{k+1} f(x)$ is symmetric at each 2-Lebesgue point $x$ of the map $d^{k+1} f$.
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