Detailed study of quantum path interferences in high harmonic generation driven by chirped laser pulses
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Abstract. We investigate the electron quantum path interference effects during high harmonic generation in atomic gas medium driven by ultrashort chirped laser pulses. To achieve that, we identify and vary the different experimentally relevant control parameters of such a driving laser pulse influencing the high harmonic spectra. Specifically, the impact of the pulse duration (from the few-cycle to the multi-cycle domain), peak intensity and instantaneous frequency is studied in a self-consistent manner. Simulations involving macroscopic propagation effects are also considered. The study aims to reveal the microscopic background behind a variety of interference patterns capturing important information both about the fundamental laser field and the generation process itself. The results provide guidance towards experiments with chirp control as a tool to unravel, explain and utilize the rich and complex interplay between quantum path interferences including the tuning of the periodicity of the intensity dependent oscillation of the harmonic signal, and the curvature of spectrally resolved Maker fringes.
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I. Introduction

Coherent light sources in the extreme ultraviolet (XUV) and soft x-ray regimes is considered as one of the most useful resources to observe and manipulate various physical, chemical, and biological systems at their natural spatial (nanometric) and temporal (attosecond) scales [1–3]. Due to their relative compactness and low implementation cost, sources based on high harmonic generation in gases (GHHG) [4,5] are the front-runners in generating coherent electromagnetic radiation in the short wavelength domain [6–9]. Being a nonlinear optical process, GHHG can provide a broad spectrum and therefore ultrashort optical pulses in the form of attosecond pulse trains (APT) [10] or even single attosecond pulses (SAP) [11,12]. Characterization and control of the intensity, temporal spacing, and duration of the individual atto-pulses constituting an APT are of utmost importance in attosecond physics and its applications [13–15]. These properties can be accessed through the investigation and shaping of the XUV spectral (or equivalently temporal) phase behaviour by the simultaneous tuning of specific parameters of the intense ultrashort laser pulse that drives the high harmonic generation process [16]. In particular, the effect of the fundamental pulse’s chirp on GHHG process has been the subject of studies for several years [17,18], and is still actively pursued [19,20]. The harmonic spectral phase is inherently determined by the microscopic generation process theoretically described by the response of an individual atomic dipole to the strong alternating electric field. A simple physical picture of this interaction is provided by the classical model that is built up of three distinguishable steps [21]: (1) the emission of a single electron into the continuum (ionization); (2) acceleration in the continuum over a classical trajectory drawn by the rapidly changing driving electric force and (3) recombination, in which the total (kinetic and potential) energy of the electron is converted into harmonic radiation. Although the classical model gives an intuitive insight into the dynamics of the electron under the influence of the intense laser field and provides good agreement for many experimentally observed features of the harmonic spectrum [22], it does not consider phenomena with quantum mechanical origin, like phase accumulation due to tunnelling, quantum diffusion of the electron wave packet during propagation, or quantum interference effects. A more realistic semi-classical model was developed by Lewenstein et al. [23] incorporating the Strong Field Approximation (SFA), where the influence of the atomic potential during the propagation of the electron wave packet in the continuum is neglected. The Lewenstein theory obtains the time-dependent dipole moment as

\[
D(t) = i \int_{-\infty}^{t} dt' \int_{-\infty}^{\infty} dp E(t') d(p + A(t')) d^*(p + A(t)) \exp\{iS(p, t, t')\} + c.c., \quad (1)
\]

In (1) (expressed in atomic units, assuming a negative electron charge), \(A(t)\) describes the magnetic vector potential interacting with the target atom; \(E(t)\) is the associated electric field (\(E(t) = -\partial A(t)/\partial t\)); \(p\) is the canonical momentum; \(d(p)\) is the dipole
matrix element for bound-free transitions; and $S(p, t, t')$ is the quasiclassical action, given by the following expression:

$$S(p, t, t') = \int_{t'}^t dt'' \left( \frac{(p + A(t''))^2}{2} + I_p \right),$$

(2)

where $I_p$ is the ionization energy. The Fourier transform of (1), $D(\omega_q) = \mathcal{F}\{D(t)\}$ represents the emitted harmonic spectrum, where the emission rate associated to the harmonic frequency $\omega_q = q\omega_0$ ($\omega_0$ is the central angular frequency of the driving electric field) is proportional to $S(\omega_q) = \omega_0^2 |D(\omega_q)|^2$. The Saddle Point Approximation (or Stationary Phase Approximation, SPA) allows us to convert the continuous integral within (1) to a coherent superposition of quantum paths, which enables the separate investigation of the behaviour and contribution of different electron trajectories within a single emission process [2,24]. Here, the classical electron paths are generalized to complex-valued functions (quantum trajectories), which consist of phase terms equal to the classical actions along the path and suitably assigned amplitudes. When the contributions of various trajectories become comparable, their relative phase difference introduces interference effects (quantum path interference, QPI) that play a cardinal role in the formation of the high harmonic spectrum, and can thereby serve as a special tool for probing the atomic dipole and allowing access to the electronic structure and dynamics of atoms or molecules [25–27]. Commonly, high harmonic generation setups can be considered as atomic scale, ultrafast interferometers, where the phase difference between electron trajectories can be altered with the spatial and temporal driving intensity $I(r, t)$, the emitted frequency $\omega_q$, the angle of emission $\theta$, as well as by various phase matching conditions in the generating medium [28,29]. This physical complexity gives rise to a large variety of experimentally observable interference phenomena.

A simple way to directly perceive QPI is, for example, through the oscillation of the harmonic emission yield either as a result of changing the intensity [30] or the wavelength of the driving electric field [31]. Over the past decade, QPI has been extensively studied both in theory and throughout experiments using spectral and spatial filtering techniques [32–34], which has led to powerful applications in attosecond metrology targeting the precise in situ microscopic level control of the XUV emission process in atoms [35,36] or in aligned molecules [37]. Liu et al. theoretically investigated QPI during HHG in argon driven by chirped laser pulses and demonstrated the multi-quantum path interference (MQPI) effect both in a single atom and in macroscopic medium [38]. Recently, detailed interference structures were experimentally observed using chirped, multi-cycle laser pulses: Carlström et al. discovered off-axis interference from contributions of long trajectories only, and on-axis interference with the participation of both short and long trajectory groups [39]. Although these studies revealed, both theoretically and experimentally, the dependence of QPI on the chirp of the fundamental laser field, the microscopic details of the underlying electron dynamics influenced by the different chirp-connected features of the driving pulse have not yet
been investigated with a comprehensive, self-consistent methodology. Moreover, these researches on QPI driven by chirped pulses so far was conducted on the long pulse (> 30 fs) regime, although multiple studies have shown that the trajectory behaviour is significantly altered due to the cycle-to-cycle variation of the fundamental laser pulse [25, 40]. This implies that QPI interpretation needs to be handled with care for ultrashort few-cycle pulses, which are now widely available to the community both from table-top laboratory sources, as well as in large-scale facilities like ELI-ALPS.

The purpose of the present paper is to reveal the role of different microscopic mechanisms that result in quantum path interferences during HHG in noble gas atoms exposed to intense, chirped laser pulses. Specifically, we describe the effect of chirp induced, sub-cycle and multi-cycle variations of the driving light pulse on the interference dynamics. The paper is organized as follows: In Section II we define the simple formula of a chirped light pulse with the set of parameter ranges used in our analysis, and depict the details of the model used in the calculations. Section III–V presents the results obtained through extensive numerical simulations corresponding to pulses with various peak intensities, durations and instantaneous frequency sweeps. In particular, Section III deals with the effect of the pulse duration and high harmonic order on the intensity dependent QPI oscillation utilizing transform-limited pulses as a base scenario. Section IV discusses the additional effect of the instantaneous frequency change on the QPI pattern, while Section V deals with a realistic chirp model with all aforementioned effects incorporated. Relevant macroscopic calculations are performed in Section VI. In Section VII, we discuss the observed alterations of the interference patterns as a function of the applied laser pulse parameters. Finally, Section VIII reports our conclusions.

II. Description of the chirp model

A diversity of chirp models have been utilized in literature [41–46] to emphasize and express different physical aspects through the calculations. An appropriate description of the chirped light field that is experimentally accessible and relevant is important for correlating the computational results with experimental observations. In our case we define the electric field in the spectral domain (E(ω)) so that the spectral intensity (I(ω) ∝ |E(ω)|², including both the peak spectral intensity and the bandwidth) is assumed to be unaffected by the chirp, a realistic scenario usually encountered in experiments, where the chirp is introduced by stretching an ultrashort pulse of a fixed energy:

\[ E(ω) = \sqrt{2} E_0 \frac{c_B \pi}{\Delta ω} \exp \left( - \left( \frac{c_B \pi}{\Delta ω} \right)^2 (ω - ω_0)^2 \right) \exp(-iφ(ω)), \quad (3) \]

where \( E_0 \), and \( Δω \) are the electric field amplitude and the full width at half maximum (FWHM) of the intensity (I(ω) ∝ |E(ω)|²) envelope, respectively, and \( c_B = 2\ln(2)/π \approx 0.4413 \) is the time-bandwidth product for a pulse with a Gaussian envelope. For ultrashort, chirped light pulses, the spectral phase term \( φ(ω) \) in equation (3) is generally presumed to be a smooth function which can be expanded to a Taylor series.
around the $\omega_0$ central angular frequency as:

$$\phi(\omega) = \phi_0 + \phi_1(\omega - \omega_0) + \frac{\phi_2}{2}(\omega - \omega_0)^2 + O(3).$$

(4)

This can be approximated with the following formula:

$$\phi(\omega) \approx -\phi_{CEO} - \frac{1}{2}\arctan(\xi) + \xi \left(\frac{c_B\pi}{\Delta\omega}\right)^2(\omega - \omega_0)^2 + O(3).$$

(5)

Thereby, for consecutive Taylor coefficients one obtains:

$$\phi_0 = -\phi_{CEO} - \frac{1}{2}\arctan(\xi), \quad \phi_1 = 0, \quad \text{and} \quad \phi_2 = 2\xi \left(\frac{c_B\pi}{\Delta\omega}\right)^2,$$

(6)

where $\phi_2$ is the common physical quantity known as Group Delay Dispersion (GDD).

The Fourier transform of equation (3) (with $O(3)$ phase terms neglected) becomes

$$E(t) = \frac{E_0}{\sqrt{(1 + \xi^2)}}\exp\left(-\frac{t^2}{\tau(\xi)^2}\right)\cos(\xi \frac{t^2}{\tau(\xi)^2} + \omega_0 t + \phi_{CEO}),$$

(7)

where $\tau(\xi) = \sqrt{1 + \xi^2}\tau_0$ and $\tau_0 = \frac{\tau_{W,0}}{\sqrt{\pi}}$ are the chirped and the transform-limited pulse widths, respectively, and $\tau_{W,0}$ is the full width at half maximum (FWHM) of the intensity ($I(t) \propto |E(t)|^2$) envelope for $\xi = 0$. The calculations were carried out with fields having $\omega_0 = 1.829$ rad/fs central angular frequency (corresponding to a 1030 nm central wavelength) and $\phi_{CEO} = 0$ carrier envelope offset. $E(t)$ was considered to be linearly polarized. Equation (7) explicitly shows that three major characteristics—the peak amplitude, the envelope, and the phase—of the transform-limited ($\xi = 0$) driving field are altered by the presence of the chirp, all of which have significant and distinct impacts on QPI in HHG. In order to benchmark, compare and differentiate between the effects on the HHG process caused by these distinguishable (but interconnected) chirp induced modifications of the driving pulse, we define three different scenarios, which could also be implemented in real-life experiments. Without any restriction, in general one can rewrite the electric field as:

$$E(t) = \frac{E_0}{\sqrt{(1 + \xi_1^2)}}\exp\left(-\frac{t^2}{(1 + \xi_1^2)\tau_0^2}\right)\cos\left(\xi_{III} \frac{t^2}{(1 + \xi_{III}^2)\tau_0^2} + \omega_0 t + \phi_{CEO}\right),$$

(8)

where $\xi_1$, $\xi_{III}$ and $\xi_{III}$ are three individual control parameters. It is evident from (8) that the control parameters can be appropriately tuned to probe different aspects of the QPI process:

I. The peak intensity changes as‡

$$I = I_0/\sqrt{1 + \xi_1^2}.$$

(9)

‡ Due to computational reasons, the vector potential $A(t) = -\int_{-\infty}^{t} E(t')dt'$ was approximated with the closed-form expression $A(t) = -\frac{\omega_0}{c_B} \frac{1}{\sqrt{(1 + \xi^2)}}\exp\left(-\frac{t^2}{\tau(\xi)^2}\right)\sin\left(\frac{t^2}{\tau(\xi)^2} + \omega_0 t\right)$ for calculating (1). In this case, both the peak intensity (9) and pulse duration (10) slightly depend on $\xi_{III}$. However, equations (9) and (10) generally provide a very good approximation of the peak intensity and pulse duration, respectively, with a relative error of $< 5 \times 10^{-3}$ corresponding to the parameter range used in this work.
Table 1. The parameter range used in the calculations.

| Process | Parameter | From       | To        | Unit       |
|---------|-----------|------------|-----------|------------|
| (I)     | $\xi$     | 0          | $\pm$3    | normalized |
| (II)    | $I$       | $1.72 \times 10^{14}$ | $5.4 \times 10^{13}$ | Wcm$^{-2}$ |
| (III)   | $\tau_W$  | 15.1       | 47.8      | fs         |
|         | $\delta\omega_{\text{inst}}$ | 1.742      | 1.916      | rad/fs     |

II. The pulse width is modified as

$$\tau_W = \sqrt{1 + \xi_{\text{II}}^2 \tau_{W,0}}.$$ (10)

III. The instantaneous frequency within the pulse spans towards higher ($\xi_{\text{III}} > 0$) or lower ($\xi_{\text{III}} < 0$) frequencies within a defined frequency interval that depends on the chirp parameter. The difference between the instantaneous frequencies at the beginning and at the end of the temporal electric field can be expressed as:

$$\delta\omega_{\text{inst}} = \omega(t_{\text{max}}) - \omega(t_{\text{min}}) \propto \frac{\xi_{\text{III}}}{\sqrt{1 + \xi_{\text{III}}^2}} \Delta\omega,$$ (11)

where $\Delta\omega = c_B 2\pi/\tau_0$ is the FWHM spectral bandwidth, and $t_{\text{max}} - t_{\text{min}} = \sqrt{1 + \xi_{\text{III}}^2} \tau_0$.

- If $\xi_{\text{III}} = 0$, $\omega(t_{\text{max}}) - \omega(t_{\text{min}}) = 0$, the instantaneous frequency does not change in time, there is no chirp.
- If $|\xi_{\text{III}}| \ll 1$, $\omega(t_{\text{max}}) - \omega(t_{\text{min}}) \propto \xi_{\text{III}}$, the frequency shift linearly varies with the chirp parameter.
- If $|\xi_{\text{III}}| \gg 1$, $\omega(t_{\text{max}}) - \omega(t_{\text{min}}) \propto \Delta\omega$. In this case, the maximum frequency variation covers the bandwidth that matches the known linear nature of chirp (new frequency components do not appear).

Therefore, tuning $\xi_I$ (with $\xi_{\text{II}} = \xi_{\text{III}} = 0$) in (8) is equivalent to controlling the peak intensity of a transform-limited pulse with a given duration. Variation in $\xi_{\text{II}}$ (with $\xi_I = \xi_{\text{III}} = 0$) represents a change in transform-limited pulse duration with the same peak intensity, and finally $\xi$ ($= \xi_I = \xi_{\text{II}} = \xi_{\text{III}}$) indicates the most general case with chirp $\xi$, where the peak intensity and pulse duration are self-consistently modified as mentioned before. In order to investigate the effects of these contributing mechanisms separately, a specific parameter range has been selected (shown in Table 1) corresponding to the same chirp range ($-3 \leq \xi = \xi_I = \xi_{\text{II}} = \xi_{\text{III}} \leq 3$) in case of all three aforementioned actions. The total applied intensity range in Process (I) was chosen considering that it should support the generation of harmonics, while preferably keeping the maximum applied intensity ($I_0$) relatively low in order to avoid excessive ionization of the medium||, thereby preserving the validity of the single-atom

§ Calculated at $\xi_{\text{III}} = 3$ and $t_{\text{max}} - t_{\text{min}} = \tau_W$ using (11).

|| Using the set of parameters in Table 1, the maximum rate of ionization at focus (at $\xi = 0$) would be 3.4%, while at $\xi = 3$ only 0.011% of the atoms would be ionized.
simulations. The resulting intensity range defined the chirp parameter regime in Table 1 based on (9). Every computation involved reference atoms having a Gaussian ground state wave function \( \mathbf{d}(\mathbf{p}) = i/(\pi \alpha_f)^{3/4}(\mathbf{p}/\alpha_f)\exp[-\mathbf{p}^2/(2\alpha_f)] \), where \( \alpha_f = I_p \) is the fitting parameter adjusted to the ionization potential of argon (15.76 eV) [2,23,25]. Recombinations after multiple visits of the parent ion by the accelerating electron have been neglected (therefore only the contributions of trajectories shorter than one optical cycle have been considered). We point out here that the atomic phase shift is neglected in the SFA and it can affect the high-order harmonic spectrum by introducing features that are dependent on the specific electronic structure of the target atom. The Cooper minimum (CM) in argon [47–49] and other ionic [50] or molecular systems [51] is one such instance. It is worth to note, however, that the location of CM in the high-order harmonic spectrum does not depend on the driving laser intensity and wavelength (see for example figure 1 in [49] and [52]) and the spectral phase variation of the harmonics near the CM is observed to be limited to a narrow region near the dip [49,53]. Thus, in general for systems exhibiting CM like behaviour or other intrinsic effects like giant resonance [54], the experimental conditions can be adapted to either a lower intensity regime, so that the harmonics in the CM region does not reach the plateau of the spectrum, or one can spectrally filter and select the appropriate harmonic orders to record the QPI patterns, where CM effects do not appear.

To explain in more details the finer aspects of CM goes beyond the scope of this study. Nevertheless, QPI effects depend strongly on the phase accumulated by the electronic wave packet in the continuum, which is a strong function of the intensity and the temporal shape of the laser field in general supporting the validity of the SFA in studying QPI [30,55–57]. Hence, in a differential intensity resolved measurement, such as the one carried out in our work, one would expect that the QPI features would be retained.

Moreover, in order to ensure the validity of the simulations, various single-atom emission spectra calculated with the Lewenstein integral and the saddle point method [2] were compared. We also carried out numerical simulations solving the time-dependent Schrödinger equation (TDSE) with a soft-core Coulomb potential in the single active electron (SAE) approximation [58] in some cases to justify the correctness of the SFA calculations.

III. QPI driven by transform-limited ultrashort pulses

III.1. Effect of the pulse duration and high harmonic order on the intensity dependent QPI oscillation

Following the ceteris paribus principle, first we investigate only Process (I) considering Fourier-limited driving fields (i.e. \( \xi_{\Pi}, \text{ and } \xi_{\Pi II} = 0 \) in (8)) with different pulse durations. Alteration in the peak intensity of the driving electric field alters QPI via the modification of the phases of particular trajectories associated to the same harmonic order. The phase \( \phi_j^q \) associated to the quantum path \( j \) contributing to the harmonic
order $q$ is directly connected to the quasiclassical action (equation (2)) and can be approximated by: $\phi_j^q \approx -U_p \tau_j^q \approx -\alpha_j^q I$ (in atomic units), where $U_p$ is the ponderomotive energy and $\alpha_j^q$, known as reciprocal intensity, is roughly proportional to the electron excursion time $\tau_j^q$ [59]. Longer trajectories inherently result in stronger intensity dependence of the corresponding dipole phase. The interference between quantum paths with marginally different excursion times ("long" and "short" trajectories) results in an intensity dependent oscillation in the harmonic signal with the angular frequency $\Delta \alpha_{H19} = \alpha_{H19}^l - \alpha_{H19}^s$, correspondingly to their phase difference. This is demonstrated in figure 1(a) for a plateau harmonic (19th) in case of two unchirped pulses with different temporal extents: $\tau_{W,0} = 15$ fs (blue) and 48 fs (red). Clear oscillations are visible in case of both pulse lengths, although with different oscillation frequencies, $\Delta \alpha_{H19}(\tau_{W,0} = 15 \text{ fs}) = 4.81 \pm 0.12 \times 10^{-13} \text{ cm}^2\text{W}^{-1}$ for the shorter (blue) pulse, and greater $\Delta \alpha_{H19}(\tau_{W,0} = 48 \text{ fs}) = 5.16 \pm 0.11 \times 10^{-13} \text{ cm}^2\text{W}^{-1}$ for the longer (red) pulse. As the harmonic order $q$ increases, $\partial \phi_j^q / \partial I$ decreases (increases) for the short (long) trajectories in all half-cycles in the laser field, converging towards a common value in the cut-off region [60]. Consequently, differences between $\phi_j^q$ of different $j$ trajectories become smaller, which results in a decrease of the QPI frequency as represented in figure 1(b).

While preserving the oscillation introduced by Process (I), we now incorporate the effect of Process (II) in order to investigate the dependence of the QPI angular frequency on the transform-limited pulse duration. In this case, the observation in figure 1(a) applies in figure 1(b) as a general trend, i.e. higher QPI frequencies are produced with the longer driving field in case of all investigated harmonics. This effect is demonstrated in a broader pulse duration range, from $\tau_{W,0} = 12$ fs to 48 fs in case of two plateau harmonics in figure 1(c), where a clear change of the QPI periodicity can be observed for the pulse duration range between approximately 12 and 25 fs, followed
by a relatively constant region for pulses longer than 25 fs. In order to gain insight into
the underlying processes affecting the QPI frequency as a function of pulse duration and
harmonic order, the contribution of different quantum trajectories (having $\alpha q$ reciprocal
intensities) to the formation of the dipole signal (oscillating with the frequency of $\Delta \alpha q$)
has to be investigated.

### III.2. Disentangling quantum path contributions without trajectory analysis

It is possible to disentangle the different quantum path contributions from the dipole
moment for several laser peak intensities by using a wavelet-like sliding window Fourier
transform on the intensity dependent dipole moment. This simple numerical method
has already been utilized by several research groups [61–63] and it can be viewed as a
Gábor-type of analysis on an intensity dependent signal resulting in a 3D representation
of the intensity ($I'$) - reciprocal intensity ($\alpha q$) plane. Specifically, the Fourier transform
is executed on the apodized dipole term $d^q_{\phi}(I)$ consisting of the intensity dependent
dipole phase at a given harmonic multiplied by a Gaussian window function:

$$G(I', \alpha q) = \mathcal{F}\{d^q_{\phi}(I)\} = \int_{-\infty}^{\infty} e^{i\phi(I')} e^{-(a_w(I'-I))^2} e^{-i\alpha q I'} dI,$$

where $\phi(I) = \text{arg}(D(q, I))$, and $I'$ is the central intensity for a given apodization
window spanning from $I_1 + 1/a_w$ up to typically $I_2 - 1/a_w$, where $I_1$ and $I_2$ mark the
lowest and highest $I$ intensities of the studied peak intensity range, respectively. The
value $a_w$ corresponds to the length of the apodization window and is determined by a
trade-off between the resolutions on the intensity and reciprocal intensity axes. In the

**Figure 2.** Pseudo-colour maps of the intensity dependent phase behaviour of different harmonic
orders ($25^{\text{th}}$ (a), $35^{\text{th}}$ (b), $45^{\text{th}}$ (c), and $55^{\text{th}}$ (d)), and in case of pulse lengths ($\tau_{W,0} = 12$ fs (e),
15 fs (f), 18 fs (g), and 22 fs (h)). A $\tau_{W,0} = 48$ fs long pulse was used to calculate subplots (a–d),
while (e–h) were evaluated from the dipole phase corresponding to the $25^{\text{th}}$ harmonic.
calculations presented in figure 2, \( a_w = 5 \times 10^{-14} \text{ cm}^2\text{W}^{-1} \) has been used. By choosing a sufficiently small \( a_w \) value, (12) practically turns into a Fourier transform resulting in the QPI angular frequency values represented in figure 1(b).

Figure 2(a) shows that in case of the 25\(^{th}\) harmonic, which is located in the plateau region for the entire investigated intensity range, the intensity/reciprocal intensity distribution is dominated by two distinguishable trajectory classes with marginally different \( \alpha_{H^{25}} \) values, namely short paths (with \( \tau_{s}^{q} < 0.6167 \times 2\pi/\omega_0 \) and \( \alpha_{s}^{H^{25}} < 10^{-13} \text{ cm}^2\text{W}^{-1} \)) and long paths (with \( \tau_{l}^{q} > 0.6167 \times 2\pi/\omega_0 \) and \( \alpha_{l}^{H^{25}} \approx 4–6 \times 10^{-13} \text{ cm}^2\text{W}^{-1} \)). When the harmonic order is shifted towards higher values (figure 2(b) and (c)), the \( \alpha \) values of the two trajectory groups tend to move towards each other to join as a single class of cut-off trajectory (figure 2(d)) resulting in a smaller \( \Delta \alpha_{q} = \alpha_{l}^{q} - \alpha_{s}^{q} \) value. Thus this upward shift of the characteristic fork-like structure of the density plots explains the decrease in the QPI angular frequency observed in figure 1(b).

Concerning the pulse length dependence shown in figure 1(c), figure 2(e) reveals that for \( \tau_{W,0} = 12.1 \) fs the contribution of the long trajectory class is strong around one particular intensity (at \( I' \approx 0.85 \times 10^{14} \text{ Wcm}^{-2} \)). At this intensity, the \( \alpha_{l}^{H^{25}} \) value of the long trajectory (defined as the position of the signal maximum) can be extracted. When tuning the pulse length (figure 2 e–h)), the maximum is shifted along a linear curve (marked with a dashed dark blue line) until it exits from the studied peak intensity range at \( \tau_{W,0} = 22 \) fs (figure 2 h)), while the \( \alpha_{s}^{H^{25}} \) of the short trajectory remains relatively constant. The \( \Delta \alpha_{H^{25}} \) values corresponding to different pulse durations are depicted in figure 1(c) (with empty dark blue circles and a solid dark blue line as a linear fitting) showing good agreement with the previously calculated QPI angular frequencies.

IV. Effect of instantaneous frequency on QPI pattern

In order to study the effect of the instantaneous frequency variation described in Process (III), three intensity-scans (\( 0 \leq \xi_I \leq 3 \)) were conducted with the use of Fourier-limited (\( \xi_{II} = 0 \)), positively chirped (\( 0 < \xi_{III} \leq 3 \)), and negatively chirped (\( -3 \leq \xi_{III} < 0 \)) fundamental fields shown in figures 3(a) to (c) and d–e) for spectra around one lower plateau (25\(^{th}\)) and one higher plateau harmonic (45\(^{th}\)), respectively. The pulse length of the applied pulses was kept at \( \tau_{W,0} = 48 \) fs for all three scans in pursuit of excluding the effect of the pulse length change on the QPI pattern. The fact that \( \tau_{W,0} \) is fixed (\( \xi_{II} = 0 \) or constant) entails that the transform-limited duration is fixed, so the bandwidth is fixed. Figure 3 shows rich interference patterns in the spectral domain for all three cases. Since the Gábor-type transformation is not able to resolve the intra-pulse dynamics of the driving laser field needed to differentiate between positively and negatively chirped fundamental pulses, we analyze this case by studying the markedly different interference patterns visualized in figure 3. Two main effects contribute to the apparent change of the observable textures. The instantaneous frequency of harmonic \( q \) can be described
Figure 3. The harmonic spectra around the 25th (a, b, c) and 45th (d, e, f) harmonics as a function of the chirp parameter in case of (a, d) transform-limited ($\xi_{I,III} = 0$, $\xi_I$ changes), (b, e) positively chirped ($\xi_{II} = 0$, $\xi_{I,III}$ changes) and (c, f) negatively chirped ($\xi_{II} = 0$, $\xi_{I,III}$ oppositely changes) driving pulses. 48 fs long driving pulses were utilized in all six cases. The same phase difference between short (grey dotted), long (grey dashed), and cut-off (red dot-and-dashed) trajectories were indicated with lines defined by (14) using the $\alpha_q$ value of the given trajectory. The red solid lines were calculated with a single intermediate $\alpha_q$ value ($\alpha_q^s < \alpha_q < \alpha_q^l$). The square root of the emission rate ($\sqrt{S_q(\omega_q)}$) was plotted (applying also to figures 4 and 7) to enhance the visualization of the interference features in the evolving high harmonic spectra.

\[
\omega_q(t) = q\omega_0 + \Delta\omega_{IR,q}(t) + \Delta\omega_{dip}(t),
\]

where $\Delta\omega_{IR,q}(t)$ and $\Delta\omega_{dip}(t)$ are the contributions from the instantaneous frequency variation of the driving field and the harmonic chirp caused by the intensity dependence of the atomic dipole phase, respectively [62, 64]. At the rising (falling) edge of the pulse, where the intensity increases (decreases), $\Delta\omega_{dip}(t)$ is always positive (negative), which leads to a blue (red) shift at this part of the pulse. These two shifts result in the broadening of the harmonics, provided that no ground state depletion takes place. The broadening is stronger for higher peak intensities (when $|\partial I/\partial t|$ is greater) at smaller $\xi_I$ values, as shown in figure 3(a). A positively chirped fundamental pulse contributes with a red frequency shift ($\Delta\omega_{IR,q}(t) < 0$) during the rising edge and a blue shift ($\Delta\omega_{IR,q}(t) > 0$) during the trailing edge that compensates the harmonic chirp resulting in sharp harmonics for high $\xi_{III}$ values (see around $\xi_{III} = 3$ in figure 3(b)). On the contrary, a negatively chirped driver further enhances the broadening effect introduced by the intensity dependent dipole phase, resulting in increasingly broadening harmonics with increasing $\xi_{III}$ as observed in figure 3(c). The frequency chirp of harmonics has been extensively studied both in theory [65–67] and in laboratory experiments [68]. In order to explain the shape of the interference pattern, the instantaneous frequency of
harmonic $q$ was analytically calculated from (13), where $\Delta \omega_{\text{IR},q}(t) = 2qt\xi_{\text{III}}/(1+\xi_{\text{III}}^2\tau_0^2)$ and $\Delta \omega_{\text{dip}}(t) = \alpha^q_\text{dip} I(t)/\partial t$. The use of (2) to express $\Delta \omega_{\text{dip}}(t)$ results in the following equation:

$$
\Delta \Omega = \omega_q(\xi_1, \xi_{\text{III}}) - q\omega_0 = \pm \left( \frac{2q\xi_{\text{III}}}{(1+\xi_{\text{III}}^2\tau_0)} - \alpha^q_0 \frac{4I_m}{(1+\xi_{\text{III}}^2\tau_0)} \right) \sqrt{\frac{1 + \xi_{\text{III}}^2}{2} \frac{I_0}{\sqrt{1 + \xi_{\text{III}}^2 I_m}}},
$$

(14)

where $I_m$ marks certain intensities corresponding to given $t_n$ times, at which the same phase difference between trajectories are sustained for different pulse shapes depending on the applied chirp. In real experimental conditions, the $I_m$ term refers to intensities at which longitudinal phase matching conditions are optimized spatially and temporally during the simultaneous propagation of the IR and XUV fields, thereby macroscopic effects are also introduced. Due to the role of phase matching in the formation, these fringes are often referred to as Maker fringes [69–71], even though the shape of the fringe pattern can still be traced back to microscopic mechanisms [70,71]. In our calculations, $I_m = I_0/\sqrt{1 + \xi_{1,0}^2}$, where $\xi_{1,0}$ marks the starting points of the curves corresponding to $\Delta \Omega(\xi_1, \xi_{\text{III}}) = 0$. In figure 3, the lines represent $\xi_1$ and $\xi_{\text{III}}$ as a function of $\Delta \Omega$ (assuming $\xi_{\text{III}} = 0$ in all cases). Figures 3(a), (b), and (c) show lines calculated for the short (grey dotted line), and long trajectories (grey dashed line) at three arbitrary $\xi_{1,0}$ values using the $\alpha^q_{\text{H25}}$ values extracted from the Gábor-type analysis depicted in figure 2. The spectral interference fringes visibly fall between the two lines corresponding to the short and long trajectory groups. The red solid lines were calculated with an intermediate reciprocal intensity value ($\alpha^q_{\text{H25}} < \alpha^q_{\text{H25}} = 1.67 \times 10^{-13} \text{cm}^2\text{W}^{-1} < \alpha^q_{\text{H25}}$) adjusted for best agreement with the fringe structure. The good overlap between these solid red lines (all nine calculated with the same $\alpha^q_{\text{H25}}$ value) and the spectral interference pattern suggests that although the change in the instantaneous frequency of the fundamental beam causes apparent differences between the obtained textures in the vicinity of the 25th harmonic, it leaves the $\alpha^q_0$ reciprocal intensities mainly unaffected. Closer to the cut-off regime of the spectrum, a single reciprocal intensity value ($\alpha^q_{\text{H25}} = 2.5 \times 10^{-13} \text{cm}^2\text{W}^{-1}$, extracted from the Gábor-type transformation in figure 2(c)) gives excellent agreement with the fringe pattern, as represented by the red dot-and-dashed lines in figures 3(d) to (f)). During the investigation of similar interference features in spectrally and spatially resolved high-order harmonic radiation, Carlström et al. also found that the curvature of the fringes depends on the mean value $(\alpha^q_1 + \alpha^q_2)/2$, as well as on the difference $\Delta \alpha^q = \alpha^q_1 - \alpha^q_2$, while the fringe periodicity is determined solely by $\Delta \alpha^q$. Utilizing this behaviour and a fitting procedure based on an analytical model, it was possible to retrieve the separate dipole phase parameters of the short ($\alpha^q_a$) and long ($\alpha^q_l$) trajectories from experimentally obtained modulation patterns [39]. It is important to note that the simple analytical model given in equation (14) does not take into account higher order terms in the intensity dependent dipole phase $(\mathcal{O}(\partial^2 \phi^q_a/\partial t^2) = 0)$, neither does it incorporate the different relative contributions of the trajectories. Such limitation is manifested in figure 3(b), where the transition of the interference features from downward concave
Figure 4. Progression of the single-atom harmonic spectra as a function of chirp parameter ($\xi = \xi_I = \xi_{II} = \xi_{III}$). The dashed red line marks the calculated position of the cut-off. The bandwidth-limited pulse duration was $\tau_{W,0} = 15$ fs.

to downward convex at the harmonic centre is not represented well, despite the correct curvature prediction (with opposite orientation) by equation (14).

V. The combined effect of the fundamental chirp

In a real experimental scenario involving the change of the chirp (for example by rotating a plane-parallel plate, translating a wedge-pair or using an acousto-optical modulator), all three of the aforementioned processes must be simultaneously considered ($\xi = \xi_I = \xi_{II} = \xi_{III}$ in (8)). Figure 4 reveals complicated interference structures on a spectrogram obtained by a chirp-scan: in case of short generating pulses (corresponding to chirp values from appr. $-0.5$ to $0.5$) the spectral map is dominated by erratic spectral fringes originating from the interferences between the small number of consecutive attosecond bursts. However, in the multi-cycle regime ($|\xi| > 0.5$), when a well-defined harmonic comb structure is formed, ripples analogous to the previously studied Maker fringes clearly emerge. In addition, features observable at even harmonic orders (in particular at negative $\xi$ values around $-2$) are similar to interferences between the long quantum paths only [24]. The combined effect of the harmonic chirp and the instantaneous frequency change of the fundamental field results in the firm sharpening of the harmonic streams for positively chirped generating pulses ($\xi > 0$), and wide, smoothed textures in case of negatively chirped drivers ($\xi < 0$). The cut-off position of each spectrum predicted by the Lewenstein model ($q_{\text{cut-off}} = (F(I_p/U_p)I_p + 3.17U_p)/\omega_0$, where $F(I_p/U_p)$ is equal to 1.32 for $I_p \ll U_p$ and slowly reaches 1 as $I_p/U_p$ increases [23]) is marked with the dashed red line in figure 4.

Although the QPI fringes are clearly visible on the spectral map for most plateau harmonics, evaluation of their periodicity is not straightforward due to the constantly varying pulse length, and the overlapping spectral interference patterns. Therefore, a
Figure 5. Density plots \( F(q, \alpha^0) \) obtained by the 2D Fourier analysis (equation (15)) of spectral maps produced with (a) transform-limited \( (\xi_I,\xi_{III} = 0, |\xi| \leq 3) \) 15 fs long, (b) transform-limited \( (\xi_I,\xi_{III} = 0, |\xi| \leq 3) \) 48 fs long and (c) chirped \( (0 \leq \xi = \xi_I = \xi_{II} = \xi_{III} \leq 3) \) generating fields. The QPI frequencies at which the signal is maximum are marked by dashed white, black and grey lines for case (a), (b) and (c), respectively. \( |F(q, \alpha)|^2 \) is visualized, which was normalized independently for every \( q \) harmonic order to enhance the visibility of the QPI signal.

2D windowed Fourier transform was performed on the spectral maps \( S(q, \xi) \):

\[
F(q, \Delta \alpha) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{\frac{iq'q}{\Delta q^2}} S(q', \xi(I)) dq' e^{-i\Delta \alpha I} dI,
\]

(15)

where a window with the width of \( \Delta q \approx 1 \) harmonic order was utilized (figure 5). This technique was also used to estimate the error bars—for the points in figures 1(b) and (c)—that were defined as the FWHM of the QPI angular frequency signal. The shift between QPI angular frequencies corresponding to different bandwidth-limited pulses—similarly to what was presented in figure 1(b)—is clearly noticeable in figure 5(a) and (b), when comparing the maxima of the angular frequency signals marked with white and black dashed lines for the transform-limited 15 fs and 48 fs driving pulses, respectively. Figure 5(c) (obtained as the 2D windowed Fourier transform of figure 3) shows a signal located between the white and black dashed lines corresponding to the 15 and 48 fs transform-limited cases, respectively. This is in agreement with the range of pulse durations in the chirped scenario spanning from 15 fs@\( \xi = 0 \) to 48 fs@\( \xi = 3 \) according to Table 1.

VI. Macroscopic effects in QPI

Finally, for a possible experimental observation of the discussed microscopic level interference textures, macroscopic effects (including plasma generation, absorption and refraction during propagation) cannot be neglected. We performed macroscopic simulations using a three-dimensional non-adiabatic model described in detail in Refs. [72–74].

The applied model consists of three main computational steps. In the first step, the propagation of the \( E(r, t) \) electric field of the fundamental laser pulse \( E(r, t) = \)
Figure 6. Schematic illustration of the focusing geometry used for macroscopic simulations. The entry and exit planes are demarcated. The colour map shows the peak intensity of the laser pulse as a function of the spatial coordinates. The blue lines mark the borders of the generation medium, showing that the confocal parameter is much larger than the jet size in this case.

$E(t)f(r)$, where $E(t) = -\partial A(t)/\partial t$ in the generating medium is calculated by solving the nonlinear wave equation \[72\]

$$\nabla^2 E(r, t) - \frac{1}{c^2} \frac{\partial^2 E(r, t)}{\partial t^2} = \frac{\omega_0^2}{c^2} (1 - \eta_{\text{eff}}^2(r, t)) E(r, t),$$

(16)

where $c$ is the speed of light in vacuum. The effective refractive index $\eta_{\text{eff}}(r, t)$ is calculated as \[75\]

$$\eta_{\text{eff}}(r, t) = \eta_0 + \bar{\eta}_2 I(r, t) - \frac{\omega_p^2(r, t)}{2\omega_0^2},$$

(17)

where $I(r, t) = \frac{1}{2} \epsilon_0 c |\tilde{E}(r, t)|^2$ is the intensity envelope of the laser field (calculated using the complex electric field $\tilde{E}(r, t)$ [76]), and $\omega_p^2 = ne^2/(m\epsilon_0)$ is the square of the plasma frequency (expressed using the number density of electrons $n_e$, the elementary charge $e$, the effective mass of the electron $m$, and the vacuum permittivity $\epsilon_0$). Dispersion, absorption, Kerr effect, and plasma dispersion along with absorption losses due to ionization [77] are taken into account via the linear ($\eta_0$) and nonlinear ($\bar{\eta}_2$) part of the refractive index, respectively. The model assumes cylindrical symmetry ($r \rightarrow r, z$) and uses paraxial approximation [75]. By applying a moving frame with the speed of light, and by eliminating the temporal derivative using Fourier transform, the equation to be solved explicitly is

$$\left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} \right) E(r, z, \omega) - \frac{2i\omega}{c} \frac{\partial E(r, z, \omega)}{\partial z} = \frac{\omega^2}{c^2} \mathcal{F}[(1 - \eta_{\text{eff}}^2) E(r, t)].$$

(18)
The solution is obtained using the Crank–Nicolson method in an iterative algorithm [75]. The laser field distribution in the input plane of the medium is calculated using the ABCD-Hankel transformation [78].

The second step is the calculation of the single-atom response (dipole moment $D(t)$) based on the laser-pulse temporal shapes available on the full $(r, z)$ grid, using the Lewenstein integral defined in (1). For the macroscopic nonlinear response $P_{nl}(t)$, the depletion of the ground state is taken into account [23,79], giving

$$P_{nl}(t) = n_a D(t) \exp \left[ - \int_{-\infty}^{t} w(t') dt' \right],$$

where $w(t)$ is the ionization rate obtained from tabulated values that were calculated using the hybrid anti-symmetrized coupled channels approach (haCC) [80] showing good agreement with the Ammosov-Delone-Krainov (ADK) model [81] and $n_a$ is the number density of atoms in the specific grid point $(r, z)$ [75,82].

The third and last step is to calculate the propagation of the generated radiation $E_h(r, t)$ by the wave equation

$$\nabla^2 E_h(r, t) - \frac{1}{c^2} \frac{\partial^2 E_h(r, t)}{\partial t^2} = \mu_0 \frac{d^2 P_{nl}(t)}{dt^2},$$

with $\mu_0$ being the vacuum permeability. Equation (20) is solved similarly to (16), but since the source term is known, there is no need for an iterative scheme. The amplitude decrease and phase shift of the harmonic field - caused by absorption and dispersion, respectively - are taken into account at each step when solving equation (20) using textbook expressions describing the effect of complex refractive index on wave propagation [83]. The real and imaginary parts of the refractive index in the XUV regime are calculated using tabulated values of atomic scattering factors [84].

It was assumed in the calculations that a 15 fs long pulse (in bandwidth-limit) having a Gaussian spatial intensity distribution with 5 mm intensity radius ($1/e^2$) and 187 $\mu$J total pulse energy is focused into argon gas with a 1 m focal length focusing optics (leading to a 66 $\mu$m focused beam waist) to match the parameter range used in the single-atom calculations (Table 1) at the on-axis focal position. The beginning of the generating medium has been inserted at the position of the beam waist (figure 6). The gas medium had uniform pressure distribution of 667 Pa (5 Torr) and 250 $\mu$m length along the laser beam propagation axis.

Figure 7 compares the progression of spectral features around the 25$^{th}$ harmonic as a function of the chirp parameter in case of the single-atom response (extracted at the beginning of the generation medium in the on-axis position, figure 7(a–c)) and after macroscopic propagation (extracted at the end of the generation medium, also in the on-axis point, figure 7(d–f)) using different, bandwidth-limited or chirped driving pulses. Such near field conditions can be experimentally monitored in multiple manners: for example the spatial XUV intensity distribution can be mapped onto a spatial ion
distribution and recorded with an ion imaging detector (ion microscope) [35–37]. The atomic dipole phase can be directly measured by XUV-XUV interferometry [85, 86], or the harmonic radiation can be detected by near field one-to-one imaging (see for example the experimental arrangements in refs. [9, 87]). It is shown in figure 7 that using the above specified, realistic set of macroscopic parameters results in similar microscopic and macroscopic patterns in case of 15 fs (a, d), and 48 fs (b, e) transform-limited pulses and for chirped (c, f) pulses as well, even though noticeable alterations naturally happen due to macroscopic propagation. This similarity can be attributed to the low level of ionization (see the previous footnote II), which induces only slight modifications of the temporal and spectral features of the composing pulses. The analogy between the microscopic and macroscopic cases is further supported by calculating the $\Delta \alpha^{H25}$ angular frequencies of the QPI oscillations in all six instances (Table 2). Although the oscillation frequency is altered (in this case decreased) by the macroscopic propagation effects, the general tendency of the previous single-atom observations is maintained. The value of $\Delta \alpha^{H25}$ increases with the increasing pulse duration of the transform-limited driving pulses from 15 to 48 fs, while a chirped driving pulse provides an intermediate $\Delta \alpha^{H25}$ value.

The intrinsic intensity dependence of the phases of quantum paths establishes an analogy between spectral and spatial trajectory behaviour for analogous temporal and spatial field envelopes. Therefore, under careful experimental conditions, some of the findings in our paper might be reflected in the far field behaviour of trajectories.
For example, the interference pattern in the divergence profiles might get modified, when the pulse duration is changed from the few to the multi-cycle regime due to the interplay between intra-pulse and spatial QPI patterns. To explore such effect, however, a more elaborated investigation is necessary that takes into account other important macroscopic contributions, such as interferences due to propagation, spatiotemporal coupling [88,89] or special effects entailing advanced pulse forms [90].

VII. Discussion

In our present study, quantum path interferences having various microscopic origins have been investigated. In the simplest case, one can consider the superposition of only two (one short, and one long) quantum trajectories within the same optical half-cycle of the laser field contributing to the same \( q \)th harmonic of the fundamental laser frequency, causing \textit{intra-half-cycle} interference. For a real laser pulse containing multiple optical cycles, this plain picture is expanded by an interplay between trajectories in subsequent half-cycles (\textit{intra-pulse} interference) that forms spectral QPI patterns. Lastly, the phases of electron trajectories can be tuned pulse-to-pulse by varying the peak intensity of the fundamental laser field, leading to another interference-like pattern, which we refer to as \textit{intensity dependent} QPI pattern. In a macroscopic environment, this latter QPI pattern is mapped to spatially-resolved interferences stimulated by the spatial intensity distribution of the driving field profile [30,39,70]. Although the complex, chirp (or intensity) dependent harmonic spectrum is formed by the inseparable superposition of these QPI patterns, our results indicate that by varying the driving pulse parameters, the domination of one or the other quantum level phase tuning mechanisms can be observed in the interference structure. This mechanism is illustrated in figure 8. When, for example, the generating electric field is temporally long (\( \tau_{W,0} \approx 22 \, \text{fs} \) in our calculations, figure 8(a) and (b)), the phase difference between long (short) paths in consecutive laser half-cycles is small, which induces constructive intra-pulse interference. This, in turn builds up narrow harmonics around the \( q \)th harmonic order. In this case, the intensity-reciprocal intensity density map shows two, clearly separable lines (see figure 2(a)) corresponding to \( \alpha_q^l \) and \( \alpha_q^s \). This results in an intensity dependent QPI pattern with the observable frequency of \( \Delta \alpha^q = \alpha_q^l - \alpha_q^s \) at harmonic order \( q \). Contrarily, for very short driving pulses (\( \tau_{W,0} \approx 12 \, \text{fs} \)), the strong modulation of the phases of subsequent long (or short) trajectories through the half-cycle to half-cycle variation of the driving laser

| QPI angular frequencies for the 25th harmonic | TL, 15 fs | TL, 48 fs | chirped | Unit |
|---------------------------------------------|----------|----------|---------|------|
| single atom                                 | 4.47±0.14 | 4.74±0.12 | 4.54±0.13 | \( \times 10^{-13} \, \text{cm}^2\text{W}^{-1} \) |
| macroscopic, near field                     | 4.27±0.19 | 4.48±0.19 | 4.38±0.15 | |

Table 2. Comparison of the \( \Delta \alpha^{H25} \) values calculated from the modulation of the harmonic signal in case of the single atom, and near field macroscopic responses using figure 7 and equation (15).
Figure 8. Detuning of the QPI oscillation frequency $\Delta \alpha^q$ of the 19th harmonic via the overlap between intra-pulse and intensity dependent QPI patterns. Fourier-limited driving pulse were utilized with the pulse duration $\tau_{W,0}$ indicated in the title of each subplot. On the left side of each tile, the harmonic emission rate $S_q(\omega_q)$ evaluated at the spectral centre is plotted with a red solid line on a logarithmic scale. In (c), the position of two local dips in the QPI oscillation due to the overlap of interference minima was marked with red dashed lines.

intensity creates destructive intra-pulse interference. This is manifested in an erratically behaving spectral QPI pattern, which washes out both the Gábor-type density plot, and the clear beating in the intensity dependent harmonic signal. A very interesting interference happens between these two pulse duration extremes ($\approx 12\text{ fs} < \tau_{W,0} < \approx 22\text{ fs}$, figure 8(c) and (d)). While well-defined intensity dependent QPI pattern oscillation is still noticeable in this case, the intra-pulse modulation of the driving field detunes the phases of contributing trajectories in each laser-half-period, especially those of the long trajectories that (due to their longer $\tau^q_l$ excursion times) are more susceptible to the alterations of the electric field. This brings on the modification of the $\Delta \alpha^q$ oscillation frequency according to figure 1(c). The superposition of spectral and intensity dependent QPI patterns is well marked in figure 7(a) (calculated with transform-limited 15 fs fundamental pulses), and is also signed by the distortion of the interference pattern (by the occurrence of two deeper minima at $\sim 0.8$ and $1.5 \times 10^{14}$ W/cm$^2$ in the blue curve in figure 1(a), also visualized by two horizontal dashed red lines in the corresponding figure 8(c). On the other hand, in the 48 fs case (figure 7(b)) with narrower spectral peaks, such interplay is shown only at the two sides of the 25th harmonic (for $q < 24.5$ and $q > 25.5$), and no on-centre disturbance of peak intensity dependent oscillation can be observed.

In Section III we found that the change of the instantaneous frequency within the driving pulse does not have a notable effect on the $\Delta \alpha^q$ angular frequency of the oscillation in the intensity dependent QPI pattern. Equation (11) shows that the extent of instantaneous frequency change within a single laser burst cannot exceed the total optical bandwidth. Although the $\phi^q_j$ phase of a quantum path can be tuned by modifying the driving laser wavelength resulting in wavelength dependent QPI [31], this process would need a large spectral bandwidth, therefore only a few-cycle driving pulse to induce a notable effect. At the same time, destructive interferences for such short pulses would
override clean intra-pulse oscillations.

Finally, simulations considering macroscopic propagation effects indicated that the interferences could be observed in carefully established experimental conditions yielding spectrograms similar to the ones presented in figure 7. Such 3D spectral maps inherently contain information about pulse duration, which could be estimated by comparing the experimentally measured intensity dependent QPI oscillation periods to the calculated values. This in situ information about the laser field on target during the extreme conditions of nonlinear interaction is difficult to obtain with conventional pulse characterization methods (like SPIDER [91], FROG [92], MIIPS [93], etc.), either because of saturation and damage effects or practical constraints of the optical setup. The complete (pulse amplitude and phase) measurement in situ at high laser power can be carried out using specific, recently developed techniques like THIS:d-scan [94] or in a more complex pump-probe scheme by attosecond streaking [95]. The comparison of the measured pulse temporal properties and the duration estimates based on our discussion above may provide an experimentally simply obtained validation parameter for cross checking the correctness of such dedicated characterization techniques by utilizing the nonlinear nature of the HHG process itself.

VIII. Conclusions

We have studied in detail the chirp dependence of quantum path interferences both on the single-atom level, as well as by macroscopic simulations, and demonstrated how a wide group of chirp-connected properties of the fundamental laser pulse, such as pulse duration, peak intensity and instantaneous frequency affect the quantum path interference patterns. We have shown that the periodicity of the interferometric beating introduced by the continuous change in the pulse peak intensity can be altered by the temporal extent of the driving field due to an interplay between different type of quantum path interferences. The presented calculations demonstrate the origin of a diversity of quantum path interference signatures that can be captured within the high harmonic spectra. Such analysis is essential for relating experimental measurements to microscopic interactions, and can be used as a guideline for precise control of ultrafast electron dynamics in gas phase HHG media.
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