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Comparison of machine learning models for predicting the risk of breast cancer-related lymphedema in Chinese women
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ABSTRACT

Objective: Predictive models for the occurrence of cancer symptoms by using machine learning (ML) algorithms could be used to aid clinical decision-making in order to enhance the quality of cancer care. This study aimed to develop and validate a selection of classification models that used ML algorithms to predict the occurrence of breast cancer-related lymphedema (BCRL) among Chinese women.

Methods: This was a retrospective cohort study of consecutive cases that had been diagnosed with breast cancer, stages I-IV. Forty-eight variables were grouped into five feature sets. Five classification models with ML algorithms were developed, and the models’ performance and the variables’ relative importance were assessed accordingly.

Results: Of 370 eligible female participants, 91 had BCRL (24.6%). The mean age of this study sample was 49.89 (SD = 7.45). All participants had had breast cancer surgery, and more than half of them had had a modified radical mastectomy (n = 206, 55.5%). The mean follow-up time after breast cancer surgery was 28.73 months (SD = 11.71). Most of the tumors were either stage I (n = 49, 31.2%) or stage II (n = 252, 68.1%). More than half of the sample had had postoperative chemotherapy (n = 227, 61.4%). Overall, the logistic regression model achieved the best performance in terms of accuracy (91.6%), precision (82.1%), and recall (91.4%) for BCRL. Although this study included 48 predicting variables, we found that the five models required only 22 variables to achieve predictive performance. The most important variable was the number of positive lymph nodes, followed in descending order by the BCRL occurring on the same side as the surgery, a history of sentinel lymph node biopsy, a dietary preference for meat and fried food, and an exercise frequency of less than three times per week. These factors were the most influential predictors for enhancing the ML models’ performance.

Conclusions: This study found that in the ML training dataset, the multilayer perceptron model and the logistic regression model were the best discrimination models for predicting the outcome of BCRL, and the k-nearest neighbors and support vector machine models demonstrated good calibration performance in the ML validation dataset. Future research will need to use large-sample datasets to establish a more robust ML model for predicting BCRL deeply and reliably.

Introduction

Breast cancer (BC) is the most common cancer in the world for women.1 In China, BC is the second most common type of cancer overall, after lung cancer.2 Due to the advancements in BC treatment in recent decades, the five-year survival rate of BC has improved significantly and is approximately 90%.3,4 In China, however, the five-year relative survival rate of BC patients varies from 96.5% (stage I) to 74.8% (stage III).5 Women who have been treated for BC may experience numerous health challenges throughout their survivorship, one of which is BC-related lymphedema.
lymphedema (BCRL). The prevalence of BCRL varies from 5% to 77%. The highest prevalence rate occurs within 3 years after the BC surgery, and the arm swelling rate increases almost 1% per year. Breast cancer-related lymphedema can be a distressing side effect of BC and includes symptoms of swelling and progressive fibrotic skin changes, thus resulting in decreased quality of life (QOL) for the patient. In addition, BCRL is associated with recurrent soft-tissue infections, thus contributing to healthcare costs that might be lessened with prospective surveillance and early intervention. In fact, with appropriate early intervention, early-stage lymphedema can be reversed, and early intervention can reduce the incidence or decrease the severity of its occurrence. Hence, early prediction and diagnosis of BCRL may prevent its progression and reduce its negative effects on patients’ QOL.

Early prediction and detection of cancer-related symptoms such as BCRL are essential for improving the health outcomes of cancer patients. Traditional statistical methods, such as multiple linear regression tests, have been used to identify predictors of health-related outcomes, but those statistical methods require a clear hypothesis and a rigorous research design, and their calculations of parameters can be modified only by redesigning the respective studies. In recent years, many advanced technologies, such as machine learning (ML), have emerged as valuable approaches for expressing parameters in cancer treatments and outcomes.

Machine learning refers to a collection of algorithmic techniques for data representation and analysis that have been widely applied to cancer care research. The approaches in ML tend to be more suitable than traditional statistical methods for problems involving numerous potential predictors. Additionally, the application of ML algorithms could increase prediction accuracy, because ML models tend to be nonparametric and able to learn complex interactions among predictors. Whereas ML modeling studies for predicting the occurrence of BCRL in countries such as the United States have been done, similar research has not been conducted in China. Therefore, this study aimed to develop and validate a selection of classification models that used ML algorithms to predict the occurrence of BCRL among Chinese women in Western China.

Methods

This was a retrospective cohort study of consecutive cases diagnosed with stages I-IV BC during the period 2017–2020. Ethical approval was obtained from Yunnan Cancer Hospital (Approval No. KYLX202106). This study was conducted by telephone calls, so only oral informed consent was obtained from each participant.

Study sample

All adult female patients at the Yunnan Cancer Hospital who had undergone a radical mastectomy for BC during the period 2017–2020 were identified as eligible cases. The presence of BCRL was determined by measuring the arm circumferences of the patients, using a flexible tape measure at four locations on each arm: (1) at 4 cm proximal to the wrist, (2) at 15 cm proximal to the first measure, (3) at 4 cm proximal to the olecranon, and (4) at 15 cm proximal to the third measure. A change of more than 2 cm in the absolute circumference at any of these four measurements was taken to be lymphedema. Measuring timepoints for examining changes of arm circumference were conducted at pre-surgery and post-surgery at time of discharging from hospital, or at pre-chemotherapy and at the end of chemotherapy. BCRL status were retrieved from the medical database and verified by arm lymphedema telephone questionnaire. Patients for whom clinicopathologic information was lacking regarding their BC diagnosis and treatment were excluded after the nurse had collected the data. Patients who had cognitive and communication impairments and were unable to communicate via phone were also excluded.

Features

The study used a data collection sheet with five parts (see Table 1 for a complete list): (1) Sociodemographic information, including age, race, and education. (2) Clinical data, including body mass index (BMI), history of chronic disease, and surgical history. (3) Tumor characteristics, including pathological type, tumor stage, and tumor location. (4) Treatment information, including type of surgery, type of surgical incision, and grade of axillary lymph node dissection (ALND). (5) Behavior-related information was collected using questionnaires that we self-designed with a set of structured questions: (i) Did you exercise pre-operatively: yes or no? If yes, please answer the following questions: (a) Identify which types of exercise you did: walking; jogging; yoga, or others; (b) Identify the exercise duration: 30 min per time or less; and (c) Identify the exercise frequency: 3 times per week, or less often. (ii) Did you take any post-operative exercise: yes or no? If yes, please identify the types of exercise you did: BC-related rehabilitation activity, walking, jogging, yoga, and/or others. (iii) If yes for post-op exercise, please also (a) identify the exercise duration (less than 30 min per session; or longer than 30 min), and (b) state your exercise frequency (fewer than 3 times per week, or more often). (iv) Did you perform physical labor: (a) pre-operatively: yes or no? (b) Post-operatively: yes or no? (v) Identify your daily dietary preferences: meat, milk, soy milk, fried food, dessert, vegetables, fruits. (vi) Did you receive a BCRL-related health education program given by nurses: yes or no?

Data collection

Data were collected by a combination of retrospectively extracting medical records and by telephone interviews, as complementary methods. The first four parts of data collection were the outcome measures of sociodemographic information, clinical data, tumor characteristics, and treatment information, and were retrieved from medical records. The fifth and final part of data collection used structured questionnaires that were administrated by a trained research nurse via telephone interviews to collect behavior-related information. These five parts of data collection measures yielded a total of 48 variables/features (see Table 1 for details). According to the recommended five to 10 samples-per-feature ratios for ML, we estimated that this study would need from 240 to 480 subjects. The study ultimately had 370 subjects, which was adequate for exploring ML and avoiding overfitting in training an ML classifier with 48 features.

Table 1

| Category | Variables |
|----------|-----------|
| Demographics | Age at diagnosis; race; marital status; education; area of residence (urban or rural); job type; medical insurance; smoking status; alcohol use |
| Clinical data | BMI; Handedness; pregnancy history; chronic disease history; surgical history; postoperative complications: blood pressure; venous blood draw; intravenous injection; lymph nodes-positive; duration of postoperative follow-up; ALND levels; SLNB status; Total number of SLNB; HER-2 detection; Ki-67 detection; hormone receptor type; metastatic lymph nodes; axillary/supraclavicular lymph nodes; BCRL occurring on the as the same side as the surgery side |
| Tumor characteristics | Tumor pathological type; breast quadrant of the tumor; tumor stage |
| Treatment types | Preoperative neoadjuvant chemotherapy; postoperative chemotherapy; postoperative radiotherapy; surgical incision; types of surgery; cycles of chemotherapy; location of radiotherapy; endocrine therapy |
| Behavior-related information | BCRL knowledge level; physical labor status; exercise frequency; exercise types; duration of exercise; dietary preferences; given a BCRL health education program |
| ALND, axillary lymph node dissection; BCRL, breast cancer-related lymphedema; SLNB, sentinel lymph node biopsy; BMI, body mass index |
Data analysis

The statistical analyses of this study were performed using the R Statistical Package (R Foundation), Python3.8.1, and PyTorch1.10.1, and we used the analytic schema shown in Fig. 1. Patients’ sociodemographic information, clinical data, tumor characteristics, and treatment types were entered into various ML models to examine the lymphedema outcomes. Before constructing the ML models, the input data were randomly segregated into training and test sets. Approximately 80% of the data were used for training the prediction models, and nearly 20% were used in the test dataset for verification. This study divided our data into training and test sets for cross-validating the results later. In the model training phase, we divided the 300-sample data randomly into training and test datasets. Training sets were used to train the model, and test sets verified the model. Data were selected randomly to improve the generalizability of the training model. Using the principle of splitting the data in an ML field, the data could be divided with ratios of 9 (training set):1 (validation set), 8:2, 7:3, or 6:4. However, the training data set of this study would have been too small if we had adopted 6:4 or 7:3, because they could lead to an obvious under-fitting or over-fitting. On the other hand, if 9:1 had been adopted, the validity of the model would have been difficult to evaluate because of the small number of validation sets. Hence, this study adopted a division ratio of 8:2 for splitting our data into training and validation sets.

In order to address the study objectives, we used standard evaluation indices to evaluate our ML models, as suggested by previous research, including the accuracy, precision score (positive predict rate), recall score (sensitivity), AUC (area under the receiver operating characteristic curve), F1 score (the harmonic mean of precision and recall scores), and the precision-recall curve for the training dataset. We used the calibration plot (i.e., a plot showing whether the risk prediction of BCRL was accurate) to examine the performance of the validation dataset. A threshold of 0.5 indicated equal weighting of false-positive and false-negative errors for all ML models. Furthermore, this study computed the relative importance of each feature (i.e., the predicting variables) included in the ML models. Feature importance was obtained with these ML models on the basis of their features during ML training. Feature importance demonstrated how much the prediction changed as the variables' values varied, with a higher feature importance indicating a variable's greater importance in predicting the risk for BCRL.

Results

Sample characteristics

Of the study's 370 eligible participants, 91 had BCRL (24.6%). The mean age of this study sample was 49.89 years (SD = 7.45), and most of the women were of Han ethnicity (n = 300, 82.2%). All of the women had had BC surgery, and more than half of them had had a modified radical mastectomy (n = 206, 55.5%). The mean follow-up time after their BC surgery was 28.73 months (SD = 11.71). Most of the tumors were either stage I (n = 49, 31.2%) or stage II (n = 252, 68.1%). More than half of the sample had had postoperative chemotherapy (n = 227, 61.4%). Most of the women had a habit of regularly exercising more often than three times per week (n = 334, 90.3%), mainly in the form of walking or jogging (n = 307, 88.4%). A majority of the patients had an axillary lymph node dissection (ALND) severity level of I or II (n = 273, 73.8%). Very few had experienced BCRL health education programs provided by healthcare professionals (n = 42, 11.4%). Detailed characteristics of the participants are shown Table 2.

The ML models' prediction performance

There were 300 subjects included in the testing set. This study constructed five ML models for predicting BCRL: a naïve Bayes model, a k-nearest neighbor (KNN) model, a support vector machine (SVM) model, a logistic regression model, and a multilayer perceptron (MLP) model. The performance characteristics of the five ML models for predicting BCRL are summarized in Table 3. To assess the ML models' performance in outcome prediction, we divided the population into two categories: those with BCRL and those without BCRL. Overall, the logistic regression model achieved the best performance, with 91.6% accuracy, 82.1% precision, and 91.4% recall for BCRL (Table 3). The logistic regression model also had the highest F1 score (0.865), which was the harmonic mean of precision and recall, and the SVM model followed.

Among these five ML models, the MLP model had the largest area under the receiver operating characteristic curve, at 0.975 (Table 3 & Fig. 2). An MLP model is a classifier of neural networks that can be improved by increasing the number of neurons in the hidden layer. Different training and learning rules can be applied for training neural networks to enhance the performance of ML models. Hence, MLP models ultimately may be superior in their ability to predict whether an individual is likely to develop BCRL following surgery.

The performances of the five ML models in the validation set with 70 subjects are presented by the calibration plot in Fig. 3. Among the five ML algorithms, the KNN classifier was closest to the perfect calibration line and therefore had the best calibration performance.

The relative importance of the predicting variables (features)

Although this study included 48 predicting variables, we found that for all of the models, only 22 of the variables were needed for prediction performance (Fig. 4). Fig. 4 presents the relative importance of each of

![Fig. 1. Analytic schema for predictive model by the study's five classification models with machine-learning algorithms.](image-url)
those 22 features, in descending order. The most important feature was the number of positive lymph nodes, followed in descending order by the BCRL occurring on the same side as the surgery side, the presence of sentinel lymph node biopsies (SLNB), a dietary preference for meat and fried food, an exercise frequency of less than 3 times per week, and the number of months after surgery. These factors were the most influential predictive factors for enhancing the ML models’ performance.

### Discussion

The primary aim of this study was to apply machine learning algorithms to develop models that could successfully predict the breast cancer outcome of breast cancer-related lymphedema. This study demonstrated that five ML models could accurately predict the occurrence of BCRL. The
Among the five ML algorithms, the logistic regression model had the best performance, considering the trade-off between precision and sensitivity, with the highest F1 score of 0.865. In addition, we found that the KNN model had the best performance in terms of calibration. The F1 score and the calibration value are both essential indicators of ML model performance.27 The implications of one model performing best indicate that a well-trained ML classifier can offer more accurate predictions than other traditional approaches can for the occurrence of BCRL among patients after breast cancer. 22 If an increasing number of well-trained ML models provide highly accurate predictions of cancer prognosis, disease recurrence, or occurrence of symptoms, it is likely that the use of an ML classifier will become increasingly commonplace in many clinical settings. 28 Because machine learning belongs to data-driven technologies and is able to construct algorithms, it can continuously improve predictions and generate new knowledge for cancer symptom management. 22

This study adopted five models—a naïve Bayes model, a KNN model, an SVM model, a logistic regression model, and an MLP model—for predicting the occurrence of BCRL. These five models, using ML for analysis, were based on the characteristics of the data, the sample size, or the sample distribution. The data features in this study were primarily numerical, the number of features was relatively varied, the sample distribution of each feature was highly differentiated, and the size of the data was relatively small. Consequently, these five models were selected because they were well-suited to the characteristics of the data. This study's prediction outcomes were binary classification problems—the outcome was either with or without BCRL—so that the logistic regression algorithm was very suitable for this study. In addition, the data sets for
this study were relatively small, and the Naïve Bayes model is generally applied for small data sets. On the other hand, the KNN approach is highly suitable for numerical data and is insensitive to outliers, which are common in medical data sets. In contrast, SVM’s classification effect is better than those of the classifiers with the Naïve Bayes and KNN models, whereas an SVM model can effectively process high-dimensional feature data and establish nonlinear relationships between features. Finally, the MLP model approach incorporates the advantages of those ML classifiers and is highly suitable for the characteristics of the data set in this study. Notably, although a decision tree-based classifier is frequently used in disease outcome prediction in cancer care, pruning of the decision tree is required for data sets with extremely high feature dimensions. Hence, this study omitted a decision tree-based classifier.

The most important finding of this study was that the ML prediction models identified several significant predictors of BCRL, the most important of which were the total number of positive lymph nodes, the BCRL being on the same side as the surgery side, a history with SLNB, a dietary preference for meat and fried food, and a low exercise frequency. Our findings were far different from the previous nomograms for predicting the risk of arm lymphedema after BC surgery developed by Bevilacqua et al., who reported that patients’ age, weight, height, level of axillary dissection, and radiotherapy field were the most important risk factors for arm lymphedema after breast cancer surgery. However, our study was consistent with Bevilacqua et al.’s results in our finding that the number of months after BC surgery was an important predictor of BCRL.

Whereas the application of ML models for predicting BCRL remains in the early stages, further modeling studies could help clinicians to closely monitor the patients at risk of BCRL and to provide them with early referrals to cancer surviviorship care. In particular, additional BCRL-related health education is needed, because we found that very few nurses are providing BCRL-related health education for patients.

This study had several limitations. First, the study was conducted only in a tumor hospital, so the generalizability of the results may be limited by the single-center setting. Second, some of the data were extracted retrospectively from medical records, so they cannot be guaranteed to contain all possible risk factors for BCRL. Third, the study’s self-report measures may result in biased estimates, although those presumably would have been distributed equally among all participants. Finally, this study used a small data sample. Future research will require a relatively large dataset to validate and enhance the generalizability of the prediction models established in this study. Nevertheless, our findings can lay the groundwork for future studies using ML for BCRL prediction in oncology research.

Despite this study’s inherent limitations, it established five novel ML models, and each achieved good discrimination, over and above that of nomograms for predicting arm lymphedema after BC surgery. Early and accurate prediction of BCRL could help patients and clinicians improve the quality of cancer care and reduce the occurrence of BCRL, thus promoting the quality of life of breast cancer survivors. Of course, because machine learning belongs to the artificial intelligence framework and is increasingly used in different aspects of cancer care, the ML models established in this study will need to be further validated for their ability to offer valuable predictive information about the risk of BCRL and to guide clinical decision making.

Conclusions

This study constructed and evaluated the performance of five machine learning models in predicting BCRL among Chinese women. Our findings revealed that in the ML training dataset, the MLP and logistic regression models were the best discrimination models for predicting the outcome of BCRL, and the KNN and SVM models demonstrated good calibration performance in the ML validation dataset. Future research will need to use large-sample datasets to establish a more robust ML model for predicting BCRL deeply and reliably. In addition, we found that a relatively high number of positive lymph nodes, BCRL on the same side as breast surgery, a history of sentinel lymph node biopsy, certain dietary preferences, and low exercise frequency were the most important predictive factors for BCRL. The study’s findings can enable oncology nurses to precisely identify the patients who are most likely to have lymphedema following BC surgery and whom the nurses should then target for adequate health education at the time of discharge and/or during follow-up care.
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