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Abstract: In this work, the flexible operation of an Integrated Solar Combined Cycle (ISCC) power plant has been optimized considering two different energy storage approaches. The objective of this proposal is to meet variable users' grid demand for an extended period at the lowest cost of electricity. Medium temperature thermal energy storage (TES) and hydrogen generation configurations have been analyzed from a techno-economic point of view. Results found from annual solar plant performance indicate that molten salts storage solution is preferable based on the lower levelized cost of electricity (0.122 USD/kWh compared to 0.158 USD/kWh from the hydrogen generation case) due to the lower conversion efficiencies of hydrogen plant components. However, the hydrogen plant configuration exceeded, in terms of plant availability and grid demand coverage, as fewer design constraints resulted in a total demand coverage of 2155 h per year. It was also found that grid demand curves from industrial countries limit the deployment of medium-temperature TES systems coupled to ISCC power plants, since their typical demand curves are characterized by lower power demand around solar noon when solar radiation is higher. In such scenarios, the Brayton turbine design is constrained by noon grid demand, which limits the solar field and receiver thermal power design.
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1. Introduction

Worldwide energy consumption is tightly connected to industrial and societal development [1]. Despite global efforts on energy-saving policies and more efficient systems, the reality shows that global energy consumption (whether as heat or electricity) is experiencing an annual growth to meet our living standards and countries’ economic growth [2]. In many cases, the energy consumption growth has been achieved through an increase in fossil fuel consumption, whether for lower conversion costs or easier availability in meeting users’ energy demands. This strong fossil fuel dependency has an undeniable impact on the environment based on their pollutant and greenhouse gases emissions, which are leading climate change. To reverse this situation, most countries have agreed through different platforms to reduce their emissions levels and to increase the contribution of renewable energy sources to the big picture. Examples include the Paris Climate Agreement, COP21, the United Nations Sustainable Development Goals and Europe’s 2030 energy plan [3].

Despite the substantial efforts in renewable energy research, there are many areas for improvement that will pave the way towards a fully renewable energy scenario. In this manuscript, the topic has been addressed within solar thermal energy applications as this technology has shown a bright future and a fast cost reduction in the short term [4]. Among those challenges, increasing conversion efficiencies, reducing material costs and improving dispatchability are seen as the cornerstones for renewable energy technology deployment [5,6].
Regarding conversion efficiency enhancement, this aspect is crucial for the deployment of the technology as it means a direct impact on the levelized cost of electricity (LCoE). In the case of thermal energy conversion pathways, as in the case of concentrating solar power, this can be achieved whether by increasing working fluid temperature as stated in thermodynamics, by moving towards more efficient power cycles or by hybridizing with other renewable energy technologies [7]. For the first case, several proposals have been posed regarding high-temperature fluids for CSP applications such as using liquid metals [8,9], air [10,11] or inert particles [12,13]. Such options will enhance the current technology and material limits imposed by commercial molten salts [14]. Regarding more efficient power cycles, two major solutions have been proposed up to now, which can exceed 50% conversion efficiency. This efficiency target has been envisioned as one of the cornerstones for CSP technology deployment. On the one hand, supercritical CO$_2$ power cycle arrangements [15] have claimed great potential for CSP applications [16–18]. Despite the very promising results, the ongoing demonstration projects [19–21] and great expectations of sCO$_2$ power, up to now, combined cycle power plants are the only mature technology that has proven the highest conversion efficiency. Under both constraints, the Integrated Solar Combined Cycle (ISCC) approach seems to be the optimum solution. On the contrary, its high operating temperature draws a new challenge related to the energy storage for this configuration. In literature, several proposals have been posed to address plant layout configurations of ISCC and its energy storage due to the non-dispatchable external heat addition to the cycle [22–24]. Among the existing proposals, parabolic trough technologies supported by fired gas turbine cycle have been widely analyzed for steam generation at the bottoming Rankine cycle due to the technology’s easier implementation and its lower cost [25]. These proposals also include plant layouts including thermal energy storage for extending solar field capacity [26], without thermal storage for LCoE reduction but at higher natural gas consumption [27] or for direct steam generation [28]. However, to acclaim for fully renewable configuration, some recent works proposed unfired gas turbine integration for ISCC, requiring the design of solar air receivers, the use of alternative heat transfer fluids [29,30] or its hybridization with other energy sources [31]. In those cases, the high temperatures achieved at the solar receiver limits thermal energy storage solutions and materials selection.

In this manuscript, two different energy storage proposals are integrated within an ISCC power cycle to increase electricity dispatch flexibility. Energy storage systems have been designed to meet the grid demand curve instantaneously during daylight hours so production can be extended in the evening to cover the peak demand. On the one hand, the exceeding thermal energy from the topping cycle can be used to heat molten salts that are later recovered when needed to increase the steam generation of the Rankine cycle and satisfy grid demand only with steam cycle operation. On the other hand, exceeding electricity generation from the ISCC can be used to run an alkaline electrolyzer to produce and store hydrogen that will be later converted into electricity using a phosphoric acid fuel cell when needed.

This paper’s structure is organized as follows. In Section 2, the plant layout and working conditions for both energy storage proposals are presented. In Section 3, the flexible dispatch strategy is discussed, and instantaneous operative curves are described. In Section 4, ISCC annual performance under flexible operation strategy is analyzed and the levelized cost of electricity (LCoE) is estimated.

2. Materials and Methods

The general ISCC layout consists of an un-fired open Brayton cycle that receives its thermal energy through a solar air receiver fed from a north solar field. Energy from gas turbine exhaust is recovered through a heat recovery steam generator (HRSG) to run a Rankine bottoming cycle. As it can be observed in Figure 1, red lines represent hot air circulation along the Brayton cycle while blue lines indicate water/steam along the Rankine cycle. To provide enough dispatchability to the ISCC plant concept, two
independent energy storage approaches are proposed. On the one hand, Approach A (represented in the ocher box) is based on storing excess thermal energy from the topping cycle into molten salts using a dedicated heat exchanger. That energy will later be recovered on demand for additional steam generation to meet users’ grid demand. On the other hand, Approach B (represented in green) is intended to produce hydrogen using surplus electricity in an electrolyzer. When needed, the stored hydrogen will be recovered in a fuel cell to produce electricity according to users’ grid demand. The solar power plant located in Ouarzazate, Morocco (30.9° N, 6.93° W), has been chosen due to the strategic importance of recent CSP projects in the region.

Table 1. Power plant layout boundary conditions.

| Brayton Cycle | Rankine Cycle | TES Storage Approach |
|---------------|---------------|---------------------|
| T1            | 25 °C         | T7                  | 416.35 °C          |
| T3            | 850 °C        | T8                  | 40 °C              |
| T5            | 265 °C        | pHRSG               | 23 bar             |
| T5′           | 140 °C        |                     |                    |
| p1            | 101,300 Pa    |                     |                    |
| Π             | 6.5           |                     |                    |
| ηcompressor   | 90%           | ηpump               | 90%                |
| ηGT           | 90%           | ηST                 | 90%                |

As it can be noticed in Figure 2, solar energy harvesting is represented in red as direct normal irradiation, and instantaneous grid demand to be covered (in black) is shifted, which requires an energy storage strategy for mismatch management. In addition,
power variation that is observed throughout the year (both in time and level) implies that the ISCC and storage optimum designs be addressed from an annual perspective. In particular, design criteria to inject the same electricity into the power grid on the 21st of June under both energy approaches have been chosen, as that is the day with the highest solar energy availability.
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**Figure 2.** ISCC boundary conditions; grid demand curves (in black) and solar direct normal irradiation (in red) for the plant location.

ISCC plant sizing and its flexible dispatch strategy are designed to maximize the electrical coverage of a microgrid using different energy storage approaches with a great interest for covering the evening peak [10]. Covering that time of the demand would favor ISCC plant concept deployment for its grid balancing role and also allow it to benefit from higher market prices [35]. On the contrary, extending plant production beyond that peak into night hours will result in an oversizing design of both the solar field and storage system that will not be compensated by the lower electrical prices at night [36,37].

**Solving Scheme—Flexible Dispatch Strategy**

Figure 3 describes different operation modes of the ISCC plant layout connected to a thermal energy storage system. As it can be observed, in the case of no DNI and an empty hot molten salts tank, the power block does not produce energy. On the contrary, with no DNI but hot salts stored, these are diverted to the HRSG to generate steam in the Rankine cycle to produce the required power so the grid demand can be met. In the case of available DNI, both Brayton and Rankine cycles are connected but working at different loads depending on the grid demand and available storage. In case the available solar energy exceeds grid demand, the surplus energy is diverted for heating and storing molten salts by adjusting the air mass flow ratio that is diverted for steam generation at the HRSG. In this situation, the steam mass flow of the Rankine cycle is instantaneously adapted to meet the grid demand curve. In case the solar energy harvested is not enough to meet grid demand, stored thermal energy from the hot tank is used to supplement the exhaust air from the topping cycle to produce the required steam for meeting grid demand. In those cases, ISCC extended hours of operation will depend on the harvested solar energy, demanded energy from the grid and the thermal stored energy.
Figure 3. Operational and dispatch flow-chart of the ISCC power plant layout with thermal energy storage (TES) system.

Figure 4 summarizes the different operation modes of the ISCC plant layout when it is connected to the hydrogen production and storage system. As it can be observed, when there is no DNI nor hydrogen stored, the ISCC is out of operation. On the contrary, in the case of having hydrogen stored, it will be consumed at the fuel cell so the grid demand can be met. In the case of solar DNI availability, it is necessary to verify whether plant output production exceeds the instantaneous grid demand or not. Given that plant production is exceeding the grid demand, this can be fully covered, and the electricity surplus would be used for hydrogen production by the electrolysis process. It is important to point out that, unlike Approach A, in this case, the energy surplus is in the form of electricity, which may come with both the Brayton cycle and the Rankine cycle. If the production is lower than the demand, but there is hydrogen stored, this will be consumed so the grid demand can be covered, and if there is no hydrogen stored, the electricity being produced will be supplied to the grid.

Figure 4. Operational and dispatch flow-chart of the ISCC power plant layout with hydrogen generation system.
In both approaches, plant production is extended until the stored energy is consumed while satisfying grid demand; plant and storage sizing are optimized to allow for evening peak demand coverage.

3. Results

Instantaneous operation for both ISCC plant configurations is discussed in this section according to solar energy harvesting, energy production, grid demand and stored energy in the form either of hot molten salts or hydrogen.

3.1. Instantaneous Performance of the Storage Approach A—Molten Salts TES

To clarify the solving scheme presented in Figure 3 and to analyze the relevance of TES integration (Approach A), Figure 5a represents energy surplus availability. As it can be observed, maximum electrical production is constrained by Brayton cycle power as the TES system is fed by gas turbine exhaust energy. Consequently, topping cycle electrical production cannot exceed, at any time, the instantaneous grid demand, which imposes a maximum electrical dispatch of 86.92 MWh based on the user grid demand curve for the 21st of June.

According to Figure 5a, the grid demand curve (red series) can be supplied by the combined production of the Brayton topping cycle (dark blue series) and the Rankine bottoming cycle (light blue series). This combined production (dashed black series) can cover grid demand between 10:18 and 15:24, which represents 21.32% of the plant utility factor. As it can be observed, the combined operation of Brayton and Rankine cycles results in an electricity surplus production (shaded area) compared to the requested grid demand. In that event, surplus electricity could not be injected into the grid, which would be translated into missed electrical production. To overcome this situation, active loading of the molten salts thermal energy storage system (Approach A) is proposed and represented in Figure 5b. As it can be noticed, once the TES system is introduced, the Rankine bottoming cycle adapts its production (varying water flow through the HRSG) to the exact electricity required to cover grid demand. In this situation, grid demand can be fully covered between 10:18 and 18:09, which results in a plant utility factor of 32.71%.

As it can be observed in Figure 6, air mass flow within the Brayton cycle follows the same trend as solar DNI based on the ISCC plant layout presented in Figure 1, which implies the online operation of the gas turbine. On the contrary, Rankine cycle water mass flow and its power output can be regulated accordingly so the grid demand can be met. The opposite trend between the air flow diverted to the HRSG (for steam generation) and
the air flow diverted for TES loading can also be noticed. As noted in Figure 5a, energy production exceeded grid demand from 10:18 onwards and thus exhaust air used for steam generation (air to HRSG series) rapidly decreases as most of the exhausted hot air is diverted for TES charging (air to heat salts series). Consequently, water flow in the Rankine cycle is reduced and continuously adapts to satisfy grid demand. From 12:00 onwards, solar radiation slightly decreases (Figure 5) and therefore energy production is supported by the growing contribution of the Rankine cycle. At that point, the exhaust mass flow air diverted for steam generation (air to HRSG series) increases while air diverted for molten salts heating is consequently reduced (air to heat salts series). Accordingly, mass flow through the air–molten salts heat exchanger reduces until 15:24, when the combined operation of Brayton and Rankine cycles are not sufficient for grid demand covering based on the low solar DNI and stored molten salts for extra steam generation (salts to HRSG series). The ISCC plant continues its operation and supplies the required power to meet the demand curve until 18:09, when the hot tank is emptied. As it can be observed from Figure 5b, ISCC with TES approach and the proposed operation scheme can cover the afternoon peak that day, which happened at around 17:00.

![Figure 6. Instantaneous mass flow changes for the ISCC power plant with TES system (21st of June).](image)

### 3.2. Storage Approach B—Hydrogen Generation and Storage System

To clarify the solving scheme presented in Figure 4 and to analyze the importance of the hydrogen production strategy (Approach B), Figure 7a represents energy surplus availability. In this situation, there are no limitations in power production from the topping (or bottoming) cycles, as the surplus electricity is diverted for hydrogen production. It must be pointed out that for comparison purposes, the TES and hydrogen storage approaches were sized to inject the same electricity into the grid during the design day.

According to Figure 7a, grid demand can be fully covered from 9:36 to 15:55, as the combined production of the Brayton and Rankine cycles (black series) exceeds the grid demand (red series). In this case, the plant utility factor is 26.32%, which is slightly higher than the corresponding one from Figure 5a based on the larger heliostat field of this configuration. As was advised before, the surplus electricity (shaded area) can be used to run the electrolyzer (light blue series in Figure 7b) to produce hydrogen and store it for later. Once solar energy drastically reduces (from 15:55), there is not enough thermal energy harvested to meet grid demand using the power block of the ISCC. In such a situation, previously generated hydrogen is recovered and used in a fuel cell (light green series) to satisfy the grid demand deficit until all the stored hydrogen is exhausted by 17:46.
It can be observed in Figure 8 that variables linked to the solar DNI (Brayton air and Rankine water circulation) follow the same behavioral trend. As it can be noticed, hydrogen is produced during the period in which production exceeds demand, that is, from 9:36 to 15:55. After that time, hydrogen is quickly depleted to satisfy grid demand by running the fuel cell together with the Brayton and Rankine operations. The maximum power of the fuel cell can be determined as the maximum energy deficit that it has to cover; in this case, 7.34 MW occurring at 17:46. The integration of the hydrogen generation system provides high flexibility to the ISCC plant layout (dark blue series in Figure 7b), as grid demand can be satisfied from 9:36 to 17:46 with no limitation imposed by the Brayton cycle operation. Under this scheme, the plant utility factor increases up to 34.03%.

Solar fields from the ISCC power plant under the storage Approach A (molten salts TES) and B (hydrogen production) differ, as shown in Table 2. This is based on the plant operational modes (Figures 2 and 3), different conversion efficiencies of TES and hydrogen generation systems and the selected design criteria for injecting the same electricity into the grid on the 21st of June.
Table 2. Heliostat field sizing.

|                         | TES Storage (Approach A) | H₂ Storage (Approach B) |
|-------------------------|--------------------------|-------------------------|
| Heliostat field area    | 54,000 m²                | 64,050 m²               |

Regarding materials selection for the energy storage Approach A, a binary mixture of 60% NaNO₃ and 40% KNO₃ is preferred due to its suitable thermal properties and low chemical reactivity, vapor pressure and cost [38]. Thermophysical properties are gathered in Table 3.

Table 3. Binary molten salts properties [39].

| Binary Molten Salts: 60% NaNO₃ + 40% KNO₃ |                         |
|--------------------------------------------|--------------------------|
| Hot salts specific heat (at 430 °C)        | 1.512 kJ/kg °C           |
| Cold salts specific heat (at 265 °C)       | 1.491 kJ/kg °C           |
| Hot salts density                          | 1836 kg/m³               |
| Cold salts density                         | 1912 kg/m³               |
| Vapor pressure                             | <0.01 Pa                 |

In this approach, the storage system consists of two tanks where molten salts are accumulated at different temperature levels; the hot one remains at 430 °C (determined by turbine exhaust temperature) while the cold one stays at 265 °C for freezing prevention [40]. For modeling purposes, both tanks are considered to have the same size, so in case of maintenance or breakdown, the salt mixture can be equally stored in either of them. Based on design day conditions, a charging capacity of 431.59 m³ is required for the hot tank but an oversizing factor of 125% was considered to incorporate equipment and instrumentation, resulting in a total volume of 539.5 m³. An aspect ratio of 1.5 has been considered according to economics and heat loss recommendations [41] what results into 11.56 m for tank height and 7.71 m in diameter.

Regarding materials selection for the energy storage Approach B, hydrogen plant components (electrolyzers, tanks, fuel cells) can be sized based on mass flow values from Figure 8. Currently, the main electrolyzer technologies are proton exchange membrane (PEM), alkaline (AEL) and solid oxide (SOE). Commonly, PEM and AEL electrolyzers operate at moderate temperatures (below 80 °C and 220 °C, respectively), whereas SOE electrolyzers operate at a high temperature (above 600 °C). Predominantly, PEM electrolyzers have a low hydrogen production capacity (below 30 Nm³/h) and a moderate efficiency while AEL electrolyzers have a larger production capacity and a higher efficiency [42]. Therefore, an AEL electrolyzer was chosen for this application as it is the most recommended type for large plants connected to the grid. A required production capacity of 1417.39 Nm³/h was determined based on the maximum power excess of 6.52 MW registered in Figure 7 and average electrical consumption of alkaline electrolyzers of 4.6 kWh/Nm³ [43].

Regarding hydrogen storing technologies, storing it as a gas necessitates high-pressure tanks (150–1100 bar), while liquid storage requires cryogenic temperatures based on its low boiling point at ambient conditions (−252.8 °C). Otherwise, hydrogen can be stored chemically, either on solid surfaces (by adsorption), within solids (by absorption) or in the form of chemical/metal hydrides. However, chemical-associated processes take too long and physical storage methods are preferred for large-scale storage applications. Pressurized storage is the most common due to the relative simplicity of the process and its lower energy consumption [44]. Regarding the alternatives for pressurized storage, there are four tank types [45]:

- Type I: Metal pressure vessel (200 bar);
- Type II: Thick metallic liner hoop pressure vessel wrapped with fiber-resin composite (200 bar);
• Type III: Metallic liner pressure vessel fully wrapped with fiber-resin composite (700 bar);
• Type IV: Polymeric liner pressure vessel fully wrapped with fiber-resin composite.

Specifically, for this installation, the storage system does not have to meet stringent requirements in terms of portability, weight or volume, so hydrogen can be stored at 200 bar due to the lower cost. The total energy surplus that corresponds to 6201.77 Nm$^3$ of hydrogen represents the tanks’ volumetric capacity.

As with electrolyzers, there are several fuel cells models: proton exchange membrane (PEMFC), direct methanol (DMFC) and alkaline (AFC) for low-temperature applications; phosphoric acid (PAFC) for medium temperature; and molten carbonate (MCFC) and solid oxide (SOFC) for high temperature. In general terms, MCFC, SOFC and PAFC are used for distributed power generation with considerable power requirements. The other devices (AFC, PEMFC, DMFC) are discarded for ISCC plant layout integration as they are typically used for low-power applications such as portable and mobile generators. SOFC and MCFC are also discarded based on their longer start-up requirements caused by higher operating temperatures. Furthermore, these fuel cells easily degrade, with frequent connection and disconnection operations based on the high-temperature gradient. Considering ISCC plant layout operative conditions, PAFC is the most favorable fuel cell model [46]. On the other hand, considering hydrogen’s low heating value (119.93 MJ/kg) and the 42% efficiency of PAFC [43], the chosen fuel cell should supply 25,887 MJ of electrical energy in total. Considering the energy losses of the electrolyzer and fuel cell, the efficiency of the storage unit is reduced to 27.40%.

Table 4 summarizes the working conditions for the different energy storage technologies considered in this simulation work. As it can be noticed, the same electricity injection into the grid was chosen as the design criteria for the design day in both technologies. This results in larger net peak power with hydrogen storage technologies due to the lower components efficiency, which implies a large tank volume design. Operating temperatures of both molten salts storage tanks and hydrogen production systems are provided for comparison purposes.

Table 4. Working conditions for the day of design.

|                     | TES Storage (Approach A) | Hydrogen Storage (Approach B) |
|---------------------|--------------------------|-----------------------------|
| Net energy for the design day (MWh) | 86.92 | 86.92 |
| Net peak power for design day (MW)   | 9.67  | 15.06 |
| GT inlet temperature (°C)             | 850   | 850   |
| ST inlet temperature (°C)             | 416.35| 416.35|
| **Storage tank**                     |       |       |
| Tank type                           | Fixed Roof                  | Type I or II                |
| Tank volume (m$^3$)                  | 539.5 | 6201.77 Nm$^3$   |
| Tank pressure (bar)                  | 1     | 200   |
| Hot molten salts temperature (°C)    | 430   | -     |
| Cold molten salts temperature (°C)   | 265   | -     |
| **Electrolyzer**                     |       |       |
| Type                               | -     | AEL   |
| Operating temperature (°C)           | -     | 100–150 |
| Pressure (bar)                      | -     | <30   |
| Consumption (kWh/Nm$^3$)             | -     | 4.6   |
| Capacity (Nm$^3$/h)                 | -     | 1417.39 |
| **Fuel cell**                        |       |       |
| Type                               | -     | PAFC  |
| Operating temperature (°C)           | -     | 150–220 |
| Power (MW)                          | -     | 7.34  |
| Efficiency (%)                      | -     | 42    |
4. Discussion

In this section, annual performance indicators of the ISCC plant layout operating with the TES system (Approach A) and the hydrogen plant (Approach B) are presented and compared in terms of flexible dispatch and economic analysis.

4.1. Annual Performance

Table 5 gathers the main ISCC annual performance indicators, such as power cycle efficiency, sun-to-electricity efficiency, utility factor, operational hours and energy fluxes. These parameters have been computed taking accumulated energy profiles (as those presented in Section 3.2) throughout the year.

Table 5. Annual performance of both ISCC energy storage proposals.

|                        | TES Storage (Approach A) | Hydrogen Storage (Approach B) |
|------------------------|--------------------------|-------------------------------|
| Heliostat area (m²)    | 54,000                   | 64,050                        |
| Combined cycle efficiency (%) | 45.21                   | 48.12                         |
| Sun-to-electricity efficiency (%) | 20.68                   | 19.09                         |
| Storage unit efficiency (%) | 100                     | 27.40                         |
| Utility factor (%)      | 15.56                    | 24.61                         |
| Total energy harvested (MWh) | 126,127.64              | 150,013.57                    |
| Total electricity produced (MWh) | 26,343.42              | 28,636.57                    |
| Total energy stored (MWh) | 2245.87                 | 5234.52                      |
| Daily maximum energy stored (MWh) | 12.30                   | 26.28                        |
| Grid demand coverage for each season | SP: 7.85                  | SU: 7.09                      |
|                                  | AU: 0                    | WI: 8.10                     |
| Total demand coverage (h)      | 1363.28                  | 2155.75                      |
| Storage volume production     | 78,787.33 (m³) (Heated molten salts) | 1,137,978.75 (Nm³) (Hydrogen) |

* SP: spring, SU: summer, AU: autumn, WI: winter.

As was commented above, a larger heliostat area was required for the hydrogen storage approach as both solutions had to produce the same electricity for the design day and higher energy conversion losses appeared with the hydrogen energy storage system. In addition, maximum electricity production with the TES system (Approach A) was a constraint in the Brayton cycle by grid demand. The higher nominal power for plant Approach B also results in higher annual power cycle conversion efficiency (48.12%), calculated according to Equation (1).

\[
\text{Power cycle efficiency (\%)} = \frac{\text{Total electricity produced (MWh)}}{\text{Solar energy absorbed (MWh)}} \times 100 \tag{1}
\]

In Approach B, the larger solar energy harvested together with higher storage requirements, both accumulated and on a daily basis, allowed an extended electricity production of 792 extra hours compared to the TES approach. This results in an annual utility factor of 24.61%, calculated according to Equation (2), as the accumulated hours fully cover grid demand compared to the total annual hours.

\[
\text{Utility factor (\%)} = \frac{\text{Total coverage (h)}}{8760 \ h} \tag{2}
\]

Despite the lower energy harvesting of Approach A, the sun-to-electricity efficiency, calculated according to Equation (3), was slightly higher due to higher energy conversion losses of hydrogen-related components. Obtained values on sun-to-electricity efficiency are comparable to those obtained for similar ISCC power plant proposals [47,48].

\[
\text{Sun to electricity efficiency (\%)} = \frac{\text{Total electricity produced (MWh)}}{\text{Total energy harvested (MWh)}} \times 100. \tag{3}
\]
Regarding the corresponding volume of the energy stored, heated molten salts volume is considerably lower than that of hydrogen due to their higher energy density.

As it can be noticed, the ISCC power plant was not able to satisfy winter grid demand for TES or hydrogen storage approaches, nor during spring for Approach A. This was due to the fact that the solar plant was sized for the 21st of June when harvested energy was higher (7830 kWh/m²) and grid demand was the lowest (181.9 MWh), as shown in Figure 2. The mismatch implies that during days with the highest grid demand (winter and spring) but with the lowest solar availability, the plant was not able to cover grid demand. On the contrary, that design criterion prevented solar field and storage oversizing, as the objective was to cover evening peak demand when possible. In this situation, produced electricity was injected into the grid, although it cannot cover the energy required by the demand. In the case of the hydrogen storage approach, a larger solar field size allowed for spring coverage of the demand.

4.2. Economic Analysis

Apart from the annual energy comparison between both energy storage approaches, it is relevant to shed some light on the energy cost of the novel ISCC plant approaches. Table 6 summarizes the estimated capital expenditures (CAPEX) and operating expenses (OPEX) of both ISCC power plant approaches.

**Table 6. CAPEX and OPEX estimation for TES storage (Approach A) and hydrogen systems (Approach B).**

| Item                          | TES Storage | H₂ Storage |
|-------------------------------|-------------|------------|
| **Direct Capital Costs**      |             |            |
| Gas turbine (kW USD)          | 235P_GT     | 2.00       |
| HRSG (USD/kW)                 | 400         | 4.58       |
| Rankine cycle components (USD) | 8220P_ST    | 4.92       |
| Tower (USD/kW)                | 156.63      | 2.78       |
| Receiver (USD)                | 97.59 × 10³ | 0.097      |
| Solar field (USD/m²)          | 120.48      | 6.51       |
| Electrolyzer (USD/kW)         | 1000        | -          |
| Hydrogen tanks (USD/kg)       | 86          | -          |
| Fuel cell (USD/kg)            | 2000        | -          |
| Thermal Storage (USD/kWh)     | 21.45       | 1.26       |
| **Indirect Capital Costs**    |             |            |
| Surcharge for construction, engineering and contingencies (%) | 10% | 10% |
| **Total CAPEX**               | 24.36       | 48.04      |
| **Yearly Operating Costs**    |             |            |
| Solar field (USD/(m²-year))   | 5.4         | 0.292      |
| Power block (USD/(MW-year))   | 37,954.26   | 0.674      |
| Thermal Storage (USD/year)    | 62,400      | 0.625      |
| Electrolyzer—electrolyzer CAPEX (%) | 2% | - |
| Hydrogen tanks—tanks CAPEX (%) | 1% | - |
| Fuel cell (USD/kW)            | 34          | -          |
| **Total OPEX**                | 1.59        | 1.31       |

Based on the economic assessment presented in Table 6 and the annual production of the ISCC power plant (Table 5), the levelized cost of electricity (LCoE) is determined according to Equation (4).

\[
LCoE (USD/kWh) = \frac{fcr \cdot CAPEX(USD) + OPEX(USD)}{Total \ electricity \ produced \ (MWh) \cdot 1000}
\]  

(4)

where the fixed charge rate (fcr) factor depends on the discount rate (i), the inflation rate (P) and the life expectancy of the plant (n).


\[ f_{cr} = P + \frac{i \times (1 + i)^n}{(1 + i)^n - 1} \]  

As it can be observed in Table 7, LCoE for the ISCC plant with molten salts TES storage system is lower (0.122 USD/kWh) than for hydrogen configuration (0.158 USD/kWh). Even though TES configuration produced less energy on the annual basis due to gas turbine operation constraints (Table 5), its lower CAPEX derived from thermal energy storage components prevailed. On the contrary, higher electricity production with the hydrogen system was not sufficient to reduce the LCoE.

| TES Storage (Approach A) | H₂ Storage (Approach B) |
|--------------------------|-------------------------|
| Plant lifetime (years)   | 30                      |
| Inflation rate (%)       | 0.212                   |
| Discount rate (%)        | 5                       |
| LCoE (USD/kWh)           | 0.122                   |
|                          | 0.158                   |

Based on the production and economic findings in Tables 5–7, it can be envisioned that further developments in hydrogen system components, such as electrolyzers and fuel cells, will reduce its LCoE estimation. This will be achieved both with higher electricity production as component efficiency increases and due to CAPEX reduction, which in the current study, resulted in twice that of the TES storage approach.

5. Conclusions

In this paper, the flexible dispatch operation of an Integrated Solar Combined Cycle (ISCC) was analyzed through two different energy storage approaches to meet grid demand electricity during extended production. The main findings of the paper are as follows:

- Molten salts TES system can be charged using the exceeding exhaust energy from the Brayton turbine during central hours of the day, which enables ISCC online power output regulation to meet users’ grid demand.
- Stored molten salts can be used on demand to increase the steam generation and to extend demand coverage when solar incident energy reduces.
- The hydrogen storage system can be charged on demand using the surplus electricity that is produced by the ISCC but not required by users’ grid demand.
- Stored hydrogen can be used on demand in a fuel cell to extend demand coverage when solar incident energy reduces.
- According to energy production and economic findings, a 30% reduction in LCoE can be achieved with a molten salts TES storage approach compared to a hydrogen solution based on its lower CAPEX despite the lower energy dispatch. However, greater coverage of the electrical demand can be met with a hydrogen storage approach based on the higher gas turbine generation.
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