Towards a gravitational self force-informed effective-one-body waveform model for nonprecessing, eccentric, large-mass-ratio inspirals
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Building upon several recent advances in the development of effective-one-body models for spin-aligned eccentric binaries with individual masses ($m_1, m_2$) we introduce a new EOB waveform model that aims at describing inspiralling binaries in the large mass-ratio regime, $m_1 \gg m_2$. The model exploits the current state-of-the-art TEOBResumS-DALI model for eccentric binaries, but the standard EOB potentials ($A, D, Q$), informed by Numerical Relativity (NR) simulations, are replaced with the corresponding functions that are linear in the symmetric mass ratio $\nu \equiv m_1m_2/(m_1 + m_2)^2$ taken at 8.5PN accuracy. To improve their strong-field behavior, these functions are: (i) suitably factorized and resummed using Padé approximants and (ii) additionally effectively informed to state-of-the-art numerical results obtained by gravitational self-force theory (GSF). For simplicity, the spin-sector of the model is taken to be the one of TEOBResumS-DALI, though removing the NR-informed spin-orbit effective corrections. We propose the current GSF-informed EOB framework as a conceptually complete analytical tool to generate waveforms for eccentric Extreme (and Intermediate) Mass Ratio Inspirals for future gravitational wave detectors.

I. INTRODUCTION

The inspiral of a stellar mass compact object into a massive ($\sim 10^4 - 10^7M_\odot$) black hole (BH) generates a complicated gravitational wave (GW) signal that is expected to be one of the prime source of the space-based GW detector LISA (Laser Interferometer Space Antenna) [1]. These extreme mass-ratio inspirals (EMRIs) have the potentialities of unveiling and testing deep features of strong-field General Relativity [2]. To do so, an accurate modeling of the emitted waveform is needed, since it has to accurately match the astrophysical signal over the tens of thousands of wave cycles that will be in the LISA’s band. The evolution of these large mass ratio binaries has been approached via perturbation theory and the computation of the gravitational self-force (GSF) exerted by the field of the small black hole on itself [3,4]. Explicit implementations of full GSF evolution appeared recently [5,6], in particular for the case of eccentric orbits around a Kerr black hole. Despite the recent progresses in the field, a lot remains to be done on the GSF side to comprehensively account for the complete phenomenology that is expected for an EMRI. A generic EMRIs is in fact imagined to be an eccentric binary where both objects are spinning and the spins are not aligned with the orbital angular momentum. More specifically also the spin of the object with the smaller mass (usually called the secondary) is important and cannot be neglected [12,16].

Although an EMRI can be seen as a small perturbation of the Kerr metric, and this is the essential hypothesis behind any GSF-based calculation, the binary dynamics (and waveform), with its full complexity and with all effects, is naturally described within the effective-one-body (EOB) framework. This method [17,21] is a way to deal with the general-relativistic two-body problem, by construction, allows the inclusion of perturbative (e.g. obtained using post-Newtonian methods or BH perturbation theory) and non perturbative (e.g., full numerical relativity results) within a single theoretical framework. Since the extreme mass ratio limit is included in the formalism by construction, the EOB model is the natural framework to deal with EMRIs [22,23].

For comparable mass binaries, as target sources for ground-based detector, a successful strategy to compute highly accurate waveform templates is to use the EOB approach informed by a limited amount of NR simulations. One then uses different sets of NR simulations to validate the model [21,27]. Analogously, for EMRIs one can construct an EOB model informed by exact GSF calculation [28,29]. The same model could then be validated against full GSF evolutions, that have become available very recently [8,9]. In particular, a step towards incorporating full IGSF information (i.e., linear in $\nu$) in the Hamiltonian was done by Antonelli et al. [30], building upon previous work [31,32]. They used the post-Schwarzschild Hamiltonian $33$ in the energy gauge $34$ so to overcome the well-known problems related to the presence of the light-ring coordinate singularity in the standard EOB gauge (or Damour-Jaranowski-Schäfer, DJS hereafter $19$) $35$. Although promising, the approach of [30], that was limited to the case of non-spinning binaries, needs more development to construct a complete model, informed by Numerical Relativity simulations, able to span the full range of mass ratios. By contrast, the use of dissipative self-force results in EOB model is a crucial element in the construction of a highly accurate waveform and radiation reaction force [36,37].

Our main interest here is to introduce a GSF-informed EOB waveform model for EMRIs. Since the gravitational signals produced by these systems can remain in the sensitivity band of LISA for months or even years, the con-
tribute to the total SNR of the merger-ringdown signal is negligible. For this reason, we focus here on the inspiral of the system and adopt a different strategy from Ref. [30]. We build upon TEOBResumS–DALI, but we incorporate GSF information in the EOB metric potentials expressed in the DJS gauge. The dissipative contributions to the dynamics that we employ are the standard ones of TEOBResumS–DALI and we leave further developments in this direction to future work.

The paper is organized as follows. In Sec. [I] we give a brief recap of the EOB model, in particular discussing the resummed and GSF-informed EOB potentials. In Sec. [II] we provide a case example for the waveform, while Sec. [IV] collects our conclusions and the steps to be undertaken in the future. We use geometrized units with $G = c = 1$.

II. EFFECTIVE-ONE-BODY DYNAMICS AND WAVEFORM WITH GSF INPUTS

The structure of the dynamics of the GSF-informed model we are going to discuss here is the same as Ref. [44] except for the structure of the EOB potentials ($A, D, Q$) and their resummed representation. Before diving in the details, let us recall the basic notation adopted. We use mass-reduced phase-space variables, related to the physical ones by $r = R/M$ (relative separation), $p_r = P_r/\mu$ (the tortoise-coordinate radial momentum), $\varphi$ (orbital phase), $p_{\varphi} = P_{\varphi}/(\mu M)$ (angular momentum) and $t = T/M$ (time), where $\mu \equiv m_1 m_2/M$ and $M \equiv m_1 + m_2$. The tortoise-coordinate radial momentum is related to the radial momentum, conjugate to $r$, as $p_r \equiv (A/B)^{1/2} p_r$, where $A$ and $B$ are the EOB potentials (with included spin-spin interactions [45]) and $D = AB$ (for nonspinning systems). The EOB Hamiltonian is $\hat{H}_{EOB} \equiv H_{EOB}/\mu = \nu^{-1} \sqrt{1 + 2c(\hat{H}_{eff} - 1)}$, with $\nu \equiv \mu/M$ and $\hat{H}_{eff} = \hat{G} p_{\varphi} + \hat{H}_{orb}^{\text{eff}}$, where $\hat{G} p_{\varphi}$ incorporates odd-in-spin (spin-orbit) effects while $\hat{H}_{orb}^{\text{eff}}$ takes into account even-in-spin effects through the use of the centrifugal radius $r_c$ [45]. The orbital Hamiltonian for nonspinning systems reads

$$\hat{H}_{orb} = \sqrt{\nu} \left( A(u) \left( (1 + p_{\varphi} u^2) + Q(u, p_{r_c}; \nu) \right) + p_{r_c}^2 \right),$$

where $u \equiv 1/r$ and $Q$ is the generalized mass-shell function. The spin sector we use here is the same as [44], although we set to zero the NR-informed next-to-next-to-next-to-leading order effective coefficient $c_3$. This choice for the spin-orbit sector is, at the moment, merely illustrative, since there is a much wider amount of analytical information recently obtained that could be used, see e.g. [16] [17]. From now on we focus predominantly on the nonspinning limit of the model and discuss in detail the structure of the potentials with 1GSF information. These potentials can then be dressed by the spin-dependent factor so to incorporate spin-spin interaction in the usual way using the centrifugal radius [45].

A. GSF-informed potentials

At linear order in $\nu$, the effective EOB potentials can be written as

$$A(u; \nu) = 1 - 2u + \nu a_{1SF}(u) + O(\nu^2),$$

$$D(u; \nu) = \frac{1}{A\nu} = 1 + \nu d_{1SF}(u) + O(\nu^2),$$

$$Q(u, p_{r_c}; \nu) = \nu q_{1SF}(u)p_{r_c}^4.$$
simple, but GSF-informed, analytical representations of \((a_{1SF}, d_{1SF}, q_{1SF})\) that are robust and accurate in strong field. Let us now analyze each EOB potential separately.

1. Resumming \(a_{1SF}(u)\)

As pointed out in Ref. [35], when expressed in the original, standard, DJS gauge [19], the \(a_{1SF}\) function exhibits a coordinate singularity at the light-ring (LR). However, as long as we are not interested in the transition from inspiral to plunge and merger, this has no impact and we can work with this gauge. Following Ref. [51], the LR singularity can be factored out, so to work with the doubly rescaled potential

\[
\hat{a}_{1SF}^E(u) = \frac{a_{1SF}}{2u^3 E(u)},
\]

where \(E(u) = (1 - 2u)/\sqrt{1 - 3u}.\) In Ref. [51] it was noted that, despite this factorization, \(\hat{a}_{1SF}^E(u)\) as truncated PN oscillates around the exact numerical values, as represented by the accurate fit #14 of Ref. [35], see in particular Fig. 1 of Ref. [51]. Given the large span by the various PN truncations of \(\hat{a}_{1SF}^E\), it seems that their analytical knowledge is not useful practically. More recently Ref. [51] developed improved techniques to push the PN-expansion of gauge-invariant quantities at very high PN order, but this does not seem to solve the problem, as we will see below. To overcome the difficulty related to the plain PN expansion of \(\hat{a}_{1SF}^E\), we present here a new resummation strategy that is loosely inspired to the factorization and resummation procedure developed for the PN waveform [36]. When one inspects the PN series of \(\hat{a}_{1SF}^E(u)\) one sees that there are integer powers and semi-integer powers of \(u\). The semi-integer powers of \(u\) are related to the hereditary effects (the tails) that show up in the conservative part of the dynamics after a certain PN order. In the waveform, the leading-order hereditary corrections are all packed together in the tail factor [30, 52]. The factorization and resummation scheme we exploit here is analogous, conceptually, to the one implemented for the waveform [36], especially considering that the singularity at the light ring has already been factored out above. The idea is to write the function as the product of two factors: one that only contains integer powers of \(u\) and the other one that only contains semi-integer powers of \(u\). Each factor is then resummed separately. In precise terms, the procedure is as follows:

(i) We start for a given PN-expanded expression of \(\hat{a}_{1SF}^E(u)\), we identify the series in integer powers of \(u\), we factor it out and re-expand what remains. In practice we have the following factorization

\[
\hat{a}_{1SF}^E(u) = \hat{a}_{1SF}^{E,\text{integer}}(u) \hat{a}_{1SF}^{E,\text{half}}(u^{1/2}),
\]

where we have spelled out explicitly that \(\hat{a}_{1SF}^{E,\text{integer}}\) is function of powers of \(u\), while \(\hat{a}_{1SF}^{E,\text{half}}(u^{1/2})\) only of odd powers of \(u^{1/2}\). We recall that semi-integer powers enter the function at 5.5PN order, so that the factorized functions begin as

\[
\hat{a}_{1SF}^{E,\text{integer}}(u) = 1 + \left( \frac{97}{6} - \frac{41 \pi^2}{64} \right) u
\]

\[
+ \left\{ \left( - \frac{138}{5} + 1947 \pi^2 + \frac{64}{5} \left( \gamma + 2 \log 2 + \frac{1}{2} \log u \right) \right) u^2
\]

\[
+ \left( - \frac{2269007}{6300} - \frac{16309}{210} + \frac{63421}{1536} \pi^2
\]

\[
- \frac{32693}{210} \log 2 - \frac{16309}{420} \log u \right) u^3 + O(u^4),
\]

(ii) Each factor is then resummed using Padé approximants. We explored various Padé approximants (starting from the diagonal ones) and concluded that there is not a standard rule that holds in general. We found that when the approximants get closer to the diagonal there might be spurious poles. In practice, for each PN order we have to look for a suitable combination of Padé approximants that allows to construct a function that is qualitatively and quantitatively consistency with the exact one.

Table I reports the choice of Padé approximants for all PN orders we considered, from 6PN to 25PN. The performance of a selection of PN orders is illustrated in Fig. 1. The top panel of the figure reports a selection of the simple, Taylor-expanded, functions at various PN orders, and it is the analogous of Fig. 1 of Ref. [51]. One sees that, despite the presence of high PN orders, there is no evidence of convergence to the exact function (black line). This latter is taken to be fit #14 of Ref. [35], that is equivalent to the real numerical data for any practical purpose. However, allowing the factorization and resummation introduced above, with the selected Padé approximants of Table I it is possible to somehow stabilize the PN result and to obtain a more consistent behavior of the various PN orders, either among themselves and with the exact function, as evident from the middle
TABLE I. Best choice of Padé approximants, $P_n^a$, (as shown in the middle panel of Fig. 1) for each (integer) PN order considered up to 25PN. Note that the the order $(n, d)$ of the Padé approximant refers to powers of $u$ for $a_{15F}^{E,\text{integer}}$ while to powers of $v \equiv u^{1/2}$ for $a_{15F}^{E,\text{half}}$.

| PN | $P_n^a$ | $a_{15F}^{E,\text{integer}}(u)$ | $P_n^a$ | $a_{15F}^{E,\text{half}}(v)$ |
|----|---------|-------------------------------|---------|-------------------------------|
| 6  | (2,2)   | (7,0)                         |         |                               |
| 7  | (3,2)   | (8,0)                         |         |                               |
| 8  | (4,2)   | (8,3)                         |         |                               |
| 9  | (5,2)   | (11,2)                        |         |                               |
| 10 | (5,3)   | (10,5)                        |         |                               |
| 11 | (7,2)   | (11,6)                        |         |                               |
| 12 | (8,2)   | (15,4)                        |         |                               |
| 13 | (7,4)   | (16,5)                        |         |                               |
| 14 | (9,3)   | (19,4)                        |         |                               |
| 15 | (10,3)  | (20,5)                        |         |                               |
| 16 | (11,3)  | (21,6)                        |         |                               |
| 17 | (11,4)  | (18,11)                       |         |                               |
| 18 | (13,3)  | (23,10)                       |         |                               |
| 19 | (13,4)  | (23,9)                        |         |                               |
| 20 | (14,4)  | (25,10)                       |         |                               |
| 21 | (15,4)  | (27,10)                       |         |                               |
| 22 | (16,4)  | (27,12)                       |         |                               |
| 23 | (17,4)  | (31,10)                       |         |                               |
| 24 | (19,3)  | (33,10)                       |         |                               |
| 25 | (20,3)  | (33,12)                       |         |                               |

TABLE II. Location of the LSO for various 8.5PN-accurate approximants contrasted with to the exact values (top row). The PN-expanded expression is locally better than the resummed one, that is however crucially improved by the GSF-informed correcting factor.

| model     | $u_{\text{LSO}}(10^{-3})$ | $u_{\text{LSO}}(10^{-4})$ | $u_{\text{LSO}}(10^{-6})$ |
|-----------|--------------------------|----------------------------|--------------------------|
| Exact     | 0.1668169583             | 0.1666816489               | 0.1666668164             |
| 8.5PN     | 0.1668127576             | 0.1666812329               | 0.1666668123             |
| 8.5PNresummed | 0.1668202025             | 0.1666819700               | 0.1666668196             |
| 8.5PGSFresummed | 0.1668170574             | 0.1666816588               | 0.1666668165             |

FIG. 1. Exploring the behavior of the PN-expansion of $a_{15F}^E$ up to 25PN accuracy. Top panel: the Taylor-expanded function for some selected, PN orders. The various PN truncations randomly oscillate around the exact function with large variations between one order and the other. Middle panel: the factorized and resummed functions, taking the Padé approximant of each factor as indicated in Table I. Bottom panel: relative differences of the resummed functions with the exact results. The 25PN resummed is consistent with exact data at $\sim 4\%$ near the light ring.

and bottom panel of Fig. 1. One can note in particular the excellent numerical/analytical agreement found for 23PN or 25PN, with fractional differences at the LSO that are $\sim 4.3259 \times 10^{-6}$ and $-7.2959 \times 10^{-7}$ respectively. These value worsen to $\sim 2.1\%$ and $\sim 4\%$ close to the light ring respectively. Although this certainly marks a progress in the best use of PN results, it is still not very practical to use such large analytical expression in numerical codes. In addition, there are still differences that are nonnegligible towards the light ring. The plot however illustrates that the factorization and resummation procedure is very effective and makes thigh-PN (resummed) expressions somehow redundant among themselves. As a simplifying strategy that also takes advantage of the exact GSF information known numerically, we follow a different strategy: (i) we choose a relatively low and manageable PN order that, once resummed exhibits a reasonable level of agreement with the exact function; (ii) we slightly modify the resulting, resummed, analytical func-
tion with an effective corrective factor that is fitted to the exact data for improved improved accuracy. To pursue this strategy, from now on we only work at 8.5PN. This gives an acceptable compromise between analytical simplicity and accuracy of the factorized and resummed expression. The resummation procedure yields

$$d_\text{1SF}\left(8.5\text{PN}\right) = P_3 \left(\tilde{d}_\text{integer}\right) P_6 \left(\tilde{d}_\text{half}(v)\right) f_{\text{1SF}}(u), \quad (9)$$

where we have also introduced $f_{\text{1SF}}(u)$ as a correcting factor to be fitted to the numerical data. It is chosen to be

$$f_{\text{1SF}}(u) = 1 + \left\{c_7 + c_7\log^3 u + c_7\log^2 u\right\} u^7. \quad (10)$$

Figure 2 shows together the exact $\tilde{d}_\text{1SF}$ function, the 8.5PN accurate one, the resummed one and the GSF-informed one with this correcting function. The fit is done extracting a list of points in the interval $\Delta u = [0.05, 0.10, 0.15]$ and computing $d_{\text{1SF}}(u)$ using the fit model 14 of Ref. [35]. The values of the fitting coefficients are

$$c_7 = 963.4329, \quad (11)$$
$$c_7^\log_3 = 811.3827, \quad (12)$$
$$c_7^\log_2 = -205.2558. \quad (13)$$

The bottom panel of Fig. 2 shows the fractional difference between Eq. (9) and the exact curve up to the light-ring. At a more quantitative level, it is also interesting to compare the estimate of the location of the Last Stable Orbit (LSO) using the various functions of Fig. 2. This is reported in Table [35] for three values of the symmetric mass ratio $v = (10^{-5}, 10^{-4}, 10^{-6})$. It is clear that, especially for the case of a standard EMRI, our novel use of analytical results offers an excellent representation of the exact data.

2. Resumming $\tilde{d}_\text{1SF}(u)$

We follow an analogous procedure for the function $\tilde{d}_\text{1SF}(u)$. The function is given as a truncated PN series up to $u^{3.5}$ that reads

$$\tilde{d}_\text{1SF} = d_2 u^2 + d_3 u^3 + \cdots + d_{8.5} u^{17/2}, \quad (14)$$

so that we work with the function $\tilde{d}_\text{1SF} \equiv \tilde{d}_\text{1SF}(d_2 u^2)$. As above, the function is factorized in a part with integer powers and a part with only odd powers of $u$. Each factor is Padé resummed so to get

$$d_{\text{resummed}} = P_3 \left(\tilde{d}_\text{1SF}\right) P_6 \left(\tilde{d}_\text{half}(v)\right) f_{\text{1SF}}(u), \quad (15)$$

FIG. 2. Top panel: the exact $\tilde{d}_\text{1SF}$ from Ref. [35] is compared with the 8.5PN-expanded one, with its resummed homologous and with the one with the GSF-informed effective correction $f_{\text{1SF}}(u)$ of Eq. (10). Bottom panel: the relative difference between this latter and the exact function.

FIG. 3. Top panel: the "exact" $\tilde{d}_\text{1SF}$ is compared with the 8.5PN-expanded one, with its resummed homologous and with the one with the additional effective correction. Bottom panel: relative difference between the GSF-corrected function and the numerical data.
where \( f_{d_{1SF}} \) is the effective correction that is GSF-informed to exact GSF data analogously to \( f_{d_{4SF}} \). In this case, the fit is performed on the numerical data shown in Table III of Ref. [50]. Note that here the numerical results are computed only up to the LSO since they have been obtained perturbing moderately eccentric orbits, while the computation of \( d_{1SF}(u) \) beyond the LSO would require orbits with higher eccentricity, and even hyperbolic configurations for radii close to the LR (see e.g. Ref. [56]). The fit is chosen to incorporate corrections with powers higher than \( u^{13/2} \) and is given by

\[
f_{d_{1SF}}(u) = 1 + \left[ d_7 + d_7^{\log} \log(u) + d_7^{\log^2} \log^2(u) \right] u^7 + \left[ d_{7.5} + d_{7.5}^{\log} \log(u) \right] u^{15/2},
\]

(16)

where the fit coefficients are determined to be

\[
d_7 = 10018073.1397, \quad d_7^{\log} = 2634075.0796, \quad d_7^{\log^2} = 198577.8047, \quad d_{7.5} = -9898639.6611, \quad d_{7.5}^{\log} = 2601282.0285.
\]

(17) (18) (19) (20) (21)

The quality of the various analytical approximation is illustrated in Fig. 3. The exact function is contrasted with: (i) the plain 8.5PN-accurate function as calculated in Ref. [51]; (ii) its resummed version without the GSF-informed correction factor; (iii) the full, GSF-informed function obtained from Eq. (15). The bottom panel of the figure displays the relative difference between the exact and the GSF-informed function.

3. Resumming \( q_{1SF}(u) \)

Let us finally move to the \( q_{1SF} \) function. We also take this at 8.5PN accuracy, so that it formally reads

\[
q_{1SF} = q_2 u^2 + q_3 u^3 + \cdots + q_{8.5} u^{17/2},
\]

(22)

then we define \( \hat{q}_{1SF} \equiv q_{1SF}/(q_2 m^2) \). As above, we factor out the contribution with integer powers and the one with semi-integer powers. Each one is then resummed with the following Padé approximants

\[
\hat{q}_{1SF}^{\text{resummed}} = P_3^1 \left( \hat{q}_{1SF}^{\text{integer}} \right) P_0^7 \left( \hat{q}_{1SF}^{\text{half}}(u) \right) f_{q_{1SF}}(u),
\]

(23)

while \( f_{q_{1SF}}(u) \) is the correcting function. It is chosen to have the same analytical structure of \( f_{d_{1SF}} \) as

\[
f_{q_{1SF}}(u) = 1 + \left[ q_7 + q_7^{\log} \log(u) + q_7^{\log^2} \log^2(u) \right] u^7 + \left[ q_{7.5} + q_{7.5}^{\log} \log(u) \right] u^{15/2},
\]

(24)

and the fitting coefficients read

\[
q_7 = -655554285.3947.
\]

(25)

Similarly to the \( d_{1SF}(u) \) case, the fit is done using numerical GSF data up to the LSO. The numerical results, obtained building upon Ref. [57], can be found in Table III of Ref. [50]. The quality of the various analytical approximation is illustrated in Fig. 4. The exact function is contrasted with: (i) the plain 8.5PN-accurate function as calculated in Ref. [51]; (ii) its resummed version without the GSF-informed correction factor; (iii) the full, GSF-informed function obtained from Eq. (23). The bottom panel of the figure displays the relative difference between the exact and the GSF-informed function.

B. Radiation reaction and waveform

Now that we have discussed in detail the structure of the conservative part of the model, let us turn to remind the elements of the waveform and of the radiation reaction. First of all, let us fix our waveform convention. The
The waveform strain is decomposed in spin-weighted spherical harmonics as

$$h_+ - ih_\times = \frac{1}{D_L} \sum_\ell \sum_{m=-\ell}^{\ell} h_{\ell m} Y_{\ell m}(\theta, \phi),$$

where $D_L$ indicates the luminosity distance, and $-2Y_{\ell m}(\theta, \phi)$ are the $s = -2$ spin-weighted spherical harmonics, $\theta$ is the inclination angle with respect to the orbital plane and $\phi$ the azimuthal one.

The form of the radiation reaction, that has either an azimuthal, $F_\varphi$, and a radial $F_r$ component is precisely the one used in Ref. [26][41] and so far tested in many context, especially in the test-mass limit [42][43]. For the waveform, we consider all multipoles up to $l = 8$, though excluding the $m = 0$ ones, that have not yet been suitably validated within the EOB approach. All modes up to $l = m = 5$ implement the general, Newtonian prefactor so to effectively incorporate many high-order corrections that are important along eccentric orbits [55]. This requires the numerical calculation of several high-order time derivatives to compute the Newtonian prefactor, that can be explicitly found in Ref. [42]. For the $l = m = 2$ mode we also consider the 2PN noncircular corrections, both in the instantaneous part [50] and in the hereditary contribution [60].

III. AN ILLUSTRATIVE EXAMPLE

Let us finally conclude with an illustrative example waveform that can be generated with our GSF-informed formalism. We consider an illustrative $q = 1000$ binary with dimensionless spins $\chi_1 = S_1/m_1^2 = 0.3$, $\chi_2 = S_2/m_2^2 = 0.1$, initial EOB eccentricity $e_0 = 0.5$ and initial semilatus rectum $p_0 \approx 8.68$. For the Newtonian-like definition of the (gauge-dependent) eccentricity and semilatus rectum see e.g. Ref. [42][44][58][61]. The trajectory and the corresponding strain computed considering all the $m > 0$ modes up to different values of $l_{\text{max}}$ are shown in Fig. 5, where we consider an observer whose line of sight is inclined by $45^\circ$ with respect to the orbital plane. Note that the evolution stops at $t \approx 2.96 \times 10^4 M$, slightly before the crossing of the EOB light-ring, but we only show the waveform that corresponds to the last few orbits. As can be clearly seen, especially in the bottom-left panels, the $l = 2$ modes alone are not sufficient to accurately catch all the waveform features, as expected a priori. Some of the waveform multipoles are shown in Fig. 6. Each waveform multipole is normalized by the leading-order $\nu$-dependence $\nu \epsilon^{\ell + \epsilon}(\nu)$, where $\epsilon = \pi(\ell + m)$ is the parity of $\ell + m$, $\epsilon = 0$ if $\ell + m$ is even and $\epsilon = 1$ if $\ell + m$ is odd. The coefficients $\epsilon^{\ell + \epsilon}$ are defined as

$$\epsilon^{\ell + \epsilon}(\nu) = X_2^{\ell + \epsilon - 1} + (-)^m X_1^{\ell + \epsilon - 1},$$

where $X_2$ and $X_1$ are the spin-weighted spherical harmonics.
FIG. 7. Same initial data considered in Fig. 5 and Fig. 6. In the upper panel we show two $h_+$’s: the first one (blue) corresponds to the dynamics computed with GSF-potentials, while the other one (orange) is obtained from the dynamics computed with Kerr potentials, i.e. without $\nu$-dependent corrections in the Hamiltonian. The bottom panels close up on the beginning of the inspiral and on the end. We consider all $m \neq 0$ multipoles up to $l = 8$.

where $X_i \equiv m_i / M$. Note that the Newtonian noncircular corrections introduced in Ref. [58] are included in all the modes up to $l \leq 4$ and in the $l = m = 5$ mode.

In order to assess the relevance of the GSF $\nu$-corrections, we compare the evolution discussed above with the one obtained using the same initial data but setting to zero the $\nu$ corrections in $(A, \bar{D}, Q)$, i.e. using the Kerr metric functions. The corresponding waveforms can be found in Fig. 7 where we also highlight the first and the last few orbits. As can be seen, the conservative GSF $\nu$-corrections are not negligible since their absence leads to a clear dephasing that translates in a longer evolution.

Finally, it should be taken into account that also the non-conservative dynamics is crucial for the evolution of EMRIs and IMRIs. The accuracy of the fluxes (and thus of the radiation reaction) for noncircular orbits has been already discussed in Refs. [42, 43], but further improvements are needed in order to describe real astrophysical scenarios. For this reason, in Appendix A we discuss how the flux can be improved in the simplest case of (quasi)-circular orbits in Schwarzschild spacetime.

IV. CONCLUSIONS AND FUTURE DIRECTIONS

Building upon the eccentric version of the TEOBResumS model [26, 52], the TEOBResumS–DALI model [26, 44], we have constructed the first GSF-informed EOB waveform model for spin-aligned, eccentric binaries. This model crucially incorporates GSF-informed correction in the orbital sector and should be seen as a first step towards the construction of a physically complete model for IMRI and EMRIs. As such, it does not incorporate the transition from the inspiral to plunge, merger and ringdown. Our main finding is to have shown that suitable resummation strategies allow us to improve the strong-field behavior of (high-order) PN expansion of the EOB potentials $(A, \bar{D}, Q)$. This gives consistency between the various PN orders, with a qualitative and semi-quantitative good agreement with the exact potentials computed numerically. We note that this resummation is actually different from the one routinely applied to the NR-informed potentials of TEOBResumS valid in the comparable-mass case. Several technical improvements are however necessary in order to reach the goal of an analytically complete, and faithful, EOB-based waveform model for IMRIs and EMRIs. Let us list here a few:

(i) In our model, the analytic resummations of the EOB functions $(A, \bar{D}, Q)$ are improved by effective, high-order, corrections that are informed by fitting to GSF numerical data. The accuracy of the procedure depends on both the initial (resummed) PN order of $(A, \bar{D}, Q)$ and the functional form of the correcting factor $\rho_{\text{cor}}(x)$. The choices made here might be improved if needed, and this would require a dedicated study on its own.

3 Evidently, this also depends on the accuracy of the original GSF numerical data, that might need improvements especially between the LSO and the light-ring [52].
(ii) For simplicity, here we have decided to use the standard TEOBResumS spin sector (although without the NR-tuning), that implements next-to-next-to-leading order spin-orbit accuracy \([45, 63]\). This accuracy is not state of the art, since complete analytic information (beyond the linear-in-\(\nu\) knowledge) to the next-to-leading order is available \([46, 47]\). In addition, one can also incorporate the full ISF information in the spin-orbit coupling functions computed in several works \([64, 65]\) and informed to exact GSF data. At a more radical level, however, the spin-orbit sector of the TEOBResumS should be modified so to incorporate the complete leading-order contribution of the spinning secondary \([66]\), that is now only approximated. A route to do so within the TEOBResumS framework was suggested in the Conclusions of Ref. \([47]\). Note also that this approach could be pushed to one further PN order using the analytical results of Refs. \([46, 47]\). Since the current work is mainly illustrative of the potentialities of a GSF-informed EOB framework for IMRIs and EMRIs, we postpone this detailed study to future work.

(iii) Similarly, for simplicity here we are using the fluxes of TEOBResumS, that, in the quasi-circular limit, rely on 3\(+2\)PN and 3\(+3\)PN in various multipoles (up to \(\ell = 8\)) that are then resummed with various combinations of Padé approximants \([24, 40, 41]\). In principle, the analytical accuracy of the test-mass contribution to the fluxes should be improved to describe more accurately the radiation-reaction driven long-inspiral of large mass ratios binaries. This was already pointed out in Ref. \([68]\), thanks to a specific EOB/NR comparison involving the standard TEOBResumS and a recently obtained \(q = 15\) NR simulation \([69]\). The inclusion of more test-mass terms in the resummed flux (notably up to 22PN accuracy \([70]\)) brings a much closer agreement between analytical and numerical fluxes in the test-mass limit. This is discussed in some detail in Appendix A and will be taken in due account in future work.

(iv) The waveform model discussed here should be validate against full, self consistent, GSF evolutions \([5]\). This will allow us to understand the impact of the approximations we used (e.g. the one for the flux) in the context of actual EMRIs. This analysis will be tackled in forthcoming work.

In conclusion, we have shown that, once informed by (sparse) GSF data, the current EOB formalism is suitable for constructing waveforms for EMRIs (and IMRIs). The main open issues are in improving the accuracy of certain building blocks of the model for LISA purposes (e.g. fluxes or spin sector), but the model is conceptually complete at it is clear how to improve it. Given this model, it will be interesting to investigate to which extent standard twisting techniques (see e.g. \([62, 71]\) and references therein) usually employed for obtaining processing waveforms are reliable in the context of EMRIs. It will be similarly easy to include environmental effects on the dynamics, like those related to the presence of an accretion disk, in the same spirit of \([72]\).
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Appendix A: Improving the (quasi)-circular nonspinning flux

In this Appendix we briefly discuss how the radiation reaction force related to the flux at infinity can be improved in the nonspinning case. The angular component of the radiation reaction \(\hat{F}_{\varphi}\) in TEOBResumS is written factorizing the Newtonian quadrupolar contribution

\[
\hat{F}_{\varphi} = \frac{32}{5} \nu r_\omega^4 \Omega_5^5 \dot{f},
\]

where \(r_\omega\) is a suitably defined radius that satisfies a generalized Kepler’s law \([45]\) and \(\dot{f}\) is the reduced flux function, that contains all the high-PN corrections recast via suitable factorization and resummations \([50]\). A crucial aspect to obtain very reliable fluxes is the accuracy of the residual general relativistic PN corrections to the amplitude, denoted with \(\rho_{\ell m}\), that enter in \(\dot{f}\) at power 2\(\ell\) \([50]\). Suitable factorization and resummations for these corrections have been discussed in Refs. \([40, 41]\). The standard analytical resummed implementation of \(\dot{f}\) used in TEOBResumS-DALI, that relies on Padé resummed \(\rho_{\ell m}\)’s with 6PN accuracy up to \(\ell = 6\), is shown in gray in Fig. 8. The curve is compared with the exact data (black) obtained numerically using S. Hughes code \([73]\) and already used as benchmark in previous studies \([40, 43]\). As can be seen, the analytical/numerical disagreement (gray) increases monotonically and almost reach the 0.6% at the LSO. However, the reduced flux function can be immediately improved considering the Taylor-expanded series for the \(\rho_{\ell m}\) up to 22PN \([70]\). The flux obtained in this way is also shown in Fig. 8 (red) and it is systematically more accurate than the standard TEOBResumS flux. Even at the LSO, the analytical/numerical disagreement remains below the \(4 \times 10^{-6}\) level.
