A dataset and classification model for Malay, Hindi, Tamil and Chinese music
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Abstract. In this paper we present a new dataset, with musical excepts from the three main ethnic groups in Singapore: Chinese, Malay and Indian (both Hindi and Tamil). We use this new dataset to train different classification models to distinguish the origin of the music in terms of these ethnic groups. The classification models were optimized by exploring the use of different musical features as the input. Both high level features, i.e., musically meaningful features, as well as low level features, i.e., spectrogram based features, were extracted from the audio files so as to optimize the performance of the different classification models.
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1 Introduction

Singapore is a cultural melting pot, with a majority of Chinese, Malay and Indian individuals. It is thus no surprise that Singaporean music is influenced by several different ethnic groups. The earliest form of music in Singapore was traditional Malay music \([14]\), which came from the original settlers of Singapore. They are now the second largest ethnic group in Singapore \([16]\). Then came the Portuguese influence from the colonial occupation, followed by Chinese and Indian music from the immigrants of those countries \([14]\). Decades of rich political and cultural history of Singapore has established the current tastes and genres of music in Singapore \([10]\). In this paper, we create a dataset of music fragments of the three largest ethnical influences in Singapore, namely, Chinese, Malay, and Indian. This allows us to develop machine learning models that can estimate the probability of a song belonging to a certain ethnical group. In future research, these newly developed models will be useful to analyse typical Singaporean songs such as the National Day Songs.

Over the last decade, significant strides have been made regarding audio classification models for mood/emotion \([11, 11, 13]\), genre \([15, 6]\), hit prediction \([9]\) and other topics. Most related to this research is the work on folk tune classification \([5, 3]\). Here, we focus on contemporary music from different Asian ethnical groups.

In the next section, we will discuss the dataset that we have gathered, followed by the extracted features and developed classification models in Section 3. The performance of our classifiers is presented in Section 4 and the final conclusion is presented in Section 5.
2 Dataset creation

We used the Spotify API[^3] to retrieve a list of songs for each of our ethnical groups. The songs were manually curated by the first author, using search terms in the Spotify API. General search terms like ‘Hindi songs’, ‘Chinese songs’, ‘Malay songs’ and ‘Tamil songs’ were used, as well as names of popular singers of that specific ethnical group. A total of 15,725 songs were downloaded using the API, of which 3,146 were Chinese songs, 507 Malay songs, 6,729 Hindi songs, and 5,343 Tamil songs. We downloaded the first 30 seconds of the selected songs, some of which are instrumental songs, some contain only vocals, and some are a mix of both. Of these songs, a total of 260 low-level features and 98 high-level features were extracted using Essentia[^2] and OpenSMILE[^7] respectively. For high-level features, six of the features were categorical features, so those features were one hot encoded, which increased the feature space to a total of 127 features. For low-level features, temporal data was collected in 0.5 seconds frames, totalling 58 frames per song. These features were averaged for each song. A detailed description of the features and the dataset itself is available online[^4].

Given the large number of extracted features, we do a preliminary exploration of which feature subset is most efficient in the next section.

3 Classification models

There exist many types of classification algorithms that have shown to be effective for audio classification tasks. It is not the intention of this investigation to develop novel architectures or implement complex neural network structures. Instead, we focus on a very influential factor: input features. As per [1], features greatly influence the performance of models. In this research, we hence focus on comparing different input representations (both high and low level music features) in basic, fast, and efficient machine learning models that have proven their efficacy in audio classification: logistic regression, k-nearest neighbours (k-NN), support vector machines (SVM) (with Grid search), and random forest.

The dataset was split into a training and test set with a ratio of 80:20. These models were tested using different feature subsets. These subsets can contain different types of features, and might include a feature selection mechanism, as described in Table 1. This analysis reveals the most effective features for ethnical origin classification on our new dataset.

Two feature selection methods were implemented: 1) A one-way ANOVA test is used to perform the filter method[^8] where the the p-value is calculated for each feature. Features with a p-value of less than 0.05 are taken into consideration for further analysis. 2) The other technique is the wrapper method[^12], where backward elimination was performed by taking subsets of the features to create models using logistic regression. The accuracy of this model was examined and, using an iterative procedure, features were removed. The feature selection process will be stopped when the classifier delivers the best performance.

[^3]: https://developer.spotify.com/
[^4]: http://dorienherremans.com/sgmusic
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4 Experiments and results

We set up a preliminary experiment to analyse the influence of different feature representations on the classifier performance. We explored different combinations of high/low level features, with or without feature selection, thus forming Subsets of our data. We should note that these subsets are imbalanced, hence we include the class weighted AUC in the results in Table 1.

Table 1. Subset description and model results

| Subset | No of features | Feature type | Feature selection method | Best Model | AUC | Accuracy |
|--------|----------------|--------------|--------------------------|------------|-----|----------|
| 1      | 260            | low-level    | NA                       | SVM        | 0.94| 0.79     |
| 2      | 127            | high-level   | NA                       | RF         | 0.88| 0.70     |
| 3      | 387            | high & low   | NA                       | SVM        | 0.94| 0.79     |
| 4      | 1,820          | low-level    | NA                       | SVM        | 0.93| 0.77     |
| 5      | 111            | low-level    | wrapper                  | SVM        | 0.94| 0.80     |
| 6      | 82             | high-level   | wrapper                  | RF         | 0.88| 0.70     |
| 7      | 182            | low-level    | filter                   | SVM        | 0.95| 0.81     |
| 8      | 67             | high-level   | filter                   | RF         | 0.88| 0.69     |
| 9      | 92             | low-level    | filter+wrapper            | SVM        | 0.95| 0.81     |
| 10     | 49             | high-level   | filter+wrapper            | RF         | 0.86| 0.69     |

The SVM models using Subset 7 and 9 yielded the best AUC score of 95% and an accuracy of 81% on the test data. Both of these subsets contain only low-level features, and were reduced using feature selection methods. The confusion matrices in Fig. 1 also reveal a very similar performance of these two models. When comparing these two best performing models, we can conclude that Subset 9 is the more desired representation, because it contains less features, and as a result the training time is faster.

The SVM models using Subset 7 and 9 yielded the best AUC score of 95% and an accuracy of 81% on the test data. Both of these subsets contain only low-level features, and were reduced using feature selection methods. The confusion matrices in Fig. 1 also reveal a very similar performance of these two models. When comparing these two best performing models, we can conclude that Subset 9 is the more desired representation, because it contains less features, and as a result the training time is faster.

Fig. 1. Confusion matrices of two best performing models; left: Subset 9; right: Subset 7. Label 0 is Chinese; 1 is Malay; 2 is Hindi; 3 is Tamil.
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5 Conclusions and future work

We have gathered a dataset of 30s musical fragments together with 98 high and 260 low level musical features from four different ethnical origins. We have used this data to train relatively well performing classification algorithms. In an experiment, these classifiers perform best when using low-level audio features with feature selection as the input. In future research, we aim to further expand and visualise the songs of our dataset and make the models more robust, after which we can use them to explore the ethnical origin/influence of typical Singaporean music such as the National Day Songs.
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