How long does it take to obtain a physical density matrix?
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The statistical nature of measurements alone easily causes unphysical estimates in quantum state tomography. We show that multinomial or Poissonian noise results in eigenvalue distributions converging to the Wigner semicircle distribution for already a modest number of qubits. This enables to specify the number of measurements necessary to avoid unphysical solutions as well as a new approach to obtain physical estimates.
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Introduction.—Quantum state tomography became the standard tool for fully determining unknown quantum states [1,2] and has been used for various systems like photons [3], ions [4], and cold gases [5]. However, in experiments one often obtains unphysical estimates [6]. In principle, they can be mapped onto physical ones using numerical methods like the maximum likelihood estimation (ML) or least squares methods (LS) [7, 8]. Yet, the constraint of physicality results in biased estimation leading to distorted results and systematic errors of evaluated parameters [9, 10]. Naturally, the question arises how unphysical estimates can be avoided. Contrary to frequent folklore, experimental imperfections and misalignment are definitely not the only reasons [11].

Here, we demonstrate how statistical noise alone almost unavoidably causes unphysical estimates for multiqubit states. It is shown that for typical Poissonian or multinomial measurement statistics, the distribution of eigenvalues for a large number of qubits can be described by a Wigner semicircle distribution [12,14] with the width depending on the total number of measurements or observations like counts or clicks. This now enables to specify how likely an unphysical solution is or, alternatively, to give a minimum number of measurements necessary to avoid unphysical solutions. In turn, knowing the distribution of eigenvalues allows both to obtain a physical estimate from “unphysical” measurement data as well as to analyze possible misalignment or colored noise by hypothesis testing.

Linear Quantum State Estimation.—The measurement scheme we first focus on is the so-called Pauli tomography scheme. There, for characterizing an $n$-qubit system, the individual qubits are projected on the eigenstates of all $3^n$ possible tensor products of local Pauli operators, $\sigma_1, \sigma_2,$ and $\sigma_3$. For each of the $3^n$ measurement settings denoted by $s \in \{s_1, s_2, \ldots, s_n\}$, one obtains $2^n$ different outcomes, denoted by $r \in \{r_1, r_2, \ldots, r_n\}$, with $r_j \in \{-1, 1\}, j = 1, \ldots, n$. This leads to a tomographically overcomplete set of $6^n$ relative frequencies $f^n_s = c^n_s / N_s$ with $c^n_s$ the number of results $r$ for settings $s$ and with total number of counts $N_s = \sum_r c^n_s$ of setting $s$. We use the same total number of counts for all settings, $N = N \forall s$.

To determine the estimate $\bar{\rho}$ of the density matrix $\rho$, the relation

$$\bar{\rho} = \frac{1}{2^n} \sum_{\mu} T_{\mu} \sigma_\mu$$

(1)

can be used, where $T_{\mu}$ are the elements of the correlation tensor given by the expectation values of the respective settings $\mu$, $T_{\mu} = \langle \sigma_\mu \rangle$ with $\sigma_\mu = \sigma_{\mu_1} \otimes \sigma_{\mu_2} \otimes \cdots \otimes \sigma_{\mu_n}$, $\mu_i \in \{0, 1, 2, 3\}$, and $\sigma_0$ denotes the identity matrix). Estimates $\bar{T}_{\mu}$ are obtained from the respective frequencies from which $\bar{\rho}$ results using Eq. (1) [15]. In practice, due to the finite number of measurements and the resulting statistical noise, the $\bar{T}_{\mu}$ and consequently the elements of $\bar{\rho}$ are random variables depending on both the statistics and the observed state. Note, for overcomplete tomography, e.g., measuring all $3^n$ possible settings, the different elements of $\bar{\rho}$ do not have all the same uncertainty. For example, due to the inherent redundancy, if one of the $\mu_i$, say, $\mu_k = 0$, then $3 \times 2^n$ frequencies $f^n_r$ obtained from the three settings $s = (s_1, s_{k-1}, s_k, s_{k+1}, \ldots, s_n)$ with $s_k \in \{1, 2, 3\}$ can be used to calculate $\bar{T}_{\mu}$, thus reducing its variance. These correlations are called non-full correlations, while those with $\mu_k \neq 0$ for all $k$ are full correlations. For more details, see SM 1 [16].

Eigenvalue distribution for many qubits.—To understand how finite statistics influences the distribution of eigenvalues, the completely mixed state $\varrho_{\text{wm}}$ (white noise) is chosen as starting point. This state is characterized by $T_{\mu} = 0$ for all $\mu$ except $T_{0,\ldots,0} = 1$, i.e.,

$$\varrho_{\text{wm}} = \frac{1}{2^n} \sigma_{0,0,\ldots,0} = \frac{1}{2^n} I$$

(2)

with $2^n$ degenerate eigenvalues $\lambda_i = 1/2^n$. Statistical fluctuations of the measurement result $c^n_s$ and of the re-
sulting $\tilde{T}_\mu$ lift the degeneracy and consequently cause a wide distribution of observed eigenvalues. With Poissonian or multinomial noise for $e^{\sigma_0}_\mu$, the elements of the estimated density matrix $\tilde{\rho}$ can be approximated by a Gaussian distribution. In the limit of large matrices, the eigenvalues are distributed according to a Wigner semicircle distribution [12, 13] (see SM 2 [16] for a proof for the used overcomplete Pauli tomography). Yet, already for a modest number of $n = 6$ qubits, we observe an excellent agreement as shown in Fig. 1. The center $c$ of the distribution is given as the mean value of the eigenvalues $\lambda_i$ and is, due to normalization, equal to

$$c = \frac{1}{2^n} \mathbb{E} \left[ \sum_{i=1}^{2^n} \lambda_i \right] = \frac{1}{2^n},$$

while the radius $R$ depends on the second moment of the correlation tensor elements $\mathbb{E} \left( \tilde{T}_\mu^2 \right)$ via the relation (see SM 2 [16])

$$\left( \frac{R}{2} \right)^2 = \frac{1}{4^n} \sum_\mu \mathbb{E} \left( \tilde{T}_\mu^2 \right).$$

For the completely mixed state and multinomial noise, the probability density $g(\tilde{T}_\mu)$ with $N$ counts can be approximated as $g(\tilde{T}_\mu) \approx \sqrt{N/(2\pi)} \exp \left(-\tilde{T}_\mu^2 N/2\right)$, see SM 1 [16]. Thus, we can evaluate the second moment of full correlations to be $\mathbb{E} \left( \tilde{T}_\mu^2 \right) = \int_{-\infty}^{\infty} d\tilde{T}_\mu g(\tilde{T}_\mu) \tilde{T}_\mu^2 \approx \frac{1}{N}$.

For non-full correlations we obtain $\mathbb{E} \left( \tilde{T}_\mu^2 \right) \approx \frac{1}{3^j \lambda_j N}$ with $j (\mu)$ denoting the number of $\sigma_0$ operators in $\sigma_\mu$. Using these expressions for the evaluation of the right hand side of Eq. [4] we obtain

$$\frac{1}{4^n} \sum_\mu \mathbb{E} \left( \tilde{T}_\mu^2 \right) = \frac{1}{4^n} \sum_{j=0}^{n-1} 3^{n-j} \binom{n}{j} \frac{1}{3^j N} = \frac{10^n - 1}{12^n N}. \quad (5)$$

Hence, the radius $R$ of the semicircular approximation of the $n$-qubit completely mixed state is given by

$$R = 2 \sqrt{\frac{10^n - 1}{12^n} \frac{1}{\sqrt{N}}} \approx 2 \left( \frac{5}{6} \right)^{\frac{n}{2}} \frac{1}{\sqrt{N}}. \quad (6)$$

Note, the radius of the semicircle approximation decreases with the statistics $N$ as $\sqrt{1/N}$. For the case of $n = 6$ qubits, which are represented by $64 \times 64$ matrices, and $N = 100$ as typically used in recent multiqubit experiments, we can now estimate the effective radius to be $R = 0.116$. The red semicircle in Fig. 1 is in clear agreement with the distribution of eigenvalues obtained from simulated quantum state tomographies. Obviously, if the radius $R$ is larger than the center $c$, there is a non-vanishing probability for negative eigenvalues.

Eigenvalue distribution for few qubits.— The Wigner semicircle describes the spectral distribution in the limit of large matrices, i.e., of many qubits [12, 13]. Let us thus analyze also the case of states with few qubits. For a single qubit, the eigenvalues and the spectral density can be determined analytically,

$$g(\lambda) \propto \exp \left[ -\frac{(1 - 2\lambda)^2 N}{2} \right] (1 - 2\lambda)^2, \quad (7)$$

see SM 4 [16]. Fig. 2 shows the simulated spectral probability of the $n = 1$ qubit completely mixed state together with the probability density, Eq. [7]. Evidently, it is unlikely to obtain the correct result with both eigenvalues at $1/2$ since, due to $\lambda_{1,2} = \frac{1}{2} \left( 1 \pm \sqrt{T_1^2 + T_2^2 + T_3^2} \right)$, all correlations $T_1$, $T_2$ and $T_3$ have to vanish for this case. In particular, if $N$ is odd, it is even impossible. Furthermore, we see an exponential damping towards the bound-

![FIG. 1. The relative occurrences of eigenvalues for the $n = 6$ qubit completely mixed state. 10 000 QST and linear state estimations have been performed on simulated data with $N = 100$ expected counts per measurement basis. The resulting eigenvalues are shown in the blue histogram. The semicircle (red) is centered around $c = 2^{-6}$ with a radius of about $R = 0.116$. Center and radius are given by Eq. (3) and Eq. (6), respectively.](image1)

![FIG. 2. The spectral probability distribution of the single qubit completely mixed state. QST was simulated 1000000 times, each with $N = 100$ events per measurement setting. (blue area) Histogram of the eigenvalues with high-resolution bins. (red line) Curve proportional to the expected distribution, cf. Eq. (7).](image2)
aries of the distribution. However, for a reasonable number of measurements, the probability of negative eigenvalues is negligible.

While the spectral distribution in the case of a single qubit obviously differs from a semicircular behavior, we learn about the transition towards the limiting case by comparing the single qubit case (Fig. 2) with the distributions of the completely mixed states for \( n = 2, 3, 4 \) qubits, respectively. Fig. 3 indicates that by increasing the number of qubits the distribution develops a comb structure. The center of the distribution shifts, according to Eq. (3), closer to 0. As the probability density then extends to negative values, it becomes increasingly unlikely, even for the completely mixed state, to obtain physical results when performing quantum state tomography for a limited number of measurements (here \( N = 100 \)). In the case of \( n = 2 \) qubits, shown by the blue histogram in Fig. 3, a fraction of only \( 6 \times 10^{-6} \) of the simulated states is unphysical. In contrast, for \( n = 3 \) qubits, already \( 32\% \) of the estimated states lack physicality, while for \( n = 4 \) all estimates were unphysical (with 1000000 simulated QST in each case). The distribution becomes increasingly damped towards the boundaries, leading to the semicircular distribution in the limit of many qubits.

**Different tomography schemes.** — The overcomplete tomography is one of several sampling strategies. The resulting structure of variances of the density matrix elements of the linear estimate leads to the Wigner semi-circle distribution. For alternative tomography schemes, e.g. [21], one directly obtains the individual matrix elements and thus can tailor the respective variances to be the same for all elements. From random matrix theory it is known that equal Gaussian distribution of the matrix elements also leads to a semicircle distribution for the eigenvalues, in this case with a radius of \( R = 2\tau \) with the variance of the matrix elements \( \tau^2 = 1/N \) [23] (see also SM 2 [16]). Similarly, a symmetric sampling procedure [23] will yield again such a distribution [24].

The situation changes completely for the most frequently used complete tomography scheme [8]. There, the projectors are orientated asymmetrically, leading to different variances of the correlations and, thus, to strongly differing variances of the matrix elements other than for the overcomplete scheme. This inhomogeneity of the variances results in a probability density function of an exponential distribution with a width significantly larger than the corresponding semicircle radius for an equal total number of measurements, see SM 6 [16]. Due to the narrower distribution and the resulting higher probability to obtain a physical estimate it is thus definitely more favourable to choose a symmetric tomography scheme or the overcomplete Pauli scheme.

**Required number of measurements.** — The knowledge of the eigenvalue spectrum of white noise now enables to estimate the necessary measurement statistics required to obtain a physical density matrix [24]. An experimentally relevant state is a pure or low rank state of rank \( r \) mixed with white noise of the form

\[
\varrho = q_r \varrho_r + (1-q_r) \varrho_{wn}. \tag{8}
\]

For a pure state mixed with white noise \( \varrho = |\psi\rangle \langle\psi| \), the probability of observing \( |\psi\rangle \langle\psi| \) is \( q+(1-q)/2^n \), which consequently will be one of the eigenvalues of \( \varrho \). The other eigenvalues are degenerate and will be distributed, for finite statistics, again according to a semicircle distribution, but now centered significantly closer to 0,

\[
c_{q,r} = \frac{1-q}{2^n - r}. \tag{9}
\]

For a low rank \( r \) state admixed with white noise as for states of the form [8] with \( r = 1 \), the number of eigenvalues in the support of the semicircle is changed \( (2^n \rightarrow 2^n - r) \), see SM 7 [16]. This also leads to a reduction of the radius by a factor of \( \sqrt{(2^n - r)/2^n} \), i.e.,

\[
R \rightarrow R_r = R \cdot \sqrt{1-r \cdot 2^{-n}}. \tag{10}
\]

For pure states admixed with white noise the radius can be assumed to be approximately unchanged. We can thus use the radius [6] and center [7] of the semicircle to give an estimate of the necessary amount of measurement events such that the data directly result in a physical density matrix. A physical solution is expected for \( R \leq c \)
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state results in 63 eigenvalues distributed within the semicircle (approximately) to the GHZ state. Note that each simulated

model and a single eigenvalue around 0 and 4 quantum states sampled with finite statistics the spectrum will consist of $2^n - r$ eigenvalues scattered within an interval of width

$$w_r = 2 \cdot R_r = 2 \cdot 2 \left( \frac{5}{6} \right)^{\frac{n}{2}} \sqrt{\frac{1 - r \cdot 2^{-n}}{N}}$$ (12)

and $r$ eigenvalues outside. The main question is how many of the eigenvalues correspond to the low rank state $q_r$. We propose to use the ansatz that $q_r$ is composed of those eigenvalues larger than $\min \lambda_i + w_r$ and to utilize a hypothesis test for its validation.

To illustrate the new scheme, we analyze the experimental measurement data of an overcomplete quantum state tomography of a 6 qubit Dicke state obtained in a 6 photon experiment [3]. On average, $N = 230$ projection measurements per setting were performed [3], leading to $R_r \approx 0.07632 \cdot \sqrt{1 - r \cdot 2^{-n}}$. The 64 eigenvalues of the state estimate are found to be $\{ \lambda_i \} = \{ -0.06368, -0.06223, \ldots, 0.06371, 0.07171, 0.14949, 0.21595, 0.61024 \}$. For $r = 0$ (assuming only white noise), the radius is $R_{r=0} = 0.07632$, resulting in 3 eigenvalues significantly larger than $\lambda_1 + w(0) = 0.08832$ (for $\lambda_1 \leq \cdots \leq \lambda_i < \lambda_{i+1} < \cdots < \lambda_{64}$). Any hypothesis test, e.g., the Anderson-Darling test [26, 27], which is based on a distance between the cumulative distribution function of the Wigner semicircle and the empirical distribution function (see also SM 8 [16]), clearly rejects this assumption. Since $R_r$ changes only slightly with $r$, also the cases $r = 1$ and $r = 2$ have to be refused. Setting the rank of $q_r$ to $r = 3$, the center is obtained as the average of the smallest 61 eigenvalues or, respectively, by $c = \mathbb{E} (\{ \lambda_i \mid i \leq 61 \}) = (1 - \lambda_{64} - \lambda_{63} - \lambda_{62})/61 \approx 4 \times 10^{-4}$. Applying the Anderson-Darling hypothesis test to our data results in a $P$-value of about $1 - 8.2 \cdot 10^{-7}$ which is well above the prechosen significance level (typically 0.05), thus indicating that the data can indeed be explained by a low rank state of rank $r = 3$ with admixed white noise.

Conclusions.— For a finite number of measurements, the eigenvalues of the completely mixed state are distributed according to the Wigner semicircle in the limit of many qubits. But also for a modest number of already 6 qubits this distribution is already an excellent approximation. Our findings enable one to determine the number of measurements required to obtain a physical solution. Remarkably, the frequently used complete

and thus for

$$N \geq N_0 = 4 \left( \frac{5}{6} \right)^n \left( \frac{2^n - 1}{1 - q} \right)^2.$$ (11)

Fig. [4] (a) gives a graphical access to this condition. The red line depicts the dependence of $R$ on $N$ according to Eq. (6) for $n = 6$ qubits. In order to find the probability for physical state estimates, for each $N$, more than 2500 tomography data sets were simulated for a GHZ state admixed with white noise [see Fig. 4 (b)]. For $N$ chosen to be approximately $N_0$, about 95.9% of the simulated states were physical, where the deviation can be explained by the tails of the distribution in the case of a finite $n = 6$ (see also Fig. 1). Furthermore, one directly recognizes that the denominator in Eq. (11) diverges for $q \rightarrow 1$. This underlines the fact that it is practically impossible to observe a pure (or low rank) multiqubit state ($q = 1$) without obtaining negative eigenvalues.
sampling strategy results in a different, much wider distribution and thus more often in unphysical estimates. As the required number of measurements depends exponentially on the number of qubits, the goal to obtain a physical estimate \( \hat{\rho} \) for a larger number of qubits is an illusion. The knowledge of the possible structure of \( \hat{\rho} \) allows a new ansatz for discriminating statistical effects from systematic ones or, vice versa, for analysing colored noise contributions. Performing hypothesis tests gives a firm basis for the determination of a physical density matrix and thereby a new level of confidence in the tomography of multiqubit states.
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SUPPLEMENTAL MATERIAL

SM 1: GAUSSIAN APPROXIMATION OF CORRELATIONS

A correlation can be calculated by the normalized difference of the events contributing positively (indicating a correlation), \( c_{\mu,\uparrow} \), and those that indicate an anticorrelation, \( c_{\mu,\downarrow} \), i.e.,

\[
\tilde{T}_\mu = \frac{c_{\mu,\uparrow} - c_{\mu,\downarrow}}{c_{\mu,\uparrow} + c_{\mu,\downarrow}}.
\]

(13)

Expecting uncorrelated results, i.e., \( \mathbb{E} \left( \tilde{T}_\mu \right) = 0 \), leads to \( \mathbb{E} \left( c_{\mu,\uparrow} \right) = \mathbb{E} \left( c_{\mu,\downarrow} \right) \). For a fixed number of counts \( N = c_{\mu,\uparrow} + c_{\mu,\downarrow} \), the correlation becomes

\[
\tilde{T}_\mu = \frac{1}{N} \left( c_{\mu,\uparrow} - c_{\mu,\downarrow} \right).
\]

(14)

The multinomial statistics in the events \( \{ c_{\mu,\uparrow}, c_{\mu,\downarrow} \} \) tends to a normal distribution for increasing sample sizes. For \( \mathbb{E} \left( c_{\mu,\uparrow} \right) = \mathbb{E} \left( c_{\mu,\downarrow} \right) = N/2 \), the correlation value \( T_\mu \) is approximately distributed according to a normal distribution with mean 0 and standard deviation \( 1/\sqrt{N} \). Consequently, the probability density \( g \left( \tilde{T}_\mu \right) \) can be expressed as

\[
g \left( \tilde{T}_\mu \right) = \sqrt{\frac{N}{2\pi}} \exp \left( -\frac{\tilde{T}_\mu^2 N}{2} \right).
\]

(15)

Instead of a fixed number of measurements (multinomial distributed events), often the measurement time is fixed with a variable number of events. Also for Poissonian distributed events and increasing sample sizes \( N \), the correlation \( T_\mu \) tends to the same normal distribution [17].

In the overcomplete Pauli scheme, the expectation value of, e.g., the correlation \( \sigma_{0,1} \) can be determined by means of the measurements in settings \( \sigma_{1,1}, \sigma_{2,1}, \) and \( \sigma_{3,1} \). For those non-full correlations, more events can be taken into account, reducing its variance. If \( \sigma_\mu \) contains \( j \left( \mu \right) \) factors \( \sigma_0 \), the distribution \( g \left( \tilde{T}_\mu \right) \) is modified,

\[
g \left( \tilde{T}_\mu \right) = \sqrt{\frac{3^j(\mu)N}{2\pi}} \exp \left( -\frac{3^j(\mu)N\tilde{T}_\mu^2}{2} \right).
\]

(16)

Often, the short-hand notation \( j \) is used instead of \( j \left( \mu \right) \).

Limit of approximation

Obviously, the correlation values are bounded between \(-1\) and \(1\), i.e., \( \tilde{T}_\mu \in [-1, 1] \), while the normal distribution has support everywhere in \( \mathbb{R} \). The used approximation is justified for sufficiently large \( N \), i.e., for cases where enough counts are recorded such that it is fairly unlikely to obtain \( \left| \tilde{T}_\mu \right| > 1 \) in the Gaussian approximation. Already for only \( N = 10 \), the probability of \( \tilde{T}_\mu \not\in [-1, 1] \) is fairly low for the Gaussian approximation,

\[
1 - \int_{-1}^{1} g(\tilde{T}_\mu) d\tilde{T}_\mu = 1 - \text{erf}(N/2) \approx 0.0016,
\]

(17)

where \( \text{erf}(x) \) denotes the error function. Thus, one can approximate the correlation with a normal distribution, where the variance \( \mathbb{V} \left[ \tilde{T}_\mu \right] = \mathbb{E} \left[ \tilde{T}_\mu^2 \right] - \mathbb{E} \left[ \tilde{T}_\mu \right]^2 \) for \( \mathbb{E} \left[ \tilde{T}_\mu \right] = 0 \) is given by

\[
\mathbb{E} \left[ \tilde{T}_\mu^2 \right] = \int_{-1}^{1} d\tilde{T}_\mu g(\tilde{T}_\mu) \tilde{T}_\mu^2 \approx \int_{-\infty}^{\infty} d\tilde{T}_\mu \exp \left( -\frac{N\tilde{T}_\mu^2}{2} \right) \tilde{T}_\mu^2 = \frac{1}{N}.
\]

(18)

SM 2: PROOF OF SEMICIRCULAR DISTRIBUTION (MOMENT METHOD)

This proof of the semicircular distribution is based on the moments of the correlations. The moments of the density matrices obtained by means of the used overcomplete Pauli scheme for quantum state tomography are compared to the moments of a semicircular distribution in order to show the equality of the distributions.

Moments of semicircular distribution

First, let us calculate the moments of a function describing a semicircle. The function

\[
f_{c,R}(x) = \frac{2}{\pi R^2} \sqrt{R^2 - (x-c)^2}
\]

(19)

describes a normalized semicircle centered around \( c \) with Radius \( R \). Without loss of generality, we focus on the central moments. Instead, the function \( f_{c,R}(x) \) itself can be centered by setting \( c = 0 \). By this, moments and central moments are becoming equal. Due to the symmetry, all odd moments vanish, i.e., \( m_{2k+1} = \int_{-\infty}^{\infty} f_{0,R}(x) x^{2k+1} dx = 0 \). For the even moments, one
where the coefficient can be found recursively and equals the Catalan numbers $C_j$. Thus, the moments are

\[ m_{2k}^{\text{sc}} = \int_{-\infty}^{\infty} f_{0,R}(x) x^{2k}\,dx = C_k \left( \frac{R}{2} \right)^{2k} = C_k \left( m_{2k}^{\text{sc}} \right)^k. \]  

(21b)

To show that the spectral probability distribution of tomographically obtained completely mixed states equals a semicircle function, one has to recover Eqs. (21) for the distribution of the eigenvalues of white noise.

**Catalan numbers**

The Catalan numbers are given by, e.g., a recursively defined sequence also appearing in various counting problems. The zeroth Catalan number is $C_0 = 1$. The subsequent numbers are defined by

\[ C_{j+1} = C_j \frac{2(2j + 1)}{j + 2}. \]  

(22)

Consequently, the first elements of the (zero-based) sequence $C_j$ are 1, 1, 2, 5, 14, 42, \ldots, counting, e.g., the possibilities of 2j persons shaking hands at the same time under the constraint that the hands of two pairs do not cross.

**Moments of density matrices**

The $k$-th moment of the eigenvalue distribution of a density matrix $\rho$ can be found by means of

\[ m_k^{\text{ev}} = E \left[ \frac{1}{2^n} \text{Tr} (\hat{\rho}^k) \right] = E \left[ \frac{1}{2^n} \text{Tr} \left( (U^\dagger \hat{\rho} U)^k \right) \right] \]

\[ = E \left[ \frac{1}{2^n} \text{Tr} (D^k) \right] = \frac{1}{2^n} E \left[ \sum_{i=1}^{2^n} \lambda_i^k \right] = \frac{1}{2^n} \sum_{i=1}^{2^n} E \left[ \lambda_i^k \right], \]  

(23)

where $U^\dagger \hat{\rho} U = D$ corresponds to the eigendecomposition of $\hat{\rho}$ with diagonal $D (D_{i,j} = \delta_{i,j} \lambda_i)$. To show that the spectrum of random density matrices, namely the distribution of their eigenvalues, is semicircular, one can now prove the equality of Eq. (23) with the moments of a semicircle given in Eqs. (21).

**First moment**

In order to calculate the central moments of the eigenvalue distribution, we need to consider

\[ \tilde{m}_1^{\text{ev}} = E \left[ \frac{1}{2^n} \text{Tr} (\hat{\rho}) \right] = 1. \]  

(24)

Instead of centralizing the moments, from now on we modify the density matrix in order to shift its spectral distribution. By setting the constant value $T_{0,0,\ldots,0} = 0$, the distribution shifts its center to 0. The first moment of this modified density matrix $\tilde{\rho} = \rho - \sigma_{0,0,\ldots,0}/2^n$ is

\begin{align*}
\tilde{m}_1^{\text{ev}} &= E \left[ \frac{1}{2^n} \text{Tr} (\tilde{\rho} - \sigma_{0,0,\ldots,0}/2^n) \right] \\
&= \frac{1}{2^n} E \left[ \text{Tr} (\tilde{\rho}) - \text{Tr} (\sigma_{0,0,\ldots,0}/2^n) \right] = 0.
\end{align*}

(25)

Thus, one can calculate the moments of $\tilde{\rho}$, which equal the central moments of $\hat{\rho}$. The proof is based on the modified matrix $\tilde{\rho}$, which we will from now on just call $\tilde{\rho}$. The spectral probability distributions of the original and the modified matrices only differ in the center, not in their shape.

**Second moment**

By using Eq. (23) and $\tilde{\rho} = \frac{1}{2^n} \sum_{\mu} \tilde{T}_\mu \sigma_\mu$, one can calculate the second moment,

\[ m_2^{\text{ev}} = \frac{1}{2^n} \sum_{i=1}^{2^n} E \left[ \lambda_i^2 \right] = \frac{1}{2^n} E \left[ \text{Tr} (\tilde{\rho}^2) \right] \]

\[ = \frac{1}{2^{3n}} \sum_{\mu,\nu} E \left[ \tilde{T}_\mu \tilde{T}_\nu \right] \text{Tr} (\sigma_\mu \sigma_\nu) = \frac{1}{2^{3n}} \sum_{\mu,\nu} E \left[ \tilde{T}_\mu \tilde{T}_\nu \right] \delta_{\mu,\nu}. \]  

(26)

Since one can infer non-full correlations with larger statistics, see Eq. (16), one has to take this into account,

\[ m_2^{\text{ev}} = \frac{2^n}{2^{3n}} \sum_{\mu} E \left[ \tilde{T}_\mu^2 \right] \]

\[ = \frac{1}{4^n N} \sum_{j=0}^{n-1} \binom{n}{j} 3^{n-j} = \frac{10^n - 1}{12^n} \approx \frac{5^n}{6^n}. \]  

(27)
Here, one uses that the sum runs over \( \mu \), where \( \mathbb{E} \left[ \bar{T}_\mu^2 \right] = 1/(3^jN) \) depends on the number \( j \) of local measurements of \( \sigma_0 \) of \( \mu \). If instead of the used overcomplete Pauli scheme a tomography scheme with \( \mathbb{E}(\bar{T}_\mu^2) = 1/N \) for all \( \mu \) is used, (approximately) all matrix elements have the same variance. In this case, the second moment is found to be \( m_2^{\sigma_0} = 1/N \).

### Third and higher odd moments

All odd (centralized) moments of the eigenvalue distribution vanish, as we will argue at the example of the third moment. The third moment

\[
m_3^{\sigma_0} = \frac{1}{2^n} \sum_{i=1}^{2^n} \mathbb{E} \left[ \lambda_i^3 \right] = \frac{1}{2^n} \mathbb{E} \left[ \left\langle \hat{q}^3 \right\rangle \right] = \frac{1}{2^n} \mathbb{E} \left[ \left( \sum_{\mu, \nu, \gamma} \bar{T}_\mu \bar{T}_\nu \bar{T}_\gamma \mathbb{E} \sigma_\mu \sigma_\nu \sigma_\gamma \right) \right] \]

vanishes due to the expression \( \mathbb{E} \left[ \bar{T}_\mu \bar{T}_\nu \bar{T}_\gamma \right] \). For all choices of indices \( \{\mu, \nu, \gamma\} \), the expectation value will be taken of at least one correlation value in an odd power, i.e., the summation contains \( \mathbb{E} \left[ \bar{T}_\mu \bar{T}_\nu \bar{T}_\gamma \right] = \mathbb{E} \left[ \bar{T}_\mu \right] \mathbb{E} \left[ \bar{T}_\nu \right] \mathbb{E} \left[ \bar{T}_\gamma \right] \) (for mutually distinct indices \( \{\mu, \nu, \gamma\} \)), \( \mathbb{E} \left[ \bar{T}_\mu^2 \right] \mathbb{E} \left[ \bar{T}_\nu \right] \mathbb{E} \left[ \bar{T}_\gamma \right] \) (for \( \mu = \nu \neq \gamma \)), and \( \mathbb{E} \left[ \bar{T}_\mu^3 \right] \) (for \( \mu = \nu = \gamma \)). Because of the even parity of the distribution function of the random variable [Eq. (16)], \( \mathbb{E} \left[ \bar{T}_\mu \right] = \mathbb{E} \left[ \bar{T}_\mu^3 \right] = 0 \) holds. Thus, all odd moments vanish,

\[
m_2^{\sigma_0} = 0 \quad \text{for} \quad 2k+1 \quad \text{odd} \]

Extending the procedure of Eq. (27) to the fourth moment \( m_4^{\sigma_0} \), one obtains

\[
m_4^{\sigma_0} = \frac{1}{2^{5n}} \mathbb{E} \left[ \left( \sum_{\mu, \nu, \gamma, \lambda} \bar{T}_\mu \bar{T}_\nu \bar{T}_\gamma \bar{T}_\lambda \mathbb{E} \sigma_\mu \sigma_\nu \sigma_\gamma \sigma_\lambda \right) \right] = \frac{1}{2^{5n}} \sum_{\mu, \nu, \gamma, \lambda} \mathbb{E} \left[ \bar{T}_\mu \bar{T}_\nu \bar{T}_\gamma \bar{T}_\lambda \right] \mathbb{E} \left( \sigma_\mu \sigma_\nu \sigma_\gamma \sigma_\lambda \right).
\]

By the parity argument, only those terms contribute that contain indices in even power. One is now left to count the number of contributing summands in Eq. (30). For illustration, consider the case of \( n = 2 \) qubits and two different factors in the trace, each appearing twice. For commuting factors, e.g., \( \sigma_{1,1} \) and \( \sigma_{2,2} \)

\[
\mathbb{E} \left[ \sigma_{1,1} \sigma_{1,1} \sigma_{2,2} \sigma_{2,2} \right] = \mathbb{E} \left[ \sigma_{2,2} \sigma_{1,1} \right] = \mathbb{E} \left[ \sigma_{1,1} \sigma_{2,2} \right] = 2^2
\]

holds for all 6 permutations of \( \sigma_{1,1} \sigma_{1,1} \sigma_{2,2} \sigma_{2,2} \). On the other hand, one notices that for anticommuting factors \( \sigma_{1,1} \) and \( \sigma_{1,2} \), i.e., \( \sigma_{1,1} \sigma_{1,2} = -\sigma_{1,2} \sigma_{1,1} \), different contributions occur.

\[
\mathbb{E} \left[ \sigma_{1,1} \sigma_{1,2} \right] = \mathbb{E} \left[ \sigma_{1,2} \sigma_{1,1} \right] = \mathbb{E} \left[ \sigma_{1,1} \sigma_{1,1} \right] = 2^2
\]

and

\[
\mathbb{E} \left[ \sigma_{1,1} \sigma_{1,2} \sigma_{1,1} \right] = \mathbb{E} \left[ \sigma_{1,2} \sigma_{1,1} \sigma_{1,1} \right] = -2^2
\]

are valid for the permutations of two anticommuting factors, each of those appearing twice. Hence, if the matrices \( \sigma_\mu \) and \( \sigma_\nu \) commute, 6 terms are contributing while anticommuting \( \sigma_\mu \) and \( \sigma_\nu \) lead to an effective contribution of only \( 4 - 2 = 2 \) summands.

We already could argue that the four indices \( \mu, \nu, \gamma, \lambda \) in Eq. (30) reduce to two indices, e.g. \( \mu \) and \( \nu \), where the sum in Eq. (30) is now running over those two indices and all permutations of \( \sigma_\mu \sigma_\mu \sigma_\nu \sigma_\nu \). By a simple counting argument, one realizes that after choosing \( \mu \) out of approximately \( 4^n \) possibilities, one has approximately \( 4^n/2 \) possibilities for \( \nu \) such that \( \sigma_\mu \sigma_\nu = 0 \), while the other \( 4^n/2 \) choices of \( \nu \) lead to \( \{\sigma_\mu, \sigma_\nu\} = 0 \). The expressions

\[
\mathbb{E} \left[ \sigma_\mu \sigma_\nu \sigma_\nu \sigma_\mu \right] = \mathbb{E} \left[ \sigma_\nu \sigma_\mu \sigma_\nu \sigma_\mu \right] = \mathbb{E} \left[ \sigma_\mu \sigma_\nu \sigma_\mu \sigma_\nu \right] = \mathbb{E} \left[ \sigma_\nu \sigma_\mu \sigma_\mu \sigma_\nu \right] = 2^2
\]

give a positive contribution independently of the commutation relation between \( \sigma_\mu \) and \( \sigma_\nu \).

\[
\mathbb{E} \left[ \sigma_\mu \sigma_\nu \sigma_\nu \sigma_\mu \right] = \mathbb{E} \left[ \sigma_\nu \sigma_\mu \sigma_\nu \sigma_\mu \right] = \pm \mathbb{E} \left[ \sigma_0 \sigma_0 \right] = \pm 2^2.
\]

has in half of the choices of \( \mu \) and \( \nu \) positive, in the other half negative contribution. Contributions of those permutations cancel for different choices of indices.
$$m_4^{ev} = \frac{1}{2^n} \sum_{i=1}^{2^n} E[\lambda_i^4] = \frac{1}{2^{5n}} \sum_{\mu, \nu, \gamma} E[\tilde{T}_{\mu} \tilde{T}_{\nu} \tilde{T}_{\gamma} \tilde{T}_{\lambda}] \text{Tr}(\sigma_\mu \sigma_\nu \sigma_\gamma \sigma_\lambda) =$$
$$\frac{1}{2^{5n}} \frac{1}{2!} \sum_{\mu} \sum_{\nu: \{\nu \neq \mu\}} E[\tilde{T}_{\mu}^2 \tilde{T}_{\nu}^2] \text{Tr} \left( \sum_{i=1}^{6} P_i (\sigma_\mu \sigma_\nu \sigma_\nu) + E[\tilde{T}_{\mu}^4] \text{Tr}(\sigma_\mu \sigma_\mu \sigma_\mu \sigma_\mu) \right) \approx$$

\[
\frac{1}{2^{5n}} \frac{1}{2!} \sum_{\mu} \sum_{\nu: \{\nu \neq \mu\}} E[\tilde{T}_{\mu}^2 \tilde{T}_{\nu}^2] \text{Tr} \left( \sum_{i=1}^{6} P_i (\sigma_\mu \sigma_\nu \sigma_\nu) \right),
\]

(36a) where \(\sum_{i=1}^{6} P_i (\sigma_\mu \sigma_\nu \sigma_\nu) = \sigma_\mu \sigma_\nu \sigma_\nu + \sigma_\mu \sigma_\nu \sigma_\mu + \cdots + \sigma_\nu \sigma_\nu \sigma_\mu \sigma_\mu\) denotes the summation over all permutations of the tensor products of Pauli matrices. By means of Eq. (16), one finds \(E[\tilde{T}_{\mu}^2 \tilde{T}_{\nu}^2] = E[\tilde{T}_{\mu}^2] E[\tilde{T}_{\nu}^2] = 1/(3^\nu N) - 1/(3^\nu N)\) and \(E[\tilde{T}_{\mu}^4] = 3/(3^\nu N)^2\), where \(j_\mu\) and \(k_\nu\) denote the number of \(\sigma_0\) operators appearing in \(\sigma_\mu\) and \(\sigma_\nu\), respectively. Because the first summand in Eq. (36a) is occurring \(O(4^n)\) times more often, the second term can be neglected. With the aforementioned argumentation, \(\text{Tr} \left( \sum_{i=1}^{6} P_i (\sigma_\mu \sigma_\nu \sigma_\nu) \right) = 4 \cdot 2^n\) holds, leading to

\[
m_4^{ev} = \frac{1}{2^n} \sum_{i=1}^{2^n} E[\lambda_i^4] = \frac{1}{2^{7n}} \frac{1}{3!} \sum_{\mu} \sum_{\nu: \{\nu \neq \mu\}} \sum_{\gamma: \{\gamma \neq \nu, \gamma \neq \mu\}} E[\tilde{T}_{\mu}^2 \tilde{T}_{\nu}^2 \tilde{T}_{\gamma}^2] \text{Tr} \left( \sum_{i=1}^{90} P_i (\sigma_\mu \sigma_\nu \sigma_\nu \sigma_\gamma) \right),
\]

(38) where in the approximation terms of the form \(E[\tilde{T}_{\nu}^2 \tilde{T}_{\mu}^2]\) and \(E[\tilde{T}_{\nu}^6]\) are neglected. The factor \(1/3!\) compensates for multiple counting of exchanging indices. A specific summand of that expression, e.g., \(\text{Tr}(\sigma_\mu \sigma_\nu \sigma_\nu \sigma_\nu \sigma_\nu \sigma_\nu)\) contributes positively for half of the choices of \(\{\mu, \nu, \gamma\}\), while the other choices lead to a negative contribution. Thus, permutations of that form cancel each other and can thus be neglected. By extending this argument, all crossing partitions do not have to be considered. Hence, one has to count only noncrossing partitions. Consequently, Eq. (38) can be further simplified leading to

\[
m_6^{ev} = \frac{1}{2^n} \sum_{i=1}^{2^n} E[\lambda_i^6] \approx \frac{1}{2^{7n}} \frac{1}{3!} 4^n \cdot 4^n \left( \frac{5^n}{6^n N} \right)^3 2^n 30 = 5 \left( \frac{5^n}{6^n N} \right)^3 = 5 (m_2^{ev})^3.
\]

(39) For a scheme with \(E(\tilde{T}_{\mu}^2) = 1/N \forall \mu\), one obtains \(m_6^{ev} = 5/N^3\).

\section*{Crossing and noncrossing partitions}

Fig. 5 illustrates four examples of permutations occurring in the calculation of the sixth moment in Eq. (38). Only noncrossing permutations, where the (anti-)commutation relations between the operators do not influence the value of the trace, have to be considered. Thus, we are left to count the number of noncrossing partitions. For our case of \(k/2\) different operators, each of those appearing twice, the number of noncrossing partitions is given by the Catalan number \(C_{k/2}\), see Eq. (22). Hence, all odd moments vanish while for the \(2k\)-th moment

\[
m_{2k}^{ev} = \frac{1}{2^n} \sum_{i=1}^{2^n} E[\lambda_i^{2k}] = C_k \left( \frac{5^n}{6^n N} \right)^k
\]

(40)
We use methods of random matrix theory to show that in the limit of large density matrices, i.e. many qubits, a Wigner semi circle distribution is expected for the eigenvalues of density matrices. This proof, based on standard Wigner semi circle distribution is expected for the eigenvalues in this limit. For density matrices the constraints fulfill $|\lambda_i| \leq 1$. Consequently, a generic eigenvalue behaves as $O(1/\tilde{n})$. Using that to determine the behaviour of generic traces, we find $\text{Tr} \tilde{g}^k \propto \sum_i \lambda_i^k \propto O\left(\frac{1}{\tilde{n}^{k/2}}\right)$. Because non-generic density matrices have vanishing density in the whole set of matrices, we can assume the action in the limit of many qubits, i.e. of large $\tilde{n}$, to be $\frac{1}{g_s} W(\tilde{g}) = \frac{1}{2g_s} \text{Tr} \tilde{g}^2$. The term including $\text{Tr} \tilde{g}$ is constant and thus leads only to a normalization factor for the partition function.

**Potential for density matrices**

The action of the matrix model is a power series

$$ W(\tilde{g}) = \frac{1}{2g_s} \text{Tr} \tilde{g}^2 + \frac{1}{g_s} \sum_{p \geq 2} \frac{g_p}{p} \text{Tr} \tilde{g}^p. $$

We are now looking for the right action for density matrices. Since our aim is to compute the large $\tilde{n}$ limit of the theory, it suffices to answer this question as well only in this limit. For density matrices the constraints

$\text{Tr} \tilde{g} = \sum_i \lambda_i = 1$

$\text{Tr} \tilde{g}^2 = \sum_i \lambda_i^2 \leq 1$

are fulfilled. Since we do not want to constrain our findings to physical density matrices, where $0 \leq \lambda_i \leq 1$ holds, we only make use of the fact that the eigenvalues fulfill $|\lambda_i| \leq 1$. Consequently, a generic eigenvalue behaves as $O(1/\tilde{n})$. Using that to determine the behaviour of generic traces, we find $\text{Tr} \tilde{g}^k \propto \sum_i \lambda_i^k \propto O\left(\frac{1}{\tilde{n}^{k/2}}\right)$.
Eigenvalue distribution

To solve the matrix model we use a saddlepoint analysis\cite{13,18}. The eigenvalue description from Eq. (44) can be rewritten as

\[ Z = \frac{1}{n!} \int \prod_{i=1}^{\tilde{n}} \frac{d\lambda_i}{2\pi} e^{\tilde{n} S_{\text{eff}}(\lambda)} \]  

(48)

with the effective action defined as

\[ S_{\text{eff}}(\lambda) = -\frac{1}{\tilde{n}} \sum_{i=1}^{\tilde{n}} W(\lambda_i) + \frac{2}{\tilde{n}^2} \sum_{i<j} \log |\lambda_i - \lambda_j| \]  

(49)

where \( t = \tilde{n}g_s \). Since the effective action is \( O(1) \) in \( \tilde{n} \) as \( \tilde{n} \to \infty \), \( t \) constant, we find the saddle point

\[ \frac{1}{2t} W'(\lambda_i) = \frac{1}{\tilde{n}} \sum_{j \neq i} \frac{1}{\lambda_i - \lambda_j} \]  

(50)

for \( i = 1, \ldots, \tilde{n} \).

Our aim is to calculate the eigenvalue distribution, which is defined as \( g(\lambda) = \frac{1}{\tilde{n}} \sum_{i=1}^{\tilde{n}} \delta(\lambda - \lambda_i) \). In the large \( \tilde{n} \) limit we have to find the continuum limit of this, which can be found by using

\[ \frac{1}{\tilde{n}} \sum_{i=1}^{\tilde{n}} f(\lambda_i) \to \int f(\lambda) g(\lambda) d\lambda \]  

(51)

with the normalisation constraint \( \int g(\lambda) d\lambda = 1 \). Using the above continuum limit procedure, we find as the continuum limit of Eq. (50)

\[ \frac{1}{2t} W'(\lambda) = P \int_{C} \frac{g(\lambda')}{\lambda - \lambda'} \]  

(52)

The resolvent is defined as

\[ \omega(p) = \frac{1}{\tilde{n}} \left( \text{Tr} \left( \frac{1}{p - \lambda} \right) \right) \]  

(53)

In the large \( \tilde{n} \) limit this can be written as

\[ \omega_0(p) = \int d\lambda \frac{g(\lambda)}{p - \lambda} \]

(54)

Asymptotically, the resolvent behaves as

\[ \omega_0(p) \sim \frac{1}{p}, \quad p \to \infty \]  

(55)

As a function of \( p \), \( \omega_0(p) \) has a discontinuity along a cut \( C \) where the eigenvalues are located. The discontinuity can be calculated by means of

\[ \omega_0(p + i\epsilon) = \int_{\mathbb{R}} d\lambda \frac{g(\lambda)}{p + i\epsilon - \lambda} \]

(56)

\[ = \int_{\mathbb{R} - i\epsilon} d\lambda \frac{g(\lambda)}{p - \lambda} \]  

(57)

\[ = P \int d\lambda \frac{g(\lambda)}{p - \lambda} + \int_{C} d\lambda \frac{g(\lambda)}{p - \lambda} \]  

(58)

where the contour \( C \) goes counterclockwise around the point \( \lambda = p \) in the lower half plane and \( P \) denotes the principal value. Analogously, we get

\[ \omega_0(p - i\epsilon) = P \int d\lambda \frac{g(\lambda)}{p - \lambda} + \pi i g(p) \]  

(60)

Subtracting these two expressions, we can compute the eigenvalue density from the resolvent

\[ g(\lambda) = -\frac{1}{2\pi i} (\omega_0(\lambda + i\epsilon) - \omega_0(\lambda - i\epsilon)) \]  

(61)

Calculating the resolvent

In order to calculate the resolvent, we use again the discontinuity by adding the two terms

\[ \omega_0(\lambda + i\epsilon) + \omega_0(\lambda - i\epsilon) = 2P \int d\lambda' \frac{g(\lambda')}{\lambda' - \lambda} = \frac{1}{t} W'(\lambda) \]  

(62)

This equation can be solved by \cite{18,19}

\[ \omega_0(p) = \frac{1}{2t} \int_{C} \frac{d\lambda}{2\pi i} \frac{W'(z)}{p - z - (z - a) (z - b)} \]  

(63)

where \( a \) and \( b \) are the boundaries of \( C \) such that \( b \leq \lambda \leq a \) for \( \lambda \in C \).

The boundaries \( a \) and \( b \) can be calculated by use of the asymptotic behaviour of Eq. (63) and Eq. (55)

\[ \int_{C} \frac{dz}{2\pi i} \frac{W'(z)}{\sqrt{(z - a)(z - b)}} = 0 \]  

(64)

\[ \int_{C} \frac{dz}{2\pi i} \frac{zW'(z)}{\sqrt{(z - a)(z - b)}} = 2t \]  

(65)

Eq. (63) can be simplified for polynomial potentials by a deformation of the contour. In this process we pick up
The proportionality constant is given by normalization.

\[ \omega_0(p) = \frac{1}{2t} W'(p) - \frac{1}{2t} \sqrt{(p-a)(p-b)} \delta(p), \quad (66) \]

\[ M(p) = \int_0^{\infty} \frac{dz}{2\pi i} \frac{W'(1/z)}{1 - p z} \frac{1}{\sqrt{(1 - a z)(a - b z)}}. \quad (67) \]

**Eigenvalue distribution for our example**

The action for density matrices in the large \( \tilde{\eta} \) limit was found to be \( W(\tilde{\eta}) = \frac{1}{2} \, \text{Tr} \, \tilde{\eta}^2. \) In terms of the eigenvalues, the action can be expressed as \( W(\lambda) = \frac{1}{2} \lambda^2, \) leading to \( W'(\lambda) = \lambda. \)

Plugging this into Eq. (64), we find in Eq. (65) a procedure, we find in Eq. (66) where we used \( g = \tfrac{1}{2} \) in line Eq. (69). Applying the same procedure, we find in Eq. (67) \( a = 2\sqrt{t}. \) With this we can calculate \( g(p) \) and \( \omega_0(p), \)

\[ g(p) = 1 \]

\[ \omega_0(p) = \frac{1}{2t} (p - \sqrt{p^2 - 4t}) . \quad (72) \]

Plugging this into Eq. (61), i.e. the equation for the eigenvalue density, one finds

\[ g(\lambda) = \frac{1}{2\pi t} \sqrt{4t - \lambda^2} \]

which is the Wigner semicircle law with radius \( 2\sqrt{t}. \)

---

**SM 4: Spectral Probability Distribution of One Qubit Density Matrices**

The spectral probability distribution for the single qubit case as stated in Eq. (7) can be derived analytically. The eigenvalues are given by \( \lambda_{1,2} = \frac{1}{2} \left( 1 \pm \sqrt{T_1^2 + T_2^2 + T_3^2} \right). \) Using the assumption of Gaussian distributed correlations, one obtains for the density \( g \) of eigenvalues \( \lambda \)

\[
g(\lambda) = \int_{-\infty}^{\infty} [\delta (\lambda - \lambda_1) + \delta (\lambda - \lambda_2)] \prod_{i=1}^{3} g(\tilde{T}_i) d\tilde{T}_i = 4\pi \int_0^{\infty} r^2 dr g(r) [\delta (\lambda - \lambda_1) + \delta (\lambda - \lambda_2)], \quad (74)
\]

where the integration is performed over spherical coordinates, i.e. we substitute \( r = \sqrt{T_1^2 + T_2^2 + T_3^2}, \) and with \( \delta \) denoting the Dirac delta distribution. Since \( g(r) = g(\tilde{T}_1)g(\tilde{T}_2)g(\tilde{T}_3) \) with \( g(\tilde{T}_i) \propto \exp \left( -\frac{T_i^2 N}{2} \right), \) we obtain

\[ g(r) \propto \exp \left( -\frac{r^2 N}{2} \right) \quad (75) \]

with the number of counts \( N. \) Solving Eq. (74), we finally obtain

\[ g(\lambda) \propto \exp \left[ -\frac{(1 - 2\lambda)^2 N}{2} \right] (1 - 2\lambda)^2. \quad (76) \]

The proportionality constant is given by normalization.

---

**SM 5: Estimating the Probability of Physical Results**

With the approximation that the eigenvalues are distributed according to a Wigner semicircle, one can estimate the probability that the result of a quantum state tomography is physical, i.e., contains only non-negative eigenvalues. \( \text{Tr} (\varrho) = 1 \) holds by construction, hence, the eigenvalues are precisely speaking not independent. However, the influence of this effect can be neglected for a sufficiently large number of qubits \( n. \) For states of the noise model given in Eq. (8) of the main text, \( 2^n - 1 \) eigenvalues are chosen according to the respective distribution function. Then, the probability that all these \( \lambda_i \) are non-negative is

\[ \text{Pr} (\lambda_i \geq 0) = \left[ \frac{2}{\pi R^2} \int_{\max(0,c-R)}^{c+R} \sqrt{R^2 - (\lambda - c)^2} \, d\lambda \right]^{2^n - 1} \quad (77) \]
with center $c$ and radius $R$ of the semicircular distribution. The blue line in Fig. 3 of the main text is found by means of this calculation, being in good agreement with the simulated data, shown by points in this figure.

SM 6: DIFFERENT TOMOGRAPHY SCHEMES

The main text focusses on the overcomplete tomography scheme. If instead measurements are, e.g., obtained by projecting onto all $4^n$ tensor products of $|0\rangle$, $|1\rangle$, $\frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$, and $\frac{1}{\sqrt{2}}(|0\rangle + i|1\rangle)$, the change in the distribution of the correlation values. Consequently, the Catalan numbers (see SM 2) cannot be reproduced by the moments of the distribution, leading to a different distribution than the Wigner semicircle distribution.

Fig. 5 compares complete and overcomplete sampling on a basis of the spectral distribution for 100 simulated states ($n = 6$ qubits, completely mixed state, cf. Fig. 1 of the main text). We choose the total number of measurements $N_{\text{total}} = 4,000,000$ since, according to Eq. (6), when distributing all measurements over the required $3^6$ settings ($N = N_{\text{total}}/3^6 \approx 5487$), one obtains physical estimates for overcomplete sampling with the eigenvalue distribution shown in red. On the contrary, for complete sampling one obtains the distribution shown in blue. The blue line corresponds to $h(\lambda) = \frac{2}{\pi} \exp(-\alpha |\lambda - 2^{-n}|)$, where $\alpha$ now can be estimated by the method of moments (as used in SM 2). The second (centralized) moment of the distribution $h(\lambda)$ is found to be $2/\alpha^2$ and has to be equal to the second (centralized) moment of the eigenvalue distribution, i.e., $4^n/N_{\text{total}}$, where $N_{\text{total}}$ denotes the total number of measurement events. Thus, the spectral probability distribution for the informationally complete tomography as proposed in Ref. [8] can be approximated by

$$h(\lambda) = \sqrt{\frac{N_{\text{total}}}{4^n}} \exp \left( -\sqrt{\frac{2N_{\text{total}}}{4^n}} |\lambda - 2^{-n}| \right). \quad (78)$$

Hence, this tomography scheme reports eigenvalues with high probability in the tails of the distribution far away from the center at $1/64$. For the dark blue line in Fig. 6 one obtains $\alpha = \sqrt{2 \cdot 4 \cdot 10^6/4^6} \approx 44.2$.

SM 7: MODIFICATION OF RADIUS FOR LOW RANK STATES

According to SM 2, the spectral probability density of the maximally mixed state converges to the Wigner semicircle. For low rank states, the radius of the spectral probability distribution of the noise can be approximated with the radius as given in Eq. (80). The assumption that the radius does not depend on the rank $r$ is only an approximation valid for $r \ll 2^n$. In Fig. 7, the radius $R_r$ in dependence of the rank $r$ is shown for 100 QST estimates ($N = 10,000$), where the underlying state is obtained by equally mixing $r$ orthogonal random states. $R$ can be estimated by means of the second moment $m_2^\text{ev} = 1/2^r \mathbb{E} \left[ \sum_i \lambda_i^2 \right] = (R/2)^2$. For a low rank state, the summation over the eigenvalues in Eq. (26) has to be modified,

$$m_2^\text{ev} \rightarrow m_2^\text{ev'} = m_2^\text{ev} \cdot \left( \frac{2^n - r}{2^n} \right) = m_2^\text{ev} \cdot (1 - r \cdot 2^{-n}) . \quad (79)$$

$$R \rightarrow R'_r = R \cdot \sqrt{1 - r \cdot 2^{-n}} = 2 \left( \frac{5}{6} \right)^{\frac{r}{2}} \frac{\sqrt{1 - r \cdot 2^{-n}}}{\sqrt{N}} . \quad (80)$$

For a rank $r = 1$ state with $n = 6$ qubits, the radius is changed by a factor of $\sqrt{1 - r \cdot 2^{-n}} = 0.992$, which can be neglected.

SM 8: HYPOTHESIS TEST

In the main text, the obtained spectrum of the experimentally prepared Dicke state [3] is tested against its anticipated distribution. For this hypothesis test, we use the Anderson-Darling test [26]. The distance between the hypothetical cumulative distribution function (CDF) $F(x)$ and the empirical distribution function (EDF) $\tilde{F}(\lambda)$ is calculated by means of

$$D = \pi \int_{-\infty}^{\infty} w(\lambda) \left[ \tilde{F}(\lambda) - F(\lambda) \right]^2 dF(\lambda), \quad (81)$$
FIG. 7. QST (with \( N = 10\,000 \)) is simulated for the equal mixture of \( r \) pure (random) \( n = 6 \) qubit states. The numerically obtained radii \( R \) for different values for the rank \( r \) are compared with the expected radius behaviour of Eq. (80).

TABLE I. Center and radius of a hypothetical Wigner semicircle distribution for different ranks \( r \). The \( P \)-values directly obtained by means of an Anderson-Darling (AD) hypothesis test are shown as well as effective \( P_{\text{eff}} \)-values which account for eigenvalues outside of the support of the semicircle.

| rank \( r \) | center \( c \) | radius \( R \) | \( P \)-value | \( P_{\text{eff}} \)-value |
|------------|-----------|-----------|-----------|-----------|
| 0          | 0.015625  | 0.076317  | 9.44 \( \cdot \) 10\(^{-6} \) | 0         |
| 1          | 0.006187  | 0.075719  | 0.0089    | 0         |
| 2          | 0.002803  | 0.075115  | 0.3553    | 0         |
| 3          | 0.000399  | 0.074507  | 1 \(- 8 \) \( \cdot \) 10\(^{-7} \) | 1 \(- 8 \) \( \cdot \) 10\(^{-7} \) |
| 4          | -0.000790 | 0.073894  | 0.0098    | 0.0098    |
| 5          | -0.001883 | 0.073275  | 0.0976    | 0.0976    |

where \( w(\lambda) \) is a weighting function and where \( \pi \) denotes the sample size (number of eigenvalues in empirical data).

The function \( w(\lambda) = 1/[F(\lambda)(1 - F(\lambda))] \) used for the Anderson-Darling test [26] weights the tails of the distribution higher than, e.g., the Cramér-von-Mises test [20]. The CDF of a semicircle with radius \( R \) and center \( c \) reads

\[
F(\lambda) = \frac{1}{2} + \left( \frac{\lambda - c}{\pi R} \right) \sqrt{1 - \left( \frac{\lambda - c}{R} \right)^2} + \frac{\text{ArcSin} \left( \frac{(\lambda - c)}{R} \right)}{\pi} \quad (82)
\]

(for \( c - R < \lambda < c + R; \ F(\lambda) = 0 \) for \( \lambda \leq c - R \) and \( F(\lambda) = 1 \) for \( \lambda \geq c + R \)). Please note that the difference of the empirical and the cumulative distribution function contributes only for \( dF(\lambda) \neq 0 \) to the test statistic from which the \( P \)-value is derived. Thus, if an eigenvalue is outside of the support of the Wigner semicircle distribution, it does not matter how far it is off. Consequently, it is recommended to check in the first place that all the data are in the support and set the \( P \)-value to 0 otherwise.

As an additional check of the state estimation strategy introduced above, one can compare the \( P \)-values for various ranks \( r \) assumed in the tests. In Tab. I the center \( c \) and the corresponding \( P \)-values are given for low rank states with admixed white noise for different ranks \( r \). Please note that for the cases where eigenvalues are found outside of the support of the Wigner semicircle distribution the corresponding hypothesis that statistical noise can be an explanation for these eigenvalues has to be rejected, effectively leading to a vanishing \( P \)-value.

Evidently, for \( r \geq 4 \), the center of the assumed semicircle is shifted to negative values, being incompatible with our model. Consequently, the analysis results in a rank \( r = 3 \) state with a small amount of admixed white noise.