Learning-Augmented Dynamic Power Management with Multiple States via New Ski Rental Bounds
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Abstract

We study the online problem of minimizing power consumption in systems with multiple power-saving states. During idle periods of unknown lengths, an algorithm has to choose between power-saving states of different energy consumption and wake-up costs. We develop a learning-augmented online algorithm that makes decisions based on (potentially inaccurate) predicted lengths of the idle periods. The algorithm’s performance is near-optimal when predictions are accurate and degrades gracefully with increasing prediction error, with a worst-case guarantee almost identical to the optimal classical online algorithm for the problem. A key ingredient in our approach is a new algorithm for the online ski rental problem in the learning augmented setting with tight dependence on the prediction error. We support our theoretical findings with experiments.

1 Introduction

Energy represents up to 70% of total operating costs of modern data centers [40] and is one of the major quality-of-service parameters in battery-operated devices. In order to ameliorate this, contemporary CPUs are equipped with sleep states to which the processor can transition during periods of inactivity. In particular, the ACPI-standard [24] specifies that each processor should possess, along with the active state $C_0$ that is used for processing tasks, at least one sleep state $C_1$.

Modern processors generally possess more sleep states $C_2, \ldots$; for example, current Intel CPUs implement at least 4 such $C$-states [18]. Apart from CPUs, such sleep states appear in many systems ranging from hard drives or mobile devices to the start-stop feature found in many cars, and are furthermore often employed when rightsizing data centers [2].

Intuitively, in a “deeper” sleep state, the set of switched-off components will be a superset of the corresponding set in a more shallow sleep state. This implies that the running cost for residing in that deeper state will be lower, but the wake-up cost to return to the active state $C_0$ will be higher compared to a more shallow sleep state. In other words, there is a tradeoff between the running and the wake-up cost. During each idle period, a dynamic power management (DPM) strategy...
has to decide in which state the system resides at each point in time, without a-priori knowledge about the duration of the idle period. Optimally managing these sleep states is a challenging problem due to its online nature. On the one hand, transitioning the system to a too deep state could be highly suboptimal if the idle period ends shortly after. On the other hand, spending too much idle time in a shallow state would accumulate high running costs. The impact of DPM strategies in practice has been studied for instance in data centers, where each machine may be put to a sleep mode if no request is expected. See the study of Lim et al. [33] on multi-tier data centers.

The special case of 2-state DPM systems, i.e., when there is only a single sleep state (besides the active state), is essentially equivalent to the ski rental problem, one of the most classical problems and of central importance in the area of online optimization [35, 25]. This problem is defined as follows: A person goes skiing for an unknown number of days. On every day of skiing, the person must decide whether to continue renting skis for one more day or to buy skis. Once skis are bought there will be no more cost on the following days, but the cost of buying is much higher than the cost of renting for a day. It is easy to see that this captures a single idle period of DPM with a single sleep state whose running cost is 0. The rental cost corresponds to the running cost of the active state and the cost of buying skis corresponds to the wake-up cost; transitioning to the sleep state corresponds to buying skis. Given this equivalence, the known 2-competitive deterministic algorithm and $e/(e-1) \approx 1.58$-competitive randomized algorithm for ski rental carry over to 2-state DPM, and these competitive ratios are tight. In fact, it was shown by Irani et al. [27] and Lotker et al. [35] that the same competitive ratios carry over even to multi-state DPM. Ski rental, also known as rent-or-buy problem, is a fundamental problem appearing in many domains not restricted to computer hardware questions. For the AI community, this problem for example implicitly appears in expert learning with switching costs: paying the price to switch to a better expert allows to save expenses in the future.

Beyond these results for the classical online setting, [27] also gave a deterministic $e/(e-1)$-competitive algorithm for the case in which the length of the idle periods is repeatedly drawn from a fixed, and known, probability distribution. When the probability distribution is fixed but unknown they developed an algorithm that learns the distribution over time and showed that it performs well in practice. Although it is perhaps not always reasonable to assume a fixed underlying probability distribution for the length of idle periods, real-life systems do often follow periodical patterns so that these lengths can indeed be frequently predicted with adequate accuracy, see Chung et al. [17] for a specific example. Nevertheless, it is not hard to see that blindly following such predictions can lead to arbitrarily bad performance when predictions are faulty. The field of learning-augmented algorithms [37] is concerned with algorithms that incorporate predictions in a robust way.

In this work, we introduce multi-state DPM to the learning-augmented setting. Extending ideas of [27] and [35], we give a reduction from multi-state DPM to ski rental that is applicable to the learning-augmented setting. Although ski rental has been investigated through the learning-augmented algorithms lens before [39, 43], earlier work has focused on the optimal trade-off between consistency (i.e., the performance when predictions are accurate) and robustness (i.e., the worst-case performance). To apply our reduction from DPM to ski rental, we require more refined guarantees for learning-augmented ski rental. To this end we develop a new learning-augmented algorithm for ski rental that obtains the optimal trade-off between consistency and dependence on the prediction error. Our resulting algorithm for DPM achieves a competitive ratio arbitrarily close to 1 in case of perfect predictions and its performance degrades gracefully to a competitive ratio arbitrarily close to the optimal robustness of $e/(e-1) \approx 1.58$ as the prediction error increases.

1.1 Formal definitions

Problem definition. In the problem of dynamic power management (DPM), we are given $k+1$ power states denoted by $0, 1, \ldots, k$, with power consumptions $\alpha_0 > \cdots > \alpha_k \geq 0$ and wake-up costs $\beta_0 < \cdots < \beta_k$. For state 0, we have $\beta_0 = 0$ and we call this the active state. The input is a series
of idle periods of lengths $\ell_1, \ldots, \ell_T$ received online, i.e., the algorithm does not know the length of the current period before it ends. During each period, the algorithm can transition to states with lower and lower power consumption, paying energy cost $x\alpha_i$ for residing in state $i$ for time $x$. If $j$ is the state at the end of the idle period, then it has to pay the wake-up cost $\beta_j$ to transition back to the active state 0. The goal is to minimize the total cost.

In the learning-augmented setting, the algorithm receives at the beginning of the $i$th idle period a prediction $\tau_i \geq 0$ for the value of $\ell_i$ as additional input. We define $\eta_i := \alpha_0[\tau_i - \ell_i]$ to be the error of the $i$th prediction, and $\eta := \sum \eta_i$ to be the total prediction error.

(Continuous-time) ski rental is the special case of DPM with $k = 1$, $a_1 = 0$ and a single idle period of some length $\ell$. In this case, we call $\alpha := a_0$ the rental cost, $\beta := \beta_1$ the buying cost, and $\ell$ the length of the ski season. In learning-augmented ski rental, we write the single prediction as $\tau := \tau_1$.

($\rho, \mu$)-competitiveness. Classical online algorithms are typically analyzed in terms of competitive ratio. A (randomized) algorithm $\mathcal{A}$ for an online minimization problem is said to be $\rho$-competitive (or alternatively, obtain a competitive ratio of $\rho$) if for any input instance,

$$\text{cost}(\mathcal{A}) \leq \rho \cdot \text{OPT} + c,$$

where $\text{cost}(\mathcal{A})$ and OPT denote the (expected) cost of $\mathcal{A}$ and the optimal cost of the instance and $c$ is a constant independent of the online part of the input (i.e., the lengths $\ell_i$ in case of DPM). For the ski rental problem one requires $c = 0$, since the trivial algorithm that buys at time 0 has constant cost $\beta$.

In the learning-augmented setting, for $\rho \geq 1$ and $\mu \geq 0$, we say that $\mathcal{A}$ is ($\rho, \mu$)-competitive if

$$\text{cost}(\mathcal{A}) \leq \rho \cdot \text{OPT} + \mu \cdot \eta,$$

for any instance, where $\eta$ is the prediction error. This corresponds to a competitive ratio of $\rho + \mu \frac{\eta}{\text{OPT}}$ (with $c = 0$). While this could be unbounded as $\eta/\text{OPT} \to \infty$, our DPM algorithm achieves a favorable competitive ratio even in this case (see Theorem 5 where we take the minimum over a range of pairs $\rho, \mu$, including $\mu = 0$).

For a ($\rho, \mu$)-competitive algorithm, $\rho$ is also called the consistency (i.e., competitive ratio in case of perfect predictions) while $\mu$ describes the dependence on the prediction error.

1.2 Our results

Our first result is a ($\rho, \mu$)-competitive algorithm for ski rental that achieves the optimal $\mu$ corresponding to the given $\rho$. For $\rho \in [1, \frac{e}{e-1}]$, let

$$\mu(\rho) := \max \left\{ \frac{1 - \rho}{\ln 2}, \rho(1 - T)e^{-T} \right\},$$

where $T \in [0, 1]$ is the solution to $T^2e^{-T} = 1 - \frac{1}{\rho}$. Let $\hat{\rho} \approx 1.16$ be the value of $\rho$ for which both terms in the maximum yield the same value. The first term dominates for $\rho > \hat{\rho}$ and the second term if $\rho < \hat{\rho}$. Note that $\mu(1) = 1$ and $\mu(\frac{e}{e-1}) = 0$. See Figure 1(left) for an illustration.

**Theorem 1.** For any $\rho \in [1, \frac{e}{e-1}]$, there is a ($\rho, \mu(\rho)$)-competitive randomized algorithm for learning-augmented ski rental, i.e., given a prediction with error $\eta$, its expected cost is at most $\rho \text{OPT} + \mu(\rho) \cdot \eta$.

Note that $\rho < 1$ is impossible for any algorithm (due to the case $\eta = 0$) and $\rho > \frac{e}{e-1}$ is uninteresting since $\rho = \frac{e}{e-1}$ already achieves the best possible value of $\mu = 0$.

We also prove a lower bound showing that $\mu(\rho)$ defined in (3) is the best possible.

**Theorem 2.** For any $\rho \in [1, \frac{e}{e-1}]$ and any (randomized) algorithm $\mathcal{A}$, there is a ski rental instance with some prediction error $\eta$ such that the expected cost of $\mathcal{A}$ is at least $\rho \text{OPT} + \mu(\rho)\eta$.
Figure 1: Illustration of $\mu(\rho)$ and of the resulting competitive ratio in function of $\eta$/Opt.

However, for most values of the prediction $\tau$ it is possible to achieve a better $\mu < \mu(\rho)$, and $\mu(\rho)$ only captures the worst case over all possible predictions $\tau$. The proof of Theorem 1 is first sketched in Section 2 for clarity, after which we provide the complete analysis while describing how to achieve the best possible $\mu$ as a function of both $\rho$ and $\tau$. Theorem 2 is proved in Section 3.

In Section 4 we give a reduction from DPM to ski rental in the learning-augmented setting, provided that the ski rental algorithm satisfies a natural monotonicity property (defined formally in Section 4):

Lemma 3. If there is a monotone ($\rho, \mu$)-competitive ski rental algorithm, then there is a ($\rho, \mu$)-competitive algorithm for DPM.

Since our ski rental algorithm is monotone, this directly yields a ($\rho, \mu(\rho)$)-competitive algorithm for DPM. From the special case ($\rho, \mu) = (\frac{\epsilon}{\epsilon - 1}, 0)$, this theorem directly implies the following result for classical DPM (without predictions), which was first proved by Lotker et al. [35] for the equivalent multi-slope ski rental problem:

Corollary 4 ([35]). There is a $\frac{\epsilon}{\epsilon - 1}$-competitive randomized online algorithm for DPM (without predictions).

Using techniques from online learning, in a way similar to [5], we show in Section 5 how to achieve “almost” ($\rho, \mu(\rho)$)-competitiveness simultaneously for all $\rho$:

Theorem 5. For any $\epsilon > 0$, there is a learning-augmented algorithm $A$ for dynamic power management whose expected cost can be bounded as

$$\text{cost}(A) \leq (1 + \epsilon) \min \{ \rho \text{ OPT} + \mu(\rho) \cdot \eta / \epsilon | \rho \in [1, \frac{\epsilon}{\epsilon - 1}] \} + O\left( \frac{\delta \epsilon}{\epsilon} \log \frac{1}{\epsilon} \right).$$

The above theorem gives a competitive ratio arbitrarily close to $\min(\rho + \mu(\rho) \cdot \eta / \epsilon)$, which is equal to 1 if $\eta = 0$ and never greater than $\frac{\epsilon}{\epsilon - 1}$. In particular, we achieve a performance that degrades gracefully from near-optimal consistency to near-optimal robustness as the error increases. See Figure 1 (right) for an illustration.

In Section 6, we illustrate the performance of these algorithms by simulations on synthetic datasets, where the dependence on the prediction error can be observed as expected from theoretical results.

1.3 Related work

Learning-Augmented Algorithms. Learning augmented algorithms have been a very active area of research since the seminal paper of Lykouris and Vassilvitskii [36]. We direct the interested reader to a survey [37] by Mitzenmacher and Vassilvitskii, as well as [7, 19, 36, 5, 41, 42, 34, 31] for recent results on secretary problems, paging, $k$-server as well as scheduling problems. In the following we survey some results in the area more closely related to our work.

At first glance, our consistency and robustness might seem to contradict the lower bound of Wei and Zhang [43] for ski rental. However, [43] crucially uses $\epsilon = 0$ in the definition of competitiveness for ski rental.
The ski rental problem has already been studied within the context of learning augmented algorithms. Here, the main objective was to optimize the tradeoff between consistency and robustness (performance on perfect predictions and worst-case performance). The first results are due to Purohit et al. [39] who propose a deterministic and a randomized algorithm. A hyperparameter allows to choose a prescribed consistency $\rho$ and leads to a corresponding robustness. Note that such a guarantee of $(\rho, \rho)$-competitiveness is not valuable in our model where we do not focus on robustness as blindly following the predictions leads to a $(1, 1)$-competitive algorithm. Wei and Zhang [43] show that the consistency / robustness tradeoff achieved by the randomized algorithm of [39] is Pareto-optimal. Angelopoulos et al. [4] propose a deterministic algorithm achieving a Pareto-optimal consistency / robustness tradeoff, but with no additional guarantee when the error is small. Interestingly, these algorithms not focusing on $(\rho, \mu)$-competitiveness are naturally monotone, so easily extend to DPM by Lemma 3, contrarily to the tight algorithm we present in this paper. Nevertheless, experimental data (Section 6) seem to indicate that our algorithm optimizing $(\rho, \mu)$-competitiveness for ski rental leads to better algorithms for DPM. A variant with multiple predictions was also studied in [20].

As we will see in Section 5, DPM can be cast as a problem from the class of Metrical Task Systems (MTS). Antoniadis et al. [5] gave a learning-augmented algorithm for MTS that can be interpreted as $(1, 4)$-competitive within their prediction setup. A different problem related to energy conservation is the classical online speed scaling problem, which was recently studied in the learning-augmented setting by Bamas et al. [9].

**DPM.** The equivalence between 2-state DPM and ski rental is mentioned in [38]. Therefore the well-known 2-competitive deterministic and an $e/(e - 1)$-competitive randomized algorithm [29] for the classical ski rental problem carry over to 2-state DPM, and these bounds are known to be tight.

Irani et al. [27] present an extension of the 2-competitive algorithm for two-state DPM to multi-state DPM that also achieves a competitive ratio of 2. Furthermore they give an $e/(e - 1)$-competitive algorithm for the case that the lengths of the idle periods come from a fixed probability distribution.

Lotker et al. [35] consider what they call multi-slope ski rental which is equivalent to the DPM problem. Among other results, they show how to reduce a $(k + 1)$-slope ski rental instance to $k$ classical ski rental instances. The reduction from DPM to ski rental presented in this paper is similar, but more general in order to also be applicable in the presence of predictions with the introduced $(\rho, \mu)$-competitiveness. They furthermore show how to compute the best possible randomized strategy for any instance of the problem.

There have been several previous approaches that try to predict the length of an idle interval (see, e.g., [17, 27, and the survey of Benini et al. [11]). However, the proposed approaches to use these predictions are not robust against a potentially high prediction error.

Augustine et al. [8] investigate a problem generalizing DPM where transition cost is paid for going to a deeper sleep state rather than waking up and these transition costs may be non-additive (i.e., it can be cheaper to skip states). Albers [2] studies the offline version of the problem with multiple, parallel devices and shows that it can be solved in polynomial time.

Irani et al. [28] introduced a 2-state problem where jobs that need to be processed have a release-time, a deadline and a required processing time. This gives further flexibility to the system to schedule the jobs and create periods of inactivity so as to maximize the energy-savings by transitioning to the sleep state. For the offline version, there is an exact polynomial-time algorithm due to Baptiste et al. [10]. Recently, a 3-approximation algorithm for the multiprocessor-case was developed [6].

Another related problem consists of deciding which components of a data-center should be powered on or off in order to process the current load on the set of active components (see, e.g., [3]). A similar problem, where jobs have individual processing times for each machine, was studied in [30, 92]. Helmbold et al. [22] considered the problem of spinning down the disk of a
mobile computer when idle times are expected, which is another instance of DPM. Several surveys cover DPM, see for example [11; 1; 26].

2 New algorithm for ski rental

For $\rho \in [1, e/(e-1)]$, we present a $(\rho, \mu(\rho))$-competitive algorithm for (learning augmented) ski rental, proving Theorem 1. The next lemma shows that it suffices to give such an algorithm for $\alpha = \beta = 1$.

Lemma 6. An algorithm $\mathcal{A}'$ that is $(\rho, \mu)$-competitive for instances of the ski rental problem with $\alpha = \beta = 1$ implies a $(\rho, \mu)$-competitive algorithm $\mathcal{A}$ for arbitrary $\alpha, \beta > 0$.

Proof. Given $(\rho, \mu)$-competitive algorithm $\mathcal{A}'$ for unit buying and rental costs, we define an algorithm $\mathcal{A}$ for an instance with renting cost $\alpha$ and buying cost $\beta$ as follows: Given a prediction $\tau$, simulate $\mathcal{A}'$ with prediction $\frac{\tau}{\alpha}$. If $\mathcal{A}'$ buys at time $t'$, then $\mathcal{A}$ buys at time $t = \frac{\tau}{\alpha} t'$.

Let $c(\ell)$ and $c'(\ell')$ denote the total expected costs of $\mathcal{A}$ and $\mathcal{A}'$, respectively, with corresponding lengths of the ski season $\ell$ and $\ell' = \frac{\alpha}{\beta} \ell$. First, note that $c(\ell) = \beta c'(\ell')$: If $\mathcal{A}'$ buys before $t'$, incurring cost 1, then $\mathcal{A}$ also buys, incurring cost $\beta$. Similarly, if $\mathcal{A}'$ rents for time $t' \leq \ell'$, paying cost $t'$, then $\mathcal{A}$ rents for time $t = \frac{\tau}{\alpha} t'$, paying cost $\alpha t' = \beta t'$. Since $\mathcal{A}'$ is $(\rho, \mu)$-competitive, we have

$$c(\ell) = \beta c'(\ell') \leq \beta \min(\frac{\alpha}{\beta} \ell, 1) + \mu \left[ \frac{\alpha}{\beta} \tau - \frac{\tau}{\alpha} \ell \right] = \rho \text{Opt} + \mu \eta,$$

where $\text{Opt} = \min\{a t, \beta\}$ is the cost of the offline optimum and $\eta = a |\tau - \ell|$ is the prediction error of the original instance. \hfill \square

A key difference between proving $\rho$-competitiveness in the classical online setting and $(\rho, \mu)$-competitiveness in the learning-augmented setting is the following. In the online setting without predictions, the optimal competitive ratio of $\rho = e/(e-1)$ is achieved by the greedy algorithm that at all times buys with the probability that keeps $\ell$ (for $c = 0$) tight assuming the skiing season ends immediately after the current time. This crucially relies on the fact that the upper bound $\rho \cdot \text{Opt}$ in [1] is monotone (non-decreasing) and concave as a function of the length of the ski season. Neither monotonicity (if $\tau > 1$) nor concavity (regardless of $\tau$) are satisfied for the upper bound $\rho \cdot \text{Opt} + \mu \cdot \eta$ in [2], which substantially complicates the description and especially the analysis of our algorithm. In particular, we will use the value of the prediction $\tau$ to determine the times when we will aim for $\text{Opt}$ to be tight.

2.1 Description of the algorithm

We next describe our randomized algorithm for instances with $\alpha = \beta = 1$, which can then be used to solve arbitrary ski rental instances using Lemma 6. Our algorithm is fully specified by the cumulative distribution function (CDF) $F_\tau$ of the time when the algorithm buys skis. The algorithm then draws a $p \in [0,1]$ uniformly at random and buys at the earliest time $t \in [0, \infty)$ such that $F_\tau(t) \geq p$. The CDF $F_\tau$ will depend on the given prediction $\tau \geq 0$ as well as the fixed $\rho$ and $\mu$, which can be chosen as $\mu = \mu(\rho)$, see Equation 3. Depending on the precise value of $\tau$, it might also be possible to choose a smaller $\mu$ as we show later in Section 2.3.

Definition of the CDF (see Figure 2) We denote by $P_0$ the probability of buying at time 0 and, for any $t > 0$, we denote by $p_t$ the probability density of buying at time $t$, so that the probability that the algorithm buys by time $x$ can be expressed as

$$F_\tau(x) = P_0 + \int_0^x p_t dt.$$

For convenience, we also specify the probability $P_\infty = 1 - (P_0 + \int_0^\infty p_t dt)$ of never buying.

To define $P_0$ and $p_t$, we distinguish three cases depending on the value of the prediction $\tau$. Note that we always have $0 \leq \mu \leq 1 \leq \rho \leq \frac{e}{e-1}$. 
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Thus, either $T = \tau - 1$ if this choice satisfies both bounds, or $T$ is at an endpoint of the feasible interval prescribed by (4) and (5).

\[ e^T \leq \frac{\rho - \mu}{\mu \tau + \rho - \mu - 1} \quad \text{(equivalently } P_\infty \geq 0) \] (4)

\[ e^T \geq \frac{\rho - 2\mu}{\mu \tau + \rho - \mu - 1} \quad \text{(equivalently } P_\infty \leq \mu) \] (5)

Thus, either $T = \tau - 1$ if this choice satisfies both bounds, or $T$ is at an endpoint of the feasible interval prescribed by (4) and (5).
2.2 Sketch of the analysis

We expose the main ideas of the analysis in this section. Full analysis and the proof of Theorem 1 can be found in Section 2.3.

Our algorithm is \((\rho, \mu)\)-competitive if and only if for all \(x \geq 0\) we have

\[
\text{cost}(x) := P_0 + \int_0^x (1 + t) p_t \, dt + \int_x^\infty x p_t \, dt + xP_\infty \leq \rho \min\{x, 1\} + \mu |\tau - x|,
\]

where \(\text{cost}(x)\) denotes the expected cost of the algorithm in the case when \(\ell = x\): If we intend to buy at some time \(t\) and \(t < x\), we pay \(1 + t\), otherwise we pay \(x\). On the right hand side, \(\min\{x, 1\}\) is the optimal cost and \(|\tau - x|\) is the prediction error, assuming \(a = \beta = 1\).

We first sketch the analysis for Case 2, and then discuss the differences in Case 1. These cases are relatively simple. Case 3 is far more involved and we will only sketch the ideas.

Case 2: For the algorithm to be well defined, we need to choose \(\mu\) such that a suitable \(b \in [\tau, 1]\) exists. For \(\mu = \mu(\rho)\), this is ensured by the inequality \(\mu(\rho) \geq \frac{1-\rho e^{-\tau}}{\ln 2}\) from the definition of \(\mu(\rho)\), which implies existence of such \(b\) for any value of \(\tau\). If \(\tau = \ln 2\), then \(\mu = \mu(\rho)\) is in fact the smallest possible, allowing only \(b = \tau\). For other values of \(\tau\), suitable \(b\) exists also for smaller values of \(\mu\).

Note that \(\rho = \frac{1-\rho e^{-\tau}}{\ln 2}\) is tight for \(x = 0\), with both sides equal to \(\mu \tau\). To obtain \(\rho\) for all \(x > 0\), it suffices to show that the derivative of the left-hand side with respect to \(x\) is at most the derivative of the right-hand side (where derivatives exist). For \(x \in (0, \infty) \setminus \{a, b, 1\}\), we have

\[
\frac{d}{dx} \text{cost}(x) = (1 + x) p_x + \int_x^\infty p_t \, dt - x p_x + P_\infty = p_x + \int_x^\infty p_t \, dt + P_\infty.
\]

For \(x \in (0, a)\) this yields

\[
\frac{d}{dx} \text{cost}(x) = p_x + 1 - P_0 - (p_x - p_0) = 1 - \mu x + (\mu x + \rho - \mu - 1)e^0 = \rho - \mu,
\]

which is equal to the derivative of the right-hand side of \(\rho\). For \(x \in (a, b)\), \(\frac{d}{dx} \text{cost}(x)\) is even smaller because \(p_x\) is 0, and the derivative of the right-hand side of \(\rho\) is \(\rho - \mu\) or \(\rho + \mu\). For \(x \in (b, 1)\),

\[
\frac{d}{dx} \text{cost}(x) = p_x + \int_x^\infty p_t \, dt + P_\infty = p_x + (p_1 - p_x) + P_\infty = \rho + P_\infty \leq \rho + \mu,
\]

which is equal to the derivative of the right-hand side of \(\rho\). Finally, for \(x > 1\) we have \(\frac{d}{dx} \text{cost}(x) = P_\infty \leq \mu\) and the derivative of the right-hand side is also \(\mu\).

Case 1: The reason we cannot define \(p_t\) in the same way as in Case 2 is that \(p_t\) would be negative for \(t \leq a\) (i.e., the algorithm would try to sell skis that it bought at time 0, which is not allowed). We therefore choose \(P_0\) such that \(\rho\) is tight for \(x = \tau\) if we do not buy in the interval \((0, \tau]\). The remainder of the proof of \(\rho\) is similar to Case 2. For \(\mu = \mu(\rho)\), the existence of \(b \in [\tau, 1]\) follows from the inequality \(\mu \geq \rho(1 - T)e^{-T}\) in the definition of \(\mu(\rho)\). Note that such \(\mu\) is the smallest possible for \(\tau = 1 - T\).

Case 3: The first step in the analysis of Case 3 is to derive an inequality involving \(\rho, \mu, \tau\) and \(T\) that is equivalent to the algorithm being \((\rho, \mu)\)-competitive. Denoting by \(\mu_*(\rho)\) the minimal \(\mu\) satisfying this inequality, it suffices to show that \(\mu_*(\rho) \leq \mu(\rho)\) for all \(\tau > 1\). However, the difficulty is that no closed-form expression for \(\mu_*(\rho)\) exists. However, we are still able to show that \(\tau \mapsto \mu_*(\rho)\) can have a local maximum only if \(T = \tau - 1\), and therefore \(\sup_{\tau > 1} \mu_*(\rho)\) is achieved either for \(\tau \mapsto 1\) or when \(T = \tau - 1\). This allows us to eliminate \(\tau\) from the aforementioned inequality, and we can then show that \(\mu = \mu(\rho)\) satisfies the remaining inequality (with tightness occurring for \(\rho \leq \hat{\rho}\) and \(\tau = T + 1\)).
Figure 3: Our $(\rho, \mu)$-competitive ski rental algorithm for $\rho = \tilde{\rho} \approx 1.1596$ and a) $\mu = \mu(\tilde{\rho}) \approx 0.3852$ on the left and b) $\mu = \mu(T)$ on the right. The figures present the cumulative distribution functions of the time of buying for several prediction values $\tau$.

2.3 Generalization and complete analysis

We will show a stronger result than that of Theorem 1 by considering a generalization of our algorithm to additional values of $\mu$. For fixed $\rho \in \left[1, \frac{1}{\tau} \right]$ and a prediction $\tau \geq 0$, let $\mu_\tau(\rho)$ denote the best value of $\mu$ such that a $(\rho, \mu)$-competitive algorithm exists for instances with this particular prediction $\tau$. We will allow any $\mu \in [\mu_\tau(\rho), 1]$ and show that the resulting algorithm is $(\rho, \mu)$-competitive algorithm for instances with prediction $\tau$. As this will include the value $\mu = \mu(\rho)$, Theorem 1 will follow.

The benefit of this more general algorithm is that it achieves two goals at once: On the one hand, choosing $\mu = \mu_\tau(\rho)$ yields the best possible guarantee for any given prediction $\tau$. On the other hand, choosing $\mu = \mu(\rho)$ independently of $\tau$, we achieve an algorithm that satisfies the monotonicity property required by our reduction from DPM to ski rental (Section 4). Although a more specialized algorithm description only for the case $\mu = \mu_\tau(\rho)$ would suffice to prove Theorem 1 (since $\mu_\tau(\rho) \leq \mu(\rho)$), we remark that this algorithm would fail to be monotone, see Figure 3.

The definition of the more general algorithm is verbatim as in Section 2.1, except we no longer fix $\mu = \mu(\rho)$ but instead consider arbitrary $\mu \in [\mu_\tau(\rho), 1]$ for $\mu_\tau(\rho)$ as defined in the next subsection.

2.3.1 Definition of $\mu_\tau(\rho)$

For $\tau \leq 1$, define

\[
\mu_\tau(\rho) := \begin{cases} 
\frac{\rho - 1}{1 - \tau} \frac{\rho e^\tau - 1}{e^{(1 - \rho / e - 1)}} & \text{if } (1 - \tau)e^{\tau - 1} > 2 - \frac{2}{\rho} \\
\frac{\rho - 1}{1 - \tau} \frac{\rho e^\tau - 1}{e^{(1 - \rho / e - 1)}} & \text{if } (1 - \tau)e^{\tau - 1} \leq 2 - \frac{2}{\rho}.
\end{cases}
\]  

(7)

Note that the denominators in both expressions are strictly positive, since $\tau < 1$ in the first case and $e^{\tau(1 - \tau)} \leq 1$ for all $\tau \in \mathbb{R}$.

For $\tau > 1$, we define $\mu_\tau(\rho) = \min\{\mu \mid (\mu, T) \in M_\tau(\rho) \text{ for some } T\}$, where $M_\tau(\rho)$ is the set of all pairs $(\mu, T) \in \mathbb{R}^2$ satisfying the following constraints:

\[
\rho \tau + (T - \tau)(\mu \tau + \rho - \mu - 1)e^T \leq \rho
\]

(8)

and

\[
\rho - 2\mu \leq (\mu \tau + \rho - \mu - 1)e^T \leq \rho - \mu
\]

(9)

Note that $(1/\tau, 0) \in M_\tau(\rho)$, and therefore $\mu_\tau(\rho) \leq 1/\tau$.

Lemma 7. For each $\rho \in \left[1, \frac{1}{\tau} \right]$ and $\tau \geq 0$, we have $\mu_\tau(\rho) \leq \mu(\rho)$.

Proof sketch. The two cases for $\tau \leq 1$ are simple: If $(1 - \tau)e^{\tau - 1} > 2 - \frac{2}{\rho}$, the upper bound can be found by substituting $T = 1 - \tau$ and computing the derivative with respect to $T$. If $(1 - \tau)e^{\tau - 1} \leq 2 - \frac{2}{\rho}$,
the upper bound can be found by taking derivatives with respect to \( \tau \). This case is tight if \( \tau = \ln 2 \).

The proof for the case \( \tau > 1 \) is more involved and given in Section 2.3.6.

For \( \rho \in [1, \frac{e}{\rho}] \), \( \tau \geq 0 \) and \( \mu \in [\mu_\tau(\rho), 1] \), we denote by \( \mathcal{A}_{\rho, \mu, \tau} \) the algorithm described in Section 2.1.1 for ski rental instances with prediction \( \tau \), except we no longer require \( \mu = \mu(\rho) \). Our goal is to prove the following theorem, which combined with Lemma 7 yields Theorem 1.

**Theorem 8.** For any \( \rho \in [1, \frac{e}{\rho}] \), \( \tau \geq 0 \) and \( \mu \in [\mu_\tau(\rho), 1] \), algorithm \( \mathcal{A}_{\rho, \mu, \tau} \) is well-defined and \((\rho, \mu)\)-competitive for ski rental instances with prediction \( \tau \).

The following lemma shows that for \( \tau \leq 1 \), we can essentially replace the two conditions in the definition of \( \mu_\tau(\rho) \) by the conditions of Case 1 and Case 2 from the definition of our algorithm.

**Lemma 9.** If \( \tau \leq 1 \) and \( \mu \geq \mu_\tau(\rho) \), then

\[
\mu \geq \begin{cases} 
\frac{e^{\rho\rho - 1}}{1 + \rho \rho - 1} & \text{if } \mu \rho < \mu - \rho + 1 \text{ (Case 1)} \\
1 - \rho e^{\rho - 1} & \text{if } \mu - \rho + 1 \leq \mu \rho \text{ (Case 2)}.
\end{cases}
\]

**Proof.** Case 1 \((\mu \rho < \mu - \rho + 1)\): Suppose that (10) fails. Then

\[
\rho - 1 < \mu(1 - \tau) \leq -\rho + 1 + \rho(1 - \tau)e^{\tau - 1},
\]

where the first inequality uses the condition of Case 1 and the second inequality uses \( \tau \leq 1 \) and the assumption that (10) fails. Rearranging, we get

\[
2 - \frac{2}{\rho} < (1 - \tau)e^{\tau - 1},
\]

but this is precisely the first condition in (7). Thus, the premise \( \mu \geq \mu_\tau(\rho) \) implies inequality (10).

Case 2 \((\mu - \rho + 1 \leq \mu \rho)\): If \((1 - \tau)e^{\tau - 1} \leq 2 - \frac{2}{\rho} \), then (10) follows immediately from \( \mu \geq \mu_\tau(\rho) \).

So suppose \((1 - \tau)e^{\tau - 1} > 2 - \frac{2}{\rho} \). Our goal is to derive a contradiction. We have

\[
\rho - 1 \geq \mu(1 - \tau) \geq \mu_\tau(\rho)(1 - \tau) = -\rho + 1 + \rho(1 - \tau)e^{\tau - 1},
\]

where the first inequality uses the condition of Case 2, the second inequality uses \( \tau \leq 1 \) and \( \mu \geq \mu_\tau(\rho) \), and the equation uses our assumption \((1 - \tau)e^{\tau - 1} > 2 - \frac{2}{\rho} \) and the definition of \( \mu_\tau(\rho) \). Rearranging, we get

\[
2 - \frac{2}{\rho} \geq (1 - \tau)e^{\tau - 1},
\]

yielding the desired contradiction. \( \square \)

**2.3.2 Condition for competitiveness**

For given \( \tau \), the algorithm achieves the desired \((\rho, \mu)\)-competitiveness if and only if for all \( x \geq 0 \) we have

\[
cost(x) := p_\tau + \int_0^x (1 + t) p_t dt + \int_x^\infty x p_t dt + x p_\infty \leq \rho \min\{x, 1\} + \mu|\tau - x|,
\]

where \( cost(x) \) denotes the expected cost of the algorithm in the case when \( \ell = x \). If we intend to buy at some time \( t \) and \( t < x \), we pay \( 1 + t \), otherwise we pay \( x \). On the right hand side, \( \min\{x, 1\} \) is the optimal cost and \(|\tau - x|\) is the prediction error, assuming \( \alpha = \beta = 1 \). We denote by \( rhs(x) := \rho \min\{x, 1\} + \mu |\tau - x| \) the right hand side of (11).
The following identity will be useful. It holds for almost all \( x > 0 \) (excluding only those \( x \) where \( p_x \) is discontinuous):

\[
\frac{d}{dx} \text{cost}(x) = (1+x)p_x + \int_x^\infty p_t dt \quad \begin{cases} 
= p_x + \int_x^\infty p_t dt 
& \quad \text{if } \tau > 1 
= p_x + 1 - P_0 - \int_0^x p_t dt, 
& \quad \text{if } \tau \leq 1
\end{cases}
\]

(12)

(13)

where the last equation uses the fact that probabilities add up to 1.

2.3.3 Case 1 (\( \mu \tau < \mu - \rho + 1 \))

Note that \( \tau < 1 \) in this case.

**Well-definedness.** We need to argue that \( P_0 \leq 1 \) and that \( b \in [\tau, 1] \) as stated in the algorithm description exists. By the condition of Case 1, we have \( \rho - 1 \leq \mu(1-\tau) \) and therefore \( P_0 = \frac{\tau(\rho - 1)}{1-\tau} \leq \mu \tau \leq 1 \), where the last inequality uses \( \mu \leq 1 \) and \( \tau < 1 \).

Regarding existence of \( b \), if \( P_\infty = 1 - P_0 \) then clearly \( b = 1 \). Otherwise, we choose

\[
b = 1 + \frac{\mu - \rho}{1-\tau}.
\]

Then

\[
P_0 + P_\infty + \int_0^\infty \rho e^{t-1} dt = \frac{\tau(\rho - 1)}{1-\tau} + \mu + \rho - \rho e^{b-1} = \frac{\tau(\rho - 1)}{1-\tau} + \rho - \frac{\rho - 1}{1-\tau} = 1,
\]

as required by the definition of \( b \). Note that \( b \leq 1 \) since otherwise the integral would be negative, and hence the left hand side would be less than 1 since \( P_\infty \leq 1 - P_0 \). Moreover, by Lemma[9] we have \( b \geq \tau \). So indeed \( b \in [\tau, 1] \), i.e., the algorithm is well-defined in Case 1.

**Competitiveness.** We need to show that (11) is satisfied. First note that

\[
\text{cost}(\tau) = P_0 + \int_0^\tau \tau p_t dt = (1-\tau) \frac{\tau(\rho - 1)}{1-\tau} + \tau = \rho \tau.
\]

Making (11) tight for \( x = \tau \). To conclude (11) for all \( x \), it suffices to show the following equivalence for all \( x \in (0, \tau) \cup (\tau, b) \cup (b, 1) \cup (1, \infty) \):

\[
\frac{d}{dx} \text{cost}(x) \leq \frac{d}{dx} \text{rhs}(x) \iff x \geq \tau.
\]

(14)

For \( x < b \), from (13) we get

\[
\frac{d}{dx} \text{cost}(x) = 1 - P_0 = 1 - \frac{\tau(\rho - 1)}{1-\tau} = \frac{1-\tau \rho}{1-\tau}.
\]

If \( x < \tau \), using the condition of Case 1 we conclude \( \frac{d}{dx} \text{cost}(x) > \rho - \mu = \frac{d}{dx} \text{rhs}(x) \). For \( x \in (\tau, b) \), (14) follows from

\[
\frac{d}{dx} \text{cost}(x) = \frac{1-\tau \rho}{1-\tau} \leq \rho + \mu = \frac{d}{dx} \text{rhs}(x).
\]
For \( x \in (b, 1) \), equation (12) shows
\[
\frac{d}{dx} \cos(x) = p_x + \int_x^\infty p_t dt + P_\infty = p_x + (p_1 - p_x) + P_\infty = \rho + P_\infty \leq \rho + \mu \leq \frac{d}{dx} \text{rhs}(x).
\]
Finally, for \( x > 1 \) we have \( \frac{d}{dx} \cos(x) = P_\infty \leq \mu = \frac{d}{dx} \text{rhs}(x) \).

We note the following observation, which will be useful later when we prove the lower bound.

**Observation 10.** In Case 1, if \( b = \tau \) and \( P_\infty = \mu \), then (11) is tight for all \( x \geq \tau \).

### 2.3.4 Case 2 (\( \mu - \rho + 1 \leq \mu \tau \) and \( \tau \leq 1 \))

**Well-definedness.** The only non-trivial part is to argue about the existence of \( b \). If \( a < \tau \) or \( P_\infty = 1 - P_0 \), then \( b = 1 \). Otherwise, \( a = \tau \) and \( P_\infty = \mu \) and we choose
\[
b = 1 + \ln \frac{\mu (2 - (1 - \tau) e^\tau) + e^\tau (\rho - 1)}{\rho}.
\]
Then
\[
P_0 + P_\infty + \int_0^\infty (\mu \tau + \rho - \mu - 1) e^t dt + \int_{\tau}^1 \rho e^{t-1} dt
\]
\[
= \mu \tau + \mu + (\mu \tau + \rho - \mu - 1)(e^\tau - 1) + \rho - \rho e^{b-1}
\]
\[
= 2\mu + 1 + (\mu \tau + \rho - \mu - 1)e^\tau - \mu (2 - (1 - \tau)e^\tau) - e^\tau (\rho - 1)
\]
\[
= 1
\]
as required by the definition of \( b \). We have \( b \leq 1 \) since otherwise the left hand side would be less than 1 (by definition of \( a \)). Moreover, by Lemma 9
\[
b \geq 1 + \ln \frac{e^\tau (1 - \rho e^{b-1}) + e^\tau (\rho - 1)}{\rho} = \tau.
\]
So \( b \in [\tau, 1] \), as required.

**Competitiveness.** Note that (11) is tight for \( x = 0 \), with both sides equal to \( \mu \tau \). To obtain (11) for all \( x > 0 \), it suffices to show that \( \frac{d}{dx} \cos(x) \leq \frac{d}{dx} \text{rhs}(x) \) whenever both derivatives exist.

For \( x \in (0, a) \), from (13) we get
\[
\frac{d}{dx} \cos(x) = p_x + 1 - P_0 - \int_0^x p_t dt = 1 - \mu \tau + (\mu \tau + \rho - \mu - 1)e^0 = -\mu - \mu = \frac{d}{dx} \text{rhs}(x).
\]
For \( x \in (a, b) \), \( \frac{d}{dx} \cos(x) \) is even smaller because \( p_x \) is 0, and \( \frac{d}{dx} \text{rhs}(x) \in (\mu - \mu, \rho + \mu) \). For \( x \in (b, 1) \cup (1, \infty) \), the proof of \( \frac{d}{dx} \cos(x) \leq \frac{d}{dx} \text{rhs}(x) \) is identical to Case 1.

**Observation 11.** In Case 2, if \( a = b = \tau \) and \( P_\infty = \mu \), then (11) is tight for all \( x \geq 0 \).

### 2.3.5 Case 3 (\( \tau > 1 \))

The case \( \mu \tau \geq 1 \) is trivial, so we assume throughout this section that \( \mu < 1/\tau \).

**Well-definedness.** The existence of \( T \) follows from \( \mu < 1/\tau < 1 \). We only need to check that probabilities add up to 1:
\[
P_0 + P_\infty + \int_0^\infty p_t dt = \mu \tau + \mu - (\mu \tau + \rho - \mu - 1)e^T + (\mu \tau + \rho - \mu - 1)(e^T - 1) = 1,
\]
where the first equation uses positivity of \( T \):

**Fact 12.** \( T > 0 \).

*Proof.* We either have \( T \geq \tau - 1 > 0 \) or the upper bound (13) is tight. In the latter case, \( T = \ln \frac{\mu - \mu}{\mu + \rho - \mu - 1} > \ln 1 = 0 \) since \( \mu \tau < 1 \). \( \square \)
Lemma 13. \( T(\tau, \mu) \) is a non-increasing function of \( \mu \).

Proof. It suffices to show that \( e^{T(\mu)} \) is non-increasing in \( \mu \). By definition, \( e^{T(\mu)} \) is the projection of \( e^{\tau-1} \) onto the interval

\[
\left[ \frac{\rho - 2\mu}{\mu \tau + \rho - \mu - 1}, \frac{\rho - \mu}{\mu \tau + \rho - \mu - 1} \right].
\]

Since both endpoints of the interval are decreasing functions of \( \mu \) (since \( \tau > 1 \)), it follows that \( T(\mu) \) is non-increasing in \( \mu \).

Lemma 14. \( T(\tau, \mu) < \tau \) for every \( \mu \in [\mu_1(\rho), 1/\tau) \). Moreover, if \( \mu = \mu_1(\rho) \), then \( (\mu, T(\tau, \mu)) \in M_\tau(\rho) \).

Proof. If the second statement holds, then since \( \tau > 1 \), constraint (8) implies that \( T(\mu_1(\rho)) < \tau \). By Lemma 13, this implies the first statement. It remains to show the second statement.

Let \( \mu = \mu_1(\rho) \) and observe that there exists \( T \) such that \( (\mu, T) \in M_\tau(\rho) \).

By taking derivatives, one can see that the left-hand side of (8) is concave in \( \mu \) and observe that there exists \( \mu \) such that the left-hand side of (8) and (9) is a non-increasing function of \( \mu \) and linearly decreasing for \( \mu \). Since both endpoints of the interval are decreasing functions of \( \mu \) (since \( \tau > 1 \)), it follows that \( T(\mu) \) is non-increasing in \( \mu \).

Lemma 15. For every fixed \( \tau > 1 \) and \( \mu \in [\mu_1(\rho), 1/\tau) \), the following statements are equivalent:

1. The algorithm is \((\rho, \mu)\)-competitive for instances with prediction \( \tau \).
2. \( \text{cost}(\tau) \leq \rho \).
3. Constraint (5) is satisfied for \( T = T(\tau, \mu) \).

In the positive case, \( T \leq 1 \).

Proof. The implication from the first to the second statement is immediate.

Using (13) and (12), we observe that the cost is a piecewise linear function of \( x \):

\[
\frac{d}{dx}\text{cost}(x) = \begin{cases} 
1 - \mu \tau + (\mu \tau + \rho - \mu - 1) & \text{if } x < T \\
\rho - \mu & \text{if } x > T 
\end{cases}
\]

Since \( T < \tau \) by Lemma 14, this yields

\[
\text{cost}(\tau) = \text{cost}(0) + (\rho - \mu)T + (\tau - T)P_{\infty}
\]

\[
= \mu \tau + (\rho - \mu)T + (\tau - T) \left[ \rho - \mu - (\mu \tau + \rho - \mu - 1)e^T \right]
\]

\[
= \rho \tau + (\tau - T)(\mu \tau + \rho - \mu - 1)e^T.
\]

Thus, \( \text{cost}(\tau) \) is precisely the left-hand side of (5), which shows the equivalence of the second and third statement.

It remains to show that the second and third statement imply \( T \leq 1 \) and that (11) holds for all \( x \).

We must have \( T \leq 1 \) since otherwise we get a contradiction to the second statement via \( \text{cost}(\tau) > \text{cost}(1) = \rho \tau + \rho - \mu \geq \rho \).

For \( x = 0 \), (11) is satisfied with equality. For \( x \in (0, T) \), by (15) and since \( T \leq 1 < \tau \) we have \( \frac{d}{dx}\text{cost}(x) = \frac{d}{dx}\text{rhs}(x) \), so (11) is tightly satisfied for all \( x \in [0, T] \). By assumption we also satisfy it for \( x = \tau \). Since \( \text{cost}(x) \) is linear in \( x \) for \( x > T \) and \( \text{rhs}(x) \) is concave for \( x \in [T, \tau] \) (linearly increasing for \( x \in [T, 1] \) and linearly decreasing for \( x \in [1, \tau] \)), this shows that (11) also holds for \( x \in [T, \tau] \). For \( x > \tau \), we have \( \frac{d}{dx}\text{cost}(x) = P_{\infty} \leq \mu = \frac{d}{dx}\text{rhs}(x) \) (where the inequality uses (5)), so (11) holds there as well. See Figure 4 for an illustration of these functions.
Observation 16. Let \( \tau > 1 \) and \( \mu \in [\mu_\tau(x), 1/\tau) \). Then (11) is tight for all \( x \in [0, T] \). If \( P_\infty = \mu \) and (11) is tight for \( x = \tau \), then it is tight for all \( x \geq \tau \).

For \( \tau > 1 \) and \( \mu \in [\mu_\tau(x), 1/\tau) \), we may write \( cost(\tau, \mu) \) instead of \( cost(x) \) to emphasize the additional dependence on \( \mu \). By (the proof of) Lemma 15, \( cost(\tau, \mu) \) is equal to the left-hand side of (8), i.e.,

\[
cost(\tau, \mu) = \rho \tau + (T(\tau, \mu) - \tau)(\mu \tau + \rho - \mu - 1)e^{T(\tau, \mu)}
\]

(16)

It remains to argue that the equivalent statements of Lemma 15 are indeed true for all \( \mu \in [\mu_\tau(x), 1/\tau) \). For \( \mu = \mu_\tau(x) \), this follows from (4) and (5) as shown in Lemma 14. The following lemma implies that this remains true for larger \( \mu \).

Lemma 17. For every \( \tau > 1 \), the function \( \mu \mapsto cost(\tau, \mu) \) is decreasing.

Proof. Consider first the effect of increasing \( \mu \) within some interval \( I \) such that one of the bounds (4) or (5) is tight for all \( \mu \in I \). This means that the total probability of buying before time \( \tau \) is the same for all \( \mu \in I \), and thus the buying cost contribution to \( cost(\tau, \mu) \) is the same for all \( \mu \in I \). However, increasing \( \mu \) means that the algorithm buys more aggressively (i.e., earlier), which leads to a decrease in the expected rent cost. Thus, increasing \( \mu \) in \( I \) leads to a decrease of \( cost(\tau, \mu) \).

Now, consider the effect of increasing \( \mu \) within an interval \( I \) where neither (4) nor (5) is tight. Then \( T(\tau, \mu) = \tau - 1 \) is constant for all \( \mu \in I \). In this case, due to (10) and since \( \tau > 1 \), \( cost(\tau, \mu) \) is again decreasing in \( \mu \).

2.3.6 Bounding \( \mu_\tau(\rho) \) in Case 3

The goal of this section is to prove the following Lemma:

Lemma 18. For any \( \rho \in [1, e^{-T}] \) and \( \tau > 1 \),

\[
\mu_\tau(\rho) \leq \max \left\{ \frac{\rho + e - \rho e}{2}, \rho(1 - T)e^{-T} \right\}
\]

where \( T \in [0, 1] \) is the solution to \( T^2e^{-T} = 1 - \frac{1}{\rho} \).
Since \(2 > \epsilon \ln(2)\), this will complete the proof of Lemma 20.

The difficulty in this case, compared to upper bounding \(\mu_T(\rho)\) in Cases 1 and 2, arises from the fact that there exists no closed-form expression for \(\mu_T(\rho)\).

The lemma is trivial for \(\rho = 1\) since \(\mu_T(1) \leq 1/\tau < 1\) and due to the solution \(T = 0\). Therefore, assume throughout the remainder of this section that \(\rho > 1\). Since we view \(\rho\) as fixed, we may write \(\mu_T\) instead of \(\mu_T(\rho)\).

By the next Lemma, the interval \([\mu_T, 1/\tau]\) is indeed non-empty and constraint (8) is tight for \(\mu = \mu_T\) and \(T = T(\tau, \mu)\).

**Lemma 19.** For all \(\tau > 1\), we have \(\mu_T < 1/\tau\) and \(\text{cost}(\tau, \mu_T) = \rho\).

**Proof.** The inequality \(\mu_T < 1/\tau\) can be seen by noting that for \(\mu < 1/\tau\), we have \((\mu, 0) \in M_T(\rho)\) provided that \(\mu\) is close enough to \(1/\tau\). Recall that we assumed \(\rho > 1\).

For the other statement, the direction “\(\leq\)” is immediate from the fact that \(\text{cost}(\tau, \mu)\) is the left-hand side of (8). For the other direction, consider first the case \(\mu_T = 0\). Then \((\mu_T + \rho - \mu_T - 1) e^{\tau(\mu_T, \rho)} = \rho\) by definition of \(T(\tau, \rho)\), so \(\text{cost}(\tau, \mu) = \rho T(\tau, \rho) = \rho \ln \frac{\rho}{\rho - 1} \geq \rho\), where the last inequality uses \(\rho \leq \frac{e}{\rho_T}\).

Consider now \(\mu_T > 0\). If constraint (8) were strict for \(T = T(\tau, \mu_T)\), then by continuity of the constraints (8) and (9) one could find a pair \((\mu, T) \in M_T(\rho)\) with \(\mu < \mu_T\), contradicting the minimality of \(\mu_T\).

As we will see in the next lemma, \(\tau \mapsto \mu_T\) can have a maximum for \(\tau > 1\) only if \(T(\tau, \mu_T) = \tau - 1\). In fact, there can be at most one local maximum for \(\tau > 1\) (cf. Figure 5).

**Lemma 20.** Suppose \(\tau \mapsto \mu_T\) has a maximum at \(\tau^* > 1\), and write \(\mu^* := \mu_{\tau^*} = \max_{\tau} \mu_T\). Then \(T(\tau^*, \mu^*) = \tau^* - 1\).

**Proof.** Suppose towards a contradiction that \(T(\tau^*, \mu^*) \neq \tau^* - 1\). We will show that there exists \(\tau \neq \tau^*\) such that \(\text{cost}(\tau, \mu^*) > \text{cost}(\tau^*, \mu^*)\). Combined with the fact that \(\text{cost}(\tau^*, \mu^*) = \rho = \text{cost}(\tau, \mu_T)\) (Lemma 19), we get \(\text{cost}(\tau, \mu^*) > \text{cost}(\tau, \mu_T)\). But then Lemma 17 implies that \(\mu^* < \mu_T\), contradicting the choice of \(\mu^*\).

Since \(T(\tau^*, \mu^*) \neq \tau^* - 1\) this means that one of the bounds (4) or (5) would be violated by the choice \(T = \tau^* - 1\). Since the bound is continuous in \(\tau\), there is some open interval \(I\) around \(\tau^*\) such that for all \(\tau \in I\), the same bound (4) or (5) would still be violated by the choice \(T = \tau - 1\). So for all \(\tau \in I\), the according bound is tight, i.e.,

\[
T(\tau, \mu^*) = \ln \frac{\rho - i\mu^*}{\mu^* \tau + \rho - \mu^* - 1} \quad \text{for all } \tau \in I,
\]
with \( i = 1 \) or \( i = 2 \) depending on which of the two bounds would have been violated. Using (16) we get

\[
\begin{align*}
\text{cost}(\tau, \mu^*) &= \rho \tau + (T(\tau, \mu^*) - \tau)(\rho - i \mu^*) \\
&= i \mu^* \cdot T(\tau, \mu^*) \cdot (\rho - i \mu^*) \quad \text{for all } \tau \in I.
\end{align*}
\]

We next compute the derivatives with respect to \( \tau \):

\[
\frac{d}{d\tau} T(\tau, \mu^*) = \frac{-\mu^*}{\mu^* + \rho - \mu^* - 1} \quad \text{for all } \tau \in I
\]

and therefore

\[
\frac{d}{d\tau} \text{cost}(\tau, \mu^*) = i \mu^* - \frac{\mu^*}{\mu^* + \rho - \mu^* - 1} \cdot (\rho - i \mu^*)
\]

\[
= \frac{i \mu^*}{\mu^* + \rho - \mu^* - 1} \left( \mu^* + \frac{i - 1}{i} \rho - 1 \right) \quad \text{for all } \tau \in I.
\]

Thus, inside \( I \), we see that \( \text{cost}(\tau, \mu^*) \) is decreasing in \( \tau \) for \( \tau < (1 - \frac{i - 1}{i - 1} \rho) / \mu^* \) and increasing in \( \tau \) for \( \tau > (1 - \frac{i - 1}{i - 1} \rho) / \mu^* \). In particular, \( \text{cost}(\tau, \mu^*) \) is maximized when \( \tau \) approaches one of the two boundaries of \( I \). So we can find \( \tau \in I \) with \( \text{cost}(\tau, \mu^*) > \text{cost}(\tau^*, \mu^*) \), as desired. \( \square \)

To obtain an upper bound on \( \mu_\tau \), the previous lemma now allows us to eliminate \( \tau \) from our equations by either replacing it by \( T - 1 \) or letting it tend towards 1.

**Proof of Lemma 18.** For \( \mu = \mu_\tau \) and \( T = T(\tau, \mu_\tau) \), we get from Lemma 19 and equation (16) that

\[
\rho = \rho \tau - (\tau - T)(\mu \tau + \rho - \mu - 1)e^T.
\]

Rearranging to isolate \( \mu \), we get

\[
\mu = \frac{\rho(\tau - 1) - (\tau - T)(\rho - 1)e^T}{(\tau - T)(\tau - 1)e^T} = \frac{\rho}{(\tau - T)e^T} \frac{\rho - 1}{\tau - 1}.
\]

(17)

Since \( \mu \geq 0 \), it must be the case that \( T(\tau, \mu_\tau) \to 1 \) as \( \tau \to 1 \), so the lower bound (5) is tight for \( \tau \) close to 1. Writing (5) with equality and plugging in the limit values \( \tau = T = 1 \), this shows that

\[
\frac{\rho - 2\mu_\tau}{\rho - 1} \to e \quad \text{as } \tau \to 1,
\]

so

\[
\mu_\tau \to \frac{\rho + e - \rho e}{2} \quad \text{as } \tau \to 1.
\]

If \( \mu_\tau \) is not maximized when \( \tau \to 1 \), then let \( \tau > 1 \) be such that \( \mu_\tau = \max_{\tau > 1} \mu_\tau \). By Lemma 20 we then have \( \tau = T + 1 \). Plugging this into (17), we get

\[
\mu_\tau = \frac{\rho}{e^T} e^{-\frac{\rho - 1}{T}}.
\]

Taking derivatives shows that the right hand side is maximized when \( T \in (0, 1] \) is the solution to

\[
T^2 e^{-T} = \frac{\rho - 1}{\rho^2}.\] Then the \( \frac{\rho - 1}{T} \) term is equal to \( \rho T e^{-T} \), so that overall \( \mu \leq \rho(1 - T)e^{-T} \). \( \square \)
3 Proof of Theorem 2: Lower bound for ski rental

We will show for any fixed \( \tau \) that one cannot be better than \((\rho, \mu_\tau(\rho))\)-competitive (with \( \mu_\tau \) as defined in Section 2.3.1). This will imply Theorem 2 due to the following lemma:

**Lemma 21.** For any \( \rho \in [1, \frac{e}{e-1}] \) there exists \( \tau \geq 0 \) such that \( \mu_\tau(\rho) = \mu(\rho) \).

**Proof.** Note that the two expressions in the definition (3) of \( \mu(\rho) \) yield the same value for \( \tilde{\rho} \approx 1.16 \).

Whenever \( \rho \geq \tilde{\rho} \), the first term in the definition (3) dominates. In this case, we choose \( \tau = \ln 2 \).

Such \( \tau \) belongs to the second case of the definition (7) of \( \mu_\tau(\rho) \) whenever \( (1 - \tau)e^{\tau-1} \leq 2 - \frac{\tilde{\rho}}{\rho} \).

This is equivalent to \( \rho \geq \frac{e}{e-1} \approx 1.27 \), which is in fact smaller than \( \tilde{\rho} \). Therefore, for any \( \rho \geq \tilde{\rho} > 1.27 \), we have

\[
\mu_\tau(\rho) = \frac{e^{\tau} - \rho_2}{2 - (1-\tau)e^{\tau}} = \frac{1 - \rho e^{-1}}{\ln 2} = \mu(\rho).
\]

Now, consider \( \rho < \tilde{\rho} \). Here, the second term in the definition (3) of \( \mu(\rho) \) dominates. For such \( \rho \), there is a (unique) \( T \in [0, \frac{1}{2}] \) such that \( T^2e^{-T} = 1 - \frac{1}{\rho} \). We choose \( \tau = 1 - T \). This belongs to the first case of the definition (7) of \( \mu_\tau(\rho) \), since \( (1 - \tau)e^{\tau-1} > 2 - \frac{2}{\rho} \) is equivalent to \( 1 - \frac{1}{\rho} > T(2 - \frac{2}{\rho}) \), which is satisfied since \( T < \frac{1}{2} \).

Thus, \( \mu_\tau(\rho) = -\frac{\rho - 1}{1 - \tau} + \rho e^{\tau-1} \)

\[
= \rho \left( \frac{T^2e^{-T}}{T} + e^{-T} \right) = \rho(1 - T)e^{-T} = \mu(\rho),
\]

where the second equation uses the definition of \( T \) and the choice of \( \tau \).

The goal in the remainder of this section is to prove the following theorem, which combined with Lemma 21 yields Theorem 2.

**Theorem 22.** For all \( \rho \in [1, \frac{e}{e-1}] \), \( \tau \geq 0 \) and \( \tilde{\mu} < \mu_\tau(\rho) \), there exists \( (\rho, \tilde{\mu}) \)-competitive algorithm for ski rental instances with prediction \( \tau \).

Let \( \rho \in (1, \frac{e}{e-1}] \) and a prediction \( \tau \geq 0 \) be fixed for the remainder of this section and write \( \mu_\tau = \mu_\tau(\rho) \). Note that by continuity, it suffices to show the theorem for \( \rho > 1 \).

The idea to prove Theorem 22 is to show that any algorithm must have at least the same expected cost as our algorithm on some instance for which the analysis of our algorithm is tight. Denote by \( \text{cost}(x) \) the expected cost of our algorithm for \( \mu = \mu_\tau \) when the skiing season ends at time \( x \), and denote by \( \text{Opt}(x) = \min(x, 1) \) the optimal cost and by \( \eta(x) = |\tau - x| \) the prediction error. The following lemma summarizes the cases for which the analysis of our algorithm is tight.

**Lemma 23.** For \( \mu = \mu_\tau \), our algorithm satisfies \( \text{cost}(x) = \rho \text{Opt}(x) + \mu \eta(x) \) in the following cases:

- **Case 1.** For all \( x \geq \tau \).
- **Case 2.** For all \( x \geq 0 \).
- **Case 3.** For all \( x \in [0, T] \cup \{\tau\} \), and if \( P_\infty = \mu \), then also for all \( x > \tau \).

**Proof.** **Case 1:** By Observation 10, it suffices to show that \( b = \tau \) and \( P_\infty = \mu \). By definition of \( \mu = \mu_\tau \), we have

\[
P_0 + \mu + \int_{\tau}^{1} \rho e^{t-1} dt = \frac{\tau(\rho - 1)}{1 - \tau} - \frac{\rho - 1}{1 - \tau} + \rho e^{\tau-1} + \rho - \rho e^{\tau-1} = 1.
\]
This implies \( P_\infty = \mu \) since otherwise we would have \( 1 = P_0 + P_\infty < P_0 + \mu \leq 1 \), a contradiction. By definition of \( b \), this also yields \( b = \tau \).

**Case 2:** By Observation \([11]\), it suffices to show that \( a = b = \tau \) and \( P_\infty = \mu \). We have

\[
P_0 + \mu + \int_0^\tau (\mu \tau + \rho - \mu - 1)e^t dt + \int_\tau^1 \rho e^{(t-1)} dt = \mu \tau + \mu + (\mu \tau + \rho - \mu - 1)(e^\tau - 1) + \rho - \rho e^{\tau-1} dt
\]

which simplifies to

\[
e^\tau (1 - \frac{\rho}{e}) + 1 + e^\tau (\rho - 1 - \rho/e)
\]

implying \( P_\infty = \mu \) by the same argument as before, and therefore also \( a = b = \tau \) by definition of \( a \) and \( b \).

**Case 3:** Follows from Observation \([10]\) and Lemma \([10]\).

Let \( \mathcal{A} \) denote our algorithm (for prediction \( \tau \) and \( \mu = \mu_\tau \)) and \( F \) its CDF for the time of buying. Note that \( F \) is continuous.

Suppose that a \((\rho, \mu_\tau)\)-competitive algorithm \( \mathcal{A} \) for instances with prediction \( \tau \) exists for some \( \mu < \mu_\tau(\rho) \), and denote by \( F \) its CDF. We may assume without loss of generality that \( F \) is continuous (otherwise, \( \mathcal{A} \) can be approximated arbitrarily well by a continuous CDF whose corresponding algorithm is \((\rho, \tilde{\mu}_\tau)\)-competitive for \( \tilde{\mu}_\tau \) arbitrarily close to \( \mu \)). Denote by \( \text{cost}(x) \) the expected cost of \( \mathcal{A} \) when the skiing season has length \( x \). To prove Theorem \([22]\), it suffices to show that there exists \( x \) for which \( \text{cost}(x) \) is tight (as per Lemma \([23]\) and \( \text{cost}(x) > \text{cost}(x) \)).

Let \( y = \inf \{ t \geq 0 : \hat{F}(t) \neq F(t) \} \). Note that \( y < \infty \) must exist, since otherwise \( \mathcal{A} \) is the same as \( \mathcal{A} \), which cannot achieve \( \hat{\mu} < \mu_\tau(\rho) \) by Lemma \([23]\). By continuity of \( \hat{F} \) and \( F \), we either have \( y = 0 \) or \( \hat{F}(t) = F(t) \) for all \( t \leq y \). Also by continuity, there exists \( y' > y \) such that either \( \hat{F}(t) > F(t) \) for all \( t \in (y, y'] \) or \( \hat{F}(t) < F(t) \) for all \( t \in (y, y'] \). We may assume \( y' < y + 1 \).

**Lemma 24.** If \( \hat{F}(t) > F(t) \) for all \( t \in (y, y'] \), then there exists \( z > y \) such that \( \text{cost}(z) > \text{cost}(z) \).

**Proof.** If \( y = 0 \) and \( \hat{F}(0) > F(0) \), then \( \text{cost}(0) > \text{cost}(0) \) and the desired \( z > 0 \) must exist by continuity of \( \text{cost} \) and \( \text{cost} \).

Otherwise, \( \hat{F}(t) = F(t) \) for all \( t \leq y \) and therefore the expected cost incurred until time \( y \) is the same for both algorithms. Let \( z = \min \{ z > y : F(z) - \hat{F}(z) \} \). In the time interval \( (y, z] \), the expected buying cost incurred by \( \mathcal{A} \) is precisely \( F(z) - F(y) \) greater than that of \( \mathcal{A} \), and the rental cost saved by \( \mathcal{A} \) compared to \( \mathcal{A} \) is at most \( (z - y)(F(z) - F(y)) \). Since \( z - y \leq y' - y < 1 \), this saving in rental cost cannot make up for the greater buying cost, and therefore \( \text{cost}(z) > \text{cost}(z) \). \( \square \)

**Lemma 25.** If \( \hat{F}(t) < F(t) \) for all \( t \in (y, y'] \), then there is \( z > y \) such that \( \text{cost}(z) > \text{cost}(z) \). In particular, we can choose \( z = \min \{ z > y : \hat{F}(z) = F(z) \} \) if it exists. Otherwise, \( z \) can be chosen very large so that, e.g., \( z > \tau \).

**Proof.** If \( \hat{F}(t) < F(t) \) for all \( t > y \), then for \( z \) large enough it holds that \( \text{cost}(z) > \text{cost}(z) \), since \( \mathcal{A} \)'s greater rental cost will eventually outweigh its smaller buying cost. Clearly, if we choose \( z \) sufficiently large, we also get the additional property that \( z > \tau \).

Otherwise, by continuity we can choose \( z = \min \{ z > y : \hat{F}(z) = F(z) \} \). Since \( \hat{F}(z) = F(z) \), the expected buying cost is the same for both algorithms. On the other hand, since \( \hat{F}(t) < F(t) \) for all \( t \in (y, z] \), i.e., \( \mathcal{A} \) is delaying buying, the expected rental cost of \( \mathcal{A} \) is higher than that of \( \mathcal{A} \). \( \square \)

To complete the proof of Theorem \([22]\), we will show that in each of the three cases from the definition of our algorithm, there exists an \( x \) satisfying the condition of Lemma \([23]\) and such that \( \text{cost}(x) > \text{cost}(x) \) or, when \( x \neq \tau \) (so that \( \eta > 0 \)), \( \text{cost}(x) \geq \text{cost}(x) \).
Case 1: By Lemma 23, \( \text{cost}(x) \) is tight for all \( x \geq \tau \).
Recall from the definition of our algorithm that \( F(0) = F(\tau) \).
If \( \tilde{F}(\tau) > F(0) = F(\tau) \), then \( \mathcal{A} \)'s expected buying cost up until time \( \tau \) exceeds that of \( \mathcal{A} \) by exactly \( \tilde{F}(\tau) - F(0) \), and its reduction in renting cost is at most \( \tau (\tilde{F}(\tau) - F(0)) \). Since \( \tau < 1 \)
in Case 1, the reduction cannot make up for the excess and we get \( \text{cost}(\tau) > \text{cost}(\tau) \).
Otherwise, \( \tilde{F}(\tau) \leq F(\tau) \). Lemmas 24 and 25 give us \( z \) such that \( \text{cost}(z) > \text{cost}(z) \). If \( z \geq \tau \), we are done. Otherwise, we have
\[
\overline{\text{cost}}(z) = \text{cost}(z) + (\tau - z)(1 - \tilde{F}(\tau)) > \text{cost}(z) + (\tau - z)(1 - F(\tau)) = \text{cost}(\tau),
\]
since \( \text{cost}(z) > \text{cost}(z) \) and \( \tilde{F}(\tau) \leq F(\tau) \).

Case 2: By Lemma 23, \( \text{cost}(x) \) is tight for all \( x \geq 0 \). Thanks to Lemmas 24 and 25, we are done.

Case 3: By Lemma 23, \( \text{cost}(x) \) is tight for all \( x \in [0, T] \cup \{ \tau \} \), and if \( P_\infty = \mu, \) then also for all \( x > \tau \).
If \( \tilde{F}(0) \geq F(0) \), then we choose \( x = 0 \neq \tau \), noting that \( \overline{\text{cost}}(0) = \tilde{F}(0) \geq F(0) = \text{cost}(0) \).
Otherwise, \( \tilde{F}(0) < F(0) \). Lemma 25 gives us \( z \) such that \( \overline{\text{cost}}(z) > \text{cost}(z) \). Recall that \( T \) is chosen within the interval defined by (4) and (5) as close as possible to \( \tau - 1 \). Thus, we observe that \( T < \tau - 1 \) only if (4) is tight and \( P_\infty = 0 \). Similarly, \( T > \tau - 1 \) only if (5) is tight and \( P_\infty = \mu \). We consider two cases.

- \( \tilde{F}(\tau) \geq F(\tau) \). By continuity of \( \tilde{F} \) and Lemma 25, we have \( z \leq \tau \) and \( \tilde{F}(\tau) = F(z) \). If \( z \in [0, T] \cup \{ \tau \} \), we are done, so we may assume that \( T < z < \tau \). By definition of \( T \), either \( P_\infty = 0 \) or \( \tau - T \leq 1 \). If \( P_\infty = 0 \), then \( \tilde{F}(t) = F(t) = 1 \) for any \( t \geq z \) and we have \( \overline{\text{cost}}(\tau) = \text{cost}(z) > \text{cost}(z) = \text{cost}(\tau) \). Otherwise, by considering the additional buying and rental cost after time \( z \), we have
\[
\overline{\text{cost}}(\tau) \geq \overline{\text{cost}}(z) + (\tilde{F}(\tau) - \tilde{F}(z)) + (\tau - z)(1 - \tilde{F}(\tau))
\]
\[
> \text{cost}(z) + (\tau - z)(\tilde{F}(\tau) - \tilde{F}(z)) + (\tau - z)(1 - \tilde{F}(\tau))
\]
\[
= \text{cost}(z) + (\tau - z)(1 - F(\tau))
\]
\[
= \text{cost}(\tau),
\]
where the strict inequality follows from \( \overline{\text{cost}}(z) > \text{cost}(z) \) and \( \tau - z < \tau - T \leq 1 \), and the equations use \( \tilde{F}(z) = F(z) = F(\tau) \), recalling that our algorithm does not buy after time \( T \).

- \( \tilde{F}(\tau) < F(\tau) \). If there exists \( t \in [0, T] \) such that \( \tilde{F}(t) = F(t) \), then \( z \in [0, T] \) by Lemma 25 and we are done. Otherwise, using \( \tilde{F}(\tau) < F(\tau) \), monotonicity and continuity of the CDFs, the fact that \( F(t) \) is constant for \( t \geq \tau \), we get that \( \tilde{F}(t) < F(t) \) for all \( t \in [0, \tau] \). Then \( z > \tau \) by Lemma 25. If \( P_\infty = \mu \), then \( \text{cost}(z) \) is tight and therefore it is enough to consider the case \( P_\infty < \mu \), where \( \tau - T \geq 1 \) by definition of \( T \).
In this case, we choose \( x = \tau \). To compare \( \overline{\text{cost}}(\tau) \) and \( \text{cost}(\tau) \), we will separately consider the contribution coming from buying cost, rental cost in the interval \([0, T]\) and rental cost in the interval \([T, \tau] \). Since \( \tilde{F}(t) \leq \tilde{F}(\tau) < F(\tau) = F(t) \) for all \( t \in [T, \tau] \), the rental cost of \( \mathcal{A} \) in the time interval \([T, \tau] \) exceeds that of \( \mathcal{A} \) by at least \((\tau - T) (F(\tau) - \tilde{F}(\tau)) \geq F(\tau) - \tilde{F}(\tau) \), where the inequality is due to \( \tau - T \geq 1 \). The benefit in buying cost of \( \mathcal{A} \) compared to \( \mathcal{A} \), which amounts to \( F(\tau) - \tilde{F}(\tau) \), can at best make up for this. Since \( \tilde{F}(t) < F(t) \) for all \( t \in [0, \tau] \), the rental cost of \( \mathcal{A} \) in the remaining time interval \([0, T] \) is strictly greater than that of \( \mathcal{A} \), so that overall \( \overline{\text{cost}}(\tau) > \text{cost}(\tau) \).

Here, we used that \( T > 0 \) by Fact 12²

²This implicitly assumes that \( \rho > 1 \), since in Section 2.3.3 we assumed \( \mu < 1/\rho \), which in Section 2.3.6 was proved to be true for \( \mu = \mu_1 \), assuming \( \rho > 1 \). However, by continuity Theorem 23 also extends to the case \( \rho = 1 \). Alternatively, we can get strict inequality even for \( T = 0 \) by noting that then \( \tau - T \geq \tau > 1 \).
4 Reduction from DPM to ski rental

We now give a reduction from DPM to ski rental in the learning-augmented setting (Lemma 3), provided that the ski rental algorithm satisfies the following monotonicity property: We say that a ski rental algorithm for rental cost $\alpha = 1$ and buying cost $\beta = 1$ is monotone if its CDF $F_T$ for the buying time when given prediction $\tau$ satisfies

$$F_T(t) \leq F_T'(t) \quad \text{for all } t \geq 0 \text{ and } \tau < \tau'.$$

Intuitively, this property is very natural: The longer the predicted duration of skiing, the greater should be our probability of buying. Indeed, our algorithm satisfies this property:

**Lemma 26.** For $\mu = \mu(\rho)$, the $(\mu, \rho)$-competitive ski rental algorithm from Section 3 is monotone, i.e., its CDF $F_T$ when given prediction $\tau$ satisfies $F_T(t) \leq F_T'(t)$ for all $t \geq 0$ and $\tau < \tau'$.

**Proof.** One can verify that at the boundary between adjacent cases of the algorithm, both cases define the same probability distribution (i.e., $\tau = 1 - \frac{1}{\rho}$) as the boundary between Case 1 and Case 2, and $\tau = 1$ as the boundary between Case 2 and Case 3). In particular, for $\tau = 1$ this can be seen by separately considering $\mu \geq 1/2$ (where Case 3 would give $T = 0$) and $\mu < 1/2$ (which makes $\tau$ tight, so that Case 3 would give $P_\infty = \mu$). It remains to show that $F_T(t)$ is non-decreasing as $\tau$ increases within one of the three cases.

**Cases 1 and 2 ($\tau \leq 1$).** Here, $P_0$ is increasing in $\tau$ and so is $(\tau \mu + \rho - \mu - 1)e^\ell$. Therefore, $F_T(t) = P_0 + \int_0^t p_t dt$ is increasing in $\tau$ as long as $t \leq b$. If $F_T(\tau) \geq 1 - \mu$, then $p_t = 0$ for each $t > \tau$ and we are done. Otherwise, note that $F_T(t) = 1 - \mu$ for any $t \geq 1$. And, going backwards in time, $F_T(t)$ has the same value for any $\tau$ until it reaches $F_T(b)$ at $t = b$.

**Case 3 ($\tau > 1$).** Both $P_0$ and $(\tau \mu + \rho - \mu - 1)e^\ell$ are increasing in $\tau$, therefore $F_T(t)$ is increasing in $\tau$ until it reaches $1 - P_\infty$ at $t = T$. Therefore, it is enough to show that $P_\infty$ is non-increasing in $\tau$. Either one of (4) and (5) is tight, or we have $T = \tau - 1$. In the first case, $P_\infty$ is equal to 0 or $\mu$, i.e., independent on $\tau$. Otherwise, $T = \tau - 1$ implies that $e^T$ is increasing in $\tau$, and therefore $P_\infty$ is decreasing in $\tau$.

As mentioned earlier, for many $\tau$ one could actually achieve a better $\mu_T(\rho) < \mu(\rho)$. However, somewhat surprisingly the optimal such algorithm would not be monotone. The monotonicity of our algorithm therefore crucially relies on our specific description (in particular the choice of $a$ and $b$), which only aims for $(\rho, \mu(\rho))$-competitiveness with $\mu(\rho) = \sup_{\tau} \mu_T(\rho)$.

Combining Theorem 1, Lemma 3, and Lemma 26, we get:

**Corollary 27.** For every $\rho \in [1, \frac{1}{b-1}],$ there is a $(\rho, \mu(\rho))$-competitive algorithm for DPM.

To prove Lemma 3, it suffices to describe a $(\rho, \mu)$-competitive algorithm for the special case of DPM with a single idle period: Running such an algorithm for each individual period yields a $(\rho, \mu)$-competitive algorithm for DPM with any number of idle periods, since we can simply sum inequality (18) over all periods to obtain the corresponding inequality for the entire instance.

Consider now a single idle period of length $\ell$ for DPM. We first recall some observations of Irani et al. 27 about the optimal offline algorithm: It is easy to see that the optimal offline algorithm would transition to some state $j$ only once at the beginning of the period and remain there throughout the period, paying cost $a_j \ell + \beta_j$. Thus, state $j$ is preferred over state $j - 1$ if and only if $a_{j-1} \ell + \beta_{j-1} > a_j \ell + \beta_j$, or equivalently $\ell > t_j := \frac{\beta_j - \beta_{j-1}}{a_j - a_{j-1}}$. We may assume without loss of generality that $t_1 < \cdots < t_k$: Indeed, suppose $t_{k+1} \leq t_j$, then state $j$ is redundant because whenever $j$ is preferred over $j - 1$, then $j + 1$ is preferred over $j$. Defining $t_0 := 0$ and $t_{k+1} := +\infty$, we get a partition $[0, +\infty) = \bigcup_{j=0}^k I_j$, where $I_j = (t_j, t_{j+1})$. We can then express the cost of the offline optimum as

$$\text{Opt} = a_{j^*} \ell + \beta_{j^*}, \quad \text{with } j^* \text{ such that } \ell \in I_{j^*}.$$ (18)

In the online setting, we of course do not know $\ell$. The idea of our algorithm (similar to 33) is to simulate $k$ ski rental algorithms $A_1, \ldots, A_k$ in parallel, where the task of $A_j$ is to decide
An outline of our algorithm is given in Algorithm 1.

Algorithm 1 is most be the random variable for the cost of transition to state with a single idle period, completing the proof of Lemma 3. We now show that Algorithm 1 is Proof of Lemma 3. the CDF of Algorithm 1 is given by

\[ F^j(t) := F_{\tau/t_j} (t/t_j). \]  

(19)

An outline of our algorithm is given in Algorithm 1.

| Algorithm 1: DPM with a single idle period |
|--------------------------------------------|
| for \( j = 1, \ldots, k \) do \| |
| \( \text{Let } F^j \text{ be as defined by (19), induced by a monotone } (\rho, \mu) \)-competitive ski rental algorithm;} \| |
| \( \text{Choose } p \in [0, 1] \text{ uniformly at random;} \| |
| \( \text{At any time } t: \text{ choose state } j = \max\{j: F^j(t) \geq p\}; \| |

Proof of Lemma 3. We now show that Algorithm 1 is \((\rho, \mu)\)-competitive for DPM instances with a single idle period, completing the proof of Lemma 3.

Denote by \( A_j := \inf\{t \mid F^j(t) \geq p\} \) the random variable for the time when \( A_j \) triggers the transition to state \( j \). As shown in Lemma 26, the monotonicity of the ski rental algorithm yields \( F^{j^*}(t) \geq F^j(t) \) for all \( t \). Therefore, \( A_1 \leq \cdots \leq A_k \).

For a prediction \( \tau \) and an idle period of length \( x = \ell \), let

\[ \text{cost}_j = (\beta_j - \beta_{j-1}) \cdot \mathbb{1}_{A_j \leq x} + (\alpha_{j-1} - \alpha_j) \cdot \min\{A_j, x\} \]

be the random variable for the cost of \( A_j \). Since \( A_j \) is \((\rho, \mu)\)-competitive, its expected cost is at most

\[ E(\text{cost}_j) \leq \rho \cdot \min\{(\alpha_{j-1} - \alpha_j)x, \beta_j - \beta_{j-1}\} + \mu \cdot (\alpha_{j-1} - \alpha_j) \cdot |\tau - x|. \]

Let \( j \) be the maximal \( j \) such that \( A_j \leq x \). Writing \( A_0 := 0 \) and \( A_{k+1} := \infty \), the cost of Algorithm 1 is

\[ \text{cost} = \beta_j + \sum_{j=1}^{k} (A_j - A_{j-1})\alpha_{j-1} + (x - A_j)\alpha_j \]

\[ = \sum_{j=1}^{k} (\beta_j - \beta_{j-1}) \cdot \mathbb{1}_{A_j \leq x} + \sum_{j=1}^{k+1} (\min\{A_j, x\} - \min\{A_{j-1}, x\})\alpha_{j-1} \]

\[ = \sum_{j=1}^{k} (\beta_j - \beta_{j-1}) \cdot \mathbb{1}_{A_j \leq x} + \sum_{j=1}^{k} (\alpha_{j-1} - \alpha_j) \min\{A_j, x\} + \alpha_k x, \]

which is precisely \( \alpha_k x + \sum_{j=1}^{k} \text{cost}_j \). Taking expectations, we get

\[ E(\text{cost}) \leq \alpha_k x + \rho \sum_{j=1}^{k} \min\{(\alpha_{j-1} - \alpha_j)x, \beta_j - \beta_{j-1}\} + \mu \cdot |\tau - x| \sum_{j=1}^{k} (\alpha_{j-1} - \alpha_j) \]

\[ = \alpha_k x + \rho ((\alpha_{j^*} - \alpha_k)x + \beta_{j^*} - \beta_0) + \mu \cdot |\tau - x| \cdot (a_0 - a_k). \]

where \( j^* \) denotes the optimal state such that \( \text{OPT} = \alpha_{j^*} x + \beta_{j^*} \). The equality holds since

\[ \beta_j - \beta_{j-1} \leq x \cdot (\alpha_{j-1} - \alpha_j) \iff t_j \leq x \iff j \leq j^*. \]

The theorem now follows since \( \beta_0 = 0, \alpha_k \geq 0 \) and \( 1 \leq \rho \).
4.1 Conversion to a prudent algorithm

It was shown by Lotker et al. [35] that any DPM algorithm can be converted (online) into one that assigns a non-zero probability to at most two adjacent power states, and the resulting algorithm can only have smaller expected cost than the original algorithm. More precisely, for a given time, denote by $p_i$ the probability that the algorithm is in state $i$. We call the probability vector $(p_0, \ldots, p_k)$ prudent if it is of the form $(0, \ldots, 0, p_{i-1}, p_i, 0, \ldots, 0)$ for some $i = 1, \ldots, k$. A DPM algorithm is prudent if its probability vector is prudent at all times. Note that our DPM algorithm is not prudent: Indeed, our ski rental algorithm typically buys with non-zero probability already at time 0, and thus the DPM algorithm obtained via the above reduction assigns non-zero probability to all power states at time 0. Since conversion to a prudent algorithm using the method of [35] reduces an algorithm’s cost, any implementation should apply this conversion, which we now describe.

To make the DPM algorithm prudent, we need to convert each non-prudent probability vector $p = (p_0, \ldots, p_k)$ into a prudent one $\tilde{p}$. Let $B_p = \sum_i p_i \beta_i$ be the expected wake-up cost of vector $p$, and let $m = \max\{i \mid \beta_i \leq B_p\}$ be the deepest state whose wake-up cost is at most $B_p$. Note that if $m = k$, then $p = (0, \ldots, 0, 1)$ is already prudent. Otherwise, $m < k$ and define

$$
\tilde{p}_i = \begin{cases} 
\frac{\beta_{i+1} - B_p}{\beta_{m+1} - B_p} & i = m \\
1 - \tilde{p}_m & i = m + 1 \\
0 & \text{otherwise.}
\end{cases}
$$

It was shown in [35] Theorem 4.2 that when replacing any non-prudent vector $p$ by a prudent vector $\tilde{p}$ in this way, the resulting algorithm pays the same expected wake-up cost but less running cost than the original non-prudent algorithm.

5 Finding the best trade-off online

Our goal is to design an algorithm whose performance almost matches that of Corollary 27 simultaneously for all $\rho$, proving Theorem 5. It will be useful to view DPM as a Metrical Task System.

Metrical Task Systems (MTS). Metrical Task Systems (MTS), introduced by Borodin et al. [13], is a broad class of online problems containing many other problems as special cases. In MTS, we are given a metric space $M$ of states. We start at a predefined initial state $x_0$. At each time $t = 1, 2, \ldots, T$, we are presented with a cost function $c_t : M \to \mathbb{R}_+$, Then, we have to choose our new state $x_t$ and pay $\text{dist}(x_{t-1}, x_t) + c_t(x_t)$, where $\text{dist}(x_{t-1}, x_t)$ is the distance between $x_{t-1}$ and $x_t$ in $M$. The objective is to minimize the overall cost incurred over time.

To formulate DPM as a Metrical Task System, we choose states $0, 1, \ldots, k$ corresponding to the power states, with distances $\text{dist}(i, j) = \frac{1}{2}|\beta_i - \beta_j|$, so that the cost of switching from the state 0 to $j$ and back is $\beta_j$. We choose 0 as the initial state. We discretize time in the DPM instance using time steps of some small length $\delta > 0$. At each time step belonging to some idle period, we issue a cost function $e$ such that $c(j) = \delta \alpha_j$ for each $j = 0, \ldots, k$. At the end of each idle period, we issue a cost function where $c(0) = 0$ and $c(j) = +\infty$ for $j = 1, \ldots, k$, which forces any algorithm to move back to the active state.

We use the result of Blum and Burch [12] to combine multiple instances of our algorithm with different parameters $\rho$.

Theorem 28 (Blum and Burch [12]). There is an algorithm which, given $N$ online algorithms $A_1, \ldots, A_N$ for an MTS with diameter $D$ and $\epsilon_1 < 1/2$, achieves expected cost at most

$$(1 + \epsilon_1) \cdot \min_t \{\text{cost}(A_t)\} + O(D/\epsilon_1) \ln N.$$
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Proof of Theorem 5 For $\epsilon_2 > 0$, we choose a set $P \subset [1, \frac{\epsilon}{e - 1}]$ of $O(1/\epsilon_2)$ values of $\rho$ as follows:

$$P := \left\{ 1, \tilde{\rho}, \frac{\epsilon}{e - 1} \right\} \cup \left\{ \rho_i \mid \mu(\rho_i) = (1 + i\epsilon_2)\mu(\tilde{\rho}), \text{ where } i = 1, \ldots, \left\lfloor \frac{1 - \mu(\tilde{\rho})}{\mu(\tilde{\rho})\epsilon_2} \right\rfloor \right\},$$

where $\tilde{\rho} \approx 1.16$ is as defined below equation (3). We claim that

$$\min_{\rho \in P} \min \{\rho \text{ OPT} + \mu(\rho)\eta \} \leq (1 + \epsilon_2) \min_{\rho \in [1, \epsilon/(e - 1)]} \{\rho \text{ OPT} + \mu(\rho)\eta \}.$$

If the minimizer $\rho$ of the right-hand side lies in $[\tilde{\rho}, \frac{\epsilon}{e - 1}]$, then it is one of the endpoints $\rho \in \{\tilde{\rho}, \frac{\epsilon}{e - 1}\}$, since $\mu(\rho)$ is linear in this interval. If the minimizer is $\rho \in [1, \tilde{\rho})$, then there exists $i$ such that $\rho \leq \rho \leq \rho_i$, where $\rho = \rho_{i+1}$ if it exists and $\rho = 1$ otherwise. Here, we have $\mu(\rho) \leq (1 + \epsilon_2)\mu(\rho_i) \leq (1 + \epsilon_2)\mu(\rho)$, since $\mu$ is a decreasing function. Thus, $\rho \text{ OPT} + \mu(\rho)\eta \leq \rho \text{ OPT} + (1 + \epsilon_2)\mu(\rho)\eta$.

Combining our $(\rho, \mu(\rho))$-competitive algorithms for DPM for $\rho \in P$ using Theorem 28, the resulting algorithm has cost at most

$$(1 + \epsilon_1)(1 + \epsilon_2) \min_{\rho \in [1, \epsilon/(e - 1)]} \{\rho \text{ OPT} + \mu(\rho)\eta \} + O\left(\frac{\beta_k}{\epsilon_1} \ln \frac{1}{\epsilon_2}\right),$$

since $D = \beta_k/2$ in our case. This concludes the proof.

\[\square\]

5.1 Remarks on shifting/dynamic regret

Instead of the connection to MTS and the result of Blum and Burch [12], we could also use other online learning techniques. In particular, we could change the parameter $\rho$ of a variant of our algorithm with bounded cost per iteration (see Section 5.1.1 below) in the beginning of each idle period based on any algorithm for the experts problem with vanishing regret, see [14] for reference. Under a mild assumption that the average length of the idle periods is a positive number independent of the number of idle periods, this would also lose only a factor $(1 + \epsilon)$ compared to the best $\rho$.

Of special interest are the results on shifting/dynamic regret, see work of Chen et al. [16], Cesa-Bianchi et al. [15], and Hall and Willett [21]. They allow us to reach a cost comparable not only to the algorithm with the best fixed $\rho$, but also to the best strategy of switching between multiple values of $\rho$ a bounded number of times. For example, the additive regret of Fixed Share Forecaster [23] with respect to a strategy with $m$ switches, is at most

$$O\left(\sqrt{mT \ln \frac{1}{\epsilon_2} \ln \frac{m}{T}}\right),$$

when $T$ is the number of idle periods.

This kind of result can be very useful in scenarios where well-predictable parts of the input are interleaved with unpredictable or adversarial sequences which make the total prediction error high, forcing any static strategy to use large $\rho$. The shifting regret approach allows us to make use of the good predictions outside of the adversarial parts of the sequence.

5.1.1 Bounded cost per iteration

The cost of Algorithm 1 in one iteration may be arbitrary high (in case of an infinite prediction error), making it hard to use with some of the online learning techniques mentioned above. However, we can make sure that the cost of Algorithm 1 is bounded in each iteration at a small cost. In fact, it is enough to ensure bounded cost for the ski rental algorithm from Section 2 used in the construction of Algorithm 1. Note that if $P_{\infty} > 0$, then our algorithm might never buy skis, thus leading to unbounded cost. We can achieve bounded cost on the expense of worsening $\mu(\rho)$ by a factor of $(1 + \epsilon)$ in the following way. For $t < u = \frac{\epsilon}{e}(3 + 1/\epsilon)$, we define $F_t(t)$ as for our ski rental algorithm from Section 2 (for general $\alpha$ and $\beta$), and $F_t(t) = 1$ for any $t \geq u$, making sure no more costs are incurred in times $t > u$. 
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Claim 29. The algorithm with modified $F_\tau$ is $(\rho, (1 + \epsilon)\mu(\rho))$-competitive and its cost is never larger than $\beta(4 + 1/\epsilon)$.

Proof. The bound on the cost is easy to see: In the worst case, we buy at time $u$, paying $\alpha \frac{\beta}{\alpha} (3 + 1/\epsilon)$ for renting until $u$ and additional $\beta$ for buying.

We will show that the algorithm is $(\rho, (1 + \epsilon)\mu(\rho))$-competitive under the assumption $\alpha = \beta = 1$. The result for general $\alpha$ and $\beta$ then follows from Lemma 6.

First case: $\tau \leq 3$. Here, $\text{cost}(x) \leq \rho \text{OPT} + \mu(\rho) \cdot \eta$ for any $x \leq u$ since the modified algorithm has the same behaviour as the one in Section 2. If $x \geq u$, we pay an additional cost of $P_\infty$ for buying at time $u$:

$$\text{cost}(x) \leq \rho \text{OPT} + \mu(\rho) \cdot \eta \leq \rho \text{OPT} + \mu(\rho) \cdot (1 + \frac{1}{|\tau - x|}) \leq \rho \text{OPT} + \mu(\rho) (1 + \epsilon) \cdot |\tau - x|,$$

since $P_\infty \leq \mu(\rho)$, $\tau \leq 3$ and $x \geq 3 + 1/\epsilon$.

Second case: $\tau > 3$. Here, we claim that $P_\infty = 0$ and therefore $F_{\rho, \tau}(1) = 1$, i.e., no modification is needed. Note that $P_\infty = 0$ whenever \([4]\) is tight, i.e.,

$$e^{\tau - 1} \geq \frac{\rho - \mu}{\rho - \mu + \tau \mu - 1}.$$  \hspace{1cm} (20)

If we have $\mu > \mu(\rho) \approx 0.36$, then $\tau \mu - 1 > 0$ for any $\tau > 3$, making the right-hand side of (20) smaller than 1. Otherwise, $\mu(\rho) = \frac{1 - \rho^{\frac{\epsilon - 1}{\epsilon}}}{\ln 2} > 1 - \rho^{\frac{\epsilon - 1}{\epsilon}}$, and we have

$$\frac{\rho - \mu}{\rho - \mu + \tau \mu - 1} \leq \frac{\rho}{\rho + (\tau - 1)\mu - 1} < \frac{\rho}{\rho - \rho^{\frac{\epsilon - 1}{\epsilon}}} = e,$$

making the right-hand side of (20) smaller than $e$, while $e^{\tau - 1} > e$. \hfill \Box

6 Experiments

In this section, we present an experimental evaluation of our algorithms compared to existing learning-augmented ski rental algorithms for the ski rental and DPM problems.\(^3\) We use a synthetic dataset, which was introduced by Purohit et al.\(^4\), and a real-world dataset, which is based on smartphone traces from [44]. The results of our experiments\(^4\) suggest that the performance of learning-augmented algorithms indeed degrades smoothly when the error increases, providing solutions which are better, for medium errors, than naive algorithms trusting the predictions and online (predictionless) algorithms. In the experiments, the performance of our algorithms degrades more smoothly when the prediction error increases than previous learning-augmented online algorithms do. This is expected, since consistency-robustness trade-offs of previous algorithms optimize the two extreme scenarios of perfect predictions and adversarially bad predictions, whereas the notion of $(\rho, \mu)$-competitiveness also captures the case of useful but imperfect predictions.

For the ski rental problem, in addition to the classical $\epsilon/(e - 1)$-competitive online algorithm, we consider the following algorithms: FTP, which blindly follows the prediction (i.e., it either buys at time 0 or never); PSK, the randomized algorithm from [39]; and ADJKR, the deterministic algorithm from [41]. As three algorithms - PSK, ADJKR, and ours - each depend on a hyperparameter, we set them in such a way that we obtain the same consistency ($\rho$ in the notation of this paper). For example, the consistency of $\rho = 1.216$ corresponds to the parameter $\lambda \approx \ln(3) / 2$ for PSK, as selected in [39].

\(^3\)We run prior ski rental algorithms on DPM using Lemma 3 and Theorem 28, as discussed in Sections 3 and 4.

\(^4\)The code and datasets we used to run our experiments are available at \url{https://github.com/adampolak/dpm}. 
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We consider either two power states (of respective power consumption \{0, 1\} and wake-up costs \{1, 0\}, which correspond to ski rental) or four power states, whose respective power consumption are \{1, 0.47, 0.105, 0\} and wake-up costs are \{0, 0.12, 0.33, 1\}, values corresponding to the active, idle, stand-by and sleep states of an IBM mobile hard-drive \cite{27}. For four power states, we convert algorithms initially designed for two power states (i.e., multi-round ski rental) using Lemma \ref{lem:1} and convert the resulting algorithms to their prudent variants as discussed in Section \ref{sec:4.1}.

We either run algorithms with fixed values of \(\rho\), handling each idle period independently from the past ones, or we use Theorem \ref{thm:28} to let the algorithms adjust the value of \(\rho\) across multiple idle periods. For randomized algorithms (i.e., PSK and ours) we use \(\rho \in \{1, 0.47, 1.16, 1.3, 1.4, 1.5, \frac{1}{\epsilon_1+1}\}\); values 1 and \(\frac{1}{\epsilon_1+1}\) correspond to FTP and the classical randomized \(\frac{e}{e-1}\)-competitive online algorithm. For the deterministic ADJKR algorithm, we do not combine it with the randomized \(\frac{e}{e-1}\)-competitive algorithm; instead, we additionally use \(\rho \in \{1.6, 1.7, 1.8, 1.9, 2\}\). We use \(\rho = 2\) corresponds to the classical deterministic 2-competitive online algorithm. Finally, for FTP, we combine it only with the classical randomized online algorithm. The value of the parameter \(\epsilon_1\) is set to 0.1.

We repeated each experiment 10 times. As the maximum standard deviation was smaller than 0.025, we do not print error bars on the charts and only display the average result.

**Synthetic scenario.** For the synthetic dataset, we generate both the input data and predictions following the approach proposed by Purohit et al. \cite{39}. We use two datasets, each composed of 10000 independently generated durations (of the idle periods/ski seasons). For the first dataset PSK_{4}, durations are drawn uniformly from \([0, 4]\) as originally proposed in \cite{39}. For the second dataset PSK_{8}, durations are drawn uniformly from \([0, 8]\), in order to offer instances in which also the deepest power state might be chosen by the optimal offline algorithm. We feed the learning-augmented algorithms with synthetic predictions generated as follows: each prediction is equal to the exact request plus a random noise drawn from a normal distribution of mean 0 and standard deviation \(\sigma\).

In Figure \ref{fig:6a} we plot the results for two values of the consistency \(\rho\) for the two-state DPM problem (i.e., for multi-round ski rental; however the algorithms in that figure have fixed values of \(\rho\) and do not carry any information between consecutive rounds). Figure \ref{fig:6b} shows the performance of the algorithms with Theorem \ref{thm:28} applied to automatically adjust the value of \(\rho\). We can observe that for low error the algorithms perform equally well (because they quickly determine that \(\rho = 1\)
Figure 7: Performance achieved for the four-state DPM problem on the synthetic datasets by algorithms utilising Theorem 28.

Figure 8: Performance of our ski rental algorithm for different values of $\rho$ on PSK$_4$ dataset. Recall that for $\rho \approx \frac{e}{(e-1)} \approx 1.58$, our algorithm emulates exactly the classical $\frac{e}{(e-1)}$-competitive online algorithm, while for $\rho = 1$ it emulates the FTP algorithm.

Figure 9: Impact of prudence (see Section 4.1) on performance achieved for the four-state DPM problem on PSK$_8$ dataset by algorithms utilising Theorem 28.

Figure 10: Performance achieved by algorithms utilising Theorem 28 for the four-state DPM problem on the real-world dataset based on I/O traces from Nexus 5 smartphone [44] with predictions generated by Share algorithm of Herbster and Warmuth [23] as proposed by Helmbold et al. [22].
is best, which corresponds to executing FTP). As the prediction error increases, our algorithm performs better than the other algorithms on this dataset.

Figure 7 presents analogous results to Figure 6b for four-state DPM on both datasets, PSK_4 and PSK_8. The figure shows that the algorithms PSK and ADJKR (combined with Lemma 3 and Theorem 28) essentially perform as well as the better of the two algorithms FTP and the classical online algorithm without predictions. This reflects the fact that these algorithms were designed to optimize the trade-off between consistency and robustness in every single idle period, thus aiming primarily at the two extremes of perfect predictions and adversarially bad predictions. In contrast, the way in which our algorithm’s performance degrades as the error increases is (near-)optimal in terms of $(\rho, \mu)$-competitiveness, and the algorithm’s consistency and robustness are still optimal over many idle periods (but not necessarily for each idle period individually). Accordingly, our algorithm achieves a significant improvement over previous algorithms in the regime of medium-sized errors and even when predictions are only very weakly correlated with the truth.

The impact of the choice of the consistency $\rho$ on our algorithm is depicted in Figure 8. Lower values of $\rho$ imply a better consistency, so a better performance when $\sigma$ is small, but may lead to worse results for larger prediction errors.

Finally, Figure 9 shows that converting randomized algorithms to prudent ones (see Section 4.1) is crucial for achieving good experimental performance. Four-state DPM algorithms with that modification ablated perform significantly worse than their prudent variants on the PSK_8 dataset. Recall that since ADJKR is deterministic, there exists no non-prudent version of this algorithm.

**Real-world scenario.** Even though some of the previous works on DPM [22, 27] include real-world experiments, these papers are rather aged and the datasets used in them seem no longer available. For that reason, in order to test the algorithms in a real-world-inspired scenario, we created a dataset based on I/O traces [4] from a Nexus 5 smartphone [44]. We took the five largest traces and extracted from them durations of idle periods between requests. Since we could not find a power states specification for that device, we used the same power states as for the synthetic experiments, i.e., an IBM mobile hard-drive’s power states reported in [27]. Because of that, we had to scale up the idle period durations so that their order of magnitude becomes similar to that in the synthetic experiments.

For this experiment, instead of resorting to synthetic predictions, we implemented a simple actual predictor, proposed by Helmbold et al. [22] in the context of spinning down disks of mobile computers. The predictor adapts the Share learning algorithm of Herbster and Warmuth [23], which is based on the multiplicative weights update method. Since it is interesting to evaluate learning-augmented algorithms both in the presence of good and bad predictions, we consider two variants of that predictor. The good variant uses hyperparameters proposed in [22]; the bad variant has the rate parameter of weight updates negated.

Figure 10 presents the results of the experiment. In particular, on each dataset, either our algorithm performs better than all the others, or the nonrobust FTP is the best one and all robust learning-augmented algorithms are almost equally good.
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