Abstract

In the nuclear fusion community, there are many specialized techniques to analyze the data coming from a variety of diagnostics. One of such techniques is the use of spectrograms to analyze the magnetohydrodynamic (MHD) behavior of fusion plasmas. Physicists look at the spectrogram to identify the oscillation modes of the plasma, and to study instabilities that may lead to plasma disruptions. One of the major causes of disruptions occurs when an oscillation mode interacts with the wall, stops rotating, and becomes a locked mode. In this work, we use deep learning to predict the occurrence of locked modes from MHD spectrograms. In particular, we use a convolutional neural network with class activation mapping to pinpoint the exact behavior that the model thinks is responsible for the locked mode. Surprisingly, we find that, in general, the model explanation agrees quite well with the physical interpretation of the behavior observed in the spectrogram.

1. Introduction

Nuclear fusion is the energy-generating process that powers the stars, and that several public-funded initiatives—as well as a growing number of startups—are trying to replicate using a variety of approaches, from small-scale to large-scale devices, namely ITER [1]. One of the most promising configurations is the tokamak [2], a toroidal chamber where the plasma (which is basically a compound of hydrogen isotopes heated up to about 150 million degrees Celsius) is confined by a combination of magnetic fields.

Despite having been proposed more than half a century ago, the concept of tokamak is still a rich source of technical and scientific challenges, because the plasma, when confined in a toroidal geometry, behaves in intricate ways and is subject to a number of possible instabilities [3]. These instabilities can be studied by considering the plasma as a fluid (an overall charge-neutral, but electrically conductive fluid) immersed in a magnetic field, which is described by the theory of magnetohydrodynamics (MHDs) [4].

The MHD behavior of a plasma can be probed through the use of magnetic pick-up coils, also known as Mirnov coils [5], which detect amplitude fluctuations in the magnetic field as the plasma rotates inside the torus. Of special interest is the frequency of such fluctuations, which can be used to determine the oscillation modes of the plasma [6]. Some of these modes are known to be detrimental to the plasma confinement, and can even cause major disruptions [7]. These are catastrophic events, where the plasma confinement is suddenly lost, with severe consequences for plasma-facing materials.

Therefore, analyzing the MHD behavior of a plasma, as provided by the signals of magnetic pick-up coils, is of utmost importance to understand the physics of a fusion experiment and, in particular, to identify any behavior that could potentially throw the experiment off course, and into a disruption. Such analysis is typically carried out by means of MHD spectrograms which, in a similar way to audio spectrograms, plot the frequency spectrum of a signal at each point in time, based on a windowed short-time Fourier transform [8].
As a concrete example, figure 1 shows the MHD spectrogram for a sample pulse at the Joint European Torus (JET), which is currently the largest operating tokamak, before ITER. The spectrogram highlights the frequencies of the magnetic fluctuations through time, up to the end of the pulse. In this particular case, the pulse ends with a disruption at around $t = 53.7$ s.

A trained physicist will use this and other tools to find the oscillation modes that were active during the pulse, from about $t = 48.5$ s to $t = 52.5$ s. It is visible that the plasma starts decelerating at around $t = 51.5$ s (as the heating systems are being turned off, the plasma loses momentum) and that there is an interruption of the MHD activity at around $t = 52.5$ s. When the activity resumes, after $t = 53.0$ s, the plasma is rotating much slower, and the modes are brought to a sudden halt at around $t = 53.4$ s, which eventually causes a major disruption.

This last phenomenon is called mode locking [9] and it is due to the fact that the plasma oscillations induce eddy currents in the surrounding structures, which (in the absence of further heating) contribute to decelerate it even further, until the mode stops rotating and becomes locked, causing a loss of confinement. In fact, the locked mode is one of the strongest indicators (but not the only one) that a disruption is about to happen, and it has been used as the single most predictive feature in several disruption prediction studies, e.g. [10, 11].

However, more recently it has been realized that it is necessary to go beyond the locked mode, because: (1) it happens too close to the disruption to be able to change the course of events, and (2) it does not explain what happened before that, i.e. what actually caused the locked mode to occur and the disruption to ensue. It is in this second part that we bring deep learning into the picture, to try to predict the occurrence of a locked mode based on the MHD activity that has been observed up to that point in the pulse.

Moreover, we are not content just by predicting locked-mode events; we want to know exactly which MHD activity makes the model believe that there will be a locked mode. Therefore, we use a localization technique—specifically, class activation mapping (CAM) [12]—to identify the regions in the spectrogram that contribute the most, either positively or negatively, to the model prediction.

Before we start describing our model, it is important to note that this is not the first time that deep learning has been applied to MHD spectrograms, or that CAM has been applied to fusion data. In a recent paper, Bustos et al [13] used deep learning to identify, via segmentation, the active oscillation modes in MHD spectrograms; and Kwon et al [14] used CAM over images from a video camera to classify the observed behavior as disruptive or non-disruptive, and to locate the area in the image that affected the classification.

In any case, to the best of our knowledge, this is the first time that CAM is being used on MHD spectrograms for the purpose of predicting the occurrence of the locked mode and to identify the MHD behavior that is responsible for that occurrence. In the next section, we show that there is an intimate relationship between the locked mode and disruptions. In subsequent sections, we describe how we trained a convolutional neural network (CNN) to predict the locked mode, and how we used CAM to localize the relevant behavior.
2. Locked mode and disruptions

Besides the magnetic pick-up coils that provide the signal to generate the spectrogram, the magnetic diagnostics at JET include many other sensors, namely to measure the locked mode amplitude. Figure 2 shows, at the top, the signal from the magnetic pick-up coil that is used to generate the spectrogram and, at the bottom, the measured locked mode amplitude.

It is apparent that there is an increase in the locked mode amplitude at around \( t = 53.4 \) s, the same time where we have seen the plasma rotation coming to a stop in the MHD spectrogram (figure 1). We also know that this pulse ended with a disruption, which can be seen as a spike in both signals at \( t = 53.7 \) s.

The question now is whether it is possible to establish a direct relationship between the increase in the locked mode amplitude and the fact that the pulse ends with a disruption. For this purpose, and similarly to what others have done [15], we compared the locked mode amplitude of disruptive and non-disruptive pulses, and tried to find a threshold to separate them (i.e. a threshold on the locked mode amplitude that, in general, is exceed by disruptive pulses but is not exceed by non-disruptive pulses). Such threshold can be regarded as a simple binary classifier that works as follows:

- If the pulse is disruptive and the locked mode amplitude exceeds the threshold before the disruption time, then the pulse is classified as a true positive.
- If the pulse is non-disruptive and the locked mode amplitude does not exceed the threshold at any point in time, then the pulse is classified as a true negative.
- If the pulse is non-disruptive and the locked mode amplitude exceeds the threshold at any point in time, then the pulse is classified as a false positive. In the fusion community, this is also referred to as a false alarm.
- If the pulse is disruptive and the locked mode amplitude does not exceed the threshold at any point in time or, if it exceeds, it does so on or after the disruption time, then the pulse is classified as a false negative. In the fusion community, this is also referred to as a missed alarm.

Training this classifier is equivalent to finding the optimal threshold that maximizes some given metric, such as accuracy, balanced accuracy, F1 score, or Matthews correlation coefficient [16], for example. Figure 3 shows that all of these metrics are maximized when the threshold value is 1.069 mT. (For comparison, the threshold that is used for machine protection at JET is 2 mT [17].) At that point, the accuracy is 97.9\%, the balanced accuracy is 97.6\%, the F1 score is 97.4\%, and the Matthews correlation coefficient is 95.7\%; the false alarm rate is 1\% and the missed alarm rate is 2.5\%.

The fact that all of these metrics are above 95\% shows that the locked mode is an excellent discriminator between disruptive and non-disruptive pulses. This study was conducted over a dataset of 485 pulses from the JET baseline scenario [18], which is the operational scenario that is being developed for ITER. In this dataset, there were 39\% disruptive pulses and 61\% non-disruptive ones, so the dataset was fairly balanced, which explains the agreement between accuracy and balanced accuracy, and across all metrics in general. We will be using this same dataset in the forthcoming sections.
3. Deep learning model

In the previous section, we have shown that the locked mode is highly correlated with the occurrence of disruptions. However, in a general setting, not all disruptions are due to MHD activity or locked modes \cite{19}, so it does not make perfect sense to predict disruptions directly from MHD spectrograms. What makes sense is to predict the development of a locked mode from MHD activity, since locked modes are essentially MHD-related phenomena.

Therefore, we use the results from the previous section to build a binary classifier, in the form of a deep learning model, that receives a segment of MHD activity and classifies that segment as coming from a pulse that exceeds (class 1) or does not exceed (class 0) the threshold of 1.069 mT on the locked mode amplitude. The goal is to predict whether a pulse with the given MHD activity will develop a locked mode or not.

The model that we devised for this task is a CNN that performs binary classification over an input image. The input image is a window taken from an MHD spectrogram, where the horizontal axis represents time and the vertical axis represents frequency. For practical reasons, we try to have the same resolution on both axes, as will be explained below. Meanwhile, the model architecture can be readily seen in figure 4.

3.1. Model input

The model receives a $256 \times 256$ image that is obtained as follows:

- The MHD spectrogram is computed from a downsamples version of the raw signal coming from the magnetic pick-up coil. Although the signal comes from a fast acquisition system that provides a sampling rate of up to 2 MHz, for the purpose of this work we downsampled it to 125 kHz, which is enough for the range of frequencies that need to be analyzed, and is comparable to the downsampling that is usually performed when applying deep learning to high temporal resolution data from fusion diagnostics \cite{20}.
- We then apply a short-time Fourier transform with a length of 512 points and a step of 512 points as well. For a 125 kHz signal, a step of 512 points means that the spectrogram has a time resolution of 4.096 ms, and a length of 512 points means that there are 256 points on the positive side of the frequency axis. Since the time scale of the phenomena that we want to analyze is on the order of a second \cite{21}, we use a window of $256 \times 256$ over the spectrogram. On the time axis, this window covers 1.04858 s, and on the frequency axis it covers the whole vertical range of the spectrogram.

The input image that is provided to the model can be sampled anywhere on the time axis of the spectrogram. In particular, it may be sampled at the very beginning of the pulse, where there is no indication about the future outcome of the pulse; or it may be sampled past the disruption in a disruptive pulse, where the locked mode has already happened. For the sake of generality, and in order to avoid biasing the model toward a desired outcome, we allow the $256 \times 256$ window to be sampled anywhere.
3.2. Model structure

The model is composed of five convolutional blocks. Each block has two convolutional layers followed by a max-pooling layer, except for the last block which introduces a global average pooling layer at the end. This has been done on purpose, to facilitate the generation of the class activation maps later on. However, there is no reason to worry about this having a detrimental effect in the results, since our experiments suggest that a classical CNN with max-pooling and two dense layers at the end achieves essentially the same results, because both models have more than enough parameters to overfit the training data. In fact, the use of global average pooling has the added benefit of making the model less prone to overfitting [22].
3.3. Model training
The model was trained by drawing samples from the MHD spectrograms of 485 baseline pulses, where 90% (436 pulses) were used for training, and 10% (49 pulses) were used for validation. The data splitting was done in such a way as to guarantee that the distribution of disruptive and non-disruptive pulses (39% vs. 61%, respectively) was the same in both the training set and the validation set.

The batching process was such that each training batch contained exactly one sample from each training pulse; so the batch size was equal to the number of training pulses. However, for each batch a different sample is drawn from the MHD spectrogram of each training pulse. As for the validation pulses, we took 100 evenly-spaced samples from each of them, and used those samples for validation at the end of each training epoch. Each epoch consisted in providing the model with ten training batches.

Although it is possible to draw many 1 s samples from the spectrogram of any given pulse, the fact that the number of pulses is limited (and hence the variety of the observed behaviors) has led us to use all the available pulses for training/validation purposes, with the exception a single pulse (92 213) that was left out for testing purposes. This is a pulse that is particularly familiar and representative of a class of disruptions whose dynamics have been studied before [23].

Figure 5 shows the evolution of the loss (binary cross-entropy) and classification accuracy (percentage) during training. In general, and across many trials with different hyperparameters, the validation loss hardly falls below 0.4, and the validation accuracy does not rise much above 80%, which, nevertheless, is considered to be a good result, especially when taking into account that the training samples can be drawn from anywhere in the MHD spectrograms.

In the training run of figure 5, the best validation loss (0.365) is achieved on epoch 356; after that, it tends to increase in a clear sign of overfitting. At that point (epoch 356), the validation accuracy achieves 83.3%. The whole training process is rather noisy due to the fact that the model keeps receiving ambiguous samples. Specifically, at the beginning of a pulse it is impossible to say whether the pulse will develop a locked mode or not, because the behavior is similar in both disruptive and non-disruptive pulses, but the model receives a sample labeled 0 or 1, and has to adjust accordingly. This often leads to spikes that are especially visible in the validation loss.

A different labeling scheme could help avoid this jitter in the training process, and possibly provide even higher accuracy. For example, a sample could be labeled as 1 only if it is within a certain time interval from the locked mode. However, this would introduce additional problems, such as having to decide on an appropriate time interval, and it would also contribute to make the dataset severely unbalanced by reducing the number of samples that are labeled as 1, in comparison to those that are labeled as 0.

3.4. Model predictions
After training the model, we can use it to make predictions on pulses that the model has not seen before. For this purpose, we can slide a window across the time axis of the spectrogram, from the beginning to the end of
the pulse, and ask the model for a prediction at each point in time, where the window is positioned always to the left (i.e. to the past) of the point in time for which the prediction is being made. Figure 6 shows the result for pulse 92 213.

It is interesting to note that the prediction starts relatively high at around $t = 48$ s because the model is confused by a numerical artifact that exists at the beginning of this spectrogram, at 10 kHz. The prediction eventually drops down to low values around $t = 51$ s before rising up again when the plasma starts decelerating, and it shoots up when the MHD activity is interrupted at $t = 52.5$ s. From that point onwards, the prediction is very close to 1.0 and, once the model sees the disruption, it becomes absolutely certain that this pulse has a locked mode.

The most interesting part of this prediction is that, for a pulse that the model has never seen before, the model is pretty certain that this pulse will develop a locked mode well before it happens. For this type of pulses, the warning time is typically in the range of 1.0–1.5 s before the disruption, which is well above the average warning time of other disruption predictors, such as APODIS [24], which relies mainly on the locked mode amplitude signal and has an average warning time of 350 ms. The inference time of the model is about 4 ms on a single GPU, including the latency associated with data transfers to and from GPU memory.

In the next section, we use CAM to understand what makes the model become so certain about that prediction.

4. Model interpretability

CAM [12] is a localization technique that provides a heatmap highlighting the regions of an input image that most contributed to the classification of that image by the model. Originally, CAM has been devised for CNNs with a global average pooling layer, as in our model in figure 4.

Using our own model to illustrate the concept, the last convolutional layer produces 256 features maps of size $16 \times 16$. What the global average pooling layer does is to reduce each of those features maps to an average value. The 256 average values that result from such reduction are then passed to a dense layer, which has its own weights to produce the model prediction.

If we go back to the feature maps we have before the global average pooling, and assign the weights of the dense layer to those corresponding feature maps, and then do a weighted average of the feature maps, we end up with a single $16 \times 16$ result. This result can be interpreted as a heatmap where the value of each pixel indicates how important that pixel is for the classification of the image that was given as input to the model.

There is, however, a slight caveat: while the input image is $256 \times 256$, the heatmap is only $16 \times 16$. The solution, which is part of the original CAM approach, is to scale up the heatmap to the same dimensions of the input image. The heatmap can then be overlaid on top of the input image to highlight the regions that most contributed to the classification.

4.1. Changing the model

The CAM approach requires a few adaptations to the model. Once the model has been trained, we remove the global average pooling layer, and also retrieve the weights from the dense layer. We replace those two
layers with a single custom layer that computes the weighted average of the feature maps produced by the last convolutional layer. The resulting model is shown in figure 7.

4.2. Analyzing the class activation maps

The class activation maps produced by the model in figure 7 turn out to be a very useful tool to understand how the model in figure 4 arrives at a certain prediction. In many cases, the regions highlighted in the class activation map agree with the physical intuition of what is going on with the pulse at that point in time. Figure 8 shows an example.

On the left-hand side of figure 8, there is the spectrogram and the model predictions, as shown earlier in figure 6. In addition, there is a yellow rectangular region over the spectrogram, highlighting the $256 \times 256$ window that the model is currently looking at. (The window appears to be rectangular rather than square because the time axis is somewhat compressed with respect to the frequency axis.) It is based on this window that the model produces the prediction at the time point indicated by a vertical dash line on the rightmost edge of that window (i.e. at the first time point immediately after that window).

On the right-hand side of figure 8, there is the class activation map that corresponds to the yellow region on the left-hand side of the figure. For this class activation map, we chose a color scheme according to the following ideas:

- White is used to indicate neutral regions that neither contribute to classify the pulse into class 1 nor contribute to classify the pulse into class 0. The value on these pixels is zero (or very close to zero), which would yield a value of $\sim 0.5$ should they be passed through a sigmoid (without bias).
- Red is used to indicate positive regions that contribute to classify the pulse into class 1. The more intense red indicates higher values that might easily saturate a sigmoid toward 1.0.
- Blue is used to indicate negative regions that contribute to classify the pulse into class 0. The more intense blue indicates lower values that might easily saturate a sigmoid toward 0.0.

An interesting conclusion that one can draw from here is that the model prediction is a combination of all these contributions, and while the blue regions contribute toward class 0, the red regions contribute towards class 1. As a consequence, a prediction of 0.5 does not mean that the class activation map is white all
over; it just means that there is balance between the blue regions and the red ones. In the example of figure 8, the prediction is 0.981 but there are still some blue regions in the class activation map.

What is most striking in figure 8 is that the red regions in the class activation map highlight features that are very meaningful from a physics point of view: first the interruption of MHD activity at \( t = 52.5 \) s, and then its resumption at \( t = 53.2 \) s, before the locked mode develops. In particular, the model is paying special attention to that strongest, lowest frequency mode, which has been identified in the literature as a \( 2/1 \) mode that is highly susceptible of becoming locked \([25]\).

Between the two red regions, there is a blue region which highlights the fact that, in the absence of MHD activity, there is no reason to believe that the pulse will develop a locked mode. However, this does not prevent the model from finding strong indications that a locked mode is about to occur, as suggested by the model prediction, which is consistently above 0.9 in this period. (Naturally, if the window was shorter in time, this would prevent the model from seeing the whole picture; this highlights the need for sufficiently long windows and the importance of time-evolution patterns.)

A legitimate question that one may ask is how large does the model prediction need to become for us to seriously consider the possibility that a locked mode will develop? In other words, what is the threshold above which we should throw an alarm? We address this question in the next subsection.

4.3. Using a threshold on the model output

When training the model, the pulses were split into 90\% for training and 10\% for validation, with only one pulse being left out for testing purposes. This means that we do not have a proper test set on which to evaluate the model. Of course, there are many other pulses at JET on which we could test our model, but these belong to different experimental scenarios where the model might not perform so well. Evaluating the model on the training data is out of the question, but perhaps we can turn to the validation set to extract some metrics.

Figure 9 shows what happens when we look at the model predictions on the validation set and we use a threshold to decide when to throw an alarm. As in section 2, throwing an alarm after the locked mode has happened is the same as not throwing an alarm (false negative or missed alarm), and throwing an alarm on a pulse without locked mode is a false positive or false alarm.

Figure 9 shows that all the metrics (namely accuracy, balanced accuracy, F1 score, and Matthews correlation coefficient) are maximized at a threshold value of about 0.88. This means that, for the example shown earlier in figure 8, an alarm would have been thrown immediately upon the interruption of MHD activity at \( t = 52.5 \) s. Figure 9 also plots the receiver operating characteristic curve \([26]\), and the area under this curve (AUC) is about 0.80, which is fairly good for this predictor. The fact that the AUC is well above 0.5 means that the model is able to recognize true positives (i.e. actual occurrences of the locked mode) without incurring into an equal proportion of false positives (i.e. false alarms).
5. Conclusion

In this work, we have reached three main findings.

First, there is an intimate relationship between the occurrence of locked modes and disruptions. This has been already reported at length in the literature, but it is comforting to see that it applies to our dataset as well. The fact that the locked mode is usually present when there is a disruption is what justifies and motivates the idea of predicting disruptions from MHD activity. In this work we do not predict disruptions directly but predict the occurrence of locked modes which, almost invariably, lead to disruptions.

Second, a deep learning model applied over MHD spectrograms is able to capture the behavioral patterns that lead to the locked mode, and is able to anticipate the locked mode with an advance warning time that is comparable to, or even exceeds, current disruption predictors. It should be noted that most of these predictors use the locked mode amplitude as one of their input signals, so analyzing the MHD spectrogram seems to provide more information than the locked mode signal alone, as it should be expected.

Third, CAM is an effective technique to understand and explain the predictions of a deep learning model. In our context, the use of CAM made it possible to extract some key insights that physicists are well aware of when analyzing MHD spectrograms. This means that when we try to explain why the model came up with a certain prediction, the explanation makes sense from a physics point of view. This explanation can be used as a starting point for a deeper investigation MHD phenomena.

In future work, we plan to extend this methodology to other experimental scenarios at JET, where the range of MHD phenomena may require the use of a larger model, with more learning capacity. The parameter and hyperparameter spaces for the current model could be more extensively explored, in order to possibly improve the results. The model could be incorporated as an additional alarm trigger in the JET real-time network. As an MHD analysis tool, the model could incorporate other interpretability techniques, which could bring additional insights.
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