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The sending-or-not-sending (SNS) protocol of the twin-field quantum key distribution (TF-QKD) has its advantage of unconditional security proof under whatever coherent attack and fault tolerance to large misalignment error, and hence has attracted lots of attentions. In this paper, we study the finite key effect of SNS protocol with two way communication and obtain the key rate formula by taking all the finite key effect into consideration. Besides, we show how to apply our method to the asymmetric SNS protocol. The numerical results show that in the case of finite key size, our method can greatly improve the key rate of SNS protocol with both symmetric channel and asymmetric channel, and unconditionally break the absolute key rate limit of repeater-less quantum key distribution. Comparison shows that the simulated key rates presented here are the best known results of practical QKD.

I. INTRODUCTION

In 1984, Bennett and Brassard proposed the first quantum key distribution (QKD) protocol, BB84 protocol [1], which can provide the unconditional secure private communication between Alice and Bob [1, 8]. But the security of BB84 protocol cannot be guaranteed given imperfect devices such as the weak coherent state (WCS) source or the imperfect detectors such as avalanche photodiode detectors (APDs) are used [9, 17]. The decoy-state method [18–20] can assure the security of the QKD protocol with imperfect sources and maintain the high key rate, and thus attracts many studies on both the theories [21–28] and experiments [29–39]. Besides decoy-state method, there are other protocols such as RRDPS protocol [40, 41] proposed to beat photon-number-splitting (PNS) attack. Measurement-Device-Independent (MDI)-QKD [42, 43] was proposed to solve all possible detection loopholes. The decoy-state MDI-QKD can assure the security with imperfect sources and detectors, and thus has been widely studied [44, 51].

Recently a protocol named Twin-Field (TF)QKD [58] was proposed, changing the key rate into square root scale of channel transmittance. The protocol can break the repeater-less key-rate limit such as the famous TGW bound [59] and the PLOB bound [60] which will be used in this work. Later, many variants [61–74] of TFQKD were proposed to close the security loophole due to the post announced phase information. Experiments [75–79] have been done to demonstrate those protocols. In particular, an efficient protocol named sending-or-not-sending (SNS) protocol has been proposed in Ref. [61].

The SNS protocol has its advantage of tolerating large misalignment errors [61, 67] and unconditional secure distance with finite pulses [70]. The numerical results show that the secure distance can exceed 500 km even when the misalignment error is as large as 20% [70]. The SNS protocol has been experimentally demonstrated in proof-of-principle in Ref. [72], and realized in real optical fiber with the finite key effects being taken into consideration [76]. However, there are still considerable spaces to further improve the practical feasibility of the SNS protocol. First, the original SNS protocol [61, 67, 70] is limited to small probability of sending a signal coherent state. Second, the original SNS protocol is limited to the symmetric source parameters for Alice and Bob while we need to use asymmetric source parameters given asymmetric channel in practice.

The two way communication method, actively odd-parity pairing (AOPP) can be used to SNS protocol to thus increase the probability of sending the signal coherent state [71]. The key rate of SNS protocol with AOPP is about twice that of original SNS protocol in the case of infinite pulses and infinite intensities [71]. However, there are only finite pulses and finite intensities in practice, thus we need to consider the effect of finite key size. In this article, we study the complete effect of finite key size including the statistical fluctuation, the finite intensities, the finite phase slice, and the composable security. And we compare the results with the original SNS protocol with the complete effect of finite key size to see whether...
the advantages of the improved scheme still hold. As a result, we find that the advantage of AOPP [71] is still there. More extensive comparisons among different protocols show that the key-rate results simulated in this work from AOPP present the highest key rate known so far, if we assume a reasonable finite size of the key.

To apply SNS protocol efficiently over asymmetric channel where the distance between Alice and Charlie differs significantly from that of Bob and Charlie, we need consider the asymmetric SNS protocol [72]. In this paper, we also show how to apply our method to the asymmetric SNS protocol.

Breaking the repeater-less key-rate limit is the most fascinating property of the TF-QKD. In practice, there are lot of constraints. We set the following conditions for practical QKD results that unconditionally break the repeater-less key rate limit:

1. The protocol itself must be secure.
2. A reasonable finite size of the key should be assumed and the finite key effects should be considered in calculation.
3. The actual key rate should break the absolute PLOB bound [80], which upper bounds the repeater-less key rate given whatever local devices, including the perfect detection devices.

For this goal, we need to consider the finite key effects and we need to show a high key rate exceeding the absolute PLOB bound.

The composable security coefficient is the security criterion of the universally composable framework [81]. In the end of a QKD protocol, Alice gets a key string $K$, and Bob gets a key string $K'$. A protocol is called $\varepsilon$-correct if the probability that $K$ and $K'$ aren’t the same is no larger than $\varepsilon$, $\Pr(K \neq K') \leq \varepsilon$.

Besides, the protocol may be attacked by Eve and some information would be leaked to Eve. We denote the density operator of the system of Alice and Eve as $\rho_{AE}$. If

$$\min_{\rho_E} \frac{1}{2} \| \rho_{AE} - U_A \otimes \rho_E \| \leq \varepsilon_{sec},$$

where $U_A$ denotes the fully mixed state of Alice’s system and $\rho_E$ is the density operator of Eve’s system, the protocol is called $\varepsilon_{sec}$-secret [82, 83]. According to the composable framework, a protocol is called $\varepsilon$-secure if it is both $\varepsilon$-correct and $\varepsilon_{sec}$-secret, and $\varepsilon_{cor} + \varepsilon_{sec} \leq \varepsilon$.

This paper is arranged as follows. In Sec. III, we introduce the content of 4-intensities SNS protocol and the main results of the effect of finite key size. In Sec. IV, we show how to apply our method to asymmetric SNS protocol. And in Sec. V, we present our numerical simulation results. The article ends with some concluding remarks. The details of calculation are shown in the appendix.

II. THE FINITE KEY EFFECT OF SNS PROTOCOL WITH AOPP

In practice, there are only finite intensities, and we consider the 4-intensity SNS protocol, where each sides will use 4 different intensities. In this protocol, Alice and Bob each prepare a vacuum pulse or phase-randomized WCS pulse with intensity randomly chosen from the 3 different values and send them to an untrusted party, Charlie. Charlie is assumed to perform interferometric measurements on the received pulses and announces the measurement results to Alice and Bob. Alice and Bob repeat this process for $N$ times and get a series of data. Finally, Alice and Bob can extract the secure final keys from those data according to the key rate formula. The preparation and measurement processes of this protocol are the same with that of Ref. [70]. The details of the protocol are shown as follows.

**The preparation and measurement.** In each time window, Alice (Bob) randomly chooses the decoy window or signal window with probabilities $1 - p_z$ and $p_z$ respectively. If the decoy window is chosen, Alice (Bob) randomly prepares the pulse of state $|0\rangle$, $|e^{i\theta_A} \sqrt{\mu_1}\rangle$ or $|e^{i\theta_A} \sqrt{\mu_2}\rangle$ (state $|0\rangle$, $|e^{i\theta_B} \sqrt{\mu_1}\rangle$ or $|e^{i\theta_B} \sqrt{\mu_2}\rangle$) with probabilities $p_0$, $p_1$ and $1 - p_0 - p_1$, respectively, where $\theta_A, \theta_B$ and $\theta'_B$ are different in different windows, and are random in $[0, 2\pi)$. If the signal window is chosen, Alice (Bob) randomly chooses bit 0 or 1 with probabilities $\epsilon$ and $1 - \epsilon$, respectively. If bit 1 (0) is chosen, Alice (Bob) prepares a phase-randomized WCS pulse with intensity $\mu_z$. If bit 0 (1) is chosen, Alice (Bob) prepares a vacuum pulse. Then Alice and Bob send their prepared pulses to Charlie. Charlie is assumed to perform interferometric measurements on the received pulses and announces the measurement results to Alice and Bob. If one and only one detector clicks in the measurement process, Charlie also tells Alice and Bob which detector clicks, and Alice and Bob take it as an one-detector heralded event. Alice and Bob repeat the above process for $N$ times and collect all the data with one-detector heralded events and discard all the others.

The next process is the data post processing. To clearly show how this process is carried out, we have the following definitions.

**Definition 1.** If both Alice and Bob choose the signal window, it is a Z window. If both Alice and Bob choose the decoy window, Alice chooses to prepare the pulse of state $|e^{i\theta_A} \sqrt{\mu_1}\rangle$, and Bob chooses to prepare the pulse of state $|e^{i\theta_B} \sqrt{\mu_1}\rangle$, and $\theta_A$ and $\theta_B$ satisfy

$$1 - |\cos(\theta_A - \theta_B - \psi_{AB})| \leq \lambda,$$

it is an X window. Here $\psi_{AB}$ can take an arbitrary value which can be different from time to time as Alice and Bob like, so as to obtain a satisfactory key rate for the protocol [71]. If there are infinite pulses in the protocol, $\lambda$ can be infinitely close to 0. But in practice, $\lambda$ is an finite small value. The one-detector heralded events of
X windows and Z windows are called effective events. And Alice and Bob respectively get \( n_t \)-bit strings, \( Z_A \) and \( Z_B \), formed by the corresponding bits of effective events of Z windows.

Definition 2. For an effective event in the Z windows, if it is caused by the event that only one party of Alice and Bob decides sending out a phase-randomized WCS pulse and he (she) actually sends out a single photon state from the view point of decoy state method, it is an untagged event. Its corresponding bit is an untagged bit.

Parameter estimation. We define \( n_t \) as the number of effective events of Z windows, \( E_z \) as the bit-flip error rate of strings \( Z_A \) and \( Z_B \). And the data of all the one-detector heralded events except the effective events of Z windows in this protocol are used to estimate the expected value of the lower bounds of the number of untagged 0-bits, \( \langle n_{01} \rangle \), and untagged 1-bits, \( \langle n_{10} \rangle \). The details of how to estimate the lower bound of \( \langle n_{01} \rangle \) and \( \langle n_{10} \rangle \) are shown in the appendix.

Besides, we need to estimate the expected value of the upper bound of phase flip error rate, \( \langle e_1^{ph} \rangle \), of the untagged events. The error counting rate of the windows, \( T_X \), can be used to estimate \( \langle e_1^{ph} \rangle \). The error events in X windows are defined as follows: the phases of the pulse pair in the X windows satisfy \( \cos(\theta_A - \theta_B) > 0 \) and Charlie announces that this pulse pair causes the right detector clicking, or the phases of the pulse pair in the X windows satisfy \( \cos(\theta_A - \theta_B) < 0 \) and Charlie announces that this pulse pair causes the left detector clicking. We denote the number of total pulses send out in the X windows as \( N_X \), and the number of error events in the X windows as \( m_X \), then we have

\[
T_X = \frac{m_X}{N_X}. \tag{3}
\]

The calculation details of how to estimate \( \langle e_1^{ph} \rangle \) are shown in the appendix.

Error correction preprocessing. AOPP is a two-way communication method to refine the structure of bit-flip error of Alice’s and Bob’s bit strings [71]. In AOPP process, Bob combines the bits in \( Z_B \) two by two, and obtains a series of pairs. In each pair, one bit is randomly chosen from all the bits 0, and the other bit is randomly chosen from all the bits 1. As the numbers of the bits 0 and the bits 1 in \( Z_B \) are always not the same, if there are \( n_{01} \) bits 0 and \( n_{11} \) bits 1, Bob finally obtains \( n_p = \min(n_{01}, n_{11}) \) pairs. The unpaired bits would be directly discarded. Here we use notation \((i, j)\) for the bit pair that contains \( i\)-th and \( j\)-th bit from \( Z_B \), and the corresponding bit values are \( z_i \) and \( z_j \). Then Bob broadcasts \((i, j)\) and \( z_i \oplus z_j \) to Alice. Alice calculates the value of \( z'_i \oplus z'_j \), where \( z'_i \) is the value of \( i\)-th bit and \( z'_j \) is the value of \( j\)-th bit of \( Z_A \). If \( z_i \oplus z_j \neq z'_i \oplus z'_j \), Alice and Bob discard this bit pair; If \( z_i \oplus z_j = z'_i \oplus z'_j \), Alice and Bob keep the second bit of the bit pair. The remained bits of Alice and Bob form two new \( n'_t \)-bit strings \( Z'_A \) and \( Z'_B \).

The untagged bits now are the bits that survived from the bit pair formed by two untagged bits. And we can estimate the expected value of the lower bound of the number of those new untagged bits, \( \langle n'_t \rangle \), according to \( \langle n_{01} \rangle \) and \( \langle n_{10} \rangle \), which is

\[
\langle n'_t \rangle = \langle n_{01} \rangle \langle n_{10} \rangle \frac{n_{t0}}{n_{t1}} n_p. \tag{4}
\]

The phase-flip error rate of those new untagged bits is \( \langle e_1^{ph} \rangle = 2\langle e_1^{ph} \rangle (1 - \langle e_1^{ph} \rangle) \frac{1}{z1} \).

We can use the Chernoff bound to help us estimate the real value of the number of new untagged bits and the corresponding phase flip error rate with Eqs. (A13)-(A16), which are

\[
n'_t = \varphi^L(\langle n'_t \rangle), \quad e_1^{ph} = \varphi^U(\langle n'_t \rangle \langle e_1^{ph} \rangle), \tag{5}
\]

where \( \varphi^L(x) \) and \( \varphi^U(x) \) are defined in Eqs. (A13)-(A16).

Error correction and privacy amplification. Alice and Bob perform an information reconciliation scheme to correct \( Z'_B \), and Bob will obtain an estimated \( Z'_A \) of \( Z_A' \) from \( Z'_B \). To make sure the error correction scheme is successfully performed, Alice computes a hash of \( Z'_A \) of length \( \log_2(1/\varepsilon_{cor}) \) using a random universal hash function, and she sends the hash and hash function to Bob [84]. If the hash that Bob computes is the same with Alice, the probability that \( Z'_A \) and \( Z'_A \) aren’t the same, \( \text{Pr}(Z'_A \neq Z'_A) \), is less than \( \varepsilon_{cor} \). If the hash that Bob computes is not the same with Alice, the protocol aborts.

Then Alice and Bob apply a privacy amplification scheme based on two-universal hashing [84] to extract two shorter strings to meet the criterion of Eq. (1). As we have known the lower bound of the number of the new untagged bits and the upper bound of the phase flip error rate of those new untagged bits, and decoy state method used here is the same as that of Ref. [70], we can directly use the formula of key rate with finite key effect in Ref. [70] to calculate the length of final keys

\[
l_A = n'_t\left[ 1 - h(\langle e_1^{ph} \rangle) \right] - f n'_t h(E_Z^2) - \log_2 \frac{2}{\varepsilon_{cor}} - \log_2 \frac{1}{\sqrt{2\varepsilon_{PA}\varepsilon}}. \tag{6}
\]

where \( E_Z^2 \) is the bit flip error rate of strings \( Z'_A \) and \( Z'_B \).

With the formula of Eq. (6), the protocol is \( \varepsilon_{cor} \)-secure, and \( \varepsilon_{tot} = \varepsilon_{cor} + \varepsilon_{sec} \), where \( \varepsilon_{sec} = 2\varepsilon + 4\varepsilon + \varepsilon_{PA} + \varepsilon_{n'_t} \). Here, \( \varepsilon \) is the failure probability for the estimation of phase flip error rate of untagged bits in strings \( Z'_A \) and \( Z'_B \), i.e., the probability that the real value of phase-flip error rate of untagged bits is larger than \( e_1^{ph} \); \( \varepsilon_{n'_t} \) is the failure probability for the estimation of the lower bound of the number of untagged bits in strings \( Z'_A \) and \( Z'_B \), i.e., the probability that the real value of the number of new untagged bits is smaller than \( n'_t \), and \( \varepsilon_{PA} \) is the failure probability of privacy amplification.
III. THE ASYMMETRIC SNS PROTOCOL WITH AOPP AND FINITE KEY EFFECT

In the practical application of SNS protocol, the distance between Alice and Charlie can be different from the distance between Bob and Charlie. To solve this problem, the theory of asymmetric SNS protocol is proposed in Ref. [72]. The preparation and measurement step of asymmetric SNS protocol is the same with that of the original SNS protocol, except the source parameters of Alice and Bob in asymmetric SNS protocol are not the same. In this part, we use the subscript ‘ to indicate Bob’s source parameters. For example, \( p_z \) is the probability that Alice chooses the signal window and \( p_z' \) is the probability that Bob chooses the signal window; \( \mu_z \) is the intensity of phase-randomized WCS if Alice chooses to send out an unvacuum state in her signal windows and \( \mu_z' \) is the intensity of phase-randomized WCS if Bob chooses to send out an unvacuum state in his signal windows.

Note that the original SNS protocol [61] and its improved one [71] based on symmetric source parameters for Alice and Bob, i.e., they use the same values for the sending probabilities and light intensities. As was shown in Ref. [72], the SNS protocol is also secure with asymmetric source parameters given the following mathematical constraint:

\[
\frac{\mu_1}{\mu_1'} = \frac{e^{(1-\epsilon')\mu_z-e^{-\mu_z}}}{e^{(1-\epsilon)\mu_z'-e^{-\mu_z'}}}.
\]

(7)

With this condition, light intensity chosen by Alice and that chosen by Bob can be different.

After Alice and Bob repeat the preparation and measurement steps of asymmetric SNS protocol for \( N \) times, they can perform the same error correction preprocessing, the error correction and privacy amplification steps as shown in Sec. III. And the formula of key rate is the same as Eq. 6. The major differences between the original SNS protocol and asymmetric SNS protocol are the forms of the formulas of the lower bound of the number of untagged bits and the upper bound of phase flip error rate, which are shown in the appendix.

IV. NUMERICAL SIMULATION

In this part, we show the results of numerical simulation of SNS protocol with AOPP, including the symmetric and asymmetric cases, and compare with the results of the original SNS protocol [70, 72].

We use the linear model to simulate the observed values of experiment with the experimental parameters list in Table. I. Without loss of generality, we assume the property of Charlie’s two detectors are the same. The distance between Alice and Charlie is \( L_A \), and the distance between Bob and Charlie is \( L_B \). The total distance between Alice and Bob is \( L = L_A + L_B \). In our numerical simulation, we set \( L_A = L_B \) for the symmetric case and \( L_A - L_B = \text{constant} \) for the asymmetric case.

By setting the failure probability of Chernoff bound as \( \xi \), we have \( \hat{\xi} = 3\xi \) and \( \epsilon_{n_i} = 6\xi \), because we use the Chernoff bound for three times to estimate \( \epsilon_{n_i}^{\phi \alpha} \) and we use the Chernoff bound for six times to estimate \( n_i' \). And we set \( \epsilon_{\text{cor}} = \hat{\epsilon} = \epsilon_{PA} = \xi \), thus the security coefficients, \( \epsilon_{\text{cor}} = 22\xi = 2.2 \times 10^{-9} \).

Figure 1 and Figure 2 are our simulation results of this work and Ref. [70] with the experimental parameters list in Table. I. In Fig. 1 and Fig. 2, we set \( L_A = L_B \) and the source parameters of Alice and Bob are all the same. The dashed brown lines in Fig. 1 and Fig. 2 are the results of absolute PLOB bound, which bounds the key

| \( p_d \) | \( c_d \) | \( \eta_d \) | \( f \) | \( \alpha_f \) | \( \xi \) |
|---|---|---|---|---|---|
| \( 1.0 \times 10^{-8} \) | 3% | 30.0% | 1.1 | 0.2 | \( 1.0 \times 10^{-10} \) |

TABLE I: List of experimental parameters used in numerical simulations. Here \( p_d \) is the dark count rate of Charlie’s detectors; \( c_d \) is the misalignment-error probability; \( \eta_d \) is the detection efficiency of Charlie’s detectors; \( f \) is the error correction inefficiency; \( \alpha_f \) is the fiber loss coefficient (dB/km); \( \xi \) is the failure probability of statistical fluctuation analysis.
We set $L_A = L_B$ and the source parameters of Alice and Bob are all the same. The experimental parameters that we used in the numerical simulation are listed in Table I. The results of relative PLOB bound, which assumes a limited detection efficiency as listed in Table I. The cyan dashed lines are the rate of repeater-less QKD with whatever devices, such as perfect detection device. The results show that our method can obviously exceed the absolute PLOB bound. We set $N = 1.0 \times 10^{11}$ in Fig. 2 which is a more practical number of total pulse in experiment, and results show that our method still obviously exceeds the absolute PLOB bound, while the original SNS protocol just exceeds the absolute PLOB bound a little.

Figure 3 and Figure 4 are our simulation results of this work and Ref. [79] with the experimental parameters listed in Table I. In Fig. 3 and Fig. 4, we set $L_A - L_B = 100$ km. From Fig. 3 and Fig. 4, we can clearly see that the our method in the case of finite key size can greatly improved the key rate of SNS protocol with asymmetric channels, especially when the channel loss is large.

Table II is the key rates of this work and Ref. [79]. We use the parameters of Ref. [79] in calculations, e.g., the dark count rate is $p_d = 3.36 \times 10^{-8}$, the misalignment-error probability is $e_d = 7\%$, the detection efficiency is $\eta_d = 20\%$, the fiber loss is $\alpha_f = 0.185$, $\xi = 1.69 \times 10^{-10}$, and $N = 2.0 \times 10^{13}$ for the distance of 402 km, and $p_d = 1.26 \times 10^{-8}$, $e_d = 9.8\%$, $\eta_d = 29\%$, $\alpha_f = 0.162$, $\xi = 1.71 \times 10^{-10}$, and $N = 2.0 \times 10^{13}$ for the distance of 502 km. The results in Table II show that the key rates of this work are more than ten times that of Ref. [79].

V. CONCLUSION

In this paper, we study the secure key rate of SNS protocol with AOPP in the situation of finite key size. We consider all the finite key effect and get the formula of key rate as shown in Eq. (6). The numerical results show that AOPP can greatly improve the key rate of SNS protocol for both the asymmetric and symmetric channels, and unconditionally breaking the absolute key rate limit of repeater-less quantum key distribution. Our results can directly be used to the SNS experiments.
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The red green line is the optimized results of Ref. [72]. The green solid line is the optimized results of this work. And the calculation methods of asymmetric SNS protocol by setting the same source used in the numerical simulation are listed in Table I. The NFIG. 4: The optimal key rates (per pulse) versus transmission distance with total number of pulses $N = 10^{13}$. Here we set $L_A - L_B = 100 km$. The experimental parameters that we used in the numerical simulation are listed in Table I. The green solid line is the optimized results of this work. And the red green line is the optimized results of Ref. [72].

Appendix A: The calculation method

The calculation methods of $\langle n_{10} \rangle$, $\langle n_{10} \rangle$, and $\langle e_{10}^{ph} \rangle$ are similar with that in Refs [47, 70, 72]. And the formulas of asymmetric SNS protocol are more general. We can easily get the formulas of original SNS protocol from that of asymmetric SNS protocol by setting the same source parameters of Alice and Bob, that is, drop the subscript $\ell$ in the formulas.

To clearly show the calculation method, we denote Alice’s sources $|0\rangle$, $|e^{i \theta_0} \sqrt{\mu_0} \rangle$ and $|e^{i \theta_0} \sqrt{\mu_2} \rangle$ as $a$, $x$, and $y$. Similarly, we denote Bob’s sources $|0\rangle$, $|e^{i \theta_B} \sqrt{\mu_1} \rangle$, and $|e^{i \phi} \sqrt{\mu_2} \rangle$ as $a'$, $x'$, and $y'$. We denote the number of pulse pairs of source $\alpha \beta (\alpha = a, x, y; \beta = a', x', y')$ sent out in the whole protocol as $N_{\alpha \beta}$, and the total number of one-detector heralded events of source $\alpha \beta$ as $n_{\alpha \beta}$. We define the counting rate of source $\alpha \beta$ as $S_{\alpha \beta} = n_{\alpha \beta}/N_{\alpha \beta}$, and the corresponding expected value as $\langle S_{\alpha \beta} \rangle$. With all those definitions, we have

$$N_{0\alpha'} = (1 - p_z) [1 - p_{z}'] p_0 (1 - \epsilon') + p_z (1 - p_{z}') (1 - \epsilon) p_0 N,$$

$$N_{0\alpha} = (1 - p_z) p_0 [(1 - p_{z}) p_0 + p_z (1 - \epsilon)] N,$$

$$N_{x\alpha'} = (1 - p_z) p_1 [(1 - p_{z}) p_0 + p_z (1 - \epsilon)] N,$$

$$N_{x\alpha} = (1 - p_z) [1 - p_{01} - p_1'] (1 - p_{z}) p_0 + p_z (1 - \epsilon) N,$$

$$N_{y\alpha'} = (1 - p_z) (1 - p_{0}) (1 - p_{z}) p_0$$

$$+ p_z (1 - \epsilon) N.$$

As sources $x, y, x', y'$ are phase-randomized WCS sources, they are actually the classical mixture of different photon number states [72]. Thus we can use the decoy-state method to calculate the lower bounds of the expected values of the counting rate of states $|01\rangle$, $|10\rangle$, and $|10\rangle$, which are

$$\langle s_{01} \rangle = \frac{\mu_2^2 \mu_1 \langle S_{0\alpha'} \rangle - \mu_2^2 \mu_1^2 \langle S_{0\alpha} \rangle}{\mu_2^2 \mu_1 (\mu_1^2 - \mu_1)},$$

(A1)

$$\langle s_{10} \rangle = \frac{\mu_2^2 \mu_1 \langle S_{x\alpha} \rangle - \mu_2^2 \mu_1^2 \langle S_{x\alpha'} \rangle}{\mu_2 \mu_1 (\mu_2 - \mu_1)},$$

(A2)

Then we can get the lower bound of the expected value of the counting rate of untagged photons

$$\langle s_{1} \rangle = \frac{\mu_1}{\mu_1 + \mu_1^2} \langle s_{10} \rangle + \frac{\mu_1^2}{\mu_1 + \mu_1^2} \langle s_{01} \rangle,$$

(A4)

and

$$\langle n_{10} \rangle = N_{p_x} p_z' e (1 - \epsilon) \mu_x e^{-\mu_x} \langle s_{10} \rangle,$$

(A5)

$$\langle n_{01} \rangle = N_{p_x} p_z' e (1 - \epsilon) \mu_x e^{-\mu_x} \langle s_{01} \rangle.$$  

(A6)

The upper bound of the expected value of $e_{10}^{ph}$ is given by

$$\langle e_{10}^{ph} \rangle = \frac{(T_X - e^{-\mu_1 - \mu_1^2} \langle S_{0\alpha'} \rangle)}{e^{-\mu_1 - \mu_1^2} (\mu_1 + \mu_1^2) \langle s_{1} \rangle},$$

(A7)

where $\langle T_X \rangle$ is the expected value of $T_X$.

The Eqs. [A2]–[A7] are represented by expected values, but the values we get in experiment are observed values. To close the gap between the expected values and observed values, we need Chernoff bound [57, 58]. Let $X_1, X_2, \ldots, X_n$ be $n$ random samples, detected with the value 1 or 0, and let $X$ denote their sum satisfying $X = \sum_{i=1}^{n} X_i$. $\phi$ is the expected value of $X$. We have

$$\phi^{L}(X) = \frac{X}{1 + \delta_1(X)},$$

(A8)

$$\phi^{U}(X) = \frac{X}{1 - \delta_2(X)},$$

(A9)
where we can obtain the values of $\delta_1(X)$ and $\delta_2(X)$ by solving the following equations

$$
\left(\frac{e^{\delta_1}}{(1 + \delta_1)^{1+\delta_1}}\right)^{Y_1} = \frac{\xi}{2}, \quad (A10)
$$

$$
\left(\frac{e^{-\delta_2}}{(1 - \delta_2)^{1-\delta_2}}\right)^{Y_2} = \frac{\xi}{2}, \quad (A11)
$$

where $\xi$ is the failure probability. Thus we have

$$
\phi^L(N_{a\beta}S_{a\beta}) = N_{a\beta}(S_{a\beta}), \quad \phi^U(N_{a\beta}S_{a\beta}) = N_{a\beta}(S_{a\beta}). \quad (A12)
$$

Besides, we can use the Chernoff bound to help us estimate their real values from their expected values. Similar to Eqs. (A8) - (A11), the observed value, $\varphi$, and its expected value, $Y$, satisfy

$$
\varphi^U(Y) = [1 + \delta^U(Y)]Y, \quad (A13)
$$

$$
\varphi^L(Y) = [1 - \delta^L(Y)]Y, \quad (A14)
$$

where we can obtain the values of $\delta^U_1(Y)$ and $\delta^U_2(Y)$ by solving the following equations

$$
\left(\frac{e^{\delta^U_1}}{(1 + \delta^U_1)^{1+\delta^U_1}}\right)^{Y} = \frac{\xi}{2}, \quad (A15)
$$

$$
\left(\frac{e^{-\delta^U_2}}{(1 - \delta^U_2)^{1-\delta^U_2}}\right)^{Y} = \frac{\xi}{2}. \quad (A16)
$$
