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**Abstract**

We extend stochastic basis adaptation and spatial domain decomposition methods to solve time varying stochastic partial differential equations (SPDEs) with a large number of input random parameters. Stochastic basis adaptation allows the determination of a low dimensional stochastic basis representation of a quantity of interest (QoI). Extending basis adaptation to time-dependent problems is challenging because small errors introduced in the previous time steps of the low dimensional approximate solution accumulate over time and cause divergence from the true solution. To address this issue we have introduced an approach where the basis adaptation varies at every time step so that the low dimensional basis is adapted to the QoI at that time step. We have coupled the time-dependent basis adaptation with domain decomposition to further increase the accuracy in the representation of the QoI. To illustrate the construction, we present numerical results for one-dimensional time varying linear and nonlinear diffusion equations with random space-dependent diffusion coefficients. Stochastic dimension reduc-
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tion techniques proposed in the literature have mainly focused on quantifying the uncertainty in time independent and scalar QoI. To the best of our knowledge, this is the first time-dependent dimension reduction approach for time-dependent stochastic PDEs.
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1. Introduction

Uncertainty quantification for stochastic partial differential equations SPDEs with a large number of input random parameters is computationally expensive. Various stochastic dimension reduction methods e.g. basis adaptation [1, 2, 3], active subspace [4] and sliced inverse regression [5] have been developed to represent a scalar QoI in a low dimensional stochastic basis. In our prior work [6, 7] we have combined stochastic basis adaptation and spatial domain decomposition [8, 9] to represent and compute the solution of a stochastic steady state PDE using a low dimensional basis. The low dimensional stochastic basis in each subdomain was obtained by Hilbert KL expansion [10]. Most physical systems are partially observed and evolve in time, and can be modeled by nonlinear time-dependent SPDEs. However, the existing stochastic dimension-reduction methods are limited to steady-state problems. Extending the dimension reduction methods to time-dependent problems is challenging because small errors in the low dimensional approximate solution introduced in the previous time steps accumulate over time and cause divergence from the true solution. To address this challenge, we extend the basis adaptation and domain decomposition methods [2, 1, 6, 7] to the case of time-dependent SPDEs. In the proposed approach, the basis adapta-
tion varies at every time step so that the low dimensional basis is adapted to the solution at that time step.

As a first application to time-dependent problems, we apply it to a one-dimensional linear and a one-dimensional nonlinear (Richards) stochastic diffusion equations. Unlike the two- and three-dimensional computational domains where the interface between two subdomains is a line and a surface respectively, algorithms for domain decomposition in one-dimensional domain can be greatly simplified because the interface between two subdomains is a point. Hence, the unknown quantities at each interface will be two scalar quantities namely the solution and the flux. These scalar quantities can be obtained by solving a set of simple linear algebraic equations in the case of linear diffusion equation because of the superposition principle. However, for the nonlinear Richards equation we use an iterative approach to obtain these quantities. The proposed time-dependent basis adaptation can be extended to two and three-dimensional problems following the iterative domain decomposition algorithms such as Neumann-Neumann algorithm shown in [7].

The paper is organized as follows. In Section 2 we introduce the general type of SPDE that we are interested in, along with the necessary expansions for the source of stochasticity and the solution. In section 3 we introduce the time-dependent basis adaption method. In Section 4 we illustrate it through a linear time-dependent diffusion equation and a nonlinear time-dependent diffusion equation whose coefficients are modeled as log-normal random fields. Section 5 contains numerical results. Section 6 contains conclusions and discussion of future work.
2. Time Dependent Stochastic PDEs

Let \( D \) be an open subset of \( \mathbb{R}^n \) and \( \Omega \) a sample space. We want to find a random field, \( u(x, \omega) : D \times \Omega \rightarrow \mathbb{R} \) such that:

\[
L(x, u(t, x, \omega); a(x, \omega)) = f(x, \omega) \quad \text{in } D \times \Omega, \tag{1}
\]

subject to the boundary condition

\[
B(x, u; a(x, \omega)) = b(x, \omega) \quad \text{on } \partial D \times \Omega, \tag{2}
\]

where \( L \) is a differential operator and \( B \) is a boundary operator. We model the uncertainty in the stochastic PDE by treating the coefficient, \( a(x, \omega) \) in the differential operator as a random field and propagate the uncertainty to the solution field, \( u(x, \omega) \). To solve the stochastic PDE numerically, we discretize the random fields, \( a(x, \omega) \) and \( u(x, \omega) \), both in the spatial and stochastic domains. We model \( a(x, \omega) \) with a lognormal random field, such that \( a(x, \omega) = \exp[g(x, \omega)] \), where \( g(x, \omega) \) is a Gaussian random field whose mean and covariance function are known.

2.1. Representation of the random coefficient and the solution

The Gaussian random field \( g(x, \omega) \) can be approximated through a truncated KL expansion

\[
g(x, \omega) \approx \tilde{g}(x, \xi(\omega)) = g_0(x) + \sum_{i=1}^{M} \sqrt{\lambda_i} g_i(x) \xi_i(\omega), \tag{3}
\]
where \( g_0(x) \) is the mean of the random field \( g(x, \omega) \) and \( (\lambda_i, g_i(x)) \) are the eigenvalues and eigenvectors obtained by solving the integral eigenvalue problem

\[
\int_D C_g(x_1, x_2)g_i(x_2)dx_2 = \lambda_i g_i(x_1) .
\]

(4)

The eigenvalues are positive and non increasing, and the eigenfunctions \( g_i(x) \) are orthonormal,

\[
\int_D g_i(x)g_j(x)dx = \delta_{ij} .
\]

(5)

where, \( \delta_{ij} \) is the Kronecker delta. The random variables \( \xi_i \) in Eq. 3 are uncorrelated with zero mean. We model the random variables with uniform distribution. We further assume that they are independent.

We approximate \( a(x, \omega) \) and the solution field, \( u(t, x, \omega) \) with truncated PC expansions with multi-variate orthogonal polynomials

\[
a(x, \omega) \approx \tilde{a}(x, \xi(\omega)) = a_0(x) + \sum_{i=1}^{N_\xi} a_i(x)\psi_i(\xi),
\]

(6)

and

\[
u(t, x, \omega) \approx \tilde{u}(t, x, \xi(\omega)) = u_0(t, x) + \sum_{i=1}^{N_\xi} u_i(t, x)\psi_i(\xi),
\]

(7)

where, \( \xi = (\xi_1, \cdots, \xi_M)^T \), \( u_0(x) \) is the mean of the solution filed, \( u_i(x) \) are polynomial chaos coefficients and \( \{\psi_i(\xi)\} \) are multi-variate Hermite polynomials. These polynomials are orthonormal with respect to the inner product defined by the expectation in the stochastic space,
\[ \langle \psi_i(\xi), \psi_j(\xi) \rangle \equiv \int_{\Omega} \psi_i(\xi(\omega))\psi_j(\xi(\omega))dP(\omega) = \delta_{ij}. \quad (8) \]

3. Time-dependent basis adaptation

In this section we describe the proposed approach that combines spatial domain decomposition and time-dependent stochastic basis adaptation.

3.1. Basis adaptation at each time step

We will expand on our prior work on uncertainty quantification [2, 1, 6, 7], which combines stochastic basis adaptation and spatial domain decomposition to the solution of time-dependent problems. For time-independent problems, the reduced stochastic basis is constructed only once and used to compute a low-dimensional representation of the stochastic solution. In the case of time-dependent problems, the stochastic basis constructed at one time instant is not enough for the accurate low-dimensional representation of the stochastic solution at a different time instant. If one insists on using the same basis for all times, then the accumulation of errors leads to divergence from the true solution. Hence, a new stochastic basis adapted to the solution at each time instant is required.

We assume that the stochasticity of the solution of the stochastic PDE at every time instant can be accounted for through a, usually expensive, sparse grid collocation method. For each time instant, we can also use a low level sparse grid to obtain only the linear terms in a PC expansion of the solution in the entire spatial domain. The linear PC expansion can be used to obtain the solution in each subdomain. Then, as is done in stochastic basis adaptation, we can use a Hilbert KL expansion in order to obtain a stochastic basis for each subdomain.
3.2. Time-dependent basis adaptation in each subdomain

We begin with the low level sparse grid solution, which allows us to compute the linear terms in the PC expansion of the solution in the entire spatial domain $D$ for the time duration of interest $T$ by solving (17), i.e.,

$$u_g(t, x, \xi(\omega)) = u_0(t, x) + \sum_{i=1}^{d} u_i(t, x) \xi_i,$$  \hspace{1cm} (9)

where, $u_i(t, x)$ are the time-dependent PC coefficients and $\xi, i = 1, \ldots, d$ are $d$ (sparse grid) collocation points. The computational cost of obtaining $u_g(t, x)$ is small compared to computing the full solution $u(t, x)$.

We decompose the spatial domain $D$ into $K$ non-overlapping subdomains, $D^{(i)}, i = 1, \ldots, K$ such that,

$$D = \bigcup_{i=1}^{K} D^{(i)}, \quad D^{(i)} \cap D^{(j)} = \emptyset$$ \hspace{1cm} (10)

Let the linear part of the solution in subdomain $D_s$ be $u_s^a(t, x, \xi(\omega))$. We have

$$u_s^a(t, x, \xi(\omega)) = u_g(t, x, \xi(\omega)) I_{D_s}(x),$$ \hspace{1cm} (11)

where $I_{D_s}(x)$ is the indicator function so that for any set $D_s$, $I_{D_s} = 1$ if $x \in D_s$, and $I_{D_s} = 0$ if $x \notin D_s$.

We use the Hilbert space KL expansion \cite{ref11, ref12, ref13, ref14, ref15} of $u(t, x, \omega)$, to find the reduced basis $\eta^s_i$ in each subdomain $D_s$. To use the KL expansion, the solution should satisfy certain regularity and smoothness conditions, such as the solution being a subset of $L_2(\omega)$ \cite{ref10}.

To find the time-dependent low dimensional basis in $D_s$, we construct the
covariance function of $u_g^s(t, x, \xi)$ in each subdomain $D_s$ as follows:

$$C_{u_g}^{s,t}(x_1, x_2) = \sum_{i=1}^{d} u_i(t, x_1)u_i(t, x_2), \quad x_1, x_2 \in D_s, t \in [0, T]. \quad (12)$$

The Hilbert space KL expansion of $u_g^s(t, x, \xi)$ in subdomain $D_s$ can be written as

$$u_g^s(t, x, \xi(\omega)) = u_0^s(t, x) + \sum_{i=1}^{d} \sqrt{\mu_i^s(t)}\phi_i^s(t, x)\eta_i^s(t, \omega), \quad x \in D_s, t \in [0, T], \quad (13)$$

where $(\mu_i^s(t), \phi_i^s(t, x))$ are time-dependent eigenvalue and eigenfunction in the Hilbert KL expansion obtained by solving the eigenvalue problem at a time step $t$

$$\int_{D_s} C_{u_g}^{s,t}(x_1, x_2)\phi_i^s(t, x_1)dx_1 = \mu_i^s(t)\phi_i^s(t, x_2), \quad i = 1, 2, \ldots, d. \quad (14)$$

The random variable $\eta_i^s$ can be written as

$$\eta_i^s(t) = \frac{1}{\sqrt{\mu_i^s(t)}} \int_{D_s} (u_g^s(t, x, \xi) - u_0^s(t, x))\phi_i^s(t, x)dx,$$

$$= \frac{1}{\sqrt{\mu_i^s(t)}} \int_{D_s} \left( u_0(t, x) + \sum_{j=1}^{d} u_j(t, x)\xi_j - u_0^s(t, x) \right)\phi_i^s(t, x)dx. \quad i = 1, 2, \ldots, d. \quad (15)$$
By construction, $u_0(t, x) = u_0^s(t, x)$ for $x \in D_s$, and we find
\[ \eta_i^s(t) = \frac{1}{\sqrt{\mu_i^s(t)}} \int_{D_s} \left( \sum_{j=1}^{d} u_j(t, x) \xi_j \right) \phi_i^s(t, x) dx, \quad x \in D_s, t \in [0, T], i = 1, 2, \ldots, d \]
\[ = \sum_{j=1}^{d} \left( \frac{1}{\sqrt{\mu_i^s(t)}} \int_{D_s} u_j(t, x) \phi_i^s(t, x) dx \right) \xi_j, \quad x \in D_s, t \in [0, T], i = 1, 2, \ldots, d \]
\[ = \sum_{j=1}^{d} a_{ij}^s(t) \xi_j, \quad (16) \]
where $a_{ij}^s(t) = \frac{1}{\sqrt{\mu_i^s(t)}} \int_{D_s} u_j(t, x) \phi_i^s(t, x) dx, i, j = 1, \ldots, d$. The quantities $a_{ij}^s(t)$ provide a time-dependent linear map between the random variables $\eta_i^s(t)$ and the original random variables $\xi_j$, for $j = 1, \ldots, d$. In each subdomain, and at each time instant $t$, we can use the reduced dimensional basis $\{\eta_i^s\}$ to solve the stochastic PDE in question using sparse grid collocation which is a non-intrusive method.

4. Domain decomposition and basis adaptation for one-dimensional diffusion equations

In this section, we present two test problems namely, a linear stochastic diffusion equation and nonlinear stochastic diffusion (Richards) equation for demonstrating the proposed time dependent basis adaptation and domain decomposition methods.

4.1. Linear diffusion equation

Here, we use a linear 1D time-dependent stochastic diffusion equation to illustrate the construction. We consider
\[ \frac{\partial u(t, x, \omega)}{\partial t} - \frac{\partial}{\partial x} \left[ a(x, \omega) \frac{\partial}{\partial x} u(t, x, \omega) \right] = f, \quad 0 < x < L \quad (17) \]
with boundary conditions

\[ u(t, 0) = u_0 \quad \text{and} \quad u(t, L) = u_L, \]  

(18)

and initial condition \( u(0, x) = u_0(x) \). Due to the linearity of the problem we will use the superposition principle to compute the solution after domain decomposition.

For each of the non-overlapping subdomains, \( D^{(i)}, i = 1, \ldots, K \) we solve

\[ \frac{\partial u^{(i)}(t, x, \omega)}{\partial t} - \frac{\partial}{\partial x} \left[ a(x, \xi) \frac{\partial}{\partial x} u^{(i)}(t, x, \omega) \right] = f, \quad x \in D, \]  

(19)

with interface and boundary conditions

\[ C^{(ij)}(x, u^{(i)}, u^{(j)}; a(x, \omega)) = \beta(x, \omega) \quad \text{on} \quad \partial D^{(i)} \cap \partial D^{(j)} \times \Omega, \]  

(20)

\[ u^{(i)}(t, 0) = u_0 \quad \text{and} \quad u^{(i)}(t, L) = u_L, \quad \text{on} \quad \partial D^{(i)} \cap \partial D \times \Omega. \]  

(21)

Since this is a one-dimensional linear equation, the domain decomposition method can be simplified because the solution at the interface is a scalar quantity. The solution in each subdomain can be obtained using 0 and 1 boundary conditions at the interfaces to obtain the solutions. Then, we can use the superposition principle and apply interface conditions to get the unknown solution at the interfaces.

4.2. Nonlinear diffusion equation

Here, we consider the nonlinear diffusion (Richards) equation with the van Genuchten model [16]:
\[
\frac{\partial \psi(t, x, \omega)}{\partial t} - \frac{\partial}{\partial x} \left[ K(x, \omega) \left( \frac{\partial}{\partial x} \psi(t, x, \omega) + 1 \right) \right] = 0, \quad 0 < x < L \tag{22}
\]

with boundary conditions

\[
\psi(t, 0) = \psi_0 \quad \text{and} \quad \psi(t, L) = \psi_L, \tag{23}
\]

and initial condition \( \psi(0, x) \), where \( \psi \) is the pressure head. The water retention \( S_e \) and hydraulic conductivity \( K \) are related to the pressure head \( \psi \) [7] through

\[
S_e = S_e = \theta - \theta_r = \left[ \frac{1}{1 + (\alpha_{vg} |\psi|)^n} \right]^m, \tag{24}
\]

and

\[
K = K_s \sqrt{S_e} \left[ 1 - (1 - S_e^{1/m})^m \right]^2, \tag{25}
\]

where \( m = 1 - 1/n; \theta_r \) and \( \theta_s \) are the residual and saturated water contents respectively; \( \alpha_{vg} \) and \( n \) are the van Genuchten model parameters. In this equation, we model the uncertain hydraulic conductivity as a log-normal random field \( K_s(x, \xi) \).

We note that since the Richards equation is nonlinear, obtaining the value at the interface between subdomains cannot be achieved through the superposition principle. Instead, we employ an iterative algorithm where we start with an initial guess for the interface solution and update it at each iteration in order to satisfy the governing equation.
5. Numerical results

In this section, we present numerical solutions of a linear stochastic diffusion equation and a nonlinear stochastic diffusion equation with the domain decomposition and time-dependent basis adaptation method and provide comparison with the solutions obtained with the time-independent basis adaptation method. For the nonlinear diffusion equation, we also present solutions obtained without domain decomposition in order to assess the importance of domain decomposition.

5.1. Linear diffusion equation

Consider (17) on the spatial domain $x \in (0, 1)$ with the boundary conditions

\[ u(t, 0) = 2.0 \quad \text{and} \quad u(t, 1) = 1.0, \quad (26) \]

and initial conditions

\[ u(0, x) = \begin{cases} 
2.0, & \text{if } 0.375 \leq x \leq 0.625 \\
1.0, & \text{otherwise}.
\end{cases} \quad (27) \]

Figure 1: Spatial domain decomposed into four subdomains
We model the random coefficient $a(x, \omega) = \exp[g(x, \omega)]$ using a log-normal distribution with mean $a_0 = 0.5$ and standard deviation $\sigma_a = 0.25$. The correlation length of $a(x, \omega)$ is set to 0.2. For the reference solution, we approximate the random coefficient $a(x, \omega)$ using KL expansion with $d = 10$ random variables, i.e. $\xi = (\xi_1, \ldots, \xi_{10})$. To obtain the reference solution, we use the sparse-grid collocation method with sparse-grid level 5. The total number of deterministic simulations required to compute the reference solution is 8761. For the time-dependent basis adaptation, we decompose the spatial subdomain into four subdomains (see Fig. 1) and in each subdomain we approximate the solution using a stochastic basis of dimension $r = 3$. To obtain the time-dependent basis, we need to solve the time dependent SPDE at a few collocation points using a low sparse-grid level in full dimension. Here, we use the sparse-grid level 2 and $r = 10$, which contain 21 collocation points. We use the solution at these collocation points to compute the linear transformation matrix $A$ needed to obtain the reduced basis $\eta = A\xi$.

Fig. 2 shows the probability density function (pdf) of the solution at $x = 0.7$ and time $t = 0.2, 0.8$ and 1.6. We can see that for early times, the estimated pdf of the solution using time-dependent basis adaptation and domain decomposition (dashed blue line) matches well with the pdf of the reference solution (solid black line) whereas the pdf of the solution obtained with fixed basis adaptation and domain decomposition deviates (dashed red line). For longer times, the pdf estimates of the time-dependent and fixed basis adaptation converge. This is to be expected since the pdf of the diffusion equation converges to a steady state. In particular, while the choice of the basis adaptation is important for short times, eventually the contracting nature of the linear diffusion evolution operator makes both time-dependent and fixed basis adaptations to perform similarly. However,
we note that the relatively inexpensive determination of the time-dependent basis adaptation allows us to follow the evolution of the pdf accurately for both short and long times. This can be seen clearly in Fig. 2 where the accuracy of the time-dependent basis adaptation remains practically the same (note the change in scale in the vertical axis as time progresses).

Figure 2: Linear diffusion equation. Probability density function of $u$ at $x = 0.7$ and a). $t = 0.2$, b). $t = 0.3$, c). $t = 0.4$, d). $t = 0.8$, e). $t = 1.2$ and f). $t = 1.6$. The reference solution (solid black) is computed with dimension $d = 10$ and the reduced dimensional solutions (dashed red and blue) are computed with $r = 3$.

Figs. 3a and 3b show the color map of the mean and standard deviation of the reference solution as a function of $x$ (horizontal axis) and $t$ (vertical axis). Figs. 3c and 3d show the absolute point error in the mean and standard deviation of the solution using fixed basis adaptation. Figs. 3e and 3f show the absolute point error of the mean and standard deviation of the solution using time-dependent basis adaptation compared to the reference solution.

While both fixed and time-dependent basis adaptation methods result in similar
relative error for the mean, time-dependent basis adaptation results in significantly lower relative error for the standard deviation. This is important because a smaller error in the standard deviation estimate improves the confidence in the prediction of the mean.

Figure 3: a) mean of reference solution \((d = 10)\) and b) standard deviation of reference solution \((d = 10)\) c) error in mean of low dimensional solution \((r = 3)\) with fixed basis adaptation and d) error in standard deviation of low dimensional solution \((r = 3)\) with fixed basis adaptation e) error in mean of low dimensional solution \((r = 3)\) with time-dependent basis adaptation and f) error in standard deviation of low dimensional solution \((r = 3)\) with time-dependent basis adaptation as a function of \(x\) (horizontal axis) and \(t\) (vertical axis).
5.2. Nonlinear diffusion equation

In Eqs (22)-(25), we set $L = 10$, $\psi_0 = 0$ and $\psi_L = -0.35$ and $\psi(0, x) = \frac{\psi_L - \psi_0}{x_L - x_0} x$. We model the coefficient $K_s(x, \xi)$ as a log-normal random field, $K_s(x, \xi) = \exp[g_s(x, \xi)]$, where $g_s$ is a Gaussian random field with the mean $\mu_k = 5.0$, standard deviation $\sigma_k = 0.5$, and the exponential correlation function with the correlation length $L/4$. The corresponding coefficient of variation is $\sigma_k / \mu_k = 0.1$ indicating a weak heterogeneity. In this section, we demonstrate that even for such a small coefficient of variation, a significant error in the standard basis adaptation method (with constant basis) accumulates over time, while a solution obtained using the time-dependent basis matches well with the reference solution for the considered time interval.

Figs. 4(a-f) show the pdf of $u$ at $x = 6.15$ and $t = 0.005, 10, 20, 30, 40$ and $50$ respectively. The reference pdf (solid black line) is obtained by solving the PDE (22) with a 10-dimensional random vector $\xi$ using sparse grid level 5. The total number of simulations needed for this solution is 8761. In the basis adoption method with time-independent basis (the PDF is represented by the dashed red lines), $r = 5$ dimensions are used and the basis adaptation is performed only once at $t = 0.005$. The same number of dimensions ($r = 5$) are used in the basis adaptation method with the time-dependent basis (PDFs are denoted by dashed blue lines). The new basis are computed at each time step prior to solving the PDE. Fig. 4 demonstrates that the pdf predicted with time-dependent basis is significantly more accurate than the PDF obtained with fixed basis.

Figs. 5a and 5b show the the mean and standard deviation of the reference solution as a function of $x$ (horizontal axis) and $t$ (vertical axis). Figs. 5c and 5d present the absolute point error in the mean and standard deviation of the solution.
using fixed basis adaptation. Figs. 5c and 5d display the absolute point error in the mean and standard deviation of the solution of the Richards using time-dependent basis adaptation compared to the reference solution. While the point errors of the mean are similar in the the time-independent and time-dependent basis adaptation methods, the point errors in the standard deviation are approximately 50% smaller with the time-dependent basis.

In the above examples, the solutions are obtained with the domain decomposition method by dividing the domain into 4 non-overlapping subdomains and in each subdomain the solution is computed using 781 simulations corresponding to the reduced dimension $r = 5$ and sparse-grid level 5. The total number of simulations is $781 \times 4 = 3124$, which is significantly smaller than 8761 simulations in the reference solution. The iterative method for computing values at the interface
between the subdomains does not add significantly to the computational cost.

Figure 5: Richards equation: a) mean of reference solution \((d = 10)\) and b) standard deviation of reference solution \((d = 10)\) c) error in mean of low dimensional solution \((r = 5)\) with fixed basis adaptation and d) error in standard deviation of low dimensional solution \((r = 5)\) with fixed basis adaptation e) error in mean of low dimensional solution \((r = 5)\) with time-dependent basis adaptation and f) error in standard deviation of low dimensional solution \((r = 5)\) with time-dependent basis adaptation as a function of \(x\) (horizontal axis) and \(t\) (vertical axis).

Finally, in Fig. 6 we present errors in the solution obtained with the time-dependent basis adaptation without domain decomposition. These errors are smaller than in the time-independent basis adaptation method but larger than in the time-dependent basis adaptation method with the domain decomposition.
6. Conclusions

We proposed a dimension reduction method with time-dependent basis adaptation and the spatial domain decomposition for stochastic PDEs. The time-dependent basis adaptation is computed using an inexpensive calculation of the full dimensional stochastic solution in the whole spatial domain using lower sparse-grid level (2 in this work).

We have used the proposed approach for solving the time-dependent one-dimensional linear and nonlinear diffusion equations with random diffusion coefficient. Our results show that the proposed approach significantly outperforms the time-independent basis adaptation method. Although the time-dependent
basis adaptation method alone is quite effective, combining with the domain decom- position method further improved the results. To the best of our knowledge, this is the first time-dependent dimension reduction approach for time-dependent stochastic PDEs. In our future work, we will extend our approach to two and three dimensional stochastic PDEs.
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