A Case Study for the Application of an Operational Two-Dimensional Real-Time Flooding Forecasting System and Smart Water Level Gauges on Roads in Tainan City, Taiwan
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Abstract: An operational two-dimensional real-time flood forecasting system has been developed to prevent urban inundation in Taiwan, and it uses the Delft-FEWS (Flood Early Warning System) platform to integrate the SOBEK models to forecast flooding. A new generation of smart water level gauges, integrating power charging, recording, transmission, and sensing into one, can monitor the inundation on roads in real-time. This study took Annan District in Tainan City, Taiwan, as the study object and presented the application of the flood forecasting system and smart water level gauges in the urban environment. The collected data from Storm 0611 and Typhoon Megi in 2016 were used to assess the accuracy of the flood forecasting system. The analysis of three water level stations in the drainage showed that the one-dimensional simulation results were fairly accurate. According to the 18 observed and simulated inundation depths on the roads, the true positive, false positive, false negative, and true negative values were 8, 0, 2, and 8, respectively. The accuracy, sensitivity, and precision of the flood forecasting system were 0.889, 0.800, and 1.000, respectively, indicating that the two-dimensional simulation results were highly accurate.
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1. Introduction

To prevent flood disasters by increasing the response time, many countries have developed their own flood forecasting systems, such as the Watershed Simulation and Forecasting System (WSFS) of Finland [1], the Melbourne Water’s Flood Integrated Decision Support System (FIDSS) of Melbourne, Australia [2], the Ensemble Streamflow Prediction (ESP) of Sweden [3], the Mekong Flood Forecasting System of the Mekong River Commission [4], the National Flood Forecasting System (NFFS) of UK [5], and the Iowa Flood Information System (IFIS) of Iowa State, USA [6]. In Taiwan, the Water Resources Agency has developed the FEWS_Taiwan platform based on the structure of the Delft-FEWS platform. Currently, not only meteorology, radar, rainfall, water level, and other hydrological information, but also numerous hydrological and hydrodynamic models have been integrated into the platform. The flood forecasting system uses real-time monitoring data on rainfalls, discharges, water levels,
and tide levels for flood forecasting. The river stages for 26 main rivers in Taiwan in the next three to 24 h are issued during the flooding period to reduce flood disasters [7,8]. Presently, most flood forecasting systems use a one-dimensional model for the computation. Nonetheless, one-dimensional models alone cannot accurately simulate flows in complex terrains, such as urban environments [9].

In recent years, because more river embankments have been built in Taiwan, the major cause of flooding has switched from river overflows to urban inundation. To prevent urban inundation, the Water Resources Agency has developed a two-dimensional real-time flood forecasting system, which adopts the Delft-FEWS platform to integrate the SOBEK models and the quantitative precipitation forecasts from the Central Weather Bureau. The system uses parallel computation for flood simulation, and it takes only an hour to come up with forecasts for the next three hours [10].

In Taiwan, the river terrains are quite steep, so the concentration time in rivers usually lasts only several hours. In urban areas, the concentration time of storm sewer systems usually lasts less than one hour. The authorities and people get ready for flood preparations as the Central Weather Bureau issues a typhoon sea or land warning. As a flood forecast is issued, the flood gates for the buildings in the flood-prone area are set up and the important items in the house are moved to higher places. Because most of the buildings in Taiwan are made of concrete and over two stories high, people can quickly evacuate to the second floor of the building or the neighboring shelter. Mobile pumps are dispatched to the flood-prone areas by authorities.

Traditionally, water levels or discharges from the streams are used to assess the accuracy of hydrological and hydraulic models; however, such data cannot test distributed model performance in the urban area. Most methods used to test distributed hydraulic model predictions are inundation extent and maximum water elevation. Several methods, such as aerial photos, airborne and satellite synthetic aperture radar (SAR) data, post-event trash line surveys, and post-event Light Detection and Ranging (LiDAR) survey of flood deposits, have been adopted to survey inundation extent [11].

In recent years, crowd-sourced methods are used due to the popularity of smart phones and community softwares. Blumberg et al. [12] simulated the inundation in Hoboken and Jersey City, USA, during Hurricane Sandy on 29 October 2012, by the Stevens Institute Estuarine and Coastal Ocean Hydrodynamic Model (sECOM). Thousands of emails were sent out to ask for photographs and videos, and hundreds of photographs were received. However, most of these survey results could not be used due to the lack of both accurate time registration and precise location. Many witnesses were interviewed and most of them had great stories about the flooding, but few of them could provide specific information for model validation. At last, besides the 19 U.S. Geological Survey verified high watermarks, only 26 watermarks from verbal stories and 11 watermarks from photographs or videos were adopted for model validation. Yin and Wilby [13] adopted the FloodMap-HydroInundation2D model to evaluate the impact of land subsidence on flood risks in Shanghai, China, and used crowd-sourced data for model validation. The crowd-sourced data can provide information about inundation, including the rough location, upload time, empirical estimate of inundation depth, and pictures. However, only a few entries of the recorded time in crowd-sourced data were the exact time when the actual inundation happened. Compared with the recorded time, the location of crowd-sourced data is relatively more reliable as it usually comes with the associated addresses. However, such addresses do not reflect the precise inundation location, making it difficult to mark them on the map. Most reported incidents usually have inherent uncertainties in terms of location and timing, and only a few reported incidents are reliable for model validation. Liu et al. [14] developed a cellular automaton (CA) model to simulate stormwater runoff and the flood inundation process in Guangzhou, China. There were 35-min and 13-min street-monitoring closed-circuit television (CCTV) videos used to verify the model. Chang et al. [15] simulated dynamic flow interactions between storm sewers and overland surface with a novel approach, coupling the 1D sewer flow model and the 2D overland flow model in New Taipei, Taiwan. Four flooding events were selected for model validation, and the New Taipei City Government recorded the flooded areas immediately after their occurrences.
From the above research, we can find that the inundation extent and water depth measured at different times in the urban area cannot describe the complete hydrograph of inundation depth. In the past, only some fragmented observed data were used for comparison with the simulated inundation depth. The comparison between the continuously observed and simulated inundation depth has not been mentioned before, especially in real and complex urban environments. In recent years, due to the development of “Internet of Things” technology, a new generation of smart water level gauges (Anasystem SenSmart WLS, Anasystem, Hsinchu City, Taiwan) has been developed. The gauges, integrating power charging, recording, transmission, and sensing into one, can be quickly installed onto utility poles and lighting poles. Real-time water levels are transmitted to the cloud system by a low-power wide-area network (LPWAN).

The operational two-dimensional real-time flood forecasting system and the smart water level gauges are first introduced in this paper. This study took Annan District in Tainan City, Taiwan, as the study object and presented the application of the flood forecasting system and the smart water level gauges on roads in the urban environment. The paper is organized as follows: Section 2 gives details of the selected case study. Section 3 summarizes the main characteristics of the two-dimensional real-time flood forecasting system and defines the performance evaluation measures used for evaluating the results. Section 4 presents and discusses the results obtained using the proposed forecasting system. Section 5 outlines a summary of the previous sections.

2. Study Area

This study examines Annan District in Tainan City, Taiwan. Annan District is roughly 107 km², with about 62,000 households and about 191,000 people. The precipitation of the dry season, from November to April, is only 10% of the total annual rainfall of 2000 mm. The land uses in Annan District are agriculture (21.5%), aquaculture (29.7%), forest (2.0%), traffic (6.2%), water (9.4%), build-up (12.5%), public (1.9%), recreation (1.3%), vacant (8.7%), and other (6.8%) (Figure 1).

![Figure 1. The land use in Annan District, Tainan City, Taiwan.](image-url)
Zengwun River is in the north of the district, Yanshuei River in the south, and Taiwan Strait in the west (Figure 2). The terrain is relatively flat, and within the area, there are no mountains or hills. The terrain is more elevated (9 m) in the northeast and lower in the southwest (1 m), resulting in a descending slope of 1/1600 on average. Flooding is likely to occur whenever a typhoon invades Annan District. It is because the area is rather flat or even low-lying, so gravity drainage is hindered. In addition, the drainage exits are often affected by backwater because of tides, which makes water drainage difficult.

In this study, observation records for two rainfall events were used: one is the Storm 0611 on 11 June 2016, and the other is Typhoon Megi on 27 September 2016. The rainfall intensity, tide hydrograph, and the maximum simulated inundation range are shown in Figures 3 and 4.

![Figure 2. (a) Location of the study area; (b) smart water level gauges.](image)

![Figure 3. Rainfall and tide hydrograph and chart of inundation simulation range for Storm 0611.](image)
Storm 0611 was caused by the southwest monsoon, and it led to floods in part of Annan District. Fortunately, there was no significant damage. The total 24-h precipitation of the Storm 0611 was 151.3 mm, the simulated inundation area was 1264 ha, and the average inundation depth was 0.17 m.

Typhoon Megi made initial landfall in Huilian County, Taiwan, on 27 September at 14:00 and left the island from Yunlin County at 21:10. The entire island was invaded by the storm, and the typhoon caused significant damage to Taiwan. The maximum 12-h accumulated rainfall from Typhoon Megi was 292.8 mm, and the rainfall was not only heavy but also intense. What was worse is that the event coincided with the time of high tide, causing difficulty in draining water from low-lying areas. Moreover, the capacity of the water pumps was insufficient to cope with such a heavy rainfall. Consequently, flooding occurred at many places. After the water pumps were used continuously, the floodwater finally receded. Ultimately, this typhoon caused floods in many places in Tainan City. The total rainfall from Typhoon Megi over 24 h was 320.6 mm, the simulated inundation area was 4658 ha, and the average inundation depth was 0.33 m.

3. Materials and Methods

3.1. Two-Dimensional Real-Time Flood Forecasting System

The Delft-FEWS framework is developed to provide a platform on which operational forecasting systems can be constructed [16,17]. The Delft-FEWS system allows flexibility in the integration of many hydrological and hydraulic models and real-time data, and produces forecasts on a daily basis. Since its introduction in 2002/2003, the Delft-FEWS operational forecasting platform has been applied in
over forty operational centres [18]. The two-dimensional real-time flood forecasting system is designed according to the Delft-FEWS platform, which integrates the quantitative rainfall forecast from the Central Weather Bureau and SOBEK models that perform parallel computation (Figure 5). The parallel computation is handled by the forecasting shell servers. Data transmission is controlled and done uniformly by the master control (MC) server. The flooding simulation of the entire urban area is divided into various projects, and each project is assigned to be calculated in a specific forecast shell server (FSS) computation unit. The computation of each project has to be completed within a specific amount of time. Lastly, the flooding simulation results of each project are integrated to generate the potential flooding range for the entire urban area. The workflow of the two-dimensional real-time flooding forecasting system is as follows:

1. The data collection of the meteorological and hydrological observations and forecasts

   The meteorological and hydrological data from the Central Weather Bureau and Water Resources Agency include observation and forecast data, which are saved in different data formats, such as in databases, files, FTPs (File Transfer Protocols), or web services, and so forth. An automated data collection program must be established to ensure that the data is available at a predetermined time.

2. The space conversion of the meteorological and hydrological observations and forecasting data

   When integrating different hydrological and meteorological observations and forecasts, there is a need to consider how to deal with data heterogeneity. The data supplement, format conversion, data interpolation, and data check are carried out by Delft-FEWS, which can solve the problem of inconsistent timeline or null values. In addition, different weather forecast data can be converted into the same spatial resolution.

3. 2D flood simulation of the SOBEK model

   The model simulation includes two phases: state run and forecast run. The state and forecast runs adopt the observed and forecasted rainfall as the input of the model, respectively. The entire Tainan City is divided into seven units for parallel model simulation.

4. Integration and output of simulation results

   The simulation results of the seven units are integrated and presented. Then, the data format of the integrated simulation result is converted from ASC file into netcdf file format.

   The SOBEK model has several modes, such as Rainfall-Runoff, 1D FLOW-Urban, 1D FLOW-Rural, and Overland Flow-2D, and so forth [19]. The version of SOBEK used in this study is 2.13. In this study, rivers, regional drainages, rainwater sewers, and various hydraulic structures, such as bridges, pumping stations, gates, and detention basins, were set up in SOBEK. The digital elevation model (DEM) was produced by the Ministry of Interior in Taiwan with Airborne LiDAR point cloud with an elevation accuracy of 10–20 cm. The resolution in time and space were 1 min and 20 m, respectively. For abstractions, it is calculated based on the U.S. Soil Conservation Service Curve Number (SCS CN) method, in which the DEM and land-use were required to set up the flow path, as well as the slope in the watershed and curve number. As for rainfall-runoff modeling, it was calculated based on the U.S. Soil Conservation Service’s dimensionless unit hydrograph. Additionally, the rainfall series and tide elevation at the river outlet were treated as the boundary conditions given in advance. Four and two historical flood events were used for model calibration and validation, respectively [20]. The SCS CN method is as follows:

   \[
   P_r = \frac{(P - 0.2S)^2}{P + 0.8S} \tag{1}
   \]

   \[
   S = 25.4 \left( \frac{1000}{CN} - 10 \right) \tag{2}
   \]

   where:
Figure 5. Two-dimensional real-time flood forecasting system framework. MC: master control; FSS: forecast shell server.

Lag time is computed according to the SCS lag equation, shown as follows:

\[ T_{lag} = L^{0.8} \left( S + 25.4 \right)^{0.7} \left( 4238 - H \right)^{0.5} \]  (3)

\[ S = 25.4 \left( 1000 \frac{CN}{CN - 10} \right) \]  (4)

where:
- \( T_{lag} \): lag time (h)
- \( L \): length of the longest drainage path (m)
- \( H \): average watershed slope (%)
- \( S \): potential maximum retention (mm)
- \( CN \): curve number.

The SCS dimensionless unit hydrograph model as the rainfall-runoff model was adapted to compute the discharge:

\[ T_{lag} = 0.6 T_c \]  (5)

\[ T_p = \frac{T_c}{2} + T_{lag} \]  (6)

\[ T_b = 2.7 \times T_p \]  (7)

\[ Q_p = \frac{0.208 AR}{T_p} \]  (8)

where:
- \( T_{lag} \): lag time of peak flow (h)
- \( T_c \): time of concentration (h)
- \( T_p \): time to peak flow (h)
3.2. Field Observation

In terms of rainfall data, they were obtained from the quantitative precipitation estimation and segregation using multiple sensors (QPESUMS) of the Central Weather Bureau. The QPESUMS was based on six Doppler radars in Taiwan to estimate the precipitation and other hydrologic parameters, and it has been used to monitor severe weather since 2003. The weather information is updated every 10 min including 1.3-km resolution rainfall intensities covering all Taiwan land area [21,22]. The grid resolution of rainfall data was 1.3 km × 1.3 km, while the interval was 10 min. The water levels in the Yanshueixi Drainage were measured by the three water level stations of the Tainan City Government. The water levels are measured by the ultrasonic sensors with the accuracy of 0.25%. Sixteen smart water level gauges (Anasystem SenSmart WLS) were installed onto telephone poles on the roads to observe the inundation process in flood-prone areas (Figure 2). The gauges measure the water level by Radio Frequency (RF) admittance, with accuracy of 0.5% of the probe (usually 1.5–2.0 m long). Real-time water levels are transmitted to the cloud system by long range (LoRa) every 30 s. For tidal data, they were obtained from Sicao Tide Station.

3.3. Statistical Error Indices of 1D Water Depth

This study uses four error analysis indices to quantify errors between the observed and the simulated water depth of the three water level stations. The four indices are the coefficient of efficiency (CE) [23], the root mean square error (RMSEₜ), the error of peak water depth (EHₚ), and the difference of time as peak water depth happened (ETₜₚ). CE shows the relationship between the simulated and observed values; the closer the CE is to 1, the better the model simulation. RMSEₜ represents the error between the simulated and observed values. EHₚ indicates the differences between the maximum simulated and observed water depths. ETₜₚ denotes the differences between the time when maximum simulated and observed water depth happened. The equations of these indices are presented below:

\[
CE = 1 - \frac{\sum_{i=1}^{n} [H_{\text{sim}}(t_i) - H_{\text{obs}}(t_i)]^2}{\sum_{i=1}^{n} [H_{\text{obs}}(t_i) - \overline{H}_{\text{obs}}(t_i)]^2}
\]  \hspace{1cm} (9)

\[
RMSEₜ = \left[ \frac{1}{T} \sum_{i=1}^{T} [H_{\text{sim}}(t_i) - H_{\text{obs}}(t_i)]^2 \right]^{1/2}
\]  \hspace{1cm} (10)

\[
EHₚ = \frac{H_{\text{p,sim}} - H_{\text{p,obs}}}{H_{\text{p,obs}}} \times 100\%
\]  \hspace{1cm} (11)

\[
ETₜₚ = T_{\text{h,p,sim}} - T_{\text{h,p,obs}}
\]  \hspace{1cm} (12)

where:

- \(H_{\text{sim}}(t_i)\): the simulated water depth (m) at time \(t_i\)
- \(H_{\text{obs}}(t_i)\): the observed water depth (m) at time \(t_i\)
- \(\overline{H}_{\text{obs}}(t_i)\): the average observed water depth (m)
- \(T\): the computation time (10 min)
- \(H_{\text{p,sim}}\): the maximum simulated water depth (m)
- \(H_{\text{p,obs}}\): the maximum observed water depth (m)
- \(T_{\text{h,p,sim}}\): the time as the maximum simulated water depth happened
- \(T_{\text{h,p,obs}}\): the time as the maximum observed water depth happened.
3.4. Statistical Error Indices of 2D Inundation Depth

This study uses four error analysis indices to quantify errors between the observed and the simulated inundation depth. The four indices are the correlation coefficient ($R$), the root mean square error ($RMSE_d$), the error of peak inundation depth ($ED_p$), and the difference of time as peak inundation depth happened ($ET_{d,p}$). $R$ shows the relationship between the simulated and observed values; the closer the $R$ is to 1, the better the model simulation. $RMSE_d$ represents the error between the simulated and observed values. $ED_p$ indicates the differences between the maximum simulated and observed inundation depths. $ET_{d,p}$ denotes the differences between the time when maximum simulated and observed inundation depth happened. The equations of these indices are presented below:

\[ R = \frac{\sum (D_{sim}(t_i) - D_{sim}(t_i)) (D_{obs}(t_i) - D_{obs}(t_i))}{\sqrt{\sum (D_{sim}(t_i) - D_{sim}(t_i))^2 \sum (D_{obs}(t_i) - D_{obs}(t_i))^2}} \]  

(13)

\[ RMSE_d = \left( \frac{1}{T} \sum_{i=1}^{T} [D_{sim}(t_i) - D_{obs}(t_i)]^2 \right)^{1/2} \]  

(14)

\[ ED_p = D_{p,sim} - D_{p,obs} \]  

(15)

\[ ET_{d,p} = T_{d,p,sim} - T_{d,p,obs} \]  

(16)

where:

- $D_{sim}(t_i)$: the simulated inundation depth (m) at $t$ time
- $D_{obs}(t_i)$: the observed inundation depth (m) at $t$ time
- $D_{sim}(t_i)$: the average simulated inundation depth (m)
- $D_{obs}(t_i)$: the average observed inundation depth (m)
- $T$: the computation time (10 min)
- $D_{p,sim}$: the maximum simulated inundation depth (m)
- $D_{p,obs}$: the maximum observed inundation depth (m)
- $T_{d,p,sim}$: the time as the maximum simulated inundation depth happened
- $T_{d,p,obs}$: the time as the maximum observed inundation depth happened.

3.5. Performance Indicators

In this study, the confusion matrix [15,24–26] was adopted to calculate the indicators and evaluate the performance of the flood forecasting system. There are four categories of possible agreement between the simulation and observation results (Table 1). True positive ($TP$) shows the number that the model predicts flooding correctly. False positive ($FP$) represents the number of times that the model predicts incorrectly. False negative ($FN$) indicates the number that the model fails to predict flooding. True negative ($TN$) denotes the number that the model rightly predicts no flooding. Three indicators, including accuracy ($ACC$), sensitivity (true positive rate, $TPR$) and precision (positive predictive value, $PPV$), were used to evaluate the goodness of modelling results as follows:

\[ ACC = \frac{TP + TN}{TP + TN + FP + FN} \]  

(17)

\[ TPR = \frac{TP}{TP + FN} \]  

(18)

\[ PPV = \frac{TP}{TP + FP} \]  

(19)
Table 1. Confusion matrix.

| Simulation | Observation |
|------------|-------------|
| Positive   | True positive (TP) | False positive (FP) |
| Negative   | False negative (FN) | True negative (TN) |

4. Results and Discussion

4.1. Water Level Stations

The simulated and observed water depth hydrographs of the three water level stations for Yanshueixi Drainage are shown in Figure 6. Statistical error analysis results are shown in Table 2.

Figure 6. Water level hydrograph of water level stations. (a) Station 1 in Storm 0611; (b) Station 1 in Typhoon Megi; (c) Station 2 in Storm 0611; (d) Station 2 in Typhoon Megi; (e) Station 3 in Storm 0611; (f) Station 3 in Typhoon Megi.
Table 2. Water level stations’ statistical error indices.

| Rainfall Events | Station | Coefficient of Efficiency CE | Root Mean Square Error RMSE\(_h\) (m) | Error of Peak Water Depth EH\(_p\) (%) | Error of Time to Peak Water Depth ET\(_{h,p}\) (min) |
|-----------------|---------|------------------------------|--------------------------------------|--------------------------------------|--------------------------------------|
| Storm 0611      | 1       | 0.686                        | 0.19                                 | 8.9                                  | −60                                  |
|                 | 2       | 0.716                        | 0.27                                 | 20.7                                 | 30                                   |
|                 | 3       | 0.861                        | 0.25                                 | 11.6                                 | 20                                   |
| Typhoon Megi    | 1       | 0.890                        | 0.21                                 | −2.0                                 | 30                                   |
|                 | 2       | 0.944                        | 0.19                                 | 2.8                                  | 30                                   |
|                 | 3       | 0.957                        | 0.21                                 | 5.9                                  | 10                                   |

The CE values of the Storm 0611 from the three water level stations were 0.686, 0.716, and 0.861, and the more downstream the station was located, the smaller the CE value was. The RMSE\(_h\) values were 0.19, 0.27, and 0.25 m. The EH\(_p\) of the Storm 0611 were 8.9%, 20.7%, and 11.6%. All three water level stations overestimated the maximum simulated water level. When the time the maximum water level happened at Station 1, it was 60 min earlier than the time when the maximum simulated water level happened. This error was bigger than the errors from the other two stations, which showed a delay of only 30 and 20 min, respectively. For Storm 0611, the simulated and observed water level in Station 2 and 3 were close to each other before 3:00; however, the water level bias changed with the precipitation intensity during 3:00–14:00, and the uncertainty might come from QPESUMS.

For Typhoon Megi, the CE values were 0.890, 0.944, and 0.957. The results showed that the computation accuracy by the one-dimensional channel hydrodynamic model of SOBEK was highly accurate. The RMSE\(_h\) values were 0.21, 0.19, and 0.21 m, which were similar. The EH\(_p\) from the three stations were −2.0%, 2.8%, and 5.9%, and the simulated maximum water level and the observed maximum water level were similar. Three stations had a delay of 30, 30, and 10 min, respectively, and the time from simulated maximum water level and the time from observed maximum water level were very close. However, it was indicated that the more downstream the water level station was located, the less accurate the overall simulation result was. This was because the more downstream the water level station was located, the greater impact from the downstream boundary conditions was. Since there was no water level station at the estuary (Sicao Bridge), the Sicao Tide Station, located 4 km to the northeast of the estuary, was used instead (Figure 2). This choice might be responsible for errors in the downstream boundary conditions. In the future, it is important to set up a water level station at the estuary (Sicao Bridge) and use it as a boundary condition in the modeling to improve modeling simulation.

4.2. Inundation Depth Stations

For Storm 0611, stations A, C, F, and L were excluded for the reasons of instrument calibration. For stations B, D, G, H, I, K, N, and O, both the observed and simulated inundation depths showed no flooding. Figure 7 shows the observed and simulated inundation depth hydrographs of stations E, J, M, and P, and Table 3 indicates their statistical error indices. For stations E and J, the values of R, RMSE\(_d\), ED\(_p\), and ET\(_{d,p}\) indicated that the model predicted flooding highly accurately. For station M, the maximum observed inundation depth was higher than the maximum simulated inundation depth of 0.06 m, and it denoted that the model predicted flooding fairly accurately. However, station P’s simulation result showed no flooding, but the observation result showed flooding. When examining the SOBEK model, it was found that the rainwater sewer near station P was not full, and no water came out of the manhole. Nonetheless, the observation data showed that there was inundation at the station. When checking the on-site condition, it was found that station P was at a partially low-lying area. Therefore, before rainwater went into the rainwater sewer, the low-lying terrain had already caused flooding on the surface.
Table 3. Inundation depth stations’ statistical error indices.

| Rainfall Events | Station | Correlation Coefficient \( R \) | Root Mean Square Error \( \text{RMSE}_d \) (m) | Error of Peak Inundation Depth \( \text{ED}_p \) (m) | Error of Time to Peak Inundation Depth \( \text{ET}_{d,p} \) (min) |
|----------------|---------|-------------------------------|----------------------------------|---------------------------------|-----------------|
| Storm 0611     | E       | 0.998                         | 0.001                            | 0.01                            | 10              |
|                | J       | 0.991                         | 0.002                            | 0.01                            | 0               |
|                | M       | 0.639                         | 0.026                            | 0.01                            | 0               |
|                | P*      | -                             | -                                | -0.11                           | -               |
| Typhoon Megi   | D       | 0.982                         | 0.007                            | 0                               | 10              |
|                | F       | 0.909                         | 0.012                            | 0.06                            | 30              |
|                | G       | 0.187                         | 0.021                            | 0.06                            | 180             |
|                | I       | 0.998                         | 0.001                            | 0                               | 10              |
|                | J       | 0.996                         | 0.007                            | 0                               | 0               |
|                | K       | 0.943                         | 0.028                            | 0.03                            | 10              |

*: simulation result showed no flooding.

For Typhoon Megi, stations A, B, C, E, H, L, M, N, O, and P were excluded for the reasons of instrument unavailability due to lease expiration. Figure 8 shows the observed and simulated inundation depth hydrographs of stations D, F, G, I, J, and K, and Table 3 indicates their statistical error indices. For stations D, I, and J, the values of \( R \), \( \text{RMSE}_d \), \( \text{ED}_p \), and \( \text{ET}_{d,p} \) indicated that the model predicted flooding highly accurately. For stations F and K, the maximum observed inundation depths were higher than the maximum simulated inundation depths of 0.06 and 0.03 m, which showed that the model predicted flooding accurately. However, the model failed to predict flooding at station G. Because station G was located near a temple in a low-lying area, this type of inundation has not been able to be simulated by the SOBEK model.
Figure 8. Inundation depth hydrographs of stations D, F, G, I, J, and K during Typhoon Megi. (a) Station D in Typhoon Megi; (b) Station F in Typhoon Megi; (c) Station G in Typhoon Megi; (d) Station I in Typhoon Megi; (e) Station J in Typhoon Megi; (f) Station K in Typhoon Megi.

4.3. Performance Indicators

In this study, there was a total 18 field inundation depth observations. According to the simulated and the observed results, the $TP$, $FP$, $FN$, and $TN$ values were 8, 0, 2, and 8, respectively (Table 4). The accuracy ($ACC$), sensitivity ($TPR$), and precision ($PPV$) were 0.889, 0.800, and 1.000, respectively, and indicated that the computation accuracy of the two-dimensional real-time flood forecasting system was accurate.

Table 4. Confusion matrix of simulated and observed maximum inundation depths.

| Simulation | Observation |
|------------|-------------|
| Positive   | Negative    |
| Positive   | 8 ($TP$)    | 0 ($FP$)    |
| Negative   | 2 ($FN$)    | 8 ($TN$)    |
4.4. The Causes of Uncertainties of the Two-Dimensional Real-Time Flood Forecasting System

Because SOBEK combines one-dimensional channel hydrodynamic modeling and two-dimensional flood modeling, the model cannot simulate small-scale low-lying areas with poor drainage systems on the road. The small-scale inundation condition can only be detected by smart water level gauges. In addition, there were several sources of uncertainties in date, model, and field situation. The QPESUMS (quantitative precipitation estimation and segregation using multiple sensors), based on six Doppler radars in Taiwan, was adopted as the input item of the SOBEK model, and had its uncertainty. The discharge of the watershed was estimated by using the SCS unit hydrograph method. The abstraction of rainfall in this study was calculated using the U.S. Soil Conservation Service Curve Number Method, which involves mainly the surface runoff and is easy to use, but cannot describe the complex hydrological process. The state of the model prior to the flood events was a source of uncertainty. To reduce this uncertainty, we presimulated the model with three-hour observed prospection before the forecast. In addition, blocks in road drainage ditches, storm sewers, and regional drainage in the field were unpredictable for inundation forecast during storm events.

4.5. The Application of Smart Water Level Gauges

Besides traditional water levels or discharges from the stream used to validate hydrological and hydraulic models, several other methods have been used to capture the information of inundation time and depth in the urban area in recent years. However, these methods have their limitations. The maximum inundation depths measured by post-event surveys cannot capture the time series of flooding. The crowd-sourced method seems to be able to get more information about inundation time and location. However, several research works indicated that most survey results could not be used due to the lack of both accurate time registration and precise location for model validation. The researchers had to spend a lot of time to deal with the post-event survey information, and only a few of them could be used [12,13]. In addition, the information investigated from the crowd-sourced method was fragmented and could not capture the time series of flooding. The CCTV videos could be used to verify the model [14]; however, the image quality of CCTV was affected by the weather condition and the inundation depth could not be read from the image immediately. The smart water level gauge is a good solution for the validation of hydrological and hydraulic models. It features high accuracy, all-weather operation, and can monitor the entire flooding process, including flooding and floodwater recession. The gauge readings can be transmitted in real-time to the cloud system by LPWAN. This information not only can be used to modify the forecasting results, but issue the flooding warning. Because flooding usually occurs repeatedly at the same locations in the urban area, the suitable set of smart water level gauges can effectively capture the flooding situation during flooding events.

In Taiwan, flood forecasting systems are gradually being developed for other cities and countries, and the smart water level gauges are being set up in the urban area. The models of flood forecasting systems can be improved through field observations in the future. A real-time error-correction method for the forecasted river stage of Delft-FEWS used a combination of forecast errors estimated by the time series models and the average deviation model [27]. The method can effectively reduce the errors of forecasted water stages, and therefore enhance the reliability of forecast information. The method, further improved by the Kalman filter (KF) model, can effectively reduce the uncertainties of the river stage forecasts, and present consistent high-correction performance under various rainstorm events [28]. In the future, the method will be applied to the real-time corrections of inundation depth. In addition, field observations from the smart water level gauges can make up for the shortcomings of the models. The integration of field observations and model calculations will increase the overall accuracy of forecast results.
5. Conclusions

The operational two-dimensional real-time flood forecasting system was developed by using the Delft-FEWS platform, which integrated the quantitative rainfall forecast and SOBEK models that performs parallel computation. Three water level stations in the Yanshueixi Drainage measured the water levels, and sixteen smart water level gauges on the roads measured the inundation depths. The collected data from Storm 0611 and Typhoon Megi in 2016 were used to assess the accuracy of the flood forecasting system. The analysis of water depths in the drainage showed that the 1D simulation results were fairly accurate. According to the 18 observed and simulated inundation depths on the roads, the true positive, false positive, false negative, and true negative values were 8, 0, 2, and 8, respectively. The accuracy, sensitivity, and precision were 0.889, 0.800, and 1.000, respectively, and indicated that the 2D simulation results were highly accurate. The reason for the model failing to predict flooding was that SOBEK model, coupling Rainfall-Runoff, 1D FLOW, and Overland Flow-2D modules, could not simulate small-scale low-lying areas with poor drainage systems on the road. The small-scale inundation condition can only be detected by smart water level gauges.
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