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Abstract—Monocular 3D object detection, with the aim of predicting the geometric properties of on-road objects, is a promising research topic for the intelligent perception systems of autonomous driving. Most state-of-the-art methods follow a keypoint-based paradigm, where the keypoints of objects are predicted and employed as the basis for regressing the other geometric properties. In this work, a unified network named as FADNet is presented to address the task of monocular 3D object detection. In contrast to previous keypoint-based methods, we propose to divide the output modalities into different groups according to the estimation difficulty of object properties. Different groups are treated differently and sequentially associated by a convolutional Gated Recurrent Unit. Another contribution of this work is the strategy of depth hint augmentation. To provide characterized depth patterns as hints for depth estimation, a dedicated depth hint module is designed to generate row-wise features named as depth hints, which are explicitly supervised in a bin-wise manner. The contributions of this work are validated by conducting experiments and ablation study on the KITTI benchmark. Without utilizing depth priors, post optimization, or other refinement modules, our network performs competitively against state-of-the-art methods while maintaining a decent running speed.

Index Terms—Autonomous driving, Monocular 3D object detection, Keypoint-based network

I. INTRODUCTION

MONOCULAR 3D object detection in autonomous driving scenarios, with the goal of estimating the 2D and 3D geometric properties of on-road objects in a monocular image, is a challenging yet promising research topic. The state-of-the-art 3D detection methods [1]–[5] generally resort to 2D detectors [9], [11], [12] or being embedded into a single-stage framework for monocular 3D object detection, a brief sequential feature association and depth hint augmentation
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The presented FADNet performs competitively with state-of-the-art methods, providing a good trade-off between the detection accuracy and running speed. More recently, some anchor-free detectors [33]–[37] have been proposed. CornerNet [33] has phrased the 2D detection tasks as the keypoint detection of top-left and bottom-right corners. FCOS [34] has presented a per-pixel dense prediction approach, which regresses the distances from a pixel to four edges of the potential bounding boxes it may reside in. ExtremeNet [35] has proposed to estimate the center point together with four extreme points of 2D bounding boxes. A brute force strategy is leveraged to group all quadruples of the estimated extreme points. This line of works are free from the manually predefined anchors, yet still achieve promising results.

The second initiative of this work is the strategy of depth hint augmentation. Specifically, a dedicated depth hint module is designed to learn a depth pattern from the input image, which serves as an informative hint for subsequent depth estimation. Due to the coherence of objects’ depth values and 2D vertical locations, this learned depth pattern is instantiated by a row-wise feature called depth hint generated by a dedicated depth hint module. The depth hint is then used to augment the output features for predicting objects’ depth, leading to enhancement in network performance.

To evaluate the contributions of this work, experiments are conducted on KITTI [20], which is the most prestigious benchmark for autonomous driving. Experimental results indicate that the presented FADNet is superior to the baseline benchmarks for autonomous driving. Experimental results in comparison with state-of-the-art monocular 3D object detection methods while maintaining a decent running speed. The output features in the convGRU are sequentially associated by the propagation of hidden states. This has the advantage that the estimation difficulty of outputs from later timesteps is alleviated by the enlightenment of hidden states from previous timesteps. By experiment, it is found that such a design also contributes to promoting the consistency between 2D and 3D estimations, which is attributed to the associative structure in the proposed method.

The main contributions in this work are summarized as follows:

- A single-stage keypoint-based network, FADNet, is presented for monocular 3D object detection with autonomous driving as the target application.
- The strategy of output grouping and sequential feature association is proposed.
- A dedicated depth hint module is designed to generate depth hints, by which the convolutional features are augmented for better depth estimation.
- The presented FADNet performs competitively with state-of-the-art methods, providing a good trade-off between the detection accuracy and running speed.

By experiment, it is found that such a design also contributes to promoting the consistency between 2D and 3D estimations, which is attributed to the associative structure in the proposed method.

In this section, 2D object detection methods are briefly reviewed in Subsection II-A. Then monocular 3D detection methods are reviewed from two aspects according to whether they are region proposal-based methods (Subsection II-B) or keypoint-based methods (Subsection II-C).

### II. RELATED WORK

#### A. 2D Object Detection

2D object detection methods are conventionally categorized into two-stage methods [21]–[25] and one-stage methods [16], [26]–[30]. The most representative two-stage detector is Faster R-CNN [23], which is the first to devise the region proposal network. FPN [25] has integrated a feature pyramid network into Faster R-CNN to address the issue of multi-scale detection. RefineNet [31] has proposed a framework that iteratively refines the region proposals generated by a Faster R-CNN. Despite of being relatively complex and time-consuming, two-stage detectors generally achieve higher precision and recall rates in comparison with the one-stage counterparts.

To narrow down the performance gap between one-stage and two-stage approaches, RetinaNet [27] has proposed to mitigate the imbalance between the number of positive and negative samples by using a Focal Loss. YOLOv3 [30] has presented an efficient Darknet-53 backbone for feature extraction. Combined with multiple output heads and predefined anchors, YOLOv3 achieves a decent trade-off between running speed and detection accuracy. More recently, YOLOv4 [32] has further incorporated multiple technical tricks into YOLOv3, yielding a network that achieves better performance and is easier to be trained.

More recently, some anchor-free detectors [33]–[37] have been proposed. CornerNet [33] has phrased the 2D detection tasks as the keypoint detection of top-left and bottom-right corners. FCOS [34] has presented a per-pixel dense prediction approach, which regresses the distances from a pixel to four edges of the potential bounding boxes it may reside in. ExtremeNet [35] has proposed to estimate the center point together with four extreme points of 2D bounding boxes. A brute force strategy is leveraged to group all quadruples of the estimated extreme points. This line of works are free from the manually predefined anchors, yet still achieve promising results.

#### B. 3D Object Detection

In this section, 2D object detection methods are briefly reviewed in Subsection II-A. Then monocular 3D detection methods are reviewed from two aspects according to whether they are region proposal-based methods (Subsection II-B) or keypoint-based methods (Subsection II-C).

### II. RELATED WORK

#### A. 2D Object Detection

2D object detection methods are conventionally categorized into two-stage methods [21]–[25] and one-stage methods [16], [26]–[30]. The most representative two-stage detector is Faster R-CNN [23], which is the first to devise the region proposal network. FPN [25] has integrated a feature pyramid network into Faster R-CNN to address the issue of multi-scale detection. RefineNet [31] has proposed a framework that iteratively refines the region proposals generated by a Faster R-CNN. Despite of being relatively complex and time-consuming, two-stage detectors generally achieve higher precision and recall rates in comparison with the one-stage counterparts.

To narrow down the performance gap between one-stage and two-stage approaches, RetinaNet [27] has proposed to mitigate the imbalance between the number of positive and negative samples by using a Focal Loss. YOLOv3 [30] has presented an efficient Darknet-53 backbone for feature extraction. Combined with multiple output heads and predefined anchors, YOLOv3 achieves a decent trade-off between running speed and detection accuracy. More recently, YOLOv4 [32] has further incorporated multiple technical tricks into YOLOv3, yielding a network that achieves better performance and is easier to be trained.

More recently, some anchor-free detectors [33]–[37] have been proposed. CornerNet [33] has phrased the 2D detection tasks as the keypoint detection of top-left and bottom-right corners. FCOS [34] has presented a per-pixel dense prediction approach, which regresses the distances from a pixel to four edges of the potential bounding boxes it may reside in. ExtremeNet [35] has proposed to estimate the center point together with four extreme points of 2D bounding boxes. A brute force strategy is leveraged to group all quadruples of the estimated extreme points. This line of works are free from the manually predefined anchors, yet still achieve promising results.

#### B. 3D Object Detection

The code is available at https://github.com/gtzly/FADNet.

| CenterNet [16] | ✓ | ✓ | ✓ | n/a |
|---------------|---|---|---|----|
| MonoPair [18] | ✓ | ✓ | ✓ | pairwise constraint |
| SMOKE [17]    | ✓ | ✓ | ✓ | None |
| RMT3D [19]    | ✓ | ✓ | ✓ | vertices offset |
| Ours (FADNet) | ✓ | ✓ | ✓ | depth hint |
B. Region Proposal-based Monocular 3D Detection

Similar to two-stage 2D object detection methods [21]–[24], many researchers [6]–[14], [38] have sought to predict 3D information by leveraging the power of region proposals to reduce the search scope. Deep3DBox [8] and Shift R-CNN [38] have proposed to estimate the 3D object locations by solving a linear system which is established through geometric constraints between 2D and 3D bounding boxes. Deep MANTA [9] has used a coarse-to-fine region proposal network to detect 2D vehicular parts. The task of 3D object detection is then formulated as a PnP problem and solved by a 2D/3D matching algorithm [39]. MonoGRNet [40] has firstly designed an instance-level depth estimation network. The merits of both early features and deep features are exploited to obtain a refined depth estimation. MonoFENet [10], ROI-10D [13] and Mono3D++ [11] have proposed to leverage a monocular disparity/depth estimation network to provide extra depth priors. MonoDIS [41] has introduced the methodology of loss disentanglement to refine the optimization dynamics. M3D-RPN [15] has proposed to ease the difficulty in monocular 3D detection by a series of 2D and 3D predefined anchors. Notably, albeit being region proposal-based methods, the detection pipeline of M3D-RPN [15] is designed in a one-stage manner.

C. Keypoint-based Monocular 3D Detection

Another line of works [16]–[19] have followed the keypoint-based scheme, which is firstly proposed by the pioneering work CenterNet [16] from Zhou et al. CenterNet phrases 2D/3D object detection as predicting the 2D bounding box centers via a keypoint branch and other geometric properties via several class-agnostic regression branches. Because CenterNet is originally oriented towards 2D detection tasks, it has not deeply dived into its 3D extension and achieves relatively poor results on the KITTI [20] benchmark.

Later keypoint-based approaches [17]–[19] have generally retained CenterNet’s architecture yet have made effective improvements to adapt to 3D detection tasks. SMOKE [17] has proposed to predict projected 3D centroids instead of 2D bounding box centers. The loss disentanglement method by [41] has been extended to a multi-step form to facilitate the training stage. MonoPair [18] has designed an additional pairwise constraint branch to exploit the mutual spatial relationship between vehicles for further post-optimization. The weights for error minimization are provided by the predicted aleatoric uncertainty. RMT3D [19] has presented a network that predicts the centers of 2D bounding boxes together with another 9 keypoints per object, including the projected 3D centroid and 8 projected vertices of the 3D bounding box.

Our work is inspired by keypoint-based 3D detection frameworks, which have a similar architecture in view of the parallel layout of multiple output heads based on a common backbone network for feature extraction. However, previous works are limited due to having an implicit association across different output modalities (2D center, 3D center, size, rotation, depth, etc.) and ignoring the difference in estimation difficulty between them. By contrast, our method tackles both drawbacks through the strategy of output grouping and sequential feature association. Besides, we present a depth hint augmentation method to better exploit the depth patterns of input images.

III. Methodology

In this section, the network architecture is firstly described in Subsection III-A. Then, two initiatives of our method, i.e. sequential feature association and depth hint augmentation, are explained in Subsection III-B and III-C. Finally, the design of loss functions is introduced in Subsection III-D.
A. Network Architecture

Overview A single-stage, keypoint-based network is presented for monocular 3D detection in autonomous driving scenarios. The overall architecture is shown in Fig. 1. Given an input image with a resolution of $W \times H$, a backbone network with an output stride of $S$ is employed for feature extraction, resulting in an output feature with a size of $W/S \times H/S$. A keypoint head and multiple regression heads are utilized to output 2D and 3D information on the basis of the extracted feature. The structures of head networks are shown in Fig. 2.

Different from previous works, the convolutional feature extracted by the backbone network is further sent into a convolutional gated recurrent unit (convGRU). Besides, in order to exploit the depth patterns of input images, depth hints are extracted by a depth hint module and then used to augment the output feature for depth estimation. Details of these two initiatives will be further elaborated on in later sections.

Backbone A deep layer aggregation network DLA-34 [43] combined with an upsampling network is employed as the backbone network in our method. The DLA-34 network has an output stride of 32, producing an intermediate feature of $W/32 \times H/32 \times 512$. Inspired by [16], we use the same upsampling network where transposed convolutions are utilized to increase the feature resolution and deformable convolutional layers [44] are added ahead of upsampling layers. The final output feature has a shape of $W/4 \times H/4 \times 64$.

Keypoint Branch A $W/4 \times H/4 \times C$ sized heatmap is predicted by the keypoint head network, where $C$ is the number of object categories ($C = 3$ for KITTI [20]). The value of each element in the heatmap indicates how possible the projected 3D centroid of a certain object category exists at the same location. By further calculating the local maxima and filtering via a threshold, we can obtain a preliminary estimation of the projected 3D centroids, denoted by $K_{3d} = [u_{3d}^K, v_{3d}^K]^T$. Since the output of keypoint branch has a stride of 4, discretization errors exist between the estimated keypoints $K_{3d}$ and the accurate locations of projected 3D centroids $C_{3d}$. Such errors will be further estimated by the 3D regression branch in later description.

2D Regression Branch To obtain a better understanding of 2D semantic properties, it is desirable to learn 2D bounding boxes’ centers $C_{2d}$ and 2D dimensions $(w, h)$. To this end, the 2D regression branch outputs a tuple of 4 elements $(\Delta u_{2d}, \Delta v_{2d}, w, h)$, where $(\Delta u_{2d}, \Delta v_{2d})$ denote the class-agnostic offsets between $C_{2d}$ and $K_{3d}$. The locations of 2D centers are thus decoded as

$$C_{2d} = \begin{bmatrix} u_{2d} \\ v_{2d} \end{bmatrix} = \begin{bmatrix} u_{3d}^K + \Delta u_{2d} \\ v_{3d}^K + \Delta v_{2d} \end{bmatrix}$$  \hspace{1cm} (1)$$

When setting up the ground truth labels for training the 2D head, it is found that the labeled 2D bounding boxes do not always wrap tightly around the projection of 3D bounding boxes (Fig. 3). This phenomenon contradicts with our designing purpose in that inconsistent information would flow from 2D output features to 3D output features via sequential feature association (Subsection III-B). Thus, instead of training with the raw labels provided by KITTI dataset, we remake the 2D labels with 2D boxes that tightly enclose the extreme points (left, top, right, bottom) of the projected 3D bounding boxes.
flowing from former timesteps. Since the output groups are arranged according to the estimation difficulty, the harder estimations are benefited from the prior guidance of easier ones. For example, being aware that the object has a small 2D dimension, the network is more likely to output a large depth estimation.

2D-3D Consistency By experiments, it is found that the associative structure of FADNet contributes to the consistency between 2D and 3D estimations. For illustration, we calculate the average intersection over union (IoU) between the estimated 2D bounding boxes and the bounding boxes obtained by projecting the estimated 3D boxes onto the image plane. A baseline is designed for comparison by removing the sequential feature association from FADNet (i.e. without the convGRU). The resulted statistics with respect to objects’ depths are shown in Fig. 5. It can be observed that the 3D estimations of FADNet better coincide with the 2D estimations than the baseline, which implicitly indicates that the 3D estimations have been guided by the 2D estimations in FADNet.

C. Depth Hint Augmentation

To better understand the depth patterns in autonomous driving scenarios, the statistics of average depths of cars at
different 2D vertical locations are reported in Fig. 6. Two characteristics are observed from the statistics:

i) The depths have a large variance, with values ranging from $<1\text{m}$ to $>45\text{m}$.

ii) The depths are not uniformly distributed and have strong correlation with 2D vertical locations.

Therefore, it is favorable for the network to estimate objects' depths with the aid of some kind of row-wise references (or hints). Out of such motivation, a depth hint module is devised to generate such hints for depth estimation. Its workflow is illustrated in Fig. 7. The feature fed into the depth hint module is output by the DLA-34 network without being upsampled (refer to Fig. 1). By using convolutions with $1 \times 1$ sized kernels, the input feature is squeezed along all dimensions but the vertical one, resulting in a $H/32 \times W/32$ sized feature vector called depth hint vector. The depth hint vector is then replicated into a $1 \times H/4 \times W/4$ feature named as depth hint, which contains the estimated depth pattern along the vertical dimension. The features for depth estimation are augmented by being concatenated with these depth hints.

During the training stage, the elements in depth hint vectors are supervised by a depth hint loss, which will be further elaborated on in Subsection III-D. Fig. 8 shows an example of the predicted depth hint and the corresponding ground truth. It can be seen that the depth hint module is able to learn the depth pattern from the input image, thus providing a reasonable initial guess for subsequent depth estimation.

**D. Loss Functions**

**Keypoint Loss** Following CenterNet [16] and CornerNet [33], the keypoint branch is trained with a variant of Focal Loss [27]:

$$L_{kp} = -\frac{1}{N} \sum_{cuv} \left\{ \begin{align*}
(1 - \hat{y}_{cuv})^\gamma \log(\hat{y}_{cuv}) & \quad \text{if } y_{cuv} = 1 \\
(1 - \hat{y}_{cuv})^\beta \hat{y}_{cuv}^\alpha \log(1 - \hat{y}_{cuv}) & \quad \text{otherwise}
\end{align*} \right.$$  

(6)

where $N$ denotes the total number of objects. $y_{cuv}$ and $\hat{y}_{cuv}$ stand for the ground truth and the estimated score for category $c$ at position $(u,v)$ in the heatmap. The ground truth for the heatmap is labeled by drawing gaussian kernels at locations that correspond to the projected 3D centroids. Readers are referred to [16] and [33] for more details. The hyperparameters $\alpha, \beta$ are set to $\alpha = 2, \beta = 4$ following CenterNet [16].

**Regression Loss** The outputs from 2D and 3D regression branches are respectively supervised by $L_{reg2d}$ and $L_{reg3d}$, both designed to be in a disentangled form inspired by MonoDIS [41]. Let $\psi_{2d}$ be a subset of 2D outputs $\Psi_{2d} = \{\Delta u_{2d}, \Delta v_{2d}, \{w, h\}\}$ and $- \psi_{2d}$ be its complementary subset. Let $y_\psi$ and $\hat{y}_\psi$ respectively denote the ground truth values and the estimations of $\psi$, and denote the $L_1$ loss function by $L_{1}(\cdot)$. The loss function for 2D regression heads is defined as

$$L_{reg2d}(y, \hat{y}) = \sum_{\psi_{2d} \in \Psi_{2d}} L_1(F(y_{\psi_{2d}}, y - \psi_{2d}), F(\hat{y}_{\psi_{2d}}, y - \psi_{2d}))$$  

(7)

with

$$F := \begin{bmatrix} u_{2d} \\ v_{2d} \end{bmatrix} + \begin{bmatrix} \pm w/2 \\ \pm h/2 \end{bmatrix}$$  

(8)

denoting the encoding transformation of 2D bounding boxes. Likewise, by defining $\Psi_{3d} = \{\{\cos \theta, \sin \theta\}, \{\Delta H, \Delta W, \Delta L\}, \{\Delta u_{3d}, \Delta v_{3d}, \{d\}\}\}$, we have

$$L_{reg3d}(y, \hat{y}) = \sum_{\psi_{3d} \in \Psi_{3d}} L_1(G(y_{\psi_{3d}}, y - \psi_{3d}), G(\hat{y}_{\psi_{3d}}, y - \psi_{3d}))$$  

(9)

with

$$G := \begin{bmatrix} x_{3d} \\ y_{3d} \\ z_{3d} \end{bmatrix} + \begin{bmatrix} \pm W/2 \\ \pm H/2 \\ \pm L/2 \end{bmatrix}R$$  

(10)

denoting the encoding transformation of 3D bounding boxes, where $R$ is the rotation matrix of yaw angle $\theta$.

Since the objects with larger depth values generally have smaller 2D sizes, we further adapt the loss function for 2D regression heads to be depth-aware. To be specific, $L_{reg2d}$ is remoulded as $d \cdot L_{reg2d}$, where $d$ is the ground truth of depth and hyperparameter $\gamma$ is empirically set to be $0.4$ in the experiments.

**Depth Hint Loss** A depth hint loss is proposed to explicitly guide the generation of the depth hint vector. Given an input image with a resolution of $W \times H$, we evenly divide it into $H/32$ bins along the vertical dimension. The depths of objects with 2D centers falling into each bin are accumulated
and averaged. The resulted vector with $H/32$ elements serves as the ground truth for the depth hint vector. Let $\hat{\xi}$ be the network’s estimation of depth hint vector and $\xi$ be the corresponding ground truth. The depth hint loss is defined as

$$L_{dh} = M_{dh} L_1(\xi, \hat{\xi})$$

(11)

where $M_{dh}$ is a 0/1 mask which takes 0 if a bin contains no object centers and takes 1 otherwise.

Total Loss The total loss function is a weighted sum of all the losses discussed above, that is

$$L_{total} = \lambda [L_{kp}, d^v L_{reg2d}, L_{reg3d}, L_{dh}]^T$$

(12)

where $\lambda = [1, \lambda_1, \lambda_2, \lambda_3]$ is the weighting vector.

IV. EXPERIMENTS

In this section, the implementation details are firstly introduced in Subsection IV-A. Quantitative and qualitative experimental results on KITTI are analyzed in Subsection IV-B. To further validate the contributions of this work, ablation study is conducted in Subsection IV-C. A discussion on the GRU design is given in Subsection IV-D.

A. Implementation Details

Experimental Settings The performance of the proposed method is evaluated on the KITTI benchmark, which contains a training set with 7481 images and a test set with 7518 images. The detected objects are categorized into Easy, Moderate, and Hard according to the objects’ 2D height, occlusion rate, and truncation rate. Since the ground truth labels for the test set are not made publicly available to discourage deliberate network tuning, we split the training set into a training subset with 3712 images and a validation subset with 3769 images following 3DOP [46] and conduct ablation study only on the validation subset.

In both training and testing stages, input images are resized into the resolution of (1280,384). We randomly augment the input data by i) flipping with a probability of 0.5 and ii) rescaling and shifting with a probability of 0.2. An Adam [47] optimizer is adopted for updating network’s parameters. Four NVIDIA GTX 1080Ti GPUs are used to jointly train our network with a batch size of 32. In all experiments, the values of the hyperparameters involved in Eq. 6 and Eq. 12 are set as in Table II.

| Parameter | $\alpha$ | $\beta$ | $\gamma$ | $\lambda_1$ | $\lambda_2$ | $\lambda_3$ |
|-----------|---------|---------|---------|-------------|-------------|-------------|
| Value     | 2       | 4       | 0.4     | 5           | 2           | 1           |

Stage-wise Training By experiments, it is found that the single-shot training strategy is harmful to the performance due to difficulty in reconciling the gradients from different parts of the network. Therefore, a stage-wise scheme is leveraged for network training. In specific, the network is trained in three stages:

i) Train for 90 epochs with an initial learning rate of 2e-4, which drops by half every 30 epochs.
ii) Fix the parameters of depth hint module and accordingly exclude the depth hint loss from the total loss function. Then train for 30 epochs with a learning rate of 3e-5.
iii) Further fix the parameters of heatmap head and 2D regression head and accordingly exclude keypoint loss and 2D regression loss from the total loss function. Then train for 30 epochs with a learning rate of 3e-5 and a weight decay of 1e-5.

Runtime Testing The presented network is implemented in the Pytorch [48] programming framework. The batch size of input image is set to 1 during the test stage. Being tested on a personal computer with an Intel i7-9700 CPU and a NVIDIA RTX 2080Ti GPU, the FADNet runs at a speed of 24.3 FPS. Since the running time randomly varies in different runs, the reported speed is calculated by averaging the speeds of 5 runs.

B. Experiments on KITTI

Quantitative Analysis To evaluate the performance of the proposed method, the evaluation results on both the test set (Table III) and the validation set (Table IV) of KITTI benchmark are reported. Following the convention of most previous works, all the comparisons are made with regard to the ‘car’ class.

For the test set, metrics including the average precision of 3D bounding boxes $\text{AP}_{3D}$, the average precision of bird’s eye view $\text{AP}_{BEV}$, the average precision of 2D bounding boxes $\text{AP}_{2D}$, and the average orientation similarity AOS, are employed for a comprehensive evaluation. The commonly used IoU threshold of 0.7 is adopted. Following the proposal of MonoDIS [41], all metrics are measured by the 40-point Interpolated Average Precision ($\text{AP}_{R_{40}}$) scores. As is shown in Table III, the presented FADNet performs competitively against state-of-the-art methods. Notably, our FADNet outperforms the other methods by a large margin in view of AOS, and ranks the second best in view of $\text{AP}_{2D}$. As for the Easy category in 3D metrics, FADNet achieves the highest score on $\text{AP}_{3D}$ and $\text{AP}_{BEV}$. Compared with the state-of-the-art method M3D-RPN [15] which adopts the region proposal-based framework, the proposed FADNet not only increases the $\text{AP}_{3D}$ score by 1.61 and the $\text{AP}_{BEV}$ score by 1.98 for the Easy category, but also runs around 4 times faster.

For the validation set, metrics including $\text{AP}_{3D}$ and $\text{AP}_{BEV}$ with IoU thresholds of 0.7 and 0.5 are employed for evaluation. The validation metrics are measured by $\text{AP}_{R_{11}}$ scores since the $\text{AP}_{R_{40}}$ scores are not reported by many of the works. An ablated version of our network, i.e. designed without sequential feature association and depth hint augmentation, is adopted as the baseline for our method. As is shown in Table IV, the presented FADNet is superior to the baseline with regard to all metrics and performs on par with other state-of-the-art methods.

Qualitative Analysis For an intuitive understanding of our method, some visualized detection results on KITTI test set and validation set are respectively exhibited in Fig. 9 and Fig. 10. The visualization for bird’s eye view and the predicted
depth hints (unit: m) are concatenated to the right side of each image. For intuitive comparison, the corresponding ground truth labels are also presented for the examples from validation set. Note that objects not satisfying either of the Easy, Moderate, Hard standards of KITTI (e.g. objects that are too far away, heavily occluded, or heavily truncated) are not plotted. From the exhibited qualitative results, it can be seen that the proposed FADNet is able to detect objects of different scales with decent accuracy.

However, there is still much leeway for improvement. Examples of failure cases produced by the FADNet are shown in Fig. 11. It is observed that detection failures generally happen to three types of cars: i) Cars in large distance. Monocular 3D detection methods rely on 2D appearance for 3D estimation. For cars in large distance, a large change in depth merely cause a small change in 2D appearance, leading to the difficulty in depth estimation. ii) Cars with large occlusional rates, usually in crowded scenes. iii) Cars with large truncational rates. We will be devoted to researching on these issues in future work.

### C. Ablation Study

To further evaluate the two initiatives of this work, six variants of FADNet are devised for ablation study, including i) Baseline, by removing the convGRU and the depth hint module from FADNet. The feature extracted by the backbone network is directly fed into the keypoint head and regression heads. ii) Baseline+FA, by only discarding the depth hint module. iii) Baseline+DH, by only abandoning the sequential feature association. iv) Baseline+ConvSep, by replacing the convGRU with four sequentially connected convolutional blocks. v) Baseline+ConvOne, by replacing the convGRU with a single convolutional block. The channels of the convolutional blocks in iv) and v) are adjusted such that the total amount of parameters is similar to the original FADNet. vi) Reversed, by reversing the order of sequential feature association. The channels of the convolutional blocks in iv) and v) are increased from that in Table IV.

As is shown in Table VI, AP3D and AP3D are increased by introducing either sequential feature association or depth hint augmentation, which validates the effectiveness of the presented two initiatives. By incorporating both of them (i.e. the original FADNet), the network achieves the best performance compared with the other variants. On the other hand, by only reversing the order of sequential feature association and keeping the other configurations unchanged, the network’s

| Method | Time (s) | AP3D (IoU = 0.7) E | AP3D (IoU = 0.7) M | AP3D (IoU = 0.7) H | AP3D (IoU = 0.5) E | AP3D (IoU = 0.5) M | AP3D (IoU = 0.5) H | AOS  E | AOS  M | AOS  H |
|--------|---------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------|-------|-------|
| ROI-10D [13] | 0.2     | 4.32              | 2.02              | 1.46              | 9.78              | 4.91              | 3.74              | 76.56 | 70.16 | 61.15 |
| Shift R-CNN [38] | 0.25    | 6.88              | 3.87              | 2.83              | 11.84             | 6.82              | 5.27              | 94.07 | 88.48 | 78.34 |
| MonoFENet [10] | 0.15    | 8.35              | 5.14              | 4.10              | 17.03             | 11.03             | 9.05              | 91.68 | 84.63 | 76.71 |
| MonoGRNet [40] | 0.04    | 9.61              | 5.74              | 4.25              | 18.19             | 11.17             | 8.73              | 88.65 | 77.94 | 63.31 |
| MonoDIS [41] | 0.10    | 11.06             | 7.60              | 6.37              | 18.45             | 12.58             | 10.66             | 94.96 | 89.22 | 80.58 |
| MonoPair [18] | 0.06    | 13.04             | 9.99              | 8.65              | 19.28             | 14.83             | 12.89             | 96.61 | 93.55 | 83.55 |
| SMOKE [17] | 0.03    | 14.03             | 9.76              | 7.84              | 20.83             | 14.49             | 12.75             | 93.21 | 87.51 | 77.66 |
| RTM3D [19] | 0.05    | 14.41             | 10.34             | 8.77              | 19.17             | 14.20             | 11.99             | 91.82 | 86.93 | 77.41 |
| M3D-RPN [15] | 0.16    | 14.76             | 9.71              | 7.42              | 21.02             | 13.67             | 10.23             | 89.04 | 85.08 | 69.26 |
| Ours (FADNet) | 0.04   | 16.37             | 9.92              | 8.05              | 23.00             | 14.22             | 12.56             | 96.15 | 90.49 | 80.71 |

### TABLE III

Comparison with other methods on the test set (IoU=0.7) of KITTI benchmark, measured by AP3D, E, M, H are short for Easy, Moderate, Hard respectively.

| Method | Time (s) | AP3D (IoU = 0.7) | AP3M (IoU = 0.7) | AP2D (IoU = 0.7) | AP3D (IoU = 0.5) | AP3M (IoU = 0.5) | AP2D (IoU = 0.5) |
|--------|---------|------------------|------------------|------------------|------------------|------------------|------------------|
| ROI-10D [13] | 0.2     | 4.32              | 2.02              | 1.46              | 9.78              | 4.91              | 3.74              |
| Shift R-CNN [38] | 0.25    | 6.88              | 3.87              | 2.83              | 11.84             | 6.82              | 5.27              |
| MonoFENet [10] | 0.15    | 8.35              | 5.14              | 4.10              | 17.03             | 11.03             | 9.05              |
| MonoGRNet [40] | 0.04    | 9.61              | 5.74              | 4.25              | 18.19             | 11.17             | 8.73              |
| MonoDIS [41] | 0.10    | 11.06             | 7.60              | 6.37              | 18.45             | 12.58             | 10.66             |
| MonoPair [18] | 0.06    | 13.04             | 9.99              | 8.65              | 19.28             | 14.83             | 12.89             |
| SMOKE [17] | 0.03    | 14.03             | 9.76              | 7.84              | 20.83             | 14.49             | 12.75             |
| RTM3D [19] | 0.05    | 14.41             | 10.34             | 8.77              | 19.17             | 14.20             | 11.99             |
| M3D-RPN [15] | 0.16    | 14.76             | 9.71              | 7.42              | 21.02             | 13.67             | 10.23             |
| Ours (FADNet) | 0.04   | 16.37             | 9.92              | 8.05              | 23.00             | 14.22             | 12.56             | 96.15 | 90.49 | 80.71 |

### TABLE IV

Comparison with other methods on the validation set (IoU=0.7/IoU=0.5) of KITTI benchmark, measured by AP3D.
performance is inferior to FADNet.

Besides, it can be observed from Table V that AP_{2D} and AOS are hardly enhanced by the two initiatives. This can be explained from two aspects: i) The features for 2D estimation are generated by the first and second timesteps of convGRU, hence having limited guidance from the other groups. ii) 2D information is relatively easy to estimate. Even by reversing the order of feature association (refer to the ‘Reversed’ variant), the hidden states from 3D estimations are limited in refining 2D estimations. Simply put, the hints from harder estimations generally fail to guide the easier estimations.

It should be noted that we build our network on the basis of a very simple baseline in order to emphasize the contributions of the two proposed initiatives. Now that i) both initiatives have been testified to be effective by the ablation study and ii) both initiatives can be decoupled from the main branch, our method still has the potential to achieve higher metric scores on the KITTI benchmark, if the two initiatives are applied to more complex frameworks or combined together with other techniques such as using depth priors and post optimization.

D. Discussion on the GRU design

A direct motivation of using a GRU instead of a CNN design to associate features is that GRU is more efficient in
TABLE V
ABLATION STUDY IN 2D METRICS ON KITTI VALIDATION SET (IOU=0.7) WITH DIFFERENT VARIANTS OF FADNet, MEASURED BY AP[\text{RE}]. ‘Base’ IS SHORT FOR ‘BASELINE’ DUE TO THE SPACE LIMIT.

| Method          | E   | M   | H   | E   | M   | H   |
|-----------------|-----|-----|-----|-----|-----|-----|
| Baseline        | 96.63 | 89.61 | 80.65 | 95.90 | 88.31 | 78.15 |
| Base+FA         | 97.60 | 90.55 | 82.88 | 97.68 | 89.65 | 81.70 |
| Base+DH         | 97.45 | 89.67 | 81.11 | 95.34 | 88.27 | 79.52 |
| Base+ConvSep    | 96.14 | 88.58 | 80.22 | 95.14 | 89.11 | 79.92 |
| Base+ConvOne    | 96.93 | 89.72 | 81.29 | 96.46 | 90.53 | 81.38 |
| Reversed        | 98.13 | 91.24 | 83.57 | 97.62 | 91.03 | 81.83 |
| Base+FA+DH      | 97.67 | 89.74 | 81.38 | 97.53 | 91.04 | 82.98 |

TABLE VI
ABLATION STUDY IN 3D METRICS ON KITTI VALIDATION SET (IOU=0.7) WITH DIFFERENT VARIANTS OF FADNet, MEASURED BY AP[\text{RE}].

| Method          | E   | M   | H   | AP[\text{RE}] |
|-----------------|-----|-----|-----|---------------|
| Baseline        | 10.33 | 8.52 | 7.67 | 18.04 | 12.95 | 10.81 |
| Base+FA         | 17.31 | 11.71 | 10.66 | 22.55 | 15.57 | 13.85 |
| Base+DH         | 12.25 | 8.98 | 8.14 | 19.55 | 14.12 | 12.53 |
| Base+ConvSep    | 14.35 | 9.91 | 8.61 | 20.04 | 14.33 | 13.24 |
| Base+ConvOne    | 15.87 | 10.93 | 9.80 | 21.68 | 15.02 | 14.21 |
| Reversed        | 13.53 | 9.12 | 9.21 | 20.30 | 13.98 | 13.02 |
| Base+FA+DH      | 18.40 | 12.52 | 10.97 | 25.55 | 16.54 | 15.53 |

capturing the dependency between different components. The delicately designed gates inside a GRU module help to decide which part of former information to be forgotten and which part to be retained. For instance, suppose the 2D regression head identifies an object as ‘a large car’. The keyword ‘large’ suggests that this car is not very distant from us, thereby the regression head for predicting depth is guided by such message flowing from a prior stage.

In fact, the shortcut design of ResNet [49], which enables a direct message flow, implements a similar structure with RNN while considerably reducing the parameter amount. In other words, RNN is more efficient in understanding the sequential association between features, which is coherent with the experimental results exhibited in Subsection IV-C.

V. CONCLUSION

In this work, a single-stage keypoint-based monocular 3D object detection network named as FADNet has been presented. On the one hand, convolutional features that correspond to different output modalities have been tackled differently by adopting the strategy of output grouping. A convolutional GRU has been integrated to establish sequential association across output features from different groups. It has been found by experiment that this design contributes to the consistency between 2D and 3D estimations and improves the overall performance on the KITTI benchmark. On the other hand, motivated by the observation that the objects’ depths are unevenly distributed along the vertical dimension of input images, a dedicated depth hint module has been devised to estimate the depth pattern. The depth hints output by the depth hint module are capable of providing informative hints for subsequent depth estimation. The presented FADNet performs competitively against state-of-the-art methods, providing a good trade-off between detection accuracy and running speed.
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