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Abstract
We consider the problem of uplink timing synchronization for Orthogonal Time Frequency Space (OTFS) modulation based systems where information is embedded in the delay-Doppler (DD) domain. For this, we propose a novel Random Access (RA) preamble waveform based on OTFS modulation. We also propose a method to estimate the round-trip propagation delay between a user terminal (UT) and the base station (BS) based on the received RA preambles in the DD domain. This estimate (known as the timing advance estimate) is fed back to the respective UTs so that they can advance their uplink timing in order that the signal from all UTs in a cell is received at the BS in a time-synchronized manner. Through analysis and simulations we study the impact of OTFS modulation parameters of the RA preamble on the probability of timing error, which gives valuable insights on how to choose these parameters. Exhaustive numerical simulations of high mobility scenarios suggests that the timing error probability (TEP) performance of the proposed OTFS based RA is much more robust to channel induced multi-path Doppler shift when compared to the RA method in Fourth Generation (4G) systems.
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I. INTRODUCTION
Recently, a new modulation scheme called Orthogonal Time Frequency Space (OTFS) modulation has been introduced, where the information symbols are transmitted in the delay-Doppler (DD) domain instead of the time-frequency domain (as in Orthogonal Frequency Division Multiplexing (OFDM) systems) [1]–[5]. In OTFS modulation, the delay-Doppler domain is $T$ seconds wide along the delay domain and $\Delta f = 1/T$ Hz wide along the Doppler domain. The delay domain is partitioned into $M$ sub-divisions of $T/M$ seconds each and the Doppler domain is partitioned into $N$ sub-divisions of $\Delta f/N$ Hz each. The combination of a sub-division along the delay domain and a sub-division along the Doppler domain is referred to as a delay-Doppler resource element (DDRE). It has been shown that for reliable communication of information, OTFS modulation is more robust to channel induced Doppler spread when compared to OFDM based 4G systems [3]. This is because, unlike OFDM systems where channel induced Doppler shift spreads information sent on one sub-carrier to all sub-carriers, in OTFS modulation an information symbol transmitted on a DDRE does not spread as much interference to all other DDREs. Rather, an information symbol sent on a particular DDRE is received mostly only on those DDREs which are separated from the transmit DDRE in the delay domain by a duration approximately equal to the delay of some channel path.
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and in the Doppler domain by a shift approximately equal to the Doppler shift of the same channel path. Depending on the number of distinct paths, the information symbol could be received on multiple DDREs, which can then be coherently combined to achieve delay-Doppler diversity [4]. Further, each DD domain information symbol sees the same constant channel gain, which greatly simplifies the transmitter and receiver design [6–11]. The constant channel gain across the entire DD domain also helps in reducing the overhead of frequent channel estimation and feedback. Pilot aided channel estimation in the delay-Doppler domain has been considered in [12], [13]. Further, OTFS modulation can be implemented as a precoding operation (from DD domain to time-frequency domain) followed by OFDM modulation (from time-frequency domain to time-domain), and similarly the received time-frequency OFDM signal can be converted back to the DD domain [3].

Several multiple-access schemes have also been proposed for OTFS based systems in [14]–[16]. In [14], the DDREs allocated to different user terminals (UTs) is separated by guard bands in order to reduce multi-user interference (MUI). However, with this approach the required size of the guard bands along the delay domain would be large, especially when the cell size is large (as in rural areas). This is because, in the absence of uplink timing synchronization, the difference between the time of arrival of uplink signals from two different UTs can be as high as the round-trip propagation delay between the base station (BS) and a cell-edge UT. With uplink timing synchronization, the UTs adjust their uplink timing such that their signals arrive at the BS in a time-synchronized manner, i.e., the difference between the time of arrival of signals from any two UTs at the BS is no more than the delay spread of the channel. Since guard bands are an overhead, uplink timing synchronization is necessary for guard-band based multiple-access methods.

In Fourth Generation (4G) systems, uplink timing synchronization of a UT is achieved through estimation of the round-trip propagation delay (also known as timing advance) between that UT and the BS. This estimation is based on the random access (RA) signal received at the BS and is followed by uplink timing correction at each UT based on the timing advance (TA) estimate feedback to that UT by the BS [17]. In 4G-LTE (Long Term Evolution) systems, the presence of carrier frequency offset (e.g., due to Doppler spread in high mobility scenarios) is known to significantly deteriorate the accuracy of the TA estimate acquired at the BS [18], [19], due to which the required cyclic prefix length of OFDM symbols needs to be significantly higher than the channel delay spread so as to avoid inter-symbol interference. This increases the cyclic prefix overhead and therefore reduces the overall system throughput. Fifth Generation (5G) systems are expected to support high throughput rate at even higher mobility when compared to 4G systems [20], and therefore there is a need to reconsider the design of RA preamble waveform such that TA estimation is not sensitive to Doppler spread.

In this paper, we propose OTFS modulation based RA preamble waveform which is shown to achieve more accurate uplink timing synchronization when compared to 4G-LTE systems. For notational clarity, in Table I we list the meaning of variables which have been frequently used in this paper to describe the proposed TA estimation and RA preamble detection method. Our specific contributions are:

1) In Section III we propose OTFS modulation based RA preamble waveforms, where the RA preambles are allocated non-overlapping contiguous rectangular DDRE groups in the DD domain (a DDRE group is a collection of DDREs). For each RA preamble, energy is transmitted on only one DDRE in its group. Each DDRE group spans the entire delay domain, but is restricted to a subset of \( N_1 \) DDREs along the Doppler domain (see Fig. 1). The number of RA preambles is \( R = \lfloor N/N_1 \rfloor \) where \( N \) is the total number of DDREs along the Doppler domain. We also propose a TA estimation method to estimate the round-trip propagation delay between a UT and the BS.

2) We derive the expression for the received RA signal in the delay-Doppler domain and subsequently we characterize the average probability of missed detection of an RA preamble transmitted by a UT (referred to as timing error probability (TEP)). The definition of successful detection of an

---

1 This compatibility of OTFS modulation with existing OFDM based 4G/5G systems will be useful for industry, as it enables the use of OTFS modulation for high mobility scenarios like high speed train, vehicle-to-vehicle communication, etc., [2], [3].
RA preamble transmitted by a UT is motivated by practical considerations of the OTFS waveform. Successful detection of an RA preamble transmitted by a UT is said to happen if the received RA preamble energy is greater than or equal to a threshold and the proposed TA estimate lies between the smallest and the greatest path-delay between the BS and that UT. The TEP expression is a sum of several terms consisting of a term for the single-UT scenario and other terms for the multi-UT scenario.

3) In Section III-A, we study the TEP for the single-UT scenario from where it is observed that the proposed TA estimation is almost insensitive to the multi-path Doppler shift. This explains the robustness of the proposed OTFS based RA method.

4) In Section III-B we show that in a multi-UT scenario, TEP is limited by, i) the interference between RA preambles transmitted on two adjacent DDRE groups and, ii) collisions (i.e., if two or more UTs transmit the same RA preamble). We derive an analytical expression for TEP in the presence of collisions, which is in fact a lower bound to the overall TEP.

5) In Section III-B we also study the near-far scenario where a UT near the BS and another UT at the cell-edge transmit RA preambles on adjacent DDRE groups. In such a scenario, the RA preamble energy received from a UT near the BS leaks into an adjacent DDRE group of a RA preamble received from the UT at the cell-edge. This can result in a timing error event for the UT at the cell-edge. We show that this leakage can be reduced by appropriately windowing the received RA preamble in the time-domain and choosing a sufficiently large DDRE group width $N_1$.

6) In Section IV for a desired TEP, we propose the selection of the design parameters $(T, \Delta f, M, N, N_1)$ for the OTFS based RA preamble.

7) Exhaustive numerical simulations in Section V reveal that in high mobility scenarios, the proposed OTFS based RA method achieves significantly smaller TEP when compared to the RA method in 4G-LTE. Further, with increasing maximum Doppler shift $\nu_{\text{max}}$, TEP of the RA method in 4G-LTE degrades severely when compared to that of the proposed OTFS based RA method.

II. SYSTEM MODEL AND OTFS MODULATION

In this paper we consider a single-cell multi-user scenario where multiple single-antenna user terminals (UTs) can initiate random access to a single-antenna base station (BS) on a common dedicated physical resource. We consider a single antenna at the BS and at the UTs, as the main objective of this paper is...
| Variable | Description |
|----------|-------------|
| $T$, $\Delta f$ | Delay and Doppler domain width respectively |
| $M$, $N$ | No. of sub-divisions of the delay and Doppler domain respectively |
| $T_c$ | Time allocated for RA preamble transmission (excluding prefix and suffix) |
| $B_c$ | Bandwidth allocated for RA preamble transmission |
| $G$ | Maximum possible round-trip propagation delay between the BS and any UT in the cell |
| $\nu_{\text{max}}$ | Maximum Doppler shift of any channel path between the BS and any UT in the cell |
| $Q$ | Number of UTs |
| $R$ | Number of RA preambles |
| $R_q$ | DDRE group allocated for transmission of the $q$-th RA preamble |
| $N_i$ | Number of DDREs along the Doppler domain in each DDRE group |
| $P_e$ | Probability of missed detection of RA preamble (also referred to as Timing Error Probability) |
| $P_{fa}$ | Probability of False Alarm |
| $E$ | Energy of each RA preamble |
| $\mu$ | False alarm threshold |
| $\hat{\text{TA}}_q$ | Proposed timing advance (TA) estimate for the $q$-th RA preamble |
| $N_o$ | Power spectral density of AWGN at BS receiver |
| $\rho$ | Ratio of the transmitted RA preamble signal power to the noise power at the BS receiver |
| $k_q, l_q$ | The Doppler domain and delay domain indices of the DDRE where the energy of the $q$-th RA preamble is localized |

Let the number of UTs requesting simultaneous random access be denoted by $Q$. The random access (RA) preamble transmitted by the $q$-th UT is denoted by $s_q(t)$, $q = 0, 1, \cdots, (Q - 1)$. The RA preamble is chosen randomly by the UT from a set of permissible RA preambles. With mobile UTs, the channel from each UT to the BS is time-varying. We therefore use a delay-Doppler (DD) representation of the channel from each UT to the BS. Let the DD channel for the $q$-th UT be given by [6, 7, 9]

$$h_q(\tau, \nu) = \sum_{i=1}^{L_q} h_{q,i} \delta(\tau - \tau_{q,i}) \delta(\nu - \nu_{q,i})$$

(1)

where $\delta(.)$ is the impulse function, $h_{q,i}$, $\tau_{q,i}$ and $\nu_{q,i}$ are the complex channel gain, the delay and Doppler along the $i$-th multipath and $L_q$ is the number of paths. Also

$$\mathbb{E}\left[\sum_{i=1}^{L_q} |h_{q,i}|^2\right] = \beta_q, \quad q = 0, 1, \cdots (Q - 1)$$

(2)

where $\beta_q$ models the path-loss between the $q$-th UT and the BS. Further
where \( \tau_{\text{max}} \) is the maximum possible round-trip propagation delay between any UT in the cell and the BS, and \( \nu_{\text{max}} \) is the maximum possible Doppler shift of any channel path between any UT in the cell and the BS. Also, without loss of generality, let

\[
0 \leq \tau_{q,1} \leq \tau_{q,2} \leq \cdots \leq \tau_{q,L_q}.
\]

The time-domain signal received at the BS is given by

\[
\begin{align*}
    r(t) &= \sum_{q=0}^{Q-1} \int \int h_q(\tau, \nu)s_q(t-\tau)e^{j2\pi\nu(t-\tau)}d\nu d\tau + w(t) \\
    &= (a) \sum_{q=0}^{Q-1} \sum_{i=1}^{L_q} h_{q,i} s_q(t-\tau_{q,i})e^{j2\pi\nu_{q,i}(t-\tau_{q,i})} + w(t) 
\end{align*}
\]

where step (a) follows from (1) and \( w(t) \) is the AWGN at the BS modeled as a white Gaussian random process having zero mean and power spectral density \( N_0 \).

OTFS modulation has been recently proposed as an alternative to OFDM for data communication, which has been shown to exhibit better robustness towards Doppler shifts in high mobility scenarios when compared to OFDM [2], [3]. In OTFS modulation, the information symbols are sent in the delay-Doppler (DD) domain which is \( T \) sec wide along the delay domain and \( \Delta f = 1/T \) Hz wide along the Doppler domain. The delay domain is divided into \( M \) sub-divisions, with each sub-division being \( T/M \) sec wide. The Doppler domain is divided into \( N \) sub-divisions, with each sub-division being \( \Delta f/N \) Hz wide. Therefore, the DD domain is divided into \( M \times N \) delay-Doppler Resource Elements (DDREs), i.e., each DDRE is \( T/M \) sec along the delay domain and \( \Delta f/N \) Hz along the Doppler domain. Let \( x_q[k,l] \) denote an information symbol transmitted by the \( q \)-th UT on the \((k,l)\)-th DDRE. The \((k,l)\)-th DDRE comprises of the interval \([lT/M, (l+1)T/M)\) sec along the delay domain and the interval \([k\Delta f/N, (k+1)\Delta f/N)\) Hz along the Doppler domain. Using the Inverse Symplectic Finite Fourier Transform (Inverse SFFT), the DD information symbols are firstly transformed to the Time-Frequency (TF) domain \((NT \text{ sec } \times M\Delta f \text{ Hz}) [2], [3]\).

The frequency domain is divided into \( M \) sub-divisions and the time domain is divided into \( N \) sub-divisions, i.e., the entire TF domain is subdivided into \( MN \) sub-divisions, where each sub-division of the TF domain is \( \Delta f \) Hz wide along the frequency domain and \( T \) sec wide along the time domain. Each such sub-division of the TF domain is referred to as a Time Frequency Resource Element (TFRE). The \((m,n)\)-th TFRE comprises of the interval \([m\Delta f, (m+1)\Delta f)\) along the frequency domain and the interval \([nT, (n+1)T)\) along the time domain. The modulated TF symbol transmitted by the \( q \)-th UT on the \((m,n)\)-th TFRE is given by

\[
X_q[n,m] = \frac{1}{MN} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x_q[k,l] e^{-j2\pi\left( \frac{ml}{MN} - \frac{n}{N} \right)},
\]

\[
m = 0, \cdots , (M-1); n = 0, \cdots , (N-1).
\]

These are then converted to time domain and transmitted [2], [3], i.e.

\[
s_q(t) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} X_q[n,m]g_{tx}(t-nT)e^{j2\pi m\Delta f(t-nT)}
\]

where \( g_{tx}(t) \) is the rectangular transmit pulse given by

\[
g_{tx}(t) \triangleq \begin{cases} \frac{1}{T}, & \text{if } 0 \leq t < T \\ 0, & \text{otherwise}. \end{cases}
\]

The total time duration and bandwidth of \( s_q(t) \) is \( NT \) seconds and \( M\Delta f \) Hz, respectively [2], [3]. At
the BS, the received time-domain signal \( r(t) \) is transformed to the TF domain, i.e.

\[
Y[n, m] = W_{rx}[n, m] \int g_{rx}(t - nT)r(t)e^{-j2\pi m\Delta f(t-nT)}dt
\]

where \( g_{rx}(\cdot) \) is the receive pulse, which is taken to be the same as the transmit pulse \( g_{tx}(\cdot) \) and \( W_{rx}[n, m] \) is a suitable receive windowing sequence\(^2\) in the TF domain \( [2] \). This received TF domain signal is then transformed back to the DD domain through SFFT, i.e.

\[
\tilde{x}[k, l] = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} Y[n, m] e^{j2\pi \left( \frac{ml}{N} - \frac{nk}{M} \right)}.
\]

In order to avoid multiuser interference (MUI), \((T, \Delta f = 1/T)\) must satisfy \([2], [3], [6], [9]\).

\[
\tau_{\text{max}} < T, \quad 2\nu_{\text{max}} < \Delta f.
\]

In comparison to OFDM, the main advantage of OTFS is that while Doppler spread in high mobility scenarios leads to inter-carrier interference (ICI) and therefore severe performance degradation in OFDM, in OTFS there is almost no performance degradation, as with OTFS modulation the effective DD domain channel simply shifts the transmitted information symbols \( x_q[k, l] \) from one DDRE to another while preserving information \([2], [3], [6], [9]\). For example, in Fig. 2 the top sub-figure illustrates the information symbols transmitted from two UTs (UT1 and UT2) in the DD domain \((\Delta f = 20\text{KHz}, T = 1/\Delta f = 50\mu s, M = N = 20)\) on shaded DDREs (slanted lines for UT1 and horizontal-vertical line grid for UT2). The bottom sub-figure illustrates the DDREs on which information symbols have been received from each UT. We note that the information symbol transmitted from UT1 on the \((k, l)\)-th DDRE is received at the BS on the \(((k-1)N, (l+2)M)\)-th DDRE\(^3\) due to a propagation path having a Doppler shift of \(-1\text{KHz}\) (which corresponds to a left circular shift by one DDRE along the Doppler domain as each DDRE is \(\Delta f/N = 1\text{KHz} \) wide along the Doppler domain) and a delay of \(5\mu s\) (which corresponds to a circular shift by two DDREs along the delay domain as each DDRE is \(T/M = 2.5\mu s\) wide along the delay domain)\(^4\).

The channel induced shift in the DD domain could lead to multi-user interference (MUI) unless the UTs are properly allocated DDRE’s in such a manner that the signal received from different UTs do not overlap in the DD domain. In the absence of uplink timing synchronization at the BS, the delay of some path from a cell-edge UT to the BS could be as high as the maximum possible round-trip propagation delay between the BS and any UT in the cell. Therefore, in order to avoid MUI, the DDRE’s allocated to different UTs must be spaced apart in the delay domain by at least the maximum round-trip propagation delay between any UT in the cell and the BS. For example, in Fig. 2 the channel for each UT consists of two major paths having different delays and Doppler shifts. The delay and Doppler shift profile for the two paths from UT1 to the BS is \(\{(5.0\mu s, -1.0\text{KHz}), (7.5\mu s, 1.0\text{KHz})\}\) while that for UT2 is \(\{(2.5\mu s, 1.0\text{KHz}), (5.0\mu s, -1.0\text{KHz})\}\). The cell has a maximum round-trip propagation delay of \(7.5\mu s\) which corresponds to a shift of \(7.5\mu s/2.5\mu s = 3\) DDREs along the delay domain and the maximum Doppler shift magnitude of \(\nu_{\text{max}} = 1\text{KHz}\) corresponds to a maximum shift of one DDRE (in both directions) along the Doppler domain. Therefore, each UT is allocated a contiguous rectangular block of 12 DDREs out of which only 1 DDRE is used to carry an information symbol and the rest 11

\(^{2}\)In Section 3 we show that time-domain receiver windowing can reduce the energy in the side lobes of the received RA preamble along the Doppler domain, at the cost of a wider main lobe. Reduction in side-lobe energy level implies reduction in interference between adjacent RA preambles, whereas a wider main lobe implies a larger required width \(N_2\) of each RA preamble (see Fig. 1). We consider windowing waveforms which are commonly used in spectral analysis, to achieve a trade-off between lower side-lobe energy level and a wider main lobe (e.g., Hamming window, Blackman-Harris window).

\(^{3}\)For integer \(x\) and positive integer \(N\), \(x \mod N\) denotes the non-negative integer less than \(N\) and congruent to \(x\) modulo \(N\).

\(^{4}\)In this paper we consider the delay and Doppler shift of the channel paths to be general non-integer multiples of the delay domain resolution \(T/M\) and Doppler domain resolution \(\Delta f/N\) respectively. The delay and Doppler shifts of the channel paths for the example considered in Figs. 2 and 3 are taken to be integer multiples of the delay and Doppler domain resolution respectively, only for the sake of illustrating the need for uplink timing synchronization.
Fig. 2: Two user uplink communication in the absence of uplink timing synchronization. Information symbols are transmitted on only 30 out of the total $M \times N = 400$ DDREs. ($M = N = 20, Q = 2, T = 50\mu s, \Delta f = 20$ KHz).
(a) Information Tx. by two UTs in the DD domain.

(b) Information Rx. at the BS in the DD domain.

Fig. 3: With uplink timing synchronization, information symbols are transmitted on 60 out of the total $M \times N = 400$ DDREs (see sub-figure (a)), which is twice that in Fig. 2a in the absence of timing synchronization.
DDREs serve as guard DDREs in order to avoid MUI (in Fig. 2, the rectangular blocks are demarcated by solid lines).

This method of using guard DDREs which do not carry any information has been proposed in [14]. However, from the example in Fig. 2, it is clear that in the absence of uplink timing synchronization at the BS, the guard band needed would be much larger than the actual delay spread of the channel, which would result in severe underutilization of resources. For example, in Fig. 2, only 30 out of the $M \times N = 400$ DDREs are used for carrying information.

On the other hand, if the timing of the UTs is synchronized in the uplink, the maximum possible effective delay for any UT in the cell would be reduced to the maximum possible delay spread, which is generally much smaller than the maximum round-trip propagation delay for any UT in the cell. Due to this, the required size of the guard band would also decrease. For the same example in Fig. 2 in Fig. 3, we show the transmitted and the received DD symbols after uplink timing synchronization. It is clear that the guard band size has now reduced from 12 DDREs in the unsynchronized scenario of Fig. 2 to only 6 DDREs in Fig. 3 (i.e., after uplink timing synchronization). This results in a doubling of the total system throughput as the number of information carrying DDRE’s is now increased from 30 in Fig. 2 to 60 in Fig. 3.

From the above discussion, it is clear that uplink timing synchronization is a necessity for OTFS based systems also. Accurate estimation of the round-trip propagation delay (called as “timing advance”) between a UT and the BS is therefore needed. The central theme of this paper is that accurate estimation of the timing advance can be achieved by using OTFS modulation for the transmission of the RA preamble.

This is because, OTFS modulation transmits symbols in the delay-Doppler (DD) domain, and the multi-path propagation simply shifts the symbols from the DDRE in which they are transmitted to other DDREs in the DD domain. Further, the amount of shift induced by a channel path along the delay domain depends only on the delay of that path and appears to be insensitive to the Doppler shift of that path. In the next section, we study this in detail and exploit it to propose OTFS based RA preamble waveforms to accurately estimate the timing advance (TA) of each UT.

![Fig. 4: Proposed Random Access Channel (RACH) subframe based on OTFS modulation.](image)

III. OTFS BASED RA PREAMBLE TRANSMISSION AND TIMING ADVANCE (TA) ESTIMATION

In this section, we propose the use of OTFS modulation for random access (RA) preamble transmission. We also propose a method for RA preamble detection and TA estimation at the BS, based on the RA preambles received at the BS in the delay-Doppler (DD) domain. This is different from the RA waveforms and RA preamble detection/TA estimation used in 4G systems. TA estimation in 4G systems has been explained in [19]. A UT randomly picks a RA preamble from the set of permissible/allowed RA preambles.

\[\tau_{q,L}^q\]

In the example, the guard band width in the delay domain is roughly equal to the maximum possible round-trip propagation delay of the cell (i.e., 7.5\(\mu\)s), whereas the channel delay spread for each UT is only 2.5\(\mu\)s.

\[\tau_{q,L}^q\]

In this paper, the round-trip propagation delay between a UT and the BS is defined to be the greatest path delay between that UT and the BS, i.e., \(\tau_{q,L}^q\) for the \(q\)-th UT (see 4).
where \( 4G \) systems, a guard block of duration equal to the maximum possible round-trip propagation delay is \( G \). In such situations, the maximum possible round-trip propagation delay between the BS and any UT in the cell (i.e., \( G \)) be the time allocated for the RA preamble and the BS. This estimate is then fed back by the BS to that UT. The UT then uses this estimate to advance its uplink timing. As each UT advances its uplink timing by its own round-trip propagation delay, it is ensured that uplink signals from all UTs would be received at the BS in a time-synchronized manner.

As the UTs are not time synchronized during RA preamble transmission, the RA preambles transmitted from different UTs arrive at the BS in an unsynchronized manner. To remove the uncertainty of different arrival time from different unsynchronized UTs, a guard block of \( G \) sec is prefixed to the RA preamble as shown in Fig. 4, where \( G \) sec is the maximum possible round-trip propagation delay between the BS and any UT in the cell.\(^7\) Also, a guard block of \( G \) seconds is suffixed after the transmission of \( s_q(t) \) in order that the RA preamble transmission does not interfere with subsequent frames (see Fig. 4). Even in 4G systems, a guard block of duration equal to the maximum possible round-trip propagation delay is prefixed and suffixed to the RA preamble \(^17\). Let \( T_s > G \) be the time allocated for the RA preamble (excluding the prefix and suffix guard blocks of \( G \) sec each) and \( B_c \) denote the total bandwidth allocated for RA preamble transmission. Let the entire DD-domain consisting of the \( MN \) DDREs be denoted by

\[
\mathcal{D} \triangleq \{ (k, l) \mid k = 0, 1, \ldots, (N - 1), l = 0, 1, \ldots, (M - 1) \}. \tag{12}
\]

Note that the Doppler domain and delay domain indices of the \( (k, l) \)-th DDRE i.e., \( k \) and \( l \) respectively, are both non-negative integers. In the proposed OTFS based RA preamble waveform, the \( q \)-th RA preamble is allocated a subset \( \mathcal{R}_q \) of \( \mathcal{D} \). Further, these subsets (referred to as DDRE groups) form a partition of the entire DD-domain i.e.,

\[
\bigcup_{i=0}^{R-1} \mathcal{R}_i = \mathcal{D} , \quad \mathcal{R}_i \cap \mathcal{R}_k = \emptyset \quad (i \neq k), \quad i, k = 0, 1, \ldots, (R - 1) \tag{13}
\]

where \( R \) is the total number of allowed RA preambles. Further, the \( q \)-th RA preamble waveform consists of a non-zero symbol on a single DDRE location \( (k_q, l_q) \in \mathcal{R}_q \) and zeros on all other DDREs, i.e., the DD-domain transmit signal for the \( q \)-th RA preamble is given by

\[
x_q[k, l] = \begin{cases} \sqrt{MNE} & \text{if} \quad (k, l) = (k_q, l_q) \\ 0 & \text{if} \quad (k, l) \neq (k_q, l_q) \end{cases} \tag{14}
\]

where \( E \) denotes the energy of the transmitted RA preamble. As a UT can only transmit one RA preamble at a time, from (6), (7) and (8) it follows that the time-domain transmit signal for the \( q \)-th RA preamble is given by (15) (see top of this page). As a rectangular transmit pulse is used (see (8)), from (15) it follows that \( \int_0^{NT} |s_q(t)|^2 dt = E \), i.e., the transmitted RA preamble energy is \( E \). With a rectangular transmit pulse, the transmitted time-domain signal for \( t \in [nT, (n + 1)T) \) is

\[
s_q(t) = \sqrt{\frac{E}{MN}} e^{j2\pi m\Delta ft} \sum_{m=0}^{M-1} e^{j2\pi m l_q/M} e^{-j2\pi ml_q/M}. \tag{16}
\]

\(^7\)For the single-cell scenario considered in this paper, there might be situations where there are significant sources of reflection from objects which are outside the cell. In such situations, the maximum possible round-trip propagation delay between the BS and any UT in the cell (i.e., \( G \)) must also include the effect of propagation paths due to reflection from such objects.
From (15), it follows that during the time interval \([0, NT]\) the average radiated power is \(E/NT\), and therefore the peak-to-average-power-ratio (PAPR) is given by

\[
PAPR = \max_{t \in [0, NT)} \frac{|s_q(t)|^2}{E/NT} = \max_{n=0,1,\ldots,N-1} \left[ \max_{t \in [nT,(n+1)T]} \frac{\sum_{m=0}^{M-1} e^{j2\pi m \Delta f t \epsilon - j2\pi ml_q/M} |^2}{M} \right]
\]

where step (a) follows by substituting the expression for \(s_q(t)\) from (16) into the first step above. Step (b) follows from the fact that \(T \Delta f = 1\) due to which \(e^{j2\pi m \Delta f nT} = e^{j2\pi mn} = 1\). Using the identity, \(\sum_{m=0}^{M-1} a_m^2 \leq M \sum_{m=0}^{M-1} |a_m|^2\), with \(a_m = e^{j2\pi m(t\Delta f - l_q/M)}\), \(m = 0, 1, \ldots, M-1\), we get \(\sum_{m=0}^{M-1} e^{j2\pi m(t\Delta f - l_q/M)} \leq M\). Since \(l_q \in \{0,1,\ldots,M-1\}\), \(l_q T/M \in [0,T)\), the maximum value in step (c) is achieved at \(t = l_q T/M\). Therefore, the PAPR for each RA preamble is \(M\) (i.e., it does not depend on \(N\)). Clearly, \(M\) should be as small as possible in order to limit PAPR. As we shall see later, the proposed timing advance estimate is based on the delay domain index of the DDRE where the maximum RA preamble energy is received. Since the delay domain is \(T\) sec wide and is divided/discretized into \(M\) equal sub-divisions with each sub-division being \(T/M\) sec wide, the timing advance estimate for any received RA preamble can only take the values \(0, \frac{T}{M}, \frac{2T}{M}, \ldots, \frac{(M-1)T}{M}\). As the maximum possible value of the timing advance estimate is \((M-1)T/M\), the timing advance estimation error can be very high for any UT for which the round-trip propagation delay between the BS and that UT exceeds \((M-1)T/M\). Therefore we should choose \((T, M)\) in such a way that even the maximum possible round-trip propagation delay \(G\) can be measured accurately, i.e.

\[
\frac{(M-1)T}{M} > G.
\]

From (7) it is clear that the transmitted time-domain signal \(s_q(t)\) corresponding to the transmit DD domain signal \(x_q[k, l]\) has a bandwidth of \(M\Delta f = M/T\) Hz. Since the bandwidth constraint on the transmitted RA preamble waveforms is \(B_c\), it follows that \((M, T)\) must also satisfy

\[
M/T \leq B_c.
\]

As the TA estimation accuracy is limited to half the width \(T/M\) of each DDRE along the delay domain, from (19) it follows that the TA estimation accuracy is limited to \(1/(2B_c)\). To achieve the best possible accuracy for a given \((B_c, T_c)\) while ensuring the constraints in (18) and (19) and also that the PAPR of the transmit signal is as small as possible, we choose \((M, T)\) to be

\[
M = 1 + \lceil GB_c \rceil, \quad T = (1 + \lceil GB_c \rceil)/B_c.
\]

Note that choosing an \(M\) larger than \(1 + \lceil GB_c \rceil\) will not improve the TA estimation accuracy beyond
\[ \frac{1}{2B_c} \text{ but will increase the PAPR (see (17)).} \]

Since the transmit pulse \( g_{tx}(t) \) is time-limited to \( T \) seconds, from (7) it is clear that the transmitted time-domain signal \( s_q(t) \) is limited to \( NT \) seconds. Since the total time constraint on the transmit signal is \( T_c \), \( N \) must satisfy

\[ NT \leq T_c. \tag{21} \]

Next, we propose the DDRE group \( \mathcal{R}_q, q = 0, 1, \cdots, (R-1) \) corresponding to the \( q \)-th RA preamble to be

\[ \mathcal{R}_q \triangleq \{(k, l) | 0 \leq l \leq (M-1), qN_1 \leq k < (q+1)N_1 \} \tag{22} \]

where \( N_1 \) is the width of each RA preamble DDRE group along the Doppler domain. The number of allowed RA preambles is therefore given by

\[ R = \lfloor N/N_1 \rfloor. \tag{23} \]

From the proposed definition of the DDRE groups for the RA preambles in (22), it is clear that the RA preambles are allocated different non-overlapping groups along the Doppler domain. The energy of each transmitted RA preamble is localized to a particular DDRE in its corresponding group, i.e., the energy of the \( q \)-th RA preamble is localized at the \((k_q, l_q)\)-th DDRE \(((k_q, l_q) \in \mathcal{R}_q)\). Due to channel induced Doppler shift, the Doppler domain index of the DDRE where energy of a RA preamble is received need not be same as the Doppler domain index of the DDRE where the energy of the corresponding transmitted RA preamble is localized. If some energy of an RA preamble is received outside its DDRE group, this can lead to interference between different RA preambles. In order to minimize this interference, the respective DDRE locations of energy localization for two adjacent RA preambles (e.g., \( q \)-th and \((q+1)\)-th RA preambles) are separated by \( N_1 \) DDREs along the Doppler domain, i.e.

\[ (k_q, l_q) \in \mathcal{R}_q, k_0 = \lfloor N_1/2 \rfloor, q = 0, 1, \cdots, (R-1) \]

\[ (k_{q+1} - k_q) = N_1, q = 0, 1, \cdots, (R-2). \tag{24} \]

If the Doppler shifts are integer multiple of the Doppler domain resolution \( \Delta f/N \), then having \( N_1 = \frac{2\nu_{\text{max}}}{\Delta f/N} + 1 \) would ensure zero interference between different RA preambles. In this paper, we consider Doppler shifts which are in general non-integer multiples of \( \Delta f/N \), due to which it is not possible to ensure zero interference. However, receiver windowing along the time-domain allows us to achieve a trade-off between \( N_1 \) and the interference between different received RA preambles. This trade-off is discussed in more detail in Section II-B. In the event that two or more UTs randomly transmit the same RA preamble (i.e., collision event), it is clear that even in the absence of additive noise the timing advance of only one UT (whose RA preamble has been received at the BS with the highest received power) is estimated properly. Hence, for a low average timing error probability (TEP), the number of RA preambles \( R = \lfloor N/N_1 \rfloor \) must be as large as possible in order to minimize the probability of collisions. Hence, we must choose \( N \) to be the largest integer which satisfies (21), i.e.

\[ N = \left\lfloor \frac{T_c}{T} \right\rfloor = \left\lfloor \frac{B_c T_c}{1 + \lfloor GB_c \rfloor} \right\rfloor. \tag{25} \]

In Fig. 1 we illustrate the DDRE groups \( \mathcal{R}_q, q = 0, 1, \cdots, (R-1) \) for \( B_c = 1.08 \text{ MHz}, T_c = 1.6 \text{ ms}, G = 15\mu s, \nu_{\text{max}} = 300 \text{ Hz} \). Based on (20) we have \( M = 18, T = M/B_c = 16.66\mu s, \Delta f = 1/T = 60 \text{ KHz} \) and \( N = 96 \) (see (25)). With \( N_1 = 5 \) then we have \( R = \lfloor N/N_1 \rfloor = 19 \). From (15) it follows that

\[ 8 \text{ Since the maximum possible round-trip propagation delay is } G, \text{ multiple RA preambles can be multiplexed along the delay domain only if the delay domain width } T \text{ is much larger than } G \text{ (i.e., } T \gg G \). Since } M/T \text{ is the bandwidth of the RA preamble waveform, for a given bandwidth } B_c \text{, we have } M = TB_c \gg GB_c \text{, i.e., the number of delay domain sub-divisions } M \text{ will have to be much larger than the value in (20), which will result in high PAPR.} \]
\[ r(t) = \sum_{q=0}^{Q-1} \sum_{i=1}^{L_q} c_q h_{q,i} s_{r_q}(t - \tau_{q,i}) e^{j2\pi \nu_{q,i}(t-\tau_{q,i})} + w(t) \]

\[ = \sqrt{\frac{E}{MN}} \sum_{q=0}^{Q-1} \sum_{i=1}^{L_q} \sum_{m'=0}^{M-1} \sum_{n'=0}^{N-1} c_q h_{q,i} e^{j2\pi \nu_{q,i}(t-\tau_{q,i})} e^{j2\pi m' \Delta f(t-\tau_{q,i})} e^{-j2\pi m' \frac{r_{q,i}}{NT}} g_{tx}(t - n'T - \tau_{q,i}) + w(t). \tag{27} \]

\[ Y[n, m] = W_{rx}[n, m] \int_0^{NT} g^*_r(t - nT) r(t) e^{-j2\pi m \Delta f t} dt = \frac{W_{rx}[n, m]}{\sqrt{T}} \int_{nT}^{(n+1)T} r(t) e^{-j2\pi m \Delta f t} dt \]

\[
W_{rx}[n, m] \triangleq \sqrt{\frac{E}{MN}} \sum_{q=0}^{Q-1} \sum_{i=1}^{L_q} \sum_{m'=0}^{M-1} \sum_{n'=0}^{N-1} c_q h_{q,i} e^{-j2\pi \nu_{q,i} t_{q,i}} e^{-j2\pi m' \Delta f t_{q,i}} e^{-j2\pi m' \frac{r_{q,i}}{NT}} e^{-j2\pi \nu_{q,i} t_{q,i}} \left[ \frac{1}{T} \int_{nT + \tau_{q,i}}^{(n+1)T} e^{j2\pi (\nu_{q,i} + (m'-m)\Delta f) t} dt + \frac{e^{-j2\pi \nu_{q,i} t_{q,i}}}{T} \int_{nT}^{(n+1)T} e^{j2\pi (\nu_{q,i} + (m'-m)\Delta f) t} dt \right] + W[n, m],
\] \[ W[n, m] \triangleq \sqrt{\frac{E}{MN}} \sum_{q=0}^{Q-1} \sum_{i=1}^{L_q} \int_{nT}^{(n+1)T} \int_{nT}^{(n+1)T} w(t) e^{-j2\pi m \Delta f t} dt. \tag{29} \]

the total transmitted energy of an RA preamble is given by

\[
\int_0^{NT} |s_q(t)|^2 dt = E, \quad q = 0, 1, \cdots, (R-1). \tag{26} \]

Let \( c_q, q = 0, 1, \cdots, (Q-1) \) be one when the \( q \)-th UT transmits a RA preamble and zero otherwise. Also, let \( r_q, q \in \{0, 1, \cdots, (Q-1)\} \) denote the index of the RA preamble transmitted by the \( q \)-th UT. From (5) and (15), the signal received at the BS is then given by (27) (see top of this page). From (2) and (26) it follows that the average transmit power of an RA preamble at the BS is \( E/(NT + 2G) \). The noise power is \( M\Delta f N_0 \) Watt where \( N_0 \) Watt/Hz is the power spectral density of the AWGN \( w(t) \) in (27).

Hence the transmit signal-to-noise-ratio of a RA preamble is

\[ \rho \triangleq \frac{E/(NT + 2G)}{MN_0\Delta f} = \frac{E}{N_0} \frac{1}{M \left( N + \frac{2GB_o}{1 + \pi G B_o} \right)}. \tag{28} \]

The BS ignores the first \( G \) seconds of \( r(t) \) due to the uncertainty in the arrival time of RA preambles from the unsynchronized UTs. Next, using (9), the received time-frequency (TF) signal at the BS is given by (29) (see top of this page, here \( g_{tx}(t) = g_{tx}(t) \)). In (29), step (a) follows from the fact that \( g_{tx}(\cdot) \) is rectangular (see (8)). Further, from (29) it also follows that \( W[n, m] \sim CN(0, |W_{rx}[n, m]|^2 N_0) \). Since the proposed DD domain RA preambles interfere only along the Doppler domain, receiver windowing along the time-domain is sufficient to reduce leakage of RA preamble energy from one RA preamble to an adjacent RA preamble along the Doppler domain. Therefore, in this paper we replace \( W_{rx}[n, m] \) by \( W_{rx}[n] \). The TF signal \( Y[n, m] \) is then transformed back to the DD domain using the SFFT transform as in (10). The resulting DD signal \( \hat{\tau}[k, l] \) is given by (30) (see end of this page). In (30), step (a) follows from (29). For detecting the \( q \)-th RA preamble, the BS computes

\[ z_q \triangleq \max_{(k, l) \in R_q} |\hat{\tau}[k, l]|^2. \tag{32} \]

\[
\hat{\tau}[k, l] = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} Y[n, m] e^{j2\pi \frac{m}{NT}} e^{j2\pi \frac{n}{NT}} , \quad k = 0, 1, \cdots, (N-1), l = 0, 1, \cdots, (M-1) \]

\[
\text{(a)} \quad \sqrt{EMN} \sum_{q=0}^{Q-1} \sum_{i=1}^{L_q} \left\{ c_q h_{q,i} e^{-j2\pi \nu_{q,i} t_{q,i}} U_{q,i}[k] V_{q,i}[l] \right\} + w[k, l], \quad w[k, l] \triangleq \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} W[n, m] e^{j2\pi \frac{m}{NT}} e^{j2\pi \frac{n}{NT}} \tag{30} \]
\[ U_{q,i}[k] \triangleq \frac{1}{N} \sum_{n=0}^{N-1} W_{rx}[n] e^{j2\pi n \left( \frac{(k\tau_q - k'\tau_q) + \tau_q}{N} \right)} \]
\[ V_{q,i}[l] \triangleq e^{j\pi(M-1)\left( \frac{\tau_q - \tau_q}{M} \right)} \left\{ \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{M \text{Sinc} \left( M \left( t - \frac{\tau_q}{M} - \tau_q T \right) \right)}{\text{Sinc} \left( t - \frac{\tau_q}{M} - \tau_q T \right)} dt + e^{-j2\pi k\tau_q/N} \int_{0}^{\tau_q} \frac{M \text{Sinc} \left( M \left( t - \frac{\tau_q}{M} - \tau_q T \right) \right)}{\text{Sinc} \left( t - \frac{\tau_q}{M} - \tau_q T \right)} dt \right\}. \tag{31} \]

The TA estimate for the \( q \)-th RA preamble (normalized by \( T/M \)) is given by
\[ \hat{T}A_q \triangleq \begin{cases} T_q[k,l] & \text{if } T_q[k,l] \geq 0 \\ M + T_q[k,l] & \text{otherwise} \end{cases} \]
\[ T_q[k,l] \triangleq \arg\max_{l \in (k+l) \in \mathcal{R}_q} |\hat{x}[k,l]|^2 - l_q. \tag{33} \]

Therefore, for the \( q \)-th RA preamble, the proposed normalized TA estimate is based on the delay domain index of the DDRE (in the \( q \)-th RA preamble DDRE group \( \mathcal{R}_q \)) where the maximum energy is received, i.e., the TA estimate (normalized by \( T/M \)) takes values in the discrete set \( \{0, 1, 2, \ldots, M-1\} \). Therefore, the TA estimation accuracy is limited by half of the delay domain resolution i.e., \( T/2M \). From (20), \( \frac{T}{2M} = \frac{1}{2B_c} \) and therefore the TA estimation accuracy is limited by half of the inverse bandwidth of the RA preamble waveform.\(^9\) This limit can be reduced by increasing the bandwidth \( B_c \).

Let the \( q \)-th RA preamble be transmitted by the \( q' \)-UT. In this paper, the \( q \)-th RA preamble is said to be detected if and only if, i) the TA estimate \( \hat{T}A_q \) lies between the normalized and quantized smallest round-trip delay \( \left[ M\tau_{q',1}/T \right] \) (corresponding to the first path) and the normalized and quantized greatest round-trip delay \( \left[ M\tau_{q',L_{q'}}/T \right] \) (corresponding to the \( L_{q'} \)-th path), and ii) the maximum energy \( z_q \) received in the DDRE group \( \mathcal{R}_q \) exceeds a pre-determined threshold \( \mu \). This threshold is chosen so as to achieve a desired probability of false alarm which is given by
\[ P_{FA} \triangleq \Pr (z_q \geq \mu \ | \ q \text{-th RA Preamble is not Tx}) \]. \tag{34} \]

Therefore for a given desired false alarm probability \( P_{FA} \), the probability of missed detection of the \( q \)-th RA preamble is given by
\[ P_e \triangleq \Pr \left( \hat{T}A_q \notin \left[ \left[ M\tau_{q',1}/T \right], \left[ M\tau_{q',L_{q'}}/T \right] \right] \text{ or } z_q < \mu \ | \ q \text{-th RA Preamble is Tx by the } q' \text{-th UT} \right). \tag{35} \]

where \( \mu \) is the threshold chosen to achieve the desired false alarm probability \( P_{FA} \). Subsequently in this paper, we refer to this missed detection event as the timing error event and the missed detection probability as the timing error probability (TEP).

For a given UT, the delay of the channel path having the highest channel power gain can be anywhere between the smallest and the greatest path delay between that UT and the BS. Therefore, even in a noise-free and interference-free scenario, the TA estimation error \( (\tau_{q',L_{q'}} - \frac{T}{M}\hat{T}A_q) \) will be of the order of the channel delay spread between the \( q' \)-UT (which transmitted the \( q \)-th RA preamble) and the BS. Due to this, consecutive data frame transmissions (where information is transmitted) are separated by a guard time-interval of duration roughly equal to the maximum possible channel delay spread between any UT in

---

\(^9\)This limit is due to the quantization of the delay domain into \( M \) equal sub-divisions of width \( T/M \). Although the magnitude of the worst case delay quantization error is \( 1/(2B_c) \), the root-mean square quantization error will be \( \sqrt{\frac{T}{M}} = \sqrt{\frac{T}{12B_c}} \) if the path delays are equally likely to lie anywhere within a sub-division (i.e., uniform distribution within the sub-division).
the cell and the BS\textsuperscript{10} From (35) it follows that a successful detection (i.e., no timing error event) implies that the TA estimation error is positive and is less than the channel delay spread. Further, a positive TA estimation error which is less than the channel delay spread will not lead to any interference between consecutive data frame transmissions due to the guard time-interval. In other words, a successful detection is representative of the fact that the TA estimation error is small enough such that there is no inter-frame interference.

It is expected that in an ideal noise-free and interference-free scenario, the proposed TA estimate will be equal to the normalized delay of the path having the highest channel power gain. However, if the timing error event in (35) were to be re-defined to occur when the proposed TA estimate is not equal to the normalized delay of the path having the highest channel power gain, then a timing error event could happen even when the proposed TA estimate lies between the smallest and the greatest path delays (i.e., even when the TA estimation error is positive and is less than the channel delay spread). Since there is anyways a guard time-interval between consecutive data frame transmissions, such a definition for timing error events will result in unnecessary random access (RA) call failures which will increase the effective latency of the RA procedure. For this reason we consider the definition of the timing error event to be as in (35).

When the UTs have i.i.d. fading statistics and their locations inside the cell are also i.i.d., then the TEP averaged over the fading and location statistics is the same for each UT, and is given by

$$P_e = \sum_{k=1}^{\infty} \Pr(\text{Timing error}, Q = k | Q \geq 1)$$

$$= \Pr(Q = 1 | Q \geq 1)\Pr(\text{Timing error} | Q = 1) + \sum_{k=2}^{\infty} \Pr(Q = k | Q \geq 1)\Pr(\text{Timing error} | Q = k) \quad (36)$$

where $Q$ is the random number of UTs transmitting a RA preamble. Also, the conditioning over the event $\{Q \geq 1\}$ is because in (35) the probability of timing error is conditioned on the fact that the RA preamble has been transmitted.

A. Single UT Scenario

In (35), the term $\Pr(Q = 1 | Q \geq 1)\Pr(\text{Timing error} | Q = 1)$ is the TEP for the single UT scenario. When only a single UT (say $q$-th UT) transmits an RA preamble, a timing error event can only happen due to AWGN/fading/Doppler. For a given desired false alarm probability (see (34)), the threshold $\mu$ needs to be sufficiently high. Therefore, at low SNR $\rho$, it is possible that the received RA preamble power could fall below the threshold $\mu$ leading to missed-detection. However, at high SNR, the only possible cause of a timing error event is due to the channel induced Doppler shift. Therefore in the following we analyze the impact of Doppler shift on the accuracy of the proposed TA estimate. From the expression for $\hat{\tau}[k,l]$ in (30) we note that the R.H.S. depends on $k$ and $l$ through two different terms. The term $V_{q,i}[l]$ depends only on $k$ and $V_{q,i}[l]$ depends only on $l$. In the following we show why this separation of terms makes the proposed TA estimate almost invariant of the Doppler shift.

From (33), it is clear that the proposed TA estimate $\hat{\tau}_{r,q}$ of the $r_q$-th RA preamble transmitted by the $q$-th UT, depends only on the index $l'$ of the highest energy DDRE symbol $\hat{x}[k',l']$ over all $\hat{x}[k,l]$, $(k,l) \in \mathcal{R}_{r,q}$. Due to the separation of terms depending on $l$ and $k$ in (30), the highest energy DDRE symbol $\hat{x}[k',l']$ must have its delay domain index $l'$ such that for some $i'$, $V_{q,i'}[l']$ has the largest magnitude over all $V_{q,i}[l]$, $i = 1, 2, \ldots, L_q$, $l = 0, 1, \ldots, (M - 1)$. In the expression for $V_{q,i}[l]$ in (34) (see top of previous page), the term $\frac{M \text{Sinc}(M(t - \frac{\tau_{q,i}}{M} - \frac{\tau_{q,i}}{T}))}{\text{Sinc}(t - \frac{\tau_{q,i}}{M})}$ inside the integral has a sharp peak at $t = \frac{r_q}{M} + \frac{\tau_{q,i}}{T}$ whereas the other term $\frac{\text{Sinc}(M(t - \frac{\tau_{q,i}}{M} - \frac{\tau_{q,i}}{T}))}{\text{Sinc}(t - \frac{\tau_{q,i}}{M})}$ has a peak at $t = l/M$. Hence $V_{q,i}[l]$ will have a large magnitude.

\textsuperscript{10}This is also true in OFDM systems where a cyclic-prefix of duration equal to the maximum possible channel delay spread is used to avoid interference between consecutive OFDM symbols.
only when these peaks overlap i.e., when \( l/M \approx l_{r_q}/M + \tau_{q,i}/T \). Therefore, for the single UT scenario (say \( q \)-th UT) at high SNR, the peak magnitude of \( x[k,l] \) is expected to be at the delay domain index \( l = l_{r_q} + [M\tau_{q,i}/T] \) or \( l = l_{r_q} + [M\tau_{q,i}/T] \) for some \( i = 1, 2, \cdots, L_q \). Hence \( \hat{T}_A_{r_q} \) is expected to lie in the set \( \{ [M\tau_{q,1}/T], \cdots, [M\tau_{q,L_q}/T] \} \). At high SNR, the peak energy \( z_{r_q} \) would also exceed the threshold \( \mu \) with high probability (see (35)). In other words, the single-UT term \( \Pr(Q = 1 | Q \geq 1) \Pr(\text{Timing error} | Q = 1) \) in the R.H.S of (36) can be made as small as possible by choosing a sufficiently high SNR \( \rho \). Next, for a desired false alarm probability we derive the expression for the threshold \( \mu \).

\textbf{Theorem 1.} In the single-UT scenario with a rectangular receiver window \( W_{r_x}[n] = 1, n = 0, 1, \cdots, (N-1) \), the threshold \( \mu \) required to achieve a desired false alarm probability \( p_{fa} \) is

\[ \mu(p_{fa}) = -N_o(1+[GB_c]) \log \left[ 1 - (1-p_{fa})^{N_o} \right]. \tag{37} \]

\textit{Proof.} See Appendix A.

From Theorem 1 it is clear that for a given \( p_{fa} \), the required threshold \( \mu \) decreases with decreasing \( N_o \) (i.e., increasing SNR \( \rho \)). This substantiates our claim (in the paragraph before Theorem 1) that at high \( \rho \) the peak received RA preamble energy \( z_q \) would exceed \( \mu \) with high probability.

\textbf{B. Multi-UT scenario}

In a multi-UT scenario, as each UT randomly chooses one of the \( R \) RA preambles and transmits it, two or more UTs could transmit the same RA preamble (i.e., a collision event). In a collision, it is clear that even at high SNR \( \rho \), there will be timing error for a UT whose received RA preamble power is smaller than that of some other UT which has transmitted the same RA preamble. Based on this, the following Theorem gives a lower bound on the timing error probability (TEP).

\textbf{Theorem 2.} If all UTs have i.i.d. fading and location statistics, then the average TEP for a given UT is lower bounded by

\[ P_e > \sum_{k=2}^{\infty} \Pr(Q = k | Q \geq 1) \left[ \sum_{p=2}^{k} C(k-1,p-1) \frac{(p-1)(R-1)^{k-p}}{R^{k-1}} \right] \]

\[ = \sum_{k=2}^{\infty} \Pr(Q = k | Q \geq 1) \left[ 1 - \frac{R^k - (R-1)^k}{k R^{k-1}} \right], \]

\[ C(m,n) \equiv \frac{m!}{n!(m-n)!}. \tag{38} \]

where \( R \) is the number of allowed RA preambles and the random variable \( Q \) is the number of RA requests received in an OTFS frame.

\textit{Proof.} See Appendix B.

\textbf{Corollary 1.} For given probabilities \( \{ \Pr(Q = k | Q \geq 1) \}_{k=1}^{\infty} \), the lower bound in (38) decreases monotonically with increasing number of RA preambles \( R \).

\textit{Proof.} See Appendix C.

This result is expected since the chance of collisions decreases with increasing \( R \). We note that, the lower bound in (38) is independent of the SNR \( \rho \) and depends only on \( R \). Therefore, at high SNR, a timing error event can happen primarily due to two reasons, i) “collisions”, and ii) “interference” from RA preamble transmission on an adjacent DDRE group in the DD domain. To reduce the possibility of strong interference from an adjacent RA preamble, the width \( N_1 \) of each RA preamble DDRE group needs to be sufficiently large. Let the \( q \)-th UT have a single channel path with Doppler shift \( \nu > 0 \). If this UT transmits the \( q \)-th RA preamble, then from the expression of \( U_{q',i}[k] \), \( k = 0, 1, \cdots, (N-1) \) in (31) it is clear that with the rectangular window, \( |U_{q',1}[k]| \) is given by
which has maximum magnitude at either \( k = k_q + \left\lfloor \frac{\nu}{\Delta f / N} \right\rfloor \) or \( k = k_q + \left\lceil \frac{\nu}{\Delta f / N} \right\rceil \) and therefore \( k - k_q \approx \nu / (\Delta f / N) = \nu NT \). Hence it is clear that most of the RA preamble energy along the Doppler domain will be received at DDRE locations roughly \( [\nu NT] \) or \( [\nu NT'] \) DDREs away from the transmit DDRE location. Since the Doppler shift \( \nu \) is in general not an integer multiple of \( \Delta f / N \), energy will also be received on the \( k = k_q + (1 + [\nu NT']) - \text{th} \) DDRE. As the Doppler shift can be both positive and negative and \( |\nu| \leq \nu_{\text{max}} \), the \( q \)-th RA preamble group \( R_q \) must contain DDREs having Doppler domain indices \( \{ k_q - \nu_{\text{max}}NT, k_q - \nu_{\text{max}}NT, \ldots, k_q - 1, k_q, k_q + 1, \ldots, k_q + (1 + [\nu_{\text{max}}NT]) \} \) (i.e., \( 2 [\nu_{\text{max}}NT] + 3 \) DDREs) in order that the interference to adjacent DDRE groups is small. We therefore propose the width \( N_1 \) of each DDRE group along the Doppler domain to satisfy

\[
2 [\nu_{\text{max}}NT] + 3 \leq N_1 \leq N. \tag{40}
\]

We illustrate the choice of \( N_1 \) through the following example. Let us consider a cell having radius 1500 m and where UTs cannot lie within a 100 m distance from the BS. Let \( B_c = 1.08 \text{ MHz} \), \( T_c = 1.6 \text{ ms} \), \( G = 15 \mu s \) and \( \nu_{\text{max}} = 300 \text{ Hz} \). Therefore from (20) and (25) we have \( M = 18 \), \( N = 96 \), \( \Delta f = 60 \text{ KHz} \) and \( T = 1/\Delta f = 16.66 \mu s \). Let the \( q \)-th RA preamble be transmitted by the \( q'-\text{th} \) UT situated 1000 m from the BS. Let \( (k_q, l_q) = (71, 1) \). The channel from this UT to the BS consists of only a single-path for which \( \tau_{q',1} = 2 \times 1000 / (3 \times 10^8) = 6.66 \mu s \). This corresponds to a delay domain shift by approximately \( \tau_{q',1} / (T/M) = 7.2 \) DDREs. Hence, along the delay domain most of the received energy is localized around the \( \lfloor l_q + \frac{\nu_{q',1}}{f/N} \rfloor = 8 \)-th DDRE (\( \lfloor x \rfloor \) rounds \( x \) to the nearest integer). From (30) it follows that the Doppler domain distribution of the \( q \)-th RA preamble energy received from the \( q'-\text{th} \) UT along the \( i \)-th channel path depends on

\[
U_{q,i}[k] = \frac{\text{Sinc}[N(\frac{k - k_q}{N} + \frac{\nu}{\Delta f / N})]}{\text{Sinc}[\frac{k - k_q}{N} + \frac{\nu}{\Delta f / N}]}, k = 0, 1, \ldots, N - 1 \tag{39}
\]

which is the \( N \)-point Discrete Fourier Transform (DFT) of the discrete time-domain sequence \( e^{j2\pi n(\frac{k - k_q}{N} + \frac{\nu}{\Delta f / N})} \), \( n = 0, 1, \ldots, N - 1 \), windowed with the time-domain waveform \( W_{rx}[n], n = 0, 1, \ldots, N - 1 \). In traditional spectral analysis of time-domain signals, windowing waveforms have been used to achieve a trade-off between spectral resolution (main-lobe width) and the energy outside the main-lobe \[22\]. Therefore, for our system, the window \( W_{rx}[\cdot] \) can be used to achieve a trade-off between the number of DDREs over which most of the received \( q \)-th RA preamble energy is spread in the Doppler domain (i.e., main-lobe width) and the maximum side-lobe energy level in the Doppler domain. The main-lobe width determines the width of each RA preamble along the Doppler domain (i.e., \( N_1 \)) and the maximum side-lobe energy level determines the interference caused to other RA preambles. For better understanding of this trade-off, in Fig. 5 we plot the normalized \( |\tilde{x}[k, l = 8]| \) along the Doppler domain i.e., versus \( k \) for different receiver windows \( W_{rx}[\cdot] \), namely the rectangular window, the Hamming window and two different types of Blackman-Harris window \[22\].

In order to understand interference between adjacent RA preambles, we consider no AWGN in Fig. 5. The Doppler shift of the channel path is taken to be \( \nu_{q,1} = \nu_{\text{max}} = 300 \text{ Hz} \). Since \( k_q + \frac{\nu_{q,1}}{\Delta f / N} = 71.48 \), most of the received energy is localized to \( k = 71 \) and \( k = 72 \) for all the windows (see Fig. 5). There is however leakage of the RA preamble energy to the \( k = 73 \)-rd DDRE (the leakage energy at \( k = 73 \) is about 17 dB below the peak energy received at \( k = 71, 72 \) for the Hamming window).
window, the leakage energy at DDRE locations beyond the \( k = 73 \)-rd DDRE is more than 40 dB below the peak energy received at \( k = 71, 72 \). In a near-far scenario, a UT near the BS (i.e., at a distance of 100 m from the BS) transmits a RA preamble on a DDRE group which is adjacent (along the Doppler domain) to the DDRE group of another RA preamble transmitted by a UT at the cell-edge. With a path-loss exponent of 3, the difference in the received RA preamble energy levels from the near and the far UT is \( 10 \log_{10}(1500/100)^3 = 35.3 \) dB. Since the transmitted energy level is the same for all UTs, the width \( N_1 \) of a RA preamble must be such that the leakage from a RA preamble transmitted by a UT near the BS to an adjacent RA preamble transmitted by a cell-edge UT is at least 35.3 dB less than the received RA preamble energy of the UT near the BS. Therefore, with the Hamming window, it suffices to have only the Doppler domain locations \( k = 71, 72, 73 \) to be part of the DDRE group \( \mathcal{R}_q \) corresponding to the transmitted RA preamble. Since, the Doppler shift can also be \( \nu_{q,1} = -\nu_{\text{max}} \), the DDRE locations \( k = 69, 70 \) must also be a part of the DDRE group. Hence, \( \mathcal{R}_q = \{(k,l) | l = 0, 1, \cdots, (M-1) \}, 69 \leq k \leq 73 \} \) and therefore \( N_1 = 5 \). This value of \( N_1 = 5 \) is equal to the proposed lower bound to \( N_1 \) in (40), since \( 2 \lfloor \nu_{\text{max}} NT \rfloor + 3 = 2 \lfloor 0.48 \rfloor + 3 = 5 \). With the Hamming window the leakage energy is still only about 40 dB below the received RA preamble energy and therefore in a larger cell (radius > 1500 m), the near-far scenario could lead to a situation where the energy leaked from the received RA preamble from a UT near the BS is more than the RA preamble energy received from a cell-edge UT. For larger cells we can use the 3-term Blackman Harris window since the leakage energy is more than 67 dB below the received RA preamble energy and therefore with a 5 dB margin for fading, the cell radius must be such that the difference in the received energy levels of RA preambles transmitted from a cell edge UT and that from a UT near the BS is less than \( 67 - 5 = 62 \) dB, i.e., \( 10 \log_{10}(r_c/100)^3 \) < 62 where \( r_c \) is the cell radius. Equivalently, \( r_c < 100 \times 10^{6.2/3} = 11.6 \) Km. However, from Fig. 5 it is also observed that with the 3-term Blackman-Harris window the width of each RA preamble has to be increased to \( N_1 = 7 \) when compared to \( N_1 = 5 \) with the Hamming window. This would then reduce the number of allowed RA preambles \( R = \lfloor N/N_1 \rfloor \). Decrease in \( R \) would in-turn lead to increased probability of collisions and therefore a higher TEP. This observation regarding the increase in the RA preamble width \( N_1 \) due to more stringent leakage requirement is a manifestation of the fundamental trade-off between the highest side-lobe energy level and the equivalent noise-bandwidth of windowing waveforms used for spectral analysis [22]. Hence, for the multi-UT scenario there is a trade-off between choosing \( N_1 \) large enough so
as to reduce interference from adjacent DDRE groups but at the same time it should not be so large that the probability of collisions becomes the dominant component.

IV. SELECTION OF DESIGN PARAMETERS FOR THE PROPOSED OTFS BASED RA WAVEFORM

Let \( \mu_Q \) be the average number of RA requests received in an OTFS frame, \( P_e \) denotes the desired timing error probability (TEP) and let \( P_{fa} \) be the desired false alarm probability. In this section, for a given set of system parameters \( (\nu_{max}, G, B_c, T_c, \mu_Q, P_e, P_{fa}) \) we propose the selection of the design parameters \( (T, \Delta f, M, N, N_1, \rho, \mu) \). Firstly, in step (1), \( (T, M, N) \) are chosen based on (20) and (25), then \( \Delta f = 1/T \). From Section III-A we know that the first term in the TEP expression in the R.H.S of (36) corresponds to the TEP in the single-UT scenario and depends primarily on the SNR \( \rho \). Similarly, from Section III-B we know that at high SNR, \( N_1 \) decides the contribution to the TEP from the remaining terms \( k = 2, 3, \cdots, \infty \) in the R.H.S of (36). From Section III-B we know that the choice of \( N_1 \) should reduce interference between adjacent RA preambles and also ensure low probability of collisions. Therefore in step (2), assuming no AWGN (i.e., very high \( \rho \)), through numerical simulations we find the smallest possible \( N_1 \) which achieves a TEP sufficiently smaller than the desired \( P_e \) (say half of the desired \( P_e \)). Next, in step (3), through numerical simulations we select the operating \( \rho \) such that the overall TEP (i.e., sum of all terms in the R.H.S of (36)) is less than or equal to the desired TEP \( P_e \) (for each value of \( \rho \), the false alarm probability threshold \( \mu \) is chosen so as to guarantee the desired false alarm probability \( P_{fa} \)).

This design procedure will be successful in achieving the desired \( P_e \), only if \( P_e \) is larger than the lower bound (due to collisions) given by (38) in Theorem 2. From Section III-A and Section III-B it is clear that with an appropriately chosen \( N_1 \), the interference due to an adjacent RA preamble can be reduced effectively and hence at high SNR, a timing error event can happen primarily due to collisions. It therefore appears that with the proper choice of \( N_1 \) the lower bound to the TEP as proposed in Theorem 2 is in fact the limiting value of TEP as \( \rho \to \infty \). This has in fact been verified through exhaustive simulations, some of which have been presented in Section V. This lower limit however depends only on the number of RA preambles \( R \) and the probabilities \( \Pr(Q = k | Q \geq 1) \). These probabilities depend on the spatial density of the RA call rate which we denote by \( \lambda \) (in calls/sec/sq. Km), the cell-size and the time duration \( T_a \) allowed between two successive RA requests from a UT (e.g., 10 ms in 4G-LTE). These probabilities also depend on the statistics of the arrival process. In this paper, we model the random number of simultaneous RA requests (i.e., \( Q \)) to be Poisson distributed. For a circular cell with prohibited inner radius \( r_a \) and outer radius \( r_c \), the mean value of \( Q \) is given by

\[
\mu_Q \triangleq \mathbb{E}[Q] = \pi(r_c^2 - r_a^2)\lambda T_a. \tag{41}
\]

As \( Q \) is Poisson distributed we have \( \Pr(Q = k) = \frac{e^{-\mu_Q}\mu_Q^k}{k!} \) and therefore

\[
\Pr(Q = k | Q \geq 1) = \frac{\Pr(Q = k)}{\Pr(Q \geq 1)} = \frac{e^{-\mu_Q}\mu_Q^k}{(1 - e^{-\mu_Q})k!}, \quad k \geq 1. \tag{42}
\]

Next, in Fig. 6 we plot the lower bound to the TEP given by the R.H.S. in (38) versus increasing cell-radius \( r_c \) (500 \( \leq r_c \leq 10000 \) m) for different combinations of mobile speed (100, 200, 400 Km/hr) and call rate spatial density \( \lambda = 0.25, 1.0, 4.0 \) calls/sec/sq. km. We consider \( B_c = 1.08 \) MHz, \( T_c = 1.6 \) ms. The carrier frequency is taken to be \( f_c = 4 \times 10^9 \) Hz and therefore the maximum Doppler shift is \( \nu_{max} = v f_c/(3 \times 10^8) \) where \( v \) is the mobile speed in m/s. The maximum round-trip propagation delay is taken to be \( T_{\Delta f} = \frac{2r_c}{v f_c} \). The other parameters \( (M, N, T, \Delta f) \) are chosen based on (20) and (25). As observed in Section III-B for a path-loss exponent of 3 and inner radius \( r_a = 100 \) m, we had proposed the use of the Hamming window with \( N_1 = 2 \left[ \nu_{max} NT \right] + 3 \) when \( r_c \leq 1500 \) and the 3-term Blackman-Harris window with \( N_1 = 2 \left[ \nu_{max} NT \right] + 5 \) when \( 1500 < r_c \leq 10000 \). We consider \( T_a = 10^{-2} \) second.

From Fig. 6 it is clear that, for a given mobile speed and a given \( \lambda \), TEP increases with increasing cell radius. This is expected, since with increasing cell radius the leakage from an adjacent RA preamble in a near-far scenario can be more severe (see the discussion in Section III-B). Additionally, with increase in
cell radius, the average number of simultaneous RA calls in one OTFS frame i.e., \( \mu_Q = \pi (r_c^2 - r_a^2) \lambda T_a \) increases and which therefore increases the TEP. However, the most interesting observation is that, for a given cell radius and a given \( \lambda \), the TEP increases only slightly even when the mobile speed increases from 100 Km/hr to 400 Km/hr. This demonstrates the robustness of the proposed OTFS based RA preamble waveforms against Doppler spread.

V. Numerical Results

We consider a single-cell scenario with a cell radius of 1500 m and a single-antenna BS at the centre of the cell. Single-antenna UTs are uniformly distributed in the cell, except inside a circular region of radius 100 m around the BS. The number of UTs transmitting RA preambles simultaneously in the same OTFS frame is Poisson distributed. For the channel from a UT to the BS, we consider the tapped delay line model in 3GPP Extended Typical Urban (ETU) channel [24] where the delay profile \( \{ \tau_q, i \}^L_q = 9 \) \( i = 1 \) is \( \tau_q + [0, 50, 120, 200, 230, 500, 1600, 2300, 5000] \) ns (i.e., a delay spread of 5 \( \mu \)s) and the corresponding power profile \( \{ \mathbb{E} [ |h_{q, i}|^2 / \beta_q ] \}^L_q = 9 \) is \( [-1, -1, -1, 0, 0, 0, -3, -5, -7] \) dB. Here \( \tau_q \) ns is the smallest path delay between the \( q \)-th UT and the BS. The channel path gains \( h_{q, i} \) in (1) are modeled as independent Rayleigh faded random variables and the power profile is normalized to satisfy (2). The path-loss exponent is taken to be three and the reference path-loss for a cell-edge UT is unity, i.e., at the BS the received RA preamble power to noise power ratio is \( \rho \) for a RA preamble transmitted by a cell-edge UT whereas it is \( \rho \times (1500/100)^3 \) for a UT at a distance of 100 m from the BS. For the \( q \)-th UT, the Doppler shift for the \( i \)-th propagation path is taken to be \( \nu_{q,i} = \nu_{\text{max}} \cos (\theta_{q,i}) \) where \( \theta_{q,i} \) are independent and uniformly distributed in \([0, 2\pi]\) [7] and \( \nu_{\text{max}} \) is the maximum possible Doppler shift. For the purpose of comparison we also consider a 4G-LTE type system where \( B_c = 1.08 \) MHz and the RA preamble is as per LTE preamble format 2 which consists of a 1.6 ms long Zadoff-Chu (ZC) sequence [17]. For the proposed OTFS based RA preamble transmission also we consider \( T_c = 1.6 \) ms and \( B_c = 1.08 \) MHz.

Next, in Fig. 7 for a fixed desired false alarm probability \( P_{FA} = 1 \times 10^{-2} \) and \( \nu_{\text{max}} = 300 \) Hz, we compare the timing error probability (TEP) of the proposed OTFS based RA and that of a 4G-LTE based RA as a function of increasing SNR (\( \rho \)) for different RA call rate spatial densities \( \lambda = 0.25, 0.5, 1.0, 2.0 \) calls/sec/sq. Km. The TEP for the proposed OTFS based RA is given by (35). For a given \( \lambda \), the mean value of \( Q \) i.e., \( \mu_Q \) is given by (41) where we consider \( T_a = 1 \times 10^{-2} \) sec. The maximum round-trip
propagation delay is taken to be $G = 2 \times 1500/(3 \times 10^8) + 5 \times 10^{-6}$ sec and therefore from (20) and (25) we have $M = 18, N = 96, \Delta f = 60$ KHz and $T = 16.66 \mu s$. Based on the discussion in Section III-B, the width $N_1$ of each DDRE group is taken to be $2[\nu_{max}NT] + 3 = 5$ (see (40)) and the Hamming window is used at the receiver. The number of RA preambles is $R = \lceil N/N_1 \rceil = 19$. In Fig. 7 for the OTFS based RA method, we also plot the proposed collision based lower bound to the TEP in (38). From Fig. 7, at a high $\rho = -5$ dB, the TEP is close to the analytical lower bound given by (38).

In Fig. 8, we plot the TEP of the proposed OTFS based RA and the RA method in 4G-LTE versus SNR $\rho$ for $\nu_{max} = 0, 300, 600, 1200$ Hz, a fixed $\lambda = 1$ call/sec/sq. Km, and a fixed desired false alarm probability $P_{FA} = 1 \times 10^{-2}$. For the proposed method, we choose $N_1 = 1$ when $\nu_{max} = 0$ Hz and for all other values of $\nu_{max}$ we choose $N_1 = 2[\nu_{max}NT] + 3$ (see (40)). The Hamming window is used at the receiver. From Fig. 8 it is clear that with increase in Doppler shift, the TEP of the 4G-LTE RA method degrades significantly. In comparison, the TEP of the proposed OTFS based RA method remains almost the same even when the maximum Doppler shift $\nu_{max}$ is increased from 300 Hz to 600 Hz and then to 1200 Hz. This is primarily because, channel induced Doppler shift affects only the location of the received RA symbol energy along the Doppler domain and does not significantly affect the location of the received RA symbol energy along the delay domain. This is in turn due to the separation of the terms $U_{q,i}[k]$ and $V_{q,i}[l]$ in the expression for the received delay-Doppler domain RA signal $\hat{x}[k, l]$ in (30) (see discussion in Section III-A).

In Section III-B it was observed that a small $N_1$ would decrease the collision probability due to increase in the number of RA preambles, but at the same time this would also increase interference between adjacent DDRE groups leading to increase in TEP. To understand this tradeoff, in Table II for a fixed $\lambda = 1$ call/sec/sq. Km, $\rho = -5$ dB and a fixed desired false alarm probability $P_{FA} = 1.0 \times 10^{-2}$, we list the TEP for DDRE group width $N_1 = 1, 2, 5$ and $\nu_{max} = 0, 300, 600, 1200$ Hz. For each $N_1$ we also list the proposed lower bound to the TEP in (38), which is based on collision events. The Hamming window is
used at the receiver. For a fixed $N_1$, the TEP increases with increasing $\nu_{\text{max}}$ as a higher $\nu_{\text{max}}$ implies more interference between adjacent DDRE groups. For small $\nu_{\text{max}}$, even $N_1 = 1$ could be sufficient in terms of guaranteeing little interference between adjacent DDRE groups. In the current example, the width of each DDRE is $\Delta f / N = 625$ Hz along the Doppler domain and for $\nu_{\text{max}} = 0, 300, 600, 1200$ Hz it is observed that for a fixed $\nu_{\text{max}}$ the TEP increases as $N_1$ is increased from $N_1 = 1$ to $N_1 = 2$ as this increases the probability of collisions (i.e., $N_1 = 1$ is sufficient). However, when $\nu_{\text{max}}$ is large (e.g., $\nu_{\text{max}} = 600, 1200$ Hz in Table-II), then $N_1 = 1$ may not be sufficient in limiting the interference between adjacent DDRE groups. For example, in Table-II for $\nu_{\text{max}} = 1200$ Hz the TEP is $3.3 \times 10^{-2}$ when $N_1 = 1$ but decreases significantly to $1.5 \times 10^{-3}$ when $N_1$ is increased to 2. This is because, although the probability of collisions increases with increasing $N_1$ from $N_1 = 1$ to $N_1 = 2$, for a high $\nu_{\text{max}}$ it still results in reduction in the overall TEP due to reduction in interference between adjacent DDRE groups. However, with further increase in $N_1$, very little further reduction in interference is possible as $N_1$ is already “sufficiently large” and therefore the TEP may increase due to increase in the probability of collisions (as the number of RA preambles $R = \lfloor N/N_1 \rfloor$ will decrease with increase in $N_1$). From Table-II, $N_1 = 2$ appears to be sufficient for $\nu_{\text{max}} = 600, 1200$ Hz. However, in Section [III-B] we had proposed that $N_1 \geq 2\lceil \nu_{\text{max}} NT \rceil + 3 = 7$ (for $\nu_{\text{max}} = 1200$ Hz). This discrepancy is due to the fact that in Section [III-B] we had considered the worst-case near-far scenario where one UT is near the BS and the other is at the cell-edge, whereas Table-II shows the “average” TEP when UTs are uniformly distributed in the cell.
TABLE III: Timing Error Probability (TEP) of the proposed OTFS based RA vs. \((P_{FA}, \nu_{max})\), \(\lambda = 1\) call/sec/sq. Km, \(\rho = -5\) dB.

| \(\nu_{max}\), \(N_1\) | \(P_{FA} = 1.0 \times 10^{-1}\) | \(P_{FA} = 1.0 \times 10^{-2}\) | \(P_{FA} = 1.0 \times 10^{-3}\) |
|------------------------|-------------------|-------------------|-------------------|
| 0 Hz, 1 | 5.4 \times 10^{-4} | 5.6 \times 10^{-4} | 6.5 \times 10^{-4} |
| 300 Hz, 5 | 9.7 \times 10^{-4} | 1.1 \times 10^{-3} | 1.3 \times 10^{-3} |
| 600 Hz, 5 | 1.3 \times 10^{-3} | 1.3 \times 10^{-3} | 1.5 \times 10^{-3} |
| 1200 Hz, 7 | 1.7 \times 10^{-3} | 1.7 \times 10^{-3} | 1.9 \times 10^{-3} |

In Fig. 7 and Fig. 8 we have plotted the TEP for a fixed desired false alarm probability \(P_{FA} = 1 \times 10^{-2}\). Next, we study the variation in the TEP of the proposed OTFS based RA with decreasing false alarm probability \(P_{FA}\). In Table III we list the TEP of the proposed OTFS based RA for \(P_{FA} = 1 \times 10^{-1}, 1 \times 10^{-2}, 1 \times 10^{-3}\) and \(\nu_{max} = 0, 300, 600, 1200\) Hz. We consider a fixed RA call rate spatial density \(\lambda = 1.0\) call/sec/sq. Km. Further, we choose \(N_1 = 1, 5, 5, 7\), respectively for \(\nu_{max} = 0, 300, 600, 1200\) Hz. From Fig. 7 we know that the TEP is close to its lower bound at \(\rho = -5\) dB and therefore in Table III we consider a fixed \(\rho = -5\) dB. A Hamming window is used at the receiver. From Table III it is observed that the TEP increases with decreasing \(P_{FA}\). However, the amount of increase in the TEP is small. In the following, we provide an explanation for this observation.

From the expression of the TEP in (35) it is clear that a missed detection event for an RA preamble happens if either the maximum received RA preamble energy is less than the false alarm threshold \(\nu\) or if the timing advance (TA) estimate does not lie between the smallest and the greatest round-trip propagation delays of the UT which transmitted that RA preamble. In Fig. 7 we have seen that at high SNR (\(\rho = -5\) dB), the TEP is close to the proposed collision based lower bound in (38), i.e., at high SNR the TEP is dominated by collision events.

The proposed timing advance (TA) estimate is based on the delay domain index of the DDRE where maximum RA preamble energy is received, and therefore in a collision scenario, RA preamble detection will most likely succeed for the UT whose transmitted RA preamble is received at the BS with highest energy. The proposed TA estimate will then correspond to the round-trip propagation delay for this UT. At high \(\rho\), the received RA preamble energy from the other UTs (which also transmitted the same RA preamble) will also be high and will most likely exceed the false alarm threshold. However, RA preamble transmission by most of these other UTs will still not get detected as the acquired TA estimate will not lie between the smallest and the greatest round-trip propagation delay of several of these UTs.\(^{12}\) In other words, at high SNR, for a given UT, a missed detection event happens mostly because the acquired TA estimate does not lie between the smallest and the greatest round-trip propagation delay for that UT, and not so much due to the false alarm threshold.

Therefore, at high SNR, the TEP is expected to be not so sensitive to change in the false alarm threshold. For a given SNR \(\rho\), the required false alarm threshold will increase with decrease in the desired false alarm probability \(P_{FA}\) (see (34)). From the expression of the TEP in (35) it is clear that this increase in the false alarm threshold will result in some increase in the TEP. However, as discussed above, at high SNR the TEP is dominated by collision events and is not so sensitive to an increase in false alarm threshold. This explains the observation in Table III that, the TEP increases only slightly with decreasing \(P_{FA}\). Further, for a given \(P_{FA}\), the required false alarm threshold \(\nu\) does not depend on collision events since by definition a false alarm event happens for an RA preamble when no UT transmits that RA preamble but still the maximum energy received in the corresponding DDRE group is greater than the false alarm threshold \(\nu\).

\(^{12}\)This is because, the round-trip propagation delay for the UT whose RA preamble is detected need not be the same as the round-trip propagation delay of other UTs which transmitted the same RA preamble.
VI. Conclusion

In this paper we have considered the problem of uplink timing synchronization in OTFS modulation based wireless communication systems. We have proposed a novel waveform design for the transmission of random access (RA) preambles based on OTFS modulation. We have also proposed a method to estimate the round-trip propagation delay (also known as timing advance) between the BS and the UT which transmitted the RA preamble. For a given probability of false alarm, we define the timing error probability (i.e., probability of missed detection of an RA preamble), as the probability of the event that either the maximum received RA preamble energy is less than the false alarm threshold, or the proposed timing advance (TA) estimate for the RA preamble does not lie between the smallest and the greatest path delays of the UT which transmitted that RA preamble. Our study reveals that in a multi-UT scenario, at high signal-to-noise ratio (SNR), the timing error probability (TEP) is limited by interference from adjacent RA preambles and collision events (i.e., when two or more UTs transmit the same RA preamble). To reduce the impact of interference between adjacent RA preambles we have proposed the use of appropriate time-domain windowing at the BS receiver. By analyzing the collision events, we have derived a lower bound expression for the TEP. Our analysis is supported by numerical simulations which confirm that at high SNR, the TEP of the proposed OTFS based RA is significantly more robust to channel induced Doppler shift when compared to the TEP of 4G-LTE based RA. Simulations also confirm that, at high SNR, the TEP of the proposed OTFS based RA is limited by collision events. In future we plan to extend the study done in this paper to multi-cell systems where the same RA preambles are used in neighbouring cells and where the BS in each cell has multiple antennas.

Appendix A
Proof of Theorem 1

From (32) and (34), the false alarm probability for the single-UT scenario is given by

$$P_{FA} = \Pr \left( \max_{(k,l) \in \mathcal{R}_q} |w[k,l]|^2 \geq \mu \right)$$

(43)

where $\mathcal{R}_q$ is given by (22). With rectangular window $W_{rx}[n,m] = 1, n = 0, 1, \ldots , (N - 1), m = 0, 1, \ldots , (M - 1)$, from (29) and (30) it follows that $w[k,l] \sim \text{i.i.d.} \mathcal{C}\mathcal{N}(0, MNN_0)$. Therefore $1 - P_{FA} = \Pi_{(k,l) \in \mathcal{R}_q} \Pr \left( |w[k,l]|^2 < \mu \right)$, or equivalently

$$P_{FA} = 1 - \Pi_{(k,l) \in \mathcal{R}_q} \Pr \left( |w[k,l]|^2 < \mu \right)$$

$$= 1 - \Pi_{(k,l) \in \mathcal{R}_q} \left[ 1 - \Pr \left( |w[k,l]|^2 \geq \mu \right) \right]$$

$$\overset{(a)}{=} 1 - \Pi_{(k,l) \in \mathcal{R}_q} \left[ 1 - e^{-\frac{\mu}{(1+[GBc])\left[\frac{\mu}{MNN_0}\right]N_0}} \right]$$

$$\overset{(b)}{=} 1 - \left[ 1 - e^{-\frac{\mu}{(1+[GBc])\left[\frac{\mu}{MNN_0}\right]N_0}} \right]^{N_1(1+[GBc])}$$

(44)

where step (a) follows from the fact that $w[k,l] \sim \text{i.i.d.} \mathcal{C}\mathcal{N}(0, MNN_0)$ and (20), (25). Step (b) follows from $|\mathcal{R}_q| = N_1M = N_1(1+[GBc])$ (see (22) and (20)). From (44) it is clear that $P_{FA}$ decreases monotonically with increasing $\mu$. Hence for a desired $p_{fa}$, the unique threshold $\mu(p_{fa})$ which achieves this false alarm probability, is given by (37).

Appendix B
Proof of Theorem 2

Since $\Pr(\text{Timing error and Collision})$ is the probability of both the timing error and the collision event happening simultaneously, a lower bound to the TEP $P_e$ is given by
\[ P_e = \Pr(\text{Timing error}) > \Pr(\text{Timing error and Collision}) \]

\[ = \sum_{k=2}^{\infty} \Pr(Q = k \mid Q \geq 1) \Pr(\text{Timing error and Collision} \mid Q = k) \]

\[ = \sum_{k=2}^{\infty} \Pr(Q = k \mid Q \geq 1) \left\{ \sum_{p=2}^{k} \Pr(\text{Timing error and } (p-1)\text{UTs Colliding with the given UT} \mid Q = k) \right\} \]

\[ = \sum_{k=2}^{\infty} \Pr(Q = k \mid Q \geq 1) \left\{ \sum_{p=2}^{k} \Pr((p-1)\text{UTs Colliding with the given UT} \mid Q = k) \times \Pr(\text{Timing Error} \mid (p-1)\text{UTs Colliding with the given UT and } Q = k) \right\}. \quad (45) \]

When \((p-1)\) UTs collide with the given UT, the probability of no timing error for the given UT is \(1/p\) since the UTs are distributed uniformly in the cell and therefore the received RA waveform of the given UT can have the largest energy among all the colliding \(p\) waveforms with probability \(1/p\). Therefore for \(p \leq k\) we have

\[ \Pr(\text{Timing Error} \mid (p-1)\text{UTs Colliding with the given UT and } Q = k) = 1 - (1/p). \quad (46) \]

When \((Q = k)\), the probability that \((p-1)\) out of the \(k\) UTs collide with the given UT is

\[ \Pr((p-1)\text{UTs Colliding with the given UT} \mid Q = k) = C(k-1, p-1) \frac{(R-1)^{k-p}}{R^{k-1}} \quad (47) \]

where \(C(m, n) \triangleq m!/(n!(m-n)!).\) Using (46) and (47) in (45) we get

\[ P_e > \sum_{k=2}^{\infty} \left\{ \Pr(Q = k \mid Q \geq 1) \left[ \sum_{p=2}^{k} C(k-1, p-1) \frac{(p-1) (R-1)^{k-p}}{p R^{k-1}} \right] \right\}. \quad (48) \]

Next, substituting \(p\) by \(l = p - 1\) for the summation index in the R.H.S. of (48) we get

\[ \sum_{p=2}^{k} C(k-1, p-1) \frac{(p-1) (R-1)^{k-p}}{p R^{k-1}} = \sum_{l=1}^{k-1} C(k-1, l) \frac{l}{l+1} \frac{(R-1)^{(k-1)-l}}{R^{k-1}} \]

\[ = \left( \frac{R-1}{R} \right)^{k-1} \left[ \sum_{l=0}^{k-1} \frac{C(k-1, l)}{l+1} \left( \frac{1}{R-1} \right)^l \right] - \left( \frac{R-1}{R} \right)^{k-1} \left[ \sum_{l=0}^{k-1} C(k-1, l) x^l dx \right] \]

\[ = \left( \frac{R-1}{R} \right)^{k-1} \left[ \left( \frac{R}{R-1} \right)^{k-1} - (R-1) \sum_{l=0}^{k-1} C(k-1, l) x^l dx \right] \]

\[ = \frac{R^k - (R-1)^k}{R^{k-1}} \int_0^{\frac{R}{R-1}} (1+x)^{k-1} dx = 1 - \frac{R^k - (R-1)^k}{k R^{k-1}} \]

\[ \quad (49) \]

where step (a) follows from the binomial expansion of \( \left(1 + \frac{1}{R-1}\right)^{k-1} \) and also the fact that \( \frac{1}{l+1} \frac{1}{(R-1)^l} = (R-1) \int_0^{\frac{1}{l+1}(R-1)} x^l dx \). Substitution of \( \frac{1}{l+1} \frac{1}{(R-1)^l} \) by the integral expression \((R-1) \int_0^{\frac{1}{l+1}(R-1)} x^l dx\), helps us to derive a closed form expression in step (b). Using (49) in (48) then gives (38) which completes the proof.
APPENDIX C
PROOF OF COROLLARY [1]

It suffices to show that the first derivative (w.r.t $R$) of each term inside the summation in the lower bound expression in (38), is negative for all $R \geq 1$. This is equivalent to showing that the first derivative of $B_k(R) \triangleq \left( \frac{R^k - (R - 1)^k}{R^{k-1}} \right)$ w.r.t $R$ is positive for all $R \geq 1$ and all positive integer $k \geq 2$. The first derivative of $B_k(R)$ w.r.t. $R$ is given by

$$\frac{d}{dR} \left[ \frac{R^k - (R - 1)^k}{R^{k-1}} \right] = \frac{R^k - [k + R - 1] (R - 1)^{k-1}}{R^k}.$$  \hspace{1cm} (50)

The numerator of the R.H.S. in (50) is further given by

$$R^k - [k + R - 1] (R - 1)^{k-1} = (1 + (R - 1))^k - k(R - 1)^{k-1} - (R - 1)^k \geq 1$$

where in step (a) we have used the binomial expansion for $(1 + (R - 1))^k$ and $C(k, p)$ is defined in (38).

The inequality in step (b) follows from the fact that $R \geq 1$. Using this inequality in (50) it follows that the first derivative of $B_k(R)$ is positive for all positive integer $k \geq 2$ and $R \geq 1$. This then completes the proof.
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