Spatio‑Temporal Properties of Amused, Embarrassed, and Pained Smiles

Shushi Namba1 · Wataru Sato1,2 · Hiroshi Matsui3

Accepted: 22 March 2022 / Published online: 1 July 2022
© The Author(s) 2022

Abstract
Smiles are universal but nuanced facial expressions that are most frequently used in face-to-face communications, typically indicating amusement but sometimes conveying negative emotions such as embarrassment and pain. Although previous studies have suggested that spatial and temporal properties could differ among these various types of smiles, no study has thoroughly analyzed these properties. This study aimed to clarify the spatiotemporal properties of smiles conveying amusement, embarrassment, and pain using a spontaneous facial behavior database. The results regarding spatial patterns revealed that pained smiles showed less eye constriction and more overall facial tension than amused smiles; no spatial differences were identified between embarrassed and amused smiles. Regarding temporal properties, embarrassed and pained smiles remained in a state of higher facial tension than amused smiles. Moreover, embarrassed smiles showed a more gradual change from tension states to the smile state than amused smiles, and pained smiles had lower probabilities of staying in or transitioning to the smile state compared to amused smiles. By comparing the spatiotemporal properties of these three smile types, this study revealed that the probability of transitioning between discrete states could help distinguish amused, embarrassed, and pained smiles.
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Among all the possible combinations of facial components, the smile is the most pervasive facial pattern in our daily lives, and many researchers interested in emotional communication have focused on this expression (e.g., Martin et al., 2017; Miles, 2009; Perusquía-Hernández et al., 2019). Although smiles tend to correspond to positive experiences such as amusement, joy, and happiness (e.g., Ekman, 2003; Reisenzein et al., 2013), they have been observed in a variety of contexts, including unpleasant situations. For example, people smile when experiencing embarrassment (Keltner, 1995), pain (Kunz et al., 2013),
discomfort (LeResche et al., 1990), and distress (Ansfield, 2007) and to facilitate social interactions (e.g., Kraut & Johnston, 1979), to mask negative emotions (Ekman et al., 1988) or to signal affiliation, dominance (Martin et al., 2017, 2021; Orlowska et al., 2018; Rychlowska et al., 2017), and trustworthiness (Krumhuber et al., 2007). In addition, people use smiles to achieve many ends in conversations (Bavelas & Chovil, 2018; Chovil, 1991).

Despite the variety of contexts where smiles occur, the morphological/anatomical/spatial differences between smiles and internal states, including emotional ones, remain elusive. Ekman (1985) proposed that anatomical differences characterized several smiles (e.g., dampened and miserable smiles), but Bavelas and Chovil (2018) clearly indicated that the criteria applied were not convincing. Several researchers have suggested that Ekman’s criteria do not seem to be based on data from actual emotional situations (for details, see Leys, 2017; Mandal & Awasthi, 2015), and the reliance of Ekman’s work on emotion labeling has been criticized (Barrett, 2017; Barrett et al., 2019). In the art field, smiles with different morphological properties based on Ekman’s work have been described in terms of facial movement levels (Faigin, 2012; Mascaró et al., 2021), but empirical and academic evidence is lacking. Given the lack of research on the spatial patterns of different smiles, it is important to obtain more facial data corresponding to different internal states.

What are the spatial properties that distinguish various smiles? The Duchenne marker is the most common spatial marker used to identify smiles driven by genuine positive feelings (Duchenne, 1862/1990; Ekman et al., 1990). Facial muscle movement can be described as eye constriction, which creates crow’s feet around the eyes and slightly lowers the outer eyebrow (Ekman et al., 2002). However, many studies have shown that a smile with eye constriction, termed the Duchenne smile, does not necessarily correspond to positive emotional states (Crivelli et al., 2015; Krumhuber & Manstead, 2009; Namba et al., 2017b). In a recent and notable study, Girard et al. (2021) investigated many types of smiles (amusement, embarrassment, fear, and physical pain) and concluded that the view that eye constriction in smiles is associated only with positive experiences lacks support. In other words, even when people were not experiencing positive emotions (e.g., during physical pain), they showed Duchenne smiles. Thus far, it has been difficult to map specific internal states to facial patterns on an anatomical basis. Although we acknowledge that facial patterns are associated in various ways with emotional contexts (Fridlund, 1994, 2017; Scarantino, 2017), collecting data related to commonly observed patterns of facial expression that correlate with distinct emotions is important for a better understanding of facial expressions.

As well as spatial patterns, such as the Duchenne marker, the temporal properties of emotional expressions are also likely to be statistically correlated with internal states. For example, Namba et al. (2021) used cross-correlation analysis to reveal that genuine surprise differs from deliberate displays of surprise, and deliberate displays also differ from one another in terms of their temporal properties. Temporal indicators that can distinguish between spontaneous and posed smiles, such as duration (Schmidt et al., 2006), synergies (Perusquía-Hernández et al., 2021), and sequences (Namba et al., 2017b), have been reported. Recent studies have emphasized the importance of dynamic aspects of facial expressions (Jack & Schyns, 2017; Krumhuber et al., 2013; Sato et al., 2019b), as dynamic facial expressions can capture more attention (Caudek et al., 2017), induce more mimicry behavior (Philip et al., 2018), and activate the visual and social-related areas of the brain (Sato et al., 2015). When investigating the relationship between the internal state and emotional expression, it is important to consider not only spatial but also temporal properties.

When studying the spatiotemporal properties of facial expressions, the ecological validity of the expressions is an important issue. As recent technology has improved,
research considering dynamic facial expressions has employed a data-driven approach, rooted in the perceptual emotion categorizations of the observer (Jack et al., 2014; Jack & Schyns, 2017). However, the question of whether randomly generated facial expressions observed via a data-driven approach can be observed in daily life remains unresolved. In fact, Ambadar et al. (2009) indicated that the meanings of particular smile characteristics perceived by decoders did not necessarily agree with the messages intended by encoders. Many studies have also investigated acted/deliberated facial expressions of emotion to describe the correspondence between facial components and inner states or emotion perceptions (Carroll & Russell, 1997; Cordaro et al., 2018; Gosselin et al., 2010; Le Mau et al., 2021). Posed data (facial expressions made by actors) may include noise due to “expressive controls” (Kunzmann et al., 2005), and it is difficult to clarify what constitutes a sincere expression. Therefore, this study focused on natural facial expressions, i.e., spontaneous responses to emotion-eliciting stimuli.

In summary, the spatial and temporal properties of the multiple types of smiles remain unclear. To clarify whether distinct spatiotemporal dynamics exist among different types of smiles, the present study used spontaneous facial expressions to ensure ecological validity. For this purpose, we used an expanded version of the BP4D+ database (termed EB+ below; Ertugrul et al., 2019a; Zhang et al., 2016). This database comprises spontaneous behaviors performed in response to a series of emotions induced by an experimenter. Specifically, participants engaged in a task that evoked multiple emotions such as amusement, embarrassment, and pain, and the facial responses were manually coded, frame by frame, using the Facial Action Coding System (FACS), which is the most objective and comprehensive system available for describing facial movements (Ekman et al., 2002). FACS can describe all facial movements by combining facial components, termed action units (AUs). Two or more coders in a team of five expert FACS coders coded each facial movement in a video clip. In general, this database has been used when developing the automated detection algorithm of AUs (e.g., Ertugrul et al., 2020; Ertugrul et al., 2019b; Yang et al., 2019).

To investigate the spatiotemporal features of different smiles, we analyzed annotation data indicating whether an AU occurred and applied a hidden Markov model, which can estimate the transition from one latent discrete state to another. Because such transitions between states reflect the spatiotemporal dynamics of facial expressions, it is expected that the transition matrix for each smile will include features distinguishable from other types of smiles.

To our knowledge, this study constitutes the first exploration of the spatiotemporal properties of three types of smiles: amused, embarrassed, and pained. Although no specific hypothesis is proposed, some predictions can be made based on previous related studies. Several studies have reported that the smile during a depressed or embarrassed state included more tense facial movements, such as a dimpler, lip corner depressor, and lip press (Girard et al., 2013; Keltner, 1995). Moreover, Girard et al. (2021) showed that the frequency of Duchenne smiles was decreased when in pain. Prkachin (1992) suggested that the prototypical pain expression includes lowering of the brows, constriction of the eyes, and raising of the upper lip. Therefore, compared to amused smiles, embarrassed/pained smiles are expected to be more tense, and pained smiles are also hypothesized to show activation of prototypical facial muscles (Prkachin, 1992) instead of the Duchenne smile. Regarding temporal properties, the exploratory nature of the study did not permit directional hypotheses.
Method

Data

To clarify the spatiotemporal properties of different smiles, this study used a spontaneous facial behavior database, the EB+ (Ertugrul et al., 2019a; Zhang et al., 2016). Participants engaged in 14 emotion-elicitation tasks in a laboratory environment, and their facial reactions were recorded. Because the availability of facial data with sufficient manual FACS annotations was limited, we analyzed facial responses to three tasks: listening to an amusing joke (amusement condition), improvising a “silly” song (embarrassment condition), and submerging a hand in ice water (physical pain condition). The EB+ study was approved by the governing institutional review board, and all participants consented to having their data used in further research and their images published in scientific journals. The EB+ database does not include age information, but a previous study using the BP4D+ with 140 participants (Zhang et al., 2016) suggests that the age range was approximately 18–30 years (Girard et al., 2021).

The EB+ was manually annotated, frame by frame, by teams of highly qualified, certified FACS coders (Ertugrul et al., 2019a). Each AU was assigned one of three values: 0 indicated absence of the target AU, 1 indicated its presence, and 9 indicated missing data. The focus of the current study was the major components of facial behaviors, so the following 23 AUs were analyzed: 1, 2, 4, 5, 6, 7, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 22, 23, 24, 27, and 28 (Fig. 1). According to Zhang et al. (2016), the average score of reliability (S) for AU1, 2, 4, 6, 7, 10, 11, 12, 14, 15, 16, 17, 18, 19, 20, 22, 23, 24, 27, and 28 (Fig. 1). According to Zhang et al. (2016), the average score of reliability (S) for AU1, 2, 4, 6, 7, 10, 11, 12, 14, 15, 16, 17, 18, 19, 20, 22, 23, 24, 27, and 28.

Fig. 1  Action units (AUs) analyzed in this study. Various facial configurations were created using FaceGen (Singular Inversions, Inc., Toronto, ON, CA) and FACSGen (Krumhuber et al., 2012), with the AUs set to maximum intensity. Two AUs were not included in these applications: AU19 ("tongue show") and AU28 ("lip suck")
available data, which had been manually coded, were used in the current study. The number of participants with data differed among conditions: amusement = 193 (113 females, 80 males), embarrassment = 186 (112 females, 74 males), physical pain = 194 (113 females, 81 males). The coded number differed between the conditions due to some unexpected error (e.g., human error and data corruption) that occurred during the annotation phase. All of the following results used these data as raw data.

### Statistical Analysis

The spatiotemporal properties of each facial AU are presented as high-dimensional data (in our case, 23 dimensions). Therefore, it is helpful to apply a dimensionality reduction technique to obtain interpretable features in a low-dimensional space (e.g., Nguyen & Holmes, 2019). Indeed, dimensionality-reduction algorithms based on nonnegative matrix factorization have been used successfully to describe dynamic facial expression patterns that reliably and distinctly correspond with synergies in facial movements (Delis et al., 2016). Perusquía-Hernández et al. (2021) categorized facial movement synergies as groups of AUs moving together, thus demonstrating the advantage of nonnegative matrix factorization as a tool to identify discrete patterns from streams of smiles. To perform dimension reduction for binary data, we used Bayesian mean-parameterized nonnegative binary matrix factorization (NBMF: Lumbreras et al., 2020). This model can provide factors comparable to previous approaches, such as logistic principal component analysis (e.g., Landgraf & Lee, 2020), and the number of used latent dimensions (i.e., AU spatial patterns) can be automatically determined by the observed data. To reveal the spatial properties of different smiles, we estimated the number of AU patterns that reliably describe observed facial dynamics using the Beta–Dirichlet model with a collapsed Gibbs sampler, then applied the default settings ($\alpha, \beta, \gamma = 1, K = 10$, iterations = 1000). This NBMF resulted in the number and properties of AU patterns for efficiently describing the observed dynamic facial movements.

To compare the effects of the three conditions (amusement, embarrassment, and physical pain) on the AU patterns computed by NBMF, we further explored differences in spatial properties among the conditions using a hierarchical linear model, which controlled for differences between expressers. In this model, dependent variables are the loadings of AU patterns. Given that previous studies often emphasized the correspondence between smiles and positive states, such as amusement rather than embarrassment and pain (e.g., Reisenzein et al., 2013), the current study used the amusement condition as the intercept. To control for Type 1 errors, all $p$-values were adjusted according to the number of conditions, as with Bonferroni procedures ($0.05/3 = 0.016$).

To investigate temporal properties, a hidden Markov model was applied to classify the latent discrete states based on the NBMF values. Hidden Markov models can provide latent discrete states via time-series data. This approach has been used to describe the structure of dynamics in animal behavior (e.g., Anderson & Perona, 2014; Tao et al., 2019; Wiltschko et al., 2015). In general, hidden Markov models generate a sequence of several latent states (Eddy, 2004); they can be used to calculate the transition probabilities for a person’s facial expression sequence (i.e., the Markov chain distribution), as shown in Fig. 2. We created an underlying Markov chain distribution to indicate the transitions from one discrete state to another ($P_{\text{staying}}$ in Fig. 2: the probability of staying in a given state; $P_{\text{transition}}$ in Fig. 2: the probabilities of transitions to individual states). To clarify the probability of transitioning
between states for the different types of smiles, we also used the hierarchical linear model, which controlled for differences between expressers.

All analyses, except the hidden Markov model, were performed using R statistical software (version 4.0.3; https://www.r-project.org/) and the “data.table” (Dowle & Srinivasan, 2021), “tidyverse” (Wickham et al., 2019), “rMMLEDirBer” (Lumbreras et al., 2020), “markovChain” (Spedicato, 2017), and “imerTest” packages (Kuznetsova et al., 2017). The hidden Markov model was generated using the Python module “hmmlearn” (https://hmmlearn.readthedocs.io/en/latest/index.html). The codes used have been made available online as Supplementary Material (https://osf.io/2n7tv/?view_only=66ec64a61e1847e18b8f9e020a9f1a11).

Results

Spatial Properties

To perform dimension reduction of the binary data, we used Bayesian mean-parameterized NBMF (Lumbreras et al., 2020). The results revealed six AU patterns for amused, embarrassed, and pained smiles (Fig. 3, Supplemental Fig. 1). Analysis of the relative contribution of each AU showed that AU patterns 1, 3, 4, 5, and 6 exhibited AU6 (cheek raiser), AU7 (lid tightener), AU10 (upper lip raiser), and AU12 (lip corner puller). These AUs can result in the Duchenne smile, i.e., a smile with eye constriction. AU patterns 1, 4, 5, and 6 also showed AU11 (nasolabial deepener). While AU pattern 5 exhibited a tensed smile that included AU15 (lip corner puller) and AU23 (lip tightener), AU patterns 1, 4, and 6 also exhibited AU16 (lower lip depressor), which can be considered to correspond to opening the mouth in this database. AU patterns 1, 4, and 6 had very similar AU combinations, but AU pattern 6 had a slightly smaller AU11, while AU pattern 4 a larger horizontal movement (AU20: lip stretcher). The results revealed five variations of the Duchenne smile. Only AU pattern 2 exhibited a unique expression, comprising AU4 (brow lowerer), AU7 (lid tightener), AU10 (upper lip raiser), AU14 (dimpler), AU15 (lip corner depressor),

Fig. 2 Visual example of a hidden Markov chain model
AU17 (chin raiser), AU23 (lip tightener), and AU24 (lip pressor). We defined this spatial pattern as facial tension, because all movements induce specific tension on the face. As a preliminary analysis, we confirmed the gender differences in their AU patterns using a 2 (gender: female, male) × 3 (condition: amusement, embarrassment, and pain) mixed-design analysis of variance. We found that female participants tended to more smile than did male participants [for AU patterns 1 and 3–6: \( F_s > 3.85, p_s < 0.05 \); AU pattern 2: \( F(1, 181) = 0.57, p = 0.45 \)]. This result was consistent with the findings in previous studies (e.g., LaFrance et al., 2003; McDuff et al., 2017). However, there was no interaction effect between the condition and gender (\( F_s < 2.32, p_s > 0.10 \)), so subsequent analyses compounding gender variables are reported.

The average value of each AU pattern was calculated and analyzed by a hierarchical model, to assess differences among the conditions (Fig. 4). Hierarchical models with Bonferroni correction showed that all intercepts were significantly greater than zero (\( t > 46.29, p < 0.001 \)). The amusement condition elicited expressions corresponding to all facial patterns among the six AU patterns. No difference between the amusement and embarrassment conditions was observed among the AU patterns (\( t < 1.39, p > 0.16 \)). However, all AU patterns showed a significant difference between pain and amusement conditions. The pain

![Fig. 3 Facial poses of all action unit (AU) patterns revealed by nonnegative binary matrix factorization](image)

![Fig. 4 Results of the analysis of each action unit (AU) pattern. Error bars represent standard errors](image)
condition was associated with significantly greater facial tension in AU pattern 2 \( (t = 6.78, p < 0.001) \); all other AU patterns showed significantly higher values in the amusement condition \( (t > 8.84, p < 0.001) \).

In summary, the pain condition was associated with a lower rate of Duchenne smiles and increased facial tension. As a complementary analysis, we compared the number of frames in which AU12 (lip corner puller) appeared and found similar results (amused: 78%; embarrassed: 78%; and pained: 32%). However, there was no spatial difference between the amusement and embarrassment conditions.

**Temporal Properties**

To assess the temporal properties of the different smiles, the latent discrete states were clustered by applying NBMF to all data in the hidden Markov model. To determine the number of latent states, we plotted the changes in the Bayesian information criterion (BIC) (Fig. 5). The number of latent states was set to five because the difference between four and six BIC appeared small, which can be interpreted as reflecting the evidence lower bound (ELBO).

Figure 6 shows each discrete state computed by the hidden Markov model. Visual inspection of Fig. 6 indicates that three AU patterns (i.e., 1, 4, and 6: all strong open-mouth Duchene smiles) exhibited State 1, which can be interpreted as a strong smile state. Two AU patterns (i.e., 5 and 2, tensed smile and facial tension, respectively) exhibited State 2, which may be regarded as a nervous smile (tensed smile state). State 3 was clearly seen in AU pattern 2; it can be interpreted as facial tension (facial tension state). State 4 is characterized by little expression compared to other states (relatively neutral state). State 5 is characterized by a weak smile (weak smile state).

![Fig. 5](https://example.com/image5.png) Dependence of Bayesian information criterion (BIC) on the estimated number of clusters
Fig. 6 Heatmap of the coefficients for each latent discrete state computed by the hidden Markov model

Table 1 Transition matrix for each condition

| From\to | 1    | 2    | 3    | 4    | 5    |
|---------|------|------|------|------|------|
| Amused smile |      |      |      |      |      |
| 1       | 0.82 | 0.02 | 0.00 | 0.00 | 0.02 |
| 2       | 0.04 | 0.82 | 0.02 | 0.00 | 0.03 |
| 3       | 0.00 | 0.02 | 0.63 | 0.01 | 0.02 |
| 4       | 0.00 | 0.00 | 0.01 | 0.52 | 0.01 |
| 5       | 0.03 | 0.02 | 0.01 | 0.01 | 0.82 |
| Embarrassed smile |      |      |      |      |      |
| 1       | 0.78 | 0.03 | 0.00 | 0.00 | 0.02 |
| 2       | 0.04 | 0.84 | 0.02 | 0.00 | 0.04 |
| 3       | 0.00 | 0.04a| 0.73a| 0.02 | 0.03a|
| 4       | 0.00 | 0.00 | 0.02 | 0.49 | 0.02a|
| 5       | 0.02 | 0.03 | 0.02 | 0.01 | 0.88 |
| Pain smile |      |      |      |      |      |
| 1       | 0.31b| 0.02 | 0.00 | 0.00 | 0.01 |
| 2       | 0.02b| 0.48b| 0.03 | 0.00 | 0.03 |
| 3       | 0.00 | 0.02 | 0.76a| 0.03a| 0.01 |
| 4       | 0.00 | 0.00 | 0.01 | 0.79a| 0.01 |
| 5       | 0.01b| 0.02 | 0.02 | 0.02a| 0.56b|

*Represents a significantly positive transition difference compared to an amused smile, and *b*Represents a significantly negative transition difference compared to an amused smile
Table 1 shows the mean values of the transition matrix for each condition, and Supplemental Fig. 2 visually compares the amused condition to the other two conditions. A hierarchical model with Bonferroni correction allowed the three conditions to be compared in terms of the probability of staying in a given state; the probabilities of transition to each state were also compared.

**Probability of Staying in Each State**

For all states, the probability of staying in that state was statistically greater than zero (intercept: $t > 16.32$, $p < 0.001$). For States 1, 2, 4 and 5, the probabilities of staying in the pain condition were lower than that of staying in the amusement condition ($t > 7.51$, $ps < 0.001$), and there were no significant differences with respect to the embarrassment condition ($t < 1.83$, $p > 0.20$). More specifically, the probabilities of staying in States 1, 2, and 5 (related to smiles) were lower only in the pain condition, whereas the probability of staying in State 4 (relatively neutral expression) was higher under the pain condition. As for State 3, the probabilities of staying in the embarrassment and pain conditions were significantly higher than that of staying in the amusement condition ($t > 2.66$, $ps < 0.03$).

Taken together, these findings indicate that, in the amusement condition, staying in a smile-related state was likely (i.e., States 1, 2, and 5), whereas in the pain condition there was a high probability of staying in a relatively neutral state (State 4) or facial tension state (State 3). The embarrassed condition had dynamic properties related to engaging in a smile-related state, similar to the amusement condition, as well as in a tense state (State 3; consistent with the pain condition).

**Probability of Transition**

Given that the analysis of the probability of transitioning produced many comparisons, we report only the main comparisons between conditions (amusement vs. embarrassment/pain) to avoid redundancy. Detailed statistical results can be found in Supplemental Table 1. The probability of transitioning from State 2 (tensed smile) to State 1 (strong smile) was reduced only under the pain condition ($t = 4.42$, $p < 0.001$). In State 3 (facial tension), the embarrassment condition had a significantly higher probability of transitioning to States 2 (tensed smile) and 5 (weak smile) than did the amusement condition ($t > 2.55$, $p < 0.04$). Also, the probability of transitioning to State 4 (relatively neutral) was increased only under pain ($t = 2.64$, $p = 0.03$). The probability of transitioning from State 4 (relatively neutral) to State 5 (weak smile) was increased only by embarrassment ($t = 2.65$, $p = 0.03$). In State 5 (weak smile), the pain condition showed a low probability of transitioning to State 1 ($t = 3.77$, $p < 0.001$) and a high probability of transitioning to State 4 ($t = 3.34$, $p < 0.003$). No other probability of transitioning was significant ($t < 2.03$, $p > 0.12$).

Compared to an amused smile, an embarrassed smile tended to transition from facial tension and the relatively neutral state to a weak smile state. The embarrassed smile also tended to change from facial tension to a tensed smile state. Regarding the pained smile, the probability of transition from a tensed or weak smile state to a strong smile state was low, although a weak smile changed readily to a relatively neutral state.
Discussion

This study aimed to clarify the spatiotemporal properties of amused, embarrassed, and pained smiles via analysis of spontaneous facial behaviors. The results revealed the key spatiotemporal properties of the different smiles. First, NBMF identified six facial patterns. One of these was based on a combination of AUs that could be interpreted as facial tension: AU4 (brow lowerer), AU7 (lid tightener), AU10 (upper lip raiser), AU14 (dimpler), AU15 (lip corner depressor), AU17 (chin raiser), AU23 (lip tightener), and AU24 (lip pressor). The other five combinations comprised several types of Duchenne smiles, with various degrees of nasolabial deepener (AU11), dimpler (AU14), mouth stretching (AU20), and mouth opening (AU16). Second, while there was no spatial difference between amused and embarrassed smiles, the pained smile showed more tension compared to the amused one. Finally, a hidden Markov model revealed the probability of transitioning from one specific state to another. The embarrassed and pained smiles had high probabilities of remaining in a state of facial tension, and the pained smile had a low probability of staying in a state related to smiling. Furthermore, the embarrassed smile was more inclined to transition from facial tension to tensed smile states, and from facial tension and relatively neutral states to the weak smile state, than the amused smile. The pained smile changed from a weak smile state to a relatively neutral state more frequently than from a tensed/weak smile state to a strong smile state.

NBMF identified five smile and facial tension patterns, in a data-driven way. All five smiling AU patterns exhibited the Duchenne marker (AU6) and eye constriction (AU7), consistent with previous studies (Crivelli et al., 2015; Girard et al., 2021; Krumhuber & Manstead, 2009; Namba et al., 2017b). The Duchenne marker is important for discerning meaning (Ambadar et al., 2009; Malek et al., 2019); however, our study provides further evidence that correspondence between genuine positive emotional states and the Duchenne marker is not always present. In terms of facial tension, some of the observed facial action units in the pain condition were shared with the pain “prototype” (e.g., AU4, 7, and 10: Prkachin, 1992). However, the observed facial tension in this study and Prkachin’s prototypical pain expression are not fully in accordance with each other, particularly for the lower part of the face: AU14, 15, 17, 23, and 24. Namba et al. (2017a) proposed that these lower facial actions might serve to suppress negative experiences in spontaneous facial behavior. Consistent with this notion, when submerging a hand into ice water, there is a high possibility that facial tension associated with enduring pain may occur instead of prototypical pain expressions. Further research using an “elicitation-based approach” is needed to better understand spontaneous facial behavior (Zloteanu & Krumhuber, 2021).

Interestingly, there was no clear difference in spatial properties between amused and embarrassed smiles. This raises the possibility that the same smile was produced during embarrassment and amusement. Although recent research encoding aspects of facial expressions has relied on static facial images (e.g., Le Mau et al., 2021; Sato et al., 2019a), the present study suggests that it is challenging to identify differences among emotion categories based only on static morphological properties, particularly for smiles. With regard to morphological differences between amused and embarrassed behaviors, Keltner et al. (2019) emphasized the multimodality of nonverbal emotional behavior. Keltner (1995) indicated that gaze direction was an important marker of embarrassment. Therefore, it may be useful to include gaze direction and facial patterns in future studies of nonverbal expressions of emotions.
In contrast to static spatial properties, temporal properties, which were revealed by the hidden Markov model of the probability of transitioning between discrete states, showed different results depending on smile type. High probabilities of remaining in smile-related states were seen for both amused and embarrassed smiles (State 1: strong smile state, State 2, tensed smile state, State 5: weak smile state), but this was not the case for the pained smile. As people often laugh under conditions of amusement and embarrassment, this result is not surprising. On the other hand, the probability of staying in State 3 (facial tension state) was equally high for embarrassed and pained smiles, and was higher for both of those smile types than for the amused smile. To our knowledge, this is the first study showing that amused smiles release facial tension relatively easily, whereas embarrassed and pained smiles do not. Additionally, whereas the inevitable pain of cold water elicits persistent facial tension, embarrassment may “stiffen” the face (e.g., when improvising a silly song). Analysis of the probability of remaining in a given state can help differentiate among the three smile types.

The analysis of the probability of transitioning from one state to another revealed some interesting results. Compared to amused smiles, embarrassed smiles tended to transition from facial tension and relatively neutral states to weak and tensed smile states. Thus, embarrassed smiles tend to change from a tense state via a weak or slightly tensed smile, suggesting a more gradual change from tension to a smile state. This supports earlier evidence of dynamic differences between spontaneously occurring embarrassed and amused smiles. The duration of spontaneous expressions differs depending on the nature of the task. In addition, multiple “peaks” can coexist in spontaneous expressions (e.g., Ekman & Rosenberg, 2005; Komori & Onishi, 2021). By comparing the probability of transitioning between discrete states, this study provides a useful framework for analyzing the spatiotemporal dynamics of natural facial expressions.

For pained smiles, transition from a tensed or weak smile state to a strong smile state was infrequent in this study, whereas transition from a weak smile state to a relatively neutral state was common. This finding is consistent with the spatial properties of pained smiles. The degree of difficulty of transitioning to a strong smile state when experiencing pain may depend on the reason for smiling. Amused smiles reflect a desire to convey a positive emotional state, to increase rapport with another person (Martin et al., 2017), whereas pain smiles may be expressed as a form of social appeasement (Singh & Manjaly, 2021) or facial feedback (which shows intraindividual differences) (Coles et al., 2019; Kraft & Pressman, 2012; Pressman et al., 2020). The current study corroborated evidence that differences in communicative gestures elicited by a given emotion can result in idiosyncratic state transitions.

The current study provided insight into the mechanisms of spontaneous amused, embarrassed, and pained smiles. However, the study also had several limitations. First, the types of smiles considered only represent a small proportion of all smile types. People may smile to signal affiliation or dominance (Martin et al., 2017, 2021; Orlowska et al., 2018; Rychlowska et al., 2017), to indicate no pain (Wong & Baker, 2001), to convey the “syntax” of a conversation (Bavelas & Chovil, 2018), or to mask negative affect (Ekman & Friesen, 1982; Gunnery et al., 2013). Clarifying the spatiotemporal properties of these types of smiles is important to improve understanding of facial expressions. Second, it was not clear as to what emotions the expressers actually experienced as their spontaneous facial expressions unfolded, as this study used an elicitation-based approach. For example, singing a silly song may have induced not only embarrassment but also amusement. To address these issues, it is important to obtain first-person accounts of emotional experiences. Given that emotional experience itself
can never be empirically measured (e.g., Crivelli & Frödlund, 2019), emotion researchers should find an alternative method of measuring emotion. In this study, we analyzed about 600 spontaneous facial behaviors and aimed to reveal the spatiotemporal properties of three smiles using an elicitation-based approach. With respect to the elicitation situation, mouth movements such as speaking might have influenced observable facial movements. Indeed, visual inspection of the facial database used in the current study indicated that expressers’ mouths substantially moved when singing a song under the embarrassment condition; participants often said something before the punch line under the amusement condition. To further leverage ecological validity for investigation of spontaneous actions, it would be useful to analyze spontaneous facial behaviors during conversation (e.g., Sayatte Group Formation Task Spontaneous Facial Expression Database, Girard et al., 2017; the Stanford Emotional Narrative Dataset, Ong et al., 2019). Finally, the reliance on a single database limits the generalizability of the findings. It will be useful to investigate whether the observed spatiotemporal features of amused, embarrassed, and pained smiles occur under different elicitation conditions. For that purpose, the development of more facial expression databases is expected. For EB+, only binary data indicates the presence or absence of the coded AU. In the pain facial expressions that data-driven approach clarified (Fig. 2 in Chen et al., 2018), there may be asymmetric patterns in upper lip raiser movements. Moreover, AU intensity scores would be important, because it is assumed that the strength of the expression covaries with the strength of the experience (Tourangeau & Ellsworth, 1979). Although BP4D+ (not EB+) has AU intensity scores that can be referenced, the types of AUs are also limited (AU6, 10, 12, 14 and 17). Thus, it is desirable to have asymmetry and intensity information concerning multiple AUs in the facial database in future research studies.

In conclusion, this study provides data on the spatiotemporal properties of amused, embarrassed, and pained smiles. There was no difference in static spatial properties between embarrassed and amused smiles, whereas the pain condition was associated with a lower rate of Duchenne smiles and greater facial tension compared to amused smiles. Moreover, embarrassed and pained smiles were more likely to remain in a state of facial tension than were amused smiles. Embarrassed smiles showed a more gradual change from tension to smile states than amused smiles. Pained smiles were less likely to transition to other smiling states than amused smiles. The present study provides the first empirical data on the spatiotemporal patterns that differentiate amused, embarrassed, and pained smiles.
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