QUANTITATIVE $W^{2,p}$-STABILITY FOR ALMOST EINSTEIN HYPERSURFACES
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Abstract. Let $n \geq 3$, $p \in (1, +\infty)$ be given. Let $\Sigma$ be a $n$-dimensional, closed hypersurface in $\mathbb{R}^{n+1}$. It is a well-known fact that if $\Sigma$ is an Einstein hypersurface with positive scalar curvature, then it is a round sphere. We give the stable version of this result: if a hypersurface is almost Einstein in a $L^p$-sense, then it is $W^{2,p}$-near to a sphere. We give a quantitative estimate of this fact.

1. Introduction

Let $\Sigma$ be a $n$-dimensional, closed submanifold in $\mathbb{R}^{n+1}$. We say that $\Sigma$ is an Einstein manifold if the traceless Ricci tensor

\begin{equation}
\bar{\text{Ric}} = \text{Ric} - \frac{1}{n}Rg
\end{equation}

is identically 0. In the ’30s Thomas (see [15]) and Fialkov (see [5]) independently proved that an Einstein hypersurface $\Sigma$ in $\mathbb{R}^{n+1}$ with positive scalar curvature is isometric to the round sphere. However, the stability properties of this result are still unclear. Recently there have been attempts to prove such results. For example, in [13] the author shows that if the Ricci tensor of a hypersurface $M \subset \mathbb{R}^{n+1}$ is $L^\infty$-near to a constant, then there exists a diffeomorphism $F$ between $M$ and the round sphere $S^n$ whose differential $dF$ is $L^\infty$-near to the identity. Still, the result shown in [13] is qualitative. In this paper we show that under certain geometric assumptions a hypersurface with small $L^p$-norm of the traceless Ricci tensor $\text{Ric}$ is $W^{2,p}$-near to a round sphere. Let us state the theorem. Here we denote:

- $\text{Vol}_n$ $n$-dimensional Hausdorff measure.
- $S^n$ standard sphere in $\mathbb{R}^{n+1}$.
- $\sigma$ standard metric on the sphere.
- $g$ restriction of the $\mathbb{R}^{n+1}$-flat metric to $\Sigma$.
- $A$ second fundamental form for $\Sigma$.
- $\text{diam} \Sigma$ diameter of $\Sigma$.
- $\text{id}$ identity function from a set to itself.

We also say that a hypersurface is convex if it is the boundary of an open, convex set.

Theorem 1.1. Let $\Sigma$ be a closed, convex $n$-dimensional hypersurface in $\mathbb{R}^{n+1}$ with volume equal to the round sphere $S^n$. Let also $p \in (1, \infty)$ be given. There exists a positive number $\delta$ depending on $n$, $p$, $\|A\|_\infty$, $\text{diam} \Sigma$ with the following property. If $\|\text{Ric}\|_{L^p(S^n)} \leq \delta$, then there exist a smooth diffeomorphism $\psi : S^n \rightarrow \Sigma$, a vector $c = c(\Sigma) \in \mathbb{R}^{n+1}$ and a constant
\[ C = C(n, p, \|A\|_{\infty}, \text{diam } \Sigma) \text{ such that} \]
\[ \|\psi - \text{id} - c\|_{W^{2, p}(\mathbb{S}^n)} \leq C\|\check{\text{Ric}}\|_{L^p_g(\Sigma)} \]

From theorem 1.1 we infer the following corollary.

**Corollary 1.2.** Under the assumptions of theorem 1.1, there exist \( \delta \) depending on \( n, p, \|A\|_{\infty}, \text{diam } \Sigma \) with the following property. If \( \|\check{\text{Ric}}\|_{L^p_g(\Sigma)} \leq \delta \), then there exist a smooth diffeomorphism \( \psi: \mathbb{S}^n \to \Sigma \) and a constant \( C = C(n, p, \|A\|_{\infty}, \text{diam } \Sigma) \) such that
\[ \|\psi^* g - \sigma\|_{W^{1, p}(\mathbb{S}^n)} \leq C\|\check{\text{Ric}}\|_{L^p_g(\Sigma)} \]

Corollary 1.2 is particularly interesting. Indeed, in the theory of convergence for Riemannian manifolds (cf. [11], [12, Ch.10], [4]) there are many results about the \( W^{k, p} \)-nearness of a metric \( g \) to a constant curvature one. However, these results have all qualitative nature. Corollary 1.2 provides a quantitative estimate instead, and to our knowledge it is the first result of this type. The proof of theorem 1.1 is quite long and contains different propositions which have interest in itself, so we have split the proof into four main propositions. The first proposition is a generalization of an almost Schur lemma proved by De Lellis and Topping in [9], and show how in a manifold we control the scalar curvature minus its average with its traceless Ricci tensor. In the second proposition we introduce a new technique, whose aim is to reduce particular tensorial problems to polynomial computations. We use it and find stable estimates for the Weyl tensor of a hypersurface. The actual proof of the main theorem actually starts in the third proposition. Here we apply a well-known theorem proved by Cheeger in [3] and find a first, qualitative \( C^{1, \alpha} \)-stability result for \( \Sigma \) to be near to a sphere. We make it quantitative in the fourth and last proposition, where we find a quantitative but non optimal \( W^{2, p} \)-estimate for \( \Sigma \) to be near to a sphere. Using these results, we use a technique successfully applied in [17] and optimise the fourth proposition’s estimate.

**Notations and preliminary theorems.** Throughout this paper we will use the previous notational conventions plus the following ones:

- \( n \) Integer \( \geq 3 \).
- \( p \) real number in \((1, \infty)\).
- \( \delta \) standard metric in \( \mathbb{R}^n \).
- \( D \) usual derivative in \( \mathbb{R}^n \).
- \( \Sigma \) closed, convex \( n \)-dimensional hypersurface in \( \mathbb{R}^{n+1} \).
- \( \text{Riem}^g \) Riemann tensor associated to the metric \( g \).
- \( \text{Sec}^g \) Sectional curvature associated to \( \text{Riem}^g \).
- \( \text{Ric}^g \) Ricci tensor associated to the metric \( g \).
- \( R^g \) scalar curvature associated to the metric \( g \).
- \( g\nabla \) Levi-Civita connection associated to a metric \( g \).
- \( g\nabla^2 \) Hessian of a function (or a tensor) associated to the metric \( g \).
- \( \Delta_g \) Laplace-Beltrami operator associated to the metric \( g \).
- \( \Gamma(E) \) space of smooth sections of a vector bundle \( E \to M \).
- \( O_{\varepsilon}(\|T\|_{k,p}) \) scalar or tensorial quantity which satisfies the estimate

\[ \|O_{\varepsilon}(\|T\|_{k,p})\|_{k,p} \leq C\varepsilon^n\|T\|_{k,p} \text{ for some constant } C. \]
Whenever possible, we will omit the subscripts. Below we give a list of known facts and theorems we are going to use in the paper.

**Geometric quantities.** We fix the sign convention for the main geometric quantities we are going to study in the paper. We define

\[ R(X, Y)Z := \nabla^2_{Y, X}Z - \nabla^2_{X, Y}Z \]

The Riemann curvature is the 4-covariant tensor given by lowering one index in the previous expression.

\[ \text{Riem}(X, Y, Z, W) = (R(X, Y)Z, W) \]

The Ricci curvature is the 2-covariant tensor given by taking the (1, 3)-trace of the Riemann curvature. Namely,

\[ \text{Ric}_{ij} := g^{pq} \text{Riem}_{ipjq} \]

Finally, the scalar curvature is given by taking the trace of the Ricci curvature.

\[ R = g^{ij} \text{Ric}_{ij} \]

We recall the following well known corollary of the differential Bianchi identity (see [6, p. 184]), which relates the derivatives of the Ricci curvature with the derivatives of the scalar curvature.

**Lemma 1.3.** Let \((M, g)\) be a Riemannian manifold. The following equation holds:

\[ \text{div Ric} = \frac{1}{2} \nabla R \]

Another important quantity we need to recall is the second fundamental form. Let \(\Sigma\) be an oriented, hypersurface in \(\mathbb{R}^{n+1}\), and let \(\nu\) be its outer normal. We define \(A\) as

\[ A(X, Y) := (X, D_Y \nu) \text{ for any } X, Y \in \Gamma(\Sigma) \]

It is straightforward to see that \(A\) is a well-defined, symmetric, 2-covariant tensor. The second fundamental has a crucial role in Differential Geometry. We recall here two theorems we will use in the paper. Firstly, we recall the Gauss equations for hypersurfaces in an Eucliden space. (see [6, p. 248]

**Theorem 1.4.** Let \(\Sigma\) be a hypersurface in \(\mathbb{R}^{n+1}\), and let \(g\) be its induced metric. Then, the following equation holds:

\[ \text{Riem}_{ijkl} = \frac{1}{2} A \otimes A_{ijkl} - A_{ik} A_{jl} - A_{il} A_{jk} \]

Secondly, we recall the following \(n\)-dimensional version of the famous *Nabelpunksatz*. (See [14, p. 8])

**Theorem 1.5.** Let \(\Sigma\) be a closed hypersurface in \(\mathbb{R}^{n+1}\), with induced metric \(g\). Assume that \(A = g\). Then \(\Sigma\) is isometric to the round sphere \(S^n\).

We need to recall the following proposition, (see [10, p. 48]) which shows how convexity affect the Ricci tensor and the second fundamental form.
Proposition 1.6. Let $n \geq 2$, and be given, and let $\Sigma$ be a closed, connected $n$-dimensional hypersurface in $\mathbb{R}^{n+1}$. Then the following facts are equivalent:

(i) $\text{Ric} \geq 0$ everywhere on $\Sigma$.

(ii) $A \geq 0$ everywhere on $\Sigma$.

In particular, if either of the one conditions above holds, $\Sigma$ is convex.

Kulkarni-Nomizu product. Given two 2-covariant symmetric tensors $A$ and $B$, we denote by $A \otimes B$ the 4-covariant symmetric tensor defined by

$$A \otimes B_{ijkl} := A_{ik} B_{jl} + A_{jl} B_{ik} - A_{il} B_{jk} - A_{jk} B_{il}$$

$A \otimes B$ is called the Kulkarni-Nomizu product of $A$ and $B$. The importance of such quantity is due to the following Riemann decomposition theorem (see [3, p. 182-183]).

Theorem 1.7. Let $n \geq 4$ be given, and let $(M, g)$ be a $n$-dimensional manifold. Then its Riemann tensor can be decomposed as follows:

$$\text{Riem} = \frac{R}{2n(n-1)}g \otimes g + \frac{1}{n-2} \text{Ric} \otimes g + W$$

where $W$ denotes the 4-covariant Weyl tensor. This decomposition is orthogonal, namely

$$|\text{Riem}|^2 = \frac{R^2}{4n^2(n-1)^2}|g \otimes g|^2 + \frac{1}{(n-2)^2}|\text{Ric} \otimes g|^2 + |W|^2$$

If $n = 3$, then the Weyl tensor vanishes.

We immediately notice that due to the Schur lemma, if both $W$ and the Ric vanish, then $(M, g)$ has constant sectional curvature.

Cheeger-Gromov convergence. Given three positive numbers $\Lambda$, $V$ and $D$, we define the Cheeger-Gromov class.

$$\mathcal{C}_{\Lambda, V, D} := \{ (M, g) \mid ||\text{Riem}||_\infty \leq \Lambda, \ V \leq \text{Vol}(M), \ \text{diam} \ M \leq D \}$$

The Cheeger-Gromov class plays an important role in the theory of convergence for Riemannian manifolds due to its compactness property. (see [4] or [2])

Theorem 1.8. Let $\{ (M_k, g_k) \}_{k \in \mathbb{N}} \subset \mathcal{C}_{\Lambda, V, D}$ be given. For every $\alpha \in (0, 1)$ there exist $(M, g) \in \mathcal{C}_{\Lambda, V, D}$ and a subsequence $\{ (M_{k_h}, g_{k_h}) \}_{k_h \in \mathbb{N}}$ that converges in $C^{1, \alpha}$ to $(M, g)$. For convergence we mean that for every $k_h$ there exists a diffeomorphism

$$\varphi_{k_h} : M_{k_h} \rightarrow M$$

such that the pull-back metrics $\varphi_{k_h}^* g_{k_h}$ converge to $g$ in $C^{1, \alpha}$.

Injectivity radius and harmonic coordinates. The importance of the Cheeger-Gromov class is not only restricted to its compactness property. Riemannian manifolds in the class have a lower bound on their injectivity radius $\text{injrad}_g(M)$. Indeed, in [4] Cheeger proved the following lemma.

Lemma 1.9. There exists $i_0 = i_0(n, \Lambda, V, D) > 0$ such that

$$\text{injrad}_g(M) \geq i_0$$

for every $(M, g) \in \mathcal{C}_{\Lambda, V, D}$.
We will need to use this lemma in combination with the so-called harmonic coordinates. We recall the definition: given a manifold \((M, g)\) and an open set \(U \subset M\) a mapping \(y: U \to \mathbb{R}^{n+1}\) is said to be harmonic if it is a diffeomorphism and if it satisfies the equation
\[
\Delta_y y = 0
\]
A detailed study on harmonic coordinates can be found in [12, p.304-307] or in [8, p.523]. We just recall the following theorem.

**Theorem 1.10.** Let \((M, g)\) be a \(n\)-dimensional manifold, and let \(x \in M\), \(\alpha \in (0, 1)\) be given. Assume the sectional curvature of \(M\) to be bounded by a positive number \(\Lambda\). There exist \(R_0 = R_0(n, \Lambda, \text{injrad}(x))\) and \(C = C(\alpha, n, \Lambda R_0)\) and harmonic coordinates \(y: B_{R_0}(x) \to \mathbb{R}^n\) such that in the frame \(\{\frac{\partial}{\partial y^1}, \ldots, \frac{\partial}{\partial y^n}\}\) the metric \(g\) satisfies
\[
(1.15) \quad \|g - \delta\|_{C^{1, \alpha}(B_{R_0}(x))} \leq C
\]
Harmonic coordinates are also useful because they give a nice expression for the Ricci operator. Indeed, the following expression holds:
\[
(1.16) \quad -\frac{1}{2} \Delta_y g_{ij} + Q_{ij}(g, Dg) = \text{Ric}^g_{ij} \quad \text{for every indexes } i, j
\]
where \(Q_{ij}\) is a universal polynomial depending on \(g\) and its first derivatives \(Dg\). The computations can be found in [12, p. 305-307].

**Obata’s theorem.** We state here the last ingredient of the section, the Obata’s theorem, which gives us the exact value of the first eigenvalue of the spherical laplacian and a characterization of its kernel.

**Theorem 1.11.** Let \((M, g)\) be a closed manifold which satisfies the following condition on the Ricci tensor \(\text{Ric}\):
\[
(1.17) \quad \text{Ric}(X, X) \geq (n - 1) g(X, X) \quad \text{for every vector field } X
\]
and the Laplacian condition:
\[
(1.18) \quad -\Delta_g f = nf \quad \text{for some } f
\]
Then \(M\) is isometric to the round sphere \((\mathbb{S}^n, \sigma)\) and we also have
\[
(1.19) \quad \ker \Delta_\sigma + n = \{ \varphi_v \mid \varphi_v(x) = (v, x), \ v \in \mathbb{R}^{n+1} \}
\]
We also need a result proved in [7] which shows how for a function in the sphere the \(L^p\)-norm of \(\Delta_\sigma f + nf\) "almost controls" the \(W^{2,p}\)-norm of \(f\).

**Lemma 1.12.** Let \(f \in C^\infty(\mathbb{S}^n)\) be given. Define \(v_f \in \mathbb{R}^{n+1}\) as
\[
v_f := (n + 1) \int_{\mathbb{S}^n} zf(z) \, dV_\sigma
\]
Then, the following estimate holds:
\[
(1.20) \quad \|f - \varphi_{v_f}\|_{W^{2,p}(\mathbb{S}^n)} \leq C(n, p)\|\Delta_\sigma f + nf\|_{L^p(\mathbb{S}^n)}
\]
\(^1\)Actually, the result shown in [8, p.523] is more general and slightly different, but easily implies this formulation.
Radially parametrized hypersurfaces. We exhibit the parametrization on which we will work. Let us assume for a moment that \( \Sigma \) is the border of an open, convex set \( U \) containing 0. We can give the following radial parametrization for \( \Sigma \):

\[
\psi: \mathbb{S}^n \rightarrow \Sigma, \quad \psi(x) := \rho(x) x := e^{f(x)} x
\]

Clearly \( \psi \) is a smooth diffeomorphism. If \( U \) does not contain 0 we can still give such parametrization by properly translating \( U \). We will say that \( \Sigma \) is radially parametrized if it can be written as the image of such \( \psi \). We call \( \rho \) the radius of \( \Sigma \) and \( f \) the logarithmic radius of \( \Sigma \). We will also say that a hypersurface \( \Sigma \) is admissible if satisfies the following:

\[
\begin{align*}
\|A\|_\infty &\leq \Lambda \\
\operatorname{Vol}_n(\Sigma) &= \operatorname{Vol}_n(\mathbb{S}^n) \\
\operatorname{diam} \Sigma &\leq D
\end{align*}
\]

We notice that the Gauss equation (1.9) tells us that the bound on the second fundamental form implies a bound on the Riemann tensor. Indeed, with a simple computation we obtain

\[
|\text{Riem}|^2 = \frac{1}{4} |A \otimes A|^2 = |A|^4 - |A^2|^2 \leq \Lambda^4
\]

Hence an admissible hypersurface lies in the Cheeger-Gromov class \( C_{\Lambda^2, V, D} \).

We recall the expression for the main geometrical quantities of a radial parametrized hypersurface. It is important to remark that here and later in paper, we use the letter \( g \) to denote both the pull-back metric \( \psi^* g \) and the metric \( g \) on \( \Sigma \). Although this is an abuse of notation, it strongly simplifies the notation.

**Lemma 1.13.** Let \( \psi \) be as in (1.21). Then we have the following expressions:

\[
\begin{align*}
g_{ij} &= e^{2f} (\sigma_{ij} + \nabla_i f \nabla_j f) \\
\sigma_{ij} &= e^{-2f} \left( \sigma_{ij} - \frac{\nabla_i f \nabla_j f}{\sqrt{1 + |\nabla f|^2}} \right) \\
\nu(x) &= \frac{1}{\sqrt{1 + |\nabla f|^2}} (x - \text{grad}_\sigma f(x)) \\
A_{ij} &= \frac{e^f}{\sqrt{1 + |\nabla f|^2}} \left( \sigma_{ij} + \nabla_i f \nabla_j f - \nabla_{ij}^2 f \right) \\
A^i_j &= \frac{e^{-f}}{\sqrt{1 + |\nabla f|^2}} \left( \delta^i_j - \nabla^i \nabla_j f + \frac{1}{\sqrt{1 + |\nabla f|^2}} \nabla^i f \nabla^2 f [\nabla f]^j \right) \\
H := g^{ij} A_{ij} &= e^{-f} \left( \frac{n}{\sqrt{1 + |\nabla f|^2}} - \text{div}_\sigma \left( \frac{\nabla f}{\sqrt{1 + |\nabla f|^2}} \right) \right) \\
dV_g &= e^{nf} \sqrt{1 + |\nabla f|^2} dV_\sigma \\
g^k_i \Gamma^k_{ij} &= \Gamma^k_{ij} + \frac{1}{\sqrt{1 + |\nabla f|^2}} \nabla^2 f \nabla f + \left( \nabla_i f \delta^k_j + \nabla_j f \delta^k_i - g \nabla^k f g_{ij} \right)
\end{align*}
\]

The computation of lemma 1.13 is given in [7, p. 15-17].
2. Proof of the main theorem

We state here the propositions which lead to the theorem’s proof, and then prove 1.1.

Proposition 2.1. Let $(M, g)$ be a $n$-dimensional, closed manifold be in the Cheeger-Gromov class $C_{\Lambda, V, D}$ with $\text{Vol}_g(M) = V$. There exists a constant $C = C(n, p, \Lambda, V, D) > 0$ such that the following estimate holds:

\begin{equation}
\|R - \bar{R}\|_{L^p_g(M)} \leq C\|\bar{\text{Ric}}\|_{L^p_g(M)}
\end{equation}

Proposition 2.2. Let $\Sigma$ be an admissible hypersurface in $\mathbb{R}^{n+1}$. There exists a constant $C = C(n, p, \Lambda, V, D) > 0$ such that the following estimate holds:

\begin{equation}
\|W\|_{L^p_g(\Sigma)} \leq C\left(\|\bar{\text{Ric}}\|_{L^p_g(\Sigma)} + |R - n(n-1)|\right)
\end{equation}

where $n(n-1)$ is the scalar curvature $R_{\sigma}$ of the unit round sphere.

Proposition 2.3. Let $\Sigma$ be a radially parametrized, admissible hypersurface in $\mathbb{R}^{n+1}$ and let $\alpha \in (0, 1)$ be given. For every $\varepsilon > 0$ there exists a positive number $\delta = \delta(n, p, \Lambda, D, \alpha)$ such that if the traceless Ricci tensor and the Weyl tensor are small, namely

\begin{equation}
\|\bar{\text{Ric}}\|_{L^p_g(\Sigma)} + \|W\|_{L^p_g(\Sigma)} \leq \delta
\end{equation}

then the pull-back metric is $C^{1, \alpha}$-near to the round sphere metric, namely

\begin{equation}
\|\psi^* g - \sigma\|_{C^{1, \alpha}(S^n)} \leq \varepsilon
\end{equation}

In particular, the logarithmic radius $f$ satisfies the estimate:

\begin{equation}
\|f\|_\infty \leq C\varepsilon
\end{equation}

\begin{equation}
\|\nabla f\|_\infty \leq C\sqrt{\varepsilon}
\end{equation}

\begin{equation}
\sup |\nabla f| \|\nabla^2 f\| \leq C\sqrt{\varepsilon}
\end{equation}

for some constant $C$ not depending on $\varepsilon$.

Proposition 2.4. Let $\Sigma$ be a radially parametrized, admissible hypersurface in $\mathbb{R}^{n+1}$. Assume that the logarithmic radius $f$ satisfies estimate 2.4, 2.5, 2.6. Then, there exist a constant $C = C(n, p, \Lambda, D) > 0$ such that the following estimate holds:

\begin{equation}
\|f - (v_f, \cdot)\|_{W^{2,p}(S^n)} \leq C\left(\|\bar{\text{Ric}}\|_{L^p_g(\Sigma)} + \sqrt{\varepsilon}\|f\|_{W^{2,p}(S^n)}\right)
\end{equation}

We show how theorem 1.1 follows by these propositions. The proof we are giving is essentially copied from [7, p. 4-5], and shows how to optimise estimate 2.7 by removing $v_f$.

Proof of theorem 1.1. Let $\varepsilon > 0$ be fixed for the moment. At the end of the argument we will choose it small enough. Let $\Sigma$ be an admissible, radially parametrized hypersurface, and let $\delta$ be given so that the logarithmic radius $f$ satisfies inequalities 2.4, 2.5, 2.6 and 2.7. We notice that for every $c \in U$ we can define

\begin{equation}
\psi_c : S^n \rightarrow \Sigma - c, \quad \psi_c(x) := \rho_c(x)x := e^{f_c(x)}x
\end{equation}
For every c the mapping $\psi_c$ is an alternative radial parametrization for $\Sigma$, and it is a well defined diffeomorphism. We can also define:

$$\Phi: U \rightarrow \mathbb{R}^{n+1}, \Phi(c) := -(n + 1) \int_{S^n} z f_c(z) dV_\sigma(z)$$

Our idea is to find $c_0 \in U$ such that $\Phi(c_0) = 0$. Then we are done, because for such $f_{c_0}$ we obtain the estimate

$$\|f_{c_0}\|_{W^2_2 r(S^n)} \leq C \left( \|\hat{\operatorname{Ric}}\|_{L^p_2(\Sigma)} + \sqrt{\varepsilon} \|f_{c_0}\|_{W^2_2 r(S^n)} \right)$$

Therefore if we set $\varepsilon_0 = \frac{2}{\varepsilon}^2$ we can find a $\delta_0$ given by proposition 2.3 such that the last term can be absorbed, namely

$$\|\hat{\operatorname{Ric}}\|_{L^p_2(\Sigma)} + \|W\|_{L^p_2(\Sigma)} \leq \delta \Rightarrow \|f_{c_0}\|_{W^2_2 r(S^n)} \leq C \|\hat{\operatorname{Ric}}\|_{L^p_2(\Sigma)}$$

This estimate proves theorem 1.1 with $c = c_0$.

Let us find such $c_0$. By the hypothesis on the logarithmic radius, we can easily find a radius $r = r(\Sigma) > 0$ such that for every $c \in D_r$ we have that $f_c$ still satisfies such estimates. We work with $H$ inside the disk $D_r$. We start with the following simple consideration: for every $z \in S^n$ there exists $x_c = x_c(z)$ in $S^n$ so that

$$\psi_c(z) = \psi(x_c) - c$$

We expand this equality and find

$$\rho_c(z) z = \rho(x_c) x_c - c$$

We take the absolute value and obtain that $\rho_c$ satisfies the equality:

$$\rho_c(z) = \left| \rho(x_c) x_c - c \right|$$

while $x_c = x_c(z)$ satisfies the relation

$$x_c(z) = \frac{\rho_c(z) z + c}{\rho(x_c(z))} \tag{2.10}$$

Using the $W^{1,\infty}$ smallness of $f$, we approximate $\rho$ and $\rho_c$, and find

$$x_c(z) = (z + c)(1 + o_c(1)) \tag{2.11}$$

We approximate $f_c$:

$$f_c(z) = \frac{1}{2} \log |e^{f(x_c)} x_c - c|^2 = \frac{1}{2} \log \left( e^{2f(x_c)} - 2e^f(x_c)(x_c, c) + |c|^2 \right)^2$$

$$= \frac{1}{2} \log \left( 1 + |c|^2 - 2(x_c(z), c) + o_c(1) \right)$$

$$= |c|^2 - 2(x_c(z), c) + o(|c|) + o_c(1) = -2(z, c) + o(|c|) + o_c(1)$$

This allows us to write $\Phi$ as follows:

$$\Phi_i(c) = (n + 1) \int_{S^n} x_c(z), c z_i dV_\sigma + o(|c|) + o_c(1)$$

$$= (n + 1) \int_{S^n} (z + c)(1 + o_c(1)), c z_i dV_\sigma + o(|c|) + o_c(1)$$

$$= (n + 1) \left( \int_{S^n} |z|^2 dV_\sigma \right) c + o(|c|) + o_c(1)$$

$$= c + o(|c|) + o_c(1)$$
We are now able to show that 0 is in the range of $\Phi$. We restrict $\Phi$ to $D_r$ and finally we choose $\varepsilon$ and $r$ so small that
\[ |\Phi(x) - x| < \frac{1}{2} \text{ for every } x \in D_r \]
Let us argue by contradiction: suppose that $0 \notin R(\Phi)$, then we can consider $\overline{\Phi} := \frac{\Phi}{|\Phi|} : S^n \to S^n$, and notice that
\[ (2.12) \quad |\overline{\Phi}(x) - x| < 2 \text{ for every } x \in S^n \]
It is easy to see that if $c_n \to c_0$ then $f_{c_n} \to f_{c_0}$ pointwise and the family $\{f_c\}_{c \in D_r}$ is equibounded. This proves that $\Phi$ and therefore also $\Phi$ are continuous. However, estimate (2.12) tells us that $\overline{\Phi}$ is homotopic to the identity; but at the same time, we obtain that $\overline{\Phi}$ is the restriction of a continuous map defined on the ball, hence it cannot be homotopic to the identity. \(\Box\)

The rest of the article will be devoted to proving the three propositions.

3. PROOF OF THE PROPOSITIONS

3.1. Proof of proposition 2.1. We prove theorem 2.1. The idea of the proof is to study the differential Bianchi equation as a partial differential equation between the scalar curvature and the traceless Ricci tensor. As for the proof of theorem 1.1 we essentially copy a technique used in [10] and then in [7], where the authors deal with a similar differential equation on hypersurfaces and on the sphere respectively.

Our starting point is the Bianchi identity (1.7). Writing $\operatorname{Ric} = \hat{\operatorname{Ric}} + \frac{1}{n} R g$ we obtain the differential relation
\[ (3.1) \quad \nabla R = \frac{2n}{n-2} \operatorname{div} \hat{\operatorname{Ric}} \]
We let the thesis follow from the following lemma.

**Lemma 3.1.** Let $(M, g)$ be a closed, $n$-dimensional manifold in the Cheeger-Gromov class $C_{\Lambda, V, D}$. Let $u \in C^\infty(M)$, $f \in \Gamma(T^*M \otimes T^*M)$, be given so that the following equation holds:
\[ \nabla u = \operatorname{div}_g f \]
There exists $C = C(n, p, \Lambda, \operatorname{Vol}(M), D)$ such that the following estimate holds:
\[ (3.2) \quad \|u - \overline{u}\|_{L^p_g(M)} \leq C \|f\|_{L^p_g(M)} \]
where we have set
\[ \overline{u} := \int_{S^n} u \, dV_g \]

**Proof.** Let us assume $\operatorname{Vol}_g(M) = V$ without loss of generality. We fix $\alpha \in (0, 1)$ and patch together Cheeger’s lemma [1.9] theorem [1.10] on harmonic coordinates, and easily obtain a positive number $R_0$ with the following property. For every $x \in M$, harmonic coordinates $y : B_{R_0}(x) \to \mathbb{R}^n$ are well defined, and the metric $g$ in these coordinates satisfies the estimate
\[ \|g\|_{C^{1, \alpha}(B_{R_0}(x))} \leq C(n, \Lambda, \alpha, V, D) R_0^2 \]
We expand the term in divergence form, and obtain
\[
\operatorname{div}_g f_k = g^{ij} \left( D_i f_{jk} + \Gamma^l_{ij} f_{lk} + \Gamma^l_{ik} f_{lj} \right) = g^{ij} \left( D_i f_{jk} + \Gamma^l_{ik} f_{lj} \right) = \operatorname{div}_g \tilde{f}_k + O(f)_k
\]
where in the last equality we have set \( \tilde{f}_k := g^{ij} f_{jk} \), and used \( O(f) \) to denote a quantity that satisfies the estimate
\[
|O(f)| \leq C |f|
\]
for some \( C \).

We argue as in [7] and write \( u = v + w \), where \( v \) and \( w \) satisfy the conditions:
\[
\begin{cases}
\Delta_\delta v = \operatorname{div}_\delta \operatorname{div}_\delta \tilde{f} \\
v|_{\partial B_{R_0}(x)} = u|_{\partial B_{R_0}(x)}
\end{cases}
\]
and
\[
\begin{cases}
\Delta_\delta w = \operatorname{div}(f[h] + O_\epsilon(f)) \\
w|_{B_{R_0}(x)} = 0
\end{cases}
\]
where \( \Delta_\delta \) is the flat laplacian. The first system is studied in [10, p. 12-16] where the author proves the existence of a real number \( \lambda \) such that the following estimate holds:
\[
\|u - \lambda(x)\|_{L^p_\delta(B_{R_0/4}(x))} \leq C\|f\|_{L^p_\delta(B_{R_0}(x))}
\]
where \( C = C(n, p, R_0) \). The second system is well known. In [1, p. 80-81] it is shown the inequality:
\[
\|w\|_{L^p_\delta(B_R(x))} \leq C\|f\|_{L^p_\delta(B_R(x))}
\]
where \( C = C(n, p, R_0) \). Both the integral estimates are made with the (local) flat measure, but using the local nearness of \( g \) to \( \delta \) we can easily notice that the measure \( dx \) and \( dV_g \) are equivalent, and the equivalence constants depend only on \( n, p, \Lambda, R_0 \). We patch together the two estimates and obtain that there exists \( r_0 = R_0/4 \) such that for every \( x \) the following estimate holds:
\[
(3.3) \quad \|u - \lambda(x)\|_{L^p_\delta(B_{r_0}(x))} \leq C\|f\|_{L^p_\delta(M)}
\]
where \( \lambda(x) \) is a number depending only on \( x \). We make the estimate global, by using the following lemma, proved in [7, p. 8-9].

**Lemma 3.2.** Suppose \( u \in C^\infty(M) \) has the following property. There is a radius \( \rho \) such that for every \( x \in M \) the local estimate is satisfied:
\[
(3.4) \quad \|u - \lambda(x)\|_{L^p_\delta(B_r(x))} \leq \beta
\]
where \( \lambda(x) \) is a real number depending on \( x \), \( r \leq 2\rho \) and \( \beta \) does not depend on \( x \). Then \( u \) satisfies the global estimate:
\[
\|u - \lambda\|_{L^p_\delta(M)} \leq C\beta
\]
where \( \lambda \in \mathbb{R} \) and \( C = C(n, p, \rho) \) is a positive constant.

---

\[\text{2}\] The proof in [7] is given just in the case \((M, g) = (S^n, \sigma)\) but its extension is trivial.
We complete the proof by showing that
\[(3.5) \quad \|u - \pi\|_p \leq 2 \min_{\lambda} \|u - \lambda\|_p \]
Indeed, let us assume that the ambient space has unit volume, and let $\lambda_0 \in \mathbb{R}$ be given so that
\[\|u - \lambda_0\|_p \leq 2 \min_{\lambda} \|u - \lambda\|_p \]
We easily conclude the thesis.
\[\|u - \pi\|_p \leq \|u - \lambda_0\|_p + \left(\int |u - \lambda_0|\right)^{\frac{1}{p}} \leq 2 \|u - \lambda_0\|_p \]
\[\|u - \lambda\|_p \leq 2 \min_{\lambda} \|u - \lambda\|_p \]

3.2. Proof of proposition 2.2. We deal with proposition 2.2. In this proof we introduce a new technique, which we use to reduce geometric problems to polynomial ones. We briefly explain the idea, which is very simple: when we have a tensorial identity between symmetric tensors, we study it pointwise and use the spectral theorem to diagonalize the main quantities. Diagonalizing gives us an equality for the eigenvalues of these tensor, and therefore the identity is reduced to the study of the zeros of a polynomial. We exhibit the main results in this section.

**Proposition 3.3** (Rigidity). Let $\Sigma$ be a closed, convex hypersurface in $\mathbb{R}^{n+1}$. Assume that at every point we have the equality
\[(3.6) \quad \text{Ric} = (n - 1)g \]
Then $\Sigma$ is isometric to the round sphere.

**Proposition 3.4** (Stability). Let $\Sigma$ be a closed, convex hypersurface in $\mathbb{R}^{n+1}$. There exists a constant $C = C(n, p, \Lambda, D)$ such that
\[\|W\|_{L^p(\Sigma)} \leq C \left(\|\tilde{\text{Ric}}\|_{L^p(\Sigma)} + |\tilde{\text{R}} - n(n - 1)|\right) \]
We prove the propositions.

**Proof of 3.3.** We consider equality (3.6). Tracking the Gauss equation (1.9) we obtain
\[(3.7) \quad \text{Ric}_{ij} = H A_{ij} - A^k_i A_{kj} \]
We consider a point $p$ and study the equality at $p$. Using the spectral theorem, we are able to find local coordinates such that $g = \delta$ and $A = D(x)$ is diagonal with eigenvalues $\{x_1, \ldots, x_n\}$ at $p$. We can rewrite equality (3.6) as
\[\text{tr } D(x) D(x) - D(x)^2 = (n - 1)\delta \]
In terms of the eigenvalues of $A$ we infer the following system:
\[(3.8) \quad \left(\sum_{i=1}^n x_i\right) x_j - x_j^2 = n - 1 \text{ for every } j \]
The thesis follows from the following lemma.
Lemma 3.5. The only solutions of system (3.8) are the vectors $(1, \ldots, 1)$ and $(-1, \ldots, -1)$.

The proof of lemma 3.5 is in the last section. From this result and from the convexity of $\Sigma$ we obtain that necessarily $A = g$ everywhere on $\Sigma$. The thesis follows by theorem 1.5. □

Proof of 3.4. We recall the definition of Weyl tensor:

$$W = \text{Riem} - \frac{R}{2n(n-1)} g \otimes g + \frac{1}{n-2} \hat{\text{Ric}} \otimes g$$

Let us denote by $O_p(\hat{\text{Ric}})$ a quantity that can be approximated by $\hat{\text{Ric}}$ in the $L^p$-norm. With this notation and proposition 2.1, we write

$$W = \text{Riem} - \frac{R}{2n(n-1)} g \otimes g + O_p(\hat{\text{Ric}})$$

$$= \text{Riem} - g \otimes g + O_p(\hat{\text{Ric}}) + O(|R - n(n-1)|)$$

Now we recall equation 1.9 and finally obtain the expression

$$W = \frac{1}{2} (A - g) \otimes (A + g) + O_p(\hat{\text{Ric}}) + |R - R_\sigma|$$

which easily gives us the $L^p$-inequality

$$\|W\|_{L^p(\Sigma)} \leq C \left( \|(A - g) \otimes (A + g)\|_{L^p(\Sigma)} + \|\hat{\text{Ric}}\|_{L^p(\Sigma)} + |R - R_\sigma| \right)$$

where $C$ basically depends on proposition 2.1. Now we apply the same technique seen before, and study the quantity $(A - g) \otimes (A + g)$ pointwise. Again, we fix $p \in \Sigma$ and consider coordinates such that $g = \delta$, $A = D(x)$ at $p$. We let the thesis follow by the following lemma.

Lemma 3.6. Define the polynomials

$$p(x) := |(D(x) - \delta) \otimes (D(x) + \delta)|^2$$

$$q(x) := |\text{Ric}(x) - (n-1)\delta|^2$$

where $\text{Ric}(x)$ is the diagonal matrix given by (3.7). There exist positive constants $c_0 = c_0(n)$ and $c_1 = c_1(n, \Lambda)$ such that

$$c_0 \leq \frac{q(x)}{p(x)} \leq c_1 \text{ in the ball } B_\Lambda$$

Using lemma 3.6 we find the thesis. Indeed, by (3.12) we obtain

$$|(A - g) \otimes (A + g)| \leq c|\text{Ric} - (n-1)g|$$

and we can perform the following estimate.

$$\|(A - g) \otimes (A + g)\|_p \leq c\|\text{Ric} - (n-1)g\|_p \leq c\left( \|\hat{\text{Ric}}\|_p + \|R - n(n-1)\|_p \right)$$

$$\leq C \left( \|\hat{\text{Ric}}\|_p + |R - R_\sigma| + |R - R_\sigma| \right)$$

$$\leq C \left( \|\hat{\text{Ric}}\|_p + |R - R_\sigma| \right)$$

Plugging this inequality into (3.9) we obtain the desired estimate. □
3.3. Proof of proposition 2.3. Here we prove the approximation theorem 2.3. The idea is to argue by contradiction, and then apply the Cheeger-Gromov compactness theorem to a proper sequence of radially parametrized hypersurfaces.

Proof. The thesis follows from the following claim: for every \( \varepsilon \) and \( \alpha \) there exists \( \delta \) with the following property. If \( (\Sigma, g) \) satisfies the assumptions of theorem 2.3 and the inequality
\[
\|\hat{\text{Ric}}\|_p + \|W\|_p \leq \delta
\]
then the pull-back metric \( g \) on the sphere satisfies the inequality
\[
(3.13) \quad \|g - \sigma\|_{C^{1,\alpha}} \leq \varepsilon
\]
We assume (3.13) and prove proposition 2.3. Indeed, let us recall expression (1.25) for the metric in term of the radius \( \rho \):
\[
g_{ij} = e^{2f}(\sigma_{ij} + \nabla_i f \nabla_j f) = \rho^2 \sigma_{ij} + \nabla_i \rho \nabla_j \rho
\]
Therefore we obtain a nearness expression for \( \rho \):
\[
(3.14) \quad \| (\rho^2 - 1)\sigma + \nabla \rho \otimes \nabla \rho \|_{C^{1,\alpha}} \leq \varepsilon
\]
Let \( x_M \) and \( x_m \) be two points such that \( \rho(x_M) = \max \rho \), \( \rho(x_m) = \min \rho > 0 \). We know from (3.14) that
\[
| (\rho(x_M) - 1)^2 | \leq \varepsilon
\]
Evaluating at \( x_M \) and \( x_m \), we obtain
\[
(\rho(x_M) - 1)^2, (\rho(x_m) - 1)^2 \leq \varepsilon
\]
because \( \nabla \rho = 0 \) at \( x_m \) and \( x_M \). Since \( \rho \) is positive, we consider the simple inequality \( 1 + \rho > 1 \) and find a \( L^\infty \)-inequality for the radius.
\[
|\rho(x_M) - 1|, |\rho(x_m) - 1| \leq \varepsilon \Rightarrow \|\rho - 1\| \leq \varepsilon
\]
From this we easily infer a \( L^\infty \)-inequality for the differential of the radius.
\[
\|\nabla \rho \otimes \nabla \rho\|_\infty = \|\nabla \rho\|^2_\infty \leq C\varepsilon
\]
We transpose this inequality for the logarithmic radius \( f \) and obtain inequalities (2.4) and (2.5). Inequality (2.6) follows by considering the estimate for the first derivatives. Let us argue with the logarithmic radius. We have
\[
(3.15) \quad \nabla g = \nabla f \otimes g + e^{2f} \left( \nabla^2 f \otimes \nabla f + \nabla f \otimes \nabla^2 f \right)
\]
Inequality (3.13) gives us
\[
\|\nabla g\|_\infty \leq \varepsilon
\]
From this inequality and expression (3.15) we infer
\[
|\nabla^2 f \otimes \nabla f + \nabla f \otimes \nabla^2 f|^2 = 2|\nabla^2 f| |\nabla f| + 2|\nabla f| |\nabla f|^2 \leq C\varepsilon
\]
and we obtain (2.6). We prove the claim. Let us argue by contradiction. Assume there exists a sequence \( \{\Sigma_k\}_{k \in \mathbb{N}} \) of radially parametrized, admissible hypersurfaces such that
\[
\lim_k \|\hat{\text{Ric}}\|_p + \|W\|_p = 0
\]
but the pull-back metrics $g^k$ on the sphere satisfy
\[ \|g^k - \sigma\|_{C^{1, \alpha}} \geq \varepsilon_0 \]
We recall that a surface is radially parametrized if $\Sigma = \psi(S^n)$
\[ \psi: S^n \longrightarrow \Sigma_k, \ \psi(x) = e^{f(x)} x \]
and it is admissible if
\[ \|A\|_{\infty} \leq \Lambda \]
\[ \text{Vol}_x(\Sigma) = \text{Vol}_x(S^n) \]
\[ \text{diam} \Sigma \leq D \]
Let us consider the sequence $\{(S^n, g^k)\}_{k \in \mathbb{N}}$. The sequence is contained in $C_{\Lambda, V, D}$. By the compactness theorem [11], we can assume that up to a subsequence $g^k$ converge to a metric $g$ in $C^{1, \alpha}$. We show that necessarily $g = \sigma$, and this is a contradiction. Firstly, we show that the limit metric $g$ must be Ricci flat. The proof is strongly similar to the one made in [11, p. 192-193], so we just give a sketch of it and leave all the nasty details to it. We fix a point $x \in S^n$ and consider $y^k$ harmonic coordinates for $g^k$ near $x$: as shown before, we can easily find a radius $R_0$ such that the coordinates $y^k$ are well defined in $B_{R_0}(x)$ for every $k$. We recall the expression (1.16) of the Ricci tensor:
\[ -\frac{1}{2} \Delta_{g^k} g^k_{ij} + Q_{ij}(g^k, Dg^k) = \text{Ric}^g_{ij} \]
Passing to the limit, we obtain the following, limit equation
\[ -\frac{1}{2} \Delta_g g_{ij} + Q_{ij}(g, Dg) = \text{Ric}^g_{ij} \]
which holds in the sense of distribution. We show that $\text{Ric}^g = cg$. Firstly, we track the Gauss equation (1.9) twice and obtain the expression for the scalar curvature of $\Sigma$:
\[ R = H^2 - |A|^2 \]
Since every $\Sigma_k$ is admissible and convex, by proposition [10] we obtain the the scalar curvatures $\{ R^g_k \}_{k \in \mathbb{N}}$ satisfy
\[ 0 \leq R^g_k \leq n^2 \Lambda^2 \]
Therefore, up to extract another subsequence, we can assume the existence of a non-negative $c$ such that $R^g_k \longrightarrow c$. Plugging these result into the distributional equation, we find that the limit metric satisfies
\[ -\frac{1}{2} \Delta_g g_{ij} + Q_{ij}(g, Dg) = cg_{ij} \text{ for every } i, j \]
Therefore $g$ is analytic and Einstein, with $\text{Ric}^g = cg$. Moreover, we can easily see that the Weyl tensor $W_{g^k}$ weakly converge to $W$, namely
\[ \int_M (W_{g^k}, T) dV_{g^k} \longrightarrow \int_M (W, T) dV_g \text{ for any 4-covariant tensor } T \]
\[ ^3 \text{Notice that we are subtly implying that also } y^k \rightarrow y \text{ harmonic system for } g. \text{ This claim is true and proved in [11].} \]
This result shows us that the limit metric $g$ has also null Weyl tensor. Indeed
\[ 0 \leq \|W_g\|_{L^p(S^n)} \leq \liminf_k \|W_{g_k}\|_{L^p(S^n)} = 0 \]
Equation (1.11) ensures that an Einstein metric with null Weyl tensor has constant sectional curvature. Since the sphere cannot have a globally flat metric, we already know that the Riemann tensor is positive definite, namely
\[ \text{Riem}^g = \frac{c}{2n(n-1)} g \otimes g, \quad \text{with } c > 0 \]
Therefore $g = \mu \sigma$ for some $\mu > 0$. We conclude the proof by showing that $\mu = 1$. This is ensured by the volume condition. Indeed, we have
\[ \text{Vol}_n(S^n) = \text{Vol}_{g_k}(S^n) \longrightarrow \text{Vol}_g(S^n) \]
However, we can also find
\[ g = \mu \sigma \Rightarrow \sqrt{\det g} = \mu \sqrt{\sigma} \Rightarrow \text{Vol}_n(\Sigma) = \mu \text{Vol}_n(S^n) \]
Necessarily we discover $\mu = 1$, hence the contradiction. $\square$

### 3.4. Proof of proposition 2.4

This is the last step. Again, we follow a strategy outlined in [7]: we write the linearised main quantities, and then obtain approximated formulas. Using again a particular reduction to eigenvalues, we reduce to a well known case and solve it.

**Proof.** We recall that we are considering a convex, closed hypersurface $\Sigma$ which admits a radial parametrization
\[ \psi : S^n \longrightarrow \Sigma \quad \psi(x) = e^{f(x)} x \]
whose logarithmic radius $f$ satisfies estimate (2.4), (2.5), (2.6). The starting point of our analysis is the following equation, obtained by patching equations (1.9) and (1.11):
\[ \frac{1}{2} A \otimes A - \frac{R}{2n(n-1)} g \otimes g = \frac{R - \bar{R}}{2n(n-1)} g \otimes g + \frac{1}{n-2} \hat{\text{Ric}} \otimes g + W \]
From equation (3.17) and theorem 2.1 we easily infer the estimate
\[ \left\| A \otimes A - \frac{\bar{R}}{n(n-1)} g \otimes g \right\|_{L^p_g(\Sigma)} \leq C \left( \|\hat{\text{Ric}}\|_{L^p_g(\Sigma)} + \|W\|_{L^p_g(\Sigma)} \right) \]
where as usual $C = C(n, p, \Lambda, D)$. We use theorem 2.3 in order to simplify the left hand side. In particular, we prove the following lemma

**Lemma 3.7.** Under the hypothesis of theorem 2.4, the average of the scalar curvature can be approximated as follows:
\[ \bar{R} = n(n-1) + O(\sqrt{\epsilon} \|f\|_{W^{2,p}(S^n)}) \]
We show how the thesis follows by lemma 3.7, and then prove it. Firstly, we use equation (3.18) to improve proposition 3.4 and obtain
\[ \|W\|_{L^p_g(\Sigma)} \leq C \left( \|\hat{\text{Ric}}\|_{L^p_g(\Sigma)} + \sqrt{\epsilon} \|f\|_{W^{2,p}(S^n)} \right) \]
From (3.18) and (3.19) we obtain the following estimate:
\[ \|(A - g) \otimes (A + g)\|_{L^p_g(\Sigma)} \leq C \left( \|\hat{\text{Ric}}\|_{L^p_g(\Sigma)} + \sqrt{\epsilon} \|f\|_{W^{2,p}(S^n)} \right) \]
Again, we study \((A - g) \otimes (A + g)\) pointwise. Given \(p \in M\) we consider coordinates such that \(g = \delta\) and \(A = D(x)\) at \(p\). We consider the polynomial problem associated to it and prove the following lemma.

**Lemma 3.8.** Let \(p = p(x)\) be defined as in (3.10). We set \(r = r(x)\) as

\[
(3.21) \quad r(x) := |D(x) - \delta|^2 |D(x) + \delta|^2
\]

There exist \(c_2 = c_2(n)\) and \(c_3 = c_3(n, \Lambda)\) such that

\[
c_2 \leq \frac{p(x)}{r(x)} \leq c_3
\]

Lemma 3.21 gives us the pointwise inequality

\[
|A - g||A + g| \leq c|(A - g) \otimes (A + g)|
\]

This allows us to improve (3.20) as follows:

\[
\|A - g\|_{L^p_\Sigma} \leq C \left( \|\hat{\text{Ric}}\|_{L^p_\Sigma} + \sqrt{\varepsilon}\|f\|_{W^2_p(S^n)} \right)
\]

Since \(\Sigma\) is convex, by proposition 1.6 we have the punctual inequality \(A + g \geq g\).

Finally we find

\[
(3.22) \quad \|A - g\|_{L^p_\Sigma} \leq C \left( \|\hat{\text{Ric}}\|_{L^p_\Sigma} + \sqrt{\varepsilon}\|f\|_{W^2_p(S^n)} \right)
\]

We show how inequality (3.22) and theorem 2.3 give us the thesis. We start by approximating the second fundamental form. We recall formula (1.28) for the second fundamental form \(A\).

\[
A_{ij} = \frac{e^f}{\sqrt{1 + |\nabla f|^2}} \left( \sigma_{ij} + \nabla_i f \nabla_j f - \nabla_{ij}^2 f \right)
\]

We simplify the expression with the \(W^{1, \infty}\)-smallness of \(f\) and obtain

\[
A_{ij} = e^f \left( \sigma_{ij} + \nabla_i f \nabla_j f - \nabla_{ij}^2 f \right) + O_{\sqrt{\varepsilon}}(\|\nabla f\|_{1,p})
\]

\[
= e^f \left( \sigma_{ij} - \nabla_{ij}^2 f \right) + O_{\sqrt{\varepsilon}}(\|\nabla f\|_{1,p})
\]

where we have used nothing but the simple identity

\[
\frac{1}{\sqrt{1 + |\nabla f|^2}} - 1 = \int_0^1 \frac{1}{\sqrt{1 + t^2|\nabla f|^2}} dt = O_{\sqrt{\varepsilon}}(\|\nabla f\|_{1,p})
\]

With the same idea for we approximate the exponential:

\[
e^f = 1 + \int_0^1 \frac{1}{dt} e^{tf} dt = 1 + f \int_0^1 e^{tf} dt = 1 + f + O_{\sqrt{\varepsilon}}(\|f\|_{1,p})
\]

These simplifications give us the approximated second fundamental form:

\[
(3.23) \quad A_{ij} = \sigma_{ij} - \nabla_{ij}^2 f + f\sigma_{ij} + O_{\sqrt{\varepsilon}}(\|f\|_{2,p})
\]

With the same ideas we find also the approximated metric

\[
(3.24) \quad g_{ij} = (1 + 2f + O_{\sqrt{\varepsilon}}(\|f\|_{1,p}))\sigma_{ij}
\]

and its inverse

\[
(3.25) \quad g^{ij} = (1 - 2f + O_{\sqrt{\varepsilon}}(\|f\|_{1,p}))\sigma^{ij}
\]
We plug these simplified expression into (3.22), and finally obtain

\[
\|\Delta f + nf\|_{L^p(\Sigma)} \leq C\left(\|\text{Ric}\|_{L^p(\Sigma)} + \sqrt{\varepsilon}\|f\|_{W^{2,p}(\Sigma)}\right)
\]

And the thesis follows by lemma 1.12. □

We prove lemma 3.7 and complete this section.

**Proof of lemma 3.7.** Firstly, we have to find an approximation of the scalar curvature \(R\). As done before, we track equation (1.9) twice and obtain

\[
R = H^2 - |A|^2
\]

Therefore, we have to find an approximate expression for \(H^2\) and \(|A|^2\). With little effort, we find the approximated expression of \(H^2\) and \(|A|^2\):

\[
(3.27) \quad H^2 = n^2 - 2n\Delta \sigma f + (\Delta f)^2 - 2n^2 f + O_{\sqrt{\varepsilon}}(\|f\|_{2,p})
\]

\[
(3.28) \quad |A|^2 = n - 2\Delta \sigma f + |\nabla^2 f|^2 - 2nf + O_{\sqrt{\varepsilon}}(\|f\|_{2,p})
\]

From these two expressions we find the approximated curvature:

\[
(3.29) \quad R = n(n - 1) - 2(n - 1)\Delta \sigma f + (\Delta f)^2 - |\nabla^2 f|^2 + 2n(n - 1)f + O_{\sqrt{\varepsilon}}(\|f\|_{2,p})
\]

Now we integrate and study \(\mathcal{R}\). We recall that although the integral is computed with respect to the measure \(dV_g\), we can easily pass from \(dV_g\) to \(dV_\sigma\) by approximating the density \(dV_g/dV_\sigma\). Indeed, we can easily write

\[
e^{nf}\sqrt{1 + |\nabla f|^2} = 1 + nf + O_{\sqrt{\varepsilon}}(\|f\|_{1,p})
\]

From this expression we obtain

\[
\mathcal{R} = \int R\,dV_g = n(n - 1) + \int (\Delta f)^2 - |\nabla^2 f|^2\,dV_\sigma + 2n(n - 1)f\,dV_\sigma + O_{\sqrt{\varepsilon}}(\|f\|_{2,p})
\]

We simplify the second-order terms. Indeed, by definition (1.4) of Riemann tensor we know the commutation formula

\[
\nabla_i \nabla_k \alpha_j - \nabla_i \nabla_j \alpha_k = \text{Riem}^l_{ijk} \alpha_l
\]

Using this formula, integration by parts shows us how in any closed manifold the following formula holds.

\[
\int (\Delta f)^2\,dV = \int \nabla^i \nabla_i f \cdot \nabla^j \nabla_j f\,dV = -\int \nabla_i f \cdot \nabla^i \nabla^j \nabla_j f\,dV
\]

\[
= -\int \nabla_i f \cdot \nabla^i \nabla_j \nabla_j f\,dV + \int \text{Ric}(\nabla f, \nabla f)\,dV
\]

\[
= \int |\nabla^2 f|^2\,dV + \int \text{Ric}(\nabla f, \nabla f)\,dV
\]

In the case of the sphere, this computation gives us the equality

\[
\int (\Delta f)^2\,dV_\sigma = (n - 1)\int |\nabla f|^2\,dV_\sigma = O_{\sqrt{\varepsilon}}(\|\nabla f\|_p)
\]
And we can improve the expression for the mean curvature, obtaining
\[ \mathcal{R} = n(n - 1) + 2n(n - 1) \int f \, dV_\sigma + O(\|f\|_{2,p}) \]
We just have to show that the average of the logarithmic radius is negligible. The goal is achieved by using the volume condition. By volume formula (1.31) we know
\[ 1 = \frac{\text{Vol}_m(\Sigma)}{\text{Vol}_n(S^n)} = \int_{S^n} e^{nf} \sqrt{1 + |\nabla f|^2} \, dV \]
However we can perform the following approximation:
\[ \int e^{nf} \sqrt{1 + |\nabla f|^2} \, dV_\sigma = 1 + n \int f \, dV_\sigma + O(\sqrt{\varepsilon}(\|f\|_{1,p})) \]
Plugging this approximation into the volume equality, we obtain
\[ \int f \, dV_\sigma = O(\sqrt{\varepsilon}(\|f\|_{1,p})) \]
and this proves the lemma.

4. Proof of the computational lemmas

We conclude the paper by proving the computational lemmas. Let us recall the polynomials we are going to study.
\[ p(x) := |(D(x) - \delta) \odot (D(x) + \delta)|^2 \]
\[ q(x) := |\text{Ric}(x) - (n - 1)\delta|^2 \]
\[ r(x) := |(D(x) - \delta)|^2 |(D(x) + \delta)|^2 \]
We make the lemma follow by a fine study of the quotients \( p(x)/r(x) \) and \( q(x)/r(x) \). Firstly, We show that the only zeros of \( p \) and \( q \) are \((1, \ldots 1)\) and \((-1, \ldots -1)\).

Zeros of \( p \). With little effort, we obtain the following expression for \( p \):
\[ p(x) = |x|^4 + \sum_{i=1}^{n} x_i^4 - 2(H - |x|^2) + n(n - 1) \]
where we have set
\[ |x|^2 := \sum_{i=1}^{n} x_i^2 \]
\[ H := \sum_{i=1}^{n} x_i \]
We want to compute the zeros of \( p \). Since \( p \) is positive, these zeros must also be minima for \( p \), and therefore must satisfy \( Dp = 0 \). The computation of \( Dp \) is quite simple:
\[ Dp = 4 \left(|x|^2 x_i - x_i^3 + x_i - H \right) \]
We impose \( Dp = 0 \) and obtain the equation
\[ |x|^2 x_i - x_i^3 + x_i = H \]
We easily notice that \( z = 0 \) satisfies \( Dp(z) = 0 \). However, \( p(0) = n(n-1) \)
tells us that 0 is not a minimum. Let us assume \( z \neq 0 \), and let us write \( z = (z_1, \ldots, z_n) \). We firstly show that all the coordinates \( z_i \) are non-zero. Let us assume by contradiction that there exists \( k \in \{1, \ldots, n\} \). If we consider equation (4.2) for \( i = k \), we obtain

\[ H = 0 \]

However, since \( z \neq 0 \) we can also find a \( j \in \{1, \ldots, n\} \) such that \( z_j \neq 0 \).

The next step is to show that \( \text{sgn} z_i = \text{sgn} z_j \) for every \( i \) and \( j \). Indeed, we obtain for every \( i \)

\[ z_i \left( |z|^2 - z_i^2 + 1 \right) = H \]

As shown in (4.3), the quantity between parenthesis is positive, therefore \( \text{sgn} z_i = \text{sgn} H \) and this proves the second step.

We claim that a critical point must satisfy \( z_i = z_j \) for every \( i, j \). If the claim is true, by (4.2) we obtain that a critical point \( z = t(1, \ldots, 1) \) must satisfy

\[ (n-1)t^3 = (n-1)t \]

and this concludes the proof. Let us prove the claim. Firstly we write equation (4.2) as follows.

\[ |z|^2 + 1 = \frac{1}{z_i} H + z_i^2 \]

Let us assume \( z_i \neq z_j \). From (4.4) we infer

\[ \frac{1}{z_i} H + z_i^2 = \frac{1}{z_j} H + z_j^2 \]

and from this equation we obtain

\[ z_i z_j (z_i + z_j) = H \]

Assume \( z_k \neq z_i \) for \( k \neq i, j \). We can make the same computation made before with indexes \( i, k \) and obtain equation (4.5)

\[ z_i z_k (z_i + z_k) = H \]

We equalize (4.5), (4.6) and obtain

\[ z_i (z_k - z_j) = (z_j + z_k)(z_j - z_k) \]

which implies \( z_j = z_k \) because the signs of \( z_j - z_k \) and \( z_k - z_j \) are opposite. Hence a critical point can have at most two different values \( a \) and \( b \). Assume \( a \neq b \), and suppose \( a \) appear \( k \) times and \( b \) appear \( n-k \) times in the coordinates of \( z \). We rewrite equations (4.2), (4.5) in term of \( a \) and \( b \), and obtain:

\[ H = a((k-1)a^2 + (n-k)b^2 + 1) \]
\[ H = b(ka^2 + (n-k-1)b^2 + 1) \]
\[ H = ab(a + b) \]
We can use the third equation to simplify the other two, and obtain the system
\[ b(a + b) = (k - 1)a^2 + (n - k)b^2 + 1 \]
\[ a(a + b) = ka^2 + (n - k - 1)b^2 + 1 \]
Summing these two equations, we obtain:
\[ (k - 1)a^2 + (n - k - 1)b^2 + 1 = ab \]
We are done: if both \( k - 1 \) and \( n - k - 1 \) are non-zero, then we find a contradiction by applying the Cauchy-Schwarz inequality. If one of them is null, say \( k = 1 \), then from equation (4.2) we obtain
\[ (n - 1)ab^2 + a = a + (n - 1)b \Rightarrow ab = 1 \]
and plugging the last equality into (4.5) we obtain
\[ (n - 2)b = 0 \]
but we have assumed \( a, b \) to be \( \neq 0 \). Hence we obtain the thesis.

Zeros of \( q \). We show here that the only zeros of \( q \) are \((1, \ldots, 1)\) and \(- (1, \ldots, 1)\), and therefore obtain proposition 3.4. More precisely, we study the system
\[ \text{Ric}(x) = (n - 1)\delta \]
and prove that \((1, \ldots, 1)\) and \(- (1, \ldots, 1)\) are the only solution for this system. We recall the expression of \( \text{Ric}(x) \):
\[ \text{Ric}(x) = \text{tr} D(x) D(x) - D(x)^2 \]
Hence, system (4.8) can be written as
\[ Hx_i - x_i^2 = (n - 1) \]
where we have set
\[ H := \sum_{i=1}^{n} x_i \]
Consider a point \( z \) which is a solution for (4.9). Again, we claim that \( z_i = z_j \) for every \( i, j \). If the claim is true, system (4.9) for \( z = t(1, \ldots, 1) \) is reduced to
\[ (n - 1)t^2 = (n - 1) \]
and this proves proposition 3.4. Let us assume by contradiction that there exist two indexes \( i, j \) such that \( z_i \neq z_j \). We can equalise the columns of system (4.9) and obtain
\[ Hz_i - z_i^2 = Hz_j - z_j^2 \Rightarrow H = z_i + z_j \]
Substituting the last expression in the system, we obtain
\[ n - 1 = (z_i + z_j)z_i - z_i^2 \]
\[ n - 1 = (z_i + z_j)z_j - z_j^2 \]
from whom we easily infer
\[ z_i z_j = (n - 1) \]
Consider $z_k \neq z_i$. We can repeat the computations made before, and obtain the equality

$$z_i z_k = (n - 1)$$

and this clearly implies $z_k = z_j$. Therefore, any critical point $z$ must have at most two different values. Call them $a$ and $b$, and assume $a$ appears $k$ times and $b$ appears $n - k$ times in the coordinate of $z$. From equality (4.10) we have

$$(k - 1) a + (n - k - 1) b = 0$$

If both $k - 1$ and $n - k - 1$ are $\neq 0$, then $a$ and $b$ must have different sign, and equation (4.11) is violated. If one of them is 0, say $k - 1 = 0$, then we must have $b = 0$, but again equation (4.11) would be violated again. Hence all the values are equal, and we easily find the thesis of proposition 3.4.

Proofs of lemmas 3.6 and 3.8. We make the lemmas follow by a fine study of $\mathcal{P}^r$ and $\mathcal{Q}^r$. Both the quotients are continuous in the whole space except that in $(1, \ldots , 1)$ and in $- (1, \ldots , 1)$. We claim that the limit superior and the limit inferior of $\mathcal{P}^r$ and $\mathcal{Q}^r$ are bounded near these points, and hence we conclude the study. Indeed, if we are able to find constants $c_0 = c_0(n)$ and $c_2 = c_2(n)$ such that

$$c_0 \leq \mathcal{P}, \quad c_2 \leq \mathcal{Q}$$

then we are done, since the assumption $\|A\|_\infty \leq \Lambda$ implies that the study of the quotients has to be made inside the ball $B_\Lambda$. Therefore, we are able to find constants $c_1 = c_1(n, \Lambda)$, $c_3 = c_3(n, \Lambda)$ such that

$$\mathcal{P} \leq c_1, \quad \mathcal{Q} \leq c_3$$

and both the lemmas follow by comparison with $r$. We now prove the claim. Let us start with $\mathcal{P}^r$. Firstly, we notice that due to clear symmetries we can study only the limit in $(1, \ldots , 1)$. Let us write $y_i = x_i - 1$. We obtain the quotient in the following form

$$\frac{p(y)}{r(y)} = \frac{|y|^2 (\sum_i (y_i + 2)^2) + \sum_i (y_i (y_i + 2))^2 - 2 \sum_i y_i^2 (y_i + 2)^2}{|y|^2 (\sum_i (y_i + 2)^2)}$$

This shows that near $y = 0$ we can make the approximation

$$\frac{p(y)}{r(y)} = \frac{(n - 2)|y|^2 + (\sum_i y_i)^2}{n|y|^2} + O(|y|)$$

And this proves the inequalities:

$$\frac{n - 2}{n} + O(|y|) \leq \frac{p(y)}{r(y)} \leq \frac{n - 2}{n} + \frac{1}{n} + O(|y|) \text{ near } 0$$

We have obtained a constant $c_0 = c_0(n)$ such that

$$c_0 \leq \frac{\mathcal{P}}{r}$$

and this complete the first study. We complete the paper by dealing with $\mathcal{Q}^r$. In order to obtain a lower bound, we write $q$ in a clever way.

$$\text{Ric}_{ij} - (n - 1) \delta_{ij} = (H - n)(D_{ij} - \delta_{ij}) + n(D_{ij} - \delta_{ij}) + (H - n) \delta_{ij} +$$

$$- \delta_{pq}(D_{ip} - \delta_{ip})(D_{jq} - \delta_{jq})$$
Again, the symmetries of the problem allow us to consider only one limit. Hence, we write $y_i = x_i - 1$ and obtain
\[ q(y) = (n - 2)^2 |y|^2 + (3n - 4)H^2 + O(|y|^3) \]
This gives us a constant $c_2$ such that
\[ c_2 \leq \frac{q}{r} \]
Hence $p$, $q$ and $r$ are comparable, and lemmas 3.6 and 3.8 are proved.
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