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1. Introduction

The Lotka-Volterra (LV) system is a well-known mathematical model of predator-prey interactions. A skillful discretization of the LV system describing the interaction of $2m - 1$ species leads to the integrable discrete LV (dLV) system with discretization parameter $\delta^{(n)}$:

$$
\begin{align*}
    u_k^{(n+1)}(1 + \delta^{(n+1)}u_{k-1}^{(n+1)}) &= u_k^{(n)}(1 + \delta^{(n)}u_{k+1}^{(n)}), \quad k = 1, 2, \ldots, 2m - 1, \\
    u_0^{(n)} &= 0, \quad u_1^{(n)} = 0, \quad n = 0, 1, \ldots
\end{align*}
$$

(1)

where the subscript $k$ and the superscript $(n)$ respectively denote species index and discrete-time and the variable $u_k^{(n)}$ corresponds to the population of the $k$th species at discrete-time $n$. In this paper, for simplicity, we focus on the case where $\delta^{(n)} = 1$ in the dLV system (1). Here, 'integrable' means that the solution can be explicitly expressed. Using the Hankel determinants:

$$
H_k^{(n)} := \begin{vmatrix}
    a_0^{(n)} & a_1^{(n)} & \cdots & a_k^{(n)} \\
    a_1^{(n)} & a_2^{(n)} & \cdots & a_{k+1}^{(n)} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{k-1}^{(n)} & a_k^{(n)} & \cdots & a_{2k-2}^{(n)}
\end{vmatrix},
\hat{H}_k^{(n)} := \begin{vmatrix}
    a_1^{(n)} & a_2^{(n)} & \cdots & a_k^{(n)} \\
    a_2^{(n)} & a_3^{(n)} & \cdots & a_{k+1}^{(n)} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_k^{(n)} & a_{k+1}^{(n)} & \cdots & a_{2k-2}^{(n)}
\end{vmatrix},
$$

\[H_0^{(n)} := 1, \quad \hat{H}_0^{(n)} := 1, \quad H_{m+1}^{(n)} := 0,\]

where the sequences $\{a_k^{(n)}\}_{n=0,1,\ldots}$ satisfy the recursion formula:

$$
a_k^{(n+1)} - a_k^{(n)} = a_{k+1}^{(n)}
$$

(2)

we can write the solution to the dLV system (1) as:

$$
\begin{align*}
    u_k^{(n+1)} &= \frac{\hat{H}_k^{(n)}H_{k+1}^{(n+1)}}{H_k^{(n)}\hat{H}_{k+1}^{(n+1)}}, \quad u_{2k}^{(n)} = \frac{H_k^{(n+1)}\hat{H}_{k-1}^{(n+1)}}{\hat{H}_k^{(n+1)}H_k^{(n+1)}}.
\end{align*}
$$

(3)

The Hankel determinants enable us to express the solution to the discrete Toda equation [1–3], which is one of the most famous discrete integrable systems. Extending the Hankel determinants, we can grasp the solutions to...
the discrete relativistic Toda equation [4, 5] and the discrete hungry Toda equation [6], which are extensions of the discrete Toda equation. Similarly, we can derive the determinantal solution to the discrete hungry Lotka-Volterra system [6], which is an extension of the dLV system (1). The discrete Korteweg–de Vries equation, which often appears in the study of integrable systems, is also shown to have determinantal solution [7]. The viewpoint of determinantal structure is furthermore applied in finding the solutions to the discrete Painlevé equations [8, 9].

With respect to the continuous LV system, various types of time delay have been considered, and the preserveability and convergence of the solutions have been investigated [10–12]. However, to the best of our knowledge, the discrete analogues have been extensively clarified and time delays in discrete integrable systems have not yet been discussed. One of the authors proved [13–15] that, under the initial settings ̅ > ̅ > ̅ > ... > ̅ > ̅ > ̅ > ̅ > ... > ̅ and ̅ > ̅ > ... > ̅ , respectively, the terms ̅ and ̅ converge to positive constants ̅ and ̅ as ̅ → ∞, where ̅ > ̅ > ... > ̅ and ̅ > ̅ > ... > ̅ coincide with eigenvalues of tridiagonal matrices and squares of singular values of bidiagonal matrices. The key point in this asymptotic analysis is to relate the dLV system (1) to a sequence of the LR transformations for computing eigenvalues of tridiagonal matrices. In this paper, we introduce a time delay into the dLV system (1) in terms of the LR transformations. We also show asymptotic convergence of the delay dLV (ddLV) variables to matrix eigenvalues and singular values.

The remainder of this paper is organized as follows. In section 2, we briefly explain the LR transformations related to the dLV system (1) and their applications to computing matrix eigenvalues and singular values. In section 3, we derive a time-delay version of the dLV system (1) by considering that of the LR transformations related to the dLV system (1). We then clarify the matrix structure to which the delay LR transformation can be applied. In section 4, we show asymptotic convergence in the ddLV system, and present an example for numerical verification. Finally, we give concluding remarks in section 5.

2. LR transformations derived from the dLV system

In this section, we briefly review [13–15] an application of the dLV system (1) to computing eigenvalues and singular values of matrices.

Let us introduce new variables ̅ and ̅ given using the dLV variables ̅ as:

\[
\begin{align*}
q_k^{(n)} &:= (1 + u_{k+2k-2}^{(n)})(1 + u_{k-2}^{(n)}), \quad k = 1, 2, \ldots, m, \\
e_k^{(n)} &:= u_{k-2k+2}^{(n)}u_{k+2}^{(n)}, \quad k = 1, 2, \ldots, m - 1.
\end{align*}
\]

Since the dLV system (1) immediately leads to:

\[
\begin{align*}
(1 + u_{2k-2}^{(n+1)})(1 + u_{2k-1}^{(n+1)} + u_{2k+1}^{(n+1)})u_{2k-2}^{(n+1)} = (1 + u_{2k-2}^{(n+1)})(1 + u_{2k-1}^{(n+1)} + u_{2k+1}^{(n+1)}), \\
& \quad k = 1, 2, \ldots, m, \\
(1 + u_{2k-2}^{(n+1)})(1 + u_{2k-1}^{(n+1)})u_{2k-2}^{(n+1)}u_{2k}^{(n+1)} = (1 + u_{2k}^{(n+1)})(1 + u_{2k+1}^{(n+1)}u_{2k-1}^{(n+1)}), \\
& \quad k = 1, 2, \ldots, m - 1,
\end{align*}
\]

we can easily derive a recursion formula with respect to discrete-time evolutions from ̅ to ̅ and from ̅ to ̅:

\[
\begin{align*}
q_k^{(n+1)} + e_k^{(n+1)} &= q_k^{(n)} + e_k^{(n)}, \quad k = 1, 2, \ldots, m, \\
e_k^{(n+1)} + e_k^{(n+1)} &= q_k^{(n)} + e_k^{(n)}, \quad k = 1, 2, \ldots, m - 1, \\
e_0^{(n)} := 0, \quad e_m^{(n)} := 0, \quad n = 0, 1, \ldots,
\end{align*}
\]

equation (5) is simply the discrete Toda equation [16], which coincides with the recursion formula of the quotient-difference (qd) algorithm [17] for computing tridiagonal eigenvalues. Equation (4) is called the Miura transformation and can be regarded as the transformation from the dLV system (1) to the discrete Toda equation (5).

Now, let us prepare lower and upper bidiagonal matrices with the discrete Toda variables ̅ and ̅:

\[
\mathcal{L}^{(n)} := \begin{pmatrix}
0 & & & \\
1 & q_1^{(n)} & & \\
& \ddots & \ddots & \\
& & 1 & q_m^{(n)}
\end{pmatrix}, \quad \mathcal{R}^{(n)} := \begin{pmatrix}
1 & & & \\
& e_1^{(n)} & & \\
& & \ddots & \\
& & & e_{m-1}^{(n)}
\end{pmatrix}.
\]

Then, \(\mathcal{L}^{(n+1)}\mathcal{R}^{(n+1)}\) and \(\mathcal{R}^{(n)}\mathcal{L}^{(n)}\) are both tridiagonal matrices whose \((k + 1, k)\) entries are all 1. The \((k, k)\) entries of \(\mathcal{L}^{(n+1)}\mathcal{R}^{(n+1)}\) and \(\mathcal{R}^{(n)}\mathcal{L}^{(n)}\) are ̅ and ̅, respectively. The \((k + 1, k)\) entries of
\( \mathcal{L}^{(n+1)} \mathcal{R}^{(n+1)} \) and \( \mathcal{R}^{(n)} \mathcal{L}^{(n)} \) are \( \delta_{k+1}^{(n+1)} \) and \( \delta_{k}^{(n)} \), respectively. Thus, we can write:

\[
\mathcal{L}^{(n+1)} \mathcal{R}^{(n+1)} = \mathcal{R}^{(n)} \mathcal{L}^{(n)}. \tag{6}
\]

Noting that the inverse \( (\mathcal{R}^{(n)})^{-1} \) exists and letting \( \mathcal{Y}^{(n)} := \mathcal{L}^{(n)} \mathcal{R}^{(n)} - I \), where \( I \) is the identity matrix, we obtain:

\[
\mathcal{Y}^{(n+1)} = (\mathcal{R}^{(n)})^{-1} \mathcal{Y}^{(n)} (\mathcal{R}^{(n)})^{-1},
\]

which implies that the discrete Toda equation (5) generates a similarity transformation from \( \mathcal{Y}^{(n)} \) to \( \mathcal{Y}^{(n+1)} \) if \( \delta_{k}^{(n)} \) and \( \epsilon_{k}^{(n)} \) are given from the entries of \( \mathcal{Y}^{(n)} \). The dLV variables \( u_{0}^{(n)} \) are also uniquely determined from the entries of \( \mathcal{Y}^{(n)} \) because the latter can be expressed in terms of the dLV variables \( u_{k}^{(n)} \) as:

\[
\mathcal{Y}^{(n)} = \begin{pmatrix}
    w_{1}^{(n)} & w_{1}^{(n)} & w_{2}^{(n)} \\
    1 & w_{2}^{(n)} + w_{3}^{(n)} & w_{4}^{(n)} \\
    \vdots & \vdots & \vdots \\
    1 & w_{2m-4} + w_{2m-3} & w_{2m-2} + w_{2m-1} \\
    \end{pmatrix},
\]

\[
w_{k}^{(n)} := u_{k}^{(n)}(1 + u_{k-1}^{(n)}).
\]

The discrete-time evolutions in the dLV system (1) with suitable settings of \( u_{0}^{(0)} \), \( u_{1}^{(0)} \), \ldots, \( u_{2m-1}^{(0)} \) implicitly give a sequence of the LR transformations (6). The resulting \( \mathcal{Y}^{(1)}, \mathcal{Y}^{(2)}, \ldots \) are similar to \( \mathcal{Y}^{(0)} \).

Moreover, by limiting the cases where \( \mathcal{Y}^{(n)} \) are positive-definite, we can symmetrize \( \mathcal{Y}^{(n)} \) using the diagonal matrix \( \mathcal{D}^{(n)} := \text{diag}(\prod_{k=1}^{m-1} \sqrt{w_{2k-1}^{(n)}}, \prod_{k=2}^{m-1} \sqrt{w_{2k-1}^{(n)}}, \ldots, \sqrt{w_{2m-3}^{(n)}w_{2m-2}^{(n)}}, 1) \) as:

\[
\mathcal{Y}_{s}^{(n)} := (\mathcal{D}^{(n)})^{-1} \mathcal{Y}^{(n)} \mathcal{D}^{(n)} = \begin{pmatrix}
    \sqrt{w_{1}^{(n)}} & \sqrt{w_{2}^{(n)}} \\
    \sqrt{w_{3}^{(n)}} & \sqrt{w_{4}^{(n)}} \\
    \vdots & \vdots \\
    \sqrt{w_{2m-4}^{(n)}} & \sqrt{w_{2m-3}^{(n)}} \\
    \sqrt{w_{2m-2}^{(n)}} & \sqrt{w_{2m-1}^{(n)}} \\
\end{pmatrix},
\]

Since \( u_{2k-1}^{(n)} \) and \( u_{2k}^{(n)} \) converge to some positive constants \( c_{k} \) and 0 as \( n \to \infty \), respectively, we can observe that \( \mathcal{Y}_{s}^{(n)} = \text{diag}(c_{1}, c_{2}, \ldots, c_{m}) \) as \( n \to \infty \). We thus find that \( u_{1}^{(n)}, u_{3}^{(n)}, \ldots, u_{2m-1}^{(n)} \) converge to eigenvalues of \( \mathcal{Y}_{s}^{(n)} \) as \( n \to \infty \). From the Cholesky decomposition:

\[
\mathcal{Y}_{s}^{(n)} = (\mathcal{B}^{(n)})^{T} \mathcal{B}^{(n)},
\]

\[
\mathcal{B}^{(n)} := \begin{pmatrix}
    \sqrt{w_{1}^{(n)}} & \sqrt{w_{2}^{(n)}} \\
    \sqrt{w_{3}^{(n)}} & \sqrt{w_{4}^{(n)}} \\
    \vdots & \vdots \\
    0 & \sqrt{w_{2m-1}^{(n)}} \\
\end{pmatrix},
\]

we further find that \( \sqrt{u_{1}^{(n)}}, \sqrt{u_{3}^{(n)}}, \ldots, \sqrt{u_{2m-1}^{(n)}} \) converge to singular values of \( \mathcal{B}^{(n)} \) as \( n \to \infty \).

### 3. Discrete-time delay in the dLV system

In this section, we introduce a time delay into the dLV system (1) by considering the related LR transformations.

Let us introduce \( (m_{1} + m_{2} + \ldots + m_{r+1}) \)-by-\( (m_{1} + m_{2} + \ldots + m_{r+1}) \) block diagonal matrices:

\[
L^{(n)} := \begin{pmatrix}
    L_{1}^{(n)} & & \\
    & \ddots & \\
    & & L_{r}^{(n)} \\
\end{pmatrix}, \quad
R^{(n)} := \begin{pmatrix}
    R_{1}^{(n)} & & \\
    & \ddots & \\
    & & R_{r}^{(n)} \\
\end{pmatrix},
\]
where $L_j^{(n)}$ and $R_j^{(n)}$ are respectively the $m_j$-by-$m_j$ lower and upper bidiagonal matrices given as:

$$L_j^{(n)} := \begin{pmatrix} d_{i,j}^{(n)} & q_{i+1,j}^{(n)} & \ldots & q_{m,j}^{(n)} \\ q_{i,j}^{(n)} & d_{i+1,j}^{(n)} & \ldots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ q_{m-1,j}^{(n)} & \ldots & q_{m-1,j}^{(n)} & d_{m,j}^{(n)} \end{pmatrix}, \quad R_j^{(n)} := \begin{pmatrix} e_{i,j}^{(n)} & 1 & \ldots & \vdots \\ 1 & e_{i+1,j}^{(n)} & \ddots & \vdots \\ \vdots & \ddots & \ddots & 1 \\ \vdots & \ldots & 1 & e_{m-1,j}^{(n)} \end{pmatrix}. \tag{7}$$

Now, let us consider the matrix equality with nonnegative integer $\tau$:

$$L_j^{(n+1)}R_j^{(n+1)} = R_j^{(n-\tau)}L_j^{(n-\tau)}, \tag{8}$$

which is equivalent to (6) with $m = m_j$ if $\tau = 0$. Then, $L_j^{(n+1)}R_j^{(n+1)}$ and $R_j^{(n-\tau)}L_j^{(n-\tau)}$ are clearly both block diagonal matrices. Since the $j$th diagonal blocks of $L_j^{(n+1)}R_j^{(n+1)}$ and $R_j^{(n-\tau)}L_j^{(n-\tau)}$ are respectively $L_j^{(n+1)}R_j^{(n+1)}$ and $R_j^{(n-\tau)}L_j^{(n-\tau)}$, it holds that:

$$L_j^{(n+1)}R_j^{(n+1)} = R_j^{(n-\tau)}L_j^{(n-\tau)}. \tag{9}$$

Both $L_j^{(n+1)}R_j^{(n+1)}$ and $R_j^{(n-\tau)}L_j^{(n-\tau)}$ are tridiagonal matrices with superdiagonal entries 1. Observing the diagonal and subdiagonal entries of $L_j^{(n+1)}R_j^{(n+1)}$ and $R_j^{(n-\tau)}L_j^{(n-\tau)}$, we obtain:

$$\begin{align*}
q_{i,j}^{(n+1)} + e_{i-1,j}^{(n+1)} &= d_{i,j}^{(n-\tau)} + e_{i,j}^{(n-\tau)}, \quad i = 1, 2, \ldots, m_j, \quad j = 1, 2, \ldots, \tau + 1, \\
e_{i,j}^{(n+1)} &= q_{i+1,j}^{(n-\tau)} + e_{i,j}^{(n-\tau)}, \quad i = 1, 2, \ldots, m_j - 1, \quad j = 1, 2, \ldots, \tau + 1, \\
e_{m,j}^{(n+1)} &= 0, \quad e_{m,j}^{(n+1)} = 0, \quad n = 0, 1, \ldots. \tag{10}
\end{align*}$$

We note that (9) with $\tau = 0$ is equivalent to the discrete Toda equation (5). Equation (9) with nonzero $\tau$ differs from the discrete Toda equation (5) in that it requires the $q$ and $e$ values at discrete-time $n - \tau$ rather than discrete-time $n$. Thus, we can regard (9) as a time-delay extension of the discrete Toda equation (5). Since it is obvious from (7) that $(R_j^{(n-\tau)})^{-1}$ exists, we can rewrite (7) as $Y^{(n+1)} = R_j^{(n-\tau)}Y^{(n-\tau)}(R_j^{(n-\tau)})^{-1}$, where $Y^{(n)} := I^{(n)}R_j^{(n)} = I$. This implies that discrete-time evolutions in the delay discrete Toda equation (9) generate similarity transformations from $Y^{(n+1)}$ to $Y^{(n)}$.

Let us prepare auxiliary variables $u_{i,j}^{(n)}$ such as:

$$\begin{align*}
u_{i,j}^{(n)} &= (1 + u_{i,j}^{(n)})(1 + u_{i+1,j}^{(n)}), \quad i = 1, 2, \ldots, m_j, \quad j = 1, 2, \ldots, \tau + 1, \\
e_{i,j}^{(n)} &= u_{i+1,j}^{(n)} - u_{i,j}^{(n)}, \quad i = 1, 2, \ldots, m_j - 1, \quad j = 1, 2, \ldots, \tau + 1. \tag{11}
\end{align*}$$

Combining this with (9), we obtain:

$$\begin{align*}
u_{i,j}^{(n+1)}(1 + u_{i+1,j}^{(n+1)}) + u_{i,j}^{(n+1)}(1 + u_{i+1,j}^{(n+1)}) &= \nu_{i,j}^{(n-\tau)}(1 + u_{i,j}^{(n-\tau)}) + u_{i,j}^{(n-\tau)}(1 + u_{i,j}^{(n-\tau)}), \\
u_{i+1,j}^{(n+1)}(1 + u_{i+1,j}^{(n+1)}) &= \nu_{i,j}^{(n-\tau)}(1 + u_{i,j}^{(n-\tau)}) + u_{i,j}^{(n-\tau)}(1 + u_{i,j}^{(n-\tau)}),
\end{align*}$$

where $i = 1, 2, \ldots, m_j, \quad j = 1, 2, \ldots, \tau + 1, \quad n = 0, 1, \ldots.$

It is important to note here that (10) holds if:

$$u_{i,j}^{(n+1)}(1 + u_{i,j}^{(n+1)}) = u_{i,j}^{(n-\tau)}(1 + u_{i,j}^{(n-\tau)}), \quad i = 1, 2, \ldots, m_j - 1, \quad j = 1, 2, \ldots, \tau + 1. \tag{12}$$

Replacing $u_{i,j}^{(n+1)}$, $u_{i+1,j}^{(n+1)}$, ..., $u_{i+\tau,j}^{(n+1)}$, with $u_{i,j}^{(n)}$, $u_{i+1,j}^{(n-\tau)}$, ..., $u_{i+\tau,j}^{(n-\tau)}$, respectively, we can simplify (11) as:

$$\begin{align*}
u_{i,j}^{(n+1)} &= (1 + u_{i+1,j}^{(n+1)})(1 + u_{i,j}^{(n+1)}), \quad i = 1, 2, \ldots, m_j - 1, \quad j = 1, 2, \ldots, \tau + 1, \\
u_{0,j}^{(n+1)} &= 0, \quad u_{m,j}^{(n-\tau)} = 0, \quad n = 0, 1, \ldots. \tag{13}
\end{align*}$$

In (13), $u_{i,j}^{(n+1)}$ are uniquely given from $u_{i,j}^{(n-\tau)}$ rather than $u_{i,j}^{(n)}$. That is, (13) incorporates a time delay into the dLV system (1). We hereinafter refer to (13) as the delay dLV (ddLV) system.
Let us prepare \((m_1 + m_2 + \cdots + m_{r+1})\)-by-(\((m_1 + m_2 + \cdots + m_{r+1})\)) diagonal matrices:

\[
D^{(n)} := \begin{pmatrix}
D_1^{(n)} & 0 & \cdots & 0 \\
0 & D_2^{(n)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & D_{r+1}^{(n)}
\end{pmatrix},
\]

where \(D_j^{(n)} := \text{diag}(\Pi_{\ell=1}^{n-1} \sqrt{w_{2\ell-2j}^{(n)}w_{2\ell-2j+2}^{(n)}}, \Pi_{\ell=2}^{n-1} \sqrt{w_{2\ell-2j}^{(n)}w_{2\ell-2j+2}^{(n)}}, \cdots, \sqrt{w_{2n-3j}^{(n)}w_{2n-3j+2}^{(n)}, 1})\) and \(w_{kj}^{(n)} := u_k^{(n+j-r-1)}(1 + u_k^{(n+j-r-1)}).\) Then, using the diagonal matrices \(D_j^{(n)}\), we can symmetrize block diagonal matrices \(Y_j^{(n)}\) as:

\[
Y_j^{(n)} := (D_j^{(n)})^{-1}Y_j^{(n)}D_j^{(n)} = \begin{pmatrix}
Y_{s,1}^{(n)} \\
Y_{s,2}^{(n)} \\
\vdots \\
Y_{s,r+1}^{(n)}
\end{pmatrix},
\]

\[
Y_{s,j}^{(n)} := \begin{pmatrix}
\sqrt{w_{1,j}^{(n)}w_{2,j}^{(n)}} & \sqrt{w_{2,j}^{(n)}w_{3,j}^{(n)}} & \cdots & \sqrt{w_{2m-3j}^{(n)}w_{2m-2j}^{(n)}} \\
\sqrt{w_{2m-5j}^{(n)}w_{2m-4j}^{(n)}} & \sqrt{w_{2m-3j}^{(n)}w_{2m-2j}^{(n)}} & \cdots & \sqrt{w_{2m-2j}^{(n)}w_{2m-1,j}^{(n)}}
\end{pmatrix}.
\]

Recall that \(Y^{(n+1)} = R^{(n-r)}Y^{(n-r)}(R^{(n-r)})^{-1}.\) Then, we can derive:

\[
Y_j^{(n+1)} = (G^{(n-r)})^{-1}Y_j^{(n)}G^{(n-r)},
\]

where \(G^{(n-r)} := (D_j^{(n)})^{-1}(R^{(n-r)})^{-1}D_j^{(n+1)}.\) This implies that the dLV system (12) also generates similarity transformations from \(Y_j^{(n-r)}\) to \(Y_j^{(n+1)}.\) The case where \(\tau = 0,\) of course, equates to that the dLV system (1), which gives similarity transformations of symmetric tridiagonal matrices. Since the blocks \(Y_{s,j}^{(n)}\) can be decomposed as:

\[
Y_{s,j}^{(n)} = (B_j^{(n)})^{-1}B_j^{(n)},
\]

\[
B_j^{(n)} := \begin{pmatrix}
\sqrt{w_{1,j}^{(n)}} & \sqrt{w_{2,j}^{(n)}} & \cdots & \sqrt{w_{2m-2j}^{(n)}} \\
\sqrt{w_{2m-3j}^{(n)}} & \sqrt{w_{2m-2j}^{(n)}} & \cdots & \sqrt{w_{2m-1,j}^{(n)}}
\end{pmatrix},
\]

the singular values of \(B_j^{(n)} = \text{diag}(B_1^{(n)}, B_2^{(n)}, \ldots, B_{r+1}^{(n)})\) are the same as those of \(B^{(0)}.\)

### 4. Asymptotic convergence

In this section, we investigate asymptotic convergence as \(n \to \infty\) in the dLV system (12), and then relate it to eigenvalues and singular values of matrices.

First, we split the dLV system (12) as:

\[
\begin{cases}
\begin{aligned}
u_i^{(n+1)}(1 + \nu_i^{(n+1)}) &= \nu_i^{(n-r)}(1 + \nu_i^{(n-r)}), \\
i &= 1, 2, \ldots, 2m_i - 1, \quad n = 0, \tau + 1, 2\tau + 2, \ldots
\end{aligned}
\end{cases}
\]

\[
\begin{cases}
\begin{aligned}
u_1^{(n+1)}(1 + \nu_1^{(n+1)}) &= \nu_i^{(n-r)}(1 + \nu_i^{(n-r)}), \\
i &= 1, 2, \ldots, 2m_1 - 1, \quad n = 1, 2\tau + 2, \ldots
\end{aligned}
\end{cases}
\]

\[
\vdots
\]

\[
\begin{cases}
\begin{aligned}
u_i^{(n+1)}(1 + \nu_i^{(n+1)}) &= \nu_i^{(n-r)}(1 + \nu_i^{(n-r)}), \\
i &= 1, 2, \ldots, 2m_r - 1, \quad n = \tau, 2\tau + 3, \ldots
\end{aligned}
\end{cases}
\]

\[
\begin{cases}
\begin{aligned}
u_1^{(n+1)}(1 + \nu_1^{(n+1)}) &= \nu_i^{(n-r)}(1 + \nu_i^{(n-r)}), \\
i &= 1, 2, \ldots, 2m_r - 1, \quad n = \tau, 2\tau + 3, \ldots
\end{aligned}
\end{cases}
\]

\[
\begin{cases}
\begin{aligned}
u_i^{(n+1)}(1 + \nu_i^{(n+1)}) &= \nu_i^{(n-r)}(1 + \nu_i^{(n-r)}), \\
i &= 1, 2, \ldots, 2m_{r+1} - 1, \quad n = \tau, 2\tau + 3, \ldots
\end{aligned}
\end{cases}
\]

\[
\begin{cases}
\begin{aligned}
u_i^{(n+1)}(1 + \nu_i^{(n+1)}) &= \nu_i^{(n-r)}(1 + \nu_i^{(n-r)}), \\
i &= 1, 2, \ldots, 2m_{r+1} - 1, \quad n = \tau, 2\tau + 3, \ldots
\end{aligned}
\end{cases}
\]

\[
u_0^{(n+1)} := 0, \quad \nu_{2m_j}^{(n-r)} := 0, \quad j = 1, 2, \ldots, r, \quad n = 0, 1, \ldots
\]
Preparing an auxiliary discrete-time $N$ such that $n = N(\tau + 1) - \tau$, we can rewrite the first equation of (13) as:

\[
\begin{align*}
\begin{cases}
    u^{(N+1)}_n (1 + u^{(N+1)}_{i+1}) = u^{(N)}_n (1 + u^{(N)}_{i+1}), & i = 1, 2, \ldots, m_1 - 1, \\
    u^{(N+1)}_0 = 0, & N = 0, 1, \ldots
\end{cases}
\end{align*}
\]  

(14)

which is equivalent to the dLV system (1). The other equations of (13) are similarly equivalent. Thus, from the asymptotic convergence in the dLV system (1), it is obvious that, for $j = 0, 1, \ldots, \tau$, the sequences 

\[
\begin{align*}
    \{u^{(n)}_1\}_{n=0}^\infty = \tau_j, j+1, j+1, \ldots, \{u^{(n)}_2\}_{n=0}^\infty = \tau_j, j+1, j+1, \ldots, \{u^{(n)}_m\}_{n=0}^\infty = \tau_j, j+1, j+1, \ldots, \{u^{(n)}_{m+1}\}_{n=0}^\infty = \tau_j, j+1, j+1, \ldots
\end{align*}
\]

respectively converge to some positive constants $c_1, c_2, \ldots, c_m$, under the initial settings $u^{(N)}_j > 0$, $u^{(N)}_{j+1} > 0$, $\ldots$, $u^{(N)}_{j+\tau} > 0$. It follows that the sequences $\{u^{(n)}_1\}_{n=0}^\infty = \tau_j, j+1, j+1, \ldots$, $\{u^{(n)}_2\}_{n=0}^\infty = \tau_j, j+1, j+1, \ldots$, $\{u^{(n)}_m\}_{n=0}^\infty = \tau_j, j+1, j+1, \ldots$, $\{u^{(n)}_{m+1}\}_{n=0}^\infty = \tau_j, j+1, j+1, \ldots$, all converge to all 0. Therefore, by combining this with section 3, we see that $c_1, c_2, \ldots, c_m$ are eigenvalues of $Y^{(0)}_t$ and squares of singular values of $B^{(0)}$. The determinant solution to the ddLV system (12) can be expressed as (3) with the sequences $\{a^{(n)}_k\}_{n=-\tau-1, \ldots}$ satisfying the recursion formula:

\[
\begin{align*}
a^{(n+1)}_k - a^{(n-\tau)}_k = a^{(n-1)}_{k+1},
\end{align*}
\]

instead of (2).

We now give a numerical example to demonstrate the asymptotic convergence as $n \to \infty$ in the ddLV system (12). As parameters in the dLV system (12), let $\tau = 2$ and $m_1 = m_2 = m_3 = 2$. For the initial settings, let $u_k^{(-2)} = 5$, $u_k^{(-1)} = 4$, $u_k^{(0)} = 11/2$, $u_k^{(-2)} = 3/10$, $u_k^{(-1)} = 1/20$, $u_k^{(0)} = 49/143$, $u_k^{(-2)} = 32/13$, $u_k^{(-1)} = 25/7$, $u_k^{(0)} = 36/11$. Since $w_{1,1}^{(0)} = 5$, $w_{2,1}^{(0)} = 9/5$, $w_{1,2}^{(0)} = 16/5$, $w_{2,2}^{(0)} = 4$, $w_{1,3}^{(0)} = 14/4$, $w_{2,3}^{(0)} = 15/4$, $w_{1,3}^{(0)} = 16/2$, $w_{2,3}^{(0)} = 36/2$, and $w_{3,3}^{(0)} = 36/11$, it follows that:

\[
Y^{(0)}_t = \begin{pmatrix} 5 & 3 & 0 & 0 & 0 & 0 \\ 3 & 5 & 0 & 0 & 0 & 0 \\ 0 & 0 & 4 & 1 & 0 & 0 \\ 0 & 0 & 1 & 4 & 0 & 0 \\ 0 & 0 & 0 & 1 & 7 & 2 \\ 0 & 0 & 0 & 7 & 11 & 2 \end{pmatrix}.
\]

Figures 1 and 2 show the values of $u_{1}^{(n)}$, $u_{2}^{(n)}$, and $u_{3}^{(n)}$ at $n = -2, -1, \ldots, 60$. From figure 1, the sequences $\{u_{1}^{(n)}\}_{n=-2,1,4,\ldots}$, $\{u_{3}^{(n)}\}_{n=-2,1,4,\ldots}$, $\{u_{2}^{(n)}\}_{n=-2,1,4,\ldots}$, and $\{u_{3}^{(n)}\}_{n=-2,1,4,\ldots}$ respectively approach 8, 2, 5, 3, 9, and 2, which are eigenvalues the 1st, 2nd, and 3rd blocks of $Y^{(0)}_t$. From figure 2, the sequences $\{u_{1}^{(n)}\}_{n=-2,1,4,\ldots}$, $\{u_{2}^{(n)}\}_{n=-2,1,4,\ldots}$, and $\{u_{3}^{(n)}\}_{n=-2,1,4,\ldots}$ all tend to 0.

Figure 1. Discrete-time $n$ (x-axis) versus values of $u_{1}^{(n)}$, $u_{2}^{(n)}$, and $u_{3}^{(n)}$ (y-axis). Circles: $\{u_{1}^{(n)}\}_{n=-2,1,4,\ldots}$; filled circles: $\{u_{1}^{(n)}\}_{n=-2,1,4,\ldots}$; triangles: $\{u_{2}^{(n)}\}_{n=-2,1,4,\ldots}$; filled triangles: $\{u_{2}^{(n)}\}_{n=-2,1,4,\ldots}$; squares: $\{u_{3}^{(n)}\}_{n=-2,1,4,\ldots}$; and filled squares: $\{u_{3}^{(n)}\}_{n=-2,1,4,\ldots}$.
5. Concluding remarks

In this paper, we proposed a time-delay version of the integrable discrete Lotka-Volterra (dLV) system by introducing a time delay into the LR transformations derived from the dLV system. The resulting delay dLV (ddLV) system is also an integrable system. This is because the solution can be explicitly expressed using the Hankel determinants, similarly to the original dLV system. We clarified the asymptotic convergence as discrete-time goes to infinity in the ddLV system, and showed an application for computing eigenvalues of block diagonal matrices whose diagonal blocks are tridiagonal matrices. In future work, by focusing on the LR transformations of other structured matrices, we plan to design time-delay versions of more complicated integrable discrete systems, such as the discrete hungry Toda equation, discrete hungry Lotka-Volterra system, and the discrete relativistic Toda equation. These integrable studies are also expected to support the development of discrete time-delay frameworks in mathematical and theoretical biology.
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