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Abstract We propose a method for generating a ruled B-spline surface fitting to a sequence of pre-defined ruling lines and the generated surface is required to be as developable as possible. Specifically, the terminal ruling lines are treated as hard constraints. Different from existing methods that compute a quasi-developable surface from two boundary curves and cannot achieve explicit ruling control, our method controls ruling lines in an intuitive way and serves as an effective tool for computing quasi-developable surfaces from freely-designed rulings. We treat this problem from the point of view of numerical optimization and solve for surfaces meeting the distance error tolerance allowed in applications. The performance and the efficacy of the proposed method are demonstrated by the experiments on a variety of models including an application of the method for the path planning in 5-axis computer numerical control (CNC) flank milling.
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1 Introduction

Sheet metal and wooden panels are widely-used materials for building ship-hulls and freeform architecture, which possess the physical property of high bendability and low stretchability. The developable surface is a suitable mathematical model for these materials and thus has important industrial applications\(^{[1-3]}\). Developable surfaces have also been investigated in computer numerical control (CNC) flank milling since they possess zero twist at the ruling lines and can be accurately machined with conical cutting tools\(^{[4,5]}\). However, current commercial CAD software does not have flexible and effective capabilities for modeling developable surfaces or quasi-developable surfaces. The study of design methods for developable surfaces has been an active research topic in recent years and a variety of approaches have been proposed\(^{[6-9]}\).

To be compatible with the surface representation in commercial CAD software, the designed surface is required to be represented by a B-spline surface. The most popular method starts with two curves serving as surface boundaries and a (quasi-)developable surface bounded by the curves (or their perturbation curves) is constructed. However, the line connecting the start (or end) points of the two curves is generally not a ruling line on the resulting surface. Therefore, the input curves need to be adjusted through curve extension and the generated surface needs to be trimmed\(^{[10]}\). Fig. 1 shows a simple example of the developable surface design based on boundary curves, which illustrates the necessity of curve extension and surface trimming.

This extension-trimming method has some drawbacks. 1) The developability of the resulting surface largely depends on the shape of the extension curves and it is not clear how to extend the original curves in...
Fig. 1. Developable surface modeling based on given design curves. (a) and (b) show two different perspectives of two initial design curves (thick curves) and the extension line of one design curve (thin curves). (c) Developable surface bounded by two given curves. The red line is the trimming line, and the blue dotted line is one of the rulings to be trimmed.

In this paper, we propose a quasi-developable surface design method based on a sequence of control rulings which are desired to lie on the resulting surface as much as possible. Moreover, we fix the first and the last ruling lines and control the interior shape explicitly using the control rulings. Different from the existing methods which design a surface in the dual space by specifying control planes tangent to the surface [11], our method works directly in the design space and is thus more geometrically intuitive. The main contributions of our work are summarized as follows.

- Our method generates a quasi-developable surface through the direct control of some lines which express the surface shape by serving as approximation targets. This manner provides a geometrically intuitive design tool which cannot be realized with existing methods.

- Our method provides the explicit control of the terminal ruling lines and thus avoids the tedious extension-trimming manner of traditional methods.
• Our method reveals the fact that there is a considerably large space of quasi-developable surfaces taking a given sequence of line segments as approximate rulings.

The rest of this paper is organized as follows. In Section 2, we discuss existing work on developable surface modeling. In Section 3, we propose a method for the developable surface design with control rulings. In Section 4, we propose a method to deal with an additional constraint of fixing one boundary. Section 5 presents some experimental results and discussions. Section 6 discusses the future research directions and concludes the paper.

2 Related Work

Developable surface modeling has been extensively studied and various representations have been considered\cite{1,3,12–18}. Although exact developable surface computation is an interesting mathematical problem, in real applications, only nearly developable surfaces exist for specific design input. In computer animation and simulation, the triangular and quadrilateral meshes are most frequently used (for the work on developable surface modeling based on meshes, please refer to [12–15]). In many CAD applications such as architectural surface design and CNC flank milling, it is desired that the surface can be approximated with a set of developable strips and the surface strips are represented by B-spline/NURBS surfaces\cite{3,16}. Subag and Elber approximated a general NURBS surface using piecewise developable surfaces with a global error bound\cite{17}. Pottmann et al. used the composite developable strip model to obtain free-form surfaces in architecture and manufacturing\cite{1}. Gavrilí et al. proposed a method to improve the developability of a B-spline surface using the property of its Gauss image\cite{18}. In this paper, we concern on the fundamental problem of designing a quasi-developable strip as a B-spline surface, which has wide applications in industry. For example, in the ship-hull design, the hull shape is described by some feature curves, and then the developable surface is constructed between two adjacent feature curves\cite{4}. Pottmann et al. demonstrated the possibility of approximating a freeform surface with a set of developable strips\cite{5}.

Discrete Developable Strips. Tang and Wang simulated the folding process of elastic sheets to approximate a developable surface via the operation of boundary triangulation\cite{19}. Wang et al. formulated the developable triangulation problem as a graph problem and used the Dijkstra algorithm to solve it\cite{20,21}. A local-global method was proposed to improve surface developability by optimizing mesh vertices\cite{7}. The surfaces obtained by these methods are discrete mesh surfaces.

Analytic Computation of Smooth Developable Strips. The smooth developable ruled surfaces are often represented as the Bézier or the B-spline surfaces. It is required that the surface satisfies the nonlinear developability constraint and particular boundary conditions (such as fixing one boundary curve). Some work studies the analytical computation of developable surfaces from the nonlinear developability equations\cite{8,16–26}. Chu studied the degrees of freedom in a developable B-spline surface bounded by two curves\cite{27}. The main issue with analytical methods is that the given inputs are required to lie on exact developable surfaces and this cannot be guaranteed in real applications such as the ship-hull design and the free-form architectural design. A developable surface can also be modelled by assembling a set of smooth surface patches. Triangular Bézier patches are used for creating smooth surfaces with $G^1$ continuity\cite{28} while quadrilateral Bézier patches are used for constructing smooth surfaces with $G^2$ continuity\cite{29}. However, these methods are not capable of constructing a developable surface strictly bounded by given curves. Moreover, the resulting surfaces do not possess explicit ruling lines which provide important guiding information in the real manufacturing process. Bodduuri and Ravani\cite{11} made use of the duality between plane and point geometries for developable surface modeling. However, this method is weak in terms of geometric intuition\cite{11}. Although analytical derivation of exact developable surfaces is mathematically interesting, this method cannot handle freely-designed inputs from which only approximate results can be obtained.

Numerical Computation of Smooth Quasi-Developable Strips. Numerical methods for the quasi-developable surface design have been widely studied in recent years due to their flexibility in handling freely-designed inputs. In this discipline, a quasi-developable surface which meets application error tolerance is computed. Tang et al. proposed an interactive design method and decreased the degree of the constraint equations by introducing auxiliary variables\cite{6}. Pérez and Suárez studied the application of quasi-developable B-spline surfaces in the ship-hull design and used the multi-conic method to modify the given curves to im-
prove surface developability \[3\]. A method has been proposed for computing a developable surface bounded by curves perturbed from original design curves, but the resulting surface is not a B-spline surface \[10\]. Bo et al. proposed a method for constructing a quasi-developable B-spline surface between given B-spline curves, and the resulting surface is strictly interpolated to given boundary curves \[30\]. As we have explained, the design method based on boundary curves is not a reasonable way to control the terminal rulings of the surface.

**Developable Strip Computation Considering Ruling Lines.** Ruling lines are considered as design guidance in some work. Chalfant and Maekawa proposed a quasi-developable design method based on given boundary curves and boundary rulings, and discussed its applications in ship-hull surface modeling \[2\]. Park et al. gave the direction of a set of ruling lines and two endpoints of the boundary curve, and obtained developable surfaces by optimal control \[31\]. Fernandez-Jambrina designed a developable surface by giving one boundary curve and two boundary rulings, but the endpoints of the boundary rulings cannot be specified by the designers \[32\]. Caton and Fernández-Jambrina improved the method in \[32\] by the degree elevation operation and provided the ability of choosing both endpoints of the rulings \[9\]. These methods generate exact developable surfaces and have strict requirements on boundary conditions. Therefore, these methods are not suitable for solving practical problems where the input curves or ruling lines may not contribute to a precise developable surface. In this paper, we propose an intuitive design method based on numerical computation for constructing a quasi-developable surface by specifying some ruling lines freely in the space as control tools.

The proposed method is distinguished from existing methods in that it works with freely-designed control rulings. This provides the designer a tool to define a quasi-developable surface by explicitly specifying and controlling some lines which are desired to be on the design surface. This explicit design manner, i.e., designing a surface by explicit control over some points or curves on the shape, has the benefit of geometric intuitiveness and is a popular way in the CAD community. However, to the best of our knowledge, similar techniques are currently not available for the developable surface design and our method is the first one with explicit control over the surface.

### 3 Developable Surface Design Through Control Rulings

#### 3.1 Problem Formulation

Given a sequence of line segments in space \(L_i, i = 0, ..., K\), with \(Q_i\) and \(P_i\) being the two endpoints of \(L_i\), and \(K + 1\) being the number of given line segments, we aim to generate an as-developable-as-possible surface \(S\) approximating \(L_i, i = 0, ..., K\). \(S\) is in the representation of a B-spline ruled surface

\[
S(t, s) = C_0(t)(1 - s) + C_1(t)s, \quad t, s \in [0, 1],
\]

where \(C_k(t)\), \(k = 0, 1\) is B-spline curves of degree \(d\) whose control points are denoted by \(P_{k, i}, i = 0, ..., N\) with \(N + 1\) being the number of control points. The clamped knot vector \(\Omega = (t_0, ..., t_{N+d+1})\) is used, which has duplicated terminal knots \((t_0 = ... = t_d = 0, t_{N+1} = ... = t_{N+d+1} = 1)\) and uniform internal knots. The ruled surface \(S\) is required to satisfy the developability constraints which are nonlinear functions. Approximating the given line segments with \(S\) requires each line segment \(L_i\) to be close to some ruling line on \(S\). Especially, the first and the last line segments \((L_0, L_K)\) are treated as hard constraints demanding \(L_0\) and \(L_K\) to be identical to \(S(0, s)\) and \(S(1, s)\), respectively. In this way, the input line segments serve as tools for controlling the surface shape and are thus called the control rulings.

Fitting \(S\) to the sequence of line segments \((L_i, i = 0, ..., K)\) can be solved by fitting the curves \(C_0(t)\) and \(C_1(t)\) to the corresponding endpoints of the line segments, i.e., to satisfy \(S(t_i) = Q_i\) and \(S(t_i) = P_i\), \(i = 0, ..., K\), where \(t_i\) is the parametrization of \(L_i\). It is clear that if we have \(C_0(t_i) = Q_i\) and \(C_1(t_i) = P_i\), the ruling line \(S(t_i, s)\) is identical to the input control ruling connecting \(Q_i\) and \(P_i\). Therefore, the problem of developable surface generation can be transformed into the problem of curve fitting, namely, finding two B-spline curves \(C_0(t)\) and \(C_1(t)\) fitting the data points \(Q_i\) and \(P_i\), \(i = 0, ..., K\), respectively. However, different from a general curve fitting problem, the curves \(C_0(t)\) and \(C_1(t)\) are interrelated in developable surface modeling by the following constraints:

- constraint 1: the data points \(Q_i\) and \(P_i\) correspond to the same parameter value \(t_i\);  
- constraint 2: the surface \(S\) bounded by \(C_0(t)\) and \(C_1(t)\), defined by (1), achieves a high degree of developability.
3.2 Algorithm

Because there are generally no exact developable surfaces interpolating arbitrary line sequences, we have to make some relaxations and compute developable surfaces numerically. In our method, we treat the first and the last control rulings as strict interpolation constraints and the interior control rulings as soft constraints. We formulate this problem as an optimization one and obtain the resulting curves $C_0(t)$, $C_1(t)$ and the developable surface $S$ by minimizing an objective function evaluating surface developability.

In order to formulate a function for evaluating developability and other useful properties of the surface, we consider the followings.

**Prime-Dual Formulation of Developability.** The surface $S$ bounded by $C_0(t)$ and $C_1(t)$ being a developable surface requires $S$ to meet the developability constraints which are usually nonlinear functions. A widely-used formulation of developability is

$$\|C_0(t), C_1(t), C_0(t) - C_1(t)\|^2 = 0.$$  

However, this highly non-linear function makes the optimization of surface developability difficult since the solution space contains many local minimizers. In order to simplify the constraint function, Tang et al. introduced additional variables by incorporating the normal function $N(t)$ and obtained

$$\begin{cases} 
C_0'(t) \times N(t) = 0, \\
C_1'(t) \times N(t) = 0, \\
(C_0(t) - C_1(t)) \times N(t) = 0, 
\end{cases} \quad (2)$$

where $N(t)$ is a B-spline function representing the normal field\cite{33}. This form combines the prime and the dual form of the developable surface and leads to stable convergence of optimization. Moreover, owing to the inherent smoothness of a B-spline curve, the normal function $N(t)$ has effect on surface regularization.

However, using a B-spline function for the normal field also means that all normals are linear combinations of the same set of control points and this reduces the degrees of freedom for improving surface developability. Therefore, we adopt independent normals $N_k$ at a set of samplings instead of a smooth B-spline function for the normal field. We thus introduce the following term to evaluate surface developability.

$$F_{\text{Dev}} = \sum_{k=0}^{M} \left( (C_0'(t_k) \times N_k)^2 + (C_1'(t_k) \times N_k)^2 + ((C_0(t_k) - C_1(t_k)) \times N_k)^2 \right), \quad (3)$$

where $t_k$ is a sampling parameter and $M + 1$ is the number of the sampling parameters. $N_k$ is the normal corresponding to $t_k$ which is also a variable in optimization in addition to the interior control points of $C_0(t)$ and $C_1(t)$. Although the number of variables in optimization becomes larger by using (3) than by using (2), the degree of functions becomes much smaller which makes the optimization easier and more stable\cite{10}.

**Surface Regularization.** The number of variables in optimization is the sum of the number of sampling normals ($M + 1$) on surface and the number of interior control points of $C_0(t)$ and $C_1(t)$. A large number of variables in optimization may lead to an unstable optimization process and even an unsatisfactory solution in some cases, which have been observed in previous work\cite{33} on curve and surface fitting. An effective method to deal with this problem is to introduce regularization terms for stabilizing the optimization process in favour of surface fairness. We introduce the following shape-control terms.

$$F_{\text{Energy0}} = \int_0^1 \|C_0''(t)\|^2 dt,$$

$$F_{\text{Energy1}} = \int_0^1 \|C_1''(t)\|^2 dt,$$

$$F_{\text{Width}} = \sum_{j=0}^{M-1} \left( \|C_0(t_j) - C_1(t_j)\|^2 - \|C_0(t_{j+1}) - C_1(t_{j+1})\|^2 \right)^2,$$

where $F_{\text{Energy0}}$ and $F_{\text{Energy1}}$ control the smoothness of $C_0(t)$ and $C_1(t)$, respectively, and $F_{\text{Width}}$ controls the width variation of the surface.

**Interior Control by Control Rulings.** In order to control the interior shape of the surface, the internal control rulings are taken into account for controlling the shape of surface and we define the following closeness term.

$$F_{\text{Closeness}} = \sum_{i=1}^{K-1} \left( \|C_1(t_i) - P_i\|^2 + \|C_0(t_i) - Q_i\|^2 \right)^2,$$

where $t_i$ is the parameter corresponding to $P_i$ and $Q_i$ which is also an unknown variable to solve for. Note that each end control point of both curves is fixed and is not treated as a variable in optimization, which confirms hard interpolation to the specified terminal rulings.

Viewing the interior control points of two curves $C_0(t)$ and $C_1(t)$ as variables in optimization provides a large number of degrees of freedom and enables a
high possibility of finding a surface with a high degree of developability. As we have seen, fitting the developable surface to a set of line segments is equivalent to fitting two curves to the vectors of data points \(Q = (Q_0, ..., Q_K)\) and \(P = (P_0, ..., P_K)\), respectively, with certain constraints. It is well-known that the parametrization of the data points is a key issue in curve fitting. In our specific problem, data parametrization is even more tricky than in ordinary curve fitting because the data points \(Q_i\) and \(P_i\) are required to have the same parameter value as stated in constraint 1. Therefore, the key issue is how to find the optimal parameter value \(t_i\) for \(Q_i\) and \(P_i\). We propose an algorithm which solves for \(C_0(t)\) and \(C_1(t)\) and parameter \(t_i\) through an iterative process. The main steps of this algorithm are described as follows.

1) Step 1: parametrize the rulings to make \(Q_i\) and \(P_i\) have the same parameter value \(t_i\) for \(i = 0, ..., K\), respectively. We employ the centroidal parametrization and obtain the parameter values \(u = (u_0, ..., u_K)\), and \(v = (v_0, ..., v_K)\) for \(Q\) and \(P\), respectively. Then the average value of the parameter values at two endpoints of a ruling is used for the parameter value of both endpoints. Precisely, \(t_i = \frac{1}{2}(u_i + v_i)\) is used as the parameter value for both \(Q_i\) and \(P_i\).

2) Step 2: construct the interpolation B-spline curves \(\tilde{C}_0(t)\) and \(\tilde{C}_1(t)\) satisfying \(\tilde{C}_0(t_j) = Q_j\) and \(\tilde{C}_1(t_j) = P_j\), \(j = 0, ..., K\). Generally, the surface \(S\) bounded by \(C_0(t)\) and \(C_1(t)\) as defined by (1) is not a developable surface and its developability needs to be improved by relaxing the constraint of curve interpolation.

3) Step 3: solve the minimization problem \(F_1 \rightarrow \min\), where \(F_1\) is defined in (4). We obtain two updated curves \(\tilde{C}_0(t)\) and \(\tilde{C}_1(t)\) (the same symbols are used for the curves before and after updating).

\[
F_1 = F_{\text{Dev}} + \lambda_{\text{Closeness}}F_{\text{Closeness}} + \lambda_{\text{Energy}}(F_{\text{Energy0}} + F_{\text{Energy1}}) + \lambda_{\text{Width}}FW_{\text{Width}}.
\]  

In order to provide a termination criterion of the iterative process, we evaluate the developability of the surface \(S\) bounded by the updated curves \(\tilde{C}_0(t)\) and \(\tilde{C}_1(t)\). If the developability requirements are met, or the improvement of developability by this iteration is ignorable, the algorithm can be stopped. Otherwise, we go to step 4.

4) Step 4: update the parameter values of the data points. For the data point \(Q_j\), a parameter value \(u_j\) is obtained, which is the parameter value of its nearest point (foot point) on \(\tilde{C}_0(t)\). Similarly, for the data point \(P_j\), the parameter value \(v_j\) of the nearest point (foot point) on \(\tilde{C}_1(t)\) is computed. For foot point computation, a Newton-like iteration method is used [14]. Then the value \(t_j = \frac{1}{2}(u_j + v_j)\) is used as the updated parameter value for both \(Q_j\) and \(P_j\). Then we go to step 3.

The variables in the iterative optimization process include the vector of all sample normals \(N = (N_0, ..., N_M)\) and the interior control points of \(C_0(t)\) and \(C_1(t)\) (the first and the last control points remain fixed). The algorithm is summarized in Algorithm 1. Note that the auxiliary variables in \(N\) are not returned since they are not used in the definition of the resulting surface. The outputs of the algorithm together with the fixed end points give us the total set of control points, i.e., \((C_{P0}^0, ..., C_{P0}^K)\) and \((C_{P1}^0, ..., C_{P1}^K)\) for \(C_0(t)\) and \(C_1(t)\), respectively. The resulting surface \(S\) is thus obtained by the definition of (1).

An experiment is shown in Fig.3. The surface developability is evaluated on a set of ruling lines by the warp angle which measures the angle between the normals at the end points of a ruling line. Specifically, the warp angle \(\Gamma_i\) associated with parameter \(t_i\) is defined by

\[
\Gamma_i = V(N(t_i, s = 0), N(t_i, s = 1)),
\]

where \(N(t_i, s)\) is the normal at \(S(t_i, s)\) and \(V(\cdot, \cdot)\) is the function calculating the angle between two vectors.

Algorithm 1. Developable Surface Computation from a Sequence of Control Rulings

**Input:** the sequence of developable rulings \(L_i = (Q_i, P_i), i = 0, ..., K\), the weights \(\lambda_{\text{Closeness}}, \lambda_{\text{Energy}}\) and \(\lambda_{\text{Width}}\), the number of the sampling parameters \(M + 1\)

**Output:** the interior control points of \(C_0(t) = CP^0_0, ..., CP^0_K\), the interior control points of \(C_1(t) = CP^1_0, ..., CP^1_K\)

1: Compute the parameter values \(t_i, i = 0, ..., K\) of the data points \(Q_i\) and \(P_i, i = 0, ..., K\), respectively
2: Two B-spline curves are computed as the initialization by solving the linear systems of equations \(C_0(t_i) = Q_i, i = 0, ..., K\) and \(C_1(t_i) = P_i, i = 0, ..., K\), respectively
3: repeat
4: Solve the minimization of (4) for the control points of \(C_0(t)\) and \(C_1(t)\), and the normals \(N_j, j = 0, ..., M\)
5: Update the parameter values \(t_i, i = 0, ..., K\) of the data points \(Q_i\) and \(P_i, i = 0, ..., K\) by projecting the data points to the corresponding curves \(\tilde{C}_0(t)\) and \(\tilde{C}_1(t)\), respectively
6: until the improvement of the surface is smaller than a predefined tolerance
7: return \(CP^0_0, ..., CP^0_K\) and \(CP^1_0, ..., CP^1_K\)
Fig. 3. Developable surface design through control rulings with both curves relaxed. \( \lambda_{\text{Energy}} = 0.000001, \lambda_{\text{Width}} = 0.000001, \) and \( \lambda_{\text{Closeness}} = 1. \) (a) Input control rulings forming a quad strip. (b) Initial interpolation surface. \( (\beta_{\text{Max}}, \beta_{\text{Ave}}) = (28.68, 15.88) \). (c) Resulting surface. \( (\hat{\beta}_{\text{Max}}, \hat{\beta}_{\text{Ave}}) = (3.91, 1.27) \), and \( (D_{\text{Max}}, D_{\text{Ave}}) = (0.025, 0.009) \). (d) The initial boundary curves (dotted curves) and the resulting boundary curves (solid curves) are shown together for comparison. (e) Color coding of warp angles of the initial interpolation surface in (b). (f) Color coding of warp angles of the resulting surface in (c). The convergence behaviour of Algorithm 1 is shown in (g) and (h). (g) Maximum warp angle vs iteration. (h) Average warp angle vs iteration.

Given a set of rulings (Fig. 3(a)), we first construct two initial interpolation B-spline curves \( \hat{C}_0(t), \hat{C}_1(t) \) and the initial interpolation surface \( S \) (Fig. 3(b)). Fig. 3(c) shows the resulting boundary curves and the resulting surface. \( \beta_{\text{Max}} \) and \( \beta_{\text{Ave}} \) represent the maximum and the average warp angle among a set of sampling rulings, respectively. \( D_{\text{Max}} \) and \( D_{\text{Ave}} \) represent the maximum and the average distance, respectively. Within the range of unit 1, the maximum distance from given data points to the resulting curves \( C_0(t) \) and \( C_1(t) \) is 0.025, and the average distance is 0.009, indicating that the surface achieves high degrees of approximation to input line segments. Fig. 3(d) shows the difference between initial interpolation curves (dotted curves) and result boundary curves (solid curves). Fig. 3(e) and Fig. 3(f) show the color coding of warp angles of the surfaces in Fig. 3(b) and Fig. 3(c), respectively. The color coding of each surface is based on the range of its own maximum and minimum warp angles. The convergence behaviour of Algorithm 1 is shown in Fig. 3(g) and Fig. 3(h), which demonstrates the super-linear convergence rate and high stability of the algorithm.

3.3 Designing the Control Rulings

Algorithm 1 depends on a sequence of line segments serving as control rulings of the surface. Basically, the line segments can be specified in the space freely by the designer. However, with arbitrary line segments in space, the distance between the control lines and the resulting developable surface may be large, which is not
desired in the surface design.

To reduce the difference between the original design rulings and the resulting surface, while still achieving a high degree of developability, additional constraints in the design of input rulings should be considered. It has been shown that planar quadrilateral strips can be viewed as the discretization of smooth developable surfaces\cite{14}. Therefore, in the design process of the control rulings, we require that every pair of adjacent rulings should be coplanar. Precisely, if the given rulings are denoted by \(L_i = P_iQ_i, i = 0, ..., K\), we require the quadrilateral \(P_iQ_iQ_{i+1}P_{i+1}\) bounded by two adjacent rulings \(L_i, L_{i+1}\) to be coplanar.

In Figs. 4(a)–4(c), the control rulings are designed arbitrarily and we observe that it is not always guaranteed that a resulting surface with a high degree of developability can meet the original design intention tightly. That is, a compromise between the original design intention of shape and a high degree of developability should be made.

Figs. 4(d)–4(f) give the experimental results with the original control rulings similar to those in Fig. 4(a) which however satisfy the coplanarity constraint. From the experimental results in Figs. 4(d)–4(f), we observe that we can obtain a developable surface better meeting the original design intention with input line segments forming a planar quadrilateral strip. The developability of the resulting surface based on coplanar lines is about an order of magnitude better than that based on non-planar lines and the resulting surface based on coplanar lines achieves good approximation quality to the control rulings.

From these experiments, we can suggest the following procedural way of the control ruling design. Once the \(i\)-th control ruling \(L_i\) is ready, the \((i + 1)\)-th ruling should be defined on the plane containing \(L_i\). Once we have a sequence of line segments, it is easy to adjust the length of each line segment so that the sequence of end points of the line segments forms two fair curves. Note that although this process depends on a sequence of planes, this method is essentially different from the existing methods working with planes tangent to the developable surface. Our method works directly in the design space which has more geometric intuition than

![Fig. 4](image-url)
those working in the dual space. This algorithm of the control ruling design is presented in Algorithm 2. Another option of designing a sequence of coplanar lines is applying the quadrilateral mesh optimization method with nonlinear coplanarity constraints [14].

4 Developable Surface Design with One Fixed Boundary

In some applications, one of the boundary curves of the developable surface is specified and fixed. Given additionally a set of straight line segments serving as ruling lines, we need to construct the other boundary curve to obtain the developable surface $S$. It is interesting to reveal the capability of our surface design method with such an additional constraint which obviously decreases the degrees of freedom in surface design. Without loss of generality, we assume the boundary curve $C_0(t), t \in [0, 1]$ is given and fixed. The control rulings are a sequence of line segments $L_i, i = 0, ..., K$ emanating from sample points on $C_0(t)$. The developable surface to compute is required to satisfy the following constraints: the line segments $L_i$ are identical to $\overline{C_0(t_i)P_i}, i = 0, ..., K$, with $t_0 = 0, t_K = 1$ indicating the terminal interpolation constraints and $P_i$ being data points in the space.

Since $C_0(t)$ is fixed and the endpoints of $C_1(t)$ are fixed to be $P_0$ and $P_K$, the unknown variables are the interior control points of $C_1(t)$, i.e., $P_i, i = 1, ..., K - 1$, in addition to the variable normals. The objective is to make $C_1(t)$ approximate $P_i, i = 1, ..., K - 1$ such that the surface $S$ defined in (1) achieves a high degree of developability. Basically, this problem comes from the problem in Subsection 3.2 with an additional constraint of fixing one boundary curve. This additional constraint greatly simplifies the problem due to the requirement that two endpoints of one ruling should have the same parameter (constraint 1), which means that the parameter of the data point $P_i$ is known to be the parameter $t_i$ of the other point of the ruling line on $C_0(t)$. Therefore, the interior closeness term becomes

$$F_{\text{Interior}} = \sum_{i=1}^{K-1} \| C_1(t_i) - P_i \|^2,$$

where the parameter value $t_i$ is constant, which is equal to the parameter value of the other endpoint of the control ruling line $L_i = \overline{C_0(t_i)P_i}$.

With the parameters $t_i$ being known values, the designed surface depends on the curve $C_1(t)$ which can be computed by minimizing an objective function, without resorting to an iterative procedure for computing the parameter values. The objective function is defined by

$$F_2 = F_{\text{Dev}} + \lambda_{\text{Energy}}F_{\text{Energy}} + \lambda_{\text{Width}}F_{\text{Width}} + \lambda_{\text{Interior}}F_{\text{Interior}}. \quad (5)$$

The algorithm with fixed parameters is presented in Algorithm 3. The resulting B-spline surface defined by (1) is obtained using the outputs of Algorithm 3 and the fixed end points $CP_0$ and $CP_K$.

It is interesting to know whether there is enough degrees of freedom with the additional boundary fixing constraint. We illustrate this by several experiments in Fig.5–Fig.7. Firstly, we assume there are no more control rulings other than the first and the last ones. This case is characterized by $K = 1$ in our definition. The first and the last ruling line can be defined by two additional data points $P_0$ and $P_1$ in space and are denoted by $\overline{C_0(0)P_0}$ and $\overline{C_0(1)P_1}$, respectively. This design model is conceptually similar to the design of a Hermite curve by specifying the end data points and associated tangent vectors.

In this case, the energy term $F_{\text{Energy}}$ and the width variation control term $F_{\text{Width}}$ have an important effect on the interior shape of the resulting surface which is illustrated by the experimental results in Fig.5 and Fig.6, respectively. The boundary curve $C_1(t)$ is initialized by transforming the control points of $C_0(t)$ by rotation, translation and scaling operations such that $C_0(0)$ and

---

**Algorithm 2.** Design Process of Sequence of Control Rulings

**Input:** a target shape in the designer’s mind

**Output:** the sequence of straight line segments in space $L_i = (Q_i, P_i), i = 0, ..., K$

1: The first line segment $L_0$ is defined by specifying two data points $Q_0$ and $P_0$ in the space
2: $i = 0$
3: repeat
4: A plane $\Omega_i$ containing $L_i$ is defined by specifying a line segment $W_i = (A_i, B_i)$ in the space where $A_i$ is a data point on $L_i$
5: The $(i + 1)$-th line segment is defined by specifying two data points on the plane $\Omega_i$
6: $i++$
7: until The current line segment is specified as the last line segment
8: return $L_i = (Q_i, P_i), i = 0, ..., K$
Algorithm 3. Developable Surface Computation from a Sequence of Control Rulings and a Fixed Boundary Curve

**Input:** the sequence of control rulings $L_i = (Q_i, P_i), i = 0, ..., K$, the curve $C_0(t)$ which interpolates the data points $Q_i, i = 0, ..., K$, the weights $\lambda_{\text{Energy}}, \lambda_{\text{Width}}$ and $\lambda_{\text{Interior}}$, the number of the sampling normals $M + 1$

**Output:** the interior control points of $C_1(t)$: $CP^1_0, ..., CP^1_K$.

1. For each data point $P_i, i = 0, ..., K$, the parameter value of the data point $Q_i$ on $C_0(t)$ is used for its parametrization
2. A B-spline curve $C_1(t)$ satisfying $C_1(t_i) = P_i, i = 0, ..., K$ is computed by solving the linear system of equations
3. A set of normals $N_k, k = 0, ..., M$ are computed on the B-spline surface $S$ bounded by $C_0(t)$ and $C_1(t)$, defined by (1)
4. Solve the minimization of (5) for the control points of $C_1(t)$ and the normals $N_j, j = 0, ..., M$
5. return $CP^1_0, ..., CP^1_K$.

$C_0(1)$ coincide with $P_0$ and $P_1$, respectively. The developability of the surface is evaluated by the warps between the normals at both ends of the ruling lines.

Observing the results in Fig.5, we find that the energy term $F_{\text{Energy}}$ can efficiently control the shape of the boundary curve and avoid self-overlapping of the surface, without sacrificing the developability of the surface. In fact, the resulting surface achieves a higher degree of developability than the resulting surfaces without the energy term. This is because the energy term $F_{\text{Energy}}$ leads to a finer shape of the solution space and consequently a stable optimization process which avoids unsatisfactory local minimums. Observing the results shown in Fig.6, the width variation control term $F_{\text{Width}}$ makes the resulting surface have a smooth variation of the width of ruling lines with improved surface developability. The reason for better developability is the same as that of the energy term $F_{\text{Energy}}$.

When $K > 1$, the interior rulings other than the end ones can be used to control the interior shape of the resulting surface, which also introduce more constraints and further reduce the number of the degrees of freedom. The experiments in Fig.7 show the difference between the results with and without the constraint of interior rulings. The upper boundary curve $C_0(t)$ in Fig.7(a) is the given curve which is fixed. Fig.7(b) and Fig.7(c) show the developable surfaces without and with the constraint of interior rulings, respectively. The color coding in Fig.7 indicates the magnitude of the warp angle. We also measure the distances from the endpoints of rulings to the final boundary curve.

We conclude that in the case of fixing one boundary curve, surface developability has to be given up to
some extent in order to comply with the interior control rulings. This implies that only a limited design space exists and the boundary interpolation constraint should be relaxed to increase the possibility of finding a surface with a high degree of developability.

5 Method Evaluation and Discussions

In this section, we show more experiments and discuss the capability and flexibility of our proposed method. Surface developability is evaluated by measuring the warp angles at a set of ruling lines. Existing work has shown that the practical requirements of the ship-hull design can be met when the maximum warp angle is less than $6^\circ$ [3].

5.1 Implementation Details

The proposed algorithms have been implemented with C++ on the Microsoft Visual Studio platform. All experiments are performed on a laptop with 2.6 GHz Intel Core i7 CPU and 16 GB 2400 MHz DDR4 memory.

In our experiments, the boundary curves are cubic B-spline curves. The number of samplings $(M + 1)$ on the surface is 100 which is used to evaluate surface developability during optimization. Theoretically, $M + 1$ should depend on the number of control points of the B-spline surface and a very small value of $M + 1$ possibly makes some control points of the surface unconstrained and leads to a bad result. Practically, as long as $M + 1$ is large enough, our method works very well. The minimization of the nonlinear functions (4) and (5) is solved with the L-BFGS algorithm [33]. The running time ranges from 16 s to 60 s for the experiments in this paper.

The weight of each term in the objective function is determined empirically. To unify the weight settings in the objective function, all models are scaled into a unit box. We use the same weights in one algorithm for all experiments and obtain satisfactory results. The weight settings $(\lambda_{\text{Energy}}, \lambda_{\text{Width}}, \lambda_{\text{Closeness}})$, the maximum and the average warp angles $(\beta_{\text{Max}}, \beta_{\text{Ave}})$ of the resulting surfaces and the distance errors $(D_{\text{Max}}, D_{\text{Ave}})$ of the experiments in this paper are given in Table 1.

5.2 Experiments on Relaxing Both Boundary Curves

In Fig. 8, we give a comparison of the performance of fixing one boundary curve (Algorithm 3 in Section 4) and relaxing both curves (Algorithm 1 in Subsection 3.2), with the same input control rulings, the
Table 1. Hyperparameter Settings and Results of the Experiments in this Paper

| Figure | $\lambda_{\text{Energy}}$ | $\lambda_{\text{Width}}$ | $\lambda_{\text{Closeness}}$ | ($\beta^\text{pre}_{\text{Max}}, \beta^\text{pre}_{\text{Ave}}$) | ($\beta^\text{ref}_{\text{Max}}, \beta^\text{ref}_{\text{Ave}}$) | ($D^\text{Max}, D^\text{Ave}$) | Algorithm |
|--------|--------------------------|--------------------------|-------------------------------|----------------------------------|----------------------------------|-----------------------------|-----------|
| Fig.3  | 0.00001                  | 0.00001                  | 1.00000                       | (28.68, 15.88)                  | (3.91, 1.27)                     | (0.025, 0.009)               | Algorithm 1 |
| Fig.8(d)| 0.00001                  | 0.00001                  | 1.00000                       | (67.52, 16.81)                  | (1.28, 0.28)                     | (0.012, 0.005)               | Algorithm 1 |
| Fig.9  | 0.00001                  | 0.00001                  | 1.00000                       | (71.78, 16.56)                  | (1.93, 0.48)                     | (0.016, 0.006)               | Algorithm 1 |
| Fig.10(a)| 0.00100                  | 0.00001                  | NA                            | (20.63, 4.86)                   | (2.88, 0.70)                     | NA                          | Algorithm 3 |
| Fig.10(c)| 0.00100                  | 0.00001                  | NA                            | (90.00, 16.37)                  | (3.95, 0.89)                     | NA                          | Algorithm 3 |
| Fig.10(e)| 0.00100                  | 0.00001                  | NA                            | (25.23, 5.36)                   | (3.92, 0.98)                     | NA                          | Algorithm 3 |
| Fig.10(g)| 0.00100                  | 0.00001                  | NA                            | (28.14, 5.90)                   | (3.91, 0.87)                     | NA                          | Algorithm 3 |
| Fig.10(i)| 0.00100                  | 0.00001                  | NA                            | (39.69, 20.59)                  | (4.00, 1.06)                     | NA                          | Algorithm 3 |
| Fig.10(k)| 0.00100                  | 0.00001                  | NA                            | (20.50, 4.92)                   | (2.45, 0.59)                     | NA                          | Algorithm 3 |
| Fig.11(d)| 0.00001                  | 0.00001                  | 1.00000                       | (38.68, 7.52)                   | (0.61, 0.18)                     | (0.029, 0.011)               | Algorithm 1 |
| Fig.11(e)| NA                      | NA                      | NA                            | (38.68, 7.52)                   | (12.18, 1.11)                    | (0.019, 0.006)               | Algorithm 1 |
| Fig.11(f)| NA                      | NA                      | NA                            | (38.68, 7.52)                   | (1.39, 0.22)                     | (0.043, 0.015)               | Algorithm 1 |
| Fig.12(c)| 0.00001                  | 0.10000                  | 0.10000                       | (1.70, 1.32)                    | (0.03, 0.01)                     | (0.020, 0.010)               | Algorithm 1 |
| Fig.12(e)| 0.00001                  | 0.10000                  | 0.10000                       | (1.29, 1.00)                    | (0.02, 0.004)                    | (0.030, 0.010)               | Algorithm 1 |
| Fig.12(g)| 0.00001                  | 0.10000                  | 0.10000                       | (2.72, 2.22)                    | (0.09, 0.02)                     | (0.050, 0.030)               | Algorithm 1 |

Note: ($\beta^\text{pre}_{\text{Max}}, \beta^\text{pre}_{\text{Ave}}$) $\rightarrow$ ($\beta^\text{ref}_{\text{Max}}, \beta^\text{ref}_{\text{Ave}}$) indicates the change of the maximum and the average warp angles. NA: not available.

Fig.8. Comparison between Algorithm 3 and Algorithm 1. (d)-(f) show the results with the upper curve fixed. (g)-(i) show the results with both curves relaxed. The same weights $\lambda_{\text{Energy}} = 0.00001$, $\lambda_{\text{Width}} = 0.00001$, $\lambda_{\text{Interior}}/\lambda_{\text{Closeness}} = 1$ are used for all experiments. (a) Input control rulings. (b) Initial surface ($\beta^\text{ref}_{\text{Max}}, \beta^\text{ref}_{\text{Ave}}$) = (67.52, 16.81). (c) Comparison between resulting boundary curves with both curves relaxed (dotted curves) and one curve fixed (solid curves). (d) Resulting surface using the algorithm of fixing one curve with the surface in (b) as an initialization; ($\beta^\text{ref}_{\text{Max}}, \beta^\text{ref}_{\text{Ave}}$) = (53.74, 9.54), ($D^\text{Max}, D^\text{Ave}$) = (0.014, 0.006). (e) Color coding of warp angles on the surface in (d). (f) Comparison between the initial boundary curves (dotted curves below) and the resulting boundary curves (solid curves below). (g) Resulting surface using the method relaxing both curves with the surface in (b) as the initialization; ($\beta^\text{ref}_{\text{Max}}, \beta^\text{ref}_{\text{Ave}}$) = (1.28, 0.28), ($D^\text{Max}, D^\text{Ave}$) = (0.012, 0.005). (h) Color coding of warp angles on the surface in (g). (i) Comparison between initial boundary curves (dotted curves) and result boundary curves (solid curves).
same weight settings and the same termination conditions of the optimization. The results are shown in Fig. 8. For this experiment, adjacent lines in the input are coplanar as shown in Fig. 8(a). Using the given weight setting, the algorithm fixing one boundary curve makes only a small improvement on surface developability. The surface developability can be further improved by decreasing $\lambda_{\text{interior}}$, but it will also decrease the fitting quality. For the same input and the same initial curves, the method relaxing both boundary curves enables the resulting surface to achieve a much higher degree of developability. Moreover, the distance errors between the resulting surface and the given rulings are also smaller.

This experiment demonstrates that a tiny perturbation of control rulings provides a larger solution space of developable surfaces than fixing boundary curves. The optimization algorithm is thus able to find a much higher developability of the resulting surface without sacrificing the fidelity to original design intention. Since in real applications, a particular level of distance errors of the surface is always reasonable, the proposed method of curve perturbation is a practically useful method for generating developable surfaces with a high degree of developability from control rulings.

Fig. 9 shows a highly-curved shape where the input control rulings obey the coplanarity property as described in Subsection 3.3. We observe that even the initial control rulings form a discrete developable surface, the B-spline surface bounded by the direct interpolation curves using the averaged centripedal parametrization is far from being developable. The warp angles are usually $30^\circ$--$70^\circ$. Note that the method in [3] for constructing quasi-developable surfaces is similar to our initialization method in that both methods generate a B-spline surface by parametrizing the sequence of ruling lines forming a discrete developable surface. The bad developability observed in our experiments is a demonstration of the necessity of computing a B-spline surface directly, instead of computing a sequence of developable lines.

With the initial B-spline surfaces interpolating the control rulings, Algorithm 1 gives a surface whose maximum warp angle is less than $1^\circ$ in most cases, which is
fairly good considering application requirements. This is achieved by introducing a small fitting error which is also acceptable in industrial applications such as ship hull design and architecture surface design.

5.3 Experiments on Fixing One Boundary Curve

Algorithm 3 in Section 4 is useful when fixing one boundary of the surface is a hard rule, especially when there are no interior control rulings. This has been demonstrated by the results in Figs.5–7.

To fully investigate the flexibility of our method with one fixed boundary curve, we evaluate the resulting surfaces computed from various terminal rulings and the same fixed boundary curve \( C_0(t) \). The experimental results in Fig.10 demonstrate that by fixing one boundary curve and two terminal rulings, there are still enough degrees of freedom for generating a high degree of developability, and the interior shape can be nicely controlled with our shape regularization terms. This provides the users with a developable surface design tool by modifying the terminal ruling lines which act as hard interpolation constraints.

5.4 Comparisons with Existing Methods

Existing methods generate quasi-developable surfaces from boundary curves and cannot be directly used for fitting a sequence of control ruling lines. Fortu-

Fig.10. Results from various terminal rulings and the same fixed boundary curve \( C_0(t) \). (a)(c)(e)(g)(i)(k) show the initial surfaces and (b)(d)(f)(h)(j)(l) show corresponding resulting surfaces. The same weights to function terms are used: \( \lambda_{\text{Energy}} = 0.001 \), \( \lambda_{\text{Width}} = 0.00001 \). (a) Initial surface \((\beta_{\text{Max}}, \beta_{\text{Avg}}) = (20.63, 4.86)\). (b) Resulting surface \((\beta_{\text{Max}}, \beta_{\text{Avg}}) = (2.88, 0.70)\). (c) Initial surface \((\beta_{\text{Max}}, \beta_{\text{Avg}}) = (90.00, 16.37)\). (d) Resulting surface \((\beta_{\text{Max}}, \beta_{\text{Avg}}) = (3.95, 0.89)\). (e) Initial surface \((\beta_{\text{Max}}, \beta_{\text{Avg}}) = (25.23, 5.36)\). (f) Resulting surface \((\beta_{\text{Max}}, \beta_{\text{Avg}}) = (3.92, 0.98)\). (g) Initial surface \((\beta_{\text{Max}}, \beta_{\text{Avg}}) = (28.14, 5.90)\). (h) Resulting surface \((\beta_{\text{Max}}, \beta_{\text{Avg}}) = (3.91, 0.87)\). (i) Initial surface \((\beta_{\text{Max}}, \beta_{\text{Avg}}) = (39.69, 20.59)\). (j) Resulting surface \((\beta_{\text{Max}}, \beta_{\text{Avg}}) = (4.00, 1.06)\). (k) Initial surface \((\beta_{\text{Max}}, \beta_{\text{Avg}}) = (20.50, 4.92)\). (l) Resulting surface \((\beta_{\text{Max}}, \beta_{\text{Avg}}) = (2.45, 0.59)\). The color coding of each surface is based on the range of its own maximum and minimum warp angles.
nately, curve interpolation to a sequence of data points is a well-studied problem and smooth curves interpolating the end points of the control rulings are easily computed\cite{35}. Then existing developable surface modelling methods working with boundary curves can be employed\cite{3,10}. We compare our method with two existing methods which compute quasi-developable surfaces from boundary curves and demonstrate the advantages of our method. The first method (method 1) proposed in \cite{3} computes a discrete representation by searching for a sequence of lines connecting the input boundary curves which are locally developable. A smooth surface is then computed by the curve interpolation method\cite{35}. The second method (method 2) proposed in \cite{10} solves for a smooth surface which maximizes the developability of the surface with its boundaries approximating the input curves. The results are given in Fig.11. The results by all methods have similar distance errors and the values can be found in Table 1. From the color coding of warp angles of the resulting surfaces, we observe that our method can generate a surface with a high degree of developability.

The resulting surface via method 1 has a small region with bad developability, although most parts of the surface are highly developable. This is caused by the discrete nature of this method and a larger sampling density may improve the result which is however highly time-consuming. Moreover, even if the discrete
lines are developable, the developability of the resulting continuous surface is not guaranteed because the results also depend on the parametrization of the discrete lines. We also notice the unfairness of the interpolation curves because curve fairness is not considered in this method. The resulting surface via method 2 is good in terms of developability, which, however, does not preserve the terminal control rulings. Note that although method 1 computes interpolation curves, it has zero distance only at the interpolation positions and approximation errors still exist for the remaining parts.

5.5 More Examples

In this subsection, we show more experimental results. Fig. 9 shows a curved model for which the proposed method also works well. To test the performance of our method with real industrial data, we apply our method to compute quasi-developable strips for path planning in 5-axis CNC flank milling. It is well-known that a model can be accurately machined with conical tools if the surface is developable [4]. Because most models in industry are non-developable surfaces, it is highly demanding that a surface can be approximated with developable strips with a high precision. As we have discussed in Section 1, it is often much desired that the terminal rulings of the developable surface can be explicitly specified and our method provides a useful tool for that purpose. Fig. 12 shows three quasi-developable strips on the blisk surface computed using our method for which the control rulings are interactively specified by the user. The experiments show that our method is capable of generating surface strips which meet the manufacturing tolerance in CNC milling. This experiment shows the potential application of our method in the path planning for CNC flank milling.

6 Conclusions

An intuitive design method was proposed to construct a quasi-developable B-spline surface through a sequence of specified rulings. Our method is geometrically intuitive because the surface is directly controlled by the control rulings. This design process is similar to the curve design through control points. Our approach has a distinctive advantage over existing algorithms in that the terminal ruling lines of the resulting surface are specifically defined. The disadvantage of our method is that the weight settings of each term in the objective

![Fig. 12. Results on a blisk surface. (a) Part of a blisk model. (b) Surface for test. (c) Resulting strip 1. (d) Color coding of warp angles of strip 1. (e) Resulting strip 2. (f) Color coding of warp angles of strip 2. (g) Resulting strip 3. (h) Color coding of warp angles of strip 3.](image-url)
function cannot be done automatically. Another limitation of our method is that it is not efficient enough for interactive design and efficiency improvement should be further investigated in the future. We are also interested in the automatic generation of control rulings on a target surface which can lead to quasi-developable surfaces with a high approximation accuracy. This method will make our approach a useful tool for path planning in CNC flank milling.
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