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Abstract
All signals obtained as instrumental response of analytical apparatus are affected by noise, as in Raman spectroscopy. Whereas Raman scattering is an inherently weak process, the noise background may lead to misinterpretations. Although surface amplification of the Raman signal using metallic nanoparticles has been a strategy employed to partially solve the signal-to-noise problem, the preprocessing of Raman spectral data through the use of mathematical filters has become an integral part of Raman spectroscopy analysis. In this paper, a Tikhonov modified method to remove random noise in experimental data is presented. In order to refine and improve the Tikhonov method as a filter, the proposed method includes Euclidean norm of the fractional-order derivative of the solution as an additional criterion in Tikhonov function. In the strategy used here, the solution depends on the regularization parameter, $\lambda$, and on the fractional derivative order, $\alpha$. As will be demonstrated, with the algorithm presented here, it is possible to obtain a noise-free spectrum without affecting the fidelity of the molecular signal. In this alternative, the fractional derivative works as a fine control parameter for the usual Tikhonov method. The proposed method was applied to simulated data and to surface-enhanced Raman scattering (SERS) spectra of crystal violet dye in Ag nanoparticles colloidal dispersion.
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1 | INTRODUCTION

In the chemistry research field, it is common to obtain in single analysis a large sequence of measurements that are related by some variable, such as wave number. For example, Raman and infrared (IR) spectroscopy provide detailed chemical information from radiated energy as function of the wave number. These techniques are routinely used in various application areas,¹⁻⁵ namely, pharmaceutical, polymers, forensic, environmental, food sciences, and biological diagnostics. The experimental IR or Raman spectra usually contain noise that may lead to misinterpretation. In this case, analytical signal processing techniques are used to remove the noise⁶⁻¹² from the experimental data. The goal of
these mathematical operations is to remove noise without losing many details in experimental data, which could be correlated to some physical or chemical property of interest.

These techniques, widely applied in analytical chemistry, are denominated mathematical filters. The most most popular is the polynomial least-squares smoothing filter, more commonly known as the Savitzky–Golay filter. Another frequently used technique is based on Fourier transform and inverse Fourier transform, called fast Fourier transform filter, in which the separation of the frequency components of the Raman spectrum from those noises is carried out.

A lesser known method in chemistry analysis is the Tikhonov algorithm. Although widely employed in image processing and inverse problems, its use in chemometrics is not often found in literature, some examples are previous works. Kalivas and Tencate et al. present an important review of the current literature about the Tikhonov method (TM) in chemometrics area. As it will be shown, the Tikhonov method is easy to implement and efficient. In the Tikhonov method, the regularization parameter controls the weight given to each information in the objective function. By selecting the regularization parameter, it is possible to effectively manipulate the amount of signal that is removed. As previously highlighted, the control of how much or how little noise is removed from the data signal, without affecting the main signal, is very important to avoid misinterpretation. The Tikhonov method has been a very powerful tool in filtering out the influence of noise and fluorescence background in Raman spectrum. In Liu et al., the authors proposed a model that combines baseline correction and denoising, performing both operations simultaneously. However, as we shall see, more efficient methods are needed in order to minimize oscillations in the solution and allow greater control of the filter.

In an attempt to refine and improve the Tikhonov method as a filter, a new denoising method based in the Tikhonov method is presented in this paper. The proposed method includes Euclidean norm of the fractional-order derivative of the solution as an additional criterion in the objective function. The motivation to use fractional-order derivative is to include a nonlocal effect into the Tikhonov method, which does not exist in the original model. In this paper, Grünwald–Letnikov (GL) fractional derivative will be used to generalize the derivative concept from integer order to fractional order. The GL fractional derivative of \( f \), \( D^\alpha f(x) \), is clearly a nonlocal operator, since the sum that defines \( D^\alpha f(x) \) consists of \( n \) terms with \( f(x) \) at different values of the \( x \).

Recently, many papers in literature have reported the use of fractional-order derivative as a better alternative than the integer-order derivative. A similar improvement of the Tikhonov regularization method was proposed by us and tested in the inverse black body radiation problem. This work shows that the proposed modification is more flexible than the original method, with better results using fractional derivative order instead of integer order. However, the improvement in Tikhonov method as filter technique, proposed here, has not yet been explored in the literature. In this paper, the fractional Tikhonov method will be presented and used in the preprocessing of experimentally obtained Raman spectra for crystal violet dye solutions in contact with a dispersion of silver nanoparticles. An evaluation of the quality of the pretreatment will be performed by comparing the result obtained by Tikhonov method with that obtained by the modified Tikhonov method with fractional derivative operator in objective function.

Fractional calculus is a branch of mathematical analysis that generalizes the derivatives and integrals of integer order as arbitrary order. Although the history of fractional calculus started almost simultaneously to its integer-order counterpart, the mathematics, and especially its applications, are considerably less developed and recently has received more attention from chemists. Of the many definitions for fractional-order derivative, the GL definition is the most often used. The GL definition is simply a generalization of the ordinary discretization formula for integer order derivatives, and most straightforward from the point of view of numerical implementation. For this purpose, the matrix form of GL will be used. The fractional calculus provides an excellent instrument for the description of memory properties of various processes, which is the motivation for this study.

The use of the GL derivative in Tikhonov function was first presented in Santos et al. in the context of the study of inverse problem. This work shows that the proposed modification is more flexible than the original method, with better results using fractional order instead of integer order. Mohammady and Eslahchi obtained new Tikhonov regularization matrices based on the discretization of Caputo fractional derivative. In this work, linear discrete ill-posed problems were used to illustrate the performance of the regularization matrices based on fractional-order derivative. The authors concluded that one of the advantages of this method is that the good choice of the fractional order can help to improve the result. In the present study, for the first time, we employ the fractional Tikhonov method (FTM) as filter to remove noise from Raman spectrum.

Particularly, with the advent of the development of surface-enhanced Raman scattering (SERS), which took place in the 1970s, research in the areas of physics and chemistry of interfaces has advanced significantly with the emergence of
several potential applications of this technique, ranging from the development of new sensors to biomedical applications. In conjunction with that, the Raman spectroscopy will be chosen to test the proposed method given that Raman scattering is an inherently weak process, which often results in low signal, meaning that Raman spectroscopy is vulnerable to noise. These noises arise from several sources that can be reduced by experimental control procedure. However, these measures can be inefficient or impractical in certain applications, due to computational costs. Therefore, an efficient denoising algorithm for mathematical processing of spectra would be advantageous.

In the strategy proposed here, the solution will depend on the regularization parameter, $\lambda$, and on the fractional derivative order, $\alpha$. For $\alpha$ assuming real value between 0 and 2, the solution obtained is more adequate than the ones from the usual Tikhonov regularization method. Using this technique, it will be possible to obtain a smooth noise-free spectrum without affecting the fidelity of sharp spectral features in this process. In this work, the background line will be considered as part of the useful signal, considering that random noise reduction is the major focus of this proposed method. In the future, modified procedures based on this proposal may be implemented, in which baseline removal and noise reduction are carried out simultaneously.

In Section 2, we will begin by introducing our generalized model and the necessary foundations of fractional calculus will be presented. Details of the experimental procedure to obtain the SERS spectra are going to be presented in Section 3. The prototype problem for the examination of the method proposed is going to be presented in Section 4 together with results obtained and discussion of the efficiency of the strategy proposed here. Then, in Section 5, the conclusions will be summarized.

## 2 | METHODOLOGY

### 2.1 | Generalized Tikhonov functional

When experimental $f(\nu)$ function contains noises which often oscillate with large amplitude and frequency, the filter algorithms are needed to provide clear information about the features of the observed system. Tikhonov’s method can be used as a strategy to solve this problem, with success in many cases. The Tikhonov method consists of finding the solution that minimizes the function $\Phi_\lambda(f)$, where $\Phi_\lambda(f)$ is given by

$$
\Phi_\lambda(f) = ||f - \hat{f}||^2 + \lambda^2 \left( a_0 ||f||^2 + a_1 ||f'||^2 + a_2 ||f''||^2 \right)
$$

(1)

Here, the prime symbol is the first-order derivative of $f$ and the double prime symbol is used to represent the second order derivative of $f$. The $\hat{f}$ function is the experimental data point.

Along this path, the strategy is to recover input signal without noise. Unlike the usual Tikhonov method in which the goal is to find $g$, such that $Kg = f$, in this case, the output $f$ is a new $\hat{f}$. Therefore, the solution $f$ is experimental data $\hat{f}$ without noise.

Parameters $a_0$, $a_1$, and $a_2$ are keys, which are used to lock ($a_i \neq 0$) and unlock ($a_i = 0$) the additional restriction on square difference norm. The relative weight of the terms in Tikhonov functional can be controlled by changing the values of the $a_i$. The regularization parameter $\lambda$ represents the weight given to the additional restriction, therefore the solution provided depends on the chosen regularization parameter.

The most simple way to obtain the differential operator is an obvious method based on the definition of $df(\nu)/d\nu$ and $d^2f(\nu)/d\nu^2$, in this case

$$
\left. \frac{df}{d\nu} \right|_{\nu_i} = \lim_{\Delta\nu \to 0} \frac{\Delta f(\nu)}{\Delta \nu} \approx \frac{f(\nu_i + h) - f(\nu_i)}{h}
$$

(2)

and

$$
\left. \frac{d^2f}{d\nu^2} \right|_{\nu_i} = \lim_{\Delta\nu \to 0} \frac{\Delta f'(\nu)}{\Delta \nu} \approx \frac{f'(\nu_i + h) - f'(\nu_i)}{h} \approx \frac{f(\nu_i + 2h) - 2f(\nu_i + h) + f(\nu_i)}{h^2}
$$

(3)
in which $\Delta \nu = h$, then Equation (1) can be written as

$$\Phi_\lambda(f) = \sum_i^n (f_i - \tilde{f}_i)^2 + \lambda^2 \left[ a_0 \sum_i^n f_i^2 + a_1 \sum_i^{n-1} \frac{(f_{i+1} - f_i)^2}{h^2} + a_2 \sum_i^{n-2} \frac{(f_{i+2} - 2f_{i+1} + f_i)^2}{h^4} \right]$$

(4)

Following the steps given in Te Riele, but now deriving with respect to $f_i$, we obtain

$$\frac{\partial \Phi_\lambda}{\partial f_i} = 2(f_i - \tilde{f}_i) + \lambda^2 \left[ a_0 2f_i - \frac{a_1}{h^2}(f_{i+1} - f_i) + \frac{a_2}{h^4} (f_i - f_{i-1}) \right] + \frac{a_2^2}{h^4} f_i \left( f_{i+1} - 2f_i + f_{i-1} \right) = 0$$

(5)

and after a rearrangement, we obtain

$$\frac{1}{2} \frac{\partial \Phi_\lambda}{\partial f_i} = (f_i - \tilde{f}_i) + \lambda^2 \left[ a_0 f_i^2 - \frac{a_1}{h^2} (f_{i+1} - 2f_i + f_{i-1}) + \frac{a_2}{h^4} (f_i - 4f_{i+1} + 6f_i - 4f_{i-1} + f_{i-2}) \right] = 0$$

(6)

and, finally, the equation

$$\tilde{f} = \left[ \lambda^2 \left\{ a_0 H_0 + \frac{a_1}{h^2} H_1 + \frac{a_2}{h^4} H_2 \right\} + H_0 \right] f$$

(7)

if $a_0 = 0$ so

$$\tilde{f}^* = \left[ \lambda^2 \left\{ \frac{a_1}{h^2} H_1 + \frac{a_2}{h^4} H_2 \right\} + H_0 \right]^{-1} \tilde{f}$$

(8)

in which $\tilde{f}^* = f$, $H_0 = I$,

$$H_1 = \begin{bmatrix} 1 & -1 & & & \\ -1 & 2 & -1 & & \\ & & \ddots & & \\ & & & -1 & 2 & -1 \\ & & & & -1 & 1 \end{bmatrix}$$

(9)

and

$$H_2 = \begin{bmatrix} 1 & -2 & 1 & & & \\ -2 & 5 & -4 & 1 & & \\ 1 & -4 & 6 & -4 & 1 & \\ & & \ddots & & & \\ & & & 1 & -4 & 6 & -4 & 1 \\ & & & & 1 & -4 & 5 & -2 \\ & & & & & 1 & -2 & 1 \end{bmatrix}$$

(10)

If derivative operator of first order is given by
If the vector $\lambda$ was used to get the optimal solution $a$, it has not been used before in the present context. The question about how $\alpha$ depends on the regularization parameter, $\alpha$, which is equal to zero, the solution found minimizes the difference between $\hat{f}$ and $f^*$. The modified L-curve is a plot of the norm of first-order derivative of the regularized solution $f^*$ versus the norm of the corresponding difference between regularized solution and experimental signal $\hat{f}$. The L-curve is a well-known Heuristic method in which optimal regularization parameter is obtained by selecting the corner in the curve shape (maximum curvature).

The solution presented in Equation (12) is equal to the solution of the system of linear equations below:

$$\begin{bmatrix} 1 \\ L_1 \\ L_2 \end{bmatrix} f^*_\alpha = \begin{bmatrix} f^* \\ 0 \end{bmatrix}$$

where $L_1 = \lambda \frac{\sqrt{\alpha}}{h} D$ and $L_2 = \lambda \frac{\sqrt{\alpha}}{h^2} D^2$. This strategy can be improved by using noninteger derivative operator, then

$$\begin{bmatrix} 1 \\ L_\alpha \end{bmatrix} f^*_{\lambda,\alpha} = \begin{bmatrix} \hat{f} \\ 0 \end{bmatrix}$$

where $L_\alpha = \lambda \frac{1}{h} D^\alpha$ by procedures similar to those for Equation (12), we obtain

$$f^*_{\lambda,\alpha} = \left[ \lambda \frac{\alpha}{h^{2\alpha}} D^{2\alpha} + I \right]^{-1} \hat{f}$$

where $D^{2\alpha}$ is the GL operator for the fractional derivative and $2\alpha$ is the derivative order. Now the regularized solution depends on the regularization parameter, $\lambda$, and fractional derivative order, $2\alpha$. The GL fractional derivative operator has not been used before in the present context. The question about how $\alpha$ has an effect on solution $f^*_{\lambda,\alpha}$, at $\lambda$ fixed, will be discussed in Section 4.

The GL $\alpha$th-order fractional derivative of the function $f(\nu)$ with respect to $\nu$ and the terminal value $a = 0$ is given by Equation (18), with $\alpha \in \mathbb{R}^+$. Our study considered values of the derivative order $\alpha$ in the range of 0–2, as we will be comparing our method and the Tikhonov method. When $\alpha = 1$, the solution from Equation (15) is equal to the case in which $a_1 = 1$ and $a_2 = 0$ in Equation (12). The solution of Equation (12), when $a_1 = 0$ and $a_2 = 1$, provides the same result that $\alpha = 2$ in Equation (15). Finally, Equation (12) and Equation (15) lead to the same result when $a_1 = 0$ and $a_2 = 0$, with $\alpha = 0$ in derivative order. Out of these special cases, there are many solutions that are not contained in solution space of Equation (12) but are contained in solution space of Equation (15) in which $\alpha \in \mathbb{R}^+$ and $0 \leq \alpha \leq 2$. Details of the GL derivative will be presented in Section 2.3.
2.2 Derivative filter

The numerical differentiation of numerical data is a common practice in analytical chemistry. This procedure can be used, for example, to locate the position of a maximum peak and highlight poorly defined features in a signal data. Whereas these measurements yield intrinsic errors, if we use finite difference method as an approximation to calculate the derivative value, then an arbitrarily small noise in the experimental data can lead to arbitrarily large perturbations in the result. In other words, the function $f'$ does not depend continuously on $f$, which is a well-known criterion of the ill-posed problem. Therefore, the calculation of the $n$th order derivative requires some form of regularization to extract meaningful information.

Tikhonov’s regularization was first applied to the numerical differentiation problem in Cullum, in which the regularized derivative function of the $n$th order, $f^{(n)}_\lambda$, is given by

$$f^{(n)}_\lambda = \left[ \lambda^2 \left\{ \frac{a_1}{h^2} D^2 + \frac{a_2}{h^3} D^3 \right\} + I \right]^{-1} D^n f$$

with $n = 1,2,3,\ldots$. Similar to what was done in Section 2.1, the Tikhonov method was modified with fractional derivative operator in Tikhonov objective function, leading to the equation

$$f^{(n)}_{\lambda,\alpha} = \left[ \frac{\lambda^2}{h^{2\alpha}} D^{2\alpha} + I \right]^{-1} D^n f$$

where $D^{2\alpha}$ is GL fractional derivative of order $2\alpha$. When Equation (17) is used to find $f^{(n)}$, we have a new parameter, that is, $\alpha$. In this case, with fixed regularized parameter $\lambda$, we can use $\alpha$ to control the amplitude of the oscillations in result.

In general, Raman spectroscopy signal includes a strong fluorescence background, which can mask the weak Raman signal. Therefore, the fluorescence signal in Raman spectroscopy directly affects the accuracy and sensitivity of Raman measurements. The derivative method, shown previously, has been widely described as a method for fluorescence suppression, in which taking the derivative of a measured Raman spectrum will eliminate the fluorescence background. As mentioned above, high-frequency noises are often amplified by this method. For this reason, the proposed method can be useful in new strategies to remove baseline background.

2.3 Fractional calculus background

The GL $\alpha$th-order fractional derivative of a function $f(\nu) \in \mathbb{R}^n$ with respect to $\nu \in (0, \nu_{\text{max}}]$ is given by a generalization of the formula for the $n$th derivative of $f(\nu)$, with $n = 1,2,3,\ldots$,

$$[GLD_0^{(\alpha)}]f(\nu) = \lim_{h \to 0} \frac{1}{h^\alpha} \sum_{k=0}^{N} (-1)^k \binom{\alpha}{k} f(\nu - kh)$$

where $n$ was replaced by fractional-order $\alpha (\alpha \in \mathbb{R}^+)$ and the binomial coefficient was written as

$$\binom{\alpha}{k} = C_{\alpha,k} = \frac{\Gamma(\alpha+1)}{\Gamma(k+1)\Gamma(\alpha-k+1)}$$

In Equation (19), the symbol $\Gamma(.)$ is Euler’s gamma function, an interpolation function for the factorial $n!$ when the argument $n+1$ is a noninteger number. From Equation (19), binomial coefficients can be calculated also to noninteger-order $\alpha$. The total terms in the sum on Equation (18), $N = \lceil \nu/h \rceil$, is the smallest integer such that $N > \nu/h$. The sum shown in Equation (18) converges absolutely and uniformly for each $\alpha > 0$ and for every bounded function $f(\nu)$.

The GL fractional derivative of $f(\nu)$, $[GLD_0^{(\alpha)}]f(\nu)$, shown in Equation (18), also has a matrix form representation, such as $d = D^{(\alpha)} f$, with
D^{(\alpha)} = \frac{1}{h^\alpha} \begin{bmatrix}
C_{\alpha,0} & 0 & 0 & 0 & \ldots & 0 \\
-C_{\alpha,1} & C_{\alpha,0} & 0 & 0 & \ldots & 0 \\
C_{\alpha,2} & -C_{\alpha,1} & C_{\alpha,0} & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
(-1)^N C_{\alpha,N} & (-1)^{N-1} C_{\alpha,N-1} & (-1)^{N-2} C_{\alpha,N-2} & (-1)^{N-3} C_{\alpha,N-3} & \ldots & C_{\alpha,0}
\end{bmatrix} (20)

\mathbf{f} = [f(0)f(2h)\ldots f(Nh)]^T \quad \text{and} \quad \mathbf{d} = [[D_0^{(\alpha)}f](0)][D_0^{(\alpha)}f](h)\ldots[D_0^{(\alpha)}f](Nh)]. A proof of this result can be found in Podlubny. Here, recursive formula was used to calculate binomial coefficients

\[ w_k^{(\alpha)} = \left(1 - \frac{\alpha + 1}{k}\right) w_{k-1}^{(\alpha)} \quad (21) \]

where \( w_k^{(\alpha)} = (-1)^k C_{\alpha,k} \). Equation (21) is very useful and efficient for computation of binomial coefficient \( C_{\alpha,k} \), even in the case of large \( k \) values.

Some properties of GL fractional derivative are as follows: (a) The GL fractional derivative of order zero returns the original function; (b) the GL fractional derivative of integer order \( n \) gives the same result as the usual differentiation of order \( n \); and (c) the GL fractional derivative is a nonlocal operator, as it is evident from sum in Equation (18). The nonlocal property of the fractional operators is presented in the solution provided by Equation (15), which does not exist in the solution found using Equation (12). This fact provided the motivation for a change in Tikhonov method based on derivative with noninteger order.

3 | EXPERIMENTAL DATA

This section describes how the experimental data were obtained to verify the performance of the proposed method.

3.1 | Materials

Silver nitrate (AgNO₃), tribasic sodium citrate (Na₃C₆H₅O₇·2H₂O), and sodium lauryl sulfate (NaC₁₂H₂₅SO₄) were acquired from Vetec Química Fina; sodium hydroxide (99%, NaOH) purchased from Sigma-Aldrich; sodium borohydride (NaBH₄) from Nuclear; acetone (C₃H₆O) from Alphatec; violet crystal P.A (C₂₅H₃₀N₃Cl) acquired from Dinâmica Química Contemporânea Ltda; and Milli-Q water obtained by a Millipore purifier.

3.2 | Synthesis of silver nanoparticles

The synthesis of Ag nanoparticles (AgNPs) was performed according to the protocol described by Moreira et al. The molar ratio of Ag⁺:citrate:borohydride was 1:1:3, respectively. A 1.0 × 10⁻³ mol L⁻¹ AgNO₃ stock solution was prepared. The stock solution was diluted to a final concentration of 5.0 × 10⁻⁴ mol L⁻¹ and added to a three-way flask coupled to a reflux condenser. The solution was brought to boiling and stirring and 0.2 mL of 4.8 × 10⁻⁴ mol L⁻¹ NaOH solution was added. After adding the NaOH solution, stirring and boiling were continued for 5 min. Subsequently, 5 mL of sodium citrate solution 5.0 × 10⁻⁴ mol L⁻¹ was quickly added. After the addition of citrate, the suspension turned yellowish. Then, 5 mL of a 1.5 × 10⁻³ mol L⁻¹ NaBH₄ solution was slowly dripped into the main solution. After that, the system was refluxed and stirred for another 15 min and then cooled to room temperature. The final suspension obtained presented a caramel color.

3.3 | SERS measurements

To obtain the Raman spectra, aqueous colloidal dispersions were prepared containing AgNPs (9.97 × 10⁻⁴ mol L⁻¹), the surfactant sodium lauryl sulfate (SDS), at a concentration of 4.0 × 10⁻³ mol L⁻¹, and the crystal violet dye (CV), at
concentrations of $1.0 \times 10^{-4}$ to $1.0 \times 10^{-7}$ mol L$^{-1}$. The Raman spectra of all samples were obtained using a Raman spectrometer $i - HR550$ with a CCD detector, manufactured by Horiba (USA). The excitation wavelength used was 532 nm and a 10× objective. The samples were analyzed with a retention time of 60 s, a multiplier of 3 with a maximum laser power of 1 mW.

4 | RESULTS AND DISCUSSIONS

4.1 | Simulated data

In this subsection, simulated data with known background and peaks are used to evaluate the proposed method (FTM) in comparison to usual method (TM). Because random noise reduction is the major focus of this method, the background line will be considered as part of the useful signal. In the future, modified procedures based on this proposal may be implemented, in which baseline removal and noise reduction is performed simultaneously.

The simulated data are intended to mimic the experimental data that contain analytical signal, fluorescence background, and random noise. In this subsection, Raman spectra with different baselines and noise were simulated and used to evaluate our method with regard to two different aspects: (i) Norm of the first-order derivative of the recovered signal, $||f'||$ and (ii) norm of the difference between the analytical signal and recovered signal, $||\hat{f} - f||$.

Therefore, the simulated Raman spectrum can be modeled as

$$\hat{f} = f_0 + b + n,$$  

(22)

in which $b$ is the baseline of the Raman spectrum $f_0$ and $n$ is the experimental noise. The pure signal $f_0$ is the sum of the pseudo-Voigt shaped peaks, which have different positions, amplitudes, and widths. Each peak $k$ can be mathematically described as follows:

$$f_k(\nu_i) = \eta_k L_k(\nu_i) + (1 - \eta_k)G_k(\nu_i)$$  

(23)

with $1 \leq i \leq 800$, where

$$L_k(\nu_i) = \frac{\gamma_k}{\pi((\nu_i - c_k)^2 + \gamma_k^2)}, \quad G_k(\nu_i) = \frac{1}{\sqrt{2\pi\gamma_k}} \exp\left(-\frac{(\nu_i - c_k)^2}{2\gamma_k^2}\right)$$  

(24)

and

$$f_0(\nu_i) = \sum_{k=1}^{M} \alpha_k f_k(\nu_i)$$  

(25)

is the simulated pure spectrum, where $M$ is the total number of peaks. The parameters $c_k$ are the peak position, $\alpha_k$ is the maximum intensity, $\gamma_k$ and $\eta_k$ are the shape control parameters. The parameters used in this study are $c_1 = 800$, $c_2 = 850$, $\alpha_1 = 0.8$, $\alpha_2 = 0.2$, $\gamma_1 = 4.9$, $\gamma_2 = 7.1$, $\eta_1 = 0$, and $\eta_2 = 0.5$.

The baseline, modeled as a polynomial function, can be expressed as

$$b = Ta$$  

(26)

where $T$ and $a$ are defined as Vandermonde matrix and polynomial coefficients, respectively. The elements of Vandermonde matrix are given by $T_{ij} = \nu_i^j$, with $4 \geq j \geq 0$. The column vector $a$ has length equal to $p + 1$ for a degree of the polynomial function $p = 4$. The polynomial coefficients used in this study are $a_1 = 1.0$, $a_2 = 0.027$, $a_3 = 0.16$, $a_4 = 0.2$, and $a_5 = 1.0$. 
Finally, random noise was also added to the simulated spectra. The experimental noise were modeled here as random numbers which are generated from Gaussian distribution function of mean $\mu$ and standard deviation $\sigma$. The noise function $n$ can be mathematically described as follows:

$$N(\mu, \sigma) \rightarrow n(\nu_i)$$ \hspace{1cm} (27)

where $N$ denotes the distribution function from which $n(\nu_i)$ is obtained. The parameter that allowed to manipulate the final level of noise was the standard deviation $\sigma$, in this study $\sigma = 0.02$.

### 4.2 Denoising results

The simulated spectra $\hat{f} = f_{\exp}$ with two peaks, baseline and noise, shown in Figure 1, was built according to Section 4.1 in the range of 600 to 1100 cm$^{-1}$. The dimension of the column vector $\hat{f}$ is $800 \times 1$. In the next step, the clear spectrum is determined by Equation (12).

If this problem is solved without Tikhonov regularization (Equation 12, with $\lambda = 0$), the solution would be the original spectrum, that is, $f^*_0 = \hat{f}$, that has a large norm of the first-order derivative. If a lower regularization parameter is chosen, there would be a small decrease in the amplitude of the oscillations and the norm of the first-order derivative is smaller. This lowering in oscillations increases with the value of the regularization parameter. On the other hand, if larger values of regularization parameter are considered, it is observed a distance from shape of the original spectrum $\hat{f}$, losing many details that could be correlated to some physical or chemical property of interest. Then we can control the shape of the recovered function $f^*_\lambda$ by choosing the regularization parameter $\lambda$. The regularization parameter was chosen initially using the modified L-curve method (Figure 2).

The modified L-curve is a plot of the norm of the first-order derivative of the regularized function, $||f^{*(1)}_\lambda||$ versus the norm of the corresponding difference between regularized and original function, $||f^{*}_\lambda - f||$. Each point on the curve corresponds to different values of the regularization parameter. In L-curve, the corner point (maximum curvature) corresponds to a probable good choice for the regularization parameter, where there is a balance between $||f^{*(1)}_\lambda||$ and $||f^{*}_\lambda - f||$. However, the value obtained by the maximum curvature criterion, which is an initial choice for $\lambda$ (in this case
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\( \lambda = 0.06 \), may be modified based on Morozov’s discrepancy principle. From the discrepancy principle, the best value of the regularization parameter is such that \( \| f^*_\lambda - f \| \) is close to experimental error. After analyzing the obtained results, the chosen regularization parameter was equal to \( \lambda = 3.16 \), in which \( \| f^*_\lambda - f \| \) corresponds to the maximum tolerable value. The point on the modified L-curve that corresponds to regularization parameter 3.16 is shown in Figure 2 as a circle symbol, in which \( \| f^*_{\lambda=3.16} \| = 3.10 \times 10^{-1} \) and \( \| f^*_{\lambda=3.16} - f \| = 7.23 \times 10^{-1} \). Figure 2 also shows the values of \( \| f^*_{\lambda=1} \| \) and \( \| f^*_{\lambda=3} - f \| \) for small and large regularization parameter. The ideal function \( f^*_\lambda \) provides a small value to \( \| f^*_{\lambda=1} \| \) while providing a small value to \( \| f^*_{\lambda=3} - f \| \).

Using Equation (12) to find \( f^*_\lambda \), with \( \lambda = 3.16 \) \((a_1 = 1 \) and \( a_2 = 0 \)), we arrived at a result with few oscillations. This result is shown in Figure 3 (thin solid line). Figure 3 also shows the recovered function with a smaller value (\( \lambda = 1 \times 10^{-4} \), dotted line) and larger value (\( \lambda = 1 \times 10^3 \), thick solid line) of the regularization parameter. As observed in Figure 2, with smaller value of the \( \lambda \) parameter, the norm of the first-order derivative of the function is large (i.e. with great amplitude in the oscillations). On the other hand, with greater value of the \( \lambda \) parameter, the difference between original function and recovered function is large. In this case, even for small amplitude in oscillations, the recovered function is not suitable. These results can be confirmed in Figure 3. All results shown in Figure 3 can be obtained with \( \alpha = 1 \) in Equation (15).

This paper proposes a different way to obtain recovered function without noise. When Equation (15) is used to find \( f^*_{\lambda,\alpha} \), we have a new parameter, that is \( \alpha \). In this case, with fixed \( \lambda \) \((\lambda = 3.16)\), we can use \( \alpha \) to control the amplitude of the oscillations. For the usual Tikhonov method, the value of \( \alpha \) is equal to one. Therefore, there are many solutions that can be found using the Equation (15) but that cannot be found using the Equation (12).

The choice of \( \alpha \) was made by using the graphical method (modified L-curve). Initially, the regularization parameter \( \lambda \) was chosen using L-curve method with parameter \( \alpha \) fixed in \( \alpha = 1 \) (Figure 2). In sequence, the fractional-order \( \alpha \) was chosen to use graphical L-curve method with the regularization parameter \( \lambda \) fixed in \( \lambda = 3.6 \) (Figure 4). The proposed graph is a plot of the norm of the first-order derivative of the regularized function, \( \| f^*_{\lambda=\text{constant},\alpha} \| \) versus the norm of the corresponding difference between regularized and original function, \( \| f^*_{\lambda=\text{constant},\alpha} - f \| \). In this case, each point corresponds to different values of fractional derivative order, with regularization parameter fixed. When \( \alpha \) is equal to zero, the recovered function \( f^*_{\lambda=3.16,0} \) does not have a small value of the difference norm (see small values of the \( \alpha \) mark

**Figure 2** The norm of the first-order derivative of the regularized function versus the norm of the corresponding difference between regularized and original function. Each point of the curve corresponds to different values of regularization parameter and the circle determines the point that corresponds to \( \lambda = 3.16 \). All points of the curve were obtained with \( \alpha = 1 \) in Equation (15).
in Figure 4). In addition, the norm of first-order derivative is large too, indicating the presence of large oscillations (see dotted line in Figure 6). On the other hand, when $\alpha$ is large, we find a solution which comes close to the simulated value (see large values of the $\alpha$ mark in Figure 4), with a big oscillation (see dash-dotted line in Figure 6). Therefore, there is one $\alpha$ that establishes the good balance between the difference norm $||f_{i,\alpha} - \hat{f}||$ and oscillations $||f_{i,\alpha}^{(1)}||$, this optimum $\alpha$ provides the desired clear spectrum. The corner of the modified L-curve (Figure 4) provides the optimum value of fractional derivative order.

As one of the goals of this work is to understand how fractional-order control methods can be introduced into Tikhonov regularization method and how fractional-order parameters can affect the result, the univariate strategy was used instead of the multivariate analysis. In order to clarify this point, the norm of the first-order derivative of the solution, $||f_{i,\alpha}^{(1)}||$, is plotted in Figure 5 for different values of $\alpha$. We suggest that the minimum of the curve in Figure 5 provides an optimum value of $\alpha$, $\alpha^*$. This value is close to the value found in the modified L-curve (Figure 4).

With $\alpha = \alpha^* = 0.7$, we find a solution that has a small residual norm as well as oscillations with small amplitude, with $||f_{3,16,0.7}^{(1)}|| = 8.03 \times 10^{-2}$ and $||f_{3,16,0.7} - \hat{f}|| = 1.13$, respectively. When using $\alpha = 1$, the results found were $||f_{3,16,1}^{(1)}|| = 3.10 \times 10^{-1}$ and $||f_{3,16,1} - \hat{f}|| = 7.23 \times 10^{-1}$. These results are shown in Figure 4 with circle symbol for $\alpha = 0.7$ and square symbol for $\alpha = 1$. Therefore, the use of Equation (15) with $\alpha = 0.7$ instead of $\alpha = 1$ led us to a better result, when compared to the norm of first-order derivative of the solution, $||f_{3,16,0.7}^{(1)}|| = 8.03 \times 10^{-2}$ and $||f_{3,16,1}^{(1)}|| = 3.10 \times 10^{-1}$. However, the result found with $\alpha = 0.7$ deviates further from the original value when compared with $\alpha = 1$, $||f_{3,16,0.7} - \hat{f}|| = 1.13$ and $||f_{3,16,1} - \hat{f}|| = 7.23 \times 10^{-1}$. Table 1 contains the norm of the first-order derivative of the regularized function and the norm of the corresponding difference between regularized and original function. The values are shown in Table 1 for each example treated in this work.

Figure 6 shows the recovered functions with a smaller value ($\alpha = 0.35$, dotted line) and larger value of the derivative order ($\alpha = 1.35$, dash-dotted line). All results shown in Figure 6 were obtained with $\lambda = 3.16$ in Equation (15). The recovered functions with $\alpha = 0.7$ (continuous line) and $\alpha = 1$ (dashed line), both with $\lambda = 3.16$, appear to have good similarity to the free noise spectrum, which does not compromise the final analysis. However, the recovered function with $\alpha = 0.7$ oscillate less than with $\alpha = 1$. This figure shows how the fractional-order $\alpha$ can help to control the oscillation in recovered function.
FIGURE 4  The norm of the first-order derivative of the regularized function, versus the norm of the corresponding difference between regularized and original function. Each point of the curve corresponds to different values of fractional derivative order, with regularization parameter fixed ($\lambda = 3.16$) in Equation (15).

FIGURE 5  The norm of the first-order derivative of the regularized function (Equation 15) versus fraction order.
The determination of the first-order derivative of the function \( f \) is a difficult problem to solve, when experimental errors are taken into account. The difficulties in finding the first-order derivative of the function \( f \) using the operator \( D \) (Equation 11) are shown in Figure 7. As we can see, the usual solution procedure (Equation 11) is unstable, which leads to large errors in the final results. Due to this fact, this problem is called ill-posed.

The usual way to circumvent this difficulty is presented in Equation (16), in which Tikhonov strategy is used. Equation (17) was proposed here, in order to introduce the fractional derivative tools in calculation of the first-order derivative, in the same way we did in the filter proposal. Figure 8 shows the result obtained by applying Equation (17) with \( \lambda = 3.16 \) and \( \alpha = 0.8 \). The use of Equation (17) provides a stable solution and free of oscillations that does not introduce false peaks into the result. Differentiation procedure reveals details of slope change in the experimental spectrum that can reveal the presence of hidden and overlapped peaks.

In our next example, we will analyze a real spectrum. Now the proposed method was applied to surface-enhanced Raman scattering (SERS) spectrum of crystal violet dye in Ag nanoparticles colloidal dispersion. The details of

| Examples     | \( ||f_{\lambda a}^{(1)}|| \)  | \( \lambda \) | \( \alpha^* \) | \( ||f_{\lambda a}^{(1)}-f|| \)  | \( \lambda \) | \( \alpha^* \) |
|--------------|------------------------|--------|-------------|------------------------|--------|-------------|
| Simulateda   | \( 3.1 \times 10^{-1} \) | 1      | \( 8.3 \times 10^{-2} \) | \( 7.2 \times 10^{-1} \) | 1      | 1.13        |
| Derivativeb  | \( 9.2 \times 10^{-2} \) | 1      | \( 8.7 \times 10^{-2} \) | \( 1.25 \)          | 1      | 1.26        |
| Experimentalc| \( 8.6 \times 10^{-2} \) | 1      | \( 7.9 \times 10^{-2} \) | \( 0.11 \)          | 1      | 0.25        |

\( \lambda = 3.16 \) and \( \alpha^* = 0.7 \).
\( \lambda = 3.16 \) and \( \alpha^* = 0.8 \).
\( \lambda = 5.01 \) and \( \alpha^* = 0.6 \).

**TABLE 1** The norm of the first-order derivative of the regularized function and the norm of the corresponding difference between regularized and original function. The values are shown for each example treated in this work.

**FIGURE 6** Recovered function to different values of derivative order of range of 0.35 to 1.35. Recovered function with \( \alpha = 0.7 \) is showed as thin solid line, \( \alpha = 0.35 \) as dotted line and \( \alpha = 1.35 \) as thick solid line. The dashed line shows the result with \( \alpha = 1 \). All results were obtained with regularization parameter fixed \( \lambda = 3.16 \) in Equation (15). The simulated values are shown as circle symbols.
The experimental procedure and synthetic steps are specified in Section 3. The experimental spectrum, shown in Figure 9, were obtained in the range of 503 to 1400 cm\(^{-1}\). In this case, the dimension of the column vector \( \mathbf{f} \) is 1388 \( \times \) 1. Initially, experimental spectrum was normalized, such that \( \mathbf{f} = \mathbf{f} / \text{max}(\mathbf{f}) \). Figure 9 shows experimental spectrum and clear
spectrum obtained using Equation (15) with $\lambda = 5.01$ and $\alpha = 0.6$. The values of $\lambda$ and $\alpha$ were obtained following the methodology described before. Again, the result obtained with fractional $\alpha$ derivative order is most satisfying, presenting small oscillations ($|f^*_\lambda,\alpha| = 0.079$) when compared to $\alpha = 1$ ($|f^{(1)}| = 0.086$).

Based on these examples, we can say that the proposed method offers a promising approach to remove noise effects in experimental data and first-order derivative of the experimental data.

5 | CONCLUSION

Raman spectroscopy is a well-established technique that allows chemical analysis of materials. The existence of random noise in experimental data can negatively affect this analysis. As seen in our discussion, the first derivative of the experimental data is very sensitive to noise. Therefore, the random noise should be attenuated to minimize the risk of the misinterpretation. In this paper, the random noise of the Raman signal was suppressed by modified Tikhonov method, in which the fractional-order derivative of the solution was used as additional criterion in Tikhonov function.

This strategy shows more versatility due to the new parameter added. Fractional calculus is important in the sense that it allows to observe variations in results between integer values. Out of special cases in which $\alpha = 0, 1$ or 2, the fractional Tikhonov method provides many solutions that are not found by the usual Tikhonov procedure. To investigate the performance of the proposed method, we compared it with the original Tikhonov method. The most important benefit of the fractional operators in Tikhonov filter is the nonlocal property. The term “non-local” is defined in the sense that output in the value of a variable $\nu$, depends on the values of the input on all $\nu$ interval. In the first example, simulated data was considered to study the proposed method. In this case, it was found better results using $\alpha = 0.7$ instead of $\alpha = 0, 1$ or 2. This result was achieved even with the presence of experimental errors (coefficient of variation of 7.4%) in simulated data. The proposed method was applied successfully to other example: The determination of the first-order derivative of the experimental data and SERS spectra of crystal violet dye in Ag nanoparticles colloidal dispersion. We compared the numerical solutions based on the fractional derivative with the solution of the ordinary Tikhonov method. Once more, better results were found with fractional order different from $\alpha = 1$.  

![Figure 9](image-url)
The choice of $\alpha$ was made by using the graphical method, in which Euclidian norm of the first-order derivative of the solution is plotted in function of the norm of the difference between the analytical signal and recovered signal, for different values of $\alpha$. By this way, the minimum of the curve provides an optimum value of $\alpha$. Future works should explore different strategies to found an optimal $\alpha$ parameter. Although there is no significant difference between $\alpha=1$ and fractional derivative order, because, in the examples presented earlier, usual Tikhonov is a suitable method to achieve excellent results, the FTM method proved to be an interesting tool that should be better explored in other cases. The proposed method has a potential for application in different inverse problems, such as medical or industrial imaging and helioseismology.
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