A hierarchy of long wave-short wave type equations: quasi-periodic behavior of solutions and their representation

Xianguo Geng, Yunyun Zhai∗, Bo Xue and Jiao Wei

School of Mathematics and Statistics, Zhengzhou University, 100 Kexue Road, Zhengzhou, Henan 450001, People’s Republic of China

xggeng@zzu.edu.cn(Xianguo Geng); zhaiyy@zzu.edu.cn(Yunyun Zhai); xuebo@zzu.edu.cn(Bo Xue); weijiaozzu@163.com(Jiao Wei)

Received 24 January 2018
Accepted 24 May 2018

Based on the Lenard recursion relation and the zero-curvature equation, we derive a hierarchy of long wave-short wave type equations associated with the $3 \times 3$ matrix spectral problem with three potentials. Resorting to the characteristic polynomial of the Lax matrix, a trigonal curve is defined, on which the Baker-Akhiezer function and two meromorphic functions are introduced. Analyzing some properties of the meromorphic functions, including asymptotic expansions at infinite points, we obtain the essential singularities and divisor of the Baker-Akhiezer function. Utilizing the theory of algebraic curves, quasi-periodic solutions for the entire hierarchy are finally derived in terms of the Riemann theta function.
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1. Introduction

Soliton equations have caught a great deal of attention for describing and explaining nonlinear phenomena in theoretical physics, fluid mechanics, nonlinear optics, plasma physics and other subjects [1]. Besides some famous equations such as the Korteweg-de Vries, sine-Gordon, Boussinesq and Kadomtsev Petviashvili equations [1, 31, 47, 50], a lot of new models possessing great significance have been proposed, for example, the Camassa-Holm, Degasperis-Procesi, Novikov, and Geng-Xue equations etc [6, 10, 22, 23, 30, 35–37]. As the research moves along, more and more systematic methods have been developed to solve these soliton systems [1, 4, 14, 17, 29, 33, 44]. For examples, the inverse scattering transformation [1, 17], the bilinear transformation methods of Hirota [29], the Bäcklund and Darboux transformations [44], algebro-geometric method [4, 14, 32, 33] and others [19, 42].

Since 1970s, various methods in a series of papers [3, 4, 7, 9, 14, 18, 24, 26, 32–34, 41, 51] were developed on the basis of the theory of hyperelliptic curves to obtain quasi-periodic solutions of soliton equations associated with $2 \times 2$ matrix spectral problems such as the KdV, KP, nonlinear Schrödinger, Camassa-Holm, Toda lattice, Ablowitz-Ladik equations and so on. However, it is the trigonal curve [5, 11, 15, 49] rather than the hyperelliptic curve that is the theoretic foundation to obtain the quasi-periodic solutions to soliton equations related to the third order spectral problems.

∗Corresponding authors.
Although the reduction theory of Riemann theta functions has been applied to study quasi-periodic solutions of the Boussinesq equation in a few of literature [2, 43, 45, 46, 52–55], the method is not a general scheme to construct quasi-periodic solutions of completely integrable systems. In 1999, Dickson and his partners proposed a unified framework which yields all algebro-geometric quasi-periodic solutions of the entire Boussinesq hierarchy [12, 13]. Shortly after that, this method was generalized to deal with the modified Boussinesq and the Kaup-Kupershmidt hierarchies [20, 21] based on the trigonal curve introduced by the characteristic polynomial of the Lax matrix. The trigonal curves in [12,13,20,21] have one collective feature, that is, one infinite point which is a branch point with the triple root. Recently, the research has developed to get the quasi-periodic solutions to the coupled modified Korteweg-de Vries hierarchy, the three wave resonant interaction hierarchy and the four-component AKNS soliton hierarchy associated with the trigonal curves having three different infinite points which are not branch points [25, 28, 39, 40].

In this paper, we first derive a hierarchy of long wave-short wave type equations associated with the $3 \times 3$ matrix spectral problem with three potentials. The first nontrivial member in the hierarchy is the long wave-short wave type system

$$
\begin{align*}
u_t &= 2(vw)_x, \\
v_t &= v_{xx} - uv_x, \\
w_t &= -w_{xx} - uw_x.
\end{align*}
$$

Equation (1.1) reduces to

$$
\begin{align*}
u_t &= 2(|v|^2)_x, \\
v_t &= -iv_{xx} - uv_x,
\end{align*}
$$

if $x \to -ix, t \to -it,$ $w = v^*$, which is different from the standard long wave-short wave resonance system [8, 38, 56]. Another principal subject of the present paper is to construct quasi-periodic solutions for the long wave-short wave type hierarchy on the basis of the theory of algebraic curves. To this end, one introduces the trigonal curve with the aid of the characteristic polynomial of the Lax matrix. A distinguishing feature for the trigonal curve associated with the hierarchy is that it has two infinite points, one of which is a double branch point and the other is not a branch point. Compared with references [12, 13, 20, 21, 25, 28, 39, 40], the trigonal curve in this paper is more general. Therefore, we need to reinvestigate the local coordinates near infinite points, the Abelian differentials and other basic properties.

The outline of this paper is as follows. In section 2, we consider a $3 \times 3$ matrix spectral problem with three potentials and derive a hierarchy of nonlinear evolution equations with the aid of three sets of Lenard recursion equations and the stationary zero-curvature equation. In section 3, a trigonal curve is introduced by using the characteristic polynomial of the Lax matrix, on which the Baker-Akhiezer function together with two related meromorphic functions is given. Based on the asymptotic properties of the two meromorphic functions near the infinite points, the essential singularities of Baker-Akhiezer function are derived. Accordingly, the Abelian differentials of the second kind are given for the purpose of representation. In section 4, we investigate some properties of the two meromorphic functions and obtain the Dubrovin-type equations. Subsequently, we derive divisors of meromorphic functions and the Baker-Akhiezer function which are necessary for the construction of the quasi-periodic solutions. Section 5 finally constructs the Riemann theta function representations for the long wave-short wave type hierarchy according to the asymptotic properties and the quasi-periodic characters of the meromorphic function and the Baker-Akhiezer function.
2. A long wave-short wave type hierarchy

In this section, we shall derive a hierarchy of long wave-short wave type models. To this end, we consider a $3 \times 3$ matrix spectral problem with three potentials

$$
\begin{align*}
\psi_x &= U \psi, \quad \psi = \begin{pmatrix} \psi_1 \\ \psi_2 \\ \psi_3 \end{pmatrix}, \\
U &= \begin{pmatrix} u & \lambda & v \\ 1 & 0 & 0 \\ w & 0 & 0 \end{pmatrix},
\end{align*}
$$

(2.1)

where $u, v, w$ are three potentials, and $\lambda$ a constant spectral parameter. We first introduce three sets of Lenard recursion equations:

$$
\begin{align*}
K s_j &= J s_{j+1}, & j \geq 0, & s_j |_{(u,v,w)=0} = 0, & j \geq 1, \\
K \tilde{s}_j &= J \tilde{s}_{j+1}, & j \geq 0, & \tilde{s}_j |_{(u,v,w)=0} = 0, & j \geq 1, \\
K \hat{s}_j &= J \hat{s}_{j+1}, & j \geq 0, & \hat{s}_j |_{(u,v,w)=0} = 0, & j \geq 1,
\end{align*}
$$

(2.2)

where the two operators are defined as

$$
K = \begin{pmatrix} -vw \partial & \partial u - \partial^2 & w \partial & \partial v + v \partial & 0 \\ w \partial - \partial v \partial & \partial v - v \partial & \partial^2 - u \partial & v^2 & -v \\ -\partial^2 - u \partial & 2 \partial & w & -v & 0 \\ vw \partial & 0 & -w \partial & -v \partial & \partial \end{pmatrix},
$$

(2.3)

$$
J = \begin{pmatrix} -2 \partial & 0 & 0 & 0 & 0 \\ -v & 0 & 1 & 0 & 0 \\ w & 0 & 0 & -1 & 0 \\ -\partial^2 - u \partial & 2 \partial & w & -v & 0 \\ vw \partial & 0 & -w \partial & -v \partial & \partial \end{pmatrix},
$$

(2.4)

and the starting points $s_0 = (0,0,0,0,1)^T$, $\tilde{s}_0 = (0,1,0,0,0)^T$, $\hat{s}_0 = (1,0,v,w,vw)^T$. Then the sequences $s_j, \tilde{s}_j, \hat{s}_j$ can be determined uniquely. For example, the first three members read as

$$
\begin{align*}
s_1 &= \begin{pmatrix} 0 \\ 0 \\ -v \\ -w \\ -vw \end{pmatrix}, & \tilde{s}_1 &= \begin{pmatrix} -\frac{1}{2}u \\ \frac{1}{2}u - \frac{1}{2}v^2 - \frac{1}{2}vw \\ v x - \frac{1}{2}uv \\ -w x - \frac{1}{2}uw \\ v x w - vw x - \frac{1}{2}uvw \end{pmatrix}, & \hat{s}_1 &= \begin{pmatrix} -v w \\ -v w - v x - v^2 w \\ v x - v w x - v^2 w \\ w x + u v x - v^2 w \\ \hat{s}_1^{(5)} \end{pmatrix},
\end{align*}
$$

(2.5)

where

$$
\hat{s}_1^{(5)} = v x w - v x w + vw x - u v x w + u v w x - v^2 w^2.
$$

In order to generate a hierarchy of nonlinear evolution equations associated with the spectral problem (2.1), we define a $3 \times 3$ matrix

$$
V = (V_{ij})_{3 \times 3} = \begin{pmatrix} V_{11} & \lambda V_{12} & V_{13} \\ V_{21} & \lambda V_{22} & V_{23} \\ V_{31} & \lambda V_{32} & V_{33} \end{pmatrix}
$$

(2.6)
with the elements
\[ V_{11} = (u - \partial)c + ve + \lambda b, \quad V_{12} = c, \quad V_{13} = -vbx + ve + d, \quad V_{21} = c - bx, \]
\[ V_{22} = b, \quad V_{23} = d, \quad V_{31} = wc - ex, \quad V_{32} = e, \quad V_{33} = f. \]

Then the stationary zero-curvature equation
\[ V_x - [U, V] = 0 \quad (2.7) \]
is equivalent to
\[
-\nu w \partial b + (\partial u - \partial^2)c + w \partial d + (\partial v + v \partial)e + 2\lambda \partial b = 0,
(\nu v \partial - \partial v \partial)b + (\partial v - v \partial)c + (\partial^2 - u \partial)d + v^2e - vf + \lambda(vb - d) = 0,
(\partial w + w \partial)c - (\partial^2 + u \partial + v \partial)e + w f + \lambda(-w b + e) = 0,
-(\partial^2 + u \partial)b + 2\partial c + w d - ve = 0,
\nu w \partial b - w \partial d - v \partial e + \partial f = 0.
\] (2.8)

Expanding \( b, c, d, e, f \) into the Laurent polynomials in \( \lambda \):
\[ (b, c, d, e, f) = \sum_{j \geq 0} (b_j, c_j, d_j, e_j, f_j) \lambda^{-j}, \]
(2.9)
equation (2.8) is equivalent to the following recursion equations
\[ KS_j = JS_{j+1}, \quad j \geq 0, \quad JS_0 = 0, \]
(2.10)
where \( S_j = (b_j, c_j, d_j, e_j, f_j)^T \). Since equation \( JS_0 = 0 \) has a general solution
\[ S_0 = \alpha_0 s_0 + \beta_0 \delta_0 + \delta_0 \delta_0, \]
(2.11)
then functions \( S_j \) given by
\[ S_j = \sum_{l=0}^{j} (\alpha_l s_{j-l} + \beta_l \delta_{j-l} + \delta_l \delta_{j-l}), \]
(2.12)
satisfy the recursion equation (2.10), where \( \alpha_j, \beta_j, \delta_j \) are arbitrary constants.

Let \( \psi \) satisfy the spectral problem (2.1) and the auxiliary problem
\[ \psi_i = V_i^{(r)} \psi, \quad \tilde{V}^{(r)} = (V_{ij}^{(r)})_{3 \times 3}, \]
(2.13)
where \( \tilde{V}_{ij}^{(r)} = V_{ij}(\tilde{b}^{(r)}, \tilde{c}^{(r)}, \tilde{d}^{(r)}, \tilde{e}^{(r)}, \tilde{f}^{(r)}) \),
\[ (\tilde{b}^{(r)}, \tilde{c}^{(r)}, \tilde{d}^{(r)}, \tilde{e}^{(r)}, \tilde{f}^{(r)}) = \sum_{j \geq 0} (\tilde{b}_j, \tilde{c}_j, \tilde{d}_j, \tilde{e}_j, \tilde{f}_j) \lambda^{r-j}, \]
(2.14)
with \( \tilde{S}_j = (\tilde{b}_j, \tilde{c}_j, \tilde{d}_j, \tilde{e}_j, \tilde{f}_j)^T \) determined by
\[ \tilde{S}_j = \sum_{l=0}^{j} (\tilde{a}_l s_{j-l} + \tilde{b}_l \tilde{\delta}_{j-l} + \tilde{\delta}_l \tilde{\delta}_{j-l}). \]
(2.15)
The constants \( \alpha_j, \tilde{b}_j, \tilde{\delta}_j \) here are independent of the choice of \( \alpha_j, \beta_j, \delta_j \). Then the compatibility condition of (2.1) and (2.13) yields the zero-curvature equation, \( U_0 - \tilde{V}_x^{(r)} + [U, \tilde{V}^{(r)}] = 0 \), which is
equivalent to a hierarchy of nonlinear evolution equations

\[(u_r, v_r, w_r)^T = X_r, \quad r \geq 0, \tag{2.16}\]

where the vector fields \(X_r = P(K\mathcal{S}_r) = P(J\mathcal{S}_{r+1})\), \(P\) is the projective map \(P(\gamma^1, \gamma^2, \gamma^3, \gamma^4, \gamma^5)^T \rightarrow (\gamma^1, \gamma^2, \gamma^3)^T\). The first member in the hierarchy for \(r = 0\) is a long wave-short wave type system

\[
\begin{align*}
    u_0 &= \tilde{\beta}_0 u_x + 2\tilde{\delta}_0(vw)_x, \\
    v_0 &= -\alpha_0 v + \tilde{\beta}_0 v_x + \tilde{\delta}_0(v_{xx} - uv_x), \\
    w_0 &= \alpha_0 w + \tilde{\beta}_0 w_x + \tilde{\delta}_0(-w_{xx} - uw_x). 
\end{align*} \tag{2.17}
\]

As \(\tilde{\alpha}_0 = \tilde{\beta}_0 = 0, \tilde{\delta}_0 = 1, t_0 = t\), equation (2.17) turns into (1.1). For \(r = 1\), the second member in the hierarchy (2.16) reads as

\[
\begin{align*}
    u_t &= -2\alpha_0(vw)_x + \tilde{\beta}_1(u_{xx} + \frac{4}{3}uvw_x - \frac{2}{3}vw_{xx} - \frac{3}{5}(uvw)_x - \frac{3}{5}u^2v_x) \\
    &\quad + 2\tilde{\delta}_1(v_{xx}w + vw_{xx} + uvw_x - uv_xw - v^2w^2)_x + \tilde{\beta}_1 u_t + 2\tilde{\delta}_1(vw)_x, \\
    v_t &= \alpha_0(-v_{xx} + uv_x) + \tilde{\beta}_1(v_{xx} - \frac{2}{3}uvw_x - \frac{3}{3}vw_{xx} - \frac{2}{3}uv_{xx} - \frac{3}{3}v^2w_x) \\
    &\quad + \tilde{\delta}_1(v_{xxxx} - u_{xx}v_x - 2u_xv_{xx} - 2uv_{xx} - 2v_{xx}w - 2v_{xx}w + uvv_x) \\
    &\quad + u^2 v_x + 2uvw_x - \alpha_1 v + \tilde{\beta}_1 v_x + \tilde{\delta}_1 (v_{xx} - uv_x), \\
    w_t &= \alpha_0(w_{xx} + uw_x) + \tilde{\beta}_1(w_{xx} - \frac{3}{3}vww_x + \frac{3}{3}uvv_x + \frac{3}{3}uvw_x - \frac{3}{3}w^2) \\
    &\quad + \tilde{\delta}_1(-w_{xxxx} - u_{xx}w_x - 2u_xw_{xx} - 2uv_{xx} - uww_x - u^2w_{xx} + 2v_{xx}w) \\
    &\quad + 2v_{xx}w + 2uvww_x + \alpha_1 w + \tilde{\beta}_1 w_x + \tilde{\delta}_1 (-w_{xx} - uw_x). \tag{2.18}
\end{align*}
\]

If choosing \(\tilde{\beta}_0 = 1, \alpha_0 = \tilde{\beta}_1 = \tilde{\delta}_0 = 0\) or \(\tilde{\delta}_0 = 1, \alpha_0 = \tilde{\beta}_0 = \tilde{\beta}_1 = \tilde{\delta}_1 = 0\), then (2.18) is respectively reduced to a new coupled mKdV equation

\[
\begin{align*}
    u_t &= v_{xxx} - \frac{1}{4}u_{xx}v_x - \frac{3}{4}uvv_x - v^2w_x - \frac{3}{4}(uvw)_x, \\
    v_t &= v_{xxx} - \frac{1}{4}u_{xx}v_x - \frac{3}{4}uvv_x - v^2w_x - \frac{3}{4}(uvw)_x, \tag{2.19}
\end{align*}
\]

or

\[
\begin{align*}
    u_t &= 2(v_{xx}w + vw_{xx} + uvw_x - uv_xw - v^2w^2)_x, \\
    v_t &= v_{xxx} - u_{xx}v_x - 2uvv_x - u^2w_x - uv_xw - v^2w_x \\
    &\quad -vv_{xx}w + 2uvw_x, \\
    w_t &= -w_{xxx} - u_{xx}w_x - 2u_xw_{xx} - 2uv_{xx} - uw_{xx} - u^2w_{xx} \\
    &\quad + 2v_{xx}w + 2vww_{xx} + 2uvww_x. \tag{2.20}
\end{align*}
\]

3. Meromorphic functions and Baker-Akhiezer function

In this section, we shall define a trigonal curve \(\mathcal{X}_{m-1}\), the vector Baker-Akhiezer function and two meromorphic functions on \(\mathcal{X}_{m-1}\). The Abelian differentials of the second kind are introduced on the basis of the analysis for Baker-Akhiezer function \(\psi_2\) at infinite points.
With the help of the n-th stationary flow, we introduce a Lax matrix $V^{(n)} = (V^{(n)}_{ij})_{3 \times 3}$, which satisfies the Lax equation

$$V^{(n)}_t - [U, V^{(n)}] = 0, \quad (3.1)$$

$$V^{(n)}_r - \widetilde{V}^{(r)} = 0. \quad (3.2)$$

Then the characteristic polynomial $\mathcal{F}_m(\lambda, y) = \det(yI - V^{(n)})$ of the Lax matrix $V^{(n)}$ is a polynomial of $\lambda$ independent of variables $x$ and $t_r$, which can be expressed in the following form

$$\det(yI - V^{(n)}) = y^3 - y^2 R_m(\lambda) + y S_m(\lambda) - T_m(\lambda), \quad (3.3)$$

where $R_m(\lambda), S_m(\lambda)$ and $T_m(\lambda)$ are polynomials with constant coefficients of $\lambda$

$$R_m(\lambda) = V^{(n)}_{11} + \lambda V^{(n)}_{22} + V^{(n)}_{33} = 2\delta_0 \lambda^{n+1} + (2\delta_1 + \alpha_0) \lambda^n + \cdots,$$

$$S_m(\lambda) = \begin{vmatrix} V^{(n)}_{11} & V^{(n)}_{12} & V^{(n)}_{13} \\ V^{(n)}_{21} & V^{(n)}_{22} & V^{(n)}_{23} \\ V^{(n)}_{31} & V^{(n)}_{32} & V^{(n)}_{33} \end{vmatrix} + \begin{vmatrix} V^{(n)}_{11} & V^{(n)}_{13} \\ V^{(n)}_{31} & V^{(n)}_{33} \end{vmatrix} + \begin{vmatrix} V^{(n)}_{12} & V^{(n)}_{22} \\ V^{(n)}_{32} & V^{(n)}_{33} \end{vmatrix} = \delta_0^2 \lambda^{2n+2} + (2\delta_1 \delta_0) \lambda^{2n+1} + \cdots,$$

$$T_m(\lambda) = \begin{vmatrix} V^{(n)}_{11} & V^{(n)}_{12} & V^{(n)}_{13} \\ V^{(n)}_{21} & V^{(n)}_{22} & V^{(n)}_{23} \\ V^{(n)}_{31} & V^{(n)}_{32} & V^{(n)}_{33} \end{vmatrix} = \lambda [\alpha_0 \delta_0^2 \lambda^{3n+1} + (2\alpha_0 \delta_0 \delta_1 + \alpha_1 \delta_0^2 - \alpha_0 \delta_1^2) \lambda^{3n+1} + \cdots].$$

This naturally leads to a trigonal curve $\mathcal{K}_{m-1}$ of degree $m = 3n + 2$ with respect to $\lambda$ by

$$\mathcal{K}_{m-1} : \mathcal{F}_m(\lambda, y) = y^3 - y^2 R_m(\lambda) + y S_m(\lambda) - T_m(\lambda) = 0. \quad (3.5)$$

According to (3.4) and (3.5), the trigonal curve $\mathcal{K}_{m-1}$ can be compactified by adding two infinite points $P_{\alpha_1}$ and $P_{\alpha_2}$ for which we take $P_{\alpha_1}$ as a double point without loss of generality. $\mathcal{K}_{m-1}$ is nonsingular or smooth means that for every point $Q_0 = (\lambda_0, y_0) \in \mathcal{K}_{m-1} \setminus \{ P_{\alpha_1}, P_{\alpha_2} \}$, $(\frac{\partial F_0}{\partial \lambda} | \lambda_0, y_0) \neq 0$. Adding the assumption of irreducibility, the trigonal curve $\mathcal{K}_{m-1}$ becomes connected. For the sake of convenience, we use the same symbol $\mathcal{K}_{m-1}$ in the following text to denote the three sheeted nonsingular compact Riemann surface. Obviously, the discriminant of (3.5) is $\Delta(\lambda) = -R_m^2 S_m^2 + 4R_m^3 T_m + 4S_m^3 - 18R_m S_m T_m + 27T_m^2 = -4\beta_0^2 \delta_0^4 \lambda^{6n+5}$, which has at most 6n + 5 zeros. Therefore, the Riemann-Hurwitz formula shows that the arithmetic genus of $\mathcal{K}_{m-1}$ is 3n + 1 for $\beta_0 \delta_1 \neq 0$ [16, 27, 48].

Equip the Riemann surface $\mathcal{K}_{m-1}$ with homology basis $\{ a_j, b_j \}_{j=1}^{m-1}$, which are independent and have intersection numbers as follows

$$a_j \circ b_k = \delta_{jk}, \quad a_j \circ a_k = 0, \quad b_j \circ b_k = 0, \quad j, k = 1, \ldots, m - 1.$$  

For the present, we will choose as our basis the following set

$$\sigma_l(P) = \begin{cases} \frac{1}{3\lambda^2(P) - 2R_m(\lambda)y(P) + S_m(\lambda)} \lambda^{l-1} d\lambda, & 1 \leq l \leq 2n + 1, \\ \frac{1}{3\lambda^2(P) - 2R_m(\lambda)y(P) + S_m(\lambda)} \lambda^{l-2n-2} d\lambda, & 2n + 2 \leq l \leq 3n + 1, \end{cases} \quad (3.6)$$
which are \(3n+1\) linearly independent holomorphic differentials on \(\mathcal{K}_{m-1}\). By using the homology basis \(\{a_j\}_{j=1}^{m-1}\) and \(\{b_j\}_{j=1}^{m-1}\), the period matrices \(A = (A_{jk})\) and \(B = (B_{jk})\) can be constructed from

\[
A_{jk} = \int_{a_k} a_j, \quad B_{jk} = \int_{b_k} a_j.
\]  

(3.7)

It is possible to show that the matrices \(A\) and \(B\) are invertible \([16, 27, 48]\). Now we define the matrices \(C\) and \(\tau\) by \(C = A^{-1}\), \(\tau = A^{-1}B\). The matrix \(\tau\) can be shown to be symmetric (\(\tau_{jk} = \tau_{kj}\)) and has a positive-definite imaginary part (\(\text{Im} \tau > 0\)). If we normalized \(\tilde{\omega}(P)\) into new basis \(\omega = (\omega_1, \ldots, \omega_{m-1})\),

\[
\omega_j = \sum_{i=1}^{m-1} C_{ij} \tilde{\omega}_i,
\]

(3.8)

then we have \(\int_{a_k} \omega_j = \delta_{jk}, \int_{b_k} \omega_j = \tau_{jk}, \ j, k = 1, \ldots, m-1\).

The complex structure on \(\mathcal{K}_{m-1}\) is defined in the usual way by introducing local coordinates \(\zeta_{Q_0} : P \to (\lambda - \lambda_0)\) near points \(Q_0 = (\lambda_0, y(Q_0)) \in \mathcal{K}_{m-1}\) which are not branch points nor infinite points of \(\mathcal{K}_{m-1}\). \(\zeta_{P_\omega} : P \to \lambda^{-1/(j-1)}\) near the points \(P_\omega \in \mathcal{K}_{m-1}, j = 1, 2\), and similar at other branch points of \(\mathcal{K}_{m-1}\).

Given these preliminaries, let \(\psi(P, x, t_r, t_0, r)\) denote the vector Baker-Akhiezer function by

\[
\psi_1(P, x, t_r, t_0, r) = U(u(x, t_r), v(x, t_r), w(x, t_r); \lambda(P)) \psi(P, x, t_r, t_0, r),
\]

\[
\psi_2(P, x, t_r, t_0, r) = V^{(r)}(u(x, t_r), v(x, t_r), w(x, t_r); \lambda(P)) \psi(P, x, t_r, t_0, r),
\]

\[
V^{(r)}(u(x, t_r), v(x, t_r), w(x, t_r); \lambda(P)) \psi(P, x, t_r, t_0, r) = \tilde{y}(P) \psi(P, x, t_r, t_0, r),
\]

\[
\psi_2(P, x, t_r, t_0, r) = 1, \quad x, t_r \in \mathbb{C}, \quad P \in \mathcal{K}_{m-1} \setminus \{P_{\omega_1}, P_{\omega_2}\}.
\]

(3.9)

Define two meromorphic functions \(\phi_2(P, x, t_r)\) and \(\phi_3(P, x, t_r)\) on \(\mathcal{K}_{m-1}\) closely related to the Baker-Akhiezer function by

\[
\phi_2(P, x, t_r) = \frac{\psi_1(P, x, t_r, t_0, r)}{\psi_2(P, x, t_r, t_0, r)}, \quad P \in \mathcal{K}_{m-1}, x, t_r \in \mathbb{C},
\]

(3.10)

\[
\phi_3(P, x, t_r) = \frac{\psi_1(P, x, t_r, t_0, r)}{\psi_3(P, x, t_r, t_0, r)}, \quad P \in \mathcal{K}_{m-1}, x, t_r \in \mathbb{C}.
\]

(3.11)

**Lemma 3.1.** Assume that (3.9), (3.10), (3.11) hold and let \(P = (\lambda, y(P)) \in \mathcal{K}_{m-1} \setminus \{P_{\omega_1}, P_{\omega_2}\}\) and \((\lambda, x, t_r) \in \mathbb{C}^3\). Then meromorphic functions \(\phi_2(P, x, t_r)\) and \(\phi_3(P, x, t_r)\) have the following asymptotic expansions near \(P_\omega \in \mathcal{K}_{m-1}, j = 1, 2\), under the local coordinate \(\zeta = \lambda^{-1/(j-1)}\)

\[
\phi_2(P, x, t_r) = \begin{cases} 
\zeta^{-1} + \frac{u}{2} + \frac{1}{8}(-2u_x + u^2 + 4vw)\zeta + \frac{1}{8}(-uu_x - 2v_xw - 6vw_x + u_{xx})\zeta^2 + O(\zeta^3), & \text{as } P \to P_{\omega_1}, \quad \zeta = \lambda^{-1/2}, \\
\frac{v_x}{v} + \frac{1}{v} [v_{xxx} - v_xv_{xx} - (uv_x)_xv + uv_x^2 - v_x^2w] \zeta + O(\zeta^2), & \text{as } P \to P_{\omega_2}, \quad \zeta = \lambda^{-1}, 
\end{cases}
\]

(3.12)

\[
\phi_3(P, x, t_r) = \begin{cases} 
\frac{1}{w} \zeta^{-1} + O(1), & \text{as } P \to P_{\omega_1}, \quad \zeta = \lambda^{-1/2}, \\
-v_x \zeta + O(\zeta^2), & \text{as } P \to P_{\omega_2}, \quad \zeta = \lambda^{-1}.
\end{cases}
\]

(3.13)
Proof. Expressions (3.9) and (3.10) imply that meromorphic functions \( \phi_2(P,x,t_r) \) satisfies the Riccati-type equation

\[
\phi_{2,xx} + 3\phi_2\phi_{2,x} + \phi_2^3 - \left( \frac{v_x}{v} + u \right)(\phi_{2,x} + \phi_2^2) = (v_x - \frac{uv_x}{v} + vw)\phi_2 + \lambda (\phi_2 - \frac{v_x}{v}).
\] (3.14)

We can insert the two following ansatzs into the above equation (3.14)

\[
\phi_2(P,x,t_r) = \begin{cases} 
\kappa_{-1,1}\zeta^{-1} + \kappa_{1,0} + \kappa_{1,1}\zeta + \kappa_{1,2}\zeta^2 + O(\zeta^3), & \text{as } P \to P_{o_1}, \quad \zeta = \lambda^{-1/2}, \\
\kappa_{2,0} + \kappa_{2,1}\zeta + O(\zeta^2), & \text{as } P \to P_{o_2}, \quad \zeta = \lambda^{-1}.
\end{cases}
\] (3.15)

A comparison of the same powers of \( \zeta \) then proves the first expression (3.12) in this lemma. The first expression in (3.9) implies the relationship between \( \phi_2 \) and \( \phi_3 \)

\[
\phi_3 = \frac{\psi_2}{\phi_{2,x} + \phi_2^2 - u\phi_2 - \lambda}.
\] (3.16)

Utilizing the expansions of \( \phi_2 \) in (3.12), we can easily derive (3.13). \( \square \)

Taking advantage of (3.9), (3.12) and (3.13), we can calculate out the asymptotic behaviors of \( y(P) \) near \( P_{o_1}, P_{o_2} \) as

\[
y(P) = \begin{cases} 
\zeta^{-2n-2}(\delta_0 + \beta_0\zeta + \beta_1\zeta^2 + O(\zeta^3)) & \text{as } P \to P_{o_1}, \quad \zeta = \lambda^{-1/2}, \\
\zeta^{-n}(\alpha_0 + \alpha_1\zeta + O(\zeta^3)) & \text{as } P \to P_{o_2}, \quad \zeta = \lambda^{-1}.
\end{cases}
\] (3.17)

Subsequently, one infers that

\[
\omega_j = \begin{cases} 
\frac{C_j,2n+1 - \delta_0 C_j,3n+1}{\beta_0} + O(\zeta) & \text{as } P \to P_{o_1}, \quad \zeta = \lambda^{-1/2}, \\
\frac{-C_j,2n+1}{\delta_0^2} + O(\zeta) & \text{as } P \to P_{o_2}, \quad \zeta = \lambda^{-1}.
\end{cases}
\] (3.18)

Furthermore, we could write \( \omega_j \) in the following form:

\[
\omega_j = \sum_{l=0}^{\infty} \rho_{k,j}(P_{o_2}) \zeta^l d\zeta, \quad \text{as } P \to P_{o_1}, \quad \zeta = \lambda^{-1/(3-j)},
\] (3.19)

where \( \rho_{k,j}(P_{o_2}) \) are constants, \( j = 1,2; \ k = 1,2, \ldots, 3n+1 \).

From the first two expression of (3.9), we arrive at the formula of \( \psi_2(P,x,x_0,t_r,t_0) \) as follows

\[
\begin{aligned}
\psi_2(P,x,x_0,t_r,t_0) &= \exp \left( \int_{x_0}^{x} \phi_2(P,x',t_r) dx' + \int_{t_0}^{t_r} \frac{\nabla_2(r)(\lambda,x_0,t')}{v(x_0,t')} \phi_2(P,x_0,t') + \lambda \nabla_2(r)(\lambda,x_0,t')
\right. \\
&\quad + \left. \frac{\nabla_2(r)(\lambda,x_0,t')}{v(x_0,t')} (\phi_{2,x}(P,x_0,t') + \phi_2^2(P,x_0,t') - u(x_0,t') \phi_2(P,x_0,t') - \lambda) dt' \right),
\end{aligned}
\] (3.20)

from which we can deduce the essential singularity of \( \psi_2(P,x,x_0,t_r,t_0) \) near \( P_{o_1}, j = 1,2 \). For the sake of convenience, we define a function

\[
I_j(P,x,t_r) = \frac{\nabla_2(r)(\lambda,x,t_r)}{v(x,t_r)} \phi_2(P,x,t_r) + \lambda \nabla_2(r)(\lambda,x,t_r)
\] (3.21)
whose three homogeneous cases is denoted by
\[I_r^{(e)}(P, x, t_r) = \bar{V}_{21}^{(e)}(\lambda, x, t_r) \phi_2(P, x, t_r) + \bar{V}_{22}^{(e)}(\lambda, x, t_r)
+ \frac{\bar{V}_{23}^{(e)}(\lambda, x, t_r)}{v(x, t_r)} (\phi_{2, x}(P, x, t_r) + \phi_{2, t_r}(P, x, t_r) - u(x, t_r) \phi_2(P, x, t_r) - \lambda), \varepsilon = 1, 2, 3, \]
(3.22)

where
\[
\begin{align*}
\bar{V}_{ij}^{(r, 1)} &= \bar{V}_{ij}^{(r)}|_{\alpha_0 = 1, \alpha_1 = \ldots = \beta_0 = \ldots = \beta_\lambda = \ldots = \delta_\lambda = 0}; \\
\bar{V}_{ij}^{(r, 2)} &= \bar{V}_{ij}^{(r)}|_{\beta_0 = 1, \alpha_1 = \ldots = \beta_\lambda = \ldots = \beta_\lambda = \ldots = \delta_\lambda = 0}; \\
\bar{V}_{ij}^{(r, 3)} &= \bar{V}_{ij}^{(r)}|_{\delta_\lambda = 1, \alpha_0 = \ldots = \alpha_\lambda = \beta_0 = \ldots = \beta_\lambda = \ldots = \delta_\lambda = 0}.
\end{align*}
\] (3.23)

Homogeneous polynomials \(\bar{b}_i^{(e)}, \bar{e}_i^{(e)}, \bar{d}_i^{(e)}, \bar{\psi}_i^{(e)}\) and \(b_j^{(e)}, c_j^{(e)}, d_j^{(e)}, \psi_j^{(e)}, \phi_j^{(e)}\) also have the similar stipulation.

Lemma 3.2. Suppose that \(u(x, t_r), v(x, t_r)\) and \(w(x, t_r)\) satisfy the \(r\)-th nonlinear evolution equations (2.16). Moreover, let \(P \in \mathcal{X}_{m-1} \setminus \{P_{\omega_1}, P_{\omega_2}\}\), \((x, x_0, t_r, t_0, r) \in \mathbb{C}^4\). Then
\[
\psi_2(P, x_0, t_r, t_0, r) = \left\{ \begin{array}{ll}
\exp \left( -z^{-1}(x-x_0) + \sum_{l=0}^{r} (\delta_{l-1} + \beta_{l-1}) \zeta^{-2l-2}(t_r - t_0, \lambda) \right) \\
+ \frac{1}{2} \partial^{-1} u(x, t_r) - \frac{1}{2} \partial^{-1} u(x_0, t_0, \lambda) + O(\zeta), \\
& \text{as } P \to P_{\omega_1}, \zeta = \lambda^{-1/2},
\end{array} \right.
\] (3.24)
\[
\frac{v(x, t_r)}{v(x_0, t_0, \lambda)} \exp \left( \sum_{l=0}^{r} \alpha_{l-1} \zeta^{-1}(t_r - t_0, \lambda) + O(\zeta), \\
& \text{as } P \to P_{\omega_2}, \zeta = \lambda^{-1}.
\]

Proof. To investigate the property of \(\psi_2(P, x_0, t_r, t_0, r)\) near \(P_{\omega_1}\), one shall take the local coordinate as \(\lambda = \zeta^{-2}\). We use the inductive method to prove the subsequent expression
\[
\bar{I}_r^{(1)}(P, x, t_r) = \frac{\partial^{-1}[-vw \bar{b}_r^{(1)} + (\partial u - \partial^2) \bar{e}_r^{(1)} + w \bar{d}_r^{(1)}] + O(\zeta), }{2} \\
\bar{I}_r^{(2)}(P, x, t_r) = \zeta^{-2r-1} + \frac{\partial^{-1}[-vw \bar{b}_r^{(2)} + (\partial u - \partial^2) \bar{e}_r^{(2)} + w \bar{d}_r^{(2)}] + O(\zeta), }{2} \\
\bar{I}_r^{(3)}(P, x, t_r) = \zeta^{-2r-2} + \frac{\partial^{-1}[-vw \bar{b}_r^{(3)} + (\partial u - \partial^2) \bar{e}_r^{(3)} + w \bar{d}_r^{(3)}] + O(\zeta). }{2}
\] (3.25)

In fact, for \(r = 1\), a direct calculation shows that
\[
\bar{I}_1^{(1)}(P, x, t_r) = \frac{\partial^{-1}[-vw \bar{b}_{1, x}^{(1)} + (\partial u - \partial^2) \bar{e}_1^{(1)} + w \bar{d}_{1, x}^{(1)}] + O(\zeta). }{2}
\] (3.26)

Suppose that \(\bar{I}_r^{(1)}(P, x, t_r)\) has the following expansion
\[
\bar{I}_r^{(1)}(P, x, t_r) = \sum_{j=0}^{\infty} a_j^{(1)}(x, t_r) \zeta^j, \quad P \to P_{\omega_1},
\] (3.27)
Taking use of (2.2), (2.14) and lemma 3.1, we get three expressions
\[
\phi_{2,t} = \left[ V_{21}^{(r,1)} \phi_2 + \lambda V_{22}^{(r,1)} + \frac{V_{23}^{(r,1)}}{v}(\phi_{2,x} + \phi_2^2 - u\phi_2 - \lambda) \right]_x,
\]
we arrive at
\[
\sigma^{(1)}_{j,x} = \kappa_{1,j,t}, \quad j = 0, 1, 2, 3, \ldots,
\]
Taking use of (2.2), (2.14) and lemma 3.1, we get three expressions
\[
\begin{align*}
\sigma^{(1)}_0 &= \partial^{-1}\kappa_{1,0,t} = -\tilde{b}^{(1)}_{r+1} \\
\sigma^{(1)}_1 &= \partial^{-1}\kappa_{1,1,t} = \tilde{b}^{(1)}_{r+1} - \tilde{c}^{(1)}_{r+1} \\
\sigma^{(1)}_2 &= \partial^{-1}\kappa_{1,2,t} = -\frac{1}{4}\tilde{b}^{(1)}_{r+1,x} + \frac{1}{4}\tilde{u}\tilde{b}^{(1)}_{r+1,x} + \frac{1}{4}\tilde{v}\tilde{b}^{(1)}_{r+1,x} - \frac{3}{4}\tilde{w}\tilde{b}^{(1)}_{r+1} + \frac{1}{2}\tilde{f}^{(1)}_{r+1},
\end{align*}
\]
where the integration constants are taken as zero because there is no arbitrary constants in the expansions of \(\phi_2(P,x,t)\) near \(P_{o_1}\) nor in the coefficients of the homogeneous polynomials \(\tilde{\psi}_{i,j}\)
with the condition \(\partial\partial^{-1} = \partial^{-1}\partial = 1\). It is easy to see that
\[
\begin{align*}
\tilde{I}^{(1)}_{r+1}(P,x,t) &= \zeta^{-2}\tilde{I}^{(1)}_r + (\tilde{c}^{(1)}_r - \tilde{b}^{(1)}_{r+1})\phi_2 + \tilde{b}^{(1)}_{r+1}\zeta^{-2} + \frac{\tilde{d}^{(1)}_{r+1}}{v}(\phi_{2,x} + \phi_2^2 - u\phi_2 - \zeta^{-2}) \\
&= \frac{\partial^{-1}[-v\tilde{w}\tilde{b}^{(1)}_{r+1,x} + (\partial u - \partial^2)\tilde{c}^{(1)}_{r+1,x} + w\tilde{b}^{(1)}_{r+1,x} + (\partial v + \partial\partial)\tilde{f}^{(1)}_{r+1}]}{2} + O(\zeta).
\end{align*}
\]
Thus \(\tilde{I}^{(1)}_{r+1}(P,x,t)\) is proved to have the expansion as seen in (3.25) near \(P_{o_1}\). Similarly, one can prove the other two expressions in (3.25), which yield the expansion of \(I_j(P,x,t)\) near \(P_{o_1}\) as follows
\[
I_j(P,x,t) = \sum_{l=0}^{r} (\delta_{j-l} + \tilde{b}_{j-l}\zeta) \zeta^{-2l-2} + \frac{\partial^{-1}[-v\tilde{w}\tilde{b}_{r,x} + (\partial u - \partial^2)\tilde{c}_r + w\tilde{d}_{r,x} + (\partial v + \partial\partial)\tilde{f}_r]}{2} + O(\zeta).
\]
Substituting (3.12) and (3.31) into (3.20), we arrive at the first expression in (3.24) right now. Under the local coordinate \(\zeta = \lambda^{-1}\) near \(P_{o_2}\), we can similarly prove the second expression in lemma 3.2.
\[
\square
\]
Let \(\omega^{(2)}_{j,s}(P)\), \(j \geq 2, s = 1, 2\), denote the normalized Abelian differential of the second kind holomorphic on \(\mathcal{X}_{m-1} \setminus \{P_{o_2}\}\) satisfying
\[
\int_{\partial \mathcal{X}_k} \omega^{(2)}_{j,s}(P) = 0, \quad k = 1, \ldots, 3n + 1,
\]
\[
\omega^{(2)}_{j,s}(P) = (\zeta^{-j} + O(1))d\zeta, \quad \text{as} \quad P \to P_{o_2}, \quad \zeta = \lambda^{1/(s-3)}.
\]
According to the asymptotic behaviors of \(\psi_2(P,x,t_0,r_0)\) in (3.24), we introduce the corresponding Abelian differential of the second kind
\[
\Omega^{(2)}_2(P) = \omega^{(2)}_{j,s}(P)
\]
and

$$\tilde{\Omega}_{2r+3}^{(2)}(P) = \sum_{l=0}^{r}(2l + 2)\tilde{\delta}_{r-l}\omega_{\nu_{l-2r+3}}^{(2)}(P) + \sum_{l=0}^{r}(2l + 1)\tilde{\beta}_{r-l}\omega_{\nu_{l-2r+2}}^{(2)}(P) + \sum_{l=1}^{r}\tilde{\alpha}_{r-l}\omega_{\nu_{l-2r+1}}^{(2)}(P).$$

(3.35)

From (3.33), (3.34) and (3.35), we conclude that

$$\int_{Q_{0}}^{P} \tilde{\Omega}_{2}^{(2)}(P) = \begin{cases} -\zeta^{-1} + \epsilon_{1}^{(2)}(Q_{0}) + O(\zeta), & \text{as } P \to P_{m_{1}}, \quad \zeta = \lambda^{-1/2}, \\ \epsilon_{2}^{(2)}(Q_{0}) + O(\zeta), & \text{as } P \to P_{m_{2}}, \quad \zeta = \lambda^{-1}, \end{cases}$$

(3.36)

$$\int_{Q_{0}}^{P} \tilde{\Omega}_{2r+3}^{(2)}(P) = \begin{cases} -\sum_{l=0}^{r}\tilde{\delta}_{r-l}\zeta^{-2l-2} - \sum_{l=0}^{r}\tilde{\beta}_{r-l}\zeta^{-2l-1} + \epsilon_{1}^{(2)}(Q_{0}) + O(\zeta), & \text{as } P \to P_{m_{1}}, \quad \zeta = \lambda^{-1/2}, \\ -\sum_{l=1}^{r}\tilde{\alpha}_{r-l}\zeta^{-l} + \epsilon_{2}^{(2)}(Q_{0}) + O(\zeta), & \text{as } P \to P_{m_{2}}, \quad \zeta = \lambda^{-1}, \end{cases}$$

(3.37)

where $$\epsilon_{1}^{(2)}(Q_{0}), \epsilon_{2}^{(2)}(Q_{0})$$ and $$\epsilon_{1}^{(2)}(Q_{0})$$ are integration constants with $$Q_{0}$$ an appropriately chosen base point on $$\mathcal{X}_{m-1} \setminus \{P_{m_{1}}, P_{m_{2}}\}$$. The $$\beta$$-periods of the differential $$\tilde{\Omega}_{2}^{(2)}(P)$$ and $$\tilde{\Omega}_{2r+3}^{(2)}(P)$$ are denoted by

$$U_{2}^{(2)} = (U_{2,1}^{(2)}, \ldots, U_{2,m-1}^{(2)}), \quad U_{2r+3}^{(2)} = \frac{1}{2\pi i} \int_{B_{2}} \tilde{\Omega}_{2r+3}^{(2)}(P), \quad k = 1, \ldots, m - 1,$$

(3.38)

$$\tilde{U}_{2r+3}^{(2)} = (\tilde{U}_{2r+3,1}, \ldots, \tilde{U}_{2r+3,m-1}), \quad \tilde{U}_{2r+3,j}^{(2)} = \frac{1}{2\pi i} \int_{B_{j}} \tilde{\Omega}_{2r+3}^{(2)}(P), \quad j = 1, \ldots, m - 1.$$  

(3.39)

By the relationship between the normalized Abelian differential of the second kind and the normalized holomorphic differential $$\omega$$, we can derive that

$$U_{2,k}^{(2)} = \rho_{k,0}(P_{m_{1}}), \quad k = 1, 2, \ldots, m - 1,$$

(4.40)

$$\tilde{U}_{2r+3,k}^{(2)} = \sum_{l=0}^{r}\tilde{\delta}_{r-l}\rho_{k,2l-1}(P_{m_{1}}) + \sum_{l=0}^{r}\tilde{\beta}_{r-l}\rho_{k,2l}(P_{m_{1}}) + \sum_{l=1}^{r}\tilde{\alpha}_{r-l}\rho_{k,l-1}(P_{m_{2}}), \quad k = 1, 2, \ldots, m - 1.$$  

(4.41)

4. Divisors of meromorphic functions and Baker-Akhiezer function

In this section, we shall investigate the properties of meromorphic functions and Baker-Akhiezer function on the finite part of the Riemann surface $$\mathcal{X}_{m-1}$$ including the divisors, which are necessary for construction of the Riemann theta function representations.

For convenience, we define three points $$P, P^{*}, P^{**}$$ on three different sheets of the same Riemann surface $$\mathcal{X}_{m-2}$$. For a fixed $$\lambda$$, let $$y_{i}(\lambda), i = 0, 1, 2$$, denote the roots of polynomial $$\mathcal{F}_{m}(\lambda, y) = 0$$, that is

$$y_{0}^{3} - y_{0}^{2}R_{m} + y_{0}S_{m} - T_{m} = 0.$$  

(4.1)

Then points $$(\lambda, y_{0}(\lambda)), (\lambda, y_{1}(\lambda))$$ and $$(\lambda, y_{2}(\lambda))$$ are on the three different sheets of Riemann surface $$\mathcal{X}_{m-1}$$, respectively. Let $$P = (\lambda, y_{i}(\lambda)), i = 0, 1, 2$$, be an arbitrary point in the three points,
then the other two points are defined as \(P^*\) and \(P^{**}\), respectively. From (4.1), we can derive the relationships between the roots \(y_i(\lambda), i = 0, 1, 2\) and the coefficients \(R_m, S_m, T_m\)

\[
\begin{align*}
y_0 + y_1 + y_2 &= R_m, \\
y_0y_1 + y_0y_2 + y_1y_2 &= S_m, \\
y_0y_1y_2 &= T_m, \\
y_0^2 + y_1^2 + y_2^2 &= R_m^2 - 2S_m, \\
y_0^3 + y_1^3 + y_2^3 &= R_m^3 - 3R_mS_m + 3T_m, \\
y_0^2 + y_1^2 + y_2^2 &= S_m^2 - 2R_mT_m, \\
\prod_{j=0}^{2}(3y_j^2 - 2y_jR_m + S_m) &= \Delta(\lambda).
\end{align*}
\]

Using (3.9), (3.10) and (3.11), a direct calculation shows that

\[
\begin{align*}
\Phi_2 &= \frac{yV_{13}^{(n)} + C_m}{yV_{23}^{(n)} + A_m} = \frac{\lambda F_{m-1}}{yV_{13}^{(n)} - y(R_mV_{23}^{(n)} + C_m) + D_m} = \frac{yV_{23}^{(n)} - y(R_mV_{23}^{(n)} + A_m) + B_m}{E_{m-1}}, \\
\Phi_3 &= \frac{yV_{12}^{(n)} + D_m}{yV_{32}^{(n)} + C_m} = \frac{\lambda F_{m-1}}{yV_{12}^{(n)} - y(R_mV_{12}^{(n)} + C_m) + D_m} = \frac{yV_{32}^{(n)} - y(R_mV_{32}^{(n)} + C_m) + D_m}{E_{m-1}},
\end{align*}
\]

where

\[
\begin{align*}
A_m &= V_{13}^{(n)}V_{11}^{(n)} - V_{11}^{(n)}V_{23}^{(n)}, \\
B_m &= \lambda(V_{22}^{(n)}V_{23}^{(n)})^2 - (V_{23}^{(n)})^2 + (V_{13}^{(n)}V_{21}^{(n)}V_{22}^{(n)} - V_{12}^{(n)}V_{21}^{(n)}V_{23}^{(n)}), \\
C_m &= \lambda(V_{12}^{(n)}V_{23}^{(n)} - V_{13}^{(n)}V_{22}^{(n)}), \\
D_m &= V_{11}^{(n)}V_{13}^{(n)}V_{33}^{(n)} - (V_{13}^{(n)})^2V_{31}^{(n)} + \lambda V_{11}^{(n)}V_{12}^{(n)}V_{23}^{(n)} - \lambda V_{12}^{(n)}V_{13}^{(n)}V_{21}^{(n)}.
\end{align*}
\]

\[
\begin{align*}
\delta_m &= V_{12}^{(n)}V_{31}^{(n)} - V_{11}^{(n)}V_{32}^{(n)}, \\
\phi_m &= \lambda V_{22}^{(n)}V_{32}^{(n)}V_{33}^{(n)} - \lambda V_{23}^{(n)}(V_{32}^{(n)})^2 + V_{12}^{(n)}V_{31}^{(n)}V_{33}^{(n)} - V_{13}^{(n)}V_{31}^{(n)}V_{32}^{(n)}, \\
\tau_m &= V_{13}^{(n)}V_{32}^{(n)} - V_{12}^{(n)}V_{33}^{(n)}, \\
\tau_m &= \lambda V_{11}^{(n)}V_{12}^{(n)}V_{22}^{(n)} - \lambda(V_{12}^{(n)})^2V_{21}^{(n)} + V_{11}^{(n)}V_{13}^{(n)}V_{32}^{(n)} - V_{12}^{(n)}V_{13}^{(n)}V_{31}^{(n)}.
\end{align*}
\]

\[
\begin{align*}
E_{m-1} &= V_{21}^{(n)}(V_{11}^{(n)}V_{23}^{(n)} - V_{13}^{(n)}V_{21}^{(n)}) + V_{23}^{(n)}(V_{23}^{(n)}V_{31}^{(n)} - V_{21}^{(n)}V_{33}^{(n)}), \\
F_{m-1} &= V_{13}^{(n)}(V_{13}^{(n)}V_{32}^{(n)} - V_{12}^{(n)}V_{33}^{(n)}) + \lambda V_{12}^{(n)}(V_{13}^{(n)}V_{22}^{(n)} - V_{12}^{(n)}V_{23}^{(n)}), \\
\delta_{m-1} &= V_{31}^{(n)}(V_{11}^{(n)}V_{32}^{(n)} - V_{12}^{(n)}V_{31}^{(n)}) + \lambda V_{32}^{(n)}(V_{21}^{(n)}V_{32}^{(n)} - V_{22}^{(n)}V_{31}^{(n)}).
\end{align*}
\]

It can be inferred from (4.7) that \(E_{m-1}, F_{m-1}\) and \(\phi_{m-1}\) are polynomials with respect to \(\lambda\) of degree \(3n + 1\) for \(\beta_0 \delta_0 \neq 0\). Therefore, we can rewrite them in the following form:

\[
\begin{align*}
E_{m-1}(\lambda, x, t_r) &= \beta_0 \delta_0^2 v \prod_{j=1}^{3n+1} (\lambda - \mu_j(x, t_r)), \\
F_{m-1}(\lambda, x, t_r) &= \beta_0 \delta_0^2 v x \prod_{j=1}^{3n+1} (\lambda - \nu_j(x, t_r)),
\end{align*}
\]
\[ \mathcal{O}_{m-1}(\lambda, x, t_r) = \beta_0 \alpha_0^2 w^2 \prod_{j=1}^{3n+1} (\lambda - \xi_j(x, t_r)), \]  

(4.10)

where \( \{\mu_j(x, t_r)\}_{j=1}^{3n+1} \), \( \{\nu_j(x, t_r)\}_{j=1}^{3n+1} \), \( \{\xi_j(x, t_r)\}_{j=1}^{3n+1} \) are zeros of \( E_{m-1}(\lambda, x, t_r), F_{m-1}(\lambda, x, t_r), \) \( \mathcal{O}_{m-1}(\lambda, x, t_r) \) respectively. Define \( P_0 = (0, 0) \). Since

\[
\begin{align*}
\frac{\mathcal{G}_m(\nu_j(x, t_r), x, t_r)}{V_1^{(n)}(\nu_j(x, t_r), x, t_r)} &= \frac{\mathcal{G}_m(\nu_j(x, t_r), x, t_r)}{V_1^{(13)}(\nu_j(x, t_r), x, t_r)}, \\
\frac{\mathcal{G}_m(\xi_j(x, t_r), x, t_r)}{V_1^{(23)}(\xi_j(x, t_r), x, t_r)} &= \frac{\mathcal{G}_m(\xi_j(x, t_r), x, t_r)}{V_1^{(12)}(\xi_j(x, t_r), x, t_r)}
\end{align*}
\]

which can be deduced from

\[
\begin{align*}
F_{m-1}|_{\lambda=\nu_j(x, t_r)} &= |V_1^{(13)}(\nu_j(x, t_r), x, t_r)| = \lambda V_1^{(13)}(\nu_j(x, t_r), x, t_r) - \lambda V_1^{(23)}(\nu_j(x, t_r), x, t_r) \\
&= |V_1^{(13)}(\nu_j(x, t_r), x, t_r) - \lambda V_1^{(23)}(\nu_j(x, t_r), x, t_r)| = 0,
\end{align*}
\]

we can define

\[
\begin{align*}
\nu_j(x, t_r) &= \left(\nu_j(x, t_r), y(\nu_j(x, t_r))\right) = \left(\nu_j(x, t_r), -\frac{C_0(\nu_j(x, t_r), x, t_r)}{V_1^{(13)}(\nu_j(x, t_r), x, t_r)}\right) \in \mathcal{H}_{m-1}, \\
\xi_j(x, t_r) &= \left(\xi_j(x, t_r), y(\xi_j(x, t_r))\right) = \left(\xi_j(x, t_r), -\frac{\mathcal{G}_m(\xi_j(x, t_r), x, t_r)}{V_1^{(23)}(\xi_j(x, t_r), x, t_r)}\right) \in \mathcal{H}_{m-1}
\end{align*}
\]

with \( 1 \leq j \leq 3n+1, (x, t_r) \in \mathbb{C}^2 \).

Observing (4.3), (4.4) and lemma 3.1, we obtain the divisors \( \phi_2(P, x, t_r) \) and \( \phi_3(P, x, t_r) \) of \( \phi_2(P, x, t_r) \) and \( \phi_3(P, x, t_r) \) as follows

\[
\begin{align*}
(\phi_2(P, x, t_r)) &= \mathcal{P}_{\lambda_0, \lambda_1, \ldots, \lambda_{3n+1}}(P) - \mathcal{P}_{\lambda_0, \lambda_1, \ldots, \lambda_{3n+1}}(P), \\
(\phi_3(P, x, t_r)) &= \mathcal{P}_{\lambda_0, \lambda_1, \ldots, \lambda_{3n+1}}(P) - \mathcal{P}_{\lambda_0, \lambda_1, \ldots, \lambda_{3n+1}}(P).
\end{align*}
\]

(4.14)

(4.15)

Now we are in a position to discuss zeros and poles of \( \psi_2(P, x, 0, t_r) \) and \( \psi_3(P, x, 0, t_r) \) on \( \mathcal{H}_{m-1} \) \( \mathcal{P}_{\lambda_0, \lambda_1, \ldots, \lambda_{3n+1}}(P) \). From (4.3) and (4.4), we can easily obtain the interrelationships among the polynomials \( A_m, B_m, C_m, D_m, \mathcal{G}_m, \mathcal{P}_m, \mathcal{G}_m, \mathcal{H}_m, E_{m-1}, F_{m-1}, \) \( \mathcal{O}_{m-1}, R_m, S_m, T_m \) which we list below:

\[
\begin{align*}
\lambda V_1^{(13)}F_{m-1} &= V_1^{(13)}D_m - (V_1^{(13)})^2 S_m - V_1^{(13)}R_mC_m - C_m^2, \\
\lambda A_m F_{m-1} &= (V_1^{(12)})^2 T_m + C_mD_m, \\
V_1^{(13)}E_{m-1} &= V_1^{(13)}B_m - (V_1^{(12)})^2 S_m - V_1^{(13)}R_mA_m - A_m^2, \\
C_mE_{m-1} &= (V_1^{(12)})^2 T_m + A_mB_m.
\end{align*}
\]

(4.16)

(4.17)
Taking use of above relationships, we arrive at the evolution of $E_{m-1}(\lambda, x, t_r)$, $F_{m-1}(\lambda, x, t_r)$, $\phi_{m-1}(\lambda, x, t_r)$ with respect to $x$ and $t_r$ respectively in the subsequent lemma.

Lemma 4.1. Assume that (3.9) holds and let $(\lambda, x, t_r) \in \mathbb{C}^3$. Then

\[
E_{m-1, x} = -uE_{m-1} - (RmAm + 2V_{23}^{(n)}Sm - 3Bm),
\]
\[
F_{m-1, x} = 2uF_{m-1} + (-RmCm - 2V_{13}^{(n)}Sm + 3Dm) + v(Rm\phi - 2V_{12}^{(n)}Sm + 3Dm),
\]
\[
\phi_{m-1, x} = -u\phi_{m-1} + w(-Rm\phi + 2V_{32}^{(n)}Sm + 3Dm).
\]

\[
E_{m-1, t_r}(\lambda, x, t_r) = E_{m-1}[-\partial^{-1}u_{t_r} + 3\lambda \tilde{V}_{22}^{(r)} + \frac{\tilde{V}_{23}^{(n)}(Rm - 3\lambda V_{22}^{(n)})}{V_{23}^{(n)}}] + \frac{\tilde{V}_{23}^{(n)}(V_{21}^{(n)} - \tilde{V}_{21}^{(r)}V_{23}^{(n)})}{V_{23}^{(n)}}(RmAm + 2V_{23}^{(n)}Sm - 3Bm)
\]
\[
= E_{m-1}[-\partial^{-1}u_{t_r} + 3\lambda \tilde{V}_{22}^{(r)} + u\tilde{V}_{21}^{(r)} + \frac{\tilde{V}_{23}^{(n)}(Rm - uV_{21}^{(n)} - 3\lambda V_{22}^{(n)})}{V_{23}^{(n)}}] + \frac{\tilde{V}_{23}^{(n)}(V_{21}^{(n)} - \tilde{V}_{21}^{(r)}V_{23}^{(n)})}{V_{23}^{(n)}}E_{m-1, t_r},
\]

\[
F_{m-1, t_r}(\lambda, x, t_r) = (3\tilde{V}_{11}^{(r)} - \partial^{-1}u_{t_r})F_{m-1} + \frac{\tilde{V}_{21}^{(r)}(-RmCm - 2V_{13}^{(n)}Sm + 3Dm)}{V_{13}^{(n)}} + \frac{\tilde{V}_{13}^{(n)}(Rm\phi + 2V_{12}^{(n)}Sm - 3Dm)}{V_{13}^{(n)}}
\]
\[
= F_{m-1}[3\tilde{V}_{11}^{(r)} - \partial^{-1}u_{t_r}] + \frac{\tilde{V}_{12}^{(r)}(\nu Rm - 3V_{11}^{(n)} + 2\nu V_{13}^{(n)})}{V_{13}^{(n)}} + \frac{\tilde{V}_{13}^{(n)}(V_{12}^{(n)} - V_{13}^{(n)})}{V_{13}^{(n)}}E_{m-1, t_r},
\]
\[ \phi_{m-1}(\lambda, x, t_r) = \phi_{m-1}[-\partial^{-1} u_r + 3 V_{33}^{(r)} + w \frac{V_{31}^{(r)}}{w} + \frac{V_{32}^{(r)}}{w V_{32}^{(n)}} (w R_m - u V_{31}^{(n)} - 3 w V_{33}^{(n)})] + \frac{V_{31}^{(r)} V_{32}^{(n)} - V_{31}^{(n)} V_{32}^{(r)}}{w V_{32}^{(n)}} \phi_{m-1,x} \]

\[ = \phi_{m-1}[-\partial^{-1} u_r + 3 V_{33}^{(r)} + \frac{V_{32}^{(r)}}{V_{32}^{(n)}} (R_m - 3 V_{33}^{(n)})] + \frac{V_{31}^{(n)} V_{32}^{(r)} - V_{31}^{(r)} V_{32}^{(n)}}{V_{32}^{(n)}} (R_m \phi_m + 2 V_{32}^{(n)} S_m - 3 \phi_m). \] (4.25)

**Proof.** Considering that \( V^{(n)} \) satisfies the \( n \)th stationary equation, we can prove equations (4.22) directly. In order to prove (4.23), (4.24) and (4.25), we first show several expressions about the meromorphic functions \( \phi_2(P, x, t_r) \) and \( \phi_3(P, x, t_r) \)

\[ \phi_2(P, x, t_r) + \phi_2(P^*, x, t_r) + \phi_2(P^{**}, x, t_r) = \frac{-R_m A_m - 2 V_{23}^{(n)} S_m + 3 B_m}{E_{m-1}(\lambda, x, t_r)}, \] (4.26)

\[ \phi_3(P, x, t_r) + \phi_3(P^*, x, t_r) + \phi_3(P^{**}, x, t_r) = \frac{-R_m \phi_m - 2 V_{32}^{(n)} S_m + 3 \phi_m}{\phi_{m-1}(\lambda, x, t_r)}, \] (4.27)

\[ \phi_2(P, x, t_r) \phi_2(P^*, x, t_r) \phi_2(P^{**}, x, t_r) = \frac{-\lambda F_{m-1}(\lambda, x, t_r)}{E_{m-1}(\lambda, x, t_r)}, \] (4.28)

\[ \phi_3(P, x, t_r) \phi_3(P^*, x, t_r) \phi_3(P^{**}, x, t_r) = \frac{F_{m-1}(\lambda, x, t_r)}{\phi_{m-1}(\lambda, x, t_r)}, \] (4.29)

\[ \frac{1}{\phi_2(P, x, t_r)} + \frac{1}{\phi_2(P^*, x, t_r)} + \frac{1}{\phi_2(P^{**}, x, t_r)} = \frac{-R_m C_m - 2 V_{13}^{(n)} S_m + 3 D_m}{\lambda F_{m-1}(\lambda, x, t_r)} \] (4.30)

\[ \frac{1}{\phi_3(P, x, t_r)} + \frac{1}{\phi_3(P^*, x, t_r)} + \frac{1}{\phi_3(P^{**}, x, t_r)} = \frac{R_m C_m - 2 V_{13}^{(n)} S_m - 3 \phi_m}{F_{m-1}(\lambda, x, t_r)}, \] (4.31)

\[ \phi_2(P, x, t_r) + \phi_2(P^*, x, t_r) + \phi_2(P^{**}, x, t_r) = \frac{-V_{21}^{(n)} E_{m-1,x}(\lambda, x, t_r) + (R_m - u V_{21}^{(n)} - 3 \lambda V_{22}^{(n)}) E_{m-1}(\lambda, x, t_r)}{V_{23}^{(n)} E_{m-1}(\lambda, x, t_r)}, \] (4.32)
Lemma 4.2. Suppose that the zeros \( \mu_j(x, t_r) \), \( \nu_j(x, t_r) \) and \( \xi_j(x, t_r) \) of \( E_{m-1}(\lambda, x, t_r) \), \( F_{m-1}(\lambda, x, t_r) \) and \( \varphi_{m-1}(\lambda, x, t_r) \) in terms of Dubrovin-type equations in the subsequent lemma.

Lemma 4.2. Suppose that the zeros \( \{\mu_j(x, t_r)\}_{j=1,...,3n+1} \), \( \{\nu_j(x, t_r)\}_{j=1,...,3n+1} \) and \( \{\xi_j(x, t_r)\}_{j=1,...,3n+1} \) of \( E_{m-1}(\lambda, x, t_r) \), \( F_{m-1}(\lambda, x, t_r) \) and \( \varphi_{m-1}(\lambda, x, t_r) \) remain distinct for \( (x, t_r) \in \Omega_\mu \), \( (x, t_r) \in \Omega_\nu \) and \( (x, t_r) \in \Omega_\xi \), respectively, where \( \Omega_\mu \), \( \Omega_\nu \), \( \Omega_\xi \subseteq \mathbb{C}^2 \) are open and connected. Then \( \{\mu_j(x, t_r)\}_{j=1,...,3n+1} \), \( \{\nu_j(x, t_r)\}_{j=1,...,3n+1} \) and \( \{\xi_j(x, t_r)\}_{j=1,...,3n+1} \) satisfy the system of differential equations

\[
\mu_{j,x}(x, t_r) = \frac{-V_{23}^{(n)}(3y^2 - 2R_m y + S_m) |_{\lambda = \mu_j(x, t_r)}}{\beta_0 \delta_0^2 v \prod_{k=1}^{3n+1} (\mu_j(x, t_r) - \mu_k(x, t_r))},
\]

\[
\mu_{j,t_r}(x, t_r) = \frac{(V_{23}^{(n)}V_{23}^{(r)} - V_{23}^{(n)})(3y^2 - 2R_m y + S_m) |_{\lambda = \mu_j(x, t_r)}}{\beta_0 \delta_0^2 v \prod_{k=1}^{3n+1} (\mu_j(x, t_r) - \mu_k(x, t_r))},
\]

\[
\nu_{j,x}(x, t_r) = \frac{(V_{12}^{(n)} - V_{13}^{(n)})(3y^2 - 2R_m y + S_m) |_{\lambda = \nu_j(x, t_r)}}{\beta_0 \delta_0^2 v \prod_{k=1}^{3n+1} (\nu_j(x, t_r) - \nu_k(x, t_r))},
\]
\[ v_{j,t_r}(x,t_r) = \frac{(V^{(n)}_{12} \hat{V}^{(r)}_{13} - \hat{V}^{(r)}_{12} V^{(n)}_{13}) (3y^2 - 2R_m y + S_m) |_{\lambda = v_j(x,t_r)}}{\beta_0 \delta_k v_k \prod_{k \neq j} \left( v_j(x,t_r) - v_k(x,t_r) \right)} \]  
\[ (4.39) \]

\[ \xi_{j,x}(x,t_r) = \frac{-V^{(n)}_{32} (3y^2 - 2R_m y + S_m) |_{\lambda = \xi_j(x,t_r)}}{\beta_0 \delta_k w \prod_{k \neq j} \left( \xi_j(x,t_r) - \xi_k(x,t_r) \right)} \]  
\[ (4.40) \]

\[ \xi_{j,t_r}(x,t_r) = \frac{(V^{(n)}_{31} \hat{V}^{(r)}_{32} - \hat{V}^{(r)}_{31} V^{(n)}_{32}) (3y^2 - 2R_m y + S_m) |_{\lambda = \xi_j(x,t_r)}}{\beta_0 \delta_k w^2 \prod_{k \neq j} \left( \xi_j(x,t_r) - \xi_k(x,t_r) \right)} \]  
\[ (4.41) \]

with \( 1 \leq j \leq 3n + 1 \).

Now we turn to consider expression (3.20) from which one can obtain the subsequent proposition.

**Proposition 4.1.** Let \( P = (\lambda, y) \in \mathcal{X}_{m-1} \setminus \{ P_{\omega_1}, P_{\omega_2} \}, (x_0, t_r, t_{0,r}) \in \mathbb{C}^4 \). Then \( \psi_2(P,x_0, t_r, t_{0,r}) \) on \( \mathcal{X}_{m-1} \setminus \{ P_{\omega_1}, P_{\omega_2} \} \) has \( 3n + 1 \) zeros and \( 3n + 1 \) poles which are \( \hat{\mu}_1(x, t_r), \ldots, \hat{\mu}_{3n+1}(x, t_r) \) and \( \hat{\mu}_1(x_0, t_{0,r}), \ldots, \hat{\mu}_{3n+1}(x_0, t_{0,r}) \), respectively.

**Proof.** By using (4.3), (4.11) and (4.23), we can compute that

\[ \phi_2(P,x,t_r) = \frac{y^2 V_{23}^{(n)} - y(R_m V_{23}^{(n)} + A_m) + B_m}{E_{m-1}} \]

\[ = \frac{1}{E_{m-1} - \lambda} \left\{ y^2 V_{23}^{(n)} - y(R_m V_{23}^{(n)} + A_m) + \frac{1}{3} (E_{m-1} + u E_{m-1} + R_m A_m + 2 V_{23}^{(n)} S_m) \right\} \]

\[ = \frac{1}{3 E_{m-1}} \left\{ \frac{1}{3} V_{23}^{(n)} (3y^2 - 2R_m y + S_m) + V_{23}^{(n)} (R_m + \frac{3}{2} y + \frac{A_m}{V_{23}^{(n)}}) \right\} + \frac{1}{3} u \]

\[ = - \frac{\mu_j(x,t_r)}{\lambda - \mu_j(x,t_r)} + O(1) = \partial_x \ln(\lambda - \mu_j(x,t_r)) + O(1), \quad \lambda \to \mu_j(x,t_r). \]

On the other hand, since

\[ \frac{1}{v(x,t_r)} (\phi_2(x,P,x,t_r) + \phi_2^2(x,P,x,t_r) - u(x,t_r) \phi_2(x,P,x,t_r) - \lambda) = \frac{\phi_2(P,x,t_r)}{\phi_3(P,x,t_r)}, \]  
\[ (4.43) \]

we can similarly derive that

\[ \hat{V}_{21}^{(r)}(\lambda,x,t_r) \phi_2(P,x,t_r) + \hat{V}_{22}^{(r)}(\lambda,x,t_r) + \hat{V}_{23}^{(r)} \phi_2(P,x,t_r) \]

\[ = - \frac{\mu_j(x,t_r)}{\lambda - \mu_j(x,t_r)} + O(1) = \partial_x \ln(\lambda - \mu_j(x,t_r)) + O(1), \quad \lambda \to \mu_j(x,t_r). \]  
\[ (4.44) \]

Substituting expressions (4.42) and (4.44) into (3.20) yields the proposition. \( \square \)
5. Quasi-periodic solutions

In this section, we shall construct the Riemann theta function representations for the Baker-Akhiezer function \( \psi_2(P, x, t) \) and two meromorphic functions \( \phi_2(P, x, t), \phi_3(P, x, t) \), and in particular, that of solutions for the entire long wave-short wave type hierarchy.

We denote the period lattice \( \mathcal{T}_{m-1} = \{ \zeta \in \mathbb{C}^{m-1} | \zeta = N + L \tau, \quad N, L \in \mathbb{Z}^{m-1} \} \). The complex torus \( \mathcal{M}_{m-1} = \mathbb{C}^{m-1}/\mathcal{T}_{m-1} \) is called the Jacobian variety of \( \mathcal{K}_{m-1} \). An Abel map \( \mathcal{A} : \mathcal{K}_{m-1} \rightarrow \mathcal{M}_{m-1} \) is defined as

\[
\mathcal{A}(P) = \left( \int_{Q_0}^{P} \omega_1, \ldots, \int_{Q_0}^{P} \omega_{m-1} \right) \pmod{\mathcal{T}_{m-1}} \quad (5.1)
\]

with the natural linear extension to the factor group \( \text{Div}(\mathcal{K}_{m-1}) \)

\[
\mathcal{A}(\sum n_k P_k) = \sum n_k \mathcal{A}(P_k). \quad (5.2)
\]

Define

\[
\rho^{(1)}(x,t) = \mathcal{A}(\sum_{k=1}^{3n+1} \hat{\mu}_k(x,t)) = \sum_{k=1}^{3n+1} \int_{Q_0}^{\hat{\mu}_k(x,t)} \omega, \quad (5.3)
\]

\[
\rho^{(2)}(x,t) = \mathcal{A}(\sum_{k=1}^{3n+1} \hat{\nu}_k(x,t)) = \sum_{k=1}^{3n+1} \int_{Q_0}^{\hat{\nu}_k(x,t)} \omega, \quad (5.3)
\]

\[
\rho^{(3)}(x,t) = \mathcal{A}(\sum_{k=1}^{3n+1} \hat{\xi}_k(x,t)) = \sum_{k=1}^{3n+1} \int_{Q_0}^{\hat{\xi}_k(x,t)} \omega, \quad (5.3)
\]

where \( \rho^{(1)}(x,t), \rho^{(2)}(x,t), \rho^{(3)}(x,t) \) can be linearized on \( \mathcal{M}_{m-1} \) in the following text.

Let \( \theta(\zeta) \) denote the Riemann theta function associated with \( \mathcal{K}_{m-1} \) equipped with homology basis and holomorphic differentials as before:

\[
\theta(\zeta) = \sum_{N \in \mathbb{Z}^{m-1}} \exp \left\{ \pi i < N \tau, N > + 2\pi i < N, \zeta > \right\}, \quad (5.4)
\]

where \( \zeta = (\zeta_1, \ldots, \zeta_{m-1}) \in \mathbb{C}^{m-1} \) is a complex vector, the diamond brackets denote the Euclidean scalar product:

\[
<N, \zeta > = \sum_{i=1}^{m-1} N_i \zeta_i, \quad <N, \tau > = \sum_{i,j=1}^{m-1} \tau_{ij} N_i N_j. \quad (5.5)
\]

Expression (5.4) implies that

\[
\theta(\zeta + N + M \tau) = \exp \left\{ -\pi i < M \tau, M > - 2\pi i < M, \zeta > \right\} \theta(\zeta). \quad (5.6)
\]

For brevity, define the function \( \mathcal{Z} : \mathcal{K}_{m-1} \times \sigma^{m-1} \mathcal{K}_{m-1} \rightarrow \mathbb{C}^{m-1} \) by

\[
\mathcal{Z}(P, Q) = M - \mathcal{A}(P) + \sum_{Q' \in Q} \rho(Q') \mathcal{A}(Q'), \quad P \in \mathcal{K}_{m-1},
\]

\[
Q = (Q_1, \ldots, Q_{m-1}) \in \sigma^{m-1} \mathcal{K}_{m-1}, \quad (5.7)
\]
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where $\sigma^{m-1} \cdot \mathcal{K}_{m-1}$ denotes the $(m - 1)$-th symmetric power of $\mathcal{K}_{m-1}$ and $M = (M_1, \ldots, M_{m-1})$ is the vector of Riemann constant depending on the base point $Q_0$ by the following expression

$$M_j = \frac{1}{2} (1 + \tau_j) - \sum_{l=1}^{m-1} \int_{\partial \delta_l} \omega_l(P) \int_{Q_0} \omega_j, \quad j = 1, \ldots, m - 1. \tag{5.8}$$

Then we have

$$\begin{align*}
\theta (\tilde{z}(P, \hat{\mu}(x, t_r))) &= \theta (M - \omega(\rho_1(x, t_r)), \quad P \in \mathcal{K}_{m-1}, \\
\theta (\tilde{z}(P, \hat{\nu}(x, t_r))) &= \theta (M - \omega(\rho_2(x, t_r)), \quad P \in \mathcal{K}_{m-1}, \\
\theta (\tilde{z}(P, \hat{\omega}(x, t_r))) &= \theta (M - \omega(\rho_3(x, t_r)), \quad P \in \mathcal{K}_{m-1}.
\end{align*} \tag{5.9}$$

According to divisors as seen in (4.14), (4.15) of the meromorphic functions $\phi_2(x, t_r)$ and $\phi_3(x, t_r)$, we need to introduce Abelian differentials of the third kind for their representations in terms of Riemann theta function.

Let $\omega_{Q_0, Q_0}(P)$ denote the normalized Abelian differential of the third kind holomorphic on $\mathcal{K}_{m-1} \setminus \{Q_1, Q_2\}$ and having simple poles at $Q_i$ with residues $(-1)^{j-i-1}$, $i, l = 1, 2$, then

$$\int_{\partial \delta_k} \omega_{Q_0, Q_2}(P) = 0, \quad \int_{\partial \delta_k} \omega_{Q_1, Q_2}(P) = 2\pi i \int_{Q_2} \omega_k, \quad k = 1, \ldots, 3n + 1. \tag{5.10}$$

Especially, we introduce $\omega_{P_{n-1}, P_{n-1}}(P)$ and $\omega_{P_{n-2}, P_{n-1}}(P)$ as follows

$$\omega_{P_{n-1}, P_{n-1}}(P) = \frac{\delta_1 (2y(P) - R_m(\lambda)) \lambda^d d\lambda}{2 (3y^2(P) - 2R_m(\lambda)y(P) + S_m(\lambda))} + \sum_{j=1}^{3n+1} \gamma_j \sigma_j, \tag{5.11}$$

$$\omega_{P_{n-2}, P_{n-1}}(P) = \frac{\delta_1 (2y(P) - R_m(\lambda)) \lambda^d d\lambda}{2 (3y^2(P) - 2R_m(\lambda)y(P) + S_m(\lambda))} + \frac{(y^2(P) - R_m(\lambda)y(P) + S_m(\lambda)) d\lambda}{\lambda (3y^2(P) - 2R_m(\lambda)y(P) + S_m(\lambda))} + \sum_{j=1}^{3n+1} \eta_j \sigma_j, \tag{5.12}$$

where the $\gamma_j, \eta_j, j = 1, \ldots, 3n + 1$, are uniquely determined by the requirement of normalized condition, that is vanishing $\sigma-$periods

$$\int_{\partial \delta_k} \omega_{P_{n-2}, P_{n-1}}(P) = 0, \quad \int_{\partial \delta_k} \omega_{P_{n-1}, P_{n-1}}(P) = 0. \tag{5.13}$$

From (5.11) and (5.12), we can directly calculate that

$$\omega_{P_{n-1}, P_{n-1}}(P) = \lim_{\zeta \to 0} \begin{cases} (\zeta^{-1} + O(1)) d\zeta, & \text{as } P \to P_0, \\ (\zeta^{-1} + \lambda + O(\zeta)) d\zeta, & \text{as } P \to P_{n-1}, \end{cases} \quad \zeta = \lambda, \tag{5.14}$$

$$\omega_{P_{n-2}, P_{n-1}}(P) = \lim_{\zeta \to 0} \begin{cases} (-\zeta^{-1} + O(1)) d\zeta, & \text{as } P \to P_0, \\ (\zeta^{-1} + O(1)) d\zeta, & \text{as } P \to P_{n-2}, \end{cases} \quad \zeta = \lambda^{-1/2}. \tag{5.15}$$
where \( \Lambda = \frac{1}{2 \beta_0} (\alpha_0 \delta_0 + 2 \beta_0^2 - 2 \eta_{2n+1} - 2 \delta_0 \eta_{3n+1}) \). Then we have

\[
\int_{Q_0} \omega^{(3)}_{\theta_0, \nu_1} (P) = \begin{cases} 
\ln \zeta + e_1^{(3)}(Q_0) + O(\zeta), & \text{as } P \to P_0, \quad \zeta = \lambda, \\
\ln \zeta + e_1^{(3)}(Q_0) + \Lambda \zeta + O(\zeta^2), & \text{as } P \to P_{\nu_1}, \quad \zeta = \lambda^{-1/2}, \quad (5.16) \\
e_1^{(3)}(Q_0) + O(\zeta), & \text{as } P \to P_{\nu_2}, \quad \zeta = \lambda^{-1},
\end{cases}
\]

and

\[
\int_{Q_0} \omega^{(3)}_{\Theta_0, \nu_1} (P) = \begin{cases} 
-\ln \zeta + e_2^{(3)}(Q_0) + O(\zeta), & \text{as } P \to P_{\nu_1}, \quad \zeta = \lambda^{-1/2}, \\
\ln \zeta + e_2^{(3)}(Q_0) + O(\zeta), & \text{as } P \to P_{\nu_2}, \quad \zeta = \lambda^{-1},
\end{cases}
\]

where \( e_1^{(3)}(Q_0), e_1^{(3)}(Q_0), e_1^{(3)}(Q_0), e_2^{(3)}(Q_0), e_2^{(3)}(Q_0) \) are integration constants.

Given the asymptotic expansions at \( P_{\nu_1}, P_{\nu_2} \) as in Lemma 3.1, Lemma 3.2 and the divisors \( (\phi_2(P,x,t_r)), (\phi_1(P,x,t_r)), (\phi_0(P,x,t_r)) \) are simple poles on \( \mathbb{C}^{m-1} \setminus \{P_{\nu_1}, P_{\nu_2}\} \) of \( \psi_2(P,x,t_0,t_r) \), the representations of \( \phi_2(P,x,t_r), \phi_1(P,x,t_r) \) and \( \psi_2(P,x,t_0,t_r) \) can be uniquely determined in the following theorem, as well as those of potentials \( u(x,t_r), v(x,t_r), w(x,t_r) \).

**Theorem 5.1.** Let \( P = (\lambda, y) \in \mathbb{C}^{m-1} \setminus \{P_{\nu_1}, P_{\nu_2}\} \) and let \( (x_0, t_0, r) \in \mathbb{C}^2 \), \( (x, t_r) \in \Omega_{\mu} \subseteq \mathbb{C}^2 \), where \( \Omega_{\mu} \) is open and connected. Suppose that \( \Delta_{\phi}(x,t_r) \) or \( \Delta_{\psi}(x,t_r) \) or \( \Delta_{\psi}(x,t_r) \) is nonspecial for \( (x, t_r) \in \Omega_{\mu} \). Then \( \phi_2(P,x,t_r), \phi_1(P,x,t_r) \) and \( \psi_2(P,x,t_0,t_r) \) have the following representations

\[
\phi_2(P,x,t_r) = \frac{\theta(z(P, \dot{u}(x,t_r))) \theta(z(P_{\nu_1}, \dot{u}(x,t_r)))}{\theta(z(P_{\nu_1}, \dot{u}(x,t_r))) \theta(z(P, \dot{u}(x,t_r)))} \exp \left( \int_{Q_0} \omega^{(3)}_{\theta_0, \nu_1} (P) - e^{(3)}_{1, \nu_1}(Q_0) \right),
\]

\[
\phi_3(P,x,t_r) = -v(x,t_r) \frac{\theta(z(P, \dot{u}(x,t_r))) \theta(z(P_{\nu_2}, \dot{u}(x,t_r)))}{\theta(z(P_{\nu_2}, \dot{u}(x,t_r))) \theta(z(P, \dot{u}(x,t_r)))} \exp \left( \int_{Q_0} \omega^{(3)}_{\theta_0, \nu_1} (P) - e^{(3)}_{2, \nu_2}(Q_0) \right),
\]

\[
\psi_2(P,x,t_0,t_r) = \exp \left( \frac{1}{2} \partial^{-1} u(x,t_r) - \frac{1}{2} \partial^{-1} u(x_0, t_0) \right) \frac{\theta(z(P, \dot{u}(x,t_r))) \theta(z(P_{\nu_1}, \dot{u}(x,t_r)))}{\theta(z(P_{\nu_1}, \dot{u}(x,t_r))) \theta(z(P, \dot{u}(x,t_r)))} \times \exp \left( e^{(2)}_1(Q_0) - \int_{Q_0} \omega^{(2)}_{\nu_2}(P)(x-x_0) + (e^{(2)}_1(Q_0) - \int_{Q_0} \omega^{(2)}_{\nu_2}(P)(t_r-t_0) \right),
\]

and potentials \( u(x,t_r), v(x,t_r), w(x,t_r) \) are of the form

\[
u(x,t_r) = v(x_0, t_0, r) \exp \left( \frac{1}{2} \partial^{-1} u(x,t_r) - \frac{1}{2} \partial^{-1} u(x_0, t_0, r) \right) \frac{\theta(z(P_{\nu_2}, \dot{u}(x,t_r))) \theta(z(P_{\nu_1}, \dot{u}(x,t_r)))}{\theta(z(P_{\nu_1}, \dot{u}(x,t_r))) \theta(z(P_{\nu_2}, \dot{u}(x,t_r)))} \times \exp \left( e^{(2)}_1(Q_0) - e^{(2)}_2(Q_0)(x-x_0) + (e^{(2)}_1(Q_0) - e^{(2)}_2(Q_0) - \bar{\alpha}_r)(t_r-t_0) \right),
\]

\[
w(x,t_r) = -\frac{1}{v(x,t_r)} \frac{\theta(z(P_{\nu_2}, \dot{u}(x,t_r))) \theta(z(P_{\nu_1}, \dot{u}(x,t_r)))}{\theta(z(P_{\nu_1}, \dot{u}(x,t_r))) \theta(z(P_{\nu_2}, \dot{u}(x,t_r)))} \exp \left( e^{(3)}_{2, \nu_2} - e^{(3)}_{2, \nu_1} \right),
\]
where the paths of integration in the integrals and in the Abel mapping are the same.

Proof. Assume temporarily that \( \mu_j(x, t_r) \neq \mu_j'(x, t_r) \) for \( j \neq j' \) and \( (x, t_r) \in \Omega_{\mu} \subseteq \Omega_{\mu} \), where \( \Omega_{\mu} \) is open and connected. Let the right hand side of (5.18) be denoted by \( \Phi_2 \). Noting (4.15) and (5.14), we can see that \( \phi_2 \) and \( \Phi_2 \) have the identical \( 3n + 2 \) simple poles \( P_{m_1}, \mu_1(x, t_r), \cdots, \mu_{3n+1}(x, t_r) \) and simple zeros \( R_0, V_1(x, t_r), \cdots, V_{3n+1}(x, t_r) \). Since the arithmetic genus of the Riemann surface is \( 3n + 1 \), utilizing the Riemann-Roch theorem, we conclude that the holomorphic function \( \frac{\phi_2}{\Phi_2} = \gamma \), a constant with respect to \( P \). Using (3.12) and (5.14), we can derive that

\[
\frac{\Phi_2}{\phi_2} = \frac{(1 + O(\zeta))(\zeta^{-1} + O(1))}{\zeta^{-1} + O(1)} = 1 + O(\zeta), \quad \text{as} \quad P \to P_{m_1}, \quad \zeta = \lambda^{-1/2}, \tag{5.24}
\]

which yields that \( \gamma = 1 \). Similarly, we can prove expression (5.19). The asymptotic expansions of the Baker-Akhiezer function \( \psi_2(P, x, x_0, t_r, t_o_r) \) in lemma 3.2 and divisor in proposition 4.1 reveal that \( \psi_2(P, x, x_0, t_r, t_o_r) \) has the Riemann theta representation (5.20), where the function \( u(x, t_r) \) can be determined later. With help of a meromorphic differential

\[
\Omega(x, x_0, t_r, t_o_r) = \frac{\partial}{\partial \lambda} \ln(\psi_2(P, x, x_0, t_r, t_o_r))d\lambda, \tag{5.25}
\]

the Abel map can be linearized in the following form [25]

\[
\rho^{(j)}(x, t_r) = \rho^{(j)}(x_0, t_o_r) + U^{(2)}_2(x - x_0) + \tilde{U}^{(2)}_{r+3}(t_r - t_o_r) \quad (\mod \mathcal{J}_{m-1}), \quad j = 1, 2, 3. \tag{5.26}
\]

Therefore, \( \theta(\zeta(P_{m_1}, \hat{\mu}(x, t_r))) \) and \( \theta(\zeta(P_{m_1}, \hat{\psi}(x, t_r))) \) could be written briefly in the following form

\[
\theta(\zeta(P_{m_1}, \hat{\mu}(x, t_r))) = \theta(M^{(1)} + U^{(2)}_2 x + \tilde{U}^{(2)}_{r+3} t_r), \tag{5.27}
\]

\[
\theta(\zeta(P_{m_1}, \hat{\psi}(x, t_r))) = \theta(M^{(2)} + U^{(2)}_2 x + \tilde{U}^{(2)}_{r+3} t_r)
\]

where

\[
M^{(j)} = M - \mathcal{A}(P_{m_1}) + \rho^{(j)}(x_0, t_o_r) - U^{(2)}_2 x_0 - \tilde{U}^{(2)}_{r+3} t_o_r, \quad j = 1, 2.
\]

In order to derive (5.21), we expand \( \phi_2 \) of (5.18) near \( P_{m_1} \) under the local coordinate \( \zeta = \lambda^{-1/2} \)

\[
\phi_2 = \zeta^{-1} + \partial_\lambda \ln \frac{\theta(\zeta(P_{m_1}, \hat{\mu}(x, t_r)))}{\theta(\zeta(P_{m_1}, \hat{\psi}(x, t_r)))} + \Lambda + O(\zeta), \tag{5.28}
\]

from which we can derive expression (5.21) by comparing asymptotic expansion (5.28) of \( \phi_2 \) with (3.12) in lemma 3.1. Representations for \( v \) and \( w \) as seen in (5.22) and (5.23) can be deduced similarly by expanding \( \psi_2 \) and \( \phi_3 \) respectively near \( P_{m_2} \) and \( P_{m_1} \). Observing the continuity of the Abel map \( \mathcal{A} \), one can extend the result from \( (x, t_r) \in \Omega_{\mu} \) to \( (x, t_r) \in \Omega_{\mu} \), which completes the proof of the theorem. \( \square \)
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