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DEEPAK KUMAR\textsuperscript{1} and MANU SOOD\textsuperscript{2}

\textsuperscript{1}Department of Computer Science, Himachal Pradesh University, Summer Hill, Shimla (India)
\textsuperscript{2}Department of Computer Science, Himachal Pradesh University, Summer Hill, Shimla (India)

Email of Corresponding Author : deepak.cs339@gmail.com
http://dx.doi.org/10.22147/jucit/080103

Acceptance Date 20th Feb., 2017, Online Publication Date 26th Feb. 2017

Abstract

SDN has changed the way of thinking about networks. SDN networks are flexible, scalable and easily manageable. Application that runs on the management plane actually utilize the network efficiency, so application developed should be capable of handling the controllers functionality. Each of the application that runs should be free from viruses, so that it does not affect the controller. Also we need to increase the level of security in all layers of the SDN architecture. SDN is growing faster and faster and it has reached the platform where we can also apply other fields concepts. Now SDN researcher are looking for the overcome the existing drawback. So that it can even support heterogeneous networks in a very smooth and flexible way.
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I. Introduction

Software Defined Networks (SDN) is the latest trend in networking field. It has the ability to solve many of the unsolved problems of traditional networks. In order to make changes in traditional networks all the hardware devices and software components needs to be configured individually. Due to absence of global view as in traditional networks; it takes huge amount of time to make any changes or to troubleshoot the network. With the emergence of cloud and virtualization services are the point of interest for networking industries. At the same time there is a lack of flexibility and adaptive nature in the current networking scenario. SDN\textsuperscript{1} addresses all of the issues of traditional networks e.g. poor scalability, complexity and vendor dependence etc. The main concept that has made SDN successful is the separation of the control plane from data plane and to put the whole intelligence in the centralized controller.

By doing so we can get benefits like flexibility and the global view of the whole network (as shown in Figure 1). Global view of the network, helps us in easy management of the network system. In SDN architecture, as shown in Figure 2 the bottom layer is known as the data plane, which constitutes of the hardware devices like switches, routers and access points etc. These are the network elements which are responsible for the flow of packets in the data plane. The middle layer commonly
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known as the control plane, it is the place where the controller resides and performs the actual logic operations. All of the rules and policies are decided by the controller and are implemented in the data plane through programmatic control. At present there are wide choices of controllers available like NOX, POX, Beacon, RYU, MUL and Floodlight as shown in table 1.

| Serial No. | Controllers | Platform | Open Source |
|-----------|-------------|----------|-------------|
| 1.        | NOX         | C++/Python | Yes         |
| 2.        | POX         | Python    | Yes         |
| 3.        | Beacon      | Java      | Yes         |
| 4.        | Ryu         | Python    | Yes         |
| 5.        | MUL         | C         | Yes         |
| 6.        | Floodlight  | Java      | Yes         |

The topmost layer is called as management plane.

II). SDN Architecture components:

Architectural components of SDN are as follows:

I). SDN Application: SDN Applications are the programs that does the management task on the controller to configure the network elements in data lane. Usually SDN application consists of one application logic and one or many North Bound Interface (NBI) drivers.

II). SDN Controller: The controller in control plane is a logically centralized and is able to receive the requirements from the SDN application layer and bring it down to the SDN data plane and therefore providing the SDN applications with an abstract view of the whole network. SDN controller consists of North Bound Interface (NBI) agents (which can be one or more), control logic and the Control Data Plane Interface (CDPI) driver.

III). SDN Datapath: It is the component of the data plane and is a logical part of the network device, which uncover visibility and are incomparable in its control over forwarding and the data processing capabilities. An SDN Datapath consists of components like CDPI agent, set of one or more traffic forwarding engines and zero or more traffic operating functions.

IV). SDN Control to Data-Plane Interface (CDPI): It is the interface through which control logic implements rules and policies or drivers which are captured by the control data plane interface agents in the data plane.

V). SDN Northbound Interface: Open Flow is a protocol that acts as the north bound Interface, enabling the communication between the components of the data plane and control plane.
III). Openflow evolution:
As SDN is growing, it has enclosed various software elements and protocols. Open Flow is the primary protocol involved in the evolution of SDN standard. In last few years researchers has focussed on the current state of the Open Flow in SDN framework. The evolvement of SDN take place with the development of Open Flow in the year 2008-09. The first version of Open Flow was released in the year 2009, and continuous work has been made on Open Flow, soon the new updated version was released in 2012. Open Networking Foundation is focussed on the development of SDN and usually manages the Open Flow standard. The Open Flow protocol is firstly proposed by the N. McKeown with the intention of performing network experiments in a campus environment. During the development of Open Flow initial aim was of creating the programmable network which is controlled via centralized controller, after some researches it was discovered that the aim of controlling the network through programmatic control is actually a way that enables the development of the field; so called as the Software Defined Networking. Open Flow supports the modern switches, routers etc as these contain the flow tables which are important for the networking function such as; stats of packet flow, routing and sub-netting etc. Each entry of the packet in the flow table consist of three main fields: 1st is “header” the main function of the header field is to match the received packet. 2nd field is “action” this specifies what to do for the matched packet and 3rd is “statistics” for those packet which are matched. Open Flow protocol also offers services for the manipulation of flow table for an intelligent controller to insert, delete or to modify and remotely check the flow table entries through a secure TCP channel. Open Flow supports three message types; Asynchronous, symmetric and between the controller to switch. Asynchronous type of messages are initially sent by the switch, the purpose of this message is to modify the switch state or to update the controller for the network events. Controller to switch messages are initiated by the controller and are used directly to inspect or manage the switch. Symmetric messages can be initiated either by the switch or controller.

IV). Controller components:
We have wide variety of controllers available. The main components of controllers are as shown in Figure 3.

I). Network Layer: The main purpose of the network layer is to establish the communication with switching devices. It is the most inner or bottom layer of each of the controller to determine its performance. The main task of the network layer is:
• 1). To read the incoming Open Flow messages from the channel. The network layer is dependent on the runtime of programming language chosen. To establish the faster communication with devices like network interface card (nic), we can use fast packet processing framework such as netmap etc.

II). Open Flow Library: The main functionality of the Open Flow library is to check the correctness and provides the parsing to the Open Flow messages, and depending upon the type of the packet it can produce new events such as port_status and packet_in etc.

III). Event Layer: The main work of this layer is the handling of events between the core, the services and the internal network applications. The network applications subscribes the events from the core or bottom layer and which produces other events to which other applications may or may not be subscribed. This is usually done with...
the mechanism known as subscription mechanism.

V). NEED of Distributed controller in SDN:

Only a single controller is not enough for the management of whole network system. There are two measure issues:

**Less Reliable:** The centralizing controller is the only point of interest for attackers. It is the only single point of failure. If controller fails, the whole network system fails.

**Scalability Issue:** Today’s networks are growing at a very fast rate. Resources provided by the current controller are limited and are not capable of handling or to maintain the states of all the network elements. As networks becomes wider, So latency also increases.

In order to solve the scalability and reliability issue, there is a need of more than one distributed controllers. In this the network is divided into various sectors, each of which is controlled by the individual dedicated controller. Network sectors may overlap to certify the flexibility of network in case if any of the controller stops working. Each of the controller is connected with distributed data storage to provide global view of the network. The main purpose of this data storage is to store all the information regarding all of the applications and hardware devices. State of each of the application is kept under distributed data storage just to promote the migration between the switches and for the recovery of controller failure. There are many unanswered research questions such as; how can we reduce the overhead in distributed data storage, how the migration between switches takes place, how can we run applications on distributed controllers and what is the best controllers place etc.

VI). SDN Resiliency :

In the current network scenario whenever the logic of switch fails, only the traffic that passing through it is affected. The neighboring switches are preinstalled with the backup path whenever any failover occurs. When there is a detection of failure optional backup paths are activated. If control logic in SDN fails, then the forwarding elements are in down mode; resulting in the drop of packet, or undelivered data packets. How strong the topology is, this can be measured on terms of connection in a network after removing the hardware elements and links. The keyword resiliency means that the ability to redistribute the optional paths with in the specified time period. The resistance of the individual or group of distributed controller (s) can be defined in terms of their robustness in handling of faults in controller before it fails. Resilience also means the ability to recover the prestate control program as soon as possible after failure occur. From the point of view of the designer the definitions for the resilience and robustness can be different. In case of having only a single controller and if it fails then this results in to uncontrollable behaviour of the network.

Earlier detection of fault and faster failure recovery are the primary requirement of an efficient network system. Therefore by using the distributed set of controllers and dividing the work load across them, we can create a robust network system, capable of handling failures.
VII). SDN for wireless mesh network :

The disposition of Open Flow based SDN in a Wireless Mesh Network (WMN) presents some problems such as to setup a vigorous control framework that enables the network element to communicate with the controller, and also to face the worst conditions like unavailability of the controller due to the partitioning of the network or a complete controller failure. In WMN the routing mechanism is not based on the Spanning Tree algorithm but are based on the routing protocols like OLSR. WMN consists wireless mesh routers, whose purpose is to provide connectivity to the set of access networks through wired or wireless interface. Each of the subset of WMR can be operated as gateways and provides connectivity to the internet. In OpenFlow based SDN controller is connected to WMR via wired or wireless connection.

VIII). SDN security level :

One of the purpose to provide security in network is to provide the controlled network access, partition between the users and to protect the network system from attackers or intruders etc. As SDN is a new demanding networking technology, it is the point of interest for researchers, and it is expected that applications which provides network security can be easily applied to the networks control logic. There are mainly two levels of security:-

In the first level of the security; it requests for the logical connections among the hosts within the network. The SSL ( Secure Socket Layer ) protocol and the technique which is used for the packet encryption are used to make sure that connection must be secured. In SDN the standard protocol i.e. Open Flow which has the inbuilt feature to provide secure network connection. It is the responsibility of the controller to provide the secure connection with the network elements. In the distributed controller there is no such mechanism for the link security. When there is a lack of the link security, then the malicious code across any node can take the whole control of the switches.

The main function of the second level of security; is to protect servers, end hosts in the network and the network elements. Any malicious software can interrupt the whole network system, can collect secret information and can also infect the hosts. If DOS (Denial of Service) attack made by the attackers then it can disable the whole network system or it can also overload the network elements and controller. Security mechanism such as firewalls to find out the malicious packet flow and to block or reroute this traffic.

One of the approach such as NetWatch is firewall component for OpenFlow to restrict the fake packet flow. It mainly includes two types of functionality: First: Policy file includes the IP address or ports. It allows only those port and IP addresses, which are already specified in order to transmit packets. Second: Those packet which are specified in the rules are only allowed for the transmission.

IX). Conclusion

SDN has brought a lot change in the networking industry, furthermore is yet to come. Researchers are doing their best to utilize SDN features. There is a need of increasing security level across all the three layers in the SDN architecture. By providing security at each layer we can minimize security related problems. Also, the choice of using multiple controller makes the SDN networks much more reliable and capable of handling multiple faults at the same time. Also the use of multiple controllers makes it much more scalable. Also there is a need of modification in the networking elements of data plane in SDN so that they become resistant to any type of attack. If one of the network element fails, other elements should have back up path, which makes network flexible enough to handle fault. The concept of the SDN is applicable for mobile networks, data-centres and wireless mesh networks. SDN offers wide variety of solutions to network problems, so there is a need of SDN like networking environment.

X). Future scope :

There is a wide scope of future in SDN. It is the future of networks. It can easily manage the whole network through programmatic control. Technology in actual never becomes outdated, if it becomes, then it act as a bases for the new updated technology. SDN is newly established networking platform, each day there is research going on. In current SDN there are many breaches, so there is wide scope of improvement and research. We can apply concept of the other fields in SDN like software engineering, databases etc. So this makes SDN much more interesting for researcher.
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