Individuality decoded by running patterns: Movement characteristics that determine the uniqueness of human running
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Abstract

Human gait is as unique to an individual as is their fingerprint. It remains unknown, however, what gait characteristics differentiate well between individuals that could define the uniqueness of human gait. The purpose of this work was to determine the gait characteristics that were most relevant for a neural network to identify individuals based on their running patterns. An artificial neural network was trained to recognize kinetic and kinematic movement trajectories of overground running from 50 healthy novice runners (males and females). Using layer-wise relevance propagation, the contribution of each variable to the classification result of the neural network was determined. It was found that gait characteristics of the coronal and transverse plane as well as medio-lateral ground reaction forces provided more information for subject identification than gait characteristics of the sagittal plane and ground reaction forces in vertical or anterior-posterior direction. Additionally, gait characteristics during the early stance were more relevant for gait recognition than those of the mid and late stance phase. It was concluded that the uniqueness of human gait is predominantly encoded in movements of the coronal and transverse plane during early stance.

Introduction

The ability to identify individuals based on their movement patterns (gait recognition) has long fascinated society [1]. In biomechanics and biometrics, the mechanisms of human gait have been explored as biometric features and it has been demonstrated repeatedly that human gait is as unique to an individual as is their fingerprint [2–4]. Pataky and colleagues [5], for instance, showed that 104 individuals could be differentiated based only on their dynamic plantar pressure patterns with accuracy rates of over 99%. Gait patterns derived from joint angle trajectories and ground reaction forces (GRF) have also been explored to distinguish between individuals and resulted in comparable accuracy rates [6].

For many of these findings, the methodological approach was centered around machine learning procedures such as support vector machines [7, 8] and neural networks [9, 10]. A major benefit of these techniques is that they can handle the large datasets that are required for
the non-trivial task of gait recognition. In the aforementioned work by Pataky and colleagues [5], the data for one participant included 94,250 data points. Due to these large data volumes, however, machine learning models become very complex and require an extensive (and time consuming) computational effort to extract valuable information [11]. Additionally, these models act as a black box, providing no indication as to what information they deemed relevant to their decision-making [12, 13]. Thus, there remains a lack of knowledge on what part of the original data may be relevant for a successful classification by the model. In biomechanics this lack of transparency is a major drawback as it is often more important to understand when and why datasets differ rather than whether they are different at all. Despite the consensus that human gait is unique, it remains unknown what gait characteristics differentiate well between individuals and determine the uniqueness of human gait patterns.

Efforts have been made to develop methodologies that unveil a model’s decision-making process [14]. One method in particular, layer-wise relevance propagation [15], has successfully been applied in the contexts of image classification [16], text-document classification [17], and recently in gait classification [6]. In brief, layer-wise relevance propagation (LRP) assigns a relevance to each variable that indicates its contribution to the classification result. Combining layer-wise relevance propagation with machine learning, therefore, promises to increase the transparency of complex models. For a detailed explanation on layer-wise relevance propagation, the reader is referred to the original work by Bach and associates [15]. In the context of gait recognition, layer-wise relevance propagation quantifies the extent to which a specific gait characteristic contributes to the recognition of an individual. It may further provide the means to reduce the required data, which may facilitate a functional interpretation of gait characteristics that may be relevant for gait recognition.

The aim of this work was to explore what gait characteristics and time points of stance differentiate well between individuals and determine the uniqueness of human gait. Specifically, the purposes of this work were:

1. To train a neural network model to distinguish individuals based on their movement patterns observed by high-speed video of reflective markers and measured ground reaction forces after an eight-week intervention period.
2. To identify those variables and time points of overground running movement patterns that are most relevant to the identification of individuals using layer-wise relevance propagation.
3. To explore layer-wise relevance propagation as a means for data reduction and compare the performances of neural networks trained on only those variables with high relevance.

Methods
The present work resulted from a secondary analysis of previously collected data. For a detailed description of the protocol and the primary purpose of the data, the reader is referred to the original work [18].

Participants
Fifty participants (12 males [mean ± std]: 33.5 ± 8.9 years, 95.6 ± 27.2 kg, 179 ± 6.4 cm; 38 females [mean ± std]: 35.2 ± 9.4 years, 69.8 ± 13.2 kg, 164.7 ± 6.3 cm) were recruited for this study. All participants were novice recreational runners with less than 2 years of running experience and no symptoms of pain or injury within three months of testing. Written informed
consent was collected from all participants and approval for this research project was obtained from the ethics board of the University of Calgary (ethics ID: REB 13–0153).

Data collection
Participants performed 20 overground running trails at 3.5 m/s (± 15%) along a 30 m long indoor runway on two days, eight weeks apart. For the eight-week period between testing days, participants were randomly assigned to one of three intervention groups: control, functional balance training, or strength training. All three intervention groups were required to perform a home-based exercise routine five times per week. The exercise routine consisted of aerobic activities, statics stretching, and dynamic stretching. Members of the control group performed said exercise routine for 25 minutes each session, while members of the strength and balance groups performed this routine for 5 minutes followed by a 20-minute specialized exercise protocol for their respective group. For the detailed exercise protocols the reader is referred to the original work by Baltich and colleagues [18].

On both testing days, kinematic data were collected using an eight high-speed video camera system (Motion Analysis Corporation, Santa Rosa, Ca, USA) at a sampling rate of 240 Hz. Clusters composed of three reflective skin markers (diameter: 12.7 mm) were placed on each of the three segments of the right lower extremity (thigh, shank, and foot) and an additional four markers were placed on the right and left anterior / posterior iliac spine. Kinetic data was collected simultaneously using a force plate (Kistler Instruments AG, Winterthur, Switzerland) embedded within the laboratory floor, sampling at a frequency of 2400 Hz. Prior to the overground running trials, a standing trial was collected to obtain baseline measurements for marker positions, and the appropriate starting position for each participant was determined so that a single step on the force plate was guaranteed. The axes of the global coordinate system for the motion capture system were defined in such a way that the x-axis pointed in the direction of running, the y-axis was defined as perpendicular to the running direction, and the z-axis was directed vertically upwards.

Analysis
The number of overground running trials that were analyzed varied across participants because steps that almost missed the force plate were excluded. A minimum of 29 running trials, however, was guaranteed, while a maximum of 40 (20 per day) was possible. Trajectories of 3D marker positions were reconstructed using Expert Vision 3D Analysis software (Motion analysis Corporation, Santa Rosa, CA, USA), and cut to the stance phase of the stride that occurred on the force plate. The stance phase was defined as the period between heel strike and toe off, and both events were identified using a 15 N threshold applied to the vertical GRF. For each sample point, the rotation relative to the standing position for the hip, thigh, shank, and foot segment was calculated based on the marker clusters located on the respective segments [19]. Subsequently, 3D joint angles for the hip, knee, and ankle were calculated as the relative rotation between the hip and thigh, the thigh and shank, and the shank and foot segment, respectively, using a Z-X-Y cardan rotation sequence. The resulting joint angle trajectories and GRF trajectories were smoothed with a 15 Hz and a 50 Hz wavelet-based lowpass filter [20], respectively. Finally, an extensive normalization procedure was applied to each trajectory: First, all trajectories were time-normalized to 100 values via shape-preserving piecewise cubic interpolation. Second, the average trajectory of the respective participant was subtracted, and the given trajectory was divided by the standard deviation of the respective participant. Last, all trajectories were rescaled to range from -1 to 1 and concatenated into a single feature vector of dimensions 1 x 1200 (12 trajectories x 100 samples), representing the
movement pattern of a single stride (stride pattern). Through this procedure effects, such as differences in body weight, were eliminated from the data.

A shallow neural network was designed that consisted of one input, one hidden, and one output layer with 1200, 2400, and 50 nodes, respectively. A single hidden layer is, reportedly, sufficient to learn most input-output relationships [12], and the nodes per layer were derived from the shape of the input data (i.e., 1200 variables per stride pattern and 50 participants). The hyperbolic tangent was used as an activation function for the hidden layer. The network was trained on the entire data set collected during day 1, with a batch size of 25 and an epoch limit of 3000, which were determined to be a viable tradeoff between training efficiency and model accuracy. The data set collected during day 2 was subsequently presented to the trained model to assign the stride patterns of day 2 to their respective individual. The networks performance on the unseen data of day 2 was determined by calculating the participant-wise accuracy using Eq 1, where, for a given participant $p$, $n$ described the number of correctly assigned stride patterns and $N$ the total number of stride patterns.

$$\text{Accuracy}(p) = \frac{n_p}{N_p} \times 100$$

For each stride pattern that was correctly assigned by the neural network model, individual relevance patterns were calculated using layer-wise relevance propagation. By assigning a relevance score to each input variable, layer-wise relevance propagation determined how relevant each variable was to the model’s prediction. The relevance patterns derived by layer-wise relevance propagation were then normalized to their respective maximum to enable comparisons between participants. Subsequently, the average across all relevance patterns was calculated and rectified. The rectified average was smoothed, whereby the previous and subsequent points were weighted with 25%, and the current point with 50%. This smoothing process was repeated three times. Finally, the smoothed relevance pattern was rescaled to range from 0 (lowest relevance) to 1 (highest relevance). Because the input data (i.e., step patterns) were collected in the time-domain, neighboring values were dependent and represented related information. The applied smoothing process, therefore, reduced fluctuations in the calculated relevance scores without affecting the general pattern. The weights for the smoothing process were chosen such that their sum equaled 1 and a repetitive application would mimic a gaussian filter.

To explore the effect of the individual variables on the average classification accuracy of the model, all variables were sorted according to their relevance. A threshold was applied to limit the number of variables that should be included in a reclassification of all stride patterns of day 2. This threshold was increased in an iterative procedure such that an increasing subset of variables was used for the reclassification. Variables excluded from the various subsets were set to 0.

All analysis was performed in MATLAB 2019b (Natick, Massachusetts; The MathWorks Inc.) and the layer-wise relevance propagation toolbox by Lapuschkin and colleagues [21] was used for all analyses based on layer-wise relevance propagation. The supporting information of this work (S1 File) contains all analysis codes (MATLAB) and data files required to replicate the results presented in this work.

**Results**

The model that was trained on the day one stride patterns of all participants correctly assigned the day two stride patterns to the respective participants with an accuracy of 96.1%. For most participants (44 / 50), the model’s accuracy was ≥ 90% (Fig 1). For four participants the
accuracy of the model was between 70% and 90%, and for two participants the model’s accuracy was below 60%. The model performed equally well irrespective of the intervention (balance, strength, control) that was performed between day 1 and day 2.

The variables recorded at each 1% interval of stance phase were all relevant to successfully match stride patterns to their respective individuals (Fig 2A). The contribution of variables from the early stance phase (1–30%) to the successful classification, however, was higher than the contribution of variables from the mid and late stance phase.

The variables of trajectories that were most relevant were ab-adduction and internal-external rotation of the hip, the ab-adduction of the knee, the in-eversion of the ankle, and the medio-lateral GRF (Fig 2C). On the contrary, the trajectories that were least relevant to a successful matching of stride patterns and individuals were the flexion-extension of the hip, the flexion-extension and internal-external rotation of the knee, the ab-adduction and dorsi-plantarflexion of the ankle, and the GRF in anterior-posterior and vertical direction.

The detailed distribution of relevance (Fig 2B) revealed variables and time points of over-ground running movement patterns that were most relevant to the identification of individuals.

Notable percentages of stance that were of high relevance included hip ab-adduction at 20%–30% of stance; hip internal-external rotation at 10%–20%, 35%–45%, and 85%–98% of stance; knee ab-adduction at 9%, 45%–55%, and 90%–95% of stance; ankle in-eversion at 5%, 40%, and 95% of stance; and medio-lateral GRF at 20% of stance (Fig 2B, dark shades). On the contrary, percentages of stance that were of low relevance included hip flexion-extension at 1%–10%, 15%–30%, and 90%–100% of stance; knee flexion-extension at 38%–55%, and 97% of stance; knee internal-external rotation at 1%–5%, and 55%–65% of stance; ankle ab-adduction at 26%, 45%–60%, and 98% of stance; ankle dorsi-plantarflexion at 50%–60%, and 75%–
95% of stance; anterior-posterior GRF at 25%–30%, and 70%–100% of stance; and vertical GRF at 1%–5%, 40%–50%, and 95% of stance (Fig 2B, light shades).

The reclassification of day two stride patterns based on subsets of variables with high relevance showed that the relationship between the average accuracy of the model and the number of included variables was non-linear (Fig 3). With an increasing number of highly relevant variables (16–200), the model’s accuracy increased rapidly (5%–72%). Once the subset of variables included the 200 variables with the highest relevance, however, the model’s accuracy gains from additional variables were smaller. The entire set of variables (1200) was needed to reach the model’s highest accuracy of 96%.

Finally, the 200 variables with the highest relevance were exclusive to the trajectories that described the ab-adduction of the hip and knee, the internal-external rotation of the hip, inversion, and the medio-lateral ground reaction forces (Fig 4).

**Discussion**

The purpose of this work was threefold: First, to explore if a neural network can be trained to recognize individuals based on their gait pattern (i.e., individual strides) after an eight-week intervention period. Second, to use layer-wise relevance propagation to determine those variables of a gait pattern that were more relevant to the classification and those that were less relevant. Third, to explore the model’s performance on subsets of variables of high relevance.

The results of this work showed that a neural network could identify individuals based on their gait patterns (joint angle trajectories and ground reaction forces) with high accuracies (>90%). This outcome confirms previous findings that reported high success rates when
using machine learning techniques (e.g., neural networks, support vector machines, etc.) to identify individuals, and/or functional groups (e.g., young vs. elderly) based on their gait patterns [6, 22–26]. These findings provide support for the paradigm of the preferred movement path [27, 28] which suggests that individuals have a unique and preferred movement pattern. In addition, the present work may suggest that a preferred movement pattern is stable over an eight-week intervention period as the applied functional balance, strength training or
stretched out and did not alter movement patterns to the point where the neural network was unable to match them to the correct individual. The long-term stability of movement patterns, as hypothesized previously [22, 29], might also explain why earlier investigations (using the same data) did not find any effects on injury risks [30–32]. Thus, it appears that an individual’s preferred movement pattern is unique and does not easily change.

From the publications cited above, one can see the overwhelming amount of data that can be recorded and used to identify gait patterns. A reduction of the number of variables to those that are relevant for pattern recognition is essential if one has limited resources. The main contribution of the present work, therefore, lies within the application of layer-wise relevance propagation to the trained neural network model. Layer-wise relevance propagation highlighted the relevance of each variable for a successful assignment of gait patterns to individuals. From Fig 2 it is evident that not all variables (i.e., gait characteristics) were equally relevant. The model learned from the training data that some gait characteristics were more discriminative than others. Movements in the coronal and transverse plane, for example, were found to be more relevant for a discrimination of individuals than movements in the sagittal plane (Fig 2C). Similarly, medio-lateral GRFs were more relevant than forces in the anterior-posterior and vertical direction. Further, early stance (i.e., 1%–30%) was more relevant to the success of the model than mid and late stance (Fig 2A).

Intuitively, the higher relevance of some gait characteristics over others may suggest that the uniqueness of a gait pattern is not equally distributed across all gait characteristics. In other words, gait characteristics with low relevance might be generic and thus similar across multiple individuals and, therefore, they were not relevant for gait recognition. Gait characteristics with high relevance, however, might be specific (i.e., unique) to an individual and thus highly relevant for gait recognition. Consequently, one would expect gait characteristics with high relevance scores to differ substantially across individuals and future studies should focus on these.

Previous publications lend support to the outlined concept: For example, Horst and colleagues (who also utilized layer-wise relevance propagation) showed that the most prominent individual gait characteristics of barefoot overground walking where often located within the early stages of stance [6]. Likewise, it has been shown that differences in foot strike patterns (i.e., rearfoot vs. forefoot strike) can be readily observed during the early stages of stance [33]. Because the current work did not control for strike patterns, it is likely that strike patterns varied across participants and, consequently, the early stance phase might have been more important to discriminate between individuals. Similarly, medio-lateral GRFs have been shown to be more variable across individuals than anterior-posterior and vertical GRF [34] and might, therefore, capture more of an individual’s unique gait characteristics or preferred movement pattern. In fact, the present work highlighted that a subset of appropriately selected gait characteristics (i.e., variables with highest relevance) resulted in accuracies close to those when the entire dataset was used. Specifically, 200 of the total 1200 gait characteristics proved to be sufficient to achieve a classification accuracy of over 70%, while the entire dataset resulted in an accuracy of 96%. Interestingly, the 200 variables with the highest relevance were specific time points of ground contact within only five of the twelve trajectories (hip ab-adduction and internal-external rotation, knee ab-adduction, in-eversion of the foot, and medio-lateral ground reaction forces; Fig 4). These five trajectories may, therefore, encode the majority of an individual’s unique gait pattern. In fact, when performing gait recognition on only those five trajectories over the entirety of ground contact (i.e., 500 variables), the model’s performance resulted in an accuracy of 75.33%. Future studies concerned with the problem of gait recognition are, thus, advised to focus on the trajectories of hip and knee ab-adduction, hip
internal-external rotation, foot in-eversion, and the medio-lateral ground reaction forces as they may provide the majority of information required for successful gait recognition.

This work showcases a framework (layer-wise relevance propagation) for the analysis and interpretation of machine learning models and may provide guidance for future studies on the uniqueness of human gait. However, the relevance scores were a function of the trained model based on the current dataset using novice runners of different sex. It is unclear if similar findings would have been obtained using a different dataset. For example, variables identified as highly relevant may vary across running populations of varying running experience. Future studies that investigate a broader population are, therefore, needed to confirm the outcomes of this work.

**Conclusion**

Gait characteristics of the coronal and transverse plane as well as medio-lateral ground reaction forces provided more information on an individual's unique movement pattern than gait characteristics of the sagittal plane and ground reaction forces in vertical or anterior-posterior direction. From a temporal perspective, gait characteristics during the early stance were more unique than those of the mid / late stance. Thus, the uniqueness of human gait is predominantly encoded in movements of the coronal and transverse plane during early stance.
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