QUANTIFIER ALTERNATION IN A CLASS OF RECURSIVELY DEFINED TREE PROPERTIES

MOUMANTI PODDER

ABSTRACT. Alternating quantifier depth is a natural measure of difficulty required to express first order logical sentences. We define a sequence of first order properties on rooted, locally finite trees in a recursive manner, and provide rigorous arguments for finding the alternating quantifier depth of each property in the sequence, using Ehrenfeucht-Fraïssé games.

1. Introduction

We study the alternating quantifier depths of a class of recursively defined first order properties on rooted, locally finite trees. A tree $T$ is a connected graph on either a finite or an infinite vertex set that does not contain any cycle. We in particular shall consider trees as directed graphs, with clear distinction of parent and child between adjacent vertices. A rooted tree has a special vertex called the root, which we denote by $R$. A tree is called locally finite when each vertex of the tree has finite degree. We denote by $V = V(T)$ the vertex set of the tree $T$. For a given rooted tree $T$ and a vertex $v \in V(T)$, we let $T(v)$ denote the subtree of $T$ that consists of $v$ and all its descendants.

We now define the first order (FO) language on rooted trees. This consists of the root $R$ of the tree as a constant symbol, the equality of vertices (denoted $x = y$ which means that the vertices $x$ and $y$ coincide), and the parent-child relation (denoted $\pi(y) = x$ which means that the vertex $x$ is the parent of the vertex $y$). We denote vertices in the tree other than the root by letters such as $x, y, z, \ldots$ usually in lower case. Sentences are finite and comprise Boolean connectives such as $\neg, \land, \lor, \implies, \iff$ etc., and existential (denoted $\exists$) and universal (denoted $\forall$) quantification over vertices. We refer the reader to any of [2], [3] and [4] for detailed references on first order logic. The quantifier depth, abbreviated as q.d., of an FO sentence $A$ is the minimum number of nested quantifiers required to express $A$, whereas the alternating quantifier depth of $A$, which we abbreviate henceforth as the a.q.d. of $A$, is the minimum number, the minimum being taken over all formulas that express $A$, of the maximum number of alternating nested quantifiers required to write each such formula. That is, a.q.d. gives us the minimum number of times we have to switch from existential to universal or universal to existential quantification in a nested sequence of quantifiers in order to express the sentence. Trivially, the a.q.d. of any FO sentence is always bounded above by its q.d. Purely existential or purely universal FO sentences are defined to have a.q.d. 0.
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Example 1.1. Consider the FO sentence: there exists a vertex with precisely one child. This can be written as
\[ \exists x \, \exists y \, [(\pi(y) = x) \land \forall z \, (\pi(z) = x \implies z = y)]. \] (1.1)

The q.d. of this sentence is 3 whereas the a.q.d. is 1, because we have two existential followed by one universal quantifier in the nested sequence.

One of the classically studied family of questions by mathematical logicians comprise the model-theoretic results about the expressive power of logical languages. In general, given two languages \( A \) and \( B \) such that \( A \) is a subset of \( B \), the task is to show that the two are not tautologically equal, i.e. there exists a sentence which is expressible in \( B \) but not in \( A \). Quantifier alternation hierarchy is a natural tool for proving such results. We now discuss some literature on the a.q.d. of FO, and also touch briefly on a.q.d. of monadic second order (MSO) logic. [5] is a survey paper that discusses the usefulness of quantifier alternation hierarchy in membership algorithms – algorithms that are used to decide whether a given regular language of finite words is definable by a sentence from FO logic or not. They beautifully express the necessity to understand quantifier alternation hierarchy as a measure of the difficulty of defining a language – a language is considered complicated if many switches need to be made between blocks of existential quantifiers and blocks of universal quantifiers. [6] considers quantifier alternation hierarchy within FO language comprising two variables over finite words with linear order and binary successor predicate. They show that for a given regular language and any non-negative integer \( m \), it is decidable whether the language is definable by an FO sentence of a.q.d. at most \( m \). [7] also considers quantifier alternation hierarchy in FO logic on finite words – they prove that one can decide membership of a regular language to the levels of FO sentences that have a.q.d. 1 or FO sentences with a.q.d. 2 and beginning with an existential quantifier. [8] provides an effective characterization of tree languages that are definable by FO sentences with a.q.d. 1. [15] proves the strictness of FO quantifier alternation hierarchy over the class of finite labeled graphs – for each positive integer \( k \), they exhibit a property of finite labeled directed graphs that is expressible as an FO sentence of a.q.d. \( k+1 \) but not as any FO sentence of a.q.d. \( k \). [16] shows that FO quantifier alternation hierarchy is equivalent to dot-depth alternation hierarchy for FO formulas over word models with a total ordering on the alphabet rather than the successor relation on word positions. [13], [14] and [17] discuss the strictness of MSO quantifier alternation, i.e. sentences in prenex normal form having a prefix of \( k+1 \) many alternations of set quantifiers can describe strictly more graph properties than those having a prefix of only \( k \) many alternations of set quantifiers.

All the results we have been able to find in the literature pertaining to quantifier alternation hierarchy as an important tool to understand the expressive power of languages, are in the premise of graphs, trees, grids or pictures where each vertex or position is labeled by some element from a finite alphabet. In particular, in case of trees, some form of ordering is considered on the vertices, and each vertex is assigned a label from the pre-fixed, finite alphabet, and the unary predicate that specifies the label of a vertex is considered. We hope that our attempt to investigate a.q.d.’s of FO properties of rooted trees without the involvement of any alphabet will serve to begin a new direction of study with new definitions of FO and MSO languages on rooted, locally finite trees. Studies in this direction may
reveal strictness, or lack thereof, of quantifier alternation hierarchy of the FO language, as we define it, on rooted trees. Continuing with this hope, we cite here [12], where the authors define the FO language on graphs using the binary relations of adjacency and equality of vertices (without the involvement of any alphabet). They show that the minimum number of quantifier alternations that an FO sentence $A$ must have in order to fail to have a $0 − 1$ law on $G(n, n^{-\alpha})$ for infinitely many values of $\alpha$ is 3. We also hope that future work in this area would bring to light many more classes of recursively defined properties on rooted trees whose analysis may reveal more information on quantifier alternation hierarchy.

1.1. Organization of the paper: Our paper is organized in the following manner. In Section 2 we describe the class of recursively defined properties on rooted, locally finite trees that we examine. In Section 3 we describe the main tool we use to understand the a.q.d. of these properties – the Ehrenfeucht games, also known as the Ehrenfeucht-Fraïssé games. In Section 4 we describe the detailed inductive construction of the trees where the Ehrenfeucht games are played, and finally, in Section 5 we describe, also along an inductive argument, the winning strategy for Duplicator, that gives us the final conclusion.

2. Description of the problem

We define, for any rooted, locally finite tree $T$ with root $R$, and any $x \in V(T)$, the property $P_0(x)$ which states that $x$ has no child, which can be expressed as

$$P_0(x) = \forall y \neg[\pi(y) = x].$$

We now define the class of properties $P_i(x)$, for $i \in \mathbb{N}$ and any $x \in V(T)$, recursively as follows:

$$P_i(x) := \forall y [\pi(y) = x \implies \neg P_{i-1}(y)].$$

For example, $P_1(x)$ denotes the property that $x$ has no child with no child. In particular, we define the property KEIN$_{i} = P_i(R)$ for every $i \in \mathbb{N}$. The aim of this paper is to show that the a.q.d. of KEIN$_{i}$ is $i$ for every $i \in \mathbb{N} \cup \{0\}$. It is immediate to see that KEIN$_0$ has a.q.d. 0, since it is a purely universal sentence. From our recursive definition (2.2), we can also see that the a.q.d. of KEIN$_{i}$ is at least $i$. It remains to be shown that $i$ is indeed the minimum number of alternations of nested quantifiers required to express the sentence KEIN$_{i}$ for every $i \in \mathbb{N}$.

We mention here an analogous family of properties defined for graphs. On graphs, the corresponding FO language will consist of vertices denoted by $x, y, z, \ldots$ etc. the equality of vertices (again, denoted $x = y$) and the adjacency of vertices (denoted $x \sim y$), the Boolean connectives and the existential and universal quantifiers over vertices. One can define, for any vertex $x$, the property $Q_0(x)$ that $x$ has no neighbour, or, in other words, $x$ being an isolated vertex, and set $N_0 = \exists x[Q_0(x)]$. Then one can define

$$Q_1(x) = \forall y[y \sim x \implies [\exists z[\neg[z = x] \land [z \sim y]]],$$

or, in other words, for every neighbour $y$ of $x$, there exists some neighbour $z$ of $y$ which is distinct from $x$, or, in other words, no neighbour of $x$ is a degree 1 vertex. We then define $N_1 = \exists x[Q_1(x)]$. Finally, we recursively define

$$Q_i(x) = \forall y[y \sim x \implies \neg[Q_{i-1}(y)],$$
and set $N_i = \exists x [Q_i(x)]$. Notice that although defined in a rather similar fashion to the tree properties KEIN$_s$, the properties $N_s$ are harder to analyze. This is because of the following reason. As we shall see in the subsequent sections, our argument hinges upon the use of Ehrenfeucht games on two trees that we construct recursively on $s$, such that one of them satisfies KEIN$_s$ and the other satisfies $\neg$KEIN$_s$. The attempt to do a similar recursive construction in the graph case fails, because there, the property $\neg N_s$ claims something much stronger than $\neg$KEIN$_s$ – it claims that a certain property fails to hold for every vertex in the graph. The study of the properties $N_s$ for $s \in \mathbb{N}$ and their a.q.d. remains of keen interest to us in future research in this area. The comparison of such classes of properties on graphs and rooted trees may reveal significant difference between FO on graphs and FO on rooted trees as we have defined them.

3. The Ehrenfeucht game for alternating quantifiers

As mentioned above, the main objective of this paper is to show that KEIN$_s$ has a.q.d. precisely equal to $s$ for every $s \in \mathbb{N}$. The rigorous proof of this statement relies on a special version of the well-known Ehrenfeucht-Fraissé games, which we henceforth refer to as simply the Ehrenfeucht games. For standard definition of these combinatorial games and their connection to mathematical logic, we refer the reader to any one of the references [1] and [3]. For the special version of the game we are about to make use of in this paper, we refer the reader to Definition 2.7, Definition 2.8 and Theorem 2.9 of [10], and a formal proof of the connection of this special version with a.q.d. of FO sentences in [11].

We first state here, in the premise of rooted trees, the version of the Ehrenfeucht games described in [10] and [11], that determines the maximum among the a.q.d.'s of all FO sentences that hold true in both the structures on which the game is being played. We first state here a few general rules and terminology which apply to all three of Definitions 3.1, 3.3 and 3.5. The game is played, for a given number of rounds, on two given rooted trees $T_1$ and $T_2$, by two players known as Spoiler and Duplicator. Each round of the game consists of two parts: a move by Spoiler followed by a move by Duplicator. By a move, we mean the action by any player of choosing a vertex from one of the two trees. In each round, once Spoiler has made his selection of a vertex from one of the trees, Duplicator must make her selection of a vertex from the other tree. Thus, in every round, there is precisely one vertex chosen from $T_1$ and one from $T_2$.

If in the $i$-th round, for some $1 \leq i \leq r - 1$ where $r$ is the total number of rounds, Spoiler makes his move on $T_1$ and in the $(i + 1)$-st round makes his move on $T_2$, or vice versa, then we say that a switch has happened.

**Definition 3.1.** [Ehrenfeucht game with given maximum number of alternations] Given two rooted trees $T_1$ with root $R_1$ and $T_2$ with root $R_2$, and two positive integers $r$ and $s$ with $r \geq s$, this game, denoted EHR[$T_1, T_2, s, r$], consists of $r$ many rounds. Spoiler is allowed to make his move in the first round on any of the two trees $T_1$ and $T_2$, but throughout the game, he is allowed to make at most $s$ many switches.

Let $x_i$ be the vertex selected from $T_1$ and $y_i$ that from $T_2$ in round $i$, for $1 \leq i \leq r$. We set $x_0 = R_1$ and $y_0 = R_2$. Duplicator wins the game if all of the following conditions hold: for all $i, j \in [r],...
(Main 1) \( \pi(x_j) = x_i \iff \pi(y_j) = y_i \);
(Main 2) \( x_i = x_j \iff y_i = y_j \),
where for any positive integer \( n \), we denote by \([n]\) the set \( \{0, 1, \ldots, n\} \).

The importance of this version of the Ehrenfeucht games is illustrated in the following theorem, which is Theorem 2.9 of [10] stated for rooted, locally finite trees.

**Theorem 3.2.** For any two rooted trees \( T_1 \) and \( T_2 \), for positive integers \( r \) and \( s \), Duplicator wins \( \text{EHR} [T_1, T_2, s, r] \) if and only if for every FO sentence \( A \) of q.d. at most \( r \) and a.q.d. at most \( s \), we have \( T_1 \models A \iff T_2 \models A \).

Here, for any rooted tree \( T \) and any FO sentence \( A \), the notation \( T \models A \) implies that \( A \) holds in \( T \). The conclusion of Theorem 3.2 is that, if Duplicator wins \( \text{EHR} [T_1, T_2, s, r] \), then for every FO sentence \( A \) of q.d. at most \( r \) and a.q.d. at most \( s \), either \( A \) holds for both \( T_1 \) and \( T_2 \), or it holds for neither.

The version of the Ehrenfeucht games that we use is slightly different from that given in Definition 3.1. We show in Lemma 3.4 that if, on two given trees \( T_1 \) and \( T_2 \), Duplicator wins the Ehrenfeucht game described in Definition 3.3 with sufficiently large values of the parameters concerned, then she also wins the Ehrenfeucht game described in Definition 3.1.

**Definition 3.3.** [Ehrenfeucht game with alternation after every \( k \) rounds for fixed \( k \)] Given two rooted trees \( T_1 \) with root \( R_1 \) and \( T_2 \) with root \( R_2 \), and two positive integers \( k \) and \( s \), this game, denoted \( \text{EHR}_{alt} [T_1, T_2, s; k] \), consists of \( sk \) rounds. The \( sk \) many rounds are divided into \( s \) many batches of \( k \) rounds each.Spoiler, before the very first round, selects any one of \( T_1 \) and \( T_2 \) and in the first \( k \) rounds makes his moves on that tree, in the next \( k \) rounds he makes his moves on the other tree, and so on, i.e. he makes a switch after every \( jk \)-th round for every \( 1 \leq j \leq s - 1 \) (in particular, there can be no switch possible if \( s = 1 \)).

If \( x_i \) is the vertex selected from \( T_1 \) and \( y_i \) that from \( T_2 \) in round \( i \), for \( i \in [sk] \), setting \( x_0 = R_1 \) and \( y_0 = R_2 \), the winning conditions for Duplicator are [Main 1] and [Main 2] as described in Definition 3.1.

**Lemma 3.4.** For any two positive integers \( r \) and \( s \), and two given rooted trees \( T_1 \) and \( T_2 \), if Duplicator wins \( \text{EHR}_{alt} [T_1, T_2, s + 1; r] \), then she also wins \( \text{EHR} [T_1, T_2, s, r] \).

**Proof.** Suppose Spoiler makes \( t \) many switches during the game \( \text{EHR} [T_1, T_2, s, r] \), where \( t \leq s \). Without loss of generality, let us assume that Spoiler starts playing on \( T_1 \). Let the first switch happen after the \( i_1 \)-th round, the second switch after the \( (i_1 + i_2) \)-th round, and so on, where \( t, i_1, \ldots, i_t \) are entirely dependent on Spoiler’s decision and are unknown to Duplicator a priori. Clearly, for each \( 1 \leq j \leq t \), we have \( i_j \leq r \).

Having a winning strategy \( W \) for Duplicator for the game \( \text{EHR}_{alt} [T_1, T_2, s + 1; r] \) means that, whatever sequence of \( (s + 1)r \) moves Spoiler plays according to the rules of the game, Duplicator has a sequence of \( (s + 1)r \) responses such that she can maintain all the winning conditions. Without loss of generality, suppose Spoiler starts playing \( \text{EHR}_{alt} [T_1, T_2, s + 1; r] \) on \( T_1 \), and let \( x_1, \ldots, x_r \) denote his moves in \( T_1 \) in the first \( r \) rounds, and let \( y_1, \ldots, y_r \) denote the corresponding responses of Duplicator in \( T_2 \) according to \( W \); let \( y_{r+1}, \ldots, y_{2r} \) denote the moves made by Spoiler in \( T_2 \) in rounds \( r + 1, \ldots, 2r \), and let \( x_{r+1}, \ldots, x_{2r} \) denote the corresponding responses of Duplicator in \( T_1 \) according to \( W \), and so on.
Now, we construct the winning strategy for Duplicator for the game EHR \([T_1, T_2, s, r]\). As mentioned above, let Spoiler start playing on tree \(T_1\). Let \(a_1, \ldots, a_{i_1}\) denote the moves made by Spoiler in rounds 1, \ldots, \(i_1\) in tree \(T_1\). Setting \(x_j = a_j\) for all \(1 \leq j \leq i_1\), Duplicator replies with moves \(b_j = y_j\) for all \(1 \leq j \leq i_1\) where the \(y_j\)'s, as mentioned above, are chosen according to strategy \(W\). Note that Duplicator can do this because \(i_1 \leq r\). Next, for \(i_1 + 1 \leq j \leq i_1 + i_2\), Spoiler plays on \(T_2\) and selects vertices \(b_j, i_1 + 1 \leq j \leq i_1 + i_2\). Duplicator, setting \(y_{r+j} = b_{i_1+j}\) for all \(1 \leq j \leq i_2\), selects vertices \(a_{i_1+j} = x_{r+j}\), for \(1 \leq j \leq i_2\), in \(T_1\) according to winning strategy \(W\). Once again, this is possible since \(i_2 \leq r\). She continues to play like this until all \(r\) rounds are done.

Clearly, the winning conditions listed in Definition 3.1 now only need to hold for a subset \(\{(x_j, y_j), 1 \leq j \leq i_1\} \cup \{(x_j, y_j), r + 1 \leq j \leq r + i_2\} \cup \cdots \{(x_j, y_j), (t - 1)r + 1 \leq j \leq (t - 1)r + i_t\} \cup \{(x_j, y_j), tr + 1 \leq j \leq tr + (r - \sum_{i=1}^{t} i_{i})\}\) of the set \(\{(x_j, y_j), 1 \leq j \leq rs\}\), and we know that the winning conditions already hold for the bigger set because Duplicator chose her responses according to the winning strategy \(W\). This shows that she wins EHR \([T_1, T_2, s, r]\).

We give here yet another version of the Ehrenfeucht games, which comes in handy in the description of winning strategies for Duplicator in Subsection 3.1.

**Definition 3.5.** Given rooted trees \(T_1\) with root \(R_1\) and \(T_2\) with root \(R_2\), and positive integers \(s, i_1, i_2, \ldots, i_s\), this version of the Ehrenfeucht game, denoted EHR\(_{\text{weak}}\) \([T_1, T_2; i_1, \ldots, i_s]\), consists of \(i_1 + i_2 \ldots + i_s\) rounds. First, Spoiler chooses any of \(T_1\) and \(T_2\), and makes his first \(i_1\) moves on that tree, while Duplicator makes the corresponding \(i_1\) moves on the other tree. Spoiler makes the first switch after the \(i_1\)-th round, the second switch after the \((i_1 + i_2)\)-th round, \ldots, and finally, the \((s - 1)\)-st switch after the \((i_1 + \cdots + i_{s-1})\)-th round.

As before, if \(x_i\) is the vertex selected from \(T_1\) and \(y_i\) that from from \(T_2\) in round \(i\), for \(1 \leq i \leq \sum_{j=1}^{s} i_{j}\), then, setting \(x_0 = R_1\) and \(y_0 = R_2\), Duplicator wins the game if \([\text{Main 1}]\) and \([\text{Main 2}]\) hold.

Notice that this is weaker than the game described in Definition 3.1 because here the values \(i_1, \ldots, i_s\) are known to both Spoiler and Duplicator before the start of the game.

**Lemma 3.6.** For any two positive integers \(s\) and \(k\) and rooted trees \(T_1\) and \(T_2\), if Duplicator wins EHR\(_{\text{alt}}\) \([T_1, T_2; s; k]\), then she also wins EHR\(_{\text{weak}}\) \([T_1, T_2; i_1, \ldots, i_s]\) for any \(1 \leq i_1, \ldots, i_s \leq k\).

**Proof.** The proof of this lemma is very similar to that of Lemma 3.4 and is in fact simpler, and the details are therefore omitted. \(\square\)

We now describe the way we put the Ehrenfeucht game described in Definition 3.3 to use in proving that KEIN\(_s\) has a.q.d. \(s\) for each \(s \in \mathbb{N}\). For any positive integer \(k\), we construct two rooted trees \(T_1\) and \(T_2\) (these trees will obviously depend on \(k\) and \(s\)), such that \(T_1 \models \text{KEIN}\(_s\)\) and \(T_2 \models \neg \text{KEIN}\(_s\)\), and Duplicator wins EHR\(_{\text{alt}}\) \([T_1, T_2; s; k]\). From this, we can draw the following conclusion: using Lemma 3.4 we know that Duplicator wins EHR \([T_1, T_2, s - 1, k]\), and hence, from Theorem 3.2 we can tell that for every FO sentence \(A\) that has q.d. at most \(k\) and a.q.d. at most \(s - 1\), either \(A\) holds for both \(T_1\) and \(T_2\), or \(\neg A\) holds for both
Each such structure represents \( m \) childless children.

Figure 1. \( T^{(1,k,m)}_1 \) and \( T^{(1,k,m)}_2 \)

\( T_1 \) and \( T_2 \). But notice that KEIN\(_s\) holds for \( T_1 \) whereas \( \neg \) KEIN\(_s\) holds for \( T_2 \). This clearly means that KEIN\(_s\) either fails to have q.d. at most \( k \), or it fails to have a.q.d. at most \( s - 1 \). Since we are able to construct \( T_1 \) and \( T_2 \) and provide a winning strategy for Duplicator for arbitrary \( k \), clearly it is the upper bound on the a.q.d. of KEIN\(_s\) that fails. This shows that KEIN\(_s\) must have a.q.d. at least \( s \). Since we have noted before that its a.q.d. is at most \( s \), it must be precisely equal to \( s \). This completes the proof of our main result.

4. Construction of the trees

In this section, we describe the construction of the trees \( T_1 \) and \( T_2 \) depending on the given parameters \( s \) and \( k \). We take into account an additional parameter \( m \), whose role becomes clear from the construction. The constructions are described inductively on \( s \), starting with the base case of \( s = 1 \), and arbitrary \( k \), which we now describe.

For any positive integer \( m \geq k \), we construct the rooted trees \( T^{(1,k,m)}_1 \) and \( T^{(1,k,m)}_2 \) as follows:

(i) In \( T^{(1,k,m)}_1 \), the root \( R_1 \) has \( m + 1 \) children \( u_1, \ldots, u_{m+1} \), and each of them has \( m \) childless children of its own.

(ii) In \( T^{(1,k,m)}_2 \), the root \( R_2 \) has \( m + 1 \) children \( v_1, \ldots, v_{m+1} \). Each of \( v_1, \ldots, v_m \) has \( m \) childless children of its own; \( v_{m+1} \) has no child.

An illustration is given in Figure 1.

Suppose we know how to construct the trees \( T^{(s',k,m)}_1 \) and \( T^{(s',k,m)}_2 \) for all \( s' \leq s \) where \( s \) is some positive integer, for arbitrary \( k \), and for all \( m \geq s'k \), such that \( T^{(s',k,m)}_1 \vdash \) KEIN\(_{s'}\) and \( T^{(s',k,m)}_2 \vdash \neg \) KEIN\(_{s'}\), and Duplicator wins EHR\(_{alt} \left[T^{(s',k,m)}_1, T^{(s',k,m)}_2, s', k \right] \).

Now, fixing an arbitrary \( k \), we construct \( T^{(s+1,k,m)}_1 \) and \( T^{(s+1,k,m)}_2 \) for all \( m \geq (s + 1)k \), such that \( T^{(s+1,k,m)}_1 \vdash \) KEIN\(_{s+1}\) whereas \( T^{(s+1,k,m)}_2 \vdash \neg \) KEIN\(_{s+1}\), and Duplicator wins EHR\(_{alt} \left[T^{(s+1,k,m)}_1, T^{(s+1,k,m)}_2, s + 1; k \right] \).

Note that we make use of \( T^{(s,k,m)}_1 \) and \( T^{(s,k,m)}_2 \) in constructing \( T^{(s+1,k,m)}_1 \) and \( T^{(s+1,k,m)}_2 \) for \( m \geq (s + 1)k \), and since this last condition ensures that \( m > sk \), hence it makes sense to talk about \( T^{(s,k,m)}_1 \) and \( T^{(s,k,m)}_2 \). The inductive construction is as follows:
(i) In $T_1^{(s+1,k,m)}$, the root $R_1$ has $m + 1$ children $u_1, \ldots, u_{m+1}$, and from each of them hangs a copy of $T_2^{(s,k,m)}$.

(ii) In $T_2^{(s+1,k,m)}$, the root $R_2$ has $m + 1$ children, $v_1, \ldots, v_{m+1}$. From each of $v_1, \ldots, v_m$, hangs a copy of $T_2^{(s,k,m)}$, and from $v_{m+1}$ hangs a copy of $T_1^{(s,k,m)}$.

An illustration is given in Figure 2.
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\caption{Trees $T_1^{(s+1,k,m)}$ and $T_2^{(s+1,k,m)}$}
\end{figure}

We make sure here that indeed we have $T_1^{(s+1,k,m)} \models \text{KEIN}_{s+1}$ and $T_2^{(s+1,k,m)} \models \neg \text{KEIN}_{s+1}$. Recall from (2.2) that a rooted tree $T$ satisfies $\text{KEIN}_{s+1}$ if for every child $x$ of the root $R$, the property $\neg P_s(x)$ holds. By induction hypothesis, $T_2^{(s,k,m)} \models \neg \text{KEIN}_s$. Since for each child $u_i$ of the root in $T_1^{(s+1,k,m)}$, we have

$$T_1^{(s+1,k,m)}(u_i) \cong T_2^{(s,k,m)}$$

(where the notation $\cong$ indicates a tree isomorphism map which maps the root of one tree to the root of the other), hence $\neg P_s(u_i)$ holds for every $1 \leq i \leq m + 1$. On the other hand, also by induction hypothesis, $T_1^{(s,k,m)} \models \text{KEIN}_s$. In $T_2^{(s+1,k,m)}$, the root has one child $v_{m+1}$ such that

$$T_2^{(s+1,k,m)}(v_{m+1}) \cong T_1^{(s,k,m)}$$

and hence $P_s(v_{m+1})$ holds. This tells us that $\neg \text{KEIN}_{s+1}$ must hold for $T_2^{(s+1,k,m)}$.

5. Winning strategy for Duplicator for arbitrary $s$

We first describe Duplicator’s winning strategy for $s = 1$. For $s = 1$, no alternation is allowed in EHR_{alt} $[T_1, T_2, s; k]$, i.e. either Spoiler plays the entire game on $T_1$ while Duplicator answers on $T_2$, or Spoiler plays the entire game on $T_2$ and Duplicator answers on $T_1$. Also, there are a total of $k$ many rounds now. We now describe the winning strategy for Duplicator in either scenario.

We introduce here a terminology that we shall use in our exposition of the winning strategy for Duplicator henceforth.

**Definition 5.1.** Suppose $i$ rounds of the game EHR_{alt} $[T_1, T_2, s; k]$ have been played. For any vertex $u \in T_1$, we call $u$ free up to round $i$ if no $x_j$, $1 \leq j \leq i$, has been selected from $T_1(u)$. Similarly, for any vertex $v \in T_2$, we call $v$ free up to round $i$ if no $y_j$, $1 \leq j \leq i$, has been selected from $T_2(v)$.
First, consider the case where Spoiler plays on tree $T_2^{(1,k,m)}$. Throughout the game, Duplicator maintains the following conditions, and we show that she is able to maintain them using an inductive argument. Suppose $i$ rounds of the game have been played. Then, for $1 \leq j \leq i$,

(i) if Spoiler selects $y_j = v_\ell$ for some $1 \leq \ell \leq m + 1$, then Duplicator selects $x_j = u_\ell$;
(ii) if Spoiler selects $y_j$ to be a child of the vertex $v_\ell$, for some $1 \leq \ell \leq m$, then Duplicator selects $x_j$ to be a child of $u_\ell$, making sure that (Main 2) is maintained (note that these two conditions together imply that $x_j = R_1$ if and only if $y_j = R_2$).

Suppose Duplicator has been able to maintain these conditions up to and including round $i$. Now suppose Spoiler selects $y_{i+1}$ to be equal to some $v_\ell$ for $1 \leq \ell \leq m + 1$. Then Duplicator sets $x_{i+1} = u_\ell$. If Spoiler selects $y_{i+1}$ to be a child of $v_\ell$ for some $1 \leq \ell \leq m$, and this child was not chosen before, then Duplicator selects $x_{i+1}$ to be a child of $u_\ell$ that has not been chosen before, and notice that such a child she can always find because each $u_\ell$ for $1 \leq \ell \leq m$ has $m$ children and $m \geq k$, and there are only $k$ many rounds. If Spoiler selects $y_{i+1}$ to be a child of $v_\ell$ that was already chosen before, say in the $j$-th round for some $j \leq i$, then Duplicator, to maintain (Main 2) simply sets $x_{i+1} = x_j$. It is straightforward to see that these choices do guarantee the satisfaction of both (Main 1) and (Main 2) at the end of the game.

Now suppose Spoiler plays on tree $T_1^{(1,k,m)}$. Once again, Duplicator maintains the following conditions throughout the game, which we prove via inductive arguments that she is able to. Suppose $i$ rounds of the game have been played. Then for all $j, j' \in [i]$,

(i) for $j \neq j'$, $x_j = x_{j'}$ if and only if $y_j = y_{j'}$ (this implies that $x_j = R_1$ if and only if $y_j = R_2$);
(ii) $x_j \in \{v_1, \ldots, v_{m+1}\}$ if and only if $y_j \in \{v_1, \ldots, v_m\}$;
(iii) $x_j$ is a child of $u_\ell$ for some $1 \leq \ell \leq m + 1$ if and only if $y_j$ is a child of $v_\ell$ for some $1 \leq \ell' \leq m$;
(iv) for $j \neq j'$, $\pi(x_{j'}) = x_j$ if and only if $\pi(y_{j'}) = y_j$;
(v) $x_j = u_\ell$ for some $1 \leq \ell \leq m + 1$ such that $u_\ell$ has been free up to round $j - 1$ if and only if $y_j = v_\ell$ for some $1 \leq \ell' \leq m$ such that $v_\ell$ has been free up to round $j - 1$;
(vi) for $j \neq j'$, $x_j$ and $x_{j'}$ are siblings, i.e. they share a common parent, if and only if $y_j$ and $y_{j'}$ are siblings.

Suppose Duplicator has been able to maintain all of these conditions up to and including round $i$, for some $i \leq k - 1$. Of course, if Spoiler selects $x_{i+1} = x_j$ for some $j \leq i$, then Duplicator sets $y_{i+1} = y_j$. So, for the rest of the inductive argument, assume that $x_{i+1}$ is distinct from all previously chosen vertices.

Suppose Spoiler selects $x_{i+1}$ to be some $u_\ell$ for $1 \leq \ell \leq m + 1$ such that $u_\ell$ has been free up to round $i$. Note that $m \geq k$ and there are $k$ rounds in total, hence there has to be at least one vertex $v_\ell$ for some $1 \leq \ell' \leq m$ free up to round $i$. Hence Duplicator finds such a $v_\ell$ and sets $y_{i+1} = v_\ell$. Suppose Spoiler selects $x_{i+1}$ to be $u_\ell$ such that there exists $j \leq i$ with $x_j$ a child of $u_\ell$; by induction hypothesis, we know that $y_j$ is a child of $v_\ell$ for some $1 \leq \ell' \leq m$, and we set $y_{i+1} = v_\ell$.

If Spoiler selects $x_{i+1}$ to be a child of some vertex $u_\ell$ for $1 \leq \ell \leq m + 1$ such that $u_\ell$ has been free up to round $i$, then Duplicator once again finds $v_\ell$ for some $1 \leq \ell' \leq m$ that has
been free up to round $i$ (possible for the same reason as argued above), and then selects $y_{i+1}$ to be any child of $v_\ell$. Suppose Spoiler selects $x_{i+1}$ to be a child of $u_\ell$, for some $1 \leq \ell \leq m+1$, such that for some $j \leq i$, we have $x_j = u_\ell$. Then by induction hypothesis, we know that $y_j$ must equal $v_\ell$ for some $1 \leq \ell' \leq m$. Duplicator selects a child of $v_\ell$, distinct from all previously chosen vertices, as $y_{i+1}$. As there are $m$ children of $v_\ell$ and a total of $k$ rounds with $m \geq k$, hence she is able to make such a selection. Suppose Spoiler selects $x_{i+1}$ to be a child of $u_\ell$ for some $1 \leq \ell \leq m+1$ such that for some $j \leq i$, the vertex $x_j$ is also a child of $u_\ell$. Again by induction hypothesis we know that $y_j$ is a child of $v_\ell$ for some $1 \leq \ell' \leq m$, and Duplicator sets $y_{i+1}$ to be a child of $v_\ell$ that is different from $y_j$ as well as any other previously chosen vertex. Note that, since each $u_\ell$ and each $v_\ell$ has $m$ children and $m \geq k$, where $k$ is the total number of rounds, there is always a choice of $y_{i+1}$ as a child of $v_\ell$ which does not coincide with any previously chosen vertex.

This exhausts all possible moves by Spoiler and we have shown that Duplicator is able to respond in each case such that all the conditions mentioned above are maintained.

We now come to the winning strategy for Duplicator on $\text{EHR}_{alt}\left[T_1^{(s,k,m)},T_2^{(s,k,m)},s;k\right]$ for arbitrary $k$ and $m \geq sk$, and this is described as an inductive strategy where the induction happens on $s$. Thus, we assume that we already have a winning strategy for Duplicator for the game $\text{EHR}_{alt}\left[T_1^{(s,k,m)},T_2^{(s,k,m)},s;k\right]$, and then devise a strategy for her for the game $\text{EHR}_{alt}\left[T_1^{(s+1,k,m)},T_2^{(s+1,k,m)},s+1;k\right]$ for the same $k$ and $m \geq (s+1)k$. The analysis is split into two parts, according to which tree Spoiler starts playing on, and these are described separately, in detail, in Subsections 5.1 and 5.2.

5.1. Spoiler starts playing on $T_2^{(s+1,k,m)}$. Suppose Spoiler starts playing the game $\text{EHR}_{alt}\left[T_1^{(s+1,k,m)},T_2^{(s+1,k,m)},s+1;k\right]$ on $T_2^{(s+1,k,m)}$. Recall, from the inductive construction of the trees in Section 4, that $T_1^{(s,k,m)}$ and $T_2^{(s,k,m)}$ are as illustrated in Figure 3.

![Figure 3. Trees $T_1^{(s,k,m)}$ and $T_2^{(s,k,m)}$](image)

**Induction hypothesis 5.2.** For every $1 \leq t \leq m+1$ and $1 \leq t' \leq m$, fix a tree isomorphism $\varphi_{t,t'}^{(s)} : T_1^{(s,k,m)}(u_t) \rightarrow T_2^{(s,k,m)}(v_{t'})$ (this is possible as both are copies of $T_2^{(s-1,k,m)}$), such that $\varphi_{t,t'}^{(s)}(u_t) = v_{t'}$. Fix $\ell$ pairs of vertices $(x_1,y_1), \ldots, (x_\ell,y_\ell)$ in $T_1^{(s,k,m)} \times T_2^{(s,k,m)}$ such that $\ell \leq k$ and they satisfy the following conditions:

$(IH1)$ for each $1 \leq i \leq \ell$, we have $x_i \in \bigcup_{t=1}^{m+1} T_1^{(s,k,m)}(u_t)$ and $y_i \in \bigcup_{t'=1}^{m} T_2^{(s,k,m)}(v_{t'})$.
(IH2) For $1 \leq i \neq j \leq \ell$, if $x_i, x_j \in T_1^{(s,k,m)}(u_t)$ for some $1 \leq t \leq m + 1$, then we can find some $1 \leq t' \leq m$ such that $y_i, y_j \in T_2^{(s,k,m)}(v_{t'})$. The converse also holds, i.e. if for $1 \leq i \neq j \leq \ell$, if $y_i, y_j \in T_2^{(s,k,m)}(v_{t'})$ for some $1 \leq t' \leq m$, then we can find some $1 \leq t \leq m + 1$ such that $x_i, x_j \in T_1^{(s,k,m)}(u_t)$.

(IH3) For every $1 \leq i \leq \ell$, if $x_i \in T_1^{(s,k,m)}(u_t)$ and $y_i \in T_2^{(s,k,m)}(v_{t'})$ for some $1 \leq t \leq m + 1$ and $1 \leq t' \leq m$, then $y_i = \varphi_{t,t'}^{(s)}(x_i)$.

As in Definitions 3.1 and 3.3, we set $x_0 = R_1$, the root of $T_1^{(s,k,m)}$, and $y_0 = R_2$, the root of $T_2^{(s,k,m)}$. Then Duplicator will be able to win $\text{EHR}^{\text{alt}}_{T_1^{(s,k,m)}, T_2^{(s,k,m)}, s; k}$, where Spoiler starts playing on $T_2^{(s,k,m)}$, with the pairs $(x_0, y_0), \ldots, (x_{\ell}, y_{\ell})$ considered as designated pairs.

**Remark 5.3.** It is helpful to imagine designated pairs of vertices as pairs chosen before the game has even begun. For example, in Induction hypothesis 5.2 one could visualize the designated pairs $(x_0, y_0), \ldots, (x_{\ell}, y_{\ell})$ as pairs already selected / provided to the players from $\ell + 1$ many rounds that occurred before the actual game, and then the game $\text{EHR}^{\text{alt}}_{T_1^{(s,k,m)}, T_2^{(s,k,m)}, s; k}$ of $sk$ many rounds begins, which Duplicator is able to win, taking into account these $(\ell + 1)$ many pairs as well, if the conditions given in Induction hypothesis 5.2 hold. In other words, suppose in $\text{EHR}^{\text{alt}}_{T_1^{(s,k,m)}, T_2^{(s,k,m)}, s; k}$, the pair selected in round $i$ from $T_1^{(s,k,m)} \times T_2^{(s,k,m)}$ is denoted by $(x_{i+\ell}, y_{i+\ell})$, for all $1 \leq i \leq sk$. Then Duplicator has to maintain all of the following conditions to win $\text{EHR}^{\text{alt}}_{T_1^{(s,k,m)}, T_2^{(s,k,m)}, s; k}$ with $(x_0, y_0), \ldots, (x_{\ell}, y_{\ell})$ as designated pairs:

(i) $x_i = \pi(x_j) \Leftrightarrow y_i = \pi(y_j)$ for all $0 \leq i \neq j \leq sk + \ell$;

(ii) $x_i = x_j \Leftrightarrow y_i = y_j$ for all $0 \leq i \neq j \leq sk + \ell$.

Armed with Induction hypothesis 5.2, we now prove that the corresponding claim holds on $T_1^{(s+1,k,m)}$ and $T_2^{(s+1,k,m)}$ where $m \geq (s + 1)k$. First, we need to fix $\ell \leq k$ designated pairs that satisfy conditions analogous to \textbf{(IH1)} through \textbf{(IH3)}. So, referring to Figure 2, we fix, for every $1 \leq t \leq m + 1$ and every $1 \leq t' \leq m$, an isomorphism $\varphi_{t,t'}^{(s+1)} : T_1^{(s+1,k,m)}(u_t) \rightarrow T_2^{(s+1,k,m)}(v_{t'})$ (again possible because both $T_1^{(s+1,k,m)}$ and $T_2^{(s+1,k,m)}(v_{t'})$ are both copies of $T_2^{(s,k,m)}$); next, we fix an arbitrary collection of pairs $(x_1, y_1), \ldots, (x_{\ell}, y_{\ell})$ for any non-negative integer $\ell \leq k$ (if $\ell = 0$, then we choose only the roots $R_1$ and $R_2$ as $x_0$ and $y_0$ respectively), such that the following hold:

(C1) for each $1 \leq i \leq \ell$, we have $x_i \in \bigcup_{t=1}^{m+1} T_1^{(s+1,k,m)}(u_t)$ and $y_i \in \bigcup_{t'=1}^{m} T_2^{(s+1,k,m)}(v_{t'})$.

(C2) For $1 \leq i \neq j \leq \ell$, if $x_i, x_j \in T_1^{(s+1,k,m)}(u_t)$ for some $1 \leq t \leq m + 1$, then we can find some $1 \leq t' \leq m$ such that $y_i, y_j \in T_2^{(s+1,k,m)}(v_{t'})$. The converse also holds, i.e. if for $1 \leq i \neq j \leq \ell$, if $y_i, y_j \in T_2^{(s+1,k,m)}(v_{t'})$ for some $1 \leq t' \leq m$, then we can find some $1 \leq t \leq m + 1$ such that $x_i, x_j \in T_1^{(s+1,k,m)}(u_t)$.

(C3) For every $1 \leq i \leq \ell$, if $x_i \in T_1^{(s+1,k,m)}(u_t)$ and $y_i \in T_2^{(s+1,k,m)}(v_{t'})$, then $y_i = \varphi_{t,t'}^{(s+1)}(x_i)$. 

We now provide a strategy for Duplicator to win EHR\textsubscript{alt} \( [T_1^{(s+1,k,m)}, T_2^{(s+1,k,m)}, s + 1; k] \) with \((x_0, y_0), (x_1, y_1) \ldots (x_\ell, y_\ell)\) as designated vertices. Recall again that \(x_0 = R_1\), the root of \(T_1^{(s+1,k,m)}\), and \(y_0 = R_2\), the root of \(T_2^{(s+1,k,m)}\).

**Assumption 5.4.** Since \(\ell \leq k\) and \(m \geq (s + 1)k\) with \(s \geq 2\), there exists at least one \(1 \leq i_0 \leq m + 1\) such that no \(x_j, 1 \leq j \leq \ell\), has been chosen from \(T_1^{(s+1,k,m)}(u_{i_0})\). Because for each \(1 \leq i \leq m + 1\), the subtree \(T_1^{(s+1,k,m)}(u_i)\) is a copy of \(T_2^{(s,k,m)}\), we can therefore assume without loss of generality that \(i_0 = m + 1\).

Assumption 5.4 is made throughout Subsection 5.1.

Let us now take a closer look at the trees \(T_1^{(s+1,k,m)}\) and \(T_2^{(s+1,k,m)}\), especially in more detail the subtrees \(T_1^{(s+1,k,m)}(u_{m+1})\) and \(T_2^{(s+1,k,m)}(v_{m+1})\). These are illustrated in Figures 4 and 5.

**Figure 4.** \(T_1^{(s+1,k,m)}\) with detailed view of \(T_1^{(s+1,k,m)}(u_{m+1})\)

**Figure 5.** \(T_2^{(s+1,k,m)}\) with detailed view of \(T_2^{(s+1,k,m)}(v_{m+1})\)

Let \((x_{i+\ell}, y_{i+\ell})\) be the pair selected from \(T_1^{(s+1,k,m)} \times T_2^{(s+1,k,m)}\) in round \(i\) for \(1 \leq i \leq (s+1)k\). As is our convention for Subsection 5.1, Spoiler plays the first \(k\) rounds on \(T_2^{(s+1,k,m)}\). In the following paragraph, we state some conditions Duplicator maintains on the configuration \(\{(x_0, y_0), \ldots, (x_\ell, y_\ell)\} \cup \{(x_{i+\ell}, y_{i+\ell}) : 1 \leq i \leq k\}\) (i.e. on the pairs of vertices resulting from the first \(k\) rounds, along with the designated pairs). And we prove that she can indeed maintain these conditions by using an inductive argument (within the first \(k\) rounds).
First, Duplicator fixes any tree isomorphism \( \varphi_{t',t}^{(s)} : T_1^{(s+1,k,m)}(u_{m+1,t}) \to T_2^{(s+1,k,m)}(v_{m+1,t'}) \), with \( \varphi_{t',t}^{(s)}(u_{m+1,t}) = v_{m+1,t'} \), for all \( 1 \leq t \leq m \) and \( 1 \leq t' \leq m + 1 \). This is possible as each \( T_1^{(s+1,k,m)}(u_{m+1,t}) \), \( 1 \leq t \leq m \), as well as each \( T_2^{(s+1,k,m)}(v_{m+1,t'}) \), \( 1 \leq t' \leq m + 1 \), is a copy of \( T_n^{(s-1,k,m)} \). Suppose \( p \leq k - 1 \) rounds of the game have been played. The conditions on the configuration \( \{(x_0,y_0), \ldots, (x_t,y_t)\} \cup \{(x_{t+1},y_{t+1}), \ldots, (x_{t+p},y_{t+p})\} \) are as follows:

(A1) \( x_{i+\ell} = R_1 \iff y_{i+\ell} = R_2 \). If \( x_{i+\ell} \in T_1^{(s+1,k,m)}(u_t) \) for some \( 1 \leq t \leq m \), then \( y_{i+\ell} \in T_2^{(s+1,k,m)}(v_t) \) for some \( 1 \leq t' \leq m \), and vice versa; moreover, in this case, \( y_{i+\ell} = \varphi_{t,t'}^{(s)}(x_{i+\ell}) \).

Note that if \( x_{i+\ell} \in T_1^{(s+1,k,m)}(u_{m+1}) \), then actually \( x_{i+\ell} \in \bigcup_{t=1}^m T_1^{(s+1,k,m)}(u_{m+1,t}) \) for some \( 1 \leq t \leq m + 1 \) if and only if \( y_{i+\ell} \in T_2^{(s+1,k,m)}(v_{m+1,t'}) \) for some \( 1 \leq t' \leq m + 1 \), and moreover, in this case, \( y_{i+\ell} = \varphi_{t,t'}^{(s)}(x_{i+\ell}) \).

(A2) Suppose we have \( x_{i+\ell}, x_j \in T_1^{(s+1,k,m)}(u_t) \) for some \( 1 \leq i \leq p \), \( 1 \leq j \leq p + \ell \), and some \( 1 \leq t \leq m \). Then there exists some \( 1 \leq t' \leq m \) such that \( y_{i+\ell}, y_j \in T_2^{(s+1,k,m)}(v_{t'}) \).

The converse of this statement is true as well. That is, if for some \( 1 \leq i \leq p \), \( 1 \leq j \leq p + \ell \), and some \( 1 \leq t' \leq m \), we have \( y_{i+\ell}, y_j \in T_2^{(s+1,k,m)}(v_{t'}) \), then there exists some \( 1 \leq t' \leq m \) such that \( x_{i+\ell}, x_j \in T_1^{(s+1,k,m)}(u_t) \).

(A3) Suppose for \( 1 \leq i \neq j \leq p \) we have \( x_{i+\ell}, x_j \in T_1^{(s+1,k,m)}(u_{m+1,t}) \) for some \( 1 \leq t \leq m \). Then there exists \( 1 \leq t' \leq m + 1 \) such that \( y_{i+\ell}, y_j \in T_2^{(s+1,k,m)}(v_{m+1,t'}) \). The converse of this statement is also true, i.e. if for \( 1 \leq i \neq j \leq p \), we have \( y_{i+\ell}, y_j \in T_2^{(s+1,k,m)}(v_{m+1,t'}) \) for some \( 1 \leq t' \leq m + 1 \), then there exists \( 1 \leq t \leq m \) such that \( x_{i+\ell}, x_j \in T_1^{(s+1,k,m)}(u_{m+1,t}) \).

Suppose Duplicator has been able to maintain all these conditions up to and including round \( p \). Now, Spoiler chooses \( y_{t+p+1} \) from \( T_2^{(s+1,k,m)} \). Here is how Duplicator replies:

(i) If \( y_{p+\ell+1} = R_2 \), the root of \( T_2^{(s+1,k,m)} \), then Duplicator chooses \( x_{p+\ell+1} = R_1 \), the root of \( T_1^{(s+1,k,m)} \).

(ii) Suppose \( y_{p+\ell+1} \in \bigcup_{t=1}^m T_2^{(s+1,k,m)}(v_t) \). Then there are a few possible cases, as follows:

(a) Suppose there exists \( 1 \leq j \leq \ell + p \) such that \( y_j \) and \( y_{p+\ell+1} \) both belong to the same \( T_2^{(s+1,k,m)}(v_t) \) for some \( 1 \leq t' \leq m \). Then Duplicator finds \( t \) such that \( x_j \in T_2^{(s+1,k,m)}(u_t) \). Note that if \( 1 \leq j \leq \ell \), then \( 1 \leq t \leq m \) because of Assumption 5.4, and if \( \ell + 1 \leq j \leq p + \ell \), then \( 1 \leq t \leq m \) because of induction hypothesis [A1]. Then Duplicator sets \( x_{p+\ell+1} = \left\{ \varphi_{t,t'}^{(s+1)} \right\}^{-1}(y_{p+\ell+1}) \).

(b) Suppose \( y_{p+\ell+1} \in T_2^{(s+1,k,m)}(v_t) \) for some \( 1 \leq t' \leq m \), such that \( v_t \) is free up to round \( p \), i.e. \( y_j \notin T_2^{(s+1,k,m)}(v_t) \) for all \( 1 \leq j \leq \ell + p \) (recall Definition 5.1). Then Duplicator finds a \( 1 \leq t \leq m \) such that \( u_t \) is free up to round \( p \). She
can always find such a \( t \) as \( m \geq (s + 1)k > 2k > p + \ell \). She then sets
\[
x_{p+\ell+1} = \left\{ \varphi_{t,t'}^{(s+1)} \right\}^{-1} (y_{p+\ell+1}).
\]

(iii) Now suppose \( y_{p+\ell+1} \in T_2^{(s+1,k,m)}(v_{m+1}) \). Again, there are a few possible cases:

(a) If \( y_{p+\ell+1} = v_{m+1} \), then Duplicator sets \( x_{p+\ell+1} = u_{m+1} \).

(b) If \( y_{p+\ell+1} \in T_2^{(s+1,k,m)}(v_{m+1},t') \) for some \( 1 \leq t' \leq m + 1 \) such that there exists some \( 1 \leq i \leq p \) with \( y_{i+\ell} \in T_2^{(s+1,k,m)}(v_{m+1},t') \), then Duplicator finds the \( t \) (where \( 1 \leq t \leq m \) by induction hypothesis\(\Box (A1)\)) such that \( x_{i+\ell} \in T_1^{(s+1,k,m)}(u_{m+1},t) \).

Then she sets \( x_{p+\ell+1} = \left\{ \varphi_{t,t'}^{(s)} \right\}^{-1} (y_{p+\ell+1}) \).

(c) If \( y_{p+\ell+1} \in T_2^{(s+1,k,m)}(v_{m+1},t') \) for some \( 1 \leq t' \leq m + 1 \) such that \( y_{i+\ell} \notin T_2^{(s+1,k,m)}(v_{m+1},t') \) for all \( 1 \leq i \leq p \), then Duplicator finds a \( 1 \leq t \leq m \) such that \( u_{m+1,t} \) is free up to round \( p \) (again, possible since \( m \geq (s + 1)k > 2k > p + \ell \)) and sets \( x_{p+\ell+1} = \left\{ \varphi_{t,t'}^{(s)} \right\}^{-1} (y_{p+\ell+1}) \).

Let us focus now on \( T_2^{(s+1,k,m)}(v_{m+1}) \) and \( T_1^{(s+1,k,m)}(u_{m+1}) \) only. Suppose the only pairs selected up to round \( k \) that are in \( T_1^{(s+1,k,m)}(u_{m+1}) \times T_2^{(s+1,k,m)}(v_{m+1}) \) are \( (x_{i_1+\ell}, y_{i_1+\ell}), \ldots, (x_{i_r+\ell}, y_{i_r+\ell}) \). Now, \( T_2^{(s+1,k,m)}(u_{m+1}) \) is a copy of \( T_2^{(s,k,m)}(v_{m+1}) \) and \( T_1^{(s,k,m)}(u_{m+1}) \) is a copy of \( T_1^{(s,k,m)}(v_{m+1}) \). From \(\Box (A1) \) and \(\Box (A3) \), we can see that the pairs \((y_{i_1+\ell}, x_{i_1+\ell}), \ldots, (y_{i_r+\ell}, x_{i_r+\ell})\) satisfy Conditions \(\Box (IH1) \) through \(\Box (IH3) \).

**Conclusion 5.5.** So Duplicator, by Induction hypothesis \(\Box 5.2 \), will win EHRalt\([T_2^{(s+1,k,m)}(v_{m+1}), T_1^{(s+1,k,m)}(u_{m+1}), s; k] \) with designated pairs \((y_{i_1+\ell}, x_{i_1+\ell}), \ldots, (y_{i_r+\ell}, x_{i_r+\ell})\) (notice the deliberate writing of \( T_2^{(s+1,k,m)}(v_{m+1}) \) before \( T_1^{(s+1,k,m)}(u_{m+1}) \)).

Now consider the subsequent game of remaining \( sk \) rounds. We call this the second part of the game. For this part of the game, we really can split the tree \( T_1^{(s+1,k,m)}(u_{m+1}) \) into
\[
\{R_1\} \cup S_1 \cup T_1^{(s+1,k,m)}(u_{m+1}), \text{ where } S_1 = \left\{ \bigcup_{i=1}^{m} T_1^{(s+1,k,m)}(u_t) \right\}, \quad (5.1)
\]
and the tree \( T_2^{(s+1,k,m)}(v_{m+1}) \) into
\[
\{R_2\} \cup S_2 \cup T_2^{(s+1,k,m)}(v_{m+1}), \text{ where } S_2 = \left\{ \bigcup_{\ell'=1}^{m} T_1^{(s+1,k,m)}(v_{\ell'}) \right\}. \quad (5.2)
\]
Suppose \( p \) rounds of the game have been played, with \( k < p \leq (s+1)k \). Duplicator maintains the following conditions on the configuration \( \{(x_i, y_i) : 0 \leq i \leq p + \ell \} \):

(B1) For \( 0 \leq i \leq p \), we have \( x_i = R_1 \iff y_i = R_2 \).

(B2) For \( 0 \leq i \leq p \), we have \( x_i \in S_1 \iff y_i = S_2 \). In this case, if \( x_i \in T_1^{(s+1,k,m)}(u_t) \) for some \( 1 \leq t \leq m \) and \( y_i \in T_2^{(s+1,k,m)}(v_{\ell'}) \) for some \( 1 \leq \ell' \leq m \), then \( y_i = \varphi_{t,\ell'}^{(s+1)}(x_i) \).

(B3) For \( 0 \leq i, i' \leq p \), if \( x_i, x_{i'} \in T_1^{(s+1,k,m)}(u_t) \) for some \( 1 \leq t \leq m \), then there exists \( 1 \leq t' \leq m \) with \( y_i, y_{i'} \in T_2^{(s+1,k,m)}(v_{t'}) \).
(B4) For \(0 \leq j \leq p\), we have \(x_j \in T_1^{(s+1,k,m)}(u_{m+1}) \Leftrightarrow y_j \in T_2^{(s+1,k,m)}(v_{m+1})\). Suppose \((i-1)k + 1 \leq p \leq ik\), where \(2 \leq i \leq s + 1\). Suppose the number of pairs of vertices selected from \(T_2^{(s+1,k,m)}(v_{m+1}) \times T_1^{(s+1,k,m)}(u_{m+1})\) between rounds \(k+1\) and \(2k\) is \(j_1\), between rounds \(2k+1\) and \(3k\) is \(j_2\), ..., between rounds \((i-2)k+1\) and \((i-1)k\) is \(j_{i-2}\), between rounds \((i-1)k+1\) and \(p\) is \(j'\). Then Duplicator wins

\[
\operatorname{EHR}_{\text{weak}} \left[ T_2^{(s+1,k,m)}(v_{m+1}), T_1^{(s+1,k,m)}(u_{m+1}); j_1, j_2, \ldots j_{i-2}, j' + ik - p, \underbrace{k, \ldots, k}_{(s+1-i) \text{ many}} \right]
\]

with designated pairs \((y_{i_1} \ell, x_{i_1} \ell), \ldots (y_{i_2} \ell, x_{i_2} \ell)\), where the first \(j_1 + j_2 + \ldots j_{i-2}+j'\) rounds have been played out, with Spoiler starting on \(T_1^{(s+1,k,m)}(u_{m+1})\).

It is straightforward to see that Duplicator is able to maintain all the conditions stated above, via a similar inductive argument as has been detailed in this paper before. She is able to maintain Condition \((B4)\) because of Conclusion \(5.5\) and Lemma \(3.6\). This brings us to the end of the inductive proof. \(\square\)

5.2. When Spoiler starts playing on \(T_1^{(s,k,m)}\). The construction remains the same as before. The induction hypothesis in this case is simpler to state.

**Induction hypothesis 5.6.** Duplicator wins \(\operatorname{EHR}_{\text{alt}} \left[ T_1^{(s,k,m)}, T_2^{(s,k,m)}, s; k \right]\) when Spoiler starts on \(T_1^{(s,k,m)}\).

We show here the proof by induction. Refer to Figures 4 and 5. Again, we chalk out the detailed strategy of Duplicator for the first \(k\) rounds, where we do not use Induction hypothesis \(5.6\). For every \(1 \leq t \leq m+1\) and \(1 \leq t' \leq m\), she fixes any tree isomorphism \(\varphi_t^{(s+1)} : T_1^{(s+1,k,m)}(u_t) \rightarrow T_2^{(s+1,k,m)}(v_{t'})\) with \(\varphi_t^{(s+1)}(u_t) = v_{t'}\). This is possible since each of \(T_1^{(s+1,k,m)}(u_t)\) and \(T_2^{(s+1,k,m)}(v_{t'})\) is a copy of \(T_2^{(s,k,m)}\) for all \(1 \leq t \leq m+1\) and \(1 \leq t' \leq m\). For the first \(p\) rounds, for all \(1 \leq p \leq k\), she maintains the following conditions on the configuration \(\{(x_i, y_i) : 1 \leq i \leq p\}\):

(A’1) For all \(1 \leq i \leq p\), we have \(x_i = R_1 \Leftrightarrow y_i = R_2\).

(A’2) For all \(1 \leq i \leq p\), we have \(x_i \in T_1^{(s+1,k,m)}(u_t)\) for some \(1 \leq t \leq m+1\) if and only if \(y_i \in T_2^{(s+1,k,m)}(v_{t'})\) for some \(1 \leq t' \leq m\). Furthermore \(y_i = \varphi_t^{(s+1)}(x_i)\).

(A’3) If \(x_i, x_j \in T_1^{(s+1,k,m)}(u_t)\) for some \(1 \leq i \neq j \leq p\) and some \(1 \leq t \leq m+1\), then there exists some \(1 \leq t' \leq m\) such that \(y_i, y_j \in T_2^{(s+1,k,m)}(v_{t'})\). The converse is also true, i.e. if \(y_i, y_j \in T_2^{(s+1,k,m)}(v_{t'})\) for some \(1 \leq i \neq j \leq p\) and some \(1 \leq t' \leq m\), then there exists some \(1 \leq t \leq m+1\) such that \(x_i, x_j \in T_1^{(s+1,k,m)}(u_t)\).

That Duplicator is able to maintain these conditions can be shown by induction on \(p\) where \(1 \leq p \leq k-1\). So, suppose the first \(p\) rounds have been played. In the \((p+1)\)-st round Spoiler chooses \(x_{p+1}\) from \(T_1^{(s+1,k,m)}\). Duplicator replies as follows:

(i) If \(x_{p+1} = R_1\), then Duplicator sets \(y_{p+1} = R_2\).
(ii) If \(x_{p+1} \in T_1^{(s+1,k,m)}(u_t)\) for some \(1 \leq t \leq m+1\) such that there exists some \(1 \leq j \leq p\) with \(x_j \in T_1^{(s+1,k,m)}(u_t)\) as well, then Duplicator finds the \(1 \leq t' \leq m\) such that \(y_j \in T_2^{(s+1,k,m)}(v_{t'})\) and sets \(y_{p+1} = \varphi^{(s+1)}_{t,t'}(x_{p+1})\).

(iii) If \(x_{p+1} \in T_1^{(s+1,k,m)}(u_t)\) for some \(1 \leq t \leq m+1\) such that \(x_j \notin T_1^{(s+1,k,m)}(u_t)\) for all \(1 \leq j \leq p\), then Duplicator finds \(1 \leq t' \leq m\) such that \(v_{t'}\) has been free up to round \(p\). She can always find such a \(v_{t'}\) since \(m \geq (s + 1)k > k > p\). Then she sets \(y_{p+1} = \varphi^{(s+1)}_{t,t'}(x_{p+1})\).

**Assumption 5.7.** Since \(m \geq (s + 1)k > k\), hence there will be at least one \(1 \leq i_0 \leq m + 1\) such that \(u_{i_0}\) is free up to round \(k\). Since for all \(1 \leq t \leq m + 1\), \(T_1^{(s+1,k,m)}(u_t)\) is a copy of \(T_2^{(s,k,m)}\), hence we can assume without loss of generality that \(i_0 = m + 1\).

We make Assumption 5.7 throughout the rest of Subsection 5.2.

Now we come to the second part of the game, where there are \(sk\) many rounds, and Spoiler plays the first \(k\) rounds of this part on \(T_2^{(s+1,k,m)}\). Note that \(T_1^{(s+1,k,m)}(u_{m+1})\) is a copy of \(T_2^{(s,k,m)}\) whereas \(T_2^{(s+1,k,m)}(v_{m+1})\) is a copy of \(T_1^{(s,k,m)}\).

**Conclusion 5.8.** By induction hypothesis, Duplicator wins \(EHR_{alt} \left[ T_2^{(s+1,k,m)}(v_{m+1}), T_1^{(s+1,k,m)}(u_{m+1}), s, k \right] \) when Spoiler starts playing on \(T_2^{(s+1,k,m)}(v_{m+1})\).

We can again split up the two trees as follows:

\[
T_1^{(s+1,k,m)} = \{R_1\} \cup S_1 \cup T_1^{(s+1,k,m)}(u_{m+1}), \quad \text{where} \quad S_1 = \bigcup_{t=1}^{m} T_1^{(s+1,k,m)}(u_t),
\]

and

\[
T_2^{(s+1,k,m)} = \{R_2\} \cup S_2 \cup T_2^{(s+1,k,m)}(v_{m+1}), \quad \text{where} \quad S_2 = \bigcup_{t'=1}^{m} T_2^{(s+1,k,m)}(v_{t'}).
\]

In the second part of the game, for every \(k \leq p \leq (s+1)k\), Duplicator maintains the following conditions on the configuration \(\{(x_i, y_i) : 0 \leq i \leq p\}\):

(B’1) For \(0 \leq i \leq p\), we have \(x_i = R_1 \leftrightarrow y_i = R_2\).

(B’2) For \(0 \leq i \leq p\), we have \(x_i \in S_1 \leftrightarrow y_i \in S_2\). If \(x_i \in T_1^{(s+1,k,m)}(u_t)\) for some \(1 \leq t \leq m\) and \(y_i \in T_2^{(s+1,k,m)}(v_{t'})\) for some \(1 \leq t' \leq m\), then \(y_i = \varphi^{(s+1)}_{t,t'}(x_i)\).

(B’3) For \(1 \leq i \neq j \leq p\), we have \(x_i, x_j \in T_1^{(s+1,k,m)}(u_t)\) for some \(1 \leq t \leq m\) if and only if there exists some \(1 \leq t' \leq m\) with \(y_i, y_j \in T_2^{(s+1,k,m)}(v_{t'})\).

(B’4) For \(0 \leq j \leq p\), we have \(x_j \in T_1^{(s+1,k,m)}(u_{m+1}) \leftrightarrow y_j \in T_2^{(s+1,k,m)}(v_{m+1})\). Suppose \((i - 1)k + 1 \leq p \leq ik\); where \(2 \leq i \leq s + 1\). Suppose the number of pairs of nodes selected from \(T_2^{(s+1,k,m)}(v_{m+1}) \times T_1^{(s+1,k,m)}(u_{m+1})\) between rounds \(k + 1\) and \(2k\) is \(j_1\); between rounds \(2k + 1\) and \(3k\) is \(j_2\); … between rounds \((i - 2)k + 1\) and \((i - 1)k\) is \(j_{i-2}\); between rounds \((i - 1)k + 1\) and \(p\) is \(j'\). Then Duplicator wins
\[
\text{EHR}_{\text{weak}} \left[ T_2^{(s+1,k,m)}(v_{m+1}), T_1^{(s+1,k,m)}(u_{m+1}); j_1, j_2, \ldots, j_{i-2}, j' + ik - p, k, \ldots, k \right],
\]

where the first \( j_1 + j_2 + \ldots + j_{i-2} + j' \) rounds have been played out, with Spoiler starting on \( T_2^{(s+1,k,m)}(u_{m+1}) \).

Again, it is straightforward to see that Duplicator is able to maintain all the conditions stated above. She is able to maintain the Condition \([B4]\) because of Conclusion \([5.8]\) and Lemma \([3.6]\). This brings us to the end of the inductive proof. \(\square\)
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