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In a recent paper a toy model (called hypercubic model) undergoing a first-order $\mathbb{Z}_2$ symmetry breaking phase transition (SBPT) has been introduced. The hypercubic model was inspired by the topological hypothesis, according to which a phase transition may be entailed by suitable topological changes of the equipotential hypersurfaces $\Sigma_v$ of configuration space. The $\Sigma_v$’s of the hypercubic model have a single topological change, which, under further particular hypotheses of geometric nature, entails the $\mathbb{Z}_2$-SBPT. In this paper we introduce an extended version of the hypercubic model in which no topological change in the $\Sigma_v$’s is present anymore, but nevertheless the $\mathbb{Z}_2$-SBPT occurs the same. We introduce a geometric property of the $\Sigma_v$’s (i.e. dumbbell $\Sigma_v$’s suitably defined) that is sufficient to entail a $\mathbb{Z}_2$-SBPT regardless their topology. The paper ends by applying the picture of the dumbbell $\Sigma_v$’s to a physical model, i.e. the mean-field $\phi^4$ model.
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I. INTRODUCTION

Phase transitions are very common in nature. They are sudden changes of the macroscopic behavior of a natural system composed by many interacting parts occurring while an external parameter is smoothly varied. Phase transitions are an example of emergent behavior, i.e. of a collective properties having no direct counterpart in the dynamics or structure of individual atoms [38]. The successful description of phase transitions starting from the properties of the interactions between the components of the system is one of the major achievements of equilibrium statistical mechanics.

From a statistical-mechanical point of view, in the canonical ensemble, describing a system at constant temperature $T$, a phase transition occurs at special values if the temperature called transition points, where thermodynamic quantities such as pressure, magnetization, or heat capacity, are non-analytic functions of $T$; these points are the boundaries between different phases of the system. Starting from the celebrated solution of the $2D$ Ising model by Onsager, these singularities have been indeed found in many models, and later developments like the renormalization group theory [23] have considerably deepened our knowledge of the properties of the transition points, at least in the case continuous transitions, or critical phenomena.

Yet, the situation is not completely satisfactory. First, in the canonical ensemble these singularities occur only in the rather artificial case of infinite systems: following an early suggestion by Kramers [17], Lee and Yang [16] showed that in the thermodynamic limit $N \to \infty$ ($N$ is the number of degrees of freedom, and the limit is taken at fixed density) must be invoked to explain the existence of true singularities in the canonical partition function $Z(T)$ and then in the thermodynamic functions defined as derivatives of $Z(T)$. Since in the last decades many examples of transitional phenomena in systems far from the thermodynamic limit have been found (e.g. in nuclei, atomic clusters, biopolymers, superconductivity, superfluidity), a description of phase transition valid also for finite systems would be desirable. Second, while necessary conditions for the presence of a phase transition can be found (one example is the above-mentioned need of the thermodynamic limit in the canonical ensemble), nothing general is known about sufficient conditions: no general procedure is at hand to tell if a system where a phase transition is not ruled out from the beginning does have or not such a transition without computing $Z$. This might indicate that our deep understanding of this phenomenon is still incomplete.

These considerations motivate a study of the deep nature of phase transitions which may also be based on alternative approaches. One of such approaches, proposed in [8] and developed later [9], is based on simple concepts and tools drawn from differential geometry and topology. The main issue of this new approach is a topological hypothesis, whose content is that at their deepest level phase transitions are due to a topology change of suitable submanifolds of configuration space, those where the system lives as the number of its degrees of freedom becomes very large.

This idea has been discussed and tested in many recent papers [1, 5, 6, 10, 12, 24, 26, 31, 35]. Moreover, the topological hypothesis has been given a rigorously background by a theorem [20] which states that, at least for systems with short-ranged interactions and confining potentials, topology changes in configurations space submanifolds are a necessary condition for a phase transition. Anyway, in [33] it has been shown that the theorem cannot be sustainable except for some particular cases. In [29] a generalized version of the theorem has been proposed...
in which also concepts of geometric nature are encompassed besides topology. However, the problem of which may be, if any, the sufficient conditions to entail phase transitions either topological alone or in addition to geometric hypotheses remains open. A first answer to this problem has been given in [6], where a straightforward theorem for the occurrence of a $\mathbb{Z}_2$-symmetry breaking phase transition (SBPT hereafter) has been proven.

In this paper we generalize that theorem finding out a more general sufficient and necessary condition for $\mathbb{Z}_2$-SBPTs. The sufficient condition of the theorem in [6] makes use only of topological properties of the equipotential hypersurfaces ($\Sigma_v$’s hereafter) of configuration space, while the generalized version is given in terms of a geometric property of the $\Sigma_v$’s largely independent on their topology. The $\Sigma_v$’s having this property has been called dumbbell-shaped in the sense of the presence of a neck which will be clarified in the paper. The original topological condition survives as a limiting case. In general, the results of this paper seems to suggest that purely topological conditions for SBPTs are unattainable, as already highlighted in [32], even though it is not said that the generating-mechanism of SBPTs delineated here is the unique acting in nature.

The paper is structured in a pedagogical way. In Sec. II we start by introducing an extended version of a toy model (called hypercubic model) undergoing a first-order $\mathbb{Z}_2$-SBPT introduced in [1], showing in an intuitive way how the mechanism of the dumbbell $\Sigma_v$’s works. In Sec. III we give a rigorous definition of what a dumbbell $\Sigma_v$ is, and we generalize the theorem in [6]. In Sec. IV we introduce a model based on the hypercubic model which rigorously shows what depicted in Sec. II from a mathematical point of view. Finally, in Sec. V we apply the framework of the dumbbell $\Sigma_v$’s to a physical model, i.e. the mean-field $\phi^4$ model.

II. HYPERCUBIC MODEL

In this section we will briefly recall the toy model, called hypercubic model, introduced in [1]. The model has been defined in such a way to undergo a first-order $\mathbb{Z}_2$-SBPT. The potential is nothing but a generalization of the $\mathbb{Z}_2$-SBPT introduced in [6], showing in an intuitive way how the mechanism of the dumbbell $\Sigma_v$’s works. In Sec. III we give a rigorous definition of what a dumbbell $\Sigma_v$ is, and we generalize the theorem in [6]. In Sec. IV we introduce a model based on the hypercubic model which rigorously shows what depicted in Sec. II from a mathematical point of view. Finally, in Sec. V we apply the framework of the dumbbell $\Sigma_v$’s to a physical model, i.e. the mean-field $\phi^4$ model.

The equipotential hypersurfaces of configuration space are defined as follows

$$\Sigma_{v,N} = \{q \in \mathbb{R}^N : v(q) = v\},$$

(2)

where $v = \frac{q}{b}$. The $\Sigma_{v,N}$’s of the hypercubic model are the following

$$\Sigma_{v,N} = \begin{cases} \emptyset & \text{if } v < -v_c \\ A^+ \cup A^- & \text{if } v = -v_c \\ B & \text{if } v = 0 \\ \emptyset & \text{if } v > 0 \end{cases},$$

(3)

thus, a topological change occurs as the potential jumps between $-v_c$ and 0.

The canonical partition function is

$$Z_N(T) = \int_{\mathbb{R}^N} dq \, e^{-\frac{V(q)}{T}} =$$

$$= \int_{A^+ \cup A^-} dq \, e^{\frac{Nq^2}{2a^2}} + \int_{B \backslash (A^+ \cup A^-)} dq =$$

$$= 2a^N e^{\frac{Nv_c^2}{2a^2}} + (b^N - 2a^N).$$

(4)

As $N$ is large enough, $Z_N$ can be approximated as follows

$$Z_N \approx 2e^{N(\ln a + \frac{v_c^2}{2a^2})} + e^{N \ln b}.$$  

(5)

In the limit $N \to \infty$ the critical temperature $T_c = \frac{2v_c^2}{N \ln b}$ arises, because as $T < T_c$ the first addendum in the right hand side of the last equation survives, while as $T > T_c$ the second addendum survives.

In the thermodynamic limit the free energy, the average potential, and the specific heat are respectively

$$f = -\frac{T}{N} \ln Z_N = \begin{cases} -T \ln a - v_c & \text{if } T \leq T_c \\ -T \ln b & \text{if } T \geq T_c \end{cases},$$

(6)
Fig. 2: Hypercubic model \( \mathbf{1} \) with \( v_c = 1 \) \( a = 1.5 \), and \( b = 2 \). From top to bottom, and from left to right: free energy \( f \), average potential \( \langle v \rangle \), specific heat \( C_v \), and magnetization \( \langle m \rangle \). The smooth lines are for \( N = 30, 50, 100 \) (green, blue, magenta), and show a non-uniform convergence toward a discontinuous limit for \( N \to \infty \) (red) corresponding to a first-order phase transition with critical temperature \( T_c = \frac{m(b/a)}{2} \).

\[
\langle v \rangle = - T^2 \frac{\partial}{\partial T} \left( \frac{f(T)}{N} \right) = \left\{ \begin{array}{ll} - v_c & \text{if } T < T_c, \\ 0 & \text{if } T > T_c. \end{array} \right.
\]

(7)

\[
C_v = \frac{\partial \langle v \rangle}{\partial T} = \left\{ \begin{array}{ll} 0 & \text{if } T < T_c, \\ +\infty & \text{if } T = T_c, \\ 0 & \text{if } T > T_c. \end{array} \right.
\]

(8)

The spontaneous magnetization in the broken phase has been assumed to be the center of mass coordinates of the \( N \)-cubes \( A^+ \) or \( A^- \)

\[
\langle m \rangle = \left\{ \begin{array}{ll} \pm \frac{b-a}{2} & \text{if } T < T_c, \\ 0 & \text{if } T > T_c. \end{array} \right.
\]

(9)

Summarizing, the model shows the complete picture of a first-order \( \mathbb{Z}_2 \)-SBPT.

In [6] the authors have assumed \( b \geq 2a \) on the \( N \)-cubes sides, because they were guided by the idea that in order to entail a SBPT at least a topological change in the \( \Sigma_{v,N} \)'s is needed. The idea is that, if the \( N \)-cubes \( A^+, A^- \) are disjoint, the probability of the representative point (RP hereafter) to jump between \( A^+ \), and \( A^- \) is vanishing in the thermodynamic limit. But here we will show that the disjointness of \( A^+ \), \( A^- \) is not necessary, and that a SBPT can be entailed by another condition on \( A^+ \cup A^- \) which includes the disjointness as a particular case.

We start by observing that the solution of the thermodynamic does not require the restriction \( b \geq 2a \), and it makes sense also under the less restrictive condition \( b > a \). Indeed, \( T_c = \frac{m(b/a)}{2} \) needs only \( b > a \), and if \( b = a \), \( T_c = 0 \), and the SBPT disappears. But as \( b > a > b/2, A^+ \cap A^- \neq \emptyset \). Thus, how can the \( \mathbb{Z}_2 \) symmetry be broken as \( T < T_c \)? And, what happens to the spontaneous magnetization? Assuming the 'a priori' equal probability hypothesis, the spontaneous magnetization should be vanishing because \( A^+ \cup A^- \) is symmetric under \( \mathbb{Z}_2 \).

To help the intuition, consider the case in which \( a \) is only slightly greater than \( b/2 \). \( A^+ \cap A^- \) is a small \( N \)-cube of side \( 2a-b \). How can the RP go freely around the whole \( A^+ \cup A^- \) if it has to pass through \( A^+ \cap A^- \)? It is clear that the \( \mathbb{Z}_2 \) symmetry has to break even if \( A^+ \cap A^- \neq \emptyset \). In what follows we will see that it is not important how small \( A^+ \cap A^- \) is, but that the crucial feature of \( A^+ \cup A^- \) is that it is 'stranged' in the sense that will be cleared.

More precisely, we are in front of the spontaneous ergodicity breaking phenomenon, that among its consequences, includes symmetry breaking. We recall that the ergodic hypothesis implies that we can substitute the time average of an observable \( F(q) \) of the system, i.e. a function of the coordinates, by the canonical (or microcanonical) ensemble average

\[
\langle F \rangle = \lim_{t \to +\infty} \frac{1}{t} \int_0^t dt \langle F(q(t)) \rangle = \langle F \rangle = \int M dq F(q) e^{-\beta V(q)} Z(\beta),
\]

(10)

where \( M \) is the configuration space.

III. DUMBELL EQUIPOTENTIAL HYPERSURFACE OF CONFIGURATION SPACE

Consider an \( N \) degrees of freedom system. Let us define the hyperplane of \( \mathbb{R}^N \) at constant magnetization

\[
\pi_{m,N} = \{ q \in \mathbb{R}^N : \frac{1}{N} \sum_{i=1}^N q_i = m \},
\]

(11)

and define the function

\[
a_N(v, m) = \omega_N(v, m)^{\frac{1}{2}},
\]

(12)

where

\[
\omega_N(v, m) = \mu(\Sigma_{m,N}) = \int_{\Sigma_m \cap \pi_{m,N}} \frac{d\Sigma}{\| \nabla V \|}.
\]

(13)
is the microcanonical volume, or density of states, at fixed \( v \) and \( m \). \( a_N(v, m) \) is linked to the microcanonical entropy \( s_N(v, m) \) by the relation

\[
    s_N(v, m) = \ln a_N(v, m).
\]  

**Definition.** A \( \Sigma_{v,N} \) is dumbbell-shaped if \( a_N(v, m) \), or equivalently \( s_N(v, m) \), does not take the maximum at \( m = 0 \).

Knowing where the maximum of \( a_N(v, m) \) is located is crucial to determine the spontaneous magnetization \( \langle m \rangle \). Indeed, the last takes the value of \( m \)

\[
    \langle m \rangle = \frac{\int_{v_{\text{min}}}^{v_{\text{mim}}} dv \, e^{-N \beta v} \mu(\Sigma_{v,N})}{\int_{v_{\text{min}}}^{v_{\text{mim}}} dv \, e^{-N \beta v} \mu(\Sigma_{v,N})}.
\]  

where \( v_{\text{mim}} \) is the absolute minimum of the potential density. Since \( \Sigma_{v,N} = \cup_{m \in \mathbb{R}} (\Sigma_{v,N} \cap \pi_{m,N}) \)

\[
    \mu(\Sigma_{v,N}) = \sqrt{N} \int dm \mu(\Sigma_{v,m,N} \cap \pi_{m,N})
\]

\[
    = \sqrt{N} \int dm e^{N s_N(v, m)}.
\]  

In the thermodynamic limit \( Z_N \) can be evaluated by the saddle point approximation, so that

\[
    \mu(\Sigma_{v,N}) \propto e^{N s_N(v, m)},
\]  

where \( \langle v \rangle \) is the average potential, and \( m_0 \) maximizes \( s_N(v, m) \).

Now it is clear that the \( \Sigma_{v,N} \) to be a dumbbell one is a sufficient condition for \( Z_2 \)-symmetry breaking (SB). Furthermore, this condition appears also as necessary, because if the \( \Sigma_{v,N} \) were not dumbbell-shaped, then the maximum of \( a_N(v, m) \) would be at \( m = 0 \) so that the \( Z_2 \) symmetry would not be broken, against the hypothesis. These considerations, for the sake of mathematical formality, can be condensed in a straightforward theorem.

**Theorem.** Let \( (v', v'') \) be an interval of accessible values of the potential density of an \( N \) degrees of freedom Hamiltonian system with a \( Z_2 \) symmetry. The \( Z_2 \) symmetry is spontaneously broken for suitable values of the temperature \( T \) such that \( \langle v \rangle (T) \in (v', v'') \) if, and only if, there exists \( N_0 \in \mathbb{N} \) such that for all \( N > N_0 \) and \( \forall \langle v \rangle \in (v', v'') \).

In the most common case \( v' \) is the absolute minimum of the potential density, which is reached at \( T = 0 \). If a phase transition, meant as the transition point between the broken phase and the unbroken one, is associated to the SB, it is a value of the potential \( v_c \) that separates the dumbbell \( \Sigma_{v,N} \)'s from the ones which are not dumbbell-shaped. This means that there exists an \( N_0 \) such that \( \forall N > N_0 \) the \( \Sigma_{v,N} \)'s are dumbbell-shaped for \( v > v_c \), and are not dumbbell-shaped for \( v < v_c \). \( \Sigma_{v,N} \) plays the role of a sort of critical \( v \)-level set.

At this point it is worth distinguishing two cases in the broken phase and in the thermodynamic limit.

(i) \( a(v, m) = \lim_{N \to \infty} a_N(v, m) \) is a non-concave function of \( m \) with two absolute maxima corresponding to values of the spontaneous magnetization. Since \( a(v, m) \) has to be concave for short-range potentials \([22, 37]\), this is the picture of a long-range potential.

(ii) \( a(v, m) \) does not maintain the non-concavity at finite \( N \) of the \( a_N(v, m) \)'s, as a consequence is a non-strictly concave function of \( m \). This is the typical picture of a short-range system, even though a long-range one cannot be ‘a priori’ excluded.

To make clear the situation we give a physical example. Consider a ferromagnetic material, which can be modeled by a short-range 3D Ising model. As the temperature is above the Curie temperature \( T_c \), the \( O(3) \) symmetry is unbroken, while as the temperature is below \( T_c \), the \( O(3) \) symmetry is broken. Anyway, the modulus of the spontaneous magnetization \( \langle m \rangle \) can take every value between zero and its maximum, because the free energy, or equivalently the entropy, is a flat function of \( m \) in the same interval. This is the picture of case (ii).

We wonder what may be a general sufficient condition for \( Z_2 \)-SBPTs given on the potential globally considered. As it has already pointed out in \([3]\), a double-well potential may be the most general answer, e.g. the \( \phi^4 \) model in Sec. \([\ddagger]\) The wells of the potential have to be located on a line orthogonal to the \( \pi_{m,N} \)'s defined in \([\ddagger]\). This scenario is represented in Fig. \([\ddagger]\) Following the example of the hypercubic model, an alternative way is to define the potential foil by foil by shapping the single \( \Sigma_{v,N} \) as we want, but this way we cannot guarantee the smoothness of the potential or any other analytical property.
A. On a theorem on a sufficient condition for $\mathbb{Z}_2$-SBPT

In $[6]$ a straightforward theorem (theorem 1) on a sufficient topological condition for $\mathbb{Z}_2$-SBPT has been proven. It is given starting from the topological properties of the $\Sigma_{v,N}$'s of an $N$ degrees of freedom Hamiltonian system with a $\mathbb{Z}_2$ symmetry. Simplifying a little bit the scenario, the statement is as follows.

Let $v' < v''$ be two values of the potential density such that $\Sigma_{v,N} = \Sigma_{v,N}^A \cup \Sigma_{v,N}^B \forall v \in (v', v'')$, $\Sigma_{v,N}^A \cap \Sigma_{v,N}^B = \emptyset$, $\Sigma_{v,N}^A \sim \Sigma_{v,N}^B \sim S^2$ where '$\sim$' stands for 'is homeomorphic to', and such that $\Sigma_{v,N}^A$ is the image of $\Sigma_{v,N}^B$ under the $\mathbb{Z}_2$ symmetry. Then, in the thermodynamic limit the $\mathbb{Z}_2$ symmetry is spontaneous broken for the values of temperature $T \in (T', T'')$, where $v' = \langle v \rangle (T')$ and $v'' = \langle v \rangle (T'')$.

In that theorem it has been made the assumption that if the RP is confined in one of the two connected components of $\Sigma_{v,N}$ the spontaneous magnetization can be calculated by the ensemble average on the connected component itself. At the light of what discussed here this is trivially not always true. Nevertheless, the theorem in $[6]$ survives as a particular case of the theorem given in Sec. III if we add the hypothesis that $\Sigma_{v,N}$ is symmetric with respect to the plane $\pi_0$ defined in (11). Indeed, since $\Sigma_{v,N}$ is made by two disjoint connected components $\mathbb{Z}_2$-non-symmetric singularly considered, then $\Sigma_{v,N} \cap \pi_0 = \emptyset$, so that $\Sigma_{v,N}$ is 'strangled' and the $\mathbb{Z}_2$ symmetry is broken because of theorem in Sec. III.

B. On a theorem on a necessary condition for phase transitions

In $[19, 20, 42]$ a theorem on a necessary condition for phase transitions, meant as a loss of analyticity in the free energy, has been proven. The necessary condition is a topological change in the $\Sigma_{v,N}$'s located in correspondence to the average potential $v_c = \langle v \rangle (T_c)$, where $T_c$ is the critical temperature. Despite that in $[22]$, a counterexample has been found, i.e. the $2D \phi^4$ model, the original idea of the theorem, and more in general of the topological hypothesis in $[42]$, may be in somewhat extent recovered by considering a sort of topological limit for $N \to \infty$ of the $\Sigma_{v,N}$'s, as sketched in Fig. 5.

Here, it has clearly showed how a SBPT arises as an effect of the restriction of the integration domain in configuration space of the canonical partition function in the limit $N \to \infty$. As $N$ becomes larger an larger, the canonical measure shrinks more and more around $\Sigma_{v,N}$, so that the integration domain does the same, but even though the topology of $\Sigma_{v,N}$ can be trivially that of an $N$-sphere, $\Sigma_{v_c,N}$ may be 'strangled' giving rise to the SBPT as a consequence. We may say that the 'topological limit' for $N \to \infty$ of the $\Sigma_{v,N}$'s is different from the topology of the $\Sigma_{v,N}$ themselves. Anyway, this is only an imaginative way of thinking, because in the limit $N \to \infty$ no $\Sigma_{v,N}$ exists anymore.

In $[23]$ the authors of the theorem has proposed a generalized version of it, which includes the above-mentioned counterexample, based on the new concept of asymptotic diffeomorphism, according to which two manifolds can be diffeomorphic at any $N$ but not anymore in the limit $N \to \infty$. While waiting for a rigorous definition of asymptotic diffeomorphism, we wonder what it may have in common, if any, with the concept of the 'strangled' manifolds introduced here for the $\mathbb{Z}_2$ symmetry.

Remark. The fact that a $\Sigma_{v,N}$ is 'strangled' is not related to its topology at all. A 'strangled' $\Sigma_{v,N}$ can have any topology.

IV. TOY MODEL DERIVED FROM HYPERCUBIC MODEL

Unfortunately, the calculation of $A^+ \cup A^- \cap \Sigma_{m,N}$ of the hypercubic model $[11]$ is not so easy. Therefore, we replace the $N$-cubes by $N$-balls, as sketched in Fig. 6. The radius of $B$ is assumed $\sqrt{N}$ to give rise to a magnetization $m \in [-1, 1]$, while the radius of $A^+$, $A^-$ is $(1 - m_0)\sqrt{N}$, where $m_0$ is the value of the spontaneous magnetization. $0 < m_0 < 1$ is assumed.

As for the hypercubic model, the potential takes only the values $-v_c, 0$. To calculate the density of states as a function of $m$ we start from $v = v_c$, thus

$$\omega_N(-v_c, m) = \mu \left( \Sigma_{-v_c,N} \cap \pi_{m,N} \right) = \mu \left( A^+ \cup A^- \cap \pi_{m,N} \right).$$

(18)

$A^+ \cup A^- \cap \pi_{m,N}$ is an $(N - 1)$-ball whose radius is given by

$$r(m) = \sqrt{N} \left( (1 - m_0)^2 - (|m| - m_0)^2 \right)^{\frac{1}{2}}.$$  

(19)

Thus, the density of states at fixed $m$ is the volume of the $(N - 1)$-ball of radius $r(m)$

$$\omega_N(-v_c, m) = \frac{\pi\pi N^{\frac{N-1}{2}}}{\Gamma \left( N - \frac{1}{2} \right)} \left( (1 - m_0)^2 - (|m| - m_0)^2 \right)^{\frac{N-1}{2}}.$$  

(20)

Finally, the entropy in the thermodynamic limit is given by

$$s(-v_c, m) = \lim_{N \to \infty} \frac{1}{N} \ln \omega_N(-v_c, m)$$

$$= \frac{1}{2} \ln \left( (1 - m_0)^2 - (|m| - m_0)^2 \right).$$  

(21)
The whole 2-ball. The red segment is \( A^+ \cup A^- \) and \( \Sigma_{0,2} = B \setminus (A^+ \cup A^-) \) where \( B \) is the whole 2-ball. The red segment is \( A^+ \cup A^- \cap \pi_{m,2} \).

\[ V = \sum_{i=1}^{N} \left( -\frac{\phi_i^2}{2} + \frac{\phi_i^4}{4} \right) - \frac{J}{2N} \left( \sum_{i=1}^{N} \phi_i \right)^2. \] (25)

The model is known to undergo a second-order \( \mathbb{Z}_2 \)-SBPT with classical critical exponents.

In [27], the authors have been able to calculate the thermodynamic limit of the microcanonical entropy \( s(v, m) \) (see Fig. 8) of the mean-field \( \phi^4 \) model by large deviations theory. The canonical entropy \( \hat{s}(v) \) is obtained by a process of maximization of \( s(v, m) \) with respect to \( m \)

\[ \hat{s}(v) = \max_{m} \left( s(v, m) \right). \] (26)

The domain of \( s(v, m) \) is a non-convex subset of the plane \((v, m)\), and \( s(v, m) \) is a non-convex function, coherently with the long-range interaction of the model. The critical average potential \( v_c \) of the SBPT is located in such a way to divide the concave sections \( s(v, m) \) at fixed \( v \) at \( v \geq v_c \) from the non-concave ones at \( v < v_c \).

In [24], the topology of the \( \Sigma_{v,N} \)'s has been exhaustively studied by Morse theory [42]. The following three cases have delineated:

(i) \( v \in [v_{\text{min}}, v_t) \), where \( v_{\text{min}} = -\frac{1}{2}(1 + J)^2 \) is the absolute minimum of the potential. \( v_t \) depends on the coupling constant \( J \), and \( v_t < -\frac{1}{2} \). The \( \Sigma_{v,N} \)'s are homeomorphic to the union of two disjoint \( N \)-spheres. The critical potential of the SBPT may be less than 0, but \( v_c > v_t \) holds for every \( J \).

(ii) \( v \in [v_t, 0] \). There is a huge amount of critical points growing as \( e^{N^2} \), and as a consequence of topological changes. We can say that the whole interval \([v_t, 0]\) plays the role of a critical \( \varepsilon \)-level set, because discriminates between the \( \Sigma_{v,N} \)'s homeomorphic to two disjoint \( N \)-spheres from the ones homeomorphic to a single \( N \)-sphere. In a future paper we will see how it is possible to reduce this critical interval to a single critical \( \varepsilon \)-level set containing a single critical point. Furthermore, as \( J \to \infty, v_t \to -\frac{1}{4} \).

(iii) \( v \in (0, +\infty) \). The \( \Sigma_{v,N} \)'s are homeomorphic to an \( N \)-sphere.

Let us try to interpret this scenario in the light of the results of Sec. III.

In the case (i) the hypotheses of theorem 1 in [42] are satisfied, thus the topology of the \( \Sigma_{v,N} \)'s implies the \( \mathbb{Z}_2 \)-SB. This is in accordance with \( v_c > v_t \) for every \( J \), because the magnetization cannot vanish below \( v_t \). As
showed in Sec. III since the theorem in \( \text{Sec. } \) is a particular case of that given in Sec. III also the hypotheses of the latter are satisfied.

In the case (ii) the hypotheses of the theorem in \( \text{Sec. } \rangle \) are not satisfied, so that only the theorem given in Sec. III can implies the \( Z_2 \)-SB, because the \( \Sigma_{v,N} \)'s may be dumbbell-shaped below \( v_c \) and not anymore above \( v_c \) (if \( v_c < 0 \)) independently on their intricate topology.

Finally, the same of the case (ii) holds for the case (iii), with the non-significant difference that the \( \Sigma_{v,N} \)'s are all diffeomorphic to an \( N \)-sphere.

\( \Sigma_{v,N} \) plays the role of critical \( v \)-level set in the sense that it separates the dumbbell \( \Sigma_{v,N} \)'s from that which are not dumbbell-shaped. In general, for more precision, we aspect that at fixed \( N \) the critical \( \Sigma_{v,N} \) in the above-specified sense is not located exactly at \( v_c \), but there may exist a sequence of critical \( \Sigma_{v,N} \)'s such that \( v_c \rightarrow v_c \) for \( N \rightarrow \infty \). Further analytic and numerical studies may check this conjecture.

VI. CONCLUDING REMARKS

In this paper we have highlighted the generating-mechanism for \( Z_2 \)-SBPTs in Hamiltonian systems. The mechanism is based on a particular shape of the \( v \)-level sets that we have defined dumbbell-shaped. A dumbbell \( v \)-level set entails the spontaneous ergodicity breaking, whence the SBPT. Since in the thermodynamic limit the \( \langle v \rangle (T) \)-level sets are the unique level set accessible to the RP of the system, we can calculate the spontaneous magnetization by the ensemble average on the \( \langle v \rangle (T) \)-level set provided that the last is ergodic. But we have shown that if the \( \langle v \rangle (T) \)-level set is dumbbell-shaped, then it cannot be ergodic because the RP cannot visit all the regions of the \( \langle v \rangle (T) \)-level set for a time proportional to the statistical measure. In other words, a dumbbell \( v \)-level set has a neck in correspondence of the plane at 0-magnetization where the probability to find the RP is exponentially suppressed with \( N \), so that the neck acts as a topological barrier. We note that, despite we have applied this idea to the canonical ensemble, this mechanism is suitable for application also to the microcanonical ensemble because it is independent on \( N \).

The concept of the dumbbell \( v \)-level sets can be directly extended also to discrete variables systems, e.g., the Ising model. The \( v \)-level sets become discrete sets, so that the statistical measure is replaced by the count of the microstates.

This question weather a narrow neck can break the symmetry of a system has been pointed out also in the recent paper \( \text{Sec. } \rangle \), where the authors have introduced the new concept of asymptotic diffeomorphicity among manifolds: two manifolds can be diffeomorphic at any finite \( N \), but not asymptotically diffeomorphic in the limit \( N \rightarrow \infty \). In the meanwhile we wait for a rigorous definition of asymptotic diffeomorphicity, we wonder weather this picture may be equivalent to the one of the dumbbell \( v \)-level sets introduced here, at least for systems with a \( Z_2 \) symmetry where dumbbell \( v \)-level sets are defined.

Another open question is about short-range systems. In a short-range system the entropy \( s(v,m) \) has to be a concave function of \( v \), at most non-strictly concave in presence of phase transitions \( \text{Sec. } \rangle \). The definition of the dumbbell \( v \)-level sets we have given is suitable only for long-range systems because it implies a non-concave shape of \( s(v,m) \). Anyway, that definition is suitable to be generalized to the short-range case if we assume that the ‘strangleness’ of the \( v \)-level sets are maintained for any \( N \) but not in the limit \( N \rightarrow \infty \). This entails that the entropy must be a non-strictly concave function of \( v \), as requested for a short-range system. This means that there is no qualitative difference between short-range and long-range as long as \( N \) is far from the thermodynamic limit. In \( \text{Sec. } \rangle \) the average trapping time of the RP to be located around one of the two average values of the magnetization in the broken phase of the \( 2D \phi^4 \) model with nearest neighbors interactions has been found to increase as a polynomial in \( N \). But in a long-range system the trapping time increases exponentially in \( N \), so that the difference becomes crucial as \( N \) is large enough. This difference may be responsible of the fact that a non-concave entropy in the broken phase of a long-range system is replaced by a non-strictly concave entropy of a short-range system.

Lastly, we wonder how the picture introduced in this paper for \( Z_2 \)-symmetric systems may be extended to other symmetry groups, for example \( O(n) \) with \( n > 1 \).
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