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1. Introduction

In the introduction, we briefly review the development of the area of constant term identities. Then we introduce our main contribution in this paper: the construction of the constant term algebra of type A.

The study of constant term identities originates from the Dyson constant term identity [15] in 1962. For nonnegative integers \(a_1, \ldots, a_n\),

\[
\text{CT}_x \prod_{1 \leq i < j \leq n} (1 - x_i/x_j)^{a_i} = \binom{a_1 + \cdots + a_n}{a_1, \ldots, a_n},
\]

where \(\text{CT}_x f\) denotes taking the constant term of the Laurent polynomial (series) \(f\) with respect to \(x := (x_1, \ldots, x_n)\), and

\[
\binom{a_1 + \cdots + a_n}{a_1, \ldots, a_n} = \frac{(a_1 + \cdots + a_n)!}{a_1! \cdots a_n!}
\]

is the multinomial coefficient. Dyson’s conjecture was soon proved by Gunson [19] and Wilson [32]. Subsequently, using Lagrange interpolation Good [18] discovered an elegant one-page proof, and much later, Zeilberger obtained a combinatorial proof using tournaments [33].

In 1975, Andrews [4] conjectured a \(q\)-analogue of the Dyson constant term identity.

\[
\text{CT}_x \prod_{1 \leq i < j \leq n} (x_i/x_j; q)_{a_i} (qx_j/x_i; q)_{a_j} = \frac{(q; q)_{a_1 + \cdots + a_n}}{(q; q)_{a_1} (q; q)_{a_2} \cdots (q; q)_{a_n}},
\]
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where \((z; q)_{k} := (1 - z)(1 - zq) \cdots (1 - zq^{k-1})\) is a \(q\)-shifted factorial for a positive integer \(k\) and \((z; q)_{0} := 1\). Up till now, there exist four essentially different proofs of the \(q\)-Dyson identity \([10, 17, 24, 34]\).

The equal parameter case of the \(q\)-Dyson identity leads to two directions. One is the famous Macdonald constant term conjecture \([12, 25]\) and the theory of Macdonald symmetric function \([26, 27]\). Another direction is the \(q\)-Morris identity and its equivalent \(q\)-Selberg integral \([5, 20, 21, 28]\). Since the discovery of the Selberg integral \([30]\), many generalizations were found, such as \([1, 2, 6, 22, 23, 31]\). Forrester and Warnaar \([16]\) gave a detailed review of the importance of the Selberg integral.

In the constant term world, many identities behave as bridges which connect different branches of mathematics, such as the Morris identity; or generate new theory, such as the Macdonald constant term conjecture; or just remain as items of the list. As far as we know, there exists no structural result yet. In this paper, we investigate a collection of certain constant term operators, and find that they form an algebra.

This work is inspired by the study of the Ehrhart polynomial \(H_{n}(t)\) of the Birkhoff polytope \([8, 9]\). The problem is equivalent to counting the number of \(n \times n\) nonnegative integer matrices such that every row sum and every column sum equal to \(t\). The polynomial \(H_{n}(t)\) has been studied by many researchers, e.g. \([3, 7, 8, 11, 13, 14, 29]\). The record is kept by Beck and Pixton \([8]\), who obtained an explicit expression for \(H_{9}(t)\) using residue computation. When studying Beck and Pixton’s residue method using iterated Laurent series, we discovered an algebra of constant term operators. We introduce this algebra below.

It is known that \([8]\)

\[
H_{n}(t) = \text{CT}_{x, y} \prod_{i=1}^{n} x_{i}^{-t} y_{i}^{-t} \prod_{1 \leq i, j \leq n} (1 - x_{i} y_{j}).
\]

By eliminating the \(y\) variables using partial fraction decompositions (PFD as abbreviation), we obtain

\[
H_{n}(t) = \text{CT}_{x} \prod_{i=1}^{n} x_{i}^{-t} \left( \sum_{i=1}^{n} \frac{x_{i}^{t}}{\prod_{j=1, j \neq i}^{n} (1 - x_{j}/x_{i})} \right)^{n}.
\]

Expanding the sum in (1.3) by the multinomial theorem gives

\[
H_{n}(t) = \sum_{(m_{1}, m_{2}, \ldots, m_{n})}^{n} \left( m_{1}, m_{2}, \ldots, m_{n} \right) \text{CT}_{x} \prod_{i=1}^{n} x_{i}^{(m_{i}-1)t} \prod_{j=1, j \neq i}^{n} (1 - x_{j}/x_{i})^{m_{i}},
\]

where the sum is over all the nonnegative integers \(m_{i}\) such that \(\sum_{i=1}^{n} m_{i} = n\) for a fixed positive integer \(n\). Here and what follows, the rational functions in \(x\) are explained as their Laurent series expansions according to \(1 > x_{1} > \cdots > x_{n} > 0\).

That writing \(H_{n}(t)\) as in (1.4) suggests us to consider the constant term of the next kind of rational functions of type \(A\)

\[
F = \frac{L(x)}{\prod_{1 \leq i < j \leq n} (1 - x_{j}/x_{i})^{q_{ij}},}
\]
where $L(x)$ is a homogeneous Laurent polynomial of degree 0 with coefficients in a field $\mathbb{F}$, the $q_{ij}$ are nonnegative integers, and $F$ is written in a reduced form. Denote by $A_n = A_n(x)$ the set of all such rational functions. We focus on the case when $L(x)$ is a monomial. The general case follows by linearity.

To describe our algebra, we introduce its basic building blocks: the constant term operator $\text{CT}_{x_i=x_j}$ and its slight extension $\text{CT}_{x_i=x_j}$. For $u_1, \ldots, u_m \in \{1, 2, \ldots, n\}$ such that $u_r \neq i$, $c_r \in \mathbb{C}$ and $q_r$ positive integers, let

$$f(x_i) = \frac{L_0(x_i)}{\prod_{r=1}^{m}(1 - c_r x_i / x_{u_r})^{q_r}},$$

where $L_0(x_i)$ is a Laurent polynomial in $x_i$, and $c_r \neq c_s$ if $x_{u_r} = x_{u_s}$. Assume the PFD of $f$ with respect to $x_i$ is given by

$$f(x_i) = L_1(x_i) + \sum_{r=1}^{m} \frac{A_r(x_i)}{(1 - c_r x_i / x_{u_r})^{q_r}},$$

where $L_1(x_i)$ is a Laurent polynomial, and $A_r(x_i)$ is a polynomial of degree less than $q_r$ for each $r$. Define

$$\text{CT}_{x_i=c_r^{-1}x_{u_r}} f(x_i) = A_r(0) \quad \text{and} \quad \text{CT}_{x_i=x_r^*} f(x_i) = \sum_{u_r=j} A_r(0).$$

In fact, we can write

$$\text{CT}_{x_i=x_r^*} f(x_i) = \sum_{u_r=j} \text{CT}_{x_i=c_r^{-1}x_{u_r}} f(x_i)$$

by the above definition. In particular, if there is only one $r$ such that $u_r = j$, then $\text{CT}_{x_i=x_j} f = \text{CT}_{x_i=x_j} f$. Furthermore, if $c_r = 1$ then $\text{CT}_{x_i=x_j} f = \text{CT}_{x_i=x_j} f$. We define the general operator $\text{CT}_{x_i=x_j}$ in (1.8) for simplicity of some proofs in this paper and further development of this theory in the future. We remark that when acting on $A_n$, we only need the operator $\text{CT}_{x_i=x_j}$.

In this paper, we observe that such constant terms $\text{CT}_{x_i=x_j}$ as operators on $A_n$ generate an algebra. We call it the constant term algebra of type $A$ and denote by $\Xi$. This algebra characterizes the structure of certain constant term operators. In this paper, we also discover a basis of $\Xi$, as stated in Theorem 3.22 below. In the light of $\Xi$, we develop a new method to compute constant terms of type $A$ rational functions. In the next sequel, we will use $\Xi$ to simplify the computation of $H_{10}(t)$. It is hopeful to obtain an explicit formula for $H_{10}(t)$.

The structure of this paper is as follows. In Section 2, we introduce notation and basic facts about $\Xi$. In Section 3, we establish the structure of $\Xi$ by giving an explicit basis.

2. Notation and basic facts

In this section, we give notations used throughout this paper and introduce several basic facts of $\Xi$. 

We obtain an explicit expression for the PFD of the rational function \( f(x_i) \) in (1.6) using differential operators.

**Lemma 2.1.** Let \( f(x_i) \) and \( A_r(x_i) \) be as in (1.6) and (1.7) respectively. For \( r \in \{1, 2, \ldots, m\} \), denote

\[
(2.1) \quad g_r(x_i) = f(x_i)(1 - c_r x_i/x_{u_r})^{q_r} = \frac{L_0(x_i)}{\prod_{l=1, l \neq r}^m (1 - c_l x_i/x_{u_l})^{q_l}}.
\]

Then

\[
(2.2) \quad A_r(x_i) = \sum_{k=0}^{q_r} (-1)^k \frac{D_w^k g_r(wc_r^{-1} x_{u_r})}{k!} \bigg|_{w=1} (1 - c_r x_i/x_{u_r})^k,
\]

where \( D_w \) is the differential operator with respect to \( w \). In particular,

\[
(2.3) \quad \text{CT}_{x_i = c_r^{-1} x_{u_r}} f(x_i) = A_r(0) = \frac{(-1)^{q_r-1}}{(q_r - 1)!} \left( D_w^{q_r-1} g_r(wc_r^{-1} x_{u_r}) \right) \bigg|_{w=1}.
\]

Furthermore, if \( q_r = 1 \) then

\[
(2.4) \quad A_r(0) = g_r(c_r^{-1} x_{u_r}).
\]

**Proof.** We only prove the \( r = 1 \) case. The other cases can be obtained by symmetry.

Observe that

\[
\frac{(-1)^{q_1-1}}{(q_1 - 1)!} D_w^{q_1-1} \left( w - c_1 x_i/x_{u_1} \right) = \frac{1}{(w - c_1 x_i/x_{u_1})^{q_1}}.
\]

Using this we can write

\[
(2.5) \quad f(x_i) = \frac{(-1)^{q_1-1}}{(q_1 - 1)!} \left( D_w^{q_1-1} \left( w - c_1 x_i/x_{u_1} \right) \prod_{r=2}^m (1 - c_r x_i/x_{u_r})^{q_r} \right) \bigg|_{w=1}.
\]

The PFD of the next rational function with respect to \( x_i \) is given by

\[
(2.6) \quad \frac{L_0(x_i)}{(w - c_1 x_i/x_{u_1}) \prod_{r=2}^m (1 - c_r x_i/x_{u_r})^{q_r}} = \underbrace{L_1(x_i, w)}_{\text{PFD of } f(x_i)} + \frac{\overline{A}_1(x_i, w)}{(w - c_1 x_i/x_{u_1})} + \sum_{r=2}^m \frac{\overline{A}_r(x_i, w)}{(1 - c_r x_i/x_{u_r})^{q_r}},
\]

where

\[
\overline{A}_1(x_i, w) = \frac{L_0(x_i)}{\prod_{r=2}^m (1 - c_r x_i/x_{u_r})^{q_r}} \bigg|_{x_i = wc_r^{-1} x_{u_1}} = g_1(wc_r^{-1} x_{u_1}),
\]

and \( \overline{L}_1(x_i, w) \) and \( \overline{A}_r(x_i, w) \) are Laurent polynomial and polynomial in \( x_i \) but rational functions in \( w \) respectively. Substituting (2.6) into (2.5) yields

\[
f(x_i) = \frac{(-1)^{q_1-1}}{(q_1 - 1)!} \left( D_w^{q_1-1} \frac{g_1(wc_1^{-1} x_{u_1})}{w - c_1 x_i/x_{u_1}} \right) \bigg|_{w=1} + \frac{(-1)^{q_1-1}}{(q_1 - 1)!} \left( D_w^{q_1-1} \overline{L}_1(x_i, w) + D_w^{q_1-1} \sum_{r=2}^m \frac{\overline{A}_r(x_i, w)}{(1 - c_r x_i/x_{u_r})^{q_r}} \right) \bigg|_{w=1}.
\]
By the uniqueness of the PFD of \( f(x_i) \),
\[
A_1(x_i) = \frac{A_1(x_i)}{(1 - c_1 x_i/x_{u_1})^n} = \frac{(-1)^q}{(q_1 - 1)!} \left( D_{q_1-1} g_1(wc_1^{-1} x_{u_1}) \right)_{w=1}.
\]
We can further write
\[
D_{q_1-1} g_1(wc_1^{-1} x_{u_1}) = \sum_{k=0}^{q_1-1} \left( \frac{q_1 - 1}{k} \right) D_{w}^k g_1(wc_1^{-1} x_{u_1}) \cdot D_{w}^{q_1-k-1}(w - c_1 x_i/x_{u_1})^{-1}
\]
\[
D_{w}^k g_1(wc_1^{-1} x_{u_1}) = \sum_{k=0}^{q_1-1} (-1)^{q_1-k-1}(q_1 - k - 1)! \left( \frac{q_1 - 1}{k} \right) \frac{D_{w}^k g_1(wc_1^{-1} x_{u_1})}{(w - c_1 x_i/x_{u_1})^{q_1-k}}.
\]
Substituting (2.8) into (2.7) yields (2.2) for the \( r = 1 \) case.

Taking \( x_i = 0 \) in (2.7) gives (2.3) for the \( r = 1 \) case. That is the formula for \( A_1(0) \).
Taking \( q_r = 1 \) in (2.3) yields (2.4).

\begin{remark}
\textbf{Remark 2.2.} The view of the operator \( \text{CT}_{x_i=c_r^{-1}x_{u_r}} \) using Laurent series may be helpful.

Expand \( f(x_i) \) as a Laurent series at \( x_i = c_r^{-1}x_{u_r} \),
\[
f(x_i) = \sum_{k=-q_r}^{\infty} h_k(c_r)(1 - c_r x_i/x_{u_r})^k,
\]
where the \( h_k(c_r) \) are rational functions free of \( x_i \). Comparing this with (1.7), we see that
\[
A_r(x_i) = \frac{A_r(x_i)}{(1 - c_r x_i/x_{u_r})^{q_r}} = \sum_{k=-q_r}^{-1} h_k(c_r)(1 - c_r x_i/x_{u_r})^k.
\]
It follows that
\[
\text{CT}_{x_i=c_r^{-1}x_{u_r}} f(x_i) = A_r(0) = \sum_{k=-q_r}^{-1} h_k(c_r).
\]
In particular,
\[
\text{CT}_{x_i=c_r^{-1}x_{u_r}} (1 - c_r x_i/x_{u_r})^k = \begin{cases} 1, & \text{if } k < 0; \\ 0, & \text{if } k \geq 0. \end{cases}
\]
If all the \( c_r = 1 \), the rational function \( f(x_i) \) in (1.6) is a rational function of type A in (1.5), i.e.,
\[
f(x_i) = \frac{L_0(x_i)}{\prod_{r=1}^{m}(1 - x_i/x_{u_r})^{q_r}},
\]
where the distinct integers \( u_r \in \{1, \ldots, n\} \) are not equal to \( i \). By (1.7),
\[
f(x_i) = L_1(x_i) + \sum_{r=1}^{m} A_r(x_i)\left(1 - x_i/x_{u_r}\right)^{q_r}.
\]
We have an expression for $A_r(x_i)$ in (2.2). But the explicit formula for $A_r(x_i)$ without the slack variable $w$ is quite complicated. Nevertheless, we can obtain its denominator. That is the next result.

**Corollary 2.3.** The denominator of $A_r(x_i)$ in (2.9) is $\prod_{i=1}^{n} (1 - x_{u_i}/x_{u_i})^{q_i+r_i-1}$.

Note that $A_r(x_i)$ is only a polynomial in $x_i$, but it may be a rational function in other variables. By Corollary 2.3 we can know that the denominator of $A_r(0)$ is also $\prod_{i=1}^{n} (1 - x_{u_i}/x_{u_i})^{q_i+r_i-1}$.

**Proof.** We only prove the $r = 1$ case. The other cases can be obtained by symmetry.

By Lemma 2.1

$$A_1(x_i) = \sum_{k=0}^{q_i-1} \frac{(-1)^k}{k!} \left( D_k \prod_{i=2}^{n} \frac{L_0(wx_{u_i})}{(1 - wx_{u_i}/x_{u_i})^{q_i}} \right)_{w=1} \cdot (1 - x_i/x_{u_i})^k.$$  

It is clear that $\prod_{i=2}^{n} (1 - x_{u_i}/x_{u_i})^{q_i+k}$ is the denominator of $\left( D_k \prod_{i=2}^{n} \frac{L_0(wx_{u_i})}{(1 - wx_{u_i}/x_{u_i})^{q_i}} \right)_{w=1}$. Then the corollary follows.  

We give the following simple result, which will be used in the next section.

**Corollary 2.4.** The PFD of the next rational function with respect to $x$ is giving by

$$\frac{1}{(1 - x/y)^a(1 - x/z)^b(1 - y/z)^c} = \frac{L_1(x, y, z)}{L_2(x, y, z)} = \frac{A_1(x)}{(1 - x/y)^a} + \frac{A_2(x)}{(1 - x/z)^b},$$

where $a, b, c$ are nonnegative integers, and $L_1(x, y, z), L_2(x, y, z)$ are Laurent polynomials in $x, y, z$.

**Proof.** We can write

$$\frac{1}{(1 - x/y)^a(1 - x/z)^b(1 - y/z)^c} = \frac{A_1(x)}{(1 - x/y)^a} + \frac{A_2(x)}{(1 - x/z)^b}$$

by the PFD with respect to $x$. Here we have explicit formulas for $A_1$ and $A_2$ by Lemma 2.1. Using (2.2) in Lemma 2.1, we have

$$A_1(x) = \sum_{k=0}^{a-1} \frac{(-1)^k}{k!} \left( D_k \prod_{i=2}^{n} \frac{1}{(1 - wy/z)^{b+c}(1 - y/z)^c} \right)_{w=1} \cdot (1 - x/y)^k.$$  

It is clear that $(1 - y/z)^b+c+k$ is the denominator of $\left( D_k \prod_{i=2}^{n} \frac{1}{(1 - wy/z)^{b+c}(1 - y/z)^c} \right)_{w=1}$. Then $(1 - y/z)^a+b+c-1$ is the denominator of $A_1$. It follows that $\frac{A_1(x)}{(1 - x/y)^a}$ is of the form

$$L_1(x, y, z) / (1 - x/y)^a(1 - y/z)^a+b+c-1$$

in the corollary. The formula for $A_2$ is similar.  

Using (1.8) and (2.3) we can obtain the next result for computing the constant term $CT_{x_1=x_{j}} f(x_i)$.  

Lemma 2.5. Let \( f(x_i) \), \( g_r(x_i) \) and \( CT_{x_i=x_j} \) be defined in (1.6), (2.1) and (1.8) respectively. Then

\[
CT_{x_i=x_j} f(x_i) = \sum (-1)^{q_r-1} \frac{D_{w}^{q_r-1} g_r(wc_r^{-1} x_{u_r})}{w} \bigg|_{w=1},
\]

where the sum here and in the next equation is over all \( r \) such that \( u_r = j \). In particular, if all the \( q_r \) in the above sum equal 1, then

\[
CT_{x_i=x_j} f(x_i) = \sum g_r(c_r^{-1} x_{u_r}).
\]

Recall the definition of the constant term operator \( CT_{x_i=x_j} \) in (1.8). It reduces to \( CT_{x_i=x_j} \) when acting on \( A_n \). We denote \( CT_{x_i=x_j} \) by \([i, j]\) for simplicity and refer it as a commutator. The constant term algebra \( \Xi \) of type \( A \) is generated by all such commutators. The algebra \( \Xi \) is a subalgebra of the algebra consisting of all linear transformations on \( A_n \).

An operator \( L \in \Xi \) is 0 if and only if \( L \circ F = L(F) = 0 \) for all \( F \in A_n \). The scalar multiplication, sum, and multiplication of operators are naturally defined for \( L_1, L_2 \in \Xi \) and \( F \in A_n \) as

\[
(k \cdot L_1) \circ F = k(L_1(F)) \quad \text{for} \quad k \in \mathbb{C},
\]

\[
(L_2 + L_1) \circ F = L_2(F) + L_1(F),
\]

and

\[
(L_2 \cdot L_1) \circ F = L_2(L_1(F))
\]

respectively. We simply write \( L(F) = LF \) if there is no ambiguity. We say a monomial operator \( L = [i_s, j_s] \cdots [i_1, j_1] \) is of degree \( s = \deg(L) \) if it is nonzero. The identity operator \( \text{id} \) is of degree 0. Clearly the product \( L_1 \cdot L_2 \) of two monomial operators is either 0 or of degree \( \deg(L_1) + \deg(L_2) \).

The algebra \( \Xi \) of type \( A \) is a graded algebra with a natural decomposition

\[
\Xi = \bigoplus_{s=0}^{n-1} \Xi^s,
\]

where \( \Xi^s \) is the vector space spanned by all monomial operators of degree \( s \). We will show that this is in fact a direct sum decomposition and that \( \Xi^s \) is the null space when \( s \geq n \).

The \( n = 1 \) case is worth mentioning. Type \( A \) rational functions in one variable are indeed complex numbers, i.e., \( A_1 = \mathbb{C} \): by definition each \( F \in A_1 \) is a homogeneous Laurent polynomial in \( x_1 \) of degree 0, and hence a complex number. Consequently, \( \Xi^0 \) is spanned by the identity operator \( \text{id} \).

In what follows, a graph \( G = (V, E) \) is always a simple (vertex) labelled graph unless specified otherwise, where \( V \) and \( E \) are the vertex set and the edge set of \( G \) respectively. If
Let \((u, v) \in E\), let \(G/u \rightarrow v\) be the graph obtained from \(G\) by identifying \(u\) with \(v\) (or contracting \(u\) to \(v\)). Define a subset of \(A_n\) according to a subgraph of the complete graph \(K_n\) as
\[
A_n(H) = \left\{ F : F = \frac{L(x)}{\prod_{1 \leq i < j \leq n}(1 - x_j/x_i)^{q_{ij}}} \in A_n, q_{ij} = 0 \text{ if } (i, j) \notin E(H) \right\}.
\]
We call \(x_i = x_j (x_j = x_i)\) a nonzero pole of \(F\) with multiplicity \(q_{ij}\) if \(q_{ij} > 0\). More generally, we say that \(x_i = dx_j (x_j = d^{-1}x_i)\) is a pole of a reduced rational function \(R\) if \(1 - x_i/(dx_j)\) is a factor of the denominator of \(R\) for \(d \in \mathbb{C} \setminus \{0\}\). Then it is obvious to obtain the next simple result (by Corollary 2.3).

**Lemma 2.6.** Let \(F \in A_n, [i, j] \in \Xi,\) and \(H\) be a subgraph of \(K_n\).

1. If \(x_i = x_j\) is not a pole of \(F\), then \([i, j]F = 0\).
2. The action of \([i, j]\) on \(A_n\) is closed. That is, \([i, j]F \in A_n\). Explicitly, \([i, j]\) eliminates \(x_i\) and takes \(A_n(H)\) to \(A_n(H/i \rightarrow j)\). Thus, if a nonzero monomial operator \(L \in \Xi\) contains \([i, j]\), then \(i\) can not appear to the left of \([i, j]\) in \(L\).

We will identify a monomial operator with its ordered digraph.

For a monomial operator \(L = [i_s, j_s] \cdots [i_1, j_1] \in \Xi\), define an ordered digraph \(D(L)\) of \(L\) as:
- the vertex set of \(D(L)\) is \(\{i_1, j_1, \ldots, i_s, j_s\}\), which is a subset of \(\{1, 2, \ldots, n\}\), and the edge set contains all the directed edges \(\{i_k \rightarrow j_k : 1 \leq k \leq s\}\).
- Furthermore, for each inner vertex \(j\), if several edges direct to \(j\), then we put these edges from right to left as their corresponding order in \(L\). That is, “ordered” means that the children of every inner vertex are arranged from right to left according to their order in \(L\).
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**Figure 1.** \(D(L)\) of \(L = [6, 2][5, 6][1, 2][7, 2][3, 7][8, 7][4, 2]\).

**Corollary 2.7.** Let \(L = [i_s, j_s] \cdots [i_1, j_1] \in \Xi\). Then

1. The monomial operator \(L\) is nonzero only when \(s \leq n - 1\) and all the \(i\)'s are distinct. Then, \(\Xi^s\) is the null space for \(s \geq n\), and each vertex of \(D(L)\) has out degree at most 1.
2. The operator \(L\) is nonzero only when its digraph \(D(L)\) is a directed rooted forest.
Proof. (1) Assume two $i$’s in $L$ are identical, say $i_a = i_b$ for $1 \leq a < b \leq s$. For any $F \in \mathcal{A}_n$, by the part (2) of Lemma 2.6 we have $L(F) = 0$.

If $s > n$, then there exist two identical $i$’s in $L$ since all the $i \in \{1, 2, \ldots, n\}$. By the discussion above, we have $L(F) = 0$.

If $s = n$ and all the $i$’s are distinct, then $(i_1, \ldots, i_n)$ is a permutation of $\{1, 2, \ldots, n\}$. For any $F \in \mathcal{A}_n$, we have $E = [i_{n-1}, j_{n-1}] \cdots [i_1, j_1]F \in \mathbb{C}$ since $F$ is homogeneous in $x_1, \ldots, x_n$ of degree 0. Applying $[i_n, j_n]$ to $E$ yields 0.

If a vertex of $D(L)$ has out degree at least two, then there exist two identical $i$’s in $L$. By the discussion above, $L = 0$.

(2) By the result that out degree of every vertex is at most 1 in the part (1), $D(L)$ must be rooted. Then, it suffices to show that $D(L)$ contains no cycle. Assume to the contrary that $D(L)$ contains a cycle, then the cycle must be a directed cycle since out degree of every vertex is at most 1 (again by the part (1)). Denote the directed cycle of $D(L)$ by $[i_{1'}, j_{1'}], \ldots, [i_{s'}, j_{s'}], [i_1', j_1']$ with $1 \leq 1' < 2' < \cdots < s' \leq s$ and $\{i_1', \ldots, i_{s'}\} = \{j_1', \ldots, j_{s'}\}$. That is, there exits an $l' \in \{2', \ldots, s'\}$ such that $j_{l'} = i_{l'}$. By the part (2) of Lemma 2.6 we have $L = 0$, a contradiction.

3. The structure of $\Xi$

In this section, we obtain a structural result of the constant term algebra of type $A$. That is, we characterize the basis of $\Xi$.

3.1. The rules in $\Xi$. In this subsection, we mainly introduce three important rules in $\Xi$ for constructing its basis: the Commutativity Rule, the Exchange Rule and the V-Formula. Equation (2.10) is our basic tool for proving these rules.

Let us begin with the next simple result, which will be used in constructing the basis of $\Xi^{n-1}$.

Lemma 3.1. Let $F$ be a rational function in two variables of the form

$$F = \frac{L(x_i, x_j)}{(1 - x_i/x_j)^m},$$

where $L(x_i, x_j)$ is a homogeneous Laurent polynomial in $x_i$ and $x_j$ of degree 0 with coefficients in $\mathbb{C}$, and $m$ is a nonnegative integer. Then

$$(i, j)F = -[j, i]F \in \mathbb{C}. \quad (3.1)$$

Proof. For $m = 0$, both sides of (3.1) vanish by the part (1) of Lemma 2.6. Hence, we assume $m$ to be a positive integer in the following proof. Since $L(x_i, x_j)$ is homogeneous in $x_i$ and $x_j$ of degree 0, we may assume $L = (x_i/x_j)^k$ for an integer $k$ by linearity. By (2.10),

$$[i, j]F = [i, j] \frac{(x_i/x_j)^k}{(1 - x_i/x_j)^m} = \left. \left( \frac{(-D_w)^{m-1}}{(m-1)!} w^{k-1} \right) \right|_{w=1} = \frac{(-1)^{m-1}}{(m-1)!} (k-1)(k-2) \cdots (k-m+1),$$

$$\frac{(-1)^{m-1}}{(m-1)!} (k-1)(k-2) \cdots (k-m+1).$$
Lemma 3.2. Let switch rules.

\[ [j,i]F = [j,i] \left( -1 \right)^m \frac{(x_i/x_j)^{k-m}}{(1 - x_j/x_i)^m} = \left( \frac{(-D_w)^{m-1}}{(m-1)!} (-1)^m w^{-k+m-1} \right) \bigg|_{w=1} \]

\[ = \left( \frac{(-1)^{m-1}}{(m-1)!} (-1)^m (-k+m-1) \cdots (-k+1)(-k+1) = \frac{(-1)^m}{(m-1)!} (k-1)(k-2) \cdots (k-m+1). \right. \]

Then (3.1) holds and the lemma follows. \( \square \)

To find the relationship between the operators of \( \Xi \), we need a formula for \([i',j'][i,j]F\). Equation (2.10) provides an explicit formula for \([i,j]F\) involving the slack variable \( w \) (set \( w = 1 \) at last) and the differential operator \( D_w \). It is not wise to remove \( w \) before applying \([i',j']\) to \([i,j]F\). Because the expression for \([i,j]F\) after removing \( w \) is quite complicated. Thus, it is necessary to work on parameterized type \( A \) rational functions. Denote by \( A_n[u,u^{-1}] \) the ring of Laurent polynomial of \( u \) with coefficients in \( A_n \). It is natural to obtain the following switch rules.

**Lemma 3.2.** Let \( u \) be a parameter in \( \mathbb{C} \), and let \( f, g \) be rational functions of the form

\[ f = \frac{E(u,x_i,x_j)}{(u - x_i/x_j)^q}, \quad g = \frac{E(u,x_i,x_j)}{(1 - ux_i/x_j)^q}, \]

where \( q \in \mathbb{Z} \) and \( x_i = x_j \) is not a pole of \( E \in A_n[u,u^{-1}] \). Then

(3.2) \[ D_u \left. \left. \frac{\text{CT}}{x_i = x_j} f \right|_{x_i = x_j} = \left. \frac{\text{CT}}{x_i = x_j} D_u f \right|_{x_i = x_j}, \]

(3.3) \[ \left. \left. \frac{\text{CT}}{x_i = x_j} (g|_{u=1}) = \left. \left( \frac{\text{CT}}{x_i = x_j} g \right|_{u=1} \right. \right. \right. \]

**Proof.** The case \( q \leq 0 \) is trivial since both sides of (3.2) and (3.3) vanish. So we assume \( q > 0 \).

By Remark 2.2, we can write

\[ f = \sum_{k=-q}^{\infty} h_k(u) \left( 1 - x_i/(ux_j) \right)^k. \]

To prove (3.2), we compute directly:

\[ D_u \left. \left. \frac{\text{CT}}{x_i = x_j} f \right|_{x_i = x_j} = D_u \left. \left. \frac{\text{CT}}{x_i = x_j} \sum_{k=-q}^{-1} h_k(u) = \sum_{k=-q}^{-1} h_k'(u), \right. \right. \right. \]

and

\[ \left. \left. \frac{\text{CT}}{x_i = x_j} D_u f \right|_{x_i = x_j} = \left. \left. \frac{\text{CT}}{x_i = x_j} \sum_{k=-q}^{\infty} \left( h_k'(u)(1 - x_i/(ux_j))^k + ku^{-2} h_k(u)x_i/x_j(1 - x_i/(ux_j))^{k-1} \right) \right. \right. \]

\[ = \sum_{k=-q}^{-1} h_k'(u) + \sum_{k=-q}^{\infty} ku^{-2} h_k(u) \left. \left. \frac{\text{CT}}{x_i = x_j} (x_i/x_j)(1 - x_i/(ux_j))^{k-1} \right. \right. \]

\[ = \sum_{k=-q}^{-1} h_k'(u). \]
Here the last equation holds since \( CT_{x_i=ux_j}(x_i/x_j)(1 - x_i/(ux_j))^{k-1} = 0 \) \( (x_i = ux_j \text{ is not a pole for } k > 0 \) and using the definition \( (1.8) \) directly for \( k < 0 \).

To prove \( (3.3) \), using Remark 2.2 again, we can write

\[
g = \frac{E(u, x_i, x_j)}{1 - ux_i/x_j} = \sum_{k=-q}^{\infty} \tilde{h}_k(u)(1 - ux_i/x_j)^k,
\]

and

\[
g|_{u=1} = \frac{E(1, x_i, x_j)}{1 - x_i/x_j} = \sum_{k=-q}^{\infty} \tilde{h}_k(1 - x_i/x_j)^k.
\]

Then \( \tilde{h}_k(1) = \tilde{h}_k \) exists for each \( k \), and we obtain

\[
CT_{x_i=x_j}(g|_{u=1}) = CT_{x_i=x_j} \sum_{k=-q}^{\infty} \tilde{h}_k(1 - x_i/x_j)^k = \sum_{k=-q}^{\infty} \tilde{h}_k(1),
\]

and

\[
\left( \left. \frac{CT_{x_i=x_j}g}{CT_{x_i=x_j}g} \right|_{u=1} \right) = \left( \left. \frac{CT_{x_i=x_j}g}{CT_{x_i=x_j}g} \right|_{u=1} \right) = \left( \left. \sum_{k=-q}^{\infty} \tilde{h}_k(u) \right|_{u=1} \right) = \sum_{k=-q}^{\infty} \tilde{h}_k(1).
\]

Note that this argument does not work if \( E \) has a pole at \( x_i = x_j \). \( \square \)

**Remark 3.3.** Equation \( (3.3) \) also holds if \( g \) is multiplied by \( (1-x_i/x_j)^{-q'} \) for another integer \( q' \), but it seems hard to verify that directly.

Now we introduce the Commutativity Rule.

**Lemma 3.4 (Commutativity Rule).** Suppose \( 1 \leq i, j, k, l \leq n \) are distinct integers. Then

\[
[k, l][i, j] = [i, j][k, l], \quad \text{i.e.,} \quad CT_{x_i=x_k x_j=x_l} CT_{x_i=x_k x_j=x_l} F = CT_{x_i=x_k x_j=x_l} CT_{x_i=x_k x_j=x_l} F \text{ for all } F \in \mathcal{A}_n.
\]

**Proof.** For any \( F \in \mathcal{A}_n \), suppose \( x_i = x_j \) and \( x_k = x_l \) are poles of \( F \) with multiplicities \( m_1 \) and \( m_2 \) respectively. Then, we can write

\[
F = \frac{E(x_i, x_j, x_k, x_l)}{(1 - x_i/x_j)^{m_1}(1 - x_k/x_l)^{m_2}},
\]

where \( E \in \mathcal{A}_n \) may contain other variables but \( x_i = x_j \) and \( x_k = x_l \) are not poles of \( E \). By applying the constant term operator \( [i, j] \) to \( F \) and using \( (2.10) \),

\[
[i, j]F = \frac{(-D_u)^{m_1-1} E(u x_j, x_k, x_l)}{(m_1 - 1)! \ u (1 - x_k/x_l)^{m_2}} \bigg|_{u=1} = \frac{1}{(1 - x_k/x_l)^{m_2}} \left( \frac{(-D_u)^{m_1-1} E(u x_j, x_k, x_l)}{(m_1 - 1)! \ u} \bigg|_{u=1} \right).
\]
Next applying \([k, l]\) to both sides of the above and using (2.10) again, we have
\[
[k, l][i, j] F = [k, l] \left( \frac{1}{(1 - x_k/x_l)^{m_2}} \left( \frac{(-D_u)^{m_1-1} E(u_{x_j}, x_j, x_k, x_l)}{u} \right) \bigg|_{u=1} \right)
\]
\[
= \frac{(-D_v)^{m_2-1}}{(m_2 - 1)!} \frac{1}{v} \left( \frac{(-D_u)^{m_1-1} E(u_{x_j}, x_j, v_{x_l}, x_i)}{u} \right) \bigg|_{u=1} \bigg|_{v=1} \frac{(-D_v)^{m_2-1}}{(m_2 - 1)!} \frac{1}{v} \left( \frac{(-D_u)^{m_1-1} E(u_{x_j}, x_j, v_{x_l}, x_i)}{u} \right) \bigg|_{u=1} \bigg|_{v=1}.
\]

The computation of \([i, j][k, l] F\) is completely same, except that we shall use \(v\) for the first slack variable when applying \([k, l]\) and use \(u\) for the second slack variable. We obtain
\[
[i, j][k, l] F = \frac{(-D_v)^{m_2-1}}{(m_2 - 1)!} \frac{1}{v} \left( \frac{(-D_u)^{m_1-1} E(u_{x_j}, x_j, v_{x_l}, x_i)}{u} \right) \bigg|_{u=1} \bigg|_{v=1}.
\]
This completes the proof. \(\Box\)

By Lemma 3.4, we can obtain the next corollary. Then we can identify a monomial operator of \(\Xi\) as its corresponding ordered digraph.

**Corollary 3.5.** If two monomial operators \(L, L' \in \Xi\) have the same ordered digraph, i.e., \(D(L) = D(L')\), then \(L = L'\).

**Proof.** We prove by induction on \(s = \deg(L)\). The base cases \(s \leq 1\) is trivial. Assume the corollary holds for \(s - 1\) and less. We prove it holds for \(s\).

If \(D(L)\) has at least two components, say \(T_1, T_2, \ldots, T_k\) \((k \geq 2)\). For a given \(1 \leq i \leq k\), if there exist two monomial operators \(L_i, L'_i \in \Xi\) such that \(D(L_i) = T_i = D(L'_i)\), then \(L_i = L'_i\) by the induction hypothesis. The corollary follows by the commutativity of the \(L_i\)'s using Lemma 3.4.

If \(D(L)\) has only one component, then by the part (2) of Corollary 2.7 \(D(L)\) must be an ordered directed rooted tree with root \(r\). Assume the vertices \(r_1, \ldots, r_k\) directing to \(r\) are arranged from right to left. For \(i = 1, \ldots, k\), let \(T_i\) denote the ordered subtree rooted at \(r_i\). See Figure 2 below. If there exist two monomial operators \(L_i, L'_i \in \Xi\) such that \(D(L_i) = T_i = D(L'_i)\) for a given \(1 \leq i \leq k\), then \(L_i = L'_i\) by the induction hypothesis. By the Commutativity Rule (Lemma 3.4), we have
\[
L = [r_k, r] L_k [r_{k-1}, r] L_{k-1} \cdots [r_1, r] L_1 = [r_k, r] \cdots [r_1, r] L_k \cdots L_1 = L.'
\]
This completes the proof. \(\Box\)

The second basic rule in \(\Xi\) is the next Exchange Rule.

**Lemma 3.6 (Exchange Rule).** For distinct \(i, j, k \in \{1, 2, \ldots, n\}\) and \(F \in A_n\),
\[
[j, k][i, j] = -[i, k][j, i], \quad i.e., \quad CT \ CT F = - CT \ CT F.
\]

**Proof.** Assume \(F \in A_n\) can be written as
\[
F = \frac{E(x_i, x_j, x_k)}{(1 - x_i/x_j)^{m_1}(1 - x_j/x_k)^{m_2}(1 - x_i/x_k)^{m_3}},
\]
where \(x_i = x_j, x_j = x_k\) and \(x_i = x_k\) are not poles of \(E\).

By Corollary 2.4, we can write

\[
F = F_1 + F_2 = \frac{E_1(x_i, x_j, x_k)}{(1 - x_i/x_j)^{m_1}(1 - x_j/x_k)^{m_2}} + \frac{E_2(x_i, x_j, x_k)}{(1 - x_j/x_k)^{m_2}(1 - x_i/x_k)^{m_3}},
\]

where \(E_1, E_2\) has no poles at \(x_i = x_j, x_j = x_k\) and \(x_i = x_k\). Since \(x_i = x_j\) is not a pole of \(F_2\), we have \([i, j]F_2 = [j, i]F_2 = 0\) by the part (1) of Lemma 2.6. Consequently

\[
[i, j]F_2 = -[i, k][j, i]F_2 = 0.
\]

The lemma then holds by showing that \([j, k][i, j]F_1 = -[i, k][j, i]F_1\). Applying the constant term operator \([i, j]\) to \(F_1\) and using (2.10) gives

\[
[i, j]F_1 = \frac{(-D_u)^{m_1-1}E_1(ux_j, x_j, x_k)}{(m_1 - 1)!} \frac{1}{u(1 - x_j/x_k)^{m_2}} \cdot \frac{(-D_u)^{m_1-1}E_1(ux_j, x_j, x_k)}{(m_1 - 1)!} \frac{1}{u}\bigg|_{u=1}.
\]

Since \(x_j = x_k\) is not a pole of \(E_1(ux_j, x_j, x_k)\), applying \([j, k]\) and using (2.10) again gives

\[
[j, k][i, j]F_1 = \frac{(-D_u)^{m_2-1}1}{(m_2' - 1)!} \frac{(-D_u)^{m_1-1}}{(m_1 - 1)!} \frac{E_1(ux_k, vx_k, x_k)}{u} \bigg|_{u=1}.
\]

The situation of computing \([i, k][j, i]F_1\) is a little different. Applying \([j, i]\) to \(F_1\) gives

\[
[j, i]F_1 = [j, i] \left( \frac{(-D_u)^{m_1-1}}{(m_1 - 1)!} \frac{E_1(x_i, x_j, x_k)}{(u - x_i/x_j)(1 - x_j/x_k)^{m_2}} \bigg|_{u=1} \right)
\]

\[
= \left( \frac{(-D_u)^{m_1-1}}{(m_1 - 1)!} \frac{E_1(x_i, x_j, x_k)}{(1 - ux_j/x_i)(-x_i/x_j)(1 - x_j/x_k)^{m_2}} \bigg|_{u=1} \right)
\]

\[
= \left( \frac{(-D_u)^{m_1-1}}{(m_1 - 1)!} \frac{CT}{x_j=x_i} \frac{E_1(x_i, x_j, x_k)}{(1 - ux_j/x_i)(-x_i/x_j)(1 - x_j/x_k)^{m_2}} \bigg|_{u=1} \right)
\]

By (3.3)

\[
= \left( \frac{(-D_u)^{m_1-1}}{(m_1 - 1)!} \frac{E_1(x_i, x_j, u, x_k)}{u(1 - x_i/(ux_k))^2} \bigg|_{u=1} \right).
\]

By (2.10)
The factor \( (1 - x_i/(ux_k))^m_2 \) in the denominator will contribute a pole \( x_i = x_k \) after setting \( u = 1 \).

By applying \([i, k]\) to both sides of (3.8), we obtain

\[
[i, k][j, i]F_1 = [i, k] \left( \left( \frac{(-D_u)^{m_1-1}}{(m_1 - 1)!} \frac{E_1(x_i, x_i/u, x_k)}{-u(1 - x_i/(ux_k))^{m_2}} \right) |_{u=1} \right)
= \left( \frac{CT}{x_i=x_k^*} \left( \frac{(-D_u)^{m_1-1}}{(m_1 - 1)!} \frac{E_1(x_i, x_i/u, x_k)}{-u(1 - x_i/(ux_k))^{m_2}} \right) |_{u=1} \right).
\]

Here the last equation holds by (3.3). Using (3.2) and (2.10) again, we obtain

\[
[i, k][j, i]F_1 = \left( \frac{(-D_u)^{m_1-1}}{(m_1 - 1)!} \frac{CT}{x_i=x_k^*} \frac{E_1(x_i, x_i/u, x_k)}{-u(1 - x_i/(ux_k))^{m_2}} \right) |_{u=1}
= \left( \frac{(-D_u)^{m_1-1}}{(m_1 - 1)!} \frac{(-D_v)^{m_2-1} E_1(uvx_k, vx_k, x_k)}{(m_2' - 1)} \right) |_{u=1}
= \frac{(-D_u)^{m_1-1}(-D_v)^{m_2-1} E_1(uvx_k, vx_k, x_k)}{(m_2' - 1)!} |_{u=v=1}.
\]

Comparing (3.7) with (3.9) yields \([i, k][j, i]F_1 = -[j, k][i, j]F_1\), as desired.

The third rule is the next V-Formula.

**Proposition 3.7 (V-Formula).** For distinct \( i, j, k \in \{1, 2, \ldots, n\} \) and \( F \in A_n \),

\[
[j, k][i, k] = [i, k][j, k] + [i, k][j, i], \quad \text{i.e.,} \quad CT \quad CT \quad F = CT \quad CT \quad F + CT \quad CT \quad F.
\]

**Proof.** Let \( F, F_1, F_2 \) be as in (3.4) and (3.5). We can easily obtain \([j, k][i, k]F_1 = 0\) and \([i, k][j, i]F_2 = 0\) by the part (1) of Lemma 2.6. Meanwhile, we have figured out that

\[
[i, k][j, i]F_1 = \frac{(-D_u)^{m_1-1}(-D_v)^{m_2-1} E_1(uvx_k, vx_k, x_k)}{(m_2' - 1)!} |_{u=v=1}
\]

in the proof of Lemma 3.6. To prove the proposition, we compute \([i, k][j, k]F_1, [j, k][i, k]F_2\) and \([i, k][j, k]F_2\). For the sake of uniformity, we use \( u \) as the slack variable when applying \([i, k]\) and use \( v \) when applying \([j, k]\).

To get \([i, k][j, k]F_1\), by applying \([j, k]\) to \( F_1 \) and using (2.10), we obtain

\[
[j, k]F_1 = \frac{(-D_v)^{m_2-1} E_1(x_i, vx_k, x_k)}{(m_2' - 1)!} |_{v=1}.
\]
It is not hard to find that \( x_i = x_k \) is a pole of the right-hand side of (3.10) after setting \( v = 1 \).

By applying \([i, k] \) to both sides of (3.10), we have

\[
[i, k][j, k]F_1 = [i, k] \left( \frac{(-D_v)^{m_2-1} E_1(x_i, u x_k, x_k)}{(m_2' - 1)!} \frac{E_1(x_i, u x_k, x_k)}{(1 - x_i / (v x_k))^m v} \right) \bigg|_{v=1} = \left( \frac{(-D_v)^{m_2-1}}{(m_2' - 1)!} \frac{E_1(x_i, u x_k, x_k)}{(1 - x_i / (v x_k))^m v} \right) \bigg|_{v=1} \quad \text{by (3.3)}
\]

\[
= \left( \frac{(-D_v)^{m_2-1} \left( \frac{(-D_v)^{m_2-1} E_1(ux, vx, x_k)}{uv} \right)_{u=1}}{(m_2' - 1)!} \frac{E_1(u x_k, vx_k, x_k)}{uv} \right) \bigg|_{u=v=1} \quad \text{by (2.10)}
\]

(3.11)

To obtain \([j, k][i, k]F_2\), by applying \([i, k] \) to \( F_2 \) and using (2.10),

\[
[i, k]F_2 = \frac{(-D_u)^{m_3-1} E_2(ux, x_j, x_k)}{(m_3 - 1)!} \frac{E_2(ux, x_j, x_k)}{(1 - x_j / x_k)^m u} \bigg|_{u=1} = \frac{1}{(1 - x_j / x_k)^m u} \left. \frac{(-D_u)^{m_3-1} E_2(ux, x_j, x_k)}{(m_3 - 1)!} \right|_{u=1}.
\]

Since \( x_j = x_k \) is not a pole of \( \left. \frac{(-D_u)^{m_3-1} E_2(ux, x_j, x_k)}{(m_3 - 1)!} \right|_{u=1} \), we can apply \([j, k] \) to the above equation and use (2.10). This gives

\[
[j, k][i, k]F_2 = \frac{(-D_v)^{m_2-1} 1}{(m_2' - 1)!} \frac{E_1(ux, vx, x_k)}{uv} \bigg|_{u=1} \quad \text{by (2.10)}
\]

(3.12)

Similarly to \([j, k][i, k]F_2\), we can obtain

(3.13)

\[
[i, k][j, k]F_2 = \frac{(-D_u)^{m_3-1} (-D_u)^{m_3-1} E_2(ux, x_k, x_k)}{(m_3 - 1)!} \frac{E_2(ux, x_k, x_k)}{uv} \bigg|_{u=v=1}.
\]

By (3.9) and (3.11), we have \([i, k][j, k]F_1 + [i, k][j, i]F_1 = 0\). Then

\[
[j, k][i, k]F_1 = [i, k][j, k]F_1 + [i, k][j, i]F_1
\]

since both sides vanish. By (3.12) and (3.13), we have \([j, k][i, k]F_2 = [i, k][j, k]F_2\). Then

\[
[j, k][i, k]F_2 = [i, k][j, k]F_2 + [i, k][j, i]F_2
\]

since \([i, k][j, i]F_2 = 0\). Thus, the V-Formula holds.

From the Exchange Rule and the V-Formula, we can obtain the next general exchange property of the operators in \( \Xi \).
Lemma 3.8. For any monomial operator $L \in \Xi$ and distinct $i, j, k \in \{1, 2, \ldots, n\}$,

$$[j, k]L[i, j] = -[i, k][L_{j=i}]\cdot[i, i].$$

Proof. The operator on the right-hand side (without the sign) is indeed obtained from that on the left-hand side by exchanging $i$ and $j$. Thus their corresponding digraphs are either both forests or both not forests. So we may assume that they are nonzero.

In general, assume

$$L = L_{s+1}[i, j]L_s \cdots [i_1, j]L_1,$$

where all the appearances of $j$ are displayed. Thus all the $L_h$’s contain no $j$. Furthermore, no $i_h$ appears to the left of $[i_h, j]$, otherwise this would make $L$ to be zero by the part (2) of Lemma 2.6. It follows that

$$[j, k]L[i, j] = [j, k]L_{s+1}[i, j]L_s \cdots [i_1, j]L_1[i, j] = [j, k][i, j] \cdots [i_1, j][i, j]L_{s+1} \cdots L_1$$

by the Commutativity Rule (Lemma 3.4). Since the left-hand side of (3.14) is nonzero, the $L_h$’s contain no $i$ also. Then by the same reasoning, we have

$$[i, k](L_{j=i})[i, j] = [i, k]L_{s+1}[i, i]L_s \cdots [i_1, i]L_1[i, i] = [i, k][i, i] \cdots [i_1, i][i, i]L_{s+1} \cdots L_1.$$

We complete the proof by showing that

$$[j, k][i, j] \cdots [i_1, j][i, i] = -[i, k][i, i] \cdots [i_1, i][j, i].$$

We prove (3.15) by induction on $s$. The $s = 0$ case is the Exchange Rule (Lemma 3.6). Assume (3.15) holds for $s-1$. Denote the left-hand side of (3.15) by $H$. Using the V-Formula, we have

$$[i_1, j][i, j] = [i, j][i_1, j] + [i, j][i_1, i].$$

Substituting this into $H$ yields

$$H = [j, k][i, j] \cdots [i_2, j][i, j][i_1, j] + [j, k][i, j] \cdots [i_2, j][i, j][i_1, i].$$

By the induction hypothesis, we have

$$[j, k][i, j] \cdots [i_2, j][i, j] = -[i, k][i, i] \cdots [i_2, i][j, i].$$

Then

$$H = -[i, k][i, i] \cdots [i_2, i][j, i][i_1, i].$$

Using the V-Formula again gives

$$H = -[i, k][i, i] \cdots [i_2, i][i_1, i][j, i],$$

which is the right-hand side of (3.15). □
3.2. The spanning elements of $\Xi$. In this subsection, we find the spanning elements of $\Xi$.

Given an ordered digraph $D$, we call a monomial operator $L$ with $D(L) = D$ the realization of $D$ (denoted by $L(D)$). By the part (2) of Corollary 2.7 and the Commutativity Rule, to obtain the realization of a given ordered digraph $D$, it suffices to assume that $D$ is an ordered directed rooted tree $T$. For a given $T$, we read out $L(T)$ according to the direct edges of $T$ level by level from up to down and left to right. That is, we first read out the highest and left-most edge $[i_1, j_1]$, this is the left-most commutator in $L(T)$. Then, read out the next edge $[i_2, j_2]$ to the right and in the same level of $[i_1, j_1]$. Continue this until the right-most edge $[i_s, j_s]$ in the highest level. Then read out the edges in the next level from left to right, say $[i_{s_1+1}, j_{s_1+1}][i_{s_1+2}, j_{s_1+2}]$. The reading ends at the lowest level and right-most edge $[i_s, j_s]$ of $T$. Finally,

$$L(T) = [i_1, j_1][i_{s_1}, j_{s_1}][i_{s_1+1}, j_{s_1+1}][i_{s_1+2}, j_{s_1+2}]\cdots[i_s, j_s].$$

For example, the realization of Figure 1 is: $[6, 2][1, 2][7, 2][4, 2][5, 6][3, 7][8, 7]$. Having Corollary 3.5 and the discussion above, we can identify a monomial operator $L \in \Xi$ as an ordered directed rooted forest $D$, and vise versa. In what follows, we always assume that a forest is ordered, directed and rooted, unless specified otherwise.

Note that the above way of reading is not unique. From the proof of Corollary 3.5 we can give another way of reading according to subtrees (we omit the details). But the realizations obtained by these two distinct ways of reading are equivalent by the Commutativity Rule.

To state our structural result, we need more notations.

Let $S = \{S_1, S_2, \ldots, S_t\}$ be a partition of $N = \{1, 2, \ldots, n\}$ with $\ell = |S|$ parts. That is, $N$ is the disjoint union of the nonempty sets $S_i$ for $i = 1, \ldots, \ell$. For convenience, we arrange the $S_i$ increasingly according to their minimal elements. Hence in particular $1 \in S_1$. Denote by $\text{Par}(N, \ell)$ the set of all partitions of $N$ with $\ell$ blocks, and let $\text{Par}(N) = \bigcup_{\ell=1}^{n} \text{Par}(N, \ell)$. A tree $T$ is said to be on $S$ if the vertex set of $T$ is $S$. A forest $D$ is said to be on $S$ if its connected components are trees on $S_1, \ldots, S_t$. It is clear that $D$ has exactly $n - |S|$ edges. Note that $|S_1| = 1$ gives the empty tree with the single-vertex set $S_1$. Denote by $D_S$ the set of all rooted forests on $S$. Let $r = (r_1, \ldots, r_t)$ be a sequence of integers. The sequence $r$ is compatible with $S$ if $r_i \in S_i$ for every $i$. We use $r$ compat $S$ to represent this. Let $D_{S, r}$ be the set of forests on $S$ with given roots $r$. Denote by $T_S$ the set of all rooted trees on $S \subseteq N$, and let $T_{S, r}$ be the set of all rooted trees on $S$ with given root $r$. We remark that the $S$ in $D_{S, r}$ is a partition of $N$. Hence, if $D \in D_{S, r}$, then the vertex set $V(D) = N$. But for $T \in T_S$, $V(T) = S$ may not be $N$. Isolated vertices are allowed in $D$, but not in $T$ (except for single-vertex graphs). This inconsistency does not lead to misunderstanding in this paper.

A directed edge $i \to j$ is increasing if $i > j$. A forest $D$ is increasing if its directed edges are all increasing. It is nearly increasing if all the edges not end at the root are increasing. Let the superscript inc. and n.inc. stand for increasing and nearly increasing respectively. For instance, $D_{S, r}^{\text{inc.}}$ is the set of all nearly increasing forests on $S$ with given roots $r$. For a given integer $0 \leq s \leq n - 1$, we write

$$D_{S, r}^{\text{inc.}} := \bigcup_{S \in \text{Par}(N, n-s)} D_{S}^{\text{inc.}} \quad \text{and} \quad D_{S, r}^{\text{n.inc.}} := \bigcup_{S \in \text{Par}(N, n-s)} D_{S}^{\text{n.inc.}}.$$
where
\[ D_{S_{inc.}} := \bigcup_{r \text{ compat } S} D_{S_{inc.}}^r \quad \text{and} \quad D_{S_{n.inc.}} := \bigcup_{r \text{ compat } S} D_{S_{n.inc.}}^r. \]

If furthermore for each inner vertex \( v \), the vertices directing to \( v \) have increasing labels from left to right, then we say \( D \) is augmented increasing. Similarly, we can define an augmented nearly increasing forest. Define \( D_{S_{inc.}}^n \) to be the set of all augmented nearly increasing forests on \( S \) with given roots \( r \), and similarly for \( D_{S_{n.inc.}}^n \).

In particular, \( D_{S_{inc.}}^{n-1} = D_{\{N\}_{inc.}}^n \) and \( D_{S_{n.inc.}}^{n-1} = D_{\{N\}_{n.inc.}}^n \). We can change forests \( D \) to trees \( T \) in the above notations. For instance, \( T_{S_{inc.}}^N \) is the set of all augmented increasing (ordered directed rooted) trees on \( S \) (hence has exactly \(|S| - 1\) edges).

The next result shows that any monomial operator \( L \) realizing a forest can be converted to be (nearly) increasing.

**Proposition 3.9.** Let \( S \) be a partition of \( N \). Then for any \( D \in D_S \), there exists a \( D' \in D_{S_{n.inc.}}^n \) such that \( L(D') = \pm L(D) \). Furthermore, if \( S = \{N\} \), then for any tree \( T \in T_N \), there exists an increasing tree \( T^* \in T_{n.inc.}^N \) such that \( L(T^*) = \pm L(T) \).

There may be a confusion in this proposition for the first-time reader. It is possible that different forests \( D \) and \( D' \) have equivalent realizations \( L(D) = L(D') \) in \( \Xi \). For example, \([2, 4][3, 2][1, 3] = [1, 4][2, 1][3, 1]\), see their corresponding digraphs below (Figure 3).

The equality can be obtained using the Exchange Rule twice. The digraph of the operator \([1, 4][2, 1][3, 1]\) is nearly increasing.

**Figure 3.** The digraphs of \([2, 4][3, 2][1, 3]\) and \([1, 4][2, 1][3, 1]\).

**Proof.** To prove the first part, we begin with the proof of the case when \( D \) is a tree on \( S \) with a root \( r \). Assume the realization of \( D \) is

\[ L = L(D) = [i_{s+t}, j_{s+t}] \cdots [i_{s+1}, j_{s+1}] [i_s, j_s] \cdots [i_1, j_1]. \]
where \( i_{s+1}, \ldots, i_{s+l} \) are all the vertices directing to the root \( r \) (so \( j_{s+1} = \cdots = j_{s+l} = r \)). Define \( \nu = \nu(L) \) to be the integer such that \( i_k > j_k \) for \( k = 1, 2, \ldots, \nu - 1 \) and \( i_\nu < j_\nu \). If \( \nu \geq s + 1 \) then \( L \) is nearly increasing. We show that if \( \nu \leq s \) then we can find a monomial \( L' \) such that \( L' = -L \) and \( \nu(L') \geq \nu(L) + 1 \).

Since \( j_\nu \) is not the root, there exists an \( h > \nu \) such that \( [i_h, j_h] = [j_\nu, j_\nu] \) appears in \( L \) (It is better to understand this by imaging the corresponding tree). Notice that \( j_h \) may be the root if \( h > s \). Denote by \( \overline{L} = \cdots [i_\nu, j_\nu] \) the “subword” of \( L \) up to \([i_\nu, j_\nu] \). By Lemma 3.8, there exists \( \overline{L}'[j_\nu, i_\nu] = -\overline{L} \). Thus, let \( L' \) be obtained from \( L \) by replacing \( \overline{L} \) by \( \overline{L}'[j_\nu, i_\nu] \). This operator \( L' \) satisfies \( L' = -L \) and \( \nu(L') \geq \nu(L) + 1 \). Such operation can continue until all the \( [i_k, j_k] \) for \( 1 \leq k \leq s \) are increasing, i.e., all the \( i_k > j_k \). Denote this operator by \( L_1 \). Then \( D' = D(L_1) \) is nearly increasing and satisfies \( L_1 = \pm L \). The statement that \( D' \) is also on \( S \) follows by the observation that all the operations we performed do not change the vertex set.

Suppose \( D \) has several components, say \( T_1, \ldots, T_k \). Then by the Commutativity Rule
\[
L(D) = L(T_1) L(T_2) \cdots L(T_k),
\]
where \( L(T_i) \) commutes with \( L(T_j) \) for all \( i, j \). We have shown that for each \( T_1 \), there exists nearly increasing \( T'_i \) such that \( L(T'_i) = \pm L(T_i) \). The forest consisting of \( T'_1, T'_2, \ldots, T'_k \) is the desired \( D' \).

To prove the second part, we use the first part to obtain a nearly increasing \( T' \) on \( N \) with root \( r \) such that \( L(T') = \pm L(T) \). By the Commutativity Rule, we may assume the realization of \( T' \) is given by
\[
L_1 = L(T') = [u_t, r][u_{t-1}, r] \cdots [u_1, r][i_s, j_s] \cdots [i_1, j_1],
\]
where \( i_m > j_m \) for \( m = 1, \ldots, s \) and \( s + l = n - 1 \). Define \( \mu = \mu(L_1) \) to be the integer such that \( u_m > r \) for \( m = 1, \ldots, \mu - 1 \), but \( u_\mu < r \). By Lemma 3.1, we find that
\[
L_2 = [r, u_t][u_{t-1}, r] \cdots [u_\mu, r][u_{\mu-1}, r] \cdots [u_1, r][i_s, j_s] \cdots [i_1, j_1] = -L_1.
\]
Note that if \( L_1 \notin \Xi^{n-1} \) then we can not use Lemma 3.1 and the above equation does not hold in general. Denote the subword \([r, u_t][u_{t-1}, r] \cdots [u_\mu, r] \) in \( L_2 \) by \( L'' \). By Lemma 3.8, we find
\[
\overline{L}'' = [u_\mu, u_t][u_{t-1}, u_\mu] \cdots [u_{\mu+1}, u_\mu]][r, u_\mu] = -L''.
\]
Let \( L_3 \) be obtained from \( L_2 \) by replacing \( L'' \) by \( \overline{L}'' \). Then, \( L_3 \) satisfies \( L_3 = L_1 \) and \( \mu(L_3) \geq \mu(L_1) + 1 \). Such operation can continue until we find an \( L^* \) such that \( D(L^*) \) is increasing and \( L^* = \pm L \).

We find that the realization of any nearly increasing tree can be written as a linear combination of the realizations of augmented nearly increasing trees.

**Lemma 3.10.** Let \( T^{(r)} \in T_{S,r}^{n,inc} \) be a nearly increasing tree on \( S \) with the root \( r \). Then, its realization \( L(T^{(r)}) \) can be written as a linear combination of the elements in \( B = \{ L(T) : T \in T_{S,r}^{n,inc} \} \).

**Proof.** We prove by induction on \( |S| \). The base cases \( |S| \leq 2 \) are trivial. Assume the lemma holds for \( |S| < s \). We prove the lemma for the \( |S| = s \) case.
Let \( u_k, \ldots, u_1 \) be all the children of the root \( r \) from left to right, and \( T_{u_i} \) be the subtree of \( T^{(r)} \) with the root \( u_i \) for \( i = 1, \ldots, k \). Then we can write

\[
L(T) = [u_k, r] \cdots [u_1, r] L(T_{u_k}) \cdots L(T_{u_1}) = [u_k, r] L(T_{u_k}) \cdots [u_1, r] L(T_{u_1}),
\]

where the last equality can be obtained by the Commutativity Rule or the subtree reading of a digraph. Note that since \( T^{(r)} \) is nearly increasing, every subtree \( T_{u_i} \) is increasing and the root \( u_i \) is the smallest vertex of \( T_{u_i} \). By the induction hypothesis, for each \( i \in \{1, \ldots, k\} \)

\[
L(T_{u_i}) = \sum_{T'_j} c_j L(T'_j),
\]

where \( c_j \in \mathbb{C} \), \( T'_j \) ranges over all augmented nearly increasing trees with the root \( u_i \) and the same vertex set of \( T_{u_i} \). Since \( u_i \) is the smallest vertex of \( T_{u_i} \), all these \( T'_j \) are in fact augmented increasing. Thus we may assume \( T_{u_i} \) itself to be augmented increasing.

Next we prove by another induction on the inversion number of \( T^{(r)} \) at the root \( r \), defined by \( \text{inv}(T^{(r)}; r) = \text{inv}(u_ku_{k-1} \cdots u_1) \). If \( \text{inv}(T^{(r)}; r) = 0 \), then \( T^{(r)} \) is augmented nearly increasing and \( L(T^{(r)}) \) is itself an element of \( B \). Assume the lemma holds for \( \text{inv}(T^{(r)}; r) < t \). We prove the lemma for \( \text{inv}(T^{(r)}; r) = t \).

Let \( b = u_i > u_{i-1} = a \) be the right-most adjacent decent of the sequence \( u_ku_{k-1} \cdots u_1 \). That is, there does not exist a \( j < i \) such that \( u_j > u_{j-1} \). Then we can write

\[
L(T^{(r)}) = L_4[b, r] L_3[a, r] L_2 L_1,
\]

where \( L_2 = L(T_a) \) and \( L_3 = L(T_b) \) are the realizations of the subtrees of \( T^{(r)} \) with roots \( a \) and \( b \) respectively. Notice that \( L_3 \) is free of \( r \) and \( a \), and hence commutes with \([a, r] \) by the Commutativity Rule. Together with the V-Formula, we have

\[
L(T^{(r)}) = L_4[b, r] [a, r] L_3 L_2 L_1 = L_4[a, r] [b, r] L_3 L_2 L_1 + L_4[a, r] [b, a] L_3 L_2 L_1.
\]

For a digraph \( G \), if \( L(G) \) can be written as a linear combination of the elements in \( B \), we say that \( G \) is representable. Denote by \( L' := L_4[a, r] [b, r] L_3 L_2 L_1 \) and \( L'' := L_4[a, r] [b, a] L_3 L_2 L_1 \).

We will show that \( L' \) and \( L'' \) are both representable.

Since \( L_2 \) commutes with \( L_3 \), and \( L_2 = L(T_a) \) commutes with \([b, r] \), we can write

\[
L' = L_4[a, r] L_2[b, r] L_3 L_1.
\]

Thus, its corresponding digraph \( D(L') \) is just obtained from \( T^{(r)} \) by exchanging \( T_a \) and \( T_b \) (See Figure 4), and hence has inversion number \( t - 1 \). By the induction hypothesis on \( \text{inv}(T^{(r)}; r) \), \( L' \) is representable.

For \( L'' \), we can see that its corresponding digraph \( D'' := D(L'') \) is obtained from \( T^{(r)} \) by removing \( b \to r \) and adding \( b \to a \) as the left-most child of \( a \), with \( T_b \) attached to \( b \) (See Figure 4). Since \( T_b \) and \( T_a \) are increasing, the subtree \( T_a(L'') \) of \( D(L'') \) with the root \( a \) is increasing, but need not be augmented increasing. By the induction hypothesis on \(|S| \), the realization of \( T_a(L'') \) can be written as

\[
L(T_a(L'')) = [b, a] L_3 L_2 = \sum_T c(T) L(T),
\]
where $T$ ranges over all augmented nearly increasing rooted trees with the root $a$ and the same vertex set of $T_a(L'')$. Since $a$ is the smallest vertex of $T_a(L'')$, these $T$'s are in fact augmented increasing. Thus we may assume $T_a(L'')$ itself to be augmented increasing. Now $D''$ has a smaller $\text{inv}(D''; r)$. By the induction hypothesis on $\text{inv}(T(r); r)$, $L''$ is representable. This completes the proof. □

![Diagram](Image)

**Figure 4.** The illustration of obtaining $D(L')$ and $D(L'')$ from $T(r)$.

By Proposition 3.9 and Lemma 3.10 we obtain the spanning elements of $\Xi^s$.

**Proposition 3.11.** For $1 \leq s \leq n - 2$, the subspace $\Xi^s$ is spanned by $B^s := \{L(D) : D \in \mathcal{D}^{n, \text{inc}}_s\}$. The subspace $\Xi^{n-1}$ is spanned by $B^{n-1} := \{L(D) : D \in \mathcal{T}^{\text{inc}}_{n-1}\}$.

**Proof.** We show that any monomial operator $L = [i_s, j_s] \cdots [i_1, j_1]$ can be written as a linear combination of the elements of $B^s$.

Let $D = D(L)$ be the corresponding digraph of $L$. By Corollary 2.7 and Proposition 3.9, we may assume that $D$ is a nearly increasing (ordered directed and rooted) forest for $1 \leq s \leq n - 2$, otherwise $L = 0$. Suppose $D$ has $k = n - s$ connected components, say $T_{r_1}, \ldots, T_{r_k}$, where $r_i$ is the root of the tree $T_{r_i}$ for $i = 1, \ldots, k$. Then, we can write

$$L = L(T_{r_1}) \cdots L(T_{r_k}).$$

Here the $L(T_{r_i})$'s commute with each other by the Commutativity Rule. By Lemma 3.10, for each $i$,

$$L(T_{r_i}) = \sum_{T^{(r_i)}} c(T^{(r_i)}) L(T^{(r_i)}),$$

where $T^{(r_i)}$ and $T^{(i)}$ in the next equation range over all augmented nearly increasing trees with root $r_i$ and the same vertex set of $T_{r_i}$ for each $i$. It follows that $L$ can be written in the form

$$L = \sum_{T^{(1)}, \ldots, T^{(k)}} c(T^{(1)}) \cdots c(T^{(k)}) L(T^{(1)}) \cdots L(T^{(k)}).$$

This shows the first assertion.

For $s = n - 1$, we may assume $D = D(L)$ to be increasing by Proposition 3.9. The proposition then follows by Lemma 3.10 and the similar argument as above. □
3.3. The basis of $\Xi$. In the previous subsection, we find the spanning elements of $\Xi^s$ for each $s$. In this subsection, we show that these spanning elements are linearly independent, and hence indeed form a basis of $\Xi^s$.

We find a simple result that can be used to construct an orthogonality of the monomial operators of $\Xi$. The following rational function plays an important role in our construction. For an ordered directed rooted forest $D$, define

$$
\epsilon(D) = \prod_{i \to j \in E(D)} \frac{1}{1 - x_i/x_j}.
$$

We have the next basic lemma.

**Lemma 3.12.** Let $D$ be an ordered directed rooted forest and $P$ be a Laurent polynomial. Then

$$
\text{CT}_{x_i=x_j} P\epsilon(D) = \begin{cases} 
P_{|x_i=x_j} \epsilon(D/i \to j), & \text{if } i \to j \in E(D); \\ 
-P_{|x_i=x_j} \epsilon(D/i \to j), & \text{if } j \to i \in E(D); \\ 0, & \text{otherwise.}
\end{cases}
$$

*Proof.* If $i \to j$ is an edge of $D$, then $\epsilon(D) = \frac{1}{1-x_i/x_j} \epsilon(D')$, where $D'$ is obtained from $D$ by removing the edge $i \to j$. By direct computation we have

$$
\text{CT}_{x_i=x_j} P\epsilon(D) = \text{CT}_{x_i=x_j} \frac{1}{1-x_i/x_j} P\epsilon(D') = P_{|x_i=x_j} \epsilon(D')
$$

which is just $P_{|x_i=x_j} \epsilon(D/i \to j)$.

When $j \to i$ is an edge of $D$, similar computation yields

$$
\text{CT}_{x_i=x_j} P\epsilon(D) = \text{CT}_{x_i=x_j} \frac{1}{1-x_j/x_i} P\epsilon(D') = \text{CT}_{x_i=x_j} \frac{-x_i/x_j}{1-x_i/x_j} P\epsilon(D') = -P_{|x_i=x_j} \epsilon(D')
$$

which is $-P_{|x_i=x_j} \epsilon(D/i \to j)$.

Finally, if neither $i \to j$ nor $j \to i$ is an edge of $D$, then $x_i = x_j$ is not a pole of $\epsilon(D)$. Thus $\text{CT}_{x_i=x_j} P\epsilon(D) = 0$, as desired. \hfill $\square$

Repeatedly use of Lemma 3.12 gives the next result.

**Lemma 3.13.** Let $S, S'$ be subsets of $\{1, \ldots, n\}$ and $r \in S \cap S'$. Suppose $T \in \mathcal{T}_{S,r}$ is a tree on $S$ with the root $r$, $T' \in \mathcal{T}_{S'}$ and $P$ is a Laurent polynomial. Then one of the following cases holds:

1. $L(T)P\epsilon(T') = 0$. A sufficient condition is $S \not\subseteq S'$.
2. $L(T)P\epsilon(T')$ is of the form $\pm P'\epsilon(T'')$. Here $P'$ is a Laurent polynomial obtained from $P$ by substituting $x_i$ by $x_r$ for every $i \in S$, and $T''$ is a tree on $(S' \setminus S) \cup \{r\}$ and is obtained from $T'$ through certain contractions. In particular, $\epsilon(T'') = 1$ if $S = S'$.

*Proof.* Suppose $L = L(T) = [i_s, j_s] \cdots [i_1, j_1]$ is the realization of $T$. Let $D_1 = T'$ and recursively define $D_{k+1} = D_k/i_k \to j_k$ for $k = 1, 2, \ldots, s$ if $i_k \to j_k$ or $j_k \to i_k$ is an edge of $D_k$. Observe that $D_k$ is a tree on $S' \setminus \{i_1, \ldots, i_{k-1}\}$, and $D_{k+1}$ is not defined if $i_k \not\subseteq S'$. 

By Lemma 3.12 if \( D_{k+1} \) is not defined for some \( k \), this implies \( [i_k, j_k] \cdots [i_1, j_1] P \epsilon(T') = 0 \); otherwise we can obtain \( D_{s+1} \) and \( S \subseteq S' \). Moreover, we know that \( D_{s+1} \) is a tree on \((S' \setminus S) \cup \{r\}\) and \( LP \epsilon(T') \) is of the form \( \pm P' \epsilon(T'') \). Here \( T'' = D_{s+1} \) and \( P' \) is obtained from \( P \) by successive replacements \( x_i = x_j, \ldots, x_i = x_j \). Since \( T \) is a tree on \( S \), the \( x_i \) for all \( i \in S \) of \( P \) replaced by \( x_r \). □

Let \( S_1, S_2 \) be two partitions of \( \{1, 2, \ldots, n\} \). We say that \( S_1 \) is a refinement of \( S_2 \) if each block of \( S_1 \) is contained in one of the blocks of \( S_2 \). It is natural to generalize Lemma 3.13 to forests. Then, we have the next three consequences.

**Corollary 3.14.** Suppose \( P \) is a Laurent polynomial, and \( D_1, D_2 \) are two ordered directed rooted forests on \( S_1 \) and \( S_2 \) respectively. If \( L(D_1) P \epsilon(D_2) \neq 0 \), then \( S_1 \) must be a refinement of \( S_2 \). As a consequence, \( |E(D_2)| \geq |E(D_1)| \). Moreover, \( L(D_1) P \epsilon(D_2) \) is of the form \( \pm P' \epsilon(D_3) \). Here \( D_3 \) is a forest satisfying \( |E(D_3)| = |E(D_2)| - |E(D_1)| \), and \( P' \) is obtained from \( P \) by replacing each \( x_i \) by its corresponding \( x_r \), where \( r \) is the root of the component of \( D_1 \) containing \( i \).

**Corollary 3.15.** If \( D_1 \) and \( D_2 \) are two forests with \( |E(D_2)| < |E(D_1)| \), then \( L(D_1) \epsilon(D_2) = 0 \).

**Corollary 3.16.** If two forests \( D_1 \) and \( D_2 \) have the same number of edges, then \( L(D_1) \epsilon(D_2) \in \{-1, 0, 1\} \). In particular, \( L(D_1) \epsilon(D_1) = 1 \).

Recall that \( B^s = \{ (D) : D \in \mathcal{T}_n^{\text{inc}} \} \) for \( s = 1, \ldots, n-2 \) and \( B^{n-1} = \{ (D) : D \in \mathcal{T}_n^{\text{inc}} \} \). We find that for a fixed \( s \) the elements of \( B^s \) admit the next kind of orthogonality.

**Lemma 3.17.** For a fixed \( s \in \{1, \ldots, n-1\} \), let \( D_i, D_j \) be two distinct forests of \( \mathcal{T}_n^{\text{inc}} \) (trees of \( \mathcal{T}_n^{\text{inc}} \) if \( s = n-1 \)) with the same roots. Then \( L(D_i) : \mathcal{A}_n(D_j) \mapsto \{0\} \). Consequently, \( L(D_i) \epsilon(D_j) = \delta_{i,j} \), where \( \epsilon(D_j) \) is defined as in (3.16) and \( \delta_{i,j} \) is the Kronecker delta.

**Proof.** We prove by induction on \( n \), the number of variables. The lemma clearly holds for \( n \leq 2 \). Assume the lemma holds for \( n-1 \) and less.

Let a leaf \( u \) of \( D_i \) be the right-most child of an inner vertex \( v \). Since \( D_i \) is an augmented nearly increasing forest, \( u \) is also the largest child of \( v \), and \( u > v \) if \( v \) is not a root. Then we can write \( L(D_i) = L(D_i/u \rightarrow v)[u,v] \).

If \( u \rightarrow v \notin E(D_j) \), then by the assumption that \( D_i \) and \( D_j \) have the same roots, \( u \) is not a root of \( D_j \). We then discuss two cases: i) if \( v \) is not a root of \( D_j \), then \( u > v \) so that \( v \rightarrow u \) is not increasing. Together with that neither \( u \) and \( v \) is a root of \( D_j \) gives \( v \rightarrow u \notin E(D_j) \); ii) if \( v \) is a root of \( D_i \) and \( D_j \), then \( v \rightarrow u \) cannot be an edge of \( D_j \). In both cases, \( v \rightarrow u \notin E(D_j) \). Thus \( [u,v]F = 0 \) for any \( F \in \mathcal{A}_n(D_j) \). It follows that \( L(D_i)(F) = L(D_i/u \rightarrow v)[u,v](F) = 0 \).

On the other hand, assume that \( u \rightarrow v \) is an edge of \( D_j \). By the part (2) of Lemma 2.6 we have \( [u,v]F \in \mathcal{A}_n(D_j/u \rightarrow v) \) for \( F \in \mathcal{A}_n(D_j) \). Then, if \( D_i/u \rightarrow v \neq D_j/u \rightarrow v \), we can get \( L(D_i)(F) = L(D_i/u \rightarrow v)[u,v](F) = L(D_i/u \rightarrow v)(F') = 0 \).
Here $F' \in A_n(D_j/u \to v)$ and the last equality holds by the induction hypothesis. Hence, the lemma follows by showing that $D_i/u \to v \neq D_j/u \to v$.

We then consider two cases (recall that $u$ is not a root of $D_i$ and $D_j$): i) If $u$ is not a leaf of $D_j$, then it has at least one child, say $u' > u$ since $D_j$ is nearly increasing. It follows that $u'$ becomes a child of $v$ in $D_j/u \to v$, which can not be a child of $v$ in $D_i/u \to v$ by our choice of $u$. ii) If $u$ is a leaf in $D_j$, we assume to the contrary that $D_i/u \to v = D_j/u \to v$. Then $u$ is also the largest child of $v$ in $D_j$. It follows that $D_i = D_j$, a contradiction.

Equation (3.18) follows from the proof above and Corollary 3.16. □

We remark that the condition that $D_i$ and $D_j$ have the same roots cannot be dropped: consider the case when $D_i$ and $D_j$ are both one-edge graphs consisting of $2 \to 3$ and $3 \to 2$ respectively.

Recall that $\text{Par}(N, \ell)$ is the set of all partitions of $N = \{1, \ldots, n\}$ with $\ell$ blocks. For $s = 0, 1, \ldots, n-2$, let $S \in \text{Par}(N, n-s)$ and the integer sequence $r$ be compatible with $S$. Denote by $B_S := \{L(D) : D \in \overline{D}^{n, \text{inc}}_S\}$ and $B_{S, r} := \{L(D) : D \in \overline{D}^{n, \text{inc}}_{S, r}\}$. We have the next necessary and sufficient condition for the judgement of the zero operator in the spanning space of $B_{S, r}$, and obtain a basis of it.

**Corollary 3.18.** For any $L \in \text{span}(B_{S, r})$, $L$ is the zero operator in $\Xi$ if and only if $Lc(D) = 0$ for all $D \in \overline{D}^{n, \text{inc}}_{S, r}$. The elements of $B_{S, r}$ form a basis of $\text{span}(B_{S, r})$.

**Proof.** We only prove the sufficiency of the first claim, the necessity is trivial.

Since $L \in \text{span}(B_{S, r})$, we can write

$$L := \sum_{D \in \overline{D}^{n, \text{inc}}_{S, r}} c_D L(D)$$

for some complex numbers $c_D$. It suffices to show that $c_{D'} = 0$ for each particular $D' \in \overline{D}^{n, \text{inc}}_{S, r}$. Applying both sides of (3.19) to $c(D')$ and using Lemma 3.17 gives $Lc(D') = c_{D'} = 0$.

Assume

$$\sum_{D \in \overline{D}^{n, \text{inc}}_{S, r}} c_D L(D) = 0.$$

From the proof above, we can obtain every $c_D = 0$. Then the elements of $B_{S, r}$ are linearly independent and hence form a basis of $\text{span}(B_{S, r})$. □

From the space $\text{span}(B_{S, r})$, we can construct $\Xi$ through direct sum. In other words, the algebra $\Xi$ is a direct sum of the spanning spaces $\text{span}(B_{S, r})$ for certain $S$ and $r$. We obtain this step by step in the next three decomposition lemmas.

**Lemma 3.19.** For fixed $s \in \{0, \ldots, n-2\}$ and $S \in \text{Par}(N, n-s)$,

$$\text{span}(B_S) = \bigoplus_{r \text{ compat } S} \text{span}(B_{S, r}).$$
Proof. Assume
\begin{equation}
\sum_r L_r = 0,
\end{equation}
where \( r \) is over all integer sequences compatible with \( S \) and \( L_r \in \text{span}(B_{S,r}) \). We need to show that every \( L_r \) is in fact the zero operator.

Assume to the contrary that there exists a \( r' = (r'_1, r'_2, \ldots, r'_k) \) such that \( L_{r'} \) is nonzero. Note that \( k = n - s \geq 2 \). By Corollary 3.18, there exists a \( D' \in D_{S,r'}^{n,\text{inc.}} \) such that \( L_{r'}(D') = \gamma_{r',r'} \in \mathbb{C} \setminus \{0\} \). By Corollary 3.16 we have \( L_{r'}(D') = \gamma_{r,r'} \in \mathbb{C} \).

Now applying both sides of (3.21) to \( x_{r_1}^{1-k} x_{r_2} \cdots x_{r_k} \) \( \epsilon(D') \) and using Corollary 3.14, we obtain
\begin{equation}
\sum_r \gamma_{r,r'} x_{r_1}^{1-k} x_{r_2} \cdots x_{r_k} = 0,
\end{equation}
where \( r = (r_1, \ldots, r_k) \) is also over all integer sequences compatible with \( S \). By the linear independence of the monomials, we have \( \gamma_{r,r'} = 0 \) for all \( r \). In particular \( \gamma_{r',r'} = 0 \), a contradiction. \( \square \)

**Lemma 3.20.** (1) The set \( B_{n-1} = \{ L(D) : D \in \overline{T}_{n-1}^{\text{inc.}} \} \) is a basis of the constant term algebra \( \Xi^{n-1} \);

(2) For \( s = 0, 1, \ldots, n-2 \),
\begin{equation}
\Xi^s = \bigoplus_{S \in \text{Par}(N,n-s)} \text{span}(B_S) = \text{span}(\mathcal{B}^s),
\end{equation}
where \( \mathcal{B}^s = \{ L(D) : D \in \overline{D}_s^{n,\text{inc.}} \} \).

Proof. By Proposition 3.11, the algebra \( \Xi^{n-1} \) is spanned by \( B_{n-1} \). Thus, to prove (1), it suffices to prove that the elements of \( B_{n-1} \) are linearly independent. Assume
\begin{equation}
\sum_{T \in \overline{T}_{n-1}^{\text{inc.}}} c_T L(T) = 0,
\end{equation}
where \( c_T \in \mathbb{C} \) for all \( T \). Applying both sides of (3.23) to \( \epsilon(T') \) for some \( T' \in \overline{T}_{n-1}^{\text{inc.}} \) and using Lemma 3.17 we get \( c_{T'} = 0 \). Let \( T' \) range over all trees of \( \overline{T}_{n-1}^{\text{inc.}} \). This gives that all the coefficients \( c_T \) in (3.23) vanish. Then, the \( L(T) \)'s are linearly independent.

To prove (2), suppose
\begin{equation}
\sum_{S \in \text{Par}(N,n-s)} L_S = 0,
\end{equation}
where \( L_S \in \text{span}(B_S) \). We need to show that \( L_S \) is the zero operator for each \( S \).

Assume to the contrary that there exists an \( S' \) such that \( L_{S'} \neq 0 \). Then by Corollary 3.18 and Lemma 3.19 there exists a \( D' \in D_{S'}^{n,\text{inc.}} \) such that \( L_{S'}(D') = \gamma \in \mathbb{C} \setminus \{0\} \). By Corollary 3.14, \( L_{S'}(D') = \gamma = 0 \) for all \( S \neq S' \). Therefore, applying both sides of (3.24) to \( \epsilon(D') \) gives \( \gamma = 0 \), a contradiction. \( \square \)
Lemma 3.21. The constant term algebra $\Xi$ has the following direct sum decomposition:

$$\Xi = \bigoplus_{s=0}^{n-1} \Xi^s = \bigoplus_{s=0}^{n-1} \text{span}(B^s).$$

Proof. Suppose

$$\sum_{s=0}^{n-1} L_s = 0,$$

where $L_s \in \Xi^s$. We need to show that $L_s$ is the zero operator for each $s$.

Assume the contrary. Let $s'$ be the smallest integer such that $L_{s'} \neq 0$. By Corollary 3.18, Lemma 3.19 and Lemma 3.20, there exists a $D' \in D_{s'}^{\text{inc.}}$ when $s' \leq n - 2$ or $D' \in T_{s'}^{\text{inc.}}$ when $s' = n - 1$, such that $L_{s'}(D') = \gamma' \in \mathbb{C}\{0\}$. By Corollary 3.15, we have $L_s(D') = 0$ for all $s > s'$.

Now by applying both sides of (3.26) to $\epsilon(D')$, we have

$$0 = \sum_{s=0}^{n-1} L_s \epsilon(D') = \gamma'.$$

This is a contradiction. \hfill $\square$

Finally, we obtain our main theorem.

Theorem 3.22. The union $\bigcup_{s=0}^{n-1} B^s$ forms a basis of $\Xi$.

Proof. This is a direct consequence of Lemmas 3.21, 3.20, 3.19 and Corollary 3.18. \hfill $\square$

4. Concluding remark

We have established a structural result of the constant term algebra of type $A$. This algebra shall be useful in computing constant terms of type $A$ rational functions. As an application, the algorithm based on this algebra will be efficient in the computation of the Ehrhart polynomial $H_n(t)$ in (1.4).

In the next sequel, at least for the rational functions $F$ arising from the computation of $H_n(t)$, we will express $\text{CT}_x F$ as a linear combination of $LF$ (where $L \in \Xi^{n-1}$) by iterated Laurent series. Then we will simplify the computation by our structural result. In this way, we have obtained simple formulas of $H_n(t)$ for $n \leq 6$ so far. It is hopeful that we can solve the open problem of computing $H_{10}(t)$ by this idea.

It is also natural to consider other types of rational functions. For example, the type $D$ rational functions: the denominator factors are of the forms $1 - x_i/x_j$ and $1 - x_i x_j$. There should exist a similar algebra.

Another further direction is to consider the $q$-analogues of type $A$ rational functions. We anticipate a similar theory for the $q$-Dyson type constant terms.
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