Three-dimensional description of vibration-assisted electron knock-on damage
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Elastic knock-on is the main electron irradiation damage mechanism in metals including graphene. Atomic vibrations influence its cross-section, but only the out-of-plane direction has been considered so far in the literature. Here, we present a full three-dimensional theory of knock-on damage including the effect of temperature and vibrations to describe ejection into arbitrary directions. We thus establish a general quantitative description of electron irradiation effects through elastic scattering. Applying our methodology to in-plane jumps of pyridinic nitrogen atoms, we show their observed rates imply much stronger inelastic effects than in pristine graphene.

Transmission electron microscopy (TEM) is a powerful probe of the atomic structure of materials. Due to efficient aberration correction [1], the information that modern instruments can collect is mainly limited by radiation damage [2]. Knock-on displacement due to electron backscattering [3] affects all materials, and is the primary damage mechanism for metals such as graphene [4]. For non-destructive imaging, the electron should not transfer more energy than the displacement threshold of the material, defined as the energy needed to remove an atom at rest from the lattice. Conversely, one may want to activate certain beam-induced processes, where the energy received by the nucleus drives the resulting dynamics [5, 6], enabling atomically precise manipulation [7–9].

Elastic knock-on is the main electron irradiation damage mechanism in metals including graphene. Since the electron mass is small compared to the nucleus, momentum conservation strictly limits the amount of kinetic energy it can transfer in an elastic electron-nucleus collision. However, at low electron energies, the thermal motion of the atom can significantly increase the energy transfer [10] – indeed, irradiation damage of graphene at energies below 100 keV cannot be explained without vibrations [11]. To date, these have only been treated in the out-of-plane direction, where the momentum transfer is most efficient. For a complete description of situations including the beam-induced movement of adatoms [12], momentum transfers in all directions must be included. Further, while knock-on damage in pristine graphene can be accurately described from first principles [13, 14], there are puzzling discrepancies between the predicted and measured cross-sections for its impurity sites [15]. Until now, it has not been clear if these are due to shortcomings in the elastic model, or arise from unaccounted inelastic effects.

We present a full three-dimensional theory of electron knock-on damage for arbitrarily moving target atoms, and explore its implications for knock-on displacements from pristine graphene as well as for the reversible transformations of its pyridinic nitrogen impurity sites [16], for which we include new quantitative measurements. Such high-quality data provides a rigorous test, but our theoretical framework is generally valid for the quantitative description of elastic electron irradiation effects.

To construct a general model, we need to consider the full scattering process of an electron by an atom. The electron (mass $m$, energy $E_e$, momentum $p_e$) is a relativistic projectile that interacts with a moving, non-relativistic target, the nucleus (mass $M$, energy $E_n$, momentum $p_n$). Assuming that the electron has an initial momentum along the $z$-axis, $p_e = |p_e| (0, 0, 1)$ with $p_e = \sqrt{E_e(E_e + 2mc^2)/c^2}$ ($c$ is the speed of light), and that the targeted atom has initial momentum components in all three Cartesian directions $p_n = M(v_x, v_y, v_z)$, where $v_{x,y,z}$ define the initial velocity of the nucleus, we derive a three-dimensional description of the electron-nucleus scattering (Fig. 1 illustrates the geometry). The electron can scatter into any angle after the collision, $\hat{p}_e = |\hat{p}_e| (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)$, and so can the atom, $\hat{p}_n = |\hat{p}_n| (\sin \gamma \cos \delta, \sin \gamma \sin \delta, \cos \gamma)$, where $\varphi$ and $\theta$ are the electron azimuthal and polar scattering angles and $\delta$ and $\gamma$ are the corresponding atom emission angles.

We are interested in the energy transferred to the nucleus $E_n$, which we can derive from the relativistic energy and momentum conservation (this analytic solution assumes that $E_e \gg E_n - E_n$, see the Supplemental Material [17] for details):

$$E_n(\theta, \varphi) = \frac{M(v_x^2 + v_y^2 + v_z^2)}{2} + p_e (1 - \cos \theta) \left[ \frac{p_e}{M} + v_z - \sin \theta (v_x \cos \varphi + v_y \sin \varphi) \right]. \quad (1)$$
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Note that although electron scattering from the Coulomb potential of the nucleus is spherically symmetric, the inclusion of arbitrary velocity components breaks that symmetry for atom emission. While Eq. 1 provides the general expression of energy transfer in terms of the electron scattering angles \( \varphi \) and \( \theta \), a connection to the atom emission angles \( \gamma \) and \( \delta \) is needed to describe its displacement after the collision, which is what can be directly simulated [5, 18]. These emission angles can be derived from momentum conservation ([17]; Fig. 1 again shows the geometry): note that \( \gamma \) and \( \delta \) now depend on the instantaneous velocity of the atom at the moment of the scattering, and yield unique values for any specific initial state:

\[
\gamma (E_e, v_{x,y,z}, \theta, \varphi) = \arctan \left( \frac{\sqrt{(Mv_x - p_e \sin \theta \cos \varphi)^2 + (Mv_y - p_e \sin \theta \sin \varphi)^2}}{Mv_z + p_e (1 - \cos \theta)} \right),
\]

\[
\delta (E_e, v_{x,y,z}, \theta, \varphi) = \arctan \left( \frac{Mv_y - p_e \sin \theta \sin \varphi}{Mv_x - p_e \sin \theta \cos \varphi} \right).
\]

Figure 1. (Color online) The three-dimensional electron-atom scattering geometry. \( \varphi \) and \( \theta \) are the azimuthal and polar electron scattering angles after the collision (blue), whereas \( \delta \) and \( \gamma \) are the azimuthal and polar emission angles of the atom (red). The colored dome indicates the calculated angular variation of the displacement threshold energy \( E_d \) for pristine graphene (multiplied by \( \xi = 0.931 \) to match the experimental cross section, see Table I).

To describe the knock-on process for pristine graphene, we ran a series of density functional theory molecular dynamics (DFT/MD) simulations using our established methodology [6, 13] for atom emission angles between \( 0^\circ \leq \gamma \leq 30^\circ \) (as reduced energy transfer for larger angles cannot overcome the displacement threshold [17]) and \( 0^\circ \leq \delta \leq 60^\circ \), which by symmetry allows us to predict \( E_d (\gamma, \delta) \) for all azimuthal angles. We used the Atomic Simulation Environment [19] for Velocity-Verlet dynamics with a timestep of 0.3 fs on a \( 7 \times 7 \times 1 \) graphene supercell, with forces from a GPAW [20] DFT calculator using the PBE functional [21], a \( dsp \) basis set, a \( 3 \times 3 \times 1 \) Monkhorst-Pack \( k \)-point grid, and a Fermi-Dirac smearing of 0.025 eV (which results in notably higher values of \( E_d \) than the default setting of 0.1 eV). \( E_d \) increases for emission angles \( \gamma > 0^\circ \), as shown in Fig. 1 (and noted earlier [22]). Combined with the fact that a normally incident electron can transfer the less energy the larger the angle \( \gamma \) is, this illustrates why the out-of-plane approximation has worked so well for this typical geometry.

In experimental studies, only the rate or probability of displacements can be measured. Electrons displace atoms via Coulomb interaction with the nuclei, and the relativistic scattering cross-section between an electron and a target atom has been derived by Mott [23] and expanded by McKinley and Feshbach [24] to obtain an analytical expression \( \sigma(E_e, \theta) \) [17], accurate up to middle-Z elements. Defect creation in pristine graphene starts a few tens of keV below the static \( E_d \), explained by accounting for the vibrational enhancement of the momentum transfer [11]. Most calculations have assumed that \( E_d \) is isotropic [25], and that only out-of-plane vibrations are important [13] (if any). We expand this to a fully three-dimensional model including vibrations and momentum transfers in an arbitrary direction, giving the cross section \( \sigma_{3D} \) as an integral over the electron scattering angles and the nuclear velocity components [17]:

\[
\sigma_{3D}(E_e, E_d, T) = \int_0^{2\pi} \int_0^\pi \prod_{i=x,y,z} v_{i\text{max}} \int_{E_i = E_{i\text{min}}} P(v_i, v_{i\text{max}}) H(\tilde{E}_n - \xi E_d (\gamma, \delta)) \sigma(E_e, \theta) \, dv_i \sin \theta \, d\theta \, d\varphi,
\]
where \( P(v_i, \overline{v}_i^2(T)) \) with \( i = x, y, z \) are the normal distributions of Cartesian atom velocities with mean-square widths \( \overline{v}_i^2(T) \) derived from the phonon density of states and integrated over \( \pm v_i^{\text{max}} \) covering their variation [13], and \( \mathcal{H} \) is a Heaviside step function ensuring the transferred energy \( E_n \) (Eq. 1) exceeds the value of the angle-dependent displacement threshold \( E_d(\gamma, \delta) \) [17]. The latter is multiplied by a fitting factor \( \xi \) to match the experimental cross-section. This demanding five-dimensional expression could only be integrated using adaptive numerical methods [17].

We further considered the pyridinic N site (N–C\(_2\)), which is similar to a single vacancy, but with the dangling-bond C atom replaced by N, bonding to two C neighbors and stabilizing the defect. These N have been observed to rapidly “jump” back and forth across the vacancy under electron irradiation at 500 °C [16]. The calculated energy barrier of \( \sim 4 \) eV for the process is too high to be thermally activated, but neither was it possible to explain the observed event rate with the earlier models [15]. Since the predicted minimum-energy pathway is in-plane, \( x, y \) velocities presumably play a crucial role in activating the jumps. We collected new room-temperature data at 55 and 60 keV on incidental impurities identified by electron energy loss spectroscopy and obtaining precise cross-section estimates (see Fig. 2).

We ran DFT/MD for various emission angles at the N–C\(_2\) site to determine under which conditions the N can cross the vacancy to bind with the C atoms on the other side. Using phonon modeling via first-principle calculations [17] following our earlier methodology [9], we estimated mean-square velocities of \( \{ \overline{v}_x^2 = 4.81, \overline{v}_y^2 = 3.72, \overline{v}_z^2 = 2.14 \} \times 10^5 \text{m}^2\text{s}^{-2} \) for the N atom (where the \( y \) direction points across the vacancy) to quantify the effect of its in- and out-of-plane motion.

Maximum energy transfers near electron back-scattering do not result in a jump, regardless of the initial momentum of the N atom. Instead, effective emission directions lie in a narrow sector between \( 90^\circ \leq \delta \leq 110^\circ \) (and symmetrically towards the other side, where \( \delta = 90^\circ \) points directly across the vacancy) and \( 55^\circ \leq \gamma \leq 90^\circ \), with \( E_d^N(\gamma, \delta) \) ranging from 10 to 13.5 eV [17]. We interpolated the resulting threshold values and calculated cross-sections with Eq. 4. However, we had to drastically scale down \( E_d(\gamma, \delta) \) with the multiplicative factor \( \xi \) (see \( \sigma_{3D} \) in Table 1) to match the experiment. Nonetheless, it is clear from Fig. 2g that the 3D model describes the experimental data much better.

Finally, we explored including the variation of \( E_d \) due to thermal perturbations from the equilibrium geometry [14]. Unfortunately, the addition of an energy dimension to the numerical integration of Eq. 4 proved too demanding, nor is it possible to perform the required thermal sampling at our DFT/MD level of theory. However, this effect is expected to be only a minor correction [14].

---

**Figure 2.** (Color online) Reversible jumping of the N–C\(_2\) impurity across a vacancy in graphene. (a–d) Four frames from an annular dark field scanning transmission electron microscopy image series recorded at 60 keV at room temperature. The scale bar is 2 Å. (e, f) Exponential distribution of jump doses (\( N \) in total) fitted with the expected Poisson \( \lambda \) dose at (e) 55 (resulting cross section \( \sigma = 0.133 \text{ barn} \)) and (f) 60 keV (0.175 barn). (g) Comparison of calculated cross sections with \( z \)-velocity only (black dashed line) and the full 3D model (red line) with the measurements. (The subtle undulation of the 3D curve is due to numerical variation.)
Table I. Different cross-section models fitting experimental data for carbon displacement from $^{12}$C graphene and the pyridinic N jump (N–C$_2$). $\sigma_z$ is the $v_e$-dependent cross-section [13, 14] and $\sigma_{3D}$ is the cross-section with the non-isotropic threshold energy $E_d(\gamma, \delta)$ cross-section. $\xi$ is a fitting factor for the simulated displacement threshold energies $E_d(\gamma, \delta)$ used to match the experimental displacement cross-sections, and WMSE is the weighted mean squared error used for the fit. Only the lowest $E_d$ values with the corresponding lowest emission angles are listed here; see Fig. 1 and Ref. [17] for their full 3D variation.

| System       | $E_d$ [keV] | $E_d(\gamma, \delta)$ [eV] | $\sigma_z$ [barn] | $\sigma_{3D}$ [barn] | WMSE | WMSE |
|--------------|-------------|----------------------------|-------------------|----------------------|------|------|
| Graphene     | 85–100      | 22.55 (0, 0)                | 0.932             | 0.004                | 0.938| 0.004| [13] |
| N–C$_2$      | 55–60       | 13.00 (55, 90)              | 0.276             | 0.459                | 0.394| 0.103| this work |

In Table I we compare the z-velocity dependent and 3D cross-section models, including the scaling factor and the residual error of the simultaneous fit to experimental data points at different electron energies [13]. While the full model makes only a small difference for pristine graphene, where the lowest threshold energy is reached at normal incidence to the plane, for the N–C$_2$ site not only is the required re-scaling smaller (from 0.27 to 0.39, a relative improvement of 44%), the overall fitting error is reduced (from 0.42 to 0.02, a 21-fold decrease).

In Figure 2g, we can see that the 3D model also describes the trend in the data much better. However, even our complete elastic model can not explain the remarkably high experimentally observed jump rates: without the scaling factor $\xi$, the predicted rate would be negligible at these electron energies, while the N atoms are observed to jump many times per minute.

Since vibrations in all directions and the variation of $E_d$ as a function of emission angle and temperature are now accounted for in our complete theory, the remaining discrepancies between simulated and experimentally derived values have only one obvious source: the inaccuracy of DFT/MD in describing the energy required to eject the N atom from the N–C$_2$ site within the ground-state Born-Oppenheimer approximation.

Inelastic effects have been shown to be vital for explaining damage in non-metallic 2D materials [10, 26–29], but it is surprising they should also play such a role for point defects in metallic graphene. Recent theoretical work has proposed potential mechanisms and avenues for quantitative modeling [30], but further advances, building upon the 3D foundation established here, will be needed before a full quantitative picture can be drawn.

Notably, the slightly incorrect slope of the theoretical cross section curve in Fig. 2g with respect to the experimental data points could suggest an difference in the angular variation of the excited-state threshold energy. Alternatively, anharmonic effects not included in the phonon calculation of the velocities, or the variation of the threshold energy due to thermal fluctuations, might both also contribute to the somewhat different cross section as a function of electron energy. However, our results demonstrate that elastic energy transfer alone cannot be responsible for the observed beam-induced dynamics of pyridinic nitrogen impurity sites in graphene.
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A. DERIVATION OF 3D ENERGY TRANSFER

Taking into account that the energy and momentum are conserved we have
\[ E_e + E_n = \tilde{E}_e + \tilde{E}_n \]  
\[ \mathbf{p}_e + \mathbf{p}_n = \tilde{\mathbf{p}}_e + \tilde{\mathbf{p}}_n, \]  
where the quantities \( \tilde{E}_e, \tilde{E}_n \) and \( \tilde{\mathbf{p}}_e, \tilde{\mathbf{p}}_n \) represent the total energies and momenta after the collision of the electron and nucleus, respectively. We can use the relativistic energy-momentum relationship to express \( |\tilde{\mathbf{p}}_e| \) as
\[
|\tilde{\mathbf{p}}_e| = \sqrt{\tilde{E}_e \left( \tilde{E}_e + 2mc^2 \right) / c^2} = \sqrt{E_e + E_n - \tilde{E}_n \left( \left( E_e + E_n - \tilde{E}_n \right) + 2mc^2 \right) / c^2},
\]
where \( c \) is the speed of light and \( m \) the rest mass of the electron. At this point, to reach an analytic solution we make the approximation \( E_e + E_n - \tilde{E}_n \approx E_e \), as discussed in Ref. 14 and therefore \( |\mathbf{p}_e| = |\tilde{\mathbf{p}}_e| \). After decomposing the momentum vectors in terms of their magnitude and direction (e.g. \( \mathbf{p}_e = |\mathbf{p}_e| \mathbf{\hat{p}}_e \)) and using energy conservation we can rewrite equation A.2 as follows:
\[
\sqrt{E_e (E_e + 2mc^2) / c^2} \mathbf{\hat{p}}_e + \sqrt{2ME_n} \tilde{\mathbf{p}}_n = \sqrt{E_e (E_e + 2mc^2) / c^2} \hat{\mathbf{p}}_e + \sqrt{2ME_n} \hat{\mathbf{p}}_n,
\]
where \( \tilde{\mathbf{p}}_{e,n} \) and \( \hat{\mathbf{p}}_{e,n} \) give the direction of the electron and atom before and after the collision, respectively. We denote \( |\mathbf{p}_e| = p_e = \sqrt{E_e (E_e + 2mc^2) / c^2} \) and \( |\mathbf{p}_n| = p_n = \sqrt{2ME_n} = Mv \) for brevity, where \( M \) is the mass of the nucleus. Our goal is to determine the energy of the nucleus after the collision, \( \tilde{E}_n \). Shifting the third term to the left side of Eq. A.5 and then squaring results in
\[
\tilde{E}_n = \frac{p_e^2 \left( \mathbf{\hat{p}}_e - \mathbf{\hat{p}}_e \right) + p_n \mathbf{\hat{p}}_n}{2M} = \frac{p_e^2 \left( \mathbf{\hat{p}}_e^2 + \mathbf{\hat{p}}_e^2 - 2\mathbf{\hat{p}}_e \cdot \mathbf{\hat{p}}_e \right) + 2p_e p_n \left( \mathbf{\hat{p}}_e \cdot \mathbf{\hat{p}}_e - \mathbf{\hat{p}}_e \cdot \mathbf{\hat{p}}_e \right) + p_n^2}{2M},
\]
where the angle \( \theta \) arising from the product between the initial and final electron momenta coincides with the spherical coordinate polar angle, and the last substitution yields the maximum energy transfer for electron backscattering.

If the atom is vibrating only in the out-of-plane \( z \) direction at the moment of impact, we set \( \mathbf{p}_e = p_e (0, 0, 1) \) for the incoming electron, and \( \mathbf{p}_n = p_n (0, 0, 1) \) for the nucleus. The product \( \mathbf{\hat{p}}_n \cdot \mathbf{\hat{p}}_e \) yields unity since \( \mathbf{\hat{p}}_n = \mathbf{\hat{p}}_e = (0, 0, 1) \), leading to \( \mathbf{\hat{p}}_e \cdot \mathbf{p}_n = \mathbf{\hat{p}}_e \cdot \mathbf{\hat{p}}_e = \cos \theta \). Substituting these terms in equation A.5 will result in [10, 14]
\[
\tilde{E}_n = \frac{p_e^2 (2 - 2 \cos \theta) + 2p_e p_n (1 - \cos \theta) + p_n^2}{2M} = \frac{2 \cos \theta (E_e (E_e + 2mc^2) + (Mvz c)^2)}{2M}, \tag{A.6}
\]
where \( \theta \) is the angle between the final electron momentum and the initial electron momentum of the nucleus before the scattering occurs, we denote \( p_n = M (v_x, v_y, v_z) \). The electron can scatter at any angle after the collision \( \mathbf{\hat{p}}_e = |\mathbf{p}_e| (|\cos \phi, \sin \theta \sin \phi, \cos \theta|) \) and so can the atom \( \mathbf{\hat{p}}_n = |\mathbf{p}_n| (|\sin \gamma \cos \delta, \sin \gamma \sin \delta, \cos \gamma|) \). Substituting these terms in Eq. A.5 will result in the 3D energy transfer:
\[
\tilde{E}_n = \frac{M^2 (v_x^2 + v_y^2 + v_z^2)}{2M} + \frac{p_e^2 (2 - 2 \cos \theta) + 2p_e M (v_x - v_x \cos \theta v_x - v_y \sin \theta \sin \phi - v_z \cos \theta)}{2M} = \frac{\sin \theta c (v_x \cos \phi + v_y \sin \phi) \sqrt{E_e (E_e + 2mc^2)}}{2M}. \tag{A.7}
\]
While the scattering problem is naturally expressed in terms of the electron scattering angles \( \theta \) and \( \varphi \), the emission of the atom is here of greater interest. We thus need to derive a connection with the atom emission angles \( \gamma \) and \( \delta \) by decomposing the momentum conservation condition Eq. A.2 to its Cartesian components as

\[
\begin{align*}
p_n^x &= p_e \sin \theta \cos \varphi + \tilde{p}_n \sin \gamma \cos \delta, \\
p_n^y &= p_e \sin \theta \sin \varphi + \tilde{p}_n \sin \gamma \sin \delta, \\
p_n^z &= p_e \cos \theta + \tilde{p}_n \cos \gamma.
\end{align*}
\] (A.9-A.11)

We can solve Eqs. A.9-A.11 to derive expressions for the atom emission angles. To derive the angle \( \delta \), we solve equation A.10 for \( \tilde{p}_n \)

\[
\tilde{p}_n = \frac{p_n^y - p_e \sin \theta \sin \varphi}{\sin \gamma \sin \delta},
\] (A.12)

substitute this in equation A.9

\[
p_n^x - p_e \sin \theta \cos \varphi = \frac{(p_n^x - p_e \sin \theta \sin \varphi) \sin \gamma \cos \delta}{\sin \gamma \sin \delta},
\] (A.13)

and then solve for \( \delta \):

\[
\delta(E_e, v_x, v_y, v_z, \varphi, \theta) = \arctan \left( \frac{p_n^y - p_e \sin \theta \sin \varphi}{p_n^x - p_e \sin \theta \cos \varphi} \right)
\]
\[
= \arctan \left( \frac{M v_y - \sqrt{E_e (E_e + 2mc^2) / c^2} \sin \theta \sin \varphi}{M v_x - \sqrt{E_e (E_e + 2mc^2) / c^2} \sin \theta \cos \varphi} \right).
\] (A.14)

To obtain the atom emission angle \( \gamma \), we solve equation A.9 for \( \cos \delta \):

\[
\cos \delta = \frac{p_n^y - p_e \sin \theta \sin \varphi}{\tilde{p}_n \sin \gamma}.
\] (A.15)

Using a trigonometric identity we can rewrite Eq. A.15 as

\[
\sin \delta = \sqrt{1 - \left( \frac{p_n^x - p_e \sin \theta \cos \varphi}{\tilde{p}_n \sin \gamma} \right)^2},
\] (A.16)

and substitute the \( \sin \delta \) term in equation A.10 to obtain

\[
p_n^y - p_e \sin \theta \sin \varphi = \sqrt{p_n^2 \sin \gamma^2 - (p_n^x - p_e \sin \theta \cos \varphi)^2}.
\] (A.17)

Next, we square both sides:

\[
\tilde{p}_n^2 \sin \gamma^2 = (p_n^x - p_e \sin \theta \cos \varphi)^2 + (p_n^y - p_e \sin \theta \sin \varphi)^2.
\] (A.18)

solve equation A.11 for \( \tilde{p}_n \)

\[
\tilde{p}_n = \frac{p_n^z + p_e (1 - \cos \theta)}{\cos \gamma},
\] (A.19)

and substitute it in Eq. A.18 to solve for \( \gamma \)

\[
\gamma(E_e, v_x, v_y, v_z, \varphi, \theta) = \arctan \left( \frac{\sqrt{(p_n^x - p_e \sin \theta \cos \varphi)^2 + (p_n^y - p_e \sin \theta \sin \varphi)^2}}{p_n^z + p_e (1 - \cos \theta)} \right)
\]
\[
= \arctan \left( \left[ \left( M v_x - \sqrt{E_e (E_e + 2mc^2) / c^2} \sin \theta \cos \varphi \right)^2 + \left( M v_y - \sqrt{E_e (E_e + 2mc^2) / c^2} \sin \theta \sin \varphi \right)^2 \right]^{1/2}
\]
\[
/ \left( M v_z + \sqrt{E_e (E_e + 2mc^2) / c^2} (1 - \cos \theta) \right) \right)\). \] (A.20)
B. ATOMIC MEAN-SQUARE VELOCITIES

The density of states and vibrational properties are calculated by finding the interatomic force constants of a graphene-like super-cell containing 72 atoms. For the N–C$_2$ impurity, we replace a single C atom with N and remove a nearest-neighbor C to create the nitrogen-vacancy center. We use density functional perturbation theory as implemented in the Abinit software package [31], with norm-conserving pseudo-potentials generated with the ONCVPSP code [32, 33], a plane-wave basis set, and the PBE exchange-correlation functional [21]. After calculating the phonon dispersion, a displacement-weighted phonon density of states (pDOS) is constructed for each atom using a Gaussian smearing of 0.6 meV, and populated with Bose-Einstein thermal factors at 300 K. Within a harmonic model, the mean-square velocity is related directly to the mean-square displacement by the mode frequency [34].

Using the interatomic force constants, we calculate the phonon band structure, atom-projected pDOS (orange and blue), and total pDOS (black lines) in Suppl. Fig. 1. We note that our calculations of the N–C$_2$ impurity gave rise to a high-frequency state located both on the impurity and on the edge of the super-cell (halfway between image impurities in periodic boundary conditions). We believe that the finite size of our simulation cell gives rise to an artificial localization. With additional supercell convergence, this mode should merge with those of the remaining C atoms.

At room temperature its impact is minimal: for our calculated mean-square velocities of the atoms for the N–C$_2$ site in graphene displayed in Suppl. Fig. 2, we artificially removed this high-frequency mode from our calculations of the mean-square displacement and velocity. However, we note that the magnitude of the velocities for the nearest-neighbor C atoms change by around 8.9% due to the removal of this high-frequency mode and thus our results are marginally affected by the removal of this mode.

Supplemental Figure 1. The atom projected and total phonon density of states (pDOS) of the N–C$_2$ site in graphene calculated from the interatomic force constants. For the plot, we use an orange line for C, a blue dashed line for the N atom, and a black line for the total pDOS. In both cases, we show the average pDOS contribution per atom.
Supplemental Figure 2. Atomic mean-square velocities of the N–C$_2$ site (N atom highlighted by the red circle) in graphene calculated from the phonon density of states. (a) $v_x^2$, (b) $v_y^2$, and (c) $v_z^2$ color-coded in units of m$^2$/s$^2$. 
C. 3D THRESHOLD ENERGIES FOR PYRIDINIC NITROGEN

The effective area for possible pyridinic N atom (N–C\(_2\)) jumps and the displacement threshold energy \(E_d\) is shown in Suppl. Fig. 3. This area is the result of the numerical interpolation between the \(T_d\) values for that particular angular range.

Supplemental Figure 3. Variation of \(E_d\) for the jumping of the N–C\(_2\) (N atom shown in green) in graphene estimated with DFT/MD and numerically interpolated. The direction across the vacancy is aligned with the positive \(y\) axis.
D. THEORETICAL DESCRIPTION OF CROSS SECTIONS

McKinley and Feshbach [24] derived a cross-section formula for mid-atomic number elements

\[ \sigma = \sigma_R \left[ 1 - \beta^2 \frac{\sin^2 \theta}{2} + \pi Z \alpha \beta \sin \theta / 2 \left( 1 - \sin \theta / 2 \right) \right], \quad (D.21) \]

where \( \theta \) is the electron scattering angle, \( Z \) is the atomic number, \( \alpha = \frac{1}{4\pi \epsilon_0 \hbar c} \) is the fine structure constant, \( \beta = v/c = \sqrt{1 - 1/(U/mc^2 + 1)^2} \) is the ratio of the electron velocity with speed of light for acceleration voltage \( U \), and \( \sigma_R \) is the classical Rutherford scattering cross section

\[ \sigma_R = \left( \frac{Ze^2}{4\pi \epsilon_0 2mc^2} \right)^2 \frac{1 - \beta^2}{\beta^4} \csc^4(\theta/2), \quad (D.22) \]

where \( \epsilon_0 \) is the vacuum permittivity.

In the static approximation, one would integrate Eq. D.21 over \( \theta \) and only count events where the transferred energy \( \tilde{E}_n(E_c, \theta) \) exceeds the displacement threshold energy of the atom \( E_d \) [22]

\[ \sigma_{\text{static}} = \int_{\theta=0}^{\theta=\pi} \mathcal{H}(\tilde{E}_n(E_c, \theta) - E_d) \sigma(E_c, \theta) \, d\theta. \quad (D.23) \]

The Heaviside function \( \mathcal{H} \) will be taking the values 1 or 0, depending on whether the transferred energy \( \tilde{E}_n(E_c, \theta) \) exceeds the displacement threshold energy \( E_d \) or not, respectively.

In the non-static approach discussed in [11, 13, 14], the out-of-plane velocity \( v_i \) of the target atom comes in addition to the electron scattering angle \( \theta \), and so the cross-section integral needs to be sampled over both \( \theta \) and \( v_i \) where the transferred energy exceeds the displacement threshold of the target atom. The probability distribution of velocities of the target atom is given by a normal distribution:

\[ P(v_i, \overrightarrow{v_i}) = \frac{1}{\sqrt{2\pi v_i^2}} \exp\left(-\frac{v_i^2}{2v_i^2}\right), \quad (D.24) \]

where the mean squared velocity \( v_i^2 \) is the variance. The temperature dependence of the displacement cross-section can also be quantified by the variation of the displacement threshold energy, which is mainly caused by the vibrational motion of the neighboring carbon atoms. If the neighbors happen to have momentum in the opposite direction of the ejection of the C atom, the force components will point in the direction of the ejection and so the displacement threshold will be lower. Should they vibrate in the direction of the ejecting C atom, the displacement threshold energy increases, as was discussed in a previous work by Chirita et al [14].

To quantify the emission of atoms in certain directions and predict particular events, such as the pyridinic N jump across the vacancy, one has to be able to limit the cross-section to an angular sector of interest. This can be generalized to all three dimensions to predict the displacement cross-sections in any arbitrary direction, taking into consideration atom velocities prior to the scattering event and changes in \( E_d \) caused by thermal perturbations or by different atomic emission angles. This allows us to integrate over Eq. D.21 over an arbitrary set of angles and velocities, where the transferred energy \( \tilde{E}_n \) exceeds the displacement threshold \( \xi E_d \):

\[ \sigma_{3D} = \int \int \prod_{i=x,y,z} v_i^{\text{max}} P(v_i, \overrightarrow{v_i}) \mathcal{H}(\tilde{E}_n - \xi E_d(\gamma, \delta)) \sigma(E_c, \theta) \, dv_i \sin \theta \, d\theta \, d\phi, \quad (D.25) \]

where \( P(v_i, \overrightarrow{v_i}) \) with \( i = x, y, z \) are the normal distributions of velocities of the target atom with mean-square velocities (variance) \( v_i^2 \) derived from the phonon density of states [13] and integrated over \( \pm v_i^{\text{max}} \) covering the variation of velocities, \( \mathcal{H} \) is the Heaviside step function ensuring the transferred energy \( \tilde{E}_n \) exceeds \( E_d \) and \( \xi \) is a fitting factor multiplying the simulated \( E_d \) to help match the experimentally observed displacement cross-sections \( \sigma_{\text{exp}} \). As a measure of the goodness of the fit and for fitting \( \xi \) we calculate a weighted mean-square error (WMSE).
E. NUMERICAL CROSS SECTION INTEGRALS

The demanding five-dimensional cross-section integral of Eq. D.25 must be integrated using numerical methods, and we did not find “brute-force” approaches to yield a converged result in any reasonable time. We thus trialed several different adaptive algorithms and found Monte Carlo methods to be numerically imprecise. We thus opted for the 

\texttt{GlobalAdaptive} algorithm \cite{35} as implemented in Mathematica \cite{36}. To ensure the numerical precision of the integrals to two decimal places we used the option \texttt{PrecisionGoal=2}, and for a finer subdivision of the integration region, especially in areas where the cross-section is small, we opted for \texttt{MinRecursion=4}. To simulate a cross-section for a single voltage point to this degree of accuracy usually takes one minute on a modern CPU, and one can parallelize the computation over available cores using \texttt{ParallelTable}.

To describe the dependence of $E_d$ on the atom emission angles we used the interpolation function $E_d(\gamma, \delta)$ defined piece-wise as follows:

$$
E_d(\gamma, \delta) = \begin{cases} 
E_d(\gamma, \delta) & \gamma_1 \leq \gamma \leq \gamma_2 \text{ and } \delta_1 \leq \delta \leq \delta_2 \\
\infty & \text{otherwise} 
\end{cases}
$$

(E.26)

For graphene, we simulated C atom displacements for emission angles $0^\circ \leq \gamma \leq 30^\circ$ and $0^\circ \leq \delta \leq 60^\circ$ due to the sixfold symmetry of the ejection geometry. Energy transfers for $\gamma > 30^\circ$ are negligible and do not contribute to the cross-section at modest electron energies as the displacement threshold energy cannot be reached (see Suppl. Fig. 4). For the N-doped graphene, we ran N displacement simulation in the range of $250^\circ \leq \delta \leq 290^\circ$ and $55^\circ \leq \gamma \leq 90^\circ$ (two-fold symmetry). However, the cross-section is determined (up to 98\%) by angles $\gamma < 70^\circ$, highlighting how little energy can be transferred to angles closer to the plane.

Supplemental Figure 4. Transferred energy $\tilde{E}_n$ as a function of atom polar emission angle $\gamma$ for $^{12}$C graphene for different initial velocities and azimuthal emission angle $\delta$. The 3D model is compared to the static approximation, where no initial velocity of the atom is taken into consideration. For the non-static cases, the energy curves are plotted for 1–3 standard deviations from the velocity mean in each of the (a) $z$ ($v_z$), (b) $x$ ($v_x$), (c) $xy$ ($v_x$ and $v_y$), and (d) $xyz$ ($v_x$, $v_y$, $v_z$) directions, plotted for (b) $\delta = 0^\circ$ or (c,d) $\delta = 45^\circ$ against the polar atom emission angle $\gamma$. 
F. ANALYSIS OF EXPERIMENTAL CROSS SECTIONS

We quantify the electron-beam-induced knock-on effects by estimating the displacement cross-section. We record a series of images over a specific scan area with a known electron dose. Whenever a jump or displacement event happens, we calculate the accumulated dose. Since this is a stochastic process, the event doses will be Poisson-distributed. Therefore the expectation value of the corresponding exponential distribution can be fitted as in Fig. 2 and the experimental cross-section evaluated as

\[ \sigma_{\text{exp}} = \frac{1}{\rho \lambda}, \]

where \( \rho \) is the atomic surface density of the material in units of atoms/m\(^2\) and \( \lambda \) is the Poisson expectation value.