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Abstract—In the near future, intelligent vehicles will be connected via wireless communication links, forming Vehicular Ad-hoc Networks (VANETs). This has potential to improve road safety and to optimize traffic. However, if the communications are not secure, VANETs are vulnerable to cyber attacks involving message manipulation. Research on this problem has produced multiple authentication protocols based on bilinear pairings (a variant of elliptic curve cryptography). The efficiency of such authentication schemes must be addressed before they can be used in real-world deployments. Standards bodies have begun standardizing various pairing-based schemes. The IEEE 1609.2 security standard has not yet selected any pairing-based scheme, leaving the settings related to pairing-based cryptography in the vehicular environments unspecified. In this work, we investigate the efficiency of pairing-based cryptographic primitives over the Barreto-Lynn-Scott and Barreto-Naehrig pairing friendly elliptic curves recommended in the IETF and ISO standards, to determine their suitability for practical application. We implement the algorithms and evaluate the effect of cryptographic pairings using theoretical and experimental analysis of four well-known pairing-based short signature schemes, including: Boneh-Lynn-Shacham, Boneh-Boyen, Zhang-Safavi-Susilo, and Boneh-Gentry-Lynn-Shacham. We use metrics including CPU clock cycles per operation, average computation time in milliseconds, and signature/public key size in bits to estimate the cost of implementing cryptographic pairings on modern processors. We demonstrate the effect of pairing-based cryptography on authentication in vehicular networks. We investigate a high-density highway scenario and show that a crash is possible, as a result of the evaluated authentication delay. We share our findings ahead of the IEEE 1609.2 recommendations for the use of cryptographic pairings.
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I. INTRODUCTION

M ODERN VEHICLES have enhanced sensing capabilities, and carry computing and communication platforms to enable Vehicular Communication (VC) systems. In a VC system, vehicles communicate with both other vehicles and nearby fixed equipment to support different applications. These communications have the potential to improve vehicular safety services through periodic safety message broadcasting, letting vehicles know about environmental conditions and neighboring vehicles [1].

Car manufacturers embed devices such as IEEE 802.11p, known as Wireless Access in Vehicular Environments (WAVE) in vehicles to enable wireless communication with other vehicles and nearby fixed electronic equipment, such as Road Side Units (RSUs). The IEEE 802.11p is extended from the IEEE 802.11a standard to facilitate such communication with the intention of increasing road safety [2].

Vehicles and RSUs equipped with WAVE act as communicating nodes in a self-organizing network called a Vehicular Ad-hoc Network (VANET). Different communication technologies are used in VANETs, including Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communications. V2V is wireless communication among nearby vehicles, V2I is wireless communications between vehicles and RSUs. Vehicles and RSUs within transmission range exchange messages about critical information such as location, speed, braking status, traffic conditions, and traffic events [3].

A wide range of applications can be deployed in vehicular networks. Applications with safety considerations can be classified as either safety-critical, safety-related, or non-safety-related. Safety-critical applications are used for hazardous situations where the danger is high or imminent, such as potential collisions [4]. In this case, V2V beacon messaging requires high reliability and low latency to realize the safety function.

The beacon messages are short network packets containing the identification and context information for a vehicle and broadcast at a high update rate. The latency required for most safety applications is between 100 and 300 milliseconds (ms) in a communication range of 150 to 500 meters (m) [3]. The system utility requires vehicles to receive updated information from surrounding vehicles within the required time frame before sending out a new safety message.

Without the use of communication security mechanisms, malicious activities such as false message injections can be performed without detection [5], [6]. This is potentially disas-
Digital signatures are important cryptographic primitives to support authentication schemes, and many digital signature schemes are based on pairings. Since the Weil pairing was introduced in 1940 [8], it has been widely used with elliptic curves. In 1986, Miller proposed an algorithm for evaluating the Weil pairing on an algebraic curve [9]. The algorithm has been widely applied. In 1994, cryptographic pairings were first introduced to attack the security of certain elliptic curves using Miller’s Algorithm.

In addition to Weil, there are other pairings, including: Tate [10], Eta [11], Ate [12], Ate, [13], and R-Ate [14]. The optimal Ate pairing [15] is common and often the fastest, since it involves the shortest Miller loop and different optimizations. All of these pairings exist for all common pairing-friendly curves, such as Barreto-Lynn-Scott (BLS) curve [16] and Barreto-Naehrig (BN) curve [17].

Since 2000, bilinear pairings have been widely used to design cryptographic protocols, including digital signatures. In 2001, Boneh-Lynn-Shacham (BLS) [18] proposed a pairing based short signature scheme. This was followed by a large number of pairing-based signature schemes for different applications, including: Boneh-Boyen (BB) short signature scheme [19], Zhang-Safavi-Susilo (ZSS) short signature scheme [20], and Boneh-Gentry-Lynn-Shacham (BGLS) aggregate signature scheme [21]. The security of cryptographic pairings is based on the difficulty of solving Discrete Logarithm Problem (DLP) [22].

Since 2012, there have been a number of successful attacks reducing the complexity of the DLP in finite fields $\mathbb{F}_{p^k}$, where $p$ is prime, and $k > 1$ is a small embedding degree. These include the Menezes-Okamoto-Vanstone (MOV) attack [23] and the Number Field Sieve (NFS) attack variants [24]. There are two different cases: small characteristic case ($p = 2$ and $p = 3$) with supersingular pairing-friendly curves defined over finite fields of small characteristics, and large characteristic case with supersingular and ordinary curves defined over finite fields of large characteristics (prime fields in almost all the cases [25]).

For improvements of the DL computation in the small characteristic case, the list of record computations started in 2012 by Hayashi et al. [26]. The major results were the two quasi-polynomial-time algorithms applicable to finite fields of small characteristics, described in 2014 by Granger et al. [27] and Barbulescu et al. [28]. For this reason, agencies such as the European Union Agency for Cybersecurity (ENISA) have forbidden the use of pairings with small field characteristics, as these attacks invalidate such pairings [29] [30].

Standardization bodies, such as the International Organization for Standardization (ISO), the International Electrotechnical Commission (IEC), and the Internet Engineering Task Force (IETF) [31] provide key size recommendations for use in pairings. However, the last recommendation from ISO/IEC 15946-5 was in 2017 [32]. The Institute of Electrical and Electronics Engineers (IEEE) produced the latest version of IEEE P1363.3 standard in 2013 [33], specifying identity-based schemes for encryption, digital signatures, signcryption, and key establishment using pairings, without including short signatures. This standard is not application specific, and mainly focuses on the mathematical operations. The (United States) National Institute of Standards and Technology (NIST) has not yet standardized pairing-based cryptography [34].

For VANET safety applications, short signatures are very useful as they reduce overall message size and bandwidth requirements. For example, Rivest-Shamir-Adleman (RSA) signature scheme [35] and the Elliptic Curve Digital Signature Algorithm (ECDSA) [36] require 3072 bits and 256 bits key length, respectively, to provide a 128-bit security level (3072 bits factoring modulus and discrete logarithm group) [37]. However, the BLS signature scheme provides short signature of length approximately 384 bits with a level of security similar to 256-bit ECDSA signatures of length approximately 512 bits (64 bytes using the NIST-P256 curve) [38]. In addition, the BGLS bilinear aggregate signature scheme enables a user to aggregate all signatures (generated by BLS signature scheme) into a single short signature [39]. The BLS, BGLS and ZSS schemes are in the process of being standardized through the IETF [39] [40].

A. Research Challenge

Enabling safety-critical applications in VANETs requires extensive beaconing exchange between vehicles. For example, a simulation study presented by Baee et al. [4], under an assumed traffic scenario, demonstrated that the maximum number of beacons received by a vehicle is 222, 158, and 154 beacons per 100 milliseconds, under the application of Japanese ARIB STD-T109, American IEEE 1609, and European ETSI ITS-G5 standards, respectively.

However, authentication mechanisms are constrained by the latency requirements. For economic viability, car manufacturers embed small-scale and low-cost hardware, and different cars may have different processing capacities [41] [42]. These limit in-car computational capabilities and make the use of complex cryptographic techniques economically unattractive.

Currently, NXP Semiconductors offers the RoadLINK SAF5400 [43]; this can process up to 200 ECDSA signature verifications every 100 ms. Clearly, any pairing-based proposal for authentication must have low latency and low computational overhead to fit with the limited computing resources of vehicles. That is, the authentication scheme must be able to process a large number of broadcast messages received in a short period of time before their dedicated deadline, while simultaneously processing other vehicular applications.

One of the major challenges to standardization of cryptographic pairings by the IEEE 1609.2 is the selection of elliptic curves and a specific pairing. However, there is no clear consensus as to which combinations are best to use in practice. Many authentication schemes propose to secure VANET communications based on cryptographic pairings and short signature schemes [44]. For practical applications, the efficiency of such authentication schemes is vital. This must be investigated before selections can be readily and widely used.
in real-world deployments. Indeed, the IEEE 1609.2 security standard has not standardized any pairing-based scheme; the settings related to pairing-based cryptography in vehicular environments are left unspecified.

B. Existing Work

Existing research [45–49] implements and evaluates the efficiency of certain pairings over different curves. Devegili et al. [45] describe an efficient implementation of the Tate and Ate pairings using the BN curves. Beuchat et al. [46] describe the design of a fast software implementation for computing the optimal Ate pairing over a 254-bit BN curve. Aranha et al. [47] implement asymmetric pairings derived from the BLS and BN curves at the 192-bit security level, and evaluate that the BLS curve with embedding degree 12 is the fastest in their implementations. Fouotsa et al. [48] evaluate the computation of optimal Ate pairings on three different elliptic curves, and provide a detailed arithmetic. Clarisse et al. [49] focus on the elliptic curves with fast computations in the first pairing group and outline suitability of such curves for group signature-like schemes.

However, these studies investigate the theoretical cost for the Miller step and the final exponentiation of pairings, but fail to evaluate some important aspects of pairings. For example, hash into elliptic curves and/or elliptic curves group arithmetic and optimal Ate pairing are evaluated over different curves providing 128-bit security level. In addition, the efficiency of pairings in authentication schemes is not evaluated in the context of VANET applications, although it is crucial for the latency-critical applications.

C. Research Contribution

To the best of our knowledge, this paper is the first comprehensive evaluation of pairing-based cryptography for connected vehicles in vehicular environments. Understanding the security, efficiency, and functionality of pairings is crucial to enable suitable recommendations for the current draft of IEEE 1609.2 security standard. We discuss efficiency of pairing-based cryptography in short signature schemes for authentication, and estimate the cost of implementing them on modern processors embedded in smart vehicles. We also compare the efficiency of pairing-based short signature schemes to the non-pairing ECDSA. The contribution of this research is fourfold:

1) The cryptographic overheads of elliptic curve group arithmetic and optimal Ate pairing are evaluated over seven different curves providing 128-bit security level.
2) The signature generation and verification overheads of three well-known short signature schemes (BLS, BB, and ZSS) and the BGLS aggregate signature scheme over the BLS and BN curves are theoretically and practically analyzed.
3) The impact of the pairing computations on latency-critical applications is analyzed, evaluated, and discussed. Under an assumed traffic scenario, this research shows how and to what extent the pairing-based authentication schemes delay communications that may impact driver safety. The vehicle displacement during authentication operations is calculated in two best and worst case scenarios to determine whether a crash would occur, as a result of the delay.
4) The challenges revealed by experimental results are identified, and recommendations of appropriate pairing-curve combinations for future use in VANETs are given.

D. Organization of the Paper

The remainder of this paper is organized as follows. Section II is an overview of authenticity and integrity requirements in VC systems, and presents some preliminaries. Section III describes pairings in cryptography, and explains four pairing-based short signature schemes. Section IV introduces our performance evaluation, and presents the results of our study. We discuss the impact in Section V, and conclude the paper in Section VI.

II. BACKGROUND AND PRELIMINARIES

Authentication is a vital part of trust establishment between communicating nodes in a VANET system [50]. This section briefly presents a background on the authenticity and integrity requirements in VC systems, and provides basic definitions of elliptic curve cryptography.

A. Authenticity and Integrity in Vehicular Communications

Authentication in VC systems is performed at two levels: message level and entity level. Message authentication provides assurance of data origin, and also data integrity. Data origin authentication is where a communicating node can be verified as the original source of data created at some time in the past. Data integrity is a property in which data has not been altered in an unauthorized manner. This property must be maintained from the time the data was created, transmitted, or stored by an authorized source. Note that for any received message, it is essential to ensure both that data actually came from the claimed source (data origin authentication) and is unaltered (data integrity) [51].

Entity authentication or identification is a process designed to assure one communicating node (the verifier) that the identity of another (the prover or claimant) is as claimed, and, as a result, prevents impersonation [52]. From the verifier’s point of view, the result of an identification protocol is either acceptance of the prover’s identity as authentic, or rejection of the identity (termination without acceptance) [51].

B. Elliptic Curve Cryptography

Elliptic Curve Cryptography (ECC) is an approach to public-key cryptography based on the algebraic structure of elliptic curve $E$ over finite field $\mathbb{F}_q$, where $q = p^m$, prime $p > 3$, and a natural number $m \geq 1$.

An elliptic curve denoted by $E(\mathbb{F}_q)$, is the set of points $(x, y) \in \mathbb{F}_q^2$, defined to satisfy the generalized Weierstrass form of equation, $y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6$, where $a_1, a_2, a_3, a_4, a_6 \in \mathbb{F}_q$ are the constant coefficients of the curve [53]. The $(x, y)$ representation of points is known as affine coordinate. A point $O$ is called the point at infinity,
The Weil pairing $f : E[r] \times E[r] \rightarrow \mathbb{F}_{p^k}$ maps points to the extension field $\mathbb{F}_{p^k}$, which should be large enough to make sure $E(\mathbb{F}_{p^k})$ contains all $r$-torsion points. The degree $k$ of this field extension is called the embedding degree, which is the smallest integer such that $r \mid p^k - 1$, where $r \mid p - 1$ [63]. Let $Q$ be another point in a distinct $r$-torsion subgroup on the curve, and $a, b$ be two scalar values. We can create a pairing function $e$ which makes the following equivalents: $e(aP, Q) = e(P, aQ)$, $e(bP, Q) = e(P, bQ)$, $e(abP, Q) = e(abP, Q) = e(P, Q)^{ab}$. The embedding degree $k$ to some extent dictates the security level efficiently achievable on the curve (a trade-off between efficiency and security). The smaller the value of $k$, the faster the computation of the bilinear map, and the larger the value of $k$, the more difficult to solve the DL, resulting in slower computation of the bilinear map. For the interested reader, additional information related to pairing-based cryptography is presented by El Mrabet and Joye [64].

A. Basic Security Assumptions

The security of cryptographic pairings is mainly based on the difficulty of solving discrete logarithms in the field $\mathbb{F}_{p^k}$ and elliptic curve group $E(\mathbb{F}_q)$. The parameters $p$ and $k$ must be chosen such that the order of group $\#E(\mathbb{F}_q)$ has a large prime factor $r$, where the two discrete logarithm problems are of approximately equal difficulty using the best known algorithms.

Note that solving the DLP problem has exponential complexity on well-chosen elliptic curves, and sub-exponential time in large characteristic finite fields. In small characteristic fields, the two quasi-polynomial-time algorithms can solve the DLP, as described in 2014 by Granger et al. [27] and Barbulescu et al. [28].

Let $\mathbb{G}$ be an additive cyclic group of finite order $n$, and $P \in \mathbb{G}$ be its generator such that the isomorphism $\phi$ between $(\mathbb{Z}/n\mathbb{Z}, +)$ and $(\mathbb{G}, +)$ can be efficiently computable via $\phi : \mathbb{Z}/n\mathbb{Z} \rightarrow \mathbb{G}$, $a \mapsto aP$. There must be no efficient way to compute $\phi^{-1}(Q)$ for any $Q \in \mathbb{G}$, otherwise all pairing related hardness assumptions will be wrong. For example, given a pair $(P, aP)$, the DLP asks to find $a$, where $a$ is chosen randomly in $\mathbb{Z}/n\mathbb{Z}$.

Pairing related computational and decisional problems fall into three main categories, including: Diffie-Hellman problems, bilinear Diffie-Hellman problems, and Miscellaneous problems. These are fundamental security assumptions for pairing-based cryptographic protocols. For the interested reader, additional information related to the computational and decisional problems is presented by Dutta et al. [65].

B. Curves Used in Cryptographic Pairings

Cryptographic pairings on elliptic curves require the existence of some specific subclass of curves with suitable field size, small embedding degree, and fast finite field arithmetic called pairing-friendly curves. Pairing-friendly curves are important for VANET applications since short signatures are needed in low-bandwidth communication environments. There are two basic choices: the supersingular curves [57] over any
finite field, and ordinary pairing-friendly elliptic curves over prime field $\mathbb{F}_p$.

The first choice limits the available embedding degree to a maximum of $k = 6$, and only on curves over fields of characteristic $p = 3$. These small values of $k$ and $p$ make supersingular elliptic curves weaker than the general case for cryptography [23]. From a pairing-based cryptography security standpoint, we need both the ECDLP in the subgroup of order $r$ and the DLP in the multiplicative group of the extension field $\mathbb{F}_{p^k}$ to be equivalently hard. For example, an attacker has to perform at least $2^{80}$ operations to break an 80-bit level of security. That is, we need $r \approx 100$ bits and $p^k \approx 1024$ bits. The maximum achievable level of security using supersingular elliptic curves for an efficient implementation is $k = 6 \approx 1024/160$. This is insufficient, and such curves are already being avoided. Thus, a larger value of $k$ is desirable to achieve higher levels of security [24].

The second choice (non-supersingular ordinary curves) enables long-term viability of pairing-based cryptosystems with an unlimited choice of $k$, where $k$ needs to be carefully chosen for efficient cryptographic pairing implementations.

Different families of non-supersingular ordinary pairing-friendly curves with different embedding degrees have been constructed. Two popular curves that enable constructing optimal Ate pairings are BLS [16] and BN [17] curves. The BN curve is an elliptic curve $E$ with an equation of the form $y^2 = x^3 + b$ defined over a finite field $\mathbb{F}_p$ with prime order $r$ and embedding degree $k = 12$, where prime $p \geq 5$, and $b$ is an element of multiplicative group of order $p$. A BLS curve is an elliptic curve $E$ by an equation of the form $y^2 = x^3 + b$ defined over a finite field $\mathbb{F}_p$ without having prime order, but the order is divisible by a large parametrized prime $r$. The BLS curves are available for different embedding degrees. The BLS-12, BLS-24, and BLS-48 families offer embedding degrees 12, 24, and 48 with respect to the parametrized prime $r$, respectively. Both the BN and BLS curves are recommended by the IETF to use in pairing-based cryptography [31].

Since 2012, there have been a number of successful attacks reducing the complexity of the DLP in finite fields $\mathbb{F}_{p^k}$, where $p$ is prime, and $k > 1$ is a small embedding degree. These include the MOV attack [23] and the NFS attack variants [24]. These drastically reduce the security level of pairing-friendly curves, specifically those with small characteristics and low embedding degrees. For instance, the 128-bit security of the BN curves (e.g., 256 bits BN) decreased to approximately 100-bit [24]. After the recent advances in the NFS algorithms, the minimum bit-length of $p$ for BN and BLS curves are estimated as 383 bits and 384 bits, respectively for achieving 128-bit security level [66]. The BLS-12-381 (12 denotes the embedding degree, and 381 denotes the bit-length) achieves 127-bit security level, and can be optimistic parameter to use in cryptographic pairings [31].

Please note that many agencies such as the ENISA have forbidden the use of pairings with small field characteristics, as the above-mentioned attacks invalidate such pairings [29, 30].

C. Different Types of Cryptographic Pairings

Based on the existence of maps between $\mathbb{G}_2$ and $\mathbb{G}_1$, pairings can be categorized into different types, relevant for the design of cryptographic schemes. These are described below.

Let $\mathbb{G}_1, \mathbb{G}_2$ be cyclic groups. Type-1 ($\mathbb{G}_1 = \mathbb{G}_2$) pairings can be used over fields of large prime characteristic, but they are not really attractive from a performance point of view, as they only offer small embedding degrees ($k = 2$). Thus, one needs to choose very large curves to achieve a reasonable security level in the multiplicative target group, resulting in slower curve arithmetic. $\mathbb{G}_1 \neq \mathbb{G}_2$ can be reinterpreted as Type-1 if, there are efficiently computable homomorphisms in both directions.

In Type-2 ($\mathbb{G}_1 \neq \mathbb{G}_2$), there is an efficiently computable homomorphism from $\mathbb{G}_2$ to $\mathbb{G}_1 (\psi : \mathbb{G}_2 \rightarrow \mathbb{G}_1)$, but not from $\mathbb{G}_1$ to $\mathbb{G}_2$. We also cannot securely hash to $\mathbb{G}_2$ (also known as a map-to-point function [67]). In some protocols (e.g., identity-based-protocols [68, 69]), there is often a need to hash binary strings into groups. A hash to point function is a function $H(m)$, where $H : \{0,1\}^* \rightarrow \mathbb{G}$ maps a value $m$ (e.g., a message $m$) to an element of $\mathbb{G}$. For the interested reader, additional information related to the hash to groups $\mathbb{G}_1$ and $\mathbb{G}_2$ is presented by Icart [70].

In Type-3 ($\mathbb{G}_1 \neq \mathbb{G}_2$), no efficiently computable homomorphisms exist between $\mathbb{G}_1$ and $\mathbb{G}_2$. From the perspective of performance and security tradeoff, Type-3 are the most attractive pairings, when they are used over the BLS and BN curves with embedding degree of 12. In addition, most Type-2 protocols can be implemented in the Type-3 settings without crucial modifications. It is also possible to securely hash to $\mathbb{G}_2$ [71]. That is, Type-3 is the most appropriate choice for VANETs.

In Type-4 ($\mathbb{G}_1 \neq \mathbb{G}_2$), there is an efficiently computable homomorphism from $\mathbb{G}_2$ to $\mathbb{G}_1$. This type of pairings allows securely hash into $\mathbb{G}_2$, where $\mathbb{G}_2$ is no longer a prime order group similar to $\mathbb{G}_1$ or $\mathbb{G}_2$ [72].

D. Revisiting Short Signature Schemes

This section reviews four well-known pairing-based short signature schemes for authentication that may be applied in vehicular communications. These are the BLS, BB, ZSS, and BGLS signature schemes. All these schemes are presented in Type-3 settings ($\mathbb{G}_1 \neq \mathbb{G}_2$).

Please note that in the original papers (specifically for Algorithms 1, 2, and 4) you may find $QP$ (multiplicative notation) for multiplication of two points $P$ and $Q$. In this study, we conventionally use $P + Q$ (additive notation), instead of $QP$. You may also find a point $P$ to the power of a scalar value $x$. In this study, we conventionally use $xP$ (multiplicative notation), instead of $P^x$.

Note that vehicles broadcast one beacon in each short time frame, however they receive many beacons in that same time. Hence, for any applied scheme, the signature verification speed is far more important than signature generation speed. Therefore, we review the verification time complexity of the four schemes: BLS, BB, ZSS, and BGLS.
1) Boneh-Lynn-Shacham Signature Scheme [18]: In the BLS short signature scheme (for arbitrary message \( m \) using hash function \( H \) into group \( G_1 = \langle P \rangle \), and group \( G_2 = \langle Q \rangle \)), the message sender generates a signature using its own secret key \( x \), and the receiver verifies the signature using the signer’s public key \( P_{pub} \). Algorithm 1 shows pseudocode of the BLS key generation, signature generation, and signature verification in three separate procedures. The public key generation requires one scalar multiplication in \( G_2 \) (multiplying a scalar value \( s \) to a group generator \( Q \)). The signature generation requires one map-to-point hash operation in \( G_1 \), and one scalar multiplication in \( G_2 \) (multiplying a scalar value to a point). The signature verification requires one map-to-point hash operation in \( G_1 \), and two pairing computations. The signature verification operation time complexity is mathematically explained in Equation 1.

\[
T_{verify} = T_{\text{Hash}} + 2T_{\text{Pairing}} \tag{1}
\]

Algorithm 1 Boneh-Lynn-Shacham

procedure Key Generation
1: Let \( e: G_1 \times G_2 \to G_T \) be a bilinear map, \( H: \{0,1\}^* \to G_1 \) be a map-to-point hash function, \( G_1, G_2, G_T \) be multiplicative cyclic groups of prime order \( p \), where \( P \in G_1 \) is a generator of \( G_1 \), and \( Q \in G_2 \) is a generator of \( G_2 \).
2: Choose the random secret key \( x \in \mathbb{F}_p^* \).
3: Compute the public key \( P_{pub} = xQ \).
4: Return public key \( P_{pub} \) and secret key \( x \) to the signer.

procedure Signature Generation
1: Given secret key \( x \), compute signature \( \sigma = xH(m) \), where \( \sigma \in G_1 \), and message \( m \in \{0,1\}^* \).

procedure Signature Verification
1: Given public key \( P_{pub} \), a message \( m \), and a signature \( \sigma \), verify \( e(\sigma, Q) = e(H(m), P_{pub}) \).

2) Boneh-Boyen Signature Scheme [19] §3.5: In the BB short signature scheme (for arbitrary message \( m \) using hash function \( h \), group \( G_1 = \langle P \rangle \), and group \( G_2 = \langle Q \rangle \)), the message sender generates a signature using its own secret key \( (x, y) \), and the receiver verifies the signature \( (\sigma, r) \) using the signer’s public key \( (P, Q, U, V, Z) \). Algorithm 2 shows pseudocode of the BB key generation, signature generation, and signature verification in three separate procedures. The public key generation requires two scalar multiplications in \( G_2 \) (multiplying a scalar value \( s \) to a group generator \( Q \)). The signature generation requires one hash function operation, one scalar multiplication in \( G_2 \) (multiplying a scalar value \( s \) to a group generator \( Q \)), one scalar multiplication in \( G_1 \) (multiplying a scalar value to a point), two point additions in \( G_2 \), and one pairing computation. Note that the signature verification procedure considers pre-computation of \( Z = e(P, Q) \) and storing \( Z \) in memory. The signature verification operation time complexity is mathematically explained in Equation 2.

\[
T_{verify} = T_{\text{Hash}} + T_{\text{Pairing}} + T_{\text{Addition}} \tag{2}
\]

Algorithm 2 Boneh-Boyen

procedure Key Generation
1: Let \( e: G_1 \times G_2 \to G_T \) be a bilinear map, \( h: \{0,1\}^* \to \mathbb{F}_p^* \) be a hash function, \( G_1, G_2, G_T \) be multiplicative cyclic groups of prime order \( p \), where \( P \in G_1 \) is a generator of \( G_1 \), and \( Q \in G_2 \) is a generator of \( G_2 \), and there exist an isomorphism \( \phi \), efficiently computable from \( G_2 \) to \( G_1 \) with \( \phi(Q) = P \).
2: Choose random \( x, y \in \mathbb{R}Z_p^* \), and compute \( U = xQ \), \( V = yQ \), \( Z = e(P, Q) \), where \( U, V, \in G_2 \), and \( Z \in G_T \).
3: The secret key is \((x, y)\).
4: The public key is \((P, Q, U, V, Z)\).
5: Return the public key and the secret key to the signer.

procedure Signature Generation
1: Given secret key \((x, y)\), pick a random \( r \in \mathbb{R}Z_p^* \), and compute \( \sigma = e(1, x+y(h(m)+yr))P \).
2: The signature is \((\sigma, r)\), where \( \sigma \in G_1 \), and message \( m \in \mathbb{Z}_p^* \), or \( m \in \{0,1\}^* \) first hashed via \( h: \{0,1\}^* \to \mathbb{F}_p^* \), prior to both signing and verifying.

procedure Signature Verification
1: Given public key \((P, Q, U, V, Z)\), a message \( m \), and a signature \((\sigma, r)\), verify \( e(\sigma, U+(h(m)Q)+rV) = Z \).

3) Zhang-Safavi-Susilo Signature Scheme [20]: In the ZSS short signature scheme (for arbitrary message \( m \) using hash function \( h \), group \( G_1 = \langle P \rangle \), and group \( G_2 = \langle Q \rangle \)), the message sender generates a signature using its own secret key \( x \), and the receiver verifies the signature \( \sigma \) using the signer’s public key \( P_{pub} \). Algorithm 3 shows pseudocode of the ZSS key generation, signature generation, and signature verification in three separate procedures. The public key generation requires one scalar multiplication in \( G_2 \) (multiplying a scalar value \( s \) to a group generator \( Q \)). The signature generation requires one inversion in \( \mathbb{Z}_p^* \), one hash function operation, and one scalar multiplication in \( G_1 \) (multiplying a scalar value \( s \) to a group generator \( P \)). The signature verification requires one hash function operation, one scalar multiplication in \( G_2 \) (multiplying a scalar value \( s \) to a group generator \( Q \)), and one pairing computation. Note that the signature verification procedure considers pre-computation of \( e(P, Q) \) and storing it in memory. The signature verification operation time complexity is mathematically explained in Equation 3.

\[
T_{verify} = T_{\text{Hash}} + T_{\text{Pairing}} + T_{\text{Addition}} \tag{3}
\]

4) Boneh-Gentry-Lynn-Shacham Signature Scheme [21]: Every aggregate signature scheme is a variant of an ordinary signature scheme with the same signature length [21].
an aggregate signature scheme, given \( n \) signatures on \( n \) respective messages from \( n \) respective users, the individual user signatures can be combined into an aggregate signature by some aggregating party (e.g., any user, and need not be a trusted party). This aggregate signature \( \sigma \), and the \( n \) original messages will convince the verifier that user \( i \) indeed signed message \( m_i \).

In the BGLS aggregate signature scheme (for \( n \) distinct messages \( m_i \) using hash function \( H \) into group \( G_1 = \langle P \rangle \), and group \( G_2 = \langle Q \rangle \)), the aggregating party generates an aggregate signature \( \sigma = (\sigma_1 + \sigma_2 + \ldots + \sigma_n) \) which is a collection of signatures into a short signature. Note that the aggregating party does not need to know the messages corresponding to individual signatures. The receiver verifies the aggregate signature \( \sigma \) using \( n \) distinct messages \( m_i \) and a collection of corresponding signers public keys \( P_{pub,i} \). Algorithm 4 shows pseudocode of the BGLS key generation, signature generation, signature verification, signature aggregation, and aggregate signature verification in five separate procedures. Note that the key generation, signature generation, and signature verification procedures are similar to the BLS short signature scheme (Algorithm 1), and hence, have the same time complexities as the BLS. The signature aggregation requires an algorithm to compress a collection of signatures into a short signature. The aggregate signature verification requires \( n \) map-to-point hash operations in \( G_1 \), and \( (n + 1) \) pairing computations. The aggregate signature verification operation time complexity is mathematically explained in Equation 4 respectively.

$$ T_{\text{Aggregate}}^{\text{Verification}} = nT_{H_{\text{hash}}} + (n + 1)T_{\text{pairing}} \quad (4) $$

IV. Performance Evaluation

This section evaluates the performance overhead of the elliptic curve group arithmetic and the short signature schemes for computing optimal Ate pairing over seven different curves. We define the related evaluation metrics, and implement the BLS, BB, ZSS, and BGLS pairing-based short signature schemes. We also define a scenario and evaluate a vehicle’s displacement during the time taken for verification of these signature schemes.

A. Evaluation Metrics

The research applies the following metrics in evaluation:

1) Time Stamp Counter (TSC): The TSC is a hardware counter found in all contemporary x86 processors. The counter is implemented as a 64-bit Model-Specific Register (MSR) that is incremented at every clock cycle. The Read Time Stamp Counter (RTS) register has been present since the original Pentium. It is the most precise counter available on x86 architecture. A processor requires a fixed number of clock ticks (or clock cycles) to execute each instruction. The faster the clock, the more instructions the processor can execute per second. Clock cycles are useful, because we can more fairly compare the execution time across processors of different speeds by calculating how many cycles it takes to process each operation. Using a given TSC (number of clock cycles) and Equation 5 we calculate execution time of an operation for different speed processors.

$$ T_{\text{Execution}} = \frac{\text{number of clock cycles}}{\text{processor clock frequency}} \quad (5) $$
2) **Average Computation Time:** This metric is used to calculate average computation time in second/s (sec) for each operation (refer to Equation 6). We repeat the benchmarking 10000 times to have accurate results.

\[ T_{\text{AVG}}^{\text{Operation}} = \left( \frac{\text{Duration}}{10000} \right) \]  

(6)

3) **Distance Traveled:** When responding to a dangerous situation, drivers need an average mental reaction time or thinking time \(T_{\text{Thinking}}\) in seconds (s), which is the duration between the occurrence of an event and starting to touch the brake pedal. According to experimental measurements studied by Hugemann [75], an average thinking time of a driver to be \(T_{\text{Thinking}} = 0.63\) s. The average time between reacting the driver’s muscle and receiving the first braking response is given to be \(T_{\text{Braking}} = 0.2\) s. Added together, an average reaction time \(T_{\text{Reaction}} = 0.83\) s is required before a braking process happens. According to the constant power equations of motion [76], we have \(v = u + at, x = ut + \frac{1}{2}at^2, x = vt - \frac{1}{2}at^2,\) and \(v^2 = u^2 + 2ax,\) where \(u\) (m/s) is the initial velocity, \(v\) (m/s) is the final velocity, \(a\) (m/s²) is the constant acceleration/deceleration, \(t\) (s) is the time of motion, and \(x\) (m) is the distance traveled. When the car stops, final velocity is \(v = 0\), and so:

\[ d_b = \frac{u^2}{2a}, \]  

(7)

solving for \(d_r\), we have:

\[ d_r = u \times T_{\text{Reaction}} = u \times 0.83, \]  

(8)

hence, we obtain the final stopping distance \(d_s = d_r + d_b\), where \(d_r\) is the distance traveled before receiving the first braking response, and \(d_b\) is the distance the car then travels before coming to rest.

A vehicle \(v\) passes distance \(d_{\text{Pairing}}\) during pairing computations \(T_{\text{Pairing}}\). To calculate total distance traveled \(T_{\text{Distance}}^{\text{Pairing}}\) (in meters) during computation of \(N_p\) pairings, when vehicle speed is \(u\) m/s, we have:

\[ T_{\text{Distance}}^{\text{Pairing}} = u \times \sum_{i=1}^{N_p} T_{\text{Pairing}(i)}. \]  

(9)

Vehicles continuously move, while process received authentication requests before sending a new message. During each verification operation a distance \(d_{\text{Verify}}\) with speed \(u\) will be passed. To calculate total distance traveled \(T_{\text{Distance}}^{\text{Verify}}\) during verification of \(N_v\) signature/s received from \(N_v\) vehicles in communication range, we have:

\[ T_{\text{Distance}}^{\text{Verify}} = u \times \sum_{i=1}^{N_v} T_{\text{Verify}(i)}. \]  

(10)

**B. Cryptographic Pairings Evaluation**

The investigation includes the number of CPU clock cycles (clk) for signature generation, verification, and aggregation performed by the BLS, BB, ZSS, and BGLS. The implementations use the newest efficient and stable release branch of RELIC cryptographic meta-toolkit [77] in Debian Linux distribution running on two different Pentium 4 machines: one operates at an Intel Core 2 Duo Processor T6570 (2Mbytes Cache, 2.10 GHz, 4GB RAM), while the other one operates at an Intel Core i7-6600U Processor (7th generation, 4Mbytes Cache, 2.60 GHz, 16GB RAM). All elliptic curve arithmetic and optimal Tate pairing computations are over the BN and BLS curves with different sizes, including: BLS-12-381, BN-12-382, BLS-12-446, BN-12-446, BLS-12-455, BLS-12-638, and BN-12-638 [66]. Except for BLS-12-381 and BN-12-382, with 127-bit security level (≈ 128-bit security), all other curves in this study can achieve 128-bit security level [66]. As the TSCs on different cores are not synchronized with each other, the CPU_SET function is used to prevent operations from executing on multiple cores (to run on a single CPU core).

**C. Scenarios**

This section describes a use case scenario, representing the broadcasting of safety-critical messages between vehicles on a highway, similar to the scenario assumed by Raya and Hubaux [78]. The scenario considers a uniform presence of vehicles moving on a highway with the number of lanes \(N_l = 12\) (6 in each direction), where each lane is 3 m wide (as shown in Figure 1). To enable comparisons with existing research, we adopt the vehicle speed used in the simulation study presented by Baee et al. [4]. It is assumed that vehicles travel at a fixed speed \(u = 30\) m/s (108 Km/h) with an inter-vehicle space \(Gap = 30\) m and the drivers rely on the received safety-critical messages to react on time. Moving vehicles generate, sign (using a short signature scheme), and transmit safety-critical messages every 100 ms over a 300 m communication range. For safety, vehicles are equipped with Anti-lock Braking System (ABS) with a maximum deceleration value \(a = -9\) m/s² [79]. The scenario also considers an RSU. Calculations are performed for communication between the two vehicles, \(v_A\) and \(v_B\), located in the middle of the highway. The vehicles correspond with a maximum of \(N_{v_A} = 222\) received beacons (the upper bound calculated by Baee et al. [4]) from \(N_{v_B} = 240\) other vehicles within their communication range. For the two vehicles, \(v_A\) and \(v_B\), we evaluate three different schemes (BLS, BB, and ZSS) that the safety critical messages could be signed and verified with over the BLS-12-381 curve. For each of these three schemes, we examine two cases: best and worst with details as follows.

**Best-case Scenario:** Assume the first vehicle, \(v_A\), has processed all incoming pairing-based short signatures, and is ready to broadcast a new message. During movement, \(v_A\) applies its brakes, and therefore should generate, sign, and broadcast a safety-critical message over the network. As soon as the message is received, \(v_B\) must authenticate the message transmitted from \(v_A\), before making use of the information content and responding to the situation. Among the 222 beacons received by vehicle \(v_B\), assume that the message number 111 belongs to \(v_A\). This results in a delay in \(v_B\) performing message authentication, as vehicle \(v_B\) must first verify 111 messages, where each message contains a short signature.
Worst-case Scenario: Assume the first vehicle, $v_A$, has not processed all incoming authentication requests. The vehicle should be able to verify a maximum of $N_b = 222$ received messages containing pairing-based short signatures, before broadcasting a new message. During movement, $v_A$ applies its brakes, and therefore (after processing current received messages) should generate, sign, and broadcast a safety-critical message over the network. As soon as the message is received, $v_B$ must authenticate the message transmitted from $v_A$, before making use of the information content and responding to the situation. Assume that the message number 222 (the last message) belongs to $v_A$. This results a delay in $v_A$ and $v_B$ performing message authentication, as each vehicle $v_A$ and $v_B$ must first verify 222 messages (together 444 messages), where each message contains a short signature.

The implementation includes the best and worst cases, and evaluates the pairing-based signature verification overhead of the BLS, BB, and ZSS schemes. From this, the effects of the overhead and the likelihood of a crash is determined.

This experiment is performed for two different computing environments: one for a vehicle equipped with an Intel Core 2 Duo Processor T6570 (2M Cache, 2.10 GHz, 4GB RAM), and the other one for a vehicle equipped with an Intel Core i7-6600U Processor ($7^{th}$ generation, 4M Cache, 2.60 GHz, 16GB RAM), four experiments in total.

D. The Evaluation Results

This section reports on the number of CPU clock cycles, the impact of authentication on packet size, the average computation time for elliptic curves group arithmetic, map-to-point hash operation in $G_1$ and $G_2$, optimal Ate pairing, signing and verifying, and total distance traveled during optimal Ate pairing computations that may impact on driver safety. All evaluations are over the BN and BLS curves with different sizes, targeting 128-bit security level. Results are presented for 2.10 GHz and 2.60 GHz processors.

For the first investigation, the number of CPU clock cycles (clk) and average computation time are calculated for the following operations:

- Scalar multiplications in $G_1$ and $G_2$, where a scalar $s$ is multiplying to a point (either generator or a random point).
- Map-to-point in $G_1$ and $G_2$.
- Exponentiation in $G_T$, optimal Ate pairing, and 2 simultaneous pairings which shares the computation between 2 pairing instances.

The first nine rows of Table I and Table II present the results of this investigation.

For the second investigation, this research estimated the number of CPU clock cycles (clk) and average computation time for the BLS, BB, and ZSS short signatures generation and verification, over the BN and BLS curves with different sizes. The last six rows of Table I and Table II present the results of this investigation.

For the third investigation, this study practically estimated the cryptographic overhead of the BLS short signature scheme on packet size. The results are same for the BB and ZSS signature schemes over the curves presented in Table III.

Please note that the public key size compression can be applied. This results in a reduced public key size and bandwidth usage (during communication). For example, one party transmits the $x$-coordinate and one bit of information on the $y$-coordinate as a public key, and another party receives the key and performs decompression (computing a square root to get $y$-coordinate).

For the fourth investigation, this research calculated the number of CPU clock cycles (clk) and average computation time for the BGLS aggregate signature verification (for 50 messages). Table IV presents the results of this investigation.

For the fifth investigation, this study estimated the distance traveled $d_{pairing}$ (in meters) by a vehicle during optimal Ate pairing computations, when speed $u = 1$ m/s. The results for total distance traveled $T_{distance}^{pairing}$ (in meters) during computation of $N_p$ pairings over different curves are presented in Figure 2 and Figure 3.
TABLE I
PERFORMANCE OF GROUP ARITHMETIC, OPTIMAL ATE PAIRING, AND THE BLS, BB, AND ZSS SIGNATURE SCHEMES OVER THE BN AND BLS CURVES

|                  | BLS_12_381 | BN_12_382 | BLS_12_446 | BN_12_446 | BLS_12_455 | BN_12_455 | BLS_12_638 | BN_12_638 |
|------------------|------------|-----------|------------|-----------|------------|-----------|------------|-----------|
| **Scalar → G1**  |            |           |            |           |            |           |            |           |
| Multiplication   | 1.556 × 10^3 clk | 2.263 × 10^3 clk | 2.060 × 10^3 clk | 2.989 × 10^3 clk | 4.242 × 10^3 clk | 4.150 × 10^3 clk | 6.134 × 10^3 clk |
| s.P → G1         |            |           |            |           |            |           |            |           |
| Multiplication   | 8.026 × 10^2 clk | 1.173 × 10^3 clk | 1.082 × 10^3 clk | 1.601 × 10^3 clk | 1.334 × 10^3 clk | 2.318 × 10^3 clk | 3.465 × 10^3 clk |
| s.Q → G2         |            |           |            |           |            |           |            |           |
| Multiplication   | 3.822 × 10^4 sec | 5.587 × 10^3 sec | 5.154 × 10^3 sec | 7.627 × 10^3 sec | 6.354 × 10^3 sec | 1.104 × 10^3 sec | 1.650 × 10^3 sec |
| H(m) → G1        |            |           |            |           |            |           |            |           |
| Map-to-point     | 1.957 × 10^6 sec | 5.987 × 10^5 sec | 1.150 × 10^5 sec | 7.264 × 10^5 sec | 1.406 × 10^5 sec | 2.431 × 10^5 sec | 1.702 × 10^5 sec |
| **Scalar → G2**  |            |           |            |           |            |           |            |           |
| Multiplication   | 3.201 × 10^3 clk | 4.780 × 10^2 clk | 4.282 × 10^2 clk | 7.676 × 10^2 clk | 5.222 × 10^2 clk | 9.649 × 10^2 clk | 15.691 × 10^2 clk |
| s.P → G2         |            |           |            |           |            |           |            |           |
| Multiplication   | 1.524 × 10^3 sec | 2.276 × 10^3 sec | 2.039 × 10^3 sec | 3.655 × 10^3 sec | 2.486 × 10^3 sec | 4.594 × 10^3 sec | 7.471 × 10^3 sec |
| s.Q → G2         |            |           |            |           |            |           |            |           |
| Multiplication   | 9.173 × 10^2 sec | 1.361 × 10^3 sec | 1.263 × 10^3 sec | 2.187 × 10^3 sec | 1.493 × 10^3 sec | 2.715 × 10^3 sec | 4.512 × 10^3 sec |
| H(m) → G2        |            |           |            |           |            |           |            |           |
| Map-to-point     | 3.191 × 10^6 sec | 2.624 × 10^5 sec | 4.242 × 10^5 sec | 3.657 × 10^5 sec | 4.908 × 10^5 sec | 15.147 × 10^5 sec | 11.097 × 10^5 sec |
| **Exponentiation** |            |           |            |           |            |           |            |           |
| Optimal Ate Pairing | 5.565 × 10^3 clk | 8.118 × 10^3 clk | 7.341 × 10^3 clk | 13.938 × 10^3 clk | 8.398 × 10^3 clk | 14.844 × 10^3 clk | 25.374 × 10^3 clk |
| 2 Pairings       |            |           |            |           |            |           |            |           |
| Simultaneous     | 10.523 × 10^3 sec | 1.511 × 10^4 sec | 13.593 × 10^3 sec | 19.921 × 10^3 sec | 14.755 × 10^3 sec | 25.395 × 10^3 sec | 36.274 × 10^3 sec |
| BLS signature    |            |           |            |           |            |           |            |           |
| Generation       | 1.937 × 10^3 sec | 1.943 × 10^3 sec | 2.550 × 10^3 sec | 4.810 × 10^3 sec | 7.323 × 10^3 sec | 9.037 × 10^3 sec | 11.064 × 10^3 sec |
| BLS signature    |            |           |            |           |            |           |            |           |
| Verification     | 15.486 × 10^3 sec | 17.186 × 10^3 sec | 20.379 × 10^3 sec | 28.298 × 10^3 sec | 23.584 × 10^3 sec | 37.355 × 10^3 sec | 53.865 × 10^3 sec |
| BB signature     |            |           |            |           |            |           |            |           |
| Generation       | 8.374 × 10^3 sec | 8.184 × 10^3 sec | 9.799 × 10^3 sec | 1.347 × 10^4 sec | 1.123 × 10^4 sec | 1.778 × 10^4 sec | 2.565 × 10^4 sec |
| BB signature     |            |           |            |           |            |           |            |           |
| Verification     | 8.835 × 10^3 sec | 1.011 × 10^3 sec | 9.563 × 10^3 sec | 1.229 × 10^4 sec | 1.105 × 10^4 sec | 1.673 × 10^4 sec | 2.113 × 10^4 sec |
| ZSS signature    |            |           |            |           |            |           |            |           |
| Generation       | 13.405 × 10^3 sec | 14.172 × 10^3 sec | 17.764 × 10^3 sec | 23.997 × 10^3 sec | 19.754 × 10^3 sec | 33.431 × 10^3 sec | 43.954 × 10^3 sec |
| ZSS signature    |            |           |            |           |            |           |            |           |
| Verification     | 6.383 × 10^3 sec | 6.748 × 10^3 sec | 8.459 × 10^3 sec | 1.142 × 10^4 sec | 9.407 × 10^3 sec | 1.591 × 10^4 sec | 2.093 × 10^4 sec |
| **Total Delay**   |            |           |            |           |            |           |            |           |
|                  | T_{Delay} = \sum_{i=1}^{N_t} (T_{Verify(M_i)} + T_{Reaction}) \quad (11) | | | | | | |

Let \( t \) denote the time in seconds from when \( v_A \) brakes. Let \( x_A(t) \) denote the position of the back of \( v_A \) and \( x_B(t) \) denote the position of the front of \( v_B \) at time \( t \). Figure 4 shows the situation at time \( t = 0 \). For vehicle speed \( u = 30 \text{ m/s} \) (108 Kmh), inter-vehicle space \( Gap = 30 \text{ m} \), and deceleration value \( a = 9 \text{ m/s}^2 \), we have:

\[ x_B(t_0) = 0 \quad x_A(t_0) = Gap \]

![Fig. 3](image-url) Total traveled distance by vehicle \( v \) equipped with an Intel i7-6600U@2.60 GHz during pairing computation.

![Fig. 4](image-url) Scenario at time \( t = 0 \).
The velocity and position of the back of $v_A$ at time $t$ is given by:

$$u_A(t) = 30 - 9t, \quad x_A(t) = 30t - \frac{9}{2}t^2 + \text{Gap},$$

and the velocity and position of the front of $v_B$ at time $t$ is given by:

$$u_B(t) = \begin{cases} 30, & \text{if } t \leq T_{\text{total}}^{\text{Delay}} \\ 30 - 9\left(t - T_{\text{total}}^{\text{Delay}}\right), & \text{if } t > T_{\text{total}}^{\text{Delay}} \end{cases}$$

where $x_B(t)$ is the position at time $t$ of the back of $v_B$ as given by:

$$x_B(t) = \begin{cases} 30t, & \text{if } t \leq T_{\text{total}}^{\text{Delay}} \\ 30t - \frac{9}{2}\left(t - T_{\text{total}}^{\text{Delay}}\right)^2, & \text{if } t > T_{\text{total}}^{\text{Delay}} \end{cases}$$

We solve the equation $x_A(t)$ and $x_B(t)$ to find any possible crash such that $v_B$ runs into $v_A$ at time $t$ due to verification overhead, where $0 \geq u_A(t)$. Table IV presents the total delay $T_{\text{Delay}}$, positions $x_{A,B}$, speeds $u_{A,B}$, and speed $u_B$ at accident time $t_{\text{Crash}}$.

### V. Discussion and Recommendation

According to Table II and Table III the elliptic curve group arithmetic and optimal Ate pairing calculations over the BLS curves are faster than the BN curves. However, the BN curves are faster in the map-to-point hash operations, especially into $G_1$. This makes the BN curves a better choice than the BLS to
TABLE IV
THE BGLS SIGNATURE AGGREGATE VERIFICATION FOR 50 MESSAGES OVER THE BN AND BLS CURVES

Results on an Intel Core 2 Duo Processor T6570 (2M Cache, 2.10 GHz, 4GB RAM, Single Core)

|          | BLS_12_381 | BN_12_382 | BLS_12_446 | BN_12_446 | BLS_12_455 | BN_12_638 |
|----------|------------|-----------|------------|-----------|------------|-----------|
| G₁ →      | 97.850×10⁵ clk | 62.800×10⁵ clk | 12.080×10⁷ clk | 76.250×10⁶ clk | 14.765×10⁷ clk | 25.525×10⁴ clk | 17.875×10⁷ clk |
| 50 Map-point | 4.659×10⁻² sec | 2.990×10⁻² sec | 5.752×10⁻² sec | 3.630×10⁻² sec | 7.030×10⁻² sec | 1.215×10⁻¹ sec | 8.511×10⁻² sec |
| 51 Pairings | 16.607×10⁷ clk | 24.277×10⁷ clk | 22.742×10⁷ clk | 39.573×10⁷ clk | 25.871×10⁷ clk | 45.524×10⁷ clk | 76.614×10⁷ clk |
| Simultaneous | 7.908×10⁻¹ sec | 1.156×10⁻¹ sec | 1.082×10⁻¹ sec | 1.884×10⁻¹ sec | 1.231×10⁻¹ sec | 2.167×10⁻¹ sec | 3.648×10⁻¹ sec |
| BGLS signature | 26.392×10⁷ clk | 30.557×10⁷ clk | 34.822×10⁷ clk | 47.198×10⁷ clk | 40.636×10⁷ clk | 71.049×10⁷ clk | 94.489×10⁷ clk |
| Verification | 1.256×10⁻¹ sec | 1.455×10⁻¹ sec | 1.658×10⁻¹ sec | 2.247×10⁻¹ sec | 1.935×10⁻¹ sec | 3.383×10⁻¹ sec | 4.499×10⁻¹ sec |

Results on an Intel Core i7-6600U Processor (4M Cache, 2.60 GHz, 16GB RAM, Single Core)

|          | BLS_12_381 | BN_12_382 | BLS_12_446 | BN_12_446 | BLS_12_455 | BN_12_638 |
|----------|------------|-----------|------------|-----------|------------|-----------|
| G₁ →      | 22.810×10⁵ clk | 15.830×10⁵ clk | 32.780×10⁵ clk | 21.760×10⁵ clk | 42.400×10⁵ clk | 80.550×10⁵ clk | 55.950×10⁵ clk |
| 50 Map-point | 8.773×10⁻³ sec | 6.088×10⁻³ sec | 1.260×10⁻² sec | 8.369×10⁻³ sec | 1.630×10⁻² sec | 3.098×10⁻² sec | 2.151×10⁻² sec |
| 51 Pairings | 44.544×10⁶ clk | 63.628×10⁶ clk | 66.380×10⁶ clk | 99.058×10⁶ clk | 78.381×10⁶ clk | 15.329×10⁶ clk | 24.097×10⁶ clk |
| Simultaneous | 1.713×10⁻² sec | 2.447×10⁻² sec | 2.553×10⁻² sec | 3.809×10⁻² sec | 3.014×10⁻² sec | 5.895×10⁻² sec | 9.268×10⁻² sec |
| BGLS signature | 67.354×10⁶ clk | 79.458×10⁶ clk | 99.160×10⁶ clk | 12.081×10⁷ clk | 12.078×10⁷ clk | 23.384×10⁷ clk | 29.692×10⁷ clk |
| Verification | 2.590×10⁻² sec | 3.056×10⁻² sec | 3.813×10⁻² sec | 4.646×10⁻² sec | 4.645×10⁻² sec | 8.993×10⁻² sec | 1.142×10⁻¹ sec |

TABLE V
RESULTS FOR SCENARIO AT CRASH TIME

Scenario for a vehicle equipped with a 2.10 GHz processor

|          | best-case | worst-case |
|----------|-----------|------------|
|          | T_delay | t_Crash | x_A,B | u_A | u_B |
| BLS      | 1.64 sec | 2.85 sec | 78.95 m | 4.3 m/s | 19.0 m/s |
| BB       | 1.53 sec | 2.94 sec | 79.31 m | 3.5 m/s | 17.2 m/s |
| ZSS      | 1.41 sec | 3.06 sec | 79.68 m | 2.3 m/s | 15.0 m/s |

Scenario for a vehicle equipped with a 2.60 GHz processor

|          | best-case | worst-case |
|----------|-----------|------------|
|          | T_delay | t_Crash | x_A | x_B | u_A | u_B |
| BLS      | 0.99 sec | - | 79.69 m | 80.0 m | 0 m/s |
| BB       | 0.97 sec | - | 79.09 m | 80.0 m | 0 m/s |
| ZSS      | 0.94 sec | - | 78.19 m | 80.0 m | 0 m/s |

Note that a public key used in a short signature scheme is bigger in size compared to a public key used in ECDSA. For example, using the NIST-P256 curve, the BLS signature scheme provides public keys of length approximately 762 bits (96 bytes over the BLS-12-381 curve), where the BLS signature scheme is faster than the BB scheme in which all operations are defined in G₂ (refer to Table III).

have less computational overhead compared to G₂. For this reason, the signature verification in ZSS scheme is faster than the BB scheme in which all group operations are defined in G₂ (refer to Table I and Table II).

Note that a public key used in a short signature scheme is bigger in size compared to a public key used in ECDSA (refer to Table III). For example, a 256-bit ECDSA provides public keys of length approximately 256 bits (32 bytes using the NIST-P256 curve), where the BLS signature scheme provides public keys of length approximately 762 bits (96 bytes over the BLS-12-381 curve) with a level of security similar to 256-bit ECDSA. This makes pairing-based short signature schemes unsuitable for use in VANET safety applications. In this case, public keys should be as short as possible to reduce the overall message size and the bandwidth requirements. Besides, the BLS aggregate signature verification requires availability of the public keys involved in the aggregate signature generation. This also dominates the bandwidth usage. Short signatures indeed have smaller signatures compared to ECDSA, and may be more appropriate for VANET scenarios in which vehicles are not required to broadcast their public keys (e.g., using group public key in a group signature scheme, or using an identity-based signature scheme). Based on our results, computing one optimal Ate pairing over the BLS-12-381 curve takes approximately 5 ms (refer to Table I and 1 ms (refer to Table I) for a 2.10 GHz Intel Core 2 Duo-T6570 and a 2.60 GHz Intel Core i7-6600U (7th generation), respectively. This is more than 10 times slower than a 256-bit ECDSA signature verification evaluated by Baee et al. Results show that computing 100 simultaneous pairings over the BLS-12-381 curve takes approximately 150 ms and 31 ms for a 2.10 GHz Intel Core 2 Duo-T6570 and a 2.60 GHz Intel Core i7-6600U (7th generation), respectively. Note that the latest high-performance automotive single chip modem for vehicular communications made by NXP Semiconductors (the RoadLINK SAF5400 [43])
offers same performance as the 2.10 GHz Intel Core 2 Duo-T6570 processor used in this study [4].

Results in Table IV show that verification of one BGLS aggregate signature (generated for 50 BLS signatures) over the BLS-12-381 curve takes approximately 46 ms (for 50 map-to-point operations in $G_1$) and 79 ms (for 51 pairing computations) on 2.10 GHz Intel Core 2 Duo-T6570 (refer to Table IV). That is, computational time for map-to-point operations is not negligible compared to pairings computational time. Assume that a vehicle is delegating the aggregate signature verification (generated for 200 BLS signatures) to a RSU equipped with a 2.60 GHz Intel Core i7-6600U (7th generation). This takes approximately 103 ms for the RSU to verify an aggregate signature which belongs to a single vehicle. In the case of a group of vehicles, the results are even worse.

Research efforts have been applied to optimize map-to-point operations. For example, Wahby and Boneh [67] simplify implementation of hashing into the BLS-12-381 elliptic curve and improve the performance up to 9%. However, according to Table IV and Table V even with 9% improvement the BN curves are still faster than the BLS curves in the map-to-point hash operations. Hence, map-to-point operations into the BLS curves may require more optimization in future.

According to the results presented in Table IV except for the best-case scenario where a vehicle is equipped with a high-speed processor (2.60 GHz Intel Core i7-6600U), in all scenarios vehicles cannot handle the safety-critical messages signed by the BLS, BB, and ZSS schemes in real time. The results are even worse for a vehicle equipped with 2.10 GHz Intel Core 2 Duo-T6570 processor, where it runs into another vehicle without starting to brake (speed 30 m/s). The time window $T_{total}^\text{Delay}$ is ≤ 1 second (including driver reaction time) to stop the vehicle before a possible crash. Any possible solution needs to provide verification of all incoming messages in ≈ 170 ms (1–0.83). Hence, no crash is recorded in the best-case scenario (2.60 GHz Intel Core i7-6600U), as the $T_{total}^\text{Delay}$ for the BLS, BB, and ZSS is less than 1 second. Please note that without authentication delay, $v_A$ and $v_B$ would stop in positions $x = 80$ and $x = 74.9$, respectively.

As a general rule, the number of CPU clock cycles required to measure cryptographic strength dramatically decreases as the computing power exponentially increases. Hence, new algorithms or longer key lengths are required to maintain security strength in the face of improving hardware capabilities. This shows that embedding dedicated hardware in vehicles to offload heavy cryptographic pairing calculations onto specialized processors may not be helpful. As can be seen in Table V the high speed 2.60 GHz Intel Core i7-6600U modern processor used in our experimental evaluation can only pass the best-case scenario.

Moreover, different vehicles may have different computing capabilities to support emerging applications such as safety. In-car computation is limited due to the requirements of small-scale and low-cost hardware to make VANETs economically viable. These limitations manifest in the cost-driven to secure modern vehicles against cyber attacks, and make the complex cryptographic procedures economically unattractive [41][42].

Based on the results presented in Table V care is needed when using the pairing-based authentication schemes providing 128-bit security level in safety-critical applications, such as for signature generation/verification. The cryptographic pairings and elliptic curves arithmetic in the BLS and BN curves (for 128-bit security level) result in a delay in driver notification and allow insufficient driver reaction time. There are many scenarios where a driver is relying completely on the safety messages to react on time, examples include: aggressive driver, distracted/inattentive driver, poor driver decision, impaired/drowsy driver, and rough/slick road [3].

One possible solution to overcome the above limitation in time is reducing the security level to ≈ 100-bit. For instance, we may use the BN-12 curve using a 256-bit prime that provides approximately 100-bit security level [24], if the expected lifespan of a signing key is very short (especially when the delay caused by signature handling would cause a crash). We performed a separate evaluation for this specific curve, and our result shows that the BN-12-256 can speed up all the elliptic curves arithmetic and pairings to approximately a factor of 4 compared to the BLS-12-381 and BN-12-382. This should reduce the $T_{total}^\text{Delay}$ to less than 1 second for the worst-case scenario where a vehicle is equipped with a high-speed processor (2.60 GHz Intel Core i7-6600U), but not for the other one (2.10 GHz Intel Core 2 Duo-T6570 processor).

We recommend use of pairings in the applications in which the volume of messages exchange is not too high and the latency is not too low (unlike the scenario assumed in this study). For example, they can be used in safety-related applications where the latency requirements are not as stringent as safety-critical applications, and the danger is low, or non-safety applications. The latter are used in low priority services providing traffic information and enhance driving comfort.

We also recommend the BLS-12-446 curve as a conservative parameter for pairing-based cryptography in non-safety-critical applications of VANETs, such as traffic updates, electronic toll collection, and infotainment. This curve is the fastest among the curves that can target 128-bit security level exclusively.

Note that utilizing a curve which provides 128-bit security level does not guarantee that a hash-based short signature scheme will provide the same 128-bit security level. Random-oracle “Full Domain Hash”-type signatures lose security by a factor proportional to the total number of messages ever signed with a given key [19][44]. This is due to the respective tightness/looseness of the security reduction of each of the signature schemes (for example, from “guessing losses” inherent in the “full-domain hash”-type security reductions in random oracle-based signatures). The security theorems in the original papers (BLS, BB, ZSS, and BGLS) should include those losses. Hence, the actual security levels of those signature schemes may be lower than the apparent security of the underlying curves. For the interested reader, additional information related to the random oracle model is presented by Canetti et al. [80].

VI. CONCLUSION

Modern vehicles and VC systems have the potential to increase road safety, but communications require security...
assurance. Many authentication schemes based on cryptographic pairings have been proposed to ensure authenticity and integrity of received messages. However, most safety-critical applications have a beaconing update rate of 100 ms. Vehicles should validate all the received beacons within latency, before reaching their next beaconing event. As these authentication mechanisms rely on mathematical computations, the performance of V2V communications and safety-critical applications drops significantly, as vehicle numbers increase. In this research, we investigated the CPU RDTSC and average computation time for three short signature generation/verification (BLS, BB, and ZSS), and the BGLS aggregate signature generation/verification to measure the practical impact of the overhead of cryptographic pairings in application. During investigation of these schemes, we used the BN and BLS curves with different sizes, including: BL-12-381, BN-12-382, BL-12-446, BN-12-446, BL-12-455, BL-12-638, and BN-12-638. In addition, we proposed best-case and worst-case scenarios and showed how, and to what extent, the inclusion of pairing-based authentication schemes affects vehicle reaction time. Finally, we determined whether the evaluated authentication delay could result in insufficient time for a driver to receive an alert and react, resulting in a crash. This is indeed the case. Based on the timings achieved in our simulations, we showed that pairing-based authentication schemes should not be used in safety-critical applications, because of the delay.

We recommend use of optimal Ate pairing in the applications in which the message exchange is not too high and the latency is not too low. We also recommend the BL-12-446 curve as a conservative parameter for pairing-based cryptography in non-safety-critical applications of VANETs. Finally, we recommend use of the BB and ZSS short signature schemes in safety-related and non-safety vehicular communications.
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