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A Details of Datasets in Domain Generalized Semantic Segmentation

For the synthetic-to-real domain generalization (DG), we use one of the synthetic datasets (GTAV \cite{12} or SYNTHIA \cite{13}) as the source domain and evaluate the model performance on three real-world datasets (CityScapes \cite{2}, BDD-100K \cite{16}, and Mapillary \cite{11}).

**Synthetic datasets.** GTAV \cite{12} contains 24,966 images with the size of $1914 \times 1052$. It is split into 12,403, 6,382, and 6,181 images for training, validating, and testing. SYNTHIA \cite{13} contains 9,400 images of $960 \times 720$, where 6,580 images are used for training.

**Real-world datasets.** We use the validation sets of the three real-world datasets for evaluation. CityScapes \cite{2} contains 500 validation images of $2048 \times 1024$, collected primarily in Germany. BDD-100K \cite{16} and Mapillary \cite{11} contain 1,000 validation images of $1280 \times 720$ and 2,000 validation images of $1920 \times 1080$, respectively.

B Details of Single Domain Generalization in Image Classification

**Digits** includes five domains (MNIST \cite{8}, SVHN \cite{10}, MNIST-M \cite{4}, SYN \cite{4}, and USPS \cite{7}) of 10 classes. We use MNIST as the source domain and evaluate the model performance on the other 4 domains. Following ADA \cite{15}, we use the ConvNet architecture \cite{8} as the model and use Adam optimizer with learning rate $10^{-4}$ for optimization. The overall training iteration is set to 10,000 with a batch size of 32. We set the learning rate of AdvStyle to 20,000\textsuperscript{2}.

**PACS** \cite{9} contains four domains (Artpaint, Cartoon, Sketch, and Photo) of 7 classes. For evaluation, we select one of them as the source domain and the other domains as the target domains. Following RSC \cite{6}, we use the ResNet18 \cite{5} pretrained on ImageNet \cite{3} as the backbone and add a fully-connected layer as the classification head. We train the model by SGD optimizer. The learning rate is initially set to 0.004 and divided by 10 after 24 epochs. The model is trained for 30 epochs in total with a batch size of 128. The learning rate of AdvStyle is set to 3.

**Baseline.** The baseline model is the vanilla empirical risk minimization (ERM) \cite{14}, which directly uses the source domain to train the model with classification loss.

C Position of AdvStyle

We inject AdvStyle at different positions (0-4) to verify the effectiveness of image level augmentation. 0-th indicates the image level. 1st-4th indicate the outputs of 1st-4th layer of ResNet, respectively.

\*Equal contribution. \ † Corresponding author.

\textsuperscript{2}Due to the absence of batch normalization layer, the gradient is very small on the style feature. Therefore, we set a large learning rate for AdvStyle.
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Results are shown in Table 1. We can find that injecting AdvStyle at 0th-2nd positions clearly improves the performance and the best result is achieved by applying at 0-th position. Moreover, applying AdvStyle at a deep layer (e.g., 3rd or 4th) fails to improve or even hurts the performance, since more semantic content will be captured instead of styles as the layer deepens.

Table 1: Impact of injecting AdvStyle at different positions.

| Position | N/A | 0 | 1 | 2 | 3 | 4 |
|----------|-----|---|---|---|---|---|
| Mean     | 27.42 | 37.39 | 34.76 | 31.15 | 27.44 | 26.92 |

D Comparison of Adversarial Augmentations

AdvPixel [15] is a state-of-the-art method for domain generalized image classification. The main difference between AdvPixel and AdvStyle is that AdvPixel learns pixel-wise adversarial example while AdvStyle learns style-wise adversarial example. The model needs to produce the per-pixel predictions in semantic segmentation. In such a context, AdvPixel may distort the semantic content of original pixels during the pixel-wise adversarial learning. Instead, AdvStyle varies the style feature of the image while retaining the semantic content of most pixels. Therefore, AdvStyle can well guarantee the pixel-wise semantic consistency, making it more suitable for augmenting samples of segmentation. As shown in Table 2, both AdvStyle and AdvPixel improve the performance, while AdvStyle outperforms AdvPixel by 3.42% in mean mIoU. More interestingly, AdvPixel can serve to enhance AdvStyle. We randomly select one adversarial augmentation from AdvPixel and AdvStyle at each iteration. The performance yields an improvement of 0.81% in mean mIoU. The above results verify the effectiveness of adversarial augmentations and the superiority of AdvStyle.

Table 2: Comparison of adversarial augmentations. Source: GTA V; Backbone: ResNet-50. CJ: Color Jittering, GB: Gaussian Blur, AP: AdvPixel, Ours: AdvStyle.

| CJ | GB | AP | Ours | CityScapes | BDD | Mapillary | Mean |
|----|----|----|------|-----------|-----|-----------|------|
| ✓  | ✓  | -  | -    | 28.95     | 25.14 | 28.18     | 27.42 |
| ✓  | ✓  | ✓  | -    | 35.42     | 33.28 | 33.23     | 33.97 |
| ✓  | ✓  | -  | ✓    | 39.62     | 35.54 | 37.00     | 37.39 |
| ✓  | ✓  | ✓  | ✓    | 40.65     | 37.16 | 36.77     | 38.20 |

E Variants of AdvStyle

In this section, we investigate two variants of AdvStyle, which can further demonstrate the versatility of AdvStyle. Also, we hope to provide some inspirations for future work.

AdvStyle in local patches. AdvStyle can be applied to not only the whole image but also the local patches. Specifically, we split each image into 4 patches evenly (top left, top right, bottom left, and bottom right), and regard the channel-wise mean and standard deviation of each patch as learnable parameters (four 6-dim features). Then the model is trained in the same way as AdvStyle. As shown in the Table 3, AdvStyle-Patches can further improve the performance on BDD and Mapillary. However, the mean improvement over all domains is marginal.

AdvStyle in LAB color space. AdvStyle is applied to RGB space in this paper, but it can also be applied to other color space, e.g., LAB color space. To verify this, we first convert the RGB-sample to the counterpart LAB-sample and obtain the learnable mean and standard deviation. Then, we reconvert the LAB-sample to RGB-sample for adversarial learning and model optimization. This manner enables us to implement AdvStyle in the LAB space as well as to use the ImageNet-pretrained parameters. As shown in the Table 3, LAB-based AdvStyle (AdvStyle-LAB) also significantly improves the performance on unseen domains but achieves lower results than RGB-based AdvStyle on two of the three benchmarks. On the other hand, converting between RGB and LAB will increase the training time due to the extra computation costs.
Table 3: Results of AdvStyle variants. The backbone is ResNet-50.

| Methods (GTA V) | CityScapes | BDD | Mapillary | Mean |
|-----------------|------------|-----|-----------|------|
| Baseline [1]    | 28.95      | 25.14 | 28.18    | 27.42 |
| AdvStyle        | 37.09      | 32.89 | 37.13    | 35.70 |
| AdvStyle-LAB    | 39.50      | 36.37 | 37.42    | 37.76 |
| AdvStyle-Patches|            |       |          |      |
| AdvStyle        | **39.62**  | 35.54 | 37.00    | 37.39 |

F  Quantitative Understanding of AdvStyle

To demonstrate the effectiveness of AdvStyle in narrowing the domain shift, we provide the quantitative analysis on the distribution of different datasets. Specifically, we computed the histograms of pixel values of four datasets (GTA V [12], CityScapes [2], BDD-100K [16], Mapillary [11]) and the AdvStyle-augmented dataset of GTA V which is generated by 4 epochs. The bin size is set to 8. For each dataset, the histograms of RGB channels are normalized by L1-norm and re-scaled (×) by #bins, and then are concatenated as the histogram feature. We estimate the distribution distance between two datasets by computing the KL-distance between their histogram features. Results are reported in Table 4. We can observe that the AdvStyle-augmented dataset has a smaller distance to real datasets, verifying that AdvStyle can narrow the gap between synthetic and real data.

Table 4: Comparison of KL-distance between different datasets.

| Source          | CityScapes | BDD | Mapillary | Mean |
|-----------------|------------|-----|-----------|------|
| GTA V           | 0.5867     | 0.3421 | 0.3211    | 0.4166 |
| Adv-GTA V       | **0.5587** | 0.3217 | **0.3058** | **0.3954** |

G  Algorithm and Pytorch-Like Pseudo-Code

The training procedure and Pytorch-like pseudo-code are shown in Alg. 1 and Fig. 1, respectively.

Algorithm 1: The training procedure of AdvStyle.

\[\text{Inputs:} \text{ labeled source domain } S, \text{ segmentation model } \mathcal{F} \text{ parameterized by } \theta, \text{ batch size } N, \text{ total training iterations } \text{max_iter}, \text{ adversarial learning rate } \gamma, \text{ and model learning rate } \alpha.\]

\[\text{Outputs:} \text{ Optimized model } \mathcal{F} \text{ parameterized with } \theta.\]

1: \text{for } t \text{ in } \text{max_iter} \text{ do}
2: \quad \text{Sample mini-batch } \mathcal{X} \text{ with } N_b \text{ images;}
3: \quad // \text{Stage 1: Adversarial Style Learning.}
4: \quad \text{Compute channel-wise mean } \mu, \text{ standard deviation } \sigma \text{ and normalized images } \tilde{\mathcal{X}} \text{ with Eq. 2;}
5: \quad \text{Initialize adversarial style feature: } \mu^+ \leftarrow \mu, \sigma^+ \leftarrow \sigma;
6: \quad \text{Compute adversarial segmentation loss } -\mathcal{L}_{\text{seg}};
7: \quad \text{Optimize } \mu^+ \text{ and } \sigma^+ \text{ with Eq. 3;}
8: \quad // \text{Stage 2: Robust Model Training.}
9: \quad \text{Generate adversarial images } \mathcal{X}^+ \text{ with } \tilde{\mathcal{X}}, \mu^+ \text{ and } \sigma^+ \text{ by Eq. 4;}
10: \quad \text{Compute the overall training loss } \mathcal{L}_{\text{seg}}(\theta; \mathcal{X}) + \mathcal{L}_{\text{seg}}(\theta; \mathcal{X}^+) \text{ by Eq. 5;}
11: \quad \text{Optimize the segmentation model } \mathcal{F}; \theta \leftarrow \theta - \alpha \nabla_{\theta} (\mathcal{L}_{\text{seg}}(\theta; \mathcal{X}) + \mathcal{L}_{\text{seg}}(\theta; \mathcal{X}^+));
12: \text{end for}
13: \text{Return } \mathcal{F} \text{ parameterized with } \theta.

H  More Visualizations

**Segmentation Results.** In Fig. 2, Fig. 3, and Fig. 4, we provide more segmentation results for the baseline and “baseline+AdvStyle”.

**Examples of AdvStyle.** In Fig. 5, we illustrate more examples generated by AdvStyle.
I Limitations

The main limitation of AdvStyle lies in the increase of training time. The computational cost of AdvStyle is almost double of that of the baseline since one more forward-backward process is required to generate style-adversarial examples. Another limitation is that despite generating hard examples, AdvStyle cannot address severe environmental change in practice, e.g., rainy and snowy weather, since such conditions cannot be represent purely by style features. Those conditions, e.g., rain, snow and fog, can be added to source samples and adversarial-augmented samples manually to alleviate the problem.

```python
import torch
def AdvStyle(input, gt, net, optim, adv_lr):
    Args:
        input: source images
        gt: ground-truth labels
        net: segmentation network
        optim: optimizer of net
        adv_lr: learning rate of AdvStyle
    
    # Get style feature and normalized image
    B = input.size(0)
    mu = input.mean(dim=[2, 3], keepdim=True)
    var = input.var(dim=[2, 3], keepdim=True)
    sig = (var + 1e-5).sqrt()
    mu, sig = mu.detach(), sig.detach()
    input_normed = (input - mu) / sig
    input_normed = input_normed.detach().clone()

    # Set learnable style feature and adv optimizer
    adv_mu, adv_sig = mu, sig
    adv_mu.requires_grad_(True)
    adv_sig.requires_grad_(True)
    adv_optim = torch.optim.SGD(params=[adv_mu, adv_sig], lr=adv_lr, momentum=0, weight_decay=0)

    # Optimize adversarial style feature
    adv_optim.zero_grad()
    adv_input = input_normed * adv_sig + adv_mu
    adv_output = net(adv_input)
    adv_loss = torch.nn.functional.cross_entropy(adv_output, gt)
    (- adv_loss).backward
    adv_optim.step()

    # Robust Model Training
    net.train()
    optim.zero_grad()
    adv_input = input_normed * adv_sig + adv_mu
    inputs = torch.cat((input, adv_input), dim=0)
    gt = torch.cat((gt, gt), dim=0)
    outputs = net(inputs)
    loss = F.cross_entropy(outputs, gt)
    loss.backward()
    optim.step()
```

Figure 1: The Pytorch-like pseudo-code of AdvStyle.
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