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Abstract

This paper constructs optimal brokerage contracts for multiple (heterogeneous) clients trading a single asset whose price follows the Almgren-Chriss model. The distinctive features of this work are as follows: (i) the reservation values of the clients are determined endogenously, and (ii) the broker is allowed to not offer a contract to some of the potential clients, thus choosing her portfolio of clients strategically. We find a computationally tractable characterization of the optimal portfolios of clients (up to a digital optimization problem, which can be solved efficiently if the number of potential clients is small) and conduct numerical experiments which illustrate how these portfolios, as well as the equilibrium profits of all market participants, depend on the price impact coefficients.
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1 Introduction

This paper investigates the optimal design of brokerage fees in Almgren-Chriss model (see [1]). We consider a population of investors (a.k.a. potential clients or agents) who can either trade directly in the market (and be subject to trading costs due to their price impact) or to trade via a broker (i.e., to become broker’s clients) who charges a contingent fee for this service. The main goal of our investigation is a tractable characterization of the optimal brokerage fees and the optimal choice of a portfolio of clients. This question is formulated as an optimal contract problem with multiple agents, where the broker plays the role of a principal who designs the fees.

The problem considered herein formally fits within the optimal contract theory, which is concerned with the design of compensation (or incentive) schemes, referred to as contracts. In the classical example of an optimal contract problem (see, among others, [9], [14]), a principal hires an agent to work on a project in exchange for a payment (contract). The payment depends on the information available to the principal which may be affected by the agent’s action. The agent chooses his action to maximize his objective, which depends on the payment promised by the principal and on the action itself (e.g., the agent may not like to work very hard). The principal aims to choose the contract so that it maximizes her objective, which also depends on the payment to the agent and on the agent’s action. This leads to a pair of nested optimization problems, also known as the Stackelberg game.

In the present setting, the broker observes the trading strategy of her client precisely, which leads to a so-called first best optimal contact problem between the broker and her individual client. Such optimal contract
problems are known to have simple solutions (especially in the case of risk-neutral preferences, as herein), and this is confirmed by Proposition 1, which provides the optimal brokerage fees in the present setting. However, our setting implies the following additional challenges. First, the model considered herein includes multiple agents whose objectives are coupled via their price impact. Thus, a collective response of the agents to a contract chosen by the principal is given by a collection of strategies that form a Nash equilibrium among the agents. The principal, then, chooses a contract so as to maximize her objective that depends on the associated equilibrium strategies of the agents. The optimal contract problems with multiple agents are considered, for example, in [8], [5], [10]. It is worth mentioning that we consider heterogeneous agents, as one of our goals is to study how the characteristics of the agents (i.e., their price impact coefficients) affect the optimal choice of the portfolio of clients. Another important feature that makes the present problem non-standard is the fact that the reservation value of each agent (which represents the minimum objective value that the agent must be able to attain in order to accept a proposed contract) is determined endogenously. Indeed, we naturally assume that the reservation value of each agent equals his maximum objective value in case he decides to trade directly in the market. The latter value depends on the equilibrium strategies of other agents, which in turn depend on the contract chosen by the broker. The third distinctive feature of the present work is that, unlike the classical optimal contract problems, the broker is not constrained to offer a contract to every agent and chooses her portfolio of clients strategically. In particular, one of our main questions is to determine the optimal portfolio of clients for the broker.

To the best of our knowledge, to date there exist no results on the optimal brokerage fees in the presence of price impact and multiple agents. The recent paper [2] studies a related problem in which a single agent hires a financial intermediary to trade a risky asset on his behalf, and pays a fee (chosen by the agent) for this service. This is also related to earlier literature on delegated portfolio management: see, e.g., [4], [15], [12], [4], [3], [6], [11]. Despite obvious similarities, the important conceptual differences between the latter works and the present one are that, herein, (i) the fee is designed by the broker, (ii) multiple agents are present, and (iii) ex ante the trading strategy is determined by the client as opposed to the broker, who nevertheless does observe the strategy.

The rest of the paper is organized as follows. Section 2 introduces the model and the main objectives. Section 3 constructs optimal contracts (Proposition 1) given (arbitrary) reservation values of the agents and broker’s (arbitrary) choice of clients. Section 4 describes the unique equilibrium among those agents who are not offered a contract (i.e., among independent agents). Section 5 defines the reservation values of the agents endogenously (Definition 2) and shows how to compute the maximum objective value of the broker given an arbitrary portfolio of clients (Theorem 1). The latter result allows one to find an optimal portfolio of clients for the broker by solving a digital optimization problem. Section 6 considers several numerical experiments, where the aforementioned digital optimization problem is solved by exhaustive search and the broker’s optimal portfolio of clients, as well as the profits of the broker and of the agents, are analyzed as functions of the price impact parameters.

2 The setup

We consider \( N \) agents, each of whom can trade a single risky asset\(^1\) that follows the Almgren-Chriss model over the time interval \([0, T]\). In addition to the agents, we assume the presence of a single broker. Each agent makes a decision (once, before the trading starts) on whether he trades the asset directly or via the broker, and these decisions are represented by the vector \( \theta \in \{0, 1\}^N: \theta_i = 1 \) if and only if the \( i \)-th agent trades via the broker. For convenience, we also denote by \( N(\theta) = \{n_1, \ldots, n_r\} \subset \{1, \ldots, N\}, 0 < r < N \), the indices of the agents that trade via broker. We refer to the agents who trade via the broker as clients and to those who

\(^1\)A riskless asset is implicitly available but yields zero return.
trade directly in the market as independent. The trading activity of an independent agent affects the price of the asset via the impact coefficients of this agent. The trading of a client is done via the broker and hence affects the price of the asset via the impact coefficients of the broker. Of course, the broker may be able to offer lower price impact to her clients, but she also charges each of them a fee for this service. Even though we introduced $\theta$ as a vector of agents’ decisions, it is important to realize that these decisions are ultimately controlled by the broker, who decides whether to offer a contract to a particular agent or not (the acceptance of each offered contract is ensured by matching the reservation value of the associated agent). Therefore, in the remainder of the paper, we refer to $\theta$ as the choice of clients made by the broker.

We fix a probability space $(\Omega, \mathcal{F}, P)$ and consider a standard Brownian motion $B$ on this space. Let $\mathcal{F}_B$ be the filtration generated by the Brownian motion $B$. We define the set of admissible controls of a single agent as

$$\mathcal{U} := \{\nu \in L^2([0, T] \times \Omega), \quad \nu \text{ is } \mathcal{F}_B\text{-adapted}\}. \quad (1)$$

The (controlled) inventory of agent $i = 1, \ldots, N$, who uses a control $\nu^i$, is given by the process

$$X^i_t = x^i_0 + \int_0^t \nu^i_s ds, \quad t \in [0, T]. \quad (2)$$

Next, we recall the price process for the traded asset in the Almgren-Chriss model:

$$P_t = \mu t + \sigma B_t + \sum_{i=1}^N (1 - \theta_i) \kappa_i \nu^i_t + \kappa_0 \sum_{i=1}^N \theta_i \nu^i_t + \sum_{i=1}^N (1 - \theta_i) \lambda_i X^i_t + \lambda_0 \sum_{i=1}^N \theta_i X^i_t. \quad (2)$$

where $\{\kappa_i\}_{i=1}^N, \{\lambda_j\}_{j=1}^N$ are the coefficients of temporary and permanent price impacts of the agents, $\kappa_0, \lambda_0$ are the corresponding coefficients of the broker, $\sigma > 0$ is the volatility of the asset price, and $\mu \in \mathbb{R}$ is its drift (i.e., trading signal). For convenience, we assume that $\nu^i_T = 0$ for all $i$, so that the temporary impacts of the agents do not affect the terminal price.\footnote{This is needed to simplify the notation in (3), as the agents in our setting interact through both the permanent and the temporary impacts.}

Let $\xi^{\alpha_1}, \ldots, \xi^{\alpha_r}$ be the fees that the broker charges to her clients. We assume that the fees are of the form $\xi^i = F^i(X^i_t, P)$, with measurable $F^i : H^1([0, T], \mathbb{R}) \times C([0, T], \mathbb{R}) \to \mathbb{R}$, where $H^1$ is the Sobolev space of order one, equipped with the natural norm. A client $i \in \mathcal{N}(\theta)$ aims to maximize his expected profit:

$$J^{i, \theta}(\nu^i, \nu^{-i}, \xi^i) = \mathbb{E} \left( P_T X^i_T - \frac{\lambda_i}{2} (X^i_T)^2 - \int_0^T \nu^i_t P_t dt - \xi^i \right)$$

$$= \mathbb{E} \left( \int_0^T X^i_t \left[ \mu + \sum_{j=1}^N (1 - \theta_j) \lambda_j \nu^j_t + \lambda_0 \sum_{j=1}^N \theta_j \nu^j_t \right] dt \right. \quad (3)$$

$$- \left. \int_0^T \nu^i_t \sum_{j=1}^N (1 - \theta_j) \kappa_j \nu^j_t + \kappa_0 \sum_{j=1}^N \theta_j \nu^j_t \right] dt - \frac{\lambda_i}{2} (X^i_T)^2 - \xi^i \right),$$

where $\nu^{-i} \in \mathcal{U}^{N-1}$ denotes the trading rate of the rest of agents. Similarly, an independent agent $i \notin \mathcal{N}(\theta)$
maximizes his expected profit:

\[ J^{i, \theta}(\nu^i, \nu^{-i}, \xi^i) = \mathbb{E} \left( P_T X_T^i - \frac{\lambda_i}{2} (X_T^i)^2 - \int_0^T \nu^i_t P_t dt \right) \]

\[ = \mathbb{E} \left( \int_0^T X^i_t \left[ \mu + \sum_{j=1}^N (1 - \theta_j)\lambda_j \nu^j_t + \lambda_0 \sum_{j=1}^N \theta_j \nu^j_t \right] dt \right. \]

\[ - \int_0^T \nu_t^i \left[ \sum_{j=1}^N (1 - \theta_j)\kappa_j \nu^j_t + \kappa_0 \sum_{j=1}^N \theta_j \nu^j_t \right] dt - \left. \frac{\lambda_i}{2} (X_T^i)^2 \right). \]

**Remark 1.** In the above objectives, the penalty \(-\lambda_i (X_T^i)^2/2\) corresponds to the cost of liquidation of the inventory \(X_T^i\) by agent \(i\), over a long time period after time \(T\). Even if the agent plans to liquidate his terminal position \(X_T^i\) with the broker, in the resulting extended game the broker will charge the agent more by increasing the deterministic component of \(\xi^i\). Due to the optimality of the contract, this additional charge should be equal to the liquidation cost of the agent. Assuming that the agent does not know the inventories, and hence the execution plans, of the other agents, he computes his execution cost assuming that the additional drift in the asset price during his liquidation is only due to his permanent impact (the temporary impact can be ignored if the liquidation period is large). This can be interpreted as the agent being naive, in the sense that he does not take into account that other agents will be liquidating their positions at the same time, hence, he only includes his own impact in the execution cost. Under such an assumption it is well known that the expected execution cost of the agent is equal to \(\lambda_i (X_T^i)^2/2\), which is added to the fees that the agent pays to the broker.

For a given combination of the strategies of other agents, we define the control problem of a client \(i \in \mathcal{N}(\theta)\) and of an independent agent \(i \notin \mathcal{N}(\theta)\), respectively, as:

\[ V^{i, \theta} := \sup_{\nu^i \in \mathcal{U}} J^{i, \theta}(\nu^i, \nu^{-i}, \xi^i), \quad i \in \mathcal{N}(\theta), \]

\[ V^{i^*, \theta} := \sup_{\nu \in \mathcal{U}} J^{i^*, \theta}(\nu, \nu^{-i}), \quad i \notin \mathcal{N}(\theta). \]

**Definition 1.** Given a choice of clients \(\theta \in \{0, 1\}^N\), as well as the associated indices \(\mathcal{N}(\theta) = \{n_1, \ldots, n_r\}\) and fees \(\xi = (\xi^{n_1}, \ldots, \xi^{n_r})\), we define \(\mathcal{E}(\theta, \xi) \subset \mathcal{U}^N\) as the set of all agents’ strategies that form Nash equilibria in the game defined by (5)–(6). Namely, \(\bar{\nu} \in \mathcal{E}(\theta, \xi)\) if and only if the following two conditions hold:

\[ J^{i, \theta}(\nu^i, \nu^{-i}, \xi^i) \geq J^{i^*, \theta}(\nu^i, \nu^{-i}, \xi^i), \quad \forall \nu \in \mathcal{U}, \quad \forall i \in \mathcal{N}(\theta), \]

\[ J^{i^*, \theta}(\nu^i, \nu^{-i}) \geq J^{i^*, \theta}(\nu, \nu^{-i}), \quad \forall \nu \in \mathcal{U}, \quad \forall i \notin \mathcal{N}(\theta). \]

The objective of the broker is given by the sum of expected fees in the best equilibrium attainable with these fees:

\[ J^\theta_P(\xi) := \sup_{\nu \in \mathcal{E}(\theta, \xi)} \mathbb{E} \sum_{j \in \mathcal{N}(\theta)} \xi^j. \]

In the above, we make the standard assumption that, given a set of admissible contracts, the agents will choose an equilibrium that is best for the principal among all attainable equilibria. To ensure that \(\mathcal{E}(\theta, \xi) \neq \emptyset\) and that the agents’ reservation values are met, we introduce the set of admissible fees of the broker:

\[ \Sigma(\theta) := \{ (\xi^j)_{j \in \mathcal{N}(\theta)} : \mathcal{E}(\theta, \xi) \neq \emptyset, \text{ and } J^j(\nu, \xi^j) \geq R^j, \quad \forall j \in \mathcal{N}(\theta), \forall \nu \in \mathcal{E}(\theta, \xi) \}. \]
where $R^{i,\theta}$ is the reservation value of agent $j \in \mathcal{N}(\theta)$. Thus, we obtain the following “local” maximization problem for the broker, given a choice of clients $\theta$:

\[
V_\theta^P := \sup_{\xi \in \Sigma(\theta)} J^P_\theta(\xi) = \sup_{\xi \in \Sigma(\theta)} \sup_{\nu \in \mathcal{E}(\theta, \xi)} \mathbb{E} \sum_{j \in \mathcal{N}(\theta)} \xi_j.
\]  

(11)

The optimal contract $\xi^*$ that attains the above supremum is constructed in Section 3. Note that, in the present setting we do not assume that $R^{i,\theta}$ is given endogenously, because there is in fact a very natural endogenous definition of the reservation value of each agent. However, as the above optimal contract problem is of first-best type, with risk-neutral preferences, the value of $R^{i,\theta}$ is not important for the form of the optimal contract we design in Section 3. Therefore, in order to ease the notation, we postpone the definition of $R^{i,\theta}$ to Section 5.

Note that the “global” optimization problem of the broker is to find an optimal $\theta^* \in \{0, 1\}^N$ and respective optimal fees $\xi^*$, which amounts to solving

\[
V := \sup_{\theta \in \{0, 1\}^N} V_\theta^P.
\]  

(12)

The above is a discrete optimization problem. We do not provide a complete solution to this problem herein, assuming instead that it can be solved by an exhaustive search in case of a reasonably small $N$ or of a smaller subset of admissible $\{\theta\}$ (see Section 6). However, even to perform such an exhaustive search, one needs to have a numerically tractable representation of the value of $V_\theta^P$ for each $\theta$. The latter representation is the main subject of Sections 4, 5.

### 3 Optimal contract for a given $\theta$

The main result of this section is the following proposition which describes an optimal collection of fees offered by the broker, given a choice of clients $\theta$ and agents’ reservation values $\{R^{i,\theta}\}$.

**Proposition 1.** For any $\theta \in \{0, 1\}^N$ and $\{R^{i,\theta}\}$, the fees

\[
\xi_i^*: = -R^{i,\theta} + P_T X_T + \int_0^T \nu_t^i P_t dt - \frac{\lambda_i}{2} (X_t^i)^2, \quad i \in \mathcal{N}(\theta),
\]  

(13)

are optimal for the problem (11).

**Proof:**

It is easy to see that, with the fees (13), the objective of any agent $i \in \mathcal{N}$, given by (3), is constant and is equal to his reservation $R^{i,\theta}$. In particular, every agent $i \in \mathcal{N}$ is indifferent in which action to choose. Using this observation, let us show that, for any set of admissible fees $\{\xi_j\}_{j \in \mathcal{N}} \in \Sigma(\theta)$, we have the inclusion:

\[
\mathcal{E}(\theta, \xi) \subset \mathcal{E}(\theta, \xi^*),
\]  

(14)

where $\xi^*$ is given by (13). Indeed, for any $\tilde{\nu} = (\tilde{\nu}^1, \cdots, \tilde{\nu}^N) \in \mathcal{E}(\theta, \xi)$ and $i \in \mathcal{N}$, we have:

\[
J^{i,\theta}(\tilde{\nu}^i, \tilde{\nu}^{-i}, \xi_i^*) = R^{i,\theta} = \sup_{\nu^i \in \mathcal{U}} J^{i,\theta}(\nu^i, \tilde{\nu}^{-i}, \xi_i^*),
\]

\[
J^{i,\theta}(\tilde{\nu}^i, \tilde{\nu}^{-i}) = \sup_{\nu^i \in \mathcal{U}} J^{i,\theta}(\nu^i, \tilde{\nu}^{-i}),
\]
which implies \((\tilde{\nu}^1, \ldots, \tilde{\nu}^N) \in \mathcal{E}(\theta, \xi^*)\). Using (14) and the admissibility constraint in (10), we deduce:

\[
V^\theta_P = \sup_{\xi \in \Sigma(\theta)} \sup_{\nu \in \mathcal{E}(\theta, \xi)} \mathbb{E} \sum_{j \in \mathcal{N}(\theta)} \xi^j = \sup_{\xi \in \Sigma(\theta)} \sup_{\nu \in \mathcal{E}(\theta, \xi)} \left[ \mathbb{E} \sum_{j \in \mathcal{N}} \left( X^j_T(P_T - \frac{\lambda^j}{2}X^j_T) - \int_0^T \nu^j_t P^\theta_t dt \right) \right. \\
- \mathbb{E} \sum_{j \in \mathcal{N}} \left( X^j_T(P_T - \frac{\lambda^j}{2}X^j_T) - \int_0^T \nu^j_t P^\theta_t dt - \xi^j \right) \right] \\
\leq \sup_{\xi \in \Sigma(\theta)} \sup_{\nu \in \mathcal{E}(\theta, \xi)} \mathbb{E} \sum_{j \in \mathcal{N}} \left( X^j_T(P_T - \frac{\lambda^j}{2}X^j_T) - \int_0^T \nu^j_t P^\theta_t dt \right) - \sum_{j \in \mathcal{N}} R^j, \theta \\
\leq \sup_{\nu \in \mathcal{E}(\theta, \xi^*)} \mathbb{E} \left( \sum_{j \in \mathcal{N}} X^j_T(P_T - \frac{\lambda^j}{2}X^j_T) - \int_0^T \nu^j_t P^\theta_t dt \right) - \sum_{j \in \mathcal{N}} R^j, \theta = \sup_{\nu \in \mathcal{E}(\theta, \xi^*)} \mathbb{E} \left( \sum_{j \in \mathcal{N}} \xi^{j, *}_j \right) = J^\theta_P(\xi^*). \\
\tag{15}
\]

\[\]

4 Equilibrium strategies of independent agents

Proposition 1 shows that, for any given \(\theta\), there exists a trivial choice of optimal contracts. This provides a solution to the broker’s local problem (11). Nevertheless, to find the optimal choice of \(\theta\) that solves the global problem (12), we need to compute the value function \(V^\theta_P\) for each \(\theta\). This, in turn, requires the knowledge of the equilibrium strategies of the agents that correspond to the fees \(\xi^*\) constructed in Proposition 1, as well as the value of the broker in this Stackelberg game. The former is discussed in this section, and the latter is analyzed in Section 5.

The results of this section hold for an arbitrary fixed \(\theta \in \{0, 1\}^N\). However, for convenience, we assume that \(\mathcal{N}(\theta) = \{m + 1, \ldots, N\}\) with some \(0 \leq m \leq N - 1\).

Notice that, with the fees given by (13), the objectives of the broker’s clients do not depend on their actions nor on the actions of the independent agents. Hence, any equilibrium in the sub-game among the independent agents can trivially be extended to an equilibrium among all agents. This observation is made precise in Theorem 1 and it is only brought up here to explain why it suffices to focus on the equilibria among independent agents, which is the main subject of the remainder of this section.

We begin by noticing that the objective (4) of an independent agent, by design, is only affected by the actions of the broker and of her clients through the total order flow of the broker’s clients, denoted

\[
u := \sum_{i=m+1}^N \nu^j.
\]

We refer to \(u\) as the broker’s order flow. In particular, for the fees \(\xi^*\) constructed in Proposition 1, the objective
of an independent agent \( i \notin \mathcal{N} \) can be rewritten as
\[
J^{i, \theta}(\nu^i, \nu^{-i}) = \bar{J}^{i, \theta}(\nu^i, \nu^{-i}, u)
\]
where \( \nu^{-i} \) denotes the vector \( (\nu^1, \ldots, \nu^m) \) without the \( i \)th element and \( X_t^i = x_0^i + \int_0^t \nu_t^i ds \).

The main goal of this section is to characterize all Nash equilibria among independent agents who solve
\[
\max_{\nu \in \mathcal{U}} J_i(\nu), \quad i = 1, \ldots, m,
\]

for any given order flow of the broker \( u \in \mathcal{U} \).

**Proposition 2.** For any \( u \in \mathcal{U} \), there exists a unique Nash equilibrium \( (\tilde{\nu}^1, \ldots, \tilde{\nu}^m) \) of (17), and it is given by
\[
\tilde{\nu}^i_t = \frac{1}{\kappa_i} \left( mY^i_t - \sum_{j \neq i} Y^j_t + \kappa_0 u_t \right), \quad 1 \leq i \leq m,
\]
where \((Y, Z)\) is the unique solution of the BSDE:
\[
dY^i_t = -\left[ \mu - \frac{\gamma - \lambda_i / \kappa_i}{m + 1} Y^i_t + \sum_{j \neq i} \left( \frac{\lambda_i}{\kappa_j} - \frac{\gamma - \lambda_j / \kappa_j}{m + 1} \right) Y^j_t + \left( \lambda_0 - \frac{\gamma - \lambda_j / \kappa_j}{m + 1} \kappa_0 \right) u_t \right] dt + Z^i_t dB_t,
\]
\[Y^i_T = 0, \quad 1 \leq i \leq m.\]

and
\[
\gamma := \sum_{i=1}^m \frac{\lambda_i}{\kappa_i}.
\]

**Proof:**

Let us fix arbitrary \( u \in \mathcal{U}, 1 \leq i \leq m, \tilde{\nu}^{-i} \in \mathcal{U}^{m-1} \), and describe an optimal strategy for the agent \( i \).

Recall that the agent \( i \) maximizes the right hand side of (16). We introduce his Hamiltonian:
\[
H^i_t(\tilde{\nu}^i, \tilde{x}^i, \tilde{y}^i, \tilde{\nu}^{-i}) = \tilde{\nu}^i \tilde{y}^i + \tilde{x}^i \left( \mu + \lambda_0 u_t + \sum_{j \neq i} \lambda_j \tilde{\nu}^j \right) - \kappa_i (\tilde{\nu}^i)^2 - \tilde{\nu}^{-i} \sum_{j \neq i} \kappa_j \tilde{\nu}^j - \kappa_0 u_t \tilde{\nu}^i.
\]

Next, we observe that \( H^i_t \) is concave in \((\tilde{\nu}^i, \tilde{x}^i)\). Applying the stochastic maximum principle for the \( i \)-th agent’s problem (see, e.g., Theorem 6.4.6 in [13]), we conclude that the strategy defined by
\[
\tilde{\nu}^i_t = \frac{1}{2\kappa_i} \left( Y^i_t - \sum_{j \neq i} \kappa_j \tilde{\nu}^j - \kappa_0 u_t \right),
\]
\[
dY^i_t = -\left( \mu + \sum_{j \neq i} \lambda_j \tilde{\nu}^j + \lambda_0 u_t \right) dt + Z^i_t dB_t,
\]
\[Y^i_T = 0, \quad \tilde{\nu}^i_t = 0, \quad \tilde{x}^i_t = 0.
\]
is optimal.

Moreover, as the objective of the agent $i$ is strictly concave, we conclude that (20) defines his unique optimal strategy, given $\tilde{\nu} \in \mathcal{U}^{m-1}$. Applying the same argument for every agent $1 \leq i \leq m$, we deduce that any solution of the system (20), for $i = 1, \ldots, m$, defines a Nash equilibrium among the independent agents. By the strict concavity of the individual objectives we obtain that any Nash equilibrium is a solution to (20). Summing up the first equation in (20) over $i$, we obtain

$$\sum_{j=1}^{m} \kappa_j \tilde{\nu}_i^j = \frac{1}{m+1} \left( \sum_{j=1}^{m} Y_i^j - m \kappa_0 u_t \right),$$ \hspace{1cm} (21)

and, in turn,

$$\tilde{\nu}_i^j = \frac{1}{\kappa_i} \left( Y_i^j - \sum_{j=1}^{m} \kappa_j \tilde{\nu}_i^j - \kappa_0 u_t \right) = \frac{1}{\kappa_i} \left( Y_i^j - \frac{1}{m+1} \left( \sum_{j=1}^{m} Y_i^j - m \kappa_0 u_t \right) \right) - \kappa_0 u_t, \quad 1 \leq i \leq m.$$

Plugging the above in the second equation in (20), we obtain (19). Thus, we have shown that any Nash equilibrium is a solution to (20) and hence the uniqueness of equilibrium.

An immediate corollary of Proposition 2 is that, with $\mathcal{N}(\theta) = \{m+1, \ldots, N\}$ and with the fees $\xi^*$ given by (13), the set $\mathcal{E}(\theta, \xi^*)$ of all equilibria among the agents (see Definition 1) is given by

$$\mathcal{E}(\theta, \xi^*) = \left\{ (\tilde{\nu}_1^1(u), \ldots, \tilde{\nu}_m^m(u), \nu^{m+1}, \ldots, \nu^N) : u = \sum_{i=m+1}^{N} \nu^i, \nu^{m+1}, \ldots, \nu^N \in \mathcal{U} \right\},$$

where $(\tilde{\nu}_1^1(u), \ldots, \tilde{\nu}_m^m(u))$ are given by (18).

5 Optimization problem of the broker

As in the previous section, the results of this section hold for an arbitrary fixed $\theta \in \{0, 1\}^N$, but, for convenience, we assume that $\mathcal{N}(\theta) = \{m+1, \ldots, N\}$ with some $0 \leq m \leq N - 1$.

Herein, we turn to the control problem of the broker. Notice that, with the fees given by (13) and with the strategies of broker’s clients denoted by $(\nu^{m+1}, \ldots, \nu^N)$, the independent agents will necessarily adapt the strategies $(\tilde{\nu}_1^1(u), \ldots, \tilde{\nu}_m^m(u))$, given by (18) with $u = \sum_{i=m+1}^{N} \nu^i$, and the payoff of the broker can be written as

$$\tilde{J}_P^\theta(u, X_T^{m+1}, \ldots, X_T^N) = \mathbb{E} \left[ \int_0^T \left( X_t^0 + \sum_{i=m+1}^{N} x_i^0 \right) \left( \mu + \sum_{i=1}^{m} \lambda_i \tilde{\nu}_i^i + \lambda_0 u_t \right) dt \right. \right.$$ \hspace{1cm} (22)

$$- \int_0^T u_t \left( \sum_{i=1}^{m} \kappa_i \tilde{\nu}_i^i + \kappa_0 u_t \right) dt - \sum_{i=m+1}^{N} \frac{\lambda_i}{2} (X_T^i)^2 - \sum_{i=m+1}^{N} Ri, \theta \right],$$

where

$$X_T^0 := \int_0^T u_t dt, \quad X_T^i = x_0^i + \int_0^T u_t^i dt.$$
This implies that the value of the broker’s objective \( J^p(\xi^*) \), for the fees given by (13), can be written as

\[
J^p(\xi^*) = \sup_{u \in U} \sup_{X_T^{m+1}, \ldots, X_T^N \in \mathcal{G}} J^p(u, X_T^{m+1}, \ldots, X_T^N),
\]

(23)

where

\[
\mathcal{G} := \{ X \in \mathcal{F}^T, \text{s.t. } X = \int_0^T u_t dt, \text{ for some } u \in U \}.
\]

Next, we use (18) to deduce

\[
\sum_{i=1}^m \kappa_i \beta_i^{i,u} = \frac{m}{m+1} \sum_{i=1}^m Y_t^i - \frac{1}{m+1} \sum_{i=1}^m \left( \sum_{j=1}^m Y_t^j - Y_t^i \right) - \frac{m}{m+1} \kappa_0 u_t = \frac{1}{m+1} \sum_{i=1}^m Y_t^i - \frac{m}{m+1} \kappa_0 u_t,
\]

\[
\sum_{i=1}^m \lambda_i \beta_i^{i,u} = \frac{m}{m+1} \sum_{i=1}^m \frac{\lambda_i}{\kappa_i} Y_t^i - \frac{1}{m+1} \sum_{i=1}^m \frac{\lambda_i}{\kappa_i} \left( \sum_{j=1}^m Y_t^j - Y_t^i \right) - \frac{\gamma}{m+1} \kappa_0 u_t
\]

\[
= \sum_{i=1}^m \frac{\lambda_i}{\kappa_i} Y_t^i - \frac{\gamma}{m+1} \kappa_0 u_t = \sum_{i=1}^m \left( \frac{\lambda_i}{\kappa_i} \gamma - \frac{\gamma \kappa_0}{m+1} \right) Y_t^i - \frac{\gamma}{m+1} \kappa_0 u_t,
\]

which leads to

\[
J^p(u, X_T^{m+1}, \ldots, X_T^N) = \mathbb{E} \left[ \int_0^T \left( X_t^0 + \sum_{i=m+1}^N x_t^i \right) \left( \mu + \sum_{i=1}^m \left[ \frac{\lambda_i}{\kappa_i} - \frac{\gamma}{m+1} \right] Y_t^i + \frac{\gamma \kappa_0}{m+1} u_t \right) dt \right.
\]

\[- \frac{1}{m+1} \int_0^T u_t \left( \sum_{i=1}^m Y_t^i + \kappa_0 u_t \right) dt - \sum_{i=m+1}^N \frac{\lambda_i}{2} (X_t^i)^2 - \sum_{i=m+1}^N R^{i,\theta} \right].
\]

where \((Y, Z)\) is the unique solution to the linear BSDE (19).

Let us resolve the optimization over \( X_T^{m+1}, \ldots, X_T^N \) in (23), for each fixed \( u \) and \( \omega \). Indeed, the latter amounts to solving the quadratic minimization problem with linear constraints:

\[
\inf_{X_T^{m+1}, \ldots, X_T^N \in \mathbb{R}} \sum_{i=m+1}^N \frac{\lambda_i}{2} (X_t^i)^2,
\]

s.t. \( \sum_{i=m+1}^N (X_t^i - x_0^i) = X_T^0 \),

where we recall that \( X_T^0 \) is known given \( u \). Constructing the Lagrangian and setting its derivatives to zero, we deduce that the above infimum equals

\[
\frac{1}{2} \sum_{i=m+1}^N \frac{1}{\lambda_i} \left( X_t^0 + \sum_{i=m+1}^N x_0^i \right)^2.
\]

Thus, the broker’s objective for a fixed choice of clients \( \theta \) can be written as

\[
J^\theta_p(\xi^*) = \sup_{u \in U} J^\theta_p(u),
\]

(24)
where

\[
\tilde{J}_P^u := E \left[ \int_0^T \left( X_t^0 + \sum_{i=m+1}^N x_i^0 \right) \left( \mu + \sum_{i=1}^m \left[ \frac{\lambda_i}{\kappa_i} - \frac{\gamma}{m+1} \right] Y_t^i + \left[ \lambda_0 - \frac{\gamma\kappa_0}{m+1} \right] u_t \right) dt \right. \\
- \left. \frac{1}{m+1} \int_0^T u_t \left( \sum_{i=1}^m Y_t^i + \kappa_0 u_i \right) dt - \frac{1}{2} \sum_{i=m+1}^N \left( X_t^0 + \sum_{i=m+1}^N x_i^0 \right)^2 - \sum_{i=m+1}^N R_t^{i,\theta} \right].
\]

(25)

Let us denote \( x_0 := \sum_{i=m+1}^N x_i^0 \). The above expression can be viewed as a backward representation of \( \tilde{J}_P^u(u) \) as it involves \( Y \) that solved a BSDE. The following lemma establishes a convenient forward representation for \( \tilde{J}_P^u(u) \), which is used in the subsequent analysis.

**Lemma 1.** For any \( u \in \mathcal{U} \), we have

\[
\tilde{J}_P^u := E \left[ \int_0^T X_t^0 \left( \frac{1}{m+1} \mu + \frac{2}{m+1} \tilde{\gamma}^T C_t \right) dt + \frac{2}{m+1} \int_0^T X_t^0 \tilde{\gamma}^T e^{At} D_t dt - \frac{2}{m+1} E_T D_T \\
+ x_0 \int_0^T \tilde{\gamma}^T C_t dt - x_0 \tilde{\gamma}^T \int_0^T e^{At} D_t + x_0 \tilde{\gamma}^T \int_0^T e^{At} D_t dt \\
+ \frac{1}{2} \left( \frac{\lambda_0}{m+1} - \frac{2\gamma\kappa_0}{(m+1)^2} - \frac{1}{N \sum_{i=m+1}^{N} 1/\lambda_i} \right) (X_t^0)^2 + x_0 \left( \lambda_0 - \frac{\gamma\kappa_0}{m+1} - \frac{1}{N \sum_{i=m+1}^{N} 1/\lambda_i} \right) X_t^0 \\
- \frac{\kappa_0}{m+1} \int_0^T (u_t)^2 dt \right] + \left( \mu T x_0 - \frac{1}{2} \sum_{i=m+1}^N 1/\lambda_i \right) x_0^2 - \sum_{i=m+1}^N R_t^{i,\theta},
\]

(26)

where \( A \in \mathbb{R}^{m \times m} \), \( \tilde{\gamma} \in \mathbb{R}^m \) are defined by

\[
A_{ij} := \begin{cases} \frac{\lambda_i}{m+1} \left( \gamma - \frac{\lambda_i}{\kappa_i} \right), & i = j, \\ -\lambda_j \frac{\lambda_i}{\kappa_i} + \frac{\lambda_j}{\kappa_j}, & i \neq j, \end{cases}
\]

(27)

\[
b := \frac{(\gamma - \frac{\lambda_1}{\kappa_1}) \kappa_0}{m+1} - \lambda_0, \ldots, \frac{(\gamma - \frac{\lambda_m}{\kappa_m}) \kappa_0}{m+1} - \lambda_0 \right)^\top,
\]

(28)

and

\[
C_t := \mu e^{At} \int_t^T e^{-As} 1 ds, \quad D_t := \int_0^t u_s e^{-As} b ds, \quad E_t := \int_0^t X_s^0 \tilde{\gamma}^T e^{As} ds.
\]

(29)

**Proof:**
Integrating by parts and recalling (19), we obtain:

\[- \frac{1}{m+1} \mathbb{E} \int_0^T u_t \sum_{i=1}^m Y_t^i \, dt = - \frac{1}{m+1} \mathbb{E} \int_0^T X_t^0 \left[ m \mu - \sum_{i=1}^m \gamma - \frac{\lambda_i}{\kappa_i} Y_t^i \right] \, dt \]

\[+ (m-1) \sum_{j=1}^m \frac{\lambda_j}{\kappa_j} Y_t^j - \frac{m \gamma}{m+1} - \sum_{i=1}^m \frac{\lambda_i}{\kappa_i} \sum_{j=1}^m Y_t^j - \frac{\gamma}{m+1} \sum_{j=1}^m Y_t^j + \left( m \lambda_0 - \frac{m \gamma - \gamma}{m+1} \right) u_t \right] \, dt \]

Plugging the above into the right hand side of (25), we obtain:

\[
\dot{j}_P^0(u) = \mathbb{E} \left[ \int_0^T X_t^0 \left( \frac{1}{m+1} \mu + \frac{2}{m+1} \sum_{i=1}^m \left( \frac{\lambda_i}{\kappa_i} - \frac{\gamma}{m+1} \right) \right) Y_t^i \right] \, dt \\
+ \frac{1}{2} \left( \frac{\lambda_0}{m+1} - \frac{2 \gamma \kappa_0}{(m+1)^2} - \frac{1}{\sum_{i=m+1}^N 1/\lambda_i} \right) (X_t^0)^2 + x_0 \left( \lambda_0 - \frac{\gamma \kappa_0}{m+1} - \frac{1}{\sum_{i=m+1}^N 1/\lambda_i} \right) X_t^0 \\
+ x_0 \sum_{i=1}^m \int_0^T \left( \frac{\lambda_i}{\kappa_i} - \frac{\gamma}{m+1} \right) Y_t^i \, dt - \frac{\kappa_0}{m+1} \sum_{i=1}^m \int_0^T (u_t)^2 \, dt \right] + \left( \mu T x_0 - \frac{1}{2} \sum_{i=m+1}^N 1/\lambda_i \right) x_0^2 - \sum_{i=m+1}^N R^{i,\theta}.
\]

Next, we recall that the linear BSDE (19) has a semi-explicit solution:

\[Y_t = \mu e^{At} \int_t^T e^{-As} 1 \, ds - \mathbb{E} \left( e^{At} \int_t^T u_s e^{-As} b \, ds \mid \mathcal{F}_t \right). \quad (31)\]

Plugging the above expression into (30) and recalling the definition of $C_t$ in (29), we obtain

\[
\dot{j}_P^0(u) = \mathbb{E} \left[ \int_0^T X_t^0 \left( \frac{1}{m+1} + \frac{2}{m+1} \gamma^T C_t - \frac{2}{m+1} \gamma^T \mathbb{E} \left( e^{At} \int_t^T u_s e^{-As} b \, ds \mid \mathcal{F}_t \right) \right) \right] \, dt \\
+ x_0 \gamma^T \int_0^T C_t \, dt - x_0 \gamma^T \int_0^T \mathbb{E} \left( e^{At} \int_t^T u_s e^{-As} b \, ds \mid \mathcal{F}_t \right) \, dt \\
+ \frac{1}{2} \left( \frac{\lambda_0}{m+1} - \frac{2 \gamma \kappa_0}{(m+1)^2} - \frac{1}{\sum_{i=m+1}^N 1/\lambda_i} \right) (X_t^0)^2 + x_0 \left( \lambda_0 - \frac{\gamma \kappa_0}{m+1} - \frac{1}{\sum_{i=m+1}^N 1/\lambda_i} \right) X_t^0 \\
- \frac{\kappa_0}{m+1} \sum_{i=1}^m \int_0^T (u_t)^2 \, dt \right] + \left( \mu T x_0 - \frac{1}{2} \sum_{i=m+1}^N 1/\lambda_i \right) x_0^2 - \sum_{i=m+1}^N R^{i,\theta}.
\]

Using Fubini’s theorem and the tower property, we remove the conditional expectations in the right hand side of the above. Finally, noticing that

\[
\int_t^T u_s e^{-As} b \, ds = D_T - D_t
\]

and recalling the definition of $E_T$ (in (29)), we obtain the statement of the lemma.
Next, we introduce our main assumption.

**Assumption 1.** The parameters \( \{ \lambda_i, \kappa_i \} \) are such that
\[
2\| \hat{\gamma} \| \| b \| e^{\| A \|_2 T^2} + \lambda_0 T / 2 < \kappa_0,
\]
where \( \| \cdot \|_2 \) is the 2-norm of a matrix, \( \| \cdot \| \) denotes the Euclidean norm in \( \mathbb{R}^m \), and we recall
\[
\hat{\gamma} = \left( \frac{\lambda_1}{\kappa_1} - \frac{\gamma}{m + 1}, \ldots, \frac{\lambda_m}{\kappa_m} - \frac{\gamma}{m + 1} \right)^T, \quad b = \left( \frac{\gamma - \lambda_1/\kappa_1}{m + 1} - \lambda_0, \ldots, \frac{\gamma - \lambda_m/\kappa_m}{m + 1} - \lambda_0 \right)^T,
\]
\[
\gamma = \sum_{i=1}^m \frac{\lambda_i}{\kappa_i}, \quad A_{ij} := \begin{cases} \frac{1}{m+1} (\gamma - \lambda_i/\kappa_i), & i = j, \\ -\lambda_j/\kappa_j + \frac{1}{m+1} (\gamma - \lambda_i/\kappa_i), & i \neq j, \end{cases}
\]
When verifying the above assumption, it is convenient to recall that \( \| A \|_2 \leq \| A \|_{\text{Frob}} \), where
\[
\| A \|_{\text{Frob}} := \frac{1}{m+1} \left( \sum_{i=1}^m \frac{\gamma - \lambda_i}{\kappa_i} \right)^2 + \sum_{i=1}^m \sum_{j \neq i} \left( \frac{\lambda_i}{\kappa_j} (m+1) - \gamma + \frac{\lambda_i}{\kappa_i} \right)^2 \right)^{1/2}.
\]

The next proposition shows that the broker’s optimization problem \((24)\) is well-posed under Assumption\(1\).

**Proposition 3.** Under Assumption\(7\) there exists a unique maximizer \( u^* \) of \( \hat{J}_\mu^0 (\cdot) \) over \( \mathcal{U} \). Moreover, the optimal strategy \( u^* \) is deterministic.

**Proof:**
Using Lemma\(1\) we deduce that \( \hat{J}_\mu^0 (u) = \mathbb{E} G^u \), where
\[
G^u := \int_0^T X_t^0 \left( \frac{1}{m + 1} \mu + \frac{2}{m + 1} \hat{\gamma}^T C_t \right) dt + \frac{2}{m + 1} \int_0^T X_t^0 \hat{\gamma}^T e^{A_t} D_t dt - \frac{2}{m + 1} \int_0^T X_t^0 e^{A_t} D_t dt + x_0 \int_0^T \hat{\gamma}^T C_t dt - x_0 \hat{\gamma}^T \int_0^T e^{A_t} D_t dt + x_0 \int_0^T e^{A_t} D_t dt + \frac{1}{2} \left( \frac{\lambda_0}{m + 1} - \frac{2\gamma\kappa_0}{(m+1)^2} - \frac{1}{\sum_{i=m+1}^N 1/\lambda_i} \right) (X_0^T)^2 + x_0 \left( \frac{\lambda_0 - \gamma\kappa_0}{m + 1} - \frac{1}{\sum_{i=m+1}^N 1/\lambda_i} \right) X_0^T
\]
\[
- \frac{\kappa_0}{m + 1} \int_0^T (u_t)^2 dt + \left( \mu T x_0 - \frac{1}{2 \sum_{i=m+1}^N 1/\lambda_i} \right) x_0^2 - \sum_{i=m+1}^N R^i \theta.
\]
Next, we observe:
\[
\frac{2}{m + 1} \left| D_T e^{A_T} - \int_0^T X_t^0 \hat{\gamma}^T e^{A_t} D_t dt \right| \leq \frac{2}{m + 1} \left( \int_0^T X_t^0 \hat{\gamma}^T e^{A_t} \int_t^T e^{-A_s} b u_s ds dt \right) \leq \frac{2}{m + 1} \| \hat{\gamma} \| \| b \| e^{\| A \|_2 T^2} \left( \int_0^T |X_t^0| dt \int_0^T |u_t| dt \right) \]
\[
\leq \frac{2}{m + 1} \| \hat{\gamma} \| \| b \| e^{\| A \|_2 T^2} \left( \int_0^T |u_t| dt \right)^2 \]
\[
\leq \frac{2}{m + 1} \| \hat{\gamma} \| \| b \| e^{\| A \|_2 T^2} \int_0^T u_t^2 dt
\]
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where we used Jensen’s inequality:
\[
\left( \int_0^T |u_t| dt \right)^2 \leq T \int_0^T u_t^2 dt.
\]
The above inequality also yields
\[
(X_0^u)^2 \leq T \int_0^T (u_t)^2 dt.
\]
Collecting the above, we conclude that
\[
G^u \leq \left( \frac{2}{m+1} \|\tilde{\gamma}\| \|b\| e^{\|A\|_2T^2} - \frac{\kappa_0}{m+1} + \frac{\lambda_0 T}{2(m+1)} \right) \int_0^T (u_t)^2 dt + x_0 \tilde{\gamma} \int_0^T C_t dt - x_0 \tilde{\gamma} \int_0^T e^{At} DT + x_0 \tilde{\gamma} \int_0^T e^{At} D_t dt + \int_0^T X_0^q \left( \frac{1}{m+1} \mu + \frac{2}{m+1} \tilde{\gamma} C_t \right) dt + x_0 \left( \lambda_0 - \frac{\gamma \kappa_0}{m+1} - \frac{1}{\sum_{i=m+1}^N 1/\lambda_i} \right) X_0^T + \tilde{a},
\]
where \( \tilde{a} \in \mathbb{R} \). Notice that the second and the third lines in the right hand side of the above display are linear in \( u \). In addition, Assumption \( \| \) yields that the coefficient in front of \( \int_0^T (u_t)^2 dt \) is strictly negative, which implies that the above expression is strictly concave as a function of \( u \in U_d \), where we introduced the set of deterministic strategies \( U_d := L^2([0, T]) \). As \( G^u \) is linear-quadratic in \( u \), we conclude that it is also strictly concave (this can deduced easily by contradiction), which yields the statement of the proposition.

The above lemma shows that there is no loss of optimality in reducing the optimization problem (24) of the broker to the deterministic set of strategies \( u \in U_d = L^2([0, T]) \). As the objective \( \hat{J}_P^u \) is linear-quadratic, we can find its maximizer by setting to zero its derivative.

**Lemma 2.** The mapping \( u \mapsto \hat{J}_P^u(u) \) is Fréchet-differentiable w.r.t. the \( L^2 \)-norm on \( U_d \), and its derivative is given by the following linear functional of \( v \in U_d \):
\[
D\hat{J}_P^u(u)(v) := \int_0^T v_t \left( \frac{\mu(T-t)}{m+1} + p_t - \frac{2}{m+1} \tilde{\gamma} q_t + x_0 \left[ \lambda_0 - \frac{\gamma \kappa_0}{m+1} - \frac{1}{\sum_{i=m+1}^N 1/\lambda_i} \right] - x_0 \tilde{\gamma} r_t - \frac{2 \kappa_0}{m+1} u_t \right) dt
\]
where \( (q, p, r) \in C([0, T], \mathbb{R} \times \mathbb{R}^m \times \mathbb{R}^m) \) is the unique solution of the (non-coupled) system of ODE:
\[
dp_t = -\frac{2}{m+1} \tilde{\gamma} Y_t dt, \quad p_T = \left( \frac{\lambda_0}{m+1} - \frac{\gamma \kappa_0}{(m+1)^2} - \frac{1}{\sum_{i=m+1}^N 1/\lambda_i} \right) X_0^T,
\]
\[
dq_t = (-Aq_t + X_0^q b) dt, \quad q_0 = 0,
\]
\[
dr_t = (-Ar_t + b) dt, \quad r_0 = 0,
\]
where \( b, \tilde{\gamma} \) and \( A \) are defined in (27)–(28).

**Proof:**
For any \( u \in \mathcal{U}_d \) we define \( X^{0,u}_t := \int_0^t u_i dt \), and we introduce \( Y^u \) defined as the unique solution of the ODE:

\[
dY_t = (AY_t + bu_t - \mu t) dt, \
Y_T = 0,
\]

where \( 1 = (1, \cdots, 1)^T \in \mathbb{R}^m \). Recall (35) can be written as

\[
Y_t = \mu e^{At} \int_0^T e^{-As} 1 ds - e^{At} \int_0^T u_s e^{-As} bds.
\]

Let \( u, v \in \mathcal{U}_d \). Then,

\[
\begin{align*}
\dot{J}_p^m(u + v) - \dot{J}_p^m(u) &= \frac{\mu}{m+1} \int_0^T X^0,v ds + \frac{2}{m+1} \int_0^T X^0,u \left( \sum_{i=1}^m \frac{\lambda_i}{\kappa_i} - \frac{1}{m+1} \right) \left( Y^{i,u+v}_s - Y^{i,u}_s \right) ds \\
&+ \frac{2}{m+1} \int_0^T X^0,v \left( \sum_{i=1}^m \frac{\lambda_i}{\kappa_i} - \frac{1}{m+1} \right) \left( Y^{i,u}_s - e^{A_s} \int_s^T e^{-Ar} b v_r dr \right) ds - \frac{2\kappa_0}{m+1} \int_0^T u_s v_s ds \\
&+ \frac{1}{2} \left( \frac{\lambda_0}{m+1} - \frac{2\gamma\kappa_0}{(m+1)^2} - \frac{1}{\sum_{i=m+1}^N \lambda_i} \right) (X^0,v)^2 \\
&+ x_0 \left( \frac{\lambda_0}{m+1} - \frac{\gamma\kappa_0}{m+1} - \frac{1}{\sum_{i=m+1}^N \lambda_i} \right) X^0,v.
\end{align*}
\]

It is a standard exercise to check that the linear part (in \( u \)) of the right hand side of the above gives the desired Fréchet derivative:

\[
D\dot{J}_p^m(u)(v) := \frac{\mu}{m+1} \int_0^T X^0,v ds + \frac{2}{m+1} \int_0^T X^0,u \left( \sum_{i=1}^m \frac{\lambda_i}{\kappa_i} - \frac{1}{m+1} \right) \left( Y^{i,u+v}_s - Y^{i,u}_s \right) ds \\
+ \frac{2}{m+1} \int_0^T X^0,v \left( \sum_{i=1}^m \frac{\lambda_i}{\kappa_i} - \frac{1}{m+1} \right) Y^{i,u}_s ds + \left( \frac{\lambda_0}{m+1} - \frac{2\gamma\kappa_0}{(m+1)^2} - \frac{1}{\sum_{i=m+1}^N \lambda_i} \right) X^0,u X^0,v \\
- \frac{2\kappa_0}{m+1} \int_0^T u_s v_s ds + x_0 \left( \frac{\lambda_0}{m+1} - \frac{\gamma\kappa_0}{m+1} - \frac{1}{\sum_{i=m+1}^N \lambda_i} \right) X^0,v.
\]
Next, we rewrite $DJ^0_p(u)$ in a more convenient way. To this end, we observe:

$$
\int_0^T X^0,u \sum_{i=1}^m \left( \frac{\lambda_i}{\kappa_i} - \frac{\gamma}{m+1} \right) (Y_t^{i,u} - Y_t^{i,u}) dt = - \int_0^T X^0,u \gamma_t \int_t^T e^{A(t-s)} b v_s ds dt
$$

$$
= - \int_0^T v_t \gamma_t \int_t^1 e^{A(t-s)} b X^0,u ds dt,
$$

$$
\int_0^T X^0,u \sum_{i=1}^m \left( \frac{\lambda_i}{\kappa_i} - \frac{\gamma}{m+1} \right) Y_t^{i,u} dt = \int_0^T \left( \sum_{i=1}^m \left( \frac{\lambda_i}{\kappa_i} - \frac{\gamma}{m+1} \right) Y_t^{i,u} \right) \int_t^T v_s ds dt = \int_0^T v_t \int_t^T \gamma T Y_t^u ds dt,
$$

$$
X^0,u X^0,u = \int_0^T v_t (X^0,u) dt,
$$

$$
\int_0^T (Y_t^{u,v} - Y_t^{u,u}) dt = - \int_0^T e^{At} \int_t^T v_s e^{-As} b ds dt = - \int_0^T v_t \int_0^T e^{-A(t-s)} b ds dt.
$$

Using the above, we deduce:

$$
D J^0_p(u)(v) := \int_0^T v_t \left( \frac{\mu(T-t)}{m+1} + \frac{2}{m+1} \gamma \int_t^T Y_t^u ds - \frac{2}{m+1} \gamma T e^{-At} \int_0^T e^{As} X^0,u b ds \right)
$$

$$
+ \left[ \frac{\lambda_0}{m+1} - \frac{2\gamma \kappa_0}{(m+1)^2} - \frac{1}{\sum_{i=m+1}^N \frac{1}{\lambda_i}} \right] X^0,u_t + x_0 \left[ \lambda_0 - \frac{\gamma \kappa_0}{m+1} - \frac{1}{\sum_{j=m+1}^N \frac{1}{\lambda_j}} \right]
$$

$$
- x_0 \gamma^T e^{-At} \int_0^T e^{At} b ds - \frac{2 \kappa_0}{m+1} u_t \right) dt.
$$

Replacing (34), we obtain the statement of the lemma.

The above lemma allows us to characterize the optimal order flow of the broker in terms of the unique solution of a linear forward-backward system of ODEs, arising as a combination of (34) and

$$
dY_t = (AY_t + bu_t) dt, \quad Y_T = 0,
$$

$$
dX^0_t = \left[ \frac{\mu(T-t)}{2 \kappa_0} + \frac{(m+1)}{2 \kappa_0} p_t - \frac{1}{\kappa_0} \gamma T \right] q_t + x_0 \frac{m+1}{2 \kappa_0} \left( \lambda_0 - \frac{\gamma \kappa_0}{m+1} - \frac{1}{\sum_{i=m+1}^N \frac{1}{\lambda_i}} \right) \right) dt
$$

$$
- \frac{m+1}{2 \kappa_0} x_0 \gamma T r_t \right] dt, \quad X^0_0 = 0.
$$

**Proposition 4.** Under Assumption[7] there exists a unique classical solution $(p, q, r, Y, X^0)$ to (34), (39), and the optimal order flow $u^*_t$ of the broker is equal to $dX^0_t / dt$.

**Proof:**

By Proposition[8] we know that there exists a unique optimal control $u^* \in U_t$. Then, Lemma[2] implies that $X^0,u^* := \int_0^t u^*_s ds$ satisfies the second line of (39) for a.e. $t$, with $(p^*, q^*, r^*, Y^*)$ defined via (34) and the first line of (39). Noticing that $(p, q, r)$ are continuous, we conclude that $X^0$ is continuously differentiable and that it satisfies the second line of (39) for all $t$. Finally, for any solution $(p, q, r, Y, X^0)$ to (34), (39), the Frechet derivative of $J^0_p$ at $u_t := dX^0_t / dt$ is zero, which implies that $u = u^*$ and in turn that $(p, q, r, Y) = (p^*, q^*, r^*, Y^*)$.
The following theorem summarizes all the results we have established.

**Theorem 1.** For any \( \theta \in \{0, 1\}^N \) and any \( \{R^i,\theta\} \in \mathbb{R}^N \), the set of fees \( \xi^* = \{\xi^i,\theta\}_{i \in N(\theta)} \) given by (13) is optimal for the broker’s local optimization problem (11). Provided the broker chooses this set of fees, the following holds.

- Any choice of equilibrium strategies \( \{\nu^{i,\theta}\}_{i = 1}^N \in \mathcal{E}(\theta, \xi^*) \) that is optimal for the broker has the following structure: the strategies of independent agents, \( \{\nu^{i,\theta}\}_{i \notin N(\theta)} \), are determined uniquely by (18)–(19), and the clients’ strategies \( \{\nu^{i,\theta}\}_{i \in N(\theta)} \) can be chosen arbitrarily subject to

\[
\sum_{i \in N(\theta)} \nu^{i,\theta} = u^*, \quad X_T^{i,\theta} = x_0 + \int_0^T \nu^{i,\theta} dt = x_0 + \frac{2}{\lambda_i} \left( \int_0^T u^i dt \right),
\]

where \( u^* \) is defined in Proposition 4.

- The broker’s value \( V^\theta_p \) for a given \( \theta \), defined in (11), satisfies

\[
V^\theta_p = J^\theta_p(\xi^*) = J^\theta_p(u^*),
\]

where \( \xi^* = \{\xi^i,\theta\}_{i \in N(\theta)} \) is given by (13). \( J^\theta_p \) is defined in (25), and \( u^* \) is defined in Proposition 4.

- In any equilibrium \( \{\nu^{i,\theta}\}_{j = 1}^N \in \mathcal{E}(\theta, \xi^*) \) the value \( V^{i,\theta} \) of the optimization problem (6) of each independent agent \( i \notin N(\theta) \) is given by the right hand side of (16), with \( \{\nu^0\}_{j = 1}^N \) replaced by \( \{\nu^{i,\theta}\}_{j = 1}^N \). In addition, \( V^{i,\theta} \) is the same for any choice of \( \{\nu^{i,\theta}\}_{j = 1}^N \in \mathcal{E}(\theta, \xi^*) \) that is optimal for the broker.

Let us now propose an endogenous definition of the clients’ reservation values. Notice that these reservation values are needed in order to determine the broker’s value \( V^\theta_p \) (via (40) and (25)) The latter, in turn, is needed to determine which \( \theta \) is optimal.

**Definition 2.** For every \( \theta \in \{0, 1\}^N \) and every \( i \in N(\theta) \) we define

\[
R^{i,\theta} := V^{i,\theta'},
\]

where all entries of \( \theta' \) are equal to those of \( \theta \), except for the \( i \)-th entry which is equal to zero, and \( V^{i,\theta'} \) is given by the right hand side of (16), with \( \theta \) replaced by \( \theta' \) and with a choice of equilibrium strategies \( \{\nu^0\}_{j = 1}^N \in \mathcal{E}(\theta', \xi^*) \) that is optimal for the broker (see Theorem 1 and note that \( i \notin N(\theta') \)).

Note that the above definition is consistent, in the sense that the right hand side of (41) does not depend on \( \{R^{i,\theta'}\}_{i} \). Indeed, the right hand side of (16) depends only on \( \{\nu^0\}_{j \notin N(\theta')} \) and \( u = \sum_{j \in N(\theta')} \nu^j \). In any equilibrium that is optimal for the broker, the latter quantities are determined uniquely by (18)–(19) and by Proposition 4 and they do not depend on \( \{R^{i,\theta'}\}_{i} \).

The motivation for the above definition of a reservation value is clear. Namely, each client of the broker has an opportunity to trade directly in the market (i.e., to become an independent agent), hence, the reservation value of the client must equal the maximum objective value he can achieve by such trading.

The above definition and Theorem 1 give us a method for computing \( V^\theta_p \), for each \( \theta \). Then, an optimal \( \theta \) can be found by maximizing \( V_p \). The latter is accomplished by an exhaustive search, in the next section, which is realistic for small \( N \) or if the choices of \( \theta \) are restricted to a small enough subset of \( \{0, 1\}^N \).
6 Numerical experiments

In this section we describe five numerical simulations to study the structure of an optimal clients’ portfolio for the broker, as well as the dependence of the values (i.e., the expected equilibrium profits) of the broker and of the agents on the price impact parameters \( \{\kappa_i, \lambda_i\} \). In particular, we ask: does the broker include all agents in her optimal portfolio? does the broker prefer agents with low or high price impact coefficients? do the agents benefit from the presence of the broker? In all experiments, we fix \( \mu = 1, T = 1, x_0^i = 0 \).

6.1 Two agents, dependence of broker’s value on \( \lambda \)

In this subsection, we set \( N = 2 \), fix \( \kappa_0 = \kappa_1 = \kappa_2 = 10^{-1}, \lambda_0 = 10^{-3} \), and consider the dependence of the broker’s value on \((\lambda_1, \lambda_2)\). We generate \( M = 100 \) equidistant values \((\lambda_1, \lambda_2) \in [10^{-3}, 5 \times 10^{-2}] \times [10^{-3}, 5 \times 10^{-2}]\) and show the value of the broker in Figure 1. In this experiment, the broker optimally takes both agents as her clients (i.e., \( \theta^* = (1, 1) \)), for every value of \((\lambda_1, \lambda_2)\).

We observe that the broker’s value is larger for small \( \lambda_2 \). This can be explained as follows. Each agent benefits from the permanent impact of other agents, as they trade in the same directions (because they have the same initial inventories and observe the same signal \( \mu \)). In particular, a large value of \( \lambda_1 \) makes the second agent more optimistic about his profits in case he decides to trade directly in the market. The latter means that the second agent has larger reservation value, for which he needs to be compensated by the broker, which in turn reduces the profits of the broker from taking the first agent as a client. Analogous argument applies when \( \lambda_2 \) is large.

![Figure 1: Broker's value as a function of \( \lambda_1 \) (horizontal axis) and \( \lambda_2 \) (vertical axis).](image)

6.2 Two agents, dependence of broker’s value on \( \kappa \)

In this subsection, we set \( N = 2 \), fix \( \lambda_0 = \lambda_1 = \lambda_2 = 10^{-2}, \kappa_0 = 10^{-2} \), and consider the dependence of the broker’s value on \((\kappa_1, \kappa_2)\). We generate \( M = 100 \) equidistant values \((\kappa_1, \kappa_2) \in [10^{-2}, 10^{-1}] \times [10^{-2}, 10^{-1}]\) and show the value of the broker in Figure 2. In this experiment, the broker optimally takes both agents as her clients (i.e., \( \theta^* = (1, 1) \)), for every value of \((\kappa_1, \kappa_2)\).

We observe that the broker’s value is larger for large \((\kappa_1, \kappa_2)\). This can be explained by the fact that large \( \kappa_i \) reduces the value of agent \( i \) in case he decides to trade directly in the market, thus reducing his reservation value and in turn increasing the broker’s profit from taking this agent as a client.
6.3 Many agents, choice of portfolio via $\lambda$

In this subsection, we set $N = 100$, fix $\kappa_i = 5 \times 10^{-2}$, $\lambda_0 = 10^{-4}$, $5 \times \kappa_0 = 10^{-2}$, generate $\{\lambda_i\}_{i=1}^N$ as independent realizations of a uniform random variable on $(10^{-4}, 10^{-3})$, and consider the dependence of the broker’s local value function $V^\theta_P$ on her portfolio of clients $\theta \in \{0, 1\}^N$. As it is too computationally expensive to compute $V^\theta_P$ for all $\theta \in \{0, 1\}^N$, we restrict the analysis to the portfolios $\theta$ chosen as the 100$p$-percentile of agents with the highest or lowest $\lambda_i$: e.g., $\theta$ may be such that $\theta_i = 1$ if and only if $\lambda_i$ belongs to the bottom 10% of $\{\lambda_i\}$. The local value of the broker for $p \in [0, 1]$ is shown in Figure 3.

Figure 3 shows that it is not optimal for the broker to take too many clients: in fact, it is better to take too few than too many. It is also worth mentioning that the broker is almost indifferent between choosing the agents with high or low $\lambda$, which indicates that permanent impact coefficient is not a good metric for choosing a portfolio of clients.
6.4 Many agents, choice of portfolio via $\kappa$

In this subsection, we set $N = 100$, fix $\lambda = 10^{-4}$, $\lambda_0 = 5 \times 10^{-5}$, $\kappa_0 = 10^{-3}$, generate $\{\kappa_i\}_{i=1}^N$ as independent realizations of a uniform random variable on $(10^{-4}, 10^{-3})$, and consider the dependence of the broker’s local value function $V_{\theta P}^p$ on her portfolio of clients $\theta \in \{0, 1\}^N$. As before, we restrict the analysis to the portfolios $\theta$ chosen as the $100p$-percentile of agents with the highest or lowest $\kappa_i$. The local value of the broker for $p \in [0, 1]$ is shown in Figure 4.

Figure 4 shows, once more, that it is not optimal for the broker to take too many clients. It also shows that choosing the agents with large $\kappa$ is better than choosing those with low $\kappa$, which is natural in view of the discussion in Subsection 6.2.

Figure 5 indicates that all agents benefit from the presence of a broker, as their relative values are positive. This is explained by the fact that the broker’s price impact is lower than those of the agents. The latter allows some of the agents to reduce their trading costs by becoming broker’s clients. As a result, the overall temporary impact on the price is reduced, which benefits the other (independent) agents as well.

Figures 5 and 6 show that the relative values of the agents and the optimal portfolio of clients increase as $\kappa_0$ decreases. This is natural, as small $\kappa_0$ implies larger benefit for each agent who becomes a broker’s client and reduces the overall temporary impact on price (which benefits everyone).

6.5 Do agents benefit from the presence of a broker?

In this subsection, we set $N = 8$, $\lambda_0 = 10^{-4}$, $\lambda_i = 10^{-4} + \frac{i}{8}(10^{-4} - 10^{-3})$, $\kappa_i = 10^{-2} + \frac{i}{8}(10^{-1} - 10^{-2})$, for $i = 1, \ldots , 8$, and consider the agents’ values as $\kappa_0$ varies over $[0.001, 0.01]$. Figure 5 shows the agents’ values less their values in the absence of a broker (the latter corresponds to $\theta = 0$) – we refer to them as relative values. Figure 6 shows the optimal portfolio of clients for each $\kappa_0$.

Figure 5 indicates that all agents benefit from the presence of a broker, as their relative values are positive. This is explained by the fact that the broker’s price impact is lower than those of the agents. The latter allows some of the agents to reduce their trading costs by becoming broker’s clients. As a result, the overall temporary impact on the price is reduced, which benefits the other (independent) agents as well.

Figures 5 and 6 show that the relative values of the agents and the optimal portfolio of clients increase as $\kappa_0$ decreases. This is natural, as small $\kappa_0$ implies larger benefit for each agent who becomes a broker’s client and reduces the overall temporary impact on price (which benefits everyone).
Figure 5: Agents’ relative values across different $\kappa_0$ (vertical line) and across agents (horizontal line).

Figure 6: $\theta_i$ across different $\kappa_0$ (vertical line) and across $i$ (horizontal line).
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