Time Series Experiment Design Under One-Shot Sampling: The Importance of Condition Diversity
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Abstract—Many biological data sets are prepared using one-shot sampling, in which each individual organism provides only one sample. Time series therefore do not follow trajectories of individuals over time. However, samples collected at different times from individuals grown/raised under the same conditions share the same perturbations of the biological processes, and hence behave as surrogates for multiple samples from a single individual at different times. This implies the importance of growing/raising individuals under multiple conditions if one-shot sampling is used. This paper models the condition effect explicitly by correlated perturbations in the variations driving the expression dynamics, quantifies the performance of the generalized likelihood-ratio test for network structure, and illustrates the difficulty in network reconstruction under one-shot sampling when the condition effect is absent.

I. INTRODUCTION

Time series data is important for studying biological systems because of their dynamic nature. Ideally it is desirable to use time series with multi-shot sampling, where each individual is sampled multiple times to produce the time series data, as in Fig 1. Then the natural biological variations in different individuals can be leveraged for statistical inference, and thus inference can be made even if the samples are prepared under the same experimental condition.

Fig. 1: Multi-shot sampling. Each plant is observed four times.

However, in many experiments multi-shot sampling is not possible. Due to stress response of the organisms and/or the large amount of cell tissue required for accurate measurements, the dynamics of the relevant biological process in an individual of the organism cannot be observed at multiple times without interference. For example, in an RNA-seq experiment an individual plant is often only sampled once in its entire life, leaving the dynamics unobserved at other times. See Section II-A for a review of literature on this subject. We call the resulting time series data, as illustrated in Fig 2, a time series with one-shot sampling. Because the time series with one-shot sampling do not follow the trajectories of the same individuals, they do not capture all the correlations in the biological processes. For example, the trajectory of observations on plants 1–2–3–4 and that on 1–6–7–4 in Fig. 2 are statistically identical.

To address this problem, instead of getting multi-shot time series of single individuals, one can grow multiple individuals under each condition with a variety of conditions, and get one-shot time series of the single conditions. The one-shot samples from the same condition then become a surrogate for multi-shot samples for a single individual, as illustrated in Fig 3. In essence, if we view the condition effect on the samples

1We sometimes call the individual organism a “plant” in this paper, while the model and analysis apply to animals and microorganisms as well.

Fig. 2: One-shot sampling. Each plant is observed once.

Fig. 3: One-shot sampling with two different conditions.
as being random, then there should be a positive correlation among samples grown under the same condition. It is similar to the effect of biological variation of a single individual sampled at different times (if such sampling were possible).

For each condition, the one-shot samples at different times are also complemented by biological replicates, which are samples from independent individuals taken at the same time used to reduce measurement errors and/or biological variations. See Section II-B for a review on how replicates are used for biological inference. With a budget over the number of samples, a balance must be kept between the number of conditions, the number of sampling times and the number of replicates.

To illustrate and quantify the effect of one-shot sampling in biological inference, we introduce a simple dynamic gene expression model with a condition effect. We consider a hypothesis testing setting and model the dynamics of the gene expression levels at different sampling times by a dynamic Bayesian network (DBN), where the randomness comes from biological and environmental variations. The condition-dependent variation of gene \( j \) is the same for all plants in that condition and makes up a fraction \( \gamma_j \) of all the variation, the remaining of which is biological variation and is independent for the individuals. The fraction \( \gamma_j \) is called the condition correlation coefficient of gene \( j \) for the varying conditions and it indicates the strength of the condition effect on the expression of gene \( j \). For example, for varying temperature conditions a differentially expressed gene may have a \( \gamma \) of 0.4 while a non-differentially expressed gene may have a \( \gamma \) of 0.1.

In contrast to GeneNetWeaver [1], where the condition effect is modeled by the same random perturbation to the network coefficients, in our model the condition effect is characterized by correlation in the variation terms of the dynamics. Note in both models samples from different individuals under the same condition are statistically independent given the randomness associated with the condition.

The contributions of this paper are threefold.

1) A composite hypothesis testing on the gene regulatory network is formulated and a gene expression dynamic model that explicitly capture the per-gene condition effect and the gene regulatory interactions is proposed.

2) The performance on single-gene self-regulation recovery under one-shot and multi-shot sampling is analyzed, indicating that multiple-condition experiments can somewhat mitigate the shortcomings of one-shot sampling.

3) The difficulty of network reconstruction under one-shot sampling with no condition effect is illustrated. This difficulty connects network analysis and differential expression analysis, two common tasks in large-scale genomics studies, in the sense that the part of network involving non-differentially expressed genes may be harder to reconstruct.

The paper is organized as follows. Section II discusses the related work on one-shot sampling and biological replicates. Section III describes a hypothesis testing setting with one-shot or multi-shot time series observation model and condition correlation coefficient \( \gamma \). Section IV studies self-regulation sign recovery for a single gene. Section V shows the information limitation of network reconstruction for one-shot sampling with no condition effect. Section VI concludes this paper.

II. RELATED WORK

A. One-shot sampling in the literature

This subsection reviews the sampling procedures reported in several papers measuring gene expression levels in biological organisms with samples collected at different times to form time series data. In all cases, the sampling is one-shot, in the sense that a single plant or cell is only sampled at one time.

1) Microorganisms: In the transcriptional network inference challenge from DREAM5 [2], three compendia of biological data sets were provided based on microorganisms (E. coli, S. aureus, and S. cerevisiae), and some of the data corresponded to different sampling times in a time series. Being based on microorganisms, the expression level measurements involved multiple individuals per sample.

2) Plants: In [3], the plants are exposed to nitrate, which serves as a synchronizing event, and samples are taken from three to twenty minutes after the synchronizing event. The statement “... each replicate is independent of all microarrays preceding and following in time” suggests the experiments are based on one-shot sampling. In contrast, the state-space model with correlation between transcription factors in an earlier time and the regulated genes in a later time fits multi-shot sampling. [4] studied the gene expression difference between leaves at different developmental stages in rice. The 12th, 11th and 10th leaf blades were collected every 3 days for 15 days starting from the day of the emergence of the 12th leaves. While a single plant could provide multiple samples, namely three different leaves at a given sampling time, no plant was sampled at two different times. Thus, from the standpoint of producing time series data, the sampling in this paper was one-shot sampling. [5] devised the phenol-sodium dodecyl sulfate (SDS) method for isolating total RNA from Arabidopsis. It reports the relative level of mRNA of several genes for five time points ranging up to six hours after exposure to a synchronizing event, namely being sprayed by a hormone trans-zeatin. The samples were taken from the leaves of plants. It is not clear from the paper whether the samples were collected from different leaves of the same plant, or from leaves of different plants.

3) Animals: [6] likely used one-shot sampling for their 24, 60, 120, 168 hour time series data from mouse skeletal muscle C2C12 cells without specifying whether the samples are all taken from different individuals. [7] produced time series data by extracting cells from a human, seeding the cells on plates, and producing samples in triplicate, at a series of six times, for each of five conditions. Multiple cells are used for each sample with different sets of cells being used for different samples, so this is an example of one-shot sampling of in vitro experiment in the sense that each plate of cells is one individual. The use of (five) multiple conditions can serve as a surrogate for a single individual set of cells to
gain the effect of multi-shot sampling. Similarly, the data sets produced by [8] involving the plating of HeLa S3 cells can be classified as one-shot samples because different samples are made from different sets of individual cells. Interestingly, the samples are prepared under one set of conditions, so the use of different conditions is not adopted as a surrogate for multi-shot sampling. However, a particular line of cells was selected (HeLa S3) for which cells can be highly synchronized. Also, the paper does not attempt to determine causal interactions.

B. On biological replicates

This section summarizes how data from biological replicates is used in the analysis of experimental data for the purpose of differential expression analysis of genes, or inference of gene regulatory networks.

In many biological experiments, independent biological replicates are used to reduce the variation in the measurements and to consequently increase the power of the statistical tests. [9] studies the effect of biological replication together with dye switching in microarray experiments and recommends biological replication when precision in the measurements is desired. [10] studies the tradeoff between biological replication and sequencing depth under a sequencing budget limit in RNA-seq differential expression (DE) analysis. They propose a metric for cost effectiveness that suggests a sequencing depth of 10 million reads per library of human breast cells and 2–6 biological replicates for optimal RNA-seq DE design. A recent survey ([12]) suggests a minimum of three replicates for the usage of a minimum of six biological replicates. A recent study ([11]) on S. cerevisiae RNA-seq differential expression experiments on [11] studies the number of necessary biological replicates in 2–6 biological replicates for optimal RNA-seq DE design. They propose and sequencing depth under a sequencing budget limit in biological replication when precision in the measurements is not adopted as a surrogate for multi-shot sampling. Similarly, the data sets made from different sets of individual cells. Interestingly, the samples are prepared under one set of conditions, so the use of different conditions is not adopted as a surrogate for multi-shot sampling. However, a particular line of cells was selected (HeLa S3) for which cells can be highly synchronized. Also, the paper does not attempt to determine causal interactions.

This section formulates the hypothesis testing problem of learning the structure of the gene regulatory network (GRN) from gene expression data with one-shot or multi-shot sampling. The GRN is characterized by an unknown adjacency matrix. Given the GRN, a dynamic Bayesian network model is used for the gene expression evolution with time. A parameter $\gamma_j$ is used for each gene $j$ to explicitly capture the correlation between the variations in the gene expression levels of the individuals under the same experimental condition.

A. Notation

For any positive integer $n$, let $[n] = \{1, 2, \ldots, n\}$. We use $(f(x))_{x \in \mathcal{X}}$ to denote the family of elements in the set $\{f(x): x \in \mathcal{X}\}$ indexed by the index set $\mathcal{I}$, the indicator function on a statement or a set $P$ is denoted by $1_P$. The $n$-by-$n$ identity matrix is denoted by $I_n$. The transpose of matrix $A$ is denoted by $A^\top$.

B. Model for gene regulatory network topology

Let $n$ be the number of genes and let $A \in \mathbb{R}^{n \times n}$ be the unknown adjacency matrix of the GRN. The sign of the entry $a_{ij}$ of $A$ for $i \neq j$ indicates the type of regulation of $j$ by $i$, and the absolute value the strength of the regulation. A zero entry $a_{ij} = 0$ with $i \neq j$ indicates no regulation of $j$ by $i$. The diagonal of $A$ characterizes gene self-regulation. Let $\mathcal{G} = \{G_1, G_2, \ldots, G_{|\mathcal{G}|}\}$ be a finite set of network structures and let $D$ be a mapping from $\mathbb{R}^{n \times n}$ to $\mathcal{G}$. Then $\mathbb{R}^{n \times n}$ is partitioned by the associated network structures. Fix a loss function $l: \mathbb{G}^2 \to \mathbb{R}$. Let $Y \in \mathcal{Y}$ be the random observation and let $\delta: \mathcal{Y} \to \mathcal{G}$ be an estimator for the structure. The performance of an estimator is evaluated by the expected loss $\mathbb{E}l(D(A), \delta(Y))$. This is a hypothesis testing problem with composite hypotheses $\{D^{-1}(G): G \in \mathcal{G}\}$. This paper considers network reconstruction up to regulation type with $D(A) = (\text{sgn}(A_{ij}))_{(i,j) \in [n] \times [n]}$ and $l(S, S') = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{n} I_{\{S_{ij} \neq S'_{ij}\}}$, where $\text{sgn}(s) = 1_{\{s > 0\}} - 1_{\{s < 0\}}$. In other words, the expected loss is the fraction of ordered pairs of genes with wrong signs. The observation model of $Y$ is described in Sections III-C and III-D.

C. Model for gene expression dynamics

This subsection models the gene expression dynamics of individuals by dynamic Bayesian networks with a parameter $\gamma_j$ for gene $j$, which is the condition correlation coefficient of variation in the expression level dynamics of gene $j$.

Let $K$, $T$ and $C$ be the number of individuals, sampling times, and conditions, respectively. Let $X_k^j(t) \in \mathbb{R}$ be the expression level of gene $j \in [n]$ in individual $k \in [K]$ at time $t \in [T]$, and let $c_k \in [C]$ be the label that indicates the condition for individual $k$. The gene expression levels evolve
variables that are used to drive the dynamics, and \( \gamma \) are collections of independent standard Gaussian random variables. Note that for fixed \( \sigma \) and \( k \), the fraction of condition-dependent variation for gene \( j \), and hence \( \frac{\text{condition-dependent variation}}{\text{biological variation}} \), is the same for all \( j \) and \( k \). Under multi-shot sampling, the samples under different conditions are independent and hence uncorrelated. Consider \( Y^{c,r,t} \) and \( Y^{c',r',t'} \), which are two samples under the same condition and collected at times \( t \) and \( t' \). The covariance matrix between \( Y^{c,r,t} \) and \( Y^{c',r',t'} \) is the sum of the covariance matrices of their common variations at times \( \tau \) for \( 1 \leq \tau \leq t \wedge t' \) multiplied by \( (A^*)^{-\tau} \) on the left and \( A^{t' - \tau} \) on the right, plus covariance for the observation noise. The covariance matrices of the variations are identity if the two samples are from the same individual (i.e., \( r = r' \)), and the diagonal matrix \( \Gamma = \text{diag}(\gamma_1, \gamma_2, \ldots, \gamma_n) \) otherwise. This yields:

\[
\mathbb{E}(Y^{c,r,t} Y^{c',r',t'}) = \begin{cases}
\sum_{\tau=1}^{t \wedge t'} (A^*)^{-\tau} A^{t'-\tau} + \sigma_Z^2 I_{t-t'} & \text{if } (c, r) = (c', r'), \\
\sum_{\tau=1}^{t \wedge t'} (A^*)^{-\tau} \Gamma A^{t'-\tau} & \text{if } c = c' \text{ and } r \neq r', \\
0 & \text{if } c \neq c'.
\end{cases}
\]

Under one-shot sampling the only difference compared with multi-shot sampling is that two samples indexed by \( (c, r, t) \) and \( (c, r', t') \) are from different individuals if \( t \neq t' \). So

\[
\mathbb{E}(Y^{c,r,t} Y^{c',r',t'}) = \begin{cases}
\sum_{\tau=1}^{t \wedge t'} (A^*)^{-\tau} A^{t'-\tau} + \sigma_Z^2 I_{t-t'} & \text{if } (c, r, t) = (c', r', t'), \\
\sum_{\tau=1}^{t \wedge t'} (A^*)^{-\tau} \Gamma A^{t'-\tau} & \text{if } c = c' \text{ and } (r, t) \neq (r', t'), \\
0 & \text{if } c \neq c'.
\end{cases}
\]

For any fixed network structure estimator:

1) If \( \gamma_j = 1 \) for all \( j \) and \( C, R \) and \( T \) are fixed, the joint distribution of the data is the same for both types of sampling. (So the performance of the estimator would be the same for multi-shot and one-shot sampling.)

2) If \( \gamma_j = 1 \) for all \( j \) and \( \sigma_Z^2 = 0 \) (no observation noise) and \( C, T \) are fixed, the joint distribution of the data is the same for both types of sampling (as noted in item 1) and any replicates beyond the first are identical to the first. (So the performance of the estimator can be obtained even if all replicates beyond the first are discarded.)

3) Under multi-shot sampling, when \( C, R, T \) are fixed with \( R = 1 \), the joint distribution of the data does not depend on \( \gamma \) for all \( \gamma \in [0, 1] \). (So the performance of the estimator would be the same for all \( \gamma \in [0, 1] \).)
B. GLRT

The GLRT (see, e.g., page 38, Chapter II.E in [15]) is given by \( \delta(y) = D(\hat{A}_M(y)) \), where \( \hat{A}_M(y) \) is the maximum-likelihood estimate for \( A \) based on the covariance of \( Y \) in Section IV-A given the observation \( Y = y \).

**Proposition 1**: Suppose all genes have the same condition effect; i.e., \( \gamma_j = \gamma \) for all \( j \in [n] \). Then GLRT (with the knowledge of \( \gamma \)) has the following properties.

1) Under multi-shot sampling with \( \sigma_Z^2 = 0 \) (no observation noise), the GLRT performance for sign estimation will be the same for all \((R, \gamma)\) excluding \((R \geq 2, \gamma = 1)\).

2) Under one-shot sampling and \( \gamma = 0 \), the log likelihood of the data as a function of \( A \) (i.e. the log likelihood function) is invariant with respect to replacing \( A \) by \( \bar{A} \). (So, for the single-gene \( n = 1 \) case, the log likelihood function is an even function of \( A \), so the GLRT will do no better than random guessing.)

For 2 it suffices to notice in (6) the covariance is invariant with respect to changing \( A \) to \( -A \). A proof of 1 is given below.

**Proof of 1**: We first prove it for the case of a single gene with constant \( T \) and a constant number of individuals, \( CR \). To do that we need to look at the likelihood function closely.

Because the trajectories for different conditions are independent (for given parameters \((A, \gamma)\)), we shall first consider the case with a single condition; i.e., \( C = 1 \). There are hence \( R \) trajectories of length \( T \). Then the covariance matrix of the length-\( R \) driving vector used at time \( t \) for the trajectories is

\[
\text{Cov}(W(t)) = (1 - \gamma)I_R + \gamma I_R =: \Sigma.
\]

When \( \gamma > 0 \), \( \Sigma \) is not the identity matrix multiplied by some constant; i.e., the noise vector \( W(t) \) is colored across replicates. It can be checked when \( \gamma < 1 \) the matrix \( \Sigma \) is positive definite. Then there exists an orthogonal matrix \( U \) and a diagonal matrix \( \Lambda \) with positive diagonal elements such that \( \Sigma = U \Lambda U^* \). Let \( \Sigma^{-1/2} = U \Lambda^{-1/2} U^* \) and let

\[
\tilde{X}(t) = \Sigma^{-1/2} X(t), \quad \tilde{W}(t) = \Sigma^{-1/2} W(t)
\]

for all \( t \in [T] \). Then the trajectories for the \( R \) replicates in a single condition become:

\[
\tilde{X}(t + 1) = \tilde{X}(t) A + \tilde{W}(t + 1).
\]

It can be checked that after the linear transformation by \( \Sigma^{-1/2} \), which does not depend on \( A \), the new driving vectors are white (i.e., \( \text{Cov}(\tilde{W}(t)) = I_R \)). It follows that the distribution of \( \tilde{X}([A, \gamma]) \) is the same as the distribution of \( X([A, 0]) \) (i.e. \( \gamma = 0 \)). Therefore, for \( x = (x(t))_{(t, r) \in [R] \times [T]} \), if we let \( L_X(x|A, \gamma) \) denote the likelihood of \( X = x \) for parameters \( A, \gamma \), then

\[
L_X(x|A, \gamma) = L_X(\tilde{X}|A, \gamma) d(R, T, \gamma) = L_X(\tilde{x}A, 0) d(R, T, \gamma),
\]

where \( d(R, T, \gamma) = (\det \Sigma)^{-T/2} \) is a function of \( R, T \) and \( \gamma \), and \( \tilde{x}(t) = \Sigma^{-1/2} x(t) \).

Now consider the likelihood function for all \( CRT \) samples with general \( C \). It is the product of \( C \) likelihood functions for the samples prepared under the \( C \) different conditions. It is thus equal to \( d(R, T, \gamma)^C \) times the likelihood of the transformed expression levels \( \tilde{x} \), which is the likelihood function for \( \gamma = 0 \) and a total of \( CRT \) samples. The form of the product depends on \( C \) and \( R \) only through \( CR \), because under the transformation, all \( CR \) trajectories are independent. Hence, for fixed \( A, \gamma, C, R, T \) the distribution of the maximum likelihood estimate of \( A \) when the samples are generated using a given \( \gamma > 0 \) (so the \( R \) individuals under each condition are correlated) and the likelihood function also uses \( \gamma \), is the same as the distribution of the maximum likelihood estimate of \( A \) when \( \gamma = 0 \) (in which case the \( CR \) individual trajectories are independent and identically distributed). Formally,

\[
\mathbb{E}_\gamma l(D(A), \delta(Y)) = \mathbb{E}_\gamma l(D(A), D(\arg\max L_X(X|A, \gamma))) = \mathbb{E}_\gamma l(D(A), D(\arg\max L_X(\tilde{X}|A, 0))) = \mathbb{E}_0 l(D(A), D(\arg\max L_X(X|A, 0))) = \mathbb{E}_0 l(D(A), \delta(Y)),
\]

where \( \mathbb{E}_\gamma \) denotes that the condition effect of the random elements \( X \) and \( Y \) is \( \gamma \). The above fails if \( \gamma = 1 \) and \( R \geq 2 \) because then \( \Sigma \) is singular. It also fails if \( \gamma \) is unknown to the GLRT.

For the general model with multiple genes, if \( \gamma \) is the same for each gene, 1) holds as before – for the proof, apply left multiplication by \( \Sigma^{-1/2} \) for each gene, time, and condition to all \( R \) samples in the condition. View (2) as an update equation for an \( R \times n \) matrix for each group of \( R \) samples in one condition. One column of length \( R \) per gene, and one row per sample.

\[\blacksquare\]

C. Simulations

The Gaussian linear model is used to simulate one-shot sampling data with a single gene. In order to compare one-shot and multi-shot sampling, we view the main expense to be proportional to the number of samples. We thus fix a total budget of \( CRT = 180 \) samples and consider full factorial design with \( C \) and \( R \) varying with \( CR = 30 \), and \( T = 6 \). Results are plotted in Fig. 4. The four plots on the left are for one-shot sampling and the four on the right are for multi-shot sampling. For each plot the observed probability of sign (of \( A \)) error is shown for \( \gamma \in \{0, 0.2, 0.4, 0.6, 0.8, 1.0\} \) and for \( R \) ranging over the divisors of 30 from smallest to largest. Plots 4a–4d show the performance for the GLRT algorithm assuming no observation noise (\( \sigma_Z^2 = 0 \)) and known \( \gamma \). Plots 4e–4h show the performance for the GLRT algorithm assuming observation noise with known variance \( \sigma_Z^2 = 1 \), and with both \( \gamma \) and \( A \) unknown to the algorithm.

The numerical simulations reflect the following observations implied by the analytical model.

1) Under one-shot sampling, when \( \gamma = 0 \), the GLRT is equivalent to random guessing.
2) The GLRT performs the same under one-shot and multi-shot sampling when \( \gamma = 1 \).
3) Under no observation noise, the performance for multi-shot sampling is the same for all \( \gamma < 1 \).

Some empirical observations are in order.

1) Multi-shot sampling outperforms one-shot sampling (unless \( \gamma = 1 \), where they have the same error probability).
2) For one-shot sampling, the performance improves as \( \gamma \) increases. Regarding the number of replicates \( R \) per condition, if \( \gamma = 0.2 \) (small condition effect), a medium number of replicates (2 to 5) outperforms the single replicate strategy. For larger \( \gamma \), one replicate per condition is the best.
3) For multi-shot sampling, performance worsens as \( \gamma \) increases. One replicate per condition \( (R = 1) \) is best.
4) Comparing 4a–4d vs. 4e–4h, we observe that the performance degrades with the addition of observation noise, though for moderate noise (\( \sigma_Z = 1.0 \)) the effect of observation noise on the sign error is not large. Also, the effect of the algorithm not knowing \( \gamma \) is not large.

---

V. INFORMATION LIMITATION FOR RECONSTRUCTION UNDER ONE SHOT SAMPLING WITHOUT CONDITION EFFECT

In previous sections we see that when \( \gamma_j = 0 \) for all \( j \), GLRT is the same as random guessing for the single gene case. This leads us to the following question: is the network reconstruction with no condition effect \( (\gamma_j = 0) \) for all \( j \) information theoretically possible? In this section we examine this question under general estimator-independent settings. Note in this case the trajectories of all individuals are independent given \( A \) regardless of \( (c_k)_{k \in [K]} \).

As we have seen in Proposition 1 part 2, when \( \gamma_j = 0 \) for all \( j \), the distribution of the observed data \( Y \) is invariant under adjacency matrix \( A \) or \(-A\), implying any estimator will have a sign error probability no better than random guessing for the average or worst case over \( A \) and \(-A\). Here, instead of sign error probability, we consider the estimation for \( A \) itself.

The extreme case with infinite number of samples available for network reconstruction is considered to give a lower bound on the accuracy for the finite data case. Note that with infinite number of samples a sufficient statistic for the estimation of the parameter \( A \) is the marginal distributions of \( X^t(t) \); no information on the correlation of \( X^t(t)_{t \in [T]} \) across time \( t \) can be obtained. A similar observation is made in [16] for sampling stochastic differential equations.

We first consider the transient case with \( X(0) = 0 \) as stated in Section III-C. With infinite data the covariance matrix \( \Sigma_t \) is

\[
\text{Cov}(X(t)) = \sum_{\tau=1}^{t} (A^\tau)^{t-\tau} A^{t-\tau} \text{ can be recovered for } t \in [T].
\]

Now we want to solve \( A \) from \( (\Sigma_t)_{t \in [T]} \). As a special case, if \( A^* A = \rho I_n \) (i.e., \( \rho^{-1/2} A \) is orthogonal) then we will have \( \Sigma_t = \sum_{\tau=1}^{t} \rho^\tau I_n \). As a result, given \( (\Sigma_t)_{t \in [T]} \) in the above form, \( A \) can only be determined up to orthogonality, with \( \frac{n(n-1)}{2} \) degrees of freedom remaining. In general case it is not clear if \( A \) can be recovered from \( (\Sigma_t)_{t \in [T]} \).

Now consider the case where \( X^k \) is in steady state; i.e., \( X(0) \) is random such that \( \text{Cov}(X(t)) \) is invariant with \( t \). With infinite amount of data we can get the covariance matrix \( \Sigma_t \), which satisfies \( \Sigma = A^* \Sigma A + I \). Since covariance matrices are symmetric, we have \( \frac{n(n+1)}{2} \) equations for \( n^2 \) variables in \( A \). Thus \( A \) is in general not determined by the equation uniquely. In fact, note that \( \Sigma \) is positive definite. Then by eigendecomposition \( \Sigma = QAQ^* \), where \( Q \) is an orthogonal matrix and \( A \) the diagonal matrix of the eigenvalues of \( \Sigma \). Then \( \Lambda = (Q^* A Q)^* \Lambda (Q^* A Q) + I \). Let \( B = QAQ^* \). Then \( \Lambda = B^* A B \). By the Gram–Schmidt process, \( B \) can be determined with \( \frac{n(n-1)}{2} \) degrees of freedom. So the network cannot be recovered from the stationary covariance matrix.

VI. CONCLUSION

One-shot sampling can miss a lot of potentially useful correlation information. Often gene expression data collected from plants is prepared under one-shot sampling. One factor that can partially mitigate the shortcomings of one-shot sampling is to prepare samples under a variety of conditions or perturbations. Samples grown under the same condition can then be thought of as a surrogate for an individual plant.
To clarify issues and take a step towards quantifying them, we propose a model with a parameter $\gamma \in [0, 1]$ which is the correlation coefficient induced by preparation of samples under the same condition. The model includes the joint expression level dynamics of multiple genes, although in this paper we focused on the case of a single gene and its self-regulation.

Our results suggest that the preparation of samples under different conditions can help mitigate the shortcomings of one-shot sampling. However, this comes with several caveats. (i) Multi-shot sampling outperforms one-shot sampling in the numerical simulations presented for a single gene network. (ii) Not all genes are responsive to changes in conditions. Thus, the condition effect is gene dependent (which is why we introduced gene dependent $\gamma_j$ in our multiple gene model). While we found that not knowing $\gamma$ for a single gene (but estimating it) did not significantly degrade the performance, it remains to know if the same holds for the multi-gene model. In addition, parts of the network involving genes not differentially expressed with conditions may be more difficult to infer. (iii) There is little agreement across the biology literature about how to model the impact of condition on the gene regulatory network. In some cases, it is not even clear that we are observing the same network structure as conditions vary.

**APPENDIX A**

**JOINT $A, \gamma$ AND OBSERVATION NOISE ESTIMATION**

The simulation results in Fig. 4 are for the GLRT estimator that is assumed to know the total variation level of the driving random variable (i.e. the $W_j(t)$ random variables), which for brevity we normalized to one. To account for not knowing the variance we could multiply the $W$'s by a positive parameter $\sigma$, such that $\sigma$ that is not known to the algorithm. In addition, it was assumed that the GLRT knows the variance of the observation noise, $\sigma_Z^2$. This section presents additional simulations, for a GLRT estimator that needs to estimate all four parameters, $A$, $\gamma$, $\sigma$, and $\sigma_Z$, again for recovery of the sign of regulation for a single gene. The sign error rates with the true $A = 0.1, 0.5$ and one-shot and multi-shot sampling are shown in Fig. 5. It can be seen in comparison with Fig. 4 that the performance of GLRT is not significantly worse without the knowledge of $\sigma$ and $\sigma_Z$.

The scatter plots of the estimate $\hat{A}$ against the actual $A$ and that of the estimate $\hat{\gamma}$ against the actual $\gamma$ with different joint prior on $A$ and $\gamma$ and $C = 10$, $R = 3$, $T = 6$ are shown in Figs. 6–10. Each plot is based on 1000 simulations. For all these figures, the plots on the left are for one-shot sampling and the plots on the right are for multi-shot sampling. Also, for all these figures the GLRT algorithm did not have access to $\sigma$ and $\sigma_Z$. Fig. 6 shows scatterplots that indicate how well $A$ and $\gamma$ can be estimated when the true value of $(A, \gamma)$ is uniformly distributed over $[-1, 1] \times [0, 1]$. Figs 7–10 show how well $A$ and $\gamma$ can be estimated when only one of these parameters is uniformly distributed and the other is fixed at 0.1 or 0.5.

We can see that for all cases shown, the estimates of $A$ and $\gamma$ are more accurate for multi-shot sampling vs. one-shot sampling. Comparing Figs. 7 and 8, we see that increasing $A$ slightly helps the estimate of $\gamma$. Comparing Figs. 9 and 10, we see that increasing $\gamma$ greatly improves the estimation of $A$ for one-shot sampling, while it slightly hurts the estimation of $A$ for multi-shot sampling. These observations are consistent with the performance of GLRT for sign recovery seen in Figs. 4 and 5. Namely, for one-shot sampling the performance significantly improves as $\gamma$ increases, while for multi-shot sampling the performance slightly degrades as $\gamma$ increases (but it is much worse for $\gamma \approx 1$).
(a) Histogram of $\hat{A}$ for fixed $A = 0.1$ with one-shot sampling.

(b) Histogram of $\hat{A}$ for fixed $A = 0.1$ with multi-shot sampling.

(c) $\hat{\gamma}$ against $\gamma$ with one-shot sampling and fixed $A = 0.1$. $\rho = 0.87$.

(d) $\hat{\gamma}$ against $\gamma$ with multi-shot sampling and fixed $A = 0.1$. $\rho = 0.88$.

Fig. 7: Joint estimation plots with $\sigma = 1$, $\sigma_Z = 1$, fixed $A = 0.1$ and $\gamma \sim \text{Unif}(0, 1)$.

---

(a) Histogram of $\hat{A}$ for fixed $A = 0.5$ with one-shot sampling.

(b) Histogram of $\hat{A}$ for fixed $A = 0.5$ with multi-shot sampling.

(c) $\hat{\gamma}$ against $\gamma$ with one-shot sampling and fixed $A = 0.5$. $\rho = 0.88$.

(d) $\hat{\gamma}$ against $\gamma$ with multi-shot sampling and fixed $A = 0.5$. $\rho = 0.89$.

Fig. 8: Joint estimation plots with $\sigma = 1$, $\sigma_Z = 1$, fixed $A = 0.5$ and $\gamma \sim \text{Unif}(0, 1)$.

---

(a) $\hat{A}$ against $A$ with one-shot sampling and fixed $\gamma = 0.1$. $\rho = 0.41$.

(b) $\hat{A}$ against $A$ with multi-shot sampling and fixed $\gamma = 0.1$. $\rho = 0.98$.

(c) Histogram of $\hat{\gamma}$ for fixed $\gamma = 0.1$ with one-shot sampling.

(d) Histogram of $\hat{\gamma}$ for fixed $\gamma = 0.1$ with multi-shot sampling.

Fig. 9: Joint estimation scatter plots with $\sigma = 1$, $\sigma_Z = 1$, fixed $\gamma = 0.1$ and $A \sim \text{Unif}([-1, 1])$.

---

(a) $\hat{A}$ against $A$ with one-shot sampling and fixed $\gamma = 0.5$. $\rho = 0.82$.

(b) $\hat{A}$ against $A$ with multi-shot sampling and fixed $\gamma = 0.5$. $\rho = 0.97$.

(c) Histogram of $\hat{\gamma}$ for fixed $\gamma = 0.5$ with one-shot sampling.

(d) Histogram of $\hat{\gamma}$ for fixed $\gamma = 0.5$ with multi-shot sampling.

Fig. 10: Joint estimation plots with $\sigma = 1$, $\sigma_Z = 1$, fixed $\gamma = 0.5$ and $A \sim \text{Unif}([-1, 1])$. 
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