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Abstract: Educational assessments, specifically standardized and normalized exams, owe most of their foundations to psychological test theory in psychometrics. While the theoretical assumptions of these practices are widespread and relatively uncontroversial in the testing community, there are at least two that are philosophically and mathematically suspect and have troubling implications in education. Assumption 1 is that repeated assessment measures that are calculated into an arithmetic mean are thought to represent some real stable, quantitative psychological trait or ability plus some error. Assumption 2 is that aggregated, group-level educational data collected from assessments can then be interpreted to make inferences about a given individual person over time without explicit justification. It is argued that the former assumption cannot be taken for granted; it is also argued that, while it is typically attributed to 20th century thought, the assumption in a rigorous form can be traced back at least to the 1830s via an unattractive Platonistic statistical thesis offered by one of the founders of the social sciences—Belgian mathematician Adolphe Quetelet (1796–1874). While contemporary research has moved away from using his work directly, it is demonstrated that cognitive psychology is still facing the preservation of assumption 1, which is becoming increasingly challenged by current paradigms that pitch human cognition as a dynamical, complex system. However, how to deal with assumption 1 and whether it is broadly justified is left as an open question. It is then argued that assumption 2 is only justified by assessments having ergodic properties, which is a criterion rarely met in education; specifically, some forms of normalized standardized exams are intrinsically non-ergodic and should be thought of as invalid assessments for saying much about individual students and their capability. The article closes with a call for the introduction of dynamical mathematics into educational assessment at a conceptual level (e.g., through Bayesian networks), the critical analysis of several key psychological testing assumptions, and the introduction of dynamical language into philosophical discourse. Each of these prima facie distinct areas ought to inform each other more closely in educational studies.
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1. Introduction

Education is a curious discipline in that it does not, in the strictest sense, have its own clear methodology. What cohesion does exist in the field has come from the fusion of educational practitioners and various disciplines including, but not limited to, history, psychology, sociology, and philosophy [1]. Further, to a large extent, contemporary education has only come to know itself through the language of business after the rise of neo-liberal philosophies (e.g., one ‘delivers’ curriculum, content ought to be ‘efficient’).¹ Ultimately, I believe such an interdisciplinary approach is a strength of educational studies. Still,
with so many actors using different methodologies with different ideological structures in the Ricoeurian sense [3], coupled with education having its norms dictated within the political sphere, there are many problematic features of education, even when using critical pedagogy, that have failed to be adequately discussed.

One of the many ‘arms’ of education that helps push the discipline forward as an accumulating body of diverse perspectives is educational assessment—with the most recognizable form of assessment in contemporary times being seen in standardized tests. Standardized educational assessment carries at least two features largely ignored by contemporary practitioners—both seemingly problematic. The first is a Platonistic-esque assumption found in standardized educational assessment (e.g., College Board’s SAT) and cognitive psychology that has yet to be fully grappled with after psychology’s empirical turn. The assumption can be traced back to at least Adolphe Quetelet’s (1796–1874) explicitly Platonistic work; Quetelet is a Belgian mathematician and astronomer who drastically impacted the social sciences even though he is largely ignored in education [4]. I argue that the assumption, namely that the arithmetic mean from psychological tools ‘picks out’ some stable and quantitative psychological property, is derivative from Platonism, but was never properly addressed in psychology due to Quetelet’s work being swept up in several historical movements (e.g., Mental Testing and Eugenics); as such, Quetelet became understudied until recently [5].

This assumption about the arithmetic mean essentially modeling some stable and quantitative psychological property is closely related to a consequential difference in the definition of ‘measurement’, which is discussed thoroughly by Michell [6]. It might be helpful to understand the split definitions for clarity. In the natural sciences, measurement is of quantitative attributes where “[q]uantitative attributes are distinguished from non-quantitative attributes by the possession of additive structure” ([7], p. 401). For realists about measurement, like myself, it is typically assumed that the question of whether a given attribute has additive structure requires experimental data. For example, does the systematic assignment of the unit kilogram (kg) to the hypothesized attribute of an object’s mass make sense as something that is additive (assuming we did not already use mass as a quantitative metric)? Suppose an object, O1, has what is defined as 1 kg in mass and a duplicate of O1, O2, is combined with O1. If the expected unit mass is additive to twice itself, and indeed is so empirically irrespective of irrelevant conditions (e.g., the time they are stacked does not matter, nor does the time of day), this would be empirical evidence that mass is quantitative. It follows here that “[t]he issue of whether or not any attribute is measurable is an empirical one” ([7], p. 401). This, however, is distinct from the other definition of measurement that is attributable to thinkers like Stevens (e.g., [8,9]) and Kelley [10] where measurement is merely the systematic (i.e., rule-based) assignment of numbers to objects or events ([11], pp. 650–659 for discussion). In fact, Kelley, a student of the arguable founder of modern educational psychology, Edward Lee Thorndike, claimed the following:

> Our mental tests measure something, we may or may not care what, but it is something which it is to our advantage to measure, for it augments our knowledge of what people can be counted on to do in the future. The measuring device as a measure of something that it is desirable to measure comes first, and what it is a measure of comes second ([10], p. 86).

In this way, it has been claimed that “[a]s Pythagoreans [who believe that nature is quantitative in structure simpliciter and such structure can be uncovered via mathematics], psychometricians accepted it as an article of faith that psychological tests must measure something, even if it is not known what” ([11], p. 655). In terms of the history of philosophy, (Neo)pythagoreanism was mostly absorbed into (Neo)platonism in 4 CE [12]. In engaging with Quetelet’s work, I will show that assumption one is not merely an ancient idea reborn

---

2 Note that “Platonism” and “Neoplatonism” are being used here for the sake of simplicity, but Quetelet can be considered as a mix between Neoplatonist and Platonism as they are traditionally defined; his position will become clearer through the quotations of his writing later in this work.
in the mid-20th century, but rather that the assumption has persisted through time and through various intellectual movements.

As I will show, this distinction in the definition of measurement is relevant to modern assessment because, for someone like Michell, it must be demonstrated empirically that there is some structure that is explicitly additive to make claims about some stable psychological trait prior to creating an operational definition, whereas for Stevens or Kelley it is enough to systematically assign values to a system to uncover patterns. For example, for Michell it would not make sense to measure intelligence prior to knowing what intelligence is and showing the structure itself is quantitative, whereas for Kelley it makes sense to guess at what intelligence is and try to measure it with a systematic but arbitrary rule in order to help predict the actions or ability of a given person in the context of group trends—though more on this in Section 3. This difference shows that those like Stevens have an extra burden of proof on their rule-based approach beyond whether or not a tool is considered valid and therefore their assumption is not applicable everywhere. The general approach being critiqued is that of those who take measurement in the sense of Kelley and S.S. Stevens; as such, the word ‘measure’ should be taken in this sense and not in Michell’s sense, meaning that the object of measurement could have attributes with a justifiably quantitative structure (e.g., distance), but it is not necessarily so.3

The second problematic feature of standardized educational assessment discussed comes from the fact that ergodic theory and dynamical systems theory have failed to make their way into education, even though many cognitive scientists think of human cognition in dynamical terms [13–15] and make claims as if they took such a dynamical model seriously. If human cognition is dynamic, we cannot take ergodicity, a dynamical systems concept that allows us to make interpretations from aggregated group data down to an individual, for granted in education and psychology. As such, I claim many of our interpretations of summative and normalized standardized assessments, such as the College Board’s SAT, are at risk of being invalid.

This paper does not intend to break new ground on pushing back views of Platonism, nor do I intend to flesh out fully an account regarding the direction we ought to move to integrate ergodic theory into education. Rather, the purpose of the present paper is two-fold. First, I intend to historically trace back one (of many) theoretical threads of where educational assessment originated from in order to substantiate Michell’s claim that some contemporary definitions of measurement originated in ancient ideas and have persisted through time, with Quetelet being one example. What I do not intend to claim is Quetelet’s work is the same or the primary foundation for contemporary psychometrics or that this critique is applicable to psychological measurement of all kinds. If the first discussion is successful, it will contribute to the literature the idea that the problem of the definition of measurement in educational psychometrics is not primarily contemporary, but has persisted explicitly through time.

Second, I will discuss some of the measurement logic that primarily exists in the present educational testing industry and how, even though it is qualitatively different from Quetelet, it suffers from many long-standing issues that are continuously challenged by dynamical systems theory. This final thread intends to contribute a call for educational psychometrics to borrow from the dynamical systems paradigm. I also hope to establish the connection between ergodic theory, which typically is only discussed in physical systems, and educational assessment.

The paper can be outlined as follows. It begins with a ‘user-friendly’ introduction to assessment and how it relates to Adolphe Quetelet’s work. I then introduce the normal distribution, how it was originally used in mathematics, and how Quetelet reinterpreted its use for the social sciences. I then briefly connect Quetelet’s ideas to the mental testing fervor of the late 19th century that was eventually normalized in psychology. I briefly push

---

3 It should be noted here that patterns, whether numerical (i.e., continuous or discrete) or qualitative and described by some arbitrary value, will always form some sort of a distribution or pattern. As such, seeing a pattern should not be considered the sine qua non of quantitative structure.
back on Quetelet’s own argument for how the normal distribution ought to be interpreted using Field’s [16] classic critique of Platonism before discussing how similar logic plays out in modern cognitive psychology today—though instead of taking place in Plato’s forms (or something of the sort) it takes place in operational definitions. Finally, assuming that the first assumption is philosophically justified or completely side-stepped in assessment today, I show that much more work needs to be done to demonstrate that aggregated data can make claims about a specific person in relation to the group. Broadly, this paper is in an effort to encourage more future scholarship in the intersection of philosophy, neuroscience, and dynamic systems that will ultimately help improve educational assessment theory (e.g., addressing what sort of ‘dynamical’ system is human cognition and how it relates to personal identity).4

It should be noted that some of the claims offered in the paper, particularly those that are ‘philosophically loaded’, are not thoroughly fleshed out due to the limiting nature of a mere journal article that is covering such a great range of scholarship; as such, those who study a particular area mentioned in-depth might find some claims underwhelming or under-contextualized. However, one does not have to subscribe to many of the claims and interpretations offered to be convinced that dynamical systems and educational assessment ought to come into contact more often using philosophical analysis. It should also be noted that ‘psychometrics’ is not being used as the proper diverse discipline of psychological measurement; it would be both incorrect and irresponsible to claim that psychometricians, as an entire professional cohort, are mistaken in their work. The present critiques could not possibly cover the immense scale of approaches in the field that are carried out in diverse contexts and with diverse assumptions. ‘Psychometrics’ is being used to specifically pick out standardized educational assessments that define measurement to be the systematic assignment of numbers to psychological events without explicitly justifying what that event is and where its limits are. Practically speaking, most of these psychometric tools can be found in the for-profit testing industry, which might be small in number relative to existing psychometric literature, but hugely influential. In contrast to the psychometric positions I am discussing, see [18–20] for some examples of scholarship that would presumably escape the critique.

The clearest place to begin is in considering the meaning of ‘assessment’. In the simplest sense, assessment is any “procedure for eliciting evidence that can assist in educational decision-making” ([21], p. 5). Taking this definition, it is then typically assumed that the assessment is distributed, empirical results are collected, those results are interpreted, and educational action is taken (e.g., distributing the mark, evaluating and rewarding teacher performance, providing extra resources to achieve student proficiency). Unsurprisingly, the aforementioned cadence of assessing students is far from being so clean. One reason for the messiness is that, even in the context of educational theory, assessment as a practice is essentially hermeneutical [21] and as such lent itself to a troubled past when discussed uncritically—both in terms of its role in socio-political movements and in terms of foundational methodologies as an ‘evidence-based’ practice [22].5

Much of the educational common sense that we have today surrounding what assessment mechanically does can be traced back at least until 1835 in Belgium when mathematician and astronomer Adolphe Quetelet published his most popular work titled Sur l’homme et le développement de ses facultés, ou Essai de physique sociale [23].6,7 In this text and

---

4 A philosophical example of what I take to be a ‘dynamical’ system in human cognition is the very system Eric T. Olson claims is the qualitative “characterization question” in personal identity [17].
5 See especially chapters 6 and 7 in [22].
6 See also [24,25].
7 Quetelet’s “obsession [of the average man] led him to develop statistical profiles of the average physical, intellectual, and social features of various populations. . . Quetelet thought of his ‘averages’ as properties of particular people, groups, or races, that is, as things waiting to be discovered and not just abstract concepts. What he called his ‘Average Man’ was nothing more or less than the central tendency of a distribution of some human trait with deviations around the central tendency that looked like a normal bell-shaped curve” ([23], p. 66). In his lifetime, “Quetelet applied [his statistical] concepts to statistics on crime, mortality, weight, disease, intelligence, occupations, levels of education, religious affiliation, economics, and other phenomena” ([23], p. 66).
several of his following works through mid-century, Quetelet argues for the application of the newly, at the time, developed mathematical tool called the Gaussian curve to culture and society. The Gaussian curve is also called the normal distribution or bell curve. In fact, Quetelet is attributed as the source for two ideas that are taken as assessment common sense today: (1) there is such a thing as the empirical “average human being” (e.g., in terms of academic performance) and (2) the error distribution or normal curve can stand in to describe the behavior of dissimilar entities (e.g., the assumption that drives the fact that most state and private assessments are artificially designed to fall into the shape of a normal curve). Quetelet was the “father of the ‘average man’”, says statistician Simon Raper, in the sense that Quetelet “pioneered the application of statistical methods to social data”, which “radically reinterpreted Gauss’s error curve” to be applicable to group metrics like crime, health, intellect, and poverty ([26], p. 15). To appreciate how profound of a shift this was, it is important to understand what exactly the normal curve is, what it is designed to do in the world of measurement, and how it fits into science’s quest for accuracy.

2. Adolphe Quetelet and the Normal Distribution

The most common knowledge people tend to have of the world of mathematics is that the discipline is an excellent tool for analyzing the characteristics of systems by simplifying conditions. We can never have perfect knowledge of a system, but numerical analysis, descriptive analysis, and dynamical modeling can help us get the gist of a system by making a few assumptions about the world. After all, accurate measurements are notoriously difficult to achieve.

When we measure the temperature of a room, there are many different facts to take into account; in the most basic sense, there are different temperatures in essentially every area of the room. Similarly, we weigh different amounts at different times during the day, when we wear certain clothes, and when we travel to certain points on earth. The same could be said for how tall we are, since our spine is compressed more under certain levels of gravity on earth and in the morning we are a bit taller. We could go on and on with these sorts of examples. In a colloquial sense, when we talk about the measurement of something, we typically mean the true value or the average value; typically, those two ideas are conflated without much loss of understanding. In other words, we care about what value something generally is most of the time. I am about six feet one inch, the room is around 22 °C, I am about 82 kg, and so forth.

When it comes to science though, precision and accuracy are critical. One of the first scientific disciplines to run into measurement error in a way that produced astronomically different results (both literally and figuratively) was astronomy. When measuring the orbit of a planet, for example, the time something took to get to one place or another could differ drastically depending on the limitations of tools or the difference in measurement technique. What early scientists intuitively struggled with was the following question: what do they do when they take different measurements of the same object under nearly identical conditions? In other words, if all measured values essentially have the same claim of objectivity for being the true value of a phenomenon (e.g., the true distance of an object from the earth), do you keep all of the values or do you combine them in some way?

Today we know that it is commonsensical to combine measurements in most cases into some sort of central tendency—typically the arithmetic mean (henceforward referred to simply as the ‘mean’). In the case of measurement, the mean is the summation of the given measured values divided by the total quantity of measurements. As mentioned, the first science to adopt the mean as a descriptive statistic was astronomy, merely because it was one of the few sciences from the 1600s–1700s that regularly endorsed taking multiple

---

8 For the purposes of this paper, I intend to only focus on the arithmetic mean. There is an extraordinary number of methodologies for treating data. Even a high school statistics course teaches students that a distribution that is not roughly normal, via several tests to verify assumptions, should be treated with the median and the IQR instead of the arithmetic mean and standard deviation. Still, it is difficult to argue against the arithmetic mean being the most pervasive metric of the central tendency of a distribution with the standard deviation as the description of variation.
measurements and, thus, needed a way to combine them,\(^9\) surprisingly, using a metric like the mean was largely controversial until the late 1770s, because it artificially erased the contextual factors present at the time of measuring an entity.\(^10\) Still, with the mean finally achieving the wide appeal it has today with the turn of the 19th century, its use was for single object measurements. In other words, if I were to measure my weight repeatedly, 19th century scientists would be comfortable describing my weight with the mean because it, theoretically, should be roughly the same under common circumstances.

Right around this time, the mean also teamed up with Laplace’s Central Limit Theorem (CLT), giving us the classic bell curve shape we are familiar with today.\(^11\) The bell curve itself essentially tells us the following:

1. Smaller errors in measurement, such as being off by a few decimals when measuring weight, are more likely than larger errors, like being off by 30 kg.
2. The likelihood of some “overshooting” error \(\epsilon\) is the same as some “undershooting error” \(-\epsilon\) (i.e., the normal curve is symmetrical around some center point).
3. In measuring the same entity over many measures, the most probable value for the entity is the average of the measurements (i.e., the mean is the center point).

Still, neither the normal distribution nor the mean were intended to describe a group of dissimilar items. In Raper’s words, “nowhere was there any inkling that an average might express a measurement across many dissimilar cases. That idea, with its implied wastefulness of simply throwing away all the information that pertained to individual cases, remained beyond consideration” ([26], p. 14). That is, until we turned to Quetelet’s mid-19th century revolution. Raper recounts the turning point:

The pivotal moment came while Quetelet was examining a set of data giving the chest sizes of 5738 Scottish soldiers. As he examined the distribution of the chest measurements, he did something unheard of for the time: he calculated the average chest size across all the unique and physically distinct Scottish soldiers ([26], p. 15).

Quetelet would then go on to notice that the data he was examining were “[i]n modern terms . . . normally distributed” ([28], p. 108). While the data he was looking at does, at least, look like a normally distributed model, it is interesting to note that, strictly speaking, the data are not normally distributed.\(^12\)

While in one sense, the fact that he combined dissimilar objects into a single number was already a new concept, he also offered a strange interpretation for what that mean value meant. As educational professor Todd Rose notes in an article adopted from his book *The End of Average: How We Succeed in a World That Values Sameness*:

After Quetelet calculated the average chest circumference of Scottish soldiers, he concluded that each individual soldier’s chest size represented an instance of naturally occurring “error,” whereas the average chest size represented the size of the ‘true’ soldier—a perfectly formed soldier free from any physical blemishes or disruptions, as nature intended a soldier to be ([30]).

It is in this study where Quetelet’s work would go on to have a profound impact on the social sciences, by not only providing the suggestion that any measurements conceptually similar enough can be combined into the mean with a normal distribution, but also that there is such a thing as a ‘perfect’ average human represented by the mean.

---

9 One of the opponents of estimating the ‘true value’ of a measurement, regardless of the technique of estimation, was Chemist Robert Boyle. Boyle boldly argued against combining measurements due to losing the value of individual context from experiments, saying “… experiments ought to be estimated by their value, not their number; … a single experiment … may as well deserve an entire treatise… As one of those large and orient pears… may outvalue a very great number of those little … pears, that are to be bought by the ounce …” ([27], p. 158).

10 See [28] for full discussion.

11 See [29]) for discussion on CLT.

12 See ([28], pp. 108-9) for analysis and discussion.
This is not an exaggeration. Quetelet was advocating for a position where the normal distribution and the errors that physical items had in deviating from the mean were directly tied to objective social value. In Quetelet’s words:

If the average man were completely determined, we might…consider him as the type of perfection; and everything differing from his proportions or condition, would constitute deformity and disease; everything found dissimilar, not only as regarded proportion or form, but as exceeding the observed limits, would constitute a monstrosity ([31], p. 99).

In other words, Quetelet was outlining the following assumptions: (1) somewhat related entities that have roughly similar properties can be measured and those measurements can be combined to find a perfect central tendency and that humans are sufficiently similar and stable enough both physically and mentally for this operation, (2) all deviations from the central tendency are not an error of measurement, but rather a flaw in that object relative to the perfect central tendency, and (3) this information could be used to make deterministic predictions regarding groups (i.e., his “social physics” as he discusses in his 1835 work [32]). Determinism is used here in the sense that these traits are essentially unalterable via actions the person might take in the world. It should be noted briefly, before being dealt with fully in a moment, that Quetelet is basing his interpretation of the normal curve on a crude form of Platonism—a particular form that Aristotle would have potentially rejected (e.g., [33]). Platonism “is the view that there exist such things as abstract objects—where an abstract object is an object that does not exist in space or time and which is therefore entirely non-physical and non-mental” [34].

Quetelet’s work was taking off just at the right time for Sir Francis Galton, the founder of Eugenics, to combine the assumptions of Quetelet’s dream of a “social physics” and experimental psychologist Alfred Binet’s first mental examination into a socio-political ideology and infrastructure that would produce nearly a half-century of political unrest. [13]

While the history of Eugenics[14] and the foundations of mental testing are beyond the scope of this paper, Quetelet’s influence is still distantly related to how we interpret educational assessment today because loose interpretations of work like Quetelet’s were built into key assumptions in sociology and psychology that were unchallenged for decades [23].

It might at first be difficult to tie Quetelet’s claims about physicality to the mental testing of educational assessment, where his view does not consider it a positive outcome to be above the mean academic performance. To be clear, Quetelet made the claim that any person who deviated from the mean was flawed in part because he was originally concerned with physicality;[15] as his career moved forward, he turned his attention to mental attributes ([28], p. 109; [23], p. 66). Quetelet’s claims of the physical average being perfect makes more sense given that Quetelet was the creator of the body mass index: if someone’s chest becomes too big, it is a good sign they are out of shape and if someone’s chest becomes too small, it is a good sign they have a frail stature in terms of muscularity. Because of aforementioned socio-political ideologies, this claim that the numerical values on the error distribution were tied to social values was then reinterpreted when it came to education and mental testing. If the mean person’s intelligence is the most perfect form of the human animal at some particular time and any deviation from the mean was an error, the right side of the normal distribution was seen as a positive, accidental error that unfolded over time.

As such, the ‘positive’ error surfaced in early 20th century Northern America, where some early strands of biological positivist philosophy[16] were beginning to mix up in social discourse with a form of social Darwinism (i.e., “natural selection” applied to humans.

[13] See [35] for a comprehensive account on the relationship between this statistical interpretation, educational examination, and Eugenics.
[14] See [36] for a comprehensive historical account of Eugenics.
[15] Recently, there has been extraordinary work done in the social sciences to demonstrate the difficulty of measuring non-physical attributes [37–39]. What is interesting is that William [21] argues against even using physical measurement of length as an “ideal” that education ought to hold itself to. In his words, “[I]t is time that educational assessment stopped trying to ‘be a science’, and found its own voice” ([21], p. 18).
[16] For description of biological positivism, see Chapter 3 in [40].
saying that only the physically and mentally ‘strong’ should reproduce and lead society to avoid extinction) that Quetelet helped inspire (e.g., [41]). During this time, intelligence was thought of as an intrinsic trait and it would make sense to the classical Eugenicist that a premium was placed on finding those individuals at the higher end of the distribution and that such individuals should be met with more resources to succeed and then such people would be encouraged to reproduce with similar people. It is this brief summary of trends that led to the explosive use of educational assessment. As Allen notes:

> [t]he examination evolved with cynical speed beyond its initial conception as imposed artifice, to become a reflection of naturally occurring, competitive forces. It fell within the ambit of a sociological naturalism, according to which in its artificial forms examination merely formalises what is already going on. Examination becomes unavoidable, inescapable ([35], p. 101).

Though some of the historical events related to educational assessment are troubling, we still ought to consider whether much of educational common sense today is merely reinterpretation of much of this sort of work.

### 3. Pathology in Contemporary Educational Assessment

When we say “all students should have the right to learn and succeed in school”, we are advocating for the lurching of students below the mean to either be at the average or exceed the average over time. This is a harmless normative claim prima facie. We have long since shed the assumption of exclusively intrinsic, heritable intelligence and acknowledge that there might even be multiple views through which we think about intelligence. Still, we in the United States assess nationally and at the state-level over K–12 grades in order to identify weaknesses in student performance and then provide targeted educational, non-profit, and for-profit interventions to improve those test scores. This fits squarely within the Northern American educational enterprise which, fundamentally, tries to bring the whole distribution mean assessment score up, depending on the assessment being used, in order to improve the future of the country, which is typically tied with the idea that the success of a nation is contingent on the accrued skills and credentialism of its youth. The latest iteration of this foundation is the relatively new Every Student Succeeds Act (ESSA), which is currently the national educational law in the U.S that aims at achieving hyper-accountability\(^\text{17}\) for measurable, improved results in state level metrics by race and gender. States have a wide range of freedom in choosing the actual metrics that they are accountable to, such as state-chosen assessments (which are almost always based on a fitted normal curve), improved high school graduation rates, or decreased disciplinary action taken against students.\(^\text{18,19}\)

When we go through the cadence of education (i.e., teach, assess, report, and repeat), assessments have a particular purpose especially in the age of ESSA: from generalized group data, we make claims about individuals. When we want to know how well New Hampshire students over a decade are doing on a specific mathematics assignment, we collect data, create a normal distribution, and then interpret that distribution of group data to then intervene back down into the individual level. In doing so, we are essentially trying to track (1) where the high achievers are, (2) where the low achievers might need improvement, and (3) where the mean performance of the group rests in relation to years past to see if the program is really effective at improving performance. In the clearest form, tests like the ACT or College Board’s redesigned SAT—which are used for college admissions (being either mandatory or optional) and sometimes for U.S. state-wide assessments (such as New Hampshire)—proceed with the following cadence: students

\(^{17}\) For discussion on this paradigm of assessment, see [42] and Chapter 2 in [43].

\(^{18}\) For policy analysis of ESSA and examples of targeted non-profit interventions, see [44].

\(^{19}\) It has been argued elsewhere, practically speaking, the hyper-accountability that was supposed to make ESSA successful can easily be worked around to produce the intended measurable goals, without actually qualitatively improving educational outcomes; an example of this would be through test score pollution or teaching to the test which both artificially inflate scores or graduating students, especially students who have a unique learning style, before they’re ready [44–46].
sit for a normalized exam, that data confronts a normal distribution, from that normal distribution scores are given to students, those students submit the scores to colleges, those colleges then compare the students’ performances to the collective performance of those test takers to influence decision making.

Notice an assumption here: while the mean in a normal distribution does not describe any one student in particular, it is essentially a good estimate of the true mean of the group’s real academic performance on the skills for which the examination was a proxy (i.e., whatever the assessment defined as the testing domain). Implicit is the idea that someone’s ‘academic performance’ does not need to have an empirically tested quantitative structure prior to measurement, as long as the test is systematic and forms a distribution—which, as was shown, was a sentiment shared by Quetelet over a hundred-fifty years earlier. The assumption continues by implying that this group data can then be used to interpret the merits of someone’s performance relative to the group mean. This claim seems commonsensical and indisputable and has been argued to be such. A controversial defense can be seen in The Bell Curve, where the mean and normal curve combination is described as “one of nature’s more remarkable uniformities” ([47], p. 557). A much more tamed account, which is generally in-line with mainstream educational testing, can be found in Measuring Up: What Educational Testing Really Tells Us, where Koretz describes that it would be impractical to test someone’s educational skill in a particular area over a lifetime, so the results of a given test are a relatively reasonable proxy, provided the proper context, to establish one’s level of knowledge ([48], pp. 35–45). Regardless, the above assumption, which helps us interpret the meaning of an assessment’s results, can directly be traced back to the work of Quetelet. A given measurement can meaningfully be compared to some non-real mean performance, because Quetelet helped establish that it is reasonable for the given test performance of one student to be compared to that of another distinct person since they both are instances of some shared deeper source structure—namely intelligence or ability. Does his logic hold up? Let us investigate it on two fronts: the philosophical merits and the dynamical systems theory merits.

In interpreting his quasi-normally distributed data, Quetelet is alluding to Plato’s philosophy of the forms to ground his second aforementioned assumption (Section 2). Plato’s forms claim there is essentially a ‘hidden reality’ where the one true form or idea of a given object resides and that the world of ‘appearances’ that you and I live in is constituted with merely imperfect, error filled copies. For example, consider a tree. In the view of a crude account of Platonism, the perfect “tree” exists beyond time and physicality; it is inaccessible to experience. The trees that we engage with are the failed, mangled copies of that perfect tree; the trees we engage with, in fact, are not really trees at all, but rather are derivations of the one true tree in the abstract realm. As we will discuss later, the modern day derivative of this Platonism in the context of education is that psychometricians who have students sitting for a standardized test are making an assumption that, given some group of students who were subject to the same standard-learning criteria, there is some real stable mean performance of that group that students can objectively or quasi-objectively be compared to in order to characterize their competence. Further, the test distributed is an valid proxy for the competence measurement. This stable mean performance is, of course, the assumption much of psychological measurement ‘gets at’ with constructs like ‘intelligence’, ‘personality’, and so forth—the mean is some sort of causal, stable trait being picked up by the test even though we do not really know what it might be and have not confirmed that its structure is quantitative as opposed to qualitative.20

Before dealing fully with the modern day, let us continue with exploring Quetelet. While the above view of there being some real, inaccessible, yet causal, intelligence trait seems quite metaphysically mysterious, Quetelet is in line with how many mathematicians viewed numbers and subsequent calculations, as well as how Stevens and Kelley

---
20 It should be noted there is no such thing as a “valid test”, but rather a valid interpretation of the findings of the test that line up with our theoretical constructs ([49], p. 119).
think about measurement. A narrower and more sophisticated version of Platonism is particularly common among logicians and mathematicians and is known as mathematical Platonism—though it seems to be dwindling in recent years. Mathematical Platonism argues that claims such as “there are infinitely many transfinite cardinal numbers” is literally a true statement about an abstract object that exists, with such a statement having equal reality with the claim that “there is a coffee cup to my right” [34]; as such, that means when we are saying “13 is a prime number”, we are not making the claim about an idea—namely that 13 is a prime number in the same sense as my birthday is an idea dependent on human thought—nor a physical object, but rather a new class of immaterial object that exists irrespective of mental processes. Several prominent accounts in defense of mathematical Platonism can be attributed to Gödel ([50], pp. 515–525) and Putnam ([51], see chapters 3–5 and 8–9). John Burgess [52], in the spirit of Gottlob Frege [53], has a strong account that many find attractive, because he attempts to show that mathematical truths operate just as language is thought to function: via classical semantics. Classical semantics is the view that the semantic function of a given term refers to an object and a quantifier (e.g., $\exists x$, “there is such an $x$” and $\forall x$, “for all $x$”) range over objects cleanly. It has been argued elsewhere that this view is at odds with our current conception of how we understand language [54]; however, even though there are respectable accounts in defense of these views, their proponents are often careful about the implications of their accounts.

In fact, “[m]any philosophers who defend Platonism in this purely metaphysical sense would reject the additional epistemological claims” where we can come to know anything about what the properties of abstract entities are in virtue of existing [55]. Rather, we say that whatever we do in mathematics can have bearing on reality and what is more important is our justification of the assumptions we make and how wrong they end up being. Still, I do not find mathematical Platonism particularly attractive. Consider the following argument similar to Field [16]²¹:

|   |   |
|---|---|
| [1] | (1) Human beings exist entirely within spatio-temporal dimensions. | Scientific Premise |
| [2] | (2) If abstract objects exist, then they exist entirely outside of space-time and are not contingent on cognition (i.e., beyond interaction with spatio-temporal objects). | Platonist Premise |
| [3] | (3) To acquire knowledge of something, human beings become aware of those properties via interactive experience of some sort. | Scientific Premise |
| [1,2] | (4) If abstract objects exist entirely outside of space-time, human beings cannot interact with abstract objects,²² | Truth Functionally follows from (1,2) |
| [1,2,3] | (5) Either we know nothing about mathematics or numbers are not abstract objects outside space-time. | Truth Functionally Follows from (3,4) |

Considering that mathematics, while beautiful and interesting in its own right, is tied to the sciences, the mathematical Platonist cannot reject premise one or three.²³ Most

---

²¹ I concede that the discussion around Platonism is far from a consensus, though, while I am not particularly sure I am committed to nominalism, I cannot seem to justify any recent accounts of Platonism, nor any ancient ones. For some negative accounts on Platonism see [56] and more recently [57]. For a direct negative account to [56], see [58].

²² A true Platonist would try to reject the truth-functional inference 4 by rejecting premise 1 or 2, because it rejects the portion of the human soul that makes the transition from the world of physical realities to the world of forms. Access to the world of forms was thought to be achievable through dialectics and dieresis. While this objection is admissible, it is not entirely clear that Plato would endorse the view as it relates to Quetelet or mathematical Platonism, even though Plato’s teachings were inexorably linked to mathematics [34]. See [59] for a helpful look at Plato’s full works. If the objection was raised, while I am remaining neutral on the existence of souls in the current paper, the soul-view of personal identity remains a particularly demanding view of reality and is not something I would endorse [60,61].

²³ It should be noted that Gödel rejected premise 1, because he believed we acquired mathematical knowledge via intuitionism, which is a property that humans supposedly have and is a property that is immaterial. Intuitionism has fallen out of favor in the philosophy of mind for any number of reasons, but none more than the fact that intuitions are not necessarily reflective of reality. However, this does not outright disqualify the view. Suppose I have the intuition that the next time I sit down in my chair, it will not collapse under my weight. This intuition is from the fact that I have sat down in it thousands of times and it did not collapse. Thus, I have the intuition that it ought to not break, but, as it turns out, the chair does in fact break. Naturally, this informal thought experiment shows that intuitionism is logically similar, if not identical, to scientific induction. David Hume famously argued that there is no logical connection between what is true now and what ought to be the case in the future (i.e., is/ought distinction); there has yet to be a sufficient reply to this argument in a few hundred years.
logicians and mathematicians who endorse Platonism do so in order to demonstrate that science has a privileged access to universal knowledge, because mathematics would be built directly into the universe as opposed to being created by humans. Similarly, mathematicians and logicians would not want to reject the claim that we have mathematical knowledge or otherwise their work would be meaningless. Most contemporary mathematicians reject Platonism as something to be defended, but instead endorse “working realism”, which is the methodological view that says mathematics should proceed as if numbers, calculations, and theorems were real abstract objects (i.e., have real implications in our lives), but does not actually require a metaphysical defense; in other words, they are “not real” in the sense that mathematical models are “not real” ([62], pp. 38–44).

Even if the reader is sympathetic to some form of mathematical Platonism that avoids the above epistemological argument, Quetelet and his interpretations of normal distributions regarding human assessment patently cannot escape, because he claims that the average person in some measurement is both an abstract object (i.e., perfect form) and that we have knowledge of them within our space-time from the normal distribution. In his words, he asks us to consider a perfect body of a Gladiator relative to measurements of the chest of a random person; he then asks us to consider statues that copied that gladiator and he makes the claim that our intuition about the error of statues is the same as how we should measure people:

Let’s change our hypothesis again, and assume that we used a thousand statues to copy the gladiator with all the care imaginable. [You] certainly would not think that the thousand copies were exactly like the model, and that the successive measurements, the thousand that I obtained, will also be concordant as if I had taken measure of the gladiator itself… but if [the copier’s] inaccuracies are accidental, the thousand measures, grouped in order of severity [“grandeur”], will still present with remarkable regularity and will succeed each other in the order assigned to them by the law of possibility… Yes, truly, we measured more than one a thousand copies of a statue that I am to assure you were not to be that of the Gladiator, but which, in any case, is not far from it ([63], pp. 135–136; my translation).

In this sense, Quetelet is subject to the deduction above and his argument becomes logically untenable because he is assuming that, by taking the average, we are getting at the perfect, abstract object outside of space-time by interacting exclusively with the spatio-temporal world (i.e., negating the second disjunct from the conclusion) while also claiming the mathematical knowledge of Laplace in 1810 regarding the properties of error curves (i.e., negating the first disjunct from the conclusion).

It is at this point where we have achieved the first purpose of the paper. From thinkers like Stevens, Koretz, and Kelley and how we think about education today, this thread was traced back to Quetelet to demonstrate that skipping the justification of quantitative structure (rather than assuming it is built into the universe) can lead to trouble. It was also shown that the question of whether or not dissimilar attributes should be averaged and interpreted—at least the rigorous formulation of the question—is not strictly contemporary and can be traced back to the early 1800s. As such, scholarship in this area must extend beyond the 20th century. We have also seen that, for what its worth, Quetelet’s own project, though it was left behind for other reasons, fails on its own merits.

The issue at hand, however, is not merely a claim that Platonism disqualifies Quetelet’s work—though it does seem that he would have some logical issues to address. In many ways we have moved away from the exact argument of Quetelet because his idea of intelligence measurement was unsuccessful even then ([5], footnote 9); it is here where one might ask ‘what is the point of even looking at Quetelet at all?’. Averaging the way we do in cognitive psychology is descendant from Quetelet’s work in the sense that we are getting at some stable and real abstract trait, albeit imperfectly, in the same way Quetelet thought we measured people and the stars: there is some true value from a quantitative structure that is inaccessible directly via measurement, but if we collect enough data by
systematically assigning numerals to a system by rule, the true value leaves imprints on
the measured value plus some error. What is the justification for such a claim?

As Speelman and McGann [38] note, cognitive psychology believes that the tools it
uses to capture a psychological construct (which is already a proxy of some biological
property) is the true value plus error. This is certainly so in psychological test theory, since it
has an axiom that a test is sensitive to some trait with some noise, just as we have when we
measure physical phenomenon like temperature in the room or something of the sort [64].
Recalling from earlier, one way to get rid of this issue is to either artificially fit scores from a
psychological assessment to a normal distribution or to collect enough responses to create
a stable scoring output using the law of large numbers. Given that there is some mean, the
likelihood of an overshooting and undershooting error under standardized conditions is
symmetrical (i.e., equally likely) and therefore these errors cancel out and just leave the true
value of the exam falling into a distribution of test takers. We often soften this interpretation
by saying there is still noise in the exam where students or study participants are producing
the true value of the trait as it is picked up by the particular instrument. Therefore, a poor
score on a national assessment is not that the student is an academic failure, but rather they
just did not perform well in the area that the test was sensitive toward.

We tend to have no issue with this assumption, but upon closer reflection, there is a
serious challenge to this point of view regularly, and in some subfields entirely, ignored.
Consider just one individual taking the United States organization College Board’s SAT.
Students are given their actual score and a confidence interval that tells them how they
would have performed if they had taken the exam over and over again under the same
conditions without additional learning. Colleges in the United States often encourage a
student to take the exam as many times as they need to get a score that represents their
academic achievement because taking the exam more times will supposedly remove the
‘noise’ surrounding the circumstances of the exam (e.g., being stress free, or not getting
enough sleep). This should be fine because if we took the exam many times our performance
would eventually settle around a central tendency.

But why would we not take the opposite approach, in that the test performance is a
snapshot of the cognitive system and is the specific trait as it is at that moment, rather than
saying many error filled trials produces a mostly error-free trait or level of achievement?
On this alternative view, there is no stable quantitative trait, but the output of the tool is
just a snapshot of emergent behavior from a model’s rendering (i.e., the model being the
exam construct) of a complex, dynamical system. Speelman and McGann [38] lobbed this
same question at certain psychological constructs around taking many trials of response
times and then averaging them to get some mean response time of supposedly a stable
trait that is someone’s reflex speed in context. This is much more serious in educational
assessment because these tools are used, as mentioned, for educational decision-making
and often lead to interpretations that deal with moral and practical claims about the social
worth of an individual in the professional world or general job market—as such, we ought
to care just how good of a proxy these tests are for the object of study in question.

If, after several test iterations, you average out some individual’s performance to be at
some quartile in a distribution, what exactly is that biologically picking out relative to the
distribution? If the human brain is malleable (i.e., via plasticity), how would we be able to
tell what the student’s mean score is actually picking out, if anything at all, and should the
trait being picked up not be an instantaneous snapshot of cognitive pathways interacting
as opposed to a stable trait? If the reason we even repeat tests or worry about having a
sufficient sample size is because we believe the assessment tools are flawed at giving us a
perfect measurement, the idea that “taking the average of measures from repeated trials
will provide a reflection of some stable element of the cognitive system seems fanciful
given that the system could not be stable if we keep giving it experiences” [38].

This, of course, is to ignore that there is no reason to believe that taking a snapshot of a
cognitive system should be quantitative at all (i.e., as opposed to just an unstable qualitative
trait), because it has never been justified [6] and was propagated by Quetelet and his
contemporaries before being normalized into educational theory. If the trait is qualitative, should we not be more concerned with what that test says about the cultural infrastructure surrounding that student and not be worried about that student’s capability relative to her society? If the brain is something that is affected by education—such as the fact it grows, changes, and so forth—then, in fact, the very act of measuring the supposedly stable trait would influence the properties of that trait. This is because the student is interpreting information on the test within their cognitive models just the same as they would doing a homework assignment or reading a book. Their interpretation of the information is culturally mediated and, unless the exams pose no intellectual challenge whatsoever, we should not be so infatuated with the information these exams produce. As such, while I do not raise these questions to ‘take down’ educational assessment as a general practice, the interpretations—which typically stem from political discourse and pop-psychology—of what exactly these assessments say about a general population are highly suspect to say the least (e.g., in terms of a population being ‘smarter’, this school is ‘better’, some country is ‘uneducated’) and it is doubtful whether many psychometricians, when this challenge is pointed out, would endorse these claims of cross-context comparability. While this paper must leave the raised questions open, a recent full review [65] has unpacked a number of these issues with rigorous care.

4. Ergodicity and Individual Assessment Performance

Let us consider that eventually we are able to justify that the mean is the true value of an individual’s ability plus some error for a given trait and that such a result comes from an intrinsically quantitative structure comparable across students. Would we be comfortable with the above methodology of taking snapshots of these performances? As mentioned, when we try to use social science research to generate aggregated data and then make inferences from statistical tests conducted on that data, we are making the assumption that meta-group trends can be reciprocally applied to understand the individual properties of the members of that same measured group. The problem is that “statistical findings at the interindividual (group) level only generalize the intraindividual (person) level if the processes in question are ergodic” [66,67]. An ergodic process is, informally for our purposes, any instance in data analysis concerning dynamical systems where we can generalize the results from group data to individual data ([68], p. 106). A bit more specifically, a system is ergodic if a dynamic system’s time average and the expected observational value are the same. A time average is essentially the mean of some function over T iterations from some starting point within the measure space.24 In psychology (and education for that matter), the time average would be the exam mean for one iteration over time and the observational value would be the deviation across student performances at a given time step—for instance, variance—from the mean. As such, in these humanistic fields, ergodicity can only occur when the mean and variance of groups and individuals remain consistent over time naturally without leaving the measure space. As Fisher et al. point out, “[b]ecause psychological and biological phenomena are organized within persons over time, generalizations that rely on group estimates are non-ergodic if there are individual exceptions” ([66], p. 106). If ergodicity is not present then dynamical descriptions (like human cognition) cannot be replaced with simple probabilistic tools like the normal distribution; this is an emerging problem in other fields as well, such as economics [70].

To show this idea a bit in practice, Aaron Fisher and his team of neurologists and psychologists ran symmetric comparisons of interindividual and intraindividual variation across six studies with repeated-measure design in both social and medical research. They found that, while the mean was relatively similar across their analysis constructs, the “variance around the expected value was two to four times larger within individuals than within groups. This suggests that literature in social and medical sciences may overestimate

---

24 For more comprehensive description, see [69].
the accuracy of aggregated statistical estimates” ([66], p. 106). While this is one reality in psychological and medical research at large, it is much more problematic in educational assessment because of the way these assessments are defined, typically by forcing results into a normally distributed range.

Theoretically, if we retained the early 20th century idea that intelligence is an intrinsic and permanent feature of human beings that is not changed via education, we would escape this charge. While arguing against this view is beyond the scope of the current paper, we will continue with the assumption that intelligence is, in fact, not a stable, intrinsic human feature and that people are able to improve given their access to educational opportunities and support.

In briefly returning to Quetelet’s impact on modern day assessments, “in positing the ‘average man’ Quetelet was explicitly pinning the properties of a group onto an individual, even if that individual was ideal rather than actual...Quetelet has the same picture as his [modern] predecessors of what measurement fundamentally is, only he is carrying out his measurement on an ideal object” ([26], p. 16). Educational psychometricians today claim that they are, in the best case, measuring a snapshot of the student’s academic capability at a given instant in time—not perfectly, but within reason. The problem with this is that education is fundamentally tasked with changing the behavior of the students, creating exception cases and often having different measure spaces. We then use that data to make educational decisions about the students in question. In other words, temporal and reflexive dynamics matter in educational assessment and cannot be assumed away in order to use clean probability distributions, even with non-psychological data as trivial as attendance records [72]. ‘Snapshot assessment’ is, therefore, fundamentally inconsistent via ergodic theory, because educational assessment in most cases is used either to (1) again, use the assessment to influence policy to affect individual students (the system) or (2) position an individual in relation to the mean (even though students are often dynamic exception cases).

There is nothing wrong with a given test per se, but the tendency for both trained professionals and non-academics to make critical mistakes in interpreting what educational statistics mean and, even if interpreted well, are used in improper ways to overstate conclusions of value, competence, or efficiency—especially about the individual from aggregate data. Raper reflects that “perhaps the original mistake [Quetelet made] is built right into us, as what Richard Dawkins called, in an influential article, ‘The Tyranny of the Discontinuous Mind’” where people have an overt preference to discrete categories over continuous categories: above or below average, male or female, gay or straight, embryos are alive or dead, you’re a Democrat or Republican, and so forth [73].

The irony here, of course, is that normal distributions are only for continuous random variables by definition, so it is unsurprising that scholars of assessment have known for a long time that psychological phenomena do not inherently distribute normally since assessments typically are discrete (i.e., you usually can get a 90% or a 91%, but not a 90.123213...%) [74–79]. As Dudley-Marling puts it:

[human behaviors are always socially and culturally mediated and, therefore, never occur randomly, a conclusion supported by an overwhelming body of theory and research. Yet the myth of the normal curve as a model of human behavior continues to exert a powerful influence on theory and practice in education and the social sciences, an instance of scientific groupthink that misrepresents the human experience ([74], p. 204).]

---

25 For example, see [71].
Dudley-Marling continues in saying “[t]he fetishization of the mean [and our efforts to move individuals beyond it] has the effect of masking the range of human differences that are always present in any population of students, perverting educational decision-making in the process” ([74], p. 208).

5. Concluding Thoughts and the Future of Educational Psychometrics

While some troubling assumptions were tackled, there are many reasons to be hopeful about psychometrics broadly in the future. This is important to note in this heavily critical paper as psychometrics receives a disproportionate amount of criticism because of its relation to past social movements. In recent years, many researchers have moved away from the over-emphasis of the individual in relation to the aggregated data and have embraced the dynamical paradigm. For example, Zoannetti and Pearce [82] demonstrated that Bayesian networks are “theoretically well-supported” for committee-based programmatic assessment, because they “can ensure precedents are maintained and consistency occurs over time”.[27] Programmatic assessment is “an approach in which routine information about the learner’s competence and progress is continually collected, analyzed and, where needed, complemented with purposively collected additional assessment information, with the intent to both maximally inform the learner and their mentor and allow for high-stakes decisions at the end of a training phase” ([84], p. 211). As such, it is different in that there are no “high-stakes” test-taking or decision-making, but rather individual assessments provide feedback that then allows the learner to analyze “their own performance, formulate concrete learning goals and demonstrably attain them”, which is opposed to the previously discussed assessment structure where the assessment is the evidence of learning or the lack thereof ([84], p. 211). Further reading in this area should be directed to [85–88].

Several key takeaways can be emphasized from the present analysis. First, despite the more recent scholarship, educational assessment ought to seriously consider moving mathematically, psychologically, and philosophically into more dynamic areas of inquiry at a more broad level. As we have seen, some of the troubling assumptions in one form or another have been around in their rigorous statistical form at least since the early 1800s and can be traced in its loose form all the way back to Platonism and, as some claim, even before that period [89]. As such, psychology in general ought to be more careful about justifying the quantitative structure of the constructs it measures and, if they are not quantitative, invest more energy in developing and normalizing qualitative research methodologies. It was also shown that even if we sidestep the assumptions about measurement and aggregation of data, that does still not avoid the issue of ergodicity which is an under-discussed and under-appreciated mathematical concept in both psychometrics and education. This paper contributes one of the first explicit calls for the connection between education and ergodic theory and hopes to continue the recent trend toward the dynamical system paradigm being used in psychometrics.

There remain a few other future directions from the present work. Philosophically, accounts of personal identity that pitch the person as a dynamic narrative being could be potentially fruitful—especially in answering the ‘characterization question’ which typically asks “what sorts of beings are we in the world” [90,91], which can help formulate what characteristics are interesting to include in Bayesian models. The analytic tradition has failed to adequately interact with these accounts, which has resulted in work that focuses too much on what it means to be a numerically identical person over time (i.e., focusing on hyper-individualistic notions), rather than noticing that the two different

---

26 It was discussed by [80] that ergodicity is sufficient by not necessary for group-to-individual generalizability. While this is true, the conditions where mental data of individuals is explained by group data are rarely demonstrated in psychological or educational literature. As the researchers’ reply to [80] explains: “[p]ractically, we are concerned that group models and research designs are often easier to power, perform, and incentivize (e.g., fund). Given the fact that mental, physiological, and behavioral processes manifest within people over time, it is prudent to assume that group models do not explain individual-level processes until it has been demonstrated. The burden of proof should thus fall on the group model to describe individuals. Each individual system may be quantitatively or qualitatively unique” [81].

27 For full discussion on Bayesian networks, please see [83].
strands of thought are compatible. This opens up a clear space for hermeneutical study to enter education and, more specifically, educational assessment paired with Bayesian statistics. In regard to psychology, it ought to be more critical of the assumptions that it has taken with it from the late 19th and early 20th centuries and instead turn closer to techniques in dynamical neuroscience to ask more questions about instantaneous brain states rather than trying to locate traits we cannot even be sure are there. In focusing so closely on the quantitative, scientific aspects of psychology, often the discipline can be distracted from issues of its paradigmatic foundations. Finally, education itself needs a better relationship with computational modeling and mathematics in general, such as the aforementioned Bayesian models playing out in medical school admissions or recent advances in probabilistic modeling; while I conceded that education is not an ‘evidence-based’ practice in the sense it produces objective and universal knowledge, nor should it be [21], a firm understanding of mathematics puts certain methodological assumptions into clear view—allowing for a more critical reading of otherwise commonsensical techniques.
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