QUANTUM MCKAY CORRESPONDENCE FOR DISC INVARIANTS OF ORBIFOLD VERTEX
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ABSTRACT. For a finite abelian subgroup $G \subset SL(3, \mathbb{C})$, we describe a systematic procedure to find toric crepant resolutions of orbifold vertex $[\mathbb{C}^3/G]$, and show that the generating series of certain disc invariants of the orbifold vertex can be suitably identified with the generating series of certain disc invariants of its toric crepant resolutions.
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1. INTRODUCTION

Let $G \subset SL(n, \mathbb{C})$ be a finite subgroup, and let $\mathcal{X}$ be the orbifold $[\mathbb{C}^n/G]$. When $n = 2$ or 3, the coarse moduli space $\mathbb{C}^n/G$ of $\mathcal{X}$ always admits a crepant resolution $Y$ (when $n = 3$, $Y$ may not be unique). McKay correspondence predicts that invariants of $Y$ should coincide with orbifold invariants of $\mathcal{X}$. See [18] for an exposition of such results for classical invariants. After the introduction of orbifold Gromov-Witten invariants, Ruan [19] made the Crepant Resolution Conjecture that the small quantum cohomology of $Y$ is related to the orbifold small quantum cohomology of $\mathcal{X}$ in a suitable way. There have recently appeared much work and some refinements of this conjecture. See e.g. [4, 8, 24] and references therein. While most of the work in the existing literature focus on such quantum McKay correspondence for closed string invariants, in this paper we will study the quantum McKay correspondence for some open string invariants.

We will be content with the case when $n = 3$ and $G$ is abelian in this work. In this case it is well-known that $\mathbb{C}^3/G$ admits a toric crepant resolution [16]. Toric geometry then provides a unified approach to compute the disc invariants of both $[\mathbb{C}^3/G]$ and the crepant resolutions of $\mathbb{C}^3/G$. This is compatible with the physical point of view of gauged linear sigma model (GLSM) used by Witten to study phase transitions in string theory [21]. Mathematically, we understand both the orbifold $[\mathbb{C}^3/G]$ and its toric crepant resolution as symplectic reduction of a Hamiltonian $(S^1)^k$-action on $\mathbb{C}^{3+k}$ by diagonal matrices, with moment map $\mu : \mathbb{C}^{3+k} \rightarrow \mathbb{R}^k$. The regular values of $\mu$ form various open chambers in $\mathbb{R}^k$, when $\epsilon \in \mathbb{R}^k$ moves in one of these chambers, $Y_{\epsilon} := \mu^{-1}(\epsilon)/(S^1)^k$ is a toric crepant resolution of $Y_0 := \mu^{-1}(0)/(S^1)^k$, which we identify with $\mathbb{C}^3/G$. Gromov-Witten invariants of $Y_{\epsilon}$ should define analytic functions on the complexifications of these chambers near the infinity, and orbifold Gromov-Witten invariants should define an analytic function on the complexification of a neighborhood of the origin. The quantum McKay correspondence should then be understood as suitable identification of these functions. At least in the case of genus zero Gromov-Witten invariants, this can be checked in many cases because one can use the Picard-Fuchs system (GKZ system) associated to the GLSM to...
compute genus zero Gromov-Witten invariants of $Y$ via mirror symmetry [7, 13]. We will treat this in a separate paper. In this paper we extend this picture to the open string case when one considers a special Lagrangian submanifold of $Y$ as introduced in [2]. For both $\mathcal{X} = [\mathbb{C}^3/G]$ and its toric crepant resolution $Y$ one can explicitly compute their disc invariants by the methods of [3] and [11] respectively. One can verify that they arise from the same GKZ system, through different charge vectors, hence they can be identified with each other by suitable change of variables.

The rest of the paper is organized as follows. In Section 2, we first follow [16] to find a projective toric resolution $Y$ of $\mathcal{X}$ and then give the GLSM description of $Y$ to write down the superpotential; in Section 3, we follow [3, 8] to find the orbifold disc potential; in Section 4, we give the change of variables and compare the two disc potentials; in Section 5, we give some examples.

2. Toric Crepant Resolutions of $\mathbb{C}^3/G$

In this section we will describe the toric crepant resolutions of $\mathbb{C}^3/G$, where $G$ is a nontrivial finite abelian subgroup of $\text{SL}(3, \mathbb{C})$ acting on $\mathbb{C}^3$ diagonally.

2.1. Fermionic shifts. We will denote the three linear coordinates on $\mathbb{C}^3$ by $z_0, z_1, z_2$ respectively. For each $g \in G$, there are unique rational numbers $F_g^{(0)}, F_g^{(1)}, F_g^{(2)} \in [0, 1)$ (called the fermionic shifts of $g$) such that

$$g.(z_0, z_1, z_2) = (z_0 \cdot e^{2\pi \sqrt{-1} F_g^{(0)}}, z_1 \cdot e^{2\pi \sqrt{-1} F_g^{(1)}}, z_2 \cdot e^{2\pi \sqrt{-1} F_g^{(2)}}).$$

The age of $g$ is defined by

$$a(g) := F_g^{(0)} + F_g^{(1)} + F_g^{(2)}.$$  

(1)

We shall use the additive notation for $G$, and in this notation, we have for $j = 0, 1, 2$,

$$F_{g+h}^{(j)} = \langle F_{g}^{(j)} + F_{h}^{(j)} \rangle, \quad \forall g, h \in G.$$  

(2)

Here for any $x \in \mathbb{R}$, we write $x = \lfloor x \rfloor + \langle x \rangle$, where $\lfloor x \rfloor \in \mathbb{Z}$ and $0 \leq \langle x \rangle < 1$. Since $G \neq \{0\}$, it follows that the ages take values in $\{0, 1, 2\}$.

For $j = 0, 1, 2$, let $G_j = \{g \in G \mid F_g^{(j)} = 0\}$. Then each $G_j$ is a subgroup of $G$. Note that the quotient group $G/G_j$ has a natural action on the $z_j$-axis which is effective, and hence it is necessarily a cyclic group. So for any $g \in G$,

$$0 \leq F_g^{(j)} \leq 1 - \frac{1}{|G/G_j|}.$$  

When $G_j \neq G$, one can find $\xi^{(j)} \in G$ such that $F_{\xi^{(j)}}^{(j)} = \frac{1}{|G/G_j|}$. Note that $G \neq \{0\}$, and therefore if both $G_1/G_1$ and $G_2/G_2$ are trivial, i.e., for any $g \in G$, $F_g^{(1)} = F_g^{(2)} = 0$, then we also have $F_g^{(0)} = 0$, and so $g$ is trivial.
Since we are working with nontrivial $G$, we can assume without loss of generality that $G/G_1 \neq \{0\}$ and choose $\alpha \in G$ with

\[ F^{(1)}_{\alpha} = \frac{1}{|G/G_1|}. \]

For $i = 0, 2$, the $G$-action on the $z_i$-axis factors through $G/G_i$, so there are integers $b, c$ such that

\[ F^{(0)}_{\alpha} = \frac{b}{|G/G_0|}, \quad 0 \leq b < |G/G_0|, \]
\[ F^{(2)}_{\alpha} = \frac{c}{|G/G_2|}, \quad 0 \leq c < |G/G_2|. \]

In other words,

\[ \alpha = \begin{pmatrix} e^{\frac{2\pi \sqrt{-1} b}{|G/G_0|}} & 0 & 0 \\ 0 & e^{\frac{2\pi \sqrt{-1} c}{|G/G_1|}} & 0 \\ 0 & 0 & e^{\frac{2\pi \sqrt{-1} c}{|G/G_2|}} \end{pmatrix} \]

Moreover, for each $g \in G_1$, if $F^{(2)}_g = 0$, then $F^{(0)}_g = 0$ since we already have $F^{(1)}_g = 0$, which implies that $g = 0$. Therefore $G_1$ acts effectively on the $z_2$-axis and hence is a cyclic group. So we can choose a generator $\beta$ of $G_1$ such that

\[ F^{(2)}_\beta = \frac{1}{|G_1|} - \delta_{|G_1|,1}. \]

By the definition of $G_1$, we have automatically

\[ F^{(1)}_\beta = 0. \]

There is a unique integer $a$ such that

\[ F^{(0)}_\beta = \frac{a}{|G_1|}, \quad 0 \leq a < |G_1|, \quad (a, |G_1|) = 1. \]

In other words,

\[ \beta = \begin{pmatrix} e^{\frac{2\pi \sqrt{-1} a}{|G_1|}} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & e^{\frac{2\pi \sqrt{-1} c}{|G_1|}} \end{pmatrix} \]

For later use, we prove the following two Lemmas.

**Lemma 2.1.** Assume that $|G| > |G_0|$. Then there exists $h \in G_s := \{g \in G|a(g) = 1\}$, such that $F^{(0)}_h = \frac{1}{|G_1/G_0|}$. 

Proof. First find $\xi \in G$ such that $F_{\xi}^{(0)} = \frac{1}{|G/G_{0}|}$.

If $G_{0} = \{0\}$, then $F_{\xi}^{(0)} = \frac{1}{|G|}$. Therefore,

$$0 < a(\xi) = F_{\xi}^{(0)} + F_{\xi}^{(1)} + F_{\xi}^{(2)} \leq \frac{1}{|G|} + \left(1 - \frac{1}{|G/G_{1}|}\right) + \left(1 - \frac{1}{|G/G_{2}|}\right) \leq \frac{1}{|G|} + \left(1 - \frac{1}{|G/2|}\right)$$

$$= 2 - \frac{1}{|G|} < 2.$$

Hence $a(\xi) = 1$ and we can take $h = \xi$.

If $G_{0} \neq \{0\}$, then we have the following two cases:

(1) $a(\xi) = 1$. Take $h = \xi$.

(2) $a(\xi) = 2$. Note that $G_{0}$ acts effectively on the $z_{1}$-axis and hence is a cyclic group. So we can find $\eta \in G_{0}$ such that

$$F_{\eta}^{(0)} = 0, \quad F_{\eta}^{(1)} = \frac{1}{|G_{0}|}, \quad F_{\eta}^{(2)} = 1 - \frac{1}{|G_{0}|}.$$

Also note that

$$|G_{0}| \cdot F_{\xi}^{(2)} - |G_{0}| \cdot \left(1 - F_{\xi}^{(1)}\right)$$

$$= |G_{0}| \cdot \left(F_{\xi}^{(0)} + F_{\xi}^{(1)} + F_{\xi}^{(2)} - 1 - F_{\xi}^{(0)}\right)$$

$$= |G_{0}| \cdot \left(1 - \frac{1}{|G/G_{0}|}\right)$$

$$\geq |G_{0}| \cdot \left(1 - \frac{1}{2}\right)$$

$$= \frac{|G_{0}|}{2} \geq 1.$$

So we may find an integer $k_{0}$ such that

$$0 < |G_{0}| \cdot (1 - F_{\xi}^{(1)}) \leq k_{0} \leq |G_{0}| \cdot F_{\xi}^{(2)} < |G_{0}|.$$

With this $k_{0}$, we have

$$1 \leq F_{\xi}^{(1)} + \frac{k_{0}}{|G_{0}|} < 2, \quad 0 \leq F_{\xi}^{(2)} - \frac{k_{0}}{|G_{0}|} < 1,$$

and therefore

$$\left\langle F_{\xi}^{(1)} + \frac{k_{0}}{|G_{0}|} \right\rangle = F_{\xi}^{(1)} + \frac{k_{0}}{|G_{0}|} - 1,$$

$$\left\langle F_{\xi}^{(2)} - \frac{k_{0}}{|G_{0}|} \right\rangle = F_{\xi}^{(2)} - \frac{k_{0}}{|G_{0}|}.$$
Now we have
\[
    a(\xi + k_0 \eta) = \mathcal{F}_{\xi + k_0 \eta}^{(0)} + \mathcal{F}_{\xi + k_0 \eta}^{(1)} + \mathcal{F}_{\xi + k_0 \eta}^{(2)}
\]
\[
    = \mathcal{F}_{\xi}^{(0)} + \langle \mathcal{F}_{\xi}^{(1)} + \frac{k_0}{|G_0|} \rangle + \langle \mathcal{F}_{\xi}^{(2)} - \frac{k_0}{|G_0|} \rangle
\]
\[
    = \mathcal{F}_{\xi}^{(0)} + \mathcal{F}_{\xi}^{(1)} + \frac{k_0}{|G_0|} - 1 + \mathcal{F}_{\xi}^{(2)} - \frac{k_0}{|G_0|}
\]
\[
    = 2 - 1 = 1.
\]
So we can take \( h = \xi + k_0 \eta \).

\[\square\]

**Lemma 2.2.** We have a bijection of sets:
\[
    \{0, 1, 2, \ldots, |G/G_1| - 1\} \times \{0, 1, \ldots, |G_1| - 1\} \xrightarrow{1:1} G
\]
\[
    (k, l) \mapsto k\alpha + l\beta.
\]

**Proof.** We have a short exact sequence of abelian groups:
\[
    0 \to G_1 \xrightarrow{i} G \xrightarrow{\pi} G/G_1 \to 0,
\]
where \( i \) is the inclusion and \( \pi \) is the quotient map. Furthermore, both \( G_1 \) and \( G/G_1 \) are cyclic, and we have chosen a generator \( \beta \) of \( G_1 \), and an element \( \alpha \) of \( G \) whose class in \( G/G_1 \) is a generator of \( G/G_1 \). Given \( g \in G \), there is a unique \( k \) such that \( \pi(g) = k \cdot \pi(\alpha) \). Because \( \pi(g - k\alpha) = 0 \), \( g - k\alpha \in \ker \pi = \text{Im } i \), so there is a unique \( l \) such that
\[
    g - k\alpha = l\beta.
\]
\[\square\]

Note we have
\[
    k\alpha + l\beta = \left( \begin{array}{ccc}
    e^{2\pi \sqrt{-1} \frac{kb}{|G/G_0|} + \frac{la}{|G_1|}} & 0 & 0 \\
    0 & e^{2\pi \sqrt{-1} \frac{k}{|G_1|}} & 0 \\
    0 & 0 & e^{2\pi \sqrt{-1} \frac{kc}{|G/G_2| + \frac{l}{|G_1|}}}
    \end{array} \right)
\]
I.e.,
\[
    \mathcal{F}_{k\alpha + l\beta}^{(0)} = \left( \frac{kb}{|G/G_0|} + \frac{la}{|G_1|} \right)
\]
\[
    \mathcal{F}_{k\alpha + l\beta}^{(1)} = \frac{k}{|G/G_1|}
\]
\[
    \mathcal{F}_{k\alpha + l\beta}^{(2)} = \left( \frac{kc}{|G/G_2|} + \frac{l}{|G_1|} \right)
\]
2.2. Lattice of invariants of $G$. Consider the lattice of invariants of $G$ defined by
\[ M := \{(m_0, m_1, m_2) \in \mathbb{Z}^3 \mid m_0 F_g^{(0)} + m_1 F_g^{(1)} + m_2 F_g^{(2)} \in \mathbb{Z}, \forall g \in G\}, \]
and let
\[ \tau := \{(x_0, x_1, x_2) \in \mathbb{R}^3 \mid x_i \geq 0, i = 0, 1, 2\}. \]
Then $M \cap \tau$ is a semigroup, closed under addition. Its semigroup ring $\mathbb{C}[M \cap \tau]$ consists of elements of the form $\sum_{i=1}^{m} a_i e^{\gamma_i}$ with $a_i \in \mathbb{C}$ and $\gamma_i \in M \cap \tau$.

The ring structure is given by
\[ \sum_{i=1}^{m} a_i e^{\gamma_i} + \sum_{i=1}^{m} b_i e^{\gamma_i} = \sum_{i=1}^{m} (a_i + b_i) e^{\gamma_i}, \]
\[ e^{\gamma_i} \cdot e^{\gamma'_i} = e^{\gamma_i + \gamma'_i}. \]

Then we have [16]:
\[ \mathbb{C}^3/G \cong \text{Spec} \mathbb{C}[M \cap \tau]. \]

Example 2.3. For $G = \mathbb{Z}_3(1, 1, 1)$, let $\xi$ be the generator, and we have
\[ F_\xi^{(0)} = F_\xi^{(1)} = F_\xi^{(2)} = \frac{1}{3}. \]
Therefore,
\[ M = \{(m_0, m_1, m_2) \in \mathbb{Z}^3 \mid m_0 + m_1 + m_2 \equiv 0 \pmod{3}\}. \]

Example 2.4. For $G = \mathbb{Z}_4(2, 1, 1)$, let $\xi$ be the generator, and we have
\[ F_\xi^{(0)} = \frac{1}{2}, \quad F_\xi^{(1)} = F_\xi^{(2)} = \frac{1}{4}. \]
Therefore,
\[ M = \{(m_0, m_1, m_2) \in \mathbb{Z}^3 \mid 2m_0 + m_1 + m_2 \equiv 0 \pmod{4}\}. \]

Example 2.5. For $G = \mathbb{Z}_5(3, 1, 1)$, let $\xi$ be the generator, and we have
\[ F_\xi^{(0)} = \frac{3}{5}, \quad F_\xi^{(1)} = F_\xi^{(2)} = \frac{1}{5}. \]
Therefore,
\[ M = \{(m_0, m_1, m_2) \in \mathbb{Z}^3 \mid 3m_0 + m_1 + m_2 \equiv 0 \pmod{5}\}. \]

Example 2.6. For $G = \mathbb{Z}_2(1, 0, 1) \times \mathbb{Z}_2(1, 1, 0)$, let $\alpha_1, \alpha_2$ be the generators of the first and the second subgroup respectively, and we have
\[ F_{\alpha_1}^{(0)} = \frac{1}{2}, \quad F_{\alpha_1}^{(1)} = 0, \quad F_{\alpha_1}^{(2)} = \frac{1}{2}, \]
\[ F_{\alpha_2}^{(0)} = \frac{1}{2}, \quad F_{\alpha_2}^{(1)} = \frac{1}{2}, \quad F_{\alpha_2}^{(2)} = 0. \]
Therefore, 
(22) 
\[ M = \{(m_0, m_1, m_2) \in \mathbb{Z}^3 \mid m_0 + m_1 \equiv 0 \pmod{2}, \ m_0 + m_2 \equiv 0 \pmod{2} \}. \]

2.3. An explicit integral basis of \( M \). Let \( \{e_0, e_1, e_2\} \) be the standard basis of \( \mathbb{Z}^3 \). To determine the charge vectors of the crepant resolutions of \( \mathbb{C}^3 / G \), the first step is to find a basis of \( M \). We construct a basis \( \{\varepsilon_0, \varepsilon_1, \varepsilon_2\} \) of \( M \) explicitly as follows.

Since the integers \( \frac{|G_1|}{\gcd(|G_1|, c|G_2|)} \) and \( c|G_2| \) are relatively prime, one can find \( m_1^*, m_2^* \in \mathbb{Z} \) such that

\[
(23) \quad m_1^* \cdot \frac{|G_1|}{\gcd(|G_1|, c|G_2|)} + m_2^* \cdot c|G_2| = 1.
\]

**Proposition 2.7.** Define three vectors \( \varepsilon_0, \varepsilon_1, \varepsilon_2 \) by:

\[
(24) \quad [\varepsilon_0, \varepsilon_1, \varepsilon_2] := [e_0, e_1, e_2] \begin{bmatrix} 0 & 0 & 1 \\ \frac{m_1^* |G_1|}{\gcd(|G_1|, c|G_2|)} & -c|G_2| & 1 \\ m_2^* |G_1| & |G_1| & 1 \end{bmatrix}
\]

Then \( \{\varepsilon_0, \varepsilon_1, \varepsilon_2\} \) is an integral basis of \( M \).

**Proof.** First it is clear that \( \varepsilon_0, \varepsilon_1, \varepsilon_2 \) are linearly independent, because by using (23),(24), we have

\[
det \begin{bmatrix} 0 & 0 & 1 \\ \frac{m_1^* |G_1|}{\gcd(|G_1|, c|G_2|)} & -c|G_2| & 1 \\ m_2^* |G_1| & |G_1| & 1 \end{bmatrix} = |G| > 0.
\]

Now let us show that \( \varepsilon_0, \varepsilon_1, \varepsilon_2 \in M \). It is clear that \( \varepsilon_2 = e_0 + e_1 + e_2 \in M \), since \( G \subseteq \text{SL}(3, \mathbb{C}) \). For \( \varepsilon_0, \varepsilon_1 \), by using (12), (13), we have for any \( (p_1, p_2) \in \mathbb{Z}^2 \) and \( 0 \leq k < |G/G_1|, 0 \leq l < |G_1| \),

\[
p_1 \cdot F_{k\alpha + l\beta}^{(1)} + p_2 \cdot F_{k\alpha + l\beta}^{(2)} = p_1 \cdot \frac{k}{|G/G_1|} + p_2 \cdot \left( k \cdot \frac{c}{|G/G_2|} + \frac{l}{|G_1|} \right) \mod \mathbb{Z}
\]

\[
= k \left( p_1 \cdot |G_1| + p_2 \cdot c|G_2| \right) + l \cdot \frac{p_2}{|G_1|} \mod \mathbb{Z}.
\]

In particular, for \( (p_1, p_2) = (-c|G_2|, |G_1|) \) so that \( p_1 e_1 + p_2 e_2 = \varepsilon_1 \),

\[
-c|G_2| \cdot F_{k\alpha + l\beta}^{(1)} + |G_1| \cdot F_{k\alpha + l\beta}^{(2)} = l \in \mathbb{Z}.
\]
Therefore, \( \varepsilon_1 \in M \). Similarly, for \((p_1, p_2) = \left( \frac{m_1^* \cdot |G|}{\gcd([G_1, c][G_2])}, m_2^* \cdot |G| \right)\) so that \( p_1 \varepsilon_1 + p_2 \varepsilon_2 = \varepsilon_0 \), we have, from (23),(24),

\[
\frac{m_1^* \cdot |G|}{\gcd([G_1, c][G_2])} \cdot F_{k\alpha + l\beta}^{(1)} + m_2^* \cdot |G| \cdot F_{k\alpha + l\beta}^{(2)} = k \left( m_1^* \cdot \frac{|G_1|}{\gcd([G_1, c][G_2])} + m_2^* \cdot c[G_2] \right) + lm_2^* \cdot |G/G_1| \in \mathbb{Z}.
\]

Therefore, \( \varepsilon_0 \in M \).

Finally, let us prove that \( \{ \varepsilon_0, \varepsilon_1, \varepsilon_2 \} \) generates \( M \) over \( \mathbb{Z} \). For any \((n_0, n_1, n_2) \in M\), we have \( \sum_{j=0}^2 n_j \varepsilon_j = \sum_{j=0}^2 x_j \varepsilon_j \), where

\[
\begin{bmatrix}
  x_0 \\
  x_1 \\
  x_2
\end{bmatrix} =
\begin{bmatrix}
  0 & 0 & 1 \\
  \frac{m_1^* |G|}{\gcd([G_1, c][G_2])} & -c[G_2] & 1 \\
  m_2^* |G| & |G_1| & 1
\end{bmatrix}^{-1}
\begin{bmatrix}
  n_0 \\
  n_1 \\
  n_2
\end{bmatrix} = \begin{bmatrix}
  (n_1 - n_0) \cdot \frac{1}{|G/G_1|} + (n_2 - n_0) \cdot \frac{c}{|G/G_2|} \\
  -(n_1 - n_0) \cdot m_2^* + (n_2 - n_0) \frac{m_1^*}{\gcd([G_1, c][G_2])} \\
  n_0
\end{bmatrix}.
\]

We need to show that \( x_0, x_1, x_2 \in \mathbb{Z} \). We already have \( x_2 = n_0 \in \mathbb{Z} \). Note that

\[
\sum_{i=0}^2 n_i \cdot F_{k\alpha + l\beta}^{(0)} - n_0 \cdot a(k\alpha + l\beta) = (n_1 - n_0) \cdot F_{k\alpha + l\beta}^{(1)} + (n_2 - n_0) \cdot F_{k\alpha + l\beta}^{(2)} = k \left( (n_1 - n_0) \cdot \frac{1}{|G/G_1|} + (n_2 - n_0) \cdot \frac{c}{|G/G_2|} \right) + l \cdot \frac{n_2 - n_0}{|G/G_1|}
\]

is an integer for any \((k, l) \in \mathbb{Z}^2\). Choose \((k, l) = (1, 0)\), we see that

\[
x_0 = (n_1 - n_0) \cdot \frac{1}{|G/G_1|} + (n_2 - n_0) \cdot \frac{c}{|G/G_2|} \in \mathbb{Z}.
\]

If \( |G_1| = 1 \), then it is clear that

\[ x_1 = -(n_1 - n_0) \cdot m_2^* + (n_2 - n_0) \cdot m_1^* \in \mathbb{Z}; \]

otherwise, we may choose \((k, l) = (0, 1)\) to see that \( \frac{m_2^* - m_0}{|G_1|} \in \mathbb{Z} \), this implies that

\[
x_1 = -(n_1 - n_0) \cdot m_2^* + m_1^* \frac{(n_2 - n_0)}{\gcd([G_1, c][G_2])} \in \mathbb{Z}.
\]
Example 2.8. For \( G = \mathbb{Z}_3(1,1,1) \), we have \( G_0 = G_1 = G_2 = \{0\} \). In this case \( c = 1 \). We take \( m_1^* = 0 \), \( m_2^* = 1 \) to get:

\[
[e_0, e_1, e_2] = [e_0, e_1, e_2] \begin{bmatrix} 0 & 0 & 1 \\ 0 & -1 & 1 \\ 3 & 1 & 1 \end{bmatrix}
\]

Example 2.9. For \( G = \mathbb{Z}_4(2,1,1) \), we have \( G_0 \cong \mathbb{Z}_2 \), \( G_1 = G_2 = \{0\} \). In this case \( c = 1 \). We take \( m_1^* = 0 \), \( m_2^* = 1 \) to get:

\[
[e_0, e_1, e_2] = [e_0, e_1, e_2] \begin{bmatrix} 0 & 0 & 1 \\ 0 & -1 & 1 \\ 4 & 1 & 1 \end{bmatrix}
\]

Example 2.10. For \( G = \mathbb{Z}_5(3,1,1) \), we have \( G_0 = G_1 = G_2 = \{0\} \). In this case \( c = 1 \). We take \( m_1^* = 0 \), \( m_2^* = 1 \) to get:

\[
[e_0, e_1, e_2] = [e_0, e_1, e_2] \begin{bmatrix} 0 & 0 & 1 \\ 0 & -1 & 1 \\ 5 & 1 & 1 \end{bmatrix}
\]

Example 2.11. For \( G = \mathbb{Z}_2(1,0,1) \times \mathbb{Z}_2(1,1,0) \), we have \( G_0 = \langle \alpha_1 + \alpha_2 \rangle \), \( G_1 = \langle \alpha_1 \rangle \), \( G_2 = \langle \alpha_2 \rangle \). We take \( \alpha = \alpha_2 \), \( \beta = \alpha_1 \), and then \( c = 1 \). We take \( m_1^* = 1 \) and \( m_2^* = 0 \) to get:

\[
[e_0, e_1, e_2] = [e_0, e_1, e_2] \begin{bmatrix} 0 & 0 & 1 \\ 2 & -2 & 1 \\ 0 & 2 & 1 \end{bmatrix}
\]

2.4. Toric resolutions of \( \mathbb{C}^3/G \). In order to find toric resolutions of \( \mathbb{C}^3/G \), it is necessary to consider the dual picture. Following [16], write \( V = \mathbb{R}^3 \). Let \( V^\vee \) be the dual space of \( V \), \( M^\vee \) the dual lattice of \( M \) and \( \tau^\vee \) the dual cone of \( \tau \). Then \( M^\vee \subset V^\vee \), and for the basis (24), we have in the dual picture

\[
[e_0^\vee, e_1^\vee, e_2^\vee] = \begin{bmatrix} 0 & \frac{m_1^* \cdot |G|}{\text{gcd}(|G_1|, |G_2|)} & m_2^* \cdot |G| \\
0 & -c |G_2| & |G_1| \\
1 & 1 & 1 \end{bmatrix}.
\]

Now the fan describing the affine toric variety \( \mathbb{C}^3/G \) is given by the lattice cone \( \sigma = \tau^\vee \cap M^\vee \), which is generated by \( \{e_0^\vee, e_1^\vee, e_2^\vee\} \) in \( M^\vee \). A crepant resolution of \( \mathbb{C}^3/G \) can be described by a fan obtained by subdividing \( \sigma \) into basic cones by adding more edges lying in \( M^\vee \). Recall that a cone is basic if it is spanned by a basis of \( M^\vee \). For more details and discussions, see [16] and references therein.
From (25), we can describe the toric affine variety $\mathbb{C}^3/G$ by a cone in $\mathbb{Z}^3$ given by

$$\tilde{v}_0 := \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \tilde{v}_1 := \begin{bmatrix} \frac{m_1 \cdot |G|}{\gcd(|G_1|,|G_2|)} \\ -c|G_2| \\ 1 \end{bmatrix}, \tilde{v}_2 := \begin{bmatrix} m_2 \cdot |G| \\ |G_1| \\ 1 \end{bmatrix}. \tag{26}$$

Let $v_i$ be the integral point in $\mathbb{Z}^2$ by forgetting the last coordinate of $\tilde{v}_i$. Then $\mathbb{C}^3/G$ can be described by the triangle $\triangle_{v_0v_1v_2}$ with vertices $v_0, v_1, v_2$. A crepant resolution of $\mathbb{C}^3/G$ is given by a maximal triangulation of $\triangle_{v_0v_1v_2}$ with vertices being the integral points contained in $\triangle_{v_0v_1v_2}$. So we first need to find all the integral points. The following method was conjectured in [25] by the second author.

Define the “small” part of the group as the set

$$G_s := \{g \in G \mid a(g) = 1\} \neq \emptyset.$$ 

We set $s := |G_s|$ and impose an ordering $G_s = \{g_1, \cdots, g_s\}$. For each $g \in G_s$, set

$$\tilde{v}_g := F_g^{(0)} \cdot \tilde{v}_0 + F_g^{(1)} \cdot \tilde{v}_1 + F_g^{(2)} \cdot \tilde{v}_2. \tag{27}$$

Then we can check that $\tilde{v}_g$ is an integral point in $\mathbb{Z}^3$. Let $v_g$ be the integral point in $\mathbb{Z}^2$ by forgetting the last coordinate of $\tilde{v}_g$. We can see that $v_g$ is contained in $\triangle_{v_0v_1v_2}$. Note that $G$ acts effectively on $\mathbb{C}^3$, and so it is easy to see that $v_0, v_1, v_2, v_{g_1}, \cdots, v_{g_s}$ are mutually distinct.

**Proposition 2.12.** The triangle $\triangle_{v_0v_1v_2}$ contains no integral points other than $v_0, v_1, v_2, v_{g_1}, \cdots, v_{g_s}$.

**Proof.** First we give a partition of $G \setminus \{0\}$ as follows:

$$I_1 := \{g \in G \setminus \{0\} \mid a(g) = 1 \text{ and } F_g^{(0)} \cdot F_g^{(1)} \cdot F_g^{(2)} \neq 0\},$$

$$I_2 := \{g \in G \setminus \{0\} \mid a(g) = 2\},$$

$$B := \{g \in G \setminus \{0\} \mid a(g) = 1 \text{ and } F_g^{(0)} \cdot F_g^{(1)} \cdot F_g^{(2)} = 0\}.$$ 

Then we can check the following:

- $G \setminus \{0\} = I_1 \cup I_2 \cup B$, and for any $g \in G \setminus \{0\}$, we have $g \in I_1 \iff -g \in I_2$.
- $|I_1| = |I_2|$.
- $G_s = I_1 \cup B$ and for any $g \in G_s$, we have $g \in I_1 \iff v_g \in \text{int}\triangle_{v_0v_1v_2}$, $g \in B \iff v_g \in \partial\triangle_{v_0v_1v_2}$.
Recall by Pick’s theorem [17], for a triangle $\Delta$ with vertices in $\mathbb{Z}^2$,

\[(28) \quad \text{area of } \Delta = 1 + \frac{i}{2} + \frac{b}{2},\]

where $i$ is the number of lattice points in the interior of $\Delta$, and $b$ is the number of lattice points on the boundary of $\Delta$. Hence we have

\[
\text{area of } \Delta_{v_0v_1v_2} \geq \frac{3}{2} + |B| + |I_1| - 1.
\]

Note that the left hand side of this inequality $= \frac{|G|}{2}$ from (25), and the right-hand side is equal to

\[
\frac{1}{2}(3 + |B| + 2|I_1| - 2) = \frac{1}{2}(1 + |B| + |I_1| + |I_2|) = \frac{|G|}{2}.
\]

So the inequality is actually an equality, and therefore $\Delta_{v_0v_1v_2}$ contains no integral points other than $v_0, v_1, v_2, v_g, \ldots, v_g$. \hfill \square

We shall use

\[
\mathcal{S} := \{0, 1, 2, g_1, \ldots, g_s\}
\]

to index the lattice points in $\Delta_{v_0v_1v_2}$. Now one can triangulate $\Delta_{v_0v_1v_2}$ into triangles with these lattice points as vertices whose areas are $1/2$, i.e., there are no other lattice points in these smaller triangles. This can be easily seen by Pick’s theorem and induction. Indeed, by Pick’s theorem a lattice triangle has area $1/2$ if and only if there is no lattice points other than the vertices on this triangle. Hence if a lattice triangle has area bigger than $1/2$, one can use an extra lattice point as vertex to subdivide the triangle into two or three triangles with smaller areas.

Each of such triangulations corresponds to a subdivision of the lattice cone $\sigma = \tau^\vee \cap M^\vee$ into basic cones, and hence provides a crepant resolution of $\mathbb{C}^3/G$. Indeed, suppose that $\Delta_{v_0v_1v_2v_3}$ is one of the smaller triangles in the triangulation, then the tetrad with vertices $(0,0,0)$, $\bar{v}_{i_1}$, $\bar{v}_{i_2}$ and $\bar{v}_{i_3}$ has volume $\frac{1}{6}$, and so $\bar{v}_{i_1}$, $\bar{v}_{i_2}$ and $\bar{v}_{i_3}$ span a basic cone. In general, the triangulations are not unique and hence crepant resolutions are not unique, they are related to each other by flops. Combinatorially, a flop is two different ways to triangulate a parallelogram with integral vertices of area one into two triangles:

![Figure 1](attachment://figure_1.png)

**Example 2.13.** For $G = \mathbb{Z}_3(1,1,1)$,

\[
[e_0^\vee, e_1^\vee, e_2^\vee] = [e_0^\vee, e_1^\vee, e_2^\vee] \begin{bmatrix} 0 & 0 & 3 \\ 0 & -1 & 1 \\ 1 & 1 & 1 \end{bmatrix}
\]
Only $\xi$ has age 1, and
\[ \tilde{v}_\xi = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix}. \]

There is only one triangulation of $\Delta_{v_0v_1v_2}$ with $v_\xi$ added:

![Figure 2](image)

**Example 2.14.** For $G = \mathbb{Z}_4(2,1,1)$,

\[ [e_0^\vee, e_1^\vee, e_2^\vee] = [e_0^\vee, e_1^\vee, e_2^\vee] = \begin{bmatrix} 0 & 0 & 4 \\ 0 & -1 & 1 \\ 1 & 1 & 1 \end{bmatrix} \]

There are two elements of age 1: $\xi$ and $2\xi$, and
\[ \tilde{v}_\xi = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix}, \quad \tilde{v}_{2\xi} = \begin{bmatrix} 2 \\ 0 \\ 1 \end{bmatrix}. \]

There is only one triangulation of $\Delta_{v_0v_1v_2}$ with $v_\xi$ and $v_{2\xi}$ added:

![Figure 3](image)

**Example 2.15.** For $G = \mathbb{Z}_5(3,1,1)$,

\[ [e_0^\vee, e_1^\vee, e_2^\vee] = [e_0^\vee, e_1^\vee, e_2^\vee] = \begin{bmatrix} 0 & 0 & 5 \\ 0 & -1 & 1 \\ 1 & 1 & 1 \end{bmatrix} \]

There are two elements of age 1: $\xi$ and $2\xi$, and
\[ \tilde{v}_\xi = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix}, \quad \tilde{v}_{2\xi} = \begin{bmatrix} 2 \\ 0 \\ 1 \end{bmatrix}. \]
There is only one triangulation of $\Delta_{v_0v_1v_2}$ with $v_\xi$ and $v_{2\xi}$ added:

![Figure 4]

Example 2.16. For $G = \mathbb{Z}_2(1, 0, 1) \times \mathbb{Z}_2(1, 1, 0)$,

$$[e_0^\vee, e_1^\vee, e_2^\vee] = [\varepsilon_0^\vee, \varepsilon_1^\vee, \varepsilon_2^\vee] = \begin{bmatrix} 0 & 2 & 0 \\ 0 & -2 & 2 \\ 1 & 1 & 1 \end{bmatrix}$$

There are three elements of age 1: $\alpha_1$, $\alpha_2$, and $\alpha_1 + \alpha_2$, and

$$\tilde{v}_{\alpha_1} = \begin{bmatrix} 0 \\ 1 \\ 1 \end{bmatrix}, \quad \tilde{v}_{\alpha_2} = \begin{bmatrix} 1 \\ -1 \\ 1 \end{bmatrix}, \quad \tilde{v}_{\alpha_1 + \alpha_2} = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix}.$$  

There are four triangulations of $\Delta_{v_0v_1v_2}$ in this case:

![Figure 5]

2.5. GLSM for toric crepant resolutions of $\mathbb{C}^3/G$. In the above subsection we have described the fans that correspond to toric crepant resolutions.
of $\mathbb{C}^3/G$. It is well-known that one can describe toric manifolds by symplectic reduction [6], and this corresponds to moduli spaces of gauged linear sigma models (GLSM) in physics literature [21]. We now recall this in this subsection. Consider the following $(S^1)^k$-action on $\mathbb{C}^{n+k}$:

$$(t_1, \ldots, t_k)(x_1, \ldots, x_{n+k}) = \left(\prod_{i=1}^k t_i^{l(i)_1} x_1, \ldots, \prod_{i=1}^k t_i^{l(i)_{n+k}} x_{n+k}\right),$$

where $l(i)_{j} \in \mathbb{Z}$. This action is Hamiltonian with respect to the standard Kähler form of $\mathbb{C}^{n+k}$. The vectors $l(i)_{j} = (l(i)_1, \ldots, l(i)_{n+k})$, $i = 1, \ldots, k$ are called charge vectors of this action. They determine a moment map $\mu : \mathbb{C}^{n+k} \to \mathbb{R}^k$

$$(x_1, \ldots, x_{n+k}) \mapsto \left(\frac{1}{2} \sum_{j=1}^{n+k} l^{(i)}_{j} |x_j|^2, \ldots, \frac{1}{2} \sum_{j=1}^{n+k} l^{(k)}_{j} |x_j|^2\right).$$

For $a \in \mathbb{R}^k$, let $X_a := \mu^{-1}(a)/(S^1)^k$. Then $X_a$ is an orbifold for generic $a$. More precisely, the regular values of $\mu$ form some open chambers. It is known that when $a$ moves inside one chamber, the topology of $X_a$ remains unchanged, and when $a$ crosses the wall from one chamber to another, $X_a$ changes by a flop. If the charge vectors satisfy the Calabi-Yau condition

$$\sum_{j=1}^{n+k} l^{(i)}_{j} = 0, \quad i = 1, \ldots, k,$$

then generic $X_a$’s are Calabi-Yau $n$-orbifolds.

We now recall a procedure of finding charge vectors of a toric manifold given in [10]. Suppose that $X$ is a smooth toric $n$-fold described by a fan $\Sigma$, whose one-dimensional cones are generated by $v_1, \ldots, v_m$ in a lattice $\mathbb{M} \subset \mathbb{R}^n$, $n < m$. Suppose that $v_1, \ldots, v_m$ also generate $\mathbb{Z}^n$ over $\mathbb{Z}$. The lattice of relations over $\mathbb{Z}$ among $v_1, \ldots, v_m$ is defined by

$$\mathbb{L} := \{(l_1, \ldots, l_m) \in \mathbb{Z}^m : l_1 v_1 + \cdots + l_m v_m = 0\}.$$ 

I.e., we have the following exact sequence

$$(29) \quad 0 \to \mathbb{L} \to \mathbb{Z}^m \to \mathbb{M} \to 0.$$ 

The charge vectors correspond to a set of generators of $\mathbb{L}$.

Let us first construct some vectors in $\mathbb{L}$. The vectors $v_1, \ldots, v_m$ correspond to toric divisors $D_1, \ldots, D_m$, respectively. Given any $w \in \mathbb{M}^\vee$, there is a linear equivalence:

$$(30) \quad \langle v_1, w\rangle D_1 + \cdots + \langle v_m, w\rangle D_m \sim 0.$$ 

Toric curves on $X$ are determined by $(n-1)$-dimensional cones in $\Sigma$. If a toric curve $C$ is compact, the corresponding cone $\tau$ is the boundary between two $n$-dimensional cones $\sigma_1, \sigma_2$. Denote the integer generators of $\tau,$ $\sigma_1$ and
So there exists a unique linear relation of the form
\[ l_i v_i = j \]
and so
\[ C v = \{ \ associate to a compact toric divisor \ C \ n \ numbers between \ 1, \ldots, n \}. \]
These intersection numbers can be computed as follows: The \( i \)ntersection \( v \)sponding vertices \( v \) generate a cone in \( \Sigma \) or not. Thus we have described the way to interpret the numbers \( l_i \) of the numbers \( l_i \) cannot be written as \( n \)mber. In \textbf{[10]} the following geometric interpretation of the numbers \( l_i \) is given. The toric curve \( C \) corresponding to \( \tau \) is given by \( C = D_{i_1} \cdots D_{i_{n-1}}. \) Then
\[ l_{ij} = C D_{i_j} = D_{i_1} \cdots D_{i_{n-1}} D_{i_j}. \]
These intersection numbers can be computed as follows: The intersection numbers between \( n \) distinct toric divisors \( D_{j_1}, \ldots, D_{j_n} \) is 1 if their corresponding vertices \( v_{j_1}, \ldots, v_{j_n} \) generate a cone in \( \Sigma \) or not. Hence one can see from this that when \( j = n \) or \( n+1, l_{ij} = 1. \) When \( 1 \leq j \leq n-1, \) say \( j = 1, \) choose a lattice point \( w \in M^\vee \) such that \( \langle v_{i_1}, w \rangle = \delta_{i_1}, \) then by (30) one has
\[ D_{i_1} \cdots D_{i_{n-1}} D_{i_1} = - \sum_{i \neq i_1, \ldots, i_{n-1}} \langle v_i, w \rangle \cdot D_{i_1} \cdots D_{i_{n-1}} D_{i_1}, \]
where \( D_{i_1} \cdots D_{i_{n-1}} D_{i} \) is either 1 or 0, depending on whether \( v_{i_1}, \ldots, v_{i_{n-1}} \) and \( v_i \) generate a cone in \( \Sigma \) or not. Thus we have described the way to associate to a compact toric divisor \( C \) a vector \( \vec{l}_C \in \mathbb{L}. \) To find the charge matrix, take all those curves \( C_i \) whose \( \vec{l}^{(i)} := \vec{l}_{C_i} \) cannot be written as nonnegative linear combinations of the other \( \vec{l}^{(j)}. \)

Applying this procedure to the case of toric crepant resolutions of \( \mathbb{C}^3/G, \) one can obtain the corresponding charge vectors. In this case we propose the following procedure to find the \( C_i \)’s. Consider the dual graph of the regular triangulation of \( \Delta_{v_0v_1v_2}. \) It consists of edges (of finite length) and half edges (that go to infinity). The edges correspond to compact toric curves, and the half edges correspond to noncompact toric curves. For \( i \in G_s \subset S, \) let \( v_{i_1}, \ldots, v_{i_{jk}} \) be all the edges in the triangulation of \( \Delta_{v_0v_1v_2} \) emanating at \( v_i. \) The star of \( v_i \) consists of those edges in the dual graph, one for each of \( v_{i_1}, v_{i_{jk}}. \) If \( v_i \) lies in the interior of \( \Delta_{v_0v_1v_2}, \) then the star of \( v_i \) is a closed polygon; if \( v_i \) lies on the boundary of \( \Delta_{v_0v_1v_2}, \) then the star of \( v_i \) is an “open polygon” with two parallel sides. For each \( i \in G_s, \) we will choose one edge in the star of \( v_i, \) to obtain a collection of the corresponding curves \( C_i, \) so that \( \{ [C_i] : i \in G_s \} \) form a basis of \( H_2(Y; \mathbb{Z}). \)
Example 2.17. For the toric resolution of $\mathbb{C}^3/\mathbb{Z}_3(1,1,1)$, recall that the triangulation of $\Delta_{v_0v_1v_2}$ is

![Figure 7]

and its dual graph is

![Figure 8]

Let $D_i$ be the corresponding toric divisor for $i \in \{0, 1, 2, \xi\}$. Then from (30), we have the following linear equivalence relations:

$$(31) \quad D_0 - D_1 \sim 0, \quad D_0 - D_2 \sim 0, \quad D_0 + D_1 + D_2 + D_\xi \sim 0.$$ 

So we have

$$(32) \quad D_0 \sim D_1 \sim D_2, \quad D_\xi \sim -3D_0 \sim -3D_1 \sim -3D_2.$$ 

From the two-dimensional profile above, we see there are three compact toric curves: $D_\xi \cdot D_i$, $i = 0, 1, 2$. The intersection numbers are:

$$
\begin{array}{c|cccc}
& D_0 & D_1 & D_2 & D_\xi \\
D_\xi \cdot D_0 & 1 & 1 & 1 & -3 \\
D_\xi \cdot D_1 & 1 & 1 & 1 & -3 \\
D_\xi \cdot D_2 & 1 & 1 & 1 & -3 \\
\end{array}
$$

For example,

$$(D_\xi \cdot D_0) \cdot D_1 = (D_\xi \cdot D_0) \cdot D_2 = 1$$
because \( \{v_\xi, v_0, v_1\} \) and \( \{v_\xi, v_0, v_2\} \) are the the vertices of two triangles in the triangulation. Using the linear equivalence as above, we also have

\[
(D_\xi \cdot D_0) \cdot D_0 = (D_\xi \cdot D_0) \cdot D_1 = 1,
\]
\[
(D_\xi \cdot D_0) \cdot D_\xi = -3(D_\xi \cdot D_0) \cdot D_1 = -3.
\]

The star of \( v_\xi \) is a triangle. It corresponds to the fact that \( D_\xi \cong \mathbb{P}^2 \). The three edges of the star of \( v_\xi \) corresponds to three coordinate lines on \( \mathbb{P}^2 \), and they have the same homology classes. Choose any one of them as \( C_\xi \), one get the charge vector is

\[
l^{(\xi)} = (C_\xi \cdot D_0, C_\xi \cdot D_1, C_\xi \cdot D_2, C_\xi \cdot D_\xi) = (1, 1, 1, -3).
\]

For more examples, see Section 7.

2.6. Summary. In this subsection we summarize the main results of this section. First of all, when \( G \subset SL(3, \mathbb{C}) \) is a finite abelian subgroup, then \( \mathbb{C}^3/G \) is a toric variety described by a cone with generators \( \tilde{v}_0, \tilde{v}_1, \tilde{v}_2 \) given by (26). Secondly, toric crepant resolution of \( \mathbb{C}^3/G \) can be obtained by adding vectors \( \{\tilde{v}_g : g \in G, a(g) = 1\} \) to this cone and use them to subdivide the cone into simplicial cones. Thirdly the subdivision determines some charge vectors which realize the toric crepant resolutions as symplectic quotients of \( T^s \)-actions on \( \mathbb{C}^{3+s} \).

3. Disc potential for crepant resolutions of \( \mathbb{C}^3/G \)

In this section we compute the potential function of disc invariants of crepant resolutions of \( \mathbb{C}^3/G \) with some special D-branes. Our main results of this section are contained Proposition 3.7 and §3.4.

3.1. Charge vectors for of some special D-branes. Let \( Y \) be a crepant resolution of \( \mathbb{C}^3/G \). In the last section we have shown that they can be described as symplectic quotients with charge vectors

\[
l^{(g_1)} = (l_0^{(g_1)}, l_1^{(g_1)}, l_2^{(g_1)}, \ldots, l_y^{(g_1)}),
\]
\[
\ldots
\]
\[
l^{(g_s)} = (l_0^{(g_s)}, l_1^{(g_s)}, l_2^{(g_s)}, \ldots, l_y^{(g_s)}).
\]

They form a basis of the lattice of relations [20]:

\[
\mathbb{L} := \{ (l_0, l_1, l_2, l_y, \ldots, l_y) \in \mathbb{Z}^{3+s} \mid \sum_{j=0}^{2} l_j \tilde{v}_j + \sum_{i=1}^{s} l_i \tilde{v}_y, l_i = 0 \}.
\]

From (27), the following vectors form a natural \( \mathbb{Q} \)-basis of \( \mathbb{L} \otimes \mathbb{Q} \): 

\[
(\lvert G \rvert F_{y_1}^{(0)}, \ l_0^{(y_1)}, \ l_1^{(y_1)}, \ l_2^{(y_1)}, \ldots, \ l_y^{(y_1)}, \ -\lvert G \rvert, \ 0, \ldots, 0),
\]
\[
(\lvert G \rvert F_{y_2}^{(0)}, \ l_0^{(y_2)}, \ l_1^{(y_2)}, \ l_2^{(y_2)}, \ 0, \ -\lvert G \rvert, \ 0, \ldots, 0),
\]
\[
\ldots
\]
\[
(\lvert G \rvert F_{y_s}^{(0)}, \ l_0^{(y_s)}, \ l_1^{(y_s)}, \ l_2^{(y_s)}, \ 0, \ 0, \ 0, \ldots, 0).
\]
For $i \in S = \{0, 1, 2, g_1, \cdots, g_s\}$, we shall write $l_i = (l^{(g_1)}_i, \cdots, l^{(g_s)}_i)^T$. Since the charge vectors are linear combinations of those in (33), it follows that the vectors $l_{g_i}, i = 1, \cdots, s$, form a basis of $\mathbb{R}^s$, and
\begin{equation}
\sum_{i \in S} l^{(g_i)}_i = 0, \quad l = 1, \cdots, s, \tag{33}
\end{equation}
\begin{equation}
\sum_{g \in G_s} F^{(g)}_y l_g + l_j = 0, \quad j = 0, 1, 2. \tag{34}
\end{equation}

Consider an outer D-brane $L_0$ in $Y$, with a framing $f \in \mathbb{Z}$, which intersects the non-compact toric curve given by $v_{i_0} \subset \frac{v_{i_1}}{v_{i_2}}$, as illustrated below. Here $v_{i_0}$ is the unique integral point such that $\Delta_{v_{i_0}}v_{i_1}v_{i_2}$ is an anticlockwise directed triangle in the triangulation. It is easy to check that $i_0 \in \{0, g_1, \cdots, g_s\}, i_1 \in \{1, g_1, \cdots, g_s\}, i_2 \in \{2, g_1, \cdots, g_s\}$.

Then the geometry of $(Y, L_0)$ can be described by the following extended charge vectors:
\begin{align*}
\vec{l}^{(g_1)} &= \begin{pmatrix} l^{(g_1)}_0, l^{(g_1)}_1, l^{(g_1)}_2, l^{(g_1)}_{g_1}, \cdots, l^{(g_1)}_{g_s} \end{pmatrix}, \quad 0, 0) , \\
\vec{l}^{(g_s)} &= \begin{pmatrix} l^{(g_s)}_0, l^{(g_s)}_1, l^{(g_s)}_2, l^{(g_s)}_{g_1}, \cdots, l^{(g_s)}_{g_s} \end{pmatrix}, \quad 0, 0) , \\
\vec{l}^{(0)} &= \begin{pmatrix} l^{(0)}_0, l^{(0)}_1, l^{(0)}_2, l^{(0)}_{g_1}, \cdots, l^{(0)}_{g_s} \end{pmatrix}, \quad 1, -1),
\end{align*}
where
\begin{equation}
l^{(0)}_i = \begin{cases} 1, & i = i_0, \\
f, & i = i_1, \\
-f - 1, & i = i_2, \\
0, & i \in S \setminus \{i_0, i_1, i_2\}. \end{cases} \tag{35}
\end{equation}

We remark that if $i_0 = 0$, then $G_0 = G$ and $G \subset SL(2, \mathbb{C})$ acts effectively on the plane given by $z_0 = 0$. Therefore, we can see that
\begin{equation}
l^{(0)}_0 = \delta_{i_0, 0} = \frac{|G_0|}{|G|} \delta_{i_0, 0}. \end{equation}

**Lemma 3.1.** If $i_0 \neq 0$, then $i_0 \in G_s$ and $F^{(0)}_{i_0} = \frac{|G_0|}{|G|}$.

**Proof.** It is easy to see that $i_0 \in G_s$ with $F^{(0)}_{i_0} \neq 0$. So $i_0 \in G \setminus G_0$ and hence $\frac{|G|}{|G_0|} > 1$. From Lemma 2.1, we can find $h \in G_s$ such that $F^{(0)}_h = \frac{1}{|G/G_0|}$. 

Figure 9
Then the affine line
\[ l := \{ xv_1 + (1 - \frac{|G_0|}{|G|} - x)v_2 \mid x \in \mathbb{R} \} \]
contains \( v_h \) and is parallel to \( \overline{v_1v_2} \).

If \( F_{i_0}^{(0)}(0) \neq \frac{1}{|G_0/G|} \), then we have \( F_{i_0}^{(0)} > \frac{1}{|G_0/G|} \) and therefore \( v_{i_0} \) lies on the different side of \( l \) from \( \overline{v_1v_2} \). So it is clear that
\[ \text{area of } \triangle v_{i_0}v_i v_{i_2} > \text{area of } \triangle v_h v_i v_{i_2}, \]
as illustrated below. This is absurd since the area of the triangle is minimal.

\[ \text{Figure 10} \]

3.2. Extended Picard-Fuchs system for \( (Y,L_0) \). Let \( z_0, z_1, z_2, z_{g_1}, \ldots, z_{g_s}, z_+, z_- \) be some variables and set
\[
q_{g_l} := \prod_{i \in S} z_i^{l_{g_i}}, \quad l = 1, \ldots, s, \\
q_0 := \prod_{i \in S} z_i^{l_{0_i}} \cdot \frac{z_+}{z_-}.
\]

We shall write \( \vec{q} = (q_{g_1}, \ldots, q_{g_s}) \). Then \( \vec{q} \) gives the closed moduli parameters and \( q_0 \) gives the open moduli parameter. In physics literature, \( \vec{q} \) is referred to as bulk moduli and \( q_0 \) is referred to as boundary moduli. The extended Picard-Fuchs system associated to the extended charge vectors \( \vec{l}^{(0)}, \vec{l}^{(g_1)}, \ldots, \vec{l}^{(g_s)} \) are the following system of partial differential equations:
\[
\left( \prod_{i \in S, l_i > 0} \frac{\partial z_i^{l_{g_i}}}{\partial z_i^{l_{0_i}}} - \prod_{i \in S, l_i < 0} \frac{\partial z_i^{l_{g_i}}}{\partial z_i^{l_{0_i}}} \right) \Omega = 0, \quad l = 1, \ldots, s, \\
\left( \partial_{z_+} \cdot \prod_{i \in S, l_i > 0} \frac{\partial z_i^{l_{0_i}}}{\partial z_i} - \partial_{z_-} \cdot \prod_{i \in S, l_i < 0} \frac{\partial z_i^{l_{0_i}}}{\partial z_i} \right) \Omega = 0.
\]

Assume that \( \Omega = \Omega(q, q_0) \). Then we can rewrite (37),(38) as
\[
\mathcal{D}_l \Omega = 0, \quad l = 1, \ldots, s, \\
\mathcal{D}_0 \Omega = 0,
\]
where

\[
D_l = \prod_{i \in S, l_i(q) > 0} \left( \sum_{g \in G_s} l_i^g \Theta_{q_g} + l_i^{(0)} \Theta_{q_0} \right)_{l_i(q)} - q_{g_l} \prod_{i \in S, l_i(q) < 0} \left( \sum_{g \in G_s} l_i^g \Theta_{q_g} + l_i^{(0)} \Theta_{q_0} \right)_{-l_i(q)}, \quad l = 1, \ldots, s,
\]

\[
D_0 = \Theta_{q_0} \prod_{i \in S, l_i(0) > 0} \left( \sum_{g \in G_s} l_i^g \Theta_{q_g} + l_i^{(0)} \Theta_{q_0} \right)_{l_i(0)} + q_0 \Theta_{q_0} \prod_{i \in S, l_i(0) < 0} \left( \sum_{g \in G_s} l_i^g \Theta_{q_g} + l_i^{(0)} \Theta_{q_0} \right)_{-l_i(0)}.
\]

Here we use the logarithmic derivative \( \Theta_x = x \partial_x \) and the Pochhammer symbol:

\[
(x)_n := \frac{\Gamma(x + 1)}{\Gamma(x - n + 1)} = x(x - 1)(x - 2) \cdots (x - n + 1), \quad n \in \mathbb{Z}_{\geq 0}
\]

By Frobenius method, the fundamental solution to the Picard-Fuchs system (39), (40) is:

\[
\Omega(\vec{q}, q_0; \vec{r}, r_0) = \sum_{\vec{m}, m_0} A_{\vec{m}, m_0}(\vec{r}, r_0) \cdot q_{\vec{m} + \vec{r}} \cdot q_0^{m_0 + r_0},
\]

where

\[
m_0 \in \mathbb{Z}_{\geq 0}, \quad \vec{m} = (m_g)_{g \in G_s} \in \mathbb{Z}_{\geq 0}^s,
\]

\[
r_0 \in \mathbb{C}, \quad \vec{r} = (r_g)_{g \in G_s} \in \mathbb{C}^s,
\]

\[
q_{\vec{m} + \vec{r}} := \prod_{g \in G_s} q_{m_g + r_g},
\]

and

\[
A_{\vec{m}, m_0}(\vec{r}, r_0) = \prod_{i \in S} \frac{\Gamma(1 + r_0 l_i^{(0)} + \langle \vec{r}, l_i \rangle)}{\Gamma(1 + (r_0 + m_0) l_i^{(0)} + \langle \vec{r} + \vec{m}, l_i \rangle) \Gamma(1 + r_0) \Gamma(1 - r_0) \Gamma(1 - r_0 - m_0)},
\]

where \( \langle \cdot, \cdot \rangle \) is the standard inner product. Here we use the following convention: For \( z_1, z_2 \in \mathbb{C} \) with \( z_1 - z_2 \in \mathbb{Z}_{\geq 0} \), we set

\[
\frac{\Gamma(z_1)}{\Gamma(z_2)} := \lim_{x \to 0} \frac{\Gamma(x + z_1)}{\Gamma(x + z_2)}.
\]
With this convention, we see that for any \( z_1, z_2 \in \mathbb{Z} \), \( \frac{\Gamma(z_1)}{\Gamma(z_2)} \) makes sense when either \( z_1 \in \mathbb{Z}_{>0} \) or \( z_2 \in \mathbb{Z}_{<0} \). In particular, for \( n \in \mathbb{Z}_{>0}, n' \in \mathbb{Z} \), we have:

\[
(44) \quad \frac{1}{\Gamma(-n)} = 0,
\]

\[
(45) \quad \frac{\Gamma(1 + n')}{\Gamma(-n)} = (-1)^{n+n'+1} \frac{\Gamma(1 + n)}{\Gamma(-n')},
\]

Recall that \( \Gamma(z) \) is a meromorphic function in \( \mathbb{C} \) with simple poles \( z = 0, -1, -2, -3, \ldots \), and takes values in \( \mathbb{C} \setminus \{0\} \). So we can check, with convention (43), that for each pair \((\vec{m}, m_0)\), the function \( A_{\vec{m}, m_0} \) is holomorphic around \((\vec{r}, r_0) = (\bar{0}, 0)\). In particular, \( A_{\vec{0}, 0} \) is a constant function with

\[
(46) \quad A_{\vec{0}, 0}(\vec{r}, r_0) = 1, \quad \forall (\vec{r}, r_0) \in \mathbb{C}^s \times \mathbb{C}.
\]

**Lemma 3.2.** For \((\vec{m}, m_0) \neq (\vec{0}, 0)\), we have \( A_{\vec{m}, m_0}(\vec{0}, 0) = 0 \).

**Proof.** We have the following two cases to consider:

- When \( m_0 > 0 \), we have

  \[
  \lim_{r_0 \to 0} \frac{\Gamma(1 - r_0)}{\Gamma(1 - r_0 - m_0)} = 0 \Rightarrow A_{\vec{m}, m_0}(\vec{0}, 0) = 0.
  \]

- When \( m_0 = 0 \), we have \( \vec{m} \neq \bar{0} \). If \( \langle \vec{m}, l_i \rangle = 0 \) for each \( i \in S \), then one must have \( \vec{m} = 0 \) since the vectors \( l_{g_i}, l = 1, \ldots, s \), form a basis of \( \mathbb{R}^s \), which is a contradiction. So we may find some \( i' \in S \) such that \( \langle \vec{m}, l_{i'} \rangle \neq 0 \). Furthermore, note that, from (33),

  \[
  \sum_{i \in S} \langle \vec{m}, l_i \rangle = \langle \vec{m}, \sum_{i \in S} l_i \rangle = 0,
  \]

  and so we may assume that \( \langle m, l_{i'} \rangle < 0 \). Therefore

  \[
  \lim_{\vec{r} \to \vec{0}} \frac{\Gamma(1 + \langle \vec{r}, l_{i'} \rangle)}{\Gamma(1 + \langle \vec{r} + \vec{m}, l_{i'} \rangle)} = 0 \Rightarrow A_{\vec{m}, 0}(\vec{0}, 0) = 0.
  \]

\( \square \)

### 3.3. Open-closed mirror map

In this subsection, we derive the open-closed mirror map (53), (54) by careful study of the charge vectors. The explicit form of the open-closed mirror map (55), (56) is crucial to the determination of the change of variables (80).
The open-closed mirror map is given by

\[
\Omega_0(\vec{q}, q_0) = \frac{\partial \Omega}{\partial r_0}(\vec{q}, q_0; 0, 0) = \log q_0 + \sum_{\vec{m}, m_0 \geq 0} \frac{\partial A_{\vec{m}, m_0}}{\partial r_0}(0, 0) q_{\vec{m}} q_0^{m_0},
\]

\[
\Omega_{g_l}(\vec{q}, q_0) = \frac{\partial \Omega}{\partial r_{g_l}}(\vec{q}, q_0; 0, 0) = \log q_{g_l} + \sum_{\vec{m}, m_0 \geq 0} \frac{\partial A_{\vec{m}, m_0}}{\partial r_{g_l}}(0, 0) q_{\vec{m}} q_0^{m_0},
\]

for \( l = 1, \cdots, s \).

Set \( \Psi := (\log \Gamma)' \). Then direct calculations by (42) yield:

\[
\frac{\partial A_{\vec{m}, m_0}}{\partial r_{g_l}}(\vec{r}, r_0) = A_{\vec{m}, m_0}(\vec{r}, r_0) \cdot \sum_{i \in S} l_i^{(g_l)} \left[ \Psi(1 + r_0 l_i^{(0)} + \langle \vec{r}, l_i \rangle) - \Psi \left( 1 + (r_0 + m_0) l_i^{(0)} + \langle \vec{r} + \vec{m}, l_i \rangle \right) \right],
\]

\[
= \sum_{i \in S} l_i^{(0)} \left[ \Psi(1 + (r_0 + m_0) l_i^{(0)} + \langle \vec{r} + \vec{m}, l_i \rangle) - \Psi(1 + r_0 + m_0) - \Psi(1 - r_0 - m_0) \right] + \left[ \Psi(1 + r_0) - \Psi(1 + r_0 + m_0) \right] - \left[ \Psi(1 - r_0) - \Psi(1 - r_0 - m_0) \right]
\]

Note that \( \Psi(z) \) is a meromorphic function on \( \mathbb{C} \) with simple poles \( z = 0, -1, -2, -3, \cdots \). For convenience, for \( n = 0, 1, 2, 3, \cdots \), we write

\[
\frac{\Psi}{\Gamma}(-n) := \lim_{x \to 0} \frac{\Psi}{\Gamma}(x - n).
\]

**Lemma 3.3.** For \( n = 0, 1, 2, 3, \cdots \), we have

\[
\lim_{x \to 0} \frac{\Psi}{\Gamma}(x - n) = (-1)^{n+1} \Gamma(n + 1).
\]

**Proof.** Recall that the Gamma function has the following property:

\[
\Gamma(z) = \frac{1}{z} \Gamma(z + 1).
\]
So we have
\[
\Psi(x) = \frac{d}{dx} \log \Gamma(x)
\]
\[
= \frac{d}{dx} \log \left( \frac{1}{x} \cdot \frac{1}{x} \cdot \frac{1}{x} \cdots \frac{1}{x} \cdot \Gamma(x+1) \right)
\]
\[
= \frac{1}{x} + \frac{1}{x} + \cdots + \frac{1}{x} + \frac{d}{dx} \log \Gamma(x+1),
\]
and so
\[
\sum_{i=0}^{n} \prod_{0 \leq j \leq n, j \neq i} (x-j) + \prod_{i=0}^{n} (x-i) \cdot \frac{1}{\Gamma(x+1)} \frac{d}{dx} \log \Gamma(x+1).
\]
The proof is completed by taking \(x \to 0\). □

By (44), (49), we can write
\[
\frac{\partial A_{\tilde{m}, m_0}}{\partial r_{g_1}}(0, 0)
\]
\[
= \sum_{i \in S} l_i(0) \frac{1}{\Gamma(1 + m_0/2 + \langle \tilde{m}, l_i \rangle)} \cdot \prod_{\tilde{l} \in S \setminus \{i\}} \frac{1}{\Gamma(1 + m_0/2 + \langle \tilde{m}, l_{\tilde{l}} \rangle)}
\]
\[
\frac{\partial A_{\tilde{m}, m_0}}{\partial r_{0}}(0, 0)
\]
\[
= \sum_{i \in S} l_i(0) \frac{1}{\Gamma(1 + m_0/2 + \langle \tilde{m}, l_i \rangle)} \cdot \prod_{\tilde{l} \in S \setminus \{i\}} \frac{1}{\Gamma(1 + m_0/2 + \langle \tilde{m}, l_{\tilde{l}} \rangle)}
\]

We observe that if \(m_0 > 0\), then \(\frac{\partial A_{\tilde{m}, m_0}}{\partial r_{g_1}}(0, 0) = 0\), \(l = 1, \cdots, s\). The following Lemma 3.5 implies that this is also true for \(\frac{\partial A_{\tilde{m}, m_0}}{\partial r_{0}}(0, 0)\), whose proof needs Lemma 3.4.

**Lemma 3.4.** The vectors \(l_i, i \in S \setminus \{i_0, i_1, i_2\}\) form a basis of \(\mathbb{R}^s\).

**Proof.** Recall that \(\tilde{v}_{i_0}, \tilde{v}_{i_1}, \tilde{v}_{i_2}\) form a basis of \(\mathbb{R}^3\). So for each \(i \in S \setminus \{i_0, i_1, i_2\}\), we can find unique \(C^{(i_0)}_i, C^{(i_1)}_i, C^{(i_2)}_i \in \mathbb{Q}\) such that
\[
\tilde{v}_i = C^{(i_0)}_i \tilde{v}_{i_0} + C^{(i_1)}_i \tilde{v}_{i_1} + C^{(i_2)}_i \tilde{v}_{i_2},
\]
and we associate to \( i \) a vector \( \alpha^{(i)} = (\alpha_0^{(i)}, \alpha_1^{(i)}, \alpha_2^{(i)}, \alpha_3^{(i)}, \ldots, \alpha_{g_s}^{(i)}) \in \mathbb{L} \otimes \mathbb{Z} \mathbb{Q} \), defined by

\[
\alpha^{(i)}_j = \begin{cases} 
1, & j = i, \\
-C_i^{(i_0)}, & j = i_0, \\
-C_i^{(i_1)}, & j = i_1, \\
-C_i^{(i_2)}, & j = i_2, \\
0, & j \in \mathcal{S} \setminus \{i_0, i_1, i_2\}.
\end{cases}
\]

Then we can check that the vectors \( \alpha^{(i)}, i \in \mathcal{S} \setminus \{i_0, i_1, i_2\} \) form a \( \mathbb{Q} \)-basis of \( \mathbb{L} \otimes \mathbb{Z} \mathbb{Q} \). Therefore the charge vectors \( l_i, l_i, l_i \) are linear combinations of the vectors \( \alpha^{(i)}, i \in \mathcal{S} \setminus \{i_0, i_1, i_2\} \). So from (50), we have

\[
\sum_{i \in \mathcal{S} \setminus \{i_0, i_1, i_2\}} C_i^{(i_0)} l_i + l_{i_0} = 0,
\]

\[
\sum_{i \in \mathcal{S} \setminus \{i_0, i_1, i_2\}} C_i^{(i_1)} l_i + l_{i_1} = 0,
\]

\[
\sum_{i \in \mathcal{S} \setminus \{i_0, i_1, i_2\}} C_i^{(i_2)} l_i + l_{i_2} = 0,
\]

Recall that the \( s + 3 \) vectors \( l_i, i \in \mathcal{S} \) span \( \mathbb{R}^s \). So the \( s \) vectors \( l_i, i \in \mathcal{S} \setminus \{i_0, i_1, i_2\} \) span \( \mathbb{R}^s \) and form a basis of \( \mathbb{R}^s \).

**Lemma 3.5.** If \( m_0 > 0 \), then

\[
\prod_{i \in \mathcal{S}} \frac{1}{\Gamma(1 + m_0 l_i^{(0)} + \langle \vec{m}, l_i \rangle)} = 0.
\]

**Proof.** Argue by contradiction and assume that \( \prod_{i \in \mathcal{S}} \frac{1}{\Gamma(1 + m_0 l_i^{(0)} + \langle \vec{m}, l_i \rangle)} \neq 0 \).

Then for each \( i \in \mathcal{S} \), we have \( m_0 l_i^{(0)} + \langle \vec{m}, l_i \rangle \geq 0 \) since \( m_0 l_i^{(0)} + \langle \vec{m}, l_i \rangle \in \mathbb{Z} \). From (33) and (35), we have

\[
\sum_{i \in \mathcal{S}} [m_0 l_i^{(0)} + \langle \vec{m}, l_i \rangle] = m_0 \cdot \sum_{i \in \mathcal{S}} l_i^{(0)} + \langle \vec{m}, \sum_{i \in \mathcal{S}} l_i \rangle = 0,
\]

and therefore,

\[
m_0 l_i^{(0)} + \langle \vec{m}, l_i \rangle = 0, \quad i \in \mathcal{S}.
\]

Then from (35),

\[
\langle \vec{m}, l_i \rangle = 0, \quad i \in \mathcal{S} \setminus \{i_0, i_1, i_2\}.
\]

From Lemma 3.4, the vectors \( l_i, i \in \mathcal{S} \setminus \{i_0, i_1, i_2\} \) form a basis of \( \mathbb{R}^s \), and hence \( m = 0 \). From (35), we have

\[
m_0 = m_0 l_{i_0}^{(0)} + \langle \vec{m}, l_{i_0} \rangle = 0,
\]

which contradicts our condition that \( m_0 > 0 \). \( \square \)
Note that for \( \vec{m} \neq 0, i \in \mathcal{S} \), if \( \langle \vec{m}, l_i \rangle \geq 0 \), then we may find \( i' \in \mathcal{S} \setminus \{i\} \) such that \( \langle \vec{m}, l_{i'} \rangle < 0 \) by (33). So from Lemma 3.3,

\[
\frac{\partial A_{\vec{m}, m_0}}{\partial r_{gl}}(0, 0) = \delta_{0,m_0} \sum_{i \in \mathcal{S}} l_i^{(g(0))} \frac{\Phi(1) - \Phi(1 + \langle \vec{m}, l_i \rangle)}{\Gamma(1 + \langle \vec{m}, l_i \rangle)} \cdot \prod_{i' \in \mathcal{S} \setminus \{i\}} \frac{1}{\Gamma(1 + \langle \vec{m}, l_{i'} \rangle)}
\]

(51)

\[
\frac{\partial A_{\vec{m}, m_0}}{\partial r_0}(0, 0) = \delta_{0,m_0} \sum_{i \in \mathcal{S}} l_i^{(0)} (\frac{-1}{\Gamma(1 + \langle \vec{m}, l_i \rangle)}) \cdot \prod_{i' \in \mathcal{S} \setminus \{i\}} \frac{1}{\Gamma(1 + \langle \vec{m}, l_{i'} \rangle)}
\]

(52)

We may cut down the choice of \( i \in \mathcal{S} \), as the following Lemma 3.6 shows.

**Lemma 3.6.** Assume that \( i \in \{0, 1, 2\} \) and \( \langle \vec{m}, l_i \rangle < 0 \). Then

\[
\prod_{i' \in \mathcal{S} \setminus \{i\}} \frac{1}{\Gamma(1 + \langle \vec{m}, l_{i'} \rangle)} = 0.
\]

**Proof.** Without loss of generality, we may assume that \( i = 0 \). Argue by contradiction and assume that

\[
\prod_{i' \in \mathcal{S} \setminus \{0\}} \frac{1}{\Gamma(1 + \langle \vec{m}, l_{i'} \rangle)} \neq 0.
\]

Then for each \( i' \in \mathcal{S} \setminus \{i\} \), we have \( \langle \vec{m}, l_{i'} \rangle \geq 0 \) since \( \langle \vec{m}, l_{i'} \rangle \in \mathbb{Z} \).

For \( j = 0, 1, 2 \), from (34), we have

\[
\langle \vec{m}, l_j \rangle = -\sum_{g \in G_s} F_g^{(j)} \langle \vec{m}, l_g \rangle \leq 0,
\]

which implies that \( \langle \vec{m}, l_1 \rangle = \langle \vec{m}, l_2 \rangle = 0 \), and that we may find \( g \in G_s \) with \( F_g^{(0)} > 0 \) and \( \langle \vec{m}, l_g \rangle > 0 \). For this \( g \), we have \( F_g^{(1)} = F_g^{(2)} = 0 \), and so \( F_g^{(0)} = F_g^{(0)} + F_g^{(1)} + F_g^{(2)} = 1 \), contradicting the condition that \( F_g^{(0)} \in \mathbb{Q} \cap [0, 1) \).

\( \square \)

By (48), (47), (51), (52), and Lemma 3.2, Lemma 3.6, We have

**Proposition 3.7.** The open-closed mirror map for \((Y, L_0)\) is given by;

\[
\Omega_{q_l}(\vec{q}, q_0) = \log q_{gl} + C_l(\vec{q}), \quad l = 1, \ldots, s,
\]

(53)

\[
\Omega_0(\vec{q}, q_0) = \log q_0 + C_0(\vec{q}),
\]

(54)
with the quantum corrections $(\vec{m} = (m_g)_{g \in G_s})$:

\[ C_l(q) = - \sum_{h \in G_s} l_h^{(q_1)} \cdot \sum_{m \in Z_{>0}^s} \frac{(-1)^{(\vec{m},l_h)} \Gamma(-\langle \vec{m},l_h \rangle)}{\prod_{i \in S \setminus \{h\}} \Gamma(1 + \langle \vec{m},l_i \rangle)} \prod_{g \in G_s} q_g^{m_g}, \]

\[ C_0(q) = - \sum_{h \in G_s} l_h^{(q_0)} \cdot \sum_{m \in Z_{>0}^s} \frac{(-1)^{(\vec{m},l_h)} \Gamma(-\langle \vec{m},l_h \rangle)}{\prod_{i \in S \setminus \{h\}} \Gamma(1 + \langle \vec{m},l_i \rangle)} \prod_{g \in G_s} q_g^{m_g}, \]

Notably, the quantum corrections do not involve $l_0, l_1, l_2$ and $q_0$.

3.4. Superpotential. The superpotential for $(Y,L_0)$ is \[ W(q,q_0; f) = \sum_{m_0 \in Z_{>0}, \vec{m} = (m_g)_{g \in G_s}, \vec{l} \geq 0} \frac{(-q_0)^{m_0}}{m_0} \prod_{g \in G_s} q_g^{m_g} \]

Depending on the sign of the framing $f \in \mathbb{Z}$, we have two cases:

- For $f \geq 0$, we have

\[ l_i^{(q_0)} < 0 \implies i = i_2, \]

and so

\[ W(q,q_0; f) = \sum_{m_0 \in Z_{>0}, \vec{m} = (m_g)_{g \in G_s}, \vec{l} \geq 0, \langle f+1 \rangle m_0 > \langle \vec{m},l_{i_2} \rangle} \prod_{i \in S \setminus \{i_0, i_1, i_2\}} \frac{1}{\Gamma(1 + \langle \vec{m},l_i \rangle)} \]

\[ \frac{1}{\Gamma(1 + m_0 l_i^{(q_0)} + \langle \vec{m},l_i \rangle)} \Gamma((f+1)m_0 - \langle \vec{m},l_{i_2} \rangle) \frac{\Gamma((f+1)m_0 + \langle \vec{m},l_{i_1} \rangle)}{\Gamma(f m_0 + \langle \vec{m},l_{i_1} \rangle)} \]

\[ \frac{[(-1)^{f q_0}]^{m_0} \prod_{g \in G_s} \Gamma((f+1)^{m_0} - \langle \vec{m},l_{i_2} \rangle)}{(m_0) \prod_{g \in G_s} \Gamma((-1)^{f q_0} q_g^{m_g})}. \]

Here we have used \[ (44) \] to extend the domain of sum.

- For $f < 0$, we have

\[ l_i^{(q_0)} < 0 \implies i = i_1, \]
and so
\[
W(q, q_0; f) = \sum_{m_0 \in \mathbb{Z}_{>0}, \ m = (m_g)_{g \in G_s} \in \mathbb{Z}_{>0}^s, \ f m_0 + \langle \bar{m}, l_{i_1} \rangle < 0} \prod_{i \in S \setminus \{i_0, i_1, i_2\}} \Gamma(1 + \langle \bar{m}, l_i \rangle) \\
\frac{1}{\Gamma(1 + m_0 + \langle \bar{m}, l_{i_0} \rangle)} \cdot \frac{\Gamma(-f m_0 - \langle \bar{m}, l_{i_2} \rangle)}{\Gamma(1 - m_0(f + 1) + \langle \bar{m}, l_{i_2} \rangle)} \cdot \left[(-1)^{f+1} q_0 \right]^{m_0} \prod_{g \in G_s} \left[(-1)^{l_{i_1}} q_g \right]^{m_g} \\
= (-1) \cdot \sum_{m_0 \in \mathbb{Z}_{>0}, \ m = (m_g)_{g \in G_s} \in \mathbb{Z}_{>0}^s, \ f m_0 + \langle \bar{m}, l_{i_1} \rangle < 0} \prod_{i \in S \setminus \{i_0, i_1, i_2\}} \Gamma(1 + \langle \bar{m}, l_i \rangle) \\
\frac{1}{\Gamma(1 + m_0 + \langle \bar{m}, l_{i_0} \rangle)} \cdot \frac{\Gamma((f + 1)m_0 - \langle \bar{m}, l_{i_2} \rangle)}{\Gamma(1 + f m_0 + \langle \bar{m}, l_{i_1} \rangle)} \cdot \left[(-1)^{f} q_0 \right]^{m_0} \prod_{g \in G_s} \left[(-1)^{l_{i_2}} q_g \right]^{m_g}.
\]

(59)

Here in the last equality, we have used (45).

3.5. Open mirror symmetry. Note that $L_0$ is an outer brane of $Y$. See [15] for a mathematical definition of open Gromov-Witten invariants of $(Y, L_0)$ in algebraic geometry.

Let $\beta_l$ be the toric curve class corresponding to $l^{(q_l)}$ for $l = 1, \ldots, s$. For each $\beta \in H_2(Y, \mathbb{Z})$, we can write uniquely

\[
\beta = d_1 \beta_1 + \cdots + d_s \beta_s, \quad d_1, \ldots, d_s \in \mathbb{Z},
\]

and we set

\[
Q^\beta := Q_{d_1}^1 \cdots Q_{d_s}^s.
\]

Then the disc potential of $(Y, L_0)$ is

\[
\mathcal{F}_{0,1}^{(Y, L_0)}(Q, Q_0; f) = \sum_{\beta \in H_2(Y, \mathbb{Z})} \sum_{w \in \mathbb{Z}_{>0}} N_{0,\beta}^w(f) Q^\beta Q_0^w,
\]

which packages the disc invariants $N_{0,\beta}^w$ of $(Y, L_0)$.

The open string mirror symmetry predicts that, up to the usual sign ambiguity, we have the equality

\[
\mathcal{F}_{0,1}^{(Y, L_0)}(Q, Q_0; f) = W(q, q_0; f),
\]

via the open-closed mirror map:

\[
Q_l = e^{\Omega_{q_l}(\bar{q}, \phi_0)} = q_{ql} \cdot e^{C_l(q)}, \quad l = 1, \ldots, s,
\]

\[
Q_0 = e^{\Omega_0(q_0, \phi_0)} = q_0 \cdot e^{C_0(q)}.
\]
4. Orbifold Gromov-Witten invariants of $|C^3/G|$

Orbifold Gromov-Witten theory has been developed both in symplectic geometry [9] and in algebraic geometry [1]. In this section we follow the formalism of [8] to determine the orbifold mirror map, $I$-function and $J$-function for $\mathcal{X} = |C^3/G|$. From their explicit expressions, we verify that they come from the Picard-Fuchs system associated with the charge vectors for $\mathcal{X}$.

4.1. Orbifold Gromov-Witten theory of $BG$. For orbifold Gromov-Witten theory of $BG$, we refer to Jarvis-Kimura [14] and Zhou [23].

Recall that our group $G$ is abelian. So for each $g \in G$, the conjugacy class containing $g$ is simply $\{g\}$, and the centralizer of $g$ in $G$ is $Z_G(g) := \{h \in G | hg = gh\} = G$.

Geometrically, the classifying stack $BG$ is a point with a trivial $G$-action. Its inertia stack is $IBG := \coprod_{g \in G} BZ_G(g)$, and the orbifold cohomology group is

$$H^*_{orb}(BG, \mathbb{C}) = H^*(IBG, \mathbb{C}) = \bigoplus_{g \in G} \mathbb{C} \cdot e_g,$$

where $e_g$ denotes the class $1 \in H^0(BZ_G(g), \mathbb{C})$. Then $\{e_g\}_{g \in G}$ is a basis of the orbifold cohomology group, called the class basis. In $H^*_{orb}(BG, \mathbb{C})$, the orbifold Poincaré pairing is given by

$$(e_g, e_h)_\text{orb} = \frac{1}{|G|} \delta_{g,-h}, \quad \forall g, h \in G,$$

and the dual basis $\{e^g\}_{g \in G}$ of the class basis, with respect to $(\cdot, \cdot)_\text{orb}$, is given by

$$e^g = |G|e_{-g}, \quad \forall g \in G. \quad (60)$$

We shall not use the multiplicative structure of the orbifold cohomology.

Let $\overline{M}_{g,m}(BG)$ be the moduli space of orbifold stable maps from orbicurves of genus $g$ with $m$ marked points to $BG$. For our purpose, we are interested in two natural morphisms. The first one is the evaluation map [14]:

$$ev_j : \overline{M}_{g,m}(BG) \to IBG,$$

which is given by the local holonomy of the orbicurve around the $j$-th marked point. We can use these evaluation maps to give a stratification of $\overline{M}_{g,m}(BG)$:

$$\overline{M}_{g,m}(BG) = \coprod_{(h_1, \cdots, h_m) \in G^m} \overline{M}_{g,m}(BG; (h_1, \cdots, h_m))$$

where for each orbifold stable map in

$$\overline{M}_{g,m}(BG; (h_1, \cdots, h_m)) := \bigcap_{j=1}^m ev_j^{-1}(BZ_G(h_j)),$$
we say that it is of topological type \((h_1, \cdots, h_m)\). The second natural morphism is the forgetting morphism:
\[
\phi : \overline{\mathcal{M}}_{g,m}(BG) \to \mathcal{M}_{g,m},
\]
which is given by forgetting the orbifold structure on the orbicurves. It is known that \(\phi\) is a finite morphism. Let \(\Omega^G_g(h_1, \cdots, h_m)\) be the degree of \(\phi\) restricting to \(\overline{\mathcal{M}}_{g,m}(BG; (h_1, \cdots, h_m))\). Then we have [23]:
\[
\Omega^G_g(h_1, \cdots, h_m) = \begin{cases} |G|^{2g-1}, & h_1 + \cdots + h_m = 0, \\ 0, & h_1 + \cdots + h_m \neq 0. \end{cases}
\]
In particular, the degree of \(\phi\) tells us that \(\overline{\mathcal{M}}_{g,m}(BG; (h_1, \cdots, h_m))\) is nonempty if and only if \(h_1 + \cdots + h_m = 0\).

Let \(\psi_j\) be the \(\psi\)-class on \(\overline{\mathcal{M}}_{g,m}\). We define \(\bar{\psi}_j := \phi^* \psi_j\). The correlators on \(BG\) are given by
\[
\langle e_{h_1} \psi_{k_1}, \cdots, e_{h_m} \psi_{k_m} \rangle_{g,m}^{BG} := \int_{\overline{\mathcal{M}}_{g,m}(BG)} \prod_{j=1}^m \psi_j^*(e_{h_j}) \bar{\psi}_j^{k_j}.
\]
Then we have [14]:
\[
\langle e_{h_1} \psi_{k_1}, \cdots, e_{h_m} \psi_{k_m} \rangle_{g,m}^{BG} = \Omega^G_g(h_1, \cdots, h_m) \cdot \int_{\overline{\mathcal{M}}_{g,m}} \prod_{j=1}^m \psi_j^{k_j}.
\]
In particular, from (61), (62), we have
\[
\langle e_{h_1} \psi_{k_1}, \cdots, e_{h_m} \psi_{k_m} \rangle_{0,m+1}^{BG} = \Omega^G_0(h_1, \cdots, h_m, h) \cdot \int_{\overline{\mathcal{M}}_{0,m+1}} \psi_{m+1}^k
\]
\[
= \frac{1}{|G|} \cdot \delta_{h_1+\cdots+h_m} - h \cdot \delta_{k,m-2}.
\]

4.2. \textbf{J-function of BG}. To apply the formalism of [8] to compute the equivariant \(J\)-function of \(X = [\mathbb{C}^3/G]\), we need to determine the contribution to the \(J\)-function of \(BG\), which is defined by:
\[
J_{BG}(x; z) = z \cdot e_0 + x + \sum_{h \in G} \sum_{m=2}^{\infty} \frac{1}{m!} \langle x, \cdots, x, \frac{e_h}{z - \psi_j} \rangle_{0,m+1}^{BG} \cdot e^h,
\]
with \( x = \sum_{h \in G} x_h e_h \in \text{H}^*_\text{orb}(BG, \mathbb{C}) \), from each topological type. Using (60),(63), we have

\[
J_{BG}(x; z) = z \cdot e_0 + \sum_{h \in G} x_h e_h + \sum_{m=2}^{\infty} \sum_{(h_1, \ldots, h_m) \in G^m} \frac{x_{h_1} \cdots x_{h_m}}{m!} \cdot \sum_{k=0}^{\infty} \sum_{g \in G} \frac{1}{z^{k+1}} (e_{h_1}, \ldots, e_{h_m}, e_{h \psi^k})_{BG} |e_{-g}|
\]

\[
= z \cdot e_0 + \sum_{h \in G} x_h e_h + \sum_{m=2}^{\infty} \sum_{(h_1, \ldots, h_m) \in G^m} \frac{1}{z^{m-1}} \frac{1}{m!} x_{h_1} \cdots x_{h_m} e_{h_1 + \cdots + h_m}.
\]

So we see that for \( m \geq 2 \), a topological type \((h_1, \ldots, h_m, h)\) contributes to \( J_{BG}\) if and only if \( h = -h_1 - \cdots - h_m \). Define

\[
J_{\emptyset}(x; z) := z \cdot e_0,
\]

\[
J_{(h)}(x; z) := x_h e_h,
\]

\[
J_{(h_1, \ldots, h_m)}(x; z) := \frac{1}{z^{m-1}} \frac{1}{m!} x_{h_1} \cdots x_{h_m} e_{h_1 + \cdots + h_m}.
\]

Then we have

\[
(64) \quad J_{BG}(x; z) = \sum_{m=0}^{\infty} \sum_{(h_1, \ldots, h_m) \in G^m} J_{(h_1, \ldots, h_m)}(x; z).
\]

4.3. Equivariant J-function of \([C^3/G]\). In this subsection, we follow the procedure of [8] to compute the equivariant J-function of \( \mathcal{X} = [C^3/G] \).

The inertia stack of \( \mathcal{X} \) is \( \mathcal{I} \mathcal{X} := \coprod_{g \in G} (C^3)^{(g)}/G \), where \((C^3)^{(g)}\) is the fixed point set of \( g \). So the orbifold cohomology group of \( \mathcal{X} \) is

\[
\text{H}^*_\text{orb}(\mathcal{X}, \mathbb{C}) = \text{H}^*(\mathcal{I} \mathcal{X}, \mathbb{C}) = \bigoplus_{g \in G} \mathbb{C} \cdot e_g,
\]

where by abuse of the notations, we denote by \( e_g \) the cohomology class class \( 1 \in \text{H}^0((C^3)^{(g)}/G, \mathbb{C}) \). This is reasonable since \( \mathcal{X} \) is an orbibundle over \( BG \).

We also have another induced bundle \( \mathcal{X}' \) over \( \mathcal{I} BG \), whose “fiber” over \( Z_G(g) \) is \((C^3)^{(g)}\).

Let the 1-torus \( T = S^1 \) act on \( C^3 \) diagonally with weights \((\lambda_0, \lambda_1, \lambda_2)\). It is not difficult to see that the torus action descends to \( \mathcal{X} \). The \( T \)-equivariant orbifold cohomology of \( \mathcal{X} \) is

\[
\text{H}^*_\text{orb,T}(\mathcal{X}) = \bigoplus_{g \in G} \mathbb{C}(\lambda_0, \lambda_1, \lambda_2) \cdot e_g,
\]
with the coefficient ring $\mathbb{C}(\lambda_0, \lambda_1, \lambda_2)$. The $T$-equivariant orbifold Poincaré pairing in $H^*_{orb,T}(\mathcal{X})$ is given by:

$$(e_g, e_h)_{orb,T} = \frac{\delta_{g,h}}{|G|} e_T^{-1}(\widetilde{x} | z_{G(g)}) ,$$

where the $T$-equivariant Euler class can be written out explicitly:

$$e_T\left(\mathcal{X} | z_{G(g)}\right) = e_T\left(\mathbb{C}^3 | g\right) = \prod_{j=0}^2 \lambda_j \delta_{g, F_j^g}. $$

The fixed locus of the torus action on $\mathcal{X}$ is a copy of $B \mathcal{G}$. Let $\overline{\mathcal{M}}_{g,m}(\mathcal{X})$ be the moduli space of orbifold stable maps from orbicurves of genus $g$ with $m$ marked points to the orbifold $\mathcal{X}$. The torus action on $\mathcal{X}$ induces a natural torus action on $\overline{\mathcal{M}}_{g,m}(\mathcal{X})$, and the fixed locus can be identified with $\overline{\mathcal{M}}_{g,m}(BG)$.

Note that $\mathcal{X}$ is an orbibundle over $BG$. Consider the universal family:

$$\mathcal{C}_{g,m} \xrightarrow{ev} \mathcal{X} \xrightarrow{\pi} \overline{\mathcal{M}}_{g,m}(BG)$$

Then we have a virtual bundle $\mathcal{N}_{g,m}$ given by:

$$\mathcal{N}_{g,m} = \pi_1 ev^* \mathcal{X} \in K^0(\overline{\mathcal{M}}_{g,m}(BG)).$$

Here $\pi_1$ is the $K$-theoretic push-forward and the “fiber” of the virtual bundle $\mathcal{N}_{g,m}$ at the point represented by $\Sigma \xrightarrow{f} BG$ is

$$H^0(\Sigma, f^* \mathcal{X}) - H^1(\Sigma, f^* \mathcal{X}).$$

Using virtual localization[12], the $T$-equivariant correlators on $\mathcal{X}$ are given by:

$$(e_{h_1} \psi^{k_1}, \ldots, e_{h_m} \psi^{k_m})_{g,m} := \int_{\overline{\mathcal{M}}_{g,m}(BG)} \prod_{j=1}^m ev_j^* (e_{h_j} \psi^{k_j}) .$$

The genus 0, $T$-equivariant nondescendant Gromov-Witten invariants are packaged into a generating function:

$$\mathcal{F}_0^X(\mathcal{X}; \lambda_0, \lambda_1, \lambda_2) := \sum_{m=0}^\infty \frac{1}{m!} \langle X, \ldots, X \rangle_{0,m} \mathcal{X}.$$
with $X = \sum_{g \in G} X_g e_g \in H^*_{orb}(\mathcal{X}, \mathbb{C})$. $F_0^\mathcal{X}$ is called the Gromov-Witten potential, and is encoded in the $T$-equivariant $J$-function

$$J^\mathcal{X}(X; z; \lambda_0, \lambda_1, \lambda_2) := z \cdot e_0 + X + \sum_{g \in G} \sum_{m=2}^\infty \frac{1}{m!} \left( X, \ldots, X, \frac{e_g}{z - \psi^g_0} \right)_0, m+1 \cdot e^\mathcal{X}$$

as follows:

$$J^\mathcal{X}(X; z; \lambda_0, \lambda_1, \lambda_2) = z \cdot e_0 + X + \frac{1}{z} \sum_{g \in G} \frac{\partial F_0^\mathcal{X}}{\partial X^g} (X; \lambda_0, \lambda_1, \lambda_2) \cdot e^\mathcal{X} + O\left( \frac{1}{z^2} \right).$$

Here $\lambda_0, \lambda_1, \lambda_2$ are considered to be parameters, which will take special values (69) to compute the disc invariants of $\mathcal{X}$.

We are interested in “small” $J^\mathcal{X}$, i.e. restricting to small variables $X = \sum_{g \in G} X_g e_g \in H^*_{orb}(\mathcal{X}, \mathbb{C})$. We now apply the formalism of [8] to compute the “small” $J^\mathcal{X}$ as follows. First, by modifying $J_{BG}$ (64), we obtain the $T$-equivariant $J$-function of $\mathcal{X}$:

$$J^\mathcal{X}(x; z; \lambda_0, \lambda_1, \lambda_2) := \sum_{m=0}^\infty \sum_{(h_1, \ldots, h_m) \in G^m} J_{(h_1, \ldots, h_m)}(x; z) \cdot M_{(h_1, \ldots, h_m)}(z),$$

where $x = \sum_{g \in G} x_g e_g \in H^*_{orb}(\mathcal{X}, \mathbb{C})$, and the modification factors are given by:

$$M_0(z) := 1$$

$$M_{(h_1, \ldots, h_m)}(z) := (-z)^{\sum_{j=0}^m |F_{(j)}|} \prod_{j=0}^m \frac{\Gamma(F_{h_1}^{(j)} + \cdots + F_{h_m}^{(j)} - \frac{\lambda_j}{z})}{\Gamma(F_{h_1}^{(j)} + \cdots + F_{h_m}^{(j)} - \frac{1}{z})}.$$ 

The modification factors are computed directly as in [8], using the data from the orbibundle $\mathcal{X} \to BG$ and the invertible multiplicative class $e^{-1}_T(\cdot)$. Here we have used (43) to write the modification factors in terms of $\Gamma$ function. Then direct calculation gives:

$$J^\mathcal{X}(x; z; \lambda_0, \lambda_1, \lambda_2) = z \sum_{k_g \in \mathbb{Z}_{\geq 0}, \forall g \in G} (-z)^{\sum_{j=0}^m |k_g F_{(j)}^g|} \sum_{g \in G} k_g \frac{\Gamma\left( \sum_{g \in G} k_g F_{(j)}^g - \frac{\lambda_j}{z} \right)}{\Gamma\left( \sum_{g \in G} k_g F_{(j)}^g - \frac{1}{z} \right)} \prod_{j=0}^m \frac{(-x_g)^{k_g}}{k_g!} \cdot e^{\sum_{g \in G} k_g g}.
From (1),(2), we have:

\[
\sum_{j=0}^{2} \left( \sum_{g \in G} k_g F_g^{(j)} \right) - \sum_{g \in G} k_g = \sum_{j=0}^{2} \sum_{g \in G} k_g F_g^{(j)} - \sum_{g \in G} k_g - \sum_{j=0}^{2} \left( \sum_{g \in G} k_g F_g^{(j)} \right)
\]

\[
= \sum_{g \in G} k_g \left( \sum_{j=0}^{2} F_g^{(j)} - 1 \right) - \sum_{j=0}^{2} \sum_{g \in G} k_g F_g^{(j)}
\]

\[
= \sum_{g \in G} k_g \left( a(g) - 1 \right) - a \left( \sum_{g \in G} k_g g \right).
\]

Restricting to small variables \( x = \sum_{g \in G_s} x_g e_g \), we obtain:

\[
I_X(x; z; \lambda_0, \lambda_1, \lambda_2) = z \sum_{h \in G} (-z)^{-a(h)} \sum_{g \in G_s} k_g e_{g \in G_s} j=0^{2} \prod_{g \in G_s} \frac{\Gamma \left( \sum_{g \in G_s} k_g F_g^{(j)} - \frac{\lambda_j}{z} \right)}{\Gamma \left( F_g^{(j)} - \frac{\lambda_j}{z} \right)} \prod_{g \in G_s} \frac{(-x_g)^{k_g}}{k_g!} \cdot e_h.
\]

Furthermore, the “small” \( I_X \) can be written as:

\[
I_X(x; z; \lambda_0, \lambda_1, \lambda_2) = z \cdot e_0 - \sum_{a(h)=1} \sum_{g \in G_s} k_g \sum_{g \in G_s} j=0^{2} \prod_{g \in G_s} \frac{\Gamma \left( \sum_{g \in G_s} k_g F_g^{(j)} \right)}{\Gamma \left( F_g^{(j)} \right)} \prod_{g \in G_s} \frac{(-x_g)^{k_g}}{k_g!} \cdot e_h + O(\frac{1}{z}).
\]

Finally, the “small” \( J_X \) coincides with the “small” \( I_X \). More concretely, we have

**Proposition 4.1.** Let

\[
X = \sum_{g \in G_s} X_g e_g, \quad x = \sum_{g \in G_s} x_g e_g,
\]

then we have:

\[
J_X(X; z; \lambda_0, \lambda_1, \lambda_2) = I_X(x; z; \lambda_0, \lambda_1, \lambda_2).
\]
via the orbifold (closed) mirror map $X = X(x)$ given by

\[(67) \quad X_h = - \sum_{k_g \in \mathbb{Z}_{>0}, \forall g \in G_s} \frac{2}{k_g!} \prod_{g \in G_s} \frac{\Gamma\left( \sum_{j=0}^{\infty} k_g F_g^{(j)} \right)}{\Gamma\left( F_h^{(j)} \right)} \cdot \prod_{g \in G_s} \frac{(-x_g)^{k_g}}{k_g!}, \quad \forall h \in G_s.\]

4.4. GLSM for $\mathcal{X}$. In this subsection, we find the charge vectors for $\mathcal{X}$.

First we take the non-equivariant limit on the “small” $I_{\mathcal{X}}$:

\[
\lim_{(\lambda_0, \lambda_1, \lambda_2) \to 0} I_{\mathcal{X}}(x; z; \lambda_0, \lambda_1, \lambda_2) = z\sigma_0(x) \cdot e_0 - \sum_{a(h) = 1} \sigma_h(x) \cdot e_h + \frac{1}{z} \sum_{a(h) = 2} \sigma_h(x) \cdot e_h
\]

where

\[
\sigma_h(x) = \sum_{k_g \in \mathbb{Z}_{>0}, \forall g \in G_s} \frac{2}{k_g!} \prod_{g \in G_s} \frac{\Gamma\left( \sum_{j=0}^{\infty} k_g F_g^{(j)} \right)}{\Gamma\left( F_h^{(j)} \right)} \cdot \prod_{g \in G_s} \frac{(-x_g)^{k_g}}{k_g!} \cdot C(k_{g_1}, \ldots, k_{g_s}) \cdot \prod_{g \in G_s} x_g^{k_g}, \quad h \in G
\]

Let $n_g$ be the order of $g$. By direct calculation, we have

\[
\binom{k_{g_l} + n_{g_l}}{n_{g_l}} \cdot C(k_{g_1}, \ldots, k_{g_l} + n_{g_l}, \ldots, k_{g_s}) = \prod_{j=0}^{2} \left( - \sum_{g \in G_s} k_g F_g^{(j)} \right)^{n_{g_l} F_{g_l}^{(j)}} \cdot C(k_{g_1}, \ldots, k_{g_l}, \ldots, k_{g_s}), \quad l = 1, \ldots, s.
\]

So the recursion relations naturally give the following operators:

\[
\tilde{D}_l = \left( \Theta_{x_{g_l}} \right)_{n_{g_l}} - x_{g_l}^{n_{g_l}} \prod_{j=0}^{2} \left( - \sum_{g \in G_s} F_g^{(j)} \Theta_{x_{g_l}} \right)^{n_{g_l} F_{g_l}^{(j)}}, \quad l = 1, \ldots, s.
\]

Observe that if we set $y_{g_l} = x_{g_l}$, then

\[
\tilde{D}_l = \left( n_{g_l} \Theta_{y_{g_l}} \right)_{n_{g_l}} - y_{g_l}^{2} \prod_{j=0}^{2} \left( - \sum_{g \in G_s} n_g F_g^{(j)} \Theta_{y_{g_l}} \right)^{n_{g_l} F_{g_l}^{(j)}}, \quad l = 1, \ldots, s.
\]

So naturally, the charge vectors for $\mathcal{X}$ are

\[
(-n_{g_1} F_{g_l}^{(0)}, -n_{g_1} F_{g_l}^{(1)}, -n_{g_1} F_{g_l}^{(2)}, 0, \ldots, n_{g_l}, \ldots, 0), \quad l = 1, \ldots, s,
\]
which form a basis of $\mathbb{L} \otimes_{\mathbb{Z}} \mathbb{Q}$. So we have
\[ y_g = \prod_{j=0}^{2} z_{j}^{-n_{g}F_{g}^{(j)}} \cdot g(z), \quad g \in G_{s}, \]
or equivalently,
\[ x_g = \prod_{j=0}^{2} z_{j}^{-F_{g}^{(j)}} \cdot g(z), \quad g \in G_{s}. \]
\[ (68) \]

5. Orbifold disc potential for $[\mathbb{C}^{3}/G]$

In this section we compute the orbifold disc invariants for $[\mathbb{C}^{3}/G]$ with boundary in some special D-branes using results from [3]. Our main result is (72).

5.1. A family of D-branes in $[\mathbb{C}^{3}/G]$. We first view $\mathbb{C}^{3}$ as an open chart of $O_{\mathbb{P}^{1}}^{\mathbb{C}}$ as follows. Recall that the resolved conifold can be given local coordinates $(z_{0}, z_{1}, z_{2})$ at $0 \in \mathbb{P}^{1}$ and $(z'_{0}, z'_{1}, z'_{2})$ at $\infty \in \mathbb{P}^{1}$, which are related by
\[ z'_{0} = z_{0}^{-1}, \quad z'_{1} = z_{0}z_{1}, \quad z'_{2} = z_{0}z_{2}. \]
Then $\mathbb{C}^{3}$ can be naturally identified as the open chart of the resolved conifold at $0 \in \mathbb{P}^{1}$, and $z_{0}$ is the coordinate of $\mathbb{P}^{1}$ near $0 \in \mathbb{P}^{1}$.

As in [22], for each $A > 0$, define an anti-holomorphic involution on $O_{\mathbb{P}^{1}}^{\mathbb{C}}$ by
\[ \sigma(z_{0}) = A \cdot z_{0}^{-1}. \]
The following anti-holomorphic involution on $O_{\mathbb{P}^{1}}^{\mathbb{C}} \oplus O_{\mathbb{P}^{1}}^{\mathbb{C}}$ covers $\sigma$:
\[ \tilde{\sigma}(z_{0}, z_{1}, z_{2}) = (Az_{0}^{-1}, A^{-\frac{i}{2}}z_{0}z_{2}, A^{-\frac{i}{2}}z_{0}z_{1}). \]
The fixed locus of $\tilde{\sigma}$ is a Lagrangian with topology $S^{1} \times \mathbb{C}$ given by
\[ L = \{(A\frac{i}{2}e^{-i\theta}, u, e^{-\sqrt{-1}\theta} \cdot \bar{u}) | \theta \in \mathbb{R}, u \in \mathbb{C}\} \subset \mathbb{C}^{3}. \]

The action of $G$ can be extended to $O_{\mathbb{P}^{1}}^{\mathbb{C}} \oplus O_{\mathbb{P}^{1}}^{\mathbb{C}}$ by
\[ g_{s}(z'_{0}, z'_{1}, z'_{2}) := \left(z_{0} \cdot e^{-2\pi\sqrt{-1}F_{g}^{(0)}}, z'_{1} \cdot e^{2\pi\sqrt{-1}(F_{g}^{(0)} + F_{g}^{(1)})}, z'_{2} \cdot e^{2\pi\sqrt{-1}(F_{g}^{(0)} + F_{g}^{(2)})}\right). \]
One can check that the $G$-action commutes with the $\tilde{\sigma}$-action. Hence the orbifold $[O_{\mathbb{P}^{1}}^{\mathbb{C}} \oplus O_{\mathbb{P}^{1}}^{\mathbb{C}}]/G$ admits a natural anti-holomorphic involution coming from $\tilde{\sigma}$, whose fixed locus is a Lagrangian $L_{0} = [L/G] \subset [\mathbb{C}^{3}/G]$. 
5.2. Torus action on \((\mathcal{X}, \mathcal{L}_0)\). As in [3], let the 1-torus \(T = S^1\) act on \(\mathbb{C}^3\) with weights
\[
(\lambda_0, \lambda_1, \lambda_2) := \left( \frac{1}{|G/G_0|}, -a, a - \frac{1}{|G/G_0|} \right),
\]
where \(a \in \frac{1}{|G/G_0|} \cdot \mathbb{Z}\) is a free parameter, playing the role of framing. Then the torus action can be extended to the resolved conifold, and descend to \(\mathcal{X} = [\mathbb{C}^3/G]\) since the \(T\)-action commutes with the \(G\)-action. In particular, \(T\) acts on the coarse moduli space of the “\(z_0\)-axis” in \(\mathcal{X}\) with weight 1. Moreover, we can check that the \(T\)-action commutes with the \(\bar{\sigma}\)-action, and hence the \(T\)-action preserves \(\mathcal{L}_0\) in \(\mathcal{X}\).

5.3. Orbifold open Gromov-Witten invariants for \((\mathcal{X}, \mathcal{L}_0)\). Using formal localization, the orbifold open Gromov-Witten invariant of \((\mathcal{X}, \mathcal{L}_0)\) for bordered orbicurves of genus \(g\) with \(h\) boundary components, together with winding numbers \(d_1, \cdots, d_h\) and insertions \(e_{g_1}', \cdots, e_{g_m}'\), is defined by [3]:
\[
\langle e_{g_1}', \cdots, e_{g_m}' \rangle_{g,m}^{(\mathcal{X}, \mathcal{L}_0)}_{d,h} := \sum_{(k_1, \cdots, k_h) \in G^h} \langle e_{g_1}', \cdots, e_{g_m}' , D_{k_1}(d_1, a) \cdot e_{k_1}^\vee, \cdots, D_{k_h}(d_h, a) \cdot e_{k_h}^\vee \rangle_{g,m+h}^{\mathcal{X}}.
\]
Here the “disc function” \(D_k(d, a)\) is defined as follows. For \(d \in \mathbb{Z}_{>0}\) and \(k \in G\), if
\[
F_k^{(0)} = \left( \frac{|G_0|}{|G|} \right)^d,
\]
then we define
\[
D_k(d, a) := \frac{d^{-a(k)}}{|G_0|} \cdot \frac{1}{\Gamma(1 + \lambda_0 d - F_k^{(0)})} \cdot \frac{1}{\Gamma(1 + \lambda_1 d - F_k^{(1)})} \cdot \frac{1}{\Gamma(-\lambda_2 d + F_k^{(2)})} \\
= \frac{d^{-a(k)}}{|G_0|} \cdot \frac{1}{\Gamma(1 + \frac{|G_0|}{|G|} d - F_k^{(0)})} \cdot \frac{1}{\Gamma(1 - a d - F_k^{(1)})} \cdot \frac{1}{\Gamma(-a - \left(\frac{|G_0|}{|G|}\right) d + F_k^{(2)})}
\]
otherwise we define \(D_k(d, a) = 0\).

The type \((g, h)\) orbifold open Gromov-Witten potential of \((\mathcal{X}, \mathcal{L}_0)\) is defined by:
\[
\mathcal{F}^{(\mathcal{X}, \mathcal{L}_0)}_{g,h}(X; w_1, \cdots, w_h; a)
= \sum_{d_1, \cdots, d_h \geq 1} \frac{1}{m!} \langle X, \cdots, X \rangle_{g,m;d_1, \cdots, d_h}^{(\mathcal{X}, \mathcal{L}_0)} \cdot \prod_{j=1}^h w_j^{d_j},
\]
for \(m \geq 1\) and \(d_1, \cdots, d_h \geq 1\).
with \( X = \sum_{g \in G} X_g e_g \in H^*_\text{orb}(X, \mathbb{C}) \). Note that our definition (71) differs from Definition 2 in [3] by the factorial under \( w^j_d \).

The orbifold disc potential \( \mathcal{F}^{(X, L_0)}_{0,1} \) can be expressed in terms of \( J_X \) and the disc functions. First note that, since \( \{e_g\}_{g \in G} \) and \( \{e^\vee_g\}_{g \in G} \) are dual to each other with respect to \( (\cdot, \cdot)_{\text{orb},T} \), it follows that

\[
J_X(X; z_0, \lambda_0, \lambda_1, \lambda_2) = z \cdot e_0 + X + \sum_{g \in G} \sum_{m=2}^{\infty} \frac{1}{m!} (X, \cdots, X)_{0,m:d}^{(X, L_0)} e_g \sum_{x=m}^{\infty} \frac{x^m}{x} \left(1 - \psi\right)^{x-\psi} \cdot e_g.
\]

So we have:

\[
\mathcal{F}^{(X, L_0)}_{0,1}(X; a) = \sum_{d=1}^{\infty} \sum_{m=2}^{\infty} \frac{1}{m!} (X, \cdots, X)_{0,m:d}^{(X, L_0)} X_0^d
\]

\[
= \sum_{d=1}^{\infty} \sum_{m=2}^{\infty} \sum_{k \in G} \frac{1}{m!} (X, \cdots, X)_{0,m:d}^{(X, L_0)} D_k(d,a) \cdot e_k^\vee \left(1 - \frac{1}{d} \cdot e_0 - X, \sum_{k \in G} D_k(d,a) \cdot e_k^\vee\right)_{\text{orb},T} \cdot X_0^d
\]

Therefore, it is natural to take care of the unstable terms as follows:

\[
\langle\rangle^{(X, L_0)}_{0,0;d} := \frac{1}{d} D_0(d,a), \quad d \geq 1,
\]

\[
\langle e_g \rangle^{(X, L_0)}_{0,1;d} := D_g(d,a), \quad g \in G, \quad d \geq 1.
\]

So including the unstable terms, we have

\[
\mathcal{F}^{(X, L_0)}_{0,1}(X, a) = \sum_{d=1}^{\infty} \left( J_X(X; 1/d; \lambda_0, \lambda_1, \lambda_2), \sum_{h \in G} D_h(d,a) \cdot e_h^\vee\right)_{\text{orb},T} X_0^d.
\]

We will only consider the “small” disc potential, i.e. we will take \( X = \sum_{g \in G_s} X_g e_g \in H^*_\text{orb}(X, \mathbb{C}) \).

5.4. GLSM for \((X, L_0)\). We propose that the orbifold open mirror map is

\[
X_0 = (-1)^{\lambda_2+1} x_0.
\]
Then together with the orbifold (closed) mirror map (67), we have:

\[
\mathcal{F}^{(X, \mathcal{L}_0)}_{0,1}(X(x), X_0(x_0); a) = \frac{1}{|G_0|} \sum_{d \in \mathbb{Z}_{>0}, k_g \in \mathbb{Z}_{>0}, \forall g \in G_s} \left( -1 \right)^{a \left( \sum_{g \in G_s} k_g \right)} \frac{\Gamma \left( \sum_{g \in G_s} k_g F_g^{(0)} - \frac{|G_0|}{|G|} d \right) \Gamma \left( \sum_{g \in G_s} k_g F_g^{(1)} + ad \right)}{\Gamma \left( \sum_{g \in G_s} k_g F_g^{(0)} \right) \Gamma \left( \sum_{g \in G_s} k_g F_g^{(1)} \right) \Gamma \left( \sum_{g \in G_s} k_g F_g^{(2)} \right) \Gamma \left( d + \frac{|G_0|}{|G|} - a \sum_{g \in G_s} k_g F_g^{(2)} \right)} \cdot \prod_{g \in G_s} \frac{(-x_g)^{k_g}}{k_g!} \frac{((-1)^{1+\lambda_2} x_0)^d}{d}
\]

\[
= \frac{1}{|G_0|} \sum_{d \in \mathbb{Z}_{>0}, k_g \in \mathbb{Z}_{>0}, \forall g \in G_s} \left( -1 \right)^{\left\lfloor \sum_{g \in G_s} k_g F_g^{(2)} \right\rfloor} \frac{\Gamma \left( \sum_{g \in G_s} k_g F_g^{(0)} - \lambda_2 d \right) \Gamma \left( 1 - \sum_{g \in G_s} k_g F_g^{(1)} + \lambda_0 d \right) \Gamma \left( 1 - \sum_{g \in G_s} k_g F_g^{(1)} + \lambda_1 d \right)}{\Gamma \left( 1 - \sum_{g \in G_s} k_g F_g^{(0)} + \lambda_0 d \right) \Gamma \left( 1 - \sum_{g \in G_s} k_g F_g^{(0)} + \lambda_1 d \right) \Gamma \left( 1 - \sum_{g \in G_s} k_g F_g^{(0)} + \lambda_1 d \right)} \cdot \prod_{g \in G_s} \frac{x_g^{k_g}}{k_g!} \frac{((-1)^{1+\lambda_2} x_0)^d}{d} \cdot C(k_{g_1}, \cdots, k_{g_s}; d) \cdot \prod_{g \in G_s} x_g^{k_g} x_0^d
\]
Let $n_g$ be the order of $g \in G$. Assume that $\lambda_1 = -a \geq 0$, and then $\lambda_2 < 0$. By direct calculation, we have:

\[
\left( k_{g_1} + n_{g_1} \right) \cdot C(k_{g_1}, \ldots, k_{g_s} + n_{g_1}, \ldots, k_{g_s}; d)
\]

\[
= \prod_{j=0}^{2} \left( - \sum_{g \in G} k_g F_g^{(j)} + \lambda_j d \right) \cdot C(k_{g_1}, \ldots, k_{g_s}; d), \quad l = 1, \ldots, s,
\]

\[
\left( d + |G/G_0| \right) \prod_{j=0}^{1} \left( - \sum_{g \in G} k_g F_g^{(j)} + \lambda_j (d + |G/G_0|) \right) \cdot C(k_{g_1}, \ldots, k_{g_s}; d + |G/G_0|)
\]

\[
= \left(-d\right)^{-\lambda_2 |G/G_0|} \cdot \left( - \sum_{g \in G} k_g F_g^{(2)} + \lambda_2 d \right)^{-\lambda_2 |G/G_0|} \cdot C(k_{g_1}, \ldots, k_{g_s}; d).
\]

Then the recursion relation naturally give the following operators:

\[
\tilde{D}_l = \left( \Theta_{x_{g_1}} \right)_{\nu_{g_1}} - x_{g_1} \prod_{j=0}^{2} \left( - \sum_{g \in G} F_g^{(j)} \Theta_x \right)_{\nu_{g_1} F_{g_1}^{(j)}}, \quad l = 1, \ldots, s,
\]

\[
\tilde{D}_0 = \left( \Theta_{x_{0}} \right)_{|G/G_0|} \cdot \prod_{j=0}^{1} \left( - \sum_{g \in G} F_g^{(j)} \Theta_x + \lambda_j \Theta_{x_0} \right)_{\lambda_j |G/G_0|} - x_0 \left( - \Theta_{x_0} \right)_{|G/G_0|} \cdot \left( - \sum_{g \in G} F_g^{(2)} \Theta_x + \lambda_2 \Theta_{x_0} \right)_{-\lambda_2 |G/G_0|}.
\]

Observe that if we set $y_{g_1} = x_{g_1}$ and $y_0 = x_0 |G/G_0|$, then

\[
\tilde{D}_l = \left( n_{g_1} \Theta_{y_{g_1}} \right)_{\nu_{g_1}} - y_{g_1} \prod_{j=0}^{2} \left( - \sum_{g \in G} n_g F_g^{(j)} \Theta_y \right)_{\nu_{g_1} F_{g_1}^{(j)}}, \quad l = 1, \ldots, s,
\]

\[
\tilde{D}_0 = \left( |G/G_0| \Theta_{y_0} \right)_{|G/G_0|} \cdot \prod_{j=0}^{1} \left( - \sum_{g \in G} n_g F_g^{(j)} \Theta_y + \lambda_j |G/G_0| \Theta_{y_0} \right)_{\lambda_j |G/G_0|} - y_0 \left( - |G/G_0| \Theta_{y_0} \right)_{|G/G_0|} \cdot \left( - \sum_{g \in G} n_g F_g^{(2)} \Theta_y + \lambda_2 |G/G_0| \Theta_{y_0} \right)_{-\lambda_2 |G/G_0|}.
\]

So naturally, the charge vectors for $(\mathcal{X}, \mathcal{L}_0)$ are

\[
\tilde{\mathbf{f}}(g_1) = (-n_{g_1} F_{g_1}^{(0)}, -n_{g_1} F_{g_1}^{(1)}, -n_{g_1} F_{g_1}^{(2)}, n_{g_1}, 0, \ldots, 0, 0, 0),
\]

\[
\tilde{\mathbf{f}}(g_2) = (-n_{g_2} F_{g_2}^{(0)}, -n_{g_2} F_{g_2}^{(1)}, -n_{g_2} F_{g_2}^{(2)}, n_{g_1}, 0, \ldots, 0, 0, 0),
\]

\[
\vdots
\]

\[
\tilde{\mathbf{f}}(g_s) = (-n_{g_s} F_{g_s}^{(0)}, -n_{g_s} F_{g_s}^{(1)}, -n_{g_s} F_{g_s}^{(2)}, 0, 0, \ldots, n_{g_1}, 0, 0),
\]

\[
\tilde{\mathbf{f}}(0) = (\lambda_0 |G/G_0|, \lambda_1 |G/G_0|, \lambda_2 |G/G_0|, 0, 0, \ldots, 0, |G/G_0|, -|G/G_0|),
\]
We can also obtain the same charge vectors for the case $\lambda_1 = -a < 0$. Then we have
\[
y_g = \prod_{j=0}^{2} z_j^{-n_g F^{(j)}_g} \cdot z_g^n, \quad g \in G_s,
\]
\[
y_0 = \prod_{j=0}^{2} z_j^{\lambda_j |G/G_0|} \cdot \left( \frac{z_+}{z_-} \right)^{|G/G_0|},
\]
or equivalently,
\[
x_g = \prod_{j=0}^{2} z_j^{-F^{(j)}_g} \cdot z_g, \quad g \in G_s,
\]
\[
x_0 = \prod_{j=0}^{2} z_j^{\lambda_j} \cdot \frac{z_+}{z_-}.
\]

6. Comparison between the superpotential and the orbifold disc potential

6.1. Change of variables. From (34), we see that the matrix $(l^{(g)}_{h})_{g, h \in G_s}$ is invertible. Hence we may find $(b_{gh})_{g, h \in G_s}$ such that
\[
\sum_{h \in G_s} b_{g_1 h g_2} = \sum_{h \in G_s} l^{(g_1)}_h b_{h g_2} = \delta_{g_1, g_2}
\]
It is not difficult to check that \{\tilde{t}^{(g_1)}, \ldots, \tilde{t}^{(g_s)}, \tilde{t}^{(0)}\} and \{\tilde{t}^{(g_1)}, \ldots, \tilde{t}^{(g_s)}, \tilde{t}^{(0)}\} span the same linear subspace in $Q^{s+1}_s$ if and only if
\[
-a = \lambda_1 = t^{(0)}_1 + \sum_{g \in G_s} t^{(0)}_g F^{(1)}_g,
\]
which gives an explicit correspondence between the framings $a$ and $f$. Via this correspondence, we have:
\[
\prod_{h \in G_s} b_{gh} = \prod_{j=0}^{2} z_j^{-F^{(j)}_g} \cdot z_g,
\]
\[
g_0 \cdot \prod_{h \in G_s} q_h b_{gh} = \prod_{j=0}^{2} z_j^{\lambda_j} \cdot \frac{z_+}{z_-},
\]
and so it is natural to set:
\[
x_g = \prod_{h \in G_s} q_h^{b_{gh}}, \quad \forall g \in G_s,
\]
\[
x_0 = (-1)^{f+1+\lambda_2} g_0 \cdot \prod_{g \in G_s} q_g^{l^{(0)}_{h g}} b_{gh},
\]
where the phase factor $(-1)^{f+1+\lambda_2}$ is included for convenience of comparison.
The authors of [5] have conjectured the change of variables $X_0 = X_0(q, q_0)$ as follows. Note that

$$\Omega_0(q, q_0) = \log q_0 - \sum_{g \in G_s} \sum_{h \in G_s} f^{(0)}_h b_{h g} \left( \log q_g - \Omega_g(q, q_0) \right),$$

and they conjectured that

$$X_0 = q_0 \cdot \prod_{g \in G_s} q_g^{\sum_{h \in G_s} f^{(0)}_h b_{h g}} - \sum_{h \in G_s} f^{(0)}_h b_{h g},$$

which matches our result from GLSM via our proposed orbifold open mirror map $X_0 = (-1)^{1+\lambda_2} x_0$.

6.2. General Discussion. Now we plug in the change of variables (67), (73), (79), (80) to compare the “small” disc potential $F^{(Y, L_0)}_0(X, L_0)$ with the superpotential $W(Y, L_0)$ corresponding to $(Y, L_0)$. Recall that our brane $L_0$ intersects the “$z_0$-axis” of $X$ and $L_0$ intersects the non-compact toric curve in $Y$ given by $v_1 v_3 \subset v_1 v_2$.

Via the correspondence of framings (78), the “small” disc potential is given by:

$$F^{(Y, L_0)}(X(x(q)), X_0(x_0(q, q_0)); a) = \frac{1}{|G_0|} \sum_{d \in \mathbb{Z}_{>0}, k_y \in \mathbb{Z}, \forall g \in G_s} (-1)^{\sum_{g \in G_s} k_y F_g^{(2)}(d) - \left( a - \frac{|G_0|}{|G_s|} \frac{d}{|G_0|} \right)} \prod_{g \in G_s} \frac{k_y F_g^{(2)}(d)}{k_y!} \cdot \frac{(-1)^f q_0^d}{d},$$

(81)
Here we observe that:

\[
\left( \sum_{g \in G} k_g F_g^{(2)} - \left( a - \frac{|G_0|}{|G|} \right)d \right) - \left( 1 - ad - \sum_{g \in G} k_g F_g^{(1)} \right) \]

\[
= \sum_{g \in G_s} k_g (F_g^{(1)} + F_g^{(2)}) + \frac{|G_0|}{|G|}d - 1
\]

\[
= \sum_{g \in G_s} k_g - \sum_{g \in G_s} k_g F_g^{(0)} + \frac{|G_0|}{|G|}d - 1
\]

\[
= \left( \sum_{g \in G_s} k_g - \left\lceil \sum_{g \in G_s} k_g F_g^{(0)} \right\rceil \right) + \left( \frac{|G_0|}{|G|}d - \langle \sum_{g \in G_s} k_g F_g^{(0)} \rangle \right) - 1
\]

\[\in \mathbb{Z}_{\geq 0}.\]

(82)

Set

\[
\begin{cases}
  m_0 & = d, \\
  m_g & = \sum_{h \in G_s} [k_h - d_l h]b_h, \quad \forall g \in G_s.
\end{cases}
\]

(83)

From (77), we have

\[
\begin{cases}
  d & = m_0 \in \mathbb{Z}_{>0}, \\
  k_h & = m_0 l_0 + \langle \vec{m}, l \rangle h \in \mathbb{Z}_{\geq 0}, \quad \forall h \in G_s.
\end{cases}
\]

(84)

In particular, from (35), we have

\[
k_h = m_0 \left[ \delta_{h,i_0} + f \delta_{h,i_1} - (f + 1)\delta_{h,i_2} \right] + \langle \vec{m}, l \rangle h.
\]

So from (34), we have for \( j = 0, 1, 2 \):

\[
\sum_{g \in G_s} k_g F_g^{(j)} = m_0 \sum_{g \in G_s} \left[ \delta_{g,i_0} + f \delta_{g,i_1} - (f + 1)\delta_{g,i_2} \right] F_g^{(j)} - \langle \vec{m}, l_j \rangle.
\]

In particular, from Lemma 3.1,

\[
\sum_{g \in G_s} k_g F_g^{(0)}
\]

\[
= \frac{|G_0|}{|G|} m_0 (1 - \delta_{i_0,0}) - \langle \vec{m}, l_0 \rangle
\]

\[
= \frac{|G_0|}{|G|}d - m_0 l_0 - \langle \vec{m}, l_0 \rangle.
\]

(85)
So we obtain that

\[
\mathcal{F}_{0,1}^{(X,L_0)}(X(x("q")), X_0(x_0(\bar{q}, q_0)); a)
= \frac{1}{|G_0|} \sum (-1)^{m_0} \sum_{g \in G_s} l_g^{(0)} F_g^{(2)} \cdot \frac{1}{\Gamma \left( 1 + m_0 l_g^{(0)} + \langle \vec{m}, l_0 \rangle \right)} \cdot \frac{\Gamma \left( m_0 \left( \sum_{g \in G_s} l_g^{(0)} F_g^{(2)} - a + \frac{|G_0|}{|G_s|} \right) - \langle \vec{m}, l_2 \rangle \right)}{\Gamma \left( 1 - m_0 \left( \sum_{g \in G_s} l_g^{(0)} F_g^{(1)} + a + \langle \vec{m}, l_1 \rangle \right) \right)} \prod_{g \in G_s} \frac{\left( -l_g^{(0)} \bar{q}_g \right)^{m_0}}{\Gamma \left( 1 + m_0 l_g^{(0)} + \langle \vec{m}, l_g \rangle \right)} \cdot \frac{\left( -l_0^{(0)} \vec{q}_0 \right)^{m_0}}{m_0}.
\]

6.3. Main theorems. In this subsection, we compare \( W \) (58), (59) with \( F \) (??). Recall that \( L_0 \) intersects the non-compact toric curve in \( Y \) given by \( \overrightarrow{v_1} \overrightarrow{v_2} \subset \overrightarrow{v_1} v_2 \).

We observe that the domains of sum in (57) and (??) are disjoint if \( i_1 \neq 1 \) and \( i_2 \neq 2 \). So we only need to consider the cases \( i_1 = 1 \) or \( i_2 = 2 \), which puts restrictions on the location of \( L_0 \).

First we consider the effective case, i.e. \( |G_0| = 1 \).

**Theorem 6.1.** In the effective case, we have

\[
W(q, q_0; f) = \mathcal{F}_{0,1}^{(X,L_0)}(X(x("q")), X_0(x_0(\bar{q}, q_0)); a).
\]

**Proof.** In this case, no integral points lie on the interior of the line segment \( \overrightarrow{v_1} v_2 \), and hence \( i_1 = 1, i_2 = 2 \). Recall that \( G \neq \{0\} \) and hence \( i_0 \in G_s \). So we have

\[
l_i^{(0)} = \begin{cases}
1, & i = i_0, \\
f, & i = i_1 = 1, \\
-(f + 1), & i = i_2 = 2, \\
0, & i \in S \setminus \{i_0, 1, 2\},
\end{cases}
\]

and the correspondence between framings is

\[
a = -f - F_{i_0}^{(1)}.
\]
Then
\[(86) \quad \mathcal{F}_{0,1}^{(X;L)}(X(x(q)), X_0(x_0(q, q_0)); a) = \sum_{m_0 \in \mathbb{Z}_{>0}, \bar{m} = (m_g)_{g \in G_s} \in \mathbb{Z}_{\geq 0}} \sum_{\lambda_0, l_0^{(0)} + (\bar{m}, l_0) \in \mathbb{Z}_{\geq 0}, i \neq 1, 2} (-1)^{m_0} \sum_{g \in G_s} f_g^{(2)} \]
\[= \frac{1}{\Gamma \left( 1 + m_0 l_0^{(0)} + \langle \bar{m}, l_0 \rangle \right)} \cdot \frac{\Gamma \left( f m_0 + \langle \bar{m}, l_1 \rangle \right)}{\Gamma \left( 1 + m_0 l_0^{(0)} + \langle \bar{m}, l_0 \rangle \right)} \cdot \prod_{g \in G_s} \frac{\left[ (-1)^{l_g} q_g \right]^{m_0}}{m_0} \cdot \Gamma \left( \sum_{g \in G_s} k_g F_g^{(1)} + \sum_{g \in G_s} k_g F_g^{(2)} - (a - \left\lfloor \frac{|G_0|}{|G|} \right\rfloor d) \right) \cdot \frac{\Gamma \left( \sum_{g \in G_s} k_g F_g^{(2)} - (a - \left\lfloor \frac{|G_0|}{|G|} \right\rfloor d) \right)}{\Gamma \left( \sum_{g \in G_s} k_g F_g^{(1)} + \sum_{g \in G_s} k_g F_g^{(2)} - (a - \left\lfloor \frac{|G_0|}{|G|} \right\rfloor d) \right)}.
\]

We need to consider the implicit restriction on the domain of sum in (87) more carefully. First observe that from (82), we have:
\[(88) \quad (f + 1) m_0 - \langle \bar{m}, l_2 \rangle \in \mathbb{Z}_{\geq 0}.
\]

The \(\lambda_1\)- and \(\lambda_2\)-part of \(I_X\) in (74) are:
\[\frac{\Gamma \left( \sum_{g \in G_s} k_g F_g^{(1)} + ad \right)}{\Gamma \left( \sum_{g \in G_s} k_g F_g^{(1)} + ad \right)} = \frac{\Gamma \left( - f m_0 - \langle \bar{m}, l_1 \rangle \right)}{\Gamma \left( - f m_0 - \left\lfloor m_0 F_{i_0}^{(1)} \right\rfloor \right)},
\]
\[\frac{\Gamma \left( \sum_{g \in G_s} k_g F_g^{(2)} - (a - \left\lfloor \frac{|G_0|}{|G|} \right\rfloor d) \right)}{\Gamma \left( \sum_{g \in G_s} k_g F_g^{(2)} - (a - \left\lfloor \frac{|G_0|}{|G|} \right\rfloor d) \right)} = \frac{\Gamma \left( f m_0 + \langle \bar{m}, l_2 \rangle \right)}{\Gamma \left( f m_0 + \left\lfloor m_0 F_{i_0}^{(2)} \right\rfloor \right)}.
\]

So if \(f \geq 0\), then
\[-f m_0 - \left\lfloor m_0 F_{i_0}^{(1)} \right\rfloor \in \mathbb{Z}_{\leq 0}.
\]

Therefore,
\[(88) \quad - f m_0 - \langle \bar{m}, l_1 \rangle \in \mathbb{Z}_{\leq 0}, \text{ and then } (f + 1) m_0 - \langle \bar{m}, l_2 \rangle \in \mathbb{Z}_{\geq 0}.
\]

So from (58),(87),(88), we have the required equality. If \(f < 0\), then
\[(89) \quad (f + 1) m_0 - \langle \bar{m}, l_2 \rangle \in \mathbb{Z}_{< 0}, \text{ and then } f m_0 + \langle \bar{m}, l_1 \rangle \in \mathbb{Z}_{< 0}.
\]

So from (59),(87),(89), we also have the required equality. \(\square\)

Now we come to consider the ineffective case, i.e. \(|G_0| \geq 2\).
Theorem 6.2. In the ineffective case, if \( L_0 \) intersects the non-compact toric curve given by \( v_{i_1}v_{i_2} \subset v_1v_2 \) with \( i_1 = 1 \), then

\[
W(\vec{q}, q_0; f) = |G_0| \cdot \mathcal{F}_{0,1}^{(X, L_0)}(X(x(\vec{q})), X_0(x_0(\vec{q}, q_0)); a), \quad \text{for } f < 0,
\]

and if \( L_0 \) intersects the non-compact toric curve given by \( v_{i_1}v_{i_2} \subset v_1v_2 \) with \( i_2 = 2 \), then

\[
W(\vec{q}, q_0; f) = |G_0| \cdot \mathcal{F}_{0,1}^{(X, L_0)}(X(x(\vec{q})), X_0(x_0(\vec{q}, q_0)); a), \quad \text{for } f \geq 0.
\]

The above equalities hold after moding out nonanalytic parts.

Proof. In this case, there are integral points in the interior of \( v_1v_2 \). So \( L_0 \) can be located on several different toric curves.

If \( L_0 \) is located on the toric curve given by \( v_{i_1}v_{i_2} \) with \( i_1 = 1 \), as illustrated below:

Then \( i_0 \in \{0, g_1, \cdots, g_s\}, i_2 \in G_s \), and therefore

\[
l_i^{(0)} = \begin{cases} 
1, & i = i_0, \\
f, & i = i_1 = 1, \\
-(f + 1), & i = i_2, \\
0, & i \in \mathcal{S} \setminus \{i_0, 1, i_2\},
\end{cases}
\]

and the correspondence between framings is

\[
a = -f - \sum_{g \in G_s} l_g^{(0)} F_g^{(1)}.
\]
So
\[(90)\]
\[
\mathcal{F}_{0,1}^{(X,L_0)}(X(x(q)), X_0(x_0(q_0); a)
\]
\[
= \frac{1}{|G_0|} \sum_{m_0 \in \mathbb{Z}, m_0 \in \mathbb{Z}_{>0}, m_g \in \mathbb{Z}, \forall g \in G_s}
\]
\[
(-1)^{m_0 \sum_{g \in G_s} l_g^{(0)} F_g^{(2)}}
\]
\[
\frac{1}{\Gamma\left(1 + m_0 l_0^{(0)} + \langle \tilde{m}, l_0 \rangle\right)} \cdot \frac{\Gamma\left(-\langle \tilde{m}, l_2 \rangle\right)}{\Gamma\left(1 + f m_0 + \langle \tilde{m}, l_1 \rangle\right)}
\]
\[
\cdot \prod_{g \in G_s} \frac{\left[(-1)^{l_g} q_g \right]^{m_g}}{\Gamma\left(1 + m_0 l_0^{(0)} + \langle \tilde{m}, l_g \rangle\right)} \cdot \frac{\left[(-1)^{l_g} q_g \right]^{m_0}}{m_0}.
\]

We need to consider the implicit restriction on the domain of sum in (91) more carefully. First observe that from (82), we have:
\[
\left(-\langle \tilde{m}, l_2 \rangle\right) - \left(1 + f m_0 + \langle \tilde{m}, l_1 \rangle\right) \in \mathbb{Z}_{\geq 0}.
\]
The \(\lambda_1\)- and \(\lambda_2\)-part of \(I_X\) in (74) are:
\[
\frac{\Gamma\left(\sum_{g \in G_s} k_g F_g^{(1)} + ad\right)}{\Gamma\left(\sum_{g \in G_s} k_g F_g^{(1)}\right)} = \frac{\Gamma\left(-f m_0 - \langle \tilde{m}, l_1 \rangle\right)}{\Gamma\left(-f m_0 - \sum_{g \in G_s} l_g^{(0)} F_g^{(1)}\right)}.
\]
\[
\frac{\Gamma\left(\sum_{g \in G_s} k_g F_g^{(2)} - d\right)}{\Gamma\left(\sum_{g \in G_s} k_g F_g^{(2)}\right)} = \frac{\Gamma\left(-\langle \tilde{m}, l_2 \rangle\right)}{\Gamma\left(-\sum_{g \in G_s} l_g^{(0)} F_g^{(2)}\right)}.
\]

So we see that \(-\sum_{g \in G_s} l_g^{(0)} F_g^{(2)} \in \mathbb{Z}_{\leq 0}\). Therefore,
\[(92)\]
\[
-\langle \tilde{m}, l_2 \rangle \in \mathbb{Z}_{\leq 0}, \text{ and then } f m_0 + \langle \tilde{m}, l_1 \rangle \in \mathbb{Z}_{< 0}.
\]

From (59),(91),(92), the required equality holds for \(f < 0\), up to sign ambiguity. If \(f \geq 0\), then the two domains of sum for \(W\) and \(F\) are disjoint.

Similarly, if \(L_0\) is located on the toric curve given by \(v_{i_1} v_{i_2}\) with \(i_2 = 2\), then we have the required equality for \(f \geq 0\). \(\square\)

For \(|G_0| \geq 3\), \(L_0\) can be located on the toric curve given by \(v_{i_1} v_{i_2}\) with \(i_1 \neq 1, i_2 \neq 2\). However, in this case the domains of sum for \(W\) and \(F\) are disjoint.
6.4. A conjecture on the effective case. For the effective case, i.e. \(|G_0| = 1\), since \(G\) acts effectively on the \(z_0\)-axis, it follows that \(G\) is cyclic. From Lemma (3.1), we have \(F_{i_0}^{(0)} = \frac{1}{|G|}\) and hence \(i_0\) is a generator of \(G\). We shall set \(g_1 = i_0\). In our effective case, we have \(i_1 = 1, i_2 = 1\), and we obtain

\[
I_t^{(0)} = \begin{cases} 
1, & i = g_1, \\
-f, & i = i_1 = 1, \\
-(f+1), & i = i_2 = 2, \\
0, & i \in S \setminus \{g_1, 1, 2\},
\end{cases}
\]

Note that from (81), we have

\[
k_0 := \frac{d}{|G|} - \sum_{h \in G_s} k_h F_h^{(0)} \in \mathbb{Z}_{\geq 0}.
\]

Then it is not difficult to see that

\[
\begin{align*}
m_g &= \sum_{h \in G_s} (b_{hg} - b_{g_1g} \cdot |G| F_h^{(0)}) k_h - b_{g_1g} |G| k_0, \quad \forall g \in G_s, \\
m_0 &= \sum_{h \in G_s} |G| F_h^{(0)} k_h + |G| k_0,
\end{align*}
\]

So if all the coefficients of \(k_0, k_{g_1}, \ldots, k_{g_s}\) are non-negative integers, then \(m_g\)'s are all non-negative integers. We can rewrite this sufficient condition as follows. Note that

\[
\begin{align*}
k_g &= \sum_{h \in G_s} I_g^{(h)} m_h + \delta_{g, g_1} m_0, \quad \forall g \in G_s, \\
k_0 &= \sum_{h \in G_s} I_0^{(h)} m_h.
\end{align*}
\]

In the matrix form, we have

\[
[m_{g_1}, \ldots, m_{g_s}, m_0] = [k_{g_1}, \ldots, k_{g_s}, k_0] \begin{bmatrix}
I_{g_1}^{(g_1)} & I_{g_2}^{(g_1)} & \cdots & I_{g_s}^{(g_1)} & I_0^{(g_1)} \\
I_{g_2}^{(g_1)} & I_{g_2}^{(g_2)} & \cdots & I_{g_s}^{(g_2)} & I_0^{(g_2)} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
I_{g_s}^{(g_2)} & I_{g_s}^{(g_3)} & \cdots & I_{g_s}^{(g_s)} & I_0^{(g_s)} \\
1 & 0 & \cdots & 0 & 0
\end{bmatrix}
\]

Now we express the required sufficient condition in the following conjecture:

**Conjecture 6.3.** The entries of the inverse of the above matrix are non-negative integers.

By the general theory of toric geometry, it is not difficult to show the integrality. Unfortunately, we could not find a proof for the non-negativeness.

7. Appendix

In this appendix, we demonstrate our results by some examples. We shall let \(\xi_n := e^{\frac{2\pi i n}{n}}\). For the convenience of the reader, we repeat some details which have appeared in earlier sections.
7.1. **Example:** \( \mathbb{C}^3/\mathbb{Z}_3(1,1,1) \). Let \( \xi \) be the generator of \( \mathbb{Z}_3 \). The action is given by

\[
\xi.(z_0,z_1,z_2) = (\xi_3 \cdot z_0, \xi_3 \cdot z_1, \xi_3 \cdot z_2).
\]

Hence the small part of \( \mathbb{Z}_3 \) consists of a single element \( \xi \), with

\[
F_\xi^{(0)} = F_\xi^{(1)} = F_\xi^{(2)} = \frac{1}{3}.
\]

An integral basis of the lattice of invariants is

\[
[e_0,e_1,e_2] = \begin{bmatrix} 0 & 0 & 1 \\ 0 & -1 & 1 \\ 3 & 1 & 1 \end{bmatrix}
\]

So let

\[
\vec{v}_0 = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad \vec{v}_1 = \begin{bmatrix} 0 \\ -1 \\ 1 \end{bmatrix}, \quad \vec{v}_2 = \begin{bmatrix} 3 \\ 1 \\ 1 \end{bmatrix}, \quad \vec{v}_\xi = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix},
\]

and the toric resolution \( X \) is given by Figure 2.

Let \( D_i \) be the corresponding toric divisor for \( i \in \{0,1,2,\xi\} \). Then the intersection numbers are:

\[
\begin{array}{c|cccc}
 & D_0 & D_1 & D_2 & D_\xi \\
\hline
D_\xi \cdot D_0 & 1 & 1 & 1 & -3 \\
D_\xi \cdot D_1 & 1 & 1 & 1 & -3 \\
D_\xi \cdot D_2 & 1 & 1 & 1 & -3 \\
\end{array}
\]

From the dual graph

\[\begin{array}{c}
\vdots \\
\ddots \\
\hline
D_0 & & D_1 & & D_2 \\
\hline
D_1 & \downarrow & & \downarrow & \\
\ddots & \vdots & \ddots & \vdots & \vdots \\
\hline
\end{array}\]

Figure 12

we can take \( C_\xi = D_\xi \cdot D_0 \) or \( D_\xi \cdot D_1 \) or \( D_\xi \cdot D_2 \), and one can see the charge vector is \( l(\xi) = (1,1,1,-3) \), which is a basis of the lattice of invariants

\[
\mathcal{L} = \{(l_0,l_1,l_2,l_\xi) \in \mathbb{Z}^4 \mid \sum_{j=0}^2 l_j \vec{v}_j + l_\xi \vec{v}_\xi = 0\}.
\]
Suppose that $L_0$ intersects the noncompact toric curve given by $v_1 v_2$ with framing $f \in \mathbb{Z}_{\geq 0}$. Then the charge vectors for $(X, L_0)$ are:

$\tilde{\ell}(\xi) = (1, 1, 1, -3, 0, 0)$,
$\tilde{\ell}(0) = (0, f, -f - 1, 1, 1, -1)$.

Then the associated variables are:

$q_\xi = z_0 z_1 z_2 \cdot z_\xi^{-3}$,
$q_0 = z_1^{-f-1} z_\xi \cdot \frac{z_+}{z_-}$,

and the corresponding differential operators are:

$D_1 = \Theta_{q_\xi} \left( \Theta_{q_\xi} + f \Theta_{q_0} \right) \left( \Theta_{q_\xi} - (f + 1) \Theta_{q_0} \right) - q_\xi \left( -3 \Theta_{q_\xi} + \Theta_{q_0} \right)$,
$D_0 = \Theta_{q_0} \left( -3 \Theta_{q_\xi} + \Theta_{q_0} \right) \left( \Theta_{q_\xi} + f \Theta_{q_0} \right) + q_0 \Theta_{q_0} \left( \Theta_{q_\xi} - (f + 1) \Theta_{q_0} \right)$.

So the open-close mirror map is given by:

$\Omega_{\xi} = \log q_\xi + 3 \sum_{m_\xi=1}^{\infty} \frac{(3m_\xi - 1)!}{(m_\xi!)^3} (-q_\xi)^{m_\xi}$,
$\Omega_0 = \log q_0 - \sum_{m_\xi=1}^{\infty} \frac{(3m_\xi - 1)!}{(m_\xi!)^3} (-q_\xi)^{m_\xi}$,

and the superpotential is:

$W = \sum_{m_0 \geq 1, m_\xi \geq 0, (f + 1)m_0 > m_\xi} \frac{1}{\Gamma(1 + m_\xi)} \cdot \frac{1}{\Gamma(1 + m_0 - 3m_\xi)} \cdot \frac{\Gamma(m_0(f + 1) - m_\xi) (-q_\xi)^{m_\xi} [(-1)^f q_0]^{m_0}}{\Gamma(1 + m_0 f + m_\xi)(-q_\xi)^{m_\xi}}$.

For the orbifold $X = [\mathbb{C}^3/\mathbb{Z}_3(1, 1, 1)]$, note that the small part of the group consists of $\xi$, with

$F^{(0)}_{\xi} = F^{(1)}_{\xi} = F^{(2)}_{\xi} = \frac{1}{3}$.

So the charge vector for $X$ is $(-1, -1, -1, 3)$, which is a basis of $\mathbb{L}$. Note that $\mathcal{L}_0$ is located on the $z_0$-axis, and the corresponding weight is

$(\lambda_0, \lambda_1, \lambda_2) = \left( \frac{1}{3}, -a, a - \frac{1}{3} \right)$.

So the charge vectors for $(X, \mathcal{L}_0)$ are:

$\tilde{\ell}(\xi) = (-1, -1, -1, 3, 0, 0)$,
$\tilde{\ell}(0) = (1, -3a, 3a - 1, 0, 3, -3)$.

The corresponding variables are:

$x_\xi = z_0^{-\frac{1}{3}} z_1 z_2^{-\frac{1}{3}} z_\xi$,
$x_0 = z_0^{-\frac{1}{3}} z_1^{-a} z_2^{-\frac{1}{3}} z_\xi$. 
the orbifold open-close mirror map is given by:

\[
X_{\xi} = - \sum_{k_\xi > 0, \frac{3}{g}k_\xi - 1} (\frac{\Gamma(\frac{k_\xi}{3})}{\Gamma(\frac{1}{3})})^3 \frac{(-x_{\xi})^{k_\xi}}{k_\xi!}
\]

\[
X_0 = (-1)^{1+\lambda_2} x_0,
\]

and the orbifold disc potential is given by:

\[
F_{0,1}(X, L_0) = \sum_{d \geq 1, k_\xi > 0, \frac{3}{g}k_\xi = \frac{4}{3}} (-1)^{\frac{k_\xi}{3}} \frac{1}{\Gamma(1 - \frac{k_\xi}{3} + \lambda_0 d)} \frac{\Gamma(\frac{k_\xi}{3} - \lambda_2 d)}{\Gamma(1 - \frac{k_\xi}{3} + \lambda_1 d)} \frac{x_\xi^{k_\xi}}{k_\xi!} \frac{((-1)^{1+\lambda_2} x_0)^d}{d}
\]

To compare \(W\) with \(F_{0,1}(X, L_0)\), first note that \{\tilde{l}(\xi), \tilde{l}(0)\} and \{\hat{l}(\xi), \hat{l}(0)\} span the same linear subspace in \(Q^d\) if and only if

\[
a = -f - \frac{1}{3},
\]

which gives the correspondence between \(a\) and \(f\), and so we obtain the change of variables:

\[
x_\xi = q^{-\frac{1}{3}}_{\xi},
\]

\[
x_0 = (-1)^{1+\lambda_2} + f q_0 q_\xi^\frac{1}{3},
\]

where the phase factor \((-1)^{1+\lambda_2+f}\) is included for convenience of comparison. Via the above identification, we have:

\[
F_{0,1}(X, L_0)(X(x(q)), X_0(x_0(q, q_0)); a)
\]

\[
= \sum_{d \geq 1, k_\xi > 0, \frac{3}{g}k_\xi \in \mathbb{Z} \geq 0} (-1)^{\frac{k_\xi}{3}} \frac{1}{\Gamma(1 - \frac{k_\xi}{3} + \frac{d}{3})} \frac{\Gamma(\frac{k_\xi}{3} - (a - \frac{1}{3})d)}{\Gamma(1 - \frac{k_\xi}{3} - ad)} \frac{x_\xi^{d-k_\xi}}{k_\xi!} \frac{((-1)^{1} x_0)^d}{d}
\]

Set

\[
\begin{cases}
m_0 = d \in \mathbb{Z}\geq 1, \\
m_\xi = \frac{d-k_\xi}{3} \in \mathbb{Z}\geq 0,
\end{cases}
\]
and then we have
\[
F_{0,1}(X, L_0)(X(x(q)), X_0(x(q_0)); a) = \sum_{m_0 \geq 1, m_\xi \geq 0, m_0 - 3m_\xi \geq 0} (-1)^{m_\xi} \frac{1}{\Gamma(1 + m_\xi)} \cdot \frac{\Gamma\left((-a + \frac{2}{3})m_0 - m_\xi\right)}{\Gamma\left(1 - (a + \frac{1}{3})m_0 + m_\xi\right)} \cdot \frac{q_\xi^{m_\xi}}{(m_0 - 3m_\xi)!} \cdot \frac{((-1)^f q_0)^{m_0}}{m_0}.
\]

We can see that the last equality also holds via \( a = -f - \frac{1}{3} \). The choice \( a = f + \frac{2}{3} \) was observed in [3].

7.2. Example: \( \mathbb{C}^3/\mathbb{Z}_4(2, 1, 1) \). Let \( \xi \) be the generator of \( \mathbb{Z}_4 \). The action is given by
\[
\xi \cdot (z_0, z_1, z_2) = (\xi^2 \cdot z_0, \xi_4 \cdot z_1, \xi_4 \cdot z_2).
\]
Hence the small part of \( \mathbb{Z}_4 \) consists of \( \xi, 2\xi \), with
\[
(F^{(0)}_\xi, F^{(1)}_\xi, F^{(2)}_\xi) = (\frac{1}{2}, \frac{1}{4}, \frac{1}{4}),
\]
\[
(F^{(0)}_{2\xi}, F^{(1)}_{2\xi}, F^{(2)}_{2\xi}) = (0, \frac{1}{2}, \frac{1}{2}).
\]
An integral basis of the lattice of invariants is
\[
[e_0, e_1, e_2] = [\varepsilon_0, \varepsilon_1, \varepsilon_2] = \begin{bmatrix} 0 & 0 & 1 \\ 0 & -1 & 1 \\ 4 & 1 & 1 \end{bmatrix}.
\]
Let
\[
\tilde{v}_0 = [0, 0, 1], \quad \tilde{v}_1 = [0, 0, 1], \quad \tilde{v}_2 = [4, 1, 1], \quad \tilde{v}_\xi = [1, 0, 1], \quad \tilde{v}_{2\xi} = [0, 1, 1].
\]
Then the toric resolution \( X \) is given by Figure 3.
Let \( D_i \) be the corresponding toric divisor for \( i \in \{0, 1, 2, \xi, 2\xi\} \). Then the intersection numbers are:
\[
\begin{array}{c|ccccc}
\hline
& D_0 & D_1 & D_2 & D_\xi & D_{2\xi} \\
\hline
D_\xi \cdot D_0 & 2 & 1 & 1 & -4 & 0 \\
D_\xi \cdot D_1 & 1 & 0 & 0 & -2 & 1 \\
D_\xi \cdot D_2 & 1 & 0 & 0 & -2 & 1 \\
D_\xi \cdot D_{2\xi} & 0 & 1 & 1 & 0 & -2 \\
\hline
\end{array}
\]
From the dual graph
we can choose $C_\xi = D_\xi \cdot D_1$ or $D_\xi \cdot D_2$ and $C_{2\xi} = D_\xi \cdot D_{2\xi}$, and then the charge vectors are:

\[
\tilde{l}(\xi) = (1, 0, 0, -2, 1), \\
\tilde{l}(2\xi) = (0, 1, 1, 0, -2),
\]

which form a basis of the lattice of invariants

\[
\mathbb{L} = \{(l_0, l_1, l_2, l_\xi, l_{2\xi}) \in \mathbb{Z}^5 \mid \sum_{j=0}^{2} l_j \tilde{v}_j + l_\xi \tilde{v}_\xi + l_{2\xi} \tilde{v}_{2\xi} = 0\}.
\]

Suppose that $L_0$ intersects the noncompact toric curve given by $\tilde{v}_{2\xi}\tilde{v}_2$ with $f \geq 0$. The charge vectors for $(X, L_0)$ are:

\[
\tilde{l}(\xi) = (1, 0, 0, -2, 1), \quad l(0) = (0, 0, -f - 1, 1, f), \quad l(1) = (1, 0, 0, -2, 1), \quad l(2\xi) = (0, 1, 1, 0, -2), \quad l(0) = (0, 0, -f - 1, 1, f), \quad l(1) = (1, 0, 0, -2, 1).
\]

Then the associated variables are:

\[
q_\xi = z_0 \cdot z_{\xi}^{-2} z_{2\xi}, \\
q_{2\xi} = z_1 z_2 \cdot z_{2\xi}^{-2}, \\
q_0 = z_2^{-f-1} \cdot z_\xi z_{2\xi} \cdot \frac{z_+}{z_-},
\]
and the corresponding differential operators are:

\[ D_1 = \Theta_{q_\xi} \left( \Theta_{q_\xi} - 2\Theta_{q_2\xi} + f\Theta_{q_0} \right) - q_\xi \left( -2\Theta_{q_\xi} + \Theta_{q_0} \right), \]

\[ D_2 = \Theta_{q_2\xi} \left( \Theta_{q_2\xi} - (f + 1)\Theta_{q_0} \right) - q_{2\xi} \left( \Theta_{q_\xi} - 2\Theta_{q_2\xi} + f\Theta_{q_0} \right), \]

\[ D_0 = \Theta_{q_0} \left( -2\Theta_{q_\xi} + \Theta_{q_0} \right) \left( \Theta_{q_\xi} - 2\Theta_{q_2\xi} + f\Theta_{q_0} \right) + q_0 \Theta_{q_0} \left( \Theta_{q_2\xi} - (f + 1)\Theta_{q_0} \right) f_+^1. \]

So the open-close mirror map is given by:

\[ \Omega_\xi = \log q_\xi + 2 \sum_{m_\xi > 0, m_\xi > 0} \frac{(2m_\xi - 1)!}{m_\xi!(m_\xi)!} q_\xi^{m_\xi} q_{2\xi}^{m_{2\xi}} - \sum_{m_{2\xi} > 0} \frac{(2m_{2\xi} - 1)!}{(m_{2\xi}!)^2} q_{2\xi}^{m_{2\xi}}, \]

\[ \Omega_{2\xi} = \log q_{2\xi} + 2 \sum_{m_{2\xi} > 0} \frac{(2m_{2\xi} - 1)!}{(m_{2\xi}!)^2} q_{2\xi}^{m_{2\xi}}, \]

\[ \Omega_0 = \log q_0 - \sum_{m_\xi > 0, m_\xi > 0} \frac{(2m_\xi - 1)!}{m_\xi!(m_\xi)!} q_\xi^{m_\xi} q_{2\xi}^{m_{2\xi}} - f \sum_{m_{2\xi} > 0} \frac{(2m_{2\xi} - 1)!}{(m_{2\xi}!)^2} q_{2\xi}^{m_{2\xi}}, \]

and the superpotential is:

\[ W_{2\xi,2} = \sum_{m_\xi > 1, m_\xi > 0, m_\xi > 0} \frac{1}{\Gamma(1 + m_\xi)\Gamma(1 + m_{2\xi})} \left( \frac{1}{m_\xi(m_\xi)!(m_\xi - 2m_\xi)!(m_\xi)!} q_\xi^{m_\xi} (-q_{2\xi})^{m_{2\xi}} \frac{[-f_0]^m_0}{m_0} \right), \]

For the orbifold \( \mathcal{X} = [\mathbb{C}^3/\mathbb{Z}_4(2,1,1)] \), note that the small part of the group consists of \( \xi, 2\xi \), with

\[ (F^{(0)}_{\xi}, F^{(1)}_{\xi}, F^{(2)}_{\xi}) = \left( \frac{1}{2}, \frac{1}{4}, \frac{1}{4} \right), \]

\[ (F^{(0)}_{2\xi}, F^{(1)}_{2\xi}, F^{(2)}_{2\xi}) = (0, \frac{1}{2}, \frac{1}{2}). \]

So the charge vectors for \( \mathcal{X} \) are:

\[ (-2, -1, -1, 4, 0), \]

\[ (0, -1, -1, 0, 2), \]

which form a basis of \( \mathbb{L} \otimes \mathbb{Q} \). Note that \( \mathcal{L}_0 \) is located on the \( z_0 \)-axis, and the corresponding weight is

\[ (\lambda_0, \lambda_1, \lambda_2) = \left( \frac{1}{2}, -a, a - \frac{1}{2} \right). \]

So the charge vectors for \( (\mathcal{X}, \mathcal{L}_0) \) are:

\[ \hat{i}(\xi) = (-2, -1, -1, 4, 0, 0, 0), \]

\[ \hat{i}(2\xi) = (0, -1, -1, 0, 2, 0, 0), \]

\[ \hat{i}(0) = (1, -2a, 2a - 1, 0, 0, 2, -2). \]
The corresponding variables are:

\[ x_\xi = z_0 \cdot z_1 \cdot z_2 \cdot z_\xi, \]
\[ x_{2\xi} = z_1 \cdot z_2 \cdot z_{2\xi}, \]
\[ x_0 = \frac{z_0 \cdot a - \frac{1}{4}}{z_\pm}. \]

the orbifold open-close mirror map is given by:

\[ X_\xi = - \sum_{\substack{k_{\xi,k_{2\xi}} \geq 0, \\ 4|k_{\xi}+2k_{2\xi}-1}} \left( \frac{\Gamma(k_{\xi})}{\Gamma(\frac{1}{4})} \right) \left( \frac{\Gamma(k_{\xi} + k_{2\xi})}{\Gamma(\frac{1}{4})} \right)^2 \cdot \frac{(-x_\xi)^{k_{\xi}}}{k_{\xi}!} \cdot \frac{(-x_{2\xi})^{k_{2\xi}}}{k_{2\xi}!}, \]
\[ X_{2\xi} = - \sum_{\substack{k_{2\xi} \geq 0, \\ 2|k_{2\xi}-1}} \left( \frac{\Gamma(k_{2\xi})}{\Gamma(\frac{1}{4})} \right)^2 \cdot \frac{(-x_{2\xi})^{k_{2\xi}}}{k_{2\xi}!}, \]
\[ X_0 = (-1)^{1+\lambda_2} x_0, \]

and the orbifold disc potential is given by:

\[ \mathcal{F}_{0,1}^{(X,L_0)}(X(x), X_0(x_0); a) \]
\[ = \frac{1}{2} \sum_{d \geq 1, k_{\xi}, k_{2\xi} \geq 0, \left(\frac{k_{\xi}}{d}\right) = \left(\frac{1}{2}\right)} (-1)^{\left(\frac{k_{\xi}}{d} + \frac{k_{2\xi}}{d}\right)} \frac{1}{\Gamma(1 - \frac{k_{\xi}}{d} + \lambda_0 d)} \cdot \frac{1}{\Gamma(1 - \frac{k_{2\xi}}{d} - \frac{k_{2\xi}}{2} + \lambda_1 d)} \cdot \frac{\Gamma(k_{\xi} + k_{2\xi} - \lambda_2 d)}{\Gamma(k_{\xi} + k_{2\xi} + \lambda_2 d)} \cdot \frac{x_{\xi}^{k_{\xi}}}{k_{\xi}!} \cdot \frac{x_{2\xi}^{k_{2\xi}}}{k_{2\xi}!} \cdot \frac{((-1)^{1+\lambda_2} x_0)^d}{d}. \]

To compare \( W \) with \( \mathcal{F}_{0,1}^{(X,L_0)} \), first note that \( \{\tilde{l}(\xi), \tilde{l}(2\xi), \tilde{l}(0)\} \) and \( \{\hat{l}(\xi), \hat{l}(2\xi), \hat{l}(0)\} \) span the same linear subspace in \( \mathbb{Q}^7 \) if and only if

\[ a = -\frac{f}{2} - \frac{1}{4}, \]

which gives the correspondence between \( a \) and \( f \), and so we obtain the change of variables:

\[ x_\xi = q_{\xi}^{\frac{1}{2}} q_{2\xi}^{-\frac{1}{4}}, \]
\[ x_{2\xi} = q_{2\xi}^{\frac{1}{2}}, \]
\[ x_0 = (-1)^{1+\lambda_2+f} q q_{4\xi}^{\frac{1}{2}} q_{2\xi}^{\frac{1}{2}} q_{2\xi}^{\frac{1}{4}}. \]
where the phase factor \((-1)^{1+\lambda_2+f}\) is included for convenience of comparison. Via the above identification, we have:

\[
F_{0,1}(X, L_0)(X(x(\vec{q})), X_0(x_0(\vec{q}, q_0)); a) = \frac{1}{2} \sum_{d \geq 1, k \xi, k_2 \xi \geq 0, \frac{d}{2} - \frac{k_2 \xi}{2} \in \mathbb{Z}_{\geq 0}, \frac{d - k_2 \xi}{2} \in \mathbb{Z}_{\geq 0}} \frac{1}{\Gamma(1 - \frac{k_2 \xi}{2} + \frac{f}{2} \xi)} \cdot \frac{1}{\Gamma(1 - \frac{k \xi}{2} + \frac{f}{2} \xi)} \cdot \sum_{m_0 \geq 1, m_\xi \geq 0, m_{2\xi} \geq 0} \frac{\Gamma\left(\frac{k_\xi}{2} + \frac{k_2 \xi}{2} - (a - \frac{1}{2})d\right)}{\Gamma\left(1 - \frac{k_2 \xi}{2} - \frac{k_\xi}{2} - ad\right)}
\]

\[
\cdot \frac{q_\xi^{m_\xi}}{(m_0 - 2m_\xi)!} \cdot \frac{q_{2\xi}^{m_{2\xi}}}{(fm_0 + m_\xi - 2m_{2\xi})!} \cdot \frac{((-1)^f q_0)^{m_0}}{m_0} \cdot \ldots
\]

Set

\[
\begin{align*}
m_0 &= d \in \mathbb{Z}_{\geq 1}, \\
m_\xi &= \frac{d - k_2 \xi}{2} \in \mathbb{Z}_{\geq 0}, \\
m_{2\xi} &= \frac{(f + \frac{1}{2})d - \frac{k_\xi}{2} - \frac{k_2 \xi}{2}}{2}
\end{align*}
\]

and then we have

\[
F_{0,1}(X, L_0)(X(x(\vec{q})), X_0(x_0(\vec{q}, q_0)); a) = \frac{1}{2} \sum_{m_0 \geq 1, m_\xi \geq 0, m_{2\xi} \geq 0} \frac{1}{\Gamma(1 + m_\xi)} \cdot \frac{\Gamma\left(\frac{f}{2} + \frac{k_2 \xi}{2} + m_{2\xi}\right)}{\Gamma\left(1 + m_{2\xi}\right)}
\]

\[
\cdot \frac{q_\xi^{m_\xi}}{(m_0 - 2m_\xi)!} \cdot \frac{q_{2\xi}^{m_{2\xi}}}{(fm_0 + m_\xi - 2m_{2\xi})!} \cdot \frac{((-1)^f q_0)^{m_0}}{m_0} \cdot \ldots
\]
We observe that \( m_{2\xi} \)'s are not necessarily nonnegative integers. We choose to ignore the bad \( m_{2\xi} \)'s and consider only the analytic part of \( F_{0,1}^{(X,L_0)}(X(x(q)), X_0(x_0(q_0), q_0)) \):

\[
F(q, q_0; f) = \frac{1}{2} \sum_{m_0 \geq 1, m_\xi, m_{2\xi} \geq 0, (f+1)m_0 - m_{2\xi} > 0} (-1)^{(\xi + \frac{1}{2})m_0 - m_{2\xi}} \frac{1}{\Gamma(1 + m_\xi)} \cdot \frac{\Gamma((f + 1)m_0 - m_{2\xi})}{\Gamma(1 + m_{2\xi})} \frac{q_\xi^{m_\xi}}{(m_0 - 2m_{2\xi})!} \cdot \frac{q_{2\xi}^{m_{2\xi}}}{(fm_0 + m_\xi - 2m_{2\xi})!} \cdot \frac{((-1)^f q_0)^{m_0}}{m_0}.
\]

\[
= \frac{1}{2} W(q, q_0; f).
\]

The authors of \([3]\) has shown a correspondence for disc potentials for \( f = 1, a = \frac{1}{2} \). Their choice of \( a \) is different from ours. It is interesting to understand this discrepancy.

### 7.3. Example: \( \mathbb{C}^3/\mathbb{Z}_5(3, 1, 1) \).

Let \( \xi \) be the generator of \( \mathbb{Z}_5 \). The action is given by

\[
\xi.(z_0, z_1, z_2) = (\xi^3 \cdot z_0, \xi \cdot z_1, \xi \cdot z_2).
\]

Hence the small part of \( \mathbb{Z}_5 \) consists of \( \xi, 2\xi \), with

\[
(F^{(0)}_{\xi}, F^{(1)}_{\xi}, F^{(2)}_{\xi}) = (\frac{3}{5}, \frac{1}{5}, \frac{1}{5}),
\]

\[
(F^{(0)}_{2\xi}, F^{(1)}_{2\xi}, F^{(2)}_{2\xi}) = (\frac{1}{5}, \frac{2}{5}, \frac{2}{5}).
\]

An integral basis of the lattice of invariants is

\[
[e_0, e_1, e_2] = [e_0, e_1, e_2] \begin{bmatrix} 0 & 0 & 1 \\ 0 & -1 & 1 \\ 5 & 1 & 1 \end{bmatrix}
\]

So let

\[
\tilde{v}_0 = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad \tilde{v}_1 = \begin{bmatrix} 0 \\ -1 \\ 1 \end{bmatrix}, \quad \tilde{v}_2 = \begin{bmatrix} 5 \\ 1 \\ 1 \end{bmatrix}, \quad \tilde{v}_\xi = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix}, \quad \tilde{v}_{2\xi} = \begin{bmatrix} 2 \\ 0 \\ 1 \end{bmatrix}.
\]

and the toric resolution \( X \) is given by Figure 4.
\( D_i \) be the corresponding toric divisor for \( i \in \{0, 1, 2, \xi, 2\xi\} \). Then the intersection numbers are:

| \( D_\xi \cdot D_0 \) | \( D_0 \) | \( D_1 \) | \( D_2 \) | \( D_\xi \) | \( D_{2\xi} \) |
|---------------------|-----|-----|-----|-----|-----|
| 3 \( D_\xi \cdot D_0 \) | 1   | 1   | -5  | 0   |
| 1 \( D_\xi \cdot D_1 \) | 0   | 0   | -2  | 1   |
| 1 \( D_\xi \cdot D_2 \) | 0   | 0   | -2  | 1   |
| 0 \( D_\xi \cdot D_{2\xi} \) | 1   | 1   | 1   | -3  |
| 0 \( D_{2\xi} \cdot D_1 \) | 1   | 1   | 1   | -3  |
| 0 \( D_{2\xi} \cdot D_2 \) | 1   | 1   | 1   | -3  |

From the dual graph,
we can choose \( C_{2\xi} = D_{2\xi} \cdot D_1 \) or \( D_{2\xi} \cdot D_2 \) or \( D_{2\xi} \cdot D_{\xi} \), and \( C_{\xi} = D_{\xi} \cdot D_1 \) or \( D_{\xi} \cdot D_2 \). Then the charge vectors are:

\[
\begin{align*}
\ell(\xi) &= (1, 0, 0, -2, 1), \\
\ell(2\xi) &= (0, 1, 1, 1, -3),
\end{align*}
\]

which form a basis of the lattice of invariants

\[
\mathbb{L} = \{(l_0, l_1, l_2, l_{\xi}, l_{2\xi}) \in \mathbb{Z}^5 \mid \sum_{j=0}^{2} l_j \tilde{v}_j + l_\xi \tilde{v}_\xi + l_{2\xi} \tilde{v}_{2\xi} = 0\}.
\]

Suppose that \( L_0 \) intersects the noncompact toric curve given by \( \overline{v_1v_2} \) with framing \( f \in \mathbb{Z}_{>0} \). The charge vectors for \((X, L_0)\) are:

\[
\begin{align*}
\bar{\ell}(\xi) &= (1, 0, 0, -2, 1, 0, 0), \\
\bar{\ell}(2\xi) &= (0, 1, 1, 1, -3, 0, 0), \\
\bar{\ell}(0) &= (0, f, -f - 1, 0, 1, 1, -1),
\end{align*}
\]

Then the associated variables are:

\[
\begin{align*}
q_\xi &= z_0 \cdot z_\xi^{-2} z_{2\xi}, \\
q_{2\xi} &= z_1 z_2 \cdot z_\xi^{-3} z_{2\xi}, \\
q_0 &= z_1 z_2^{-f-1} z_{2\xi} \cdot \frac{z_+}{z_-},
\end{align*}
\]

and the corresponding differential operators are:

\[
\begin{align*}
\mathcal{D}_1 &= \Theta_{q_\xi} \left( \Theta_{q_\xi} - 3\Theta_{q_{2\xi}} + \Theta_{q_0} \right) - q_\xi \left( -2\Theta_{q_\xi} + \Theta_{q_{2\xi}} \right), \\
\mathcal{D}_2 &= \left( \Theta_{q_{2\xi}} + f\Theta_{q_0} \right) \left( \Theta_{q_{2\xi}} - (f + 1)\Theta_{q_0} \right) \left( -2\Theta_{q_\xi} + \Theta_{q_{2\xi}} \right) - q_{2\xi} \left( \Theta_{q_\xi} - 3\Theta_{q_{2\xi}} + \Theta_{q_0} \right), \\
\mathcal{D}_0 &= \Theta_{q_0} \left( \Theta_{q_{2\xi}} + f\Theta_{q_0} \right) f \left( \Theta_{q_\xi} - 3\Theta_{q_{2\xi}} + \Theta_{q_0} \right) + q_0 \Theta_{q_0} \left( \Theta_{q_{2\xi}} - (f + 1)\Theta_{q_0} \right) f + 1.
\end{align*}
\]

So the open-close mirror map is given by:

\[
\begin{align*}
\Omega_\xi &= \log q_\xi + 2 \sum_{2m_\xi > m_2\xi \geq 0} \frac{(2m_\xi - m_{2\xi} - 1)!}{m_\xi!(m_{2\xi})^2(m_\xi - 3m_{2\xi})!} q_\xi^{m_\xi} (-q_{2\xi})^{m_{2\xi}} \\
&\quad - \sum_{3m_2\xi > m_\xi \geq 0} \frac{(3m_\xi - m_{2\xi} - 1)!}{m_\xi!(m_{2\xi})^2(2m_\xi - 2m_\xi)!} (-q_\xi)^{m_\xi} (-q_{2\xi})^{m_{2\xi}}, \\
\Omega_{2\xi} &= \log q_{2\xi} - \sum_{2m_\xi > m_{2\xi} \geq 0} \frac{(2m_\xi - m_{2\xi} - 1)!}{m_\xi!(m_{2\xi})^2(m_\xi - 3m_{2\xi})!} q_\xi^{m_\xi} (-q_{2\xi})^{m_{2\xi}} \\
&\quad + 3 \sum_{3m_2\xi > m_\xi \geq 0} \frac{(3m_\xi - m_{2\xi} - 1)!}{m_\xi!(m_{2\xi})^2(2m_\xi - 2m_\xi)!} (-q_\xi)^{m_\xi} (-q_{2\xi})^{m_{2\xi}}, \\
\Omega_0 &= \log q_0 - \sum_{3m_{2\xi} > m_\xi \geq 0} \frac{(3m_\xi - m_{2\xi} - 1)!}{m_\xi!(m_{2\xi})^2(2m_\xi - 2m_\xi)!} (-q_\xi)^{m_\xi} (-q_{2\xi})^{m_{2\xi}},
\end{align*}
\]
and the superpotential is:

\[ W = \sum_{m_0 > 1, m_\xi, m_{2\xi} > 0, (f+1)m_0 > m_{2\xi}} \frac{1}{\Gamma(1+m_\xi)\Gamma(1-2m_\xi + m_{2\xi})} \times \frac{1}{\Gamma(1+m_0 + m_\xi - 3m_{2\xi})} \cdot \frac{\Gamma(m_0(f+1) - m_{2\xi})}{\Gamma(1+m_0,f + m_{2\xi})} \cdot q_\xi^{m_\xi}(-q_{2\xi})^{m_{2\xi}} \left[ (-1)^f q_0 \right]^{m_0}.\]

For the orbifold \( \mathcal{X} = [\mathbb{C}^3/\mathbb{Z}_5(3,1,1)] \), the small part of the group consists of \( \xi, 2\xi, \) with

\[
(F_\xi^{(0)}, F_\xi^{(1)}, F_\xi^{(2)}) = \left( \frac{3}{5}, \frac{1}{5}, \frac{1}{5} \right),
\]

\[
(F_{2\xi}^{(0)}, F_{2\xi}^{(1)}, F_{2\xi}^{(2)}) = \left( \frac{1}{5}, \frac{2}{5}, \frac{2}{5} \right).
\]

So the charge vectors for \( \mathcal{X} \) are:

\[
\hat{\lambda}(\xi) = (-3, -1, -1, 5, 0),
\]

\[
\hat{\lambda}(2\xi) = (-1, -2, -2, 0, 5),
\]

\[
\hat{\lambda}(0) = (1, -5a, 5a-1, 0, 0).
\]

which form a basis of \( \mathbb{L} \otimes \mathbb{Q} \). Note that \( \mathcal{L}_0 \) is located on the \( z_0 \)-axis, and the corresponding weight is

\[
(\lambda_0, \lambda_1, \lambda_2) = \left( \frac{1}{5}, -a, a - \frac{1}{5} \right).
\]

So the charge vectors for \( (\mathcal{X}, \mathcal{L}_0) \) are:

\[
\hat{\lambda}(\xi) = (-3, -1, -1, 5, 0, 0),
\]

\[
\hat{\lambda}(2\xi) = (-1, -2, -2, 0, 5, 0),
\]

\[
\hat{\lambda}(0) = (1, 5a, 5a-1, 0, 0).
\]

The corresponding variables are:

\[
x_\xi = \frac{z_0}{z_1}, \frac{z_1}{z_2}, \frac{z_2}{z_0} \cdot z_\xi,
\]

\[
x_{2\xi} = \frac{z_0}{z_1}, \frac{z_1}{z_2}, \frac{z_2}{z_0} \cdot z_{2\xi},
\]

\[
x_0 = \frac{z_0}{z_1}, \frac{z_1}{z_2}, \frac{z_2}{z_0} \cdot \frac{z_+}{z_-},
\]

the orbifold open-close mirror map is given by:

\[
X_\xi = -\sum_{k_\xi, k_{2\xi} \geq 0, 5k_\xi + 2k_{2\xi} - 1} \frac{\Gamma\left(\frac{3}{5} k_\xi + \frac{1}{5} k_{2\xi}\right)}{\Gamma\left(\frac{3}{5}\right)} \left( \frac{\Gamma\left(\frac{1}{5} k_\xi + \frac{2}{5} k_{2\xi}\right)}{\Gamma\left(\frac{1}{5}\right)} \right)^2 \cdot \frac{(-x_\xi)^{k_\xi}}{k_\xi!} \cdot \frac{(-x_{2\xi})^{k_{2\xi}}}{k_{2\xi}!},
\]

\[
X_{2\xi} = -\sum_{k_\xi, k_{2\xi} \geq 0, 5k_\xi + 2k_{2\xi} - 2} \frac{\Gamma\left(\frac{3}{5} k_\xi + \frac{1}{5} k_{2\xi}\right)}{\Gamma\left(\frac{3}{5}\right)} \left( \frac{\Gamma\left(\frac{1}{5} k_\xi + \frac{2}{5} k_{2\xi}\right)}{\Gamma\left(\frac{1}{5}\right)} \right)^2 \cdot \frac{(-x_\xi)^{k_\xi}}{k_\xi!} \cdot \frac{(-x_{2\xi})^{k_{2\xi}}}{k_{2\xi}!},
\]

\[
X_0 = (-1)^{1+\lambda_2} x_0,
\]
and the orbifold disc potential is given by:

$$F_{0,1}^{(X, L_0)}(X(x), X_0(x_0); a)$$

$$= \sum_{d \geq 1, k_\xi, k_{2\xi} \geq 0, \left(\frac{k_\xi}{5} + \frac{k_{2\xi}}{5} = \frac{d}{5}\right)} \frac{(-1)^{\frac{1}{10} k_\xi + \frac{4}{5} k_{2\xi}}}{k_\xi!} \frac{1}{\Gamma(1 - \frac{3}{5} k_\xi - \frac{1}{5} k_{2\xi} + \lambda d)} \frac{\Gamma(1 + \frac{1}{10} k_\xi + \frac{2}{5} k_{2\xi} - \lambda_2 d)}{\Gamma(1 - \frac{4}{5} k_\xi - \frac{3}{5} k_{2\xi} + \lambda_1 d)} \cdot \frac{x_\xi^{k_\xi} x_{2\xi}^{k_{2\xi}}}{k_\xi! k_{2\xi}!} \cdot ((-1)^{1 + \lambda_2} x_0)^d.$$ 

To compare $W$ with $F_{0,1}^{(X, L_0)}$, first note that $\{\bar{1}, \{\bar{2}\}, \bar{0}\}$ and $\{\bar{1}, \{\bar{2}\}, \bar{0}\}$ span the same linear subspace in $\mathbb{Q}^7$ if and only if

$$a = -f - \frac{2}{5},$$

which gives the correspondence between $a$ and $f$, and so we obtain the change of variables:

$$x_\xi = q_\xi^{\frac{1}{5} k_\xi + \frac{4}{5} k_{2\xi}},$$

$$x_{2\xi} = q_\xi^{\frac{3}{5} k_\xi - \frac{1}{5} k_{2\xi}},
and then we have

\[ F_{0,1}(X, \mathcal{L}_0) (X(x(q)), X_0(x_0(q_0), q_0)); a) \]

\[ = \sum_{m_0 \geq 1, m_2 \geq 2 m_0 \geq 0} (-1)^{\lfloor \frac{m_0 - m_2 \xi}{2} \rfloor} \cdot \frac{1}{\Gamma(1 + m_0)} \cdot \frac{\Gamma((f + 1)m_0 - m_2 \xi)}{\Gamma(1 + fm_0 + m_2 \xi)} \cdot \frac{(m_2 \xi - 2m_0 \xi)!}{(m_0 + m_0 \xi - 3m_2 \xi)!} \cdot \frac{((-1)^{f} q_0)^{m_0}}{m_0} \]

\[ = W(q, q_0; f). \]

7.4. Example: \( \mathbb{C}^3 / \mathbb{Z}_6(1, 2, 3) \). In this example, the group acts on the \( z_0 \)-axis effectively, and we test our conjecture by showing the corresponding inverse matrices.

Let \( \xi \) be the generator of \( \mathbb{Z}_6 \). The action is given by

\[ \xi(z_0, z_1, z_2) = (\xi_0 \cdot z_0, \xi_0^2 \cdot z_1, \xi_0^3 \cdot z_2). \]

Hence the small part of \( \mathbb{Z}_6 \) consists of \( \xi, 2\xi, 3\xi, 4\xi, \) with

\[ (F_{\xi}^{(0)}, F_{\xi}^{(1)}, F_{\xi}^{(2)}) = \left( \frac{1}{3}, \frac{1}{3}, \frac{1}{2} \right), \]

\[ (F_{2\xi}^{(0)}, F_{2\xi}^{(1)}, F_{2\xi}^{(2)}) = \left( \frac{1}{3}, \frac{2}{3}, 0 \right). \]

\[ (F_{3\xi}^{(0)}, F_{3\xi}^{(1)}, F_{3\xi}^{(2)}) = \left( \frac{1}{2}, 0, \frac{1}{2} \right). \]

\[ (F_{4\xi}^{(0)}, F_{4\xi}^{(1)}, F_{4\xi}^{(2)}) = \left( \frac{2}{3}, \frac{1}{3}, 0 \right). \]

An integral basis of the lattice of invariants is

\[ [\varepsilon_0, \varepsilon_1, \varepsilon_2] = [e_0, e_1, e_2] \begin{bmatrix} 0 & 0 & 1 \\ 3 & 0 & 1 \\ 0 & 2 & 1 \end{bmatrix} \]

This is not a basis obtained from our procedure. We invite the readers to apply our procedure and compare the resulting charge vectors with those demonstrated here.

We set

\[ \tilde{w}_0 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \tilde{w}_1 = \begin{bmatrix} 3 \\ 0 \end{bmatrix}, \tilde{w}_2 = \begin{bmatrix} 0 \\ 2 \end{bmatrix}, \tilde{v}_\xi = \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \tilde{v}_{2\xi} = \begin{bmatrix} 2 \\ 0 \end{bmatrix}, \tilde{v}_{3\xi} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \tilde{v}_{4\xi} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}. \]

There are five different toric resolutions of \( \mathbb{C}^3 / \mathbb{Z}_6(1, 2, 3) \):
For each toric resolution, the corresponding charge vectors form a basis of the lattice of invariants

\[ L = \{ (l_0, l_1, l_2, l_3, l_4) \in \mathbb{Z}^7 \mid 2 \sum_{j=0}^{2} l_j \tilde{w}_j + 4 \sum_{j=1}^{4} l_j \tilde{v}_j \tilde{v}_j = 0 \}. \]

Let \( D_i \) be the corresponding toric divisor for \( i \in \{ 0, 1, 2, 3, 4 \} \). Then we may calculate the intersection numbers and the charge vectors as follows:

**Phase I:** The intersection numbers are:

|       | \( D_0 \) | \( D_1 \) | \( D_2 \) | \( D_3 \) | \( D_4 \) | \( D_5 \) |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|
| \( D_0 \cdot D_0 \) | -1        | 0         | 0         | -1        | 0         | 1         |
| \( D_0 \cdot D_1 \) | 0         | 0         | 1         | -2        | 1         | 0         |
| \( D_0 \cdot D_2 \) | 0         | 1         | 1         | -3        | 0         | 1         |
| \( D_0 \cdot D_3 \) | 0         | 1         | 0         | 0         | -2        | 0         |
| \( D_0 \cdot D_4 \) | 1         | 0         | 0         | 0         | 0         | -2        |
| \( D_0 \cdot D_5 \) | 1         | 0         | 0         | 0         | 1         | 0         |

From the dual graph,
we can choose $C_{2\xi} = D_{\xi} \cdot D_{2\xi}$, $C_{3\xi} = D_{\xi} \cdot D_{3\xi}$, $C_{4\xi} = D_{4\xi} \cdot D_{4\xi}$ and $C_{\xi} = D_{\xi} \cdot D_{0}$. Then the charge vectors are:

\[
\begin{align*}
I^{(\xi)} & = (-1, 0, 0, -1, 0, 1, 1), \\
I^{(2\xi)} & = (0, 1, 0, 0, -2, 0, 1), \\
I^{(3\xi)} & = (1, 0, 1, 0, 0, -2, 0), \\
I^{(4\xi)} & = (1, 0, 0, 0, 1, 0, -2).
\end{align*}
\]

and our conjecture is tested by:

\[
\begin{bmatrix}
-1 & 0 & 1 & 1 & -1 \\
0 & -2 & 0 & 1 & 0 \\
0 & 0 & -2 & 0 & 1 \\
0 & 1 & 0 & -2 & 1 \\
1 & 0 & 0 & 0 & 0
\end{bmatrix}^{-1}
= 
\begin{bmatrix}
0 & 0 & 0 & 0 & 1 \\
2 & 0 & 1 & 1 & 2 \\
3 & 1 & 1 & 2 & 3 \\
4 & 1 & 2 & 2 & 4 \\
6 & 2 & 3 & 4 & 6
\end{bmatrix}^{-1}
\]

**Phase II:** The intersection numbers are:

|       | $D_0$ | $D_1$ | $D_2$ | $D_{\xi}$ | $D_{2\xi}$ | $D_{3\xi}$ | $D_{4\xi}$ |
|-------|-------|-------|-------|-----------|-----------|-----------|-----------|
| $D_{3\xi} \cdot D_{4\xi}$ | 1     | 0     | 0     | 1         | 0         | -1        | -1        |
| $D_{\xi} \cdot D_{1}$       | 0     | 0     | 1     | -2        | 1         | 0         | 0         |
| $D_{\xi} \cdot D_{2}$       | 0     | 1     | 1     | -3        | 0         | 1         | 0         |
| $D_{\xi} \cdot D_{2\xi}$    | 0     | 1     | 0     | 0         | -2        | 0         | 1         |
| $D_{\xi} \cdot D_{3\xi}$    | 0     | 0     | 1     | -1        | 0         | -1        | 1         |
| $D_{\xi} \cdot D_{4\xi}$    | 0     | 0     | 0     | -1        | 1         | 1         | -1        |
From the dual graph,

we can choose

\[ C_1 = D_1 \cdot D_3, \quad C_2 = D_1 \cdot D_2, \quad C_3 = D_3 \cdot D_4, \quad C_4 = D_4 \cdot D_1, \]

or,

\[ C_1 = D_1 \cdot D_4, \quad C_2 = D_1 \cdot D_2, \quad C_3 = D_3 \cdot D_4, \quad C_4 = D_4 \cdot D_3. \]

We can see that the two choices give the same set of charge vectors. With respect to the first choice, the charge vectors are indexed by:

\[ l^{(1)} = (0, 0, 1, -1, 0, -1, 1), \]
\[ l^{(2)} = (0, 1, 0, 0, -2, 0, 1), \]
\[ l^{(3)} = (1, 0, 0, 1, 0, -1, -1), \]
\[ l^{(4)} = (0, 0, 0, -1, 1, 1, -1). \]

and our conjecture is tested by:

\[
\begin{bmatrix}
-1 & 0 & -1 & 1 & 0 \\
0 & -2 & 0 & 1 & 0 \\
1 & 0 & -1 & -1 & 1 \\
-1 & 1 & 1 & -1 & 0 \\
1 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 1 & 2 \\
1 & 1 & 0 & 2 & 3 \\
2 & 1 & 0 & 2 & 4 \\
3 & 2 & 1 & 4 & 6
\end{bmatrix}\]
\textbf{Phase III:} The intersection numbers are:

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
 & $D_0$ & $D_1$ & $D_2$ & $D_3$ & $D_4$ & $D_5$ \\
\hline
$D_0$ & 1 & 0 & 1 & 0 & 0 & $-2$ \\
$D_1$ & 0 & 0 & 1 & $-2$ & 1 & 0 \\
$D_2$ & 0 & 1 & 2 & 0 & 0 & 1 \\
$D_3$ & 0 & 1 & 0 & 0 & $-2$ & 0 \\
$D_4$ & 0 & 0 & 1 & 0 & 0 & 1 \\
$D_5$ & 0 & 0 & 1 & $-2$ & 1 & 0 \\
\hline
\end{tabular}
\end{table}

From the dual graph,

\begin{figure}[h]
\centering
\includegraphics{figure18}
\caption{Figure 18}
\end{figure}

we can choose

\[ C_\xi = D_\xi \cdot D_{4\xi}, C_{2\xi} = D_\xi \cdot D_{2\xi}, C_{3\xi} = D_{3\xi} \cdot D_{4\xi}, C_{4\xi} = D_{4\xi} \cdot D_{2}. \]

Then the charge vectors are:

\[ l^{(\xi)} = (0, 0, 1, -2, 1, 0, 0), \]
\[ l^{(2\xi)} = (0, 1, 0, 0, -2, 0, 1), \]
\[ l^{(3\xi)} = (1, 0, 1, 0, 0, -2, 0), \]
\[ l^{(4\xi)} = (0, 0, -1, 1, 0, 1, -1). \]

and our conjecture is tested by:

\[
\begin{bmatrix}
-2 & 1 & 0 & 0 & 0 \\
0 & -2 & 0 & 1 & 0 \\
0 & 0 & -2 & 0 & 1 \\
1 & 0 & 1 & -1 & 0 \\
1 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 2 \\
2 & 1 & 0 & 1 & 3 \\
2 & 1 & 0 & 0 & 4 \\
4 & 2 & 1 & 2 & 6 \\
\end{bmatrix}
\]
Phase IV: The intersection numbers are:

|       | $D_0$ | $D_1$ | $D_2$ | $D_3$ | $D_4$ | $D_{3\xi}$ | $D_{4\xi}$ |
|-------|-------|-------|-------|-------|-------|------------|------------|
| $D_{3\xi} \cdot D_{4\xi}$ | 1     | 0     | 0     | 0     | 1     | 0          | 2          |
| $D_{\xi} \cdot D_1$     | 0     | 0     | 1     | -2    | 1     | 0          | 0          |
| $D_{\xi} \cdot D_2$     | 0     | 1     | 1     | -3    | 0     | 1          | 0          |
| $D_{\xi} \cdot D_{3\xi}$| 0     | 1     | 0     | -1    | -1    | 1          | 0          |
| $D_{\xi} \cdot D_{4\xi}$| 0     | 0     | 1     | -2    | 1     | 0          | 0          |
| $D_{2\xi} \cdot D_{3\xi}$| 0     | 0     | 0     | 1     | -1    | -1         | 1          |

From the dual graph,

\[ C_{\xi} = D_{\xi} \cdot D_{2\xi}, \quad C_{2\xi} = D_{2\xi} \cdot D_{3\xi}, \quad C_{3\xi} = D_{3\xi} \cdot D_{4\xi}, \quad C_{4\xi} = D_{4\xi} \cdot D_{3\xi}, \]

or,

\[ C_{\xi} = D_{\xi} \cdot D_{3\xi}, \quad C_{2\xi} = D_{2\xi} \cdot D_{4\xi}, \quad C_{3\xi} = D_{3\xi} \cdot D_{2\xi}, \quad C_{4\xi} = D_{4\xi} \cdot D_{3\xi}. \]

With respect to the first choice, the charge vectors are indexed by:

\[ l^{(\xi)} = (0, 1, 0, -1, -1, 1, 0), \]
\[ l^{(2\xi)} = (0, 0, 0, 1, -1, -1, 1), \]
\[ l^{(3\xi)} = (0, 0, 1, -2, 1, 0, 0), \]
\[ l^{(4\xi)} = (1, 0, 0, 0, 1, 0, -2). \]
and our conjecture is tested by:

\[
\begin{bmatrix}
-1 & -1 & 1 & 0 & 0 \\
1 & -1 & -1 & 1 & 0 \\
-2 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & -2 & 1 \\
1 & 0 & 0 & 0 & 0
\end{bmatrix}^{-1} = \begin{bmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 2 \\
1 & 0 & 1 & 0 & 3 \\
1 & 1 & 2 & 0 & 4 \\
2 & 2 & 3 & 1 & 6
\end{bmatrix}
\]

**Phase V:** The intersection numbers are:

\[
\begin{array}{c|cccccc}
D_{3\xi} & D_{0} & D_{1} & D_{2} & D_{3\xi} & D_{4\xi} \\
D_{\xi} & 1 & 0 & 0 & 0 & 1 & 0 & -2 \\
D_{1} & 0 & 1 & 1 & -3 & 0 & 1 & 0 \\
D_{2} & 0 & 1 & 1 & -3 & 0 & 1 & 0 \\
D_{3\xi} & 0 & -1 & 0 & 1 & 1 & -1 & 0 \\
D_{4\xi} & 0 & 1 & 1 & -3 & 0 & 1 & 0 \\
D_{5\xi} & 0 & 1 & 0 & 0 & -2 & 0 & 1 \\
\end{array}
\]

From the dual graph,

we can choose

\[
C_{\xi} = D_{\xi} \cdot D_{3\xi}, C_{2\xi} = D_{2\xi} \cdot D_{3\xi}, C_{3\xi} = D_{3\xi} \cdot D_{1}, C_{4\xi} = D_{4\xi} \cdot D_{3\xi}.
\]
Then the charge vectors are:

\[ l^{(1)} = (0, 1, 1, -3, 0, 1, 0), \]
\[ l^{(2)} = (0, 1, 0, 0, -2, 0, 1), \]
\[ l^{(3)} = (0, -1, 0, 1, 1, -1, 0), \]
\[ l^{(4)} = (1, 0, 0, 0, 1, 0, -2). \]

and our conjecture is tested by:

\[
\begin{bmatrix}
-3 & 0 & 1 & 0 & 0 \\
0 & -2 & 0 & 1 & 0 \\
1 & 1 & -1 & 0 & 0 \\
0 & 1 & 0 & -2 & 1 \\
1 & 0 & 0 & 0 & 0
\end{bmatrix}
^{-1}
\begin{bmatrix}
0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 2 \\
1 & 0 & 0 & 3 \\
2 & 1 & 2 & 0 & 4 \\
3 & 2 & 3 & 1 & 6
\end{bmatrix}
\]
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