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Abstract

In this paper, we investigate the effect of the U.S.–China trade war on stock markets from a financial contagion perspective, based on high-frequency financial data. Specifically, to account for risk contagion between the U.S. and China stock markets, we develop a novel jump-diffusion process. For example, we consider three channels for volatility contagion—such as integrated volatility, positive jump variation, and negative jump variation—and each stock market is able to affect the other stock market as an overnight risk factor. We develop a quasi-maximum likelihood estimator for model parameters and establish its asymptotic properties. Furthermore, to identify contagion channels and test the existence of a structural break, we propose hypothesis test procedures. From the empirical study, we find evidence of financial contagion from the U.S. to China and evidence that the risk contagion channel has changed from integrated volatility to negative jump variation.
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1 Introduction

The U.S.–China trade war began in early 2018 and affected the global economy. Amiti et al. (2020) show that the tariff actions through the years 2018 and 2019 lowered the investment
growth rate of U.S. companies. In addition, Fajgelbaum et al. (2020) and Amiti et al. (2019) find evidence of reduction in aggregate U.S. real income and the number of imported varieties. Thus, we can conjecture that there is a structural break before and after the U.S.–China trade war. Our empirical study indicates that volatilities and jump sizes significantly increased after the U.S.–China trade war (see Table 1 in Section 5). In other words, the risk structure of the stock markets has changed in terms of the magnitude of volatility. Furthermore, since the U.S. and China were directly subjected to economic sanctions from each other, we can guess that there may be a financial contagion between the U.S. and China. To answer these questions rigorously, modeling the U.S. and China stock markets from a financial contagion perspective is required.

For volatility modeling, generalized autoregressive conditional heteroskedastic (GARCH) models (Bollerslev, 1986; Engle, 1982) are widely employed with low-frequency data, such as daily, weekly, and monthly log-returns. GARCH models utilize squared log-returns as innovation and are able to catch low-frequency market dynamics, such as volatility clustering. On the other hand, since high-frequency data become available, high-frequency volatility information, such as realized volatility estimators, is employed to model volatilities. For example, there are several well-performing realized volatility estimators, such as two-time scale realized volatility (TSRV) (Zhang et al., 2005), multi-scale realized volatility (MSRV) (Zhang, 2006), kernel realized volatility (KRV) (Barndorff-Nielsen et al., 2008), quasi-maximum likelihood estimator (QMLE) (Aït-Sahalia et al., 2010; Xiu, 2010), pre-averaging realized volatility (PRV) (Jacod et al., 2009), and robust pre-averaging realized volatility (Fan and Kim, 2018; Shin et al., 2021). In finance practice, we often observe price jumps, and empirical studies reveal that the decomposition of daily variation into its continuous and jump components helps explain volatility dynamics (Andersen et al., 2007; Aït-Sahalia et al., 2012; Barndorff-Nielsen and Shephard, 2006; Corsi et al., 2010). To decompose daily variations, Mancini (2004) suggested the threshold method for jump detection, and Fan and Wang (2007) utilized the wavelet method to identify jumps in high-frequency data with microstructure noise. With these realized volatility estimators, several parametric models have been developed to explain volatility dynamics. Examples include the realized volatility-based modeling ap-
proaches (Andersen and Bollerslev, 1997a,b, 1998a,b; Andersen et al., 2003), the realized
GARCH models (Hansen et al., 2012), the high-frequency-based volatility (HEAVY) mod-
els (Shephard and Sheppard, 2010), the heterogeneous auto-regressive (HAR) models (Corsi,
2009), and the unified GARCH-Itô models (Kim and Wang, 2016; Song et al., 2021). The em-
pirical studies on these modeling approaches showed that incorporating the realized volatility
helps capture volatility dynamics. These models usually focus on modeling the stock market
during the open-to-close period. However, when considering the U.S. and China stock mar-
kets simultaneously, the trading hours of the China stock market are during the overnight
period of the U.S. market and vice versa. Thus, to model the financial contagion between the
U.S. and China stock markets, we need to model the whole-day period and their interaction
structure.

This paper proposes a novel jump-diffusion process to account for the financial contagion
between the U.S. and China by embedding the volatility spillover with three channels—
realized volatility, positive jump variation, and negative jump variation—into an overnight
volatility process. Specifically, China and U.S. stock markets have disjoint trading hours—
from 1:30 UTC to 7:00 UTC and from 14:30 UTC to 21:00 UTC, respectively. On the
other hand, the asset prices are only observable during the open-to-close period. These facts
imply that volatility transmission occurs through overnight volatility processes. To reflect
this, we assume that the close-to-open instantaneous volatility process in the U.S. is affected
by China’s open-to-close risk factors during China’s open-to-close period, and vice versa. As
risk factors, we consider integrated volatility and squared close-to-open log-return as well as
jump variations. Patton and Sheppard (2015) showed that the impact of a price jump on
volatility depends on the sign of the jump. Specifically, negative (positive) jumps lead to
higher (lower) future volatility. Furthermore, the sign of the jumps may be related with the
good and bad news released during trading hours. To account for the different effect of good
and bad news, we decompose jump variations into positive and negative jump variations
and use them as risk factors. Consequently, there are four types of risk factors: integrated
volatility, positive and negative jump variation, and squared close-to-open log-return. We
call the proposed model the contagion GARCH-Itô model. The key feature of the proposed
model is that the open-to-close conditional expected volatility of the U.S. stock market is a function of the country’s past risk factors as well as the China’s past risk factors, and vice versa, which helps account for the financial contagion between the U.S. and China stock markets. Based on the structure of the conditional expected volatility, we propose a quasi-likelihood function to estimate model parameters and establish its asymptotic properties. Further, we propose hypothesis test procedures to identify the risk contagion channels and to test the existence of a structural break. The empirical study shows that there is no risk contagion from China to U.S. for both pre- and post-U.S.–China trade war period, and the structural break of the U.S. market mainly originates from its own structural change. In contrast, there is a significant risk contagion channel from the U.S. to China for both periods, and the risk contagion channel changed from integrated volatility to negative jump variation. Details regarding this are presented in Section 5.

There are several studies on volatility spillovers across international stock markets. For example, Hamao et al. (1990); Engle et al. (1990); King and Wadhwani (1990); Lin et al. (1994); Karolyi (1995) employ multivariate GARCH models with low-frequency data and show that volatility spillovers occur across international stock markets. Aït-Sahalia et al. (2015) focus on the jump processes for financial contagion modeling. The proposed test procedures in this paper differ from the above literature mainly in the following three respects. First, we propose a novel multivariate continuous jump-diffusion process to utilize high-frequency data, which helps account for market dynamics in relatively short periods. Second, the contagion GARCH-Itô model exploits the feature of disjoint trading hours between U.S. and China stock markets. Third, we suggest three different contagion channels—integrated volatility, positive jump variation, and negative jump variation.

The rest of this paper is organized as follows. In Section 2 we introduce the contagion GARCH-Itô model and establish its properties. In Section 3 we propose quasi-likelihood estimation methods and investigate their asymptotic behaviors. Based on the asymptotic behaviors, we propose the hypothesis tests for a structural break. In Section 4 we conduct a simulation study to check the finite sample performance for the proposed estimation and hypothesis testing methods. In Section 5 we investigate whether there is a significant struc-
tural break, caused by the U.S.–China trade war in the volatility structure with S&P 500 and CSI 300 high-frequency data.

## 2 Contagion GARCH-Itô models

In this section, we develop a jump-diffusion process to model the volatility processes in U.S. and China stock markets as follows.

**Definition 1.** Log-prices $X_1(t)$ and $X_2(t)$, $t \in \mathbb{R}_+$, obey a contagion GARCH-Itô model if they satisfy

\[
\begin{align*}
    dX_1(t) &= \mu_1 dt + \sigma_{1t}(\theta) dB_{1t} + L_{1t}^+ d\Lambda_{1t}^+ + L_{1t}^- d\Lambda_{1t}^-,
    \\
    dX_2(t) &= \mu_2 dt + \sigma_{2t}(\theta) dB_{2t} + L_{2t}^+ d\Lambda_{2t}^+ + L_{2t}^- d\Lambda_{2t}^-,
    \\
    dB_{1t} dB_{2t} &= \rho dt,
    \\
    \sigma_{1t}^2(\theta) &= \begin{cases}
        \frac{\sigma_{1t}^2(\theta)}{\lambda_t} \left[ \omega_{1t} + (\gamma_{1t} - 1)\sigma_{1t}^2(\theta) \right] + \frac{\alpha_{1t}}{\lambda_t} \int_{[t]} \sigma_{1s}^2(\theta) ds + \frac{\beta_{1t}}{\lambda_t} \int_{[t]} (L_{1s}^\downarrow)^2 d\Lambda_{1s}^\downarrow, & \text{if } t \in ([t], [t] + \lambda_1], \\
        \frac{\sigma_{1t}^2(\theta)}{\lambda_t} \left[ \omega_{1t} + (\gamma_{1t} - 1)\sigma_{1t}^2(\theta) \right] + \frac{\alpha_{1t}}{\lambda_t} \int_{[t]} \sigma_{1s}^2(\theta) ds + \frac{\beta_{1t}}{\lambda_t} \int_{[t]} (L_{1s}^\downarrow)^2 d\Lambda_{1s}^\downarrow + \frac{1}{\lambda_t} \int_{[t]} J_1^+(t) \sigma_{1s}(\theta) dW_{1s}, & \text{if } t \in ([t] + \lambda_1, [t] + 1],
    \end{cases}
\end{align*}
\]

where $l \in \{1, 2\}$ and $l' \in \{1, 2\} \setminus \{l\}$ denote the countries, $\lambda_l$ is the time length of the country $l$’s open-to-close period, $\tau$ is the time length of the gap between the opening times of the two countries, $[t]$ denotes the integer part of $t$, $[t]_1 = [t]$, $[t]_2 = [t - \tau] + \tau$, $Z_{lt} = \int_{[t]}^\tau dW_{lt}$, $V_l(t; \theta) = \int_{[t]_l + \lambda_l'}^\tau \mathbb{1}(s \in [[t]_l, [t]_l + \lambda_l]) \sigma_{ls}(\theta) ds$, $J_1^+(t) = \int_{[t]_l + \lambda_l'}^\tau \mathbb{1}(s \in [[t]_l, [t]_l + \lambda_l]) (L_{ls}^\downarrow)^2 d\Lambda_{ls}$, $J_1^-(t) = \int_{[t]_l + \lambda_l'}^\tau \mathbb{1}(s \in [[t]_l, [t]_l + \lambda_l]) (L_{ls}^\uparrow)^2 d\Lambda_{ls}$, and $\mathbb{1}(\cdot)$ is an indicator function. For the jump part, $\Lambda_{11t}, \Lambda_{12t}, \Lambda_{21t},$ and $\Lambda_{22t}$ are the standard Poisson processes with constant intensity $I_1^+, I_1^-, I_2^+, \text{ and } I_2^-$, respectively. $L_{11t}, L_{12t}, L_{21t},$ and $L_{22t}$ are the i.i.d. jump sizes that are independent of the Poisson and continuous diffusion processes. Furthermore, the jump sizes $L_{11t}, L_{12t}, L_{21t},$ and $L_{22t}$ are equal to zero for each close-to-open period. We denote the model parameters by
\[ \theta = (\omega_{1H}, \omega_{1L}, \gamma_{1H}, \gamma_{1L}, \alpha_{1H}, \alpha_{1L}, \alpha_{12}, \beta_{1H}, \beta_{12}, \beta_{2H}, \beta_{21}, \beta_{2L}, \beta_{22}, \nu_{1H}, \omega_{2H}, \omega_{2L}, \gamma_{2H}, \gamma_{2L}, \alpha_{2H}, \alpha_{2L}, \alpha_{21}, \beta_{2H}, \beta_{21}, \beta_{22}, \nu_{2H}, \mu_1, \mu_2). \]

The instantaneous volatility process of the contagion GARCH-Itô model is continuous with respect to time. For each open-to-close period, the instantaneous volatility process obeys the structure of the realized GARCH-Itô model \cite{Song et al., 2021}, but it incorporates positive and negative jump variations separately, which helps identify the effect of good and bad news. For each close-to-open period, the instantaneous volatility process is affected by the country’s own current log-return and the other country’s current integrated volatility and signed jump variations. This structure makes it possible to account for the volatility contagion. We introduce \( Z_{lt} \) to account for the random fluctuations of the instantaneous volatilities. In this paper, we assign 1 and 2 for China and U.S. in UTC timeline, respectively.

At the market-opening time, the instantaneous volatility processes have the following realized GARCH-type structure:

\[ \begin{align*}
\sigma_{\tau_1(n)}^2(\theta) &= \omega_{ll} + \gamma_{lll}\omega_{lH} + \gamma_{lll}\gamma_{lHH}\sigma_{\tau_1(n-1)}^2(\theta) + \frac{\gamma_{lll}\alpha_{lh}}{\lambda_l} \int_{\tau_1(n-1)}^{\tau_2(n-1)+\lambda_l} \sigma_{\tau_1(n)}^2(\theta)ds \\
&+ \frac{\gamma_{lll}\beta_{lH}^+}{\lambda_l} \int_{\tau_1(n-1)}^{\tau_2(n-1)+\lambda_l} (L_{ls}^+)^2d\Lambda_{ls}^+ + \frac{\gamma_{lll}\beta_{lH}^-}{\lambda_l} \int_{\tau_1(n-1)}^{\tau_2(n-1)+\lambda_l} (L_{ls}^-)^2d\Lambda_{ls}^- \\
&+ \frac{\alpha_{lll}}{1-\lambda_l} \left( \int_{\tau_1(n-1)}^{\tau_1(n)} \sigma_{ls}(\theta)dB_{ls} \right)^2 + \frac{\alpha_{lll}}{\lambda_{lll}} \int_{\tau_1(n)}^{\tau_2(n)+\lambda_{lll}} \sigma_{\tau_2(n)}^2(\theta)ds \\
&+ \frac{\beta_{lH}^+}{\lambda_{lll}} \int_{\tau_2(n)}^{\tau_2(n)+\lambda_{lll}} (L_{2s}^+)^2d\Lambda_{2s}^+ + \frac{\beta_{lH}^-}{\lambda_{lll}} \int_{\tau_2(n)}^{\tau_2(n)+\lambda_{lll}} (L_{2s}^-)^2d\Lambda_{2s}^-,
\end{align*} \]

where \( n \) is an integer, \( l \in \{1, 2\}, \tau_1(n) = n, \) and \( \tau_2(n) = n + \tau. \) Thus, the instantaneous volatility processes are some interpolations of the realized GARCH-type structures \cite{Hansen et al., 2012, Kim and Wang, 2021, Song et al., 2021} with additional signed jump innovation terms and the volatility contagion from the other country. Owing to this structure, we can relate the low-frequency volatility dynamics and continuous diffusion process and, thus, we can harness high-frequency data to analyze low-frequency dynamics.

The proposed contagion GARCH-Itô model has the following property, which is used to make statistical inferences.
Theorem 1. For \( 0 < \alpha_{1H} < 1 \), \( 0 < \alpha_{2H} < 1 \), \( l \in \{1, 2\} \), and \( n \in \mathbb{N} \), we have

\[
\int_{\tau(n)}^{\tau(n)+\lambda_l} \sigma_{l,t}^2(\theta) \, dt = \lambda_l h_{l,n}(\theta) + D_{l,n} \quad a.s.,
\]

(2.1)

where

\[
\begin{align*}
  h_{l,n}(\theta) &= \omega_l^g + \gamma_l h_{l,n-1}(\theta) + \frac{\alpha_l^g}{\lambda_l} \int_{\tau(n)-1+\lambda_l}^{\tau(n)+\lambda_l} \sigma_{ls}^2(\theta) \, ds + \frac{\alpha_{l'}^g}{\lambda_{l'}} \int_{\tau(n)_{l'}+\lambda_{l'}}^{\tau(n)+\lambda_{l'}} \sigma_{ls'}^2(\theta) \, ds \\
  &\quad + \frac{\beta_{1+}^g}{\lambda_l} \int_{\tau(n)-1+\lambda_l}^{\tau(n)+\lambda_l} (L_{ls}^+)^2 d\Lambda_{ls}^+ + \frac{\beta_{1-}^g}{\lambda_l} \int_{\tau(n)-1+\lambda_l}^{\tau(n)+\lambda_l} (L_{ls}^-)^2 d\Lambda_{ls}^- \\
  &\quad + \frac{\beta_{2+}^g}{\lambda_{l'}} \int_{\tau(n)_{l'}+\lambda_{l'}}^{\tau(n)+\lambda_{l'}} (L_{ls'}^+)^2 d\Lambda_{ls'}^+ + \frac{\beta_{2-}^g}{\lambda_{l'}} \int_{\tau(n)_{l'}+\lambda_{l'}}^{\tau(n)+\lambda_{l'}} (L_{ls'}^-)^2 d\Lambda_{ls'}^- \\
  &\quad + \frac{\kappa_l^g}{1 - \lambda_l} \left( \int_{\tau(n)-1+\lambda_l}^{\tau(n)} \sigma_{ls}(\theta) dB_1 \right)^2;
\end{align*}
\]

\( D_{1,n} \) and \( D_{2,n} \) are martingale differences; and \( \omega_l^g, \gamma_l, \alpha_l^g, \beta_{1+}^g, \beta_{1-}^g, \kappa_l^g, \alpha_{1,2}^g, \beta_{12+}^g, \beta_{12-}^g, \omega_2^g, \gamma_2, \alpha_2^g, \beta_{2+}^g, \beta_{2-}^g, \kappa_2^g, \alpha_{21}^g, \beta_{21+}^g, \beta_{21-}^g \) are functions of \( \theta \). Their detailed forms are defined in Theorem 4.

Theorem 1 indicates that the open-to-close integrated volatility for each asset can be decomposed into GARCH volatility and martingale difference. GARCH volatility is a function of the past open-to-close integrated volatilities and signed jump variations of two assets and its own squared close-to-open log-returns. Under the model structure (2.1), we develop an estimation procedure for the GARCH parameter by using the integrated volatilities as proxies of the conditional GARCH volatilities \( h_{1,n}(\theta) \) and \( h_{2,n}(\theta) \). Since the main purpose of this paper is to analyze the low-frequency market dynamics under the existence of the volatility contagion, the parameter of interest is the GARCH parameter \( \theta^g = (\omega_1^g, \gamma_1, \alpha_1^g, \beta_{1+}^g, \beta_{1-}^g, \kappa_1^g, \alpha_{1,2}^g, \beta_{12+}^g, \beta_{12-}^g, \omega_2^g, \gamma_2, \alpha_2^g, \beta_{2+}^g, \beta_{2-}^g, \kappa_2^g, \alpha_{21}^g, \beta_{21+}^g, \beta_{21-}^g) \).
3 Estimation procedure

3.1 The model setup

We assume that the underlying asset log-prices follow the contagion GARCH-Itô process defined in Definition 1. For the \( l \)th asset, the high-frequency observations during the \( i \)th open-to-close period are observed at \( t_{l,i,j}, j = 1, \ldots, m_{l,i}, l \in \{1, 2\} \), where \( i - 1 = t_{1,i,0} < t_{1,i,1} < \cdots < t_{1,i,m_1,i} = \lambda_1 + i - 1 \) and \( i - 1 + \tau = t_{2,i,0} < t_{2,i,1} < \cdots < t_{2,i,m_2,i} = \lambda_2 + i - 1 + \tau \).

For technical purpose, we define the average number of high-frequency observations—that is, \( m = \frac{1}{2n} \sum_{i=1}^{n} m_{1,i} + m_{2,i} \). In practice, high-frequency data are polluted by microstructure noise due to market inefficiencies, such as bid-ask spread and information asymmetries. To reflect this, we assume the following additive noise structure:

\[
Y_{t_{l,i,j}} = X_{t_{l,i,j}} + \epsilon_{t_{l,i,j}},
\]

where \( \epsilon_{t_{l,i,j}} \) is microstructure noise with mean zero and the log-prices and microstructure noise are independent. The drift terms \( \mu_1 \) and \( \mu_2 \) can simply be estimated by the sample mean in terms of low-frequency data. Moreover, the effect of the drift terms \( \mu_1 \) and \( \mu_2 \) is negligible for high-frequency realized volatility estimators. Therefore, for simplicity, we assume \( \mu_1 = \mu_2 = 0 \) in Definition 1.

To harness high-frequency information, such as realized volatility and signed jump variations, we first need to estimate these quantities. In the presence of microstructure noises and price jumps, Fan and Wang (2007) proposed the jump-adjusted multiple-scale realized volatility estimator (JMSRV) to estimate realized volatility and jump variations. The estimator uses wavelet methods to detect jumps and applies the multi-scale realized volatility estimator (Zhang, 2006) to jump-adjusted data in order to estimate the continuous integrated volatility. They showed that both estimators for integrated volatility and jump variation have the optimal convergence rate of \( m^{-1/4} \). In this paper, we employ the JMSRV estimation procedure and let \( OV_{l,i}, IV_{l,i}, \) and \( RV_{l,i} \) be the squared close-to-open log-return, the open-to-close integrated volatility, and its estimator for country \( l \) and the \( i \)th day, and
$JV_{i,t}^+, JV_{i,t}^-$ be the corresponding estimators of positive and negative jump variations, respectively. The detailed forms for estimators of realized volatility and signed jump variations are presented in Section 4.

### 3.2 Estimation of GARCH parameters

In this section, we propose a quasi-maximum likelihood estimation procedure for making inferences on the true parameter $\theta_0 = (\omega^g, \gamma_1, \alpha^g_1, \beta^g_{1+}, \beta^g_{1-}, \kappa^g_1, \alpha^g_{1,2}, \beta^g_{12+}, \beta^g_{12-}, \omega^g_2, \gamma_2, \alpha^g_2, \beta^g_{2+}, \beta^g_{2-}, \kappa^g_2, \alpha^g_{21}, \beta^g_{21+}, \beta^g_{21-})$. We first define some notations. For any given vector $v = (v_i)_{i=1,\ldots,k}$, we define $\|v\|_{\max} = \max_i |v_i|$. Let $C$’s be positive generic constants whose values are independent of $\theta$, $n$, and $m_{t,i}$ and may change from occurrence to occurrence.

Theorem 1 indicates that the open-to-close integrated volatility over the $i$th period of country $l$’s asset can be decomposed into the realized GARCH volatility $h_{t,i}(\theta^g)$ and the martingale difference $D_{t,i}$. To employ this structure, we utilize the realized volatilities $RV_{t,i}$ as proxies of the GARCH volatilities and define the quasi-likelihood function as follows:

$$
L_{n,m}(\theta^g) = -\frac{1}{2n} \sum_{i=1}^{n} \left\{ \log(h_{1,i}(\theta^g)) + \frac{RV_{1,i}/\lambda_1}{h_{1,i}(\theta^g)} + \log(h_{2,i}(\theta^g)) + \frac{RV_{2,i}/\lambda_2}{h_{2,i}(\theta^g)} \right\}.
$$

Unfortunately, the true integrated volatilities and signed jump variations are not observable. Thus, we adopt their estimators $RV_{t,i}$, $JV_{t,i}^+$, and $JV_{t,i}^-$ and use the following estimated conditional GARCH:

$$
\hat{h}_{1,i}(\theta^g) = \omega^g_1 + \gamma_1 \hat{h}_{1,i-1}(\theta^g) + \alpha^g_1 \lambda_1^{-1} RV_{1,i-1} + \beta^g_{1+} \lambda_1^{-1} JV_{1,i-1}^+ + \beta^g_{1-} \lambda_1^{-1} JV_{1,i-1}^-, \\
+ \kappa^g_1 (1 - \lambda_1)^{-1} OV_{1,i-1} + \alpha^g_{12} \lambda_2^{-2} RV_{2,i-1} + \beta^g_{12+} \lambda_2^{-1} JV_{2,i-1}^+ + \beta^g_{12-} \lambda_2^{-1} JV_{2,i-1}^-,
$$

$$
\hat{h}_{2,i}(\theta^g) = \omega^g_2 + \gamma_2 \hat{h}_{2,i-1}(\theta^g) + \alpha^g_2 \lambda_2^{-1} RV_{2,i-1} + \beta^g_{2+} \lambda_2^{-1} JV_{2,i-1}^+ + \beta^g_{2-} \lambda_2^{-1} JV_{2,i-1}^-,
+ \kappa^g_2 (1 - \lambda_2)^{-1} OV_{2,i-1} + \alpha^g_{21} \lambda_1^{-1} RV_{1,i} + \beta^g_{21+} \lambda_1^{-1} JV_{2,i}^+ + \beta^g_{21-} \lambda_1^{-1} JV_{2,i}^-.
$$

In the numerical study, we utilize the jump-adjusted multiple-scale realized volatility and wavelet methods to estimate realized volatilities and signed jump variations [Fan and Wang (2007)], respectively. Then, with the realized GARCH volatility estimators $\hat{h}_{1,i}(\theta^g), \hat{h}_{2,i}(\theta^g)$,
we define the quasi-likelihood function as follows:

\[
\hat{L}_{n,m}(\theta^g) = -\frac{1}{2n} \sum_{i=1}^{n} \left\{ \log(\hat{h}_{1,i}(\theta^g)) + \frac{RV_{1,i}/\lambda_1}{\hat{h}_{1,i}(\theta^g)} + \log(\hat{h}_{2,i}(\theta^g)) + \frac{RV_{2,i}/\lambda_2}{\hat{h}_{2,i}(\theta^g)} \right\}.
\]

We estimate the true parameter \(\theta_0\) by maximizing the quasi-likelihood function \(\hat{L}_{n,m}(\theta)\) as follows:

\[
\hat{\theta}^g = \arg\max_{\theta^g \in \Theta^g} \hat{L}_{n,m}(\theta^g).
\]

To establish the asymptotic properties of the proposed estimation method, the following assumptions are necessary.

**Assumption 1.**

(a) Let

\[
\Theta^g = \{ (\omega^g_1, \gamma_1, \alpha^g, \beta^g_1, \beta^g_{1+}, \beta^g_{1-}, \kappa^g, \alpha^g_{1,2}, \beta^g_{12+}, \beta^g_{12-}, \omega^g_2, \gamma_2, \alpha^g_2, \beta^g_{2+}, \beta^g_{2-}, \kappa^g_2, \alpha^g_{2,1}, \beta^g_{21+}, \beta^g_{21-}) :
\]

\[
\omega_l < \omega_1^g, \omega_2^g < \omega_u, \gamma_l < \gamma_1, \gamma_2 < \gamma_u < 1, \alpha_l < \alpha_1^g, \alpha_2^g, \alpha^g_{1,2} < \alpha_u < 1,
\]

\[
\beta_l < \beta^g_{1+}, \beta^g_{1-}, \beta^g_{2+}, \beta^g_{2-}, \beta^g_{12+}, \beta^g_{12-}, \beta^g_{21+}, \beta^g_{21-} < \beta_u, \kappa_l < \kappa^g, \kappa^g_2 < \kappa_u, \}
\]

where \(\omega_l, \omega_u, \gamma_l, \gamma_u, \alpha_l, \alpha_u, \kappa_l, \kappa_u, \beta_l, \beta_u\) are some constants, such that \(h_n(\theta^g) > c\) and \(\hat{h}_n(\theta^g) > c\) a.s. for all \(\theta^g \in \Theta^g\) and some positive constant \(c\).

(b) For some positive constant \(C\), we have

\[
\sup_{i \in \mathbb{N}} E \left[ (X_{1,i} - X_{1,i-1+\lambda_1})^4 \right] \leq C, \quad \sup_{i \in \mathbb{N}} E \left[ (X_{1,i-1+\lambda_1} - X_{1,i-1})^4 \right] \leq C,
\]

\[
\sup_{i \in \mathbb{N}} E \left[ (X_{2,i-1+\tau+\lambda_2} - X_{2,i-1+\tau})^4 \right] \leq C, \quad \sup_{i \in \mathbb{N}} E \left[ (X_{2,i+\tau} - X_{2,i-1+\tau+\lambda_2})^4 \right] \leq C,
\]

\[
\sup_{i \in \mathbb{N}} E \left[ (D_{1,i})^4 \right] \leq C, \quad \sup_{i \in \mathbb{N}} E \left[ (D_{2,i})^4 \right] \leq C.
\]

(c) For some positive constant \(\eta\) and \(l \in \{1, 2\}\), we have

\[
\sup_{i \in \mathbb{R}^+} E \left[ \sigma^2_{l,i}(\theta_0) \right] \leq C \quad \text{and} \quad \sup_{i \in \mathbb{N}} E \left[ h^2_{l,i}(\theta_0) \right] \leq C.
\]
(d) There exist some fixed constants $C_1$ and $C_2$, such that $C_1m \leq m_i \leq C_2m$, and
$$\sup_{1 \leq j \leq m_i} |t_{i,j} - t_{i,j-1}| = O(m^{-1})$$ and $n^2m^{-1} \to 0$ as $m, n \to \infty$.

(e) For any $i \in \mathbb{N}$ and $l \in \{1, 2\}$, we have
\[
E \left[ (RV_{l,i} - IV_{l,i})^2 \right] \leq Cm^{-1/2},
E \left[ (JV_{l,i}^+ - \int_{\tau_{(i)}-1}^{\tau_{(i)}+\lambda_l} (L_{i,s}^+)^2 d\Lambda_{i,s}^+) \right] \leq Cm^{-1/2},
E \left[ (JV_{l,i}^- - \int_{\tau_{(i)}-1}^{\tau_{(i)}+\lambda_l} (L_{i,s}^-)^2 d\Lambda_{i,s}^-) \right] \leq Cm^{-1/2},
\]
where $IV_{l,i} = \int_{\tau_{(i)}-1}^{\tau_{(i)}+\lambda_l} \sigma_{i,s}^2(\theta) ds$.

(f) $$(D_{1,i}, D_{2,i}, IV_{1,i}, IV_{2,i}, OV_{1,i}, OV_{2,i}, f_{i-1+\lambda_1}^{i-1+\lambda_1} (L_{i,s}^+)^2 d\Lambda_{i,s}^+, f_{i-1+\lambda_1}^{i-1+\lambda_2} (L_{i,s}^-)^2 d\Lambda_{i,s}^-)
\int_{i-1+\tau}^{i+\tau+\lambda_2} (L_{2,s}^+)^2 d\Lambda_{2,s}^+, f_{i-1+\tau}^{i+\tau+\lambda_1} (L_{2,s}^-)^2 d\Lambda_{2,s}^-)$$ is a stationary ergodic process.

**Remark 1.** Assumption 1(a) describes the parameter space that guarantees the positive conditional GARCH volatilities. Assumption 1(b) and (c) are related to the finite fourth moment condition, which is required to study the second moment target parameter, such as volatilities. Assumption 1(d) is a typical condition in high-frequency literature. For the realized volatility and jump variations estimators, we take $RV_{l,i}$ as the jump-adjusted multiscale realized volatility estimator (Fan and Wang, 2007), and we employ the jump variation estimators given in Fan and Wang (2007) that utilize wavelet methods to detect jump locations. The detailed forms of signed jump variation are defined in Section 4. Tao et al. (2013) and Kim et al. (2016) showed that Assumption 1(e) is satisfied with these estimators. In order to derive an asymptotic normality for the proposed estimator, Assumption 1(f) is required.

**Theorem 2.** Under Assumption 1(a)–(e) (except for $n^2m^{-1} \to 0$ in Assumption 1(d)), we have
\[
\left\| \hat{\theta}_g - \theta_g^0 \right\|_{max} = O_p \left( m^{-1/4} + n^{-1/2} \right).
\]
Furthermore, under Assumption 1 we have, as \( m, n \to \infty \),

\[
\sqrt{n} \left( \hat{\theta}^g - \theta_0^g \right) \xrightarrow{d} N(0, B^{-1}AB^{-1}),
\] (3.2)

where \( s_l = E \left[ (D_{l,1})^2 | \mathcal{F}_0 \right] \) with \( l \in \{1, 2\} \), and

\[
A = \frac{1}{4} E \left[ \frac{\partial h_{1,1}(\theta_0^g)}{\partial \theta^g} \frac{\partial h_{1,1}(\theta_0^g)}{\partial \theta^g} h_{1,1}(\theta_0^g) s_1 \lambda_1^{-2} + \frac{\partial h_{2,1}(\theta_0^g)}{\partial \theta^g} \frac{\partial h_{2,1}(\theta_0^g)}{\partial \theta^g} h_{2,1}(\theta_0^g) s_2 \lambda_2^{-2} \right],
\]

\[
B = \frac{1}{2} E \left[ \frac{\partial h_{1,1}(\theta_0^g)}{\partial \theta^g} \frac{\partial h_{1,1}(\theta_0^g)}{\partial \theta^g} h_{1,1}(\theta_0^g) + \frac{\partial h_{2,1}(\theta_0^g)}{\partial \theta^g} \frac{\partial h_{2,1}(\theta_0^g)}{\partial \theta^g} h_{2,1}(\theta_0^g) - h_{1,1}(\theta_0^g) \right].
\]

Remark 2. Theorem 2 shows that the proposed estimator \( \hat{\theta}^g \) has the convergence rate \( m^{-1/4} + n^{-1/2} \). The rate \( m^{-1/4} \) comes from estimating integrated volatilities and signed jump variations with high-frequency data. This rate is known as the optimal convergence rate with the presence of market microstructure noises and jumps. Further, the rate \( n^{-1/2} \) is the usual convergence rate for estimating low-frequency parametric structure. Theorem 2 also establishes the asymptotic normality for the proposed estimator. We utilize this asymptotic normality for testing the existence of a structural break.

3.3 Hypothesis tests for a structural break

The main goal of this paper is to test whether there is a structural break. In this section, we discuss how to conduct the hypothesis test for the structural break. We denote the possible break point by zero. To test the hypothesis

\[
H_0 : \text{there is no structural break}
\]

\[
H_1 : \text{there is a structural break at time 0}
\]

we first derive the asymptotic distribution of the difference between estimated GARCH parameters for two different periods, \([-n_1, 0]\) and \([0, n_2]\). Specifically, we estimate the model
where

\[ L_{1,n_1,m}(\theta^0) = - \frac{1}{2n_1} \sum_{i=1}^{n_1} \left\{ \log(\hat{h}_{1,i-n_1}(\theta^0)) + \frac{RV_{1,i-n_1}/\lambda_1}{h_{1,i-n_1}(\theta^0)} + \frac{RV_{2,i-n_1}/\lambda_2}{h_{2,i-n_1}(\theta^0)} \right\}, \]

\[ L_{2,n_2,m}(\theta^0) = - \frac{1}{2n_2} \sum_{i=1}^{n_2} \left\{ \log(\hat{h}_{1,i}(\theta^0)) + \frac{RV_{1,i}/\lambda_1}{h_{1,i}(\theta^0)} + \frac{RV_{2,i}/\lambda_2}{h_{2,i}(\theta^0)} \right\}. \]

Then, in the following theorem, we investigate an asymptotic distribution of \( \hat{\theta}_1^0 - \hat{\theta}_2^0 \).

**Theorem 3.** Under Assumption 1, as \( m, n_1 \to \infty \) and \( n_1/n_2 \to r \in (0, \infty) \), we have

\[ \sqrt{n_1} \left( \hat{\theta}_1^0 - \hat{\theta}_2^0 - \delta \right) \xrightarrow{d} N(0, B_1^{-1}A_1B_1^{-1} + rB_2^{-1}A_2B_2^{-1}), \]

where \( \delta = \theta_1^0 - \theta_2^0 \), \( s_{11} = E \left[ (D_{t,-n_1+1})^2 | F_{-n_1} \right] \), \( s_{21} = E \left[ (D_{t,1})^2 | F_0 \right] \),

\[ A_1 = \frac{1}{4} E \left[ \frac{\partial h_{1,-n_1+1}(\theta^0)}{\partial \theta^0} \frac{\partial h_{1,-n_1+1}(\theta^0)}{\partial \theta^0} h_{1,-n_1+1}(\theta^0) \frac{\partial h_{2,-n_1+1}(\theta^0)}{\partial \theta^0} h_{2,-n_1+1}(\theta^0) \right], \]

\[ B_1 = \frac{1}{2} E \left[ \frac{\partial h_{1,-n_1+1}(\theta^0)}{\partial \theta^0} \frac{\partial h_{1,-n_1+1}(\theta^0)}{\partial \theta^0} h_{1,-n_1+1}(\theta^0) h_{2,-n_1+1}(\theta^0) \right], \]

\[ A_2 = \frac{1}{4} E \left[ \frac{\partial h_{1,1}(\theta^0)}{\partial \theta^0} \frac{\partial h_{1,1}(\theta^0)}{\partial \theta^0} h_{1,1}(\theta^0) s_{21} \lambda_1^{-2} + \frac{\partial h_{2,1}(\theta^0)}{\partial \theta^0} \frac{\partial h_{2,1}(\theta^0)}{\partial \theta^0} h_{2,1}(\theta^0) s_{22} \lambda_2^{-2} \right], \]

\[ B_2 = \frac{1}{2} E \left[ \frac{\partial h_{1,1}(\theta^0)}{\partial \theta^0} \frac{\partial h_{1,1}(\theta^0)}{\partial \theta^0} h_{1,1}(\theta^0) + \frac{\partial h_{2,1}(\theta^0)}{\partial \theta^0} \frac{\partial h_{2,1}(\theta^0)}{\partial \theta^0} h_{2,1}(\theta^0) \right]. \]

In order to simultaneously test the change in the GARCH parameters, we derive the Wald statistic from the asymptotic property in Theorem 3 and a consistent estimator of its asymptotic variance in the following proposition.

**Proposition 1.** Under Assumption 1, as \( m, n_1 \to \infty \) and \( n_1/n_2 \to r \in (0, \infty) \), we have

\[ W_{n_1,n_2}(\delta) = n_1(\hat{\theta}_1^0 - \hat{\theta}_2^0 - \delta)^\top \left( \hat{B}_1^{-1} \hat{A}_1 \hat{B}_1^{-1} + r \hat{B}_2^{-1} \hat{A}_2 \hat{B}_2^{-1} \right)^{-1} (\hat{\theta}_1^0 - \hat{\theta}_2^0 - \delta) \xrightarrow{d} \chi^2(18). \]
where
\[
\hat{A}_1 = \frac{1}{4n} \sum_{i=-n_1+1}^{n_2} \frac{\partial \hat{h}_{1,i}(\hat{\theta}_1^g)}{\partial \theta^g} \frac{\partial \hat{h}_{1,i}(\hat{\theta}_2^g)}{\partial \theta^g} \hat{h}_{1,i}^{-\frac{1}{2}}(\hat{\theta}_1^g) \left( \lambda_1^{-1} R V_{1,i} - \hat{h}_{1,i}(\hat{\theta}_1^g) \right)^2 \\
+ \frac{\partial \hat{h}_{2,i}(\hat{\theta}_1^g)}{\partial \theta^g} \frac{\partial \hat{h}_{2,i}(\hat{\theta}_2^g)}{\partial \theta^g} \hat{h}_{2,i}^{-\frac{1}{2}}(\hat{\theta}_2^g) \left( \lambda_2^{-1} R V_{2,i} - \hat{h}_{2,i}(\hat{\theta}_2^g) \right)^2 ,
\]
\[
\hat{A}_2 = \frac{1}{4n} \sum_{i=-n_1+1}^{n_2} \frac{\partial \hat{h}_{2,i}(\hat{\theta}_1^g)}{\partial \theta^g} \frac{\partial \hat{h}_{2,i}(\hat{\theta}_2^g)}{\partial \theta^g} \hat{h}_{2,i}^{-\frac{1}{2}}(\hat{\theta}_1^g) \left( \lambda_1^{-1} R V_{1,i} - \hat{h}_{1,i}(\hat{\theta}_1^g) \right)^2 \\
+ \frac{\partial \hat{h}_{2,i}(\hat{\theta}_1^g)}{\partial \theta^g} \frac{\partial \hat{h}_{2,i}(\hat{\theta}_2^g)}{\partial \theta^g} \hat{h}_{2,i}^{-\frac{1}{2}}(\hat{\theta}_2^g) \left( \lambda_2^{-1} R V_{2,i} - \hat{h}_{2,i}(\hat{\theta}_2^g) \right)^2 ,
\]
\[
\hat{B}_1 = \frac{1}{2n} \sum_{i=-n_1+1}^{n_2} \left\{ \frac{\partial \hat{h}_{1,i}(\hat{\theta}_1^g)}{\partial \theta^g} \frac{\partial \hat{h}_{1,i}(\hat{\theta}_2^g)}{\partial \theta^g} \hat{h}_{1,i}^{-\frac{1}{2}}(\hat{\theta}_1^g) + \frac{\partial \hat{h}_{2,i}(\hat{\theta}_1^g)}{\partial \theta^g} \frac{\partial \hat{h}_{2,i}(\hat{\theta}_2^g)}{\partial \theta^g} \hat{h}_{2,i}^{-\frac{1}{2}}(\hat{\theta}_2^g) \right\} ,
\]
\[
\hat{B}_2 = \frac{1}{2n} \sum_{i=-n_1+1}^{n_2} \left\{ \frac{\partial \hat{h}_{1,i}(\hat{\theta}_1^g)}{\partial \theta^g} \frac{\partial \hat{h}_{1,i}(\hat{\theta}_2^g)}{\partial \theta^g} \hat{h}_{1,i}^{-\frac{1}{2}}(\hat{\theta}_1^g) + \frac{\partial \hat{h}_{2,i}(\hat{\theta}_1^g)}{\partial \theta^g} \frac{\partial \hat{h}_{2,i}(\hat{\theta}_2^g)}{\partial \theta^g} \hat{h}_{2,i}^{-\frac{1}{2}}(\hat{\theta}_2^g) \right\} .
\]

Testing the structural break is equivalent to testing whether $\delta = \theta_1^g - \theta_2^g = 0$. Then, under the null hypothesis—that is, $\delta = 0$—by Proposition 1, we have $\mathcal{W}_{n_1,n_2}(0) \overset{d}{\to} \chi^2(18)$. Similarly, we can test the existence of a structural break for each country, and the test statistic asymptotically follows the $\chi^2(9)$ distribution. Specifically, with the chi-squared distribution as the null distribution, we can conduct a hypothesis test for the structural break. If we reject the null hypothesis, it becomes of interest to test which GARCH parameter is significantly changed. Similar to the simultaneous test, we can derive test statistics for individual tests as follows.

**Proposition 2.** Under Assumption 7 as $m, n_1 \to \infty$ and $n_1/n_2 \to r \in (0, \infty)$, we have
\[
Z_{i,n_1,n_2}(\delta_i) = \sqrt{n_1 n_2} \hat{\Sigma}_{ii}^{-1/2} \left( \hat{\theta}_1^g - \hat{\theta}_2^g - \delta_i \right) \overset{d}{\to} N(0,1),
\]
for $i \in \{1, 2, \ldots, 18\}$, where $\hat{\Sigma} = \hat{B}_1^{-1} \hat{A}_1 \hat{B}_1^{-1} + r \hat{B}_2^{-1} \hat{A}_2 \hat{B}_2^{-1}$.

By Proposition 2, under $\delta_i = 0$, we have the asymptotic normal distribution for each GARCH parameter. Then, based on the usual normal test procedure, we can conduct individual hypothesis tests.
positive and negative jump variations were estimated as follows:

We followed the procedure as described in Fan and Wang (2007) to

The entire simulation procedure was

follow the normal distribution with mean zero and standard deviation 0.0005.

follow the diffusion process defined in Definition 1 with the following set of parameters

\( \lambda, \omega, \alpha \) such that \((L_0, \nu, \gamma, 0, \beta_1^0, \beta_2^0, \beta_3^0, \omega_1, \alpha_1, \alpha_2, \beta_1^0, \beta_1^0, \omega_2, \gamma_2, \alpha_2, \beta_2^0, \beta_2^0, \nu_2, \omega_2, \gamma_2, \alpha_2, \beta_2^0, \beta_2^0) = (0.001, 0.3, 0.7, 0.25, 0.3, 0.1, 0.0005, 0.4, 0.1, 0.12, 0.1, 0.12, 0.0015, 0.4, 0.6, 0.3, 0.4, 0.1, 0.0005, 0.4, 0.1, 0.12, 0.1, 0.1) \) and \( \rho = 0 \). For the jump process, we

set the intensities \( I_1^+ = 12, I_1^- = 16, I_2^+ = 16, I_2^- = 12 \) and generated \((L_1^+)^2, (L_1^-)^2, (L_2^+)^2, \) and \((L_2^-)^2, \) such that \((L_1^+)^2 = b_1^+ + M_1^+, (L_1^-)^2 = b_1^- + M_1^-, (L_2^+)^2 = b_2^+ + M_2^+, \) and \((L_2^-)^2 = b_2^- + M_2^-, \) where \( b_1^+ = b_1^- = b_2^- = 0.005, M_1^+, M_1^-, M_2^+, \) and \( M_2^- \) follow the normal distribution with mean zero and standard deviation 0.0005. \( L_1^+ \) and \( L_2^+ \) are positive and \( L_1^- \) and \( L_2^- \) are negative. We varied the sample period from 100 to 500 and the high-frequency observations from 360 to 2160. The entire simulation procedure was repeated 1000 times. We followed the procedure as described in Fan and Wang (2007) to estimate the jump locations, signed jump variations, and jump-adjusted MSRV. Specifically, positive and negative jump variations were estimated as follows:

\[
JV_{i,t}^+ = \sum_{k=1}^{\tilde{q}_{ti}} \mathbb{I} \left( \tilde{Y}_{ti}^+ (\tilde{\tau}_{lik}) > \tilde{Y}_{ti}^- (\tilde{\tau}_{lik}) \right) \left( \tilde{Y}_{ti}^+ (\tilde{\tau}_{lik}) - \tilde{Y}_{ti}^- (\tilde{\tau}_{lik}) \right)^2,
\]

\[
JV_{i,t}^- = \sum_{k=1}^{\tilde{q}_{ti}} \mathbb{I} \left( \tilde{Y}_{ti}^+ (\tilde{\tau}_{lik}) < \tilde{Y}_{ti}^- (\tilde{\tau}_{lik}) \right) \left( \tilde{Y}_{ti}^+ (\tilde{\tau}_{lik}) - \tilde{Y}_{ti}^- (\tilde{\tau}_{lik}) \right)^2,
\]

where \( \tilde{\tau}_{lik} \in [i + 1 + \tau], [i + 1 + \tau] + \lambda_i \) are jump locations estimated using wavelet method, \( \tilde{q}_{ti} \) is the number of estimated jump locations, and \( \tilde{Y}_{ti}^+ (\tilde{\tau}_{lik}) \) and \( \tilde{Y}_{ti}^- (\tilde{\tau}_{lik}) \) are the averages of \( Y_t \) over \( [\tilde{\tau}_{lik}, \tilde{\tau}_{lik} + \Delta] \) and \( [\tilde{\tau}_{lik} - \Delta, \tilde{\tau}_{lik}] \) for some \( \Delta > 0 \). The jump-adjusted MSRV was
estimated as follows:

\[ \text{RV}_{l,i} = \sum_{k=1}^{M} a_k \text{RV}_{l,i}^{K_k} + \zeta_{li} \left( \text{RV}_{l,i}^{K_1} - \text{RV}_{l,i}^{K_M} \right), \]

where

\[ \text{RV}_{l,i}^{K} = \frac{1}{K} \sum_{j=1}^{m_{l,i} - K} \left[ Y_i^*(t_{l,i,j} + K) - Y_i^*(t_{l,i,j}) \right]^2, \quad a_k = \frac{12(k + C)(k - M/2 - 1/2)}{M(M^2 - 1)}, \]

\[ \zeta_{li} = \frac{(M + C)(C + 1)}{(m_{l,i} + 1)(M - 1)}, \]

\( Y_i^* \) is jump-adjusted data, and \( M \) and \( C \) are some integers. We selected \( M = 11 \) and \( C = 4 \), which are the same as that in Fan and Wang (2007). The details of estimators can be found in Fan and Wang (2007).

To verify the proposed GARCH parameter estimation procedure described in Section 3, we estimated the GARCH parameters and calculated mean squared errors (MSE) over 1000 simulations. Figure 1 draws the mean squared errors (MSE) of the proposed GARCH estimators with \( n = 100, 250, 500 \) and \( m = 360, 720, 2160 \). From Figure 1, we find that the MSEs decrease as the number of low-frequency observations or high-frequency observations increases. This result supports the theoretical findings in Theorems 1 and 2.

One of the main goals of this paper is to test whether there is a structural break at the given time point. Therefore, we checked the established asymptotic results of the proposed hypothesis tests under the null hypothesis. We used the generated data above. Figure 2 draws the quantiles of the test statistic \( W_{n_1,n_2}(0) \) defined in (3.3) against theoretical quantiles of a \( \chi^2(18) \) distribution with \( n_1 = n_2 = n \), \( n = 100, 250, 500 \) and \( m = 360, 720, 2160 \). Figure 3 depicts the quantiles of the test statistics \( Z_{i,n_1,n_2}(0), i = 1, \ldots, 18 \), defined in (3.4) against theoretical quantiles of a standard normal distribution with \( n_1 = n_2 = 500 \) and \( m = 2160 \). The solid red lines in Figures 2 and 3 indicate the reference line of the asymptotic quantile-quantile (Q-Q) plots, based on the \( \chi^2 \) and standard normal distribution, respectively. Figure 2 shows that the test statistics \( W_{n_1,n_2}(0) \) become closer to the \( \chi^2(18) \) distribution with the increase in the number of high-frequency observations or low-frequency observations. From
Figure 1: MSEs for the proposed estimators with $n = 100, 250, 500$ and $m = 360, 720, 2160$.

Figure 3 we find that the test statistics $Z_{i,n_1,n_2}(0), i = 1, \ldots, 18$, with sufficiently large
$n$ and $m$ almost have standard normal distribution. These results support the theoretical findings presented in Section 3. Thus, with the proposed test statistics, we can conduct the hypothesis tests.

Figure 2: Q-Q plots for the quantiles of the test statistic $W_{n_1,n_2}(0)$ against quantiles of a $\chi^2(18)$ distribution with $n = 100, 250, 500$ and $m = 360, 720, 2160$. 
Figure 3: Q-Q plots for the quantiles of the test statistic $Z_{i,n_1,n_2}(0)$ against quantiles of a $N(0,1)$ distribution with $n = 500$ and $m = 2160$.

5 An empirical study

We applied the proposed contagion GARCH-Itô model to the U.S. and China stock markets. We used the 10-seconds intra-day S&P 500 Composite index and CSI 300 index, which represent a broad cross-section of the U.S. and China equity markets, respectively. The indices are obtained from Tick Data Inc. We set the break point for the U.S.–China trade war as January 22, 2018, when Trump first announced tariffs. We selected the two periods to be one year before and after the break date–from January 22, 2017 to January 21, 2018 and from January 22, 2018 to January 21, 2019, respectively. For non-trading dates that
are trading dates for the other—for example Chinese New Year—we utilized the data from the latest trading date. We defined the trading hours of China and U.S. stock markets from 1:30 UTC to 7:00 UTC and from 14:30 UTC to 21:00 UTC, respectively—that is, $\lambda_1 = 5.5/24$ and $\lambda_2 = 6.5/24$. We note that the Shanghai Stock Exchange closes for lunch from 3:30 UTC to 5:00 UTC, thereby making the CSI 300 index unobservable during this period. To handle this issue, we estimated the integrated volatilities and jump variations for the open-to-close period of the CSI 300 index as follows:

$$RV_{1,i} = RV_{AM1,i} + RV_{PM1,i} + (Y_{1,i-1+3.5/24} - Y_{1,i-1+2/24})^2,$$

$$JV_{1,i}^+ = JV_{AM1,i}^+ + JV_{PM1,i}^+,$$

$$JV_{1,i}^- = JV_{AM1,i}^- + JV_{PM1,i}^-,$$

where $RV_{AM1,i}$, $JV_{AM1,i}^+$, and $JV_{AM1,i}^-$ are the jump-adjusted MSRV, positive jump variations, and negative jump variations, respectively, estimated by applying the procedure in Sections 4 to morning trading session data; $RV_{PM1,i}$, $JV_{PM1,i}^+$, and $JV_{PM1,i}^-$ are estimated in the same manner, using afternoon trading session data. $Y_{1,i-1+2/24}$ is the close log-price of the morning trading session, and $Y_{1,i-1+3.5/24}$ is the open log-price of the afternoon trading session. We utilized the log-prices for estimating the GARCH parameters of the volatility structures.

We first checked the magnitudes of volatilities before and after the U.S.–China trade war. Table 1 reports the sample means and standard deviations of the estimated $RV$, $OV$, $JV$, $JV^+$, and $JV^-$ for each period and country and the p-values of the mean difference tests between two periods. From Table 1 we find that the average of the realized volatilities, overnight volatilities, and signed jump variations increased after the U.S.–China trade war. The mean difference tests for each volatility have p-values lower than 0.001. Thus, we can conjecture that the U.S.–China trade war changed the volatility structure. We need to check the source of the structural break using the proposed contagion GARCH-Itô model.

To check whether the volatility structures were changed, we estimated parameters of the proposed model and conducted structural break tests. The p-values of the simultaneous structural break tests for the GARCH parameters of China, U.S., and both are below 0.001. Thus, we conclude that the U.S.–China trade war caused the structural break. To further
Table 1: The sample means of the $RV$, $OV$, $JV$, $JV^+$, and $JV^-$ for each period and country. The sample standard deviations are reported in parentheses. The sample means and sample standard deviations are multiplied by 10000. Further, p-values of the mean difference tests between the two periods are reported.

|                     | China Before | China After | p-value of the mean difference test | U.S. Before | U.S. After | p-value of the mean difference test |
|---------------------|--------------|-------------|------------------------------------|-------------|-----------|------------------------------------|
| $RV \times 10^4$   | 0.3734       | 0.8924      | 0.0000                             | 0.0823      | 0.6600    | 0.0000                             |
|                     | (0.3219)     | (0.6249)    |                                    | (0.0692)    | (0.8845)  |                                    |
| $OV \times 10^4$   | 0.0633       | 0.5626      | 0.0000                             | 0.0480      | 0.2517    | 0.0000                             |
|                     | (0.2698)     | (1.4654)    |                                    | (0.0900)    | (0.6930)  |                                    |
| $JV \times 10^4$   | 0.0123       | 0.0999      | 0.0000                             | 0.0233      | 0.0707    | 0.0000                             |
|                     | (0.0350)     | (0.1151)    |                                    | (0.0443)    | (0.1611)  |                                    |
| $JV^+ \times 10^4$ | 0.0078       | 0.0765      | 0.0000                             | 0.0099      | 0.0335    | 0.0000                             |
|                     | (0.0199)     | (0.0938)    |                                    | (0.0168)    | (0.0733)  |                                    |
| $JV^- \times 10^4$ | 0.0045       | 0.0234      | 0.0000                             | 0.0134      | 0.0372    | 0.0001                             |
|                     | (0.0203)     | (0.0373)    |                                    | (0.0287)    | (0.0943)  |                                    |

check the channel of the structural break, we conducted individual tests. Table 2 reports the results of the proposed estimators and structural break tests. In case of the Chinese GARCH parameters estimated from data before the structural break, $\gamma_1$, $\alpha_1^q$, $\beta_1^q$, $\kappa_1^q$, and $\alpha_{12}^q$ are significant. The negative sign of $\beta_1^q$ implies that the positive news during the Chinese trading hours reduced future risk in the Chinese market. The positive sign of $\alpha_{12}^q$ implies that the U.S. market risk increased future Chinese market risk. In other words, the realized volatility of the U.S. is the channel of the risk contagion before the U.S.–China trade war. For estimated Chinese parameters during the trade war period, $\omega_1^q$, $\gamma_1$, $\alpha_1^q$, $\kappa_1^q$, and $\beta_{12}^q$ are significant. The positive sign of $\beta_{12}^q$ implies that bad news released in U.S. trading hours leads to an increase in future Chinese financial risk. Unlike the result before the U.S.–China trade war, the contagion channel is the negative jump during the trade war. In other words, the bad news released in the U.S. trading hours significantly affect the China market. Furthermore, among the Chinese GARCH parameters, the p-values of the structural break tests for $\omega_1^q$, $\gamma_1^q$, $\beta_1^q$, and $\alpha_{12}^q$ are below 0.05. Decreased $\gamma_1$ implies that the effect of the risk factors decayed faster. Further, the positive effect of good news during Chinese trade hours
Table 2: Estimation results and the p-values of the proposed Z-tests.

|                  | \(\omega_1^g\) | \(\gamma_1\) | \(\alpha_1^g\) | \(\beta_{1+}^g\) | \(\beta_{1-}^g\) | \(\kappa_1^g\) | \(\alpha_{12}^g\) | \(\beta_{12+}^g\) | \(\beta_{12-}^g\) |
|------------------|----------------|--------------|----------------|----------------|----------------|--------------|----------------|----------------|----------------|
| **Coefficients** |                |              |                |                |                |              |                |                |                |
| Before the U.S.–China trade war | 2.92e-7 | .499 | .518 | **-2.108** | .207 | **.140** | .261 | -.220 | -.468 |
| **Standard errors** | 3.84e-6 | .066 | .070 | .850 | 1.400 | .054 | .114 | .930 | .699 |
| **p-values**     | .940 | .000 | .000 | .013 | .882 | .009 | .012 | .930 | .699 |
| **Coefficients** | 5.01e-5 | **.274** | **.555** | -.284 | **-.147** | **.336** | .026 | .112 | .742 |
| **Standard errors** | 1.45e-5 | .072 | .069 | .242 | .963 | .107 | .023 | .452 | .289 |
| **p-values**     | .001 | .000 | .000 | .240 | .879 | .002 | .272 | .805 | .010 |
| **p-values of the** |                |              |                |                |                |              |                |                |                |
| structural break test | **.001** | .021 | .708 | **.039** | .835 | .102 | **.014** | .748 | .109 |
| **Coefficients** | 9.79e-6 | **.181** | **.500** | .132 | -.293 | **.448** | -.010 | -.024 | .072 |
| **Standard errors** | 1.60e-6 | .038 | .056 | .303 | .216 | .154 | .015 | .083 | .080 |
| **p-values**     | .000 | .000 | .000 | .664 | .173 | .004 | .513 | .769 | .371 |
| **Coefficients** | 7.42e-6 | **.216** | **.677** | .186 | .930 | **.693** | -.008 | -.082 | -.090 |
| **Standard errors** | 6.72e-6 | .083 | .097 | .478 | .490 | .206 | .013 | .056 | .214 |
| **p-values**     | .269 | .010 | .000 | .698 | .058 | .001 | .519 | .142 | .675 |
| **p-values of the** |                |              |                |                |                |              |                |                |                |
| structural break test | .731 | .697 | .113 | .924 | **.022** | .339 | .936 | .563 | .480 |

NOTE: Significant coefficients at 5% and p-values below 0.05 are presented in bold.

was weakened for the trade war. The effect of U.S. market risk on the Chinese market was diluted for the trade war, while the effect of overnight volatility and negative news increased with p-values 0.102 and 0.109, respectively. On the other hand, in case of U.S. parameters, only the GARCH parameters for the U.S. risk factors are significant. We note that the estimated \(\beta_{1-}^g\) for the trade war period is positive and significant, with p-value 0.058 and p-value from its structural break test 0.022. This implies that for the trade war period, the effect of negative news in U.S. trading hours increased future risk in the U.S. market. From these results, we can conclude that the U.S. and China stock markets experienced a structural break from the U.S.–China trade war, and negative news announced during the U.S. trading hours is a key ingredient of these structural breaks.
5.1 Robustness analysis

5.1.1 Realized volatility measures

To check the validity of our empirical analysis, we investigated whether the findings in the previous section are robust to realized volatility measures. In Sections 4 and 5 we employed the jump-adjusted MSRV, which is the consistent and efficient estimator for integrated volatility under some bounded fourth-moment assumption in the presence of i.i.d. microstructure noises. However, we often observe that stock return data are heavy-tailed. Recently, to deal with heavy-tailed observations which have the finite \( \alpha \)-th moment for \( \alpha < 4 \), Shin et al. (2021) proposed the adaptive robust pre-averaging realized volatility (ARP) estimator. They employed pre-averaging and truncation schemes as follows:

\[
ARP_{l,i} = \frac{1}{(m_{l,i} - K_{l,i})\vartheta_{li}} \sum_{k=1}^{m_{l,i} - K_{l,i}} \Psi_{\hat{a}_{li}}(\vartheta_{li}Q_l(\tau_{l,i,k})) - \frac{\zeta}{\varphi_{li}\vartheta_{li}K_{l,i}} \sum_{k=1}^{m_{l,i} - 1} \Psi_{\hat{a}_{li}}(\vartheta_{li}^*Q_l^*(\tau_{l,i,k})),
\]

where \( K_{l,i} = [m_{l,i}^{1/2}] \), \( Q_l(\tau_{l,i,k}) = \frac{m_{l,i} - K_{l,i}}{\varphi_{li}K_{l,i}} \{ \bar{Y}_l^*(\tau_{l,i,k}; K_{l,i}) \}^2 \), \( \varphi_{li} = \frac{1}{K_{l,i}} \sum_{k=0}^{K_{l,i}-1} g^2(\frac{k}{K_{l,i}}) \), \( g(x) = x \land (1-x), \bar{Y}_l^*(\tau_{l,i,k}; w) = \sum_{r=0}^{w-1} g\left(\frac{c}{w}\right) \{ Y_l^*(\tau_{l,i,k+r+1}) - Y_l^*(\tau_{l,i,k+r}) \}, Q_l^*(\tau_{l,i,k}) = \frac{1}{2} \{ Y_l^*(\tau_{l,i,k+1}) - Y_l^*(\tau_{l,i,k}) \}^2 \), \( \Psi_a(x) = -\text{sgn}(x) \log \{ 1 - (|x| \land t_a) + c_a(|x| \land t_a)^a \} \), \( c_a = (a-1)/a \vee \sqrt{(2-a)/a} \), and \( t_a = (1/ac_a)^{1/(a-1)} \); \( \vartheta_{li} \) and \( \vartheta_{li}^* \) are truncation parameters; \( \hat{a}_{li} \) is the estimated order of the highest finite moment for the continuous part of \( Q_l(\tau_{l,i,k}) \). We chose the tuning parameters as follows:

\[
\vartheta_{li} = c \left( \frac{K_{l,i}}{(\hat{a}_{li} - 1)\hat{c}_{li}\hat{S}_{li}(m_{l,i} - K_{l,i})} \right)^{1/\hat{a}_{li}} \quad \text{and} \quad \vartheta_{li}^* = c \left( \frac{1}{(\hat{a}_{li} - 1)\hat{c}_{li}\hat{S}_{li}^*(m_{l,i} - 1)} \right)^{1/\hat{a}_{li}},
\]

where \( \hat{S}_{li} = \frac{1}{m_{l,i} - K_{l,i}} \sum_{k=1}^{m_{l,i} - K_{l,i}} \{|Q_l(\tau_{l,i,k})|\hat{a}_{li}\} \), \( \hat{S}_{li}^* = \frac{1}{m_{l,i} - 1} \sum_{k=1}^{m_{l,i} - 1} \{|Q_l^*(\tau_{l,i,k})|\hat{a}_{li}\} \), and \( c = 0.15 \). The details of estimators can be found in Shin et al. (2021). On the other hand, Li and Linton (2021b) indicated that microstructure noise in high-frequency data has prominent intraday patterns, such as U-shape or reverse J-shape, in the scale of the noise. To handle these non-i.i.d. microstructure noise structures, they developed the pre-averaging–ReMeDI (PaReMeDI) estimator. They employ the pre-averaging method and the ReMeDI approach.
Li and Linton (2021a) to eliminate the effect of the microstructure noise which is auto-correlated and dependent on the stock price. Specifically, jump-adjusted PaReMeDI were estimated as follows:

$$PaReMeDI_{l,i} = \frac{1}{w_{li}\phi_{li}} \sum_{k=0}^{m_{l,i}-w_{li}} \left\{ \bar{Y}^*_l(\tau_{l,i,k}; w_{li}) \right\}^2 - \frac{1}{w_{li}^2\phi_{li}} \sum_{k=k_i}^{s_i} \sum_{|\varsigma| \leq s_i} \Delta_{k,\varsigma}^{k_i} \bar{Y}^*_l,$$

where $\Delta_{k,\varsigma}^{k_i} = \{Y_l^*(\tau_{l,i,k}+\varsigma)-Y_l^*(\tau_{l,i,k})\} \{Y_l^*(\tau_{l,i,k}-\varsigma)-Y_l^*(\tau_{l,i,k-k_i})\}$, $\phi_{li} = \frac{1}{w_{li}} \sum_{k=1}^{w_{li}} g^2 \left( \frac{k}{w_{li}} \right)$, $\bar{\phi}_{li} = w_{li} \sum_{k=\varsigma}^{w_{li}} \left\{ g \left( \frac{k+1}{w_{li}} \right) - g \left( \frac{k}{w_{li}} \right) \right\} \left\{ g \left( \frac{k-\varsigma+1}{w_{li}} \right) - g \left( \frac{k-\varsigma}{w_{li}} \right) \right\}$, $k_i = 10$, $s_i = [m_{l,i}^{1/7}]$, $w_{li} = [\bar{w}_{li}]; m_{l,i}^{-1/2}]$, $\bar{w}_{li} = K_{\Phi} \sqrt{R_{li}} \sqrt{RV_{l,i}}$, $R_{li} = \frac{1}{m_{l,i}^{1/2}} \sum_{k=k_i}^{m_{l,i}-k_i} \sum_{|\varsigma| \leq s_i} \Delta_{k,\varsigma}^{k_i} \bar{Y}^*_l$, and $K_{\Phi} = 4.78$. The details of estimators can be found in Li and Linton (2021b). In sum, the ARP estimator is robust to the heavy-tailedness structure of observed data, while the PaReMeDI estimator is robust to the dependent structure of the microstructure noise.

To assess robustness against realized volatility measures, we conducted our empirical analysis using jump-adjusted ARP and PaReMeDI estimators as the integrated volatility estimator. Tables 3 and 4 report the results of the estimation and the structural break test, adopting different realized volatility measures, such as jump-adjusted ARP and PaReMeDI, respectively. From Tables 3 and 4, we find that our main results in Section 5 change remarkably little with the alternative realized volatility measures. Thus, we can conclude that the empirical findings are robust to the realized volatility measures.

5.1.2 Model specification

While GARCH models are widely used to model volatility dynamics, the HAR models (Corsi, 2009) have some benefits—for example, the HAR models can reflect the differences of agents’ risk profiles and long memory. Thus, we considered the HAR-type contagion model to assess robustness against the model specification. Similar to the result of Theorem 1, we defined the HAR-type contagion model as follows:

$$H_{l,i} = \omega_l + \sum_{d \in \{1,5,22\}} \alpha_l^{(d)} \frac{RV_{l,i-1}^{(d)}}{\lambda_l} + \beta_l^+ \frac{JV_{l,i-1}^+}{\lambda_l} + \beta_l^- \frac{JV_{l,i-1}^-}{\lambda_l} + \kappa_l \frac{OV_{l,i-1}}{1 - \lambda_l}$$

24
Table 3: Robustness analysis for the realized volatility measures, adopting the jump-adjusted ARP method as the integrated volatility estimator.

|          | $\omega_l$ | $\gamma_1$ | $\alpha_1^g$ | $\beta_{1+}^g$ | $\beta_{1-}^g$ | $\kappa_1^g$ | $\alpha_{12}^g$ | $\beta_{12+}^g$ | $\beta_{12-}^g$ |
|----------|------------|------------|---------------|----------------|----------------|--------------|----------------|----------------|----------------|
| China    |            |            |               |                |                |              |                |                |                |
| Coefficients | 8.85e-7   | .536       | .463          | -1.433         | .812           | .085         | .241           | -.221          | -.331          |
| Standard errors | 3.15e-6   | .060       | .062          | .665           | 1.052          | .032         | .105           | .819           | .577           |
| p-values   | .779       | .000       | .000          | .031           | .440           | .008         | .022           | .788           | .567           |
| Before the U.S.–China trade war |
| Coefficients | 3.60e-5   | .331       | .518          | -.068          | -.527          | .213         | -.021          | .013           | .627           |
| Standard errors | 1.12e-5   | .070       | .063          | .161           | .605           | .078         | .020           | .375           | .239           |
| p-values   | .001       | .000       | .000          | .674           | .384           | .006         | .277           | .972           | .009           |
| p-values of the structural break test | .003 | .027 | .530 | .046 | .270 | .127 | .014 | .795 | .126 |
| U.S.      |            |            |               |                |                |              |                |                |                |
| Coefficients | 9.88e-6   | .150       | .462          | .237           | -.189          | .369         | -.012          | -.036          | .061           |
| Standard errors | 1.51e-6   | .039       | .054          | .269           | .188           | .133         | .015           | .071           | .056           |
| p-values   | .000       | .000       | .000          | .379           | .315           | .005         | .416           | .618           | .278           |
| After the U.S.–China trade war |
| Coefficients | 5.64e-6   | .242       | .640          | .283           | .891           | .633         | -.007          | -.069          | -.117          |
| Standard errors | 5.33e-6   | .080       | .090          | .430           | .416           | .201         | .014           | .044           | .176           |
| p-values   | .290       | .002       | .000          | .510           | .032           | .002         | .629           | .114           | .507           |
| p-values of the structural break test | .444 | .299 | .089 | .927 | .018 | .274 | .778 | .688 | .336 |

NOTE: Significant coefficients at 5% and p-values below 0.05 are presented in bold.

$$+\alpha_{12}^g \frac{RV_{l,i-1+\imath_1}}{\lambda_{l'}} + \beta_{12+}^g \frac{JV_{l,i-1+\imath_1}^+}{\lambda_{l'}} + \beta_{12-}^g \frac{JV_{l,i-1+\imath_1}^-}{\lambda_{l'}},$$

where $H_{t,i} = E \left[ RV_{l,i}/\lambda_t | \mathcal{F}_{r(i-1)} \right]$, $RV_{l,i}^{(d)} = 1/d \sum_{j=i-d}^{i-1} RV_{l,j}$, $\imath_1 = 0$, and $\imath_2 = 1$. Similar to Section 3, we employed quasi-likelihood estimation procedures to obtain the difference between the estimated model parameters in each period and the consistent estimator of its asymptotic variance, which are required to conduct structural break tests. Then, we analyzed the volatility dynamics based on the HAR-type model.

Table 5 reports the estimation results of the HAR-type contagion model and structural break tests, adopting the jump-adjusted MSRV as the integrated volatility estimator. From Table 5, we find that the estimated $\alpha_{12}$ before the U.S.–China trade war and $\beta_{12-}$ during
Table 4: Robustness analysis for the realized volatility measures, adopting the jump-adjusted PaReMeDI method as integrated volatility estimator.

|                      | \( \omega^g_1 \) | \( \gamma_1 \) | \( \alpha^g_1 \) | \( \beta^g_{1+} \) | \( \beta^g_{1-} \) | \( \kappa^g_1 \) | \( \alpha^g_{12} \) | \( \beta^g_{12+} \) | \( \beta^g_{12-} \) |
|----------------------|------------------|----------------|----------------|---------------------|---------------------|----------------|----------------|----------------|----------------|
| **Before the U.S.–China trade war** |                  |                |                |                     |                     |                |                |                |                |
| Coefficients        | 7.67e-7          | .551           | .453           | -2.346              | .152                | .163            | .318           | .281           | -1.090         |
| Standard errors      | 5.86e-6          | .071           | .067           | .998                | 1.925               | .064            | .137           | 1.403          | .944           |
| p-values             | .896             | .000           | .000           | .019                | .937                | .011            | .021           | .841           | .248           |
|                      |                  |                |                |                     |                     |                |                |                |                |
| **After the U.S.–China trade war** |                  |                |                |                     |                     |                |                |                |                |
| Coefficients        | 6.99e-5          | .261           | .533           | -.223               | .273                | .497           | -.025           | -.155          | .883           |
| Standard errors      | 1.87e-5          | .073           | .074           | .329                | 1.403               | .146           | .025           | .615           | .414           |
| p-values             | .000             | .000           | .000           | .498                | .846                | .001           | .313           | .801           | .033           |
| p-values of the structural break test | .000             | .004           | .423           | .043                | .960                | .036           | .014           | .776           | .056           |

|                      | \( \omega^g_1 \) | \( \gamma_1 \) | \( \alpha^g_1 \) | \( \beta^g_{1+} \) | \( \beta^g_{1-} \) | \( \kappa^g_1 \) | \( \alpha^g_{12} \) | \( \beta^g_{12+} \) | \( \beta^g_{12-} \) |
|----------------------|------------------|----------------|----------------|---------------------|---------------------|----------------|----------------|----------------|----------------|
| **Before the U.S.–China trade war** |                  |                |                |                     |                     |                |                |                |                |
| Coefficients        | 1.37e-5          | .110           | .501           | .566                | -.527               | .651           | -.009           | -.063          | .116           |
| Standard errors      | 1.80e-6          | .019           | .047           | .352                | .244                | .187           | .010           | .107           | .098           |
| p-values             | .000             | .000           | .000           | .107                | .031                | .000           | .358           | .557           | .238           |
|                      |                  |                |                |                     |                     |                |                |                |                |
| **After the U.S.–China trade war** |                  |                |                |                     |                     |                |                |                |                |
| Coefficients        | 8.52e-6          | .228           | .662           | .114                | .934                | 1.001          | -.008           | -.090          | -.013          |
| Standard errors      | 9.01e-6          | .087           | .095           | .541                | .595                | .278           | .012           | .059           | .283           |
| p-values             | .344             | .009           | .000           | .833                | .116                | .000           | .500           | .130           | .963           |
| p-values of the structural break test | .575             | .184           | .128           | .484                | .023                | .296           | .950           | .826           | .666           |

NOTE: Significant coefficients at 5% and p-values below 0.05 are presented in bold.

the trade war period have positive signs with p-values below 0.1. Moreover, the sign of \( \beta_{2-} \) has changed from negative to positive with p-values below 0.1. These results imply that the channel of the risk contagion from China to the U.S. has changed from integrated volatility to negative jump variation and negative news announced during the U.S. trading hours has become a factor that increases subsequent market risk of both countries, which is consistent to the results in Section 5. We note that similar results can be obtained with different realized measures, such as ARP and PaReMeDI methods, under the HAR-type contagion model. See Tables A1 and A2 in the Appendix. These results show that our empirical findings are robust to the realized volatility measures and the model specification.
Table 5: Robustness analysis against the model specification with the HAR-type contagion model, adopting the jump-adjusted MSRV method as the integrated volatility estimator.

| Country | $\omega$ | $\alpha_1^{(1)}$ | $\alpha_1^{(5)}$ | $\alpha_1^{(22)}$ | $\beta_1+$ | $\beta_1-$ | $\kappa_1$ | $\alpha_{12}$ | $\beta_{12+}$ | $\beta_{12-}$ |
|---------|----------|-----------------|-----------------|-----------------|------------|------------|----------|------------|----------------|----------------|
| China   |          |                 |                 |                 |            |            |          |            |                |                |
| Coefficients | 4.7e-6 | .47             | .45             | .10             | -2.57      | .49        | .23      | .29        | .34            | -1.29          |
| Standard errors | 8.4e-6 | .09             | .18             | .10             | 1.04       | 1.53       | .05      | .16        | 1.08           | .75            |
| p-values | .58     | .00             | .01             | .33             | .01        | .75        | .00      | .07        | .75            | .09            |
| After the U.S.–China trade war |          |                 |                 |                 |            |            |          |            |                |                |
| Coefficients | 5.0e-5 | .41             | .39             | -.00            | -.12       | .27        | .39      | -.01       | .04            | .65            |
| Standard errors | 2.0e-5 | .07             | .09             | .06             | .28        | .95        | .12      | .03        | .47            | .32            |
| p-values | .01     | .00             | .00             | .99             | .66        | .78        | .00      | .66        | .93            | .04            |
| p-values of the structural break test | .04     | .60             | .75             | .41             | .02        | .90        | .22      | .06        | .80            | .02            |
| U.S.    |          |                 |                 |                 |            |            |          |            |                |                |
| Coefficients | 9.4e-6 | .47             | .21             | .03             | .62        | -.60       | .46      | -.01       | -.01           | .06            |
| Standard errors | 3.5e-6 | .11             | .11             | .13             | .64        | .35        | .21      | .01        | .06            | .04            |
| p-values | .01     | .00             | .06             | .82             | .33        | .09        | .03      | .03        | .89            | .17            |
| After the U.S.–China trade war |          |                 |                 |                 |            |            |          |            |                |                |
| Coefficients | 8.8e-6 | .70             | .18             | .03             | -.09       | .92        | .62      | -.02       | -.05           | -.02           |
| Standard errors | 5.4e-6 | .10             | .09             | .05             | .51        | .52        | .21      | .01        | .07            | .18            |
| p-values | .10     | .00             | .04             | .61             | .85        | .08        | .00      | .23        | .43            | .92            |
| p-values of the structural break test | .93     | .12             | .86             | .99             | .38        | .02        | .60      | .78        | .62            | .69            |

NOTE: Significant coefficients at 5% and p-values below 0.05 are presented in bold.

6 Conclusions

In this paper, we developed a novel contagion GARCH-Itô model to investigate the volatility contagion structure of two countries that have disjoint trading hours. We proposed a quasi-likelihood estimation procedure and establish its asymptotic properties. Based on these asymptotic properties, we proposed hypothesis test procedures to check whether there was a structural break in the proposed volatility contagion model with a known single break point. The empirical results showed that the Chinese stock market was more affected by the U.S. stock market than the reverse in terms of risk contagion. We documented that both countries have the structural break from the U.S.–China trade war, and negative news
announced during the U.S. trading hours is a key ingredient of the structural breaks.
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### Table A1: Robustness analysis against the model specification with the HAR-type contagion model, adopting the jump-adjusted ARP method as the integrated volatility estimator.

|                | ω  | α₁(1) | α₁(5) | α₁(22) | β₁⁺ | β₁⁻ | κ₁  | α₁2 | β₁2⁺ | β₁2⁻ |
|----------------|----|-------|-------|--------|------|------|-----|-----|------|------|
| **Before the U.S.–China trade war** |    |       |       |        |      |      |     |     |      |      |
| China Coefficients | 7.1e-6 | .41   | .47   | .11   | -1.73 | 1.14 | .10 | .25 | -.02 | -.81 |
| Standard errors   | 7.5e-6 | .09   | .18   | .10   | .80  | 1.24 | .03 | .15 | .90  | .63  |
| p-values          | .35  | .00   | .01   | .29   | .03  | .36  | .00 | .10 | .98  | .20  |
| **After the U.S.–China trade war** |    |       |       |        |      |      |     |     |      |      |
| Coefficients      | 4.0e-5 | .41   | .40   | .00   | -1.4  | .26  | -.01 | -.14 | .56  |
| Standard errors   | 1.6e-5 | .07   | .10   | .07   | .20  | .64  | .09 | .03 | .40  | .25  |
| p-values          | .02  | .00   | .00   | .99   | .84  | .82  | .00 | .79 | .72  | .02  |
| p-values of the structural break test | .07 | .99 | .70 | .39 | .03 | .36 | .07 | .09 | .90 | .04 |

|                | ω  | α₂(1) | α₂(5) | α₂(22) | β₂⁺ | β₂⁻ | κ₂  | α₂1 | β₂1⁺ | β₂1⁻ |
|----------------|----|-------|-------|--------|------|------|-----|-----|------|------|
| **Before the U.S.–China trade war** |    |       |       |        |      |      |     |     |      |      |
| U.S. Coefficients | 9.9e-6 | .43   | .21   | -.01  | .62  | -.45 | .39 | -.01 | -.02 | .04  |
| Standard errors   | 3.7e-6 | .10   | .11   | .16   | .62  | .33  | .20 | .01 | .06  | .03  |
| p-values          | .01  | .00   | .06   | .92   | .32  | .17  | .06 | .02 | .74  | .18  |
| **After the U.S.–China trade war** |    |       |       |        |      |      |     |     |      |      |
| Coefficients      | 6.6e-6 | .67   | .18   | .03   | -.00 | 1.19 | .55 | -.01 | -.05 | -.02 |
| Standard errors   | 5.1e-6 | .10   | .09   | .05   | .51  | .54  | .21 | .02 | .06  | .18  |
| p-values          | .19  | .00   | .04   | .55   | 1.00 | .03  | .01 | .40 | .40  | .90  |
| p-values of the structural break test | .59 | .08 | .84 | .78 | .44 | .01 | .58 | .99 | .71 | .72 |

**NOTE:** Significant coefficients at 5% and p-values below 0.05 are presented in bold.
Table A2: Robustness analysis against the model specification with the HAR-type contagion model, adopting the jump-adjusted PaReMeDI method as the integrated volatility estimator.

|       | $\omega_1$ | $\alpha_1^{(1)}$ | $\alpha_1^{(5)}$ | $\alpha_1^{(22)}$ | $\beta_{1+}$ | $\beta_{1-}$ | $\kappa_1$ | $\alpha_2$ | $\beta_{2+}$ | $\beta_{2-}$ |
|-------|------------|------------------|------------------|------------------|---------------|---------------|------------|------------|---------------|---------------|
| China |            |                  |                  |                  |               |               |            |            |               |               |
| Before the U.S.–China trade war | 1.1e-5 | .36 | .52 | .11 | -3.28 | 1.01 | .25 | .29 | 1.38 | -2.02 |
| Standard errors | 1.4e-5 | .10 | .23 | .11 | 1.39 | 2.06 | .07 | .21 | 1.78 | 1.17 |
| P-values | .43 | .00 | .02 | .30 | .02 | .62 | .00 | .17 | .44 | .09 |
| After the U.S.–China trade war | 6.7e-5 | .39 | .38 | .01 | -.04 | .47 | .56 | -.02 | -.11 | .83 |
| Standard errors | 2.7e-5 | .08 | .10 | .07 | .37 | 1.32 | .16 | .03 | .62 | .44 |
| P-values | .01 | .00 | .00 | .90 | .91 | .72 | .00 | .49 | .85 | .06 |
| P-values of the structural break test | .07 | .87 | .58 | .43 | .02 | .83 | .06 | .15 | .43 | .02 |
| U.S. |            |                  |                  |                  |               |               |            |            |               |               |
| Before the U.S.–China trade war | 1.1e-5 | .45 | .19 | .05 | .88 | -.78 | .69 | -.01 | -.04 | .10 |
| Standard errors | 4.6e-6 | .10 | .11 | .14 | .80 | .44 | .26 | .00 | .06 | .05 |
| P-values | .01 | .00 | .07 | .74 | .27 | .08 | .01 | .01 | .52 | .06 |
| After the U.S.–China trade war | 8.2e-6 | .67 | .19 | .04 | -.24 | 1.10 | .89 | -.02 | -.04 | .14 |
| Standard errors | 6.1e-6 | .10 | .10 | .06 | .58 | .65 | .26 | .01 | .08 | .26 |
| P-values | .18 | .00 | .05 | .48 | .68 | .09 | .00 | .17 | .61 | .58 |
| P-values of the structural break test | .68 | .12 | .98 | .98 | .26 | .02 | .59 | .66 | 1.00 | .86 |

NOTE: Significant coefficients at 5% and p-values below 0.05 are presented in bold.
B Proofs

We first define $\|X\|_{L^p} = \{E[|X|^p]\}^{1/p}$, for any given random variable $X$ and $p \leq 1$. We note that jump size can be rewritten as $L_{1t}^2 = b_1 + M_{1t}$ and $L_{2t}^2 = b_2 + M_{2t}$, where $M_{1t}$ and $M_{2t}$ are i.i.d. mean zero random variables. The effect of the initial values $h_{1,1}(\theta_0)$ and $h_{2,1}(\theta_0)$ is of order $n^{-1}$, which is negligible (Lemma 1 in Kim and Wang (2016)). Thus, we assume that $h_{1,1}(\theta_0)$ and $h_{2,1}(\theta_0)$ are given.

B.1 Proof of Theorem 1

Theorem 1 is an immediate consequence of Theorem 4 below.

Theorem 4. (a) For $0 < \alpha_1 < 1$ and $n \in \mathbb{N}$, we have

$$
\int_{n-1}^{n-1+\lambda_1} \sigma_{1t}^2(\theta) dt = \lambda_1 h_{1,n}(\theta) + D_{1,n} \quad a.s.,
$$

where

$$
h_{1,n}(\theta) = (g_{12} - 2g_{13})\nu_{1H} + g_{12}(\beta_{1H}^+ I_1^+ b_1^+ + \beta_{1H}^- I_1^- b_1^-) + g_{12}\omega_{1H} + [g_{12}(\gamma_{1H} - 1) + g_{11}] \sigma_{1(n-1)}^2(\theta)
$$

$$
= \omega_1^g + \gamma_{1H} h_{1,n-1}(\theta) + \frac{\alpha_1}{\lambda_1} \int_{n-2}^{n-2+\lambda_1} \sigma_{1s}^2(\theta) ds + \frac{\alpha_1}{\lambda_2} \int_{n-2+\tau}^{n-2+\lambda_1} \sigma_{2s}^2(\theta) ds
$$

$$
+ \frac{\beta_{1+}}{\lambda_1} \int_{n-2}^{n-2+\lambda_1} (L_{1s}^+) d\Lambda_{1s}^+ + \frac{\beta_{1-}}{\lambda_1} \int_{n-2}^{n-2+\lambda_1} (L_{1s}^-) d\Lambda_{1s}^-
$$

$$
+ \frac{\beta_{12+}}{\lambda_2} \int_{n-2+\tau}^{n-2+\tau+\lambda_2} (L_{2s}^+) d\Lambda_{2s}^+ + \frac{\beta_{12-}}{\lambda_2} \int_{n-2+\tau}^{n-2+\tau+\lambda_2} (L_{2s}^-) d\Lambda_{2s}^-
$$

$$
+ \frac{\kappa_1^g}{1-\lambda_1} \left( \int_{n-2+\lambda_1}^{n-1} \sigma_{1s}(\theta) dB_{1s} \right)^2,
$$

$$
\gamma_1 = \gamma_{1L}\gamma_{1H}, \quad \omega_1^g = \omega_{1L} \gamma_{1H}, \quad \omega_{1L} = (1 - \gamma_1) \left\{ (g_{12} - 2g_{13})\nu_{1H} + g_{12}(\beta_{1H}^+ I_1^+ b_1^+ + \beta_{1H}^- I_1^- b_1^-) + g_{12}\omega_{1H} \right\} +
$$

$$
g_{1}(\omega_{1L} + \gamma_{1L}\omega_{1H}), \quad \alpha_1^g = g_{1L}\alpha_{1H}, \quad \alpha_{12} = g_{12}, \quad \kappa_1 = g_{1L}, \quad \beta_{1+} = g_{1L}\beta_{1H}^+, \quad \beta_{1-} = g_{1L}\beta_{1H}^-
$$

$$
= g_{1L}\beta_{1H}^-, \quad \beta_{12+} = g_{1L}\beta_{12}^+, \quad \beta_{12-} = g_{1L}\beta_{12}^{-}, \quad \beta_{11} = \alpha_{1H}^{-1}(e^{\alpha_{1H}} - 1), \quad \beta_{12} = \alpha_{1H}^{-2}(e^{\alpha_{1H}} - 1 - \alpha_{1H}),
$$
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$\varrho_{13} = \alpha_{1H}^{-3}(e^{\alpha_{1H}} - 1 - \alpha_{1H} - \frac{\alpha_{1H}}{2})$, \( \varrho_1 = (\gamma_{1H} - 1)\varrho_{12} + \varrho_{11} \), and

\begin{align*}
D_{1,n} &= D^c_{1,n} + D^f_{1,n}, \\
D^c_{1,n} &= 2\nu_{1H}\alpha_{1H}^{-2} \int_{n-1}^{n-1+\lambda_1} \left\{ \frac{\alpha_{1H}}{\lambda_1}(n - 1 + \lambda_1 - t) - 1 \right\} e^{-\frac{\alpha_{1H}}{\lambda_1}(n-1+\lambda_1-t)} + 1 Z_t dZ_t, \\
D^f_{1,n} &= \beta_{1H}^+ \alpha_{1H}^{-1} \left\{ \int_{n-1}^{n-1+\lambda_1} \left( e^{\lambda_1^{-1}\alpha_{1H}(n-1+\lambda_1-t)} - 1 \right) M^+_t d\Lambda^+_t \\
&\hspace{1cm} + b^+_1 \int_{n-1}^{n-1+\lambda_1} \left( e^{\lambda_1^{-1}\alpha_{1H}(n-1+\lambda_1-t)} - 1 \right) (d\Lambda^+_t - I^+_t dt) \right\} \\
&\hspace{1cm} + \beta_{1H}^- \alpha_{1H}^{-1} \left\{ \int_{n-1}^{n-1+\lambda_1} \left( e^{\lambda_1^{-1}\alpha_{1H}(n-1+\lambda_1-t)} - 1 \right) M^-_t d\Lambda^-_t \\
&\hspace{1cm} + b^-_1 \int_{n-1}^{n-1+\lambda_1} \left( e^{\lambda_1^{-1}\alpha_{1H}(n-1+\lambda_1-t)} - 1 \right) (d\Lambda^-_t - I^-_t dt) \right\}
\end{align*}

are all martingale differences.

(b) For \( 0 < \alpha_{2H} < 1 \) and \( n \in \mathbb{N} \), we have

\[
\int_{n-1+\tau}^{n-1+\tau+\lambda_2} \sigma^2_{2t}(\theta) dt = \lambda_2 h_{2,n}(\theta) + D_{2,n} \quad a.s.,
\]

where

\[
h_{2,n}(\theta) = (\varrho_{22} - 2\varrho_{23})\nu_{2H} + \varrho_{22}(\beta_{2H}^+ I^+_2 b^+_2 + \beta_{2H}^- I^-_2 b^-_2) + \varrho_{22} \omega_{2H} \\
+ [\varrho_{22}(\gamma_{2H} - 1) + \varrho_{21}] \sigma^2_{2(n-1+\tau)}(\theta) \\
= \omega^2_{2} + \gamma_{2} h_{2,n-1}(\theta) + \frac{\alpha_{2}}{\lambda_2} \int_{n-2+\tau}^{n-2+\tau+\lambda_2} \sigma^2_{2s}(\theta)ds + \frac{\alpha_{21}}{\lambda_1} \int_{n-1}^{n-1+\lambda_1} \sigma^2_{1s}(\theta)ds \\
+ \frac{\beta_{2}^+}{\lambda_2} \int_{n-2+\tau}^{n-2+\tau+\lambda_2} (L^+_2)^2 d\Lambda^+_2 + \frac{\beta_{2}^-}{\lambda_2} \int_{n-2+\tau}^{n-2+\tau+\lambda_2} (L^-_2)^2 d\Lambda^-_2 \\
+ \frac{\beta_{21}^+}{\lambda_1} \int_{n-1}^{n-1+\lambda_1} (L^+_2)^2 d\Lambda^+_2 + \frac{\beta_{21}^-}{\lambda_1} \int_{n-1}^{n-1+\lambda_1} (L^-_2)^2 d\Lambda^-_2 \\
+ \frac{\kappa_{2}^2}{1 - \lambda_2} \left( \int_{n-2+\tau+\lambda_2}^{n-1+\tau} \sigma^2_{2s}(\theta)dB_{2s} \right)^2,
\]

\[
\gamma_{2} = \gamma_{2L} \gamma_{2H}, \quad \omega^2_{2} = (1 - \gamma_{2}) \left\{ (\varrho_{22} - 2\varrho_{23})\nu_{2H} + \varrho_{22}(\beta_{2H}^+ I^+_2 b^+_2 + \beta_{2H}^- I^-_2 b^-_2) + \varrho_{22} \omega_{2H} \right\} + \\
\varrho_{2}(\omega_{2L} + \gamma_{2L} \omega_{2H}), \quad \alpha^2_{2} = \varrho_{2} \gamma_{2L} \alpha_{2H}, \quad \alpha^2_{1} = \varrho_{2} \alpha_{21}, \quad \kappa^2_{2} = \varrho_{2} \alpha_{2L}, \quad \beta^2_{2+} = \varrho_{2} \gamma_{2L} \beta_{2H}^+, \quad \beta^2_{2-} = \varrho_{2} \gamma_{2L} \beta_{2H}^-, \quad \beta^2_{21+} = \varrho_{2} \beta_{21+}, \quad \beta^2_{21-} = \varrho_{2} \beta_{21-}, \quad \varrho_{21} = \alpha_{2H}^{-1}(e^{\alpha_{2H}} - 1), \quad \varrho_{22} = \alpha_{2H}^{-2}(e^{\alpha_{2H}} - 1 - \alpha_{2H}),
\]
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Proof of Theorem 4. Consider (a). By Itô’s lemma, we have

$$\varphi_{23} = \alpha_{2H}^{-3}(e^{\alpha_{2H}} - 1 - \alpha_{2H} - \frac{\alpha_{2H}}{2}), \ \varphi_2 = (\gamma_{2H} - 1)\varphi_{22} + \varphi_{21}, \text{ and}$$

$$D_{2,n} = D_{2,n}^c + D_{2,n}^J,$$

$$D_{2,n}^c = \int_{n-1+\tau+\lambda_2}^{n-1+\tau+\lambda_2} \left[ \left\{ \frac{\alpha_{2H}}{\lambda_2}(n - 1 + \tau + \lambda_2 - t) - 1 \right\} e^{\alpha_{2H}(n-1+\tau+\lambda_2-t)} + 1 \right] Z_2t dZ_2t$$

$$D_{2,n}^J = \beta_{2H}^+ \int_{n-1+\tau+\lambda_2}^{n-1+\tau+\lambda_2} \left( e^{\lambda_2^{-1} \alpha_{2H}(n-1+\tau+\lambda_2-t)} - 1 \right) M_{2t}^+ d\Lambda_{2t}^+$$

$$+ \beta_{2H}^- \int_{n-1+\tau+\lambda_2}^{n-1+\tau+\lambda_2} \left( e^{\lambda_2^{-1} \alpha_{2H}(n-1+\tau+\lambda_2-t)} - 1 \right) M_{2t}^- d\Lambda_{2t}^-$$

are all martingale differences.

Proof of Theorem 4. Consider (a). By Itô’s lemma, we have

$$R_1(k) = \int_{n-1+\lambda_1}^{n-1+\lambda_1} (n - 1 + \lambda_1 - t)^k \sigma_{1,t}(\theta) dt$$

$$= \sigma_{1,n-1}(\theta) \left\{ \frac{\lambda_1^{k+1}}{(k+1)!} + \gamma_{1,H} - 1 \right\} \lambda_1^{-1} \frac{\lambda_1^{k+2}}{(k+2)!} + \omega_{1,H} \lambda_1^{-1} \frac{\lambda_1^{k+2}}{(k+2)!}$$

$$+ \beta_{1,H} b_1 I_1 \lambda_1^{-1} \frac{\lambda_1^{k+2}}{(k+2)!} + \nu_{1,H} \lambda_1^{-1} \frac{\lambda_1^{k+1}}{(k+2)!}$$

$$+ \beta_{1,H}^+ \int_{n-1+\lambda_1}^{n-1+\lambda_1} \frac{(n - 1 + \lambda_1 - t)^k}{(k+1)!} \alpha_{1,H} \frac{M_{1,t}^+ d\Lambda_{1,t}^+}{\lambda_1}$$

$$+ \beta_{1,H}^- \int_{n-1+\lambda_1}^{n-1+\lambda_1} \frac{(n - 1 + \lambda_1 - t)^k}{(k+1)!} \alpha_{1,H} \frac{M_{1,t}^- d\Lambda_{1,t}^-}{\lambda_1}$$

$$+ 2 \nu_{1,H} \sigma_{1,n-1}^2 \int_{n-1+\lambda_1}^{n-1+\lambda_1} \left\{ \frac{1}{(k+1)!} - \frac{1}{(k+2)!} \right\} (n - 1 + \lambda_1 - t)^{k+2} \left( \frac{\alpha_{1,H}}{\lambda_1} \right)^2 Z_{1,t} dZ_{1,t}$$

$$+ \beta_{1,H}^+ \alpha_{1,H}^{-1} b_1 \int_{n-1+\lambda_1}^{n-1+\lambda_1} \frac{(n - 1 + \lambda_1 - t)^k}{(k+1)!} \left( \frac{\alpha_{1,H}}{\lambda_1} \right) \left( d\Lambda_{1,t}^+ - I_1^+ dt \right)$$

$$+ \beta_{1,H}^- \alpha_{1,H}^{-1} b_1 \int_{n-1+\lambda_1}^{n-1+\lambda_1} \frac{(n - 1 + \lambda_1 - t)^k}{(k+1)!} \left( \frac{\alpha_{1,H}}{\lambda_1} \right) \left( d\Lambda_{1,t}^- - I_1^- dt \right) + \frac{\alpha_{1,H}}{\lambda_1} R_1(k + 1).$$
Then, algebraic manipulations show

\[
R_1(0) = \int_{n-1}^{n-1+\lambda_1} \sigma^2_{i,t} dt \\
= \lambda_1[(\varphi_2 - 2\varphi_3)\nu_{1,H} + \varphi_2\beta_1 H_1 b_1 + \varphi_2\beta_2 H_2 b_1 + \varphi_2\omega_{1,H} + \{\varphi_2(\gamma_{1,H} - 1) + \varphi_1\} \sigma_{1,n-1}^2] \\
+ 2\nu_{1,H}\alpha^{-2}_{1,H} \int_{n-1}^{n-1+\lambda_1} \left\{ \frac{\alpha_{1,H}}{\lambda_1} (n - 1 + \lambda_1 - t) \right\} e^{\frac{\alpha_{1,H}}{\lambda_1} (n-1+\lambda_1-t) + 1} Z_{1,t} dZ_{1,t} \\
+ \beta^{-1}_{1,H}\alpha^{-1}_{1,H} \int_{n-1}^{n-1+\lambda_1} \left( e^{\lambda^{-1}_{1} \alpha_{1,H} (n-1+\lambda_1-t)} - 1 \right) M_{i,t} \, d\Lambda_{i,t}^+ \\
+ b_i^+ \int_{n-1}^{n-1+\lambda_1} \left( e^{\lambda^{-1}_{1} \alpha_{1,H} (n-1+\lambda_1-t)} - 1 \right) (d\Lambda_{i,t}^+ - I^+_i dt) \\
+ \beta_{1,H}\alpha_{1,H} \int_{n-1}^{n-1+\lambda_1} \left( e^{\lambda^{-1}_{1} \alpha_{1,H} (n-1+\lambda_1-t)} - 1 \right) M_{i,t} \, d\Lambda_{i,t}^+ \\
+ b_i^+ \int_{n-1}^{n-1+\lambda_1} \left( e^{\lambda^{-1}_{1} \alpha_{1,H} (n-1+\lambda_1-t)} - 1 \right) (d\Lambda_{i,t}^+ - I^+_i dt) \right\} \\
= \lambda_1 h_{1,n}(\theta) + D^c_{1,n} + D^l_{1,n} \text{ a.s.}
\]

The proof of Theorem 4(b) is similar to (a), so we omit it. ■

B.2 Proof of Theorem 2

To easy the notations, we use \( \theta \) instead of \( \theta^q \). Let \( \xi \) be a positive constant such that \(|x| < \xi\) for any \( x \in \{\alpha, \alpha_u, \beta, \beta_u, \kappa, \kappa_u\} \). Let

\[
\hat{L}_{n,m}(\theta) = -\frac{1}{2n} \sum_{i=1}^{n} \left\{ \log(h_{1,i}(\theta)) + \frac{RV_{1,i}/\lambda_1}{h_{1,i}(\theta)} + \log(h_{2,i}(\theta)) + \frac{RV_{2,i}/\lambda_2}{h_{2,i}(\theta)} \right\} = -\frac{1}{2n} \sum_{i=1}^{n} \hat{l}_i(\theta),
\]

\[
\tilde{L}_n(\theta) = -\frac{1}{2n} \sum_{i=1}^{n} \left\{ \log(h_{1,i}(\theta)) + \frac{IV_{1,i}/\lambda_1}{h_{1,i}(\theta)} + \log(h_{2,i}(\theta)) + \frac{IV_{2,i}/\lambda_2}{h_{2,i}(\theta)} \right\},
\]

\[
L_n(\theta) = -\frac{1}{2n} \sum_{i=1}^{n} \left\{ \log(h_{1,i}(\theta)) + \frac{h_{1,i}(\theta_0) + \log(h_{2,i}(\theta))}{h_{1,i}(\theta)} + \frac{h_{1,i}(\theta_0)}{h_{2,i}(\theta)} \right\},
\]

\[
\tilde{\psi}_{n,m}(\theta) = \frac{\partial \hat{L}_{n,m}(\theta)}{\partial \theta}, \quad \tilde{\psi}_{n}(\theta) = \frac{\partial \tilde{L}_n(\theta)}{\partial \theta}, \quad \psi_n(\theta) = \frac{\partial L_n(\theta)}{\partial \theta}.
\]

**Lemma 1.** Under Assumption 7(a), we have

(a) \( \sup_{t\in\mathbb{N}} E \left[ \sup_{\theta \in \Theta} h_{1,i}(\theta) \right] < \infty, \sup_{t\in\mathbb{N}} E \left[ \sup_{\theta \in \Theta} h_{2,i}(\theta) \right] < \infty, \sup_{t\in\mathbb{N}} E \left[ \sup_{\theta \in \Theta} \hat{h}_{1,i}(\theta) \right] \)
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Using the fact that \( g(d) \) for any \( l \), we first investigate the first derivatives of \( E_{\theta}^{\leq l,i} = \sup_{\theta \in \Theta} h_{l,i}(\theta) \leq 1 \), \( \kappa_{1,i} \leq \sup_{\theta \in \Theta} h_{l,i}(\theta) \leq 1 \), \( \alpha_{l,i} \leq 1 \), and \( \gamma_{i} \leq 1 \), we have

\[
\sup_{\theta \in \Theta} \left| \frac{\partial h_{l,i}(\theta)}{\partial \theta_j} \right|_{L_p} \leq C, \quad \sup_{\theta \in \Theta} \left| \frac{\partial^{2} h_{l,i}(\theta)}{\partial \theta_j \partial \theta_k} \right|_{L_p} \leq C, \quad \sup_{\theta \in \Theta} \left| \frac{\partial^{3} h_{l,i}(\theta)}{\partial \theta_j \partial \theta_k \partial \theta_q} \right|_{L_p} \leq C, \quad \text{where } \theta = (\theta_1, \ldots, \theta_18) = (\omega_1^0, \gamma_1, \alpha_1^0, \beta_1^0, \beta_2^0, \beta_2^- 1, \kappa_2^0, \alpha_2^0, \beta_2^{1+}, \beta_{21+}, \beta_{21-});
\]

(c) for any \( p \geq 1 \) and \( l, k, q \in \{1, \ldots, 18\} \), we have

\[
\sup_{\theta \in \Theta} \left| \frac{\partial \gamma_{i} \left( \frac{\partial h_{l,i}(\theta)}{\partial \theta_j} - \frac{\partial h_{l,i}(\theta)}{\partial \theta_j} \right) \right|_{L_p} < \infty;
\]

(d) for any \( l \in \{1, 2\} \) and \( j \in \{1, \ldots, 18\} \), we have

\[
Cm^{-1/4} \leq \sup_{\theta \in \Theta} \left| \frac{\partial h_{l,i}(\theta)}{\partial \theta_j} \right|_{L_2} \leq Cm^{-1/4}.
\]

**Proof of Lemma 1.** Consider (a). Let

\[
IJ_{l,i}^+ = \int_{\gamma_{i}(i-1)}^{\gamma_{i}(i)} (L_{i,s})^2 d\Lambda_{l,s}^+ \quad \text{and} \quad IJ_{l,i}^- = \int_{\gamma_{i}(i-1)}^{\gamma_{i}(i)} (L_{i,s})^2 d\Lambda_{l,s}^-
\]

Using the fact that \( h_{l,i}(\theta) = \omega_1^0 + \gamma_1 h_{l,i}(\theta) + \alpha_1^0 \lambda_1^{-1} IV_{1,i-1} + \beta_1^0 \lambda_1^{-1} IJ_{1,i-1}^- + \beta_1^0 \lambda_1^{-1} IJ_{1,i-1}^+ + \kappa_1^0 (1 - \lambda_1)^{-1} OV_{1,i-1} + \alpha_2^0 \lambda_2^{-1} IV_{2,i-1} + \beta_2^0 \lambda_2^{-1} IJ_{2,i-1}^+ + \beta_2^0 \lambda_2^{-1} IJ_{2,i-1}^- \), we can show that

\[
E \left[ \sup_{\theta \in \Theta} h_{l,i}(\theta) \right] = E \left[ \sup_{\theta \in \Theta} \left\{ \omega_1^0 (1 - \gamma_{1}(i-1)) + \alpha_1^0 \sum_{j=0}^{i-1} IV_{1,i-1-j} \gamma_{1}^j + \beta_1^0 \sum_{j=0}^{i-1} IJ_{1,i-1-j}^+ \gamma_{1}^j 
\right.
\]

\[
+ \beta_1^0 \sum_{j=0}^{i-1} IJ_{1,i-1-j}^- \gamma_{1}^j + \kappa_1^0 \sum_{j=0}^{i-1} OV_{1,i-1-j} \gamma_{1}^j + \alpha_2^0 \sum_{j=0}^{i-1} IV_{2,i-1-j} \gamma_{1}^j 
\]

\[
+ \beta_2^0 \sum_{j=0}^{i-1} IJ_{2,i-1-j}^+ \gamma_{1}^j + \beta_2^0 \sum_{j=0}^{i-1} IJ_{2,i-1-j}^- \gamma_{1}^j \right\} \right]
\]

\[
\leq \frac{\omega_u}{1 - \gamma_{u}} + C \frac{\xi}{1 - \gamma_{u}}.
\]

This implies that \( \sup_{\theta \in \Theta} E \left[ \sup_{\theta \in \Theta} h_{l,i}(\theta) \right] < \infty \). Similarly, we can show the bound for others.

Consider (b). We first investigate the first derivatives of \( h_{l,i}(\theta) \) with \( l = 1 \). \( h_{l,i}(\theta) \) does not depend on \( \omega_2^0, \gamma_2, \alpha_2^0, \beta_2^0, \beta_2^-, \kappa_2^0, \alpha_2^0, \beta_2^{1+} \) and \( \beta_2^{21-} \). Since \( h_{l,i}(\theta) \) is the linear function
of $\omega^q_1, \alpha^q_1, \beta^q_1, \kappa^q_1, \alpha^q_{12}, \beta^q_{12},$ and $\beta^q_{12-}$, we can show that

$$h_{l,i}(\theta)^{-1} \frac{\partial h_{l,i}(\theta)}{\partial \theta_j} \leq C \text{ a.s. for } j = 1, 3, 4, 5, 6, 7, 8, 9.$$  

In case of $\gamma_1$, simple algebra shows that

$$h_{1,i}(\theta)^{-1} \frac{\partial h_{1,i}(\theta)}{\partial \gamma_1} = h_{1,i}(\theta)^{-1} \left( h_{1,i-1}(\theta) + \gamma_1 \frac{\partial h_{1,i-1}(\theta)}{\partial \gamma_1} \right)$$

$$\leq h_{1,i}(\theta)^{-1} \sum_{r=0}^{i-2} \gamma_1^r h_{1,i-1-r}(\theta) + C$$

$$\leq \sum_{r=0}^{i-2} \gamma_1^r \left( \frac{h_{1,i-1-r}(\theta)}{\omega_1^q} \right)^s + C$$

$$\leq C \sum_{r=0}^{i-2} \gamma_1^r (h_{1,i-1-r}(\theta))^{sp} + C \text{ a.s.,}$$

where the second inequality is due to the fact that $x/(1 + x) \leq x^s$ for any $s \in [0, 1]$ and all $x \geq 0$. For given $p \geq 1$, we choose $s \in [0, 1]$ such that $E (h_{1,i-1-r}(\theta))^{sp} < \infty$. Then, by the fact that $\gamma < 1$, we have

$$\sup_{i \in \mathbb{N}} \left\| \sup_{\theta \in \Theta} h_{1,i}(\theta)^{-1} \frac{\partial h_{1,i}(\theta)}{\partial \gamma_1} \right\|_{L_p} \leq C.$$  

Similarly, we can show the bound for others.

Consider (c). We have

$$\frac{\partial^2 \hat{t}_i(\theta)}{\partial \theta_j \partial \theta_k \partial q} = \sum_{l=1}^{2} \left\{ \begin{array}{c} 1 - \frac{RV_{i,i}/\lambda_l}{\hat{t}_{l,i}(\theta)} \\ \frac{1}{\hat{t}_{l,i}(\theta)} \frac{\partial^2 \hat{t}_{l,i}(\theta)}{\partial \theta_j \partial \theta_k \partial q} \end{array} \right\}$$

$$+ \left\{ \begin{array}{c} 2 \frac{RV_{i,i}/\lambda_l}{\hat{t}_{l,i}(\theta)} - 1 \\ 2 \frac{RV_{i,i}/\lambda_l}{\hat{t}_{l,i}(\theta)} - 1 \\ \frac{1}{\hat{t}_{l,i}(\theta)} \frac{\partial \hat{t}_{l,i}(\theta)}{\partial \theta_j} \end{array} \right\}$$

$$+ \left\{ \begin{array}{c} 2 \frac{RV_{i,i}/\lambda_l}{\hat{t}_{l,i}(\theta)} - 1 \\ 2 \frac{RV_{i,i}/\lambda_l}{\hat{t}_{l,i}(\theta)} - 1 \\ \frac{1}{\hat{t}_{l,i}(\theta)} \frac{\partial \hat{t}_{l,i}(\theta)}{\partial \theta_k} \end{array} \right\}$$

$$+ \left\{ \begin{array}{c} 2 \frac{RV_{i,i}/\lambda_l}{\hat{t}_{l,i}(\theta)} - 1 \\ 2 \frac{RV_{i,i}/\lambda_l}{\hat{t}_{l,i}(\theta)} - 1 \\ \frac{1}{\hat{t}_{l,i}(\theta)} \frac{\partial \hat{t}_{l,i}(\theta)}{\partial \theta_q} \end{array} \right\}$$

$$\leq C.$$
Lemma 2. Under Assumption 1, we can show the bound for the others.

Similarly, we can show the bound for the others.

Since \( \hat{h}_{1,i}(\theta) \) and \( \hat{h}_{2,i}(\theta) \) are stay away from 0, we have for \( l \in \{1, 2\} \),

\[
E \left[ \sup_{\theta \in \Theta} \left| \frac{RV_{l,i} / \lambda_l}{\hat{h}_{l,i}(\theta)} \left\{ 1 + \frac{1}{\hat{h}_{l,i}(\theta)} \frac{\partial^2 \hat{h}_{l,i}(\theta)}{\partial \theta_j \partial \theta_k} \right\} \right| \right] \\
\leq C \|RV_{l,i}\|_{L_2} \left\| \sup_{\theta \in \Theta} \left| \frac{1}{\hat{h}_{l,i}(\theta)} \frac{\partial^2 \hat{h}_{l,i}(\theta)}{\partial \theta_j \partial \theta_k} \right| \right\|_{L_2} \leq C,
\]

where the first and second inequalities are due to Hölder’s inequality and Lemma (b), respectively. Similarly we can bound the rest of terms.

Consider (d). Simple algebra shows that

\[
\hat{h}_{1,i}(\theta) - h_{1,i}(\theta) = \frac{\alpha_{1}^g}{\lambda_1} \sum_{j=1}^{i-1} \gamma_1^{j-1} (RV_{1,i-1} - IV_{1,i-1}) + \frac{\beta_{1}^g}{\lambda_1} \sum_{j=1}^{i-1} \gamma_1^{j-1} (JV_{1,i-1}^+ - IJ_{1,i-1}^+) \\
+ \frac{\beta_{1}^g}{\lambda_1} \sum_{j=1}^{i-1} \gamma_1^{j-1} (JV_{1,i-1}^- - IJ_{1,i-1}^-) + \frac{\alpha_{2}^g}{\lambda_2} \sum_{j=1}^{i-1} \gamma_1^{j-1} (RV_{2,i-1} - IV_{2,i-1}) \\
+ \frac{\beta_{2}^g}{\lambda_2} \sum_{j=1}^{i-1} \gamma_1^{j-1} (JV_{2,i-1}^+ - IJ_{2,i-1}^+) + \frac{\beta_{2}^g}{\lambda_2} \sum_{j=1}^{i-1} \gamma_1^{j-1} (JV_{2,i-1}^- - IJ_{2,i-1}^-).
\]

Using the facts that \( |x| < \xi \) for any \( x \in \{\alpha_{1}^g, \beta_{1}^g, \beta_{1}^g, \alpha_{2}^g, \beta_{2}^g, \beta_{2}^g\} \) and \( 0 < \gamma_1 < 1 \), and the Assumption (e), we can easily show

\[
\sup_{i \in \mathbb{N}} \left\| \sup_{\theta \in \Theta} \left( \hat{h}_{1,i}(\theta) - h_{1,i}(\theta) \right) \right\|_{L_2} \leq C m^{-1/4}.
\]

Similarly, we can show the bound for the others. ■

**Lemma 2.** Under Assumption 1, \( \hat{\theta} \) converges to \( \theta_0 \) in probability.
Proof of Lemma 2. First, we will show that
\[
\sup_{\theta \in \Theta} |\hat{L}_{n,m}(\theta) - L_n(\theta)| \xrightarrow{p} 0.
\]
By the triangular inequality, we have
\[
|\hat{L}_{n,m}(\theta) - L_n(\theta)| \leq |\hat{L}_{n,m}(\theta) - \hat{L}_n(\theta)| + |\hat{L}_n(\theta) - L_n(\theta)|. \tag{B.1}
\]
For the first term on the right hand side of (B.1), we have
\[
|\hat{L}_{n,m}(\theta) - \hat{L}_n(\theta)| \leq \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \left| \log(\hat{h}_{l,i}(\theta)) - \log(h_{l,i}(\theta)) \right| + \left| \frac{RV_{l,i}/\lambda_l}{h_{l,i}(\theta)} - \frac{IV_{l,i}/\lambda_l}{h_{l,i}(\theta)} \right|.
\]
By Lemma 1(d), we have
\[
E \left[ \sup_{\theta \in \Theta} \frac{1}{2n} \sum_{i=1}^{n} \left| \log(\hat{h}_{l,i}(\theta)) - \log(h_{l,i}(\theta)) \right| \right] \leq \frac{C}{n} \sum_{i=1}^{n} E \left[ \sup_{\theta \in \Theta} \left| \hat{h}_{l,i}(\theta) - h_{l,i}(\theta) \right| \right] \leq Cm^{-1/4},
\]
where the first inequality is due to the fact that \(\hat{h}_{l,i}(\theta)\) and \(h_{l,i}(\theta)\) stay away from zero. By triangular inequality, we have
\[
\frac{1}{2n} \sum_{i=1}^{n} \left| \frac{RV_{l,i}/\lambda_l}{h_{l,i}(\theta)} - \frac{IV_{l,i}/\lambda_l}{h_{l,i}(\theta)} \right| \leq \frac{C}{n} \sum_{i=1}^{n} \left| \frac{IV_{l,i}}{h_{l,i}(\theta)h_{l,i}(\theta)} \right| + \frac{C}{n} \sum_{i=1}^{n} \left| \frac{RV_{l,i} - IV_{l,i}}{h_{l,i}(\theta)} \right|.
\]
By Hölder’s inequality and the fact that \(\hat{h}_{l,i}(\theta)\) and \(h_{l,i}(\theta)\) stay away from zero, we have
\[
E \left[ \sup_{\theta \in \Theta} \frac{C}{n} \sum_{i=1}^{n} \left| \frac{IV_{l,i}}{h_{l,i}(\theta)h_{l,i}(\theta)} \right| \right] \leq \frac{C}{n} \sum_{i=1}^{n} E \left[ \left| \frac{IV_{l,i}}{h_{l,i}(\theta)} \right| \sup_{\theta \in \Theta} \left| \hat{h}_{l,i}(\theta) - h_{l,i}(\theta) \right| \right] \leq \frac{C}{n} \sum_{i=1}^{n} \left\| IV_{l,i} \right\|_{L_2} \left\| \sup_{\theta \in \Theta} \left| \hat{h}_{l,i}(\theta) - h_{l,i}(\theta) \right| \right\|_{L_2} \leq Cm^{-1/4}
\]
and
\[
E \left[ \sup_{\theta \in \Theta} C \frac{1}{n} \sum_{i=1}^{n} \left| \frac{RV_{l,i} - IV_{l,i}}{h_{l,i}(\theta)} \right| \right] \leq C \frac{1}{n} \sum_{i=1}^{n} \left\| RV_{l,i} - IV_{l,i} \right\|_{L^2} \leq Cn^{-1/4},
\]
where the third inequality is due to Lemma 1(d). This implies that
\[
\sup_{\theta \in \Theta} |\hat{L}_{n,m}(\theta) - \hat{L}_{n}(\theta)| = O_p(m^{-1/4}).
\]

For the second term on the right hand side of (B.1), we have
\[
|\hat{L}_{n}(\theta) - L_{n}(\theta)| = \left| -\frac{1}{2n} \sum_{i=1}^{n} \left\{ \frac{D_{1,i}}{\lambda_1 h_{1,i}(\theta)} + \frac{D_{2,i}}{\lambda_2 h_{2,i}(\theta)} \right\} \right| \leq \left| \frac{1}{2n} \sum_{i=1}^{n} \frac{D_{1,i}}{\lambda_1 h_{1,i}(\theta)} \right| + \left| \frac{1}{2n} \sum_{i=1}^{n} \frac{D_{2,i}}{\lambda_2 h_{2,i}(\theta)} \right|.
\]

Since \( h_{l,i}(\theta) \) is adapted to \( F_{i-1} \), \( \frac{D_{l,i}}{h_{l,i}(\theta)} \) is also a martingale difference. Assumption \( \ref{b} \) implies that \( D_{1,i} \) and \( D_{2,i} \) are uniform integrable. The fact that \( \left| \frac{D_{l,i}}{h_{l,i}(\theta)} \right| \leq \frac{1}{c} |D_{l,i}| \) implies the uniform integrability of \( \left| \frac{D_{l,i}}{h_{l,i}(\theta)} \right| \). Thus, by Theorem 2.22 in \( \ref{HallerHeyde2014} \), we have \( |\hat{L}_{n}(\theta) - L_{n}(\theta)| \overset{p}{\to} 0 \).

To establish the uniform convergence, we define \( G_{n}(\theta) = \hat{L}_{n}(\theta) - L_{n}(\theta) \). If \( G_{n}(\theta) \) satisfies a weak Lipschitz condition, the uniform convergence can be obtained by Theorem 3 in \( \ref{Andrews1992} \). By the mean value theorem, there exists \( \theta^* \) between \( \theta \) and \( \theta' \) such that
\[
|G_{n}(\theta) - G_{n}(\theta')| = \left| \frac{1}{2n} \sum_{i=1}^{n} \sum_{i=1}^{n} \left[ \frac{\partial h_{l,i}(\theta^*)}{\partial \theta} \frac{D_{l,i}}{\lambda_1 h_{1,i}^2(\theta^*)} \right] (\theta - \theta') \right| 
\leq \frac{C}{n} \left\| \sum_{i=1}^{n} \sum_{i=1}^{n} \left[ \frac{\partial h_{l,i}(\theta^*)}{\partial \theta} \frac{D_{l,i}}{\lambda_1 h_{1,i}^2(\theta^*)} \right] \right\| \| (\theta - \theta') \|_{\text{max}}.
\]

By Hölder’s inequality and Lemma \( \ref{b} \), we have for \( j \in \{1, 2, \ldots, 18\} \),
\[
\left\| \frac{\partial h_{l,i}(\theta^*)}{\partial \theta_j} \frac{D_{l,i}}{\lambda_1 h_{1,i}^2(\theta^*)} \right\|_{L^1} \leq \left\| \sup_{\theta^* \in \Theta} \frac{\partial h_{l,i}(\theta^*)}{\partial \theta_j} \frac{D_{l,i}}{\lambda_1 h_{1,i}^2(\theta^*)} \right\|_{L^1} \leq C \left\| \sup_{\theta^* \in \Theta} \frac{\partial h_{l,i}(\theta^*)}{\partial \theta_j} \frac{D_{l,i}}{\lambda_1 h_{1,i}^2(\theta^*)} \right\|_{L^1}.
\]
\[
\leq C \left\| \sup_{\theta^* \in \Theta} \frac{\partial h_{t,i}(\theta^*)}{\partial \theta_j} \right\|_{L^2} \| D_{t,i} \|_{L^2} \leq C < \infty.
\]

Thus, \(G_n(\theta)\) satisfies a weak Lipschitz condition which implies that \(G_n(\theta)\) is stochastic equicontinuous and thus it uniformly converges to zero.

Now, we need to show the uniqueness of the maximizer of \(L_n(\theta)\). Simple algebra shows that

\[
\max_{\theta \in \Theta} L_n(\theta) \leq -\frac{1}{2n} \sum_{i=1}^{2} \sum_{l,i=1}^{n} \min_{\theta \in \Theta} \left( \log(h_{t,i}(\theta_{l,i})) + \frac{h_{t,i}(\theta_0)}{h_{t,i}(\theta_{l,i})} \right).
\]

Then \(\theta_{1,i}\) and \(\theta_{2,i}\) satisfies \(h_{1,i}(\theta_{1,i}) = h_{1,i}(\theta_0)\) and \(h_{2,i}(\theta_{2,i}) = h_{2,i}(\theta_0)\), respectively. Thus, if there exists \(\theta^* \in \Theta\) such that \(h_{1,i}(\theta^*) = h_{1,i}(\theta_0)\) and \(h_{2,i}(\theta^*) = h_{2,i}(\theta_0)\) for all \(i = 1, 2, \ldots, n\), then \(\theta^*\) is the maximizer. Suppose that there exists the maximizer \(\theta^*\) which is not the same as \(\theta_0\). Since

\[
h_{1,i}(\theta) = \omega^g_{1} + \gamma_1 h_{1,i-1}(\theta) + \alpha^g_{1} \lambda_{1}^{-1} IV_{1,i-1} + \beta^g_{1} \lambda_{1}^{-1} IJ_{1,i-1}^+ + \beta^g_{1} \lambda_{1}^{-1} IJ_{1,i-1}^-, \\
+ \kappa^g_{1} (1 - \lambda_{1})^{-1} OV_{1,i-1} + \alpha^g_{12} \lambda_{2}^{-1} IV_{2,i-1} + \beta^g_{12} \lambda_{2}^{-1} IJ_{2,i-1}^+ + \beta^g_{12} \lambda_{2}^{-1} IJ_{2,i-1}^-,
\]

\[
h_{2,i}(\theta) = \omega^g_{2} + \gamma_2 h_{2,i-1}(\theta) + \alpha^g_{2} \lambda_{2}^{-1} IV_{2,i-1} + \beta^g_{2} \lambda_{2}^{-1} IJ_{2,i-1}^+ + \beta^g_{2} \lambda_{2}^{-1} IJ_{2,i-1}^-,
\]

\[
\begin{pmatrix}
\omega^g_{01} - \omega^g_{1} \\
\gamma_{01} - \gamma^g_{1} \\
\alpha^g_{01} - \alpha^g_{1} \\
\beta^g_{01+} - \beta^g_{1+} \\
\beta^g_{01-} - \beta^g_{1-} \\
\kappa^g_{01} - \kappa^g_{1} \\
\alpha^g_{012} - \alpha^g_{12} \\
\beta^g_{012+} - \beta^g_{12+} \\
\beta^g_{012-} - \beta^g_{12-}
\end{pmatrix}
= 0 \quad \text{and} \quad
\begin{pmatrix}
\omega^g_{02} - \omega^g_{2} \\
\gamma_{02} - \gamma^g_{2} \\
\alpha^g_{02} - \alpha^g_{2} \\
\beta^g_{02+} - \beta^g_{2+} \\
\beta^g_{02-} - \beta^g_{2-} \\
\kappa^g_{02} - \kappa^g_{2} \\
\alpha^g_{021} - \alpha^g_{21} \\
\beta^g_{021+} - \beta^g_{21+} \\
\beta^g_{021-} - \beta^g_{21-}
\end{pmatrix}
= 0 \quad \text{a.s.,}
\]
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\[-\nabla \psi_n(\theta_0) \text{ is a positive definite matrix for } n \geq 18, \text{ and } -\nabla \psi_n(\theta_0) \overset{\Delta}{\rightarrow} B;\]
(b) \( \hat{\psi}_{n,m}(\theta_0) = O_p(n^{-1/2}) + O_p(m^{-1/4}) \);

c) \( -\sqrt{n}\hat{\psi}_n(\theta_0) = \frac{1}{\sqrt{n}} \left( \frac{1}{2} \sum_{i=1}^{n} \frac{\partial h_{l,i}(\theta)}{\partial \theta} h^{-1}_{l,i} \frac{D_{l,i}}{\lambda_l} + \frac{\partial h_{2,i}(\theta)}{\partial \theta} h^{-1}_{2,i} \frac{D_{2,i}}{\lambda_{2,i}} \right) \xrightarrow{d} N(0, A) \).

**Proof of Lemma 3.** Consider (a). Simple algebra shows

\[
-\nabla \psi_n(\theta_0) = \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \frac{\partial h_{l,i}(\theta_0)}{\partial \theta} \frac{\partial h_{l,i}(\theta_0)^\top}{\partial \theta} h^{-1}_{l,i}(\theta_0)^{-2} = \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} h_{\theta_0,l,i} h_{\theta_0,l,i}^\top,
\]

where \( h_{\theta_0,l,i} = \frac{\partial h_{l,i}(\theta_0)}{\partial \theta} h_{l,i}(\theta_0)^{-1} \). Suppose that \( -\nabla \psi_n(\theta_0) \) is not a positive definite matrix. Then, there exists non-zero \( \phi \in \mathbb{R}^{18} \) such that

\[
\frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \phi^\top h_{\theta_0,l,i} h_{\theta_0,l,i}^\top \phi = 0.
\]

This implies that \( h_{\theta_0,l,i}^\top \phi = 0 \) a.s. for any \( i = 1, \ldots, n \) and \( l = 1, 2 \).

Similar to the proofs of Lemma 4 in Kim and Wang (2016), we can show that \( \phi = 0 \) a.s., which is contradiction, using the fact that \( h_{l,i}(\theta_0) \) stays away from zero and \( (IV_{l,i}, IV_{2,i}, OV_{1,i}, OV_{2,i}, ID_{l,i}, ID_{2,i}, ID_{2,i}, IV_{2,i}, ID_{2,i})' \)'s are nondegenerate. Therefore, \( -\nabla \psi_n(\theta_0) \) is a positive definite matrix. On the other hand, we have \( -\nabla \psi_n(\theta_0) \xrightarrow{p} B \), by the ergodic theorem.

Consider (b). It is enough to show that

\[
\hat{\psi}_{n,m}(\theta_0) - \hat{\psi}_n(\theta_0) = O_p(m^{-1/4}) \tag{B.2}
\]

and

\[
\hat{\psi}_n(\theta_0) = O_p(n^{-1/2}).
\]

Simple algebra shows that

\[
\hat{\psi}_{n,m}(\theta_0) - \hat{\psi}_n(\theta_0) = \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \hat{h}_{l,i}^{-1}(\theta_0) \frac{\partial h_{l,i}(\theta_0)}{\partial \theta} - h_{l,i}^{-1}(\theta_0) \frac{\partial h_{l,i}(\theta_0)}{\partial \theta}
\]

\[
+ \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \frac{\partial h_{l,i}(\theta_0)}{\partial \theta} \frac{RV_{l,i}/\lambda_l}{h_{l,i}^2(\theta_0)} - \frac{\partial h_{l,i}(\theta_0)}{\partial \theta} \frac{IV_{l,i}/\lambda_l}{h_{l,i}^2(\theta_0)}. \tag{B.3}
\]

For the first term on the right hand side of (B.3), we can apply Minkowski’s inequality to
show that for any $j \in \{1, \ldots, 18\}$,

$$
\left\| -\frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \hat{h}_{l,i}^{-1}(\theta_0) \frac{\partial \hat{h}_{l,i}(\theta_0)}{\partial \theta_j} - h_{l,i}^{-1}(\theta_0) \frac{\partial h_{l,i}(\theta_0)}{\partial \theta_j} \right\|_{L_1}
\leq \left\| -\frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} h_{l,i}^{-1}(\theta_0) \hat{h}_{l,i}^{-1}(\theta_0) \frac{\partial \hat{h}_{l,i}(\theta_0)}{\partial \theta_j} \left( h_{l,i}(\theta_0) - \hat{h}_{l,i}(\theta_0) \right) \right\|_{L_1}
+ \left\| \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} h_{l,i}^{-1}(\theta_0) \left( \frac{\partial \hat{h}_{l,i}(\theta_0)}{\partial \theta_j} - \frac{\partial h_{l,i}(\theta_0)}{\partial \theta_j} \right) \right\|_{L_1}
\leq \frac{C}{n} \sum_{l=1}^{2} \sum_{i=1}^{n} \left\| \hat{h}_{l,i}^{-1}(\theta_0) \frac{\partial \hat{h}_{l,i}(\theta_0)}{\partial \theta_j} \right\|_{L_2} \left\| \hat{h}_{l,i}(\theta_0) - h_{l,i}(\theta_0) \right\|_{L_2}
+ \frac{C}{n} \sum_{l=1}^{2} \sum_{i=1}^{n} \left\| \frac{\partial \hat{h}_{l,i}(\theta_0)}{\partial \theta_j} - \frac{\partial h_{l,i}(\theta_0)}{\partial \theta_j} \right\|_{L_1}
\leq Cm^{-1/4},
$$

where the second and last inequalities are due to the fact that $\hat{h}_{l,i}(\theta_0)$, $h_{l,i}(\theta_0)$ stay away from zero and Hölder’s inequality, Lemma 1(b) and (d), respectively.

For the second term on the right hand side of (B.3), similar to the first term, we can show for any $j \in \{1, \ldots, 18\}$,

$$
\left\| \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \frac{\partial \hat{h}_{l,i}(\theta_0) RV_{l,i} / \lambda_l}{\hat{h}_{l,i}^2(\theta_0)} - \frac{\partial h_{l,i}(\theta_0) IV_{l,i} / \lambda_l}{h_{l,i}^2(\theta_0)} \right\|_{L_1}
\leq \left\| \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \hat{h}_{l,i}^{-2}(\theta_0) \frac{\partial \hat{h}_{l,i}(\theta_0)}{\partial \theta_j} \left( RV_{l,i} - IV_{l,i} \right) + IV_{l,i} \hat{h}_{l,i}^{-2}(\theta_0) \left( \frac{\partial \hat{h}_{l,i}(\theta_0)}{\partial \theta_j} - \frac{\partial h_{l,i}(\theta_0)}{\partial \theta_j} \right) \right\|_{L_1}
+ \left\| \frac{IV_{l,i}}{h_{l,i}(\theta_0)} \hat{h}_{l,i}^{-1}(\theta_0) \frac{\partial h_{l,i}(\theta_0)}{\partial \theta_j} (\hat{h}_{l,i}^2(\theta_0) - h_{l,i}^2(\theta_0)) \right\|_{L_1}
\leq \left\| \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \hat{h}_{l,i}^{-2}(\theta_0) \frac{\partial \hat{h}_{l,i}(\theta_0)}{\partial \theta_j} \left( RV_{l,i} - IV_{l,i} \right) \right\|_{L_1}
+ \left\| \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \frac{IV_{l,i}}{h_{l,i}(\theta_0)} \hat{h}_{l,i}^{-2}(\theta_0) \left( \frac{\partial \hat{h}_{l,i}(\theta_0)}{\partial \theta_j} - \frac{\partial h_{l,i}(\theta_0)}{\partial \theta_j} \right) \right\|_{L_1}
+ \left\| \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \frac{IV_{l,i}}{h_{l,i}(\theta_0)} \hat{h}_{l,i}^{-1}(\theta_0) \frac{\partial h_{l,i}(\theta_0)}{\partial \theta_j} (\hat{h}_{l,i}^2(\theta_0) - h_{l,i}^2(\theta_0)) \right\|_{L_1}
$$
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\[ \leq Cm^{-1/4} + \left\| \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} IV_{l,i} \frac{h_{l,i}^{-1}(\theta)}{h_{l,i}(\theta)} \frac{\partial h_{l,i}(\theta)}{\partial j} \left( h_{l,i}(\theta) - \hat{h}_{l,i}(\theta) \right) \frac{h_{l,i}(\theta) + \hat{h}_{l,i}(\theta)}{\hat{h}_{l,i}^2(\theta)} \right\|_{L_1} . \]

By the fact that \( IV_{l,i} = \lambda_l h_{l,i}(\theta) + D_{l,i} \), Minkowski’s inequality, and Hölder’s inequality, we have

\[ \leq \left\| \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \lambda_l h_{l,i}^{-1}(\theta) \frac{\partial h_{l,i}(\theta)}{\partial j} \left( h_{l,i}(\theta) - \hat{h}_{l,i}(\theta) \right) \frac{h_{l,i}(\theta) + \hat{h}_{l,i}(\theta)}{\hat{h}_{l,i}^2(\theta)} \right\|_{L_1} + \left\| \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} D_{l,i} h_{l,i}^{-1}(\theta) \frac{\partial h_{l,i}(\theta)}{\partial j} \left( h_{l,i}(\theta) - \hat{h}_{l,i}(\theta) \right) \frac{h_{l,i}(\theta) + \hat{h}_{l,i}(\theta)}{h_{l,i}(\theta) \hat{h}_{l,i}^2(\theta)} \right\|_{L_1} \]

\[ \leq \frac{C}{n} \sum_{l=1}^{2} \sum_{i=1}^{n} h_{l,i}^{-1}(\theta) \frac{\partial h_{l,i}(\theta)}{\partial j} \left( h_{l,i}(\theta) - \hat{h}_{l,i}(\theta) \right) h_{l,i}(\theta) \right\|_{L_1} + \frac{C}{n} \sum_{l=1}^{2} \sum_{i=1}^{n} h_{l,i}^{-1}(\theta) \frac{\partial h_{l,i}(\theta)}{\partial j} \left( h_{l,i}(\theta) - \hat{h}_{l,i}(\theta) \right) \left\|_{L_1} + \frac{C}{n} \sum_{l=1}^{2} \sum_{i=1}^{n} D_{l,i} h_{l,i}^{-1}(\theta) \frac{\partial h_{l,i}(\theta)}{\partial j} \left( h_{l,i}(\theta) - \hat{h}_{l,i}(\theta) \right) \right\|_{L_1} \]

\[ \leq \frac{C}{n} \sum_{l=1}^{2} \sum_{i=1}^{n} \left\| h_{l,i}^{-1}(\theta) \frac{\partial h_{l,i}(\theta)}{\partial j} \right\|_{L_2} \left\| h_{l,i}(\theta) - \hat{h}_{l,i}(\theta) \right\|_{L_2} \| h_{l,i}(\theta) \|_{L_2+\eta} + \frac{C}{n} \sum_{l=1}^{2} \sum_{i=1}^{n} \left\| h_{l,i}(\theta) \frac{\partial h_{l,i}(\theta)}{\partial j} \right\|_{L_2} \left\| \hat{h}_{l,i}(\theta) \right\|_{L_2} \]

\[ + \frac{C}{n} \sum_{l=1}^{2} \sum_{i=1}^{n} \left\| D_{l,i} \right\|_{L_4} \left\| h_{l,i}(\theta) \frac{\partial h_{l,i}(\theta)}{\partial j} \right\|_{L_4} \left\| \left( h_{l,i}(\theta) - \hat{h}_{l,i}(\theta) \right) \right\|_{L_2} \leq Cm^{-1/4}, \]

where the second and last inequalities are due to the fact that \( \hat{h}_{l,i}(\theta) \) and \( h_{l,i}(\theta) \) stay away from zero and Lemma(b) and (d), respectively. Thus, we have

\[ \hat{\psi}_{n,m}(\theta) - \hat{\psi}_n(\theta) = O_p(m^{-1/4}). \]
In case of \( \hat{\psi}_n(\theta_0) = O_p(n^{-1/2}) \), we have

\[
\hat{\psi}_n(\theta_0) = \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \frac{\partial h_{l,i}(\theta_0)}{\partial \theta_j} \frac{D_{l,i}}{\lambda_l h_{l,i}^2(\theta_0)}.
\]

By the tower property and Lemma 1(b), we can show for any \( j \in \{1, \ldots, 18\} \),

\[
E \left[ \left( \frac{1}{2n} \sum_{l=1}^{2} \sum_{i=1}^{n} \frac{\partial h_{l,i}(\theta_0)}{\partial \theta_j} \frac{D_{l,i}}{\lambda_l h_{l,i}^2(\theta_0)} \right)^2 \right] = \frac{1}{4n^2} \sum_{l=1}^{2} \sum_{i=1}^{n} E \left[ \left( \frac{\partial h_{l,i}(\theta_0)}{\partial \theta_j} \frac{h_{l,i}^{-2}(\theta_0)}{\lambda_l^2 h_{l,i}^2(\theta_0)} \right) \left( \frac{D_{l,i}^2}{h_{l,i}^2(\theta_0)} \right) \right]
\]

\[
\leq C \frac{2}{n^2} \sum_{l=1}^{2} \sum_{i=1}^{n} E \left[ \left( \frac{\partial h_{l,i}(\theta_0)}{\partial \theta_j} \right)^2 \frac{h_{l,i}^{-2}(\theta_0)}{\lambda_l^2 h_{l,i}^2(\theta_0)} \right] \leq C n^{-1}.
\]

(B.4)

where the second inequality is due to the fact that \( \hat{h}_{l,i}(\theta) \) and \( h_{l,i}(\theta) \) stay away from zero. Thus, we have

\( \hat{\psi}_n(\theta_0) = O_p(n^{-1/2}). \)

Finally, we establish

\( \hat{\psi}_{n,m}(\theta_0) = O_p(n^{-1/2}) + O_p(m^{-1/4}). \)

Consider (c). For any \( \pi \in \mathbb{R}^{18} \), let

\[
d_i = \pi^{\top} \left[ \frac{\partial h_{1,1}(\theta_0)}{\partial \theta} h_{1,1}^{-1}(\theta_0) \frac{D_{1,1}}{\lambda_1 h_{1,1}^2(\theta_0)} + \frac{\partial h_{2,1}(\theta_0)}{\partial \theta} h_{2,1}^{-1}(\theta_0) \frac{D_{2,1}}{\lambda_2 h_{2,1}^2(\theta_0)} \right].
\]

Then, \( d_i \) is a martingale difference, and similar to the proof of (B.4), we can show that \( E(d_i^2) < \infty \). (\( D_{1,i}, D_{2,i}, IV_{1,i}, IV_{2,i}, OV_{1,i}, OV_{2,i}, IJ_{1,i}^+, IJ_{2,i}^+, IJ_{1,i}^-, IJ_{2,i}^- \)'s are stationary and ergodic processes, thus, \( d_i \) is stationary and ergodic. Applying the martingale central limit theorem, we obtain \( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} d_i \xrightarrow{d} N(0, E(d_i^2)) \). Using Cramér-Wold device, we can show
that

\[-\sqrt{n} \hat{\psi}_n(\theta_0) = \frac{1}{\sqrt{n}} \left( \frac{1}{2} \sum_{i=1}^{n} \frac{\partial h_{1,i}(\theta)}{\partial \theta} h_{1,i}^{-1} D_{1,i} + \frac{\partial h_{2,i}(\theta)}{\partial \theta} h_{2,i}^{-1} D_{2,i} \right) \xrightarrow{d} N(0, A).\]

\[
\begin{aligned}
\text{Proof of Theorem 2.} & \quad \text{By the mean value theorem, there exists a } \theta^* \text{ between } \theta_0 \text{ and } \hat{\theta} \text{ such that}
\end{aligned}
\]

\[
\hat{\psi}_{n,m}(\hat{\theta}) - \hat{\psi}_{n,m}(\theta_0) = -\hat{\psi}_{n,m}(\theta_0) = \nabla \hat{\psi}_{n,m}(\theta^*)(\hat{\theta} - \theta_0).
\]

If \(-\nabla \hat{\psi}_{n,m}(\theta^*) \xrightarrow{p} -\nabla \psi_n(\theta_0)\) which is a positive definite matrix by Lemma 3(a), the convergence rate of \(\|\hat{\theta} - \theta_0\|_{\max}\) is the same as that of \(\hat{\psi}_{n,m}(\theta_0)\). Similar to the proofs of Theorem 2 (Kim and Wang, 2016), we can show

\[
\left\| \nabla \hat{\psi}_{n,m}(\theta^*) - \nabla \psi_n(\theta_0) \right\|_{\max} = o_p(1),
\]

by using the result of Lemma 1(c), Lemma 3(a) and Theorem 2. We can show that

\[
\sqrt{n}(\hat{\theta} - \theta_0) = -\sqrt{n}B^{-1} \hat{\psi}_{n,m}(\theta_0) = -\sqrt{n}B^{-1} \hat{\psi}_n(\theta_0) + O_p(n^{1/2}m^{-1/4}),
\]

where the first and last equality is due to Lemma 3(a) and (B.2), respectively. By Lemma 3(c), we conclude \(\sqrt{n}(\hat{\theta} - \theta_0) \xrightarrow{d} N(0, B^{-1}AB^{-1}).\) ■

B.3 Proof of Theorem 3

\[
\text{Proof of Theorem 3} \quad \text{Note that } \hat{L}_{1,n_1,n}(\theta) \text{ and } \hat{L}_{2,n_1,n}(\theta) \text{ are the same, except for index. Therefore, all statements for } \hat{\theta}_1 \text{ and } \hat{\theta}_2 \text{ in the proof of Theorem 2 are satisfied. We first show that}
\]

\[
\sqrt{n_1} \left( \begin{array}{c} \hat{\theta}_1 - \theta_1 \\ \hat{\theta}_2 - \theta_2 \end{array} \right) \xrightarrow{d} N(0, V),
\]
where \( V = \begin{pmatrix} B_1^{-1} A_1 B_1^{-1} & 0 \\ 0 & r B_2^{-1} A_2 B_2^{-1} \end{pmatrix} \). By Theorem 2, it is enough to show that the covariance terms between \( \hat{\theta}_1 \) and \( \hat{\theta}_2 \) converge to zero as \( n, m \to \infty \). For any \( l_1, l_2 \in \{1, 2\}^2 \), \( j_1, j_2 \in \{1, 2, \ldots, 18\}^2 \), \( i_1 \leq 0 \), and \( i_2 > 0 \), by the tower property, we can show that

\[
E \left[ \frac{\partial h_{l_1, i_1}(\theta_0)}{\partial \theta_{j_1}} h_{l_1, i_1}^{-2}(\theta_0) \frac{\partial h_{l_2, i_2}(\theta_0)}{\partial \theta_{j_2}} h_{l_2, i_2}^{-2}(\theta_0) D_{l_1, i_1} \right]

= 0,
\]

which implies the covariance terms between \( \hat{\theta}_1 \) and \( \hat{\theta}_2 \) converge to zero as \( n, m \to \infty \). By Slutsky’s theorem, we have \( \sqrt{n_1} \left( \hat{\theta}_1 - \hat{\theta}_2 - \delta \right) \overset{d}{\to} N(0, B_1^{-1} A_1 B_1^{-1} + r B_2^{-1} A_2 B_2^{-1}) \).

B.4 Proof of Proposition 1

Lemma 4. Let \( P_{m,i} \) and \( Q_{m,i} \), \( m, i \in \mathbb{N} \) are random variables such that \( \sup_i \| P_{i,m} \|_{L_1} \leq C \) and \( \sup_i \| Q_{i,m} \|_{L_1} \leq C m^{-1/4} \) as \( m \to \infty \). We have as \( n, m \to \infty \), \( \frac{1}{n} \sum_{i=1}^n P_{m,i} Q_{m,i} \xrightarrow{L} 0 \) if \( n^2 m^{-1} \to 0 \).

Proof of Lemma 4. We can apply Markov’s inequality and Hölder’s inequality to show that for given \( \epsilon > 0 \),

\[
P \left( \frac{1}{n} \sum_{i=1}^n P_{m,i} Q_{m,i} \geq \epsilon \right) \leq P \left( \frac{1}{n} \sum_{i=1}^n |P_{m,i} Q_{m,i}| \geq \epsilon \right) \leq \sum_{i=1}^n P \left( |P_{m,i} Q_{m,i}| \geq \epsilon \right) = \sum_{i=1}^n P \left( |P_{m,i} Q_{m,i}|^{1/2} \geq \epsilon^{1/2} \right) \leq \epsilon^{-1/2} \sum_{i=1}^n E \left[ |P_{m,i} Q_{m,i}|^{1/2} \right]
\]
Therefore, \( | \frac{1}{n} \sum_{i=1}^{n} P_{m,i} Q_{m,i} | \xrightarrow{p} 0 \) as \( n^2 m^{-1} \to 0 \). ■

Proof of Proposition 1. If \( \hat{A}_1, \hat{A}_2, \hat{B}_1, \) and \( \hat{B}_2 \) are consistent estimators, then we can show the consistency of the estimator for asymptotic variance by the continuous mapping theorem and Theorem 2. Then, by the Slutsky’s theorem, we can show the statement. Thus, it is enough to show that \( \hat{A}_1 \xrightarrow{p} A_1, \hat{A}_2 \xrightarrow{p} A_2, \hat{B}_1 \xrightarrow{p} B_1, \) and \( \hat{B}_2 \xrightarrow{p} B_2 \). Consider \( \hat{B}_2 \xrightarrow{p} B_2 \).

We first define

\[
B_2(\theta) = \frac{1}{4} E \left[ \sum_{l=1}^{2} \frac{\partial h_{l,1}(\theta)}{\partial \theta_j} \frac{\partial h_{l,1}(\theta)}{\partial \theta_k} h_{l,1}^{-2}(\theta) \right]
\]

and

\[
\hat{B}_2(\theta) = \frac{1}{4 n_2} \sum_{i=1}^{n_2} \sum_{l=1}^{2} \frac{\partial \hat{h}_{l,i}(\theta)}{\partial \theta_j} \frac{\partial \hat{h}_{l,i}(\theta)}{\partial \theta_k} h_{l,i}^{-2}(\theta).
\]

By Hölder’s inequality, we have

\[
E \left[ \sum_{l=1}^{2} \frac{\partial h_{l,1}(\theta)}{\partial \theta_j} \frac{\partial h_{l,1}(\theta)}{\partial \theta_k} h_{l,1}^{-2}(\theta) \right] \leq C \sum_{l=1}^{2} \left\| \frac{\partial h_{l,1}(\theta)}{\partial \theta_j} h_{l,1}^{-1}(\theta) \right\|_{L_2} \left\| \frac{\partial h_{l,1}(\theta)}{\partial \theta_k} h_{l,1}^{-1}(\theta) \right\|_{L_2}
\]

\[
\leq C
\]

for \( j, k \in \{1, \ldots, 18\} \), where the last inequality is due to Lemma 1(b). Since for all \( \theta \in \Theta \),

\[
u_{jk}(\theta) = \sum_{l=1}^{2} \frac{\partial h_{l,1}(\theta)}{\partial \theta_j} \frac{\partial h_{l,1}(\theta)}{\partial \theta_k} h_{l,1}^{-2}(\theta)
\]

is stationary and ergodic with finite expectation, we have

\[
\frac{1}{2 n_2} \sum_{i=1}^{n_2} \sum_{l=1}^{2} \frac{\partial h_{l,i}(\theta)}{\partial \theta_j} \frac{\partial h_{l,i}(\theta)}{\partial \theta_k} h_{l,i}^{-2}(\theta) \xrightarrow{p} B_{2jk}(\theta)
\]

for all \( \theta \in \Theta \),

by the martingale convergence theorem. By the Lemma 1(b), we can easily show that for any \( q \in \{1, \ldots, 18\} \),

\[
E \left[ \frac{\partial u_{ij}(\theta)}{\partial \theta_q} \right] < \infty,
\]

which implies that it is stochastic equicontinuous.
Thus, by Theorem 3 in Andrews (1992), we have

\[
\frac{1}{2n_2} \sum_{i=1}^{n_2} \sum_{l=1}^{2} \frac{\partial h_{t,1}(\theta)}{\partial \theta_j} \frac{\partial h_{t,1}(\theta)}{\partial \theta_k} h_{t,1}^{-2}(\theta) \xrightarrow{p} B_{2jk}(\theta) \quad \text{uniformly} \quad \theta \in \Theta \quad (B.5)
\]

and \( B_2(\theta) \) is continuous in \( \Theta \).

We now show that \( \sup_{\theta \in \Theta} \left\| \tilde{B}_2(\theta) - B_2(\theta) \right\|_{\max} \xrightarrow{p} 0 \). For any \( l \in \{1, 2\} \) and \( j, k \in \{1, \ldots, 18\} \), we have

\[
\frac{1}{n} \sum_{i=1}^{n} \left[ \frac{\partial \hat{h}_{t,1}(\theta)}{\partial \theta_j} \frac{\partial \hat{h}_{t,1}(\theta)}{\partial \theta_k} \hat{h}_{t,1}^{-2}(\theta) - \frac{\partial h_{t,1}(\theta)}{\partial \theta_j} \frac{\partial h_{t,1}(\theta)}{\partial \theta_k} h_{t,1}^{-2}(\theta) \right]
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\partial \hat{h}_{t,1}(\theta)}{\partial \theta_j} - \frac{\partial h_{t,1}(\theta)}{\partial \theta_j} \right) \frac{\partial \hat{h}_{t,1}(\theta)}{\partial \theta_k} \hat{h}_{t,1}^{-2}(\theta)
\]

\[
+ \frac{1}{n} \sum_{i=1}^{n} \frac{\partial h_{t,1}(\theta)}{\partial \theta_j} \frac{\partial \hat{h}_{t,1}(\theta)}{\partial \theta_k} \hat{h}_{t,1}^{-2}(\theta) h_{t,1}^{-1}(\theta) \left( \hat{h}_{t,1}(\theta) - h_{t,1}(\theta) \right)
\]

\[
+ \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\partial \hat{h}_{t,1}(\theta)}{\partial \theta_k} - \frac{\partial h_{t,1}(\theta)}{\partial \theta_k} \right) \frac{\partial h_{t,1}(\theta)}{\partial \theta_j} h_{t,1}^{-1}(\theta) \hat{h}_{t,1}^{-1}(\theta)
\]

\[
+ \frac{1}{n} \sum_{i=1}^{n} \frac{\partial h_{t,1}(\theta)}{\partial \theta_j} \frac{\partial h_{t,1}(\theta)}{\partial \theta_k} \hat{h}_{t,1}^{-1}(\theta) h_{t,1}^{-2}(\theta) \left( \hat{h}_{t,1}(\theta) - h_{t,1}(\theta) \right) . \quad (B.6)
\]

By Lemma 1(b) and (d) and the fact that \( \hat{h}_{t,1}(\theta) \) and \( h_{t,1}(\theta) \) stay away from zero, we have

\[
\sup_{i \in \mathbb{N}} \left\| \sup_{\theta \in \Theta} \left[ \frac{\partial \hat{h}_{t,1}(\theta)}{\partial \theta_j} - \frac{\partial h_{t,1}(\theta)}{\partial \theta_j} \right] \right\|_{L_1} \leq C m^{-1/4} \quad \text{and} \quad \sup_{i \in \mathbb{N}} \left\| \sup_{\theta \in \Theta} \left[ \frac{\partial \hat{h}_{t,1}(\theta)}{\partial \theta_k} \hat{h}_{t,1}^{-2}(\theta) \right] \right\|_{L_1} \leq C
\]

Thus, by Lemma 4 we have

\[
\left| \frac{1}{n} \sum_{i=1}^{n} \sup_{\theta \in \Theta} \left[ \frac{\partial \hat{h}_{t,1}(\theta)}{\partial \theta_j} - \frac{\partial h_{t,1}(\theta)}{\partial \theta_j} \right] \frac{\partial \hat{h}_{t,1}(\theta)}{\partial \theta_k} \hat{h}_{t,1}^{-2}(\theta) \right| \xrightarrow{p} 0.
\]

Similarly, we can show that the other terms in (B.6) converges to zero in probability. Therefore, by (B.5), we have

\[
\sup_{\theta \in \Theta} \left\| \tilde{B}_2(\theta) - B_2(\theta) \right\|_{\max} \xrightarrow{p} 0.
\]
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Since $B_2(\theta)$ is continuous in $\Theta$, $\sup_{\theta \in \Theta} \| \hat{B}_2(\theta) - B_2(\theta) \|_{\max} \xrightarrow{p} 0$, and $\hat{\theta} \xrightarrow{p} \theta_0$, we have

$$\| \hat{B}_2(\hat{\theta}) - B_2(\theta_0) \|_{\max} \leq \sup_{\theta} \| \hat{B}_2(\theta) - B_2(\theta) \|_{\max} + \| B_2(\hat{\theta}) - B_2(\theta_0) \|_{\max} = o_p(1).$$

Similarly, we can show that $\hat{A}_1$, $\hat{A}_2$, and $\hat{B}_1$ are consistent estimators for $A_1$, $A_2$, and $B_1$, respectively.

**B.5 Proof of Proposition 2**

**Proof of Proposition 2** Proposition 2 is an immediate consequence of Proposition 1. ■