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ABSTRACT

The emergence and progression of cancers is accompanied by a dysregulation of transcriptional programs. The three-dimensional (3D) organization of the human genome has emerged as an important multi-level mediator of gene transcription and regulation. In cancer cells, this organization can be restructured, providing a framework for the deregulation of gene activity. The CTCF protein, initially identified as the product from a tumor suppressor gene, is a jack-of-all-trades for the formation of 3D genome organization in normal cells. Here, we summarize how CTCF is involved in the multi-level organization of the human genome and we discuss emerging insights into how perturbed CTCF function and DNA binding causes the activation of oncogenes in cancer cells, mostly through a process of enhancer hijacking. Moreover, we highlight non-canonical functions of CTCF that can be relevant for the emergence of cancers as well. Finally, we provide guidelines for the computational identification of perturbed CTCF binding and reorganized 3D genome structure in cancer cells.

© 2022 The Authors. Published by Elsevier B.V. on behalf of Research Network of Computational and Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Cancer cells display profoundly reorganized gene expression programs, which are modulated by changes in transcription factor binding at cis-regulatory elements (CREs: promoters and enhancers) and differences in promoter enhancer contacts [1]. As a consequence, oncogenes may become activated and tumor-suppressor genes may become repressed. Whereas the genes whose activity is changed can vary between different types of cancer cells, the underlying cause of gene deregulation usually incorporates similar genomic changes. These genomic changes can be classified into two non-exclusive mechanisms: genetic changes and epigenetic changes. Genetic changes directly affect the DNA sequence and can encompass anything from single nucleotide substitutions to large-scale structural variation like chromosome copy number variation (CNV) or chromosomal rearrangements. The consequences of these changes can be diverse, ranging from changes in gene dose, fusions between genes, changes to protein coding sequence or changes to the gene regulatory information in the genome. Epigenetic changes include modifications to DNA methylation patterns and the redistribution of activating and repressive histone modifications. The outcome of these epigenetic changes is generally more restricted to changes in transcriptional output. Nonetheless, both types of changes are well-established as causes for the emergence and progression of various cancers [2]. Importantly, these mechanisms are not mutually exclusive, with late-stage cancer cells often displaying profound reorganization of both their genome and epigenome [3].

Interestingly, the ever-evolving advances in genomics technologies have identified an intimate relationship between the three-dimensional (3D) organization of the genome and transcriptional activity, with reorganization of genome structure observed in many cancer types. An important DNA-binding factor, the CTCF insulator protein (CCCTC-binding factor), has emerged as a jack-of-all-trades in 3D genome organization [4–7]. Increasing evidence is accumulating that various perturbations of CTCF function, including reorganized DNA binding, can act as key factors in cancer-associated transcriptional reorganization.

In this review, we will first discuss global insights from recent studies on 3D genome organization, with a particular focus on the essential functions of the CTCF protein. Next, we will detail the different categories of CTCF perturbations that are observed in cancer cells, and how they may lead to cancerous transformation. In the last part, we provide guidelines on how genomics studies can be performed to determine the impact of CTCF perturbations on the 3D organization of cancer genomes.

2. 3D organization of the genome in the mammalian cell nucleus

Besides the coding sequence of genes, the genome also contains the regulatory instructions for the timing (when), the location (where) and the level (how much) of gene activity. These regulatory instructions are encoded within CREs, which include promoters and enhancers. In normal human cells, this regulatory information is contained within a diploid genome that is made up of 46 chromosomes, which in turn is nearly two meters in length. To fit these chromosomes within the interphase cell nucleus of around 10 μm in diameter, a large degree of compaction is needed. A further prerequisite is that these compacted chromosomes can faithfully maintain essential functions such as gene expression, DNA replication and repair. During interphase, a trade-off must therefore be achieved between DNA compaction and accessibility (as compared to the extremely compacted state of chromosomes during mitosis).

Evolving technological innovations have made it possible to uncover the 3D organization of chromosomes at ever-improving resolution. Super-resolution and live-cell imaging can nowadays reveal 3D genome organization at the nanometer-scale within individual cells, yet these approaches require the pre-selection of probes to target loci or structures of interest. As a result, these assays are less suited for explorative and genome-wide analyses. Genome-wide explorations, i.e. studies without the need for pre-selection of the genomic regions included in the assay, can be performed using genomics-based assays from the chromosome conformation capture (3C) family [8]. 3C technology is based on proximity ligation, whereby DNA fragments that are in close proximity are cross-linked, followed by DNA fragmentation and enzymatic ligation of fragments that remained close due to their crosslinks. The frequency of detection of the resulting chimeric DNA molecules subsequently serves as a proxy for initial proximity in the nucleus. Initially these chimeras were characterized using PCR, Sanger sequencing or microarrays. Nowadays the state-of-the-art is to use high-throughput sequencing, with developments of a wide range of 3C-derivative techniques in recent years. These advances are generally aimed at expanding the interaction throughput (up to the genome-wide level), at increasing resolution, at focusing on specific aspects of genome organization or at reducing costs of the experiments (see for review e.g. [9–11]). Particularly the development of Hi-C (high-throughput 3C) has been instrumental in our understanding of structure-function relationships in 3D genome organization, as it allows the detection of genomic interactions at high resolution between regions anywhere in the genome (all-vs-all interactions) [12].

Whereas 3C assays have tremendously advanced our understanding of the principles that govern 3D genome organization, these observations were mostly made from studies on large populations of cells. Most insights are therefore based on the description of averages in the population, which are not always reconciled by imaging experiments [13,14]. Although a few single-cell 3C-based studies have been reported, they generated data at a more moderate resolution and within a relatively limited number of cells. Many studies have therefore preferred to combine data from both imaging and genomics. Recent technological developments in the field of "spatial genomics" have taken this a step further, by directly allowing the positioning of specific DNA sequences within the cell nucleus [15–17]. The 3D organization of chromosomes in human cells is not random, with distinct types of organization visible at different levels. At the first level, as observed by fluorescence in situ hybridization (FISH), each interphase chromosome occupies its own distinct "chromosome territory" (CT) in the nucleus [18]. The radial positioning of CTS is linked to gene activity, with inactive heterochromatin preferentially located at the periphery of the nucleus and gene-rich euchromatic regions more towards the interior. Indeed, the repositioning of proto-oncogenes within the cell nucleus has
been observed in breast cancer cells, confirming the intimate link between global genome organization and transcriptional activity [19].

Hi-C has subsequently allowed the identification of multiple scales of 3D genome organization within chromosomes. The first Hi-C study provided interaction maps at a resolution of 1 Megabase (Mb), allowing a first genome-wide view of chromosomal domain positioning in human cells. These Hi-C maps, which are a 2D representation of 3D interactions among all regions within chromosomes, revealed a ‘plaid’ pattern of alternating interactions among domains of several megabases in size (Fig. 1A). At the multi-Mb scale, the human genome is thus spatially separated into two types of Hi-C compartments, with contacts between the same type of domains (homotypic domains) being able to interact over long distance and between chromosomes, and contacts between different types of compartments (heterotypic domains) being depleted. These mutually exclusive compartments have been named A and B compartments, with the A compartment being enriched for gene-rich and actively-transcribed regions and the B compartment being more gene-poor and mostly transcriptionally inactive [12].

With further improvements to the resolution of Hi-C experiments, interaction maps revealed the organization of human chromosomes at the sub-Mb scale into discrete domains [20,21]. These domains, which were named “topologically associating domains” (TADs), are defined as regions where 3D interactions within the domain are considerably enriched as compared to interactions with neighboring TADs (Fig. 1B). Intersection with other types of genomics data have revealed that CREs that regulate the same gene (i.e. promoters and enhancers) co-occupy the same TAD, giving rise to the idea that they constitute insulated regulatory neighborhoods that restrict enhancer-promoter interactions [22–24].

At the highest resolution, two further types of organization have been detected at length scales that are generally smaller than TADs. Large numbers of DNA loops have been identified, both between CREs (i.e. promoter-promoter, promoter-enhancer and

---

**Fig. 1. Different scales of intra-chromosomal 3D genome organization in human cells and their corresponding appearance in Hi-C interaction maps.** A: Hi-C compartments (also known as A and B compartments) constitute the largest scale of organization and represent alternating active regions and inactive regions that each preferentially engage in homotypic interactions. B: TADs are sub-Megabase domains embedded within Hi-C compartments. Within a TAD, interactions are enriched over surrounding domains. TADs appear as triangles along the diagonal of the Hi-C map. C: DNA loops represent interactions between two genomic loci, e.g. an enhancer and a promoter (red and blue bars) or the two extremities of a TAD (purple bars). They appear as a punctuated increase of signal (black dots) within or on top of a TAD in a Hi-C map. Below each schematic Hi-C map, approximate length-scales are indicated. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
enhancer-enhancer contacts) and among sites bound by the CTCF insulator protein [25–28]. A schematic illustration of DNA loops is depicted in (Fig. 1C), where they emerge as singular dots within the Hi-C map. In parallel, genomic regions that carry stretches of the same histone modifications can form local aggregates, so-called contact domains. Similar to Hi-C compartments, contact domains that carry the same histone modifications can cluster over long distances and between chromosomes [25].

3. The CTCF insulator protein and 3D genome organization

The discovery of the CTCF insulator protein, or CCCTC-binding factor, was first reported by Lobanenkov and colleagues, who detected a strong association of this protein with three regulatory regions flanking the chicken c-myc gene [29]. CTCF is a well-conserved DNA-binding protein that is found in metazoa, with a particularly strong conservation in vertebrates [30]. The many regulatory functions of human CTCF are a direct consequence of the complex structure of this protein, which incorporates 11 distinct zinc finger domains [31] (Fig. 2). These zinc fingers (ZF), alone or in combination, allow binding to a range of DNA sequences, as well as to RNA and other proteins [32].

CTCF is ubiquitously expressed and several studies have confirmed its essential nature, either in cell survival or cell proliferation (see e.g. [33–36]). CTCF is thought to be the only insulator protein in somatic human cells. A closely-related paralogue, CTCL or BORIS (Brother of Regulator of Imprinted Sites) is present in spermatocytes, where it binds a subset of CTCF sites in the genome [37,38]. Incorrect activation of BORIS has been observed in many different types of cancer, where its competition with CTCF for binding regions (RBRs) in the protein, which include the ZFs 1, 10 and 11 and a part of the C-terminal domain [52] (Fig. 2).

Understanding the different functions of the CTCF insulator protein is the key to establish the involvement of different levels of 3D genome organization in gene regulation, as this jack-of-all-trades protein itself, in its activity or in its patterns of binding to the DNA have been found to influence transcriptional programs in cancer cells as well. A precise characterization of the changes in the structure and function of CTCF is therefore essential to unravel the relationships between reorganization of 3D genome structure and transcriptional deregulation in cancer cells.

3.1. What is known about binding of CTCF in the genome?

Genomics studies have reported several tens of thousands of CTCF binding sites (CBSs) in the human genome, with many constitutive sites bound in all or nearly all cell types and some sites being highly cell type specific [41–44]. Initial genome-wide characterization of CTCF binding revealed a complex and non-symmetric consensus binding motif, which permits binding of the protein to a wide range of related DNA sequences [44] (Fig. 2). This recognition of diverse sequences is achieved through the combinatorial use of its 11 ZFs, with deletion and structural studies identifying that ZFs 3 to 7 each interact with 3 bases of a 15 bp core binding motif [45,46]. Upstream and downstream DNA binding motifs have been identified as well, which provide further selectivity of CTCF binding at subsets of CBSs [45,47]. Further fine tuning may be achieved through the implication of additional ZFs, with ZF3 only being crucial when both the core motif and a downstream motif are bound and ZF8 improving the stability of CTCF binding to the DNA [45,48].

DNA methylation has been identified as an important determinant for differential DNA binding, with the presence of methylated CpG dinucleotides at two positions in the consensus binding motif directly interfering with CTCF binding [41,46,49,50] (Fig. 2, lollipops). However, changes in DNA methylation alone cannot explain all changes in CTCF binding between cell types, as the majority of differentially bound CTCF motifs do not contain CpG dinucleotides and upon demethylation most CpG dinucleotide-containing motifs remain unbound [41,51]. Changes in DNA methylation in the region around the CBS can also influence CTCF binding, thereby further extending the effect of this modification [52]. This may be linked to the unique pattern of nucleosome positioning around sites that are bound by CTCF, with differences in remodeling capacity providing a potential explanation for cell-type specific binding at individual sites [53,54].

The association of CTCF with RNA has been implicated in the reorganization of CTCF occupancy at its DNA binding sites as well, with blocking of transcription leading to a moderate reduction in global CTCF binding levels. Deletion studies have identified RNA binding regions (RBRs) in the protein, which include the ZFs 1, 10 and 11 and a part of the C-terminal domain [55–57] (Fig. 2).

Binding of RNA can promote the oligomerization of CTCF, whereas perturbations in the RBRs can cause a complete loss of binding at subsets of CBSs and the misregulation of hundreds of genes. The
interaction of the CTCF RBRs with RNA may thus promote the spatial clustering of CTCF within the nuclear space, which in turn may instruct binding to a subset of sites in the genome and may influence global binding affinities through either direct or more indirect effects as well.

Similarly, post-translational modifications can regulate various aspects of CTCF binding (Fig. 2). In the absence of phosphorylation of either the C-terminal domain or the linkers between certain ZFs, the activity of a large number of genes becomes deregulated [58,59]. In the case of the C-terminally phosphorylated variant of CTCF, it was found to specifically occupy a subset of CBSs. Phosphorylation therefore appears to further modulate CTCF binding specificity. In contrast, poly(ADP-ribosylation) (PARylation) of the N-terminal CTCF domain can inhibit DNA binding [60]. Upon PARylation, CTCF relocates to the cytoplasm and binding to most sites is strongly reduced. DNA binding of CTCF can be regulated by other proteins as well, although the reported effects are often limited to few gene loci (CTCF protein partners reviewed in [61]). Finally, CTCF does not only compete for binding to the DNA with other proteins as well, but at subsets of sites competition occurs with the binding of the Jpx noncoding RNA as well [62].

3.2. What are the different regulatory functions of CTCF?

CTCF was initially identified as a transcriptional repressor, because of its negative impact on the expression of the chicken c-myc gene [29,31]. Subsequent studies revealed that CTCF binds so-called insulator elements in the genome, which are short DNA sequences that prevent DNA contacts between promoters and enhancers when positioned in-between these CREs [30]. Due to this conserved function in enhancer blocking, CTCF has become known as an insulator protein. While enhancer blocking mostly results in transcriptional silencing, CTCF occupancy has also been found to activate genes, like the APP (Amyloid Beta Precursor Protein) gene [63]. This capacity thus distinguishes the CTCF insulator protein from more conventional repressors. Here, we discuss how CTCF achieves these different regulatory functions.

3.2.1. TAD insulation

TADs represent discrete domains in the human genome where the insulation between neighboring domains promotes enhancer blocking. Based on this similarity with insulator elements, it may not be surprising that CTCF binding is strongly enriched at the boundaries between TADs [20]. The functional link between insu-

![Fig. 3. Functions of CTCF in transcriptional regulation and impact of perturbed CTCF binding in cancer cells. A: TAD insulation, enhancer-promoter looping and heterochromatin barrier function through CTCF binding. A schematic Hi-C map with 3 TADs and simulated CTCF, Rad21 (cohesin complex) and H3K27me3 ChIP-seq are depicted. The yellow gene (center TAD) is inactive because of the enhancer-blocking activity of CTCF at the TAD boundary. The green gene on the right is activated by its enhancer though DNA loop formation. B: Schematic chromatin organization of the 3 TADs from panel A, showing the relative position between neighboring TADs, the containment of heterochromatin and the physical proximity between the green gene and its enhancer at loop anchors mediated by CTCF and the cohesin complex. C: Consequence of changes in the DNA sequence or methylation status of a CBS on TAD structure. Perturbation of CTCF binding at the CBSs that separate TAD 2 and TAD 3 (purple arrow) causes a fusion between the domains. This allows the hijacking of the enhancer located in former TAD 3 by the gene previously located in TAD 2. D: Schematic chromatin organization of the TADs from panel C. TAD 2 and 3 have fused, with the disruption of the boundary causing enhancer hijacking and gene activation. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image-url)
litor elements and TADs provides a further insight into how enhancer blocking is achieved within the 3D space of the nucleus. CTCF binding coincides with an accumulation of the cohesin complex, a ring-shaped protein complex that can entrap DNA \[64,65\]. Combinations of biophysical modeling and experimental studies where CTCF, the cohesin complex subunit RAD21 or the cohesin loading factor NIPBL were depleted from the DNA have revealed that TADs are formed through a process of loop extrusion \[66–70\]. In this mechanism, the cohesin complex is loaded on the DNA where it extruding function starts to actively create a loop of increasing size. When the complex encounters CTCF bound to the DNA, loop extrusion on this side will be blocked, whereas it continues in the other direction until it encounters CTCF as well. The result of blocking on both sides, particularly when involving multiple copies of the cohesin complex, creates a TAD with enriched contacts within the domain. Interestingly, the efficiency of blocking by the CTCF protein depends on the orientation of binding to the DNA template, as mediated by its non-symmetrical binding motif \[25,71,72\] (Figs. 2 and 3A and B). Indeed, up to 95% of CBSs at the boundaries that surround TADs are in a convergent orientation, which allows the most efficient blocking of loop extrusion \[25,71–74\]. The CTCF-mediated blocking of loop extrusion on both sides of a TAD can bring the CBSs at the boundaries in spatial proximity. Indeed, at the summit of many TADs, an enrichment of signal can be observed that reflects the association between the two boundaries (Fig. 3A). Due to this apparent presence of a DNA loop between these CBSs in Hi-C maps, TADs and other CTCF-mediated structures are also referred to as “loop domains” \[25\].

3.2.2. Enhancer-promoter looping

Although CTCF binding is strongly enriched at TAD boundaries, the majority of CBSs are found elsewhere in the genome. Within TADs, the formation of DNA loops between enhancers and their target promoters can also depend on CTCF binding. Importantly, CTCF needs to bind both the promoter and the enhancer to promote the formation of such interactions, which can achieve gene activation across large genomic distances. Thousands of genes are thought to benefit from CTCF-mediated enhancer-promoter interactions, as removal of CTCF leads to both a loss of enhancer-promoter loops and a decrease in activity of subsets of genes \[75,76\] (Fig. 3A and B).

Depending on where it binds in the genome, CTCF can thus both prevent the formation of enhancer-promoter interactions, if present at TAD boundaries, or promote enhancer-promoter contacts, if bound at CRES. This paradox confirms the versatility of this jack-of-all-trades in gene regulation and 3D genome structure.

3.2.3. Heterochromatin/euchromatin segregation

Whereas removal of CTCF does not appear to directly affect the presence of A/B compartments in Hi-C interactions maps \[66\], it does have an impact on the spread of heterochromatin domains across the genome, although most likely in a cohesin-independent manner \[77\]. CTCF binding is enriched at the boundaries between regions that carry the repressive H3K27me3 histone mark and active histone marks, which can both form intra-TAD contact domains \[25,78\]. The role of CTCF at these boundaries is not well established though, as a strong reduction of CTCF levels in the cell does not noticeably change the spread of the H3K27me3 mark \[66\]. In contrast, upon removal of a single CBS in the mouse genome, a noticeable invasion of an active mark into a H3K27me3-marked domain could be observed \[79\]. CTCF binding may thus protect the integrity of H3K27me3-marked contact domains, rather than prevent the spread of this heterochromatin mark.

4. CTCF binding changes and 3D genome reorganization in cancer cells

CTCF is involved in gene regulation through a diverse range of mechanisms, including the formation of multiple layers of 3D genome organization. As a result, its perturbed function may cause misexpression of oncogenes and tumor suppressor genes. In this section, we will focus on the different mechanisms whereby incorrect binding to the genome contributes to the cancerous state. For this purpose, we distinguish three categories of changes: changes in the amount of CTCF protein, changes in CTCF protein function and changes in CTCF binding to the genome.

4.1. Category 1: Changes in CTCF dosage

CTCF is known as a tumor suppressor, with a deletion or inactivation of the gene detected in a range of cancers \[40,80–83\]. Interestingly though, CTCF function is essential for cell proliferation and cell survival in normal cells and particularly during development \[33–36\]. The maintenance or promotion of cell proliferation in cancers thus requires additional transformation events. Indeed, both in endometrial cancer and immortalized MEFs, haploinsufficiency of CTCF results in the downregulation of tumor-suppressor genes and the upregulation of estrogen-sensitive genes \[34,84\]. Moreover, CTCF haploinsufficiency in mouse cells causes destabilization of DNA methylation patterns and increased cancer susceptibility \[85\]. A reduction of CTCF levels may thus further promote cellular transformation and proliferative capacity. Conversely, upregulation of CTCF has also been described in certain cancers. In hepatocellular carcinoma cells, CTCF dosage can be increased, which correlates with poorer prognosis. A reduction of CTCF protein amounts in these cells diminishes cell proliferation and, in mouse models, inhibits tumor progression \[86\]. In breast cancer, CTCF overexpression has been proposed to provide a proliferative advantage protecting cancer cells from apoptosis \[87\].

More recently, changes in CTCF dosage have also been linked to the reversible epithelial-mesenchymal transition in breast cancers, where CTCF upregulation favors the mesenchymal phenotype while its downregulation favors the epithelial traits via transcriptional changes \[88\]. Combined, these observations indicate that correct physiological levels of CTCF are essential for normal cellular function. Depending on the cancer type, and their genomic transformations, either the decrease or increase of CTCF dosage may associate with uncontrolled proliferation.

4.2. Category 2: Changes in CTCF protein function

Besides mutations that completely abrogate the CTCF function (null mutations), other mutations can induce changes to its functionality (missense mutations). A number of studies have characterized recurrent missense mutations in various cancers, which are particularly enriched in the ZFs \[81,89,90\]. These mutations can be further divided into those that perturb the structure of a ZF, and therefore the interaction with the zinc moiety, and those that have an impact on the binding capacity to specific DNA motifs. Deletions of individual ZFs have confirmed the direct effect on CTCF binding affinity, by either changing the specificity or the stability of binding to the DNA \[45,46,48\].

4.3. Category 3: Changes in CTCF binding to the genome

A different mechanism whereby the function of CTCF is changed, is through localized reorganization of DNA binding or through the relative positioning of CTCF at CBSs within regulatory neighborhoods. This reorganization can either be caused by changes to
the DNA sequence itself—ranging from substitutions of single base pairs that directly affects its binding to complex rearrangements like translocations and inversions that can perturb TAD structure—or by deregulation of DNA methylation. In the absence of CTCF binding at a TAD boundary, two neighboring TADs can fuse, thereby allowing the formation of inappropriate contacts between promoters and enhancers. Such “enhancer hijacking” can cause the upregulation of oncogenes (Fig. 3C and D). Conversely, loss of CTCF binding at CREs may perturb the formation of enhancers–promoter loops, which may result in loss of gene activity.

4.3.1. Changes to the DNA sequence

Studies in a range of cancers have identified CBSs as mutational hotspots [91–96]. Sequencing of gastrointestinal cancers from a large number of patients confirmed that such mutations are directly linked to deregulation of neighboring genes [97]. Mutations that influence CTCF binding at CBSs are enriched for changes of purines (A or T) to pyrimidines (C or G) in the DNA binding motif itself or in the adjacent bases [91–96].

Similarly, mutations within TAD boundaries are also enriched in a variety of cancers, albeit usually with considerable cancer-type specificity for the affected boundaries [98–101]. A detailed study in T cell acute lymphoblastic leukemia (T-ALL) cells identified micro-deletions near oncogenes that removed CBSs from TAD boundaries [96]. Recreation of these microdeletions in normal cells increased interactions between the neighboring TADs and the activation of oncogenes contained within those domains. These results thus confirm the instructive nature of CTCF binding to prevent inappropriate activation of oncogenes (Fig. 3C and D).

Interestingly, several studies have suggested that CBSs are fragile sites where mutations are enriched also in the absence of (obvious) positive selection [101,102]. Indeed, CBSs have been detected as cancer-associated hotspots for chromosomal instability and recombination [102]. As a consequence of this chromosomal instability, the position of TAD boundaries in the genome may become reorganized, thereby permitting the fusion between TADs that in normal cells are located far away from each other [103].

Combined, these studies confirm how genetic changes at CBSs and TAD boundaries can cause fusions of TADs, which creates the potential for enhancer hijacking and oncogene activation.

4.3.2. Changes in DNA methylation

A second means by which CTCF binding can be perturbed at specific sites in the genome is through changes in DNA methylation at CBSs. Methylation of CpG dinucleotides within the CTCF binding motif can directly interfere with DNA binding, although most motifs appear to be insensitive to changes in DNA methylation [41,51]. Mining of data from a large number of human cell types and six types of cancers revealed that a large fraction of changes in CTCF binding could be explained by changes in DNA methylation in the region directly surrounding the CBS [104]. In contrast, in the same six cancer types, few differences in CTCF binding could be assigned to mutations in the CBS.

More mechanistic insights into the underlying causes of DNA methylation changes have been obtained from gliomas and gastrointestinal stromal tumors (GISTs). In both types of cancers, the inactivation of specific proteins prevents the removal of DNA methylation from the DNA, which results in global hypermethylation of the genome [105,106]. The resulting hypermethylation subsequently reduces CTCF binding at subsets of CBSs, which in both cases causes the fusion of an oncogene-containing TAD. In gliomas, this permits the PDGFRα oncogene to hijack the FIP1L1 enhancer [105], whereas in GISTs the FGFR4 and KIT oncogenes establish inappropriate contacts with super-enhancers in fused TADs as well [106]. Similar to genetic changes at CBSs, DNA methylation changes can thus create TAD fusions, thereby permitting enhancer hijacking and oncogene activation. Curiously, the global hypermethylation that is at the root of both these cancer types is responsible for the inappropriate CTCF-mediated activation of a single oncogene. Despite the global reorganization of 3D genome organization in these cancer cells, the true transformative event may thus ultimately be limited to enhancer hijacking by a single “master” oncogene.

The effect of perturbed DNA methylation may extend beyond CBSs themselves though, as changes in chromatin accessibility due to DNA methylation changes can influence CTCF binding as well [52]. Exploration of a large number of human cancers detected frequent gains and losses of CTCF binding at promoters, which positively correlated with gene activity (i.e. a gain of CTCF binding was associated with gene upregulation and a loss of binding with downregulation) and negatively correlated with DNA methylation changes in the 300 bp surrounding the CBS at the promoter [104]. The effect of DNA methylation changes in cancer cells is therefore not restricted to TAD reorganization, but can directly influence the formation of promoter-enhancer loops as well.

5. Non-canonical functions of CTCF in transcriptional regulation and genome (in)stability

Besides its direct role in 3D genome organization and transcriptional regulation, CTCF has been implicated in a number of non-canonical processes which may impact cancer cells as well. Here, we briefly discuss recent insights into CTCF function.

Alternative splicing (AS) represents an additional level of gene regulation, albeit at the level of co– or post-transcriptional tuning of transcriptional output. AS generates differentially spliced mRNA molecules through the selective incorporation of exons and introns. Alterations in AS can lead to oncogenesis, as different isoforms of a protein can have opposing functions, as illustrated by alternative isoforms that promote or inhibit apoptosis [107,108]. CTCF functions as a direct and indirect regulator of AS through various mechanisms that act at a genomic, epigenomic or co-transcriptional level (reviewed in [109]). Notable examples include the formation of CTCF-mediated DNA loops between promoters and specific exons, which promotes their inclusion in the transcript [110] and CTCF-mediated pausing of RNA Polymerase II that promotes the inclusion of exons that are otherwise ignored due to the presence of weak splicing sites [111] (Fig. 4). More recently, CTCF haploinsufficiency has been linked to increased intron retention at selected genes [112]. The functional implication in AS thus provides a further means whereby CTCF can modulate the abundance of specific mRNA or transcripts or isoforms.

Another non-canonical regulatory function for CTCF has been proposed at super-enhancers (SEs). SEs are a subset of CREs that can confer their particularly strong activating influence through the formation of phase-separated condensates where factors dedicated to transcription are enriched [113]. During carcinogenesis, cancer cells acquire new SEs near oncogenes [114]. In a recent study, the involvement of CTCF in this process was determined. Whereas CTCF itself did not form phase-separated condensates, its depletion perturbed the observable clustering of factors associated with SEs. CTCF binding to the DNA, and possibly the resulting 3D genome organization, may thus have an instructive role in the formation of phase-separated condensates at these strong CREs [115].

CTCF has also been implicated in the activation of the MYC oncogene through a non-canonical mechanism. In colon cancer cells, the binding of CTCF to a distal MYC SE promotes an interaction of the SE with the nucleoporin AHCTF1. In turn, the SE positions the active allele of the MYC oncogene near the nuclear
Finally, CTCF is involved in DNA double strand break (DSB) repair through various pathways as well (reviewed in [61,117]). During DSB repair, the 53BP1 and MDC1 proteins and the recruitment of repair proteins and the chromatin remodeling associated with this process [119]. Considering the essential function of CTCF at TAD boundaries, it is therefore directly involved in determining the spread of DSB repair domains. Additionally, CTCF has been proposed as a regulator of Homologous Recombination DSB Repair through the recruitment of the BRCA2 protein at CBSs [120]. This regulation requires the PARylation of CTCF, which is a posttranslational modification that is frequently lost in breast cancer cells [121,122]. These two examples thus show that the impact of modified CTCF function or binding to the DNA expand beyond transcriptional regulation and can directly influence the outcome of DNA DSB repair in cancer cells as well.

6. How to identify changes in CTCF binding and 3D genome organization?

In this last section, we will provide guidelines on how to identify changes to the genome-wide binding of CTCF in cancer cells and how to link these changes to the reorganization of 3D genome structure. Particularly, we will focus on the data analysis of genome-wide assays for protein-DNA binding and 3D genome organization.

6.1. Identification of differential CTCF binding

In order to identify differential CBSs on a genome-wide scale, genomics data for CTCF binding should be generated or obtained for different conditions (e.g. ChIP-seq or CUT&Tag data from cancer cells and matching healthy control cells). An outline of the experimental assays to obtain such data is provided in [123]. Data to control for sequencing biases (e.g. from input material without enrichment or from material after enrichment using a control antibody) should be included as well. Particularly in cancer cells, these controls will help to correct for sequencing biases due to copy number variations (CNVs). To improve the reliability of identified CBSs, the experiments in both the cancer cells and their matching controls should be replicated.

After high-throughput sequencing of the different samples, significant CBSs will first be identified in the individual data sets. After validation of the quality of sequencing quality, the sequencing reads should be aligned to the reference genome (e.g. available from https://www.ncbi.nlm.nih.gov/genome/guide/human/) (Fig. 5). Widely-used mapping algorithms for short-read sequencing data are bowtie2 [124] and BWA [125]. Each of the resulting data files (BAM format) contains the genome-wide alignments of the sequencing reads for one individual sample. As most sequencing library preparation protocols include a PCR-amplification step, duplicate alignments should be removed from these individual files. Tools for such filtering are included in the Picard suite (https://broadinstitute.github.io/picard) (Fig. 5). Significant CBSs in each data set can subsequently be identified by using peak calling algorithms (e.g. MACS2; [126]). In such an analysis, data on CTCF binding is compared to controls to identify regions where signal is significantly enriched only in the CTCF binding data set. Reproducible lists of CBSs can subsequently be obtained by filtering for regions that are identified in all or multiple replicates.

To identify differentially bound CBSs between conditions, it is preferred to perform a dedicated differential binding analysis. Such analyses can be further refined using corresponding control samples. Moreover, to compensate for differences in immunoprecipitation efficiency between samples, signal can be normalized by spiking-in a DNA reference of known concentration. Practically, prior to immunoprecipitation each spiked-in sample is supplemented with a fixed amount of control chromatin from a different species. Importantly, CTCF from this control species should be recognized by the same antibody as used for recognition of the human protein. This control material, added as a small percentage relative to the sample of interest (typically in the order of 5%), will act as an external reference to permit quantitative normalization for the differential analysis. Indeed, the observed CTCF enrichment in the...
control material can be used to adjust the enrichment efficiencies between different conditions, thereby allowing to distinguish between experimental bias and significant biological difference [127]. One option for differential CBS calling is to use the DiffBind package after independent peak calling using the MACS2 algorithm [126,128]. In a first step, DiffBind can perform different normalizations, including spike-in normalization. Next, two approaches for differential analysis that were originally developed for the identification of differentially expressed genes: DESeq2 and edgeR [129,130] can be used in Diffbind(Fig. 5).

A consensus binding motif, either from all CBSs or from differentially bound CBSs can be identified by extracting enriched sequences within the population of CBSs. Available tools for such analysis are the MEME suite [131] or the RSAT software [132] (Fig. 5). Such analysis can be particularly useful to detect sequence biases due to ZF mutations or other modifications that change CTCF binding specificity in the genome.

6.2. Identification of differential 3D genome organization

To identify changes in 3D genome organization at a genome-wide scale, Hi-C or Micro-C data should be generated or obtained for the different conditions. Procedures for high resolution in-situ Hi-C and Micro-C are outlined in [133]. Alternatively, genome-wide 3C assays can be used that incorporate a chromatin immunoprecipitation step to enrich for CTCF bound regions in the genome. Examples of such assays include ChIA-PET and Hi-ChIP [134,135].

After high-throughput sequencing of the different samples and validation of sequencing quality, paired-end sequencing reads can be aligned to the reference genome using widely used mapping tools like bowtie2 or BWA [124,125] (Fig. 5). After removal of duplicate read pairs, a further filtering step is required to remove read pairs that are the result of artifacts that are specific to the Hi-C assay (i.e. read pairs within the same restriction fragment or from self-ligated restriction fragments) (Fig. 5). The remaining pairs of interactions are subsequently used to create a non-normalized (“raw”) Hi-C data file, which is a matrix that contains the number of contacts between all sites in the genome. An overview of available packages for Hi-C specific filtering, matrix building, file generation and analysis of 3D genome organization is provided in Table 1 (see also [136–141]).

Current protocols for high-resolution Hi-C and Micro-C use enzymes that can fragment the human genome in millions of different fragments that can potentially all interact among each other. Obtaining high coverage information about 3D organization therefore requires a sequencing depth that is both expensive and highly data dense. For this reason, in most experiments, data is sequenced to a lower degree of coverage followed by binning into genomic intervals of consistent size. Appropriate bin size can be determined post-hoc using the criteria defined in [25]: at least 80% of bins within the contact matrix should be covered by at least 1,000 reads. This bin size represents the resolution of the Hi-C matrix, i.e. the size of the genomic interval that represents a single pixel within the Hi-C map.

Due to the large numbers of possible genome-wide interactions, particularly in ultra-high-resolution interactions matrices, the data management of Hi-C matrices can become limited (an interaction matrix of the human genome at 1 kb resolution contains over 9.6 * 10^{12} fields). As most interactions in the human genome are intra-chromosomal and restricted to a few Mbs in distance, a large
fraction of bins in the Hi-C matrix will have a value of 0. More computationally efficient file formats have been developed that store only informative bins, with efficiency further improved by storing in a binary manner. Among the most used and adapted interaction matrix formats is the Cooler format [139]. Cool files can be stored in both binary and computationally-efficient formats. These files can be used as input in the “cooltools ecosystem”, a suite of command line tools and python3 libraries for the analysis of 3D genome organization [139]. The hicConvertFormat tool from the hicexplorer toolbox permits efficient conversion of various other file formats into the Cooler format [138].

After this conversion, the computationally efficient interaction matrix must be normalized to correct for experimental biases that stem from variation in GC content, mappability and restriction fragment length (Fig. 5). This normalization is needed to make sure that each locus has a similar visibility in the matrix despite such biases. The most frequently used approaches for normalization are the Iterative Correction and Eigenvector Decomposition (ICE) approach [142] and the Knight Ruiz (KR) [143] matrix balancing algorithm, which ultimately generate a smoother and more accurate interaction matrix. These approaches are not suited for cancer genomes that contain structural variation though, as their normalization assumes a normal genome (i.e., absence of CNVs, translocations and inversions). Instead, a CNV-aware normalization can be performed, after segmenting the genome into blocks of similar coverage. A normalization similar to the above-mentioned approaches

| Table 1 | Comparison of Hi-C analysis pipelines. Asterisks indicate the inclusion of tools with comparable output. The cooler file format allows interoperability between pipelines. |
|---------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| Tool    | **Hi-C Pro in nf-core/hic**                      | **Juicer**                                      | **Hi-C explorer**                               | **Cooler ecosystem**                             | **TADbit**                                      | **HOMER**                                       |
| Mapping | bowtie2                                         | bwa mem or bwa aln                             | bowtie2                                         | bwa mem or bwa aln (distiller)                   | GEM2                                             | bowtie2                                         |
| Possible restriction enzymes | Virtually any | Virtually any | Virtually any | No enzyme option | A large set of RE | Virtually any |
| QC      | X                                               | X                                               | X                                               | X                                               | X                                               | X                                               |
| Reproducibility analysis |             |                     |                     |                     |                     |                     |
| Normalization | ICE                                                   | Vanilla coverage, Knight-Ruiz balanced          | Knight-Ruiz balanced or ICE                      | ICE                                             | Vanilla, ICE, oneD, custom                      | Coverage normalization                         |
| Hi-C matrix Format | .matrix (compressed sparse) | .hic (compressed binary) | .hs, cool (both compressed binary) | .cool (compressed binary) | .txt, .cool (compressed binary) | .txt |
| Programming language | python3 | Java | python3 | python3 (lib and cl) | python3 (lib and cl) | Perl and C++ |
| Available container | X | X | X | X | X | X |
| Possible input formats | FASTQ, BAM, .allValidPairs | FASTQ, BAM, .hic | FASTQ, BAM, .hic | FASTQ, BAM, .hic | FASTQ, BAM, .hic | FASTQ, BAM, .hic |
| Possible output formats | BAM, .allValidPairs, .matrix + .abs_bed, .txt | BAM, .hic, .txt | BAM, .hic, .txt | .cool, .txt | .BAM, .txt, .cool | .BAM, .txt, .cool |
| Parallelization | X | X | X | X | X | X |
| Compartment calling | cooltools | X | X | X | X | X |
| TAD boundary calling | cooltools | X | X | X | X | X |
| Loop calling | X | X | X | X | X | X |
| Differential analysis | X | X | X | X | X | X |
| Pileup analysis | X | X | X | X | X | X |
| Observed vs Expected | X | X | X | X | X | X |
| Distance vs Counts | X | X | X | X | X | X |
| Visualization | X | X | X | X | X | X |
| 3D model | X | X | X | X | X | X |
| Number of citations | 946 | 962 | 348 | 148 | 198 | 7818 * |

* For the HOMER toolbox, citation number is not restricted to Hi-C related tools.
* The Juicer pipeline allows the identification of contact domains, not TAD boundaries.
* The HOMER toolbox does not provide a “Distance vs Counts” but a “Distal-To-Local” tool to analyze chromatin compaction.
is applied to each CNV-block in the genome, separately, to remove the visibility bias CNVs create. Two recent examples for CNV-aware normalization are the NeoLoopFinder toolbox [144] and the HiNT tool [145].

Normalized interaction matrices can be used to identify different layers of 3D genome organization. Hi-C compartments (i.e. A/B compartments; Fig. 1A) can be distinguished using eigenvector decomposition in almost all Hi-C analysis packages (Table 1). Boundaries between TADs (Fig. 1B) can be called using an “insulation score” that identifies local minima of interactions between domains in the Hi-C matrix. Using these boundaries, TADs themselves can subsequently be called as well. Most Hi-C analysis packages can identify TADs or similar domains using insulation scores or comparable approaches (Table 1). DNA loops, which emerge as punctuated local enrichments of signal in the interaction matrices, can also be called by most Hi-C analysis pipelines (Table 1). However, this finer-scale 3D organization level requires a Hi-C matrix at a high resolution of 2.5 – 10 kb. Hi-C interaction matrices can be visualized and interactively explored using the HiGlass tool [146], which allows the highlighting of identified 3D genome features and the addition of external data as well, at different resolutions from a single mcool file (multi-resolution cool files).

Subsequent identification of sites where changes in CBSs correlate with 3D genome reorganization can be done by intersection of genomics features. Juicer can identify CTCF motifs at loop anchors. Cooltools can calculate the enrichment of CTCF binding at TAD boundaries and HOMER can annotate loops with CTCF binding peaks. Currently, we are not aware of dedicated tools for system- atic differential analysis of combined CTCF binding and 3D organiza- tion of TADs causing the activation of oncogenes. Combined with its non-canonical functions, CTCF has thus been applied to each CNV-block in the genome, separately, to remove the visibility bias CNVs create. Two recent examples for CNV-aware normalization are the NeoLoopFinder toolbox [144] and the HiNT tool [145].

The functional importance of CTCF binding at the level of TAD organization may therefore expand towards the physical separation of loop extrusion between neighboring domains. Finally, it remains to be determined how the different and often contradictory changes in CTCF function can lead to cancers in different cellular contexts. Here, it will be of particular interest to determine how CTCF dysfunction, either locally or globally, is mechanistically involved in the wide spectrum of different cancer cell types. A particularly interesting angle will be to distinguish between inappropriate activation of a single “master” oncogene, as appears to be the outcome of the global epigenetic deregulation in gliomas and GISTs [105,106], the active involvement of more global patterns of transcriptional deregulation, or the contribution of CTCF through its non-canonical functions. Further mechanistic characterization will help to position the various perturbations of CTCF function and DNA binding within the larger context of gene deregulation, which can ultimately open up new opportunities for the development of tailored treatments and therapies in different cancers.
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