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Abstract
The hybrid kinetic-ion fluid-electron plasma model is widely used to study challenging multi-scale problems in space and laboratory plasma physics. Here, a novel conservative scheme for this model employing implicit particle-in-cell techniques [1] is extended to arbitrary coordinate systems via curvilinear maps from logical to physical space. The scheme features a fully non-linear electromagnetic formulation with a multi-rate time advance - including sub-cycling and orbit-averaging for the kinetic ions. By careful choice of compatible particle-based kinetic-ion and mesh-based fluid-electron discretizations in curvilinear coordinates, as well as particle-mesh interpolations and implicit midpoint time advance, the scheme is proven to conserve total energy for arbitrary curvilinear meshes. In the electrostatic limit, the method is also proven to conserve total momentum for arbitrary curvilinear meshes. Although momentum is not conserved for arbitrary curvilinear meshes in the electromagnetic case, it is for an important subset of Cartesian tensor-packed meshes. The scheme and its novel conservation properties are demonstrated for several challenging numerical problems using different curvilinear meshes, including a merging flux-rope simulation for a space weather application, and a helical $m = 1$ mode simulation for magnetic fusion energy application.
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1. Introduction
Magnetized plasmas in nature and the laboratory can be inherently multi-scale, with extreme scale disparity between the global system sizes and the ion and electron kinetic orbit scales. From a modeling perspective, the magnetohydrodynamic (MHD) fluid approach is widely used to model the bulk plasma flows and the evolution of the magnetic topology at the largest scales [2], whereas the high-fidelity kinetic Vlasov-Maxwell model is used for detailed study of plasma micro-scales [3]. However, it is highly desirable to bridge this scale gap for many systems to enable the study of cross-scale coupling. This scale-bridging is likely best accomplished through the combined use of reduced kinetic models (which are of lower fidelity than the full kinetic model yet capture key physics) along with algorithmic advances to step over the stiffest space and time scales in a stable manner.

A promising class of reduced models take a hybrid approach, in which some plasma components are treated with a high-fidelity kinetic description, and the remainder using a lower-fidelity reduced fluid approximation [4]. Variants include the kinetic-ion fluid-electron model [5, 6, 7], the fast-particle-kinetic bulk-fluid model [8, 9, 10], as well as generalized hybrid models that are flexible to different choices of the kinetic and fluid components [11]. In this paper, we focus on the kinetic-ion fluid-electron model with the kinetic ions being solved with the particle-in-cell (PIC) technique [12], and assume a zero-inertia and scalar pressure electron fluid. This model is widely used to study the macro- to ion-scale coupling in magnetic reconnection [13, 14, 15], collisionless shocks [16, 17, 18], collisionless turbulence [19, 20, 21] as well as global magnetospheric physics [22, 23, 24, 25].

Common numerical schemes for this model employ explicit time-stepping. As discussed in Ref. [7], a key algorithmic difficulty with explicit schemes concerns the use of a static Ohm’s law to evaluate the electric field along with a leap-frog advance for the particles. The time advanced electric field is needed to advance the particles, but this in turn depends implicitly on the time advanced particle velocities. To make this explicit, some form of predictor-corrector [26, 27, 28], moment-based [29, 30], or forward-extrapolation schemes [31, 32, 13] have been used (see also Refs. [7, 13] for reviews). These schemes are often highly efficient, but the approximations made are such that...
the numerical conservation of momentum and energy is violated [1]. A further numerical difficulty with explicit schemes concerns the extremely stiff CFL-condition associated with the quadratic dispersion relation for whistler waves, namely \( \Delta t \propto n(\Delta x)^2/B \), where \( \Delta t \) is the timestep, \( \Delta x \) the grid spacing, \( n \) the density and \( B \) the magnetic field-strength. This can be extremely stiff in strongly magnetized and near-vacuum regions, and often requires the sub-cycling of the magnetic field-solve [33, 30, 13] or some other special treatment [34, 26, 35] to avoid numerical instability.

Implicit methods have been used to solve the electromagnetic field equations [34, 4] and, more recently, for the kinetic particle advance. In particular, Ref. [36] explored implicit timestepping for particles featuring sub-stepping and orbit-averaging techniques in an electrostatic \( \delta F \) hybrid model. More recently, Ref. [1] proposed a fully implicit scheme for the non-linear electromagnetic kinetic-ion fluid-electron hybrid model, which combines an implicit-midpoint time advance with a cell-centered finite difference spatial discretization, and includes particle sub-cycling and orbit averaging. This latter scheme, which was formulated for uniformly spaced meshes in Cartesian geometry, features simultaneous discrete conservation of momentum and energy. It was demonstrated that this scheme also features favorable stability properties with respect to the finite grid-instability, which can occur in non-conservative schemes when the ratio of the ion-to-electron temperatures is small \((T_i/T_e \ll 1)\) [37, 1].

Non-uniform or curvilinear mapped meshes can be used to resolve thin boundary layer features efficiently, or to model boundary-fitted domains that have specific geometries. For the hybrid-PIC model, explicit schemes have been formulated with cylindrical [34, 38], toroidal [39, 36], or spherical meshes [33, 40] to study space or laboratory plasmas. Adaptive-Mesh Refinement (AMR) techniques have also been applied to the hybrid-PIC model for global magnetosphere simulations [41]. The use of non-uniform meshes and/or curvilinear coordinates within PIC methods can be tricky in general and careful choices of compatible grid and particle-based discretizations, as well as particle-grid interpolations, are required to avoid large violations in momentum and energy conservation. One issue concerns the non-physical particle self-forces, which can be amplified in regions of strong mesh gradients to potentially cause artificial particle reflection [42]. A large range of mesh resolutions across the simulation domain can also cause problems both in terms of statistical noise – due to a different number of macro-particles in each cell – as well as by the loss in stability or accuracy in coarse grid regions for numerical schemes that are not asymptotic preserving. For the latter, it is well known for standard kinetic Vlasov-Maxwell PIC algorithms [12] that significant numerical heating can occur if the electron Debye length \( \lambda_{De} = v_{th,e}/\omega_{pe} \) is not resolved everywhere, where \( v_{th,e} \) is the electron thermal speed and \( \omega_{pe} \) is the plasma frequency. For the quasi-neutral hybrid kinetic-ion fluid-electron PIC model, the effects can be more subtle. It has been recently shown [43] that significant unphysical wave dispersion errors can occur in hybrid-PIC when combining the use of higher-order particle-mesh interpolation functions with under-resolving the ion skin-depth \( d_i = v_A/\Omega_c \), where \( v_A \) is the Alfvén speed and \( \Omega_c \) is the ion gyro-frequency. These errors are caused by the particle-mesh interpolations spreading the electric field that is experienced by the ion particles, and leading to its inexact cancellation when combining the particle-based ion and grid-based electron momentum equations. Remarkably, the source of these errors is removed when using the lowest order nearest grid-point (NGP) interpolation functions.

In this paper, we extend the fully implicit scheme of Ref. [1] to treat arbitrary coordinate systems via curvilinear maps from logical to physical space. This novel hybrid-PIC scheme has the following unique conservation properties: 1) it conserves energy numerically for arbitrary curvilinear maps (assuming suitable boundary conditions), 2) in the electrostatic limit it also conserves total linear momentum for general meshes, and 3) for the full electromagnetic model, it features discrete momentum conservation for Cartesian meshes with a tensor-product mesh packing function. Although the latter property only holds for a narrow subset of meshes, it is notable since the lack of artificial self-forces means that it avoids the issue of spurious particle reflection mentioned above. Section 2 of the paper reviews the quasi-neutral hybrid kinetic-ion fluid-electron plasma model. We describe our implicit-PIC discretization of the model for curvilinear meshes in Section 3, and prove its discrete conservation properties in Sec. 4. In Section 5, we detail our particular numerical implementation and solution strategy for the discrete model equations, and finally, in Section 6, we present numerical example problems that utilize different mesh geometries and verify the novel conservation properties of our scheme.
2. Electromagnetic kinetic-ion fluid-electron hybrid model

In the electromagnetic and quasi-neutral hybrid kinetic-ion fluid-electron model, ions with species index \( s \) are described by the distribution function \( f_s(t, v, x) \) that is found from the Vlasov equation as

\[
\partial_t f_s + \nabla \cdot (f_s v) + \left( q_s / m_s \right) (E^* + \mathbf{v} \times \mathbf{B}) \cdot \nabla_v f_s = 0. \tag{1}
\]

Here, \( q_s, m_s \) are the ion species charge and mass, respectively, \( \mathbf{B} \) is the magnetic field, and \( E^* \) is the frictionless electric field (see below). The magnetic field is advanced by Faraday’s equation as

\[
\partial_t \mathbf{B} = -\nabla \times \mathbf{E}, \tag{2}
\]

where \( \mathbf{E} \) is the total electric field. The latter is evaluated using an Ohm’s law as

\[
\mathbf{E} = E^* + \mathbf{F}_{ie} = -\mathbf{u}_i \times \mathbf{B} + \frac{\mathbf{j} \times \mathbf{B}}{ne} - \frac{\nabla p_e}{ne} + \mathbf{F}_{we}, \tag{3}
\]

where \( e \) is the elementary charge, \( n = \sum_s (q_s / e) \int f_s d^3 v \) is the quasi-neutral density, \( \mathbf{u}_i = \left( \sum_s q_s \int f_s v d^3 v \right) / en \) is the ion current carrying drift velocity, \( \mathbf{j} = \nabla \times \mathbf{B} / \mu_0 \) is the current density, \( p_e \) is a scalar electron pressure, \( \mathbf{F}_{ie} = \eta \mathbf{j} \) is the resistive friction, and \( \eta \) is the plasma resistivity. We note that only the frictionless electric field \( E^* = E - \mathbf{F}_{we} \) is used in Eq. (1) as is required for momentum conservation, see e.g. Ref. [1].

Finally, the scalar electron pressure is calculated from

\[
\frac{1}{\gamma - 1} \left[ \partial_t p_e + \nabla \cdot (u_e p_e) \right] + p_e \nabla \cdot \mathbf{u}_e = H_e - \nabla \cdot \mathbf{q}_e, \tag{4}
\]

where \( \gamma = 5/3 \) is the ratio of specific heats, \( \mathbf{u}_e = \mathbf{u}_i - \mathbf{j} / en \) is the electron bulk velocity, \( H_e = \eta \mathbf{j}^2 \) is the frictional (Joule) heating term, \( \mathbf{q}_e = -\kappa \nabla (p_e / n) \) is the electron heat flux, and \( \kappa \) is the electron heat conductivity.

With suitable choice of boundary conditions, the set of equations (1-4) conserves the total mass \( \left( \int \sum_s m_s \int f_s d^3 v d^3 x \right) \), linear momentum \( \left( \int \sum_s m_s \int f_s v d^3 v d^3 x \right) \), and energy

\[
\int \left[ \sum_s \int \frac{1}{2} m_s v^2 f_s d^3 v + \mathbf{u}_e / (\gamma - 1) + B^2 / 2 \mu_0 \right] d^3 x, \tag{5}
\]

see e.g. Refs. [4, 1] for details.

3. Discretized multi-rate scheme on curvilinear mapped meshes

3.1. Time discretization

For the time advance, we employ the second-order implicit-midpoint method. For a variable \( \chi \) with known value at timestep \( t = n \Delta t \), i.e. \( \chi^n \), the new value \( \chi^{n+1} \) is found implicitly from \( (\chi^{n+1} - \chi^n) / \Delta t = f(\chi^{n+1/2}) \) where \( \chi^{n+1/2} = 1/2 (\chi^{n+1} + \chi^n) \). We note that this differs from the Crank-Nicolson method in the discretization of non-linear terms. This timestepping scheme is used here both for the grid-based equations (Sec. 3.3), and for the particle advance (Sec. 3.4) where it gives long term accuracy for ion orbit integration (it is symplectic). This method was found to give exact discrete conservation in the Cartesian formulation of this hybrid-PIC kinetic-ion and fluid-electron scheme [1].

3.2. Curvilinear map and basis

Assuming a static and non-singular curvilinear map from logical space \( \xi^a = (\xi, \eta, \mu) \) to physical space \( x = (x, y, z) \), i.e. \( x(\xi^a) \), the Jacobian of the mapping is defined as \( J = |\partial x / \partial \xi^a| \), the contravariant basis vectors as \( \nabla \xi^a \), and the covariant basis vectors as \( \partial_a x = \nabla^a \). Then, for a generic vector \( \mathbf{S} \), the contravariant components are defined as \( S^a = \mathbf{S} \cdot \nabla \xi^a \), and the covariant components as \( S_a = \mathbf{S} \cdot \partial_a x \). Indices can be lowered as \( S_a = g^{ab} S^b \) via the metric tensor \( g_{ab} \equiv \partial_a x \cdot \partial_b x \), and raised as \( S^a = g_{ab} S^b \) where \( g_{ab} \delta^{by} = \partial_a \). Appendix A gives some further definitions and vector identities used herein.
3.3. Discretization of the field equations

In hybrid-PIC discretizations of the model described in Section 2, Eqs. (2, 3, 4) for \( \mathbf{B}, \mathbf{E}, \) and \( p_x, \) are typically solved on a spatial grid. Here, we use a uniform structured grid in logical space with all grid variables \( \chi_{g,i,j,k} \) defined at the position of the cell centers in logical space \((\xi_i, \eta_j, \mu_k)\) for \( i \in [1, N_\xi], \; j \in [1, N_\eta], \; k \in [1, N_\mu].\) The subscript \( g \) (shorthand for the 3-dimensional grid index \( i,j,k \)) is used to denote grid-based variables herein. The spatial derivatives of these mesh variables are computed using a second-order centered finite-difference approximation, as e.g. \( (\partial_\xi \chi)_{i,j,k} \equiv (\partial_\xi \chi)_{i,j,k} = (\chi_{i+1,j,k} - \chi_{i-1,j,k})/(2\Delta \xi), \) where \( \Delta \xi \) is the uniform grid spacing on the logical mesh.

The covariant electric field \( E_{n,g}^{n+1/2} \) is found via static evaluation of Ohm’s law at the \( n + 1/2 \) time level as

\[
E_{n,g}^{n+1/2} = -J_g \epsilon_{eg} \left( \delta_\xi g \right)^{n+1/2} (B^\alpha_x)_{n+1/2} g + J_g \epsilon_{eg} \left( \delta_\xi g \right)^{n+1/2} \left( \frac{\partial p_x}{\partial \xi^\alpha} \right)_g^{n+1/2} + \eta (j_x)_g^{n+1/2},
\]

where \( \epsilon_{eg} \) is the Levi-Civita symbol. The density and velocity moments of the kinetic ions, \( n_g \) and \( (u^\alpha)_g, \) are defined below. \( (B^\alpha)_g \) are the contravariant components of the magnetic field, \( (\delta_\xi g)^{n+1/2} \) are the contravariant components of the current density, and \( (p_x)_g \) is the electron scalar pressure.

The contravariant magnetic field components are calculated via Faraday’s law as

\[
\frac{(B^\alpha_x)_g^{n+1} - (B^\alpha_x)_g^{n}}{\Delta t} = -\frac{1}{J_g} \epsilon_{eg} \left( \delta_\xi g \right)^n (\partial_\xi E^\alpha)_g^{n+1/2}.
\]

The scalar electron pressure is updated as

\[
\frac{1}{(y - 1)} \left( \frac{(J p_x)_g^{n+1} - (J p_x)_g^n}{\Delta t} \right) + \left( \frac{p_x}_g^{n+1/2} (\partial_\xi (J u^\alpha)_g^{n+1/2}) - \frac{\partial_\xi (J p_x)_g^{n+1/2}}{\partial \xi} \right) = \eta J_g (j_x)_g^{n+1/2} - \left( \frac{\partial_\xi (J p_x)_g^{n+1/2}}{\partial \xi} \right),
\]

where \( (u^\alpha_x)_g = (u^\alpha u^\alpha)/e \) is the electron bulk velocity. Note that we have multiplied Eq. (8) by \( J_g, \) which we assume to be constant in time. We note that these choices for discretization of the spatial grid equations are motivated by those used for a non-staggered resistive-MHD scheme described in Ref. [44].

3.4. Discretization of the particle governing equations

3.4.1. Choice of coordinates: logical in space, Cartesian in velocity-space (hybrid push)

As discussed above, the real advantage of using curvilinear mapped meshes is to either i) selectively resolve sharp boundary layers, or ii) to use a mesh that aligns with certain features of the simulated problem, such as the magnetic field direction or the shape of the domain boundaries. In contrast, the ion kinetic species are discretized as a collection of Lagrangian phase-space marker particles and are advanced in continuous space. Thus, their accurate integration does not depend on the choice of coordinate system in the same manner. There is freedom to formulate the particle equations of motion in logical space, Cartesian space, or some hybrid method of the two. Here, we formulate such a hybrid method in which the particle velocities are represented in Cartesian coordinate directions but the particle positions are updated in logical space. The advantage of the Cartesian velocity update is to avoid the numerical difficulty of additional fictitious force terms in the particle equations of motion, while the logical position update allows the efficient tracking of the particle positions within curved cells (logical cells are regular cubes).

3.4.2. Multi-rate time integration: sub-cycling of ion orbits

As in Ref. [1], multi-rate time integration is used where the particles can have smaller timesteps than are used to solve Faraday’s equation (7) and the electron pressure equation (8). The benefit of this sub-cycling is to give accurate integration of particle orbits in regions of strong electromagnetic fields, or within small cells, while avoiding the need to solve the full non-linear system at each sub-step. This is particularly advantageous for many problems of interest where the characteristic frequency \( \omega < \Omega_e, \) where the particle sub-step can be chosen to follow the fast gyro-frequency \( \Omega_e, \) and the macro-scale timestep can be chosen to follow \( \omega. \) Each particle with index \( p \) at substep \( \nu \) is advanced in time by \( \Delta t_p^\nu, \) which is calculated adaptively using local error estimation [45, 1]. The number of substeps \( N_{\nu,p} \) for each particle is such that \( \sum_{\nu=0}^{N_p-1} \Delta t_p^\nu = \Delta t. \)
3.4.3. Particle push: equations of motion

The logical-space position of each particle, $\xi^\alpha_p$, is updated in time by the substep $\Delta \tau^\nu_p$ as

$$\frac{(\xi^\alpha_p)^{\nu+1} - (\xi^\alpha_p)^\nu}{\Delta \tau^\nu_p} = \boldsymbol{v}_p \cdot (\nabla \xi^\alpha_p)^{\nu+1/2}, \quad (9)$$

where $\boldsymbol{v}_p$ is the Cartesian particle velocity vector and the covariant basis vector $(\nabla \xi^\alpha_p)$ is evaluated at the particle position. To calculate this basis function numerically, we first construct a locally continuous map $\mathbf{x}(\xi^\alpha_p) = \sum_x \mathbf{x}_x S_x(\xi^\alpha_p - \xi^\alpha_p) = \sum_x \mathbf{x}_x S_x(\xi^\alpha_p - \xi^\alpha_p)\mathbf{S}_2(\eta^\nu_p)\mathbf{S}_2(\mu^\nu_p - \mu^\nu_p)$, using the tensor product of second-order B-spline shape functions. Then the following identity is written, for the $\xi$-component ($\alpha = 1$) as

$$\nabla \xi^\alpha_p = \frac{1}{J_p} \left| \frac{\partial \mathbf{x}}{\partial \xi} \right|_{\xi_p} \cdot \frac{\partial \mathbf{x}}{\partial \xi} = \frac{1}{J_p} \partial \mathbf{x}, \quad (10)$$

where the partial derivatives are calculated using the analytical derivatives of the shape functions, which themselves are combinations of lower-order B-splines [12].

The Cartesian particle velocity vector $\boldsymbol{v}_p$ is updated as

$$\frac{\boldsymbol{v}_p^{\nu+1} - \boldsymbol{v}_p^\nu}{\Delta \tau^\nu_p} = \frac{d_p}{m_p} \left( E_p^{\nu+1/2} + \boldsymbol{v}_p^{\nu+1/2} \times B_p^{\nu+1/2} \right), \quad (11)$$

using the Cartesian electromagnetic field vectors at the particle position.

3.5. Particle-mesh interpolations

To close the set of equations, electromagnetic fields are scattered from the spatial grid to the particle positions, and moment distributions are gathered for use in Eqs. (6-8). For the momentum conservation properties of our scheme described in Sections 4.2.1-4.2.2, we find it necessary to scatter the Cartesian components of the electromagnetic fields to the particle positions as

$$E_p^{\nu+1/2} = \sum S(\xi^\alpha_p - \xi^\alpha_p) S(\xi^\mu_p - \xi^\mu_p), \quad (12)$$

$$B_p^{\nu+1/2} = \sum B_2(\xi^\gamma_p - \xi^\gamma_p) S(\xi^\alpha_p - \xi^\alpha_p), \quad (13)$$

where $S(\xi^\alpha_p - \xi^\alpha_p) = S_\alpha(\xi^\alpha_p - \xi^\alpha_p) S_\gamma(\eta^\mu_p - \eta^\mu_p) S_\mu(\mu^\nu_p - \mu^\nu_p)$ is the tensor product of $m$-th order B-spline shape functions. The electromagnetic fields are assumed to be constant in time over the particle substeps (so are given superscript $n + 1/2$), such that the change in force occurs only due to the change in particle substep position. The Cartesian vector values of the fields are found on the spatial mesh as $E_g = E_{\alpha,g}(\nabla \xi^\alpha)$, $B_g = (B^\nu\nu)_g(\frac{\partial \xi^\alpha}{\partial \xi^\alpha})_g$ prior to interpolation.

The moments are gathered using the orbit-averaging technique [46], where a contribution to the moments at each sub-step is weighted by the fraction of the macro-scale timestep, $\Delta \tau^\nu_p/\Delta t$. This orbit averaging technique increases the number of statistical samples in the calculation of the moments, thus reducing the noise. Also, as shown below, it is required to give discrete conservation properties in the presence of subcycling. The quasi-neutral density is gathered as

$$n_g^{\nu+1/2} = 1 \frac{1}{J_g \Delta V} \sum_p \frac{d_p}{e} w_p \frac{1}{\Delta t} \sum_{\nu=0}^{N_p-1} S(\xi^\alpha_p - \xi^\alpha_p)^{\nu+1/2} \Delta \tau^\nu_p, \quad (14)$$

where $w_p$ is the macro-particle weight, which we assume to be constant in time for each particle, and $\Delta V = \Delta \xi \Delta t \Delta \mu$ is the constant logical cell volume. The Cartesian bulk momentum is gathered as

$$(\nu^\alpha g)^{\nu+1/2} = 1 \frac{1}{J_g \Delta V} \sum_p \frac{d_p}{e} w_p \frac{1}{\Delta t} \sum_{\nu=0}^{N_p-1} S(\xi^\alpha_p - \xi^\alpha_p)^{\nu+1/2} \nu^\alpha w_p^{\nu+1/2} \Delta \tau^\nu_p. \quad (15)$$

The contravariant component used in the field and moment equations is then found as $(n u^\alpha g)^{\nu+1/2} = (n u^\alpha g) \cdot (\nabla \xi^\alpha) g$. 


4. Conservation properties of the discrete model

4.1. Energy conservation

4.1.1. Kinetic energy of the ion particles

We define the discrete kinetic energy of the ion particles at time level \((n+1)\Delta t\) as \(K_i^{n+1} = \sum p w_p m_p (v_p^{n+1})^2 / 2\). Noting that \((n+1)\Delta t = n\Delta t + \sum_{i=0}^{N-1} \Delta t_p^i\), then the change in kinetic energy over the macro timestep is

\[
\frac{K_i^{n+1} - K_i^n}{\Delta t} = \sum_p w_p m_p \sum_{i=0}^{N-1} (v_p^{i+1})^2 - (v_p^i)^2 \frac{2\Delta t}{2\Delta t} = \sum_p w_p m_p \sum_{i=0}^{N-1} v_p^{i+1/2} \left( \frac{v_p^{i+1} - v_p^i}{\Delta t_p} \right) \Delta t_p.
\]

(16)

Then, using Eqs. (11,12, and 15),

\[
\frac{K_i^{n+1} - K_i^n}{\Delta t} = \sum_p w_p m_p \sum_{i=0}^{N-1} v_p^{i+1/2} \cdot E_p^{i+1/2} \frac{\Delta t_p}{\Delta t} = \sum_g e(Jm_u)_{kg}^{i+1/2} \cdot (E_g^{i+1/2} \Delta V).
\]

(17)

Finally, re-writing this in terms of curvilinear components gives

\[
\frac{K_i^{n+1} - K_i^n}{\Delta t} = \sum_g e(nu)_{kg}^{i+1/2} \cdot (E_g^{i+1/2} J_g \Delta V).
\]

4.1.2. Magnetic energy on the discrete mesh

The total magnetic energy is defined as \(W_B^{n+1} = \sum_g (B^\theta_g)_{kg}^{i+1} (B_a)_g^{i+1} J_a \Delta V / (2\mu_0)\). The rate of change over a macro-scale timestep can then be written as

\[
\frac{W_B^{n+1} - W_B^n}{\Delta t} = \sum_g (B^\theta_g)_{kg}^{i+1} (B_a)_g^{i+1} - (B^\theta_g)_g^i (B_a)_g^i J_a \Delta V = \sum_g (\xi_{kg}) \left[ \frac{(B^\theta_g)_g^{i+1} - (B^\theta_g)_g^i}{\mu_0 \Delta t} \right] (B^\theta_g)_g^{i+1/2} J_a \Delta V.
\]

(18)

Using Eq. (7),

\[
\frac{W_B^{n+1} - W_B^n}{\Delta t} = \sum_g (\xi_{kg}) \left[ -\epsilon^{\alpha\beta\gamma} (\partial_\gamma E_\alpha)_g^{i+1/2} \right] (B^\theta_g)_g^{i+1/2} \Delta V.
\]

(19)

For suitable boundary conditions, such as periodic, it can be shown that \(\sum_g \chi_g (\partial_\alpha \phi_g) = -\sum_g (\partial_\alpha \chi_g) \phi_g\), which is a discrete integration by parts. Using this relation gives

\[
\frac{W_B^{n+1} - W_B^n}{\Delta t} = \sum_g \epsilon^{\alpha\beta\gamma} (\partial_\gamma g_{kg}) (B^\theta_g)_g^{i+1/2} (E_\alpha)_g^{i+1/2} \Delta V.
\]

(20)

Finally, using the definition of the contravariant current density from Sec. 3.3 gives

\[
\frac{W_B^{n+1} - W_B^n}{\Delta t} = \sum_g -\epsilon^{\alpha\beta\gamma} (\partial_\gamma g_{kg}) (E_\alpha)_g^{i+1/2} J_a \Delta V.
\]

(21)

4.1.3. Conservation of total energy

The total electron kinetic energy (in the absence of electron inertia) is given by \(K_e^n = \sum_g (p_e)_{kg}^{i+1} J_a \Delta V / (\gamma - 1)\). Assuming suitable boundary conditions so that the flux terms can be neglected, the total energy change

\[
\frac{(K_i + W_B + K_e)^{n+1} - (K_i + W_B + K_e)^n}{\Delta t} = \sum_g \left[ e (nu)_{kg}^{i+1/2} (E_a)_g^{i+1/2} - (f^\theta_g)_{kg}^{i+1/2} (E_a)_g^{i+1/2} + \eta (\partial_\gamma (f^\theta_g))^i_{kg}^{i+1/2} \right] J_a \Delta V
\]

(22)

\[
- (p_e)_{kg}^{i+1/2} (\partial_\gamma J_a)_{kg}^{i+1/2} \Delta V.
\]

(23)
Then, using Eq. (6) for the first and second terms on the right hand side and using the discrete integration by parts for the final term, this gives

\[
\frac{(K_i + W_B + K_e)^n - (K_i + W_B + K_e)^n}{\Delta t} = \sum_g \left[ -\left(\mu^\alpha\right)_g^{n+1/2} + \frac{(J^\alpha)_g^{n+1/2}}{e\eta_g^{n+1/2}} + (\alpha e)_g^{n+1/2} \right] \frac{\partial p_e}{\partial \xi^\alpha}_g \ J_g \Delta V \tag{24}
\]

and

\[
= 0, \tag{25}
\]

using the definition of the electron bulk velocity.

4.2. Linear momentum

The discrete linear momentum is defined as \( P^{n+1} = \sum_p w_p m_p v_p^{n+1} \). The rate of change over a macro-scale timestep can then be written as

\[
\frac{P^{n+1} - P^n}{\Delta t} = \sum_p w_p m_p \sum_{\nu=0}^{N-1} \left( \frac{v_p^{\nu+1} - v_p^\nu}{\Delta \tau_p^\nu} \right) \Delta \tau_p^\nu. \tag{26}
\]

Using Eqs. (11, 12, 13, 14 and 15), this can be written as

\[
\frac{P^{n+1} - P^n}{\Delta t} = \sum_p w_p m_p \sum_{\nu=0}^{N-1} \left( E_p^{\nu+1/2} + B_p^{\nu+1/2} \right) \Delta \tau_p^\nu \tag{27}
\]

\[
\begin{align*}
= \sum_g e \left[ n_g^{n+1/2} E_g^{n+1/2} + (\nu u)_g^{n+1/2} \times B_g^{n+1/2} \right] J_g \Delta V,
\end{align*}
\]

which can be written in curvilinear form as

\[
\frac{P^{n+1} - P^n}{\Delta t} = \sum_g e \left[ n_g^{n+1/2} (E_g)_g^{n+1/2} + J_g \epsilon_{\alpha\beta\gamma} (\nu u)_g^{n+1/2} (B_g^{\alpha})_g^{n+1/2} \right] (\nabla \xi^\alpha)_g \ J_g \Delta V. \tag{28}
\]

Then, using the covariant form of Ohms law from Eq. (6), and cancelling the convective electric field terms gives

\[
\frac{P^{n+1} - P^n}{\Delta t} = \sum_g \left[ J_g \epsilon_{\alpha\beta\gamma} \left( \phi^{\alpha+1/2} (B_g^{\beta})_g^{n+1/2} - \frac{\partial p_e}{\partial \xi^\alpha}_g \right) \right] (\nabla \xi^\alpha)_g \ J_g \Delta V. \tag{29}
\]

Finally, using the definition of the current density \((\phi^{\alpha})_g^{n+1/2}\) and the contraction of indices for the product of Levi-Cevita symbols \(\epsilon_{\alpha\beta\gamma} \epsilon^{\beta\gamma\alpha} = -(\delta_\alpha^\beta \delta_\gamma^\gamma - \delta_\alpha^\gamma \delta_\beta^\gamma)\) gives

\[
\frac{P^{n+1} - P^n}{\Delta t} = \sum_g \left[ (\partial_c B_g)_g^{n+1/2} (B_g^{\nu+1/2})_g^{n+1/2} - (\partial_a B_g)_g^{n+1/2} (B_g^{\nu+1/2})_g^{n+1/2} - (\partial_d p_e)_g^{n+1/2} \right] (\nabla \xi^\alpha)_g \ J_g \Delta V. \tag{30}
\]

4.2.1. Linear momentum conservation for general curvilinear meshes in the electrostatic limit

Firstly, we consider the electrostatic limit for which the first two terms within the square brackets of Eq. (30) are zero. The total linear momentum is then given by the term:

\[
\frac{P^{n+1} - P^n}{\Delta t} = \sum_g -J_g (\nabla \xi^\alpha)_g \left( \frac{\partial p_e}{\partial \xi^\alpha}_g \right)_g^{n+1/2} \Delta V. \tag{31}
\]

Using the discrete integration by parts with suitable (e.g., periodic) boundary conditions, this can be written as

\[
\frac{P^{n+1} - P^n}{\Delta t} = \sum_g (p_e)_g^{n+1/2} (\partial_a J_g (\nabla \xi^\alpha)_g)_g \Delta V. \tag{32}
\]
As discussed in detail by Ref. [47], the continuum version of mesh quantity term inside of the large bracket is identically equal to zero for any type of curvilinear map. We have calculated this expression numerically, using our definitions of the covariant derivative and basis functions above, and confirmed that the discrete form of this expression

\[
\left(\partial_\gamma J_\gamma (\nabla \xi^\alpha)_\gamma\right)_g = 0
\]

holds locally at every point in our simulation domain down to numerical round-off (at double precision). We have confirmed this result holds even for non-orthogonal meshes. Thus, in the electrostatic limit, we have that

\[
\frac{P^{n+1} - P^n}{\Delta t} = 0.
\]

Section 6.1 demonstrates a numerical example of an electrostatic problem that confirms the conservation of total momentum for a non-orthogonal sinusoidal mesh.

4.2.2. Linear momentum conservation for tensor-packed (Cartesian) meshes in the full electromagnetic model

Next we consider the electromagnetic terms, which are the first two terms in the square brackets of Eq. (30). We find that both of these terms may be non-zero for general curvilinear meshes such as, for example, non-orthogonal meshes or orthogonal meshes in cylindrical or spherical coordinate systems. However, we will proceed to show that they are equal to zero for the subset of Cartesian tensor-packed meshes that are defined by the invertable map \(x(\xi^\gamma) = (x(\xi), y(\eta), z(\mu))\). This is an incremental generalization of the result from Ref. [1], where momentum conservation was shown for this electromagnetic model on a uniform Cartesian mesh. However, it is an important generalization as this form of mesh is frequently used to study multi-scale problems for which localized regions of the domain require finer resolution, such as the example discussed in Section 6.3. The conservation of momentum for this type of mesh eliminates unphysical particle self-forces that can otherwise lead to artificial particle reflection in regions of strong mesh gradients, see Ref. [42].

We firstly note that in the case of \(\gamma = \alpha\) the two terms trivially cancel and thus we only need consider the components with \(\gamma \neq \alpha\). Writing the summation notation explicitly and dropping the temporal indices (which are all equal) for simplicity of notation, the remaining components can be written as

\[
\sum_g \sum_\alpha J_\gamma (\nabla \xi^\alpha)_\gamma \Delta V \sum_{\gamma \neq \alpha} \left[ (\partial_\gamma B_\alpha)_g (B')_\gamma - (\partial_\alpha B_\gamma)_g (B')_\gamma \right].
\]

We consider these two terms separately, starting with the second term. We multiply the local value of the expression in the square brackets by the identity transformation \(\left(\frac{\partial x}{\partial \xi}\right)_g \cdot (\nabla \xi^\alpha) \equiv 1\), as

\[
\sum_{\gamma \neq \alpha} (B')_\gamma \left(\partial_\gamma B_\alpha\right)_g \left(\frac{\partial x}{\partial \xi}\right)_g \cdot (\nabla \xi^\alpha)_g.
\]

Then, using the map for the Cartesian tensor-packed mesh stated above, it can be straightforwardly shown that the quantity \((\nabla \xi^\alpha)_g\) is independent of \(\alpha\) for \(\gamma \neq \alpha\) (this step is not true for a general curvilinear mesh), and so it can be taken inside the convective derivative term to give

\[
\sum_{\gamma \neq \alpha} (B')_\gamma \left(\frac{\partial x}{\partial \xi}\right)_g \cdot (\partial_\gamma B_\alpha\nabla \xi^\alpha)_g = \sum_{\gamma \neq \alpha} B_\gamma \cdot (\partial_\gamma B)_g = \sum_{\gamma \neq \alpha} \left(\partial_\gamma B_\gamma^2 / 2\right)_g,
\]

where \(B\) is the Cartesian magnetic field vector. In the final step, we have re-written the expression as the derivative of a particular flux that satisfies the discrete chain rule locally and is conservative. It can be shown that, for example, the definition of the ZIP flux satisfies this property, see Refs. [48, 44]. Using this expression, the full second term in Eq. (35) can be written as

\[
\sum_g \sum_\alpha J_\gamma (\nabla \xi^\alpha)_\gamma \Delta V \sum_{\gamma \neq \alpha} \left(\partial_\gamma B_\gamma^2 / 2\right)_g.
\]
Then, if we consider the case of $\alpha = 1$ without loss of generality, the term $J_g (\nabla \xi)_g$ can be written using the definition of the basis functions as

$$J_g (\nabla \xi)_g = \frac{\partial \mathbf{x}}{\partial \eta}_g \times \frac{\partial \mathbf{x}}{\partial \mu}_g.$$ (39)

For a Cartesian tensor-packed mesh, this is independent of the coordinate $\xi$ and thus the term can be taken inside the convective derivative term to give

$$\sum_g \sum_\alpha \Delta V \sum_{\gamma \neq \alpha} \left( \partial_\gamma J_g (\nabla \xi)_\alpha g \right) = 0.$$ (40)

For the first term in Eq. (35), we assume a suitably defined (ZIP) flux and rewrite this using the discrete local chain rule as

$$\sum_g \sum_\alpha \Delta V \sum_{\gamma \neq \alpha} \left( \partial_\gamma J_g (\nabla \xi)_\alpha g B^\alpha g \right) - B^\alpha g \left( \partial_\gamma J_g B^\gamma g \right) = 0.$$ (41)

where the second term in this expression is zero due to the solenoidal property of the magnetic field, which holds locally for our discretization for general curvilinear meshes - see Ref. [44]. Then, as before, noting that $(\nabla \xi)_\alpha g$ is independent of $\gamma$ for $\gamma \neq \alpha$, this can be written as a pure derivative of fluxes which is conservative, i.e.

$$\sum_g \sum_\alpha \Delta V \sum_{\gamma \neq \alpha} \left( \partial_\gamma J_g (\nabla \xi)_\alpha g B^\gamma g \right) = 0.$$ (42)

The numerical confirmation of momentum conservation in Cartesian tensor-packed meshes is demonstrated in the numerical examples of Sections 6.2 and 6.3.

5. Numerical implementation

5.1. Iterative solution

As in Ref. [1], our implementation solves for the magnetic vector potential $(A_\alpha)_{g+1}^n$ rather than the magnetic field formulation $(B^\alpha)_{g+1}^n$ used in Eq. (7). The Weyl gauge is chosen with electrostatic potential $\phi = 0$, such that $(A_\alpha)_{g+1}^n$ is found from the solution of

$$\frac{(A_\alpha)_{g+1}^n - (A_\alpha)_{g}^n}{\Delta t} = -(E_\alpha)_{g}^{n+1/2}.$$ (43)

We note that all of the conservation properties of Sec. 4 also hold for the $A$-formulation with the definition of $(B^\alpha)_g = \epsilon_{\alpha \beta \gamma} \left( \partial_\beta A_\gamma \right)_g / J_g$.

The non-linear algebraic equations (43, 8) can be written in the form $G(y^{n+1}) = 0$ for the solution vector $y^{n+1} = (A_\alpha_{g+1}^n, (p, J_{g+1}^n))^T$. The full details of the method of solution closely follow Ref. [1]. The system is approximately inverted by using a Jacobian-free Newton Krylov (JFNK) method [49] using flexible-GMRES [50] as a linear solver. The outer Newton iteration is iterated until the residual is converged to a user specified non-linear tolerance $\epsilon_r$. Note that the particle quantities $(E_p, v_p)$ do not enter the residual directly; rather, the particles are advanced by Eqs. (9, 11) and moments gathered by Eqs. (14, 15) in each residual evaluation. To do this, a Picard-iterated implicit Boris method is used to solve Eqs. (9, 11) - see Ref. [1].

Effective preconditioning plays a primary role in the efficiency of methods such as these. However, the discussion of a suitable physics-based preconditioner is outside of the scope of the present paper, and will be documented elsewhere. For these results, we do not perform preconditioning and, as such, we typically use a small timestep and do not consider performance data for the results presented here.
5.2. Normalization

The discrete model is implemented in normalized form using natural magnetized ion units. For a typical magnetic field strength $B_0$, density $n_0$, and ion mass $m_0$, velocities are normalized by the Alfvén speed $v_0 = v_{A0} = B_0 / \sqrt{m_0 e n_0}$, times by the inverse cyclotron period $t_0 = \Omega_{c0}^{-1} = m_0/eB_0$, and lengths by the ion skin depth $L_0 = d_0 = v_{A0}/\Omega_{c0}$. The different species of kinetic ions are distinguished by their normalized charge $Z_i = q_i/e$, mass $M_i = m_i/m_0$, and density $N_i = n_{i0}/n_0$. If they are initialized with a Maxwellian distribution function with temperature $T_{i0}$, we define the thermal velocity as $v_{T,i0} = \sqrt{T_{i0}/m_i}$ and plasma-beta $\beta_{i0} = 2M_iN_i(v_{T,i0})^2 = 2n_{i0}T_{i0}/B_0^2$. The electron sound speed is defined as $C_s = \sqrt{T_{e0}/m_0}$ and the ratio of ion to electron temperatures is $\tau_i = T_{i0}/T_{e0}$. 

6. Numerical Verification

6.1. Electrostatic Ion Acoustic Wave: Momentum conservation

In the first numerical example, we consider the ion Landau damping of an ion acoustic wave using a 2D non-orthogonal curvilinear mesh. This is an electrostatic problem and the motivation is to numerically verify the novel conservation properties of the scheme for this limit (momentum and energy conservation, see Sec. 4.2.1) for non-orthogonal curvilinear meshes. The physical problem set-up considered is similar to that described in Ref. [1]. The simulation is initialized with a single ion species with $Z_i = M_i = 1$ with a Maxwellian velocity function with thermal speed $v_{T,i0} = \sqrt{1/3}$. We set $\gamma = 5/3$ and use a temperature ratio of $\tau = 0.2$. The ions are given a perturbation to their velocity such that the initial bulk velocity is given by $\delta u_i = 0.01 \cos(k_x x + k_y y)(\hat{x} + \hat{y})$ with $k_x = k_y = \pi/8$. We use a non-orthogonal sinusoidal mesh with periodic boundary conditions for this problem, specified by the map

$x(\xi, \eta) = \xi + \sigma \sin(2\pi\xi/L_x) \sin(2\pi\eta/L_y)$, \hspace{1cm} (44)

$y(\xi, \eta) = \eta + \sigma \sin(2\pi\xi/L_x) \sin(2\pi\eta/L_y)$, \hspace{1cm} (45)

Here, the parameter $\sigma$ describes the distortion of the mesh. Fig. 1 shows the initial conditions for the $\hat{x}$-component of the ion velocity moment, along with the spatial mesh used for $\sigma = 1$.

Additional numerical parameters used are $64 \times 64$ cells, with $5 \times 10^4$ particles/cell initialized with a quasi-quiet start [51] from a low discrepancy Hammersley sequence [52] to reduce noise. We use second-order quadratic-spline shape functions and apply two passes of conservative binomial smoothing, see Appendix C. The timestep used is $\Delta t = 0.02$, and the non-linear tolerance used is $\epsilon_t = 10^{-12}$. 

Figure 1: Non-orthogonal sinusoidal mesh used for electrostatic ion acoustic wave problem. The colored lines show contours of the Cartesian ion velocity moment $u_i$, and the black + symbols show the centers of the spatial cells. The mesh map is given by Eqs. (44-45) with distortion factor $\sigma = 1$. 

![Non-orthogonal sinusoidal mesh](image_url)
Figure 2: a) Ion velocity moment perturbation amplitude from the electrostatic ion acoustic wave test on non-orthogonal sinusoidal (red) and uniform Cartesian (blue) meshes. The black dashed line shows the theoretical damping rate with slope $\gamma = -0.0744636$. b) Numerical conservation errors. Top: $\mathbf{x}$-component of linear momentum. Middle: $\mathbf{y}$-component of linear momentum. Bottom: Total (ion + electron kinetic) energy. These errors are comparable to the non-linear tolerance of $10^{-12}$, as expected.

Figure 2 (left) shows the amplitude of the ion velocity moment vs time for the sinusoidal mesh (red) of Eqs. (44, 45), as well as a uniform Cartesian mesh with the same resolution (blue). The amplitude of the wave decreases exponentially with time due to kinetic ion Landau damping. The theoretical damping rate is found from the dispersion relation $Z(\xi) = 2\pi$, where $Z$ is the plasma dispersion function and $\xi = (\omega + i\gamma)/k \sqrt{2v_T}\theta$ is the normalized complex frequency. For our initial conditions, the theoretical value is $\gamma = -0.0744636$, which is shown as the black dashed line on Fig. 2 (left). There is good agreement for both the Cartesian and curvilinear mesh cases with this theoretical damping rate until the noise due to a finite number of particles overcomes the signal.

The conservation errors are shown in Fig. 2 (right) for both the Cartesian mesh (blue) and curvilinear mesh (red) simulations. The momenta and energy are conserved to better than $10^{-13}$ and $10^{-12}$, respectively, which is on the level of the non-linear tolerance ($10^{-15}$) used. This provides numerical verification of the result of Section 4.2.1, that, for the electrostatic limit, the total linear momentum and energy is conserved for general curvilinear mapped meshes.

6.2. Spatial convergence for 2D whistler wave propagation

In the second numerical example, we simulate the right-hand polarized Alfvén-whistler wave in a cold and uniform background plasma. This wave has an exact analytical solution to the cold-plasma hybrid model for arbitrary perturbation amplitude, and therefore can be used to perform a formal grid convergence study. All simulations are performed in 2D, with the initial background plasma specified by $Z_i = M_i = N_i = 1, T_i = T_e = 0$, and the magnetic field oriented diagonally in physical space as $B/B_0 = (\hat{\mathbf{x}} + \hat{\mathbf{y}})/\sqrt{2}$.

The eigenmode of the wave is perturbed as

$$\delta B = \nabla \times \delta A = 10^{-3} \nabla \times \left( \frac{\cos(k \cdot x)}{k_x} \hat{\mathbf{y}} - \frac{\sin(k \cdot x)}{k} \hat{\mathbf{z}} \right),$$

$$\frac{\delta u}{v_{Ai}} = -\frac{\delta B v_{Ai} k}{B_0} \frac{k_d k}{\omega},$$

where $k_d = k_d = 2\pi/16$ and $kd_i = \sqrt{k_d^2 + k_l^2} = 0.56$, and $\omega = v_{Ai} k \left( \frac{1}{2} d_i^2 k^2 + \sqrt{1 + \frac{1}{4} d_i^2 k^2} \right)$. This intermediate value of $kd_i$ is chosen to simultaneously test both the grid-based electron and particle-based ion discretizations. These
simulations use 400 particles/cell initialized with the quasi-quiet start, and apply one pass of conservative binomial smoothing (Appendix C). The timestep used is $\Delta t_\Omega = 0.0125$.

Figure 3 shows the two types of mesh that are used for this numerical test. The left panel shows a Cartesian tensor-packed mesh of the kind discussed in Section 4.2.2 that is packed by a factor of 4× in the $x$ and $y$ directions, and the right panel shows a non-orthogonal sinusoidal mesh of Eqs. (44, 45) with distortion factor $\sigma = 0.4$.

Figure 4 shows a formal spatial convergence study of the numerical scheme for the Cartesian tensor-packed mesh as triangles (packing factor of 2× in blue, and 4× in cyan), the sinusoidal mesh as circles ($\sigma = 0.5$ in red, $\sigma = 1$ in magenta, and $\sigma = 1.5$ in green), as well as a uniform Cartesian mesh (black squares) for comparison. The black and green dashed lines are shown for reference, both with $\epsilon \propto (\Delta x)^2$. This order of convergence holds for all of the different spatial meshes.

Figure 5 (left) shows the three components of the linear momentum error, $\Delta P = P^n - P^0$, for the Cartesian tensor-packed mesh with a packing factor of 2× (blue) and the sinusoidal mesh with $\sigma = 1$ (magenta). Both simulations have $n_x = n_y = 128$, with other parameters the same as for Fig. 4. In agreement with Section 4.2.2, the Cartesian tensor-packed meshes show very small momentum errors (max $[|\Delta P|] \approx 10^{-13}$) for a non-linear tolerance of $10^{-12}$, whereas the sinusoidal mesh has a larger momentum error, max $[|\Delta P|] \approx 6 \times 10^{-10}$.

Figure 5 (right) shows the energies from the same two simulations. The top two panels show the variation in the magnetic energy ($\Delta W_B = W^n_B - W^0_B$) and ion kinetic energy ($\Delta K_i = K^n_i - K^0_i$), respectively, and the bottom panel shows the sum of the two. The total energy errors for both cases are comparable, with values max $[\Delta E_T] \approx 10^{-13}$. We have verified that this error scales with the chosen non-linear tolerance of the iterative solver, as expected.

### 6.3. Non-linear magnetic island coalescence problem

The third numerical example is the electromagnetic island coalescence problem, which is a non-linear and multi-scale magnetic reconnection challenge problem [53, 54, 55, 14, 56, 57, 58, 59]. Recent simulation studies have highlighted the key role that the ion kinetic physics has in determining the rate of magnetic reconnection, and the global motions of the interacting magnetic islands [14].

We assume periodic boundary conditions at $x = 0, L_x$, and $y = 0, L_y$, such that there are four magnetic islands in total within the domain - two islands cross the periodic boundary at $x = 0$ and $x = L_x$, as shown in Figure 6. The initial conditions given below are in an unstable ideal-magnetohydrodynamic equilibrium state, where magnetic islands with the same sign of the out-of-plane current density $j_z$ attract each other due to the Lorentz force.

A single ion species is used with $Z_i = M_i = 1$. The ions are initialized with a Maxwellian distribution function
Figure 4: Spatial grid convergence test for whistler-wave 2D propagation problem. The uniform-mesh case is given by black squares. Circles are from the sinusoidal grid runs with $\sigma = 0.5$ (red), $\sigma = 1$ (magenta), and $\sigma = 1.5$ (green). Triangles are from the stretched planar mesh runs with stretch factors of $2\times$ (blue), and $4\times$ (cyan). The black and green dashed lines show ideal ($\Delta x$)$^2$ convergence.

(a) Change in components of linear momentum. (b) Change in magnetic energy, ion kinetic energy, and total energy.

Figure 5: Conservation errors in momentum and total energy for Alfvén-whistler wave problem. The blue curve shows results for a Cartesian tensor-packed mesh with packing factor of $2\times$, and the magenta curve is from the non-orthogonal sinusoidal mesh simulation with distortion factor $\sigma = 1$. 
The ion plasma beta is \( \beta \) periodic boundaries \( x \) current islands (blue) to move towards the outer boundaries at \( \delta \) not include the hyper-resistivity. To break the initial symmetry, we apply a sinusoidal perturbation with amplitude \( a \) dissipation scale for the thin current sheets that form in Fig. 6, otherwise these can shrink to the mesh-scale \( [61] \). The plasma resistivity used is \( \alpha \) with initial density profile \( [60] \)

\[
N_i = 0.2 + \frac{1 - a^2}{(\cosh(x/\alpha) + \alpha \cos(4\pi y/L_i))^2} + \frac{1 - a^2}{(\cosh((x - L_i/2)/\alpha) + \alpha \cos(4\pi y/L_i))^2} + \frac{1 - a^2}{(\cosh((x - L_i)/\alpha) + \alpha \cos(4\pi y/L_i))^2} \tag{48}
\]

where \( a = 0.4, \lambda = 2d_i, \) and \( L_i = L_y = 25.6d_i. \) The magnetic vector potential is given by

\[
A_z = -\lambda \left[ \ln [\cosh(x/\alpha) + \alpha \cos(4\pi y/L_y)] + \ln [\cosh((x - L_y)/\alpha) + \alpha \cos(4\pi y/L_y)] - \ln [\cosh((x - 0.5L_y)/\alpha) + \alpha \cos(4\pi y/L_y)] \right]. \tag{49}
\]

The ion plasma beta is \( \beta_i = 5/6 \) with an ion-to-electron temperature ratio \( \tau = 5 \) (total ion + electron \( \beta = 1 \). The plasma resistivity used is \( \eta = 5 \times 10^{-4} \), and the heat conductivity is \( \kappa = 0 \). Here, we also include a higher-order \textit{hyper-resistive} contribution to the resistive friction term such that \( F_x = \eta j - \eta_H \nabla j \) with \( \eta_H = 2 \times 10^{-4} \). This is used to set a dissipation scale for the thin current sheets that form in Fig. 6, otherwise these can shrink to the mesh-scale \( [61] \).

We note that the hyper-resistivity is not needed for numerical stability in this case, and the runs shown in Fig. 7 do not include the hyper-resistivity. To break the initial symmetry, we apply a sinusoidal perturbation with amplitude \( \delta A_z = 0.1, \) which causes the negative current islands (red) to move towards the midplane \( (y = L_y/2) \), and the positive current islands (blue) to move towards the outer boundaries at \( y = 0 \) and \( y = L_y. \) Magnetic reconnection occurs at each of the magnetic X-points, located at \( (x, y) = (0, 0), (0, L_y/2), (L_x/2, 0), (L_x/2, L_y/2), \) and the matching points on periodic boundaries \( x = L_x \) and \( y = L_y. \)

Figure 6 shows a comparison between a simulation with a Cartesian tensor-packed mesh with resolution \( n_x = n_y = 128 \) (left column) and a \( n_x = n_y = 512 \) resolution uniform Cartesian mesh (right column). Both cases use 400 particles/cell which are initialized with a quasi-quiet start, and use quadratic-spline shape functions with two passes of conservative smoothing (Appendix C). The timestep used is \( \Delta t\Omega_i = 0.0125. \) The map used in the tensor-packed mesh is chosen to give the same resolution at the magnetic X-points as for the uniform mesh case. However, as the same number of average particles per cell is used, the tensor-packed mesh case uses 16x fewer particles with corresponding reductions in both CPU time and memory usage. Despite this, the rate of coalescence of the magnetic islands is very similar between the two simulations as shown by the similar size of the islands at \( t\Omega_i = 40 \) in the bottom row.

Figure 7 shows the moments and energies from the same tensor-packed mesh simulation of Fig. 6 (left) but with zero hyper-resistivity \( (\eta_H = 0) \) for three different values of the relative non-linear tolerance: \( 10^{-4} \) (green), \( 10^{-6} \) (red), and \( 10^{-8} \) (blue). For these tensor-packed Cartesian meshes, both the momentum and total energy errors are reduced for tighter values of the non-linear tolerance, as expected.

6.4. Kink \((m = 1)\) mode in helical geometry

In the final numerical example, we illustrate the algorithm for a more challenging geometry with non-periodic boundary conditions. The \( m = n = 1 \) mode of a cylindrical plasma column is simulated on a 2D non-orthogonal helically symmetric mesh with an underlying map given by \( x = r \cos \tau, y = r \sin \tau. \) Here, \( \tau = (\theta - k_z)/m \) is the helical angle, \( \theta \) the poloidal angle, \( z \) the axial position, \( k = n/R \) the axial wavenumber, and \( R \) is the major radius of the cylinder which is a topological torus due to periodic boundary conditions in the poloidal and axial directions. In addition, we convolve this map with a packing function that is non-uniform in the radial direction such that resolution is finer at the rational surface \( (\Delta r_{\text{min}} = 0.002 \) at \( r = 0.5) \) and decreased in the cells adjacent to the singular point \( (r \approx 0). \) The latter is helpful to alleviate high levels of statistical noise that otherwise can occur in these cells due to their extremely small cell volumes and thus low numbers of particles per cell. The mesh used for the simulation is shown in Fig. 8. The spatial mesh has \( \{n_r, n_z\} = [64, 64] \) spatial points with an average of 400 macro-particles per cell, but these are distributed non-uniformly to place more particles into regions of low cell volumes that are more susceptible to noise as the simulation progresses. The boundary conditions are a singular-point boundary at \( r = 0 \) and a conducting outer boundary at \( r = 1. \) which are described in Appendix B. We use a tensor product of zero and second-order shape functions (Appendix B) and apply two passes of conservative smoothing (Appendix C). The timestep used is \( \Delta t = 0.01 \) and the non-linear tolerance is \( \epsilon_t = 10^{-3}. \)

We use a single ion species with \( Z_i = M_i = 1. \) The initial profiles are 1D cylindrically symmetric profiles, which form an exact Vlasov equilibrium \( [62] \). Macroscopically, the columns magnetic pinch force is balanced by a thermal
Figure 6: Pseudocolor plot of out-of-plane current density $j_z$ from the island coalescence problem with 4 initial islands (2 are shown at the periodic boundary in $x$). Left column: Cartesian tensor-packed mesh (shown as black lines) with $n_x = n_y = 128$ and stretch factor of 4 in $x$ and $y$ directions. Fine resolution is placed along the simulation boundaries and in the center of the domain. Right column: Uniform Cartesian mesh with $n_x = n_y = 512$. Both simulations use $n_{ppc} = 400$, so the tensor-packed mesh case has 16x fewer particles.
pressure gradient that points radially outwards. The plasma density and poloidal magnetic field profiles are given by

\[ N_i = \frac{1}{(1 + (r/L)^2)^2}, \]

\[ B_0/B_0 = \frac{(r/L)^4}{(1 + (r/L)^2)^2} \]

with \( B_c/B_0 = 1 \), such that the helical field \( B_c/B_0 = m(B_c/B_0r) + k \). Initial equilibrium requires that \( \beta_T = 2n_0(T_0 + T_{i0})/\beta_e = 1 \). The physical parameters used are an ion-to-electron temperature ratio \( \tau = T_i/T_e = 0 \) (chosen to compare with a cold-ion Hall-MHD model, see below), resistivity \( \eta = 2 \times 10^{-3} \) and heat conductivity \( \kappa = 2 \times 10^{-3} \). We also note that the normalization for this simulation differs from Sec. 5.2, as we set \( L_0 \) as the minor radius with \( d_i/L_0 = 0.1 \). Similarly, the time-scale is normalized by the Alfven time \( t_0 = L_0/\omega_{ci} \).

We apply a small perturbation to the radial ion bulk velocity moment

\[ \delta u_r = 10^{-3} \sin^3(\pi r) \cos(\theta) \]

(52)

to displace the column from equilibrium.

In order to sample the initial density profile from Eq. (50) and velocity moment perturbation from Eq. (52) to a high degree of accuracy for the non-uniformly distributed macro-particle profile, we compute the individual particle weights \( w_i \) and velocities \( v_i \) by inverting a mass-matrix [63]. These particles are initialized with a quasi-quiet start.

Figure 8 shows the component of the magnetic vector potential \( A_r \) (color scale) along with the spatial mesh (black lines) for the initial and final time of the simulation. At the final time, the plasma column shows a characteristic helical kink-like displacement from the origin. This \( m = 1 \) mode is driven by the gradients in the current density and plasma pressure.

Figure 9 (left) shows a comparison of the radial profile of the poloidal bulk velocity \( u_\theta \) from the simulation, along with the linear eigenfunction of the \( m = 1 \) mode. This eigenfunction and the theoretical linear growth rate (red lines in the right panel of Fig. 9) are computed numerically by solving the linearized resistive-MHD equations in cylindrical geometry using the equilibrium specified above. Although the resistive-MHD theory misses some important
Figure 8: Magnetic vector potential $A_z$ at initial ($t=0$) and final time ($t=9.5\tau_0$) from the hybrid-PIC simulation of the $m=1$ mode in 2D helical geometry. Also shown is the 2D helical mesh which is packed in the radial direction at the location of the initial rational surface.

Figure 9: Eigenfunction of $m = 1$ mode in helical geometry simulation. Green: Simulation result from non-linear Hall-MHD simulation. Blue: Simulation from cold ion hybrid simulation. The linear theory result (red) is computed for resistive-MHD (RMHD), which is in reasonable agreement since the inertial layer width is larger than the ion kinetic scales for these parameters.
diamagnetic and finite gyro-radius physics – which gives a real frequency of the mode and rotation observed in Fig. 8 (right) – our choice of parameters ensures that these differences remain small. In particular, we pick initial conditions which have a large MHD drive such that the inertial layer thickness $\Delta r$ is larger than the ion kinetic scales [64], which allows comparison with resistive-MHD theory. We also verify the results against a non-linear Hall-MHD simulation with the same initial set-up (shown in green). In the limit of cold ions, the hybrid-PIC and Hall-MHD models are physically equivalent but there are significant algorithmic differences, namely that Hall-MHD model uses a Eulerian momentum equation to compute the bulk velocity on the spatial mesh rather than using a Lagrangian particle discretization. As shown in Fig. 9, there is good agreement between these algorithms. Small differences close to the singular point ($r < 0.1$) are due to statistical noise in the hybrid-PIC simulation, which is larger in this region due to the small cell volumes close to the singular point. The numerical profiles are also in agreement with the resistive-MHD theoretical eigenfunction.

The amplitudes of the density $||\delta n||(t) = ||n(t)−n(t = 0)||$ and vector potential perturbations $||\delta A_z||(t) = ||A_z(t)−A_z(t = 0)||$ are shown in the right panel of Fig. 9 from the Hall-MHD (green) and hybrid-PIC (blue) simulations. The growth rate is in good agreement between the two codes, and these are both in agreement with the resistive-MHD linear theory (red). We note that the hybrid-PIC simulation is only run up to $t ≈ 9.5\tau_0$. At this time in the non-linear regime, there are significant bulk flows across the singular point region causing the number of particles within these cells to decrease. The simulation then fails to converge due to the increased noise fluctuation level. We note that achieving the current simulation results was non-trivial, requiring the use of suitably tailored radial mesh packing profiles, macro-particle placement, and adjustment of particle weights to match the initial moment profiles. Future directions will explore the use of particle remapping and/or $\delta F$ methods in order to drastically reduce noise and allow the simulation to proceed to saturation. These are significant modifications to the algorithm and are outside of the scope of the present paper.

7. Summary

In this paper, we have derived a novel conservative scheme for the electromagnetic hybrid kinetic-ion fluid-electron plasma model by using implicit particle-in-cell methods. This work extends the work of Ref. [1] – which was derived for uniform Cartesian meshes – to general curvilinear meshes by using a smooth and static map from logical to physical space. The equations for the electromagnetic fields and electron fluid quantities are discretized on a cell-centered mesh in logical space. For the kinetic-ion particles, the velocities are calculated in Cartesian space to avoid fictitious force terms in the equation of motion, while the particle positions are computed in logical space. The gather and scatter particle-mesh interpolations are performed using the Cartesian vector components at the logical space positions. These choices, along with the multi-rate implicit mid-point timestepping scheme used in Ref. [1], give the unique conservation properties of this algorithm. Sec. 4.1 demonstrates that the scheme discretely conserves the total (ion kinetic + magnetic + electron thermal) energy for general curvilinear meshes, provided suitable boundary conditions are used. Furthermore, these choices also give linear momentum conservation in the electrostatic limit as proved in Section 4.2.1, and demonstrated numerically in Section 6.1. For the full electromagnetic model, total momentum is conserved for tensor-packed meshes using a Cartesian coordinate basis (Sec. 4.2.2 and verified numerically in Secs. 6.2, 6.3). Although this property only applies to this restricted subset, these types of meshes are often used to efficiently study multiscale problems with thin boundary layers such as the magnetic island coalescence problem of Sec. 6.3. In Sec. 6, we also present a formal grid convergence study of the algorithm for simulating right-hand polarized whistler waves, which demonstrates second-order convergence for different types of meshes, and also present results from a challenging simulation of the $m = n = 1$ mode of a plasma column on a 2D helically symmetric mesh geometry with non-periodic boundary conditions.

Future work on the kinetic-ion fluid-electron model will include the development of optimal and robust physics-based preconditioning strategies, and document the performance of the scheme. We will also explore noise reduction via $\delta F$ control-variate techniques.
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Appendix A. Discrete vector identities in curvilinear coordinates

The vector product operations used in Sec. 3 are defined in curvilinear form using index notation as

\[ \mathbf{a} \cdot \mathbf{b} = a^\alpha b_\alpha = a_\alpha b^\alpha, \]
\[ (\mathbf{a} \times \mathbf{b})^\alpha = \frac{1}{f} \epsilon^{\alpha \beta \gamma} a_\beta b_\gamma, \]
\[ (\mathbf{a} \times \mathbf{b})_\alpha = J \epsilon_{\alpha \beta \gamma} a^\beta b^\gamma, \]

where \( \epsilon^{\alpha \beta \gamma} \) and \( \epsilon_{\alpha \beta \gamma} \) are Levi-Cevita symbols. The differential operators are defined as

\[ \nabla_\chi = \partial_\chi \chi, \]
\[ \nabla \cdot \mathbf{a} = \frac{1}{f} \partial_\alpha (Ja^\alpha), \]
\[ (\nabla \times \mathbf{a})^\alpha = \frac{1}{f} \epsilon^{\alpha \beta \gamma} \partial_\beta a_\gamma. \]

Appendix B. Boundary conditions

The helical kink mode example problem discussed in Sec. 6.4 uses non-periodic boundaries in the radial direction. These are a singular point boundary condition at \( r = 0 \), and a conducting shell boundary condition at \( r = 1 \). To simplify the treatment of these boundary conditions, we use Nearest Grid Point (NGP) interpolation for the radial direction in the scatter and gather operations of Eqs. (13, 12, 14, 15), while using second order in the periodic direction of the helical angle. This choice was made to achieve some noise reduction while ensuring that the particle-mesh interpolations only access cells interior to the domain boundaries.

Appendix B.1. Conducting boundary condition

For the particles we use a reflecting boundary condition

\[ \mathbf{v}_p \rightarrow \mathbf{v}_p - 2\mathbf{v}_p \cdot \hat{\mathbf{n}} \hat{\mathbf{n}}, \]

where \( \hat{\mathbf{n}} \) is the normal vector to the boundary evaluated at the particle position. This conserves the particle energy, but not the momentum.

For the conducting wall we set \( \mathbf{v} \times \mathbf{E} = -\partial_r \hat{\mathbf{n}} \times \mathbf{A} = 0 \) and \( \partial_\rho r \mathbf{p} = 0 \). In cylindrical and helical coordinates this gives

\[ p_i(t) = p_i(t = 0), \quad A_2(t) = A_2(t = 0), \quad A_3(t) = A_3(t = 0). \]

Appendix B.2. Singular point boundary condition

For mesh quantities, we note that our cell centered description means that no quantities are defined exactly on the singular point. For a radial mesh packing function that is symmetric about the singular point, the ghost cell (index \( i = 0 \)) is located at \( r_0 = -r_1 \) where \( r_1 \) is the cell center of the first interior cell (index \( i = 1 \)). To set the singular point boundary conditions requires values to be set at this ghost cell. We follow Ref. [65] and make use of the identity transformation for cylindrical/helical coordinates about the singular point \( (r, \theta) \rightarrow (-r, \theta + \pi) \). Scalar quantities are thus filled as

\[ \chi(r_0, \theta) = \chi(r_1, \theta + \pi). \]

For our definition of basis functions in Sec. 3, the contravariant components of a vector \( \Pi \) can be expressed in cylindrical co-ordinates as \( \Pi^1 = \Pi_r, \Pi^2 = \Pi_\theta/r \) and \( \Pi^3 = \Pi_\phi \). The ghost cell values are found as follows

\[ \Pi^1(r_0, \theta) = -\Pi^1(r_1, \theta + \pi), \quad \Pi^2(r_0, \theta) = \Pi^2(r_1, \theta + \pi), \quad \Pi^3(r_0, \theta) = \Pi^3(r_1, \theta + \pi). \]

The covariant components are given by \( \Pi^1 = \Pi_r, \Pi^2 = r\Pi_\theta, \Pi^3 = \Pi_\phi \), with the ghost cells being set in the same way. We note that this method is the same as in Ref. [65] after accounting for differences in the basis vector definitions used in Sec. 3.
Appendix C. Conservative binomial smoothing

Binomial smoothing is a useful technique for full-kinetic-PIC or hybrid-PIC schemes to reduce the effects of statistical noise due to a finite number of macro-particles [12], while being computationally cheaper to apply than using higher-order shape functions (at least for the typical case where the number of particles-per-cell is large). The 3D smoothing operator is defined as \( SM_g[Q_{ijk}] = SM_i[SM_j[SM_k[Q_{ijk}]]] \), which is a composition of 1D smoothing operators defined as

\[
SM_i[Q_{ijk}] = \frac{Q_{i-1,j,k} + 2Q_{ijk} + Q_{i+1,j,k}}{4}.  \tag{C.1}
\]

It is possible to do this smoothing in a conservative manner for the hybrid-PIC method, provided that it is done symmetrically to the electromagnetic field and moment quantities as defined in e.g., Ref. [1]. This follows directly from the property of Eq. (C.1), that \( \sum_i A_{ijk} SM_g[B_{ijk}] = \sum_i SM_g[A_{ijk}] B_{ijk} \) for suitable (e.g., periodic) boundary conditions. In a similar manner, it can be shown that the discrete conservation properties of Section 4 continue to hold for curvilinear meshes when the smoothing is done as described below.

For the electromagnetic fields, the Cartesian vector representations of Eqs. (12, 13) are smoothed on the spatial mesh before scattering to the particles as

\[
E_p^{r+1/2} = \sum_g SM_g\left[ E_g^{r+1/2} \right] S(\xi_g^r - (\xi_g^r)^{r+1/2}) ,  \tag{C.2}
\]

\[
B_p^{r+1/2} = \sum_g SM_g\left[ B_g^{r+1/2} \right] S(\xi_g^r - (\xi_g^r)^{r+1/2}) .  \tag{C.3}
\]

In addition, the Jacobian-weighted density and Cartesian momentum vectors of Eqs. (14, 15) are smoothed as

\[
J_g n^{r+1/2} = SM_g\left[ \frac{1}{\Delta V} \sum_p \frac{d_p}{e} w_p^{1/2} \sum_{v=0}^{N_p-1} S(\xi_g^r - (\xi_g^r)^{r+1/2}) \Delta t_p^v \right] .  \tag{C.4}
\]

\[
J_g (nu)^{r+1/2} = SM_g\left[ \frac{1}{\Delta V} \sum_p \frac{q_p}{e} w_p^{1/2} \sum_{v=0}^{N_p-1} S(\xi_g^r - (\xi_g^r)^{r+1/2}) \Delta t_p^v \right] .  \tag{C.5}
\]

We note that, as discussed in Ref. [43], care must be taken to resolve the ion skin depth \( \delta_i \) when using higher-order particle shape functions or mesh-based smoothing, to avoid numerical dispersion errors due to the hybrid-PIC cancellation problem. Also, the compensation filter can be additionally applied in the same manner as Eqs. (C.2-C.5) to reduce the amount of attenuation caused by smoothing at long wavelengths \( (k\Delta x \ll \pi) \) where it is undesirable, see e.g., Refs [12, 1].
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