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Abstract

In this paper, we consider an informational market model with two flows of informations. The smallest flow $F$, which is available to all agents, is the filtration of the initial market model $(S, F, P)$, where $S$ is the assets’ prices and $P$ is a probability measure. The largest flow $G$ contains additional information about the occurrence of a random time $\tau$. This setting covers credit risk theory where $\tau$ models the default time of a firm, and life insurance where $\tau$ represents the death time of an insured. For the model $(S - S^\tau, G, P)$, we address the log-optimal portfolio problem in many aspects. In particular, we answer the following questions and beyond: 1) What are the necessary and sufficient conditions for the existence of log-optimal portfolio of the model under consideration? 2) what are the various type of risks induced by $\tau$ that affect this portfolio and how? 3) What are the factors that completely describe the sensitivity of the log-portfolio to the parameters of $\tau$? The answers to these questions and other related discussions definitely complement the work of Choulli and Yansori [12] which deals with the stopped model $(S^\tau, G)$.
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1 Introduction

In this paper, we consider an initial market model represented by the triplet $(S, F, P)$, where $S$ represents the discounted prices for $d$-stocks, $F$ is the “public” information that is available to most agents, and $P$ is a probability measure. To this initial model, we add a random time $\tau$ that might
not be seen through $\mathbb{F}$ when it occurs (mathematically speaking $\tau$ might not be an $\mathbb{F}$-stopping time). In this context, we adopt the progressive enlargement of filtration to model the larger information that includes both $\mathbb{F}$ and $\tau$. For the obtained new informational system that lives after $\tau$, denoted by $(S - S^\tau, \mathbb{G}, P)$, our ultimate goal lies in measuring the impact of $\tau$ on log-optimal portfolio, no matter what is the pair $(S, \mathbb{F})$ and no matter how it is related to $\tau$, which is an honest time with some mild assumption. In order to be more precise in our objective, we recall the definition of log-optimal and numéraire portfolios, the two portfolios that are intimately related to the logarithm utility. To this end, we denote by $W^\theta$ the wealth process of the portfolio $\theta$.

**Definition 1.1.** Let $(X, \mathbb{H}, Q)$ be a market model, where $X$ is the assets’ price process, $\mathbb{H}$ is a filtration, and $Q$ is a probability measure. Consider a fixed investment horizon $T \in (0, +\infty)$, and a portfolio $\theta^*$. (a) $\theta^*$ is a numéraire portfolio for $(X, \mathbb{H}, Q)$ if $W^{\theta^*} > 0$ and

\[
W^\theta/W^{\theta^*} \text{ is an } (\mathbb{H}, Q)\text{-supermartingale, for any portfolio } \theta \text{ with } W^\theta \geq 0.
\]

(b) $\theta^*$ is called a log-optimal portfolio for $(X, \mathbb{H}, Q)$ if $\theta^* \in \Theta(X, \mathbb{H}, Q)$ and

\[
u_T(X, \mathbb{H}, Q) := \sup_{\theta \in \Theta} E_Q \left[ \ln(W^\theta_T) \right] = E_Q \left[ \ln(W^{\theta^*}_T) \right],
\]

where $E_Q[.]$ is the expectation under $Q$, and $\Theta := \Theta(X, \mathbb{H}, Q)$ is given by

\[
\Theta(X, \mathbb{H}, Q) := \left\{ \text{portfolio } \theta \mid W^\theta > 0 \text{ and } E_Q \left[ \ln(W^\theta_T) \right] < +\infty \right\}.
\]

The problem of maximization of expected log utility from terminal wealth, defined in (1.2)-(1.3), received a lot of attention in the literature, even though it is a particular case of the utility maximization theory problem. This latter problem is addressed at various levels of generality, see Cvitanic et al. [21], Karatzas and Wang [39], Karatzas and Zitkovic [40], Kramkov and Schachermayer [43], Merton [46, 47], and the references therein to cite a few. The numéraire portfolio was introduced up to our knowledge in Long [45], where $W^\theta/W^{\theta^*}$ is required to be a martingale, while Definition 1.1(a) goes back to Becherer [9, Definition 4.1]. Then these works were extended and investigated extensively in different directions in Choulli et al. [16], Christensen and Larsen [22], Göll and Kallsen [28], Hulley and Schweizer [31], Kardaras and Karatzas [37], and the references therein. For more precise relationship between the numéraire and log-optimal portfolios, we refer the reader to [11] and the references therein.

Thus, our setting falls into the topic of the portfolio problem under asymmetries of information. The literature about this topic can be divided into two major cases. The first main case, which is the most studied in the literature, is known in the finance and mathematical finance literature as the insider trading setting. For this insider framework, log-optimal portfolios are extensively studied and we refer the reader to Amendinger et al. [3], Ankirchner et al. [4], Ankirchner and Imkeller [5], Corcuera et al. [23], Grorud and Pontier [29], Pilovsky and Karatzas [38], Kohatsu-Higa and Sulem [42], and the references therein to cite a few. Most of this literature focuses on two intimately related questions on the log-optimal portfolio for $(S, \mathbb{G}^*, P)$, where $\mathbb{G}^*$ is the initial enlargement of $\mathbb{F}$ with a random variable $L$ that represents the extra knowledge. In fact, under some assumption on the pair $(L, \mathbb{F})$, frequently called Jacod’s assumption, the existence of the log-optimal portfolio and the evaluation of the increment of expected logarithm-utility from terminal wealth (denoted hereafter by $\text{IEU}(S, \mathbb{G}^*, \mathbb{F})$) for $(S, \mathbb{G}^*, P)$ and $(S, \mathbb{F}, P)$ represent the core contribution of these papers, where it is proven that

\[
\text{IEU}(S, \mathbb{G}^*, \mathbb{F}) := u_T(S, \mathbb{G}^*, P) - u_T(S, \mathbb{F}, P) = \text{relative entropy}(P|Q^*).
\]
Hence, in this insider setting, the log-optimal portfolio for \((S, G^*, P)\) exists if and only if \(P\) has a finite entropy with respect to \(Q^*\), which is an explicitly described probability measure associated to \(L\). In particular, the quantity \(IEU(S, G^*, F)\) is always a true gain due to the advantage of knowing fully \(L\) by the investor endowed with the flow \(G^*\). The formula (1.4) was initially derived by Pikovsky and Karatzas \[38\] for the Brownian filtration, and Amendinger et al. \[3\] extended it to models driven by general continuous local martingales, where the authors connect this formula with Shannon entropy of \(L\) for some models. The Shannon concept was further studied by Ankirchner et al. \[4\] afterwards, where the authors show its important role in measuring the impact of inside-information on log-optimal portfolios. Other related and interesting works, we cite Corcuera et al. \[23\] and Kahatsu-Higa and Yamazato \[41\], and Ankirchner et al. \[4\]. In this latter paper, the authors consider arbitrary filtrations \(F\) and \(G^*\) such that \(F \subset G^*\), while assuming the continuity of \(S\) and the existence of a drift information condition on the pair \((F, G^*)\).

The second major case, in contrast to the insider setting which uses the initial enlargement of \(F\), suggests to add the extra information over time as it occurs, and this leads to say that \(G^*\) is the progressive enlargement of filtration with \(\tau\). This is our current framework, in which we complement \[11\] that deals with the sub-model \((S^*, G, P)\). On the one hand, a log-optimal portfolio is a numéraire portfolio, see Choulli and Yansori \[11, 12\]. On the other hand, thanks to Choulli et al. \[10\] and Kardaras and Karatzas \[37\] that connect the existence of a numéraire portfolio to the concept of No-Unbounded-Profit-with-bounded-risk (NUPBR hereafter), and the recent works of Aksamit et al. \[1, 2\] and Choulli and Deng \[15\] on NUPBR for the model \((S - S^*, G, P)\), the problem of the existence of the numéraire portfolio for \((S - S^*, G, P)\) is completely understood. For the log-optimal portfolio of \((S - S^*, G, P)\), the situation is more challenging, and the problem of its existence is the first major obstacle. To address this, we appeal to the explicit description of the set of deflators of \((S - S^*, G, P)\), recently developed by Choulli and Yansori \[10\], and answer the following question.

\[
\text{For which } (S, \tau), \text{ does the log-optimal portfolio of } (S^*, G, P) \text{ exist?} \tag{1.5}
\]

It is worth mentioning that this existence question is much deeper and general than the corresponding one addressed in the insider setting. Indeed, in our framework, there is no hope for (1.4) to hold in its current form, and only a practical answer to (1.5) will allow us to answer the question below.

\[
\begin{aligned}
&\text{What are the informational conditions on } \tau \\
&\text{for the existence of the log-optimal portfolio of } (S - S^*, G, P) \\
\end{aligned} \tag{1.6}
\]

For our setting, the increment of expected logarithmic-utility between \((S - S^*, G)\) and \((S, F)\), denoted by \(IEU_{after}(S, \tau, F)\), is defined by

\[
IEU_{after}(S, \tau, F) := \Delta_T(S, \tau, F) := u_T(S - S^*, G, P) - u_T(S, F, P), \tag{1.7}
\]

and is affected by many factors. Hence, we will address the question of

\[
\text{what are the factors that explain the sensitivity of } IEU_{after}(S, \tau, F) \text{ to } \tau? \tag{1.8}
\]

Our definition for the utility increment, given in (1.7), stems from our main goal of measuring the impact of \(\tau\) on the base model \((S, F, P)\) via log utility. To answer (1.8), we address the explicit computation of the log-optimal portfolio using \(F\)-observable processes, and answer the following question.

\[
\text{How can the log-optimal portfolio of } (S - S^*, G, P) \text{ be described via } F? \tag{1.9}
\]

3
This paper contains four sections including the current one. Section 2 presents the mathematical and financial model besides the corresponding required notation and some preliminaries that are important herein. Section 3 focuses on the existence of the log-optimal portfolio and the duality. Section 4 describes explicitly both the log-optimal portfolio using the F-predictable characteristics of the model, and discusses its financial applications and consequences. The paper contains an appendix where some proofs are relegated and some technical (new and existing) results are detailed.

2 The mathematical framework and preliminaries

Throughout the paper, we suppose given a complete probability space \((\Omega, \mathcal{F}, P)\). Then any filtration \(\mathbb{H}\) on this space will be supposed to satisfy the usual conditions (i.e. \(\mathbb{H}\) is right-continuous and complete).

2.1 General notation

For any any filtration \(\mathbb{H}\) on this space, we denote \(\mathcal{A}(\mathbb{H})\) (respectively \(\mathcal{M}(\mathbb{H})\)) the set of \(\mathbb{H}\)-adapted processes with \(\mathbb{H}\)-integrable variation (respectively that are \(\mathbb{H}\)-uniformly integrable martingale). For any process \(X\), we denote by \(\mathbb{H}^\ast X\) (respectively \(\mathbb{P}^\ast X\)) the \(\mathbb{H}\)-optional (respectively \(\mathbb{P}\)-predictable) projection of \(X\). For an increasing process \(V\), we denote \(V^\ast\) (respectively \(V^\mathbb{P}\)) its dual \(\mathbb{H}\)-optional (respectively \(\mathbb{P}\)-predictable) projection. For a filtration \(\mathbb{H}\), \(\mathcal{O}(\mathbb{H})\), \(\mathcal{P}(\mathbb{H})\) and \(\text{Prog}(\mathbb{H})\) represent the \(\mathbb{H}\)-optional, the \(\mathbb{H}\)-predictable and the \(\mathbb{H}\)-progressive \(\sigma\)-fields respectively on \(\Omega \times [0, +\infty]\). For an \(\mathbb{H}\)-semimartingale \(X\), we denote by \(L(X, \mathbb{H})\) the set of all \(X\)-integrable processes in the Ito’s sense, and for \(H \in L(X, \mathbb{H})\), the resulting integral is one dimensional \(\mathbb{H}\)-semimartingale denoted by \(H \cdot X := \int_0^T H_u dX_u\). If \(C(\mathbb{H})\) is a set of processes that are adapted to \(\mathbb{H}\), then \(C_{\text{loc}}(\mathbb{H})\) except when it is stated otherwise is the set of processes, \(X\), for which there exists a sequence of \(\mathbb{H}\)-stopping times, \((T_n)_{n \geq 1}\), that increases to infinity and \(X^{T_n}\) belongs to \(C(\mathbb{H})\), for each \(n \geq 1\). For any \(\mathbb{H}\)-semimartingale, \(L\), the Dolleans-Dade stochastic exponential denoted by \(\mathcal{E}(L)\), is the unique solution to the SDE: \(dX = X \cdot dL\), \(X_0 = 1\), given by

\[
\mathcal{E}_t(L) = \exp\left(L_t - L_0 - \frac{1}{2}\left< L, L \right>_t\right) \prod_{0 < s < t} (1 + \Delta L_s) e^{-\Delta L_s}.
\]

2.2 The mathematical model

Our mathematical and financial model has two principal components. The first component, called throughout the rest of the paper as the initial market model is specified by the pair \((S, F)\). Here \(F\) is filtration representing the “public” flow of information, which is available to all agents, and \(S\) is a d-dimensional \(F\)-semimartingale which models the price processes of \(d\) risky assets. The second main component is the random time \(\tau\), which might represent the default time of firm in credit risk theory, or the death time of an insured in life insurance, or the occurrence time of an event that might impact the initial market model. The occurrence of \(\tau\), in general, might not be observable through \(F\), or mathematically this translates to \(\tau\) might not be an \(F\)-stopping time, see the literature about credit risk or that of life insurance. Hence, in order to model the flow of information for the whole model \((S, F, \tau)\), we consider the following

\[
G_t := o^F(I_{[0, \tau]} I_t) = P(\tau > t | F_t), \quad G_t := o^F(I_{[0, \tau]} I_t) = P(\tau \geq t | F_t), \quad \text{and} \quad m := G + D^o\mathbb{F}.
\]

The processes \(G\) and \(\tilde{G}\) are known as Azéma supermartingale, while \(m\) is a BMO \(\mathbb{F}\)-martingale. For more details about these, we refer the reader to [25, paragraph 74, Chapitre XX]. The pair \((\tilde{G}, G)\) or equivalently the pair \((G, D^o\mathbb{F})\) are the parametrization of \(\tau\) through the flow \(F\). For detailed discussion about why we consider this progressive enlargement of \(F\) with \(\tau\) instead, we refer the reader to [12].
and the references therein.

Our resulting informational model, that we will investigate throughout the paper, is \((S, G, P)\). For this model, our main goal resides in studying the log-optimal portfolio deeply, and mainly answer the questions singled out in the introduction. As Choulli and Yansori \cite{ChoulliYansori2012} already addressed fully the sub-model \((S', G, P)\), and due to the myopic feature of the log utility, the main contribution of this paper lies in focusing on the sub-model \((S - S', G, P)\). It is known in the probabilistic literature, that for general \(\tau\), the process \(S - S'\) might not even be a \(G\)-semimartingale, and hence in this case there is no chance for the log-optimal portfolio to exist. To avoid this technical problem and difficulty, which is not in the scope of this paper, we suppose throughout the paper that \(\tau\) is an honest random time.

This honest time concept is mathematically defined by the following.

**Definition 2.1.** A random time \(\tau\) is called an \(\mathbb{F}\)-honest time if, for any \(t\), there exists an \(\mathbb{F}_t\)-measurable random variable \(\tau_t\) such that \(\tau \mathbb{1}_{\{\tau < t\}} = \tau_t \mathbb{1}_{\{\tau < t\}}\).

### 2.3 Some useful preliminaries

This subsection recalls some useful results and/or some definitions from the literature.

**Theorem 2.2.** Suppose \(\tau\) is an honest time. Then the following assertions hold.

(a) For any \(\mathbb{F}\)-local martingale \(M\), the process

\[
\mathcal{T}^{(a)}(M) := I_{[\tau, +\infty]} \cdot M + \frac{I_{[\tau, +\infty]} \cdot [m, M] + I_{[\tau, +\infty]} \cdot (\sum \Delta M(1 - G) I_{[\tilde{G} = 1 > G_-])}^{P, \mathbb{F}}}{1 - G}
\]

is a \(G\)-local martingale.

(b) For any \(M \in \mathcal{M}_{loc}(\mathbb{F})\), the process

\[
\tilde{M}^{(a)} := I_{[\tau, +\infty]} \cdot M + \frac{1}{1 - G_-} I_{[\tau, +\infty]} \cdot \langle m, M \rangle^{\mathbb{F}}
\]

is a \(G\)-local martingale.

We recall the mathematical definition of deflators, as these are the “dual” processes to the wealth processes \(W^\theta\), and hence play central role in solving the dual problem.

**Definition 2.3.** Consider the model \((X, \mathbb{H}, Q)\), where \(\mathbb{H}\) is a filtration, \(Q\) is a probability, and \(X\) is a \((Q, \mathbb{H})\)-semimartingale. Let \(Z\) be a process.

We call \(Z\) a local martingale deflator for \((X, Q, \mathbb{H})\) if \(Z > 0\) and there exists a real-valued and \(\mathbb{H}\)-predictable process \(\varphi\) such that \(0 < \varphi \leq 1\) and both \(Z\) and \(Z(\varphi \cdot X)\) are \(\mathbb{H}\)-local martingales under \(Q\). Throughout the paper, the set of these local martingale deflators will be denoted by \(\mathcal{D}(X, Q, \mathbb{H})\). The set of all deflators will be denoted by \(\mathcal{D}(X, Q, \mathbb{H})\). When \(Q = P\), for the sake of simplicity, we simply omit the probability in notations and terminology.

Thanks to \cite{Delbaen2006} Theorem 2.1, the log-optimal portfolio for a model \((X, \mathbb{H}, P)\) is intimately related to the subset of \(\mathcal{D}(X, \mathbb{H})\) given by

\[
\mathcal{D}_{log}(X, \mathbb{H}) := \left\{ Z \in \mathcal{D}(X, \mathbb{H}) \mid \sup_{t \geq 0} E[-\ln(Z_t)] < +\infty \right\}.
\]

We end this subsection by borrowing an important result, from \cite{Delbaen2006}, on explicit description of all deflators for the model \((S - S', \mathbb{G})\) in terms of deflators for the initial model \((S, \mathbb{F})\). To this end, throughout the paper, we assume the following assumptions

\[
\tau \text{ is a finite honest time such that } G_\tau < +\infty \text{ } P\text{-a.s. and } \left\{ \tilde{G} = 1 > G_- \right\} = \emptyset.
\]
and we consider the following processes

\[ m^{(1)} := -(1 - G_-)^{-1} I_{\{G_+ < 1\}} \cdot m \quad \text{and} \quad S^{(1)} := I_{\{G_+ < 1\}} \cdot S. \]  

(2.7)

**Theorem 2.4.** Suppose that assumptions (2.6) hold, and let \( Z^G \) be a process such that \((Z^G)^\tau = 1\). Then the following assertions are equivalent.

(a) \( Z^G \) is a deflator for \((S - S^\tau, \mathcal{G})\) (i.e., \( Z^G \in \mathcal{D}(S - S^\tau, \mathcal{G}) \)).

(b) There exists a unique pair \((K^F, V^F)\) such that \( K^F \in \mathcal{M}_{\text{loc}}(\mathcal{F}) \), \( V^F \) is an \( \mathcal{F} \)-predictable RCLL and nondecreasing process such that

\[ V_0^F = K_0^F = 0, \quad \mathcal{E}(K^F)\mathcal{E}(-V^F) \in \mathcal{D}(S^{(1)}, \mathcal{F}), \]

\[ Z^G = \mathcal{E}(K^G)\mathcal{E}(-I_{[T, +\infty]} \cdot V^F), \quad K^G = I_{[T, +\infty]} \cdot \mathcal{T}^{(a)}(K^F) + (1 - G_-)^{-1} I_{[T, +\infty]} \cdot \mathcal{T}^{(a)}(m). \]  

(2.8)

(c) There exists a unique \( Z^G \in \mathcal{D}(S^{(1)}, \mathcal{F}) \) such that

\[ Z^G = \frac{Z^F / (Z^G)^\tau}{\mathcal{E}(-I_{[T, +\infty]} (1 - G_-)^{-1} \cdot m)}. \]  

(2.9)

We end this section with the following definition of portfolio rate. Recall that a portfolio for the model \((X, H, Q)\) is any \( H \)-predictable \( \theta (H \in \{F, G\}) \), such that \( \theta \) is \( X \)-integrable in the semimartingale sense, and the corresponding wealth process with initial value one is given by \( W^\theta = 1 + \theta \cdot X \).

**Definition 2.5.** Let \( \theta \) be a portfolio for \((X, H, Q)\) such that both \( W^\theta \) and \( W^{-\theta} \) are positive (i.e. \( W^\theta > 0 \) and \( W^{-\theta} > 0 \)). Then we associate to the portfolio \( \theta \), the portfolio rate \( \varphi \) given by

\[ \varphi := \theta / W^{-\theta}. \]

It exists, it is \( X \)-integrable and \( \varphi \in \mathcal{L}(X, H, Q) \), where

\[ \mathcal{L}(X, H, Q) := \left\{ \varphi \ H\text{-predictable} : \varphi \Delta X > -1 \right\}. \]  

(2.10)

When \( Q = P \), we simply omit the probability in notation and write \( \mathcal{L}(X, H) \).

## 3 Log-optimal portfolio for \((S - S^\tau, \mathcal{G})\): Existence and duality

In this section, we address the existence of the log-optimal portfolio after random time. Or equivalently, in virtue of [11, Theorem 2.1], the existence of the solution to the dual minimization problem

\[ \min_{Z^G \in \mathcal{D}_{\text{loc}}(S - S^\tau, \mathcal{G})} \mathbb{E} \left[ -\ln(Z^G_T) \right]. \]  

(3.1)

The solution to this dual problem, when it exists, it will naturally involve the information theoretical concept(s) such as Hellinger or entropy that we recall below.

**Definition 3.1.** Consider a filtration \( H \), and let \( N \) be an \( H \)-local martingale such that \( 1 + \Delta N > 0 \), and denoted by \( N^c \) its continuous local martingale part.

1) We call a Hellinger process of order zero for \( N \), denoted by \( h^{(0)}(N, H) \), the process \( h^{(0)}(N, H) := (H^{(0)}(N, H))^{P,H} \) when this projection exists, where

\[ H^{(0)}(N, H) := \frac{1}{2} \langle N^c \rangle^H + \sum (\Delta N - \ln(1 + \Delta N)). \]  

(3.2)
2) We call an entropy-Hellinger process for \( N \), denoted by \( h^E(N, \mathbb{H}) \), the process \( h^E(N, \mathbb{H}) := (H^E(N, \mathbb{H}))_{p, \mathbb{H}} \) when this projection exists, where
\[
H^E(N, \mathbb{H}) := \frac{1}{2} (N^c)^{\mathbb{H}} + \sum ((1 + \Delta N) \ln(1 + \Delta N) - \Delta N). \tag{3.3}
\]

3) Let \( Q^1 \) and \( Q^2 \) be two probabilities such that \( Q^1 \ll Q^2 \). If \( Q_T^i := Q^i \big|_{\mathcal{H}_T} \) denotes the restriction of \( Q^i \) to \( \mathcal{H}_T \) \((i = 1, 2)\), then
\[
\mathcal{H}_\mathbb{H}(Q_T^1|Q_T^2) := E_{Q^2} \left[ \frac{dQ_T^1}{dQ_T^2} \ln \left( \frac{dQ_T^1}{dQ_T^2} \right) \right]. \tag{3.4}
\]

The following theorem, which is our main contribution of this section, characterizes completely and in various manners the existence of log-optimal portfolio for \((S - S^\tau, \mathbb{G})\).

**Theorem 3.2.** Suppose \((2.7)\) holds, and consider \( m^{(1)} \) and \( S^{(1)} \) defined in \((2.7)\). Then the following assertions are equivalent.
(a) Log-optimal portfolio for \((S - S^\tau, \mathbb{G})\) exists, and \( \bar{\varphi}^G \) denotes its portfolio rate.
(b) There exists \( K^F \in \mathcal{M}_{\text{loc}}(\mathbb{F}) \) and a RCLL, nondecreasing, and \( \mathbb{F} \)-predictable process \( V \) such
\[
K^F_0 = V_0 = 0, \quad Z^F := \mathcal{E}(K^F) \exp(-V) \in \mathcal{D}(S^{(1)}, \mathbb{F}) \tag{3.5}
\]
and
\[
E \left[ (1 - \tilde{G}) \cdot \left( H^{(0)}(K^F, \mathbb{F}) + V + h^E(m^{(1)}, \mathbb{F}) + \langle K^F, m^{(1)} \rangle_T \right) \right] < +\infty. \tag{3.6}
\]
(c) There exists a unique solution to \((3.7)\). i.e. there exists unique \( \tilde{Z}^G \in \mathcal{D}(S - S^\tau, \mathbb{G}) \) such that
\[
\inf_{Z^G \in \mathcal{D}(S - S^\tau, \mathbb{G})} E \left[ -\ln(Z^G_T) \right] = E \left[ -\ln(\tilde{Z}^G_T) \right] < +\infty. \tag{3.7}
\]
(d) There exists a unique \( \tilde{Z}^F \in \mathcal{D}(S^{(1)}, \mathbb{F}) \) such that
\[
\inf_{Z^G \in \mathcal{D}(S - S^\tau, \mathbb{G})} E \left[ -\ln(Z^G_T) \right] = E \left[ -\ln \frac{\tilde{Z}^G_T / \tilde{Z}^F_T}{\mathcal{E}(I_{\tau, \infty} \cdot m^{(1)})} \right]. \tag{3.8}
\]
Furthermore, when the triplet \((\bar{\varphi}^G, \tilde{Z}^G, \tilde{Z}^F)\) exists, then it satisfies the following,
\[
\mathcal{E}(\bar{\varphi}^G \cdot (S - S^\tau)) = \frac{1}{\tilde{Z}^G} \mathcal{E}(I_{\tau, \infty} \cdot m^{(1)}) = \frac{\tilde{Z}^F / \tilde{Z}^G_T}{\mathcal{E}(I_{\tau, \infty}(1 - G^-)^{-1} \cdot m)}. \tag{3.9}
\]
The proof of Theorem 3.2 relies on the following lemma, which is interesting in itself.

**Lemma 3.3.** Suppose that \((2.7)\) holds, and let \( m^{(1)} \) and \( S^{(1)} \) given in \((2.7)\). Then the following hold
(a) Both processes \((1 - G_-)^{-1} I_{\tau, \infty} \cdot (m)^F \) and \( H^{(0)}(m^{(1)}, \mathbb{F}) \) are \( \mathbb{F} \)-locally integrable, and
\[
\left( I_{\tau, \infty} / (1 - G_-)^2 \right) \cdot (m)^F - I_{\tau, +\infty} \cdot H^{(0)}(m^{(1)}, \mathbb{F}) \right)^{p, \mathbb{F}} = (1 - G_-) \cdot h^E(m^{(1)}, \mathbb{F}). \tag{3.10}
\]
(b) For any \( Z^G \in \mathcal{D}_{\text{loc}}(S - S^\tau, \mathbb{G}) \), there exists \( Z^F \in \mathcal{D}(S^{(1)}, \mathbb{F}) \) such that
\[
E \left[ -\ln \left( Z^G_T \right) \right] \geq E \left[ \frac{Z^F_T / Z^G_T}{\mathcal{E}(T - I_{\tau, \infty}(1 - G^-)^{-1} \cdot m)} \right].
\]
and consider \( Z \) and the proof of (b) \( \Rightarrow \) assertion (b) holds, the equality (3.12) in Lemma 3.3 allows us to conclude that assertion (c) holds, to the model \((X, \mathbb{F})\). \( \Rightarrow \) log-optimal portfolio for

Proof of Theorem 3.2. The proof of (a) \( \iff \) (b) follows immediately from [11, Theorem 3.2] applied to \( (S - S^T, \mathbb{G}) \). If assertion (c) holds, then by combining (3.11) with Lemma 3.3 (b) applied to \( \tilde{Z}^G \), assertion (d) follows immediately. Hence, this proves (c) \( \Rightarrow \) (d). It is clear that if assertion (d) holds, then the existence of the solution to (3.1) exists and takes the form of

\begin{equation}
\tilde{Z}^G = \frac{Z_T^G / (Z_T^G)^T}{\mathbb{E}(I_{[\tau, \infty]} \cdot m(1))},
\end{equation}

while the uniqueness of the solution is due to the strict concavity of the logarithm function. This proves (d) \( \Rightarrow \) (c). Thus the rest of this proof focuses on proving (c) \( \iff \) (b). To this end, we recall that in virtue of [11, Theorem 3.2], the problem (3.1) admits a solution if and only if \( \mathcal{D}_{log}(S - S^T, \mathbb{G}) \neq \emptyset \), or equivalently \( \inf_{Z^G \in \mathcal{D}(S - S^T)} \mathbb{E} \left[ -\ln(Z_T^G) \right] < +\infty \). Thus, when assertion (b) holds, the equality (3.12) in Lemma 3.3 allows us to conclude that assertion (c) holds, and the proof of (b) \( \iff \) (c) is complete. To prove the reverse, we assume that assertion (c) holds and consider \( Z^G \in \mathcal{D}_{log}(S - S^T, \mathbb{G}) \). Thus, Theorem 2.4 guarantees the existence of \( Z^G \in \mathcal{D}(S^T, \mathbb{F}) \) such that

\begin{equation}
Z^G = \frac{Z_T^G / (Z_T^G)^T}{\mathbb{E}(I_{[\tau, \infty]} \cdot m(1))} \in \mathcal{D}_{log}(S - S^T, \mathbb{G}).
\end{equation}

Therefore, by applying Lemma 3.3 (d) to \( Z^G \), assertion (b) follows immediately. This proves (c) \( \Rightarrow \) (b), and ends the proof of the theorem.

In the rest of this section, we discuss a direct consequence of Theorem 3.2 which is important in itself. It is in fact an application of Theorem 3.2 which gives a sufficient condition in terms of information theoretical concept, for \((S - S^T, \mathbb{G})\) to admit the log-optimal portfolio when \((S^1, \mathbb{F})\) does already.

**Theorem 3.4.** Suppose that (2.7) holds, and \((S^1, \mathbb{F})\) admits the log-optimal portfolio. Then the log-optimal portfolio for \((S - S^T, \mathbb{G})\) exists if

\begin{equation}
E \left[ \int_0^T (1 - G_{s-}) dh_s^{(E)}(m(1), \mathbb{F}) \right] < +\infty.
\end{equation}

8
Proof. On the one hand, thanks to a combination of [11, Theorem 2.1] and [12, Proposition B.2], we deduce that \((S^{(1)}, \mathbb{F})\) admits the log-optimal portfolio if and only if there exist \(K^\mathbb{F} \in \mathcal{M}_{\text{loc}}(\mathbb{F})\) and a RCLL, nondecreasing, and \(\mathbb{F}\)-predictable process \(V\) such that
\[
K^\mathbb{F}_0 = V_0 = 0, \quad Z^\mathbb{F} := \mathcal{E}(K^\mathbb{F})e^{-V} \in \mathcal{D}(S^{(1)}, \mathbb{F}) \quad \text{and} \quad E \left[ -\ln(Z^\mathbb{F}) \right] = E \left[ V_T + H_T(0)(K^\mathbb{F}, \mathbb{F}) \right] < +\infty.
\]
On the other hand, thanks to [12, Lemma B.1] and the condition \(E[H_T(0)(K^\mathbb{F}, \mathbb{F})] < +\infty\), we deduce that \(\sup_{0 \leq t \leq T} |K^\mathbb{F}_t| \in L^1(\mathbb{P})\), (or equivalently \(E[|K^\mathbb{F}, K^\mathbb{F}]_T^{1/2} < +\infty\)). A combination of this condition with \(m\) being a BMO \(\mathbb{F}\)-martingale implies clearly that \(\langle K^\mathbb{F}, m^\mathbb{F} \rangle\) has integrable variation, and hence \((1-\mathbb{G}) \cdot (K^\mathbb{F}, m^{(1)})\) does also. Therefore, in virtue of this latter fact and Theorem 3.2, we can conclude the condition (1.14) is sufficient for the existence of the log-optimal portfolio for \((S - S^\tau, \mathbb{G})\) as soon as \((S^{(1)}, \mathbb{F})\) admits log-optimal portfolio. This ends the proof of the theorem. \(\square\)

4 Log-optimal portfolio for \((S - S^\tau, \mathbb{G})\): Description and sensitivity

This section describes explicitly the log-optimal portfolio for the model \((S - S^\tau, \mathbb{G})\), when it exists, using the \(\mathbb{F}\)-parameters of the pair \((S, \tau)\). Thanks to [11, Theorem 2.1] (see also [12, Theorem 5.2] for the case \((S^\tau, \mathbb{G})\)), this task is feasible no matter what is the initial model \((S, \mathbb{F}, P)\), due to the statistical techniques called the predictable characteristics of semimartingales. For more details about these tools, we refer the reader to [32, Chapters III and IV] and [33, Section II.2], and for their applications we refer to [11, 12, 19, 20, 21] and the references therein to cite few. Thus, the rest of this paragraph will parametrize the pair \((S, \tau)\), via predictable characteristics which are \(\mathbb{F}\)-observable.

Throughout the rest of the paper, on \(\Omega \times [0, +\infty) \times \mathbb{R}\), we consider the \(\sigma\)-algebras
\[
\tilde{\mathcal{O}}(\mathbb{F}) := \mathcal{O}(\mathbb{F}) \otimes \mathcal{B}(\mathbb{R}^d) \quad \text{and} \quad \tilde{\mathcal{P}}(\mathbb{F}) := \mathcal{P}(\mathbb{F}) \otimes \mathcal{B}(\mathbb{R}^d),
\]
where \(\mathcal{B}(\mathbb{R}^d)\) is the Borel \(\sigma\)-field on the optional and predictable \(\sigma\)-fields, respectively.

**Parametrization of \(S\) and \(S^{(1)}\):** The random measure associated to the jumps of \(S\), denoted by \(\mu\), is given by
\[
\mu(dt, dx) := \sum_{s > 0} I_{\{\Delta S_{s} \neq 0\}} \delta_{(s, \Delta S_{s})}(dt, dx).
\]
For a product-measurable functional \(W \geq 0\) on \(\Omega \times [0, +\infty) \times \mathbb{R}\), we denote by \(W \ast \mu\) the process
\[
W \ast \mu := \int_0^t \int_{\Omega \setminus \{0\}} W(u, x) \mu(du, dx) = \sum_{0 < u \leq t} W(u, \Delta S_u) I_{\{\Delta S \neq 0\}}(u, x).
\tag{4.1}
\]
Thus, on \(\Omega \times [0, +\infty) \times \mathbb{R}\), we define the \(\sigma\)-finite measure \(M^\mathbb{F}_\mu := \mathbb{F} \otimes \mu\) by
\[
\int WdM^\mathbb{F}_\mu := E(W \ast \mu_{\infty}).
\]
The \(\mathbb{F}\)-compensator of \(\mu\) is the random measure \(\nu\) defined by \(E(W \ast \mu_{\infty}) = E(W \ast \nu_{\infty})\), for each \(\mathcal{P}(\mathbb{F})\)-measurable \(W \geq 0\). Then, by [33, Theorem 2.34] and fixed truncation function \(h(x) := x I_{\{|x| \leq 1\}}\) the so called "canonical representation" of \(S\) is given by the following decomposition:
\[
S = S_0 + S^c + h(x) \ast (\mu - \nu) + b \ast A + (x - h(x)) \ast \nu.
\tag{4.2}
\]
where \( S^c \) is the continuous local martingale part of \( S \). \( h \ast (\mu - \nu) \) is the unique pure jump \( \mathbb{H} \)-local martingale with jumps that given by \( h(\Delta S)I_{\{\Delta S \neq 0\}} - \nu(\Delta S)I_{\{\Delta S \neq 0\}} \). For \( \nu \) and \( C \) is the matrix with entries \( C_{ij} := \langle S^{c,i}, S^{c,j} \rangle \) we can find a version satisfying

\[
C = c \cdot A, \quad \nu(dt, dx) = dA_t F_t(dx), \quad F_t(\{0\}) = 0, \quad \int(|x|^2 \wedge 1)F_t(dx) \leq 1.
\]

where \( A \) is increasing and continuous, \( b \) and \( c \) are predictable processes, \( F_t(dx) \) is a predictable kernel, \( b_t(w) \) is a vector in \( \mathbb{R}^d \) and \( c_t(w) \) is a symmetric \( d \times d \)-matrix, for all \((w, t) \in \Omega \times \mathbb{R} \). The quadruplet \((b, c, F, A)\) are the predictable characteristics of \( S \). Throughout the rest of the paper, we define

\[
\bar{W}_t := \int W(t, x)\nu(\{t\}, dx), \quad a_t := \hat{1}_t = \nu(\{t\}, \mathbb{R}^d). \tag{4.3}
\]

for any predictable functional \( W \) such that the above integral exists. As \( S^{(1)} = I_{\{G_{-1} < 1\}} \cdot S \), then the random measure for its jumps \( \mu_1 \) and its compensator random measure \( \nu_1 \) are given by

\[
\mu_1(dt, dx) := I_{\{G_{-1} < 1\}}\mu(dt, dx) \quad \text{and} \quad \nu_1(dt, dx) := I_{\{G_{-1} < 1\}}\nu(dt, dx). \tag{4.4}
\]

Hence, it is easy to check that the predictable characteristics \((b^{(1)}, c^{(1)}, F, A^{(1)})\) of \( S^{(1)} \) are given by

\[
A^{(1)} := I_{\{G_{-1} < 1\}} \cdot A, \quad F_k(t, dx) := I_{\{G_{-1} < 1\}}F(t, dx), \quad b^{(1)} = b, \quad c^{(1)} = c. \tag{4.5}
\]

**Parametrization of \( \tau \):** Thanks to [32, Theorem 3.75] and [33, Lemma 4.24], we will consider Jacod’s decomposition for the \( \mathbb{F} \)-martingale \( m \) as follows

\[
m = \beta^{(m)} \cdot S^c + U^{(m)} \ast (\mu - \nu) + g^{(m)} \ast \mu + m_{\perp}, \quad U^{(m)} := f^{(m)} + \frac{\bar{f}(m)}{1 - a} I_{\{a < 1\}}. \tag{4.6}
\]

For the sake of simplifying the formulas, throughout the rest of the paper, we consider the functionals

\[
\begin{align*}
\beta^{(m,1)} &:= \beta^{(m)}(1 - G_{-})^{-1} I_{\{G_{-} < 1\}}, \quad f^{(m,1)} := f^{(m)}(1 - G_{-})^{-1} I_{\{G_{-} < 1\}}, \\
g^{(m,1)} &:= g^{(m)}(1 - G_{-})^{-1} I_{\{G_{-} < 1\}}, \quad m^{(\perp,1)} := I_{\{G_{-} < 1\}}(1 - G_{-})^{-1} \cdot m_{\perp},
\end{align*} \tag{4.7}
\]

and the following function

\[
\mathcal{K}_{\log}(y) := \frac{-y}{1 + y} + \ln(1 + y) \quad \text{for any} \quad y > -1. \tag{4.8}
\]

The rest of this section is divided into three subsections. The first subsection elaborates our main results, and discuss the applications of these results and their financial interpretations as well. The second subsection illustrates these main results on the model where \((S, \mathbb{F})\) follows the jump-diffusion model. The last subsection proves the main results of the first subsection.

### 4.1 Main results and their applications and interpretations

In this subsection, we start in the following theorem by describing completely and as explicit as possible the log-optimal portfolio of \((S - S^*, G)\) using the parameters of the pair \((S, \tau)\) which are \( \mathbb{F} \)-observables. This allows us to single out, with sharpe precision, what are the various risks induced by \( \tau \) that really affect the existence and the structure as well of the log-optimal portfolio.
Theorem 4.1. Suppose \( \tilde{\theta} \) holds, and let \( (\beta^{(m,1)}, f^{(m,1)}) \) and \( K_{\text{log}} \) be given by \( \text{(1.7)} \) and \( \text{(1.8)} \) respectively. Then the following assertions are equivalent.

(a) The log-optimal portfolio \( \theta^G \) for \( (S - S^\tau, \mathbb{G}) \) exists (i.e. \( D_{\text{log}}(S - S^\tau, \mathbb{G}) \neq \emptyset \)).

(b) There exists \( \tilde{\varphi} \in L(S^{(1)}, \mathbb{F}) \) such that

\[
(\theta - \tilde{\varphi})^\tau \left\{ b - c(\beta^{(m,1)} + \tilde{\varphi}) + \int \left( \frac{1 - f^{(m,1)}(x)}{1 + \tilde{\varphi}^{tr}x} - x - h(x) \right) F_1(dx) \right\} \leq 0, \quad P \otimes A^{(1)} - \text{a.e.},
\]

for any \( \theta \in L(S^{(1)}, \mathbb{F}) \), and

\[
E \left[ (1 - G_-) \cdot \left( \tilde{V}^{(1)} + \tilde{\varphi}^{tr}c\tilde{\varphi} \cdot A^{(1)} + K_{\text{log}}(\tilde{\varphi}^{tr}x)(1 - f^{(m,1)}) \ast \nu_1 \right) \right] < +\infty.
\]

Here

\[
\tilde{V}^{(1)} := \tilde{\varphi}^{tr} \left( b - c(\beta^{(m,1)} + \tilde{\varphi}) \right) \ast A^{(1)} + \left[ \frac{(1 - f^{(m,1)}(x))\tilde{\varphi}^{tr}x}{1 + \tilde{\varphi}^{tr}x} - \tilde{\varphi}^{tr}h(x) \right] \ast \nu_1.
\]

Furthermore, when they exist, the processes \( \tilde{\theta}^G \), \( \tilde{\varphi} \) and \( \tilde{Z}^G \) and \( \tilde{Z}^F \in D(S^{(1)}, \mathbb{F}) \) solution to the minimization of the RHS term of \( \text{(3.11)} \) are related to each other via the following

\[
\tilde{\theta}^G \left( 1 + (\tilde{\theta}^G \cdot (S - S^\tau))_\ast \right)^{-1} = \tilde{\varphi} \quad P \otimes A - \text{a.e. on } [\tau, \infty],
\]

\[
\tilde{Z}^G = \mathcal{E}(\tilde{K}^G)\mathcal{E}(I_{[\tau, \infty]} \cdot \tilde{V}^{(1)}), \quad \frac{\mathcal{E}(I_{[\tau, \infty]} \cdot \tilde{K}^F)\mathcal{E}(I_{[\tau, \infty]} \cdot \tilde{V}^{(1)})}{\mathcal{E}(I_{[\tau, \infty]} \cdot m^{(1)})} = \frac{\tilde{Z}^F / \tilde{Z}^G_T}{\tilde{Z}^F / \tilde{Z}^G_T},
\]

\[
\tilde{K}^G := -\tilde{\varphi} \cdot \mathcal{T}^{(a)}(S^c) - \tilde{\Gamma}^{(1)}(1) \tilde{\varphi}^{tr}x I_{[\tau, \infty]} \ast (\mu - (1 - f^{(m,1)}) \ast \nu_1),
\]

\[
\tilde{K}^F := -\tilde{\varphi}_1 \cdot I_{(G_- < 1)} \cdot S^c - \tilde{\Gamma}^{(1)} \cdot m^{(1)} - \tilde{\Gamma}^{(1)}(1 - f^{(m,1)})\tilde{\varphi}^{tr}x \ast (\mu_1 - \nu_1) + \tilde{\Gamma}^{(1)}(\tilde{\varphi}^{tr}x)g^{(m,1)} \ast \mu_1,
\]

\[
\tilde{\Gamma}^{(1)} := \left( 1 - a + f^{(op)} + f^{(m,1)} - f^{(op)}f^{(m,1)} \right)^{-1} \ast (\tilde{\varphi}^{tr}x)^{-1}, \quad f^{(op)}(t, x) := (1 + \tilde{\varphi}^{tr}x)^{-1}.
\]

The proof of this theorem is relegated to Subsection 4.3 for the sake of keeping this subsection with less technicalities, while the theorem conveys two principal results that we discuss herein. The first core result, which is the equivalence between assertions (a) and (b), gives a complete and explicit characterization of the log-optimal portfolio rate. Hence, this result simultaneously gives necessary and sufficient conditions on the pair \((S, \tau)\) such that the model \((S - S^\tau, \mathbb{G})\) admits the log-optimal portfolio. It is important to mention that this first result, as we said it in the introduction that in virtue of \([11] \) Theorem 2.1, also gives a complete and explicit characterization via \(\text{(1.9)}\) for the numéraire portfolio rate of \((S - S^\tau, \mathbb{G})\). This equation shows that the numéraire portfolio (and hence the log-optimal portfolio) is impacted by “the correlation” between \(\tau\) and \(S\) only.

The second principal result of Theorem 4.1 lies in the meaning of \(\text{(4.12)}-\text{(4.13)}\). On the one hand, \(\text{(4.12)}\) and the first equality of \(\text{(4.13)}\) explain the exact duality relationship between the log-optimal wealth and log-optimal deflator solution to \(\text{(3.1)}\). In fact, it is easy to check that these equalities yield \(1 + \tilde{\theta}^G \cdot (S - S^\tau) = \mathcal{E}(\tilde{\theta}^G I_{[\tau, \infty]} \cdot S) = 1 / \tilde{Z}^G\). On the other hand, the second and third equalities in \(\text{(4.13)}\) convey the structures of the optimal deflator solution to \(\text{(3.1)}\). In virtue of the \(\mathbb{G}\)-martingale decomposition in \([10]\) (see Theorem 2.1), these structures were expected, and the novelty herein resides in giving a deep description on which part of \(\tau\) plays central role and how it does it.
One of the important applications of Theorem 4.1 is the quantification of impact of \( \tau \) on the maximum expected logarithm utility problem. To this end, we calculate the increment in maximum expected logarithm utility from terminal wealth for the models \((S - S^r, \mathbb{G})\) and \((S, \mathbb{F})\) in the following theorem. More importantly, we single out the main factors intrinsic to \( \tau \), which really measure the sensitivity of the log-optimal portfolio to \( \tau \), and we quantify and interpret these factors afterwards.

**Theorem 4.2.** Suppose that (2.6) is satisfied, the log-optimal portfolio rate for \( \tau \) of the log-optimal portfolio to logarithm utility from terminal wealth expected logarithm utility problem. To this end, we calculate 

\[
\Delta_T(S, \tau, \mathbb{F}) := u_T(S - S^r, \mathbb{G}) - u_T(S, \mathbb{F})
\]

Then there exists \( \tilde{\varphi} \in \mathcal{L}(S, \mathbb{F}) \) satisfying (4.10), and the following equalities hold

\[
\begin{align*}
&= -E \left[ -((1 - \tilde{G}) \cdot \tilde{H}(\mathbb{G}))_T + ((1 - \tilde{G}) \cdot \tilde{H}(\mathbb{F}))_T - \langle \tilde{K}^F - \tilde{L}^F, I_{(G_{<1}) \cdot m} \rangle_T \right] \\
&= -E \left[ (\tilde{G} \cdot \tilde{H}(\mathbb{F}))_T \right] + E \left[ \langle \tilde{L}^F, I_{(G_{<1}) \cdot m} \rangle_T \right] + E \left[ (1 - G_{\cdot}) \cdot h(E) \right]_T,
\end{align*}
\]

where \( \tilde{K}^F \) is given by (4.11), and \( \mathcal{P}^{(N,1)}, \tilde{L}^F, \tilde{H}(\mathbb{G}), \tilde{H}(\mathbb{F}) \) are given by

\[
\begin{align*}
\mathcal{P}^{(N,1)}_t := (1 - G_{t-}) \left\{ (\tilde{\varphi}_{t-} - \tilde{\lambda}_t)^{tr} b_t - (\tilde{\varphi}_{t-} - \tilde{\lambda}_t)^{tr} c_t \tilde{\delta}(m, t) - \frac{1}{2} \tilde{\varphi}_{t-} c_t \tilde{\varphi}_{t-} + \frac{1}{2} \tilde{\lambda}_t c_t \tilde{\lambda}_t \right\} \\
+ (1 - G_{t-}) \int \left( (1 - f(m, t, x)) \ln \left( \frac{1 + \tilde{\varphi}_{t-}^{tr} x}{1 + \tilde{\lambda}_t^{tr} x} \right) - (\tilde{\varphi}_{t-} - \tilde{\lambda}_t)^{tr} h(x) \right) F_1(t, dx),
\end{align*}
\]

\[
\tilde{L}^F := -\tilde{\lambda} \cdot S^c - \frac{\tilde{\Xi}_t^{1tr} x}{1 + \tilde{\lambda}_t^{tr} x} \ast (\mu - \nu), \quad \tilde{\Xi}_t := 1 - a_t + \int \frac{\nu(t, dx)}{1 + \tilde{\lambda}_t^{tr} x},
\]

\[
\tilde{H}(\mathbb{G}) := \tilde{V}^{(1)} + \sum (-\Delta \tilde{V}^{(1)} - \ln(1 - \Delta \tilde{V}^{(1)}) + H^{(0)}(\tilde{K}^F, \mathbb{F}),
\]

\[
\tilde{H}(\mathbb{F}) := \tilde{V}^{(1)} + \sum (-\Delta \tilde{V}^{(1)} - \ln(1 - \Delta \tilde{V}^{(1)}) + H^{(0)}(\tilde{L}^F, \mathbb{F}),
\]

while \( \tilde{V}^{(1)} \) and \( \tilde{V}^{(1)} \) are defined by (1.11) and

\[
\tilde{V}^{(1)} := \left( \tilde{\lambda}^{tr} b - \tilde{\lambda}^{tr} c \tilde{\lambda} \right) \cdot A + \left( \tilde{\lambda}^{tr} x - \tilde{\lambda}^{tr} h \right) \ast \nu.
\]

### 4.2 The case when \((S, \mathbb{F})\) is a jump-diffusion model

In this section, we illustrate the results of Sections 3 and 4 on the jump-diffusion market model. To this end, we consider the case of one-dimensional jump-diffusion framework for the market model \((S, \mathbb{F}, P)\). Precisely, we suppose that on \((\Omega, \mathbb{F}, P)\) a one-dimensional Brownian motion and a Poisson process \(N\) with rate \( \lambda > 0 \) are defined such that \(W\) and \(N\) are independent. Then \(\mathbb{F}\) is the completed and right-continuous filtration generated by \((W, N)\), and the stock's price \(S\) is given by

\[
S_t = S_0 + \int_0^t S_{s-} \mu_s ds + (S_{-} \sigma \cdot W)_t + (S_{-} \zeta \cdot N^F)_t, \quad N^F := N - \lambda t.
\]
Here, $N^F$ is the martingale compensated Poisson process, and $\mu$, $\sigma$, $\zeta$ are bounded adapted processes, and there exists a constant $\delta \in (0, +\infty)$ such that

$$\zeta > -1 \quad \text{and} \quad \sigma + |\zeta| \geq \delta, \quad P \otimes dt\text{-a.e.} \quad (4.25)$$

As $F = F^{(W,N)}$ and $m$ is an $F$-martingale, then there exists a pair $(\varphi^{(m)}, \psi^{(m)})$ of $F$-predictable processes such that

$$m = m_0 + \varphi^{(m)} \cdot W + \psi^{(m)} \cdot N^F, \quad \text{and} \quad \int_0^T \left( (\varphi_s^{(m)})^2 + (\psi_s^{(m)})^2 \right) ds < +\infty \quad P\text{-a.s.} \quad (4.26)$$

Thus, in this framework, $\tau$ is parametrized by $(\varphi^{(m)}, \psi^{(m)}, G_-)$. However, when dealing with $(S - S^\tau, G)$ as it is shown previously, only the triplet $(\varphi^{(m,1)}, \psi^{(m,1)}, 1 - G_-)$ defined below appears naturally.

$$\varphi^{(m,1)} := \frac{\varphi^{(m)}}{1 - G_-} I_{\{G_- < 1\}}, \quad \psi^{(m,1)} := \frac{\psi^{(m)}}{1 - G_-} I_{\{G_- < 1\}}. \quad (4.27)$$

**Theorem 4.3.** Suppose (2.2) holds, $S$ is given by (4.24)-(4.25), and $F = F^{(W,N)}$. Consider

$$\tilde{\varphi} := \frac{\zeta \Lambda_m + |\zeta| \sqrt{\Lambda_m^2 + 4\sigma^2 \lambda (1 + \psi^{(m,1)})} - 2\sigma^2}{2\sigma^2 \zeta S_-} I_{\{G_- < 1\}} \quad \text{and} \quad \tilde{\lambda} := \frac{\zeta \Lambda_0 + |\zeta| \sqrt{\Lambda_0^2 + 4\sigma^2 \lambda}}{2\sigma^2 \zeta S_-} - \frac{1}{\zeta S_-}, \quad (4.28)$$

where $\Lambda_m := \mu - \lambda \zeta - \sigma \varphi^{(m,1)} + \sigma^2 \zeta^{-1}$ and $\Lambda_0 := \mu - \lambda \zeta + \sigma^2 \zeta^{-1}$.

Then $\tilde{\varphi} I_{[\tau, \infty[}$ is the numéraire portfolio rate for $(S - S^\tau, G)$ and $\tilde{\lambda}$ is the log-optimal portfolio rates for $(S, F)$. If furthermore $\tau$ satisfies

$$E \left[ \int_0^T \left( 1 - G_{s-} \right) \left( (\varphi_s^{(m,1)})^2 + \lambda (1 + \psi_s^{(m,1)}) \right) \ln(1 + \psi_s^{(m,1)}) - \lambda \psi_s^{(m,1)} \right] ds < +\infty, \quad (4.29)$$

then the following equivalent assertions hold.

(a) The solution of (3.7) exists, and it is given by

$$\tilde{Z}^G := E(\tilde{K}^G), \quad \tilde{K}^G := -\tilde{\varphi} \sigma \cdot \mathcal{T}^{(a)}(W) + \frac{(\psi^{(m,1)} - 1) \tilde{\varphi} \zeta S_-}{1 + \tilde{\varphi} \zeta S_-} \cdot \mathcal{T}^{(a)}(N^F). \quad (4.30)$$

(b) $\tilde{\varphi} I_{[\tau, \infty]}$ is the log-optimal rate for the model $(S - S^\tau, G)$.

**Proof.** In virtue of (1.22), we deduce that $\Delta S = S_\tau \Delta N$, and hence in this setting we calculate the pair $(\mu, \nu)$ and the predictable characteristics quadruplet $(b, c, F, A)$ for the model $(S, F)$ as follows.

$$\mu(dx, dt) := \delta_{S_{\tau} - \zeta}(dx) dN_t, \quad \nu(dx, dt) := \lambda \delta_{S_{\tau} - \zeta}(dx) dt, \quad (4.31)$$

where $\delta_a$ is the Dirac mass at point $a$, and

$$b = (\mu - \lambda \zeta I_{\{S_{\tau} > 1\}}) S_-, \quad c = (\sigma S_-)^2, \quad F_t(dx) = \lambda \delta_{\zeta S_{\tau}}(dx), \quad A_t = t. \quad (4.32)$$

Then, we derive $\mathcal{L}(S, F)$, which is an open set in $\mathbb{R}$ (when we fix $(\omega, t) \in \Omega \times [0, +\infty)$) and is

$$\mathcal{L}(S, F) := \{ \varphi F\text{-predictable} \mid \varphi S_{\tau} < -1 \quad P \otimes dt\text{-a.e.} \} = (-1/(S_- \zeta^+), 1/(S_- \zeta^-)), \quad (4.33)$$

with the convention $1/0^+ = +\infty$. The Jacod’s components for $m$, i.e. $(\beta^{(m)}, f^{(m)}, g^{(m)}, m^\perp)$ in this framework take the form of

$$(\beta^{(m)}, f^{(m)}, g^{(m)}, m^\perp) = (\frac{\varphi^{(m)}}{\sigma S_-}, \psi^{(m)}, 0, 0). \quad (4.34)$$
The rest of this proof is divided into two parts.

**Part 1.** This part proves that \( \tilde{\lambda} \) is the log-optimal portfolio rate of \((S, \mathcal{F})\).

Thanks to [11, Theorem 2.1], the log-optimal portfolio rate is the unique solution \( \tilde{\psi} \in \mathcal{L}(S, \mathcal{F}) \) to

\[
(\psi - \tilde{\psi})^\text{tr} \left\{ b - c\tilde{\psi} + \int \left( (1 + \tilde{\psi}^\text{tr} x)^{-1} x - h(x) \right) F(dx) \right\} \leq 0, \quad \mathcal{P} \otimes \mathcal{A}\text{-a.e.,}
\]

for any \( \psi \in \mathcal{L}(S, \mathcal{F}) \), and

\[
 E \left[ (1 - G_-) \cdot \left( \tilde{V}^\mathcal{F} + \tilde{\psi}^\text{tr} c\tilde{\psi} \cdot A + K_{\text{log}}(\tilde{\psi}^\text{tr} x) \ast \nu \right) \right] < +\infty,
\]

where \( K_{\text{log}} \) is given by (4.8) and \( \tilde{V}^\mathcal{F} \) is given by

\[
 \tilde{V}^\mathcal{F} := \tilde{\psi}^\text{tr} \left( b - c\tilde{\psi} \right) \cdot A + \left( \tilde{\psi}^\text{tr} x \right) \frac{1}{1 + \tilde{\psi}^\text{tr} x} - \tilde{\psi}^\text{tr} h(x) \ast \nu.
\]

Thus, by inserting (4.32) in (4.35), and using (4.33) which claims that \( \mathcal{L}(S, \mathcal{F}) \) is an open set of \( \mathbb{R} \) point-wise in \((\omega, t)\), we deduce that \( \tilde{\psi} \in \mathcal{L}(S, \mathcal{F}) \) is the unique solution to

\[
0 = \mu - \lambda\zeta - \tilde{\psi}S_- \sigma^2 + \lambda\frac{\zeta}{1 + \tilde{\psi}S_-}.
\]

It is clear that \( \tilde{\lambda} \) given in (4.28) is the unique solutions to the above equation belonging to \( \mathcal{L}(S, \mathcal{F}) \), and hence \( \tilde{\lambda} \) is the numéraire portfolio rate for \((S, \mathcal{F})\). To prove that \( \tilde{\lambda} \) is the log-optimal portfolio rate, we need to check that (4.36) holds. To this end, it is easy to see that in our setting, (4.36) becomes

\[
 E \left[ \int_0^T (1 - G_-) \left\{ (\tilde{\lambda} t \sigma_t S_-)^2 + \lambda K_{\text{log}}(\tilde{\lambda} t S_- \zeta_t) \right\} \, dt \right] < +\infty.
\]

This latter condition is always true due to the fact that the processes \( \tilde{\lambda} S_-, \sigma \) and

\[
 (1 + \tilde{\lambda} S_- \zeta)^{-1} = \frac{-\zeta \lambda + \sqrt{(\zeta \lambda)^2 + 4\sigma^2 \lambda \zeta^2}}{2\lambda \zeta^2},
\]

are bounded due to (4.25). This proves that indeed \( \tilde{\lambda} \) is the log-optimal portfolio rate of \((S, \mathcal{F})\).

**Part 2.** Here we prove that \( \tilde{\varphi} \) is the numéraire portfolio rate for \((S - S^\tau, \mathcal{G})\), or equivalently \( \tilde{\varphi} \) is the unique solution to (4.9). Then by plugging (4.32) and (4.34) in (4.9), and using the fact that \( \mathcal{L}(S, \mathcal{F}) \) is an open set of \( \mathbb{R} \) point-wise in \((\omega, t)\) due to (4.33) and \( \mathcal{L}(S^{(1)}, \mathcal{F}) = \{ \varphi \mathcal{F}\text{-predictable : } \varphi I_{\{G_- < 1\}} \in \mathcal{L}(S, \mathcal{F}) \} \), we deduce that on \( \tilde{\varphi} \) is the unique solution to

\[
0 = \left( \mu - \varphi^{(m,1)} \sigma - \tilde{\varphi}S_- \sigma^2 + \frac{(1 - \psi^{(m,1)})(\lambda\zeta)}{1 + \tilde{\varphi}S_-} \right) I_{\{G_- < 1\}}.
\]

Thus, direct calculation shows that \( \tilde{\varphi} \) is the one given by (4.3), and this proves that \( \tilde{\varphi} I_{\{G_- < 1\}} \) is the numéraire portfolio rate of \((S - S^\tau, \mathcal{G})\), and the second part is complete.

**Part 3.** This part proves that the two assertion (a) and (b) are equivalent and hold under (4.29). To
The continuous $G$ and hence its Lemma 4.4. The following assertions hold.

The proof of the lemma is relegated to Appendix B. Our second lemma connects some $G$-integrability of $F$-integrability using the random measures.

4.3 Proof of Theorems 4.1 and 4.2

This subsection details the proof of Theorems 4.1 and 4.2 and elaborates the intermediate technical lemmas that are interesting in themselves. The first lemma determines the triplet $(\mu^G, \nu^G, S^{c,G})$, which is constituted by the random measure of the jumps of $S - S^r$, its $G$-compensator random measure, and the continuous $G$-local martingale part of $S - S^r$.

Lemma 4.4. The following assertions hold.

(a) The random measure of the jumps of $(S - S^r, G)$ is given by

$$\mu^G(dt, dx) := I_{\{t > r\}} \mu(dt, dx),$$

and hence its $G$-compensator random measure, denoted by $\nu^G$, is given by

$$\nu^G(dt, dx) := I_{\{t > r\}} (1 - f^{(m,1)}(x,t))\nu(dt, dx).$$

(b) The continuous $G$-local martingale part of $(S - S^r, G)$ is given by

$$S^{c,G} = T^{(a)}(S^c) = I_{[r,\infty[}\cdot S^c + e^{g^{(m,1)}}I_{[r,\infty[}\cdot A.$$
Lemma 4.5. The following assertions hold.
(a) The process $\tilde{\Gamma}^G(1)$, defined in (4.10) is positive, and both $\tilde{\Gamma}^G(1)$ and $1/\tilde{\Gamma}^G(1)$ are $F$-locally bounded.

Part 1.
This part discusses the predictable characteristics of $(S - S^\tau, G)$.

Proof of Theorem 4.1.
Let $f$ and $g$ be functionals that are $\overline{P}(F)$-measurable and $\overline{O}(F)$-measurable respectively. If $f \ast (\mu^G - \nu^G)$ and $g \ast \mu^G$ are well defined $G$-local martingales, then $f(1 - f^{(m,1)}) \ast (\mu_1 - \nu_1)$ and $g(1 - f^{(m,1)}) \ast \mu_1$ are well defined $F$-local martingale.

The proof of the lemma mimics the proof of [12] Lemma 5.12, and it will be omitted. Below, we elaborate our third lemma, which connects positive $G$-supermartingale to $F$-supermartingales.

Lemma 4.6. Let $X$ be a $F$-semimartingale such that

$$\Delta X > -1 \text{ and } I_{\{G_\cdot = 1\}} \cdot X = 0.$$ 

Then $E(X)$ is a nonnegative $F$-supermartingale if and only if

$$Y := \frac{E(I_{\{G_\cdot = 1\}} \cdot X)}{E(\sup (1 - G_\cdot)^{-1} I_{\{G_\cdot = 1\}} \cdot m)} \text{ is a } G\text{-supermartingale.} \quad (4.42)$$

The proof of this lemma is relegated to Appendix [13] while below we prove Theorem 4.1.

Proof of Theorem 4.1. The proof of this theorem requires the predictable characteristics of the model $(S - S^\tau, G)$, and hence we divided this proof into two parts. The first part derives the predictable characteristics of $(S - S^\tau, G)$, while the second part proves the statements of the theorem.

Part 1. This part discusses the predictable characteristics of $(S - S^\tau, G)$. Thus, by combining Lemma 4.1 and (4.2), we derive

$$S - S^\tau = I_{\{G_\cdot = 1\}} \cdot S = I_{\{G_\cdot = 1\}} \cdot S^c + I_{\{G_\cdot = 1\}} \cdot h \ast (\mu - \nu) + I_{\{G_\cdot = 1\}} \cdot A + I_{\{G_\cdot = 1\}} \cdot (x - h) \ast \mu$$

$$= S^cG + h \ast (\mu^G - \nu^G) + I_{\{G_\cdot = 1\}} \cdot A - \left( \int h(x) f^{(m,1)}(x) F(dx) \right) I_{\{G_\cdot = 1\}} \cdot A$$

$$+ (x - h) \ast \mu^G$$

$$= S^cG + h \ast (\mu^G - \nu^G) + \left( b - \beta^{(m,1)} \right) - \int h f^{(m,1)} F(dx) \right) I_{\{G_\cdot = 1\}} \cdot A + (x - h) \ast \mu^G.$$ 

Hence, this $G$-canonical decomposition of $(S - S^\tau, G)$ allows us to obtain the predictable characteristics $(b^G, c^G, F^G, A^G)$ of $(S - S^\tau, G)$ as follows

$$\left\{ \begin{array}{ll} b^G := \left( b - \beta^{(m,1)} \right) - \int h(x) f^{(m,1)}(x) F(dx) \right) I_{\{G_\cdot = 1\}} \cdot A, \\ c^G := I_{\{G_\cdot = 1\}} \cdot c, \\ F^G(dx) := I_{\{G_\cdot = 1\}} \left(1 - f^{(m,1)}(x) F(dx)\right) A^G := I_{\{G_\cdot = 1\}} \cdot A. \end{array} \right. \quad (4.43)$$

Part 2: By applying [13] Theorem 2.1 directly to $(S - S^\tau, G)$, we deduce that assertion (a) holds if and only if there exists $\varphi \in L(S - S^\tau, G)$ such that for any $\varphi \in L_0(S - S^\tau, G)$ the following hold:

$$(\varphi - \tilde{\varphi}^G)^{tr} (b^G - c^G \varphi^G) + \int \left( (\varphi - \tilde{\varphi}^G)^{tr} x - (\varphi - \tilde{\varphi}^G)^{tr} h(x) \right) F^G(dx) \leq 0, \quad (4.44)$$

and

$$E \left[ \tilde{\varphi}^G_T + \frac{1}{2} \left( (\tilde{\varphi}^G)^{tr} c^G \varphi^G \right)_T + \left( \mathcal{K}_0 ( (\tilde{\varphi}^G)^{tr} x ) \ast \nu^G \right)_T \right] < +\infty, \quad (4.45)$$

where

$$\tilde{\varphi}^G := (\tilde{\varphi}^G)^{tr} (b^G - c^G \varphi^G) + \int \left( (\tilde{\varphi}^G)^{tr} x - (\tilde{\varphi}^G)^{tr} h(x) \right) F^G(dx) \cdot A^G. \quad (4.46)$$
Furthermore, the following properties hold
\begin{align}
\theta^G \left( 1 + (\theta^G \cdot (S - S^\tau))_+ \right)^{-1} &= \tilde \varphi^G \quad P \otimes A\text{-a.e. on }]\tau, \infty[, \tag{4.47} \\
\mathbb{E}(K^G) \mathbb{E}(-I_{]\tau, \infty[} \cdot \bar{V}^G) &= \frac{1}{\mathbb{E}(\tilde \varphi^G \cdot (S - S^\tau))}, \tag{4.48} \\
K^G &:= -\tilde \varphi^G \cdot \mathcal{T}(S^c) - \tilde \Gamma^G \frac{\tilde \varphi^G x^\text{tr}}{1 + (\tilde \varphi^G)^x} \mathbb{E}(\mu^G - \nu^G), \tag{4.49} \\
\tilde \Gamma^G &:= \left(1 + \int (f^{(\text{op}, G)}(t, x) - 1)\nu^G(\{t\}, dx)\right)^{-1}, \quad f^{(\text{op}, G)}(t, x) := 1 + (\tilde \varphi^G x)^{\text{tr}}. \tag{4.50}
\end{align}

Then, in virtue of Lemma A.4-(c), we obtain the existence of $\tilde \varphi \in \mathcal{L}(S^{(1)}, \mathbb{F})$ such that
\begin{equation}
\tilde \varphi^G I_{]\tau, \infty[} = \tilde \varphi I_{]\tau, \infty[}. \tag{4.51}
\end{equation}

Thus, by inserting this latter equality with (4.40) in (4.50), and using (4.16), we obtain
\begin{equation}
f^{(\text{op}, G)} = f^{(\text{op})} \quad \text{and} \quad \tilde \Gamma^G = \tilde \Gamma^{(1)} \quad \text{on }]\tau, \infty[, \tag{4.52}
\end{equation}

Similarly, by inserting (4.51) and (4.43) in (4.46) and using (4.11) afterwards, we get
\begin{equation}
\tilde \varphi^G = \tilde \varphi I_{]\tau, +\infty[} \cdot \tilde \varphi^{(1)}. \tag{4.53}
\end{equation}

As a consequence, by combining this equality with (4.51), (4.52) and Lemma 4.1-(a), we get
\begin{equation}
K^G = \tilde K^G \quad \text{and} \quad Z^G = \tilde Z^G = 1/\mathbb{E}(\tilde \varphi \cdot (S - S^\tau)). \tag{4.54}
\end{equation}

Again, by plugging (4.51) and (4.43) in (4.41)-(4.45), we conclude that assertion (a) holds if and only if there exists $\tilde \varphi \in \mathcal{L}(S^{(1)}, \mathbb{F})$ such that for any $\varphi \in \mathcal{L}_b(S^{(1)}, \mathbb{F})$, on $]\tau, +\infty[ \ P \otimes A\text{-a.e.}
\begin{equation}
(\theta - \tilde \varphi)^{\text{tr}}(b + c\beta^{(m)} - c\tilde \varphi) + \int (\theta - \tilde \varphi)^{\text{tr}} \left( \frac{1 - f^{(\text{m}, 1)}(x)}{1 + (\tilde \varphi x)} - h(x) \right) F(dx) \leq 0, \tag{4.55}
\end{equation}

and (4.10) holds. Thus the proof of (a) $\iff$ (b) follows immediately from combining these facts with Lemma A.4-(c).

**Part 3.** This part focuses on proving (4.12), (4.13) and (4.14).

Remark that (4.12) is a direct consequence of (4.51) and (4.47), while both (4.14) and the first equality in (4.13) follow combining (4.31), (4.49), (4.91), (4.92), (4.58) and (4.49). Thus, the rest of this part focuses on proving the second equality in (4.13), or equivalently in virtue of (4.53)
\begin{equation}
\tilde K^G = \mathcal{T}^{(a)}(\tilde K^F) + (1 - G_-)^{-1} I_{]\tau, \infty[} \cdot \mathcal{T}^{(a)}(m). \tag{4.56}
\end{equation}

To this end we use the fact that two local martingales are equal if and only if their continuous local martingale parts coincide and their jump parts are equal also. On the one hand, we use the fact that
\begin{equation}
\Delta \mathcal{T}^{(a)}(X) = \frac{1 - G_-}{1 - G} I_{]\tau, \infty[} \Delta X, \quad \text{and derive}
\end{equation}
\begin{equation}
\Delta \mathcal{T}^{(a)}(I_{]\tau, \infty[}(K^F + (1 - G_-)^{-1} \cdot m)) = \frac{1 - G_-}{1 - G} I_{]\tau, \infty[} \left( \Delta K^F - \frac{1 - \tilde G}{1 - G_} - 1 \right)
\end{equation}
\begin{equation}
= \left( \frac{1 - G_-}{1 - G} \left( \Delta K^F - 1 \right) + 1 \right) I_{]\tau, \infty[},
\end{equation}

and
On the other hand, thanks to (4.14), we calculate

\[
\Delta \tilde{K}^G = I_{I_r,\infty}\left( -\frac{\tilde{F}^{(1)}\varphi_{tr}^{} \varDelta S}{1 + \varphi_{tr}^{} \varDelta S} + \int \tilde{F}^{(1)} \varphi_{tr}^{} \varDelta S \right),
\]

where

\[
\Delta \tilde{K}^F = \frac{(1 - \tilde{G}(1 - G_-(1 + \varphi_{tr}^{} \varDelta S)))}{(1 - G_-)(1 + \varphi_{tr}^{} \varDelta S)} - 1
\]

(4.57)

Thus, by combining (\(\Delta \tilde{K}^F = \Delta \tilde{K}^F I_{\Delta S \neq 0} + \Delta \tilde{K}^F I_{\Delta S = 0}\)) with the fact that on \(\{\Delta S \neq 0\}\), \(1 - \tilde{G} = (1 - G_-) (1 - f^{(m,1)}(\Delta S) - g^{(m,1)}(\Delta S))\), we obtain on \((G_- < 1)\),

\[
\Delta \tilde{K}^F = \left( \frac{(1 - \tilde{G})\Gamma^{(1)}(1 + \varphi_{tr}^{} \varDelta S)}{1 - G_-} - 1 \right) I_{\Delta S \neq 0} + \left( \frac{(1 - \tilde{G})\Gamma^{(1)}(1 + \varphi_{tr}^{} \varDelta S)}{1 - G_-} - 1 \right) I_{\Delta S = 0}
\]

(4.58)

Put

\[
W^{(1)}(t, x) := \tilde{F}^{(1)}(1 - G_t^{})(f^{(m,1)}(t, x) - 1) \left( \frac{1}{1 + \varphi_{tr}^{} x} - 1 \right) = \frac{\tilde{F}^{(1)}(1 - \tilde{G})\varphi_{tr}^{} x (f^{(m,1)}(t, x) - 1)}{1 + \varphi_{tr}^{} x},
\]

and thanks to Lemma 4.5, we deduce that \(W^{(1)} * (\mu_1 - \nu_1)\) and \(\tilde{F}^{(1)} g^{(m,1)}(\Delta S) - \varphi_{tr}^{} \varDelta S\) are well defined \(\mathcal{F}\)-local martingales, and furthermore

\[
\Delta (W^{(1)} * (\mu_1 - \nu_1)) = \frac{\tilde{F}^{(1)}(1 - \tilde{G})\varphi_{tr}^{} x (f^{(m,1)}(t, x) - 1)}{1 + \varphi_{tr}^{} x} - \tilde{G}^{(1)} \Delta m^{(1)},
\]

Thus, by combining these remarks with (4.58) and Lemma 4.5, we deduce that

\[
\Delta \tilde{K}^F = \Delta (W^{(1)} * (\mu_1 - \nu_1)) + \Delta \left( \frac{\tilde{F}^{(1)} g^{(m,1)}(\Delta S) - \varphi_{tr}^{} \varDelta S}{1 + \varphi_{tr}^{} \varDelta S} * \mu_1 \right) - \tilde{G}^{(1)} \Delta m^{(1)}.
\]

Therefore, this latter equality combined with the continuous \(\mathcal{G}\)-local martingale of \(\tilde{K}^G\) and the continuous \(\mathcal{F}\)-local martingale part of \(\tilde{K}^G\) are

\[
(\tilde{K}^F)^c := -\tilde{\varphi} \cdot S^c - (1 - G_-)^{-1} I_{(G_- < 1)} \cdot m^c \quad \text{and} \quad (\tilde{K}^G)^c := -\tilde{\varphi} \cdot \mathcal{T}^{(a)}(S^c).
\]
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Thus, these yield that (4.56) holds with \( \tilde{K}^F \) is given by (4.14). This proves the second equality in (4.13), and the proof of theorem will be complete as soon as we show that \( E(\tilde{K}^F) E(-\tilde{V}^{(1)}) \in D(S^{(1)}, F) \), equivalently \( E(\tilde{K}^F) E(-\tilde{V}^{(1)}) E(\psi \cdot S^{(1)}) \) is an \( F \)-supermartingale for any \( \psi \in L(S^{(1)}, F) \cap L(S^{(1)}, F) \). To this end, we consider \( \varphi \in L(S^{(1)}, F) \cap L(S^{(1)}, F) \) and remark that

\[
E(\tilde{K}^F) E(-\tilde{V}^{(1)}) E(\psi \cdot S^{(1)}) = E(X),
\]

where \( X \) is an \( F \)-semimartingale, and due to (4.13) we have

\[
\frac{E(I^r_{t, \infty} \cdot X)}{E(-((1 - G_-)^{-1} I^r_{t, \infty} \cdot m))} = \tilde{Z}^G E(I^r_{t, \infty} \cdot \psi \cdot S)
\]

is a positive \( G \)-supermartingale. In virtue of Lemma 4.6, this latter fact is equivalent to \( E(X) \) being a positive \( F \)-supermartingale. This proves that \( \tilde{Z}^F \in D(S^{(1)}, F) \), and the proof of theorem is complete. \( \Box \)

The rest of this subsection proves Theorem 4.2 which relies heavily on the following lemma.

**Lemma 4.7.** Suppose that assumptions of Theorem 4.2 hold, and consider its notations. Then the following assertions hold.

(a) The \( F \)-compensator of \( (1 - \tilde{G}) \cdot \tilde{H}(F) \) is given by

\[
\left((1 - \tilde{G}) \cdot \tilde{H}(F)\right)^{p,F} = (1 - G_-) \left(\tilde{\lambda}^{r \cdot b} - \frac{1}{2} \tilde{\lambda}^{r \cdot c} \tilde{\lambda}\right) \cdot A
\]

\[+ (1 - G_-) \left(\frac{f^{(m)}(\tilde{\lambda}^{r \cdot x})}{(1 - \Delta V^F)(1 + \tilde{\lambda}^{r \cdot x})} + (1 - f^{(m)}) \ln(1 + \tilde{\lambda}^{r \cdot x}) - \tilde{\lambda}^{r \cdot h}\right) \cdot \nu.\]  

(b) We have that

\[
(\tilde{E}^F, m)^{F} = -\tilde{\lambda}^{r \cdot c(m)} \cdot A - \frac{f^{(m)}(\tilde{\lambda}^{r \cdot x})}{(1 - \Delta V^F)(1 + \tilde{\lambda}^{r \cdot x})} \cdot \nu.
\]

(c) We always have that \( E \left[H^{(0)}T(\tilde{K}^G, G)\right] = E \left[H^{(0)}T(\tilde{K}^G, G)\right]^{p,F}_T\] and

\[
\left[H^{(0)}T(\tilde{K}^G, G)\right]^{p,F}_T = \frac{(1 - G_-)}{2} \tilde{\phi}^{r \cdot c} \cdot A + \sum_{0<s \leq \cdot t} (1 - G_-) \left(\tilde{\Gamma}_{s}^{(1)} - 1 - \ln(\tilde{\Gamma}_{s}^{(1)})\right) + \sum_{0<s \leq \cdot t} \left(\frac{\tilde{\Gamma}_{s}^{(1)}}{1 + \tilde{\phi}^{r \cdot x}} + \ln(1 + \tilde{\phi}^{r \cdot x})\right) (1 - f^{(m,1)}) \cdot \nu.
\]

For the sake of simple exposition, we relegate the proof of this lemma to Appendix [1].

**Proof of Theorem 4.2.** The proof of the theorem is delivered in two parts, where we prove (4.17) and (4.18). Both equalities relies on writing the quantity \( u_T(S, F) \) in two manners as follows.

\[
u_T(S, F) = E \left[\ln(\mathcal{E}_T(\tilde{\lambda} \cdot S))\right] = E \left[-\ln(\mathcal{E}_T(-\tilde{V}^F))\right] + E \left[-\ln(\mathcal{E}_T(\tilde{V}^F))\right]
\]

\[
= E \left[\tilde{V}^F + \sum_{0<s \leq T} (-\Delta \tilde{V}^F - \ln(1 - \Delta \tilde{V}^F)) + H^{(0)}T(\tilde{L}^F, F)\right]
\]

\[
= E \left[(\tilde{G} \cdot \tilde{H}(F))_T\right] + E \left[((1 - \tilde{G}) \cdot \tilde{H}(F))_T\right].
\]
Thus, the equality (4.18) follows immediately from the above equality combined with Lemma 4.7-(b) and derive

\[ u_T(S - S^T, G) = E \left[ \ln(E_T(\tilde{\varphi} \cdot (S - S^T))) \right] \]

\[ = E \left[ -\ln(E_T(-I_{[\tau, \infty]} \cdot \tilde{V}^{(a)}(\tau))) \right] + E \left[ -\ln(E_T(I_{[\tau, \infty]} \cdot \tilde{K}^G)) \right] \]

\[ = E \left[ I_{[\tau, \infty]} \cdot \tilde{V}^{(1)}_T + \sum_{0<s \leq T} I_{[s, \infty]} (-\Delta \tilde{V}^{(1)}_s - \ln(1 - \Delta \tilde{V}^{(1)}_s)) + H_T^{(0)}(\tilde{K}^G, G) \right] \]

\[ = E \left[ (1 - G_\cdot) \cdot \tilde{V}^{(1)}_T + (1 - G_-) \cdot \sum_{0<s \leq T} \left( -\Delta \tilde{V}^{(1)}_s - \ln(1 - \Delta \tilde{V}^{(1)}_s) \right) + \frac{1 - G_-}{2} \varphi^{tr} c \varphi \cdot A_T \right] \]

\[ + E \left[ \sum_{0<s \leq T} (1 - G_-) \left( \tilde{V}^{(1)}_s - 1 - \ln(\tilde{V}^{(1)}_s) \right) + (1 - G_-) \left( \ln(1 + \varphi^{tr} x) - \tilde{\varphi}^{tr} x \cdot \tilde{\varphi}^{tr} x \right) (1 - f^{(m, 1)}) \right] \]

\[ = E \left[ (1 - G_-) \cdot \tilde{V}^{(1)}_T + \frac{1 - G_-}{2} \varphi^{tr} c \varphi \cdot A_T + (1 - G_-) \left( \ln(1 + \varphi^{tr} x) - \tilde{\varphi}^{tr} x \cdot \tilde{\varphi}^{tr} x \right) (1 - f^{(m, 1)}) \right] \]

Thus, by combining (4.64), (4.66), Lemma 4.7-(a) and (4.19), we obtain

\[ u_T(S - S^T, \mathcal{G}) - u_T(S, \mathcal{F}) \]

\[ = -E \left[ ((1 - \tilde{G}) \cdot \tilde{H}(\mathcal{F}))_T + \int_0^T P_s^{N, 1} dA_s^{(1)} - (1 - G_-) \tilde{\lambda}^{tr} \beta^{(m, 1)} \cdot A_T - \frac{(1 - G_-) f^{(m, 1)} \tilde{\lambda}^{tr} x}{(1 - \Delta \tilde{V}^F)(1 + \tilde{\lambda}^{tr} x)} \right] \]

Thus, the equality (4.18) follows immediately from the above equality combined with Lemma 4.7-(b) and the facts that (1 - G_-) \beta^{(m, 1)} = \beta^{(m)} I_{[G_- < 1]} and (1 - G_-) f^{(m, 1)} = f^{(m)} I_{[G_- < 1]}.

**Part 2.** This parts proves the equality (4.17). To this end, we remark that (4.13) implies that \( \mathcal{E}(\tilde{K}^G) = \mathcal{E}(I_{[\tau, \infty]} \cdot \tilde{K}^F) / \mathcal{E}(I_{[\tau, \infty]} \cdot m^{(1)}) \). Hence, by taking logarithm in both sides of the equality and using [12] Proposition B.2-(a), we deduce that

\[ H^{(0)}(\tilde{K}^G, G) = \tilde{K}^G - I_{[\tau, \infty]} \cdot \tilde{K}^F + I_{[\tau, \infty]} \cdot m^{(1)} + I_{[\tau, \infty]} \cdot H^{(0)}(\tilde{K}^F, \mathcal{F}) - I_{[\tau, \infty]} \cdot H^{(0)}(m^{(1)}, \mathcal{F}) \]

Thus, by combining this equality with (4.65), (4.21), (2.3) (see Theorem 2.2-(b)) and (3.10) (see Lemma 3.3(a)), we derive

\[ u_T(S - S^T, \mathcal{G}) \]

\[ = E \left[ ((1 - \tilde{G}) \cdot \tilde{H}(\mathcal{G}))_T + \frac{I_{[\tau, \infty]} \cdot \tilde{K}^F - I_{[\tau, \infty]} \cdot m_T - (I_{[\tau, \infty]} \cdot H^{(0)}(m^{(1)}, \mathcal{F}))_T}{1 - G_-} \right] \]

\[ = E \left[ ((1 - \tilde{G}) \cdot \tilde{H}(\mathcal{G}))_T + \frac{I_{[\tau, \infty]} \cdot (\tilde{K}^F, m)_T \cdot I_{[\tau, \infty]} \cdot H^{(0)}(m^{(1)}, \mathcal{F})_T - (I_{[\tau, \infty]} \cdot m, \mathcal{F})_T}{(1 - \tilde{G})^2} \right] \]

\[ = E \left[ ((1 - \tilde{G}) \cdot \tilde{H}(\mathcal{G}))_T + (\tilde{K}^F, I_{[G_- < 1]} \cdot m)_T \right] + E \left[ (1 - G_-) \cdot h_T^{(E)}(m^{(1)}, \mathcal{F}) \right] .
\]
Therefore, thanks to this latter equality and (4.64), we obtain

\[
u_T(S - S^\tau, \mathcal{G}) - u_T(S, \mathbb{F}) = -E \left[((1 - \tilde{G}) \cdot \tilde{H}(\mathbb{F}))_T - ((1 - \tilde{G}) \cdot \tilde{H}(\mathcal{G}))_T + (\tilde{L}^F - \tilde{K}^F, I_{(G_{<} < 1)} \cdot m)^F_T \right] - E \left[(\tilde{G} \cdot \hat{H}(\mathbb{F}))_T + E \left[(\tilde{L}^F, I_{(G_{<} < 1)} \cdot m)^F_T + E \left[(1 - G_{-}) \cdot h_1^E(m(1), \mathbb{F}) \right].\right]
\]

This proves (4.18) and the proof of the theorem is complete. \(\square\)

A Some results

**Lemma A.1.** Suppose that \(\tau\) is an honest time. Then for any \(\mathbb{F}\)-adapted process \(V\) with locally integrable variation, one has

\[
I_{[\tau, +\infty]} \cdot V_{p, \mathcal{G}} = I_{[\tau, +\infty]}(1 - G_{-})^{-1} \cdot \left((1 - \tilde{G}) \cdot V\right)^{p, \mathbb{F}}. \tag{A.1}
\]

The proof of this lemma can be found in [1, Lemma 3.1]. Below, we recall the following lemma from [34, Proposition 5.3].

**Lemma A.2.** Suppose that \(\tau\) is an honest time and let \(H\) be a \(\tilde{P}(\mathbb{G})\)-measurable functional. Then, there exists two \(\tilde{P}(\mathbb{F})\)-measurable functional \(J\) and \(K\) such that

\[
HI_{[0, +\infty]} = JI_{[0, \tau]} + KI_{[\tau, +\infty]}\tag{A.2}
\]

**Lemma A.3.** If \((2.6)\) holds, then

\[
\frac{1 - G}{1 - G^*} = \mathcal{E}(-\frac{1}{1 - G_{-}}I_{[\tau, +\infty]} \cdot m) = \mathcal{E}(I_{[\tau, +\infty]} \cdot m(1)). \tag{A.3}
\]

The proof of this lemma can be found in [10, Lemma 4.8]. We end this section by a lemma, which is very useful in some proofs of the main results.

**Lemma A.4.** The following assertions hold.

(a) If \(V^G\) is RCLL, nondecreasing and \(G\)-predictable process such that \((V^G)^\tau \equiv 0\), then there exists a unique RCLL, nondecreasing and \(\mathbb{F}\)-predictable process \(V^F\) such that

\[
I_{(G_{-} = 1)} \cdot V^F \equiv 0 \quad \text{and} \quad V^G = I_{[\tau, +\infty]} \cdot V^F. \tag{A.4}
\]

Furthermore \(\Delta V^G < 1\) if and only \(\Delta V^F < 1\).

(b) If \((2.6)\) holds, then

\[
\mathcal{L}_b(S - S^\tau, \mathcal{G}) = \left\{ \varphi I_{[\tau, +\infty]} : \varphi \in \mathcal{L}_b(S^{(1)}, \mathbb{F}) \right\}. \tag{A.5}
\]

(c) Let \(H\) be any \(\mathbb{F}\)-predictable process. Then \(H \leq 0\) \(P \otimes A\)-a.e. on \([\tau, +\infty]\) if and only if \(H \leq 0\) \(P \otimes A^{(1)}\)-a.e.

**Proof.** Both assertion (a) and (b) can be found in [10, Lemma 3.9]. Thus the rest of this proof focuses on assertion (c). To this end, we remark that \(H \leq 0\) \(P \otimes A\)-a.e. on \([\tau, +\infty]\) if and only if

\[
E \left[ \int_0^\infty I_{[\tau, +\infty]}(s) I_{(H_s > 0)} dA_s \right] = 0.
\]
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Then, as \( A \) and \( H \) are \( \mathbb{F} \)-predictable processes, we take the \( \mathbb{F} \)-predictable projection inside the RHS term, and conclude that the above equality is equivalent to

\[
E\left[ \int_0^\infty (1 - G_s-) I_{\{H_s>0\}} dA_s \right] = 0.
\]

This means that \((1 - G_-)I_{\{H>0\}} \equiv 0 \mathcal{P} \otimes A\text{-a.e.}, or equivalently \( I_{\{H>0\}} \equiv 0 \mathcal{P} \otimes \mu^{(1)}\text{-a.e.} \). This proves assertion (c), and the proof of the lemma is complete. \( \square \)

### B Proofs of Lemmas 3.3, 4.4, 4.6 and 4.7

**Proof of Lemma 3.3**. The proof of the lemma is divided into three parts. The first part proves assertion (a). The second part addresses assertion (b) and (c), while the third part addresses assertion (d).

**Part 1**: This part proves assertion (a). Recall that due to [15], \( m \) is a BMO \( \mathbb{F} \)-martingale and hence it is locally bounded, and thanks to [11 lemma 2.6-1(b)] the process \((1 - G_-)^{-1}I_{\{G_-<1\}}\) is locally bounded. Hence, both processes \((1 - G_-)^{-1}I_{\{G_-<1\}}\) and \( H(0)(m(1), \mathbb{F}) \) are nondecreasing and locally bounded. As a result, the first statement of assertion (a) follows immediately. Furthermore, using the facts that \((A^p, F) = (A^{o, F})_p, F)\) for a process \( A \) of finite variation, \((H \cdot V)^{p, F} = p, F(H) \cdot V\) for \( V\) a predictable of finite variation, \( p, F(I_{\{1, \infty\}}) = 1 - G_-, \) and \( o, F(I_{\{1, \infty\}}) = 1 - \tilde{G}, \) we derive

\[
\begin{align*}
&\left( \frac{I_{\{1, \infty\}}}{(1 - G_-)^2} \cdot \langle m \rangle^F - \frac{I_{\{1, \infty\}}}{(1 - G_-)^2} \cdot \langle H(0)(m(1), \mathbb{F}) \rangle^F \right)^{p, F} \\
&= \left( \frac{I_{\{1, \infty\}}}{(1 - G_-)^2} \cdot \langle m \rangle^F \right)^{p, F} - \left( \frac{I_{\{1, \infty\}}}{(1 - G_-)^2} \cdot \langle H(0)(m(1), \mathbb{F}) \rangle^F \right)^{p, F} \\
&= \frac{I_{\{1, \infty\}}}{(1 - G_-)^2} \cdot \langle m \rangle^F - \left( (1 - \tilde{G}) \cdot \langle H(0)(m(1), \mathbb{F}) \rangle^F \right)^{p, F} \\
&= \frac{I_{\{1, \infty\}}}{(1 - G_-)^2} \cdot \langle m \rangle^F - \left( \sum \left( (1 - \tilde{G}) \left( \frac{-\Delta m I_{\{G_-<1\}}}{1 - G_-} - \ln(1 - \Delta m I_{\{G_-<1\}}) \right) \right)^{p, F} \right) \\
&= \frac{I_{\{1, \infty\}}}{(1 - G_-)^2} \cdot \langle m \rangle^F + (1 - G_-) \cdot \left( \sum \left( (1 + m(1)) \ln(1 + \Delta m(1)) - m(1) \right) \right)^{p, F} \\
&= (1 - G_-) \cdot h^{(E)}(m(1), \mathbb{F}).
\end{align*}
\]

The last two equalities follow from combining the definition 3.1 with \( \langle m \rangle^F = \langle m, m \rangle^{p, F} \) and \( \tilde{G} = G_+ + \Delta m. \) This ends the proof of assertion (a).

**Part 2**: Here we prove assertions (b) and (c). To this end, we consider \( Z^G \in \mathcal{D}(S - S^*, G) \) and hence it is clear that \( Z^G/(Z^G)^{\tau} \in \mathcal{D}(S - S^*, G) \). Then in virtue of [11 Theorem 4.4], we obtain the existence of \( Z^F \in \mathcal{D}(\mu^{(1)}, F) \) satisfying

\[
\frac{Z^G}{(Z^G)^{\tau}} = \mathcal{E}(-1 - G_-)^{-1}I_{\{1, \infty\}} \cdot m.
\]

Then by combining this equality with the fact that \((Z^G)^{\tau}\) is a positive \( \mathbb{G} \)-supermartingale with \( Z^F_0 = 1 \), we derive

\[
E[- \ln Z^G_T] = E[- \ln Z^G_T - \ln Z^G_{T, \tau}] + E[- \ln Z^G_T] \\
\geq E[- \ln \left( \frac{Z^G_T}{Z^G_{T, \tau}} \right)] = E[- \ln \frac{Z^F_T/(Z^F_{T, \tau})}{\mathcal{E}(-1 - G_-)^{-1}I_{\{1, \infty\}} \cdot m}].
\]
This proves assertion (b). To prove assertion (c), on the one hand, we remark that assertion (b) implies clearly that
\[
\inf_{Z^G \in \mathcal{D}(S-S^r,G)} E \left[ -\ln Z^G \right] \geq \inf_{Z^F \in \mathcal{D}(S^{(1)},F)} E \left[ -\ln \frac{Z^F/(Z^F)^r}{\mathcal{E}(I_{[\tau,\infty]} \cdot m^{(1)})} \right].
\]
On the other hand, again [10, Theorem 4.4] allows us to conclude that
\[
\left\{ \frac{Z^F/(Z^F)^r}{\mathcal{E}(I_{[\tau,\infty]} \cdot m^{(1)})} : Z^F \in \mathcal{D}(S^{(1)},F) \right\} \subset \mathcal{D}(S-S^r,G),
\]
and hence
\[
\inf_{Z^G \in \mathcal{D}(S-S^r,G)} E \left[ -\ln Z^G \right] \leq \inf_{Z^F \in \mathcal{D}(S^{(1)},F)} E \left[ -\ln \frac{Z^F/(Z^F)^r}{\mathcal{E}(I_{[\tau,\infty]} \cdot m^{(1)})} \right].
\]
Therefore, assertion (c) follows from the last two inequalities.

**Part 3:** To prove assertion (d), we apply [12, Proposition B.2-(a)] repeatedly whenever it is convenient, and get derive
\[
-\ln \left( \frac{Z^F/(Z^F)^r}{\mathcal{E}(I_{[\tau,\infty]}(1-G_-)^{-1} \cdot m)} \right) = -\ln \mathcal{E}(I_{[\tau,\infty]} \cdot K^F) + \ln \mathcal{E}(I_{[\tau,\infty]}(1-G_-)^{-1} \cdot m) + I_{[\tau,\infty]} \cdot V
\]
\[
= -I_{[\tau,\infty]} \cdot K^F + I_{[\tau,\infty]} \cdot H^{(0)}(K^F,F) + I_{[\tau,\infty]} \cdot V - I_{[\tau,\infty]}(1-G_-)^{-1} \cdot m - I_{[\tau,\infty]} \cdot H^{(0)}(m^{(1)},F)
\]
\[
= G\text{-local martingale } I_{[\tau,\infty]} \cdot V + \frac{I_{[\tau,\infty]} \cdot \langle K^F, m^F \rangle}{1-G_-} + I_{[\tau,\infty]} \cdot H^{(0)}(m^{(1)},F)
\]
\[
+ \frac{I_{[\tau,\infty]} \cdot \langle m, m \rangle^F}{(1-G_-)^2} - I_{[\tau,\infty]} \cdot H^{(0)}(m^{(1)},F)
\]
\[
= G\text{-local martingale } I_{[\tau,\infty]} \cdot V + I_{[\tau,\infty]} \cdot (K^F, m^{(1)})^F + \frac{I_{[\tau,\infty]} \cdot \langle K^F, m^F \rangle}{(1-G_-)^2} + \frac{I_{[\tau,\infty]} \cdot \langle m, m \rangle^F}{(1-G_-)^2} - I_{[\tau,\infty]} \cdot H^{(0)}(m^{(1)},F)
\]
\[
+ \left( I_{[\tau,\infty]} \cdot \left( H^{(0)}(K^F,F) - H^{(0)}(m^{(1)},F) \right) \right)^{p,G}
\]
\[
= G\text{-local martingale } I_{[\tau,\infty]} \cdot \left( V + (K^F, m^{(1)})^F + h^{(E)}(m^{(1)},F) + \left( H^{(0)}(K^F,F) \right)^{p,G} \right).
\]

The third and fourth equalities are due to [24] applied to both $K^F$ and $m$, and to the fact that $V - V^{p,G}$ is $G$-local martingale for any $V \in \mathcal{A}_{loc}(G)$ respectively. The last equality follows from assertion (a). Thus the decomposition (B.1) is the Doob-Meyer's decomposition of the positive $G$-submartingale $-\ln \left( \frac{Z^F/(Z^F)^r}{\mathcal{E}(I_{[\tau,\infty]}(1-G_-)^{-1} \cdot m)} \right)$. Then by applying [12, Proposition B.2-(b)] to it, the proof of assertion (d) follows immediately, and the proof of the lemma is complete.

**Proof of Lemma 4.6.** As $X$ is an $\mathbb{F}$-semimartingale, then there exist $M \in \mathcal{M}_{loc}(\mathbb{F})$ and $B$ a RCLL $\mathbb{F}$-adapted process with finite variation such that
\[
X = X_0 + M - B, \quad \text{and} \quad M_0 = B_0 = 0.
\]
Remark that, due to the fact that $B$ has a finite variation, we have
\[
\mathcal{T}^{(a)}(B) = (1-G_-)(1-G)^{-1}I_{[\tau,\infty]} \cdot B.
\]
Then by combining this with [10] Lemma 4.3-(a), we obtain

\[ Y := \frac{\mathcal{E}(I_{[\tau,\infty]} \cdot X)}{\mathcal{E}(-(1 - G_\tau)^{-1} I_{[\tau,\infty]} \cdot m)} = \mathcal{E} \left( (1 - G_\tau)^{-1} I_{[\tau,\infty]} \cdot \mathcal{T}^{(a)}(X) \right) + (1 - G_\tau)^{-1} I_{[\tau,\infty]} \cdot (1 - G_\tau)^{-1} I_{[\tau,\infty]} \cdot B \].

(B.2)

1) If \( \mathcal{E}(X) \) is a positive \( \mathcal{F} \)-supermartingale, or equivalently \( X \) is an \( \mathcal{F} \)-local supermartingale, then \( B \) has an \( \mathcal{F} \)-locally integrable variation. Furthermore, \( B^{p,F} \) is nondecreasing and

\[ \mathcal{T}^{(a)}(B) = \mathcal{T}^{(a)}(B - B^{p,F}) + \mathcal{T}^{(a)}(B^{p,F}) = \mathcal{T}^{(a)}(B - B^{p,F}) + \frac{1 - G_{\tau}}{1 - G} I_{[\tau,\infty]} \cdot B^{p,F}. \]

Thus, by inserting this in (B.2), we get

\[ Y = \mathcal{E} \left( \mathcal{T}^{(a)}(M + B - B^{p,F}) + \frac{I_{[\tau,\infty]} \cdot \mathcal{T}^{(a)}(m)}{1 - G_\tau} - \frac{1 - G_{\tau}}{1 - G} I_{[\tau,\infty]} \cdot B^{p,F} \right). \]

This proves that \( Y \) is a nonnegative \( \mathcal{G} \)-local supermartingale, and hence it is a \( \mathcal{G} \)-supermartingale.

To prove the reverse, we assume that \( Y \) is a \( \mathcal{G} \)-supermartingale, or equivalently

\[ K := \mathcal{T}^{(a)}(M) + (1 - G_\tau)^{-1} I_{[\tau,\infty]} \cdot \mathcal{T}^{(a)}(m) - (1 - G_\tau)(1 - G)^{-1} I_{[\tau,\infty]} \cdot B, \]

is a \( \mathcal{G} \)-local supermartingale. This is equivalent to \( (1 - G_\tau)(1 - G)^{-1} I_{[\tau,\infty]} \cdot B \) being a \( \mathcal{G} \)-local submartingale with finite variation. Hence it has a \( \mathcal{G} \)-local integrable variation and its compensator is nondecreasing, i.e.

\[ \left( (1 - G_\tau)(1 - G)^{-1} I_{[\tau,\infty]} \cdot B \right)^{p,G} = I_{[\tau,\infty]} \cdot \left( I_{\{G < 1\}} \cdot B \right)^{p,F} = I_{[\tau,\infty]} \cdot B^{p,F}, \]

is nondecreasing. This implies \( B \in \mathcal{A}_{\text{loc}}(\mathcal{F}) \) and \( B^{p,F} \) is nondecreasing, and hence \( X \) is an \( \mathcal{F} \)-local supermartingale. This completes the proof of the lemma.

Proof of Lemma 4.7. The proof of the lemma is divided into three parts, where we prove the three assertions respectively.

**Part 1.** Here we prove assertion (a). To this end, we remark the following

\[ (1 - G) I_{\Delta S \neq 0} = (1 - G_\tau) \left( 1 - f^{(m,1)}(\Delta S) - g^{(m,1)}(\Delta S) \right) I_{\Delta S \neq 0}, \]

\[ (1 - G) I_{\Delta S = 0} = (1 - G_\tau) \left( 1 - \frac{f^{(m,1)}}{1-a} - \frac{m^{(1,1)}}{1-a} \right) I_{\Delta S = 0}, \]

and

\[ \Delta \hat{L}^F = \frac{\hat{\xi}}{1 + \lambda \Delta S} - 1. \]
Thus, by combining these remarks, we calculate the following

\[
(1 - \tilde{G}) \cdot H^{(0)}(\tilde{L}^F, F) = (1 - \tilde{G}) \cdot \left( \Delta \tilde{L}^F - \ln (1 + \Delta \tilde{L}^F) \right) + \sum (1 - \tilde{G}) \left( \Delta \tilde{L}^F - \ln (1 + \Delta \tilde{L}^F) \right) I_{\{\Delta S \neq 0\}}
\]

\[
+ \sum (1 - \tilde{G}) \left( \Delta \tilde{L}^F - \ln (1 + \Delta \tilde{L}^F) \right) I_{\{\Delta S = 0\}}
\]

\[
= \frac{1 - G_-}{2} \tilde{x}^c \chi \cdot A + (1 - G_-) \left( 1 - f^{(m,1)} - g^{(m,1)} \right) \left( \frac{\tilde{x}}{1 + \lambda^{tr} x} - 1 - \ln \left( \frac{\tilde{x}}{1 + \lambda^{tr} x} \right) \right) * \mu
\]

\[
+ \sum (1 - G_-) \left( 1 + \frac{f^{(m,1)}}{1 - a} - m^{(\perp,1)} \right) (\tilde{x} - 1 - \ln (\tilde{x})) I_{\{\Delta S = 0\}}
\]

\[
= \frac{1 - G_-}{2} \tilde{x}^c \chi \cdot A + (1 - G_-) \left( 1 - f^{(m,1)} \right) \left( \frac{\tilde{x} (\chi^{tr} x)}{1 + \chi^{tr} x} + \ln (1 + \chi^{tr} x) \right) * \mu
\]

\[
+ \sum (1 - G_-) (\tilde{x} - 1 - \ln (\tilde{x})) + \sum (1 - G_-) \frac{f^{(m,1)}}{1 - a} (\tilde{x} - 1 - \ln (\tilde{x})) I_{\{\Delta S = 0\}}
\]

\[
- (1 - G_-) (\tilde{x} - 1 - \ln (\tilde{x})) f^{(m,1)} * \mu + \text{local martingale}
\]

Then by compensating on both sides and using \( \Delta V^F = 1 - (\tilde{F})^{-1} \), we get

\[
\left( (1 - \tilde{G}) \cdot H^{(0)}(\tilde{L}^F, F) \right)^{\nu^F}
\]

\[
= \frac{1 - G_-}{2} \tilde{x}^c \chi \cdot A + (1 - G_-) (1 - f^{(m,1)}) \left( \frac{\tilde{x} (\chi^{tr} x)}{1 + \chi^{tr} x} + \ln (1 + \chi^{tr} x) \right) * \nu
\]

\[
+ \sum (1 - G_-) \left( \frac{\Delta \tilde{V}^F}{1 - \Delta V^F} + \ln (1 - \Delta \tilde{V}^F) \right) + (1 - G_-) \frac{(f - 1)(1 - f^{(m,1)}) \Delta \tilde{V}^F}{1 - \Delta V^F} * \nu.
\]
Then, we can calculate

\[ \left((1 - \tilde{G}) \cdot \tilde{H}(F)\right)^{p,F} = (1 - G_-) \cdot \tilde{V}^F + \sum(1 - G_-) \left(-\Delta \tilde{V}^F - \ln(1 - \Delta \tilde{V}^F)\right) + \left((1 - \tilde{G}) \cdot H^{(0)}(\tilde{L}^F, F)\right)^{p,F} \]

\[ = (1 - G_-) \cdot \tilde{V}^F + \sum(1 - G_-) \left(-\Delta \tilde{V}^F - \ln(1 - \Delta \tilde{V}^F) + \frac{\Delta \tilde{V}^F}{1 - \Delta \tilde{V}^F} + \ln(1 - \Delta \tilde{V}^F)\right) \]

\[ + \frac{(1 - G_-)}{2} \tilde{\lambda}^{tr} \tilde{c} \tilde{\lambda} \cdot A + (1 - G_-)(1 - f_m) \left(-\frac{\tilde{\lambda}^{tr} \tilde{x}}{1 + \tilde{\lambda}^{tr} \tilde{x}} + \ln(1 + \tilde{\lambda}^{tr} \tilde{x})\right) \ast \nu \]

\[ + (1 - G_-) \frac{(f - 1)(1 - f^{(1)}) \Delta \tilde{V}^F}{1 - \Delta \tilde{V}^F} \ast \nu \]

\[ = (1 - G_-) \left(\tilde{\lambda}^{tr} b - \frac{1}{2} \tilde{\lambda}^{tr} \tilde{c} \tilde{\lambda}\right) \cdot A \]

\[ + (1 - G_-) \left(\frac{f^{(m,1)} \tilde{\lambda}^{tr} \tilde{x}}{1 + \tilde{\lambda}^{tr} \tilde{x}} + (1 - f^{(m,1)}) \ln(1 + \tilde{\lambda}^{tr} \tilde{x}) - \tilde{\lambda}^{tr} \tilde{h}\right) \ast \nu \]

\[ + (1 - G_-) \left(\frac{(1 - f)(a - f)}{1 - \Delta \tilde{V}^F}\right) \ast \nu + (1 - G_-)(1 - f_m) \left(-\frac{(a - \tilde{f})(f - 1)}{1 - \Delta \tilde{V}^F}\right) \ast \nu \]

\[ = (1 - G_-) \left(\tilde{\lambda}^{tr} b - \frac{1}{2} \tilde{\lambda}^{tr} \tilde{c} \tilde{\lambda}\right) \cdot A \]

\[ + (1 - G_-) \left(\frac{f^{(m,1)} \tilde{\lambda}^{tr} \tilde{x}}{(1 - \Delta \tilde{V}^F)(1 + \tilde{\lambda}^{tr} \tilde{x})} + (1 - f^{(m,1)}) \ln(1 + \tilde{\lambda}^{tr} \tilde{x}) - \tilde{\lambda}^{tr} \tilde{h}\right) \ast \nu. \]

This proves assertion (a) an completes part 1.

**Part 2.** This part proves assertion (b). We remark that due to [4.10] and [4.20] we have

\[ \Delta \tilde{L}^F = \tilde{\Xi}(1 + \tilde{\lambda}^{tr} \Delta S)^{-1} - 1 \quad \text{and} \quad \Delta m = \left((f^{(m)}(\Delta S) + g^{(m)}(\Delta S)) \right) I_{\Delta S \neq 0} + \frac{f^{(m)}}{1 - a} I_{\Delta S = 0} + \Delta m^\perp. \]

Thus, by using these equalities, we derive

\[ \left[\tilde{L}^F, m\right] = -\tilde{\lambda}^{tr} c \beta^{(m)} \cdot A + \sum \Delta m \Delta \tilde{L}^F I_{\Delta S \neq 0} + \sum \Delta m \Delta \tilde{L}^F I_{\Delta S = 0} \]

\[ = -\tilde{\lambda}^{tr} c \beta^{(m)} \cdot A + \left(f^{(m)} + g^{(m)}\right) \left(\frac{\tilde{\Xi}}{1 + \tilde{\lambda}^{tr} \tilde{x}} - 1\right) \ast \mu + (\tilde{\Xi} - 1) \ast \mu \]

\[ - \sum \frac{f_m}{1 - a} (\tilde{\Xi} - 1) I_{\{a < 1\}} I_{\Delta S = 0}. \]

Then remark that it is easy to prove that both processes \( f^{(m)}(\tilde{\Xi}(1 + \tilde{\lambda}^{tr} x)^{-1} - 1) \ast (\mu - \nu) \) and \( g^{(m)}(\tilde{\Xi}(1 + \tilde{\lambda}^{tr} x)^{-1} - 1) \ast \mu \) are \( F \)-local martingales. Hence, by compensating in both sides of \([B.3]\) and using the latter remark, we get

\[ \left[\tilde{L}^F, m\right]^F = -\tilde{\lambda}^{tr} c \beta^{(m)} \cdot A + f^{(m)} \left(\frac{\tilde{\Xi}}{1 + \tilde{\lambda}^{tr} \tilde{x}} - 1\right) \ast \nu - \sum f^{(m)}(\tilde{\Xi} - 1) \]

\[ = -\tilde{\lambda}^{tr} c \beta^{(m)} \cdot A - f^{(m)} \left(\frac{\tilde{\Xi} \tilde{\lambda}^{tr} \tilde{x}}{1 + \tilde{\lambda}^{tr} \tilde{x}} - 1\right) \ast \nu \]
This ends the proof of assertion (b).

**Part 3.** Here we prove assertion (c). Thus, we recall

\[ \Delta \tilde{K}^G = I_{r,\infty} \left( \frac{\tilde{\Gamma}^{(a)}}{1 + \tilde{\varphi}^{tr} \Delta S} - 1 \right), \]

and derive

\[
H^{(0)}(\tilde{K}, G) \\
= \frac{1}{2} \langle (\tilde{K}^G)^c \rangle + \sum \left( \Delta \tilde{K}^G - \ln(1 + \Delta \tilde{K}^G) \right) \\
= \frac{1}{2} \tilde{\varphi}^{tr} c \tilde{\varphi} I_{r,\infty} \cdot A + \sum I_{r,\infty} \left( \left( \frac{\tilde{\Gamma}^{(a)}}{1 + \tilde{\varphi}^{tr} \Delta S} - 1 \right) - \ln \left( \frac{\tilde{\Gamma}^{(1)}}{1 + \tilde{\varphi}^{tr} \Delta S} \right) \right) \\
= \frac{1}{2} \tilde{\varphi}^{tr} c \tilde{\varphi} I_{r,\infty} \cdot A + \sum I_{r,\infty} \left( (\tilde{\Gamma}^{(1)} - 1 - \ln(\tilde{\Gamma}^{(1)})) + \sum I_{r,\infty} \left( \ln(1 + \tilde{\varphi}^{tr} \Delta S) - \frac{\tilde{\Gamma}^{(1)} \tilde{\varphi}^{tr} \Delta S}{1 + \tilde{\varphi}^{tr} \Delta S} \right) \right) \\
= \frac{1}{2} \tilde{\varphi}^{tr} c \tilde{\varphi} I_{r,\infty} \cdot A + \sum I_{r,\infty} \left( (\tilde{\Gamma}^{(1)} - 1 - \ln(\tilde{\Gamma}^{(1)})) + \left( \ln(1 + \tilde{\varphi}^{tr} x) - \frac{\tilde{\Gamma}^{(1)} \tilde{\varphi}^{tr} x}{1 + \tilde{\varphi}^{tr} x} \right) I_{r,\infty} \ast \mu. \right)
\]

Then (4.61) follows immediately from taking the \( \mathcal{F} \)-dual predictable projection in both sides of the above equality, and using afterwards the two facts \((I_{r,\infty} \ast U)^p, \mathcal{F} = (1 - G_{-}) \ast V \) for any \( \mathcal{F} \)-predictable and nondecreasing process and \((I_{r,\infty} \ast W \ast \mu)^p, \mathcal{F} = (1 - G_{-})(1 - f^{(m,1)}) W \ast \nu \) for any nonnegative and \( \tilde{\mathcal{P}}(\mathcal{F}) \)-measurable \( W \). The equalities in (4.62) follow from direct calculations using (4.11) and (4.13).

This proves assertion (c), and the proof of the lemma is complete. \( \square \)

**References**

[1] Aksamit, A., Choulli, T., Deng, J. and Jeanblanc, M. (2018): No-arbitrage under a class of honest times. Finance and Stochastics, 22(1), 127-159.

[2] Aksamit, A., Choulli, T., Deng, J., and Jeanblanc, M.: No-arbitrage under additional information for thin semimartingale models. Stoch. Process. Appl. 129, 3080-3115 (2019)

[3] Amendinger, J., Imkeller, P., and Schweizer, M.: Additional logarithmic utility of an insider. Stoch. Process. Appl. 75 (2), 263-286 (1998).

[4] Ankirchner, S., Dereich,S. and Imkeller, P.: The Shannon information of filtrations and the additional logarithmic utility of insiders. The Annals of Probability 34(2), 743-778 (2006)

[5] Ankirchner, S. and Imkeller, P.: Finite utility on financial markets with asymmetric information and structure properties of the price dynamics. Ann. Inst. Henri Poincaré, Probab. Stat. 41 (3), 479-503 (2005).

[6] Barlow, M. T. (1978). Study of a filtration expanded to include an honest time. Zeitschrift fur Wahrscheinlichkeitstheorie und verwandte Gebiete, 44(4), 307-323.

[7] Bielecki, T. and Rutkowski, M. (2002): Credit Risk: Modeling, Valuation and Hedging, Springer Finance, Berlin.

[8] Back, K. : Insider trading in continuous time. Rev. Financial Stud. 5, 387-409 (1992).
[9] Becherer, D.: The numéraire portfolio for unbounded semimartingales. Finance Stoch. 5(3), 327-341 (2001)

[10] Choulli, T. and Alharbi, F. (2022): Representation for martingales living after a random time with applications. Preprint available at Arxiv: 2203.11072.

[11] Choulli, T., and Yansori, S. (2022). Log-optimal portfolio without NFLVR: existence, complete characterization, and duality. To appear in Probability Theory and Applications, Vol. 67, Issue 2, available at arXiv:1807.06449.

[12] Choulli, T., and Yansori, S. (2022). Log-optimal and numéraire portfolios for market models stopped at a random time, to appear in Finance and Stochastics. Available at Arxiv: 1810.12762.

[13] Choulli, T., and Yansori, S. (2022): Explicit description of all deflators for markets under random horizon with application to NFLVR. Preprint available at arXiv:1803.10128v4.

[14] Choulli, T., Daveloose, C. and Vanmaele, M.: A martingale representation theorem and valuation of defaultable securities. Math. finance 30, 1527-1564 (2020)

[15] Choulli, T., Deng, J.: No-arbitrage for informational discrete time market models. Stochastics 89(3-4), 628-653 (2017)

[16] Choulli, T., Deng, J. and Ma, J.: How non-arbitrage, viability and numéraire portfolio are related. Finance Stoch. 19, 719-741 (2015)

[17] Choulli, T., Ma, J. and Morlais, M.: Three Essays on Exponential Hedging with Variable Exit Times. In Inspired by Finance: The Musiela Festschrift. Editors: Y. Kabanov, M. Rutkowski, and Th. Zariphopoulou., Springer, Berlin, 117-158 (2011)

[18] Choulli, T. and Ma, J.: Explicit description of HARA forward utilities and their optimal portfolios. Theory Probab. Appl. 61 (1), 57-93 (2017)

[19] Choulli, T. and Stricker, Ch.: Minimal entropy-Hellinger martingale measure in incomplete markets. Math. Finance, 15(3), 465-490 (2005)

[20] Choulli, T. and Stricker, Ch.: More on minimal entropy-Hellinger martingale measures. Math. Finance, 16(1), 1-19 (2006)

[21] Choulli, T., Stricker, C., and Li, J.: Minimal Hellinger martingale measures of order $q$. Finance Stoch. 11(3), 399-427 (2007)

[22] Christensen, M. and Larsen, K.: No Arbitrage and the Growth Optimal Portfolio. Stoch. Anal. Appl. 25(1), 255-280 (2007).

[23] Corcuera, J. M. , Imkeller, P., Kohatsu-Higa, A. and Nualart, D.: Additional utility of insiders with imperfect dynamical information. Finance Stoch. 8 (3), 437-450 (2004)

[24] Cvitanic, J., Schachermayer, W., and Wang, H.: Utility maximization in incomplete markets with random endowment. Finance and Stoch. 5(2), 259-272 (2001).

[25] Dellacherie, M., Maisonneuve, B. and Meyer, P-A.(1992):Probabilités et Potentiel, chapitres XVII-XXIV: Processus de Markov (fin), Compléments de calcul stochastique, Hermann, Paris.

[26] Dellacherie, M., Maisonneuve, B. and Meyer, P-A.: Probabilités et Potentiel, Chapitres XVII-XXIV: Processus de Markov (fin), Compléments de calcul stochastique, Hermann, Paris (1992)
[27] Dellacherie, C. and Meyer, P-A.: Théorie des martingales. Chapter V-VIII. Hermann (1980)

[28] Goll, T., and Kallsen, J.: A complete explicit solution to the log-optimal portfolio problem. Ann. Appl. Probab. 13(2), 774-799 (2003)

[29] Grorud, A., and Pontier, M.: Insider trading in a continuous time market model. International Journal of Theoretical and Applied Finance, Vol. 1, No. 3, pp: 331–347, (1998).

[30] Hakansson, N. H.: Optimal investment and consumption strategies under risk, an uncertain lifetime and insurance. Int. Econ. Rev. 10, 443-466 (1969)

[31] Hulley, H., and Schweizer, M.: M^6-On minimal market models and minimal martingale measures. In Contemporary Quantitative Finance: Essays in Honour of Eckhard Platen. Editors: Carl Chiarella and Alex Novikov, Springer, 35-51 (2010).

[32] Jacod, J. (1979): Calcul stochastique et problèmes de martingale, vol. 714. Springer.

[33] Jacod, J. and Shiryaev, A. N. (2003): Limit Theorems for Stochastic Processes, Springer, Berlin, Germany.

[34] Jeulin, T (1980): Semi-martingales et grossissement de filtration, Springer-Verlag, Vol. 833, Lecture Notes in Mathematics, Berlin, Heidelberg, New York.

[35] Jacod, J. and Protter, Ph.: Time reversal on Lévy processes. The Annals of Probability 16 (2), 620-641 (1998)

[36] Jiao, Y. and Li, S.: Modeling sovereign risks: From a hybrid model to the generalized density approach. Math. Finance 28 (1), 240–267 (2018).

[37] Karatzas, I. and Kardaras, C.: The numéraire portfolio in semimartingale financial models. Finance Stoch. 11, 447-493 (2007)

[38] Karatzas, I., and Pikovsky, I.: Anticipative portfolio optimization. Advances in Applied Probability 28(4), 1095-1122 (1996)

[39] Karatzas, I. and Wang, H.: Utility maximization with discretionary stopping. SIAM J. Control Optim. 39(1), 306-329 (2000)

[40] Karatzas, I., and Zitkovic, G.: Optimal consumption from investment and random endowment in incomplete semimartingale markets. The Annals of Probability 31 (4), 1821-1858 (2003)

[41] Kohatsu-Higa, A., and Yamazato, M.: Insider models with finite utility in market with jumps. Appl. Math. Optim. 64, 217-255 (2011)

[42] Kohatsu-Higa, A., and Sulem, A.: Utility maximization in an insider influenced market. Math. Finance 16(1), 153-179 (2006)

[43] Kramkov, D., and Schachermayer, W.: The asymptotic elasticity of utility functions and optimal investment in incomplete markets. Ann. Appl. Probab. 9(3), 904-950 (1999).

[44] Kyle, A.: Continuous auctions and insider trading. Econometrica 53, 1315-1335 (1985)

[45] Long, J.B.: The numéraire portfolio. J. Finance. Econ. 26, 29-69 (1990)
[46] Merton, R.C.: Optimum consumption and portfolio rules in a continuous-time model. J. Econ. Theory, Elsevier, 3(4), 373-413 (1971)

[47] Merton, R.C.: Theory of rational option pricing. The Bell Journal of Economics and Management Science, 141-183 (1973).