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Abstract. In the past 20 years, computing cluster has been widely used for High Energy Physics data processing. The jobs running on the traditional cluster with a Data-to-Computing structure, have to read large volumes of data via the network to the computing nodes for analysis, thereby making the I/O latency become a bottleneck of the whole system. The new distributed computing technology based on the MapReduce programming model has many advantages, such as high concurrency, high scalability and high fault tolerance, and it can benefit us in dealing with Big Data. This paper brings the idea of using MapReduce model to do BESIII physical analysis, and presents a new data analysis system structure based on Hadoop platform, which not only greatly improve the efficiency of data analysis, but also reduces the cost of system building. Moreover, this paper establishes an event pre-selection system based on the event level metadata(TAGs) database to optimize the data analyzing procedure.

1. Introduction

1.1 The current BESIII computing architecture
High Energy Physics experiment is a typical data-intensive application. The BESIII computing system now consist of 3PB+ data, 6500 CPU cores, and it is estimated that there will be more than 10PB data produced in the future 5 years. The current BESIII cluster is a traditional Data-to-Computing structure shown as Figure 1, its data storage is separated from computation. Therefore, huge volume of data will be transferred from the storage system to computing nodes via the network during the data analysis procedure.

Figure 1. The current architecture of BESIII cluster
As the traditional PC Farm system, the BESIII cluster faces three major problems. Firstly, the CPU utilization is low because of the high I/O waiting time, which is caused by huge volume of data transfer. Secondly, the probability of the file system failure increases with the expansion of Lustre’s scale (the number of disks). The statistics shows that IHEP had 300 occurrences of disk errors in the whole year 2012. Finally, the Lustre file system needs high performance network equipments and special storage devices, and it is a quite expensive solution.

1.2 The new technology
In recent years, the Internet companies brought forward some new technologies to store and process Big Data. Google has become leader in Big Data processing. E.g. it has published three famous papers: The Google file system [1], MapReduce: simplified data processing on large clusters [2], and Bigtable: A Distributed Storage System for Structured Data [3]. Hadoop [4] is an open source project based on Google’s papers, which is developed by Yahoo! and Apache. It includes three main parts: a distributed file system named HDFS [5], a distributed programming model and job execution framework named MapReduce, and a distributed database named Hbase [6].

Supported and widely used by many companies, Hadoop has become a de-facto standard for Big Data processing in enterprises. Recently, Hadoop has also captured the attention of more and more scientists in many areas, such as bioinformatics, astronomical image processing. And it is also partly used in HEP: for instance, there are 7 CMS sites in USA using HDFS as the storage element [7], INFN (Italy) uses Hadoop and MapReduce to process HEP data [8], etc.

However, the standard Hadoop platform is not completely suitable for HEP physical analysis. The reason is that Hadoop is designed to process text data, while HEP data is stored as objects with a tree structure in DST file, and the <key, value> pairs based data processing is not suitable for HEP ROOT [9] processing too. These differences determine that we have to redesign the MapReduce procedure for HEP physical analysis, and develop new libraries to support HEP physical analysis I/O.

2. The New Computing-to-Data Structure
Based on the analysis of Hadoop platform and the features of HEP data processing, we design and develop a new data processing platform for HEP, the architecture is shown in Figure 2.

This new architecture can solve the problems we face in the current BESIII computing system. Firstly, HDFS uses the local disks of the computing nodes to store data. Jobs will be scheduled on nodes where the data stays by MapReduce framework. This means most of the jobs can read data from local disks, so it can significantly reduces the pressure on network. Due to that, the CPU utilization can be highly improved. Secondly, HDFS uses data replication to provide fault tolerance and high availability. Every file and its replications are distributed in different nodes, even in different racks. So, as long as the number of failure nodes is less than the number of replications, the system can provide service normally. Finally, Hadoop doesn’t need high performance network equipments and special
storage devices. Assume BESIII computing system comprises 1000 computing nodes and each of them provides 4TB*4(disks) storage capacity, HDFS can provides 16PB storage capacity, and this only costs 1/3 of Lustre.

3. Implementation

3.1 System architecture

The architecture of new BESIII computing system is shown in Figure 3.

![Figure 3. System architecture](image)

The System Service Layer provides file storage, job management, data I/O libraries and database service. The Hadoop MapReduce framework provides resource management and job scheduling. The HEP data I/O libraries and Application framework layer provide libraries and frameworks that the application system layer depends on. For example, the RootRecordReader and RootRecordWrite depend on ROOT framework, and the CLHEP [10] provides the basic function libraries which are frequently used in HEP. The Thrift interface and TAG information management are in charge for the generation of TAG, and help to do the filtration in parallel. In application system layer, we provide two major services: Event Analysis System and Event Pre-Select System. The AFS [11] system provides user authentication, ID mapping, and access control. It also provides user space for users to set different environment variables for their own jobs. In addition, we use Puppet [12] for cluster management, and use Ganglia [13] for monitoring. This architecture also provides CLI and Web interfaces to users.

3.2 Data access

According to the features of HEP data processing, we store each file in one block in HDFS, and develop a data access interface(HEP data I/O libraries) for the C++ framework ROOT [14]. According to that, the execution performance has been improved by reading local data.

As shown in Figure 4, we develop two classes to provide file access and directory operation. THDFSFile inherits from TFile, which is the interface to access DST file in ROOT. THDFSFile provides functions to access and store objects, and it is implemented based on libhdfs, which can make C++ program access HDFS through JNI. THDFSSystem inherits from TSystem, it provides directory operations and access rights management.
3.3 MapReduce procedure for HEP data analysis

We separate the task execution from the MapReduce job scheduling framework, and move them to the C++ side. We develop the corresponding function libs for data accessing and intermediate data processing, which makes the C++ programs run efficiently under the MapReduce framework. We also improve the “reduce” procedure according to the characteristics of HEP data analysis by simplifying the shuffle and sort phases of the intermediate data.

We implement this system referring to the HCE [15] mechanism. Described as Figure 5, in the Map part, C++ process receives the filename from the JVM, calls the ROOT framework and user program to process DST file according to filename, and reports the information of task process and counter. Then the results of Map tasks will be serialized and stored as IFile(＜key-len, key, value-len, value＞) in the local disks. In the Reduce part, java JVM obtains all the outputs from the Map tasks, and stores these files as IFiles in local disk after sorting and combination. Then the C++ program will deserialize the IFiles and transfer them to Reduce program to generate the final results.

4. Events Pre-selection

We also optimize the physics events analysis procedure by establishing an event level metadata (TAGs) store based on Hbase, and an events pre-selection system based on TAGs, which reduces the number of events that need to be further analyzed by the users by 2-3 orders of magnitude.

4.1 Events filtration

The TAG data contains some simple but important attributes of an event, and the pointer to event (event ID) in RAW/DST file. The relationship between TAG, RAW, and DST are shown in Figure 6. The size of the TAG is only 1% of event data, so it wouldn’t increase so much storage space.
The TAG data is stored in Hbase, Figure 7 shows its generation model, and Figure 8 is an example of TAG table. In this model, we use a C++ program based on ROOT as the Mapper to processes the DST file to generate the TAG data, and write it into Hbase.

![Figure 7. The generation model of TAG](image1)

![Figure 8. The TAG table](image2)

The events filtering model based on TAG is shown in Figure 9. The TAG table in HBase is split into multiple Map tasks to do the filtering in parallel. The event IDs, which match the user’s requirement will be selected and written into another table in HBase.

![Figure 9. The events filter model](image3)

### 4.2 HEP physical analysis with events pre-selection

The analysis job will be split into multiple Map tasks according to locations of the DST files and the number of the events after filtering. As described in Figure 10, the Map task reads the complete information from DST file selectively according to the Event ID, and calls the user program to analyze it. The results of the Map tasks will be transmitted to Reduce tasks to be merged into the final results.

![Figure 10. The events analysis job model](image4)

### 5. Evaluation
The system is evaluated by analyzing the real data from BESIII experiments. The testing program is one program of the BESIII offline software called Rhopi events analysis. The testing environment is set up with 8 nodes, every node with 8 cores CPU of 2.4GHz, 24GB memory and 1000M Ethernet card.

Figure 11 shows the test result of CPU usage of the new architecture and the current system. Compared with the current system, the I/O waiting time of Hadoop is decreased from 10% to 2%, and CPU usage is increased from 80% to 90%.

![Figure 11. CPU utilization](image)

Figure 12 shows the test results of execution time. After filtering with TAG, the number of events is reduced to only 5% of the total number; and the execution time is decreased to 17%. We can further improve the execution time by reorganizing DST file according to the selective reading pattern caused by pre-selection. After reducing the size of Basket from 30M to 500K, the execution time is reduced to 2.3% of the original model.

![Figure 12. Test results of execution time](image)

![Figure 13. Test result of parallel efficiency](image)

In order to test the parallel efficiency of Hadoop, we analyzed 39,361,594 events (159GB) under different number of work nodes (each node launched 8 processes). The result is shown in Figure 13, the execution time decreases with the number of nodes added.

6. Conclusion

The MapReduce model is getting more and more popular in both Internet and scientific research fields. But due to the complexity of High Energy Physics data processing, we encounter some difficulties in
the application of MapReduce. Fortunately after studying the features of HEP data processing in detail, we give a feasible solution to these problems in this paper. And the evaluation shows that the filtering can improve the efficiency of analysis, and the procedure of analysis can be done highly in parallel.

Future work involves improving the format of events storage, random write in HDFS, and the execution of reconstruction and simulation jobs on Hadoop.
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