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Abstract

Many applications of deep learning for image generation use perceptual losses for either training or fine-tuning of the generator networks. The use of perceptual loss however incurs repeated forward-backward passes in a large image classification network as well as a considerable memory overhead required to store the activations of this network. It is therefore desirable or sometimes even critical to get rid of these overheads.

In this work, we propose a way to train generator networks using approximations of perceptual loss that are computed without forward-backward passes. Instead, we use a simpler perceptual gradient network that directly synthesizes the gradient field of a perceptual loss. We introduce the concept of proxy targets, which stabilize the predicted gradient, meaning that learning with it does not lead to divergence or oscillations. In addition, our method allows interpretation of the predicted gradient, providing insight into the internals of perceptual loss and suggesting potential ways to improve it in future work.

1. Introduction

Generative neural networks are rapidly developing and acquiring new applications in image processing, image editing, video editing, telepresence. Training generative networks that can process or generate photorealistic images is often heavy on memory and requires lots of time.

The usage scenarios of deep generative networks can be divided into two groups. In the first group of scenarios, a deep generative network is trained on a dedicated hardware such as a multi-GPU server, and then deployed onto more lightweight user devices such as personal computers or mobile phones. In such (train-and-deploy) scenarios, there still is a need to reduce training time and memory consumption throughout the model life cycle.

Even more importantly for our work, there is an emergent group of scenarios, in which deep generative networks need to be fitted to user image at test-time on user devices. This group includes image editing systems [3, 29], a face image manipulation system [1], and a neural talking head creation system [26]. For all such applications, the ability to speed up network fitting, and even more crucially to reduce memory requirement is needed to run them on user devices. This paper was motivated by the practical need to deploy one of such systems.

Perceptual loss [17] is one of the most important and widely used losses that assess the quality of images, and all methods mentioned in the previous paragraph rely heavily on it. Computing perceptual loss requires a forward-backward pass through a large convolutional network, typically one of the VGG networks [23]. Using perceptual losses based on much smaller networks leads to inferior results [11, 27]. Using forward-backward passes within VGG networks however has a considerable time, memory, and storage costs that might not be feasible for many usage scenarios, and may often exceed the respective costs associated with the generator network itself.

Perceptual loss measures a certain distance between a pair of images. In the majority of cases, one of such images is produced by the generator network while the other is considered “ground truth”, so that only the gradient w.r.t. the former image is needed to perform fitting/training of the network. We propose to distill the perceptual loss into an image-to-image network (a perceptual gradient network) that maps the input pair of images to the gradient of the perceptual loss with respect to the first image. The gradient of the perceptual loss, which is computed through the forward-backward pass in a VGG-network, can thus be approximated by a forward pass in a smaller perceptual gradient network (PGN). Unlike the intermediate activations of the VGG, the intermediate activations in the PGN need not to be stored in memory, greatly reducing the memory cost.

We investigate several training methods and demonstrate that PGNs have good generalization ability, thus enabling the plug-and-play use of perceptual gradient networks. We conduct experimental evaluation of PGNs in several scenarios including inversion of a StyleGAN net-
work and fitting of few-shot neural head avatar models. The code is available at https://github.com/dniku/perceptual-gradient-networks.

2. Related work

Perceptual losses were introduced for general image processing tasks in [11, 17, 24] based on the image statistics proposed in [12]. Perceptual losses measure image dissimilarity in the activation space of a deep convolutional network, which allows to better resemble human notion of image similarity than pixel-level distances [27]. The architecture and the size of the underlying network is very important [11, 27] and the VGG architecture [23] has proven to work well and to be hard to replace.

Perceptual losses have been used extensively for such tasks as image processing [17], image stylization [17, 24], and even more ambitious tasks such as image-to-image translation with a wide gap between domains [6]. Other applications include inversion of deep generators [1] and fine-tuning of pre-trained generators [26].

The idea of replacing a deep network with a smaller surrogate producing the approximation of its results is a popular one. Depending on the way the knowledge transferred from the large network to a small one, this approach is called model compression [5, 2], knowledge distillation [14] or teacher-student learning [20]. Our work is very related to knowledge distillation and to teacher-student approaches, with an important caveat that traditional student networks are trained to approximate the forward pass in their teachers, while perceptual gradient networks are trained to approximate the results of the forward-backward pass.

Arguably, most related to ours is the idea of synthetic gradients suggested in [16, 10] for asynchronous parallel training of large networks. The context and the applications of [16, 10] are different from ours, as they consider asynchronous training of recurrent and image classification networks, whereas networks predicting synthetic gradients replace parts of the main networks are trained in parallel with them. In contrast, we consider a different application (image processing and generation) and different usage scenarios (learn the loss gradient prediction and then apply them for tasks such as image fitting and generator network fine-tuning). We also consider learning strategies and distillation losses that are specific to our case and therefore not considered in [16, 10].

3. Method

General framework. We denote perceptual loss as $VGG(\hat{y}, y)$, where $y$ is the "ground truth" image, while $\hat{y}$ is the "generated" image. Specific meaning may vary by context, but usually $y$ is supposed to be fixed, while $\hat{y}$ changes under optimization. In this notation, our goal is to construct a model $PGN(\hat{y}, y; \theta)$ such that

$$PGN(\hat{y}, y; \theta) \approx \nabla_y VGG(\hat{y}, y),$$

where $\theta$ denotes the learnable parameters of $PGN$.

To train a $PGN$, we employ a setup depicted in Figure 1. We use a family of autoencoders $\{A^i\}_{i=1}^n$ as surrogate image generators, which take real images $y$ and produce images $\hat{y}$. Using these images, we compute the real gradient of the perceptual loss $\nabla_y VGG(\hat{y}, y)$ and our synthetic gradient $PGN(\hat{y}, y; \theta)$. Similarly to [16, 10], we update autoencoder parameters using our synthetic gradient (by performing gradient descent with Adam [19] optimizer), and then update $PGN$ parameters using a (meta-)loss $L^\text{meta}_{PGN}$ also using Adam [19]. We describe the exact form of $L^\text{meta}_{PGN}$ below.

PGN structure. Let $B$ be a neural network with parameters $\theta$ to serve as the backbone of $PGN$. In general, $B$ can have any image-to-image architecture, e.g. a ResNet followed by upsampling [17] or a UNet [21], and it should take a six-channel image (two RGB images concatenated along the channel dimension) as input and produce a three-channel image. We explore multiple variations on how we can synthesize gradient approximation from the output of $B$ and show that the exact way to do that has a large impact on the quality and stability of the resulting gradient field. In the remainder of this section, the letters $\alpha$, $\beta$, $\gamma$ denote fixed hyperparameters.

Backbone predicts gradient directly. In this setup, the output of the backbone is used to approximate the gradient with a scaling factor $\alpha$:

$$PGN(\hat{y}, y; \theta) = \alpha \cdot B(\hat{y}, y; \theta).$$

The scaling factor is used for matching the scale of the output of $B$ to the scale of the real gradient and allows us to avoid tuning the initialization scheme of $B$. We found that the models are quite robust to changes in this parameter, as long as the scale of the output of a randomly initialized PGN model is within roughly one order of magnitude from the scale of the real gradient. In our experiments, $\alpha = 1/512$.

We found that while models with this structure attain reasonably high performance during training, they have poor generalization. The vector field they output has erratic behavior, and trajectories in this field may diverge or otherwise fluctuate. We conduct experimental evaluation of this in Section 4.

Backbone predicts a proxy target. Here, rather than producing gradient approximation directly, $B$ outputs a proxy target, which is used as a target for optimization with
mean-squared error (MSE) loss:

\[ P(\hat{y}, y; \theta) = \mathcal{B}(\hat{y}, y; \theta) \]

\[ PGN(\hat{y}, y; \theta) = \alpha \cdot \nabla_{\hat{y}} \text{MSE} (\hat{y}, \text{sg}[P(\hat{y}, y; \theta)]) = \]

\[ = \alpha \cdot \frac{2}{C \times H \times W} (\hat{y} - P(\hat{y}, y; \theta)), \]

where $\text{sg}$ (“stop gradients”) indicates that the output of the backbone is regarded as constant in the computation of the MSE gradient. $C$, $H$, and $W$ are the image tensor dimensions. We used $\alpha = 40$ in our experiments.

Not surprisingly, similarly to the previous model, we found that this approach leads to an unstable vector field (see Section 4); however, it brings us to the next idea.

**Backbone predicts a constrained proxy target.** This is very similar to the previous approach, but with two small changes: we apply a constraining function $f$ to the proxy target, and we multiply its output by $\beta$.

\[ P(\hat{y}, y; \theta) = \beta \cdot f(\mathcal{B}(\hat{y}, y; \theta)) \]

\[ PGN(\hat{y}, y; \theta) = \alpha \cdot \nabla_{\hat{y}} \text{MSE} (\hat{y}, \text{sg}[P(\hat{y}, y; \theta)]) = \]

\[ = \alpha \cdot \frac{2}{C \times H \times W} (\hat{y} - \gamma \cdot \mathcal{B}(\hat{y}, y; \theta)), \]

where $\gamma = 1/512$. We verified experimentally that this approach also leads to a stable vector field, confirming that stability is due to the constraint on the proxy, and does not depend much on $\mathcal{B}$ predicting the proxy instead of the gradient. However, since it requires tuning more hyperparameters than the previous method, we do not study it in detail.

**Meta-loss.** Having introduced the concept of the proxy $P(\hat{y}, y; \theta)$, we are finally ready to write our (meta-)loss used
to update \(\theta\):

\[
\mathcal{L}_{\text{PGN}}(\hat{y}, y; \theta) = \lambda_{\text{grad}} \left| \mathcal{P}(\hat{y}, y; \theta) - \nabla \hat{y} \mathcal{VGG}(\hat{y}, y) \right|_2^2 + \\
\lambda_{\text{VGG}} \mathcal{VGG} \left( \mathcal{P}(\hat{y}, y; \theta), y \right) + \\
\lambda_{L_1} \left| \mathcal{P}(\hat{y}, y; \theta) - y \right|_1.
\] (10)

We used \(\lambda_{\text{grad}} = 1\), \(\lambda_{\text{VGG}} = 0.5\), \(\lambda_{L_1} = 0.2\). The second and third terms help to preserve colors in the images obtained from optimization via synthetic gradients.

4. Experiments

Implementation details. We borrow specifics of the perceptual loss from the pipeline of [26] by taking a pretrained VGG-19 [23] model and replacing all of its MaxPool layers with AvgPool. Then, for both \(\hat{y}\) and \(y\), we compute activations after each ReLU for all layers up to and including conv5_1. The perceptual loss is defined as the sum of \(L_1\) distances between activations of corresponding layers.

For the backbone \(B\) of our perceptual gradient network, we experiment with several ResNet-like architectures followed by upsampling [17] with 4, 6, or 8 residual blocks, as well as with a UNet-like architecture [21] with 5 down-scales and upscales. For autoencoders, we use an architecture derived from the UNet, but without skip connections and smaller. A more detailed description is available in supplementary material (Figure 9).

Since the VGG-19 model used for the perceptual loss is trained on the full ILSVRC2012 ImageNet dataset [22], we also use it for training PGN. Our augmentations pipeline is identical to the one that was used for training the TorchVision\(^2\) VGG-19 model whose gradients we approximate. It consists of a random crop, resizing to \(224 \times 224\), a random horizontal flip, and, finally, scaling pixel values by a fixed mean and variance. All of these are standard for training image classification networks [23].

All of PGNs were trained with the (meta-)loss (10) using Adam [19] (meta-)optimizer in the autoencoder setup detailed in Figure 1. Each network was trained on a single server with 8 Nvidia P40 GPUs. PGN parameters were synchronized across all GPUs, and we spawned \(n = 3\) autoencoders independently on each GPU, resulting in a total of 24 autoencoder instances.

In Table 6 and Figure 8, we compare computational performance characteristics of our models. All of our models have a smaller number of parameters, and thus smaller checkpoint size, than the VGG-19 model whose gradients they learned to imitate, as well as requiring less memory for inference.

Deep Image Prior. To ensure that our models learn a reasonable gradient approximation, we perform a simple experiment, training a Deep Image Prior [25] network with our synthetic gradients. We modify a publicly available implementation of the Deep Image Prior pipeline\(^3\) (the “JPEG artifacts removal” variant) by integrating our models there. First, we compare stability of optimization with different PGN setups. We sample \(N = 100\) images from the ImageNet validation set (unseen by both VGG and PGN networks during training) and use PGNs to train Deep Image Prior networks to generate these images (\(T = 10000\) iterations, Adam, \(\beta = 0.01\)). At each iteration, we measure the true VGG-19 perceptual loss, and we terminate training prematurely either if it becomes twice as large as its initial value (we qualify this as divergence), or if it does not improve for 2000 iterations (stagnation).

We compared (1) a PGN that predicts the gradient directly, (2) a PGN that predicts the gradient via an unconstrained proxy target, and (3) multiple PGNs that apply a constraint to the proxy target (with different backbones). The first two PGNs used ResNet-8 as the backbone. The first variant diverged 10 times out of 100 and stagnated twice; the second one diverged 3 times but stagnated 12 times. PGNs that used a constrained proxy never diverged and stagnated 1 or 2 times out of 100; see supplementary material (Table 5) for more detailed information.

We emphasize the fact that we performed optimization for up to \(T = 10000\) steps using synthetic gradient only, and the process never diverged. In fact, we have never observed divergence in our experiments with PGN variants that employ a constraint on the proxy. This is remarkable since our synthetic gradient is not guaranteed to be the gradient of any function (i.e. the corresponding vector field need not be conservative), and therefore convergence of optimization is not guaranteed even with small learning rates. This problem is discussed in more detail in Proposition 4 in [9], to which we refer the inquisitive reader.

\(^2https://github.com/pytorch/vision\)

\(^3https://github.com/DmitryUlyanov/deep-image-prior\)

| Model   | Params  | MACs  |
|---------|---------|-------|
| VGG-19  | 12.94M  | 108.84B* |
| ResNet-4| 1.34M   | 19.79B  |
| ResNet-6| 1.93M   | 27.23B  |
| ResNet-8| 2.52M   | 34.66B  |
| UNet    | 1.77M   | 2.10B   |

Table 1: Size comparison. For VGG-19, we approximate the number of multiply-accumulate operations (MACs, thop\(^1\)) for gradient computation with the number of MACs for a forward pass multiplied by 3 (2 forward and 1 backward).
Figure 2: Time and memory comparison on an Nvidia GeForce 1080 Ti. Note that (1) despite having a drastically lower number of multiply-add operations, our UNet architecture runs in approximately the same time as the ResNet architecture with 8 blocks, and (2) all ResNet-based models use approximately the same amount of memory, since they differ only in the number of residual blocks.

Figure 3: Examples of reconstruction of images from the ImageNet validation set using Deep Image Prior with different losses. Note how PGN improves fine details in grass and fur, compared to MSE.

We proceed to comparing the quality of models that make use of a constrained proxy target. Here, we sample \( N = 400 \) images and train Deep Image Prior networks for \( T = 3000 \) iterations using either MSE loss, perceptual loss based on VGG-19, or our PGN models, leaving the rest of parameters the same. We measure the quality of the final images using MSE, perceptual loss, and LPIPS [28]. The results are shown in Table 7, with illustrations in Figure 3. From the metrics it is clear that our PGN models optimize perceptual loss better than MSE does, thus confirming that synthetic gradient can be used as a substitute for the real perceptual loss gradient, resulting in time and memory savings without significant drop in image quality.

We however note that MSE ends up being substantially higher when optimizing with synthetic gradient only, which manifests in color shift artifacts. In our experiments, these artifacts are especially pronounced with ResNet-6 and ResNet-8 models. This (and specifics of the next experiment) motivates us to use synthetic gradient alongside the MSE loss in the next section.
### Table 2: Quantitative evaluation of reconstruction in Deep Image Prior and Image2StyleGAN.

| Model    | Deep Image Prior | Image2StyleGAN |
|----------|------------------|-----------------|
|          | MSE $\times 10^3$ | PL-VGG-19 | LPIPS | MSE $\times 10^3$ | PL-VGG-19 | LPIPS |
| MSE      | 1.43 $\pm$ 1.06  | 3.31 $\pm$ 0.69 | 0.25 $\pm$ 0.07 | 0.83 $\pm$ 0.46 | 3.57 $\pm$ 0.55 | 0.26 $\pm$ 0.04 |
| PL-VGG-19| 2.57 $\pm$ 2.04  | 1.77 $\pm$ 0.53 | 0.11 $\pm$ 0.04 | 1.54 $\pm$ 0.8 | 2.72 $\pm$ 0.47 | 0.18 $\pm$ 0.03 |
| ResNet-4 | 9.13 $\pm$ 2.2 | 2.46 $\pm$ 0.64 | 0.16 $\pm$ 0.06 | 1.41 $\pm$ 0.7 | 3.07 $\pm$ 0.55 | 0.22 $\pm$ 0.04 |
| ResNet-6 | 60.3 $\pm$ 92.4 | 2.84 $\pm$ 0.72 | 0.21 $\pm$ 0.09 | 1.46 $\pm$ 0.7 | 3.08 $\pm$ 0.56 | 0.22 $\pm$ 0.04 |
| ResNet-8 | 39.6 $\pm$ 84.1 | 2.63 $\pm$ 0.66 | 0.18 $\pm$ 0.07 | 1.46 $\pm$ 0.7 | 3.06 $\pm$ 0.55 | 0.22 $\pm$ 0.04 |
| UNet     | 4.81 $\pm$ 3.9  | 2.48 $\pm$ 0.58 | 0.17 $\pm$ 0.05 | 1.50 $\pm$ 0.4 | 3.19 $\pm$ 0.54 | 0.24 $\pm$ 0.04 |

**StyleGAN inference.** We now consider a more practical task of StyleGAN inference, which has multiple applications concerned with semantic image editing [3, 1]. We take an off-the-shelf implementation of StyleGAN [18] pretrained on the FFHQ [18] dataset and reimplement the Image2StyleGAN [1] algorithm, which essentially finds an inverse mapping from an image to the extended StyleGAN latent space. Our goal is to verify that PGN works well in novel domains and yields better reconstruction quality than inference with MSE loss only.

To facilitate experimentation, we first prepare style vectors for $N = 100$ images by optimizing them for $T_0 = 5000$ iterations using MSE only. Then we use these vectors as starting points for further optimization for $T = 1000$ more iterations with either MSE, VGG-based perceptual loss, or PGN.

A critical part of Image2StyleGAN is the combination of two losses: MSE and VGG-based perceptual loss. We implemented this in our experiments, but, since in Deep Image Prior experiments we observed that PGN does not reproduce colors precisely when used in isolation, we increase the coefficient for MSE loss from 1 to 20 when optimizing using PGN.

Again, we see that not only optimization with synthetic gradients does not diverge, but also it bridges a large part of the quality gap between optimization via MSE and via real gradient of the perceptual loss (see Table 7 and Figure 4).

Inference with PGN results in higher perceptual loss than inference with the VGG-19 network. A natural question is then *does such difference matter?* To answer it, we conducted user preference study using crowdsourcing. We provided crowdsourcers with pairs of images corresponding to different reconstructions of the same ground truth image and asked them which of the two images contained more fine detail. Each pair of images was labeled by 3 different assessors. According to human judgements (Figure 5a), PGN-based inference occasionally even surpasses the real perceptual loss, and in general performs very similarly to VGG-based inference according to the user preferences. In contrast, users do notice that inference based on MSE-loss...
Figure 5: Fraction of row-over-column wins in side-by-side user study for Image2StyleGAN (a) and talking head models (b, c). For talking heads, models were fine-tuned on 8 “train” images and then evaluated on 8 more “holdout” images. Assessors were shown pairs of images and asked to identify the one with more fine detail. Each pair was labeled by 3 independent assessors.

Figure 6: Examples of reconstructed “holdout” images from neural talking head models fine-tuned with different losses. Note that details with PGNs are better than with MSE.

Neural Talking Head Models is another highly practical case. It considers the need to create realistic user avatars on-device. In such a scenario, avoiding the need to store and execute the full VGG network might be a clear advantage.

We consider an implementation of [26] and use different losses to fine-tune the generators to $N = 50$ new identities as described in their paper. Each generator is initialized through the AdaIN-based identity encoding pretrained on the VoxCeleb2 dataset [8] and then fine-tuned using eight images of a person. This is done by minimizing perceptual loss between the generated images and the real ones (the original implementation also uses the discriminator for fine-tuning, but we disable it here to measure the impact from the perceptual loss only). Fine-tuning is performed for $T = 50$ iterations using Adam with learning rate $5 \cdot 10^{-5}$.

We demonstrate the results both on the same eight images (“train”) and on eight more images (“holdout”, same persons but unseen poses) in Table 8, with samples of reconstruction of holdout images in Figure 6. We also conduct a qualitative crowdsourced evaluation and show the results in Figure 5 (b, c). Similarly to the experiment with StyleGAN inversion, we see that optimization via synthetic gradients is a viable alternative to optimization of the real perceptual loss that leads to comparable results in terms of user preferences and better results than the MSE loss.
Table 3: Quantitative evaluation of fine-tuning quality in Neural Talking Head Models.

|                  | Train                  | Holdout                 |
|------------------|------------------------|-------------------------|
|                  | MSE $\times 10^3$ ↓    | PL VGG-19 ↓             | LPIPS ↓                  |
| MSE              | 3.87 ± 2.69            | 3.66 ± 0.53             | 0.28 ± 0.05              |
|                  | 10.9 ± 8.3             | 2.77 ± 0.47             | 0.19 ± 0.04              |
| ResNet-4         | 5.56 ± 2.98            | 2.86 ± 0.48             | 0.20 ± 0.04              |
| ResNet-6         | 5.80 ± 3.20            | 2.89 ± 0.47             | 0.20 ± 0.04              |
| ResNet-8         | 5.66 ± 1.08            | 2.88 ± 0.48             | 0.20 ± 0.04              |
| UNet             | 6.2 ± 3.1              | 2.97 ± 0.46             | 0.21 ± 0.04              |
|                  | 16.9 ± 14.9            | 4.53 ± 0.69             | 0.36 ± 0.07              |
|                  | 20.5 ± 13.4            | 4.26 ± 0.68             | 0.33 ± 0.08              |
|                  | 17.8 ± 13.7            | 4.34 ± 0.76             | 0.34 ± 0.08              |
|                  | 17.8 ± 13.4            | 4.38 ± 0.69             | 0.34 ± 0.08              |
|                  | 17.9 ± 13.8            | 4.37 ± 0.70             | 0.34 ± 0.08              |
|                  | 17.7 ± 12.9            | 4.39 ± 0.70             | 0.34 ± 0.08              |

Table 4: Cosine similarity between real and synthetic gradients during the last 5120 batches of training (“Train”), after $T = 3000$ iterations of Deep Image Prior optimization (“DIP”), after $T = 1000$ iterations of Image2StyleGAN optimization (“Im2SG”), and after $T = 50$ iterations of Neural Talking Heads (“Heads”) finetuning. DIP, Im2SG, and Heads metrics are computed on the same images as in experiments in Section 4. Note that the fewer optimization steps are performed, the better the metrics are, and this effect is stronger than distributional shift (DIP is trained on ImageNet validation set, while Im2SG uses FFHQ and Heads use VoxCeleb2). In fact, we have consistently observed that PGNs perform well at the start of trajectories, and only start to struggle after several thousands optimization steps.

5. Discussion

We demonstrated that using a proxy target $P(\hat{y}, y; \theta)$ that is different from the ground truth image $y$ for mean-squared error (MSE) optimization may result in a similar effect on the resulting images as training with the original perceptual loss. We also proposed a way to approximate such target that is less time- and memory-intensive than computing the gradient of perceptual loss.

Our training pipeline relies on a set of autoencoders that we continuously train using synthetic gradients and occasionally reset. It is natural to ask whether this setup provides sufficient generalization, or whether PGNs overfit to the gradients specific to these autoencoders. In Table 4 we provide evidence that our setup is fairly general. We measured cosine similarity between synthetic and real gradients during PGN training and on each of the three tasks we considered. These metrics indicate that while there is a performance gap between training and inference, it is not large, especially on shorter optimization trajectories.

In Figure 7 we demonstrate examples of proxy targets for the problem of StyleGAN inversion. Note that while the output is extremely noisy, the model strongly exaggerates even blurry edges. We believe that a potential avenue for future research might be investigation of losses or synthetic gradient models that preserve this property of edge detection while keeping background regions clean, which might pave way for an improved and more efficient perceptual loss.
References

[1] Rameen Abdal, Yipeng Qin, and Peter Wonka. Image2StyleGAN: How to embed images into the StyleGAN latent space? In Proc. ICCV, 2019. 1, 2, 6, 17, 18, 19, 26, 27, 28

[2] Jimmy Ba and Rich Caruana. Do deep nets really need to be deep? In Proc. NIPS, pages 2654–2662, 2014. 2

[3] David Bau, Hendrik Strobelt, William Peebles, Jonas Wulff, Bolei Zhou, Jun-Yan Zhu, and Antonio Torralba. Semantic photo manipulation with a generative image prior. ACM Transactions on Graphics (TOG), 38(4):59, 2019. 1, 6

[4] Valentin Bazarevsky, Yury Kartynnik, Andrey Vakunov, Karthik Raveendran, and Matthias Grundmann. BlazeFace: Sub-millisecond Neural Face Detection on Mobile GPUs, 2019. 12

[5] Cristian Bucilua, Rich Caruana, and Alexandru Niculescu-Mizil. Model compression. In Proceedings of the 12th ACM SIGKDD international conference on Knowledge discovery and data mining, pages 535–541. ACM, 2006. 2

[6] Qifeng Chen and Vladlen Koltun. Photographic image synthesis with cascaded refinement networks. In Proc. ICCV, pages 1520–1529, 2017. 2

[7] François Chollet. Xception: Deep Learning with Depthwise Separable Convolutions, 2016. 12

[8] J. S. Chung, A. Nagrani, and A. Zisserman. Voxceleb2: Deep speaker recognition. In INTERSPEECH, 2018. 7

[9] Wojciech M. Czarnecki, Simon Osindero, Max Jaderberg, Grzegorz Swirszcz, and Razvan Pascuan. Sobolev training for neural networks. In I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, editors, Advances in Neural Information Processing Systems 30, pages 4278–4287. Curran Associates, Inc., 2017. 4

[10] Wojciech Marian Czarnecki, Grzegorz Swirszcz, Max Jaderberg, Simon Osindero, Oriol Vinyals, and Koray Kavukcuoglu. Understanding synthetic gradients and decoupled neural interfaces. 2017. 2

[11] Alexey Dosovitskiy and Thomas Brox. Generating images with perceptual similarity metrics based on deep networks. In Proc. NIPS, pages 658–666, 2016. 1, 2

[12] Leon A. Gatys, Alexander S. Ecker, and Matthias Bethge. Image style transfer using convolutional neural networks. In Proc. CVPR, pages 2414–2423, 2016. 2

[13] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition, 2015. 12

[14] Geoffrey Hinton, Oriol Vinyals, and Jeff Dean. Distilling the knowledge in a neural network. arXiv preprint arXiv:1503.02531, 2015. 2

[15] Phillip Isola, Jun-Yan Zhu, Tinghui Zhou, and Alexei A Efros. Image-to-image translation with conditional adversarial networks. In IEEE Conference on Computer Vision and Pattern Recognition, 2017. 12

[16] Max Jaderberg, Wojciech Marian Czarnecki, Simon Osindero, Oriol Vinyals, Alex Graves, David Silver, and Koray Kavukcuoglu. Decoupled neural interfaces using synthetic gradients. In Proc. ICML, pages 1627–1635, 2017. 2

[17] Justin Johnson, Alexandre Alahi, and Li Fei-Fei. Perceptual losses for real-time style transfer and super-resolution. In Proc. ECCV, 2016. 1, 2, 4

[18] Tero Karras, Samuli Laine, and Timo Aila. Style-based generator architecture for generative adversarial networks. In Proc. CVPR, pages 4401–4410, 2019. 6

[19] Diederick P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. In International Conference on Learning Representations (ICLR), 2015. 2, 4

[20] Adriana Romero, Nicolas Ballas, Samira Ebrahimi Kahou, Antoine Chassang, Carlo Gatta, and Yoshua Bengio. Fitnets: Hints for thin deep nets. arXiv preprint arXiv:1412.6550, 2014. 2

[21] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional networks for biomedical image segmentation. In Proc. MICCAI, 2015. 2, 4, 12

[22] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg, and Li Fei-Fei. ImageNet Large Scale Visual Recognition Challenge. IJCV, 115(3):211–252, 2015. 4, 11

[23] Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale image recognition. 2014. 1, 2, 3, 4

[24] Dmitry Ulyanov, Vadim Lebedev, Andrea Vedaldi, and Victor S. Lempitsky. Texture networks: Feed-forward synthesis of textures and stylized images. In Proc. ICML, pages 1349–1357, 2016. 2

[25] Dmitry Ulyanov, Andrea Vedaldi, and Victor Lempitsky. Deep image prior, 2017. 4, 11, 14, 15, 16

[26] Egor Zakharov, Aliaksandra Shysheya, Egor Burkov, and Victor Lempitsky. Few-shot adversarial learning of realistic neural talking head models. In Proc. ICCV, 2019. 1, 2, 4, 7, 20, 21, 22

[27] Richard Zhang, Phillip Isola, Alexei A. Efros, Eli Shechtman, and Oliver Wang. The unreasonable effectiveness of deep features as a perceptual metric. In Proc. CVPR, pages 586–595, 2018. 1, 2

[28] Richard Zhang, Phillip Isola, Alexei A Efros, Eli Shechtman, and Oliver Wang. The unreasonable effectiveness of deep features as a perceptual metric. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 586–595, 2018. 5

[29] Jun-Yan Zhu, Philipp Krähenbühl, Eli Shechtman, and Alexei A. Efros. Generative visual manipulation on the natural image manifold. In Proc. ECCV, pages 597–613, 2016. 1

[30] Jun-Yan Zhu, Taesung Park, Phillip Isola, and Alexei A. Efros. Unpaired image-to-image translation using cycle-consistent adversarial networks. In Computer Vision (ICCV), 2017 International Conference on, 2017. 12
6. Overview of supplementary materials

We show the architectures of all neural networks we experimented with in Figure 9 and provide full results of the Deep Image Prior stability experiment in Table 5. In Section 7, we compare the performance of our PGN models against a VGG-11 baseline. We present more examples of performance of our models on Deep Image Prior in Figure 10, StyleGAN inference in Figure 11, and neural talking head models in Figure 12 (“train”) and Figure 13 (“hold-out”), including a comparison to the VGG-11 baseline. In Figure 14, we show more examples of learned proxy targets. Finally, in Figure 15 we compare the results of StyleGAN inference using PGN with different MSE loss coefficients.

7. Comparison with VGG-11 baseline

In addition to the MSE and VGG19-based perceptual loss baselines we considered in the text, here we also include a comparison against a VGG11-based perceptual loss (constructed similarly to VGG-19, also up to the layer `conv5_1`). This baseline is of interest since its forward-backward pass can be considered as a distillation of the VGG-19 forward-backward pass. Here, we include an extended version of the size/MACs table (Table 6), time/memory comparison (Figure 8), as well as performance comparison on Deep Image Prior, StyleGAN (both in Table 7), and neural talking head models (Table 8).

We remark that our smallest ResNet-4 model (which is also the best model overall according to our experiments) computes gradients faster than VGG-11, while using less memory. While ResNet-4 is the only model that is faster than VGG-11, other ResNet models also use less memory than VGG-11. Notably, UNet is both slower than VGG-11 and uses more memory, but still has significantly fewer parameters.

While VGG-11 is a strong baseline for VGG-19 distillation, the VGG11-based perceptual loss is different compared to the VGG19-based perceptual loss, and yields different results. In this work, we focused on distilling and stabilizing the gradient of VGG19-based perceptual loss. We believe that our approach should work for distillation of other losses (including the VGG11-based perceptual loss), but we leave this for future work.
Table 5: Full results of the Deep Image Prior stability experiment. We sample $N = 100$ images from the ImageNet [22] validation set and use PGNs to train Deep Image Prior [25] networks for $T = 10000$ iterations to generate these images. At each iteration, we measure the true VGG-19 perceptual loss, and we terminate training prematurely either if it becomes twice as large as its initial value (we qualify this as divergence) or if it does not improve for 2000 iterations (stagnation). We record the iteration with the lowest perceptual loss (“Best it.”) and its value (“Best PL”). For runs that ended with divergence, we also record the last iteration (“Last it.”) and the final value of the perceptual loss (“Last PL”). We compare (1) a PGN that predicts the gradient directly, (2) a PGN that predicts the gradient via an unconstrained proxy target, and (3) multiple PGNs that apply a constraint to the proxy target (with different backbones). The first two PGNs used ResNet-8 as the backbone. All metrics in the table are averages.

| Model      | Params | MACs       |
|------------|--------|------------|
| VGG-19     | 12.94M | 108.84B*   |
| VGG-11     | 6.86M  | 42.21B*    |
| ResNet-4   | 1.34M  | 19.79B     |
| ResNet-6   | 1.93M  | 27.23B     |
| ResNet-8   | 2.52M  | 34.66B     |
| UNet       | 1.77M  | 2.10B      |

Table 6: Size comparison. For VGG-19 and VGG-11, we approximate the number of multiply-accumulate operations (MACs) for gradient computation with the number of MACs for a forward pass multiplied by 3 (2 forward and 1 backward).

Figure 8: Time and memory comparison on an Nvidia GeForce 1080 Ti, including the VGG-11 baseline. Note that (1) despite having a drastically lower number of multiply-add operations, our UNet architecture runs in approximately the same time as the ResNet architecture with 8 blocks, and (2) all ResNet-based models use approximately the same amount of memory, since they differ only in the number of residual blocks.
(a) ResNet-like [13] models with $N$ blocks ($N \in \{4, 6, 8\}$ in the text). $BN^{\text{out}}$ denotes a batch normalization layer with $out$ channels. $C_{k \times k}^{\text{out}}$ stands for a sequence of $\text{Conv}^{\text{out}}_{k \times k}$, $BN^{\text{out}}$, and a LeakyReLU with slope 0.2. $s = 2$ refers to strides. The architecture is heavily inspired by an implementation of [30] and [15] available on Github.

(b) Our UNet-like [21] architecture. Blocks $R_{64}^{1}$ through $R_{512}^{5}$ are derived from the blocks $\text{conv1}, \text{conv2}_x - \text{conv5}_x$ in ResNet-18 [13], with the following changes: (1) we use Double BlazeBlocks [4] instead of plain residual blocks; (2) we change the number of input channels in $R_{64}^{1}$ from 3 to 6. $C_{k \times k}^{\text{out}}$ denotes a sequence of a separable [7] version of $\text{Conv}^{\text{out}}_{k \times k}$ followed by ReLU. "Concat" layers perform concatenation along the channel axis.

(c) Autoencoders. On each GPU, we spawned 3 independent autoencoders with different depths, shown here on different rows. The batch $y$ (which is different for different GPUs) is split into sub-batches $y_1$, $y_2$, $y_3$, which pass through corresponding autoencoders to form $\hat{y}_1$, $\hat{y}_2$, $\hat{y}_3$, and are subsequently concatenated again in the batch dimension. $R_{128}^{1}$, $R_{256}^{2}$ refer to the same Double BlazeBlocks as we used in the UNet architecture, but with more channels (specified in the superscripts); $C_{k \times k}^{\text{out}}$ are the same as in UNet. The whole architecture is derived from the UNet, but does not have skip connections and is more shallow.

Figure 9: Neural network architectures we used for all experiments in the paper. For all architectures, $\text{Conv}^{\text{out}}_{k \times k}$ denotes a convolutional layer with $out$ output channels, kernel size $k \times k$, and padding $\frac{k-1}{2}$. "Up" performs bilinear upsampling by a factor of 2. Refer to subfigure captions for notation specific to each architecture.
| Model   | Deep Image Prior | Image2StyleGAN |
|---------|------------------|----------------|
| MSE     | 1.43 ± 1.06      | 0.83 ± 0.48    |
| PL VGG-19 | 2.57 ± 2.04   | 1.54 ± 0.34    |
| PL VGG-11 | 1.65 ± 1.35   | 1.08 ± 0.93    |
| ResNet-4 | 9.13 ± 2.12    | 2.46 ± 0.66    |
| ResNet-6 | 60.3 ± 9.4     | 3.87 ± 1.71    |
| ResNet-8 | 59.6 ± 14.1    | 15.0 ± 5.5     |
| UNet    | 4.81 ± 3.9      | 1.41 ± 0.71    |
| MSE     | 16.9 ± 14.9     | 4.53 ± 1.69    |
| PL VGG-19 | 10.9 ± 8.3    | 20.5 ± 13.4    |
| PL VGG-11 | 8.25 ± 7.07   | 19.12 ± 13.55  |
| ResNet-4 | 5.56 ± 2.98    | 2.86 ± 0.49    |
| ResNet-6 | 5.80 ± 3.30    | 2.89 ± 0.47    |
| ResNet-8 | 5.66 ± 3.08    | 2.88 ± 0.48    |
| UNet    | 6.2 ± 5.1       | 2.97 ± 0.46    |

Table 7: Quantitative evaluation of reconstruction in Deep Image Prior and Image2StyleGAN, including the VGG-11 baseline.

| Model   | Train | Holdout |
|---------|-------|---------|
| MSE     | 3.87 ± 2.60 | 16.9 ± 14.9 |
| PL VGG-19 | 10.9 ± 8.3  | 20.5 ± 13.4  |
| PL VGG-11 | 8.25 ± 7.07 | 19.12 ± 13.55 |
| ResNet-4 | 5.56 ± 2.98 | 17.8 ± 13.7  |
| ResNet-6 | 5.80 ± 3.30 | 17.8 ± 13.4  |
| ResNet-8 | 5.66 ± 3.08 | 17.9 ± 13.8  |
| UNet    | 6.2 ± 5.1   | 17.7 ± 12.9  |

Table 8: Quantitative evaluation of fine-tuning quality in Neural Talking Head Models, including the VGG-11 baseline.
Figure 10: Examples of image reconstruction using Deep Image Prior [25] networks with different losses. Here, we show what images learned purely with PGNs (without supplementing them with MSE loss) look like. Note how without MSE some PGN models occasionally end up with large blobs of incorrect color; as we demonstrate in StyleGAN experiments, this effect disappears when we use PGNs together with MSE. Zoom in to see finer details.
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Figure 11: Examples of image reconstruction using Image2StyleGAN [1] with different losses. Following the original paper, we supplement optimization of perceptual loss with MSE loss. For VGG-based perceptual loss, we use MSE loss with coefficient $\lambda_{\text{MSE}} = 1$. For PGN models, we use $\lambda_{\text{MSE}} = 20$. See Figure 15 for examples of inference with other coefficients. Zoom in to see finer details.
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Figure 12: Results of fine-tuning of neural talking head models [26] with different losses. VGG-based perceptual loss is optimized without supplementing it with MSE loss. For PGN models, we use $\lambda_{\text{MSE}} = 20$, similarly to the experiments with StyleGAN inference. Here, we show how the generator reproduces the same images as the ones it was fine-tuned on (“train”). In each row, we show the first of 8 “train” images for a particular person. Zoom in to see finer details.
Figure 13: Results of fine-tuning of neural talking head models [26] with different losses. VGG-based perceptual loss is optimized without supplementing it with MSE loss. For PGN models, we use $\lambda_{MSE} = 20$, similarly to the experiments with StyleGAN inference. Here, we show how the generator reproduces images it has not been fine-tuned on (“holdout”). In each row, we show the first of 8 “holdout” images for a particular person. Zoom in to see finer details.
Figure 13: Results of fine-tuning of neural talking head models [26] with different losses. VGG-based perceptual loss is optimized without supplementing it with MSE loss. For PGN models, we use $\lambda_{MSE} = 20$, similarly to the experiments with StyleGAN inference. Here, we show how the generator reproduces images it has not been fine-tuned on (“holdout”). In each row, we show the first of 8 “holdout” images for a particular person. Zoom in to see finer details.
Figure 14: Examples of proxy targets learned with different PGN backbones from Image2StyleGAN experiments. In these experiments, we pre-computed latent representations of images by optimizing only MSE loss for $T_0 = 5000$ steps. Here, the “MSE only” column refers to those images. Proxy targets are computed for $\hat{y} = \text{"MSE only"}$, $y = \text{"gr. truth"}$. Note that while the output is very noisy, the proxies strongly highlight edges, suggesting that perceptual loss may be considered an elaborate edge detector. Also note that proxies learned by different models are very similar. Zoom in to see finer details.
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Figure 14: Examples of proxy targets learned with different PGN backbones from Image2StyleGAN experiments. In these experiments, we pre-computed latent representations of images by optimizing only MSE loss for $T_0 = 5000$ steps. Here, the "MSE only" column refers to those images. Proxy targets are computed for $\hat{y} = \text{"MSE only"}$, $y = \text{"gr. truth"}$. Note that while the output is very noisy, the proxies strongly highlight edges, suggesting that perceptual loss may be considered an elaborate edge detector. Also note that proxies learned by different models are very similar. Zoom in to see finer details.
Figure 15: Examples of image reconstruction using Image2StyleGAN [1] by a PGN with a ResNet-4 backbone supplemented by MSE loss with different coefficients $\lambda_{\text{MSE}}$. We used $\lambda_{\text{MSE}} = 20$ to report all results in the paper. Zoom in to see finer details.
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