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Abstract

Quantum computers potentially have an exponential advantage over classical computers for the quantum simulation of many-fermion quantum systems. Nonetheless, fermions are more expensive to simulate than bosons due to the fermionic encoding—a mapping by which the qubits are encoded with fermion statistics. Here we generalize the contracted quantum eigensolver (CQE) to avoid fermionic encoding of the wave function. In contrast to the variational quantum eigensolver, the CQE solves for a many-fermion stationary state by minimizing the contraction (projection) of the Schrödinger equation onto two fermions. We avoid fermionic encoding of the wave function by contracting the Schrödinger equation onto an unencoded pair of particles. Solution of the resulting contracted equation by a series of unencoded two-body exponential transformations generates an unencoded wave function from which the energy and two-fermion reduced density matrix (2-RDM) can be computed. We apply the unencoded and the encoded CQE algorithms to the hydrogen fluoride molecule, the dissociation of oxygen O₂, and a series of hydrogen chains. Both algorithms show comparable convergence towards the exact ground-state energies and 2-RDMs, but the unencoded algorithm has computational advantages in terms of state preparation and tomography.

I. INTRODUCTION

Simulations on quantum computers have a potentially exponential advantage for the computation of many-fermion quantum systems such as molecules and materials [1, 2]. However, if each qubit represents the particle filling of an orbital, as in the formalism of second quantization, the natural particles for simulation on a quantum computer—qubit particles—are hard-core bosons rather than fermions [3, 4]. Consequently, as originally recognized by Feynman [5], the simulation of a many-fermion quantum system is potentially more complicated than the simulation of an equivalent many-boson quantum system. The particle statistics of fermions are typically encoded in the qubit wave function in a process known as fermionic encoding, which increases computational complexity in terms of the quantum
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state preparation and tomography \cite{1,6,10}.

To avoid this additional complexity, hardware-efficient wave functions have been developed for fermionic systems in which a wave function is prepared on the quantum computer such that its simulated particles are neither bosons nor fermions \cite{11,13}. Encoding the Hamiltonian with fermion statistics in these instances still recovers the many-fermion energy from the arbitrary statistics of the prepared wave function. While the absence of particle statistics can produce optimization difficulties such as barren plateaus, more accurate results have recently been obtained by using qubit-particle wave functions whose particles have the statistics of hard-core bosons \cite{14,19}. We have shown that, in contrast to the hardware-efficient wave functions, the qubit-particle wave functions are isomorphic to the fermion wave functions, and hence, they uniquely parameterize the set of ground-state two-fermion reduced density matrices (2-RDMs) \cite{3}. Consequently, the energy and 2-RDM of a many-fermion quantum system can be computed from a qubit-particle wave function with the accuracy associated with a fermion wave function but at a potentially reduced computational cost.

Recently, we presented a hybrid quantum-classical algorithm for the many-fermion problem known as the contracted quantum eigensolver (CQE) \cite{20,22}. The CQE minimizes the residual of a contraction (projection) of the Schrödinger equation onto the space of two particles. The algorithm updates the fermion wave function iteratively with two-body exponential transformations to minimize the residual. To keep the transformations unitary, we use the anti-Hermitian part of the contraction of the Schrödinger equation, known as the anti-Hermitian contracted Schrödinger equation (ACSE) \cite{23,30}. In contrast to the variational quantum eigensolver (VQE) \cite{31,33} in which the variational form of the wave function is not specified, the CQE produces a compact wave function Ansatz consisting of a series of two-body exponential transformations applied to the reference wave function. This CQE Ansatz \cite{24}, which is significantly more flexible than a truncated coupled cluster Ansatz, can be converged to the exact solution of the Schrödinger equation. The CQE algorithm, which stores just the 2-RDM on the classical computer, has a potentially exponential advantage
over classical methods for solving the $N$-fermion problem like full configuration interaction.

Here we develop a generalization of the CQE algorithm for the many-fermion problem that solves an unencoded ACSE in which the anti-Hermitian part of the Schrödinger equation is contracted onto two qubit particles rather than two fermions. The generalized algorithm solves for the fermionic ground-state energy and 2-RDM by updating a qubit-particle wave function at each iteration with a two-qubit-particle unitary transformation that minimizes the residual of the unencoded ACSE. We explore the accuracy and efficiency of the proposed algorithm through quantum simulations of the hydrogen fluoride molecule, the dissociation of diatomic oxygen $O_2$, and a series of hydrogen chains. Both the encoded (fermion) and the unencoded (qubit-particle) CQE algorithms show similar convergence to the exact ground-state energies and 2-RDMs, but the unencoded CQE has potentially important computational savings in terms of the number of two-qubit gates required in the state preparation and the locality of the 2-RDM tomography.

II. THEORY

We review the ACSE and its CQE algorithm for quantum simulation in section II.A, present the unencoded ACSE and its CQE algorithm that avoid fermionic encoding of the wave function in section II.B, explore the connection between the encoded and unencoded ACSEs in section II.D, and discuss practical considerations for both encoded and unencoded CQE algorithm in section II.E.

A. Encoded ACSE and its CQE algorithm

Consider a fermionic quantum system of $N$ fermions in $r$ orbitals described by the Schrödinger equation

$$\hat{H}|\Psi\rangle = E|\Psi\rangle.$$ (1)
Here $E$ and $|\Psi_n\rangle$ are the many-fermion ground-state energy and wave function, and $\hat{H}$ is the Hamiltonian operator

$$\hat{H} = \sum_{pqst} 2 K_{pqst} \hat{a}_{pq}^\dagger \hat{a}_t^\dagger \hat{a}_s$$

(2)
in which $2K$ is the reduced Hamiltonian matrix, the indices ranging from one to $r$ denote the orbitals, and $\hat{a}_i^\dagger$ and $\hat{a}_i$ are the creation and annihilation operators of the fermion in the $i^{th}$ orbital. The ACSE is the anti-Hermitian contraction of the many-fermion Schrödinger equation onto two fermions [23–30]:

$$\langle \Psi | [\hat{\imath}_{pqst} \hat{a}_{pq}^\dagger \hat{a}_t^\dagger \hat{a}_s, \hat{H}] | \Psi \rangle = 0.$$  

(3)

As shown in previous work, iterative solution of the ACSE generates a unitary two-body exponential Ansatz for the wave function [20, 24]

$$e^{\hat{A}_F^m} \ldots e^{\hat{A}_F^1} e^{\hat{A}_F^0} | \Psi_0 \rangle$$

(4)
in which $|\Psi_0\rangle$ is the reference wave function and the unitary transformation at the $m^{th}$ iteration is determined by a two-body anti-Hermitian operator

$$\hat{A}_m^F = \epsilon_m \sum_{ijkl} 2 \hat{F}_{ijkl} \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_k$$

(5)

that corresponds to the residual of the ACSE

$$2 \hat{F}_{ijkl}^m = \langle \Psi_{m-1} | [\hat{H}, \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_k^\dagger] | \Psi_{m-1} \rangle.$$  

(6)
The residual the ACSE at the $m^{th}$ iteration equals the gradient of the energy with respect to the two-body anti-Hermitian operator $\hat{A}_m^F$. Hence, the residual the ACSE is zero not only when the ACSE is satisfied but also when the gradient of the energy vanishes. The $\epsilon_m$ is a step-like parameter that can be optimized at the $m^{th}$ iteration to minimize the energy.

From the wave function the elements of the 2-RDM at the $m^{th}$ iteration can be computed

$$2 \hat{D}_{pqst}^m = \langle \Psi | \hat{a}_p^\dagger \hat{a}_q^\dagger \hat{a}_t^\dagger \hat{a}_s | \Psi \rangle.$$  

(7)

While calculation of the residual the ACSE and the 2-RDM on the classical computer typically requires a cumulant approximation for the three-particle reduced density matrix (3-RDM) [34, 35] to avoid storage of the wave function, both the ACSE residual and the 2-RDM
in the CQE algorithm can be directly calculated by quantum tomography. Implementation of the state preparation and tomography in the CQE requires fermionic encoding in which the fermionic creation and annihilation operators are expressed in terms of qubit operators through a transformation such as the Jordan-Wigner mapping.

**B. Unencoded ACSE and its CQE algorithm**

In this paper we generalize the CQE algorithm to solve the many-fermion problem using a qubit-particle wave function that does not require fermionic encoding. Consider the anti-Hermitian contraction of the Schrödinger equation onto two qubit particles to generate the unencoded ACSE

\[
\langle \Psi | [\hat{\sigma}_i^\dagger \hat{\sigma}_j^\dagger, \hat{\sigma}_l, \hat{\sigma}_k, \hat{H}] | \Psi \rangle = 0.
\]

(8)

where the Hamiltonian is defined with fermionic operators as in Eq. (1) but the \( \hat{\sigma}_i^\dagger \) and \( \hat{\sigma}_i \) are the creation and annihilation operators of a qubit particle in the \( i \)th orbital. As in the previous case of the contraction onto two fermions to generate the ACSE (or encoded ACSE), iterative solution of the unencoded ACSE generates a unitary two-qubit-particle exponential Ansatz for the wave function

\[
e^{\hat{A}_m^Q} \cdots e^{\hat{A}_2^Q} e^{\hat{A}_1^Q} | \Psi_0 \rangle
\]

(9)

in which the unitary transformation at the \( m \)th iteration is determined by a two-qubit-particle anti-Hermitian operator

\[
\hat{A}_m^Q = \epsilon_m \sum_{ijkl} 2 A_m^{ij;kl} \hat{\sigma}_i^\dagger \hat{\sigma}_j^\dagger \hat{\sigma}_l \hat{\sigma}_k
\]

(10)

that corresponds to the residual of the unencoded ACSE

\[
2 Q A_m^{ij;kl} = \langle \Psi_{m-1} | [\hat{H}, \hat{\sigma}_i^\dagger \hat{\sigma}_j^\dagger \hat{\sigma}_l \hat{\sigma}_k] | \Psi_{m-1} \rangle.
\]

(11)

The residual of the unencoded ACSE at the \( m \)th iteration equals the gradient of the energy with respect to the two-qubit-particle anti-Hermitian operator. Computation of the 2-RDM uses the definition in Eq. (7). Importantly, the CQE algorithm for solving the unencoded
FIG. 1. Unencoded CQE algorithm. Given some initial state that we can prepare on the quantum computer, we alternate between solving the unencoded ACSE on the quantum computer, and updating the new wave function given information from the unencoded ACSE.

ACSE does not require fermionic encoding in the preparation of the wave function since the exponential Ansatz in Eq. (9) is expressed entirely in terms of qubit-particle creation and annihilation operators. Only the definitions of the 2-RDM and the Hamiltonian use fermionic second-quantized operators that require fermionic encoding into qubits for evaluation on quantum computers. A schematic of the CQE algorithm is shown in Fig. 1.

Following previous work [20], we can compute the residual of the ACSE through an auxiliary state

\[ |\Psi_m \rangle = e^{\frac{i}{\hbar}H} |\Psi_m \rangle \]

such that

\[ \mathcal{O} \left( \delta^2 \right) = \delta^{-1} \Im \left( \langle \Lambda_{m-1} | \hat{\sigma}_i^{\dagger} \hat{\sigma}_j^{\dagger} \hat{\sigma}_l \hat{\sigma}_k | \Lambda_{m-1} \rangle \right) , \]

where \( \Im(x) \) is the imaginary component of \( x \) and \( \delta \) is a short time-like step, which for stochastic simulations should be larger than the sampling error. If the RDM solutions are complex, we can evaluate the residual by a centered finite difference using two auxiliary states at \( \pm \delta \) [20]. The approximation from a finite \( \delta \) can potentially be minimized by using extrapolative techniques as in the unitary decomposition of operators [36]. As discussed in the Appendix, the evaluation of the residual via the auxiliary state can be implemented efficiently in terms of the two-qubit gate count through first-order or Cholesky factorizations of the Hamiltonian. For completeness we also note that it is possible to compute the
residual without defining an auxiliary state but that the required tomography involves the measurement of a 4-particle RDM.

C. Second-order Corrections to the Wave Functions and 2-RDMs

Solution of either the encoded or unencoded ACSE can be accelerated through a second-order correction at each iteration. We have the following generalized exponential expansions

\[ e^{\hat{B}^F_m} \ldots e^{\hat{B}^F_2} e^{\hat{B}^F_1} |\Psi_0\rangle \]

and

\[ e^{\hat{B}^Q_m} \ldots e^{\hat{B}^Q_2} e^{\hat{B}^Q_1} |\Psi_0\rangle \]

in which

\[ \hat{B}^F_m = \hat{A}^F_m + \hat{C}^F_m \]

and

\[ \hat{B}^Q_m = \hat{A}^Q_m + \hat{C}^Q_m \]

where either \( \hat{C}^F_m \) or \( \hat{C}^Q_m \) are modifications to the gradient direction and can be equal to (i) zero to recover the first-order Ansatz or (ii) a second-order correction such as that from a quasi-Newton method [37]. In general, a quasi-second-order correction accelerates convergence of the CQE, the implementation and further development of which is explored in concurrent work [38].

D. Connection between the Encoded and Unencoded ACSEs

Before we consider the relationship of the solutions to the encoded ACSE, or just ACSE, and the unencoded ACSE, we examine the relationship between the solution of the ACSE and the solution of the many-fermion Schrödinger equation. Consider the contracted Schrödinger equation (CSE) [34, 39, 40]

\[ \langle \Psi | \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k (\hat{H} - E) |\Psi\rangle = 0. \]
If we expand the wave function in terms the eigenfunctions of the Hamiltonian

$$|\Psi\rangle = \sum_n c_n |\Psi_n\rangle,$$

we can formally write the CSE as

$$\sum_{mn} c_m^* c_n E_n \langle \Psi_m | \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k | \Psi_n \rangle - E = 0.$$

(20)

Because the CSE is equivalent to the energy variance which implies the Schrödinger equation, the CSE is satisfied by an N-fermion wave function if and only if the Schrödinger equation is satisfied [34, 39, 40]. Hence, the CSE is zero for the ground state if and only if the expansion coefficients $c_n$ of excited states ($n > 1$) vanish. Substitution of the wave function expansion into the ACSE in Eq. (3) yields the expression

$$\sum_{mn} c_m^* c_n (E_n - E_m) \langle \Psi_m | \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k | \Psi_n \rangle.$$

(21)

As with the CSE, the ACSE is zero if the expansion coefficients $c_n$ of excited states ($n > 1$) vanish. This condition also implies the CSE as well as the Schrödinger equation. In contrast to the CSE, however, the ACSE does not strictly imply the Schrödinger equation [24]. It is theoretically possible for the ACSE to vanish due to a cancellation of the anti-Hermitian terms, which in the expansion are represented by the energy differences $(E_n - E_m)$. Practical calculations, however, indicate that such cancellations do not occur easily and that the ACSE can in principle be converged to exact ground-state energies and 2-RDMs, especially with quasi-second-order corrections.

To understand the relationship between the solutions of the ACSE and unencoded ACSE, we express the residuals of both equations in terms of two parts

$$\frac{2}{i} A_{kl}^{ij} = \langle \Psi | [\hat{H}, \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k] | \Psi \rangle_+ + \langle \Psi | [\hat{H}, \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k] | \Psi \rangle_-$$

(22)

and

$$\frac{2}{\tilde{Q}} A_{kl}^{ij} = \langle \Psi | [\hat{H}, \hat{\sigma}_i^\dagger \hat{\sigma}_j^\dagger \hat{\sigma}_l \hat{\sigma}_k] | \Psi \rangle_+ + \langle \Psi | [\hat{H}, \hat{\sigma}_i^\dagger \hat{\sigma}_j^\dagger \hat{\sigma}_l \hat{\sigma}_k] | \Psi \rangle_-$$

(23)

where the plus (minus) indicates the contributions from the wave function to the expectation value with net even (odd) permutations of particles. Because the fermion and qubit-particle
expectation values differ only from the sign of the odd permutations, we have the following two important relations

\[
\langle \Psi | [\hat{\mathcal{H}}, \hat{\sigma}_i^\dagger \hat{\sigma}_j^\dagger \hat{\sigma}_l \hat{\sigma}_k] | \Psi \rangle_+ = +\langle \Psi | [\hat{\mathcal{H}}, \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k] | \Psi \rangle_+ \quad (24)
\]

\[
\langle \Psi | [\hat{\mathcal{H}}, \hat{\sigma}_i^\dagger \hat{\sigma}_j^\dagger \hat{\sigma}_l \hat{\sigma}_k] | \Psi \rangle_- = -\langle \Psi | [\hat{\mathcal{H}}, \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k] | \Psi \rangle_- \quad (25)
\]

Substituting these relations into the residual of the unencoded ACSE yields the following equation

\[
2 Q_{ij} A_{kl} = \langle \Psi | [\hat{\mathcal{H}}, \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k] | \Psi \rangle_+ - \langle \Psi | [\hat{\mathcal{H}}, \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_l \hat{a}_k] | \Psi \rangle_- \quad (26)
\]

Comparing this equation for the qubit-particle residual with the fermion residual in Eq. (22), we observe that the only difference in the two residuals is the sign change of the second term. If both the plus and minus terms converge to zero, then both the ACSE and unencoded ACSE produce identical solutions. While it is in principle possible for the plus and minus terms to produce a spurious solution through an exact cancellation, because the Schrödinger equation implies both the ACSE and the unencoded ACSE, both the positive and negative terms will tend to zero as the energy is minimized towards a stationary state by either encoded or unencoded unitary transformations. The relative magnitudes of the residuals \( ||_F A || \) and \( ||_Q A || \) are related to the relative rates of convergence of the ACSE and the unencoded ACSE. A larger residual norm indicates less cancellation of the plus and minus terms which is likely to result in a faster rate of convergence towards the solution of the Schrödinger equation.

E. Practical Considerations of the CQE Algorithm

Finally, we introduce two practical aspects of the CQE, applicable to both encoded and unencoded variants, that are important for its implementation on a quantum computer. We discuss: (i) a sparsification of the \( \hat{A}_m \) operators in which at each iteration matrix elements below a given threshold are set to zero, and (ii) an approximate combination of \( \hat{A}_{m-n} \) operators for \( n \in [0, p] \) in which parts of the set of \( p + 1 \) operators are combined to decrease the circuit length. Given the matrix elements of the residual of the encoded or unencoded
ACSE in Eqs. (6) or (11), respectively, we define a sparsification operation that zeros matrix elements below a given threshold

\[ \tilde{A}_{ij;kl} = \text{SPARSE}[c](2A_{ij;kl}) = \begin{cases} 
0 & \text{if } |2A_{ij;kl}| < c||2A_m||_\infty, \\
2A_{ij;kl} & \text{if } |2A_{ij;kl}| \geq c||2A_m||_\infty,
\end{cases} \tag{27} \]

where the scalar factor \( c \in [0, 1] \) and the infinity norm \( ||A||_\infty \) of \( A \) is the element with the largest absolute value. When \( c = 0 \), \text{SPARSE}[0] is equivalent to the identity mapping, and when \( c = 1 \), \text{SPARSE}[1] is equivalent to selecting only the highest amplitude element. Given a choice of the parameter \( c \), we use this mapping at each iteration of the CQE to prune the residual matrix \( 2A_m \). Formally, at each iteration \( 2A_m \) is replaced by \( 2\tilde{A}_m \).

After defining a sparser matrix \( 2\tilde{A}_m \) in \( \tilde{A}_m \), we still need to express the operator \( \tilde{A}_m \) as a product of unitary transformations, which is traditionally performed by trotterization. We choose a first-order trotterization which is valid in the case that \( ||2\tilde{A}_m|| \) is not too large. Moreover, because the algorithm is greedy by design with the gradient being used at each iteration, the algorithm has the ability to adjust itself in part to errors in previous iterations including those from trotterization.

To address the growth of the circuit length with iterations, we define an approximate combination of \( \tilde{A}_{m-n} \) operators for \( n \in [0, p] \), which we call the \( p \)-depth. When updating the wave function at the \( m^{th} \) iteration, we examine the elements of \( 2\tilde{A}_m^{ij;kl} \) that were not pruned in one of the \( p \) previous steps. If \( 2\tilde{A}_m^{ij;kl} \) for an \( n \) in \( [0, p] \) is non-zero, we update that term as follows:

\[ 2\tilde{A}_{m-n}^{ij;kl} \leftarrow 2\tilde{A}_{m-n}^{ij;kl} + 2A_{ijkl}^m. \tag{28} \]

In this manner we collect terms to decrease circuit length even if the collection is approximate. Importantly, the computed residual of the ACSE at the next iteration adjusts for errors introduced in previous terms in the product expansion of the wave function. Other works exploit a classification of the commutating operators in the Hamiltonian or the unitary transformation of the wave function to minimize the circuit length, and these schemes can also be applied to the CQE algorithm.
The $p$-depth and SPARSE[$c$] techniques are closely related, and in their extreme limits they produce specific Ansätze. For $c = 1$, a large $p$ is reasonable, because each iteration will contain only one or a few terms, and hence, setting $p = 1$ or $p = 2$ will not simplify the product of terms. On the other hand, when $c = 0$, setting $p = 1$ or $p = 2$ may be necessary because a larger $p$ may generate a single exponential Ansatz, which negates a critical benefit of the CQE—the ACSE Ansatz for the wave function.

III. APPLICATIONS

A. Molecular Simulations

We compare the encoded and unencoded CQE for several molecular systems, H$_4$, H$_5$, H$_6$, as well as hydrogen fluoride, at equilibrium geometries in the minimal Slater-type orbital basis (STO-3G) set [41]. The convergence of the two CQE algorithms is shown in Fig. 2. For H$_6$ we select $c = 1$ in the truncation, whereas for the other cases $c = 0.1$. In all cases the encoded and unencoded algorithms show convergence towards the solution of the Schrödinger equation in the given basis set even without any second-order acceleration of the transformations at each iteration. In some instances, the two algorithms can exhibit nearly identical convergence, especially in systems with significant pairing of the orbitals, as in an antisymmetrized geminal power wave function [42–45], where the particle statistics become less important [46]. One such example is hydrogen fluoride whose hole wave function in the minimal basis set is a single two-hole function or a geminal. The molecule H$_5$ exhibits greater differences between the fermionic and qubit-particle Ansätze, which is expected for open-shell or strongly correlated molecules.

To examine performance for non-equilibrium geometries, we apply the encoded and unencoded CQE to computing the potential energy curves of H$_4$ and O$_2$. We use approximate second-order transformations, based on a quasi-Newton method, as each iteration to accelerate convergence. Figure 3 shows the obtained energies across the dissociation curve. For a convergence criteria of 0.001 in the ACSE’s residual norm, we consistently obtain
FIG. 2. Depictions of the quantum ACSE with an unencoded $^2Q_A n$ (×) and an encoded $^2A_n$ (○) for linear H$_4$, H$_5$, H$_6$ and hydrogen fluoride at equilibrium bond distance (in the STO-3G basis). For most systems, nearly identical rates of convergence are obtained with similar accuracy.
high accuracy results at both equilibrium and non-equilibrium geometries regardless of the encoding.

FIG. 3. Dissociation plots for 8 qubit simulations of $\text{H}_4$ and a 6-electron and 4-orbital active space of $\text{O}_2$ with the encoded and unencoded CQE. Convergence criteria is 0.001 for the norm of the $^2B$ matrix which contains a correction to the $^2A$ matrix from a second-order approach. Both the encoded and unencoded CQE exhibit similar accuracy at both equilibrium and non-equilibrium geometries.

$^a$ A quasi-Newton quantum CQE approach which adjusts the step direction based on a limited-memory Broyden-Fletcher-Goldarb-Shanno (BFGS) approach, where 2 or 3 vectors are stored. More details regarding this method will be presented in a subsequent work.

**B. Investigation of Resource Requirements**

We examine the resource requirements for the encoded and unencoded methods. Two cases, equilibrium and stretched geometries of linear $\text{H}_4$, are considered. We examine the necessary resources to converge the residual of the ACSE within 0.01 as a function of the
$p$-depth and the \texttt{SPARSE} $c$ parameter with results in Table \ref{tab:results}.

First, in the equilibrium case (top half), for $c = 1$, neither the fermionic nor the qubit-particle Ansatz changes with depth but each requires more iterations than when $c = 0$ or $c = 0.1$. In all of the instances, the qubit-particle wave function matches the fermionic wave function’s trends but has 70±3% of the fermionic CNOT cost. Additionally, the $p$-depth leads to a significant reduction in the number of terms. Including the previous iteration ($p = 1$) results in 55% of the $p = 0$ count for $c = 0$, and 66% of the $p = 0$ count for $c = 0.1$ (equivalent circuits for $c = 1$). The $p = 3$ case shows even further reductions, requiring about 13% and 34% of the $p = 0$ count for the $c = 0$ and $c = 0.1$ cases, respectively. We can reasonably infer that the $p$-depth and \texttt{SPARSE} of the $^2A$ operator can greatly impact the CQE’s resource requirements as well as its rate of convergence.

For the stretched geometries the savings are more difficult to analyze. For $c = 1$ again we have a similar picture across $p$-depths, with notably more iterations required than for the equilibrium case. Again, the qubit case appears to have a similar advantage in the CNOT gate reduction versus the fermionic case. For other truncations, we lose the correspondence between the qubit-particle and fermionic wave functions. For multiple cases (i.e., when $(c,p) = (0,0),(0.1,3),(0.1,0)$), the qubit case requires either more iterations or yields a higher CNOT gate count. However, the shortest apparent Ansatz is still the qubit $c = 0$, $p = 3$ case. The difference in the $p$-depth plays a more significant role, which leads to almost a 100-fold decrease in CNOT requirements between $p = 3$ and $p = 0$ for $c = 0$, as well as a similar trend for $c = 0.1$.

While it is clear that low CNOT cases overall can be found with the $c = 1$ instance, there is potentially a trade off with the number of iterations. Figure \ref{fig:resource_count} explores the total resource count for the two $H_4$ geometries that accounts for the number of iterations, circuit measurements, and function and gradient evaluations. In the equilibrium case the lowest resource count for both the encoded and unencoded CQE is not $c = 0$ but $c = 0.1$ with $p = 3$. The highest, on the other hand, is $c = 0$ and $p = 0$, which highlights the importance of simplifying the Ansatz. Additionally, in all cases the unencoded Ansatz outperforms the
TABLE I. Comparing the $p$-depth and differing values of \textsc{Sparse}[c] (for $\hat{\mathcal{F}}_A$ and $\hat{\mathcal{Q}}_A$ in terms of their elements relative to the largest element) for two different lengths of $\mathcal{H}_4$, in terms of the maximal CNOT gate count and number of iterations (in brackets, $[\cdot]$). A stopping criteria of 0.01 is selected for the gradient, and a quadratic trust-region step is used for choosing the step length at each step. For each instance, a similar accuracy is achieved in the fermionic and qubit cases, and for the most part, the qubit results displays a constant reduction in the number of necessary CNOT gates.

\[ D = D_{eq} \]

| $\textsc{Sparse}[c]$ | $p$-depth | Average $\Delta E$ |
|-----------------------|-----------|------------------|
|                       | $p = 3$   | $p = 1$          | $p = 0$          |
| $c = 0$               | 1568 [9]  | 6782 [9]         | 12494 [9]        | $2 \times 10^{-5}$ |
| $\hat{\mathcal{F}}_A$| $c = \frac{1}{10}$ | 2020 [8] | 3858 [8] | 6068 [8] | $3 \times 10^{-5}$ |
|                       | $c = 1$   | 1263 [16]        | 1408 [16]        | 1408 [16]        | $3 \times 10^{-5}$ |
| $c = 0$               | 1162 [9]  | 4974 [9]         | 9014 [9]         | $2 \times 10^{-5}$ |
| $\hat{\mathcal{Q}}_A$| $c = \frac{1}{10}$ | 1414 [8] | 2756 [8] | 4098 [8] | $3 \times 10^{-5}$ |
|                       | $c = 1$   | 840 [16]         | 928 [16]         | 928 [16]         | $4 \times 10^{-5}$ |

\[ D = D_{eq} + 1\hat{A} \]

| $\textsc{Sparse}[c]$ | $p$-depth | Average $\Delta E$ |
|-----------------------|-----------|------------------|
|                       | $p = 3$   | $p = 1$          | $p = 0$          |
| $c = 0$               | 1558 [37] | 46146 [60]       | 56058 [38]       | $6 \times 10^{-4}$ |
| $\hat{\mathcal{F}}_A$| $c = \frac{1}{10}$ | 1574 [26] | 34190 [45] | 38706 [30] | $7 \times 10^{-4}$ |
|                       | $c = 1$   | 10468 [146]      | 12190 [161]      | 12322 [161]      | $2 \times 10^{-4}$ |
| $c = 0$               | 1162 [19] | 41992 [80]       | 102540 [95]      | $5 \times 10^{-4}$ |
| $\hat{\mathcal{Q}}_A$| $c = \frac{1}{10}$ | 10938 [42] | 26840 [52] | 85324 [86] | $7 \times 10^{-4}$ |
|                       | $c = 1$   | 6814 [155]       | 7376 [141]       | 7464 [141]       | $3 \times 10^{-4}$ |

encoded Ansatz. The non-equilibrium geometry yields a similar picture to the equilibrium geometry, albeit at higher costs overall. The key difference arises for $c = 0$ and $p = 3$ where significant improvements visible. Results indicate that the qubit-particle Ansatz can require more resources than the fermionic one, and that care should be taken in choosing both $c$ and $p$. 
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FIG. 4. Comparison of total resource count (given in log$_{10}$ number of CNOT gates required) for equilibrium (left) and non-equilibrium (right) H$_4$ geometries, mirroring data seen in Table 1. The vertical axis contains information on whether encoded or unencoded operators are used, as well as the sparsification of $^2A$. The horizontal axis indicates the $p$-depth, or the number of previous iterations in the Ansatz to which terms are added. The resource count also accounts for the number of fermionic energy and gradient evaluations.

C. Generation of the $^2Q_A$ Matrix

In the ACSE scheme, a clear advantage of the unencoded ACSE Ansatz is in the tomography of the $^2Q_A$ matrix, which as seen in prior work \cite{47} results in a potentially logarithmic scaling entity. We show a basic comparison between the Jordan-Wigner transformation and the qubit-particle transformation in Fig. 5. The left side shows the effective scaling with respect to the number of qubits, i.e. $r$ in $O(q^r)$. The right side shows the ratio of vertices to
cliques in the corresponding graph problem, which is the ratio of the number of measured 2-RDM element contributions which can be recovered per grouping.

It is known that the grouping fermionic tomography is challenging due to the antisymmetry requirement that results in non-local groupings [15, 47]. Despite this challenge, the $O(r^4)$ cost of 2-RDM tomography in molecular systems can be reduced by grouping to an $O(r^3)$ scheme [48] while even lower scaling schemes can be accomplished with additional swap circuits [47], as well as with random unitary sampling techniques [49]. We obtain our circuits through a graph theoretic approach with symmetry projection [50]. In the qubit case for a $k$−local operator, however, one can achieve a logarithmic scaling through known combinatorial schemes [47]. In our unencoded, qubit-particle case, a $k$−body excitation embodies only $k$- to $k/2$-body operators, and so does not span the full $k$-body operator space. Consequently, the measurement scheme provides a super-linear scaling in required circuit preparation. As an example, for 28 qubits with over 200 million possible quantum states, the 2-RDM has 92092 elements, and in the scheme represented in Fig. 5 requires 6036 measurements in the encoded case, but only 92 measurements in the unencoded case.

Because the unencoded ACSE cannot be formulated in terms of qubit-RDMs alone, we implement $e^{i\delta H}$ through the tomography of an auxiliary state, which still requires the use of fermionic operators. While it might make sense to simply measure the partially encoded operators on a quantum computer, similar to measuring the 3-RDM in the encoded case, the scaling of the resulting 4-RDM like object is currently prohibitive for more than small systems. although utilizing measurement schemes, such as shadow tomography, might yield more efficient approximations in the future.

Table II presents the cost of evaluating the ACSE residual via Eq. 13 in both the encoded and unencoded CQE for a first-order Trotterization and a Cholesky decomposition of the Hamiltonian. The total number of CNOT counts is a product of the number of circuits and the scaling of the operator, in terms of the number of qubits. In the case of the Cholesky decomposition, we take the product of the number of distinct Cholesky terms and the number of unencoded or encoded 2-RDM terms. The unencoded ACSE with the
FIG. 5. (Left) Effective scaling of the tomographic complexity of the qubit-particle and fermionic $^2A$ matrices (under the Jordan-Wigner transformation) with symmetry projection of $\hat{N}$ and $\hat{S}_z$. The top and bottom black bars represent estimates of the complexity from the number of terms ((Right) the number of vertices per measurement group under a coloring scheme. In particular, while this number is constant for fermionic tomography, for the qubit operators this number increases at a nearly exponential rate.

Cholesky decomposition approach generally yields the most favorable scaling. Additionally, the average number of CNOT gates required for each auxiliary state using the Cholesky decomposition is orders of magnitude smaller than the number from the corresponding first-order trotterized approach, and hence, Cholesky decomposition is likely much more suitable for near-term approaches.

IV. DISCUSSION

While the wave function from many electronic structure methods such as coupled cluster theory require significant alterations for implementation on quantum computers, the
TABLE II. Upper bounds on the number of CNOT gates for evaluation of the residuals of the unencoded and encoded ACSE on the quantum computer for numerous systems. The hydrogen chains (H₂ to H₁₂) are in a minimal basis, with the exception of H₂ (DZ), which has a double zeta basis set. Trotter (or Trot.) refers to a first-order trotterization, CD ⟨CNOT⟩ to the average number of CNOT gates per decomposed term in the Cholesky decomposition, and Order refers to the number of terms in the Cholesky decomposition. We use a threshold of 10⁻⁶ in the Cholesky decomposition, but more (or less) strict truncations can be taken. The bottom portion of the graph refers to the effective scaling in terms of total number of applied CNOT gates.

|       | H₂  | H₄  | H₆  | H₈  | H₁₀ | H₁₂ | N₂  | H₂ (DZ) | C₂H₂ |
|-------|-----|-----|-----|-----|-----|-----|-----|---------|------|
| Trotter CNOT | 36  | 1088| 12020 | 63760 | 191868 | 416168 | 38868 | 38868  | 102016|
| CD ⟨CNOT⟩      | 15  | 81  | 188  | 257  | 521  | 700  | 196  | 184    | 263  |
| Order           | 4   | 8   | 12   | 16   | 20   | 24   | 49   | 55     | 70   |
| Total of CNOTs for Auxiliary Simulation, log_q |       |     |      |      |      |      |      |         |      |
| Encoded, Trot.  | 3.6 | 5.2 | 5.9  | 6.3  | 6.5  | 6.6  | 6.0  | 6.0    | 6.2  |
| Encoded, CD     | 3.9 | 4.9 | 5.3  | 5.3  | 5.6  | 5.6  | 5.5  | 5.5    | 5.6  |
| Unencoded, Trot.| 3.6 | 4.7 | 5.1  | 5.3  | 5.4  | 5.3  | 4.8  | 4.8    | 4.9  |
| Unencoded, CD   | 3.9 | 4.4 | 4.4  | 4.3  | 4.4  | 4.3  | 4.4  | 4.3    | 4.3  |

iterative solution of the ACSE naturally generates a wave function that is assembled from products of two-body unitary transformations that are amenable to implementation on a quantum computer. Solution of the ACSE on a quantum computer—a CQE algorithm—does not require approximate reconstruction of the 3-RDM like its classical counterpart [20, 23], and hence, at least in the absence of device noise, can yield energies and 2-RDMs that are in agreement with those from full configuration interaction. In this paper we further develop the theory and results from Mazziotti et al. [3] for solving the CQE with an unencoded wave function, a wave function expressed in terms of qubit particles rather than fermions.

Results show that the encoded and unencoded CQE yield similar accuracy across a variety of molecules at both equilibrium and non-equilibrium geometries. As we discussed in Ref. [3]
and the theory section here, the flexibility provided by the product of unencoded two-body operators is similar to the encoded operators. Unlike the hardware-efficient wave functions that do not specify the particle statistics and hence, have a many-to-one mapping to the fermion wave functions, the qubit-particle wave functions have an isomorphic mapping to the fermionic wave functions that can help to prevent optimization difficulties such as barren plateaus \[51\]. Moreover, the highly commutative structure of the qubit-particle operators can be more easily leveraged than their equivalent fermionic operators to generate more compact state preparations and more efficient tomographies.

Qubit-particle wave functions have recently been applied in the coupled cluster singles-doubles (CCSD) Ansatz \[14, 16\] as well as in hybrid VQE schemes like the ADAPT-VQE \[19, 52\]. In UCCSD the use of qubit particles has been shown to produce a linear scaling reduction in the number of CNOT gates. While the qubit-particle UCCSD can be less accurate than fermionic UCCSD due to the highly nonlinear nature of the Ansatz, in the calculations shown here the unencoded CQE can use its iterative formulation to continue its convergence towards the solution of the contracted equation. The present theory and results provide a first step in exploring CQE algorithms for solving the unencoded ACSE. Future work will consider further improvements from exploiting more compact wave functions as well as additional applications to larger molecules and materials.

V. CONCLUSION

Quantum simulation has the potential to reduce the cost of solving many-fermion problems. Because quantum computers are based on qubits, however, their natural particles are not fermions but rather hard-core bosons known as qubit particles. We have recently shown that there exists an isomorphism between fermion wave functions and qubit-particle wave functions, which suggests a natural parameterization of the two-fermion RDM in terms of the qubit-particle wave function that avoids fermionic encoding of the wave function. Here we demonstrate that the recently proposed CQE algorithm for computing 2-RDMs by quan-
Quantum simulation can be adapted to use unencoded qubit-particle wave functions rather than fermionic wave functions. The unencoded CQE has similar theoretical accuracy as the encoded CQE, which can be converged to the exact, finite-basis solution of the Schrödinger equation at least in the absence of quantum-device noise. We illustrate the unencoded CQE’s convergence, cost, and accuracy relative to that of the encoded CQE by quantum simulations of molecules at both equilibrium and non-equilibrium geometries. Results show that the unencoded CQE has the potential in many cases to reduce the cost of quantum simulations of many-fermion problems without sacrificing accuracy even for strongly correlated systems.
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Appendix A: ACSE Residuals from Hamiltonian Factorizations

On near-term devices Hamiltonian simulation is challenging due to the generally high number of multi-qubit gates required, though numerous optimal approaches exist with varying resource requirements [53–55]. Because we are interested in only a very small time step, we can exploit first-order approximations such as decomposing $\exp(i\delta \hat{H})$ as a sum of smaller, easier to implement operators, $\exp(i\delta H_p)$. If we take $|\Lambda_{m-1}^p\rangle$ to be auxiliary states of these operators, we can express the residuals as:

$$
2^Q A_{m}^{ijkl} + O(\delta^2) = \sum_p \delta^{-1} \Im \langle \Lambda_{m-1}^p | \hat{\sigma}_i^{\dagger} \hat{\sigma}_j^{\dagger} \hat{\sigma}_l | \Lambda_{m-1}^p \rangle.
$$

The extreme of this strategy would be to simulate separately every term $2K_{qs}^{pr}$ of the Hamiltonian. This approach would not only lead to a substantial increase in the required sampling from the addition of $O(r^4)$ terms but also be most likely less efficient than exponentiating the
2-RDM operators and then taking the expectation of $\hat{H}$. Utilizing the commutative structure of the 2-RDM allows for more effective grouping, and a native $O(r^3)$ grouping pattern of Hamiltonian terms should be viable, similar to tomography-based grouping schemes.

Another approach involves decomposing the Hamiltonian, such as with the Cholesky decomposition of the two-electron integrals \cite{56-59}. While this offers benefits in both the encoded and unencoded 2-RDMs, this approach is potentially more practical in the latter case because of the substantial difference in the number of measurements required to measure the encoded and unencoded 2-RDMs, which we show in the Applications.

**Appendix B: Additional Computational Details**

A pivoted Cholesky decomposition \cite{60} is utilized to obtain properly ordered terms in the Cholesky decomposition. The PYTHON module HQCA as well as QISKIT \cite{61} are used, with electron integrals obtained through PySCF \cite{62-63}.
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