Spatial-Temporal Modelling of Disease Risk Accounting for PM2.5 Exposure in the Province of Pavia: An Area of the Po Valley
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Abstract: Spatio-temporal Bayesian disease mapping is the branch of spatial epidemiology interested in providing valuable risk estimates in certain geographical regions using administrative areas as statistical units. The aim of the present paper is to describe spatio-temporal distribution of cardiovascular mortality in the Province of Pavia in 2010 through 2015 and assess its association with environmental pollution exposure. To produce reliable risk estimates, eight different models (hierarchical log-linear model) have been assessed: temporal parametric trend components were included together with some random effects that allowed the accounting of spatial structure of the region. The Bayesian approach allowed the borrowing information effect, including simpler model results in the more complex setting. To compare these models, Watanabe–Akaike Information Criteria (WAIC) and Leave One Out Information Criteria (LOOIC) were applied. In the modelling phase, the relationship between the disease risk and pollutants exposure (PM2.5) accounting for the urbanisation level of each geographical unit showed a strong significant effect of the pollutant exposure (OR = 1.075 and posterior probability, or PP, >0.999, equivalent to $p < 0.001$). A high-risk cluster of Cardiovascular mortality in the Lomellina subareas in the studied window was identified.
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1. Introduction

Health effects of air pollution have continued to be investigated for a long time. The environmental exposure can affect different systems, but according to the majority of epidemiological studies, those primarily affected are the cardiovascular and the respiratory systems [1–12]. Among the air pollutants, particulate matter with aerodynamic diameter less than 2.5 μm (the so-called fine particles or PM2.5) evidenced an association with mortality for cardiovascular diseases in different epidemiological studies, as recently summarised by Franklin and co-workers [13]. The meta-analysis conducted by Hoek and co-workers [14] found an increase of 11% in cardiovascular mortality associated with a 10 μg/m³ increment in annual PM2.5 concentrations.

As indicated in the special report 23/2018 by the European court of auditors [15], in Europe, almost the totality of people living in urban areas were exposed to levels of air pollutants dangerous to their health, according to the World Health Organisation (WHO) [16]. Increased health risks in people living in urban areas compared with those living in rural areas were due to the fact that cities are densely populated [16]. Some studies suggested that living in the most polluted areas could be connected with an increased risk of mortality in general and in particular for cardiovascular diseases [17–19]. Similar evidence
derived from epidemiological surveys made in Italy showed the same findings. In these cases, the impact of air pollution on mortality for cardiovascular diseases was evaluated in people living in areas characterised by having high environmental pollution due to a local facility or high level of urbanisation [20–23]. Studies investigating geographical distribution of cardiovascular mortality related to air pollutants are sparse [18,24,25] and not one concerns the Italian areas. Consequently, the present study was conducted to determine the spatio-temporal association between environmental exposure to particulate matter, PM2.5 μg/m³, and the risk of cardiovascular mortality in the 2010–2015 period in an Italian region with a high level of air pollution and human activities, using a Bayesian smoothed approach.

2. Materials and Methods

2.1. Study Area

The Province of Pavia, with a surface of 2969 km², is located at 45°11′7″44 North and 09°0′45″00 East coordinates to the South of Milan, in the Lombardy Region, in the so-called Po Valley surrounded by the Alps on the Western and Northern sides and by the Apennines on the Southern side (Figure 1). According to Köppen’s climatic classification, the Po Valley is characterised by a climate ranging from humid continental to humid subtropical. The orographic conformation favours the thermic inversion in the winter period with a low mixing height from the ground to the air and many days exceeding the alert thresholds for air pollutants.

![Figure 1. Map of study area with the three subareas.](image-url)
The study area was composed of 190 municipalities until 2012, when four municipalities were merged into two new administrative areas (Cornale–Bastida De’ Dossi and Corteolona–Genzone). Since then, there have been 188 municipalities. To provide comparable model results in the study period, these areas were merged from the beginning of the study (2010). The municipalities of the Province of Pavia can be divided into three subareas diversified by the geographical morphology and the type of urbanisation: the so-called Pavese (the most populated area of the Pavia Province with 202,120 inhabitants up to 1 January 2012, in 53 counties), the Lomellina (with 193,142 inhabitants, in 58 counties), and the Oltrepo’ (with 140,404 inhabitants, in 77 counties).

The Pavese is a flat area located in the Northeast part of the Province bordered to the north by the Metropolitan area of Milan, to the south by the Po river, and to the west by the Ticinum river. It includes the administrative centre of the Pavia Province (77 m above sea level), which is the most populous city in the area with its 68,352 inhabitants up to 1 January 2012. Pavia is the seat of an ancient Italian University and of numerous important Medical and Research Centres, the primary industries in the city and its hinterland. The Lomellina has always been a predominantly rural flat area located to the Northwest, wedged between the Po river and the Ticinum river. It is characterised by intensive rice farming, but there are also important industrial plants such as a refinery and a waste incinerator. There are also several small industries (i.e., shoes manufacturing and metallurgical crafts) spread around Vigevano (100 m above sea level), the second largest city of the Pavia Province (60,002 inhabitants, 2012). The Oltrepo’, which literally means “the other side of the Po river”, is also a rural area located to the South and is predominantly hilly. The Apennine chain goes up to 1460 metres above sea level with Penice Mountain and this area is predominantly agricultural (viticulture).

2.2. The Study Design

This is an ecological study and is part of a more extensive research project named “Studio SIAMO” (Salute e Inquinamento Ambientale per il Monitoraggio dell’Oltrepò), approved by the reference Ethical Board (Fondazione Policlinico San Matteo of Pavia, protocol number 20180042126, meeting of 6 June 2018). Studio SIAMO has been developed to investigate both the environmental profile of the Broni area and health profile of the people affected by the Fibronit factory that produced asbestos-containing materials (ACM) from 1932 to 1992. The SIAMO Project has been structured in several work packages (WP), following a “funnel approach” (from the ecological level to the individual level): WP1 aimed to describe the health profile (mortality and hospital admissions) of people living in the Province of Pavia. WP2 aimed to describe the environmental profile of the Broni area and exposure assessment of people enrolled in the WP3.1. The sub-work package 3.1 (WP3.1) aimed to evaluate the long-term effect of environmental exposure to asbestos on the health of people living in Broni since 1970 (retrospective cohort design), while the sub-work package 3.2 (WP3.2) aimed to estimate the incidence of ARDs (Asbestos Related Diseases) and psychological well-being of people born in Broni between 1970 and 1980 (prospective birth cohorts design). The aim of WP4 was to evaluate the association between environmental pressure factors present in the Broni area (highlighted in WP2) and health outcomes (studied in WP3.2). Finally, the aim of WP5 was to promote awareness and set a basis for future interventions.

2.3. The Outcome

The outcome of interest was deaths from cardiovascular-related diseases; the International Classification of Diseases 10th revision (ICD-10) codes I00–I199 were used to identify the cases within each municipality. All deceased persons observed in the Province of Pavia between 2010 and 2015 were included in the analyses, separated by year, gender, and age.

The number of deaths related to cardiovascular diseases were taken from the mortality register of the local health agency of the Pavia province (in Italian: Agenzia di Tutela della Salute di Pavia, or ATS Pavia).
2.4. Environmental Exposure

Taking into account published evidences, particulate matter 2.5 (PM2.5) was chosen to assess environmental exposure. Even if air monitoring stations belonging to the environmental network controlled by the National Environmental Agency (in Italian: Agenzia Regionale per l’Ambiente, or ARPA) were present in the Province of Pavia, stations were not spread in a uniform way, so data exposure at the municipal level were lacking. Alternatively, the modelling of the spatial pollutant concentrations might be used to determine the air pollution in areal units such as municipalities. In the present work, this second solution was adopted. PM2.5 concentrations were derived from the EMEP (European Monitoring and Evaluation Programme) the co-operative programme for monitoring and evaluation of the long-range transmission of air pollutants in Europe [26], a scientific body set up in the frame of the UNECE LRTAP (United Nation Economic Commission for Europe, Long-Range Transboundary Air Pollution convention). The data represented gridded concentrations in 2012 [27] of several air pollutants in degree (longitude–latitude) resolution from the year 2000 onwards. According to the purpose of the study, gridded data for the Pavia province were extracted in a yearly time-series from 2010 to 2015, for PM2.5. The grid was further subdivided into the 188 municipalities of the Pavia Province. For each municipality, annual mean exposure was used.

Since 2015, the National Environmental Agency (Agenzia per la Protezione dell’Ambiente, ARPA) fixed (following the requirements of the EU Air Quality Directive 2008/50 [28]) the annual limit value for the protection of human health at 25 µg/m³ [29].

2.5. The Population

The target population was those living in the Pavia Province. Open source in an ISTAT (National Institute of Statistics, in Italian: Istituto Nazionale di Statistica) portal [30] provided the gender and the age of the population resident in each municipality for each considered year. Male and female populations were distributed in 20 age classes. The population of 2012 was used as a reference in the analyses. On 1 January 2012, the overall Province population was 535,666: 258,596 males (48.28%) and 277,070 females (51.72%), according to the public data provider.

2.6. Degree of Urbanisation

The degree of urbanisation is a classification index (DEGURBA index) calculated by the Commission Directorates-General for Regional and Urban Policy, Agriculture and Rural Development, together with the Organisation for Economic Co-operation and Development in 2011 [31].

This urbanisation index classifies municipalities (named LAUs, or local administrative units) by the combination of geographical contiguity of LAUs and population density, based on the minimum population thresholds applied to 1 km² population grid cells. Each municipality belongs to one of these three categories: urban (densely populated areas), peri-urban (adjacent areas to urban municipalities), and rural (sparsely populated municipalities).

2.7. Statistical Analyses

A simple, informative (conditioning on observed frequencies in descriptive phase) Bayesian conjugate beta-binomial model was applied to assess differences between population strata (defined by the genders) for each year in the study period:

\[ y_i \sim \text{Binomial} \left( \pi_i, n_i \right) \]  \hspace{1cm} (1)

\[ \pi_i \sim \text{Beta} \left(1, 3\right) \]  \hspace{1cm} (2)

where \( y_i \) were the cardiovascular events of death in males by each year in the study period and \( n_i \) were the total amount of deaths in the same period.
The standardised mortality rate (SMR) was defined as the ratio between observed and expected number of cases calculated by an age–gender–municipality-specific standardisation process as follows:

\[
Risk_j = \frac{\sum_{i=1}^{188} Count_{ij}}{\sum_{i=1}^{188} Population_{ij}}
\]  

\[
e_i = \sum_{j=1}^{40} Population_{ij} \times Risk_j
\]

where \(i = 1, \ldots, 188\) denotes areas and \(j = 1, \ldots, 40\) denotes age–gender categories combinations. The SMR was the estimator of an unknown parameter \(\theta_i\) (theta i) obtained using a maximum likelihood estimation approach, from

\[
y_i \sim \text{Poisson}(\mu_i)\text{ with } \mu_i = e_i \times \theta_i
\]

where \(y_i\) represents the observed counts of cardiovascular deaths in each municipality by year, \(e_i\) is the expected counts of the same events for each space-time combination, and \(\theta_i\) is the unknown relative risk (RR). Problems related to estimates obtained using maximum likelihood estimates in case of small and weakly populated areas are well-known in the literature [32]. Typically, the spatial distribution, including weakly populated municipalities, was characterised by a high variability and did not allow to include extra-Poisson variability, typical of these kinds of studies.

To assess the spatial distribution of the disease risk, estimates provided by maximum likelihood estimators, SMR, and mortality rate were computed. Moran’s Index (I) [33], used to measure the spatial autocorrelation, was calculated, and to evaluate its statistical significance, in the frequentist meaning, a Monte Carlo simulation approach based on 10,000 simulations has been used.

Differences in risks (measured with SMRs) among the subareas (Lomellina, Pavese, and Oltrepo’) were assessed by means of the robust hierarchical pooling model. The model was:

\[
SMR_\delta \sim \text{reparametrised – Student } T(10, \theta_s, \sigma^2)
\]

\[
\theta_s \sim \text{Normal} (\mu_s, \sigma_\theta^2)
\]

\[
\sigma_\theta^2 \sim \text{Inverse – scaled } \chi^2(10, \text{iteration})
\]

where iteration ranged between 0.1 and 1.5 (100 different values), \(SMR_\delta\) was the estimated mean SMR by sub-area, separately by study years, \(\theta_s\) was the true mean of overall mean SMR, and \(\sigma_\theta^2\) was the variance of the pooling effect.

To produce more reliable risk estimates, a hierarchical mixed log-linear model with a Besag, York, and Mollié (BYM) random component [34,35] in a fully Bayesian framework was applied. This model produced a clearer and more smoothed map of relative risks (RR), allowing extra-Poisson variability induced by the spatio-temporal data structure. Two Gaussian random effects composed this convolution of random components: one spatially unstructured (exchangeable or white noise in the lattice) and one spatially structured (conditional autoregressive based on a Gaussian–Markov random field in the lattice). To define neighbourhood relations between municipalities, a dichotomous adjacency sparse matrix (188 × 188 for each year in the study period) was used. In order to take into account over-dispersion included by the temporal setting of the analysis, the exchangeable random effect component including a random intercept defined by each municipality was used. Since data were sparse due to the small number of people in the majority of municipalities belonging to the Province of Pavia, the Poisson distribution was supposed for the dependent variable. The initial model including covariates was the following:

\[
\log(\mu_i) = \beta_0 + \sum_k \beta_k X_i + \log(e_i)
\]
β₀ ∼ Normal(0, 3²) \tag{10}

βₖ ∼ Normal(0, 3²) \tag{11}

where β₀, the intercept of the model, represents the RR of a rural municipality exposed to the average observed pollutant hazard (that was centred), βₖ denotes the regression coefficient for the k covariates PM2.5 (centred and scaled by 15 µg/m³) and DEGURBA index, and Xᵢ is the observed value of each k covariate in the i municipalities. The association between the temporal parametric trend with the outcome running the same set of random components plus the scaled year (with respect to the year 2010) in the fixed component term was also assessed. For conditioning results on the known information in all models, the expected counts previously calculated were introduced as the offset of new regression.

A total of eight models differing both for the complexity of the fixed effect and the random effect component (four models with the temporal parametric trend as the fixed effect and four without the temporal parametric pattern, with different random components) were investigated (see Supplementary Materials—Models Specification). Increasing the overall complexity, the results of the previous best model (in terms of information criteria) were used to define informative priors to the following one to shrink the effect of collinearity between the spatially autocorrelated environmental exposure to the pollutant and the conditional autoregressive spatial random effect [36]. Watanabe–Akaiake information criterion (or Widely–Akaiake Information criteria: WAIC) [37] and Leave-One-Out Cross-Validation Information criteria (LOO-CV, or simply LOO) [38] and their asymptotically normal differences were used to identify the best model among those fitted [39,40]: information criteria were lower when the best model was chosen.

The Bayesian setting of the analysis allows to take into consideration the information between different models.

To evaluate uncertainty of regression parameters and RR estimates, posterior probabilities (PPs) [39] were computed extracting 100,000 random samples from posterior distributions, conditioning for their scales and calculating the relative frequency of the occurrence of random samples with RR higher than the pre-fixed cut-off of unitary value. In order to assess the spatial distribution of the RR for each municipality, medians of the marginal posterior distribution of fitted RRs were used. To quantify and evaluate our uncertainty around our RR estimates, PPs were calculated as the relative frequency to observe a RR higher than the pre-fixed cut-off of unitary value. A PP > 0.90 indicated that the municipality showed a higher RR estimate with respect to the provincial median RR more than 90% of the time, otherwise a PP < 0.10 implied that that municipality presented a higher RR estimate with respect to the provincial median RR less than 10%. In other words, municipalities with a PP higher than 0.90 were defined as being at “high risk”, while municipalities which presented a PP smaller than 0.10 were designated as “low risk.”

In the first modelling phase, a simple non-informative Bayesian log-linear model defined as the log expected count, without any kind of random effect, using each data point as independent, was assessed. A normal-Gaussian prior on regression parameters centred at 0 and with a standard deviation of 3 on the log OR scale, giving a plausible log OR value defined at the 95% credibility interval [-5.879, 5.875] in the parametric space, was used.

In the second modelling phase, accounting for the data structure, a random component for each municipality was introduced to take into account the over-dispersion: a non-informative Inverse-Gamma hyperprior on the variance of random component was set, while in the fixed-component, informative Normal-Gaussian priors on the log OR scale, based on the previous model results, were used.

To introduce the spatial structure of the lattice in the third modelling phase, a conditional autoregressive random component to each dichotomous neighbourhood structure was applied. The hyperprior on the variance parameter was set to be non-informative. Conditioning for the first and the second modelling phase, a set of informative priors on regression coefficients based on the second phase results was used (information criteria suggested a better fit).
In the fourth modelling phase, a BYM random component with informative distributions on hyperpriors (conditioning with previous results) and regression parameters priors was applied. No issues on lack of convergence, measured with Rhat statistics and evaluated with trace-plots, should be reported.

Hamiltonian Monte Carlo and Markov chains, or HMC/MC approach [41] was used to run the entire analysis with Stan [42] and its C++ model compiler through R program [43]. From each marginal posterior distribution, 20,000 iterations were sampled from four independent Markov chains after a standard burning/warmup period, 50% of the total chain length. The convergence of each MCMC was assessed graphically with trace plots and with the Gelman-Rubin Rhat statistics [44].

To compare PM2.5 annual mean between years in the study period, analysis of variance (ANOVA) for repeated measures and its appropriate post-hoc test were used. The Bonferroni’s correction for multiple comparisons was applied.

The analyses were made using R version 3.6.1 and in particular, several R packages: rstan [45] to interface R and Stan, loo [46] to run the model comparison phase, tidyverse [47] to process raw data, tidybayes [48] to handle Stan objects in a “tidy way”, sf [49] to create spatio-temporal data-frames, spdep [50] to define and process adjacency matrices, rgdal [51] to handle Shapefiles (.shp), and ggplot2 to make maps [52] and polygons in R.

3. Results

3.1. Air Pollution and Degree of Urbanisation

Estimated PM2.5 year-municipality mean concentration from 2010 to 2012 showed an increasing pattern; in contrast, during the period 2012–2014, the distribution presented a decreasing trend, which rose again in 2015, bringing up to the initial estimated values, as shown in Table 1. The temporal trend of PM2.5 annual mean concentration was robust (p-value < 0.001), and all paired comparisons were significant at post-hoc test (p-value < 0.001) except for the comparison of 2010 and 2015.

Table 1. Summary of particulate matter (PM, annual mean) concentration in µg/m$^3$ in the study period. SD = standard deviation.

| Year | Mean | SD   | Min | Max | Frequency of Municipalities Exceeding the Limit Value Defined for PM2.5 N (%) |
|------|------|------|-----|-----|--------------------------------------------------------------------------------|
| 2010 | 21.28| 5.37 | 6.70| 31.54| 51 (27.12%)                                                                     |
| 2011 | 22.48| 6.11 | 7.50| 34.45| 75 (39.88%)                                                                     |
| 2012 | 23.58| 6.49 | 8.13| 37.07| 103 (57.78%)                                                                    |
| 2013 | 19.40| 5.77 | 5.88| 31.39| 31 (16.48%)                                                                     |
| 2014 | 17.52| 5.08 | 5.44| 28.02| 4 (2.12%)                                                                        |
| 2015 | 21.38| 6.33 | 6.92| 35.31| 55 (29.25%)                                                                     |

The highest annual mean levels of particulate matter (≥30 µg/m$^3$) were found in the municipalities of the Northern part of the Pavia province (to the border with the province of Milan, the most densely populated province of the Lombardy Region), while the lowest annual mean concentration was in the municipalities of the Southern area, known as the Oltrepo’ (≤10 µg/m$^3$). This spatial pattern was the same in all the studied years, as shown in Figure 2.
Table 1. Summary of particulate matter (PM, annual mean) concentration in µg/m³ in the study period. SD = standard deviation.

| Year | Mean | SD  | Min | Max | Frequency of Municipalities Exceeding the Limit Value Defined for PM2.5 |
|------|------|-----|-----|-----|------------------------------------------------------------------------|
| 2010 | 21.28| 5.37| 6.70| 31.54| 51 (27.12%)                                                            |
| 2011 | 22.48| 6.11| 7.50| 34.45| 75 (39.88%)                                                            |
| 2012 | 23.58| 6.49| 8.13| 37.07| 103 (57.78%)                                                           |
| 2013 | 19.40| 5.77| 5.88| 31.39| 31 (16.48%)                                                            |
| 2014 | 17.52| 5.08| 5.44| 28.02| 4 (2.12%)                                                              |
| 2015 | 21.38| 6.33| 6.92| 35.31| 55 (29.25%)                                                            |

The highest annual mean levels of particulate matter (≥30 µg/m³) were found in the municipalities of the Northern part of the Pavia province (to the border with the province of Milan, the most densely populated province of the Lombardy Region), while the lowest annual mean concentration was in the municipalities of the Southern area, known as the Oltrepo’ (≤10 µg/m³). This spatial pattern was the same in all the studied years, as shown in Figure 2.

Figure 2. Spatio-temporal distribution of PM2.5 annual mean concentration (µg/m³) for each municipality: higher concentrations of particulate matter are indicated with darker colours and smaller concentrations with light colours.

The spatial distribution of year-specific annual mean PM2.5 concentrations was strongly spatially auto-correlated given Moran Index (I = 0.954): Monte Carlo-simulated p-values were never higher than 0.001. During the study period, it was estimated that the frequency of municipalities recording total days in exceedance of daily limit value defined for PM2.5 concentration ranged from 2.12% to 57.78%, with a heterogeneous distribution across years, as reported in Table 1. The majority of municipalities (160 out of 188) was classified as rural or semi-urban by the DEGURBA index, as depicted in Figure 3, and never changed the categories in the studied years; so, the DEGURBA index was considered invariant. The municipalities classified as urban identified two clusters: the first was composed by Pavia (the most populous municipality and capital city of the province) and the hinterlands in the central part of the province, while the second included Vigevano (the most important town of Lomellina) and the surrounding municipalities, in the north-western part of the province.

3.2. Cardiovascular Mortality

In the overall study period, 14,183 cardiovascular deaths were observed in the study area, as summarised in Table 2. No clear trend in mortality rate was found between gender (PP > 0.05): the difference in frequencies could be considered constant during the study period.
never changed the categories in the studied years; so, the DEGURBA index was considered invariant. The municipalities classified as urban identified two clusters: the first was composed by Pavia (the most populous municipality and capital city of the province) and the hinterlands in the central part of the province, while the second included Vigevano (the most important town of Lomellina) and the surrounding municipalities, in the north-western part of the province.

Figure 3. Spatial distribution of the DEGURBA index (degree of urbanisation index): the degree of urbanisation was considered invariant throughout the study period.

### 3.2. Cardiovascular Mortality

In the overall study period, 14,183 cardiovascular deaths were observed in the study area, as summarised in Table 2. No clear trend in mortality rate was found between gender (PP > 0.05): the difference in frequencies could be considered constant during the study period.

Table 2. Summaries of observed cardiovascular deaths and crude mortality rate in each year of the study period by gender.

| Year | Observed Deaths | Mortality Risk Per 1000 |
|------|-----------------|------------------------|
|      | Males | Females | Overall Population | Males | Females | Overall Population |
| 2010 | 963   | 1424    | 2387              | 3.72  | 5.14    | 4.46              |
| 2011 | 947   | 1353    | 2300              | 3.66  | 4.88    | 4.29              |
| 2012 | 1000  | 1405    | 2405              | 3.87  | 5.07    | 4.49              |
| 2013 | 939   | 1362    | 2301              | 3.63  | 4.92    | 4.30              |
| 2014 | 944   | 1316    | 2260              | 3.65  | 4.75    | 4.22              |
| 2015 | 1054  | 1476    | 2530              | 4.06  | 5.33    | 4.72              |

As shown in Figure 4, the SMRs did not provide a clear spatial pattern of the disease risk estimates from 2010 to 2015. Even if higher SMRs were found in each studied year for the municipalities located in the Western part of the Pavia province (overlapping the subarea Lomellina), these excesses between Lomellina and other subareas (Pavese and Oltrepo’) were not significantly different (Figure A1, Appendix A).
As shown in Figure 4, the SMRs did not provide a clear spatial pattern of the disease risk estimates from 2010 to 2015. Even if higher SMRs were found in each studied year for the municipalities located in the Western part of the Pavia province (overlapping the sub-area Lomellina), these excesses between Lomellina and other subareas (Pavese and Oltrarno') were not significantly different (Figure A1, Appendix A).

Figure 4. Spatio-temporal distribution of crude standardised mortality ratios (SMR) (maximum likelihood estimates from Poisson assumption).

Higher SMRs were always estimated for municipalities weakly populated and classified as rural areas by the DEGURBA index, apart from Pavia, which had year-specific SMRs (with its 95% Poisson exact confidence intervals) that were less than 1 per year (2010: 0.926 [0.829–1.032], 2011: 0.884 [0.787–0.989], 2012: 0.937 [0.839–1.043], 2013: 0.954 [0.853–1.063], 2014: 0.894 [0.796–1.001], 2015: 0.882 [0.790–0.983]).

3.3. Models

In the modelling phase, the DEGURBA index and PM2.5 concentrations were included as covariates in each model. The urban category was merged with peri-urban for the DEGURBA index, since only two municipalities were classified as urban. Whereas the PM2.5 was scaled by 15 µg/m³ to make the estimated parameter and the intercept meaningful, it helped the algorithm to reach the stationary state of the MCMC.

The log-linear Poisson hierarchical model (Model 2A or M2A) with a spatially unstructured random intercept for each municipality (188 random intercepts) in the study period had the best fit given the lowest information criteria (in terms of WAIC and LOOIC) for each combination of fixed effect predictors, as shown in Table 3. The best model, M2A, estimated a significant increase (PP = 0.999), 7.5%, in the risk of death for cardiovascular diseases by an increase of 15 µg/m³ in PM2.5, independently by urbanisation degree (Table A1, Appendix A). Also, rural municipalities showed a risk for cardiovascular diseases death 2.2% higher than urban or peri-urban ones, but in this case, the association was borderline significant (PP = 0.937). All the modelling phase results are reported in Table A2 in Appendix A.

Models without temporal trend generally performed better and were less complex than those with temporal trend when comparing LOO-CV between each model’s sub-setting for the fixed component (p < 0.001). Moreover, the random component of every pair of models showed a significant difference when comparing LOO-CV after Bonferroni’s correction (M2 vs M4 p = 0.0014, M1, M2, and M4 vs M3 p < 0.001, M2 vs M1 p < 0.001).
Similar significant differences between models were found using WAICs in term of log-likelihood function (results not reported).

Table 3. Information criteria evaluated during the modelling phase. All information criteria are shown with their standard error.

| Models                                      | Without Temporal Trend (A) | With Temporal Trend (B) |
|---------------------------------------------|----------------------------|-------------------------|
| **WAIC** *                                  | **LOO-CV** **              | **WAIC**                |
| M1—Log-linear                               | 5350.4 ± 73.7              | 5353.2 ± 73.9           |
| M2—Log-linear with spatially unstructured random intercept | 5152.3 ± 58.7              | 5155.1 ± 58.8           |
| M3—Log-linear with spatially structured random intercept | 5306.4 ± 67.0              | 5314.6 ± 67.6           |
| M4—Log-linear with the BYM# convolution random component | 5163.8 ± 58.0              | 5171.2 ± 58.5           |

* WAIC = Watanabe—Akaike Information Criteria; ** LOO-CV = Leave-one-out Cross-Validation Information criteria; #BYM = Besag, York and Mollié.

Based on the best model, the spatio-temporal distribution of RRs for cardiovascular diseases, controlled by PM2.5 concentrations and urbanisation degree, are presented in Figure 5a. The distribution of estimated risk of death for cardiovascular diseases did not change across the years. The presence of three clusters of high-risk for cardiovascular diseases in Lomellina in all the studied years was confirmed: 15 out 58 municipalities of this subarea showed estimated RRs at least 25% significantly (PP > 0.90) greater than the median provincial observed risk, as clearly derived comparing the spatio-temporal distribution in Figure 5a with the posterior probabilities’ distribution in Figure 5b. The largest cluster was composed by 6 municipalities placed in the central part of Lomellina showing 4 municipalities with the risk of death for cardiovascular disease more than 25% (RR > 1.25). The other clusters of RRs significantly higher than the provincial median RR were identified in the Western and Southern parts of Lomellina, neighbouring the Piedmont Region. Contrary to Lomellina, neither the Pavese nor the Oltrepo’ areas were identified as having clusters of high RRs. However, the municipalities of Arena Po, Campospinoso, and Santa Maria della Versa in Oltrepo’ showed a significantly greater risk of death for cardiovascular diseases, by 25% (RR > 1.25).

Finally, only 11 municipalities showed a risk of cardiovascular death significantly (PP < 0.10) lower with respect to the provincial median RR (Figure 5a,b) in all of the studied years and no clearly lower risk cluster was identified. Most of these municipalities were in Oltrepo’, and apart from Romagnese, the RRs for cardiovascular diseases ranged between 0.75 and 1.00. The administrative centre of the Province (Pavia) was confirmed to have a risk of death for cardiovascular disease significantly (PP < 0.10) less than the median provincial value (RR < 0.75) in all the study years.
Figure 5. Spatio-temporal distribution of relative risk (RR) estimates provided by the Log-linear with spatially unstructured random intercept and posterior probabilities (PP). (a) RR estimates are “temporally” smoothed by the random intercepts posed on each municipality during the study period. Darker municipalities have a higher RR estimate, while those with whiter colours show a smaller risk estimate given by the marginal posterior distribution of RR for each area. (b) PP are calculated as $p(\hat{RR}_i > 1)$. Areas marked with a darker colour are more likely to be high-risk municipalities; conversely, areas marked with a whiter colour are likely to show a smaller risk.
4. Discussion

The cardiovascular mortality is stable in the study period and shows a heterogeneous distribution in the province of Pavia. Marked clusters of cardiovascular risk of death significantly higher than the provincial median RR were always identified in Lomellina subareas in all of the studied years, after the adjustment for air pollution level and degrees of urbanisation. Moreover, several isolated municipalities in Oltrepo’ showed RRs significantly greater than the provincial median RR.

In general, after conditioning with particulate matter and degree of urbanisation, areas with smaller PM2.5 \( \mu g/m^3 \) annual mean levels had significantly smaller RRs estimates, while highly polluted areas showed significantly higher RRs. Clusters for cardiovascular mortality in Lomellina overlap the municipalities with highest PM2.5 annual concentrations, but this is not true for municipalities with elevated RRs placed in Oltrepo’, typically with the lowest air pollution levels. These findings confirm the evidence recently reported from the studies on the Seoul Metropolitan area [24] and in the Zhejiang province in China [12], in which the cardiovascular mortality is significantly related to PM10 and PM2.5, respectively. The Korean study proves that in most cases, hot spots of cardiovascular mortality are within the area characterised by high levels of particulate matter (PM10). The Chinese research finds RRs for Ischemic Heart Disease (IHD) highest in people residing in an industrial city, showing the greatest concentration levels of PM2.5 and the lowest RR in those living in a light industrial city located on a mountain or in natural reserves characterised by lower levels of air pollutants. However, unlike previous published studies, the municipalities with significant risk of death from cardiovascular diseases with respect to the median estimated for overall province and with elevated air pollution levels are neither industrialised places nor have high population density. So, high levels of air pollutants may be attributable to other sources common to the Po Valley. Altitude, geographical characteristics, and wind may influence the environmental pollution. An inverse relation of air pollution concentration with altitude is well-noted. In the present study, the distribution of particulate matter shows a descending gradient concentration from the Northern to the Southern municipalities: increasing the altitude, the environmental exposure seems to fall, which is confirmed in published literature [53]. The province of Pavia in the Po Valley presents stagnant wind conditions for long periods that influence the accumulation of air pollution. The Alps act as a barrier to the winds, further favouring the accumulation of pollutants. In summary, these factors contribute to the thermal inversion which creates an increase in air pollutants’ concentration in the low strata of the atmosphere.

Some municipalities in the subarea Oltrepo’ (Arena Po, Campospinoso, and Santa Maria della Versa) show a cardiovascular mortality significantly higher than the median provincial mortality. An explanation for this excess of risk is difficult to find taking into account that PM2.5 concentration in this subarea is the lowest of the Province, as shown in Figure 2, and no active source of environmental pollution is known for these municipalities: two factories were involved in the asbestos production until the total ban on use and manufacturing of asbestos from 1992 at Arena Po and at Broni, an immediate neighbour of Campospinoso [54]. Other environmental factors further PM2.5 and life habits might be responsible of this excess of risk, but these should be investigated in other studies. However, a Canadian study finds a significant association between cardiovascular mortality and exposure to concentrations of PM2.5 as low as a few micrograms per cubic metres: in this work, the estimated mean concentration of PM2.5 for subjects across the Country is 8.17 \( \mu g/m^3 \) [55]. Similarly, a study conducted in the US confirms a significant association between low levels of PM2.5 (annual mean concentration range: 8–12 \( \mu g/m^3 \)) and death for cardiovascular diseases [56].

At the time the study was conducted and from the knowledge obtained, spatio-temporal distribution for cardiovascular mortality taking into account air pollution and degree of urbanisation had not been reported before in the open literature in the way proposed in the present paper in municipalities of this small area in the Po Valley.
The approach used in the present work to estimate the spatial distribution of mortality allows one to overcome the limits of the classical frequentist method that produces non-homogeneous maps of risk distribution (so-called “leopard spot” maps), typically affected by the random variability due to the few death events occurring in small areal units (municipalities), such as those of Oltrepo’ and Lomellina. In a map derived from the classical approach, not only it is difficult to identify clusters, but also the municipalities that show that a greater risk might not be affected by an excess of mortality. In other words, the epidemiological interpretation of frequentist maps is hard because the estimations of interest are masked by the random noise of the data and vice versa. In contrast, using a Bayesian approach the estimate of spatial distributions of risk maps is smoother and easier to interpret. The Bayesian methodology applied in the present work builds geographical distribution maps by modelling the random and the true variations separately, in a random and fixed component. In this way, the random noise from the final Bayesian map is filtered out and the map shows the true variations of cardiovascular risk of death that are interpretable as a reliable estimate of area-specific RRs. Moreover, the implemented model permits the evaluation in time of geographical distribution of cardiovascular risk of death related to levels of air pollution and degrees of urbanisation.

Finally, the information between modelling phases is borrowed in the present paper to reduce the effect of collinearity between the random clustering component and spatially autocorrelated covariates.

The Bayesian methodology maps the true distribution of the cardiovascular risk of death in the Province of Pavia. So, municipalities where RR was greater or lower than the median provincial cardiovascular risk of death indicate areas with higher or lower risk.

The main limitation of the present work is the ecological design, so the significant association of cardiovascular risk of deaths identified may be affected by ecological bias. Studies on the people living in the municipalities showing a higher risk are needed to confirm the excess described in relation to environmental factors.

5. Conclusions

The mortality for cardiovascular diseases in one of the most polluted Italian areas is spatially related with particulate matter adjusted by degree of urbanisation. The higher the annual mean level of PM2.5 is, the greater the relative risk for cardiovascular diseases with respect to the mortality estimated in the same area.

The presence of important industrial plants (i.e., petrochemical plant, in Sannazzaro de’ Burgundi, and waste incinerator in Vigevano and Corteolona) does not seem to be a risk factor for cardiovascular mortality for the people living in the same municipalities in which these plants are located. The cardiovascular mortality of individuals in both the areas with important industrial plants and those living in urban areas is similar. The last aspect might be related to the presence of a network of specialised medical hospitals which gives a lot of opportunities to be rapidly treated, lowering the mortality risk for cardiovascular diseases. If an ischemic attack occurs, a quick intervention is extremely important to prevent death.

Finally, in the next studies, the deprivation index should be included in the analyses to control the possible confounding effect at the individual level. In this way, the association between cardiovascular diseases and unhealthy lifestyles (i.e., alcohol and tobacco consumption) might be controlled.

The Province of Pavia falls perfectly in the field of health assessments for small areas because the study region is predominantly rural, and few deaths could result in high values of estimates provided by maximum likelihood estimators (SMR).
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**Appendix A**

![Figure A1](image_url)

**Figure A1.** Graphical representation of the hierarchical model to compare sub-regions’ overall means with varying the standard deviation between global means Bayesian hierarchical model with 100 different hyperpriors’ specifications of variance parameters of the subareas’ mean (scaled inverse chi-squared distributions with 10 degrees of freedom and scales varying between 0.1 and 1.5, using as input the year-subareas mean) was applied. The local subareas’ estimated mean of Lomellina seemed to have different values of standardised mortality ratio (SMR) with respect to other subareas, but this difference was not significant given that the 1-PP (PP = posterior probability) values (corrected with Bonferroni’s correction) were smaller than 0.95 in the difference ($p(\text{difference} > 0.05)$).
Table A1. Summary statistics of marginal posterior distribution of the exponential transformation of regression parameters of our best proposed model. Posterior probabilities (PPs) can be seen as “p-values” complementary to 1. In the first column, there is the mean of the marginal posterior distributions (MPDs) of a parameter (OR), and in the second column, the standard deviation of that parameter. In the following 5 columns, there are the percentiles (perc.) of MPD. Finally, in the last two columns, there are the posterior probability (PP) that the estimated parameters are more, \( p(\hat{\beta}_p > 1) \), or less, \( p(\hat{\beta}_p < 1) \), than 1. A predictor was defined as a risk factor if it has a \( p(\hat{\beta}_p > 1) \) close to 1; conversely, a parameter associated with a protective factor will have \( p(\hat{\beta}_p < 1) \) close to 1.

| Covariates                          | \( e^{\hat{\beta}_p} \) | SD(\( e^{\hat{\beta}_p} \)) | 2.5th perc. | 25th perc. | Median | 75th perc. | 97.5th perc. | \( p(\hat{\beta}_p > 1) \) | \( p(\hat{\beta}_p < 1) \) |
|-------------------------------------|---------------------------|-------------------------------|-------------|------------|--------|------------|-------------|-----------------------------|-----------------------------|
| (Intercept)                         | 0.977                     | 0.009                         | 0.958       | 0.970      | 0.977  | 0.984      | 0.997       | 0.013                      | 0.986                       |
| PM2.5 in \( \mu g/m^3 \)            | 1.075                     | 0.020                         | 1.034       | 1.061      | 1.075  | 1.089      | 1.116       | 0.999                      | 0.000                       |
| DEGURBA index rural vs urban        | 1.022                     | 0.014                         | 0.993       | 1.012      | 1.021  | 1.031      | 1.050       | 0.937                      | 0.062                       |

Table A2. Output of all fitted models. Posterior probabilities (PPs) can be seen as “p-values” complementary to 1. The first column is the mean of the marginal posterior distributions (MPDs) of a parameter (OR) and the second column is with the standard deviation of that parameter. The following 5 columns are the percentiles (perc.) of MPD. Finally, in the last two columns, there are the posterior probability (PP) that the estimated parameters are more, \( p(\hat{\beta}_p > 1) \), or less, \( p(\hat{\beta}_p < 1) \), than 1. A predictor was defined as a risk factor if it has a \( p(\hat{\beta}_p > 1) \) close to 1; conversely, a parameter associated with a protective factor will have \( p(\hat{\beta}_p < 1) \) close to 1.

(a) Model 1

| Covariates                          | \( \hat{\beta}_p \) | SD(\( \hat{\beta}_p \)) | 2.5th perc. | 25th perc. | Median | 75th perc. | 97.5th perc. | \( p(\hat{\beta}_p > 1) \) | \( p(\hat{\beta}_p < 1) \) |
|-------------------------------------|---------------------|--------------------------|-------------|------------|--------|------------|-------------|-----------------------------|-----------------------------|
| (Intercept)                         | -0.0207             | 0.0117                   | -0.0437     | -0.0285    | -0.0208| -0.0128    | 0.00221      | 0.0393                      | 0.961                       |
| PM2.5 in \( \mu g/m^3 \)            | 0.0731              | 0.0227                   | 0.0291      | 0.0577     | 0.0728 | 0.0882     | 0.118        | 0.999                      | 0.00065                     |
| DEGURBA index rural vs urban        | 0.0313              | 0.0180                   | -0.00422    | 0.0194     | 0.0313 | 0.0436     | 0.0662       | 0.959                      | 0.0413                      |

(b) Model 2

| Covariates                          | \( \hat{\beta}_p \) | SD(\( \hat{\beta}_p \)) | 2.5th perc. | 25th perc. | Median | 75th perc. | 97.5th perc. | \( p(\hat{\beta}_p > 1) \) | \( p(\hat{\beta}_p < 1) \) |
|-------------------------------------|---------------------|--------------------------|-------------|------------|--------|------------|-------------|-----------------------------|-----------------------------|
| (Intercept)                         | -0.0228             | 0.0102                   | -0.0426     | -0.0297    | -0.0228| -0.0159    | -0.0026      | 0.0138                      | 0.9860                      |
| PM2.5 in \( \mu g/m^3 \)            | 0.0726              | 0.0193                   | 0.0341      | 0.0596     | 0.0726 | 0.0855     | 0.1100       | 1.0000                     | 0.00005                     |
| DEGURBA index rural vs urban        | 0.0217              | 0.0142                   | -0.0063     | 0.0120     | 0.0217 | 0.0313     | 0.0494       | 0.9370                     | 0.0628                      |
Table A2. Cont.

| Covariates                | \(\hat{\beta}_p\) | SD(\(\hat{\beta}_p\)) | 2.5th perc. | 25th perc. | Median | 75th perc. | 97.5th perc. | \(p(\hat{\beta}_p > 1)\) | \(p(\hat{\beta}_p < 1)\) |
|---------------------------|--------------------|-------------------------|-------------|------------|--------|------------|--------------|----------------|----------------|
| (Intercept)               | −0.0236            | 0.0083                  | −0.0399     | −0.0291    | −0.0236| −0.0181    | −0.0073       | 0.0027         | 0.9970         |
| PM2.5 in \(\mu g/m^3\)   | 0.0678             | 0.0201                  | 0.0287      | 0.0544     | 0.0676 | 0.0814     | 0.1070        | 1.0000         | 0.0003         |
| DEGURBA index rural vs urban | 0.0284             | 0.0122                  | 0.0046      | 0.0203     | 0.0285 | 0.0366     | 0.0522        | 0.9900         | 0.0102         |
| Calendar year             |                    |                         |             |            |        |            |              |                |                |

(c) Model 3

| Covariates                | \(\hat{\beta}_p\) | SD(\(\hat{\beta}_p\)) | 2.5th perc. | 25th perc. | Median | 75th perc. | 97.5th perc. | \(p(\hat{\beta}_p > 1)\) | \(p(\hat{\beta}_p < 1)\) |
|---------------------------|--------------------|-------------------------|-------------|------------|--------|------------|--------------|----------------|----------------|
| (Intercept)               | −0.0290            | 0.0122                  | −0.0529     | −0.0373    | −0.0289| −0.0207    | −0.0050       | 0.0089         | 0.9910         |
| PM2.5 in \(\mu g/m^3\)   | 0.0693             | 0.0205                  | 0.02910     | 0.0556     | 0.0693 | 0.0829     | 0.1090        | 1.0000         | 0.0004         |
| DEGURBA index rural vs urban | 0.0297             | 0.0127                  | 0.0046      | 0.0211     | 0.0296 | 0.0382     | 0.0547        | 0.9890         | 0.0109         |
| Calendar year             | 0.00144            | 0.00425                 | −0.00700    | −0.00142   | 0.00145| 0.00432    | 0.00974       | 0.634          | 0.366          |

(d) Model 4

| Covariates                | \(\hat{\beta}_p\) | SD(\(\hat{\beta}_p\)) | 2.5th perc. | 25th perc. | Median | 75th perc. | 97.5th perc. | \(p(\hat{\beta}_p > 1)\) | \(p(\hat{\beta}_p < 1)\) |
|---------------------------|--------------------|-------------------------|-------------|------------|--------|------------|--------------|----------------|----------------|
| (Intercept)               | −0.0235            | 0.0103                  | −0.0436     | −0.0304    | −0.0235| −0.0166    | −0.0031       | 0.0109         | 0.9890         |
| PM2.5 in \(\mu g/m^3\)   | 0.0768             | 0.0207                  | 0.0360      | 0.0628     | 0.0769 | 0.0906     | 0.1180        | 1.0000         | 0.0002         |
| DEGURBA index rural vs urban | 0.0209             | 0.0140                  | −0.0067     | 0.0113     | 0.0207 | 0.0304     | 0.0483        | 0.9320         | 0.0680         |
| Calendar year             |                    |                         |             |            |        |            |              |                |                |
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