Probing Alloy Formation Using Different Excitonic Species: The Particular Case of InGaN
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Since the early 1960s, alloys are commonly grouped into two classes that feature either bound states in the band gap (I) or additional, nondiscrete band states (II). Consequently, one can observe either excitons bound to isoelectronic impurities or the typical band edge emission of a semiconductor that shifts and broadens with rising isoelectronic doping concentration. Microscopic parameters for class I alloys can directly be extracted from photoluminescence (PL) spectra, whereas any conclusions drawn for class II alloys usually remain limited to macroscopic assertions. Nonetheless, we present a spectroscopic study on exciton localization in a mixed-crystal alloy (class II) that allows us to access microscopic alloy parameters. In order to illustrate our approach, we study bulk In$_{x}$Ga$_{1-x}$N epilayers at the onset of alloying ($0 \leq x \leq 2.4\%$) in order to understand their robustness to point and structural defects. Through an in-depth PL analysis it is demonstrated how different excitonic complexes (free, bound, and complex bound excitons) can serve as a probe to monitor the dilute limit of class II alloys. From an $x$-dependent linewidth analysis we extract the length scales at which excitons become increasingly localized, i.e., their conversion from a free to a bound particle upon alloy formation. Already at $x = 2.4\%$ the exciton diffusion length is reduced to $5.7 \pm 1.3$ nm at a temperature of 12 K; hence, detrimental exciton transfer mechanisms toward nonradiative defects are suppressed. In addition, the associated low-temperature PL data suggest that a single indium atom cannot permanently capture an exciton. The low density of silicon impurities in our samples even allows studying their local indium-enriched environment at the scale of the exciton Bohr radius based on impurity bound excitons. The associated temperature-dependent PL data reveal an alloying dependence for the exciton-phonon coupling. Thus, the formation of the random alloy can not only be monitored by the emission of various excitonic complexes, but also more indirectly via the associated coupling(s) to the phonon bath. Micro-PL spectra even give access to a probing of silicon bound excitons embedded in a particular environment of indium atoms thanks to the emergence of a series of individual and energetically sharp emission lines (full width at half maximum $\approx 300 \mu$eV). Consequently, the present study allows us to extract microscopic properties formerly mostly only accessible for class I alloys.
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I. INTRODUCTION

Upon alloying, host atoms in insulators, semiconductors, or metals are replaced by atoms with an equivalent valence electron structure, giving rise to isoelectronic impurities. Despite the matching valency, which does not lead to $n$- or $p$-type doping in the case of a semiconductor crystal, the total number of electrons is altered, inducing fundamental changes in the electronic band structure and the associated optical signatures of alloying. As already pointed out by Thomas et al. in 1965 [1] and later further conceptualized by Czaja [2] and Dean et al. [3] among others, such isoelectronic impurities can be divided into two classes: For the first class (I), discrete electronic levels are formed in the band gap that can be studied by the related emission of bound excitons in, e.g., GaP: N [1,4], GaP: Bi [5], GaAs: Bi [6], GaAs: N [7,8], ZnTe: O [9], CdS: Te [10], ZnO: Hg [11], and GaN: As [12,13]. However, such highly localized bound excitons related to isoelectronic centers strongly differ from the wide range of bound excitons known for shallow impurities in semiconductors and cannot be described by an effective mass approach [14–16]. The second class of isoelectronic centers (II) evokes the formation of mixed-crystal alloys like, e.g., SiGe [17], GaAsP [18,19], InGaAs [20], AlGaAs [21], InGaN [22], AlGaN [23,24], CdSSe [25,26], ZnSeTe [26], and MgZnO [27]. In these cases, no new electronic levels are formed in the band gap, but rather in the bands themselves, a process often described as hybridization [28]. Clearly, such a
simple classification is not always straightforward [29] and even a continuous, concentration-dependent transition between these two classes of isoelectronic centers has been reported for the unique case of silver halides [30].

The consequences resulting from the existence of these two types of isoelectronic centers in nature for any optical material characterization are pivotal. For class I alloys, the apparent rich optical signature of, e.g., isoelectronic bound excitons [31] allows us to directly extract microscopic material parameters from macroscopic photoluminescence (PL) spectra. Not only the number of isoelectronic impurities per binding center can be extracted [1,4,6], but even the distance in between these impurities or their constellation can be determined [4,32,33]. In contrast, for class II alloys, such spectroscopic analysis is hampered. Commonly, only a continuous shift of the band edge luminescence is observable, which is additionally plagued by a pronounced linewidth broadening [20,21], preventing any detailed information to be extracted from PL spectra. Consequently, in contrast to class I alloys, only a rather indirect analysis of such mixed-crystal alloys is feasible by optical techniques. What further worsens the situation is the fact that isoelectronic impurities related to class II alloys are more abundant in nature in comparison to their type I counterparts [2]. Furthermore, most technologically relevant alloys (e.g., InGaAs, AlGaAs [34], AlInGaP [35], InGaN, InAlN [36], and AlGaN [37]) belong to class II alloys. Among them, especially III-nitride alloys have recently proven their importance for a wide range of applications, rendering a spectroscopic analysis beyond the limits of their classification as mixed-crystal alloys an auspicious task. The apparent difference in the optical signature of these two alloy classes also forms part of the motivation for the employed labeling. Therefore, we aim to denote a ternary alloy in the spirit of a doped binary semiconductor (AB:C) as long as spectrally well-isolated isoelectronic bound excitons dominate the overall band edge emission [4]. Otherwise, we apply the common notation for a ternary semiconductor alloy (ABC).

Over the past decade, III-nitride-based semiconductors have reached a high level of dissemination second only to silicon based on a wide range of applications covering both electronics and optoelectronics [38]. Many aspects of our daily life are already impacted by III-nitride-based light-emitting diodes (LEDs) and laser diodes [39,40], while high-power electronics is also on the rise [41,42]. Here, ternary alloys like InGaN and InAlN play a crucial role, as essential properties like, e.g., their emission wavelength can be tuned over a wide range [43] in order to suit the particular application of choice. Such alloys containing indium are often seen as “special alloys” because many devices like LEDs based on InGaN/GaN quantum wells (QWs) perform astonishingly well, with internal quantum efficiencies $\eta_{\text{int}}$ well beyond 80% [44], even though the threading dislocation density is high with values in the $10^8$–$10^9$ cm$^{-2}$ range [45]. Generally, the material proves particularly robust against structural and point defects in comparison to other III-V alloys (e.g., InGaAs, AlGaAs, AlInGaP, etc.) [35], as outlined in the seminal paper of Chichibu et al. [36]. However, the physical origin behind this behavior is yet not well understood, and several possible causes have been discussed in the literature, as detailed in the following.

Early explanations accounting for the particular case of InGaN range from large structural defects like V pits [46] and indium clusters [47], over indium zigzag chains [36,48], to the particular electronic environment of a single indium atom [28]. All explanations share the common idea that localization of carriers occurs in the alloy, ultimately leading to higher $\eta_{\text{int}}$ values. As soon as carriers are localized, their diffusion to nonradiative centers is suppressed, which in turn enhances $\eta_{\text{int}}$. While larger structural defects can nowadays be excluded for III-nitride materials based on a combination of structural [scanning transmission electron microscopy (STEM), nanoscale secondary ion mass spectroscopy (nano-SIMS), etc.] and optical [cathodoluminescence (CL), microphotoluminescence ($\mu$-PL), etc.] techniques, the material analysis at the few to even subnanometer scale remains challenging. Even though recent technical progress made by atom probe tomography (APT) indicates that InGaN is a random alloy [49–51], the impact of assemblies of indium atoms like pairs, triplets, and larger sets on the material’s optical signature remains unclear.

In this work, we show that even for class II alloys it is possible to access microscopic material parameters from PL and $\mu$-PL spectra. A detailed PL analysis of bulk In$_x$Ga$_{1-x}$N epilayers ($0 \leq x \leq 2.4\%$) grown on free-standing GaN substrates (dislocation density $\sim 10^6$ cm$^{-2}$) allows us to extract the effective exciton diffusion length ($r_a$) and its dependence on indium content ($x$). By analyzing the linewidth broadening of free and bound excitons, one obtains probes that monitor the alloy formation on different length scales determined by $r_a$ and the exciton Bohr radius $r_B$, hence, in our case encompassing length scales ranging from tens to a few nanometers. With rising $x$ we measure a decrease of $r_a$ toward $r_B$ using the free exciton ($X_A$) as a probe for the formation of a random alloy in which the excitonic center-of-mass (c.m.) motion becomes increasingly negligible at cryogenic temperatures. In addition, the exciton-phonon coupling is studied, e.g., for silicon-bound excitons ($\text{Si}^3pX_A$), representing an alternative tool to monitor the onset of alloy formation. The spectroscopy of excitons captured at individual indium-related centers proves challenging due to an apparent high density of emitters. Hence, we focus on an analysis of $\mu$-PL spectra of individual silicon-bound excitons embedded in particular configurations of indium atoms in their direct vicinity. As a result, we observe a hierarchy of energetically well-defined emission lines (FWHM $\approx 300$ $\mu$eV) that
originates from excitonic $\text{Si}^nX_A - \text{In}^n$ complexes in the InGaN alloy. Hence, our study opens an original pathway toward a spectroscopic analysis of the microscopic properties of a class II alloy at the nanometer scale by probing distinct configurations of indium atoms at the onset of alloy formation.

The paper is structured as follows. In Sec. II, we first compare the fundamental excitonic properties of a wide range of materials before focusing the motivation to III-V semiconductors represented by indium-doped GaAs and GaN as representatives of class II alloys. We present and discuss our results in Sec. III. This section is subdivided into five parts labeled Secs. III A–III E. In Sec. III A, we show how ensembles of free and bound excitons can serve as probes in the InGaN alloy using PL spectra. Temperature-dependent PL data allow us to analyze the local distribution of indium atoms around particular impurity bound excitons, as demonstrated in Sec. III B. Subsequently, Sec. III C introduces the $\mu$-PL traces of individual excitonic complexes bearing on an impurity embedded in a distinct environment of indium atoms. The spectra of such individual bound excitonic complexes are further analyzed in Secs. III D and III E, motivating the existence of spatially direct and indirect excitonic complexes in the InGaN alloy. In a nutshell, Secs. III A–III E describe the following transition. First, ensembles of excitonic complexes are probed in the alloy by PL. Second, the presented alloy probes become increasingly localized, culminating in the $\mu$-PL observation of individual impurity bound excitonic complexes embedded in a distinct configuration of indium atoms. Section IV finally relates our PL and $\mu$-PL results in a detailed discussion, which motivates future measurements as outlined in the outlook given in Sec. V. Finally, Sec. VI summarizes our findings. Experimental details regarding the spectroscopic and growth techniques can be found in Sec. I of Supplemental Material (SM) [52].

II. CONTEXT AND MOTIVATION

In order to obtain a general understanding of the sensitivity of excitons in alloys to crystal defects, Fig. 1(a) introduces the reduction of $r_B$ with rising band gap energy $E_g$ for a large variety of materials (direct as well as indirect semiconductors and insulators). The higher the ionicity of the crystal—following the transition from IV–IV, over III–V, to II–VI semiconductors—the larger the effective masses of the electrons ($m_e$) and holes ($m_h$) that move in the periodic potential of the lattice. In turn, the excitonic effective mass $\mu$ increases accordingly with $E_g$ like $1/\mu = 1/m_e + 1/m_h$, which is inversely proportional to $r_B$ [53]. Such “heavy” excitons with small $r_B$ values ultimately lead to the transition from Wannier-Mott-type excitons found in most semiconductors to self-trapped excitonic complexes.

![Exciton Bohr radius $r_B$ vs. band gap $E_g$](image)

**FIG. 1.** (a) Hydrogenlike exciton Bohr radius $r_B$ (excitonic ground state) for various material systems comprising semiconductors and insulators that exhibit a band gap energy $E_g$ between $0.2$ and $10\,\text{eV}$. With diminishing $r_B$ and increasing $E_g$, the exciton binding energy $E_{\text{bind}}$ rises (color encoded)—a trend which is also valid for all related alloys. The inverse of the exciton volume $V_X(<r_B>)$ motivates the use of a density $\rho_X$, which yields a first estimate of the excitons' sensitivity to point and structural defects. To illustrate this matter, we compare $\text{In}_n\text{Ga}_{1-x}\text{As}$ (b) and $\text{In}_n\text{Ga}_{1-x}\text{N}$ (c), whose $r_B$ values differ by a factor of $\approx 4$. The indium content $x$ required to find a certain number of indium atoms $n$ in $V_X$ with the probability $\varphi$ is given by the binomial distribution and differs by one order of magnitude in this comparison. While bound excitons average over $\approx V_X$, free excitons monitor the alloy over a larger averaging volume $V_a$ due to their eponymous motion.
excitons frequently observed in silica [54] and halides [55]. As soon as \( r_B \) is reduced, the exciton binding energy \( E_{\text{bind}} \) rises because the Coulomb attraction between the electron and the hole is enhanced. Hence, \( E_{\text{bind}} \) is proportional to \( \mu \) as encoded in the data point colors of Fig. 1(a), leading to the stability of excitons beyond just cryogenic temperatures for large band gap materials like, e.g., GaN [56] and AlN [57].

Already these basic considerations facilitate some conclusions that should be valid for any alloy of class I or II formed by the materials summarized in Fig. 1(a). In alloys with low \( E_g \) values, an exciton averages at least over comparably large exciton volumes \( V_X \propto r_B^3 \). Hence, correspondingly low densities of, e.g., impurities and structural defects \( \rho_X \propto V_X^{-\frac{1}{3}} \) suffice in order to affect or even trap an exciton if the associated perturbation is sufficiently large. In this sense, \( \rho_X \) represents a tentative upper limit for the concentration of such centers affecting most excitons. In contrast, high \( E_g \) materials with lower \( V_X \) values should be less sensitive to elevated defect concentrations based on this simplistic comparison. In order to illustrate this matter, we highlight the corresponding \( \rho_X \) values for GaAs and GaN in Fig. 1(a), providing a first sensitivity estimate for excitons in the related alloys. As the \( r_B \) value of both materials varies by a factor of \( \sim 4 \), the corresponding approximations of \( \rho_X \) differ by almost 2 orders of magnitude. However, this comparison is complicated by the occurrence of free, bound (isovalent), and impurity bound (nonisovalent) excitons constituting two- or three-particle complexes. One can observe either free excitons that move and hence monitor the alloy over an averaging volume \( V_a \geq V_X \) leading to lower critical \( \rho_X \) values or localized, shallow impurity bound excitons sensing the material within \( r_X \) (see Sec. III A for a detailed analysis). Nevertheless, the lower \( r_B \) for large \( E_g \) materials, the less excitons average over a random alloy and the more they just monitor the immediate neighborhood of a distribution of, e.g., (non)isovalent centers in the lattice. This simple picture is further supported by the common neglect of any c.m. motion for excitons in an alloy [58]—a simplification that is addressed in detail in Sec. III A for InGaAs.

We further motivate the present study by focusing our previous considerations to InGaAs (e.g., Ref. [20]) and InGaN (this work) as representatives for the cases of relatively high and low \( r_B \) values in III-V semiconductor alloys of class II, respectively. Based on this choice, the associated \( E_{\text{bind}} \) values will remain sufficiently high to ensure a reliable and straightforward PL analysis. The reasoning that further motivates this approach is threefold.

(A) High-quality material is available for InGaN and InGaAs alloys for studying the onset of alloy formation for class II alloys due to the availability of high-quality substrates for the epitaxial growth of thick ternary layers (\( \geq 100 \) nm) as required for spectroscopy.

(B) It is known that InGaAs- and AlGaAs-based LEDs are rather sensitive to the density of point and structural defects, whereas InGaN proves to be much more robust [35,36] against them.

(C) It was pointed out theoretically that individual indium atoms in GaAs and GaN do not lead to any bound states in the band gap [28], a matter that would rather require several indium atoms to form more spatially extended binding centers [48].

In other words, both materials are unambiguous representatives of class II alloys with relatively simple spectra that facilitate a detailed tracking of the alloy formation. The bound states otherwise known for class I alloys are mostly associated to single atoms or (extended) pairs and can be observed for a wide range of materials, as summarized in Sec. I. The absence of such optical signatures will allow us to study the very onset of alloy formation in In\(_n\)Ga\(_{1-x}\)N (\( 0 \leq x \leq 2.4\% \)) by monitoring the undisturbed averaging process over the random alloy from the perspective of either free, bound, or impurity (complex) bound excitons.

Generally, the probability \( \varphi \) to find \( n \) indium atoms in \( V_X \) for a certain indium content \( x \) in a random alloy is given by the binomial distribution describing a typical Bernoulli experiment:

\[
\varphi(n) = \binom{KV_X}{n} x^n (1-x)^{KV_X-n}. \tag{1}
\]

Here, \( KV_X \) is the cation number in the excitonic volume with \( K \approx 0.0438 \) Å\(^{-3} \) for wurtzite GaN in the indium composition range analyzed in this paper [22,59]. An illustration for the probability \( \varphi \) to find, e.g., \( 0 \leq n \leq 7 \) indium atoms in \( V_X \) is given for InGaAs and InGaAs \((K \approx 0.0221 \) Å\(^{-3} \)) [21] in Figs. 1(b) and 1(c), respectively. The indium content \( x \) for which one can find, e.g., one indium atom in \( V_X \) with \( \varphi = 0.5 \) deviates by more than one order of magnitude, due to the about 4\( x \) larger \( r_B \) value of GaAs in comparison to GaN. This fact will be crucial for the following PL linewidths analysis of the InGaAs alloy, providing insight into the material’s particular robustness against point and structural defects [36].

III. RESULTS

Figure 2 introduces the low-temperature (12 K) PL spectra of the bulk In\(_n\)Ga\(_{1-x}\)N sample series at hand with an indium content \( x \) ranging from 0 to 2.4\% (see Sec. I in the SM for experimental details [52]). The spectrum of the nonintentionally doped (NID) GaN reference sample shows the common optical traces of the \( A \) and \( B \) excitons \((X_A \text{ and } X_B)\) along with a dominant neutral donor-bound exciton line \((\text{Si}^0X_A)\). Note that based on this assignment we consider the role of exciton polaritons as negligible. This assumption represents an approximation that is motivated by the reported linewidths, which lie above the critical
FIG. 2. Overview of PL spectra of the In\textsubscript{1-x}Ga\textsubscript{x}N sample series (0 ≤ x ≤ 2.4%). The energetic shift and the linewidth of the two main emission lines related to the silicon bound exciton (Si\textsuperscript{0}X\textsubscript{A}) and the A exciton (X\textsubscript{A}) can be followed up to an indium content of x = 2.4% in (a) and (b). For the X\textsubscript{A} transition, a shift rate of 39.6 ± 1.5 meV/% is extracted (inset) for the studied composition range at the given temperature of 12 K. Additionally, a faint bound excitonic emission (L1) and the emission of the B exciton (X\textsubscript{B}) can be observed at the very onset of alloying. All relevant transitions are marked by vertical lines. At x = 2.4% a fitting procedure based on two Voigt profiles exemplarily highlights the main emission peaks. An inversion of the FWHM values related to Si\textsuperscript{0}X\textsubscript{A} and X\textsubscript{A} is directly visible by, e.g., comparing the spectra for x = 0.01% and 0.37% in (b).

linewidth for exciton-polariton formation in GaN [60]. See Sec. II of SM for further details [52]. The splitting in between X\textsubscript{A} and Si\textsuperscript{0}X\textsubscript{A} is known as the localization energy $E_{\text{loc}}$ ≈ 7 meV [61]. Generally, this terminology is not only used for excitons binding to nonisovalent impurities, but also for the localization of excitons in an alloy due to isoelectronic impurities that induce the formation of a potential landscape [36]. In both cases, the emission energy of the excitons exhibits a redshift with respect to X\textsubscript{A}, which will always be described by $E_{\text{loc}}$ in the following. Previous results have shown that the impurity giving rise to the dominant bound excitonic emission is the neutral silicon center Si\textsuperscript{0}, while other typical trace impurities in GaN like oxygen are negligible in our samples [61]. In addition, toward lower energies one observes the L1 emission line in Fig. 2(b), whose origin is still under debate in literature, ranging from a deep donor-bound exciton, over an ionized donor-bound exciton, to a neutral shallow acceptor-bound exciton [62–65].

Upon increasing indium content, the entire set of emission lines shifts continuously toward lower energies, while the level of detail in the spectra diminishes due to linewidth broadening as commonly observed for a class II alloy. The spectral shift of the X\textsubscript{A} transition as a function of the change in band gap energy $\Delta E_g$ with rising x is linear in the given indium content range and amounts to $\delta E_g/\delta x = 39.6 ± 1.5$ meV/% at a temperature of 12 K, as shown in the inset of Fig. 2(a). Subsequently, we will utilize this $\delta E_g/\delta x$ value, whereas a detailed study on the band gap bowing in InGaN [66] must remain a task for future work. Clear evidence for the emission line L1 is lost at indium contents exceeding 0.05%, before even the spectral separation between X\textsubscript{A} and Si\textsuperscript{0}X\textsubscript{A} vanishes at x ≥ 1.5%. Nevertheless, even at indium contents of 1.5% and 2.4% we can still reveal the presence of the Si\textsuperscript{0}X\textsubscript{A} centers in the corresponding spectra by a fitting procedure employing two Voigt profiles as exemplified for x = 2.4% in Fig. 2(a). As a result, the spectral positions of Si\textsuperscript{0}X\textsubscript{A} and X\textsubscript{A} are obtained for x ≥ 0.37% along with the corresponding FWHM values $\Delta E$. Subsequently, all $\Delta E$ values are summarized in Fig. 3(a), while the spectral positions along with their temperature dependence are depicted in Fig. S3 of SM [52]. In Sec. III B, the temperature dependence of the linewidths is analyzed in the context of Fig. 4. Details regarding the experimental methods, the data analysis, and the error determination can be found in Sec. I of SM [52]. Herein, the fitting routine used to extract all $\Delta E$ values and spectral positions is also exemplified.
indium centers in agreement with the aforementioned theoretical predictions [28]. Note that an indium content of \( x = 0.01 \% \) yields a probability of \( \varphi \approx 0.35 \) for a single indium atom to be present in the excitonic volume \( V_X \), as shown in Fig. 1(c). Hence, the indium content should be sufficiently low to observe the occurrence of additional bound states induced by single indium atoms.

However, a more detailed inspection of PL and \( \mu \)-PL spectra will result in a manifold of interesting and \textit{a priori} so-far unforeseen observations for the InGaN alloy, as shown in Secs. III A–III D. The latter mark the transition from an analysis dealing with ensembles of excitons down to individual ones giving access to the microscopic properties of a class II alloy.

### A. Probing alloying with free and bound excitons based on macrophotoluminescence

An in-depth analysis of the emission linewidth of \( X_A \) and Si\(^n\)\( X_A \) reveals an intriguing feature for InGaN that is fostered by its large \( E_{\text{bind}} \) values and, in comparison to InGaAs, its smaller \( \tau_B \) values. At a temperature of 12 K and \( x = 0.01 \% \), the Si\(^n\)\( X_A \) transition exhibits a FWHM value of \( \Delta E_{\text{Si}^n X_A} = 1.30 \pm 0.06 \text{ meV} \), while the FWHM of \( X_A \) is larger, with \( \Delta E_{X_A} = 1.74 \pm 0.19 \text{ meV} \) due to the distribution of free excitons in momentum (\( \mathbf{k} \)) space. Interestingly, with rising indium content this FWHM ratio is reversed as seen, e.g., in the PL spectrum recorded for \( x = 0.37 \% \), cf. Fig. 2(b). At this indium content we find \( \Delta E_{X_A} = 2.63 \pm 0.04 \text{ meV} \), while \( \Delta E_{\text{Si}^n X_A} \) has more than tripled to \( 4.47 \pm 0.08 \text{ meV} \).

The evolution of the experimentally determined \( \Delta E \) values for the \( X_A \) and Si\(^n\)\( X_A \) excitonic complexes is summarized in Fig. 3(a) (black and red symbols, respectively). Both sets of FWHM values show a different evolution as averaging over the alloy occurs for different effective volumes. All \( \Delta E \) values are commonly related to the standard deviation \( \sigma \) by \( \Delta E = 2\sqrt{2}\ln 2\sigma \). Generally, such \( \sigma \) values are composed of an inhomogeneous component due to alloy broadening \( \sigma_{E_a} \) and a homogeneous, temperature-dependent component \( \Gamma(T) \), caused by phonon scattering, leading in first approximation to \( \sigma = \sigma_{E_a} + \Gamma \) [27,67]. At low temperatures (12 K) \( \sigma_{E_a} \) dominates any phononic effects giving rise to the experimental trends shown in Fig. 3(a) for the directly measured \( \Delta E \) values. Additional broadening by \( \Gamma(T) \) will subsequently be discussed for Si\(^n\)\( X_A \) in Sec. III B in the context of Fig. 4, while the corresponding analysis for \( X_A \) is given in Sec. III of SM [52]. Such predominance of inhomogeneous broadening due to alloy disorder at cryogenic temperatures was also observed for other ternary alloys of class II, such as MgZnO [27], AlGaAs [21], CdZnTe [68], and CdSe [25].

Based on Eq. (1), the standard deviation of the band gap energy \( \sigma_{E_g} \) can be expressed by the binomial distribution [21,25]:

\[ \sigma_{E_g} = \sqrt{\frac{E_{\text{bind}}}{x(N-x)}} \]

\[ \varphi = \frac{E_{\text{bind}}}{x(N-x)} \]

At first glance, the present alloying series of InGaN seems to match the case of InGaAs as presented by Laurenti \textit{et al.} [20] for indium contents down to 0.03%. A continuous shift and a continuous broadening of all optical transitions are observed in InGaN down to \( x = 0.01 \% \), as expected for a class II alloy. Not even at the very onset of the alloying range can one observe additional emission lines related to excitons bound to single isoelectronic transitions are observed in InGaN down to \( x = 0.01 \% \), as expected for a class II alloy. Not even at the very onset of the alloying range can one observe additional emission lines related to excitons bound to single isoelectronic
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FIG. 3. (a) Experimental FWHM values \( \Delta E \) of the Si\(^n\)\( X_A \) (red symbols) and \( X_A \) (black symbols) transitions versus indium content \( x \) extracted from PL spectra. The red lines introduce step by step the modeling of the Si\(^n\)\( X_A \) linewidth depending on the particular excitonic volume \( V_X \). Here, \( V_Y \) denotes a spherical and \( V_X^{QM} \) the quantum-mechanical exciton volume, while \( V_D \) is the volume ascribed to the donor electron. The black dotted line shows the corresponding modeling for \( X_A \) based on \( V_X^{QM} \), which deviates from the experimental results \( \Delta E \) (black symbols), hence, motivating the concept of a spherical averaging volume \( V_X \). All lines are offset by the experimental \( \Delta E \) value for \( x = 0 \). (b) The \( r_p \) values converge toward the exciton Bohr radius in GaN because \( X_A \) gets increasingly localized with rising \( x \) in contrast to Si\(^n\)\( X_A \). This basic mechanism is illustrated in the inset. Hence, a random alloy is formed in which the excitonic center-of-mass motion is increasingly suppressed. See the main text for details.
\[ \sigma_E = \delta E_\theta / \delta x \left( \frac{x(1-x)}{K V_X} \right). \]

Hence, for a two-particle complex like \( X_A \) observed at cryogenic temperatures, \( \sigma_E \) should equal the standard deviation \( \sigma \) determined via \( \Delta E \), while \( \delta E_\theta / \delta x \) is deduced from Fig. 2(a). As a first approach, \( V_X \) can be replaced by the standard spherical exciton volume \( (V_X^S = 4/3 \pi r_B^3) \)—a method that commonly yields a good agreement with experimental data [27]. However, the quantum mechanical nature of the exciton is completely neglected by this approach, as one assumes a constant occupation probability density for the exciton over \( V_X \). Instead, the quantum-mechanical (QM) exciton volume, \( V_X^{QM} = 10 \pi r_D^3 \), should rather be considered in order to take the wave function of the exciton into account, as outlined in Refs. [25,58].

Figure 3(a) shows that both volumes \( (V_X^S \) and \( V_X^{QM} \) either lead to a complete overestimation (dashed red line) or underestimation (dotted red line) of the experimentally observed trend for \( \Sigma 0^{0}X_A \), as the effect of the donor electron in this three-particle complex is not yet considered. The \( X_A \) complex as well as the donor electron sense the alloy formation, leading to energy fluctuations that are normally distributed. Hence, the variance of the \( \Sigma 0^{0}X_A \) peak amounts to \( \sigma_{V_X^S}^2 = [\sigma_{V_X^S}(V_D)]^2 + [\sigma_{X_A}(V_X^{QM})]^2 \). Here, we obtain \( V_D = 10 \pi r_D^3 \) based on Ref. [68] with the donor Bohr radius \( r_D \) that is derived from the silicon donor binding energy of 28.5 meV [61] calculated within the framework of the hydrogenic model [69]. This consideration of \( \Sigma 0^{0}X_A \) as a three-particle complex leads to a reasonable agreement between experiment and theory [Fig. 3(a), solid red line].

In contrast, for the two-particle complex \( X_A \) the consideration of \( V_X^{QM} \) (dotted black line) still yields an overestimation for most of the experimentally observed \( \Delta E_{X_A} \) values as the c.m. motion of the exciton would need to be considered at the onset of alloy formation. However, even the theoretical treatment for alloys of Zimmermann given in Ref. [58] deems the c.m. motion of the exciton a task for future work, which has—to the best of our knowledge—never been accomplished. As a direct consequence of the excitons’ c.m. motion, the entire set of \( X_A \) complexes averages over a larger fraction of the alloy. Hence, we suggest to consider an effective spherical averaging volume \( V_a \) in order to take into account the c.m. motion of the \( X_A \) complex. This can be understood as an exciton diffusion process (see Sec. IV of SM [52]). Consequently, for the \( X_A \) complex, Eq. (2) can be solved for \( r_a \) by replacing \( V_X \) with \( V_a = 4/3 \pi r_a^3 \). As a result, the indium content dependent averaging radius \( r_a(x) \) is obtained as summarized in Fig. 3(b) (blue circles). Herein, the value of \( r_a \) continuously decreasing with rising indium content \( x \), as indicated by the light red solid trend line. The photoexcited \( X_A \) complexes get increasingly localized by indium-related trapping sites until ultimately \( r_a \) converges toward \( r_B \). Hence, the free \( X_A \) exciton transforms into a bound two-particle complex as shown in Fig. 3(b). In contrast, a \( D^{0}X_A \) complex like \( \Sigma 0^{0}X_A \) always remains a bound complex at the onset of alloy formation and should, as a first approximation, maintain an almost constant averaging volume (see the discussion given in Sec. IV of SM [52]). At the onset of alloy formation, we do not expect any strong influence of \( x \) on the exciton Bohr radius \( r_B \). Thus, the \( r_a \) value shown in Fig. 3(b) corresponds to that of pure GaN, as originally introduced in Fig. 1(a). Singlets, doublets, and with rising \( x \) even more extended assemblies of indium atoms [see Fig. 1(c)] should lead to such increasing localization of \( X_A \) with rising \( x \). The average distance in between indium atoms is given by \( \tilde{r}(x) = (K x)^{1/3} \). Thus, if a single indium atom were capable of permanently trapping the \( X_A \) particle at the temperature of interest, then \( r_a \) should reach \( r_B \) as soon as \( \tilde{r}(x) \) approaches \( 2r_B \). However, this is clearly not the case, as highlighted by the corresponding vertical gray solid line in Fig. 3(b). Thus, larger assemblies of indium atoms in \( V_a \) are required to observe the localization of \( X_A \). In this respect, the \( r_a(x) \) values represent a measure of the \( X_A \) diffusion length, as further analyzed in Sec. IV of SM [52]. Let us note that according to Bellache et al. [28], the hole as a building block of the \( X_A \) complex can get localized even in the case of a single indium atom. However, the corresponding energy level is still hybridized with the valence band states of GaN, meaning that no additional states appear in the band gap at the onset of alloy formation, in agreement with our observations from Fig. 2 (no new emission lines appear with rising \( x \)) and our expectations for a class II alloy. This particular case is fundamentally different from that of excitons bound to isoelectronic centers (cf. examples given in Sec. II) mostly situated on anionic lattice sites [31], whose strong localization leads to the appearance of new energy levels in the band gap. Finally, about 2%-3% of indium seems to be required to form an InGaN alloy for which the neglect of the excitons’ c.m. motion [58] is justified at cryogenic temperatures. However, with increasing \( x \), additional broadening mechanisms beyond a pure alloying-induced broadening also start to affect \( \Delta E_{X_A} \). As discussed by Butté et al. [22], such structural broadening mechanisms could increasingly affect the measured \( \Delta E_{X_A} \) values with rising \( x \).

This transitional regime of increasing excitonic localization at 12 K by indium-related assemblies is challenging from a theoretical point of view, as exciton diffusion needs to be considered. The common assumption of a phonon-assisted hopping or tunneling process of the excitons between localization centers forms the basis for modeling exciton diffusion [70,71]. Section IV of the SM [52] summarizes the particular challenges for InGaN and connects our experimental findings with this modeling approach, which was originally developed for the aforementioned, strongly localized excitons bound to isoelectronic centers. As a
result, a first comparison of our results for the InGaN alloy with the findings of, e.g., Müller, Blett, and T. Grandjean, is obtained [72]. Even though information about exciton diffusion can be deduced from a PL line shape analysis [73] of the alloy emission, e.g., via time-resolved PL experiments [72], such studies lie beyond the scope of the present work.

Furthermore, we plausibly assume that our findings from Fig. 3 related to the localization of $X_A$ with rising $x$ are connected to the dilute indium assemblies (e.g., indium zigzag chains [48]) described by Chichibu et al. [36]. Their finding matches our result of $X_A^\text{II}$, as already much larger $r_B$ values prevail in the related binary compounds as introduced in Fig. 1(a).

**B. Analysis of the local indium distribution around impurity bound excitons**

The transition from a free to a bound excitonic two-particle complex summarized in Fig. 3(b) represents a spectroscopic probe, whose sensitivity to the local environment in the alloy increases with rising indium content as $r_a$ converges toward $r_B$. In contrast, an impurity bound three-particle complex always remains localized in the dilute alloy limit, giving rise to a permanent local alloy probe, as illustrated in the inset of Fig. 3(b). The limit of this assumption is further discussed in Sec. IV of SM [52].

Nevertheless, in the following we show that the impurity bound exciton complex $X_A$ also represents an extremely versatile tool for studying the formation of dilute indium assemblies. While the temperature-dependent linewidth of $X_A$ does not show any clear indium content-dependent trend (see Fig. S4 in the SM [52]), the broadening of $X_A^\text{II}$ upon rising temperature increases with $x$, as shown in Fig. 4(a)—an interesting finding in light of previous alloy studies focusing on MgZnO [27]. In addition to the data shown in Fig. 4, Secs. II and III of SM provide an overview about the underlying temperature-dependent PL spectra and the corresponding analysis of peak positions and linewidths [52].

Generally, the phonon-induced linewidth broadening $\Gamma(T)$ is given by [56,67,81]

$$\Gamma(T) = \gamma_0 T + \sum_{i=1}^{2} \frac{\gamma_{i,\text{opt}}'}{\exp(E_{i,\text{opt}}'/k_B T) - 1},$$  \tag{3}$$

with the acoustical ($\gamma_0$) and the optical ($\gamma_{i,\text{opt}}'$) phonon coupling constants as well as the corresponding effective phonon energies ($E_{i,\text{opt}}'$) each numbered by $i$. Equation (3) originates from linear response theory, which allows deriving the relevant exciton-phonon scattering rates as described, e.g., in Refs. [82,83]. While the second term of Eq. (3) sums up the impact of different optical phonons, the first term already comprises the interaction of excitons with acoustic phonons based on the deformation potential and the piezoelectric couplings [83,84]. Viswanath et al. [56] provided a detailed literature overview for the major theoretical contributions that form the basis for Eq. (3), which has commonly been applied to describe, e.g., the broadening of excitonic emission lines for a number of binary semiconductors [56,84–86] and also ternary semiconductor alloy systems [27,87].

The best fit to the evolution of $\Delta E(T)$ shown in Fig. 4(a) for $X_A^\text{II}$ at $x = 0$ (solid black line) is obtained for $\gamma_0 = 4 \pm 1 \mu eV/K$ and only one set of $\gamma_{i,\text{opt}}'$, $E_{i,\text{opt}}'$ values ($i = 1$). Hence, in total three fitting parameters are applied for
Each fit function shown in Fig. 4(a). Additional fitting parameters would only need to be considered for higher temperatures and the interconnected activation of, e.g., longitudinal-optical (LO) phonons as demonstrated for \( X_A \) in Sec. III of SM [52] for temperatures up to 300 K. The derived value for \( E_{\text{opt}}^{1} = 12.9 \pm 0.4 \) meV for the case of pure GaN [solid black line in Fig. 4(a)] is smaller than the energy of the \( E_{\text{low}}^{1} \) phonon mode in GaN of \( 17.85 \pm 0.05 \) meV [88]. This difference can mainly be explained by the curvature of the corresponding phonon dispersion relation \( E(k) \) around \( k_0 \approx 0 \) with \( \partial^2E/\partial k^2 |_{k=k_0} < 0 \), as illustrated in the inset of Fig. 4(a) [89]. The exciton-phonon coupling related to \( \text{Si}^0X_A \) probes an extended phonon energy interval due to the localization of the bound exciton in real space, providing access to a larger fraction of the first Brillouin zone near the \( \Gamma \) point. Hence, the temperature-dependent PL data yield an effective phonon energy \( E_{\text{opt}}^{1} \) that is weighted by the corresponding one-phonon density of states [90–92]. Clearly, the possibility to observe this phenomenon is enabled by the comparably small \( r_B \) value of GaN as introduced in Fig. 1(a), which leads to a pronounced extension of the exciton in \( k \) space. A more precise determination of \( r_B \) would even yield lower values if polaronic effects [93] and the binding potential of the silicon impurity [61] were taken into account. However, a quantification of the corresponding weightings for the \( \text{Si}^0X_A \) complex remains a task for future work.

Interestingly, the decrease of \( E_{\text{opt}}^{1} \) upon alloying is more pronounced than the aforementioned phenomenon induced by exciton localization in pure GaN. For \( \text{Si}^0X_A \) the effective phonon energy \( E_{\text{opt}}^{1} \) halves as depicted in Fig. 4(b) by gradually decreasing from \( 12.9 \pm 0.4 \) to \( 6.4 \pm 1.0 \) meV over the composition range \( 0 \leq x \leq 1.36\% \). Here, Fig. 4(b) also shows that the corresponding coupling constant \( \gamma_{\text{opt}}^{1} \) rises continuously upon the decline of \( E_{\text{opt}}^{1} \). The observation for \( E_{\text{opt}}^{1} \) is of particular interest as the corresponding \( E_{\text{loc}} \) value of \( \text{Si}^0X_A \) seems almost unaffected at the onset of alloy formation, as shown in Fig. 2 and Fig. S2 of SM [52].

A careful inspection of the spectra yields a reduction in \( E_{\text{loc}} \lesssim 1 \) meV for the alloying interval of interest. Therefore, the observed reduction in \( E_{\text{opt}}^{1} \) is not predominately induced by a rise in exciton localization, which would otherwise scale with the overall complex binding energy \( E_{\text{bind}} \) and consequently \( E_{\text{loc}} \) via Haynes’s rule [94] for shallow donor-bound excitons in GaN [95]. In addition, the corresponding \( \gamma_{\text{opt}}^{1} \) fitting parameter denoted in Fig. 4(a) continuously rises with \( x \) and approaches values equal to the ones observed for \( X_A \) within the given error bars (see Fig. 4(b) and the corresponding Sec. III in SM [52]).

Generally, the observed trend for \( E_{\text{opt}}^{1} \) likely originates from an alloying-induced local variation of the \( \text{Si}^0 \) environment. Callsen et al. have found for single excitons trapped in GaN/AlN QDs that, e.g., the exciton-LO-phonon interaction averages over a volume with a radius on the order of \( r_B \) [96]. Hence, alloying in thick InGaN epilayers can not only directly be monitored by, e.g., emission energy shifts (Fig. 2) and linewidth broadenings (Fig. 3), but also more indirectly by the exciton-phonon coupling as evidenced by the data obtained from Fig. 4. As \( \Gamma(T) \) for \( X_A \) does not show any pronounced indium content...
dependence (see Fig. S4 in the SM [52]), we suggest that
the environment of Si\textsuperscript{0} centers is richer in indium atoms, a
feature only noticeable at the very onset of alloy formation.
Thus, we can reasonably expect that the phonon energies
and the corresponding coupling constants (e.g., \(E_{\text{opt}}\) and \(\gamma_{\text{opt}}\)) shall rapidly converge with rising \(x\). Indeed, any local
variation in the indium content caused by a particular
distribution of Si\textsuperscript{0} atoms will get increasingly masked by
random alloy fluctuations with rising \(x\). As a signature
of this masking, \(E_{\text{opt}}(x)\) converges toward \(\approx 6\,\text{meV}\), as
shown in Fig. 4(b), while the rise in the optical phonon
coupling constant \(\gamma_{\text{opt}}\) also seems to saturate with increasing \(x\) values.

As a possible reason for the local indium enrichment in
the vicinity of Si\textsuperscript{0} centers, we suggest tensile strain that is
commonly introduced upon silicon doping of GaN [97].
Hence, it is energetically more favorable for a rather large
atom like indium to incorporate close to a silicon atom
(distance on the order of \(r_B\)), in order to approach the lattice
strain equilibrium at the onset of the alloy formation.
Bezyazychnaya et al. have theoretically predicted the
impact of point defects (vacancies) in InGaN and
InGaAs on the indium distribution in these alloys [98].
Here, we experimentally find—to a certain degree—a
similar situation for the Si\textsuperscript{0} impurity. Future theoretical
work is needed to validate this picture of a point defect
embedded in a dilute assembly of indium atoms that
extends on the order of \(r_B\). This image differs from the
concept of direct complex formation [99] that often just
considers nearest- or second-nearest-neighbor sites on the
cationic sublattice.

Clearly, the total decrease in the effective phonon energy
\(E_{\text{opt}}\) cannot exclusively be explained by a local rise in
indium content around the Si\textsuperscript{0} impurity as even pure InN
still exhibits an \(E_{\text{low}}\) phonon energy of around 10.9 ±
0.1 meV [89]. In addition, nondilute indium assemblies
matching the size of \(V_X\) could have been detected by
APT in state-of-the-art InGaN/GaN QW samples [49,50]
that commonly comprise silicon concentrations \(\approx 1 \times 10^{16} \text{cm}^{-3}\) (cf. Sec. I of SM [52]). Thus, we suggest
that the reduction in the \(E_{\text{opt}}\) values shown in Fig. 4(b) is related
to phonon localization [100] induced by the isoelectronic
centers surrounding the Si\textsuperscript{0} center within \(\sim r_B\). As a direct
consequence, the translational invariance of the crystal is
affected, which in turn partly localizes the phonon modes
around the impurity. At this point, the common concept of
phonon dispersion relations as indicated in the inset of
Fig. 4(a) becomes obsolete, as more and more localized
phonon modes are formed with rising \(x\). These modes
presumably originate from the bulk \(E_{\text{low}}\) phonon mode of
GaN, as suggested by the gradual decrease of \(E_{\text{opt}}\) with
rising \(x\), cf. Fig. 4(b). To a certain extent, this picture is
similar to the common concept of phonon confinement
in nanostructures [96,101,102] that leads, e.g., to a
backfolding of phonon branches. Consequently, a gradual
increase in the localization of the phonon branches should
indeed lead to the observed decrease in the phonon energy
\(E_{\text{opt}}\) and to an enhanced exciton-phonon coupling
strength \(\gamma_{\text{opt}}\), which scales with the overlap between
the exciton wave function and the particular phonon mode
of interest [96].

Even more direct experimental evidence for the inter-
action between localized phonon modes and the Si\textsuperscript{0}X\textsubscript{A}
is given in the next section. In any case, those results highlight
the need for future theoretical work on the localization of
phonons due to isoelectronic centers situated around an
impurity like Si\textsuperscript{0}. The observations reported in Fig. 4 also
motivate additional experimental work in order to directly
access such localized phonons by Raman spectroscopy, as
outlined in Sec. V.

C. Individual bound excitonic complexes analyzed
by microphotoluminescence

Micro-PL measurements with an excitation spot diam-
eter \(\approx 1 \mu\text{m}\) can provide more detailed information regarding
the particular configurations of indium atoms close to a Si\textsuperscript{0} donor at the onset of alloy formation. Even on
completely unprocessed samples one can already resolve
individual emission lines around the Si\textsuperscript{0}X\textsubscript{A} transition for
\(x = 0.37\%\) and partially for 1.36\%, as shown in Fig. 5(a),
while the X\textsubscript{A} emission remains a rather unstructured
emission band due to the given probe volume. This
observation is of high importance as the subsequently
described processing of metal apertures on the sample
could lead to unwanted exciton localization induced by any
damage to the sample, as discussed in Sec. V of SM [52].

We further reduced the size of the probe volume by
processing apertures into an aluminum film with diameters
down to 200 nm on the sample with \(x = 0.37\%\). As a result,
a set of spectrally well-separated emission lines can be
resolved around \(\text{Si}^0\text{X} \textsubscript{A}\) along with particular phonon side-
bands, as shown in Fig. 5(b). These phonon sidebands
appear on the low-energy side of the set of sharp emission
lines as an equally spaced (\(\approx 18\,\text{meV}\)) double step. The
present energetic spacing already suggests a significant
contribution of phonons that originate from the bulk \(E_{\text{low}}\)
host mode. Interestingly, the optical signature of the
exciton-phonon coupling does not appear as a commonly
observed [95] isolated peak [see the first LO replica of
X\textsubscript{A} in Fig. 5(b)], but as a step due to the energetically broad
range of contributing phonons. This observation is in line
with the results of Fig. 4, which yielded the prediction of
a non-negligible contribution of localized phonons with
lower energies due to the presence of isoelectronic centers
in the immediate Si\textsuperscript{0} environment. A careful inspection
of the spectrum from Fig. 5(b) for \(x = 0.37\%\) yields
even more details regarding the contribution of localized
phonons to the exciton-phonon coupling. About 7 meV
below the first step related to the zero phonon lines [marked by a blue arrow in Fig. 5(b)] one even observes an additional, gradual increase in intensity. This spacing seems to correspond to the effective phonon energy $E_{\text{opt}}^1 = 6.9$ meV as extracted in Fig. 4(b) for $x = 0.37\%$.

The sharp emission lines in Fig. 5(b) present the most direct evidence for an alloy-induced perturbation of the immediate $\text{Si}^0$ environment at $x = 0.37\%$, which has led to the aforementioned localization of phonons. Emission lines with a linewidth of just $320 \pm 30$ $\mu$eV can be resolved at the given low excitation power density ($\sim 40$ $\text{W/cm}^2$), opening the perspective for a spectroscopic study of the $\text{Si}^0$ environment at the nanometer scale based on the emission of such dilute $\text{Si}^0\text{X}_A - \text{In}^n$ assemblies with $n$ indium atoms. In contrast to the emission around $\text{Si}^0\text{X}_A$, the $\text{X}_A$ emission remains an unstructured band in our $\mu$-PL spectra. Two effects contribute to this observation: the different densities of the binding centers and the sufficiently low inhomogeneous broadening of the $\text{Si}^0\text{X}_A - \text{In}^n$ related bound excitonic emission lines. First, the number of $\text{X}_A$ complexes that attach to a certain indium atom configuration $\text{In}^n$ is comparably larger than the corresponding number of $\text{Si}^0\text{X}_A - \text{In}^n$ centers that occur in the $\mu$-PL probe volume, cf. Sec. I of SM [52]. Second, the inhomogeneous linewidth is, with $320 \pm 30$ $\mu$eV, sufficiently low to observe individual $\text{Si}^0\text{X}_A - \text{In}^n$ related emitters, cf. Figs. 5(b) and 6. This matter evidences a high sample quality, as record linewidths for impurity bound excitons in pure GaN are also just of the order of $100$ $\mu$eV [103]. Hence, only the $\text{Si}^0\text{X}_A - \text{In}^n$ emission band falls apart into individual emission lines in the $\mu$-PL spectra of Fig. 5, while a similar observation for $\text{X}_A$ would require an even lower excitation density and, in the best case, a smaller probe volume (see Sec. V). For instance, the impact of individual indium atoms on the emission of $\text{Si}^0\text{X}_A$ could possibly be resolved for smaller indium contents (e.g., $x = 0.01\%$). However, the temperature-induced emission line shifts shown in Fig. S2 and summarized in Fig. S3 (comparison between $x = 0, 0.37\%$, and $1.36\%$) suggest corresponding $E_{\text{line}}$ values $\lesssim 0.5$ meV [52]. Hence, the emission energy difference between, e.g., $\text{Si}^0\text{X}_A$ and $\text{Si}^0\text{X}_A - \text{In}^n$ centers at $x = 0.01\%$ cannot straightforwardly be resolved based on the present emission linewidths of our samples ($\approx 300$ $\mu$eV). So far, the impact of individual indium atoms can only be monitored by the localization of the $\text{X}_A$ complexes, as demonstrated in Figs. 3(a) and 3(b), and the altered exciton-phonon coupling already noticeable at $x = 0.05\%$, cf. Fig. 4(a).

D. Statistical analysis of individual bound excitonic complexes

The observation of sharp emission lines in Fig. 5 caused by dilute $\text{Si}^0\text{X}_A - \text{In}^n$ assemblies directly evokes the need for a statistical analysis of the underlying emitters. Figure 6(a) shows selected $\mu$-PL spectra recorded for four different metal apertures labeled A1–A4. Here, the two spectra for aperture A4 (measured using the first and second...
The classification of these sharp emission lines into the groups I and II becomes clearer based on Fig. 7, showing excitation-power-dependent \( \mu \)-PL spectra for aperture A3. This excitation power series shows a sequence of spectra that is typical for all apertures showing emission lines of groups I and II. When varying the excitation power density by a factor of 10, group I emission lines exhibit only minor energetic shifts on the order of \( \approx 100 \) \( \mu \)eV. In contrast, the emission line of group II from Fig. 7 shifts by \( \approx 2 \) meV toward lower energies.

The emission lines of group I seem to behave like common bound excitons in GaN upon rising excitation power that do not exhibit any pronounced energetic shifts in contrast to other semiconductors [62,104]. At the given low indium content of 0.37\% (cf. Figs. 6 and 7) and the applied low excitation power density for the \( \mu \)-PL measurements (see Fig. 6), we do not expect any pronounced deviation from this common behavior of bulk GaN. Consequently, we assume that the emission lines of group I belong to Si\(^{3}\)X\(_{A}\) – In\(^{n}\) assemblies, comprising a unique configuration of indium atoms within the Bohr radius of the exciton \( r_{B}\). Hence, these group I emitters can be referred to as spatially direct, neutral, complex bound excitons.

It is important to note that the excitation power density applied for all \( \mu \)-PL measurements shown in Figs. 5–7 corresponds to low excitation conditions. For instance, the excitation power density is around 2 orders of magnitude lower than that commonly required to observe biexcitonic emission in, e.g., single GaN/AlN QDs excited below the wetting layer energy [105,106]. Furthermore, the maximum excitation power density applied in Fig. 7 yields carrier densities, which are still around 4–5 orders of magnitude below the Mott transition from an excitonic...
to a plasmalike regime in GaN [107,108]. Hence, any
optical signatures stemming from many-body effects
induced by high excitation can safely be disregarded in
our $\mu$-PL spectra. Because of the low excitation power
density conditions, long integration times on the order of
tens of minutes are required for recording $\mu$-PL spectra,
which also necessitates an overall high setup stability.

E. Impact of spectral diffusion for group II
Si$^9X_A$ – In$^a$ based emitters

The pronounced redshift of the emission lines belonging
to group II points toward a gradual change in the effective
Coulomb interaction between the charge particles attached
to the Si$^9X_A$ – In$^a$ assembly, which already occurs in the
limit of low excitation powers. A spatially indirect
transition for the group II emitters could explain this particular
sensitivity to the excitation power density as well as the
larger $E_{\text{loc}}$ values with respect to the emission lines
density of group I. Clearly, with rising $x$ such spatially indirect
transitions involving In$^a$ assemblies with increasing size
and density become more probable. In a spatially indirect,
neutral, complex bound exciton (group II), the exciton can
be distributed over a particular In$^a$ assembly and a single
Si$^9$ center over distances in excess of $r_B$. In this context
we may assume that the hole is preferentially localized at
an In$^a$ assembly [28]. At first glance, the observation of
group II emitters resembles the common picture of excitons
trapped in $c$-plane (In)GaN QDs that are embedded in, e.g.,
an Al$_x$Ga$_{1-x}$N ($0 \leq x \leq 1$) matrix [109]. Charge fluctuations typically occur in the matrix material due to point
defects and surface charges [110], which in turn leads
to a pronounced QD linewidth broadening known to be
particularly strong in III-nitrides [111]. Upon changing the
laser excitation power density, the occupation probability
of the charge traps distributed in the vicinity of such QDs is
altered [112]. As a result of this statistical process, a
redshift of single nitride QD emission lines can be observed
with rising excitation power density [106,109,113], which
resembles the emission line shift of the group II emitter
exemplified in Fig. 7. Hence, the pronounced spectral shift
of group II emission lines upon varying excitation power
density could originate from the so-called spectral diffusion
phenomenon, which scales with the size of the excitonic
dipole moment [111]. We wish to note that this particular
redshift of the QD emission lines does not originate from a
screening of the quantum-confined Stark effect [114]
because low excitation power densities are maintained.
In addition, the screening of any built-in fields induced by
pyro- and piezoelectricity should be negligible in our bulk
InGaN samples with a thickness of 100 nm.

Berthelot et al. first introduced a microscopic model of
spectral diffusion in order to describe the excitation-power-
dependent linewidth evolution they observed for individual
InAs/GaAs QDs [112,115]. Later, Kindel [109] adapted
this model to individual GaN/AlN QDs in order to describe
an emission redshift upon increasing excitation power. The
excitation power ($P$) dependence for the emission energy
of a single exciton emitter ($E_X$) can be described by the
following equation [109,115]:

$$E_X(P) = E_{X,0} + dE_{\text{max}} \left( \frac{1}{\sqrt{P/P_{50\%} + 1}} \right). \quad (4)$$

Herein, $E_{X,0}$ describes the emission energy of the emitter
for high $P$. As a result, all charges are removed from their
trapping potential, which in turn also minimizes charge fluctuations at the origin of spectral diffusion. In addition,
$dE_{\text{max}}$ is the difference between $E_{X,0}$ and $E_X(P \to 0)$,
whereas $P_{50\%}$ is the excitation power for which the
occupation probability of the charge traps yields 50%.
Generally, Eq. (4) can describe a redshift as well as a
blueshift, depending on the nature of the charges and their
particular distribution around the excitonic emitter.
Generally, an asymmetry in the charge distribution can
be caused in our samples by surface charges, but also by
the AlGaN layer beneath the 100-nm-thick InGaN layer.
Generally, the phenomenon of spectral diffusion is espe-
cially suited to account for the experimental observation in
the low excitation power density regime shown in Fig. 7,
because elevated pump power densities would otherwise
already strongly quench the charge fluctuations occurring
in the vicinity of group II emitters. As a consequence, no
more redshift could be observed. Clearly, spatially indirect
excitonic transitions of group II exhibit a larger excitonic
dipole moment compared to their group I counterparts and
are consequently more sensitive to the presence of any

![FIG. 7. Excitation-power-dependent $\mu$-PL measurements for the third aperture (A3) from Fig. 6(a). Emission lines of group I only exhibit shifts on the order of 100 $\mu$eV upon a tenfold increase in excitation power density (see dashed gray arrow), while the distinct emission line of group II shifts by $\approx 2$ meV (see solid gray arrow). Similar observations hold for all apertures analyzed in Fig. 6.](image)
charge fluctuations. Future work could investigate whether any preferential orientation exists for excitonic dipoles related to group II emitters. Currently, a more detailed analysis of these emitters and a comparison of the experimental results and Eq. (4) is hindered by the spectral overlap between emitters, hence, preventing a detailed \( E_X(P) \), linewidth, and emission line jitter analysis as commonly applied for III-nitride QDs [96,116].

**IV. DISCUSSION**

More detailed \( \mu \)-PL measurements need to be performed based on specially designed samples in order to reach a conclusive picture regarding the sharp emission lines shown in Figs. 5–7. The spectra for apertures A1 and A2 shown in Fig. 6(a) include a first hint for the preferential formation of certain \( \text{Si}^0X_A - \text{In}^n \) assemblies. Even though both spectra were recorded at completely different sample positions (several tens of micrometers apart), the overall optical signature is strikingly similar. In addition, future temperature-dependent \( \mu \)-PL measurements should provide further insight into the underlying physics. So far, we only observed that the emission lines displayed in Fig. 6 rapidly broaden and thermalize (not shown, traceable up to \( \sim 30 \text{K} \)) due to the associated exciton-phonon coupling involving \( E^\text{low} \) phonons, localized phonon modes, and acoustic phonons, as described in Figs. 4 and 5. The distinction made between emission lines of group I and II is mainly motivated by the experiment and helps to access and to a certain degree also to identify the mechanisms of alloying. Generally, a continuous transition can be expected in between these two groups of emission lines, because with rising \( x \) the probability for the formation of spatially indirect transitions should first increase in the dilute alloy limit.

The appearance of spatially direct and indirect \( \text{Si}^0X_A - \text{In}^n \) recombinations is likely interlinked with the \( x \) dependence of the homogeneous linewidth broadening \( \Gamma(T,x) \) shown in Fig. 4(a). Spatially more indirect transitions exhibit larger excitonic dipole moments that would enable a strong coupling to, e.g., polar phonons like LO phonons via the Fröhlich interaction [118]. However, the limited \( E^\text{loc} \) values of excitonic \( \text{Si}^0X_A - \text{In}^n \) complexes render the contribution of the exciton-LO-phonon coupling negligible in the present temperature range (due to the large LO-phonon energies in III-nitrides [88,89]) and the coupling to acoustic, localized, and nonpolar, e.g., \( E^\text{low} \), phonons becomes more relevant, as introduced in the context of Fig. 4. The associated exciton-phonon interaction is dominated by the deformation potential coupling, which does not directly scale with the excitonic dipole moment. In addition, a less prominent piezoelectric coupling will occur [118]. Hence, we can expect the emission of excitonic \( \text{Si}^0X_A - \text{In}^n \) complexes with large \( E^\text{loc} \) values (group II) to be more temperature stable [119] than their group I counterparts as long as a dominant contribution of LO phonons can be excluded. Therefore, with rising temperature the overall emission band related to \( \text{Si}^0X_A - \text{In}^n \) assemblies should first become increasingly influenced by assemblies with effectively larger \( E^\text{loc} \) values (group II), while the more spatially direct recombination channels (group I) should preferentially dissociate. However, already at 12 K the emitters of group II seem to increasingly contribute to the linewidth broadening of \( \text{Si}^0X_A \) with rising \( x \). Thus, this could partially explain the offset observed between the associated experimental \( \Delta E \) values and the model (solid red line) that increases with \( x \) as shown in Fig. 3(a).

Finally, we suggest the following picture for the particular evolution of \( \Gamma(T,x) \). At the onset of alloy formation one can observe a local indium enrichment in the vicinity of \( \text{Si}^0 \) centers that affects the exciton-phonon coupling. As a result, more and more localized phonons contribute to the exciton-phonon coupling that clearly governs the observed \( \Gamma(T,x) \) trend. However, in addition, spatially direct and indirect \( \text{Si}^0X_A - \text{In}^n \) transitions should exhibit different thermalization behaviors, which possibly contributes to the particular evolution of \( \Gamma(T,x) \). Already in the PL spectrum of the sample with \( x = 2.4\% \) in Fig. 2, one can find a first hint for such an asymmetric emission line broadening caused by complexes with larger \( E^\text{loc} \) values. The low-energy tail of the \( \text{Si}^0X_A \) emission deviates from the displayed simple fitting procedure as, e.g., an increasing number of larger indium-related assemblies already contributes to the tail emission. However, a detailed line shape modeling as well as a quantification of the respective weighting between the different effects that lead to the particular evolution of \( \Gamma(T,x) \) are beyond the scope of the present work and represent a motivating task for future studies.

The observed preferential incorporation of indium atoms next to \( \text{Si}^0 \) impurities at the onset of alloy formation also reflects a deviation from the common random alloy conception, which formed the basis for the modeling illustrated in Fig. 3(a). With rising indium content \( x \), this deviation from randomness should become increasingly masked from the perspective of the \( \text{Si}^0X_A \) excitonic complex. In contrast, the \( X_A \) complex should always monitor a random alloy within the experimental constraints of the present study, cf. Sec. V. Consequently, the degree of randomness observed for the distribution of indium atoms depends on the nature of the excitonic complex, which is employed as a probe to monitor the alloy. Generally, a more localized alloy probe like \( \text{Si}^0X_A \) will require a higher indium content in order to monitor the entire material as a truly random alloy. Interestingly, even such a localized alloy probe will monitor a fraction of the entire alloy as a random alloy within the boundaries of the corresponding averaging volume.

**V. OUTLOOK**

Interestingly, the present work reveals an entire set of different excitonic complexes suitable for a nanoscopic
study of a class II alloy. Hence, not only the advanced techniques listed in Sec. I, such as APT, STEM, nano-SIMS, and CL, are capable of analyzing a mixed-crystal alloy at the nanoscale. Even standard PL and low excitation $\mu$-PL measurements allow probing dimensions at least down to the order of $r_p$ in bulk semiconductor samples. Here, optical spectroscopy is not only limited to the direct emission fingerprint of different excitons (see, for instance, Figs. 2 and 6), but also the exciton-phonon coupling proves to be a powerful tool for studying alloy formation [see Figs. 4 and 5(b)]. Especially the latter point is promising for future class II alloy studies, as the exciton-phonon coupling was already successfully utilized to distinguish donor- or acceptorlike isoelectronic centers in class I alloys as summarized in the pioneering work of Hopfield et al. [31]. Hence, clearly future studies should focus on the phonon replicas related to the $\text{Si}^0X_A - \text{In}^n$, $\text{Si}^3X_A$, and $X_A$ centers identified and utilized in the present work. As a result, the determination of all related exciton-phonon coupling constants would be of high relevance, e.g., for device-related modeling approaches [120].

A more detailed spectroscopic analysis of the $X_A$ complex at the onset of alloy formation in InGaN or other mixed-crystal alloys would directly be related to a reduction of the probe volume below the limits of standard $\mu$-PL measurements (this work). Recently, Hahn et al. [121] reported on luminescence spectra of InGaN/GaN QWs, which were obtained by injecting electrons from a scanning tunneling microscope (STM) tip. This represents a very promising approach as the spatial resolution can reach the few-nanometer range. Performing similar measurements at cryogenic temperatures would likely provide useful insights into the spatial distribution and substructure of different $\text{Si}^0X_A - \text{In}^n$ and $X_A - \text{In}^n$ assemblies. Even more interestingly, based on such a high spatial resolution technique, the entire general spectroscopic approach from the present work could be transferred to InGaN samples with higher, and hence more technologically relevant, indium contents due to the smaller probe volume, cf. Fig. 5(a). Naturally, this also represents a promising pathway for a nanoscopic study of other semiconductor alloy systems.

The strong impact of alloying on the exciton-phonon coupling related to the $\text{Si}^0X_A - \text{In}^n$ assemblies introduced in Fig. 4 could also be investigated by resonant and nonresonant Raman measurements. In particular, localized phonon modes could directly be probed by $\mu$-Raman or even tip-enhanced Raman spectroscopy (TERS). In this latter case, note that a spatial resolution below 35 nm was achieved by Poliani et al. [122] on InGaN/GaN multiple QW structures embedded in GaN nanorods. However, in general, a spatial resolution comparable to the aforementioned STM technique should be reachable by TERS [123], which would enable a direct analysis of the localized phonon modes hypothesized in Secs. III B and III C.

VI. CONCLUSIONS

In summary, we have demonstrated a detailed spectroscopic analysis of a III-V mixed-crystal alloy by PL and $\mu$-PL leading to a macroscopic and even a microscopic material characterization. Thus, the present work on a class II alloy approaches the high level of spectroscopic sophistication previously known only for class I alloys that relies on the emission of excitons bound to isoelectronic centers. As no such strongly localized excitons appear in the investigated In$_x$Ga$_{1-x}$N epilayers ($0 \leq x \leq 2.4\%$), we utilized shallow impurities forming bound states as a probe to study the particular distribution of isoelectronic centers at the onset of alloy formation. By means of $\mu$-PL we directly observed a hierarchy of bound excitons related to dilute silicon-indium assemblies as individual, energetically sharp (FWHM $\approx 300 \mu$eV) emission lines appear. Consequently, we introduced a classification of the underlying emitters into spatially direct and indirect bound excitonic complexes, whose balance is weighted by the indium-induced localization of charge carriers at the very onset of alloy formation. Here, the spatially indirect bound exciton complexes appeared as particularly sensitive to the phenomenon of spectral diffusion. However, not only such $\mu$-PL data but even conventional macro-PL spectra allowed us to extract crucial material parameters for the mixed-crystal alloy at hand. Based on ensembles of impurity bound excitons (three-particle complexes), we studied the indium-enriched environment of neutral silicon donors in InGaN at the length scale of the exciton Bohr radius. The analysis of the related exciton-phonon coupling revealed a reduction of the effective optical phonon energy from $12.9 \pm 0.4$ to $6.4 \pm 1.0$ meV upon rising indium content ($0 \leq x \leq 1.36\%$). This particular trend was explained by the phenomenon of phonon localization induced by a local enrichment of the immediate Si$^0$ environment with isoelectronic centers. Interestingly, for the related $\text{Si}^3X_A$ complex the alloying dependence of the homogeneous emission line broadening is additionally influenced by an indium-induced delocalization of the exciton. Based on the luminescence traces of free excitons that become increasingly trapped upon alloy formation, we extracted microscopic material properties from conventional PL data. We showed that upon increasing indium content $x$ the radius of the excitonic averaging volume $r_x$ decreases gradually from $27.2 \pm 3.7$ nm at $x = 0.01\%$ down to $5.7 \pm 1.3$ nm at $x = 2.4\%$. This transition illustrates the evolution from a free exciton in a doped semiconductor to a bound exciton (two-particle complex) in a class II alloy. As a result, the exciton capture by point and structural defects will diminish, supporting the high $\eta_{lim}$ values of the InGaN alloy even at defect densities that are otherwise detrimental for other III-V binary semiconductors and alloys like, e.g., (In)GaAs [36,124], AlInGaP [35], and AlGaAs [21,36]. Furthermore, single indium atoms do not introduce any electronic state in the band gap of InGaN as confirmed by our PL experiments.
and first theoretically predicted by Bellaiche et al. [28]. Clearly, this justifies the categorization of InGaN as a class II alloy. The present results open the perspective to utilize not only macro-PL spectra but also the emission of individual excitonic complexes as powerful tools for probing any class II alloy at the few-nanometer scale. In this regard, our results are not limited to the InGaN alloy. However, the constraints regarding a suitable doping interval are strict and explain—to the best of our knowledge—the absence of corresponding data in the literature for any other class II alloys.
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