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Abstract

Anisotropic functional deconvolution model is investigated in the bivariate case under long-memory errors when the design points \( t_i, i = 1, 2, \cdots, N \), and \( x_l, l = 1, 2, \cdots, M \), are irregular and follow known densities \( h_1, h_2 \), respectively. In particular, we focus on the case when the densities \( h_1 \) and \( h_2 \) have singularities, but \( 1/h_1 \) and \( 1/h_2 \) are still integrable on \([0, 1]\). Under both Gaussian and sub-Gaussian errors, we construct an adaptive wavelet estimator that attains asymptotically near-optimal convergence rates that deteriorate as long-memory strengthens. The convergence rates are completely new and depend on a balance between the smoothness and the spatial homogeneity of the unknown function \( f \), the degree of ill-posedness of the convolution operator, the long-memory parameter in addition to the degrees of spatial irregularity associated with \( h_1 \) and \( h_2 \). Nevertheless, the spatial irregularity affects convergence rates only when \( f \) is spatially inhomogeneous in either direction.
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1 Introduction.

Consider the problem of estimating a periodic bivariate function $f(.,.) \in L^2([0,1]^2)$ based on the observations

$$Y(t_i, x_l) = \int_0^1 f(s, x_l)g(t - s, x_l)ds + \sigma \varepsilon_{il}, i = 1, 2, \ldots, N, l = 1, 2, \ldots, M. \quad (1)$$

Here, $t_i \neq \frac{i}{N}$ and $x_l \neq \frac{l}{M}$, but $0 < t_1 < t_2 < \cdots < t_N < 1$ and $0 < x_1 < x_2 < \cdots < x_M < 1$. In addition, $\varepsilon_{il}$ are zero mean Gaussian or sub-Gaussian random variables that are dependent for different $i$, $i = 1, 2, \cdots, N$, but independent for different $l$, $l = 1, 2, \cdots, M$ and $\sigma$ is a positive variance constant. The errors $\varepsilon_{il}$ are independent of the design points $t_i$ and $x_l$. Furthermore, the function $g(.,.)$ is the convolution kernel and is supposed to be known. Suppose that one can find increasing functions $H_1$ and $H_2$ defined on $[0,1]$ such that $H_1(t_i) = \frac{i}{N}$ and $H_2(x_l) = \frac{l}{M}$. Model (1) is referred to as functional deconvolution model. This model is motivated by experiments in which one needs to recover a bivariate function using observations of its convolutions along profiles $x = x_l$, $l = 1, 2, \cdots, M$. This situation occurs for example in seismic inversion (see Robinson (1999)). Let $\varepsilon_N^i$ be zero mean vector with components $\varepsilon_{il}, i = 1, 2, \cdots, N$, and let $\Sigma_N^l = \text{Cov} (\varepsilon_N^l) = \mathbb{E} [\varepsilon_N^l (\varepsilon_N^l)^T]$ be its covariance matrix. Before we introduce our first assumption, recall that a random variable $X$ is said to be sub-Gaussian if its distribution is dominated by that of a Gaussian random variable. In particular, the tails of a sub-Gaussian distribution decay at least as fast as those of a Gaussian. In addition, a sub-Gaussian random variable $X$ satisfies the moment condition

$$\|X\|_{\psi_2} := \sup_{p \geq 1} \{p^{-1/2} (\mathbb{E}[|X|^p])^{1/p}\} < \infty.$$ 

Sub-Gaussian random variables include the Gaussian, Bernoulli or any bounded random variable (30, Sec. 5.2.3), although sub-Gaussianity represents a class of probability distributions rather than a distribution.

Consider the following assumptions in regards of the vectors $\varepsilon_N^l$, and their covariance matrices $\Sigma_N^l$, $l = 1, 2, \cdots, M$. 


**Assumption A.0.** The vectors \( \varepsilon_{l_N} \) are of the form

\[
\varepsilon_{l_N} = A_{l_N} \eta_{l_N},
\]

where \( \eta_{l_N} \) are random vectors with zero-mean independent Gaussian or sub-Gaussian components \( \eta_{l_i} \) having variance equal to 1, \( i = 1, 2, \ldots, N \) such that \( \| \eta_{l_i} \|_{\psi_2} < K \), \( 0 < K < \infty \), and \( A_{l_N} \) are some non-random matrices. Notice that under (2), \( \Sigma_{l_N} = \mathbb{E} \left[ \varepsilon_{l_N} (\varepsilon_{l_N}^T) \right] = \mathbb{E} \left[ A_{l_N} \eta_{l_N} (\eta_{l_N}^T) (A_{l_N}^T) \right] = A_{l_N} (A_{l_N}^T) \).

**Assumption A.1.** For each covariance matrix \( \Sigma_{l_N} \), there exist constants \( c_1 \) and \( c_2 \) (\( 0 < c_1 \leq c_2 < \infty \)), independent of \( N \), such that

\[
c_1 N^{1-\alpha} \leq \lambda_{\min} \left( \Sigma_{l_N} \right) \leq \lambda_{\max} \left( \Sigma_{l_N} \right) \leq c_2 N^{1-\alpha}, \; 0 < \alpha \leq 1,
\]

where \( \alpha \) is the long-memory parameter associated with vector \( \varepsilon_{l_N} \), and \( \lambda_{\min} \left( \Sigma_{l_N} \right) \) and \( \lambda_{\max} \left( \Sigma_{l_N} \right) \) are the smallest and the largest eigenvalues of \( \Sigma_{l_N} \), respectively.

Assumption A.1 is valid for example when \( \varepsilon_{l_N} \) are fractional Gaussian noises or fractional ARIMA, (e.g., see Benhaddou et al. (2014), Section 2).

Wavelet deconvolution has been the subject of a large array of papers since the pioneering work of Donoho (1995). Other relevant articles include Abramovich and Silverman (1998), Walter and Shen (1999), Donoho and Raimondo (2004), Johnstone et al. (2004), among others. In the case of functional deconvolution model with \( f(t, x) \equiv f(t) \), Pensky and Sapatinas (2009, 2010, 2011) pioneered into the formulation and further development of the problem.

Functional deconvolution model of type (1) with \( \alpha = 1 \) and spatially regular design points, corresponds to the i.i.d. case studied in Benhaddou et al. (2013) where they constructed an adaptive hard-thresholding wavelet estimator, and showed that it is asymptotically near-optimal under the \( L^2 \)-risk over a wide range of Besov balls. Benhaddou (2017) extends this work to the case of \( L^p \)-risk, \( 1 \leq p < \infty \). In these articles, errors are assumed to be i.i.d. Gaussian random variables or Gaussian white noise. However, long-memory (LM) or long-range dependence (LRD) is widely encountered phenomenon, including in geophysical exploration (e.g., see Painter et
al. (1995)), and thus the importance to extend the work of Benhaddou et al. (2013) to the LM case. This was addressed in the continuous case by Benhaddou and Liu (2019), where the noise is assumed to be two-parameter fractional Wiener sheet which is technically associated with zero mean long-memory Gaussian sequences.

LM has been investigated quite considerably in the standard Fourier deconvolution model and the list includes Wang (1997), Wishart (2013), Benhaddou et al. (2014), Kulik et al. (2015), Benhaddou (2016) and most recently in Benhaddou and Liu (2019). LM has been investigated in the Laplace deconvolution framework in Benhaddou (2018) when the unknown response function is not periodic, and in the density estimation in Comte, Dedecker and Taupin (2008).

All of the wavelet-related articles mentioned above assume data to be equispaced. But in practice, this may not be the case. The first to address the wavelet regression estimation under irregularly spaced data points was Cai and Brown (1998). This was followed by many articles, but we will list only a few and they are in chronological order Chesneau (2007a, 2007b), Pensky (2013) and Antoniadis et al. (2014).

The objective of the paper is to look into the bivariate functional deconvolution in the discrete setting when errors suffer from long-memory within profiles, but are independent between profiles, and the design points are irregular in both directions. We focus on the case when both $h_1$ and $h_2$ have singularities on the interval $[0, 1]$ but both $1/h_1$ and $1/h_2$ are still integrable. We derive minimax lower bounds for the $L^2$-risk when $f(t, x)$ belongs to an anisotropic Besov ball and the blurring function $g(t, x)$ is regular smooth. Combining ideas from the works of Pensky (2013) and Chesneau (2007a), we construct an adaptive wavelet hard-thresholding estimator for $f$ that attains asymptotic minimax convergence rates. Furthermore, we show that such estimator attains convergence rates that depend on the LM parameters and deteriorate as LM strengthens. These rates are completely new and depend on a delicate balance between the smoothness and the spatial homogeneity of the unknown function $f$ in both directions, the degree of ill-posed-ness of the convolution kernel, the long-memory parameter along with the degrees of spatial irregularity associated with $h_1$ and $h_2$. Nonetheless, the spatial irregularity affects convergence rates only when $f$ is spatially inhomogeneous in either direction. In addi-
tion, with $\alpha = 1$ and $\beta_1 = \beta_2 = 0$, our rates match exactly those in Benhaddou et al. (2013) and Benhaddou (2017) with $p = 2$ and the calibration $\varepsilon^2 = \frac{1}{\mathbb{N}}$, in their treatment of wavelet regression problem with spatially regular design points and \textit{i.i.d} Gaussian errors. Furthermore, if we fix the time variable $t$, our rates are identical to those found in Antoniadis et al. (2014), in their treatment of functional deconvolution with spatially irregular design points and \textit{i.i.d} Gaussian errors as long as data loss is moderate. Finally, if we fix the space variable $x$, our rates match those in Pensky. (2013), in her treatment of the general spatially inhomogeneous linear inverse problems with singularities and \textit{i.i.d} Gaussian errors, provided that data loss is moderate.

The rest of the paper is organized as follows. Section 2 introduces some notation as well as the estimation algorithm. Section 3 describes the derivation of the lower bounds for the $L^2$-risk of estimators of $f$ as well as the upper bounds and establishes the asymptotic optimality of the estimator. Finally, Section 4 contains the proofs of the theoretical results.

2 Estimation Algorithm.

Denote the complex conjugate of $a$ by $\bar{a}$. Consider a finitely supported periodized wavelet bases (e.g., Daubechies-type), $\psi_{j_1,k_1}(t)$, and $\eta_{j_2,k_2}(x)$. Let $\psi$ be $s_{1o}$-regular and $\eta$ be $s_{2o}$-regular. Let $m_{10}$ and $m_{20}$ be the lowest resolution levels of $\psi_{j_1,k_1}(t)$ and $\eta_{j_2,k_2}(x)$, respectively and denote the scaling functions for the two bases by $\psi_{m_{10}-1,k_1}(t)$ and $\eta_{m_{20}-1,k_2}(x)$, respectively. Define

$$\Omega = \{ \omega = (j_1,k_1;j_2,k_2) : m_{10} - 1 \leq j_1 \leq \infty, \, k_1 = 0, \ldots, 2^{j_1} - 1; \, i = 1, 2 \}.$$  \hspace{1cm} (4)

Following Pensky (2013), consider the operator $Q$ and its adjoint $Q^*$ defined respectively as

$$(Qf)(t,x) = \int_0^1 g(H^{-1}_1(t) - s,x)f(s,x)ds.$$  \hspace{1cm} (5)

$$(Q^*h)(t,x) = \int_0^1 g(H^{-1}_1(t) - s,x)h(s,x)ds.$$  \hspace{1cm} (6)
Assume that one can find functions $u_\omega(t, x)$ such that

$$(Q^* u_\omega)(t, x) = \psi_{j_1 k_1}(t) \eta_{j_2 k_2}(x),$$

and take $U_\omega$ such that $U_\omega(H_1^{-1}(t), H_2^{-1}(x)) = u_\omega(t, x)$. Applying the Fourier transform in the direction of $t$ to equation (7) with $U_\omega$ instead of $u_\omega$ and rearranging yields

$$U_\omega(m, x) = \frac{\psi_{j_1 k_1}(m) \eta_{j_2 k_2}(x)}{g(m, x)},$$

where, $g(m, x), \psi_{j_1 k_1}(m)$ are the Fourier coefficients of $g(t, x)$ and $\psi_{j_1 k_1}(t)$, respectively. Therefore,

$$U_\omega(t, x) = \sum_{m \in \mathbb{Z}} \frac{\psi_{j_1 k_1}(m) \eta_{j_2 k_2}(x)}{g(m, x)} e^{i 2\pi m t}.$$  

(9)

Take $\tilde{Y}(t_i, x_l) = Y(H_1(t_i), H_2(x_l))$, and apply the Fourier transform in the direction of $t$. Then, an unbiased estimator analogue to equation (7.6) in Pensky (2013) is given in its discrete version by

$$\tilde{\beta}_\omega = \frac{1}{MN} \sum_{i=1}^{M} \sum_{l=1}^{N} U_\omega(t_i, x_l) \frac{Y(t_i, x_l)}{h_1(t_i) h_2(x_l)}.$$  

(10)

**Assumption A.2.** The kernel $g(t, x)$ is $\nu - 2$ times continuously differentiable in the direction of $t$, and $r > \nu \geq 1$ time differentiable outside of the neighborhood of discontinuity of $g^{(\nu-1)}$ with $g^{(\nu)}$ and $g^{(r)}$ uniformly bounded. In addition, the kernel $g$ is such that the functions $U_\omega$ have bounded support in the direction of $t$ and $x$ of lengths proportional to $2^{-j_1}$ and centered at $2^{-j_1}k_1$ in the direction of $t$, and to $2^{-j_2}$ and centered at $2^{-j_2}k_2$ in the direction of $x$. Furthermore, for a fixed $t$, $g$ is uniformly bounded in the direction of $x$, and the functional Fourier coefficients $g(m, x)$, for some positive constants $\nu, K_1$ and $K_2$, independent of $m$ and $x$, are such that

$$K_1 (|m| + 1)^{-2\nu} \leq |g(m, x)|^2 \leq K_2 (|m| + 1)^{-2\nu}.$$  

(11)

The parameter $\nu$ represents the degree of ill-posedness in the direction of $t$.

**Assumption A.3.** The functions $h_1(t)$ and $h_2(x)$ are continuous on the interval $[0, 1]$, and
satisfy \( h_1(t_0) = 0 \) and \( h_2(x_o) = 0 \), \( t_0, x_o \in (0, 1) \). In addition, there exist some absolute positive constants \( c_{h_{i1}} \) and \( c_{h_{i2}} \), with \( c_{h_{i1}} < c_{h_{i2}} \), such that for any \( x \), with \( x, x + x_o \in [0, 1] \) and \( x_o \in (0, 1) \), one has
\[
    c_{h_{i1}}|x|^{\beta_i} < h_i(x + x_o) < c_{h_{i2}}|x|^{\beta_i}, \quad \text{with} \quad 0 < \beta_i < 1, \quad i = 1, 2. \tag{12}
\]

Assumption A.3. corresponds to the situation of moderate data losses in the direction of \( t \) and \( x \). Hence, by Assumptions A.2 and A.3, in particular, since \( 0 < \beta_1 < 1 \) the function \( f(\cdot, \cdot) \) can be expanded into a wavelet series as

\[
f(t, x) = \sum_{\omega \in \Omega} \beta_\omega \psi_{j_1, k_1}(t)\eta_{j_2, k_2}(x), \tag{13}
\]

Choose \( m_{i0} \) according to formula (4.2) in Pensky (2013) and define the sets

\[
\Omega(J_1, J_2) = \{\omega = (j_1, k_1; j_2, k_2) : m_{i0} - 1 \leq j_i \leq J_i - 1, \quad k_i = 0, \ldots, 2^{j_i - 1}, \quad i = 1, 2\}. \tag{14}
\]

Then, allow the hard thresholding estimator for \( f(t, x) \)

\[
\hat{f}_{MN}(t, x) = \sum_{\omega \in \Omega(J_1, J_2)} \tilde{\beta}_\omega \mathbb{I}(|\tilde{\beta}_\omega| > \lambda(j_1, j_2)) \psi_{j_1, k_1}(t)\eta_{j_2, k_2}(x). \tag{15}
\]

It remains to determine the choices of \( J_1, J_2 \) and \( \lambda(j_1, j_2) \) in (15).

**Lemma 1** Let \( U_\omega \) be defined in (9), and let \( h_1 \) and \( h_2 \) satisfy (12). Then, under condition (11) and provided that \( s_{10} > \max\{\nu, r\} \), one has

\[
\int_0^1 \int_0^1 \frac{U_\omega^2(t, x)}{h_1(t)h_2(x)} \frac{dt}{dx} \approx 2^{(2\nu + \beta_1)j_1 + \beta_2j_2} \prod_{i=1}^2 |k_i - k_{i0}|^{-\beta_i}, \tag{16}
\]

\[
\int_0^1 \int_0^1 \frac{U_\omega^4(t, x)}{h_1^3(t)h_2^3(x)} \frac{dt}{dx} \approx 2^{j_1(4\nu + 3\beta_1) + j_2(3\beta_2 + 1)} \prod_{i=1}^2 |k_i - k_{i0}|^{3\beta_i}, \tag{17}
\]

where \( k_{01} = t_{i0}2^{j_1} \) and \( k_{02} = x_{i0}2^{j_2} \), \( j_i = m_{i0} - 1, \ldots, J_i - 1, \quad i = 1, 2 \).

**Lemma 2** Let \( \tilde{\beta}_\omega \) be defined in (10) and let \( s_{10} > \max\{\nu, r\} \). Then, under the conditions (3),
and (12), as $M, N \to \infty$, simultaneously, one has

$$
\mathbb{E} \left| \hat{\beta}_\omega - \beta_\omega \right|^2 \asymp \frac{\sigma^2}{MN^\alpha} 2^{(2\nu + \beta_1)j_1 + \beta_2 j_2} \sum_{i=1}^{2} |k_i - k_{i0}|^{-\beta_i},
$$

(18)

$$
\mathbb{E} \left| \hat{\beta}_\omega - \beta_\omega \right|^4 \asymp \frac{\sigma^4}{M^3 N^2} 2^{2j_1(4\nu + 3\beta_1) + j_2(3\beta_2 + 1)} \sum_{i=1}^{2} |k_i - k_{i0}|^{3\beta_i} + \frac{\sigma^4}{M^2 N^2} 2^{2(2\nu + \beta_1)j_1 + 2\beta_2 j_2} \sum_{i=1}^{2} |k_i - k_{i0}|^{2\beta_i}.
$$

(19)

According to Lemma 2, choose the thresholds $\lambda(j_1, j_2)$ as

$$
\lambda_G^2(j_1, j_2) = \gamma^2 \frac{\sigma^2 2^{(2\nu + \beta_1)j_1 + \beta_2 j_2} \ln(MN^\alpha)}{\sum_{i=1}^{2} |k_i - k_{i0}|^{\beta_i MN^\alpha}},
$$

(20)

where $\gamma$ is some positive constant independent of $M$ and $N$, when the errors are Gaussian and

$$
\lambda_{sG}^2(j_1, j_2) = \frac{\sigma^2 2^{(2\nu + \beta_1)j_1 + \beta_2 j_2} [1 + \mu^2 \ln(MN^\alpha)]}{\sum_{i=1}^{2} |k_i - k_{i0}|^{\beta_i MN^\alpha}},
$$

(21)

when the errors are sub-Gaussian. In addition, the highest resolution levels $J_1$ and $J_2$ should be chosen such that

$$
2^{J_1} = \left[ \frac{A^2 MN^\alpha}{\sigma^2} \right]^{\frac{1}{2\nu + 1}}, \quad 2^{J_2} = \left[ \frac{A^2 MN^\alpha}{\sigma^2} \right].
$$

(22)

### 3 Convergence rates and asymptotic optimality.

Denote

$$
s_i^* = s_i + 1/2 - 1/p,
$$

(23)

$$
s_i'' = \frac{1}{1 - \beta_i} \left( \frac{1}{p} - \frac{1}{2} \right), \quad i = 1, 2.
$$

(24)

$$
s_i' = s_i + 1/2 - 1/p', \quad p' = \min\{2, p\}.
$$

(25)
Assumption A.4. The function $f(t, x)$ belongs to an anisotropic Besov space. In particular, if $s_0 \geq s_2$, its wavelet coefficients $\beta_\omega$ satisfy

$$B_{p,q}^{s_1,s_2}(A) = \left\{ f \in L^2(U) : \left( \sum_{j_1,j_2} 2^{(j_1 s_1 + j_2 s_2)q} \left( \sum_{k_1,k_2} |\beta_{j_1,k_1,j_2,k_2}|^p \right)^{q/p} \right)^{1/q} \leq A \right\}. \quad (26)$$

To construct minimax lower bounds for the $L^2$-risk, we define the $L^2$-risk over the set $\Theta$ as

$$R_{MN}(\Theta) = \inf_{f_{MN}} \sup_{f \in \Theta} \mathbb{E}\| \tilde{f}_{MN} - f \|^2, \quad (27)$$

where $\|g\|$ is the $L^2$-norm of a function $g$ and the infimum is taken over all possible estimators. Notice that the quantities (20), (21) and (22) are independent of the parameters of the Besov ball $B_{p,q}^{s_1,s_2}(A)$, and therefore estimator (15) is adaptive with respect to those parameters.

Theorem 1 Let $\min\{s_1, s_2\} \geq \max\{\frac{1}{p} + \frac{1}{2} \}$ with $1 \leq p, q \leq \infty$, and $A > 0$. Then, under conditions (3), (11), (12) and (26), as $M, N \to \infty$, simultaneously, one has

$$R_{MN}(B_{p,q}^{s_1,s_2}(A)) \geq CA^2 \left\{ \begin{array}{ll}
\left[ \frac{\sigma^2}{A^2 MN^\alpha} \right]^{\frac{2s_2 + 2s_1}{2s_1 + 2s_2}}, & \text{if } s_1 > s_2(2\nu + 1), s_1^* > s_2(2\nu + \beta_1), s_2 > s_2^*, \\
\left[ \frac{\sigma^2}{A^2 MN^\alpha} \right]^{\frac{2s_1 + 2s_2}{2s_1 + 2s_2 + 1}}, & \text{if } s_1^* \leq s_2 \leq s_2(2\nu + 1), s_2 \leq s_2^*, \beta_2 s_1 < s_2(2\nu + 1), \\
\left[ \frac{\sigma^2}{A^2 MN^\alpha} \right]^{\frac{2s_1 + 2s_2}{2s_1 + 2s_2}}, & \text{if } \beta_2 s_1 > s_2^*(2\nu + \beta_1), \beta_2 s_1 > s_2^*(2\nu + 1), s_2 \leq s_2^*.
\end{array} \right. \quad (28)$$

Lemma 3 Let $\tilde{\beta}_\omega$ and $\lambda(j_1,j_2)$ be defined in (10) and (21), respectively. Let conditions (3) and (17) hold. Then, for some positive constant $\gamma$, as $M, N \to \infty$, one has

$$\Pr \left( |\tilde{\beta}_\omega - \beta_\omega| > \frac{1}{2} \lambda(j_1,j_2) \right) = O \left( [MN^\alpha]^{-\gamma} \right). \quad (29)$$

Theorem 2 Let $\tilde{f}(., .)$ be the wavelet estimator in (15), with $\lambda(j_1,j_2)$ given by (20) or (21) and, $J_1$ and $J_2$ given by (22). Let $\min\{s_1, s_2\} \geq \max\{\frac{1}{p} + \frac{1}{2} \}$, and let conditions (3), (11), (12)
and \((26)\) hold. If \(\gamma\) in \((20)\) or \(\mu\) in \((21)\) is large enough, then, as \(M,N \to \infty\),

\[
R_{MN}(B_{p,q}^{s_1,s_2}(A)) \leq C A^2 \left\{ \begin{array}{ll}
\frac{\sigma^2 \ln(n)}{A^2 MN^\alpha} \left[ \ln(n) \right]^{\xi_1}, & \text{if } s_1 > s_2(2\nu + 1), \frac{s'_1}{s'_2} > (2\nu + \beta_1), s_2 > s''_2,
\frac{\sigma^2 \ln(n)}{A^2 MN^\alpha} \frac{2s_1}{2s_1 + 2\nu + 1}, & \text{if } s'_1(2\nu + 1) \leq s_1 \leq s_2(2\nu + 1), s_1 < \frac{s'_1}{s'_2}(2\nu + 1),
\frac{\sigma^2 \ln(n)}{A^2 MN^\alpha} \frac{2s'_1}{2s'_1 + 2\nu + \beta_1}, & \text{if } s'_1 < \frac{s'_1}{s'_2}(2\nu + \beta_1), \frac{s'_1}{s'_2} < (2\nu + \beta_1), s_1 < s''_1(2\nu + 1),
\frac{\sigma^2 \ln(n)}{A^2 MN^\alpha} \left[ \ln(n) \right]^{\xi_2}, & \text{if } \beta_2 s'_1 \geq s''_2(2\nu + \beta_1), s_1 > \frac{s'_1}{s'_2}(2\nu + 1), s_2 \leq s''_2.
\end{array} \right.
\]

(30)

where \(\xi_1\) and \(\xi_2\) are defined as

\[
\xi_1 = [\mathbb{I}(p < 2) \mathbb{I}(\beta_1 = \beta_2) \mathbb{I} + \mathbb{I}(p \geq 2)] (s_1 = s_2(2\nu + 1)), \quad \xi_2 = \mathbb{I}(\beta_2 s'_1 = s''_2(2\nu + \beta_1)),
\]

(31)

and \(n = MN^\alpha\) is the effective sample size.

**Remark 1** Theorems 1 and 2 imply that, estimator \((15)\) is asymptotically near-optimal within a logarithmic factor of \(n = MN^\alpha\), over a wide range of Besov balls \(B_{p,q}^{s_1,s_2}(A)\).

**Remark 2** The rates of convergence are expressed in terms of the smoothness and the spatial homogeneity of the unknown function \(f\), the degree of ill-posed-ness \(\nu\) of the convolution operator, the LM parameter \(\alpha\), along with the degrees of spatial irregularity \(\beta_1\) and \(\beta_2\) associated with the density functions \(h_1\) and \(h_2\), respectively. However, the spatial irregularity has a detrimental effect on the convergence rates only when \(f\) is spatially inhomogeneous.

**Remark 3** With \(\alpha = 1\) and \(\beta_1 = \beta_2 = 0\), our rates match exactly those in Benhaddou et al. (2013) and Benhaddou (2017) with \(p = 2\) and \(\varepsilon^2 = \frac{\sigma^2}{MN}\), in their treatment of wavelet regression problem with spatially regular design points and i.i.d Gaussian errors.

**Remark 4** If we fix the time variable \(t\), our rates are identical to those found in Antoniadis et al. (2014), in their treatment of functional deconvolution with spatially irregular design points and i.i.d Gaussian errors as long as data loss is moderate.

**Remark 5** If we fix the space variable \(x\), our rates match those in Pensky. (2013), in her
treatment of the general spatially inhomogeneous linear inverse problems with singularities and i.i.d Gaussian errors, provided that data loss is moderate.

**Remark 6**  Note that the design densities $h_1$ and $h_2$ are assumed to be known, but in practice this may not be the case. These functions can be estimated from the data and their empirical counterpart may be used in formula (10). Therefore, estimating $h_1$ and $h_2$ will not be considered in this work.

**Remark 7**  Note that the parameter of LM, $\alpha$, may not be known in advance but can be estimated (see, e.g., Fischer and Akay (1996), Taqqu, Teverovsky and Willinger (1997), Pilgram and Kaplan (1998), and Vivero and Heath (2012)). Providing completely data driven estimates for all the parameters is beyond the scope of this work and we assume that $\alpha$ is known. In addition, $g$ and therefore $\nu$, may not be known as well. If one is interested in taking the uncertainty about $g$ into account, this can be achieved using the methodology of Hoffmann and Reiss (2008).

**Remark 8**  Notice that a more general version of condition (3) is the situation when the level of long-memory differs from one profile $x_l$ to another. In such case, a weighted version of (10), where the weights depend on the long-memory parameters $\alpha_1, \alpha_2, \ldots, \alpha_M$ and $N$ should achieve asymptotically near-optimal convergence rates with minimal conditions on the number of profiles $M$.

4 Proofs.

**Proof of Theorem 1**

**The dense-dense case.** Using the same test functions $f_\omega$ and $f_\tilde{\omega}$ as in Benhaddou et al. (2013), it can be shown that the $L^2$-norm of the difference satisfies

$$\|f_\omega - f_\tilde{\omega}\|_2^2 \geq \rho_{j_1,j_2}^2 2^{j_1+j_2}/8.$$  (32)

In order to apply Lemma A.1 of Bunea et al. (2007), one needs to verify condition $(ii)$. Denote
Using the same test functions $Q_{l,\omega}^{(N)}$ and $Q_{l,\omega}$, the vectors with components

\[ q_{\omega}(t_i, x_i) = g(t_i - ., x_i) * f_{\omega}(., x_i), \quad i = 1, 2, \cdots, N. \quad (33) \]

\[ q_{\omega}(t_i, x_i) = g(t_i - ., x_i) * f_{\omega}(., x_i), \quad i = 1, 2, \cdots, N. \quad (34) \]

Then, with the help of Proposition 2 in Pensky (2013) adapted to kernel $g$ being bivariate, the Kullback divergence is

\[
K(P_{f_{\omega}}, P_{f_{\omega}^*}) = \frac{1}{2\sigma^2} \sum_{l=1}^{M} \mathbb{E}_h \left( Q_{l,\omega}^{(N)} - Q_{l,\omega}^{(N)} \right)^T (\Sigma_N)^{-1} \left( Q_{l,\omega}^{(N)} - Q_{l,\omega}^{(N)} \right)
\leq \frac{1}{2\sigma^2} \sum_{l=1}^{M} \lambda_{\max} \left[ (\Sigma_N)^{-1} \right] \mathbb{E}_h \left\| Q_{l,\omega}^{(N)} - Q_{l,\omega}^{(N)} \right\|^2
\leq \frac{CMN^\alpha}{\sigma^2} \rho_{j_1,j_2}^{2^j_1-1} \sum_{k_1=0}^{2^j_1-1} |\omega_{k_1} - \tilde{\omega}_{k_1}|^2 \int_{0}^{1} (g * \psi_{j_1k_1}(t))^2 n_{j_2k_2}^2(x) h_1(t) h_2(x) dt dx
\leq \frac{CMN^\alpha}{\sigma^2} \rho_{j_1,j_2}^{2^j_1-1} 2^{-(2\nu+\beta_1)j_1-\beta_2j_2} k_1 - k_0|^\beta_1 \sum_{k_2=0}^{2^j_2-1} |k_2 - k_0|^\beta_2
\leq \frac{CMN^\alpha}{\sigma^2} \rho_{j_1,j_2}^{2^j_1-1} 2^{-(2\nu+\beta_1)j_1-\beta_2j_2} j_1(\beta_1+1) j_2(\beta_2+1). \quad (35)

Hence, using argument similar to Benhaddou et al. (2013), the lower bounds are

\[
\delta^2 = CA^2 \begin{cases} 
\left[ \frac{\sigma^2}{A^2MN^\alpha} \right]^{\frac{2^s}{2^s+1}}, & \text{if } s_1 \leq s_2(2\nu+1), \\
\left[ \frac{\sigma^2}{A^2MN^\alpha} \right]^{\frac{2^s}{2^s+1}}, & \text{if } s_1 > s_2(2\nu+1).
\end{cases} \quad (36)
\]

**The sparse-dense case.** Using the same test functions $f_{\omega}$ and $f_{\omega}$ as in Benhaddou et al. (2013), and following the same procedure as in the dense-dense case, the lower bounds are

\[
\delta^2 = CA^2 \begin{cases} 
\left[ \frac{\sigma^2}{A^2MN^\alpha} \right]^{\frac{2^s}{2^s+1}}, & \text{if } s_1^* \geq s_2(2\nu+\beta_1), \\
\left[ \frac{\sigma^2}{A^2MN^\alpha} \right]^{\frac{2^s}{2^s+1}}, & \text{if } s_1^* < s_2(2\nu+\beta_1).
\end{cases} \quad (37)
\]
The dense-sparse case. Using test functions $f_{\omega}$ defined as

$$f_{\omega}(t, x) = \rho_{j_1j_2} \sum_{k_1=0}^{2^{j_1}-1} \omega_{k_1} \psi_{j_1k_1}(t) \eta_{j_2k_2}(x), \quad (38)$$

and following the same procedure as the dense-dense case, the lower bounds will have the form

$$\delta^2 = CA^2 \begin{cases} \left[ \frac{\sigma^2}{MN^2} \right]^{2s_2^*}, & \text{if } \beta_2 s_1 \geq s_2^*(2\nu + 1), \\ \left[ \frac{\rho^2}{MN^2} \right]^{2s_1^*}, & \text{if } \beta_2 s_1 < s_2^*(2\nu + 1). \end{cases} \quad (39)$$

To complete the proof, notice that the highest of the lower bounds corresponds to

$$d = \min \left\{ \frac{2s_1}{2s_1 + 2\nu + 1}, \frac{2s_2}{2s_2 + 1}, \frac{2s_1^*}{2s_1^* + \beta_1}, \frac{2s_2^*}{2s_2^* + \beta_2} \right\}. \quad \square \quad (40)$$

**Proof of Lemma 1.** To prove (16), notice that by (9), Assumptions A.2 and A.3, one has

$$\int_0^1 \int_0^1 \frac{U_\omega^2(t, x)}{h_1(t)h_2(x)} \frac{dt}{dx} \propto \left[ h_1(2^{-j_1}k_1)h_2(2^{-j_2}k_2) \right]^{-1} \int_0^1 \int_0^1 \frac{U_\omega^2(t, x)}{dt} \frac{dt}{dx}$$

$$\times \left[ 2^{-j_1}k_1 - t_0 \right]^{\beta_1} \left| 2^{-j_2}k_2 - x_0 \right|^{\beta_2} \int_0^1 \int_0^1 \left[ \sum_{m \in Z} \frac{\psi_{j_1k_1}(m) \eta_{j_2k_2}(x)}{g(m, x)} e^{i2\pi mt} \right]^2 \frac{dt}{dx}$$

$$\times \left[ 2^{-j_1}k_1 - t_0 \right]^{\beta_1} \left| 2^{-j_2}k_2 - x_0 \right|^{\beta_2} \int_0^1 \int_0^1 \left[ \sum_{m \in Z} \frac{\psi_{j_1k_1}(m) \eta_{j_2k_2}(x)}{\left| g(m, x) \right|^2} \right]^2 \frac{dt}{dx}$$

$$\times \left[ 2^{-j_1}k_1 - t_0 \right]^{\beta_1} \left| 2^{-j_2}k_2 - x_0 \right|^{\beta_2} \sum_{m \in Z} \left( \left| m \right| + 1 \right)^{2\nu} \left| \psi_{j_1k_1}(m) \right|^2 \int_0^1 \left| \eta_{j_2k_2}(x) \right|^2 \frac{dt}{dx}$$

$$\times \left[ 2^{-j_1}k_1 - t_0 \right]^{\beta_1} \left| 2^{-j_2}k_2 - x_0 \right|^{\beta_2} \sum_{m \in Z} \left( \left| m \right|^{2\nu} + 1 \right) \left| \psi_{j_1k_1}(m) \right|^2 \frac{dt}{dx}$$

$$\times 2^{j_1\beta_1 + j_2\beta_2} \left| k_1 - k_{10} \right|^{\beta_1} \left| k_2 - k_{20} \right|^{\beta_2} \left[ \left\| \psi \right\|^2 + 2^{2\nu j_1} \left\| \psi^{(\nu)} \right\|^2 \right]. \quad (41)$$

In the last line we used the derivative property of Fourier transform applied to the Fourier coefficients $\psi_{j_1k_1}(m)$, namely,

$$\psi_{j_1k_1}(m) = (i2\pi m)^{-\nu}2^{j_1\nu} \int_0^1 2^{j_1/2} \psi^{(\nu)}(2^{j_1}t - k_1)e^{-2\pi mt} dt.$$
The proof of (17) is very similar so we skip it. □

**Proof of Lemma 2.** Note that

\[
\tilde{\beta}_\omega - \beta_\omega = \frac{\sigma}{MN} \sum_{t=1}^{M} \sum_{i=1}^{N} U_\omega(t_i, x_i) \varepsilon_{i,t}.
\]  

(42)

Define the \(N\)-dimensional vector \(U_t\), with components \(U_{\omega,l} = U_\omega(t_i, x_l) h_1(t_i) h_2(x_l) \varepsilon_{i,l}\).

(43)

To complete the proof use equation (16). To prove (19), notice that the fourth moment of (42) is of order

\[
\mathbb{E}|\tilde{\beta}_\omega - \beta_\omega|^4 = O\left(\frac{\sigma^4}{MN^4} \sum_{t=1}^{M} \mathbb{E}_h \left[ \sum_{i=1}^{N} \frac{U^2_\omega(t_i, x_l) h_1(t_i) h_2(x_l) \varepsilon_{i,l}^2}{h_1(t_i) h_2(x_l)} \left[ \mathbb{E} |\varepsilon_{i,t}|^2 \right]^2 \right] + \left[ \mathbb{E} |\tilde{\beta}_\omega - \beta_\omega|^2 \right]^2 \right).
\]  

(44)

Now, since \(\sum_{i=1}^{N} \mathbb{E} |\varepsilon_{i,t}|^2 = N\), using equations (16) and (17) in the last line completes the proof. □

**Proof of Lemma 3.** Using (43), in the case when the errors are Gaussian, we apply the Gaussian tail inequality to yield (29). When the errors are sub-Gaussian, the proof relies on the following lemma

**Lemma 4 (Hanson-Wright inequality).** Let \(X = (X_1, X_2, \cdots, X_n)\) be a random vector with independent components such that \(\mathbb{E}(X) = 0\) and \(\|X_i\|_\phi \leq K\). Then, for any matrix \(B\) and some absolute constant \(c_0 > 0\), one has

\[
\Pr \left( |X^T BX - \mathbb{E}[X^T BX]| > t \right) \leq 2 \exp \left\{ -c_0 \min \left\{ \frac{t^2}{K^2 \|B\|_F^2}, \frac{t}{K^2 \|B\|_{sp}} \right\} \right\}.
\]  

(45)
Let $V^{(l)}$, $l = 1, 2, \ldots, M$, be the $N$-dimensional vectors with elements
\[ V_i(x_l) = \frac{U_\omega(t_i, x_l)}{h_1(t_i) h_2(x_l)}. \] (46)

Now form the vectors $E, Z$ and $V$ such that
\[
E = \begin{bmatrix} \varepsilon_{N(1)} & \varepsilon_{N(2)} & \ldots & \varepsilon_{N(M)} \end{bmatrix}^T, \quad Z = \begin{bmatrix} \eta_{N(1)} & \eta_{N(2)} & \ldots & \eta_{N(M)} \end{bmatrix}^T, \quad V = \begin{bmatrix} V^{(1)} & V^{(2)} & \ldots & V^{(M)} \end{bmatrix}^T, \tag{47}
\]
and define the block diagonal matrices
\[
A = \begin{bmatrix} A^{(1)}_N & 0 & \cdots & 0 \\ 0 & A^{(2)}_N & \cdots & 0 \\ 0 & 0 & \cdots & A^{(M)}_N \end{bmatrix}. \tag{48}
\]

Then,
\[
|\hat{\beta}_\omega - \beta_\omega|^2 = \frac{\sigma^2}{M^2 N^2} \left[ \sum_{i=1}^{M} \sum_{l=1}^{N} U_\omega(t_i, x_l) \varepsilon_{i,l} \right]^2 = \frac{\sigma^2}{M^2 N^2} \left[ V^T E \right]^2 = \frac{\sigma^2}{M^2 N^2} \left[ V^T AZ \right]^2. \tag{49}
\]

Take $X = Z$ and $B = A^T V V^T A$. Take expectation of (49) yields
\[
\mathbb{E} |\hat{\beta}_\omega - \beta_\omega|^2 = \frac{\sigma^2}{M^2 N^2} \mathbb{E} \left[ Tr \left( Z^T A^T V V^T A Z \right) \right] = \frac{\sigma^2}{M^2 N^2} \mathbb{E} \left[ Tr \left( A^T V V^T A Z Z^T A^T \right) \right] = \frac{\sigma^2}{M^2 N^2} \mathbb{E} \left[ Tr \left( V V^T A Z Z^T A^T \right) \right] \leq \lambda_{\max} \mathbb{E} \left[ Tr \left( V V^T \right) \right] = \lambda_{\max} \lambda_{\max} \mathbb{E} \left[ Tr \left( V V^T \right) \right] \leq \frac{c_2 \sigma^2 N^{1-\alpha}}{MN} \int_0^1 \int_0^1 |U_\omega(t, x)|^2 \frac{dt}{h_1(t) h_2(x)} dx.
\]

Now we need to evaluate the spectral and Frobenius norms of $B$. Note that $\text{rank}(B) = 1$ and therefore, a conditioning argument on the joint probability density function $h$, gives
\[
\|B\|_F^2 = \|B\|_{sp}^2 = \lambda_{\max} (B^T B) = \rho_{\max}^2 (A^T V V^T A) \leq \rho_{\max}^2 (R R^T) \rho_{\max}^2 (V V^T) = \rho_{\max}^2 (\Sigma) \rho_{\max}^2 (V V^T) = \rho_{\max}^2 (\Sigma) \rho_{\max}^2 (V^T V). \]
Consequently, applying Lemma 4 with
\[ t = c_2 \mu^2 MN^{2-\alpha} \ln(MN) \left( \int_0^1 \int_0^1 \frac{|U_\omega(t, x)|^2}{h_1(t)h_2(x)} dt dx \right), \]
yields equation (28) with \( \tau = \frac{c_0 \mu^2}{K} \). □

**Proof of Theorem 2** Recall \( d \) in (40) and denote
\[ \chi_{MN} = \sigma^2 \ln(MN) \frac{1}{A^2 MN^\alpha}, \quad 2j_{10} = (\chi_{MN})^{-\frac{d}{2\sigma_1}}, \quad 2j_{20} = (\chi_{MN})^{-\frac{d}{2\sigma_2}}. \] (50)

Observe that \( E ||\hat{f}_{MN} - f||^2 \leq E_1 + E_2 + E_3 + E_4 \), where

\[ E_1 = \sum_{k_1=0}^{2m_{10}-1} \sum_{k_2=0}^{2m_{20}-1} \text{Var}(\tilde{\beta}_{m_{10},k_1,m_{20},k_2}), \] (51)
\[ E_2 = \sum_{\omega \in \Omega(J_1, J_2)} E \left[ ||\tilde{\beta}_\omega - \beta_\omega||^2 \mathbb{1}(||\tilde{\beta}_\omega|| > \lambda_{j_1}^{MN}) \right], \] (52)
\[ E_3 = \sum_{\omega \in \Omega(J_1, J_2)} E \left[ ||\beta_\omega||^2 \mathbb{1}(||\tilde{\beta}_\omega|| < \lambda_{j_1}^{MN}) \right], \] (53)
\[ E_4 = \left( \sum_{j_1=J_1}^{J_1-1} \sum_{j_2=J_2}^{\infty} + \sum_{j_1=J_1}^{\infty} \sum_{j_2=m_{20}-1}^{J_2-1} + \sum_{j_1=m_{10}-1}^{\infty} \sum_{j_2=J_2}^{\infty} \right) 2^{j_1-1} 2^{j_2-1} \sum_{k_1=0}^{2^{J_1-1}-1} \sum_{k_2=0}^{2^{J_2-1}-1} |\beta_\omega|^2. \] (54)

Combining \( E_1 \) and \( E_4 \), using (18) in \( E_1 \) and (26) with (22) in \( E_4 \), one has
\[ E_1 + E_4 = O \left( \frac{\sigma^2}{MN^{\alpha_t}} + \left( \sum_{j_2=J_2}^{\infty} + \sum_{j_1=J_1}^{\infty} \right) A^2 2^{-2(j_1'+j_2')} \right) = O \left( [A^2 \chi_{MN}]^d \right). \] (55)
Notice that $\mathbb{E}_2$ and $\mathbb{E}_3$ can be partitioned as $\mathbb{E}_2 \leq R_{21} + R_{22}$ and, $\mathbb{E}_3 \leq R_{31} + R_{32}$, where

$$R_{21} = \sum_{\omega \in \Omega(J_1, J_2)} \mathbb{E} \left[ |\hat{\beta}_{\omega} - \beta_{\omega}|^2 \mathbb{P} \left( |\hat{\beta}_{\omega} - \beta_{\omega}| > \frac{1}{2} \lambda_{MN}^j \right) \right],$$  \hspace{1cm} (56)

$$R_{22} = \sum_{\omega \in \Omega(J_1, J_2)} \mathbb{E} \left[ |\hat{\beta}_{\omega} - \beta_{\omega}|^2 \mathbb{P} \left( |\beta_{\omega}| > \frac{1}{2} \lambda_{MN}^j \right) \right],$$  \hspace{1cm} (57)

$$R_{31} = \sum_{\omega \in \Omega(J_1, J_2)} |\beta_{\omega}|^2 \mathbb{P} \left( |\hat{\beta}_{\omega} - \beta_{\omega}| > \frac{1}{2} \lambda_{MN}^j \right),$$  \hspace{1cm} (58)

$$R_{32} = \sum_{\omega \in \Omega(J_1, J_2)} |\beta_{\omega}|^2 \mathbb{P} \left( |\beta_{\omega}| < \frac{3}{2} \lambda_{MN}^j \right).$$  \hspace{1cm} (59)

Combining (56) and (58), using Lemmas 2 and 3 with $\tau \geq 4$ and equation (22), and applying Cauchy-Schwarz inequality, yields

$$R_{21} + R_{31} = O \left( A^2 \left[ \frac{\sigma^2}{MN^\alpha} \right]^{\tau/2-1} \right) = O \left( A^2 \left[ \frac{\sigma^2}{MN^\alpha} \right] \right).$$  \hspace{1cm} (60)

Now, combining (57) and (59), and using (18) and (20), gives

$$\Delta = R_{22} + R_{32} = O \left( \sum_{\omega \in \Omega(J_1, J_2)} \min \left\{ |\beta_{\omega}|^2, 2^{2\nu} \chi_{MN} \right\} \right).$$  \hspace{1cm} (61)

Finally, $\Delta$ can be decomposed into the following components

$$\Delta_1 = O \left( \sum_{j_1=m_0}^{j_2+1} \sum_{j_2=m_0}^{j_2+1} A^{2j_1(2\nu+1)+j_2} \left[ \frac{\sigma^2 \ln(MN^\alpha)}{A^{2}MN^\alpha} \right] \mathbb{I}(\Xi) \right),$$  \hspace{1cm} (62)

$$\Delta_2 = O \left( \sum_{j_1=m_0}^{j_2+1} \sum_{j_2=m_0}^{j_2+1} A^{2\gamma 2^{-\gamma}(j_1 s_1 + j_2 s_2)} \left[ A^{2} \chi_{MN} \right]^{2 j_1(2\nu+1)+j_2 \beta_2} \mathbb{I}(\Xi^c) \right),$$  \hspace{1cm} (63)

$$\Delta_3 = O \left( \sum_{j_1=m_0}^{j_2+1} \sum_{j_2=m_0}^{j_2+1} A^{2\gamma 2^{-\gamma}(j_1 s_1 + j_2 s_2)} \mathbb{I}(\Xi^c) \right),$$  \hspace{1cm} (64)

where $\Xi = \left\{ j_1, j_2 : 2 j_1(2\nu+1)+j_2 \leq [x_d]^{-1} \right\}$.

Case 1: $s_1 \geq s_2(2\nu + 1)$, $s_1' \geq s_2'(2\nu + \beta_1)$ and $(1 - \beta_2)s_2 > (\frac{1}{p} - \frac{1}{p})$. In this case, $d = \frac{2s_2}{2s_2+1}$,
and

\[ \Delta_3 = O \left( A^2 [\mathcal{X}_MN]^{1-\gamma} \sum_{j_1 = m_0}^{j_{10}} 2^{-j_1[\gamma 2 s'_1 - (2\nu + \beta_1)(1-\gamma)]} \sum_{j_2 = m_0}^{j_{20}} 2^{-j_2[\gamma 2 s'_2 - \beta_2(1-\gamma)]} I(\Xi^c) \right) \]

\[ = O \left( A^2 [\mathcal{X}_MN] \sum_{j_1 = m_0}^{j_{10}} 2^{-j_1[\gamma 2 s'_1 - (2\nu + \beta_1)(1-\gamma)]} \sum_{j_2 = m_0}^{j_{20}} 2^{-j_2[\gamma 2 s'_2 - \beta_2(1-\gamma)]} \right) \]

\[ = O \left( A^2 [\mathcal{X}_MN] \sum_{j_1 = m_0}^{j_{10}} 2^{-j_1(2(1-\beta_2)(s_1 - s_2(2\nu + 1)) + 2(1 - \frac{1}{p}) (\beta_2 - \beta_1))] \right) \]

\[ = O \left( A^2 [\mathcal{X}_MN] \left[ \ln(MN^\alpha) \right]^\xi_1 \right), \tag{65} \]

where \( \xi_1 \) appears in \([31]\), \( \gamma = \frac{1-\beta_1}{1-\beta_1 + 2\left( \frac{1}{p'} - \frac{1}{p} \right)} \) and \( d_1 = 1 - \beta_2 + 2\left( \frac{1}{p'} - \frac{1}{p} \right) \).

Case 2: \( s''_1(2\nu + 1) < s_1 < s_2(2\nu + 1) \) and \( s_1 < \frac{s''_1}{\gamma_0}(2\nu + 1) \). In this case, \( d = \frac{2s_1}{2s_1 + 2\nu + 1} \), and

\[ \Delta_3 = O \left( A^2 [\mathcal{X}_MN]^{1-\gamma} \sum_{j_1 = m_0}^{j_{10}} 2^{-j_1[\gamma 2 s'_1 - (2\nu + \beta_1)(1-\gamma)]} \sum_{j_2 = m_0}^{j_{20}} 2^{-j_2[\gamma 2 s'_2 - \beta_2(1-\gamma)]} I(\Xi^c) \right) \]

\[ = O \left( A^2 [\mathcal{X}_MN] \sum_{j_1 = m_0}^{j_{10}} 2^{-j_1(2(1-\beta_2)(s_1 - s_2(2\nu + 1)) + 2(1 - \frac{1}{p'}) (\beta_2 - \beta_1))] \right) \]

\[ = O \left( A^2 [\mathcal{X}_MN] \frac{2s_1}{2s_1 + 2\nu + 1} \right), \tag{66} \]

where \( \gamma = \frac{1-\beta_1}{1-\beta_1 + 2\left( \frac{1}{p'} - \frac{1}{p} \right)} \) and \( d_2 = \left[ 1 - \beta_1 + 2\left( \frac{1}{p'} - \frac{1}{p} \right) \right](2\nu + 1) \).

Case 3: \( s'_1 < \frac{s'_2}{\beta_2}(2\nu + 1) \), \( s'_1 < (2\nu + \beta_1) \) and \( s_1 < s''_1(2\nu + 1) \). In this case, \( d = \frac{2s'_1}{2s'_1 + 2\nu + \beta_1} \), and

\[ \Delta_3 = O \left( A^2 [\mathcal{X}_MN]^{1-\gamma} \sum_{j_1 = m_0}^{j_{10}} 2^{-j_1[\gamma 2 s'_1 - (2\nu + \beta_1)(1-\gamma)]} \sum_{j_2 = m_0}^{j_{20}} 2^{-j_2[\gamma 2 s'_2 - \beta_2(1-\gamma)]} I(\Xi^c) \right) \]

\[ = O \left( A^2 [\mathcal{X}_MN] \sum_{j_1 = m_0}^{j_{10}} 2^{-j_1(2s'_1(2\nu + \beta_1) - \beta_2 s'_1)]} \right) \]

\[ = O \left( A^2 [\mathcal{X}_MN] \frac{2s'_1}{2s'_1 + 2\nu + \beta_1} \right), \tag{67} \]

where \( \gamma = \frac{2\nu + \beta_1}{2s'_1 + 2\nu + \beta_1} \) and \( d_3 = 2s'_1 + 2\nu + \beta_1 \).
Case 4: $\beta_2 s_1' \geq s_2'(2\nu+\beta_1)$, $s_1 > \frac{s_2'}{\beta_2}(2\nu+1)$ and $s_2 \leq s_2''$. In this case, $d = \frac{2s_2'}{\beta_2 s_2 + \beta_2}$, and

$$
\Delta_3 = O \left( A^2 |X_{MN}|^{1-\gamma} \sum_{j_1=m_0}^{j_{10}} 2^{-j_1[\gamma 2s_1' - (2\nu+\beta_1)(1-\gamma) + 4\gamma(\beta_2s_2' - s_2''(2\nu+\beta_1))]}} \sum_{j_2=m_0}^{j_{20}} 2^{-j_2[\gamma 2s_2' - (2\nu+\beta_2)(1-\gamma)]} \right)
$$

$$
= O \left( A^2 |X_{MN}|^{\frac{2s_2'}{2\beta_2 + \beta_2}} \sum_{j_1=m_0}^{j_{10}} 2^{-j_1[\beta_2s_2'-s_2''(2\nu+\beta_1)]} \right)
$$

$$
= O \left( A^2 |X_{MN}|^{\frac{2s_2'}{2\beta_2 + \beta_2}} \left[ \ln(MN^{\alpha}) \right]^{\xi_2} \right)
$$

(68)

where $\xi_2$ appears in (31), $\gamma = \frac{\beta_2}{2\beta_2 + \beta_2}$ and $d_4 = 2s_2' + \beta_2$.

Combining the results from (55) to (68) completes the proof of (30). □
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