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Abstract

In many practical few-shot learning problems, even though labeled examples are scarce, there are abundant auxiliary datasets that potentially contain useful information. We propose the problem of extended few-shot learning to study these scenarios. We then introduce a framework to address the challenges of efficiently selecting and effectively using auxiliary data in few-shot image classification. Given a large auxiliary dataset and a notion of semantic similarity among classes, we automatically select pseudo shots, which are labeled examples from other classes related to the target task. We show that naive approaches, such as (1) modeling these additional examples the same as the target task examples or (2) using them to learn features via transfer learning, only increase accuracy by a modest amount. Instead, we propose a masking module that adjusts the features of auxiliary data to be more similar to those of the target classes. We show that this masking module performs better than naively modeling the support examples and transfer learning by 4.68 and 6.03 percentage points, respectively. Code is available at: https://github.com/BatsResearch/efsl.

1. Introduction

Large labeled datasets for novel machine learning tasks are costly and time-consuming to gather, so there is a great demand for methods that can learn new tasks with limited labeling. One such area of work is few-shot learning (FSL). In FSL, the model must predict the labels of query images given only one or a few labeled examples of each target class, called the support set. Recent FSL works limit the available training resources to the support set and a labeled set of base classes [7, 18, 23, 31, 33, 39]. While the traditional FSL setting is an important test of generalization from limited resources, we argue that it fails to capture many other realistic scenarios found in practice. Although the number of base classes is small (hundreds), the size and breadth of labeled datasets publicly accessible and internally available to organizations are great. In scenarios where parts of those massive datasets are semantically related to novel tasks, the challenge is not limited labeled data per se, but a lack of labeled examples of the novel classes.

Now, practitioners face new questions. Given a novel few-shot task, which labeled data should be used as additional information? How should these related examples be incorporated into the model? For example, consider an online advertising platform that needs to identify images of a recently introduced shoe. In the typical FSL setup, the company has to train a model with just a few available images of that specific shoe. The typical approach ignores the company’s database of previous models, as well as their semantic knowledge about the properties of this new shoe (e.g., available colors, style, target customers, etc.). There are nu-
numerous other similar situations in industry, government, and research, where proprietary datasets and knowledge bases, public ones, or combinations of both are available when trying to solve new FSL tasks. From another perspective, humans use a significant amount of prior knowledge and data to solve novel tasks. Therefore, it is important to thoroughly investigate how machine learning models can use these resources in low-label regimes like FSL.

We introduce Extended Few-Shot Learning (EFSL) as a formulation of this problem. In EFSL, models can take advantage of other available resources outside of labeled examples of the target classes, in addition to the support set. As illustrated in Figure 1, EFSL harnesses a wider range of available resources compared to similar problems.

We contribute benchmarks for this new problem, which are designed to evaluate EFSL models with auxiliary data of different semantic distances to the target task. We organize a large auxiliary dataset such as ImageNet22k [3] in a hierarchy and consider different scenarios in which the target classes, some number of ancestors, and all their descendants are removed from the auxiliary data. These benchmarks provide a fair evaluation of future work on EFSL by controlling the contribution of auxiliary data.

The EFSL task introduces several new challenges, which we address with a novel framework. First, it is essential to intelligently select a subset of auxiliary data that is related to the target task. We propose using common sense knowledge graphs (e.g., ConceptNet [34]) for selecting the most related auxiliary classes to target classes. We call this related subset of auxiliary examples pseudo shots. Our method takes advantage of the direct relation between semantic and visual similarity of images [4]. Second, it is necessary to design an adaptable mechanism to effectively incorporate pseudo shots into existing FSL models. Pseudo shots often contain noisy and irrelevant information, because they are examples of classes distinct from the target classes. We find that naively using FSL methods on pseudo shots fails to fully exploit the potential of auxiliary data, especially as the pseudo shots’ semantic distance increases from the target classes. To address this issue, we design a masking module that identifies the more helpful information. We train the masking module in a meta-learning fashion through numerous EFSL episodes to identify the most helpful similarities between auxiliary data and the target task. We also show that this framework is compatible with many traditional FSL classifiers including nearest centroid classifiers [2, 12, 25, 33, 37, 40], relation networks [35], and embedding adaptation methods [41], demonstrating the versatility of auxiliary data in the FSL setting.

Finally, we conduct extensive experiments to study various aspects of the EFSL problem. We find that the magnitude of improvement for image classification crucially depends on the modeling choices made, especially when the auxiliary data is semantically distant from the target classes. When auxiliary data is used only to train a better image embedding function, average accuracy increases by 5.86 percentage points.

Further using auxiliary data to naively update target class prototypes reduces the average gain to 4.13 percentage points. In contrast, using our proposed masking module increases average accuracy by a total of 8.81 percentage points relative to the baseline without any auxiliary data.

The improvement provided by the masking module over basic feature embeddings increases from 4.68 to 12.85 points as the semantic difference between the auxiliary data and target classes grows. Our findings indicate that employing auxiliary data is a challenging problem requiring specific models designed to address the questions specific to this new problem.

We summarize our main contributions:

- We propose the EFSL problem to study methods for learning to exploit existing resources in practical low-shot regimes.
- We propose benchmarks for EFSL that systematically control the semantic distance between target classes and available auxiliary data.
- We introduce a method for auxiliary data selection that takes advantage of semantic information to select the most informative subset of auxiliary data.
- We design a masking module that learns to identify similarities between auxiliary data and target classes, in order to filter irrelevant information.
- We conduct extensive experiments to analyze the challenges of the EFSL problem. We find that straightforward applications of existing techniques are suboptimal, and that methods designed for EFSL can significantly improve accuracy.

## 2. Background

In traditional FSL, the model is trained and evaluated on a set of base classes \( C^{train} \) and testing classes \( C^{test} \), respectively. Note that base classes and testing classes are disjoint, i.e., \( C^{train} \cap C^{test} = \emptyset \). Traditional FSL follows an episodic scheme [7, 18, 23, 31, 33, 39]. To create a K-shot N-way episode, we randomly select a set of N classes as support, i.e., target, classes \( C \). Based on the few-shot assumption, there are only \( K \) labeled images available per support class, where \( K \) is an small number. Thus, we randomly select \( K \) images from each of the \( N \) classes. This set of \( N \times K \) examples is known as the support set, \( S \). We take another \( q \) samples from each of the \( N \) classes as our query set, \( Q \). The model is aware of the support set labels and is
expected to predict the query set labels. Testing and training episodes are created in a similar way, but, the support classes are selected from \(C^{test}\) and \(C^{train}\), respectively.

3. Extended Few-Shot Learning (EFSL)

Extended few-shot learning has a similar goal to traditional FSL, i.e., predicting the query labels given a small support set. However, in EFSL, the input is extended beyond the support set and includes other labeled datasets and non-visual, semantic knowledge sources. Examples of such datasets are public benchmark data and proprietary datasets belonging to organizations. External labeled datasets are constrained to exclude all examples of the support classes, but there is no constraint on the non-visual resources. Importantly, EFSL preserves the few-shot assumption in traditional FSL, defined in § 2, because there are no examples of support classes in auxiliary resources.

Given the immense size and variety of available auxiliary datasets, one of EFSL’s goals is to find a subset of useful and informative examples. EFSL extends the traditional episodes by an auxiliary support set \(S'_c\) which consists of the \(K'\) most informative auxiliary examples for each class \(c\). Formally, the extended episodes are as following

\[
E'_c = E_c \cup \{S'_c\} = \{S_c, S'_c, Q_c\} \quad \forall c \in C .
\] (1)

3.1. EFSL Benchmarks

Here, we introduce benchmarks to evaluate EFSL models. We intend to evaluate scenarios with varying degrees of similarity between the auxiliary data and target task. Ideally, an algorithm would do well even with distantly related data, and, if that is not possible, degrade gracefully. To create auxiliary datasets of increasing semantic distance from the target tasks, we use the hierarchical relationships among words in WordNet [6] to prune data. In WordNet, organizing words with respect to the hyponym (subtype) relation creates a directed tree in which child classes are subtypes of their parents. In all scenarios, we eliminate class \(c\) and all of its descendants, and use the remaining classes as the set of allowed auxiliary classes with respect to \(c\). As we select data of increasing semantic distance, we move up the tree and prune ancestors of the class \(c\) and its descendants. We refer to each such dataset as a level from \(d^0\) to \(d^n\) (pruning the great-grandparents of class \(c\) and all its descendants).

Formally, let \(p^l_c\) be the \(l^{th}\) ancestor of class \(c\) such that \(p^0_c = c\) and \(p^n_c\) is the root of the WordNet tree where \(n\) is the depth of class \(c\) in the tree. Also, let \(d^l\) be the set of all the descendants of class \(c\). Given a set of classes, \(C\), we constrain the auxiliary classes at level \(l\) and use \(C^A\) as the set of available auxiliary classes with respect to \(C\)

\[
C^A = C^T \setminus \bigcup_{c \in C} d^p_c ,
\] (2)

where \(C^T\) is the set of all the classes in the auxiliary data source. In our experiments, we use this technique to extend several FSL benchmarks.

4. Learning with Auxiliary Data

Here, we address the main challenges of EFSL. Figure 2 shows the block diagram of our framework. In § 4.1, we tackle auxiliary data selection using a common sense knowledge graph (Figure 2a). Next, taking in the support and auxiliary sets, we first try a simple approach for designing a feature embedding module in § 4.2 (Figure 2b). However, the performance of these basic embeddings is mediocre, with performance often being harmed by semantically distant auxiliary data (§ 5 and § 6). We address this deficiency in § 4.3 with our masking module, which filters the irrelevant information in auxiliary data (Figure 2c). The resulting masked embeddings are compatible with a wide range of existing FSL classification techniques, demonstrating the extensive applicability of exploiting auxiliary data. In § 4.4, we use three popular methods for standard FSL to classify the embeddings: nearest centroid classifier [2, 33, 35, 36], relation networks [35], and embedding adaptation [41] (Figure 2d). We demonstrate that all three methods significantly benefit from the higher quality masked embeddings.

4.1. Auxiliary Data Selection

Our selection method intends to maximize the semantic and visual similarities between the support classes and selected auxiliary examples. We can view these distantly related auxiliary examples as low quality instances of the support classes. Thus, we call such examples pseudo shots. In § 6, we show that not only does our selection of auxiliary data contain more useful information than random examples, but also that random examples usually lead to poor performance.

We propose using a notion of semantic similarity between two classes to select a subset of auxiliary examples. Semantic similarity has a broader applicability and is computationally more efficient than visual similarity. Visual similarity requires pair-wise image comparisons with high computational cost. Because semantic and visual similarity between two categories are directly related [4], we can avoid expensive pair-wise image comparisons by using semantic similarity as a computationally efficient proxy for visual similarity. This setup can potentially discover a wider visual range of auxiliary data that pertains to each support class.
Figure 2: The proposed framework for EFSL. a) We use common sense knowledge graphs to select a subset of auxiliary examples. b) We use the base classes and the corresponding pseudo shots to train the feature embedding module. c) The masking module takes the support set and pseudo shot embeddings and generates a mask $m_c$ to filter the irrelevant information in pseudo shots. d) We feed the query, support set, and masked pseudo shot embeddings to a classifier and generate the logits for meta-training/testing.

4.2. Feature Embedding

We use an embedding function $f_\phi$ to represent images as lower-dimensional feature vectors. We train a ResNet-12 on the union of base classes and pseudo shots, selected by following §4.1. Following previous works [2, 36], we use a typical cross entropy loss. After training, we drop the fully connected output layer and use the remaining model as our embedding function $f_\phi$. We freeze the parameters of $f_\phi$ after this. We refer to the features generated by $f_\phi$ as basic embeddings.

4.3. Masking Module

Although basic embeddings improve the accuracy, as shown by our experiments in §5.2, their performance is mediocre, especially when the pseudo shots and auxiliary classes are semantically distant. To maximize our gain, we design a masking module that compares the features of the support set and pseudo shots, and learns to filter the irrelevant information in pseudo shots.

To avoid computationally expensive pairwise comparisons between support set and pseudo shots, we compare the prototype of each support class with the prototype of the corresponding pseudo shots. For each support class $c$, we use a mean aggregator over basic embeddings to calculate the prototypes. Let basic embeddings, the output of $f_\phi$, be of shape $(C^*, W, H)$ where $C^*$, $W$, and $H$ are the number of channels, width, and height of the embeddings,
having a single scalar mask value per \((H, W)\) plane. We update pseudo shot embeddings by element-wise multiplication of \(m_c\) with each of the \(C^*\) feature maps. We refer to these updated feature maps as masked embeddings.

Figure 3 shows images of support classes, their corresponding pseudo shot, and the generated mask. The masking module successfully identifies the similarities between images and filters less useful information.

### 4.4. Classifier

After filtering extraneous information, we can view masked pseudo shots as weaker examples of the support classes. Thus, we merge the pseudo shots and support set features

\[
S_c^f = \{f(x); \forall x \in S_c\} \cup \{f(x) \odot m_c; \forall x \in S_c'\},
\]

where \(\odot\) is the Hadamard product and \(S_c^f\) is the merged support set for class \(c\). The structure of the merged episode is similar to a regular FSL task, allowing us to use a wide range of regular FSL classifiers for prediction. We evaluate the merged task with three popular FSL classifiers: nearest centroid classifier, relation module, and embedding adaptation. See the appendix for more details on classifiers and architecture of the masking module.

**Nearest centroid classifier (NCC).** NCC is the most popular classifier in FSL literature [2, 12, 25, 33, 37, 40]. For each class \(c\), the centroid \(h_c\) is the average over the merged support set \(S_c^f\). For a query example \(x\), Eq. (6) calculates a probability distribution over support classes

\[
p(y = c|x) = \frac{\exp((f(x), h_c))}{\sum_{c' \in C} \exp((f(x), h_{c'}))} \quad \forall c \in C,
\]

where \((\cdot)\) is cosine similarity. The query example is labeled with the highest probability class.

**Relation Module (RM).** Relation networks consist of a feature embedding module and a relation module for classification [35]. The relation module generates a relation score for each pair of class centroid and query example features. For each query example, we calculate the relation score for all classes and select the class with highest relation score.

**Embedding adaptation (EA).** FSL models usually use the same embedding function for all tasks. Several works have proposed adapting the feature embeddings for each FSL task to be more discriminative [14, 19, 41]. Similar to Ye et al. [41], we calculate the centroids for all support classes, then use a Transformer function [38] to modify the centroids for the current episode. With the updated class centroids, we use Eq. (6) to calculate the probability distribution for support classes and choose the most likely class.

**Training.** We train our pipeline incrementally. First, we train the feature embedding function and freeze its parameters. We then train the masking module with the nearest
datasets contain 32 FC-100 [25] splits CIFAR-100 into 60, 20, and 20 classes, and contain mini97 for validation. Both which 351 classes are for training, 160 for testing, and respectively.

ILSVRC-12 dataset [29]. We extend four popular FSL datasets and create benchmarks for FSL using the procedure from § 3.1. miniImageNet and tieredImageNet are both subsets of the ILSVRC-12 dataset [29]. miniImageNet [39] consists of 100 classes with 600 images per class. Classes are split into 64, 20, and 16 classes for training, testing, and validation, respectively. tieredImageNet [28] contains 608 classes, of which 351 classes are for training, 160 for testing, and 97 for validation. Both miniImageNet and tieredImageNet contain 84 × 84 RGB images. CIFAR-FS and FC-100 are both variants of the CIFAR-100 dataset for FSL. CIFAR-FS [18] splits CIFAR-100 into 64, 20, and 16 classes, and FC-100 [25] splits CIFAR-100 into 60, 20, and 20 classes for training, testing, and validation, respectively. Both datasets contain 32 × 32 RGB images.

For auxiliary data, we choose classes with more than 500 samples as the set of auxiliary classes $C^T$ from ImageNet22k [3]. For each test episode, we use support classes $C$ for $C$ in Eq. (2) to get the allowed classes $C^A$ for level $l$ auxiliary data. For training, we use all of the test classes $C^{test}$ for $C$ in Eq. (2) to prune $C^T$ and enforce the desired semantic distance with all test classes.

5.2. Results

We evaluate using both basic and masked embeddings to create centroids, and consider all three classification methods from § 4.4 on the four benchmarks with level 0 auxiliary data. We emphasize the results at level 0, which is still a challenging setting because the auxiliary data contains no samples of the test classes nor any subtypes of the test classes. For context, we also report the accuracy of the classifiers for traditional FSL. These baselines help better understand the benefits of different approaches to FSL and underscore the different effects of auxiliary data at different levels of semantic distance.

5. Experimental Evaluation

In this section, we evaluate the proposed framework for the FSL problem. As expected, adding auxiliary resources to the input improves the performance. More importantly, we find that addressing challenges like auxiliary data selection and designing specific models for FSL have a significant impact on performance. Our masking module improves the accuracy by 4.68 points compared to naively using basic auxiliary embeddings. Later, in § 6, we find that not addressing these challenges can even cause failure resulting in accuracy lower than standard FSL.

### Table 1: EFSL results on miniImageNet and tieredImageNet with level 0 pruning of the auxiliary data. Results are for three classifier types: nearest-centroid classifier (NCC), relation module (RM), and embedding adaptation (EA). Each section shows results for the baseline without any auxiliary data, the baseline with basic embeddings of auxiliary data, and the proposed method using masked embeddings. Each entry is mean accuracy over 800 episodes with 95% confidence intervals.

| Model            | miniImageNet | tieredImageNet |
|------------------|--------------|----------------|
|                  | 1-shot       | 5-shot         | 1-shot       | 5-shot         |
| NCC Baseline     | 56.7 ± 0.71  | 75.93 ± 0.53   | 64.46 ± 0.83 | 82.21 ± 0.62   |
| NCC + Basic PS   | 69.93 ± 0.76 | 76.70 ± 0.64   | 76.09 ± 0.81 | 82.38 ± 0.67   |
| NCC + Masked PS  | **75.82 ± 0.62** | **85.93 ± 0.42** | **80.66 ± 0.68** | **87.83 ± 0.51** |
| RM Baseline      | 58.42 ± 0.77 | 74.42 ± 0.55   | 62.58 ± 0.85 | 78.65 ± 0.69   |
| RM + Basic PS    | 66.67 ± 0.78 | 72.39 ± 0.65   | 64.39 ± 0.88 | 72.62 ± 0.81   |
| RM + Masked PS   | **67.48 ± 0.72** | **78.67 ± 0.53** | **67.51 ± 0.85** | **78.70 ± 0.69** |
| EA Baseline      | 61.69 ± 0.74 | 77.24 ± 0.52   | 67.92 ± 0.84 | 82.90 ± 0.59   |
| EA + Basic PS    | 72.42 ± 0.72 | 80.58 ± 0.58   | 75.52 ± 0.80 | 81.94 ± 0.69   |
| EA + Masked PS   | **76.88 ± 0.67** | **86.28 ± 0.41** | **80.54 ± 0.69** | **87.53 ± 0.53** |
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CIFAR-100. In Table 2, we present the accuracy of the
classifiers on variants of CIFAR-100. As expected, adding
auxiliary data with basic embeddings improves the perfor-
mance for almost all tasks. Consistent with previous results,
using masked embeddings further improves the accuracy of
basics embeddings. On average, the masking module im-
proves the accuracy of the basic embeddings by 3.12 and
5.23 points for 1- and 5-shot tasks, respectively. The mask-
ing module increases the accuracy of basic embeddings by
up to 8.01 points. The masking module boosts the average
accuracy of the traditional FSL by 11 and 5.79 points for 1-
and 5-shot tasks, respectively.

6. Analysis

Here, we further study the auxiliary data with basic and
masked embeddings and the impact of semantic distance on
performance. We compare EFSL with transfer learning and
semi-supervised FSL, and discuss their differences.

Auxiliary Data Benchmarks. Table 3 reports the per-
formance of the embedding adaptation classifier with dif-
fier levels of auxiliary data. We clearly see the value of
auxiliary data as masked embeddings improve over the tra-
ditional FSL accuracy by 4.71 points even with level 3 aux-
iliary data—which contains no WordNet great-grandparents
of the test classes nor their subtypes.

The accuracy of the masked embeddings degrades more
gracefully than basic embeddings with more semantically
distant auxiliary examples, by 5.66 and 9.78 points, respect-
ively. As shown in Figure 4, the improvement of masked
embeddings over basic embeddings increases for higher
levels of auxiliary data. The masking module thus provides
a solution to the real world problem when auxiliary data
similar to the target classes are not easily obtainable.

Proposed Framework vs. Transfer Learning. Trans-
fer learning aims to reuse pre-trained representations for
new tasks. Models can use pre-trained parameters as-is or
fine tune on new tasks. We use our pre-trained embed-
ding function to evaluate the pre-training performance. We
also fine-tune our pre-trained embedding function with test
pseudo shots to compare an alternative approach. As shown
in Table 4, pre-training improves the traditional FSL ac-
curacy. Fine-tuning on test pseudo shots improves the 1-shot
task but harms the 5-shot compared to only pre-training.
Our masking method surpasses pre-training and fine-tuning

| Model          | CIFAR-FS 1-shot | CIFAR-FS 5-shot | FC-100 1-shot | FC-100 5-shot |
|---------------|----------------|----------------|--------------|--------------|
|               |                |                |              |              |
| NCC Baseline  | 66.56 ± 0.71   | 84.43 ± 0.56   | 40.28 ± 0.59 | 56.25 ± 0.59 |
| NCC + Basic PS| 75.78 ± 0.79   | 85.79 ± 0.54   | 49.51 ± 0.67 | 57.51 ± 0.66 |
| NCC + Masked PS | 82.00 ± 0.65 | 90.49 ± 0.49 | 53.72 ± 0.67 | 65.52 ± 0.62 |
| RM Baseline   | 67.81 ± 0.80   | 82.26 ± 0.64   | 37.51 ± 0.62 | 50.28 ± 0.60 |
| RM + Basic PS | 73.32 ± 0.84   | 81.68 ± 0.64   | 43.22 ± 0.65 | 49.18 ± 0.66 |
| RM + Masked PS| 74.17 ± 0.80   | 86.21 ± 0.57   | 42.04 ± 0.65 | 52.02 ± 0.63 |
| EA Baseline   | 69.86 ± 0.74   | 85.32 ± 0.57   | 41.52 ± 0.62 | 57.46 ± 0.64 |
| EA + Basic PS | 77.74 ± 0.77   | 87.08 ± 0.53   | 51.23 ± 0.65 | 58.13 ± 0.65 |
| EA + Masked PS| 83.02 ± 0.62   | 90.84 ± 0.48   | 54.59 ± 0.66 | 65.64 ± 0.63 |

Table 2: EFSL results on CIFAR-FS and FC-100 with level 0 pruning of the auxiliary data. Results are for three classifier
types: nearest-centroid classifier (NCC), relation module (RM), and embedding adaptation (EA). Each section shows results
for the baseline without any auxiliary data, the baseline with basic embeddings of auxiliary data, and the proposed method
using masked embeddings. Each entry is mean accuracy over 800 episodes with 95% confidence intervals.

| Model          | Level     | miniImageNet 1-shot | miniImageNet 5-shot | tieredImageNet 1-shot | tieredImageNet 5-shot |
|---------------|-----------|---------------------|---------------------|-----------------------|-----------------------|
| Baseline      | 1-3       | 61.69               | 77.24               | 67.92                 | 82.90                 |
| Basic         | 1         | 72.42               | 80.58               | 75.52                 | 81.94                 |
|               | 2         | 70.58               | 76.98               | 71.74                 | 80.51                 |
|               | 3         | 66.67               | 75.74               | 65.99                 | 76.22                 |
| Masked        | 1         | 76.88               | 86.28               | 80.54                 | 87.53                 |
|               | 2         | 75.43               | 83.98               | 80.54                 | 87.53                 |
|               | 3         | 73.79               | 83.84               | 73.29                 | 86.36                 |

Table 3: Embedding adaptation classifier results on miniImageNet and tieredImageNet with level 0–3 auxiliary
data. Results are for the baseline without any auxiliary data, the baseline with basic embeddings of auxiliary data, and
the proposed method using masked embeddings. Each entry is mean accuracy over 800 episodes.
accuracy by 6.03 and 7.15 points, respectively. Evaluating 800 episodes with our masking method is much faster than fine-tuning, 5 minutes vs. 15 hours. We also show that our method gains benefit from using auxiliary data at test time even without pre-training benefits. See appendix for details.

**EFSL vs. Semi-Supervised FSL.** Semi-supervised FSL (SSFSL) is the closest problem to EFSL, but still has significant differences. Compared to traditional FSL, SSFSL models can use unlabeled examples both during training and testing. Labeled data encodes valuable knowledge from human annotators, but SSFSL misses this source of knowledge. Without labels, it is not possible to link visual data and semantic knowledge sources. Restricted to unlabeled data, SSFSL cannot access the large sources of rich knowledge (e.g., knowledge graphs, knowledge bases, word embeddings, to name a few). In general, EFSL can use the auxiliary examples more effectively with the extra metadata that is available. We try to use SSFSL methods for solving EFSL, but we find that the performance of SSFSL methods is sub-optimal and we need models designed specifically for EFSL. Experimental results are provided in the appendix.

**Random Auxiliary Data.** We compare the performance of our selection method, § 4.1, with random sampling. We find that random sampling fails catastrophically with basic embeddings. Using masked embeddings improves the accuracy but it is still far behind our proposed selection method. Results are reported in the appendix.

### 7. Related Work

Meta-learning is the dominant approach for solving FSL problems. Meta-learning tries to learn transferable knowledge based on the training classes and use this learned knowledge during test time. This transferable knowledge can be a discriminating metric space [17, 25, 33, 35, 39], or a fast converging algorithm or initial state [7, 18, 24, 27, 30]. All of these methods rely solely on the support set.

Transductive models have recently gained attention for FSL. These models use the query set as unlabeled data in each episode [16, 21]. EGNN [16] uses a graph convolutional edge labeling network to propagate the support set labels to query samples. TPN [21] propagates the labels of the support set to unlabeled (query) samples by learning to construct a graph structure. There are a number of other transductive FSL solutions that rely on the query set as well as the support set in each episode [8, 15].

Semi-supervised FSL methods are similar to transductive methods, but their unlabeled set is not the same as the query set [11, 20, 28, 32, 42]. Ren et al. [28] include unlabeled samples in each episode and propose a masking mechanism to control the effect of unrelated unlabeled samples. As the source of unlabeled samples, they use a mix of samples from random and support classes with a 1:1 ratio. Several other works [20, 21, 32] use the same unlabeled set as Ren et al. [28]. TransMatch [42] draws unlabeled samples from support classes in each episode and measures robustness against distractors, but does not try to exploit them. Gidaris et al. [11] use tieredImageNet as the source of unlabeled data for self-supervised learning for miniImageNet.

Some recent studies aim for more discriminative features and propose related masking methods that further refine the embedded features [14, 19]. CTM [19] looks at all the support samples together and generates a mask that indicates the most discriminative features for the current task. CAN [14] calculates a cross attention map for each pair of class centroid features and query features. The cross attention map improves the discriminative power of features by localizing the target object. Our masking module differs from these works by comparing support sets and pseudo shots to import information from the pseudo shots.

Other related work includes Xing et al. [40], which uses word vectors directly to update class prototypes, whereas we use word vectors as a tool to select auxiliary samples. Ge and Yu [9] use visual similarity and Zhang et al. [43]
use meta-learning to select auxiliary data for fine-grained image classification. Finally, concurrent work [1] considers transductive FSL for multi-domain problems.

8. Conclusion

In this work, we introduced the EFSL problem and associated benchmarks to capture the many practical scenarios in which auxiliary resources can aid in novel few-shot tasks. We proposed a framework for EFSL that uses semantic knowledge to aid the selection of auxiliary data and a masking module to select the useful parts of that data. It is compatible with a wide range of existing methods for FSL. We showed that it outperforms naïve solutions and is robust as the available auxiliary data grows semantically distant from the test classes. We believe that the problem of exploiting auxiliary data for new tasks will be increasingly important as shared datasets continue to multiply.
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A. Further Analysis

Proposed Framework without Pre-training. To study the benefits of using pseudo shots at test time, we train the embedding function using only base classes and repeat our main experiments. As shown in Table 5, using pseudo shots at test time improves the performance of the traditional FSL even without pre-training. This indicates that the combination of our selection method and masking module adds useful information at test time, supporting our claim that benefits of pseudo shots are beyond simple pre-training.

Semi-Supervised FSL methods for EFSL. Semi-supervised FSL methods use unlabeled examples as auxiliary data. We study the performance of SSFSL methods on EFSL tasks. We select the masking soft K-means method of Ren et al. [28] (MS K-Means). We choose this specific semi-supervised method because it has a distinct masking module that we can integrate in our framework. It is a soft masking mechanism for updating class centroids. This mechanism masks entire images based on the assumption that the unlabeled data is a mix of target classes and distractors. In contrast, our proposed module masks individual feature patches of images based on the assumption that the auxiliary data contains related images, but no actual samples of the target class. To have a fair comparison, we implement MS K-Means with our (higher capacity) embedding function trained on the same data. We freeze the embedding function and apply their masking mechanism on the resulting embeddings. With this implementation, MS K-Means is identical to our pipeline other than their masking module.

The performance of MS K-Means with level 0 auxiliary data is reported in Table 6. We select the auxiliary data following § 4.1. The proposed masking module performs significantly better than MS K-Means for both 1-shot tasks, where the limited label problem is severe. Our masking method also performs better for 5-shot tasks, especially on the smaller miniImageNet. It emphasizes the need for designing models to specifically address EFSL challenges.

Random Auxiliary Data. We ablate the proposed selection method in § 4.1 and use random sampling to measure its impact in our framework. As shown in Table 6, random sampling fails catastrophically with basic embeddings. As expected, the masking module removes a significant amount of the irrelevant information and increases the accuracy. But, even with masking, random sampling performs poorly on 1-shot tasks and is far behind the proposed selection method on 5-shot tasks.

Auxiliary Data Benchmarks. We evaluate the performance of all three classifiers with level 0–3 auxiliary data. Table 7 reports the mean accuracy on miniImageNet and tieredImageNet. The mean accuracy on CIFAR-FS and FC-100 is presented in Table 8. As the semantic distance between target classes and pseudo shots increases, the accuracy decreases. Models with masked embeddings degrade more gracefully than models with basic embeddings. The masking module extracts useful information even from level 3 auxiliary data. It consistently improves the performance of traditional FSL for miniImageNet and tieredImageNet with level 3 auxiliary data. For CIFAR-FS and FC-100, the performance of masked pseudo shots is comparable to traditional FSL. The masking module fails to extract useful information for CIFAR-100 derivatives from small $32 \times 32$ images at level 3 auxiliary data. It is likely that the limited spatial information in smaller images reduces the benefits of a spatial mask.

B. Architecture

Embedding Function. In all cases, we use ResNet12 [13] as our embedding function with DropBlock [10] for regularization. We use (640, 320, 160, 64) filters instead of the original (512, 256, 128, 64) filters in ResNet12. With this modification, our embedding function is similar to that of Tian et al. [36].
Masking Module. We achieve the spatial mask introduced in § 4.3 with several ResBlocks [13] arranged in a pyramid structure for \( f_0 \). Specifically, it consists of three ResBlocks with \((2C^*, C^*, 1)\) filters. In our implementation, the three ResBlocks have \((640, 320, 1)\) filters.

C. Optimizer

We use stochastic gradient descent (SGD) as optimizer with initial learning rate of 0.05, momentum of 0.9, weight decay of 5.e-4, and learning rate decay of 0.1. We train the embedding function for 100 epochs and decay the learning rate at epochs 60 and 80. We use the parameters at the last epoch as \( f_0 \). We train the masking module and classifiers for 150 epochs and decay the learning rate at epoch 70. We use the parameters at the epoch with highest validation accuracy for the masking module and the classifiers.

D. Dataset Alignment.

ImageNet classes are WordNet IDs. Thus, it is straightforward to map classes to WordNet nodes. To map the classes to ConceptNet nodes, we use the corresponding noun in WordNet database for each class. CIFAR-100 classes are nouns. We use all the corresponding WordNet IDs to the selected support classes as \( C \) in Eq. (2). We directly use nouns for mapping CIFAR-100 classes to ConceptNet nodes.

E. Classifiers

Relation Module. As explained in § 4.4, relation network consists of two major modules: a feature embedding module and a relation module [35]. The relation module \( f_\beta \) is parameterized with convolutional layers followed by several linear layers. The relation module takes the concat-
For query example \( x \), let \( h_c \) be the centroid of class \( c \) calculated as

\[
    h_c = \frac{\sum_{x \in S^T_c} x}{|S^T_c|} \quad \forall c \in C .
\]

For query example \( x \)

\[
    r_c = \sigma(f_\beta(\text{cat}(h_c, f_\phi(x)))) \quad \forall c \in C ,
\]

where \( r_c \) is the relation score.

**Embedding Adaptation.** Most FSL methods train one embedding function with base classes. After training the embedding function, all tasks use the same parameters, \( i.e., \) the embedding function is task agnostic. Embedding adaptation models customize the feature embeddings for each task such that they are more discriminative [14, 19, 41]. Here, we use the FEAT (Few-shot Embedding Adaptation with Transformer) model from [41]. Let \( T \) be a set-to-set function that takes the set of support class centroids as input. Then, \( T \) returns an adapted set of cluster centroids, that are more discriminative for the current task. Formally, \( H^T = T(H) \) where \( H \) is the set of support class centroids, \( H = \{h_c : c \in C \} \). For a query example \( x \), we use \( H^T \) in Eq. (6) to calculate the probability distribution over support classes.

| Embedding | Model | Level | CIFAR-FS 1-shot | CIFAR-FS 5-shot | FC-100 1-shot | FC-100 5-shot |
|-----------|-------|-------|----------------|----------------|----------------|----------------|
| Basic PS  | NCC   | 0     | 75.78 ± 0.79  | 85.79 ± 0.54  | 49.51 ± 0.67  | 57.51 ± 0.66  |
|           | RM    | 1     | 73.32 ± 0.84  | 81.68 ± 0.64  | 43.22 ± 0.65  | 49.18 ± 0.66  |
|           | EA    | 1     | 77.74 ± 0.77  | 87.08 ± 0.53  | 51.23 ± 0.65  | 58.13 ± 0.65  |
| Basic PS  | NCC   | 2     | 63.96 ± 0.95  | 77.41 ± 0.71  | 39.49 ± 0.75  | 45.68 ± 0.69  |
|           | RM    | 2     | 70.78 ± 0.88  | 82.70 ± 0.68  | 46.71 ± 0.77  | 55.44 ± 0.70  |
| Basic PS  | NCC   | 3     | 56.66 ± 1.06  | 75.55 ± 0.69  | 36.04 ± 0.75  | 48.85 ± 0.72  |
|           | RM    | 3     | 41.33 ± 0.90  | 65.64 ± 0.98  | 31.95 ± 0.62  | 40.07 ± 0.69  |
|           | EA    | 3     | 56.16 ± 0.95  | 75.75 ± 0.66  | 37.64 ± 0.78  | 50.40 ± 0.70  |
| Masked PS | NCC   | 0     | 82.00 ± 0.65  | 90.49 ± 0.49  | 53.72 ± 0.67  | 65.52 ± 0.62  |
|           | RM    | 1     | 74.17 ± 0.80  | 86.21 ± 0.57  | 42.04 ± 0.65  | 52.02 ± 0.63  |
|           | EA    | 1     | 83.02 ± 0.62  | 90.84 ± 0.48  | 54.59 ± 0.66  | 65.64 ± 0.63  |
| Masked PS | NCC   | 2     | 78.98 ± 0.69  | 88.88 ± 0.53  | 49.69 ± 0.74  | 63.75 ± 0.63  |
|           | RM    | 2     | 74.55 ± 0.79  | 82.96 ± 0.66  | 40.47 ± 0.68  | 51.82 ± 0.65  |
|           | EA    | 2     | 83.02 ± 0.62  | 90.84 ± 0.48  | 54.59 ± 0.66  | 65.64 ± 0.63  |
| Masked PS | NCC   | 3     | 69.90 ± 0.80  | 84.69 ± 0.54  | 49.12 ± 0.70  | 64.12 ± 0.67  |
|           | RM    | 3     | 68.45 ± 0.89  | 81.42 ± 0.58  | 37.54 ± 0.64  | 52.03 ± 0.59  |
|           | EA    | 3     | 70.07 ± 0.79  | 84.59 ± 0.56  | 49.32 ± 0.70  | 63.94 ± 0.68  |
| Masked PS | NCC   | 0     | 68.53 ± 0.72  | 84.68 ± 0.55  | 41.72 ± 0.60  | 57.72 ± 0.59  |
|           | RM    | 2     | 67.12 ± 0.77  | 81.26 ± 0.55  | 35.03 ± 0.59  | 49.11 ± 0.57  |
|           | EA    | 2     | 69.26 ± 0.70  | 84.65 ± 0.54  | 41.53 ± 0.58  | 57.26 ± 0.61  |

Table 8: EFSL results on CIFAR-FS and FC-100 with level 0–3 auxiliary data. Results are for three classifier types: nearest-centroid classifier (NCC), relation module (RM), and embedding adaptation (EA). Each entry is mean accuracy over 800 episodes with 95% confidence intervals.