ISODATA SOPC-FPGA implementation of image segmentation using NIOS-II processor
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ABSTRACT
This paper presents an FPGA image segmentation-binarization system based on iterative self organizing DATA (ISODATA) threshold using histogram analysis for embedded systems. The histogram module computes pixels levels statistics which are used by the ISODATA algorithm module to determine the segmentation threshold. In our case, this threshold binarizes a gray-scale image into two values 0 or 255. The prototype of the complete system uses an ALTERA CYCLONE-II DE2 kit with a lot of component and interfaces, such as the SD-CARD reader or a camera to read the image to be segmented, the FPGA which will implement the intellectual property (IP) core calculation with the NIOS processor, the VGA interface to view the results, and possibly of the ETHERNET interface for data transfer via internet. The use of FPGA contains the ISODATA, histogram, NIOS processor and others custom altera IPs hardware modules greatly improves processing speed and allows the binarization application to be embedded on a single chipfbin. For the project elaboration, we have used QUARTUS-II software for the hardware development part with VHDL description, SOPC-builder or QSYS for the integration of NIOS-system, and NIOS-II-STB-ECLIPSE for the software program with eclipse c++ langage.
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1. INTRODUCTION
Image or video segmentation process is required as a preprocessing step in several image processing and analysis applications such finding what objects are presented in the image, determining the region of interest (ROI) from an image, researching for image-document in optical character recognition (OCR) operations and detecting moving objects in human gait recognition, biometrics or target tracking [1], [2]. Using segmented images in binarized mode reduces the overall computational load in a specific application. The useful way to binarize an image is to threshold and separates the background and foreground based on pixel intensities.

Several methods (algorithms) such as otsu, isodata, brensen, niblack, sauvola, are implemented to determine the value of the threshold which decides the set of pixels which will take the whitest color and those which take the blackest value [3], [4]. For high-speed real-time applications and embedded systems, it is recommended to use hardware resources (FPGA), since in the case of PCs or DSPs, arithmetic operations and memory demand take a consistent time especially when the size images is great [5], [6].
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An embedded system is a computer system that is embedded within a product or component. Consequently, an embedded system is usually designed to perform one specific task, or a small range of specific tasks, often with real-time constraints. Currently, many signal or image processing applications have been embedded in systems to promote a real-time aspect. These applications cover several areas such as: computer vision [7], network, telecommunications [8], medicine, automation, and power electronics [9]-[12].

This work describes a design of efficient hardware architecture for image segmentation-binarization using ISODATA thresholding algorithm. Image gray-scale histogram module is associated to the Iterative Self Organizing DATA (ISODATA) circuit for the analyzing and binarizing operation of data image pixel. The NIOS processor is used in the design to control the traffic between every component and interface.

2. CO-DESIGN METHODOLOGY IMPLEMENTATION

Unlike other designs where IPs are directly translated by cogeneration and co-simulation tools with system generator or dsp-builder [13]-[15], this design uses two parts combining hardware and software.

2.1. The structure scheme of the hardware system module

The global hardware mainly includes the main chip EP35F672C6 which is the Altera's Cyclone II series chip [16], peripheral, clock circuit, reset/reconfiguration circuit, power supply, SDRAM, FLASH, SRAM memory circuit and so on chip. The central processing unit and all of the peripherals of NIOS II kernel is custom-designed by QSys or SOPC builder tool, this tool module mainly configures the CPU of Nios, JTAG, UART, avalon tri-state bridge, on chip memory, SDRAM controller and common flash interface [17], [18].

In the case of this project, the system is designed on programmable chip "SOPC" for an image segmentation system based on the ISODATA thresholding technique. In this architecture, the NOIS, soft core processor, delivered by altera controls all the elements instantiated in the architecture by the avalon bus. For different tasks of the segmentation procedure, custom university program intellectuals properties (IPs) such: storage, display, memory transfer, acquisition, and transmission are used and instancied in association with the proposed threshold segmentations modules.
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The implementation of the complete system involves co-design hardware-software procedure:

a) SOPC Builder functionality, which accordingly connects the soft-hardware components to construct a complete computer system that can be controlled on any of the FPGA chips and is also capable of producing interconnect logic automatically Figure 2.

b) Eclipse IDE framework and the eclipse C development toolkit (CDT) plug-ins, all software development tasks, including editing, building and debugging, can be accomplished using NIOS II IDE [19].
2.2. Hardware isodata image thresholding

Thresholding by ISODATA algorithm consists of finding a threshold by separating the histogram into two classes iteratively with the prior knowledge of the values associated with each class. This method begins by dividing the interval in non-zero values representing background population $C_0$ and foreground population $C_1$ of the histogram into two equidistant parts, then calculating the arithmetic means $m_1$ and $m_2$ of each class. Repeat the calculation of the threshold $T$ until convergence to the value closest to $(m_1 + m_2) / 2$, and each time updating the two averages $m_1$ and $m_2$: see the steps of the algorithm below [20].

Algorithm 1: Isodata threshold selection based on the iterative method by Ridler and Calvard

1: $K \leftarrow \text{size}(h)$ -- number of intensity levels
2: $T \leftarrow \text{mean}(h, 0, K-1)$ -- set initial threshold to overall mean
3: repeat
4:  $C_0 \leftarrow \text{count}(h, 0, T)$ -- background level population
5:  $C_1 \leftarrow \text{count}(h, T+1, K-1)$ -- foreground level population
6:  If $(C_0=0) \text{ or } (C_1=0)$ then
7:   return -1 -- background or foreground empty
8:  $m_1 \leftarrow \text{mean}(h, 0, T)$ -- background mean
9:  $m_2 \leftarrow \text{mean}(h, T+1, K-1)$ -- foreground mean
10: $T' \leftarrow T$ -- keep previous threshold
11: $T \leftarrow [m_1 + m_2]/2$
12: Until $T = T'$ -- end of the loop if no-change
13: return $T$

The histogram of a gray-scale image, gives an account of the number of pixels in an image as a function of pixel value. The two main steps associated with using histograms are used to build the histogram, and to extract data from it and use it for processing of the image.

$$h[i] = \sum_{x,y} \begin{cases} +1, & \text{when } l[x,y] = i \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (1)$$

Histogram is then a diagram used in analyzing digital data, which depicts how many pixels of an image or a video frame have certain intensity. It is often required for many applications in image and video processing or for evaluation measure. Figure 3 depicts how to use counters or memory to implement histogram of an image [21], [22].

For this application, a memory with dual port data and dual port address is used with a decoder and accumulator adder. Input image pixels are accumulated for each gray level of image, at the end, the memory contains values which represent the histogram. The Isodata threshold method calculation unit, Figure 4, consists of several parts and operates according to Algorithm 1.
After obtaining the histogram, Figure 3, the level pixel values statistics are inside a dual input port and dual address port memory and will be divided into two classes C1 and C2 using the Threshold-register. At the beginning this register contains an initial threshold and then the values of the thresholds calculated in the following iterations.

To scan the two areas class-C1 and class-C2, the computing unit uses a down-counter initiated by the value of the threshold register and an up-counter initiated by the value threshold +1. This makes processing faster for iterations process. The two outputs of the memory are weighted and accumulated respectfully by the contents of values of the down-counter and of the up-counter by the multiplication accumulated MAC module. At the same time the values of each class (memory data output) are accumulated by an Accumulating adder "Add-Acc". The results obtained by the MAC and ADD-ACC operations lead to obtain the respective moments for each class of the histogram.

The average of these moments produced by a right shift register is transferred to the threshold register for a new iteration if this value is not equal to the value calculated in the previous iteration, otherwise a signal done is sent to the processor for indicates the end of this step and the start of the binarization step.

The last unit used in the segmentation process is the construction of the binirized image. In this phase each pixel in the image-memory is transformed in background (pixel=0) or foreground (pixel=255) according the value of Isodata-threshold Figure 5.
2.3. Software design phase

In order to test the SOPC, an application program for NIOS II processor should be written. Integrated development environment is a software development graphical user interface (GUI) for NIOS II processor. It is based on the eclipse IDE framework and the eclipse C development toolkit (CDT) plug-ins. All software development tasks, including editing, building and debugging, can be accomplished using NIOS II IDE.

The application begins with initializations of the various interfaces and variables. It then checks for the presence of a storage or capture element element (SD-Card in this case or camera in use). The NIOS processor gives the start of the treatment entrusted to the hardware module of binarization. Once finished, a signal is emitted indicating the end of the treatment. The binarized image is now ready to be displayed or stored in the SD-Card Figure 6.

3. SYNTHESIS AND SIMULATION AND DISCUSSION

The synthesis result obtained for the design architecture is presented in Table 1. The design is described using structural VHDL [22] and synthesized on the cyclone FPGA II EP2C35F672C6. The RTL level view of a part of MAC module is represented in Figure 7 and the report of its synthesis operation is shown in Figure 8.
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4. RESULTS AND DISCUSSION

To highlight the effectiveness of this work, the developed application is subjected to various tests. Figure 9(a) and Figure 9(b) show respectively the DE2-Kit, the output state of the prototyping card DE2 with initialized configuration. Figure 9(c) shows the display for the blank system without loading the program into the program flash memory.

Figures 10 shows the display of the test images (original images old-printing and hand-writing) [23], [24]. The results of the segmentation operation are given by Figure 11. We noticed that the results obtained are very close to those obtained using software applications, despite the low precision of the number of bits to represent the processing data.
This choice of image is justified to see the improvement in the execution latency compared to other works in particular the work of Khitas et al. [25] to implement his method. Compared to conventional procedures, performed on a Pentium IV 3.00 Ghz, the execution speed is significantly better when the NIOS is clocked by a clock of only 100 Mhz. This speed improvement is due to the parallel aspect of task execution in hardware systems.

5. CONCLUSION
The hardware implementation can be more beneficial especially for image or video processing applications since the pipeline is more suitable and the FPGA modules are dedicated for this type of tasks. This work puts forward an image pre-processing design scheme based on SOPC on DE2 carte. The objectives of the project were to review developments in embedded system design and future trends, and to explore board-level rapid prototyping using FPGAs (DE2). A good example is the designed application of image binarization by calculation of the ISODATA threshold analyzing the histogram. It shows that the use of the hardware approach in the images designs gives better results in terms of speed, size and cost. The next idea
would be to continue to increase the implementation complexity level for typical image processing for OCR, Document image analysis, Finger-vein pattern extraction and fingerprint preprocessing embedded applications.
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