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Abstract—Most Internet traffic is carried by capacity-seeking protocols such as TCP and QUIC. Capacity-seeking protocols probe to find the maximum available throughput from sender to receiver, and, once they converge, attempt to keep sending traffic at this maximum rate. Achieving reliable low latency with capacity-seeking end-to-end methods is not yet entirely solved. We contribute a theoretical analysis to this ongoing discussion. In this work, we derive an expression for the minimum size of the spike in latency caused by a sudden drop in network capacity. Our results highlight a quantifiable and fundamental constraint on capacity-seeking network traffic. When end-to-end capacity is suddenly reduced, capacity-seeking traffic inevitably produces a latency spike. A lower bound on this latency spike can be calculated by multiplying the round-trip delay from the network bottleneck to the source of capacity-seeking traffic by the magnitude of the end-to-end capacity reduction. Testbed experiments show that this bound holds for the DCTCP, BBR, and Cubic congestion control algorithms. Our results have implications for the design of low-latency PHY and MAC-layer technologies because we quantify an important transport-layer consequence of unstable traffic rates.

I. INTRODUCTION

End-to-end congestion control methods, such as those used by TCP and QUIC, are the main ways of avoiding congestion collapse in the Internet. Most congestion control (CC) algorithms are capacity-seeking, meaning they aim to utilize close to 100% of the available end-to-end capacity. When capacity-seeking traffic shares a queue with latency-sensitive traffic, or when the traffic is itself latency-sensitive, the queuing delay induced by capacity-seeking traffic can potentially impair the user experience. Some applications, such as cloud gaming, can require both high throughput and very low end-to-end latency to maintain a good user experience [1]. Cloud gaming applications typically use a capacity-seeking protocol to adapt the video resolution [2]. Playback buffers have limited efficacy for interactive applications.

End-to-end CC methods function through the interaction of two main mechanisms: The first is congestion signaling, which is how congestion signals are generated and sent to the traffic sources. The other mechanism is rate adaptation, which is how the traffic sources react to congestion signals. The most crucial measure of success for a CC method is that it avoids congestion collapse, but CC algorithms are also concerned with network performance during regular operation. The performance goal of TCP has traditionally been that all competing flows achieve, on average, a fair share of the total throughput [3] (Though there are different opinions on how to define fair sharing). Recently proposed methods have expanded the performance goals of TCP to include low loss and low queuing delay [4], [5].

The original way of signaling congestion in the Internet was to drop packets that arrive at a full queue [3]. Since Van Jacobson’s seminal paper, many improvements to congestion signaling have been proposed, tested, and deployed in the Internet. Nichols and Van Jacobson proposed CoDel, an algorithm that improves congestion signaling by dropping head-of-line packets when queuing delay exceeds a threshold for too long [6]. In 2010, Alizadeh et. al. introduced Data Center TCP (DCTCP) [4]. DCTCP uses the Explicit Congestion Notification (ECN) bit in the IP header to signal congestion. Because the performance cost of ECN congestion signaling is small compared to dropping packets, ECN makes it feasible to signal congestion earlier and more often. Earlier and more frequent congestion signals allow for changes to the rate adaptation mechanism, and DCTCP takes advantage by making smaller and more frequent adjustments to the transmission rate. DCTCP results in much better latency and packet loss performance than preceding TCP methods, but extensive use of DCTCP is so far limited to data centers. Several adaptations of DCTCP have been suggested with the intention of scaling DCTCP to the entire Internet. These include Low Latency Low Loss Scalable Throughput (L4S) and Some Congestion Experienced (SCE), proposed by Briscoe et al. [5] and Morton.
et al. [7] respectively. Bottleneck bandwidth and round-trip propagation time (BBR) is another approach to Internet-scale low latency CC, proposed in 2016 by Cardwell et al. [8]. BBR has similar goals to L4S/SCE, but the BBR algorithm does not use the ECN bit. BBR uses a model of the end-to-end link capacity along with continuous monitoring of the round-trip time (RTT) to detect congestion events. BBR attempts to learn the capacity of the bottleneck interface in the end-to-end path and then adapts its rate to avoid overloading the bottleneck. The innovations of BBR are, therefore, both in the rate adaptation mechanism (estimates of bottleneck bandwidth and RTT instead of reactions to losses or ECN-markings) and congestion signaling (using delays above the minimum instead of losses/markings). DCTCP, L4S, SCE, and BBR are all capacity-seeking because they aim to use close to 100% of the available bandwidth of the bottleneck link.

Achieving 100% of the bottleneck capacity is more challenging when the bottleneck capacity varies over time. As examples of the state of the art of low-latency CC over variable-capacity links, we cite two recent surveys of end-to-end CC algorithms for 4G/5G networks by Haile et al. [9], and Lorincz et al. [10]. Both surveys conclude that nobody has been able to solve the problem of reliable low-latency CC for cellular networks without sacrificing utilization. The authors cite significant capacity variations as one of the main reasons this problem is so hard. Both surveys argue that the magnitude of capacity variations will likely increase with the deployment of 5G, especially over mmWave links. Srivastava et al. [11] measure the performance of TCP BBR [8] and TCP Prague (L4S) [5] over mmWave links where capacity varies over time. Their results show large transient latency spikes when capacity drops for all the congestion control algorithms tested. The reason nobody has been able to demonstrate low-latency capacity-seeking CC over 4G or 5G networks may be that the problem cannot be solved without reducing the variability of the links. Our results provide some evidence for this claim.

We propose two novel contributions in this paper. First, we describe a theoretically optimal capacity-seeking end-to-end CC algorithm. To be clear, we are not suggesting a new algorithm for deployment in the Internet. The algorithm we describe is intended as a best-case CC algorithm with theoretically optimal congestion signaling. Analyzing an optimal algorithm ensures that our conclusions apply to all capacity-seeking end-to-end CC methods. The second contribution is to show that the algorithm we analyze creates considerable transient delays under very general conditions. Because we analyze a theoretically optimal algorithm, we can conclude that it is impossible for any practical algorithm to perform better under the same conditions. Our result, therefore, maps part of the border between possible and impossible performance goals for capacity-seeking end-to-end congestion control algorithms.

II. Analysis

This section describes and analyzes a theoretically optimal capacity-seeking end-to-end CC algorithm to establish a bound on the performance of this class of algorithms in general. To be clear, we are not proposing a novel CC algorithm. Instead, we describe and analyze a theoretically optimal algorithm (which is not implementable in practice) and draw conclusions concerning all capacity-seeking end-to-end congestion control algorithms.

Consider a sender, A, transmitting a capacity-seeking flow to a receiver B through a bottleneck interface X. A aims to use all of the available capacity of interface X; therefore, we assume that interface X is fully loaded with traffic from A. Our analysis centers on what happens if the capacity of X is suddenly and unpredictably reduced. We make several simplifying assumptions to ensure our conclusions are as general as possible. By over-estimating the capabilities of the end-to-end controller, we ensure our results can safely be regarded as best-case performance for any real-world implementation. In other words, we are modeling the most favorable case for end-to-end CC, thereby producing a bound on the performance of capacity-seeking end-to-end CC algorithms.

In a typical real-world network, the interface X does not know how to talk directly to A. Congestion signals therefore typically travel via B before reaching A (see figures 1(a) and 1(b)). Both TCP and QUIC do congestion signaling via the receiver. In our analysis, we assume X has a direct link to A with constant delay \( d_{\text{signal}} \), as shown in figure 1(c). A direct and constant latency link represents the best-case scenario for any congestion signaling method. The latency from A to X is denoted \( d_{\text{flight}} \). In the general case, \( d_{\text{flight}} \) and \( d_{\text{signal}} \) need not be equal. In case the congestion signal travels via B, then
\[ d = d_{flight} + d_{signal} \] is equal to the round-trip time. We also assume the queue at X is empty at time \( t_0 \). It is possible for the queue at X to be empty and for the interface X to be fully loaded if we assume packet arrival and departures are perfectly in sync and happen simultaneously. This is the ideal case of zero queuing and 100% throughput that several low-latency congestion control methods, such as BBR [8] and DCTCP [4], attempt to approximate.

To summarize, we make the following simplifying assumptions about the end-to-end CC method:

- A congestion signal including information about the new capacity is created at X the instant capacity is reduced.
- The congestion signal travels from X to A in the shortest possible time \( d_{signal} \)
- \( d_{flight} \) is the time it takes a packet from A to reach X
- On receiving the signal, A reacts immediately by reducing the load to exactly match the new capacity at X
- The queue at X is empty when the capacity drops
- There is infinite buffer space at X so no traffic is lost
- For simplicity, we ignore the fact that A must reduce load below the capacity at X to allow the queue to empty

**Step change in capacity**
Assume X has an original capacity of \( C_0 \) Mbit/s. The capacity of X is now instantaneously reduced by a factor \( 1/r \), such that the new capacity \( C_1 \) is given by equation (1).

\[
C_1 \, \text{Mbit/s} = \frac{C_0 \, \text{Mbit/s}}{r}
\]  

When the capacity of X is reduced at time \( t_0 \), X immediately sends a congestion signal towards A. Figure 1c shows the situation moments before A receives the congestion signal (shown in green). The earliest time A can know about the capacity reduction is after \( d_{signal} \) milliseconds, where \( d_{signal} \) is the minimum delay from X to A. The reduction in capacity implies that the per-packet processing time at X increases by a factor \( r \). It now takes \( r \) milliseconds for X to transmit the amount of data that used to take one millisecond before the capacity reduction. Therefore, the arrival rate at X is now \( r \) milliseconds of traffic every millisecond. A queue is now building up at X at a rate of \( (r - 1) \) milliseconds of queuing latency every millisecond. Because \( d_{signal} \) milliseconds pass before \( A \) receives the congestion signal and reduces the rate, and because \( d_{flight} \) of data was already in flight when capacity dropped, the size of the queue at \( X \) will grow by \( (r - 1) \times (d_{signal} + d_{flight}) \) ms. Since we assume the queue is empty at time \( t_0 \), the queue delay peaks at \( (r - 1) \times d \) ms where \( d = d_{signal} + d_{flight} \).

The peak transient delay, \( Q \), produced as a result of an instantaneous capacity reduction is given by equation (2). Figure 2 illustrates how the queue delay can be visualized as the area spanned out by \( d \) and \( (r - 1) \). Notice that \( Q \) is independent of the throughput of X.

\[
Q = (r - 1) \times (d_{signal} + d_{flight}) = (r - 1) \times d
\]  

Figure 3 shows how \( Q \) scales as \( d \) and \( r \) changes. The value of \( Q \) grows to several hundred milliseconds for the selected ranges of \( d \) and \( r \). If the queue at X has limited capacity, contrary to our assumptions, then any overflow will be translated into packet loss.

**Packet loss**
If buffer space is limited, traffic can be lost instead of contributing to the size of the latency spike. There are different ways to limit the queue size, and here we explore the specific case where the queue is limited by a maximum queuing delay. If the queue is limited by the time traffic has been waiting in the queue, the queue delay has an upper bound \( \bar{q} \). The part of the latency spike above \( \bar{q} \) is lost. We can calculate the percentage of traffic lost in the interval \([t_0, t_0 + d]\), \( l_\bar{q} \), using equation (3).

\[
l_\bar{q} = \frac{Q - \bar{q}}{Q}
\]  

The value of \( \bar{q} \) determine how X handles the trade-off between the size of the latency spike and the amount of packet loss for this case of limited buffer space. Several well-tested algorithms, such as CoDel [6] and PIE [12] fall somewhere in-
between setting a maximum queue delay $\bar{q}$ and just letting the queue grow to the value $Q$ given by equation (2). Equations (2) and (3) can not directly predict the performance of these algorithms. However, the equations enable us to compute the bounding cases of how much delay we get if we insist on no loss (Eq. (2)) and how much loss we get if the delay is strictly bounded (Eq. (3)). The actual performance of CoDel, PIE, and other active queue management algorithms aiming to limit queuing delay will fall somewhere between these two by trading some reduction in peak latency for some increase in packet loss.

### III. Experimental Evaluation

Does the lower bound on latency spike size hold in the real world? To investigate, we built a simple testbed consisting of two Raspberry Pi 4B machines and a network switch. Using the Linux tool `netem` and the hierarchical token bucket (HTB) and CoDel queuing disciplines (qdiscs), we emulate a link with configurable rate and delay. Rate is limited on the server ingress, and delay is added on the server egress. The testbed setup is depicted in figure 4. Idle round-trip delay was measured to be consistently below 1 ms, so we assume transmission delays can be ignored in this experiment. We disable TCP offloading on all active network interfaces on both the client and the server. Latency is recorded using TCP round-trip time statistics through Flent.

We ran the `tcp_g` test in Flent [13] to generate a single TCP upload from client to server. The link rate was set to an initial value of 60 Mbit/s. The test lasts for 60 seconds, and at the 30 second mark of each experiment, the rate was reduced by a factor $1/r$. We ran the experiment for BBR, Cubic and DCTCP using several different values of $r$ and $d$. We record the difference between peak delay during the transient period, defined as 29s-34s experiment runtime, and the value of $d$. Figure 5 shows the results.

The only cases where measured values are below the bound are when Cubic is combined with a value of $d > 50ms$. In these cases, Cubic does not saturate the link. This reduces the effective value of $r$, which explains why Cubic appears to do better than the bound in these instances. When we correct for the lack of link saturation, the bound does hold for these cases as well. The measured values are above the bound for all cases using BBR and DCTCP. We can therefore conclude that the bound does in fact seem to hold for Cubic, the most widely deployed TCP congestion control, as well as for newer algorithms such as BBR and DCTCP.

### IV. Discussion

We have derived an expression for the minimum size of the latency spike when capacity suddenly drops. This lower bound is a function of the magnitude of the capacity drop, $r$, and delay, $d$. Our experiments show that the lower bound holds for BBR [8] in a simple testbed. This section illustrates how our analysis can inform decisions in real-world networks.

---

1 A repository containing our tests, raw data, and scripts is available here: https://github.com/bjornite/thesis-tcp-testbed

---

The data center

Capacity-seeking end-to-end CC can achieve low latency and low loss in data centers, as demonstrated by DCTCP [4]. Because of the short physical distances within a data center, signaling and in-flight delay $d$ can be very small. As long as $r$ is kept small enough, transient queuing delays can be maintained at a manageable level. One might assume that DCTCP can somehow be made to work equally well for the Internet. However, as shown, this is not the case for links with variable capacity.

**Fair queuing and round-robin schedulers**

On good quality fiber or copper links, variations in capacity are most likely due to competing traffic. We consider here the case of a single fair-queuing interface shared between multiple users. With fair queuing, each user (or other traffic classification) has its own queue, and the per-user queues are serviced in a round-robin fashion. In this scenario, $r$ depends on how many other users are connected and how many new users connect simultaneously. If a user is alone on the shared link, and then one more user connects, the first user will see a drop in capacity of $r = 2$. If two users join simultaneously, then $r = 3$.

**Magnitude of capacity changes in wireless technologies**

In wireless technologies, the link rate is often dynamically adapted based on channel conditions. Channel conditions depend on many factors, such as distance, occlusions, and reflections. Because there are many sources of variation in channel capacity, the link rate can change frequently, rapidly,
and in large jumps. In addition to varying channel conditions, each wireless channel may be used by more than one radio. The resulting contention for the wireless channel is another source of sudden capacity variations.

Due to the many sources of capacity variations in typical wireless networks, we can not rely on $r$ being always less than 10 for a typical WiFi or 5G connection. The signaling delay $d$ solely due to light-speed delay in the Internet is often measured in tens of milliseconds. Therefore, based on the results shown in figure 3, we can conclude that capacity-seeking end-to-end CC can not reliably deliver low latency over typical WiFi and 5G wireless links. We believe this problem will likely persist with new WiFi standards and 6G mobile networks.

**Multiple flows with different signaling delay**

What happens when multiple flows with different values of $d$ share the same FIFO bottleneck interface? If all of the assumptions listed in section II are true, the peak queuing delay will be the weighted sum of $Q$ (see Eq. (2)) for each of the flows. The weights will be the relative bandwidth share of each flow at $t_0$.

**Sketching solutions**

It is beyond the scope of this paper to propose a solution to the lag spike issue. Nevertheless, our analysis may serve as a framework for reasoning about the problem. A solution must bound the values of $d$ or $r$ for capacity-seeking end-to-end flows that require consistent low latency. To illustrate the usefulness of this model as a reasoning tool, we list a few methods that might be part of a solution:

- Under-utilization of the link reduces $r$.
- When $r$ is partially due to competing traffic, ramping up competing traffic sources more gradually will reduce $Q$.
- If capacity drops can be predicted, the effect of reducing $d_{\text{signal}}$ can be achieved by signaling congestion early. Zhuge is an example of this [14].
- Content delivery networks (CDNs) place servers close to clients and reduces $d_{\text{signal}}$ and $d_{\text{flight}}$.
- Prioritizing congestion signals (often this means ACKs) over other traffic in the reverse path can improve $d_{\text{signal}}$.
- Dropping head-of-line packets instead of last-in-line packets reduces $d_{\text{signal}}$. CoDel is an example of this [6].
- Reducing the interaction effects of different users or flows on each other can reduce $r$ (and $d_{\text{signal}}$ if congestion signals are delayed by other traffic). Fair queuing is an example of this [15].
- Forwarding information at many levels of fidelity can move the capacity adaptation decision closer to the bottleneck interface. In theory, this can reduce $d$ to almost zero but comes at the cost of more resource consumption upstream of the bottleneck.

**V. CONCLUSION**

In a worldwide network where large and rapid drops in capacity are likely to happen, capacity-seeking end-to-end congestion control cannot avoid spikes in latency or packet loss. We have shown how a lower bound on the latency spikes is determined by the signaling delay of congestion notifications and the scale of the capacity variations. The simplicity of our assumptions makes the analysis very generally applicable. The results are valid for all capacity-seeking end-to-end congestion control methods, including all versions of TCP, QUIC, and adaptive bit-rate algorithms for voice and video.

Research on improving latency and packet loss in the Internet must account for this limitation of capacity-seeking end-to-end congestion control. Our results highlight the need for mitigation methods such as fair queuing. Because of the large and frequent capacity variations in wireless communication, our analysis is especially relevant for wireless technologies, including WiFi and 5G. Future work will evaluate more TCP versions in the testbed, measure how CoDel and PIE trade latency for packet loss, and analyze the trade-offs of end-to-end congestion control when link capacity varies in more complicated ways.
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