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1 Introduction

In order to obtain training data that is optimally matched to the typical use cases and application environments of automatic speech recognition (ASR) systems, data of the users is sent to a central server. In many commercial applications, like Amazon’s Alexa, user speech recordings are decoded on a central server, where the service provider can incorporate the speech samples into their training and testing datasets. This practice leads to massive datasets, spanning all kinds of different user characteristics and environments, which can be utilized to train highly optimized recognizer models.

In terms of privacy, this process also enables companies—or anyone, who may be able to access their data collections—to extract highly sensitive information about their users, such as identity, language, gender, personal conversation content and even emotional and health status. For example, in [1], the speaker’s age, height and weight information are extracted from the audio signal.

This leads directly into a dilemma: while big-data-driven AI shows exciting results in many different areas, centralized data processing leads to concerns about the security and the privacy of such systems and is not in line with the privacy-by-design principle stipulated in the European Union General Data Protection Regulation [2]. To counter this dilemma, the technique of federated learning (FL), as proposed by H. Brendan McMahan, et al. [3–6], can be used. The goal is to learn machine-learning models on data gathered on multiple private devices, while at the same time keeping all this re-training data private. For this purpose, federated learning proposes a decentralized optimization process. As shown in Figure 1, in this way, it ensures user privacy by training on any private data locally, on-device, instead of sending private data to central servers. Each of the clients that are involved in re-training then sends a re-trained model to the central server, and the central server updates its global model based on these user models, while all the clients’ private data is kept on-device. In an optimal setup, the clients and the central server keep an appropriate communication frequency, maintaining a balance between communication cost and model performance [7, 8].

In recent years, federated learning was applied successfully in many different tasks. In [9–10], federated learning is used in wake-word detection for a digital assistant. Federated learning was also applied in speech emotion detection [11]. In [12], federated learning is used for mobile keyboard prediction. Another example is in the medical area, where more and more data is available from hospitals, clinics, or patients, but strict privacy requirements limit its use. In this situation, federated learning promises a compromise that maintains privacy while allowing to improve the quality of healthcare through big-data-driven AI [13].

There are a few prior works on federated learning for large-vocabulary ASR. For example, in [14], federated learning is applied with an end-to-end (E2E) model on the French set of the Common Voice dataset [15]. In [16], an RNN-T architecture ASR [17] is used on the LibriSpeech corpus, and [18] applies FL to a hybrid ASR model. Additionally, in [19] Dimitriadis et.al. introduce a federated learning setup for ASR based on an end-to-end system.

In this paper, we directly compare the federated learning performance of two widely used ASR model types, i.e. hybrid ASR based on the Pytorch-Kaldi system [20] and the E2E transformer/CTC model, trained via ESPnet [21]. We use the Librispeech corpus [22] for all experiments, which contains 960h of speech data from 2484 speakers. Specifically, we consider a use case, where every client node only possesses data of one speaker, although scenarios with multiple speakers per client are conceivable (e.g. cross-silo federated learning in [6]).
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We compare the performance and the communication cost of a number of federated learning strategies with different client-server communication frequencies and different model update strategies, finding that despite their large differences in approach and implementation, hybrid and E2E models show similar behavior, which raises the important question of how to achieve effective, decentralized learning in sequence-labeling tasks in general and ASR, specifically. To allow for easy reproducibility, we are also releasing the script that generates this dataset, as well as our training and test recipes.

The paper is organized as follows: The idea of federated learning and the different update strategies are detailed in Section 2, followed by a brief introduction to the PyTorch-Kaldi and ESPnet models. Section 3 describes our reorganization of the Librispeech dataset, which allows us to evaluate FL strategies in a meaningful manner. We present the results in Section 4 and discuss the outcomes and the questions that they raise in Section 5.

2 System overview

In this section, we take a look at federated averaging in general. Our experiments rely on two ASR toolkits, PyTorch-Kaldi and ESPnet. Hence we give a short introduction to both frameworks and describe our training configurations for both.

2.1 Federated averaging

Federated averaging (FedAvg) [3] is a central algorithmic step in federated learning. As shown in Algorithm 1, a pretrained model $W^0$ initializes all clients at the beginning of the learning process. This is followed by an iterative optimization loop, which contains two steps per round: the first step is the local optimization, which is performed by each client. Each client’s model is initialized by the previous global model $W^{i-1}$. To obtain the new client-side local model, each client updates their model with their own private dataset, which is kept on-device. The second step is the FedAvg step, which is applied over all selected client models. The averaged model is considered as the new global model in the next round. In contrast to other works, averaging the accumulated gradient updates (e.g. [3, 16]), we directly average the model parameters at the end of each round, the selected client examines whether there are untrained utterances for this epoch. If the untrained utterances of the current speaker do not suffice for $K$ mini-batches, the batch size is reduced. The client stops sending a new model, when there is no more training data in the current epoch. After an epoch is completed, a new round begins with the complete set of clients participating again.

- **Epoch-level (E):** the update is performed with the selected clients’ models after every epoch. In the ESPnet setup, we can select all client models for the FedAvg update, or alternatively, we can randomly select $N$ client models for updating. In PyTorch-Kaldi, we can also perform updates after a fixed fraction of an epoch.
- **Convergence-level (C):** there is only one update, which is performed with the selected clients’ final models, after convergence.

The FedAvg weights $\alpha_n$ in Algorithm 1 can be defined as:

- **Mean (M):** $\alpha_n = \frac{1}{N}$, where $N$ is the number of the selected clients.
- **Weighted (W):** $\alpha_n = \frac{|D_n|}{\sum |D_i|}$, where $|D_n|$ is the number of utterances of the client-side dataset for client $n$.

Algorithm 1 Federated averaging. There are $N$ clients. The initial dataset is $D_0$. The federated learning training-set $T_n^i$ for client $n$ in round $i$ is derived from the complete client-side training set $D_n$.

1: $W^0 = \text{train\_initial\_model}(D_0)$
2: for round $i \in [1,2,3,\ldots]$ do
3: for client $n \in [1, N]$ do
4: $W_n^i = W^{i-1}$
5: $T_n^i = \text{subset}(D_n, i)$
6: $W_n^i = \text{train\_model}(T_n^i, W_n^i)$
7: end for
8: $W^i = \sum_n \alpha_n \cdot W_n^i$, where $\sum_n \alpha_n = 1$
9: end for

2.2 PyTorch-Kaldi

PyTorch-Kaldi [20] allows for high flexibility when using DNNs in training hybrid models for use with Kaldi. For this purpose, it provides a model configuration interface, as well as training recipes. Our overall setup is divided into three parts, Kaldi training, PyTorch-Kaldi training, and FedAvg. First, the features of all relevant datasets are extracted, the corresponding GMM models are trained, and alignments are obtained in Kaldi [24], using MFCCs with first and second derivatives and cepstral mean and variance normalization on a per-speaker basis. In the second part, we use PyTorch-Kaldi to train a hybrid DNN-WFST model with the PyTorch library. We use the standard MLP layer that is provided with many of the examples in PyTorch-Kaldi, a feed-forward network with a context size of 5 frames [20]. This results in the initial model $W^0$, which is only learned on the initial dataset. After the server-side training is thus completed, federated learning is performed as described in Algorithm 1. Here, client-side trainings only re-train the DNN of the hybrid model, leaving the WFST unchanged.

The initial model is trained for 24 epochs and distributed to all clients, followed by 12 federated learning epochs with different communication frequencies. In order to use the
standard training script for federated learning, we changed it to pause and save a checkpoint model after a specifiable number of data chunks; every clients’ training data is divided into \( n = 8 \) chunks. This allows us to train our network on each of our clients, then pause the training, average every updated model and redistribute the result to all clients. In this way, we can perform (potentially partial) epoch-level training, as described in Section 2.1.

The scripts are based on training recipes provided for Kaldi [23] and PyTorch-Kaldi [20]. We used, among others, the WSJ, Librispeech and CommonVoice recipes as a guide for structuring and parameterizing the training and decoding of our models.

2.3 ESPnet setup

The ESPnet end-to-end model [21] uses a sequence-to-sequence (S2S) transformer model with connectionist temporal classification (CTC) optimization. As described in [24], CTC learns to align features and transcription optimally, which leads to fast convergence. The model is updated using a linear combination of CTC and S2S loss terms as the objective function

\[
L = \eta \cdot \log p_{\text{CTC}}(s|o) + (1 - \eta) \log p_{\text{S2S}}(s|o), \tag{2}
\]

with \( s \) as the states and the constant hyper-parameter \( \eta \), which controls the strength of both terms. The joint S2S-CTC model performs token-by-token decoding, until the end-of-sentence symbol (EOS). In each step, the log-posteriors of the current token from the Transformer and CTC models are linearly combined with an RNN-language model \( p_{\text{LM}}(s_t) \)

\[
\log p^\ast (s_t|o) = \eta \log p_{\text{CTC}}(s_t|o) + (1 - \eta) \log p_{\text{S2S}}(s_t|o) + \theta \log p_{\text{LM}}(s_t), \tag{3}
\]

where \( \theta \) controls the contribution of the language model and is set to 0.3.

All models use 80 log-mel filterbank features together with pitch, delta pitch, and the probability of voicing. These 83-dimensional features are extracted using 25 ms frame size and 10 ms frame shift.

For the language model, we use a 4-layer recurrent neural network, which predicts a character at a time and receives the previous character as the input. Each layer consists of 2048 units. The language model is trained on the complete LibriSpeech corpus for 20 epochs using SGD.

The dataset is divided into a server-side dataset and user-side datasets (see Section 2.2). The initial training set is used to train the initial model \( W_0 \). All ESPNet experiments are trained using NVIDIAs Volta-based DGX-1 multi GPU system. The initial model is trained on 3 Tesla V100 GPUs, each with 32 GB memory, for 100 epochs at a batch size of 32. The upper bound reference model, trained on the complete set, uses the same model configuration and hyperparameter settings. For the initial and the reference model, training takes two days, and four days, respectively. In the federated learning stage, the batch size is set to 8. The hyper-parameter \( \eta \) is set to 0.3 during training and \( \eta = 0.5 \) during decoding.

For C-level averaging, where each client trains their model to convergence, early stopping is used, and triggered if the evaluation accuracy does not improve over 10 epochs. Both M-averaging and W-averaging are applied in the C-level experiments. As described in Section 2.1, we either use all clients to update the model or randomly select \( N \) of them in each round. To asses the impact of this choice, we repeat the E-level training with \( N = 100, N = 350 \) and \( N = \text{all} \).

3 Dataset

For this work, we reorganized the Librispeech [22] dataset, creating dedicated training, test and development sets to simulate a realistic federated learning environment.

Therefore, we created a server-side training set for our initial and alignment models (initial). Additionally, we created user datasets, which contain training, development, and test sets for every client. All 1372 clients are disjoint from the initial training set and from each other. Furthermore, the union of the federated and initial training sets is termed complete and used to obtain an upper performance bound, corresponding to what would be seen if all data were located on a central server, i.e. with standard, non-privacy-preserving learning.

For testing, we created three sets: unseen is composed of previously unseen speakers, initial contains speakers from the training set of the initial model, and federated contains speakers from the federated training set, so it simulates clients that can profit from their data contribution.

Statistics of this dataset partitioning are shown in Table 1.

| Dataset      | Utterances | Duration [h] |
|--------------|------------|--------------|
| Training     |            |              |
| initial      | 37768      | 134.5        |
| federated    | 110570     | 367.8        |
| complete     | 148338     | 502.3        |
| Test         |            |              |
| initial      | 487        | 1.7          |
| federated    | 682        | 2.3          |
| unseen       | 476        | 1.1          |

4 Results

4.1 Hybrid ASR

The results of the PyTorch-Kaldi experiments are summarized in Table 2. As expected, the performance improves along the training phases, from the GMM-HMM alignment model via the initial model to the FL-models. In all cases, the upper bound reference model performs best. FL-training was performed at the E-level, where the number in parentheses shows the number of epochs after which communication takes place. We find that more frequent update rounds of FedAvg slightly improve the overall results, with best performance observed for updates after every 1/2 or 1/4 of an epoch. The highest improvement through FL-training is seen on the federated test set, which contains utterances of the FL speakers. The recognition quality of the other test sets does not degrade after FL-training.

4.2 End-to-end learning

Table 3 shows the experimental results using the ESPnet toolkit. Analogously to the PyTorch-Kaldi experiments, the upper-bound reference model provides best performance. For C-level FL, both averaging methods are applied, but as there is no large difference between W- and M-averaging, we applied only W-averaging in the later experiments.
We have shown that federated learning can slightly improve WER of a reference model trained on the complete set. Ref. 1 learns its decision tree on the complete set; Ref. 2 uses the decision tree of the initial model.

Table 2: WER (%) of hybrid models trained conventionally and using E-level federated learning, with associated communication cost [GB]. The final two rows show the WERs of upper bound reference models trained on the complete set. Ref. 1 learns its decision tree on the complete set; Ref. 2 uses the decision tree of the initial model.

|                | Unseen federated initial cost [GB] |
|----------------|-----------------------------------|
|                | Aligner | Initial | E(2)-M | E(1)-M | E(1/2)-M | E(1/4)-M |
|                |         |         | 19.08  | 19.01  | 19.02    | 18.94    |
|                |         |         | 17.86  | 17.79  | 17.67    | 17.71    |
|                |         |         | 14.05  | 14.05  | 13.90    | 13.94    |
|                |         |         | 326    | 651    | 1302     | 2604     |
| Ref. 1         | 17.77   | 15.78   | 13.24  | -      | -        | -        |
| Ref. 2         | 17.70   | 16.13   | 13.29  | -      | -        | -        |

The E-level experiments (E-100-W, E-350-W, and E-all-W) are trained on randomly selected N = [100, 350, all] speakers per round. As expected, we see that a larger number of clients N tends towards a better performance.

We also tested the B-level strategy (B), updating the model after every minibatch, which we hoped would give optimal performance, as it best approximates the situation in non-FL training. However, while the communication cost became higher as expected, there are slight performance improvements at best, which do not justify this extra effort.

Table 3: WER (%) of end-to-end models trained on the initial set and subsequently applying FL. Last row: WER of a reference model trained on the complete set. C, E, B represent C-, E-, and B-level updates; M and W indicate M- and W-averaging.

|                | Unseen federated initial cost [GB] |
|----------------|-----------------------------------|
|                | Initial | C-M | C-W | E-100-W | E-350-W | E-all-W | B-W |
|                | 8.98    | 9.00 | 9.01 | 8.91    | 8.87    | 8.81    | 8.93 |
|                | 6.94    | 6.88 | 6.86 | 6.89    | 6.91    | 6.86    | 6.81 |
|                | 4.23    | 4.18 | 4.15 | 4.17    | 4.14    | 4.17    | 4.15 |
|                | -       | 317  | 317  | 925     | 1618    | 4758    | 13319|
| Ref            | 6.08    | 3.37 | 3.07 | -       | -       | -       | -    |

We also see that the C-level updates, most effective in terms of communication cost, can still improve the recognition accuracy compared to the pretrained model, but the improvement does not reach that of the E-level updates. E-level updates with N randomly selected speakers may also be closest to a realistic scenario, as we would not wish to ask every client to participate in every one of the model updates.

5 Conclusions

We have shown that federated learning can slightly improve the recognition rates in automatic speech recognition, both using hybrid and end-to-end models. We suspect that one reason for the disappointing performance is to be found at the heart of the federated averaging approach. During FL-training, federated averaging leads to smaller gradients and, hence, to slow improvements. While it is possible that better performance may be attained by engaging more clients and allowing for more model updates, this comes at an excruciating communication cost. Therefore, we believe that it is necessary to focus on more effective collaborative learning strategies, e.g., based on suitable client selection criteria or on re-training only parts of the networks.

Furthermore, McMahan et al. [6] point to an inherent problem of the federated learning approach, when it is applied on non-Independent, Identically Distributed (non-IID) client data. Since on-device training data is naturally grouped by speaker, there are different statistical properties in every client, which may degrade the model performance. To counter this problem, a cross-silo training approach can be beneficial and will be subject of our future investigations. Federated Variational Noise (FVN) will also be investigated, which has shown its value in recovering FL-ASR performance despite non-IID client data [16].

In addition to this global view, it is also interesting to look at the model architectures in detail:

For hybrid models, federated learning imposes several difficulties and impracticalities. Due to the comparatively smaller size of the initial training data, decision tree learning results in a smaller output layer size of the FL-trained models in contrast to the full model. This also hints at a similar issue in the calculation of the language model, which we did not consider here, but which would also likely have a smaller size and larger perplexity if it is not updated—while simultaneously, any updates of the language model by nature lead to a leakage of private speech content.

We also found that fewer iteration steps between FedAvg improve the quality of the model, but impose a heavy computational burden. Finally, the alignment model is not updated at the moment, and no realignments of client training data were performed after model averaging, which may also be a factor in the observed performance issues. This additionally raises the interesting question, in how far—explicit or implicit—alignment is an issue in federated learning for time-series modeling in general.

In contrast, the end-to-end model suffers neither from an impacted decision-tree nor from a missing explicit realignment. We conducted many experiments to assess the influence of different parameters and hyper-parameters of federated training, finding that allowing more participants in each round of model averaging yields better performance, and that in trying to balance the performance and cost, epoch-level averaging appears most promising.

All in all, however, we see the outcomes of our experiment as a pointer to underlying issues of the idea of federated averaging, when it is applied to complex, highly variable time series data, as seen in large-vocabulary speech recognition. We are releasing our source code in the hope of setting a starting point for further investigations into the important, yet also challenging question of how to achieve a reasonable balance of performance and cost in privacy-preserving machine learning.
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