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Abstract

Given \( n \) i.i.d. samples drawn from an unknown distribution \( P \), when is it possible to produce a larger set of \( n + m \) samples which cannot be distinguished from \( n + m \) i.i.d. samples drawn from \( P \)? Axelrod et al. [AGSV20] formalized this question as the sample amplification problem, and gave optimal amplification procedures for discrete distributions and Gaussian location models. However, these procedures and associated lower bounds are tailored to the specific distribution classes, and a general statistical understanding of sample amplification is still largely missing. In this work, we place the sample amplification problem on a firm statistical foundation by deriving generally applicable amplification procedures, lower bound techniques and connections to existing statistical notions. Our techniques apply to a large class of distributions including the exponential family, and establish a rigorous connection between sample amplification and distribution learning.
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1 Introduction

Consider the following problem of manufacturing more data: an amplifier is given \( n \) samples drawn i.i.d. from an unknown distribution \( P \), and the goal is to generate a larger set of \( n + m \) samples which are indistinguishable from \( n + m \) i.i.d. samples from \( P \). How large can \( m \) be as a function of \( n \) and the distribution class in question? Are there sound and systematic ways to generate a larger set of samples? Is this task strictly easier than the learning task, in the sense that the number of samples required for generating \( n + 1 \) samples is smaller than that required for learning \( P \)?

Definition 1.1 (Sample Amplification). Let \( \mathcal{P} \) be a class of probability distributions over a domain \( \mathcal{X} \). We say that \( \mathcal{P} \) admits an \((n, n + m, \epsilon)\) sample amplification procedure if there exists a (possibly randomized) map \( T_{\mathcal{P}, n, m, \epsilon} : \mathcal{X}^n \to \mathcal{X}^{n+m} \) such that

\[
\sup_{P \in \mathcal{P}} \| P^\otimes n \circ T_{\mathcal{P}, n, m, \epsilon}^{-1} \circ P^{\otimes (n+m)} \|_{TV} \leq \epsilon.
\]  

(1)

Throughout this paper, we will assume that \( \epsilon \) is a fixed small constant (say 0.1), and call \( T = T_{\mathcal{P}, n, m, \epsilon} \) an \((n, n + m)\) sample amplification map.
An equivalent formulation to view Definition 1.1 is as a game between two parties: an amplifier and a verifier. The amplifier gets \( n \) samples drawn i.i.d. from the unknown distribution \( P \) in the class \( \mathcal{P} \), and her goal is to generate a larger dataset of \( n + m \) samples which must be accepted with good probability by any verifier that also accepts a real dataset of \( n + m \) i.i.d. samples from \( P \) with good probability. Here, the verifier is computationally unbounded and knows the distribution \( P \), but does not observe the amplifier’s original set of \( n \) samples.

The work [AGSV20] was the first to study the above sample amplification problem, and studied two classes of distributions: the Gaussian location model and discrete distribution model. For these examples, the statistical complexity of the sample amplification could be explicitly characterized and is strictly smaller than that of learning. However, the sample amplification procedures in [AGSV20] were tailored for these classes and do not appear to apply more broadly. Similarly, the lower bound arguments in [AGSV20] are also specific to these classes and are not well-positioned in the vast literature of information-theoretic limits. Therefore, a general picture of the statistical understanding of sample amplification is still largely missing.

Along with being a natural statistical task, the sample amplification framework is also relevant from a practical standpoint. Many widely used statistical tools and heuristics are not information theoretically optimal, but they are still popular because they are computationally efficient, or simple to deploy and maintain. Could these sub-optimal estimators obtain a better sample efficiency if they are given an amplified set of samples, instead of the original set? There is already significant interest in the machine learning community to use generative models such as Generative Adversarial Networks (GANs) to increase the size of the available data in domains where data is scarce [ASE17, CMST17, FADK+18, SYP19]. More broadly, one could design modular learning frameworks, where the first component is an amplification scheme tailored to the particular data generating distribution, and the second component is a generic downstream algorithm which does not exploit all structural properties of the data generating process and could be statistically sub-optimal. Sample amplification provides a framework to understand the optimal procedures for generating more data, and their fundamental limits.

An equivalent view of Definition 1.1 is through the Le Cam’s distance [LC72], a classical concept in statistics. The formal definition of Le Cam’s distance \( \Delta(\mathcal{M}, \mathcal{N}) \) is summarized in Definition 2.1; roughly speaking, it measures the fundamental difference in power in the statistical models \( \mathcal{M} \) and \( \mathcal{N} \), without resorting to specific estimation procedures. The sample amplification problem is equivalent to the study of the Le Cam’s distance \( \Delta(\mathcal{P}^\otimes n, \mathcal{P}^\otimes (n+m)) \) between product models, where (1) is precisely equivalent to \( \Delta(\mathcal{P}^\otimes n, \mathcal{P}^\otimes (n+m)) \leq \epsilon \). However, in the statistics literature, Le Cam’s distance was mainly used to study the asymptotic equivalence, where a typical target is to show that \( \lim_{n \to \infty} \Delta(\mathcal{M}_n, \mathcal{N}_n) = 0 \) for certain sequences of statistical models. For example, showing that localized regular statistical models converge to Gaussian location models is the fundamental idea behind the Hájek–Le Cam asymptotic statistics; see [LC72, LC86, LCY90] and [VdV00, Chapter 9]. In nonparametric statistics, there is also a rich line of research [BL96, BCLZ02, BCLZ04, RSH19] establishing asymptotic (non-)equivalences, based on Le Cam’s distance, between density models, regression models, and Gaussian white noise models. In the above lines of work, only asymptotic results were typically obtained with a fixed dimension and possibly slow convergence rate. In contrast, we aim to obtain a non-asymptotic characterization of \( \Delta(\mathcal{P}^\otimes n, \mathcal{P}^\otimes (n+m)) \) in \((n, m)\) and the dimension of the problem, a task which is largely underexplored in the literature.

Another related angle is from reductions between statistical models. Over the past decade there has been a growing interest in constructing polynomial-time reductions between various statistical models (typically from the planted clique) to prove statistical-computational gaps, see, e.g. [BR13, MW15, BB19, BB20]. The sample amplification falls into the reduction framework, and aims to perform reductions from a product model \( \mathcal{P}^\otimes n \) to another product model \( \mathcal{P}^\otimes (n+m) \). While previous
Table 1: Sample amplification achieved by the presented procedures. Results include matching upper bounds (UB) and lower bounds (LB), with appropriate pointers to specific examples or theorems for details.

| Distribution Class                                                                 | Amplification        | Procedure               |
|-----------------------------------------------------------------------------------|----------------------|-------------------------|
| Gaussian with unknown mean and fixed covariance (UB: Example 3.1, 3.2, 4.10; LB:   | \( (n, n + \Theta(n/\sqrt{d})) \) | Sufficiency/Learning     |
| Theorem 5.2, 5.5)                                                                  |                      |                         |
| Gaussian with unknown mean and covariance (UB: Example 3.7, 3.9; LB: Example 5.10) | \( (n, n + \Theta(n/d)) \) | Sufficiency              |
| Gaussian with \( s \)-sparse mean and identity covariance (UB: Example 4.14; LB:   | \( (n, n + \Theta(n/\sqrt{\log d})) \) | Learning                 |
| Example 5.8)                                                                      |                      |                         |
| Discrete distributions with support size at most \( k \) (UB: Example 4.11; LB:     | \( (n, n + \Theta(n/\sqrt{k})) \) | Learning                 |
| \[AGSV20, Theorem 1\])                                                           |                      |                         |
| Poissonized discrete distributions with support at most \( k \) (UB: Example 5.6;   | \( (n, n + \Theta(\sqrt{n} + n/\sqrt{k})) \) | Learning                 |
| LB: Example 5.6)                                                                  |                      |                         |
| \( d \)-dim. product of Exponential distributions (UB: Example 3.11, 4.13; LB:     | \( (n, n + \Theta(n/\sqrt{d})) \) | Sufficiency/Learning     |
| Theorem 5.5)                                                                      |                      |                         |
| Uniform distribution on \( d \)-dim. rectangle (UB: Example 3.12, 4.12; LB: Theorem | \( (n, n + \Theta(n/\sqrt{d})) \) | Sufficiency/Learning     |
| 5.5)                                                                              |                      |                         |
| \( d \)-dim. product of Poisson distributions (UB: Example 4.16; LB: Theorem 5.5)  | \( (n, n + \Theta(n/\sqrt{d})) \) | Sufficiency+Learning     |

reduction techniques were mainly constructive and employed to prove computational lower bounds, in this paper we also develop general tools to prove limitations of all possible reductions purely from the statistical perspective.

This paper works towards a general understanding of the statistical complexity of the sample amplification problem, and in particular, how it is different from the estimation problem from both the sample complexity and lower bound techniques. The main contributions of this paper are as follows:

1. **Amplification via sufficiency.** Our first contribution is a simple yet powerful procedure for sample amplification, i.e. apply the sample amplification map only to sufficient statistics. Specifically, the learner computes a sufficient statistic \( T_n \) from \( X^n \), maps \( T_n \) properly to some \( T_{n+m} \), and generates new samples \( \hat{X}^{n+m} \) from some conditional distribution conditioned on \( T_{n+m} \). Surprisingly, this simple idea leads to a much cleaner procedure than \[AGSV20\] under Gaussian location models which is also exactly optimal (cf. Theorem 5.2). The range of applicability also extends to general exponential families, with rate-optimal sample amplification performances. Specifically, for general \( d \)-dimensional exponential families with a mild moment condition, the sufficiency-based procedure achieves an \( (n, n + O(n/\sqrt{d})) \) sample amplification for large enough \( n \), which by our matching lower bounds in Section 5 is minimax rate-optimal.

2. **Amplification via learning.** Our second contribution is another general sample amplification procedure that does not require the existence of a sufficient statistic, and also sheds light on the relationship between learning and sample amplification. This procedure essentially draws new samples from a rate-optimal estimate of the true distribution, and outputs a random permutation of the old and new samples. This procedure achieves an \( (n, n + O(\sqrt{n/r_{\chi^2}(\mathcal{P}, n)})) \) sample amplification, where \( r_{\chi^2}(\mathcal{P}, n) \) denotes the minimax risk for learning \( P \in \mathcal{P} \) under the expected \( \chi^2 \) divergence given \( n \) samples.
In addition, we show that for the special case of product distributions, it is important that the permutation step be applied coordinatewise to achieve the optimal sample amplification. Specifically, if \( P = \prod_{j=1}^{d} P_j \), this procedure achieves a better sample amplification

\[
\left(n, n + O\left(\sqrt{n \sum_{j=1}^{d} r_{\chi^2}(P_j, n)}\right)\right).
\]

We have summarized several examples in Table 1 where the sufficiency and/or learning based sample amplification procedures are optimal. Note that there is no golden rule for choosing one idea over the other, and there exists an example where the above two ideas must be combined.

3. Minimax lower bounds. Complementing our sample amplification procedures, we provide a general recipe for proving lower bounds for sample amplification. This recipe is intrinsically different from the standard techniques of proving lower bounds for hypothesis testing, for the sample amplification problem differs significantly from an estimation problem. In particular, specializing our recipe to product models shows that, for essentially all \( d \)-dimensional product models, an \( (n, n + Cn/\sqrt{d}) \) sample amplification is impossible for some absolute constant \( C < \infty \) independent of the product model.

For non-product models, the above powerful result does not directly apply, but proper applications of the general recipe could still lead to tight lower bounds for sample amplification. Specifically, we obtain matching lower bounds for all examples listed in Table 1, including the non-product examples.

The rest of this paper is organized as follows. Section 2 lists some notations and preliminaries for this paper, and in particular introduces the concept of Le Cam’s distance. Section 3 introduces a sufficiency-based procedure for sample amplification, with asymptotic properties for general exponential families and non-asymptotic performances in several specific examples. Section 4 is devoted to a learning-based procedure for sample amplification, with a general relationship between sample amplification and the \( \chi^2 \) estimation error, as well as its applications in several examples. Section 5 presents the general idea of establishing lower bounds for sample amplification, with a universal result specializing to product models. For non-product models, Section 5.3 summarizes several direct and careful applications of the general lower bound idea. Section 6 discusses more examples in sample amplification and learning, and shows that these tasks are in general non-comparable. Auxiliary lemmas and proofs are relegated to the appendices.

2 Preliminaries

We use the following notations throughout this paper. For a random variable \( X \), let \( \mathcal{L}(X) \) be the law (i.e. probability distribution) of \( X \). For a probability distribution \( P \) on a probability space \( (\Omega, \mathcal{F}) \) and a measurable map \( T : (\Omega, \mathcal{F}) \to (\Omega', \mathcal{F}') \), let \( P \circ T^{-1} \) denotes the pushforward probability measure, i.e. \( \mathcal{L}(T(X)) \) with \( \mathcal{L}(X) = P \). For a probability measure \( P \), let \( P^{\otimes n} \) be the \( n \)-fold product measure. For a positive integer \( n \), let \( [n] \triangleq \{1, \ldots, n\} \), and \( x^n \triangleq (x_1, \ldots, x_n) \). We adopt the following asymptotic notations: for two non-negative sequences \( (a_n) \) and \( (b_n) \), we use \( a_n = O(b_n) \) to denote that \( \limsup_{n \to \infty} a_n/b_n < \infty \), and \( a_n = \Omega(b_n) \) to denote \( b_n = O(a_n) \), and \( a_n = \Theta(b_n) \) to denote both \( a_n = O(b_n) \) and \( b_n = O(a_n) \). For probability measures \( P, Q \) defined on the same probability space, the total variation (TV) distance, Hellinger distance, Kullback–Leibler
(KL) divergence, and the chi-squared divergence are defined as follows:

\[ \|P - Q\|_{TV} = \frac{1}{2} \int |dP - dQ|, \quad H(P, Q) = \left( \frac{1}{2} \int (\sqrt{dP} - \sqrt{dQ})^2 \right)^{\frac{1}{2}}, \]

\[ D_{KL}(P||Q) = \int dP \log \frac{dP}{dQ}, \quad \chi^2(P||Q) = \int \frac{(dP - dQ)^2}{dQ}. \]

We will frequently use the following inequalities between the above quantities [Tsy09, Chapter 2]:

\[ H^2(P, Q) \leq \|P - Q\|_{TV} \leq H(P, Q) \sqrt{2 - H^2(P, Q)}, \quad (2) \]

\[ \|P - Q\|_{TV} \leq \sqrt{\frac{1}{2} D_{KL}(P||Q)} \leq \frac{1}{2} \log(1 + \chi^2(P||Q)). \quad (3) \]

Next we define several quantities related to Definition 1.1. For a given distribution class \( \mathcal{P} \) and sample sizes \( n \) and \( m \), the minimax error of sample amplification is defined as

\[ \epsilon^*(\mathcal{P}, n, m) \triangleq \inf_T \sup_{P \in \mathcal{P}} \|P^\otimes(n+m) - P^\otimes n \circ T^{-1}\|_{TV}, \quad (4) \]

where the infimum is over all (possibly randomized) measurable mappings \( T : \mathcal{X}^n \to \mathcal{X}^{n+m} \). For a given error level \( \epsilon \), the maximum size of sample amplification is the largest \( m \) such that there exists an \( (n, n + m, \epsilon) \) sample amplification, i.e.

\[ m^*(\mathcal{P}, n, \epsilon) \triangleq \max\{m \in \mathbb{N} : \epsilon^*(\mathcal{P}, n, m) \leq \epsilon\}. \quad (5) \]

Similar to Definition 1.1, we typically choose \( \epsilon \) to be a small constant (say 0.1) and abbreviate the above quantity as \( m^*(\mathcal{P}, n) \). Finally, we also define the sample amplification complexity as the smallest \( n \) such that an amplification from \( n \) to \( n + 1 \) samples is possible:

\[ n^*(\mathcal{P}) \triangleq \min\{n \in \mathbb{N} : m^*(\mathcal{P}, n) \geq 1\}. \quad (6) \]

The minimax error of sample amplification (4) is precisely known as the Le Cam’s distance in the statistics literature. We adopt the standard framework of statistical decision theory [Wal50]. A statistical model (or experiment) \( \mathcal{M} \) is a triple \((\mathcal{X}, \mathcal{F}, (P_\theta)_{\theta \in \Theta})\) where an observation \( X \sim P_\theta \) is drawn for some \( \theta \in \Theta \). A decision rule \( \delta \) is a regular conditional probability kernel from \( \mathcal{X} \) to the family of probability distributions on a general action space \( \mathcal{A} \), and there is a (measurable) loss function \( L : \Theta \times \mathcal{A} \to \mathbb{R}_+ \). The risk function of a given decision rule \( \delta \) is defined as

\[ R_\mathcal{M}(\theta, \delta, L) \triangleq \mathbb{E}_\theta[L(\theta, \delta(X))] = \int_\mathcal{X} \int_\mathcal{A} L(\theta, a) \delta(da \mid x) P_\theta(dx). \quad (7) \]

Based on the definition of risk functions, we are ready to define a metric, known as the Le Cam’s distance, between statistical models.

**Definition 2.1** (Le Cam’s distance; see [LC72, LC86, LCY90]). For two statistical models \( \mathcal{M} = \langle \mathcal{X}, \mathcal{F}, (P_\theta)_{\theta \in \Theta} \rangle \) and \( \mathcal{N} = \langle \mathcal{Y}, \mathcal{G}, (Q_\theta)_{\theta \in \Theta} \rangle \), Le Cam’s distance \( \Delta(\mathcal{M}, \mathcal{N}) \) is defined as

\[
\Delta(\mathcal{M}, \mathcal{N}) = \max \left\{ \begin{array}{l}
\sup_{L} \sup_{\delta_M, \theta \in \Theta} \inf_{\delta_N} \sup_{\theta \in \Theta} |R_\mathcal{M}(\theta, \delta_M, L) - R_\mathcal{N}(\theta, \delta_N, L)|,

\sup_{L} \sup_{\delta_M, \theta \in \Theta} \inf_{\delta_N} \sup_{\theta \in \Theta} |R_\mathcal{M}(\theta, \delta_M, L) - R_\mathcal{N}(\theta, \delta_N, L)|
\end{array} \right\}
\]

\[
= \max \left\{ \begin{array}{l}\\
\inf_{\theta} \sup_{T_1} \|P_\theta \circ T_1^{-1} - Q_\theta\|_{TV}, \quad \inf_{\theta} \sup_{T_2} \|Q_\theta \circ T_2^{-1} - P_\theta\|_{TV}
\end{array} \right\},
\]

where the loss function is taken over all measurable functions \( L : \Theta \times \mathcal{A} \to [0, 1] \).
Algorithm 1 Sample amplification via sufficiency

1: **Input**: samples $X_1, \ldots, X_n$, a given transformation $f$ between sufficient statistics
2: Compute the sufficient statistic $T_n = T_n(X_1, \ldots, X_n)$.
3: Apply $f$ to the sufficient statistic and compute $\hat{T}_{n+m} = f(T_n)$.
4: Generate $(\hat{X}_1, \ldots, \hat{X}_{n+m}) \sim P_{X^{n+m}|\hat{T}_{n+m}}(\cdot | \hat{T}_{n+m})$.
5: **Output**: amplified samples $(\hat{X}_1, \ldots, \hat{X}_{n+m})$.

In the language of model deficiency introduced in [LC64], Le Cam’s distance is the smallest $\epsilon > 0$ such that the model $\mathcal{M}$ is $\epsilon$-deficient to the model $\mathcal{N}$, and $\mathcal{N}$ is also $\epsilon$-deficient to $\mathcal{M}$. In the sample amplification problem, $(P_\theta)_{\theta \in \Theta} = \{P^\otimes n : P \in \mathcal{P}\}, (Q_\theta)_{\theta \in \Theta} = \{P^\otimes (n+m) : P \in \mathcal{P}\}$. Here, choosing $T_2(x^{n+m}) = x^n$ in Definition 2.1 shows that $\mathcal{N}$ is 0-deficient to $\mathcal{M}$, and the remaining quantity involving $T_1$ exactly reduces to the minimax error of sample amplification in (4). Therefore, studying the complexity of sample amplification is equivalent to the computation of the quantity $\Delta(P^\otimes n, P^\otimes (n+m))$.

3 Sample amplification via sufficient statistics

The first idea we present for sample amplification is the classical idea of reduction by sufficiency. Albeit simple, the sufficiency-based idea reduces the problem of generating multiple random vectors to a simpler problem of generating only a few vectors, achieves the optimal complexity of sample amplification in many examples, and is easy to implement.

3.1 The general idea

We first recall the definition of sufficient statistics: in a statistical model $\mathcal{M} = (\mathcal{X}, \mathcal{F}, (P_\theta)_{\theta \in \Theta})$ and $X \sim P_\theta$, a statistic $T = T(X)$ is sufficient if and only if both $\theta - X - T$ and $\theta - T - X$ are Markov chains. A classical result in statistical decision theory is reduction by sufficiency, i.e. only the sufficient statistic needs to be maintained to perform statistical tasks as $P_{X|T,\theta}$ does not depend on the unknown parameter $\theta$. In terms of Le Cam’s distance, let $\mathcal{M} \circ T^{-1} = (\mathcal{T}, \mathcal{F} \circ T^{-1}, (P_\theta \circ T^{-1})_{\theta \in \Theta})$ be the statistical experiment associated with $T$, then sufficiency of $T$ implies that $\Delta(\mathcal{M}, \mathcal{M} \circ T^{-1}) = 0$. Hereafter, we will call $\mathcal{M} \circ T^{-1}$ the $T$-reduced model, or simply reduced model in short.

Reduction by sufficiency could be applied to sample amplification in a simple way, with a general algorithm displayed in Algorithm 1. Suppose that both models $\mathcal{P}^\otimes n$ and $\mathcal{P}^\otimes (n+m)$ admit sufficient statistics $T_n = T_n(X^n)$ and $T_{n+m} = T_{n+m}(X^{n+m})$, respectively. Algorithm 1 claims that it suffices to perform sample amplification on the reduced models $\mathcal{P}^\otimes n \circ T_n^{-1}$ and $\mathcal{P}^\otimes (n+m) \circ T_{n+m}^{-1}$, i.e. construct a randomization map $f$ from $T_n$ to $T_{n+m}$. Concretely, the algorithm decomposes into three steps:

1. Step I: map $X^n$ to $T_n$. This step is straightforward: we simply compute $T_n = T_n(X_1, \ldots, X_n)$.
2. Step II: apply a randomization map in the reduced model. Upon choosing the map $f$, we simply compute $\hat{T}_{n+m} = f(T_n)$ with the target that the TV distance $\|L(\hat{T}_{n+m}) - L(T_{n+m})\|_{TV}$ is uniformly small. The concrete choice of $f$ depends on specific models.
3. Step III: map $T_{n+m}$ to $X^{n+m}$. By sufficiency of $T_{n+m}$, the conditional distribution $P_{X^{n+m}|T_{n+m}}$ does not depend on the unknown model. Therefore, after replacing the true statistic $T_{n+m}$ by $\hat{T}_{n+m}$, it is feasible to generate $\hat{X}^{n+m} \sim P_{X^{n+m}|\hat{T}_{n+m}}(\cdot | \hat{T}_{n+m})$. To simulate this random
vector, it suffices to choose any distribution \( P_0 \in \mathcal{P} \) and generate
\[
\hat{X}^{n+m} \sim \left( P_0^{\otimes (n+m)} \mid T_{n+m}(\hat{X}^{n+m}) = \hat{T}_{n+m} \right).
\]

This step may suffer from computational issues which will be discussed in Section 3.2.

The validity of this idea simply follows from
\[
\Delta(P^{\otimes n}, P^{\otimes (n+m)}) = \Delta(P^{\otimes n} \circ T_n^{-1}, P^{\otimes (n+m)} \circ T_{n+m}^{-1}),
\]
or equivalently, under each \( P \in \mathcal{P} \),
\[
\|\mathcal{L}(\hat{X}^{n+m}) - \mathcal{L}(X^{n+m})\|_{TV} = \|\mathcal{L}(\hat{T}_{n+m}) \times P_{X^{n+m} \mid T_{n+m}} - \mathcal{L}(T_{n+m}) \times P_{X^{n+m} \mid T_{n+m}}\|_{TV}
\]
\[
(a) = \|\mathcal{L}(\hat{T}_{n+m}) - \mathcal{L}(T_{n+m})\|_{TV} = \|\mathcal{L}(f(T_n)) - \mathcal{L}(T_{n+m})\|_{TV},
\]
where (a) is due to the identity \( \|P_{X} P_{Y \mid X} - Q_{X} P_{Y \mid X}\|_{TV} = \|P_{X} - Q_{X}\|_{TV} \). In other words, it suffices to work on reduced models and find the map \( f \) between sufficient statistics.

This idea of reduction by sufficiency simplifies the design of sample amplification procedures. Unlike in original models where \( X^n \) and \( X^{n+m} \) typically take values in spaces of different dimensions, in reduced models the sufficient statistics \( T_n \) and \( T_{n+m} \) are usually drawn from the same space. A simple example is as follows.

**Example 3.1** (Gaussian location model with known covariance). Consider the observations \( X_1, \ldots, X_n \) from the Gaussian location model \( P_0 = \mathcal{N}(\theta, \Sigma) \) with an unknown mean \( \theta \in \mathbb{R}^d \) and a known covariance \( \Sigma \in \mathbb{R}^{d \times d} \). To amplify to \( n + m \) samples, note that the sample mean vector is a sufficient statistic here, with
\[
T_n(X_1, \ldots, X_n) = \frac{1}{n} \sum_{i=1}^{n} X_i \sim \mathcal{N}(\theta, \Sigma/n).
\]

Now consider the identity map between sufficient statistics \( \hat{T}_{n+m} = T_n \) used with algorithm 1. The amplified samples \( (\hat{X}_1, \ldots, \hat{X}_{n+m}) \) are drawn from \( \mathcal{N}(0, \Sigma) \) conditioned on the event that \( T_{n+m}(\hat{X}^{n+m}) = \hat{T}_{n+m} = T_n(X^n) \). For every mean vector \( \theta \in \mathbb{R}^d \) we can upper bound the amplification error of this approach:
\[
\|\mathcal{L}(\hat{T}_{n+m}) - \mathcal{L}(T_{n+m})\|_{TV} = \|\mathcal{L}(T_n) - \mathcal{L}(T_{n+m})\|_{TV}
\]
\[
= \|\mathcal{N}(\theta, \Sigma/n) - \mathcal{N}(\theta, \Sigma/(n+m))\|_{TV}
\]
\[
(a) \leq \sqrt{\frac{d}{2}D_{KL}(\mathcal{N}(\theta, \Sigma/n) \| \mathcal{N}(\theta, \Sigma/(n+m)))}
\]
\[
= \sqrt{\frac{d}{4} \left( \frac{m}{n} - \log \left( 1 + \frac{m}{n} \right) \right)} = O \left( \frac{m\sqrt{d}}{n} \right),
\]
where (a) is due to (3), and the last step holds whenever \( m = O(n) \). Therefore, we could amplify \( \Omega(n/\sqrt{d}) \) additional samples based on \( n \) observations, and the complexity of sample amplification in (6) is \( n^* = O(\sqrt{d}) \). In contrast, learning this distribution within a small TV distance requires \( n = \Omega(d) \) samples, which is strictly harder than sample amplification. This example recovers the upper bound of \( [AGSV20] \) with a much simpler analysis, and in later sections we will show that this approach is exactly minimax optimal.
We make two remarks for the above example. First, the amplified samples \( \tilde{X}^{n+m} \) are no longer independent, either marginally or conditioned on \( X^n \). Therefore, the above approach is fundamentally different from first estimating the distribution and then generating independent samples from the estimated distribution. Second, the amplified samples do not contain the original samples as a subset. In contrast, a tempting approach for sample amplification is to add \( n \) fake samples to the original \( n \) observations. However, [AGSV20] showed that any sample amplification approach containing the original samples cannot succeed if \( n = o(d/\log d) \) in the above model, and our approach conforms to this result. More examples will be presented in Section 3.4.

3.2 Computational issues

A natural computational question in Algorithm 1 is how to sample \( \tilde{X}^{n+m} \sim P_{X^{n+m} \mid T^{n+m}}(\cdot \mid \tilde{T}^{n+m}) \) in a computationally efficient way. With an additional mild assumption that the sufficient statistic \( T \) is also complete (which easily holds in exponential families), the conditional distribution \( P_{X \mid T} \) could be efficiently sampled if we could find a statistic \( S = S(X) \) with the following two properties:

1. \( S \) is ancillary, i.e. \( \mathcal{L}(S) \) is independent of the model parameter \( \theta \);

2. There is a (measurable) bijection \( g \) between \( (T, S) \) and \( X \), i.e. \( X = g(T, S) \) almost surely.

In fact, if such an \( S \) exists, then under any \( \theta \in \Theta \),

\[
\mathcal{L}(X \mid T = t) \overset{(a)}{=} \mathcal{L}(g(T, S) \mid T = t) \overset{(b)}{=} \mathcal{L}(g(t, S)),
\]

where (a) is due to the assumed bijection \( g \) between \( (T, S) \) and \( X \), and (b) is due to a classical result of Basu [Bas55, Bas58] that \( S \) and \( T \) are independent. Therefore, by the ancillarity of \( S \), we could sample \( X \sim P_{\theta_0} \) with any \( \theta_0 \in \Theta \) and compute the statistic \( S \) from \( X \), then \( g(t, S) \) follows the desired conditional distribution \( P_{X \mid T=t} \). An example of this procedure is illustrated below.

**Example 3.2 (Computation in Gaussian location model).** Consider the setting of Example 3.1 where \( P_\theta = \mathcal{N}(\theta, \Sigma) \otimes (n+m), T_{n+m} = (n + m)^{-1} \sum_{i=1}^{n+m} X_i \), and the target is to sample from the distribution \( P_{X^{n+m} \mid T_{n+m}} \). In this model, \( T_{n+m} \) is complete and sufficient, and we choose \( S = (S_1, \cdots, S_{n+m-1}) \) with \( S_i = X_{i+1} - X_1 \) for all \( i \). Clearly \( S \) is ancillary, and \( X^{n+m} \) could be recovered from \( (T_{n+m}, S) \) via

\[
X_1 = T_{n+m} \frac{\sum_{i=1}^{n+m-1} S_i}{n + m}, \quad X_{i+1} = X_1 + S_i, \quad i \in [n + m - 1].
\]

Therefore, the choice of \( S \) satisfies both conditions. Consequently, we can draw \( Z^{n+m} \sim \mathcal{N}(0, \Sigma) \otimes (n+m) \), compute \( S(Z^{n+m}) \), and recover \( X^{n+m} \) from \( (T_{n+m}, S) \).

The proper choice of \( S \) depends on specific models and may require some effort to find; we refer to Section 3.4 for more examples. We remark that in general there is no golden rule to find \( S \). One tempting approach is to find a maximal ancillary statistic \( S \) such that any other ancillary statistic \( S' \) must be a function of \( S \). This idea is motivated by the existence of the minimal sufficient statistic under mild conditions and a known computationally efficient approach to compute it. However, for ancillary statistics there is typically no such a maximal one in the above sense, and there may exist uncountably many “maximal” ancillary statistics which are not equivalent to each other. From the measure theoretic perspective, this is due to the fact that the family of all ancillary sets is not closed under intersection and thus not a \( \sigma \)-algebra. In addition, even if a proper notion of “maximal” or “essentially maximal” could be defined, there is no guarantee that such an ancillary statistic satisfies
the bijection condition, and it is hard to determine whether a given ancillary statistic is maximal or not. We refer to [Bas59, LS92] for detailed discussions on ancillarity from mathematical statistics.

There is also another sampling procedure of $P_{X^n|T_n}$ in the conditional inference literature [Wil82]. Specifically, for each $i \in [n]$, this approach sequentially generates the observation $X_i$ from the one-dimensional distribution $P_{X_i|X_{i-1},T_n}$, which is a simple task as long as we know its CDF. Although this works in simple models such as the Gaussian location model above, in more complicated models exact computation of the CDF is typically not feasible.

### 3.3 General theory for exponential families

In this section, we show that a general $(n,n+\Omega(n/\sqrt{d}))$ sample amplification phenomenon holds for a rich class of exponential families, and is achieved by the sufficiency-based procedure in Algorithm 1. Specifically, we consider the following natural exponential family.

**Definition 3.3 (Exponential family).** The exponential family $(\mathcal{X}, \mathcal{F}, (P_\theta)_{\theta \in \Theta})$ of probability measures is determined by

$$dP_\theta(x) = \exp(\theta^T T(x) - A(\theta))d\mu(x),$$

where $\theta \in \Theta$ is the natural parameter with $\Theta = \{\theta \in \mathbb{R}^d : A(\theta) < \infty\}$, $T(x)$ is the sufficient statistic, $A(\theta)$ is the log-partition function, and $\mu$ is the base measure.

The exponential family includes many widely used probability distributions such as Gaussian, Gamma, Poisson, Exponential, Beta, etc. In the exponential family, the statistic $T(x)$ is sufficient and complete, and several well-known identities include $\mathbb{E}_\theta[T(X)] = \nabla A(\theta)$, and $\text{Cov}_\theta[T(X)] = \nabla^2 A(\theta)$. We refer to [DY79] for a mathematical theory of the exponential family.

To establish a general theory of sample amplification for exponential families, we shall make the following assumptions on the exponential family.

**Assumption 1 (Continuity).** The parameter set $\Theta$ has a non-empty interior. Under each $\theta \in \Theta$, the probability distribution $\mathcal{L}(T(X))$ is absolutely continuous with respect to the Lebesgue measure.

**Assumption 2 (Moment condition $M_k$).** For a given integer $k > 0$, it holds that

$$\sup_{\theta \in \Theta} \mathbb{E}_\theta \left[ \left\| \left( \nabla^2 A(\theta) \right)^{-1/2} (T(X) - \nabla A(\theta)) \right\|^k_2 \right] < \infty.$$

We call it the moment condition $M_k$.

Assumption 1 requires an exponential family of continuous distributions. The motivation is that for continuous exponential family, the sufficient statistics $T_n(X)$ and $T_{n+m}(X)$ for different sample sizes take continuous values in the same space, and it is easier to construct a general transformation. We will propose a different sample amplification approach for discrete statistical models in Section 4. Assumption 2 is a moment condition on the normalized statistic $\left( \nabla^2 A(\theta) \right)^{-1/2} (T(X) - \nabla A(\theta))$, whose moments always exist as the moment generating function of $T(X)$ exists around the origin. The moment condition $M_k$ claims that the above normalized statistic has a uniformly bounded $k$-th moment for all $\theta \in \Theta$, which holds in several examples (such as Gaussian, exponential, Pareto) or by considering a slightly smaller $\Theta_0 \subseteq \Theta$ bounded away from the boundary. The following lemma presents a sufficient criterion for the moment condition $M_k$. 
Lemma 3.4. If the log-partition function $A(\theta)$ satisfies
\[
\sup_{\theta \in \Theta} \sup_{u \in \mathbb{R}^d \setminus \{0\}} \frac{|\nabla^3 A(\theta)[u; u; u]|}{(\nabla^2 A(\theta)[u; u])^{3/2}} \leq M < \infty,
\]
then the exponential family satisfies the moment condition $M_k$ for all $k \in \mathbb{N}$.

The condition in Lemma 3.4 is called the self-concordant condition, which is a key concept in the interior point method for convex optimization [Nes03]. For example, all quadratic functions and logarithmic functions are self-concordant, and it is also fulfilled when $\Theta$ is compact.

Given Assumptions 1 and 2, we will show that a simple sample amplification procedure gives a size $\Omega(n/\sqrt{d})$ of sample amplification in general exponential families. Let $X_1, \cdots, X_n$ be i.i.d samples drawn from $P_{\theta}$ taking a general form in Definition 3.3, then it is clear that the sample average
\[
T_n(X^n) \doteq \frac{1}{n} \sum_{i=1}^n T(X_i)
\]
is a sufficient statistic by the factorization theorem. We will apply the general Algorithm 1 with an identity map between sufficient statistics, i.e. $\hat{T}_{n+m} = T_n$. The next theorem shows the performance of this approach.

Theorem 3.5. If the exponential family satisfies Assumptions 1 and 2 with $k = 3$, then for $\theta \in \Theta$, it holds that
\[
\|\mathcal{L}(T_n) - \mathcal{L}(T_{n+m})\|_{TV} \leq \frac{C}{\sqrt{n}} + \frac{m\sqrt{d}}{n},
\]
where $C < \infty$ is an absolute constant depending only on $d$ and the moment upper bound in Assumption 2. In particular, for sufficiently large $n$, a sample amplification of size $\Omega(n/\sqrt{d})$ is achievable.

Theorem 3.5 shows that the above simple procedure could achieve a sample amplification from $n$ to $n + \Omega(n/\sqrt{d})$ samples in general continuous exponential families, provided that $n$ is large enough. The main idea behind the proof of Theorem 3.5 is also simple. We show that the distribution of $T_n$ is approximately $G_n \sim \mathcal{N}(\nabla A(\theta), \nabla^2 A(\theta)/n)$ by CLT, apply the same CLT for $T_{n+m}$, and then compute the TV distance between two Gaussians as in Example 3.1. Theorem 3.5 is then a direct consequence of the triangle inequality:
\[
\|\mathcal{L}(T_n) - \mathcal{L}(T_{n+m})\|_{TV} \\
\leq \|\mathcal{L}(T_n) - \mathcal{L}(G_n)\|_{TV} + \|\mathcal{L}(G_n) - \mathcal{L}(G_{n+m})\|_{TV} + \|\mathcal{L}(T_{n+m}) - \mathcal{L}(G_{n+m})\|_{TV}.
\]
Note that Assumption 1 ensures a vanishing TV distance for the Gaussian approximation, and Assumption 2 enables us to apply Berry–Esseen type arguments and obtain an $O(1/\sqrt{n})$ convergence rate for the Gaussian approximation.

The main drawback of Theorem 3.5 is that there is a hidden constant $C$ depending on the dimension $d$, thus it does not mean that an $(n, n + 1)$ sample amplification is possible as long as $n = \Omega(\sqrt{d})$. To tackle this issue, we need to improve the first term in Theorem 3.5 and find the best possible dependence of the constant $C$ on $d$. We remark that this is a challenging task in probability theory: although the convergence rates of both TV [Pro52, SM62, BC14, BC16] and KL [Bar86, BCG14] in the CLT result were studied, almost all of them solely focused on the convergence rate on $n$, leaving the tight dependence on $d$ still open. Moreover, direct computation of the quantity $\|\mathcal{L}(T_n) - \mathcal{L}(G_n)\|_{TV}$ shows that even if the random vector $T_n$ has independent components, this
quantity is typically at least $\Omega(\sqrt{d}/n)$. Therefore, $C = \Omega(\sqrt{d})$ under this proof technique, and a vanishing first term in Theorem 3.5 requires that $n = \Omega(d)$, which is already larger than the anticipated sample amplification complexity $n = O(\sqrt{d})$.

To overcome the above difficulties, we make the following changes to both the assumption and analysis. First, to avoid the unknown dependence on $d$, we additionally assume a product exponential family, i.e. $P_\theta(dx) = \prod_{i=1}^{d} p_{\theta_i}(dx_i)$, where each $p_{\theta_i}(x_i)$ is a one-dimensional exponential family. Exploiting the product structure enables to find a constant $C$ depending linearly on $d$. Second, we improve the $O(1/\sqrt{n})$ dependence on $n$ by applying a higher-order CLT result to $T_n$ and $T_{n+m}$, known as the Edgeworth expansion [BR10]. For any $k \geq 2$ and $n \in \mathbb{N}$, the signed measure of the Edgeworth expansion on $\mathbb{R}^d$ is

$$\Gamma_{n,k}(dx) = \gamma(x) \left(1 + \sum_{m=1}^{[k/3]} \frac{K_m(x)}{n^{m/2}}\right) dx,$$

where $\gamma(x)$ is the density of a standard normal random variable on $\mathbb{R}^d$, and $K_m(x)$ is a polynomial of degree $3m$ which depends only on the first $3m$ moments of the distribution. We note that unlike CLT, the general Edgeworth expansion is a signed measure with possibly negative densities, which makes the technical analysis more complicated. By utilizing such a higher-order expansion, we could improve the dependence on $n$ from $O(1/\sqrt{n})$ to $O(1/n^2)$.

Formally, the next theorem shows a better sample amplification performance for product exponential families.

**Theorem 3.6.** Let $(X, \mathcal{F}, (P_\theta)_{\theta \in \Theta})$ be a product exponential family, where each one-dimensional component satisfies Assumptions 1 and 2 with $k = 10$. Then for $\theta \in \Theta$, it holds that

$$\|\mathcal{L}(T_n) - \mathcal{L}(T_{n+m})\|_{TV} \leq C \left(\frac{d}{n^2} + \frac{m \sqrt{d}}{n}\right),$$

where $C < \infty$ is an absolute constant independent of $(n,d)$. In particular, as long as $n = \Omega(\sqrt{d})$, a sample amplification of size $\Omega(n/\sqrt{d})$ is achievable.

Theorem 3.6 shows that for product exponential family, we could not only achieve the amplification size $m = \Omega(n/\sqrt{d})$, but also attain a sample complexity $n = O(\sqrt{d})$ for sample amplification. This additional result on sample complexity is important in the sense that, even if distribution learning is impossible, it is possible to perform sample amplification. Although the independence or even the exponential family assumption could be strong practically, in the next subsection we show that both phenomena $m = \Omega(n/\sqrt{d})$ and $n = O(\sqrt{d})$ hold in many natural models.

### 3.4 Concrete examples

In this section, in contrast to the mostly asymptotic results in Section 3.3, we investigate several non-asymptotic examples of sample amplification in concrete models. We show that for many natural models, including exponential family with dependent coordinates and non-exponential family which are not covered in the general theory, the sufficiency-based sample amplification approach could still amplify $\Omega(n/\sqrt{d})$ additional samples. We also illustrate the computational idea in Section 3.2 via more involved examples.

Our first example concerns the Gaussian model with a known mean but an unknown covariance. It is a well-known result that estimating the unknown covariance in a small Frobenius norm requires $n = \Omega(d^2)$ samples, which is also the sample complexity for learning the distribution within a small TV distance. The following example shows that $n = O(d)$ samples suffice for sample amplification.
Example 3.7 (Gaussian covariance model with known mean). Consider the iid observations $X_1, \cdots, X_n$ drawn from $\mathcal{N}(0, \Sigma)$ with zero mean and an unknown covariance $\Sigma \in \mathbb{R}^{d \times d}$. Here a minimal sufficient statistic is the sample covariance matrix

$$\hat{\Sigma}_n = \frac{1}{n} \sum_{i=1}^{n} X_i X_i^\top.$$  

Lemma 3.8 shows that $\|\mathcal{L}(\hat{\Sigma}_n) - \mathcal{L}(\hat{\Sigma}_{n+m})\|_{TV} \leq \epsilon$ as long as $m = O_\epsilon(n/d)$, therefore drawing samples from $P_{X_{n+m} | \hat{\Sigma}_{n+m}}$ achieves sample amplification of size $m = \Omega(n/d)$. This coincides with the general $O(n/\sqrt{D})$ result where $D \gg d^2$ is the parameter dimension.

In order to sample from this conditional distribution, consider the following statistic

$$S_{n+m} = [(n + m) \hat{\Sigma}_{n+m}]^{-1/2}[X_1, X_2, \cdots, X_{n+m}] \in \mathbb{R}^{d \times (n+m)},$$

which always exists even if $\hat{\Sigma}_{n+m}$ is not invertible. Clearly there is a bijection between $X^{n+m}$ and $(\hat{\Sigma}_{m+n}, S_{n+m})$, and Lemma 3.8 shows that $S_{n+m}$ is an ancillary statistic. In particular, $S_{n+m}$ always follows the uniform distribution on the following set:

$$A = \{U \in \mathbb{R}^{d \times (n+m)} : UU^\top = I_d\}.$$  

Consequently an $(n, n + \Omega(n/d))$ sample amplification is efficiently achievable in the Gaussian covariance model.

Lemma 3.8. Under the notations of Example 3.7, for $n \geq 4 \max\{m, d\}$ it holds that

$$\|\mathcal{L}(\hat{\Sigma}_n) - \mathcal{L}(\hat{\Sigma}_{n+m})\|_{TV} \leq \frac{2md}{n}.$$  

In addition, $S_{n+m}$ is uniformly distributed on $A = \{U \in \mathbb{R}^{d \times (n+m)} : UU^\top = I_d\}$.

The next example shows that the sample amplification result does not change much if both the mean and covariance are unknown, though the sampling procedure becomes slightly more involved.

Example 3.9 (Gaussian model with unknown mean and covariance). Next we consider the most general Gaussian model where $X_1, \cdots, X_n \sim \mathcal{N}(\theta, \Sigma)$ with unknown mean vector $\theta \in \mathbb{R}^d$ and unknown covariance matrix $\Sigma \in \mathbb{R}^{d \times d}$. In this case, a minimal sufficient statistic is the pair $(\overline{X}_n, \hat{\Sigma}_n)$, with

$$\overline{X}_n = \frac{1}{n} \sum_{i=1}^{n} X_i, \quad \hat{\Sigma}_n = \frac{1}{n - 1} \sum_{i=1}^{n} (X_i - \overline{X}_n)(X_i - \overline{X}_n)^\top.$$  

Lemma 3.10 shows that $\|\mathcal{L}(\overline{X}_n, \hat{\Sigma}_n) - \mathcal{L}(\overline{X}_{n+m}, \hat{\Sigma}_{n+m})\|_{TV} \leq \epsilon$ as long as $m = O_\epsilon(n/d)$, therefore drawing amplified samples from $P_{X_{n+m} | (\overline{X}_{n+m}, \hat{\Sigma}_{n+m})}$ achieves sample amplification of size $m = \Omega(n/d)$. For the computation, consider the following statistic

$$S_{n+m} = [(n + m - 1) \hat{\Sigma}_{n+m}]^{-1/2}[X_1 - \overline{X}_{n+m}, \cdots, X_{n+m} - \overline{X}_{n+m}] \in \mathbb{R}^{d \times (n+m)},$$

and it is clear that the whole samples $X^{n+m}$ could be recovered from $(\overline{X}_{n+m}, \hat{\Sigma}_{n+m}, S_{n+m})$. Again, Lemma 3.10 shows that $S_{n+m}$ is ancillary and uniformly distributed on the following set (assuming $n + m - 1 \geq d$):

$$A = \{U \in \mathbb{R}^{d \times (n+m)} : UU^\top = I_d, U1 = 0\}.$$
Lemma 3.10. Under the notations of Example 3.9, for $n \geq 4 \max\{m, d\}$ it holds that

$$\|\mathcal{L}(\overline{X}_n, \hat{S}_n) - \mathcal{L}(\overline{X}_{n+m}, \hat{S}_{n+m})\|_{TV} \leq \frac{3md}{n-1}.$$ 

In addition, $S_{n+m}$ is uniformly distributed on $A = \{U \in \mathbb{R}^{d \times (n+m)} : UU^\top = I_d, U1 = 0\}$.

The following example concerns the product exponential distributions, or general Gamma distributions with a fixed shape parameter.

Example 3.11 (Product exponential distribution). In this example, we consider the product exponential model where $X_1, \ldots, X_n \sim \prod_{i=1}^d \text{Exp}(\lambda_i)$ with unknown rate vector $\lambda = (\lambda_1, \ldots, \lambda_d)$. Again, in this model the sample mean $\overline{X}_n$ is sufficient, and follows a product Gamma distribution $\prod_{i=1}^d \text{Gamma}(n, n\lambda_i)$. Consequently,

$$D_{KL}(\mathcal{L}(\overline{X}_n)\|\mathcal{L}(\overline{X}_{n+m})) = d \cdot \left( m - (n+m) \log \left(1 + \frac{m}{n}\right) + \log \frac{\Gamma(n+m)}{\Gamma(n)} - m\psi(n) \right),$$

where $\Gamma(x) = \int_0^\infty t^{x-1}e^{-t}dt$ and $\psi(x) = \frac{d}{dx}[\log \Gamma(x)]$ are the gamma and digamma functions, respectively. Using the definition of $f(n, m, d)$ in (35), we note that the above KL divergence is precisely $d \cdot f(2n, 2m, 1)$, thus by the proof of Lemma 3.8 is further at most $O(dm^2/n^2)$. Consequently, sample amplification is possible as long as $n = \Omega(\sqrt{d})$ and $m = O(n/\sqrt{d})$. Alternatively, the same result could also follow from Theorem 3.6, for both assumptions 1 and 2 hold for the exponential distribution.

To draw amplified samples $X_1, \ldots, X_{n+m}$ conditioned on $\overline{X}_{n+m}$, note that the following statistic $S \in \mathbb{R}^{d \times (n+m)}$ with $i$-th row being

$$S_i = \left( \frac{X_{1,i}}{\overline{X}_{n+m,i}}, \frac{X_{2,i}}{\overline{X}_{n+m,i}}, \ldots, \frac{X_{n+m,i}}{\overline{X}_{n+m,i}} \right),$$

is ancillary. In fact, each $S_i$ follows the Dirichlet distribution $\text{Dir}(1, 1, \ldots, 1)$. Then computational efficiency follows from the obvious fact that $X_{n+m}$ is determined by $(\overline{X}_{n+m}, S)$.

Our final example is a non-exponential family which is not even differentiable in quadratic mean, but the $n = O(\sqrt{d})$ sample complexity still holds.

Example 3.12 (Uniform distribution over a rectangle). In this example, let $X_1, \ldots, X_n$ be iid samples from the uniform distribution on an unknown rectangle $\prod_{j=1}^d [a_j, b_j]$ in $\mathbb{R}^d$. Note that this is not an exponential family. However, the sufficiency-based sample amplification could still be applied in this case. Specifically, here the sufficient statistics are $X_{\min}^n$ and $X_{\max}^n$, where for $j \in [d]$,

$$X_{\min,j}^n = \min_{i \in [n]} X_{i,j}, \quad X_{\max,j}^n = \max_{i \in [n]} X_{i,j}.$$ 

It is not hard to find that, the joint density of $(X_{\min,j}^n, X_{\max,j}^n)$ is

$$f_n(a, b) = \frac{n(n-1)(b-a)^{n-2}}{(b_j - a_j)^n} \cdot 1(a_j \leq a \leq b \leq b_j).$$

Then after some algebra, the KL divergence between the sufficient statistics is

$$D_{KL}(\mathcal{L}(X_{\min}^n, X_{\max}^n)\|\mathcal{L}(X_{\min,j}^{n+m}, X_{\max,j}^{n+m})) = d \left( \frac{m}{n} - \log \left(1 + \frac{m}{n}\right) + \frac{m}{n-1} - \log \left(1 + \frac{m}{n-1}\right) \right),$$
which is $O(dm^2/n^2)$ when $m = O(n)$. Therefore, sample amplification for uniform distributions is still possible whenever $m = O(n)$ and $n = O(\sqrt{d})$, same as exponential families.

To draw amplified samples $X_1, \cdots, X_{m+n}$ conditioned on $(X_{min}^{n+m}, X_{max}^{m+n})$, note that the following statistic $S \in \mathbb{R}^{d \times (n+m)}$ with $i$-th row being

$$S_i = \left(\frac{X_{i}^{n+m} - X_{min}^{n+m}}{X_{max}^{m+n} - X_{min}^{m+n}}, \cdots, \frac{X_{m+n,i}^{n+m} - X_{min}^{n+m}}{X_{max}^{m+n} - X_{min}^{m+n}}\right),$$

is ancillary. This is due to the invariance property of the uniform distribution: if $X \sim U(0,1)$, then $aX + b \sim U(b,a+b)$. Since $(X_1, \cdots, X_{n+m})$ is determined by $(X_{min}^{n+m}, X_{max}^{n+m}, S)$, the computational efficiency follows.

Although all of the above examples work exclusively for continuous models and apply an identity map between sufficient statistics, we remark that more sophisticated maps based on learning could be useful and work for discrete models. The idea of sample amplification via learning is presented in Section 4, and an example which combines both the sufficiency and learning ideas could be found in Example 4.16.

### 4 Sample amplification via learning

The sufficiency-based approach of sample amplification is not always desirable. First, models outside the exponential family typically do not admit non-trivial sufficient statistics, and therefore the reduction by sufficiency may not be very helpful. Second, the identity map applied to the sufficient statistics only works for continuous models, and incurs a too large TV distance when the underlying model is discrete. Third, previous approaches are not directly related to learning the model, so a general relationship between learning and sample amplification is largely missing. In this section, we propose another sample amplification approach, and show that a good learner helps to obtain a good sample amplifier.

#### 4.1 The general result

For a class of distribution $\mathcal{P}$ and $n$ iid observations drawn from an unknown $P \in \mathcal{P}$, we define the following notion of the $\chi^2$-estimation error.

**Definition 4.1 ($\chi^2$-estimation error).** For a class of distributions $\mathcal{P}$ and sample size $n$, the $\chi^2$-estimation error $r_{\chi^2}(\mathcal{P}, n)$ is defined to be the minimax estimation error under the expected $\chi^2$-divergence:

$$r_{\chi^2}(\mathcal{P}, n) \triangleq \inf_{\hat{P}_n} \sup_{P \in \mathcal{P}} \mathbb{E}_P[\chi^2(\hat{P}_n, P)],$$

where the infimum is taken over all possible distribution estimators $\hat{P}_n$ based on $n$ samples.

Roughly speaking, the $\chi^2$-estimation error in the above definition characterizes the complexity of the distribution class $\mathcal{P}$ in terms of distribution learning under the $\chi^2$-divergence. The main result of this section is to show that, the error of sample amplification in (4) could be upper bounded by using the $\chi^2$-estimation error.

**Theorem 4.2.** For general $\mathcal{P}$ and $n,m \geq 0$, it holds that

$$\epsilon^*(\mathcal{P}, n, m) \leq \sqrt{\frac{m^2}{n} \cdot r_{\chi^2}(\mathcal{P}, n/2)}.$$
The following corollary is immediate from Theorem 4.2.

**Corollary 4.3.** An \((n, n + m)\) sample amplification is possible if \(m = O(\sqrt{n/r_{\chi^2}(P, n/2)})\). Moreover, the sample complexity of amplification in (6) satisfies

\[ n^*(P) = O \left( \min \left\{ n \in \mathbb{N} : r_{\chi^2}(P, n/2) \leq n \right\} \right). \]

**Remark 4.4.** Although the error of sample amplification in (4) is measured under the TV distance, the same result holds for the squared root of the KL divergence (which by (3) is no smaller than the TV distance).

The above result provides a quantitative guarantee that the sample amplification is easier than learning (under the \(\chi^2\)-divergence). Specifically, the sample complexity of learning is the smallest \(n \in \mathbb{N}\) such that \(r_{\chi^2}(P, n) = O(1)\), while Corollary 4.3 shows that the complexity for amplification is at most the smallest \(n \in \mathbb{N}\) such that \(r_{\chi^2}(P, n/2) = O(n)\). As \(r_{\chi^2}(P, n)\) is non-increasing in \(n\), this means that the learning complexity is in general larger.

When the distribution class \(P\) has a product structure \(P = \prod_{j=1}^{d} P_j\), the next theorem shows a better relationship between the amplification error and the learning error.

**Theorem 4.5.** For \(P = \prod_{j=1}^{d} P_j\) and \(n, m \geq 0\), it holds that

\[ e^*(P, n, m) \leq \sqrt{\frac{m^2}{n} \sum_{j=1}^{d} r_{\chi^2}(P_j, n/2)}. \]

**Corollary 4.6.** For product models, sample amplification from \(n\) to \(n + m\) samples is achievable if

\[ m = O \left( \sqrt{\frac{n}{\sum_{j=1}^{d} r_{\chi^2}(P_j, n/2)}} \right). \]

Moreover, the sample complexity of amplification in (6) satisfies

\[ n^*(P) = O \left( \min \left\{ n \in \mathbb{N} : \sum_{j=1}^{d} r_{\chi^2}(P_j, n/2) \leq n \right\} \right). \]

We observe that the result of Theorem 4.5 typically improves over Theorem 4.2 for product models. In fact, since

\[ \chi^2 \left( \prod_{j=1}^{d} P_j, \prod_{j=1}^{d} Q_j \right) = \prod_{j=1}^{d} (1 + \chi^2(P_j, Q_j)) - 1 \geq \sum_{j=1}^{d} \chi^2(P_j, Q_j), \]

the inequality \(\sum_{j=1}^{d} r_{\chi^2}(P_j, n/2) \leq r_{\chi^2}(P, n/2)\) typically holds. Moreover, there are scenarios where we have \(\sum_{j=1}^{d} r_{\chi^2}(P_j, n/2) \ll r_{\chi^2}(P, n/2)\), thus Theorem 4.5 provides a substantial improvement over Theorem 4.2. For example, when \(P = (\mathcal{N}(\theta, I_d))_{\theta \in \mathbb{R}^d}\), it could be verified that \(r_{\chi^2}(P_j, n/2) = O(1/n)\) for each \(j \in [d]\), while \(r_{\chi^2}(P, n/2) = \exp(\Omega(d/n)) - 1\). Hence, in the important regime \(\sqrt{d} \ll n \ll d\) where learning is impossible but the sample amplification is possible, Theorem 4.5 is strictly stronger than Theorem 4.2.

**Remark 4.7.** In the above Gaussian location model, there is an alternative way to conclude that Theorem 4.5 is strictly stronger than Theorem 4.2. We will see that the shuffling approach achieving the bound in Theorem 4.2 keeps all the observed samples, whereas [AGSV20] shows that all such approaches must incur a sample complexity \(n = \Omega(d/\log d)\) for the Gaussian model. In contrast, Theorem 4.5 and Corollary 4.6 give a sample complexity \(n = O(\sqrt{d})\) of amplification in the Gaussian location model.
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**Algorithm 2 Sample amplification via shuffling: general model**

1: **Input**: samples $X_1, \ldots, X_n$, a given class of distributions $P$.
2: Based on samples $X_1, \ldots, X_{n/2}$, find an estimator $\tilde{P}_n$ such that
   $$\sup_{P \in \mathcal{P}} \mathbb{E}_P[\chi^2(\tilde{P}_n, P)] \leq C \cdot r_{\chi^2}(P, n/2).$$
3: Draw $m$ additional samples $Y_1, \ldots, Y_m$ from $\tilde{P}_n$.
4: Randomly shuffle the pool of $X_{n/2+1}, \ldots, X_n, Y_1, \ldots, Y_m$ to obtain $(Z_1, \ldots, Z_{n/2+m})$.
5: **Output**: amplified samples $(X_1, \ldots, X_{n/2}, Z_1, \ldots, Z_{n/2+m})$.

**Algorithm 3 Sample amplification via shuffling: product model**

1: **Input**: samples $X_1, \ldots, X_n$, a given class of product distributions $P = \prod_{j=1}^d P_j$.
2: for $j = 1, 2, \ldots, d$ do
3: Based on samples $X_{1,j}, \ldots, X_{n/2,j}$, find an estimator $\tilde{P}_{n,j}$ such that
   $$\sup_{P_j \in P_j} \mathbb{E}_{P_j}[\chi^2(\tilde{P}_{n,j}, P_j)] \leq C \cdot r_{\chi^2}(P_j, n/2).$$
4: Draw $m$ additional samples $Y_{1,j}, \ldots, Y_{m,j}$ from $\tilde{P}_{n,j}$.
5: Randomly shuffle the pool $X_{n/2+1,j}, \ldots, X_{n,j}, Y_{1,j}, \ldots, Y_{m,j}$ to obtain $(Z_{1,j}, \ldots, Z_{n/2+m,j})$.
6: end for
7: For each $i \in [n/2 + m]$, form the vector $Z_i = (Z_{i,1}, \ldots, Z_{i,d})$.
8: **Output**: amplified samples $(X_1, \ldots, X_{n/2}, Z_1, \ldots, Z_{n/2+m})$.

### 4.2 The shuffling approach

This section presents the sample amplification approaches to achieve Theorems 4.2 and 4.5. The idea is simple: we find a good distribution learner $\tilde{P}_n$ which attains the rate-optimal $\chi^2$-estimation error, draw additional $m$ samples $Y_1, \ldots, Y_m$ from $P_n$, and shuffle them with the original samples $X_1, \ldots, X_n$ uniformly at random. This approach suffices to achieve the sample amplification error in Theorem 4.2, while for Theorem 4.5 an additional trick is applied: instead of shuffling the whole vectors, we independently shuffle each coordinate instead. For technical reasons, in both approaches we apply the sample splitting: the first $n/2$ samples are used for the estimation of $\tilde{P}_n$, while the second $n/2$ samples are used for shuffling. The algorithms are summarized in Algorithms 2 and 3.

The following lemma is the key to analyze the performance of the shuffling approach.

**Lemma 4.8.** Let $X_1, \ldots, X_n$ be i.i.d. drawn from $P$, and $Y_1, \ldots, Y_m$ be i.i.d. drawn from $Q$ independent of $(X_1, \ldots, X_n)$. Let $(Z_1, \ldots, Z_{n+m})$ be a random permutation of $(X_1, \ldots, X_n, Y_1, \ldots, Y_m)$, and $P_{\text{mix}}$ be the distribution of the random mixture $(Z_1, \ldots, Z_{n+m})$. Then
   $$\chi^2(P_{\text{mix}}, P^\otimes(n+m)) \leq \left(1 + \frac{m}{n+m} \chi^2(Q, P)\right)^m - 1.$$

Based on Lemma 4.8, the advantage of random shuffling is clear: if we simply append $Y_1, \ldots, Y_m$ to the end of the original sequence $X_1, \ldots, X_n$, then the $\chi^2$-divergence is exactly $(1 + \chi^2(Q, P))^m - 1$. By comparing with the upper bound in Lemma 4.8, we observe that a smaller coefficient $m/(n+m)$ is applied to the individual $\chi^2$-divergence after a random shuffle. The proofs of Theorems 4.2 and 4.5 are then clear, where we simply take $Q = \tilde{P}_n$ and apply the above lemma. Note that the statement
of Lemma 4.8 requires that $Y_1, \cdots, Y_m$ be independent of $X_1, \cdots, X_n$, which is exactly the reason why we apply sample splitting in Algorithms 2 and 3. The proof of Lemma 4.8 is presented in Appendix B, and the complete proofs of Theorems 4.2 and 4.5 are relegated to Appendix A.

### 4.3 Concrete examples

In this section we show how learning-based approaches achieve optimal performances of sample amplification in several examples, including both continuous and discrete models. In some scenarios the following strengthened lemma may be useful to deal with too large $\chi^2$-divergence.

**Lemma 4.9.** The same results of Theorem 4.2 and 4.5 hold for the following modification of the $\chi^2$-estimation error:

$$r_{\chi^2}(P, n) = \inf_{\hat{P}_n, P \in \mathcal{P}} \mathbb{E}_P \left[ \chi^2(\hat{P}_n, P) \wedge n \right].$$

The idea behind Lemma 4.9 is that for some models, it might happen that $\chi^2(\hat{P}_n, P) = \infty$ with a small probability. However, for the TV distance we always have $\|\hat{P}_n - P\|_{TV} \leq 1$, so a large $\chi^2$-divergence could still lead to a meaningful TV distance. The proof of Lemma 4.9 could be found in Appendix B.

The first example is again the Gaussian location model in Example 3.1, where we show that the shuffling-based approach also achieves the complexity $n = O(\sqrt{d})$ and the size $m = \Omega(n/\sqrt{d})$.

**Example 4.10** (Gaussian location model with known covariance, continued). Consider the setting of Example 3.1, where the family of distributions is $\mathcal{P} = \{\mathcal{N}(\theta, I_d)\}_{\theta \in \mathbb{R}^d}$. Here $\mathcal{P}$ has a product structure, with $\mathcal{P}_j = \{\mathcal{N}(\theta_j, 1)\}_{\theta_j \in \mathbb{R}}$ for each $j \in [d]$. To find an upper bound on the $\chi^2$-estimation error, consider the distribution estimator $\hat{P}_{n,j} = \mathcal{N}(\hat{\theta}_j, 1)$, where $\hat{\theta}_j = n^{-1} \sum_{i=1}^n X_{i,j}$. Consequently,

$$\chi^2(\hat{P}_{n,j}, P_j) = \chi^2(\mathcal{N}(\hat{\theta}_j, 1), \mathcal{N}(\theta_j, 1)) = \exp((\hat{\theta}_j - \theta_j)^2) - 1,$$

and using $\hat{\theta}_j - \theta_j \sim \mathcal{N}(0, 1/n)$, we have

$$\mathbb{E}[\chi^2(\hat{P}_{n,j}, P_j)] = \sqrt{\frac{n}{n-2}} - 1 = O\left(\frac{1}{n}\right)$$

whenever $n \geq 3$. Consequently, $r_{\chi^2}(P_j, n) = O(1/n)$ for all $j \in [d]$, and Theorem 4.5 implies that an $(n, n + m)$ sample amplification is possible if $n = \Omega(\sqrt{d})$ and $m = O(n/\sqrt{d})$.

The next example is the discrete distribution model considered in [AGSV20].

**Example 4.11** (Discrete distribution model). Let $\mathcal{P}$ be the class of all discrete distributions supported on $k$ elements. In this case, a natural learner is the empirical distribution $\hat{P}_n = (\hat{p}_1, \cdots, \hat{p}_k)$, with

$$\hat{p}_j = \frac{1}{n} \sum_{i=1}^n \mathbbm{1}(X_i = j), \quad j \in [k].$$

Consequently,

$$\mathbb{E}[\chi^2(\hat{P}_n, P)] = \mathbb{E}\left[ \sum_{j=1}^k \frac{(\hat{p}_j - p_j)^2}{p_j} \right] = \sum_{j=1}^k \frac{1 - p_j}{n} = \frac{k - 1}{n},$$
meaning that \( r_{\chi^2}(P, n) \leq (k - 1)/n \). Hence, Theorem 4.2 implies that sample amplification is possible whenever \( n = \Omega(\sqrt{k}) \) and \( m = O(n/\sqrt{k}) \). In this case, Algorithm 2 essentially subsamples from the original data and add them back with random shuffling, which is the same algorithm in [AGSV20]. However, the analysis here is much simplified.

The following example revisits the uniform distribution in Example 3.12, and again shows that the same amplification performance could be achieved by random shuffling.

**Example 4.12** (Uniform distribution, continued). Consider the setting in Example 3.12, where the distribution class \( \mathcal{P} \) is the family of all uniform distributions on a rectangle \( \prod_{j=1}^d [a_j, b_j] \). For each \( j \), a natural distribution estimator \( \tilde{P}_{n,j} \) is simply the uniform distribution on \( [X_{\text{min},j}^n, X_{\text{max},j}^n] \), where these quantities are defined in Example 3.12. For this learner, it holds that

\[
\chi^2 \left( \tilde{P}_{n,j}, P_j \right) = \frac{(a_j - b_j)^2}{(X_{\text{max},j}^n - X_{\text{min},j}^n)^2} - 1.
\]

Note that Example 3.12 shows that the joint density of \( (X_{\text{min},j}^n, X_{\text{max},j}^n) \) is given by

\[
f_n(a,b) = \frac{n(n - 1)(b - a)^{n-2}}{(b_j - a_j)^n} \cdot 1(a_j \leq a \leq b \leq b_j),
\]

the expected \( \chi^2 \)-divergence could then be computed as

\[
\mathbb{E} \left[ \chi^2 \left( \tilde{P}_{n,j}, P_j \right) \right] = -1 + \int_{a_j \leq a \leq b_j} \frac{n(n - 1)(b - a)^{n-4}}{(b_j - a_j)^{n-2}} dadb = \frac{4n - 6}{(n - 2)(n - 3)},
\]

which is \( O(n^{-1}) \) if \( n \geq 4 \). Hence, we have \( r_{\chi^2}(P_j, n) = O(1/n) \) for each \( j \in [d] \), and Theorem 4.5 shows that an \( (n, n + m) \) sample amplification if \( n = \Omega(\sqrt{d}) \) and \( m = O(n/\sqrt{d}) \).

The next example is the exponential distribution model studied in Example 3.11, where the modified \( \chi^2 \)-learning error \( r_{\chi^2}(P, n) \) in Lemma 4.9 will be useful.

**Example 4.13** (Exponential distribution, continued). Consider the setting in Example 3.11, where the distribution class \( \mathcal{P} \) is a product of exponential distributions with unknown rate parameters. In this case, a natural distribution learner is to estimate each rate parameter as \( \hat{\lambda}_{n,j} = n/\sum_{i=1}^n X_{i,j} \), and use \( \text{Exp}(\hat{\lambda}_{n,j}) \) to estimate the truth \( \text{Exp}(\lambda_j) \). Note that

\[
\chi^2 \left( \text{Exp}(\hat{\lambda}_{n,j}), \text{Exp}(\lambda_j) \right) = \frac{(\hat{\lambda}_{n,j} - \lambda_j)^2}{\lambda_j(2\hat{\lambda}_{n,j} - \lambda_j)}
\]

whenever \( 2\hat{\lambda}_{n,j} > \lambda_j \). However, if \( 2\hat{\lambda}_{n,j} \leq \lambda_j \) the \( \chi^2 \)-divergence will be unbounded, which occurs with a small but positive probability.

To address this issue, we note that when \( \lambda_j = 1 \), the sub-exponential concentration claims that \( |\sum_{i=1}^n X_{i,j} - n| \leq n/3 \) with probability at least \( 1 - \exp(-\Omega(n)) \). By a simple scaling, the above event implies that \( \hat{\lambda}_{n,j}/\lambda_j \in [3/4, 3/2] \). Hence,

\[
\mathbb{E} \left[ \chi^2 \left( \text{Exp}(\hat{\lambda}_{n,j}), \text{Exp}(\lambda_j) \right) \right] \wedge n \leq 2 \cdot \mathbb{E} \left[ \left( \frac{\hat{\lambda}_{n,j}}{\lambda_j} - 1 \right)^2 \right] + n \cdot \exp(-\Omega(n)) = O \left( \frac{1}{n} \right),
\]

which means that \( r_{\chi^2}(P_j, n) = O(1/n) \). Therefore, by Lemma 4.9, the sample amplification is possible whenever \( n = \Omega(\sqrt{d}) \) and \( m = O(n/\sqrt{d}) \), the same guarantee as Example 3.11.
The following example considers an interesting non-product model, i.e. the Gaussian distribution with a sparse mean vector.

**Example 4.14 (Sparse Gaussian model).** Consider the Gaussian location model $\mathcal{P} = \{N(\theta, I_d)\}_{\theta \in \Theta}$, with an additional constraint that the mean vector $\theta$ is $s$-sparse, i.e. $\Theta = \{\theta \in \mathbb{R}^d : \|\theta\|_0 \leq s\}$. For the learning problem, it is well-known that the soft-thresholding estimator $\hat{\theta}_n$ with

$$
\hat{\theta}_{n,j} = \text{sign} \left( \frac{1}{n} \sum_{i=1}^{n} X_{i,j} \right) \cdot \left( \left| \frac{1}{n} \sum_{i=1}^{n} X_{i,j} \right| - \sqrt{\frac{C \log n}{n}} \right) +
$$

and any constant $C > 2$ achieves that $\sup_{\theta \in \Theta} \mathbb{E}[\|\hat{\theta}_n - \theta\|_2] = O(s \log d/n)$. Therefore, the sample complexity of learning sparse Gaussian distributions is $n = O(s \log d)$.

For the complexity of sample amplification, for each $j \in [d]$ we apply $N(\hat{\theta}_{n,j}, 1)$ as the distribution estimator. The $\chi^2$-estimation performance of this estimator is summarized in Lemma 4.15. Therefore, by a simple adaptation of Lemma 4.9, an $(n, n+m)$ sample amplification is possible as long as $n = \Omega(\sqrt{s \log d})$ and $m = O(n/\sqrt{s \log d})$.

**Lemma 4.15.** Under the setting of Example 4.14, it holds that

$$
\sup_{\theta \in \Theta} \sum_{j=1}^{d} \mathbb{E} \left[ \chi^2 \left( N(\hat{\theta}_{n,j}, 1), N(\theta_j, 1) \right) \wedge n \right] = O \left( \frac{s \log d}{n} \right).
$$

The final example is a special example where the sole application of either sufficient statistics or learning will fail to achieve the optimal sample amplification. The solution is to use a combination of both ideas.

**Example 4.16 (Poisson distribution).** Consider the product Poisson model $\prod_{j=1}^{d} \text{Poi}(\lambda_j)$ with $\lambda \in \mathbb{R}_+^d$. We first show that a naïve application of either sufficiency-based or shuffling-based idea will not lead to a desired sample amplification. In fact, the sufficient statistic here is $T_n = \sum_{i=1}^{n} X_i$ which follows a product Poisson distribution $\prod_{j=1}^{d} \text{Poi}(n\lambda_j)$; as $T_n$ takes discrete values, applying any linear map between $T_n$ to $T_{n+m}$ will not result in a small TV distance between sufficient statistics.

The argument for the shuffling-based approach is subtler. A natural distribution estimator for $\text{Poi}(\lambda_j)$ is $\text{Poi}(\hat{\lambda}_{n,j})$, with $\hat{\lambda}_{n,j} = n^{-1} \sum_{i=1}^{n} X_{i,j}$. Lemma 4.17 shows that this distribution estimator could suffer from an expected $\chi^2$-estimation error far greater than $\Omega(1/n)$, so we cannot conclude an $(n, n + \Omega(n/\sqrt{d}))$ sample amplification from Theorem 4.5.

Now we show that a combination of the sufficient statistic and learning leads to the rate-optimal sample amplification in this model. Specifically, we split samples and compute the empirical rate parameter $\hat{\lambda}_{n/2}$ based on the first $n/2$ samples. Next, conditioned on the first half of samples, the sufficient statistic for the remaining half is $T_{n/2} = \sum_{i=n/2+1}^{n} X_i$. Define

$$
\hat{T}_{n/2+m} = T_{n/2} + Z,
$$

where $Z \sim \prod_{j=1}^{d} \text{Poi}(m\hat{\lambda}_{n/2,j})$ is independent of $T_{n/2}$ conditioning on the first half samples. Finally, we generate the $(n/2 + m)$ amplified samples from the conditional distribution and append them to $(X_1, \cdots, X_{n/2})$. By the second statement of Lemma 4.17, this achieves an $(n, n+m)$ sample amplification whenever $n = \Omega(\sqrt{d})$ and $m = O(n/\sqrt{d})$. 
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Lemma 4.17. Under the settings of Example 4.16, there exists some \( \lambda_j > 0 \) such that
\[
\mathbb{E} \left[ \chi^2 \left( \text{Poi}(\tilde{\lambda}_{n,j}), \text{Poi}(\lambda_j) \right) \wedge n \right] = \Omega \left( \frac{1}{\log n} \right) \gg \frac{1}{n}.
\]
In addition, the proposed sufficiency+learning approach satisfies
\[
\| \mathcal{L}(\tilde{X}^{n+m}) - \mathcal{L}(X^{n+m}) \|_{TV} \leq \frac{m\sqrt{2d}}{n}.
\]

5 Minimax lower bounds

In this section we establish minimax lower bounds for sample amplification in different statistical models. Section 5.1 presents a general and tight approach for establishing the lower bound, which leads to an exact sample amplification result for the Gaussian location model. Based on this result, we show that for \( d \)-dimensional continuous exponential families, the sample amplification size cannot exceed \( \omega(n/\sqrt{d}) \) for sufficiently large sample size \( n \). Section 5.2 provides a specialized criterion for product models, where we show that \( n = \Omega(\sqrt{d}) \) and \( m = O(n/\sqrt{d}) \) are always valid lower bounds, with hidden constants independent of all parameters. Section 5.3 lists several concrete examples where our general idea could be properly applied to provide tight and non-asymptotic results.

5.1 General idea

The main tool to establish the lower bound is the first equality in Definition 2.1 of the Le Cam’s distance. Specifically, for a class of distributions \( \mathcal{P} = (P_{\theta})_{\theta \in \Theta} \), let \( \mu \) be a given prior distribution on \( \Theta \), and \( L : \Theta \times A \rightarrow [0,1] \) be a given non-negative loss function upper bounded by one. Given \( n \) iid samples from an unknown distribution in \( \mathcal{P} \), define the following Bayes risk and minimax risk:
\[
\begin{align*}
\text{r}_B(\mathcal{P}, n, L, \mu) &= \inf_{\theta} \int_{\Theta} \mathbb{E}_\theta[L(\theta, \hat{\theta}(X^n))] \mu(d\theta), \\
\text{r}(\mathcal{P}, n, L) &= \inf_{\theta} \sup_{\text{\theta} \in \Theta} \mathbb{E}_\theta[L(\theta, \hat{\theta}(X^n))],
\end{align*}
\]
where the infimum is over all possible estimators \( \hat{\theta}(\cdot) \) taking value in \( A \). The following result is a direct consequence of Definition 2.1.

Lemma 5.1. For any integer \( n, m > 0 \), any class of distributions \( \mathcal{P} = (P_{\theta})_{\theta \in \Theta} \), any prior \( \mu \) on \( \Theta \), and any loss function \( L : \Theta \times A \rightarrow [0,1] \), the minimax error of sample amplification \( \epsilon^*(\mathcal{P}, n, m) \) in (4) satisfies that
\[
\begin{align*}
\epsilon^*(\mathcal{P}, n, m) &\geq \text{r}_B(\mathcal{P}, n, L, \mu) - \text{r}_B(\mathcal{P}, n + m, L, \mu), \\
\epsilon^*(\mathcal{P}, n, m) &\geq \text{r}(\mathcal{P}, n, L) - \text{r}(\mathcal{P}, n + m, L).
\end{align*}
\]

Based on Lemma 5.1, it suffices to find an appropriate prior distribution \( \mu \) and a loss function \( L \), and then compute (or lower bound) the difference between the Bayes or minimax risks with different sample sizes. We note that the lower bound technique in [AGSV20], albeit seemingly different, is a special case of Lemma 5.1. Specifically, the authors of [AGSV20] designed a set-valued mapping \( A_n : \theta \rightarrow \mathcal{P}(\chi^n) \) for each \( n \in \mathbb{N} \) such that \( \mathbb{P}_\theta(X^{n+m} \in A_{n+m}(\theta)) \geq 0.99 \) for all \( \theta \in \Theta \), while there is a prior distribution \( \mu \) on \( \Theta \) such that
\[
\mathbb{E}_{\chi^n} \left[ \sup_{x^n \in \chi^n} \mathbb{P}_{\theta(X^n)}(x^n \in A_n(\theta)) \right] \leq 0.5.
\]
If the above conditions hold, then an \((n, n + m)\) sample amplification is impossible. Note that the probability term in (9) is the maximum coverage probability of the sets \(A_n(\theta)\) where \(\theta\) follows the posterior distribution \(P_{\theta|X^n}\), which is a well-defined geometric object when both \(A_n(\theta)\) and the posterior are known. To see that the above approach falls into our framework, consider the loss function \(L : \Theta \times \mathbb{R}^{n+1} \rightarrow [0, 1]\) with \(L(\theta, X^n) = 1(X^n \notin A_n(\theta))\). Then the first condition ensures that \(r_B(P, n + m, L, \nu) \leq 0.01\) for each prior \(\nu\), and the second condition (9) exactly states that \(r_B(P, n, L, \mu) \geq 0.5\) for the chosen prior \(\mu\).

A first application of Lemma 5.1 is an exact lower bound in Gaussian location models.

**Theorem 5.2.** For the Gaussian location model \(P = \{N(\theta, \Sigma)\}_{\theta \in \mathbb{R}^d}\) with a fixed covariance \(\Sigma \in \mathbb{R}^{d \times d}\), the minimax error of sample amplification in (4) is exactly

\[
\epsilon^*(P, n, m) = \left\| N \left(0, \frac{I_d}{n}\right) - N \left(0, \frac{I_d}{n + m}\right) \right\|_{TV}.
\]

In particular, the sufficiency-based approach in Example 3.1 is exactly minimax optimal.

Theorem 5.2 shows that an exact error characterization for the Gaussian location model is possible through the general lower bound approach in Lemma 5.1. This result is also asymptotically useful to a rich family of models: note that by CLT, the sufficient statistic in a continuous exponential family follows a Gaussian distribution asymptotically, with a vanishing TV distance. This idea was used in Section 3.3 to establish the \(O(n/\sqrt{d})\) upper bound, and the same observation could lead to an \(\Omega(n/\sqrt{d})\) lower bound as well, under slightly different assumptions. Specifically, we drop Assumption 2 while introduce an additional assumption.

**Assumption 3** (Linearity independence). The components of sufficient statistic \(T(x)\) are linearly independent, i.e. \(a^\top T(x) = 0\) for \(\mu\)-almost all \(x \in X\) implies \(a = 0\).

Assumption 3 ensures that the true dimension of the exponential family is indeed \(d\). Whenever Assumption 3 does not hold, we could transform it into a minimal exponential family with a lower dimension fulfilling this assumption. Note that when Assumptions 1 and 3 hold, the mean mapping \(\theta \mapsto \nabla A(\theta)\) is a diffeomorphism between \(\Theta\) and \(\nabla A(\theta)\); see, e.g. [ML08, Theorem 1.22]. Therefore, \(\nabla A(\cdot)\) is an open map, and the set \(\{\nabla A(\theta) : \theta \in \Theta\}\) contains a \(d\)-dimensional ball. This fact enables us to obtain a \(d\)-dimensional Gaussian location model after we apply the CLT.

Given Assumptions 1 and 3, the following theorem characterizes an asymptotic lower bound in general exponential families.

**Theorem 5.3.** Given a \(d\)-dimensional exponential family \(P\) satisfying Assumptions 1 and 3, for every \(n, m \in \mathbb{N}\), the minimax error of sample amplification satisfies

\[
\epsilon^*(P, n, m) \geq c \cdot \left(\frac{m \sqrt{d}}{n} \land 1\right) - C \cdot \left(\frac{\log n}{n}\right)^{\frac{1}{4}},
\]

where \(c > 0\) is an absolute constant independent of \((n, m, d, P)\), and constant \(C > 0\) depends only on the exponential family (and thus on \(d\)).

Theorem 5.3 shows that there exists some \(n_0 > 0\) depending only on the exponential family, such that sample amplification from \(n\) to \(n + \omega(n/\sqrt{d})\) samples is impossible for all \(n > n_0\). However, similar to the nature of the upper bound in Theorem 3.5, this asymptotic result does not imply that the sample amplification is impossible if \(n = o(\sqrt{d})\). Nevertheless, in Section 5.3 we show that the sample complexity lower bound \(n = \Omega(\sqrt{d})\) indeed holds in several concrete examples.
5.2 Product models

Although Lemma 5.1 presents a lower bound argument in general, the computation of exact Bayes or minimax risks could be very challenging, and the usual rate-optimal analysis (i.e. bounding the risks within a multiplicative constant) will not lead to meaningful results. In addition, choosing the right prior and loss is a difficult task which may change from instance to instance. Therefore, it is helpful to propose specialized versions of Lemma 5.1 which are easier to work with. Surprisingly, such a simple version exists for product models, which is summarized in the following theorem.

**Theorem 5.4.** Consider a product model \( P_0 = \prod_{j=1}^{d} p_{\theta_j} \) with \( \theta = (\theta_1, \cdots, \theta_d) \in \prod_{j=1}^{d} \Theta_j \). Suppose for each \( j \in [d] \), there exist two points \( \theta_{j,+}, \theta_{j,-} \in \Theta_j \) such that

\[
\||p_{\theta_{j,+}}^\otimes n - p_{\theta_{j,-}}^\otimes n\|_{\text{TV}} \leq \alpha_j - \frac{\beta}{\sqrt{d}},
\]

\[
||p_{\theta_{j,+}}^\otimes (n+m) - p_{\theta_{j,-}}^\otimes (n+m)\|_{\text{TV}} \geq \alpha_j + \frac{\beta}{\sqrt{d}},
\]

with \( \alpha_j \in (\alpha, \overline{\alpha}) \), where \( \alpha, \overline{\alpha} \in (0, 1) \) and \( \beta > 0 \) are absolute constants. Then there exists an absolute constant \( c = c(\alpha, \overline{\alpha}, \beta) > 0 \) such that

\[ \epsilon^*(\mathcal{P}, n, m) \geq c. \]

Theorem 5.4 leaves the choices of the prior and loss function in Lemma 5.1 implicit, and provides a simple criterion for product models. The usual routine of applying Theorem 5.4 is as follows: fix any constants \( \alpha, \beta \), find for each \( j \in [d] \) two points \( \theta_{j,+}, \theta_{j,-} \in \Theta_j \) such that the condition (10) holds for a given sample size \( n \). Then the condition (11) becomes an inequality solely for \( m \), from which we could solve the smallest \( m_j \in \mathbb{N} \) such that (11) holds along the \( j \)-th coordinate. Finally, the sample amplification from \( n \) to \( n + m \) samples is impossible by the above theorem, where \( m = \max_{j \in [d]} m_j \). Although Theorem 5.5 is only for product models, similar ideas could also be applied to non-product models; we refer to Section 5.3 for concrete examples.

Theorem 5.4 also provides some intuition on why the sample complexity lower bound for amplification is typically smaller than that of learning. Specifically, for learning under the TV distance, a small TV distance \( ||\prod_{j=1}^{d} p_{\theta_{j,+}}^\otimes n - \prod_{j=1}^{d} p_{\theta_{j,-}}^\otimes n||_{\text{TV}} \) between product distributions is required. This requirement typically leads to a much smaller individual TV distance \( ||p_{\theta_{j,+}}^\otimes n - p_{\theta_{j,-}}^\otimes n||_{\text{TV}} \), e.g. \( O(1/\sqrt{d}) \) for many regular models. In contrast, the conditions (10) and (11) only require a constant individual TV distance, which leads to a smaller sample complexity \( n \) in the sample amplification lower bound.

To understand why a larger individual TV distance works for sample amplification, in the proof of Theorem 5.4 we consider the uniform prior on \( 2^d \) points \( \prod_{j=1}^{d} \{ \theta_{j,+}, \theta_{j,-} \} \). Under this prior, the test accuracy for each dimension is precisely \((1 + \text{TV}_j)/2\), which is slightly smaller than \((1 + \alpha)/2\) with \( n \) samples, and slightly larger than \((1 + \alpha)/2\) with \( n + m \) samples (assuming \( \alpha_j \equiv \alpha \)). Therefore, if a unit loss is incurred when the fraction of correct tests does not exceed \((1 + \alpha)/2\), the current scaling in (10), (11) shows that there is an \( \Omega(1) \) difference in the expected loss under different sample sizes. In other words, such an aggregate voting test helps to have a larger individual TV distance. The details of the proof are deferred to Appendix A.

Theorem 5.4 has a far-reaching consequence: with almost no assumption on the product model \( \mathcal{P} \), for any \( c > 0 \) it always holds that \( \epsilon^*(\mathcal{P}, n, \lceil cn/\sqrt{d} \rceil) \geq c' \) for some absolute constant \( c' > 0 \) independent of the product model \( \mathcal{P} \). The only assumption (besides the product structure) we make on \( \mathcal{P} \) is as follows (here \( n \in \mathbb{N} \) is a given sample size):

**Assumption 4.** Let \( \mathcal{P} \) possess the product structure as in Theorem 5.4. For each \( j \in [d] \), there exists two points \( \theta_{j,+}, \theta_{j,-} \in \Theta_j \) such that \( 1/(10n) \leq H^2(p_{\theta_{j,+}}, p_{\theta_{j,-}}) \leq 1/(5n) \).
Assumption 4 is a mild assumption that requires that for each coordinate, the map \( \theta_j \mapsto p_{\theta_j} \) is continuous under the Hellinger distance. This assumption is satisfied for almost all practical models, either discrete or continuous, and is invariant with model reparametrizations or bijective transformation of observations. We note that the coefficients \( 1/10 \) and \( 1/5 \) are not essential, and could be replaced by any smaller constants. The next theorem states that if Assumption 4 holds, we always have a lower bound \( n = \Omega(\sqrt{d}) \) for the sample complexity and an upper bound \( m = O(n/\sqrt{d}) \) for the size of sample amplification.

**Theorem 5.5.** Let \( P \) be a product model satisfying Assumption 4. Then for any \( c > 0 \), there is some \( c' > 0 \) depending only on \( c \) (thus independent of \( n, d, P \)) such that

\[
e^{\star}(P, n, \left\lceil \frac{cn}{\sqrt{d}} \right\rceil) \geq c'.
\]

Theorem 5.5 is a general lower bound for sample amplification in product models, with an intriguing property that the constants \( c \) and \( c' \) are independent of the model \( P \). As a result, the sample complexity is uniformly \( \Omega(\sqrt{d}) \), and the maximum size of sample amplification is uniformly \( O(n/\sqrt{d}) \) for all product models. In comparison, the matching upper bound in Theorem 3.6 for product models has a hidden constant depending on the statistical model. We note that it is indeed natural to have sample amplification results independent of the underlying statistical model. For example, it is clear by definition that sample amplifications are invariant with bijective transformation of observations. However, Assumption 2 depends on such transformations, so it possibly contains some redundancy. In contrast, Assumption 4 remains invariant, which is therefore more natural.

The proof idea of Theorem 5.5 is best illustrated for the case \( d = 1 \). Using the two points \( \theta_+, \theta_- \) in Assumption 4, one could show that the TV distance between \( n \) copies of \( p_{\theta_+} \) and \( p_{\theta_-} \) is bounded from above by a small constant. Similarly, for a large \( C > 0 \), the TV distance between \( Cn \) copies of them is lower bounded by a large constant. Consequently, if \( m = (C - 1)n \), Theorem 5.4 applied with \( d = 1 \) gives an \( \Omega(1) \) lower bound on \( e^{\star}(P, n, m) \). What happens if \( m = cn \) with a small \( c < C - 1 \)? The idea is to consider the TV distances between \( n, n + cn, n + 2cn, \cdots, Cn \) copies of \( p_{\theta_+} \) and \( p_{\theta_-} \), which is an increasing sequence. Now by the pigeonhole principle, there must be two adjacent TV distances differing by at least \( \Omega(c/C) = \Omega(1) \), and Theorem 5.4 could be applied to this pair of sample sizes. This idea is easily generalized to any dimensions, with the full proof in Appendix A.

### 5.3 Non-asymptotic examples

In this section, we apply the lower bound ideas to several concrete examples in Section 3 and 4, and show that the previously established upper bounds for sample amplification are indeed tight. Since Theorem 5.5 already handles all product models (including the Gaussian location model in Example 3.1, 3.2, and 4.10, exponential model in Example 3.11 and 4.13, uniform model in Example 3.12 and 4.12, and Poisson model in Example 4.16), we are only left with the remaining non-product models. In the sequel, we will make use of the general Lemma 5.1 to prove non-asymptotic lower bounds in these examples.

The lower bound of the discrete distribution model was obtained in [AGSV20], where the learning approach in Example 4.11 is rate optimal. Our first example concerns the “Poissonized” version of the discrete distribution model, and we show that the results become slightly different.

**Example 5.6 ("Poissonized" discrete distribution model).** We consider the following “Poissonized” discrete distribution model, where we have \( n \) iid samples drawn from \( \prod_{j=1}^{k} \text{Poi}(p_j) \), with \( (p_1, \cdots, p_k) \)
being an unknown probability vector. Although the Poissonization does not affect the optimal rate of estimation in many problems, Lemma 5.7 shows the following distinction when it comes to sample amplification: the optimal amplification size is \( m = \Theta(n/\sqrt{k} + \sqrt{n}) \) under the Poissonized model, while it is \( m = \Theta(n/\sqrt{k}) \) under the non-Poissonized model [AGSV20].

The complete proof of Lemma 5.7 is relegated to the appendix, but we briefly comment on why Theorem 5.5 is not directly applicable when \( k \gg n \). The reason here is that to apply Theorem 5.5, we will construct a parametric submodel which is a product model:

\[
P_\theta = \prod_{j=1}^{k_0} \left[ \text{Poi} \left( \frac{1}{k} + \theta_j \right) \times \text{Poi} \left( \frac{1}{k} - \theta_j \right) \right], \quad \theta \in \Theta \triangleq \left[ -\frac{1}{k}, \frac{1}{k} \right]^{k_0},
\]

where \( k = 2k_0 \). However, for \( \theta, \theta' \in [0,1/k] \), the range of the squared Hellinger distance

\[
H^2 \left( \text{Poi} \left( \frac{1}{k} + \theta \right) \times \text{Poi} \left( \frac{1}{k} - \theta \right) \times \text{Poi} \left( \frac{1}{k} + \theta' \right) \times \text{Poi} \left( \frac{1}{k} - \theta' \right) \right)
\]

is only \([0, \Theta(1/k)]\), so Assumption 4 does not hold when \( k \gg n \). This is precisely the subtlety in the Poissonized model.

**Lemma 5.7.** Under the Poissonized discrete distribution model, an \((n, n+m)\) sample amplification is possible if and only if \( n = \Omega(1) \) and \( m = O(n/\sqrt{k} + \sqrt{n}) \).

Our next example is the sparse Gaussian model in Example 4.14, where we establish the tightness of \( n = \Omega(\sqrt{s \log d}) \) and \( m = O(n/\sqrt{s \log d}) \) directly using Lemma 5.1.

**Example 5.8** (Sparse Gaussian location model). Consider the setting of the sparse Gaussian location model in Example 4.14, and we aim to prove a matching lower bound for sample amplification. In the sequel, we first handle the case \( s = 1 \) to reflect the main idea, and postpone the case of general \( s \) to Lemma 5.9.

For \( s = 1 \), we apply Lemma 5.1 to a proper choice of the prior \( \mu \) and loss \( L \). Fixing a parameter \( t > 0 \) to be chosen later, let \( \mu \) be the uniform distribution on the finite set of vectors \( \{te_1, \ldots, te_d\} \), where \( e_1, \ldots, e_d \) are the canonical vectors in \( \mathbb{R}^d \). Moreover, for an estimator \( \hat{\theta} \in \mathbb{R}^d \) of the unknown mean vector, the loss function is chosen to be \( L(\theta, \hat{\theta}) = 1(\hat{\theta} \neq \theta) \). For the above prior and loss, it is clear that the maximum likelihood estimator \( \hat{\theta} = te_{\hat{j}} \) with

\[
\hat{j} = \arg \max_{j \in [d]} \sum_{i=1}^{n} X_{i,j}
\]

is the Bayes estimator, and the Bayes risk admits the following expression:

\[
r_B(\mathcal{P}, n, \mu, L) = 1 - \mathbb{E} \left[ \frac{\exp(\sqrt{nt}(\sqrt{nt} + Z_1))}{\exp(\sqrt{nt}(\sqrt{nt} + Z_1)) + \sum_{j=2}^{d} \exp(\sqrt{nt}Z_j)} \right] \triangleq 1 - p_d(\sqrt{n \cdot t}),
\]

where \( Z_1, \ldots, Z_d \sim \mathcal{N}(0, 1) \) are iid standard normal random variables. Similarly, the Bayes risk under \( n+m \) samples is \( r_B(\mathcal{P}, n+m, \mu, L) = 1 - p_d(\sqrt{n+m \cdot t}) \), and it remains to investigate the property of the function \( p_d(\cdot) \). Lemma 5.9 summarizes a useful property for the lower bound, i.e. the function \( p_d(z) \) enjoys a phase transition around \( z \sim \sqrt{2 \log d} \).

Based on Lemma 5.9, the pigeonhole principle implies that for every given \( c > 0 \), there exists some \( z \in [\sqrt{2 \log d} - C, \sqrt{2 \log d} + C] \) such that \( p_d(z + c) - p_d(z) = \Omega_c(1) \). Therefore, if \( m =
for Gaussian models with unknown covariance. The proof relies on the computation of the bounds in Example 3.7.

Therefore, we must have $n = \Omega(\sqrt{\log d})$ and $m = O(n/\sqrt{\log d})$ for sample amplification.

The following lemma summarizes the phase-transition property of $p_d$ used in the above example.

**Lemma 5.9.** For the function $p_d(z)$ in Example 5.8, there exists an absolute constant $C$ independent of $d$ such that

$$p_d(\sqrt{2\log d} - C) \leq 0.1,$$

$$p_d(\sqrt{2\log d} + C) \geq 0.9.$$  

Moreover, for general $s < d/2$, an $(n, n + m)$ sample amplification is possible under the sparse Gaussian model only if $n = \Omega(\sqrt{s\log(d/s)})$ and $m = O(n/\sqrt{s\log(d/s)})$.

Our final example proves the tightness of the sufficiency-based approaches in Examples 3.7 and 3.9 for Gaussian models with unknown covariance. The proof relies on the computation of the minimax risks in Lemma 5.1, as well as the statistical theory of invariance.

**Example 5.10** (Gaussian model with unknown covariance). We establish the matching lower bounds of sample amplification in Example 3.7 with a known mean, which imply the lower bounds in Example 3.9. We make use of the minimax risk formulation of Lemma 5.1, and consider the following loss:

$$L(\Sigma, \hat{\Sigma}) = 1 \left( \ell(\Sigma, \hat{\Sigma}) \geq g(n + m - 1 - d, d) + C \cdot \frac{d}{n} \right),$$

where function $g$ is given by (13) in the Lemma B.3 below, $C > 0$ is a large absolute constant to be determined later, and $\ell(\Sigma, \hat{\Sigma})$ is the Stein’s loss

$$\ell(\Sigma, \hat{\Sigma}) = \text{tr}(\Sigma^{-1} \hat{\Sigma}) - \log \det(\Sigma^{-1} \hat{\Sigma}) - d.$$  

To search for the minimax estimator under the above loss, similar arguments in [JS61] based on the theory of invariance show that it suffices to consider estimators taking the form

$$\hat{\Sigma}_n = L_n D_n L_n^\top,$$

where $D_n \in \mathbb{R}^{d \times d}$ is a diagonal matrix independent of the observations, and $L_n \in \mathbb{R}^{d \times d}$ is the lower triangular matrix satisfying that $L_n L_n^\top = \sum_{i=1}^{n} X_i X_i^\top$. Moreover, the risk of the above estimator is invariant with the unknown $\Sigma$, so in the sequel we assume that $\Sigma = I_d$. Note that when $D_n = I_d/n$, the estimator $\hat{\Sigma}_n$ is the sample covariance; however, other choices of the diagonal matrix $D_n$ could give a uniform improvement over the sample covariance, see [JS61].

The proof idea is to show that with $n + m$ samples, there exists an estimator $\hat{\Sigma}_{n+m}$ with a specific choice of $D_{n+m}$ in (12) such that (cf. Lemma 5.11)

$$|E[\ell(\Sigma, \hat{\Sigma}_{n+m})] - g(n + m + 1 - d, d)| \leq \frac{c_1 d}{n}, \quad \sqrt{\text{Var}(\ell(\Sigma, \hat{\Sigma}_{n+m}))} \leq \frac{c_2 d}{n},$$

where $c_1, c_2 > 0$ are absolute constants. Consequently, by Chebyshev’s inequality, for $C > 0$ large enough we have $r(\mathcal{P}, n + m, L) \leq 0.1$.  
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To lower bound the minimax risk $r(P, n, L)$ with $n$ samples, we need to enumerate over all possible estimators taking the form of (12). It turns out that for any choice of $D_n$, the first two moments of $\ell(\Sigma, \hat{\Sigma})$ admit explicit expressions, and it always holds that (cf. Lemma 5.11)

$$
\mathbb{E}[\ell(\Sigma, \hat{\Sigma})] \geq g(n + 1 - d, d) + C_1 \left( \sqrt{\text{Var}(\ell(\Sigma, \hat{\Sigma}))} - \frac{4d}{n} \right) - \frac{6d}{n}
$$

for any given constant $C_1 > 0$, provided that $n, d \geq C_2$ with $C_2$ depending only on $C_1$. Choosing $C_1 > 0$ large enough, Chebyshev’s inequality leads to $\ell(\Sigma, \hat{\Sigma}) \geq g(n + 1 - d, d) - 5C_1 d/n$ with probability at least 0.9 for every $\hat{\Sigma}$, taking the form of (12). By the last statement of Lemma 5.11, for $m = C_3 n/d$ with a large enough $C_3 > 0$, the above event implies that $r(P, n, L) \geq 0.9$.

Combining the above scenarios, an application of Lemma 5.11 claims that $m = O(n/d)$ is necessary for an $(n, n + m)$ sample amplification.

The following lemma summarizes the necessary technical results for Example 5.10.

**Lemma 5.11.** Let $n \geq d$. For $D_n = \text{diag}(\lambda_1, \cdots, \lambda_d)$ with $\lambda_j = 1/(n + d + 1 - 2j)$ for all $j \in [d]$, the corresponding estimator $\hat{\Sigma}_n$ in (12) satisfies

$$
|\mathbb{E}[\ell(\Sigma, \hat{\Sigma}_n)] - g(n + 1 - d, d)| \leq \frac{5d}{n}, \quad \sqrt{\text{Var}(\ell(\Sigma, \hat{\Sigma}_n))} \leq \frac{4d}{n},
$$

where

$$
g(u, v) \triangleq \frac{(u + 2v) \log(u + 2v) + u \log u}{2} - (u + v) \log(u + v).
$$

(13)

Meanwhile, for any choice of $D_n$ and any absolute constant $C_1 > 0$, the estimator $\hat{\Sigma}_n$ in (12) satisfies

$$
\mathbb{E}[\ell(\Sigma, \hat{\Sigma}_n)] \geq g(n + 1 - d, d) + C_1 \left( \sqrt{\text{Var}(\ell(\Sigma, \hat{\Sigma}_n))} - \frac{4d}{n} \right) - \frac{6d}{n},
$$

as long as $n, d \geq C_2$ for some large enough constant $C_2$ depending only on $C_1$.

Finally, the function $g$ defined in (13) satisfies the following inequality: for $n \geq 2d$ and $0 \leq m \leq n$, it holds that

$$
g(n + 1 - d, d) - g(n + m + 1 - d, d) \geq \frac{md^2}{13n^2}.
$$

6 Discussions on sample amplification versus learning

In all the examples we have seen in the previous sections, there is always a squared root relationship between the statistical complexities of sample amplification and learning. Specifically, when the dimensionality of the problem is $d$, the complexity of learning the distribution (under a small TV distance) is typically $n = \Theta(d)$, whereas that of the sample amplification is typically $n = \Theta(\sqrt{d})$. In this section, we give examples where this relationship could break down in either direction, thus show that the sample amplification and learning problems are in general not comparable.
6.1 An example where the complexity of sample amplification is $o(\sqrt{d})$

We first provide an example where the distribution learning is hard, but an $(n, n + 1)$ sample amplification is easy. Consider the following class $\mathcal{P}_{d,t}$ of discrete distributions:

$$\mathcal{P}_{d,t} = \left\{ (p_0, \cdots, p_d) : p_i \geq 0, \sum_{i=0}^{d} p_i = 1, p_0 = t \right\},$$

where it is the same as the class of all discrete distributions over $d+1$ points, except that the learner has the perfect knowledge of $p_0 = t$ for some known $t \in [1/(2\sqrt{d}), 1/2]$. It is a classical result (see, e.g. [HJW15]) that the sample complexity of learning the distribution over $\mathcal{P}_{d,t}$ with a small TV distance is still $n = \Theta(d)$, regardless of $t$. However, the next theorem shows that the complexity of sample amplification is much smaller.

**Theorem 6.1.** For the class $\mathcal{P}_{d,t}$ with $t \in [1/(2\sqrt{d}), 1/2]$, an $(n, n + 1)$ sample amplification is possible if and only if

$$n = \Omega\left(\frac{1}{t}\right).$$

Note that for the choice of $t = \Theta(d^{-\alpha})$ with $\alpha \in [0, 1/2]$, the complexity of sample amplification could possibly be $n = \Theta(d^\alpha)$ for every $\alpha \in [0, 1/2]$, showing that it could be $o(\sqrt{d})$ with an arbitrary polynomial scale in $d$. Moreover, if $t = o(1/\sqrt{d})$, the complexity of sample amplification reduces to $n = \Theta(\sqrt{d})$, the case without the knowledge of $t$. The main reason why sample amplification is easier here is that the additional fake sample could be chosen as the first symbol, which has a large probability. In contrast, learning the distribution requires the estimation of all other probability masses, so the existence of a probable symbol does not help much in learning.

6.2 An example where the complexity of sample amplification is $\omega(\sqrt{d})$

Next we provide an example where the complexity of sample amplification is the same as that of learning. Consider a low-rank covariance estimation model: $X_1, \cdots, X_n \sim \mathcal{N}(0, \Sigma)$, where $\Sigma \in \mathbb{R}^{p \times p}$ could be written as $\Sigma = U U^\top$ with $U \in \mathbb{R}^{p \times d}$ and $U^\top U = I_d$. In other words, the covariance matrix $\Sigma$ is isotropic on some $d$-dimensional subspace. Here $n \geq d$ samples suffice to estimate $\Sigma$ and thus the whole distribution perfectly, for the $d$-dimensional subspace could be recovered using $d$ iid samples with probability one. Therefore, the complexity of learning the distribution is $n = d$. The following theorem states that this is also the complexity of sample amplification.

**Theorem 6.2.** For the above low-rank covariance estimation model with $p \geq d + 1$, an $(n, n + 1)$ sample amplification is possible if and only if $n \geq d$.

Theorem 6.2 shows that as opposed to learning, sample amplification fails to exploit the low-rank structure in the covariance estimation problem. As a result, the complexity of sample amplification coincides with that of learning in this example. Note that sample amplification is always no harder than learning: the learner could always estimate the distribution, generate one observation from the distribution and append it to the original samples. Therefore, Theorem 6.2 provides an example where the relationship between sample amplification and learning is the worst possible.
A Proof of main theorems

A.1 Proof of Theorem 3.5

We recall the following result in [BC16, Theorem 2.6]: given Assumptions 1 and 2 with \( k = 3 \), there exists a constant \( C > 0 \) depending only on \( d \) and the moment upper bound such that

\[
\sup_{\theta \in \Theta} \| \mathcal{L}(\sqrt{n}[\nabla^2 A(\theta)]^{-1/2}(T_n - \nabla A(\theta))) - \mathcal{N}(0, I_d) \|_{TV} \leq \frac{C}{\sqrt{n}}.
\]

By an affine transformation, it is then clear that

\[
\sup_{\theta \in \Theta} \| \mathcal{L}(T_n) - \mathcal{N}(\nabla A(\theta), \nabla^2 A(\theta)/n) \|_{TV} \leq \frac{C}{\sqrt{n}}.
\]

Moreover, the computation in Example 3.1 shows that

\[
\sup_{\theta \in \Theta} \| \mathcal{N}(\nabla A(\theta), \nabla^2 A(\theta)/n) - \mathcal{N}(\nabla A(\theta), \nabla^2 A(\theta)/(n + m)) \|_{TV} \leq \frac{m\sqrt{d}}{n}.
\]

Now the desired result follows from the above inequalities and a triangle inequality.

A.2 Proof of Theorem 3.6

As the density in the Edgeworth expansion (8) may be negative at some point, throughout the proof we extend the formal definition of the TV distance to any signed measures \( P \) and \( Q \). Under this new definition, it is clear that the triangle inequality \( \| P - R \|_{TV} \leq \| P - Q \|_{TV} + \| Q - R \|_{TV} \) still holds. The following tensorization property also holds: for general signed measures \( P_1, \ldots, P_d \) and \( Q_1, \ldots, Q_d \) with \( \max_{i \in [d]} \max \{|P_i|(|\Omega), |Q_i|(|\Omega)\} \leq r \), we have

\[
\mathbb{E}[P_1 \times \cdots \times P_d - Q_1 \times \cdots \times Q_d]_{TV} \\
\leq \sum_{i=1}^{d} \| P_1 \times \cdots \times P_{i-1} \times Q_i \times \cdots \times Q_d - P_1 \times \cdots \times P_i \times Q_{i+1} \times \cdots \times Q_d \|_{TV} \\
\leq \sum_{i=1}^{d} \| P_i - Q_i \|_{TV} \cdot \prod_{j<i} |P_j|(\Omega) \cdot \prod_{k>i} |Q_k|(\Omega) \\
\leq r^d \sum_{i=1}^{d} \| P_i - Q_i \|_{TV}.
\]

Fix any \( \theta \in \Theta \), let \( P_{n,i} \) (resp. \( P_{n+m,i} \)) be the probability distribution of the \( i \)-th coordinate of \( T_n \) (resp. \( T_{n+m} \)), and \( Q_{n,i} \) (resp. \( Q_{n+m,i} \)) be the signed measure of the corresponding Edgeworth expansion taking the form (8) with \( k = 9 \). We note that the polynomials \( K_m(x) \) in (8) are the same for \( Q_{n,i} \) and \( Q_{n+m,i} \), and their coefficients are uniformly bounded over \( \theta \in \Theta \) thanks to Assumption 2. Then based on Assumptions 1 and 2 with \( k = 10 \), the result of [BC16, Theorem 2.7] claims that

\[
\| P_{n,i} - Q_{n,i} \|_{TV} \leq \frac{C}{n^2},
\]

with \( C > 0 \) independent of \((n, d, \theta)\). Moreover, the signed measure of the Edgeworth expansion in (8) could be negative only if \( |x| = \Omega(\sqrt{n}) \), and therefore the total variation of each \( Q_{n,i} \) satisfies

\[
|Q_{n,i}|(\mathbb{R}) = |\Gamma_{n,9}|(\mathbb{R}) \leq \Gamma_{n,9}([-c\sqrt{n}, c\sqrt{n}]) + |\Gamma_{n,9}|([-c\sqrt{n}, c\sqrt{n}]) \leq 1 + \exp(-\Omega(n)),
\]

where \( c > 0 \) is a constant.
where the last inequality follows from integrating the Gaussian tails. Finally, let \( Q_{n,i}^+ \) be the positive part of \( Q_{n,i} \) in the Jordan decomposition, the tensorization property (14) leads to

\[
\left\| \mathcal{L}(T_n) - \prod_{i=1}^d Q_{n,i}^+ \right\|_{TV} \leq \left\| \mathcal{L}(T_n) - \prod_{i=1}^d Q_{n,i} \right\|_{TV} \leq \frac{Cd}{n^2} \cdot (1 + \exp(-\Omega(n)))^d ,
\]

and similar result holds for \( \mathcal{L}(T_{n+m}) \).

Next it remains to upper bound the TV distance between \( \prod_{i=1}^d Q_{n,i}^+ \) and \( \prod_{i=1}^d Q_{n+m,i}^+ \). To this end, we also generalize the formal definition of the Hellinger distance between general measures which are not necessarily probabilities. Then the following inequality between generalized TV and Hellinger distance holds: for measures \( P \) and \( Q \) on \( \Omega \),

\[
\|P - Q\|_{TV} = \frac{1}{2} \int |dP - dQ| = \frac{1}{2} \int |\sqrt{dP} - \sqrt{dQ}|(\sqrt{dP} + \sqrt{dQ})
\]

\[
\leq \frac{1}{2} \sqrt{\int (\sqrt{dP} - \sqrt{dQ})^2 \cdot \int (\sqrt{dP} + \sqrt{dQ})^2}
\]

\[
\leq H(P, Q) \cdot \sqrt{P(\Omega) + Q(\Omega)} .
\]

(16)

Also, the following tensorization property holds for the Hellinger distance between general measures: for (not necessarily probability) measures \( P_i, Q_i \) on \( \Omega_i \),

\[
H^2 \left( \prod_{i=1}^d P_i, \prod_{i=1}^d Q_i \right) = \frac{\prod_{i=1}^d P_i(\Omega_i) + \prod_{i=1}^d Q_i(\Omega_i)}{2} - \prod_{i=1}^d \left( \frac{P_i(\Omega_i) + Q_i(\Omega_i)}{2} - H^2(P_i, Q_i) \right) .
\]

(17)

Consequently, it suffices to prove an upper bound on the Hellinger distance \( H(P_i, Q_i) \), and the TV distance on the product measure is a direct consequence of (16) and (17).

To upper bound the individual Hellinger distance, note that after a proper affine transformation, the densities of \( Q_{n,i} \) and \( Q_{n+m,i} \) are as follows:

\[
Q_{n,i}(dx) = \gamma_{n}(x) \left( 1 + \sum_{\ell=1}^3 \frac{K_{\ell,i}(\sqrt{n} \cdot x)}{n^{\ell/2}} \right) dx , \tag{18}
\]

\[
Q_{n+m,i}(dx) = \gamma_{n+m}(x) \left( 1 + \sum_{\ell=1}^3 \frac{K_{\ell,i}(\sqrt{n+m} \cdot x)}{(n+m)^{\ell/2}} \right) dx , \tag{19}
\]

where \( \gamma_{n} \) is the density of \( \mathcal{N}(0, 1/n) \), and \( K_{\ell,i} \) is a polynomial of degree \( 3\ell \) with uniformly bounded coefficients. By (18) and (19), we observe that there exists an absolute constant \( c > 0 \) independent of \( (n, m) \) such that \( Q_{n,i}(x)/\gamma_{n}(x), Q_{n+m,i}(x)/\gamma_{n+m}(x) \in [1/2, 3/2] \) whenever \( |x| \leq c \). Consequently,
the squared Hellinger distance could then be expressed as

\[
H^2(Q_{n,i}^+, Q_{n+m,i}^+) = \frac{1}{2} \int_{|x| \leq c} \left( \sqrt{Q_{n,i}(x)} - \sqrt{Q_{n+m,i}(x)} \right)^2 \, dx + \frac{1}{2} \int_{|x| > c} \left( \sqrt{Q_{n,i}^+(x)} - \sqrt{Q_{n+m,i}^+(x)} \right)^2 \, dx
\]

\[
\leq \int_{|x| \leq c} \left( \sqrt{\gamma_n(x)} - \sqrt{\gamma_{n+m}(x)} \right)^2 \left( 1 + \sum_{\ell=1}^{3} \frac{K_{\ell,i}(\sqrt{n+m} \cdot x)}{(n+m)^{\ell/2}} \right) \, dx
\]

\[
+ \int_{|x| \leq c} \gamma_n(x) \left( \left[ 1 + \sum_{\ell=1}^{3} \frac{K_{\ell,i}(\sqrt{n} \cdot x)}{n^{\ell/2}} \right] - \left[ 1 + \sum_{\ell=1}^{3} \frac{K_{\ell,i}(\sqrt{n+m} \cdot x)}{(n+m)^{\ell/2}} \right] \right)^2 \, dx
\]

\[
= A_1 + A_2 + A_3.
\]

Next we upper bound the terms \(A_1, A_2,\) and \(A_3\) separately.

1. Upper bounding \(A_1:\) note that by the definition of \(c,\) the multiplication factor in \(A_1\) is at most \(3/2.\) Therefore,

\[
A_1 \leq \frac{3}{2} \int_{|x| \leq c} \left( \sqrt{\gamma_n(x)} - \sqrt{\gamma_{n+m}(x)} \right)^2 \, dx
\]

\[
\leq \frac{3}{2} \int_{\mathbb{R}} \left( \sqrt{\gamma_n(x)} - \sqrt{\gamma_{n+m}(x)} \right)^2 \, dx
\]

\[
\overset{(a)}{=} \frac{3}{2} \left( 1 - \frac{n(n+m)}{(n+m/2)^2} \right)^{1/4}
\]

\[
\overset{(b)}{\leq} \frac{3m^2}{4n^2}, \quad (20)
\]

where (a) is due to the direct computation of the squared Hellinger distance between \(\mathcal{N}(0, 1/n)\) and \(\mathcal{N}(0, 1/(n+m)),\) and (b) makes use of the inequality \(1 - x^{1/4} \leq 1 - x\) for \(x \in [0, 1].\)

2. Upper bounding \(A_2:\) using \(|\sqrt{a} - \sqrt{b}| \leq |a - b|\) for \(a, b \geq 1/2,\) we have

\[
A_2 \leq \int_{|x| \leq c} \gamma_n(x) \left( \sum_{\ell=1}^{3} \frac{K_{\ell,i}(\sqrt{n} \cdot x)}{n^{\ell/2}} - \sum_{\ell=1}^{3} \frac{K_{\ell,i}(\sqrt{n+m} \cdot x)}{(n+m)^{\ell/2}} \right)^2 \, dx
\]

\[
\leq 3 \sum_{\ell=1}^{3} \int_{\mathbb{R}} \gamma_n(x) \left( \frac{K_{\ell,i}(\sqrt{n} \cdot x)}{n^{\ell/2}} - \frac{K_{\ell,i}(\sqrt{n+m} \cdot x)}{(n+m)^{\ell/2}} \right)^2 \, dx
\]

\[
= 3 \sum_{\ell=1}^{3} \int_{\mathbb{R}} \gamma(x) \left( \frac{K_{\ell,i}(x)}{n^{\ell/2}} - \frac{K_{\ell,i}(1 + m/n \cdot x)}{(n+m)^{\ell/2}} \right)^2 \, dx,
\]

where the last step is a change of measure, and \(\gamma\) is the density of \(\mathcal{N}(0, 1).\) Writing \(K_{\ell,i}(x) = \sum_{j=0}^{3\ell} a_{i,j} x^j,\) then

\[
\left| \frac{K_{\ell,i}(x)}{n^{\ell/2}} - \frac{K_{\ell,i}(1 + m/n \cdot x)}{(n+m)^{\ell/2}} \right| = \sum_{j=0}^{3\ell} a_{i,j} x^j \left( 1 - \left( 1 + \frac{m}{n} \right)^{\frac{i+j}{2}} \right) \leq \frac{m(1 + x^{3\ell})}{n^{\ell/2+1}}
\]
whenever \( m = O(n) \). Combining the above two inequalities yields

\[
A_2 \lesssim \frac{m^2}{n^3}. \tag{21}
\]

3. Upper bounding \( A_3 \): note that the tail of \( \gamma_n(x) \) is at least \( \exp(-\Omega(n)) \) when \( x \geq c \), integrating the tail leads to

\[
A_3 = \exp(-\Omega(n)). \tag{22}
\]

In summary, a combination of (20), (21), and (22) leads to

\[
H^2(Q^+_{n,i}, Q^+_{n+m,i}) = O \left( \frac{m^2}{n^2} + \exp(-\Omega(n)) \right).
\]

Now using (16), (17), and \(|Q_{n,i}|(\mathbb{R}) \leq 1 + \exp(-\Omega(n))\), we conclude that

\[
\left\| \prod_{i=1}^{d} Q^+_{n,i} - \prod_{i=1}^{d} Q^+_{n+m,i} \right\|_{TV} = O \left( \frac{m\sqrt{d}}{n} + (1 + \exp(-\Omega(n)))^d \right). \tag{23}
\]

Hence, when \( n = \Omega(\sqrt{d}) \) and \( m = O(n) \), the desired result follows from (15) and (23). For the other scenarios, we simply use that the TV distance is upper bounded by one, and the result still holds.

### A.3 Proof of Theorem 4.2

Let \( \hat{P}_n \) be the distribution learned from the first \( n/2 \) samples which achieves the \( \chi^2 \)-learning error \( r_{\chi^2}(P, n/2) \), and \( P_{\text{mix}} \) be the distribution of the shuffled samples \((Z_1, \cdots, Z_{n/2+m})\) in Algorithm 2. Note that both distributions depend on the first \( n/2 \) samples and are therefore random. Then the final TV distance of sample amplification is

\[
\|P_{X^{n/2}} \times P_{\text{mix}}(X^{n/2}) - P^{\otimes(n/2+m)}\|_{TV} = \mathbb{E}_{X^{n/2}}\|P_{\text{mix}}(X^{n/2}) - P^{\otimes(n/2+m)}\|_{TV},
\]

which is the expected TV distance between the mixture distribution and the product distribution.

By Lemma 4.8, for any realization of \( X^{n/2} \) it holds that

\[
\chi^2 \left( P_{\text{mix}}, P^{\otimes(n/2+m)} \right) \leq \left( 1 + \frac{m}{n/2 + m} \chi^2 \left( \hat{P}_n, P \right) \right)^m - 1.
\]

Since (3) shows that \( D_{KL}(P\|Q) \leq \log(1 + \chi^2(P, Q)) \), we have

\[
D_{KL}(P_{\text{mix}}\|P^{\otimes(n/2+m)}) \leq m \log \left( 1 + \frac{m}{n/2 + m} \chi^2 \left( \hat{P}_n, P \right) \right) \leq \frac{m^2}{n/2 + m} \chi^2 \left( \hat{P}_n, P \right).
\]

Consequently, by (3) again and the concavity of \( x \mapsto \sqrt{x} \), we have

\[
\mathbb{E}_{X^{n/2}}\|P_{\text{mix}}(X^{n/2}) - P^{\otimes(n/2+m)}\|_{TV} \leq \mathbb{E}_{X^{n/2}} \sqrt{\frac{1}{2} D_{KL}(P_{\text{mix}}(X^{n/2})\|P^{\otimes(n/2+m)})}
\]

\[
\leq \mathbb{E}_{X^{n/2}} \sqrt{\frac{m^2}{n + 2m} \chi^2 \left( \hat{P}_n(X^{n/2}), P \right)}
\]

\[
\leq \sqrt{\frac{m^2}{n + 2m} \mathbb{E}_{X^{n/2}} \chi^2 \left( \hat{P}_n(X^{n/2}), P \right)}
\]

\[
\leq \sqrt{m^2 \mathbb{E}_{X^{n/2}} \chi^2(P, n/2)}.
\]
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A.4 Proof of Theorem 4.5

The main arguments are essentially the same as Theorem 4.2. Note that by the same argument, for each \( j \in [d] \) we have

\[
D_{KL}(P_{mix,j} \| P_j^{\otimes (n/2+m)}) \leq \frac{m^2}{n/2 + m} \chi^2(\hat{P}_{n,j}, P_j).
\]

Note that both \( P_{mix} \) and \( P \) have product structures, the chain rule of KL divergence implies that

\[
D_{KL}(P_{mix} \| P^{\otimes (n/2+m)}) \leq \frac{m^2}{n/2 + m} \sum_{j=1}^{d} \chi^2(\hat{P}_{n,j}, P_j).
\]

Now the rest of the proof follows from the same last few lines of that of Theorem 4.2.

A.5 Proof of Theorem 5.2

The proof relies on Lemma 5.1 and a classical statistical result known as Anderson’s lemma. Without loss of generality we assume \( \Sigma = I_d \). Choose \( L(\theta, \hat{\theta}) = \ell(\theta - \hat{\theta}) \), with a bowl-shaped (i.e. symmetric and quasi-convex) loss function \( \ell(\cdot) \in [0, 1] \). Then Anderson’s lemma (see, e.g. [VdV00, Lemma 8.5]) implies that the minimax estimator under \( L \) and \( n \) samples is \( \hat{\theta}_n = n^{-1} \sum_{i=1}^{n} X_i \), thus

\[
r(\mathcal{P}, n, L) = \mathbb{E} \left[ \ell \left( \frac{Z}{\sqrt{n}} \right) \right],
\]

with \( Z \sim \mathcal{N}(0, I_d) \). Choosing \( \ell(x) = 1(\|x\|_2 \geq r) \) with the parameter \( r > 0 \) determined by

\[
\mathbb{P} \left( \left| \frac{Z}{\sqrt{n}} \right| \geq r \right) - \mathbb{P} \left( \left| \frac{Z}{\sqrt{n} + m} \right| \geq r \right) = \left\| \mathcal{N} \left( 0, \frac{I_d}{n} \right) - \mathcal{N} \left( 0, \frac{I_d}{n + m} \right) \right\|_{TV},
\]

then clearly \( \ell(\cdot) \in \{0, 1\} \) is bowl-shaped. Hence, for this choice of \( L \), Lemma 5.1 gives that

\[
e^*(\mathcal{P}, n, m) \geq r(\mathcal{P}, n, L) - r(\mathcal{P}, n + m, L) = \left\| \mathcal{N} \left( 0, \frac{I_d}{n} \right) - \mathcal{N} \left( 0, \frac{I_d}{n + m} \right) \right\|_{TV},
\]

and a matching upper bound is presented in Example 3.1.

A.6 Proof of Theorem 5.3

Based on the discussions above Theorem 5.3, we choose an arbitrary open ball \( \Theta_0 \subseteq \Theta \), and pick any \( d \)-dimensional ball \( B_d(\mu_0; r) \) contained in \( \nabla A(\Theta_0) \). Let \( \theta_0 \) be the center of \( \Theta_0 \), and after a proper affine transformation we assume that \( \nabla A^2(\theta_0) = I_d \). Consider a truncated Gaussian prior \( \nu \) with

\[
\mu \sim \mathcal{N}(\mu_0, c_n r_n^2) \mid \mu \in B_d(\mu_0; r_n),
\]

where \( c_n > 0 \) and \( r_n \in (0, r) \) are parameters to be determined later. Using the diffeomorphism \( \nabla A \), there is a prior \( \nu_0 \) on \( \Theta_0 \) which induces the above prior on \( \nabla A(\Theta_0) \). Moreover, as \( \overline{\Theta}_0 \), the closure of \( \Theta_0 \), is a compact set, a weaker Assumption 2 with the supremum restricted to \( \Theta_0 \) holds for \( k = 3 \).

Now we analyze the Bayes risks under the above prior \( \nu_0 \) and the loss

\[
L(\theta, \hat{\mu}) = \ell(\nabla A(\theta) - \hat{\mu}) \in [0, 1],
\]
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where \( \ell \) is a bowl-shaped function. By sufficiency, it remains to consider the class of estimators depending only on the sufficient statistic \( T_n(X^n) = n^{-1} \sum_{i=1}^{n} T(X_i) \). Let \( \hat{\mu}(T_n) \) be such an estimator, then under each \( \theta \in \Theta_0 \), we have

\[
\mathbb{E}_\theta[L(\theta, \hat{\mu}(T_n))] \geq \mathbb{E}_\theta[L(\theta, \hat{\mu}(Z_n))] - \|L(T_n) - L(Z_n)\|_{\text{TV}},
\]

where \( Z_n | \theta \sim \mathcal{N}(\nabla A(\theta), I_d/n) \). To upper bound this TV distance, the proof of Theorem 3.5 together with Assumption 2 applied to \( \Theta_0 \) gives that

\[
\|L(T_n) - \mathcal{N}(\nabla A(\theta), \nabla^2 A(\theta)/n)\|_{\text{TV}} \leq \frac{C_1}{\sqrt{n}},
\]

where \( C_1 > 0 \) only depends on the exponential family. Moreover,

\[
\|\mathcal{N}(\nabla A(\theta), I_d/n) - \mathcal{N}(\nabla A(\theta), \nabla^2 A(\theta)/n)\|_{\text{TV}} = \|\mathcal{N}(0, I_d) - \mathcal{N}(0, \nabla^2 A(\theta))\|_{\text{TV}} \leq \frac{3}{2}\|\nabla^2 A(\theta) - I_d\|_F \leq C_2 r_n,
\]

where (a) follows from [DMR18, Theorem 1.1], and (b) makes use of the analytical property of \( A(\theta) \) (see, e.g. [ML08, Theorem 1.17]), the assumption that \( \|\nabla A(\theta) - \nabla A(\theta_0)\|_2 \leq r_n \), and \( \nabla^2 A(\theta_0) = I_d \). Again, here the constant \( C_2 > 0 \) is independent of \( n \). Combining the above inequalities yields that

\[
\mathbb{E}_\theta[L(\theta, \hat{\mu}(T_n))] \geq \mathbb{E}_\theta[L(\theta, \hat{\mu}(Z_n))] - \frac{C_1}{\sqrt{n}} - C_2 r_n.
\]

Next we lower bound the Bayes risk \( \mathbb{E}_{\nu_0}\mathbb{E}_\theta[L(\theta, \hat{\mu}(Z_n))] \) when \( T_n \) has been replaced by \( Z_n \). Let \( \nu' \) be the non-truncated Gaussian distribution \( \mathcal{N}(\mu_0, c_n r_n^2) \), and \( G_n \sim \mathcal{N}(0, I_d/n) \), then

\[
\mathbb{E}_{\nu_0}\mathbb{E}_\theta[L(\theta, \hat{\mu}(Z_n))] = \mathbb{E}_{\mu \sim \nu'}[\ell(\mu - \hat{\mu}(G_n + \mu))]
\geq \mathbb{E}_{\mu \sim \nu'}[\ell(\mu - \hat{\mu}(G_n + \mu))] - \nu'(\{\mu \notin B_d(\mu_0; r_n)\})
\geq \mathbb{E}_{\mu \sim \nu'}[\ell(\mu - \hat{\mu}(G_n + \mu))] - e^{-C_3/c_n}
\geq \mathbb{E}[\ell(\ell(G_n))] - e^{-C_3/c_n} - \frac{C_4}{1 + nc_n r_n^2}.
\]

Here (c) follows from the Gaussian tail probability, (d) makes use of Anderson’s lemma and the fact that under \( \nu' \), the posterior distribution of \( \mu \) given \( Z_n \) is Gaussian with covariance \( nc_n r_n^2 I_d/(1 + nc_n r_n^2) \). The final inequality (e) is due to the following upper bound on the TV distance:

\[
\|\mathcal{N}(0, \Sigma) - \mathcal{N}(0, c \Sigma)\|_{\text{TV}} \leq \frac{3}{2}\|c - 1\|_F = \frac{3\sqrt{d}|c - 1|}{2}.
\]

Now combining (24) and (25), we obtain a lower bound on the Bayes risk:

\[
\min_{\nu} \mathbb{E}[\ell(G_n)] - \frac{C_1}{\sqrt{n}} - C_2 r_n - e^{-C_3/c_n} - \frac{C_4}{1 + nc_n r_n^2}.
\]
Similarly, by reversing all the above inequalities, an upper bound of the Bayes risk with \( n + m \) samples is also available:
\[
r_{\text{B}}(P, n + m, \nu_0, L) \leq \mathbb{E}[\ell(G_{n+m})] + \frac{C_1}{\sqrt{n}} + C_2 r_n + e^{-C_3/c_n} + \frac{C_4}{1 + nc_n r_n^2}.
\]
By the proof of Theorem 5.2, a proper choice of \( \ell \) satisfies that
\[
\mathbb{E}[\ell(G_n)] - \mathbb{E}[\ell(G_{n+m})] = \| \mathcal{N} \left( 0, \frac{I_d}{n} \right) - \mathcal{N} \left( 0, \frac{I_d}{n+m} \right) \|_{\text{TV}} = \Omega \left( \frac{n \sqrt{d}}{n} \wedge 1 \right),
\]
where the last step is again due to [DMR18, Theorem 1.1]. Consequently, by choosing \( c_n = \Theta(1/\log n) \) and \( r_n = \Theta((\log n/n)^{1/3}) \), the desired result follows from Lemma 5.1.

### A.7 Proof of Theorem 5.4

We will apply Lemma 5.1 to the uniform prior \( \mu \) over \( 2^d \) points \( \prod_{j=1}^{d} \{ \theta_{j,+}, \theta_{j,-} \} \), and the loss function \( L : \Theta \times \Theta \rightarrow [0, 1] \) with
\[
L((\theta_1, \ldots, \theta_d), (\hat{\theta}_1, \ldots, \hat{\theta}_d)) = 1 \left( \sum_{j=1}^{d} 1(\theta_j = \hat{\theta}_j) \leq \frac{d}{2} + \frac{1}{2} \sum_{j=1}^{d} \alpha_j \right).
\]
We compute the Bayes risks \( r_{\text{B}}(P, n, \mu, L) \) and \( r_{\text{B}}(P, n + m, \mu, L) \) in this scenario.

Under the uniform prior \( \mu \), it is straightforward to see that the posterior distribution of \( \theta \) given \( X^n \) is a product distribution \( \prod_{j=1}^{d} p_{\theta_j|X^n} \), with \( p_{\theta_j|X^n} \) supported on two elements \( \{ \theta_{j,+}, \theta_{j,-} \} \), and
\[
p_{\theta_j|X^n}(\theta_{j,+}) = \frac{\prod_{i=1}^{n} p_{\theta_{j,+}(X_{i,j})}}{\prod_{i=1}^{n} p_{\theta_{j,+}(X_{i,j})} + \prod_{i=1}^{n} p_{\theta_{j,-}(X_{i,j})}},
\]
\[
p_{\theta_j|X^n}(\theta_{j,-}) = \frac{\prod_{i=1}^{n} p_{\theta_{j,-}(X_{i,j})}}{\prod_{i=1}^{n} p_{\theta_{j,+}(X_{i,j})} + \prod_{i=1}^{n} p_{\theta_{j,-}(X_{i,j})}}.
\]
Then given \( X^n \), the Bayes estimator \( \hat{\theta}(X^n) \in \Theta \) which minimizes the expected loss \( L \) is a minimizer \( \xi \in \Theta \) of the above expression
\[
\mathbb{P}_{\theta|X^n} \left( \sum_{j=1}^{d} 1(\theta_j = \xi_j) \leq \frac{d}{2} + \frac{1}{2} \sum_{j=1}^{d} \alpha_j \right),
\]
which is easily seen to be
\[
\hat{\theta}(X^n) = \hat{\theta}(X^n) = \theta_{j,-} + (\theta_{j,+} - \theta_{j,-}) \cdot 1 \left( \prod_{i=1}^{n} p_{\theta_{j,+}(X_{i,j})} \geq \prod_{i=1}^{n} p_{\theta_{j,-}(X_{i,j})} \right).
\]

For the above Bayes estimator, the random variables \( 1(\theta_j = \hat{\theta}_j(X^n)) \) are mutually independent, with the mean value
\[
p_{n,j} = \mathbb{P}(\theta_j = \hat{\theta}_j(X^n))
\]
\[
= \frac{1}{2} p_{\theta_{j,+}}^{\otimes n} \left( \prod_{i=1}^{n} p_{\theta_{j,+}(X_{i,j})} < \prod_{i=1}^{n} p_{\theta_{j,-}(X_{i,j})} \right) + \frac{1}{2} p_{\theta_{j,-}}^{\otimes n} \left( \prod_{i=1}^{n} p_{\theta_{j,+}(X_{i,j})} \geq \prod_{i=1}^{n} p_{\theta_{j,-}(X_{i,j})} \right)
\]
\[
= \frac{1}{2} \left( 1 + \| p_{\theta_{j,+}}^{\otimes n} - p_{\theta_{j,-}}^{\otimes n} \|_{\text{TV}} \right).
\]
Consequently, we have \( p_{n,j} \leq (1 + \alpha_j)/2 - \beta/(2\sqrt{d}) \) for each \( j \in [d] \) by (10), and thus
\[
\begin{align*}
  r_B(\mathcal{P}, n, \mu, L) &= \mathbb{P}\left(\sum_{j=1}^{d} \text{Bern}(p_{n,j}) \leq \frac{d}{2} + \frac{1}{2} \sum_{j=1}^{d} \alpha_j \right) \\
  &\geq \mathbb{P}\left(\sum_{j=1}^{d} \text{Bern}\left(\frac{1 + \alpha_j}{2} - \frac{\beta}{2\sqrt{d}}\right) \leq \frac{d}{2} + \frac{1}{2} \sum_{j=1}^{d} \alpha_j \right).
\end{align*}
\]

(26)

An entirely symmetric argument leads to
\[
\begin{align*}
  r_B(\mathcal{P}, n + m, \mu, L) &\leq \mathbb{P}\left(\sum_{j=1}^{d} \text{Bern}\left(\frac{1 + \alpha_j}{2} + \frac{\beta}{2\sqrt{d}}\right) \leq \frac{d}{2} + \frac{1}{2} \sum_{j=1}^{d} \alpha_j \right).
\end{align*}
\]

(27)

To further lower bound (26) and upper bound (27), the following lemma shows that we may assume that the above Bernoulli distributions have the same parameter.

**Lemma A.1** (Theorem 4 of [Hoe56]). Let \( X_i \sim \text{Bern}(p_i) \) be independent Bernoulli random variables for \( i = 1, \cdots, n \), with \( \bar{p} = n^{-1} \sum_{i=1}^{n} p_i \). Then for \( 0 \leq k \leq n\bar{p} - 1 \), we have
\[
\mathbb{P}\left(\sum_{i=1}^{n} X_i \leq k \right) \leq \mathbb{P}(\text{B}(n, \bar{p}) \leq k),
\]
and for \( k \geq n\bar{p} \), we have
\[
\mathbb{P}\left(\sum_{i=1}^{n} X_i \leq k \right) \geq \mathbb{P}(\text{B}(n, \bar{p}) \leq k).
\]

Based on the second statement of Lemma A.1, the quantity in (26) satisfies
\[
\begin{align*}
  r_B(\mathcal{P}, n, \mu, L) &\geq \mathbb{P}\left(\text{B}\left(d, \frac{1 + \alpha}{2} - \frac{\beta}{2\sqrt{d}}\right) \leq \frac{1 + \alpha}{2} \cdot d \right),
\end{align*}
\]
with \( \alpha \triangleq d^{-1} \sum_{j=1}^{d} \alpha_j \). Similarly, based on the first statement of Lemma A.1 and assuming \( d \geq 4/\beta^2 \), for (27) we have
\[
\begin{align*}
  r_B(\mathcal{P}, n + m, \mu, L) &\leq \mathbb{P}\left(\text{B}\left(d, \frac{1 + \alpha}{2} + \frac{\beta}{2\sqrt{d}}\right) \leq \frac{1 + \alpha}{2} \cdot d \right).
\end{align*}
\]

(29)

For the case \( d < 4/\beta^2 \), the difference between (26) and (27) is at least a positive constant depending only on \((\alpha_j, \bar{\pi}, \beta)\), by enumerating all possible \((\alpha_1, \cdots, \alpha_d)\) in the compact set \([\underline{\alpha}, \bar{\pi}]^d\).

Note that by CLT, the large \( d \) limits of the terms (28) and (29) are \( \Phi(\beta/\sqrt{1 - \alpha^2}) \) and \( \Phi(-\beta/\sqrt{1 - \alpha^2}) \), respectively, where \( \Phi(\cdot) \) is the CDF of the standard normal random variable. Hence, Lemma 5.1 gives that
\[
\begin{align*}
  \epsilon^*(\mathcal{P}, n, m) &\geq r_B(\mathcal{P}, n, \mu, L) - r_B(\mathcal{P}, n + m, \mu, L) \\
  &\geq \inf_{d \geq 1, \alpha \in [\underline{\alpha}, \bar{\pi}]} \left[ \mathbb{P}\left(\text{B}\left(d, \frac{1 + \alpha}{2} - \frac{\beta}{2\sqrt{d}}\right) \leq \frac{1 + \alpha}{2} \cdot d \right) - \mathbb{P}\left(\text{B}\left(d, \frac{1 + \alpha}{2} + \frac{\beta}{2\sqrt{d}}\right) \leq \frac{1 + \alpha}{2} \cdot d \right) \right] \\
  &= \epsilon(\underline{\alpha}, \bar{\pi}, \beta) > 0,
\end{align*}
\]
as desired.
A.8 Proof of Theorem 5.5

For each $j \in [d]$, we pick two points $\theta_{j,+}, \theta_{j,-} \in \Theta_j$ in Assumption 4. We first aim to show that

$$0.09 \triangleq \epsilon_1' \leq \|p_{\theta_{j,+}}^\otimes - p_{\theta_{j,-}}^\otimes\|_{TV} \leq \epsilon_1 \triangleq 0.6, \quad (30)$$

$$0.99995 \triangleq \epsilon_2' \geq \|p_{\theta_{j,+}}^\otimes 20n - p_{\theta_{j,-}}^\otimes 20n\|_{TV} \geq \epsilon_2 \triangleq 0.86. \quad (31)$$

The proofs of (30) and (31) rely on the tensorization property of the Hellinger distance

$$H^2 \left( \prod_{i=1}^{d} P_i, \prod_{i=1}^{d} Q_i \right) = 1 - \prod_{i=1}^{d} (1 - H^2(P_i, Q_i)),$$

and the relationship between TV and Hellinger distance in (2). For example, for (30), we have

$$\|p_{\theta_{j,+}}^\otimes n - p_{\theta_{j,-}}^\otimes n\|_{TV} \leq \sqrt{1 - \left(1 - H^2(p_{\theta_{j,+}}^\otimes n, p_{\theta_{j,-}}^\otimes n)\right)^2}$$

$$= \sqrt{1 - \left(1 - H^2(p_{\theta_{j,+}}, p_{\theta_{j,-}})\right)^{2n}}$$

$$\leq \sqrt{1 - \left(1 - \frac{1}{5n}\right)}^{2n}$$

$$\leq \sqrt{\frac{9}{25}} = 0.6.$$

Applying the other inequality, for (31) we have

$$\|p_{\theta_{j,+}}^\otimes 20n - p_{\theta_{j,-}}^\otimes 20n\|_{TV} \geq H^2(p_{\theta_{j,+}}^\otimes 20n, p_{\theta_{j,-}}^\otimes 20n)$$

$$\geq 1 - \left(1 - \frac{1}{10n}\right)^{20n}$$

$$\geq 1 - \exp(-2) > 0.86.$$

The other inequalities involving $\epsilon_1'$ and $\epsilon_2'$ could be established analogously.

Next, for the choice of $m = \lceil cn/\sqrt{d} \rceil$ in the statement of Theorem 5.5, we show that there exists $n_j \in [n, 20n]$ such that

$$\|p_{\theta_{j,+}}^\otimes (n_j+m) - p_{\theta_{j,-}}^\otimes (n_j+m)\|_{TV} - \|p_{\theta_{j,+}}^\otimes n_j - p_{\theta_{j,-}}^\otimes n_j\|_{TV} \geq \frac{\epsilon_2 - \epsilon_1}{\sqrt{19d/c}}. \quad (32)$$

To prove (32), first note that $t \mapsto f_j(t) \triangleq \|p_{\theta_{j,+}}^\otimes t - p_{\theta_{j,-}}^\otimes t\|_{TV}$ is non-decreasing by the data-processing property of the TV distance. Moreover, by (30) and (31), we have $f_j(n) \leq \epsilon_1$ and $f_j(20n) \geq \epsilon_2$. Consequently,

$$\epsilon_2 - \epsilon_1 \leq f_j(20n) - f_j(n)$$

$$\leq \sum_{k=1}^{\lceil 19n/m \rceil - 1} \left[ f_j(n + km) - f_j(n + (k - 1)m) \right] + \left[ f_j(20n) - f_j(20n - m) \right]$$

$$\leq \frac{19n}{m} \max_{n \leq n_j \leq 20n - m} [f_j(n_j + m) - f_j(n_j)],$$

which gives (32). In addition, we also have $\epsilon_1' \leq f_j(n_j) \leq f_j(n_j + m) \leq \epsilon_2'$.  
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Next we are about to apply Theorem 5.4. By (32), there exist \( \alpha_j \in (\epsilon'_1, \epsilon'_2) \) and \( \beta > 0 \) depending only on \((c, \epsilon_1, \epsilon_2)\) such that

\[
\|p_{\theta_{j,+}}^{n_j} - p_{\theta_{j,-}}^{n_j}\|_{TV} \leq \alpha_j - \frac{\beta}{\sqrt{d}},
\]

\[
\|p_{\theta_{j,+}}^{(n_j+m)} - p_{\theta_{j,-}}^{(n_j+m)}\|_{TV} \geq \alpha_j + \frac{\beta}{\sqrt{d}}.
\]

Therefore, Theorem 5.4 shows that there is an absolute constant \( c' > 0 \) depending only on \((c, \epsilon_1, \epsilon_2, \epsilon'_1, \epsilon'_2)\) such that

\[
\epsilon^*(\mathcal{P}, (n_1, \cdots, n_d), m) \geq c',
\]

where the above quantity denotes the minimax error in a new sample amplification problem: suppose we draw \( n_j \) independent samples from \( \mathcal{P}_j \), also independently for each \( j \in [d] \), and we aim to amplify into \( n_j + m \) independent samples from \( \mathcal{P}_j \). In other words, the sample sizes for different dimensions may not be equal in the new problem, but the target is still to generate \( m \) more samples. We claim that \( \epsilon^*(\mathcal{P}, (n_1, \cdots, n_d), m) \leq \epsilon^*(\mathcal{P}, n, m) \), and thereby complete the proof. To show the claim, note that \( n_j \geq n \) for all \( j \in [d] \), hence in the new problem we could keep \( n_j - n \) samples unused for each \( j \), use the remaining samples to amplify into \( n + m \) vectors, and add the above unused samples back to form the final amplification.

### A.9 Proof of Theorem 6.1

We first prove the upper bound. Consider the distribution estimator \( \hat{P}_n = (1, 0, \cdots, 0) \), which has a \( \chi^2 \)-divergence

\[
\chi^2(\hat{P}_n\|P) = \frac{1}{t} - 1, \quad \forall P \in \mathcal{P}_{d,t}.
\]

Consequently, the \( \chi^2 \)-estimation error \( r_{\chi^2}(\mathcal{P}_{d,t}, n) \) is at most \( 1/t \), and Theorem 4.2 states that the random shuffling approach achieves an \((n, n+1)\) sample amplification if \( n = \Theta(1/t) \).

Next we prove the lower bound. Let \( n = 1/(100t) \) and \( d \) be a multiple of 100. Consider the following prior \( \mu \) over \( \mathcal{P}_{d,t} \): \( \mu \) is the uniform prior over \((p_0, \cdots, p_d) \in \mathcal{P}_{d,t} \) with \( p_0 = t \) and the remaining \( 1 - t \) mass evenly distributed on a uniformly random subset of [\( d \)] of size \( d/100 \). The action space \( \mathcal{A} \) is chosen to be \( \mathcal{X}^{n+1} \), and the loss function is

\[
L(P, x^{n+1}) = \mathbb{1}(x^{n+1} \text{ belongs to the support of } P, \\
\text{does not contain symbol 0 or repeated symbols}).
\]

We first show that \( r_B(\mathcal{P}_{d,t}, n+1, \mu) \leq 0.1 \). In fact, after observing \( n+1 \) samples \( X^{n+1} \), we simply use \( X^{n+1} \) as the estimator under the above loss. Clearly \( X^{n+1} \) belongs to the support of \( P \). For the remaining conditions,

\[
\mathbb{P}(X^{n+1} \text{ contains symbol 0}) = 1 - (1-t)^{n+1} = 1 - (1-t)^{1/(100t)+1} \leq 0.05,
\]

\[
\mathbb{P}(X^{n+1} \text{ contains repeated symbols}) \leq \binom{n+1}{2} \left( t^2 + \sum_{j=1}^{d/100} \frac{1}{(d/100)^2} \right) \leq n^2 \left( t^2 + \frac{100}{d} \right) \leq \frac{1}{10000} + \frac{1}{100} < 0.05.
\]
By the union bound, this estimator achieves a Bayes risk at most 0.1, and thus \( r_B(P_{d,t}, n+1, \mu) \leq 0.1 \).

Next we show that \( r_B(P_{d,t}, n, \mu) \geq 0.9 \), which combined with Lemma 5.1 gives the desired lower bound. To show this, consider the new symbol in the estimator \( x^{n+1} \) not in \( X^n \) when the learner observes \( X^n \). Since \( x^{n+1} \) has length \( n+1 > n \), there is at least one such symbol. In order to have \( L(P, x^{n+1}) = 0 \), this new symbol cannot be 0 or appear in \( X^n \). Moreover, the posterior distribution of the support of \( P \sim \mu \) given \( X^n \) is uniformly distributed over

\[
\{0, X_1, \cdots, X_n\} \cup \left\{ S \subseteq [d] \setminus \{X_1, \cdots, X_n\} : |S| = \frac{d}{100} - n \right\}.
\]

Therefore, the posterior probability of the new symbol being outside the support of \( P \) (recall that it could be neither one of \( \{X_1, \cdots, X_n\} \) nor 0) is at least

\[
1 - \frac{d/100 - n}{d - n} = \frac{0.99d}{d - n} \geq 0.99 > 0.9,
\]
giving the desired inequality \( r_B(P_{d,t}, n, \mu) \geq 0.9 \).

### A.10 Proof of Theorem 6.2

The upper bound of sample amplification directly follows from that of learning, and it remains to show the lower bound \( n \geq d \). If \( n \leq d - 1 \), with probability one the observations \( X^n \) spans an \( n \)-dimensional subspace of the row space of \( \Sigma \). An \( (n, n+1) \) sample amplification calls for at least one additional observation not in \( X^n \), which with probability 1 should not belong to the \( n \)-dimensional subspace spanned by \( X^n \) for \( n \leq d - 1 \). However, since \( p \geq d + 1 \), under a uniformly chosen \( d \)-dimensional row space of \( \Sigma \), the posterior probability of the additional observation belonging to the row space of \( \Sigma \) is zero. Consequently, an \( (n, n+1) \) sample amplification is impossible if \( n < d \).

### B Proof of main lemmas

#### B.1 Proof of Lemma 3.4

Recall that the log-partition function \( A(\theta) \) is defined as

\[
A(\theta) = \log \int_X \exp(\theta^\top T(x)) d\mu(x),
\]

for any vector \( \lambda \in \mathbb{R}^d \) with \( \theta + (\nabla^2 A(\theta))^{-1/2} \lambda \in \Theta \), we have

\[
\mathbb{E}_\theta \left[ \exp \left( \lambda^\top (\nabla^2 A(\theta))^{-1/2} (T(X) - \nabla A(\theta)) \right) \right]
= \int_X \exp \left( (\theta + (\nabla^2 A(\theta))^{-1/2} \lambda)^\top T(x) - A(\theta) - [(\nabla^2 A(\theta))^{-1/2} \lambda]^\top \nabla A(\theta) \right) d\mu(x)
= \exp \left( A(\theta + (\nabla^2 A(\theta))^{-1/2} \lambda) - A(\theta) - [(\nabla^2 A(\theta))^{-1/2} \lambda]^\top \nabla A(\theta) \right). \tag{33}
\]

It remains to show that when \( \|\lambda\|_2 \) is sufficiently small, we always have \( \theta + (\nabla^2 A(\theta))^{-1/2} \lambda \in \Theta \), and the exponent of (33) is uniformly bounded from above over \( \theta \in \Theta \) and \( \lambda \in \mathbb{R}^d \). Then the existence of uniformly bounded MGF around zero implies a uniformly bounded moment of any order.
The result of [Nes03, Theorem 4.1.6] shows that for a self-concordant and convex function \( f \), we have \( \nabla^2 f(y) \preceq 4\nabla^2 f(x) \) whenever \( (y-x)^\top \nabla^2 f(x)(y-x) \leq M^2/16 \). Consequently, for \( \|\lambda\|_2 \leq M/4 \), a Taylor expansion with a Lagrange remainder gives
\[
A(\theta + (\nabla^2 A(\theta))^{-1/2} \lambda) - A(\theta) - ((\nabla^2 A(\theta))^{-1/2} \lambda)^\top \nabla A(\theta)
= \frac{1}{2} \lambda^\top (\nabla^2 A(\theta))^{-1/2} \cdot \nabla^2 A(\xi) \cdot (\nabla^2 A(\theta))^{-1/2} \lambda,
\]
where \( \xi \) lies on the line segment between \( \theta \) and \( \theta + (\nabla^2 A(\theta))^{-1/2} \lambda \). Consequently, we have
\[
(\xi - \theta)^\top \cdot \nabla^2 A(\theta) \cdot (\xi - \theta) \leq \lambda^\top (\nabla^2 A(\theta))^{-1/2} \cdot \nabla^2 A(\theta) \cdot (\nabla^2 A(\theta))^{-1/2} \lambda = \|\lambda\|_2^2 \leq \frac{M^2}{16},
\]
and therefore \( \nabla^2 A(\xi) \preceq 4\nabla^2 A(\theta) \). Plugging it back into (34) establishes the boundedness of (33), as well as the finiteness of \( A(\theta + (\nabla^2 A(\theta))^{-1/2} \lambda) \), or equivalently, \( \theta + (\nabla^2 A(\theta))^{-1/2} \lambda \in \Theta \).

### B.2 Proof of Lemma 3.8

For \( X_1, \ldots, X_n \sim \mathcal{N}(0, \Sigma) \) and \( n \geq d \), it is well known that the empirical covariance \( \hat{\Sigma}_n \) follows a Wishart distribution \( W_d(\Sigma/n, n) \), where the density of \( W_d(V, n) \) is given by
\[
f_{V,n}(X) = \frac{\det(X)^{(n-d-1)/2} \exp(-\text{Tr}(V^{-1} X)/2)}{2^{nd/2} \det(V)^{n/2} \Gamma_d(n/2)},
\]
where \( \Gamma_d(x) = \pi^{d(d-1)/4} \prod_{i=1}^d \Gamma(x - (i - 1)/2) \) is the multivariate Gamma function, and \( \Gamma(x) = \int_0^\infty t^{x-1} e^{-t} dt \) is the usual Gamma function. After some algebra, we have
\[
D_{KL}(W_d(\Sigma/n, n) || W_d(\Sigma/(n + m), n + m))
= \frac{d}{2} \left( m - (n + m) \log \left( 1 + \frac{m}{n} \right) + \log \frac{\Gamma_d((n + m)/2)}{\Gamma_d(n/2)} - \frac{m}{2} \psi_d \left( \frac{n}{2} \right) \right),
\]
where \( \psi_d(x) = \frac{d}{dx} [\log \Gamma_d(x)] \) is the multivariate digamma function. Note that the above KL divergence (35) does not depend on \( \Sigma \); we denote it by \( f(n, m, d) \).

By (3), it suffices to establish an upper bound of \( f(n, m, d) \). Applying infinite Taylor series to \( \log \Gamma_d(x) \) at \( x = n/2 \) yields
\[
\log \Gamma_d \left( \frac{n + m}{2} \right) = \log \Gamma_d \left( \frac{n}{2} \right) + \frac{m}{2} \psi_d \left( \frac{n}{2} \right) + \sum_{t=2}^\infty \frac{1}{t!} \left( \frac{m}{2} \right)^t \psi^{(t-1)}(\frac{n}{2})
= \log \Gamma_d \left( \frac{n}{2} \right) + \frac{m}{2} \psi_d \left( \frac{n}{2} \right) + \sum_{t=2}^\infty \frac{1}{t!} \left( \frac{m}{2} \right)^t \sum_{k=1}^d \psi^{(t-1)} \left( \frac{n - k + 1}{2} \right),
\]
where \( \psi^{(t-1)}(x) = \frac{d^{t-1}}{dx^{t-1}} [\log \Gamma(x)] \) is the polygamma function. For any \( t \geq 2 \) and \( x \geq 1 \), the following inequality holds for the polygamma function [AS64, Equation 6.4.10]:
\[
\left| \psi^{(t-1)}(x) - (-1)^t \frac{(t-2)!}{x^{t-1}} \right| \leq \frac{(t-1)!}{x^t}.
\]
As a result, for the following modification
\[
g(n, m, d) \triangleq \frac{d}{2} \left( m - (n + m) \log \left( 1 + \frac{m}{n} \right) + m \sum_{k=1}^d \sum_{t=2}^\infty \frac{(-1)^t}{2t(t-1)} \left( \frac{m}{n - k + 1} \right)^{t-1} \right),
\]
it holds that

\[ |f(n, m, d) - g(n, m, d)| \leq \sum_{k=1}^{d} \sum_{t=2}^{\infty} \frac{1}{t!} \left( \frac{m}{n} \right)^t \cdot \frac{(t-1)!}{[(n-k+1)/2]^t} \]

\[ = \sum_{k=1}^{d} \sum_{t=2}^{\infty} \frac{1}{t} \left( \frac{m}{n-k+1} \right)^t \]

\[ \leq d \cdot \sum_{t=2}^{\infty} \frac{1}{2} \left( \frac{2m}{n} \right)^t \leq \frac{4dm^2}{n^2}, \tag{37} \]

where we have used the assumption \( n \geq 4 \max\{m, d\} \).

Next we establish an upper bound of \( g(n, m, d) \). Using the identity

\[ h(x) \triangleq \frac{(1 + x) \log(1 + x) - x}{x} = \sum_{t=2}^{\infty} \frac{(-1)^t x^{t-1}}{t(t-1)} \]

and some algebra, we have

\[
g(n, m, d) = -\frac{dm}{2} h \left( \frac{m}{n} \right) + \frac{m}{2} \sum_{k=1}^{d} h \left( \frac{m}{n-k+1} \right) = \frac{m}{2} \sum_{k=1}^{d} \left[ h \left( \frac{m}{n-k+1} \right) - h \left( \frac{m}{n} \right) \right].
\]

Note that for \( x \in [0, 1] \), we have

\[ h'(x) = \frac{x - \log(1 + x)}{x^2} \in \left[ 0, \frac{1}{2} \right], \]

we conclude that

\[
g(n, m, d) \leq \frac{m}{2} \sum_{k=1}^{d} \frac{1}{2} \left[ \frac{m}{n-k+1} - \frac{m}{n} \right] \leq \frac{md}{2} \cdot \frac{2md}{n^2} = \frac{m^2 d^2}{n^2}. \tag{38} \]

Finally, by (37), (38) and (3), we conclude that

\[
\|L(\hat{\Sigma}_n) - L(\hat{\Sigma}_{n+m})\|_{TV} \leq \sqrt{\frac{f(n, m, d)}{2}} \leq \frac{2md}{n}.
\]

For the claim that \( S_{n+m} \) follows the uniform distribution on the set \( A = \{ U \in \mathbb{R}^{d \times (n+m)} : UU^\top = I_d \} \), we need the following auxiliary definitions and results. A topological group is a group \((G, +)\) with a topology such that the operation \(+ : G \times G \to G\) is continuous. A (right) group action of \( G \) on \( X \) is a function \( \phi : X \times G \to X \) such that \( \phi(x, g)g' = \phi(x, gg') \) and \( \phi(x, e) = x \), where \( e \) is the identity element of \( G \). A group action is called transitive if for every \( x, x' \in A \), there exists some \( g \in G \) such that \( \phi(x, g) = x' \). A group action is called proper if for any compact \( K \subseteq X \) and \( x \in X \), the map \( \phi_x : G \to X \) with \( g \mapsto \phi(x, g) \) satisfies that \( \phi_x^{-1}(K) \subseteq G \) is compact. The following lemma is useful.

**Lemma B.1** (Chapter 14, Theorem 25 of [Roy88]). Let \( G \) be a locally compact group acting transitively and properly on a locally compact Hausdorff space \( X \). Then there is a unique (up to multiplicative factors) Baire measure on \( X \) which is invariant under the action of \( G \).
Now for the claimed result, it is easy to verify that (a proper version of) $S_{n+m}$ always takes value in $A$, assuming $n + m \geq d$. To show that $S_{n+m}$ is uniform on $A$, note that for any orthogonal matrix $V \in \mathbb{R}^{(n+m)\times(n+m)}$, it is easy to verify
\[
[X_1, \cdots, X_{n+m}] = [X_1, \cdots, X_{n+m}]V.
\]
Denote the RHS by $[Y_1, \cdots, Y_{n+m}]$, we also have $\widehat{\Sigma}_{n+m}(Y^{n+m}) = \widehat{\Sigma}_{n+m}(X^{n+m})$. Consequently,
\[
S_{n+m}(X^{m+n}) \cdot V = [(n + m)\widehat{\Sigma}_{n+m}(X^{n+m})]^{-1/2}[Y_1, Y_2, \cdots, Y_{n+m}]
= [(n + m)\widehat{\Sigma}_{n+m}(Y^{n+m})]^{-1/2}[Y_1, Y_2, \cdots, Y_{n+m}]
\overset{d}{=} [(n + m)\widehat{\Sigma}_{n+m}(X^{n+m})]^{-1/2}[X_1, X_2, \cdots, X_{n+m}] = S_{n+m}(X^{m+n}),
\]
meaning that the distribution of $S_{n+m}$ is invariant with right multiplication of an orthogonal matrix. Let $G$ be the orthogonal group $O(n + m)$, the map $\phi : A \times G \to A$ with $\phi(U, V) = UV$ is a group action of $G$ on $A$. This action is transitive as for any $U, U' \in A$, we could add more rows to $U, U'$ to obtain $\bar{U}, \bar{U}' \in G$, and then $V = \bar{U}^\top \bar{U}' \in G$ maps $U$ to $U'$. This action is also proper as $G$ itself is compact. Hence, Lemma B.1 below shows that $S_{n+m}$ is uniformly distributed on $A$.

B.3 Proof of Lemma 3.10

The proof of Lemma 3.10 is a simple consequence of several known results. First, Basu’s theorem claims that $\overline{X}_n$ and $\widehat{\Sigma}_n$ are independent. Second, the computation in Example 3.1 shows
\[
\|\mathcal{L}(\overline{X}_n) - \mathcal{L}(\overline{X}_{n+m})\|_{TV} \leq \frac{m\sqrt{d}}{n}.
\]
Finally, as $\widehat{\Sigma}_n \sim \mathcal{W}_d(\Sigma/(n - 1), n - 1)$ again follows a Wishart distribution, the proof of Lemma 3.8 shows that
\[
\|\mathcal{L}(\widehat{\Sigma}_n) - \mathcal{L}(\widehat{\Sigma}_{n+m})\|_{TV} \leq \frac{2md}{n - 1}.
\]
In conclusion, we have
\[
\|\mathcal{L}(\overline{X}_n, \widehat{\Sigma}_n) - \mathcal{L}(\overline{X}_{n+m}, \widehat{\Sigma}_{n+m})\|_{TV} \leq \|\mathcal{L}(\overline{X}_n) - \mathcal{L}(\overline{X}_{n+m})\|_{TV} + \|\mathcal{L}(\widehat{\Sigma}_n) - \mathcal{L}(\widehat{\Sigma}_{n+m})\|_{TV}
\leq \frac{3md}{n - 1}.
\]

For the distribution of $S_{n+m}$, it is clear that (a proper version of) $S_{n+m}$ always takes value in $A$, and we show that the distribution of $S_{n+m}$ is invariant with proper group actions in $A$. Consider the set
\[
G = \{V \in \mathbb{R}^{(n+m)\times(n+m)} : VV^\top = I_{n+m}, V1 = 1\}
\]
with the usual matrix multiplication. We show that $G$ is a group: clearly $I_{n+m} \in G$; for $V, V' \in G$, it is clear that $VV'1 = V1 = 1$ and therefore $VV' \in G$; for $V \in G$, it holds that $V^{-1}1 = V^{-1}V1 = 1$ and thus $V^{-1} \in G$. Next we show that the action $\phi : A \times G \to A$ with $\phi(U, V) = UV$ is a group action on $A$, and it suffices to show that $UV \in A$. This is true as $(UV)(UV)^\top = UVV^\top U^\top = UU^\top = I_d$, and $UV1 = U1 = 0$. This group action is also transitive: for any $U, U' \in A$, we may properly add rows to them and obtain $\bar{U}, \bar{U}' \in O(n + m)$, where one of the added rows is a scalar multiple of $1^\top$. 
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which is feasible as $U\mathbf{1} = \mathbf{0}$. Consequently, the matrix $V = \tilde{U}^{-1} \tilde{U}' \in \mathcal{O}(n + m)$ maps $U$ to $U'$, and also $\mathbf{1}^\top$ to $\mathbf{1}^\top$; hence $V \in G$. Finally, we show that any group action of $G$ on $S_{m+n}$ does not change the distribution of $S_{m+n}$. To see this, for any $V \in G$ we have

$$[X_1, \cdots, X_{n+m}] \overset{d}{=} [X_1, \cdots, X_{n+m}]V,$$

$$\bar{X}_{n+m}([X_1, \cdots, X_{n+m}]V) = \bar{X}_{n+m}([X_1, \cdots, X_{n+m}]),$$

$$\bar{\Sigma}_{n+m}([X_1, \cdots, X_{n+m}]V) = \bar{\Sigma}_{n+m}([X_1, \cdots, X_{n+m}]).$$

Therefore, following the same arguments as in Example 3.7 we arrive at the desired invariance, and the uniform distribution of $S_{m+n}$ is a direct consequence of Lemma B.1.

**B.4 Proof of Lemma 4.8**

For any subset $S \subseteq [n + m]$ with $|S| = m$, let $P_S$ be the distribution of $(Z_1, \cdots, Z_{n+m})$ when the samples $(Y_1, \cdots, Y_m)$ are placed in the index set $S$ of the pool $(Z_1, \cdots, Z_{n+m})$. Then it is clear that $P_{\text{mix}} = \mathbb{E}[P_S]$, with $S$ uniformly distributed on all size-$m$ subsets of $[n + m]$. To compute the $\chi^2$-divergence where the first distribution is a mixture, the following identity holds [IS12]:

$$\chi^2\left(P_{\text{mix}}, P^{\otimes(n+m)}\right) = \mathbb{E}_{S,S'} \left[ \int \frac{dP_S dP_{S'}}{dP^{\otimes(n+m)}} \right] - 1,$$

where $S'$ is an independent copy of $S$. By the independence assumption, we have

$$\frac{dP_S}{dP^{\otimes(n+m)}}(z_1, \cdots, z_{n+m}) = \prod_{i \in S} \frac{dQ}{dP}(z_i),$$

and consequently

$$\int \frac{dP_S dP_{S'}}{dP^{\otimes(n+m)}} = \mathbb{E}_P \left[ \prod_{i \in S} \frac{dQ}{dP}(z_i) \prod_{i \in S'} \frac{dQ}{dP}(z_i) \right]$$

$$= \prod_{i \in S \cap S'} \mathbb{E}_P \left[ \left( \frac{dQ}{dP}(z_i) \right)^2 \right] \cdot \prod_{i \in S \Delta S'} \mathbb{E}_P \left[ \frac{dQ}{dP}(z_i) \right]$$

$$= (1 + \chi^2(Q, P))^{|S \cap S'|}.$$

It remains to upper bound the expectation with respect to the random variable $|S \cap S'|$. Note that $|S \cap S'|$ follows the hypergeometric distribution with parameter $(n + m, m, m)$, which corresponds to sampling without replacement. The counterpart for sampling with replacement corresponds to a Binomial distribution $\mathcal{B}(m, \frac{m}{n+m})$, and the following lemma shows that the latter dominates the former in terms of the convex order:

**Lemma B.2.** [Hoc63, Theorem 4] Let the population be $\mathcal{C} = \{c_1, \cdots, c_N\}$. Let $X_1, \cdots, X_n$ denote random samples without replacement from $\mathcal{C}$ and $Y_1, \cdots, Y_n$ denote random samples with replacement. If $f(\cdot)$ is convex, then

$$\mathbb{E} \left[ f \left( \sum_{i=1}^n X_i \right) \right] \leq \mathbb{E} \left[ f \left( \sum_{i=1}^n Y_i \right) \right].$$
Applying Lemma B.2 to the convex function \( x \mapsto (1 + \chi^2(Q, P))^x \) yields
\[
E_{S, S'}[(1 + \chi^2(Q, P))^{S \cap S'}] \leq E[(1 + \chi^2(Q, P))^{B(m, m/(n+m))}]
= \left( E[(1 + \chi^2(Q, P))^{\text{Bern}(m/(n+m))}] \right)^m
= \left( 1 + \frac{m}{n+m} \chi^2(Q, P) \right)^m,
\]
as desired.

**B.5 Proof of Lemma 4.9**

Note that in the proof of Theorem 4.2, we have
\[
\|P_{\text{mix}}(X_{n/2}) - P_{\otimes (n/2+m)}\|_{TV} \leq \sqrt{\frac{m^2}{n}} \chi^2(\hat{P}_n(X_{n/2}), P).
\]
Since the TV distance is always upper bounded by one, the following upper bound is also true:
\[
\|P_{\text{mix}}(X_{n/2}) - P_{\otimes (n/2+m)}\|_{TV} \leq \sqrt{\frac{m^2}{n}} \cdot \left( \chi^2(\hat{P}_n(X_{n/2}), P) \wedge n \right).
\]
Consequently, taking the expectation over \( X_{n/2} \) leads to the claim.

**B.6 Proof of Lemma 4.15**

First we note that
\[
\chi^2\left( \mathcal{N}(\hat{\theta}_{n,j}, 1), \mathcal{N}(\theta_j, 1) \right) = \exp \left( (\hat{\theta}_{n,j} - \theta_j)^2 \right) - 1,
\]
By the triangle inequality,
\[
E|\hat{\theta}_{n,j} - \theta_j| \leq E \left| \hat{\theta}_{n,j} - \frac{1}{n} \sum_{i=1}^{n} X_{i,j} \right| + E \left| \frac{1}{n} \sum_{i=1}^{n} X_{i,j} - \theta_j \right|
\leq \sqrt{\frac{C \log n}{n}} + \sqrt{\frac{2}{n \pi}} = O \left( \sqrt{\frac{\log n}{n}} \right). \quad (39)
\]
Moreover, it is straightforward to verify that \( |\hat{\theta}_{n,j} - \theta_j| \) is \((1/n)\)-Lipschitz with respect to \((X_{1,j}, \cdots, X_{n,j})\).
Therefore, the Gaussian Lipschitz concentration (see, e.g. [BLM13, Theorem 10.17]) gives that
\[
\mathbb{P} \left( |\hat{\theta}_{n,j} - \theta_j| \geq E|\hat{\theta}_{n,j} - \theta_j| + t \right) \leq \exp \left( -\frac{nt^2}{2} \right) \quad (40)
\]
for any \( t \geq 0 \). Hence, combining (39) and (40), we conclude that \( |\hat{\theta}_{n,j} - \theta_j| = O(\sqrt{\log(n)}/n) \) holds with probability at least \( 1 - (nd)^{-2} \), and therefore
\[
E \left[ \chi^2\left( \mathcal{N}(\hat{\theta}_{n,j}, 1), \mathcal{N}(\theta_j, 1) \right) \wedge n \right] \leq 2 \cdot E[(\hat{\theta}_{n,j} - \theta_j)^2] + \frac{1}{nd},
\]
where we have used that \( e^x \leq 1 + 2x \) whenever \( x \in [0, 1] \). Summing over \( j \in [d] \) and using the property of the soft-thresholding estimator \( \sup_{\theta \in \Theta} E[||\hat{\theta} - \theta||^2_2] = O(s\log d/n) \) gives the claimed result.
B.7 Proof of Lemma 4.17

For the first claim, note that for Poisson models, we have

\[ \chi^2 \left( \text{Poi}(\hat{\lambda}_{n,j}), \text{Poi}(\lambda_j) \right) = \exp \left( \frac{(\hat{\lambda}_{n,j} - \lambda_j)^2}{\lambda_j} \right) - 1. \]

Consequently, for \( \lambda_j = 1/(n^2 \log n) \), we have

\[ \mathbb{E} \left[ \chi^2 \left( \text{Poi}(\hat{\lambda}_{n,j}), \text{Poi}(\lambda_j) \right) \right] \geq \left[ \exp \left( \frac{(1/n - \lambda_j)^2}{\lambda_j} \right) - 1 \right] \cdot \mathbb{P}(\hat{\lambda}_{n,j} = 1/n) \]

\[ = \Omega(n) \cdot e^{-n\lambda_j n \lambda_j} = \Omega \left( \frac{1}{\log n} \right) \gg \frac{1}{n}, \]

establishing the first claim.

For the second claim, note that conditioning on \( X_{n/2} \),

\[ D_{\text{KL}} \left( \mathcal{L}(\hat{T}_{n/2+m}) \Vert \mathcal{L}(T_{n/2+m}) \right) = \sum_{j=1}^{d} D_{\text{KL}} \left( \text{Poi}(n \lambda_j/2 + m \hat{\lambda}_{n,j}) \Vert \text{Poi}((n/2 + m) \lambda_j) \right) \]

\[ \leq \sum_{j=1}^{d} m^2 (\hat{\lambda}_{n,j} - \lambda_j)^2 \]

where we have used \( D_{\text{KL}}(\text{Poi}(\lambda_1) \Vert \text{Poi}(\lambda_2)) = \lambda_2 - \lambda_1 + \lambda_1 \log(\lambda_1/\lambda_2) \leq (\lambda_1 - \lambda_2)^2 / \lambda_2 \). Hence,

\[ \mathbb{E}_{X_{n/2}} \left[ D_{\text{KL}} \left( \mathcal{L}(\hat{T}_{n/2+m}) \Vert \mathcal{L}(T_{n/2+m}) \right) \right] \leq \frac{dm^2}{(n/2 + m)n/2} \leq \frac{4dm^2}{n^2}, \]

and the TV distance satisfies

\[ \| \mathcal{L}(\hat{X}_{n+m}) - \mathcal{L}(X_{n+m}) \|_{\text{TV}} = \mathbb{E}_{X_{n/2}} \left[ \| \mathcal{L}(\hat{T}_{n/2+m}) - \mathcal{L}(T_{n/2+m}) \|_{\text{TV}} \right] \]

\[ \leq \mathbb{E}_{X_{n/2}} \left[ \sqrt{\frac{1}{2} D_{\text{KL}} \left( \mathcal{L}(\hat{T}_{n/2+m}) \Vert \mathcal{L}(T_{n/2+m}) \right) \right] \]

\[ \leq \sqrt{\frac{1}{2} \mathbb{E}_{X_{n/2}} \left[ D_{\text{KL}} \left( \mathcal{L}(\hat{T}_{n/2+m}) \Vert \mathcal{L}(T_{n/2+m}) \right) \right] \]

\[ \leq \frac{m\sqrt{2d}}{n}. \]

B.8 Proof of Lemma 5.7

The upper bound result is easy. The \( m = O(n/\sqrt{k}) \) upper bound is a consequence of the general product Poisson model considered in Example 4.16. For the \( m = O(\sqrt{n}) \) upper bound, we consider the sufficient statistic \( T_n = \sum_{i=1}^{n} X_i \sim \prod_{j=1}^{k} \text{Poi}(np_j) \), and simply apply the sufficiency-based algorithm to \( \hat{T}_{n+m} = T_n \). Since

\[ D_{\text{KL}}(\mathcal{L}(T_{n+m}) \Vert \mathcal{L}(T_n)) = \sum_{j=1}^{k} D_{\text{KL}}(\text{Poi}((n + m)p_j) \Vert \text{Poi}(np_j)) \leq \sum_{j=1}^{k} \frac{(mp_j)^2}{np_j} = \frac{m^2}{n}, \]
where the last identity crucially makes use of the identity $\sum_{j=1}^{k} p_j = 1$, this procedure works.

Next we show that sample amplification is impossible when $m = \omega(n/\sqrt{k})$ and $k = O(n)$. Note that this implies that $m = \omega(\max\{n/\sqrt{k}, \sqrt{n}\})$ is impossible in general, for the $k > n$ case is always not easier than the $k = n$ case. To prove the above claim, w.l.o.g. we assume that $k = 2k_0$ is even, and consider the following parametric submodel:

$$p_\theta = \prod_{j=1}^{k_0} \text{Poi} \left( \frac{1}{k} + \theta_j \right) \times \text{Poi} \left( \frac{1}{k} - \theta_j \right), \quad \theta \in \Theta \triangleq \left[ -\frac{1}{k}, \frac{1}{k} \right]^{k_0}.$$  

Clearly $p_\theta$ is a parametric submodel, by setting $p_{2j-1} = 1/k + \theta_j$ and $p_{2j} = 1/k - \theta_j$ in the original model. This submodel is a product model, thus we could apply the result of Theorem 5.5 after we have verified Assumption 4. Note that when $\theta, \theta'$ arbitrarily vary in $[-1/k, 1/k]$, the range of $H^2 \left( \text{Poi} \left( \frac{1}{k} + \theta \right) \times \text{Poi} \left( \frac{1}{k} - \theta \right), \text{Poi} \left( \frac{1}{k} + \theta' \right) \times \text{Poi} \left( \frac{1}{k} - \theta' \right) \right)$ is $[0, \Theta(1/k)]$, so Assumption 4 is fulfilled when $k \leq cn$ for a small constant $c > 0$. Consequently, Theorem 5.5 establishes the desired bound $m = O(n/\sqrt{k})$.

B.9 Proof of Lemma 5.9

For the first inequality, note that for a large $C_0 > 0$, both $Z_1 \leq C_0$ and $\max_{2 \leq j \leq d} Z_j \geq \sqrt{2 \log d} - C_0$ hold with probability at least 0.99. When both events hold, we have

$$\exp(t(t + Z_1)) \leq \exp(t(t + C_0)),$$

$$\sum_{j=2}^{d} \exp(t Z_j) \geq \exp(t(\sqrt{2 \log d} - C_0)).$$

Consequently, for $C = 3C_0$ with $C_0 > 0$ large enough, we have

$$p_d(\sqrt{2 \log d} - C) \leq 0.01 + \frac{\exp((\sqrt{2 \log d} - 3C_0)(\sqrt{2 \log d} - 2C_0))}{\exp((\sqrt{2 \log d} - 3C_0)(\sqrt{2 \log d} - C_0))} = 0.01 + \exp\left(-C_0(\sqrt{2 \log d} - 3C_0)\right) < 0.1.$$

For the second inequality, note that Jensen’s inequality yields that

$$p_d(t) \geq \mathbb{E}_{Z_1} \left[ \frac{\exp(t(t + Z_1))}{\exp(t(t + Z_1)) + \sum_{j=2}^{d} \mathbb{E}[\exp(t Z_j)]} \right]$$

$$\geq \mathbb{E}_{Z_1} \left[ \frac{\exp(t(t + Z_1))}{\exp(t(t + Z_1)) + d \exp(t^2/2)} \right].$$

Again, with probability at least 0.99 we have $Z_1 \geq -C_0$, and therefore for $t = \sqrt{2 \log d} + 2C_0$,

$$p_d(t) \geq 0.99 \times \frac{\exp(t(t - C_0))}{\exp(t(t - C_0)) + d \exp(t^2/2)}$$

$$= 0.99 \times \frac{1}{1 + \exp((t^2/2 + (t - 2C_0)^2/2 - (t - C_0))$$

$$= 0.99 \times \frac{1}{1 + \exp(-C_0 \cdot \sqrt{2 \log d})} > 0.9,$$
for \( C_0 > 0 \) large enough.

For the last claim, consider any \( s < d/2 \). Let \( d_0 \triangleq \lfloor d/s \rfloor \geq 2 \), and consider the product prior \( \mu^\otimes s \) to \( s \) blocks each of dimension \( d_0 \). In other words, we set exactly one of the first \( d_0 \) coordinates of the mean vector to \( t \) uniformly at random, and do the same for the next \( d_0 \) coordinates, and so on. Clearly the resulting mean vector is always \( s \)-sparse. Writing \( \theta = (\theta_1, \cdots, \theta_s) \) with each \( \theta_i \in \mathbb{R}^{d_0} \), let the loss function be

\[
L(\theta, \hat{\theta}) = 1 \left( \sum_{j=1}^{s} 1(\theta_j \neq \hat{\theta}_j) \geq N \right),
\]

with an integer \( N \) to be specified later. Then in each block, we reduce to the case \( s = 1 \), and the error probability for this block is \( 1 - p_{d_0}(\sqrt{n} \cdot t) \) for sample size \( n \). Moreover, the errors in different blocks are independent. Consequently,

\[
r_B(\mathcal{P}, n, \mu, L) - r_B(\mathcal{P}, n + m, \mu, L) \\
= \mathbb{P}(B(s, 1 - p_{d_0}(\sqrt{n} \cdot t)) \geq N) - \mathbb{P}(B(s, 1 - p_{d_0}(\sqrt{n + m} \cdot t)) \geq N). \tag{41}
\]

Finally, again by the properties of \( p_d(\cdot) \) summarized in Lemma 5.9 and the pigeonhole principle, for \( m = \lfloor cn/\sqrt{s \log d_0} \rfloor \), we could always find some \( t > 0 \) such that \( p_{d_0}(\sqrt{n + m} \cdot t) - p_{d_0}(\sqrt{n} \cdot t) = \Omega_c(1/\sqrt{s}) \), with both quantities in \([0.1, 0.9]\). Now choosing

\[
N = \left\lfloor \frac{s(1 - p_{d_0}(\sqrt{n} \cdot t))}{2} + \frac{s(1 - p_{d_0}(\sqrt{n + m} \cdot t))}{2} \right\rfloor
\]

with the above choice of \( t \), the Bayes risk difference will be lower bounded by \( \Omega_c(1) \) by a similar argument to the proof of Theorem 5.4. Now by (41) and Lemma 5.1, we see that \( n = \Omega(\sqrt{s \log(d/s)}) \) and \( m = O(n/\sqrt{s \log(d/s)}) \) are necessary for sample amplification.

**B.10 Proof of Lemma 5.11**

The following results are the key to the proof of Lemma 5.11, which we will assume for now and prove in the subsequent sections.

**Lemma B.3.** For \( D_n = \text{diag}(\lambda_1, \cdots, \lambda_d) \), the following identities hold for the estimator \( \hat{\Sigma}_n \):

\[
\mathbb{E}[\ell(\Sigma, \hat{\Sigma}_n)] = \sum_{j=1}^{d} \left[ (n + d + 1 - 2j)\lambda_j - \log \lambda_j - \mathbb{E} \left[ \log \chi^2_{n-j+1} \right] \right] - d, \tag{42}
\]

\[
\text{Var}(\ell(\Sigma, \hat{\Sigma}_n)) = \sum_{j=1}^{d} \left[ 2(n + d + 1 - 2j)\lambda_j^2 - 4\lambda_j + \psi'( \frac{n + 1 - j}{2} ) \right], \tag{43}
\]

where \( \chi^2_m \) denotes the chi-squared distribution with \( m \) degrees of freedom, and \( \psi'(x) \) is the polygamma function of order 1. In particular, when \( n \geq 2d \), the following inequalities hold:

\[
\left| \mathbb{E}[\ell(\Sigma, \hat{\Sigma}_n)] - \left( g(n + 1 - d, d) + \sum_{j=1}^{d} h((n + d + 1 - 2j)\lambda_j) \right) \right| \leq \frac{5d}{n}, \tag{44}
\]

\[
\text{Var}(\ell(\Sigma, \hat{\Sigma}_n)) \leq \frac{16d^2}{n^2} + \sum_{j=1}^{d} \frac{4((n + d + 1 - 2j)\lambda_j - 1)^2}{n} \tag{45}
\]
where the functions $g$ and $h$ are given by (13) and
\[ h(u) \triangleq u - \log u - 1. \] (46)

**Lemma B.4.** For the function $h$ in (46) and $u_1, \cdots, u_d \in \mathbb{R}_+$, it holds that
\[ \sum_{j=1}^{d} h(u_j) \geq \frac{1}{8} \min \left\{ \sum_{j=1}^{d} (u_j - 1)^2, \sqrt{\sum_{j=1}^{d} (u_j - 1)^2} \right\}. \] (47)

Returning to the proof of Lemma 5.11, the first claim is a direct application of (44) and (45). For the second claim, let $D_n = \text{diag}(\lambda_1, \cdots, \lambda_d)$, and
\[ V \triangleq \sum_{j=1}^{d} ((n + d + 1 - 2j)\lambda_j - 1)^2. \]

Then by (44), (45) and Lemma B.4, we have
\[ \mathbb{E}[\ell(\Sigma, \hat{\Sigma}_n)] \geq g(n + 1 - d, d) + \frac{V \wedge \sqrt{V}}{8} - \frac{5d}{n}. \]

Meanwhile, the variance satisfies
\[ \sqrt{\text{Var}(\ell(\Sigma, \hat{\Sigma}_n))} \leq \frac{4d}{n} + 2 \sqrt{\frac{V}{n}}. \]

Note that for $n, d$ larger than a constant depending only on $C_1$, we always have
\[ \frac{d}{n} + \frac{V \wedge \sqrt{V}}{8} \geq 2C_1 \sqrt{\frac{V}{n}}. \]

Therefore, for $n, d = \Omega(1)$ large enough, the above inequalities implies
\[ \ell(\Sigma, \hat{\Sigma}) \geq g(n + 1 - d, d) + C_1 \left( \sqrt{\text{Var}(\ell(\Sigma, \hat{\Sigma}_n))} - \frac{4d}{n} \right) - \frac{6d}{n}, \]
establishing the second claim.

For the last statement, note that
\[ \frac{\partial g(u, v)}{\partial u} = \frac{\log(u + 2v) + \log(v)}{2} - \log(u + v) = \frac{1}{2} \log \left( \frac{u(u + 2v)}{(u + v)^2} \right) \leq - \frac{v^2}{2(u + v)^2}, \]
the intermediate value theorem then implies that
\[ g(n + 1 - d, d) - g(n + m + 1 - d, d) \geq m \cdot \min_{u \in [n+1-d, n+m+1-d]} \frac{d^2}{2(u + d)^2} \geq \frac{md^2}{13n^2}. \]
B.11 Proof of Lemma B.3

We first recall the well-known Bartlett decomposition: for the lower triangular matrix $L_n = (L_{ij})_{i \geq j}$, the random variables $\{L_{ij}\}_{i \geq j}$ are mutually independent, with

$$L_{ij} \sim \mathcal{N}(0, 1), \quad i > j; \quad L_{jj}^2 \sim \chi^2_{n+1-j}, \quad j \in [d].$$

For $\Sigma = I_d$ and $\hat{\Sigma}_n = L_n D_n L_n^T$, simple algebra gives

$$\ell(\Sigma, \hat{\Sigma}_n) = \sum_{j=1}^d \left( \sum_{i \geq j} \lambda_j L_{ij}^2 - \log \lambda_j - \log L_{jj}^2 - 1 \right).$$

Consequently, the identity (42) follows from the above Bartlett decomposition. This identity was also obtained in [JS61].

For the identity (43) on the variance, by the mutual independence we have

$$\text{Var}(\ell(\Sigma, \hat{\Sigma}_n)) = \sum_{j=1}^d \sum_{i \geq j} \lambda_j^2 \cdot \text{Var}(L_{ij}^2) + \sum_{j=1}^d \text{Var}(\log L_{jj}^2) - 2 \sum_{j=1}^d \lambda_j \cdot \text{Cov}(L_{jj}^2, \log L_{jj}^2). \quad (48)$$

Next we evaluate each term of (48). Clearly $\text{Var}(L_{ij}^2) = \mathbb{E}[Z^4] - \mathbb{E}[Z^2]^2 = 2$ for $i > j$ and $Z \sim \mathcal{N}(0, 1)$. For the other random variables, we need to recall the following identity for $\chi^2_m$:

$$\Lambda(t) \equiv \log \mathbb{E}[(\chi^2_m)^t] = t \log 2 + \log \Gamma \left( \frac{m}{2} + t \right) - \log \Gamma \left( \frac{m}{2} \right). \quad (49)$$

Based on (49), we have

$$\text{Var}(L_{jj}^2) = (n + 1 - j)(n + 3 - j) - (n + 1 - j)^2 = 2(n + 1 - j).$$

Moreover, differentiating $\Lambda(t)$ at $t = 0$ gives

$$\mathbb{E}[\log \chi^2_m] = \Lambda'(0) = \log 2 + \psi \left( \frac{m}{2} \right), \quad (50)$$

$$\mathbb{E}[(\log \chi^2_m)^2] - (\mathbb{E}[\log \chi^2_m])^2 = \Lambda''(0) = \psi' \left( \frac{m}{2} \right). \quad (51)$$

Note that (51) leads to

$$\text{Var}(\log L_{jj}^2) = \psi' \left( \frac{n + 1 - j}{2} \right).$$

Finally, differentiating $\Lambda(t)$ at $t = 1$ gives that

$$\mathbb{E}[L_{jj}^2 \log L_{jj}^2] = \mathbb{E}[L_{jj}^2] \cdot \left( \log 2 + \psi \left( \frac{n + 1 - j}{2} + 1 \right) \right)$$

$$= (n + 1 - j) \left( \log 2 + \psi \left( \frac{n + 1 - j}{2} + 1 \right) \right),$$

and hence the identity $\psi(x + 1) = \psi(x) + x^{-1}$ for the digamma function together with (50) leads to

$$\text{Cov}(L_{jj}^2, \log L_{jj}^2) = 2.$$
Therefore, plugging the above quantities in (48) gives the identity (43).

Next we prove the remaining inequalities when \( n \geq 2d \). For (44), note that (42) gives an identity (together with (50))

\[
\mathbb{E}[\ell(\Sigma, \hat{\Sigma}_n)] - \left( g(n + 1 - d, d) + \sum_{j=1}^{d} h((n + d + 1 - 2j)\lambda_j) \right) \\
= \sum_{j=1}^{d} \left( \log(n + d + 1 - 2j) - \log 2 - \psi \left( \frac{n + 1 - j}{2} \right) \right) - g(n + 1 - d, d).
\]

Since \(|\psi(x) - \log(x)| \leq 1/x\) for all \( x \geq 1 \), replacing \( \psi(\cdot) \) by \( \log(\cdot) \) in the above expression only incurs an absolute difference at most

\[
\sum_{j=1}^{d} \frac{2}{n + 1 - j} \leq 2 \int_{0}^{d} \frac{dx}{n - x} = 2 \log \left( 1 + \frac{d}{n - d} \right) \leq \frac{4d}{n}.
\]

For the remaining terms, it is not hard to verify that

\[
g(n + 1 - d, d) = \int_{0}^{d} \log \frac{n + 1 - d + 2x}{n + 1 - d + x} dx.
\]

As \( x \mapsto \log(n + 1 - d + 2x) - \log(n + 1 - d + x) \) is increasing on \([0, \infty)\), we have

\[
0 \leq g(n + 1 - d, d) - \sum_{x=0}^{d-1} \log \frac{n + 1 - d + 2x}{n + 1 - d + x} \leq \log \frac{n + 1 - d + 2d}{n + 1 - d + d} \leq \frac{d}{n}.
\]

Now (44) follows from a combination of the above inequalities.

For the inequality (45), we complete the square of (43) to obtain

\[
\text{Var}(\ell(\Sigma, \hat{\Sigma}_n)) = \sum_{j=1}^{d} \frac{2((n + d + 1 - 2j)\lambda_j - 1)^2}{n + d + 1 - 2j} + \sum_{j=1}^{d} \left( \psi' \left( \frac{n + 1 - j}{2} \right) - \frac{2}{n + d + 1 - 2j} \right) \\
\leq \frac{4}{n} \sum_{j=1}^{d} ((n + d + 1 - 2j)\lambda_j - 1)^2 + \sum_{j=1}^{d} \left( \psi' \left( \frac{n + 1 - j}{2} \right) - \frac{2}{n + d + 1 - 2j} \right).
\]

To handle the second sum, note that [AS64, Equation 6.4.10] gives \(|\psi'(x) - x^{-1}| \leq x^{-2}\) for \( x \geq 1 \). Therefore, the second term has an absolute value at most

\[
\sum_{j=1}^{d} \left[ \frac{2d}{(n + 1 - j)(n + d + 1 - 2j)} + \left( \frac{2}{n + 1 - j} \right)^2 \right] \leq d \cdot \left[ \frac{2d}{(n/2)^2} + \left( \frac{2}{n/2} \right)^2 \right] \leq \frac{16d^2}{n^2}.
\]

**B.12 Proof of Lemma B.4**

Note that when \( 0 < u \leq 2 \), Taylor expansion of \( h(\cdot) \) at \( u = 1 \) gives

\[
h(u) \geq \frac{(u - 1)^2}{2} \min_{\theta \in [0, 2]} h''(\theta) = \frac{(u - 1)^2}{8}.
\]
For $u > 2$, we have $u - 1 \geq \log_2 u > 10/7 \cdot \log u$, and therefore

$$h(u) = u - \log u - 1 \geq \frac{3(u - 1)}{10}.$$ 

Therefore, in both cases we have

$$h(u) \geq \frac{1}{8} \min \{(u - 1)^2, |u - 1|\}.$$

To prove (47), let $J \triangleq \{j \in [d] : |u_j - 1| \leq 1\}, S \triangleq \sum_{j=1}^{d} (u_j - 1)^2$. Using the above inequality, we have

$$\sum_{j=1}^{d} h(u_j) \geq \frac{1}{8} \sum_{j \in J} (u_j - 1)^2 + \frac{1}{8} \sum_{j \notin J} |u_j - 1|$$

$$\geq \frac{1}{8} \sum_{j \in J} (u_j - 1)^2 + \frac{1}{8} \sqrt{\sum_{j \notin J} (u_j - 1)^2}$$

$$\geq \frac{1}{8} \min_{x \in [0,8]} \left(x + \sqrt{S - x}\right)$$

$$= \frac{1}{8} \min \{S, \sqrt{S}\},$$

which is precisely (47).
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