Solvable model for quantum criticality between Sachdev-Ye-Kitaev liquid and disordered Fermi liquid
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We propose a simple solvable variant of the Sachdev-Ye-Kitaev (SYK) model which displays a quantum phase transition from a fast-scrambling non-Fermi liquid to disordered Fermi liquid. Like the canonical SYK model, our variant involves a single species of Majorana fermions connected by all-to-all random four-fermion interactions. The phase transition is driven by a random two-fermion term added to the Hamiltonian whose structure is inspired by proposed solid-state realizations of the SYK model. Analytic expressions for the saddle point solutions at large number $N$ of fermions are obtained and show a characteristic scale-invariant behavior of the spectral function below the transition which is replaced by a $\sim |\omega|^{-1/2}$ singularity exactly at the critical point. These results are confirmed by numerical solutions of the saddle point equations and discussed in the broader context of the field.

I. INTRODUCTION

Sachdev-Ye-Kitaev model has an exactly solvable model of a non-Fermi liquid connected to quantum gravity theories through the holographic principle. The SYK model and its variant show intriguing behaviors as well as unexpected relations to seemingly unrelated areas of physics, ranging from strongly correlated fermions to quantum chaos, quantum information theory, random matrix theory, many-body localization and wormhole dynamics. Several proposals for experimental realizations of the SYK model have been given, which raises prospects for testing these ideas in a laboratory.

The standard SYK model is controlled by a single dimensionless parameter (the strength of interactions $J$ divided by temperature $T$) and remains in the same phase for all its values. An interesting class of models seeks to modify the SYK Hamiltonian such that it undergoes a transition to another phase by tuning a control parameter. Banerjee and Altman introduced an SYK model with coupling to a set of “auxiliary fermions” which exhibits a quantum phase transition from the non-Fermi liquid SYK phase to a disordered Fermi liquid as the ratio of the number of SYK fermions to the number of auxiliary fermions is tuned. Bi et al. considered a model with modified structure of four-fermion coupling constants which likewise undergoes a phase transition out of the SYK liquid as a dimensionless parameter characterizing this structure is tuned. These studies are inherently important because they elucidate the limits of stability of the SYK liquid and show how it relates to other more conventional quantum phases of interacting fermions. Understanding these relations is clearly essential for all future attempts to experimentally realize the SYK model.

In this work we propose an extension of the SYK model achieved by including a random bilinear term in the Hamiltonian, whose structure is inspired by experimental considerations. This additional term leads to a tunable non-Fermi liquid to Fermi liquid (nFL/FL) transition similar in some ways to the one seen in Banerjee-Altman model. The advantage of our model is that it is possible to observe such a transition without introducing an additional flavor of fermions. In addition, the scaling form of the spectral function can be obtained analytically for the model directly at the critical point.

In the following we define our model and discuss the physics that drives the nFL/FL phase transition. We then obtain the saddle point equations for the fermion propagator in the limit of large number $N$ of fermions and analytically extract the low-energy scaling behavior on both sides of the phase transition and at the critical point. We numerically solve the saddle point equations and confirm the validity of the low-energy scaling forms obtained analytically.

II. MODEL

We extend the canonical SYK model for $N$ Majorana fermions by introducing a random bilinear term as follows

$$H = \sum_{i<j} K_{ij} \chi_i \chi_j + \sum_{i<j<k<l} J_{ijkl} \chi_i \chi_j \chi_k \chi_l.$$  (1)

Here $J_{ijkl}$ denote real coupling constants drawn from a Gaussian random distribution with $\mathbb{E}(J_{ijkl}) = 0$ and $\mathbb{E}(J_{ijkl}^2) = 3! J^2 / N^3$. The form of the bilinear coupling $K_{ij}$ is inspired by proposed experimental realizations of the SYK model in solid-state systems, where the randomness in $J_{ijkl}$ and $K_{ij}$ arises from the disordered spatial structure of the single-particle wavefunctions of the zero modes which comprise the active Majorana degrees of freedom. Following Ref. we take

$$K_{ij} = -i\mu \sum_{m=1}^{2M} (a_i^m \overline{b}_j^m - b_i^m \overline{a}_j^m)$$  (2)

where $a_i^m$, $b_j^m$ are random Gaussian independent variables such that $\mathbb{E}(a_i^m) = \overline{b}_j^m = 0$ and $\mathbb{E}(a_i^m a_j^m) = \overline{b}_i^m \overline{b}_j^m = \delta_{ij} \delta^{mn}$ as well as $a_i^m b_j^m = 0$ which implies $K^2 = N K_{ij}^2 = \mu^2 / 16p$ if we define

$$p = M/N.$$  (3)
In the above overline denotes the average over Gaussian distribution.

As noted in Ref. [13] model defined by Eq. (1) exhibits a phase transition already at the non-interacting level (i.e. when \( J = 0 \)). In this case the single-particle energy spectrum is given by the eigenvalues of the hermitian matrix \( K_{ij} \) defined in Eq. (4). The key observation is that quantities \( a^{\alpha}_{n} \) and \( b^{\alpha}_{n} \) can be viewed as \( N \)-component vectors in index \( i \) and are, for large \( N \), approximately orthogonal to each other. As a result, the rank of the matrix \( K_{ij} \) is close to \( 4M \). When \( 4M < N \) the matrix is rank-deficient and, as a result, has \((N-4M)\) zero modes. One can further demonstrate [22] that its other eigenvalues cluster around \( \pm \mu/8p \). For \( p < p_c = 1/4 \) the zero-mode manifold is separated from the rest of the spectrum by a gap \( \Delta \). When interactions are turned on for \( p < p_c \) one might expect that they transform the degenerate manifold of states at zero energy into a SYK liquid. This is intuitively clear for weak interactions \( J \ll \Delta \) where one can focus on the zero modes and note that the low energy theory becomes a canonical SYK model for \((N-4M)\) Majorana fermions in the zero-mode manifold. As \( p \) approaches \( p_c \) the gap closes and the intuitive argument given above fails. In the opposite limit, \( p \gg p_c \), the matrix elements \( K_{ij} \) become Gaussian-distributed by virtue of the central limit theorem. The non-interacting phase is then a disordered gapless Fermi liquid with a semicircle spectral density. In this limit it is easy to show that interactions constitute an irrelevant perturbation. One therefore expects a phase transition, as a function of increasing parameter \( p \), from the SYK liquid to disordered Fermi liquid in this model.

The model defined by Eqs. (1) and (2) can be solved, in the large-\( N \) limit, by the saddle-point expansion technique developed for the original SYK model [9]. Averaging over random variables \( a^{\alpha}_{n} \), \( b^{\alpha}_{n} \) that enter the definition of \( K_{ij} \) involves an extra step that has been described in Ref. [13]. That study however considered only the non-interacting model. Here we give the solution for the full interacting model. Details of the calculation are outlined in Appendix A. The resulting Matsubara frequency Schwinger-Dyson equation for the fermion propagator \( G(\tau) = iN \sum_{n} (\tau \chi(n) \chi(0)) \) reads

\[
G^{-1}(i\omega_n) = -i\omega_n - \Sigma(i\omega_n) \tag{4}
\]

where the self-energy is given by

\[
\Sigma(i\omega_n) = \Sigma_f(i\omega_n) + 4pK^2 \frac{G(i\omega_n)}{4p - K^2G(i\omega_n)^2} \tag{5}
\]

The interaction part of the self energy

\[
\Sigma_f(\tau) = J^2G(\tau)^3 \tag{6}
\]

is the same as in the original Majorana SYK model.

III. PROPERTIES OF THE MODEL

A. The non-interacting case

We briefly summarize the properties of the non-interacting model. The non-interacting problem, obtained by taking

\[
J = 0 \text{ in Eq. (6), has a simple solution} \text{ in the large-} N \text{ limit. Dropping} \Sigma_f \text{ equations (4) and (5) can be combined into a single cubic equation for the propagator in the frequency domain}
\]

\[
i\omega K^2G^3 + (1 - 4p)K^2G^2 + 4ip\omega G - 4p = 0. \tag{7}
\]

For \( p < 1/4 \), the energy spectrum has a gap with a degenerate manifold of zero modes. Contribution of these zero modes to the spectral density is given by \( \rho(\omega) = (1 - 4p)\delta(\omega) \). As \( p \) increases, the gap gradually closes until a phase transition occurs at \( p = p_c = 1/4 \). At the transition the spectral function shows the \( A(\omega) \sim \omega^{-1/3} \) scaling. For \( p > 1/4 \) the spectrum remains gapless and approaches the semicircle distribution for large \( p \).

While the Matsubara formalism is useful for analytical calculations we turn to the Keldysh technique, formulated directly in the real time domain, to obtain numerical solutions of the large-\( N \) saddle point equations. It allows us to easily extract the spectral function (without the need to analytically continue from imaginary time) and the numerical solution converges rapidly which is important when interactions are included. In the Keldysh picture propagator \( G \) becomes at \( 2 \times 2 \) matrix with elements \( G_{s,s'} \) where \( s \) represents the
For $G$ in order to obtain the scaling form of $\sigma$ the rest of the spectrum. For weak interaction strength the spectral function asion of the above cubic equation (7) reads

\[- \omega K^2 (\sigma^2 G)^3 + K^2 (1 - 4p)(\sigma^2 G)^2 + 4p \omega \sigma^2 G - 4p = 0, \tag{8}\]

where $\sigma^2$ acts in the $s$-$s'$ space. Once the solution is obtained, matrix $G$ contains $G^T, G^<, G^T$ and $G^>$ as its elements. The retarded Green’s function can then be obtained as $G^R(\omega) = G^T(\omega) - G^< (\omega)$ which allows us to compute the spectral function $A(\omega) = -2i \text{Im} G^R(\omega)$. Fig. 1 shows numerical solutions of Eq. (8) for different values of parameter $p$. These agree with the discussion given below Eq. (7).

B. Interacting regime

We observed a degenerate manifold of zero modes in the non-interacting regime for $p < p_c$ separated by a gap from the rest of the spectrum. For weak interaction strength $J$ we can focus on the zero-mode manifold and disregard the rest of the spectrum. The effective low-energy model is then simply an SYK Hamiltonian for the Majorana modes comprising the zero-mode manifold. We thus expect the $\delta$-function in the spectral density to broaden due to interactions and form a low-energy SYK liquid. Above the non-interacting transition point ($p > p_c$) the single-particle spectrum is gapless. In this case weak four-fermion interactions are known to be irrelevant and we thus expect the interacting system to form a disordered Fermi liquid in this regime.

In the two limits discussed above and at the transition ($p = p_c$) it is possible to analytically extract the low energy scaling behavior of the fermion propagator from Eqs. (11). In the following, we show that these results indeed confirm the expectations based on the general arguments presented above and we further support these findings by full numerical solutions of the large-$N$ saddle point equations in Keldysh picture.

1. Scaling behavior at the transition, $p = p_c = 1/4$

For $p = 1/4$, where we observed the transition for the non-interacting system, Eqs. (4) and (5) reduce to

\[-i \omega - \Sigma_J(i \omega) + \frac{1}{G(i \omega)} \left(1 - \frac{1}{K^2 G^2(i \omega)}\right)^{-1} = \frac{1}{G(i \omega)}. \tag{9}\]

In order to obtain the scaling form of $G(i \omega)$, we make a power law ansatz of the form

\[G(i \omega) \sim \omega^{-\alpha}. \tag{10}\]

For $\alpha > 0$ we can always go to sufficiently low frequency that $1 / K$ holds. We can then expand the denominator to first order in $1 / (K G)^2$ and obtain

\[i \omega \simeq \frac{1}{K^2 G^2(i \omega)} - \Sigma_J(i \omega). \tag{11}\]

Given the power law ansatz (10), we would like to extract the scaling form of the SYK self energy defined in Eq. (6). To this end we write the Fourier transform $G(\tau) = \int d \omega e^{-i \omega \tau} G(i \omega)$. Using a simple result

\[\int d \omega e^{-i \omega \tau \omega^{-\alpha}} \sim \tau^{(\alpha - 1)} \tag{12}\]

we find that the frequency dependence assumed in Eq. (10) transforms to $G(\tau) \sim \tau^{(\alpha - 1)}$. Eq. (9) then implies $\Sigma_J(\tau) \sim \tau^{3(\alpha - 1)}$ and the inverse Fourier transform finally leads to $\Sigma_J(i \omega) \sim \omega^{2 - 3\alpha}$. We can now rewrite Eq. (11) as

\[\omega \simeq A \omega^{3\alpha} + B \omega^{2 - 3\alpha} \tag{13}\]

where we absorbed all prefactors into constants $A$ and $B$. This equation has a solution for $\alpha = 1/3$. Therefore, at $p = p_c$ we expect $G \sim \omega^{-1/3}$. Remarkably, at the critical point, the scaling form of the propagator is unchanged by the interactions even though $\Sigma_J$ enters with the same power in Eq. (13) as the non-interacting contribution. Interactions are exactly marginal at the non-interacting critical point.

2. Deep in non-Fermi liquid phase, $p \ll p_c$

We expect the zero modes to broaden into an SYK peak with $G \sim |\omega|^{-1/2}$ when $p \ll p_c$. In order to see this, we note that in the low-frequency limit we can neglect $p$ in the denominator of Eq. (5) which then reduces to

\[\Sigma(i \omega) \simeq \Sigma_J(i \omega) - 4p \frac{1}{G(i \omega)}. \tag{14}\]

If we take $J = 0$ for a moment, we observe that the expression above combined with Dyson’s equation (3) simplify to

\[G(i \omega) = -\frac{1 - 4p}{i \omega}. \tag{15}\]

which gives the spectral density $\rho(\omega) = (1 - 4p) \delta(\omega)$ after analytic continuation. This is the degenerate manifold of zero modes expected in the absence of interactions.

Now we turn on the interactions ($J > 0$) and investigate how $\Sigma_J$ scales for low frequencies given Eq. (15). We find that $G(\tau) \sim \tau^0$ for $\tau \to \infty$ which implies that $\Sigma_J(\tau) \sim \tau^0$ as $\tau \to \infty$. We can compare this to the second term $\Sigma_K(\omega) = -4p / G(i \omega)$ in Eq. (14) which is the contribution to the self energy $\Sigma$ due to the bilinear term in Hamiltonian (1). The latter scales as $\Sigma_K(\tau) \sim \tau^{-2}$, and is therefore dominated by $\Sigma_J \sim \tau^0$ at long times. We therefore conclude that interactions are relevant and the manifold of zero modes turns into an SYK liquid where the low energy solution, characterized by the inverse square root singularity, is well known.
FIG. 2. Low-frequency scaling behavior of the spectral function $A(\omega)$ for various values of $p$. Other parameters $K = J$ and $T = 0.0003J$ are fixed. Analytically obtained scaling forms are shown by dashed lines. For $p < 1/4$ spectral function tends to $A(\omega) \sim \omega^{-1/2}$, characteristic of the SYK model. At the nFL/FL transition (green) where $p = 1/4$ we confirm that $A(\omega) \sim \omega^{-1/3}$ in accord with the prediction. Above the transition $A(\omega)$ tends to a frequency-independent constant as expected for disordered Fermi liquid.

3. Deep in disordered Fermi liquid phase, $p \gg p_c$

For large $p \gg p_c$, the self energy in Eq. (5) reduces to

$$\Sigma(i\omega) \simeq \Sigma_J(i\omega) + K^2G(i\omega)$$

(16)

If we take $J = 0$ and ignore $\Sigma_J$, the exact solution is available for it becomes a simple quadratic equation in $G(i\omega)$ and the low energy limit of the solution is given by $G(i\omega) = i\text{sgn}(\omega)/K$. This implies $G(\tau) \sim 1/\tau$ for $\tau \to \infty$. As we turn on interactions, we find $\Sigma_J(\tau) = J^2G^3(\tau) \sim 1/\tau^3$ which implies $\Sigma_J(i\omega) \sim \omega^2$, irrelevant at low frequencies compared to the second term in Eq. (16). We conclude that for large $p$ the bilinear term dominates and the spectral function becomes a semicircle characteristic of disordered Fermi liquid shown in Fig. [1]. Interactions have no significant effect in this limit.

C. Numerical results

To confirm the approximate analytical results given above and to extend them beyond the low-frequency regime we solve the Keldysh version of the large-$N$ saddle point equations (4-6) by numerical iteration. The Keldysh saddle point equations are derived in Appendix B and the details of our numerical procedure are described in Appendix C. Fig. [1] shows the numerically calculated spectral functions for various values of parameter $p$ over the full range of frequencies while Fig. [2] focuses on the low-frequency scaling limit. These results are in excellent agreement with analytical scaling forms derived in the preceding subsection and confirm that the phase transition survives the inclusion of strong interactions which transform the gapped phase with degenerate ground state manifold into the SYK non-Fermi liquid.

IV. SUMMARY AND CONCLUSIONS

We proposed an extension of the Sachdev-Ye-Kitaev model which exhibits a quantum phase transition from a non-Fermi liquid state to a disordered Fermi liquid tuned by a dimensionless parameter $p$ which, in essence, controls the rank of the hermitian matrix in the part of the Hamiltonian that is bilinear in fermion operators. The large-$N$ saddle point equations for the model can be solved analytically in three limiting cases which establishes the existence of two distinct stable phases in the model as well as the scale-invariant behavior at the critical point. These conclusions are confirmed in detail by numerical solutions of the Keldysh version of the saddle point equations.

The nFL phase that occurs for $p < p_c$ has an effective description as a canonical SYK model with $N(1 - p/p_c)$ fermions separated by a gap from the rest of the spectrum. Although we have not computed the out-of-time order correlator for the model we expect the nFL phase to saturate the upper bound on the Lyapunov exponent $\lambda \leq 2\pi T$ just like the Banerjee-Altman model. The $p < p_c$ phase is therefore expected to be a fast-scrambling, maximally chaotic nFL. Above the transition we found interactions to be irrelevant and therefore expect this phase to be slow-scrambling, non-chaotic Fermi liquid. For $p \gg p_c$ case (Eq.[16]) it has been shown that $\lambda \leq 2\pi T$ does not saturate the chaos bound and vanishes below a critical temperature $T^*$. The model, therefore, shows a phase transition from fast to slow scrambling dynamics in what is perhaps the simplest possible setting.

Several extensions of our model are possible and potentially interesting. The model can be formulated in higher dimensions by coupling islands described by Hamiltonian via four-fermion couplings as in Ref. [20]. Such a system is then expected to show quantum chaos propagation with a characteristic “butterfly velocity” in its chaotic phase and exhibit a transition to non-chaotic phase as $p$ exceeds the critical value. Another obvious extension is to formulate the model with complex fermions as in Refs. [3] and [8]. Complex-fermion SYK model exhibits richer behavior because it permits the addition of the chemical potential term to control fermion density. The phase transition observed in the Majorana version of the model studied in this work could show further interesting behavior as a function of density.
ACKNOWLEDGEMENTS

We thank E. Altman, E. Berg, Chengshu Li, É. Lantagne-Hurtubise, E. Nica, A. Nocera and S. Plugge for numerous discussions. The authors acknowledge support from NSERC and CIFAR. The work reported here was inspired by conversations held at The Aspen Center for Physics (M.F.) whose hospitality we would like to acknowledge.

APPENDIX

A. Large-\(N\) solution via imaginary-time path integral

We follow the standard procedure outlined in Ref. [4] the so called \(G\)-\(\Sigma\) formalism, which leads to saddle point equations for the fermion propagator and the self energy that become asymptotically exact in the limit of large number of fermions \(N\). As the first step we reformulate the problem defined by Hamiltonian (1) as an imaginary time path integral for the partition function

\[
Z = \int \mathcal{D}[\phi] e^{-S}\n\]

where the action reads

\[
S[\phi] = \int d\tau \left[ \frac{1}{2} \sum_i \chi_i \partial_i \chi_i - i \mu \sum_{ijm} a^m_i b^m_j \chi_i \chi_j + \sum_{ijkl} J_{ijkl} \chi_i \chi_j \chi_k \chi_l \right].
\]

To decouple the random variables \(a^m_i\) and \(b^m_j\) we employ the identity

\[
\int \mathcal{D}[\psi^a, \psi^b] \exp \left(-i \mu \int d\tau \sum_m \psi^a_m \psi^b_m \right) = 1
\]

where \(\psi^a_m\) and \(\psi^b_m\) are auxiliary Grassman variables. After change of variables \(\psi^a_m \to \psi^a_m + \sum_i a^m_i \chi_i\) and \(\psi^b_m \to \psi^b_m + \sum_j b^m_j \chi_j\) we
It is now straightforward to perform the Gaussian average over the random variables which leads to an action that is bi-local in time variable

\[
S = \int d\tau \left[ \frac{1}{2} \chi_i \partial_\tau \chi_i + i\mu (\psi_a^m \psi_b^m - a_i^m \psi_b^m \chi_i + b_j^m \psi_a^m \chi_j) + \sum_{ijkl} J_{ijkl} \chi_i \chi_j \gamma \right].
\]  \hspace{1cm} (18)

More details on the steps above can be found in Ref. [13]. We next introduce propagators for fermionic degrees of freedom using bosonic path integral identities \( \int \mathcal{D}[\Sigma] \exp \left( -\frac{1}{2} \Sigma(\tau, \tau') \left[ G(\tau, \tau') - \frac{1}{N} \sum_i \chi_i(\tau) \chi_i(\tau') \right] \right) = 1 \) and \( \int \mathcal{D}[\Omega] \exp \left( -MN\Omega^{\alpha \beta}(\tau, \tau') \left[ F^{\alpha \beta}(\tau, \tau') - \frac{1}{2N} \sum_m \psi_a^m(\tau) \psi_b^m(\tau') \right] \right) = 1 \) where \( \Sigma \) and \( \Omega \) act as Lagrange multipliers and have physical interpretation as fermion self energies. After integrating out fermions we obtain the saddle-point action

\[
S = \frac{N}{2} \text{tr} \log [-\partial_\tau + \Sigma] + M \text{tr} \log [\mu \sigma^\mu + \Omega] + \int d\tau d\tau' \left[ \frac{N}{2} \Sigma G + M \Omega^{\alpha \beta} F^{\beta \alpha} + 2K^2M(F^{aa} + F^{bb})G - \frac{J^2}{8NG^4} \right].
\]  \hspace{1cm} (19)

where we suppressed temporal dependence for the sake of brevity. Indices \( \alpha, \beta \) take values \( a, b \) and summation over repeated indices is assumed. We note that except for the last term, which incorporates the effect of interactions, the action (19) has the same form as the action derived in Appendix A of Ref. [13].

Varying the action with respect to the self energies gives the two Dyson equations,

\[
G(i\omega_n) = 1 - \Sigma(i\omega_n) \hspace{1cm} \text{(20)}
\]

\[
\sum_{\gamma} F^{\alpha \gamma}(i\omega_n) \left( \mu \sigma_\gamma^\mu + \Omega^{\beta \gamma}(i\omega_n) \right) = -\delta^{\alpha \beta}. \hspace{1cm} (21)
\]

Varying with respect to the propagators yields the saddle-point equations for self energies,

\[
\Sigma(\tau, \tau') = J^2G(\tau, \tau') - 2\mu^2K^2G(\tau, \tau') \hspace{1cm} (22)
\]

\[
\Omega^{\alpha \beta}(i\omega_n) = -2K^2\delta^{\alpha \beta}G(\tau). \hspace{1cm} (23)
\]

Notice that \( \Omega^{\alpha \beta} = \Omega \delta_{\alpha \beta} \) is diagonal according to Eq. (23) where we defined \( \Omega = -2K^2G \). This ensures that \( F^{aa} = F^{bb} \equiv F \) which can be seen by explicitly writing (21) as a matrix product. Then equation (21) can be simplified to

\[
F(\mu^2 - \Omega^2) = \Omega \hspace{1cm} (24)
\]

which can be seen by explicitly writing out the matrix product.

Substituting \( \Omega = -2K^2G \) we then obtain

\[
F = -\frac{G}{2(4\mu^2 - K^2G^2)}. \hspace{1cm} (25)
\]

Finally substituting this into Eq. (22) (notice the repeated indices) we obtain the self-energy expression (5) to be solved in combination with equation (20). Note that from (22) we defined \( \Sigma_f(\tau, \tau') = J^2G(\tau, \tau') \).

### B. Keldysh Path Integral

To derive the Keldysh version of large-\( N \) saddle point equations we follow Ref. [13]. (For an introduction to Keldysh formalism see e.g. Ref. [35].) We write down the Keldysh path integral for Hamiltonian \( \mathcal{H} \) and disorder-average the partition function \( \mathcal{Z} \) over Gaussian random variables of the model. This process is almost identical to the disorder averaging of SYK models in Matsubara formalism \( \mathcal{Z} \). The non-standard form of the bilinear coupling \( K_{ij} \) is handled in a fashion nearly identical to Appendix A above. Disorder averaged Keldysh path integral is given by

\[
\mathcal{Z} = \int \mathcal{D}[\chi, \psi] e^{iS}, \hspace{1cm} (26)
\]

where the action reads
Writing the contour integral \( \int d\tau \) in terms of forward and backward real time branches we find

\[
iS = \sum_{ss'} \int dt dt' \left\{ \frac{i}{2} \sum_i \chi_{st}^i \sigma_a \delta(t-t') \delta(t) - \mu \sigma_z \sum_m \delta_{tt'} \psi_{a,m}^m \psi_{b,m}^m \right. \\
+ ss' \frac{K^2}{N} \sum_{\alpha} \left( \sum_m \psi_{\alpha,m}^m \psi_{\alpha,m}^m \right) \left( \sum_i \chi_{st}^i \chi_{st}^i \right) \\
+ \frac{N}{2} \chi_{st}^i \chi_{st}^i \\
+ \left. + \left( G^t_{ss'} - \frac{i}{N} \right) \right\}
\]

where we introduced bosonic path integral identities \( \int D[G, \Sigma] \exp \left( \frac{N}{2} \sum_{ss'} \int dtt' \Sigma_{tt'} \left[ G^t_{ss'} - \frac{i}{N} \sum_i \chi_{st}^i \chi_{st}^i \right] \right) = 1 \) and \( \int D[\Omega, \Sigma] \exp \left( M \sum_{ss'} \int dtt' \left[ (F^t_{ss'})^2 + 2K^2 ss' N (G^t_{ss'})^3 \right] \right) = 1 \). As in the Matsubara case, \( \Sigma \) and \( \Omega \) act as Lagrange multipliers and can be thought of as self energies. Gaussian integration over the fermionic degrees of freedom yields

\[
iS = \frac{N}{2} \text{tr} \log A + M \text{tr} \log B \\
+ \sum_{ss'} \int dt dt' \left\{ \frac{N}{2} \Sigma_{tt'} G^t_{ss'} + M \left[ \Omega^t_{ss'} F^t_{\alpha \beta} \right] - \\ \\
\right. \\
+ \left. \frac{J^2}{8N^2} \right. \]

where we defined

\[
A_{st,s't'} = -i^2 \left( \sigma_z \delta(t-t') \delta(t) - \Sigma_{tt'} \right) \quad (29) \\
B_{at,bs't'} = i \left( \Omega^a_{ss'} \delta(t-t') \delta(t) \right) \quad (30)
\]

The saddle point equations are obtained after following functional derivatives and Fourier transforms

\[
\frac{\delta S}{\delta \Sigma_{tt',tt''}} = 0, \quad \frac{\delta S}{\delta \Omega_{tt',tt''}} = 0, \quad \frac{\delta S}{\delta G_{tt',tt''}} = 0.
\]

The following then must be valid at saddle point

\[
\sum_{\alpha,\gamma} F^\alpha_{ss'}(\omega) \left( \Omega^\alpha_{ss'}(\omega) + \mu \sigma_\gamma \sigma_{\gamma \beta} \right) + \delta_{ss'} = 0 \quad (33)
\]

\[
G_{ss'}(\omega) = \left( \sigma_z \delta(t-t') \delta(t) - \Sigma_{tt'} \right) = 0 \quad (34)
\]

\[
\frac{1}{2} \sum_{tt'} - \frac{J^2}{2} ss' (G^t_{ss'}(\omega))^3 + 2K^2 M ss' (F^t_{\alpha \beta})^2 = 0 \quad (35)
\]

\[
\frac{K^2}{N} \sum_{tt'} \left[ \Omega^t_{ss'} \delta_{tt'} + 2K^2 ss' G^t_{ss'} \delta_{tt'} \right] = 0 \quad (36)
\]

Equation (36) tells us that \( \Omega^a_{ss'} = \delta_{a,b} \Omega_{ss'} \) is diagonal. It follows that \( F = F^{aa} = F^{bb} \), similar to Matsubara case in

\[
G^K(\omega) = 2i \text{tanh} \left( \frac{\beta(\omega)}{2} \right) \text{Im} G^K(\omega). \quad (43)
\]
In the Keldysh formalism the Green’s function $G$ has the following matrix structure\textsuperscript{13}

$$
G = \begin{pmatrix} G^T & G^< \\ G^> & G^\bar{T} \end{pmatrix} = \begin{pmatrix} G_{++} & G_{+-} \\ G_{-+} & G_{--} \end{pmatrix}
$$  \hspace{1cm} (44)

where $G^T$ and $G^\bar{T}$ are the time ordered and anti-time ordered Green’s functions, respectively. $G^<$ and $G^>$ are the lesser and the greater Green’s functions. These four quantities are not independent; by construction, they are related by $G^T + G^\bar{T} = G^< + G^>$. Their relation to the Keldysh Green’s function is given by $G^K = G^< + G^>$, while the retarded Green’s function $G^R$ is given by $G^R = G^T - G^<$ from which we can obtain the spectral functions $A = -2\text{Im}G^R$

\section{C. Numerical Solution}

We solve the Keldysh saddle point equations (41,42) iteratively using a discrete real-time/frequency array of matrices of the form (44) for the Green’s functions $G$. Non-interacting equations of motion (8) can be solved by direct iteration in real frequency space. However, the interacting case $J > 0$, requires switching between real time and frequency representations at each step of iteration as described in the following.

Starting with an ansatz for $G[i]$ where $i$ is the iteration index, we first compute $[\Sigma J(t)]_{ss'} = J^2 ss'(G_{ss'}(-t))^3$ after inverse Fourier transforming $G(\omega)$. We next Fourier transform $\Sigma J(t)$ to substitute in (41) and compute the total self energy $\Sigma[i]$ in the frequency representation. We then mix the new Green’s function which we compute using $\Sigma[i]$ in Eq. (42), with the one from the previous iteration $G[i]$ according to prescription

$$
G[i + 1] = \alpha \frac{1}{\omega \sigma^2 - \Sigma[i]} + (1 - \alpha) G[i],
$$  \hspace{1cm} (45)

where $\alpha$ is the mixing parameter. Fast convergence is achieved for $\alpha = 0.2$ which we use in all calculations in this work. We use FFT algorithms\textsuperscript{36} for shorter computation times and repeat this iterative procedure until the solution converges.

Since we are interested in equilibrium, we also constrain each iteration with the fluctuation-dissipation relation (43) to fix the temperature of the system.