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Abstract

We study the large deviations principle (LDP) for stationary solutions of a class of stochastic differential equations (SDE) in infinite time intervals by the weak convergence approach, and then establish the LDP for the invariant measures of the SDE by the contraction principle. We further point out the equivalence of the rate function of the LDP for invariant measures induced by the LDP for stationary solutions and the rate function defined by quasi-potential. This fact gives another view of the quasi-potential introduced by Freidlin and Wentzell.
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1. Introduction

Real world phenomena are often effected by random perturbations or under the influences of noise, random dynamical systems arise to model those problems. The stationary solution, random periodic solution, random quasi-periodic solution (see, for example [22, 19, 27, 12, 10, 13, 11]) are natural extensions correspond to the fixed point, periodic solution, quasi-periodic solution from deterministic dynamical systems to random dynamical systems, which are the fundamental concepts that describe the long time behavior of random dynamical systems. In particular, there are many phenomena with small random perturbations in nature, and small perturbations essentially influence the long time behaviour of the system in general. Following Freidlin and Wentzell’s perspective in [14], we use the LDP to characterize the long time asymptotic behavior of dynamical systems as the small random perturbation converges to zero. Therefore, it is interesting to investigate the LDP for stationary solutions, random periodic solutions and random quasi-periodic solutions in infinite time intervals with small noises.

The LDP for solutions in infinite time intervals is also an interesting problem in mathematics. The LDP for Wiener process in infinite time intervals is shown by Deuschel and Stroock (cf. Schilder’s theorem in Section 1.3 of [8]), the proof depends on the properties of the Gaussian measure. Although we can get the LDP for stationary solutions of Eq. (1.1) with additive noise by using the contraction principle, it is not feasible for multiplicative noise. The exponential tightness for stationary solutions of Eq. (1.1) with multiplicative noise in the infinite intervals plays an important role in the proof of LDP if we follow the approach of Deuschle and Stroock [8], but it is hard to obtain the exponential tightness for the lack of certain accurate estimates, such as the Fernique theorem for Gaussian measure (cf. Theorem 1.3.24 in [8]). Although, the proof of exponential tightness for non-Gaussian measures in the continuous function space is an interesting problem, unfortunately we have not found a suitable way to solve it by now.
Therefore, we use another well-known method, the weak convergence approach to prove the family of stationary solutions of Eq. (1.1) satisfies the LDP as follows. Noticing that the large deviations principle is equivalent to the Laplace principle (LP) in Polish space, it is sufficient to prove the LP by the Boué-Dupuis formula (see, for example, [3, 5, 9, 26]). This method is often referred as the weak convergence approach. Using the weak convergence approach and the Boué-Dupuis formula, the Freidlin-Wentzell type LDP for the family of solutions of SDE or SPDE driven by Wiener process in finite intervals has been re-proved (see, for example, [14, 25]). However, considering the LDP in infinite intervals, we need the Boué-Dupuis formula in infinite intervals. Since the compactness of space and the integrability of bounded functions on infinite intervals are different from those on finite intervals, we have to extend the Boué-Dupuis formula from finite intervals to infinite intervals. As far as we know, the Boué-Dupuis formula in infinite intervals has been used directly without proof in [23] by Barashkov and Gubinelli, we have to present the proof of Boué-Dupuis formula and the weak convergence approach in infinite intervals for the completeness of the present paper in Appendix A. In fact, the most difficult problem in our proof is the well-posedness with respect to the skeleton Eq. (3.1) in infinite time intervals, as we need to prove the uniqueness for the backward infinite horizon integral Eq. (5.1) for the skeleton Eq. (3.1) and construct the solution of integral equation (5.1). Besides, verifying the two conditions (cf. Condition 2.1 in Section 2.2 below) of the weak convergence approach in infinite time intervals is also quite technical.

The main purpose of this paper is to establish the LDP of stationary solutions for a class of stochastic differential equations in infinite time intervals. Moreover, since the one dimensional distribution of the stationary solution always generates an invariant measure of the SDE, here we give another illuminating view of the LDP for invariant measures by the contraction principle (cf. Section 4.2.1 in [7]). In fact, the invariant measure is unable to provide the properties for the trajectories of the dynamical systems, and there exist many systems with different dynamical behaviors but with the same invariant measure (cf. Example 4 below). By comparison, the stationary solution show more accurate information about dynamical systems, and the LDP for them will give more explicit characterization for the long time asymptotic behavior of random dynamical systems with small perturbations.

As far as we know, Freidlin and Wentzell [14], Cerrai and Röckner [6], and Brzeźniak and Cerrai [4] studied the LDP for invariant measures by taking the quasi-potential as the rate function. Moreover, it is not difficult to prove that the rate function (4.3) defined in Theorem 4.2 is equivalent to the rate function defined by quasi-potential, and the rate function (4.3) gives an natural explanation of quasi-potential. Roughly speaking, Freidlin and Wentzell [14], Cerrai and Röckner [6], and Brzeźniak and Cerrai [4] studied the LDP for invariant measures by using the result of the LDP of solutions in finite intervals and let the length of time intervals tends to infinity. It is different to our method that we directly consider the asymptotic behavior of stationary solutions for random dynamical systems in infinite intervals as perturbation converges to zero, and by using the contraction principle to get the
LDP for invariant measures. Besides, we believe that our methods to show the LDP for stationary solutions is also available to explore the LDP for random periodic solutions and random quasi-periodic solutions. We give two examples (cf. Example 2 and 3 below) to show the random periodic solutions of Eq. (3.27) (see, for example, Feng, Liu and Zhao [10]) and random quasi-periodic solutions (see, for example, Hopf [15]) of equation (3.31) satisfy the LDP, and we will research the LDP for random periodic solutions and random quasi-periodic solutions for others equation in future papers.

In this paper, we consider the stochastic differential equation as follows

\[ dX_\varepsilon = AX_\varepsilon dt + F(X_\varepsilon)dt + \sqrt{\varepsilon}B(X_\varepsilon)dW_t. \]  

(1.1)

All definitions of the symbols involved can be found later in Section 2.1.

Liu and Zhao give the representation of the stationary solution for Burgers equation with large viscosity in [19]. Under our Hypothesis 2.1, similar to the proof of [21] and [19], we have proved that there exists \( \varepsilon_0 > 0 \) such that for every \( \varepsilon \in (0, \varepsilon_0) \), the stochastic equation (1.1) exists a unique stationary solution \( X^*_\varepsilon(t, \omega) \) satisfies the following equation in \( H \) for any \( t \in \mathbb{R} \)

\[ X^*_\varepsilon(t) = \int_{-\infty}^t S_A(t-s)F(X^*_\varepsilon)\,ds + \sqrt{\varepsilon} \int_{-\infty}^t S_A(t-s)B(X^*_\varepsilon)\,dW_s, \]  

(1.2)

where \( H \) be a separable Hilbert space, which is defined in Section 2.1.

The first major conclusion as follows.

**Theorem 1.** (cf. Theorem 3.2 below) If the operators \( A, F \) and \( B \) satisfy Hypothesis 2.1, then the family of stationary solutions \( \{X^*_\varepsilon : \varepsilon > 0\} \) satisfies the LDP in \( C(\mathbb{R}; H) \) with good rate function \( I \) given in (3.23).

We could get the following result for the family of invariant measures of Eq. (1.1) satisfies the LDP by using the contraction principle.

**Theorem 2.** (cf. Theorem 4.2 below) If the operators \( A, F \) and \( B \) satisfy Hypothesis 2.1, then the family of invariant measures \( \{\nu_\varepsilon\}_{\varepsilon > 0} \) for Eq. (1.1) satisfies the LDP in \( H \), with good rate function given in (4.3).

Noticing that under Hypothesis 2.1 we actually only deal with the case where Eq. (1.1) has only one asymptotically stable fixed point for \( \varepsilon = 0 \). And even the stochastic Burgers equation and 2-dimensional Navier-Stokes on tours are all satisfies Hypothesis 2.1 (cf. Example 1, 5 below), but there are also many types of stochastic partial differential equations that do not satisfy Hypothesis 2.1 such as the stochastic wave equations. Therefore, there are many more complex and interesting cases that we might follow, such as the stochastic wave equations, random dynamical systems with random periodic solutions, random quasi-periodic solutions. In particular, the cases that the deterministic dynamical systems for \( \varepsilon = 0 \) have multiple equilibrium points (see, for example, [20]) is also an attractive problem. Furthermore, the existence of invariant measure does not imply the existence of stationary solution,
unless we consider in an extended probability space (see, for example, Arnold [1]). The asymptotic behavior for the stationary solutions in the extended probability space is also an interesting problem.

This paper is structured as follows. In Section 2 we present the basic notations and some definitions for the stationary solution, LDP and quasi-potential. We give Hypothesis 2.1 which the operators $A$, $F$ and $B$ satisfy throughout the paper and the definition for stationary solution in Section 2.1, the preliminary knowledge for LDP in Section 2.2 and the definition of quasi-potential in Section 2.3.

In Section 3 we prove the family of stationary solutions of Eq. (1.1) satisfies LDP. We use the weak convergence approach to prove the LDP for stationary solution of Eq. (1.1), and verify that the Burger’s equation satisfies the Hypothesis 2.1 in Example 1. Moreover, we state two examples to show the LDP for random periodic solutions and random quasi-periodic solutions in Example 2 and Example 3.

In Section 4, we prove the LDP for invariant measures of Eq. (1.1) in Theorem 4.2 and prove the rate function defined in Theorem 4.2 is equivalent to the rate function (2.10) defined by quasi-potential in Lemma 4.1. Moreover, we give two examples to show that the rate function (4.3) defined in Theorem 4.2 of the invariant measures is consistent with quasi-potential (see, for example, [4, 6, 14]), and the LDP of the stationary solutions can provide more dynamic information.

In Section 5, we consider the well-posedness of the skeleton equation in Section 5.1, and prove there exists a $\varepsilon_0$ such that for every $\varepsilon \in (0, \varepsilon_0)$, Eq. (1.1) exists a unique stationary solution in Section 5.2.

In Appendix A, we prove the Boué-Dupuis formula and the weak convergence approach in infinite intervals.

2. Preliminaries

2.1. Notations

Let $V$ be a reflexive Banach space, and $V^*$ be the dual space of $V$. Let $H$ be a separable Hilbert space with inner product $\langle \cdot, \cdot \rangle_H$, $H$ and its dual space $H^*$ are consistent by the Riesz isomorphism. Let $V \subset H$ continuously and densely, then $(V, H, V^*)$ is called a Gelfand triple.

Let $L(H)$ be the space of all bounded linear operators from $H$ to $H$ with the operator norm $| \cdot |_L$. Let $L_2(H)$ be the space of all Hilbert-Schmidt operators from $H$ to $H$ with Hilbert-Schmidt norm $|T|_{L_2} := \sum_{k \in \mathbb{N}} \|Ta_k\|_H^2$, where $\{a_k\}_{k \in \mathbb{N}}$ is an orthogonal basis of $H$. Let $Q$ be a trace class operator, $L_Q(H)$ is denoted by the space of linear operators $T$ such that $TQ^{1/2}$ is a Hilbert-Schmidt operator from $H$ to $H$, with the norm $|T|_{L_Q} := |TQ^{1/2}|_{L_2}$.

Let $H_0 = Q^{1/2}H$. Then $H_0$ is a Hilbert space with the inner product $\langle u, v \rangle_{H_0} = \langle Q^{-1/2}u, Q^{-1/2}v \rangle_H$, $\forall u, v \in H_0$.

Clearly, the imbedding of $H_0$ in $H$ is Hilbert-Schmidt for $Q$ is a trace class operator.
Let \( \{W(t)\}_{t \in \mathbb{R}} \) be a \( Q \)-Wiener process on \( H \) with respect to a probability space \((\Omega, \mathcal{F}^0, \mathbb{P})\), where \( \mathcal{F}^0 \) is Borel \( \sigma \)-field of \( \Omega \), \( \mathbb{P} \) is the Wiener measure on \( \Omega \). Let \( \mathcal{F} \) be the \( \mathbb{P} \)-completion of \( \mathcal{F}^0 \). Define

\[
\mathcal{F}_t^t \equiv \sigma \{ W_u - W_v : s \leq u, v \leq t \} \cup \mathcal{N}, \quad \mathcal{F}_s^t \equiv \bigvee_{s \leq t} \mathcal{F}_s^t, \quad \forall s \leq t \in \mathbb{R},
\]

where \( \mathcal{N} \) are the null sets of \( \mathcal{F} \) (see, for example, [19]).

We consider the stochastic differential equation

\[
dX = AXdt + F(X)dt + \sqrt{\varepsilon}B(X)dW_t, \tag{2.1}
\]

where \( A : V \to V^* \), \( F : V \to H \), \( B : V \to L(H) \) be progressively measurable and satisfies the following Hypothesis.

**Hypothesis 2.1.** *(i)* Assume there exist constants \( \lambda, C_0 > 0 \) such that

\[
\langle A\,u - A\,v + F(u) - F(v), u - v \rangle_V \leq -\lambda \| u - v \|_V^2 + C_0 \| u - v \|_H^2 \| u \|_V^2,
\]

and

\[
\langle A\,u + F(u), u \rangle_V \leq -\lambda \| u \|_V^2, \quad \forall u, v \in V.
\]

*(ii)* Let \( S_A(t) \) be the associated semigroup on \( H \) corresponding to \( A \), for any \( N \in \mathbb{N}^+ \), \( t_0, t \in [-N, N] \) and \( t_0 < t \), there exists constant \( C > 0 \) and \( -1 < \alpha < 0 \) such that the semi-group satisfies

\[
\left\| \int_{t_0}^t S_A(s)(F(u) - F(v))ds \right\|_H^2 \leq C(N) \int_{t_0}^t s^\alpha \| u - v \|_H^2 ds.
\]

*(iii)* The function \( B \) will not be zero operator and there exist positive constants \( \beta_0, D_0 \) such that

\[
|B(u) - B(v)|_L \leq \beta_0 \| u - v \|_H, \quad \forall u, v \in V,
\]

and

\[
|B(u)|_L \leq D_0, \quad \forall u \in V.
\]

**Remark 2.1.** *(i)* Since \( V \) imbeds to \( H \), there exists a constant \( C_1 \) such that \( C_1 \| u \|_H^2 \leq \| u \|_V^2, \forall u \in V. 

*(ii)* Let \( \beta = \beta_0 trQ \) and \( D = D_0 trQ \). It follows from \( Q \) is a trace class operator and combining Hypothesis 2.1 (iii), we could obtain that

\[
|B(u) - B(v)|_{L_Q} = |(B(u) - B(v))Q^{1/2}|_{L_2} \leq |(B(u) - B(v))|_L|Q^{1/2}|_{L_2} \leq \beta \| u - v \|_H,
\]

and

\[
|B(u)|_{L_Q} \leq |B(u)Q^{1/2}|_{L_2} \leq |B(u)|_L|Q^{1/2}|_{L_2} \leq D, \quad \forall u, v \in V.
\]

*(iii)* Let \( u(t) := S_A(t)u_0 \) be the solution of the equation \( \dot{u} = Au \) with initial value \( u_0 \), where \( \dot{u} \) be the derivative of \( u \) with respect to time \( t \), then we have the estimates

\[
\frac{1}{2} \frac{d\| u \|_H^2}{dt} = \langle u, Au \rangle_V \leq -\lambda \| u \|_V^2.
\]
Definition 2.4. (cf. [1]) A crude cocycle $A$ is a random field $\theta$ on $H$. For any $u \in H$, we get the conclusion.

Definition 2.2. (Mild solution) For any $\varepsilon, T > 0$, $\xi \in H$, an $H$-valued predictable process $X_\varepsilon(t, \omega; \xi)$, $t \in [0, T]$, is called a mild solution of Eq. (2.1) with initial value $\xi$ if

$$X_\varepsilon(t, \omega; \xi) = S_\varepsilon(t)\xi + \int_0^t S_\varepsilon(t-s)F(X_\varepsilon(s, \omega; \xi))ds + \varepsilon \int_0^t S_\varepsilon(t-s)B(X_\varepsilon(s, \omega; \xi))dW_s(\omega) \quad \mathbb{P}\text{-a.s.}$$

for each $t \in [0, T]$. In particular, the appearing integrals are well defined.

Theorem 2.3. For any $\varepsilon, T > 0$, $\xi \in H$, there exists a unique mild solution $X_\varepsilon \in C([0, T]; H)$, a.s. of Eq. (2.1) in the sense of definition 2.2.

Proof. It is obvious that the Hypothesis 2.1 satisfies the Hypothesis Eq. (2.1) in Chapter 4 of [18], which guarantees that the variational solution of Eq. (2.1) exists and is unique. Combining the Appendix F in [21], we get the conclusion. \qed

To define the stationary solution of random dynamical system, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space, $\theta : \mathbb{R} \times \Omega \to \Omega$ be a group of $\mathbb{P}$-preserving ergodic transformations on $(\Omega, \mathcal{F}, \mathbb{P})$.

Definition 2.4. (cf. [7]) A crude cocycle $(U, \theta)$ on $H$ is a $(\mathcal{B}(\mathbb{R}^+) \otimes \mathcal{B}(H) \otimes \mathcal{F}, \mathcal{B}(H))$-measurable random field $U : \mathbb{R}^+ \times H \times \Omega \to H$ with the following properties:

(i). $U (t_1 + t_2, \cdot, \omega) = U (t_2, U (t_1, \cdot, \omega), \theta (t_1, \omega))$ for fixed $t_2$, and all $t_1$, $\mathbb{P}$-a.s. (where the exceptional set $N_{t_1}$ can depend on $t_1$).

(ii). $U(0, \xi, \omega) = \xi$ for all $\xi \in H$, $\omega \in \Omega$.

Definition 2.5. An $\mathcal{F}$ measurable random variable $\nu : \Omega \to H$ is said to be a stationary solution for the crude cocycle $(U, \theta)$ if it satisfies for any $r$

$$U(\cdot, Y(r, \omega), \theta(r, \omega)) = Y(\cdot + r, \omega) = Y(\cdot, \theta(r, \omega)), \quad \text{a.s.}$$

Remark 2.2. We denote by $\theta : \mathbb{R} \times \Omega \to \Omega$ be the standard $\mathbb{P}$-preserving ergodic Wiener shift on $\Omega$, $\theta(t, \omega(s)) := \omega(t + s) - \omega(t)$, $t, s \in \mathbb{R}$. Noticing that the stationary solution defined in Definition 2.5 means that for any $r$, Eq. (2.3) holds almost surely, which is slightly different from the definition in [19] [22] needs Eq. (2.3) holds for all $r$ for all $\omega \in \Omega$ with respect to the perfect cocycle (cf. [1] [19] [22]).

We prove the unique solution of the pullback integral Eq. (5.10) be the stationary solution (in the sense of Definition 2.5), and the distribution of the solution for (5.10) generates an invariant measure. Our results about the LDP are independent of the perfect cocycle, since the LDP describes the properties of
the distribution of stochastic processes, but not the pathwise properties. Even the well-posedness of the pullback infinite horizon integral equation (5.10) is enough to show the LDP and depicts the long time asymptotic behavior of random dynamical systems with small perturbations.

Liu and Zhao [19] have proved the stationary solution for Burgers equation with additive noise by using the proof of Mattingly [21]. However, we consider Eq. (2.1) with multiplicative noise, we prove the following theorem for the completeness of the present paper in Section 5.2.

**Theorem 2.6.** There exists \( \varepsilon_0 > 0 \), for every \( \varepsilon \in (0, \varepsilon_0) \), Eq. (2.1) exists a unique stationary solution (in the sense of Definition 2.5) \( X^*_\varepsilon(t, \omega) \) for any \( t \in \mathbb{R} \)

\[
X^*_\varepsilon(t) = \int_{-\infty}^t S_A(t-s)F(X^*_\varepsilon) \, ds + \sqrt{\varepsilon} \int_{-\infty}^t S_A(t-s)B(X^*_\varepsilon) \, dW_s,
\]

(2.4)

and

\[
\sup_{t \in \mathbb{R}} \mathbb{E} \|X^*_\varepsilon(t)\|^2_H < \infty.
\]

(2.5)

2.2. Preliminary knowledge for LDP

We recall some standard definitions and results of the large deviations theory (cf. [3, 9, 7]). Let \( E \) be a Polish space, \( \{X^*_\varepsilon\} \) be a family of \( E \)-valued random variables defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). The large deviation theory concerns the exponential decay of the probability measures of rare events. The rate of such exponential decay is expressed by the rate function.

**Definition 2.7.** (Rate function). A function \( I \) mapping \( E \) to \([0, +\infty) \) is called a rate function if \( I \) is lower semi-continuous. A rate function \( I \) is called a good rate function if for each \( M < \infty \), the level set \( \{x \in E : I(x) \leq M\} \) is compact.

**Definition 2.8.** (Large deviation principle). The sequence \( \{X^*_\varepsilon\} \) is said to satisfies the LDP with rate function \( I \) if for each Borel subset \( A \) of \( E \),

\[
-\inf_{x \in A^\circ} I(x) \leq \liminf_{\varepsilon \to 0} \mathbb{E} \log \mathbb{P}(X^*_{\varepsilon} \in A) \leq \limsup_{\varepsilon \to 0} \mathbb{E} \log \mathbb{P}(X^*_{\varepsilon} \in A) \leq -\inf_{x \in \bar{A}} I(x),
\]

where \( A^\circ \) and \( \bar{A} \) are the interior and the closure of \( A \) in \( E \), respectively.

Since we can not prove the exponential tightness for stationary solutions of Eq. (2.1) with multiplicative noise in infinite intervals, which extremely depends on the properties of the Gaussian measure. We choose the weak convergence method to study the LDP of stationary solution for Eq. (2.1). Some fundamental concepts and results about the weak convergence method are stated as follows.

**Definition 2.9.** (Laplace principle). The sequence \( \{X_\varepsilon\} \) is said to satisfy the Laplace principle with a rate function \( I \) if for each bounded continuous real-valued function \( h \) defined on \( E \), we have

\[
\lim_{\varepsilon \to 0} \mathbb{E} \left\{ \sup_{x \in E} \left[ -\frac{1}{\varepsilon} h(X_\varepsilon) \right] \right\} = -\inf_{x \in E} \{h(x) + I(x)\}.
\]

(2.6)
We consider the stationary solution $X_\varepsilon^*$ of Eq. (2.1) satisfies LDP in the Polish space $E := C(\mathbb{R}; H)$ with the norm
\[
\|f\|_{C(\mathbb{R}; H)} := \|f\|_C = \sum_{k=1}^{\infty} 2^{-k} \left( \sup_{s \in [-k,k]} \|f(s)\|_H \wedge 1 \right), \quad f \in C(\mathbb{R}; H). \tag{2.7}
\]

According to Theorems 1.2.1 and 1.2.3 in Dupuis and Ellis [9], if $E$ is a Polish space and $I$ is a good rate function, then the LDP and Laplace principle are equivalent, which is the basis for the weak convergence approach. Moreover, we need the Boué-Dupuis formula in infinite intervals to prove the weak convergence approach in infinite intervals. Although the Boué-Dupuis formula in infinite intervals has been used in [23] by Barashkov and Gubinelli, for the completeness of the article, we still give the proof of Boué-Dupuis formula and the weak convergence approach in infinite intervals in Appendix A, and illustrate the results in the following.

Let
\[
A = \left\{ v : \text{ $v$ is the $H_0$-valued $\mathcal{F}_t$-predictable process and } \int_{-\infty}^{+\infty} \|v(s)\|_{H_0}^2 ds < \infty \text{ a.s.} \right\},
\]
and
\[
S_M := \left\{ v \in L^2(\mathbb{R}; H_0) : \int_{-\infty}^{\infty} \|v(s)\|_{H_0}^2 ds \leq M \right\}.
\]

It is similar to prove the set $S_M$ endowed with the weak topology is a Polish space (cf. [17], Theorem III.1'). In this paper, except for special instructions, the topology of $S_M$ is always weak topology. We also define
\[
A_M := \left\{ v \in A, \quad v(\omega) \in S_M, \quad \mathbb{P}\text{-a.s.} \right\}.
\]

We provide the sufficient condition for the Laplace principle (equivalently, the LDP), which is similar to Assumption 4.3 in [5], in the following.

**Condition 2.1.** There exists a measurable map $G^0 : C(\mathbb{R}; H_0) \to E$ such that the following hold:

(i). Let $\{v^\varepsilon : \varepsilon > 0\} \subset A_M$ for some $M < \infty$. If $v^\varepsilon$ converges to $v$ in distribution as $S_M$-valued random elements, then $G^\varepsilon(W(\cdot) + \frac{1}{\sqrt{\varepsilon}} \int_{-\infty}^{\cdot} v^\varepsilon(s) ds)$ converges to $G^0(\int_{-\infty}^{\cdot} v(s) ds)$ in distribution as $\varepsilon \to 0$.

(ii). For every $M < \infty$, the set $K_M = \{G^0(\int_{-\infty}^{\cdot} v(s) ds) : v \in S_M\}$ is a compact subset of $E$.

Similar to the proof of Budhiraja and Dupuis in [3], we prove the following result in Appendix A.2

**Theorem 2.10.** If $X_\varepsilon = G^\varepsilon(W(\cdot))$ satisfies Condition 2.1, then the family $\{X_\varepsilon : \varepsilon > 0\}$ satisfies the Laplace principle in $E$ with good rate function
\[
I(f) = \inf_{\{v \in L^2(\mathbb{R}; H_0) : f = G^0(\int_{-\infty}^{\cdot} v(s) ds)\}} \left\{ \frac{1}{2} \int_{-\infty}^{+\infty} \|v(s)\|_{H_0}^2 ds \right\}. \tag{2.8}
\]

where the infimum over an empty set is taken as $+\infty$.

In order to verify Condition 2.1 for the stationary solution $X_\varepsilon^*$ of Eq. (2.1) in space $C(\mathbb{R}; H)$, we need to consider $G^0$, which is defined as the unique solution of the skeleton equation (3.1). Furthermore, we need to prove the well-posedness with respect to Eq. (3.1) in infinite time intervals.
2.3. Definition of the quasi-potential

It is well known that [14] and [6] have proved the family of invariant measures for stochastic equations satisfies LDP with the quasi-potential as rate function. We give the definition of quasi-potential below, and compare the rate function of the LDP for invariant measures induced by the LDP for stationary solutions and the rate function defined by quasi-potential in Section 4.

For any \(-\infty \leq t_1 < t_2 \leq +\infty\) and \(v \in L^2(t_1, t_2; H_0)\), we denote by \(u_{t_1}(v)\) any solution belonging to \(C(t_1, t_2; H)\) of the control equation

\[
\frac{du}{dt} = Au + F(u) + B(u)v, \quad u(t_1) = x \in H.
\]

(2.9)

And we define the action functionals by

\[
S_{t_0, t_1}(u) := \frac{1}{2} \inf \left\{ \int_{t_0}^{t_1} \|v(t)\|^2_{H_0} \, dt : \quad u = u(v) \right\},
\]

where \(u(v)\) is the solution of Eq. (2.9) in the intervals \([t_1, t_2]\) corresponding to the control \(v\), and \(\inf \emptyset = +\infty\).

Moreover, we denote

\[
S_{-T} := S_{-T, 0}, \quad S_T := S_{0, T}, \quad \text{for every } T > 0.
\]

In particular, when \(t_0 = -\infty\) and \(t_1 = 0\), we set

\[
S_{-\infty}(u) := \frac{1}{2} \inf \left\{ \int_{-\infty}^{0} \|v(t)\|^2_{H_0} \, dt : \quad u = u(v) \right\}.
\]

Similar to [14] and [6], we define the quasi-potential \(V\) associated with Eq. (2.1), by setting

\[
V(x) := \inf \{ S_T(u) : T > 0, u \in C([0, T]; H), u(0) = 0, u(T) = x \}
\]

\[
= \inf \{ S_{-T}(u) : T > 0, u \in C([-T, 0]; H), u(-T) = 0, u(0) = x \}, \quad x \in H.
\]

It follows from the Proposition 5.4 in [6], which is also mentioned in Chapter 4 of [14], quasi-potential \(V\) has a good characterization as follows.

\[
V(x) = \inf \left\{ S_{-\infty}(u) : u \in C((-\infty, 0]; H), u(0) = x, \lim_{t \to -\infty} \|u(t)\|_H = 0 \right\},
\]

(2.10)

for all \(x \in H, V(x) < \infty\).

We will prove that the rate function (4.3) defined in Theorem 4.2 is equivalent to the rate function (2.10) defined by quasi-potential for invariant measures.

3. Large deviation principle for stationary solution

3.1. The proof of LDP for Large deviation principle for stationary solution

We verify that the stationary solution \(X^*_\varepsilon\) of Eq. (2.1) satisfies Condition 2.1 which is a sufficient condition to \(X^*_\varepsilon\) satisfies LDP in this section.
To define $G^0$ in Condition 2.1, we consider the following control equation
\begin{equation}
\frac{dX(t)}{dt} = AX(t) + F(X(t)) + B(X)v. \tag{3.1}
\end{equation}
We illustrate the following result for the skeleton equation (3.1), and Theorem 3.1 will be proved in Section 5.1.

**Theorem 3.1.** For some finite $M > 0$ and $v \in S_M$, under Hypothesis 2.1 there exists a unique solution $X^*_v$ of the backward infinite horizon integral equation
\begin{equation}
X^*_v(t, \omega) = \int^t_{-\infty} S_A(t-r)F(X^*_v(r, \omega))dr + \int^t_{-\infty} S_A(t-r)B(X^*_v(r, \omega))v(r)dr, \tag{3.2}
\end{equation}
and satisfies
\begin{equation}
\sup_{t \in \mathbb{R}} \|X^*_v(t)\|_H^2 < \infty. \tag{3.3}
\end{equation}

Therefore, we could define the measurable map $G^0 : C(\mathbb{R}; H_0) \rightarrow C(\mathbb{R}; H)$ by
\begin{equation}
G^0 \left( \int_{-\infty}^s v(s)ds \right) := X^*_v(\cdot), \tag{3.2}
\end{equation}
where $X^*_v$ be the unique solution of Eq. (3.2) with control term $v$ and satisfies (3.3).

We consider the LDP for the family of stationary solutions of Eq. (2.1) in space $C(\mathbb{R}; H)$, which norm is defined by (2.7). According to Theorem 2.6, we have proved that there exists $\varepsilon_0 > 0$ such that for any $\varepsilon \in (0, \varepsilon_0)$, there exists a unique stationary solution $X^*_\varepsilon$ of Eq. (2.1) and satisfies the integral equation
\begin{equation}
X^*_\varepsilon(t, \omega) = \int^t_{-\infty} S_A(t-r)F(X^*_\varepsilon(r, \omega))dr + \sqrt{\varepsilon} \int^t_{-\infty} S_A(t-r)B(X^*_\varepsilon(r, \omega))dW(r). \tag{3.4}
\end{equation}
Then we could define $G^\varepsilon : C(\mathbb{R}; H_0) \rightarrow C(\mathbb{R}; H)$ by $G^\varepsilon(W(\cdot)) := X^*_\varepsilon(\cdot)$. We define $X^*_{\varepsilon, v_\varepsilon}$ by
\begin{equation}
G^\varepsilon \left( W(\cdot) + \frac{1}{\sqrt{\varepsilon}} \int_{-\infty}^s v_\varepsilon(s)ds \right),
\end{equation}
with the help of the Girsanov transform, $X^*_{\varepsilon, v_\varepsilon}$ be the unique stationary solution of the control equation
\begin{equation}
dX^*_{\varepsilon, v_\varepsilon} = AX^*_{\varepsilon, v_\varepsilon}(t,x)dt + F(X^*_{\varepsilon, v_\varepsilon}(t,x))dt + \sqrt{\varepsilon}B(X^*_{\varepsilon, v_\varepsilon})dW(t) + B(X^*_{\varepsilon, v_\varepsilon})v_\varepsilon dt. \tag{3.5}
\end{equation}

Before we prove the stationary solution $X^*_\varepsilon$ of Eq. (2.1) satisfies Condition 2.1 we first give the following Lemma, which will be used in the proof of Lemma 3.2.

**Lemma 3.1.** If $\{v^\varepsilon : \varepsilon > 0\} \subset A_M$, for some $M < \infty$, then for every fixed $k \in N^+$, there exists $\varepsilon_0, \eta > 0$ and a constant $C$, which depend only on $M, \varepsilon_0, k, D$ such that the solution $X^*_{\varepsilon, v_\varepsilon}$ of Eq. (3.5) satisfies
\begin{equation}
E \sup_{t \in (-\infty, k)} e^{2\eta t} \|X^*_{\varepsilon, v_\varepsilon}\|_H^2 \leq C, \quad \forall \varepsilon \in (0, \varepsilon_0),
\end{equation}
where $D$ is defined by Remark 2.1 (ii).
Proof. By using the Itô formula, Hypothesis 2.1 (i), Remark 2.1 (ii) and Young inequality, we get

\[ e^{2\eta t} \| X^*_{\epsilon, v_0} \|_H^2 \]

\[ = 2\eta \int_{-\infty}^t e^{2\eta s} \| X^*_{\epsilon, v_0} \|_H^2 ds + 2 \int_{-\infty}^t e^{2\eta s} \langle AX^*_{\epsilon, v_0}, X^*_{\epsilon, v_0} (s) \rangle ds \]

\[ + 2 \int_{-\infty}^t e^{2\eta s} \langle B \left( X^*_{\epsilon, v_0} (s) \right) v_0 (s), X^*_{\epsilon, v_0} (s) \rangle_H ds \]

\[ + 2\sqrt{\epsilon} \int_{-\infty}^t e^{2\eta s} \langle X^*_{\epsilon, v_0} (s), B \left( X^*_{\epsilon, v_0} (s) \right) dW (s) \rangle_H + \epsilon \int_{-\infty}^t e^{2\eta s} \| B \left( X^*_{\epsilon, v_0} (s) \right) \|_{L^2}^2 ds \]

\[ \leq 2\eta \int_{-\infty}^t e^{2\eta s} \| X^*_{\epsilon, v_0} \|_H^2 ds - 2\lambda \int_{-\infty}^t e^{2\eta s} \| X^*_{\epsilon, v_0} \|_{L^2}^2 ds + \delta \int_{-\infty}^t e^{2\eta s} \| X^*_{\epsilon, v_0} \|_H^2 ds \]

\[ + \frac{D^2}{\delta} \int_{-\infty}^t e^{2\eta s} \| v_0 (s) \|_{H^0}^2 ds + 2\sqrt{\epsilon} \int_{-\infty}^t e^{2\eta s} \langle X^*_{\epsilon, v_0} (s), B \left( X^*_{\epsilon, v_0} (s) \right) dW (s) \rangle_H + \epsilon \int_{-\infty}^t e^{2\eta s} D^2 ds. \]

After choosing \( \eta, \delta \) small enough, it follows from Remark 2.1 (i) that

\[ e^{2\eta t} \| X^*_{\epsilon, v_0} \|_H^2 \leq \frac{D^2}{\delta} e^{2\eta t} \| v_0 (s) \|_{H^0}^2 ds + \epsilon \int_{-\infty}^t e^{2\eta s} D^2 ds \]

\[ + 2\sqrt{\epsilon} \int_{-\infty}^t e^{2\eta s} \langle X^*_{\epsilon, v_0} (s), B \left( X^*_{\epsilon, v_0} (s) \right) dW (s) \rangle_H, \]

thus for any \( k \in \mathbb{N}^+ \), we can obtain that

\[ \mathbb{E} \sup_{t \in (-\infty, k]} e^{2\eta t} \| X^*_{\epsilon, v_0} \|_H^2 \leq \frac{D^2}{\delta} \mathbb{E} \int_{-\infty}^{+\infty} \| v_0 (s) \|_{H^0}^2 ds + \epsilon \int_{-\infty}^{k} e^{2\eta s} D^2 ds \]

\[ + 2\sqrt{\epsilon} \mathbb{E} \sup_{t \in (-\infty, k]} \int_{-\infty}^t e^{2\eta s} \langle X^*_{\epsilon, v_0} (s), B \left( X^*_{\epsilon, v_0} (s) \right) dW (s) \rangle_H. \]

It follows from the Burkholder-Davis-Gundy inequality (cf. Proposition 3.26 in [16]), Young inequality and Remark 2.1 (ii) that

\[ 2\sqrt{\epsilon} \mathbb{E} \left\{ \sup_{t \in (-\infty, k]} \int_{-\infty}^t e^{2\eta s} \langle X^*_{\epsilon, v_0} (s), B \left( X^*_{\epsilon, v_0} (s) \right) dW (s) \rangle_H \right\} \frac{1}{2} \]

\[ \leq 2\sqrt{\epsilon} \mathbb{E} \left\{ \sup_{t \in (-\infty, k]} \int_{-\infty}^t e^{2\eta s} \| X^*_{\epsilon, v_0} \|_H \| B \left( X^*_{\epsilon, v_0} \right) \|_{L^2}^2 ds \right\} \frac{1}{2} \]

\[ \leq \sqrt{\epsilon} \mathbb{E} \left\{ \sup_{t \in (-\infty, k]} e^{\eta t} \| X^*_{\epsilon, v_0} \|_H \left\{ \int_{-\infty}^k e^{2\eta s} \| B \left( X^*_{\epsilon, v_0} \right) \|_{L^2}^2 ds \right\} \frac{1}{2} \right\} \]

\[ \leq \sqrt{\epsilon} \mathbb{E} \left\{ \sup_{t \in (-\infty, k]} e^{2\eta t} \| X^*_{\epsilon, v_0} \|_H^2 + D^2 \int_{-\infty}^k e^{2\eta s} ds \right\}, \]

thus for every \( \epsilon < \frac{1}{4} \), we could have

\[ \mathbb{E} \sup_{t \in (-\infty, k]} e^{2\eta t} \| X^*_{\epsilon, v_0} \|_H^2 \leq \frac{2D^2 e^{2\eta k}}{\delta} \mathbb{E} \int_{-\infty}^{+\infty} \| v_0 (s) \|_{H^0}^2 ds + 2\epsilon \int_{-\infty}^{k} e^{2\eta s} D^2 ds \]

\[ + 2\sqrt{\epsilon} D^2 \int_{-\infty}^{k} e^{2\eta s} ds. \]
For every $\varepsilon > 0$, it follows from (3.6) and $v_\varepsilon \in A_M$, there exists $\varepsilon_0 \in (0, \frac{1}{4})$ such that

$$
E \sup_{t \in (-\infty, k)} e^{2nt} \|X^*_{\varepsilon,v_\varepsilon}\|^2_H \leq C(M, \varepsilon_0, D, k), \quad \forall \varepsilon \in (0, \varepsilon_0).
$$

The following lemmas will verify the stationary solution $X^*_\varepsilon$ of Eq. (2.1) satisfies Condition 2.1 in space $C(\mathbb{R}; H)$, which is a sufficient condition to $X^*_\varepsilon$ satisfies the LDP in space $C(\mathbb{R}; H)$.

**Lemma 3.2.** Let $\{v^\varepsilon : \varepsilon > 0\} \subset A_M$, for some $M < \infty$. If $v^\varepsilon$ converges to $v$ as $S_M$-valued random element in distribution, then $X^*_{\varepsilon,v_\varepsilon} \rightarrow X^*_v$ in distribution as $\varepsilon \rightarrow 0$.

**Proof.** Since $X^*_{\varepsilon,v_\varepsilon}$ converges to $X^*_v$ in probability could deduce $X^*_{\varepsilon,v_\varepsilon}$ converges to $X^*_v$ in distribution, it is sufficient to prove $X^*_{\varepsilon,v_\varepsilon}$ converges to $X^*_v$. For convenience, let $w_\varepsilon := X^*_{\varepsilon,v_\varepsilon} - X^*_v$.

Since for any $\delta > 0$, there exists $N > 0$ such that $\sum_{k=N+1}^{\infty} \frac{1}{2^k} < \frac{\delta}{2}$, then it follows from the definition of the norm (2.7) in space $C(\mathbb{R}; H)$,

$$
\mathbb{P}(\|w_\varepsilon\|_C > \delta) \leq \mathbb{P}\left( \sum_{k=1}^{N} \left( \sup_{t \in [-k,k]} \|w_\varepsilon(t)\|_H \wedge 1 \right) > \frac{\delta}{2} \right)
= \sum_{k=1}^{N} \mathbb{P}\left( \sup_{t \in [-k,k]} \frac{\|w_\varepsilon(t)\|_H \wedge 1}{2^k} > \frac{\delta}{2N} \right).
$$

Thus it is sufficient to prove that $\sup_{t \in [k,k]} \|w_\varepsilon(t)\|_H \rightarrow 0$ as $\varepsilon \rightarrow 0$ in probability for every $k \in \mathbb{N}^+$.

By using the Itô formula, Hypothesis 2.1 (i) and Remark 2.1 (ii), we can get that

$$
\begin{align*}
\frac{1}{2} e^{2nt} \|w_{\varepsilon}\|_H^2 &= \eta \int_{-\infty}^{t} e^{2ns} \|w_{\varepsilon}\|_H^2 ds + \int_{-\infty}^{t} e^{2ns} \langle B(X^*_{\varepsilon,v_\varepsilon}(s))v_\varepsilon(s) - B(X^*_v(s))v(s), w_\varepsilon(s) \rangle_H ds \\
& \quad + \int_{-\infty}^{t} e^{2ns} \left( B(X^*_{\varepsilon,v_\varepsilon}(s))v_\varepsilon(s) - B(X^*_v(s))v(s) \right) \mathbf{d}W(s) \\
& \quad + \sqrt{\varepsilon} \int_{-\infty}^{t} e^{2ns} \left( w_{\varepsilon}(s), B(X^*_{\varepsilon,v_\varepsilon}(s)) \mathbf{d}W(s) \right)_H + \frac{\varepsilon}{2} \int_{-\infty}^{t} e^{2ns} \left\| B(X^*_{\varepsilon,v_\varepsilon}(s)) Q^{1/2} \right\|_{L_2}^2 ds \\
& \leq \eta \int_{-\infty}^{t} e^{2ns} \|w_{\varepsilon}\|_H^2 ds - \lambda \int_{-\infty}^{t} e^{2ns} \|w_{\varepsilon}(s)\|_V^2 + C_0 \int_{-\infty}^{t} e^{2ns} \|w_{\varepsilon}(s)\|^2_H \|X^*_v\|_V^2 ds \\
& \quad + \int_{-\infty}^{t} e^{2ns} \left( B(X^*_{\varepsilon,v_\varepsilon}(s)) \right) - B(X^*_v(s)) Q^{1/2} \right\|_{L_2}^2 \|v_\varepsilon(s)\|_H \|w_{\varepsilon}(s)\|_H ds \\
& \quad + \int_{-\infty}^{t} e^{2ns} \left( B(X^*_v(s)) (v_\varepsilon(s) - v(s)) \right) \|w_{\varepsilon}(s)\|_H ds \\
& \quad + \sqrt{\varepsilon} \int_{-\infty}^{t} e^{2ns} \langle w_{\varepsilon}(s), B(X^*_{\varepsilon,v_\varepsilon}(s)) \mathbf{d}W(s) \rangle_H + \frac{\varepsilon}{2} \int_{-\infty}^{t} e^{2ns} D^2 ds.
\end{align*}
$$

It follows from the Young inequality, Remark 2.1 (i) and (ii), after choosing $\eta$ small enough, we can obtain that

$$
\frac{1}{2} e^{2nt} \|w_{\varepsilon}\|_H^2 + \frac{3\lambda}{4} \int_{-\infty}^{t} e^{2ns} \|w_{\varepsilon}(s)\|_V^2 ds
$$
\[
\leq C_0 \int_{-\infty}^{t} e^{2\eta s} \|w_\varepsilon(s)\|^2_H \|X^*_\varepsilon(s)\|^2_V \, ds + \beta \int_{-\infty}^{t} e^{2\eta s} \|w_\varepsilon(s)\|_H \|v_\varepsilon(s)\|_{B_0} \|w_\varepsilon(s)\|_H \, ds \\
+ \int_{-\infty}^{t} e^{2\eta s} \|B(X^*_\varepsilon(s))(v_\varepsilon(s) - \varepsilon(s))\|_H \|w_\varepsilon(s)\|_H \, ds \\
+ \sqrt{\varepsilon} \int_{-\infty}^{t} e^{2\eta s} \langle w_\varepsilon(s), B(X^*_\varepsilon,\varepsilon, v_\varepsilon(s)) \rangle_H + \frac{\varepsilon}{2} \int_{-\infty}^{t} e^{2\eta s} D^2 \, ds
\]

Define
\[
\tau^k_{N,\varepsilon} := k \wedge \inf \left\{ t : \int_{-\infty}^{t} \|X^*_\varepsilon(s)\|^2_V \, ds > N \text{ or } \sup_{s \in (-\infty, t]} \|X^*_\varepsilon(s)\|^2_H > N \right\}
\]

\(\tau^k_{N,\varepsilon}\) is a continuous random process for \(\|X^*_\varepsilon\|_H\) and \(\|X^*_\varepsilon,\varepsilon, v_\varepsilon\|_H\) are continuous (cf. Theorem 5.16 or Theorem 2.2 in [19]).

Then for any fixed \(k \in \mathbb{N}^+, T \in [-k, k]\), there exists a constant \(C\), which only depend on \(\lambda, C_0, \beta, D, C_1\) such that

\[
\sup_{t \in (-\infty, T \wedge \tau^k_{N,\varepsilon})} e^{2\eta t} \|w_\varepsilon(t)\|^2_H + \int_{-\infty}^{T \wedge \tau^k_{N,\varepsilon}} e^{2\eta s} \|w_\varepsilon(s)\|^2_V \, ds \\
\leq C \left\{ \int_{-\infty}^{T \wedge \tau^k_{N,\varepsilon}} e^{2\eta s} \|w_\varepsilon(s)\|^2_H \|X^*_\varepsilon(s)\|^2_V \, ds + \int_{-\infty}^{T \wedge \tau^k_{N,\varepsilon}} e^{2\eta s} \|v_\varepsilon(s)\|^2_{B_0} \|w_\varepsilon(s)\|^2_H \, ds \\
+ \int_{-\infty}^{T \wedge \tau^k_{N,\varepsilon}} e^{2\eta s} \|B(X^*_\varepsilon(s))(v_\varepsilon(s) - \varepsilon(s))\|^2_H \, ds + \varepsilon \int_{-\infty}^{T \wedge \tau^k_{N,\varepsilon}} e^{2\eta s} D^2 \, ds \\
+ \sqrt{\varepsilon} \sup_{t \in (-\infty, T \wedge \tau^k_{N,\varepsilon})} \int_{-\infty}^{t} e^{2\eta s} \langle w_\varepsilon(s), B(X^*_\varepsilon,\varepsilon, v_\varepsilon(s)) \rangle_H \right\}.
\]

Let \(M_t := \sup_{s \in (-\infty, t]} e^{2\eta s} \|w_\varepsilon(s)\|^2_H\), then we have
\[
M_{T \wedge \tau^k_{N,\varepsilon}} \leq C \left\{ \int_{-\infty}^{T \wedge \tau^k_{N,\varepsilon}} M_s \|X^*_\varepsilon(s)\|^2_V \, ds + \int_{-\infty}^{T \wedge \tau^k_{N,\varepsilon}} M_s \|v_\varepsilon(s)\|^2_{B_0} \, ds \\
+ \int_{-\infty}^{T \wedge \tau^k_{N,\varepsilon}} \|B(X^*_\varepsilon(s))(v_\varepsilon(s) - \varepsilon(s))\|^2_H \, ds + \varepsilon \int_{-\infty}^{T \wedge \tau^k_{N,\varepsilon}} e^{2\eta s} D^2 \, ds \\
+ \sqrt{\varepsilon} \sup_{t \in (-\infty, T \wedge \tau^k_{N,\varepsilon})} \int_{-\infty}^{t} e^{2\eta s} \langle w_\varepsilon(s), B(X^*_\varepsilon,\varepsilon, v_\varepsilon(s)) \rangle_H \right\}.
\]
By using the Burkholder-Davis-Gundy inequality, Young inequality and Remark 2.1 (ii), there exists a constant $C$ such that

$$
E \left\{ \sup_{t \in (0, T \wedge \tau_{N,\varepsilon}^k)} \int_{-\infty}^t e^{2\eta s} \langle w_\varepsilon(s), B(X^*_{\varepsilon,v_\varepsilon}(s)) \rangle dW(s) \right\} \leq C E \left\{ \sup_{t \in (0, T \wedge \tau_{N,\varepsilon}^k)} e^{2\eta s} \| w_\varepsilon \|_{L^2}^2 \right\} \leq C E \left\{ \sup_{t \in (0, T \wedge \tau_{N,\varepsilon}^k)} e^{2\eta t} \| X^*_{\varepsilon,v_\varepsilon} \|_{L^2}^2 \right\} \leq \frac{C}{2} E \left\{ \sup_{t \in (0, T \wedge \tau_{N,\varepsilon}^k)} e^{2\eta t} \| w_\varepsilon \|_{H}^2 + D^2 \int_{-\infty}^{T \wedge \tau_{N,\varepsilon}^k} e^{2\eta s} ds \right\} < \infty.
$$

(3.7)

Then using the Gronwall inequality, we could obtain that

$$
M_{T \wedge \tau_{N,\varepsilon}^k} \leq C e^{C(N+M)} \left\{ \sqrt{\varepsilon} \sup_{t \in (0, T \wedge \tau_{N,\varepsilon}^k)} \int_{-\infty}^t e^{2\eta s} \langle w_\varepsilon(s), B(X^*_{\varepsilon,v_\varepsilon}(s)) \rangle dW(s) \right\} + \varepsilon \int_{-\infty}^{T \wedge \tau_{N,\varepsilon}^k} e^{2\eta s} D^2 ds + \int_{-\infty}^{T \wedge \tau_{N,\varepsilon}^k} \| B(X^*_{\varepsilon}(s))(v_\varepsilon(s) - v(s)) \|_{H}^2 ds.
$$

(3.8)

It follows from $B(\cdot)Q^{1/2}$ is a Hilbert-Schmidt operator on $H$, Remark 2.1 (ii), and $v_\varepsilon$ converges to $v$ as $S_M$-value random variable in distribution,

$$
\lim_{\varepsilon \to 0} E \left\{ \int_{-\infty}^{+\infty} \| B(X^*_{\varepsilon}(s))(v_\varepsilon(s) - v(s)) \|_{H}^2 ds \right\} \leq D^2 E \int_{-\infty}^{+\infty} \| (v_\varepsilon(s) - v(s)) \|_{H_0}^2 ds = 0.
$$

(3.9)

It follows from Lemma 5.2, Lemma 3.1, and the Chebyshev inequality, for any fixed $k$, it is easy to obtain that there exists $\varepsilon_0$, which is defined by Lemma 3.1 and a constant $C$ such that

$$
P\{ \tau_{N,\varepsilon}^k = k \} \geq 1 - \frac{C}{N}, \quad \forall \varepsilon \in (0, \varepsilon_0),
$$

it implies that $\lim_{N \to \infty} \tau_{N,\varepsilon}^k = k$, a.e. $\forall \varepsilon \in (0, \varepsilon_0)$. Thus combining inequalities (3.7), (3.8) and (3.9), let $N \to \infty$ and $\varepsilon \to 0$, we get that

$$
\sup_{t \in (0, k]} e^{2\eta t} \| w_\varepsilon(t) \|_{H}^2 \to 0
$$

(3.10)

in probability. Moreover, for any fixed $k$, it follows from

$$
e^{-\eta k} \sup_{t \in [-k, k]} \| w_\varepsilon(t) \|_{H}^2 \leq \sup_{t \in [-k, k]} e^{2\eta t} \| w_\varepsilon(t) \|_{H}^2 \leq \sup_{t \in (-\infty, k]} e^{2\eta t} \| w_\varepsilon(t) \|_{H}^2,
$$

and (3.10) to obtain that $\sup_{t \in [-k, k]} \| w_\varepsilon(t) \|_{H}^2 \to 0$ in probability as $\varepsilon \to 0$. \hfill \Box

**Lemma 3.3.** For any fixed finite positive number $M$, the set $K_M = \{ G^0(\int_{-\infty} v(s) ds) ; v \in S_M \}$ is a compact subset of $C([-\infty, 0]; H)$.  
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Proof. Let \( \{ \mathcal{G}^0(\int_{-\infty}^v n(s)ds) \}_{n=1}^\infty \) be a sequence in \( K_M \), for convenience let \( X^n := \mathcal{G}^0(\int_{-\infty}^v n(s)ds) \) where \( X^n \) corresponds to the solution of Eq. \( (3.1) \) with \( v_n \in S_M \) in place of \( v \). By weak compactness of \( S_M \), there exists a subsequence of \( \{ v_n \} \) which converges to a limit \( v \) weakly in \( L^2(\mathbb{R}; H_0) \). The subsequence is indexed by \( n \) for ease of notation. Let \( X := \mathcal{G}^0(\int_{-\infty}^v s ds) \) be the solution of Eq. \( (3.1) \) responding to \( v \) and \( w^n = X^n - X \). Then we obtain

\[
\frac{dw^n}{dt} = Aw_n + F(X^n) - F(X) + B(X^n)v_n - B(X)v,
\]

it follows from Hypothesis \( 2.1 \) (i) and Remark \( 2.1 \) (i), (ii) that

\[
\frac{1}{2} \| w^n(t) \|^2_H \leq \int_{-\infty}^t \langle (Aw_n + F(X^n) - F(X), w^n(t)) \rangle_H + \int_{-\infty}^t \left\{ ((B(X^n(s)) - B(X(s)), v_n(s)), w^n(s)) \right\}_H + \langle B(X(s))(v_n(s) - v(s)), w^n(s) \rangle_H \rangle_H \text{ds}
\]

\[
\leq -\lambda \int_{-\infty}^t \| w^n(s) \|^2_V \text{ds} + C_0 \int_{-\infty}^t \| w^n(s) \|^2_H \| X(s) \|^2_V \text{ds}
\]

\[
+ \frac{\beta}{C_1} \int_{-\infty}^t \| w^n(s) \|_V \| w^n(s) \|_H \| v_n(s) \|_{H_0} \text{ds}
\]

\[
+ \int_{-\infty}^t \| B(X(s))(v_n(s) - v(s)) \|_H \| w^n(s) \|_H \text{ds}.
\]

For any \( k \in \mathbb{N}^+ \) and \( T \in [-k, k] \), by using the Young inequality and Remark \( 2.1 \) (i), we have

\[
\frac{1}{2} \sup_{t \in [-\infty, T]} \| w^n(t) \|^2_H + \frac{\lambda}{2} \int_{-\infty}^T \| w^n(s) \|^2_V \text{ds} \leq C \int_{-\infty}^T \| w^n(s) \|^2_H \left( \| X(s) \|^2_V + \| v_n(s) \|^2_{H_0} \right) \text{ds}
\]

\[
+ \int_{-\infty}^{+\infty} \| B(X(s))(v_n(s) - v(s)) \|_H ^2 \text{ds},
\]

where \( C \) is a constant only depend on \( \lambda, C_0, C_1, \beta \).

It follows from the Gronwall inequality that

\[
\frac{1}{2} \sup_{t \in [-\infty, k]} \| w^n(t) \|^2_H \leq C \int_{-\infty}^{+\infty} \| B(X(s))(v_n(s) - v(s)) \|^2 _H \text{ds} \cdot \exp \left\{ \int_{-\infty}^k \left( \| X(s) \|^2_V + \| v_n(s) \|^2_{H_0} \right) \text{ds} \right\}.
\]

(3.11)

It follows from \( v_n \in S_M \), and Lemma \( 5.2 \) that

\[
\exp \left\{ \int_{-\infty}^k \left( \| X(s) \|^2_V + \| v_n(s) \|^2_{H_0} \right) \text{ds} \right\} < \infty.
\]

(3.12)

Since \( v_n, v \in S_M \), there exit simple function sequences \( \tilde{v}_{n_k} \) and \( \tilde{v}_k \) strong convergence to \( v_n \) and \( v \) respectively, we can choose a subsequence still record it as \( n_k \), such that

\[
\lim_{n \to \infty} \lim_{k \to \infty} \int_{-\infty}^{+\infty} \| \tilde{v}_{n_k}(s) - v_n(s) \|^2_{H_0} ds = 0,
\]

(3.13)
since $v_n - v$ weak converges to 0 in $S_M$, $\tilde{v}_{n_k} - \tilde{v}_k$ also weak converges to 0. By using Remark 2.1(ii) and Hypothesis 2.1(iii), we can obtain that

\[
\int_{-\infty}^{+\infty} \|B(X(s))(v_n(s) - v(s))\|_H^2 \, ds \\
\leq \int_{-\infty}^{+\infty} \|B(X(s))(v_n(s) - \tilde{v}_{n_k}(s))\|_H^2 \, ds + \int_{-\infty}^{+\infty} \|B(X(s))(\tilde{v}_{n_k}(s) - \tilde{v}_k(s))\|_H^2 \, ds \\
+ \int_{-\infty}^{+\infty} \|B(X(s))(\tilde{v}_k(s) - v(s))\|_H^2 \, ds \\
\leq D^2 \int_{-\infty}^{+\infty} \|v_n(s) - \tilde{v}_{n_k}(s)\|_{H_0}^2 \, ds + D^2 \int_{-\infty}^{+\infty} \|\tilde{v}_k(s) - v(s)\|_{H_0}^2 \, ds \\
+ D_0^2 \int_{-\infty}^{+\infty} \left\|Q^{1/2}Q^{-1/2}(\tilde{v}_{n_k}(s) - \tilde{v}_k(s))\right\|_H^2 \, ds.
\]

It follows from $Q^{1/2}$ is a Hilbert-Schmidt operator on $H$ and $\tilde{v}_{n_k} - \tilde{v}_k$ weak converges to 0 in $S_M$ that there exists a subsequence, still set $n_k$, such that

\[
\lim_{k \to \infty} \int_{-\infty}^{+\infty} \left\|Q^{1/2}Q^{-1/2}(\tilde{v}_{n_k}(s) - \tilde{v}_k(s))\right\|_H^2 \, ds = 0.
\] (3.15)

It follows from (3.13), (3.14), (3.15) and $\tilde{v}_k$ strong converges to $v$ in $S_M$ that

\[
\lim_{n \to \infty} \int_{-\infty}^{+\infty} \|B(X(s))(v_n(s) - v(s))\|_H^2 \, ds = 0.
\] (3.16)

Combining (3.11), (3.12) and (3.16), we could get that for any $k \in \mathbb{N}^+$,

\[
\lim_{n \to \infty} \sup_{t \in (-\infty, k]} \|w^n(t)\|_H = 0.
\]

By using the dominated convergence theorem, we obtain that

\[
\lim_{n \to \infty} \|X^n - X\|_{C} = \lim_{n \to \infty} \sum_{k=1}^{\infty} \sup_{t \in [-k, k]} \|X^n - X\|_H \wedge 1 \\
= \sum_{k=1}^{\infty} \lim_{n \to \infty} \sup_{t \in [-k, k]} \|X^n - X\|_H \wedge 1 \\
= \sum_{k=1}^{\infty} \frac{\|X^n - X\|_H \wedge 1}{2^k} = 0,
\]

it implies that $K_M$ is compact.

Lemma 3.2 and 3.3 have proved that the stationary solution $X^*_\varepsilon$ of Eq. (2.1) satisfies Condition 2.1 in Polish Space $C(\mathbb{R}; H)$. By using Theorem 2.10 and the equivalence of LDP and LP in Polish space, the following theorem holds.

**Theorem 3.2.** Under the Hypothesis 2.1, the family $\{X^*_\varepsilon : \varepsilon > 0\}$ satisfies the LDP in $C(\mathbb{R}; H)$ with rate function

\[
I(f) = \inf_{\{v \in L^2(\mathbb{R}; H_0) : f = \hat{v}^0(f_{-\infty} v(s) \, ds)\}} \left\{ \frac{1}{2} \int_{-\infty}^{+\infty} \|v(s)\|_{H_0}^2 \, ds \right\},
\]

(3.17)

where the infimum over an empty set is taken as $+\infty$. 
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3.2. Some Examples

Next, we will give an example that satisfies the Hypothesis 2.1

**Example 1.** We consider the stochastic Burgers equation with multiplicative noise as follows,

\[
\begin{aligned}
&d u(t, x) = \Delta u(t, x)dt + \frac{1}{2} \partial_x [u(t, x)]^2 dt + \sqrt{\varepsilon} B(u) dW(t), t \geq s, x \in (0, 1), \\
&u(s, x) = u_s(x), \\
&u(t, 1) = u(t, 0) = 0.
\end{aligned}
\]  

(3.18)

To correspond to the notation of Hypothesis 2.1, let \( A u + F(u) := \Delta u(t, x) + \frac{1}{2} \partial_x [u(t, x)]^2 \).

Let

\[
\begin{aligned}
H &:= \left\{ f : [0, 1] \rightarrow \mathbb{R}^1 : f(0) = f(1) = 0, \quad \int_0^1 f^2(x)dx < \infty \right\}, \\
V &:= \left\{ f \in H : \int_0^1 (\partial_x f(x))^2 dx < \infty \right\}.
\end{aligned}
\]

We will verify \( A u \) and \( F(u) \) satisfies Hypothesis 2.1 (i) and (ii) below.

By using integration by parts, we can obtain that

\[
\begin{aligned}
\int_0^1 u^2(t, x) \partial_x(u(t, x)) dx &= 0, \\
\int_0^1 u(t, x) u(t, x) \partial_x(w(t, x)) dx &= -\frac{1}{2} \int_0^1 w^2(t, x) \partial_x u(t, x) dx,
\end{aligned}
\]

for any \( u, w \in V \), then

\[
v \cdot (F(u(t, x)) - F(w(t, x)), u - w)_V = (u \partial_x u - w \partial_x w, u - w)_H \\
= (u \partial_x (u - w) + (u - w) \partial_x u - (u - w) \partial_x (u - w), u - w)_H \\
= \frac{1}{2} \int_0^1 w^2(t, x) \partial_x u(t, x) dx.
\]

(3.19)

According to Lemma A.1 in [19], we could have the following property.

\[
\left| \int_0^1 v(x) \partial_x(u(x)) u(x) dx \right|^2 \leq \gamma \| v \|_H \| v \|_V \| u \|_V^2 \| u \|_H \| u \|_V, \quad \forall u, v, w \in V,
\]

(3.20)

where \( \gamma \) is the minimal constant such that Sobolev’s inequality,

\[
\max_{x \in [0, 1]} |u(x)| \leq \gamma \| u \|_V, \quad \forall u \in V
\]

holds.

For linear operator \( A \), we have known that

\[
v \cdot \langle Au, u \rangle_V = v \cdot (\Delta u, u)_V \leq -\| u \|_V^2, \quad \forall u \in V.
\]

(3.21)

It follows from (3.19), (3.20), (3.21) and the Young inequality that

\[
v \cdot \langle Au - A w + F(v) - F(w), v - w \rangle_V = v \cdot (\Delta (u - w), u - w)_V + \frac{1}{2} \int_0^1 w^2(t, x) \partial_x u(t, x) dx
\]
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\[ \leq -\|u - w\|_V^2 + \frac{\gamma}{2}\|u - w\|_H \|u - w\|_V \\]
\[ \leq -\frac{1}{2}\|u - w\|_V^2 + \frac{\gamma^2}{8}\|u - w\|_H^2\|u\|_V^2, \]

it implies that Eq. (3.18) satisfies Hypothesis 2.1 (i).

Let \( S_A \) be the heat semigroup, through the similar calculation to Lemma 3.3 in [19], for any \( N \in \mathbb{N}^+ \), \( t_0 < t \in [-N, N] \), we can get

\[ \left\| \int_{t_0}^t S_A(s)(F(v) - F(w))ds \right\|_H^2 \leq C(N) \int_{t_0}^t s^{-\frac{3}{2}}\|v - w\|_H^2 ds , \]

it deduces that Eq. (3.18) satisfies Hypothesis 2.1 (ii).

Therefore, assume that the function \( B \) satisfies Hypothesis 2.1 (iii). It follows from Lemma 2.6 that there exists \( \varepsilon_0 > 0 \) such that for any \( \varepsilon \in (0, \varepsilon_0) \), the stationary solution \( u^*_\varepsilon \) of Burgers equation exists and is unique, which satisfies the following equation in \( H \) for any \( t \in \mathbb{R} \),

\[ u^*_\varepsilon(t, \omega) = \frac{1}{2} \int_{-\infty}^t S_A(t - r)\partial_x[u^*_\varepsilon(r, \omega)]^2 dr + \sqrt{\varepsilon} \int_{-\infty}^t S_A(t - r)B(u^*_\varepsilon(r, \omega))dW(r), \]

and

\[ \sup_{t \in \mathbb{R}} \mathbb{E} \|u^*_\varepsilon(t)\|_H^2 < \infty. \]

The skeleton equation of Burgers equation is

\[ \begin{cases}
\frac{du(t, x)}{dt} = \Delta u(t, x) + \frac{1}{2}\partial_x[u(t, x)]^2 + B(u)v(t), & t \geq s, x \in (0, 1), \\
u(s, x) = u_s(x), \\
u(t, 1) = u(t, 0) = 0.
\end{cases} \quad (3.22) \]

It follows from Lemma 5.3 and Lemma 5.4 for any \( v \in L^2(\mathbb{R}; H_0) \), there exists a unique solution \( u^*_\varepsilon \) of Eq. (3.22), which satisfies the following equation in \( H \) for any \( t \in \mathbb{R} \),

\[ u^*_\varepsilon(t, \omega) = \frac{1}{2} \int_{-\infty}^t S_A(t - r)\partial_x[u^*_\varepsilon(r, \omega)]^2 dr + \int_{-\infty}^t S_A(t - r)B(u^*_\varepsilon(r, \omega))v(r)dr. \]

We define \( \mathcal{G}^0 : C(\mathbb{R}; H_0) \rightarrow C(\mathbb{R}; H) \) by

\[ \mathcal{G}^0 \left( \int_{-\infty}^t v(s)ds \right) := u^*_\varepsilon(\cdot). \]

By using Theorem 3.2 the family \( \{u^*_\varepsilon : \varepsilon > 0\} \) satisfies the LDP in \( C(\mathbb{R}; H) \) with rate function

\[ I(f) = \inf \left\{ v \in L^2(\mathbb{R}; H_0) : f = \mathcal{G}^0(\int_{-\infty}^t v(s)ds) \right\} \left\{ \frac{1}{2} \int_{-\infty}^t \|v(s)\|_{H_0}^2 ds \right\}, \quad (3.23) \]

where the infimum over an empty set is taken as \( +\infty \).

The following two examples show that we can also study the LDP for random periodic solutions and random quasi-periodic solutions. We give the definition of random periodic solution (see, for example, [13]).
Definition 3.3. A random periodic solution of period T of the random dynamical system \( \Phi : \mathbb{R}^+ \times \Omega \times \mathbb{K} \to \mathbb{K} \) is an \( \mathcal{F} \)-measurable map \( Y : \mathbb{R} \times \Omega \to \mathbb{K} \) such that for almost all \( \omega \in \Omega \),

\[
\Phi(t, \theta(s, \omega))Y(s, \omega) = Y(t+s, \omega), Y(s+T, \omega) = Y(s, \theta(T, \omega)),
\]

for any \( t \in \mathbb{R}^+, s \in \mathbb{R} \). It is called a random periodic solution with the minimal period \( T \) if \( T > 0 \) is the smallest number such that (3.24) holds.

The following lemma is the result of the LDP for \( n \)-dimensional Brownian motion. For convenience, let \( E_n \) be the space \( C(\mathbb{R}; \mathbb{R}^n) \) with norm

\[
\|B\|_{E_n} := \sup_{t \in \mathbb{R}} \frac{\|B_t\|_{\mathbb{R}^n}}{1 + |t|},
\]

where \( \|x\|_{\mathbb{R}^n} := \sum_{i=1}^n |x_i|^2, x = (x_1, x_2, \cdots, x_n) \in \mathbb{R}^n \).

Lemma 3.4. (cf. Schilder’s theorem in section 1.3 of [8]) \( n \)-dimensional Brownian motion \( B \) satisfies the LDP in space \( E_1 \) with rate function

\[
J(\phi) = \frac{1}{2} \int_{-\infty}^{\infty} \|\dot{\phi}(s)\|^2_{\mathbb{R}^n} \, ds, \quad \phi \in C(\mathbb{R}; \mathbb{R}^n),
\]

where \( \dot{\phi} \) be the derivative of \( \phi \) with respect to time \( t \).

Example 2. Consider the one-dimension equation shown by Feng, Liu and Zhao in [10],

\[
dx = -5x \, dt + (\sin(x) + 0.3 \sin(2\pi t)) \, dt + \sqrt{\varepsilon} \, dB_t,
\]

where \( B_t \) is one-dimension Brownian motion.

According to [10], for every \( \varepsilon > 0 \), the random periodic solution is

\[
\tilde{x}_\varepsilon(t) = \int_{-\infty}^t e^{-5(t-s)} (\sin(\tilde{x}_\varepsilon) + 0.3 \sin(2\pi t)) \, ds + \sqrt{\varepsilon} \int_{-\infty}^t e^{-5(t-s)} \, dB_s.
\]

Let \( G_1 \) be the space \( C(\mathbb{R}; \mathbb{R}) \) with another norm

\[
\|g\|_{C_1} = \sum_{k=1}^{\infty} 2^{-k} \left( \sup_{s \in [-k,k]} \|g(s)\|_{\mathbb{R}} \wedge 1 \right), \quad g \in C(\mathbb{R}; \mathbb{R}).
\]

Let \( \tilde{x} := \tilde{x}_{\varepsilon=1} \), and \( f : E_1 \to G_1 \) defined by

\[
f(\omega)(t) := \int_{-\infty}^t e^{-5(t-s)} (\sin(\tilde{x}) + 0.3 \sin(2\pi t)) \, ds + \int_{-\infty}^t e^{-5(t-s)} \, d\omega(s).
\]

For any \( \omega_1, \omega_2 \in E_1 \), then after simple calculation, we obtain that

\[
|f(\omega_1)(t) - f(\omega_2)(t)| \leq \left\{ \int_{-\infty}^t e^{-5(t-r)} |\sin(\tilde{x}(r, \omega_1)) - \sin(\tilde{x}(r, \omega_2))| \, dr \right\}^2
\]
by using the Grownall inequality, there exists a constant $C$ such that

$$|F(\omega_1)(t) - F(\omega_2)(t)| \leq C \left| \int_{-\infty}^{t} e^{-5(t-r)} \{[\dot{x}(r, \omega_1) - \dot{x}(r, \omega_2)] \} \, dr \right| + \left| \int_{-\infty}^{t} e^{-5(t-r)} d\omega_1(r) - \int_{-\infty}^{t} e^{-5(t-r)} d\omega_2(r) \right|,$$

It follows from the integration by parts that

$$\left| \int_{-\infty}^{t} e^{-5(t-r)} d\omega_1(r) - \int_{-\infty}^{t} e^{-5(t-r)} d\omega_2(r) \right| = \left| (\omega_1(t) - \omega_2(t)) - 5 \int_{-\infty}^{t} e^{-5(t-r)} \omega_1(r) \, dr + 5 \int_{-\infty}^{t} e^{-5(t-r)} \omega_2(r) \, dr \right| \leq \|\omega_1(t) - \omega_2(t)\|_2 + 5 \int_{-\infty}^{t} e^{5(t-r)} |\dot{\omega}_1(r) - \dot{\omega}_2(r)| \, dr,$$

for any $N \in \mathbb{N}^+$, it implies that there exists a constant only depends on $N$ such that

$$\sup_{t \in [-N,N]} \left| \int_{-\infty}^{t} e^{-5(t-r)} d\omega_1(r) - \int_{-\infty}^{t} e^{-5(t-r)} d\omega_2(r) \right|^2 \leq C(N) \|\omega_1 - \omega_2\|_{C^1}^2. \quad (3.30)$$

For any $\eta > 0$, we choose $N$ such that $\sum_{k=N}^{+\infty} 2^{-k} \leq \frac{\eta}{2}$, it follows from (3.29) and (3.30) that

$$\|f(\omega_1) - f(\omega_2)\|_{C^1} \leq \sum_{k=1}^{N} 2^{-k} \left( \sup_{s \in [-k,k]} |f(\omega_1)(s) - f(\omega_2)(s)| \wedge 1 \right) + \sum_{k=N}^{+\infty} 2^{-k} \leq \sup_{s \in [-N,N]} |f(\omega_1)(s) - f(\omega_2)(s)| \wedge 1 + \frac{\eta}{2} \leq C(N) \|\omega_1 - \omega_2\|_{C^1} \wedge 1 + \frac{\eta}{2},$$

then there exists $\delta \leq \frac{\eta}{2C(N)}$ such that for any $\|\omega_1 - \omega_2\|_{C^1} \leq \delta$, it deduces that $\|f(\omega_1) - f(\omega_2)\|_{C^1} \leq \eta$.

It imply that $f$ is continuous, by using the contraction principle, we obtain that the random periodic solutions of Eq. (3.27) satisfies the LDP in space $G_1$ with rate function

$$I(u) = \frac{1}{2} \int_{-\infty}^{+\infty} |\dot{u}(t) + 5u(t) - \sin(u(t)) - 0.3\sin(2\pi t)|^2 \, dt,$$

where $\dot{u}$ be the derivative of $u$ with respect to time $t$.

The following graphs with respect to the numerical of random periodic solutions of Eq. (3.27) with $\varepsilon = 0, 0.01, 1$. 
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The following example is to show that we can also study the LDP for random quasi-periodic solutions. We give the definition of random quasi-periodic solution (see, for example, [11]).

**Definition 3.4.** Let $F(\omega, z)$ be a measurable map from $\Omega \times T^d$ to $H$, and $\phi(t, \omega)$ be a random dynamical systems from $H$ to $H$. Let $\alpha = (\alpha_1, \ldots, \alpha_d)$ be a $d$-dimension vector, which is rationally independent. Then, we say $\phi(t, \omega)$ has a random quasi periodic solution $F(\omega, \alpha \cdot t)$, if they satisfy

(i). (shift invariant of orbit) $\phi(t, \omega)F(\omega, z) = F(\theta(t, \omega), z)$.

(ii). (quasi periodic property) $\phi(t, \omega)F(\omega, z) = F(\theta(t, \omega), \alpha \cdot t + z)$ a.s.

**Example 3.** We consider a random Hopf’s bifurcation model for turbulence. The original deterministic model given by Hopf in [15] is

$$\frac{\partial \rho(x,t)}{\partial t} = I(\rho) + L(\rho) + \mu \frac{\partial^2 \rho(x,t)}{\partial x^2},$$

where $\rho = u + iv$, and

$$L(\rho) = \frac{1}{2\pi} \int_0^{2\pi} \rho(x+y) \bar{F}(y) dy,$$

$$I(\rho) = -\frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \rho(y) \rho(y') \bar{\rho}(y+y'-x) dy dy'.$$

We denote $\bar{u} + iv = u - iv$. Here, $F$ is regarded as the external force acting on the “velocity field” $\rho$.

By the Fourier transform, we know that

$$\rho(x,t) = \sum_{n=-\infty}^{\infty} \rho_n(t)e_n(x), \text{ and } F(x) = \sum_{n=-\infty}^{\infty} F_n e_n(x),$$

where $\{e_n(x) = e^{inx}, x \in S^1, n \in \mathbb{Z}\}$ is the orthonormal basis of $L^2(S^1)$, and $L^2(S^1)$ with norm

$$\|h\|_{L^2(S^1)} := \sum_{n=-\infty}^{\infty} |h_n|, \quad h = \sum_{n=-\infty}^{\infty} h_n e_n(x) \in L^2(S^1).$$

So, we get

$$\frac{d\rho_n(t)}{dt} = -\rho_n^2 \bar{F}_n + (\bar{F}_n - \mu n^2) \rho_n, \quad F_n = a_n - ib_n.$$
Thus, we consider the following equation

\[ \frac{d\rho(t)}{dt} = -\rho^2 \rho + (F - \nu) \rho, \quad F = a - ib, \]

let \( \rho = re^{i\theta} \), it is equivalent to

\[
\begin{align*}
\frac{dr(t)}{dt} &= (a - \nu - r^2) r, \\
\frac{d\theta(t)}{dt} &= b,
\end{align*}
\]

where

\[ \nu = \mu n^2, \quad a = a_n = \text{Re} F_n, \quad b = b_n = -\text{Im} F_n, \quad r = r_n, \quad \theta = \theta_n, \quad \rho_n = r_n e^{i\theta_n}. \]

Now, we consider that \( \rho \) is perturbed by random external force \( F \). For simplicity and illustrating our ideas, we assume that \( F = \sum_n (a_n + ib_n)e_n + W \), where \( W_i(x) = \sum_n c_n B_n(t)e_n(x) \) and \( \{B_n\} \) is a sequence independent Brownian motion, then Hopf’s model (3.31) or (3.33) with random external force is equivalent to the following stochastic equation

\[
\begin{align*}
\frac{dr(t)}{dt} &= \left( a - \nu + \frac{1}{2} c^2 - r^2 \right) r + crdB(t), \\
\frac{d\theta(t)}{dt} &= bdt,
\end{align*}
\]

where

\[ \nu = \mu n^2, \quad a = a_n, \quad b = b_n, \quad c = c_n, \quad r = r_n, \quad \theta = \theta_n, \quad \rho_n = r_n e^{i\theta_n}, \quad B(t) = B_n(t). \]

For some more complex random Hopf’s models, please see [2].

The Eq. (3.33) has the non-trivial stationary solution

\[ r^*(\omega) = \left( \int_{-\infty}^{0} e^{2(a-\nu)s + 2cB(s)(\omega)}ds \right)^{-\frac{1}{2}}, \quad \text{if} \ a > \nu, \]

and unique trivial stationary solution

\[ r^*(\omega) = 0, \quad \text{if} \ a \leq \nu. \]

Moreover, assume \( F_n = 0, n \leq 0 \), and \( \frac{2\pi}{n} \downarrow 0(n > 0), b_1, b_2, \ldots, b_n, \ldots \) is rationally independent. Let \( \mu_n = \frac{2\pi}{n^2} (n > 0) \). Set \( \theta_k = b_k t + \theta_k^0 \), if \( \mu_m > \mu > \mu_{m+1} \) for some fixed \( m \in \mathbb{N} \), then the solution \( \rho(x, t) \) of Eq. (3.31) converges to a random quasi-periodic solution \( \rho(\theta_j, 1 \leq j \leq m; \mu, \omega) = \sum_{j=0}^{m} r^*_j(t, \omega)e^{i(\theta_j+b_j t)}e_j(x) \) with the angle variables \( \theta \) form a manifold of the type of a \( m \)-d torus \( T^m \).

Specially, we can choose \( c_j = \sqrt{\epsilon}, 1 \leq j \leq m, c_{m+1} = c_{m+2} = \cdots = 0, a_j - j^2 \mu = \frac{3}{2} - \frac{1}{2} c^2, 1 \leq j \leq m \), let

\[ r^*_{\epsilon,j}(t, \omega) = \frac{1}{\left[ 2 \int_{-\infty}^{t} e^{(3-c)s + 2 \sqrt{\epsilon} B_j(s)(\omega)}ds \right]^{\frac{1}{2}}}, \]

where \( B_j(s)(\omega) = \omega_j(s), \omega = (\omega_1, \omega_2, \ldots, \omega_m), j = 1, 2, \ldots, m \). Then for every \( \epsilon > 0 \), the solution \( \rho_{\epsilon}(x, t) \) of Eq. (3.31) converges to a random quasi-periodic solution \( \rho_{\epsilon} : \Omega \times T^m \rightarrow L^2(S^1) \)

\[ \rho_{\epsilon}(\theta_j, 1 \leq j \leq m; \mu, \omega) := \sum_{j=1}^{m} r^*_{\epsilon,j}(t, \omega)e^{i(\theta_j+b_j t)}e_j(x), \]
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where \( \| \rho_c(\theta_j, 1 \leq j \leq m; \mu, \omega) \|_{L^2(S^1)} = \sum_{j=1}^{m} |r_{\epsilon,j}(t, \omega)| \).

Let \( G_2 \) be the space \( C(\mathbb{R}; L^2(S^1)) \) with another norm

\[
\| h \|_{C_2} = \sum_{k=1}^{\infty} 2^{-k} \left( \sup_{s \in [-k, k]} \| h(s) \|_{L^2(S^1)} \wedge 1 \right), \quad h \in C(\mathbb{R}; L^2(S^1)). \quad (3.35)
\]

Let \( r_i^* := r_{\epsilon,1,i}, i = 1, 2, \ldots, m \), and \( g : E_m \to G_2 \) defined by

\[
g(\omega)(t) := \sum_{j=1}^{m} r_j^*(t, \omega)e^{i(\theta_j^0+b_j) t}e_j(x),
\]

where \( \omega = (\omega_1, \omega_2, \ldots, \omega_m) \in E_m \). We prove the function \( g \) is continuous in the following.

For any \( \omega^1 = (\omega_1^1, \omega_2^1, \ldots, \omega_m^1) \), \( \omega^2 = (\omega_1^2, \omega_2^2, \ldots, \omega_m^2) \in E_m \), then after simple calculation, we obtain that

\[
\| g(\omega^1)(t) - g(\omega^2)(t) \|_{L^2(S^1)} = \sum_{j=1}^{m} |r_j^*(t, \omega_j^1) - r_j^*(t, \omega_j^2)|. \quad (3.36)
\]

For any \( \eta > 0 \), we choose \( N \) big enough such that \( \sum_{k=N}^{\infty} 2^{-k} \leq \frac{\eta}{2} \), it follows from Eqs. \((3.35)\) and \((3.36)\) that

\[
\| g(\omega^1) - g(\omega^2) \|_{C_2} \leq \sum_{k=1}^{N} 2^{-k} \left( \sup_{s \in [-k, k]} \| g(\omega^1)(s) - g(\omega^2)(s) \|_{L^2(S^1)} \wedge 1 \right) + \sum_{k=N}^{\infty} 2^{-k} \leq \sum_{k=N}^{\infty} 2^{-k} \leq \sum_{j=1}^{m} \sup_{s \in [-N,N]} (|r_j^*(t, \omega_j^1) - r_j^*(t, \omega_j^2)|) \wedge 1 + \frac{\eta}{2}.
\]

Define \( (\mathbb{R}^+)^m \) be the product space of \( \mathbb{R}^+ \) times \( m \), let \( f : E_m \to (\mathbb{R}^+)^m \) be

\[
f(\omega)(t) = (f_1(\omega)(t), f_2(\omega)(t), \cdots, f_m(\omega)(t)) := \left( \int_{-\infty}^{t} e^{2s+2B_1(s)\omega_1}ds, \int_{-\infty}^{t} e^{2s+2B_2(s)\omega_2}ds, \cdots, \int_{-\infty}^{t} e^{2s+2B_m(s)\omega_m}ds \right),
\]

it is sufficient to prove that \( f \) is a continuous function from \( E_m \) to space \( C([-N,N];(\mathbb{R}^+)^m) \) with norm \( \| f \|_{C([-N,N];\mathbb{R}^+ \times \mathbb{R}^+)} := \sum_{j=1}^{m} \sup_{t \in [-N,N]} |f_j(t)| \), for any \( N \in \mathbb{N}^+ \).

For any \( N \in \mathbb{N}^+, \delta > 0, \omega^1 \in E_m \) satisfies \( \| \omega^1 \|_{\mathcal{E}_m} \leq K \) and \( \| \omega^1 - \omega^2 \|_{\mathcal{E}_m} \leq \delta \), we have

\[
|f_i(\omega^1)(t) - f_i(\omega^2)(t)| = \left| \int_{-\infty}^{t} e^{2s+2\omega^1_i(s)\omega_1}ds - \int_{-\infty}^{t} e^{2s+2\omega^2_i(s)\omega_1}ds \right|
= \left| \int_{-\infty}^{t} e^{2s+2\omega^1_i(s)\omega_1}ds - \int_{-\infty}^{t} e^{2s+2\omega^2_i(s)\omega_1}ds \right| + \int_{0}^{t} e^{2s+2\omega^1_i(s)\omega_1}ds - \int_{0}^{t} e^{2s+2\omega^2_i(s)\omega_1}ds
:= l_i + l_{i}\quad (3.37)
\]

\( i = 1, 2, \cdots, m \).
We first estimate $I_i^1$, $i = 1, 2, \cdots, m$, choose $\delta$ small enough such that $e^{K-1+2\delta} - e^{K-1+\delta} < 1$ then
\[
I_i^1 = \int_{-\infty}^{t_0\wedge} e^{2s} \left[ \exp \left( \frac{\omega_i^1(s)}{1-s} \right) - \exp \left( \frac{\omega_i^2(s)}{1-s} \right) \right]^{2(1-s)} \, ds \\
\leq \int_{-\infty}^{t_0\wedge} e^{2s} \left[ \exp \left( \frac{\omega_i^2(s)}{1-s} + \delta \right) - \exp \left( \frac{\omega_i^2(s)}{1-s} \right) \right]^{2(1-s)} \, ds \\
\leq \int_{-\infty}^{t_0\wedge} e^{2s} \left[ e^{K+2\delta} - e^{K+\delta} \right]^{2(1-s)} \, ds \quad (3.38)
\]
\[
= \left[ e^{K+2\delta} - e^{K+\delta} \right]^2 \left[ \int_{-\infty}^{t_0\wedge} \left[ e^{K-1+2\delta} - e^{K-1+\delta} \right]^{-2s} \, ds \right] \\
= \frac{1}{2} \left( e^{K+2\delta} - e^{K+\delta} \right)^2 \left[ \int_{-\infty}^{t_0\wedge} \left[ e^{K-1+2\delta} - e^{K-1+\delta} \right]^{-2(t_0\wedge 0)} \, ds \right] \\
\leq \frac{1}{2} \left( e^{K+2\delta} - e^{K+\delta} \right)^2 \left[ \ln \left( e^{K+1+2\delta} - e^{K+1+\delta} \right) \right]^{-1}.
\] Similar estimate for $I_i^2$, $i = 1, 2, \cdots, m$, choose $\delta$ small enough such that $e^{K+1+2\delta} - e^{K+1+\delta} < 1$, we get that
\[
I_i^2 = \int_{0}^{t_0\wedge} e^{2s} \left[ \exp \left( \frac{\omega_i^1(s)}{1+s} \right) - \exp \left( \frac{\omega_i^2(s)}{1+s} \right) \right]^{2(1+s)} \, ds \\
\leq \int_{0}^{t_0\wedge} e^{2s} \left[ \exp \left( \frac{\omega_i^2(s)}{1+s} + \delta \right) - \exp \left( \frac{\omega_i^2(s)}{1+s} \right) \right]^{2(1+s)} \, ds \\
\leq \int_{0}^{t_0\wedge} e^{2s} \left[ e^{K+2\delta} - e^{K+\delta} \right]^{2(1+s)} \, ds \quad (3.39)
\]
\[
= \left[ e^{K+2\delta} - e^{K+\delta} \right]^2 \left[ \int_{0}^{t_0\wedge} \left[ e^{K+1+2\delta} - e^{K+1+\delta} \right]^{2s} \, ds \right] \\
= \frac{1}{2} \left( e^{K+2\delta} - e^{K+\delta} \right)^2 \left[ \left( e^{K+1+2\delta} - e^{K+1+\delta} \right)^{2(t_0\wedge 0)} - 1 \right] \left[ \ln \left( e^{K+1+2\delta} - e^{K+1+\delta} \right) \right]^{-1} \\
\leq \frac{1}{2} \left( e^{K+2\delta} - e^{K+\delta} \right)^2 \left[ \ln \left( e^{K+1+2\delta} - e^{K+1+\delta} \right) \right]^{-1}.
\] It follows from (3.37), (3.38) and (3.39) that $f|_{[-N,N]}$ is a continuous function from $E_m$ to space $C([-N,N]; \mathbb{R}^m)$, thus $g$ is a continuous function from $E_m$ to $G_2$.

By using the contraction principle, we obtain that the random quasi-periodic solutions of Eq. (3.31) satisfies the LDP in space $G_2$ with rate function
\[
I(\rho) = \inf \left\{ \frac{1}{2} \int_{-\infty}^{+\infty} \| \phi(s) \|_{\mathbb{R}^m}^2 \, ds : \phi \in E_m, \rho = g(\phi) \right\}.
\]

4. Invariant measure, rate function and quasi-potential

4.1. LDP for invariant measure

In this section, we will use the contraction principle to prove that the LDP for the family of stationary solutions $\{X^*_\varepsilon\}_{\varepsilon>0}$ deduce the LDP for the family of invariant measures $\{\nu_{\varepsilon}\}_{\varepsilon>0}$ for (2.1).

It follows from Lemma 2.6 that there exists $\varepsilon_0 > 0$ such that for $\varepsilon \in (0, \varepsilon_0)$, (2.1) exists a unique stationary solution $X^*_\varepsilon$. Let $\nu_{\varepsilon}$ be the distribution of the stationary solution $X^*_\varepsilon(\cdot, \omega)$ at time 0, i.e.
\[
\nu_{\varepsilon}(A) := \mathbb{P} \{ \omega; X^*_\varepsilon(0, \omega) \in A \}, \quad \forall A \in \mathcal{B}(H),
\]
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then $\nu_{\varepsilon}$ is an invariant measure of Eq. (2.1) in $H$. Moreover, Lemma 5.11 easily implies the invariant measure of Eq. (2.1) is unique in $H$, for any $\varepsilon \in (0, \varepsilon_0)$. Thus $\nu_{\varepsilon}$ is the unique invariant measure of Eq. (2.1) in $H$.

For any $\varepsilon \in (0, \varepsilon_0)$, $X_{\varepsilon}^\ast(0, \omega)$ is an $\mathcal{F}_{-\infty}^\ast$-measurable random variable, therefore, in this section, we only consider the LDP of stationary solutions for Eq. (2.1) in space $C((-\infty, 0]; H)$ with the norm

$$\| \cdot \|_{C((-\infty, 0]; H)} = \sum_{k=1}^{\infty} 2^{-k} \left( \sup_{s \in [-k, 0]} \| \cdot \|_H \wedge 1 \right).$$

(4.1)

Similar to the proof in Section 3, we could have the following theorem.

**Theorem 4.1.** Under the Hypothesis 2.1, the family $\{X_{\varepsilon}^\ast : \varepsilon > 0\}$ satisfies the LDP in $C((-\infty, 0]; H)$ with good rate function

$$\hat{I}(f) = \inf_{\{v \in L^2((-\infty, 0]; H_0) : f = \mathcal{G}^0(\int_{-\infty}^s v(s) \, ds)\}} \left\{ \frac{1}{2} \int_{-\infty}^0 \| v(s) \|^2_{H_0} \, ds \right\},$$

(4.2)

where the infimum over an empty set is taken as $+\infty$.

We could get the following Theorem by using the contraction principle (cf. Theorem 4.2.1 in [7]).

**Theorem 4.2.** Under the Hypothesis 2.1, the family of invariant measures $\{\nu_{\varepsilon} \}_{\varepsilon > 0}$ for Eq. (2.1) satisfies the LDP in $H$, with good rate function $I'$

$$I'(x) = \inf \left\{ \frac{1}{2} \int_{-\infty}^0 \| v(s) \|^2_{H_0} \, ds : u = \mathcal{G}^0 \left( \int_{-\infty}^s v(s) \, ds \right), u(0) = x \right\}.$$  

(4.3)

**Proof.** It follows from Theorem 4.1 that the stationary solution family $\{X_{\varepsilon}^\ast(\cdot, \omega) : \varepsilon > 0\}$ for Eq. (2.1) satisfies the LDP in $C((-\infty, 0]; H)$ with rate function $\hat{I}$.

Let $G : C((-\infty, 0]; H) \to H$ by $G(f) = f(0)$, it is obvious that $G$ is continuous, then it follows from the contraction principle that the invariant measure family $\{\nu_{\varepsilon} \}_{\varepsilon > 0}$ of Eq. (2.1) satisfies the LDP in $H$, with rate function

$$I'(x) = \inf_{\{x = G(u)\}} \{ \hat{I}(u) \} = \inf \left\{ \frac{1}{2} \int_{-\infty}^0 \| v(s) \|^2_{H_0} \, ds : u = \mathcal{G}^0 \left( \int_{-\infty}^s v(s) \, ds \right), u(0) = x \right\}.$$  

4.2. Rate function and quasi-potential

It is well known that [14] and [6] have proved the family of invariant measures for stochastic equations satisfies LDP with the quasi-potential as rate function. The definition of quasi-potential is given in Section 2.3, we will prove the rate function $I'$ defined in (4.3) and quasi-potential are equivalent below.

**Lemma 4.1.** The rate function (4.3) defined in Theorem 4.2 are equivalent to the rate function (2.10) defined by quasi-potential of the LDP for invariant measures of Eq. (2.1).
Proof. It follows from the definition of $G^0$ and (2.10) that
\[
I'(x) = \inf \left\{ \frac{1}{2} \int_{-\infty}^{0} \|v(s)\|^2_{H^0} \, ds : u = G^0 \left( \int_{-\infty}^{s} v(s) \, ds \right), u(0) = x \right\} = \inf \left\{ \frac{1}{2} \int_{-\infty}^{0} \|v(t)\|^2_{H^0} \, dt : u \in C((-\infty, 0]; H), u = u(v), u(0) = x, \lim_{t \to -\infty} \|u(t)\|_H = 0 \right\} = \inf \left\{ S_{-\infty}(u) : u \in C((-\infty, 0]; H), u(0) = x, \lim_{t \to -\infty} \|u(t)\|_H = 0 \right\} = V(x), \forall x \in H, V(x) < \infty.
\]

Remark 4.1. Theorem 4.2 states that the LDP for the family of stationary solutions can deduce the LDP for the family of invariant measures of Eq. (2.1). And for the rate function $I'$ consistent with quasi-potential $V$, $I'$ defined in Theorem 4.2 gives another explain of quasi-potential.

The next example illustrate that there exists two systems with different dynamical behaviors but with the same invariant measure. It implies that the LDP for the stationary solutions gives more dynamical information than the LDP of invariant measures.

Example 4. Define two $2 \times 2$ metrics $A_1$ and $A_2$ by
\[
A_1 = \begin{bmatrix} -\lambda & 0 \\ 0 & -\lambda \end{bmatrix}, \quad A_2 = \begin{bmatrix} -\lambda & -\beta \\ \beta & -\lambda \end{bmatrix}.
\]
We consider two stochastic equations
\[
dX = A_1 X \, dt + \sqrt{\varepsilon} dW, \quad (4.5)
\]
and
\[
dX = A_2 X \, dt + \sqrt{\varepsilon} dW, \quad (4.6)
\]
It follows from Theorem 4.2 that the family of invariant measures of Eqs. (4.5) and (4.6) satisfies LDP with good rate function as follows
\[
V_i(X) = \inf \left\{ \frac{1}{2} \int_{-\infty}^{0} \left\| \dot{Y}(t) - A_i Y(t) \right\|_{R^2}^2 \, dt : Y(0) = X, \lim_{t \to -\infty} \|Y(t)\|_{R^2} = 0 \right\}, \quad i = 1, 2,
\]
where $X = (x_1, x_2)$ with norm $\|X\|_{R^2}^2 := x_1^2 + x_2^2$, and $\dot{Y}$ be the derivative of $Y$ with respect to time $t$.

By using Theorem 3.1 in [12], we can get that
\[
V_i(X) = \lambda (x_1^2 + x_2^2), \quad i = 1, 2.
\]
It implies that the rate functions for invariant measures of two Eqs. (4.5) and (4.6) are equivalent. Furthermore, let $Z_\varepsilon := \int_{R^2} e^{-\frac{\lambda (x_1^2 + x_2^2)}{2 \varepsilon}} \, dX$, the two Eqs. (4.5) and (4.6) have the same invariant measure $\nu_\varepsilon(\cdot) = \frac{1}{Z_\varepsilon} \int e^{-\frac{\lambda (x_1^2 + x_2^2)}{2 \varepsilon}} \, dX$, for every $\varepsilon$. However, we have known that the determinate equations $dX = A_1 X \, dt$ and $dX = A_2 X \, dt$ with respect to Eqs. (4.5) and (4.6) have different asymptotic behavior.
Define the stationary solutions of Eqs. (4.5) and (4.6) by

\[ X_{i, \varepsilon}^* (\cdot) = \sqrt{\varepsilon} \int_{-\infty}^{\cdot} e^{A_i (-s)} dB_s, \quad i = 1, 2. \]

It follows from Theorem 2.10 that the family of the stationary solutions \( \{X_{i, \varepsilon}^*\}_{\varepsilon > 0} \) of Eqs. (4.5) and (4.6) satisfies LDP in space \( C(\mathbb{R}; \mathbb{R}^2) \) with different rate function

\[ I_i (Y) = \frac{1}{2} \int_{-\infty}^{+\infty} \left\| \dot{Y}(t) - A_i Y(t) \right\|^2 dt, Y \in C(\mathbb{R}; \mathbb{R}^2), \quad i = 1, 2. \]

It implies that it is meaningful to research the LDP for stationary solutions, which gives more dynamical information. The numerical simulation in the following graphs will give a more intuitive explanation.

We choose \( \lambda = 0.3, \beta = 2 \), the following three graphs are the numerical approximate of solutions for Eq. (4.5) correspond to the cases \( \varepsilon = 0, \varepsilon = 0.01, \varepsilon = 1 \).

The following three graphs are the numerical approximate of solutions for Eq. (4.5) correspond to the cases \( \varepsilon = 0, \varepsilon = 0.01, \varepsilon = 1 \).

Brzeziak and Cerrai have researched the LDP for the invariant measures of the 2-dimensional stochastic Navier-Stokes equations on a torus in [4]. We will consider the LDP for the solutions of the pullback integral equations of the 2-dimensional stochastic Navier-Stokes equations in the following.

**Example 5.** For convenience, we write 2-dimensional stochastic Navier-Stokes equations perturbed by a small additive noise in a functional form shown by Brzeziak and Cerrai in [4], as

\[ \mathrm{d}u(t) + A u(t) \mathrm{d}t + B(u(t), u(t)) \mathrm{d}t = \sqrt{\varepsilon} \mathrm{d}w_t, \quad u(0) = u_0, \quad (4.7) \]
for $0 < \varepsilon < \frac{1}{\Delta}$ on a two-dimensional torus $\mathbb{T}^2$.

Let us recall that $A$ is the Stokes operator, roughly speaking, equal to the Laplace operator composed with the Leray-Helmholtz projection $P$, the convection $B(u, u)$ is equal to $P(u \nabla u)$, and $w(t)$ is a $Q$ Wiener process.

The space $H$ is defined by

$$H = \left\{ u \in L^2 (\mathbb{T}^2) : \int_{\mathbb{T}^2} u(x) dx = 0 \right\}.$$  

We also define the space $V$ by setting

$$V = \left\{ u \in H : D_j u \in L^2 (\mathbb{T}^2, \mathbb{R}^2) \right\},$$

where $D_j, j = 1, 2$, are the 1st order weak derivatives of the torus.

The proof is similar to the proof of Mattingly in [27] and Appendix 5.2, that there exists $\varepsilon_0 > 0$ such that for any $\varepsilon \in (0, \varepsilon_0)$, the solution of the following pullback integral equation exists and is unique.

$$u^*_\varepsilon(r) = \int_{-\infty}^{r} S_A(t-s) B (u^*_\varepsilon(s), u^*_\varepsilon(s)) \, ds + \sqrt{\varepsilon} \int_{-\infty}^{r} S_A(t-s) dw_s.$$  \hspace{1cm} (4.8)

Similar to Example 1 it follows from Lemma 5.5 and Lemma 5.4, for any $v \in L^2 (\mathbb{R}; H_0)$, that there exists a unique solution $u^*_\varepsilon$ of skeleton Eq. (4.7), which satisfies the following equation in $H$ for any $t \in \mathbb{R}$,

$$u^*_\varepsilon(t, \omega) = \int_{-\infty}^{t} S_A(t-r) B (u^*_\varepsilon(s), u^*_\varepsilon(s)) \, dr + \int_{-\infty}^{t} S_A(t-r) v(r) \, dr.$$  \hspace{1cm} (4.9)

We define $G^0 : C(\mathbb{R}; H_0) \rightarrow C(\mathbb{R}; H)$ by

$$G^0 \left( \int_{-\infty}^{t} v(s) \, ds \right) := u^*_\varepsilon(\cdot).$$

By using Theorem 3.2 the family $\{u^*_\varepsilon : \varepsilon > 0\}$ satisfies the LDP in $C(\mathbb{R}; H)$ with rate function

$$I(f) = \inf_{v \in L^2(\mathbb{R}; H_0) : f = G^0 (\int_{-\infty}^{t} v(s) \, ds)} \left\{ \frac{1}{2} \int_{-\infty}^{t} \|v(s)\|_{H_0}^2 \, ds \right\},$$

where the infimum over an empty set is taken as $+\infty$.

For any $\varepsilon \in (0, \varepsilon_0)$, although we have not proved the solutions of stochastic Navier-Stokes Eq. (4.7) form a $C^k$ perfect cocycle, the distribution of the solution for Eq. (4.8) is also the unique invariant measure of Eq. (4.7). Moreover, it follows from Theorem 4.2 that the family of invariant measures of Eq. (4.7) satisfies LDP with rate function

$$I'(x) = \inf \left\{ \frac{1}{2} \int_{-\infty}^{0} \|v(s)\|_{H_0}^2 \, ds : u = G^0 \left( \int_{-\infty}^{t} v(s) \, ds \right), u(0) = x \right\}. \hspace{1cm} (4.10)$$

It follows from the definition of $G^0$ that $u^*_\varepsilon(\cdot)$ is a very weak solution (cf. Definition 3.4 in [4]) of Eq. (4.7). And similar to the Definition 3.6 of [4], we define $H(u)$ by

$$[H(u)](t) := \dot{u}^*_\varepsilon(t) + A u^*_\varepsilon(t) + B(u^*_\varepsilon(t), u^*_\varepsilon(t)), \quad t \in \mathbb{R}, \hspace{1cm} (4.11)$$
where \( \dot{u}_c^\ast(t) \) be the derivative of \( u_c^\ast \) with respect to time \( t \).

And

\[
S_{-\infty}(u) := \frac{1}{2} \int_{-\infty}^{0} \| \mathcal{H}(u)(s) \|_{H_0}^2 \, ds.
\]  

Combining Eqs. (4.10), (4.11) and (4.12), we get that

\[
I'(x) = \inf \left\{ \frac{1}{2} \int_{-\infty}^{0} \| \mathcal{H}(u)(s) \|_{H_0}^2 \, ds : u(0) = x \right\} = \inf \left\{ S_{-\infty}(u) : u(0) = x \right\},
\]

which is equal to the rate function defined by quasi-potential in (4.13) of [4].

5. Proofs of the well-posedness of skeleton equation in infinite intervals and stationary solution

This section is divided into two subsections, in the first subsection we prove Theorem 3.1 about the well-posedness of the skeleton Eq. (3.1). In the second subsection we prove Theorem 2.6 about the existence and uniqueness of stationary solution \( X_c^\ast \) for Eq. (2.1).

5.1. The well-posedness of the skeleton equation

Similar to Theorem 4.4 of Sritharan and Sundar [25], we could have the following lemma.

Lemma 5.1. For any \( T > 0 \), \( X(0) \in H \) and \( v \in S_M \), for some \( M < \infty \), under Hypothesis 2.1, there exists a unique mild solution \( X \) of Eq. (3.1) with initial value \( X(0) \) at time \( t_0 \) satisfies

\[
\| X(t) \|_H^2 + \lambda \int_{t_0}^{t} \| X \|_V^2 \, ds \leq C, \quad \forall t \geq t_0,
\]

where \( \lambda \) is defined in Hypothesis 2.1 (i), \( C_1 \) and \( D \) are defined in Remark 2.1 (i) and (ii) respectively.

Proof

It follows from the Hypothesis 2.1 (i), Remark 2.1 (ii) and Young inequality,

\[
\frac{d}{dt} \| X \|_H^2 = 2 \left\langle \frac{dX}{dt} , X \right\rangle_H = 2 \nu \left( AX + F(X) \right) \nu + 2 \langle B(X)v, X \rangle_H \\
\leq -2\lambda \| X \|_V^2 + 2|B(X)|_{L_Q} \| v \|_{H_0} \| X \|_H \leq -2\lambda \| X \|_V^2 + 2D \| v \|_{H_0} \| X \|_H \\
\leq -\lambda \| X \|_V^2 + (\delta - \lambda C_1) \| X \|_H^2 + \frac{D^2}{\delta} \| v \|_{H_0}^2,
\]
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by taking integral and since \( v \in S_M \), it implies that
\[
\|X(t)\|^2_H + \lambda \int_{t_0}^t \|X\|^2_V ds \leq \|X(t_0)\|^2_H + (\delta - \lambda C_1) \int_{t_0}^t \|X\|^2_H ds + \frac{D^2}{\delta} \int_{-\infty}^{t_0} \|v\|^2_H ds
\]
\[
\leq \|X(t_0)\|^2_H + \frac{D^2 M}{\delta} + (\delta - \lambda C_1) \int_{t_0}^t \|X\|^2_H ds.
\]

By using the Gronwall inequality, we then obtain
\[
\|X(t)\|^2_H + \lambda \int_{t_0}^t \|X\|^2_V ds \leq \left( \|X(t_0)\|^2_H + \frac{D^2 M}{\delta} \right) \exp\{ (\delta - \lambda C_1)(t - t_0) \}.
\]

After choosing \( \delta \) small enough such that \( \delta < \lambda C_1 \), then
\[
\|X(t)\|^2_H + \int_{t_0}^t \|X\|^2_V ds \leq \|X(t_0)\|^2_H + \frac{D^2 M}{\delta}.
\]

\[\Box\]

The following lemmas are aim to study the asymptotic stability of dynamical systems, which is the basis of the definition \( G^0 \). For any \( M > 0 \), \( t_0 \in \mathbb{R}, t \geq t_0, X_0, \hat{X}_0 \in H \) and \( v \in S_M \). Let \( X(t, t_0; \omega)X_0 \) and \( \hat{X}(t, t_0; \omega)\hat{X}_0 \) denote the solutions of Eq. (3.1) starting at different initial value \( X_0 \) and \( \hat{X}_0 \) at time \( t_0 \), respectively. For convenience, let \( \rho(t, t_0; X_0, \hat{X}_0) = X(t, t_0; \omega)X_0 - \hat{X}(t, t_0; \omega)\hat{X}_0 \).

**Lemma 5.3.** Let \( \Gamma(l, t_0; X) = \lambda C_1 - \eta - C_0 \left( \frac{1}{2} \int_{t_0}^{t_0 + l} \|X(s)\|^2_V ds \right) \), then
\[
\left\| \rho(t, t_0; X, \hat{X}) \right\|^2_H \leq e^{-2\Gamma(t-t_0;X)(t-t_0)} \left( \left\| X_0 - \hat{X}_0 \right\|^2_H + \frac{2D^2 M}{\eta} \right),
\]
where \( \lambda \) and \( C_0 \) are defined in Hypothesis 2.1 (i), \( C_1 \) and \( D \) are defined in Remark 2.1 (i) and (ii) respectively.

**Proof.** It follows from the Hypothesis 2.1 (i), Remark 2.1 (i), (ii) and Young inequality,
\[
\frac{1}{2} \frac{d}{dt} \|\rho(t)\|_H^2 = \langle \rho, AX - A\hat{X} + F(X) - F(\hat{X}) \rangle_V + \langle B(X)v - B(\hat{X})v, \rho \rangle_H
\]
\[
\leq -\lambda \|\rho\|_H^2 + C_0 \|\rho\|_H \|X\|_V^2 + 2D \|v\|_H \|\rho\|_H
\]
\[
\leq -\lambda C_1 \|\rho\|_H^2 + C_0 \|\rho\|_H \|X\|_V^2 + \eta \|\rho\|_H^2 + \frac{D^2}{\eta} \|v\|_H^2
\]
\[
\leq -\left[ \lambda C_1 - C_0 \|X\|_V^2 - \eta \right] \|\rho\|_H^2 + \frac{D^2}{\eta} \|v\|_H^2,
\]

after taking integral, it follows that
\[
\|\rho(t)\|_H^2 \leq \|\rho(0)\|_H^2 + \frac{2D^2}{\eta} \int_{-\infty}^{t_0} \|v\|_H^2 ds - 2 \int_{t_0}^t \left[ \lambda C_1 - C_0 \|X\|_V^2 - \eta \right] \|\rho\|_H^2 ds,
\]
by the Gronwall inequality, we can get the desired result.\[\Box\]
Corollary 5.1. For any $\lambda_0 \in (0, \lambda C_1)$, there exists a constant $N_0$ such that for any $t - t_0 > N_0$,

$$\left\| X(t, t_0; X_0) - \hat{X}(t, t_0; \hat{X}_0) \right\|^2_H = \left\| \rho(t, t_0; X_0, \hat{X}_0) \right\|^2_H \leq e^{-2\lambda_0(t-t_0)} \left( \| X_0 - \hat{X}_0 \|^2_H + 2D^2 M \eta \right),$$

which imply that

$$\lim_{t \to +\infty} \left\| X(t, t_0; X_0) - \hat{X}(t, t_0; \hat{X}_0) \right\|^2_H = 0.$$

Proof. Combining Lemma 5.2 and Lemma 5.3, we could choose $\eta$ small enough and $N_0$ big enough such that $\Gamma(t - t_0; X) > \lambda_0, \forall t - t_0 > N_0$, it implies the conclusion. \qed

We will give the following two lemmas to prove there exist a unique solution of the backward infinite horizon integral equation for Eq. (3.1). And then we define $\mathcal{G}_0$ as the unique solution of the backward infinite horizon integral equation for Eq. (5.1).

Lemma 5.4. For any $v \in L^2(\mathbb{R}; H_0)$, assume that for any $N \in \mathbb{Z}^+$, $Y(t, \omega)|_{t \in [-N, N]} \in C([-N, N]; H)$. Moreover, if $Y(t, \omega)$ satisfies the following equation in $H$ for any $t \in \mathbb{R}$,

$$Y(t, \omega) = \int_{-\infty}^t S_A(t - r)F(Y(r, \omega))dr + \int_t^\infty S_A(t - r)B(Y(r, \omega))v(r)dr, \quad (5.1)$$

and

$$\sup_{t \in \mathbb{R}} \| Y(t) \|^2_H < \infty, \quad (5.2)$$

then $Y(t)$ is unique.

Proof. For any $t' < t$, it follows from Eq. (5.1) that

$$Y(t, \omega) = S_A(t - t')Y(t', \omega) + \int_{t'}^t S_A(t - r)F(Y(r, \omega))dr + \int_t^\infty S_A(t - r)B(Y(r, \omega))v(r)dr.$$

Therefore, for any $t > t' \in \mathbb{R}$, $Y(\cdot, \omega)$ is the mild solution of Eq. (3.1) with initial value $Y(t', \omega)$. We will show the uniqueness of Eq. (5.1). Assume $Y(\cdot, \omega)$ and $Z(\cdot, \omega)$ are two solutions of Eq. (5.1), then for any $n \in \mathbb{Z}^+, -n < t$,

$$Y(t, \omega) = S_A(t + n)Y(-n, \omega) + \int_{-n}^t S_A(t - r)F(Y(r, \omega))dr + \int_{-n}^t S_A(t - r)B(Y(r, \omega))v(r)dr,$$

$$Z(t, \omega) = S_A(t + n)Z(-n, \omega) + \int_{-n}^t S_A(t - r)F(Z(r, \omega))dr + \int_{-n}^t S_A(t - r)B(Z(r, \omega))v(r)dr.$$

It implies that $Y(\cdot, \omega)$ and $Z(\cdot, \omega)$ are mild solutions of Eq. (3.1) with initial value $Y(-n, \omega)$ and $Z(-n, \omega)$ at time $-n$, then by using Corollary 5.1 and assumption $\sup_{t \in \mathbb{R}} \| Y(t) \|^2_H < \infty$ and $\sup_{t \in \mathbb{R}} \| Z(t) \|^2_H < \infty$, let $n \to \infty$, we can have

$$\| Y(l, \omega) - Z(l, \omega) \|^2_H \to 0, \quad \forall l > 0.$$

The uniqueness have been proved. \qed
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Finally, we will construct the solution of \((5.1)\). For any \(n \in \mathbb{Z}^+\) and fixed \(v \in L^2(\mathbb{R}; H_0)\), for convenience we set \(X_v(t, s; X_s)\) be the mild solution of \((3.1)\) with initial value \(X_s\) at initial time \(s\), let

\[
X_v^n(t) = \begin{cases} 
X_v(t, -n; 0), & t > -n, \\
0, & t \leq -n.
\end{cases}
\]

**Lemma 5.5.** Assume that \(v \in L^2(\mathbb{R}; H_0)\), for any \(N \in \mathbb{Z}^+\), \(X_v^n(\cdot) \to X_v^\ast(\cdot) \) in \(C([-N, N]; H)\) as \(n \to \infty\). Moreover, \(X_v^\ast\) satisfies the backward infinite horizon integral Eq. \((5.1)\) and \((5.2)\).

**Proof.** It follows from Corollary 5.1 that \(X_v^n\) is a Cauchy sequence in \(C([-N, N]; H)\). Since the space \(C([-N, N]; H)\) is complete, there exists \(X_v^\ast\) such that \(\lim_{n \to \infty} X_v^n = X_v^\ast\) in \(C([-N, N]; H)\). For \(N\) is arbitrary, \(X_v^\ast(\cdot)\) is defined for all time, and from Lemma 5.2, we have \(\sup_{n} \sup_{t \in \mathbb{R}} \|X_v^n(t)\|_H^2 < \infty\), this implies that

\[
\sup_{t \in \mathbb{R}} \|X_v^\ast(t)\|_H^2 < \infty. \tag{5.3}
\]

Finally we will show \(X_v^\ast\) satisfies Eq. \((5.1)\).

**Step 1:** For any \(t \in \mathbb{R}\) and \(t_0 < t\), we will show that \(X_v^\ast\) satisfies

\[
X_v^\ast(t) = S_A(t - t_0)X_v^\ast(t_0) + \int_{t_0}^t S_A(t - r)F(X_v^\ast(r))dr + \int_{t_0}^t S_A(t - r)B(X_v^\ast(r))v(r)dr. \tag{5.4}
\]

For any \(t_0 < t \in \mathbb{R}\), we can find \(N \in \mathbb{N}^+\) such that \(t_0, t \in [-N, N]\). Fixed \(N\), it follows from Hypothesis 2.1 (ii), we obtain that

\[
\left\| \int_{t_0}^t S_A(t - r)F(X_v^\ast(r))dr - \int_{t_0}^t S_A(t - r)F(X_v^n(r))dr \right\|_H^2 \\
\leq C(N) \int_{t_0}^t (t-r) \|X_v^\ast(r) - X_v^n(r)\|_H^2 dr \\
\leq C(N) \sup_{r \in [-N, N]} \|X_v^\ast(r) - X_v^n(r)\|_H^2 \int_{t_0}^t (t-r)^\alpha dr,
\]

Since \(X_v^n(\cdot) \to X_v^\ast(\cdot)\) in \(C([-N, N]; H)\), it deduces that

\[
\left\| \int_{t_0}^t S_A(t - r)F(X_v^\ast(r))dr - \int_{t_0}^t S_A(t - r)F(X_v^n(r))dr \right\|_H^2 \to 0.
\]

It follows from Remark 2.1 (ii) and (iii),

\[
\left\| \int_{t_0}^t S_A(t - r)B(X_v^\ast(r))v(r)dr - \int_{t_0}^t S_A(t - r)B(X_v^n(r))v(r)dr \right\|_H^2 \\
\leq C \int_{t_0}^t \|B(X_v^\ast(r))v(r) - B(X_v^n(r))v(r)\|_H^2 ds \\
\leq C\beta^2 \int_{t_0}^t \|X_v^\ast(r) - X_v^n(r)\|_H^2 \|v\|_H^2 ds \\
\leq C\beta^2 \sup_{t \in [-N, N]} \|X_v^\ast(r) - X_v^n(r)\|_H^2 \int_{t_0}^t \|v\|_H^2 ds.
\]
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Since $X^n_v(\cdot) \to X^*_v(\cdot)$ in $C([-N,N];H)$, for any $v \in L^2(\mathbb{R};H_0)$, it implies that

$$\lim_{n \to \infty} \int_{t_0}^{\infty} S_A(t-r)B(X^n_v)(r)\,dr = \int_{t_0}^{\infty} S_A(t-r)B(X^*_v(r))\,dr, \quad \text{in } C([-N,N];H).$$

At the same time it follows from Remark 2.1 (iii) that $X^*_v(t), S_A(t-t_0)X^*_v(t_0)$ converge strongly to $X^*_v$ and $S_A(t-t_0)X^*_v(t_0)$ in $H$ respectively, hence Eq. (5.4) holds.

**Step 2:** We next prove that $X^*_v$ satisfies Eq. (5.1). From Eq. (5.4), it is easy to know that for any $0 < m < n$,

$$\int_{-n}^{-m} S_A(-r)[F(X^*_v(r)) + B(X^*_v(r))v(r)]\,dr = -S_A(n)X^*_v(-n) + S_A(m)X^*_v(-m),$$

moreover,

$$\|S_A(n)X^*_v(-n)\|_H \leq |S_A(n)|_L \|X^*_v(-n)\|_H, \quad \|S_A(m)X^*_v(-m)\|_H \leq |S_A(m)|_L \|X^*_v(-m)\|^2_H.$$

Thus combining (5.3) and Remark 2.1 (iii), we obtain that $\|S_A(n)X^*_v(-n)\|_H$ and $\|S_A(m)X^*_v(-m)\|_H$ converge to 0 as $m, n \to \infty$. Therefore,

$$\int_{-n}^{t} S_A(-r)[F(X^*_v(r)) + B(X^*_v(r))v(r)]\,dr$$

is a Cauchy sequence in $H$ with respect to $n$ for any $t \in \mathbb{R}$. Let $n \to \infty$, we can obtain that

$$\int_{-n}^{t} S_A(-r)[F(X^*_v(r)) + B(X^*_v(r))v(r)]\,dr \to \int_{-\infty}^{t} S_A(-r)[F(X^*_v(r)) + B(X^*_v(r))v(r)]\,dr.$$

Moreover, by using Remark 2.1 (iii), $\|S_A(t+n)X^*_v(-n)\|_H^2 \leq |S_A(t+n)|_L \|X^*_v(-n)\|_H^2 \to 0$, as $n \to \infty$.

Thus it follows from Eq. (5.4) that $X^*_v$ satisfies Eq. (5.1). \qed

The proof of Theorem 3.1 in the following.

**Proof.** Combining Lemma 5.5 and Lemma 5.4, we have known that the solution of the backward infinite horizon integral Eq. (3.2) for skeleton Eq. (3.1) exists and is unique, and satisfies (3.3). \qed

### 5.2. Stationary solution

Similar to the proofs of Mattingly [21] and Liu and Zhao [19], we prove Theorem 2.6 in this subsection. This subsection under Hypothesis 2.1 and we first give the energy estimate for Eq. (2.1) in the following lemma.

**Lemma 5.6. (Energy Estimate)** For convenience, we fixed $t_0$ and denote $X_\varepsilon(t) = X_\varepsilon(t,t_0;X_0)$ be the solution of Eq. (2.1) with initial value $X_0$ at time $t_0$, then we have

$$E \|X_\varepsilon(t)\|_H^2 \leq E \|X_0\|_H^2 - 2\lambda p E \int_{t_0}^{t} \|X_\varepsilon(s)\|_H^{2(p-1)} \|X_\varepsilon(s)\|_V^2 \,ds$$

$$+ E \int_{t_0}^{t} 2\varepsilon p(p-1) \|X_\varepsilon(s)\|_H^{2(p-2)} \|B(X_\varepsilon(s))\|_L^2 \,ds$$

$$+ E \int_{t_0}^{t} \varepsilon p \|X_\varepsilon(s)\|_H^{2(p-1)} \|B(X_\varepsilon(s))\|_{L^q}^2 \,ds, \quad \forall \varepsilon > 0.$$
Proof. For every $\varepsilon > 0$, it follows from the Itô formula that

$$d\|X_\varepsilon(t)\|^2_H = 2\varphi \cdot \langle AX_\varepsilon, X_\varepsilon \rangle_V dt + 2\langle F(X_\varepsilon), X_\varepsilon \rangle_H dt + 2\sqrt{\varepsilon} \langle X_\varepsilon, B(X_\varepsilon) dW \rangle_H + \varepsilon \|B(X_\varepsilon)\|^2_{\mathcal{L}Q} dt.$$  

For $p \geq 1$, it follows from the Itô formula and Hypothesis 2.1 (i) that

$$d\|X_\varepsilon(t)\|^2_H = p \|X_\varepsilon(t)\|^2_H - \frac{1}{2} p \|X_\varepsilon(t)\|^2_H \langle d\|X_\varepsilon(t)\|^2_H \rangle + 2\varphi p(p-1) \|X_\varepsilon(t)\|^2_H \langle X_\varepsilon(t) \rangle_H dt + 2\sqrt{\varepsilon} \langle X_\varepsilon, B(X_\varepsilon) dW \rangle_H + \varepsilon \|B(X_\varepsilon)\|^2_{\mathcal{L}Q} dt.$$  

For convenience set $M_\varepsilon(t) := M_\varepsilon(t_0; X_0) = 2\sqrt{\varepsilon} \int_0^t \|X_\varepsilon(t)\|^2_H \langle X_\varepsilon(t), B(X_\varepsilon) dW \rangle_H$, then for $M_\varepsilon(t)$ is a local martingale there exists a sequence of stopping time $\{T_n\}$, with $\{T_n\} \to +\infty$ as $n \to +\infty$, such that $M_\varepsilon(t \wedge T_n)$ is a martingale, so the Optional Stopping Time Theorem implies $E M_\varepsilon(t \wedge T_n) = 0$, we denote $f_\varepsilon(t)$ by

$$f_\varepsilon(t) = \|X_0\|^2_H + \int_{t_0}^t \varphi p \|X_\varepsilon(t)\|^2_H \langle X_\varepsilon(t) \rangle_H dt + \int_{t_0}^t \varphi \|X_\varepsilon(t)\|^2_H \langle X_\varepsilon(t) \rangle_H dt + M_\varepsilon(t \wedge T_n).$$  

When $t \leq T_n$, $f_\varepsilon(t) \geq \|X_\varepsilon(t)\|^2_H + \varphi \int_{t_0}^t \varphi \|X_\varepsilon(s)\|^2_H \langle X_\varepsilon(s) \rangle_H dt > 0$. And when $t > T_n$, $f_\varepsilon(t) - f(T_n) = \int_{T_n}^t \varphi \|X_\varepsilon(t)\|^2_H \langle X_\varepsilon(t) \rangle_H dt \geq 0$. So, $f_\varepsilon(t)$ is non-negative for all $t$. Thus we can use Fatou’s Lemma to get

$$E \|X_\varepsilon(t)\|^2_H + \varepsilon \int_{t_0}^t \varphi \|X_\varepsilon(t)\|^2_H \langle X_\varepsilon(t) \rangle_H dt = E \lim_{n \to +\infty} f_\varepsilon(t) \leq \lim_{n \to +\infty} E f_\varepsilon(t),$$  

which imply the conclusion.  

Set $E_{p,\varepsilon} := E \|X_\varepsilon(t)\|^2_H$, we prove the following lemma by using Lemma 5.6

**Lemma 5.7.** Assume the initial condition satisfies $E \|X(t_0)\|^2_H < \infty$ for some fixed $p \geq 1$, then for any $\varepsilon_0 > 0$, there exists a constant $C$ such that

$$E \|X_\varepsilon(t, t_0; X(t_0))\|^2_H \leq C, \quad \forall t \geq t_0, \quad \varepsilon \in (0, \varepsilon_0),$$  

where $C$ depend on $E \|X(t_0)\|^2_H$, $1 \leq j \leq p$, $j \in \mathbb{Z}$ and $p, \varepsilon_0, \lambda, C_1, D$, where $\lambda$ is defined in Hypothesis 2.1 (i), $C_1$ and $D$ are defined in Remark 2.1 (i) and (ii) respectively.

**Proof.** For any $t \geq t_0$, it follows from the Energy Estimate Lemma 5.6 and Remark 2.1 (i),(ii) that

$$d E_{p,\varepsilon}(t) \leq -2p\lambda C_1 E_{p,\varepsilon}(t) + (2\varphi p(p-1)D^2 + \varepsilon p D^2) E_{p-1,\varepsilon}(t),$$  

and

$$d (e^{2p\lambda C_1 t} E_{p,\varepsilon}(t)) = 2p\lambda C_1 e^{2p\lambda C_1 t} E_{p,\varepsilon}(t) dt + e^{2p\lambda C_1 t} d E_{p,\varepsilon}(t).$$  
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Thus
\[ E_{p,\varepsilon}(t) \leq e^{-2p\lambda C_1(t-t_0)}E_{p,\varepsilon}(t_0) + (2\varepsilon p(p - 1)D^2 + \varepsilon pD^2) \int_{t_0}^{t} e^{-2p\lambda C_1(t-s)}E_{p-1,\varepsilon}(s)ds, \]
then \( E_{1,\varepsilon}(t) \leq E_{1,\varepsilon}(t_0) + \varepsilon D^2 \int_{t_0}^{t} e^{-2\lambda C_1(t-s)}ds \leq E_1(t_0) + \frac{\varepsilon D^2}{2\lambda C_1}, \) set \( E_{1}^{\max}(t_0) = E_1(t_0) + \frac{\varepsilon D^2}{2\lambda C_1}, \) then by induction we get that
\[ E_{p,\varepsilon}(t) \leq E_{p,\varepsilon}(t_0) + C'_p\max_{p-1,\varepsilon}(t_0) = E_{p,\varepsilon}^{\max}(t_0), \]
where \( C'_p \) is constant only depends on \( p, \varepsilon_0, \lambda, C_1, D, \) which imply that \( E_{p,\varepsilon}^{\max} \) is just the linear combination of the moments of order less than or equal to \( p \) of \( E_{p,\varepsilon}(t_0). \)

Let \( \{X_n\} \) be a sequence of real random variables. Let \( g : \mathbb{R}^+ \to \mathbb{R}^+. \) Define the random variable \( T_{bound}(\{X_n\}, g) \) to be the smallest positive integer such that for almost every \( \omega, \)
\[ m > T_{bound}(\{X_n\}, g) (\omega) \Rightarrow |X_m(\omega)| \leq g(m), \quad \forall \omega \in \Omega. \]
Mattingly has proved the following Bounding Lemma in [21].

**Lemma 5.8. (Bounding Lemma)** Assume that
\[ \mathbb{P}(|X_n| \geq \varepsilon n^\delta) \leq \frac{\mathbb{E}[|X_n|^p]}{n^{p\delta-p}} \leq \frac{C}{n^{p\delta-1}}, \]
for some \( \varepsilon, \delta, p, C > 0 \) and \( r \geq 0, \) then
(i). if \( p\delta > 1 + r \) then \( T_{bound}(\{X_n\}, \varepsilon n^\delta) < +\infty \) a.s.\( \omega. \)
(ii). \( \mathbb{E}[T_{bound}(\{X_n\}, \varepsilon n^\delta)]^q \) is finite for \( q \in (0, p\delta - (1 + r)). \)

Let \( X_{\varepsilon}(t, t_0; \omega, X_0) \) and \( \tilde{X}_{\varepsilon}(t, t_0; \omega, \tilde{X}_0) \) be the solutions of Eq. (2.1) starting from different initial value \( X_0, \tilde{X}_0 \) respectively. Define \( \rho_{\varepsilon}(t_0 + n, t_0; X_0, \tilde{X}_0) = X_{\varepsilon}(t, t_0; \omega, X_0) - \tilde{X}_{\varepsilon}(t, t_0; \omega, \tilde{X}_0), \) we will consider the asymptotically stable property of Eq. (2.1) in the following lemmas.

**Lemma 5.9.** Let \( \Gamma(t, t_0; X_\varepsilon) = 2\lambda C_1 - \varepsilon \beta^2 - 2C_0 \left( \frac{1}{2} \int_{t_0}^{t} \|X_s\|_V^2 ds \right), \) for any \( \varepsilon > 0, \) there exists \( \delta > 1 \) such that for any \( \varepsilon \in (0, \varepsilon_0) \) there exists a almost finite random variable \( \tau_{\varepsilon} \) satisfies
\[ \|\rho_{\varepsilon}(t_0 + n, t_0; X_0, \tilde{X}_0)\|_H^2 \leq e^{-n\Gamma(n, t_0; X_\varepsilon)} \left( \|X_0 - \tilde{X}_0\|_H^2 + 2\sqrt{\varepsilon}n^\delta \right), \]
for every \( n > \tau_{\varepsilon}. \)

**Proof.** It follows from the Itô formula and Hypothesis 2.1 (i) and Remark 2.1 (i),(ii) that
\[ d\|\rho_{\varepsilon}(t)\|_H^2 = 2V \cdot (AX_{\varepsilon} - A\tilde{X}_{\varepsilon} + F(X_\varepsilon) - F(\tilde{X}_{\varepsilon}), \rho_{\varepsilon})_V \\
+ 2\sqrt{\varepsilon}(\rho_{\varepsilon}, (B(X_{\varepsilon}) - B(\tilde{X}_{\varepsilon}))dW_t)_H + \varepsilon |B(X_{\varepsilon}) - B(\tilde{X}_{\varepsilon})|_{L_0} \\
\leq -2\lambda\|\rho_{\varepsilon}\|_V^2 + 2C_0\|\rho_{\varepsilon}\|_H^2 + \varepsilon \beta^2\|\rho_{\varepsilon}\|_H^2 + 2\sqrt{\varepsilon}(\rho_{\varepsilon}, (B(X_{\varepsilon}) - B(\tilde{X}_{\varepsilon}))dW_t)_H \\
\leq - \left(2\lambda C_1 - 2C_0\|X_\varepsilon\|_V^2 - \varepsilon \beta^2\right)\|\rho_{\varepsilon}\|_H^2 + 2\sqrt{\varepsilon}(\rho_{\varepsilon}, (B(X_{\varepsilon}) - B(\tilde{X}_{\varepsilon}))dW_t)_H. \]
Set $M_{\varepsilon}(l, t_0; \rho) := \int_{t_0}^{t_0+l} \langle \rho, [B(X_\varepsilon) - B(\tilde{X}_\varepsilon)]dW_i \rangle_H$, it follows from the Burkholder-Davis-Gundy inequality, Remark 2.1 (ii) and Lemma 5.7, that for any $\varepsilon_0 > 0$ there exists a constant $C$ such that

$$E \left( \sup_{t_0 \leq s \leq l} M_{\varepsilon}(s, t_0; \rho) \right)^2 \leq CE (\langle M(\cdot, t_0; \rho) \rangle_t)^2 \leq CD^2 \int_{t_0}^{t_0+l} E \|\rho_{\varepsilon}(s)\|_H^4 ds \leq CD^2 \varepsilon_{1, \varepsilon} \max,$$

for every $\varepsilon \in (0, \varepsilon_0)$.

Let $M_{\varepsilon}^n := \sup_{t_0 \leq s \leq n} M_{\varepsilon}(s, t_0; \rho)$, by the Chebyshev’s inequality, we have

$$P(|M_{\varepsilon}^n| \geq n^\delta) \leq \frac{E|M_{\varepsilon}^n|^2}{n^{2\delta}} \leq \frac{CD^2 \varepsilon_{1, \varepsilon} \max}{n^{2\delta-1}},$$

for every $\varepsilon \in (0, \varepsilon_0)$ and $\delta > 1$, it follows from Bounding Lemma 5.8, $\tau_\varepsilon := T_{\text{bound}}(\{M_{\varepsilon}^n\}, n^\delta)$ is almost finite. Combining 5.5, when $l > \tau_\varepsilon$

$$\|\rho_{\varepsilon}(t_0 + l)\|_H^2 \leq \|\rho_{\varepsilon}(t_0)\|_H^2 + 2\sqrt{\varepsilon} l^\beta - \int_{t_0}^{t_0+l} \left( \frac{2\lambda}{C_1} - 2C_0 \|X_\varepsilon\|_V - \varepsilon \beta^2 \right) \|\rho_{\varepsilon}\|_H^2 dt.$$ 

By using the Gronwall inequality, we get the desired result. 

It follows from the Itô formula and Hypothesis 2.1 that

$$\frac{2\lambda}{l} \int_{t_0}^{t_0+l} \|X_{\varepsilon}(s, t_0; X_0)\|_V^2 ds \leq \frac{\|X_0\|_H^2 - \|X_{\varepsilon}(t_0 + l, t_0; X_0)\|_H^2}{l} + \varepsilon \int_{t_0}^{t_0+l} |B(X_{\varepsilon})|_{L^2} ds + \varepsilon l^{1/2} \int_{t_0}^{t_0+l} \langle X_{\varepsilon}, B(X_{\varepsilon})dW \rangle_H$$

$$\leq \varepsilon D^2 + \frac{1}{l} \left( \|X_0\|_H^2 + 2\sqrt{\varepsilon} \int_{t_0}^{t_0+l} \langle X_{\varepsilon}, B(X_{\varepsilon})dW \rangle_H \right).$$ 

(5.6)

Set $\tilde{M}_{\varepsilon}(l, t_0; X_\varepsilon) = \int_{t_0}^{t_0+l} \langle X_{\varepsilon}, B(X_{\varepsilon})dW \rangle_H$, for control $\Gamma(l, t_0; X_{\varepsilon})$ we need to control $\tilde{M}_{\varepsilon}(l, t_0; X_{\varepsilon})$. By using the Burkholder-Davis-Gundy inequality and Lemma 5.7, for any $\varepsilon_0 > 0$ there exists a constant $C$ such that

$$E \left( \sup_{t_0 \leq s \leq l} \tilde{M}_{\varepsilon}(s, t_0; X_{\varepsilon}) \right)^{2p} \leq E \left( \langle \tilde{M}_{\varepsilon}(l, t_0; X_{\varepsilon}) \rangle_t \right)^p \leq CD^{2pp-1} \int_{t_0}^{t_0+l} E \|X_{\varepsilon}(s)\|_{L^2}^{2p} ds \leq CD^{2pp} \varepsilon_{p, \varepsilon} \max, \quad \forall \varepsilon \in (0, \varepsilon_0),$$

the second inequality comes from Hölder’s inequality.

Let $\tilde{M}_{\varepsilon}^n = \sup_{t_0 \leq s \leq n} \tilde{M}_{\varepsilon}(s, t_0; X_{\varepsilon})$. By the Chebyshev’s inequality, we have

$$P(|\tilde{M}_{\varepsilon}^n| \geq \eta n^\delta) \leq \frac{E|\tilde{M}_{\varepsilon}^n|^{2p}}{n^{2\delta p} \eta^{2p}} \leq \frac{CD^{2pp} \varepsilon_{p, \varepsilon} \max}{n^{2\delta p - p\eta^{2p}}}.$$ 

(5.7)

By using Bounding Lemma 5.8, we can get the following Lemma.

**Lemma 5.10.** Let $X_0$ be a random variable, measurable with respect to $\mathcal{F}_{t_0}$, such that $E \|X_0\|_H^{2p}$ is finite, then
Lemma 5.12. (i) For any fixed $\varepsilon_0 > 0$, if $p > 1$, then for any $\varepsilon \in (0, \varepsilon_0)$, $\eta_\varepsilon, \eta'_\varepsilon > 0$, $T_{\text{bound}} \left( \left\{ M^n_x \right\}, \eta_x n \right)$ and $T_{\text{bound}} \left( \left\{ ||X_0||^2_H \right\}, \eta'_x n \right)$ is finite almost surely.

Proof. Noticing that (5.7) and Bounding Lemma 5.8 imply the conclusion.

(ii). $\mathbb{E}T_{\text{bound}} \left( \left\{ M^n_x \right\}, \eta_x n \right)^q$ and $\mathbb{E}T_{\text{bound}} \left( \left\{ ||X_0||^2_H \right\}, \eta'_x n \right)^q$ is finite for $q \in (0, p - 1)$.

Proof. Noticing that (5.7) and Bounding Lemma 5.8 imply the conclusion.

Fixed $\varepsilon_0 > 0$, for any $\varepsilon \in (0, \varepsilon_0)$, combining the definition of $\Gamma(l, t_0; X_\varepsilon)$, (5.6) and Lemma 5.10 when

$$l > \max \left\{ T_{\text{bound}} \left( \left\{ M^n_x \right\}, \sqrt{\varepsilon} n \right), T_{\text{bound}} \left( \left\{ ||X_0||^2_H \right\}, \varepsilon n \right) \right\},$$

we have

$$\Gamma(l, t_0; X_\varepsilon) = 2\lambda C_1 - \varepsilon \beta^2 - 2C_0 \left( \frac{1}{T} \int_{t_0}^{l} ||X_\varepsilon(s)||^2_H V ds \right) \geq 2\lambda C_1 - \varepsilon \beta^2 - \frac{C_0}{\lambda} \left( \varepsilon D^2 + \frac{1}{T} \left( ||X_0||^2_H + 2\sqrt{\varepsilon} \int_{t_0}^{l} \langle X_\varepsilon, B(X_\varepsilon) dW \rangle_H \right) \right) \geq 2\lambda C_1 - \varepsilon \beta^2 - \frac{C_0}{\lambda} (\varepsilon D^2 + 3\varepsilon).$$

(5.8)

Lemma 5.11. For any $\lambda_0 \in (0, 2\lambda C_1)$ and $t_0 \in \mathbb{R}$. Let $X_0, \tilde{X}_0 \in H$ be initial condition, measurable with respect to $\mathcal{F}_{t_0}^{\infty}$, such that $\mathbb{E}||X_0||^2_H < \infty$, $\mathbb{E}||\tilde{X}_0||^2_H < \infty$ for some $p > 1$. Let $X_\varepsilon(t, t_0; X_0)$ and $\tilde{X}_\varepsilon(t, t_0; \tilde{X}_0)$ be the solutions of Eq. (2.1) starting from different initial value $X_0, \tilde{X}_0$ respectively. Then there exists $\varepsilon_0, \delta$ and a sequence almost finite random variable $\{l_\varepsilon\}_{\varepsilon \in (0, \varepsilon_0)}$ such that

$$||X_\varepsilon(t, t_0; X_0) - \tilde{X}_\varepsilon(t, t_0; \tilde{X}_0)||^2_H \leq \left( ||X_0 - \tilde{X}_0||^2_H + \sqrt{\varepsilon(t - t_0)} \right) e^{-\lambda_0(t - t_0)},$$

for every $\varepsilon \in (0, \varepsilon_0)$, $t > t_0 + l_\varepsilon$.

Proof. We can chose $\varepsilon_0$ small enough such that

$$2\lambda C_1 - \varepsilon \beta^2 - \frac{C_0}{\lambda} (\varepsilon D^2 + 3\varepsilon) > \lambda_0,$$

(5.9)

for every $\varepsilon < \varepsilon_0$. We define $l_\varepsilon$ by

$$l_\varepsilon = \max \left\{ \tau_\varepsilon, T_{\text{bound}} \left( \left\{ M^n_x \right\}, \sqrt{\varepsilon} n \right), T_{\text{bound}} \left( \left\{ ||X_0||^2_H \right\}, \varepsilon n \right) \right\},$$

where $\tau_\varepsilon$ is defined in Lemma 5.9, the conclusion follows from Lemma 5.9 (5.8) and (5.9).

Lemma 5.12. (cf. Theorem 2 in [27]) Fix $\lambda_0 \in (0, 2\lambda C_1)$ and $t \in \mathbb{R}$. Let $\{X_0(n)\}$ be a sequence of random variable with $n \in \mathbb{Z}^+$. Assume that $X_0(n)$ is measurable with respect to $\mathcal{F}_{-n}^{\infty}$ and that $\mathbb{E}||X_0(n)||^2_H$ is uniformly bounded in $n$ for some $p > 2$. Then there exists $\varepsilon_0, \delta$ such that for any
\( \varepsilon \in (0, \varepsilon_0) \) the following hold:

(i). With probability one, there exists a random time \( \tilde{n}_\varepsilon > 0 \) such that for every \( s > 0 \) and all \( n \in \mathbb{Z} \) with \( n > \tilde{n}_\varepsilon \), we have

\[
\sup_{\tilde{X}_0 \in A_n} \left\| X_\varepsilon(t + s, t - n; X_0(n)) - X_\varepsilon(t + s, t - n; \tilde{X}_0) \right\|_H^2 \leq (n + \sqrt{\varepsilon(s + n)^\delta}) e^{-\lambda_0(s + n)}.
\]

Here \( A_n \) is the set \( \{ \tilde{X}_0 : \| \tilde{X}_0 \|_H^2 \leq \frac{n}{4} \} \). In addition \( \mathbb{E}(\tilde{n}_\varepsilon^2) < \infty \) for any \( q \in (0, p - 2) \).

(ii). Let \( \{ \tilde{X}_0(n) \} \) be a second sequence of random variable with \( n \in \mathbb{Z}^+ \) measurable with respect to \( \mathcal{F}_{-\infty}^{t-n} \) and that \( \mathbb{E}(\| \tilde{X}_0(n) \|_H^{2p}) \) is uniformly bounded in \( n \) for some \( p > 2 \). Then with probability one, there exists a random time \( \tilde{n}'_\varepsilon(\varepsilon, \delta, t, \omega) > 0 \) such that for every \( s > 0 \) and all \( n \in \mathbb{Z} \) with \( n > \tilde{n}'_\varepsilon \), we have

\[
\left\| X_\varepsilon(t + s, t - n; X_0(n)) - X_\varepsilon(t + s, t - n; \tilde{X}_0(n)) \right\|_H^2 \leq (n + \sqrt{\varepsilon(s + n)^\delta}) e^{-\lambda_0(s + n)}.
\]

And \( \mathbb{E}(\| \tilde{n}'_\varepsilon \|^q) < \infty \) for any \( q \in (0, p - 2) \).

Proof. Only need to prove (i), it follows from Lemma 5.11, there exists \( \varepsilon_0, \delta \) and a sequence almost finite random variable \( \{ \varepsilon \}_\varepsilon \) such that

\[
\left\| X_\varepsilon(t + s, t - n; X_0(n)) - X_\varepsilon(t + s, t - n; \tilde{X}_0) \right\|_H^2 \leq \left( \| X_0(n) - \tilde{X}_0 \|_H^2 + \sqrt{\varepsilon(s + n)^\delta} \right) e^{-\lambda_0(s + n)},
\]

for every \( \varepsilon \in (0, \varepsilon_0) \), \( t > t_0 + l_\varepsilon \).

Set \( T_{X_0} = T_{\text{bound}} \left( \left\{ \| X_0(n) \|_H^2 \right\}, \frac{n}{4} \right) \), then using Bounding Lemma 5.8 we have that \( T_{X_0} \) is almost finite and \( \mathbb{E}(T_{X_0})^q, q \in (0, p - 2) \) is finite a.s. Set \( \tilde{n}_\varepsilon = \max \{ T_{X_0}, l_\varepsilon \} \), then for every \( \varepsilon \in (0, \varepsilon_0) \) and \( n > \tilde{n}_\varepsilon \)

\[
\sup_{\tilde{X}_0 \in A_n} \left\| X_\varepsilon(t + s, t - n; X_0(n)) - X_\varepsilon(t + s, t - n; \tilde{X}_0) \right\|_H^2 \\
\leq \left( \| X_0(n) - \tilde{X}_0 \|_H^2 + \sqrt{\varepsilon(s + n)^\delta} \right) e^{-\lambda_0(s + n)} \\
\leq \left( 2 \| X_0(n) \|_H^2 + 2 \| \tilde{X}_0 \|_H^2 + \sqrt{\varepsilon(s + n)^\delta} \right) e^{-\lambda_0(s + n)} \\
\leq (n + \sqrt{\varepsilon(s + n)^\delta}) e^{-\lambda_0(s + n)}.
\]

\[\square\]

Lemma 5.13. (cf. Corollary 1 in [2]) Fix \( t_1 \in \mathbb{Z} \), \( \lambda_0 \in (0, 2\lambda C_1) \) and \( u_0 = 0 \). There exist \( \varepsilon_0, \delta \) such that for any \( \varepsilon \in (0, \varepsilon_0) \), with probability one, there is a positive random variable \( n^* \) such that for all \( l \geq 0 \) and all \( n_1, n_2 \in \mathbb{Z} \), if \( n_1, n_2 < n \leq t_1 - n^* \), we have

\[
\| X_\varepsilon(t_1 + l, n_1; X_0) - X_\varepsilon(t_1 + l, n_2; X_0) \|_H^2 \leq (n + \sqrt{\varepsilon(t_1 + l - n)^\delta}) e^{-\lambda_0(t_1 + l - n)}.
\]

Proof. Assume \( n_1 < n_2 \), then according to Lemma 5.7 and Lemma 5.12 (ii) that

\[
\| X_\varepsilon(t_1 + l, n_1; X_0) - X_\varepsilon(t_1 + l, n_2; X_0) \|_H^2
\]
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\[ \begin{align*}
&= \|X_\varepsilon(t_1 + l, n; X_\varepsilon(n, n_1; X_0)) - X_\varepsilon(t_1 + l, n; X_\varepsilon(n, n_2; X_0))\|^2_H \\
&\leq (n + \sqrt{\varepsilon}(t_1 + l - n)\delta) e^{-\lambda_0(t_1 + l - n)}.
\end{align*} \]

We first consider the uniqueness of the solution of the infinite horizon stochastic integral Eq. (5.10), which is a crucial technical condition to obtain the stationarity solution \( X^*_\varepsilon \) of Eq. (2.1).

**Lemma 5.14.** For every \( \varepsilon \in (0, \varepsilon_0) \), where \( \varepsilon_0 \) is defined in Lemma 5.11, Assume that \( X^*_\varepsilon(t, \omega)(t \in \mathbb{R}) \) is a \((\mathcal{B}(\mathbb{R}) \otimes \mathcal{F}, \mathcal{B}(\mathcal{H}))\)-measurable, \((\mathcal{F}^t_{-\infty})_{t \in \mathbb{R}}\)-adapted process, and for any \( N \in \mathbb{N}^+, \ X^*_\varepsilon(t, \omega)|_{t \in [-N, N]} \in C([-N, N]; \mathcal{H}) \). Moreover, if \( X^*_\varepsilon(t, \omega) \) satisfies the following equation in \( \mathcal{H} \) for any \( t \in \mathbb{R} \)

\[ X^*_\varepsilon(t) = \int_{-\infty}^{t} S_A(t-s)F(X^*_\varepsilon)(s) \, ds + \sqrt{\varepsilon} \int_{-\infty}^{t} S_A(t-s)B(X^*_\varepsilon)(s) \, dW_s. \]  

(5.10)

and

\[ \sup_{t \in \mathbb{R}} \mathbb{E} \|X^*_\varepsilon(t)\|^2_H < \infty, \]

(5.11)

then \( X^*_\varepsilon(t) \) is unique.

**Proof.** For any \( n \in \mathbb{N}^+ \) and \( -n < t \),

\[ X^*_\varepsilon(t) = \int_{-\infty}^{t} S_A(t-s)F(X^*_\varepsilon)(s) \, ds + \sqrt{\varepsilon} \int_{-\infty}^{t} S_A(t-s)B(X^*_\varepsilon)(s) \, dW_s \]

\[ = \int_{-n}^{t} S_A(t-s)F(X^*_\varepsilon)(s) \, ds + \sqrt{\varepsilon} \int_{-n}^{t} S_A(t-s)B(X^*_\varepsilon)(s) \, dW_s \]

\[ + \int_{-n}^{t} S_A(t-s)F(X^*_\varepsilon)(s) \, ds + \sqrt{\varepsilon} \int_{-n}^{t} S_A(t-s)B(X^*_\varepsilon)(s) \, dW_s \]

\[ = X^*_\varepsilon(-n) + \int_{-n}^{t} S_A(t-s)F(X^*_\varepsilon)(s) \, ds + \sqrt{\varepsilon} \int_{-n}^{t} S_A(t-s)B(X^*_\varepsilon)(s) \, dW_s. \]

Assume that \( Y^*_\varepsilon \) is another solution of Eq. (5.10), then

\[ Y^*_\varepsilon(t) = Y^*_\varepsilon(-n) + \int_{-n}^{t} S_A(t-s)F(Y^*_\varepsilon)(s) \, ds + \sqrt{\varepsilon} \int_{-n}^{t} S_A(t-s)B(Y^*_\varepsilon)(s) \, dW_s, \]

which imply that \( X^*_\varepsilon \) and \( Y^*_\varepsilon \) are solutions of Eq. (2.1) with initial value \( X^*_\varepsilon(-n) \) and \( Y^*_\varepsilon(-n) \) at time \( -n \). It follows from Lemma 5.12 (ii) that there exists \( \varepsilon_0, \delta, \lambda_0 > 0 \) and a sequence almost surely finite stopping time \( \{\tilde{n}_\varepsilon\}_{\varepsilon \in (0, \varepsilon_0)} \) such that for every \( \varepsilon \in (0, \varepsilon_0), s > 0, t \in \mathbb{R} \) when \( n > \tilde{n}_\varepsilon \),

\[ \begin{align*}
&\|X^*_\varepsilon(t + s, t - n; X^*_\varepsilon(t - n)) - Y^*_\varepsilon(t + s, t - n; Y^*_\varepsilon(t - n))\|^2_H \\
&\leq (n + \sqrt{\varepsilon}(s + n)\delta) e^{-\lambda_0(s + n)},
\end{align*} \]

under the condition (5.11), let \( n \to \infty \), we can get that for any \( \eta > 0 \)

\[ \|X^*_\varepsilon(t + s) - Y^*_\varepsilon(t + s)\|^2_H \leq \eta, \]

it implies \( X^*_\varepsilon(\cdot) = Y^*_\varepsilon(\cdot), \ a.s. \) \( \Box \)
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The following Lemma illustrate that if Eq. (5.10) has unique solution $X^*_\varepsilon$, then $X^*_\varepsilon$ is also the stationary solution of Eq. (2.1).

**Lemma 5.15.** If $X^*_\varepsilon$ satisfies all conditions and (5.10), (5.11) in Lemma 5.14 then for any $l \in \mathbb{R}$

$$X^*_\varepsilon(\cdot + l, \omega) = X^*_\varepsilon(\cdot, \theta(l, \omega)), \quad a.s.$$  

**Proof.** Since $\theta$ is $\mathbb{P}$-preserving on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$, for any $l \in \mathbb{R}$, we have, almost surly,

$$X^*_\varepsilon(t, \theta(l, \omega)) = \int_{-\infty}^{t} S_A(t-s) F(X^*_\varepsilon(s, \theta(l, \omega))) \, ds + \sqrt{\varepsilon} \int_{-\infty}^{t} S_A(t-s) B(X^*_\varepsilon(s, \theta(l, \omega))) \, dW_s(\theta(l, \omega))$$

$$= \int_{-\infty}^{t+l} S_A(t-l-s) F(X^*_\varepsilon(s-l, \theta(l, \omega))) \, ds$$

$$+ \sqrt{\varepsilon} \int_{-\infty}^{t+l} S_A(t-l-s) B(X^*_\varepsilon(s-l, \theta(l, \omega))) \, dW_s(\omega),$$

set $\tilde{X}^*_\varepsilon(t, \omega) = X^*_\varepsilon(t-l, \theta(l, \omega))$, then

$$\tilde{X}^*_\varepsilon(t+l, \omega) = \int_{-\infty}^{t+l} S_A(t-l-s) F(\tilde{X}^*_\varepsilon(s, \omega)) \, ds + \sqrt{\varepsilon} \int_{-\infty}^{t+l} S_A(t-l-s) B(\tilde{X}^*_\varepsilon(s, \omega)) \, dW_s(\omega),$$

it follows from the uniqueness of Eq. (5.10) that for any $l \in \mathbb{R}$

$$X^*_\varepsilon(\cdot + l, \omega) = X^*_\varepsilon(\cdot, \theta(l, \omega)), \quad a.s.$$ 

Next, we will construct the solution of Eq. (5.10). For $n \in \mathbb{Z}^+$, $\varepsilon > 0$, we define $\{X^n_{\varepsilon}\}_{n=1}^\infty$ by

$$X^n_{\varepsilon}(t, \omega) = \begin{cases} 
X_\varepsilon(t, -n; \omega, 0), & t \geq -n, \\
0, & t < -n.
\end{cases}$$

**Lemma 5.16.** There exists $\varepsilon_0 > 0$ such that for any $\varepsilon \in (0, \varepsilon_0)$, $N \in \mathbb{Z}^+$, $X^n_{\varepsilon}(\cdot, \omega) \to X^*_\varepsilon(\cdot, \omega)$ in $C([-N, N]; H)$ as $n \to \infty$. Moreover, $X^*_\varepsilon$ satisfies the backward infinite horizon stochastic integral Eq. (5.10) and (5.11).

**Proof.** It follows from Lemma 5.13 that there exists $\varepsilon_0 > 0$, such that for any $\varepsilon \in (0, \varepsilon_0)$, $N \in \mathbb{Z}^+$, $X^*_\varepsilon$ is a Cauchy sequence in $C([-N, N]; H)$. And since the space $C([-N, N]; H)$ is complete, there exists a $X^*_\varepsilon$ such that $\lim_{n \to \infty} X^n_{\varepsilon} = X^*_\varepsilon$ in $C([-N, N]; H)$. Since $N$ is arbitrary, $X^*_\varepsilon(t, \omega)$ is defined for all time, and from Lemma 5.7 we have $\sup_{t \in \mathbb{R}} \text{sup}_{t \in \mathbb{R}} \mathbb{E} \|X^n_{\varepsilon}(t)\|_H^2 < \infty$. This implies that

$$\sup_{t \in \mathbb{R}} \mathbb{E} \|X^*_\varepsilon(t)\|_H^2 < \infty. \quad (5.12)$$

We will through two steps to prove $X^*_\varepsilon$ satisfies Eq. (5.10).

**Step 1.** Firstly, we will prove that for any $t \geq t_0$, $X^*$ satisfies

$$X^*_\varepsilon(t) = S_A(t-t_0)X^*_\varepsilon(t_0) + \int_{t_0}^{t} S_A(t-s) F(X^*_\varepsilon(s)) \, ds + \sqrt{\varepsilon} \int_{t_0}^{t} S_A(t-s) B(X^*_\varepsilon(s)) \, dW_s. \quad (5.13)$$
For any fixed $t_0$, there exists $N \in \mathbb{N}^+$ such that $t_0 \geq -N$,
\[
X^n_\varepsilon(t, \omega) = \int_{-n}^{t_0} S_A(t-s) F(X_\varepsilon(s, -n; \omega), 0)) \, ds + \sqrt{\varepsilon} \int_{-n}^{t_0} S_A(t-s) B(X_\varepsilon(s, -n; \omega), 0)) \, dW_s + \int_{t_0}^{t} S_A(t-s) F(X_\varepsilon(s, -n; \omega), 0)) \, ds + \sqrt{\varepsilon} \int_{t_0}^{t} S_A(t-s) B(X_\varepsilon(s, -n; \omega), 0)) \, dW_s,
\]

Thus there exists subsequence still set as
\[
\lim_{n \to \infty} \sup_{t \leq -N} \left\| \varepsilon \int_{t_0}^{t} S_A(t-s) [B(X_\varepsilon(s, -n; \omega), 0)) - B(X_\varepsilon^*(s, \omega))] \, dW_s \right\|_H^2 = 0.
\]

We have proved that $X^n_\varepsilon(\cdot, \omega) \to X^*_\varepsilon(\cdot, \omega)$ as $n \to \infty$ in $C([-N, N]; H)$ for any $\varepsilon \in (0, \varepsilon_0)$, then according to Hypothesis 2.1 (ii), for any $t \in [-N, N]$,
\[
\lim_{n \to \infty} \left\| \int_{t_0}^{t} S_A(t-s) F(X_\varepsilon(s, -n; \omega), 0)) \, ds - \int_{t_0}^{t} S_A(t-s) F(X_\varepsilon^*(s, \omega)) \, ds \right\|_H^2 \\
\lesssim \lim_{n \to \infty} \int_{t_0}^{t} (t-s)^a \| (X_\varepsilon(s, -n; \omega), 0) - X_\varepsilon^*(s, \omega)) \|_H^2 \, ds \\
\lesssim \lim_{n \to \infty} \sup_{s \in [-N, N]} \| (X_\varepsilon(s, -n; \omega), 0) - X_\varepsilon^*(s, \omega)) \|_H^2 \int_{t_0}^{t} (t-s)^a \, ds = 0,
\]
where the sign " $\lesssim$ " means that the left side is less than or equal to the right side of a constant multiple.

It follows from the Burkholder-Davis-Gundy inequality and Remark 2.1 (ii) and (iii) that
\[
\lim_{n \to \infty} \mathbb{E} \left\{ \sup_{t \in [-N, N]} \sqrt{\varepsilon} \int_{t_0}^{t} S_A(t-s) [B(X_\varepsilon(s, -n; \omega), 0)) - B(X_\varepsilon^*(s, \omega))] \, dW_s \right\}^2 \\
\lesssim \varepsilon \lim_{n \to \infty} \int_{t_0}^{t} \mathbb{E} |S_A(t-s) [B(X_\varepsilon(s, -n; \omega), 0)) - B(X_\varepsilon^*(s, \omega))] |_{L_q}^2 \, ds \\
\lesssim \varepsilon \lim_{n \to \infty} \int_{t_0}^{t} \mathbb{E} |S_A(t-s)|_L^2 |B(X_\varepsilon(s, -n; \omega), 0)) - B(X_\varepsilon^*(s, \omega))|_{L_q}^2 \, ds \\
\lesssim \varepsilon \beta^2 \lim_{n \to \infty} \int_{t_0}^{t} \mathbb{E} \| X_\varepsilon(s, -n; \omega), 0) - X_\varepsilon^*(s, \omega)) \|_H^2 \, ds = 0.
\]

Thus there exists a subsequence still set as $\{X^n_\varepsilon\}_{n=1}^\infty$ such that
\[
\lim_{n \to \infty} \sqrt{\varepsilon} \int_{t_0}^{t} S_A(t-s) B(X_\varepsilon(s, -n; \omega), 0)) \, dW_s = \sqrt{\varepsilon} \int_{t_0}^{t} S_A(t-s) B(X_\varepsilon^*(s, \omega)) \, dW_s,
\]
in $C([-N, N]; H)$ a.s. At the same time, $X^n_\varepsilon(t), S_A(t-t_0)X^n_\varepsilon(t_0)$ converge strongly to $X^*_\varepsilon$ and $S_A(t-t_0)X^*_\varepsilon(t_0)$ in $H$ respectively, hence let $N \to \infty$, Eq. (5.13) holds for any $t \geq t_0$.

**Step 2.** Finally, we will prove that $X^*_\varepsilon$ satisfies Eq. (5.10).

It follows from Eq. (5.13), for any $0 < m < n$,
\[
\int_{-n}^{-m} S_A(-r) F(X^*_\varepsilon(r, \omega)) \, dr \\
= -\sqrt{\varepsilon} \int_{-n}^{-m} S_A(-r) B(X^*_\varepsilon(r, \omega)) \, dW(r) - T(n)X^*_\varepsilon(-n) + T(m)X^*_\varepsilon(-m).
\]
Thus
\[
\mathbb{E}\left\| \int_{-n}^{-m} S_A(-r) F(X^*_\varepsilon(r, \omega)) dr \right\|_H^2 \\
\leq 2 \left( \mathbb{E} \left\| \int_{-n}^{-m} S_A(-r) B(X^*_\varepsilon(r, \omega)) dW(r) \right\|_H^2 + \mathbb{E} \left\| S_A(n) X^*_\varepsilon(-n) \right\|_H^2 + \mathbb{E} \left\| S_A(m) X^*_\varepsilon(-m) \right\|_H^2 \right) = 2(I + II + III).
\]

It follows from the Itô equality and Remark (2.1) (ii), (iii) that
\[
I = \mathbb{E} \left\| \int_{-n}^{-m} S_A(-r) B(X^*_\varepsilon(r, \omega)) dW(r) \right\|_H^2 = \varepsilon \mathbb{E} \int_{-n}^{-m} |S_A(-r) B(X^*_\varepsilon(r, \omega)) Q^2 |_{L_2}^2 dr \\
\leq \varepsilon \mathbb{E} \int_{-n}^{-m} |S_A(-r)|^2 |B(X^*_\varepsilon(r, \omega))|^2_{L_2} dr \\
\leq \varepsilon D^2 \int_{-n}^{-m} |S_A(-r)|^2 dr,
\]
is a Cauchy sequence, we obtain that \( I \to 0 \) as \( m, n \to \infty \).

Moreover, because \( II \leq |S_A(n)|^2 \mathbb{E} \left\| X^*_\varepsilon(-n) \right\|_H^2 \) and \( III \leq |S_A(n)|^2 \mathbb{E} \left\| X^*_\varepsilon(-m) \right\|_H^2 \). Then form Remark (2.1) (iii) we know II and III converge to 0 as \( m, n \to \infty \). So
\[
\int_{-n}^{t} S_A(-r) F(X^*_\varepsilon(r, \omega)) dr \quad \text{and} \quad \int_{-n}^{t} S_A(-r) B(X^*_\varepsilon(r, \omega)) dW(r)
\]
are Cauchy sequences in \( L^2(\Omega, H) \) with respect to \( n \) for any \( t \in \mathbb{R} \), we get that
\[
\int_{-n}^{t} S_A(-r) F(X^*_\varepsilon(r, \omega)) dr \to \int_{-\infty}^{t} S_A(-r) F(X^*_\varepsilon(r, \omega)) dr, \\
\int_{-n}^{t} S_A(-r) B(X^*_\varepsilon(r, \omega)) dW(r) \to \int_{-\infty}^{t} S_A(-r) B(X^*_\varepsilon(r, \omega)) dW(r), \quad \text{as} \ n \to \infty \text{ in} \ H.
\]

Furthermore, \( \mathbb{E} \| S_A(t + n) X^*_\varepsilon(-n) \|_H^2 \leq |S_A(t + n)|^2 \mathbb{E} \| X^*_\varepsilon(-n) \|_H^2 \to 0, \) as \( n \to \infty \). Thus combining Eq. (5.13) we can get that \( X^*_\varepsilon \) satisfies Eq. (5.10).

The proof of Theorem 2.6 in the following.

**Proof.** Combining Lemma 5.15 and Lemma 5.16 \( X^*_\varepsilon \) be the stationary solution of Eq. (2.1) (in the sense of Definition 2.5). Moreover, \( X^*_\varepsilon(t, \omega) \) satisfies Eq. (5.10) in \( H \) for any \( t \in \mathbb{R} \) and (5.11).

**Lemma 5.17.** The solution \( X^*_\varepsilon \) of the Eq. (5.10) is the unique stationary solution of Eq. (2.1).

**Proof.** Let \( \tilde{X}^*_\varepsilon(\cdot, \omega) \) be another stationary solution of Eq. (2.1). Denote \( X^*_\varepsilon(\omega) = \tilde{X}^*_\varepsilon(0, \omega) \) and \( X^*_\varepsilon(\omega) = X^*_\varepsilon(0, \omega) \). It follows from the cocycle property and Lemma 5.11 that there exists \( \varepsilon_0, \delta, \lambda_0 > 0 \)
and a sequence almost surely finite stopping time \( \{ l_\varepsilon \}_{\varepsilon \in (0, \varepsilon_0)} \) such that for every \( \varepsilon \in (0, \varepsilon_0) \), \( s > 0, t \in \mathbb{R} \) when \( t > l_\varepsilon \),

\[
\| \tilde{X}_\varepsilon^* (\theta(t; \omega)) - X_\varepsilon^* (\theta(t; \omega)) \|_H^2 = \| \tilde{X}_\varepsilon (t, 0; \omega, \tilde{X}_\varepsilon^* (\omega)) - X_\varepsilon (t, 0; \omega, X_\varepsilon^* (\omega)) \|_H^2 \\
\leq \| \tilde{X}_\varepsilon^* (\omega) - X_\varepsilon^* (\omega) + \sqrt{\varepsilon t} \|_H^2 e^{-\lambda_0 t}.
\]  

(5.14)

As \( \theta(t, \omega) \) is a \( \mathbb{P} \)-preserving ergodic Wiener shift, we have, for any \( \eta > 0, t > 0 \),

\[
P \left( \| \tilde{X}_\varepsilon^* (\theta(t; \omega)) - X_\varepsilon^* (\theta(t; \omega)) \|_H^2 > \eta \right) = P \left( \| \tilde{X}_\varepsilon^* (\omega) - X_\varepsilon^* (\omega) \|_H^2 > \eta \right).
\]

In fact, by the inequality (5.14), we know that

\[
\left\{ \omega : \| \tilde{X}_\varepsilon^* (\theta(t; \omega)) - X_\varepsilon^* (\theta(t; \omega)) \|_H^2 > \eta \right\} \subset \left\{ \omega : \| \tilde{X}_\varepsilon^* (\omega) - X_\varepsilon^* (\omega) + \sqrt{\varepsilon t} \|_H^2 e^{-\lambda_0 t} > \eta \right\},
\]

and

\[
P \left( \| \tilde{X}_\varepsilon^* (\theta(t, \omega)) - X_\varepsilon^* (\theta(t, \omega)) \|_H^2 > \eta \right) \leq P \left( \| \tilde{X}_\varepsilon^* (\omega) - X_\varepsilon^* (\omega) + \sqrt{\varepsilon t} \|_H^2 e^{-\lambda_0 t} > \eta \right).
\]

However,

\[
\lim_{t \to \infty} P \left( \| \tilde{X}_\varepsilon^* (\omega) - X_\varepsilon^* (\omega) + \sqrt{\varepsilon t} \|_H^2 e^{-\lambda_0 t} > \eta \right) = 0.
\]

This implies that \( P \left( \tilde{X}_\varepsilon^* (\omega) = X_\varepsilon^* (\omega) \right) = 1. \)

\section*{Appendix A: Weak convergence method in infinite intervals}

The Boué-Dupuis formula in infinite intervals has been used directly without proof in [23] by Barashkov and Gubinelli. Although we believe that the experts in field of LDP and Gaussian measures are familiar with the Boué-Dupuis formula in infinite intervals, we still present the proof of Boué-Dupuis formula and the weak convergence approach in infinite intervals for the convenience of readers.

The main difference between the proof in infinite intervals and finite intervals appears in the lower bounded proof of Theorem A.5, since bounded functions are integrable in finite intervals, but not in infinite intervals. However, the integrable function of infinite intervals can be approximated by simple function, and then the proof for infinite intervals can be transformed into finite intervals. Other routine proofs are shown for the completeness of the present paper.

\subsection*{A.1. Boué-Dupuis formula in infinite interval}

\textbf{Lemma A.18.} \textit{(cf. Problem 3.19 in [10])} The following conditions are equivalent for a continuous martingale \( \{ X_t, \mathcal{F}_t ; 0 \leq t < \infty \} \).

(i). It is a uniformly integrable family of random variables.

(ii). It converges in \( L^1 \), as \( t \to \infty \).

(iii). It converges \( \mathbb{P} \)-a.s. (as \( t \to \infty \)) to an integrable random variable \( X_\infty \), such that

\[
\{ X_t, \mathcal{F}_t ; 0 \leq t < \infty \}
\]
is a martingale.

(iv). There exists an integrable random variable $Y$, such that $X_t = \mathbb{E}(Y|\mathcal{F})$ $\mathbb{P}$-a.s., for every $t \geq 0$. 

Let $(\mathcal{W}, \mathbb{H}, \mu)$ be an abstract Wiener space. Namely, $(\mathcal{W}, \| \cdot \|_\mathcal{W})$ is a separable Banach space, $(\mathbb{H}, \| \cdot \|_\mathbb{H})$ a separable Hilbert space densely and continuously embedded in $\mathcal{W}$, and $\mu$ is the Gaussian measure over $\mathcal{W}$. If we identify the dual space $\mathbb{H}^*$ with itself, then $\mathcal{W}^*$ may be viewed as a dense linear subspace of $\mathbb{H}$ so that $l(w) = \langle l, w \rangle_\mathbb{H}$ whenever $l \in \mathbb{H}^*$ and $w \in \mathbb{H}$, where $\langle \cdot, \cdot \rangle_\mathbb{H}$ denotes the inner product in $\mathbb{H}$.

We now recall some notations from [26] about the filtration in abstract Wiener space. In what follows, we fix a continuous and strictly monotonic resolution $\pi = \{\pi_t, t \in [0, 1]\}$ of the identity in $\mathbb{H}$,

(i). For each $t \in [0, 1]$, $\pi_t$ is an orthogonal projection.

(ii). $\pi_0 = 0, \pi_1 = I$.

(iii). For $0 \leq s < t \leq 1$, $\pi_s \mathbb{H} \subseteq \pi_t \mathbb{H}$.

(iv). For any $h \in \mathbb{H}$ and $t \in [0, 1]$, $\lim_{s \to t} \pi_s h = \pi_t h$.

For any $h \in \mathbb{H}$, there exists a sequence $h_n \in \mathcal{W}^*$ such that $\lim_{n \to \infty} \| h_n - h \|_\mathbb{H} = 0$. Thus, there exists a $\delta(h) \in L^2(\mathcal{W}, \mathcal{B}(\mathcal{W}), \mu)$ such that

$$\lim_{n \to \infty} \mathbb{E}[h_n(\cdot) - \delta(h)]^2 = 0.$$ 

The $\delta(h)(w)$ is also written as $\langle h, w \rangle$, called the Skorohod integral of $h$.

After taking $f(x) = \frac{x}{1-x}$, we can obtain a continuous and strictly monotonic resolution $\pi = \{\pi_t, 0 \leq t \leq \infty\}$ of the identity in $\mathbb{H}$, i.e.

(i). For each $t \in [0, \infty]$, $\pi_t$ is an orthogonal projection.

(ii). $\pi_0 = 0, \pi_\infty = I$.

(iii). For $0 \leq s < t \leq \infty$, $\pi_s \mathbb{H} \subseteq \pi_t \mathbb{H}$.

(iv). For any $h \in \mathbb{H}$ and $t \in [0, \infty]$, $\lim_{s \to t} \pi_s h = \pi_t h$.

If we take another transform, we can also get the filtration on $\mathbb{R}$.

**Definition A.1.** The continuous filtration on $(\mathcal{W}, \mu)$ is defined by

$$\mathcal{F}_t := \mathcal{B}\{\delta(\pi_t h), h \in \mathbb{H}\} \vee \mathcal{N},$$

where $\mathcal{N}$ is the collection of all the null sets in $\mathcal{W}$ with respect to $\mu$. We write $\mathcal{F}_\infty$ as $\mathcal{F}$, and remark that $\mathcal{B}(\mathcal{W}) \subset \mathcal{F}$.

Below, we shall consider the filtered probability space $(\mathcal{W}, \mathcal{F}, (\mathcal{F}_t)_{0 \leq t \leq \infty}, \mu)$. If there is no special declaration, the expectation $\mathbb{E}$ and the term “$a.s.$” are always taken with respect to the Wiener measure $\mu$.

**Definition A.2.** For every $0 \leq t \leq \infty$, let $\mathcal{C}_t$ be the collection of all cylindrical function with the form

$$F(w) = g((\pi_t h_1, w), ..., (\pi_t h_n, w)); \quad g \in C_b^\infty(\mathbb{R}^n), \quad h_1, ..., h_n \in \mathcal{W}^*.$$ 

(A.1)
In particular, the elements in $C_t$ are measurable with respect to $F_t$. We write $C_1$ as $C$.

We have the following simple approximation result.

Lemma A.19. For a fixed $0 \leq t \leq \infty$, let $F$ be an $F_t$ measurable and bounded function on $\mathbb{W}$ with bound $N$. There exists a sequence $F_k \in C_t$ such that

$$\|F_k\|_\infty := \sup_{w \in \mathbb{W}} |F_k(w)| \leq N \quad \text{and} \quad F_k \to F, \quad \text{a.s.}$$

In particular, $C_t$ is dense in $L^2(\mathbb{W}, F_t, \mu)$.

Definition A.3. An $H$ valued random variable $v$ is called adapted to $F_t$ if for every $0 \leq t \leq \infty$ and $h \in \mathbb{H}$, $\langle \pi_t h, w \rangle_H \in F_t$. All the adapted $H$ valued random variables in $L^2(\mathbb{W}, F, \mu; \mathbb{H})$ is denoted by $H^a$. The set of all bounded elements in $H^a$ is denoted by $H^a_b$, i.e.

$$H^a_b := \{v \in H^a : \|v(w)\|_H \leq N \text{ a.s.} - w \text{ for some } N > 0\}.$$ 

A $v \in H^a$ is called simple if it has the following form

$$v(w) = \sum_{i=0}^{n-1} \xi_i(w)(\pi_{t_{i+1}} - \pi_{t_i})h_i, \quad \xi \in C_t, \quad h_i \in \mathbb{H},$$

where $0 = t_0 < t_1 < ... < t_n < \infty$. The set of all simple elements in $H^a$ is denoted by $S^a$. We write $S^a_b := S^a \cap H^a_b$.

Proposition A.1. $H^a$ is a closed subspace of $L^2(\mathbb{W}, F, \mu; \mathbb{H})$, and $S^a_b$ is dense in $H^a$.

Basing on this Proposition, for any $v \in H^a$, we can define Itô’s integral $\delta(v)$ such that

$$E|\delta(v)|^2 = E \|v\|^2_{H^a}.$$ 

On the other hand, for any $\| \cdot \|_{L^2}$ norm finite and real Borel measurable function $f$ on $[0, \infty)$ and $h \in \mathbb{H}$, we may define the following integral with respect to the vector valued measure

$$\int_0^\infty f(s) d\pi_s h$$

such that

$$\left\| \int_0^\infty f(s) d\pi_s h \right\|^2_{\mathbb{H}} = \int_0^\infty |f(s)|^2 d\langle \pi_s h, h \rangle_{\mathbb{H}}.$$ 

It is standard to prove the following result.

Lemma A.20. Let $f$ be a left-continuous $F_t$ adapted process the $\| \cdot \|_{L^2(\mathbb{R}^+)}$ and $\| \cdot \|_{L^\infty}$ bounded by $N$. Then for any $h \in \mathbb{H}$, there exists a sequence $v^h_k \in S^a_b$ such that

$$\|v^h_k(w)\|_H \leq N \cdot \|h\|_H, \quad \text{a.s.}$$

and

$$\lim_{k \to \infty} E \|v^h_k - \int_0^\infty f(s) d\pi_s h\|^2_{\mathbb{H}} = 0.$$
Proof. First of all, we define for every $n \in \mathbb{N}$

$$f_n(s) := \sum_{j=0}^{n2^{-n}-1} f(j2^{-n}) I_{[j2^{-n},(j+1)2^{-n})}(s).$$

Then, by the dominated convergence theorem we have

$$\lim_{n \to \infty} \mathbb{E} \left[ \int_0^\infty (f_n(s) - f(s)) d\pi_s h \right]^2 = \lim_{n \to \infty} \mathbb{E} \int_0^\infty (f_n(s) - f(s))^2 d\langle \pi_s h, h \rangle = 0.$$

For each $n \in \mathbb{N}$ and $j = 0, ..., n2^{-n} - 1$, by Lemma A.19 one can find $F_{n,k}^j \in \mathcal{C}_{j2^{-n}}$ such that

$$\|F_{n,k}^j\| \leq N, \quad F_{n,k}^j \to f(j2^{-n}), \text{ as } k \to \infty.$$

Finally, we define

$$v_{n,k}^h(w) := \sum_{j=0}^{n2^{-n}-1} F_{n,k}^j(w) \cdot (\pi_{(j+1)2^{-n}} - \pi_{j2^{-n}})h.$$

By the diagonalization method, we may find the desired sequence $v_k^h$. In fact, the condition $\|\cdot\|_{L} < N$ can be ignored.

Proposition A.2. Let $0 < c \leq F \leq C$ be a Borel measurable function on $\mathcal{W}$. Then there exists a $v \in \mathcal{H}^a$ such that

$$\mathbb{E}(F|\mathcal{F}_t) = F \cdot \exp \left\{ \delta(\pi_t v) - \frac{1}{2} \|\pi_t v\|_H^2 \right\}, \quad 0 \leq t \leq \infty.$$

Proof. Set $M_t := \mathbb{E}(F|\mathcal{F}_t)$. Then $\{M_t, \mathcal{F}_t\}$ is a uniformly martingale bounded from above by $C$ and from below by $c$. By Lemma A.18 and the representation formula of martingales, there is a $u \in \mathcal{H}^a$ such that

$$M_t = F + \delta(\pi_t u).$$

Now define

$$v := \int_0^\infty \frac{d\pi_t u}{M_t}, \quad m_t := \delta(\pi_t v).$$

Then, clearly $v \in \mathcal{H}^a$ and $\{m_t, \mathcal{F}_t\}$ is a martingale with square variation process $t \to \|\pi_t v\|_H$. Thus, we have

$$M_t = F + \int_0^t M_s dm_s.$$

The desired formula follows.

We also need the following Clark-Ocone formula.

Proposition A.3. For any $F \in \mathcal{C}$ with the form [A.1], it then holds

$$\mathbb{E}(F|\mathcal{F}_t) = \mathbb{E} F + \delta(\pi_t v), \quad \forall 0 \leq t \leq \infty,$$

where

$$v := \sum_{i=1}^n \int_0^\infty \mathbb{E} \left[ (\partial_i g)(\langle h_1, \cdot \rangle, ..., \langle h_n, \cdot \rangle)|\mathcal{F}_t \right] d\pi_t h_i \in \mathcal{H}_0^a.$$
Let \( \mathcal{H}_c^a \) be the set of all \( v \in \mathcal{H}^a \) satisfying
\[
\mathbb{E} \left[ \exp \{ \delta(v) - \frac{1}{2} \|v\|_H^2 \} \right] = 1.
\]

For \( v \in \mathcal{H}_c^a \), we define
\[
T_v(w) := w - v(w)
\]
and
\[
d\mu_v = \exp \{ \delta(v) - \frac{1}{2} \|v\|_H^2 \} d\mu.
\] (A.2)

Then by the Girsanov theorem, we have for any \( A \in \mathcal{B}(\mathbb{W}) \)
\[
\mu_v(w : T_v w \in A) = \mu(A).
\]

**Lemma A.21.** For \( v \in \mathcal{H}_c^a \), let \( \mu_v \) be defined by (A.2). Then
\[
R(\mu_v || \mu) = \frac{1}{2} \mathbb{E} \|v\|_H^2.
\]

**Theorem A.4.** Let \( F \) be any bounded Borel measurable function on \( \mathbb{W} \). Then
\[
- \log \mathbb{E}(e^{-F}) = \inf_{v \in \mathcal{H}_c^a} \mathbb{E}^{\mu_v} \left( F + \frac{1}{2} \|v\|_H^2 \right),
\]
where \( \mu_v \) is defined by (A.2). Moreover, the infimum is unique attained at some \( v_0 \in \mathcal{H}_c^a \).

**Proposition A.4.** Let \( F \) be any bounded Borel measurable function on \( \mathbb{W} \). For any \( v \in S_b^a \), there are two \( \hat{v}, \tilde{v} \in S_b^a \) such that
\[
\mathbb{E}^{\mu_v} \left( F + \frac{1}{2} \|v\|_H^2 \right) = \mathbb{E} \left( F(\cdot + \hat{v}) + \frac{1}{2} \|\hat{v}\|_H^2 \right).
\]
Moreover
\[
R(L_\mu(\cdot + v) || \mu) = \frac{1}{2} \mathbb{E} \|v\|_H^2,
\] (A.3)
where \( L_\mu(\cdot + v) \) denotes the law of \( w \mapsto w + v(w) \) in \( (\mathbb{W}, \mathcal{F}) \) under \( \mu \).

Reader interested in proof can refer to [26].

**Theorem A.5.** Let \( F \) be a bounded Borel measurable function on \( \mathbb{W} \). Then we have
\[
- \log \mathbb{E}(e^{-F}) = \inf_{v \in \mathcal{H}_c^a} \mathbb{E} \left( F(\cdot + v) + \frac{1}{2} \|v\|_H^2 \right)
\]
\[
= \inf_{v \in S_b^a} \mathbb{E} \left( F(\cdot + v) + \frac{1}{2} \|v\|_H^2 \right). \quad (A.4)
\]

**Proof.** (Upper bound) Let \( v \in \mathcal{H}_c^a \). By Proposition A.1, we may choose a sequence of \( v_n \in S_b^a \) such that
\[
\lim_{n \to \infty} \mathbb{E} \|v_n - v\|_H^2 = 0.
\]
So, \((w, v_n)\) converges in distribution to \((w, v)\) in \(W \times H\), and \(\mathcal{L}_\mu(v_n)\) converges weakly to \(\mathcal{L}_\mu(v)\).

Noting that by Eq. (A.3)
\[
\sup_n R(\mathcal{L}_\mu(v_n)||\mu) = \frac{1}{2} \sup_n \mathbb{E}||v_n||^2_H < \infty,
\]
and we have (Lemma A.2)
\[
\lim_{n \to \infty} \mathbb{E}(F(v_n)) = \mathbb{E}(F(v)).
\]

Therefore, by Theorem A.4, we get the upper bound
\[
-\log \mathbb{E}(e^{-F}) \leq \lim_{n \to \infty} \mathbb{E}(F(v_n) + \frac{1}{2} ||v_n||^2_H) = \mathbb{E}(F(v) + \frac{1}{2} ||v||^2_H).
\]

(Lower bound) We divided the proof into two steps.

**Step 1:** We first assume that \(F \in \mathcal{C}\) with the form
\[
F(w) := g(h_1, w), ..., g(h_n, w), \quad g \in C^\infty_b(\mathbb{R}^n), \quad h_1, ..., h_n \in W^*.
\]

By Proposition A.3 there is a \(v \in H^a\) such that for all \(0 \leq t < \infty\)
\[
\mathbb{E}(e^{-F}|\mathcal{F}_t) = \mathbb{E}(e^{-F}) \cdot \exp\{\delta(v, t) - \frac{1}{2} \|\pi_t v\|^2_H\}. \quad (A.5)
\]

By Proposition A.3 we in fact find from the proof of Proposition A.2 that
\[
v := \sum_{i=1}^n \int_0^\infty \frac{1}{\mathbb{E}(e^{-F}|\mathcal{F}_t)} \cdot \mathbb{E}[e^{-F} \cdot (\partial_i g)(h_1, ..., h_n, v)|\mathcal{F}_t] d\pi_t h_i.
\]

Thus, \(v \in H^a\). By Lemma A.20 there exists a sequence \(v_n \in S^a\) satisfying for some \(C_F > 0\)
\[
\|v_n\|_H \leq C_F \quad a.s.
\]

such that
\[
\lim_{k_n \to \infty} \mathbb{E}\|v_n - v\|^2_H = 0.
\]

By extracting a subsequence if necessary, we may further assume that
\[
\|v_n - v\|_H^2 \to 0 \quad a.s., \quad \delta(v_n) \to \delta(v) \quad a.s.
\]

we have by the dominated convergence theorem
\[
\mathbb{E}^{\mu_n}(F + \frac{1}{2} ||v_n||^2_H) \to \mathbb{E}^{\mu}(F + \frac{1}{2} ||v||^2_H) \quad as \ n \to \infty.
\]

Here we have used the uniform integrability of \(\{e^{\delta(v_n)}, n \in \mathbb{N}\}\). Moreover, by Eq. (A.5) and Lemma A.21
\[
-\log \mathbb{E}(e^{-F}) = \mathbb{E}^{\mu_n}(F) + R(\mu_n||\mu) = \mathbb{E}^{\mu_n}(F + \frac{1}{2} ||v||^2_H).
\]
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Step 2: Let $F$ be a bounded measurable function on $(\mathcal{W}, \mathcal{F})$. By Lemma A.19 we can choose a sequence $F_n \in \mathcal{C}$ such that $\|F_n\|_\infty \leq \|F\|_\infty < \infty$, and $\lim_{n \to \infty} F_n = F$ $\mu$-a.s.. For any $\epsilon > 0$ and $F_n$, by Step 1 there exists a $v_n \in S_b^a$ such that

$$- \log \mathbb{E}(e^{-F_n}) \geq \mathbb{E}(F_n(\cdot + v_n) + \frac{1}{2} \|v_n\|_{H^0}^2) - \epsilon. \quad (A.6)$$

In view (A.3) and (A.6), we have

$$\sup_n R(\mathcal{L}_\mu(\cdot + v_n)|\mu) \leq \frac{1}{2} \sup_n \mathbb{E}\|v_n\|_{H^0}^2 \leq 2 \|F\|_\infty + \epsilon.$$ 

So there is a subsequence $n_k$ such that $E\|v_{n_k}\|_{H^0}$ convergence. We have

$$\lim_{k \to \infty} \mathbb{E}|F_{n_k}(\cdot + v_{n_k}) - F(\cdot + v_{n_k})| = 0.$$ 

Dominated convergence theorem gives that for sufficiently large $k$,

$$- \log \mathbb{E}(e^{-F}) \geq \mathbb{E}(F(\cdot + v_{n_k}) + \frac{1}{2} \|v_{n_k}\|_{H^0}^2) - 2\epsilon.$$ 

Since $v_{n_k} \in S_b^a$, we thus complete the proof of the lower bound. \hfill \square

A.2. The proof of Laplace principle for infinite intervals

Since the large deviation principle is equivalent to Laplace principle in Polish space, we only need to prove the Laplace principle for infinite intervals, i.e. Theorem 2.10.

Proof. In order to prove the Laplace principle, we must show that Eq. (2.6) holds for all real valued, bounded and continuous functions $h$ on space $E$.

(Lower bound) Define

$$\mathcal{W} = C(\mathbb{R}; H), \quad \mathcal{H} = \{h = \int_{-\infty}^{\infty} h'(s)ds; \int_{-\infty}^{\infty} \|h'(s)\|_{H_0}^2 ds < \infty\},$$

$$\delta(v) = \int_{-\infty}^{\infty} B(v(t))dW(t), \quad \pi_\delta h = \pi_\delta \int_{-\infty}^{\infty} h'(s)ds = \int_{-\infty}^{\infty} 1_{(-\infty, \theta)}h'(s), \quad \forall h \in \mathcal{H}.$$ 

It follows from the variational presentation (A.4) that

$$- \log \mathbb{E} \left\{ \exp \left[ \frac{1}{\epsilon} h(X^\epsilon(\cdot)) \right] \right\} = \inf_{v \in \mathcal{A}} \mathbb{E} \left( \frac{\epsilon}{2} \int_{-\infty}^{1} \|v(s)\|_{H_0}^2 ds + h \circ G^\epsilon \left( W(\cdot) + \int_{-\infty}^{\infty} v(s)ds \right) \right).$$

Then for every $\delta > 0$, there exists $\hat{v}^\epsilon \in \mathcal{A}$ such that

$$\inf_{v \in \mathcal{A}} \mathbb{E} \left( \frac{\epsilon}{2} \int_{-\infty}^{+\infty} \|v(s)\|_{H_0}^2 ds + h \circ G^\epsilon \left( W(\cdot) + \int_{-\infty}^{\hat{v}^\epsilon(s)} v(s)ds \right) \right) \geq \mathbb{E} \left( \frac{\epsilon}{2} \int_{-\infty}^{+\infty} \|v^\epsilon(s)\|_{H_0}^2 ds + h \circ G^\epsilon \left( W(\cdot) + \int_{-\infty}^{\hat{v}^\epsilon(s)} v^\epsilon(s)ds \right) \right) - \delta. \quad (A.7)$$
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We will prove that
\[
\liminf_{\varepsilon \to 0} \mathbb{E} \left( \frac{\varepsilon}{2} \int_{-\infty}^{+\infty} \|v^\varepsilon(s)\|_{H_0}^2 ds + h \circ G^\varepsilon \left( W(\cdot) + \int_{-\infty}^{\varepsilon} v^\varepsilon(s) ds \right) \right) \\
\geq \inf_{x \in E} \{ I(x) + h(x) \}.
\]

We claim that we can assume without loss of generality that for all \( \varepsilon > 0 \) and a.s.
\[
\varepsilon \int_{-\infty}^{+\infty} \|v^\varepsilon(s)\|_{H_0}^2 ds \leq N
\tag{A.8}
\]for some finite number \( N \).

To see this, observe that if \( M := \|h\|_\infty \) then \( \sup_{\varepsilon > 0} \mathbb{E} \left( \frac{\varepsilon}{2} \int_{-\infty}^{+\infty} \|v^\varepsilon(s)\|_{H_0}^2 ds \right) \leq 2M + \delta < \infty \). Now define random variable
\[
\tau^\varepsilon_N := \inf \left\{ t \in \mathbb{R} : \frac{\varepsilon}{2} \int_{-\infty}^{t} \|v^\varepsilon(s)\|_{H_0}^2 ds \geq N \right\} \wedge \infty.
\]
The processes \( v^{\varepsilon,N}(s) := v^\varepsilon(s) \mathbb{1}_{(-\infty, \tau^\varepsilon_N]}(s) \) are in \( A \), \( \mathbb{1} \) being as before the indicator function, and furthermore
\[
\Pr \{ v^\varepsilon \neq v^{\varepsilon,N} \} \leq \Pr \left\{ \frac{\varepsilon}{2} \int_{-\infty}^{\infty} \|v^\varepsilon(s)\|_{H_0}^2 ds \geq N \right\} \leq \frac{2M + \delta}{N}.
\]This observation implies that the right side of inequality \( A.7 \) is at most
\[
\mathbb{E} \left( \frac{\varepsilon}{2} \int_{-\infty}^{\infty} \|v^{\varepsilon,N}(s)\|_{H_0}^2 ds + h \circ G^\varepsilon \left( W(\cdot) + \int_{-\infty}^{v^{\varepsilon,N}(s)} \varepsilon ds \right) \right) - \frac{2M(2M + \delta)}{N} - \delta.
\]Hence it suffices to prove with \( v^\varepsilon(s) \) replaced by \( v^{\varepsilon,N}(s) \). This proves the claim.

Henceforth we will assume that \( A.8 \) holds. Pick a subsequence along which \( \bar{v}^\varepsilon := \sqrt{\varepsilon} v^\varepsilon \) converges in distribution to \( \bar{v} \) as \( S_N \)-valued random elements. Pick a subsequence along which \( \bar{v}^\varepsilon := \sqrt{\varepsilon} v^\varepsilon \) converges in distribution to \( \bar{v} \) as \( S_N \)-valued random elements.

We now have from Condition 2.1 (i) that
\[
\liminf_{\varepsilon \to 0} \mathbb{E} \left( \frac{\varepsilon}{2} \int_{-\infty}^{\infty} \|v^\varepsilon(s)\|_{H_0}^2 ds + h \circ G^\varepsilon \left( W(\cdot) + \int_{-\infty}^{\varepsilon} v^\varepsilon(s) ds \right) \right) \\
= \liminf_{\varepsilon \to 0} \mathbb{E} \left( \frac{1}{2} \int_{-\infty}^{\infty} \|\bar{v}(s)\|_{H_0}^2 ds + h \circ G^\varepsilon \left( W(\cdot) + \frac{1}{\varepsilon} \int_{-\infty}^{\varepsilon} \bar{v}(s) ds \right) \right) \\
\geq \mathbb{E} \left( \frac{1}{2} \int_{-\infty}^{\infty} \|\bar{v}(s)\|_{H_0}^2 ds + h \left( G^0 \left( \int_{-\infty}^{\infty} \bar{v}(s) ds \right) \right) \right) \\
\geq \inf_{(x,v) \in \mathcal{X} \times L^2(R;H_0) : x = G^0(\int_{-\infty}^{\infty} \bar{v}(s) ds)} \left\{ \frac{1}{2} \int_{-\infty}^{\infty} \|\bar{v}(s)\|_{H_0}^2 ds + h(x) \right\} \\
\geq \inf_{x \in E} \{ I(x) + h(x) \}.
\]
This completes the proof of the lower bound.

**Upper bound** Since \( h \) is bounded \( \inf_{x \in E} \{ I(x) + h(x) \} < \infty \). Let \( \delta > 0 \) be arbitrary, and let \( \tilde{x} \in E \) be such that
\[
I \left( \tilde{x} \right) + h \left( \tilde{x} \right) \leq \inf_{x \in E} \{ I(x) + h(x) \} + \delta/2.
\]
Choose \( \tilde{v} \in L^2(\mathbb{R}; H_0) \) such that
\[
\frac{1}{2} \int_{-\infty}^{\infty} \| \tilde{v}(t) \|_{H_0}^2 dt \leq I(\tilde{x}) + \delta/2
\]
and
\[
\tilde{x} = G^0 \left( \int_{-\infty}^{\infty} \tilde{v}(s) ds \right).
\]
By using the variational presentation, for bounded and continuous functions \( h \), we could have
\[
\limsup_{\varepsilon \to 0} -\varepsilon \log E \left( \exp \left\{ -h \left( X^\varepsilon(t, -\infty, \omega) x_0 \right) / \varepsilon \right\} \right)
\]
\[
= \limsup_{\varepsilon \to 0} \inf_{v \in A} \left( \frac{1}{2} \int_{-\infty}^{\infty} \| v(s) \|_{H_0}^2 ds + h \circ G^\varepsilon \left( W(\cdot) + \frac{1}{\sqrt{\varepsilon}} \int_{-\infty}^{\infty} v(s) ds \right) \right)
\]
\[
\leq \limsup_{\varepsilon \to 0} E \left( \frac{1}{2} \int_{-\infty}^{\infty} \| \tilde{v}(s) \|_{H_0}^2 ds + h \circ G^\varepsilon \left( W(\cdot) + \frac{1}{\sqrt{\varepsilon}} \int_{-\infty}^{\infty} \tilde{v}(s) ds \right) \right)
\]
\[
= \frac{1}{2} \int_{-\infty}^{\infty} \| \tilde{v}(s) \|_{H_0}^2 ds + \limsup_{\varepsilon \to 0} E \left( h \circ G^\varepsilon \left( W(\cdot) + \frac{1}{\sqrt{\varepsilon}} \int_{-\infty}^{\infty} \tilde{v}(s) ds \right) \right)
\]
\[
\leq I(\tilde{x}) + \delta/2 + \limsup_{\varepsilon \to 0} E \left( h \circ G^\varepsilon \left( W(\cdot) + \frac{1}{\sqrt{\varepsilon}} \int_{-\infty}^{\infty} \tilde{v}(s) ds \right) \right).
\]
Now from Condition 2.1 (i), as \( \varepsilon \to 0 \)
\[
E \left( h \circ G^\varepsilon \left( W(\cdot) + \frac{1}{\sqrt{\varepsilon}} \int_{-\infty}^{\infty} \tilde{v}(s) ds \right) \right),
\]
converges to \( h \left( G^0 \left( \int_{-\infty}^{\infty} \tilde{v}(s) ds \right) \right) = h(\tilde{x}) \). Thus
\[
\limsup_{\varepsilon \to 0} -\varepsilon \log E \left( \exp \left\{ -h \left( X^\varepsilon(t, -\infty, \omega) x_0 \right) / \varepsilon \right\} \right) \leq \inf_{x \in E} \{ I(x) + h(x) \} + \delta.
\]
Since \( \delta \) is arbitrary, the proof is complete. The Condition 2.1 (ii) guaranteed that \( I \) is a good rate function.
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