Role of Hydrogen in the spin-orbital-entangled quantum liquid candidate $\text{H}_3\text{LiIr}_2\text{O}_6$
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Motivated by recent reports of $\text{H}_3\text{LiIr}_2\text{O}_6$ as a spin-orbital-entangled quantum liquid, we investigate via a combination of density functional theory and non-perturbative exact diagonalization the microscopic nature of its magnetic interactions. We find that while the interlayer O-H-O bond geometry strongly affects the local magnetic couplings, these bonds are likely to remain symmetrical due to large zero-point fluctuations of the H positions. In this case, the estimated magnetic model lies close to the classical tricritical point between ferromagnetic, zigzag and incommensurate spiral orders, what may contribute to the lack of magnetic ordering. However, we also find that substitution of H by D (deuterium) as well as disorder-induced inhomogeneities destabilize the O-H/D-O bonds modifying strongly the local magnetic couplings. These results suggest that the magnetic response in $\text{H}_3\text{LiIr}_2\text{O}_6$ is likely sensitive to both the stoichiometry and microstructure of the samples and emphasize the importance of a careful treatment of hydrogen for similar systems.

Attempts to estimate the magnetic interactions via $ab\text{ initio}$ studies are currently lacking.

In this work, we investigate the specific influence of hydrogen $^1\text{H}+$ and deuterium ($^2\text{H}^+$) substitution on the local magnetic interactions of ($\text{H}/\text{D})_3\text{LiIr}_2\text{O}_6$ for both pristine and structurally disordered samples. For that we perform extensive density functional theory simulations combined with numerical model calculations. For edge-sharing iridates, the magnetic interactions are known to be highly sensitive to local structural details such as the Ir-O-Ir bond angles [2, 20–22, 38, 39]. Here, we show that the H-bond geometry similarly strongly affects the magnetic Hamiltonian. This emphasizes the importance of determining the precise H/D positions, which are usually unavailable from x-ray analysis. We therefore analyze the stability of the symmetrical O-H-O bonds with respect to (i) zero-point fluctuations of the H positions, (ii) deuteration and (iii) the presence of structural disorder. We find that such bonds are likely to be unstable to both latter perturbations (ii)-(iii), leading to strongly modified interactions in deuterated or disordered samples.

We first study the influence of the H-bond geometry on the electronic structure and magnetic interactions. Starting from the ideal structure [32], the H coordinates were relaxed with the Vienna $ab\text{ initio}$ simulation package (VASP) [40, 41] in the GGA approximation constraining the symmetry to be: (a) $C2/m$, (b) $C2\_2\_2/m$, (c) $P2_1/m$, and (d) $Cm$ (see Fig. 1). For the ideal $C2/m$ structure (Fig. 1 (a)), the symmetrical interlayer O-H-O bonds are maintained with minimal modification; the relaxed O(1)-H and O(2)-H distances are $d_{O(1)H} = 1.23$ Å and $d_{O(2)H} = 1.27$ Å, respectively. In contrast, the lower symmetry structures (Fig. 1 (b)-(d)) feature various hypothetical patterns of asymmetric long/short O···H-O bonds. In each case, the short O-H distances are in the range $d_{OH} = 1.05 - 1.10$ Å, while the longer O···H distances are $d_{O\cdot\cdot\cdotH} = 1.36 - 1.50$ Å. The hopping

Since the proposal by A. Kitaev of a $Z_2$ spin ground state in a honeycomb lattice with bond-dependent Ising-like nearest neighbor interactions [1], intensive effort has been devoted to find material realizations of such a state [2, 5]. Promising candidates are the layered honeycomb iridates Na$_2$IrO$_3$ [6] and α-Li$_2$IrO$_3$ [7, 8] as well RuCl$_3$ [9,13], and the three-dimensional lattices β-Li$_2$IrO$_3$ and γ-Li$_2$IrO$_3$ [14,15]. However, these materials order magnetically either in a zig-zag structure as in Na$_2$IrO$_3$ and RuCl$_3$ or in incommensurate spiral structures as in the Li$_2$IrO$_3$ polymorphs [19]. This magnetic long-range order has been attributed to the presence of further non-Kitaev interactions [20–24] partly reminiscent of underlying delocalized quasimolecular orbitals [25–27]. Attempts to modulate the magnetic interactions in terms of pressure resulted in dimerized orbitals [25–27]. These results suggest that the magnetic response in $\text{H}_3\text{LiIr}_2\text{O}_6$ is likely sensitive to both the stoichiometry and microstructure of the samples and emphasize the importance of a careful treatment of hydrogen for similar systems.
parameters of the relaxed structures were obtained by full-potential linearized augmented plane-wave (LAPW) calculations \[22\] within GGA. The magnetic interactions were estimated by 2-site exact diagonalization of the corresponding tight-binding model with Hubbard, Hund’s and spin-orbit coupling interactions \[22, 43\], and are presented in Table I. Full computational and structure details can be found in the Supplemental Material.

At the level of a single Ir, the \( d \)-orbital Wannier functions extend to the neighboring O atoms. Modification of the oxygen bonding environment via H doping (delithiation in this case) therefore affects both the effective Ir crystal field splitting, and the \( d-d \) hopping integrals. In the parent \( \alpha\text{-Li}_2\text{IrO}_3 \) material, the \( \text{Li}^+ \) and \( \text{Ir}^{4+} \) ions form a pseudo-octahedral environment around each O atom (Fig. 2(b)). In \( \text{H}_3\text{LiIr}_2\text{O}_6 \), the O environment becomes pseudo-tetrahedral, with the O-(H/D) bond vectors lying along the cubic [111] direction (Fig. 2(c)). Hybridization of the O 2\( p \) and H 1s orbitals produces an effective trigonal crystal field at the oxygen sites. The resultant mixing of the O \( p \)-orbitals modifies the Ir \( d \)-orbital Wannier functions in two key ways. First, the effective off-diagonal crystal field terms are enhanced with increasing O-H hybridization. Second, oxygen mediated \( d-d \) hopping integrals involving single (multiple) O \( p \)-orbitals are suppressed (enhanced). For example, within \( C2/m \) symmetry, the \( d-d \) hopping integrals for the Z-bond can be written in terms of \( t_1 = t_{xzxz} = t_{yz,yz} \), \( t_2 = t_{xzyz} = t_{yz,xz} \), \( t_3 = t_{xy,xy} \), and \( t_4 = t_{xzyx} \). Comparing the results for the various structures, we find that \( |t_2| \) is systematically reduced with decreasing O-H distance, due to suppression of the hopping paths like \( \text{Ir}(d_{xz})\rightarrow\text{O}(p_z)\rightarrow\text{Ir}(d_{yz}) \). Similarly, \( |t_3| \) and \( |t_4| \) are enhanced through new hopping paths such as \( \text{Ir}(d_{xz})\rightarrow\text{O}(p_z)\rightarrow\text{H}(s)\rightarrow\text{O}(p_y)\rightarrow\text{Ir}(d_{zy}) \). The hopping integrals for various structures are in the Supplemental Material.

The modification of the hopping integrals affects the magnetic couplings, which can be written as \( H_{\text{spin}} = \sum_{(ij)} S_i \cdot J_{ij} \cdot S_j \), where \( J_{ij} \) is a \( 3 \times 3 \) matrix and \( \langle ij \rangle \) denotes a sum over all nearest neighbor sites. Within \( C2/m \) symmetry, the interactions along the nearest-neighbor Z-bond (Fig. 1(a)) are described by a symmetric matrix:

\[
J_s = \begin{pmatrix}
J_1 & \Gamma_1' & \Gamma_1'' \\
\Gamma_1 & J_1 & \Gamma_1'' \\
\Gamma_1 & \Gamma_1' & J_1 + K_1
\end{pmatrix},
\]

For the ideal structure (Fig. 1(a)), we estimate \( J_1 = -1.3 \), \( K_1 = -15.4 \), \( \Gamma_1 = +1.5 \), and \( \Gamma_1' = -5.1 \) meV for the Z-bond where positive (negative) signs correspond to antiferromagnetic (ferromagnetic) interactions. For the lower symmetry X and Y bonds, additional constants are required to specify the interactions \[22\]. Averaging over these values yields \( J_1 \approx -0.8 \), \( K_1 \approx -18.9 \), \( \Gamma_1 \approx +0.3 \), and \( \Gamma_1' \approx -5.4 \) meV. Compared to \( \alpha\text{-Li}_2\text{IrO}_3 \), the increased Ir-O-Ir bond angle of \( \text{H}_3\text{LiIr}_2\text{O}_6 \) suppresses \( t_3 \) and leads to the reduced \( \Gamma_1 \). The large \( \Gamma_1' \) values for

FIG. 1. Hypothetical structures considered to investigate the dependence of magnetic interactions on H-bond geometry. The two bridging ligand oxygen contributed to Ir-Ir hoppings along the Z-bonds are labeled as OA and OB. For structure (b) and (e), doubling of the c-axis leads to two inequivalent layers A and B.
the ideal structure of H$_3$LiIr$_2$O$_6$ are due to the enhanced crystal-field splitting. Note that the computed interactions $(J, K, \Gamma, \Gamma') = (1.3 - 15.4, +1.5, -5.1)$ meV are given in the reference frame $xyz$ shown in Fig. 2. By performing a $\pi$-rotation around the cubic (111) direction, as outlined in Ref. 36, the $xyz$ reference frame transforms to $x'y'z'$ (Fig. 2) and the above set of interactions transform to $(J, K, \Gamma, \Gamma') = (-11.1, +13.9, -8.3, -0.2)$ meV.

This model lies close to the classical critical point between ferromagnetic, zigzag, and incommensurate spiral orders, which may strongly contribute to the observed lack of magnetic order. The interlayer interactions are anisotropic, but have a magnitude $\lesssim 1.5$ meV, which is somewhat smaller than those considered in the model of Ref. 36. Inclusion of further neighbor couplings (such as third neighbor $J_3$) will tend to stabilize zigzag correlations, which is consistent with the differing $^1$H and $^7$Li NMR Knight shift discussed in Ref. 33.

The specific effects of the O-H hybridization can be clearly seen by comparing the above computed interactions for the $C2/m$ structure (Fig. 1(a)) with symmetric O-H-O bonds to those for the various lower symmetry structures (Fig. 1(b)-(d)). We will discuss the interactions in the $xyz$ reference frame of Fig. 2. For structure Fig. 1(b), the doubled $c$-axis provides two distinct layers, with O-H distances being equal within each layer. In the H-rich layer B, the reduced $d_{OH} = 1.05$ Å results in a significant suppression of $|t_2|$, which reduces $K_1$ to $-7$ meV. In contrast, for the H-poor layer A, for which $d_{OH} = 1.49$ Å, we find an enhancement of $K_1$ to $-23.7$ meV. For structures Fig. 1(c)-(d), the symmetry of the two Ir-O-Ir hopping paths is broken by the asymmetric hydrogen atom positions. This produces several effects. First, the lower symmetry enhances $\Gamma_1'$, and allows for a large antisymmetric Dzialoshinskii-Moriya interaction $D \cdot (S_i \times S_j)$ due to breaking of local inversion symmetry. Second, the perfect balance of the hopping paths via the two bridging oxygens is disrupted, leading to an enhancement of the Heisenberg exchange $J_1$, and suppression of $K_1$. This trend is also followed in the presence of the H-vacancies, which we have considered in terms of structure Fig. 1(e), which is obtained from the ideal structure Fig. 1(a) by removing one of the H atoms for the Z-bond. This further reduces the local symmetry, leading to large $J_1$, $\Gamma_1'$ and DM-interactions. Taken together, the large overall variances in the computed interactions demonstrate an extreme sensitivity to the details of the H-bonds.

Given the sensitivity of the magnetic interactions, it is crucial to determine the precise positions of the H and D atoms. Following Ref. 36 and 37, the interlayer O-H-O hydrogen bonds can be classified as strong, low-barrier, or weak, depending on the shape of the energy potential as a function of hydrogen position. If the distance between the two oxygens $d_{OO}$ is short ($\lesssim 2.4$ Å) 47, the bond is characterized either by a single-well potential or by a double-well potential with a barrier that is smaller than the vibrational zero-point energy $E_0$ (ZPE). In this case, the probability density $|\Psi^H_0(x)|^2$ for the position in the vibrational ground state is expected to display a single peak at the midpoint between the O atoms. This is considered a strong H-bond. For larger distances ($d_{OO} \sim 2.55$ Å), the barrier typically becomes of similar magnitude to the ZPE, leading to a double peak in $|\Psi^H_0(x)|^2$. The H rapidly tunnels between the two minima, with a characteristic frequency $\omega^*$ that can be estimated from the energy difference of the lowest two vibrational levels $\hbar \omega^* \sim (E_1 - E_0)$. Provided this tunnel splitting $\omega^*$ is large compared to the experimental time scales, the dynamical fluctuations of the H will be averaged out in measurements of the magnetic response. This is termed a low-barrier H-bond. Finally, for still larger distances ($d_{OO} \geq 2.6$ Å) the development of a large barrier suppresses tunnelling ($\omega^* \rightarrow 0$), leading to a weak H-bond. In this limit, the H-atoms will become increasingly localized into asymmetric O···H-O bonds on experimental time-scales.

In order to investigate the H-bond potentials for H$_3$LiIr$_2$O$_6$, we performed total energy calculations as a function of hydrogen positions along the O-O vector ($d_{OH} = x d_{OO}$), starting from the experimental $C2/m$ structure of Ref. 32. There are two kinds of O-H-O bonds: bond 1 (O(1)-H-O(1)) with $d_{OO} \sim 2.46$ Å, and bond 2 (O(2)-H-O(2)) of $d_{OO} \sim 2.54$ Å. As shown in Fig. 3(a)-(b), the potential curves for both bond types have two local minima. To estimate the ZPE, we fit the obtained potential energy curves with the form $V(x) = -Ax^2 + Bx^4$ and computed the vibrational eigenstates for the corresponding Hamiltonian $H = -\frac{\hbar^2}{2m} \nabla^2 + V(x)$. The vibrational energies $\{E_n\}$ are indicated in Fig. 3. For bond 1, the ZPE ($E_0$) exceeds the barrier energy, suggesting classification as a strong H-bond. For bond 2, the ZPE lies below the barrier, leading to a double peak in $|\Psi^H_0(x)|^2$. However, the tunnel splitting remains large $\hbar \omega^* = E_1 - E_0 \sim 70$ meV compared to the magnetic interactions, suggesting classification as

| Structure | $J_1$ | $K_1$ | $\Gamma_1'$ | $D_{xx}$, $D_{yy}$, $D_{zz}$ |
|-----------|--------|--------|-------------|------------------|
| (a) Ideal ($C2/m$) | -1.3 | -15.4 | +1.5 | -5.1 ( , , ) |
| (b) ($C2_1$/$m$) | H-Poor (Layer A) | -0.3 | -23.7 | -1.5 | -3.3 ( , , ) |
| H-Rich (Layer B) | -2.7 | -7.0 | +3.1 | -4.0 ( , , ) |
| (c) ($P2_1/m$) | -7.6 | -16.4 | +2.3 | -9.1 (2.3, 2.3, 0.1) |
| (d) ($Cm$) | -12.0 | +6.8 | +2.4 | -10.6 (2.7, 2.7, 0.7) |
| (e) H-vacancy | -16.3 | +3.7 | +1.6 | -18.5 (6.1 -6.1 -7.2) |
a low-barrier H-bond. On this basis, pristine samples of H$_3$LiIr$_2$O$_6$, the symmetry of the O-H-O bonds should be maintained on time scales relevant to the magnetic response. The effective magnetic interactions should reflect those computed above for the ideal C2/m structure Fig. 1 (a).

This conclusion, however, does not hold for D$_3$LiIr$_2$O$_6$. In similar layered structures, D-substitution tends to increase the interlayer O-O distance, e.g. on the order of 5% for (H/D)(CrO$_2$)$_2$. At the same time, the larger mass of D significantly reduces the ZPE (see Fig. 3 (d)). As a result, the propensity for deuterated systems to form asymmetric O-···D-O bonds is strongly enhanced. For example, while the O-H-O bonds in HCrO$_2$ remain symmetric, DCrO$_2$ undergoes a structural transition at $T_c$ $\sim$ 320 K, occasioned by the formation of asymmetric bonds in the bulk \cite{50, 51}. Similar effects \cite{52, 53} are also observed in the deuterated organic spin-liquid candidate $\kappa$-D$_x$(Cat-EDT-TTF)$_2$ (T$_c$ $\sim$ 185 K). We therefore computed the deuteration vibrational energies for D$_3$LiIr$_2$O$_6$ including a O-O distance of 2.54 Å (see Fig. 3 (c)), and a $\sim$5% stretch of O-O distances to 2.67 Å (see Fig. 3 (d)) for bond 2. The tunnel splittings of $\hbar \omega^+ \sim$ 30 meV in Fig. 3 (c), and $\sim$ 3 meV in Fig. 3 (d) suggest the formation of asymmetric O-D···D bonds in D$_3$LiIr$_2$O$_6$ samples on magnetically relevant time scales. The bulk magnetic interactions should therefore differ strongly from pristine H$_3$LiIr$_2$O$_6$, reflecting those computed for e.g. structures Fig. 1 (b)-(d).

The question therefore remains whether the observed suppression of magnetic order in (H/D)$_3$LiIr$_2$O$_6$ results primarily from frustration (i.e. quantum fluctuations), or from disorder-induced inhomogeneity. Experimentally, if both H and D systems display similar low temperature response despite differing degrees of H/D localization, it could be taken as evidence that both are dominated by disorder. Since H/D atoms near boundary surfaces and crystalline defects will likely form conventional short O-H bonds, disorder effects on the interactions may be enhanced.

It is therefore relevant to consider possible sources of structural disorder. One source could be related to the H substitution through the delithiation method Li$_2$MO$_3$ $\rightarrow$ H$_2$Li$_2$-2$y$MO$_3$-$y$, where the resulting compounds are generally thought to be rather disordered with variable stoichiometry $(x, y)$ \cite{54}. Inhomogeneity may also arise in stoichiometric samples related to the microstructure and distribution of H atoms. Due to the differing coordination environment around the O atoms, introduction of H requires the shifting of the hexagonal layers with respect to each other. The resultant shear stresses have been observed to cleave the crystals along the ab-plane, producing thin platelets with numerous stacking faults \cite{55, 56}, increasing substantially the sample surface area. For isolated thin platelets, the formation of short O-H bonds at the surface would lead to strongly different interactions from the bulk. Furthermore, complete coverage of both the top and bottom surfaces of a platelet with H$^+$ would require a surplus of protons. A finite concentration of hydrogen vacancies in the sample is therefore required for charge neutrality, modifying the local interactions (i.e. structure Fig. 1 (e)). In view of the above considerations, the magnetic response is likely to be sensitive to both the stoichiometry and microstructure of the samples, through the strong influence of the H-bonds on the local interactions.

In summary, we have investigated how the introduction of hydrogen affects the structure and magnetic properties of (H/D)$_3$LiIr$_2$O$_6$. The H-bond geometry strongly affects the local magnetic interactions due to hybridization with the bridging oxygen ligands. For the H-system, we conclude that the interlayer O-H-O bonds are likely to remain symmetrical in bulk pristine samples due to large zero-point fluctuations of the H positions. In this case,

FIG. 3. Energies of the crystal with O-H distance $d_{OH} = x$d$_{OO}$ for (a) O(1)-H-O(1) bond 1 and (b) O(2)-H-O(2) bond 2 when fixing another hydrogen in the middle of oxygen and oxygen. (c) Energies with stretching of O-O distance by 5% when fixing another hydrogen. (d) replacing Hydrogen by Deuterium for bond 2, and (e) replacing Hydrogen by Deuterium for bond 2 with stretching of O-O distance by 5%. $\{E_n\}$ are the vibrational energies.
the estimated magnetic model lies close to the classical tricritical point between ferromagnetic, zigzag and incommensurate spiral orders. This strongly hints to a lack of magnetic order in the quantum case. Upon deuteration or in the presence of structural defects and grain boundaries, the symmetrical O-(H/D)-O bonds are destabilized, strongly modifying the local magnetic couplings. Considering previous studies, such defects may naturally arise through the method employed in the preparation of (H/D)$_3$Li$_2$O$_4$. Given the strong sensitivity of the magnetic Hamiltonian to the H-bond geometry, further studies of the specific microstructure and composition of the samples will provide significant insight into their magnetic response.
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