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ABSTRACT: Implicit methods for modeling protein electrostatics require dielectric properties of the system to be known, in particular, the value of the dielectric constant of protein. While numerous values of the internal protein dielectric constant were reported in the literature, still there is no consensus of what the optimal value is. Perhaps this is due to the fact that the protein dielectric constant is not a “constant” but is a complex function reflecting the properties of the protein’s structure and sequence. Here, we report an implementation of a Gaussian-based approach to deliver the dielectric constant distribution throughout the protein and surrounding water phase by utilizing the 3D structure of the corresponding macromolecule. In contrast to previous reports, we construct a smooth dielectric function throughout the space of the system to be modeled rather than just constructing a “Gaussian surface” or smoothing molecule-water boundary. Analysis on a large set of proteins shows that (a) the average dielectric constant inside the protein is relatively low, about 6−7, and reaches a value of about 20−30 at the protein’s surface, and (b) high average local dielectric constant values are associated with charged residues while low dielectric constant values are automatically assigned to the regions occupied by hydrophobic residues. In terms of energetics, a benchmarking test was carried out against the experimental pKₐ’s of 89 residues in staphylococcal nuclease (SNase) and showed that it results in a much better RMSD (= 1.77 pK) than the corresponding calculations done with a homogeneous high dielectric constant with an optimal value of 10 (RMSD = 2.43 pK).

INTRODUCTION

Modeling the electrostatic potential and energies in systems comprised of biological macromolecules is an essential step for each study aimed at understanding the macromolecules’ function, stability, and interactions. However, this is not a trivial task, especially for huge systems made of large biomolecules and their assemblages and for modeling phenomena occurring in microseconds and longer timeframes. Continuum electrostatics offers an advantage over explicit methods in such cases since (a) the atomic details of the water phase are reduced and (b) continuum electrostatics intrinsically provides equilibrium solutions. Typically, the macromolecule is considered to be a low dielectric medium while the water phase is modeled as a homogeneous medium with a dielectric constant of 80. While there is a consensus in the community that a dielectric constant of about 80 is appropriate for describing dielectric properties of bulk water in modeling equilibrated systems, the optimal value of the protein (macromolecular) dielectric constant is still an ongoing debate in the literature. This inconsistency is indicated by the use of numerous “optimal” dielectric constant values in various studies. Investigations modeling the macromolecule as a rigid object or using snap-shots obtained from molecular dynamics (MD) simulations to deliver the energies via Molecular Mechanics Poisson–Boltzmann (MMPB) or Generalized Born (MMGB) methods typically use a low dielectric constant of ε = 1 or ε = 2 (to account for electronic polarizability), although larger values were reported as well.4 In works devoted to modeling protein stability, numerous dielectric constant values were used, from as low as ε = 1 or 25 to as high as ε = 40,6 including multiedielectric regions.7 Similarly, in the field of modeling macromolecular interactions, researchers were using various values for the protein internal dielectric constant.8 Perhaps the most widespread of the “optimal” values for the dielectric constant is seen in the continuum methods for pKₐ calculations.9 The most commonly used dielectric constant value is ε = 4, which is believed to account for electronic polarization and small backbone fluctuations.10 However, larger values, such as ε = 8,11 ε = 10,12 ε = 11,13 and ε = 20,14 were also reported. Other examples can be listed as well, but it is clear that there is no universal value of the dielectric constant that is appropriate for all models and methods.

Perhaps the largest body of work on the dielectric constant of proteins is due to Warshel and co-workers.15,16 It was demonstrated that the dielectric “constants” in semimacro-
scopic models depend on the definition and the specific treatment. Using various models and the discriminative benchmark, Warshel and co-workers demonstrated that the protein dielectric constant is not a universal constant but simply a parameter that also depends on the model being used. In terms of structural reorganization occurring during the process being modeled, they pointed out that semimicroscopic models which do not model the structural relaxations are forced to use a large value for the dielectric constant. In addition, including the reorganization of ionized residues and plausible water penetration would require applying an even higher dielectric constant.

Reorganization of water molecules is also important. In the immediate water shell surrounding convex surfaces should be assigned a lower dielectric constant (water and side chain reorganization is more restricted) than that of the concave protein surfaces. Because of this, it is also important to be able to determine the artificial boundary between the protein and water, which results in generating the so-called molecular surface.

The treatment of cavities or channels inside the biomolecules is another crucial problem for continuum electrostatics methods. The water molecules in small cavities are very flexible, and if other reactions that do not induce conformational changes can be successfully modeled with low dielectric constant even when a rigid structure is used. The goal is to develop an automatic procedure which can assign an appropriate dielectric constant value by utilizing the 3D structure of the macromolecule alone.

As mentioned above, the continuum electrostatics approach is an alternative to the explicit models, and it is expected to perform the best if it can capture as many details as possible from the explicit model. Explicit models treat the system as a multitude of atoms, some of which are connected via chemical bonds, other interacting via van der Waals (vdW) and electrostatic nonbonded interactions (Figure 1a). Replacing the atomic details of the explicit models with a continuum should address three important questions: (a) how to treat the water molecules within the immediate water shell surrounding the protein, (b) how to model the cavities inside the protein, and (c) how to model the inhomogeneous protein matrix (Figure 1b). Below, we outline the specific considerations associated with each of these regions.

Many investigations demonstrated the importance of water molecules in the first layer of water shell and that their properties differ from those of bulk water. The main reason is that a significant fraction of these water molecules may be involved in direct interactions with protein atoms, and thus their ability to move and reorient can be severely restricted in comparison with those of the bulk water. In addition, the surface exposed amino acid side chains are quite flexible, and if these alternative conformations are ensemble averaged, the resulting shell surrounding the protein will be a mixture of protein side chains and water molecules. Obviously the dielectric properties of this shell cannot be modeled with the bulk dielectric constant of 80. Instead, a different dielectric constant should be used. In addition, the dielectric constant should depend on the topology of the protein surface, such that the immediate water shell around convex surfaces should be assigned a lower dielectric constant (water and side chain reorganization is more restricted) than that of the concave protein surfaces.

Perhaps the most crucial issue for continuum electrostatics is the treatment of the protein matrix. Atoms in biomolecules have different charges and flexibilities depending on the packing and their mutual interactions. Because of that, macromolecules’ dielectric properties are not homogeneous, resulting in a position-dependent dielectric constant (Figure 1b). Different flexibilities are accounted when comparing the binding site involved in “lock-and-key” versus “induced-fit” binding as well as those in allosteric regulations. The proteins involved in electron and proton transfer are shown to be inhomogeneous in their dielectric response to the charge translocation as well. In general, the hydrophobic core is much better packed and contains significantly fewer charged atoms than the molecular surface and therefore has a much lower capacity to respond to the local electrostatic field, and thus, from a continuum electrostatics point of view, should be modeled as a low dielectric medium as indicated in ref 35. These observations prompted the development of approaches to assign a specific local dielectric constant to each amino acid type or even to each amino acid. Some of these approaches include the intrinsic polarizabilities of amino acids delivered from the results of MD simulations, using residue-specific...
dielectric constants for $pK_a$ calculations$^{37}$ and optimizing the
amino-acid-specific dielectric constant to predict the folding
free energy changes due to mutations.$^{38}$ All of these approaches
treat the protein matrix as a kind of mosaic structure made of
eight small blocks with different dielectric properties. Bypassing
the question about the applicability of a macroscopic definition of
the dielectric constant for such small structural segments, the
main problem with such approaches (including our previous
work) is the unrealistic nature of the dielectric boundary
between the segments with different dielectric constants.

The smooth dielectric function should reflect the physical
nature of the macromolecule, and the most straightforward
approach is to be delivered from atomic densities of the
corresponding atoms. Space occupied by loosely packed and
charged atoms is expected to have the potential to reorganize
and to respond to the local electrostatic field and thus should
be modeled with a high dielectric constant. Such regions
correspond to a protein surface which is loosely packed and
rich in charged and polar residues. In contrast, space regions
made of tightly packed uncharged atoms, as in the hydrophobic
core, have little ability to respond to the local electrostatic
field and should be modeled with a low dielectric constant. All of
these features can be captured with the so termed Gaussian
method of representing atomic densities and then using it to
deliver a smooth dielectric function.$^{39,40}$ It should be clarified
that we emphasize using such an approach to deliver a smooth
dielectric function for the entire space but not to model the
water–molecule boundary,$^{40,41}$ or derive the surface of
molecules.$^{39}$

In this work, we report a Gaussian-based approach to deliver
a smooth dielectric function for the entire space domain (the
macromolecule(s) and the water phase). To assess the effects of
this development on various biophysical quantities which can be
computationally modeled, the method was implemented in
the DelPhi program,$^{42}$ and several tests were carried out. The
correctness of the approach in reflecting the expected physical
properties of macromolecules is demonstrated on a large set of
protein structures by showing that the generated smooth
dielectric function results in values of about 6–7 in the protein
interior and values of 20–30 at the protein–water interface,
which is consistent with previous MD-based work.$^{43}$ In
addition, it is shown that the space occupied by charged and
polar groups is assigned larger dielectric values as compared to
the space occupied by hydrophobic amino acids. Furthermore,
in a benchmarking test of a large set of experimentally
determined $pK_a$'s in staphylococcal nuclease (SNase), the
Gaussian-based smooth dielectric function (with low reference
dielectric constant value of 4) delivers much better results
(RMSD = 1.77) as compared with the homogeneous dielectric
method (RMSD = 2.43), despite the fact that the homogeneous
dielectric method optimal results were obtained at a higher
dielectric constant value of 10. The results of homogeneous and
Gaussian-based smooth dielectric methods for each individual
titratable group are shown in Supporting Information (Table
S1).

### METHODS

**Smooth Dielectric Function Derivation.** Given a
molecule in the water phase, we applied the Gaussian equation
and implemented three steps as follows to calculate the
dielectric distribution of a protein from its density distribution
as originally described by Nicholls et al.$^{40}$ Given a macro-
molecule with $N$ atoms, the density of an atom $i$ is represented
by a Gaussian distribution (Figure 2a,b):

$$
\rho(x) = \exp\left[-r^2/(\sigma^2 R_i^2)\right]
$$

(1)

where $\rho(x)$ is the density at position $r$, $r_i$ is the distance
between the center of the atom $i$ and position $r$, $R_i$ is the vdW
radius of atom $i$, and $\sigma$ is the relative variance.

After the density of each atom within the macromolecule is
generated, the density in the overlapping areas occupied by
multiple atoms is calculated by$^{40}$

$$
\rho_{\text{mol}}(x) = 1 - \prod_i \left[1 - \rho_i(x)\right]
$$

(2)

where $\rho_{\text{mol}}(x)$ denotes the density at position $r$ coming from
multiple atoms, and $\rho_i(x)$ is the density of a single atom $i$, which
is obtained from eq 1. This function guarantees that the density
at the overlapping region is higher than the density generated

---

**Figure 2.** Schematic of calculating the dielectric smooth function via atomic density. Upper panels: cartoon presentation in the 2D grid plane, where intensity of the colors reflects the value of either the density or $\varepsilon$. Lower panels: profiles of the density and resulting $\varepsilon$. 
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by any involved single atom, but the density \( \rho_{\text{mol}}(r) \) always stays between 0 and 1 (Figure 2c,d). Finally, the smooth dielectric function is delivered from the density distribution using the linear function:

\[
\varepsilon = \rho \cdot \varepsilon_{\text{in}} + (1 - \rho) \cdot \varepsilon_{\text{out}}
\]

where \( \varepsilon \) on the left denotes the dielectric distribution function, \( \varepsilon_{\text{in}} \) denotes the reference dielectric value when the density is 1, \( \varepsilon_{\text{out}} \) denotes the reference dielectric value for the water phase, and \( \rho \) is the density obtained from eq 2 (Figure 2e,f).

The above formalism, provided that standard force field atomic vDW radii are used, has only one adjustable parameter, the variance in the Gaussian distribution. The functional forms of eqs 1–3 can also be considered as “adjustable” since atomic density in principle can be modeled with almost any symmetrical smooth dielectric function (different from Gaussian), and the corresponding molecular density and dielectric function can be delivered by other means—different from eqs 2 and 3. However, it seems to us that the most important parameter is still the variance in the Gaussian distribution, since its variation will essentially mimic the usage of different functions in eq 1. In the current work, the functional forms of eqs 2 and 3 are kept as originally suggested in ref 40, but alternatives will be explored later. Thus, in order to proceed further with the analysis, the value of the normalized variance in eq 1 must be selected. In this work, we chose to select it based on a benchmarking test of pK_a values, because dielectric relaxation is the most profoundly associated with ionization/deionization phenomena (see Discussion for more details).

pK_a Calculations. In order to assess the impact of the smooth dielectric function on the accuracy of pK_a calculations and to deliver the optimal value of the normalized variance, we utilized the experimental data obtained in Garcia-Moreno’s lab 44–47 (http://pkacoop.org/wordpress/?p=28) and used in the pK_a Cooperative (http://pkacoop.org/wordpress/). The reason for selecting this data set is not only because it is a representative set for the pK_a Cooperative but also because it involves pK_a’s both surface-exposed and buried amino acids. This data set is comprised of 89 pK_a’s for staphylococcal nuclease (SNase). In 19 of the cases, the pK_a calculations were based on the structure of wild type (PDB ID: 1stn) 48 SNase and its hyperstable variant (PDB ID: 3bdc), which is called Δ+PHS. In 20 of the cases, pK_a calculations were based on the X-ray structures of SNase with mutations, and in 50 of the cases, the pK_a calculations were based on the in silico generated mutant from the wild type SNase (PDB ID: 3bdc; list of the amino acids, structure used, and experimental pK_a’s are available from the pK_a Cooperative web page, http://pkacoop.org/wordpress/).

Since the predictions of the pK_a’s in our list do not require modeling multiple titration sites, but the prediction of a single pK_a per structure, the following surface-free approach (SFA) was developed and applied. Note that because energies are delivered as grid energies of the corresponding finite-difference algorithm, there is no need to define a molecular surface. This provides a significant advantage over previous works, since defining the molecular surface would add additional uncertainty in the protocol. In addition, the SFA reflects best the motivation and the development of the smooth dielectric function: no need to draw a sharp border between the protein and the water phase. For each pK_a calculation, four structures were generated (Figure 3): (1) the deprotonated state of the concerned residue in the protein, (2) the protonated state of the concerned residue in the protein, (3) the deprotonated state of the concerned residue in water, and (4) the protonated state of the concerned residue in water. The structures of the protein and the residue for which pK_a is calculated were kept identical in the four states in order to cancel the artificial “self-energy” of the grid algorithm. The extra proton of protonated Asp/Glu was not modeled, but its charge was distributed evenly over the carbonyl oxygens (the argument being to avoid artificial grid energy). Similarly, the missing proton of deprotonated Lys/Arg was not removed from the side-chains, but the charge was distributed over all polar hydrogens to result in zero net charge for deprotonated Lys/Arg.

For each state, the grid energy was calculated, keeping the grid and position of the protein and the residue of interest identical among the runs, and the following energies were obtained: (1) \( G(\text{depro, protein}) \), the protein electrostatic grid energy with the deprotonated residue; (2) \( G(\text{proto, protein}) \), the protein electrostatic grid energy with the protonated residue; (3) \( G(\text{depro, water}) \), the electrostatic grid energy of the deprotonated residue in the water phase; and (4) \( G(\text{proto, water}) \), the electrostatic grid energy of the protonated residue in the water phase. Then, the value of the pK_a shift was calculated as

\[
\Delta pK_a = \left[ G(\text{depro, protein}) - G(\text{proto, protein}) \right] - \left[ G(\text{depro, water}) + G(\text{proto, water}) \right] / 2.3
\]

The parameters used in DelPhi 49 were scale = 2 points/Å, perfil = 70, and \( \varepsilon_{\text{out}} = 80.0 \). The ionic strength was considered to be zero for simplicity. The convergence criterion was 0.0001 \([kT/\varepsilon]\), and the linear Poisson–Boltzmann equation was solved. The internal reference dielectric constant and the normalized variance were considered to be adjustable parameters. The charges and radii were taken from the AMBER force field. 50

Dielectric Distribution Analysis. In order to ensure the statistical significance of the analysis and to assess the general trend of the smooth dielectric function, the following data set was created. A large set of diverse proteins was taken from the PDB bank (http://www.rcsb.org/pdb/home/home.do), and several filtering steps were performed. First, only structures determined by X-ray experiments with a resolution less than 1.5 Å were selected. Then, the structures with a sequence similarity
larger than 30% were removed. Finally, the structures with cofactors which are not made of regular residues were also deleted from the data set. The final data set was made of 91 proteins: 1ARB, 1BGF, 1BKR, 1BYI, 1C8C, 1ES9, 1EW4, 1EZG, 1G8A, 1GPP, 1GQ7, 1HHN, 1HZT, 1I1J, 1I2T, 1IDP, 1I1J, 1JL1, 1K0M, 1KMT, 1KNG, 1L3K, 1LKK, 1LLE, 1LU4, 1LZL, 1M1F, 1MF7, 1MN8, 1MY7, 1N62, 1NG6, 1NKD, 1NKO, 1O7I, 1O7J, 1O82, 1O9I, 1OAI, 1O7T, 1R29, 1R7J, 1SG4, 1SYJ, 1SMO, 1T3Y, 1TQ6, 1TVN, 1UCS, 1UFE, 1ULR, 1USM, 1UTG, 1UXZ, 1UZ3, 1V05, 1VH5, 1W5R, 1W7C, 1X6Z, 1XOD, 1XSZ, 1Z21, 1ZZK, 2A26, 2A6Z, 2B0A, 2CAR, 2E3H, 2END, 2FCJ, 2FHZ, 2FQ3, 2GEC, 2GOM, 2H3L, 2HAX, 2HQQX, 2IVY, 2JSY, 2J6B, 2OHW, 2PSK, 2PMR, 2PTH, 2VE8, 2VN6, 3BBB, 3BZP, 3CJS, 3CT6.

The data set was used to analyze the following plausible relations and distributions: (1) the average dielectric constant (ε) and radius of gyration of the protein and (2) the average ε and residue type distribution.

(1) Average dielectric constant distribution: For each protein in the data set, the center of the mass and gyration radius were calculated. Then, the protein interior was mapped into different shells with a different radius from the center of the protein. For each shell, the average ε value obtained from all grid-midpoints inside this shell was calculated. Thus, an ε-radius map was generated for each of the proteins (Figure 4a).

(2) ε-residue type distribution: The average dielectric constant per residue was calculated using only the side chain atoms (backbone was not included). Then, a sphere of radius 5 Å was drawn around each side-chain atom, and the dielectric constants of all midgrid points within the sphere were summed and averaged. Further, these average dielectric constants were summed over all atoms of the side-chain and averaged again to obtain the average dielectric constant per side chain. Finally, the average dielectric constant for each type of residue was obtained from all residues with the 91 protein set.

Solvation Energy Calculations of Small Molecules.

The test on small molecule free energies of transfer from a vacuum to water was done on a data set of 504 neutral organic small molecules taken from David Mobley’s group. The solvation energies of all of these molecules have been experimentally determined, with the range from −11.95 to 3.16 kcal/mol.

Solvation energy $G_{\text{sol}}$ has two components, polar and nonpolar:

$$G_{\text{sol}} = G_{\text{polar}} + G_{\text{nonpolar}}$$

where $G_{\text{polar}}$ indicates the polar (electrostatic) term and $G_{\text{nonpolar}}$ denotes the nonpolar term.

The polar component of solvation energy was calculated as the grid energy difference of the system in water and in a vacuum:

$$G_{\text{polar}} = G_{\text{water}} - G_{\text{vacuum}}$$

The above grid energies were calculated keeping the corresponding small molecule at the same grid position to cancel the grid artifacts. Specific considerations were made for the calculations in a vacuum since one has to define the molecular surface in this case (the border between molecule and vacuum). Note that in our approach the dielectric function is continuous and runs throughout the entire space and is designed to describe dielectric properties of the molecule in water. Here, we assume that the properties of molecules are unchanged as they are moved from water to a vacuum. Thus, following the strategy implemented in ZAP, the molecular surface of molecules is defined by applying a specific cutoff for the dielectric constant, $\epsilon_{\text{cutoff}}$. The cutoff was varied in the protocol to obtain the best fit against experimental data.

The nonpolar term of solvation energy $G_{\text{nonpolar}}$ is calculated via the accessible surface area method:

$$G_{\text{nonpolar}} = \gamma SA + b$$

where $\gamma$ and $b$ are constants and SA denotes the solvent accessible surface area, which is calculated using Naccess2.1.1 (http://www.bioinf.manchester.ac.uk/naccess/).

The force field used in the calculations was AM1-BCC, which is part of general AMBER force field (GAFF). In order to optimize the parameters, reference $\epsilon_{\text{min}}$ was varied from 0.1 to 4.0, the value of normalized variance $\sigma$ was varied from 0.80 to
the normalized variance from 1.0 to 20.0 with an increment of 1.0. For each change in the proteins. Because of these observations, the case the ionization induces small or large conformational problems: (a) p\_dielectric function are manifested modeling several classes of rigid by nature with no cavities inside, such as small molecules and drugs. Thus, the features of the smooth Gaussian-based dielectric function are manifested modeling several classes of problems: (a) p\_K\_a's of various titratable groups with the p\_K\_a Cooperative initiative, (b) conceptual considerations and linkage to the physical properties of proteins and amino acids, (c) the role of electrostatic potential on the electron transfer in the reaction center protein, (d) free energy of transfer of small molecules, and (e) reducing grid dependency in energy calculations.

**RESULTS**

In this section, the results of parametrizing and using the smooth Gaussian-based dielectric function are presented. It should be restated that this development is aimed to better capture the effects seen in explicit electrostatic calculations within the framework of continuum electrostatics for proteins. The proteins are the primary target because of their intrinsic conformational flexibility, the presence of small or large cavities inside, and an irregularly shaped protein—water interface. However, introducing a smooth Gaussian-based dielectric function should not deteriorate the performance of continuum electrostatics even in the cases involving modeling molecules rigid by nature with no cavities inside, such as small molecules and drugs. Thus, the features of the smooth Gaussian-based dielectric function are manifested modeling several classes of problems: (a) p\_K\_a's of various titratable groups with the p\_K\_a Cooperative initiative, (b) conceptual considerations and linkage to the physical properties of proteins and amino acids, (c) the role of electrostatic potential on the electron transfer in the reaction center protein, (d) free energy of transfer of small molecules, and (e) reducing grid dependency in energy calculations.

**a. p\_K\_a Calculations.** Analysis of the results at the last two p\_K\_a Cooperative meetings showed that groups using rigid structures for p\_K\_a calculations obtain the best results with respect to the experimental data if a large value is assigned for the protein dielectric constant. The works of groups utilizing MD techniques to predict p\_K\_a's indicated that almost in each case the ionization induces small or large conformational change in the protein. Because of these observations, the p\_K\_a Cooperative data set was chosen for testing the Gaussian-based smooth dielectric function. Thus, the p\_K\_a values of 89 residues in staphylococcal nuclease protein (SNase) were calculated using the SFA method described in the Methods section, and predictions were compared between homogeneous dielectric and Gaussian-based methods. In both cases, the value of the internal dielectric constant was independently varied to obtain the smallest RMSD with respect to experimental data. In order to determine the best ε\_protein value for the p\_K\_a calculation in a homogeneous protein dielectric, the ε\_protein value was varied from 1.0 to 20.0 with an increment of 1.0. For each ε\_protein value, the p\_K\_a values were calculated for all 89 cases and then compared to the experimental results. It was found that the best ε\_protein Value for homogeneous dielectric p\_K\_a calculations is 10.0, which resulted in a RMSD between calculated and experimental p\_K\_a values of 2.43 p\_K (Figure 5). Using a Gaussian-based method on the same data set, two parameters need to be determined, the values of the reference dielectric ε\_ref and the normalized variance σ. Here, we varied the reference ε\_ref from 1.0 to 10.0 with an increment of 1.0 and σ from 0.80 to 1.20 with an increment of 0.01. For each combination of these parameters, the calculated p\_K\_a values for all 89 cases were compared with the experimental values. From this test, the best parameters for p\_K\_a calculations obtained are ε\_ref = 4.0 and σ = 0.93, resulting in RMSD = 1.77 (Figure 5).

The fact that the Gaussian-based method achieves a much smaller RMSD than the homogeneous protein dielectric method is very encouraging. In addition, the best results using the Gaussian-based method were obtained at a low reference dielectric constant of 4, while the best dielectric constant using the homogeneous method was 10. This indicates that the Gaussian-based method mimics the effects of the conformational changes occurring in the titration better than the homogeneous high dielectric does by distributing dielectric values within the protein structure.

**b. Conceptual Considerations and Linkage to the Physical Properties of Proteins and Amino Acids.**

**b.1. Distribution of the Dielectric Constant within a Protein.**

The first task is to check if the generated smooth Gaussian-based dielectric function addresses the questions mentioned in the Introduction about modeling the protein—water interface, cavities inside the protein, and the protein matrix. For the testing, the optimal values for the reference internal dielectric constant and normalized variance obtained in the p\_K\_a section were used. The Reaction Center protein (PDB ID: 1AIJ) was taken as a test case (although the test was done on many other proteins as well). Figure 6 shows the results of (a) a slice of dielectric distribution and the entire protein structure and (b) a

**Figure 5.** Results of p\_K\_a calculations of 89 residues in staphylococcal nuclease protein (SNase), calculated using the homogeneous method and Gaussian method in DelPhi.

**Figure 6.** Dielectric distribution of reaction center protein (PDB ID: 1AIJ). (a) A slice of dielectric distribution and the entire protein structure. (b) A slice of dielectric distribution with atoms close to the slice surface.
slice of dielectric distribution with atoms close to this slice. Several differences from the traditional homogeneous dielectric distribution method can be seen, the smooth homogeneous dielectric method results in three improvements: (1) The dielectric distribution near the protein—water boundary region no longer contains a discrete dielectric jump. Instead, it now smoothly increases from a low dielectric value inside the protein to \( \varepsilon_{\text{water}} = 80 \) in bulk water. (2) The small cavities inside the protein are assigned proper dielectric values. For small cavities, which may contain only a limited number of water molecules, which are not free to move and reorient, the dielectric value for such cavities is neither \( \varepsilon_{\text{water}} \) nor \( \varepsilon_{\text{protein}} \). Instead, the Gaussian-based method assigns dielectric values between \( \varepsilon_{\text{water}} \) and \( \varepsilon_{\text{protein}} \) depending on the cavity size and shape. (3) The dielectric distribution inside the entire protein is not simply a constant value (\( \varepsilon_{\text{protein}} \)). It depends on the distribution of atoms and their packing. The regions with tightly packed atoms are assigned lower dielectric values, while the regions with loosely packed atoms get higher dielectric values. This distribution reflects the physical nature of the dielectric response: the regions filled with loosely packed atoms should be treated as polarizable media, since the atoms in those areas can move to respond to the local electrostatic field. In contrast, tightly packed atoms in the hydrophobic core do not carry much charge and cannot respond to the local field and therefore should be considered as regions with low polarizability.

b.2. Distribution of the Average Dielectric Constant As a Function of the Distance from the Center of the Mass. It is expected that the average dielectric constant in the core of the protein is lower than that on the surface, as indicated in a previous MD study.45 Here, the same question is addressed on a set of 91 diverse proteins (see the Methods section). Each black line in Figure 4b denotes the dielectric distribution of a particular protein. It can be seen that the distributions of the dielectric constant of all the proteins in the data set have the same tendency: the dielectric value in the core is close to \( \varepsilon_{\text{protein}} \). As the shell moves toward the surface of the protein, the dielectric value grows. When the radius of the shell is about two gyration radii, the average dielectric value of the shell region reaches \( \varepsilon_{\text{water}} \). However, despite the overall similarity, different proteins have different dielectric distributions. When the radius of the shell is equal to the gyration radius, the maximum and minimum average dielectric values of the shell are 64.7 for protein PDB ID 1uz3 and 8.4 for the protein PDB ID 1bkr. The reason for this difference is a different shape of these two proteins (see Figure 4b). The protein 1uz3 is a very elongated, nonspherically shaped protein, and the average dielectric value is large at the shell with a radius equal to the gyration radius because it includes water as well. If the protein has a spherical-like shape, the average dielectric value of the shell with a radius equal to the gyration radius is smaller, as for the protein 1uz3. The red line in Figure 4b indicates the average behavior of the dielectric distribution of all 91 proteins. This general tendency reveals that the inner parts of the proteins have lower average dielectric values and the outer parts have higher values.

b.3. Average Dielectric Properties of Amino Acids. Another analysis was carried out to show the distribution of dielectric values per residue type. For each residue, the average dielectric value of all side chains was calculated as described in the Methods section. The calculations were performed on all 91 proteins in the data set, and then the results were averaged per amino acid type (Figure 7). Figure 7 shows the average dielectric constant value for each type of residue, and it can be seen that the range is from 11.0 to 25.6. Charged amino acids (Lys, Arg, Glu, and Asp) are associated with the highest average dielectric values. They have the propensity to be located on the surface of the protein and to be loosely packed, leaving room for structural rearrangement. The observation that the Gaussian-based dielectric function has the largest value assigned for the space occupied by such residues correctly reflects the physics of dielectric relaxation and supports the usefulness of the developed procedure. Thus assigning high dielectric values for charged residues is physically sound, which has been shown to improve the accuracy of pK_a58 and the electrostatic potential calculation. The space occupied by hydrophobic residues is assigned relatively low average dielectric value (Figure 7). Hydrophobic residues are more likely to be found in the core of the protein, typically tightly packed and not able to adopt alternative conformations. In addition, their side chains are made of atoms carrying little charge. Because of that, their ability to alter the local electrostatic field is very limited. The fact that the Gaussian-based method automatically assigns a low dielectric constant for the hydrophobic residues is very encouraging and demonstrates that the method captures the correct physics. In the middle are the polar residues. Their average dielectric values (Figure 7) are higher than that of hydrophobic residues but lower than that of charged residues. Thus, the model reflects the correct physics for these amino acids as well.

c. Electrostatic Potential Modeling in the Reaction Center Protein. In this section, the analysis is focused on investigating the role of the electrostatic potential on the electron transfer from quinone A (Qa) to quinone B (Qb) in the Reaction Center protein. Previous works demonstrated that this process is slow and involves conformational changes in the protein. Since the goal of the Gaussian-based smooth dielectric method is to mimic the effects of conformational changes via properly assigned dielectric constant, this particular reaction is a perfect test for the method. To illustrate the advantages of the Gaussian-based smooth dielectric method over the standard homogeneous dielectric approach, the electrostatic potential distribution in the reaction center protein (PDB ID: 1AIJ) was calculated using both the regular homogeneous method and the Gaussian-based method implemented in DelPhi.42 The electrostatic potential maps are visualized by Chimera56 and shown in Figure 8. Since the electron transfer is from Qa to Qb, the electrostatic potential is expected to be less negative (more positive) at the electron acceptor site (Qb) as compared with the electron donor site (Qa). Previous work and Figure 8 demonstrate that the
potential delivered with a homogeneous protein dielectric constant opposes the electron transfer; i.e., the potential at Qb is more negative than at Qa site. In our previous investigation, this problem was solved by utilizing the results of ref 20, showing that the vicinity of the Qb site is more flexible than that of the Qa site, which made us assign a high dielectric constant of 20 for the residues with a Qb pocket while modeling the rest of the protein with a dielectric constant of 4. Such an approach requires both prior knowledge about the flexibility of different protein regions and manual assignment of an appropriate dielectric constant. In contrast, the Gaussian-based smooth dielectric method automatically assigns adequate dielectric constants based on the 3D structure of the protein and, as seen in Figure 8, greatly reduces the potential barrier for the electron transfer. Compared to the potential in Figure 8a, the potential at the Qa site in Figure 8b is less positive and the Qb site is less negative. Potentials of Qa and Qb in Figure 8b are at a similar level, which agrees with the experimental observation of the electron transfer process.

**d. Small Molecule Transfer Energy Calculations.**

Previous work on the same data set of 504 small molecules utilized MD simulations with the explicit solvent model and reported RMSD of 1.24 kcal/mol. Here, we use the same data set of small molecules to test the performance of both the homogeneous and Gaussian-based dielectric. It should be clarified that small molecules are much less flexible than proteins and do not have internal cavities. Because of that, they are not expected to be very polarizable and the Gaussian-based method is not expected to offer any advantage over the homogeneous dielectric. However, if the development is correct, it is anticipated that the results obtained with the Gaussian-based and homogeneous dielectrics should be quite similar. Keeping in mind that small molecules are less polarizable than proteins, it is expected that different (as compared with those in proteins) reference values for the internal dielectric constant and variance will deliver the best RMSD. Here, we optimized the reference internal dielectric constant, the variance of the Gaussian function, the cutoff for the molecular-water interface, and the coefficients of the nonpolar component of the solvation energy (calculated with the solvent assessable surface area, SASA). The best results are achieved when the parameters are set as follows: the reference $\varepsilon_{in} = 1.0$, reference variance $\sigma_i = 1.0$, cutoff for the molecular boundary is at $\varepsilon_{bnd} = 16$. For the nonpolar term calculation, $\gamma = 0.0028$ kcal/(mol Å$^2$) and $b = 0.0948$ kcal/mol. The corresponding RMSD is 1.59 kcal/mol, which is close to the results obtained with explicit water simulations. The results of the calculations are shown in Figure 9 against the experimentally measured transfer energies. For homogeneous dielectric calculations, the best RMSD = 1.45 kcal/mol (Figure 9), when the parameters are set as follows: $\varepsilon_{in} = 1.0, \gamma = 0.0094$ kcal/(mol Å$^2$), and $b = -1.1579$ kcal/mol.

**e. Reducing Grid Artifacts via Gaussian-Based Smooth Dielectric Function.**

Calculating electrostatic energies by using finite difference methods is grid dependent, because the biomolecules are mapped onto discrete grids. If the concerned biomolecule is shifted to a new position, the newly obtained solvation energy might be different from those obtained at the original position. Since the Gaussian-based method uses smoothed dielectric distribution rather than two-dielectric constants with a sharp jump at the protein–water boundary, it is expected that the energies calculated by the smoothed method should be less grid-sensitive than traditional methods. Figure 10 shows the grid sensitivity of the electrostatic solvation energy of a small molecule calculated with both a Gaussian-based smooth dielectric and with a homogeneous dielectric. The grid length used in this test was 0.5 Å. The first test involved translation such that the small molecule is moved along the X direction in steps of 0.005 Å and the energy calculated for each position (Figure 10a). The second test probed the rotational sensitivity. The molecule was rotated in steps of 10°, and for each rotation the energy was calculated (Figure 10b). Figure 10 shows that energies calculated with the Gaussian-based smooth dielectric function are much less sensitive to the grid details, which is another significant advantage of the proposed approach.

**DISCUSSION**

Since the nature and the “optimal” value of the dielectric constant of proteins (and macromolecules in general) was and is the subject of many investigations and scientific publications, it is worth summarizing the outcome of this work with regard to frequently carried research tasks and scenarios. One of the most common tasks in computational research is to calculate the electrostatic component of the solvation energy of a protein or a small molecule. As mentioned in the Introduction, such calculations were reported in the literature utilizing various values for the internal dielectric constant. Which dielectric value is the best? Reitering once more the lessons outlined by Warshell and co-workers, we would like to clarify the difference between calculations involving small molecules and those involving proteins. It is useful to envision the case of a
molecule for which atomic details are revealed with absolute precision (including hydrogens). Further idealizing the model considering that the thermal motions are not present, the electrostatic interactions among the atoms of the molecule should be calculated with a dielectric constant of 1 (or 2 to account for electronic polarizability). This idealized case represents, to a great extent, the real case scenario of modeling the solvation energy of rigid molecules and, in general, modeling processes which do not induce conformational (and ionization) changes.

The above discussion does not represent the best test case of our approach, since the dielectric response is expected to be manifested the best upon introducing/removal of a charge. The natural process in proteins involving charge creation/removal is ionization/deionization of titratable groups upon pH changes or other factors. Because of that, in our opinion, the most appropriate phenomenon to illustrate the advantages of the smooth dielectric function is the $pK_a$'s modeling. Calculating the $pK_a$ shift requires one to find the energy difference (most electrostatic component of the energy) between the corresponding protein with ionized and neutral groups of interest. However, typically only the structure of the protein with the group being ionized or neutral is available. Depending on various structural factors, the ionization/deionization of the group could induce small or large conformational changes, which are not taken into account in the protocols using rigid structures. To account for these structural changes, which in turn will affect the electrostatic interactions, one typically uses a high dielectric constant, as outlined in the Introduction.

We would like to point out that despite the use of a unified reference internal dielectric constant ($\varepsilon = 4$) for our protein modeling, the corresponding smooth dielectric function is unique for each protein. This is because it results from structural characteristics such as packing, the presence of internal cavities, and their shapes. Because of that, it is expected that the proposed approach and delivered parameters can be used without adjustment in future studies involving different sets of proteins.

The analysis of the smooth dielectric function done on a large and diverse set of proteins proved that the approach is physically sound. Indeed, without explicit considerations about physical properties of the amino acid (charged, polar versus hydrophobic), the results on the average dielectric constant value over amino acid types showed that the highest dielectric values were automatically assigned to the space occupied by charged groups, and the lowest dielectric values were attributed to the hydrophobic core. This is obviously related to the packing and the fact that charged and polar residues prefer to be at the protein surface, while hydrophobic groups are typically buried. However, engineered proteins may not follow such a trend and may have a titratable group buried in the packed hydrophobic core, as with many of the cases in the $pK_a$ Cooperative data set. A buried titratable group, charged or not, represents a highly polar structural element, for which the contribution to the protein’s polarizability will depend on the ability to change conformation or ionization states and may not be captured by our model. To address the possibility that the local dielectric constant associated with the space taken by titratable groups (especially in case of non-naturally occurring groups) may have to be not only a function of atomic packing but to be further increased, we repeated the $pK_a$ calculations with a modified Gaussian-based approach: the radii of titratable atoms of Asp, Glu, Arg, and Lys were artificially lowered by a factor of 2, which resulted in reduced packing and a higher local dielectric constant. The best RMSD (RMSD = 1.75 $pK_a$) was found to be almost the same as it was with the original Gaussian-based method (RMSD = 1.77 $pK_a$). This observation indicates that the current model captures most of the effects relevant to the dielectric response upon ionization, while it does not rule out further improvement by specific treatment of the ionizable groups.

Figure 10. Grid sensitivity of the Gaussian method and homodeneous dielectric DelPhi. (a) A diethylamine molecule is shifted though a grid. (b) A triethylamine molecule is rotated in 360°. (c) Energy sensitivity of shift. (d) Energy sensitivity of rotation.
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