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Abstract

In single-channel speech enhancement, methods based on full-band spectral features have been widely studied. However, only a few methods pay attention to non-full-band spectral features. In this paper, we explore a knowledge distillation framework based on sub-band spectral mapping for single-channel speech enhancement. Specifically, we divide the full frequency band into multiple sub-bands and pre-train an elite-level sub-band enhancement model (teacher model) for each sub-band. These teacher models are dedicated to processing their own sub-bands. Next, under the teacher models’ guidance, we train a general sub-band enhancement model (student model) that works for all sub-bands. Without increasing the number of model parameters and computational complexity, the student model’s performance is further improved. To evaluate our proposed method, we conducted a large number of experiments on an open-source data set. The final experimental results show that the guidance from the elite-level teacher models dramatically improves the student model’s performance, which exceeds the full-band model by employing fewer parameters.

Index Terms: speech enhancement, sub-band, narrow-band, knowledge distillation, teachers-student model

1. Introduction

In recent years, single-channel speech enhancement methods based on deep learning have been proposed in large numbers, and they can be divided into time domain and frequency domain methods. Time-domain methods [1] [2] [3] [4] typically use the time-domain signal of noisy speech as a direct input to a neural network, and the learning target is the clean speech signal. Frequency-domain methods [5] [6] [7] [8] typically use the spectral features of noisy speech (magnitude spectrum, phase spectrum, complex spectrum, etc.) as inputs to a neural network, and learning targets are the spectral features of clean speech or some masks (e.g., ideal binary mask [9], ideal ratio mask [10], complex ideal ratio mask [11]). The frequency-domain methods still dominate the vast majority of current single-channel speech enhancement methods due to the high dimension and the lack of apparent geometric structure for the time domain signal.

In the frequency domain, most speech enhancement methods focus on the full-band spectral representation. They take the full-band feature sequence directly as the input of the neural network. Unlike them, this paper proposes a sub-band speech enhancement method. This method uses the magnitude feature sequence within a certain sub-band on the noisy spectrogram as the input of the model. The learning target is the magnitude feature sequence of the corresponding sub-band of the clean speech. This method has some advantages over the full-band methods. (1) For neural networks, the simpler the features to be learned, the easier the optimization of the network. Spectral features are highly patterned features, with low, medium, and high frequencies having significantly different data distributions. The reasonable division of sub-bands is equivalent to introducing a priori knowledge to the model so that the model can focus on learning more stable features on each sub-band. This method is similar to the partition technology in face recognition. The human face has a fixed pattern. By only hard segmenting the human face (e.g., mouth, eye.), and then independently identifying each segment of the face and integrating them, the recognition accuracy can be improved [12]. (2) Most speech enhancement methods use an L-norm ($\ell_1$, $\ell_2$) loss function, for which the contribution of each frequency band to the total loss is identical. This may not be suitable for the actual situation that the speech energy is mainly concentrated in the low and medium frequencies. Correspondingly, the low and medium frequencies play a more important role in the loss. However, high-frequency information is essential for perceptual evaluation. The proposed method optimizes and calculates the loss for each sub-band separately to avoid the problem of applying the L-norm loss to the full-band spectra. Besides, a proper division of sub-bands also allows the model not to lose the ability to capture cross-band information too much. Some of the previous works have been exploring non-full-band methods. In [13], a narrow-band LSTM is proposed to deal with multichannel speech enhancement. The LSTM takes as input a sequence of TF bins associated with a frequency bin of multichannel noisy speech signals. The output of the model is a sequence of magnitude ratio masks at the same frequency bin. Experimental results show that the narrow-band method has outstanding performance. In [14], the spectrogram is divided into different non-uniform sub-bands, and spectral subtraction is performed separately in each sub-band to obtain accurate noise estimates. In [15], the sub-band feature is used to classify speech or noise, which indicates that the local spectral pattern is informative for discriminating between speech and other signals.

Different sub-bands have very different data distributions, and it is undoubtedly challenging to learn them simultaneously through a single small-scale model. The integration using multiple sub-models is an effective method, but it is undoubtedly troublesome during deployment. In this paper, we extend the sub-band enhancement model to a knowledge distillation framework containing multiple elite-level teacher models and one general-purpose student model for speech enhancement. Knowledge distillation was first proposed by [16]. As a compression or training technique [17] [19], it has been widely used in machine translation [20], image object detection [21], speech recognition [22] [23] and other fields. Knowl-
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edge distillation usually uses the category probability labels of a large teacher model and original labels as the learning goal of a small student model. It makes the small student model have the learning ability close to the large teacher model. In the proposed sub-band knowledge distillation framework, we first trained multiple sub-band enhancement models (teacher models). These models specialize in feature mapping in a certain sub-band, and they can well conduct the speech enhancement in their sub-bands. After that, we use these teacher models to guide a sub-band enhanced model (student model) to learn all sub-bands. Finally, without increasing the number of parameters and the computational cost of the student model, the student model’s performance is further improved.

In order to evaluate the effectiveness and performance of the proposed method, we conducted several experiments and analyses on an open-source data set. The final experimental results show that the teacher model’s guidance dramatically improves the student model’s performance. Moreover, the performance of the student model exceeds the corresponding full-band model.

2. Method

We use the representation of the speech signal in the short-time Fourier transform (STFT) domain:

\[ X(t, f) = S(t, f) + N(t, f) \quad (1) \]

where \( X(t, f) \), \( S(t, f) \) and \( N(t, f) \) respectively represent the time-frequency (T-F) bin of noisy speech, clean speech and interference noise at time frame \( t \) and frequency bin \( f \). \( t \in \mathbb{Z}^+, f \in \mathbb{Z}^+, 0 \leq f \leq F - 1 \). \( T \) and \( F \) denote the total number of frames and the total frequency bins expressed in the frequency domain, respectively. For the closed interval \([0, F - 1]\), we take an ordered sequence of equally spaced points:

\[ 0 = f_0 < f_1 < f_2 < \ldots < f_n = F - 1 \quad (2) \]

We refer to the closed interval \([f_i, f_{i+1}]\) as the sub-band, where \( 0 \leq i \leq n - 1 \). \([0, F - 1]\) contains \( n \) sub-bands. The frequency width of all sub-bands is fixed at \( \frac{F}{n} \) except for the last one. In this paper, we use the magnitude component of the signal in the STFT domain as the input and training target. We use a single neural model to map all sub-bands:

\[
\begin{aligned}
|\hat{S}(i)| &= G(|X(i)|) \\
|X(i)| &= \begin{pmatrix}
|X(0,f_i)| & |X(2,f_i)| & \cdots & |X(T,f_i)| \\
|X(1,f_{i+1})| & |X(2,f_{i+1})| & \cdots & |X(T,f_{i+1})| \\
\vdots & \vdots & \ddots & \vdots \\
|X(1,f_{n+1})| & |X(2,f_{n+1})| & \cdots & |X(T,f_{n+1})|
\end{pmatrix}
\end{aligned}
\]

where \( |X(i)|, 0 \leq i \leq n - 1 \) is the noisy magnitude features in the \( i \)-th sub-band, \( G(\cdot) \) is the sub-band enhancement model, and \( |\hat{S}(i)| \) is the enhanced feature in the \( i \)-th sub-band with the same dimension as \( |X(i)| \). We treat the divided sub-bands as independent units, and the model can be optimized for each sub-band individually. In an extreme case, we can divide \( F \) sub-bands.

Considering that the model simultaneously handles sub-bands with different data distributions is very challenging, inspired by 18, we introduce the sub-band enhancement model into a knowledge distillation-based framework. The basic principle of knowledge distillation is that a soft label generated by the large model contains more information than the original target label. In general, if a large model gives a higher probability of the input features for specific categories, it means that those categories are similar to the real ones. We typically use knowledge distillation to distill the knowledge contained in a large-scale model (teacher model) to a smaller-scale model (student model) to compress model or to enhance performance.

In this paper, our knowledge distillation framework contains multiple teacher models for local sub-bands and a student model for all sub-bands. We train these teacher models so that they have excellent performance in their specific sub-band. During the student model training, we will select different teacher models according to the input sub-band to guide the student model, improving the student model’s performance without changing the original student model scale.

2.1. Training of the teacher models

In order to build a sub-band knowledge distillation framework, we construct \( n \) sub-band enhancement models \( G_0(\cdot), G_1(\cdot), \ldots, G_{(n-1)}(\cdot) \) to map \( n \) magnitude sub-bands respectively:

\[
|\hat{S}| = \begin{pmatrix}
G_0(|X(0)|) \\
G_1(|X(1)|) \\
\vdots \\
G_{(n-1)}(|X(n-1)|)
\end{pmatrix}
\]

Here, the \(|\hat{S}|\) is the magnitude spectra enhanced by \( n \) different sub-band enhancement models. Each sub-band enhancement model is only responsible for enhancing frequency bands within a fixed range, and they are experts in the frequency bands that belong to them. We call this \( N \) band enhancement models as teacher models. When these teacher models are thoroughly trained, we fixed their weights. Subsequently, we used these teacher models to guide a sub-band enhancement model (student model) to learn different sub-bands better.

2.2. Distillation

When we select any one of the \( n \) sub-bands to feed into the student model, we use the corresponding teacher model to guide the training of the student model. The training objective of the student model is the clean speech and the enhanced speech of the teacher model. We define the loss function \( L \) as follows:

\[
L = (G_i(|X_i|) - |S_i|)^2 + \alpha (G_i(|X_i|) - G_i(|X_i|))^2
\]

where \( G_i \) is the student sub-band enhancement model, and \( G_i \) is the teacher model for the \( i \)-th sub-band, whose weights are fixed when training the student model. \(|S_i|\) is the \( i \)-th sub-band corresponding to the clean speech, and \( \alpha \) is the weight, representing the proportion of the loss related to the teacher model in the total loss. It is worth mentioning that to ensure that the student model can get enough beneficial information from the teacher model, we usually train the teacher model with a model size greater than or equal to the student model.

3. Experiment

3.1. Dataset and metrics

In this paper, we evaluate our proposed method using an open-source per-mixed data set that contains a large number of noises and speakers. This data set includes 30 randomly selected speakers from Voice Bank Corpus [24]. Each speaker
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contains approximately 400 sentences. Twenty-eight speakers (14 males and 14 females) were used for training, and two speakers (1 male and 1 female) for testing. Twenty-eight speakers were used for training and two speakers for testing.

The training set of this data set contains a total of 10 different noises (2 synthetic noises and 8 noises selected from the De- mand data set [25]) and 4 different SNRs (0, 5, 10, and 15dB). In total, the training set contains 40 different noise conditions (10 noises × 4 SNRs). Each training speaker has about 10 sentences in each noise condition. The test set contains a total of 5 noise types (selected from the Demand data set [25]) not present in the training set and 4 slightly higher SNRs (2.5, 7.5, 12.5, and 17.5dB) than the training set. In total, the test set contains 20 different noise conditions (5 noises × 4 SNRs). There are around 20 different sentences in each condition per test speaker. There is no validation set in the original data set to evaluate the training process, and we randomly selected 1000 speeches from the training set as a validation set.

In this paper, we use the perceptual evaluation of speech quality (PESQ) [26] and the short-term objective intelligibility (STOI) [27] to evaluate the quality and intelligibility of speech, respectively. They have been used in a large number of speech enhancement experiments.

3.2. Implementation and details

The student model and teacher models use the same model structure. We stacked two bidirectional long short-term memory (LSTM) layers and one fully connected layer. We applied ReLU as an output activation layer. The number of memory cells in each layer of LSTM will be set according to specific experiments. The sampling rate of all speeches is 16000 Hz. For the input of the model, 161-dimensional magnitude spectral features were extracted by performing STFT using a 320-point Hann window with an overlap of 50%.

We trained the teacher models \( (G_0, G_1, \ldots, G_{n-1}) \) one by one. The sub-band processed by the \( G_0 \) model is the lowest one (low frequency) on the spectrogram, and the sub-band processed by the \( G_{n-1} \) model is the highest one (high frequency) on the spectrogram. Each teacher model handles its own sub-band with a size of \( \frac{161}{n} \). For the few high-frequency bands remaining in the spectrogram, we do not use them. The student model needs to deal with all sub-bands. Before each training epoch starts, we randomly select any one of the \( n \) sub-bands as input to the student model. In the inference stage, we use the trained student model to enhance the sub-bands of the noisy speech one by one. For the few high-frequency bands remaining in the noisy spectrogram, we do not enhance them. Then, combining with the phase component of the noisy STFT spectrogram, we use the inverse STFT to convert the enhanced magnitude spectrogram into the time domain speech waveform. We shuffle the data set before each epoch begins by training a student model or a teacher model.

All hyperparameters are the same for all models. We use mean square error (MSE, \( \ell_2 \)) as the loss function. We use Adam optimizer [28] (decay rate \( \beta_1 = 0.9, \beta_2 = 0.999 \)) and set the batch size to 600. We set the initial learning rate of the models to a small constant of 0.0002. When the loss of the model on the training set is oscillating, we appropriately reduce the learning rate. When the loss of the model on the validation set does not drop noticeably for many epochs, we stopped training.

In our proposed method, each sub-band requires a teacher model. A question that must be answered is which is the proper size of the sub-band. We trained three sets of sub-band enhancement models of different scales. The three sets of models have the same model structure except for the difference in the number of memory cells per layer in LSTM (256, 512, and 1024). Each set contains four sub-band enhancement models, and their inputs are all sub-bands. The size of the sub-bands is 1, 20, 40, and 80, respectively. In total, we trained 12 sub-band enhancement models. We evaluate the performance of these 12 models on the test set, and the results are listed in Table 1.

From Table 1 we noticed that regardless of the size of the model and the sub-band size, the enhanced speech quality and intelligibility have been prominently improved compared to the original noisy speech. When the size of the sub-band is 1, the input of the model is a single-frequency band. We usually call this kind of model a narrow-band model. From the table, we can note that regardless of the scale of the model, the narrow-band model is the worst among all control groups. This is because the narrow-band model has very little frequency context information, and it is impossible to explore the feature information across the frequency band.

We also notice that as the size of the sub-band increases, the quality and intelligibility of the enhanced speech increase overall. This indicates that the large-sized sub-band is more conducive to the model to explore the local feature across the band. We also noticed that when the sub-band length is 40, the quality and intelligibility of the enhanced speech are slightly better than when the sub-band length is 80. This possibly indicates that for most of the local features, the sub-band size of 40 is already enough to cover them. We will use the sub-band enhancement models with an input size of 40 as our basic models.

Table 1: Comparison of the models of different scales under different sizes of sub-bands.

| Model  | PESQ | STOI (%) |
|--------|------|----------|
| Noisy  | 1.971| 92.106   |
| 1      | 2.151| 92.415   |
| 2      | 2.369| 92.877   |
| 40     | 4.245| 93.421   |
| 80     | 4.247| 93.721   |

3.3.3. Comparison of teacher models and student models

Table 2 comprehensively compares the \( \ell_2 \) loss between the teacher models and the student models (without the guidance of the teacher models) with the different number of memory cells per layer in LSTM for each sub-band. C is the number of memory cells. The left half of the table is the result area of the student models, and the right half is the result area of the teacher models. For example, in the result area of the student models, the value in the first column (0 to 40) of the first row (C is 256) shows the result of the student model with 256 memory cells and for the 0 to 40 sub-band. The input to the student model is one of the four sub-bands in the training sample (random reselection for each iteration). The training target of the student model is solely the corresponding sub-band of the clean

3.3. Result

3.3.1. Effect of different sub-band sizes on model performance

In our proposed method, each sub-band requires a teacher model. A question that must be answered is which is the proper size of the sub-band. We trained three sets of sub-band enhancement models of different scales. The three sets of models have the same model structure except for the difference in the number of memory cells per layer in LSTM (256, 512, and 1024). Each set contains four sub-band enhancement models, and their inputs are all sub-bands. The size of the sub-bands is 1, 20, 40, and 80, respectively. In total, we trained 12 sub-band enhancement models. We evaluate the performance of these 12 models on the test set, and the results are listed in Table 1.
speech. The value of 0.036 represents the $\ell_2$ loss between the enhanced test sample and the target. In the result area of the teacher models, the first column (0 to 40) of the first row (C is 256) lists the teacher model result with 64 memory cells and for the 0 to 40 sub-band. The training data is a sub-band with a frequency range of 0 to 40 in each sample, and the target is the corresponding sub-band of the clean speech. The value of 0.051 is the $\ell_2$ loss between the enhanced test sample and the target. $10^{-4}$ in the table means that the value in the table is multiplied by $10^{-4}$. In total, we trained 3 student models (3 different numbers of memory cells) and 12 teacher models (3 different numbers of memory cells $\times$ 4 sub-bands).

Observing the results in the table, we noticed some phenomena. (1) It is not surprising that the teacher models trained for specific sub-bands are better than the student model trained for all sub-bands. This shows that although the student model can reduce the pressure of learning by capturing the commonality of each sub-band, the benefits of this commonality are not as good as the integration of multiple dedicated models. (2) We also notice that as the number of memory cells increases, the $\ell_2$ loss of the teacher model and the student model on the test set is decreasing overall. This is as expected. (3) In the 0 to 40 sub-band, the $\ell_2$ loss is much higher than that of 40 to 160. This is mainly because human speech energy is concentrated primarily in the low-frequency part of the spectrogram, resulting in a complicated data distribution. This also shows that the different frequency bands in the spectrogram contribute differently to the speech quality and intelligibility.

3.3.3. Effectiveness of teacher model guidance

From the above 12 teacher models, we select the 4 teacher models that perform best in the 4 sub-bands, which will be used to guide the training of student models. Considering that we generally distill the knowledge of large models into small models in knowledge distillation, we set up two sets of models. These two sets contain 256 memory cells and 512 memory cells per layer in LSTM, respectively. Each set includes a full-band model (F), a student model without teacher model guidance (S1), and a student model with teacher model guidance (S2). We list the performance comparison results of these models in Table 3.

In Table 3, S1 model and S2 model have the same number of parameters. Since the input of the F model is the full-band features, the number of parameters of the F model is higher than that of the S1 model and S2 model. Whether the number of memory cells is 256 or 512, we can find some similar conclusions. (1) The performance of the S1 model is slightly worse than the F model. This may be because full-band input can bring more context information, which can help the model to capture the features on the spectrogram better. However, the performance gap is tiny, only 0.56 to 0.66% and 0.29 to 0.30% higher on PESQ and STOI, respectively. This may be because the S1 model can cover 40 frequency bands at a time, which is fairly sufficient to capture most of the local feature information. On the other hand, S1 has a 7% reduction in the parameter amount compared to the F model. Considering that the speech enhancement model is usually deployed offline on hardware, this slight performance degradation is normally acceptable. (2) With the guidance of the elite teacher model, the S2 model achieved better results than S1, which shows that the supervision of the teacher models is effective. It is worth mentioning that this improvement does not increase the number of parameters and the computational cost of the model. We also note that although the S2 model also does not have complete full-band context information, its performance noticeably exceeds model F.

4. Conclusion

In this paper, we propose a sub-band knowledge distillation framework for single-channel speech enhancement. We divide the spectrogram into multiple sub-bands, and train elite-level sub-band enhancement models (teacher models) on each sub-band. These models are then used to guide the training of general sub-band enhancement models (student model). We evaluated our proposed method on an open-source data set. We found that compared to the full-band model, although the sub-band enhancement model loses the ability to capture global cross-band information, the performance does not show a significant drop as expected. We also found that the teacher models further improve the performance of the sub-band enhancement model. Moreover, the performance of the student model exceeds the corresponding full-band model.
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