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Abstract: A large class of phononic crystals and mechanical metamaterials exhibit glide symmetry that dictates their functionality or exceptional performance. The glide symmetry gives rise to a number of intriguing phenomena like sticking-bands and degeneracy in the phononic band structures. Fully understanding of these phenomena demands analysis of the phonon modes’ symmetry property, which is, however, a challenging task since it involves nonsymmorphic space group analysis and special treatment of the Brillouin zone boundary. Therefore, this work introduces a systematic group-theoretical procedure determining the symmetry of phonon modes for periodic structures with glide symmetry. By taking the $p4g$ group as an example, the symmetry of phonon modes is discussed by deriving the small representations for high symmetry k-points, and different types of degeneracies are elucidated. This work provides insight into the role of glide symmetry on phononic band structures and guides the symmetry analysis of periodic structures of other types.
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1 Introduction

 Recent progress on the design of structured materials mainly depends on special geometry to achieve desirable or exceptional functionality. A variety of novel structures and mechanisms have been summarized in some recent review articles (Bertoldi et al., 2017; Hussein et al., 2014; Lakes, 2017; Lee et al., 2012; Saxena et al., 2016; Yu et al., 2018; Zadpoor, 2016) and books (Laude, 2015; Phani and Hussein, 2017) regarding phonon crystals, mechanical/acoustic metamaterials, et al. In the literature, plenty of designs have involved structures with glide symmetry, either intentionally or not, that plays an essential role on their exceptional behaviors. Some of the representative structures with glide symmetry are illustrated in Figure 1. The first example is the hinged rotating squares (Figure 1a) with auxetic behavior (Grima et al., 2005; Grima and Evans, 2000). Normally the square patches are made of rigid materials. This structure has inspired a few similar designs, e.g. the fractal cut structures with supreme stretchability (Cho et al., 2014; Dudek et al., 2017; Tang et al., 2015) or controllable dynamic behaviors (Javid et al., 2016). The example shown in Figure 1b is obtained from the buckling pattern of an elastomer sheet with a square array of pores
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under biaxial compression (Bertoldi et al., 2008; Mullin et al., 2007). The glide symmetry of the porous sheet stems from symmetry breaking of the structure during the buckling process. This design has been followed by a few fundamental and applied studies on wave control (Bertoldi and Boyce, 2008) and auxetic/reconfigurable materials (Bertoldi et al., 2010; Shim et al., 2013). Recently, a few works published on programmable mechanical metamaterials also exhibit similar geometry as the porous sheet (Coulais, 2016; Florijn et al., 2014). The example in Figure 1c shows a sinusoidal lattice structure obtained from the buckling mode of a square lattice structure (Haghpanah et al., 2014; Ohno et al., 2002). This sinusoidal structure has been studied by a few researchers regarding the auxetic behavior (Körner and Liebold-Ribeiro, 2015), wave propagation characteristics (Chen et al., 2017b; Trainiti et al., 2016), or synergy behavior (Chen et al., 2017a). In addition, a similar structure of this type was obtained after swelling instability of a soft lattice structure (Liu et al., 2016). Figure 1d shows an anti-tetrachiral structure proposed in (Grima et al., 2008) but was originally discovered from topology optimization (Sigmund et al., 1998). The mechanical behavior of this structure is not thoroughly explored yet but some works on the static properties have been reported (Alderson et al., 2010; Clausen et al., 2015). While all of the aforementioned four structures are in the plane group $p4g$, structures belonging to other groups with glide symmetry can also be found in the literature. For instance, Figure 1e shows a sinusoidal beam (Maurin and Spadoni, 2014; Trainiti et al., 2015) that is in the Frieze group $p2mg$ (Zhang and Parnell, 2017a). A similar zig-zag structure proposed in (Nanda and Karami, 2018) also belongs to this group. At last, Figure 1f illustrates a structure with glide symmetry that is obtained from the buckling mode of a honeycomb structure (Haghpanah et al., 2014; Ohno et al., 2002). This structure belongs to the plane group $pgg$ and is named as ‘anti-rolls’ (Saiki et al., 2005).

Many of the aforementioned works are on the wave propagation behavior with a focus on the formation and/or tunability of phononic band gaps (Bertoldi and Boyce, 2008; Chen et al., 2017a, 2017b; Javid et al., 2016; Lustig and Shmuel, 2018; Trainiti et al., 2016, 2015; Zhang and Parnell, 2017a, 2017b). However, very little attention has been paid on the effect of glide symmetry on the characteristics of band structures. A unique feature of the band structure for structures with glide symmetry is the sticking-bands effect at the boundary of the first Brillouin zone (FBZ). This phenomenon has long been known for crystals with glide symmetry (Dresselhaus et al., 2008) and can also be found for the phononic band structures of continuum structures (Bertoldi and Boyce, 2008; Chen et al., 2017a; Trainiti et al., 2015; Zhang and Parnell, 2017). The sticking-bands effect is directly induced by the degeneracy of phonon modes, which could be deciphered by conducting group-theoretical analysis of the symmetry of phonon modes. In addition, analyzing the symmetry of phonon modes also offers a reliable way to sort phonon bands by identifying the band crossing and anticrossing (or avoided crossing) correctly, which is a challenging process even when the glide symmetry vanishes (Lu and Srivastava, 2018). Another potential impact of studying the
symmetry of phonon modes is to design novel phononic crystals with broad or controllable band gaps by taking the advantage of glide symmetry. Although this approach is still emerging, some research has shed light on the promising future of nonsymmmorphomorphic phononic crystals. For example, it was reported that glide symmetry helps create gigantic complete band gaps by coalescing bands near the FBZ edge together and reducing the curvatures of some bands (Koh, 2011). Further discussion on the design principles employing glide symmetry can be found in a recent book (Gan, 2017). In order to transform the group theory from an analysis method to a design tool for phononic crystals, in-depth understanding of the symmetry of phonon modes and the degeneracies must be carried out first, which is a major motivation of this work.

The key issue in determining the symmetry of phonon modes is to find the corresponding small representations for each band by using the group theory. It is relatively easy to find the small representations for symmmorphic structures, i.e. without glide/screw symmetries, by following the procedure introduced by (Sakoda, 2005). Specific examples on analyzing the symmetry of photon modes can be found in (Alagappan et al., 2008; Hergert and Däne, 2003) for symmmorphic photonic crystals. In contrast, it is very challenging to conduct symmetry analysis of phonon modes for nonsymmmorphic structures once the glide/screw symmetry exists. For this reason, systematic studies on nonsymmmorphic structures are very rare in the literature, although detailed analysis of one dimensional (1D) structures can be found (Mock et al., 2010). Therefore, this work aims at filling this gap by introducing a systematic procedure determining the symmetry of phonon modes for structures with glide symmetry. The group theoretical methods used in this work can be found in some textbooks (Altmann, 2002; Bradley and Cracknell, 2010; Inui et al., 1990; Jacobs, 2005). We focus on structures in the $p4g$ group since they are the most common and useful ones in the literature as shown in Figure 1. In addition, only the sinusoidal lattice structure in Figure 1c is studied in this work since it is easy to illustrate its phonon modes. Other $p4g$ structures exhibit the same symmetry behavior as the sinusoidal lattice so all the small representations are identical.

2 Lattice Structure in $p4g$ Group

2.1 Symmetry of the Structure

In order to study the symmetry characteristics of lattice structures with glide symmetry in two dimension (2D), we consider a lattice structure composed of interconnected sinusoidal beams illustrated in Figure 2, which belongs to the square lattice class. The primitive lattice vectors are represented by $a_1$ and $a_2$, respectively, with lattice constants as $a$ along both directions. Note that some researchers (Bertoldi and Boyce, 2008; Chen et al., 2017a, 2017b; Javid et al., 2016; Trainiti et al., 2016) adopt a non-primitive unit cell that is shown in Figure 2 to calculate the band structures. These two approaches certainly generate identical band gaps. Nevertheless, the phononic bands obtained from the non-primitive unit cells are usually more complicated than those obtained from the primitive unit cells, which is because that there are two
lattice points in one non-primitive unit cell so that the corresponding FBZ will be folded with more bands crossing each other. Therefore, the primitive unit cell is recommended when dealing with the symmetry behaviors of phonon modes.

The symmetry of the lattice structure in the real space is shown in Figure 3a. This structure belongs to the nonsymmorphic plane group $p4g$ and the point group $4mm$ (Aroyo, 2016; Bradley and Cracknell, 2010). It is known that the point group $4mm$ has an order of 8, which indicates that there are a total of 8 distinct types of symmetry operations. As shown in Figure 3a, the center of the unit cell is a 4-fold rotation axis with four symmetry operations, namely, identity operation $\{E|0\}$, $90^\circ$ rotation $\{C_4^+|0\}$, $180^\circ$ rotation $\{C_2|0\}$, and $-90^\circ$ rotation $\{C_4^-|0\}$. Besides, there are four types of glide-reflection lines along the axial directions ($\{\sigma_x | \tau\}, \{\sigma_y | \tau\}$) and diagonal directions ($\{\sigma_x | \tau\}, \{\sigma_y' | \tau\}$), respectively, with $\tau = (a_x + a_z)/2$ representing the sub-lattice glide translation vector. Note that we adopt the Seitz operator (Inui et al., 1990) to denote a space group operation, as

$$[R|t]x = Rx + t.$$  \hspace{1cm} (1)

where $R$ and $t$ represent the orthogonal and translation transformations, respectively, and $x$ is a spatial point in the structure. Conversely, an inverse transformation of Eq. (1) is defined as

$$[R|t]^{-1}x = R^{-1}(x - t).$$  \hspace{1cm} (2)

Note that Eq. (1) and Eq. (2) will degenerate to the corresponding point group operations when the translation vector $t$ vanishes. Applying the Seitz operator to a scalar field $f(x)$ and a vector field $f(x)$ will result in the following transformation by definition,

$$[R|t]f(x) = f([R|t]^{-1}x),$$

$$[R|t]f(x) = Rf([R|t]^{-1}x).$$  \hspace{1cm} (3)

Equation (3) indicates that a space group transformation to a vector field $f(x)$ will change both the argument and the function itself, whereas for a scalar field $f(x)$ only the argument needs to be transformed.

The plane group $G$ of this lattice structure consists all of the plane group transformations represented by Eq. (1) that leave the structure invariant. Mathematically, this plane group is expressed as

$$G = T\{E | 0\} + T\{C_4^+ | 0\} + T\{C_2 | 0\} + T\{C_4^- | 0\}$$

$$+ I\{\sigma_x | \tau\} + I\{\sigma_y | \tau\} + I\{\sigma_x' | \tau\} + I\{\sigma_y' | \tau\},$$  \hspace{1cm} (4)

where $T$ is the translation group consisting all lattice translation operations $a = n_1a_1 + n_2a_2$ with integer $n_1$ and $n_2$. Each of the 8 cosets in Eq. (4) denotes one type of symmetry for this lattice structure. Note that the
8 operations \( \{ E | 0 \}, \{ C'_x | 0 \}, \ldots, \{ \sigma_y' | \tau \} \) do not form the corresponding point group \( 4mm \) for the plane group \( p4g \) due to the glide symmetry. Rather than that, only the factor group \( G/T \) is isomorphic to \( 4mm \). This is exactly why plane/space group analysis is necessary for periodic structures in the nonsymmorphic groups.

2.2 Symmetry in the \( k \)-Space

It is usually quite convenient to study the phonons in the reciprocal space (\( k \)-space), where \( k \) indicates the wave vector. As shown in Figure 3b, the reciprocal lattice of the \( p4g \) structure is in the square class with reciprocal lattice vectors \( b_1 \) and \( b_2 \) defined as

\[
b_i = \frac{2\pi}{a_i} a_i \quad (i = 1, 2).
\]  

(5)

Accordingly, the wave vector \( k \) is defined as \( k = k_1 b_1 + k_2 b_2 \). The \( k \)-space is periodic so normally we only need to consider the primitive unit cell, which is known as the FBZ. In addition, different from the real space that may be nonsymmorphic, the \( k \)-space is always symmorphic and therefore only the point group symmetry needs to be considered in the FBZ.

The point group of a \( k \)-point (Altmann, 2002; Inui et al., 1990) is defined as the symmetry operations that transform the \( k \)-point into itself or an equivalent \( k \)-point \( k + b_n \), where \( b_n = n_1 b_1 + n_2 b_2 \) represents an arbitrary reciprocal lattice vector with integers \( n_1 \) and \( n_2 \). More specifically, the interior \( k \)-points of the FBZ will always be transformed into themselves by the point group operations, while the \( k \)-points on the boundaries of the FBZ may be transformed into their equivalent \( k \)-points (Altmann, 2002; Inui et al., 1990). Consider the \( \Gamma \) point \( k = (0,0) \) in Figure 3b as an example, all of the 8 operations \( (E, C'_4, C_2, C'_2, \sigma_x, \sigma_y, \sigma_d, \sigma'_d) \) in the \( 4mm \) point group will leave the \( \Gamma \) point invariant so that the point group of \( \Gamma \) is \( 4mm \), the same as that of the plane group \( p4g \). In contrast, only two of the operations \( (E, \sigma_y) \) will leave the \( \Delta \) point invariant, forming a point group \( m \) which is actually a subgroup of \( 4mm \). For the points on the FBZ boundaries, such as \( X, Y \) and \( M \), the corresponding symmetry operations may transform them into their equivalent \( k \)-points, which can be verified easily. The point group of each high symmetry \( k \)-point and the corresponding symmetry operations are tabulated in Table 1, where the location is denoted as \( (m_1 m_2) = m_1 b_1 + m_2 b_2 \). Note that the point group of \( \Gamma \) exhibits the highest symmetry so it is defined as the point group of the corresponding plane/space group. On the other hand, the point groups of all other high symmetry points are merely subgroups of that for the \( \Gamma \) point. Due to the symmetry of the FBZ, we can further reduce it to 1/8 of the original size, which is called the irreducible FBZ and illustrated in Figure 3b. Normally the band structures and phonon modes are investigated just for the irreducible FBZ.
Even though the point group of \( \mathbf{k} \) is defined in the \( \mathbf{k} \)-space, the group of \( \mathbf{k} \) (Altmann, 2002; Inui et al., 1990) is indeed defined in the real space, which characterizes how the plane group operations affect the \( \mathbf{k} \) point. By definition, the group of \( \mathbf{k} \), denoted as \( \mathcal{G}^{\mathbf{k}} \), consists all the plane group operations in \( \mathcal{G} \) that transform the \( \mathbf{k} \)-point to itself or an equivalent \( \mathbf{k} \)-point. Hence, \( \mathcal{G}^{\mathbf{k}} \) is a subgroup of the plane group \( \mathcal{G} \). Mathematically, one can simply choose the cosets in Eq. (4) that correspond to the point group of \( \mathbf{k} \) in Table 1. For example, it is easy to verify that \( \mathcal{G}^{\mathbf{k}} = \mathcal{G} \) for the points \( \Gamma \) and \( M \). While for the \( X \) point, the group of \( \mathbf{k} \) is

\[
\mathcal{G}^{\mathbf{k}}(X) = \mathcal{T}\{E \mid 0\} + \mathcal{T}\{C_2 \mid 0\} + \mathcal{T}\{\sigma_x \mid \tau\} + \mathcal{T}\{\sigma_y \mid \tau\}.
\]

Moreover, the group of \( \mathbf{k} \) for the remaining three high symmetry points can be defined in a similar manner as

\[
\begin{align*}
\mathcal{G}^{\mathbf{k}}(\Delta) &= \mathcal{I}\{E \mid 0\} + \mathcal{I}\{\sigma_y \mid \tau\}, \\
\mathcal{G}^{\mathbf{k}}(\Sigma) &= \mathcal{T}\{E \mid 0\} + \mathcal{T}\{\sigma_x \mid \tau\}, \\
\mathcal{G}^{\mathbf{k}}(Y) &= \mathcal{T}\{E \mid 0\} + \mathcal{T}\{\sigma_y \mid \tau\}.
\end{align*}
\]

Note that the group of \( \mathbf{k} \) is needed for nonsymmorphic groups to study the feature of phonon modes, while the point group of \( \mathbf{k} \) is usually enough for symmorphic groups (Inui et al., 1990).

Note that the symmetry of phonon modes only needs to be analyzed for high symmetry \( \mathbf{k} \) points/lines. For general \( \mathbf{k} \) points with translation symmetry only, the group of \( \mathbf{k} \) is \( \mathcal{G}^{\mathbf{k}} = \mathcal{T}\{E \mid 0\} \) so the phonon mode only satisfies translation symmetry, i.e. the Bloch condition (Bradley and Cracknell, 2010). However, it is suggested to consider all the \( \mathbf{k} \) points when determining the band gaps of a phononic crystal since the band gap extremum does not necessarily locate at high symmetry \( \mathbf{k} \) points/lines (Kerszberg and Suryanarayana, 2015; Maurin et al., 2018; Pratapa et al., 2018).

### 2.3 Phonon Mode Calculation

The phonon modes of the lattice structure in Figure 2 is calculated by using finite element analysis. Each ligament is considered as a curved Timoshenko beam with three degree-of-freedoms, i.e. horizontal displacement \( u_x \), vertical displacement \( u_y \), and in-plane rotation angle \( \theta \). If we denote the wave field as \( \psi = (u_x, u_y, \theta) \), the Bloch wave solution is

\[
\psi(x,t) = \psi_k(x)e^{-i\omega t},
\]

where \( i = \sqrt{-1} \), \( t \) is the time, and \( \psi_k(x) \) is the phonon/Bloch mode corresponding to the wave vector \( \mathbf{k} \) and angular frequency \( \omega \). The phonon mode \( \psi_k(x) \) is a complex function in general, although only the
real or imaginary part is depicted in some literature. Further, the phonon mode \( \psi_k(x) \) satisfies the Bloch condition (Bradley and Cracknell, 2010), as

\[
\psi_k(x) = \tilde{\psi}_k(x)e^{iax},
\]

where \( \tilde{\psi}_k = (\tilde{u}, \tilde{a}, \tilde{\theta})_k \) is a spatial periodic function and invariant under an arbitrary lattice translation. Mathematically, this periodic boundary condition of \( \tilde{\psi}_k \) is defined as

\[
\tilde{\psi}_k(x) = \tilde{\psi}_k(x + a_n),
\]

where \( a_n = n_1a_1 + n_2a_2 \) indicates an arbitrary lattice translation with \( n_i (i = 1, 2) \) as integers.

The method proposed in (Åberg and Gudmundson, 1997) is adopted to implement the finite element analysis. Following this method, two identical models are established for the unit cell in Figure 3a, one for the real solution \( \psi^\text{Re}_k(x) \) and the other for the imaginary solution \( \psi^\text{Im}_k(x) \) of the complex eigenmodes \( \psi_k(x) = \psi^\text{Re}_k(x) + i\psi^\text{Im}_k(x) \). It can be proved from Eq. (9) and Eq. (10) that the real eigenmode \( \psi^\text{Re}_k(x) \) and imaginary eigenmode \( \psi^\text{Im}_k(x) \) satisfy the following Bloch condition, as

\[
\psi^\text{Re}_k(x - a_n) = \cos(ka_n)\psi^\text{Re}_k(x) + \sin(ka_n)\psi^\text{Im}_k(x),
\]

\[
\psi^\text{Im}_k(x - a_n) = -\sin(ka_n)\psi^\text{Re}_k(x) + \cos(ka_n)\psi^\text{Im}_k(x).
\]

Consequently, the Bloch condition (11) can be implemented easily for all the boundary and vertex nodes in Figure 3a. Finally, the band structures are obtained by solving the eigenfrequencies \( \omega_k \) for each \( k \)-point and the corresponding eigenmodes can be extracted as well to compute the phonon modes.

The computational models are implemented in the commercial finite element software ABAQUS 2017 (Simulia, 2017) to conduct the simulation. The Timoshenko beam element B21 is used with a total of 104 elements divided for the whole model. The unit cell length is taken as \( a = 1/\sqrt{2} \) m for the square lattice. Each of the four ligaments is in fact a half period of sinusoidal curve with an amplitude of 0.15 m. The cross section of the beam is square with a thickness of \( h = 0.005 \) m. The material chosen here is stainless steel with elastic modulus as \( E = 200 \) GPa, Poisson’s ratio as \( \nu = 0.3 \), and density as \( \rho = 7900 \) kg/m\(^3\). A dimensionless frequency \( \tilde{\omega} \) is introduced for all the results shown in this work, as

\[
\tilde{\omega} = \omega A \sqrt{\frac{\rho A}{EI}},
\]

where \( A = h^2 \) and \( I = h^4/12 \) are the area and moment of inertia for the cross section of the beam. Note that we constrain the motion of the lattice structure in 2D.
3 Phonon Mode Symmetry for p4g Lattice

3.1 General Theory

The key issue in uncovering the symmetry of phonon modes is to find the small (or little) representation for $G^k$, the group of $k$, since the Bloch wave functions serve as bases for the representation of $G^k$ (Inui et al., 1990). Normally only the high symmetry $k$-points need to be considered, which include interior points ($\Gamma$, $\Delta$, $\Sigma$) and boundary points ($X$, $Y$, $M$) for nonsymorphic structures in the $p4g$ group. Since only the displacements $u_x$ and $u_y$ are considered for the symmetry analysis, we define a modified Bloch wave function $\phi_k = (u_x, u_y)_k$. Based on the group theory (Inui et al., 1990), the small representation of $G^k$ is

$$ [R|t]\phi_k = \sum_{j=1}^{d} \phi_{j} D^k_{j} , $$

where $\{R|t\}$ is a plane group transformation, $R$ belongs to the point group of $k$ listed in Table 1 for a $k$-point, $t$ is the translation vector, $\phi_k$ is the phonon mode to be studied, and $D^k_{j}$ is a representation matrix for $\{R|t\}$, and $d \geq 1$ is the dimension of the representation matrix. Some special remarks are noted here for the specific form of $D^k_{j}$ (Bradley and Cracknell, 2010; Inui et al., 1990).

1) For a 1D representation ($d=1$), Eq. (13) is simplified as $[R|t]\phi_k = D^k \phi_k$ with $|D^k| = 1$. In this case, we only need to consider the symmetry of a phonon mode $\phi_k$ with itself. There is no frequency degeneracy induced by the symmetry, although accidental degeneracy may still occur.

2) For higher dimensional representation ($d > 1$), $\phi_{i}$ ($i = 1, 2, \ldots, d$) are a series of linearly independent Bloch modes corresponding to the same frequency. Hence the frequency degeneracy is guaranteed by the symmetry in this case. In addition, these Bloch modes interact and couple with each other under symmetry transformations.

3) For lattice translation operation $\{E|a_n\}$, the representation matrix $D^k_{j}$ obeys the following form as

$$ D^k_{j}(\{E|a_n\}) = \exp(-i\mathbf{k}a_n)I_d , $$

where $I_d$ is the unit matrix with dimension $d$. Equation (14) arises from the representation for the translation group $T$. The relation in (14) is useful to rule out spurious representations when the Herring’s method (Inui et al., 1990; Jacobs, 2005) is used to derive small representations for boundary $k$-points, which will be introduced in Section 3.3.
The major task to study the symmetry of phonon modes is to find the small representation matrices \( D^{k}_{\mu} \) in Eq. (13) for each high symmetry \( k \)-point. However, the analyses to the interior and boundary points in the FBZ are quite different, which should be considered separately.

### 3.2 Interior \( k \)-Points

For any \( k \)-points inside the FBZ, the small representation matrix \( D^{k}_{\mu} \) can be expressed as

\[
{R | t} = \exp(-i\mathbf{t}) D^{k}_{\mu} (\mathbf{R}) ,
\]

where \( D^{k}_{\mu} (\mathbf{R}) \) is the irreducible representation matrix for the point group of \( k \), which can be found in the table of point groups (Altmann and Herzig, 1994). Hence by considering Eq. (15), the small representation Eq. (13) can be further derived as

\[
{R | t} = \exp(-i\mathbf{t}) \sum_{j=1}^{\nu} \phi_{\mu} D^{k}_{\mu} (\mathbf{R}) ,
\]

where \( \exp(-i\mathbf{t}) \) is the phonon mode phase factor induced by the translation \( \mathbf{t} \), which will vanish for symmorphic groups. Based on Eq. (16), the phonon modes for the three interior points (\( \Gamma \), \( \Delta \), \( \Sigma \)) are investigated below.

The \( \Gamma \) point locates at the origin of the FBZ with \( \mathbf{k} = \mathbf{0} \) so that the phase factor in Eq. (16) vanishes. Thus, one just needs to use the representation table of the point group 4mm, which is shown in Table 2. Among the five small representations \( \Gamma_i \) (\( i=1,2,\cdots,5 \)), the first four are all 1D while the representation \( \Gamma_5 \) is 2D. This indicates that the phonon modes may have double degeneracies at the \( \Gamma \) point if the representation is \( \Gamma_5 \) for any bands. Besides the characters of \( D^{k}_{\mu} \), we also present the representation matrices in Table 2 by defining the following four orthogonal matrices, as

\[
I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad A = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad C = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} .
\]

The \( \Delta \) point is defined as \( \mathbf{k} = (\alpha,0) \) with \( 0 < \alpha < 1/2 \). There are only two symmetry operations \( \{E | 0\} \) and \( \{\sigma_y | \tau\} \) for this \( k \)-point. For the glide symmetry \( \{\sigma_y | \tau\} \), the phase factor in Eq. (16) is calculated as \( \exp(-i\mathbf{t}) = \exp(-i\alpha \mathbf{a}_1) = \exp(-i\alpha \mathbf{i}) \). Thus the small representations can be obtained by modifying the representation table of the point group 4mm, as shown in Table 3. Both \( \Delta_1 \) and \( \Delta_2 \) are 1D representations so there is no frequency degeneracy induced by the symmetry.
The analysis of the $\Sigma$ point is similar to the $\Delta$ point. For the $\mathbf{k}$-points with $\mathbf{k} = (\alpha, \alpha)$, only two symmetry operations $\{E | \mathbf{0}\}$ and $\{\sigma' | \tau\}$ exist. The phase factor for the latter is $\exp(-i\mathbf{k}\tau) = \exp(-2\alpha \pi i)$. The small representations can be obtained in Table 4. Both $\Sigma_i$ and $\Sigma_\tau$ are 1D representations.

So far, we have presented the small representations $D_\beta^+ \mathbf{k}$ of the interior points $\Gamma$, $\Delta$, and $\Sigma$ in Table 2, Table 3, and Table 4, respectively. Consequently, the symmetry of the phonon modes can be obtained by using Eq. (13). Note that the condition (14) is satisfied automatically for all the representations of interior $\mathbf{k}$-points due to the existence of the phase factor $\exp(-i\mathbf{k}\tau)$ in Eq. (16).

### 3.3 Boundary $\mathbf{k}$-Points

For nonsymmorphic structures, the small representation for $\mathbf{k}$-points at the boundary of the FBZ is usually complicated. There are two types of boundary $\mathbf{k}$-points (Inui et al., 1990), which should be treated separately, as

*Type I: Boundary $\mathbf{k}$-points with symmorphic $\mathcal{G}^k$, i.e. without involving any essential glides/screws.*

*Type II: Boundary $\mathbf{k}$-points with nonsymmorphic $\mathcal{G}^k$.*

For boundary $\mathbf{k}$-points of type I, Eq. (16) is still valid so the symmetry of phonon modes can be analyzed similarly to the interior $\mathbf{k}$-points. However, more complicated techniques are required for boundary $\mathbf{k}$-points of type II, e.g. the Herring’s method or the theory of ray representations (Inui et al., 1990).

It is inferred from Eqs. (6) and (7) that the $\mathcal{G}^k$ of all boundary $\mathbf{k}$-points $(X, Y, M)$ for the $p4g$ group involves certain glide symmetry operation. Therefore, all the boundary $\mathbf{k}$-points belong to the type II classified above. The Herring’s method (Inui et al., 1990; Jacobs, 2005) is adopted in this work since it is convenient to use. The first step of implementing Herring’s method is to find a set of lattice translations $\mathcal{T}^k$ that satisfies the following relation, as

$$\exp(-i\mathbf{k}a_n) = 1,$$

or equivalently,

$$\mathbf{k}a_n = \mathbf{k}(n_1\mathbf{a}_1 + n_2\mathbf{a}_2) = 2n\pi,$$

where $n_1$, $n_2$, and $n$ are arbitrary integers. In fact, $\mathcal{T}^k$ defined by (18) or (19) is a subgroup of $\mathcal{T}$. Once the translation group $\mathcal{T}^k$ is obtained, the second step is to derive the factor group $\mathcal{G}^k / \mathcal{T}^k$, which can be obtained by decomposing $\mathcal{G}^k$ with the cosets of $\mathcal{T}^k$. Finally, the small representation $D_\beta^+ \mathbf{k}$ in Eq. (13) can be obtained from the irreducible representations of the factor group $\mathcal{G}^k / \mathcal{T}^k$ for the boundary $\mathbf{k}$-points of type II. The Herring’s method is very powerful in determining the small representations for the boundary
k-points of nonsymmorphic groups. However, a drawback is that not all of the irreducible representations of $\mathcal{G}^k/T^k$ satisfy the condition (14). These irreducible representations are spurious solutions and not permissible to serve as $D^k_\mu$ in Eq. (13).

For the $X$ point with $k=(\frac{1}{2},0)$, the condition (19) can be deduced as $n_l=2n$, which indicates that the normal divisor $T^k = 2na_1 + n_2a_2$ contains a half number of lattice points in $T$. More specifically, only the translations $T^k\{E|a_i\}$ do not satisfy the condition (19). Thus, the translation group $T$ can be decomposed into two subgroups, as

$$T = T^k + T^k\{E|a_i\}.$$  \hspace{1cm} (20)

Consequently, the group of $k$ is decomposed into 8 cosets of $T^k$ after substituting (20) into (6), i.e.

$$\mathcal{G}^k = T^k\{E|\bf{0}\} + T^k\{E|a_i\} + T^k\{C_2|\bf{0}\} + T^k\{C_2|a_i\} + T^k\{\sigma_i|\tau\} + T^k\{\sigma_i|\tau+a_i\}.$$  \hspace{1cm} (21)

It is obvious that the 8 cosets in Eq. (21) are obtained by multiplying the plane group operations ($\{E|\bf{0}\}, \{C_2|\bf{0}\}, \{\sigma_i|\tau\}, \{\sigma_i|\tau\}$) with the translation groups $T^k$ and $T^k\{E|a_i\}$, respectively. After tedious calculation, it can be found that the factor group $\mathcal{G}^k/T^k$ is isomorphic to the point group $4mm$, i.e. the point group of $\Gamma$ point. Therefore, the small representations $D^k_\mu$ for the $X$ point is the same as Table 2 by replacing the corresponding symmetry operations. Hence, all of the five possible small representations $X_i (i=1,2,\cdots5)$ for the $X$ point are listed in Table 5. In fact, not all of the five representations $X_i (i=1,2,\cdots5)$ are permissible due to the constraint condition (14). For the $X$ point, Eq. (14) can be derived as

$$D^k_\mu(\{E|a_i\}) = \exp(-i\bf{k}a_i)I_d = \exp(-i\pi)I_d = I_d.$$  \hspace{1cm} (22)

which indicates that the small representation matrix $D^k_\mu$ corresponding to the operation $\{E|a_i\}$ should be $D^k = -1$ for 1D representation or $D^k = -I$ for 2D representations. Hence from Table 5 we can conclude that only the small representation $X_5$ is permissible, whereas all the four 1D representations are spurious solutions. The analysis here also indicates that the phonon modes always have double degeneracy at $X$ point that is guaranteed by the glide symmetry.

The $Y$ point is along the line $XM$ with $k=(\frac{1}{2},\alpha)$. The analysis of $Y$ point is usually complicated so we consider a special point $k=(\frac{1}{2},\frac{1}{4})$ in this work. For $k=(\frac{1}{2},\frac{1}{4})$, the lattice translations $T^k$ satisfying the condition (19) is $2n_1 + n_2 = 4n$ so we can derive the normal divisor as
\[ T^k = n_1 a_1 + 2(2n - n_1) a_2. \] (23)

It can be found from (23) that the translations in \( T^k \) contain \( 1/4 \) of the lattice points in \( T \). These lattice points in \( T \) that are excluded from \( T^k \) can be obtained as \( T^k(E|a_1) \), \( T^k(E|a_2) \), and \( T^k(E|-a_2) \), i.e.

\[ T = T^k + T^k(E|a_1) + T^k(E|a_2) + T^k(E|-a_2). \] (24)

Since the point group of \( k \) at \( Y \) point is of order 2 and there exist 4 subgroups in (24), the group \( G^k \) of the point \( k = (\frac{1}{2}, \frac{1}{2}) \) can be written in terms of 8 cosets, as

\[ G^k = T^k(E|0) + T^k(E|a_1) + T^k(E|a_2) + T^k(E|-a_2) \]
\[ + T^k(\sigma_x | \tau) + T^k(\sigma_x | \tau + a_1) + T^k(\sigma_x | \tau + a_2) + T^k(\sigma_x | \tau - a_2). \] (25)

It can be verified that the factor group \( G^k/T^k \) for (25) is isomorphic to the group \( G^i \) (Bradley and Cracknell, 2010) by assuming \( P = T^k(\sigma_x | \tau) \) therein. Actually \( G^i \) is the cyclic group of order 8. The irreducible representations of the factor group \( G^k/T^k \) are listed in Table 6, where only 1D representations can be found. Further, the condition in Eq. (14) requires that the small representation matrices corresponding to \( E|a_1 \), \( E|a_2 \), and \( E|-a_2 \) should satisfy the following three relations, as

\[ D^k(E|a_1) = \exp(-ika_1) = -1, \]
\[ D^k(E|a_2) = \exp(-ika_2) = -i, \]
\[ D^k(E|-a_2) = \exp(ika_2) = i. \] (26)

After comparing Eq. (26) with Table 6, we can find that only \( Y_4 \) and \( Y_8 \) are permissible representations. Therefore, the \( Y \) point at the boundary of the FBZ does not have any symmetry-guaranteed degeneracies since it only has two 1D small representations.

The \( M \) point is a vertex of the FBZ with \( k = (\frac{1}{2}, \frac{1}{2}) \). This point has the same point group symmetry as the \( \Gamma \) point with 8 symmetry operations, as shown in Table 1. The analysis of the small representations to the \( M \) point is similar to that for the \( X \) point, although there are more symmetry operations for \( M \). For \( k = (\frac{1}{2}, \frac{1}{2}) \), the lattice translations \( T^k \) satisfying the condition (19) is \( n_1 + n_2 = 2n \) so that we can derive the normal divisor as

\[ T^k = n_1 a_1 + (2n - n_1) a_2. \] (27)

Further analysis indicates that \( T^k \) in (27) contains a half number of the lattice points in \( T \). The other half of lattice translations can be recovered by multiplying \( T^k \) with the translation \( (E|a_1) \), which yields the set \( T^k(E|a_1) \). Thus, the plane group \( G^k \) can be decomposed into 16 cosets at the \( M \) point, as
The factor group \( G^k/T^k \) obtained from (28) is isomorphic to one of the point group of order 16. After classifying the cosets into different classes and test different group generators, we can eventually find that \( G^k/T^k \) is isomorphic to the group \( G^{16}_{10} \) (Bradley and Cracknell, 2010), which can be verified easily by taking \( P = T^k(C_i | \emptyset) \), \( Q = T^k(C_i | a_i) \), and \( R = T^k(\sigma_j | \tau) \) therein. After obtaining the group generators, other elements can be assigned readily. The irreducible representations for the factor group \( G^k/T^k \) at point \( M \) are listed in Table 7, which includes eight 1D representations \( M_i \) \((i = 1,2,\ldots,8)\) and two 2D representations \( M_9 \) and \( M_{10} \). The representation matrices are also provided explicitly for \( M_9 \) and \( M_{10} \) in Table 7. Furthermore, the condition in Eq. (14) requires that the small representation matrices corresponding to \( \{ E | a_i \} \) must satisfy the following relation, as

\[
D^k(\{ E | a_i \}) = \exp(-i k a_i) = -1, \\
D^k_j(\{ E | a_i \}) = \exp(-i k a_i)I = -I.
\]

for 1D representation \( D^k \) and 2D representation \( D^k_j \), respectively. Hence, we can infer from Table 7 that only the five representations \( M_i \) \((i = 5,6,7,8,9)\) satisfy the conditions in (29), among which four are 1D and one is 2D. The other five representations \( M_i \) \((i = 1,2,3,4,10)\) are not permissible for \( M \) point. Finally, we can conclude that the phonon modes at \( M \) point may have double degeneracies represented by \( M_9 \) that is guaranteed by the glide symmetry.

4 Phonon Modes at Different k-Points

4.1 Symmetry-Adapted Phonon Modes

The calculation procedure for phononic band structures and eigenmodes has been introduced in Section 2.3. It has been a common belief that the obtained eigenmodes are phonon modes. In fact, this is not true in special cases when the frequency degeneracy occurs. Strictly speaking, the phonon/Bloch modes should satisfy all symmetry constraints imposed by \( G^k \), the group of \( k \), including both translation symmetry and symmetry operations related to the point group of \( k \). However, the Bloch condition (11) stems from the translation symmetry and won’t impose any constraints to the eigenmode solutions for the latter type of symmetry. In another word, the obtained eigenmodes may not satisfy the small representations \( D^k_j \).
Therefore, we present a method to derive the symmetry-adapted phonon modes from the eigenmode solutions.

The eigenmodes associated to single frequencies are discussed first. Consider an eigenmode $\phi_k$ obtained from the finite element analysis in Section 2.3, which corresponds to the eigenfrequency $\omega_k$. According to linear algebra theory, $\phi_k^c = c\phi_k$ is also an eigenmode given that $c$ is a non-zero constant. The symmetry constraint imposed by Eq. (13) is

$$[R \mid t]\phi_k^c = \phi_k^c D^k,$$

or equivalently,

$$[R \mid t]\phi_k = \phi_k D^k.$$

Hence, for eigenmodes without frequency degeneracies, they satisfy the symmetry constraints automatically so there is no need to derive symmetry-adapted modes in this case.

However, the eigenmode may not be the phonon mode if degeneracies occur, which is demonstrated here for the double degeneracy case. Note that there may be two situations for the double degeneracies, either accidental degeneracy (two 1D representations) or symmetry-guaranteed degeneracy (one 2D representation). Assume that $\phi_{k_1}$ and $\phi_{k_2}$ are two eigenmodes corresponding to the same frequency $\omega_k$ in the finite element analysis. Any linear combination of these two eigenmodes are also eigenmodes of the system, i.e.

$$(\phi_{k_1}, \phi_{k_2}) = (\phi_{k_1}, \phi_{k_2}) \begin{bmatrix} c_{11} & c_{12} \\ c_{21} & c_{22} \end{bmatrix},$$

where $c_{ij}$ ($i, j = 1, 2$) are four unknown constants. Thus, there are infinite pairs of $(\phi_{k_1}, \phi_{k_2})$ being candidates of the symmetry-adapted phonon modes. In general, the symmetry condition (13) requires the phonon modes $(\phi_{k_1}', \phi_{k_2}')$ to satisfy

$$[R \mid t](\phi_{k_1}', \phi_{k_2}') = (\phi_{k_1}', \phi_{k_2}') \begin{bmatrix} D_{11}^k & D_{12}^k \\ D_{21}^k & D_{22}^k \end{bmatrix}.$$

The $D_{ij}^k$ in (33) is a 2D representation matrix for cases with symmetry-guaranteed degeneracies. However, if accidental degeneracy occurs, $D_{ij}^k$ consists of two 1D representations $D_{11}^k$ and $D_{22}^k$ while the other two terms vanish as $D_{12}^k = D_{21}^k = 0$. In general cases, after substituting (32) into (33), it yields
Thus, the four coefficients \( c_{ij} \) \((i, j = 1, 2)\) in (32) can be obtained by applying the symmetry condition (34) for the eigenmode solution \((\phi_{k_1}, \phi_{k_2})\) from finite element analysis. Since the amplitude of the phonon modes \((\phi'_{k_1}, \phi'_{k_2})\) does not matter, only three constants in \( c_{ij} \) \((i, j = 1, 2)\) need to be solved if \( D^k_y \) is a 2D representation (symmetry-guaranteed degeneracy), while only two constants of \( c_{ij} \) \((i, j = 1, 2)\) are needed if \( D^k_y \) indicates two 1D representations (accidental degeneracy).

For the frequency degeneracies on order 3 or higher, similar technique can be used to determine the symmetry-adapted phonon modes, which will not be introduced here since they have not been found for the current \( p4g \) structure. Note that all the phonon modes presented in this work are symmetry-adapted phonon modes.

Actually, researchers working on high-frequency homogenization of periodic materials have realized the degeneracies at some \( k \)-points (Harutyunyan et al., 2016) and developed an alternative method (Guzina et al., 2018) to decouple the phonon modes when multiple degeneracy exists. However, the phonon modes obtained by using their method may not satisfy the symmetry relations outlined in this work since the bases of the small representations can be transformed.

### 4.2 Phononic Band Structure

The phononic band structure of the considered \( p4g \) lattice structure is obtained for the contour \( \Gamma-\Delta-X-Y-M-\Sigma-\Gamma \) in the irreducible FBZ. The geometry and material properties of the lattice structure have been introduced in Section 2.3. Figure 4 illustrates the first 8 bands for each high symmetry point. The group theory requires that each band is associated to a small representation \( D^k_y \) of the corresponding \( k \)-point. Hence besides the dispersion curves, we also label the small representation for each band. There are at least five reasons to do it.

1. **Phonon mode symmetry.** Symmetry is a fundamental property of phonon modes. Uncovering the symmetry of phonon modes will not only help understand the dynamic characteristics of periodic structures but also facilitate the design and application of phononic device for wave manipulating usage at certain frequencies or along specific directions (Celli and Gonella, 2015). In addition, the symmetry of phonon modes is also related to the dynamic response spectra of periodic structures.
2. **Frequency degeneracy.** Labeling the representation of bands can clarify the frequency degeneracies at some \( k \)-points. Even though only single frequencies are found at most \( k \)-points, double degeneracies also occur in the band structure shown in Figure 4. For example, the bands appear as
coalescing pairs along the FBZ boundary $X-Y-M$, which is called the sticking-bands effect as a typical feature of nonsymmorphic groups. In addition, double degeneracies also occur for the $\Gamma$ point and some of the $\Sigma$ points. These double degeneracies may be caused by two reasons, either due to 2D representations or accidental degeneracy. Identifying the representation of each band will distinguish these degeneracies.

(3) **Band crossing.** Labeling the bands also clarify whether band crossing or anticrossing occurs at some of the $\mathbf{k}$-points since the group theory demands that bands of the same representation should not cross each other. This is useful for band structure calculation since one does not need to compute a large amount of $\mathbf{k}$-points near the crossing points to identify the trajectory of bands. This method is also useful when the distance between two repulsed bands is so small that even refining the $\mathbf{k}$-points may not yield correct answer (Lu and Srivastava, 2018).

(4) **Band sorting.** A band structure usually consists of multiple bands crossing each other (Lu and Srivastava, 2018). It is rather impossible to sort the sequence of these bands properly without identifying the representation of each band. In theory, the representation is continuous along a band regardless of the crossing point. Hence, this is a powerful tool to sort the bands when multiple crossing points exist.

(5) **Band gaps.** First and for most, the representations of bands will help identify narrow band gaps since they are easy to be ignored. Moreover, researchers also found that the glide symmetry may have even more significant implications to the design of phononic crystals. For example, it is believed that introducing glide symmetry may broaden the band gaps since some of the bands stick together and the curvature of bands decrease (Gan, 2017; Koh, 2011).

4.3 **Symmetry of Phonon Modes**

The symmetry of phonon modes for each band is discussed in this section. For the cases with frequency degeneracies we will use the symmetry-adapted phonon modes derived in Section 4.1. Four primitive unit cells are depicted to show both the real and imaginary parts of the phonon modes. The origin of the coordinate system is set as the center of the lower left unit cell.

At the $\Gamma$ point, both 1D and 2D representations are found. Since the $\Delta$ and $\Sigma$ points only exhibit 1D representations, each of the 1D representations $\Gamma_i$ ($i=1,2,3,4$) should connect to a single band at the $\Delta$ or $\Sigma$ point, while the only 2D representation $\Gamma_0$ is connected by two bands. Thus, one can readily identify the frequencies with $\Gamma_0$ representation. Of course, the phonon modes for $\Gamma_0$ must be further verified by the symmetry operations in Table 2 since the accidental degeneracy may occur sometimes. The phonon modes of 1D representation can be determined by examining each phonon mode with the symmetry conditions in Table 2, e.g. $\{C_i^{-} | 0\}$ and $\{\sigma_1 | \tau\}$ are adequate to identify the corresponding 1D representation. For the first
8 bands, only the 1D representations $\Gamma_2$ and $\Gamma_3$ are found, while the other two 1D representations may appear for higher order bands. Figure 5 illustrates the phonon modes represented by the two 1D representations ($\Gamma_2$, $\Gamma_3$) and the 2D representation $\Gamma_5$. The angular frequencies for these phonon modes are chosen as $\bar{\omega} = 94.96$, 150.10, and 63.64 for $\Gamma_2$, $\Gamma_3$, and $\Gamma_5$, respectively. The 2D representation $\Gamma_5$ corresponds to two phonon modes $\phi_{k_1}$ and $\phi_{k_2}$ as shown in Figure 5. Note that we have used the symmetry-adapted phonon modes here and the four constants $c_0$ can be determined from the symmetry conditions (34) for operations $\{C_4^+|0\}$ and $\{\sigma_z|\tau\}$.

The $\Delta$ point is relatively easy to analyze since only two 1D representations exist, i.e. $\Delta_1$ and $\Delta_2$. The only symmetry operation needed to be examined is $\{\sigma_z|\tau\}$ in Table 3. The symmetry condition for each of the representations is $\{\sigma_z|\tau\} \phi_k = \pm \exp(-\alpha \pi i) \phi_k$ with the positive sign for $\Delta_1$ and negative sign for the other. After examining the symmetry condition for the $k$-points of interest, we can determine the representation of each band as shown in Figure 4. There are two compatibility rules helping determine the representations (Sakoda, 2005). At first, the representation $\Gamma_2$ is compatible with $\Delta_2$ while $\Gamma_3$ is compatible with $\Delta_1$. So that the bands connecting $\Gamma_2$ and $\Gamma_3$ can be determined easily. Secondly, the representation $\Gamma_5$ must be connected by two distinct bands $\Delta_1$ and $\Delta_2$. Hence the representations of the two bands are clear once one of them is determined. Another interesting phenomenon observed at the $\Delta$ point is the anticrossing between the 6th and 7th bands. It can be found that both of these two bands are represented by $\Delta_1$, indicating that these two bands must be anticrossing. This feature is very convenient when one generates the dispersion curves from discrete data points since there is no need to refine the $k$-points to determine whether crossing or anticrossing occurs. Typical phonon modes for $\Delta_1$ and $\Delta_2$ are illustrated in Figure 6, where the $\Delta_1$ mode is taken from the 1st band and the $\Delta_2$ mode is from the 2nd band with $k = (\frac{1}{4}, 0)$ for both modes.

The analysis of the $\Sigma$ point is similar to that for $\Delta$. There are only two 1D representations $\Sigma_1$ and $\Sigma_2$ so the symmetry of each phonon mode can be determined by examining the symmetry condition $\{\sigma_x'|\tau\} \phi_k = \pm \exp(-2\alpha \pi i) \phi_k$ in Table 4. Among the first 8 bands, the 1st, 4th, 5th, and 8th bands do not cross with any other bands so their representations can be determined first. However, the remaining four bands are more complicated to analyze since they have crossing points. There are four branches near each of the two crossing points so we need to determine the representation for all branches. Again, the compatibility rules can be utilized. It is found from Table 2 and Table 4 that $\Gamma_2$ and $\Gamma_3$ are compatible to $\Sigma_2$ only. In addition, the 2D representation $\Gamma_5$ should be connected by two distinct bands $\Sigma_1$ and $\Sigma_2$. These rules help
determine the representations of some of the bands. Other bands need to be examined by the symmetry condition. For all the bands at the $\Sigma$ point, band crossing between the $\Sigma_1$ and $\Sigma_2$ bands is observed. Identifying the crossing points is significant for the band sorting purpose. Figure 6 illustrates two typical phonon modes for the $\Sigma_1$ and $\Sigma_2$ bands, where the $\Sigma_1$ and $\Sigma_2$ modes are taken for $\omega = 37.87$ and $\omega = 8.03$, respectively, both at the point $k = (\frac{1}{4}, \frac{1}{4})$.

For the $X$ point at the boundary of the FBZ, only one 2D representation $X_5$ is permissible so it is very easy to label the modes. This also implies that the frequency degeneracy is induced by the 2D representation at $X$ rather than accidental degeneracy. The 2D representation $X_5$ is connected to two distinct 1D representations $\Delta_1$ and $\Delta_2$ at the $\Delta$ point according to the compatibility rule. Two phonon modes $\phi_1$ and $\phi_2$ are illustrated in Figure 7 for the $X$ point, which are drawn from the frequency $\omega = 31.42$. The four constants $c_i$ required by the symmetry-adapted modes are obtained from the symmetry conditions (34) for $\{\sigma_1, \tau\}$ and $\{C_2, 0\}$. For all the phonon modes at the $X$ point, $\phi_k$ is always periodic along the $y$ direction since $\langle E|a_x|\phi_k = 0 \rangle$. However, along the $x$ direction, a lattice translation yields the negative phonon mode $\langle E|a_x|\phi_k = 0 \rangle = -\phi_k$ while another lattice translation brings back the original phonon mode $\langle E|2a_x|\phi_k = 0 \rangle = \phi_k$.

Similar to the $X$ point, all the $Y$ points also have double degeneracies for the frequencies, which are shown in Figure 4. However, unlike the $X$ point with a 2D representation, the $Y$ points only have two permissible 1D representations, indicating that the frequency degeneracy is accidental instead of symmetry-guaranteed. Each of the $X_5$ representation is connected to two distinct 1D representations according to the compatibility rule. Thus for the $Y$ point, the $Y_4$ and $Y_6$ bands always overlap with each other and appear as pairs. In Figure 7 we illustrate two phonon modes with frequency $\omega = 24.81$ at $k = (\frac{1}{4}, \frac{3}{4})$. The four constants $c_i$ generating the symmetry-adapted modes are obtained by applying the symmetry condition (34) for the operation $\{\sigma_1, \tau\}$.

The symmetry of phonon modes at the $M$ point is relatively more complicated than other $k$-points. It is found from Figure 4 that double degeneracy occurs for all frequencies. However, it is not clear whether each degeneracy is induced by accident or the symmetry since there exist four 1D representations and one 2D representation at the $M$ point. Further analysis of the band structure reveals that the frequencies $\omega = 14.86$ and $\omega = 168.57$ always connect to two $\Sigma_2$ bands, indicating that they must be the 1D representations $M_j$ and $M_k$ according to the compatibility rule. Similarly, the frequency $\omega = 52.19$ is connected to two $\Sigma_1$ bands and hence the two phonon modes are $M_5$ and $M_6$. At last, the frequency
\( \omega = 118.80 \) is connected to \( \Sigma_1 \) and \( \Sigma_2 \) so it is possible the 2D representation \( M_9 \), which can be verified by examining the symmetry of the modes. Therefore, all the representations for the \( M \) point are labeled in Figure 4. Typical phonon modes for these five representations are illustrated in Figure 8, where the modes \( M_5 \) and \( M_6 \) are taken at the frequency \( \omega = 52.19 \), the modes \( M_5 \) and \( M_6 \) are taken at \( \omega = 52.19 \), and the two modes for \( M_9 \) are taken at \( \omega = 118.80 \). Since frequency degeneracies always occur, we need to determine the four constants \( c_{ij} \) to generate the symmetry-adapted modes. The symmetry condition (34) is applied for the operation \( \{C_4^+ \mid 0 \} \) to obtain \( c_{ij} \) for the four 1D representations \( M_i \) \((i=1,2,3,4)\), while two operations \( \{ \sigma , \pi \} \) and \( \{C_4^+ \mid 0 \} \) are needed to determine \( c_{ij} \) for the 2D representation \( M_9 \).

5 Symmetry of Periodic Bloch Functions for Interior \( k \)-Points

The symmetry of phonon modes is usually considered for the Bloch waves \( \phi_k = (u, u_x) \), while the symmetry of their periodic term \( \tilde{\phi}_k = (\tilde{u}, \tilde{u}_x) \) is seldom explored. In fact, the small representations based on the periodic Bloch functions \( \tilde{\phi}_k = (\tilde{u}, \tilde{u}_x) \) may exhibit simpler mathematical forms than that for the Bloch waves \( \phi_k = (u, u_x) \), at least for all the interior \( k \)-points within the FBZ. This simplification will actually alleviate the complexity in determining the representation for each mode.

The symmetry of periodic Bloch functions \( \tilde{\phi}_k = (\tilde{u}, \tilde{u}_x) \) for interior \( k \)-points is derived in what follows. Similar to Eq. (9), we can decouple the Bloch wave \( \tilde{\phi}_k = (u, u_x) \) into two terms, as

\[
\tilde{\phi}_k(x) = \tilde{\phi}_k(x)e^{ikx},
\]

where \( \tilde{\phi}_k = (u, u_x) \). Substituting Eq. (35) into Eq. (13) directly will complicate the latter even further due to the existence of the term \( e^{ikx} \). Nonetheless, this is not the case for Eq. (16). After the substitution of Eq. (35) into Eq. (16), it yields

\[
\{ R \mid t \} \tilde{\phi}_k e^{ikx} = e^{ik(x-t)} \sum_{j=1}^{\xi} \tilde{\phi}_j D_{ji}(R) .
\]

The term on the left hand side of (36) is further derived as

\[
\{ R \mid t \} \tilde{\phi}_k e^{ikx} = \{ R \mid t \} \tilde{\phi}_k \cdot \{ R \mid t \} e^{ikx}
\]

\[
= \{ R \mid t \} \tilde{\phi}_k \cdot \exp(\mathbf{k}(R | t)^{-1}x)
\]

\[
= \{ R \mid t \} \tilde{\phi}_k \cdot \exp(\mathbf{kR}^{-1}(x-t))
\]

\[
= \{ R \mid t \} \tilde{\phi}_k \cdot e^{ik(x-t)}
\]

\[
= \{ R \mid t \} \tilde{\phi}_k \cdot e^{ik(x-t)}
\]

19
Note that we have used the fact that $\mathbf{R} \mathbf{k} = \mathbf{k}$ for all the interior $\mathbf{k}$-points when $\{ \mathbf{R} \mathbf{t} \}$ is in $\mathcal{G}^2$. By comparing Eq. (36) and Eq. (37), we can readily conclude that for all the interior $\mathbf{k}$-points,

$$\{ \mathbf{R} \mathbf{t} \} \Phi_{\mathbf{k}} = \sum_{\mathbf{R}} \Phi_{\mathbf{R}} D_{\mathbf{R}}(\mathbf{R}) .$$

Therefore, one can eliminate the phase factor $\exp(-i \mathbf{k} \mathbf{t})$ in Eq. (16) if the periodic Bloch functions $\Phi_{\mathbf{k}} = (\mathbf{\bar{a}}, \mathbf{\bar{a}})_{\mathbf{k}}$ are introduced. The small representation in Eq. (38) is very easy to use since the table of $D_{\mathbf{R}}(\mathbf{R})$ can be found easily. It is emphasized here that the simplification is merely for all the interior $\mathbf{k}$-points. For any boundary $\mathbf{k}$-points, Eq. (38) may not be valid anymore since the relation $\mathbf{R} \mathbf{k} = \mathbf{k} + \mathbf{b}_n$ holds, where $\mathbf{b}_n$ is an arbitrary reciprocal lattice translation vector. In this case, the phase factor won’t be eliminated in Eq. (37) and there is no gain from introducing the periodic Bloch functions.

The $\Gamma$ point is not introduced here anymore since the phonon modes are identical to the periodic Bloch functions in this case, i.e. $\Phi_{\mathbf{k}} = \Phi$ for $\mathbf{k} = \mathbf{0}$. The small representations $D_{\mathbf{R}}$ for the $\Delta$ and $\Sigma$ points are given in Table 8 and Table 9, respectively, if the periodic Bloch functions $\Phi_{\mathbf{k}}$ are chosen as the bases. In fact, Table 8 and Table 9 can be derived from Table 3 and Table 4 by omitting the phase factor $\exp(-i \mathbf{k} \mathbf{t})$. Due to the simplification, it becomes easier to determine the symmetry of each phonon mode by examining the symmetry of its periodic Bloch function. The periodic Bloch functions $\Phi_{\mathbf{k}}$ corresponding to the phonon modes in Figure 6 are presented in Figure 9. The symmetry condition (38) can be verified for the modes in Figure 9 readily by using the $D_{\mathbf{R}}$ shown in Table 8 and Table 9.

6 Conclusions

The phononic band structure of periodic structures with glide symmetry usually exhibits frequency degeneracies at the boundary of the FBZ. This phenomenon is called the sticking-bands effect as a typical feature of nonsymmorphic structures. Elucidating the symmetry of phonon modes and the frequency degeneracies will not only help the band sorting by identifying the band crossing and anticrossing correctly but also facilitate the design and application of these periodic structures. However, the symmetry analysis is usually very challenging since it involves the small representation of nonsymmorphic space/plane groups due to the existence of glide symmetry. To address this issue, this work considers a $p4g$ lattice structure as an example to show the general procedure determining the symmetry and degeneracies of phonon modes for periodic structures with glide symmetry. Different techniques are needed for the $\mathbf{k}$-points inside the FBZ and those at the boundary, where the Herring’s method is used.
Periodic structures in the $p4g$ group have the highest symmetry among the four nonsymmorphic plane groups. A large family of phononic crystals and mechanical metamaterials fall into the $p4g$ group. In this work, the phononic band structure of the $p4g$ lattice structure is obtained for the high symmetry $k$-points in the irreducible FBZ. More importantly, the small representations are tabulated for all the high symmetry $k$-points to analyze the symmetry of the phonon modes. Based on the theory and analysis, the small representation of each phononic band is labeled and typical symmetry-adapted phonon modes are illustrated. It has been found that the frequency degeneracies at the boundary of FBZ can be classified into two types: symmetry-guaranteed degeneracy and accidental degeneracy. The double degeneracies at the $X$ point belong to the former type and only one 2D representation $X_s$ exists. The frequency degeneracies at the $Y$ point belong to the latter type and two 1D representations $Y_x$ and $Y_y$ appear as pairs. As to the $M$ point, both symmetry-guaranteed degeneracy and accidental degeneracy exist for different frequencies and must be analyzed with caution. In addition, the small representations based on the periodic Bloch function bases are derived for interior $k$-points, which show simplified mathematical form by eliminating the phase factors and are more convenient to determine the symmetry of phonon modes compared to the original phonon mode bases.

It is noted that the small representations presented in this work are valid for all periodic structures in the $p4g$ group, not only the sinusoidal lattice. In addition, the method introduced in this work can also be applied to other periodic structures with/out glide symmetry. Actually there are a lot more line/plane/space groups with glide or screw symmetry to be explored in the future. Analyzing the fundamental symmetry behavior of these groups will facilitate the design of novel lattice structures, phononic crystals, wave guides, metamaterials, and among others.

It is worth to mention that the results presented in this work can be applied to the model reduction and bifurcation analysis of structures. The model reduction of structures (Maurin et al., 2017; Zingoni, 2009) usually employs the symmetry to reduce the computational cost and obtain correct results when bifurcation occurs. In addition, the bifurcation analysis of periodic structures (Combescure et al., 2016) involves identifying the buckling modes by using the representations of the corresponding space groups. Therefore, the small representations derived in this work are expected to facilitate the advanced symmetry-based analysis of periodic structures with glide symmetry.
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Tables

Table 1. Point group of the high symmetry k-points for plane group p4g

| location | point group | operations |
|----------|-------------|------------|
| (0,0)    | 4mm         | $E, C'_x, C_x, C'_y, \sigma_x, \sigma_y, \sigma_d, \sigma'_d$ |
| $(\frac{1}{2},0)$ | mm2 | $E, C_x, \sigma_y$ |
| $(\frac{1}{2},\frac{1}{2})$ | 4mm | $E, C'_x, C_y, \sigma_x, \sigma_y, \sigma_d, \sigma'_d$ |
| ($\alpha$,0) | m | $E, \sigma_y$ |
| ($\alpha,\alpha$) | m | $E, \sigma'_d$ |
| $(\frac{1}{2},\alpha)$ | m | $E, \sigma_d$ |

$0 < \alpha < 1/2$

Table 2. Small representation $D^b_n$ at the $\Gamma$ point for plane group p4g

| Label | $E | 0$ | $C_x | 0$ | $C'_x | 0$ | $C'_y | 0$ | $\sigma_x | \tau$ | $\sigma_y | \tau$ | $\sigma_d | \tau$ | $\sigma'_d | \tau$ |
|-------|-----|------|------|------|--------|--------|--------|--------|--------|
| $\Gamma_1$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $\Gamma_2$ | 1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 |
| $\Gamma_3$ | 1 | 1 | -1 | -1 | 1 | 1 | -1 | -1 |
| $\Gamma_4$ | 1 | 1 | -1 | -1 | -1 | -1 | 1 | 1 |
| $\Gamma_5$ | 2 | -2 | 0 | 0 | 0 | 0 | 0 | 0 |

$| i \Lambda | i A | -i \Lambda | -B | B | i C | -i C |

Table 3. Small representation $D^b_n$ at the $\Delta$ point for plane group p4g

| Label | $E | 0$ | $\sigma_x | \tau$ |
|-------|-----|--------|
| $\Delta_1$ | 1 | $\exp(-\alpha \pi i)$ |
| $\Delta_2$ | 1 | $-\exp(-\alpha \pi i)$ |
Table 4. Small representation $D^k_\nu$ at the $\Sigma$ point for plane group $p4g$

| Label | $\{E\}$ | $\{E\}$ | $\{\sigma_\nu^\rho\}

| $\Sigma_1$ | 1 | $\exp(-2\alpha \pi i)$ |  
| $\Sigma_2$ | 1 | $\exp(-2\alpha \pi i)$ |

Table 5. Small representations $D^k_\beta$ at the $X$ point. Note that only the representative elements are given for each coset in Eq. (21).

| Label | $\{E\}$ | $\{E|a_1\}$ | $\{\sigma_\nu\}$ | $\{\sigma_\nu|\tau+a_1\}$ | $\{C_2\}$ | $\{C_2|a_1\}$ | $\{\sigma_\nu|\tau\}$ | $\{\sigma_\nu|\tau+a_1\}$ |
|-------|---------|-------------|-----------------|-------------------|----------|----------------|-----------------|-------------------|
| $X_1$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $X_2$ | 1 | 1 | 1 | 1 | -1 | -1 | 1 | 1 |
| $X_3$ | 1 | 1 | -1 | -1 | 1 | 1 | 1 | 1 |
| $X_4$ | 1 | 1 | -1 | -1 | -1 | 1 | 1 | 1 |
| $X_5$ | 2 | -2 | iA | -iA | -B | B | iC | -iC |

Table 6. Small representations $D^k_\gamma$ at $k = (\frac{1}{2}, \frac{1}{2})$. Note that only the representative elements are given for each coset in Eq. (25).

| Label | $\{E\}$ | $\{\sigma_\nu|\tau\}$ | $\{E|a_1\}$ | $\{E|a_1\}$ | $\{E|a_1\}$ | $\{E|a_1\}$ | $\{\sigma_\nu|\tau+a_1\}$ | $\{\sigma_\nu|\tau+a_1\}$ |
|-------|---------|-----------------|-------------|----------------|----------------|----------------|-------------------|-------------------|
| $Y_1$ | 1 | $\theta|\tau$ | i | $\theta^*$ | -1 | $\theta$ | -1 | $\theta^*$ |
| $Y_2$ | 1 | i | -1 | $\theta^*$ | -i | i | -1 | i |
| $Y_3$ | 1 | $\theta^*$ | -i | $\theta$ | -i | $\theta^*$ | i | -$\theta^*$ |
| $Y_4$ | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 |
| $Y_5$ | 1 | $\theta$ | i | $\theta^*$ | -1 | $\theta$ | -1 | $\theta^*$ |
| $Y_6$ | 1 | i | -1 | $\theta^*$ | -i | i | -1 | i |
| $Y_7$ | 1 | $\theta^*$ | -i | $\theta$ | -i | $\theta^*$ | i | $\theta$ |
| $Y_8$ | 1 | $\theta$ | i | $\theta^*$ | -i | $\theta$ | -i | $\theta^*$ |

$\theta = \exp(i\pi/4), \theta^* = \exp(-i\pi/4)$
Table 7. Small representations $D^k_\mu$ at the $M$ point. Note that only the representative elements are given for each coset in Eq. (28).

| Label | $\{E|0\}$ | $\{C_2|0\}$ | $\{C'_2|0\}$ | $\{C_4|0\}$ | $\{\sigma_x|\tau\}$ | $\{\sigma_y|\tau\}$ | $\{\sigma_z|\tau\}$ | $\{E|a_1\}$ | $\{C_2|a_1\}$ | $\{C'_2|a_1\}$ | $\{\sigma_x|\tau+a_1\}$ | $\{\sigma_y|\tau+a_1\}$ | $\{\sigma_z|\tau+a_1\}$ |
|-------|-----------|-------------|-------------|-------------|------------------|------------------|------------------|----------------|----------------|-------------|------------------|------------------|------------------|
| $M_1$ | 1         | 1           | 1           | 1           | 1                | 1                | 1                | 1              | 1              | 1            | 1                | 1                | 1                |
| $M_2$ | 1         | 1           | -1          | -1          | 1                | -1               | -1               | 1              | -1             | 1            | 1                | 1                | 1                |
| $M_3$ | 1         | 1           | -1          | -1          | 1                | 1                | 1                | 1              | -1             | -1           | 1                | 1                | 1                |
| $M_4$ | 1         | -1          | 1           | -1          | 1                | -1               | 1                | -1             | 1              | -1           | 1                | 1                | -1               |
| $M_5$ | 1         | -1          | 1           | -1          | i                | -i               | i                | -i             | i              | -i           | 1                | 1                | -1               |
| $M_6$ | 1         | 1           | -1          | -i          | i                | -i               | i                | -i             | i              | -i           | 1                | 1                | -1               |
| $M_7$ | 1         | -1          | -i          | i           | i                | -i               | -1              | 1              | i              | i            | 1                | 1                | 1                |
| $M_8$ | 1         | -1          | -i          | i           | -i               | 1                | -1              | 1              | -i             | 1            | 0                | 0                | 0                |
| $M_{10}$ | 2       | 0           | 0           | 0           | 0                | 0                | 0                | 0              | 0              | 0            | 0                | 0                | 0                |
| $M_{10}$ | 2      | -2          | 0           | 0           | 0                | 0                | 0                | 0              | 2              | 2            | 0                | 0                | 0                |

Table 8. Small representation $D_{\nu\mu}$ at the $\Delta$ point when the periodic Bloch function is used.

| Label | $\{E|0\}$ | $\{\sigma_x|\tau\}$ |
|-------|------------|---------------------|
| $\Delta_1$ | 1         | 1                   |
| $\Delta_2$ | 1         | -1                  |

Table 9. Small representation $D_{\nu\mu}$ at the $\Sigma$ point when the periodic Bloch function is used.

| Label | $\{E|0\}$ | $\{\sigma_x'|\tau\}$ |
|-------|------------|---------------------|
| $\Sigma_1$ | 1         | 1                   |
| $\Sigma_2$ | 1         | -1                  |
Figure Captions

Figure 1. Schematic illustrations of some representative structures with glide symmetry. (a) Hinged rotating squares. (b) Porous sheet. (c) Sinusoidal lattice. (d) Anti-tetrachiral structure. (e) Undulating structure. (f) ‘Anti-rolls’ buckling mode of honeycomb structures. The four structures in (a)-(d) belong to the plane group $p4g$, while the structures in (e) and (f) are in the Frieze group $p2mg$ and plane group $pgg$, respectively. The graphs in (c) and (f) are reproduced from (Haghpanah et al., 2014).

Figure 2. Sinusoidal lattice structure with glide symmetry. Both primitive and non-primitive unit cells are sketched by using dotted lines. In this work, we adopt the primitive unit cell for the analysis.

Figure 3. Unit cells in the real and $\mathbf{k}$-space. (a) Symmetry operations of the lattice structure in the real space. A total of four types of glide symmetry exist for this structure. (b) The FBZ and irreducible FBZ (shaded area) in the $\mathbf{k}$-space. The reciprocal lattice vectors are indicated as $\mathbf{b}_1$ and $\mathbf{b}_2$, respectively.

Figure 4. Phononic band structure of the $p4g$ lattice structure in the irreducible FBZ. The type of small representation is labelled for each band to show the symmetry of the corresponding phonon modes. Each band is depicted in a different color. Double degeneracies can be found at the center and boundary of the FBZ.

Figure 5. Phonon modes with different representations at $\Gamma$ point. The undeformed lattice structure is indicated by dashed curves while the phonon modes are depicted by solid curves. The phonon modes are periodic for each unit cell at the $\Gamma$ point.

Figure 6. Phonon modes with different representations at the $\Delta$ and $\Sigma$ points.

Figure 7. Phonon modes with different representations at the $X$ and $Y$ points.

Figure 8. Phonon modes with different representations at the $M$ point.

Figure 9. Periodic Bloch functions of the phonon modes at the $\Delta$ and $\Sigma$ points.
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