A density-matrix renormalization group Study of one-dimensional incommensurate quantum Frenkel-Kontorova model
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In this paper, the one-dimensional incommensurate quantum Frenkel-Kontorova model is investigated by a density-matrix renormalization group algorithm. Special attention is given to the entanglement and the ground state energy. The energy gap between the ground state and the first excited is also calculated. From all the numerical results, we have observed an obvious property changes from the pinned state to the sliding one as the quantum fluctuation is increased. But no expected quantum critical point can be justified by the present data.

1. Introduction

The Frenkel-Kontorova (FK) model describes a chain of interacting particles in the presence of an external periodic potential, which first appeared in 1938.\textsuperscript{1–3} As a discrete model, the classical FK model is non-integrable and has been used as a generic tool to study many nonlinear effects such as chaos, kinks and breathers since 1970’s.\textsuperscript{4}

Besides nonlinearity, another important feature of this model is the competition between two length scales: one is the average distance between the neighboring particles and the other is the length of the spacial period of the external potential. This competition can lead to quite interesting phenomena. For example, if the ratio of the two length scales is a rational number, the system is said to be commensurate and is always in a pinned state. Otherwise, it is incommensurate and there is a threshold $K_c$. For $K > K_c$, the particles are pinned and for $K < K_c$, they are depinned and can slide along the external potential.\textsuperscript{4}

The above scenario will be changed once we go to the quantum regime. Intuitively, it should be expected that, for a classically pinned state, if the quantum fluctuation is high
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enough, it will get depinned and become a sliding one. This has been numerically testified as early as 1989 by Borgonovi\textsuperscript{5} for the incommensurate case, where the classical ground state is characterized by the fractal devils staircase. Since then, there have been some papers devoted to this problem by Monte Carlo or variation methods.\textsuperscript{6–13} But due to the complexities related to the many body calculations, the corresponding investigations progress slowly. Since 2001, there are only a few papers devoted to this problem. For example, in 2003, Zhirov explored the tunneling properties by using path integral Monte Carlo method and put forward a ”instanton glass state”, which can change to a sliding state through a second-order quantum phase transition (QPT).\textsuperscript{14} In 2006, we developed a density-matrix renormalization group (DMRG) algorithm upon quantum FK model and have obtained much cleaner numerical results about the saw-tooth map, the coordinate correlations and the delocalization effect.\textsuperscript{15} Through all these work, it has been shown that there are at least two kinds of different states for the quantum FK model. One is the pinned state and the other is the sliding state. The remaining question is what is the other properties of these states and how they help to clarify the essence of the phase transitions.

In this paper, we will use the quantum entanglement, the ground state energy and the energy gap between the ground state and the first excited state to explore more deeply how the state changes as we increase the quantum fluctuations. As we know, the entanglement is often taken as a physical resource for quantum communications and computations. Another well-known characteristic of entanglement lies in its critical behavior near QPT point.\textsuperscript{16} Since 2000, there have been a lot of work demonstrating the application of entanglement as an auxiliary signature of QPT.\textsuperscript{17–21} Moreover, the energy of the ground state and the low excited states are also very important in understanding the QPT. Generally, these quantities are not easy to be calculated for the quantum FK model because the number of classcially excited equilibrium configurations is very huge and the band gap is exponentially small as the system size is increased.\textsuperscript{14,22–24} But as we know, through the development in the past two decades since 1992,\textsuperscript{25} DMRG has become one of the most efficient methods in dealing with the low-dimension strongly correlated quantum systems.\textsuperscript{26} Hence, we will use the DMRG algorithm to do the calculations as in Ref.\textsuperscript{15}

In the following, we will first briefly review the model in order to introduce the notations and gives the main ideas of DRMG method to make the paper self-contained. Then the numerical results of entanglement and energies will be presented and analyzed. The final section is the summary.
Fig. 1. Schematic diagram of the FK model with finite size. A chain of \( N + 2 \) particles connect by springs is subjected to the action of an external periodic potential. The length of the chain is \( L \). The average distance between neighboring particles and the external potential period are \( a = \frac{L}{N+1} \) and \( b \) respectively. 

\[
a/b = \frac{\sqrt{5} - 1}{2} \approx 1/2, 2/3, 3/5, \cdots
\]

2. Model

Fig. (1) presents a schematic diagram for the one-dimensional quantum FK model. The total number of particles is \( N + 2 \). By using the fixed boundary conditions with \( x_0 = 0 \), \( x_{N+1} = (N+1)a \), we can express the quantum Hamiltonian as,

\[
\hat{H} = \sum_{i=1}^{N} \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x_i^2} + \frac{k}{2}(\hat{x}_{i+1} - \hat{x}_i - a)^2 - V \cos(\frac{2\pi}{b} \hat{x}_i) \right],
\]

where \( \hbar \) is the Planck constant, \( k \) is the elastic constant and \( V \) is the potential amplitude. \( a \) and \( b \) are the average distance between the particles and the spacial period of the external potential, respectively.

By defining the wave number of the external potential, \( q_0 = \frac{2\pi}{b} \), we can introduce the following dimensionless parameters,

\[
\hat{X}_i = q_0 \hat{x}_i, \mu = q_0 a, \hat{U}_i = \hat{X}_i - i \mu, \\
K = V \frac{q_0^2}{k}, \hat{h} = \frac{q_0^2}{\sqrt{mk}}, \hat{H}' = \frac{q_0^2}{k} \hat{H}.
\]

Then Eq. (1) can be rewritten in a dimensionless form,

\[
\hat{H}' = \sum_{i=1}^{N} \left[ -\frac{\hat{h}^2}{2} \frac{\partial^2}{\partial U_i^2} + \frac{1}{2}(\hat{U}_{i+1} - \hat{U}_i)^2 - K \cos(\hat{U}_i + i \mu) \right].
\]

Next, to rewrite the above Hamiltonian in a second-quantized form, the following transformations are used,

\[
\hat{U}_i = \frac{1}{\sqrt{2}} \frac{\sqrt{h}}{\sqrt{2}} (\hat{a}_i^\dagger + \hat{a}_i), \hat{P}_i = \frac{\partial}{\partial U_i} = -\frac{1}{\sqrt{2}} \frac{\sqrt{h}}{\sqrt{2}} (\hat{a}_i^\dagger - \hat{a}_i).
\]

where \( \hat{a}_i^\dagger \) and \( \hat{a}_i \) are the annihilation and creation operators satisfying 

\[
[\hat{a}_i, \hat{a}_j^\dagger] = \delta_{ij}, [\hat{a}_i, \hat{a}_j] = 0.
\]
Then, 
\[ \hat{H}' = \sqrt{2\hbar} \sum_{i=1}^{N} \left\{ (\hat{a}_i^\dagger \hat{a}_i + \frac{1}{2}) - \frac{K}{\sqrt{2\hbar}} \cos \left( \frac{1}{\sqrt{2}} \sqrt{\frac{\hbar}{2}} \left( \hat{a}_i^\dagger + \hat{a}_i \right) + i\mu \right) \right\} \]
\[- \sqrt{2\hbar} \sum_{i=1}^{N} (\hat{a}_i^\dagger + \hat{a}_i)(\hat{a}_{i+1}^\dagger + \hat{a}_{i+1}). \]

It is obvious that there are three independent parameters in the above equations, namely \( \hbar \), \( K \) and \( \mu \). The first one is the effective Plank constant, denoting the quantum fluctuation. The second measures the strength of external potential. These two scaleless effective parameters can be varied by changing the elastic constant, particle mass and the magnitude of external potential. The third independent parameter \( \frac{\mu}{2\pi} = a/b \) denotes the commensurability property of system. In this paper, we are interested in the incommensurate case and take \( \frac{\mu}{2\pi} \) to be the famous golden mean ratio, \( (\sqrt{5} - 1)/2 \). Numerically, it is impossible to realize a true irrational number on the digital computers. So we will use Fibonacci series to approximate \( (\sqrt{5} - 1)/2 \), which means,

\[ \frac{a}{b} = \frac{L}{N + 1} = \frac{\sqrt{5} - 1}{2} \approx \frac{N_1}{N_2} = \frac{2}{3}, \frac{3}{5}, \frac{5}{8}, \frac{8}{13}, \frac{13}{21}, \frac{21}{34}, \frac{34}{55}, \cdots \] (6)

where \( L = N_1 b = N_2 a \) is the length of the chain. Hence for a finite size system, we will take \( N = N_2 - 1 \) systematically in order to obtain convergent results, i.e. \( N = 1, 2, 4, 7, 12, 20, 33, 54, \cdots \). In this way, it can be guaranteed that if all the particles are evenly distributed along the external potential, none will occupy the same location after the chain is folded into the region of one spatial period except the two particles on the boundary. Now we are in a good starting position to carry out the DMRG algorithm with fixed boundary condition, which makes it extremely convenient to carry out DMRG algorithm with fixed boundary condition. As to the concrete steps of the algorithm realization on quantum FK model, they has been well explained in Ref.15 In the next section, we will present the main steps to realize the DMRG algorithm in order to make the paper self-contained.

3. DMRG Method

The main idea of the DMRG algorithm is to truncate the Hilbert space by the reduced density matrix calculated from the targeted wave function.\(^{27}\) We will use Fig. 2 to explain how this technique works. Firstly, let us cut the Hilbert space dimension for each particle to be \( n \) with the bare bases \( \phi_i (i = 1, \cdots, n) \) to be the \( n \) energy levels of \( H_{0i} \), i.e.

\[ \hat{H}_{i0}' = \sqrt{2\hbar} \left( \frac{\hat{a}_i^\dagger \hat{a}_i + 1}{2} \right) - K \cos \left[ \frac{1}{\sqrt{2}} \sqrt{\frac{\hbar}{2}} \left( \hat{a}_i^\dagger + \hat{a}_i \right) + i\mu \right] \] (7)
As a starting point, the effective bases for the left and right blocks shown in Fig. 2 are assumed to have been found as $\psi^L_i$ and $\psi^R_i$ ($i = 1, \cdots, n$), respectively. Our aim is to find $n$ optimal bases for the system block composed of the left block $L$ and the left central particle $C_L$ with the environment block composed of the right block $R$ and the right central particle $C_R$. Once this aim is realized, we can repeat this process to expand the new left blocks by one site each time until it includes all the left $N-2$ particles. Then by swapping the role of the system block and the environment one, the same process will be repeated from the right-hand side to the right. In this way, we can obtain the updated optimal bases for all the right blocks under the new environment blocks. This sweeping process will be iterated until the required convergence is reached.

The key to the success of DMRG algorithm is how to find the $n$ optimal bases for the system block. Take the ground-state wave function as an example. It has been proved\(^\text{25}\) that the $n$ optimal bases can be chosen as the eigenfunctions of the following reduced density matrix with the largest $n$ eigenvalues,

$$\rho_{\text{system block}} = Tr (|\psi\rangle \langle \psi|),$$

where $Tr$ denotes the trace over bases of the environment blocks $|\phi^R_i \rangle |\phi^R_j \rangle (i, j = 1, \cdots, n)$ and $|\psi\rangle$ is the targeted ground state wave function of the superblock Hamiltonian composed of both the system and the environment blocks. After the $n$ optimal bases are acquired, the dimension of the system block will be truncated from $n^2$ to $n$. The error will be proportional to the sum of the omitted eigenvalues of the reduced density matrix $\rho_{\text{system block}}$. Normally it is quite small. In FK model, it can be kept below $10^{-10}$ if $n = 8$ is used. Once the $n$ optimal bases are decided, they will be used to reconstruct all the operators of the system block and also the new Hamiltonian in the next step. The energy gap is calculated similarly so long as we target both the ground state and the first excited wave functions at the same time.
Fig. 3. Variations of the single-site entanglement against the external potential $K$ with $\hbar = 1$ in (a) and the quantum fluctuation $\hbar$ with $K=5$ in (b). The ordinate axis denotes the ordinal number of the particles. For the system size, $N = 20$.

The above procedures are generic to all the DMRG algorithm. When applying them to FK model, we need to make two revisions in order to deal with the huge Hilbert space related to the bosonic system. One is the omission of the central particle $C_R$ because the calculation is too intensive if it is included. The other is related to the truncation of the local Hilbert space of $C_L$. A feeding process based upon higher energy levels has been designed to improve the truncation efficiency. It has been well explained in Ref. [15] and will not be repeated here.

4. RESULTS AND DISCUSSION

4.1 Entanglement

Quantum entanglement, characterized as a quantum superposition, is a miracle in modern physics. It is considered as a potential resource which has been widely applied in quantum communications and quantum information processings. In QPT, it can be taken as an order parameter.

To provide a quantitative measure of the entanglement here, we will use the von Neumann entropy, which is defined as,

$$ S = -tr(\rho \ln \rho), $$

where $\rho$ is the density matrix for the interested state and $tr$ denotes the trace. In our work, the single-particle entanglement will be calculated, which is obtained by using,

$$ S_i = -tr(\rho_i \ln \rho_i), $$

in which $\rho_i = Tr_i |\Psi\rangle \langle \Psi| \rho$ with $|\Psi\rangle$ to be the ground state wave function calculated by DMRG
method. The subscription in $Tr_i$ means the tracing over all the particle space except the $i$th one.

We first fix the parameter $\tilde{\hbar} = 1$ and then study the entanglement dependence upon $K$. The results are given in Fig. 3 (a). It is obvious that the entanglement gets smaller and smaller with the increase of $K$. This vividly demonstrates the pinning property of the external potential. As we know, for $\tilde{\hbar} = 0$, FK model reduces to a chain of harmonic oscillators and each particle is entangled with the rest of the system. As a whole, the harmonic chain can slide freely. Once the external potential is imposed, the particles will tend to be locked in the potential valley and at the same time, the entanglement will decrease. When the entanglement approaches zero, the whole system will change to a pinned state. In classical regime with $\hbar = 0$, there is a clear transition point with $K_c = 0.971635 \cdots$, called Transition by Breaking of Analyticity (TBA).\textsuperscript{28–30} Here in quantum regime, with $\tilde{\hbar} = 1$, this transition point seems to be smeared out by the quantum fluctuations. We can only observe a continuous state change around $K = 5 \sim 7$. Compared with the classical threshold values $K_c = 0.971635 \cdots$ to lock the particles, this means higher external potential is needed to pin the chain.

The results for the influence of $\tilde{\hbar}$ upon the entanglement with $K = 5$ are shown in Fig. 3 (b). Classically, the system is in a pinned state and no entanglement exists. As we increase $\tilde{\hbar}$, the quantum fluctuations will help to entangle different parts of the chain. Once $\tilde{\hbar}$ approaches some threshold value, all the particles will be entangled to the rest of the system. This is quite similar to the particle correlations studied in Ref.\textsuperscript{15} It is quite understandable since entanglement is just a special kind of quantum correlation. To check the critical properties of the transition from pinned state to sliding state, we have tried to make use of the average entanglement,

$$S_E = \frac{1}{N} \sum_{i=1}^{N} S_i.$$  \hspace{1cm} (11)

It is found that $S_E$ varies continuously with $\tilde{\hbar}$. But unfortunately, with finite-size scaling technique as we have used in Ref.,\textsuperscript{18} no collapse with different sizes can be acquired. That means no convergence of $S_e$ with $N$ can be acquired. The transition is more like a crossover around $\tilde{\hbar} \approx 1 \sim 2$, i.e. the system seems to go through a continuous "melting" process from pinned state to a sliding one with no critical point. This is in contrast to the Zhirov’s finding.\textsuperscript{14} He claims the transition to be a continuous critical phase transition. Since we are using different order parameters, we still need more work to verify the essence of this transition.
Anyway, the quantum fluctuation and the external potential are two competing factors influencing the local entanglement. They will decide together whether the system is in a pinned or sliding state.

4.2 Ground state energy

For a classical system, all physical quantities can be precisely determined simultaneously. But for a quantum mechanical system, they have to observe Heisenberg’s uncertainty principle, which will make the quantum state have some novel properties. For example, the energy of a quantum harmonic oscillator in the ground state is not zero at all due to the quantum fluctuations. The same thing happens in quantum FK model. Classically, in a pinned state, the particles are localized by the Peierls-Nabarro potential and the ground energy is always negative if the correspond harmonic chain energy is set as zero. But if the quantum fluctuations is introduced, the ground state energy will increase with $\hbar$. During this process, the particles could overcome the Peierls-Nabarro barrier at some threshold value and become de-pinned. Hence the ground state energy is also a very important quantity to demonstrate the state transition from pinned state to sliding one.

Fig.4(a) gives the dependence of the ground state energy $E_0$ of both the FK model and an harmonic chain upon $\hbar$. From the figure, we can see two quantum effects. Firstly, $E_0$ increases with $\hbar$. This is easily understandable due to the increase of the quantum-fluctuation-induced kinetic energy. Secondly, the energy difference gets smaller and smaller with the accretion of the quantum fluctuation, which implicates that the FK model behaves more and more like an effective harmonic chain. It is also interesting to note that the ground state energy of the FK model will be zero at a point near $\hbar \approx 2$, which is also the transition point obtained by Zhirov\textsuperscript{14} for the transition from instant glass state to a sliding one. To get more information around this point, we also calculates the first and second derivative of $E_0$ with respect to $\hbar$ in
Fig. 5. (a) The same as in Fig. (4) but for different system sizes. (b) Dependence of the energy gap between the ground state and the first excited state upon the quantum fluctuation for different system sizes. The legend denotes the total number of sites or particles. The parameter is $K = 5$.

Fig. 4(b) and (c), respectively. It is obvious that in Fig. 4(c) there is a minima at $\tilde{\hbar} \approx 2$, which can be regarded as a signature of a phase change from pinned state to a sliding one.

In order to understand the physical properties of the above-mentioned phase change, we have also made the calculation of the ground state energy with different system sizes. The results are displayed in Fig. 5(a). It is marvelous to see that all lines pass though the same point at $\tilde{\hbar} \approx 2$. This gives strong implications over the types of the phase changes to be a continuous QPT. But unfortunately once again, no matter how hard we try with the finite-size scaling technique, these curves just don’t collapse onto one curve. So we are still quite hesitated to claim the phase transition here as a critical phenomenon. To explore more deeply into this issue, next we will go to study the energy gap of the system.

4.3 Energy gap

The structure of the energy levels in the incommensurate classical FK model is quite complicated since there are a huge amount of meta stable configurations very close to the ground state, especially for a long chain. As the band gap between the ground state and the lowest excited state is extremely small, the FK model will be unstable when it is perturbed.
Fig. 6. (a) and (b) give the first-order and second-order derivative of the energy gap with respect to $\tilde{\hbar}$ with $K = 5$, respectively. For system size, $N = 54$. The inset in (a) depicts the dependence of of the energy gap between the ground state and the first excited state upon the quantum fluctuation.

Hence the quantum fluctuations can exert a strong influence on the classical energy levels. Luckily, DMRG can give a very precise calculation of the energy gap between the ground state and the first excited state, although the amount of calculation is very huge.

Fig. 6 gives the energy gap $\Delta E_{12}$ together with its first- and second-order derivatives over $\hbar$. As can be seen from Fig. 6(a), the curve changes to a straight line when $\tilde{\hbar} > 2$. The variation is just like that of a harmonic chain, whose energy gap can be analytically expressed as $\Delta E_{12} = \tilde{\hbar} \cdot \sin[\pi/(N + 1)]$, which obviously has a linear dependence upon $\tilde{\hbar}$. This once again shows the similarity between the FK model in the sliding phase and the harmonic chain. Here again, no critical property of $\Delta E_{12}$ can be justified either by the finite-size scaling. But another phenomenon takes our attention, namely, in Fig. 6(c), the second-order derivative demonstrates strong oscillations between $\tilde{\hbar} \sim 1$ and $\tilde{\hbar} \sim 2$. Hence $\tilde{\hbar} \sim 1$ seems also to be a special point here. By looking backward to all the above numerical results together with the data we once got before, we might be able to say that there potentially exist three phases: the pinned phase when $\tilde{\hbar} < 1$, the sliding phase when $\tilde{\hbar} > 2$ and a crossover phase when $1 < \tilde{\hbar} < 2$. And for the physical quantities we have investigated in this paper, no critical property can be justified.

5. SUMMARY

In summary, we have investigated three physical quantities of the quantum one-dimensional incommensurate Frenkel-Kontorova model by a DMRG algorithm. They are the entanglement and energy of the ground state and the energy gap between the ground state and the first excited state. Their dependence upon the quantum fluctuations are explored in details, which points to the existence of three kinds of phases: the conventional pinned and sliding phases and the crossover phase in between. For $K = 5$, the transition happens at $\tilde{\hbar} \approx 1$ and $\tilde{\hbar} \approx 2$. By finite-size scaling technique, no critical property of the studied quantities can be
justified in the present work. Our future work will focus upon looking for a more proper order parameter to describe the three phases. Moreover by checking the dynamics of this model\textsuperscript{31}) might also help to elucidate the essence of these phase changes.
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