Optical Depth Estimates and Effective Critical Densities of Dense Gas Tracers in the Inner Parts of Nearby Galaxy Discs
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ABSTRACT

High critical density molecular lines like HCN (1-0) or HCO⁺ (1-0) represent our best tool to study currently star-forming, dense molecular gas at extragalactic distances. The optical depth of these lines is a key ingredient to estimate the effective density required to excite emission. However, constraints on this quantity are even scarcer in the literature than measurements of the high density tracers themselves. Here, we combine new observations of HCN, HCO⁺ and HNC (1-0) and their optically thin isotopologues H₁³CN, H₁³CO⁺ and HN₁³C (1-0) to measure isotopologue line ratios. We use IRAM 30-m observations from the large program EMPIRE and new ALMA observations, which together target 6 nearby star-forming galaxies. Using spectral stacking techniques, we calculate or place strong upper limits on the HCN/H₁³CN, HCO⁺/H₁³CO⁺ and HNC/HN₁³C line ratios in the inner parts of these galaxies. Under simple assumptions, we use these to estimate the optical depths of HCN (1-0) and HCO⁺ (1-0) to be \( \tau \sim 2-11 \) in the active, inner regions of our targets. The critical densities are consequently lowered to values between \( 5-20 \times 10^5 \), \( 1-3 \times 10^5 \) and \( 9 \times 10^4 \) cm\(^{-3}\) for HCN, HCO⁺ and HNC, respectively. We study the impact of having different beam-filling factors, \( \eta \), on these estimates and find that the effective critical densities decrease by a factor of \( \eta^{12} \). A comparison to existing work in NGC 5194 and NGC 253 shows HCN/H₁³CN and HCO⁺/H₁³CO⁺ ratios in agreement with our measurements within the uncertainties. The same is true for studies in other environments such as the Galactic Centre or nuclear regions of AGN-dominated nearby galaxies.
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1 INTRODUCTION

Most studies of the molecular gas in nearby galaxies have focused on the lower-J carbon monoxide (CO) transitions, as these are the brightest molecular lines in other galaxies and are essential to characterise their total molecular masses and their dynamical properties (Kennicutt & Evans 2012). However stars form out of physically small (∼0.1–1 pc) structures made primarily of dense molecular gas. Thus, CO spectroscopy alone is not sufficient to constrain the physical properties of the actual star-forming, molecular gas with densities \( n_{\text{H}_2} > 10^4 \text{ cm}^{-3} \); observations of tracers with higher critical densities are necessary.

These immediately star-forming structures remain too small to resolve in external galaxies. In particular, they are most easily studied using lines that preferentially select the dense, star-forming material. The low-J transitions HCN, HCO+, and HNC are among the brightest of these high critical density lines and can now be studied in other galaxies. These kind of observations are very challenging due to the faintness of these molecules and they have been mostly studied in regions of active star formation in the Milky Way (e.g., Lada & Lada 2003; Wu et al. 2005; Heiderman et al. 2010; Lada, Lombardi & Alves 2010; Andre et al. 2014; Stephens et al. 2010), including the Galactic Centre (e.g., Marr, Wright & Backer 1993; Christopher et al. 2005; Riquelme et al. 2010; Battisti & Heyer 2013; Harada et al. 2015). Only a few nearby galaxies have been analysed using multi-line datasets of dense gas tracers. These are often individual pointings of bright galaxy centres (e.g., Gao & Solomon 2004; Graciá-Carpio et al. 2000, 2008; Bussmann et al. 2008; Krips et al. 2008; García-Burillo et al. 2012), which have recently been expanded to cover the discs of star-forming galaxies (e.g., Buchbender et al. 2013; Usero et al. 2015; Schirm et al. 2016; Meier et al. 2015).

Emission of common dense gas tracers like \( ^{13}\text{C} \)CN, \( ^{13}\text{C} \)CO+ and \( ^{12}\text{C} \)CN is often found to be optically thick. This leads to line trapping effects that allow the lines to be excited at lower densities than one would naively assume; at high optical depth, the critical density scales linearly with the inverse of the opacity for any optically thick line. That is, the density of gas traced by dense gas tracers depends on their optical depth. As a result, knowing the optical depth of lines like HCN (1-0) and HCO+ (1-0) is essential to estimating the masses and density structure of the dense interstellar medium (ISM).

A good observational way to test the opacity of dense gas tracers is to combine observations of the main dense gas tracing lines with those of their rarer isotopologues, e.g., those that include \( ^{13}\text{C} \) instead of \( ^{12}\text{C} \). These lines, e.g., \( ^{13}\text{C} \)CN and \( ^{13}\text{C} \)CO+, are usually optically thin because the molecules are less abundant by the isotopic ratio. Combined with few simplifying assumptions, the ratio of, e.g., \( ^{13}\text{C} \)CN (1-0) to \( ^{12}\text{C} \)CN (1-0) offers the prospect to test the opacity of dense gas tracers and so to help quantify the density to which these lines are sensitive.

The obstacle to such measurements is the faintness of emission from dense gas tracer isotopologues. As a result, these have been detected only within few very nearby galaxies (Henkel et al. 1998; Chin et al. 1998; Wang et al. 2004; Aladro et al. 2013). In this paper, we use new data from the IRAM 30-m telescope and the Atacama Large Millimeter/submillimeter Array (ALMA) to make new measurements of these line ratios and use them to constrain the optical depth of dense gas tracers. We rely on two main data sets: whole disc mapping of NGC 5194 first presented in Bigiel et al. (2016) (see Section 2) and ALMA observations of four nearby star-forming galaxies: NGC 3351, NGC 3627, NGC 4254, NGC 4321 presented in detail by Gallagher, Leroy et al. (in prep.). We supplement these with observations of the nuclear starburst in NGC 253 (Bolatto et al. 2013), see Section 2.2 All of these observations targeted both dense gas tracers and optically thin isotopologues. The properties of each target can be found in Table 2.

Beyond improving our general knowledge of dense gas tracers, a specific motivation of this study is to complement the IRAM large program EMPIRE ("EMIR Multiline Probe of the ISM Regulating Galaxy Evolution", Bigiel et al. in prep.). This survey, which first results are presented in Bigiel et al. (2016), is the first multi-line mapping survey that targets both dense gas (e.g., HCN, HCO+, HNC) and total gas (\( ^{12}\text{CO} \), \( ^{13}\text{CO} \), \( ^{12}\text{CO} \)) tracers across the whole area of a sample of nearby star-forming galaxies.

The paper is structured as follows. We describe the data in Section 2, including the details of data reduction and uncertainty calculations. We present the methods used to analyse the spectra in Section 3 and the main results are shown in Section 4 and are discussed in Section 5. Finally, we summarise our main conclusions in Section 6. Throughout the paper, we will refer to the \( ^{12}\text{C} \) isotopologues without special notation, e.g., HCN, etc., and mention explicitly if we refer to their isotopologues composed of other carbon isotopes.

2 OBSERVATIONS AND DATA REDUCTION

2.1 IRAM 30m Observations of NGC 5194

NGC 5194 or M51 is a nearby spiral galaxy (SAbc) at a distance of 7.6 Mpc (Ciardullo et al. 2002). It was mapped with the IRAM 30-m telescope at Pico Veleta over the course of 75 hours spread across seven runs during July and August 2012. The EMIR (Carter et al. 2012) band E090 receiver was used in the dual polarisation mode to map the emission from several high density tracers. We reached a sensitivity value of RMS(T\(_{\text{mb}}\))= 2.3 mK. The observations cover the whole active area of M51 and a frequency range of ~86-106 GHz. This range covers HCN (1-0), HCO+ (1-0), and HNC (1-0), as well as the analogous transitions from their rarer isotopologues \( ^{13}\text{C} \)CN (1-0), \( ^{13}\text{C} \)CO+ (1-0), and \( ^{12}\text{C} \)CN (1-0). More information about the observations, e.g., detailed frequency settings, integration time and system noise temperatures can be found in Bigiel et al. (2016).

All the scans were combined and exported using the GILDAS/CLASS software\(^1\), which was also used for further analysis including linear baseline subtraction, smoothing, and flux measurements. The data were convolved to a common resolution of 28′, which corresponds to 1.0 kpc linear resolution at the distance of M51. This means that our observations average together the emission from many giant clouds.

\(^1\) http://www.iram.fr/IRAMFR/GILDAS; for more information see Pety 2005
Table 1. Properties of observed molecular lines

| Name     | Transition | Rest frequency (GHz) | $E/k$ (K) | $n_{\text{crit}}$ (cm$^{-3}$) |
|----------|------------|----------------------|-----------|-------------------------------|
| $^{13}$CO | 1-0        | 110.20               | 5.29      | $6.5 \times 10^2$            |
| HCN      | 1-0        | 88.63                | 4.25      | $5.0 \times 10^6$            |
| HNC      | 1-0        | 90.66                | 4.30      | $1.2 \times 10^6$            |
| HCO$^+$  | 1-0        | 89.19                | 4.28      | $7.4 \times 10^5$            |
| $^{13}$CN | 1-0        | 86.34                | 4.14      | $9.7 \times 10^5$            |
| $^{13}$CO$^+$ | 1-0       | 86.75                | 4.16      | $6.7 \times 10^5$            |
| HN$^{13}$C | 1-0        | 87.09                | 4.18      | $1.2 \times 10^6$            |

The critical densities were computed assuming optically thin transition lines for an excitation temperature of 20K. The collision rates are adapted from the Leiden LAMDA database, except for $^{13}$HCN and HN$^{13}$C the collisional coefficients for HCN and HNC from Dumouchel, Faure & Lique (2010) were used. For $^{13}$HCO$^+$ the collisional coefficients of HCO$^+$ from Flower (1999) were used.

molecular clouds (GMCs). The final velocity resolution after smoothing is 4 km s$^{-1}$. The uncertainties in the fluxes are estimated by means of the RMS per channel of width $dv$ within the signal-free parts of the spectra and multiplying this value by the square root of the number of channels covered by each line. We note that the receiver setup for the other 8 EMPIRE galaxies is slightly different to the one used for M51 and did not cover the $^{13}$C isotopologues.

2.2 ALMA observations of NGC 3351, NGC 3627, NGC 4254, NGC 4321 and NGC 253

We also study four galaxies, NGC 3351, NGC 3627, NGC 4254 and NGC 4321, which were observed during ALMA’s Cycle 2 campaign (Gallagher, Leroy et al. in prep.). These observations covered the molecular lines listed in Table 1 except for HN$^{13}$C. The data were processed using the ALMA pipeline and the CASA software (McMullin et al. 2007), with details presented in Gallagher et al. (in prep.). After calibration, the data were continuum subtracted and then imaged into separate data cubes for each line. We reached a sensitivity value of RMS(T$_{\text{mb}}$) = 1.5 mK. A mild $u-v$ taper was applied to increase surface brightness sensitivity and then the data were convolved to have a 5" circular beam (~300 pc) and 10 km s$^{-1}$ wide channels.

We supplement these new observations with data for the nearby starburst galaxy NGC 253. These data, obtained as part of ALMA’s Cycle 0 campaign, were originally presented by Meier et al. (2015) and Leroy et al. (2015). Like the new data above, these cover HCN and HCO$^+$, $^{13}$CN, and $^{13}$CO$^+$. The average beam size is ~4" (~70 pc) over a field of view of approximately 1.5’ (~1.5 kpc). A summary of our data sets is given in Table 1 and Table 2.

3 METHODOLOGY

Our main goal is to detect emission from the faint isotopologues, $^{13}$CN, $^{13}$CO$^+$ and HN$^{13}$C and compute the line ratios HCN/$^{13}$CN, HCO$^+$/H$^{12}$CO$^+$ and HNC/HN$^{13}$C. The emission from these molecules is faint for individual lines of sight. To overcome this, we use spectral stacking. Because the line of sight velocity varies with the position in each galaxy due to rotation, we first re-grid velocity axis of each spectrum in order to set the local mean velocity of the bulk molecular medium to zero km/s. We then co-add the emission from many different lines of sight to produce an average, higher signal-to-noise spectrum. This procedure resembles the one described by Schruba et al. (2011) and Caldi-Primo et al. (2013). We use $^{13}$CO emission to estimate the local mean velocity of the molecular gas that we use as a reference for the stacking. In NGC 5194, we use the $^{13}$CO map from PAWS (Schinnerer et al. 2013; Pety et al. 2013). For the ALMA data, we use $^{13}$CO maps also observed by ALMA in a separate tuning.

We stack spectra across the inner parts of our target galaxies to maximise the signal-to-noise. We defined the active “inner region” of our targets by specifying a circular aperture with fixed angular size for the ALMA galaxies and different size for the M51 30m data. This leads to modestly varying physical aperture size from galaxy to galaxy. The size of the aperture for each galaxy is indicated in Figure 1 and noted in Table 2. Specifically, for the ALMA galaxies we stack spectra inside a central 10" radius aperture. For M51 we picked a larger aperture of 50" in radius due to the lower resolution of the observations.

In order to measure spectral line parameters, we fit the stacked spectrum of each line with a single Gaussian. To perform the fit we use the MPFIT function in IDL. The free parameters we calculate from the fit are the line centre velocity, the peak intensity, and the velocity dispersion. We obtain the integrated HCN, $^{13}$CN, HCO$^+$ and $^{13}$CO$^+$ line intensities by integrating the fitted profile. We compute the uncertainties on the integrated intensity from the width of the profile and the rms noise measured from the signal-free part of the spectrum. If the peak intensity of the stacked spectrum is below 3$\sigma$, then we compute an upper limit to the integrated intensity. We take the limit to the integrated intensity to be the flux of a Gaussian profile with the FWHM of the corresponding $^{12}$C line and a peak three times the noise level for the $^{13}$C profile. This assumes that the $^{12}$C and $^{13}$C lines are well mixed, and, although the limit is formally stronger than 3$\sigma$, this approach matches what one would identify as an upper limit by eye.

4 RESULTS

Our targets, listed in Table 2 are all massive, star-forming, nearby disc galaxies. These are among the closest and hence best-studied star-forming galaxies. Our goal is to measure the ratios among dense gas tracers and their (presumably) optically thin $^{13}$C isotopologues. Figure 1 shows the distribution of $^{13}$CO (1-0) and HCN (1-0) emission from each target. We use the $^{13}$CO emission, shown in colour, to indicate the distribution of the total molecular gas reservoir. It also serves as the reference for our spectral stacking. Bright $^{13}$CO emission is widespread across our targets, and we see it at good signal to noise everywhere that we see HCN. Red contours show the location of significant HCN (1-0) emission, tracing higher density gas. Although detected at lower significance than the $^{13}$CO, HCN is also widespread across our targets. In both lines and all galaxies, the brightest emission comes from the central regions of the target (the NGC 253...
data cover only the centre), with emission which extends along the spiral arms.

Although we detect dense gas tracers over large areas in each target, in most of our targets only the inner, bright regions yield useful stacked constraints on the isotopologue line ratios. We experimented with also stacking over the discs of our targets, but the emission of the $^{12}$C lines over this region already has only modest signal-to-noise. Stacking over the extended discs of galaxies typically yielded upper limits that barely constrained the $^{13}$C lines to be fainter than the $^{12}$C lines and so offered little constraint on the optical depth. Thus, we concentrate mainly on the bright inner regions for the remainder of this paper. As Figure 1 shows, this region already has only modest signal-to-noise. Stacking in the discs of galaxies, including the Milky Way and M51.

Table 2. Galaxy sample.

| Source     | RA (2000.0) | DEC (2000.0) | $i$  | PA  | $r_{25}$ | $D$ (Mpc) | Morphology | $\Sigma_{\text{SFR}}$ ($M_\odot$ yr$^{-1}$ kpc$^{-2}$) | Inner aperture (kpc) | Telescope |
|------------|-------------|--------------|------|-----|----------|-----------|------------|---------------------------------|----------------------|-----------|
| NGC 3351   | 10:43:57.7  | 11:42:13.0   | 11.2 | 73  | 3.6      | 4.2       | SBB        | 5.2 x 10$^{-3}$ a                | 0.20                 | ALMA      |
| NGC 3627   | 11:20:15.0  | 12:59:30.0   | 62   | 173 | 5.1      | 9.4       | SABb       | 7.7 x 10$^{-3}$ a                | 0.45                 | ALMA      |
| NGC 4254   | 12:18:50.0  | 14:24:59.0   | 32   | 55  | 2.5      | 14.4      | SAC        | 18 x 10$^{-3}$ a                 | 0.70                 | ALMA      |
| NGC 4321   | 12:22:55.0  | 15:49:19.0   | 30   | 153 | 3.0      | 14.3      | SABbc      | 9.0 x 10$^{-3}$ a                | 0.69                 | ALMA      |
| NGC 5194   | 13:29:52.7  | 47:11:42.9   | 20   | 172 | 3.9      | 7.6       | Sbc        | 20 x 10$^{-3}$ a                 | 1.84                 | IRAM-30m  |
| NGC 253    | 00:47:33.1  | -25:17:19.7  | 76   | 55  | 13.5     | 3.5       | SABc       | 14 b                              | 0.17                 | ALMA      |

Table 3. Line ratios for the entirety of our sample, unless noted.

Table 4. Integrated intensity ratios from the literature.

Table 5. Integrated intensity ratios from the literature.

4.1 Line Ratios

Table 4 reports the line ratios averaged over the active regions, which are the main objective of our investigations. We measure HCN/$^{13}$CN integrated intensity ratios ranging from $7 - 21$ (see Table 3 for more details) and we constrain the ratio to be $\lesssim 6$ for the entire sample. For HCO$^+$/H$^{13}$CO$^+$, we constrain the ratio to be $\lesssim 7$ in our sample, and we measure a ratio of 24 in NGC 253. For comparison, $^{12}$CO/$^{13}$CO ratios of $\sim 6 - 10$ are typically measured in the discs of galaxies, including the Milky Way and M51.

Studies focused on Milky Way yield a similar picture. The $^{12}$C/$^{13}$C ratios for the dense gas tracers are significantly higher than those for CO in our targets. Possible explanations are: lower optical depth in the dense gas tracers, isotopic abundance variations in the active parts of galaxies, or different filling factors for the $^{12}$C and $^{13}$C lines. We will discuss this further in Section 5.

How do our measured ratios compare to previous measurements? Table 5 summarises literature measurements of isotopologue line ratios from the Milky Way and nearby galaxies, including two that overlap our targets (NGC 253 and NGC 5194). Broadly, these agree with our measurements, with ratios often $\lesssim 10$ and sometimes $\lesssim 20$. In detail, Watanabe et al. (2014) measured line ratios in NGC 5194 and found HCN/$^{13}$CN = 27±18, HCO$^+$/H$^{13}$CO$^+$ = 34±29, and HNC/H$^{13}$C > 16, consistent with our results for that system. Using the same data that we employed for NGC 253, Meier et al. (2015) found similar ratios of HCN/$^{13}$CN, and HCO$^+$/H$^{13}$CO$^+$ (see Leroy et al. 2015). Observations of NGC 1068 by Wang et al. (2014) found HCO$^+$/H$^{13}$CO$^+$ = 20 ± 1, HCN/H$^{13}$CN = 16 ± 1 and HNC/H$^{13}$C = 38 ± 6. This galaxy is characterised by a strong AGN, which should influence the surrounding chemistry. Two of our targets also host AGN, NGC 5194 and NGC 3627, however we do not see any significant difference in the measured line ratios compared to the rest of the sample. Though we note that at the coarse resolution of our observations such effects may be difficult to isolate.
Figure 1. $^{13}$CO (1-0) integrated intensity maps for our target galaxies. The red contours show HCN (1-0) intensity levels between 3 and $40\sigma$ for NGC 5194, between 8 and $25\sigma$ in NGC 3351, NGC 3627, NGC 4254 and NGC 4321; and between 30 and $60\sigma$ for NGC 253. The white circle in the inner part of each target shows the selected region for each galaxy to stack the spectra, see details in Section 4.
Figure 2. Stacked $^{13}$CO, HCN, and HCO$^+$ spectra for the bright inner regions (radius $10''$) in our target galaxies. We also include the stacked HNC emission for NGC 5194. $^{13}$CO, which serves as our reference for the stacking, is scaled to match the intensity scale of the other lines. The $^{13}$CO and dense gas tracers are all detected at very high signal-to-noise. The stacked dense gas tracers show good agreement with the mean $^{13}$CO velocity and all lines show similar line widths, indicative of being well mixed on the scale of the beams ($\sim$ few hundred pc to kpc) for our data. Table 3 reports Gaussian fits to the lines.

$\sim$ 11. In the Solar Neighbourhood, J. Pety (priv. comm.) found HCO$^+$/H$^{13}$CO$^+ \sim 25$ in Orion B.

Figure 4 plots our measured ratios along with these literature values. Red boxes highlight an indicative range of values for each ratio: $\sim 15$–25 for HCN/H$^{13}$CN and $\sim 15$–30 for HCO$^+$/H$^{13}$CO$^+$. We discuss the interpretation of these ratios in Section 5.

### 4.2 Line Widths

In addition to line ratios, the stacked spectra allow us to compare line widths among the different molecular lines. Potential differences in the line widths may hint at differences in the distribution of such emission along the line of sight.

Table 3 and Figure 2 show that we do not observe strong differences among the line widths of the dense gas tracers and the $^{13}$CO emission tracing lower density gas. Thus, on
Figure 3. Stacked $^{13}$CN and $^{13}$CO$^+$ spectra for the bright inner regions of our target galaxies. We show scaled versions of the stacked HCN and HCO$^+$ spectra from Figure 2 for reference. These spectra show the expectation for a $^{12}$C-to-$^{13}$C line ratios of 1-to-5 to 1-to-10, common values for the $^{12}$CO-to-$^{13}$CO ratio in galaxy discs. The red line indicates our working upper limit (dashed) or fit (solid) to the iostopologue spectrum. Limits and fit parameters are reported in Table 3.

© 2016 RAS, MNRAS in press.
the scale of our beam, which ranges from a few hundred pc to $\approx 1$ kpc (except for the much higher resolution NGC 253), dense gas tracers appear well-mixed with $^{13}$CO. Note that at these scales, we expect each beam to encompass many individual clouds and that we stack beam-by-beam. Therefore the statement here supports the idea that the inter-cloud line width for HCN and HCO$^+$ resembles that for $^{13}$CO. There does not appear to be a large population of clouds emitting only $^{13}$CO that show different velocities than the clouds emitting dense gas tracers.

We do observe spatial variations in the line width. When exploring stacked emission from discs, which we mostly omit from this paper, we find line widths as much as a factor of $\approx 2$ narrower than in galaxy centres (see Figures 2 and 5). And in the high spatial resolution data that we use to explore NGC 253, we find narrower line widths than in our other targets despite the high inclination and high degree of turbulence in this galaxy. In NGC 5194 the difference between the disc line width ($\sim 48$ km s$^{-1}$) and the central line width ($\sim 70$ km s$^{-1}$) is almost a factor of two and is present for all lines. The simplest explanation for this difference, and a similar difference shown for NGC 3627, is that the broad line widths in the central region of the galaxy still contain large amounts of unresolved bulk motion. We expect this to mostly be rotation unresolved by our coarse beam (i.e., “beam smearing”) but this may also include stream-
Table 3. Spectral line parameters for the galaxies derived from the stacked spectra in Figures 2 and 3.

| Galaxy | Molecule | Integrated intensity | Line width | Peak $\times 10^{-2}$(K) | rms (mK) |
|--------|----------|----------------------|------------|--------------------------|----------|
| NGC 3351 | $^{13}$CO | 12.0±0.1 | 62±10 | 19.4±0.4 | 1.1 |
|         | HCN     | 8.4±0.1 | 67±11 | 11.8±0.6 | 1.5 |
|         | H$^{13}$CN | 0.4±0.1 | 59±10 | 0.7±0.1 | 0.9 |
|         | HCO$^+$ | 5.0±0.1 | 64±11 | 7.4±0.2 | 1.4 |
|         | H$^{13}$CO$^+$ | <0.3 | – | <0.4 | 1.3 |
| NGC 3627 | $^{13}$CO | 7.4±0.1 | 121±14 | 6.8±0.4 | 1.0 |
|         | HCN     | 5.1±0.1 | 129±14 | 4.5±0.1 | 0.8 |
|         | H$^{13}$CN | 0.7±0.1 | 170±17 | 0.4±0.1 | 1.0 |
|         | HCO$^+$ | 4.9±0.1 | 128±14 | 3.5±0.1 | 1.0 |
|         | H$^{13}$CO$^+$ | <0.4 | – | <0.5 | 1.4 |
| NGC 4254 | $^{13}$CO | 8.5±0.2 | 44±9 | 18.1±0.4 | 2.3 |
|         | HCN     | 2.9±0.2 | 48±9 | 5.5±0.2 | 3.3 |
|         | H$^{13}$CN | <0.5 | – | <1.3 | 4.0 |
|         | HCO$^+$ | 2.0±0.1 | 44±9 | 3.8±0.1 | 1.8 |
|         | H$^{13}$CO$^+$ | <0.3 | – | <1.0 | 1.9 |
| NGC 4321 | $^{13}$CO | 10.7±0.1 | 55±10 | 19.3±0.4 | 1.1 |
|         | HCN     | 6.9±0.1 | 69±11 | 9.7±0.2 | 1.4 |
|         | H$^{13}$CN | <0.3 | – | <1.0 | 1.6 |
|         | HCO$^+$ | 4.6±0.1 | 63±11 | 6.8±0.2 | 1.4 |
|         | H$^{13}$CO$^+$ | <0.3 | – | <1.0 | 1.3 |
| NGC 5194 | $^{13}$CO | 4.6±0.1 | 71±6 | 6.4±0.2 | 0.9 |
|         | HCN     | 2.2±0.1 | 76±8 | 2.7±0.1 | 0.6 |
|         | H$^{13}$CN | <0.2 | – | <0.2 | 0.7 |
|         | HCO$^+$ | 1.4±0.1 | 78±10 | 1.6±0.3 | 0.6 |
|         | H$^{13}$CO$^+$ | <0.2 | – | <0.2 | 0.7 |
|         | HNC     | 0.8±0.1 | 77±8 | 1.1±0.2 | 0.8 |
|         | HN$^{13}$C | <0.2 | – | <0.2 | 0.9 |
| NGC 253 | $^{13}$CO | 312±9 | 25±6 | 1250±40 | 4.0 |
|         | HCN     | 32±2 | 22±4 | 120±4 | 9.0 |
|         | H$^{13}$CN | 1.9±0.4 | 19±5 | 9.0±0.3 | 5.6 |
|         | HCO$^+$ | 29±3 | 21±5 | 109±4 | 9.2 |
|         | H$^{13}$CO$^+$ | 1.2±0.4 | 18±4 | 6.1±0.2 | 8.0 |

Table 4. Computed line ratios for the galaxies.

| Galaxy | NGC 3351 | NGC 3627 | NGC 4254 | NGC 4321 | NGC 5194 | NGC 253 |
|--------|----------|----------|----------|----------|----------|----------|
| HCN/H$^{13}$CN | 21±3 | 7±1 | >6 | >23 | >11 | 17±1 |
| HCO$^+$/H$^{13}$CO$^+$ | >17 | >12 | >7 | >15 | >7 | 24±2 |
| HNC/HN$^{13}$C | – | – | – | – | >4 | – |
| HCN/HCO$^+$ | 1.7±0.1 | 1.0±0.1 | 1.5±0.1 | 1.5±0.1 | 1.6±0.1 | 1.1±0.1 |
| $^{13}$CO/HCN | 1.4±0.2 | 1.5±0.1 | 3.0±0.3 | 1.6±0.2 | 2.1±0.1 | 10±1 |

5 DISCUSSION

Figure 4 shows our constraints on isotopologue line ratios for HCN and HCO$^+$. The $^{12}$C-to-$^{13}$C line ratios tend to be higher than those observed for CO molecules, but lower than typical isotopic ratios. How should we interpret these? A main motivation for this study was to constrain the optical depth of the dense gas tracers, and so to understand the importance of line trapping. In the simple case of a fixed $^{12}$C/$^{13}$C abundance and a cloud with a single density and uniform abundances, these ratios can be translated to an optical depth. The ratios that we observe tend to be lower than commonly inferred $^{12}$C/$^{13}$C abundances, implying some optical depth in the $^{12}$C lines. This section steps through key assumptions and results for this simple model. We then discuss how a breakdown in these simple assum-
Figure 4. Comparison between the line ratios measured in our sample of galaxies and the literature values, summarised in Table 5. Circles show measurements from the stacked spectra in the inner regions of galaxies, whereas the arrows indicate upper limits. Note the non-continuous x-axis, as the HCN integrated intensity for NGC 253 is much higher than for the other galaxies. The red boxes show the regime of values found for the sources in the literature in Table 5, agreeing largely with the values and upper limits we derive.

5.1 Carbon Isotope Abundance Ratio

Table 6 lists estimates of the $^{12}\text{C}/^{13}\text{C}$ abundance ratio. A ratio of 89 is thought to characterise the Solar System at its formation (Wilson & Rood 1994), while local clouds show $\sim 40-60$, the Milky Way centre shows a low ratio of $\sim 25$, and starburst galaxies at low and high redshift can reach ratios of $\sim 100$. This value varies, at least in part, because $^{12}\text{C}$ and $^{13}\text{C}$ are produced by different phases of stellar evolution. $^{13}\text{C}$ is only created primarily as a result of evolved intermediate-mass stars, whereas very massive stars are the ones that produce $^{12}\text{C}$ at the end of their lives. As a consequence, the $^{12}\text{C}/^{13}\text{C}$ ratio depends on the recent star formation history, tending to be high in regions of recent star formation and then dropping with time.

We measure ratios for the central regions of spiral galaxies. These tend to be actively star-forming regions, but not as extreme as those in ULIRGs. Based on the range of literature values, we adopt 50 as our fiducial $^{12}\text{C}/^{13}\text{C}$ ratio, since its determination is not possible with the present data set, but we note that this is likely uncertain by a factor of $\sim 2$. We consider this effect in our EMPIRE and ALMA sample in Jiménez-Donaire et al. (in prep.). Several effects can affect this ratio, like selective photo-dissociation or isotopic fractionation. While the strong interstellar radiation field emitted from OB stars, especially in strong starbursts, does not dissociate $^{12}\text{CO}$ in large amounts due to self-shielding (e.g. van Dishoeck & Black 1988), $^{12}\text{CO}$ may be more severely affected (Bally & Langer 1982) which may increase the $^{12}\text{C}/^{13}\text{C}$ ratio. On the other hand, chemical fractionation in cold regions would lead to preferential formation of $^{13}\text{CO}$. Qualitatively, fractionation effects would likely marginally increase the $^{13}\text{CO}$ abundance (Langer & Penzias 1990; Milam et al. 2005), whereas $^{13}\text{CN}$ and $^{13}\text{HCN}$ are expected to decrease (e.g. Roueff, Loison & Hickson 2015).

Table 6. Carbon isotope ratios from the literature in different environments

| Type of Object | Galaxy | $^{12}\text{C}/^{13}\text{C}$ | Ref. |
|----------------|--------|----------------|------|
| Centre         | Milky Way | ~25          | 1    |
| LMC            | Magellanic Clouds | ~50          | 2    |
| NGC 2024       | Milky Way | ~65          | 3    |
| Orion A        | Milky Way | ~45          | 4    |
| Starburst      | NGC 253  | ~40          | 4    |
|                |         | ~80          | 5    |
| Starburst      | M 82    | > 40         | 4    |
|                |         | > 130        | 5    |
| Local ULIRGs   | Mrk 231/Arp 220 | ~100        | 4, 6 |
| ULIRG, $z = 2.5$ | Cloverleaf | > 100       | 7    |

(1)Guesten, Henkel & Batrla (1985); (2)Wang et al. (2009); (3)Savage et al. (2002); (4)Henkel et al. (2014); (5)Martín et al. (2010); (6)Gonzalez-Alfonso et al. (2012); (7)Henkel et al. (2010).

5.2 Optical Depth in the Simple Case

5.2.1 Framework

In the simple case of a cloud with a single density, $^{12}\text{C}$ and $^{13}\text{C}$ lines evenly mixed throughout the cloud, and the $^{12}\text{C}$ line optically thick, then the line ratio implies an optical depth.

To estimate this optical depth, we begin in the following with the simplest case of assuming local thermodynamic equilibrium (LTE) and in particular $T_{\text{ex}}(\text{HCN}) = T_{\text{ex}}(\text{H}^{13}\text{CN})$. Note that we will drop this assumption in Section 5.3. We consider the intensity, $J_{\nu}$, of the $^{12}\text{C}$ and $^{13}\text{C}$
lines in units of brightness temperature, but not necessarily on the Rayleigh-Jeans tail, so that:

\[ J_\nu = \frac{\hbar \nu}{e^{\hbar \nu/kT} - 1}. \]  

(1)

where \( \nu \) is the observed frequency, \( k \) is Boltzmann’s constant, \( h \) is Planck’s constant, and \( T \) is the temperature characterising the source function. For our cloud, \( T \) will be \( T_{\text{ex}} \) in LTE. Then the equation of radiative transfer gives the observed intensity, \( T_{\text{obs}} \), in units of brightness temperature:

\[ T_{\text{obs}} = \eta_{\text{bf}} \left[ J_\nu(T_{\text{ex}}) - J_\nu(T_{\text{bg}}) \right] (1 - \exp(-\tau)) . \]  

(2)

Here \( \eta_{\text{bf}} \) is the beam filling factor, the fraction of the beam area that is filled by the emitting region. \( T_{\text{bg}} \) is the background radiation field temperature (2.71 K), and \( \tau \) is the optical depth of the transition in question. Note that \( \eta_{\text{bf}} \), the beam filling factor, is expected to be a very small number, bringing our observed intensities from \( \sim 10 \) K down to the observed small fraction of a Kelvin.

If we make the simplifying assumption that the \( ^{12}\text{C} \)
lines, e.g., HCN (1-0), are optically thick, then \( 1 - \exp(-\tau) \approx 1 \) and

\[ T_{\text{obs}}^{^{12}\text{C}} = \eta_{\text{bf}}^{^{12}\text{C}} \left[ J_\nu^{^{12}\text{C}}(T_{\text{ex}}) - J_\nu^{^{12}\text{C}}(T_{\text{bg}}) \right] , \]  

(3)

where \( J_\nu^{^{12}\text{C}} \) refers to Equation 1 evaluated at the frequency of the \( ^{12}\text{C} \) line. On the other hand, the \( ^{13}\text{C} \) line has unknown optical depth, so that:

\[ T_{\text{obs}}^{^{13}\text{C}} = \eta_{\text{bf}}^{^{13}\text{C}} \left[ J_\nu^{^{13}\text{C}}(T_{\text{ex}}) - J_\nu^{^{13}\text{C}}(T_{\text{bg}}) \right] \left( 1 - \exp(-\tau^{^{13}\text{C}}) \right) . \]  

(4)

Here we have distinguished the frequency of the \( ^{13}\text{C} \) line from that of the \( ^{12}\text{C} \) line above. The equations also allow that the two lines might have different filling factors and so distinguish \( \eta_{\text{bf}}^{^{13}\text{C}} \) from \( \eta_{\text{bf}}^{^{12}\text{C}} \). The optical depth of the \( ^{13}\text{C} \) line is unknown. However, our observed ratios are far from \( \sim 1 \), which would be expected for both lines optically thick and matched \( \eta_{\text{bf}} \). Thus, it appears unlikely that both lines are optically thick. Therefore we expect \( 1 - \exp(-\tau^{^{13}\text{C}}) \approx \tau^{^{13}\text{C}} \) in most cases.

Then, generally for LTE and an optically thick \( ^{12}\text{C} \) line we have:

\[ \frac{T_{\text{obs}}^{^{13}\text{C}}}{T_{\text{obs}}^{^{12}\text{C}}} = \frac{\eta_{\text{bf}}^{^{13}\text{C}}}{\eta_{\text{bf}}^{^{12}\text{C}}} \frac{J_\nu^{^{13}\text{C}}(T_{\text{ex}}) - J_\nu^{^{13}\text{C}}(T_{\text{bg}})}{J_\nu^{^{12}\text{C}}(T_{\text{ex}}) - J_\nu^{^{12}\text{C}}(T_{\text{bg}})} \left( 1 - e^{-\tau^{^{13}\text{C}}} \right) . \]  

(5)

The differences between the \( ^{12}\text{C} \) and \( ^{13}\text{C} \) frequencies are small, so that

\[ \frac{T_{\text{obs}}^{^{13}\text{C}}}{T_{\text{obs}}^{^{12}\text{C}}} \approx \frac{\eta_{\text{bf}}^{^{13}\text{C}}}{\eta_{\text{bf}}^{^{12}\text{C}}} \left( 1 - e^{-\tau^{^{13}\text{C}}} \right) \]  

(6)

In the simple case, we further assume that the \( ^{13}\text{C} \) line is optically thin and that the beam filling factors of the two lines match (an assumption we will drop in the next section), so that:

\[ \tau^{^{13}\text{C}} = -\ln \left( 1 - \frac{T_{\text{obs}}^{^{13}\text{C}}}{T_{\text{obs}}^{^{12}\text{C}}} \right) \approx T_{\text{obs}}^{^{13}\text{C}} \frac{T_{\text{obs}}^{^{12}\text{C}}}{T_{\text{obs}}^{^{13}\text{C}}} \]  

(7)

This exercise yields the optical depth of the \( ^{13}\text{C} \) line. Because the opacity is proportional to the column of molecules, we can relate \( \tau^{^{13}\text{C}} \) to \( \tau^{^{12}\text{C}} \). Again ignoring minor differences between the lines, the ratio of optical depths will simply be the ratio in abundances between the two molecules,

\[ \tau^{^{12}\text{C}} = \tau^{^{13}\text{C}} \frac{[^{12}\text{C}]}{[^{13}\text{C}]} \approx \tau^{^{13}\text{C}} \frac{[^{12}\text{C}]}{[^{12}\text{C}]} . \]  

(8)

5.2.2 Results

Using the line ratios tabulated in Table 4, Equations 7 and 8 and adopting a Carbon isotope ratio of \( ^{12}\text{C}/^{13}\text{C}=50 \), we estimate \( \tau^{^{13}\text{C}} \) and \( \tau^{^{12}\text{C}} \) for each pair of isotopologues. We report these in Table 5. Because they use Equation 7 these estimates all assume matched beam filling factors and neglect any differences between the frequencies of the two transitions.

In Section 5.3 we place upper limits on the \( ^{13}\text{C}/^{12}\text{C} \) ratio in a number of cases. These translate into upper limits on...
\( \tau^{12C} \) and \( \tau^{13C} \). Broadly, the \( ^{13}C \) lines are consistent with being optically thin. In this simple case, all of these optical depths are \( \lesssim 0.3 \). The corresponding optical depths for the \( ^{12}C \) lines are all consistent with \( \tau^{12C} \geq 1 \), in agreement with our assumption of thick \( ^{12}C \) emission. In the case of HCN emission for NGC 3351, NGC 3627, and NGC 253 and HCO\(^+\) for NGC 253, these are all consistent with \( \tau^{12C} \approx 3 \) (see also Moer et al. 2015). However, in the other cases, these results are upper limits. For \( ^{13}C \) upper limits, we can mainly conclude that the ratios do not rule out optically thick \( ^{12}C \) emission.

Thus, in the simple case, the line ratios strongly suggest thin \( ^{13}C \) emission. They are consistent with moderate optical depth in the \( ^{12}C \) lines.

5.3 Non-LTE Effects and Variable Beam Filling Factors

In the previous section, we assumed that \( \eta_{bd}^{12C} = \eta_{bd}^{13C} \), so that both lines emerge from the same region. In fact, the \(^{12}C \) line can be optically thick while the \(^{13}C \) line is optically thin. In this case, line trapping effects will lower the effective density for emission for the \(^{12}C \) line but not the \(^{13}C \) line. Then, lower density gas can emit strongly in the \(^{12}C \) but more weakly in the \(^{13}C \) line. This should yield \( \eta_{bd}^{12C} > \eta_{bd}^{13C} \). That is, the two lines will show distinct distributions within a cloud, with the \(^{13}C \) line (which has no line trapping) confined to the denser parts of the cloud.

The same effect may lead to different excitation temperatures for the two lines. If the \(^{12}C \) line is optically thick, then line trapping will lower its effective critical density. If the collider (\( ^2H \)) volume density in the galaxy is high compared to the critical density of the \(^{12}C \) line, but low compared to the critical density of the \(^{13}C \) line, then the \(^{13}C \) line may be sub-thermally excited while the \(^{12}C \) line approaches LTE. In this case, \( T_{ex}^{13C} < T_{ex}^{12C} \).

The strength of non-LTE effects depends on the exact density distribution within the emitting region (see A. Leroy et al., ApJ submitted). If the region has mostly gas above the critical density of both lines, then the LTE case discussed above will apply. This might often be the case, e.g., for \(^{12}CO \) and \(^{13}CO \).

On the other hand, if the density of the region is small compared to the effective critical density of the \(^{12}C \) line, then neither line will emit effectively. Most collisional excitations will be balanced by radiative de-excitations and the line ratio will drop. In the extreme limit, the line ratio will reach the abundance ratio.

In this paper, we observe mostly the central, bright areas of galaxies, focusing on regions with bright HCN emission. We do not expect these central zones to be dominated by extremely low volume density gas. However, if a large amount of \( n_{H_2} \sim 10^{5.5} - 10^6 \text{ cm}^{-3} \) gas contributes to the emission, then these non-LTE effects may still be important. This is the range of densities where \( n_{H_2} \) might be above the effective critical density for an optically thick \(^{12}C \) line but not an optically thin \(^{13}C \) line. This range of densities is also well within the range commonly observed inside molecular clouds in nuclear star forming regions.

A. Leroy et al. (submitted) explore these effects for realistic density distributions. They calculate the amount by which the \(^{12}C \) to \(^{13}C \) line ratio will be suppressed for different lines given some optical depth of the \(^{12}C \) line and an adopted density distribution. The magnitude of the effect depends on the line, the optical depth, and the density distribution. For a log-normal distribution with a power-law tail, they found that the \(^{12}C\)/\(^{13}C \) line ratio could be enhanced relative to the LTE expectation by a factor of \( \sim 2-3 \) for HCN or HCO\(^+\) over a range of plausible densities.

This enhanced line ratio can be captured to first order, by applying different filling factors to the two lines. Thus, to explore the implication of these effects, we revisit our LTE calculations but now assume that \( \eta_{bd}^{12C} / \eta_{bd}^{13C} \approx 2 \). To do this, we return to Equation (6). We no longer set the beam filling factors equal between the two lines, but still set the temperatures and frequencies equal, and assume LTE with a single common temperature. Then:

\[
\tau_{\text{obs}}^{13C} \lesssim - \ln \left( 1 - \frac{\eta_{bd}^{12C}}{\eta_{bd}^{13C}} \frac{T_{13C}^{\text{obs}}}{T_{12C}^{\text{obs}}} \right). \tag{9}
\]

This is still an approximation, but one that captures some of the effect of differential excitation of the \(^{12}C \) and \(^{13}C \) lines in the non-LTE case. We refer the reader to the non-LTE treatment in Leroy et al. (submitted) for more details and a tabulation of a variety of cases.

Equation (9) shows that for \( \eta_{bd}^{12C} > \eta_{bd}^{13C} \), our simple estimates of \( \tau \) in the previous section will be underestimates. We report revised values in Table 8. These are higher than the corresponding LTE values in Table 7.

Even accounting for differential filling factors, we still derive \( \tau^{13C} \) consistent with optically thin \(^{13}C \) emission. These non-LTE effects tend to make the limits on optical depth less stringent because they can push the line ratio towards “optically thin” values even while the \(^{12}C \) line remains thick. Accounting for this effect, our observations may still accommodate substantial thickness in the \(^{12}C \) line, with \( \tau^{12C} \) potentially as high as \( \sim 10 \) for our HCN detections.

The exact magnitude of any non-LTE correction will depend on the sub-beam density distribution, the true temperature of the gas, and the optical depth of the lines in question. Our best guess is that a moderate correction does indeed apply, and the factor of \( \sim 2 \) correction applied in Table 8 may represent a reasonable estimate. In fact, if most of the emission that we see comes from dense clouds, this may be an over-correction, while if no power law tail is present, the correction for non-LTE effects may be even higher. Future multi-line work and isotopologue studies of Galactic Centre clouds will help refine these estimates further.

5.4 Implications for Dense Gas Tracers

Our simple calculations imply moderate optical depth for the dense gas tracers (the \(^{12}C \) lines) and this depth increases in the case of differential beam filling. Optical thickness in these lines means that radiative trapping will lead to emitted photons being re-absorbed. This lowers the effective critical density and changes the density at which these lines emit most effectively. This correction is likely to be significant for commonly used dense gas tracers. It will affect both the density required for effective emission and the conversion between line brightness and dense gas mass, the dense gas conversion factor.
Table 7. Optical depths and derived effective critical densities, assuming matching beam filling factors and a common excitation temperature for the $^{12}$C and $^{13}$C isotopologues. Critical densities are in units of cm$^{-3}$.

| Galaxy     | NGC 3351 | NGC 3627 | NGC 4254 | NGC 4321 | NGC 5194 | NGC 253 |
|------------|----------|----------|----------|----------|----------|---------|
| $\tau(\text{H}^{13}\text{CN})$ | 0.04±0.02 | 0.15±0.07 | < 0.2    | < 0.05   | < 0.07   | 0.07±0.01 |
| $\tau(\text{HCN})$       | 2.4±0.4   | 4.2±0.5  | < 11     | < 2.3    | < 3.5    | 2.5±0.6  |
| $\tau(\text{H}^{13}\text{CO}^+)$ | < 0.05   | < 0.1   | < 0.1    | < 0.06   | < 0.1    | 0.05±0.02 |
| $\tau(\text{HCO}^+)$     | < 2.5     | < 5.2   | < 6.8    | < 2.8    | < 6.1    | 1.8±0.9  |
| $\tau(\text{HN}^{13}\text{C})$ | -         | -       | -        | < 0.3    | -        | -       |
| $n_{\text{thick}}(\text{HCN})$ | (2.0±0.2)×10$^6$ | > 8.6×10$^5$ | > 4.8×10$^5$ | > 2.0×10$^6$ | > 1.4×10$^6$ | (2.0±0.2)×10$^6$ |
| $n_{\text{thick}}(\text{HCO}^+)$ | > 2.9×10$^5$ | > 1.5×10$^5$ | > 1.1×10$^5$ | > 2.5×10$^5$ | > 1.2×10$^5$ | (4.2±0.3)×10$^5$ |
| $n_{\text{thick}}(\text{HNC})$ | -         | -       | -        | -        | > 8.6×10$^4$ | -       |

Table 8. Optical depths and effective critical densities when considering $\eta_{12} \sim 2\eta_{13}$ and under the assumption of a common $T_{\text{ex}}$. Critical densities are in units of cm$^{-3}$.

| Target    | $\tau_{\text{HCN}}$ | $n_{\text{crit}}(\text{HCN})$ | $\tau_{\text{HCO}^+}$ | $n_{\text{crit}}(\text{HCO}^+)$ | $\tau_{\text{HNC}}$ | $n_{\text{crit}}(\text{HNC})$ |
|-----------|---------------------|-------------------------------|------------------------|-------------------------------|---------------------|-------------------------------|
| NGC 3351  | 5.0±0.4             | (1.0±0.4)×10$^6$             | < 5.3                  | > 1.4×10$^5$                  | -                   | -                             |
| NGC 3627  | 8.8±0.7             | (5.6±0.1)×10$^5$             | < 10.6                 | > 7.0×10$^4$                  | -                   | -                             |
| NGC 4254  | <25.8               | >1.2×10$^5$                  | < 16.0                 | > 4.5×10$^4$                  | -                   | -                             |
| NGC 4321  | <5.3                | >9.4×10$^5$                  | < 5.8                  | > 1.3×10$^5$                  | -                   | -                             |
| NGC 5194  | <8.0                | >6.2×10$^5$                  | < 14.3                 | > 5.1×10$^4$                  | < 31                | > 1.8×10$^4$                  |
| NGC 253   | 6.3±0.5             | (7.9±0.1)×10$^5$             | 4.3±0.6                | (1.7±0.1)×10$^5$              | -                   | -                             |

In a review of this topic, Shirley (2015) note the effective critical density in the presence of line trapping as:

$$\eta_{\text{thick}} = \frac{\bar{\beta}}{\sum_{i,j} \gamma_{ij}}. \quad (10)$$

Here $\bar{\beta}$ is the solid angle-averaged escape fraction, $A_{jk}$ are the Einstein A coefficients, and $\gamma_{ij}$ are the collision rates (cm$^3$ s$^{-1}$) out of level $j$ into another level $i$. The difference with the normal critical density calculation is that $\bar{\beta} \neq 1$, so that not every spontaneous emission escapes the cloud. In the simple case of spherical geometry and large optical depth ($\tau > 1$), the effective spontaneous transition rate becomes $\bar{\beta}A_{jk} \sim A_{jk}/\tau$, so that the critical density is depressed relative to its nominal (optically thin) value by a factor equal to the optical depth.

Tables 7 and 8 report the effect of applying corrections based on the estimated optical depths to each line. The effect is to reduce the critical density by a factor of $\sim$2-6, yielding values that are typically $\sim 7 \times 10^5$ cm$^{-3}$ for HCN, $\sim 1 \times 10^7$ cm$^{-3}$ for HCO$^+$ and $> 1.8 \times 10^6$ cm$^{-3}$ for HNC. These are, of course, as uncertain as the optical depths, but give some guide as to the density of gas traced by these lines.

6 SUMMARY AND CONCLUSIONS

We present observations of the 1-0 transitions of the dense, molecular gas tracers HCN, HCO$^+$, HNC and their isotopologues $^{13}$C/CO$^+$ and HCN/HC$^{13}$N across the discs of six nearby galaxies. These include IRAM 30m observations of NGC 5194 (M51), as part of the IRAM large program EMPIRE, ALMA observations of NGC 3351, NGC 3627, NGC 4254, NGC 4321 and NGC 253. Given the faint nature of the $^{13}$C isotopologues, we focus our analysis on the inner ($\sim$50$''$ for M51 and $\sim$10$''$ for the ALMA galaxies), high surface density regions of these galaxies and stack all spectra in this region for each galaxy to improve the significance of our measurements. We use this data set to constrain the optical depth of these lines and study implications for the effective critical densities.

- We detect HCN, HCO$^+$, HNC (1-0) with high significance for each galaxy ($> 5\sigma$) in the stacked spectra. Emission from these lines is in fact well detected for individual lines of sight and resolved across the discs of our sample, and in particular, the HCO$^+$ and HNC emission are distributed very similarly to the HCN emission in NGC 5194 (Bigiel et al. 2016). The distribution of these dense gas tracers follows well the bulk molecular medium one as traced by CO emission; it is brightest in the inner parts and follows the spiral structure (where present) in CO.

- The $^{12}$C/CO$^+$ and $^{13}$C/CO$^+$ lines, however, are much fainter; in the stacked spectra from the inner regions of our sample, we detect $^{12}$C/CO$^+$ in NGC 3351, NGC 3627 and NGC 253, and $^{13}$C/CO$^+$ (1-0) in NGC 253, NGC 4254, NGC 4321 and NGC 5194 show no isotopologue detection in their inner part. Therefore we derive stringent upper limits for those cases, which we use for our analysis.

- We use the optically thin isotopologues to compute or constrain optical depths for each molecular lines in the inner parts of our target galaxies and, where detected, also in selected CO and HCN bright disc positions. We find that HCN and HCO$^+$ have optical depths in the range $\sim$2-11 in the inner parts of the galaxies analysed (assuming a value of 50 for the $^{12}$C/$^{13}$C abundance ratio). $^{13}$C data is only available for NGC 5194, where we derived an upper limit to the opacity for HCN in its inner region, $\tau < 11$. The optical depth for H$^{12}$CN, H$^{12}$CO$^+$ and HN$^{13}$C shows a larger
degree of variation, ranging from 0.04 to 0.3 in the inner part of NGC 3351, NGC 3627 and NGC 253. We conclude
that HCN, HCO$^+$ and HNC (1-0) emission is largely moder-ately optically thick with optical depths of typically a few,
whereas the H$^{13}$CN, H$^{13}$CO$^+$ and HN$^{13}$C (1-0) lines are largely optically thin, even in the inner parts of our galaxies on the ~0.5-2 kpc scales we probe.

- Given their non-negligible optical thickness, the critical
densities of the HCN, HCO$^+$ and HNC are reduced by a factor of 2-6, which implies that these lines are sensitive
to molecular gas at lower densities. We also study the non-LTE conditions and the influence of variable beam filling
factors for the different isotopologues: given their optical
thickness, and thus sensitivity to lower density gas, one may 
expect larger beam filling factors for the $^{12}$C molecules. 
This would further increase optical depths and therefore lead to 
a further decrease in the effective critical densities for the 
optically thick dense gas tracers.

- We compare the HCN/H$^{13}$CN, HCO$^+$/H$^{13}$CO$^+$
and HNC/HN$^{13}$C line ratios measured in our sample to those compiled from the literature. There is good agreement be- 
tween the values we find for NGC 5194 and NGC 253 with 
previous studies. The work done in the Galactic Centre also 
shows compatible values with those we find in the inner parts of our sample, within the uncertainties.
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