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Abstract

We prove that, in characteristic 0, any Hasse–Schmidt module structure can be recovered from its underlying integrable connection, and consequently Hasse–Schmidt modules and modules endowed with an integrable connection coincide.
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Introduction

Let $k$ be a commutative ring and $A$ a commutative $k$-algebra. Let us recall what a Hasse–Schmidt module (HS-module for short) over $A/k$ is [13, §3.1]. A $(p, \Delta)$-variate Hasse–Schmidt derivation of $A$ over $k$ is a family $D = (D_\alpha)_{\alpha \in \Delta}$ of $k$-linear endomorphisms of $A$ such that $D_0$ is the identity map and $D_\alpha(xy) = \sum_{\beta + \gamma = \alpha} D_\beta(x)D_\gamma(y)$, $\forall \alpha \in \Delta$, $\forall x, y \in A$, where $\Delta \subset \mathbb{N}^p$ is a non-empty co-ideal, i.e. a subset of $\mathbb{N}^p$ such that everytime $\alpha \in \Delta$ and $\alpha' \leq \alpha$ we have $\alpha' \in \Delta$. The component $D_\alpha$ of a Hasse–Schmidt derivation $D$ is a $k$-linear differential operator of $A$ of order $\leq |\alpha|$ vanishing on the image of $k$, in particular $D_\alpha$ is a $k$-linear derivation of $A$ whenever $|\alpha| = 1$.

We may think on Hasse–Schmidt derivations as series $D = \sum_{\alpha \in \Delta} D_\alpha s^\alpha$ in the quotient ring $R[[s]]_\Delta$ of the power series ring $R[[s]] = R[[s_1, \ldots, s_p]]$, $R = \text{End}_k(A)$, by the two-sided monomial ideal generated by all $s^\alpha$ with $\alpha \in \mathbb{N}^p \setminus \Delta$. The set $\text{HS}^p_k(A; \Delta)$ of $(p, \Delta)$-variate Hasse–Schmidt derivations form a subgroup of the group of units $(R[[s]]_\Delta)^*$, and they also carry an action of substitution maps [12, §5]: given a substitution map $\varphi : A[[s_1, \ldots, s_p]]_\Delta \to A[[t_1, \ldots, t_q]]_\nabla$ and a $(p, \Delta)$-variate Hasse–Schmidt derivation $D = \sum D_\alpha s^\alpha$, a new $(q, \nabla)$-variate Hasse–Schmidt derivation is given by:

$$\varphi \bullet D := \sum_{\alpha \in \Delta} \varphi(s^\alpha) D_\alpha.$$ 

A left HS-module over $A/k$ is an $A$-module $E$ on which Hasse–Schmidt derivations act in a compatible way with the group structure and the action of substitution maps, and satisfying a Leibniz rule. More precisely, for each $(p, \Delta)$-variate Hasse–Schmidt derivation $D = \sum D_\alpha s^\alpha$ of $A$, $E$ is endowed with a $k[[s]]_\Delta$-linear automorphism $\Psi^E_k(D) : E[[s]]_\Delta \to E[[s]]_\Delta$ congruent with the identity modulo $\langle s \rangle$, in such a way that:
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- The $\Psi_\Delta^p(-)$ are group homomorphisms.

- For each substitution map $\varphi : A[[s]]_\Delta \to A[[t]]_\varphi$ we have $\Psi_\Delta^p(\varphi \cdot D) = \varphi \cdot \Psi_\Delta^p(D)$.

- (Leibniz rule) For each $a \in A$ we have $\Psi_\Delta^p(D)a = D(a) \Psi_\Delta^p(D)$.

**Right HS-modules over $A/k$ are defined in a similar way.**

Actually, taking into account that $k[[s]]_\Delta$-linear automorphisms $E[[s]]_\Delta \tilde{\to} E[[s]]_\Delta$ congruent with the identity modulo $(s)$ can be identified with formal power series with coefficients in $\text{End}_k(E)[[s]]_\Delta$ whose 0-term is the identity, left (resp. right) HS-modules over $A/k$ appear as a particular case of the more general notion of $\text{HS}$-structure over $A/k$ on a $k$-algebra $S$ over $A$, for $S = \text{End}_k(E)$ (resp. $S = \text{End}_k(E)^{opp}$).

Group $\text{HS}_k^1(A; \{0, 1\})$ can be identified with the additive group $\text{Der}_k(A)$ of $k$-linear derivations of $A$, and not only the $A$-module structure on $\text{Der}_k(A)$ is encoded into the action of substitution maps, but also the Lie bracket on $\text{Der}_k(A)$ can be expressed in terms of the group structure of Hasse–Schmidt derivations and of the action of substitution maps. Consequently, any left (resp. right) $\text{HS}$-module $(E, \{\Psi_\Delta^p\})$ over $A/k$ carries a natural left (resp. right) integrable connection $\nabla : \text{Der}_k(A) \to \text{End}_k(E)$ (resp. $\nabla : \text{Der}_k(A) \to \text{End}_k(E)^{opp}$) given by (see Corollary 2.1.8):

$$\Psi^1_{(0, 1)}(\text{Id} + \delta s) = 1 + \nabla(\delta)s, \quad \forall \delta \in \text{Der}_k(A).$$

This paper is devoted to prove that, whenever $\mathbb{Q} \subset k$, any (left) (resp. right) integrable connection over $A/k$ on an $A$-module $E$ underlies a unique left (resp. right) $\text{HS}$-module structure on $E$, and so, in characteristic 0, $\text{HS}$-modules and integrable connections coincide (see Corollary 2.2.8).

Our approach is based on the study of the map $\varepsilon$ in [14] (see also [9]), associating to each Hasse–Schmidt derivation $D = \sum \alpha \varepsilon_\alpha s^\alpha \in \text{HS}_k^p(A; \Delta)$ a formal power series of classical derivations

$$\varepsilon(D) = \sum_{\alpha \in \Delta} \varepsilon_\alpha(D)s^\alpha, \quad \varepsilon_\alpha(D) \in \text{Der}_k(A),$$

defined as a “logarithmic derivative”

$$\varepsilon(D) := D^* \left( \sum_{i=1}^p s_i \frac{\partial D}{\partial s_i} \right),$$

where $D^*$ denotes the inverse of $D$. For instance, for $D \in \text{HS}_k^1(A; \mathbb{N})$ we have:

$$\varepsilon_1(D) = D_1, \quad \varepsilon_2(D) = 2D_2 - D_1^2, \quad \varepsilon_3(D) = 3D_3 - 2D_1D_2 - D_2D_1 + D_1^3,$$

$$\varepsilon_4(D) = 4D_4 - 3D_1D_3 - 2D_2^2 - D_3D_1 + 2D_1^2D_2 + D_1D_2D_1 + D_2D_1^2 - D_1^4, \ldots$$

We prove the following results:

(I) For each left (resp. right) $\text{HS}$-module $(E, \{\Psi_\Delta^p\})$ over $A/k$, its underlying integrable connection $\nabla$ in (1) satisfies the following compatibility with the $\varepsilon$ maps:

$$\varepsilon(\Psi^p_\Delta(D)) := \Psi^p_\Delta(D)^* \left( \sum_{i=1}^p s_i \frac{\partial \Psi^p_\Delta(D)}{\partial s_i} \right) = \sum_{\alpha \in \Delta} \nabla(\varepsilon_\alpha(D))s^\alpha$$

for each non-empty co-ideal $\Delta \subset \mathbb{N}^p$ and each $D \in \text{HS}_k^p(A; \Delta)$ (see Corollary 2.1.10).
(II) If $Q \subset k$ and $E$ is an $A$-module endowed with a left (resp. right) integrable connection $\nabla : \text{Der}_k(A) \to \text{End}_k(E)$ (resp. $\nabla : \text{Der}_k(A) \to \text{End}_k(E)^{opp}$), there is a unique left (resp. right) HS-module structure $\{\Psi^p_\Delta\}$ on $E$ such that the differential equation (2) holds for each non-empty co-ideal $\Delta \subset N^p$ and each Hasse-Schmidt derivation $D \in \text{HS}^p_k(A; \Delta)$ (see Theorem 2.2.5).

(III) Let us denote $U_{HS}^{A/k}$ the enveloping algebra of Hasse-Schmidt derivations introduced in [13] and $U_{LR}^{A/k}$ the enveloping algebra of the Lie-Rinehart algebra $\text{Der}_k(A)$ (see [15, §2]). There is a canonical map of filtered $k$-algebras $\kappa : U_{LR}^{A/k} \to U_{HS}^{A/k}$ which is an isomorphism provided that $Q \subset k$ (see Theorem 2.2.7).

Let us now comment on the content of this paper.

Section 1 contains the notions and notations used in the paper. We recall the construction and the main properties of the $\varepsilon$ maps in [14, §1.2], the action of substitution maps on Hasse-Schmidt derivations [12, §5] and the behavior of $\varepsilon$ under substitution maps (Theorem 3.2.5 of [14]).

Section 2 contains the main results of the paper. First, we recall the notion of HS-structure on a $k$-algebra over $A$, the notions of left and right HS-modules over $A/k$, and the existence and main properties of the enveloping algebra of Hasse-Schmidt derivations [13, §3.3]. Second, we prove (I), (II) and (III) above.

1 Notations and preliminaries

1.1 Notations

Throughout the paper we will use the following notations:

- $k$ is a commutative ring and $A$ a commutative $k$-algebra.
- $R, S$ are not-necessarily commutative rings, often $k$-algebras (over $A$, Definition 1.2.3).
- $\mathcal{D}_{A/k}$: the ring of $k$-linear differential operators of $A$, [4].
- $s = \{s_1, \ldots, s_p\}, t = \{t_1, \ldots, t_q\}, \ldots$ are sets of variables.
- $\mathcal{C}(N^p)$: the set of all non-empty co-ideals of $N^p$, Definition 1.2.1.
- $M[[s]]_{\Delta}, M[[t]]_{\nabla}$: 1.2.2.
- $\Psi^p(R; \Delta), \Psi^p_{\Delta}(R; \nabla)$: Notation 1.2.4.
- $\mathcal{S}_A(p, q; \Delta, \nabla)$: the set of substitution maps $A[[s]]_{\Delta} \to A[[t]]_{\nabla}$, Definition 1.3.1.
- $\varphi \circ r, r \cdot \varphi$: 1.3.3.
- $\text{HS}^p_k(A; \Delta)$: the group of $(p, \Delta)$-variate Hasse-Schmidt derivations, Definition 1.4.1.
- $\text{IDer}_k^f(A)$: the module of $f$-integrable derivations, Definition 2.2.3.
- $\Gamma_A M$: the universal power divided algebra of the $A$-module $M$, endowed with the power divided maps $\gamma_m : M \to \Gamma_A M$, cf. [1, Appendix A].

1.2 Some constructions on power series rings and modules

Throughout this section, $k$ will be a commutative ring, $A$ a commutative $k$-algebra and $R$ a ring, not-necessarily commutative.
Let \( p \geq 1 \) be an integer and let us call \( s = \{s_1, \ldots, s_p\} \) a set of \( p \) variables. The support of each \( \alpha \in \mathbb{N}^p \) is defined as \( \text{supp} \alpha := \{i \mid \alpha_i \neq 0\} \). The monoid \( \mathbb{N}^p \) is endowed with a natural partial ordering. Namely, for \( \alpha, \beta \in \mathbb{N}^p \), we define

\[
\alpha \leq \beta \iff \exists \gamma \in \mathbb{N}^p \text{ such that } \beta = \alpha + \gamma \iff \alpha_i \leq \beta_i \quad \forall i = 1, \ldots, p.
\]

We denote \( |\alpha| := \alpha_1 + \cdots + \alpha_p \).

If \( M \) is an abelian group and \( M[[s]] \) is the abelian group of power series with coefficients in \( M \), the support of a series \( m = \sum_\alpha m_\alpha s^\alpha \in M[[s]] \) is \( \text{supp}(m) := \{ \alpha \in \mathbb{N}^p \mid m_\alpha \neq 0 \} \subset \mathbb{N}^p \). We have \( m = 0 \iff \text{supp}(m) = \emptyset \). The abelian group \( M[[s]] \) is clearly a \( \mathbb{Z}[[s]] \)-module, which will be always endowed with the \( (s) \)-adic topology.

**Definition 1.2.1.** We say that a subset \( \Delta \subset \mathbb{N}^p \) is a co-ideal of \( \mathbb{N}^p \) if everytime \( \alpha \in \Delta \) and \( \alpha' \leq \alpha \), then \( \alpha' \in \Delta \). The set of all non-empty co-ideals of \( \mathbb{N}^p \) will be denoted by \( \mathfrak{C} \mathfrak{I} \) \( (\mathbb{N}^p) \).

**1.2.2** Let \( M \) be an abelian group. For each co-ideal \( \Delta \subset \mathbb{N}^p \), we denote by \( \Delta_M \) the closed sub-\( \mathbb{Z}[[s]] \)-bimodule of \( M[[s]] \) whose elements are the formal power series \( \sum_{\alpha \in \Delta} m_\alpha s^\alpha \) such that \( m_\alpha = 0 \) whenever \( \alpha \notin \Delta \), and \( M[[s]]_\Delta := M[[s]]/\Delta_M \). The elements in \( M[[s]]_\Delta \) are power series of the form \( \sum_{\alpha \in \Delta} m_\alpha s^\alpha \), \( m_\alpha \in M \). If \( f : M \to M' \) is a homomorphism of abelian groups, we will denote by \( \tilde{f} : M[[s]]_\Delta \to M'[[s]]_\Delta \) the \( \mathbb{Z}[[s]]_\Delta \)-linear map defined as \( \tilde{f} (\sum_{\alpha \in \Delta} m_\alpha s^\alpha) = \sum_{\alpha \in \Delta} f(m_\alpha) s^\alpha \).

If \( R \) is a ring, then \( \Delta_R \) is a closed two-sided ideal of \( R[[s]] \) and so \( R[[s]]_\Delta \) is a topological ring, which we always consider endowed with the \( (s) \)-adic topology (= to the quotient topology). Similarly, if \( M \) is an \( (A; A) \)-bimodule (central over \( k \)), then \( M[[s]]_\Delta \) is an \( (A[[s]]_\Delta; A[[s]]_\Delta) \)-bimodule (central over \( k[[s]]_\Delta \)).

For \( \Delta' \subset \Delta \) non-empty co-ideals of \( \mathbb{N}^p \), we have natural \( \mathbb{Z}[[s]] \)-linear projections \( \tau_{\Delta\Delta'} : M[[s]]_\Delta \to M[[s]]_{\Delta'} \), that we call truncations:

\[
\tau_{\Delta\Delta'} : \sum_{\alpha \in \Delta} m_\alpha s^\alpha \in M[[s]]_\Delta \longmapsto \sum_{\alpha \in \Delta'} m_\alpha s^\alpha \in M[[s]]_{\Delta'}.
\]

If \( M \) is a ring (resp. an \( (A; A) \)-bimodule), then the truncations \( \tau_{\Delta\Delta'} \) are ring homomorphisms (resp. \( (A[[s]]_\Delta; A[[s]]_\Delta) \)-linear maps). For \( \Delta' = \{ 0 \} \) we have \( M[[s]]_{\{ 0 \}} = M \) and the kernel of \( \tau_{\Delta(0)} \) will be denoted by \( M[[s]]_{\Delta, +} \). We have a bicontinuous isomorphism \( M[[s]]_{\Delta} = \lim_M M[[s]]_{\Delta'}, \) where \( \Delta' \) goes through the set of finite co-ideals contained in \( \Delta \).

**Definition 1.2.3.** A \( k \)-algebra over \( A \) is a (not-necessarily commutative) \( k \)-algebra \( R \) endowed with a map of \( k \)-algebras \( i : A \to R \). A filtered \( k \)-algebra over \( A \) is a \( k \)-algebra \( (R, \iota) \) over \( A \), endowed with a ring filtration \( (R_k)_{k \geq 0} \) such that \( \iota(A) \subset R_0 \). A map between two (filtered) \( k \)-algebras \( i : A \to R \) and \( i' : A \to R' \) over \( A \) is a map \( g : R \to R' \) of (filtered) \( k \)-algebras such that \( \iota' = g \circ \iota \).

It is clear that if \( R \) is a \( k \)-algebra over \( A \), then \( R[[s]]_\Delta \) is a \( k[[s]]_\Delta \)-algebra over \( A[[s]]_\Delta \).

**Notation 1.2.4.** Let \( R \) be a ring, \( p \geq 1 \), and \( \Delta \subset \mathbb{N}^p \) a non-empty co-ideal. We denote by \( \mathfrak{U}^p(R; \Delta) \) the multiplicative sub-group of the units of \( R[[s]]_\Delta \) whose 0-degree coefficient is 1. The multiplicative inverse of a unit \( r \in R[[s]]_\Delta \) will be denoted by \( r^* \). For \( \Delta \subset \Delta' \) co-ideals we have \( \tau_{\Delta\Delta'}(\mathfrak{U}^p(R; \Delta')) \subset \mathfrak{U}^p(R; \Delta) \) and the truncation map \( \tau_{\Delta\Delta'} : \mathfrak{U}^p(R; \Delta') \to \mathfrak{U}^p(R; \Delta) \) is a group homomorphisms. Clearly, we have:

\[
\mathfrak{U}^p(R; \Delta) = \lim_{\Delta' \subset \Delta; \Delta' \subset \infty} \mathfrak{U}^p(R; \Delta').
\]
If $R = \bigcup_{d \geq 0} R_d$ is a filtered ring, we denote:

$$\mathcal{U}_R^p(R; \Delta) := \left\{ \sum_{\alpha \in \Delta} r_\alpha s^\alpha \in \mathcal{U}^p(R; \Delta) \bigg| r_\alpha \in R_{|\alpha|} \text{ } \forall \alpha \in \Delta \right\}.$$ 

It is clear that $\mathcal{U}_R^p(R; \Delta)$ is a subgroup of $\mathcal{U}^p(R; \Delta)$. For any ring homomorphism $f : R \to R'$, the induced ring homomorphism $\tilde{f} : R[[s]]_{\Delta} \to R'[s]_{\Delta}$ sends $\mathcal{U}^p(R; \Delta)$ into $\mathcal{U}^p(R'; \Delta)$ and so it induces natural group homomorphisms $\mathcal{U}^p(R; \Delta) \to \mathcal{U}^p(R'; \Delta)$. A similar result holds for the filtered case.

1.2.5 Let $E, F$ be $A$-modules. For each $r = \sum_\beta r_\beta s^\beta \in \text{Hom}_k(E, F)[[s]]_\Delta$ we denote by $\tilde{r} : E[[s]]_\Delta \to F[[s]]_\Delta$ the map defined by:

$$\tilde{r} \left( \sum_{\alpha \in \Delta} e_\alpha s^\alpha \right) := \sum_{\alpha \in \Delta} \left( \sum_{\beta + \gamma = \alpha} r_\beta (e_\gamma) \right) s^\alpha,$$

which is obviously a $k[[s]]_\Delta$-linear map. It is clear that the map:

$$r \in \text{Hom}_k(E, F)[[s]]_\Delta \mapsto \tilde{r} \in \text{Hom}_{k[[s]]_\Delta}(E[[s]]_\Delta, F[[s]]_\Delta)$$

is an isomorphism of $(A[[s]]_\Delta; A[[s]]_\Delta)$-bimodules. When $E = F$, it is an isomorphism of $k[[s]]_\Delta$-algebras over $A[[s]]_\Delta$. Moreover, the restriction map:

$$f \in \text{Hom}_{k[[s]]_\Delta}(E[[s]]_\Delta, F[[s]]_\Delta) \mapsto f|_E \in \text{Hom}_k(E, F[[s]]_\Delta)$$

is an isomorphism of $(A[[s]]_\Delta; A)$-bimodules, whose inverse is

$$g \in \text{Hom}_k(E, F[[s]]_\Delta) \mapsto g^c \in \text{Hom}_{k[[s]]_\Delta}(E[[s]]_\Delta, F[[s]]_\Delta), \quad g^c \left( \sum_{\alpha} e_\alpha s^\alpha \right) := \sum_{\alpha} g(e_\alpha) s^\alpha.$$

Let us call $R = \text{End}_k(E)$. As a consequence of the above properties, the composition of the maps:

$$R[[s]]_\Delta \xrightarrow{r \mapsto \tilde{r}} \text{End}_{k[[s]]_\Delta}(E[[s]]_\Delta) \xrightarrow{f \mapsto f|_E} \text{Hom}_k(E, E[[s]]_\Delta)$$

is an isomorphism of $(A[[s]]_\Delta; A)$-bimodules.

**Notation 1.2.6. We denote:**

$$\text{Hom}^\circ_{k[[s]]_\Delta}(E, E[[s]]_\Delta) := \left\{ f \in \text{Hom}_k(E, E[[s]]_\Delta), f(e) \equiv e \text{ mod } \langle s \rangle E[[s]]_\Delta \text{ } \forall e \in E \right\},$$

$$\text{Aut}^\circ_{k[[s]]_\Delta}(E[[s]]_\Delta) := \left\{ f \in \text{Aut}_{k[[s]]_\Delta}(E[[s]]_\Delta), f(e) \equiv e \text{ mod } \langle s \rangle E[[s]]_\Delta \text{ } \forall e \in E[[s]]_\Delta \right\}.$$

Let us notice that a $f \in \text{Hom}_k(E, E[[s]]_\Delta)$, given by $f(e) = \sum_{\alpha \in \Delta} f_\alpha(e) s^\alpha$, belongs to $\text{Hom}^\circ_{k[[s]]_\Delta}(E, E[[s]]_\Delta)$ if and only if $f_0 = \text{Id}_E$.

The isomorphism in (5) gives rise to a group isomorphism

$$r \in \mathcal{U}^p(\text{End}_k(E); \Delta) \mapsto \tilde{r} \in \text{Aut}^\circ_{k[[s]]_\Delta}(E[[s]]_\Delta).$$

If $R$ is a (not necessarily commutative) $k$-algebra and $\Delta \subset \mathbb{N}^p$ is a co-ideal, any continuous $k$-linear map $h : k[[s]]_\Delta \to k[[s]]_\Delta$ induces a natural continuous left and right $R$-linear map

$$h_R := \text{Id}_R \# k[h] : R[[s]]_\Delta = R \# k[[s]]_\Delta \longrightarrow R[[s]]_\Delta = R \# k[[s]]_\Delta$$
Definition 1.2.7. For each $k$, denote:

$$d_k$$

Clearly, we will simply denote:

The following definition provides a particular family of k-derivations.

**Notation 1.2.8.** For any $k$, we denote:

$$\varepsilon^0(r) := r^*\varnothing_R(r), \quad \varepsilon^0(r) := \varnothing_R(r)^*,$$

and we will write:

$$\varepsilon^0(r) = \sum_{\alpha} \varepsilon^{0}_{\alpha}(r)s^\alpha, \quad \varepsilon^0(r) = \sum_{\alpha} \varepsilon^{0}_{\alpha}(r)s^\alpha.$$
(v) \( \chi_R(\varepsilon^i(r)) - \chi_R(\varepsilon^j(r)) = [\varepsilon^i(r), \varepsilon^j(r)] \), and a similar identity holds for the \( \varepsilon^i \).

**Notation 1.2.10.** Under the above conditions, we will denote by \( \Lambda^p(R; \Delta) \) the subset of \( (R[[s]]_{\Delta,+})^p \) whose elements are the families \( \{\delta^i\}_{1 \leq i \leq p} \) satisfying the following properties:

(a) If \( \delta^i = \sum_{|\alpha| > 0} \delta^i_\alpha s^\alpha, \) we have \( \delta^i_0 = 0 \) whenever \( \alpha_i = 0. \)

(b) For all \( i, j = 1, \ldots, p \) we have \( \chi_R^j(\delta^i) - \chi_R^i(\delta^j) = [\delta^i, \delta^j]. \)

Let us also consider the map \( \Sigma : \{\delta^j\} \in \Lambda^p(R; \Delta) \mapsto \sum_{i=1}^p \delta^i \in R[[s]]_{\Delta,+}. \) After 1.2.9, (v), we can consider the map:

\[
\varepsilon : r \in \mathcal{U}^p(R; \Delta) \mapsto \{\varepsilon^i(r)\}_{1 \leq i \leq p} \in \Lambda^p(R; \Delta)
\]

and we obviously have \( \varepsilon = \Sigma \circ \varepsilon. \)

The following statement reproduces Proposition 1.2.18 of [14].

**Proposition 1.2.11.** Assume that \( \mathbb{Q} \subset k. \) Then, the three maps in the following commutative diagram:

\[
\begin{array}{c}
\mathcal{U}^p(R; \Delta) \xrightarrow{\varepsilon} \Lambda^p(R; \Delta) \\
\downarrow \varepsilon \quad \quad \quad \quad \downarrow \Sigma \\
R[[s]]_{\Delta,+}
\end{array}
\]

are bijective.

Notice that Proposition 1.2.11 also holds with the \( \varepsilon^i \) instead of the \( \varepsilon^i. \)

### 1.3 Substitution maps

In this section we give a summary of sections 2 and 3 of [12]. Let \( k \) be a commutative ring, \( A \) a commutative \( k \)-algebra, \( s = \{s_1, \ldots, s_p\}, t = \{t_1, \ldots, t_q\} \) two sets of variables and \( \Delta \subset \mathbb{N}^p, \nabla \subset \mathbb{N}^q \) non-empty co-ideals.

**Definition 1.3.1.** An \( A \)-algebra map \( \varphi : A[[s]]_{\Delta} \to A[[t]]_{\nabla} \) will be called a substitution map whenever \( \operatorname{ord}(\varphi(s_i)) \geq 1 \) for all \( i = 1, \ldots, p. \) A such map is continuous and uniquely determined by the family \( c = \{\varphi(s_i), i = 1, \ldots, p\}. \) The set of substitution maps \( A[[s]]_{\Delta} \to A[[t]]_{\nabla} \) will be denoted by \( \delta_A(p, q; \Delta, \nabla). \)

The composition of substitution maps is obviously a substitution map.

**Definition 1.3.2.** We say that a substitution map \( \varphi : A[[s]]_{\Delta} \to A[[t]]_{\nabla} \) has constant coefficients if \( \varphi(s_i) \in k[[t]]_{\nabla} \) for all \( i = 1, \ldots, p. \)

Substitution maps with constant coefficients are induced by substitution maps \( k[[s]]_{\Delta} \to k[[t]]_{\nabla}. \)

**1.3.3** Let \( R \) be a \( k \)-algebra over \( A \) and \( \varphi : A[[s]]_{\Delta} \to A[[t]]_{\nabla} \) a substitution map. For \( r = \sum_\alpha r_\alpha s^\alpha \in R[[s]]_{\Delta} \) we denote:

\[
\varphi \circ r := \sum_\alpha \varphi(s^\alpha) r_\alpha, \quad r \circ \varphi := \sum_\alpha r_\alpha \varphi(s^\alpha).
\]
It is clear that $\varphi \cdot \mathcal{U}(R; \Delta) \subset \mathcal{U}(R; \nabla)$ and $\mathcal{U}(R; \Delta) \cdot \varphi \subset \mathcal{U}(R; \nabla)$, and if $R$ is a filtered $k$-algebra over $A$, then $\varphi \cdot \mathcal{U}(R; \Delta) \subset \mathcal{U}(R; \nabla)$ and $\mathcal{U}(R; \Delta) \cdot \varphi \subset \mathcal{U}(R; \nabla)$. We also have $\varphi \cdot 1 = 1 \cdot \varphi = 1$.

If $\varphi$ is a substitution map with constant coefficients, then $\varphi \cdot r = r \cdot \varphi$ and $\varphi \cdot (r^\prime) = (\varphi \cdot r)(\varphi \cdot r^\prime)$. Additional information about the $\cdot$ operations can be found at [12, §4].

Let us consider the power series ring $A[[s]] = A[[s]] \otimes_A [\tau]$, and for each $i = 1, \ldots, p$ we denote $\sigma^i : A[[s]] \to A[[s, \tau]]$ the substitution map (with constant coefficients) defined by:

$$\sigma^i(s_j) = \begin{cases} s_i + s_i \tau & \text{if } j = i \\ s_j & \text{if } j \neq i. \end{cases}$$

Let us also denote $\sigma : A[[s]] \to A[[s, \tau]]$ the substitution map (with constant coefficients) defined by: $\sigma(s_i) = s_i + s_i \tau$ for all $i = 1, \ldots, p$, and $t : A[[s]] \to A[[s, \tau]]$ the substitution map induced by the inclusion $s \mapsto s \cup \{\tau\}$.

It is clear that for each non-empty co-ideal $\Delta \subset \mathbb{N}^p$, the substitution maps $\sigma^i, \sigma, t : A[[s]] \to A[[s, \tau]]$ induce new substitution maps $A[[s]]_{\Delta} \to A[[s, \tau]]_{\Delta \times \{0,1\}}$, which will be also denoted by the same letters.

The proof of the following lemma is clear.

**Lemma 1.3.4.** The map $\xi : R[[s]]_{\Delta, +} \to \mathcal{U}^{p+1}(R; \Delta \times \{0,1\})$ defined as:

$$\xi \left( \sum_{\alpha \in \Delta, |\alpha| > 0} r_\alpha s^\alpha \right) = 1 + \sum_{\alpha \in \Delta, |\alpha| > 0} r_\alpha s^\alpha \tau$$

is a group homomorphism. Moreover, the map $\xi$ is injective and its image is the set of $r \in \mathcal{U}^{p+1}(R; \Delta \times \{0,1\})$ such that $\text{supp } r \subset \{(0,0)\} \cup ((\Delta \setminus \{0\}) \times \{1\})$.

The following proposition is proved in [14, Proposition 1.3.7].

**Proposition 1.3.5.** For each $r \in \mathcal{U}(R; \Delta)$, the following properties hold:

1. $r^\ast (\sigma^i \cdot r) = \xi(\varepsilon^i(r))$, $(\sigma^i \cdot r)^\ast = \xi(\varepsilon^i(r))$.
2. $r^\ast (\sigma \cdot r) = \xi(\varepsilon(r))$, $(\sigma \cdot r)^\ast = \xi(\varepsilon(r))$.

The following lemma shows how the bracket of two elements of $R$ can be expressed in terms of the group operation in the $\mathcal{U}(R; \Delta)$ and of the action of substitution maps. Its proof is straightforward and it is left to the reader.

**Lemma 1.3.6.** Let $i : A[[s]]_1 \to A[[s, s']]_{(1,1)}$, $i' : A[[s]]_1 \to A[[s, s']]_{(1,1)}$ and $\varphi : A[[s]]_1 \to A[[s, s']]_{(1,1)}$ be the substitution maps (with constant coefficients) given by $i(s) = s, i'(s) = s'$ and $\varphi(s) = ss'$. Then, for each $r, r' \in R$ we have:

$$\left(i \cdot (1 + rs)\right)\left(i' \cdot (1 + r's)\right)\left(i \cdot (1 + rs)^\ast\right)\left(i' \cdot (1 + r's)^\ast\right) = \varphi \cdot (1 + [r, r']s).$$

### 1.4 Hasse–Schmidt derivations

In this section we recall some notions and results of the theory of Hasse–Schmidt derivations [5] as developed in [12]. From now on $k$ will be a commutative ring, $A$ a commutative $k$-algebra, $s = \{s_1, \ldots, s_p\}$ a set of variables and $\Delta \subset \mathbb{N}^p$ a non-empty co-ideal.
1.5 The action of substitution maps on HS-derivations

Now, we recall the action of substitution maps on HS-derivations [12, §6] and the behavior of the ε-derivations of Notation 1.2.8 on HS-derivations [14, §3].

Let $s = \{s_1, \ldots, s_p\}$, $t = \{t_1, \ldots, t_q\}$ be sets of variables, $\Delta \subset \mathbb{N}^p$, $\nabla \subset \mathbb{N}^q$ non-empty co-ideals and let us write $R = \text{End}_k(A)$.

For each substitution map $\varphi : A[[s]]_\Delta \to A[[t]]_\nabla$, we know (see 1.3.3) that $\varphi \; U^p(R; \Delta) \subset U^p(R; \nabla)$, and in fact we have $\varphi \cdot \text{HS}_k^p(A; \Delta) \subset \text{HS}_k^p(A; \nabla)$ (see [12, Proposition 10]).

For each $i = 1, \ldots, p$ and each $D \in \text{HS}_k^p(A; \Delta)$ we know that (see Notation 1.2.8 and [14, Proposition 3.1.2]):

$$\varepsilon^i(D), \varepsilon(D), \tau(D) \in \text{Der}_k(A)[[s]]_{\Delta,+} = \text{Der}_k(A)[[s]]_{\Delta} \cap R[[s]]_{\Delta,+},$$

1.2.8

1.3.3

1.4.1. A $(p, \Delta)$-variante Hasse–Schmidt derivation, or a $(p, \Delta)$-variante HS-derivation for short, of $A$ over $k$ is a family $D = (D_\alpha)_{\alpha \in \Delta}$ of $k$-linear maps $D_\alpha : A \to A$, satisfying the following Leibniz type identities:

$$D_0 = \text{Id}_A, \quad D_\alpha(xy) = \sum_{\beta + \gamma = \alpha} D_\beta(x)D_\gamma(y)$$

for all $x, y \in A$ and for all $\alpha \in \Delta$. We denote by $\text{HS}_k^p(A; \Delta)$ the set of all $(p, \Delta)$-variant HS-derivations of $A$ over $k$. For $p = 1$, a 1-variante HS-derivation will be simply called a Hasse–Schmidt derivation (a HS-derivation for short), or a higher derivation$^1$, and we will simply write $\text{HS}_k(A; m) := \text{HS}_k^1(A; \Delta)$ for $\Delta = \{q \in \mathbb{N} \mid q \leq m\}$.$^2$

Any $(p, \Delta)$-variante HS-derivation $D$ of $A$ over $k$ can be understood as a power series

$$\sum_{\alpha \in \Delta} D_\alpha s^\alpha \in R[[s]]_\Delta, \quad R = \text{End}_k(A),$$

and so we consider $\text{HS}_k^p(A; \Delta) \subset R[[s]]_\Delta$. Actually, $\text{HS}_k^p(A; \Delta)$ is a (multiplicative) sub-group of $U^p(R; \Delta)$. The group operation in $\text{HS}_k^p(A; \Delta)$ is explicitly given by:

$$(D, E) \in \text{HS}_k^p(A; \Delta) \times \text{HS}_k^p(A; \Delta) \mapsto D \circ E \in \text{HS}_k^p(A; \Delta)$$

with

$$(D \circ E)_\alpha = \sum_{\beta + \gamma = \alpha} D_\beta \circ E_\gamma,$$

and the identity element of $\text{HS}_k^p(A; \Delta)$ is $I$ with $I_0 = \text{Id}$ and $I_\alpha = 0$ for all $\alpha \neq 0$. The inverse of a $D \in \text{HS}_k^p(A; \Delta)$ will be denoted by $D^*$.

For $\Delta' \subset \Delta \subset \mathbb{N}^p$ non-empty co-ideals, we have truncations

$$\tau_{\Delta\Delta'} : \text{HS}_k^p(A; \Delta) \to \text{HS}_k^p(A; \Delta'),$$

which obviously are group homomorphisms. Since any $D \in \text{HS}_k^p(A; \Delta)$ is determined by its finite truncations, we have a natural group isomorphism

$$\text{HS}_k^p(A; \Delta) = \lim_{\Delta' \subset \Delta \to \infty} \text{HS}_k^p(A; \Delta').$$  \hspace{1cm} (7)
and that the map ξ : R[[s]]Δ⁺ → Υ⁺⁺(R; Δ × {0, 1}) defined in Lemma 1.3.4 gives rise to a injective group homomorphism
\[
\xi : \text{Der}_k(\Lambda)[[s]]\Delta_+ \longrightarrow \text{HS}^p_k(\Lambda; \Delta \times \{0, 1\})
\]
whose image is the set of D ∈ HS^p_k(\Lambda; \Delta \times \{0, 1\}) such that supp D ⊂ \{(0, 0)\} ∪ ((Δ \setminus \{0\}) \times \{1\}).

If we denote D^p_k(\Lambda; Δ) := \Lambda^p(\Lambda; Δ) ∩ (\text{Der}_k(A[[s]]Δ_+))^p, Theorem 3.1.6 of [14] tells us that, whenever \(Q ⊂ k\), the diagram in Proposition 1.2.11 induces a commutative diagram with bijective maps:
\[
\begin{array}{ccc}
\text{HS}^p_k(\Lambda; Δ) & \xrightarrow{\xi} & D^p_k(\Lambda; Δ) \\
\varepsilon & \simeq & \varepsilon \\
\text{Der}_k(\Lambda)[[s]]\Delta_+ & \xrightarrow{\delta} & \text{HS}^p_k(\Lambda; Δ)
\end{array}
\]

Definition 1.5.1. Let S be a k-algebra over A, D ∈ HS^p_k(A; Δ) and r ∈ Υ^p(S; Δ). We say that r is a D-element if ra = \(\tilde{D}(a)r\) for all a ∈ A[[s]]Δ.

For the ease of the reader, we include the following result (see [14, Theorem 3.2.5]).

Theorem 1.5.2. For substitution map \(\varphi : A[[s]]Δ \rightarrow A[[t]]\nabla\) and each HS-derivation D ∈ HS^p_k(A; Δ), there exists a family
\[
\left\{ N^{i,j}_{e,h} \mid 1 ≤ j ≤ q, 1 ≤ i ≤ p, e, h ∈ \nabla, h ∈ \Delta, |h| ≤ |e| \right\} \subset A
\]
such that for any k-algebra S over A and any D-element r ∈ \(\Upsilon^p(S; \Delta)\), we have:
\[
e^r_e(\varphi•r) = \sum_{0 < |A| ≤ |e| \atop i, h ∈ \text{supp} h} N^{i,j}_{e,h} e^r_{\delta_A}(r) \quad ∀e ∈ \nabla, \forall j = 1, \ldots, q.
\]

2 Main results

2.1 The integrable connection associated with a HS–module

Throughout this section k will be a commutative ring and A a commutative k-algebra. First we recall the notions of HS-structure and HS-module (see [13, §3.1]).

Definition 2.1.1. Let R be a k-algebra over A. A HS-structure on R over A/k is a system of maps \(\Psi = \{\Psi^p_\Delta : \text{HS}^p(R; \Delta) \rightarrow \Upsilon^p(R; \Delta), p ∈ \mathbb{N}, Δ ∈ \mathcal{HF}(\mathbb{N}^p)\}\) such that:

(i) The \(\Psi^p_\Delta\) are group homomorphisms.

(ii) (Leibniz rule) For any D ∈ \(\text{HS}^p_k(A; Δ)\), \(\Psi^p_\Delta(D)\) is a D-element (see Definition 1.5.1), i.e. \(\Psi^p_\Delta(D) a = \tilde{D}(a)\Psi^p_\Delta(D)\) for all a ∈ A.

(iii) For any substitution map \(\varphi ∈ \delta_A(p, q; Δ, \nabla)\) and for any D ∈ \(\text{HS}^p_k(A; Δ)\) we have \(\Psi^p(\varphi•D) = \varphi•\Psi^p_\Delta(D)\).

Actually, from (3) and (7) we could restrict ourselves to non-empty finite co-ideals.
If $R'$ is another $k$-algebra over $A$ and $f : R \to R'$ is a map of $k$-algebras over $A$, then any $\Psi$-structure $\Psi$ on $R$ over $A/k$ gives rise to a $\Psi$-structure $f \circ \Psi$ on $R'$ over $A/k$ defined as

$$(f \circ \Psi)_{\Delta}^\alpha := f \circ \Psi_{\Delta}^\alpha, \quad p \in \mathbb{N}, \Delta \in \mathcal{K}_F(N^p).$$

If $R$ is filtered, we will say that a $\Psi$-structure $\Psi$ on $R$ over $A/k$ is filtered if

$$\Psi_{\Delta}^p(\mathcal{H}^p_k(A; \Delta)) \subset \mathcal{H}^p_k(R; \Delta) \quad \forall p \in \mathbb{N}, \forall \Delta \in \mathcal{K}_F(N^p).$$

If $\Psi$ is a $\Psi$-structure on $R$ over $A/k$, $\alpha \in \mathbb{N}^p$ and $\Delta = \{\alpha' \in \mathbb{N}^p \mid \alpha' \leq \alpha\}$, we will simply denote $\Psi_{\Delta} = \Psi_{\Delta}^\alpha$.

**Example 2.1.2.** The inclusions $\mathcal{H}^p_k(A; \Delta) \subset \mathcal{H}^p_k(D_A/k; \Delta)$ give rise to the "tautological" $\Psi$-structures on $D_A/k$ and on $\text{End}_k(A)$ over $A/k$, which are obviously filtered.

**Definition 2.1.3.** (1) A left $\Psi$-module (resp. a right $\Psi$-module) over $A/k$ is an $A$-module $E$ endowed with a $\Psi$-structure on $E$. Namely, for each $a \in A$, we define $a \cdot E$ by $a \cdot E = \{a \cdot e \mid e \in E\}$. Let $E$ be an $A$-module. Then $E$ is a $\Psi$-module if and only if $\Psi$ is a $\Psi$-structure on $E$ over $A/k$.

(2) A $\Psi$-map from a left (resp. a right) $\Psi$-module $E$ endowed with a $\Psi$-structure on $E$, to a left (resp. to a right) $\Psi$-module $F$ endowed with a $\Psi$-structure on $F$, is a $\Psi$-equivariant map $f : E \to F$ such that $f(\alpha \cdot e) = \alpha \cdot f(e)$ for all $\alpha \in \mathbb{N}^p$ and $e \in E$.

The notions of $\Psi$-structure and $\Psi$-module are inspired by the notions of "admissible map" of a Lie–Rinehart algebra (cf. [15, §2] and [6, §2]) and of integrable connection. Let us recall (a convenient version of) these notions.

**Definition 2.1.4.** Let $R$ be a $k$-algebra over $A$. We say that a map $\nabla : \text{Der}_k(A) \to R$ is LR-admissible (LR for Lie–Rinehart) if the following conditions hold:

i) $\nabla$ is left $A$-linear.

ii) (Leibniz rule) $\nabla(\delta)a = a\nabla(\delta) + \delta(a)1_R$ for all $\delta \in \text{Der}_k(A)$ and all $a \in A$.

iii) $\nabla(\delta, \delta') = [\nabla(\delta), \nabla(\delta')]$ for all $\delta, \delta' \in \text{Der}_k(A)$.

**Definition 2.1.5.** A left (resp. right) integrable connection on an $A$-module $E$ over $A/k$ is a $\Psi$-equivariant map $\nabla : \text{Der}_k(A) \to \text{End}_k(E)$ (resp. $\nabla : \text{Der}_k(A) \to \text{End}_k(E)^{\text{opp}}$).

**Remark 2.1.6.** The above definition differs slightly from J.L. Koszul’s one as presented in [3, Definitions 2.4 and 2.14]. Both definitions coincide whenever the $A$-module of differential forms $\Omega_{A/k}$ is projective of finite rank.

The goal of this section is to show that any HS-structure on $R$ over $A/k$ gives rise to a natural LR-admissible map $\text{Der}_k(A) \to R$, and consequently, that any HS-module over $A/k$ carries a natural integrable connection.

Let us notice that for any $k$-algebra $R$ over $A$, we may identify the groups $(R, +)$ and $\mathcal{H}(R; 1)$ through the natural group isomorphism

$$r \in R \mapsto (1 + rs) \in \mathcal{H}(R; 1).$$

Moreover, this map translates the $(A; A)$-bimodule structure on $R$ into the action of substitution maps in $\delta_A(1, 1; \{0, 1\}, \{0, 1\}) \equiv A$. Namely, for each $a \in A$ and each $r \in R$, we have:

$$ar \in R \mapsto (1 + ars) = a \cdot (1 + rs) \in \mathcal{H}(R; 1),$$

$$ra \in R \mapsto (1 + ras) = (1 + rs) \cdot a \in \mathcal{H}(R; 1).$$
In the same vein we know that the map
\[ \delta \in \text{Der}_k(A) \mapsto (1 + \delta s) \in \text{HS}_k(A; 1) \quad (11) \]
is an isomorphism of groups, where we are considering the addition as internal operation in \( \text{Der}_k(A) \). Moreover, this map also translates the left \( A \)-module structure on \( \text{Der}_k(A) \) into the left action of substitution maps in \( \Delta_A(1; \{0,1\}, \{0,1\}) \equiv A \).

Assume that \( \Psi = \{\Psi^p_\Delta : \text{HS}_k^p(A; \Delta) \to \mathcal{U}^p(R; \Delta), p \in \mathbb{N}, \Delta \in \mathfrak{F}(\mathbb{N}^p)\} \) is a HS-structure on \( R \) over \( A/k \) and let us denote by \( \nabla : \text{Der}_k(A) \to R \) the homomorphism of additive groups defined by the following commutative diagram:

\[
\begin{array}{ccc}
\text{Der}_k(A) & \xrightarrow{\nabla} & R \\
(11) \downarrow \cong & & \downarrow (10) \\
\text{HS}_k(A; 1) & \xrightarrow{\Psi^1} & \mathcal{U}(R; 1).
\end{array}
\]

Explicitly: \( \Psi^1(\text{Id} + \delta s) = 1 + \nabla(\delta)s \).

**Proposition 2.1.7.** With the above notations, the map \( \nabla : \text{Der}_k(A) \to R \) is LR-admissible.

**Proof.** We need to prove properties i), ii), iii) in Definition 2.1.4. Clearly, Property i) comes from property (iii) in Definition 2.1.1 and property ii) comes from property (ii) in Definition 2.1.1.

To prove property iii), let us consider the substitution maps \( \iota : A[[s]]_1 \to A[[s, s']](1,1) \), \( \iota' : A[[s]]_1 \to A[[s, s']](1,1) \) and \( \varphi : A[[s]]_1 \to A[[s, s']](1,1) \) given by \( \iota(s) = s, \iota'(s) = s' \) and \( \varphi(s) = ss' \), and let us write \( u := \nabla(\delta), u' := \nabla(\delta'), u'' := \nabla([\delta, \delta']), \nu := 1 + us, \nu' := 1 + u's, \nu'' := 1 + u''s, \mu := \text{Id} + \delta, \mu' := \text{Id} + \delta s \) and \( \mu'' := \text{Id} + [\delta, \delta']s \). We have \( \Psi^1(u) = v, \Psi^1(u') = v' \) and \( \Psi^1(u'') = v'' \), and since \( \Psi \) is compatible with the action of substitution maps, we have:

\[
1 + u''s' = \varphi \ast u''s' = \varphi \ast \Psi^1(\text{Id} + [\delta, \delta']s) = \Psi^2_{(1,1)}(\varphi \ast (\text{Id} + [\delta, \delta']s)) \overset{(5)}{=} \\
\Psi^2_{(1,1)}((\iota \ast \iota')(\iota' \ast w')(\iota' \ast w')^*) = \\
\Psi^2_{(1,1)}(\iota \ast \iota')(\iota' \ast w')(\iota' \ast w'^*) \overset{(1)}{=} \\
(\iota \ast \Psi^1_{(1,1)}(w))(\iota' \ast \Psi^1_{(1,1)}(w'))(\iota' \ast \Psi^1_{(1,1)}(w'))^* = \\
(\iota \ast \iota')(\iota' \ast \iota')(\iota' \ast \iota')^* \overset{(\ast)}{=} \varphi \ast (1 + [u, u']s) = 1 + [u, u']ss',
\]

where the (\ast) comes from Lemma 1.3.6, and so \( \nabla([\delta, \delta']) = u'' = [u, u'] = [\nabla(\delta), \nabla(\delta')] \). \( \square \)

**Corollary 2.1.8.** Any left (resp. right) HS-module \( (E, \Psi) \) over \( A/k \) carries a natural left (resp. right) integrable connection \( \nabla : \text{Der}_k(A) \to \text{End}_k(E) \) (resp. \( \nabla : \text{Der}_k(A) \to \text{End}_k(E)^{op} \)) given by:

\[ \Psi^1(\text{Id} + \delta s) = 1 + \nabla(\delta)s, \quad \forall \delta \in \text{Der}_k(A). \]

LR-admissible map \( \nabla : \text{Der}_k(A) \to R \) in Proposition 2.1.7 satisfies a remarkable compatibility with respect to the maps \( e^i, e, \overline{e}, \overline{e} : \mathcal{U}^p(R; \Delta) \to R[[s]]_{\Delta, +} \) (see Notation 1.2.8).
Proposition 2.1.9. Under the above hypotheses, for each integer \( p \geq 1 \), for each non-empty co-ideal and for each \( i = 1, \ldots, p \), the following diagram is commutative:

\[
\begin{array}{ccc}
\text{HS}_k^p(A; \Delta) & \xrightarrow{\psi^p} & \mathcal{U}^p(R; \Delta) \\
\text{\varepsilon} & & \downarrow \varepsilon^i \\
\text{Der}_k(A)[[s]]_{\Delta,+} & \xrightarrow{\nabla} & R[[s]]_{\Delta,+},
\end{array}
\]

where \( s = \{s_1, \ldots, s_p\} \) and \( \nabla \) is the obvious map induced by \( \nabla \).

Proof. Let us call \( \sigma^i : A[[s]]_{\Delta} \to A[[s, \tau]]_{\Delta \times \{0,1\}} \) the substitution map given by \( \sigma^i(s_j) = s_j \) if \( j \neq i \) and \( \sigma^i(s_i) = s_i + s_i \tau \), and \( \Delta' = \Delta \times \{0,1\} \subset \mathbb{N}^{p+1} \).

By using the injective map \( \xi \) (see Lemma 1.3.4 and (8)) and Proposition 1.3.5, it is enough to prove the commutativity of the two following diagrams:

\[
\begin{array}{ccc}
\text{HS}_k^p(A; \Delta) & \xrightarrow{\psi^p} & \mathcal{U}^p(R; \Delta) \\
\xi \circ \varepsilon & & \downarrow \xi \circ \varepsilon^i \\
\text{HS}_k^{p+1}(A; \Delta') & \xrightarrow{\psi^{p+1}} & \mathcal{U}^{p+1}(R; \Delta')
\end{array}
\]

and

\[
\begin{array}{ccc}
\text{Der}_k(A)[[s]]_{\Delta,+} & \xrightarrow{\nabla} & R[[s]]_{\Delta,+} \\
\xi & & \downarrow \xi \\
\text{HS}_k^{p+1}(A; \Delta') & \xrightarrow{\psi^{p+1}} & \mathcal{U}^{p+1}(R; \Delta').
\end{array}
\]

The commutativity of the first diagram is clear from properties (i) and (iii) in Definition 2.1.1 and Proposition 1.3.5:

\[
\psi^{p+1}_{\Delta'}(\xi(\varepsilon^i(D))) = \psi^{p+1}_{\Delta'}(\varepsilon^i(D)) = \psi^{p}_{\Delta}(D^* \sigma^i \bullet D) = \xi(\varepsilon^i(\psi^p_{\Delta}(D))).
\]

For the commutativity of the second diagram, since all the involved maps are compatible with truncations and that any element in \( \mathcal{U}^{p+1}(R; \Delta') \) is determined by its truncations to the \( \Omega' = \Omega \times \{0,1\} \), with \( \Omega \subset \Delta \) a non-empty finite co-ideal, we may assume that \( \Delta \) is finite. In this case we have:

\[
\xi \left( \nabla \left( \sum_{\alpha \in \Delta^*} \delta_{\alpha}s^{\alpha} \right) \right) = \xi \left( \sum_{\alpha \in \Delta^*} \nabla(\delta_{\alpha})s^{\alpha} \right) = 1_R + \sum_{\alpha \in \Delta^*} \nabla(\delta_{\alpha})s^{\alpha} \tau = \\
\prod_{\alpha \in \Delta^*} (1_R + \nabla(\delta_{\alpha})s^{\alpha} \tau)
\]

and

\[
\psi^{p+1}_{\Delta'} \left( \xi \left( \sum_{\alpha \in \Delta^*} \delta_{\alpha}s^{\alpha} \right) \right) = \psi^{p+1}_{\Delta'} \left( \mathrm{Id} + \sum_{\alpha \in \Delta^*} \delta_{\alpha}s^{\alpha} \tau \right) = \\
\prod_{\alpha \in \Delta^*} (\mathrm{Id} + \delta_{\alpha}s^{\alpha} \tau)
\]

and

\[
\psi^{p+1}_{\Delta'} \left( \prod_{\alpha \in \Delta^*} (\mathrm{Id} + \delta_{\alpha}s^{\alpha} \tau) \right) = \prod_{\alpha \in \Delta^*} \psi^{p+1}_{\Delta'} (\mathrm{Id} + \delta_{\alpha}s^{\alpha} \tau).
\]
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where $\Delta^* = \Delta \setminus \{0\}$, and so it is enough to prove that:

$$\Psi_{\Delta^*}^{p+1}(\text{Id} + \delta s^\alpha \tau) = 1_R + \nabla(\delta)s^\alpha \tau$$

for all $\alpha \in \Delta^*$ and all $\delta \in \text{Der}_k(A)$.

Let $\varphi: A[[t]]_1 \to A[[s, \tau]]_{\Delta^*}$ be the substitution map given by $\varphi(t) = s^\alpha \tau$. We have:

$$\Psi_{\Delta^*}^{p+1}(\text{Id} + \delta s^\alpha \tau) = \Psi_{\Delta^*}^{p+1}(\varphi \cdot (\text{Id} + \delta t)) = \varphi \cdot \Psi_{\Delta^*}^{1}(1_R + \nabla(\delta)t) = 1_R + \nabla(\delta)s^\alpha \tau$$

and we are done.

**Corollary 2.1.10.** Under the above hypotheses, for each integer $p \geq 1$ and for each non-empty co-ideal $\Delta \subset \mathbb{N}^p$, the following diagram is commutative:

$$
\begin{array}{ccc}
\text{HS}^p(A; \Delta) & \xrightarrow{\Psi_\Delta^p} & \mathcal{U}^p(R; \Delta) \\
\epsilon \downarrow & & \downarrow \epsilon \\
\text{Der}_k(A)[[s]]_{\Delta^*} & \xrightarrow{\nabla} & R[[s]]_{\Delta^*},
\end{array}
$$

where $s = \{s_1, \ldots, s_p\}$ and $\nabla$ is the obvious map induced by $\nabla$.

**Proof.** It is a straightforward consequence of the fact that $\epsilon = \sum_{i=1}^p \epsilon^i$. □

**Remark 2.1.11.** Similar results to Proposition 2.1.9 and Corollary 2.1.10 hold for $\epsilon$ and $\tau$ instead of $\epsilon^i$ and $\epsilon$.

### 2.2 HS-enveloping algebras versus LR-enveloping algebras

In this section, $k$ will be a commutative ring and $A$ a commutative $k$-algebra.

First, we recall the notion of the enveloping algebra of Hasse–Schmidt derivations introduced in [13, §3.3].

**Proposition 2.2.1.** (see Proposition 3.3.5 in loc. cit.) There is a filtered $k$-algebra $U_{A/k}^{\text{HS}}$ over $A$ endowed with a universal HS-structure $\Upsilon$ over $A/k$, i.e. for any $k$-algebra $R$ over $A$ and any HS-structure $\Psi$ on $R$ over $A/k$, there is a unique map $f : U_{A/k}^{\text{HS}} \to R$ of $k$-algebras over $A$ such that $f \circ \Upsilon = \Psi$. Moreover, $\Upsilon$ is a filtered HS-structure.

The algebra $U_{A/k}^{\text{HS}}$ is called the **enveloping algebra** of the Hasse–Schmidt derivations of $A$ over $k$. It generalizes the enveloping algebra of the Lie–Rinehart algebra $\text{Der}_k(A)$, that now we recall.

**Proposition 2.2.2.** (see [15, §2]) There is a filtered $k$-algebra $U_{A/k}^{\text{LR}}$ over $A$ endowed with a universal LR-admissible map $\sigma : \text{Der}_k(A) \to U_{A/k}^{\text{LR}}$, i.e. for any $k$-algebra $R$ over $A$ and any LR-admissible map $\psi : \text{Der}_k(A) \to R$, there is a unique map $f : U_{A/k}^{\text{LR}} \to R$ of $k$-algebras over $A$ such that $f \circ \sigma = \psi$. Moreover, its graded ring is commutative and $\sigma$ induces a canonical map of graded $A$-algebras $\text{Sym}_A \text{Der}_k(A) \to \text{gr} U_{A/k}^{\text{LR}}$. 
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We deduce the existence of a unique map \( \upsilon^{LR} : \mathbb{U}^{LR}_{A/k} \rightarrow \mathcal{D}_{A/k} \) of filtered \( k \)-algebras over \( A \) such that the following diagram is commutative:

\[
\begin{array}{c}
\mathbb{U}^{LR}_{A/k} \\
\downarrow \upsilon^{LR} \quad \downarrow \sigma \\
\mathcal{D}_{A/k} \\
\end{array}
\]

\( \sigma \) : Der\(_k(A)\) → incl. Der\(_k(A)\).

Definition 2.2.3. (Cf. [2, 7, 11]) Let \( m \geq 1 \) be an integer or \( m = \infty \), and \( \delta : A \rightarrow A \) a \( k \)-derivation. We say that \( \delta \) is \( m \)-integrable (over \( k \)) if there is a HS-derivation \( D \in \text{HS}_k(A;m) \) such that \( D_1 = \delta \). \( A \) such \( D \) is called a \( m \)-integral of \( \delta \). The set of \( m \)-integral \( k \)-derivations of \( A \) is denoted by IDer\(_k^{f}(A;m)\). We say that \( \delta \) is \( f \)-integrable (finite integrable) if it is \( m \)-integrable for all integers \( m \geq 1 \). The set of \( f \)-integrable \( k \)-derivations of \( A \) is denoted by IDer\(_k^f(A)\).

It is clear that the IDer\(_k(A;m)\) and IDer\(_k^f(A)\) are \( A \)-submodules of Der\(_k(A)\), and if \( \mathbb{Q} \subset k \), any \( k \)-derivation of \( A \) is \( \infty \)-integrable, and so Der\(_k(A) = \text{IDer}_k^f(A) = \text{IDer}_k(A;\infty)\) (cf. [7, p. 230]).

2.2.4 Let us summarize the main properties of \((\mathbb{U}^{HS}_{A/k}, \gamma)\):

(i) The tautological filtered HS-structure on \( \mathcal{D}_{A/k} \) in Example 2.1.2 induces a canonical map \( \mathbb{U}^{HS} : \mathbb{U}^{HS}_{A/k} \rightarrow \mathcal{D}_{A/k} \) of filtered \( k \)-algebras over \( A \) (see Proposition 3.3.3 of [13]).

(ii) The associated graded ring \( \text{gr} \mathbb{U}^{HS}_{A/k} \) is commutative (see Theorem 3.3.8 of [13]).

(iii) Let \( \delta : A \rightarrow A \) be a \( f \)-integrable \( k \)-derivation and \( m \geq 1 \) an integer. If \( D \in \text{HS}_k(A;m) \) is a \( m \)-integral of \( \delta \), then the symbols \( \sigma_m(D_m) \in \text{gr}^m \mathcal{D}_{A/k} \) and \( \sigma_m(\gamma^m_m(D)_m) \in \text{gr}^m \mathbb{U}^{HS}_{A/k} \) only depend on \( \delta \) and not on the particular choice of the \( m \)-integral \( D \) (see Corollary 2.7 of [10] and Corollary 3.4.2 of [13]). Let us denote \( \chi^m(\delta) := \sigma_m(D_m) \in \text{gr}^m \mathcal{D}_{A/k} \) and \( \chi^m(\delta) := \sigma_m(\gamma^m_m(D)_m) \in \text{gr}^m \mathbb{U}^{HS}_{A/k} \).

(iv) Let us denote \( \Gamma_A M \) the universal power divided algebra of the \( A \)-module \( M \) and \( \gamma_m : M \rightarrow \Gamma_A M, m \geq 1 \), the universal power divided maps (cf. [1, Appendix A]). There are unique maps of graded \( A \)-algebras

\[
\begin{align*}
\vartheta^f : \Gamma_A \text{IDer}_k^f(A) & \rightarrow \text{gr} \mathcal{D}_{A/k}, \\
\vartheta : \Gamma_A \text{IDer}_k^f(A) & \rightarrow \text{gr} \mathbb{U}^{HS}_{A/k}
\end{align*}
\]

such that \( \vartheta^f \circ \gamma_m = \chi^m \) and \( \vartheta \circ \gamma_m = \chi^m \) for all \( m \geq 1 \) (see (2.6) in [10] and Corollary 3.4.3 of [13]). Moreover, the following diagram is commutative:

\[
\begin{array}{c}
\Gamma_A \text{IDer}_k^f(A) \\
\downarrow \vartheta^f \\
\text{gr} \mathcal{D}_{A/k} \\
\downarrow \vartheta \\
\text{gr} \mathbb{U}^{HS}_{A/k}
\end{array}
\]

(v) If \( \text{IDer}_k^f(A) = \text{Der}_k(A) \), then the map \( \vartheta : \Gamma_A \text{IDer}_k^f(A) \rightarrow \text{gr} \mathbb{U}^{HS}_{A/k} \) is surjective (see Proposition 3.4.4 of [13]).

\[\text{Actually, the existence of } \vartheta \text{ in this reference is proven for } \text{IDer}_k(A;\infty) \text{ instead of } \text{IDer}_k^f(A), \text{ but the proof in the second case remains essentially the same as in the first one.}\]
After Proposition 2.1.7, the HS-structure $\Upsilon$ on $U_{A/k}$ over $A/k$ (see Proposition 2.2.1) induces a natural LR-admissible map $\nabla_{HS} : \text{Der}_k(A) \to U_{A/k}^{HS}$ given by

$$\Upsilon^1(\text{Id} + \delta s) = 1 + \nabla_{HS}(\delta)s, \quad \forall \delta \in \text{Der}_k(A),$$

which in turn induces a unique map of $k$-algebras over $A$:

$$\kappa : U_{A/k}^\text{LR} \to U_{A/k}^{HS}$$

such that $\kappa \circ \sigma = \nabla_{HS}$, which is obviously filtered and $\upsilon_{HS} \circ \kappa = \upsilon_{LR}$.

The goal of this section is to prove the main result of this paper, namely, if $Q \subset k$, then the map (12) is an isomorphism.

From now on, we assume that $Q \subset k$. Let $R$ be a $k$-algebra over $A$ endowed with a LR-admissible map $\nabla : \text{Der}_k(A) \to R$ (see Definition 2.1.4).

**Theorem 2.2.5.** Under the above hypotheses, there is a unique HS-structure $\Psi = \{\Psi^p_\Delta\}$ on $R$ over $A/k$ such that for each $p \geq 1$ and each non-empty co-ideal $\Delta \subset \mathbb{N}^p$, the following diagram is commutative:

$$\begin{array}{ccc}
\text{HS}^p(A; \Delta) & \xrightarrow{\Psi^p_\Delta} & \mathcal{A}^p(R; \Delta) \\
\varepsilon \cong & \equiv & \cong \\
\text{Der}_k(A)[[s]]_{\Delta,+} & \xrightarrow{\nabla} & R[[s]]_{\Delta,+},
\end{array}$$

where we denote $s = \{s_1, \ldots, s_p\}$ and $\nabla : \text{Der}_k(A)[[s]]_{\Delta,+} \to R[[s]]_{\Delta,+}$ the left $A[[s]]_{\Delta}$-linear map induced by $\nabla$:

$$\nabla \left( \sum \delta_\alpha s^\alpha \right) = \sum \nabla(\delta_\alpha)s^\alpha.$$

Moreover, if $R = \bigcup_{d \geq 0} R_d$ is filtered and $\text{Im} \nabla \subset R_1$, then $\Psi$ is a filtered HS-structure.

**Proof.** We define $\Psi^p_\Delta : \text{HS}^p(A; \Delta) \to \mathcal{A}^p(R; \Delta)$ by forcing the diagram in the statement to be commutative. Remember that the vertical arrows $\varepsilon$ are bijective from Proposition 1.2.11 and (9). To simplify, let us write $\Psi = \Psi^p_\Delta$. For each $E \in \text{HS}^p(A; \Delta)$ we have $\varepsilon(\Psi(E)) = \nabla(\varepsilon(E))$, i.e.:

$$\chi(\Psi(E)) = \Psi(E) \nabla(\varepsilon(E)) \iff |\alpha|\Psi(E)_\alpha = \sum_{\beta + \gamma \geq \alpha \atop |\beta| > 0} \Psi(E)_\gamma \nabla(\varepsilon_\beta(E)) \forall \alpha \in \Delta.$$

Actually, we have a bigger commutative diagram:

$$\begin{array}{ccc}
\text{HS}^p(A; \Delta) & \xrightarrow{\Psi} & \mathcal{A}^p(R; \Delta) \\
\varepsilon \cong & \equiv & \cong \\
\text{Der}_k(A)[[s]]_{\Delta,+} & \xrightarrow{\nabla} & R[[s]]_{\Delta,+},
\end{array}$$
(see (9)) with \( \overline{\nabla} (\{ \delta^i \}_{i=1}^p) = \{ \overline{\nabla} (\delta^i) \}_{i=1}^p \) and \( \epsilon = \Sigma \sigma \epsilon \). In particular, for each \( E \in HS_k^p (A; \Delta) \) and each \( i = 1, \ldots, p \) we have \( \chi^i (\Psi (E)) = \Psi (E) \overline{\nabla} (\epsilon_i (E)) \) and \( \chi (\Psi (E)) = \Psi (E) \overline{\nabla} (\epsilon (E)) \), or equivalently:

\[
\alpha, \Psi (E)_\alpha = \sum_{\beta + \gamma = \alpha, |\beta| > 0} \Psi (E)_\gamma \nabla (\epsilon_\beta (E)) \quad \text{and} \quad |\alpha| \Psi (E)_\alpha = \sum_{\beta + \gamma = \alpha, |\beta| > 0} \Psi (E)_\gamma \nabla (\epsilon_\beta (E)),
\]

for all \( \alpha \in \Delta \).

First, we will prove that the \( \Psi \) are group homomorphisms. Let us take \( D, E \in HS_k^p (A; \Delta) \). In order to prove \( \Psi (D \circ E) = \Psi (D) \Psi (E) \) it is enough to prove that:

\[
\overline{\nabla} (\epsilon (D \circ E)) = \epsilon (\Psi (D) \Psi (E)) = \epsilon (\Psi (D)) \Psi (E) = \epsilon (\Psi (E)) \Psi (D) = \overline{\nabla} (\epsilon (D)) \Psi (E) + \overline{\nabla} (\epsilon (E)),
\]

but we know that (see 1.2.9, (i)):

\[
\epsilon (D \circ E) = E^* \epsilon (D) E + \epsilon (E),
\]

\[
\epsilon (\Psi (D) \Psi (E)) = \Psi (E)^* \epsilon (\Psi (D)) \Psi (E) + \epsilon (\Psi (E)) = \Psi (E)^* \overline{\nabla} (\epsilon (D)) \Psi (E) + \overline{\nabla} (\epsilon (E)),
\]

and so identity (13) is equivalent to:

\[
\overline{\nabla} (E^* \epsilon (D) E) = \Psi (E)^* \overline{\nabla} (\epsilon (D)) \Psi (E),
\]

which is a consequence of Lemma 2.2.6\(^5\).

Second, let us prove that \( \Psi (D) \) is a \( D \)-element for each \( D \in HS_k^p (A; \Delta) \), i.e.:

\[
\Psi (D)_\alpha a = \sum_{\beta + \gamma = \alpha} D_{\beta} (a) \Psi (D)_\gamma \quad \forall \alpha \in \Delta, \ \forall a \in A.
\]

For \( \alpha = 0 \) the equality being clear, we proceed by induction on \( |\alpha| \):

\[
|\alpha| \Psi (D)_\alpha a = \sum_{\beta + \gamma = \alpha} \Psi (D)_\gamma \nabla (\epsilon_\beta (D)) a \overset{(*)}{=} \sum_{\beta + \gamma = \alpha} \Psi (D)_\gamma a \nabla (\epsilon_\beta (D)) + \sum_{\beta + \gamma = \alpha} \Psi (D)_\gamma \epsilon_\beta (D) (a) \overset{(**)}{=} \sum_{\beta + \gamma = \alpha} D_{\gamma} (a) \Psi (D)_{\gamma} \nabla (\epsilon_\beta (D)) + \sum_{\beta + \gamma = \alpha} D_{\gamma} (\epsilon_\beta (D) (a)) \Psi (D)_{\gamma} =
\]

\[
\sum_{\beta + \gamma = \alpha, |\beta| > 0} D_{\gamma} (a) \left( \sum_{\beta + \gamma = \alpha, |\beta| > 0} \Psi (D)_{\gamma} \nabla (\epsilon_\beta (D)) \right) + \sum_{\nu + \gamma = \alpha, |\nu| > 0} D_{\nu} (a) \Psi (D)_{\gamma} = |\alpha| \sum_{\beta + \gamma = \alpha} D_{\beta} (a) \Psi (D)_{\gamma} = |\alpha| \sum_{\beta + \gamma = \alpha} D_{\beta} (a) \Psi_\Delta (D)_{\gamma},
\]

\(^5\)Let us notice that the fact that the \( \Psi \) are group homomorphism only depends on \( \nabla \) being a map of \( Z \)-Lie algebras.
Notice that that equality \((\ast)\) uses that \(\nabla\) satisfies Leibniz rule.

To finish, it remains to prove that for any substitution map \(\varphi : A[[s]]_\Delta \to A[[t]]_\Omega\), with \(t = \{t_1, \ldots, t_q\}\) and \(\Omega \subset \mathbb{N}^q\) a non-empty co-ideal, and any \(D \in \text{HS}^p_k(A; \Delta)\) we have:

\[
\Psi^p_\Omega(\varphi \cdot D) = \varphi \cdot \Psi^p_\Delta(D).
\]

This is equivalent to \(\varepsilon(\Psi^p_\Omega(\varphi \cdot D)) = \varepsilon(\varphi \cdot \Psi^p_\Delta(D))\), but we know from Theorem 1.5.2 that:

\[
\varepsilon^j_q(\varphi \cdot \Psi^p_\Delta(D)) = \sum_{i \leq \lfloor |s| \rfloor, i \in \text{supp } h} N^{ij}_{e_i h} \varepsilon^j_q(\Psi^p_\Delta(D)) = \sum_{i \leq \lfloor |s| \rfloor, i \in \text{supp } h} N^{ij}_{e_i h} \nabla(\varepsilon^j_q(D)) = \nabla(\varepsilon^j_q(\varphi \cdot D)) = \varepsilon^j_q(\Psi^p_\Omega(\varphi \cdot D))
\]

for all \(j = 1, \ldots, q\) and for all \(e \in \Omega\), and we are done. Let us notice that equality \((\ast)\) uses that \(\nabla\) is \(A\)-linear.

For the last part, if \(R = \bigcup_{d \geq 0} R_d\) is filtered and \(\text{Im } \nabla \subset R_1\), then the image of each map

\[
\nabla : \text{Der}_k(A)[[s]]_{\Delta,+} \longrightarrow R[[s]]_{\Delta,+}
\]

is contained in \(R_1[[s]]_{\Delta,+}\), and it is easy to see that \(\varepsilon^{-1}(R_1[[s]]_{\Delta,+}) \subset \Psi^p_\Omega(R; \Delta)\). \(\square\)

**Lemma 2.2.6.** Under the hypotheses of Theorem 2.2.5, for each \(\delta \in \text{Der}_k(A)[[s]]_{\Delta}\) and each \(E \in \text{HS}^p_k(A; \Delta)\) the following identity holds:

\[
\Psi(E) \nabla(E^* \delta E) = \nabla(\delta) \Psi(E).
\]

**Proof.** Since all the involved maps and operations are compatible with truncations and any series in \(R[[s]]_{\Delta}\) is determined by its finite truncations, we may assume that \(\Delta\) is finite, and since both terms are \(k[[s]]_{\Delta}\)-linear in \(\delta\), we may assume \(\delta \in \text{Der}_k(A)\). By definition of \(\Psi\), we have:

\[
\chi(\Psi(E)) = \Psi(E) \nabla(\varepsilon(E)), \quad \text{with } \chi = \sum_{i=1}^p s_i \frac{\partial}{\partial s_i}.
\]

Since the 0-term of the series \(\Psi(E) \nabla(E^* \delta E)\) and \(\nabla(\delta) \Psi(E)\) coincide (they are equal to \(\nabla(\delta)\)) and \(Q \subset k\), it is enough to prove that both series are solution of the differential equation:

\[
\chi(Y) = Y \nabla(\varepsilon(E)).
\]

Namely:

\[
\chi(\Psi(E) \nabla(E^* \delta E)) = \chi(\Psi(E)) \nabla(E^* \delta E) + \Psi(E) \chi(\nabla(E^* \delta E)) = \\
\Psi(E) \nabla(\varepsilon(E)) \nabla(E^* \delta E) + \Psi(E) \nabla(\chi(E^*)) \delta E + \Psi(E) \nabla(-\varepsilon(E) E^* \delta E + E^* \delta E \varepsilon(E)) \overset{(\ast)}{=} \\
\Psi(E) \nabla(\varepsilon(E)) \nabla(E^* \delta E) + \Psi(E) \nabla(-\varepsilon(E) E^* \delta E + E^* \delta E \varepsilon(E)) = \\
\Psi(E) \nabla(\varepsilon(E)) \nabla(E^* \delta E) + \Psi(E) \nabla(E^* \delta E, \varepsilon(E)) = \\
\Psi(E) \nabla(\varepsilon(E)) \nabla(E^* \delta E) + \Psi(E) \nabla(E^* \delta E, \varepsilon(E)) = \\
\Psi(E) \nabla(\varepsilon(E)) \nabla(E^* \delta E) + \Psi(E) \nabla(E^* \delta E, \varepsilon(E)),
\]
where equality (\(*)\) comes from 1.2.9, (ii), and
\[
\chi(\nabla(\delta) \Psi(E)) = \nabla(\delta) \chi(\Psi(E)) = \nabla(\delta) \Psi(E) \nabla(\varepsilon(E)).
\]

\[\qed\]

**Theorem 2.2.7.** If \(Q \subset k\), then the map (12)
\[
\kappa : U_{A/k}^{LR} \rightarrow U_{A/k}^{HS}
\]
is an isomorphism of filtered \(k\)-algebras over \(A\).

**Proof.** By applying Theorem 2.2.5 to the universal LR-admissible map
\[
\sigma : \text{Der}_k(A) \rightarrow U_{A/k}^{LR},
\]
there is a unique filtered HS-structure \(\Psi_{LR}\) on \(U_{A/k}^{LR}\) over \(A/k\) such that
\[
\sigma \circ \varepsilon = \varepsilon \circ \left(\Psi_{LR}\right)_p
\]
for each \(p \geq 1\) and each non-empty co-ideal \(\Delta \subset \mathbb{N}^p\), and so, by Proposition 2.2.1, there is
a unique map \(\lambda : U_{A/k}^{HS} \rightarrow U_{A/k}^{LR}\) of filtered \(k\)-algebras over \(A\) such that \(\Psi_{LR} = \lambda \circ \Upsilon\).

Let us prove that \(\lambda\) is the inverse map of \(\kappa\). For each \(\delta \in \text{Der}_k(A)\) we have:
\[
\sigma(\delta)s = \pi(\delta s) = \pi(\varepsilon(\text{Id} + \delta s)) = \varepsilon\left(\left(\Psi_{LR}\right)^1_1(\text{Id} + \delta s)\right) = \varepsilon(\pi(\text{Id} + \delta s)) = \varepsilon(\lambda(\nabla_{HS}(\delta))s) = (\lambda \circ \nabla_{HS})(\delta)s.
\]
So, \(\sigma = \lambda \circ \nabla_{HS} = \lambda \circ \kappa \circ \sigma\) and we deduce that \(\lambda \circ \kappa = \text{Id}\).

Since \(Q \subset k\), we have \(\text{IDer}_k^f(A) = \text{Der}_k(A)\) and so the map \(\vartheta : \Gamma_A \text{IDer}_k^f(A) \rightarrow \text{gr} U_{A/k}^{HS}\)
is surjective (see 2.2.4, (v)). We easily check that the following diagram is commutative:
\[
\begin{array}{ccc}
\text{gr} U_{A/k}^{LR} & \xrightarrow{\text{gr} \kappa} & \text{gr} U_{A/k}^{HS} \\
\uparrow\text{nat} & & \uparrow\vartheta \\
\text{Sym}_A \text{Der}_k(A) & \xrightarrow{\text{nat}} & \Gamma_A \text{Der}_k(A),
\end{array}
\]
and since \(Q \subset k\), we have \(\text{Sym}_A \text{Der}_k(A) \xrightarrow{\sim} \Gamma_A \text{Der}_k(A)\) and we deduce that \(\text{gr} \kappa\) is surjective, and so \(\kappa\) is surjective too. We conclude that \(\lambda\) is the the inverse map of \(\kappa\). \[\qed\]

**Corollary 2.2.8.** Under the above hypotheses, the category of left (resp. right) HS-modules over \(A/k\) coincide with the category of \(A\)-modules endowed with a left (resp. right) integrable connection over \(A/k\).
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