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Abstract

We introduce a class of two-parameter discrete dispersion models, obtained by combining convolution with a factorial tilting operation, similar to exponential dispersion models which combine convolution and exponential tilting. The equidispersed Poisson model has a special place in this approach, whereas several overdispersed discrete distributions, such as the Neyman Type A, Polya-Aeppli, negative binomial and Poisson-inverse Gaussian, turn out to be Poisson-Tweedie factorial dispersion models with power dispersion functions, analogous to ordinary Tweedie exponential dispersion models with power variance functions. Using the factorial cumulant generating function as tool, we introduce a dilation operation as a discrete analogue of scaling, generalizing binomial thinning. The Poisson-Tweedie factorial dispersion models are closed under dilation, which in turn leads to a Poisson-Tweedie asymptotic framework where Poisson-Tweedie models appear as dilation limits. This unifies many discrete convergence results and leads to Poisson and Hermite convergence results, similar to the law of large numbers and the central limit theorem, respectively. The dilation operator also leads to a duality transformation which in some cases transforms overdispersion into underdispersion and vice-versa. Many of the results have multivariate analogues, and in particular we consider a class of multivariate Poisson-Tweedie models, a multivariate notion of over- and underdispersion, and a multivariate zero-inflation index.
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1 Introduction

Given the plethora of discrete distributions available in the literature (Johnson et al., 2005; Wimmer and Altmann, 1999), it is difficult to point, with conviction, to one or the other two-parameter discrete family as being especially suited for modelling count data phenomena such as over/underdispersion or zero-inflation/deflation. The central limit theorem leads to the normal distribution, which is continuous, and there are few general discrete asymptotic results available other than conventional Poisson convergence.
Echoing Tweedie (1984), who introduced the family of continuous Tweedie models now bearing his name, we should perhaps be looking for an index which distinguishes between some important discrete distributions. Ideally, such a class of discrete distributions should be justified by a general asymptotic result like the Tweedie convergence theorem of Jørgensen et al. (1994).

There are several problems that make the discrete case more difficult to handle than the continuous case. The first problem is that there are no immediate discrete analogues of location and scale transformations, which are crucial in the continuous case for handling scaling limits such as the central limit theorem. A second and related problem is that there are no obvious discrete analogues of standard continuous distributions such as the normal or gamma distributions. A third problem is that discrete natural exponential families (power-series distributions), while ubiquitous, tend to have much more complicated variance functions than in the continuous case.

An important step forward was taken by Steutel & van Harn (1979), who introduced the discrete analogue of positive stable distributions by using binomial thinning instead of scaling. The same technique has been used extensively for constructing discrete time-series models (e.g. Weiß 2008). Recently, Harremoës et al. (2010) used binomial thinning to formulate an extended Poisson convergence theorem, which they called the "law of thin numbers", whereas Puig (2003) and Puig & Valero (2006, 2007) have characterized discrete distributions closed under convolution and binomial thinning.

In order to make further progress, we shall follow the footsteps of Jørgensen et al. (2010) and Jørgensen & Kokonendji (2011), who developed analogues of Tweedie asymptotics for extremes and geometric sums, respectively. These authors explored specialized versions of the cumulant generating function (CGF), and showed that each of the two corresponding analogues of the variance function are efficient characterization and convergence tools.

In the present paper we argue that the factorial cumulant generating function (FCGF) is the most suitable choice for handling the discrete case, along with the first two factorial cumulants, namely the mean and the dispersion. Firstly, the FCGF characterizes convolution additively. Secondly, we shall use the FCGF to generalize binomial thinning to a dilation operator, providing the discrete analogue of scaling. Thirdly, the dispersion function, which expresses the dispersion as a function of the mean, leads to a new discrete Poisson-Tweedie convergence theorem. Many known discrete distributions such as the Hermite, Neyman Type A, Pólya-Aeppli, binomial, negative binomial and Poisson-Inverse Gaussian distributions have power dispersion functions, and hence appear as limits in the corresponding regime of power asymptotics for dispersion functions. The corresponding power parameter is the index alluded to above.

The plan of the paper is to develop a new class of factorial dispersion models and Poisson-Tweedie mixtures as analogues of conventional exponential and Tweedie dispersion models, respectively, along the lines of Jørgensen (1997, Ch. 3-4). We review FCGFs and factorial cumulants in Section 2, we consider Poisson and Hermite convergence, and we consider the concept of infinite dilatability and its relation with Poisson mixtures. We introduce a new operation called the M-transformation, and show that in some cases it presents a duality between over- and underdispersion. In Section 3 we consider a new factorial tilting operation and introduce the class of factorial dispersion models and their dispersion functions. We show that the Poisson-Tweedie mixtures are factorial dispersion models and show that their dispersion functions are of power form. In Section 4 we present a general convergence theorem for dispersion functions (with proof given in Appendix B) and present the new Poisson-Tweedie convergence theorem and some examples. We consider the multivariate case in Section 5, where we discuss multivariate factorial cumulants and some of their properties, and consider multivariate over-, equi-, and underdispersion. We also introduce a new class of multivariate Poisson-Tweedie mixtures, which provides multivariate versions of many of the distributions mentioned above. Finally, Appendix A contains a summary of relevant results for exponential dispersion models.
2 Factorial cumulant generating functions

We begin by developing basic results for the FCGF and factorial cumulants, and use them to prove the law of thin numbers and Hermite convergence, which are discrete analogues of the law of large numbers and the central limit theorem, respectively. We define Poisson translation and dilation, and discuss infinite dilatability and its relation with Poisson mixtures. We also introduce the M-transformation and discuss its relation with over/underdispersion. Many results in the following deal with the discrete case, meaning non-negative integer-valued random variables, but unless otherwise indicated, results are valid for general random variables.

2.1 Cumulant generating functions

The ordinary cumulant generating function (CGF) for a random variable $X$ is defined by

$$\kappa(s) = \kappa(s; X) = \log \mathbb{E}(e^{sX})$$

for $s \in \mathbb{R}$, with effective domain $\text{dom}(\kappa) = \{s \in \mathbb{R} : \kappa(s) < \infty\}$. The CGF satisfies the linear transformation law

$$\kappa(t; aX + b) = \kappa(at; X) + bt,$$  \hspace{1cm} (2.1)

which is crucial for asymptotic results like the law of large numbers and the central limit theorem.

To obtain a discrete analogue of (2.1), we consider the factorial cumulant generating function (FCGF) for $X$ (Johnson et al., 2005, p. 55), defined by

$$C(t) = C(t; X) = \log \mathbb{E}\left[(1 + t)^X\right] = \kappa(\log(1 + t); X)$$

for $t > -1$, \hspace{1cm} (2.2)

with effective domain $\text{dom}(C) = \{t > -1 : C(t) < \infty\} = \exp[\text{dom}(\kappa)] - 1$. We also note that $C$, like $\kappa$, characterizes convolution additively, i.e. for independent random variables $X$ and $Y$ we have

$$C(t; X + Y) = C(t; X) + C(t; Y).$$  \hspace{1cm} (2.3)

The CGF $\kappa$ is a real analytic convex function, and strictly convex unless $X$ is degenerate. Hence, $C$ is also real analytic, and the domain $\text{dom}(C)$, like $\text{dom}(\kappa)$, is an interval. The derivative $\dot{C}(t) = \dot{\kappa}(\log(1 + t))/(1 + t)$ has the same sign as $\dot{\kappa}(\log(1 + t))$ on $\text{int}(\text{dom}(C))$. Hence, by the convexity of $\kappa$, the FCGF $C$ is either monotone or u-shaped. Let $K$ denote the set of CGFs $\kappa$ such that $\text{int}(\text{dom}(\kappa)) \neq \emptyset$, and let $C$ denote the corresponding set of FCGFs $C$ of the form (2.2) with $\text{int}(\text{dom}(C)) \neq \emptyset$. In this case, either of the functions $\kappa$ or $C$ characterizes the distribution of $X$, and in equations like (2.2), we assume that equality holds in a neighbourhood of zero. From now on, CGF and FCGF refer to functions in $K$ and $C$, respectively.

2.2 Dilation and Poisson translation

In order to obtain a discrete analogue of scaling, we define the dilation $c \cdot X$ of a random variable $X$ by

$$C(t; c \cdot X) = C(ct; X),$$ \hspace{1cm} (2.4)

for scalars $c > 0$ such that right-hand side of (2.4) is an FCGF. We say that $X$ (or its distribution) is infinitely dilatable if the dilation $c \cdot X$ exists for any $c > 0$. For $X$ discrete and $0 < c < 1$, the dilation corresponds to binomial thinning,

$$c \cdot X \overset{D}{=} \sum_{i=1}^{X} N_i,$$ \hspace{1cm} (2.5)
where \( \overset{D}{=} \) denotes equality in distribution, and where \( N_1, N_2, \ldots \) is a sequence of i.i.d. Bernoulli random variables with probability parameter \( c \), independent of \( X \). To prove (2.5), we note that the Bernoulli FCGF is
\[
C(t; N_1) = \log (1 + ct),
\]
whereby
\[
\log E[(1 + t)^{-X}] = \log E[(1 + ct)^X] = C(ct; X),
\]
which implies (2.4). We note in passing, that the Bernoulli FCGF (2.6) is not infinitely dilatable, due to the constraint \( c < 1 \), whereas the geometric distribution with FCGF
\[
C(t) = -\log (1 - \mu t),
\]
is infinitely dilatable, since the domain for \( \mu \) in (2.7) is \( \mathbb{R}_+ \). The binomial thinning operator is an important tool for constructing discrete time series models, see e.g. Weiß (2008) and references therein.

A further extension of the dilation operator may be obtained by means of geometric compounding. Let us assume that, conditionally on a non-negative random variable \( X \), we have a negative binomial FCGF
\[
\log (1 - ct)^{-X} = \log (1 - \mu t) = C(-ct; -X),
\]
which is clearly infinitely dilatable. In the case where \( X \) is discrete, this is a geometric compounding of the form \( N_1 + \cdots + N_X \), where \( N_1, N_2, \ldots \) is a sequence of i.i.d. geometric random variables with mean \( c \), independent of \( X \), corresponding to the negative binomial thinning of Ristić et al. (2009) and Barreto-Souza & Bourguignon (2014). For \( c = 1 \) and reversing the sign of \( t \) in (2.8) we obtain \( C(t; -X) = C(-t; Y) \), providing a possible interpretation of the reflection operator.

The dilation operator satisfies the following associative property:
\[
c_2 \cdot (c_1 \cdot X) \overset{D}{=} (c_1 c_2) \cdot X,
\]
provided that the left-hand side of the equation exists. We also note the following distributive property of dilation for independent random variables \( X \) and \( Y \),
\[
c \cdot (X + Y) \overset{D}{=} c \cdot X + c \cdot Y.
\]

To obtain a discrete analogue of translation, we note that the Poisson distribution \( \text{Po}(\mu) \) with mean \( \mu \geq 0 \) has FCGF
\[
C(t; \text{Po}(\mu)) = \mu t \text{ for } t > -1,
\]
including the degenerate case \( \text{Po}(0) \equiv 0 \). The Poisson FCGF is hence analogous to the CGF of a constant, and it is infinitely dilatable. We define the Poisson translation operator \( \oplus \mu \) for \( \mu \geq 0 \) by convolution, i.e.
\[
C(t; X \oplus \mu) = C(t; X) + \mu t.
\]

As an example, we may write the stationary Poisson INAR(1) time series model (cf. McKenzie, 1985) in the following way:
\[
X_t = c \cdot X_{t-1} \oplus [\lambda (1 - c)]
\]
where \( X_t \sim \text{Po}(\lambda) \) for \( t = 0, 1, \ldots, \) and \( 0 < c < 1 \). We also define the Poisson subtraction \( \ominus \mu \) by
\[
C(t; X \ominus \mu) = C(t; X) - \mu t
\]
for values \( \mu \geq 0 \) such that the right-hand side of (2.10) is an FCGF. As an example, we consider the Short distribution (Johnson et al., 2005, p. 419) with FCGF
\[
C(t; X) = \mu_1 (e^{\phi t} - 1) + \mu_2 t
\]
with \( \mu_1, \mu_2, \phi > 0 \). In this case, the Poisson subtraction (2.10) exists for \( \mu \leq \mu_2 \).
2.3 Factorial cumulants

When $0 \in \text{int}(\text{dom}(C))$, the derivatives $C^{(n)}(0) = C^{(n)}(0; X)$ are the factorial cumulants of $X$, which have many analogies with ordinary cumulants. The first factorial cumulant is the mean $E(X) = \tilde{C}(0; X)$. The second factorial cumulant $S(X)$, defined by

$$S(X) = \tilde{C}(0; X) = \tilde{\kappa}(0; X) - \kappa(0; X) = \text{Var}(X) - E(X),$$

is denoted the dispersion for $X$ (compare with Fisher’s dispersion index $D(X) = \text{Var}(X)/E(X)$). The dispersion is bounded below by the negative expectation,

$$- E(X) \leq S(X).$$

(2.11)

The dispersion $S(X)$ indicates underdispersion if $- E(X) \leq S(X) < 0$, equidispersion if $S(X) = 0$, and overdispersion if $S(X) > 0$, relative to the Poisson distribution.

The mean and dispersion satisfy the following transformation laws:

$$E(c \cdot X \oplus \mu) = c E(X) + \mu, \quad S(c \cdot X \oplus \mu) = c^2 S(X),$$

(2.12)

similar to the mean and variance of the linear transformation (2.1). Furthermore the $n$th factorial cumulant is homogeneous of degree $n$ with respect to dilation, i.e. $C^{(n)}(0; c \cdot X) = c^n C^{(n)}(0; X)$. For general $X$ and $Y$ we obtain

$$S(X + Y) = S(X) + S(Y) + 2 \text{Cov}(X, Y),$$

which follows from the corresponding formula for the variance. In particular, the dispersion is additive for uncorrelated random variables.

Applying the transformation laws (2.12) to the dilated variable $c \cdot X$, the inequality (2.11) implies that

$$- E(X) \leq c S(X).$$

Hence if $E(X)$ and $S(X)$ have opposite signs, the value of $c$ is bounded from above or below, in which case $X$ cannot be infinitely dilatable. In particular, if $E(X) > 0$ and $X$ is underdispersed, then $X$ is not infinitely dilatable, an example being the Bernoulli distribution.

Another index that may be obtained from the FCGF is the zero-inflation index, defined for a discrete random variable $X$ by

$$ZI(X) = 1 + \log \frac{P(X = 0)}{E(X)} = 1 + \frac{C(-1; X)}{C(0; X)},$$

(2.13)

cf. Puig & Valero 2006, 2007). The index $ZI(X)$ indicates zero-inflation if $ZI(X) > 0$ and zero-deflation if $ZI(X) < 0$, relative to the Poisson distribution for which $ZI(X) = 0$. We consider a multivariate generalization of $ZI(X)$ in Section 5.1.

2.4 Poisson and Hermite convergence

We shall now present discrete analogues of the law of large numbers and the central limit theorem, obtained by exploring dilation and Poisson translation/subtraction. First we present a new proof of the Law of Thin Numbers due to Harremoës et al. (2010), which is a kind of Poisson law of large numbers for discrete distributions, in the sense that the Poisson distribution plays the role of a degenerate distribution. Our proof is based on the FCGF, whereas Harremoës et al. (2010) used direct methods in their proof.

We define the dilation average for i.i.d. sequence $X_1, X_2, \ldots$ by

$$\overline{X}_n = n^{-1} \cdot (X_1 + \cdots + X_n).$$

(2.14)

For discrete random variables the dilation in (2.14) is defined by binomial thinning, because $n^{-1} \leq 1$. 
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Proposition 2.1 (Law of Thin Numbers). Let $X_1, X_2, \ldots$ denote an i.i.d. sequence of discrete random variables with mean $\mu > 0$. Then the dilation average $\frac{X_i}{n}$ converges in distribution to a Poisson distribution:

$$\frac{X_i}{n} \xrightarrow{D} \text{Po}(\mu) \quad \text{as} \quad n \to \infty.$$  \hspace{1cm} (2.15)

Proof. By using the additive property \ref{eq:additive_property} along with the definition of dilation, we obtain

$$C(t; \frac{X_i}{n}) = C(n^{-1}; X_1 + \cdots + X_n) = nC(n^{-1}; X_1) = \mu t + O(n^{-1}),$$

which converges to the Poisson FCGF as $n \to \infty$. Since $0 \in \text{int} \left( \text{dom} C(\cdot; X_n) \right)$, we conclude from Theorem 1 of Jensen & Nielsen (1997) that there exists a probability measure $P$ such that the sequence of probability measures $P_n$ corresponding to $C(\cdot; X_n)$ converges weakly to $P$. It follows that the sequence $\exp C(e^s - 1; \frac{X_i}{n})$ converges to the moment generating function (MGF) of $P$ for $e^s - 1 \in \text{dom} C(\cdot; X_n)$, which in view of \ref{eq:mgf_convergence} implies that $P$ is the Poisson distribution Po$(\mu)$, completing the proof. \hfill $\square$

For a constant integer variable $n$, the thinned variable $c \cdot n$ is binomial Bi$(c, n)$, corresponding to the special case $X_i \equiv 1$ of \ref{eq:thin_numbers}. We hence obtain the classical Poisson convergence theorem as a corollary, albeit in a rather terse notation.

Corollary 2.2 (Poisson Convergence). For $\mu > 0$ we obtain

$$\left( \frac{\mu}{n} \right) \cdot n \xrightarrow{D} \text{Po}(\mu) \quad \text{as} \quad n \to \infty.$$  \hspace{1cm} \ref{eq:corollary}

Before turning to Hermite convergence, we consider the Hermite distribution.

Example 2.1 (Hermite distribution). The Hermite distribution \citep{Kemp1965}, denoted $\text{PT}_0(\mu, \gamma)$ (conforming with the notation of Section 3.4) is defined by the FCGF

$$C(t) = \frac{\gamma}{2} t^2 + \mu t,$$  \hspace{1cm} (2.17)

where $\mu > 0$ is the mean, and $\gamma$ is the dispersion, satisfying $0 < \gamma \leq \mu$. This restriction on the parameters follows from the corresponding log PGF

$$C(u - 1) = \frac{\gamma}{2} (u^2 - 1) + (\mu - \gamma) (u - 1),$$

whose coefficients $\gamma$ and $\mu - \gamma$ must both be non-negative \citep{Kemp1965}. The Hermite distribution is a discrete analogue of the normal distribution, in the sense that its third and higher order factorial cumulants are all zero. It is, however, rather different in nature from other discrete normal distributions such as those proposed by Kemp (1997) and Roy (2003). See Giles (2010) and Puig & Barquinero (2011) for applications of the Hermite distribution.

In order to obtain an analogue of the central limit theorem, we propose to use Poisson translation and dilation instead of centering and scaling. We consider the partial sum $S_n = X_1 + \cdots + X_n$ based on i.i.d. discrete variables $X_i$ with $\text{E}(X_i) = m > 0$ and $\text{S}(X_i) = \gamma > 0$. A formal analogy of the conventional centered and scaled partial sum of the form

$$Z_n = n^{-1/2} \cdot (S_n \odot nm)$$

is, however, degenerate, because the centered sum $S_n \odot nm$, is a non-negative variable with mean zero. By adding a constant $\mu \geq \gamma$, we obtain, formally,

$$Z_n \oplus \mu = n^{-1/2} \cdot (S_n \odot nm) \oplus \mu
= n^{-1/2} \cdot \left[ S_n \odot \left( nm - n^{1/2} \mu \right) \right].$$  \hspace{1cm} (2.18)
The constant being subtracted in (2.18) is now \( nm - n^{-1/2} \mu < nm \), thereby avoiding the above degeneracy, at the cost of a constant Poisson translation. The expression (2.18) has the further advantage that the dilation by \( n^{-1/2} \leq 1 \) is again defined by binomial thinning. This leads us to the following analogue of the central limit theorem.

**Proposition 2.3** (Hermite Convergence Theorem). Let \( S_n = X_1 + \cdots + X_n \) denote the partial sum for an i.i.d. sequence of discrete random variables \( X_i \) with \( E(X_1) = m > 0 \) and \( S(X_1) = \gamma > 0 \). Define the translated standardized variable \( Z_n(\mu) \) for \( \mu \geq \gamma \) by

\[
Z_n(\mu) = n^{-1/2} \left[ S_n \ominus \left( nm - n^{-1/2} \mu \right) \right]
\]

Then \( Z_n(\mu) \) converges in distribution to the Hermite distribution \( PT_0(\mu, \gamma) \) as \( n \to \infty \).

**Proof.** The proof follows by expanding the FCGF of \( Z_n(\mu) \) as follows:

\[
C(t; Z_n(\mu)) = \mu t + \frac{\gamma}{2} t^2 + O(n^{-1/2}),
\]

which shows that the Hermite FCGF (2.17) with \( \mu \geq \gamma \) appears in the limit as \( n \to \infty \). Using once more the results of Jensen & Nielsen (1997), we conclude that \( Z_n(\mu) \) converges in distribution to the Hermite distribution \( PT_0(\mu, \gamma) \).

A number of further convergence results will be considered in Section 4.

2.5 Poisson mixtures and infinite dilatability

We now discuss the relation between infinite dilatability and Poisson mixtures. If \( X \) is a non-negative random variable, and \( a \geq 0 \), we define the Poisson mixture \( P(X; a) \) by the following conditional distribution:

\[
P(X; a) \mid X \sim Po(aX),
\]

see also Karlis & Xekalaki (2005). The corresponding conditional moment generating function (MGF) is

\[
E(e^{sP(X; a)}X) = \exp(aX(e^s - 1)).
\]

Hence \( P(X; a) \) has MGF

\[
E(e^{sP(X; a)}) = E[\exp(aX(e^s - 1))] = e^{\kappa(a(e^s - 1); X)},
\]

which implies that

\[
C(t; P(X; a)) = \kappa(ta; X).
\]

It follows that the factorial cumulants of \( P(X; a) \) are obtained by scaling the ordinary cumulants for \( X \). In particular, the first and second factorial cumulants are

\[
E(P(X; a)) = aE(X) \quad \text{and} \quad S(P(X; a)) = a^2\text{Var}(X),
\]

making \( P(X; a) \) overdispersed, unless \( aX \) is degenerate.

In view of the scaling property \( \kappa(ta; X) = \kappa(t; aX) \) of the CGF it follows from (2.19) that any Poisson mixture \( P(X; a) \) is infinitely dilatable. The following result also contains the converse implication, similar to Theorem 3.1 of Jørgensen & Kokonendji (2011) for geometric infinite divisibility. This is an important prerequisite for our discussion of factorial tilting families in Section 5. We recall the definitions of the space \( \mathcal{K} \) of CGFs and the space \( \mathcal{C} \) of FCGFs, cf. Section 2.1.
Theorem 2.4. Let the FCGF $C \in \mathcal{C}$ be given. Then the following conditions are equivalent:

1. $C$ is an infinitely dilatable FCGF;
2. $C(c\cdot) \in \mathcal{C}$ for any $c > 0$;
3. $C(c\cdot) \in \mathcal{K}$ for any $c > 0$;
4. $C$ is the FCGF for a Poisson mixture $P(X; a)$.

Proof. 1. $\iff$ 2.: This is the definition of infinite dilatability.

2. $\Rightarrow$ 3.: Condition 2. implies that $C(n(c^{1/n} - 1))$ is a CGF for any $c > 0$. Letting $n \to \infty$ we obtain in the limit the function $C(c\cdot)$, which is hence a CGF for any $c > 0$, implying 3.

3. $\Rightarrow$ 4.: By condition 3. we have that $C$ is a CGF. The corresponding Poisson mixture (2.19) has FCGF $C(\cdot)$, which implies 4.

4. $\Rightarrow$ 1.: This implication follows from (2.19) because $C(ct; P(X; a)) = C(t; P(X; ca))$ for any $c > 0$, which in turn implies that the Poisson mixture $P(X; a)$ is infinitely dilatable. This completes the proof.

Corollary 2.5. Any infinitely dilatable FCGF $C \in \mathcal{C}$ is convex, and strictly convex except in the Poisson case.

Proof. Since $C \in \mathcal{K}$ in the infinitely dilatable case, it follows that $C$ is convex, and strictly convex unless $C(t) = \mu t$ for some $\mu \geq 0$, corresponding to the Poisson case (2.9).

For example, the geometric FCGF (2.7), being a Poisson mixture and hence infinitely dilatable, is strictly convex. Conversely, the Bernoulli FCGF (2.6), being strictly concave, is not infinitely dilatable, as we already know.

A Poisson mixture $P(X; a)$ may be expressed as a weighted Poisson distribution (Kokonendji et al. 2008; Kokonendji & Pérez-Casany 2012)

$$f_w(x; \mu) = \frac{w(x; \mu)\mu^x e^{-\mu}}{\mathbb{E}_\mu[w(X)] x!} \text{ for } x = 0, 1, \ldots$$ (2.20)

where the weights have the form

$$w(x; \mu) = e^\mu (-1)^x \frac{d^x}{d\mu^x} \mathbb{E} (e^{-\mu X}).$$

The probabilities (2.20) may hence be calculated from the MGF for $X$.

2.6 The M-transformation and over/underdispersion

We now introduce a transformation that in some cases transforms underdispersion into overdispersion and vice-versa. Let us consider the reflected variable $-X$ with FCGF

$$C(t; -X) = \log \mathbb{E} \left[ \left(1 + t\right)^{-X} \right] = C \left( \frac{-t}{1 + t}; X \right) \text{ for } t > -1.$$ 

Also recall that the dilation operator $X \mapsto c \cdot X$ is defined by $C(t; c \cdot X) = C(ct; X)$, for those $c > 0$ for which $C(ct; X)$ is an FCGF. The reflection and dilation operations do not commute, so that in general $c \cdot (-X)$ (if it exists) is different from $-c \cdot X$. We hence define the M-transformation by

$$X_a = c^{-1} \cdot [-c \cdot (-X)]$$
where \( a = \frac{(1 - c)}{c} > -1 \). The corresponding FCGF is

\[
C(t; X_a) = C\left(\frac{t}{1 + at}; X\right).
\]

The inverse M-transformation is defined by

\[
X_a = -c^{-1} \cdot (-c \cdot X),
\]

where \( a = \frac{(c - 1)}{c} < 1 \).

The first and second factorial cumulants for \( X_a \) are

\[
E(X_a) = E(X) \quad \text{and} \quad S(X_a) = S(X) - 2aE(X).
\]

It follows that the M-transformation may result in both overdispersion and underdispersion, depending on whether \( 2aE(X) \) is smaller or bigger than \( S(X) \). The following example shows a case where the M-transformation maps overdispersion into underdispersion. Consider the negative binomial FCGF

\[
-n \log (1 - \mu t)
\]

(with integer \( n \)). For \( a = \mu \in (0, 1) \), the M-transformation maps the negative binomial FCGF into the binomial FCGF \( n \log (1 + \mu t) \). The corresponding inverse transformation is obtained for \( a = -\mu \).

The M-transformation hence provides one more tool in the study of over/underdispersion, see also Kokonendji et al. (2008), who used weighted Poisson distributions for this purpose. An application of the M-transformation is given in Section 3.6.

3 Factorial tilting and factorial dispersion models

We now introduce a factorial tilting operator, similar to exponential tilting, which leads to our main definitions of factorial tilting families and factorial dispersion models, providing discrete analogues of conventional exponential tilting and exponential dispersion models, respectively, as well as to the geometric dispersion models of Jørgensen & Kokonendji (2011). We also introduce the class of Poisson-Tweedie factorial dispersion models, which provide a parallel with the Tweedie class of exponential dispersion models, see Jørgensen (1997, Ch. 3–4). In the following we use the notation of Section 2.1.

3.1 Factorial tilting families

Consider the set \( \mathcal{K} \) of real analytic functions \( K : \text{dom}(K) \to \mathbb{R} \) satisfying \( 0 \in \text{dom}(K) \) and \( K(0) = 0 \), where \( \text{dom}(K) \) denotes the largest interval containing zero where \( K \) is analytic. We define the tilting of \( K \) by the amount \( \theta \in \text{dom}(K) \) as the function \( K_\theta : \text{dom}(K_\theta) \to \mathbb{R} \) given by

\[
K_\theta(t) = K(\theta + t) - K(\theta) \quad \text{for} \ t \in \text{dom}(K_\theta) = \text{dom}(K) - \theta.
\]

The tilting operator defines an equivalence relation on \( \mathcal{K} \). In particular, if \( \kappa \in \mathcal{K} \), then \( \kappa_\theta \) is the conventional exponential tilting of \( \kappa \) (cf. Jørgensen 1997, p. 43). If we restrict the tilting operator to \( \mathcal{K} \), the corresponding set of equivalence classes form the class of natural exponential families, i.e. CGF families of the form \( \{\kappa_\theta \in \mathcal{K} : \theta \in \text{dom}(\kappa)\} \) for given \( \kappa \in \mathcal{K} \). The corresponding natural exponential family has PDFs of the form

\[
f(x; \theta) = g(x) \exp \left[ \theta x - \kappa(\theta) \right] \quad \text{for} \ \theta \in \text{dom}(\kappa)
\]

with respect to a suitable dominating measure, where \( g \) is the PDF corresponding to \( \kappa \).
Let us now instead consider the restriction of the tilting operator to the class of FCGFs $C$. We call this the **factorial tilting operator**. The corresponding set of equivalence classes in $C$ are called **factorial tilting families**, namely FCGF families of the form

$$\{ C_\theta \in C : \theta \in \text{dom}(C) \}$$

for given $C \in C$. Note that when $C \in C$, $\text{dom}(C)$ is restricted to the interval $t > -1$. The distribution with FCGF $C_\theta$ has mean $\mu = \tilde{C}^\prime(\theta)$, and dispersion $\tilde{C}''(\theta)$.

The factorial and exponential tilting operators turn out to be related by means of dilation. Thus, for given $\theta = e^\phi - 1 \in \text{dom}(C)$, and for $C(t) = \kappa(\log (1 + t); X)$ as in (2.2), we obtain

$$C_\theta(t) = C(\theta + t) - C(0) = \kappa(\log (1 + \theta + t)) - \kappa(\log (1 + \theta)) = \kappa(\log (1 + te^{-\phi})) \tag{3.1}$$

The form (3.1) is an exponential tilting of $\kappa$, followed by a dilation. Conversely, the exponential tilting $\kappa_\phi$ corresponds to the FCGF $\kappa_\phi(\log (1 + t)) = C_\theta(te^\phi)$, which is a factorial tilting followed by a dilation.

In the special case of binomial thinning, we now derive the corresponding expression for the probability mass function (PMF) of a discrete model. If $f$ is a given PMF, then the binomial thinning by $c$ has PMF

$$f_c(x) = \sum_{i=x}^{\infty} f(i) \binom{i}{x} c^x (1 - c)^{i-x}.$$  

Now the exponential tilting by $\log(1 + \theta)$ has density

$$f(x; \theta) = g(x) (1 + \theta)^x e^{-C(\theta)}.$$  

Now take $c = 1/(1 + \theta)$ so that $1 - c = \theta/(1 + \theta)$. The binomial thinning by $c$ is then

$$f_c(x; \theta) = \sum_{i=x}^{\infty} g(i) \binom{i}{x} (1 + \theta)^x [\theta/(1 + \theta)]^{i-x} e^{-C(\theta)} = \sum_{i=x}^{\infty} g(i) \binom{i}{x} \theta^{i-x} e^{-C(\theta)}.$$  

This is the PMF of the binomial thinning of the exponential tilting for $\theta > 0$.

### 3.2 Dispersion functions

For a natural exponential family generated from the CGF $\kappa$, the variance function $V = \tilde{\kappa} \circ \tilde{\kappa}^{-1}$ is known to be a useful characterization and convergence tool. We now introduce the dispersion function for factorial tilting families, and show that it has similar properties.

Let the FCGF $C = \kappa(\log (1 + \cdot)) \in C$ be given, and let $\{ C_\theta : \theta \in \text{dom}(C) \}$ be the factorial tilting family generated by $C$. All factorial cumulants of $C_\theta$ are finite for $\theta \in \text{int}(\text{dom}(C))$, the first two being the mean

$$\mu = C_\theta(0) = \tilde{C}(\theta) = \kappa(\log (\theta + 1)) / (\theta + 1)$$
and the dispersion
\[ \tilde{C}_0(0) = \tilde{C}(\theta) = \frac{\kappa(\log(\theta + 1)) - \kappa(\log(\theta + 1))}{(\theta + 1)^2}. \]

Let \( \Theta_0 \subseteq \text{dom}(C) \) be a non-degenerate interval where \( \tilde{C}(\theta) \) has constant sign, such that \( \tilde{C}(\theta) \) is strictly monotone on \( \Theta_0 \), with \( \mu = \tilde{C}(\theta) \) belonging to the interval \( \Psi_0 = \tilde{C}(\Theta_0) \). Here we define \( \mu \) by continuity at any end-point of \( \Theta_0 \) contained in \( \Theta_0 \) (Jørgensen, 1997, p. 46), allowing infinite values of \( \mu \), if necessary. We say that the family is locally overdispersed or locally underdispersed on \( \Theta_0 \), depending on the sign of \( \tilde{C}(\theta) \). We may then parametrize the family locally by the mean \( \mu \), and we denote the corresponding family member by \( \text{FT}(\mu) \). For a globally overdispersed or underdispersed family, we may parametrize the family globally by \( \mu \in \Phi = \tilde{C}(\text{dom}(C)) \). We adopt the convention that for each \( \mu \geq 0 \), the Poisson distribution \( \text{Po}(\mu) \) forms an equidispersed factorial tilting family.

**Theorem 3.1.** Consider a locally overdispersed (underdispersed) factorial tilting family and define the local dispersion function \( v : \Psi_0 \to \mathbb{R} \) by
\[ v(\mu) = \tilde{C} \circ \tilde{C}^{-1}(\mu) \text{ for } \mu \in \Psi_0, \tag{3.2} \]
where \( v \) is defined by continuity at endpoints of \( \Psi_0 \) belonging to \( \Psi_0 \), and where \( v(\mu) \) is positive (negative) for all \( \mu \in \Psi_0 \). Then \( v \) characterizes the family among all factorial tilting families.

**Proof.** The proof is similar to the proof that a natural exponential family is characterized by its variance function (Jørgensen, 1997, p. 51). We first show that the dispersion function does not depend on the choice of the FCGF \( C \) representing the family. Thus, for given \( \theta \in \Theta_0 \), let us derive the local dispersion function corresponding to \( C_0 \). For \( t \in \text{dom}(C) - \theta \) we obtain \( \tilde{C}_0(t) = \tilde{C}(\theta + t) \), so that \( \tilde{C}_0(\Theta_0 - \theta) = \tilde{C}(\Theta_0) = \Psi_0 \). The second derivative is \( \tilde{C}_0(t) = \tilde{C}(\theta + t) \), and hence
\[ \tilde{C}_0 \circ \tilde{C}_0^{-1}(\mu) = \tilde{C} \circ \tilde{C}^{-1}(\mu) = v(\mu) \text{ for } \mu \in \Psi_0. \]

It follows that \( C_0 \) yields the same local dispersion function as \( C \), so that \( v \) represents an intrinsic property of the family. To see that \( v \) characterizes the family among all factorial tilting families, we derive an inversion formula for \( v \), again similar to the inversion formula for the variance function. If the FCGF \( C \) satisfies (3.2), then \( \tilde{C}^{-1} \) satisfies the equation
\[ \frac{d\tilde{C}^{-1}}{d\mu}(\mu) = \frac{1}{\tilde{C} \circ \tilde{C}^{-1}(\mu)} = \frac{1}{v(\mu)}. \]

For given \( v \), the set of solutions to this equation are of the form \( \tilde{C}^{-1}(\mu) - \theta \), where \( -\theta \) is an arbitrary constant. By solving the equation \( t = \tilde{C}^{-1}(\mu) - \theta \) with respect to \( \mu \) we obtain \( \mu = \tilde{C}(\theta + t) \), and integration with respect to \( t \) in turn yields the function \( C_0(t) = C(\theta + t) - C(\theta) \) satisfying the initial condition \( C_0(0) = 0 \). Since \( C_0 \) is an FCGF if and only if \( \theta \in \text{dom}(C) \), we have thus recovered the factorial tilting family generated by \( C \), as desired. \( \square \)

For a globally overdispersed or underdispersed family, we refer to \( v \) as simply the dispersion function. The fact that a factorial tilting family is characterized by the relations between its first two factorial cumulants provides an example of a family with finitely generated cumulants in the sense of Pistone & Wynn (1993). Khatri (1959) provides an early example of a characterization of this form. Note that positive \( v \) means that all members of the family are overdispersed, negative \( v \) means that all members are underdispersed, whereas zero \( v \) characterizes the Poisson family. The next result shows that many important factorial tilting families are Poisson mixtures, and hence overdispersed.

**Proposition 3.2.** The family of Poisson mixtures (2.17) generated from a natural exponential family with variance function \( V \) yields an overdispersed factorial tilting family with dispersion function \( v = V \).
Proof. Consider the natural exponential family of CGFs $\kappa_\theta$ generated from the CGF $\kappa \in K$. In view of (2.19), this family of CGFs is identical to the family of FCGFs for the corresponding Poisson mixtures, which hence form a factorial tilting family, and which is overdispersed due to the convexity of $\kappa$. The dispersion function of this family is identical to the variance function $\kappa \circ \kappa^{-1}$ of the natural exponential family.

Example 3.1 (Binomial and negative binomial distributions). For each value of the convolution parameter $\lambda > 0$, the negative binomial FCGFs form a factorial tilting family,

$$C_\theta(t) = -\lambda \log (1 - \mu t)$$

(3.3)

where $\mu = 1/(1 - \theta)$. The mean is $m = \lambda \mu$, and the dispersion function is $v(m) = \lambda^{-1}m^2$ for $m > 0$. Similarly, for each integer $n$, the binomial FCGFs also form a factorial tilting family,

$$C_\theta(t) = n \log(1 + \mu t)$$

(3.4)

where $\mu = 1/(1 + \theta)$. The mean is $m = \lambda \mu$, and the dispersion function is $v(m) = -n^{-1}m^2$ for $0 < m < n$.

Proposition 3.3. The binomial, negative binomial and Poisson families are the only factorial tilting families that are closed under binomial thinning.

Proof. Let $\text{FT}(\mu)$ denote the factorial tilting family with dispersion function $v(\mu)$. If the family is closed under binomial thinning, then $c \cdot \text{FT}(\mu) = \text{FT}(c \mu)$, and hence $c^2 v(\mu) = v(c \mu)$. Taking $m = c \mu$, this implies that $v(m)$ is either zero or proportional to $m^2$. By Theorem 3.1 this, in turn, implies that $\text{FT}(\mu)$ is either one of the binomial, negative binomial or Poisson families.

In view of (3.1), we conclude that a factorial tilting family that is at the same time a natural exponential family must be closed under binomial thinning, and is hence either binomial or negative binomial. The Poisson natural exponential family is not included here, because each Poisson distribution $\text{Po}(\mu)$ is, on its own, a factorial tilting family.

3.3 Factorial dispersion models

We now introduce factorial dispersion models as two-parameter families of FCGFs obtained by combining the operations of factorial tilting and convolution/division. For given $C \in C$ and $\lambda > 0$ we consider the following type of FCGF (additive case):

$$t \mapsto -\lambda C_\theta(t) = -\lambda C(\theta + t) - \lambda C(\theta)$$

(3.5)

for $\theta \in \Theta_0$. The second expression of (3.5) shows that the domain for $(\theta, \lambda)$ is a product set $\Theta_0 \times \Lambda$, with $\Lambda = \mathbb{R}_+$ if $C$ is infinitely divisible. If $C$ is not infinitely divisible, the domain $\Lambda$ is a subset of $\mathbb{R}_+$ containing $\mathbb{N}$.

Like for exponential dispersion models, it is useful to consider as well the reproductive case, obtained by the dilation $\gamma = 1/\lambda$, which yields the FCGF

$$t \mapsto \gamma^{-1} C_\theta(\gamma t),$$

(3.6)

where the domain for the dispersion parameter $\gamma$ is restricted to those values for which the dilation exists. We may parametrize a factorial tilting family locally (but not necessarily globally) by the mean $\mu = \dot{C}(\theta)$ of (3.5), in which case we denote the distributions corresponding to (3.5) and (3.6) by $\text{FD}^*(\mu, \lambda)$ and
FD(μ, γ), respectively. The dilation FD(μ, γ) = γ · FD∗(μ, γ−1) linking the two cases is called the duality transformation. The following table summarizes the two types of factorial dispersion models.

| Type         | Symbol | FCGF     | Mean | Dispersion |
|--------------|--------|----------|------|------------|
| Additive     | FD∗(μ, λ) | λCθ(t)  | λμ   | λv(μ)      |
| Reproductive | FD(μ, γ) | γ−1Cθ(γt) | μ    | γv(μ)      |

We note in passing that the zero-inflation index ZI (X) = 1 + Cθ(−1; X)/Cθ(0; X) does not depend on the value of λ in the additive case, but only on μ.

For a factorial dispersion model generated by C, we refer to C and v as the unit FCGF and unit dispersion function, respectively. The additive form FD∗(μ, γ) is often useful because of its simple dispersion function γv(μ), whereas FD∗(μ, λ) with mean m = λμ, say, has dispersion function m ↦ − → λv(m/λ).

An additive factorial tilting family FD∗(μ, λ) is closed under convolution, FD∗(μ, λ1) + FD∗(μ, λ2) = FD∗(μ, λ1 + λ2).

For Y1, . . . , Yn i.i.d. FD(μ, γ) then the dilation average Yn = n−1 · (Y1 + · · · + Yn) satisfies the following reproductive property:

Yn ∼ FD(μ, γ/n). (3.7)

The additive binomial and negative binomial factorial dispersion models are apparent from (3.4) and (3.3), respectively. The corresponding reproductive FCGFs take the form

t ↦ ±γ−1 log (1 ± γµt),

where γ = 1/n or γ = 1/λ, respectively, which correspond to reparametrization of the two models in terms of the mean μ and the dispersion parameter γ.

3.4 Poisson-Tweedie mixtures and power dispersion functions

We have already introduced Poisson mixtures in Section 2.5 and we now consider the class of Poisson-Tweedie mixtures (Hougaard et al., 1997; El-Shaarawi et al., 2011), which are in many ways analogous to ordinary Tweedie models, and includes several well-known distributions as special cases.

Consider the Tweedie exponential dispersion model Twp(μ, γ), which has mean μ ∈ Ωp, dispersion parameter γ > 0, and unit variance function

V(μ) = μp for μ ∈ Ωp, (3.9)

where p /∈ (0, 1), Ω0 = R, and Ωp = R+ for p /≠ 0. The Poisson-Tweedie mixture PTp(μ, γ) is defined as the Poisson mixture PTp(μ, γ) = P(Twp(μ, γ); 1). Here we require that p ≥ 1, in order to make Twp(μ, γ) non-negative. For each p ≥ 1, the Poisson-Tweedie mixture Y ∼ PTp(μ, γ) is an overdispersed factorial dispersion model with mean μ, unit dispersion function v(μ) = μp defined by (3.3), and variance

Var(Y) = μ + γμp. (3.10)

The Poisson-Tweedie mixture PTp(μ, γ) satisfies the following dilation property:

c · PTp(μ, γ) = PTp(cμ, c2−pγ) for c > 0. (3.11)

In the following, we use the notation PTp(μ, γ) for any factorial dispersion model with power dispersion function, even if it is not a Poisson-Tweedie mixture.

The next theorem presents a characterization of factorial dispersion models that satisfy a dilation property like (3.11); similar to the characterization theorem for Tweedie exponential dispersion models.
Table 1: The main types of factorial dispersion models with power dispersion functions.

| Type                      | \(p\)                  | \(\alpha\) |
|---------------------------|------------------------|------------|
| Hermite                   | \(p = 0\)              | \(\alpha = 2\) |
| Poisson-binomial          | \(p = (n - 2)/(n - 1)\) | \(n = 3, 4, \ldots\) |
| Neyman Type A             | \(p = 1\)              | \(\alpha = -\infty\) |
| Poisson-negative binomial | \(1 < p < 1\)          | \(\alpha < 0\) |
| Pólya-Aeppli              | \(p = 3/2\)            | \(\alpha = -1\) |
| Negative binomial/binomial| \(p = 2\)              | \(\alpha = 0\) |
| Factorial discrete stable | \(p > 2\)              | \(0 < \alpha < 1\) |
| Poisson-inverse Gaussian  | \(p = 3\)              | \(\alpha = 1/2\) |

(Jørgensen, 1997, p. 128). Table 1 summarizes the main types of factorial dispersion models with power dispersion functions, including the Hermite and the Poisson-binomial distributions, which are not Poisson-Tweedie mixtures. Other values of \(p\) than those found in Table 1 are possible, as shown in Example 4.2 below.

**Theorem 3.4.** Let \(\text{FD}(\mu, \gamma)\) be a non-degenerate locally overdispersed factorial dispersion model satisfying \(\inf \Psi_0 \leq 0\) or \(\sup \Psi_0 = \infty\), such that for some \(\gamma > 0\) and an interval of \(c\)-values

\[
c^{-1} \cdot \text{FD}(c\mu, c\gamma) = \text{FD}(\mu, \gamma) \quad \text{for} \quad \mu \in \Psi_0,
\]

where \(\varphi_c\) is a positive function of \(c\). Then \(\text{FD}(\mu, \gamma)\) has power dispersion function proportional to \(\mu^p\) for some \(p \in \mathbb{R}\), and \(\varphi_c = c^{2-p}\).

**Proof.** Calculating the dispersion on each side of (3.12) gives for an interval of \(c\)-values

\[
c^{-2}\varphi_c \gamma v(c\mu) = \gamma V(\mu) \quad \text{for} \quad \mu \in \Psi_0,
\]

where \(v\) is the local unit dispersion function of \(\text{FD}(\mu, \gamma)\). Taking, without loss of generality, \(\mu = 1\) in (3.13) gives \(\varphi_c = c^2 V(1)/V(c)\), which together with (3.13) implies that \(v\) satisfies the functional equation \(v(1)v(c\mu) = v(c)v(\mu)\). This equation is equivalent to Cauchy’s functional equation. By the continuity of \(v\), the solutions to this equation are of the form \(v(\mu) = \lambda \mu^p\) for some \(p \in \mathbb{R}\) and \(\lambda \neq 0\) because the family is non-degenerate (i.e. non-Poisson). This, in turn, implies that \(\varphi_c = c^{2-p}\). In view of Theorem 3.1, \(\text{FD}(\mu, \gamma)\) is hence a Poisson-Tweedie model in the case \(p \geq 1\). For values of \(p\) less than 1, the model \(\text{FD}(\mu, \gamma)\), if it exists, is not a Poisson-Tweedie mixture. \(\square\)

### 3.5 Discrete stable factorial dispersion models

The case \(p > 2\) in Table 1 correspond to factorial dispersion models generated by discrete \(\alpha\)-stable distributions with \(\alpha \in (0, 1)\), where \(\alpha\) is defined from the power parameter \(p\) by

\[
\alpha = 1 + (1 - p)^{-1},
\]

with the convention that \(\alpha = -\infty\) for \(p = 1\) (Jørgensen, 1997, p. 131). In particular, the case \(p = 3\) corresponds to the “Sichel” or Poisson-inverse Gaussian distributions with unit dispersion function \(v(\mu) = \mu^3\); see [Willmot, 1987].

The discrete \(\alpha\)-stable distribution with \(\alpha \in (0, 1)\) was introduced by Steutel & van Harn, 1979), and corresponds to FCGFs proportional to

\[
C^{(\alpha)}(t) = \frac{\alpha - 1}{\alpha} \left( \frac{t}{\alpha - 1} \right)^{\alpha} \quad \text{for} \quad t/(\alpha - 1) > 0.
\]
Factorial tilting and infinite division/convolution with power \( \lambda > 0 \) yield the Poisson-Tweedie mixture \( PT_p^\ast(\mu, \lambda) \) (additive version) with FCGF

\[
\lambda C_\theta^{(\alpha)}(t) = \lambda C^{(\alpha)}(\theta) [(1 + t/\theta)^\alpha - 1],
\]

(3.15)

where the parameter \( \mu \) is defined by

\[
\mu = \hat{C}^{(\alpha)}(\theta) = \left( \frac{\theta}{\alpha - 1} \right)^{\alpha - 1}.
\]

(3.16)

An application of the duality transform then yields the Poisson-Tweedie mixture \( PT_p(\mu, \gamma) \) with \( \gamma = 1/\lambda \).

This construction of the Poisson-Tweedie mixtures is analogous to the construction of the Tweedie model \( Tw_p(\mu, \gamma) \) as an exponential tilting of a positive \( \alpha \)-stable distribution in the case \( \alpha \in (0, 1) \). It is important to emphasize, however, that the above results could not have been easily obtained by means of exponential tilting. To illustrate this point, we note that the Poisson-inverse Gaussian mixture, when considered as an exponential dispersion model, has unit variance function given by

\[
V(\mu) = \mu + \frac{\mu^3}{2} + \frac{\mu^2}{2} \sqrt{2 + \mu^2} \text{ for } \mu > 0,
\]

as compared with the variance \( \mu + \gamma \mu^3 \) obtained from (3.10). For general \( p \geq 1 \), the Poisson-Tweedie exponential dispersion models have unit variance functions of the form

\[
V(\mu) = \mu + \mu^p \exp [(2 - p)H(\mu)]
\]

where \( H(\mu) \) is implicitly defined (Kokonendji et al., 2004; Jørgensen, 1997), in sharp contrast to (3.10). We also note that the so-called Hinde-Demétrio class of exponential dispersion models have unit variance functions of the form

\[
V(\mu) = \mu + \mu^p,
\]

but are not in general integer-valued (Kokonendji et al., 2004).

3.6 Poisson-binomial and Poisson-negative binomial distributions

Consider the Poisson-negative binomial FCGF (Johnson et al., 2005, p. 414), defined by

\[
C(t) = \lambda \left[(1 - \mu t)^{-k} - 1\right],
\]

(3.17)

where \( \lambda > 0 \), which is essentially of the form (3.15) with \( \alpha = -k < 0 \), corresponding to \( 1 < p < 2 \). The case \( \lambda = -1 \) \( (p = 3/2) \) is the Pólya-Aeppli distribution, and (3.17) is also known as a generalized Pólya-Aeppli distribution.

Similarly, let us consider the Poisson-binomial FCGF (Johnson et al., 2005, p. 401), defined by

\[
C(t) = \lambda [(1 + \mu t)^n - 1],
\]

where \( \lambda > 0 \) and \( n \in \mathbb{N} \). Up to a reparametrization, this FCGF is of the form (3.15) with \( \alpha = n \), corresponding to \( p = (n - 2)/(n - 1) \in (0, 1) \) for \( n \geq 2 \), which are not Poisson-Tweedie mixtures. The case \( n = 1 \) gives the Poisson distribution, whereas \( n = 2 \) gives the Hermite distribution. The Poisson-binomial distribution satisfies a binomial thinning property like (3.11) for \( c \in (0, 1) \).

It is not immediately clear if there exist factorial dispersion models with \( p \in (0, 1) \) corresponding to non-integer values of \( \alpha > 2 \). The following, formal considerations suggest that the answer to this question
may be affirmative. To this end, consider the M-transformation of the model \( PT^*_p(\mu, \lambda) \) with \( a = -1/\theta \), which has FCGF
\[
C_{\theta}^{(\alpha)} \left( \frac{t}{1 + at} \right) = \frac{C^{(\alpha)}(\theta)}{(1 + t/\theta)^{-\alpha} - 1}.
\]
This FCGF is proportional to \( C^{(-\alpha)}_\theta(t) \), provided that the following ratio is positive:
\[
\frac{C^{(\alpha)}(\theta)}{C^{(-\alpha)}_\theta(-\theta)} \propto (\alpha - 1)/(\alpha + 1),
\]
which is the case for \(|\alpha| > 1\). In particular, the set \( 1 < p < 4/3 \) \((\alpha < -2)\) is mapped onto the set \( 0 < p < 1 \) \((\alpha > 2)\). Similarly, the set \( 4/3 < p < 3/2 \) \((-2 < \alpha < -1)\) is mapped onto the set \( p < 0 \) \((1 < \alpha < 2)\). The existence of the corresponding factorial dispersion models will be shown in Example 4.2 below.

### 3.7 Neyman Type A distribution

The Neyman Type A distribution \( PT_1(\mu, \gamma) \) is a Poisson mixture of Poisson distributions, corresponding to the FCGF
\[
C(t) = \gamma^{-1} \mu \left( e^{\gamma t} - 1 \right),
\]
see for example Dobbie & Welsh (2001) and Massé & Theodorescu (2005). The variance of \( Y \sim PT_1(\mu, \gamma) \) is
\[
\text{Var}(Y) = \mu(1 + \gamma),
\]
which is special by not being asymptotic to \( \mu \) near zero as is the case for Poisson-Tweedie mixtures with \( p > 1 \).

Like all reproductive Poisson-Tweedie mixtures, the parameter vector \((\mu, \gamma)\) is identifiable from the distribution \( PT_1(\mu, \gamma) \), by means of the first two factorial cumulants \( \mu \) and \( \gamma v(\mu) \), similar to the case of reproductive exponential dispersion models. This is not, however, the case for the parameter \((\mu, \lambda)\) of the additive factorial dispersion model \( PT^*_1(\mu, \lambda) \) with FCGF
\[
C(t) = \lambda \mu \left( e^t - 1 \right),
\]
where only the mean \( \lambda \mu \) is identifiable. The following result shows that this is essentially the only additive factorial dispersion model with this defect.

**Theorem 3.5.** Consider a locally overdispersed or underdispersed additive factorial dispersion model \( FD^*(\cdot, \lambda) \). If the factorial tilting families \( FD^*\cdot(\cdot, \lambda) \) are identical for an interval of \( \lambda \)-values, then \( FD^*(\mu, \lambda) \) is a Neyman Type A family.

**Proof.** We can assume, without loss of generality, that \((1, 1) \in \Psi_0 \times \Lambda\), the domain for \((\mu, \lambda)\). Let \( v \) denote the unit dispersion function of \( FD^*(\cdot, \lambda) \). If the factorial tilting family \( FD^*(\cdot, 1) \) is identical to the family \( FD^*(\cdot, \lambda) \), then the two local dispersion functions are identical, i.e. \( \lambda v(m/\lambda) = v(m) \), which for \( m = 1 \) implies \( v(1/\lambda) = v(1)/\lambda \) for an interval of \( \lambda \)-values. We conclude that \( v(\mu) \) is proportional to \( \mu \), which in view of Theorem 3.1 implies that \( FD^*(\mu, \lambda) \) is a Neyman Type A family. \( \square \)

The situation is hence analogous to the case of additive exponential dispersion models, among which only the scaled Poisson family has this lack of identifiability [Jørgensen, 1997, p. 74].
4 Power asymptotics and Poisson-Tweedie convergence

We now consider power asymptotics for dispersion functions of factorial dispersion models, which proves convergence to distributions in the class of Poisson-Tweedie mixtures, similar to the Tweedie convergence theorem of Jørgensen et al. (1994), see also Jørgensen (1997, Ch. 4). This approach provides a unified method of proof for a range of different convergence results for discrete distributions, many of which are new.

4.1 Convergence of dispersion functions

We first present a general convergence theorem for factorial tilting families, which is used for proving the Poisson-Tweedie convergence theorem below (Theorem 4.2). The result is similar to the Mora (1990) convergence theorem for variance functions (Jørgensen, 1997, p. 54), which says that convergence of a sequence of variance functions, when the convergence is uniform on compact sets, implies weak convergence of the corresponding sequence of natural exponential families.

Theorem 4.1. Let \{FT_n(\mu) : n = 1, 2, \ldots \} denote a sequence of locally overdispersed or underdispersed factorial tilting families having local dispersion functions \( v_n \) with domains \( \Psi_n \). Suppose that

1. \( \bigcap_{n=1}^{\infty} \Psi_n \) contains a non-empty interval \( \Psi_0 \);
2. \( \lim_{n \to \infty} v_n(\mu) = v(\mu) \) exists uniformly on compact subsets of \( \text{int}\Psi_0 \);
3. \( v(\mu) \neq 0 \) for all \( \mu \in \text{int}\Psi_0 \) or \( v(\mu) = 0 \) for all \( \mu \in \text{int}\Psi_0 \).

In the case \( v(\mu) \neq 0 \), there exists a factorial tilting family \( FT(\mu) \) whose local dispersion function coincides with \( v \) on \( \text{int}\Psi_0 \), such that for each \( \mu \) in \( \text{int}\Psi_0 \) the sequence of distributions \( FT_n(\mu) \) converges weakly to \( FT(\mu) \). In the case \( v(\mu) = 0 \), \( FT_n(\mu) \) converges weakly for each \( \mu \) in \( \text{int}\Psi_0 \) to the Poisson distribution \( Po(\mu) \).

The proof of Theorem 4.1, which is given in Appendix B, is similar to the proof by Mora (1990), see also Jørgensen (1997, p. 54). The case of convergence to a zero dispersion function follows the same line of proof as in Jørgensen & Kokonendji (2011) for geometric dispersion models.

We now use Theorem 4.1 to give a new proof of the Poisson law of thin numbers (Proposition 2.1). Let us first note that a locally overdispersed or underdispersed reproductive factorial dispersion model \( FD(\mu, \gamma) \) has local dispersion function of the form \( \gamma v(\mu) \), which goes to zero as \( \gamma \downarrow 0 \). It is easy to show that the limit exists uniformly on compact subsets of \( \Psi_0 \). By Theorem 4.1 this implies

\[
FD(\mu, \gamma) \xrightarrow{D} Po(\mu) \quad \text{as} \quad \gamma \downarrow 0. \tag{4.1}
\]

This applies, in particular, to all Poisson-Tweedie mixtures and power dispersion function models \( PT_p(\mu, \gamma) \). The result implies that all factorial dispersion models resemble the Poisson distribution for small dispersion, irrespective of their origin. Furthermore, consider the dilution average \( \overline{Y}_n \) based on \( Y_1, \ldots, Y_n \) i.i.d. from \( FD(\mu, \gamma) \), which, by (3.7), has distribution \( \overline{Y}_n \sim FD(\mu, \gamma/n) \). By (4.1) this implies that

\[
\overline{Y}_n \xrightarrow{D} Po(\mu) \quad \text{as} \quad n \to \infty.
\]

We have hence obtained a new proof of the law of thin numbers. This Poisson convergence result is analogous to the exponential convergence result for geometric dispersion models of Jørgensen & Kokonendji (2011).
4.2 Power asymptotics

To motivate the next Poisson-Tweedie convergence theorem, let us rewrite the dilation result (3.11) in the form of a fixed point

\[ c^{-1} \cdot \text{PT}_p(c\mu, c^{2-p} \gamma) = \text{PT}_p(\mu, \gamma). \]

The next theorem shows that this fixed point has a domain of attraction characterized by a power asymptotic dispersion function. The theorem is analogous to the Tweedie convergence theorem for exponential dispersion models (Jørgensen, 1997, pp. 148–149) and to similar convergence results for extreme and geometric dispersion models (Jørgensen et al., 2010; Jørgensen & Kokonendji, 2011).

**Theorem 4.2.** Let \( \text{FD}(\mu, \gamma) \) denote a locally overdispersed or underdispersed factorial dispersion model with unit dispersion function \( v \) on \( \Psi_0 \), such that either \( \inf \Psi_0 \leq 0 \) or \( \sup \Psi_0 = \infty \). Assume that for some \( p \in \mathbb{R} \) the unit dispersion function satisfies \( v(\mu) \sim c_0 \mu^p \) as either \( \mu \downarrow 0 \) or \( \mu \to \infty \). Then for each \( \mu \in \Omega_p \)

\[ c^{-1} \cdot \text{FD}(c\mu, c^{2-p} \gamma) \xrightarrow{D} \text{PT}_p(\mu, \gamma c_0) \quad \text{as} \quad c \downarrow 0 \quad \text{or} \quad c \to \infty, \tag{4.2} \]

respectively. In the case \( c \downarrow 0 \), the model \( \text{FD}(\mu, \gamma) \) is required to be infinitely dilatable, and if \( c^{2-p} \to \infty \) the model is required to be infinitely divisible.

**Proof.** Without loss of generality we may take \( c_0 = 1 \). We first note that for each given value of \( \gamma \) and \( c \), the left-hand side of (4.2) is a factorial tilting family with mean \( \mu \), provided that \( c \) is small (large) enough for \( c\mu \) to belong to \( \Psi_0 \). The corresponding dispersion function satisfies

\[ c^{-2} c^{2-p} \gamma v(c\mu) \to \gamma \mu^p \quad \text{as} \quad c \downarrow 0 \quad \text{or} \quad c \to \infty, \]

respectively, and hence converges to the dispersion function of \( \text{PT}_p(\mu, \gamma) \). To show that the convergence is uniform on compact subsets of \( \Omega_p \), let us consider the case where \( c \downarrow 0 \) (the proof is similar in the case \( c \to \infty \)). Let \( 0 < M_1 \leq \mu \leq M_2 < \infty \) and \( \epsilon > 0 \) be given, and let \( c \) be small enough to make

\[ \left| \frac{v(c\mu)}{(c\mu)^p} - 1 \right| < \epsilon \]

for all \( \mu \leq M_2 \). Then

\[ \left| \frac{v(c\mu)}{c^p} - \mu^p \right| = \mu^p \left| \frac{v(c\mu)}{(c\mu)^p} - 1 \right| \leq (M_1^p + M_2^p) \epsilon, \]

which shows that the convergence is uniform on the compact interval \( M_1 \leq \mu \leq M_2 \). The result (4.2) now follows from Theorem 4.1.

Many factorial dispersion models have power asymptotic dispersion functions, and are hence asymptotically similar to Poisson-Tweedie mixtures. Thus, under the hypothesis of Theorem 4.2 the dilation property (3.11) for \( \text{PT}_p(\mu, \gamma) \) implies the following distribution approximation:

\[ \text{FD}(c\mu, c^{2-p} \gamma) \sim \text{PT}_p(c\mu, c^{2-p} \gamma c_0) \tag{4.3} \]

for \( c \) small or \( c \) large, respectively. In view of the fact that any FCGF belongs to some factorial dispersion model (namely the model generated by the FCGF itself), many factorial dispersion models may be approximated by Poisson-Tweedie models in this way.

**Example 4.1 (Discrete Linnik distribution).** The discrete Linnik distribution is defined by the FCGF

\[ C(t) = -b \log [1 + c (-t)^{\alpha}] \tag{4.4} \]
where \(0 < \alpha < 1\) and \(b, c > 0\) \cite{Johnson et al., 2005, p. 497}. This distribution is hence infinitely dilatable as well as infinitely divisible. The asymptotic behaviour of \(C(t)\) as \(t \uparrow 0\) is

\[ C(t) \sim -\lambda c (-t)^\alpha, \]

which, in turn, implies that the unit dispersion function is power asymptotic at infinity,

\[ v(\mu) \sim c_0 \mu^p \quad \text{as} \quad \mu \to \infty \]

for some \(c_0 > 0\), where \(p > 2\) is related to \(\alpha \in (0, 1)\) by \(3.14\). It follows that the factorial dispersion model generated by \(C(t)\) satisfies \(4.2\) as \(c \to \infty\).

To connect the result \(4.2\) with large sample theory, let \(\bar{Y}_n \sim \text{FD}(\mu, \gamma/n)\) denote the dilation average of an i.i.d. sample from the distribution \(\text{FD}(\mu, \gamma)\) (cf. Eq. \((3.7)\)). Then for \(p \neq 2\) we may rewrite \((4.2)\) as follows (taking \(c^2 - p = 1/n\)):

\[ n^{-1/(p-2)} \cdot \text{FD}(n^{1/(p-2)} \mu, \gamma/n) \overset{D}{\to} \text{PT}_p(\mu, \gamma c_0) \quad \text{as} \quad n \to \infty, \] \(4.5\)

so the scaled and factorially tilted dilation average \(\bar{Y}_n\) converges to a Poisson-Tweedie model. We interpret this result via \((4.3)\) as saying that a system subject to independent \(\text{FD}(\mu, \gamma)\)-distributed shocks will eventually settle in what may be called a Poisson-Tweedie equilibrium.

Alternatively, let us consider the case where \(\bar{Y}_n \sim \text{FD}(\mu, \gamma)\) is the dilation average of an i.i.d. sample from the distribution \(\text{FD}(\mu, n\gamma)\), which requires that the model \(\text{FD}(\mu, \gamma)\) be infinitely divisible. Then for \(p \neq 2\) we may rewrite \((4.2)\) as follows (taking \(c^2 - p = n\)):

\[ n^{-1/(2-p)} \cdot \text{FD}(n^{1/(2-p)} \mu, \gamma n) \overset{D}{\to} \text{PT}_p(\mu, \gamma c_0) \quad \text{as} \quad n \to \infty. \] \(4.6\)

We interpret the result \((4.6)\) as saying that the scaled and factorially tilted component \(\text{FD}(\mu, n\gamma)\) converges to a Poisson-Tweedie model. The main feature of \((4.6)\) is that the signs of the powers of \(n\) are reversed compared with \((4.5)\).

The results \((4.5)\) and \((4.6)\) both require \(p \neq 2\), which together with Proposition \(3.3\) highlights the special role of the binomial and negative binomial distributions in Poisson-Tweedie asymptotics, as we shall now see.

### 4.3 Binomial and negative binomial convergence

We now discuss the power asymptotics of Theorem \((4.2)\) in the case \(p = 2\) (\(\alpha = 0\)). We first note that the dilation property \((3.12)\) for the negative binomial distribution \(\text{PT}_2(\mu, \gamma)\) takes the form

\[ c^{-1} \cdot \text{PT}_2(c\mu, \gamma) = \text{PT}_2(\mu, \gamma) \quad \text{for} \quad c > 0, \]

for all \(\mu > 0\) and \(\gamma > 0\). Suppose that the locally overdispersed factorial dispersion model \(\text{FD}(\mu, \gamma)\) with mean domain \(\Psi_0\) is such that either \(\inf \Psi_0 \leq 0\) or \(\sup \Psi_0 = \infty\), and assume that the unit dispersion function satisfies \(v(\mu) \sim \mu^2\) as \(\mu \downarrow 0\) or \(\mu \to \infty\), respectively. The corresponding version of \((4.2)\) is then

\[ c^{-1} \cdot \text{FD}(c\mu, \gamma) \overset{D}{\to} \text{PT}_2(\mu, \gamma) \quad \text{as} \quad c \downarrow 0 \text{ or } c \to \infty, \] \(4.7\)

respectively, for all \(\mu, \gamma > 0\). The result \((4.7)\) implies the following negative binomial approximation:

\[ \text{FD}(c\mu, \gamma) \sim \text{PT}_2(c\mu, \gamma) \quad \text{as} \quad c \downarrow 0 \text{ or } c \to \infty, \]

respectively. The result does not involve a large sample in any sense, but instead applies as the mean \(c\mu\) goes to the boundary of the parameter space.
An example is the factorial dispersion model $\text{FD}(\mu, \gamma)$ generated by the discrete Linnik distribution \cite{Shmueli2005}. The corresponding unit dispersion function behaves as $c_0 \mu^2$ as $\mu \downarrow 0$ for some $c_0 > 0$. It follows that \cite{Shmueli2012} is satisfied as $c \downarrow 0$.

We now turn to the binomial distribution $\text{Bi}(\mu, n)$, which is a factorial dispersion model on additive form. The binomial distribution satisfies the following thinning property:
\[ e^{-1} \cdot \text{Bi}(c\mu, n) = \text{Bi}(\mu, n) \text{ for } 0 < c < 1. \]
As a result, suppose that the underdispersed additive factorial dispersion model $\text{FD}^*(\mu, n)$ has unit dispersion function satisfying $\nu(\mu) \sim -\mu^2$ as $\mu \downarrow 0$. Then
\[ e^{-1} \cdot \text{FD}^*(c\mu, n) \xrightarrow{D} \text{Bi}(\mu, n) \text{ as } c \downarrow 0. \] (4.8)

**Example 4.2** (COM-Poisson distribution). Consider the COM-Poisson distribution (cf. Shmueli et al., 2005) with PMF
\[ P(X = x) = \frac{\lambda^x}{(x!)^\nu} Z(\lambda, \nu) \text{ for } x = 0, 1, \ldots, \] (4.9)
where $\lambda > 0$, $\nu \geq 0$, and $Z(\lambda, \nu)$ is a normalizing constant. This family provides useful illustrations of several of the above convergence results. The FCGF of \cite{Shmueli2005} is
\[ C(t) = \log \frac{Z(\lambda(1 + t), \nu)}{Z(\lambda, \nu)}, \] (4.10)
and the first two factorial cumulants of the local factorial tilting family $\text{FT}(\mu)$ generated by \cite{Kokonendji2008} for given value of $(\lambda, \nu)$ are
\[ \mu = \lambda \frac{\lambda(1 + \theta), \nu}{Z(\lambda(1 + \theta), \nu)} \text{ and } \lambda^2 \frac{\lambda(1 + \theta), \nu}{Z(\lambda(1 + \theta), \nu)} = \mu^2, \]
respectively, where dots denote derivatives of $Z(\cdot, \cdot)$. These results confirm, for $\theta = 0$, known results for the mean and variance of the COM-Poisson distribution. It is well known that the COM-Poisson converges to the Bernoulli distribution $\text{Bi}(\lambda/(1 + \lambda), 1)$ as $\nu \to \infty$. A similar result using the above binomial convergence result is obtained by using the following asymptotic relation: $\log Z(\lambda(1 + \theta), \nu) \sim \log [1 + \lambda(1 + \theta)]$ as $\theta \downarrow -1$, which implies that the local dispersion function of the factorial tilting family $\text{FT}(\mu)$ defined by \cite{Kokonendji2008} satisfies $\nu(\mu) \sim -\mu^2$ as $\mu \downarrow 0$. Using \cite{Kokonendji2008}, we hence obtain the following Bernoulli convergence:
\[ e^{-1} \cdot \text{FT}(c\mu) \xrightarrow{D} \text{Bi}(\mu, 1) \text{ as } c \downarrow 0. \]

Turning now to the question of infinite divisibility, we note that Kokonendji et al. (2008) argued that the COM-Poisson is a weighted Poisson distribution of the form \cite{Kokonendji2008} with a logconvex (logconcave) weight function for $0 < \nu < 1 (\nu > 1)$, and is hence overdispersed (underdispersed) with respect to the Poisson case $\nu = 1$. Following Kokonendji et al. (2008), we may further argue that the distribution is infinitely divisible in the logconvex case $0 < \nu < 1$, whereas for $\nu > 1$, we have a discrete underdispersed distribution, which cannot be infinitely divisible. In order to apply Theorem 4.3 we need the following asymptotic expansion, gleaned from Sellers et al. (2012),
\[ C(t) \sim \alpha^{-1} \lambda^n (1 + t)^\alpha - \frac{1 - \alpha}{2} \log \lambda (1 + t) \text{ as } t \to \infty, \] (4.11)
where $\alpha = 1/\nu > 0$; the first term of the expansion being the leading term. Let $p$ be related to $\alpha$ via \cite{Kokonendji2008}. In the overdispersed case $\alpha > 1 (p < 1)$, the result \cite{Kokonendji2008} implies that the dispersion function is power asymptotic,
\[ v(\mu) \sim (\alpha - 1) \lambda^{\alpha/(\alpha - 1)} \mu^p \] (4.12)
as \( \mu \to \infty \). The overdispersed factorial dispersion model \( \text{FD}(\mu, \gamma) \) generated by (4.9) hence satisfies (4.2) as \( c \to \infty \). This result is remarkable, in that it proves the existence of the power dispersion model \( \text{PT}_p(\mu, \gamma) \) in the cases \( p < 0 \) and \( 0 < p < 1 \) (cf. Theorem 3.4 and Table 1 above), because Theorem 4.1 implies the existence of the factorial dispersion model corresponding to the limiting local dispersion function. In the underdispersed case \( 0 < \alpha < 1 \) (\( p > 2 \)) we find that (4.12) is now satisfied as \( \mu \downarrow 0 \), but with a negative coefficient for \( \mu^p \). In this case, however, Theorem 4.2 does not apply, because the case \( c \downarrow 0 \) in (4.2) requires infinite divisibility, which we do not have in the underdispersed case, nor do we seem to have infinite dilatability. These results, while interesting on their own, are to some extent tangential to the COM-Poisson distribution itself, because the factorial dispersion model \( \text{FD}(\mu, \gamma) \) is not contained in the COM-Poisson family.

### 4.4 Neyman Type A convergence

A new result that emerges from Poisson-Tweedie asymptotics is convergence to the Neyman Type A distribution \( \text{PT}_1(\mu, \gamma) \) (cf. Section 3.7). This is the case, in particular, for a certain type of Poisson mixtures.

Let us assume that the exponential dispersion model \( \text{ED}(\mu, \gamma) \) has unit variance function satisfying \( V(\mu) \sim \mu \) as \( \mu \downarrow 0 \) or \( \mu \to \infty \). From Proposition 3.2 we obtain that the Poisson mixture \( \text{P}(\text{ED}(\mu, \gamma); 1) \) is a factorial dispersion model with unit dispersion function \( v = V \). It then follows from Theorem 4.2 that the corresponding tilted and dilated model converges to the Neyman Type A distribution, \[ c^{-1} \cdot \text{FD}(c\mu, c\gamma) \xrightarrow{D} \text{PT}_1(\mu, \gamma) \quad \text{as } c \downarrow 0 \text{ or } c \to \infty, \]

respectively.

Let \( \text{ED}^*(\mu, \lambda) \) denote an additive exponential dispersion model generated by a distribution with an atom at zero, and such that \((0, 1)\) is the largest interval starting at zero with zero probability. This may happen if the distributions has support \( \mathbb{N}_0 \), but the distribution need not necessarily be discrete as long as there is an atom at zero and positive probability at 1 or starting at 1. Then we know from Jørgensen et al. (1994) that the unit variance function satisfies \( V(\mu) \sim \mu \) as \( \mu \downarrow 0 \). The corresponding exponential dispersion model is \( \gamma \text{ED}^*(\mu, \gamma^{-1}) \). Hence, let us consider the factorial dispersion model \( \text{FD}(\mu, \gamma) \) defined by the Poisson mixture \( \text{P}(\gamma \text{ED}^*(\mu, \gamma^{-1}); 1) \). Then we have the following large-sample convergence result:

\[ n \cdot \text{FD}(\mu/n, \gamma/n) \xrightarrow{D} \text{PT}_1(\mu, \gamma) \quad \text{as } n \to \infty. \]

Here, using (3.7), the left-hand side of (4.13) may be interpreted as the sum of \( n \) i.i.d. random variables with distribution \( \text{FD}(\mu/n, \gamma) \).

### 4.5 Hermite convergence revisited

The Hermite distribution \( \text{PT}_0(\mu, \gamma) \) of Example 2.11 has power dispersion function with \( p = 0 \) (\( \alpha = 2 \)), although it is not a Poisson-Tweedie mixture. In Section 2.4, we have already considered a type of Hermite convergence similar to the central limit theorem. We now consider Hermite convergence based on Theorem 4.2

It is important to keep in mind that the parameters of the Hermite distribution must satisfy \( 0 < \gamma \leq \mu \). The dilation property (3.11) hence takes the following form:

\[ c \cdot \text{PT}_0(\mu, \gamma) = \text{PT}_0(c\mu, c^2\gamma) \quad \text{for } c < 1, \]

where the restriction \( c < 1 \) ensures that the transformed parameters satisfy the condition. As a consequence, only the case \( c \downarrow 0 \) of (4.2) is available in the Hermite case.
We first note that the local dispersion function of any locally overdispersed factorial dispersion model $\text{FD}(\mu, \gamma)$ with $0 \in \text{int} \Psi_0$ satisfies $v(\mu) \sim v(0) > 0$ as $\mu \downarrow 0$. By Theorem 4.2 and using the form (4.5) we obtain convergence to the Hermite distribution,

$$n^{1/2} \cdot \text{FD}(n^{-1/2} \mu, \gamma/n) \xrightarrow{D} \text{PT}_0(\mu, \gamma v(0)) \text{ as } n \to \infty,$$

(4.14)

for each $\mu > 0$, provided that $\gamma v(0) \leq \mu$. By referring once more to Eq. (4.1), we note that the left-hand side of (1.14) involves a dilated and factorially tilted dilation average of $n$ i.i.d. variables from the distribution $\text{FD}(n^{-1/2} \mu, \gamma)$.

The condition that $\gamma v(0) \leq \mu$ may be alleviated by means of Poisson translation, similar to the procedure of Section 2.4. This leads to the following result:

$$n^{1/2} \cdot \left[ \text{FD}(\mu_0 + n^{-1/2} \mu, \gamma/n) \ominus \mu_0 \right] \xrightarrow{D} \text{PT}_0(\mu, \gamma v(\mu_0)) \text{ as } n \to \infty,$$

for $\mu_0 \in \Psi_0$, provided that $\mu$ is chosen such that $\gamma v(\mu_0) \leq \mu$. Here $\ominus$ denotes Poisson subtraction, as defined by (2.11).

5 Multivariate discrete dispersion models

We now consider multivariate generalizations of some of the above results, in particular a multivariate Poisson-Tweedie model (cf. Section 5.2). We refer to Johnson et al. (1997) for general results on multivariate discrete distributions.

5.1 Multivariate factorial cumulants and other properties

If $X$ is a $k$-variate random vector, and $s$ a $k$-vector with non-negative elements, we use the notation $s^X = s_1^{X_1} \cdots s_k^{X_k}$. The multivariate FCGF (Johnson et al. 1997, p. 4) is defined by

$$C(t; X) = \log \left[ (1 + t)^X \right] \text{ for } t \geq -1,$$

where $1$ is a vector of ones, and the inequality $t \geq -1$ is understood elementwise. The effective domain for $C$ is defined by $\text{dom}(C) = \{ t \geq -1 : C(t) < \infty \}$. When $0 \in \text{int}(\text{dom}(C))$, the mean vector is $E(X) = C(0; X)$, and the dispersion matrix $S(X) = C^*(0; X) = \text{Cov}(X) - \text{diag}[E(X)]$ is a $k \times k$ symmetric matrix with entries

$$S_{ij}(X) = \begin{cases} S(X_i) & \text{for } i = j \\ \text{Cov}(X_i, X_j) & \text{for } i \neq j \end{cases}.$$

We now present a new definition of multivariate over/underdispersion based on the dispersion matrix. We say that the random vector $X$ is equidispersed if $S(X) = 0$. If $X$ is not equidispersed, it is called over/underdispersed if the dispersion matrix $S(X)$ is positive/negative semidefinite, i.e. $S(X)$ has at least one positive/negative eigenvalue, respectively. We say that the dispersion of $X$ is indefinite if $S(X)$ has both positive and negative eigenvalues.

As an example, consider the bivariate Poisson distribution defined by

$$\begin{bmatrix} X_1 \\ X_2 \end{bmatrix} = \begin{bmatrix} U_1 + U_2 \\ U_1 + U_3 \end{bmatrix},$$

(5.1)

where $U_i \sim \text{Po}(\mu_i), i = 1, 2, 3$ are independent Poisson random variables. The two marginals $X_1$ and $X_2$ are equidispersed, and provided that $\mu_1 > 0$, the marginals are positively correlated, in which case the dispersion is indefinite. In the independence case $\mu_1 = 0$ we find that $X$ is equidispersed. More generally,
if the marginals of \( X \) are independent and Poisson distributed with mean vector \( \mu \geq 0 \), we obtain the FCGF

\[
C(t; X) = \mu^\top t,
\]

which is linear, and hence equidispersed. We note in passing, that the multivariate Poisson FCGF (5.2) is of homogeneous type, i.e. of the form \( K(t^\top \mu) \), where \( K(0) = 0 \), see Johnson et al. (1997, p. 19). The multinomial distribution \( X \sim Mu(\mu, n) \) has dispersion matrix \( S(X) = -n\mu\mu^\top \), making this distribution underdispersed.

We now derive the scaling properties of the dispersion matrix \( S(X) \) with respect to dilation, generalizing the results of Section 2.2. For a random vector \( X \), we define the *dilation linear combination* \( c \cdot X \) with coefficient vector \( c \geq 0 \) \((1 \times k)\) as follows:

\[
C(t; c \cdot X) = C(c^\top t; X)
\]

provided that the right-hand side is a (univariate) FCGF. The mean and dispersion matrix of a dilation linear combination are given by

\[
E(c \cdot X) = cE(X) \text{ and } S(c \cdot X) = cS(X)c^\top,
\]

respectively. It follows that if \( c \cdot X \) is equidispersed for some \( c \neq 0 \), then the dispersion matrix \( S(X) \) is singular. The reverse implication holds if the vector \( c \geq 0 \) is such that \( cS(X)c^\top = 0 \). Similarly, for an \( \ell \times k \) matrix \( A \geq 0 \) we define \( A \cdot X \) by

\[
C(t; A \cdot X) = C(A^\top t; X),
\]

again provided that the right-hand side is an FCGF. For a multivariate Poison random vector \( X \) with FCGF (5.2) this yields the following transformation

\[
C(t; A \cdot X) = \mu^\top A^\top t = (A\mu)^\top t
\]

making \( A \cdot X \) multivariate Poisson with mean \( A\mu \).

We now turn to a multivariate version of the law of thin numbers. We define the dilation average for the i.i.d. sequence \( X_1, X_2, \ldots \) of \( k \times 1 \) random vectors by

\[
\overline{X}_n = (nI)^{-1} \cdot S_n,
\]

where \( S_n = X_1 + \cdots + X_n \) denotes the \( n \)th partial sum and \( I \) is the identity matrix. We assume that the \( X_i \) are discrete with mean vector \( \mu \geq 0 \). Similar to the univariate case in Section 2.4 we obtain the FCGF for \( \overline{X}_n \) as follows:

\[
C(t; \overline{X}_n) = C\left((nI)^{-1} t; X_1 + \cdots + X_n\right)
= nC(n^{-1} t; X_1) = \mu^\top t + O(n^{-1}),
\]

which converges to the multivariate Poisson FCGF (5.2) as \( n \to \infty \).

To show Hermite convergence, we consider an i.i.d. sequence of discrete random vectors \( X_i \) with \( E(X_1) = m > 0 \) and \( S(X_1) = \Sigma > 0 \). Define the translated standardized variable \( Z_n(\mu) \) for \( \mu \geq \Sigma 1 \) by

\[
Z_n(\mu) = (nI)^{-1/2} \cdot \left[ S_n \ominus \left( nm - n^{1/2} \mu \right) \right],
\]

where the Poisson subtraction \( \ominus \) is defined by analogy with (2.10). By expanding the FCGF of \( Z_n(\mu) \) we obtain

\[
C(t; Z_n(\mu)) = \mu^\top t + \frac{1}{2} t^\top \Sigma t + O\left(n^{-1/2}\right),
\]
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which shows that the multivariate Hermite distribution of (cf. [Johnson et al., 1997, p. 274]) with mean vector \( \mu \) and dispersion matrix \( \Sigma \) appears in the limit as \( n \to \infty \). Hence \( Z_n(\mu) \) converges in distribution to the multivariate Hermite distribution.

Finally, let us consider a multivariate generalization of the zero-inflation index \([2.13]\), namely

\[
ZI(X) = 1 + \frac{\log P(X = 0)}{E(X_1) + \cdots + E(X_k)} = 1 + \frac{C(-1; X)}{1' C(0; X)}. \tag{5.5}
\]

This index measures zero-inflation/deflation relative to independent Poisson random variables (equidispersion) with the same total mean, corresponding to positive/negative values of \( ZI(X) \), respectively. It is useful to extend this to a directional measure of zero-inflation, namely

\[
ZI(c \cdot X) = 1 + \frac{C(-1; c \cdot X)}{C(0; c \cdot X)} = 1 + \frac{C(-c'; X)}{c C(0; X)}
\]

which reduces to \(5.5\) for \( c = 1^\top \). This index measures zero-inflation/deflation for the dilation linear combination \( c \cdot X \) as a function of \( c \).

### 5.2 Multivariate Poisson-Tweedie models

We now introduce a new class of multivariate Poisson-Tweedie mixtures, which is based on the multivariate Tweedie distributions of [Jørgensen & Martínez (2013)]. Consider the \( k \)-variate Tweedie distribution \( Y \sim Tw_p(\mu, \Sigma) \) with mean vector \( \mu \) and covariance matrix

\[
\text{Cov}(Y) = [\mu]^{p/2} \Sigma [\mu]^{p/2} \tag{5.6}
\]

where \( \Sigma \) denotes a \( k \times k \) symmetric positive-definite matrix, and the notation \( [\mu]^{p/2} \) denotes a power of the diagonal matrix \( [\mu] = \text{diag}(\mu) \). By construction, this distribution has univariate Tweedie marginals, see [Jørgensen & Martínez (2013)].

Let us define the multivariate Poisson-Tweedie model \( X \sim PT_p(\mu, \Sigma) \) as a Poisson mixture

\[
X|Y \sim \text{independent Po}(Y_i) \quad \text{for} \quad i = 1, \ldots, k,
\]

where \( X_1, \ldots, X_k \) are assumed conditionally independent given \( Y \). The multivariate Poisson-Tweedie model has univariate Poisson-Tweedie margins, \( X_i \sim PT_p(\mu_i, \sigma_{ii}) \), where \( \sigma_{ij} \) denote the entries of \( \Sigma \). The mean vector is \( \mu \) and the dispersion matrix is \( \Sigma \) (positive-definite) making the distribution overdispersed. The covariance matrix for \( X \) has the form

\[
\text{Cov}(X) = [\mu] + [\mu]^{p/2} \Sigma [\mu]^{p/2},
\]

making it straightforward to fit multivariate Poisson-Tweedie regression models using quasi-likelihood. The multivariate Poisson-Tweedie model satisfies the following dilation property:

\[
[c] \cdot PT_p(\mu, \Sigma) = PT_p([c] \mu, [c]^{1-p/2} \Sigma [c]^{1-p/2}),
\]

where \( c \) is a \( k \)-vector with positive elements, generalizing the univariate dilation property \([3.11]\). In this way, we obtain multivariate generalizations of all the Poisson-Tweedie models of Table [1] for \( p \geq 1 \), including multivariate Neyman Type A, Pólya-Aeppli, negative binomial and Poisson-inverse Gaussian distributions.
6 Discussion

In this paper have developed a new class of discrete factorial dispersion models based on exploring the properties of the factorial cumulant generating function, and we have shown that the dispersion function is a powerful characterization and convergence tool for factorial dispersion models. In particular, the Poisson-Tweedie convergence theorem implies that Poisson-Tweedie models are likely to appear frequently in practice, making these models especially useful for modelling overdispersed count data. These results depend in a crucial way on interpreting the dilation operator as a discrete analogue of scaling.

These results show that factorial dispersion models are in many ways analogous to exponential dispersion models and to the recently proposed classes of extreme and geometric dispersion models (Jørgensen et al., 2010; Jørgensen & Kokonendji, 2011). A common trait for these four types of dispersion models is the role of power asymptotics, which in the extreme dispersion model case implies some of the classical convergence results for extremes towards generalized extreme value distributions (Weibull, Fréchet and Gumbel distributions), see (Jørgensen et al., 2010) for details. It seems likely that there exist further types of dispersion models with a similar structure, for example in free probability, where Bryc (2009) has introduced so-called free exponential families, and studied an analogue of quadratic variance functions.

Many of our results have multivariate analogues, and in particular we have introduced a class of multivariate Poisson-Tweedie mixtures with Poisson-Tweedie margins. We have introduced a multivariate notion of over- and underdispersion, and a multivariate zero-inflation index. We have also shown that the dilation properties of the dispersion matrix are similar to the scaling properties of the covariance matrix.

There remain a number of further questions to be dealt with for factorial dispersion models. In particular, we need to develop methods for probability calculations and simulations further. We are currently developing methods for quasi-likelihood estimation and inference for multivariate Poisson-Tweedie models, along the same lines as Jørgensen et al. (2011). We would also like to obtain a better understanding of underdispersion for factorial dispersion models, perhaps based on the M-transformation, where, however, we are faced with the problem of deciding on the existence of the M-transformation in each case. Finally, it seems possible to obtain new types of point processes based on infinitely divisible factorial dispersion models. In particular, point processes based on Poisson-Tweedie models would seem to have useful dilation properties.
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Appendix A: Exponential dispersion models

In this appendix, we summarize some relevant facts about exponential dispersion models and Tweedie models. An exponential dispersion model ED(µ, γ) with mean µ ∈ Ω, dispersion parameter γ > 0 and unit variance function V(µ) has PDF of the form

\[ f(y; µ, γ) = a(y; γ) \exp \left[ -\frac{1}{2γ} d(y; µ) \right] \text{ for } y, µ \in Ω, \]

where the unit deviance function \( d(y; µ) \) is defined by

\[ d(y; µ) = 2 \int_µ^y \frac{z - µ}{V(z)} \, dz \text{ for } y, µ \in Ω. \]
The model (6.1) is, for each known value of $\gamma$, a natural exponential family with variance function $\gamma V(\mu)$. Hence, the function $a(y; \gamma)$ may be determined by Fourier inversion from the CGF, which may in turn be obtained from $V$. The model $\text{ED}(\mu, \gamma)$ satisfies the following reproductive property:

$$\overline{Y}_n \sim \text{ED}(\mu, \gamma/n),$$  \hfill (6.2) 

where $\overline{Y}_n$ is the average of $Y_1, \ldots, Y_n$, which are i.i.d. from $\text{ED}(\mu, \gamma)$.

The Tweedie exponential dispersion model $\text{Tw}_p(\mu, \gamma)$ has mean $\mu$ and unit variance function $V(\mu) = \mu^p$ for $\mu \in \Omega_p$, where $p \notin (0, 1)$.

The domain for $\mu$ is either $\Omega_0 = \mathbb{R}$ or $\Omega_p = \mathbb{R}_+$ for $p \neq 0$. Tweedie models satisfy the scaling property

$$c\text{Tw}_p(\mu, \gamma) = \text{Tw}_p(c\mu, c^{2-p}\gamma) \quad \text{for } c > 0.$$  \hfill (6.3)

Conventional Tweedie asymptotics [Jørgensen et al., 1994] have the following form. If $\text{ED}(\mu, \gamma)$ with unit variance function $V(\mu)$ satisfies

$$V(\mu) \sim \mu^p \text{ as } \mu \downarrow 0 \text{ or } \mu \to \infty,$$

then

$$c^{-1}\text{ED}(c\mu, c^{2-p}\gamma) \overset{D}{\to} \text{Tw}_p(\mu, \gamma) \quad \text{as } c \downarrow 0 \text{ or } c \to \infty,$$  \hfill (6.4)

respectively. The proof is based on convergence of the variance function on the left-hand side of (6.4),

$$c^{-2}c^{2-p}\gamma V(\mu) \to \gamma \mu^p,$$

applying Mora’s (1990) convergence theorem. The case $c^{2-p} \to \infty$ requires the model $\text{ED}(\mu, \gamma)$ to be infinite divisible. This result implies a Tweedie approximation, by means of (6.3)

$$\text{ED}(c\mu, c^{2-p}\gamma) \sim \text{Tw}_p(c\mu, c^{2-p}\gamma) \quad \text{as } c \downarrow 0 \text{ or } c \to \infty.$$  

In some cases, we have a large-sample interpretation of Tweedie convergence. Let us consider the average $Y_n$ with distribution (6.4). Then for $p \neq 2$ we obtain

$$n^{-1/(p-2)}\text{ED}(n^{1/(p-2)} \mu, \gamma/n) \overset{D}{\to} \text{Tw}_p(\mu, \gamma) \quad \text{as } n \to \infty.$$  

We interpret this result as saying that the scaled and exponentially tilted average $Y_n$ converges to a Tweedie distribution as $n \to \infty$.

**Appendix B: Proof of Theorem 4.1**

Consider a sequence of factorial tilting families $\text{FT}^\nu_n(\mu)$ with local dispersion functions $v_n$ having domain $\Psi_n$ and FCGF $C_n$ satisfying the conditions of Theorem 4.1. The idea of the proof is to obtain the FCGF derivative $\hat{C}$ from the limiting dispersion function $v$, and in turn use the uniform convergence to show convergence of the sequence $C_n$.

We begin by considering the nonzero case, where $v(\mu) \neq 0$ for $\mu \in \Psi_0$. Let $K$ be a given compact subinterval of $\Psi_0$. By assumption $\Psi_0 \subseteq \text{int (lim } \Psi_n)$, so we may assume that $K \subseteq \Psi_n$ from some $n_0$ on. We only need to consider $n > n_0$ from now on. Fix a $\mu_0 \in \text{int } K$. Let $\psi_n = \hat{C}_n^{-1}$ denote the inverse FCGF derivative defined by $\psi_n(\mu) = 1/v_n(\mu)$ on $\Psi_n$ and $\psi_n(\mu_0) = 0$. Let $\hat{C}_n$, $C_n$ etc. denote the quantities associated with this parametrization. Similarly, define $\psi : \Psi_0 \to \mathbb{R}$ by $\psi(\mu) = 1/v(\mu)$ on $\Psi_0$ and $\psi(\mu_0) = 0$. Then for $\mu \in K$

$$|\dot{\psi}_n(\mu) - \dot{\psi}(\mu)| = \frac{|v_n(\mu) - v(\mu)|}{v_n(\mu)v(\mu)}.$$  \hfill (6.5)
By the uniform convergence of $v_n(\mu)$ to $v(\mu)$ on $K$, it follows that $\{v_n(\mu)\}$ is uniformly bounded on $K$. Since $v(\mu)$ is bounded on $K$, it follows from \[6.3\] and from the uniform convergence of $v_n$ that $\psi_n(\mu) \to \psi(\mu)$ uniformly on $K$. This and the fact that $\psi_n(\mu_0) = \psi(\mu_0)$ for all $n$ implies, by a result from Rudin (1976, Theorem 7.17), that $\psi_n(\mu) \to \psi(\mu)$ uniformly on $K$. Since $K$ was arbitrary, we have $\psi_n(\mu) \to \psi(\mu)$ for all $\mu \in \Psi_0$.

Let $I_n = \psi_n(\Psi_n)$ and $I_0 = \psi(\Psi_0) \subseteq \text{int}(\lim I_n)$. Let $J = \psi(K) \subseteq I_0$ and $J_n = \psi_n(K) \subseteq I_n$. Define $\hat{C} : I_0 \to \Psi_0$ by $\hat{C}(y) = \psi^{-1}(y)$. Since $\psi$ is strictly monotone and differentiable, the same is the case for $\hat{C}$. Let $\mu \in K$ be given and let $y = \psi(\mu) \in J$ and $y_n = \psi_n(\mu) \in J_n$. Since $\psi_n(\mu)$ is uniformly bounded on $K$, there exists an $M > 0$ such that $|v_n(\mu)| \leq M$ for all $n$ and $\mu \in K$. It follows that $|\hat{C}_n(y)| = |v_n(\hat{C}_n(y))| \leq M$ for all $y \in J$ due to the fact that $J \subseteq J_n$ for $n$ large enough. Since $\mu = \hat{C}(y) = \hat{C}_n(y_n)$ we find, using the mean value theorem, that

$$\begin{align*}
|\hat{C}_n(y) - \hat{C}(y)| &= |\hat{C}_n(y) - \hat{C}_n(y_n)| \\
&\leq M |y - y_n| \\
&= M |\psi(\mu) - \psi_n(\mu)|.
\end{align*}$$

This implies that $\hat{C}_n(y) \to \hat{C}(y)$ uniformly in $y \in J$. Since $C(0) = C_n(0)$ for all $n$, it follows by similar arguments as above that $C_n(y) \to C(y)$ uniformly on $J$. We conclude from the convergence of the sequence of MGFs $\exp[C_n(e^s - 1)] \to \exp[C(e^s - 1)]$ for $s \in \log(J + 1)$ that the sequence of distributions $FT_n(\mu_0)$ converges weakly to a probability measure $P$ with FCGF $C$. We let $FT(\mu)$ denote the factorial tilting family generated by $P$ with local dispersion function $v$ on $\Psi_0$. We may now complete the proof in the nonzero case by proceeding like in the proof of Proposition 2.41.

In the case where $v(\mu) = 0$ (the zero case), we cannot define the function $\psi$ as above. Instead we take $C(t) = t\mu_0$, such that $\hat{C}(t) = \mu_0$ and $\hat{C}(t) = 0$ for $t \in \mathbb{R}$. For any $\epsilon > 0$, we may choose an $n_0$ such that $|v_n(\mu)| \leq \epsilon$ for any $n \geq n_0$ and $\mu \in K$. For such $n$ and $\mu$ we hence obtain

$$|\psi_n(\mu)| = \int_{\mu_0}^{\mu} \frac{1}{v_n(t)} \, dt \geq \frac{|\mu - \mu_0|}{\epsilon},$$

which can be made arbitrarily large by choosing $\epsilon$ small. We hence conclude that $J_n = \psi_n(K) \to \mathbb{R}$ as $n \to \infty$.

Now we let $J$ be a compact interval such that $0 \in \text{int} J$, implying that $J \subseteq J_n$ for $n$ large enough. For such $n$ we hence obtain that $|\hat{C}_n(t)| = |v_n(\hat{C}_n(t))| \leq \epsilon$ for all $t \in J$, because then $\hat{C}_n(t) \in K$. Since $\mu_0 = \hat{C}(t) = \hat{C}_n(0)$ we find, again by the mean value theorem, that for $t \in J$,

$$|\hat{C}_n(t) - \hat{C}(t)| = |\hat{C}_n(t) - \hat{C}_n(0)| \leq \epsilon |t|.$$ 

This implies that $\hat{C}_n(t) \to \hat{C}(t)$ uniformly in $t \in J$. By similar arguments as above, we conclude that $FT_n(\mu_0)$ converges weakly to a probability measure $P$ with FCGF $C(t) = t\mu_0$, which implies the desired conclusion in the zero case, completing the proof.
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