Effective dynamics of strongly dissipative Rydberg gases
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Abstract

We investigate the evolution of interacting Rydberg gases in the limit of strong noise and dissipation. Starting from a description in terms of a Markovian quantum master equation we derive effective equations of motion that govern the dynamics on a ‘coarse-grained’ timescale where fast dissipative degrees of freedom have been adiabatically eliminated. Specifically, we consider two scenarios which are of relevance for current theoretical and experimental studies—Rydberg atoms in a two-level (spin) approximation subject to strong dephasing noise as well as Rydberg atoms under so-called electromagnetically induced transparency (EIT) conditions and fast radiative decay. In the former case we find that the effective dynamics is described by classical rate equations up to second order in an appropriate perturbative expansion. This drastically reduces the computational complexity of numerical simulations in comparison to the full quantum master equation. When accounting for the fourth order correction in this expansion, however, we find that the resulting equation breaks the preservation of positivity and thus cannot be interpreted as a proper classical master rate equation. In the EIT system we find that the expansion up to second order retains information not only on the ‘classical’ observables, but also on some quantum coherences. Nevertheless, this perturbative treatment still achieves a non-trivial reduction of complexity with respect to the original problem.
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1. Introduction

Gases of interacting highly excited Rydberg atoms are becoming an increasingly popular theoretical and experimental platform for the investigation of the physics of strongly interacting many-body systems [1, 2]. The main distinction between these systems and ‘traditional’ ones restricted to low-lying excited states lies in the huge enhancement in the interaction between the atoms, which can be several orders of magnitude stronger for typical experimental parameters. Indeed, two atoms in a Rydberg state usually experience extremely strong dipole–dipole or van der Waals forces (see e.g. [3]). These in turn considerably affect both the static [4–8] and dynamic [9–14] properties of the system.

The rather long lifetime of these Rydberg states allows for probing of the coherent evolution of these many-body systems up to relatively long time-scales. Here, however, we will focus on situations (currently studied with great interest) where accounting for dissipative processes leads to non-trivial changes in both the dynamics and the stationary properties. These processes emerge due to the coupling of the system to external degrees of freedom, which produce e.g. decay via spontaneous emission (fluorescence) and noise-induced loss of coherence (dephasing). The evolution is typically well described in terms of a quantum master equation with Markovian noise (an overview on methods for treating the non-Markovian case as well can be found in [15]). While such a modelling is certainly among the simplest descriptions of an open quantum system it still poses severe challenges when trying to conduct a numerical treatment for large system sizes $N$. This is due to the very fast increase in the dimension of the many-body Liouville space ($b^2N$ with $b$ being the dimension of the single-particle Hilbert space, e.g. $b = 2$ for an Ising spin). Some procedures to address this issue have been developed which divide the system into two parts, a subsystem of interest and an environment which is traced away [16, 17].

A somewhat different framework arises when it is possible to identify degrees of freedom that evolve on vastly different timescales. Adiabatically eliminating fast-evolving ones might then allow the derivation of an effective equation of motion for the remaining slow degrees of freedom that portrays a reduced complexity and might be amenable to numerical treatment (see appendix A or [16] for a general description of the method, based on the Nakajima–Zwanzig projection formalism [18, 19]). Among the first works to apply an idea along those lines to Rydberg systems was that of Ates et al [20, 21], where it was shown that—in an appropriate limit—properties of the stationary state of an interacting Rydberg gas can be extracted via a classical Monte-Carlo method. This made the simulation of stationary properties of large scale Rydberg systems feasible and several recent works employ variations of the same method, both for systems on a lattice and for disordered gases, whose validity is usually tested by the comparison with the numerical solution of the full quantum problem for small system sizes [14, 22–29].

Besides studying the properties of the stationary state there is great current interest in the understanding of the out-of-equilibrium dynamics of these interacting Rydberg gases. Effective equations of motion that describe the systems’ dynamics in terms of a classical rate equation have been put forward and used by several authors both in purely theoretical works [14, 28, 30] and to model actual experimental data [29, 31].

The purpose of this paper is to give a detailed account of the derivation of said effective equations in the limit of strong dissipation. Specifically, we will discuss the two scenarios depicted in figure 1 that are directly relevant to current experiments.

The first one consists of a Rydberg gas in which atoms are modelled by coherently driven and interacting two-level systems. Here dissipation is present in the form of dephasing noise that quickly destroys coherent superpositions between the two states. This corresponds approximately to the experimental situations discussed in [29, 31]. We show that in the limit
of strong dephasing the dynamics of the interacting two-level systems is described—up to second order in the relevant perturbative expansion—by a classical rate equation; the corresponding stochastic process is described by single spin flips subject to kinetic constraints. We then proceed further and calculate the fourth-order corrections, showing that they result in new processes, such as simultaneous two-spin flips. However, it turns out that, unlike for the second order case, there are domains in the space of physical parameters for which some of the ‘rates’ become negative, thereby breaking the conservation of positivity. Hence, a standard treatment in terms of a classical stochastic dynamics is not always possible. Yet, the perturbative expansion is formally correct and our numerical analysis shows that said breakdown only affects the initial stage of the dynamics, whereas for long times a good agreement with numerically exact data is still found. We conclude the discussion by including (radiative) decay from the upper to the lower atomic level in the rate equation treatment.

The second scenario we are considering is that of Rydberg gases under so-called electromagnetically induced transparency (EIT) conditions. In this regime, which has been studied experimentally in [33–39], atoms are modelled by coherently driven and interacting three-level systems. Dissipation enters through a fast (radiative) decay of the middle level to the lower one. In this case, the fast dissipative dynamics is of a different nature and does not necessarily project onto a classical spin configuration. Therefore, information on some quantum coherences must be retained. Despite the fact that one does not gain as simple a description as in the case above, the resulting reduced equation is still in Lindblad form and offers therefore a simplified alternative to the study of the one acting on the whole Hilbert space. In particular, the interatomic interaction needs to be taken into account coherently, while the elimination of the fast decay leads to an unusual form of effective dissipation that drives the system into coherent superposition states. We conclude the discussion of the three-level system by considering the limit of infinitely strong nearest-neighbour interaction, for which we find an effective purely-dissipative quantum dynamics that is reminiscent of that of quantum analogues of kinetically constrained spin models [40].

Figure 1. Atomic level schemes considered in this paper. Two atoms effectively only interact when they are both excited to the Rydberg state \( |\uparrow\rangle \); here we denote with \( V \) the strength of such an interaction. Most of the current experiments can be modelled by the following two descriptions: (a): two-level atoms driven by a laser with Rabi frequency \( \Omega \) and detuning \( \Delta \). The main dissipation mechanism we consider here is dephasing (at rate \( \gamma \)) of superpositions between the states \( |\uparrow\rangle \) and \( |\downarrow\rangle \). We will also take into account the decay from \( |\uparrow\rangle \) to \( |\downarrow\rangle \) with rate \( \Gamma_{\text{ryd}} \), which is usually small compared to \( \gamma \) and thus will be treated perturbatively. (b): Three-level atoms in an EIT configuration, i.e. where the excitation of the Rydberg states is performed via a transition between the ground state \( |\downarrow\rangle \) and the intermediate state \( |\leftarrow\rangle \). Within the time-scales of interest, spontaneous decay processes are assumed to be relevant only for the intermediate state, whose inverse lifetime is \( \Gamma_c \).
The paper is organized such that the central results and conclusions are presented in the main text, whilst a more detailed formal derivation is provided in the final appendices to which we refer in the appropriate sections.

2. Two-level Rydberg atoms in the presence of strong dephasing noise

We consider here a gas of \( N \) atoms with two relevant internal levels as shown in figure 1(a). We assume that the timescale of the external motion of the atoms is much larger than the one in which the electronic dynamics takes place. This ‘frozen gas’ picture has been shown to be adequate in a vast number of theoretical and experimental works. The ground state \( |\downarrow\rangle \) and the Rydberg state \( |\uparrow\rangle \) are coupled by a laser with Rabi frequency \( \Omega \) and detuning \( \Delta \). In order to avoid having an explicit angular dependence of the interaction, the excited state is typically chosen to have spherical symmetry, i.e., to be an \( S \) orbital. Sharing the same parity of the ground state, however, it is not possible to reach it via a single dipole transition; in practice, this excitation must be achieved by means of a two-photon process via a far off-resonant excitation of an intermediate state. In this case the two-level approximation is adequate. Later we will, however, also account for the case of near-resonant excitation of such an intermediate level, which makes it necessary to include it as well in the description.

When two atoms (\( k \) and \( m \)) are simultaneously excited to the Rydberg state they interact due to the electrostatic coupling of the respective (permanent or induced) dipole moments. The strength of this interaction \( V_{km} \) is therefore of the form [3]

\[
V_{km} = \frac{C_p}{|r_k - r_m|^{p}},
\]

where \( r_k \) denotes the position of the \( k \)th atom, \( C_p \) is the dispersion coefficient and \( p \) characterizes the interaction type: \( p = 3 \) stands for dipole–dipole and \( p = 6 \) for van der Waals forces. The dynamics of the density matrix \( \rho \) of the system is described by a quantum master equation

\[
\dot{\rho} = -i[H, \rho] + D\rho.
\]

The first term describes the coherent evolution of the system which (within the rotating wave approximation) is governed by the many-body Hamiltonian \( \hat{H} = \hat{H}_0 + \hat{H}_1 \), where

\[
\begin{align*}
\hat{H}_0 &= \Delta \sum_k n_k + \frac{1}{2} \sum_{k \neq m} V_{km} n_k n_m, \\
\hat{H}_1 &= \Omega \sum_k \sigma_k^z,
\end{align*}
\]

with the operators \( n_k = \left[ 1_k \right] \left[ 1_k \right] \) and \( \sigma_k^z = \left[ 1_k \right] \left[ 1_k \right] + \left[ 1_k \right] \left[ 1_k \right] \).

The generator of the dissipative dynamics is modelled in terms of a dissipator in Lindblad form which in case of the dephasing noise considered here is given by

\[
D\rho = \gamma \sum_k \left( n_k m_k \frac{1}{2} \{ n_k, \rho \} \right),
\]

with \( \gamma \) being the dephasing rate. Note, that this relies on the assumption that the noise can be considered white and spatially uncorrelated, i.e., acting independently on each atom. In practice, this is not always the case: for instance, dephasing noise can be introduced by fluctuations in the laser fields with a finite correlation length; if the typical interatomic
distance is smaller than this correlation length, the noise experienced by nearby atoms will be spatially-correlated. Nevertheless, to consider independent fluctuations represents a reasonable approach for dilute Rydberg ensembles and, moreover, recent experimental work [29, 31, 41] suggests that this approximation captures the essential physics of the problem.

2.1. Second order effective evolution

We are now interested in deriving an effective equation of motion for the system in the regime where the dephasing rate is large or more precisely $\gamma \gg \Omega$. In this limit coherent superpositions of the local atomic states $|\downarrow\rangle$ and $|\uparrow\rangle$ will dephase exponentially fast on timescales of the order of $\gamma^{-1}$. On timescales longer than this dephasing time the density matrix will therefore no longer show coherences and we can thus describe the system’s state by a reduced density matrix $\mu$ which includes only the diagonal elements of $\rho$, i.e., only the probabilities of the classical spin configurations (direct products of the form $\cdots |\uparrow\rangle |\uparrow\rangle |\downarrow\rangle \cdots$). Note that, because of this, the only observables which can be calculated within this scheme are the diagonal ones, i.e., those which can be written as combinations of $n_k$-s and the identity. A more formal version of the arguments above is given in appendix B.

The coherent flipping induced by the laser provides a much slower dynamics which, due to the fast action of the dephasing, can be effectively projected onto the stationary subspace of the dephasing and accounted for in a perturbative expansion in powers of $\Omega$. Accordingly, the effective equation of motion can be cast in the form

$$\dot{\mu} = \sum_{\alpha=1}^{\infty} \mathcal{L}^{(\alpha)} \mu, \tag{2}$$

where $\mathcal{L}^{(\alpha)}$ is the evolution operator of order $\Omega^\alpha$. All odd terms of this series identically vanish, hence the first non-vanishing term is of second order, i.e. $\mathcal{L}^{(2)}$. Note that the expansion up to this order was already calculated and its validity analysed in [30]. Here, for instructive purposes, we follow the general framework introduced in appendix A to give a more rigorous presentation of these results. The corresponding truncated evolution of $\mu$ at this level reads

$$\dot{\mu} = \mathcal{L}^{(2)} \mu = \sum_k I_k \left( \sigma^+_k \mu \sigma^+_k - \mu \right) \tag{3}$$

with

$$I_k = \frac{\Omega^2 \gamma}{\left( \frac{\gamma}{2} \right)^2 + \left( \Delta + \sum_{q \neq k} V_{qk} n_q \right)^2}. \tag{4}$$

Since $\mu$ is the diagonal matrix of probabilities associated to classical spin configurations, (3) describes a continuous-time stochastic process which flips the $k$th spin with operator-valued rate $I_k$. More precisely, the rate depends via the interaction term on the configurations of all sites but the $k$th one. The expression (3) is therefore equivalent to a kinetically-constrained rate equation [32, 42, 43], i.e., it can be regarded in terms of a trivial evolution (flipping one spin at a time) subject to a non-trivial constraint (here the number of excitations present in the neighbourhood). This can be more clearly understood by introducing the probability vector $v = \text{diag}(\mu)$ which evolves according to

$$\dot{v} = \sum_k I_k \left[ \sigma^+_k - (1 - n_k) \right] v + \sum_k I_k \left[ \sigma^-_k - n_k \right] v,$$

where $\sigma^+_k = |\downarrow\rangle \langle \uparrow|_k$ and $\sigma^-_k = |\uparrow\rangle \langle \downarrow|_k$. Here each term describes the incoherent state change of an atom from $|\downarrow\rangle$ to $|\uparrow\rangle$, and vice versa, with rate $I_k$. This representation has the distinct
advantage of allowing numerical investigations of large scale systems by virtue of classical Monte-Carlo simulations. This fact has been exploited in a number of recent works [14, 28, 30].

In order to assess the validity of this effective description, we have computed the evolution of small systems (up to \( N = 9 \) atoms) accounting for both the full quantum master equation (numerically simulated via quantum jump Monte-Carlo [44, 45]) and the resulting classical second order equation (numerically exact integration of (3)). For our simulations we have considered the atoms trapped in a one dimensional chain with lattice constant \( a \), with one atom per site, periodic boundary conditions and van der Waals interaction. We have chosen a value for the dephasing compatible with the perturbative requirement, namely \( \gamma = 10 \Omega \), and fixed the value of the nearest neighbour interaction to \( V = C_a/a^6 = 10 \Omega \).

In figure 2 we show for a system of \( N = 9 \) atoms the short-time evolution of the mean density of excitations \( \langle n \rangle = \sum_k \langle n_k \rangle/N \), its fluctuations \( \langle n^2 \rangle - \langle n \rangle^2 \) and the density–density correlations \( g_{\perp}(d) \) for nearest \((d = 1)\) and next-nearest neighbours \((d = 2)\). In all cases the initial state is the one without excitations \( \otimes \mid \downarrow \rangle \).

We compare the results obtained from the Quantum Jump Monte-Carlo simulation of the full quantum system and the numerically exact integration of the effective Master equation obtained up to second (given by (3)) and fourth order (adding the contribution given by (5)) for \( N = 9 \) atoms. The parameters used in the simulations shown are \( \Delta = -10 \Omega, 0, 10 \Omega, \gamma = 10 \Omega \) and \( V = 10 \Omega \).

Figure 2. Time evolution of the density of excitations \( \langle n \rangle \), its associated fluctuations \( \langle n^2 \rangle - \langle n \rangle^2 \) and the density–density correlations \( g_{\perp}(d) \) for nearest \((d = 1)\) and next-nearest neighbours \((d = 2)\). In all cases the initial state is the one without excitations \( \otimes \mid \downarrow \rangle \).

We compare the results obtained from the Quantum Jump Monte-Carlo simulation of the full quantum system and the numerically exact integration of the effective Master equation obtained up to second (given by (3)) and fourth order (adding the contribution given by (5)) for \( N = 9 \) atoms. The parameters used in the simulations shown are \( \Delta = -10 \Omega, 0, 10 \Omega, \gamma = 10 \Omega \) and \( V = 10 \Omega \).
between nearest \((d = 1)\) and next-nearest \((d = 2)\) neighbours, with \(d\) being the distance in units of \(a\). We choose to focus on the short time behaviour as here the difference between the exact and effective dynamics becomes most visible. For longer times, both dynamics reach the same stationary state, which is completely mixed, i.e., \(\mu\) and \(\rho\) become proportional to the identity. This is a consequence of the fact that the dissipator (1) is constructed solely upon Hermitian jump operators \(n_k\).

In general there is good agreement between the approximate and exact dynamics for the chosen parameter sets and observables. The initial increase in the density of excitations for very short times (smaller than \(\Omega^{-1}\)) is not expected to be well-captured by the approximation introduced above. Considering that the initial state is the completely polarized one \(|\downarrow_k\rangle\), which belongs to the stationary space of the dephasing, in the full quantum problem the early stage of the dynamics is approximately driven by the coherent part and thus must be reversible. Therefore the density can only start from 0 with vanishing slope, so that the initial increase of the excitation density is always proportional to \((at least) t^2\). This behaviour cannot be captured by the classical rate equation (3). This can be understood by determining the equation of motion of the density of excitations \(n_k\) at site \(k\), which reads

\[
\dot{\langle n_k \rangle} = \text{Tr}(n_k \mu) = \langle [I_k (1 - 2n_k)] \rangle.
\]

Due to the factorized nature of the initial state, \(\{I_k n_k\} = \{I_k\} \{n_k\}\). Hence, starting from \(\{n_k\} = 0\), we observe that the gradient at \(t = 0\) is indeed different from 0 and the density’s initial increase is proportional to \(t\) (see e.g. [31]). This difference is most obvious in the resonant case \(\Delta = 0\), where a magnified view of the very short-time regime is shown (see second row in figure 2).

For times beyond \(\Omega^{-1}\) one can still observe small amplitude oscillations of the numerically exact solution; these are due to the dampening effects of the coherences and are thus not captured by the approximate dynamics. Compatibly with our assumptions, they become less and less pronounced as \(\gamma\) increases and off-diagonal terms are quickly dampened out. Within the parameter regime analysed here, it also becomes apparent that the agreement is enhanced for positive values of the detuning. At an intuitive level, this can be related to the form of the rates (4), which can be interpreted as the effective perturbative parameters. It is clear that, for negative \(\Delta\), the effects of the detuning and the interaction are competing and one can generally obtain rates which are smaller than in the case of positive detuning.

### 2.2. Fourth order corrections

The next non-vanishing order in the perturbative expansion (2) of the effective master equation is the fourth one (\(\propto \Omega^4\)). Its structure is considerably more involved than the second order contribution. It can be divided into five terms:

\[
\mathcal{L}^{(4)} \mu = \Omega^4 \sum_{k \neq m} \left( G_{1}^{km} + G_{2}^{km} + G_{3}^{km} + G_{4}^{km} \right) \mu + \Omega^4 \sum_{k} F^{k} \mu, \tag{5}
\]

where each superoperator ‘\(G\)’ can be represented in general as

\[
G_{i}^{km} \mu = R_{i}^{km} \sigma_{a}^{k} R_{i}^{km} \sigma_{a}^{m} \mu - R_{i}^{km} \sigma_{m}^{a} R_{i}^{km} \mu \sigma_{a}^{k} + \left( R_{i}^{km} \sigma_{a}^{k} \mu - R_{i}^{km} \sigma_{a}^{k} \mu \right), \tag{6}
\]
with $R_i$ and $R'_i$ being hermitian operator-valued coefficients. Analogously to the second order rates above, the structure of these coefficients is diagonal, in the sense that they can be written as nonlinear combinations of the local density operators $n_q$. Their specific form is, however, much more complicated in this case:

$$\begin{align*}
R_{11}^{lm} &= 1 \\
R_{12}^{lm} &= 2\Re\left(I_1^{m}I_2^{km\dagger} + I_1^{m}I_3^{km}\right)I_1^{\dagger} \\
R_{22}^{lm} &= 2\Re\left(I_1^{m}\right) \\
R_{23}^{km} &= 2\Re\left(I_1^{m}\right) \\
R_{23}^{km} &= -3\left(I_1^{m}\right) \\
R_{33}^{km} &= -2\Re\left(I_1^{m}\right) \\
R_{34}^{km} &= -2\Im\left(I_1^{m}\right)^2 + 2\left[\Im\left(I_1^{m}\right)^2\right] \\
R_{44}^{km} &= 2\Re\left(I_1^{m}\right),
\end{align*}$$

where

$$\begin{align*}
I_1^{k} &= \frac{1}{2}\left[\Delta + \sum_{q\neq k} V_{kq}n_q \right] \\
I_2^{km} &= \frac{1}{2}\left[2\Delta + \sum_{q\neq k, m} V_{kq}n_q + \sum_{q\neq k, m} V_{qm}n_q + V_{km} \right] \\
I_3^{km} &= \frac{1}{2}\left[\Delta + \sum_{q\neq k, m} \left(V_{qm} - V_{kq}\right)n_q \right].
\end{align*}$$

Note that the preservation of the trace is here ensured by the fact that every $R_{km}^{lm}$ except $R_{11}^{km}$ commutes with $\sigma_x^k$, whilst $R_{12}^{km}$, $R_{33}^{km}$ commute with $\sigma^x_m$ and $R_{23}^{km}$ with $\sigma^x_k$. The last term of (5) is instead of the form

$$F^{k\mu} = \beta_k^\dagger \sigma_k^\dagger \sigma_k^\mu - \mu, \quad (7)$$

where $\beta_k$ is again an operator-valued rate (i.e., a kinetic constraint) commuting with $\sigma^x_k$, which reads

$$\beta_k = 8\left[\Re\left(I_1^{k}\right)^2\right] \left[\Im\left(I_1^{k}\right)^2\right] - \left[\Im\left(I_1^{k}\right)^2\right].$$

A detailed derivation of the fourth order contribution to the perturbative expansion (5) and the specific forms of the rates are given in appendix B.

We now wish to give a stochastic interpretation to the terms resulting from this fourth order expansion. The action of the ‘$F$’ superoperator (7) displays the same structure as the second order terms (3). Thus, it represents simply a perturbative correction of order $\Omega^4$ to these processes. The action of the ‘$G$’ superoperators (6) is more involved. Here, we start by separating terms that lead to a single spin-flip from the ones that lead to two correlated spin
flips. The former constitute an additional fourth-order correction to (3), whereas the latter introduce novel dynamical processes. Collecting all terms up to fourth order, the effective equation for the probability vector \( \mathbf{v} \) reads now

\[
\mathbf{v} = \sum_k [\sigma_k^+ - (1 - n_k)] \Gamma_k^s \mathbf{v} + \sum_k [\sigma_k^- - n_k] \Gamma_k^d \mathbf{v} \\
+ \sum_{k,m \neq k} [\sigma_k^+ \sigma_m^- - (1 - n_k)n_m] \Gamma_{km}^s \mathbf{v} + \sum_{k,m \neq k} [\sigma_k^- \sigma_m^+ - n_k(1 - n_m)] \Gamma_{km}^d \mathbf{v} \\
+ \sum_{k,m \neq k} [\sigma_k^- \sigma_m^- - n_kn_m] \Gamma_{km}^d \mathbf{v} + \sum_{k,m \neq k} [\sigma_k^+ \sigma_m^+ - (1 - n_k)(1 - n_m)] \Gamma_{km}^d \mathbf{v}.
\] (8)

Here, the single-flip \( \Gamma_k^s \) and double-flip rates \( \Gamma_{km}^d \) are given by

\[
\Gamma_k^s = \Gamma_k + \Omega^4 \beta_k - \Omega^4 \sum_{m \neq k} \left( \sigma_k^+ R_{ik}^{lm} R_{ik}^{km} \sigma_m^+ R_{ik}^{lm} + R_{ik}^{mk} \right),
\]

\[
\Gamma_{km}^d = \Omega^4 \sum_{m \neq k} \left( \sigma_k^+ R_{ik}^{km} R_{ik}^{km} \sigma_m^+ R_{ik}^{km} + \Omega^4 \sum_{m \neq k} \sigma_k^+ R_{ik}^{km} R_{ik}^{km} \right).
\]

Conservation of probability is ensured by the preservation of the trace discussed above. The remaining requirement for obtaining a proper classical rate equation is that it must preserve positivity as well, i.e., probabilities cannot become negative. This is equivalent to requiring that every stochastic rate must be positive. Within the perturbative regime, this is automatically satisfied for all single spin-flip processes, since the second-order rates \( \Gamma_k^s \) constitute the leading terms and are strictly positive for all \( k \). On the other hand, the two spin-flip ones can become negative for some choices of the parameters, signalling the breakdown of this simplified stochastic interpretation.

In figure 3 we show these two regimes emerging from a numerical analysis in the \( V-\Delta \) plane for \( \gamma = 10 \Omega \) and (a) \( N = 4 \) and (b) \( N = 9 \).
\( V = 0 \) the rates for two spin-flip processes vanish, leaving finite only the corrections to the second-order term.

It is worth mentioning that, even when positivity is not assured for all times, this approach yields a non-negligible reduction of the degrees of freedom. We have numerically integrated the fourth-order equation (8) and compared it with the full quantum evolution. The corresponding results for the evolution of the average density, its fluctuations and the density–density correlations are shown in figure 2. We can see here that, as expected within our perturbative scheme (here we consider \( \Omega / \gamma = 0.1 \)), the fourth-order terms give rise to very small corrections in the dynamics. Note, that we have tested for consistency that for larger values of the ratio \( \Omega / \gamma \) the second order approximation to the full quantum dynamics worsens and the fourth order provides here indeed a non-negligible correction.

2.3. Perturbative treatment of the radiative decay

Additional processes can in principle be included in this treatment as long as they do not violate the separation of time-scales. For instance, spontaneous radiative decay from the excited (\( \uparrow \)) to the ground state (\( \downarrow \)) with a rate \( \Gamma_{\text{ryd}} \) can be modelled via a Markovian dissipator

\[
D_{\text{dec}} \rho = \Gamma_{\text{ryd}} \sum_k \left( \sigma_k^+ \rho \sigma_k^+ + \frac{1}{2} \{ n_k, \rho \} \right),
\]

which commutes with the one in (1), i.e.

\[
DD_{\text{dec}} \rho = D_{\text{dec}} D\rho.
\]

Therefore, the typical time-scale \( 1/\gamma \) due to dephasing is unaffected and one can still analyse the projected dynamics in the corresponding stationary (diagonal) ensemble. However, decay does not commute with the interaction term and thus introduces an evolution which is not easy to account for analytically. This issue can be overcome by also considering the decay as a slow process or a perturbation, i.e. \( \Gamma_{\text{ryd}} \ll \gamma \). Up to the first non-trivial order in both the decay rate and the coherent flipping amplitude \( \Omega \) the effective rate equation reads

\[
\dot{\psi} = \sum_k \Gamma_k \left[ \sigma_k^+ - (1 - n_k) \right] \psi + \sum_k \left( \Gamma_k + \Gamma_{\text{ryd}} \right) \left[ \sigma_k^- - n_k \right] \psi,
\]

with \( \Gamma_k \) as in (4). Note that \( \Gamma_{\text{ryd}} \) in (9) must be positive and therefore (10) constitutes a proper classical master equation.

3. Three-level Rydberg atoms in a EIT configuration

The second scenario we consider is a frozen gas of \( N \) atoms with three internal levels subject to EIT conditions, as shown in figure 1(b). Here the ground state (\( \downarrow \)) is resonantly coupled to an intermediate state (\( \uparrow \)) via a laser field with Rabi frequency \( \Omega_\nu \). A second laser couples (\( \uparrow \)) to (\( \downarrow \)) with Rabi frequency \( \Omega_\chi \) and detuning \( \Delta \). Once again, we only account for interactions \( V_{km} \) between pairs of atoms in the Rydberg state. Overall, the Hamiltonian that governs the coherent evolution of this many body system can be expressed as \( H = H_0 + H_1 \), with

\[
H_0 = \Delta \sum_k n_k + \frac{1}{2} \sum_{k \neq m} V_{km} n_k n_m,
\]
where \( n_k \) denotes the occupation number of the \( k \)th Rydberg level, and
\[
H_I = \sum_k \left[ \Omega_{\rho} \left( |\downarrow_k\rangle \langle \downarrow_k| + |\uparrow_k\rangle \langle \uparrow_k| \right) + \Omega_c \left( |\leftarrow_k\rangle \langle \leftarrow_k| + |\rightarrow_k\rangle \langle \rightarrow_k| \right) \right].
\]
Atoms excited to a Rydberg level are typically quite stable and display mesoscopic lifetimes of the order of tens of \( \mu \)s [2]. Thus, on microscopic time-scales the main process causing loss of energy is spontaneous radiative decay of the intermediate state \( |\leftarrow\rangle \) to the ground state \( |\downarrow\rangle \), which occurs with rate \( \Gamma \). We model such a source of dissipation as
\[
D\rho = \Gamma \sum_k \left( |\downarrow_k\rangle \langle \uparrow_k| \rho |\uparrow_k\rangle \langle \downarrow_k| - \frac{1}{2} \left\{ |\rightarrow_k\rangle \langle \rightarrow_k|, \rho \right\} \right),
\]
where we have again neglected spatial and temporal correlations, i.e., each atom decays independently of the state of the others.

### 3.1. Second order effective evolution

We assume now that \( \Gamma \) is much larger than both Rabi frequencies \( \Omega_c \) and \( \Omega_{\rho} \). In this limit the population of the intermediate state \( |\leftarrow\rangle \) will decay on a fast timescale \( \Gamma^{-1} \) and thus one can adiabatically eliminate it. We can then describe the system’s state by means of a reduced density matrix \( \rho \) which includes only the two internal states \( |\downarrow\rangle \) and \( |\uparrow\rangle \). Note that in this case coherences between the Rydberg and ground states are preserved. Despite the fact that a classical interpretation is no longer possible, this approach yields a considerable reduction in the growth of the Hilbert space dimension with the system size (from \( 3^N \) to \( 2^N \)). This can prove useful for numerical approaches focussing on the aforementioned subspace. In this case the observables one is effectively restricted to are those which can be written as combinations of
\[
\sigma^x = |\downarrow\rangle \langle \downarrow| + |\uparrow\rangle \langle \uparrow| \quad \text{and} \quad \sigma^z = -i |\downarrow\rangle \langle \uparrow| + i |\uparrow\rangle \langle \downarrow|.
\]
A detailed discussion on how to implement this approximation can be found in appendix C.

First, let us note that \( H_0 \) is entirely written in terms of the operators \( n_k = |\downarrow_k\rangle \langle \downarrow_k| \), which are not directly affected by the dissipation. Hence, defining \( H_0^c = -i \{ H_0, \cdot \} \), we find \( [D, H_0] = 0 \). However, in contrast with the previous case, the stationary subspace of \( D \) is not entirely included in the one of \( H_0 \), which implies that \( H_0 \) generates a non-trivial dynamics within it. Because of this fact, it becomes more difficult to account for its presence (although it is still possible to do it analytically, as we mention at the end of appendix C). In the following, we shall treat both \( H_0 \) and \( H_I \) perturbatively, which yields, up to second order, the effective equation for the reduced density matrix \( \rho \)
\[
\dot{\rho} = -i \{ H_0, \rho \} + \sum_k L_k \mu L_k^\dagger - \frac{1}{2} \left\{ L_k^\dagger L_k, \rho \right\}.
\]
This is a Lindblad quantum master equation with coherent part governed by \( H_0 \) and dissipation provided by the jump operators
\[
L_k = \frac{2}{\sqrt{\Gamma}} \left( \Omega_c \sigma_k^+ + \Omega_{\rho} p_k \right),
\]
with \( p_k = |\downarrow_k\rangle \langle \downarrow_k| \) being the projector onto the ground state in the reduced space. Note that here, whilst the coherent part \( H_0 \) simply acts onto the ‘classical’ configurations by associating a given energy to each of them, it is the jump operators that tend to bring the system into
coherent superposition states. The engineering of such a type of dissipation, namely one that
leads to dynamics and stationary states featuring quantum coherence and many-body
superpositions, has been attracting an increasing amount of attention recently [46–50].
frequencies $\Omega_c$ and $\Omega_p$). As a consequence, in this case the steady state will in principle only be reproduced in a perturbative fashion. We observe in general good agreement between the approximate and the exact results. In particular, the curves are hardly distinguishable for $\Omega_p/\Omega_c = 0.1$ and $1$. Small deviations show up instead in the case $\Omega_p/\Omega_c = 10$, which are related to the fact that $\Gamma$ is only ten times larger than $\Omega_p$ and therefore we are approaching the limits of applicability of our perturbative scheme. As long as one chooses parameters in a range compatible with the latter, however, we can conclude that (11) provides a good approximation for the description of the dynamics of an interacting Rydberg gas under EIT conditions.

### 3.2. Nearest-neighbour exclusion

A further simplification can be obtained in a particularly simple case: a one-dimensional chain of atoms with resonant excitation ($\Delta = 0$) where we approximate the interaction as a hard-wall repulsion between neighbouring excitations, i.e.

$$H_0 = \lim_{V \to +\infty} \frac{1}{2} \sum_{\langle kj \rangle} V n_k n_j$$

This effectively yields a projection of the dynamics onto the set of ground states of $H_0$, i.e., the portion of the Hilbert space spanned by classical states without neighbouring pairs of excitations. This nearest neighbour exclusion approximation has been often used for gaining insight on the underlying physics of strongly-interacting Rydberg gases [23, 25, 51, 52].

One can show that, for any initial condition with overlap only on allowed (zero-energy) states, the effective equation for the dynamics of the reduced density matrix $\mu$ has a purely dissipative form [40], i.e.

$$\dot{\mu} = \sum_k J_k \mu J_k^\dagger - \frac{1}{2} \left\{ J_k^\dagger J_k, \mu \right\}$$

(12)

Figure 5. The validity of (12) as a description of the three-level systems with nearest neighbour exclusion is tested for different parameter regimes and different system sizes up to $N = 6$. Curves of different colours represent the trace distance $\mathcal{D}(\mu_n, \mu_\infty)$ (13) between the steady states of the full quantum system and the two-level approximation for different values of the interaction. The two panels show the cases (a): $\Gamma/\Omega_c = 100$ and (b): $\Gamma/\Omega_c = 1000$. In both panels the value of $\Omega_p$ is $10\, \Omega_c$. 

![Figure 5](image-url)
with
\[ J_k = \frac{2}{\sqrt{T}} \left( \Omega, P_k \sigma^k + \Omega_p p_k \right). \]

Here we have introduced the operator \( P_k = p_{k-1}p_{k+1} \), which indeed ensures that an excitation \( |\uparrow\rangle \) is never created next to an already existing one.

In figure 5 we assess the validity of this approximation by numerical methods. This time we use as a measure the trace distance of two density matrices \( \rho \) and \( \mu \)
\[ T(\rho, \mu) = \frac{1}{2} \text{Tr} \sqrt{(\rho - \mu)^2}. \] (13)

In particular, we calculate the trace distance between the stationary state of the full three-level many-body system with nearest neighbour interaction \( V \), \( \mu_s \), and the one obtained from the approximate equation \( (12) \), \( \mu_s \). In figure 5 we plot \( T(\rho_s, \mu_s) \) as a function of the system size \( N \) for \( \Omega_{pa}/\Omega_c = 10 \) and \( \Gamma_c/\Omega_c = 100 \) (panel (a)) and 1000 (panel (b)), as well as for different values of the interaction \( V \). First, we observe that the validity of the approximation appears to get slightly worse as the system size is increased. Secondly, while for low values of the interaction \( V \) the approximation is poor (as expected), the trace distance rapidly reaches a saturation value when increasing \( V \). Finally, by comparing panels (a) and (b) we infer that this saturation value tends to vanish when the expansion parameters \( \Omega_p/\Gamma_c \) of the perturbative series are made smaller, which is indeed compatible with the fact that we expect the stationary state to be only perturbatively reproduced to second order in our treatment.

4. Conclusions

In this paper, we have applied the Nakajima–Zwanzig projection technique to the study of strongly-interacting many-body dynamics, particularly in the context of Rydberg gases. By relying on a time-scale separation between a fast and a slow dynamics, effectively integrating out the fast degrees of freedom and using perturbation theory, we have obtained effective equations of motion that approximately describe the dynamics of a selected set of observables of the system within a reduced subspace. This yields a reduction of the complexity of the corresponding problem, which allows for a numerical treatment of larger systems. Via numerical simulations of small systems we have verified that the obtained effective dynamics yields indeed an excellent approximation to both the stationary state and the relaxation towards it.

We have focussed in particular on two models which describe many-body systems which are currently intensely investigated and experimentally realized with strongly-interacting Rydberg gases. The first one considers each atom as a subsystem with only two physically relevant levels coupled by a laser and subject to strong dephasing. Here, we have found that a classical effective description of the problem is possible, thereby making very large systems amenable to numerical treatment. In the second case we have considered a Rydberg gas under EIT conditions where the fast evolving timescale is provided by the rapid decay of the intermediate level. In this latter case we have also obtained a reduction of the complexity of the problem, whilst not as significant as in the previous case, since part of the Hilbert space structure is retained.

The main aim of this work is to provide a formal framework for the effective description of these strongly interacting systems in the limit of strong dissipation. We hope this effort to contribute towards unifying different results already obtained in the literature (e.g.
[20, 21, 30, 40]) and, moreover, provide some degree of guidance and a reference for future efforts employing these techniques in the context of interacting Rydberg gases.
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Appendix A. Adiabatic elimination of fast degrees of freedom

In this appendix we establish the general formalism and notation we have employed to derive the reduced dynamical equations in the main text. It is based on the Nakajima–Zwanzig projection formalism [18, 19], which relies on finding a criterion to divide the degrees of freedom in relevant and irrelevant, and effectively keeping track only on the former. In a quantum setting, the most intuitive application of this frame of thought would be to focus the attention on a subsystem, while treating the rest as an effective ‘external’ bath [15, 16]. Here, however, we shall take a slightly different perspective and hinge instead upon a clear time-scale separation for different dynamical processes.

Let us consider a general system whose Markovian dynamics is described by the von Neumann equation

\[
\dot{\rho} = (\mathcal{L}_0 + \mathcal{L}_1) \rho, \tag{A.1}
\]

where \(\mathcal{L}_0\) and \(\mathcal{L}_1\) are two time-independent Liouville operators acting on the density matrix \(\rho\). Our aim is to project the evolution onto a reduced subspace by adiabatically eliminating the fast degrees of freedom, which we assume to be entirely described by \(\mathcal{L}_0\). We also assume for simplicity that \(\mathcal{L}_0\) includes a dissipative part. In other words, we are trying to obtain a coarse-grained equation of motion which effectively captures the dynamics of the system on time scales longer than the typical ones of \(\mathcal{L}_0\). Within this frame of thought, we introduce the projector

\[
P = \lim_{T \to +\infty} \int_0^T \frac{dt}{T} e^{\mathcal{L}_0 t}.
\]

onto the stationary subspace of \(\mathcal{L}_0\) (i.e., its null eigenspace, or kernel). The existence of the limit is ensured by the fact that positivity must be preserved by \(\mathcal{L}_0\) and therefore all its eigenvalues must have non-positive real part. The reduced density matrix whose dynamics we want to describe is thus \(\mu = P \rho\). We correspondingly define the complementary projector \(Q = 1 - P\), where \(1\) is the identity superoperator, and \(\chi = Q \rho\).

Applying \(P\) and \(Q\) to (A.1), we can rewrite it as

\[
\begin{aligned}
\dot{\chi} &= Q(\mathcal{L}_0 + \mathcal{L}_1)\chi + Q\mathcal{L}_1 \mu \\
\dot{\mu} &= P\mathcal{L}_1 \mu + P\mathcal{L}_1 \chi.
\end{aligned} \tag{A.2}
\]

where we have used the fact that, by construction, \(P\mathcal{L}_0 = \mathcal{L}_0 P = 0\). An implicit solution of the first equation is given by
This allows us to write an integro-differential equation for $\mu$ which does not depend on $\chi(t)$, but only on its initial value. If we further assume that the initial condition entirely lies within the kernel of $\mathcal{L}_0$, i.e. $\chi(0) = 0$, we can rewrite the equation for $\mu$ as

$$\mu = P\mathcal{L}_1 \mu + P\mathcal{L}_1 \int_0^t d\tau \ e^{(t-\tau)Q(\mathcal{L}_0 + \mathcal{L}_1)} Q\mathcal{L}_1 \mu(\tau). \quad (A.3)$$

The equation above is still exact, but its integro-differential nature makes it difficult to approach analytically. We thereby proceed by applying a Laplace transform $L\int_0^\infty ds$ to (A.3), as it readily yields a perturbative expansion. This leads to

$$s\hat{\mu}(s) - \mu(0) = P\mathcal{L}_1 \left( 1 + \frac{1}{s - Q(\mathcal{L}_0 + \mathcal{L}_1)} Q\mathcal{L}_1 \right) \hat{\mu}(s), \quad (A.4)$$

where we have employed some of the general properties of Laplace transforms, i.e.

$$L[\mu] = s\hat{\mu}(s) - \mu(t = 0), \quad L[e^A] = \frac{1}{s - A}, \quad L[f^*g] = \tilde{f}(s)\tilde{g}(s),$$

where $f^*g$ denotes the convolution $\int_0^t d\tau f(\tau)g(t - \tau)$. By assuming that the amplitude of $\mathcal{L}_1$ is much smaller than the other energy scales (which makes the corresponding dynamics much slower), we can expand and subsequently truncate the fraction in (A.4) as a power series in $\mathcal{L}_1$:

$$\frac{1}{s - Q(\mathcal{L}_0 + \mathcal{L}_1)} = \frac{1}{s - Q\mathcal{L}_0} \frac{1}{1 - (s - Q\mathcal{L}_0)^{-1} Q\mathcal{L}_1} = \frac{1}{s - Q\mathcal{L}_0} \sum_{j=0}^\infty \left( (s - Q\mathcal{L}_0)^{-1} Q\mathcal{L}_1 \right)^j.$$

Note that, since both $\mathcal{L}_0$ and the sum $\mathcal{L}_0 + \mathcal{L}_1$ are assumed to be proper evolution superoperators, their spectra (and thus the singularities of the Laplace transform above) lie to the left of the imaginary axis. It is therefore possible to easily choose a contour on which to define the Laplace anti-transform. By exploiting the same general properties seen above, one can rewrite (A.3) in powers of $\mathcal{L}_1$ as

$$\hat{\mu} = \sum_{\alpha=1}^\infty \left( \mathcal{L}_1^{(\alpha)} \mu \right)(t)$$

$$= P\mathcal{L}_1 \sum_{\alpha=1}^\infty \prod_{k=1}^{\alpha-1} \left[ \int_0^{\tau_{k-1}} d\tau_k \ e^{(\tau_{k-1} - \tau_k)\mathcal{L}_0} \mathcal{L}_1 \right] \mu(\tau_{\alpha-1}), \quad (A.5)$$

where $\tau_0 \equiv t$.

In order to obtain a differential equation (i.e., an expression for $\mu(t)$ which only depends on $\mu(t)$), we perform the trivial substitution $\mu(\tau_{\alpha-1}) = \mu(t) + \left[ \mu(\tau_{\alpha-1}) - \mu(t) \right]$ and express the second addend as

$$\mu(\tau_{\alpha-1}) - \mu(t) = \int_t^{\tau_{\alpha-1}} d\tau \ \hat{\mu}(\tau) = \sum_{\beta=1}^\infty \int_t^{\tau_{\alpha-1}} d\tau \left( \mathcal{L}_1^{(\beta)} \mu \right)(t). \quad (A.6)$$
Note that the difference above is of the same order of the derivative, i.e., at least $O(\mathcal{L}_1)$, and that it can be made time-local to any finite perturbative order by iteration: for instance, up to second order it can be cast as

$$\mu(t) = \int^t \mu_0(t) + \int^t d\tau P \mathcal{L}_1 \mu(t) + \int^t \mu(t) \mathcal{L}_1. \mu(t).$$

This constitutes substantially an adaptation to the present case of the time convolutionless technique (see e.g. [15]). In fact, we can iteratively apply (A.6) to obtain a time-local representation of the corrections to higher orders in the expansion. This leads to a redefinition of the evolution operators $\mathcal{L}^{(n)}$; the first four orders read

$$\mathcal{L}^{(1)} = P \mathcal{L}_1 \mu(t),$$

$$\mathcal{L}^{(2)} = P \mathcal{L}_1 \mathcal{L}_1 \mu(t),$$

$$\mathcal{L}^{(3)} = P \mathcal{L}_1 \mathcal{L}_1 \mathcal{L}_1 \mu(t),$$

$$\mathcal{L}^{(4)} = P \mathcal{L}_1 \mathcal{L}_1 \mathcal{L}_1 \mathcal{L}_1 \mu(t),$$

where we have applied the set of changes of variables $\tau_{k+1} \rightarrow \tau_k - \tau_k$ and $\tau_1 \rightarrow t - \tau_1$.

Note that the projectors $Q$ in front of each exponential $e^{\tau \mathcal{L}_0}$ ensure that the latter can only act on states not belonging to its kernel. We furthermore assume that there are no eigenvalues of $\mathcal{L}_0$ which are purely imaginary. This is indeed the case in the examples considered here: in the three-level (EIT) case $\mathcal{L}_0$ is purely dissipative and everything outside its stationary subspace decays at least as fast as $e^{\Gamma t/2}$; in the two-level case, the stationary subspace of the dissipative part of $\mathcal{L}_0$ is stationary for the coherent part as well and the two commute, which entails an analogous conclusion, i.e., everything non-stationary decays exponentially at least as fast as $e^{-\gamma t}$. This implies that $Q$ projects onto eigenspaces corresponding to eigenvalues with strictly negative real parts, such that the action of $e^{\tau \mathcal{L}_0}$ introduces an exponential dampening typically dictated by the eigenvalue $\lambda$ with the largest non-zero real part. Our assumption of a clear time-scale separation implies that $-\mathcal{R}(\lambda)$ must be large compared with the typical energy scales of $\mathcal{L}_1$ or, more precisely, larger than those associated to operators which couple the stationary subspace of $\mathcal{L}_0$ to its complement. In the light of this, extending the integration domains to the whole real axis introduces correction which becomes exponentially small (and, thus, negligible) after times greater than the typical time-scale of $\mathcal{L}_0$ (e.g. $t \gtrsim \gamma^{-1}$ for the two-level case and $t \gtrsim \Gamma^{-1}$ for the three-level one). After this approximation, the final form of the terms up to fourth order is

$$\mu(t) \approx \int^t \mu_0(t) + \int^t d\tau P \mathcal{L}_1 \mu(t) + \int^t \mu(t) \mathcal{L}_1. \mu(t).$$
Before applying these expressions to the specific systems mentioned in the main text, let us briefly discuss which observables can be calculated within this scheme. The expectation value of a generic observable $\mathcal{O}$ is given by $\text{Tr}[\mathcal{O}\rho(t)]$, whereas within the reduced space one can only calculate $\mathcal{L}^{(2)}\mu \approx \mathcal{L}^{(1)}\mu$. Clearly, one can extract information on $\mathcal{O}$ in the reduced scheme if and only if $\text{Tr}[\mathcal{O}\rho(t)] = \text{Tr}[\mathcal{O}\rho(t)]$. Exploiting the fact that the trace defines a scalar product in the superoperatorial space $\mathcal{L}^{(2)}\mu \approx \mathcal{L}^{(1)}\mu$, we can rewrite the relation above as $\text{Tr}[\mathcal{O}\rho(t)] = \text{Tr}[\mathcal{O}\rho(t)]$, which should be valid for every possible choice of the density matrix $\rho$. Hence, we conclude that only observables that satisfy $\mathcal{L}^{(2)}\mu \approx \mathcal{L}^{(1)}\mu$ can be directly calculated within the reduced-space formalism discussed here. Note that, differently from the fully coherent case, which features an evolution governed by an hermitian operator (the Hamiltonian), the superoperators which describe dissipative systems are not necessarily hermitian. As a consequence, the projectors on their eigenspaces are not always orthogonal, i.e., they do not necessarily satisfy $P = P^\dagger$, which makes the distinction above relevant. An example is provided below in (C.2).

### Appendix B. Two-level Rydberg atoms in the presence of strong dephasing

In this appendix we will give detailed account of the derivation of an effective equation of motion of a system of $N$ driven two-level atoms strongly interacting and in the presence of strong dephasing, as described in section 2.

The dynamics of the system is modelled via the master equation (A.1), where

$$
\begin{cases}
\mathcal{L}_0 \rho = -i[H_0, \rho] + D \rho \\
\mathcal{L}_1 \rho = \sum_k \mathcal{L}_1^k \rho = -i\Omega \sum_k [\sigma_+^k, \rho]
\end{cases}
$$

with $H_0 = \Delta \sum n_k + \frac{i}{2} \sum \delta \eta \delta \eta \lambda_m n_k n_m$ and the dissipator $D \rho = \gamma \sum_k \left( n_k \rho n_k - \frac{1}{2} \{ n_k, \rho \} \right)$. The stationary space of $\mathcal{L}_0$ is formed here by all matrices $\mu$ which are diagonal in the basis of all possible classical spin configurations. In the following, we will always use the terms ‘diagonal’ and ‘off-diagonal’ referring to this basis. Strictly speaking, the fast dynamics is provided by the dephasing and thus one would have to define $\mathcal{L}_0 = D$ in order to directly connect to the results of appendix A. However, in this case the commutator $-i[H_0, \bullet]$ not only
commutes with the dephasing dissipator, but actually its stationary subspace includes the one of $D$. Therefore, this term can be conveniently included in $\mathcal{L}_0$ without altering the structure of said subspace. On a different note, the perturbation $\mathcal{L}_1$ does not connect states belonging to the kernel of $\mathcal{L}_0$, i.e., it cannot map any state which is stationary under the action of $\mathcal{L}_0$ into another one. This implies that $PL_1P = 0$, and hence the first four terms of the expansion are notably simplified to

\[
\begin{align*}
\mathcal{L}^{(1)}(t) &= 0 \\
\mathcal{L}^{(2)}(t) &\approx PL_1 \int_0^\infty dt_1 e^{t_1 \mathcal{L}_0} \mathcal{L}_1 \mu(t) \\
\mathcal{L}^{(3)}(t) &\approx PL_1 \int_0^\infty dt_1 e^{t_1 \mathcal{L}_0} \mathcal{L}_1 \int_0^\infty dt_2 e^{t_2 \mathcal{L}_0} \mathcal{L}_1 \mu(t) \\
\mathcal{L}^{(4)}(t) &\approx PL_1 \int_0^\infty dt_1 e^{t_1 \mathcal{L}_0} \mathcal{L}_1 \left[ \int_0^\infty dt_2 e^{t_2 \mathcal{L}_0} Q - t_1 P \right] \mathcal{L}_1 \\
&\quad \times \int_0^\infty dt_3 e^{t_3 \mathcal{L}_0} \mathcal{L}_1 \mu(t).
\end{align*}
\]

Let us first calculate the second order contribution to the dynamics. To do so, and in order to be able to compute any term in the perturbative expansion, it is fundamental to understand how the operator $\mathcal{L}_1$ acts on a diagonal matrix. Note that, according to (B.1), one can actually reduce this problem to studying the action of the single-site components

\[
\mathcal{O}_k = \int_0^\infty dt e^{t \mathcal{L}_0} \mathcal{L}_1^k.
\]

We start by decomposing the diagonal matrix $\mu$ as

\[
\mu = \mu^k_1 \otimes |\uparrow\rangle \langle \uparrow| + \mu^k_\downarrow \otimes |\downarrow\rangle \langle \downarrow| = \left( \mu^k_1 + \mu^k_\downarrow \right) \otimes |\uparrow\rangle \langle \uparrow| + \left( \frac{\mu^k_1 - \mu^k_\downarrow}{2} \right) \otimes \sigma^z_k,
\]

where

\[
\mu^k_1 = \langle \uparrow | \mu | \uparrow \rangle, \quad \mu^k_\downarrow = \langle \downarrow | \mu | \downarrow \rangle
\]

are $2^{N-1} \times 2^{N-1}$ matrices acting on all sites but the $k$th one. This representation allows us to more easily calculate the action of $\mathcal{L}_1^k$ on $\mu$, which reads

\[
\mathcal{L}_1^k \mu = -i\Omega \left( \frac{\mu^k_1 - \mu^k_\downarrow}{2} \right) \otimes \left[ \sigma^z_k, \sigma^z_k \right] = \Omega \left( \mu^k_1 - \mu^k_\downarrow \right) \otimes \sigma^z_k.
\]

As this matrix is entirely off-diagonal, the operator $Q$ effectively acts as the identity when applied to it.

We then have now to compute the action of the superoperator $e^{t \mathcal{L}_0}$ on a generic matrix of the form $\mu^{k_1, \ldots, k_N} \otimes \sigma_{\sigma_1} \otimes \ldots \otimes \sigma_{\sigma_{N-1}}$, with $\sigma_0 = \uparrow, \downarrow$ and $k_n = 1 \ldots N$. To this end, we first notice that the action of the Hamiltonian $H_0$ and the dissipator $D$ commute, which allows us to factorize the exponential as
\[ e^{i\hat{L}_0(t)} = e^{-iH_0t\left[ e^{i\hat{D}(t)} \right]} e^{iH_0t}. \]

Let us first analyse the effect of the dissipator: Since the dissipation mechanism acts independently on each site, we can further factorize its action as

\[ e^{i\tau_k} = \prod_{k=1}^{N} e^{i\gamma_{k} \tau}, \]

with \( D_k(\tau) = n_k(\tau)n_k - (1/2) \{ n_k, (\tau) \} \). One can easily show that the action of the dissipator on the diagonal and off-diagonal components yields

\[ D_k \sigma_k^z = D_k \mathbb{1}_k = 0 \quad \text{and} \quad D_k \sigma_k^{xy} = -\frac{1}{2} \sigma_k^{xy}, \]

respectively. Therefore, one obtains

\[ e^{i\tau_k} H_{k_1, \ldots, k_n} \otimes \sigma_1^y \otimes \cdots \otimes \sigma_n^y = e^{i\gamma_{k_1} \tau} H_{k_1, \ldots, k_n} \otimes \sigma_1^y \otimes \cdots \otimes \sigma_n^y, \]

which amounts simply to the multiplication by a damping factor. The action of the coherent part is more involved. In order to give an expression for it as well, we divide the Hamiltonian \( H_0 \) into two operators: one which does not depend on the indices \( \ldots \) and therefore inconsequentially commutes with the density matrix above, and a part which instead depends on them, i.e.

\[ h_{k_1, \ldots, k_n}(n_{k_1}, \ldots, n_{k_n}) = H_0 - H_0 \big|_{n_{k_1}=0,\ldots,n_{k_n}=0} \]

with

\[ H_0 \big|_{n_{k}=0} \equiv \{ n_{k} = 0 \} H_0 \{ n_{k} = 0 \} \otimes \mathbb{1}_k. \]

The action of the Hamiltonian on a matrix of the form \((B.3)\) can be obtained by the realization that

\[ h_{k_1, \ldots, k_n}(n_{k_1}, \ldots, n_{k_n}) \sigma_k^+ = h_{k_1, \ldots, k_n}(n_{k_1}, \ldots, n_{k_n}) \sigma_k^+ \]

and

\[ \sigma_k^+ h_{k_1, \ldots, k_n}(n_{k_1}, \ldots, n_{k_n}) = \sigma_k^+ h_{k_1, \ldots, k_n}(n_{k_1}, \ldots, n_{k_n}), \]

with \( \sigma_k^+ = |k\rangle \langle 1_k| \). We emphasize here that \( h_{k_1, \ldots, k_n}(n_{k_1} = 1) \) stands for \( \{ n_{k_1} = 1 \} h_{k_1, \ldots, k_n} \{ n_{k_1} = 1 \} \) and consists of a reduced matrix which does not act on the \( k_1 \)th subspace. Note that this implies that it commutes with every local operator acting only on it, e.g. \( \sigma_k^z \).

Introducing the function \( \mathcal{N}_p \) with \( p = \pm \) such that \( \mathcal{N}_+ = 1 \) and \( \mathcal{N}_- = 0 \) we find

\[ e^{-i\tau_k} \left\{ \rho_{k_1, \ldots, k_n} \otimes \sigma_k^y \otimes \cdots \otimes \sigma_k^y \right\} e^{i\tau_k} \]

\[ = e^{-i\tau_k} \left\{ h_{k_1, \ldots, k_n} \mathcal{N}_{p} \rho_{k_1, \ldots, k_n} h_{k_1, \ldots, k_n} \mathcal{N}_{p} \right\} \rho_{k_1, \ldots, k_n} \]

\[ \otimes \sigma_k^y \otimes \cdots \otimes \sigma_k^y, \]

so that the action of the operator \( \Omega_k(\tau) \) [with \( \Omega_k = \int_{0}^{\infty} d\tau \Omega_k(\tau) \)] on \( \mu \), which will be used for the calculation of higher orders as well, yields
\( O_k(\tau) \mu = i\Omega e^{-i\tau(\mu^k_1 - \mu^k_1)} \otimes \left\{ e^{-i\tau[h_k(0) - h_k(1)]} \sigma^\tau_\mu - e^{-i\tau[h_k(1) - h_k(0)]} \sigma^\tau_\mu \right\}. \) (B.6)

With these expressions we can already calculate the contribution to the second order. To do so, first we realize that the action of \( O_k(\tau) \) on the diagonal matrix \( \mu \) yields an off-diagonal form. As a consequence, due to the presence of a projector \( P \) as a last step, one needs the subsequent action of \( \Sigma^\tau_\sigma \equiv \pm i\Omega \sigma^\tau_\mu \) —i.e., specifically of the \( k \)th component of \( \Sigma^\tau_\sigma \)—in order to recover a diagonal matrix and get a non-vanishing outcome. Thus, the second order contribution yields

\[
\mathcal{L}^{(2)} \mu = \mathcal{L}_1 \mathcal{O} \mu = P \sum_k \int_0^\infty d\tau \mathcal{L}^k \mathcal{O}_k(\tau) \mu \\
= 2\Omega^2 P \sum_k \int_0^\infty d\tau e^{-\tau^2} \cos\left(\tau (h_k(0) - h_k(1))\right) (\mu^k_1 - \mu^k_1) \otimes \sigma^\tau_\mu,
\]

which after the integration over time reads

\[
\mathcal{L}^{(2)} \mu = \sum_k \frac{\Omega^2 \gamma}{\left(\frac{\gamma}{2}\right)^2 + (\Delta + \sum_{q \neq k} V_{kq} n_q)^2} (\sigma^\tau_k \mu \sigma^\tau_k - \mu),
\]

as shown in (3), where we have used that \( h_k(0) = 0 \) and \( h_k(1) = \Delta + \sum_{q \neq k} V_{kq} n_q \).

Let us now look into the calculation of the next orders. Here, we again note that the action of the operator \( \mathcal{O} \) on the diagonal matrix \( \mu \) yields an off-diagonal one. The action of \( \mathcal{L}_0 \) does not modify the matrix structure, and thus only the subsequent action of \( \mathcal{L}_1 \) can recover a diagonal matrix that is not annihilated by the final application of the projector \( P \). This in turn means that any odd number of \( \mathcal{L}_1 \)s applied to \( \mu \) will always render an off-diagonal matrix, yielding

\[
\mathcal{L}^{(2j+1)} \mu \equiv 0 \quad \forall \ j \in \mathbb{N},
\]

and, in particular, \( \mathcal{L}^{(3)} \mu = 0 \). Moreover, as seen above, for every occurrence of e.g. \( \mathcal{L}_1^k \), a second \( k \)th component must be present, since no other \( \mathcal{L}_1^q \) with \( q \neq k \) acts on the \( k \)th subspace and is able to recover the diagonal structure. Hence, the different components of \( \mathcal{L}_1 \) always appear in pairs.

We look now into the calculation of the fourth order contribution to the perturbative expansion. We first split it into two terms as

\[
\mathcal{L}^{(4)} \mu = P \mathcal{L}_1 \mathcal{O} \mathcal{L}^2 \mu(t) - P \mathcal{L}_1 \int_0^\infty d\tau_2 \mathcal{L}_2 \mathcal{L}_3 \mathcal{O} \mathcal{L}_1 \mathcal{O} \mu(t) = (A_4 + B_4) \mu.
\]

Let us focus on the first term, \( A_4 \mu \): from the discussion above, we know that the only non-zero terms are the ones where the \( \mathcal{L}_1 \) operators come in pairs with equal indices, i.e.

\[
A_4 \mu = P \sum_{k,m \neq k} \mathcal{L}_1^k \left[ \mathcal{O}_k \mathcal{O}_m \mathcal{O}_m + \mathcal{O}_m \mathcal{O}_k \mathcal{O}_m + \mathcal{O}_m \mathcal{O}_m \mathcal{O}_k \right] \mu \\
+ P \sum_k \mathcal{L}_1^k \mathcal{O}_k \mathcal{O}_k \mathcal{O}_k \mathcal{O}_k \mu. \) (B.7)

On the other hand, the off-diagonal projectors \( Q \) included in each \( \mathcal{O} \) (note that \( \mathcal{O} = Q \mathcal{O} \)) prevent the matrix structure from being diagonal at any intermediate step before the last one, which means that any subsequence of \( \mathcal{O} \)s which appears on the right (i.e., directly acts on \( \mu \)), is strictly shorter than the full sequence, and in which all indices of the \( \mathcal{L}_1 \) components can be paired up with each other identically vanishes. Thus (B.7), can be simplified to
\[ A_4 \hbar = P \sum_{k,m} L^k_1 \left[ \mathcal{O}_m \mathcal{O}_k + \mathcal{O}_m \mathcal{O}_k \right] \mu. \]  

(B.8)

We calculate now step by step the action of \( \mathcal{O}_m (\tau_2) \mathcal{O}_k (\tau_1) \mu \), common to both terms in (B.8). The first step, \( \mathcal{O}_k (\tau_1) \mu \), we already calculated for the second order in (B.6). We have now to apply \( \mathcal{O}_m (\tau_2) = e^{i \epsilon_1 Q} \mathcal{L}_m^k \). The action of \( \mathcal{L}_m^k \) here does not involve solely the difference \( \mu^k_+ \equiv \mu^k_+ - \mu^k_+ \), but also each operator-valued prefactor. In order to calculate its action we employ the same decomposition used in (B.2) and rewrite \( \mu^k \) as

\[ \mu^k = \left( \frac{\mu_{k, m}^+ + \mu_{k, m}^-}{2} \right) \otimes 1_m - \left( \frac{\mu_{k, m}^- - \mu_{k, m}^+}{2} \right) \otimes \sigma_m^z. \]

We now make use of the general identity

\[ \mathcal{L}^k_1 (M \otimes \sigma_m^z) = -2 \Omega M \otimes \sigma_m^z = 2i \Omega M \otimes \left( \sigma_m^+ - \sigma_m^- \right) \]  

(B.9)

which, recalling that we are defining \( M^m = M^m_m - M^m_{+} \), yields

\[ \mathcal{L}^m_1 \left( e^{i \epsilon_1 h(1)} \mu^k \right)_+ = -i \Omega \left( e^{i \epsilon_1 h(1)} \mu^k \right)_+ \otimes \left( \sigma_{m}^- - \sigma_{m}^+ \right) \otimes \sigma_k^z. \]

Consequently, we find

\[ \mathcal{L}^m_1 \mathcal{O}_k (\tau_1) \mu = -\Omega^2 e^{-\frac{\gamma_1}{2} } \left\{ \left( e^{i \epsilon_1 h(1)} \mu^k \right)_+ \otimes \left( \sigma_{m}^- - \sigma_{m}^+ \right) \otimes \sigma_k^z \right. \]

\[ - \left. \left( e^{-i \epsilon_1 h(1)} \mu^k \right)_+ \otimes \left( \sigma_{m}^- - \sigma_{m}^+ \right) \otimes \sigma_k^z \right\}. \]

Hence, the overall effect of \( \mathcal{O}_m (\tau_2) \) reads

\[ \mathcal{O}_m (\tau_2) \mathcal{O}_k (\tau_1) \mu = -\Omega^2 e^{-\frac{\gamma_1}{2} } \left\{ \left( e^{i \epsilon_1 h(1)} \mu^k \right)_+ \otimes \left( \sigma_{m}^- - \sigma_{m}^+ \right) \otimes \sigma_k^z \right. \]

\[ - \left. \left( e^{-i \epsilon_1 h(1)} \mu^k \right)_+ \otimes \left( \sigma_{m}^- - \sigma_{m}^+ \right) \otimes \sigma_k^z \right\}, \]  

(B.10)

where we have applied (B.5) to each addend.

Let us now calculate the first term of the sum in (B.8), which means that the next step involves the action of a superoperator \( \mathcal{O}_k (\tau_2) \). Following the same procedure outlined above, applying the identities

\[ \mathcal{L}^k_1 (M \otimes \sigma_k^z) = \pm i \Omega M \otimes \sigma_k^z \]

and introducing the shorthand notation

\[ Z_k [\mu] \equiv \mu^k_+ \otimes \sigma_k^z = \begin{pmatrix} \mu^k_+ - \mu^k_+ & 0 \\ 0 & \mu^k_+ - \mu^k_+ \end{pmatrix} = \sigma_k^z \mu \sigma_k^z - \mu, \]  

(B.11)
one obtains after some algebraic manipulation
\[
O_k (\tau_3) O_m (\tau_2) O_k (\tau_1) \mu = -i \Omega^4 e^{-i \frac{\tau_3 - \tau_2 - \tau_1}{\tau}} \times \left\{ - e^{i \tilde{\tau}_3 h_{\mu}(1)} \left[ e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \right]_m + e^{i \tilde{\tau}_2 h_{\mu,1}(1,0) - h_{\mu,0}(1,0)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \otimes \sigma_m^- \right. \\
+ e^{i \tilde{\tau}_3 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \right]_m + e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right]_m^m \otimes \sigma_m^+ \right. \\
+ e^{i \tilde{\tau}_3 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \right]_m + e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right]_m^m \otimes \sigma_m^- \right). \\
\]

As a final step for the calculation of this first term, we have to apply \( \mathcal{L}_m^\mu \), which renders
\[
\mathcal{L}_m^\mu O_k (\tau_3) O_m (\tau_2) O_k (\tau_1) \mu = \Omega^4 e^{-i \frac{\tau_3 - \tau_2 - \tau_1}{\tau}} \times \left\{ - e^{i \tilde{\tau}_3 h_{\mu}(1)} \left[ e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \right]_m + e^{i \tilde{\tau}_2 h_{\mu,1}(1,0) - h_{\mu,0}(1,0)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \otimes \sigma_m^- \right.
\]
\[
+ e^{i \tilde{\tau}_3 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \right]_m + e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right]_m^m \otimes \sigma_m^+ \right. \\
+ e^{i \tilde{\tau}_3 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \right]_m + e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right]_m^m \otimes \sigma_m^- \right). \\
\]

In order to calculate the second contribution to \( A_4 \) in (B.8), we need to go back to (B.10) and apply \( O_m (\tau_3) \) to it, thus obtaining
\[
O_m (\tau_3) O_m (\tau_2) O_k (\tau_1) \mu = -i \Omega^4 e^{-i \frac{\tau_3 - \tau_2 - \tau_1}{\tau}} \times \left\{ - e^{i \tilde{\tau}_3 h_{\mu}(1)} \left[ e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \right]_m + e^{i \tilde{\tau}_2 h_{\mu,1}(1,0) - h_{\mu,0}(1,0)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \otimes \sigma_m^- \right.
\]
\[
+ e^{i \tilde{\tau}_3 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \right]_m + e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right]_m^m \otimes \sigma_m^+ \right. \\
+ e^{i \tilde{\tau}_3 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \right]_m + e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right]_m^m \otimes \sigma_m^- \right). \\
\]

Finally, we apply the operator \( \mathcal{L}_m^\mu \) and arrive at
\[
\mathcal{L}_m^\mu O_m (\tau_3) O_m (\tau_2) O_k (\tau_1) \mu = \Omega^4 e^{-i \frac{\tau_3 - \tau_2 - \tau_1}{\tau}} \times \left\{ e^{i \tilde{\tau}_3 h_{\mu}(1)} \left[ e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \right]_m + e^{i \tilde{\tau}_2 h_{\mu,1}(1,0) - h_{\mu,0}(1,0)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \otimes \sigma_m^- \right.
\]
\[
+ e^{i \tilde{\tau}_3 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left( e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right)_m^m \right]_m + e^{i \tilde{\tau}_2 h_{\mu,1}(1,1)} \left[ e^{i \tilde{\tau}_1 h_{\mu}(1)} Z_k [\mu] \right]_m^m \otimes \sigma_m^+ \right). \\
\]

where we have used the definition (B.11).

Note that the remaining time integrations involve only diagonal matrices (in the sense defined at the beginning, i.e., in the classical basis) and can be therefore straightforwardly evaluated. We thus obtain
\[
A_4 \mu = \Omega^4 \sum_{i=1}^{3} \sum_{m,k \neq m} R_i^{km} Z_m \left[ R_i^{km} Z_k [\mu] \right]. \tag{B.12}
\]

where the first summand comes from the first term in (B.8) and the other two from the second one. In this expression the operator-valued rates \( R_i^{km} \) and \( R_i^{km} \) read
\begin{align*}
R_{1}^{1m} &= 1 \\
R_{1}^{km} &= 2\pi\left[\left(\Gamma_{1}^{m} + \Gamma_{1}^{km}\right)\Gamma_{1}^{1}\right] \\
R_{2}^{lm} &= \frac{\pi\left(\Gamma_{2}^{m}\right)}{\sin(\theta)} \\
R_{2}^{km} &= 2\pi\left[\frac{\Gamma_{2}^{m}}{\sin(\theta)}\left(\Gamma_{2}^{km} + \Gamma_{3}^{km}\right)\right] \\
R_{3}^{lm} &= -\frac{\pi\left(\Gamma_{3}^{m}\right)}{\sin(\theta)} \\
R_{3}^{km} &= -2\pi\left[\frac{\Gamma_{3}^{m}}{\sin(\theta)}\left(\Gamma_{2}^{km} + \Gamma_{3}^{km}\right)\right]
\end{align*}

\begin{equation}
\begin{aligned}
\Gamma_{1}^{k} &= \left[\frac{\gamma}{2} + i\frac{h_{k}}{1}\right]^{-1} \\
\Gamma_{2}^{km} &= \left[\frac{\gamma}{2} + i\frac{h_{k,m}}{1}\right]^{-1} \\
\Gamma_{3}^{km} &= \left[\frac{\gamma}{2} + i\left(h_{k,m}(0, 1) - h_{k,m}(1, 0)\right)\right]^{-1},
\end{aligned}
\tag{B.13}
\end{equation}

as already shown in (5) in section 2 of the paper. Note that, as stated above, the indices of the operators ‘\(h\)’ in these expressions denote the subspaces on which they do not act and, as a consequence, \(h_{k}(1), \sigma_{k}^{\pm}\) = 0 and \(h_{k,m}(n_{k}, n_{m}), \sigma_{k,m}^{\pm}\) = 0. This property then trivially transmits to the corresponding \(\Gamma\)-s. Therefore, as reported in the main text, \(R_{2}^{km}\) and \(R_{2}^{km}\) commute with \(\sigma_{k}^{\pm}\).

The calculation of the second term of (B.8) follows analogous steps; the final expression reads

\[B_{4}^{\mu} = -PL_{1}^{\mu} \int_{0}^{\infty} d\tau_{1} \tau_{1} e^{\tau_{1} L_{1}^{\mu} Q L_{1}^{\mu} O_{\mu}} \]

\[= -\sum_{k,m} \int_{0}^{\infty} \int_{0}^{\infty} d\tau_{1} d\tau_{2} P L_{1}^{m} O_{m}(\tau_{2}) P L_{1}^{\mu} O_{k}(\tau_{1}) \mu.\]

Note that, from the second order calculation, we already know the action of \(PL_{1}^{\mu} O_{k}(\tau_{1})\) on \(\mu\), which is indeed diagonal. For the next step (the action of \(L_{1}^{m} O_{m}(\tau_{2})\)), we distinguish the cases \(m = k\) and \(m \neq k\). Let us now first consider the case \(m = k\), which yields

\[L_{1}^{k} O_{k}(\tau_{2}) L_{1}^{\mu} O_{k}(\tau_{1}) \mu = -8\Omega^{4} e^{-\frac{\pi(1+2\tau_{2})}{\tau_{2}} \cos(\tau_{2} h_{k}(1)) \cos(\tau_{2} h_{k}(1)) Z_{k}[\mu].\]

On the other hand, when \(m \neq k\) we obtain

\[L_{1}^{m} O_{m}(\tau_{2}) L_{1}^{\mu} O_{k}(\tau_{1}) \mu = 4\Omega^{4} e^{-\frac{\pi(1+2\tau_{2})}{\tau_{2}} \cos(\tau_{2} h_{m}(1)) \cos(\tau_{2} h_{m}(1)) Z_{m}[\mu].\]

Finally, integrating over time the last two expressions we obtain the contribution for \(B_{4}^{\mu}\) to fourth order

\[B_{4}^{\mu} = \sum_{k} \beta_{k} Z_{k}[\mu] + \Omega^{4} \sum_{m,k \neq m} R_{k}^{km} Z_{m} R_{m}^{km} Z_{k}[\mu].\]
with

\[
\begin{align*}
\beta_k &= 64\Omega^4 \left[ \frac{\gamma^2 - 4h_k(1)^2}{\gamma^2 + 4h_k(1)^2} \right] \\
R_{4m}^{km} &= -32 \frac{\gamma^2 - 4h_m(1)^2}{\gamma^2 + 4h_m(1)^2} \\
R_{4m}^{km} &= \frac{\gamma}{\gamma^2 + 4h_k(1)^2},
\end{align*}
\]

which indeed coincide with the expressions shown in (5) in section 2 of the paper, as one can check via the definitions (B.13).

### B.1. Radiative decay

We now aim to include the effect of radiative decay from the Rydberg state with rate $\Gamma_{\text{ryd}}$, described by the dissipator $\mathcal{D}_{\text{dec}} \rho = \Gamma_{\text{ryd}} \sum_k \left( \sigma_+^k \rho \sigma_-^k + \frac{1}{2} \{ n_k, \rho \} \right)$. The dynamics of the system are thus described by the von Neumann equation

\[
\dot{\rho} = (\mathcal{L}_0 + \mathcal{D}_{\text{dec}} + \mathcal{L}_1) \rho,
\]

where we set the decay rate to be much smaller than the dephasing rate ($\Gamma_{\text{ryd}} \ll \gamma$), so that we can consider $\mathcal{D}_{\text{dec}}$ as a perturbation together with the coherent driving represented by $\mathcal{L}_1$.

It is relatively straightforward to prove that

\[
\mathcal{D}_{\text{dec}} = \mathcal{P}_0, \quad \text{so that the analogues of (A.2) are}
\]

\[
\begin{align*}
\dot{\chi} &= Q(\mathcal{L}_0 + \mathcal{L}_1 + \mathcal{D}_{\text{dec}})\chi + \mathcal{L}_1 \mu \\
\dot{\mu} &= \mathcal{D}_{\text{dec}} \mu + \mathcal{P}_0 \mathcal{L}_1 \chi.
\end{align*}
\]

By following the same procedure as in appendix A we can now write

\[
\dot{\mu} = \mathcal{D}_{\text{dec}} \mu + P \mathcal{L}_1 \int_0^t d\tau \ e^{(t-\tau)Q(\mathcal{L}_0 + \mathcal{L}_1 + \mathcal{D}_{\text{dec}})} Q \mathcal{L}_1 \mu(\tau).
\]

For simplicity, we now restrict ourselves to the lowest non-trivial order in both processes, i.e., the decay (expansion in powers of $\Gamma_{\text{ryd}}$) and the coherent spin-flipping (expansion in powers of $\Omega$). We also consider the order $\Gamma_{\text{ryd}} \Omega^2$ to be negligible, which allows us to disregard the corrections coming from the substitution $\mu(\tau) \to \mu(t)$ in the expression above. Since the dephasing and decay dissipators commute, our calculation can still hinge on the fact that the long-time behaviour outside of the classical subspace will portray an exponential decay $\approx e^{-\eta/2}$ (or a faster one). Thus, after the change of variables $\tau \to t - \tau$, we can also bring the upper bound of the integral to infinity, which yields

\[
\dot{\mu} = \mathcal{D}_{\text{dec}} \mu + P \sum_k \mathcal{L}_1^k \int_0^\infty d\tau \ e^{i\Omega \tau} Q \mathcal{L}_1^k \mu(t).
\]

Note that the second addend is simply $\mathcal{L}^{(2)}$. Thus, we can straightforwardly obtain the expression
\[ \dot{\rho} = \Gamma \sum_k Z_k [n_k \rho] + \Omega^2 \sum_k \left( \frac{\gamma}{\hbar (1)^2} + \hbar (1)^2 \right) Z_k [\rho], \]

up to first order in \( \Gamma_{\text{vd}} \) and second order in \( \Omega \). This equation is equivalent to (10) in the main body of the paper.

**Appendix C. Three-level Rydberg atoms in a EIT configuration**

In this appendix we will give detailed account of the derivation of an effective equation of motion of a system of \( N \) driven three-level atoms which display strong interactions between excited states and in the presence of fast decay processes from the intermediate to the ground state, as described in section 3.

The dynamics of the system is described by the master equation (A.1), where

\[
\begin{align*}
\mathcal{L}_0 \rho &= D\rho \\
\mathcal{L}_1 \rho &= -i [H_0 + H_1, \rho]
\end{align*}
\]

with

\[
H_0 = \Delta \sum_k n_k + \frac{1}{2} \sum_{k \neq m} V_{km} n_k n_m
\]

\[
H_1 = \sum_k \left[ \mathcal{O}_\rho (|\downarrow_k\rangle \langle \leftrightarrow_k| + |\leftrightarrow_k\rangle \langle \downarrow_k|) + \mathcal{O}_\epsilon (|\leftrightarrow_k\rangle \langle \downarrow_k| + |\downarrow_k\rangle \langle \leftrightarrow_k|) \right]
\]

\[
D\rho = \Gamma \sum_k \left[ |\downarrow_k\rangle \langle \leftrightarrow_k| \rho |\leftrightarrow_k\rangle \langle \downarrow_k| - \frac{1}{2} (|\leftrightarrow_k\rangle \langle \leftrightarrow_k|, \rho) \right].
\]

Note that \( H_0 \) and \( D \) act on different subspaces and therefore their actions on the state of the system commute. Therefore, once again, we can include the commutator with \( H_0 \) in the ‘fast’ term \( \mathcal{L}_0 \) while considering only \( D \) for the determination of the stationary subspace.

While in the previous case the action of the projector \( P \) was equivalent to a projection onto the diagonal of the density matrix, here its action is slightly more involved. In order to obtain it, we use the fact that

\[ e^{D} = e^{\sum_{k} D_{k}} = \prod_{k} e^{D_{k}}. \]

Each \( D_{k} \) non-trivially acts on the \( k \)th (three-dimensional) subspace and its action on a generic matrix \( A \) can be represented as

\[
D_{k} A \equiv D_{k} \begin{pmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{pmatrix} = \gamma \begin{pmatrix} 0 & -\frac{a_{12}}{2} & 0 \\ -\frac{a_{21}}{2} & -a_{22} & -\frac{a_{23}}{2} \\ 0 & -\frac{a_{32}}{2} & a_{32} \end{pmatrix}, \]  

(C.1)

where we are representing the matrices in the basis (\(|\uparrow\rangle, |\leftrightarrow\rangle, |\downarrow\rangle\)). From the relations above, one can extract the action of the projector \( P \) as
\[ P = \prod_k P_k, \quad \text{with} \quad P_k A = \begin{pmatrix} a_{11} & 0 & a_{13} \\ 0 & 0 & 0 \\ a_{31} & 0 & a_{33} + a_{22} \end{pmatrix}, \]

and then define for this case \( \mu = P \rho \). In passing, we note that the adjoint projector \( P_k^\dagger \) acts instead as

\[ P_k^\dagger A = \begin{pmatrix} a_{11} & 0 & a_{13} \\ 0 & a_{33} & 0 \\ a_{31} & 0 & a_{33} \end{pmatrix}, \quad (C.2) \]

and is therefore different from \( P_k \).

We are now in position to calculate the effective dynamics for \( \mu \) up to second order of perturbation in \( \mathcal{L}_1 \) using the results in appendix A

\[ \mathcal{L}^{(1)} \mu = P \mathcal{L}_1 \mu(t), \]
\[ \mathcal{L}^{(2)} \mu = P \mathcal{L}_1 \int_0^\infty d\tau \ e^{i\epsilon \tau} Q \mathcal{L}_1 \mu(t). \]

Let us start by calculating the first order correction. Here, we separate the action of \( \mathcal{L}_1 \) into the one associated to \( H_0 \) and to \( H_1 \). The latter can be written as a sum \( H_1 = \sum_k H_1^k \) and we can therefore restrict our analysis here to a generic \( (k) \)th subspace. In particular, \( H_1^k \) acts on an element of the kernel of \( D \) as

\[ [ H_1^k, \mu ] = \begin{pmatrix} 0 & \Omega_c & 0 & \mu_{\uparrow \uparrow}^k & 0 & \mu_{\uparrow \downarrow}^k \\ \Omega_c & 0 & \Omega_{\rho} & 0 & 0 & 0 \\ 0 & \Omega_{\rho} & 0 & \mu_{\downarrow \uparrow}^k & 0 & \mu_{\downarrow \downarrow}^k \\ \mu_{\uparrow \uparrow}^k & 0 & 0 & 0 & 0 \\ 0 & -\Omega_c \mu_{\uparrow \downarrow}^k - \Omega_{\rho} \mu_{\downarrow \uparrow}^k & 0 & 0 & 0 & 0 \\ 0 & 0 & -\Omega_c \mu_{\downarrow \downarrow}^k - \Omega_{\rho} \mu_{\uparrow \uparrow}^k & 0 & 0 & 0 \end{pmatrix} - \text{h.c.} \]

which constitutes a matrix orthogonal to the kernel of \( D \) and, hence, implies that \( P [ H_1^k, \mu ] = 0 \) and \( Q [ H_1^k, \mu ] = [ H_1^k, \mu ] \). Thus, the first order contribution to the effective equation of motion reads

\[ \mathcal{L}^{(1)} \mu = -i [ H_0, \mu ], \]

where we have used that \([ H_0, P ] = 0 \) with the shorthand \( H_0^* = -i [ H_0, \cdot ] \).

We now use this knowledge as well to calculate the second order contribution \( \mathcal{L}^{(2)} \mu \). The first thing we realize is that the presence of a projector \( Q \) after the application of \( \mathcal{L}_1 \) to \( \mu \) leaves only the contribution of \( H_1 \), which we know already from (C.3), as \([ H_0, P ] = 0 \). The next step is the application of \( e^{i\epsilon \tau} = \prod_k e^{i\epsilon D_0} \) to a matrix of the form (C.3). From (C.1) we can extract that this action amounts simply to a multiplication of the matrix by \( e^{-\tau/2} \). The last step is thus the application of \( \mathcal{L}_1 \) to the matrix (C.3). First we realize that, as the interaction Hamiltonian \( H_0 \) keeps the matrix within the subspace orthogonal to the kernel, its contribution vanishes as \( P \) is subsequently applied. Hence, we only need to understand the action of \( H_1 \), which yields
Note that this matrix does not generally belong to the kernel of $D$, and it is only after applying $P_k$ that one gets

$$P_k \begin{bmatrix} \Omega_c(a_{21} - a_{12}) & 0 & \Omega_c(a_{23} - \Omega_p a_{12}) \\ 0 & \Omega_c(a_{12} - a_{21}) + \Omega_p(a_{32} - a_{23}) & 0 \\ \Omega_p a_{21} - \Omega_c a_{32} & 0 & \Omega_p(a_{23} - a_{32}) \end{bmatrix}.$$ 

Thus, one can obtain now the final form of the second order contribution, which yields

$$\mathcal{L}^{(2)}\mu = \frac{2}{\Gamma} \sum_{k} \left( -2 \Omega_c^2 \mu_{11}^k - \Omega_c \Omega_p \epsilon_k - \left( \Omega_c^2 + \Omega_p^2 \right) \mu_{11}^k \right) - \Omega_c \Omega_p \delta_k,$$

with $\epsilon_k = \mu_{11}^k + \mu_{11}^k$ and $\delta_k = \mu_{11}^k - \mu_{11}^k$, and where we have eliminated the intermediate level and hence used a $2 \times 2$ matrix for the description of the $k$th atom.

Note that this contribution can be also written out as a purely dissipative Lindblad equation of the form

$$\mathcal{L}^{(2)}\mu = \sum_k L_k \mu L_k^\dagger - \frac{1}{2} \left\{ L_k^\dagger L_k, \mu \right\},$$

(C.4)

where the jump operators have a non-classical form

$$L_k = \frac{2}{\sqrt{\Gamma}} \left( \Omega_c \sigma^k + \Omega_p p^k \right),$$

where $p^k = |k\rangle \langle k|$, and $\sigma^k = |k\rangle \langle k|$, are spin-1/2 operators.

It is worth mentioning that in this simple case one can actually treat the ‘classical’ part of the Hamiltonian $H_0$ in a non-perturbative fashion. This can be done employing an interaction representation for $H_0$ and $\tilde{H}_1$:

$$\mathcal{L}_0 \rightarrow \mathcal{L}_0(t) = e^{-iH_0 t} \mathcal{L}_0 e^{iH_0 t} \quad \text{and} \quad \mathcal{L}_1 \rightarrow \mathcal{L}_1(t) = e^{-iH_1 t} \mathcal{L}_1 e^{iH_1 t}.$$ 

One then finds

$$\mathcal{L}_0(t) = \mathcal{L}_0 \quad \text{and} \quad \mathcal{L}_1(t) = -\frac{i}{\hbar} \left[ H^k(t), \mu \right],$$

with

$$H^k(t) = e^{i\hbar t \chi^k} H^k e^{-i\hbar t} = \begin{bmatrix} 0 & e^{i\h\chi_{11}^k} \Omega_c & 0 \\ e^{-i\h\chi_{11}^k} \Omega_c & 0 & \Omega_p \\ 0 & \Omega_p & 0 \end{bmatrix},$$

where $\chi_{11}^k(1) = \Delta + \sum_{q \neq k} V_{qk} t_q$ is the same object defined in (B.4). The procedure outlined in these appendices can be then carried on in a similar manner; the main difference being that the
exponentials $e^{i(C_0 + \mathcal{L}_1)}$ must be replaced by their time-ordered counterparts $T\left[ e^{i\omega (C_0 + \mathcal{L}_1(t))} \right]$. At second order in $\mathcal{L}_1$ one eventually finds

$$\mu = -i[H_0, \mu] + \sum_k \left[ \lambda_{\sigma \sigma} \left( \sigma_k F_k \mu \sigma_k^+ + \sigma_k \mu F_k^+ \sigma_k^+ - T_k n_k \mu - \mu n_k F_k^+ \right) + \lambda_{\sigma \sigma} \left( \sigma_k T_k \mu \sigma_k^+ + p_k \mu \sigma_k^+ F_k^+ \sigma_k^+ + p_k \mu \sigma_k^+ - \sigma_k^+ \mu - \mu \sigma_k^+ \right) - \sigma_k^+ F_k \mu - \mu \sigma_k^+ F_k^+ \right] + \lambda_{\sigma \sigma} \left( 2 p_k \mu \sigma_k^+ p_k - p_k \mu - \mu p_k \right)$$

where $\lambda_{ij} = 2\Omega_i\Omega_j / \Gamma$ and

$$F_k = \frac{1}{1 - i \frac{\gamma}{\Gamma} h_k(1)}.$$

We have verified numerically that this expression generally yields negligible corrections to the dynamics with respect to (C.4) in the perturbative regime $\Gamma \gg \Omega_{ip}$.

References

[1] Gallagher T 1984 *Rydberg Atoms* (Cambridge: Cambridge University Press)
[2] Löw R, Weimer H, Nipper J, Bulewski J B, Butscher B, Büchler H P and Pfau T 2012 *J. Phys. B: At. Mol. Opt. Phys.* 45 113001
[3] Saffman M, Walker T G and Mølmer K 2010 *Rev. Mod. Phys.* 82 2313–63
[4] Weimer H, Löw R, Pfau T and Büchler H P 2008 *Phys. Rev. Lett.* 101 250601
[5] Löw R, Weimer H, Krohn U, Heidemann R, Bendkowsky V, Butscher B, Büchler H P and Pfau T 2009 *Phys. Rev. A* 80 033422
[6] Weimer H and Büchler H P 2010 *Phys. Rev. Lett.* 105 230403
[7] Schauss P, Cheneau M, Endres M, Fukuhara T, Hild S, Omran A, Pohl T, Gross C, Kuhr S and Bloch I 2012 *Nature* 491 87
[8] Levi E and Lesanovsky I 2014 *New J. Phys.* 16 093053
[9] Schachenmayer J, Lesanovsky I, Micheli A and Daley A 2010 *New J. Phys.* 12 103044
[10] Pohl T, Demler E and Lukin M D 2008 *Phys. Rev. A* 76 013413
[11] Bettelli S, Maxwell D, Fernholz T, Adams C S, Lesanovsky I and Ates C 2013 *Phys. Rev. A* 88 043436
[12] Schauß P, Zeiher J, Fukuhara T, Hild S, Cheneau M, Macrì T, Pohl T, Bloch I and Gross C 2014 arXiv:1404.0980
[13] Lesanovsky I and Garrahan J P 2014 *Phys. Rev. A* 90 011603
[14] Hoening M, Abdussalam W, Fleischhauer M and Pohl T 2014 *Phys. Rev. A* 90 021603
[15] Breuer H P, Kappler B and Petruccione F 1999 *Phys. Rev. A* 59 1633–43
[16] Degenfeld-Schonburg P and Hartmann M J 2014 *Phys. Rev. B* 89 245108
[17] Breuer H P and Petruccione F 2002 *The Theory of Open Quantum Systems* (Oxford: Clarendon)
[18] Nakajima S 1958 *Prog. Theor. Phys.* 20 948–59
[19] Zwanzig R 1960 *J. Chem. Phys.* 33
[20] Ates C, Pohl T, Pattard T and Rost J M 2006 *J. Phys. B: At. Mol. Opt. Phys.* 39 L233–9
[21] Ates C, Pohl T, Pattard T and Rost J M 2007 *Phys. Rev. A* 76 013413
[22] Heeg K P, Gärttner M and Evers J 2012 *Phys. Rev. A* 86 063421
[23] Höning M, Muth D, Petrosyan D and Fleischhauer M 2013 *Phys. Rev. A* 87 023401
[24] Gärttner M and Evers J 2013 *Phys. Rev. A* 88 033417
[25] Petrosyan D, Höning M and Fleischhauer M 2013 *Phys. Rev. A* 87 053414
[26] Petrosyan D 2013 *Phys. Rev. A* 88 043431
[27] Gärttner M, Whitlock S, Schönleber D and Evers J 2014 *Phys. Rev. Lett.* accepted (arXiv:1408.2453)
[28] Schönleber D, Gärttner M and Evers J 2014 *Phys. Rev. A* 89 033421
[29] Schmepf H et al 2014 *Phys. Rev. Lett.* 112 013002
[30] Lesanovsky I and Garrahan J P 2013 *Phys. Rev. Lett.* 111 215305
[31] Urvoy A, Ripka F, Lesanovsky I, Booth D, Shaffer J, Pfau T and Löw R 2014 arXiv:1408.0039
[32] Ritort F and Sollich P 2003 Adv. Phys. 52 219
[33] Pritchard J D, Maxwell D, Gauguet A, Weatherill K J, Jones M P A and Adams C S 2010 Phys. Rev. Lett. 105 193603
[34] Adams C S, Weatherill K J and Pritchard J D 2013 Nonlinear Optics Using Cold Rydberg Atoms (Singapore: World Scientific) pp 301–50, chapter 8
[35] Schempp H, Günter G, Hofmann C S, Giese C, Saliba S D, DePaola B D, Amthor T, Weidemüller M, Sevičĺ S and Pohl T 2010 Phys. Rev. Lett. 104 173602
[36] Schwarzkopf A, Sapiro R E and Raithel G 2011 Phys. Rev. Lett. 107 103001
[37] Schwarzkopf A, Anderson D A, Thaicharoen N and Raithel G 2013 Phys. Rev. A 88 061406
[38] Peyronel T, Firstenberg O, Liang Q Y, Hofferberth S, Gorshkov A V, Pohl T, Larkin M D and Vuletic V 2012 Nature 488 57
[39] Maxwell D, Szwer D J, Paredes-Barato D, Busche H, Pritchard J D, Gauguet A, Weatherill K J, Jones M P A and Adams C S 2013 Phys. Rev. Lett. 110 103001
[40] Olmos B, Lesanovsky I and Garrahan J 2014 Phys. Rev. E 90 042147
[41] Raitzsch U, Heidemann R, Weimer H, Butscher B, Kollmann P, Löw R, Büchler H P and Pfau T 2009 New J. Phys. 11 055014
[42] Garrahan J P, Jack R L, Lecomte V, Pitard E, van Duijvendijk K and van Wijland F 2007 Phys. Rev. Lett. 98 195702
[43] Garrahan J P, Jack R L, Lecomte V, Pitard E, van Duijvendijk K and van Wijland F 2009 J. Phys. A: Math. Theor. 42 075007
[44] Dalibard J, Castin Y and Mølmer K 1992 Phys. Rev. Lett. 68 580
[45] Mølmer K, Castin Y and Dalibard J 1993 J. Opt. Soc. Am. B 10 524
[46] Kraus B, Büchler H P, Diehl S, Kantian A, Micheli A and Zoller P 2008 Phys. Rev. A 78 042307
[47] Diehl S, Micheli A, Kantian A, Kraus B, Büchler H P and Zoller P 2008 Nat. Phys. 4 878
[48] Diehl S, Rico E, Baranov M A and Zoller P 2011 Nat. Phys. 7 971
[49] Bardyn C E, Baranov M A, Rico E, İmamoğlu A, Zoller P and Diehl S 2012 Phys. Rev. Lett. 109 130402
[50] Schindler P, Müller M, Nigg D, Barreiro J, Martínez E, Henrich M, Monz T, Diehl S, Zoller P and Blatt R 2013 Nat. Phys. 9 361
[51] Ji S, Ates C and Lesanovsky I 2011 Phys. Rev. Lett. 107 060406
[52] Ates C and Lesanovsky I 2012 Phys. Rev. A 86 013408