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1 Introduction and main results

We investigate unique continuation properties for systems of the form

\[ \begin{align*}
\Delta u + f(x, u, v) &= 0 \quad \text{in } \Omega \\
\Delta v + g(x, u, v) &= 0 \quad \text{in } \Omega,
\end{align*} \tag{1.1} \]

where \( \Omega \) is a domain in \( \mathbb{R}^N \). Here, \( f, g : \Omega \times \mathbb{R}^2 \to \mathbb{R} \) are Charathéodory functions satisfying the following growth condition: for any compact set \( K_1 \times K_2 \subset \subset \Omega \times \mathbb{R}^2 \) there exists \( C > 0 \) such that

\[ |f(x, u, v)| \leq C|v|^q, \quad |g(x, u, v)| \leq C|u|^p \quad \text{for a.e. } x \in K_1, \text{ for every } (u, v) \in K_2, \tag{1.2} \]
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with \( p, q \) satisfying the superlinearity assumption
\[
p, q > 0, \quad \text{and} \quad pq > 1. \tag{1.3}
\]
We stress that either \( p \) or \( q \) may be strictly smaller than 1.

The model case we have in mind is the following weighted Lane-Emden system
\[
\begin{align*}
\Delta u + |x|^\beta |v|^{q-1}v &= 0 \quad \text{in } \Omega, \\
\Delta v + |x|^\alpha |u|^{p-1}u &= 0 \quad \text{in } \Omega,
\end{align*}
\]
but we can go much further, including locally bounded solutions to more general Emden-Fowler systems, namely with
\[
f(x, u, v) = |x|^\beta |u|^{r-1}u|v|^{q-1}v \quad \text{and} \quad g(x, u, v) = |x|^\alpha |u|^{p-1}u|v|^{s-1}v,
\]
with \( p, q, r, s, \alpha, \beta \geq 0 \) and \( pq > 1 \).

Unique continuation principles (UCP) are fundamental and of independent interest in the theory of elliptic partial differential equations. Applications regarding the vanishing of a solution are often associated for instance with solvability, stability, geometrical properties of solutions and so on.

Over the years a lot of contributions and variants about UCP were considered. The most common methods are Carleman type estimates, and doubling inequalities obtained by means of monotonicity formulas via Almgren’s frequency. We refer to [10, 15, 16, 19, 20, 21, 29] and references therein for a historical overview. All the previous contributions concerns scalar superlinear equations. See also [31, 35] for recent results concerning sublinear equations.

A very related topic to UCP is the structural analysis of nodal sets of solutions. In particular, tools related to regularity and behavior of free boundary problems turned out to be important instruments for establishing UCP. Techniques originally created for linear and superlinear scalar cases from the pioneering works [8, 9, 18, 24] were developed in [33, 34] to treat sublinear and singular scalar regimes.

Regarding systems, in [32] it was proved that the zero set of least energy solutions of Lane-Emden systems with Neumann boundary conditions has zero measure, in the sublinear regime, namely for the problem (1.4) with \( \alpha = \beta = 0 \) and \( pq < 1 \). The respective superlinear case (1.3) was left as completely open, even for special solutions.

In this paper we will be interested in exploiting unique continuation results for a rather general class of systems, by featuring a careful treatment of the nodal sets and of the behavior of solutions near appropriate vanishing points. Our approach is genuinely designed for systems which do not degenerate into a scalar problem. We discuss some cases in which this does happen in the end of the paper, through a classification result which entails a quite large gamma of problems, even of fully nonlinear nature; see Section 4.

Solutions of the system (1.1) will be understood in the classical \( C^2 \) sense. If in addition we assume \( u = v = 0 \) on \( \Gamma \subset \partial \Omega \), then differentiability up to \( \Gamma \) will also be implied. We stress that the \( C^2 \) assumption is quite natural, being satisfied by locally bounded solutions to (1.1) under (1.2)-(1.3), supposing additionally that \( f \) and \( g \) are Hölder continuous. In any case, all the results can be extended to \( W^{2,m} \) solutions with \( m > N/2 \); see Remark 3.4 for further details.

We now proceed with the statement of our main results.

**Definition 1.1.** We say that a measurable function \( u \) defined in \( \Omega \) vanishes with infinite order at the point \( x_0 \in \Omega \) provided that for some \( \varepsilon > 0 \),
\[
\int_{B_r(x_0)} |u|^\varepsilon \, dx = o(r^m) \quad \text{as } r \to 0^+, \text{ for every } m > 0.
\]
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Theorem 1.2. Let $\Omega \subset \mathbb{R}^N$ be a domain, and assume that $f, g$ satisfy (1.2) and (1.3). Let $(u, v) \in C^2(\Omega)$ be a solution of (1.1). If both $u$ and $v$ vanish with infinite order at some point $x_0 \in \Omega$, then $u \equiv v \equiv 0$ in $\Omega$.

Clearly, the theorem applies to solutions of (1.4) under the assumption (1.3), but it is actually much more general. Indeed, while (1.4) is a prototype of Hamiltonian strongly coupled system, in Theorem 1.2 we do not need such structural assumptions. Here, strongly coupled means that, whenever $(u, v)$ is a solution of (1.1) and $u \equiv 0$ (respectively $v \equiv 0$) in an open subset $\omega \subset \Omega$, then also $v \equiv 0$ ($u \equiv 0$) in $\omega$. Our proof of Theorem 1.2 is based on an iterative scheme inspired by a result of Caffarelli and Friedman [8], and in particular does not rely on Carleman estimates or monotonicity formulas (which seem hardly adaptable to general systems).

Remark 1.3. A statement like Theorem 1.2 cannot hold if we replace the superlinearity condition (1.3) by the sublinear one $pq < 1$, even dealing with strongly coupled systems. Indeed, if $w$ is a dead-core solution to $w'' = |w|^{q-1}w$ in an interval, with $0 < q < 1$, then $(u, v) = (w, \pm w)$ solves in the same interval

$$w'' \mp |w|^{q-1}w = 0, \quad v'' \mp |u|^{q-1}u = 0,$$

providing a counterexample to UCP. In this perspective, we observe that the result in [32] rests in a crucial way upon the variational characterization of the solution.

The “linear” case $pq = 1$ remains open in general; we refer to Section 4 for some partial results.

Unique continuation as stated in Theorem 1.2 through infinite vanishing order, is usually known as UCP in the strong form. One may wonder whether it is possible to impose a vanishing condition only on one component, and obtain that $u \equiv v \equiv 0$ in $\Omega$. The answer is negative without further assumptions. For instance, $(u(x), v(x)) = (x_1, 0)$ solves

$$\Delta u + f(x, u, v) = 0, \quad \Delta v + u\varphi(v) = 0 \quad \text{in } \Omega,$$

whenever $\varphi$ is continuous, $\varphi(0) = 0$, and $|f(x, u, v)| \leq C|v|^q$ with $q > 0$; this choice is compatible with (1.2)-(1.3). If however the system is strongly coupled, then it is immediate to obtain from Theorem 1.2 a weak UCP supposing that only one component is vanishing in an open set.

Corollary 1.4. Let $\Omega \subset \mathbb{R}^N$ be a domain, and assume that $f, g$ satisfy (1.2) and (1.3). Assume moreover that system (1.1) is strongly coupled, and let $(u, v) \in C^2(\Omega)$ be a solution of (1.1). If either $u \equiv 0$ or $v \equiv 0$ in an open subset $\omega \subset \Omega$, then $u \equiv v \equiv 0$ in $\Omega$.

Indeed, the vanishing of $u$ in $\omega$ immediately implies that $v \equiv 0$ in $\omega$. In particular, both $u, v$ vanish with infinite order at a point, and Theorem 1.2 applies.

Another standard consequence of Theorem 1.2 is the following UCP in its boundary version.

Corollary 1.5. Let $\Omega$ be a bounded $C^1$ domain and $\Gamma$ be an open subset of $\partial \Omega$. Assume that $f, g$ satisfy (1.2) up to the boundary under (1.3), and let $(u, v) \in C^2(\Omega \cup \Gamma)$ be a solution of (1.1). If $u = v = 0$ and $\partial_\nu u = \partial_\nu v = 0$ on $\Gamma$, then $u \equiv v \equiv 0$ in $\Omega$.

A natural problem consists of studying a stronger version of the UCP assuming that only one between $u$ and $v$ vanishes with infinite order at a point, in the case of strongly coupled systems. In this generality the problem remains open. However, the special case $q = 1$ can be used in order to prove the validity of the strong UCP for semilinear fourth order problems.
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**Theorem 1.6.** Let $\Omega$ be a domain of $\mathbb{R}^N$ and $g : \Omega \times \mathbb{R}^2 \to \mathbb{R}$ such that $|g(x, t_1, t_2)| \leq C|t_1|^p$, with $p > 1$ and $C > 0$. If $u \in C^4(\Omega)$ solves
\begin{equation}
\Delta^2 u = g(x, u, \Delta u) \quad \text{in} \quad \Omega,
\end{equation}
and $u$ vanishes with infinite order at a point $x_0 \in \Omega$, then $u \equiv 0$ in $\Omega$.

Previous results concerning UCP for certain linear fourth order (or even higher order) equations can be found in [2, 11, 12]; see also the references therein. Their proofs rest on Carleman estimates and harmonic analysis techniques. As a counterpart our result offers, in the strictly superlinear case, a different proof under weaker regularity assumptions.

In the sequel a pertinent question on a fully nonlinear analogue of Theorem 1.2 arises. In [3] the authors obtained UCP for viscosity solutions of $C^{1,1}$ operators. However, for instance Pucci’s extremal operators – which play an important role in stochastic control theory – are not included in that approach, since they are not differentiable. In fact, it was left as an open problem there how to obtain UCP for such operators in the scalar case. Here we give a partial result for this question, by establishing a general UCP for radial viscosity solutions in a ball, in the context of systems. Our approach permits us to treat general fully nonlinear uniformly elliptic operators $F$ in the form
\begin{equation}
\mathcal{M}_{\lambda,\Lambda}(X - Y) - \gamma|p - q| \leq F(x, p, X) - F(x, q, Y) \leq \mathcal{M}_{\lambda,\Lambda}^+(X - Y) + \gamma|p - q|,
\end{equation}
for all $x \in \Omega$, $p, q \in \mathbb{R}^N$, $X, Y \in \mathcal{S}^N$, where $\gamma \geq 0$ and $F(\cdot, 0, 0) \equiv 0$. Here, $\mathcal{M}_{\lambda,\Lambda}^\pm$ are the Pucci’s extremal operators; see Section 2 for their definitions, and also for the definition of viscosity solution.

**Theorem 1.7.** Let $\Omega = B_R$ be a ball and $F_1, F_2$ operators as in (1.7). For $\alpha, \beta \geq 0$, and $p, q > 0$ with $pq > 1$, consider a radial viscosity solution $(u, v) \in C^1(\Omega)$ of
\begin{equation}
\begin{cases}
F_1(x, Du, D^2 u) + |x|^\beta |v|^{q-1}v = 0 & \text{in} \quad \Omega \\
F_2(x, Dv, D^2 v) + |x|^\alpha |u|^{p-1}u = 0 & \text{in} \quad \Omega.
\end{cases}
\end{equation}
If $u(R) = v(R) = 0$, and either $u'(R) = 0$ or $v'(R) = 0$, then $u \equiv v \equiv 0$ in $\Omega$.

By taking $F_1 = F_2$, $\alpha = \beta$, $p = q$, and considering a solution of type $u = v$, Theorem 1.7 gives a UCP for the scalar equation as a particular case. Notice that continuous (up to the boundary) viscosity solutions of (1.8) in fact belong to $C^4(\Omega)$ if for instance $F_i$, $i = 1, 2$, are continuous up to the boundary in the variable $x$. Moreover, it is standard to achieve $W^{2,m}$ regularity in the presence of convexity or concavity assumptions on $F_i$ with respect to the hessian entry.

Theorem 1.7 deserves some further comments. Up to our knowledge, our procedure is different from anything in the literature, and it is based on the Alexandrov-Bakelman-Pucci (ABP) inequality. This is the key to obtain a radial version of UCP in such generality; see also our Proposition 2.1 for a more general statement in radial domains. We stress that Caffarelli-Friedman type estimates used to prove Theorem 1.2 seem not available for operators in nondivergence form.

Concerning applications, we highlight that unique continuation type arguments naturally appear as fundamental tools for establishing nonexistence of nontrivial solutions for the Lane-Emden
system. Here we investigate this question in the radial setting, when the pair \((p,q)\) lies on or over the critical hyperbola, namely

\[
\frac{N + \alpha}{p + 1} + \frac{N + \beta}{q + 1} \leq N - 2, \quad \alpha, \beta \geq 0, \quad p, q > 0 \quad (N \geq 3).
\]

(1.9)

The corresponding scalar problem has been studied since the ’60s, and it is known that in any starshaped domain the critical or supercritical Lane-Emden equation has no nontrivial solution. This is a consequence of the sole Pohozaev identity in the supercritical case, while for the critical regime it also relies on the boundary UCP. The case of the Lane-Emden system has turned out to be difficult and, up to our knowledge, only nonexistence of positive or negative solutions are available; see for example [25, Proposition 3.1].

On the other hand, in the subcritical regime, which is the complementary set of (1.9), several authors proved existence of positive solutions for a general bounded regular domain; see for instance [5] for a rather complete overview on the subject. Uniqueness of positive solution is known when \(pq < 1\) for general bounded smooth domains; see [27, Theorem 4.1]. In the case of a ball, uniqueness of a positive solution with \(\alpha = \beta = 0\) follows from [28], which complements the previous results obtained for \(p,q \geq 1\) via combination of [30] and [13]. Notice that uniqueness of positive solution cannot be true for general domains if \(pq > 1\), since multiplicity for an annulus was obtained in [23] in the scalar case.

In this work we show that nonexistence of nontrivial radial solutions occurs in the supercritical and critical regimes, independently of the sign of the solutions, if the problem is posed in a ball. Notice that (1.9) implies the superlinearity (1.3). Our nonexistence result is in the sequel.

**Theorem 1.8.** Let (1.9) hold and \(\Omega\) be a ball. Then the problem (1.4) with \(u = v = 0\) on \(\partial\Omega\) does not admit any nontrivial radial solution.

The rest of the paper is organized as follows. We address at first the Lane-Emden systems (1.4) and (1.8) in the radial setting, in Section 2. We prove Theorem 1.7 and then we use it as a crucial tool in the proof of Theorem 1.8. Section 2, beyond being original in itself, also serves as motivation for the general case. This is treated in Section 3 where we prove Theorem 1.2, Corollary 1.5 and Theorem 1.6. Section 4 contains further discussions and applications.

## 2 The radial setting

In this section we prove a UCP for the weighted Lane-Emden type system (1.8) in the radial regime, and exploit it for the nonexistence of solutions. We are going to see that the radial case somehow features a rather precise control on the nodal sets of \(u\) and \(v\).

We first recall that the Pucci’s extremal operators \(\mathcal{M}_{\lambda,\Lambda}^\pm\) are defined at \(X\) as the supremum and infimum of linear operators of the form \(\text{tr}(A(x)X)\), taken over all symmetric matrices \(A\) such that \(\lambda I \leq A(x) \leq \Lambda I\). Precisely, for any symmetric matrix \(X\) whose spectrum is \(\{e_i\}_{1 \leq i \leq N}\),

\[
\mathcal{M}_{\lambda,\Lambda}^+(X) = \Lambda \sum_{e_i > 0} e_i + \lambda \sum_{e_i < 0} e_i, \quad \mathcal{M}_{\lambda,\Lambda}^-(X) = \lambda \sum_{e_i > 0} e_i + \Lambda \sum_{e_i < 0} e_i.
\]

(2.1)

In what follows we set \(B_t\) as the ball \(\{x \in \mathbb{R}^N; |x| < t\}\), and

\[
\mathcal{L}_{\lambda,\Lambda}^\pm[u] = \mathcal{M}_{\lambda,\Lambda}^\pm(D^2u) \pm \gamma |Du|, \quad \text{for } \gamma \geq 0.
\]
Next we briefly recall the definition of viscosity solution. For further details we refer to [6]. Let $h \in L^m_{\text{loc}}(\Omega)$. We say that $u \in C(\Omega)$ is an $L^m$-viscosity subsolution (respectively, supersolution) of $\mathcal{F} = h$ if whenever $\phi \in W^{2,m}_{\text{loc}}(\Omega)$, $\varepsilon > 0$ and $\mathcal{O} \subset \Omega$ open are such that

$$\mathcal{F}(x, u(x), D\phi(x), D^2\phi(x)) - h(x) \leq -\varepsilon \quad (\mathcal{F}(x, u(x), D\phi(x), D^2\phi(x)) - h(x) \geq \varepsilon) \quad (2.2)$$

for a.e. $x \in \mathcal{O}$, then $u - \phi$ cannot have a local maximum (minimum) in $\mathcal{O}$.

We can consider $L^m$-viscosity solutions for any $m > N/2$, since this restriction makes all test functions $\phi \in W^{2,m}_{\text{loc}}(\Omega)$ continuous and having a second order Taylor expansion [6].

If $\mathcal{F}$ and $h$ are continuous in $x$, then (2.2) becomes an evaluation at a point, and we also say that $u$ is a $C$-viscosity sub or supersolution. A solution is always both sub and supersolution of the equation, and solutions of a Dirichlet problem are supposed to be continuous up to the boundary. A strong sub or subsolution belongs to $W^{2,m}_{\text{loc}}(\Omega)$ and satisfies the inequality at almost every point; such notions are equivalent if $u \in W^{2,m}_{\text{loc}}(\Omega)$.

We will say so that $(u, v)$ is a viscosity solution of the system (1.8) if $u$ is an $L^m$-viscosity solution of the first equation, and $v$ is an $L^m$-viscosity solution of the second one. If $F_i, i = 1, 2$, are continuous in $x$, then we understand it in the $C$-viscosity sense; and if in addition each $F_i$ is either convex or concave in the hessian entry it will be implied in the strong sense.

In view of the application of Theorem 1.7 to the nonexistence result, we need the following result, which is stronger than Theorem 1.7.

**Proposition 2.1.** Let $\Omega$ be a ball or an annulus, and let $R > 0$ such that $\partial BR$ is contained concentrically in $\overline{\Omega}$. Consider a radial viscosity solution $(u, v) \in C^1(\Omega \cup \partial BR) \cap C(\overline{\Omega})$ of (1.8) with $\alpha, \beta > 0$, $p, q > 0$, and $pq > 1$ (i.e. (1.3) holds), satisfying the Dirichlet boundary condition $u = v = 0$ on $\partial \Omega$. Suppose that $u(R) = v(R) = 0$. Then one of the following alternatives holds.

(i) $R$ is an isolated zero for both $u$ and $v$ from one side: in this case $u'(R)v'(R) > 0$;

(ii) $R$ is not an isolated zero for either $u$ or $v$ from one side: in this case $u, v \equiv 0$ in $\Omega$.

**Proof.** Say $\Omega = \{x \in \overline{B}_t; s \leq |x| \leq t\}$, and w.l.o.g. assume $0 \leq s < R \leq t$, since the case $R = s$ can be treated similarly. Consider $u, v \in C^1(\Omega \cup \partial BR) \cap C(\overline{\Omega})$, and recall that $u(R) = v(R) = 0$.

(i) In the first case we assume that $r = R$ is an isolated zero for both $u$ and $v$ from one side. With this, we mean that there exists $\varepsilon > 0$ such that either $u$ and $v$ have a strict sign (not necessarily the same) in $BR \setminus \overline{B}_{R-\varepsilon}$, or $u$ and $v$ have a strict sign (not necessarily the same) in $BR_{+\varepsilon} \setminus \overline{B}_R$. W.l.o.g., we focus on the former alternative and consider a maximal annulus $A = BR \setminus \overline{B}_{R-\delta}$ in which $u$ has defined sign (the case when $u$ does not change sign in $BR \cap \Omega$ is also admissible, we simply let $A = BR \cap \Omega$). Say $u > 0$ in $A$; otherwise replace the pair $(u, v)$ by $(-u, -v)$. Indeed, notice that this is possible because $(-u, -v)$ solves (1.8) for some fully nonlinear uniformly elliptic operators $\tilde{F}_i, i = 1, 2$, where $\tilde{F}_i(x, p, X) = -F_i(x, -p, -X)$. Then, $u = 0$ on $\partial A$. We also take a maximal annulus in which $v$ has defined sign. By changing if necessary the roles of $u$ and $v$, we can assume that this annulus for $v$ contains $A$. So, $u, v$ have a well defined sign in $A$, with $u = 0$ on $\partial A$. If $u < 0$ in $A$, this would contradict the maximum principle applied to the boundary value problem satisfied by $u$, so $v > 0$ in $A$. Then, we can use the Höpf Lemma in $A$ for both $u$ and $v$ (see [4]) in order to conclude that $\partial_{\nu}u(R) < 0$ and $\partial_{\nu}v(R) < 0$, where $\nu$ is the exterior unit normal on $|x| = R$. Therefore, $u'(R)v'(R) = \partial_{\nu}u(R) \cdot \partial_{\nu}v(R) > 0$ in Case 1.
We also point out that this sign condition does not change if we suppose at the beginning that \( u < 0 \) in \( A \). Indeed, in this latter case we firstly have \( v < 0 \) in \( A \) as well, whence we deduce \( \partial_u u(R) > 0 \) and \( \partial_v v(R) > 0 \).

\((ii)\) We assume now that \( r = R \) is not an isolated zero for either \( u \) or \( v \) from one side. Without loss of generality, let \( u \) do not have \( r = R \) as an isolated zero. In this case, it follows that \( u(R) = u'(R) = 0 \). Indeed, there exists a sequence of radii \( r_n \neq R \) converging to \( R \) such that \( u(r_n) = 0 \), which we can assume to be increasing. Then, by the mean value theorem, there exists \( s_n \in (r_n, r_{n+1}) \) such that \( u'(s_n) = 0 \). Since \( u \) is differentiable up to \( \partial B_R \), \( u'(R) = 0 \).

Now we address the following claim.

**Claim 2.2.** There exists \( \varepsilon > 0 \) such that \( u, v \equiv 0 \) in \( A_\varepsilon = B_R \setminus \overline{B}_{R-\varepsilon} \).

**Proof.** Set \( M_1 = \max\{\sup_{\Omega}(v^+)^{pq-1}, \sup_{\Omega}(u^+)^{pq-1}\} \), \( M_2 = \max\{\sup_{\Omega}(v^-)^{pq-1}, \sup_{\Omega} u^-)^{pq-1}\} \), and \( M = \max\{M_1, M_2\} \), which are well defined due to \( u, v \in C(\overline{\Omega}) \) and the superlinearity \([1.3]\).

Notice that, if \( M_1 = 0 \), then \( u, v \leq 0 \) in \( \Omega \), and hence by the strong maximum principle either \( u, v \leq 0 \) in \( \Omega \), or at least one between \( u \) and \( v \) vanishes identically. In the former case we reach a contradiction with the fact the existence of the sequence \( \{r_n\} \); thus \( u \equiv 0 \) in \( \Omega \), whence we deduce that \( F_1(x, Du, D^2u) \equiv 0 \) in \( \Omega \). In turn, by \([1.8]\), this implies \( v \equiv 0 \) as well, which completes the proof. The same argument works if \( M_2 = 0 \), and therefore we can focus on the case \( M_1, M_2 > 0 \) from now on.

Let \( \varepsilon_0 \in (0, R - s) \) small enough such that
\[
C_0^{p+1}M|A_{\varepsilon_0}|^{(p+1)/N} \leq 1/2 \quad \text{and} \quad C_0^{q+1}M|A_{\varepsilon_0}|^{(q+1)/N} \leq 1/2,
\]
where \( C_0 > 0 \) is a fixed constant only depending on \( N \) and \( t \) which will be specified ahead. Recalling that \( r_n \rightarrow R^- \), there exists \( n_0 \in \mathbb{N} \) such that \( r_n \in (R - \varepsilon_0, R) \) for \( n \geq n_0 \). Let \( \varepsilon = R - r_n_0 \).

At this point we may assume \( v(R - \varepsilon) \leq 0 \), which implies that \( u, v \leq 0 \) on \( \partial A_\varepsilon \). Observe that if otherwise \( v(R - \varepsilon) > 0 \), we could consider the pair \((-u, -v)\) which is still a solution of a system of type \([1.8]\) with \(-v(r_{n_0}) < 0 \) and such that \( M_1, M_2 > 0 \). In the sequel we show that both \( u \) and \( v \) are nonpositive in \( A_\varepsilon \).

Notice that \( u, v \) satisfy, in the viscosity sense,
\[
\begin{cases}
-L_{A_\varepsilon}^+[u] \leq -F_1(x, Du, D^2u) = |x|^\beta|v|^{q-1} v \leq t^\beta (v^+)^q \\
-L_{A_\varepsilon}^-[v] \leq -F_2(x, Dv, D^2v) = |x|^\alpha|u|^{p-1} u \leq t^\alpha (u^+)^p
\end{cases}
\]
in \( A_\varepsilon \), with \( u, v \leq 0 \) on \( \partial A_\varepsilon \). By applying the ABP estimate for both \( u \) and \( v \) in the scalar version (see \([6]\), Proposition 3.3) or \([22]\), Proposition 2.8 for instance), we obtain
\[
\sup_{A_\varepsilon} u \leq C_0 |A_\varepsilon|^{1/N} \sup_{A_\varepsilon} (v^+)^q, \quad \sup_{A_\varepsilon} v \leq C_0 |A_\varepsilon|^{1/N} \sup_{A_\varepsilon} (u^+)^p,
\]
where \( C_0 \) is the constant from ABP that depends only on \( N, t, \alpha \) and \( \beta \) (here we used that the constant in ABP inequality remains bounded if the coefficients and the diameter are bounded). If, by contradiction, there exists a point in \( A_\varepsilon \) at which \( u \) is positive, then the suprema \( \sup_{A_\varepsilon} u \) and \( \sup_{A_\varepsilon} u^+ \) are equal. Thus, combining the two inequalities in \([2.4]\) we obtain
\[
\sup_{A_\varepsilon} v \leq C_0^{p+1} |A_\varepsilon|^{(p+1)/N} \sup_{A_\varepsilon} (v^+)^{pq-1} \sup_{A_\varepsilon} v^+ \leq C_0^{p+1} |A_\varepsilon|^{(p+1)/N} M_1 \sup_{A_\varepsilon} (v^+) \leq C_0^{p+1} |A_\varepsilon|^{(p+1)/N} M_1 \sup_{A_\varepsilon} v^+.
\]
By the choice of \( \varepsilon < \varepsilon_0 \) in (2.3), we infer that \( v \leq 0 \) in \( A_\varepsilon \). Then, by the maximum principle applied to the boundary value problem satisfied by \( u \), we get \( u \leq 0 \) in \( A_\varepsilon \), which contradicts the assumption on the existence of a point in \( A_\varepsilon \) at which \( u \) is positive. A similar contradiction can be obtained supposing the existence of a point in \( A_\varepsilon \) at which \( v \) is positive.

Therefore \( u, v \leq 0 \) in \( A_\varepsilon \). Now, since \( -L_{i,A,A}^+ [u] \leq 0 \) and \( u \leq 0 \) in \( A_\varepsilon \), the strong maximum principle yields \( u < 0 \) in \( A_\varepsilon \) or \( u \equiv 0 \) in \( A_\varepsilon \); but the first one cannot occur, since \( \{ r_n \} \) is an increasing sequence of zeros of \( u \) converging to \( R \). So \( u \equiv 0 \) in \( A_\varepsilon \), which implies \( F_1(x, Du, D^2u) \equiv 0 \) in \( \Omega \), and in turn, by (1.8), \( v \equiv 0 \) in \( A_\varepsilon \). This finishes the proof of the claim.

To sum up, so far we showed that if \( R \) is not an isolated zero for \( u \) or for \( v \) from one side, then it is well defined and strictly positive the following quantity,

\[
\varepsilon^* = \sup \{ \varepsilon \in (s, R) \text{ such that } u, v \equiv 0 \text{ in } A_\varepsilon \}. \tag{2.6}
\]

Next we show that \( \varepsilon^* = R - s \). For this, let us derive a contradiction from \( \varepsilon^* < R - s \). Consider \( R^* := R - \varepsilon^* \), and observe that \( u(R^*) = v(R^*) = 0 \), and by \( C^1 \) regularity \( u'(R^*) = v'(R^*) = 0 \). Now, case (i) implies that \( R^* \) is not an isolated zero from inside of \( B_R(0) \) for either \( u \) or \( v \). As in Claim 2.2 this fact implies that \( u, v \equiv 0 \) in \( B_R(0) \setminus \bar{B}_{R-\varepsilon}(0) \), for some \( \varepsilon_1 > 0 \). But this means that \( u, v \equiv 0 \) in \( A_{\varepsilon^*+\varepsilon_1} \), which in turn contradicts the maximality of \( \varepsilon^* \).

To conclude the proof, we have proved that, if \( R > 0 \) is not an isolated zero for \( u \) from inside, we have \( u \equiv 0 \) in \( \Omega \cap \bar{B}_R \), and \( u'(R) = v'(R) = 0 \). By Case 1, this implies that \( R \) is not an isolated zero for either \( u \) or \( v \) also from outside. Adapting the previous argument in the annulus \( B_{\varepsilon} \setminus B_R \), this finally yields \( u \equiv v \equiv 0 \) in \( \Omega \).

As already observed, the previous lemma directly implies Theorem 1.7. Moreover, an application of the homogeneous Dirichlet problem gives rise to the following corollary.

**Corollary 2.3.** Let \( \Omega \) be a ball or an annulus. If \((u, v) \in C^1(\Omega)\) is a nontrivial viscosity radial solution of (1.8) with \( \alpha, \beta \geq 0 \), \( p, q > 0 \), \( pq > 1 \), and \( u = v = 0 \) on \( \partial \Omega \), then \( \partial_x u \cdot \partial_x v > 0 \) on \( \partial \Omega \).

In turn, this provides nonexistence of nontrivial radial solutions in the ball in the supercritical or critical regimes, as stated in Theorem 1.8. Notice that viscosity solutions of the problem (1.4) are in fact classical and differentiable up to the boundary.

**Proof of Theorem 1.8** Let \((u, v)\) be a nontrivial solution of (1.4) with \( u = v = 0 \) on \( \partial \Omega \), and let \( \Omega = B_R(0) \). Then, by applying in the radial setting the Pohožaev identity for systems – see equation (3.4) in [25], or equation (2.13) in [5], we obtain

\[
R \int_{\partial \Omega} \partial_x u \cdot \partial_x v \, dS = \left\{ \frac{N + \alpha}{p + 1} + \frac{N + \beta}{q + 1} - (N - 2) \right\} \int_{\Omega} |x|^{\alpha}|u|^{p+1} \, dx \leq 0, \tag{2.7}
\]

where the inequality follows from (1.9). This is in contradiction with Corollary 2.3.

**3 UCP in the general case and its consequences**

In this section we prove some variations of unique continuation principles for systems in their general forms. To this end, we will use a fundamental lemma due to Caffarelli and Friedman [8] which is stated in what follows.

We use the notation \( \lfloor \beta \rfloor \) to mean the floor of \( \beta \), i.e. \( \lfloor \beta \rfloor = \max\{z \in \mathbb{Z}; z \leq \beta\} \). Moreover, set \( \langle \beta \rangle = \min\{\beta - \lfloor \beta \rfloor, 1 + \lfloor \beta \rfloor - \beta\} \), which is the distance of \( \beta \) to the set of integer numbers \( \mathbb{Z} \).
Lemma 3.1. Let $\beta_0 > 0$ and $\beta$ be a positive noninteger with $\beta \geq \beta_0$. Let $v$ be a function satisfying
\[ |\Delta v| \leq C_\beta |x|^\beta \text{ in } B_1, \] with $C_\beta \geq 2^\beta$.

Then $v(x) = P(x) + \Gamma(x)$ in $B_1$, where $P(x)$ is a harmonic polynomial of degree $[\beta] + 2$, and
\[ |\Gamma(x)| \leq CC_\beta \frac{\beta^{N-2}}{\beta} |x|^\beta, \quad |D\Gamma(x)| \leq CC_\beta \frac{\beta^N}{\beta} |x|^\beta + 1 \text{ in } B_1, \]
for some constant $C$ depending only on $\beta_0$, $N$, $\|v\|_{L^\infty(\partial B_1)}$, and $\|Dv\|_{L^\infty(\partial B_1)}$.

We shall set up an iterative scheme based on Lemma 3.1. In order to control the iterations, we use the following statement.

Lemma 3.2. Let $0 < q < 1 < p$ with $pq > 1$, and let $\hat{c} \in (0, \min\{(q), 1/10\})$. Then there exist sequences $\vartheta_k, \gamma_k \in [0, 1)$ such that, by defining
\[ \alpha_1 = q, \quad \beta_k = (\alpha_k + 2)p - \gamma_k, \quad \alpha_{k+1} = (\beta_k + 2)q - \vartheta_k, \quad \text{for all } k \in \mathbb{N}, \] (3.1)
we have
(i) $\alpha_k, \beta_k$ are increasing in $k$;
(ii) $\alpha_k, \beta_k \geq \hat{c}$ for all $k \in \mathbb{N}$ (in particular $\alpha_k, \beta_k \notin \mathbb{N}$);
(iii) $A(pq)^k \leq \alpha_k, \beta_k \leq B(pq)^k$, for some $A, B > 0$ and all $k \in \mathbb{N}$. In particular, $\alpha_k, \beta_k \to \infty$.

Proof. Firstly we show that (i) holds for any choice of $\vartheta_k, \gamma_k \in [0, 1)$. Indeed, for $k \in \mathbb{N},$
\[ \alpha_{k+1} = ((\alpha_k + 2)p - \gamma_k + 2)q - \vartheta_k = (\alpha_k + 1)p + pq - \vartheta_k + (2 - \gamma_k)q > \alpha_k, \]
since $pq > 1 > \vartheta_k$ and $\gamma_k < 1$, and analogously for $\beta_k$.

Regarding (ii), for a fixed $k \geq 1$, let us consider $x := (\beta_k + 2)q$. If $\langle x \rangle \geq \hat{c}$, we choose $\vartheta_k = 0$. Assume then that $\langle x \rangle < \hat{c}$. We have two cases. If $x - [x] < \hat{c}$, we choose $\vartheta_k = 2\hat{c}$. Surely, $[x - 2\hat{c}] = [x] - 1$, and $x - 2\hat{c} - [x - 2\hat{c}] = x - [x] + 1 - 2\hat{c} \geq 1 - 2\hat{c} > \hat{c}$, and $1 + [x - 2\hat{c}] = [x] + x + 2\hat{c} > \hat{c}$. If instead $x - [x] \geq \hat{c}$, then $[x] + 1 - x < \hat{c}$, and we can choose $\vartheta = \hat{c}$ and argue as before. A similar argument is used to construct $\gamma_k$.

For (iii), we start noting that $\alpha_1 = q = Apq$, for $A = 1/p$. Further, if $\alpha_k \geq A(pq)^k$, then $\alpha_{k+1} = \alpha_k pq + (2 - \gamma_k)q + 2pq - \vartheta_k \geq A(pq)^{k+1}$. Analogously, $\beta_1 = pq + 2p - \gamma_1 > pq > Apq$ since $p > 1$, and so on. On the other hand, $\alpha_{k+1} \leq (\beta_k + 2)q \leq (\alpha_k + 2)pq + 2q \leq (\alpha_k + 4)pq$. Thus, using that $\log(\alpha_k + 4) \leq \log\alpha_k + \frac{4}{\alpha_k}$, we obtain
\[ \log\alpha_{k+1} \leq \log(pq) + \log\alpha_k + \frac{4}{A(pq)^k}. \]

Iterating these estimates, and using that $pq > 1$, we infer that
\[ \log\alpha_{k+1} \leq k \log(pq) + \log\alpha_1 + \sum_{i=1}^{k} \frac{4}{A(pq)^i} \leq (k + 1) \log(pq) + C, \]
and then $\alpha_k \leq e^C(pq)^k$ for all $k \in \mathbb{N}$. Also, $\beta_k \leq (\alpha_k + 2)q \leq (e^C + 2)q(pq)^k \leq B(pq)^k$ for all $k \in \mathbb{N}$ by using again that $pq > 1$. □
Proof of Theorem 1.2. Recall that we consider a $C^2$ solution to (1.1), under the assumptions that (1.2) and (1.3) hold. Up to a translation and a scaling, we can suppose that $\Omega \supset B_1$, and that $u, v \in C^2(B_1)$ vanish with infinite order at 0. By (1.2), we have that
\[ |\Delta u| \leq C_0|v|^q, \quad |\Delta v| \leq C_0|u|^p, \tag{3.2} \]
for a positive constant $C_0$, which we can assume to be greater than 1. Now, from $u, v \in C^4(B_1)$ we have $|v(x)| \leq \bar{C}|x|$ in $B_1$. Here $\bar{C}$ denotes the maximum between the Lipschitz constants of $u$ and $v$, and the constants from Lemma 3.1 for $u$ and $v$.

Notice that, since $pq > 1$, then at least one between $p, q$ is greater than one. By changing the roles of $u$ and $v$ we may suppose $p > 1$. On the other hand, about $q$ we first assume $q < 1$ and consider the notation on $\alpha, \beta$ from Lemma 3.1. By (3.2) we derive
\[ |\Delta u| \leq C_0|v|^q \leq C_{\alpha_1}|x|^{|\alpha_1|} \text{ in } B_1, \tag{3.3} \]
where $C_{\alpha_1} = \max\{2^{\alpha_1}, C_0\bar{C}q\}$. Thus, by Lemma 3.2 we obtain $u(x) = P_1(x) + \Gamma_1(x)$, where $P_1$ is a harmonic polynomial of degree $|q| = 2 = 2$, and
\[ |\Gamma_1(x)| \leq \frac{\bar{C}}{(\alpha_1)} C_{\alpha_1}\alpha_1^{-2}|x|^{|\alpha_1|+2} \leq \bar{C}C_{\alpha_1}\alpha_1^{-2}|x|^{|\alpha_1|+2}, \]
with $\bar{C} \geq \bar{C}$ for $\bar{C}$ as in Lemma 3.2(ii). Since $u$ vanishes with infinite order at 0, we must have $P_1 \equiv 0$. Hence $u = \Gamma_1$ and so, using again (3.2),
\[ |\Delta v| \leq C_0|u|^p \leq C_{\beta_1}|x|^{|\beta_1|}, \]
where $C_{\beta_1} = \max\{2^{\beta_1}, C_0\bar{C}p\alpha_1^{p(N-2)}C_{\alpha_1}p\}$. Now, by the combination of Lemma 3.1 and the vanishing of infinite order of $v$ at 0, we obtain
\[ |v(x)| \leq \bar{C}C_{\beta_1}^{\beta_1-N-2}|x|^{|\beta_1|+2} \leq \bar{C}C_{\beta_1}\beta_1^{-2}|x|^{|\beta_1|+2}. \]
Iterating the previous argument, we deduce the existence of constants $C_{\alpha_k}, C_{\beta_k} > 0$ such that
\[ |\Delta u(x)| \leq C_{\alpha_k}|x|^{|\alpha_k|}, \quad |u(x)| \leq \bar{C}C_{\alpha_k}\alpha_k^{-2}|x|^{|\alpha_k|+2}, \]
\[ |\Delta v(x)| \leq C_{\beta_k}|x|^{|\beta_k|}, \quad |v(x)| \leq \bar{C}C_{\beta_k}\beta_k^{-2}|x|^{|\beta_k|+2}, \]
where $C_{\beta_1} = \max\{2^{\beta_1}, C_0\bar{C}p\alpha_1^{p(N-2)}\},$ and $C_{\alpha_{k+1}} = \max\{2^{\alpha_{k+1}}, C_0(\bar{C}C_{\beta_k}\beta_k^{N-2})q\}$. 

Claim 3.3. There exists $K_0 \geq 1$, $K \geq 2$, and $\sigma \gg 1$ such that we can pick out $C_{\alpha_k} = C_0K_0K^{(pq)^k}D_k$, with $D_k = \sigma \sum_{i=1}^k \frac{i}{i(pq)^i}$, and $C_{\beta_k} = C_0(\bar{C}C_{\alpha_k}\alpha_k^{N-2})$. 

In order to prove the claim, we have to verify that
\begin{enumerate}[(a)]
\item $C_0K_0K^{(pq)^k}D_k \geq 2^{\alpha_k}$; 
\item $C_0(\bar{C}K_0K^{(pq)^k}D_k\alpha_k^{N-2}) \geq 2^{\beta_k}$; 
\item $K_0K^{(pq)^k}D_{k+1} \geq (\bar{C}(C_0\bar{C}K_0K^{(pq)^k}D_k\alpha_k^{N-2})p\beta_k^{N-2})q$, 
\end{enumerate}
for all $k \in \mathbb{N}$, provided $K_0, K, \sigma$ are sufficiently large.

Observe that $D_k \geq \frac{\sigma}{pq}$. Then, for every $K \geq 1$, we have that $K_0 K^{(pq)k} D_k \geq K_0 K^{(pq)k} \frac{\sigma}{pq}$. On the other hand, by Lemma 3.2 (iii), we have $2^{\alpha_k} \leq 2B(q).$ Thus, (a) holds if $C_0 K_0 K^{(pq)k} \frac{\sigma}{pq} > 2B(q),$ which is possible for instance if $K_0 > 1$, $K > 2$, and $\sigma > B$pq.

For (b), notice that $pq > 1$ and Lemma 3.2 (iii) imply that

\[ \tilde{C}_{pq} K_0^p K^{pq k} D_k \alpha_k^{(pq)(N-2)} \geq \tilde{C}_{pq} K_0^p K^{pq k} \frac{\sigma}{pq} A^{pq(N-2)}(pq)^k \geq \tilde{C}_{pq} K_0^p K^{pq k} \frac{\sigma}{pq} A^{pq(N-2)}, \]

and $2^{\beta_k} \leq 2B(q).$ Then (b) holds if $C_0 \tilde{C}_{pq} K_0^p K^{pq k} \frac{\sigma}{pq} A^{pq(N-2)} \geq 2B(q);$ and we can simply choose $\sigma > Bq$, $K > 2$, and $K_0$ large enough depending on $A, p, q$.

Finally, the r.h.s. of (c) is less than or equal to

\[ C_{pq} \tilde{C}_{(p+1)q} K_0^{pq(k+1)D_k} \alpha_k^{pq(N-2)} \beta_k^{pq(N-2)} \leq C_{pq} \tilde{C}_{(p+1)q} K_0^{pq} K^{pq(k+1)D_k} (B(pq))^k (p+1)(pq)^{(N-2)}. \]

The latter is less than or equal to $K_0 K^{pq(k+1)D_k}$ if

\[ C_{pq} \tilde{C}_{(p+1)q} K_0^{pq-1} B^{(p+1)(pq)(N-2)}(pq)^k \leq K^{pq(k+1)(D_k+1-D_k)} = K^{pq(k+1)}, \]

which, by taking the $(k+1)$ roots, is implied by $C_{pq} \tilde{C}_{(p+1)q} K_0^{pq-1} B^{(p+1)(pq)(N-2)}(pq)^k \leq K^{pq}.$ Taking any $K_0 > 1$ and $K > 2$, it is possible to choose a sufficiently large $\sigma$ in such a way that this holds. This completes the proof of the claim.

Now, using Claim 3.3 and the fact that $|x| \leq 1$, we obtain that, for any $k$,

\[ |u(x)| \leq C_0 \tilde{C}_{B^{N-2}}(pq)^k(N-2) K_0 K^{pq(k)D} |x|^{A(pq)^k}, \]

where $D = \lim_k D_k < +\infty$, since $pq > 1$. Hence, if we take $|x| < K^{-\frac{pqD}{k\sigma}}$ implies $K^D < |x|^{-\frac{A}{pq}}$, then

\[ |u(x)| \leq C(pq)^k(N-2) |x|^{A(pq)^k(1-1/pq)} = \exp \left\{ \log C + k \log ((pq)^{N-2}) + A \left( 1 - \frac{1}{pq} \right) (pq)^k \log |x| \right\}. \]

Thus, by passing to the limit as $k \to \infty$, we deduce that $|u(x)| \leq Ce^{-\infty} = 0$, i.e.

\[ u \equiv 0 \quad \text{in the ball } B_r(0), \quad \text{with } r = K^{-\frac{pqD}{k\sigma}}. \quad (3.4) \]

Up to now, we supposed that $q < 1$. The case $p > 1$ and $q \geq 1$ is actually simpler, and in any case can be reduced to $q < 1$ in the following way: if $q \geq 1$, we write $q = q_1 + q_2$, where $q_1 \in (0, 1)$ is such that $pq_1 > 1$. Thus, using $|x| \leq 1$, equation (3.3) becomes

\[ |\Delta u| \leq C_0 |v|^q \leq C_0 \tilde{C}_{B} |x|^{q_1} \quad \text{in } B_1. \]

Then we apply Lemma 3.2 with $q$ replaced by $q_1$. For the second step, since $|x| \leq 1$,

\[ |\Delta u| \leq C_0 |v|^q \leq C_0 (\tilde{C}_C B_1 \beta_1^{N-2})^q |x|^{(\beta_1+2)q_1} \quad \text{in } B_1, \]

and so on. For the iteration procedure we only need a bit care with the constants, which remain the same for the original $q$. But this is just a question of using $pq \geq pq_1$. The rest of the proof carries on the same way in order to obtain (3.4) for general $q > 0$ satisfying $pq > 1$.

Notice that, by (3.4) and (1.2), we have

\[ -\Delta u = g(x, 0, v) = 0 \quad \text{in } B_r(0), \quad \text{and } v \text{ vanishes with infinite order at } 0. \quad (3.5) \]

Thus, the UCP for harmonic function implies that $v \equiv 0$ in $B_r(0)$ as well.

To complete the proof of UCP we perform in the sequel a usual connectedness argument. Set
\( \mathcal{N} = \{ x \in \Omega; \ u \equiv v \equiv 0 \text{ in a neighborhood of } x \in \Omega \} \).

Then \( \mathcal{N} \neq \emptyset \) by the previous discussion. Observe also that \( \mathcal{N} \) is open by definition, so we need to show that it is also closed in \( \Omega \) in order to conclude \( \mathcal{N} = \Omega \).

If \( \mathcal{N} \) was not closed, there would exist \( x_0 \in (\partial \mathcal{N} \cap \Omega) \setminus \mathcal{N} \). Consider a small ball centered at \( x_0 \), namely \( B_{2r}(x_0) \subset \Omega \), \( r \leq 1 \), and take some \( \bar{x} \in B_{r/2}(x_0) \) with \( \bar{x} \in \mathcal{N} \). Then \( u \) and \( v \) vanish in some ball \( B_s(\bar{x}) \), with \( s < r \). Now we claim that \( u = v = 0 \) in \( B_r(\bar{x}) \). Indeed, define

\[
R = \sup \{ s \in (0, r); \ u \equiv v \equiv 0 \text{ in } B_s(\bar{x}) \} > 0.
\]

If \( R < r \), we can repeat the argument deriving (3.4) to show that \( u \equiv 0 \), and hence also \( v \equiv 0 \) (as in (3.5)), in any ball of center in \( B_R(\bar{x}) \) with radius \( r' \), for some \( r' > 0 \). Note that achievement of the whole (arbitrary) ball is ensured because the radius only depends on the norm of \( u, v \) and their derivatives on the boundary of the ball \( B_{2r}(x_0) \). But this contradicts the definition of \( R \) as a supremum. So \( R = r \), i.e. we obtain \( u \equiv v \equiv 0 \) in \( B_r(\bar{x}) \), and the claim is proved. In turn, this contradicts the fact that \( x_0 \notin \mathcal{N} \), and hence we finally deduce that \( \mathcal{N} = \Omega \), as desired.

\[ \square \]

Remark 3.4. The fact that \( (u, v) \) is a C^2 solution was used in order to apply the Caffarelli-Friedman Lemma 3.1 and to observe that \( (u, v) \) is locally Lipschitz. If \( (u, v) \in W^{2,m}_{\text{loc}}(\Omega) \) with \( m > N/2 \), then the local Lipschitz continuity follows from the Sobolev embedding, and one can apply [18] Lemma 3.3 instead of Lemma 3.1 and proceed with integral estimates. This allows for instance to cover systems or equations of type

\[
\begin{cases}
-\Delta u = V_1(x)|u|^q-1 v \\
-\Delta v = V_2(x)|u|^q-1 u,
\end{cases}
\]

with \( V_1, V_2, V \) merely bounded, and not necessarily continuous. We preferred to stay with the C^2 assumption for the sake of simplicity.

From Theorem 1.2 it is not difficult to derive the boundary at Corollary 1.5.

Proof of Corollary 1.5. Fix some \( x_0 \in \Gamma \), write \( x = (x', x_N) \), and consider \( \Omega \cap B_r(x_0) = \{ x \in B_r(x_0); \ x_N > \phi(x') \} \), for some small \( r > 0 \) and for a \( C^1 \) function \( \phi : \mathbb{R}^{N-1} \to \mathbb{R} \). We extend the domain near \( x_0 \) by choosing \( \psi \in C_0^\infty(\mathbb{R}^{N-1}) \) with

\[
\psi = 0 \text{ in } |x' - x'_0| \geq r/2; \quad \psi = 1 \text{ in } |x' - x'_0| \leq r/4.
\]

That is, we set \( D = \{ x \in B_r(x_0); \ x_N > \phi(x') - \epsilon \psi(x') \} \subset B_r(x_0) \). Then \( D \) is an open bounded connected set, with \( \partial D \subset C^1 \). Next, we define the functions \( U, V \) which are extensions by 0 of the original \( u, v \) in \( D \setminus \overline{\Omega} \). Note that \( U, V \in W^{2,m}(D) \), since \( u = v = 0 \) and \( \partial_r u = \partial_r v = 0 \) on \( \Gamma \), and \( U, V \) satisfy

\[
-\Delta U = F(x, U, V), \quad -\Delta V = G(x, U, V) \text{ in } D, \quad \text{with } U = V = 0 \text{ on } \partial D,
\]

where \( F \) and \( G \) are the extensions by 0 of \( f, g \) in \( D \setminus \overline{\Omega} \) respectively. Since \( U = V = 0 \) in some open ball \( B \subset D \setminus \overline{\Omega} \), then Theorem 1.2 and Remark 3.4 yields \( U = V = 0 \) in \( D \).

\[ \square \]

We focus now on the proof of the strong UCP for the semilinear fourth-order equation (1.6).
Proof of Theorem 1.6. We apply interior $L^p$ estimates for the biharmonic problem, see [1, Chapter V] or [17, Theorem 2.20]. That is, there exists $C > 0$ such that, for every $w \in W^{4,m}(B_{3r}(x_0))$, $m > 1$, we have

$$\sum_{i=0}^{4} r^i \|D^i w\|_{L^m(B_{r}(x_0))} \leq C \left( r^4 \|\Delta^2 w\|_{L^m(B_{2r}(x_0))} + \|w\|_{L^m(B_{2r}(x_0))} \right).$$

Using the growth assumption on $g$, we deduce in particular that, for sufficiently small $r > 0$,

$$\|\Delta u\|_{L^m(B_r(x_0))} \leq C \left( r^2 \|u\|_{L^p(B_2r(x_0))} + \frac{1}{r^q} \|u\|_{L^m(B_2r(x_0))} \right).$$

Hence, if $u$ vanishes with infinite order at $x_0$, it also does $\Delta u$. At this point, letting $v = -\Delta u$, equation (1.6) can be written as a second order system

$$\begin{cases}
-\Delta u = v & \text{in } \Omega \\
-\Delta v = g(x, u, v) & \text{in } \Omega,
\end{cases}$$

which satisfies (1.2) with $q = 1$ and $p > 1$. By the above discussion, both $u$ and $v$ vanishes with infinite order at $x_0$, and thus Theorem 1.2 gives $u \equiv 0$ in $\Omega$. 

Remark 3.5. The strong vanishing with infinite order at a point as in the Definition 1.1 for both $u$ and $v$ is equivalent to a stronger polynomial vanishing of $u, v$. Precisely, we say that $w$ has polynomial vanishing of infinite order at the point $x_0$ if

$$\lim_{|x-x_0| \to 0} \frac{w(x-x_0)}{|x-x_0|^\beta} = 0, \text{ for all } \beta \in \mathbb{N}.$$ 

The equivalence of this and Definition 1.1 is due to the Local Maximum Principle applied to each equation of the system. To see this, assume that both $u$ and $v$ vanish with infinite order, say at $x_0 = 0$, in the sense of Definition 1.1 for some $\varepsilon_u, \varepsilon_v$ there. Firstly note that $g(x, u(x), v(x)) \in L^s(B_r)$ for $s > N$ and small $r > 0$; assume for instance $ps > \varepsilon_u$. Since $u, v$ are continuous at 0, we can suppose $|u|, |v| \leq 1$ in some small ball centered at 0; in particular $|u|^{ps} \leq |u|^\varepsilon_u$ there, and so

$$|v(x)| \leq C \left\{ \left( \int_{B_r} |v|^s \right)^{1/e} + \left( \int_{B_r} |u|^{ps} \right)^{1/s} \right\} = O(r^{\beta}),$$

for all $x \in B_{r/2}$ and $\beta > 0$, by taking $\varepsilon = \varepsilon_v$. Analogously we derive a pointwise estimate for $u$.

Remark 3.6. It is natural to wonder whether or not the argument used in the proof of Theorem 1.2 yields to a Taylor expansion via nontrivial harmonic polynomials for both $u$ and $v$, close to each point of the zero level set $\{u = v = 0\}$, as in [8, 9]. Such expansion would naturally provide a control on the Hausdorff dimension of its regular and singular set. However, in general such a Taylor expansion is not available, as shown by the counterexample $(x_1, 0)$ which solves system (1.5). It remains an open problem to establish the Taylor expansion for strongly coupled systems.
4 Further discussion and open problems

Let us start the section with a classification result which gives a sufficient condition to obtain proportionality of the components of the solutions for the system \([1.1]\), and we give some applications. In what follows \(\Omega\) will always be a bounded domain.

Let \(g : \Omega \times \mathbb{R}^2 \to \mathbb{R}\), \(k > 0\) be a constant, and \(v\) be a solution of

\[
\Delta v + g(x, kv, v) = 0 \quad \text{in} \quad \Omega. \tag{4.1}
\]

Now, suppose that \(f : \Omega \times \mathbb{R}^2 \to \mathbb{R}\) is such that \(f(x, kv, v) = kg(x, kv, v)\) for all \(x \in \Omega\) and \(v \in \mathbb{R}\). Then, it obvious that the pair \((kv, v)\) solves the system

\[
\begin{align*}
\Delta u + f(x, u, v) &= 0 \quad \text{in} \quad \Omega \\
\Delta v + g(x, u, v) &= 0 \quad \text{in} \quad \Omega. \tag{4.2}
\end{align*}
\]

Here we give a condition on \(f\) and \(g\) which guarantees that any solution \(u, v\) of \([4.2]\) with \(u = kv\) on \(\partial\Omega\) is of the form \(u = kv\) in \(\Omega\). In this setting, the validity of the UCP is clearly reduced to the same problem for single equations. We mention that this type of result has already been observed in \([26, \text{eq. (1.9) and (1.12)}]\) and \([30, \text{Section 2}\], see also \([14]\). For the sake of completeness we provide a (new) simpler proof which permits us to extend it to the fully nonlinear setting in Example \([4.5]\). We start with the following technical lemma.

**Lemma 4.1.** Let \(f, g : \Omega \times \mathbb{R}^2 \to \mathbb{R}\) be such that

\[
(u - kv)(f(x, u, v) - kg(x, u, v)) \leq 0 \quad \text{for all} \quad x \in \Omega \quad \text{and} \quad u, v \in \mathbb{R}, \tag{4.3}
\]

with \(f, g\) continuous in the variables \(u\) and \(v\). Then \(f(x, kt, t) = kg(x, kt, t)\) for all \(x \in \Omega\) and \(t \in \mathbb{R}\).

**Proof.** Given \(x \in \Omega\), \(t \in \mathbb{R}\) and \(\varepsilon > 0\), set \(u = k(t + \varepsilon), v = t - \varepsilon\) to deduce \(f(x, kt, t) \leq kg(x, kt, t)\). Then use \(u = k(t - \varepsilon), v = t + \varepsilon\) to conclude that \(f(x, kt, t) = kg(x, kt, t)\). \(\blacksquare\)

**Proposition 4.2.** Suppose that \(f, g : \Omega \times \mathbb{R}^2 \to \mathbb{R}\) satisfy \([4.3]\). Then, every solution \(u, v\) of \([4.2]\), with \(u = kv\) on \(\partial\Omega\), is of the form \(u = kv\) in \(\Omega\).

**Proof.** Consider the function \(w = (u - kv)^2\). Then \(w\) satisfies

\[
\Delta w = 2|Du - kDv|^2 + 2(u - kv)(-f(x, u, v) + kg(x, u, v)) \geq 0 \quad \text{in} \quad \Omega, \quad w = 0 \quad \text{on} \quad \partial\Omega,
\]

which implies that \(w \leq 0\) in \(\Omega\) by the maximum principle. \(\blacksquare\)

**Example 4.3** (Hamiltonian type systems). Every solution \(u, v\) of the problem \(-\Delta u = f(x, v), -\Delta v = f(x, u)\) in \(\Omega\), where \(f(x, s)\) is nondecreasing with \(s\), with \(u = v\) on \(\partial\Omega\), is of the form \(u = v\) in \(\Omega\). In particular, this is the case if \(f(x, s) = a(x)|s|^{p-1}s\) with \(a(x) \geq 0\) in \(\Omega\) and \(p > 0\).

**Example 4.4** (Gradient type systems). Every solution \(u, v\) of the problem \(-\Delta u = f(x, u) + \lambda(x)v, -\Delta v = f(x, v) + \lambda(x)u\) in \(\Omega\), where \(f(x, s)\) is nonincreasing with \(s\) and \(\lambda(x) \geq 0\) in \(\Omega\), with \(u = v\) on \(\partial\Omega\), is of the form \(u = v\) in \(\Omega\). In this case one example is \(f(x, s) = -|s|^{p-1}s\), where \(p > 0\), and \(\lambda\) is a positive constant (Allen-Cahn type systems).
Let (1.9) hold and \( \Omega \) be a bounded domain, strictly starshaped with respect to Conjecture 4.6.

For the Lane-Emden system in a starshaped domain, namely the following conjecture.

\[
\sum_{i,j=1}^n \partial_{ij} \left( (D^2 u - kD^2 v) \right) \geq 2\lambda \left| D^2 u - kD^2 v \right|^2 + 2(u - kv) \{ F(x, D^2 u) - kF(x, D^2 v) \},
\]

since the spectrum of \( z \otimes z = (z_i z_j)_{ij} \), with \( z = (z_1, \ldots, z_N) \), is \( \{0, \ldots, 0, |z|^2\} \). Observe that it is enough for \( u, v \) to be merely sub and supersolutions respectively, with \( u = kv \) on \( \partial \Omega \).

In order to make sense to the calculations above, namely in the strong sense, we assume that \( F \) has locally \( W^{2,m} \) regularity of solutions. This is true for instance if \( F \) is convex or concave in the \( X \) entry. In this case one also implies \( f(x, u(x), v(x)) \), \( g(x, u(x), v(x)) \in L^m(\Omega) \). This is not strictly necessary since we could perform such arguments in the \( C \)-viscosity sense as long as we have \( F, f, g \) continuous in the variable \( x \); details are left to the interested reader.

As an application for the preceding proportionality of components, we consider the special scenario \( p = q = 1 \), in what concerns a partial answer to the limiting case \( pq = 1 \); more precisely, let \( (u, v) \) be a solution to

\[
-\Delta u = dv, \quad -\Delta v = du \quad \text{in } \Omega, \quad u = v \quad \text{on } \partial \Omega,
\]

with \( d > 0 \) and \( \Omega \) bounded. In this case \( u = v \in \Omega \) by Proposition 4.2. Therefore, UCP follows from UCP for a single equation. In particular, this implies the validity of UCP for the biharmonic problem

\[
\Delta^2 u = d^2 u \quad \text{in } \Omega, \quad -\Delta u = du \quad \text{on } \partial \Omega.
\]

We stress that there are cases in which a UCP might follow from a UCP for scalar equations without necessarily the system being degenerate into a single equation. For instance, the Emden-Fowler systems (1.1) with \( f(x, u, v) = |x|^\beta |u|^{q-1} u^q - |v|^q + 1 v^q \) and \( g(x, u, v) = |x|^\alpha |u|^{p-1} u^p - |v|^s + 1 v^s \) for nonnegative \( p, q, r, s, \alpha, \beta \), in the special cases of either \( r > 1 \) and \( p > 0 \), or \( s > 1 \) and \( q > 0 \). In particular, one can cover these systems in cases in which assumptions (1.2)-(1.3) are not satisfied.

To finish, it is worth mentioning that we still do not know how to prove nonexistence of solutions for the Lane-Emden system in a starshaped domain, namely the following conjecture.

**Conjecture 4.6.** Let (1.9) hold and \( \Omega \) be a bounded domain, strictly starshaped with respect to \( 0 \in \Omega \). Then the problem (1.4) with \( u = v = 0 \) on \( \partial \Omega \) does not admit any nontrivial solution.

Notice that if we had \( Du \cdot Dv > 0 \) on \( \partial \Omega \) – as in the radial case, see Corollary 2.3 – then the Pohožaev identity for systems, see equation (3.4) in [25],

\[
\int_{\partial \Omega} Du \cdot Dv(x \cdot \nu) \, dS = \int_{\partial \Omega} \partial_u u \partial_v v(x \cdot \nu) \, dS = \left\{ \frac{N + \alpha}{p + 1} + \frac{N + \beta}{q + 1} - (N - 2) \right\} \int_{\Omega} |x|^\alpha |u|^{p+1} + |x|^\beta |v|^{q+1} \, dx \leq 0,
\]

would imply the conjecture above immediately. The conjecture could also be proved if we knew \( Du \cdot Dv \geq 0 \) on \( \partial \Omega \) in addition to a stronger form of UCP with a vanishing derivative on an open set of the boundary for only one of the functions \( u, v \) – again as in the radial case, see Theorem 1.7.
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