Effective field theory and the scattering process for magnons in ferromagnets, antiferromagnets, and ferrimagnets
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We discuss that a low-energy effective Lagrangian relying on SO(3) → SO(2) is applicable for a ferrimagnet as well as a ferromagnet and an antiferromagnet. We derive the Hamiltonian from the Lagrangian using the Poisson and Dirac brackets, and determine the particle states. The analysis of the particle states shows that there exist not only massless modes with the dispersion relations \(ω \propto |k|, |k|^2\), i.e., the so-called type-I and type-II Nambu–Goldstone modes, respectively, but also gapped modes with \(ω \propto m^2 + |k|^2\). We clarify how the coefficients of the terms with one time derivative and those with two time derivatives in the effective Lagrangian determine the order parameters specifying whether the system is in a ferromagnetic, antiferromagnetic, or ferrimagnetic state; we stress that the gapped mode resulting from the spontaneous symmetry breaking appears only in the ferrimagnetic system and not in the ferromagnetic and antiferromagnetic systems. We also establish the power-counting scheme and calculate the scattering amplitudes and thereby the scattering lengths between the two Nambu–Goldstone bosons. We show that the scattering length of the gapped mode is finite and proportional to the gap. This characteristic property of the gapped NG mode can be used to discriminate it from gapped excitations that originate in other mechanisms. Finally, we study the effects of the explicit symmetry breaking that are given by an external magnetic field and a single-ion anisotropy, and show that the external magnetic fields do not have any effects on the scattering amplitudes in all the spin systems, as was known for the ferromagnet system. In contrast, the anisotropy does affect the scattering amplitudes, the phase shift, and the scattering length except for spin 1/2 systems. This result supports the possibility of the Efimov effect in spin systems discussed in previous studies.
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1. Introduction

The method of effective field theory (EFT) is a powerful and successful tool to understand the low-energy behaviors in various systems extending from particle physics to condensed matter physics [1–7]. The EFT is based on the spontaneous symmetry breaking pattern in the underlying theory, and is constructed in terms of the corresponding Nambu–Goldstone (NG) fields, which leads to the systematic and model-independent analysis of the low-energy behavior. The method has been
originally employed in the field of particle physics. More specifically, chiral perturbation theory, which is an EFT relying on chiral symmetry breaking and the NG modes, i.e. pions, has succeeded in describing the low-energy behaviors in quantum chromodynamics (QCD) such as the pion scattering processes and hadron structures [2,3,7]. Moreover, the EFT has been used for the analysis of the hadron properties for finite-density QCD, in various phases including the chiral-symmetry broken or partially restored phases, the kaon-condensed phase, the color superconductivity phase, and so on. Recently, an EFT has been developed to incorporate spatial symmetry breaking [8,9] for describing the inhomogeneous chiral phases, which may appear in high-density quark matter.

The EFT approach has also been widely applied to condensed matter physics [4–6,10–14]. For instance, the translational and rotational symmetries are spontaneously broken in the ground state of the solid states, and the spin rotational symmetry is also broken in spin systems with some order. Then, according to the symmetry breaking patterns, the EFTs have been constructed in terms of spin waves, i.e. magnons, as the NG modes in spin systems [4,12], and the sound wave, i.e. phonons, in solid-state systems [11]. In particular, using the EFT for spin systems enables us to analyze the low-energy properties such as the nature of the low-energy modes, i.e., magnons and their scattering processes in ferromagnets and antiferromagnets [13]. It was shown that the difference in the order parameters between ferromagnet and antiferromagnet leads to different characteristics of the low-energy (NG) modes and amplitudes of the magnon–magnon scattering even if the patterns of the symmetry breakings are the same.

In this paper, we develop a unified EFT for the collinear phases of spin systems which include ferromagnets, antiferromagnets, and ferrimagnets, where the spin directions at lattice sites are all aligned or anti-aligned. On the basis of this EFT, we elucidate the characteristics of the low-energy magnon–magnon scattering, which should be of basic importance in examining the possible Efimov effect of magnons as the NG modes in all the spin-ordered phases. We remark that Efimov effects of NG bosons have previously been discussed for magnons in the ferromagnet [15,16] and pions in QCD [17].

The EFT approach has also been utilized to count the number of NG modes as well as to understand the dispersion relations. In systems without Lorentz invariance, including finite density QCD, spin systems, and solid systems, the number of NG modes can be less than that of the broken generators, while in Lorentz-invariant systems, the number of NG modes coincides with that of the broken generators [18–23]. The NG modes in systems without Lorentz invariance have been classified into type-I and type-II, whose energies are proportional to odd and even powers of the momentum, respectively, while in Lorentz-invariant systems, the NG modes always have a linear dispersion relation. In fact, in the ferromagnet, the number of NG modes is less than that of the broken generators, and the NG mode shows the quadratic dispersion relation. On the other hand, in the antiferromagnet, the number of NG modes coincides with that of the broken generators, and the NG modes show the linear dispersion relation.

Quite recently, it has been clarified on the basis of the EFT that gapped modes may also appear in addition to the type-II NG modes as a result of the spontaneous symmetry breaking [24–28]. Therefore, the NG modes can be classified into at least three types, i.e., type-I, type-II, and gapped modes. Gapped NG modes are accompanied by type-II modes, so that a reduction of the number of NG modes does not occur [26]. A general relation between the appearance of gapped NG modes and some specific nature of the order parameters has been discussed [27,28]. In this paper, we discuss that the gapped NG mode is identified with the magnon in ferrimagnets from the perspective of the order parameters and dispersion relations. We make clear how the EFT works by constructing the
power-counting scheme, and that the gapped mode is reliable and affects the magnon–magnon scattering in ferrimagnets. We find nonzero scattering lengths only for processes involving the gapped NG mode. The strength of the scattering length is given by the gap of the mode multiplied by a universal factor.

2. Effective field theory for $SO(3) \to SO(2)$ and the scattering amplitude

2.1. Construction of the effective Lagrangian for $SO(3) \to SO(2)$

We consider the spin systems described by the Hamiltonian which is invariant under the global $SO(3)$ transformation of spins $S^a_m \ (a = 1, 2, 3)$:

$$\mathcal{H} = \mathcal{H}_{\text{inv}}(S^a_m),$$

$$S^a_m \to g^{ab} S^b_m, \quad g^{ab} \in SO(3).$$

We assume that the ground state is in the collinear phases where all of the spins defined on each lattice site $m$ are aligned or anti-aligned. When we set the 3-axis in the direction of the spin alignment and anti-alignment, the order parameter for the alignment is given by the magnetization, $\langle \sum_m S^3_m \rangle$, while that for the anti-alignment is given by the staggered magnetization, $\langle \sum_m (-1)^m S^3_m \rangle$. When the order parameter is nonzero, the global $SO(3)$ symmetry is spontaneously broken down to $SO(2)$ corresponding to the rotation around the 3-axis.

As a concrete example, let us consider the Heisenberg model in a ferromagnet system,

$$\mathcal{H} = -J \sum_{(m,n)} S^a_m S^a_n,$$

where $(m,n)$ denotes the summation over the nearest neighbors. The Hamiltonian is invariant under the global $SO(3)$ transformation (2). The Hamiltonian also has spatial translational and rotational symmetry in the continuum limit. However, in the ground state, all of the spins are aligned in one direction, and the spin rotational symmetry $SO(3)$ breaks down to $SO(2)$ spontaneously. We emphasize that the following effective field theory (EFT) is applicable to any underlying theory with the symmetry breaking pattern being $SO(3) \to SO(2)$. The EFT describes the low-energy behavior model-independently, just using the information on a symmetry breaking pattern and the order parameter.

The construction of EFT relying on a general symmetry breaking pattern has been discussed in terms of the Maurer–Cartan one form \cite{29,30}. Here we briefly review this procedure to give a basis of the main results of this paper. Motivated by the symmetry breaking pattern of the collinear phases, $SO(3) \to SO(2)$, we focus on the low-energy EFT using the Maurer–Cartan one form \cite{31,32}:

$$\alpha_\mu (\pi) = -i U^{-1}(\pi) \partial_\mu U(\pi),$$

with $\partial_\mu = \left( \frac{\partial}{\partial t}, \frac{\partial}{\partial x_i} \right)$ ($\mu = 0, \ldots, 3, \ i = 1, \ldots, 3$) and the representative of the coset space $SO(3)/SO(2)$ being $U(\pi)$. The representative $U(\pi)$ is characterized by two NG fields $\pi^a$ ($a = 1, 2$), corresponding to the number of broken generators, dim($SO(3)/SO(2)$) = 2. Under the $SO(3)$ global transformation $g \in SO(3)$, $U(\pi)$ is transformed into

$$U(\pi) \to g U(\pi) h^{-1}(\pi, g),$$

with $h (\pi, g) \in SO(2)$. Although in this paper we focus on the system in (1+3) dimensions, it is easy to generalize the analysis to other dimensions.
The transformation behavior of $\alpha_\mu (\pi)$ is given by
\[
\alpha_\mu (\pi) \rightarrow h (\pi, g) \alpha_\mu (\pi) h^{-1} (\pi, g) + i^{-1} h (\pi, g) \partial_\mu h^{-1} (\pi, g).
\]

Using the derivative expansion appropriate to discuss the low-energy behavior, we construct the effective Lagrangian as is done in chiral perturbation theory \[2,3\]. Note that the system has spatial translational and rotational symmetry but not Lorentz symmetry, as in the nonrelativistic system.\(^1\)

According to a previous study \[4\], the effective Lagrangian may possess invariant terms up to the total derivative, which can lead to condensates of the charge densities, as also discussed in Sect. 2.4. To construct the Lagrangian explicitly, we make the following decomposition:

\[
\alpha_\mu \parallel (\pi) \equiv \frac{1}{2} \text{Tr} (T^3 \alpha_\mu (\pi)) T^3, \quad (7)
\]
\[
\alpha_\mu \perp (\pi) \equiv \frac{1}{2} \text{Tr} (T^a \alpha_\mu (\pi)) T^a, \quad (8)
\]

with $T^a$ ($a = 1, 2$) and $T^3$ broken and unbroken generators, respectively,

\[
[T^a]_{bc} = -i \epsilon_{abc} \quad (a = 1, 2, 3).
\]

The decomposition leads to the transformation rule of $\alpha_\mu \parallel (\pi)$ and $\alpha_\mu \perp (\pi)$,

\[
\alpha_\mu \parallel (\pi) \rightarrow h (\pi, g) \alpha_\mu \parallel (\pi) h^{-1} (\pi, g) + i^{-1} h (\pi, g) \partial_\mu h^{-1} (\pi, g), \quad (10)
\]
\[
\alpha_\mu \perp (\pi) \rightarrow h (\pi, g) \alpha_\mu \perp (\pi) h^{-1} (\pi, g). \quad (11)
\]

Using the decomposition, the invariant effective Lagrangian reads, up to $O (\partial_0^2)$ and $O (\partial_i^2)$ orders,

\[
\mathcal{L} = -\frac{\Sigma}{2} \text{Tr} [T^3 \alpha_0] + \frac{F_L^2}{4} \text{Tr} [\alpha_{0 \perp}]^2
- \frac{F_L^2}{4} \text{Tr} [\alpha_{\perp \perp}]^2 + O (\partial_0^3, \partial_i^4)
- \Sigma \frac{F_L^2}{2} \text{Tr} [T^3 \alpha_0] + \frac{F_L^2}{8} \text{Tr} [T^a \alpha_0] \text{Tr} [T^a \alpha_0]
- \frac{F_L^2}{8} \text{Tr} [T^a \alpha_0] \text{Tr} [T^a \alpha_0] + O (\partial_0^3, \partial_i^4)
= \frac{i \Sigma}{2} \text{Tr} [T^3 U^{-1} \partial_0 U]
- \frac{F_L^2}{8} \text{Tr} [T^a U^{-1} \partial_0 U] \text{Tr} [T^a U^{-1} \partial_0 U]
+ \frac{F_L^2}{8} \text{Tr} [T^a U^{-1} \partial_i U] \text{Tr} [T^a U^{-1} \partial_i U] + O (\partial_0^3, \partial_i^4), \quad (12)
\]

\(^1\) In Refs. \[10,12,14\], the effect of the microscopic structure of the underlying theory that breaks translational and rotational symmetry enters in the higher-order terms of the derivative expansion. Because here we concentrate on the leading-order calculation, the EFT can be constructed under the invariance of spatial translational and rotational symmetry.
with three parameters, $\Sigma$, $F_t$, and $F$. The first term is invariant only up to the total derivative. We take $\hbar = 1$ and $c \neq 1$, and the dimensions of the three parameters are given as follows: $[\Sigma] = L^{-3}$, $[F_t^2] = T \cdot L^{-3}$, $[F^2] = T^{-1} \cdot L^{-1}$. The relation between the coefficients and the order parameter is discussed in Sect. 2.4.

By using the coordinates of the coset space, $U = e^{i \pi T^a / F}$, with the NG fields $\pi^a$, and expanding the exponential, the Lagrangian reduces to

$$
\mathcal{L} \equiv \mathcal{L}^{(1,0)} + \mathcal{L}^{(2,0)} + \mathcal{L}^{(0,2)} + \cdots ,
$$

$$
\mathcal{L}^{(1,0)} = -\frac{\Sigma}{2F^2} e^{\alpha \beta} \pi^\alpha \partial_0 \pi^\beta + \frac{\Sigma}{24F^4} \epsilon^{\alpha \beta} \pi^\alpha \partial_0 \pi^\beta \pi^\gamma \pi^\gamma + \cdots ,
$$

$$
\mathcal{L}^{(2,0)} = \frac{1}{2\nu^2} \partial_0 \pi^\alpha \partial_0 \pi^\alpha
- \frac{1}{6\nu^2 F^2} \left[ \partial_0 \pi^\alpha \partial_0 \pi^\alpha \pi^\beta \pi^\beta - \pi^\alpha \partial_0 \pi^\alpha \pi^\beta \partial_0 \pi^\beta \right] + \cdots ,
$$

$$
\mathcal{L}^{(0,2)} = -\frac{1}{2} \partial_i \pi^\alpha \partial_i \pi^\alpha
+ \frac{1}{6F^2} \left[ \partial_i \pi^\alpha \partial_i \pi^\alpha \pi^\beta \pi^\beta - \pi^\alpha \partial_i \pi^\alpha \pi^\beta \partial_i \pi^\beta \right] + \cdots ,
$$

with $\nu \equiv F / F_t$. Note that the terms with odd powers of $\pi$ fields do not appear in the Lagrangian because of the invariance under the “parity” transformation,

$$
h_p U (\pi) h_p^{-1} = U (-\pi) ,
$$

$$
h_p = \begin{pmatrix}
-1 & 0 \\
0 & 1
\end{pmatrix}
$$

with $h_p \in SO(2)$. The “parity” invariance is guaranteed by the fact that the coset space is a symmetric space, as a consequence of $[\mathcal{G} - \mathcal{H}, \mathcal{G} - \mathcal{H}] \subset \mathcal{H}$.

### 2.2. Dispersion relation and power counting

As we shall show in Sect. 2.4, the nonzero values of $1/\nu$ and $\Sigma$ are the consequence of the existence of the corresponding order parameters. Let us consider the following three cases separately: (a) $1/\nu = 0$, $\Sigma \neq 0$, (b) $1/\nu \neq 0$, $\Sigma = 0$, and (c) $1/\nu \neq 0$, $\Sigma \neq 0$. In the case of (a), the dispersion relation of the NG mode derived from the equation of motion is given by

$$
\omega = \frac{F^2}{\Sigma} k^2 ,
$$

and the number of degrees of freedom (DOF) of the mode is one. In the case of (b), the dispersion relation is given by $\omega = v|k|$, which is similar to that of pions in QCD, and the number of DOF is two. In the case of (c), the dispersion relations are given by

$$
\omega^H \equiv \frac{v^2 \Sigma}{2F^2} \left[ -1 + \sqrt{1 + \left( \frac{2F^2}{v\Sigma} \right)^2 k^2} \right] \simeq \frac{F^2}{\Sigma} k^2 ,
$$

$$
\omega^M \equiv \frac{v^2 \Sigma}{2F^2} \left[ 1 + \sqrt{1 + \left( \frac{2F^2}{v\Sigma} \right)^2 k^2} \right] \simeq \frac{\Sigma}{F_t^2} + \frac{F^2}{\Sigma} k^2 ,
$$

(19)
and the number of DOF is two [19,20,24,26,30]. In fact, these dispersion relations coincide with the behaviors of the long wavelength modes obtained by the Heisenberg models in a ferromagnet, an antiferromagnet, and a ferrimagnet, respectively, where the Holstein–Primakoff transformation is utilized [33–35]. Thus we stress that the EFT describes not only the low-energy behavior of the ferromagnet and antiferromagnet [4,13], but also that of the ferrimagnet.

Note that in the case of (c), the dispersion relation of one of the NG modes tends to coincide with that of the NG mode in the case of (a), i.e., the magnon in a ferromagnet, whereas the other tends to be a gapped mode with the gap energy $\nu = \Sigma F^2$ in the low energy regime. The same dispersion relation has been discussed in the context of the kaon-condensed phase for finite density QCD [19,20]. The gapped mode at finite density comes from the spontaneous breaking of a symmetry generated by the charge coupled to the chemical potential in an underlying Hamiltonian [25]. The gapped mechanism also occurs if a symmetry is both spontaneously and explicitly broken and if the broken charge couples to the external field [36]. In contrast, the gapped mode in the ferrimagnet appears without the chemical potential or the external field. The gapped mode becomes the type-I NG mode in the limit of $\Sigma \to 0$, which also indicates that the gapped mode is related to the spontaneous symmetry breaking.

It should be instructive to note that the free part of the effective Lagrangian for the ferromagnet is analogous to the classical Lagrangian of a fast rotating rigid pendulum under gravitational force, and the dispersion relation of the type-II NG mode, Eq. (18), is identified with the frequency of the precession motion by regarding the gravitational constant $g \sim k^2$. When the angular velocity of the pendulum decreases, nutation is visible in addition to the precession motion [37]. In terms of the Lagrangian, the nutation motion can be described by including the higher-order time derivatives of the rigid-body coordinate, as in the case of the ferrimagnet. The dispersion relation of the gapped mode is then identified with the frequency of the nutation, which remains finite in the $g \to 0$ limit.

Once the dispersion relation is determined, we can establish the power-counting scheme [12]. The underlying theory contains the natural scales of the energy and momentum. We specify the energy scale $\nu$ by the first gapped excitation whose origin is not related to the spontaneous symmetry breaking. The momentum scale $\Lambda$ is determined by the inverse of the lattice spacing in the underlying theory, $\sim 1/a$. Generically, the EFT description is based on the double expansion of $\partial_0/\nu$ and $\partial_i/\Lambda$. The temporal and spatial components are related to each other through the dispersion relation. We define the small dimensionless parameter $p$ as

$$
\begin{align*}
\frac{\partial_0}{\nu} &\sim \left( \frac{\partial_i}{\Lambda} \right)^2 \sim p^2 & \nu = 0, \Sigma \neq 0 \text{ case (a)} \\
\frac{\partial_0}{\nu} &\sim \frac{\partial_i}{\Lambda} \sim p & \nu \neq 0, \Sigma = 0 \text{ case (b)} \\
\frac{\partial_0}{\nu} &\sim \frac{\nu M}{\Lambda} \sim \left( \frac{\partial_i}{\Lambda} \right)^2 \sim p^2 & \nu \neq 0, \Sigma \neq 0 \text{ case (c)}
\end{align*}
$$

and sort out the effective Lagrangian in powers of $p \ll 1$. The low-energy phenomena can be calculated with the terms with small powers of $p$. We note that the gapped NG mode in Eq. (19) is meaningful only when $\nu_M \ll \nu$.

2.3. Construction of the Hamiltonian and particle states

To calculate the scattering amplitudes, we construct the asymptotic states. In this section, we derive the Hamiltonian from the free part of the Lagrangian, and define the particle states. The Lagrangian
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at $\mathcal{O}(p^3)$ in Eq. (13) is given by

$$
\mathcal{L}_0 = -\sum \frac{e^{\alpha \beta}}{2F^2} \epsilon^{\alpha \beta \gamma} \pi_\gamma \partial_0 \pi^\beta + \frac{1}{2v^2} \partial_0 \pi^\alpha \partial_0 \pi^\alpha - \frac{1}{2} \partial_i \pi^\alpha \partial_i \pi^\alpha.
$$

(21)

How to construct the Hamiltonian depends on whether $1/v$ is zero or not, because if it is zero, the EFT must be formulated as that for a constrained system [26]. Thus we consider two cases: (i) $1/v = 0$ (ferromagnet case) and (ii) $1/v \neq 0$ (antiferromagnet and ferrimagnet cases). According to the Dirac-Bergman method [38,39], the construction of the (total) Hamiltonian in the EFT has been generally discussed [26]. In this paper, we focus on the construction of the Hamiltonian in the spin systems.

For case (i), the canonical momenta are given by

$$
P^\alpha = \frac{\partial \mathcal{L}}{\partial \dot{\pi}^\alpha} = \frac{\Sigma}{2F^2} e^{\alpha \beta} \pi^\beta.
$$

(22)

The canonical momenta are not expressed with $\dot{\pi}^\alpha$, and thus primary constraints $\phi^\alpha$ appear,

$$
\phi^\alpha = P^\alpha - \frac{\Sigma}{2F^2} e^{\alpha \beta} \pi^\beta.
$$

(23)

The constraints $\phi^\alpha$ are second class,

$$
C^{\alpha \beta}(x,y) \equiv \{ \phi^\alpha(x), \phi^\beta(y) \} = -\frac{\Sigma}{F^2} \epsilon^{\alpha \beta \gamma} \delta^3(x-y),
$$

(24)

with $\{ \ldots \}$ being the Poisson bracket. The total Hamiltonian $\mathcal{H}_0^T$ is given by

$$
\mathcal{H}_0^T = \dot{\pi}^\alpha P^\alpha - \mathcal{L}_0 + \lambda^\alpha \phi^\alpha
$$

$$
= \frac{1}{2} \partial_i \pi^\alpha \partial_i \pi^\alpha + \lambda^\alpha \phi^\alpha
$$

$$
= \mathcal{H}_0 + \lambda^\alpha \phi^\alpha,
$$

(25)

where $\lambda^\alpha$ are Lagrange multipliers, and $\mathcal{H}_0$ is the canonical Hamiltonian. In the second line, $\dot{\pi}^\alpha \phi^\alpha$ has been absorbed into the last term $\lambda^\alpha \phi^\alpha$. The Lagrange multipliers $\lambda^\alpha$ are given by

$$
\lambda^\alpha = -\frac{F^2}{\Sigma} \epsilon^{\alpha \beta} \partial_i^2 \pi^\beta,
$$

(26)

using the consistent condition of the constraints for the time evolution,

$$
\left\{ \phi^\alpha, \int \mathcal{H}_0^T d^3y \right\} = \left\{ \phi^\alpha, \int \left( \frac{1}{2} \partial_i \pi^\alpha \partial_i \pi^\alpha + \lambda^\alpha \phi^\alpha \right) d^3y \right\}
$$

$$
\approx \partial_i^2 \pi^\alpha - \lambda^\beta \Sigma \frac{F^2}{2F^2} \epsilon^{\alpha \beta} \approx 0,
$$

(27)

where “$\approx$” is defined as an equality under the constraint conditions. Thus the total Hamiltonian reduces to

$$
\mathcal{H}_0^T = \frac{1}{2} \partial_i \pi^\alpha \partial_i \pi^\alpha - \frac{F^2}{\Sigma} \epsilon^{\alpha \beta} \partial_i^2 \pi^\beta \left( P^\alpha - \frac{\Sigma}{2F^2} e^{\alpha \gamma} \pi^\gamma \right)
$$

$$
= -\frac{F^2}{\Sigma} \epsilon^{\alpha \beta} P^\alpha \partial_i^2 \pi^\beta.
$$

(28)
The total Hamiltonian leads to the same equation of motion for the NG fields obtained from the Lagrangian $\mathcal{L}_0$.

The quantization of the constraint system is performed by replacing the Dirac bracket with the commutation relation,

$$\{F(x), G(y)\}_D \rightarrow \frac{1}{i} [F(x), G(y)],$$  

for arbitrary functions $F(x)$ and $G(y)$. Instead of the total Hamiltonian $H_T$ and the Poisson bracket, we use the canonical Hamiltonian $H_0$ and the Dirac bracket defined by

$$\{F(x), G(y)\}_D \equiv \{F(x), G(y)\} - \int d^3z d^3w \{F(x), \phi^\beta(w)\} (C^{-1})^\beta\gamma(w,z) \{\phi^\gamma(z), G(y)\}.$$  

The commutation relations between the NG fields and the momenta are given as follows:

$$[\pi^\alpha(x), \pi^\beta(y)] = i\epsilon^{\alpha\beta} \frac{F^2}{\Sigma} \delta^3(x - y),$$  

$$[\pi^\alpha(x), p^\beta(y)] = i \frac{\delta^{\alpha\beta}}{2} \delta^3(x - y),$$  

$$[p^\alpha(x), p^\beta(y)] = \frac{i \Sigma}{4F^2} \epsilon^{\alpha\beta} \delta^3(x - y).$$

The Heisenberg equation corresponds to the equation of motion obtained by the Lagrangian. The NG fields and the momenta are expressed with the creation and annihilation operators,

$$\pi^\alpha(x,t) = \frac{F}{\sqrt{\Sigma}} \int \frac{d^3k}{(2\pi)^3} \left\{ \epsilon^\alpha a(k)e^{-ikx} + \epsilon^\alpha a^{\dagger}(k)e^{ikx} \right\},$$  

$$p^\alpha(x,t) = \frac{i\sqrt{\Sigma}}{2F} \int \frac{d^3k}{(2\pi)^3} \left\{ \epsilon^\alpha a(k)e^{-ikx} - \epsilon^\alpha a^{\dagger}(k)e^{ikx} \right\},$$

where $(\epsilon^1, \epsilon^2) = (1, -i)/\sqrt{2}$, and $kx = \omega x_0 - k \cdot x$ with $\omega$ defined in Eq. (18). The creation and annihilation operators satisfy the following commutation relations:

$$[a(k), a^\dagger(q)] = (2\pi)^3 \delta^3(k - q),$$  

$$[a(k), a(q)] = [a^\dagger(k), a^\dagger(q)] = 0.$$  

Note that although the number of NG fields is two, the number of creation operators (annihilation operators) is one, corresponding to the number of physical degrees of freedom in the constrained system with two NG fields and two constraints, $(2 \times 2 - 2)/2 = 1$.

Using these operators, we define the vacuum and $n$-particle states:

$$a(k)|0\rangle = 0,$$  

$$|k_1, k_2, \cdots, k_n\rangle \equiv a^\dagger(k_1)a^\dagger(k_2)\cdots a^\dagger(k_n)|0\rangle.$$
For case (ii), $1/v \neq 0$, the corresponding momenta are given by
\begin{equation}
P^\alpha \equiv \frac{\partial L}{\partial \dot{\pi}^\alpha} = \frac{\Sigma}{2F^2} \epsilon^{\alpha\beta} \pi^\beta + \frac{1}{v^2} \dot{\pi}^\alpha. \tag{39}
\end{equation}

The $\dot{\pi}^\alpha$ are replaced by $P^\alpha$, and no constraints appear. The Hamiltonian $H_0$ is obtained by
\begin{align*}
H_0 & \equiv \dot{\pi}^\alpha P^\alpha - L_0 \\
& = \frac{v^2}{2} \left( P^\alpha - \frac{\Sigma}{2F^2} \epsilon^{\alpha\beta} \pi^\beta \right)^2 + \frac{1}{2} \partial_i \pi^\alpha \partial_i \pi^\alpha. \tag{40}
\end{align*}

We remark that a general analysis on the relation among terms with two time derivatives, constraints, and dispersion relations has been given in [26].

Then we replace the Poisson brackets between the NG fields and the corresponding momenta with commutation relations:
\begin{align*}
[\pi^\alpha, \pi^\beta] &= 0, \\
[\pi^\alpha, P^\beta] &= i \delta^{\alpha\beta} \delta^3(x - y), \\
[P^\alpha, P^\beta] &= 0. \tag{41}
\end{align*}

The Heisenberg equations are now calculated to be
\begin{align*}
i \dot{\pi}^\alpha(x, t) &= \left[ \pi^\alpha(x, t), \int \! \! \! \int \! \! \! \int \! \! \! \! \int H_0(y, t) d^3y \right] \\
&= iv^2 \left( P^\alpha(x, t) - \frac{\Sigma}{2F^2} \epsilon^{\alpha\beta} \pi^\beta(x, t) \right), \tag{42}
\end{align*}
\begin{align*}
i \dot{P}^\alpha(x, t) &= \left[ P^\alpha(x, t), \int \! \! \! \int \! \! \! \int H_0(y, t) d^3y \right] \\
&= iv^2 \frac{\Sigma}{2F^2} \epsilon^{\beta\alpha} \pi^\beta(x, t) \left[ P^\beta(x, t) \\
&\quad - \frac{\Sigma}{2F^2} \epsilon^{\beta\alpha} \pi^\beta(x, t) \right] + i \partial^2 \pi^\alpha(x, t). \tag{43}
\end{align*}

The NG fields and the momenta are expanded in terms of the creation and annihilation operators:
\begin{align*}
\pi^\alpha(x, t) &= \frac{F}{\sqrt{\Sigma}} \int \frac{d^3 k}{(2\pi)^3 \sqrt{\omega(k)}} \\
&\times \left\{ \epsilon^\alpha a^\dagger_H(k) e^{-ik_H x} + \epsilon^{*\alpha} a_H(k) e^{ik_H x} \\
&\quad + \epsilon^{*\alpha} a_M(k) e^{-ik_M x} + \epsilon^\alpha a_M(k) e^{ik_M x} \right\}, \tag{44}
\end{align*}
\begin{align*}
P^\alpha(x, t) &= \frac{i \sqrt{\Sigma}}{2F} \int \frac{d^3 k \sqrt{\omega(k)}}{(2\pi)^3} \\
&\times \left\{ - \epsilon^\alpha a^\dagger_H(k) e^{-ik_H x} + \epsilon^{*\alpha} a_H(k) e^{ik_H x} \\
&\quad - \epsilon^{*\alpha} a_M(k) e^{-ik_M x} + \epsilon^\alpha a_M(k) e^{ik_M x} \right\}. \tag{45}
\end{align*}
\( \bar{\omega}(k) \equiv \left( 1 + \frac{2F^2}{v^2} k^2 \right)^{1/2} \), \hspace{1cm} (46)

where \( k^H x = \omega^H x_0 - k \cdot x \) and \( k^M x = \omega^M x_0 - k \cdot x \), with \( \omega^H \) and \( \omega^M \) being defined in Eq. (19), and \((a^\dagger_H, a_H)\) and \((a^\dagger_M, a_M)\) are the corresponding creation and annihilation operators, satisfying the commutation relations

\[
\begin{align*}
[a_H(k), a_H^\dagger(q)] &= (2\pi)^3 \delta^3(k - q), \\
[a_H(k), a_H(q)] &= [a_M^\dagger(k), a_H^\dagger(q)] = 0, \\
[a_M(k), a_M^\dagger(q)] &= (2\pi)^3 \delta^3(k - q), \\
[a_M(k), a_M(q)] &= [a_M^\dagger(k), a_M^\dagger(q)] = 0, \\
[a_H(k), a_M^\dagger(q)] &= [a_M(k), a_H^\dagger(q)] = 0.
\end{align*}
\] \hspace{1cm} (47)

Note that two particle states may appear, in contrast to the case of \( 1/v = 0 \). In this system, the vacuum is defined by

\[
a_H(k) |0\rangle = 0, \\
a_M(k) |0\rangle = 0,
\] \hspace{1cm} (48)

and the particle states are given by

\[
|\pi^H_{k_1}, \ldots, \pi^H_{k_m}, \pi^M_{k_1}, \ldots, \pi^M_{k_m}\rangle = a^\dagger_H(k_1) \cdots a^\dagger_H(k_n) a^\dagger_M(k_1) \cdots a^\dagger_M(k_m) |0\rangle.
\] \hspace{1cm} (49)

In the limit of vanishing \( \Sigma \), Eqs. (44)–(46) are reduced to

\[
\begin{align*}
\pi^a(x, t) &= \int \frac{d^3k}{(2\pi)^3 \sqrt{2|k|}} \\
&\times \left\{ e^{\omega a} a_H(k)e^{-ik^lx} + e^{*\omega a} a_H^\dagger(k)e^{ik^lx} \\
&+ e^{*\omega a} a_M(k)e^{-ik^lx} + e^{\omega a} a_M^\dagger(k)e^{ik^lx} \right\}, \\
P^a(x, t) &= \frac{i}{\sqrt{2}} \int \frac{d^3k}{(2\pi)^3 \sqrt{|k|/v}} \\
&\times \left\{ - e^{*\omega a} a_H(k)e^{-ik^lx} + e^{\omega a} a_H^\dagger(k)e^{ik^lx} \\
&- e^{*\omega a} a_M(k)e^{-ik^lx} + e^{\omega a} a_M^\dagger(k)e^{ik^lx} \right\},
\end{align*}
\] \hspace{1cm} (50)

where \( k^lx = \omega^l x_0 - k \cdot x \) with \( \omega^l = v|k| \). \( a^\dagger_H \) and \( a^\dagger_M \) create a particle with the same dispersion relation \( \omega^l = v|k| \), known as the type-I NG mode in the antiferromagnet. From now on, we change the notation of \( a^\dagger_H \) and \( a^\dagger_M \) (\( a_H \) and \( a_M \)) to that of \( a_1^\dagger \) and \( a_2^\dagger \) \((a_1 \) and \( a_2 \)) for the magnons in the antiferromagnet.
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2.4. Charges, order parameters, and coefficients

To grasp the physical meaning of the coefficients in the effective Lagrangian, we discuss the relation among the charges, order parameters, and coefficients of the effective Lagrangian for the spin systems.

The order parameter is defined as the expectation value of the commutation relation between the broken Noether charge $Q^\alpha$ and a local operator $O(x)$,

$$\lim_{V \to \infty} \frac{1}{V} \int_V d^3x \langle 0 \left| [iQ^\alpha, O(x)] \right| 0 \rangle,$$

where the commutation relation with the broken charge should be understood as

$$[iQ^\alpha, O(x)] \equiv \int d^3x' [\pi^\alpha_0(x'), O(x)].$$

The order parameter of the ferromagnet is the magnetization, which is given by the space integration of the expectation value of the commutation relation between the Noether charge and the charge density,

$$\langle 0 \left| [iQ^\alpha, j^\beta_0] \right| 0 \rangle,$$

which leads to the quadratic dispersion relations of the NG modes and a reduction of the number of NG modes [4,22,23]. Furthermore, the coefficient $\Sigma$ in the effective Lagrangian of the ferromagnet is identified with the magnetization [4,23]

$$\Sigma = \lim_{V \to \infty} \frac{1}{V} \sum_m \langle 0 | S^3_m | 0 \rangle,$$

with $V$ being the total volume and $N$ the total number of lattice sites.

In this subsection, we first discuss that the relation is satisfied also in the case of the ferrimagnet, the effective Lagrangian for which contains terms with one and two time derivatives of the NG fields in Eq. (13). The charge densities $j^\alpha_0$ are derived from the effective Lagrangian,

$$j^\alpha_0 = \frac{\Sigma}{F} \epsilon^{\alpha\beta} \pi^\beta + \frac{F}{v^2} \partial_0 \pi^\alpha + O(\pi^2).$$

We have used the transformation rule of the NG fields obtained from Eq. (5),

$$\delta^\alpha \pi^\beta = [iQ^\alpha, \pi^\beta] = F \delta^\alpha \beta + O(\pi^\alpha).$$

Note that the charge densities include the influence of the invariance only up to the total derivative in Eq. (12). Using the charge densities, the expectation value of the commutation relation between the charges and the charge densities reduces to

$$\lim_{V \to \infty} \frac{1}{V} \int_V d^3x \langle 0 \left| [iQ^\alpha, j^\beta_0] \right| 0 \rangle = \lim_{V \to \infty} \frac{1}{V} \int_V d^3x \langle 0 \left| [iQ^\alpha, \frac{\Sigma}{F} \epsilon^{\beta\gamma} \pi^\gamma + \frac{F}{v^2} \partial_0 \pi^\beta] \right| 0 \rangle \simeq \lim_{V \to \infty} \frac{1}{V} \int_V d^3x \langle 0 \left| \frac{\Sigma}{F} \epsilon^{\beta\gamma} \delta^\alpha \pi^\gamma + \frac{F}{v^2} \partial_0 (\delta^\alpha \pi^\beta) \right| 0 \rangle \simeq -\epsilon^{\alpha\beta} \Sigma.$$

This does not change by the redefinition of the NG fields, $\pi^\alpha \to \pi^\alpha/Z$, with a constant $Z$. By matching the charge density in an underlying theory, the expectation value of the commutation
relation is also rewritten as

$$
\lim_{V \to \infty} \frac{1}{V} \int_V d^3x \langle 0 \left[ iQ^\alpha \pi^\beta \right] 0 \rangle = -\epsilon^{\alpha\beta} \lim_{V \to \infty} \frac{1}{V} \int_V d^3x \langle 0 \left[ \delta_0^3 \right] 0 \rangle = -\epsilon^{\alpha\beta} \lim_{V \to \infty} \frac{1}{V} \sum_m \langle 0 \left[ S_m^3 \right] 0 \rangle. \quad (58)
$$

Thus, the coefficient $\Sigma$ is identified with the magnetization also in the case of the ferrimagnet; see Eq. (54). Note that in the case of the antiferromagnet, the magnetization vanishes, $\Sigma = 0$, and the effective Lagrangian does not involve terms with one time derivative [4,13].

We may consider the commutation relation between the Noether charge and the NG fields:

$$
\lim_{V \to \infty} \frac{1}{V} \int_V d^3x \langle 0 \left[ iQ^\alpha, \pi^\beta \right] 0 \rangle = \lim_{V \to \infty} \frac{1}{V} \int_V d^3x \langle 0 \left[ \delta_0^a \pi^\beta \right] 0 \rangle = \delta^{\alpha\beta} F. \quad (59)
$$

The relation changes by redefinition of the NG fields. If we redefine the NG fields as $\pi^\alpha \to \left( F/F_t \right) \pi^\alpha$, the relation changes and is given in terms of the coefficient of the terms with two time derivatives of the NG fields in the effective Lagrangian as

$$
\lim_{V \to \infty} \frac{1}{V} \int_V d^3x \langle 0 \left[ iQ^\alpha \right] 0 \rangle = \delta^{\alpha\beta} F_t. \quad (60)
$$

Because $1/\nu = F_t/F$, the nonzero expectation value leads to another order parameter in the case of the EFT containing terms with one and two time derivatives of the NG fields, which leads to the appearance of staggered magnetization in the ferrimagnet. The relation Eq. (59) is also satisfied in the case of the EFT with one time derivative but without two time derivatives, where, however, we cannot distinguish the NG field $\pi^\alpha$ from the charge density $j_0^\alpha$. In fact, an explicit calculation using Eq. (34) shows that $\int d^3x \pi^\alpha$ is conserved:

$$
\frac{d}{dt} \int d^3x \pi^\alpha = \int d^3x \frac{F}{\sqrt{\Sigma}} \int \frac{d^3k}{(2\pi)^3} \left\{ e^\alpha (-i\omega) a(k) e^{-ikx} + e^{*\alpha} (i\omega) a^\dagger(k) e^{ikx} \right\} \\
= \frac{F}{\sqrt{\Sigma}} \int d^3k \delta(k) \left\{ e^\alpha (-i\omega) a(k) e^{-i\omega t} + e^{*\alpha} (i\omega) a^\dagger(k) e^{i\omega t} \right\} \\
= 0, \quad (61)
$$

which does not vanish in the case of the EFT with both one and two time derivatives of the NG fields, i.e., $\frac{d}{dt} \int d^3x \pi^\alpha \neq 0$. Thus, in the case of a ferromagnet, we have only one order parameter given
by the magnetization. In other words, the effective Lagrangian for the ferromagnet does not have terms with two time derivatives even if we take into account the contribution from higher derivatives. Similar relations have been obtained for a general system on the basis of the Langevin equation [27].

2.5. Scattering amplitudes and the scattering lengths

In this subsection, we calculate the scattering amplitudes between two NG modes at tree level, and
their scattering lengths. These are derived from the $\pi^4$ terms in Eq. (13). Corresponding to the case
of (a) ferromagnet ($1/\nu = 0, \Sigma \neq 0$), (b) antiferromagnet ($1/\nu \neq 0, \Sigma = 0$), and (c) ferrimagnet
($1/\nu \neq 0, \Sigma \neq 0$), we discuss the amplitudes and the scattering lengths, respectively. As for the cases
of ferromagnet and antiferromagnet, a similar calculation was already performed using a different
coordinate system describing the EFT [13]. In fact, the form of the resulting Lagrangian is different
from ours given in Eqs. (13)–(16), and our calculation ensures that the scattering amplitudes do not
depend on the choice of the coordinates. Furthermore, our calculation includes the first study on the
case of the ferrimagnet.

For case (a), the ferromagnet, where $1/\nu = 0, \Sigma \neq 0$, only one magnon mode with the dispersion
relation $\omega = \frac{F^2}{2} k_1^2$ appears. We denote the particle with momentum $k$ by $\pi (k)$. A scattering process
for $\pi (k_1) + \pi (k_2) \rightarrow \pi (k_3) + \pi (k_4)$ occurs, and the scattering amplitude is given by

$$M [\pi (k_1) + \pi (k_2) \rightarrow \pi (k_3) + \pi (k_4)]$$

$$= -\frac{1}{6 \Sigma} (\omega_1 + \omega_2 + \omega_3 + \omega_4)$$

$$+ \frac{F^2}{3 \Sigma^2} [k_1 \cdot k_3 + k_2 \cdot k_3 + k_1 \cdot k_4 + k_2 \cdot k_4$$

$$+ 2 (k_1 \cdot k_2 + k_3 \cdot k_4)]$$

where we have used momentum and energy conservation: $k_1 + k_2 = k_3 + k_4$, and $\omega_1 + \omega_2 = \omega_3 + \omega_4$ with $\omega_1 = \frac{F^2}{2} k_1^2$. This result coincides with the previous study [13], and is in accordance with Dyson’s
microscopic analysis [40].

The definition of the scattering length and phase shift through the scattering amplitude in the
nonrelativistic notation are given in Appendix A. In the case of the ferromagnet system without
external fields, the scattering length vanishes, though it may not be well defined in the process,
because of the appearance of scattering processes with massless particles. This is a consequence of
the derivative couplings of EFT, in accordance with the Goldstone theorem.

For case (b), the antiferromagnet, where $1/\nu \neq 0, \Sigma = 0$, we have two magnons with the same
dispersion relation $\omega' = v k_1$, as mentioned in Sect. 2.3. Let $\pi^\alpha (k)$ ($\alpha = 1, 2$) denote the particle
states created by $a^\dagger (k)$. The unbroken SO(2) symmetry leads to the conservation of the number
of particles, and only the following three scattering processes are allowed: $\pi^1 (k_1) + \pi^1 (k_2) \rightarrow \pi^1 (k_3) + \pi^1 (k_4), \pi^1 (k_1) + \pi^2 (k_2) \rightarrow \pi^1 (k_3) + \pi^2 (k_4),$ and $\pi^2 (k_1) + \pi^2 (k_2) \rightarrow \pi^2 (k_3) + \pi^2 (k_4)$. The scattering amplitudes are given by

$$M [\pi^1 (k_1) + \pi^1 (k_2) \rightarrow \pi^1 (k_3) + \pi^1 (k_4)]$$

$$= M [\pi^2 (k_1) + \pi^2 (k_2) \rightarrow \pi^2 (k_3) + \pi^2 (k_4)]$$

$$= -\frac{v^2}{2 F^2 \sqrt{|k_1||k_2||k_3||k_4|}} (|k_1||k_2| - k_1 \cdot k_2) \quad (63)$$

(63)
\[ M \left[ \pi^1(k_1) + \pi^2(k_2) \rightarrow \pi^1(k_3) + \pi^2(k_4) \right] \]
\[ = \frac{v^2}{2F^2 \sqrt{|k_1||k_2||k_3||k_4|}} (|k_2||k_3| - k_2 \cdot k_3), \]

where we have used momentum and energy conservation. \(^3\) Also in the case of the antiferromagnet, the scattering length vanishes.

For case (c), the ferrimagnet, where \(1/v \neq 0, \Sigma \neq 0\), we also have two magnons with the dispersion relations Eq. (19), denoted by \(\pi^H(k)\) and \(\pi^M(k)\). The following three scattering processes are allowed: \(\pi^H(k_1) + \pi^H(k_2) \rightarrow \pi^H(k_3) + \pi^H(k_4)\), \(\pi^H(k_1) + \pi^M(k_2) \rightarrow \pi^H(k_3) + \pi^M(k_4)\), and \(\pi^M(k_1) + \pi^M(k_2) \rightarrow \pi^M(k_3) + \pi^M(k_4)\). Other processes such as \(\pi^H(k_1) + \pi^H(k_2) \rightarrow \pi^M(k_3) + \pi^M(k_4)\) are prohibited because of the residual symmetry SO(2), as is the case for the antiferromagnet.

The scattering amplitudes are as follows:
\[ M \left[ \pi^H(k_1) + \pi^H(k_2) \rightarrow \pi^H(k_3) + \pi^H(k_4) \right] \]
\[ = \frac{1}{\sqrt{\omega_{12}^2 \omega_{30}^2 \omega_{04}^2}} \left[ -\frac{1}{3\Sigma} (\omega_1^H + \omega_2^H) + \frac{F^2}{3\Sigma^2} (4k_1 \cdot k_2 + 2k_3 \cdot k_4 + k_1^2 + k_2^2) \right], \]
\[ M \left[ \pi^H(k_1) + \pi^M(k_2) \rightarrow \pi^H(k_3) + \pi^M(k_4) \right] \]
\[ = \frac{1}{\sqrt{\omega_{12}^2 \omega_{30}^2 \omega_{04}^2}} \left[ \frac{1}{6\Sigma} (\omega_2^M + \omega_4^M - \omega_1^H - \omega_3^H) - \frac{F^2}{3\Sigma^2} (4k_2 \cdot k_3 + 2k_1 \cdot k_4 - k_2^2 - k_3^2) \right], \]
\[ M \left[ \pi^M(k_1) + \pi^M(k_2) \rightarrow \pi^M(k_3) + \pi^M(k_4) \right] \]
\[ = \frac{1}{\sqrt{\omega_{12}^2 \omega_{30}^2 \omega_{04}^2}} \left[ \frac{1}{3\Sigma} (\omega_1^M + \omega_2^M) + \frac{F^2}{3\Sigma^2} (4k_1 \cdot k_2 + 2k_3 \cdot k_4 + k_1^2 + k_2^2) \right], \]

with \(\tilde{\omega}_0 \equiv \left[ 1 + \left( \frac{2F^2}{v^2} \right)^2 k_0^2 \right]^{1/2} \), \(\omega_i^H \equiv \frac{\sqrt{\Sigma}}{2F^2} (-1 + \tilde{\omega}_i)\), and \(\omega_i^M \equiv \frac{\sqrt{\Sigma}}{2F^2} (1 + \tilde{\omega}_i)\) (\(i = 1, \ldots, 4\)).

The scattering lengths for \(\pi^H(k_1) + \pi^M(k_2) \rightarrow \pi^H(k_3) + \pi^M(k_4)\) and \(\pi^M(k_1) + \pi^M(k_2) \rightarrow \pi^M(k_3) + \pi^M(k_4)\) are finite, in contrast to the ferromagnet case:
\[ a_{H+M+H+M} = \frac{\Sigma}{12F^2 F_i^2} = \frac{v_M}{12F^2}, \]
\[ a_{M+M+M+M} = \frac{\Sigma}{6F^2 F_i^2} = \frac{v_M}{6F^2}, \]

where the mass gap is defined as \(v_M = \Sigma/F_i^2\). Because \(\Sigma\) is identified with the magnetization, \(F^2\) can be determined experimentally by measuring the \(k^2\) dependence of the dispersion relation.

\(^3\) The scattering amplitudes in Ref. [13] are obtained by changing the definition of the particle states. The creation operator in Ref. [13] corresponds to \(\tilde{a}_i^\dagger = \left( a_i^\dagger + a_i^\dagger \right) / \sqrt{2} \) and \(\tilde{a}_i = i \left( a_i^\dagger - a_i^\dagger \right) / \sqrt{2} \).
of the gapped NG mode through Eq. (19). In this way, the magnitude of the scattering length is used to determine the coefficients in the dispersion relation. Moreover, the positive sign of the scattering lengths \(a_{\Pi M \rightarrow \Pi M} + M, a_{M \rightarrow M + M} > 0\), meaning an attractive interaction, and the ratio \(a_{\Pi M \rightarrow \Pi M} / a_{M \rightarrow M + M} = 1/2\) are independent of the low-energy constants. These properties are consequences of the low-energy theorem for the gapped NG mode.

3. Analysis in the presence of external fields: magnetic fields and anisotropic effects

In chiral perturbation theory, terms involving explicit symmetry breaking can be introduced by assuming appropriate transformation properties of the symmetry breaking terms so as to make the effective Lagrangian invariant under chiral symmetry. In much the same way, we can involve the explicit breaking in the EFT for magnons. First, we introduce the explicit symmetry breaking terms in the underlying theory, in terms of an external magnetic field and single-ion anisotropy:

\[
H = H_{\text{inv}}(S_m^a) - \mu H S_m^a - D_{ab} S_{m}^{a} S_{m}^{b},
\]

where \(H_{\text{inv}}\) is the invariant term under a rotation of the spins, and the terms including \(H\) and \(D_{ab}\) represent the effect of the magnetic field and single-ion anisotropy, respectively. When \(H = D_{ab} = 0\), as discussed in Sect. 2, the underlying theory is invariant under SO(3), and the symmetry is broken down to SO(2) in the ground state. When the magnetic field is applied, the spins couple to the magnetic field, and the explicit symmetry breaking occurs. We assume that the direction of the magnetic field is in the 3-axis, \(H^a = \delta^a_3 H\). Also, the anisotropic effect leads to an explicit breaking, and the squared spins on the same site, \(S_m^a S_m^b\), couple to the matrix \(D_{ab}\). Now we consider the diagonal case \(D_{ab} = D^a \delta_{ab}\) for simplicity.

Let us first discuss the effect of the magnetic field on the EFT; see also [4,12,13], where the cases are discussed. In Eq. (70), the magnetic field couples to the SO(3) charges, \(\sum_m S_m^a \sim \int d^3x a_0^a(x)\), which leads to the identification of the magnetic fields with the time component of SO(3) gauge fields, \(A_0(x) = A_0^a(x) T^a\). In fact, if we consider the continuum limit, the term is reduced to \(\int d^3x A_0^a(x) a_0^a(x)\), which is invariant for the partial gauge transformation for SO(3),

\[
A_0(x) \rightarrow g(t) A_0(x) g^{-1}(t) + \frac{1}{i} g(t) \partial_0 g^{-1}(t),
\]

with \(g(t) = e^{i \delta^3(t) T^3} \in \text{SO}(2)\). Thus, the magnetic fields are handled in the EFT by the identification \(A_0^a(x) = \delta^a_3 H\) after we construct the SO(3) gauge-invariant effective Lagrangian only up to a total derivative [4]. In practice, this is easily performed by replacing the time derivatives with the following form in Eq. (12):

\[
\partial_0 \rightarrow \partial_0 - i \mu H T^3.
\]

Next, we discuss the effect of the single-ion anisotropy. In the Heisenberg model, the transformation of the coefficient \(D_{ab}\) is considered as

\[
D_{ab} \rightarrow (g D g^{-1})_{ab},
\]

with the global transformation \(g \in \text{SO}(3)\). In the EFT, there are the following invariant terms at leading order \(O(D_{ab})\):

\[
\alpha_1 [U^{-1} D U]^{33} \simeq \alpha_1 D_{33} + \cdots,
\]

where \(\alpha_1\) is the coefficient of the magnetic field term.
\[
\alpha_2 [U^{-1} DU]^{\alpha \alpha} \simeq \alpha_2 D_{\alpha \alpha} + \cdots, 
\]
\[
\alpha_3 \text{Tr} \left[ T^3 U^{-1} DU \right] \simeq \alpha_3 i \epsilon_{\alpha \beta} D_{\alpha \beta} + \cdots, 
\]
where we have shown the invariance of the first term by using \( h^{3a} = \left[ e^{i \theta T^3} \right]^{3a} = \delta^{3a} \). Note that the last term, \( \text{Tr} \left[ T^3 U^{-1} DU \right] \), is always zero in the present case with \( D_{ab} = D_a \delta_{ab} \). The coefficients \( \alpha_1 \) and \( \alpha_2 \) are determined by matching the condensates in the underlying theory without external fields:

\[
\lim_{V \to \infty} \frac{1}{V} \sum_m \langle S^3_m S^3_m \rangle = \lim_{V \to \infty} \frac{1}{V} \frac{\delta Z_{\text{eff}}(H, D)}{\delta D^{33}} \bigg|_{H=0, D=0}, 
\]
\[
\lim_{V \to \infty} \frac{1}{V} \sum_m \langle S^\alpha_m S^\beta_m \rangle = \lim_{V \to \infty} \frac{1}{V} \frac{\delta Z_{\text{eff}}(H, D)}{\delta D^{\alpha \beta}} \bigg|_{H=0, D=0}, 
\]

with \( Z_{\text{eff}}(H, D) \) being the partition function of the effective field theory with external fields, \( N \) the total number of lattice sites, and \( V \) the total volume.

We give several examples of the underlying theories as a summary. The simplest case is a spin 1/2 quantum Heisenberg model (3), in which the condensates are given by

\[
\sum_m \langle S^3_m S^3_m \rangle = \frac{N}{4}, 
\]
\[
\sum_m \langle S^\alpha_m S^\beta_m \rangle = \delta^{\alpha \beta} \frac{N}{4} + i \epsilon^{\alpha \beta} \frac{N}{8} \sum_m \langle S^3_m \rangle, 
\]
which leads to

\[
\alpha_1 = \alpha_2 \equiv \alpha. 
\]

The term involving the anisotropic effect is reduced to

\[
L^D = \alpha \text{Tr} U^{-1} DU = \alpha \text{Tr} D. 
\]

Thus, in the case of the spin 1/2 Heisenberg model, the anisotropic effects do not appear in the low-energy regime. Note that the result is readily obtained in the conventional Heisenberg model because \( \sum_a D^a S^a S^a = \sum_a D^a / 4 \). What we have shown is that the result holds in a model-independent way for any spin 1/2 underlying theories having the same expectation values of the spin operators.

In a spin \( S \) Heisenberg ferromagnet, the condensates are given by

\[
\sum_m \langle S^3_m S^3_m \rangle = S^2 N, 
\]
\[
\sum_m \langle S^\alpha_m S^\beta_m \rangle = \delta^{\alpha \beta} \frac{S^2}{2} N + i \epsilon^{\alpha \beta} \frac{S^2}{2} N, 
\]
and the coefficients \( \alpha_1 \) and \( \alpha_2 \) are found to be

\[
\alpha_1 = \frac{N}{V} S^2, \quad \alpha_2 = \frac{N}{2V} S. 
\]

Note that the inequality \( \alpha_1 > \alpha_2 \), except for the case of a spin 1/2 ferromagnet, and the coefficients are related to the magnetization, as \( \Sigma = \frac{N}{V} S \).
In a spin \((S_A, S_B)\) Heisenberg ferrimagnet, the condensates are given by

\[
\sum_{m} \langle S_m^3 \rangle = \frac{N}{2}(S_A^2 + S_B^2),
\]

and the coefficients \(\alpha_1\) and \(\alpha_2\) are found to be

\[
\alpha_1 = \frac{N}{2V}(S_A^2 + S_B^2),
\]

\[
\alpha_2 = \frac{N}{4V}(S_A + S_B).
\]

As in the ferromagnetic case, the inequality \(\alpha_1 > \alpha_2\) holds except for the case with \(S_A = S_B = 1/2\), i.e., a spin 1/2 antiferromagnet. Using the explicit expressions of the magnetization \(\Sigma = (S_A - S_B)N/2V\) and the staggered magnetization \(\Sigma_h = (S_A + S_B)N/2V\), the coefficients are rewritten as \(\alpha_1 = (\Sigma^2 + \Sigma_h^2)/V\) and \(\alpha_2 = \Sigma_h/2\).

In terms of the NG fields \(\pi^\alpha\), the effective Lagrangian involving the magnetic field and anisotropic effect is expressed as

\[
\mathcal{L} = \mathcal{L}_{2\pi} + \mathcal{L}_{4\pi} + \cdots
\]

\[
\mathcal{L}_{2\pi} = -\frac{\Sigma}{2F^2} \epsilon^{\alpha\beta} \pi^\alpha D_0 \pi^\beta + \frac{1}{2v^2} D_0 \pi^\alpha D_0 \pi^\alpha - \frac{1}{2} \partial_i \pi^\alpha \partial_i \pi^\alpha
\]

\[
+ \frac{D_3 - D_1}{F^2} (\alpha_1 - \alpha_2) \pi^1 \pi^1 + \frac{D_1 - D_3}{F^2} (\alpha_1 - \alpha_2) \pi^2 \pi^2,
\]

\[
\mathcal{L}_{4\pi} = \frac{\Sigma}{24F^4} I^\alpha \pi^\alpha D_0 \pi^\beta \pi^\gamma \pi^\gamma
\]

\[
- \frac{1}{6v^2 F^2} \left[ D_0 \pi^\alpha D_0 \pi^\beta \pi^\alpha \pi^\beta - \pi^\alpha D_0 \pi^\alpha \pi^\beta \pi^\beta \right]
\]

\[
+ \frac{1}{6F^2} \left[ \partial_i \pi^\alpha \partial_i \pi^\beta \pi^\beta - \pi^\alpha \partial_i \pi^\alpha \pi^\beta \partial_i \pi^\beta \right]
\]

\[
+ \frac{D_3 - D_1}{3F^4} (\alpha_1 - \alpha_2) \pi^\alpha \pi^\alpha \pi^2 \pi^2
\]

\[
+ \frac{D_3 - D_2}{3F^4} (\alpha_1 - \alpha_2) \pi^\alpha \pi^\alpha \pi^1 \pi^1,
\]

with the covariant derivative for the time component \(D_0 \pi^\alpha = (\partial_0 \delta^{\alpha\beta} - \epsilon^{\alpha\beta} \mu H) \pi^\beta\). We neglect the terms only with external fields, \(H\) and \(D\). Because we assume that the spins are (anti-)aligned in the 3-axis direction, the anisotropy effect should be maximum in the 3-direction, \(D_3 \gg D_1, D_2\). In this section, we show the magnon–magnon scattering in the presence of the only 3-axis anisotropic effect \(D_1 = D_2 = 0, D_3 \neq 0\). As in Sect. 2, we classify the cases by the value of \(1/v\).

We now consider the power-counting scheme with the external fields. For a reasonable application of EFT, a definite power-counting scheme should be established for all the fields including the external fields, for which the strength of the external fields should be constrained. Because the external magnetic field is introduced in the form of Eq. (72), its strength should be \(\mu H \sim \partial_0 \ll v\), where \(v\) is the first gapped excitation other than the NG modes. When \(\Sigma \neq 0\), because the anisotropy effect provides the gap \((\alpha_1 - \alpha_2)D_3/\Sigma\), this quantity should also be of the order of \(\partial_0\). We thus
consider that the energy scale of the external field $E$ is counted as the same order as that of the NG boson field:

$$E = \mu H, \frac{\alpha_1 - \alpha_2}{\Sigma} D_3$$  \hspace{1cm} (91)

$$\left\{ \begin{array}{l}
\frac{\partial \nu}{\partial v} \sim \frac{E}{v} \sim \left(\frac{\alpha_1 - \alpha_2}{\Sigma}\right)^2 \sim p^2 & 1/v = 0, \Sigma \neq 0 \\
\partial \nu \sim \frac{E}{v} \sim \frac{\nu M}{v} \sim \left(\frac{\alpha_1 - \alpha_2}{\Sigma}\right)^2 \sim p^2 & 1/v \neq 0, \Sigma \neq 0
\end{array} \right.$$  \hspace{1cm} (92)

Analyzing the dispersion relation for $\Sigma = 0$ in the same manner, we obtain the counting rule as

$$\left(\frac{\partial \nu}{\partial v}\right)^2 \sim \left(\frac{\mu H}{\nu}\right)^2 \sim \left(\frac{\alpha_1 - \alpha_2}{\Sigma}\right)^2 \sim p^2 \quad 1/v \neq 0, \Sigma = 0.$$  \hspace{1cm} (93)

In the case of $1/v = 0$ and $\Sigma \neq 0$, the asymptotic fields involving the external fields are given by

$$\pi^{\alpha}(x, t) = F \sqrt{\Sigma} \int \frac{d^3 k}{(2\pi)^3} \left[ e^{i \alpha a(k)} e^{-ikx} + e^{i \alpha a^+(k)} e^{ikx} \right],$$

$$\omega \equiv \mu H + \frac{\alpha_1 - \alpha_2}{\Sigma} D_3 + \frac{F^2}{\Sigma} k^2.$$  \hspace{1cm} (94)

We note that the NG mode acquires the mass gap which is proportional to the external fields, $H$ and $D_3$. The amplitude for the scattering process, $\pi(k_1) + \pi(k_2) \rightarrow \pi(k_3) + \pi(k_4)$, is given by

$$M [\pi(k_1) + \pi(k_2) \rightarrow \pi(k_3) + \pi(k_4)] = \frac{2F^2}{\Sigma^2} (k_1 \cdot k_2) + \frac{14}{3} (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma^2}.$$  \hspace{1cm} (95)

Note that the scattering amplitude does not depend on the magnetic field $H$, but on the anisotropic effect $D_3$. The scattering length, which is defined in Appendix A, reads:

$$a = \frac{7}{6} (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma F^2},$$  \hspace{1cm} (96)

which is finite and proportional to the anisotropy $D_3$, as long as $\alpha_1 \neq \alpha_2$. In QCD, pion scattering length is proportional to the pion mass squared [41], implying that the nonzero scattering length is caused by the explicit symmetry breaking due to the current quark masses in QCD. In magnon scattering, we consider two types of explicit symmetry breaking: the external magnetic field $H$ and the anisotropy $D_3$. While both effects contribute to the mass gap in Eq. (95), the scattering length depends only on the anisotropy $D_3$. This is because of the difference in the breaking patterns of the $SO(3)$ symmetry. In the spin system, it is the anisotropy $D_3$ that corresponds to the explicit symmetry breaking by the quark mass term in QCD.

If we write the mass gap by the anisotropic effect as $\nu_D = (\alpha_1 - \alpha_2) D_3 / \Sigma$, we obtain

$$a = \frac{7\nu_D}{6F^2}.$$  \hspace{1cm} (97)

This is an analogous relation to Eqs. (68) and (69). Note, however, that the coefficient 7/6 is an order of magnitude larger than those of the gapped NG modes, 1/12 and 1/24. If the anisotropic effect induces a comparable amount of the gap $\nu_D$ with the gapped modes, the scattering length should be much larger.
In the case of \(1/v \neq 0\) and \(\Sigma = 0\), when the external fields are applied, the asymptotic NG fields are expanded as follows:

\[
\pi^\alpha(x, t) = \int \frac{d^3k}{(2\pi)^3} \sqrt{\frac{v}{2k}} \left\{ \epsilon^\alpha a_1(k)e^{-ikx} + \epsilon^{*\alpha} a_1^\dagger(k)e^{ikx} \\
+ \epsilon^{*\alpha} a_2(k)e^{-ik^2x} + \epsilon^\alpha a_2^\dagger(k)e^{ik^2x} \right\},
\]

(98)

where \(k^\alpha x = \omega^\alpha x_0 - k \cdot x\) with

\[
\omega^1 = \mu H + v\bar{k},
\]
\[
\omega^2 = -\mu H + v\bar{k}.
\]

(100)

Note that \(\bar{k}\) does not depend on the magnetic field. The \(\pi^\alpha(k)\) denote the particle states with the dispersion relation \(\omega^\alpha\) created by \(a^\dagger\). The scattering amplitudes for \(\pi^1(k_1) + \pi^1(k_2) \rightarrow \pi^1(k_3) + \pi^1(k_4), \pi^2(k_1) + \pi^2(k_2) \rightarrow \pi^2(k_3) + \pi^2(k_4), \) and \(\pi^1(k_1) + \pi^2(k_2) \rightarrow \pi^1(k_3) + \pi^2(k_4)\) are given by

\[
M \left[ \pi^1(k_1) + \pi^1(k_2) \rightarrow \pi^1(k_3) + \pi^1(k_4) \right] = M \left[ \pi^2(k_1) + \pi^2(k_2) \rightarrow \pi^2(k_3) + \pi^2(k_4) \right] = -\frac{v^2}{6F^2\sqrt{k_1k_2k_3k_4}} \begin{vmatrix} 3(\bar{k}_1\bar{k}_2 - k_1 \cdot k_2) \\
-7(\alpha_1 - \alpha_2) \frac{D_3}{F^2} \end{vmatrix}
\]

(101)

\[
M \left[ \pi^1(k_1) + \pi^2(k_2) \rightarrow \pi^1(k_3) + \pi^2(k_4) \right] = \frac{v^2}{6F^2\sqrt{k_1k_2k_3k_4}} \begin{vmatrix} 3(\bar{k}_1\bar{k}_3 - k_1 \cdot k_3) \\
+7(\alpha_1 - \alpha_2) \frac{D_3}{F^2} \end{vmatrix}.
\]

(102)

Note that the scattering amplitudes do not depend on the magnetic field, as in the case of the ferromagnet. A different result in a previous study [13] is due to the dependence of the magnetic field for \(\bar{k}\) in Eq. (99). Our result for \(\bar{k}\) is consistent with the quantization conditions (31)–(33). The scattering lengths are given by

\[
a^{1+1\rightarrow 1+1} = a^{2+2\rightarrow 2+2} = \frac{vD}{3F^2},
\]

(103)

\[
a^{1+2\rightarrow 1+2} = \frac{5vD}{6F^2},
\]

(104)

with the mass gap \(v_D = v\sqrt{(\alpha_1 - \alpha_2)D_3/F^2}\).
In the case of $1/v \neq 0$ and $\Sigma \neq 0$, the asymptotic fields involving the external fields are given by

$$\pi^a(x,t) = \frac{F}{\sqrt{\Sigma}} \int \frac{d^3k}{(2\pi)^3 \sqrt{\omega(k)}} \times \left\{ e^{iM(k)}e^{-ik''x} + e^{*a}a^*_M(k)e^{ik''x} ight\}. \quad (105)$$

$$\tilde{\omega}(k) = 1 + \left( \frac{2F^2}{\nu \Sigma} \right)^2 \left( k^2 + \frac{D_3}{F^2} (\alpha_1 - \alpha_2) \right)^{1/2}.$$

$$\omega^H \equiv \mu H + \frac{\nu \Sigma}{2F^2} (-1 + \bar{\omega})$$

$$\omega^M \equiv -\mu H + \frac{\nu \Sigma}{2F^2} (1 + \bar{\omega})$$

$$\approx \frac{\nu \Sigma}{F^2} - \mu H + \frac{\alpha_1 - \alpha_2}{\Sigma} D_3 + \frac{F^2}{\Sigma} k^2. \quad (106)$$

The amplitudes for the scattering processes $\pi^H(k_1) + \pi^H(k_2) \rightarrow \pi^H(k_3) + \pi^H(k_4)$, $\pi^H(k_3) + \pi^H(k_4)$, and $\pi^H(k_1) + \pi^H(k_2) \rightarrow \pi^M(k_3) + \pi^M(k_4)$ are given by

$$M[\pi^H(k_1) + \pi^H(k_2) \rightarrow \pi^H(k_3) + \pi^H(k_4)] = \frac{1}{\sqrt{\omega_1 \omega_2 \omega_3 \omega_4}} \left[ -\frac{1}{3\Sigma} (\omega^H_1 + \omega^H_2) + \frac{F^2}{3\Sigma^2} (4k_1 \cdot k_2 + 2k_3 \cdot k_4 + k_1^2 + k_2^2) + \frac{2}{3\Sigma} \mu H + \frac{16}{3} (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma^2} \left] \right. \right.$$

$$\approx \frac{1}{\sqrt{\omega_1 \omega_2 \omega_3 \omega_4}} \left[ \frac{2F^2}{\Sigma^2} (k_1 \cdot k_2) + \frac{14}{3} (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma^2} + O(k_i^4, H^2, D^2) \right], \quad (107)$$

$$M[\pi^H(k_1) + \pi^M(k_2) \rightarrow \pi^H(k_3) + \pi^M(k_4)] = \frac{1}{\sqrt{\omega_1 \omega_2 \omega_3 \omega_4}} \left[ \frac{1}{6\Sigma} (\omega^M_2 + \omega^H_4 - \omega^H_1 - \omega^H_3) + \frac{F^2}{3\Sigma^2} (4k_2 \cdot k_3 + 2k_1 \cdot k_4 - k_2^2 - k_3^2) + \frac{2}{3\Sigma} \mu H + \frac{16}{3} (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma^2} \right].$$
\[
\begin{align*}
\sum_{\mathcal{S}} & \approx \frac{1}{\sqrt{\omega_1 \omega_2 \omega_3 \omega_4}} \left[ \frac{1}{3F_1^2} + \frac{F^2}{6\Sigma^2} \left( -k_1^2 + 3k_2^2 + k_3^2 + k_4^2 - 4k_1 \cdot k_4 - 8k_2 \cdot k_4 \right) \\
& + \frac{16}{3} (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma^2} \right], \\
M \left[ \pi^M (k_1) + \pi^M (k_2) \rightarrow \pi^M (k_3) + \pi^M (k_4) \right] & = \frac{1}{\sqrt{\omega_1 \omega_2 \omega_3 \omega_4}} \left[ \frac{1}{3\Sigma} (\omega_1^M + \omega_2^M) + \frac{F^2}{3\Sigma^2} \left( 4k_1 \cdot k_2 + 2k_3 \cdot k_4 + k_1^2 + k_2^2 \right) + \frac{2}{3\Sigma} \mu H + \frac{16}{3} (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma^2} \right], \\
& \approx \frac{1}{\sqrt{\omega_1 \omega_2 \omega_3 \omega_4}} \left[ \frac{2}{3F_1^2} + \frac{2F^2}{3\Sigma^2} \left( (k_1 + k_2)^2 + k_1 \cdot k_2 \right) + 6 (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma^2} \right].
\end{align*}
\]

with \( \tilde{\omega}_i \equiv \tilde{\omega} (k_i) \). Note that the scattering amplitudes do not depend on the magnetic field but on the anisotropic effect. Using the definition given in Appendix A, the scattering lengths are given by

\[
\begin{align*}
a_{II+II \rightarrow II+II} & = \frac{\sum}{4F^2 \tilde{\omega} (0)} \left[ -\frac{v^2}{3F_1^2} (\tilde{\omega}(0) - 1) + \frac{16}{3} (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma^2} \right] \\
& \approx \frac{7}{6F^2} (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma}, \\
a_{II+M \rightarrow II+M} & = \frac{\sum}{4F^2 \tilde{\omega} (0)} \left[ \frac{1}{3F_1^2} + \frac{16}{3} (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma^2} \right] \\
& \approx \frac{\sum}{4F^2} \left[ \frac{1}{3F_1^2} + \frac{16}{3} (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma^2} \right], \\
a_{M+M \rightarrow M+M} & = \frac{\sum}{4F^2 \tilde{\omega} (0)} \left[ \frac{v^2}{3F_1^2} (\tilde{\omega}(0) + 1) + \frac{16}{3} (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma^2} \right] \\
& \approx \frac{\sum}{4F^2} \left[ \frac{v^2}{3F_1^2} + 6 (\alpha_1 - \alpha_2) \frac{D_3}{\Sigma^2} \right].
\end{align*}
\]

Again, all the scattering lengths are finite and only depend on the anisotropy.

The existence of the nonzero magnon scattering length has an important implication in few-body systems. The nonzero scattering length is induced by the four-magnon contact vertex without derivatives in Eq. (90), because the scattering length is defined at zero momentum. The above results
are obtained by the perturbative calculation in the counting scheme (92), where the strength of the external field is counted as $O(p)$. As a consequence, the scattering length obtained should not be very large.

On the other hand, we can modify the power-counting scheme in the presence of the contact interaction. Considering the small momentum limit with a fixed strength of the external field, we may regard the external field as $O(1)$. This is analogous to the chiral EFT for the nuclear force, where the leading-order term contains the $O(1)$ contact interaction. In this case, systematic perturbation theory to describe the two-nucleon system with a large scattering length can be formulated by the nonperturbative resummation of the $O(1)$ contact term [42,43]. In general, nonrelativistic EFT with a contact interaction has two fixed points, corresponding to the vanishing scattering length (noninteracting limit) and the infinitely large scattering length (unitary limit) [44,45]. While the original counting scheme (92) corresponds to the expansion around the noninteracting limit, the new counting scheme gives the expansion around the unitary limit [42,43]. We thus conclude that the EFT in this work can describe magnon systems with a large scattering length, with an appropriately modified power-counting scheme.

When the two-body scattering length is infinitely large, the three-body system is known to exhibit the Efimov effect [44]. In fact, the Efimov effect for magnons is shown to be induced by the anisotropic effect [15,16]. This is consistent with the presence of the contact term in the EFT with the anisotropic effect.

Moreover, we note that the scattering length of the gapped mode in the ferrimagnet remains finite without the anisotropic effect, as in Eq. (69). In this case, although the contact term does not explicitly appear in the Lagrangian, the time derivative term generates an effective contact interaction which is proportional to the gap energy. We expect that the Efimov effect for magnons in a ferrimagnet can be realized even in the absence of the anisotropic effect.

4.Summary and concluding remarks

In this paper, we have discussed the low-energy effective field theory for spin systems including a ferrimagnet, and the scattering processes of the magnons as the Nambu–Goldstone (NG) modes. On the basis of the Lagrangians, we have obtained the dispersion relations of the magnons as the NG modes, which coincide with the microscopic results. In particular, the case of the ferrimagnet is worth mentioning, where the NG modes have two types of dispersion relations, $\omega \propto k^2$, $k^2 + m^2$, i.e., a massless mode with a quadratic momentum dependence and a gapped mode, both of which come from the spontaneous symmetry breaking. We have shown that the Lagrangian including only terms with one time derivative describes the system with just one order parameter given by the commutation relation between the broken charge and the charge density (magnetization), while the Lagrangian including both terms with one and two time derivatives describes the system with two order parameters (magnetization and staggered magnetization). This result also supports the good correspondence between the EFTs and the microscopic theories of the spin systems. Furthermore, we have established the power-counting scheme for the Lagrangian which confirmed the validity of the gapped mode, and clarified the systematic expansion.

To determine the particle (magnon) states and discuss the scattering process, we have derived the Hamiltonian from the Lagrangian. In the ferromagnet case, where no term with two time derivatives

4 Strictly speaking, this kind of effective contact term also contributes to the scattering length with the anisotropic effect.
exists in the Lagrangian, the Hamiltonian has been constructed using the Dirac–Bergmann method for constraint systems, while in the antiferromagnet and the ferrimagnet cases the Hamiltonian has been constructed by the conventional method. Furthermore, the quantization of the system has been done by equating the commutation relation with the Dirac brackets in the ferromagnet and the Poisson bracket in the antiferromagnet and the ferrimagnet cases. Thus we have found that one magnon state as the NG mode appears in the ferromagnet, while two magnon states do so in the antiferromagnet and the ferrimagnet.

Then we have calculated the scattering amplitudes for magnon–magnon scattering processes in the nonrelativistic notation. For the magnon–magnon scattering in the ferromagnet and antiferromagnet, we have reproduced the results given in a previous study [13]. In addition, we have obtained the amplitudes for the three types of magnon–magnon scattering processes in the ferrimagnet. Remarkably enough, the scattering lengths of the processes involving the gapped state are finite even without explicit symmetry breaking. The strengths of the scattering lengths are related to the gap of the mode, because both originate in the spontaneous symmetry breaking. The relation of the scattering length and the gap will be useful to identify the gapped NG mode in real materials. The finite scattering length also implies that the Efimov effects come into play in the ferrimagnet even without the external fields, in contrast to the ferromagnet discussed in Refs. [15,16].

Finally, we have discussed the effects of the magnetic fields and the anisotropy as explicit symmetry breaking effects. The effective Lagrangian and the physical states of magnons have been constructed, and the scattering amplitudes have been calculated. All the amplitudes for the magnon–magnon scattering processes are affected by the anisotropy but not by the magnetic field. The irrelevance of the magnetic field may be attributed to the identification of the magnetic field with the SO(3) gauge field. In a recent cold atom experiment, the dispersion relation of the magnon in the ferromagnetic phase of spinor Bose–Einstein condensate was successfully measured [46]. In addition, realization of the ferrimagnetic state is also possible, for instance, using Kagome lattices [47,48]. These developments, together with the Efimov effect, will be useful to experimentally realize the findings in this paper.
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Appendix A. Scattering length, phase shift, and scattering amplitude in the nonrelativistic notation
In the nonrelativistic notation, the normalization of the states is defined by
\[
\langle f | i \rangle = \delta_{fi}.
\] (A1)

The S matrix element \( S_{fi} \) and the scattering amplitude \( M_{fi} \) for the scattering process \( i \rightarrow f \) are related as follows:
\[
S_{fi} = \delta_{fi} - i (2\pi)^4 \delta^4 (P_f - P_i) M_{fi},
\] (A2)
Thus the unitary condition is given in terms of the partial wave amplitude, partial wave expansion and the angular integral, the unitary condition is reduced to

$$-2 \text{Im} M_f = \sum_n (2\pi)^4 M_{fn} M^\dagger_{n} \delta^4 (P_n - P_f).$$  \hspace{1cm} (A3)

For two-particle scattering processes below inelastic thresholds in the center of mass frame, the summation is reduced to the form given in terms of energies $E_k, E_i$ as

$$\sum_n \delta^4 (P_n - P_f) \rightarrow \int \frac{d^3 k_1}{(2\pi)^3} \int \frac{d^3 k_2}{(2\pi)^3} \delta (k_1 + k_2) \delta (E_k - E_i),$$  \hspace{1cm} (A4)

and the scattering amplitude is found to be written as $M_f = M (q_f, q_i)$ with the three-dimensional initial and final momenta $q_f, q_i$. The unitary condition of the scattering amplitude is rewritten as

$$-2 \text{Im} M (q_f, q_i) = \int \frac{d^3 k}{(2\pi)^3} M (q_f, k) M^\dagger (k, q_i) \delta (E (|k|) - E_i).$$  \hspace{1cm} (A5)

Using the spherical harmonic functions $Y_{lm}$ and the Legendre polynomials $P_l$, the partial wave amplitude $M^l_f$ is given by

$$M (q_f, q_i) = \sum_l (2l + 1) P_l (\cos \theta) M_l (|q_f|, |q_i|)$$

$$= 4\pi \sum_{l,m} Y_{lm} (\Omega_f) Y^\dagger_{lm} (\Omega_i) M_l (|q_f|, |q_i|),$$  \hspace{1cm} (A6)

with scattering angle $\theta$ and solid angles $\Omega_f, \Omega_i$ for the final and initial state. By performing the partial wave expansion and the angular integral, the unitary condition is reduced to

$$-2 \sum_l (2l + 1) P_l (\cos \theta) \text{Im} M_l (q_f, q_i)$$

$$= \int_0^\infty |k|^2 d |k| \sum_{l,m} Y_{lm} (\Omega_f) Y^\dagger_{lm} (\Omega_i)$$

$$\times M_l (|q_f|, |k|) M^\dagger_l (|k|, |q_i|) \delta (E (|k|) - E_i)$$

$$= \sum_l \frac{2l + 1}{4\pi} P_l (\cos \theta) \int_0^\infty |k|^2 d |k|$$

$$\times M_l (|q_f|, |k|) M^\dagger_l (|k|, |q_i|) \delta (E (|k|) - E_i).$$  \hspace{1cm} (A7)

Thus the unitary condition is given in terms of the partial wave amplitude,

$$-2 \text{Im} M_l (q, q)$$

$$= \frac{1}{4\pi} \int_0^\infty |k|^2 d |k| M_l (q, |k|) M^\dagger_l (|k|, q) \delta (E (|k|) - E_i)$$

$$= \frac{1}{4\pi} \left| \frac{\partial E(q)}{\partial q} \right|^{-1} q^2 M_l (q, q) M^\dagger_l (q, q),$$  \hspace{1cm} (A8)
where we used \( q \equiv |\mathbf{q}_f| = |\mathbf{q}_i| \). Using the unitary condition, the phase shift \( \delta_l \) is defined through the partial wave amplitude \( M_l \):

\[
M_l(q) = \frac{8\pi}{q^2} \frac{\partial E(q)}{\partial q} \sin \delta_l e^{i\delta_l}.
\]  

(A9)

Using this expression, the scattering length is defined from the amplitude:

\[
a = \lim_{q \to 0} q \left( \frac{\partial E(q)}{\partial q} \right)^{-1} M(q, \theta),
\]  

(A10)

with the three-dimensional momenta \( q \) and the scattering angle \( \theta \) in the center of mass. The definition is opposite in sign to the standard definition \( a_0 \) with the effective range expansion \( k \cot \delta_0 = -1/a_0 + O(k^2) \).
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