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Abstract
The (super) Schottky uniformization of compact (super) Riemann surfaces is briefly reviewed. Deformations of super Riemann surface by gravitinos and Beltrami parameters are recast in terms of super Schottky group cohomology. It is checked that the super Schottky group formula for the period matrix of a non-split surface matches its expression in terms of a gravitino and Beltrami parameter on a split surface. The relationship between (super) Schottky groups and the construction of surfaces by gluing pairs of punctures is discussed in an appendix.
1 Introduction

There has been a resurgence of interest in super Riemann surfaces (SRS) and their supermoduli [1–6]. SRS are the natural objects on which to define superconformal field theories in two dimensions [7], and thus they play a fundamental role in perturbative superstring theory in the Ramond-Neveu-Schwarz framework, where quantum amplitudes are computed as integrals of certain measures over supermoduli space [8]. For a classical review of how these measures arise, see, for example, section III of [9], or [10,12] for a more recent exposition. An understanding of these objects is thus
important in theoretical physics as well as for the considerable pure-mathematical appeal they hold.

There are several ways to compute with super Riemann surfaces used in the physics literature. The most common is to work with the underlying Riemann surface along with a spinor-valued differential form called a gravitino (a recent work demonstrating the validity of this description is [4]). This is the approach taken, for example, by D’Hoker and Phong to compute the period matrix of a non-split SRS [13], which was used to fibre supermoduli space over moduli space for genus $g = 2$ and to thus evaluate the two-loop superstring vacuum energy (see, for example, [14] and references therein).

A different approach is that of super Schottky groups [15–17], with which compact SRS are given as quotients of a covering space by certain groups $G \subseteq \text{OSp}(1|2)$ of ‘super-projective’ maps. The construction is directly analogous to the classical construction of compact Riemann surfaces as quotients by Schottky groups [18]. Super Schottky groups have some drawbacks: they treat $A^i$ and $B^j$ homology cycles on a different footing (in the conventional basis), it is not known how to explicitly characterize all boundaries of super-Schottky space, and they describe only those SRS with even spin structures.

But super Schottky groups have a number of attractive features: automorphic forms can be used to give explicit formulae for many objects (such as the period matrix $\tau_{ij}$, the abelian differentials, the Szegő kernel, the prime form, and so on). The supermoduli are realized fairly explicitly as even and odd parameters of a set of super-projective transformations which generate the group. Super Schottky space has a natural complex structure compatible with supermoduli space (in contrast to the uniformization by super-Fuchsian subgroups of $\text{OSp}(1|2)$ [16, 19]). It is appealing to think of super Schottky groups as arising from the repeated gluing of pairs of marked points (i.e. Neveu-Schwarz punctures) on SRS, giving the supermoduli an intuitive interpretation, and making them well-suited to the description of certain types of degeneration.

Because of their relationship to gluing, (bosonic) Schottky groups emerged automatically in the earliest attempts at computing multiloop string theory amplitudes with operator methods [20–23], with super Schottky groups emerging from analogous superstring computations in the 1980s [17]. The fact that Schottky moduli can be easily related to gluing parameters near corners of moduli space means that Schottky groups are particularly well-suited to describing the low-energy behaviour of string theory amplitudes. For example, in [24], complicated two-loop Feynman integrands for Yang-Mills gauge theory amplitudes have been reproduced starting from the bosonic string measure described by Schottky groups, as expected. That result has been reproduced successfully also starting from the Neveu-Schwarz sector of Type IIB superstring theory using super Schottky groups in [24, 25], with the benefit that there is no longer a tachyon contribution as in the bosonic theory.

This paper is concerned with the relationship between the super Schottky uniformization and the description of non-split SRS by gravitinos (and metric deformations) on split surfaces. In particular, we want to translate results expressed using gravitinos into a form which is useful for super Schottky group computations. The main idea is to take statements involving the deformation of split SRS by gravitinos
and Beltrami differentials and recast them in terms of the Eichler cohomology of the super Schottky group. Our primary goal is to check that the formula for the period matrix of a non-split SRS given in [13] and section 8 of [1] gives the same result as the super Schottky group series formula given in [17].

Our calculation uses first-order deformations which can be described with quasisuperconformal vector fields [15]. By taking the deformation to be a nilpotent function of two odd parameters we can ensure that it is identical to its linear approximation. Restricting to two odd supermoduli is completely general in genus two (with no punctures) when this matches the odd dimension of supermoduli space. We check equalities by computing the first few terms in power series expansions in the (super) Schottky (semi)multipliers. Since these moduli can be thought of as gluing parameters describing the pinching of the $A^i$ homology cycles, this expansion captures the leading behaviour near the corresponding corner of the Deligne-Mumford compactification of (super) moduli space.

The motivation of this work is to develop techniques suitable for adapting super Schottky groups to the Ramond sector of superstring theory. Super Schottky groups are useful for describing string worldsheets near corners of moduli space only when the string states propagating through the nodes are in the Neveu-Schwarz sector, because super Schottky moduli are related to gluing parameters for pairs of Neveu-Schwarz punctures. Super Schottky groups are not suitable for describing string worldsheets near corners of moduli space with Ramond nodes. This precludes, in particular, the use of super Schottky groups to compute integrands for Feynman graphs with fermion edges by generalizing the results of [24]. A generalization of super Schottky groups allowing both spin structures for the $A^i$ cycles would thus be considerably useful (some progress in this direction was made by Petersen in [26]).

The outline of this paper is as follows. In section 2 we review necessary facts about the (super) Schottky group construction of compact (super) Riemann surfaces, also recalling some points about super Riemann surfaces. Section 3 contains the main results of this paper: in subsection 3.1 we collect results about deformations of Riemann surfaces via Beltrami differentials and how they can be related to shifts in the Schottky moduli, then in subsection 3.2 we see how the analysis is adapted for deformations of super Riemann surfaces, using our results to compute the period matrix of a non-split super Riemann surface in genus $g = 2$.

In Appendix A we include some (super) Schottky group formulae for geometric objects defined on (super) Riemann surfaces and (super) moduli space. In Appendix B we discuss the relationship between (super) Schottky groups and the construction of higher-genus compact (super) Riemann surfaces by gluing plumbing fixtures between pairs of marked points, with the Schottky (super) moduli arising in a simple way.

**Notation**

We write ‘bosonic’ to refer specifically to objects in non-super geometry. When we use ‘odd constants’ e.g. odd super Schottky parameters $\theta_i, \phi_i$, we are implicitly working over a Grassmann algebra generated by these constants. A bold italic letter e.g. $w, z$ denotes a function valued in $\mathbb{CP}^{1|1}$ or $\mathbb{C}^{1|1}$ (possibly depending on odd constants), such as a superconformal coordinate or an element of $\text{OSp}(1|2)$. To avoid
clutter we do not distinguish notationally between linear and (super-)conformal realizations of PSL(2) and OSp(1|2). We use Greek indices for generic (super) Schottky group elements: $\gamma_\alpha; \gamma_\beta$, with Roman indices specifically for the generators: $\gamma_i; \gamma_j$.

**Mathematica notebook**

A *Mathematica* notebook, ‘GravitinoSchottky.nb’, and a package, ‘schottky.m’, are included as ancillary files on arXiv. In the notebook we check the results of sections 3.2.1 and A.4 in which the period matrix of a non-split SRS in genus $g = 2$ is computed to first order in the semimultipliers $\varepsilon_i$, both directly from the formula Eq. (A.17) and via deformations of a split surface, Eq. (3.73).

## 2 Schottky Groups

### 2.1 Schottky groups for Riemann surfaces

In this section we review a classical construction of families of compact Riemann surfaces as quotients of a certain covering space by the action of a Schottky group of Möbius maps. Here we simply state the construction; in Appendix B we explain how it can be arrived at by gluing pairs of marked points.

#### 2.1.1 Hyperbolic Möbius maps

Schottky groups are subgroups of $\text{PSL}(2)$, the group of matrices of the form

$$
\gamma \equiv \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad ad - bd = 1,
$$

subject to the equivalence relation $(a b \\ c d) \sim (\frac{-a}{c} \frac{-b}{d})$. $\text{PSL}(2)$ acts on the Riemann sphere $\mathbb{CP}^1 = \mathbb{C} \cup \{\infty\}$ by Möbius maps:

$$
z \mapsto \gamma(z) = \frac{az + b}{cz + d},
$$

A Möbius map with two distinct fixed points, one attractive and one repulsive, is called hyperbolic (or loxodromic). Any hyperbolic Möbius map $\gamma$ with attractive and repulsive fixed points $u$ and $v$, respectively, can be defined implicitly by

$$
\frac{\gamma(z) - u}{\gamma(z) - v} = k \frac{z - u}{z - v},
$$

where $k$ is called the multiplier of $\gamma$, with $0 < |k| < 1$. Hyperbolic Möbius maps are therefore parametrized by $u$, $v$ and $k$. Explicitly, we can write

$$
\gamma = \Gamma_{uv}^{-1} \circ P_k \circ \Gamma_{uv}
$$

where $\Gamma_{uv}$ is a $\text{PSL}(2)$ map taking the attractive and repulsive fixed points $u$ and $v$ to 0 and $\infty$, respectively, for example:

$$
\Gamma_{uv} \equiv \frac{1}{\sqrt{u - v}} \begin{pmatrix} 1 & -u \\ 1 & -v \end{pmatrix}, \quad z \mapsto \Gamma_{uv}(z) = \frac{z - u}{z - v},
$$
Quotienting $\mathbb{CP}^1 - \Lambda(G)$ (Fig. 1a) by a rank-2 Schottky group $G$ freely generated by $\{\gamma_1, \gamma_2\}$ adds two handles to the sphere, giving a compact surface $\Sigma$ of genus $g = 2$ (Fig. 1b) conformally equivalent to the fundamental region $\mathcal{F}(G)$ with its boundary circles identified in pairs. The standard basis of $A^i$ and $B_j$ homology 1-cycles is shown.

and $P_k$ is a dilatation:

$$P_k \equiv \begin{pmatrix} \sqrt{k} & 0 \\ 0 & 1/\sqrt{k} \end{pmatrix}, \quad z \mapsto P_k(z) = kz. \quad (2.6)$$

The matrix $\gamma$ has eigenvectors $(u, 1)^t$ and $(v, 1)^t$ and the ratio of the corresponding eigenvalues is $k$.

### 2.1.2 Schottky groups

Suppose we have $2g$ circles on the Riemann sphere, say $C_i, C'_i$ for $i = 1, \ldots, g$, which together bound a connected region $\mathcal{F}$ such that

$$\partial \mathcal{F} = \sum_{i=1}^{g} (C'_i - C_i) \quad (2.7)$$

where the sign denotes orientation. Furthermore, suppose we can find a set of $g$ hyperbolic Möbius maps $\gamma_i \in \text{PSL}(2)$ such that $\gamma_i(C_i) = C'_i$.

Then the group $G$ freely generated by the $\gamma_i$ is a Schottky group of genus $g$. Every element $\gamma$ of a Schottky group $G$ is hyperbolic (and in fact every freely-generated subgroup of PSL(2) with this property is a Schottky group [27]).

$\mathcal{F}$ is a fundamental region for $G$; we can write $\overline{\mathcal{F}}$ for its closure which includes the $2g$ ‘Schottky circles’ $C_i, C'_i$. The group has a limit set $\Lambda(G) \subseteq \mathbb{CP}^1$, which is the set of points which are not equivalent by the Schottky group $G$ to some point in $\overline{\mathcal{F}}$ (this does not depend on the choice of $\mathcal{F}$: we may alternatively define $\Lambda(G)$ as...
the set of accumulation points of the orbits of $G$). Then if we subtract the limit set from the Riemann sphere and quotient by $G$, the coset space is a compact Riemann surface of genus $g$:

$$\Sigma_g = (\mathbb{CP}^1 - \Lambda(G))/G.$$  \hfill (2.8)

We could define the same surface perhaps more intuitively by taking the fundamental region $F$ and identifying the boundary circles in pairs with $z \sim \gamma_i(z)$ for $z \in C_i$ and $\gamma_i(z) \in C'_i$, making sure to note that the resulting surface depends, of course, only on the Schottky group $G$ and not on the choice of $F$. See Fig. 1 for an illustration of the genus $g = 2$ case.

A marked Schottky group is a Schottky group $G$ with a choice of $g$ generators $\gamma_i$. Since fixing the generators fixes the whole group, of course, we can parametrize marked Schottky groups by giving the $3g$ parameters $u_i, v_i, k_i$, $i = 1, \ldots, g$. Two Schottky groups conjugate by a PSL(2) transformation will describe the same Riemann surface $\Sigma_g$; to get rid of this redundancy we can always fix coordinates on $\mathbb{CP}^1$ with

$$u_1 = 0, \quad v_1 = \infty, \quad v_2 = 1.$$  \hfill (2.9)

A marked Schottky group satisfying Eq. (2.9) is normalized. The $(3g-3)$-dimensional space of marked, normalized Schottky groups of genus $g$ is called Schottky space $\mathcal{S}_g$.

A compact Riemann surface $\Sigma_g$ is marked if it has a basis $\{A_i, B_j; i, j = 1, \ldots g\}$ of 1-cycles whose oriented intersection number is given by $(A_i, A_j) = (B_i, B_j) = 0$ and $(A_i, B_j) = -(B_j, A_i) = \delta_{ij}$. Conventionally, the $A_i$ cycles on a Riemann surface $\Sigma_g$ given by a Schottky group $G$ may be taken as the Schottky circles $C_i$ for some choice of $F$, while the $B_i$ cycles are given by a choice of curve connecting a point on $C_i$ to the $G$-equivalent point on $C'_i$.

It is a classical theorem that any compact Riemann surface $\Sigma_g$ can be constructed with a Schottky group $G$. It is not always possible to find $F$ such that the boundary components are geometric circles; it is only necessary that they are closed curves with the right topology.

### 2.2 Schottky groups for super Riemann surfaces

There is an analogous construction to the one in the previous section which can be used to describe super Riemann surfaces (SRS). In section 2.2.1 we recall some basic definitions and facts about SRS, in sections 2.2.2 and 2.2.3 we review super-projective transformations, and in section 2.2.4 we describe how these can be used to build families of compact SRS.

#### 2.2.1 Super Riemann surfaces

Let us recall that an SRS $\Sigma$ is a $1|1$-dimensional complex supermanifold with some additional structure, namely that its tangent bundle comes with a rank-0$|1$ subbundle $\mathcal{D} \subset T\Sigma$ such that any local non-zero section $D$ of $\mathcal{D}$ has the property that $D^2 \equiv \frac{1}{2} \{D, D\}$ is nowhere proportional to $D$. It is always possible to choose local coordinates $z \equiv z|\zeta$ where sections of $\mathcal{D}$ are proportional to

$$D_\zeta \equiv \partial_\zeta + \zeta \partial_z,$$  \hfill (2.10)
whose square $D_\zeta^2 = \partial_\zeta$ is clearly linearly independent of $D_\zeta$. Coordinates with this property are called superconformal. If $\hat{z} = \hat{\zeta}|\hat{\zeta}$ is a coordinate system which overlaps with the superconformal coordinate $\zeta$, then it is also superconformal if and only if
\[
D_\zeta \hat{z} = \hat{\zeta} D_\zeta \hat{\zeta}
\] (2.11)
holds [7]. The superderivative transforms under the superconformal change of coordinates as
\[
D_\zeta = F_{\hat{z}}(z) D_{\hat{\zeta}} , \quad F_{\hat{z}}(z) \equiv D_{\hat{\zeta}} \hat{\zeta}(z) \] (2.12)
where the ‘semijacobian’ $F_{\hat{z}}(z)$ satisfies a chain rule
\[
F_{w \circ v}(u) = F_w(v(u)) \cdot F_v(u) .
\] (2.13)
Any supermanifold has a Berezinian bundle, and an SRS in particular has a Berezinian bundle generated by the symbol $[dz|d\zeta] \equiv [dz]$ which transforms oppositely to $D_\zeta$ under superconformal changes of coordinates [28]:
\[
[dz|d\zeta] = F_{\hat{z}}(z)^{-1}[d\hat{z}|d\hat{\zeta}]
\] (2.14)
so that $[dz]D_\zeta$ is coordinate-independent. In general, if $\phi(z)[dz]^h$ is superconformally covariant, i.e. if $\phi(z) = F_{\hat{z}}(z)^h \hat{\phi}(z)$, then $\phi(z)$ is a section of $\mathcal{D}^h$ called an $h/2$-superdifferential, or a superconformal primary of weight $h/2$.

Of particular interest are $1/2$-superdifferentials which can be identified with sections of the Berezinian bundle and inserted in contour integrals covariantly. On a compact SRS of genus $g$, there is a $(g|0)$-dimensional space of holomorphic $1/2$-superdifferentials (called abelian superdifferentials). We can write them in terms of local superconformal coordinates as $\hat{\sigma}(z|\zeta) = \hat{\phi}(z|\zeta)[dz|d\zeta]$.

Given a homology basis of $\Sigma_g$ we can fix a normalized basis $\{\hat{\sigma}_i\}$ of abelian superdifferentials by
\[
\frac{1}{2\pi i} \oint_{A_i} \hat{\phi}_j(z|\zeta)[dz|d\zeta] = \delta_{ij} ,
\] (2.15)
where the Berezinian integration is understood in the usual way (see, for example, [29]). Then the period matrix of $\Sigma_g$, $\tau_{ij}$, is a symmetric $g \times g$ matrix defined by [30]
\[
\tau_{ij} = \frac{1}{2\pi i} \oint_{B_{ij}} \hat{\phi}_i(z|\zeta)[dz|d\zeta].
\] (2.16)

As with any supermanifold, an SRS $\Sigma$ has an associated reduced surface $\Sigma$ which is an ordinary Riemann surface: if $\Sigma$ has transition functions $z_i(z_j) = f_{ij}(z_j|\zeta_j) \hat{\phi}_i(z_j|\zeta_j)$, then the surface with transition functions $z_i(z_j) = f_{ij}(z_j|0)$ is the associated reduced surface $\Sigma$ [1].

A simple example of a compact SRS is a ‘Riemann supersphere’ [15] defined by giving two superconformal charts $z$ and $w$ related by the superconformal transformation
\[
z = I(w) , \quad I(w) \equiv -1/w - \psi/w.
\] (2.17)
As a complex supermanifold this is the projective space \( \mathbb{C}P^1 \), which is defined by taking \( \mathbb{C}^2 \) minus the 0-dimensional locus where both even coordinates vanish, and quotienting by the equivalence relation \((u,v|\theta) \sim (\lambda u, \lambda v|\lambda \theta)\) where \( \lambda \) is any non-zero complex number \([31]\). Taking \( u,v|\theta \) as coordinates on \( \mathbb{C}^2 \), the superconformal coordinate charts \( z \) and \( w \) of Eq. (2.17) can be defined by

\[
z|\zeta \equiv \frac{u}{v} | \frac{\theta}{v} \quad \text{for } v \neq 0; \quad w|\psi \equiv -\frac{v}{u} | \frac{\theta}{u} \quad \text{for } u \neq 0.
\]

(2.18)

It can be shown (see e.g. section 5.1.1 of \([1]\)) that this is the only SRS \( \Sigma \) whose reduced surface is the Riemann sphere.

### 2.2.2 Super projective transformations

The superconformal structure on \( \mathbb{C}P^1 \) can also be defined by introducing a skew-symmetric bilinear form \( \langle \cdot, \cdot \rangle \) on \( \mathbb{C}P^2 \) defined by (Eq. (5.4) of \([1]\))

\[
\langle Y,Y' \rangle = uv' - vu' - \theta \theta',
\]

(2.19)

where \( Y = (u,v|\theta) \) and \( Y' = (u',v'|\theta') \). It can be shown (see, for example, Theorem (1.12) of Chapter 2 of \([31]\)) that the set of automorphisms of \( \mathbb{C}P^1 \) as a SRS is the supergroup which preserves the bilinear form Eq. (2.19), namely \( \text{OSp}(1|2) \).

\( \text{OSp}(1|2) \) acts linearly on the homogeneous coordinates by \( \text{GL}(2|1) \) matrices of the form

\[
\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} \alpha \\ \beta \end{pmatrix},
\]

(2.20)

where the five even and four odd variables are subject to one even and two odd constraints as well as one even normalization condition:

\[
\begin{pmatrix} \alpha \\ \beta \end{pmatrix} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} -\delta \\ \gamma \end{pmatrix}, \quad ad - bc - \alpha \beta = 1, \quad e = 1 - \alpha \beta
\]

(2.21)

so that \( \text{OSp}(1|2) \) has dimension \( 3|2 \). The inverse of such a map \( \gamma \) is

\[
\gamma^{-1} = \begin{pmatrix} d & -b \\ -c & a \end{pmatrix} \begin{pmatrix} \delta \\ -\gamma \end{pmatrix}.
\]

(2.22)

In terms of the superconformal coordinates \( z|\zeta \) defined in Eq. (2.18), \( \gamma \) acts as

\[
z|\zeta \mapsto \gamma(z|\zeta) = \frac{az + b + \alpha \zeta}{cz + d + \beta \zeta} | \frac{\gamma z + \delta + \epsilon \zeta}{cz + d + \beta \zeta}.
\]

(2.23)

The reduced form of \( \gamma \) obtained by setting \( \zeta = 0 \) in the even part of Eq. (2.23) is just the Möbius map \( \gamma \) in Eq. (2.2). It is useful to introduce a bra-ket notation for \( \mathbb{C}^2 \) with respect to the bilinear form in Eq. (2.19). Given \( Y = u,v|\theta \in \mathbb{C}^2 \), let us define\( ^2 \)

\[
\langle Y \rangle = (-v \ u \ | \ -\theta), \quad |Y\rangle = (u \ v \ | \ \theta)^t
\]

(2.24)

\( ^2 \)The definition of \( \langle Y \rangle \) differs by a minus sign from the one used in \([24, 25]\).
so that
\[ \langle Y|Y' \rangle \equiv 3 \sum_{i=1}^{\dim} \langle Y_i|Y'_i \rangle = \langle Y,Y' \rangle. \] (2.25)

There is a super-projective version of the cross-ratio of four points. Given four super-points \( z_i \in \mathbb{CP}^{1|1}, i = 1, \ldots, 4 \), we can define
\[
\hat{\Psi}(z_1, z_2, z_3, z_4) = \frac{\langle z_1|z_2\rangle \langle z_3|z_4\rangle}{\langle z_1|z_4\rangle \langle z_2|z_3\rangle}.
\] (2.26)

where \( |z_i\rangle \in \mathbb{C}^{2|1} \) are homogeneous coordinates for the \( z_i \). Then \( \hat{\Psi} \) is unchanged if we transform all four of the \( z_i \equiv z_i|\zeta_i \) according to Eq. (2.23).

If we introduce the Neveu-Schwarz difference of two superpoints \[32\]:
\[
z_1 - z_2 \equiv z_1 - z_2 - \zeta_1\zeta_2,
\] (2.27)

then the cross-ratio may also be written
\[
\hat{\Psi}(z_1, z_2, z_3, z_4) = \frac{z_1 - z_2 - \zeta_1\zeta_2}{z_1 - z_4 - \zeta_1\zeta_4}.
\] (2.28)
A novelty in the super-projective case is that there is also an odd pseudo-invariant of three super-points \[33\]:
\[
\Theta(z_1, z_2, z_3) = \pm \frac{\zeta_1(z_2 - z_3) + \zeta_2(z_3 - z_1) + \zeta_3(z_1 - z_2) + \zeta_1\zeta_2\zeta_3}{\sqrt{(z_1 - z_2)(z_2 - z_3)(z_3 - z_1)}}.
\] (2.29)

2.2.3 Hyperbolic superprojective maps

All elements of a bosonic Schottky group \( G \) are hyperbolic, i.e. each one is conjugate by some PSL(2) map to a dilatation \( z \mapsto k_{\alpha} z \). To define super Schottky groups we need a corresponding notion of a hyperbolic superprojective map (see Chapter 2, Section 2.10 of \[31\]). Consider the map \( P_\varepsilon \in \text{OSp}(1|2) \) given by
\[
P_\varepsilon = \begin{pmatrix} \varepsilon & 0 & 0 \\ 0 & \varepsilon^{-1} & 0 \\ 0 & 0 & 1 \end{pmatrix},
\] (2.30)
for some even \( \varepsilon \) with\[^3\]|\( \varepsilon \)| < 1. In superconformal coordinates, \( P_\varepsilon \) acts as
\[
z|\zeta \equiv z \mapsto P_\varepsilon(z) = \varepsilon^2 z|\zeta.
\] (2.31)

\( P_\varepsilon \) has two fixed superpoints corresponding to the eigenvectors \((1,0|0)^t\) and \((0,1|0)^t\); denote them symbolically by \( z = \infty \) and \( z = 0 \), respectively (the odd third eigenvector of \( P_\varepsilon \) is excluded from \( \mathbb{CP}^{1|1} \) by definition). The first one is repulsive and the second one is attractive.

Any map \( \gamma \in \text{OSp}(1|2) \) that can be written in the form
\[
\gamma = \Gamma^{-1}P_\varepsilon \Gamma;
\] \( \Gamma \in \text{OSp}(1|2) \), (2.32)

\[^3\]Inequalities are to be understood as holding modulo odd variables.
will be called hyperbolic; we can denote the supermanifold of these maps by \( \text{Hyp}(2|1) \subseteq \text{OSp}(1|2) \). We will call \( \varepsilon \) the semimultiplier of \( \gamma \).

Any \( \gamma \in \text{Hyp}(2|1) \) has one attractive and one repulsive fixed superpoint: if \( \gamma \) is written in the form Eq. (2.32), then these are \( u = \Gamma^{-1}(0) \) and \( v = \Gamma^{-1}(\infty) \) respectively. Given two super-points \( u, v \in \mathbb{C}P(1|1) \) whose even parts are distinct modulo odd variables, we can find a \( \text{Hyp}(2|1) \) map \( \gamma \) which has them as its attractive and repulsive fixed points, respectively. Just let \( \Gamma = \Gamma_{uv} \) be any \( \text{OSp}(1|2) \) map with

\[
\Gamma_{uv}(u) = 0, \quad \Gamma_{uv}(v) = \infty \; ; \tag{2.33}
\]

one such \( \text{OSp}(1|2) \) matrix can be written using the bra-ket notation of Eq. (2.24) as [25]:

\[
\Gamma_{uv} = \frac{1}{\sqrt{\langle u|v \rangle}} \begin{pmatrix} u_2 & -u_1 \\ v_2 & -v_1 \end{pmatrix} \begin{pmatrix} \hat{\theta} \\ \hat{\phi} \end{pmatrix} - \frac{3}{2} \frac{\hat{\theta} \hat{\phi}}{\sqrt{\langle u|v \rangle}}, \tag{2.34}
\]

where \( |u\rangle = (u_1, u_2|\hat{\theta})^t \) and \( |v\rangle = (v_1, v_2|\hat{\phi})^t \). Then

\[
\gamma = \Gamma_{uv}^{-1} P \varepsilon \Gamma_{uv} \tag{2.35}
\]

is the desired map. \( \gamma \) can be written using the bra-ket notation introduced in Eq. (2.24) as [25]:

\[
\gamma = 1 + \frac{1}{\langle v|u \rangle} \left( (1 - \varepsilon) |v\rangle \langle u| - (1 - \varepsilon^{-1}) |u\rangle \langle v| \right). \tag{2.36}
\]

### 2.2.4 Super-Schottky groups

Essentially, the idea is to repeat the construction of section 2.1 but with the roles of the Riemann sphere and hyperbolic Möbius maps being replaced, respectively, with the supersphere \( \mathbb{C}P(1|1) \) and the hyperbolic super-projective transformations described in section 2.2.3.

So to build a SRS \( \Sigma_g \) of genus \( g \) (meaning one whose reduced surface \( \Sigma_g \) is a RS of genus \( g \)), we give a group \( G \subseteq \text{Hyp}(2|1) \) which is a free group on \( g \) generators

\[
\{ \gamma_i \; : \; i = 1, \ldots, g \}, \quad \gamma_i = \Gamma_{u_i,v_i}^{-1} \circ P_{\varepsilon_i} \circ \Gamma_{u_i,v_i}. \tag{2.37}
\]

\( G \) is a super Schottky group if the reduced group \( G_{\text{red}} \subseteq \text{PSL}(2) \), obtained by setting all odd parameters of \( G \) to 0, is a Schottky group. The super Schottky covering space is \( \Omega(G) = \pi^{-1}(\mathbb{C}P^1 - \Lambda(G_{\text{red}})) \), where \( \pi : \mathbb{C}P^1 \rightarrow \mathbb{C}P^1 \) is the projection onto the even part.

Each of the \( g \) generators of \( G \) needs \( 3|2 \) parameters to be specified, \( u_i = u_i|\theta_i \), \( v_i = v_i|\phi_i \), and \( \varepsilon_i \). But we can always make an \( \text{OSp}(1|2) \) change of coordinates so that \( 3|2 \) of these are fixed to, say,

\[
\begin{align*}
  u_1 &= 0, \quad v_1 = \infty, \quad v_2 = 1|\phi_2 = 1|\Theta(u_1, v_1, v_2). \tag{2.38}
\end{align*}
\]
A marked super Schottky group whose fixed points satisfy Eq. (2.38) is said to be normalized. Let us denote the supermanifold of marked, normalized super Schottky groups of genus \( g \) by \( \mathfrak{S}_g \); let us denote the canonical super Schottky moduli (coordinates for \( \mathfrak{S}_g \)) by

\[
\{ m^A \} = \{ \epsilon_1, \ldots, \epsilon_g, u_2, \ldots, u_g, v_3, \ldots, v_g, \theta_2, \ldots, \theta_g, \phi_2, \ldots, \phi_g \}.
\] (2.39)

The dimension of \( \mathfrak{S}_g \) is \( 3g - 3|2g - 2 \). Of course, this is also the dimension of the supermoduli space of genus \( g \) SRS, and in fact all SRS with even \( \vartheta \) characteristics can be obtained in this way \[31\].

It can be seen (Appendix B) that the construction described here may be arrived at by starting with a supersphere and repeatedly gluing pairs of marked superpoints (\emph{i.e.} Neveu-Schwarz punctures) which become the fixed superpoints, with the gluing parameters becoming the semimultipliers \( \epsilon_i \).

We will need the notion of a split SRS. This means that the even coordinates \( z_i \) are independent of the odd coordinates \( \zeta_j \) in the transition functions between any overlapping superconformal charts \( z_i, z_j \), \emph{i.e.}, that all transition functions are of the form \( z_i = f_{ij}(z_j) \phi(j(z_j|\zeta_j)) \). In fact (see, for example, Section 2.1.2 of \[1\]), any split SRS \( \Sigma_g \) is the total space of a line bundle \((HK^{-1/2}) \to \Sigma_g\), where \( \Sigma_g \) is the reduced surface of \( \Sigma_g \). \( K^{-1/2} \) is the dual to some line bundle \( K^{1/2} \) whose square is the canonical bundle \( K \) of \( \Sigma_g \), and the symbol \( H \) indicates that the fibres are taken to be Grassmann-odd. The choice of the square root \( K^{1/2} \) of \( K \) is called a spin-structure.

For an SRS given by a super Schottky group \( G \), the elements of \( G \) can be regarded as the transition functions of a suitably chosen atlas. If we write a generic element of \( G \) in the form Eq. (2.23) then we see that the requirement of splitness imposes the condition \( \alpha = \beta = 0 \) and hence \( \gamma = \delta = 0 \) by Eq. (2.21). So for \( \Sigma_g \) split, every element of \( G \) must be of the form

\[
\gamma = \begin{pmatrix}
a & b & 0 \\
c & d & 0 \\
0 & 0 & 1
\end{pmatrix}; \quad ad - bc = 1.
\] (2.40)

The group of such matrices is \( SL(2) \), not \( PSL(2) \) as in the bosonic case, because flipping the signs of \( a, b, c, d \) in Eq. (2.40) produces a distinct \( OSp(1|2) \) map. In particular, for \( \gamma \in SL(2) \cap \text{Hyp}(2,1) \), this sign choice is equivalent to a sign choice for the semimultiplier \( \vartheta \).

A marked super Schottky group \( G \) describes a split SRS \( \Sigma_g \) if the odd components of the fixed superpoints which parametrize \( G \) vanish: \( u_i = u_i|0, v_i = v_i|0 \). In this case, \( \Sigma_g \) is isomorphic to the total space of the line bundle \( HK^{-1/2} \to \Sigma_g \), where \( \Sigma_g \) is the RS given by the marked Schottky group \( G \) parametrized by the fixed points \( u_i, v_i \) and by the multipliers \( k_i = \varepsilon_i^2 \). Since the RS \( \Sigma_g \) depends only on \( \varepsilon_i^2 \) not \( \varepsilon_i \), it is unaltered by changing any of the semimultipliers by a factor of \((-1)\). The same is not true for the line bundle \( HK^{-1/2} \); the sign choice for the semimultipliers \( \varepsilon_i \) parametrizing \( G \) fixes the spin structure, \emph{i.e.} the choice of \( K^{1/2} \). Recall that the spin structure of a marked Riemann surface of genus \( g \) can be expressed in terms of a \( \vartheta \) characteristic \((\bar{\varepsilon}_a, \bar{\varepsilon}_z) \in (\frac{1}{2} \mathbb{Z}/\mathbb{Z})^{2g}\) whose parity is said to be even or odd depending
on whether $4\epsilon_A \cdot \epsilon_B$ is even or odd. The signs of the semimultipliers $\epsilon_i$ fix $\epsilon_B$ which describes the twisting of $K^{1/2}$ around the $B_i$ cycles of $\Sigma_g$. On the other hand, $\epsilon_A$ is always zero with split super Schottky groups, so the spin structure’s parity is always even.

The abelian superdifferentials $\hat{\sigma}_i(z) = \hat{\phi}_i(z)[dz]$ of a split SRS can be written down in terms of the abelian differentials $\omega_i(z)dz$ of its reduced surface (normalized according to Eq. (A.1)) as:

$$\hat{\phi}_i(z|\zeta) = \zeta \omega_i(z).$$ (2.41)

The period matrix $\tau_{ij}$ of a split SRS is equal to the period matrix $\tau_{ij}$ of its reduced surface (defined in Eq. (A.2)).

### 3 Deformations with Schottky groups

#### 3.1 Deformations with bosonic Schottky groups

Given a Riemann surface of genus $g$, described by a Schottky group, $\Sigma_g = (\mathbb{C}P^1 - \Lambda(G))/G$, we will consider two different ways to describe a deformation of the complex structure to get a different surface $\Sigma'_g$ of the same genus.

The first way is simply to shift some of the Schottky moduli, $m^a \rightarrow m^a + \delta m^a$, $a = 1, \ldots, 3g - 3$, (3.1)
giving a new Schottky group $G'$ which gives $\Sigma'_g$ as the quotient $\Sigma'_g = (\mathbb{C}P^1 - \Lambda(G'))/G'$, where the complex structure is inherited from the canonical one on $\mathbb{C}P^1$ in the usual way.

The second approach is to hold the Schottky group $G$ fixed, but to deform the complex structure away from the canonical one induced from $\mathbb{C}P^1$. This can be achieved by switching on a *Beltrami differential* $\mu_{\bar{z}z}(\bar{z}, z) d\bar{z} \otimes \partial_z$. We will discuss the relationship between the two approaches and see how we should interpret expressions involving Beltrami differentials in terms of the Schottky moduli.

Recall that on a smooth $d$-dimensional manifold, an almost complex structure is a tensor field $J^\mu_\rho$ satisfying $J^\mu_\rho J^\rho_\nu = -\delta^\mu_\nu$, and in $d = 2$, this is always integrable to a complex structure. A function $w$ on the manifold is said to be holomorphic with respect to the complex structure if

$$(J^\mu_\rho \partial_\rho - i \partial_\mu)w = 0. \quad (3.2)$$

Now focusing on the $d = 2$ case, we can always get a complex structure if we are given a Riemannian metric tensor $ds^2 = g_{\mu\nu} d\xi^\mu \otimes d\xi^\nu$: we set $J^\mu_\rho = \sqrt{\det g} \epsilon_{\mu\sigma} g^{\sigma\rho}$ where $\epsilon_{\mu\sigma}$ is the antisymmetric symbol with $\epsilon_{12} = 1$. If we have some local complex coordinates $(z, \bar{z})$ (which are not necessarily compatible with the complex structure), we can write a general metric in the form $ds^2 = e^{2\rho}[dz + \mu_{\bar{z}z}(\bar{z}, z) d\bar{z}]^2$. The almost complex structure which this metric induces can be inserted in Eq. (3.2) to give the holomorphicity condition for $w$ in the form

$$\partial_{\bar{z}} w = \mu_{\bar{z}z} \partial_z w, \quad (3.3)$$
which is called *Beltrami’s equation*. \( \mu \bar{z}^z \) is called a Beltrami parameter or Beltrami differential. A complex function satisfying Eq. (3.3) is called a uniformizing coordinate. Of course, if \( \mu \bar{z}^z = 0 \) then Eq. (3.3) becomes the usual holomorphicity condition with respect to the local complex coordinates, \( \partial \bar{z}w = 0 \).

Let us define the coordinate deformation \( \delta z(\bar{z}, z) \) as the difference between a uniformizing coordinate \( w(\bar{z}, z) \) solving Eq. (3.3) and the coordinate \( z \):

\[
\delta z(\bar{z}, z) \equiv w(\bar{z}, z) - z , \tag{3.4}
\]

then Eq. (3.3) becomes

\[
\mu \bar{z}^z = \frac{\partial \bar{z} \delta z}{1 + \partial \bar{z} \delta z} . \tag{3.5}
\]

To apply this to a Riemann surface described by a Schottky group \( G \), we consider a Beltrami differential \( \mu \bar{z}^z \) defined on \( \mathbb{CP}^1 \). In order for it to make sense on \( \Sigma_g \) we require that \( \mu \bar{z}^z \) transforms under \( G \) as

\[
\mu \bar{z}^z \circ \gamma \alpha = \left( \frac{\gamma \alpha}{(\gamma \alpha)^*} \right) \times \mu \bar{z}^z , \tag{3.6}
\]

for any \( \gamma \alpha \in G \), as well as that \( \mu \bar{z}^z \) vanishes on the limit set \( \Lambda(G) \). Then there is a unique function \( w : \mathbb{CP}^1 \rightarrow \mathbb{CP}^1 \) satisfying Eq. (3.3) and fixing \( z = 0, 1, \infty \) (\( w \) is then a *normalized* uniformizing coordinate for \( \mu \bar{z}^z \)). Then the group

\[
G' = w G w^{-1} \tag{3.7}
\]

is also a Schottky group, and its limit set is \( \Lambda(G') = w(\Lambda(G)) \) [35]. Clearly, a choice of generators on \( \{\gamma_i, i = 1, \ldots, g\} \) for \( G \) induces a set of generators \( \{\tilde{\gamma}_i\} \) for \( G' \), and thus we can find the associated shifts \( \delta m^a \) of the Schottky moduli Eq. (3.1), since each modulus \( m_a \) is defined as either a multiplier \( k_i \) or a fixed point \( u_i, v_i \) for one of the \( g \) generators.

The converse also holds: given two sets of generators \( \{\gamma_i\}, \{\gamma'_i\} \) defining marked Schottky groups \( G_1 \) and \( G_2 \) of the same rank, there exists a Beltrami parameter \( \mu \bar{z}^z \) on \( \mathbb{CP}^1 \) for which the above statements are valid (see, for example, Proposition 1 of [35]).

Now, consider a small deformation in the moduli Eq. (3.1) of a Schottky group \( G \). There is an associated Beltrami differential and hence a unique normalized uniformizing coordinate \( w \); let us consider the associated coordinate deformation \( \delta z \) (Eq. (3.4)). Let us define \( \tilde{c}_a(\bar{z}, z) \) by the following expansion of \( \delta z \) for small values of \( \delta m^a \):

\[
\delta z(\bar{z}, z) = \delta m^a \tilde{c}_a(\bar{z}, z) + \mathcal{O}(\delta m^a)^2 . \tag{3.8}
\]

Then it follows from Eq. (3.5) that we have (to leading order) [36]

\[
\mu \bar{z}^z = \delta m^a \partial \bar{z} \tilde{c}_a + \mathcal{O}(\delta m^a)^2 , \tag{3.9}
\]

so that \( \delta m^a \tilde{c}_a(\bar{z}, z) \) is (to leading order) a *potential* for \( \mu \bar{z}^z \), i.e. a function \( F \) satisfying \( \mu \bar{z}^z = \partial \bar{z}F \). Note that \( \tilde{c}_a(\bar{z}, z) \) is not single-valued (as a vector field)
under the Schottky group $G$ so it is not well defined on $\Sigma_g$. To see this, we note that for any Schottky group element $\gamma_a$ in $G$, we have from Eq. (3.7)
\[
\tilde{\gamma}_a(w(z)) = w(\gamma_a(z)),
\]
where $\tilde{\gamma}_a$ is the matching element of $G'$. Rewriting $w$ in terms of $\tilde{c}_a$ using Eq. (3.4) and Eq. (3.8), and using the Taylor series for $\tilde{\gamma}_a = \gamma_a[m^a + \delta m^a]$, we can expand both sides of Eq. (3.10) to first order in $\delta m^a$ getting
\[
\gamma_a + \delta m^a \left( \frac{\partial \gamma_a}{\partial m^a} + \gamma'_a \tilde{c}_a^z \right) = \gamma_a + \delta m^a (\tilde{c}_a^z \circ \gamma_a) + \mathcal{O}(\delta m^a)^2
\]
so
\[
1 \frac{1}{\gamma_a}(\tilde{c}_a^z \circ \gamma_a) - \tilde{c}_a^z = \frac{1}{\gamma_a} \frac{\partial \gamma_a}{\partial m^a} \equiv X_a[\gamma_a].
\]
The function on the right-hand side $X_a[\gamma_a](z)$ is always a quadratic polynomial, and the map $X_a$ is in fact a cocycle of $G$ representing an Eichler cohomology class $(X_a) \in H^1(G, \Pi[z][z])$.

The (first) Eichler cohomology group may be described as follows: we can define a right action of $G$ on $\Pi[z][z]_{2n-2}$, the vector space of polynomials $p(z)$ of degree $\leq 2n - 2$, by
\[
p \mapsto p \cdot \gamma_a \equiv p(\gamma_a(z))\gamma'_a(z)^{1-n},
\]
for a Schottky group element $\gamma_a \in G$ and a polynomial $p \in \Pi[z][z]_{2n-2}$. The space of polynomials $\Pi[z][z]_{2n-2}$ is closed under this action because of the special property of Möbius maps $\gamma$ that $\gamma(z)^{2n}\gamma'(z)^{-m}$ is a polynomial of degree $2m$ whenever $m \geq n$. Then a map $X : G \rightarrow \Pi[z][z]_{2n-2}$ is a 1-cocycle if
\[
X(\gamma_a \gamma_\beta) = X(\gamma_a) \cdot \gamma_\beta + X(\gamma_a)
\]
and a 1-coboundary if
\[
X(\gamma_a) = p \cdot \gamma_a - p
\]
for some polynomial $p \in \Pi[z][z]_{2n-2}$. The first cohomology group $H^1(G, \Pi[z][z]_{2n-2})$ is defined as the quotient space of 1-cocycles $Z^1(G, \Pi[z][z]_{2n-2})$ by 1-coboundaries $B^1(G, \Pi[z][z]_{2n-2})$.

The left-hand side of Eq. (3.11) satisfies the 1-cocycle condition for $n = 2$. Furthermore, if the left-hand side of Eq. (3.11) were a 1-coboundary then $\tilde{c}_a^z - p$ would be single-valued as a vector field on $\Sigma_g$ for some polynomial $p$, and thus describe an infinitesimal change of coordinates, not a deformation of the complex structure. But since $\partial \gamma_a p(z) = 0$, $\tilde{c}_a^z - p$ would give the same Beltrami parameter as $\tilde{c}_a^z$ would (using Eq. (3.9)), so $\tilde{c}_a^z$ too would describe a trivial deformation. So we are really interested not in cocycles but rather elements of the cohomology group $H^1(G, \Pi[z][z])$. The dimension of this vector space is $3g - 3$ [38], so it makes sense to parametrize moduli deformations in this way.

A natural basis is given by computing the Eichler periods Eq. (3.11) of the $g$ Schottky generators $\gamma_a = \gamma_i$ with respect to the $3g - 3$ Schottky moduli. This gives
\[
X_{k_i}[\gamma_j](z) \equiv \frac{1}{\gamma'_j(z)} \frac{\partial \gamma_j}{\partial k_i}(z) = \frac{1}{k_i} \left( \frac{(z - u_i)(z - v_i)}{u_i - v_i} \right) \delta_{ij},
\]
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\[ X_{v_i}[\gamma_j](z) \equiv \frac{1}{\gamma_j'(z)} \frac{\partial \gamma_j}{\partial v_i} \bigg|_{z} = -(1 - k_i) \frac{(z - u_j)^2}{(v_i - u_j)^2} \delta_{ij}, \quad (3.15) \]

\[ X_{u_i}[\gamma_j](z) \equiv \frac{1}{\gamma_j'(z)} \frac{\partial \gamma_j}{\partial u_i} \bigg|_{z} = \frac{1 - k_i}{k_i} \frac{(z - v_i)^2}{(v_i - u_i)^2} \delta_{ij}; \]

3\(g - 3\) of these expressions are non-zero.

With the use of the periods Eq. (3.15), we can simplify some surface integrals over \(\Sigma_g\) involving Beltrami parameters in their integrands. If \(f(z)\) is meromorphic on \(\mathbb{CP}^1\) and holomorphic on \(\mathbb{CP}^1 - \Lambda(G)\), and transforms under \(G\) as \(f(T_\alpha(z)) = (T_\alpha^*(z))^{-2}f(z)\) (i.e. so that \(f(z)\) \(dz \otimes dz\) is a quadratic differential on \(\Sigma_g\)), then we may compute \(\int_{\Sigma_g} d^2z \, \mu_z^*(\tilde{z}, z) f(z)\) in the following way. First we choose a fundamental region \(\mathcal{F}\) for \(G\), so the integral can be written with \(\mathcal{F}\) as its domain. Next we use Stokes’ theorem to replace the area integral with a contour integral over the boundary of the fundamental region, i.e. the Schottky circles \(C_i, C'_i\) according to Eq. (2.7), using Eq. (3.9) to rewrite \(\delta \mu^a\). With Eq. (3.11), the contributions from pairs of Schottky circles \(C_i, C'_i\) can be combined and expressed in terms of the periods Eq. (3.15). Lastly, since \(f(z)\) and \(X_{a}[\gamma_i](z)\) are holomorphic, the contour integral can be evaluated using Cauchy’s integral formula. To leading order in \(\delta \mu^a\), we have

\[
\int_{\Sigma_g} d^2z \, \mu_z^*(\tilde{z}, z) f(z) = -\delta \mu^a \int_{\mathcal{F}} d(\tilde{\epsilon}_a^*(\tilde{z}, z) f(z)) dz
\]

\[
= -\delta \mu^a \sum_{i=1}^{g} \left[ \oint_{C'_i} - \oint_{C_i} \tilde{\epsilon}_a^*(\tilde{z}, z) f(z) dz \right]
\]

\[
= -\delta \mu^a \sum_{i=1}^{g} \oint_{C'_i} \left( \frac{\tilde{\epsilon}_a^*(S_i(z)^*, S_i(z))}{S'_i(z)} - \tilde{\epsilon}_a^*(\tilde{z}, z) \right) f(z) dz
\]

\[
= -\delta \mu^a \sum_{i=1}^{g} \oint_{C'_i} X_{a}[\gamma_i](z) f(z) dz
\]

using \(d^2z \equiv dz \wedge d\tilde{z}\).

This type of computation is useful in a number of ways: for example, Roland [39] computed the ghost zero mode contribution to the bosonic string integration measure on Schottky space, matching the result from sewing \(N\)-reggeon vertices, while McIntyre and Takhtajan used it in the construction of holomorphic functions on Schottky space from functional determinants [39] (some of which arise in string theory [15]). We will use Eq. (3.49) to compute the variation of the period matrix with respect to the Schottky moduli.

If \(\tau_{ij}\) is the period matrix of a marked Riemann surface \(\Sigma_g\) with its canonical complex structure as defined in Eq. (A.2), then by switching on a Beltrami differential \(\mu_z^*\) on \(\Sigma_g\) we get a second RS \(\Sigma_g'\) whose period matrix is given by \(\tau_{ij}' = \tau_{ij} + \delta \tau_{ij}\) with

\[
\delta \tau_{ij} = \frac{1}{(2\pi i)^2} \int_{\Sigma_g} d^2z \omega_j(z) \mu_z^*(\tilde{z}, z) \omega_i(z) + \mathcal{O}(\mu_z^*)^2,
\]
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where \( \omega_i(z) \text{d}z \) are the abelian differentials Eq. (A.1). For a derivation of this formula, see, for example, section 2 of [40]. Now, using Eq. (3.49), we arrive at the following expression for \( \delta \tau_{ij} \):

\[
\delta \tau_{ij} = -\delta m^a \frac{1}{(2\pi i)^2} \sum_{\ell=1}^{g} \oint_{C_\ell} X_a[\gamma_\ell](z) \omega_j(z) \omega_i(z) \text{d}z .
\]

(3.18)

We can perform some checks of this formula. Let us focus on the genus \( g = 2 \) case, and consider the variation of \( \tau_{ij} \) with respect to \( k_1 \), the multiplier of \( \gamma_1 \). The associated Eichler period can be found by putting \( u_1 = 0 \) and \( v_1 = \infty \) in the first line of Eq. (3.15), giving \( X_{k_1} [\gamma_{ij}](z) = \delta_{ij} z/k_1 \). Inserting this in Eq. (3.18) and using the expressions for the abelian differentials \( \omega_i(z) \text{d}z \) given in Eq. (A.18), we find that the variation of \( \tau_{ij} \) is given by a contour integral around \( C_1 \). With the abelian differentials expanded as power series in the multipliers \( k_i \), the integrand’s only pole inside \( C_1 \) can be at \( z = v_1 \equiv \infty \). In the limit as \( \delta m^a = \delta k_1 \rightarrow 0 \), we get

\[
\left( \frac{\partial \tau_{ij}}{\partial k_1} \right) = -\frac{1}{2\pi i} \left( \frac{1}{2\pi i} \oint_{C_1} z k_1 \omega_j(z) \omega_i(z) \text{d}z \right) ,
\]

\[
= \frac{1}{2\pi i} \left( \begin{array}{c}
1/k_1 \\
-2 k_2 (1-u)^2(1-u^2)/u^2 \\
2(1-u)/u \\
+ \mathcal{O}(k_1) + \mathcal{O}(k_2)^2
\end{array} \right) .
\]

(3.19)

Alternatively, Eq. (3.19) could be computed directly by differentiating Eq. (A.20), which gives the same answer, so this is a check that our approach makes sense.

The variation of \( (\tau_{ij}) \) with respect to the other two moduli, \( k_2 \) and \( u \), may be similarly checked to give the expected result (in this case the relevant contour integrals would be around \( C_2 \) because these moduli enter as parameters of \( \gamma_2 \), and the only pole of the integrand is at \( z = v_2 \equiv 1 \) after expanding in the multipliers \( k_i \)).

### 3.2 Deformations with super Schottky groups

In this section we apply the methods of the previous section to results of D’Hoker and Phong [13] and Witten [1] to compute period matrices of non-split SRS as deformations from the split case.

We want to be able to describe deformations similarly to the approach in section 3.1 where we used the concept of a Beltrami differential \( \mu_{\bar{z}}(\bar{z}, z) \). It was crucial to be able to consider Beltrami differentials that were not holomorphic, exploiting the fact that on Riemann surfaces we could define natural anti-holomorphic coordinates \( \bar{z} \) as the complex conjugates of the holomorphic coordinates \( z = z^* \), but on SRS we need to be more careful. A useful approach, which we will adopt here, is given in for example, section 3 of [10] and section 3.5.1 of [3]. The idea is to proceed by embedding the SRS \( \Sigma_g \) in a cs supermanifold\(^4\) \( \hat{\Sigma}_g \) of dimension 2|1 whose reduced space is the same Riemann surface \( \Sigma_g \) as the reduced space of \( \Sigma_g \) as a smooth

\(^4\)See e.g. section 4.8 of [11] for the definition of cs supermanifolds, or [29] for an expository discussion.
surface). For practical purposes, what this means is that \( \hat{\Sigma}_g \) can be described by local coordinates \((\tilde{z}, z|\zeta)\) where, modulo any odd variables, \( \tilde{z} \) is the complex conjugate of \( z \).

There is a notion of holomorphic functions on \( \hat{\Sigma}_g \), namely, functions annihilated by

\[
\tilde{\partial} \equiv d\tilde{z} \frac{\partial}{\partial \tilde{z}},
\]

so any functions \( f = f(z|\zeta) \) which depend only on \( z \) and \( \zeta \), and not on \( \tilde{z} \), are holomorphic. Therefore holomorphic functions on \( \Sigma_g \) can be identified with holomorphic functions on the SRS \( \hat{\Sigma}_g \). \textit{Antiholomorphic} functions on \( \hat{\Sigma}_g \) are locally functions of \( \tilde{z} \), i.e. those annihilated by \( \partial_z \) and \( \partial_\zeta \); these vector fields generate a sub-bundle of the tangent bundle \( T\hat{\Sigma}_g \) called the holomorphic tangent bundle, which can be naturally identified with the tangent bundle \( T\Sigma_g \) of the SRS \( \Sigma_g \).

Then in this framework, deformations of SRS are conceived of as deformations of the holomorphic structure of \( \hat{\Sigma}_g \) which leave fixed the underlying cs supermanifold. This is analogous to how we can describe deformations of RS by leaving the underlying smooth manifold fixed but deforming the holomorphic structure with a Beltrami parameter \( \mu_{\tilde{z}z} \) according to Eq. (3.3).

To deform the holomorphic structure, we alter the holomorphicity condition \( \tilde{\partial}f = 0 \) to \( \tilde{\partial}'f = 0 \), where the new operator \( \tilde{\partial}' \) is obtained by adding some \((0,1)\)-form (i.e. a 1-form proportional to \( d\tilde{z} \)) valued in \( T\hat{\Sigma}_g \) to Eq. (3.20), in such a way that the underlying surface with the sheaf of functions which are holomorphic in this new sense is still an SRS. This means we need to consider deformations which do not alter the embedding of \( D \subseteq T\Sigma_g \); it is shown, for example, in section 3.5.3 of [1] that the general deformation with this property is

\[
\tilde{\partial} \rightarrow \tilde{\partial}' = \tilde{\partial} + d\tilde{z} \left( h_{\tilde{z}z}(z, \tilde{z}) \partial_z + \frac{1}{2} h_{\tilde{z}z}^{\tilde{z}}(\tilde{z}, z) \zeta \partial_\zeta + \chi_{\tilde{z}\zeta}(\tilde{z}, z)(\partial_\zeta - \zeta \partial_z) \right), \tag{3.21}
\]

where the perturbation is a \((0,1)\)-form valued in \( S \), the sheaf of superconformal vector fields. The fields \( h_{\tilde{z}z} \) and \( \chi_{\til{z}\zeta} \) are usually known as a metric perturbation and a gravitino, respectively. We can combine them into a single superfield

\[
\mathcal{H}_{\tilde{z}z}(\tilde{z}, z|\zeta) = h_{\tilde{z}z}(\tilde{z}, z) + 2 \zeta \chi_{\til{z}\zeta}(\tilde{z}, z), \tag{3.22}
\]

so then Eq. (3.21) can be rewritten as

\[
\tilde{\partial} \rightarrow \tilde{\partial}' = \tilde{\partial} + d\tilde{z} \left( \mathcal{H}_{\tilde{z}z} \partial_z + \frac{1}{2} (D_\zeta \mathcal{H}_{\til{z}\zeta}) D_\zeta \right) \tag{3.23}
\]

where \( D_\zeta = \partial_\zeta + \zeta \partial_z \) as usual. When \( \Sigma_g \) is taken to be split, the superfield \( \mathcal{H}_{\tilde{z}z} \) can be separated into a metric perturbation and a gravitino globally, not only chart-by-chart (which would otherwise be the case).

We want to make contact between this and the super Schottky group description of deformations. From that point of view, deformations amount simply to shifting the parameters \( \{m^A\} \) Eq. (2.39) of a normalized marked super Schottky group \( G \). Let us consider a shift in the moduli \( m^A \rightarrow m^A + \delta m^A \), defining a new normalized, marked super Schottky group \( G \rightarrow G' \). Let

\[
w \equiv w|\psi : \mathbb{CP}^{1|1} \rightarrow \mathbb{CP}^{1|1}, \quad G' = wGw^{-1} \tag{3.24}
\]
be a map which preserves $D$, but which is not holomorphic with respect to the canonical holomorphic structure on its domain, which we consider as a cs supermanifold. $w$ is a quasisuperconformal map [15], and is the SRS analogue of the map $w$ in Eq. (3.7).

Let us define the coordinate deformation $\delta z$ using the difference of superpoints Eq. (2.27) by

$$\delta z(\tilde{z}, z|\zeta) \equiv w(\tilde{z}, z|\zeta) - z = \delta z(\tilde{z}, z|\zeta) + \zeta \delta\zeta(\tilde{z}, z|\zeta), \quad (3.25)$$

where

$$\delta z(\tilde{z}, z|\zeta) = w(\tilde{z}, z|\zeta) - z, \quad \delta\zeta(\tilde{z}, z|\zeta) = \psi(\tilde{z}, z|\zeta) - \zeta. \quad (3.26)$$

Since $w$ preserves $D$, Eq. (2.11) must hold (i.e. $D\zeta w = \psi D\zeta \psi$). To linear order in $\delta z$, this is solved by [42]

$$\delta\zeta = \frac{1}{2} D\zeta \delta z + O(\delta z^2); \quad \delta z = \delta z - \frac{1}{2} \zeta D\zeta \delta z + O(\delta z^2). \quad (3.27)$$

We posit that $w$ is holomorphic with respect to some perturbed holomorphic structure on $\tilde{\Sigma}_g$, so a holomorphic function $f$ on the deformed SRS $\Sigma'_g$ can be written locally as

$$f(w) = f(w|\psi).$$

Pulling $f$ back to $\tilde{\Sigma}_g$, we get

$$\hat{f}(\tilde{z}, z; \zeta) = f(w(\tilde{z}, z|\zeta)). \quad (3.28)$$

We want to restate the holomorphicity of $f$, i.e. the fact that it can be written only in terms of $w$, in terms of the deformations Eq. (3.25) and Eq. (3.26) as functions on $\tilde{\Sigma}_g$. To first order in $\delta z$, $\hat{f}$ can be Taylor expanded as

$$\hat{f}(\tilde{z}, z; \zeta) = f(z) + \delta z(\tilde{z}, z|\zeta) \partial_z f(z) + \delta\zeta(\tilde{z}, z|\zeta) D\zeta f(z) + O(\delta z^2). \quad (3.29)$$

This implies that at the leading order, $\partial_{\tilde{z}} \hat{f} = \partial_z f + O(\delta z)$ and $\partial_{\zeta} \hat{f} = \partial\zeta f + O(\delta z)$. Using that fact, we act on Eq. (3.29) with $\tilde{\partial}$ to obtain

$$d\tilde{z} \left( \partial_{\zeta} + (-\partial_{z} \delta z) \partial_{\tilde{z}} + (-\partial_{z} \delta\zeta) D\zeta \right) \hat{f} = 0. \quad (3.30)$$

Using Eq. (3.27), we see that Eq. (3.30) matches Eq. (3.23) if the super Beltrami field $H_{\tilde{z}z}$ defined in Eq. (3.22) is related to $\delta z$ by

$$H_{\tilde{z}z} = -\partial_{\tilde{z}} \delta z + O(\delta z^2). \quad (3.31)$$

Thus, we can describe SRS deformations in terms of the superfield $\delta z(\tilde{z}, z|\zeta)$ via Eq. (3.31). It has been shown by Rabin that the description of deformations by $\delta z$ is valid at first order when deforming a split SRS [43]. Although $H_{\tilde{z}z} d\tilde{z} \otimes \partial_z$ is well-defined on $\tilde{\Sigma}_g$, i.e. it is single-valued under $G$ as a vector-valued 1-form, the same is not true for $\delta z$: it is only single-valued on the Schottky cover. In fact, just as in the bosonic case Eq. (3.11), it is a cocycle of $G$. 18
To see that $\delta z$ is a cocycle, consider an arbitrary super Schottky group element $\gamma_\alpha \in G$, and let the corresponding element in the deformed group be $\hat{\gamma}_\alpha \in G'$. From Eq. (3.24) we have

$$w(\gamma_\alpha(z, z|\zeta)) = \hat{\gamma}_\alpha(w(z, z|\zeta)).$$

(3.32)

Let us use $f \equiv f_0 f_1$ for the even- and odd-valued parts of a function. Expanding both sides of Eq. (3.32) to first order in $\delta z$, we have

$$\gamma_0 + \delta z \circ \gamma_\alpha = \hat{\gamma}_0 + \delta z \partial_z \gamma_0 + \delta \zeta D_\zeta \gamma_0 + O(\delta z^2),$$

(3.33)

$$\gamma_1 + \delta \zeta \circ \gamma_\alpha = \hat{\gamma}_1 + \delta z \partial_z \gamma_1 + \delta \zeta D_\zeta \gamma_1 + O(\delta z^2).$$

(3.34)

We can combine these to find the behaviour of $\delta z$ under the super Schottky group: by definition Eq. (3.25) it transforms as

$$\delta z \circ \gamma_\alpha \equiv \delta z \circ \gamma_\alpha + \gamma_\alpha^1 \delta \zeta \circ \gamma_\alpha,$$

(3.35)

then $\delta z \circ \gamma_\alpha$ and $\delta \zeta \circ \gamma_\alpha$ can be inserted from Eq. (3.33) and Eq. (3.34) yielding

$$\delta z \circ \gamma_\alpha = \hat{\gamma}_0^0 - \gamma_0^0 - \gamma_1^0 \gamma_1^0 + \delta z \partial_z \gamma_0 + \delta \zeta D_\zeta \gamma_0 + \gamma_1 \gamma_1 (\delta z \partial_z \gamma_1 + \delta \zeta D_\zeta \gamma_1).$$

(3.36)

The first three terms are just the difference of superpoints $\hat{\gamma}_\alpha \neq \gamma_\alpha$ (defined in Eq. (2.27)). The coefficients of $\delta \zeta$ cancel because $D_\zeta \gamma_0^0 = \gamma_1^1 D_\zeta \gamma_1^1$ since $\gamma_\alpha$ is superconformal and thus satisfies Eq. (2.11). For the same reason, the coefficients of $\delta z$ combine as the squared semijacobian of $\gamma_\alpha$ since (using $\partial_z = D_\zeta^2$),

$$\partial_z \gamma_0^0 + \gamma_1^0 \partial_z \gamma_0^1 = (D_\zeta \gamma_1^0)^2.$$

(3.37)

Thus we arrive at

$$\frac{\delta z \circ \gamma_\alpha}{(F_\gamma)^2} - \delta z = \frac{\hat{\gamma}_0 - \gamma_0}{(F_\gamma)^2} + O(\delta z^2).$$

(3.38)

Now, if $\hat{\gamma}_\alpha$ differs from $\gamma_\alpha$ by deforming the matrix entries by two new odd parameter $\theta$, $\phi$, then the right hand side of Eq. (3.38) is a quadratic polynomial. That is to say, if we take $\gamma_\alpha$ to be of the form of $\gamma$ in Eq. (2.20), then $\hat{\gamma}_\alpha$ is obtained from it by the substitutions

$$(a, b, c, d, e) \mapsto (a_+, b_+, c_+, d_+, e_+) = (a, b, c, d, e) + O(\theta \phi),$$

(3.39)

$$(\alpha, \beta, \gamma, \delta) \mapsto (\alpha_+, \beta_+, \gamma_+, \delta_+) = (\alpha, \beta, \gamma, \delta) + O(\theta) + O(\phi).$$

(3.40)

subject to Eq. (2.21). Then the first term on the right-hand-side of Eq. (3.38) is a polynomial in $z$ and $\zeta$ given by

$$\frac{\hat{\gamma} - \gamma}{(F_\gamma)^2} = (c_+ z + d_+ + \beta_+ \zeta)(a_+ z + b_+ + \alpha_+ \zeta) - (c z + d + \beta \zeta)(a z + b + \alpha \zeta)$$

$$- (\gamma_+ z + \delta_+ + \epsilon \zeta)(\gamma z + \delta + \epsilon \zeta),$$

(3.41)

where $x_-$ is defined by $x_- + x_+ = 2x$ for $x = c, d, \beta, \gamma, \delta$. 19
A notion of Eichler cohomology (introduced after Eq. (3.11) above) makes sense for subgroups of $\text{OSp}(1|2)$, in particular super Schottky groups. To define a group action, we can introduce a space of even-valued “polynomials” in a super-point $z = z_i^a$

$$\Pi[z]_m \equiv \{ p(z) = a_m z^m + \alpha_{m-1} z^{m-1} \xi + a_{m-2} z^{m-2} + \ldots + a_0 \xi + a_0 \}, \quad (3.42)$$

where $\alpha_j$ and $a_j$ are odd and even coefficients. Then it is easy to verify that there is a right-action of $G$ on $\Pi[z]_{2n-2}$ which takes the form

$$p \cdot \gamma \equiv F_\gamma(z)^{2-2n} p \circ \gamma, \quad (3.43)$$

where $F_\gamma$ is the semijacobian of $\gamma$ defined in Eq. (2.12). A cocycle of $G$ is a map $X : G \to \Pi[z]_{2n-2}$ satisfying

$$X(\gamma_\alpha \gamma_\beta) = X(\gamma_\alpha) \cdot X(\gamma_\beta), \quad (3.44)$$

and a coboundary is a map $X : G \to \Pi[z]_{2n-2}$ such that for some $p_X \in \Pi[z]_{2n-2}$,

$$X(\gamma) = p_X \cdot \gamma - p_X, \quad (3.45)$$

which is automatically a cocycle. Then the Eichler cohomology group $H^1(G, \Pi[z]_{2n-2})$ is the space of cocycles modulo the space of coboundaries.

We have seen in Eq. (3.41) that

$$X_{\delta \gamma}(\gamma_\alpha) \equiv \frac{\hat{\gamma}_\alpha - \gamma_\alpha}{(F_\gamma)^2} \quad (3.46)$$

is always valued in $\Pi[z]_2$ when the matrix entries of $\gamma_\alpha$ and $\hat{\gamma}_\alpha$ are equal modulo two odd constants $\theta$ and $\phi$, and it is not hard to use the left-hand-side of Eq. (3.38) to check that the cocycle property is satisfied. Furthermore, similarly to the bosonic case, if the map were a coboundary then the associated super-Beltrami parameter would just describe a global change of coordinates, not a moduli deformation, so to describe deformations we’re really interested in equivalence classes $(X_{\delta \gamma}) \in H^1(G, \Pi[z]_2)$.

Now, let us consider a marked normalized super Schottky group $G$ for a split SRS, so all of the elements are of the form Eq. (2.40). In particular this means that the odd parts of the fixed super-points $u_i = u_i|\theta_i$ and $v_i = v_i|\phi_i$ must be $\theta_i = \phi_i = 0$. We want to ‘switch on’ two odd parameters $\theta$ and $\phi$ and compute the Eichler periods Eq. (3.46) associated to this deformation.

First of all, we consider the case where these two odd supermoduli are switched on via the two fixed superpoints of one super Schottky group element, so the non-split super Schottky group $G'$ is generated by $(g - 1)$ of the generators of $G$ along with one non-split generator $\hat{\gamma}_i$ which reduces modulo $\theta_i$, $\phi_i$ to $\gamma_i$, the remaining split generator of $G$. The non-split generator $\hat{\gamma}_i$ has fixed points $u_i = u_i|\theta_i$ and $v_i = v_i|\phi_i$ and supermultiplier $\varepsilon_i$, with $\gamma_i$ the same except $\theta_i = \phi_i = 0$. The Eichler cocycle $X_{\theta_i \phi_i}$ of the associated deformation $G \to G'$ is then computed from Eq. (3.46); it can be defined by giving the image of the $g$ generators $\gamma_j$ of $G$ as:

$$X_{\theta_i \phi_i}(\gamma_j)(z) = \delta_{ij} \left( (\varepsilon_i - \varepsilon_i^{-1}) \frac{z - u_i}{(z - v_i)^2} \theta_i \phi_i \right) \quad (3.47)$$
with a sum of $g$ and rewritten in terms of the Eichler periods we computed above, leaving us finally ing space bounded by $2^{e}$ of $f$ e.g.

In the case that $\Sigma$ the two components in the $\zeta$-expansion of $H_{z^{2}}$, Eq. (3.47), with $\phi_{i} \to 0$ in each, yielding:

$$X_{\theta_{i}\theta_{j}}[\gamma_{k}](z) = 2(1 - \varepsilon_{i}^{-1})(z - v_{i})\theta_{i} + \varepsilon(z - u_{i})\phi_{i} \zeta).$$

(3.48)

We could similarly use Eq. (3.47) to write down expressions for the Eichler periods $X_{\phi_{i}\phi_{j}}$ and $X_{\theta_{i}\theta_{j}}$ where the two odd moduli are shared between two generators in different ways.

Now, just as we did in the bosonic case Eq. (3.49), we can use the Eichler periods to evaluate surface integrals involving the metric perturbation $h_{z^{2}}$ and the gravitino $\chi_{z^{2}}$.

Let us first suppose we have a surface integral over $\Sigma_{g}$ whose integrand is a super-Beltrami coefficient $H_{z^{2}}$ multiplied by a holomorphic function $f$ which transforms under the Schottky group as the coefficient of a $3/2$-superdifferential, i.e. with $f(\gamma(z)) = F_{\gamma}(z)^{-3}f(z)$. Let us pick a fundamental domain in the Schottky covering space bounded by $2g$ circles, then with Eq. (3.31), we can use the supermanifold version of Stokes' theorem (see e.g. section 3.4 of [29]) to rewrite the integral as a contour integral over the $2g$ Schottky circles. Using the transformation properties of $f$, the contributions from pairs of Schottky circles $C_{i}$, $C'_{i}$ can be grouped together and rewritten in terms of the Eichler periods we computed above, leaving us finally with a sum of $g$ meromorphic contour integrals (one for each $a_{i}$ cycle):

$$\int_{\Sigma_{g}}[d\bar{z};dz|d\zeta] H_{z^{2}}(\bar{z}, z|\zeta)f(z|\zeta) = -\int_{\Sigma_{g}}d(\delta z(\bar{z}, z|\zeta)f(z|\zeta) [dz|d\zeta])$$

$$= -\sum_{i=1}^{g} \left[ \oint_{C_{i}} - \oint_{C'_{i}} \delta z(\bar{z}, z|\zeta)f(z|\zeta) [dz|d\zeta] \right]$$

$$= -\sum_{i=1}^{g} \oint_{C_{i}} \left( \frac{\delta z \circ \gamma_{i}}{(F_{\gamma})^{2}} - \delta z \right) f [dz|d\zeta]$$

$$= -\sum_{i=1}^{g} \oint_{C_{i}} X_{\delta z}[\gamma_{i}](z)f(z) [dz|d\zeta].$$

(3.49)

In the case that $\Sigma_{g}$ is split, we can repeat the computation in Eq. (3.49), isolating the two components in the $\zeta$-expansion of $H_{z^{2}}$, Eq. (3.22). Writing $f(z|\zeta) = f_{0}(z) + \zeta f_{1}(z)$, the Berezin integral can be carried out, yielding an integral on the reduced surface $\Sigma_{g,\text{red}}$ and the result is

$$\int_{\Sigma_{g,\text{red}}} d^{2}z h_{z^{2}}(\bar{z}, z)f_{1}(z) = -\sum_{i=1}^{g} \oint_{C_{i}} X_{h}[\gamma_{i}](z)f_{1}(z) d\bar{z},$$

(3.50)
\[ \int_{\Sigma_{\text{g, red}}} d^2 z \chi \omega^z(\bar{z}, z)f_0(z) = -\sum_{i=1}^{g} \oint_{C_i} X_{\chi}[\gamma_i](z)f_0(z) \, dz , \]  
\hspace{1cm} (3.51)\]

where the Eichler periods for the metric perturbation and the gravitino are polynomials in \( z \) given by

\[ X_h = X_{\delta z} \bigg|_{\zeta = 0}, \quad X_{\chi} = \frac{1}{2} \partial_\zeta X_{\delta z}. \]  
\hspace{1cm} (3.52)\]

For example, when the non-splitness enters via a single super Schottky group generator as in Eq. (3.47), the Eichler periods are defined by their actions on the generators \( \gamma_j \) as:

\[ X_h[\gamma_j](z) = \delta_{ij} (\varepsilon_i - \varepsilon_i^{-1}) \frac{(z - u_i)(z - v_i)}{(u_i - v_i)^2} \theta_i \phi_i, \]  
\hspace{1cm} (3.53)\]

and

\[ X_{\chi}[\gamma_j](z) = -\delta_{ij} (1 - \varepsilon_i^{-1}) \frac{(z - v_i) \theta_i + \varepsilon(z - u_i) \phi_i}{u_i - v_i}. \]  
\hspace{1cm} (3.54)\]

These can be used, for example, to compute the period matrix \( \tau'_{ij} \) of a non-split SRS \( \hat{\Sigma}_g \) as the correction to the period matrix \( \tau_{ij} \) of a split SRS.

### 3.2.1 The period matrix

A procedure for writing down the period matrix of a non-split SRS in terms of a reduced surface with a gravitino field switched on is given, for example, by D’Hoker and Phong in section 6 of [13]. We will follow the treatment by Witten in section 8 of [1], although there the gauge choice \( h_{\tilde{z}z} = 0 \) is used, which is not generically compatible with the parametrization of inequivalent superconformal structures by super Schottky groups. We have seen in Eq. (3.53) that switching on two odd super Schottky moduli \( \theta_i \) and \( \phi_i \) requires that \( h_{\tilde{z}z} \) has a non-zero Eichler period around the \( B_i \) homology cycle, so certainly in that case we cannot assume that \( h_{\tilde{z}z} \) vanishes identically.

First of all, we need to construct a basis of \( g \) holomorphic sections of the Berezinian bundle of \( \hat{\Sigma}_g \). With respect to the holomorphic structure on \( \hat{\Sigma}_g \) defined by \( \partial_\zeta \), the sections of this line bundle are given in superconformal coordinates by \( \hat{\phi}_i(z|\zeta)|dz|d\zeta| \), where \( \hat{\phi}_i(z|\zeta) \) is independent of \( \tilde{z} \), and the 1-forms \( dz \) and \( d\zeta \) are a basis for \( T^* \Sigma_g \subseteq T^* \hat{\Sigma}_g \). When the holomorphic structure is deformed, it is not only the coefficient functions \( \hat{\phi}_i(z|\zeta) \) which have to be modified, but also the 1-forms \( dz \) and \( d\zeta \) which define \( [dz|d\zeta] \).

To compute how the local basis \( [dz|d\zeta] \) of Ber(\( \Sigma_g \)) transforms, it is useful to conceptualize it as a codimension-1 integral form on \( \Sigma_g \). Integral forms were introduced in [13]: see section 3.2.3 of [29] for an introduction. To define an integral form on a supermanifold \( M \) with local coordinate \( t^i|\theta^j \), we consider the reversed-statistics tangent bundle \( ITM \). This is identical to the tangent bundle \( TM \) with local coordinates given by the coordinates of \( M \), \( t^i|\theta^j \), as well as the 1-forms \( dt^i \) and \( d\theta^j \) as coordinates on the tangent spaces, except that \( dt^i \) are taken to be anticommuting and \( d\theta^j \) are taken to be commuting. Differential forms are therefore just
functions on $\Pi TM$ with polynomial dependence on the $d\theta^i$'s. Integral forms on $M$ are distributions on $\Pi TM$ whose support is the locus $d\theta^j = 0$.

In our case, $\Pi T\Sigma_g$ is a 3|3-dimensional supermanifold with local even coordinates $z, \bar{z}, dz, d\zeta$ and odd coordinates $d\zeta, d\bar{z}, \zeta$. A differential form on $\Sigma_g$ is a function on $\Pi T\Sigma_g$ which is polynomial in $d\zeta$, while an integral form on $\Sigma_g$ is a distribution which vanishes for $d\zeta \neq 0$. In particular, a section $\hat{\sigma}_i = \hat{\phi}_i(z|\zeta) [dz|d\zeta]$ of $\text{Ber}(\Sigma_g)$ can be associated with the integral form $\hat{\phi}_i(z|\zeta) d\zeta \delta(d\zeta)$ on $\Pi T\Sigma_g$.

To construct the space of holomorphic sections of the Berezinian bundle of the deformed surface $\Sigma'_g$, first we need to find what we should replace the symbol $[dz|d\zeta]$ with. The 1-forms $dz$ and $d\zeta$ are of type (1, 0), i.e., they have the property that their contraction with the vector field $\partial \bar{z}$ vanishes. Then in the presence of a deformed holomorphic structure Eq. (5.21), we need to find a new pair of 1-forms of type (1, 0). A computation shows that $dz + (\chi z^\zeta \zeta - h z^\bar{z}) d\bar{z}$ and $d\zeta + (\chi z^\zeta + \frac{1}{2} \zeta \partial z h^\bar{z}) d\bar{z}$ have the required property, so a general section of $\text{Ber}(\Sigma'_g)$ takes the form

$$\hat{\sigma}_i = \hat{\phi}_i(z, z|\zeta) \left[ dz + (\chi z^\zeta \zeta - h z^\bar{z}) d\bar{z} \right] d\zeta + (\chi z^\zeta + \frac{1}{2} \zeta \partial z h^\bar{z}) d\bar{z})$$

(for $h z^\bar{z} = 0$ this is just Eq. (8.19) of [1]). Now, we want to find sections Eq. (3.55) of $\text{Ber}(\Sigma'_g)$ which are holomorphic. It is equivalent to require that the corresponding integral form on $\Sigma_g$ is closed, or in other words that as a function on $\Pi T\Sigma_g$,

$$\hat{\sigma}_i = \hat{\phi}_i(z, z|\zeta) \left( dz + (\chi z^\zeta \zeta - h z^\bar{z}) d\bar{z} \right) \delta(d\zeta + (\chi z^\zeta + \frac{1}{2} \zeta \partial z h^\bar{z}) d\bar{z})$$

is annihilated by the odd vector field $d$ defined by

$$d \equiv d\bar{z} \partial z + dz \partial z + d\zeta \partial \zeta.$$  

We can compute

$$d\hat{\sigma}_i = -d\bar{z} dz \delta(d\zeta) \left( \partial z \hat{\phi}_i - \partial (\hat{\phi}_i (\chi z^\zeta \zeta - h z^\bar{z})) + \partial \zeta (\hat{\phi}_i (\chi z^\zeta + \frac{1}{2} \zeta \partial z h^\bar{z})) \right).$$

Expanding $\hat{\phi}_i$ in $\zeta$ as $\hat{\phi}_i(z, z|\zeta) \equiv \hat{\alpha}_i(z, z) + \zeta \hat{b}_i(z, z)$, we can find with a computation that the vanishing of Eq. (3.58) is equivalent to the following pair of equations:

$$\left( \partial z + h z^\bar{z} \partial z + \frac{1}{2} \partial h z^\bar{z} \right) \hat{\alpha}_i + \hat{b}_i \chi z^\zeta \zeta = 0;$$

$$\partial z \hat{b}_i - \partial (\hat{\alpha}_i \chi z^\zeta \zeta - \hat{b}_i h z^\bar{z}) = 0,$$

which are equivalent to the superfield equation

$$\partial z \hat{\phi}_i + D_\zeta (H \bar{z}^\zeta D_\bar{z} \hat{\phi}_i + \frac{1}{2} (D_\zeta H \bar{z}^\zeta) \hat{\phi}_i) = 0.$$  

Note that Eq. (3.55), Eq. (3.58) and Eq. (3.59) reduce to Eqs. (8.19), (8.22) and (8.23) of Witten [1] for vanishing metric perturbation, $h z^\bar{z} = 0$. Eq. (3.59) is the same as Eq. (3.3) of D’Hoker and Phong [6] with slightly different notation.
The idea is to solve Eq. (3.59) perturbatively in the odd variables which parametrize the deformation. The abelian superdifferential coefficients \( \phi_i(\bar{z}, z | \zeta) \) on the deformed SRS \( \Sigma_g \) should be thought of as deformations of the the abelian superdifferential coefficients \( \phi_i(\bar{z}, z | \zeta) \) on the split SRS \( \Sigma_g \). For a split SRS, the coefficients of the abelian superdifferentials are locally of the form \( \phi_i(\bar{z}, z | \zeta) = \zeta \omega_i(\bar{z}, z) \), where \( \omega_i \) are the coefficients of abelian differentials on the reduced surface \( \Sigma_g \). i.e., if we expand \( \phi_i(\bar{z}, z | \zeta) = \alpha_i(\bar{z}, z) + \zeta b_i(\bar{z}, z) \) on the split SRS \( \Sigma_g \), then we have \( \alpha_i = 0 \) and \( b_i = \omega_i \). We are considering a nilpotent deformation depending on two odd parameters \( \theta \) and \( \phi \), so we must have

\[
\hat{\alpha}_i = O(\theta) + O(\phi), \quad \hat{b}_i = \omega_i + O(\theta \phi).
\]

The PDE’s Eq. (3.59) can be restated as integral equations over the reduced surface \( \Sigma_g \) like so:

\[
\hat{\alpha}_i(\bar{z}, z) = -\frac{1}{2\pi} \int_{\Sigma_g} d^2w \ S(z, w) \left[ \frac{\partial_w}{\partial_w} (\hat{\alpha}_i h_w) + \hat{b}_i \chi_w \right] \left( \bar{w}, w \right); \quad (3.62)
\]

\[
\hat{b}_i(\bar{z}, z) = \omega_i(z) - \frac{1}{2\pi} \int_{\Sigma_g} d^2w \partial_z \partial_w \log E(z, w) \left[ \hat{\alpha}_i \chi_w - \hat{b}_i h_w \right] \left( \bar{w}, w \right). \quad (3.63)
\]

Here \( S(z, w) \) is the Szegő kernel \( S(z, w) \), which is a meromorphic section of \( K_z^{1/2} \otimes K_w^{1/2} \) characterized by

\[
\partial_z S(z, w) = 2\pi \delta^2(z, w), \quad S(z, w) = -S(w, z), \quad (3.64)
\]

and \( E(z, w) \) is the Schottky-Klein prime form, which is a holomorphic \((-1/2, 0)\) form in both \( z \) and \( w \) with a unique zero at \( z = w \). Now, the idea is to solve Eq. (3.62) and Eq. (3.63) iteratively order-by-order in the odd parameters. But since we are restricting ourselves to two odd parameters \( \theta, \phi \), this procedure terminates at the first step. We note that we have

\[
\tilde{\chi}_z^{\bar{z}} = O(\theta) + O(\phi) \quad \hat{h}_{\bar{z}}^z = O(\theta \phi), \quad (3.65)
\]

so any terms containing both \( \hat{\alpha}_i \) and \( h_{\bar{z}}^z \) necessarily vanish, and \( \hat{b}_i \) may be replaced with \( \omega_i \) anywhere it is multiplied by either \( h_{\bar{z}}^z \) or \( \chi_z^{\bar{z}} \). So in this case, the integral equations reduce to

\[
\hat{\alpha}_i(\bar{z}, z) = -\frac{1}{2\pi} \int_{\Sigma_g} d^2w \ S(z, w) \omega_i(w) \chi_w \left( \bar{w}, w \right); \quad (3.66)
\]

\[
\hat{b}_i(\bar{z}, z) = \omega_i(z) - \frac{1}{2\pi} \int_{\Sigma_g} d^2w \partial_z \partial_w \log E(z, w) \left[ \hat{\alpha}_i \chi_w - \omega_i h_w \right] \left( \bar{w}, w \right). \quad (3.67)
\]

The right-hand side of Eq. (3.66) is exactly the form of the left-hand side of Eq. (3.51), so \( \hat{\alpha}_i \) is given by the contour integral

\[
\hat{\alpha}_i(\bar{z}, z) = \frac{1}{2\pi i} \sum_{i=1}^g \oint_{C_i} S(z, w) \omega_i(w) X(\gamma_i) \left( w \right) dw. \quad (3.68)
\]
Similarly, we can write down a formula for $\hat{b}_i$ in terms of Eq. (3.50) and Eq. (3.51), although we only need to know Eq. (3.68) in order to write down the period matrix.

The formula for the period matrix can be written down following section 8.3 of ref. [1]. We can find $g$ even closed 1-forms on $Σ_g$:

$$\hat{ρ}_i = \hat{b}_i \, dz + (\hat{α}_i \, χ\hat{z} - \hat{b}_i \, h\hat{z}^2) \, d\hat{z},$$

(3.69)

which satisfy $d\hat{ρ}_i = 0$ because of the second equation in Eq. (3.59). Integrating Eq. (3.69) around the $B_j$ homology cycle and using Riemann’s bilinear relation, we find that the period matrix $τ_{ij}'$ of the deformed SRS $Σ_g'$ is given in terms of $τ_{ij}$, the period matrix of the split surface $Σ_g$, by

$$τ_{ij}' = τ_{ij} - \frac{1}{(2\pi i)} \int_{Σ_g} d^2z \, ω_j (α_i \, χ\hat{z} - b_i \, h\hat{z}^2).$$

(3.70)

With some manipulations, we can write this in terms of Eichler periods of $G$. Specializing to the case with two odd supermoduli switched on, we find that the integrand in Eq. (3.70) is a total derivative. On the Schottky cover, let us write $h\hat{z}^2 = -∂\hat{z} \, δ\hat{z}^0$ and $χ\hat{z} = -∂\hat{z} \, δ\hat{ζ}^0$, where we can take $δ\hat{z}^0 \in O(θφ)$ and $δ\hat{ζ}^0 \in O(θ) + O(φ)$. Then we have

$$ω_j \, dz \wedge (α_i \, χ\hat{z} - b_i \, h\hat{z}^2) \, d\hat{z} = d(ω_j \, dz (α_i \, δ\hat{ζ}^0 - b_i \, δ\hat{z}^0)).$$

(3.71)

To see why this holds, note that when the exterior derivative on the right-hand side is expanded, the term proportional to $∂\hat{z} \hat{b}_i \, δ\hat{z}^0$ vanishes because $b_i$ is the sum of a holomorphic part $w_i$ and a nilpotent part. Similarly, Eq. (3.59) implies that with only two odd supermoduli we have $∂\hat{z} \, α_i = \hat{b}_i \, ∂\hat{z} \, δ\hat{ζ}^0$, so the term including $∂\hat{z} \, α_i \, δ\hat{ζ}^0$ is proportional to $∂\hat{z} \, δ\hat{ζ}^0 \, δ\hat{ζ}^0 \propto ∂\hat{z} (δ\hat{ζ}^0)^2 = 0$ and it vanishes too.

From the single-valuedness of $\hat{ρ}_i$ in Eq. (3.69), it follows that $\hat{b}_i$ and $α_i$ transform under $G$ as superdifferentials of weight 1 and 1/2, respectively, i.e. for $γ ∈ G$ we have

$$\hat{b}_i (γ(z)) = F_γ(z)^{-2} \, \hat{b}_i(z), \quad α_i (γ(z)) = F_γ(z)^{-1} \, α_i(z),$$

(3.72)

so the only objects on the right-hand side of Eq. (3.71) which are not single-valued on $Σ_g$ are $δ\hat{z}^0$ and $δ\hat{ζ}^0$. Then, similarly to the calculation in the bosonic case Eq. (3.18), Stokes’ theorem in the form of Eq. (3.50) and Eq. (3.51) can be used to write Eq. (3.70) in terms of the Eichler periods for $h\hat{z}^2$ and $χ\hat{z}^2$. We get

$$τ_{ij}' = τ_{ij} + \frac{1}{(2πi)^2} \sum_{i=1}^{g} \oint_{C_i} dz \, ω_j (α_i \, X_γ [γ_i] - b_i \, X_γ [γ_i]) .$$

(3.73)

Now, we are considering a super-Beltrami coefficient $H\hat{z}^2 = h\hat{z}^2 + 2ζ \, χ\hat{z}$ which describes a deformation of $Σ_g → Σ_g'$ away from the split locus, which amounts to ‘switching on’ two odd moduli (i.e., choosing non-zero values for the odd coordinates of the fixed super-points of $G$). But the super-Schottky group formula for the period matrix Eq. (A.17) is valid regardless of whether $G$ is split. This gives us two different formulae for the same period matrix, and we can check that they match by computing the first few terms in the power-series expansion in the semi-multipliers $ε_i$. 
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3.2.2 Computing the period matrix in genus \( g = 2 \)

First of all let us take a genus \( g = 2 \) SRS \( \Sigma_2' \) described by a normalized super Schottky group \( G' \) as a deformation of a split SRS \( \Sigma_2 \) described by a super Schottky group \( G \). Both \( G \) and \( G' \) have the same even moduli, i.e. the fixed point \( u_2 \equiv u \) and the supermultipliers \( \varepsilon_1 \) and \( \varepsilon_2 \). But the two odd moduli \( \theta_2 \equiv \theta, \phi_2 \equiv \phi \) are ‘switched on’ for \( G' \) and set to zero for \( G \). The Eichler periods associated to this deformation are

\[
X_h[\gamma_i](z) = \delta_i 2 \varepsilon_2 - \varepsilon_2^{-1} (z-u)(z-1) \theta \phi, \tag{3.74}
\]

and

\[
X_\chi[\gamma_i](z) = \delta_i 2 \varepsilon_2 - \varepsilon_2^{-1} (z-1) \theta + \varepsilon_2 (z-u) \phi. \tag{3.75}
\]

So to find \( \hat{\alpha}_i \), we can insert the Eichler period \( X_\chi \) from Eq. (3.75) into the contour integral formula Eq. (3.68). The other ingredients needed for the computation are the abelian differentials on the reduced surface which can be computed from Eq. (A.3) and are given to second order in \( \varepsilon_i \) by putting \( k_i \rightarrow \varepsilon_i^2 \) in Eq. (A.18), and the Szegő kernel which is given by the formula in Eq. (A.9), with the first few terms in the \( \varepsilon_i \)-expansion for genus \( g = 2 \) written down in Eq. (A.22). We use

\[
\hat{\alpha}_i(z, z) = \frac{1 - \varepsilon_2^{-1}}{1 - u} \frac{1}{2\pi i} \oint_{C_2} dw \ S(z, w) \omega_i(w) \left( (w-1) \theta + \varepsilon_2 (w-u) \phi \right), \tag{3.76}
\]

and power-expand in the semimultipliers \( \varepsilon_i \), then the integrand has a unique simple pole at \( v_2 \equiv 1 \). The resulting expression for \( \hat{\alpha}_i \) matches the one computed directly from the Poincaré series Eq. (A.16) given in Eq. (A.24).

With the expression for \( \hat{\alpha}_i(z) \) to hand, the period matrix \((\tau_{ij})\) can be written down from the formula Eq. (3.73). Both Eichler periods Eq. (3.74) and Eq. (3.75) for this deformation contain a \( \delta_{i2} \) so again the formula reduces to a single contour integral around \( C_2 \), and because we have expanded in \( \varepsilon_i \) the only simple pole is at the fixed point \( v_2 \equiv 1 \). So we find

\[
\tau'_{ij} = \tau_{ij} + \frac{1}{(2\pi i)^2} \oint_{z=1} dz \omega_j(z) \left( \hat{\alpha}_i(z) \left( (z-1) \theta + \varepsilon_2 (z-u) \phi \right) \frac{1 - \varepsilon_2^{-1}}{1 - u} \right) \tag{3.77}
\]

\[
+ \omega_i(z) (z-u) (z-1) \varepsilon_2 - \varepsilon_2^{-1} \frac{1}{(1 - u)^2} \theta \phi.
\]

This can be evaluated and matches the expression in Eq. (A.25) computed directly from the super Schottky group series Eq. (A.17).

3.2.3 An alternative choice of odd supermoduli

The standard prescription Eq. (2.38) for the canonical normalization of a super Schottky group means that the \( g \) generators \( \gamma_i \) are not all on the same footing, since \( \gamma_1 \) has no odd parameters while the other generators have two. In the genus \( g = 2 \) case, there are two odd supermoduli in total so a normalization in which
both generators have one odd parameter would be more symmetric. Let us use OSp(1|2) invariance to normalize the odd parts of the fixed superpoints as

\[ \theta_1 = \xi; \quad \theta_2 = \theta; \quad \phi_1 = \phi_2 = 0. \] (3.78)

so now \( \theta \) and \( \xi \) are the odd supermoduli. The even supermoduli are the same as in the canonically normalized case. The Eichler periods for the deformation from the split case amounting to ‘switching on’ these two odd supermoduli can be found from Eq. (3.53) and Eq. (3.54), and are given by

\[ X_\chi[\gamma_1] = (\varepsilon_1^{-1} - 1) \xi, \quad X_\chi[\gamma_2] = (\varepsilon_2^{-1} - 1) \frac{1 - \zeta}{1 - u} \theta, \quad X_{\phi}[\gamma_i] = 0, \] (3.79)

so we can take this deformation to be parametrized by the gravitino alone, with the metric perturbation set to zero as in Section 8.3 of [1].

As in Section 3.2.2, the Eichler periods Eq. (3.79) can be used to compute the abelian superdifferentials \( \hat{\phi}_i(z|\xi) \) and the period matrix. The results are the same as in the expressions in Eq. (A.26) and Eq. (A.27), respectively, which are computed directly from the super Schottky group series formulae Eq. (A.16) and Eq. (A.17).
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A Appendix: Selected (super) Schottky group formulae

A.1 Abelian differentials and the period matrix

On a compact Riemann surface \( \Sigma_g \), there is a \( g \)-dimensional vector space of abelian differentials, \( i.e. \) 1-forms which can be written locally as \( \varphi(z)dz \) where \( \varphi \) is holomorphic. A normalized basis \( \omega_i, i = 1, \ldots, g \) can be fixed by specifying the periods around the \( A_i \)-cycles,

\[ \frac{1}{2\pi i} \oint_{A_i} \omega_j(z) \, dz = \delta_{ij}. \] (A.1)

Then the period matrix \( \tau_{ij} \) is a \( g \times g \) matrix given by the integrals of \( \omega_i \) around the \( B_j \) cycles:

\[ \tau_{ij} = \frac{1}{2\pi i} \oint_{B_j} \omega_i(z) \, dz. \] (A.2)

The Riemann bilinear relations show that the period matrix \( \tau_{ij} \) is symmetric \( \tau_{ij} = \tau_{ji} \) and has positive-definite imaginary part, \( \mathrm{Im}(\tau_{ij}) > 0 \) [45].
For a surface Σ given by a Schottky group $G$, the abelian differentials can be expressed as Poincaré $\theta$-series: we may take

$$\omega_i(z) \, dz = \sum_{\gamma_\alpha}^{(i)} \left( \frac{1}{z - \gamma_\alpha(u_i)} - \frac{1}{z - \gamma_\alpha(v_i)} \right) \, dz,$$

where the summation $\sum_{\gamma_\alpha}^{(i)}$ is over all elements of the Schottky group $G$ which do not have $\gamma_i^{\pm n}$ as their right-most factor. Note that the summand on the right-hand side of Eq. (A.3) can be written in terms of cross-ratios as

$$\left( \frac{1}{z - \gamma_\alpha(u_i)} - \frac{1}{z - \gamma_\alpha(v_i)} \right) \, dz = d \log \Psi(z, \gamma_\alpha(u_i), a, \gamma_\alpha(v_i)),$$

where $a$ is an arbitrary point and we have used the notation

$$\Psi(z_1, z_2, z_3, z_4) \equiv \frac{z_1 - z_2}{z_1 - z_4} \frac{z_3 - z_4}{z_2 - z_3}.$$

Using Eq. (A.4), we can compute the periods of the abelian differentials Eq. (A.3) around the $B_i$ cycles as in Eq. (A.2), giving the following Schottky group expression for $\tau_{ij}$:

$$\tau_{ij} = \frac{1}{2\pi i} \left( \delta_{ij} \log k_i - \sum_{\gamma_\alpha}^{(i)} \sum_{\gamma_\alpha'}^{(j)} \log \left( \frac{u_j - \gamma_\alpha(v_i)}{u_j - \gamma_\alpha(u_i)} \frac{v_j - \gamma_\alpha(u_i)}{v_j - \gamma_\alpha(v_i)} \right) \right),$$

where the summation $\sum_{\gamma_\alpha}^{(i)} \sum_{\gamma_\alpha'}^{(j)}$ is over all elements of the Schottky group which have neither $\gamma_i^{\pm n}$ as their left-most factor nor $\gamma_j^{\pm m}$ as their right-most factor, also excluding the identity when $i = j$. A detailed computation of the expression for $\tau_{ij}$ in Eq. (A.6) is given in section 7 of [46]. This expression arises automatically in the approach to computing multi-loop string amplitudes by sewing $N$-reggeon vertices in the operator formalism [47].

### A.2 Prime form and Szegő kernel

There are Schottky group formulae for the Schottky-Klein prime form and the Szegő kernel, both defined after Eq. (3.63). The prime form is given by [47]

$$E(z, w) = \frac{z - w}{\sqrt{dz \sqrt{dw}}} \prod_{\gamma_\alpha} (z - \gamma_\alpha(w)) \left( \frac{z - \gamma_\alpha(w)}{z - \gamma_\alpha(z)} \right),$$

where the product over the Schottky group excludes the identity, and only includes an element $\gamma_\alpha \in G$ if its inverse $\gamma_\alpha^{-1}$ is excluded (the choice between $\gamma_\alpha$ and $\gamma_\alpha^{-1}$ is arbitrary). In formulae such as Eq. (3.63) for the abelian differentials in the presence of a deformation, the prime form enters in the form $\partial_z \partial_w \log E(z, w)$. This can be computed from Eq. (A.7) as

$$\partial_z \partial_w \log E(z, w) = \sum_{\gamma_\alpha} \frac{\gamma'_\alpha(w)}{(z - \gamma_\alpha(w))^2},$$

where $\gamma'_\alpha(w)$ is the derivative of $\gamma_\alpha$ at $w$. This expression arises automatically in the approach to computing multi-loop string amplitudes by sewing $N$-reggeon vertices in the operator formalism [47].
where the sum is now over the whole Schottky group $G$.

A Schottky group formula for the Szegő kernel was given by Pezzella in [48]:

$$S(z, w) = \sum_{\gamma, \alpha} \frac{\gamma'(w)^{1/2}}{z - \gamma(w)}$$  \hspace{1cm} (A.9)

(the terms in this series are the square roots of the terms in Eq. (A.8)). The branch of the square root in Eq. (A.9) is fixed by

$$\left(\gamma'(z)ight)^{1/2} \equiv \frac{1}{c_\alpha z + d_\alpha}, \quad \gamma_\alpha = \begin{pmatrix} a_\alpha & b_\alpha \\ c_\alpha & d_\alpha \end{pmatrix}, \quad a_\alpha d_\alpha - b_\alpha c_\alpha = 1.$$  \hspace{1cm} (A.10)

In order for this specification to be unambiguous, it is necessary to consider the Schottky group $G$ as a subgroup not of $\text{PSL}(2)$ but of its double cover $\text{SL}(2)$, so we may no longer multiply all entries of a matrix $\gamma_\alpha \in G$ by $(-1)$. We must make a choice of sign for the $g$ generators, then the other signs are fixed algebraically. This sign choice corresponds to a choice of $\vartheta$-characteristic $\vec{\epsilon}_b \in (\mathbb{Z}/2\mathbb{Z})^g$ determining the spin structure around the $B_i$-cycles.

If we embed $\text{SL}(2)$ in $\text{OSp}(1|2)$ by writing the matrices in the form Eq. (2.40), then we can use super-Schottky group notation to rewrite Eq. (A.9) in a way which makes the symmetry properties more transparent, as

$$S(z, w) = \sum_{\gamma, \alpha} \frac{\langle z|\Phi \gamma_\alpha \Phi |w \rangle}{\langle z|\gamma_\alpha |w \rangle},$$  \hspace{1cm} (A.11)

where in the last line we have used the bra-ket notation Eq. (2.24) with $\langle z| = (-1, z|0)$ and $|w \rangle = (w, 1|0)^t$, and $\Phi$ is the matrix

$$\Phi = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & -1 & 0 \end{pmatrix},$$  \hspace{1cm} (A.12)

which has the property that if $z = z|\zeta$, $w = w|\psi$ then $D_\zeta(z|w) = (z|\Phi|w)$.

In fact, both the prime form and the Szegő kernel can be seen to arise from the super prime form $\mathcal{E}(z, w)$. If $\Sigma_q$ is a (not necessarily split) SRS described by a super Schottky group $G$, then we can define [49]

$$\mathcal{E}(z, w) = (z - w) \prod_{\gamma_\alpha} \frac{z - \gamma_\alpha(w)}{z - \gamma_\alpha(z)} \frac{w - \gamma_\alpha(z)}{w - \gamma_\alpha(w)}.$$  \hspace{1cm} (A.13)

We can expand $\log \mathcal{E}(z, w)$ in $\zeta$ and $\psi$ (where $z = z|\zeta$ and $w = w|\psi$), and if $\Sigma_q$ is split, then since $\mathcal{E}$ is even and there are no other odd variables this expansion must have only two terms; in fact

$$\log \mathcal{E}(z, w) = \log E(z, w) - \zeta \psi S(z, w).$$  \hspace{1cm} (A.14)
A.3 Abelian superdifferentials and the period matrix

There are super Schottky group expressions for the abelian superdifferentials normalized according to Eq. (2.15), and for the period matrix (defined in Eq. (2.16)). Let us take the Schottky group expression for the bosonic Abelian differentials, Eq. (A.3), expressed in terms of cross-ratios via Eq. (A.4), then replace the exterior derivative d with \( \frac{dz}{d\zeta} \frac{D\zeta}{D\bar{\zeta}} \), and replace the Schottky group elements, the fixed points, and the cross-ratio with their SRS equivalents. This gives the super Schotty group expression for the abelian superdifferentials:

\[
\hat{\phi}_i(z|\zeta) = \frac{dz}{d\zeta} \sum_{\gamma_\alpha} (i) \log \hat{\Psi}(z, \gamma_\alpha(u_i), a, \gamma_\alpha(v_i)),
\]

(A.15)

where the cross-ratio \( \hat{\Psi} \) is defined in Eq. (2.26), the summation is defined in the same way as in Eq. (A.3) and \( a \) is an arbitrary superpoint on \( \mathbb{CP}^1 \).

Using the bra-ket notation for \( C^2|1 \) introduced in Eq. (2.24), we can write an equivalent expression for Eq. (A.15) which is more similar to Eq. (A.3)

\[
\hat{\phi}_i(z|\zeta) = \frac{dz}{d\zeta} \sum_{\gamma_\alpha} (i) \left( \frac{\langle z|\Phi_{\gamma_\alpha}|u_i \rangle}{\langle z|\gamma_\alpha|u_i \rangle} - \frac{\langle z|\Phi_{\gamma_\alpha}|v_i \rangle}{\langle z|\gamma_\alpha|v_i \rangle} \right),
\]

(A.16)

where \( \Phi \) is defined in Eq. (A.12).

The expression Eq. (A.16) for the abelian superdifferentials allows their periods around the \( B_i \) cycles to be computed giving the period matrix \( \tau_{ij} \); the result is

\[
\tau_{ij} = \frac{1}{2\pi i} \left( \delta_{ij} \ log \varepsilon_1 + \sum_{\gamma_\alpha} (j) \ log \frac{\langle u_j|\gamma_\alpha|v_i \rangle}{\langle v_j|\gamma_\alpha|u_i \rangle} \right),
\]

(A.17)

where the summation means the same as in Eq. (A.6). Using the Cauchy formulas and indefinite integrals given in §2.7 of [7], the normalization of the abelian superdifferentials \( \hat{\phi}_i(z) \) in Eq. (A.16) can be checked, and Eq. (A.17) can be derived from Eq. (A.15) with a modification of the calculation by Mandelstam in [16].

A.4 Leading behaviour of expressions in genus \( g = 2 \)

The (super) Schottky group formulae given in sections A.1-A.3 can be used to compute power series in the (semi)multipliers. To a given order in the semimultipliers, only finitely many super Schottky group elements give a non-trivial contribution. The reason is that in all of the above formulæ, the contribution from a super Schottky group element \( \gamma_\alpha \) is \( O(\varepsilon_i^n) \) if the reduced word for \( \gamma_\alpha \) has at least \( n \) powers of the generator \( \gamma_\alpha^{\pm 1} \). So, for example, in genus \( g = 2 \), to first order in the semimultipliers we only need to compute the contributions from the 13 elements \( \gamma_\alpha \in \{ \text{Id}, \gamma_1^{\pm 1}, \gamma_2^{\pm 1}, \gamma_1^{\pm 1}\gamma_2^{\pm 1}, \gamma_2^{\pm 1}\gamma_1^{\pm 1} \} \). In this section, we give the first few terms in this series-expansion of some of the objects in genus \( g = 2 \).

A.4.1 Objects defined on the reduced surface

In genus \( g = 2 \), there are three Schottky moduli: the one fixed point \( u_2 \equiv u \) which is not fixed by Eq. (2.9) and the two multipliers \( k_i, i = 1, 2 \).
The two abelian differentials can be computed from the expression in Eq. (A.3) and are given to leading order in the multipliers $k_i$ by

$$\omega_1(z) dz = dz \left( \frac{1}{z} + \left( \frac{E_z^2}{u} + F_z^2 \right) k_2 + H(1 + u) \left( \frac{1}{u} + \frac{1}{z^2} \right) k_1 k_2 \right) + O(k_i^2)$$

$$\omega_2(z) dz = dz \left( \frac{1}{1 - z} + \frac{1}{z - u} - (1 - u) \left( \frac{1}{u} + \frac{1}{z^2} \right) k_1 \right)$$

$$- \frac{1 - u^2}{u} \left( \frac{E_z^2}{u} + F_z^2 \right) k_1 k_2 \right) + O(k_i^2).$$

(A.18)

where we have defined the notation

$$E_z \equiv \frac{1 - u}{1 - z}; \quad F_z \equiv \frac{1 - u}{u - z}; \quad H \equiv \frac{(1 - u)^2}{u}. \quad (A.19)$$

The period matrix $(\tau_{ij})$ can be computed from Eq. (A.17); it is given by:

$$(\tau_{ij}) = \frac{1}{2\pi i} \begin{pmatrix} \log k_1 + 2Hk_2 & \log u - 2H(u - \frac{1}{u})k_1k_2 \\ \log (u + 2H(u - \frac{1}{u})k_1k_2) & \log k_2 + 2Hk_1 \end{pmatrix} + O(k_i^2). \quad (A.20)$$

The prime form can be computed from Eq. (A.7), but for our purpose it is more useful to write down $\partial_z \partial_w \log E(z, w)$ from the formula in Eq. (A.8). Its leading behaviour in $k_i$ is given by

$$\partial_z \partial_w \log E(z, w) = \frac{1}{(z - w)^2} + \left( \frac{1}{z^2} + \frac{1}{u^2} \right) k_1 + \frac{E_z^2 F_w^2 + E_w^2 F_z^2}{(1 - u)^2} k_2$$

$$+ \left( \frac{E_z^2}{u^2} + \frac{E_w^2}{z^2} + F_z^2 + F_w^2 + \frac{E_z^2 + E_w^2}{u^2} \right) k_1 k_2 + O(k_i^2). \quad (A.21)$$

To write down the Szegő kernel, we should consider the Schottky group as a subgroup of SL(2) rather than PSL(2) so that $\Sigma_2$ is a spin curve instead of a plain RS. To choose a spinor bundle $K^{1/2}$, we make a sign choice for the supermultipliers $\epsilon_i = \epsilon(\gamma_i)$ of the $g$ generators (this is equivalent to the choice of a $\vartheta$-characteristic $\tilde{\epsilon}_B$ for the $B_i$ cycles; the $\vartheta$-characteristic $\tilde{\epsilon}_A$ for the $A_i$ cycles is always zero with Schottky groups). The formula Eq. (A.11) leads to

$$S(z, w) = \frac{1}{z - w} + \epsilon_1 (1 + \epsilon_1 - H \epsilon_1 \epsilon_2 (1 + \epsilon_2)) \left( \frac{1}{z} - \frac{1}{w} \right)$$

$$+ \epsilon_2 (1 + \epsilon_2 - H \epsilon_1 \epsilon_2 (1 + \epsilon_1)) \frac{E_z F_w - E_w F_z}{1 - u}$$

$$- \epsilon_1 \epsilon_2 (1 + \epsilon_1 + \epsilon_2 + (1 - H) \epsilon_1 \epsilon_2) E_z F_z E_w F_w \frac{(u - w z)^2}{u (1 - u)^2} \left( \frac{1}{z} - \frac{1}{w} \right) + O(\epsilon_i^3). \quad (A.22)$$
A.4.2  Canonicall normalized supermoduli

In this section we write down the first few terms of the abelian superdifferentials and the period matrix for a genus $g = 2$ SRS described by a canonically normalized super Schottky group, i.e. one whose two odd supermoduli are both taken to enter via the fixed superpoints of $\gamma_2$, while the odd parameters of $\gamma_1$ are set to zero:

$$\theta_1 = \phi_1 = 0; \quad \theta_2 = \theta; \quad \phi_2 = \phi. \quad (A.23)$$

We can use Eq. (A.16) to compute the first few terms of the small-$\varepsilon_i$ expansion of the abelian superdifferentials. Writing $\hat{\phi}_i(z|\zeta) = \hat{\alpha}_i(z) + \zeta \hat{b}_i(z)$, we find

$$\hat{\alpha}_1(z) = \left( \frac{E_z}{u} \theta - F_z \phi + \frac{H}{z} \left( \frac{\phi}{E_z} - \frac{\theta}{E_z} \right) \varepsilon_1 \right) \varepsilon_2 + O(\varepsilon_i^2),$$

$$\hat{\beta}_1(z) = \frac{1}{z} + \left( \frac{E_z^2}{u} + F_z^2 \right) \left( \frac{\theta \phi}{(1-u)^2} \varepsilon_2 + O(\varepsilon_i^2) \right), \quad (A.24)$$

and

$$\hat{\alpha}_2(z) = \left( \frac{\theta}{u-z} - \frac{\phi}{1-z} \right) \left( 1 - H \varepsilon_1 \varepsilon_2 \right) + \left( \left( \frac{1}{u} - \frac{1}{z} \right) \theta - \left( 1 - \frac{1}{z} \right) \phi \right) \varepsilon_1 + O(\varepsilon_i^2),$$

$$\hat{\beta}_2(z) = \frac{1}{1-z} - \frac{1}{u-z} + O(\varepsilon_i^2).$$

The period matrix can be computed from Eq. (A.17): it is given by

$$(\mathbf{\tau}_{ij}) = \frac{1}{2\pi i} \left( \begin{array}{cc} \log \varepsilon_1^2 + 2 \frac{1-u}{u} \theta \phi \varepsilon_2 & \log u + 2 \frac{1-u}{u} \theta \phi \varepsilon_1 \\ \log u + 2 \frac{1-u}{u} \theta \phi \varepsilon_1 & \log \varepsilon_2^2 + 2 \frac{1-u}{u} \theta \phi \varepsilon_1 \end{array} \right) + O(\varepsilon_i^2). \quad (A.25)$$

A.4.3  Supermoduli shared between Schottky generators

In this section we write down the first few terms of the abelian superdifferentials and the period matrix for a genus $g = 2$ SRS described by a super Schottky group whose two odd supermoduli $\xi$ and $\theta$ enter as in Eq. (3.78), parametrizing $\gamma_1$ and $\gamma_2$ respectively.

Again using Eq. (A.16) to compute the first few terms of the small-$\varepsilon_i$ expansion of the abelian superdifferentials, we write $\hat{\phi}_i(z|\zeta) = \hat{\alpha}_i(z) + \zeta \hat{b}_i(z)$ which gives

$$\hat{\alpha}_1(z) = -\frac{\xi}{z} + \frac{E_z}{u} \left( \theta + F_z \zeta \xi \right) \varepsilon_2 + \frac{1-u}{u} \left( \left( 1 - \frac{1}{z} \right) \theta + \frac{1-u}{z} \xi \right) \varepsilon_1 \varepsilon_2 + O(\varepsilon_i^2),$$

$$\hat{\beta}_1(z) = \frac{1}{z} - (1-u) \left( \frac{\varepsilon_2}{(u-z)^2} - \frac{\varepsilon_1 \varepsilon_2}{u z^2} \right) \theta \xi + O(\varepsilon_i^2),$$

and

$$\hat{\alpha}_2(z) = \frac{\theta}{u-z} + \left( \frac{1}{u} - \frac{1}{z} \right) \theta + \left( 1 - \frac{1}{u} \right) \xi \right) \varepsilon_1 + \frac{H F_z}{1-u} \left( E_z \xi - \theta \right) \varepsilon_1 \varepsilon_2 + O(\varepsilon_i^2),$$

$$\hat{\beta}_2(z) = -\frac{1-u}{(u-z)(1-z)} + \left( \frac{\varepsilon_1}{z^2} - \frac{F_z^2}{u} \varepsilon_1 \varepsilon_2 \right) \theta \xi + O(\varepsilon_i^2). \quad (A.26)$$
The period matrix with these supermoduli can be computed from Eq. (A.17); it is given by

\[
(\tau_{ij}) = \frac{1}{2\pi i} \left( \begin{array}{cc}
\log \varepsilon_1^2 - 2\frac{1-u}{u} \theta \varepsilon_2 \\
\log(u - \theta \varepsilon) & \log \varepsilon_2^2 - 2\frac{1-u}{u} \theta \varepsilon_1
\end{array} \right) + O(\varepsilon_1^2). \tag{A.27}
\]

where \(\log(u - \theta \varepsilon) = \log u - \frac{1}{u} \theta \varepsilon\).

B Appendix: Schottky groups and gluing

In this appendix we review how (super) Schottky groups for genus \(g\) (super) Riemann surfaces can arise from inserting plumbing fixtures between pairs of marked points on lower-genus surfaces, related in a simple way to the (super) Schottky moduli. In Section B.1 we look at the bosonic case and in Section B.2 we see how super Schottky groups can arise from gluing pairs of Neveu-Schwarz punctures.

This relation between gluing and Schottky groups is the reason Schottky space integrals arose naturally in early sewing-based computations of multi-loop string amplitudes by Lovelace [20], Kaku and Yu [21] and Alessandrini and Amati [22, 23].

B.1 The bosonic case

B.1.1 Genus one

Let us focus on the construction of a genus \(g = 1\) Riemann surface in detail. We consider two \textit{a priori} different ways to get a torus from a sphere: firstly by gluing a pair of marked points, and secondly by quotienting a region by a hyperbolic Möbius map \(\gamma\) \textit{à la} Schottky, and we will see that the resulting Riemann surfaces are identical if the gluing parameter is identified with the multiplier of \(\gamma\).

First of all, consider the Riemann sphere covered by two coordinate charts \(z\) and \(w\) related by the transition function \(w = -1/z\). Say there are two punctures (\textit{i.e.} marked points), which can be taken to be at \(z = 0\) and \(w = 0\) without loss of generality. In general, given two marked points and two charts \(z, w\) which vanish at the respective points, we can insert a plumbing fixture by identifying

\[
zw = -k \tag{B.1}
\]
on a pair of annular regions (one around each puncture) and removing the discs bounded by the two annuli. The complex parameter \(k\) with \(|k| < 1\) is called the\textit{ gluing parameter}.

In our case, we can turn the sphere into a genus \(g = 1\) torus by removing the discs \(|w| \leq |k|\) and \(|z| \leq |k|\) from the sphere and then identify the two annuli \(|k| < |z| < 1\) and \(|k| < |w| < 1\) via Eq. (B.1). In fact, since we have removed the point \(w = 0\), we can describe everything in terms of the \(z\) coordinate, so the second annulus is given by \(1 < |z| < |k|^{-1}\). But in gluing, we have stipulated that every point in the first annulus is equivalent to a point in the second annulus via Eq. (B.1), so every point on the torus we have built (except points with \(|z| = 1\) lies under \textit{two} points on the annulus \(|k| < |z| < |k|^{-1}\), with the two \(z\) coordinates of those points differing from each other by a factor of \(k\). So half of the annulus is superfluous, and the
resulting torus can be described as an annulus whose inner and outer radii differ by by a factor of \( |k| \), where two points \( P_1 \) and \( P_6 \) on the inner and outer boundaries are identified if \( z(P_1) = k z(P_6) \) (see Fig. 3a). \( k \) is the modulus in the resulting family of tori.

Now let us describe the Schottky group construction of a torus. Consider a single hyperbolic Möbius map \( \gamma \in \text{PSL}(2) \), so \( \gamma \) has two distinct fixed points, one attractive and one repulsive. We can choose a coordinate \( z \) for the sphere in which these fixed points are at \( z = 0 \) and \( z = \infty \), respectively, so \( \gamma \) is a dilatation with multiplier \( k \), \( \gamma = P_k \) as defined in Eq. (2.6).

To build a torus à la Schottky, we remove the two fixed points (which constitute the whole limit set \( \Lambda(G) \) in genus one) from the sphere and quotient what is left by the group generated by \( \gamma \), i.e. the group of integer powers of \( P_k \). In terms of the \( z \) coordinates, this means removing \( z = 0 \) and \( z = \infty \) and quotienting by the
The Schottky group description of a genus one surface may be achieved by subtracting the points $z = 0$ and $z = \infty$ from $\mathbb{CP}^1$ and imposing the equivalence relation $z \sim k^n z$, $n \in \mathbb{Z}$. $k$ is the modulus. The solid arrows indicate one equivalence class of points. The band $|k| r_0 \leq |z| < r_0$ is a fundamental region for the group action. The resulting quotient space is equivalent as a Riemann surface to the one obtained by gluing in Fig. 3.

\[ P_1 \sim P_2 \leftrightarrow z(P_1) = k^n z(P_2) \text{ for some } n \in \mathbb{Z}. \quad (B.2) \]

If we take an annular region bounded by two circles centred at $z = 0$ whose radii differ by a factor of $|k|$, then every point in $\Omega_1 \equiv \mathbb{CP}^1 - \{z = 0, z = \infty\}$ is equivalent to either a point in the interior of this annulus or a point in each of the two boundary components. The annulus, therefore, constitutes a fundamental region for the action of $\Gamma_k$ on $\Omega_1$, and the torus resulting from the quotient can be constructed as the annulus whose two boundary components are identified as before.

We see, therefore, that gluing a pair of punctures on the sphere gives the same Riemann surface as quotienting a region $\Omega_1$ by a hyperbolic Möbius map, so building a torus à la Schottky is one way to effect a gluing, with the Schottky modulus $k$ identified with the gluing parameter.

Of course, nothing is special about the points $z = 0$ and $z = \infty$. Punctures at two arbitrary points $z = u$ and $z = v$ can be sewn together with gluing parameter $k$ if we quotient $(\mathbb{CP}^1 - \{u, v\})$ by the hyperbolic Möbius map $\gamma$ defined in Eq. (2.3), since a change of coordinates by $\Gamma_{uv}$ as defined in Eq. (2.5) transforms this to the case which has already been dealt with.

### B.1.2 Higher genus Riemann surfaces

The construction of compact Riemann surfaces of genus $g$ is described in Section 2.1.2. In fact, any Schottky group $G$ can be seen to arise by gluing pairs of punctures located at the fixed points in some sense, as we saw in the genus $g = 1$ case in the previous section.

This can be seen inductively. Consider a genus $g$ surface $\Sigma_g$ defined by a Schottky group $G = \langle \gamma_1, \ldots, \gamma_g \rangle$. Then the rank-$(g-1)$ group $\tilde{G} = \langle \gamma_1, \ldots, \gamma_{g-1} \rangle$ is a Schottky group defining a genus $(g - 1)$ surface $\Sigma_{g-1}$. Any fundamental region $\mathcal{F}$ for $G$
can have added to it the discs bounded by the Schottky circles $C_g$, $C'_g$ to yield a fundamental region $\tilde{F}$ for $\tilde{G}$, with the fixed points $u_g$ and $v_g$ of $\gamma_g$ in the interior of $\tilde{F}$. The equivalence classes $\tilde{G}(u_g)$ and $\tilde{G}(v_g)$ correspond to a pair of marked points on $\Sigma_{g-1}$. Now, if we did not have to worry about $\tilde{G}$ then as discussed at the end of Section B.1.1, quotienting by $\gamma_g$ would amount to gluing a pair of punctures at $z = u_g$ and $z = v_g$ with gluing parameter $k_g$. But now this has to be done in a way preserving invariance under the rank-$(g-1)$ Schottky group $\tilde{G}$. Hence we must quotient an appropriate covering space by all Möbius maps in the original rank-$g$ Schottky group $G = \langle \tilde{G}, \gamma_g \rangle$. Thus, the Schottky modulus $k_g$ can be thought of as a gluing parameter for the $g$th handle. Of course, the same argument could apply to any primitive Schottky group element $\gamma_\alpha$, and in particular the $g$ generators $\gamma_1, \ldots, \gamma_g$ of a marked rank-$g$ Schottky group could be associated with $g$ gluings needed to build a genus-$g$ Riemann surface $\Sigma_g$.

The Deligne-Mumford compactification of moduli space $\overline{M}_g$ is obtained by extending families of surfaces which can locally be described with plumbing fixtures $xy = -k$ to include the limiting surface as $k \to 0$; these surfaces are degenerate with double points. Degenerations can be classified topologically according to whether they are separating or non-separating, i.e. whether the degenerate surface is the disjoint union of two surfaces with one extra marked point on each, or a single surface with two marked points (see Fig. 5). Here we describe two ways in which points on the compactification divisor $D_g = \overline{M}_g - M_g$ can be reached in Schottky group language. Firstly, according to the discussion in the previous section, the multiplier $k_\alpha$ of any primitive $\gamma_\alpha \in G$ is a gluing parameter associated to some handle, so if we let it vanish, $k_\alpha \to 0$, we get a “non-separating” degeneration in which a non-trivial homology cycle is pinched. For the multipliers $k_i$ of the $g$ Schottky generators $\gamma_i$, the limit $k_i \to 0$ describes the degeneration in which the $A^i$ homology cycle pinches off.

To describe some separating degenerations we need to do a bit more work. Given two compact surfaces $\Sigma_{gL}$ and $\Sigma_{gR}$ of genus $g_L$ and $g_R$, respectively, described by Schottky groups, we can glue the surfaces together to obtain a new surface $\Sigma_{gL + gR} = \Sigma_{gL} \# \Sigma_{gR}$ in the following way.

Let the first surface $\Sigma_{gL}$ be described by a uniformizing coordinate $z$ quotiented by the Schottky group $G_L$ generated by $\gamma_i$, $i = 1, \ldots, g_1$, and the second surface...
described by a uniformizing coordinate \( w \) quotiented by a Schottky group \( G_R \) generated by \( \tilde{\gamma}_j, j = 1, \ldots, g_R \). Say we want to put a plumbing fixture between the point \( z = z_0 \) on \( \Sigma_{g_L} \) and the point \( w = w_0 \) on \( \Sigma_{g_R} \). Then we need to find local coordinates vanishing at these two marked points; we can take

\[
\tilde{z} = \frac{z - z_0}{z - z_1} \equiv f_L(z), \quad \tilde{w} = \frac{w - w_0}{w - w_1} \equiv f_R(w),
\]  

(B.3)

where \( z_1 \) and \( w_1 \) are free parameters. Then to glue with gluing parameter \( q \), we identify

\[
\tilde{z} \tilde{w} = -q
\]

(B.4)
on annuli around the two punctures. Using Eq. (B.3), this gives a relationship between the \( z \) and \( w \) coordinates,

\[
z = \frac{(qz_1 + z_0)w - (qz_1w_1 + z_0w_0)}{(1 + q)w - (w_0 + qw_1)} \equiv \tilde{\Gamma}(w).
\]

(B.5)

Since this is a Möbius map, we can use it to define a new coordinate system everywhere on the Schottky cover of \( \Sigma_{g_R} \); in particular, we can find \( z \) coordinates for all of the fixed points, and replace the Schottky group generators on \( \Sigma_{g_R} \) with

\[
z \mapsto \gamma_{gL+j}(z) \equiv (\tilde{\Gamma} \circ \tilde{\gamma}_j \circ \tilde{\Gamma}^{-1})(z) \quad j = 1, \ldots, g_R.
\]

(B.6)

The group

\[
G = \langle \gamma_i, \gamma_{gL+j}; i = 1, \ldots, g_L; j = 1, \ldots, g_R \rangle
\]

(B.7)

is a rank-(\( g_L + g_R \)) Schottky group for sufficiently small values of the gluing parameter \( q \), and the surface this group describes is exactly the surface obtained by gluing the two lower genus surfaces in the above way. The \( 3(g_L + g_R) - 3 \) moduli come from the \( (3g_L - 3) + (3g_R - 3) \) moduli of the two sewn surfaces \( \Sigma_{gL}, \Sigma_{gR} \) plus the 3 complex parameters of the gluing map \( \tilde{\Gamma} \) in Eq. (B.5) (see fig. 6).

If we can present a rank-(\( g_L + g_R \)) Schottky group as in Eq. (B.6) and Eq. (B.7), then allowing the gluing parameter to vanish \( q \to 0 \) corresponds to the separating degeneration in which a genus-(\( g_L + g_R \)) surface \( \Sigma_{gL+gR} \) pinches off into two surfaces of genus \( g_L \) and \( g_R \) connected at a node.

Not all of \( \mathcal{M}_g \) is easily described in Schottky language; for example, there is not a convenient way to describe degenerations which pinch the \( B_i \) homology cycles.

B.2 Super Schottky groups and gluing

B.2.1 Building a genus one SRS by gluing

As for Riemann surfaces, there is a notion of gluing pairs of punctures on super-Riemann surfaces. In fact, there are two different types of punctures: Neveu-Schwarz (NS) and Ramond (R) \[50\]. An NS puncture may be thought of as a marked point on the SRS, given by \( z[\zeta = z_0]_{\tilde{G}_0} \) in some coordinate chart. An R puncture is something quite different, characterized by a singularity in the superconformal structure of \( \Sigma \).
Figure 6: Two surfaces $\Sigma_L$, $\Sigma_R$ described by Schottky groups $G_L$, $G_R$ (shown in Fig. 6a for groups with rank 2 and 1, respectively) can be 'glued' together at a pair of punctures using Eqs. B.3 – B.6. This gives a higher genus surface described by the Schottky group $G = \langle G_L \Gamma G_R \Gamma^{-1} \rangle$ (an example is shown in Fig. 6b: the new Schottky circles $C_3$ and $C'_3$ are given by $\Gamma \widetilde{C}_1$ and $\Gamma \widetilde{C}'_1$ respectively).

At an $R$ puncture, a section $D$ of $\mathcal{D}$ fails to be linearly independent of $D^2$. In other words, near an $R$ puncture there are some (non-superconformal) coordinates $y|\psi$ in which $\mathcal{D}$ has sections spanned by $D^*_\psi = \partial_\psi + \psi y \partial_y$, whose square $(D^*_\psi)^2 = y \partial_y$ vanishes at $y = 0$ \([1]\). There are notions of gluing pairs of punctures of either NS or $R$ type, but in this paper we will only consider gluing pairs of NS punctures.

Our immediate goal is to see how, just as in the bosonic case, we can build a higher-genus SRS by gluing pairs of NS punctures on $\mathbb{CP}^{1|1}$ in a way that is equivalent to quotienting a subdomain of $\mathbb{CP}^{1|1}$ by a super Schottky group.

Given two superconformal coordinate charts $z|\zeta$ and $w|\psi$ which vanish respectively at a pair of NS punctures on a SRS, an NS-gluing of the punctures gives a family of SRS by imposing a relation (Eq. (6.9) of \([1]\))

$$zw = -\varepsilon^2, \quad z\psi = \varepsilon \zeta, \quad w\zeta = -\varepsilon \psi, \quad \psi \zeta = 0$$ \hspace{1cm} (B.8)

on a pair of regions whose reduced spaces are annuli (one around each puncture), and removing the discs inside each annulus. Here $\varepsilon$ is an even parameter with $|\varepsilon| < 1$ called the $NS$ gluing parameter \([\dagger]\). Note that the first equation of Eq. (B.8) matches Eq. (B.4) describing gluing of a pair of punctures on an Riemann surface if $\varepsilon^2 = k$.

Let us begin by considering a pair of NS punctures on $\mathbb{CP}^{1|1}$, then we can use $\text{OSp}(1|2)$ automorphisms to assume without loss of generality that the punctures are at $z|\zeta = 0|0$ and $w|\psi = 0|0$ in terms of the coordinates introduced in Eq. (2.18). Then just as in the bosonic case, we can remove the discs $|w| \leq |\varepsilon^2|$ and $|z| \leq |\varepsilon^2|$.

\[5\text{When we refer to some expression's absolute value } |\cdot| \text{ in an SRS context, we always mean modulo any odd variables.}\]
from the surface and identify the two annuli $|\varepsilon^2| < |z| < 1$ and $|\varepsilon^2| < |w| < 1$ via Eq. (B.8).

Again, since we have removed the locus $w = 0$, we should be able to describe everything in terms of the $z|\zeta$ superconformal coordinates, where the second annulus mentioned above is given equivalently by $1 < |z| < |\varepsilon|^{-2}$. But in gluing, we have stipulated that every super-point in the first annulus is equivalent to a super-point in the second annulus via Eq. (B.8), so (apart from those points with $|z| = 1$) every super-point on the genus one SRS which we have built lies under two distinct super-points $z_1 = z_1|\zeta_1$ and $z_2 = z_2|\zeta_2$ on the annular region defined by $|\varepsilon^2| < |z| < |\varepsilon|^{-2}$. For a given super-point $z_1$ with $1 < |z_1| < |\varepsilon|^{-2}$, we can first use Eq. (2.18) to find its $w|\psi$ coordinates, and then use Eq. (B.8) to write down the $z|\zeta$ coordinates of its corresponding point in the annulus $|\varepsilon^2| < |z| < 1$, giving us $z_2$. We find that the first and second equations of Eq. (B.8) lead, respectively, to

\[ z_2 = \varepsilon^2 z_1, \quad \zeta_2 = \varepsilon \zeta_1, \]  

(B.9)

with the third equation of Eq. (B.8) being interchangeable, here, with the second one, and the fourth being satisfied since $\psi \propto \zeta_1 \propto \zeta_2$.

So just as before (see Fig. 3a), half of the annulus is superfluous, and the resulting genus one SRS can be described as an annular region in $\mathbb{C}^{1\,1}$ whose inner and outer radii differ by a factor of $|\varepsilon^2|$, where two super-points on the outer and inner boundaries with coordinates $z_1$ and $z_2$ are identified if Eq. (B.9) holds. $\varepsilon$ is the modulus in the resulting family of SRS.

From this point onwards, we will fix the superconformal chart $z = z|\psi$ defined in Eq. (2.18) as a canonical chart on $\mathbb{CP}^{1\,1}$, writing the point $w = 0|0$ as $z = \infty$. Also, denote $0 \equiv 0|0$.

There is also a Schottky group construction of the same SRS, and we will see as in section B.1.1 that some of the Schottky moduli are naturally identified with NS gluing parameters. Notice that the equivalence in Eq. (B.9) may be rewritten in terms of $P_\varepsilon$ as

\[ z_2 = P_\varepsilon(z_1). \]  

(B.10)

The Schottky construction of a genus one SRS proceeds similarly to the bosonic case. The two fixed superpoints of a single generator $\gamma$ are removed from $\mathbb{CP}^{1\,1}$ to get the Schottky cover SRS, which is then quotiented by the action of $\gamma$. With only one generator we can take $\gamma = P_\varepsilon$ without loss of generality, then we find that the resulting quotient space can be described as an annular fundamental region in $\mathbb{C}^{1\,1}$ whose inner and outer radii differ by a factor of $|\varepsilon^2|$, where two super-points $z_1$ and $z_2$ on the outer and inner boundaries are identified if Eq. (B.9) holds. This shows that building a genus one SRS with a super Schottky group characterized by a semimultiplier $\varepsilon$ is exactly the same as NS-gluing a pair of NS punctures on $\mathbb{CP}^{1\,1}$, with $\varepsilon$ as the NS gluing parameter.

To see the relationship between this construction of a genus one SRS and the more common one in terms of quotienting $\mathbb{CP}^{1\,1}$ by a $\mathbb{Z} \times \mathbb{Z}$ lattice (cf. section 5.2 of [1]), consider a new superconformal coordinate $r \equiv r|\rho$ defined by

\[ z = e^r, \quad \zeta = e^{r/2}\rho. \]  

(B.11)
Then the transformation $P_\varepsilon$ of Eq. (2.31) acts on these new coordinates via
\[ r \mapsto r + \log \varepsilon^2, \quad \rho \mapsto \rho. \]  
(B.12)

Also, since Eq. (B.11) means that $r + 2\pi i$ corresponds to the same value of $z$ as $r$ does, we need to quotient by the group generated by
\[ r \mapsto r + 2\pi i, \quad \rho \mapsto -\rho, \]  
(B.13)

where the minus sign in the second equation comes from single-valuedness of $\zeta$ in Eq. (B.11), and is crucial since it means that the super-torus obtained by quotienting $\mathbb{C}^{|1|1}$ by Eq. (B.12) and Eq. (B.13) has an even spin structure. Eq. (B.13) means that in the genus one case, we have $\varepsilon_a = 0$, and by similar arguments $\bar{\varepsilon}_a = \bar{0}$ for higher genus super-Schottky group constructions, which is why we can only describe SRS of even spin structure in this way \[31\].

### B.2.2 Higher genus super-Riemann surfaces

The construction of genus-$g$ SRS with super Schottky groups can be found inductively by gluing pairs of NS punctures on genus-$(g-1)$ SRS, requiring compatibility with the rank-$((g-1)$ super Schottky group. This proceeds analogously to the construction of higher genus Riemann surfaces via Schottky groups in section B.1.2, and leads to the construction described in section 2.2.4.

Each of the $g$ semimultipliers $\varepsilon_i$ is an NS gluing parameter. The Deligne-Mumford compactification of super-Moduli space includes the loci where $\varepsilon_i \to 0$, which correspond topologically to pinching off of the $A^i$ homology cycle on the underlying surface.

Just as in the bosonic case, we can describe the gluing together of two compact SRS concretely in terms of super Schottky moduli. Let $\Sigma_{gL}$ and $\Sigma_{gR}$ be two compact SRS of genus $g_I$ described by Schottky groups $G_I$ for $I = L, R$. Suppose we have one NS puncture $P_I$ on each surface, lying under the equivalence class $G_I(p_I) \subseteq \Omega(G_I)$, where $p_I$ is any representative of $P_I$ in the super Schottky cover. Let us say the superconformal coordinates on $\Omega(G_L)$ and $\Omega(G_R)$ are $z$ and $w$, respectively. On each super Schottky cover $\Omega(G_I)$ let us make OSp$(1|2)$ changes of coordinates $\tilde{z} = f_L(z)$, $\tilde{w} = f_R(w)$ such that $f_I(p_I) = 0$. Then the two NS punctures may be glued together with NS gluing parameter $r$ according to Eq. (B.8) if we impose the following identification:

\[ \tilde{w} = (I \circ P^{-1}_r)(\tilde{z}) \]  
(B.14)

where $I$ and $P_r$ are defined in Eq. (2.17) and Eq. (2.30), respectively. Using this identification between the coordinates on the two super Schottky covers, we can find a super-Schottky group $\tilde{G}_R$ conjugate to $G_R$ which generates, together with $G_L$, the rank-$(g_L + g_R)$ group

\[ G = \langle G_L, \tilde{\Gamma}^{-1}G_R\tilde{\Gamma} \rangle, \quad \tilde{\Gamma} = f_R^{-1}IP^{-1}_r f_L, \]  
(B.15)

which is a super Schottky group for sufficiently small values of $r$. The Deligne-Mumford compactification of super moduli space includes the limiting SRS as $r \to 0$. 
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which corresponds topologically to $\Sigma_{g_L+g_R}$ pinching off into two surfaces $\Sigma_{g_L}$ and $\Sigma_{g_R}$ joined at an NS node.

As an example, let us compute the behaviour of the off-diagonal elements of the period matrix $\tau_{ij}$ of a non-split genus $g = 2$ SRS $\Sigma_2$ near a separating degeneration in super-moduli space. Let us build $\Sigma_2$ by gluing together two genus $g = 1$ SRS, $\Sigma_L$ and $\Sigma_R$, in the above manner. Let $\Sigma_L$ and $\Sigma_R$ be described by the rank-1 super Schottky groups $G_L$ and $G_R$ generated by $\gamma_1 = P_{\varepsilon_1}$ and $\gamma_2 = P_{\varepsilon_2}$, respectively, where the $\varepsilon_i$ are the even supermoduli of the two surfaces. Let the super Schottky cover of $\Sigma_L$ have superconformal coordinates $z$, with a NS puncture at $z|\zeta = 1|\alpha$ (and all its images under $G_L$). Similarly let the super Schottky cover of $\Sigma_R$ have superconformal coordinates $w$, with a NS puncture at the $G_R$-equivalence class of $w|\psi = 1|\beta$. Then the maps $f_I$ are given by

$$f_L = \begin{pmatrix} 1 & -1 & \alpha \\ 0 & 1 & 0 \\ -\alpha & 1 \end{pmatrix}, \quad f_R = \begin{pmatrix} 1 & -1 & \beta \\ 0 & 1 & 0 \\ -\beta & 1 \end{pmatrix}, \quad (B.16)$$

which (along with $P_r$ from Eq. (2.31) and $I$ from Eq. (2.17)) leads to the following expression for $\tilde{\Gamma}$ as defined in Eq. (B.15):

$$\tilde{\Gamma} = \begin{pmatrix} -1/r & 1/r + r - \alpha \beta & -\alpha/r - \beta \\ -1/r & 1/r & -\alpha/r \\ -\beta/r & -\alpha + \beta/r & 1 + \alpha \beta/r \end{pmatrix}. \quad (B.17)$$

Now, this is exactly of the form of $\Gamma_{uv}$ in Eq. (2.34) if we set

$$u|\theta = 1 + r^2 - r\alpha \beta |\alpha + r\beta \quad v|\phi = 1 |\alpha, \quad (B.18)$$

and thus the super Schottky group for the sewn surface is $G = \langle P_{\varepsilon_1}, \Gamma_{uv}^{-1}P_{\varepsilon_2}\Gamma_{uv} \rangle$. This matches the canonically normalized super Schottky group in genus $g = 2$ if we take the NS-gluing supermoduli to be related to the canonical Schottky supermoduli by:

$$\alpha = \phi, \quad \beta = \frac{\theta - \phi}{r}, \quad r^2 = -(1 - u + \theta \phi). \quad (B.19)$$

Now, we have already seen (Eq. (A.25)) that the off-diagonal term of the period matrix is given, to lowest order in the super Schottky semimultipliers $\varepsilon_i$, by $\tau_{12} = \frac{1}{2\pi} \log u + O(\varepsilon_i^2)$. In superstring perturbation theory, it is the NS gluing parameter $r$ which must be held fixed while integrating over the odd supermoduli in a neighbourhood of a degeneration. A computation of the 2-loop superstring amplitude based on integrating over the odd supermoduli with fixed period matrix entries $\tau_{ij}$ is described by D’Hoker and Phong in [52]. The fact that the NS gluing parameter $r$ in Eq. (B.19) is a function not just of $u$ but also $\theta$ and $\phi$ is another way to see that such a procedure needs a correction corresponding to the separating degeneration near $\tau_{12} \rightarrow 0$, as explained by Witten in section 3 of [11].
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