Hydrogen incorporation into amorphous indium gallium zinc oxide thin-film transistors
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Within the subgap of amorphous oxide semiconductors like amorphous indium gallium zinc oxide (a-IGZO) are donor-like and acceptor-like states that control the operational physics of optically transparent thin-film transistors (TFTs). Hydrogen incorporation into the channel layer of a top-gate a-IGZO TFT exists as an electron donor that causes an observed negative shift in the drain current-gate voltage (I_D − V_G) transfer curve turn-on voltage. Normally, hydrogen is thought to create shallow electronic states just below the conduction band mobility edge, with the donor ionization state controlled by equilibrium thermodynamics involving the position of the Fermi level with respect to the donor ionization energy. However, hydrogen does not behave as a normal donor as revealed by the subgap density of states (DoS) measured by the photoconduction response of top-gate a-IGZO TFTs to within 0.3 eV of the CBM edge. Specifically, the DoS shows a subgap peak above the valence band mobility edge growing at the same rate that I_D − V_G transfer curve measurements suggest that hydrogen was incorporated into the channel layer. Such hydrogen donor behavior in a-IGZO is anomalous and can be understood as follows: Non-bonded hydrogen ionization precedes its incorporation into the a-IGZO network as a bonded species. Ionized hydrogen bonds to a charged oxygen-on-an-oxygen-site anion, resulting in the formation of a defect complex denoted herein as, [O_H^+]^-1. Formation of an [O_H^+]^-1 defect complex creates a spectrally-broad (~0.3 eV FWHM) distribution of electronic states observed in the bandgap centered at 0.4 eV above the valence band mobility edge.
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I. INTRODUCTION

Amorphous indium gallium zinc oxide (a-IGZO) thin-film transistors (TFTs) constitute a well-established, maturing technology for the realization of commercial flat-panel display backplanes. The performance of an a-IGZO TFT depends, to a large extent, on the subgap electronic state properties of the a-IGZO channel layer. Four primary types of intrinsic subgap states exist in a-IGZO, i.e., conduction band tail states (acceptor states exponentially distributed below the conduction band mobility edge), valence band tail states (donor states exponentially distributed above the valence band mobility edge), oxygen vacancy states (donor states forming a series of Gaussian-like peaks in the upper portion of the a-IGZO band gap), and metal vacancy states (acceptor states giving Gaussian-like peaks in the lower portion of the a-IGZO band gap). Both types of band tail states and oxygen vacancy states are ubiquitous in a-IGZO, while ultrabroadband photoconduction (UBPC) assessment reveals that the concentration of metal vacancy states is quite variable, e.g., 10^{16}−10^{17} cm^{-3} for the bottom-gate a-IGZO TFTs of Vogt et al. and negligibly small (i.e., <10^{16}cm^{-3}) for the top-gate a-IGZO TFTs examined herein.

In addition to intrinsic subgap states, one type of extrinsic subgap state is commonly present in a-IGZO, i.e., hydrogen. Although there is abundant literature on the topic of hydrogen incorporation into a-IGZO, this literature is confusing and often contradictory or even erroneous. The concept of hydrogen interacting with a-IGZO as a donor, contributing an electron to the conduction band, is well established through both computational and experimental methods, the latter of which have commonly found a negative shift in the TFT I_D − V_G transfer curve turn-on voltage (V_ON) after hydrogen incorporation.

Hydrogen concentrations of order 10^{20}−10^{21} cm^{-3} are often observed in a-IGZO via secondary ion mass spectroscopy (SIMS) assessment; however, this hydrogen must be predominantly electrically inactive, or it would result in far larger negative shifts in the value of V_ON then are observed. It is generally agreed upon that the donor effect observed with hydrogen incorporation involves hydrogen bonding with oxygen atoms in the disordered a-IGZO lattice, yielding O^−H−OH−... Less robustly established, however, is the energetic location at which the resulting bond state manifests in the a-IGZO subgap. Density functional theory-based calculations have indicated a possible shallow donor state near (<0.6 eV) from the conduction band minimum, and enhanced state density in hydrogen-rich devices has been reported to be observed in the range 0.2−0.6 eV from the conduction band minimum. However, hydrogen incorporation in a-IGZO has also been repeatedly correlated with an increased response from states in the near valence band region of the subgap, which at least one author has suggested could be linked to OH− interaction.

More commonly, however, both observed changes in
The objective of the work presented herein is to formulate a physical picture of how hydrogen incorporation affects the electrical properties of an a-IGZO TFT. Electrical and electro-optic characterization establishes that increasing the hydrogen concentration in a-IGZO (i) increases the density of free electrons in the conduction band, thereby shifting the turn-on voltage of the a-IGZO TFT to lower voltages, and (ii) increases the density of subgap states centered at 0.4 eV above the valence band mobility edge and also increases the valence band tail state characteristic (Urban et al.) energy. It is argued that hydrogen acts as an anomalous, non-equilibrium donor in a-IGZO as a consequence of its negative-U property in which the formation of a neutral, non-bonded hydrogen is energetically unfavorable.

II. EXPERIMENTAL METHODS

A. Hydrogen incorporation into a-IGZO top-gate TFTs

To better measure the fundamental properties of hydrogen incorporation in this amorphous semiconductor, a-IGZO TFTs were fabricated in top-gate configuration. Figure 1(bi) shows a cross-sectional view of a top-gate TFT, and highlights that the H-rich SiNxOy passivation layer is adjacent to the a-IGZO layer active region. Upon controlled thermal annealing, Fig. 1(bii) shows that the top-gate configuration enables facile hydrogen diffusion from the H-rich SiNxOy regions directly to the active channel of a-IGZO. Various top-gate TFTs were measured with channel widths ranging from 2.5 – 8 µm.
and channel lengths between 12 – 16 μm. Unless otherwise noted, measurements presented correspond to TFTs with a 100 nm a-IGZO layer and with channel dimensions shown in Fig. 1(bii). The top-gate insulator capacitance density is 34.5 nFcm⁻².

To promote the diffusion of hydrogen from the H-rich passivation layer into the adjacent a-IGZO active channel, the TFT was thermally annealed at 180°C, leading to a negative shift in the a-IGZO TFT turn-on voltage, $V_{ON}$, with increasing annealing time. The inferred hydrogen concentration corresponding to the observed negative shift in $V_{ON}$ is estimated as:

$$[H]_{ID-VG} = (-C_lV_{ON}/q)^{3/2}$$

(1)

where $C_l = 34.5$ nFcm⁻² is the top-gate insulator capacitance density and $q$ is electronic charge. Using Eq. 1, the inset of Fig. 1(a) plots the calculated $[H]_{ID-VG}$ as a function of annealing time.

B. Ultrabroadband photoconduction and DoS

To better understand how a negative shift in the $I_D - V_G$ curve of an a-IZGO TFT is linked to hydrogen diffusion, the integrated sub-gap trap density ($N_{TOT}$) is measured. Direct observation of the subgap trap density has proved difficult in the past because the relatively small concentration of traps in the subgap necessitates a roughly $10^{-6}$ level of precision in order to resolve against background. Ultrabroadband photoconduction (UBPC) is a on-chip microscopy method using highly-tunable lasers to resolve the density of subgap traps through precision measurements of the TFT photoconductivity (PC). Figure 1(bi) shows the basic elements of UBPC with further details provided in the Supplementary Materials.

Spanning the full IR to UV range, measuring the subgap a-IGZO states uses multiple lasers continuously tunable from 0.3 to 3.7 eV. Specifically, a Coherent Chameleon Ti:Sapphire laser is coupled to an APE Compact optical parametric oscillator and a HarmoniXX second harmonic generation system. To minimize spectral aberrations, we use all-reflective optics, including a 52X high-NA reflective objective. A piezo scanning mirror mirror within a 4f confocal system couples the laser lines into an Olympus BX61W microscope with a homebuilt transport setup. While the photon energy $E_{ph}$ is scanned step-wise from 0.3 eV to 3.7 eV, inverted RF source-drain electrical probes collect the PC induced by the laser ($I_{PC}$). Selected energies are repeated afterwards to ensure curves are reproducible. Select UBPC were verified on a second UBPC microscope that instead scans a white-light supercontinuum laser (See Supplementary Materials). $I_{PC}$ is detected by an current pre-amplifier and a lock-in amplifier (Zurich HFLI) referenced to an optical chopper frequency modulating the laser at 585 Hz. Dark curve background and illuminated transfer curve hysteric drift is removed from the $I_{PC}$ signal by careful selection of the lock-in amplifier laser-chopping frequency.

Figure 1(c) shows PC-maps generated by raster-scanning the laser at $E_{ph}$ over a top-gate a-IGZO TFT. It produces a spatially uniform $I_{PC}$ response over the a-IGZO TFT active region. Precision scanning optics maintain a diffraction-limited spot at the a-IGZO TFT center for the duration of UBPC measurement. The $I_{PC}$ signal must be normalized by the number of photons incident per second on the active region, $N_{ph}$. To accomplish this, both the laser power transmitted through the objective and through-objective+TFT chip are measured at each photon energy. The resulting measured signal, $qI_{PC}/N_{ph}$ is directly proportional to the total integrated trap density, $N_{TOT}$ from the conduction band mobility edge to the photon energy, $E_{ph}$ according to:

$$N_{TOT}(E_{ph}) = \left( \frac{I_{PC}}{N_{ph}} \right) \left( \frac{qC_l}{m} \right) \frac{N_{o,max}}{d}$$

(2)

where d is the thickness of a-IGZO, and m is the slope of the dark $I_D - V_G$ transfer curve in the linear region within ±0.5 V of the constant 5 V forward gate bias voltage over which the UBPC signal, $I_{PC}$ was collected. $N_{o,max}$ is a constant calibration factor obtained by finding the maximum number of incident photons per second that give a measurable increase in the PC-response, i.e., the saturation photon flux measured at the near-band gap. Note that the notation $E = E_C = E_{ph}$ is used interchangeably.

Finally, the a-IGZO experimental density of states (DoS) is obtained by taking a derivative of the total subgap trap density, or DoS($E_{ph}$) = $dN_{TOT}/dE_{ph}$. For the as-grown a-IGZO TFTs, the experimental DoS peaks were simulated as gaussian peaks and exponential Urbach tails. Then using the $[H]_{ID-VG}$ values obtained from $I_D - V_G$ transfer curve measurements and Tauc band-gap analysis (see see Supplementary Materials), a simulated hydrogen-dependent DoS is compared again with the experimental curve.

III. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 2(a) shows $I_D - V_G$ curves for four top-gate a-IGZO TFTs possessing varying concentrations of hydrogen (see Section II(A) for an explanation of how hydrogen is introduced into the a-IGZO TFT channel layer). A higher concentration of hydrogen corresponds to a more negative turn-on voltage, $V_{ON}$, indicating that incorporated hydrogen is electrically active and that hydrogen behaves as a donor dopant since it increases the density of free conduction band electrons within the a-IGZO channel layer, thereby shifting $V_{ON}$ to a more negative voltage.

Figure 2(b) presents Tauc photoconductance plots for four top-gate a-IGZO TFTs possessing varying concentrations of hydrogen. Details of the Tauc scaling of the
FIG. 2. (a) Drain current-gate voltage ($I_D - V_G$) transfer curves for four top-gate a-IGZO TFTs with varying levels of hydrogen incorporation; a larger hydrogen concentration in the a-IGZO channel layer corresponds to a more negative shift in the turn-on voltage. (b) The UBPC photoconduction signal estimates the band-gap of top-gate a-IGZO TFTs. For four different $V_{ON}$ device conditions, the Tauc plot scaling linear fits are shown (solid lines). The average band-gap is $\sim 3.17$ eV. (c) The UBPC total integrated trap density, $N_{TOT}$, is plotted from $0.3$ eV below the conduction band to the valence band region. (inset) Plot of the differential or background-subtracted ($V_{ON} = 0$ V curve) trap density maximizes the contribution from subgap states that contribute to each observed $I_D - V_G$ $V_{ON}$ shift. The colored dashed lines correspond to the hydrogen concentration calculated directly from $I_D - V_G$ transfer curves. At the valence band mobility edge ($E_G$, vertical line), these $I_D - V_G$ estimates are similar to the UBPC trap density measurement value.

UBPC photoconduction data are provided in the Supplementary Materials. The optical band gap is estimated via linear regression fitting of the valence band onset portion of the Tauc plot, yielding an average bandgap of $E_G = 3.15 \pm 0.03$ eV for a-IGZO. While the a-IGZO band gap varies only slightly with increasing hydrogen incorporation, the Tauc plot in the subgap region increases with increasing hydrogen concentration for subgap states positioned within $\sim 0.4$ eV of the valence band mobility edge. Thus, Tauc photoconductance plots indicate that increasing hydrogen concentration increases the density of subgap electronic states located within $\sim 0.4$ eV above
$\Delta V_{ON}(V)$ | $[H]_{ID-VG}(cm^{-3})$ | $[H]_{UBPC}(cm^{-3})$ | $\Delta[H](cm^{-3})$
---|---|---|---
$-1.2$ | $1 \times 10^{17}$ | $2.0 \times 10^{17}$ | $1 \times 10^{17}$
$-4.5$ | $1 \times 10^{18}$ | $1.6 \times 10^{18}$ | $6 \times 10^{17}$
$-16.5$ | $7 \times 10^{18}$ | $1.0 \times 10^{19}$ | $3 \times 10^{18}$

TABLE I. Comparison of hydrogen concentration estimates from the four top-gate a-IGZO TFTs in Fig. 2. Estimates obtained from $I_D - V_G$ transfer curve shifts (Fig. 2a) are compared to measurements of the UBPC differential trap density taken at the valence band mobility edge or at -3.17 eV in Fig. 2c (inset). The $\Delta[H]$ column shows that the UBPC estimates give $\sim 30\%$ excess hydrogen compared to $I_D - V_G$ estimates.

The valence band mobility edge.

Figure 2(c) shows the total integrated trap density, $N_{TOT}(cm^{-3})$, for four top-gate a-IGZO TFTs possessing varying concentrations of hydrogen. $N_{TOT}$ is evaluated via ultrabroadband photoconduction (UBPC) as described in Section II(B). While $N_{TOT}$ increases monotonically with increasing hydrogen concentration, this increase occurs almost exclusively in the near-valence band portion of the band gap. In the upper portions of the band gap, from $\sim 2$ eV to -0.5 eV, the $N_{TOT}$ signal originates from mainly the photoionization of oxygen vacancy related subgap traps, and is independent of the incorporated hydrogen concentration. Thus, the UBPC data demonstrates that hydrogen incorporation into a-IGZO gives rise to the creation of subgap electronic states located in the lower portion of the band gap.

The inset of Fig. 2(c) offers another perspective on hydrogen-induced subgap trap creation using UBPC trap density difference curves, obtained by taking $\Delta N_{TOT}(V_{ON}) = N_{TOT}(V_{ON}) - N_{TOT}(V_{ON} = 0 \text{ V})$. As before, an increase in trap density near the valence band mobility edge occurs as hydrogen incorporation increases. The logarithmic ordinate scale employed in Fig. 2(c) uses a seven orders of magnitude scale to explore the subtle density of states features associated with the high dynamic range of UBPC. Comparison against the linear ordinate scaling shown in Supplemental Figure S4 is helpful to emphasize that hydrogen-induced subgap state creation primarily occurs within $\sim 0.4$ eV of the valence band mobility edge.

How much hydrogen is incorporated into the four a-IGZO TFTs under consideration? Two methods are employed to estimate the incorporated hydrogen concentration. From $I_D - V_G$ transfer curves (Fig. 2(a)), the incorporated hydrogen is estimated using $[H]_{ID-VG} = (-C_1 V_{ON}/q)^{3/2}$ where $C_1 = 34.5nFcm^{-2}$ is the gate insulator capacitance density and $q$ is electronic charge. From differential trap density measurement, the incorporated hydrogen concentration is estimated using $[H]_{UBPC} = \Delta N_{TOT}(E = E_G \equiv -3.2) eV$. The inset of Fig. 2(c) shows the $[H]_{ID-VG}$ (horizontal lines) are indeed very similar to the UBPC $\Delta N_{TOT}$ measurements taken at intercept to the $E_G$ vertical dashed line.

FIG. 3. Plot of the experimental (closed circles) subgap DoS of top-gate a-IGZO TFTs with varying degrees of hydrogen incorporation. Overlaid is a simulation (solid lines) of the convolved subgap defect peaks and valence band Urbach tail. The Gaussian peak centered (dashed lines) at -2.8 eV is most salient for the $V_{ON} = -4.5$ and -16.5 V shifted curves, and its simulated peak density was constrained to be equal to the $[H]_{ID-VG}$ trap density. After all peaks of the $V_{ON} = 0$ V case were simulated, the Urbach tail energy was the only free simulation parameter (95 - 180 meV). (inset) The corresponding experimental (closed circles) and the integral of the simulated DoS (solid lines) confirms the DoS simulation predicts the UBPC trap density hydrogen dependence. Dashed lines are the simulated change in valence band Urbach energy.

While Table I shows that the hydrogen concentrations estimated from $I_D - V_G$ transfer curves and UBPC are similar, $[H]_{UBPC}$ is always found to be larger than $[H]_{ID-VG}$, by a factor of $\sim 2$. This suggests that hydrogen incorporation in a-IGZO leads to the creation of two types of electronic subgap states. First, hydrogen donor states ($[H]_{ID-VG}$) are electrically active and form
Table II. Figures of merit extracted from simulation of the DoS spectra in Fig. 3. The first column identifies our suggested peak assignments as originating from $[O^2_0-H^+]^1^-$ bonds, metal vacancies $V_M$, oxygen vacancies $V_O$, or OH stretching mode. Subsequent columns contain the respective peak energies, peak trap densities, and the FWHM spectral width of each peak.

| Peak                | $E_{\text{Peak}}$ (eV) | Max $(\text{cm}^{-3}\text{eV}^{-1})$ | FWHM (eV) |
|---------------------|------------------------|--------------------------------------|-----------|
| $[O^2_0-H^+]^1^-$   | $-2.8$                 | see Table III                        | 0.32      |
| $V_M$               | -2.15                  | $2 \times 10^{15}$                   | 0.10      |
| $V_O$               | -1.78                  | $7 \times 10^{16}$                   | 0.10      |
| $V_O$               | -1.25                  | $4 \times 10^{16}$                   | 0.13      |
| $V_O$               | -0.7                   | $1.5 \times 10^{16}$                 | 0.09      |
| OH$_{\text{vbronic}}$ | -0.37                 | $1 \times 10^{16}$                   | 0.05      |

Table III. Simulated density of states parameters for the spectra of a-IGZO TFTs with varying concentrations of hydrogen. Max DoS amplitudes are fixed according to the values determined from the $I_D-V_G$ transfer curve shift. The $[O^2_0-H^+]^1^-$ peak energy is at $-2.8$ eV or 0.4 eV above the VBM. $E_U$ is the Urbach energy, the only free parameter needed to simulate the experimental trap density and DoS spectra shown in Fig. 3.

$$
\Delta V_{\text{ON}} \ (V) \quad [H_{\text{ID--VG}} \ (\text{cm}^{-3})] \quad E_U \ (\text{meV})
$$

$0 \quad 1 \times 10^{16} \quad 95$

$-1.2 \quad 1 \times 10^{17} \quad 100$

$-4.5 \quad 1 \times 10^{18} \quad 140$

$-16.5 \quad 7 \times 10^{18} \quad 180$

IV. DISCUSSION: HYDROGEN IN a-IGZO

$[H]_{\text{ID--VG}}$ in Table I is an estimate of the electrically-active hydrogen incorporated into a-IGZO that gives rise to a corresponding increase in the subgap state density just above the valence band mobility edge. Since valence band states are derived primarily from O 2p orbital basis states, it is clear that incorporated hydrogen mainly interacts with the oxygen anion sublattice, as described by the defect reaction

$$
O^2_0^- + H^0 + \rightarrow [O^2_0-H^+]^1^- + e^-
$$

where $O^2_0^-$ denotes a bonded oxygen ion sitting on an oxygen site that is embedded within the a-IGZO amorphous network, presuming an ionic bonding model such that the oxygen ion is assumed to possess a 2$-$ charge state, $H^0$ is a neutral hydrogen atom being incorporated into the a-IGZO network, $[O^2_0-H^+]^1^-$ is a defect complex consisting of a bonded $O^2_0^-$ oxygen interacting coulombically (primarily) with a positively ionized hydrogen atom such that an overall charge state of 1$-$ exists for this defect complex (it is possible to more simply and equivalently identify this defect complex as OH$^-$ but we prefer to use the $[O^2_0-H^+]^1^-$ notation as it more accurately captures the detailed nature of the interaction (bonding) between oxygen and hydrogen), and $e^-$ is a free conduction band electron giving rise to the negative turn-on voltage shift witnessed in Fig. 2(a). Note that the presence of free electrons on the right side of the Eq. (3) defect reaction is consistent with hydrogen behaving as a donor.

Isolating the hydrogen portion of the defect reaction discussed above, i.e., $H^0 \rightarrow H^+ + e^-$, demonstrates that hydrogen incorporation involves donor ionization, where hydrogen is the donor. This observation leads to the following question: How is it possible for donor ionization to occur from subgap states residing just above the valence band mobility edge? Clearly, donor ionization cannot be accomplished in the normal manner, i.e., by thermal emission of a neutral donor electron to the conduction band, since the H-induced subgap states are located $\sim 2.8$ eV below the conduction band mobility edge. As discussed below, understanding donor ionization in the context of hydrogen incorporation requires elucidation of the negative-U character of hydrogen.

Figure 4(a) illustrates in a generic, idealized sense the formation energy as a function of Fermi level position.
trend for hydrogen residing within a semiconductor or insulator solid assuming that hydrogen behaves as a normal or positive-U defect (which it does not; U denotes correlation energy, as discussed below). Three charge states are possible for hydrogen, i.e., neutral (H$^{0}$), positively ionized (H$^{+}$), or negatively ionized (H$^{-}$). The trend according to Fig. 4(a) is that H$^{+}$ is energetically preferred when the Fermi level is located near the valence band, while H$^{-}$ has the lowest formation energy when the Fermi level is close to the conduction band; H$^{0}$ is energetically favorable when the Fermi level is near midgap. The type of defect behavior shown in Fig. 4(a) results in two distinct ionization energies in which (i) a positive charge state transitions to a neutral charge state (donor neutralization) and (ii) a neutral charge state transitions to a negative charge state (acceptor ionization) as the Fermi level is modulated across the bandgap from the valence band to the conduction band mobility edge. Notice that each charge state transition shown in Fig. 4(a) involves only one electron. This type of formation energy-Fermi level trend is often classified as ‘normal’ since it is typically expected that a charge state transition involves only one electron.

In contrast, Fig. 4(b) exhibits a different type of formation energy as a function of Fermi level position trend as a consequence of a re-positioning of the neutral H$^{0}$ formation energy (which does not depend on the Fermi level) to a higher energy than that shown in Fig. 4(a). This leads to a situation in which only one ionization energy exists, and any charge state transition involves two electrons. For our purposes, negative-U behavior of hydrogen in a solid corresponds to a situation as shown in Fig. 4(b), in which the neutral H$^{0}$ formation energy is always larger than that of the H$^{+}$ or H$^{-}$ formation energy, depending on where the Fermi level is positioned. Quantitatively, if we define correlation energy as $U = E_F(0/-) - E_F(+/0)$ (other definitions for correlation energy are possible), then the positive- or negative-U nature of hydrogen in a solid is clear and unambiguous.

Figures 4(a) and 4(b) are generic, idealized examples of positive-U and negative-U trends for hydrogen in a semiconductor or insulator solid. Figure 4(c) is a more realistic version of what the formation energy-Fermi level position might look like for an amorphous oxide semiconductor such as a-IGZO. Three aspects of Fig. 4(c) are important. First, hydrogen is a negative-U defect in a-IGZO. Second, as indicated by the red arrow, the +/− ionization energy for a-IGZO is likely to be positioned near to or (more likely) degenerate with the conduction band, rather than in the middle of the band-gap as shown in Figs. 4(a) and 4(b). This means that the H$^{+}$ charge state is more likely to exist in a-IGZO than the H$^{-}$ charge state. Third, the ordinate of Fig. 4(c) has been changed to illustrate how it might look with respect to the vacuum level, in accordance with the universal alignment of hydrogen theory of Van de Walle and Neugebauer while the neutral hydrogen formation energy is positioned at the vacuum level.

Energy positioning of the hydrogen +/− energy and H$^{0}$ merits a bit more clarification. Van de Walle and Neugebauer assert that the hydrogen +/− ionization energy is invariably positioned at or near −4.5 eV from the vacuum level for all semiconductors, insulators, and even for aqueous solutions, and that this universal positioning corresponds to the standard hydrogen electrode potential of electrochemistry. Note that the bond dissociation energy of molecular hydrogen, H$_2$, is 435.7 kJ/mol or 4.5 eV. Thus, when molecular hydrogen is present in a-IGZO, it is energetically positioned at −4.5 eV below the vacuum level, corresponding to its potential or bond dissociation energy. If H$_2$ dissociates into two neutral atoms, 2H$^{0}$, within the a-IGZO network, these neutral hydrogen atoms are neither bonded to the a-IGZO lattice nor to themselves such that they only possess a small amount of kinetic energy and are positioned slightly above the vacuum level, as shown in Fig. 4(c).
Finally, after this extended negative-U behavior detour, we are now in an excellent position to answer the previously posed question: How is it possible for donor ionization to occur from subgap states residing just above the valence band mobility edge? The answer is that hydrogen donors behave differently from other donors. Most donors are first embedded into the lattice network, after which donor ionization occurs. In contrast, donor ionization occurs when hydrogen is in its neutral charge state, prior to its incorporation into the lattice. After ionization, hydrogen is incorporated into the network as a positively charged species. Since H⁺ is positioned at or near the vacuum level, no donor ionization energy barrier exists for hydrogen and the energetic positioning of its subgap states is irrelevant.

Figure 5 presents a comparison between a normal donor and a hydrogen donor. As evident from an assessment of Fig. 5, hydrogen donor behavior is significantly different from that of normal donor behavior. When a normal donor (D, indicated as red in Fig. 5) is incorporated into a lattice, it creates a neutral subgap state that is easily thermally ionized, sending its electron into the conduction band. The important point here is the behavioral sequence of a normal donor, involving neutral incorporation → subgap state creation → ionization. In contrast, the behavioral sequence for a hydrogen donor (H, indicated as blue in Fig. 5) is distinctly different, involving ionization → ionized incorporation → subgap state creation. More specifically, hydrogen is initially present in the lattice as neutral, non-bonded hydrogen, H⁰, sitting interstitially in the network. Non-bonded H⁰ is energetically unstable (metastable) such that it rapidly ionizes to H⁺ with the ionized electron thermalizing to the bottom of the conduction band (Fig. 5(a)). (If interstitial, non-bonded molecular hydrogen is envisaged is the original source of hydrogen to be incorporated into the lattice, then neutral, non-bonded hydrogen essentially acts as an activated complex facilitating hydrogen ionization, i.e., \( \frac{1}{2} \text{H}_2 \rightarrow \text{H}^{0} \rightarrow \text{H}^{+} + e^- \), where the symbol \(# \) is used to denote an activated complex.) The charged nature of H⁺ provides a Coulombic driving force for it to bond to an oxygen-on-an-oxygen-site valence band state, \( O^{2-}_O \), thereby incorporating itself into the lattice via the formation of an \([O^{2-}_O \text{H}^+]^{-} \) defect complex and creating an associated subgap state energetically positioned just above the valence band mobility edge. Notice that the formation of the \([O^{2-}_O \text{H}^+]^{-} \) defect complex involves energetic re-positioning of the \( O^{2-}_O \) valence band state from below to above the valence band mobility edge due to its complexing with H⁺ (Fig. 5(b)).

In summary, the key difference here is that for a normal donor, subgap state creation occurs first, followed by ionization. In contrast, for the unusual case of a hydrogen donor, ionization occurs first, followed by subgap state creation. Normal donor ionization is controlled by the position of the Fermi level with respect to the donor ionization energy and is thus an equilibrium thermodynamic process. In contrast, since hydrogen donor ionization occurs prior to incorporation into the lattice when subgap states are created, hydrogen donors always remain ionized, independently of the position of the Fermi level; hence, hydrogen donor ionization is a non-equilibrium phenomenon.

V. CONCLUSION

The chemistry and physics of hydrogen incorporation into an a-IGZO TFT channel layer is quite subtle. Experimentally, hydrogen behaves as a donor since its incorporation leads to a negative shift in the TFT turn-on voltage due to an increase in the concentration of free conduction band electrons. However, hydrogen is clearly not a simple donor since its incorporation results in the creation of a Gaussian distribution of subgap electronic states centered at 0.4 eV above the valence band mobility edge and also in an enhancement of the valence.
band tail state density as witnessed by an increase in the valence band Urbach energy. The hydrogen-induced, Gaussian-distributed, donor-like subgap electronic states arise as a consequence of the negative-U behavior of the valence band Urbach energy. Furthermore, formation of a $\text{[O}_2^+\text{H}_2]$ defect complex, or equivalently of an OH-bond, leads to positional distortion of the oxygen ion, thus increasing the amount of disorder existing on the anion sublattice, and increasing the valence band tail state density. The charge state of these hydrogen-induced subgap and band tail states are controlled by non-equilibrium and equilbrium thermodynamics, respectively, since they exist in their most positive and neutral charge states, respectively, when the Fermi level is located near to the conduction band mobility edge.

Although a detailed explanation of hydrogen incorporation into a-IGZO has been presented, a key question remains unanswerd: Why is the concentration of electrically-active hydrogen orders of magnitude smaller than the total concentration of hydrogen as estimated from SIMS analysis? Presumably most of this SIMS-measured hydrogen exists as molecular hydrogen, $\text{H}_2$. Moreover, it is likely that $\text{H}_2$ is a precursor for electrically-active hydrogen incorporation. But why should such a tiny fraction of this molecular hydrogen become electrically active, and what controls this? Answering these questions requires further investigation.

**Data Availability Statement:** The data that support the findings of this study are available from the corresponding author upon reasonable request.
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