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Abstract: Achieving multi-scene electronic component detection is the key to automatic electronic component assembly. The study of a deep-learning-based multi-scene electronic component object detection method is an important research focus. There are many anchors in the current object detection methods, which often leads to extremely unbalanced positive and negative samples during training and requires manual adjustment of thresholds to divide positive and negative samples. Besides, the existing methods often bring a complex model with many parameters and large computation complexity. To meet these issues, a new method was proposed for the detection of electronic components in multiple scenes. Firstly, a new dataset was constructed to describe the multi-scene electronic component scene. Secondly, a K-Means-based two-stage adaptive division strategy was used to solve the imbalance of positive and negative samples. Thirdly, the EfficientNetV2 was selected as the backbone feature extraction network to make the method simpler and more efficient. Finally, the proposed algorithm was evaluated on both the public dataset and the constructed multi-scene electronic component dataset. The performance was outstanding compared to the current mainstream object detection algorithms, and the proposed method achieved the highest mAP (83.20% and 98.59%), lower FLOPs (44.26GMAC) and smaller Params (29.3 M).
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1. Introduction

With the rapid development of artificial intelligence and intelligent manufacturing, it has become an inevitable trend to achieve automation and intelligence in various industries [1]. To prepare for automation and intelligence, the real-time and accurate extraction of the state information of objects is the core and basis. Machine vision is one of the important technologies that can obtain the state information of objects from the sensed image [2]. At present, the electronic products are the important parts in smart systems, and they are developing rapidly. Various electronic products exist in a complex system, but the assembly of electronic components (especially the insertion of electronic components on the PCB circuit board) is executed by skilled workers. Therefore, the application of intelligent assembly robots in the electronic component assembly is one of the important research hotspots in the era of Industry 4.0. The object detection of electronic components is not only an important basis of electronic component assembly but can also inspect the quality of electronic components after assembly autonomously.

In recent years, object detection, which is based on deep learning, has developed rapidly and can be generally divided into two categories: anchor-based methods and anchor-free methods. The anchor-based object detection method has two branches: one-stage methods and two-stage methods. Both of them pre-determine a large number of anchors on the image first, then predict the class of these anchors and update their coordinates.
several times. Finally, the final detection results after filtering and adjusting the anchors are obtained. The two-stage method is more accurate because of the finer adjustment of the anchor compared to the one-stage method. Faster RCNN [3], as the first two-stage object detection method, is improved based on R-CNN [4] and Fast RCNN [5]. Faster RCNN proposes an RPN network to obtain candidate frames and send them to the subsequent network for classification and regression, and achieves end-to-end detection for the first time. However, its speed is slow. On the basis of Faster RCNN, SSD [6] proposes a one-stage object detection method and introduces multi-scale in its network. Its speed is greatly improved, but the accuracy is inferior to Faster RCNN. YOLOV1 [7] gets rid of the reliance on an anchor, and its direct prediction of the width and height of each position on the final feature map yields the final prediction instead of adjusting the anchor. Although this approach is fast, the disadvantage of not having an anchor also leads to the model’s bad detection of some objects with uncommon aspect ratios. The subsequent YOLOV2 [8], YOLOV3 [9] and YOLOV4 [10] shift to rely on the anchor, and the ability to detect objects is gradually improved. However, with the proposal of FPN [11] and Focal Loss [12], the disadvantages of anchors come to the fore. A large number of anchors will not only cause a huge increase in the number of parameters but also lead to an extreme imbalance in the number of positive and negative samples. Besides, a large number of redundant anchors need to be processed in the post-processing process. As a result, the final detection results are affected.

The anchor-free detection method no longer depends on the anchor, and it is mainly divided into two kinds; one is the keypoint-based detection method, which gets the coordinates and width and height of the target center point by pre-setting the key point to the GTBOX, such as CenterNet [13] or CornerNet [14]. The other is the center-based anchor-free object detection method, which is based on the GTBOX center point and the region near the center point. It divides positive and negative samples in the region, and finally completes the detection of the target by regressing the distance from the center point to the four edges, such as FCOS [15]. Among these two anchor-free methods, the center-based anchor-free object detection method is very similar to the anchor-based object detection method. The main difference between them is how to handle positive and negative samples. ATSS [16] argues that the difference between the center-based anchor-free detection method and anchor-based detection method is how to divide positive and negative samples at training time, and it is not necessary to approach the object with a large number of anchors. Therefore, the paper proposes an adaptive training sample selection to automatically select positive and negative training samples according to the statistical characteristics of the object. In PAA [17], the matching strategy considering anchors should be efficient and flexible; it should not only calculate the IoU (Intersection over Union) between the GTBOX (ground truth box) and anchor to determine whether it is a positive or negative sample but should let the model classify the positive and negative samples by itself and have a basis to explain the assignment strategy. Even when there is no anchor having a high IoU with GTBOX, the model should assign positive samples to it. This requires the model to be able to adjust its strategy adaptively during the training process and to rely on more than just one factor, the IoU, to determine whether it is a positive or negative sample.

The backbone feature extraction network is one of the most important parts of the object detection algorithm. It aims to extract image features and is the basis for the subsequent classification and positioning of objects in the image. VGGNet [18], the first widely used backbone feature extraction network, largely reduces the number of model parameters and improves the speed by stacking multiple $3 \times 3$ convolutional kernels in place of larger convolutional kernels. GoogLeNet [19] further enhances the depth of the network to seek higher accuracy, but the gradient disappears and the accuracy weakens instead when the number of layers of the network becomes too high. ResNet [20] solves this problem well by using shortcut branching, which allows the network layers to be designed
Deeper without gradient disappearance, such as Resnet50 and Resnet101. SENet [21] proposes an attention mechanism to further enhance the capability of the backbone feature extraction network and thus is widely used in object detection networks. As accuracy improves, speed is also critical. The MobileNet series [22–24] optimizes the structure of convolution and proposes a deep separable convolution and group convolution module, which greatly reduces the number of parameters of the model and improves the speed of the model. The ShuffleNet family [25,26] proposes a channel shuffle to optimize the problem that channel information cannot be shared between group convolutions. As the optimization of convolution has been nearly extreme, the study of the backbone feature extraction network shifts to the optimization of the overall network structure and the selection of related modules. RegNet [27] and EfficientNet [28] both use NAS technology to search different parts of the network so as to select the optimal combination in the search space, thereby further improving the ability to extract features. However, the training of EfficientNet is more difficult and slower. EfficientNetV2 [29] solves this problem by replacing the shallow MBConv module with the Fused-MBCONV module, and the accuracy is further improved.

On the other hand, a great deal of research has been conducted on electronic component detection based on deep learning. Kuo et al. [30] constructed the PCB board generic electronic component dataset and proposed a deep-learning-based detection method. Sun et al. [31] proposed an improved SSD algorithm to implement electronic component detection in stacked scenes. Huang et al. [32] proposed an improved YOLOV3 algorithm to detect electronic components in stacked scenes. Li et al. [33] proposed an improved YOLOV3 algorithm to detect electronic components on PCB boards. Dong et al. [34] proposed an improved Mask R-CNN method to achieve the segmentation of electronic components in the stacked state. Li et al. [35] studied the relationship between the perceptual field and the anchor size in the object detection algorithm and made improvements based on YOLOV3 to achieve the detection of electronic components on PCB boards. However, since the characteristics of electronic components in different scenes vary largely and it is hard to fulfill object detection using one algorithm, there is a lack of research regarding an object detection algorithm that can be applied simultaneously in multiple scenes. Besides, the existing electronic component detection algorithms are improved based on the fundamental detection network without proposing a completely new algorithm for electronic component detection.

The main problems are as follows:
1. In the training process of the existing object detection network, unbalanced positive and negative samples and the need to manually set the threshold of positive and negative samples division;
2. How to make the target detection algorithm simpler and more efficient to avoid the high computational complexity of the model;
3. The detection of electronic components in multiple scenes is not researched in depth.

Therefore, based on the above ideas, an adaptive two-stage positive and negative sample matching strategy is proposed in this paper. The model can be adjusted adaptively as its parameters change during the training process and can be embedded in any current anchor-based object detection method. EfficientNetV2 is chosen as the backbone feature extraction network for our object detection algorithm, which has an efficient parameter design and is simpler and more efficient overall. A multi-scene electronic component dataset for multi-scene electronic component detection is constructed, and an object detection algorithm for multi-scene electronic component detection is proposed.

The following arrangements for the article are as follows: Section 2 introduces the proposed multi-scene electronic component dataset and the public dataset required for the experiments. The proposed object detection algorithm is presented in Section 3. Section 4 validates the algorithm on different datasets and obtains the final experimental results. Section 5 concludes the whole paper and provides an outlook for the future.
2. Dataset

2.1. Multi-Scene Electronic Component Dataset

The detection of electronic components is the basis of the assembly process of electronic components. Electronic components need to be identified and positioned prior to assembly. After assembly, it is necessary to check whether the assembly is completed and whether it is correct. At the same time, the characteristics of electronic components before and after assembly are different. The purpose of constructing this dataset is to make the proposed object detection algorithm, which can adapt to different scenes in real-life production, even if the characteristics of electronic components are very different in various scenes.

Three main kinds of scenes are contained: (1) a messy flat scene of electronic components before assembly, as shown in Figure 1a,b; (2) a mixed scene of two scenes during assembly, as shown in Figure 1c; (3) a PCB board scene after assembly, where the electronic components have been inserted and assembled on the PCB board, as shown in Figure 1d. Table 1 shows the concrete types of electronic components in the multi-scene dataset, which contains a total of 14 categories, including common electronic components in circuit boards, such as capacitors, inductors, resistors, chips, diodes, etc. The 1040 images in the constructed multi-scene electronic components were acquired using an industrial camera with a resolution of $4092 \times 3000$. The pre-assembly scene contains 494 images, the in-assembly scene contains 256 images and the post-assembly scene contains 290 images.

![Figure 1](image-url)

**Figure 1.** Different scenes in a multi-scene electronic component dataset: (a,b) pre-assembly scene; (c) in-assembly scene; (d) post-assembly scene.
Table 1. Multi-scene electronic components dataset categories and corresponding images.

| Name              | Image       | Name         | Image       |
|-------------------|-------------|--------------|-------------|
| Cap22uF           | ![Cap22uF](image) | Cap220uF     | ![Cap220uF](image) |
| Inductance_1      | ![Inductance_1](image) | Cap470uF     | ![Cap470uF](image) |
| Resistance        | ![Resistance](image) | Capacitor    | ![Capacitor](image) |
| Red pin           | ![Red pin](image) | Varistor     | ![Varistor](image) |
| Chip              | ![Chip](image) | Rectifier diode | ![Rectifier diode](image) |
| Inductance        | ![Inductance](image) | Yellow capacitor | ![Yellow capacitor](image) |
| White pin         | ![White pin](image) | Relay        | ![Relay](image) |

LabelImg is used to annotate the images in the dataset to generate labels. The labels in the dataset are uniformly converted to PASCAL VOC2012 format since the proposed algorithm is not only validated on the constructed multi-scene electronic components dataset but also further validated on the public datasets PASCAL VOC2007 and 2012. The number of labels corresponding to each category is shown in Figure 2 below. The multi-scene electronic component dataset is divided into three parts: training set, validation set and test set. The training set is used to train the model, the validation set is used to adjust the hyperparameters of the model (learning rate, epoch etc.) to prevent overfitting, the test set is used to test the effect of the model and, finally, the algorithm is verified on the test set for its strengths and weaknesses. The training and validation set account for 70% of the data set, while the test set accounts for 30%.

2.2. Public Datasets

In order to verify the performance of the proposed algorithm, it is necessary to perform validation on a public dataset. Public datasets with a larger amount of data can better reflect the robustness of the algorithm and its ability to detect objects. The PASCAL VOC dataset [36] is a classical public dataset and authoritative in the field of target detection. The two most-used versions are 2007 and 2012, including a total of 21 categories. The PASCAL VOC dataset is widely used to evaluate models for classification, localization, detection, segmentation, etc. We mixed the PASCAL VOC2007 training set, validation set and PASCAL VOC2012 training set as our training set and validation set, which included a total of 21,380 images, and the PASCAL VOC2007 test set as our test set, which included a total of 4952 images. The purpose of this is to make the training set contain more images and to test the performance of the proposed algorithm when the dataset is large.
Figure 2. Categories and numbers on the multi-scene electronic components dataset.

3. Method

An object detection method for multi-scene electronic component detection is proposed, which uses EfficientNetV2 as the backbone network, FPN as the feature fusion module and uses the proposed two-stage adaptive positive and negative sample matching strategy in the training part.

3.1. EfficientNetV2

EfficientNetV2 is improved on the basis of EfficientNetV1, replacing the shallow MBConv module with the Fused-MBConv module, and using NAS (Neural Architecture Search) technology to search for the best combination of the two modules. As shown in Figure 3, the MBConv module consists of two $1 \times 1$ Conv, $3 \times 3$ Depthwise Conv, and the attention module SE. As shown in Figure 4, the difference between the Fused-MBConv module and the MBConv module is the replacement of $1 \times 1$ Conv and $3 \times 3$ Depthwise Conv with a $3 \times 3$ convolution, which can significantly improve the speed of extracting features. EfficientNetV2 improves both network training speed and parameter efficiency and has excellent performance in accuracy on ImageNet dataset. Its main features are as follows: (1) Fused-MBConv module is used in the shallow layer of the network and MBConv module is used in the deep layer to improve the training speed and parameter efficiency of the network; (2) the MBConv module uses a smaller expansion ratio to reduce the memory consumption; (3) uses smaller $3 \times 3$ convolutional kernels and stacks more network layers to avoid the reduction in the perceptual domain associated with the use of small convolutional kernels.

Figure 3. MBConv.

Figure 4. Fused-MBConv.
3.2. Adaptive Positive and Negative Sample Matching Strategy

The goal of the network is to adaptively learn matching strategies for positive and negative samples. As the loss of positive samples becomes smaller and smaller during the training process of the network, the loss of negative samples becomes larger and larger. Based on this idea, we design a two-stage matching strategy for positive and negative samples. Its main features are as follows: (1) it can find effective evidence according to the model to measure the quality of the anchor relative to GroundTruth; (2) it can adaptively realize the matching of positive and negative samples without introducing hyperparameters.

First, it is necessary to find out the relationship between the good and bad stratification of anchor and GTBOX. During the training process of the network, the loss scores of anchors with higher correlation with GTBOX will gradually decrease with back propagation. On the contrary, the loss scores of anchors with lower correlation with GTBOX will become larger and larger. Therefore, in the first stage, the loss score of the anchor is obtained, which reflects the fit between its prediction frame and the GTBOX. The specific calculation step is done by calculating the classification loss score of the anchor and the regression loss score of the prediction box and adding them together using the following equations.

\[
S(f_a(x), g) = \lambda_1 S_{cls}(f_a(x), g) + \lambda_2 S_{loc}(f_a(x), g),
\]

where \(S(f_a(x), g)\) refers to \(S_{cls}(f_a(x), g)\) and \(S_{loc}(f_a(x), g)\) denotes the classification loss score and regression loss score. \(f_a\) denotes the whole network model and \(\alpha\) is the model parameter. Further, \(a\) and \(g\) represent the anchor and GTBOX, respectively. \(\lambda_1\) and \(\lambda_2\) indicate the proportion of the two scores to the total score, respectively. The values of \(\lambda_1\) and \(\lambda_2\) are 0.5, respectively. The category prediction for each anchor can be obtained from the classification branch and calculated with the real GTlabel (ground truth label) to obtain the classification loss score. The offset value can be obtained in the regression branch, and the offset value can be decoded to obtain the prediction bbox corresponding to the anchor, and then the prediction BBOX and the GTBOX can be calculated by IoU to obtain the regression loss score corresponding to the anchor.

\[
S_{cls}(f_a(x), g) = L_{cls}(f_a(x), g),
\]

\[
S_{loc}(f_a(x), g) = L_{iou}(f_a(x), g),
\]

The \(L_{cls}\) and \(L_{iou}\) represent the Focal loss and Glou loss. The loss score of each anchor can be calculated as the input of the second stage, which is a good measure of the fit between the anchor and the GTBOX.

In the second stage, the positive and negative samples are divided adaptively based on the anchor scores obtained in the first stage. Since the anchor scores will change with the training process, two characteristics are certain: (1) the loss scores of the anchors corresponding to positive samples will be smaller and smaller; (2) the loss score of the anchors corresponding to negative samples will become larger and larger. Therefore, the clustering method is used to cluster the anchors into two classes using their loss scores, one for positive samples and the other for negative samples. Since the number of anchors is particularly large, and the number of anchors with high correlation with GTBOX is only a small fraction, the \(K\) anchors with the smallest loss score per GTBOX are selected for subsequent clustering on each feature layer.

\[
S(f_a(x), g) = \sum_{i=1}^{level} \text{FindKthSmallest}(S(f_a(x), g), K),
\]

where \(level\) denotes the number of feature layers and \(K\) denotes the number of anchors selected for each feature layer. Next, the clustering algorithm is used to cluster them into two classes, and the corresponding loss scores of the centers of the two classes are found as the basis for the subsequent classification of positive and negative samples. In this way, it is possible to make the model adaptively classify positive and negative samples during
the training process instead of setting implicit hyperparameters. Thus, it can avoid the problem that the adjustment of hyperparameters brings about the bad effect of the model.

\[
\text{cluster centers} = K\text{Means}(S(f_u(a, x), g), n\_clusters = 2),
\]

where \(\text{cluster centers}\) denotes the scores corresponding to the two types of clustering centers, \(K\text{Means}\) is used clustering algorithm, and \(n\_clusters\) denotes the number of clustering centers. The smaller of the scores corresponding to the two types of clustering centers is chosen, which is the one corresponding to the positive samples. Next, this is used as a basis to adaptively divide the positive and negative samples during the training of the network.

\[
m_s = \min(\text{cluster centers}),
\]

where \(m_s\) is the score corresponding to the positive sample center.

As shown in Figure 5, the two clustering centers obtained by \(K\text{Means}\) are the positive sample center and the negative sample center, and the center \(m_s\) of the positive sample center is selected as the basis for dividing the positive and negative samples. When the anchor score is less than \(m_s\), it is a positive sample, and, otherwise, it is a negative sample.

![Figure 5. The criteria for dividing positive and negative samples.](image)

\[
P_{pos} = \text{Scores} < m_s,
\]

\[
N_{neg} = \text{Scores} > m_s,
\]

where \(P_{pos}\) represents the anchor corresponding to the positive sample, and \(N_{neg}\) is the anchor corresponding to the negative sample. So far, the adaptive division of positive and negative samples during the network training has been completed. These positive and negative samples will be used to calculate the final loss of the network and perform back propagation and update parameters. It should be noted that the previously calculated loss score will not be backpropagated but only used as a reliable basis for distinguishing between positive and negative samples.

The whole process of adaptive positive and negative sample matching strategy is shown in Algorithm 1. Firstly, find out the IoU between GTBOX and anchor, which is larger as \(A_g\) (Line 2). Secondly, for each feature layer, calculate the score corresponding to anchor, and find out the anchor of each predicted feature layer \(\text{KthSmallest as} C_g\) (Line 3–8). Finally, the scores corresponding to \(C_g\) are then used for cluster analysis, and the positive and negative samples are divided according to the scores corresponding to the cluster centers to obtain \(P_g\) and \(N_g\) (Line 9–13).
Algorithm 1. K-Means-based anchor assignment algorithm.

**Input**: \( G, A, A_i, L, K \)

- \( G \) is a set of ground truth boxes on the image
- \( A \) is a set of all anchor boxes
- \( A_i \) is a set of all anchor boxes from the \( i \text{th} \) pyramid levels
- \( L \) is the number of feature pyramid levels
- \( K \) is the number of candidate anchors for each pyramid

**Output**: \( P_{pos}, N_{neg} \)

- \( P_{pos} \) is a set of positive samples
- \( N_{neg} \) is a set of negative samples

1: for each ground-truth \( g \in G \) do
2: \( A_g \leftarrow \) Get the best ground truth with \( g \) among all anchors by IoU
3: for each level \( i \in [1, L] \) do
4: \( A_i^g \leftarrow A_i \cap A_g \)
5: \( S_i \leftarrow \) Calculate the loss score of \( A_i^g \)
6: \( C_i^l \leftarrow \) FindKthSmallest\((S_i, K)\)
7: \( C_g \leftarrow C_g \cup C_i^l \)
8: end for
9: \( \text{cluster} \_\text{centers} \leftarrow \text{KMeans}(C_g, 2) \)
10: \( m_s \leftarrow \min(\text{cluster} \_\text{centers}) \)
11: \( P_g \leftarrow \) The score in \( C_g \) is less than or equal \( m_s \)
12: \( N_g \leftarrow \) The score in \( C_g \) is greater than \( m_s \)
13: \( P_{pos} \leftarrow P \cup P_g, N_{neg} \leftarrow N \cup N_g \)
14: end for
15: return \( P_{pos}, N_{neg} \)

3.3. The Proposed Algorithm

The overall structure of the proposed network is shown in Figure 6, where the input network images are first uniformly resized to 512 × 512 and then passed through the backbone feature extraction network EfficientNetV2 to extract features. Three valid feature layers, C3, C4 and C5, are selected as the results of feature extraction, and then they are passed into the FPN for feature fusion to generate the final five predicted feature layers. Finally, the prediction results are generated by the classification prediction branch and the regression prediction branch of the Head section. The specific parameters of the network are shown in Figure 7. Stem corresponds to the structure of Conv-BN-SiLU, Conv 1 to Conv 3 and Conv 4 to Conv 6 correspond to the structure of Fused-Conv module and MB-Conv module described above, where Conv 3, Conv 5 and Conv 6 correspond to the three effective feature layers C3, C4 and C5.

![Figure 6](image-url)  
*Figure 6.* The overall network structure.
The loss function in the proposed algorithm mainly consists of classification loss, regression loss and Center-ness loss.

\[ \text{Loss} = \text{Error}_{\text{class}} + \text{Error}_{\text{regression}} + \text{Error}_{\text{centerness}} \]  \hspace{1cm} (9)

where \( \text{Error}_{\text{class}} \) denotes classification loss, \( \text{Error}_{\text{regression}} \) denotes boundary regression loss and \( \text{Error}_{\text{centerness}} \) denotes Center-ness loss.

\[ \text{Error}_{\text{class}} = \frac{1}{N_{\text{pos}}} \sum_{x,y} L_{\text{cls}} (p_{x,y}, p_{x,y}^*) = 1, \hspace{1cm} (10) \]

where \( L_{\text{cls}} \) denotes the classification loss and the loss function used is Focal loss; \( p_{x,y} \) denotes the predicted value of the category in the classification branch, \( p_{x,y}^* \) denotes the true value and \( N_{\text{pos}} \) denotes the number of positive samples. When calculating the classification loss, we calculate the loss of all samples, including positive and negative samples.

\[ \text{Error}_{\text{regression}} = \frac{\lambda}{N_{\text{pos}}} \sum_{x,y} \Phi(c_{x,y}^* > 0) L_{\text{reg}} (t_{x,y}, t_{x,y}^*), \hspace{1cm} (11) \]

where \( L_{\text{reg}} \) represents regression loss, and the loss function used is GIoU. As shown in Figure 8, the specific is the distance from the center point of the regression boundaries to the top, bottom, left and right four edges, denoted as \( (l,b,l,r); \Phi(c_{x,y}^* > 0) \) is a representation function with its function value of 1 when \( c_{x,y}^* > 0 \) and 0 in the rest of cases, which is to indicate that only positive samples are involved in the process of regression loss; \( t_{x,y} \) is the predicted value of the regression branch, \( t_{x,y}^* \) is the true value of the corresponding GTBox and \( \lambda \) is taken as 1 here in order to balance the loss of each component.

\[ \text{Error}_{\text{centerness}} = \frac{1}{N_{\text{pos}}} \sum_{x,y} \Phi(c_{x,y}^* > 0) L_{\text{cen}} (c_{x,y}, c_{x,y}^*), \hspace{1cm} (12) \]

where \( L_{\text{cen}} \) is the Center-ness loss, and the loss function used is BCE. Its function is to make the quality of the prediction box higher, and it can suppress some low-quality prediction boxes, where \( c_{x,y} \) is the predicted value of the centerness branch and \( c_{x,y}^* \) is the true value whose specific is calculated by Equation (13) [15]. Note that the Center-ness loss also has only positive samples involved.

\[ c_{x,y}^* = \sqrt{\frac{\min(t_{x,y}^*, r_{x,y}^*)}{\max(t_{x,y}^*, r_{x,y}^*)}} \times \frac{\min(t_{x,y}^*, b_{x,y}^*)}{\max(t_{x,y}^*, b_{x,y}^*)} \hspace{1cm} (13) \]
4. Experiments and Discussion

In order to validate the effectiveness and robustness of the proposed algorithm, it was verified on both the constructed dataset of electronic components and the public dataset PASCAL VOC. Both the proposed algorithm and the other compared algorithms for backbone feature extraction network weights were used pre-trained on ImageNet, and all the algorithms were validated on the same device with an E5-2678 V3 CPU, 16 G RAM and 3090 graphics card with 24 G video memory. All the algorithms were trained for 100 epochs, the first 50 epochs had a learning rate of 0.001 and the weights of the backbone feature extraction network were frozen. The second 50 epochs had a learning rate of 0.0001, the weights of the backbone feature extraction network were unfrozen and the weights of the whole network were updated.

4.1. Evaluation Criteria

In order to evaluate the performance of the proposed algorithm, the following evaluation metrics will be used.

4.1.1. Precision and Recall

Precision is the percentage of detected objects that are correctly detected, and recall is the percentage of correct detections to the total number of detections required in the test set.

\[
\text{Precision} = \frac{TP}{all \ detections} \tag{14}
\]

\[
\text{Recall} = \frac{TP}{all \ GTBox} \tag{15}
\]

TP denotes correctly detected targets in the detected targets. When different Recall values are selected, numerous sets of Precision and Recall values can be obtained. With Recall as the horizontal axis and Precision as the vertical axis, the P–R curve can be drawn for subsequent calculation of AP (average precision) and mAP (mean average precision).

4.1.2. AP and mAP

The AP value corresponding to this category can be calculated based on the P–R curve drawn by Precision and Recall. Specifically, the AP value of the species can be obtained by integrating the P–R curve of the species, which is calculated as follows Equation (16) [37].

\[
\int_0^1 p(r) dr, \tag{16}
\]

where \( p \) represents Precision, \( r \) represents Recall and \( p(r) \) is a function with \( r \) as the parameter. In the actual calculation process, for each kind of threshold (Recall value), the corresponding Precision value is obtained and then multiplied by the change of Recall value, and then the product value obtained under all thresholds is accumulated to obtain the AP value, which is calculated by the following Equation (17) [37].


\[
AP = \sum_{k=1}^{N} \max_{k\geq k} P(k) \Delta r(k),
\]

where \( N \) denotes the number of images, \( \max_{k\geq k} P(k) \) indicates the maximum Precision value for recognizing \( K \) images. \( \Delta r(k) \) indicates the change of Recall value when the number of recognized images changes from \( k-1 \) to \( k \).

Furthermore, mAP is the accumulation of all kinds of AP values and then takes the average value. It is used to measure the performance of the whole model. In general, the AP value is used to measure the performance of a category on the model, while mAP measures the performance of the network based on all categories.

4.1.3. Params and Flops

FLOPs (floating point of operations) and Params are important reference factors to measure the complexity of the model. FLOPs is the calculation amount of the network, and Params is the number of parameters of the network. The larger their value, the more complex the network. With the development of target detection, the development trend of the model is bound to be low FLOPs and small Params.

4.2. Comparison of Different Algorithms

4.2.1. Comparison of Public Datasets

To validate the performance of the proposed algorithm, the public dataset PASCAL VOC dataset was used, which has a larger amount of data to better reflect the robustness of the algorithm and its ability to detect objects. The PASCAL VOC2007 training set was mixed with the PASCAL VOC2012 training set as the training set, and the PASCAL VOC2007 test set was used as the test set for experiments. By comparing other typical object detection algorithms and reproducing them on our own device, we obtained their mAP values on PASCAL VOC2007, as shown in the following table.

The mAP comparisons of the proposed algorithm with other methods on the PASCAL VOC2007 test set are shown in Table 2, along with the FLOPs and Params of the proposed algorithm compared with other algorithms. Figure 9 shows the P–R curves for the two categories from the PASCAL VOC2007 test set.

**Table 2.** mAP values, FLOPs and Params of the proposed model and other models on the PASCAL VOC2007 test set.

| Model     | FLOPs  | Params | mAP   |
|-----------|--------|--------|-------|
| SSD       | 90.54  | 26.42 M | 71.44% |
| Faster RCNN| 461.76 | 28.48 M | 76.84% |
| YOLOV3    | 49.7   | 61.59 M | 77.73% |
| YOLOV4    | 45.37  | 64.05 M | 80.49% |
| FCOS      | 51.69  | 31.92 M | 76.18% |
| Proposed model | 44.26  | 29.3 M   | 83.44% |

As shown in Table 2, by comparing with the classical two-stage Faster RCNN, the one-stage SSD and the popular YOLOV3 and YOLOV4, the proposed algorithm has a relatively large improvement in mAP by 6.6%, 12%, 5.71% and 2.95%, respectively. At the same time, compared to the anchor-free object detection algorithm FCOS, the method also has a large improvement, with a 7.26% improvement in mAP. The proposed algorithm has the lowest FLOPs, and the parameter amount is only 2.88 M more than the smallest SSD, indicating that the proposed algorithm parameter design is more efficient and the model is simpler and more efficient.

The P–R curve in Figure 9 shows that the proposed algorithm has a relatively great advantage over other algorithms, and the Precision can still be maintained at a high level when the Recall value is high. Pottedplant is a small and dense type in the public dataset,
and it can be seen from Figure 9b that the proposed algorithm performs better for this type compared to other algorithms, which proves that the method is more robust and has better results for small and dense scenes.

![Figure 9. P–R curves for two categories from the PASCAL VOC2007 test set: (a) Cat; (b) Pottedplant.](image)

### 4.2.2. Comparison of Multi-Scene Electronic Component Datasets

After the validation of the public dataset, the next step is the further discussion of the constructed multi-scene electronic component dataset. The model is trained on the multi-scene electronic component training set to make the model converge, and then tested on the multi-scene electronic component test set to obtain the mAP values of the proposed algorithm and other algorithms.

The mAP comparison of the proposed algorithm with other methods on the multi-scene electronic component test set is shown in Table 3, along with the FLOPs and Params of the proposed algorithm compared with other algorithms. Figure 10 shows the P–R curves for the four categories from the multi-scene electronic component test set. Figure 11 shows the detection results of the proposed algorithm on the test set of the multi-scene electronic component dataset.

### Table 3. mAP values, FLOPs and Params of the proposed model and other models on the multi-scene electronic component test set.

| Model   | FLOPs  | Params  | mAP   |
|---------|--------|---------|-------|
| SSD     | 90.54  | 26.42 M | 95.67%|
| Faster RCNN | 461.76 | 28.48 M | 96.19%|
| YOLOV3  | 49.7   | 61.59 M | 97.98%|
| YOLOV4  | 45.37  | 64.05 M | 88.40%|
| FCOS    | 51.69  | 31.92 M | 98.24%|
| Huang   | 15.46  | 25.24   | 95.76%|
| Li      | 53.97  | 61.86   | 88.56%|
| Proposed model | 44.26  | 29.3 M  | 98.83%|

![Figure 10. P–R curves for the four categories from the multi-scene electronic component test set.](image)

![Figure 11. Detection results of the proposed algorithm on the test set of the multi-scene electronic component dataset.](image)
Figure 10. P–R curves of four electronic components from the multi-scene electronic component dataset (a) Cap22uF; (b) Cap220uF; (c) Cap470uF; (d) Rectifier diode.

Figure 11. Detection results on multi-scene electronic component dataset.

As shown in Table 3, compared with Faster RCNN and SSD, the proposed algorithm has significant improvements: the mAP can be improved by 2.64% and 3.16%, respectively. Compared with the FCOS, the method also has a certain improvement: the mAP improved 0.59%. Compared with the popular YOLOV3 and YOLOV4, the method also has some improvement: the mAP can be improved by 0.85% and 10.43%, respectively. Compared with other detection methods for electronic components, the proposed method improves the map by 3.07% compared to the improved YOLOV3 method proposed by Huang. Compared to the improved YOLOV3 method proposed by Li, the mAP improved by 10.27%. It can be seen that the proposed algorithm performed outstandingly on the multi-scene electronic components dataset with the highest mAP. Moreover, it can be seen that the proposed algorithm has lower FLOPs and a smaller number of parameters, which indicates that the proposed algorithm has a more effective parameter design and simpler and more efficient model.
Figure 10 shows that the curves of the proposed algorithm have a clear advantage over other algorithms, with P–R values closer to the coordinates (1,1), and can maintain a higher Precision at higher Recall values. For example, YOLOV4 performs better on Rectifier diode and worse on Cap22uF, Cap220uF and Cap470uF; Faster RCNN performs better on Cap220uF, Cap470uF and worse on Rectifier diode. In contrast, the method we proposed is stable and has better results on different kinds of electronic components. The specific detection results are shown in Figure 11, which shows that the electronic components in different scenes can be accurately detected even if the characteristics are different. Figure 11a,b shows the results of scene detection before assembly, Figure 11c shows the results of scene detection in assembly, and Figure 11d shows the results of scene detection in post assembly.

4.3. The Influence of Positive and Negative Sample Matching Strategies

In this section, we compare the adaptive positive and negative sample matching strategies proposed in ATSS in order to highlight the advantages of the proposed K-Means-based two-stage adaptive positive and negative sample matching strategy. The approach is to keep the rest of the proposed network unchanged and only switch the matching strategy for positive and negative samples to the one proposed in ATSS. Finally, the final experimental results were validated on the public dataset and the multi-scene electronic component dataset.

Table 4 shows the mAP values of the proposed matching strategies compared with ATSS on the public dataset, and Table 5 shows the mAP values of the proposed matching strategies compared with ATSS on the multi-scene electronic component dataset. Figure 12 shows the mAP curves of the two matching strategies on the public dataset, and Figure 13 shows the mAP curves of the two matching strategies on the multi-scene electronic component dataset.

![Figure 12](image1.png)

**Figure 12.** mAP curves of two matching strategies on public dataset.

![Figure 13](image2.png)

**Figure 13.** mAP curves of two matching strategies on multi-scene electronic component dataset.
Table 4. Comparison of mAP values of the proposed matching strategy with ATSS on public dataset.

| Model                        | mAP  |
|------------------------------|------|
| Proposed model               | 82.89% |
| Proposed model + ATSS        | 81.62% |

From Table 4, it can be seen that, compared to the adaptive positive and negative sample matching strategy proposed by ATSS, the proposed K-Means-based two-stage positive and negative sample matching strategy has better results, with a significant improvement of 1.27% in mAP.

Table 5. Comparison of mAP values of the proposed matching strategy with ATSS on the multi-scene electronic component dataset.

| Model                        | mAP |
|------------------------------|-----|
| Proposed model               | 98.83% |
| Proposed model + ATSS        | 98.67% |

From Table 5, it can be seen that the proposed two-stage K-Means-based positive and negative sample matching strategy works better with a 0.16% increase in mAP. It is limited by the complexity of the dataset, so the improvement on the constructed dataset is not as large as the public dataset, but the performance is also more outstanding.

As can be seen in Figure 12, the proposed matching strategy on the public dataset is always more effective with higher mAP values as the epoch of training increases. As can be seen in Figure 13, in the multi-scene electronic component dataset, although the proposed matching strategy mAP is slightly lower than ATSS in the first half, as the epoch increases, our matching strategy is still better in the end.

5. Conclusions

In this paper, an electronic component detection method in multiple scenes was proposed. Since the characteristics presented by electronic components in different scenes may be different, in order to achieve accurate detection of the same electronic component in different scenes, we constructed a multi-scene electronic component dataset. It includes a total of 1040 pictures and 14 categories. In order to solve the problem of imbalance between positive and negative samples during training due to the number of anchor points in the object detection method, a two-stage adaptive positive and negative sample matching strategy based on K-Means was proposed, and the number of anchor points was set to 1, which greatly reduces the number of parameters and solves the problem of imbalance between positive and negative samples. EfficientNetV2 was chosen as the backbone of the network, which makes the proposed method simpler and more efficient in parameter design, and the network is less computationally intensive compared with other methods.

Through this study, the proposed method was able to achieve the detection of electronic components in multiple scenes. Its precision is higher compared to other mainstream detection algorithms, and it is simpler and more efficient in parameter design.

Our future research direction is to further expand our multi-scene electronic component dataset and to transplant the method to embedded devices to achieve real-time detection of electronic components.
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