Optimizing Camera Placements for Overlapped Coverage with 3D Camera Projections
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Abstract—This paper proposes a method to compute camera 6 DoF poses to achieve a user defined coverage. The camera placement problem is modeled as a combinatorial optimization where given the maximum number of cameras, a camera set is selected from a larger pool of possible camera poses. We propose to minimize the squared error between the desired and the achieved coverage, and formulate the non-linear cost function as a mixed integer linear programming problem. A camera lens model is utilized to project the camera’s view on a 3D voxel map to compute a coverage score which makes the optimization problem in real environments tractable. Experimental results in two real retail store environments demonstrate the better performance of the proposed formulation in terms of coverage and overlap for triangulation compared to existing methods.

I. INTRODUCTION

Development of internet of things device technology, increased network speeds and reduced sensor costs have revolutionized the field of network connected systems [1] with application to surveillance [2], people flow detection and behavior analysis [3]. Such systems use a multitude of sensors such as cameras, LiDAR’s, or depth sensors to cover the environment of interest. One of the main challenges for these systems is the computation of the sensor poses to ensure environmental coverage.

This problem has been studied in the field of computational geometry and is known as the art gallery problem [4]. The art gallery problem computes the number of guards or cameras necessary to observe or cover the environment which is usually solved as a geometrical problem in two dimensions. Camera coverage computation in real environments is a three dimensional problem that still has not been widely discussed.

Development of self and automated checkout systems [5], [6], [7], [8] and recent interest for the automation of warehouse shelf inventory have increased the interest for sensor placement algorithms in real environments. For these systems it is necessary to perform sensor placement considering different types of constraints. For instance, for a surveillance system, it would be of interest to have good views of regions of interest such as products on shelves while allowing human body and hand(s) detection. Top-down cameras could cope with the problem of occlusions for human detection and tracking, however, they would not provide good views for vertical structures such as shelves. Moreover, in top-down sensor views, overlap is required for tracking hand-off between neighboring cameras [9], [10], increasing the number of cameras required specially if the roof is low. On the other hand, frontal cameras could provide better coverage and clear views of the shelves, however, humans could be easily occluded by other people and obstacles.

The objective of this work is to find the pose of cameras within a bounded 3D environment to achieve user-defined coverage overlap under placement constraints with a limited number of cameras. The same formulation can be used for multi-robot system to compute their poses in a cooperative environmental survey application.

The contributions of the work are: 1) The camera pose estimation is posed as a constrained optimization to minimize the squared difference between the user-defined desired coverage and the achieved coverage. The non-linear non-convex optimization is further reformulated as an equivalent mixed integer linear programming problem. 2) A framework to generate camera views and compute a coverage score in 3D while accounting for environmental occlusions.

II. RELATED WORKS

The problem of sensor placement for coverage is known as the Art Gallery problem [11] [12] which formulates the problem of finding the number and locations of stationary guards to fully cover a 2d space. Many variants of the problem have been proposed such as the triangulation solution in [13], randomized algorithms [14] and chromatic art gallery problem that computed the minimum number of colors required to color a guard set [15]. Also, there have been approaches that treat the placement problem in more realistic scenarios [16].

Work has been done for the modeling of coverage of multi-sensor networks [17]. An automated camera layout approach satisfying task and floor plan-specific coverage requirements was proposed in [18]. The work in [19] presented an approach for multi-camera placement in 3D volumetric spaces, also, camera models to compute
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The camera placement optimization problem is modeled as a combinatorial problem, wherein, given a set of possible camera poses $G$, the objective is to select the subset $S \subseteq G$ under the coverage constraints. The cardinality of set $G$ represents the total number of possible camera poses $N_g = |G|$. The $i$-th camera’s pose in set $G$ is given as, $G_i = \{x_i, y_i, z_i, \rho_i, \theta_i, \phi_i\}$, and represents the 6 DoF along which the camera’s pose can be altered, the translations along the X,Y,Z axis and the rotations corresponding to yaw, pitch and roll angles.

Let $W$ be the set of all points in $\mathbb{R}^3$ that need to be observed by the camera. The 3D space/volume is quantized as voxels, where all voxels are cubes with a user-defined size. Thus, the $i$-th member of the set $W$, $W_i = \{x, y, z\}$ represents the position of the center of the voxel to be observed and $N_v = |W|$ is the size of the set (see Section $\square$ for details).

### A. Multi-Camera Coverage

A key factor to model the camera placement optimization is the overall visual coverage attained by the network of cameras. In realistic scenarios, different regions of the environment have different coverage requirements. In museum or store-like environments, showcases or shelves are required to be seen by at least one camera, while multi-camera overlap is required to track and localize people. Although, a two camera overlap is enough to find the 3D location of a point, to ensure redundancy and avoid people potentially occluding each other, an overlap of three or more cameras is required.

To formalize the discussion around coverage, an important aspect is to model the set of voxels observed by each of the cameras in $G$. The view of the $i$-th camera ($\forall i \in \{1, ..., N_g\}$) is thus given by the binary array $V_{ij}$. The dimensions of $V$ are $N_g \times N_p$ and the elements of $V_{ij}$, with a value of 1 represent the voxels in the 3D space $W$ which can be viewed by the $i$-th camera.

The variable coverage requirements at the $j$-th voxel can then be expressed as minimizing the difference between the desired coverage, $\Gamma_j$ and the coverage score achieved by the optimization $\sum_{i=1}^{N_g} V_{ij} x_i$. The resulting cost across all voxels can thus be expressed as:

$$\sum_{j=1}^{N_v} (\max(\Gamma_j - \sum_{i=1}^{N_g} V_{ij} x_i, 0))^2$$

subject to:

$$\sum_{i=1}^{N_g} x_i \leq N_s$$

where, the array indicating the required/target coverage, $\Gamma$, is of the same size as $W$ ($N_p \times 1$). The array, $\Gamma$, has integer values indicating the required coverage at each location, thus, a value of 3 would indicate that three camera overlap is required at a specific location. $x \in \mathbb{B}^{N_s}$, is the the camera selection variable and indicates whether a selected camera is present at any of the $N_g$ location. Thus, for all the cameras in $S$ the variable $x_i = 1$, and is 0 else where. The term $\max(\Gamma_j - \sum_{i=1}^{N_g} V_{ij} x_i, 0)$ ensures that the cost/error function is affected only if the achieved coverage is lower than the target coverage and accounts for 0 error otherwise. The constraint in (1) limits the maximum number of cameras that can be selected as part of the optimization to a specified number $N_s$, which depicts the available budget of cameras.

Previous work formulations [23], [33], [34] only considered the voxels that satisfy the required overlap coverage to contribute towards the optimization cost function ignoring the voxels with lower camera overlaps.
This prioritizes camera placements that satisfies the three camera voxel overlap, at the cost of leaving other voxels unobserved. Alternatively, the formulation in this work takes into consideration all the voxels irrespective of the camera overlap values, and utilizes them in the cost function. Also, the squared error in (4) prioritizes covering voxels with lower coverage (corresponding to quadratically higher cost/error) as compared to increasing the coverage in voxels with coverage close to the desired levels. Thus, the overall placement optimization results in a coverage where more voxels are observed and has an overall result closer to the desired coverage.

B. Angle of View

The coverage related metrics of Section III-A maximize the number of voxels covered by the cameras, but the angle at which these voxels are observed could be steep, thus making the views inappropriate for certain practical applications. For some applications where it is important to observe a region of interest such as a showcase or shelf, it is important that the angle of view/incidence, (i.e. angle between a raycasted pixel of the camera and the normal to the surface of interest) be low. Instead of introducing these constraints as part of the optimization problem, they can be effectively imposed during the construction of the camera’s view $V_i$, $\forall i \in \{1,...,N_g\}$. All the voxels for which the angle of incidence constraints are not satisfied, can be removed from the $V_i$. Such a strategy essentially reduces the computational complexity of the overall optimization.

C. Location Constraints

To efficiently pose the constraint regarding having only one camera at each location, we form the matrix $L$ of size $N_I \times N_g$, where $N_I$ is the number of unique location in the set $G$ (as the set $G$ may have elements with the same location but different orientations). For the $i$-th row, $L_{ij}$, the dimensions having a value of 1 indicate that the corresponding elements in the set $G$ have the same location in the 3D space. All other dimensions of $L_i$ are given a value of 0. The corresponding constraint can be expressed as,

$$\sum_{i=1}^{N_g} L_{ij} x_j \leq 1 \ \forall j \in \{1,...,N_I\}. \quad (2)$$

The overall optimization cost is then expressed as:

$$\arg \min_{x} \sum_{j=1}^{N_p} \left( \max(\Gamma_j - \sum_{i=1}^{N_g} V_{ij} x_i, 0) \right)^2$$

subject to

$$\sum_{i=1}^{N_g} x_i \leq N_g, \quad \sum_{i=1}^{N_g} L_{ij} x_j \leq 1 \ \forall j \in \{1,...,N_I\}. \quad (3)$$

IV. OPTIMIZATION

The combinatorial optimization problem in (3) is non-linear. This is essentially due to the $\max(\cdot)$ and the squared operators in the cost function. Next, we linearize the cost function while ensuring that the reformulated cost is equivalent to the original in (3). Using the epigraph approach we can linearize the cost and push the non-linearities to the constraints, thus we have:

$$\arg \min_{x} \sum_{j=1}^{N_p} \left( \max(\Gamma_j - \sum_{i=1}^{N_g} V_{ij} x_i, 0) \right)^2$$

subject to

$$\sum_{i=1}^{N_g} x_i \leq N_g, \quad \sum_{i=1}^{N_g} L_{ij} x_j \leq 1 \ \forall j \in \{1,...,N_I\}.$$

Since the desired coverage variable $\Gamma_j$ and the achieved coverage $\sum_{i=1}^{N_g} V_{ij} x_i$ are both integer values, we can further linearize the cost using an incremental piecewise linear model [35].

Considering the case, where the maximum required coverage at any location is 3, thus $\Gamma_j = 3$, $\forall j$, the piecewise linear formulation can be expressed as:

$$\arg \min_{x} \sum_{j=1}^{N_p} 0 f_j^0 + 1 f_j^1 + 2 f_j^2 + 3 f_j^3$$

subject to

$$Q_j - (\Gamma_j - \sum_{i=1}^{N_g} V_{ij} x_i) \leq 0 f_j^0 + f_j^1 + f_j^2 + f_j^3, \quad (4)$$

$$0b \quad pl_j^3 < f_j^0 \leq 0.5 \quad pl_j^3$$

$$0.5 \quad pl_j^3 < f_j^1 \leq 1.5 \quad pl_j^3$$

$$1.5 \quad pl_j^3 < f_j^2 \leq 2.5 \quad pl_j^3$$

$$2.5 \quad pl_j^3 < f_j^3 \leq \Gamma_j \quad pl_j^3$$

$$pl_j^3 + pl_j^3 + pl_j^3 = 1 \ \forall j \in \{1,...,N_p\}$$

$$x \in \mathbb{R}^{N_g}, \{pl_j^0, pl_j^1, pl_j^2, pl_j^3\} \in \mathbb{R}^{N_p}, \{f_j^0, f_j^1, f_j^2, f_j^3\} \in \mathbb{R}^{N_p}, \quad (5)$$

In the above model since $Q_j$ can only take integer values between $[0, 3]$, we split $Q_j$ in 4 linear pieces. Thus, $pl_j^0, pl_j^1, pl_j^2, pl_j^3$ are the 4 corresponding piecewise linear variables which can take a value of 0 or 1. The constraint $pl_j^0 + pl_j^1 + pl_j^2 + pl_j^3 = 1$ ensures that only one of the pieces is operational at any given time in the optimization. $\{f_j^0, f_j^1, f_j^2, f_j^3 \}$ are the possible values that $Q_j$ can achieve corresponding to the 4 linear pieces. $0b$ is the lower bound on $\Gamma_j - \sum_{i=1}^{N_g} V_{ij} x_i$. The 4 piecewise linear pieces ensure that the function $Q_j = (\Gamma_j - \sum_{i=1}^{N_g} V_{ij} x_i)$ can only take values in the set $\{0, 1, 2, 3\}$. Thus, the overall, mixed
The integer linear programming problem can be expressed as the following constrained optimization:

\[
\text{arg min } \sum_{j=1}^{N_p} 0f_j^0 + 1f_j^1 + 2f_j^2 + 3f_j^3
\]

\[
\text{s.t. } Q_j - \left( T_j - \sum_{i=1}^{N_x} V_{ij} \mathbf{x}_i \right) \leq 0f_j^0 + f_j^1 + f_j^2 + f_j^3,
\]

\[
lb p_l^0 < f_j^0 \leq 0.5 p_l^0
\]

\[
0.5 p_l^1 < f_j^1 \leq 1.5 p_l^1
\]

\[
1.5 p_l^2 < f_j^2 \leq 2.5 p_l^2
\]

\[
2.5 p_l^3 < f_j^3 \leq \Gamma_j p_l^3
\]

\[
p_l^0 + p_l^1 + p_l^2 + p_l^3 = 1 \quad \forall j \in \{1, \ldots, N_p\},
\]

\[
\mathbf{x} \in \mathbb{B}^{N_p}, \{p_l^0, p_l^1, p_l^2, p_l^3\} \in \mathbb{B}^{N_p},
\]

\[
\{f_j^0, f_j^1, f_j^2, f_j^3\} \in \mathbb{B}^{N_p},
\]

\[
\sum_{i=1}^{N_x} \mathbf{x}_i \leq N_x, \quad \sum_{i=1}^{N_x} L_{ij} \mathbf{x}_j \leq 1 \quad \forall j \in \{1, \ldots, N_x\} \quad (6)
\]

For solving the mixed integer optimization problem, a branch and bound method with cutting planes was utilized [36]. For the implementation we used the open source Python-MIP library [37].

V. Camera View Computation and Coverage Scoring

The evaluation of the proposed against existing camera placement approaches was done in two real convenience store environments. We used 3D dense point cloud maps as environmental geometric models \(W\). The point clouds were downsampled to a tree-based voxel data structure which allows to perform raycasting from a camera to the environment. A colored voxel map of a store with resolution of 0.01 m is shown in the bottom of Fig. 1. In order to compute environmental coverage in the walkable empty space, a free-space voxel grid was prepared. Two traversal planes of the empty space grid at a height of 0.5 m and 1.5 m are shown in the middle of Fig. 1. To compute coverage for the shelves which are the regions of interest, the shelves in the map were labeled and modeled as 3D boxes as shown on top of Fig. 1 where each shelf has a different color (with the top of shelves in red). For all our experiments we have used a voxel size of 0.25 m.

For the experimentation presented in this work we used a camera pinhole model with a field of view of \(71^\circ \times 36^\circ\) and a resolution of 1780 x 720 (horizontal x vertical). Each \(i^{th}\) pixel \(x_i, y_i, z_i\) of the camera screen are projected through the camera pinhole model to the voxel map through a raycasting function obtaining the endpoint \(x_i, y_i, z_i\) in world coordinates. The useful maximum distance of a camera was set to 5 m. Fig. 2 shows an example of two overlapping cameras being raycasted from their pose \(G_i = \{x_i, y_i, z_i, \rho_i, \theta_i, \phi_i\}\) towards the environment \(W\). The top of Fig. 2 shows the colored raycasted voxels of cameras A and B in color, the resulting raycasted voxels in the walkable voxel grid are shown in blue. The bottom of Fig. 2 shows the sum of the covered voxels. Blue voxels show 1 camera coverage and cyan voxels show 2 camera coverage. The same process is repeated to raycast and build the view matrix \(V_{ec}\) for each camera in \(G\). This is the basis to compute the coverage score of \(G\) in an environment.

An illustration of the raycasting framework used to compute camera coverage is shown in Fig. 3. Fig. 3(a) shows a real camera image and Fig. 3(b) shows the raycasting generated image which illustrates the realistic projection of the pinhole model through its extrinsic parameters. The raycasting could be computed with different camera lens models such as fisheye.

VI. Experimental Procedure and Results

To show the efficacy of our proposed approach we evaluate the performance of our camera placement optimization approach in two different stores. 1) The first one corresponds to a convenience store space owned by Standard Cognition located in San-Francisco with an
area of 116.4 m². 2) The second is a convenience store
operated by a large retail chain which for confidentiality,
we name 'Store A'. It has an area of 180.7 m².

We compare the performance of the proposed mixed
integer formulation (Proposed MIP) with two other
methods. 1) The mixed integer optimization formulation
proposed by Zhao et. al. [33], 2) The greedy formulation
proposed by Horster et. al. [23]. We also report the
performance of the proposed optimization formulation
if solved as a greedy optimization using the strategy
explained in [23] (Proposed Greedy)

The existing methods in [33], [23] have been proposed
for problems similar to environmental monitoring and
not specifically for store like environments with specific
regions of interest (like shelves) having specialized
coverage requirements. The results have been computed
and presented only for the coverage of the 3D walkable
voxel grid, as shown in Fig. 1(b).

To evaluate the performance of the different methods
towards their usability in real settings, we compare them
across two different criterion. First, to capture the cover-
age perspective, we define the coverage optimality gap
as the normalized difference between achieved coverage
and the specified desired target coverage across all \( N_g \)
voxels. The smaller the value for the coverage optimality
gap, the better the performance. The coverage optimality
gap is defined as:

\[
\sum_{j=1}^{N_p} \left( \max (\Gamma_j - \sum_{i=1}^{N_g} V_{ij} x_i, 0) \right)^2
\]

To capture the usability of the achieved camera place-
ment configuration from a triangulation perspective,
we evaluate the percentage of voxels that cannot be
triangulated, which we define as any voxel covered by
less than two cameras.

For each experiment, to build the set, \( G \), we consider
a grid of spacing 1 m \( \times \) 1 m across the roof of the
store. It is assumed that the cameras can be placed at
the corners of this grid. At each location, the, yaw \( \rho \),
can take values in the range [0–360] degrees, in steps of 30
degrees, and the pitch, \( \theta \), can take values of \{30, 45, 60\}.
The roll, \( \phi \), is kept fixed at 0 degrees. Some views which
may be completely blocked by the walls or roof fixtures,
are removed from the set before optimization.

A. Standard Store Camera Placement

For the comparison of the four placement methods
in the standard store environment, we consider a set of
\(|G| = N_g = 3696\) possible camera poses. For a fair
comparison between the methods, we set a maximum
allowable time of 6000 seconds in a unicore setting for
the MIP based optimization methods (Zhao et. al. [33]
and the proposed optimization). In the multi-core setting
(with 12 cores) in which we run the MIP optimization,
this would result in an effective maximum time of
approximately (6000/12 \( \approx \) 500) seconds. If the method
does not reach the optimal solution within the defined
time, the best known solution that was found within the
maximum allowable time is used.

Table I presents the values of coverage optimality
gap (as defined in (7)) for different values of \( N_s \). As
can be inferred from the table, the coverage achieved
by the proposed formulation out performs the existing
methods in [33], [23]. A similar trend can be observed
in the comparison in Fig. 4 which shows the % of
voxels having insufficient coverage for triangulation.
The proposed formulation provides camera placements
with better performance in overall coverage and ensures
that more voxels are observed by greater than 2 cameras.

B. Store A Camera Placement

For the comparison of the four placement methods
in the second environment, we consider a set of \(|G| =
N_g = 3312\) possible camera poses. As seen Table II
all the methods reach close to the required coverage with
TABLE I

| Number of Cameras ($N_s$) | 80 | 60 | 50 | 40 | 30 | 20 |
|---------------------------|----|----|----|----|----|----|
| Zhao et. al. [33]         | 0.00 | 0.01 | 0.03 | 0.04 | 0.09 | 0.23 |
| Greedy [23]               | 0.04 | 0.07 | 0.13 | 0.26 | 0.34 | 0.47 |
| Proposed Greedy           | 0.01 | 0.02 | 0.04 | 0.08 | 0.16 |
| Proposed MIP              | 0.01 | 0.04 | 0.08 | 0.16 |

TABLE II

| Number of Cameras ($N_s$) | 100 | 80 | 60 | 40 | 20 |
|---------------------------|-----|----|----|----|----|
| Zhao et. al. [33]         | 0.01 | 0.06 | 0.13 | 0.41 |
| Greedy [23]               | 0.04 | 0.12 | 0.30 | 0.48 | 0.64 |
| Proposed Greedy           | 0.01 | 0.04 | 0.12 | 0.35 |
| Proposed MIP              | 0.01 | 0.04 | 0.12 | 0.34 |

Fig. 4. Percentage of non-triangulatable voxels in the Standard store using camera placements attained from different methods. A voxel is said to be non-triangulatable if it is seen by less than 2 cameras.

Fig. 5. Percentage of non-triangulatable voxels in the store A using camera placements attained from different methods. A voxel is said to be non-triangulatable if it is seen by less than 2 cameras.

For all evaluations in both environments the camera sets $|G|$ were built with the approach of Section V which allows to compute accurate metrics not available in the original works [23], [33]. It is left for future work to formalize the cost function to compute the minimum number of cameras under user specified constraints.

VII. CONCLUSIONS

This work presented a novel end to end camera placement framework for real environments. Given a maximum number of cameras, the camera placement is modeled as mixed integer linear programming problem that selects a subset of camera poses that minimizes the squared difference between the desired and the achieved coverage, while satisfying the posed constraints. Additionally, a raycasting framework which allows to score a camera set coverage while taking into consideration environmental occlusions was proposed and utilized to evaluate the performance of the proposed and existing camera placement methods. Experimental results show that the performance of the proposed approach is higher than previous camera placement schemes in terms of coverage and overlap for triangulation, especially when the total number of cameras is low.
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