New physics with boosted single top production at the LHC and future colliders
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Abstract We address the potential of measurements with boosted single-top final states at the high-luminosity LHC (HL-LHC) and possible future hadron colliders: the high-energy LHC (HE-LHC), and the future circular collider (FCC). As new physics examples to assess the potential, we consider the search for \(tbW\) anomalous couplings and for a weakly-coupled \(W'\) boson. The FCC would improve by a factor of two the sensitivity to anomalous couplings of the HL-LHC. For \(W'\) bosons, the FCC is sensitive to \(W'\) couplings 2–5 times smaller than the HL-LHC in the mass range 2–4 TeV, and to masses up to 30 TeV in the case of Standard Model-like couplings.

1 Introduction

Future proton-proton colliders with higher energy and luminosity than the Large Hadron Collider (LHC) will push the energy frontier to the multi-TeV scale. In addition, precision measurements will be possible near the TeV scale, which are not currently feasible at the LHC because of insufficient statistics. These precision measurements provide high relevance and are complementary to the searches performed at the kinematical end of the spectrum. As is well known, precision measurements provide indirect tests of the presence of new physics, too heavy to be directly detected. But precision measurements can also probe new weakly-interacting resonances at the TeV scale, with cross sections too small to be detected at the LHC.

Both physics cases will be addressed in this paper. We study the potential of single-top plus jet final states to probe anomalous \(tbW\) couplings and new \(W'\) bosons decaying into \(tb\), at the high-luminosity (HL-LHC) and a possible high-energy (HE-LHC) upgrade of the LHC with centre-of-mass (CM) energy \(\sqrt{s} = 27\) TeV, as well as at a potential future circular collider (FCC), colliding protons at \(\sqrt{s} = 100\) TeV. Because the decay of boosted top quarks yields a single fat jet in the detector, the measurement of Standard Model (SM) single-top production, either in the \(t\)-channel (\(tj\)) or \(s\)-channel (\(tb\)) processes, is already a daunting task, requiring the reduction of huge backgrounds: light jet pairs, \(b\bar{b}\) and \(t\bar{t}\).

In Sect. 2 we present our analysis for the HL-LHC with 14 TeV, considering SM single top production as signal and the rest of processes as background. The first step of the analysis is thus to reduce these backgrounds in order to maximise the significance of SM single top signals. In Sects. 3 and 4 we do the same for HE-LHC with 27 TeV and the FCC with 100 TeV, respectively. The signals we are interested in, ultimately, produce deviations with respect to the SM prediction for single top production. The strategies to detect non-resonant anomalous top interactions or a resonant \(W'\) boson are different. Relying on the analyses presented in Sects. 2–4, we present in Sect. 5 the limits on a particular type of \(tbW\) anomalous coupling, to which top decay angular distributions have little sensitivity [5,6] (see also [7]). In Sect. 6 we discuss the sensitivity to weakly-coupled TeV-scale \(W'\) bosons. We complete our review with the study in Sect. 7 of the mass reach for \(W'\) bosons with \(O(1)\) coupling at the FCC. The discussion of our results is given in Sect. 8.

2 Analysis at 14 TeV

The various processes involved are generated using MADGRAPH5 [8], followed by hadronisation and parton showering with PYTHIA 8 [9] and detector simulation using DELPHES 3.4 [10]. The detector card corresponds to the basic performance of the upgraded ATLAS and CMS detectors [11], modified to remove the isolation criteria for electrons and...
muons so as to include the non-isolated charged leptons in our analysis. Signal processes are $t$-channel single top quark (and anti-quark) production in the five-flavour scheme (labelled as ‘$t\bar{t}$’), and $s$-channel production (labelled as ‘$tb$’). The main backgrounds are $t\bar{t}$, $bb$ and light dijet production, labelled as $jj$. The events are generated by dividing the phase space in narrow 100 GeV slices of transverse momentum $p_T$, starting at $p_T \in [400, 500]$ GeV, and with the last bin at $p_T \geq 1300$ GeV. In each slice, $2 \times 10^4$ events are generated for $tb$, $10^5$ events for each of the $tj$, $t\bar{t}$ and $bb$ processes and $3 \times 10^5$ events for $jj$. All the decay modes of the top quarks are included. The CM energy is set to 14 TeV, with the expected luminosity of $L = 3 \text{ ab}^{-1}$.

For this analysis we use two main collections of jets, fat jets of radius $R = 0.8$ and narrow jets with $R = 0.4$, reconstructed using the anti-$k_T$ algorithm [12]. Fat jets are trimmed [13] using the parameters $R = 0.2$, $f_{cut} = 0.05$ to eliminate the contamination from initial state radiation, underlying event and multiple hadron scattering. For narrow jets we use Soft Drop [14] with parameters $z_{cut} = 0.1$, $\beta = 0$. Jet reconstruction and grooming is performed with FASTJET [15]. We do not include pile-up in the simulation. For the jet mass, the effect was previously shown to be small [16] by comparing the mass for top jets, with and without pile-up. For the jet substructure analysis we use the untagged jets. We assume that the pile-up contamination can conveniently be removed by using tools such as PUPPI [17], widely used by the CMS Collaboration, Software [18] or constituent level subtraction [19], previous to the analysis of jet substructure of the untagged jets.

We select the $R = 0.8$ jet with highest trimmed mass among the two ones with highest transverse momentum $p_T$, and label it as ‘top’ jet $J$. This jet is required to be very energetic, with $p_{TJ} \geq 500$ GeV. A light jet $j$ is selected among the $R = 0.4$ jets as the one with highest $p_T$ that has azimuthal separation $\Delta \phi_{jj} \geq 2.5$ from the top jet in the plane transverse to the beam axis. It is then required that both jets have pseudo-rapidity $|\eta| \leq 2.5$. This latter requirement is almost fully efficient for single top production. Even for the case of the $t$-channel process, at high $p_{TJ} \geq 500$ GeV the pseudo-rapidity distribution is rather central and therefore the pseudo-rapidity cut has little effect on the cross section, keeping 98% of the events. In order to reduce the huge dijet background, which amounts to 520 pb after this selection, we require the presence of a charged lepton within a cone $\Delta R \leq 0.5$ of the top jet. If there is more than one lepton in the event, the leading one is selected. In top quark decays (either in the single top signals or in the $t\bar{t}$ background) energetic leptons result from the leptonic decay of the $W$ boson, while less energetic leptons can also result from $b$ quark decays. Requiring the presence of a charged lepton reduces the dijet background to 33 pb, and the efficiency for the $t$-channel and $s$-channel signals are 0.24 and 0.25, respectively. We will hereafter refer to this set of pre-selection cuts as ‘topology cuts’.

The dijet background can be further reduced by $b$-tagging the top jet. A third collection of ‘track jets’ of radius $R = 0.2$, reconstructed using only tracks, is used, and the top jet is considered as $b$-tagged if a $b$-tagged track jet (using the 75% efficiency working point) within $\Delta R = 0.2$ of its centre is found. This procedure has been previously used, for example, for the tagging of boosted Higgs bosons from the decay of a heavy resonance [20]. After $b$-tagging, the dijet background is reduced to 8.2 pb, and the efficiency for the $t$-channel signal is 0.7. With this ‘baseline’ event selection, we use $b$-tagging on the light $R = 0.4$ jet, again using the 75% efficiency working point. The sample is then split depending on whether this jet is $b$-tagged or not. The latter, labelled as ‘1b’, has a larger fraction of $t$-channel single top production, whereas in the former, labelled as ‘2b’, this signal is suppressed by the second $b$ tag, and the contribution from $s$-channel production is larger. The signal and background cross sections in each sample are collected in the first two columns of Table 1. The dependence of the cross sections on the transverse momentum of the top jet is shown in Fig. 1.

Additional background suppression is achieved by exploiting kinematical differences between the signals and the backgrounds. The dijet ($jj$) and $bb$ backgrounds can be reduced by considering the top jet mass $m_j$ and the sub-jettiness variable $\tau_{32} = \frac{\Delta^{(1)}_3}{\Delta^{(1)}_2}$ [21], shown in Fig. 2. We note that multivariate top taggers, even in simple setups [22], have a better performance. However, for this exploratory work we will restrict ourselves to considering a simple substructure variable such as $\tau_{32}$. The $t\bar{t}$ background can be suppressed by considering the light jet mass $m_j$, shown in Fig. 3, although $t\bar{t}$ events with small $m_j$ also result from the dilepton decay mode of the $t\bar{t}$ pair. In this case, one can use the balance of the jet momenta and missing transverse energy (MET). In the single-top signal, it is expected that for a boosted top quark decaying semileptonically its transverse momentum $p_{TJ}$ plus the missing energy will be approximately equal to the light jet transverse momentum $p_{TJ}$, as it is seen in Fig. 4 (top). On the other hand, for dileptonic $t\bar{t}$ events the missing energy results from two neutrinos, so there is an imbalance, as seen in the bottom panel of Fig. 4. We therefore use the following kinematical cuts:

(i) $80 \leq m_j \leq 200$ GeV, and $\tau_{32} \leq 0.7$, aiming to reduce the dijet backgrounds.
(ii) $m_j \leq 60$ GeV and $p_{TJ} \geq 0.6(p_{TJ} + \text{MET})$, in order to reduce the $t\bar{t}$ background.

The effect of these cuts on the signal and background cross sections is summarised in Table 1. Additional background

---

1 These collections are independently obtained by clustering particles into jets of maximum radii $R = 0.8$, $R = 0.4$. 
Table 1 Cross sections (in fb) for signals and backgrounds at different stages of event selection, for a CM energy of 14 TeV

|       | Baseline | (i) Only | (ii) Only | (i) + (ii) |
|-------|----------|----------|-----------|------------|
|       | 1b       | 2b       | 1b        | 2b         | 1b        | 2b       |
| t\bar{t}j | 14.6     | 0.561    | 9.63      | 0.340      | 11.0      | 0.277    |
| tb      | 0.525    | 0.875    | 0.288     | 0.522      | 0.279     | 0.532    | 0.170     | 0.335     |
| t\bar{t}\bar{t} | 95.3     | 60.5     | 67.0      | 42.0       | 14.9      | 8.32     | 10.3      | 5.66       |
| b\bar{b} | 81.5     | 148      | 12.0      | 22.9       | 52.6      | 103      | 7.62      | 15.7       |
| jj      | 7680     | 264      | 2050      | 90.2       | 4940      | 143      | 1210      | 44.3       |

Fig. 1 Signal and background cross sections as a function of the transverse momentum of the ‘top’ jet $p_T J$ for a CM energy of 14 TeV, with the baseline event selection.

reduction, especially of light dijet production, is achieved by requiring that the leading lepton $\ell_1$ has a large transverse momentum fraction $z_1 \equiv p_T \ell_1 / p_T J$ [23]. The signal and background cross sections as a function of this variable are shown in Fig. 5. Note that in the 1b sample the distribution for the single top signals is steeper than for t\bar{t}. In the tj process, dominant in this sample, the top quarks have a polarisation $P_z \approx 0.9$ in the direction of the jet j, which makes the leptons preferably emitted opposite to the top quark direction (in the top quark rest frame). When boosted to the laboratory frame, the energy fraction $z_1$ is then typically smaller than in the unpolarised case. In the 2b sample the tb process is dominant, with a polarisation $P_z \approx 0.3$ in the direction of the b quark. In this case, the effect of the polarisation in the $z_1$ distribution is milder, but still visible.

The further improvement of the signal significance based on this variable is discussed in Sect. 5. We also considered applying a lepton veto near the light jet, to further suppress the t\bar{t} background in the dilepton decay channel, but found no significant improvement.

3 Analysis at HE-LHC

For the study at 27 TeV we follow the same steps described in the previous section, generating samples in the same $p_T$ intervals and with the same Monte Carlo statistics. Because the kinematics in the high-$p_T$ range is similar at 14 and 27 TeV, the main difference being the cross section increase at 27 TeV, we keep the same event selection for simplicity. The cross sections for the different processes with the baseline selection, after the separate sets of cuts (i) and (ii), and after the final selection, are collected in Table 2. The luminosity assumed is $\mathcal{L} = 15 \text{ ab}^{-1}$.

We observe that the tj, t\bar{t}, b\bar{b} and jj cross sections increase by a factor of ten, while the tb cross section increases by a smaller factor around six. The signal and background cross
sections as a function of the lepton momentum fraction $z_1$ are presented in Fig. 6.

4 Analysis at FCC

The Monte Carlo event generation and simulation at 100 TeV proceeds in the same way as described in Sect. 2, but using the Delphes card for the FCC [4]. We have explored raising the lower cut $p_{TJ} \geq 500$ GeV but we find no improvement in the sensitivity, therefore the event selection is kept the same as for lower CM energies. The cross sections for the different processes with the baseline selection, after the separate sets of cuts (i) and (ii), and after the final selection, are collected in Table 3. The luminosity assumed is $\mathcal{L} = 30$ ab$^{-1}$. The signal and background cross sections as a function of the lepton momentum fraction $z_1$ are presented in Fig. 7. We note that the $tj$ and $tb$ single top cross sections increase by factors of 70 and 30 with respect to the HL-LHC energy, while the increase in the background is larger, by factors of 130 – 160. However, the overall increase in statistics allows
Table 2 Cross sections for signals and backgrounds at different stages of event selection, for a CM energy of 27 TeV

|        | Baseline | (i) Only | (ii) Only | (i) + (ii) |
|--------|----------|----------|-----------|------------|
|        | 1b       | 2b       | 1b        | 2b         | 1b       | 2b         |
| $	au j$ [fb] | 81.5    | 3.22     | 51.9      | 1.98       | 38.0     | 0.875      |
| $t b$ [fb]   | 2.29     | 3.55     | 1.19      | 2.00       | 1.19     | 1.40       | 0.679     | 1.31 |
| $t \bar{t}$ [fb] | 685   | 425      | 468       | 286        | 107      | 54.5       | 71.0      | 35.6 |
| $b \bar{b}$ [fb] | 554   | 964      | 86.3      | 155        | 340      | 653        | 53.1      | 103  |
| $jj$ [pb]    | 44.9     | 1.74     | 11.3      | 0.518      | 27.6     | 0.939      | 6.79      | 0.312 |

Fig. 6 Signal and background cross sections as a function of the lepton momentum fraction $z_1$ after the final selection in the 1b (top) and 2b (bottom) samples, for a CM energy of 27 TeV

to perform measurements with a higher precision, as seen in the following.

5 Limits on anomalous couplings

The event selection discussed in the previous sections allows to significantly increase the signal to background ratio, for example from $6.9 \times 10^{-4}$ with topology cuts at 14 TeV, to $1.9 \,(3.0) \times 10^{-3}$ with the baseline selection in the 1b (2b) samples, and $6.0 \,(7.9) \times 10^{-3}$ with the final event selection at the same energy. Still, the single top signals are too small to be seen without a precise normalisation of the background. In order to do this, one can exploit the fact that the signals have larger cross sections for top quark production than for antiquarks, leading to more events where the leading lepton $\ell_1$ is positive, compared to events where $\ell_1$ is negative. This can be seen in Fig. 8, where signal cross sections for positive and negative $\ell_1$ are presented. On the other hand, the backgrounds are charge symmetric. We can define a lepton asymmetry

$$A_\ell = \frac{\sigma^+ - \sigma^-}{\sigma^+ + \sigma^-},$$

(1)

where $\sigma^\pm$ refers to the signal cross sections where the leading lepton, required to be within $\Delta R \leq 0.5$ of the top jet as already mentioned, is positive or negative. The asymmetry as a function of the lower cut on $z_1$ is shown in Fig. 9. We point out that $A_\ell$ is washed out with respect to the corresponding asymmetry of $t$ versus $\bar{t}$ production because charged leptons of either sign also result from $b$ quark decays. Therefore, raising the lower cut on $z_1$ increases the asymmetry, as the contributions from $b$ quark decays are suppressed.

Additionally, requiring higher $z_1$ suppresses dijet and $b\bar{b}$ backgrounds, making $t\bar{t}$ the dominant one. We collect in Table 4 the cross sections for $z_1 \geq 0.6$, in the 1b and 2b samples.

Taking advantage of this asymmetry in the signal, one can use the number of (signal) events with positive leptons minus the number of events with negative leptons,

$$\Delta = S^+ - S^- = \mathcal{L} \times \sigma^\pm,$$

(2)

in order to set limits on possible new physics contributions.

Including a (relative) systematic uncertainty $\eta$ on the SM prediction for the difference $\Delta$, its expected significance is

$\Delta$.

---

$^2$ We have also explored the ratio $(S^+ - S^-)/(S^+ + S^-)$, but the sensitivity of the ratio is smaller due to the large (and uncorrelated to the numerator) scale uncertainty in the denominator, dominated by the $jj$ and $t\bar{t}$ processes.
Table 3  Cross sections for signals and backgrounds at different stages of event selection, for a CM energy of 100 TeV

|                | Baseline | (i) Only | (ii) Only | (i) + (ii) |
|----------------|----------|----------|-----------|------------|
|                | 1b       | 2b       | 1b        | 2b         | 1b        | 2b         | 1b        | 2b         |
| $tj$ [fb]      | 1020     | 51.2     | 583       | 25.7       | 733       | 22.1       | 417       | 12.4       |
| $tb$ [fb]      | 17.8     | 27.2     | 8.31      | 13.5       | 9.38      | 16.4       | 5.04      | 8.88       |
| $t\bar{t}$ [pb]| 15.5     | 9.36     | 9.58      | 5.75       | 2.25      | 1.19       | 1.30      | 0.697      |
| $b\bar{b}$ [pb]| 12.4     | 20.8     | 1.42      | 2.480      | 7.39      | 14.1       | 0.854     | 1.61       |
| $jj$ [pb]      | 999      | 42.0     | 203       | 9.15       | 578       | 20.1       | 117       | 3.90       |

Fig. 7  Signal and background cross sections as a function of the lepton momentum fraction $z_1$ after the final selection in the 1b (top) and 2b (bottom) samples, for a CM energy of 100 TeV

$$n_\sigma = \frac{\Delta}{\sqrt{B + (\eta\Delta)^2}}. \quad (3)$$

We assume $\eta = 0.1$ for our estimations of the sensitivity for HL-LHC and HE-LHC. This assumption is based on the extrapolation of the values for current total cross section measurements [24] assuming that the uncertainty from Monte Carlo modeling is halved. Note however that

(i) a direct measurement of the cross section in Drell-Yan processes $pp \rightarrow W^\pm \rightarrow \ell^\pm \nu$ can be used to predict the

Fig. 8  Signal cross sections for positive and negative charged leptons
At 14 TeV, in the $1b$ and $2b$ subsamples the significance is nearly maximal for

$$1b : \ z_1 \geq 0.5 \quad \rightarrow \quad n_\sigma = 3.7 \ [4.0] ,$$

$$2b : \ z_1 \geq 0.3 \quad \rightarrow \quad n_\sigma = 0.6 \ [0.6] .$$

At 27 TeV we have

$$1b : \ z_1 \geq 0.6 \quad \rightarrow \quad n_\sigma = 8.6 \ [16.8] ,$$

$$2b : \ z_1 \geq 0.4 \quad \rightarrow \quad n_\sigma = 1.8 \ [1.8] .$$

The numbers in brackets correspond to the significances in the absence of systematic uncertainties, that is, for $\eta = 0$. For FCC, we take two assumptions on systematic uncertainties: a conservative estimate $\eta = 0.1$, as taken for the LHC upgrades, and a more optimistic one $\eta = 0.01$. In the former case we find

$$1b : \ z_1 \geq 0.6 \quad \rightarrow \quad n_\sigma = 9.2 \ [23.5] ,$$

$$2b : \ z_1 \geq 0.6 \quad \rightarrow \quad n_\sigma = 2.2 \ [2.2] .$$

Again, the numbers between brackets are the significances for $\eta = 0$. For $\eta = 0.01$ the impact of systematics is very small,

$$1b : \ z_1 \geq 0.6 \quad \rightarrow \quad n_\sigma = 22.8 ,$$

$$2b : \ z_1 \geq 0.6 \quad \rightarrow \quad n_\sigma = 2.2 .$$

Although some of these significances are modest, they lead to competitive constraints on possible $tbW$ anomalous couplings, as the cross section enhancement in the presence of such anomalous contributions would be huge at high momenta. For illustration, we have considered an anomalous interaction of the type

$$- \frac{g}{\sqrt{2}M_W} g_L S R_{\sigma}^{\mu \nu} t_L \bar{d}_\mu W^- + \text{H.c.} ,$$

in standard notation, with $g$ the electroweak coupling and $M_W$ the $W$ boson mass. We have calculated the single $t$ and single $\bar{t}$ cross sections at 14, 27 and 100 TeV in the presence of such term, in each of the $p_T$ bins used for our simulation, by using Protos [6]. (This is done by computing the cross sections, bin by bin, for five different values of the anomalous coupling $g_L$, to subsequently obtain the analytical dependence with a fit.) For example, for top transverse momentum $p_T \in [800, 900]$ GeV at the parton level, the $t$-channel cross sections at 14 TeV are

$$\sigma(t) = 5.3 + 620 |g_L|^2 \ \text{fb} ,$$

$$\sigma(\bar{t}) = 1.3 + 270 |g_L|^2 \ \text{fb} ,$$

$$s$$-channel single (anti-)top cross sections, which dominate the $2b$ samples;

(ii) the uncertainty in the $t$-channel single top cross section is fully correlated in the $1b$ and $2b$ samples, and the combination of both measurements would have smaller systematics. Alternatively, one can use the measurement in one of the final states to predict the $t\bar{t}$ cross section in the other one.
omitting small interference terms. The cross section enhancement in the presence of anomalous interactions is manifest. At 27 and 100 TeV the cross sections are larger, but the relative enhancement with respect to the SM value due to the presence of anomalous interactions remains almost the same, within each $p_T$ bin, as it depends on the momenta in the partonic subprocess. We obtain at 14 TeV the upper limits at 95% confidence level (CL)

\begin{align}
1b : & \quad |g_L| \leq 0.087 [0.062], \\
2b : & \quad |g_L| \leq 0.114 [0.082].
\end{align}

(10)

For completeness, limits at one standard deviation ($1\sigma$) are given between brackets. At 27 TeV the expected limits are

\begin{align}
1b : & \quad |g_L| \leq 0.050 [0.036], \\
2b : & \quad |g_L| \leq 0.068 [0.049].
\end{align}

(11)

At 100 TeV, assuming 10% systematic uncertainties the expected limits are

\begin{align}
1b : & \quad |g_L| \leq 0.046 [0.033], \\
2b : & \quad |g_L| \leq 0.043 [0.031].
\end{align}

(12)

Note that the sensitivity of the best final state (1b) is dominated by systematics already at 27 TeV, therefore the improvement brought by the FCC energy increase and larger statistics is marginal. On the other hand, in the 2b final state the impact of systematic uncertainties is still small. If the systematic uncertainties can be reduced to 1%, the corresponding limits at 100 TeV are

\begin{align}
1b : & \quad |g_L| \leq 0.030 [0.022], \\
2b : & \quad |g_L| \leq 0.043 [0.031].
\end{align}

(13)

We note that in the presence of a non-zero $g_L$ the charged lepton distribution in the top quark rest frame does not change, even at quadratic order [25], therefore it is justified to ignore the effect of the anomalous interaction in the top quark decay, in particular in the distribution of the lepton momentum fraction $z_1$. We have verified that the effects in the top quark polarisation for $g_L = O(0.1)$ are at the permille level, therefore the effect of the non-zero anomalous coupling in the signal acceptance is well described by our computation of the cross section scaling factors in narrow slices of $p_T$.

### 6 Limits on weakly-coupled $W'$ bosons

In the search for $W' \to tb$ we consider a leptophobic $W'$ boson with right-handed couplings given by the Lagrangian

\[ \mathcal{L}_{W'} = -\frac{g_{W'}}{\sqrt{2}} (\bar{d}_R \gamma^\mu u_R + \bar{s}_R \gamma^\mu c_R + \bar{b}_R \gamma^\mu t_R) W'_\mu - \text{H.c.} \]

(14)

We choose right-handed couplings because a $W'$ coupling to left-handed fermions will generally couple to leptons [31], thereby producing clean leptonic signals. Limits on leptophobic $W'$ bosons arise from their decay into $tb$ final states [32,33]. For a coupling $g_{W'} = g$, masses up to $M_{W'} = 3.6$ TeV are excluded at the 95% CL.

The production and decay process $pp \to W' \to tb$ does not interfere with $s$-channel single top in the limit of massless $u, d, c, s$ quarks. As benchmark examples we consider three masses, 2, 3 and 4 TeV. As mentioned before, we first focus on the sensitivity to very weakly-coupled intermediate mass $W'$ bosons. We shall return later to the study of the ultimate mass reach at 100 TeV for $W'$ bosons with $g_{W'} \simeq g$. In the event generation we set $g_{W'} = 0.1$, for which the total widths are $\Gamma_{W'} = 1.2, 1.8$ and 2.4 GeV for $M_{W'} = 2, 3$ and 4 TeV, respectively. These widths are much smaller than the experimental mass resolution, therefore the results for different values of the coupling can simply be obtained by scaling the total cross section. Samples of $6 \times 10^4$ events are generated for each $W'$ mass and collider energy, including all the decay channels of the top quark.

We restrict our event selection to the 2b final state, because a $b$ quark is already present in the $W' \to tb$ decay. In contrast with the non-resonant anomalous coupling signals studied in the previous section, a new $W'$ boson can be detected via the presence of a bump in the reconstructed $W'$ invariant mass distribution. As a proxy for the $W'$ mass we use the invariant
mass of the two jets plus the neutrino, $m_{J\nu}$. The transverse component of the neutrino momentum is set to the missing energy in the event, and the longitudinal component (and energy) are determined by requiring that the invariant mass of the neutrino and the leading charged lepton equal the $W$ boson mass. This constraint yields a second degree equation; among the two solutions we choose the one that gives smaller longitudinal momentum. When the equation does not have solution we determine the longitudinal momentum by setting the neutrino three-momentum parallel to the top jet three-momentum.

We find no improvement in the sensitivity when using the difference of events with positive and negative leptons, therefore we use the full sample with leptons of either sign. A cut on the lepton momentum fraction $z_l \geq 0.6$ enhances the signal significance, and practically eliminates the dijet background, see Table 4. The $m_{J\nu}$ distributions for these signals and the SM background are presented in Fig. 10. Notice that the $m_{J\nu}$ mass peaks are displaced with respect to the $W'$ mass and the distributions for higher $W'$ mass are very wide. An in-situ jet energy calibration, or a more sophisticated determination of the neutrino longitudinal momentum, would eventually improve the $W'$ mass reconstruction. We have not attempted that, because our conclusions on the observability of the $W'$ signals are not expected to be affected by this calibration of signals and backgrounds. (In the experiment, such calibrations may be performed by comparing the quantities obtained in simulated samples with the original ones.) At high energies the $b$ quark in $W' \rightarrow tb$ often radiates an additional jet. We have also tried a $W'$ mass reconstruction taking into account possible additional jets with a separation $\Delta\phi_{Jj} \geq 2.5$ from the top jet (see for example [34]). We find no significant sharpening of the $W'$ reconstructed mass distributions and we do not apply this strategy for simplicity.

In our estimation of the sensitivity of $W'$ searches we do not include systematic uncertainties. The cross section and shape of the dominant $t\bar{t}$ background can be reliably predicted [26] and the efficiencies for event selection are determined from control regions and sidebands. Current searches in the much more demanding dijet final states, either with the use of jet substructure techniques [27,28] or without it [29,30], already use control regions to determine directly the background from data.

The expected significance of the $W'$ signals are computed by performing likelihood tests for the presence of narrow resonances over the expected background, using the CL$_{s}$ method [35] with the asymptotic approximation of Ref. [36], and computing the $p$-value corresponding to each hypothesis for the resonance mass. The probability density functions of the potential narrow resonance signals are Gaussians with centre $M$ (i.e. the resonance mass probed) and standard deviation of $0.1M$. The likelihood function is

$$L(\mu) = \prod_i \frac{e^{-(b_i + \mu s_i)} (b_i + \mu s_i)^{n_i}}{n_i!},$$

where $i$ runs over the different bins with numbers of observed events $n_i$; $b_i$ is the predicted number of background events and $s_i$ the predicted number of signal events in each bin, and $\mu$ a scale factor. For each mass hypothesis the value $\mu_b$ that maximises the likelihood function (15) is calculated, and the local $p$-value is computed as
The results are presented in Fig. 11 for the three collider energies and: (i) $M_{W'} = 2\,\text{TeV}, g_{W'} = 0.04$ (top); (ii) $M_{W'} = 3\,\text{TeV}, g_{W'} = 0.05$ (middle); (iii) $M_{W'} = 4\,\text{TeV}, g_{W'} = 0.06$ (bottom). The couplings are chosen so as to have sensitivity near $5\sigma$ at 100 TeV for the three masses studied.

Alternatively, the potential of the three colliders can be compared by calculating the coupling for which there is $5\sigma$ sensitivity for each $W'$ mass. We summarise these values in Table 5. It is seen that, due to the very high statistics, the FCC can probe couplings $2 - 5$ times smaller than the HL-LHC, despite the smaller $S/B$ ratio visible in Fig. 10. At high masses the improvement with CM energy is much more pronounced. We remark that, for the smaller $W'$ masses, the FCC could gain additional sensitivity by exploring $tb$ final states where the $W'$ itself is boosted at large $p_T$, mimicking the approach used for light-resonance dijet decays in Refs. [47,48].

### 7 $W'$ mass reach for FCC

We complement the study of the sensitivity to very weakly-coupled $W'$ bosons, with the determination of the ultimate mass reach for $W'$ bosons with $g_{W'} \sim g$ at the FCC.

For this study we generate six $t\bar{t}$ samples in slices of transverse momentum of width $2.5\,\text{TeV}$, starting at $p_T \in [2.5, 5]$ TeV and with the last one $p_T \geq 15\,\text{TeV}$. We ignore the other backgrounds, because as seen in Table 4 they were not relevant in the $2b$ sample with $z_1 \geq 0.6$ and the event selection here is practically the same. Each background sample has $10^5$ events. We also generate five $W'$ signal samples with $M_{W'}$ ranging from 5 to $30\,\text{TeV}$ in steps of 5 TeV, each sample with $6 \times 10^4$ events.

The tagging of multi-TeV $b$ jets based on tracks is problematic, but the performance can be improved by using low-level detector inputs such as hit multiplicity [49]. We assume flat $b$ tagging efficiencies of 75% for $b$ quarks, 20% for charm and 2% for light quarks. The precise numbers for charm and light quarks are not crucial for our analysis as the dominant background is $t\bar{t}$, and the dijet background involving mistags turns out to be very suppressed by the event selection.

We use the same event selection for the $2b$ sample discussed in Sect. 2, except for the jet substructure cut $r_{32} \leq 0.7$ which we do not apply because the multi-TeV top jets are very collimated, and to distinguish them from QCD jets a more sophisticated discrimination would be required. We also require $z_1 \geq 0.6$ as done for the analysis in Sect. 6.

![Fig. 11](image-url)
In Sect. 5 we have found that precision measurements of the single top tails can set stringent constraints on anomalous $tbW$ interactions, taking as example the one in Eq. (8). To set this sensitivity in context, let us compare the numbers in Eqs. (10), (11) with current limits on the anomalous coupling $g_L$. The limits obtained from measurement of $W$ helicity fractions in $t\bar{t}$ production are $g_L \in [-0.14, 0.11]$ [37]. Limits from single top production are slightly looser, $|g_L| \lesssim 0.2$ [38]. Other angular observables in top decays yield similar constraints, $|g_L| \lesssim 0.19$ [39]. At the HL-LHC the precision is expected to improve, assuming a reduction of modeling uncertainties and other systematic uncertainties associated to the Monte Carlo sample size. The expected limits at 95% CL are $g_L \in [-0.11, 0.08]$ from $W$ helicity fractions and $g_L \in [-0.16, 0.19]$ from single top cross sections [40].

Therefore, the sensitivity obtained with high-$p_T$ measurements is competitive with precision measurements performed in top production and decays. But, especially, the functional dependence on possible anomalous couplings of the $W$ helicity fractions, inclusive and high-$p_T$ cross sections is quite different, hence the latter are especially interesting when one wants to set global constraints on the $tbW$ vertex including all possible anomalous contributions (four free parameters). This is of special interest given the existence of a flat direction that cannot be probed in the measurements of helicity fractions [43]. Because the dependence is different for $t$- and $s$-channel single top production, the two signal regions considered with one and two $b$ tags are also complementary.

The anomalous interaction in (8) can arise from the dimension-six operator [42]

$$O_{dW}^{33} = (\bar{q}_L \sigma^{\mu\nu} \tau^I b_R) \phi W_{\mu\nu}^I$$

with $q_L = (t_L b_L)^T$, $\phi$ the Higgs doublet, $\tau^I$ the Pauli matrices and $W_{\mu\nu}^I$ the SU(2)$_L$ field strength tensor. The relation between the effective operator coefficient $C_{dW}^{33}$, the new physics scale $\Lambda$ and the anomalous coupling is

$$g_L = \sqrt{2}C_{dW}^{33} \frac{v^2}{\Lambda^2},$$

with $v = 246$ GeV the Higgs vacuum expectation value. Therefore, for $g_L \sim 0.05$ and $C_{dW}^{33} = 1$ the validity of the effective operator approximation requires that the energy scales involved are smaller than $\Lambda \sim 1.3$ TeV. In order to estimate the energy range that dominates the limits we have repeated the calculations for 14 TeV in the $1b$ sample, setting an upper cut on $p_{TJ}$. The 95% CL limit $|g_L| \leq 0.087$ in Eq. (10) changes to 0.088, 0.089, 0.091 and 0.093 when an upper cut $p_{TJ} \leq 1000, 900, 800, 700$ GeV, respectively is set. Therefore, the effective operator approximation is valid even for a small coupling of order unity. For large couplings.

3 We thank A. Onofre for providing us with these limits.
The effective operator approximation is valid up to $\Lambda = 16$ TeV.

For completeness, let us also mention that constraints on the coefficient of the operator (19) from non-top processes can be translated into limits on $g_L$, because the effective operator contains both $t\bar{t}W$ and $b\bar{b}Z$ interactions. A global fit to LEP and LHC data in Ref. [41] obtains a 1σ sensitivity of $\Delta C_{dW}/\Lambda^2 \simeq 0.65$ TeV$^{-2}$, mainly driven by the measurement of $R_{b\bar{b}}$ at LEP, which constrains the $b\bar{b}Z$ term of the effective operator. This number can be interpreted as a 1σ sensitivity of $\Delta g_L = 0.055$, with the caveat that this limit is obtained by measurements of the $b\bar{b}Z$ interaction, instead of the $t\bar{t}W$ one as in our case, and the translation is, in principle, only valid within the framework of dimension-six SU(2)-invariant operators.

In Sect. 8 we have estimated the sensitivity to weakly-coupled $W'$ bosons in $t\bar{t}$ final states. We can compare our results with the prospects for the HL-LHC by the ATLAS Collaboration [44]. For $M_{W'} = 4$ TeV and $g_{W'} = 0.3$ their sensitivity is nearly 2σ, while our results are more optimistic, reaching 5σ for these parameters. There are several differences in the analyses, however. Our analysis attempts a more aggressive reduction of the $t\bar{t}$ background, with a set of cuts that reduces it by a factor of 10, while Ref. [44] only sets some loose cuts on the momenta of the jets and the charged lepton. On the other hand, their analysis uses eight different signal regions, splitting the electron and muon samples, by number of $b$ tags and by number of light jets (1 or 2) other than the $b$ jet from the top quark decay. The significances in the individual channels are then combined, which leads to some overall improvement. Also, Ref. [44] uses next-to-leading order (NLO) cross sections. The $K$ factor (ratio of NLO over LO cross sections) for $W'$ production weakly depends on the $W'$ mass, and for 4 TeV it can be estimated as $K = 1.3$ [45]. For $t\bar{t}$ with $m_{t\bar{t}} \sim 4$ TeV it is $K = 1.4$ [46]. Therefore, the use of NLO cross sections slightly improves the $\sqrt{s}/\sqrt{B}$ ratio.

This type of analysis is rare in experimental searches, which usually concentrate on the high-mass end of the spectrum, looking for new resonances with a coupling of order unity. In principle, any search for new resonances is able to spot intermediate mass resonances with small coupling, but in practice the analyses are often optimised for the sensitivity at the high-mass end. With our results in Sect. 8 we have demonstrated that, provided the event selection keeps good statistics, future colliders have an excellent potential to explore new $W'$ resonances with coupling as small as a few percent. On the other hand, for couplings of order unity, we showed that the FCC can probe masses up to around 30 TeV.
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