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Abstract
We study the sequential hypothesis testing and quickest change-point (or disorder) detection problems with linear delay penalty costs for observable Wiener processes under (constantly) delayed detection times. The method of proof consists of the reduction of the associated delayed optimal stopping problems for one-dimensional diffusion processes to the equivalent free-boundary problems and solution of the latter problems by means of the smooth-fit conditions. We derive closed-form expressions for the Bayesian risk functions and optimal stopping boundaries for the associated weighted likelihood ratio processes in the original problems of sequential analysis.
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1 Introduction
The problem of sequential testing for two simple hypotheses about the drift rate of an observable Wiener process (or Brownian motion) is to detect the form of its constant drift rate from one of the two given alternatives. In the Bayesian formulation of this problem, it is assumed that these alternatives have an a priori given distribution. The problem of quickest change-point (or disorder) detection for an Wiener process is to find a stopping time of alarm $\tau$ which is as close as possible to the unknown time of
change-point $\theta$ at which the local drift rate of the process changes from one constant value to another. In the classical Bayesian formulation, it is assumed that the random time $\theta$ takes the value 0 with probability $\pi$ and is exponentially distributed given that $\theta > 0$. Such problems found applications in many real-world systems in which the amount of observation data is increasing over time (see, e.g. Carlstein et al. 1994; Poor and Hadjiliadis 2008; Shiryaev 2019 for an overview).

The sequential testing and quickest change-point detection problems were originally formulated and solved for sequences of observable independent identically distributed random variables by Shiryaev (1978, Chap. IV, Sects. 1 and 3) (see also references to original sources therein). The first solutions of these problems in the continuous-time setting were obtained in the case of observable Wiener processes with constant drift rates by Shiryaev (1978, Chap. IV, Sects. 2 and 4) (see also references to original sources therein). The standard disorder problem for observable Poisson processes with unknown intensities was introduced and solved by Davis (1976) given certain restrictions on the model parameters. Peskir and Shiryaev (2000, 2002) solved both problems of sequential analysis for Poisson processes in full generality (see also Peskir and Shiryaev 2006, Chap. VI, Sects. 23 and 24). The method of solution of these problems was based on the reduction of the associated optimal stopping problems for the posterior probability processes to the equivalent free boundary problems for ordinary (integro-)differential operators and a unique characterisation of the Bayesian risks by means of the smooth- and continuous-fit conditions for the value functions at the optimal stopping boundaries. Further investigations of the both problems for observable Wiener processes were provided in Gapeev and Peskir (2004, 2006) in the finite-horizon setting. The sequential testing and quickest change-point detection problems in the distributional properties of certain observable time-homogeneous diffusions processes were studied in Gapeev and Shiryaev (2011, 2013) on infinite time intervals.

These two classical problems of sequential analysis for the case of observable compound Poisson processes, in which the unknown probabilistic characteristics were the intensities and distributions of jumps, were investigated by Dayanik and Sezer (2006a, b). Some multidimensional extensions of the problems with several observable independent compound Poisson and Wiener processes were considered by Dayanik et al. (2008) and Dayanik and Sezer (2012). Other formulations of the change-point detection problem for Poisson processes for various types of probabilities of false alarms (including the delayed probability of false alarm) and delay penalty costs were studied by Bayraktar et al. (2005). More general versions of the standard Poisson disorder problem were solved by Bayraktar et al. (2006), where the intensities of the observable processes changed to certain unknown values. These problems for observable jump processes were solved by successive approximations of the value functions of the corresponding optimal stopping problems. The same method was also applied for the solution of the disorder problem for observable Wiener process by Sezer (2010), in which disorder occurs at one of the arrival times of an observable Poisson process. More recently, closed-form solutions of the both problems of sequential analysis for observable (time-homogeneous diffusion) Bessel processes were obtained by Johnson and Peskir (2017, 2018).
The aim of this paper is to address these two problems of statistical sequential analysis in their Bayesian formulations for observable Wiener processes under constantly delayed detection times. We formulate a unifying delayed optimal stopping problem for the appropriate weighted likelihood ratio processes representing time-homogeneous diffusions and make an assumption that the optimal stopping times are the first times at which these processes exit from certain regions restricted by constant boundaries. It is verified that the left- and right-hand optimal stopping boundaries provide the minimal and maximal solutions of the associated systems of arithmetic equations whenever they exist.

The question of consideration of the sequential analysis problems with delayed observations was raised by Anderson (1964). This idea was taken further by Chang and Ehrenfeld (1972) (see also Chang 1972). The Bayesian and variational sequential hypotheses testing problems on the drift of an observable Wiener process under randomly delayed observations were studied by Galtchouk and Nobelis (1999, 2000) (see also Miroshnitchenko 1979). Other optimal sequential estimation procedures for parameters and continuous distribution functions from sequences of random variables under delayed observations were considered by Magiera (1998), Jokiel-Rokita and Stepien (2009), Stepien-Baran (2011), and Baran and Stepien-Baran (2013) among others. More recently, Shiryaev (2019, Chap. VI) introduced a classification of quickest detection problems for observable Wiener processes.

The paper is organised as follows. In Sect. 2, we formulate unifying optimal stopping problems for the time-homogeneous weighted likelihood ratio diffusion processes and show how these problems arise from the Bayesian sequential testing and quickest change-point detection settings. We formulate the associated free-boundary problems and derive closed-form solutions of the equivalent systems of arithmetic equations for the optimal stopping boundaries. In Sect. 3, we verify that the uniquely specified solutions of the free-boundary problems provide the solutions of the original optimal stopping problems. In Sect. 4, we reproduce the derivation of the explicit expression for the transition density function of the weighted likelihood ratio process in the quickest change-point detection problem derived in Gapeev and Peskir (2006, Sect. 4) (see also Peskir and Shiryaev 2006, Chap. VI, Sect. 24).

2 Preliminaries

In this section, we give a formulation of the unifying optimal stopping problem for a one-dimensional time-homogeneous regular diffusion process and consider the associated partial and ordinary differential free boundary problems.

2.1 Formulation of the problem

For a precise formulation of the problem, let us consider a probability space $(\Omega, \mathcal{G}, P)$ with a standard Brownian motion $\overline{B} = (\overline{B}_t)_{t \geq 0}$. Let $\Phi^j = (\Phi^j_t)_{t \geq 0}$ be a one-dimensional time-homogeneous diffusion process with the state space $[0, \infty)$, which is a pathwise (strong) solution of the stochastic differential equation
where \( \eta_i(\phi) \) and \( \zeta_i(\phi) > 0 \) are some continuously differentiable functions of at most linear growth in \( \phi \) on \([0, \infty)\), for every \( i = 1, 2 \) fixed. Let us consider an optimal stopping problem with the value function

\[
V_i^*(\phi; \delta) = \inf_{\tau} E_{\phi} \left[ F_i(\Phi_i^{\tau+\delta}) + \int_0^{\tau+\delta} H_i(\Phi_s^{\delta}) \, ds \right] \tag{2.2}
\]

where \( E_{\phi} \) denotes the expectation under the assumption that \( \Phi_i^{t_0} = \phi, \) for some \( \phi \in [0, \infty). \) Here, the gain function \( F_i(\phi) \) and the cost function \( H_i(\phi) \) are assumed to be non-negative, continuous and bounded, while \( F_i(\phi) \) is also continuously differentiable on \((0, c') \cup (c', \infty), \) for some \( c' \in [0, \infty), \) for \( i = 1, 2. \) It is assumed that the infimum in (2.2) is taken over all \( \delta \)-delayed stopping times \( \tau + \delta, \) where \( \tau \) is a stopping time with respect to the natural filtration \((\mathcal{F}_t)_{t \geq 0}\) of the process \( \Phi_i^t, \) for any \( i = 1, 2, \) and \( \delta > 0 \) is given and fixed. Hence, it follows from the structure of the reward in (2.2) that the inequality \( V_i^*(\phi; \delta') \leq V_i^*(\phi; \delta) \) holds, for all \( \phi \geq 0, \) and each \( 0 \leq \delta' < \delta \) fixed. Such \( \delta \)-delayed stopping times were introduced in Øksendal (2005, Definition 1.1) and then the related optimal stopping and stochastic control problems related to such stopping times were studied in Bar-Ilan and Sulem (1995), Alvarez and Keppo (2002), Bayraktar and Egami (2007), Consteniuc et al. (2008), Øksendal and Sulem (2008), and Lempa (2012) among others.

**Example 1** (Sequential testing problem) Suppose that we observe a continuous process \( X^1 = (X^1_t)_{t \geq 0} \) of the form \( X^1_t = \theta \mu t + \sigma B_t, \) for \( t \geq 0, \) with some \( \mu \neq 0 \) and \( \sigma > 0 \) fixed, where \( B = (B_t)_{t \geq 0} \) is a standard Brownian motion which is independent of the random variable \( \theta. \) We assume that \( P(\theta = 1) = \pi \) and \( P(\theta = 0) = 1 - \pi \) holds, for some \( \pi \in (0, 1) \) fixed. The problem of sequential testing of two simple hypotheses about the values of the parameter \( \theta \) can be embedded into the optimal stopping problem of (2.2), for \( i = 1, \) with \( F_1(\phi) = ((a' \phi) \wedge b')/(1 + \phi) \) and \( H_1(\phi) = 1, \) where \( a', b' > 0 \) are some given constants (see, e.g. Shiryaev 1978, Chap. IV, Sect. 2; Peskir and Shiryaev 2006, Chap. VI, Sect. 21). In this case, the weighted likelihood ratio process \( \Phi^1 \) takes the form

\[
\Phi^1_t = \frac{\pi}{1 - \pi} L^1_t \quad \text{with} \quad L^1_t = \exp \left( \frac{\mu}{\sigma^2} X^1_t - \frac{\mu^2}{2\sigma^2} t \right) \tag{2.3}
\]

and thus, \( \Phi^1 \) solves the stochastic differential equation in (2.1) with the coefficients \( \eta_1(\phi) = (\mu \phi/\sigma)^2/(1 + \phi) \) and \( \zeta_1(\phi) = \mu \phi/\sigma, \) where the process \( \overline{B} = (\overline{B}_t)_{t \geq 0} \) defined by

\[
\overline{B}_t = X^1_t - \frac{\mu}{\sigma} \int_0^t \frac{\Phi^1_s}{1 + \Phi^1_s} \, ds \tag{2.4}
\]

is an innovation standard Brownian motion generating the same filtration \((\mathcal{F}_t)_{t \geq 0}\) as the process \( \Phi^1. \) The consideration of this model will be continued in Example 3 below.
Example 2 (Quickest change-point detection problem) Suppose that we observe a continuous process \(X^2 = (X^2_t)_{t \geq 0}\) of the form \(X^2_t = \mu(t - \theta)^+ + \sigma B_t\), for \(t \geq 0\), with some \(\mu \neq 0\) and \(\sigma > 0\) fixed, where \(B = (B_t)_{t \geq 0}\) is a standard Brownian motion which is independent of the random variable \(\theta\). We assume that \(P(\theta = 0) = \pi\) and \(P(\theta > t | \theta > 0) = e^{-\lambda t}\) holds for all \(t \geq 0\), and some \(\pi \in (0, 1)\) and \(\lambda > 0\) fixed.

The problem of quickest detection of the change-point parameter \(\theta\) can be embedded into the optimal stopping problem of (2.2), for \(i = 2\), with \(F_2(\phi) = 1/(1 + \phi)\) and \(H_2(\phi) = c\phi/(1 + \phi)\), where \(c > 0\) is a given constant (see, e.g. Shiryaev 1978, Chap. IV, Sect. 4 and Peskir and Shiryaev 2006, Chap. VI, Sect. 22). In this case, the weighted likelihood ratio process \(\Phi^2\) takes the form

\[
\Phi^2_t = \frac{L^2_t}{e^{-\lambda t}} \left( \frac{\pi}{1 - \pi} + \int_0^t \frac{\lambda e^{-\lambda s}}{L^2_s} \, ds \right) \quad \text{with} \quad L^2_t = \exp \left( \frac{\mu^2 X^2_t - \mu^2}{2\sigma^2} t \right) \tag{2.5}
\]

and thus, \(\Phi^2\) solves the stochastic differential equation in (2.1) with the coefficients \(\eta_2(\phi) = \lambda(1 + \phi) + (\mu \phi / \sigma)^2 / (1 + \phi)\) and \(\zeta_2(\phi) = \mu \phi / \sigma\), where the process \(B = (B_t)_{t \geq 0}\) defined by

\[
B_t = X^2_t - \frac{\mu}{\sigma} \int_0^t \frac{\Phi^2_s}{1 + \Phi^2_s} \, ds \tag{2.6}
\]

is an innovation standard Brownian motion generating the same filtration \((\mathcal{F}_t)_{t \geq 0}\) as the process \(\Phi^2\). The consideration of this model will be continued in Example 4 below. The classification of quickest detection problems for the observable Wiener processes was recently introduced in Shiryaev (2019), Chap. VI).

2.2 Delayed optimal stopping problems

It follows from the result of (Øksendal 2005, Lemma 1.2) that the value functions in (2.2) admit the representations

\[
V^*_i(\phi; \delta) = \inf_\tau E_\phi \left[ G_i(\Phi_\tau; \delta) + \int_0^\tau H_i(\Phi_t) \, dt \right] \tag{2.7}
\]

with

\[
G_i(\phi; \delta) = E_\phi \left[ F_i(\Phi_\delta) + \int_0^\delta H_i(\Phi_t) \, dt \right] \tag{2.8}
\]

for \(\delta > 0\) and any \(i = 1, 2\), where the infimum is taken over \((\mathcal{F}_t)_{t \geq 0}\)-stopping times \(\tau\) of finite expectation.

For the sequential testing problem case of \(i = 1\), we have \(F_1(\phi) = ((a'\phi) \wedge b')/(1 + \phi)\), for some \(a', b' > 0\) fixed, and \(H_1(\phi) = 1\), so that

\[
G_1(\phi; \delta) = E_\phi \left[ \frac{(a' \Phi^1_\delta \wedge b')}{1 + \Phi^1_\delta} \right] + \delta
\]
\[
\frac{\phi}{1 + \phi} \int_{-\infty}^{\infty} \frac{(a' \phi \exp(\mu x \sqrt{\delta}/\sigma + \mu^2 \delta/(2\sigma^2)) \wedge b')}{1 + \phi \exp(\mu x \sqrt{\delta}/\sigma + \mu^2 \delta/(2\sigma^2))} \varphi(x) \, dx \\
+ \frac{1}{1 + \phi} \int_{-\infty}^{\infty} \frac{(a' \phi \exp(\mu z \sqrt{\delta}/\sigma - \mu^2 \delta/(2\sigma^2)) \wedge b')}{1 + \phi \exp(\mu z \sqrt{\delta}/\sigma - \mu^2 \delta/(2\sigma^2))} \varphi(x) \, dx + \delta
\]
\]

(2.9)

holds, for \( \phi \geq 0 \), where we use the function \( \varphi(x) = (1/\sqrt{2\pi})e^{-x^2/2}, \) for \( x \in \mathbb{R} \).

In the change-point detection problem case of \( i = 2 \), we have \( F_2(\phi) = 1/(1 + \phi) \) and \( H_2(\phi) = c\phi/(1 + \phi) \), for some \( c > 0 \) fixed, so that

\[
G_2(\phi; \delta) = E_\phi \left[ \frac{1}{1 + \Phi_2^\delta} + \int_0^\delta \frac{c\Phi_i^2 - \lambda}{1 + \Phi_i^2} \, dt \right] \\
= \frac{1}{1 + \phi} + E_\phi \left[ \int_0^\delta \frac{c\Phi_i^2 - \lambda}{1 + \Phi_i^2} \, dt \right] \\
= \frac{1}{1 + \phi} + \int_0^\delta E_\phi \left[ \frac{c\Phi_i^2 - \lambda}{1 + \Phi_i^2} \right] \, dt \tag{2.10}
\]

with

\[
E_\phi \left[ \frac{c\Phi_i^2 - \lambda}{1 + \Phi_i^2} \right] = \int_0^\infty \frac{cy - \lambda}{1 + y} \, q(\phi; t, y) \, dy \tag{2.11}
\]

where the marginal distribution

\[
P_\phi(\Phi_i^2 \in dy) = q(\phi; t, y) \, dy \tag{2.12}
\]

for all \( t, y > 0 \) is derived in Gapeev and Peskir (2006, Sect. 4) (see also Peskir and Shiryaev 2006, Chap. VI, Sect. 24 as well as Sect. 4 below).

### 2.3 Optimal stopping times

It follows from the general theory of optimal stopping for Markov processes (see, e.g. Peskir and Shiryaev 2006, Chap. I, Sect. 2.2) that the optimal stopping time in the problem of (2.2) is given by

\[
\tau_i^*(\delta) = \inf \left\{ t \geq 0 \mid V_i^*(\Phi_i^t; \delta) = G_i(\Phi_i^t; \delta) \right\} \tag{2.13}
\]

whenever it exists. We further search for an optimal stopping time of the form

\[
\tau_i^*(\delta) = \inf \left\{ t \geq 0 \mid \Phi_i^t \notin (a_i^*(\delta), b_i^*(\delta)) \right\} \tag{2.14}
\]

for some \( 0 \leq a_i^*(\delta) < b_i^*(\delta) \leq \infty \) to be determined (see, e.g. Shiryaev 1978, Chap. IV, Sects. 2 and 4; Peskir and Shiryaev 2006, Chap. VI, Sects. 23 and 24) for the case of \( \delta = 0 \).
2.4 Free-boundary problems

By means of standard arguments based on Itô’s formula (see, e.g. Liptser and Shiryaev 2001, Chap. IV, Theorem 4.4), it can be shown that the infinitesimal generator $L^i$ of the process $Φ^i = (Φ^i_t)_{t≥0}$ acts on an arbitrary twice continuously differentiable bounded function $V(φ)$ according to the rule

$$(L^i V)(φ) = η_i(φ) V'(φ) + \frac{ζ_i^2(φ)}{2} V''(φ)$$

(2.15)

for all $φ > 0$ (see, e.g. Øksendal and Sulem 2008, Chap. VII, Theorem 7.3.3). In order to find analytic expressions for the unknown value function $V^*_i(φ; δ)$ from (2.2) and the unknown boundaries $a^*_i(δ)$ and $b^*_i(δ)$ from (2.14), for $i = 1, 2$, we use the results of general theory of optimal stopping problems for continuous time Markov processes (see, e.g. Shiryaev 1978, Chap. III, Sect. 8; Peskir and Shiryaev 2006, Chap. IV, Sect. 8). We formulate the associated free boundary problem

$$(L^i V_i)(φ; δ) = −H_i(φ) \quad \text{for} \quad a_i(δ) < φ < b_i(δ)$$

(2.16)

$$V_i(a_i(δ)+; δ) = G_i(a_i(δ); δ), \quad V_i(b_i(δ)−; δ) = G_i(b_i(δ); δ) \quad \text{(instantaneous stopping)}$$

(2.17)

$$V'_i(a_i(δ)+; δ) = G'_i(a_i(δ); δ), \quad V'_i(b_i(δ)−; δ) = G'_i(b_i(δ); δ) \quad \text{(smooth fit)}$$

(2.18)

$$V_i(φ; δ) < G_i(φ; δ) \quad \text{for} \quad φ < a_i(δ) \quad \text{and} \quad φ > b_i(δ)$$

(2.19)

$$(L^i G_i)(φ; δ) > −H_i(φ) \quad \text{for} \quad φ < a_i(δ) \quad \text{and} \quad φ > b_i(δ)$$

(2.20)

for some $0 ≤ a_i(δ) < c' < b_i(δ) ≤ ∞$. Note that the superharmonic characterization of the value function (see, e.g. Shiryaev 1978, Chap. III, Sect. 8; Peskir and Shiryaev 2006, Chap. IV, Sect. 9) implies that $V^*_i(φ; δ)$ from (2.2) is the largest function satisfying (2.16)–(2.17) and (2.19)–(2.21) with the boundaries $a^*_i(δ)$ and $b^*_i(δ)$, for each $δ > 0$ fixed.

**Example 3** (Sequential testing problem) Let us first solve the free-boundary problem in (2.16)–(2.21) with $G_1(φ; δ)$ from (2.9) and $H_1(φ) = 1$, as in Example 1 above. For this purpose, we follow the arguments of Shiryaev (1978, Chap. IV, Sect. 2) and Peskir and Shiryaev (2006, Chap. VI, Sect. 21) and integrate the second-order ordinary differential equation in (2.16) twice as well as use the conditions of (2.17) and (2.18) at the candidate boundaries $a_1(δ)$ and $b_1(δ)$ to obtain

$$V_1(φ; a_1(δ), b_1(δ); δ) = C_1(a_1(δ), b_1(δ)) + C_2(a_1(δ), b_1(δ)) \frac{φ}{1 + φ} + Ψ(φ)$$

(2.22)

where we denote

$$Ψ(φ) = \frac{2σ^2}{μ^2} \frac{1 − φ}{1 + φ} \ln φ$$

(2.23)
for all $\phi > 0$. Here, we have

\[
C_1(a_1(\delta), b_1(\delta)) = \frac{(G_1(a_1(\delta)) - \Phi_1(a_1(\delta)))b_1(\delta)(1 + a_1(\delta)) - (G_1(b_1(\delta)))(1 + b_1(\delta))}{b_1(\delta) - a_1(\delta)}
\]

(2.24)

\[
C_2(a_1(\delta), b_1(\delta)) = \frac{(G_1(b_1(\delta)) - \Phi_1(b_1(\delta))) + \Psi_1(a_1(\delta))(1 + a_1(\delta))(1 + b_1(\delta))}{b_1(\delta) - a_1(\delta)}
\]

(2.25)

for $0 < a_1(\delta) < b_1(\delta) < \infty$. It thus follows from the condition of (2.18) that the boundaries $a_1^*(\delta)$ and $b_1^*(\delta)$ solve the system of arithmetic equations

\[
\frac{C_2(a_1(\delta), b_1(\delta))}{(1 + a_1(\delta))^2} - \frac{2\sigma^2}{\mu^2} \left( \frac{2\ln a_1(\delta) - 1}{1 + a_1(\delta)} \right) = G_1'(a_1(\delta); \delta)
\]

(2.26)

\[
\frac{C_2(a_1(\delta), b_1(\delta))}{(1 + b_1(\delta))^2} - \frac{2\sigma^2}{\mu^2} \left( \frac{2\ln b_1(\delta) - 1}{1 + b_1(\delta)} \right) = G_1'(b_1(\delta); \delta)
\]

(2.27)

for $0 < a_1(\delta) < b_1(\delta) < \infty$. Following the arguments in Shiryaev (1978, Chap. IV, Sect. 2) and Peskir and Shiryaev (2006, Chap. VI, Sect. 21), we further consider the minimal and maximal solutions $a_1^*(\delta)$ and $b_1^*(\delta)$ of the system of equations in (2.26)–(2.27), respectively, for any $\delta > 0$ fixed.

**Example 4** (Quickest change-point detection problem) Let us now solve the free-boundary problem in (2.16)–(2.21) with $G_2(\phi; \delta)$ from (2.10) and $H_2(\phi) = c\phi/(1 + \phi)$, for all $\phi \geq 0$, as in Example 2 above, where we set $a_2^*(\delta) = 0$, for each $\delta > 0$. For this purpose, we follow the arguments of Shiryaev (1978, Chap. IV, Sect. 4) or Peskir and Shiryaev (2006, Chap. VI, Sect. 22) and integrate the second-order ordinary differential equation in (2.16) twice with respect to the variable $\phi$ as well as use the conditions of (2.17) and (2.18) at the upper candidate boundary $b_2(\delta)$ to obtain

\[
V_2(\phi; b_2(\delta); \delta)
= G_2(b_2(\delta); \delta) + \int_{\phi}^{b_2(\delta)} \frac{C}{(1 + y)^2} \int_{0}^{y} \exp \left( - \Lambda \left( \Upsilon(y) - \Upsilon(x) \right) \right) \frac{1 + x}{x} \, dx \, dy
\]

(2.28)

where we denote

\[
C = \frac{2c\sigma^2}{\mu^2}, \quad \Lambda = \frac{2\Lambda\sigma^2}{\mu^2}, \quad \text{and} \quad \Upsilon(\phi) = \ln \phi - \frac{1 + \phi}{\phi}
\]

(2.29)
for all \( \phi > 0 \). It thus follows from the condition of (2.18) that the boundary \( b^*_2(\delta) \) solves the arithmetic equation

\[
C \int_0^{b^*_2(\delta)} \exp \left( -\lambda \left( \Upsilon(b^*_2(\delta)) - \Upsilon(\phi) \right) \right) \frac{1 + \phi}{\phi} d\phi = G'_2(b^*_2(\delta); \delta)
\]

for any \( \delta > 0 \) fixed. Following the arguments in Shiryaev (1978, Chap. IV, Sect. 4) and Peskir and Shiryaev (2006, Chap. VI, Sect. 22), we further consider the maximal solution \( b^*_2(\delta) \) of the equation in (2.30) such that \( \lambda/c \leq b^*_2(\delta) \), for any \( \delta > 0 \) fixed.

### 3 Main results and proofs

**Theorem 1** Let the process \( \Phi^i \) be a pathwise unique solution of the stochastic differential equation in (2.1). Suppose that the functions \( G_i(\phi; \delta) \) and \( H_i(\phi) \) are bounded and continuous, while \( G_i(\phi; \delta) \) is also continuously differentiable on \((0, c') \cup (c', \infty))\), for some \( c' \in [0, \infty) \), and any \( i = 1, 2 \) fixed. Assume that the couple \( a^*_i(\delta) \) and \( b^*_i(\delta) \), such that \( 0 \leq a^*_i(\delta) < b^*_i(\delta) < \infty \), together with \( V_i(\phi; a^*_i(\delta), b^*_i(\delta); \delta) \) form a solution of the free boundary problem of (2.16)–(2.21), such that \( a^*_i(\delta) \) is the minimal solution and \( b^*_i(\delta) \) is the maximal solution of the system of arithmetic equations in (2.17)–(2.18) [which are equivalent to either (2.26)–(2.27) or (2.30)], for any \( i = 1, 2 \) fixed. Then, the value function \( V^*_i(\phi; \delta) \) admits the representation

\[
V^*_i(\phi; \delta) = \begin{cases} 
V_i(\phi; a^*_i(\delta), b^*_i(\delta); \delta), & \text{if } a^*_i(\delta) < \phi < b^*_i(\delta) \\
G_i(\phi; \delta), & \text{if } \phi \leq a^*_i(\delta) \text{ or } \phi \geq b^*_i(\delta)
\end{cases}
\]

[where the candidate function \( V_i(\phi; a_i(\delta), b_i(\delta); \delta) \) is given by either (2.22)–(2.23) or (2.24)–(2.25) or (2.28)–(2.29)] and the optimal stopping time \( \tau^*_i \) has the form of the first exit time of the process \( \Phi^i \) from the interval \((a^*_i(\delta), b^*_i(\delta))\) as in (2.14), whenever \( E_{\phi}[\tau^*_i] < \infty \) holds, for any \( i = 1, 2 \) fixed.

**Proof** In order to verify the assertions stated above, let us denote by \( V_i(\phi; \delta) \) the right-hand side of the expression in (3.1). It follows from the arguments of the previous section that the function \( V_i(\phi; \delta) \) solves the ordinary differential equation of (2.16) and satisfies the instantaneous-stopping conditions of (2.17). Then, using the fact that the function \( V_i(\phi; \delta) \) of (3.1) satisfies the smooth-fit conditions of (2.18) as well as the conditions of (2.19)–(2.21) by construction, we can apply the local time-space formula from Peskir (2005) (see also Peskir and Shiryaev 2006, Chap. II, Sect. 3.5) for a summary of the related results and further references) to obtain

\[
V_i(\Phi^i_t; \delta) + \int_0^t H_i(\Phi^i_s) \, ds = V_i(\phi; \delta) + M^i_t + \int_0^t (\Phi^i_t V_i + H_i)(\Phi^i_s; \delta) I(\Phi^i_s \neq a^*_i(\delta), \Phi^i_s \neq b^*_i(\delta)) \, ds
\]

(3.2)
for all $t \geq 0$, where $I(\cdot)$ denotes the indicator function. Here, the process $M^i = (M^i_t)_{t \geq 0}$ defined by

$$M^i_t = \int_0^t V^i_t(\Phi^i_s; \delta) \zeta_t(\Phi^i_s) \, dB_s$$

(3.3)

is a continuous local martingale with respect to the probability measure $P_\phi$, for any $i = 1, 2$.

Using the assumption that the inequality in (2.21) holds for the function $G^i(\phi; \delta)$ with the boundaries $a^*_i(\delta)$ and $b^*_i(\delta)$, we conclude that $\mathbb{E}^i V^i_t + H^i_t(\phi; \delta) \geq 0$ holds, for any $\phi \neq a^*_i(\delta)$ and $\phi \neq b^*_i(\delta)$, and any $i = 1, 2$. Moreover, it follows from the conditions in (2.17)–(2.20) that the inequality $V^i_t(\phi; \delta) \leq G^i_t(\phi; \delta)$ holds, for all $\phi \geq 0$ and any $i = 1, 2$. Since the time spent by the process $\Phi^i_t$ at the points $a^*_i(\delta)$ and $b^*_i(\delta)$ is of Lebesgue measure zero, the indicator that appear in the integral of (3.2) can be ignored (see, e.g. Borodin and Salminen 2002, Chap. II, Sect. 1). Thus, the expression in (3.2) and the structure of the stopping time in (2.14) yields the inequalities

$$G^i_t(\Phi^i_t; \delta) + \int_0^\tau H^i_t(\Phi^i_s) \, ds \geq V^i_t(\Phi^i_t; \delta) + \int_0^\tau H^i_t(\Phi^i_s) \, ds \geq V^i_\tau(\phi; \delta) + M^i_\tau$$

(3.4)

for any stopping time $\tau$ such that $E^i[\tau] < \infty$. Let $(\tau^0_n)_{n \in \mathbb{N}}$ be the localising sequence of stopping times for the process $M^i$ such that $\tau^0_n = \inf\{t \geq 0 \mid |M^i_t| \geq n\}$, for any $i = 1, 2$. Then, taking the expectations with respect to the probability measure $P_\phi$ in (3.4), by means of the optional sampling theorem (see, e.g. Liptser and Shiryaev 2001, Chap. III, Theorem 3.6), we get the inequalities

$$E^i\left[G^i_\tau(\Phi^i_{\tau \wedge \tau^0_n}; \delta) + \int_0^{\tau \wedge \tau^0_n} H^i_t(\Phi^i_s) \, ds\right] \geq E^i\left[V^i_\tau(\Phi^i_{\tau \wedge \tau^0_n}; \delta) + \int_0^{\tau \wedge \tau^0_n} H^i_t(\Phi^i_s) \, ds\right] \geq V^i_\tau(\phi; \delta) + E^i[M^i_{\tau \wedge \tau^0_n}] = V^i_\tau(\phi; \delta)$$

(3.5)

hold, for each $n \in \mathbb{N}$ and $i = 1, 2$. Hence, letting $n$ go to infinity and using Fatou’s lemma, we obtain

$$E^i\left[G^i_\tau(\Phi^i_\tau; \delta) + \int_0^\tau H^i_t(\Phi^i_s) \, ds\right] \geq E^i\left[V^i_\tau(\Phi^i_\tau; \delta) + \int_0^\tau H^i_t(\Phi^i_s) \, ds\right] \geq V^i_\tau(\phi; \delta)$$

(3.6)

for any stopping time $\tau$ such that $E^i[\tau] < \infty$, for all $\phi \geq 0$. By virtue of the structure of the stopping time in (2.14) and the conditions of (2.19), it is readily seen that the equalities in (3.4) hold with $\tau_*$ instead of $\tau$ when either $\phi \leq a^*_i(\delta)$ or $\phi \geq b^*_i(\delta)$, respectively.
Let us finally show that the equalities are attained in (3.6) when $\tau_i^*$ replaces $\tau$ and the smooth-fit conditions of (2.18) hold, for $a_i^*(\delta) < \phi < b_i^*(\delta)$ and $i = 1, 2$. By virtue of the fact that the function $V_i(\phi; \delta)$ and the boundaries $a_i^*(\delta)$ and $b_i^*(\delta)$ solve the ordinary differential equation in (2.16) and satisfy the conditions in (2.17) and (2.18), it follows from the expression in (3.2) and the structure of the stopping time in (2.14) that

$$G_i(\Phi_i^{\tau_i^*}; \delta) + \int_0^{\tau_i^* \wedge \kappa_n^i} H_i(\Phi_i^{s})\,ds = V_i(\Phi_i^{\tau_i^*}; \delta) + \int_0^{\tau_i^* \wedge \kappa_n^i} H_i(\Phi_i^{s})\,ds = V_i(\phi; \delta) + M_i^{\tau_i^* \wedge \kappa_n^i} \tag{3.7}$$

holds, for all $a_i^*(\delta) < \phi < b_i^*(\delta)$, and any $i = 1, 2$. Hence, taking expectations and letting $n$ go to infinity in (3.7), using the properties that $G_i(\phi; \delta)$ is bounded and the integral there is of finite expectation if and only if $\tau_i^*$ is so, we apply the Lebesgue dominated convergence theorem to obtain the equality

$$E_{\phi}\left[ G_i(\Phi_i^{\tau_i^*}; \delta) + \int_0^{\tau_i^* \wedge \kappa_n^i} H_i(\Phi_i^{s})\,ds \right] = V_i(\phi; \delta) \tag{3.8}$$

for all $\phi \geq 0$ and any $i = 1, 2$. We may therefore conclude that the function $V_i(\phi; \delta)$ coincides with the value function $V_i^*(\phi; \delta)$ of the optimal stopping problem in (2.2).
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Appendix

In this section, we reproduce all the arguments for the derivation of the explicit expression for the transition density function of the weighted likelihood ratio process $\Phi_t = (\Phi_t^2)_{t \geq 0}$ given in (2.5) derived in Gapeev and Peskir (2006, Sect. 4) (see also Peskir and Shiryaev 2006, Chap. VI, Sect. 24).
4.1

Let $B = (B_t)_{t \geq 0}$ be a standard Wiener process defined on a probability space $(\Omega, \mathcal{F}, P)$. With $t > 0$ and $\nu \in \mathbb{R}$ given and fixed, recall from Yor (1992, p. 527) that the random variable $A_t^{(\nu)} = \int_0^t e^{2(B_s + \nu s)} \, ds$ has the conditional distribution

$$P\left( A_t^{(\nu)} \in dz \mid B_t + \nu t = y \right) = a(t, y, z) \, dz \quad (4.1)$$

where the density function $a$ for $z > 0$ is given by:

$$a(t, y, z) = \frac{1}{\pi z^2} \exp \left( \frac{y^2 + \pi^2}{2t} + y - \frac{1}{2z} \left( 1 + e^{2y} \right) \right) \times \int_0^\infty \exp \left( - \frac{w^2}{2t} - \frac{e^y}{z} \cosh(w) \right) \sinh(w) \sin \left( \frac{\pi w}{t} \right) \, dw. \quad (4.2)$$

This implies that the random vector $(2(B_t + \nu t), A_t^{(\nu)})$ has the distribution

$$P\left( 2(B_t + \nu t) \in dy, A_t^{(\nu)} \in dz \right) = b(t, y, z) \, dy \, dz \quad (4.3)$$

where the density function $b$ for $z > 0$ is given by:

$$b(t, y, z) = a\left( t, \frac{y}{2}, z \right) \frac{1}{2\sqrt{t}} \varphi\left( \frac{y - 2 \nu t}{2\sqrt{t}} \right) \times \frac{1}{(2\pi)^{3/2}z^2\sqrt{t}} \exp \left( \frac{\pi^2}{2t} + \left( \frac{\nu + 1}{2} \right) y - \frac{v^2}{2} - \frac{1}{2z} \left( 1 + e^y \right) \right) \times \int_0^\infty \exp \left( - \frac{w^2}{2t} - \frac{e^{y/2}}{z} \cosh(w) \right) \sinh(w) \sin \left( \frac{\pi w}{t} \right) \, dw \quad (4.4)$$

and we set $\varphi(x) = (1/\sqrt{2\pi})e^{-x^2/2}$ for $x \in \mathbb{R}$ (see Dufresne 2001 and Schröder 2003 for related expressions in terms of Hermite functions).

Denoting $I_t = \alpha B_t + \beta t$ and $J_t = \int_0^t e^{\alpha B_s + \beta s} \, ds$ with $\alpha \neq 0$ and $\beta \in \mathbb{R}$ given and fixed, and using the fact that the scaling property of $B$ implies:

$$P\left( \alpha B_t + \beta t \leq y, \int_0^t e^{\alpha B_s + \beta s} \, ds \leq z \right) = P\left( 2(\alpha B_t + \beta t) \leq y, \int_0^t e^{2(B_s + \nu s)} \, ds \leq \frac{\alpha^2}{4} z \right) \quad (4.5)$$

with $t' = \alpha^2 t/4$ and $v = 2\beta/\alpha^2$, it follows by applying (4.3) and (4.4) that the random vector $(I_t, J_t)$ has the distribution:

$$P\left( I_t \in dy, J_t \in dz \right) = f(t, y, z) \, dy \, dz \quad (4.6)$$
where the density function \( f \) for \( z > 0 \) is given by:

\[
f(t, y, z) = \frac{\alpha^2}{4} b \left( \frac{\alpha^2}{4} t, y, \frac{\alpha^2}{4} z \right) = \frac{2\sqrt{2}}{\pi^{3/2} \alpha^2} \frac{1}{z^2 \sqrt{t}} \exp \left( \frac{2\pi^2}{\alpha^2} + \left( \frac{\beta}{\alpha^2} + \frac{1}{2} \right)y - \frac{\beta^2}{2\alpha^2} t - \frac{2}{\alpha^2 z} (1 + e^{\gamma}) \right) \times \int_0^\infty \exp \left( -\frac{2w^2}{\alpha^2 t} - \frac{4\gamma e^{\gamma/2}}{\alpha^2 z} \cosh(w) \right) \sinh(w) \sin \left( \frac{4\pi w}{\alpha^2 t} \right) dw. \tag{4.7} \]

4.2

Letting \( \alpha = -\mu/\sigma \) and \( \beta = -\lambda - \mu^2/(2\sigma^2) \), it follows from the explicit expression in (2.5) that:

\[
P^0(\Phi_t^2 \in dx) = P \left( e^{-t} \left( \phi + \lambda J_t \right) \in dx \right) = g(\phi; t, x) \, dx \tag{4.8} \]

where the density function \( g \) for \( x > 0 \) is given by:

\[
g(\phi; t, x) = \frac{d}{dx} \int_{-\infty}^\infty \int_0^\infty I \left( e^{-y} \left( \phi + \lambda z \right) \leq x \right) f(t, y, z) \, dy \, dz = \int_{-\infty}^\infty f(t, y, \frac{1}{\lambda} (xe^y - \phi)) \frac{e^y}{\lambda} \, dy. \tag{4.9} \]

Here \( P^t \) is the distribution \( P^t(X^2 \in \cdot) = P(X^2 \in \cdot | \theta = t) \) of the process \( X^2 \) under condition that \( \theta = t \), for each \( t \in [0, \infty] \).

Moreover, setting \( \tilde{I}_{t-s} = \alpha(B_t - B_s) + \beta (t - s) \) and \( \tilde{J}_{t-s} = \int_s^t e^{\alpha(B_u - B_s) + \beta(u - s)} du \) as well as \( \tilde{I}_s = \alpha B_s + \hat{\beta}s \) and \( \tilde{J}_s = \int_0^s e^{\alpha B_u + \beta u} du \) with \( \hat{\beta} = -\lambda + \mu^2/(2\sigma^2) \), it follows from the explicit expression in (2.5) that:

\[
P^s(\Phi_t^2 \in dx) = P \left( e^{-ys} e^{-\tilde{I}_{t-s}} \left( e^{(\hat{\beta} - \beta)s} e^{-\tilde{J}_s} \left( \frac{\pi}{1 - \pi} + \lambda \tilde{J}_s \right) + \lambda e^{ys} \tilde{J}_{t-s} \right) \in dx \right) = h(s; \phi; t, x) \, dx \tag{4.10} \]

for \( 0 < s < t \) where \( \gamma = \mu^2/\sigma^2 \). Since stationary independent increments of \( B \) imply that the random vector \( (\tilde{I}_{t-s}, \tilde{J}_{t-s}) \) is independent of \( (\tilde{I}_s, \tilde{J}_s) \) and equally distributed as \( (I_{t-s}, J_{t-s}) \), we see upon recalling (4.8)–(4.9) that the density function \( h \) for \( x > 0 \) is given by:

\[
h(s; \phi; t, x) = \frac{d}{dx} \int_{-\infty}^\infty \int_0^\infty \int_0^\infty I \left( e^{-ys} e^{-y} \left( e^{(\hat{\beta} - \beta)s} w + \lambda e^{ys} \right) \leq x \right) f(t - s, y, z) \, \hat{g}(\pi; s, w) \, dy \, dz \, dw = \int_{-\infty}^\infty \int_0^\infty f\left(t - s, y, \frac{1}{\lambda} (xe^y - e^{(\hat{\beta} - \beta)y} w)\right) \hat{g}(\phi; s, w) \frac{e^y}{\lambda} \, dy \, dw. \tag{4.11} \]
where the density function \( \hat{g} \) for \( w > 0 \) equals:

\[
\hat{g}(\phi; s, w) = \frac{d}{dx} \int_{-\infty}^{\infty} \int_{-\infty}^{0} I(e^{-y}(s + \lambda y) \leq w) \hat{f}(s, y, z) dy dz
\]

\[
= \int_{-\infty}^{\infty} \hat{f}(s, y, \frac{1}{\lambda}(we^y - \phi)) e^{\frac{y}{\lambda}} dy
\]

(4.12)

and the density function \( \hat{f} \) for \( z > 0 \) is defined as in (4.6)–(4.7) with \( \hat{\beta} \) instead of \( \beta \).

Finally, by means of the same arguments as in (4.8)–(4.9) it follows from the explicit expression in (2.5) that

\[
P^t(\Phi_1^2 \in dx) = P(e^{-\hat{I}_t(\frac{\pi}{1 - \pi} + \lambda \hat{I}_t)} \in dx) = \hat{g}(\phi; t, x) dx
\]

(4.13)

where the density function \( \hat{g} \) for \( x > 0 \) is given by (4.12).

4.3

Noting that:

\[
P_\phi(\Phi_1^2 \in dx) = \frac{\phi}{1 + \phi} P^0(\Phi_1^2 \in dx) + \frac{1}{1 + \phi} \int_0^t \lambda e^{-\lambda s} P^s(\Phi_1^2 \in dx) ds
\]

\[
+ (1 - \pi) e^{-\lambda t} P^t(\Phi_1^2 \in dx)
\]

(4.14)

we see by (4.8) + (4.10) + (4.13) that the process \( \Phi^2 \) has the marginal distribution

\[
P_\phi(\Phi_1^2 \in dx) = q(\phi; t, x) dx
\]

(4.15)

where the transition density function \( q \) for \( x > 0 \) is given by

\[
q(\phi; t, x) = \frac{\phi}{1 + \phi} g(\phi; t, x) + \frac{1}{1 + \phi} \int_0^t \lambda e^{-\lambda s} h(s; \phi; t, x) ds
\]

\[
+ (1 - \pi) e^{-\lambda t} \hat{g}(\phi; t, x)
\]

(4.16)

with \( g, h, \hat{g} \) from (4.9), (4.11), (4.12) respectively.
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