The accuracy of telling time via oscillatory signals
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Abstract
Circadian clocks are the central timekeepers of life, allowing cells to anticipate changes between day and night. Experiments in recent years have revealed that circadian clocks can be highly stable, raising the question how reliably they can be read out. Here, we combine mathematical modeling with information theory to address the question how accurately a cell can infer the time from an ensemble of protein oscillations, which are driven by a circadian clock. We show that the precision increases with the number of oscillations and their amplitude relative to their noise. Our analysis also reveals that their exists an optimal phase relation that minimizes the error in the estimate of time, which depends on the relative noise levels of the protein oscillations. Lastly, our work shows that cross-correlations in the noise of the protein oscillations can enhance the mutual information, which suggests that cross-regulatory interactions between the proteins that read out the clock can be beneficial for temporal information transmission.

Introduction
Among the most fascinating timing devices in biology are circadian clocks, which are found in organisms ranging from cyanobacteria and fungi, to plants, insects and animals. Circadian clocks are biochemical oscillators that allow organisms to co-ordinate their behavior with the 24 h cycle of day and night. Remarkably, these clocks can maintain stable rhythms for months or even years in the absence of any daily cue from the environment, such as light/dark or temperature cycles [1]. In multicellular organisms, the robustness can be explained by intercellular interactions [2, 3], but it is now known that even unicellular organisms can have very stable rhythms. An excellent example is provided by the clock of the bacterium Synechococcus elongatus, which is one of the most studied and best characterized model systems [1]. This clock has a correlation time of several months [4], even though the clocks of the different cells in the population do not seem to interact with one another [4]. Clearly, the clock is designed in such a way that it has become resilient against the intrinsic stochasticity of the chemical reactions that constitute the clock [5, 6]. The observation that clocks can be very stable, suggests that they are also read out reliably. Yet, how cells could do so is a wide open question [7].

In this manuscript we combine information theory with mathematical modeling to study how accurately cells can infer time from cellular oscillators. While our analysis is general, it is inspired by the circadian clock of S. elongatus. The central clock component of S. elongatus is KaiC, which forms a hexamer [8]. KaiC has two phosphorylation sites per monomer, which are phosphorylated and dephosphorylated in a well-defined temporal order, yielding a protein-phosphorylation cycle (PPC) with a 24 h period [9, 10]. This PPC is coupled to a transcription–translation cycle (TTC) of KaiC [11], which is a protein synthesis cycle with a 24 h rhythm, via the response regulator RpaA. KaiC in the phosphorylation phase of the PPC activates the histidine kinase SasA, which in turn activates RpaA via phosphorylation [12–15]. In contrast, KaiC that is in the dephosphorylation phase of the PPC and bound to KaiB, activates the phosphatase CkA, which dephosphorylates and deactivates RpaA [14, 15]. Active, phosphorylated RpaA drives genome-wide transcriptional rhythms, which include the expression of the clock components [16]. Intriguingly, while time could be uniquely encoded in the modification state of the two phosphorylation sites of KaiC, cells do not seem to employ this mechanism [15, 16]. RpaA, the central node between the clock and the downstream genes, has only one
phosphorylation site [15, 16]. This makes the question how accurately the cell can infer time a very pertinent one, because a single readout—the phosphorylation level of RpaA—leads to an inherent ambiguity in the mapping between time and clock output: a given level of active RpaA corresponds to two possible times (see figure 1). On the other hand, it is known that RpaA controls the expression of many downstream genes [16]. While their expression levels cannot contain more information about time than that which is available in the time trace of RpaA, it is possible that, collectively, their expression levels do contain more information about time than that present in the instantaneous level of RpaA.

In this manuscript, we study how the accuracy of telling time depends on the number of genes that read out a clock, their phase difference, the level of biochemical noise, and the cross-correlations between the gene expression levels. In the next section, we first describe the set up of our analysis, and then the measures that we employ to quantify information transmission. We then show that there exists an optimal phase difference that maximizes information transmission. Interestingly, the optimal phase difference depends on the amplitude of the noise in the expression of the readout genes, and on the cross-correlations between them, akin to what has been observed in neuronal coding [17] and in the gap-gene expression system of Drosophila [18, 19].

1. Methods

1.1. Model

The analysis we present below applies to any readout system that obeys Gaussian statistics. Yet, to set the stage, and to introduce the key quantities that we will study, it is instructive to consider a concrete system. To this end, imagine an oscillatory clock protein, like RpaA, that drives the expression of a set of downstream genes. Assuming that the system can be linearized, the dynamics of the system is given by

\[
\frac{dx(t)}{dt} = fs(t) + Bx(t) + \xi(t). \tag{1}
\]

Here \(x(t)\) is a vector with components \(x_i(t)\), which denote the concentration \(x_i\) of protein \(X_i\); \(s(t)\) is the concentration of the clock protein, \(f\) is a vector with components \(f_i\), which describe how the downstream protein \(X_i\) is driven by \(s(t)\), \(B\) is the matrix that describes the regulatory interactions between the downstream proteins, and \(\xi(t)\) is a vector with components \(\xi_i(t)\) that describes the noise in the expression of \(X_i\). In what follows, we imagine that the clock protein oscillates according to \(s(t) = A_0 \sin(\omega t) + r_1 + \xi_1\), where \(A_0\) sets the amplitude of the oscillations, \(r_1\) its mean, and \(\xi_1\) describes the noise in the input signal.

This linear system can be solved analytically. For example, if the downstream genes do not interact with each other and protein \(X_i\) decays with rate \(\mu_i\), then each protein oscillates as

\[
x_i(t) = A_i \sin(\omega t + \phi_i) + r_i + \eta_i(t), \tag{2}
\]

where

\[
\eta_i(t) = \int_{-\infty}^{t} dt' e^{-\mu_i(t-t')} [\xi_i(t') + f_i \xi(t')], \tag{3}
\]

\[
A_i = \frac{f_i A_0}{\sqrt{\mu_i^2 + \omega^2}}, \tag{4}
\]

\[
\phi_i = \arcsin \left( \frac{-\omega}{\sqrt{\mu_i^2 + \omega^2}} \right), \tag{5}
\]

\[
r_i = \frac{f_i r_1}{\mu_i}. \tag{6}
\]

Importantly, even in this simple system, the difference in the phase \(\phi\) between the expression of the
downstream genes can be modulated, namely by changing the protein degradation rate $\mu_i$. Also the amplitude $A_i$ can be adjusted; it can be set independently from the phase via the synthesis rate $f_i$. Both quantities affect the precision by which the system can estimate the time.

Another key quantity is the noise in the expression of the downstream genes. Following the linear-noise approximation, we assume that the noise in the concentration $x_i$ is Gaussian, such that

$$P(\eta_i) = P(x_i|t^*) = \frac{1}{\sqrt{2\pi\sigma_i^2}} e^{-\frac{(x_i-x_i(t^*))^2}{2\sigma_i^2}},$$  \hspace{1cm} (7)

where $x_i(t^*)$ is the mean concentration of protein $X_i$ at time $t^*$, $\sigma_i^2 = \sigma_i^2(t^*)$ is the variance of $x_i$ around its mean $\bar{x}_i$, and $t^*$ is the given time. The noise $\sigma_i^2(t)$ has an extrinsic contribution coming from the noise in the input signal, an intrinsic contribution from the noise in the expression of $X_i$, and a contribution from the regulatory interactions. Our analysis does not depend on the precise origins of these noise contributions: in the analysis below, we specify the variance $\sigma_i^2(t)$ and the co-variance of the fluctuations in $x_i$ and $x_j$ and then study how this affects the precision of telling time. Yet, in general, we expect that $\sigma_i^2(t)$ depends on the mean $\bar{x}_i(t)$. If gene expression can be modeled as a Poissonian birth–death process, then $\sigma_i(t) = \sqrt{\bar{x}_i(t)}$; if, however, the noise in $x_i$ is dominated by the noise in the input signal, the regulatory interactions, or by the noise in the promoter state, then $\sigma_i(t) \approx \bar{x}_i(t)$ [20].

On the other hand, if the mean $r_i$ of the protein oscillations is large compared to their amplitude $A_i$, then we may assume that $\sigma_i^2(t)$ is constant in time, $\sigma_i^2(t) = \sigma_i^2$. The value of $\sigma_i^2$ will depend on $r_i$ and hence $x_i(t)$. But how $\sigma_i^2$ depends on $x_i$ is, in this scenario, relevant only to the extent that the precision of telling time depends on $\sigma_i$—the control variable is $\sigma_i$ not $r_i$ itself. In the next section, we thus discuss three scenarios: (1) $\sigma_i(t) \approx \sqrt{\bar{x}_i(t)}$; (2) $\sigma_i(t) \approx \bar{x}_i(t)$; (3) $\sigma_i^2(t) = \sigma_i^2 = \text{constant}$; for simplicity, we assume here that $\sigma_i = \sqrt{f_i}$, but different systems will give identical results as long as $A_i$ and $\sigma_i$ are the same.

As will become clear in the next section, the importance of noise depends on the amplitude of the oscillations: the key control parameter is the relative noise strength $\tilde{\sigma}_i \equiv A_i/\sigma_i$. This ratio can be varied independently from gene to gene, $A_i/\sigma_i = A_j/\sigma_j$ in general, and below we will study how this affects the precision. If there is no noise in the input signal and if the downstream proteins do not interact with each other (as in the example considered here), then the cross-correlation between the fluctuations of the concentrations of the downstream proteins is zero:

$$\langle \eta_i \eta_j \rangle = \langle \eta_i^2 \rangle \delta_{ij} = \sigma_i^2,$$

where $\delta_{ij}$ is the Kronecker delta. However, in general, the noise in the expression of the downstream genes will be correlated, which, as we will show, can either enhance or reduce the accuracy by which the downstream proteins can infer time.

Below, we will consider how the accuracy of telling time depends on the cross-correlations between the expression of the downstream genes, their phase difference, and on $\tilde{\sigma}_i$, and how this varies from gene to gene.

### 1.2. Reliability measures

The central idea of our analysis is that the system infers the time from the collective expression of the $N$ downstream proteins, $\{x_i\} \equiv \{x_1(t), x_2(t),..., x_{N-1}(t), x_N(t)\}$. Following work on positional information in Drosophila [19], we use two approaches to quantify the accuracy on telling time. The first is based on the error in the estimate of a given time $t$, $\sigma_i(t)$; a related approach has been widely used to derive the fundamental limits on the accuracy of sensing [21–36]. The second approach is based on the mutual information, which in recent years has been used extensively to quantify cellular information transmission [17–19,35,37–50].

#### 1.2.1. The error in estimating time

To determine the error in estimating the time, we start from the generalization of equation (7) to multiple downstream genes:

$$P(\{x_i\}|t) = \frac{1}{\sqrt{2\pi|C|}} e^{-\frac{1}{2} \sum_{i,j} \delta x_i(t) C_{ij} \delta x_j(t)}.$$  \hspace{1cm} (8)

Here $\delta x_i(t) = x_i(t) - \bar{x}_i$, $C$ is the covariance matrix with elements $C_{ij}[C]$ is its determinant and $C^{-1}$ is its inverse.

The idea is now to invert the problem, and ask what is the distribution of possible times $t$, given that the expression levels are $\{x_i\}$. This can be obtained from Bayes’ rule:

$$P(t|\{x_i\}) = \frac{P(\{x_i\}|t) P(t)}{P(\{x_i\})},$$  \hspace{1cm} (9)

where $P(t) = \frac{1}{\tau}$ is the uniform prior probability of having a certain time and $P(\{x_i\})$ is the joint distribution of the expression levels of the downstream genes. If the noise $\eta$ is small compared to the mean, then $P(t|\{x_i\})$ will be a Gaussian distribution that is peaked around $t^*\{\bar{x}_i\}_i$, which is the best estimate of the time given the expression levels [19,51):

$$P(t|\{x_i\}) \cong \frac{1}{\sqrt{2\pi\sigma_i^2}} e^{-\frac{(t - \tau^*\{\bar{x}_i\}_i)^2}{2\sigma_i^2}}.$$  \hspace{1cm} (10)

Here $\sigma_i^2 = \sigma_i^2(t^*)$ is the variance in the estimate of the time, and it is given by [19]:

$$\sigma_i^{-2} \cong \frac{N}{\tau^2} \sum_{ij} \frac{\text{d}x_i(t)}{\text{d}t} C_{ij}^{-1} \frac{\text{d}x_j(t)}{\text{d}t} |_{t=t^*\{\bar{x}_i\}_i}.$$  \hspace{1cm} (11)

We first consider the scenario in which the noise in the expression of the downstream genes, $\eta_i$, is uncorrelated from one gene to the next. In this case $C$ is a diagonal matrix, where the diagonal elements are the variances of the respective protein concentrations: $C_{ii} = \sigma_i^2$. Substituting $C_{ii}$ and equation (2) in (11) we find that
Clearly, the accuracy of telling time depends on the relative noise strength, i.e. the standard deviation $\sigma_i$ divided by the amplitude $A_i$ of the respective genes, the frequency $\omega$ of the oscillations, and the phase difference between the different oscillations. It also depends on time, which means that the precision with which the time can be determined, depends on the moment of the day. The average error in the estimate, $\sigma_i(t)$ averaged over the oscillation period $T$, is

$$\langle \sigma_i(t) \rangle = \frac{1}{T} \int_0^T P(t) \sigma_i(t) dt$$

$$= \frac{1}{T} \int_0^T dt \left( \omega^2 \sum_{i=1}^{N} (A_i/\sigma_i)^2 \cos^2(\omega t + \phi_i) \right)^{-1}$$

It is not possible to solve this analytically, and below we have optimized $\langle \sigma_i \rangle$ numerically. It is also of interest to know how much the error is constant as a function of time. To this end, we compute

$$(\delta \sigma_i)^2 = \int_0^T P(t) (\sigma_i(t) - \langle \sigma_i(t) \rangle)^2 dt.$$  

In the next section, we will systematically study the dependence of $\sigma_i$ on $\sigma_i(t)$, $A_i$, and $\phi_i$. We will not vary $\omega$, which is fixed by the 24 hr rhythm of the circadian clock. We thus do not study the dependence on $\omega$, except to note that, in general, the error in the estimate of time decreases as $\omega$ increases (see equation (12)) because a higher frequency causes steeper oscillations, which means that an error in the estimate of $x$ will propagate less strongly to the error in the estimate of time, $\sigma_i$.

With cross-correlations in the expressions of the downstream genes, the off-diagonal terms of $C$ will be non-zero, which leads to additional terms in the expression for $\sigma_i^2$. Rather than giving the generic expression, we show the more informative expression for $N = 2$, with $x_i(t) = x(t) = A_x \sin(\omega t)$ and $x_j(t) = y(t) = A_y \sin(\omega t + \phi)$. The covariance matrix, which is symmetric and semi-definite positive, is defined as

$$C = \begin{pmatrix} \sigma_x^2 & \text{cov}_{xy} \\ \text{cov}_{xy} & \sigma_y^2 \end{pmatrix}$$

which yields its inverse

$$C^{-1} = \frac{1}{|C|} \begin{pmatrix} \sigma_y^2 & -\text{cov}_{xy} \\ -\text{cov}_{xy} & \sigma_x^2 \end{pmatrix}$$

where the determinant is $|C| = (\sigma_x^2 \sigma_y^2 - \text{cov}_{xy}^2)$. Combining this with equation (11) yields:

$$\sigma_i^2(t) = \frac{1}{|C|} [\sigma_x^2 A_x^2 \cos^2(\omega t) - 2 \text{cov}_{xy} A_x A_y \cos(\omega t + \phi) \cos(\omega t) + \sigma_y^2 A_y^2 \cos^2(\omega t + \phi)].$$

This expression reduces to that of equation (12) when the co-variance is zero. However, in general, the error on telling time depends on the co-variance of the fluctuations in the expression of gene $x$ and gene $y$.

The quantity $\sigma_i(t)$ is a local quantity in that it provides the error in estimating the time as a function of the time of the day. This quantity can be useful when certain moments of the day have to be determined with higher precision than others. In the next section, we discuss another quantity, the mutual information, which makes it possible to determine how many distinct moments in time can be specified.

1.2.2. Mutual information

The mutual information quantifies how many different input states can be propagated uniquely [52]. In this context, it is defined as

$$I(\{x_i\}; t) = \int dx dt P(\{x_i\}, t) \log \frac{P(\{x_i\}, t)}{P(\{x_i\})P(t)}.$$  

The mutual information measures the reduction in uncertainty about $t$ upon measuring $\{x_i\}$, or vice versa. The quantity is indeed symmetric in $\{x_i\}$ and $t$:

$$I(\{x_i\}; t) = \int dx dt P(\{x_i\}, t) \log \frac{P(\{x_i\}, t)}{P(\{x_i\})P(t)}.$$  

$$= \int dx dt P(\{x_i\}, t) \log \frac{P(\{x_i\}, t)}{P(\{x_i\})P(t)}.$$  

where $H(a) = -\int da P(a) \ln P(a)$, with $P(a)$ the probability distribution of $a$, $H(a, b|c) = -\int da db P(a, b|c) \ln P(a, b|c)$ is the information entropy of $a$, $b$ given $c$, with $P(a, b|c)$ the conditional probability distribution of $a$ and $b$ given $c$, and $\langle f(c) \rangle_c$ denotes an average of $f(c)$ over the distribution $P(c)$. In our context, equation (21) is perhaps the most natural expression, since it quantifies how accurately the cell can infer the time of the day $t$ from the expression of $x$ and $y$.

The mutual information is a global quantity, which in contrast to $\sigma_i(t)$, does not make it possible to quantify how accurately a given moment in time can be specified. The latter could be useful when the system needs to change, e.g., its metabolic program at a well-defined moment in time. On the other hand, the mutual information does allow us to quantify how many different moments in time can be specified, and thus how many temporal decisions the organism could make. As equation (20) shows, the magnitude of the mutual information depends on both $H(x, y)$ and $H(x, y|t)$. As we will show below, cross correlations between the expression of the downstream genes $x$ and $y$ will modify $P(x, y)$, reducing its entropy; this tends to reduce information transmission. Yet, cross-correlations can also decrease $H(x, y|t)$, meaning that,
on average, the distribution of expression levels \( x \) and \( y \) for a given time \( t \) is more narrow—a given time \( t \) then maps more uniquely onto an expression pattern \( x, y; \) this tends to increase the mutual information. The balance between these two opposing factors determines the cross correlations that maximize information transmission.

2. Results

2.1. No cross-correlations

In this section, we consider the scenario in which there are no cross correlations between the noise in the expression of the downstream genes. We first study the case in which the relative noise strength, \( \bar{\sigma}_i \equiv \sigma_i/A_i = \bar{\sigma}_o \), is the same for all genes \( i \); in this scenario, we use the subscript \( x \) to remind ourselves that we are considering the standard deviation in \( x \) and not in the estimate of time. We will also first assume that \( \sigma_i(t) = \sigma_i \) is constant in time, depending only on the mean of \( x \), i.e. \( r_o \), but not its mean instantaneous level \( \bar{x}(t) \). The latter is reasonable when the amplitude of the oscillations is small compared to the mean.

To determine the optimal phase relation that minimizes the average error in telling time, given by equation (14), we solve

\[
\frac{d\langle \sigma_i \rangle}{d\Delta \phi_i} = 0 \quad i = 1 \ldots N, \tag{22}
\]

where \( \Delta \phi_i = \phi_i - \phi_1 \). Setting the phase of the first oscillation to zero, i.e. \( \phi_1 = 0 \), we find that the optimal phase relation that minimizes the average error is given by

\[
\Delta \phi_i = (i - 1) \frac{\pi}{N} \quad i = 1 \ldots N. \tag{23}
\]

Clearly, in the optimal system the phases of the downstream oscillations are evenly spaced when \( \bar{\sigma}_o \) is the same for all genes, and \( \sigma_0 \) is constant in time.

The next question is what is the phase relation that minimizes the variance of \( \sigma_i(t) \) over the oscillation period \( T \), i.e. minimizes equation (15). In the appendix we show that the solution is also given by equation (23). Hence, the phase relation that minimizes the average error on telling time, \( \langle \sigma_i \rangle \), is also the phase relation that minimizes the variance of \( \sigma_i(t) \). Thus, in the optimal system, the phases are evenly spaced; this not only minimizes the average error in telling time, but it also yields the same accuracy for all times \( t \). Moreover, for this optimal system, the average error, obtained from equation (12), is given by

\[
\langle \sigma_i \rangle = \bar{\sigma}_x \frac{T}{2\pi} \sqrt{\frac{T}{N}}. \tag{24}
\]

This shows that the average error is proportional to the relative noise strength \( \bar{\sigma}_x = \sigma_x/A \) and inversely proportional to the square root of the number of readout genes, \( N \).

These results are illustrated in figures 2(A)–(C), for \( N = 2 \). Panel A shows \( \sigma_i(t) \) as a function of \( t \), for different phase relations \( \Delta \phi = \phi_2 - \phi_1 \). It is seen that, in general, \( \sigma_i(t) \), depends on \( t \). However, when \( \Delta \phi = \pi/2 \), then \( \sigma_i(t) \) is independent of \( t \). Panel B shows that for this phase relation, the variance \( \langle \sigma_i^2 \rangle \) is indeed zero, while panel C shows that in this case also the average error is minimal, in accordance with the theoretical analysis.

Lastly, figure 2(D) shows the mutual information \( I(x, y; t) \), obtained numerically, as a function of the phase shift, for different noise levels. As expected, the mutual information increases as the relative noise strength \( \bar{\sigma}_o \) decreases. Moreover, the phase relation that minimizes the average error, \( \langle \sigma_i \rangle \), is also the phase relation that maximizes the mutual information.

When the noise amplitude \( \sigma_i \) depends on the mean instantaneous copy number \( x(t) \) (rather than its mean averaged over the oscillation period), the noise in the output \( \sigma_o(t) \) varies in time. We first assume that \( \sigma_o(t) \approx \sqrt{x(t)} \) and consider as above the case that the amplitude and the mean of the oscillations are the same for all genes, respectively: \( A_i = A = \cdots = A \) and \( r_i = r_j = \cdots = r_x \). Our analysis described in the appendix reveals that the optimal phase relation that maximizes the mutual information and minimizes both the variance \( \langle \sigma_i \rangle \) and the mean \( \langle \sigma_i \rangle \) of the error, is again given by equation (23). However, the minimal variance, obtained for the optimal phase relation, only reduces to zero in the limit that \( r \to \infty \); in this limit, the noise \( \sigma_o(t) \) becomes constant in time and we recover the case discussed above. Interestingly, the average error \( \langle \sigma_i \rangle \) is larger than that in the case of constant relative noise strength, even when the average relative noise strength is the same. We have also studied the case in which \( \sigma_i(t) = x(t) \). In this scenario the average noise is higher, which decreases the precision and the mutual information. Yet, qualitatively the results do not change. Specifically, the same optimal phase relation is obtained.

When \( N = 2 \) yet the relative noise strength is not the same for both genes, \( \bar{\sigma}_x = \bar{\sigma}_y \), the optimal phase shift that minimizes the error and maximizes the mutual information is again \( \Delta \phi_{xy} = \pi/2 \); indeed, this result, for \( N = 2 \), does not depend on whether \( \bar{\sigma} \) is the same for both genes. Also the variance \( \langle \sigma_i^2 \rangle \) is zero for this optimal phase shift, as before.

These results change markedly when the relative noise strength is not the same for all genes and \( N > 2 \). Then the optimal phase shift depends in a non-trivial manner on \( \bar{\sigma}_i \). The principle is that the oscillations that contain more information about time because they are less noisy, should be spaced further apart. More specifically, the spacing between them should be closer to that which maximizes the mutual information between them and time. This principle is illustrated in figures 3(A) and (B) for three genes, where \( \bar{\sigma}_x = \bar{\sigma}_y = \bar{\sigma}_x < \bar{\sigma}_z \). Clearly, the oscillations of proteins \( X \) and \( Y \) contain more information about time.
than fix tildes over the oscillation of protein Z. As a consequence, the phase difference between $\phi_x(t)$ and $\phi_y(t)$, $\Delta \phi_{xy} = \phi_y - \phi_x$, is more important in accurately telling time than that between the two other pairs of oscillations. The phase difference $\Delta \phi_{xy}$ is therefore closer to $\pi/2$, the phase difference that maximizes $I(x, y; t)$, than those of the other pairs of genes. Indeed, the extent to which $\Delta \phi_{xy}$ approaches $\pi/2$ depends on $\bar{\sigma}_{xy}/\bar{\sigma}_x$, as figure 3(B) shows: when $\bar{\sigma}_{xy}/\bar{\sigma}_x = 1$, all oscillations are equally informative and hence the oscillations are evenly spaced, yielding $\Delta \phi_{xy} = \Delta \phi_{xz} = \Delta \phi_{yx} = \pi/3$. In contrast, when $\bar{\sigma}_{xy}/\bar{\sigma}_x = 0$, $\Delta \phi_{xy} = \pi/2$, the same result that would have been obtained if these two genes were the only ones present. In this limit, $\bar{\sigma}_x$ is infinite, and $z$ carries no information on time, making its phase irrelevant.

Figure 3(C) gives the mean error $\langle \sigma_t \rangle$ and figure 3(D) the mutual information $I(x, y; t)$ for the optimal phase relation shown in panel B, as a function of $\bar{\sigma}_{xy}/\bar{\sigma}_x$. Here, in varying $\bar{\sigma}_{xy}/\bar{\sigma}_x$, $\bar{\sigma}_x$ is kept constant while $\bar{\sigma}_y$ is varied between $\bar{\sigma}_x$ and infinity. These panels thus show the gain in employing an additional readout protein in accurately telling time, as a function of its noise level. The results interpolate between those for $N = 2$ equally informative genes when $\bar{\sigma}_{xy}/\bar{\sigma}_x = 0$, and those for $N = 3$ equally informative genes when $\bar{\sigma}_{xy}/\bar{\sigma}_x = 1$. 

Figure 2. Estimating time via $N = 2$ readout-protein oscillations, which have the same relative noise strength $\bar{\sigma}_x = \sigma_x/A$. Here $A$ is the amplitude of the oscillations and $\sigma_x$ is the noise in the oscillations, which is here assumed to be constant in time, and given by the mean of the oscillations, $\bar{\sigma}$, taken to be the same for both oscillations; there are also no cross correlations. (A) The error in the estimate of time $\sigma_t(t)$ as a function of time $t$, for different phase differences $\Delta \phi$ between the two oscillations. Note that for $\Delta \phi = \pi/2$, the error $\sigma_t(t)$ is constant in time. (B) The variance $\langle \sigma_t^2 \rangle$ in the estimate of time as a function of $\Delta \phi$, for different relative noise strengths $\bar{\sigma}_x$. As expected from panel A, $\langle \sigma_t^2 \rangle = 0$ for $\Delta \phi = \pi/2$. (C) The mean error $\langle \sigma_t \rangle$ as a function of $\Delta \phi$, for different relative noise strengths $\bar{\sigma}_x$. The error is proportional to $\bar{\sigma}_x$, in accordance with equation (24). Note also that the mean error is minimized at $\Delta \phi = \pi/2$, although the dependence on $\Delta \phi$ near the optimum is weak. (D) The mutual information $I(x, y; t)$ between the two protein oscillations $x(t)$, $y(t)$ and time $t$, for different relative noise strengths $\bar{\sigma}_x$. The mutual information increases with decreasing $\bar{\sigma}_x$, and is optimized at $\Delta \phi = \pi/2$. Note also that the dependence of $I(x, y; t)$ on $\Delta \phi$ is stronger than that of $\langle \sigma_t \rangle$ (panel C).
2.2. The importance of cross-correlations

So far we have assumed that the noise in the expression of the downstream genes is uncorrelated. However, in general, we expect their noise to be correlated. Direct or indirect regulatory interactions between the genes can lead to correlations or anti-correlations in the fluctuations of the protein concentrations [18]. And also noise in the input signal can lead to correlated gene expression. In fact, the extrinsic contribution to the noise in gene expression is often larger than the intrinsic one [53], which can induce pronounced correlations between the expression of the downstream genes. Intuitively, we may think that if we need to infer an input variable \( t \) from two output variables \( x \) and \( y \), then cross-correlations between \( x \) and \( y \) reduce the accuracy of the estimate—asking two persons \( x \) and \( y \) a question about \( t \) seems to give more information when \( x \) and \( y \) give independent answers. However, this intuition is not always correct, as will become clear. Indeed, in this section we study how correlations between the expression of downstream genes affect the precision by which cells can tell time.

In order to dissect the effect of cross-correlations, we study two downstream genes, \( N = 2 \), and take both the amplitudes of their oscillations and their expression noise to be equal:

\[
\begin{align*}
A &= A, \\
\sigma_x &= \sigma_y = \sigma_z
\end{align*}
\]

Using the latter, we can renormalise the covariance matrix equation (16):
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**Figure 3.** Estimating time via \( N = 3 \) readout-protein oscillations, where the relative noise strength \( \sigma_z \equiv \sigma_z / A \) of two oscillations is the same, \( \sigma_x = \sigma_y = \sigma_z = 0.3 \), and different from that of the third oscillation, \( \sigma_z \). The noise \( \sigma_z \) is assumed to be constant in time, and there are no cross correlations in the noise. (A) Sketch of the set up, with two reliable oscillations \( x(t) \) and \( y(t) \) and a third, more noisy oscillation \( z(t) \). (B) The optimal phase relation that maximizes the mutual information \( I(x; y; z; t) \) and minimizes the mean error \( \langle \sigma_t \rangle \) as a function of \( \sigma_z \), as a function of \( \sigma_z / \sigma_x \) here, and in panels (C) and (D), \( \sigma_z / \sigma_x = 0.3 \) is kept constant while \( \sigma_z / \sigma_x \) is varied. When \( \sigma_z / \sigma_x = 0 \), the third gene \( z(t) \) carries no information, and the optimal phase difference \( \Delta \phi_{xy} = \phi_x - \phi_y \) between the oscillations of \( x \) and \( y \) is \( \Delta \phi_{xy} = \pi / 2 \), the result for \( N = 2 \) oscillations; in this limit, the phase of \( z \) is irrelevant and its optimal phase is thus undetermined, as indicated by the open circle. As \( \sigma_z / \sigma_x \) increases, the third oscillation \( z(t) \) becomes more important. The phase difference \( \Delta \phi_{xy} \) between \( x(t) \) and \( y(t) \) decreases, while the phase difference \( \Delta \phi_{yz} \) between \( y(t) \) and \( z(t) \) increases. When \( \sigma_z / \sigma_x = 1 \), all genes are equally informative and \( \Delta \phi_{xy} = \Delta \phi_{yz} = \Delta \phi_{zx} = \pi / 3 \). (C) The mean error \( \langle \sigma_t \rangle \) as a function of \( \sigma_z / \sigma_x \). It decreases as the third gene becomes more informative. (D) The mutual information \( I(x; y; z; t) \) increases with \( \sigma_z / \sigma_x \).
Figure 4. The importance of cross correlations between the fluctuations in the oscillations of the readout proteins, illustrated here for $N = 2$ readout proteins. The top row shows results for the scenario in which the relative noise strength $\sigma_x / A_i$ is low, while the bottom panel displays the results for when it is large. In all cases, the relative noise strength of the two oscillations is taken to be the same, $\sigma_x = \sigma_y = 0.3$. The panels in the left column show a heat map of the mutual information $I(x, y; t)$ as a function of the phase difference $\Delta \phi = \phi_x - \phi_y$ between the two oscillations, and the correlation coefficient $b$. Due to the symmetry of the problem the mutual information is symmetric: $I(x, y; t)_{\Delta \phi = \Delta \phi^*} = I(x, y; t)_{-\Delta \phi^*}$. The top-left panel shows that when the relative noise strength is low, the mutual information is maximized for $|b| = 1$ and $\Delta \phi = \pi / 2$. Cross correlations thus change the optimal phase difference, and more, importantly, they can enhance the mutual information. However, when the relative noise is large, the cross correlations become less important and the optimal phase difference approaches $\Delta \phi = \pi / 2$ (bottom left panel). The middle panels elucidate how cross correlations can affect the mutual information. Shown are, for different points in the heat map on the left, the average trajectory that $x(t)$ and $y(t)$ trace out during a 24 h period (green solid line), with superimposed, for different times of the day, scatter plots of $x(t)$ and $y(t)$, originating from gene expression noise. The main axis of the contour $x(t)$, $y(t)$ is determined by the phase difference $\Delta \phi$, while the main axis of the noise (scatter points) is determined by the correlation coefficient $b$. There are moments of the day where cross correlations cause the distributions $P(x, y|t)$ of neighboring times $t$ overlap less, thus increasing mutual information, but also moments where they increase the overlap, decreasing the mutual information. The net benefit depends on how these contributions are weighted. The system spends more time near the extrema of $\hat{z}(t)$, $\hat{\tau}(t)$, as illustrated in the right panels. Consequently, when $\Delta \phi < \pi / 2$, positive correlations $b > 0$ enhance the mutual information, especially when the relative noise strength $\sigma_x$ is low (point B top row). At higher noise (bottom row), cross correlations are less effective in reducing the overlap in $P(x, y|t)$ and the phase difference $\Delta \phi$ becomes the dominant control parameter.

$$C = \begin{pmatrix} \sigma_x & \text{COV}_{xy} \\ \text{COV}_{xy} & \sigma_y \end{pmatrix} = \begin{pmatrix} \sigma_{xy} & b \\ b & 1 \end{pmatrix}.$$  

where $b$ is the correlation coefficient, denoting the cross-correlation strength: $b = 1$ implies that the noise in the expression of $X$ and $Y$ is fully correlated, while $b = -1$ implies full anti-correlation. We computed numerically how $I(x, y; t)$, $\langle x(t) \rangle$, and $(\langle H(t) \rangle)^2$ depend on the phase shift $\Delta \phi = \phi_x - \phi_y$, the relative noise strength $\sigma_{xy} = \sigma_x / A_i$, and the correlation coefficient $b$.

Figure 4 shows the mutual information $I(x, y; t)$ as a function of $\Delta \phi$ and $b$, both for low noise, with $\sigma_{xy} = 0.03$ (panels top row), and high noise, with $\sigma_{xy} = 0.4$ (panels bottom row). The following points are worthy of note. First, as expected, $I(x, y; t)$ is symmetric with respect to $\Delta \phi$ and $b$: $I(x, y; t)_{\Delta \phi, b} = I(x, y; t)_{-\Delta \phi, -b}$. Secondly, depending on the phase shift $\Delta \phi$, correlations ($b > 0$) or anti-correlations ($b < 0$) can enhance the mutual information, especially when the relative noise strength $\sigma_{xy}$ is low (top panel). Concomitantly, the optimal phase shift $\Delta \phi$ that maximizes the mutual information depends on the cross correlation $b$. At low noise, the mutual information is maximized either at $0 < \Delta \phi^* < \pi / 2$ and $b \approx 1$ or at $\pi - \Delta \phi^*$ and $b \approx -1$. At high noise, cross correlations no longer help to improve the mutual information (bottom panel). Moreover, the optimal phase shift is at $\Delta \phi^* \approx \pi / 2$. We now discuss the origin of these observations.

To elucidate these observations, we start from the definition of the mutual information (see equation (21)):

$$I(x, y; t) = H(t) - \langle H(t|x, y) \rangle_{x,y}.$$  

Here, $H(t)$ is the entropy of the input signal, with $P(t) = 1/T$. It does not depend on the design of the downstream readout system. In contrast, the second term, $\langle H(t|x, y) \rangle_{x,y}$ does depend on it. We now describe how changing $\Delta \phi$ and $b$ affects this term, using the scatter plots and distributions in the middle and right column of figure 4.
The middle panel shows for different combinations of \( b \) and \( \Delta \phi \), corresponding to the points A, B, C, D in the heat map of \( I(x, y; t) \) (left panel), scatter plots of \( x(t) \) and \( y(t) \). The overall shape of each scatter plot is determined by the phase difference \( \Delta \phi \). When \( \Delta \phi = \pi/2 \) (points C and D), the average expression levels \( x(t) \) and \( y(t) \) trace out a circle in state space during a 24 h period, while when \( \Delta \phi = \pi/4 \) (points A and B), they carve out an ellipsoidal path; these mean paths are indicated by thin solid green lines in the scatter plots. For each moment of the day, however, \( x \) and \( y \) will exhibit a distribution of expression levels, due to gene expression noise. This distribution \( P(x, y|t) \) is shown as scatter points \( (x, y) \) for different yet evenly spaced times \( t \) in the respective sub-panels. When the main axis of \( P(x, y|t) \) is perpendicular to the local tangent of the mean path of \( \bar{x}(t) \), \( \bar{y}(t) \), then cross correlations reduce \( H(t|x, y) \) for that period of the day: the cross correlations cause the distributions \( P(x, y|t) \) for neighboring times \( t \) to overlap less, meaning that a given point \( (x, y) \) maps more uniquely onto a given time \( t \). This tends to increase the mutual information. However, as the middle panel illustrates, there are not only moments of the day when the main axis of the scatter points is perpendicular to the local tangent of the mean path, but also times when they are parallel, in which case cross correlations are detrimental. Whether the net result of cross correlations is beneficial, depends on how these different contributions are weighted: \( H(t|x, y) \) has to be averaged over \( P(x, y) \), see equation (26). When \( \Delta \phi = \pi/2 \), the mean path of \( \bar{x}(t) \), \( \bar{y}(t) \) is circular, yet the net effect of correlations on the mutual information is already positive (left panel), and independent of the sign of \( b \). For \( \Delta \phi = \pi/2 \), the effect depends on the sign of \( b \). Moreover, as the right panel illustrates, the effect is also stronger, since the system spends more time near the extrema of \( \bar{x}(t) \), \( \bar{y}(t) \) (this is because oscillatory signals spend, in general, more time near their extrema).

When \( \Delta \phi < \pi/2 \), positive correlations in the expression of \( x \) and \( y \) (\( b > 0 \)) cause the main axis of \( P(x, y|t) \) to be perpendicular to the local tangent of \( \bar{x}(t) \), \( \bar{y}(t) \) near the extrema (point B), thus increasing the mutual information, while anti-correlations (\( b < 0 \)) cause \( P(x, y|t) \) to be parallel to it (point A), decreasing the mutual information. For \( \Delta \phi \to \Delta \phi - \pi/2 \) precisely the opposite behavior is observed, because the mean path of \( \bar{x}(t) \), \( \bar{y}(t) \) (the ellipse) is flipped vertically. The principal observation is thus that cross-correlations can enhance the mutual information by allowing for a less overlapping tiling of state space, and hence a less redundant mapping between the input \( t \) and output \( (x, y) \).

For higher noise (panels in lower row of figure 4), each \( P(x, y|t) \) becomes wider, which means that the benefit of introducing cross correlations in reducing the overlap between different \( P(x, y|t) \) (corresponding to different times \( t \)), decreases. Indeed, at higher noise, the mutual information depends much more weakly on the magnitude of the cross correlations (left panel bottom row). The key control parameter is now the phase shift \( \Delta \phi \). For \( \Delta \phi = \pi/2 \), the distributions \( P(x, y|t) \) are most evenly spaced. This minimizes the overlap between them and maximizes the mutual information.

Figure 5 shows the the variance in the error, \( \langle \delta t \rangle^2 \), and the average error in telling time, \( \langle \sigma_t \rangle \), as a function of \( \Delta \phi \) and \( b \), for \( \bar{\sigma} = 0.03 \) (as in the top row of figure 4). It is seen that increasing correlations \( |b| \) can reduce the average error. Surprisingly, however, for \( |b| \approx 1 \), the average error \( \langle \sigma_t \rangle \) is minimized at a phase
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shift that does not maximize the mutual information, as a comparison with figure 4 shows. This is because of how the respective quantities are averaged. The quantity $\sigma_i(t)$ is averaged over $P(t)$, which is uniform in time, while $H(t(x, y))$ is averaged over $P(x, y)$, which gives more weight to those points $(x, y)$ that are more probable.

To illustrate the importance of cross-correlations in enhancing information transmission, we have focussed here on the case $N = 2$. However, also for $N > 2$, cross-correlations can increase the precision of telling time, by minimizing the overlap in the conditional distributions $P(x, y|t)$.

### 3. Discussion

Our results show that the precision of estimating the time and the mutual information depends on the relative noise of the oscillatory signals, their phase difference and their cross-correlations. The question that remains is how cells can optimize these.

#### Cross-correlations

Fluctuations in the input will lead to correlated fluctuations in the oscillations of the output components. Our analysis shows that these correlations can be beneficial. Moreover, they can be tailored via cross-regulatory interactions between the target genes downstream, as in the gap-gene system of *Drosophila* [18, 19, 40]. Here, it should be realized that in our analysis we assume that the noise is uncorrelated from the signal; indeed, the mean trajectory $(\bar{x}(t), \bar{y}(t))$ does not depend on the noise. Cross-regulatory interactions will, however, not only affect the noise but also their mean $r_i$ and thereby the noise, $\sigma_{in,i} \propto \sqrt{r_i} \propto \sqrt{f_i}$. It increases with the mean $r_i$ of the input oscillations, because that increases the mean $r_i$ of the output oscillations and thereby the noise $\sigma_{in,i}$, but not their amplitude, thus decreasing the relative noise strength $\sigma_{in,i}/\sigma_i$. Finally, there exists an optimal protein decay rate $\mu_{opt} = \omega$ that minimizes the relative noise strength and hence maximizes information transmission. This optimum arises from a trade-off between the amplitude of the signal and the intrinsic noise: for $\mu \gg \omega$, increasing $\mu$ reduces the gain and hence the amplitude $A_i$, as $A_i \propto 1/\mu$ (equation (4)) while the noise decreases more slowly as $\sqrt{r_i} \propto 1/\sqrt{f_i}$, thus increasing the relative noise strength $\sigma_{in,i}/\sigma_i$ in contrast, for $\mu \ll \omega$, the amplitude $A_i$ becomes independent of $\mu_i$ (equation (4)) while the noise continues to rise as $\mu_i$ decreases, thus again increasing the relative noise strength.

For the transmission of a fluctuating input signal, a similar trade-off between the gain and the intrinsic noise has been observed in [41] and a related trade-off between mechanistic error arising from the intrinsic noise and dynamical error due to the distortion of the input signal has been described in [46]. A seemingly similar but distinct trade-off, also leading to an optimal decay rate of the output component, has been reported in [50]: in that study the optimal decay rate arises from the trade-off between tracking the input signal and integrating out the noise in the input signal. Indeed, in our discussion here, we have so far ignored the extrinsic noise in the input signal, and only focused on the intrinsic noise. However, the decay rate $\mu_i$ does not only affect the output copy number and thereby the intrinsic noise, it also determines how effectively fluctuations in the input signal can be integrated out. More specifically, if the noise in the input $\xi_i$ (equation (3)) is independent from the input signal, has amplitude $\sigma_i$ and decays exponentially with correlation time $\lambda$, then we expect that the extrinsic contribution to the output noise is $\sigma^2_{ex,i} = g_i^2 \mu_i(\mu_i + \lambda)\sigma_i^2$ [20, 54], where the gain is $g_i = f_i/\mu_i$. Hence, the relative extrinsic noise is

$$\frac{\sigma_{ex,i}}{A_i} = 1/\mu_i \sqrt{\mu_i^2 + \omega^2} \mu_i(\mu_i + \lambda) \sigma_i. \quad (29)$$

We first note that, in contrast to the relative contribution of the intrinsic noise, $\sigma_{in,i}/A_i$, the relative extrinsic noise does not depend on $f_i$: increasing $f_i$ raises not only the amplitude of the signal, but also that of the noise; increasing $f_i$ is thus only useful in raising...
the signal above the intrinsic noise. Secondly, for 
\( \mu_i \gg \omega, \lambda, \sigma_{ei}/A_i \approx \sigma_i \), because the time integration factor \( \mu_i/(\mu_i + \lambda) \) becomes constant (independent of \( \mu_i \)), and both the amplitude of the signal, \( A_i \), and the amplification of the input noise, \( \sigma_i \), decrease as \( \mu_i^{-1} \).

For \( \mu_i \ll \omega, \lambda, \sigma_{ei}/A_i \approx \omega \sigma_i / \sqrt{\mu_i \lambda} \), because the amplitude \( A_i \) becomes independent of \( \mu_i \), while the extrinsic contribution \( \sigma_{ei} \) rises with decreasing \( \mu_i \) as \( 1/\sqrt{\mu_i} \). In fact, the relative strength of the extrinsic noise \( \sigma_{ei}/A_i \) has a minimum at 
\[ \mu_{opt} = \frac{(\omega^2 / \lambda)(1 + (1 + (\lambda/\omega)^2))}{1} \]
We thus conclude that both the relative strength of the intrinsic and extrinsic noise exhibit a minimum as function of \( \mu_i \), meaning that there is an optimal protein lifetime that maximizes information transmission.

**Phase shift**

Lastly, how could cells optimize the phase relation between the oscillations of the readout proteins? In the simple model of 1.1 there is only one control variable, namely the protein degradation rate (equation (5)). Clearly, it is not possible, in general, to simultaneously set the decay rate such that the relative noise strength is minimized, as described above, and the phase difference is optimized. However, the simple model of 1.1 ignores that gene expression is, in fact, a multi-step process leading to a delay, and it is possible that nature has tuned this delay so as to optimize the phase relation between the output oscillations. In addition, cells could use gene expression cascades to adjust the delay. Whether cells employ these mechanisms to optimize the phase relation is an interesting question for future work.

**Conclusion**

Cells can increase the transmission of temporal information by increasing the number of oscillatory signals \( N \) used to infer the time. In the analysis presented here, it is assumed that the system is linear and obeys Gaussian statistics. It is well known that protein distributions need not be Gaussian, and may exhibit, e.g., a gamma, negative binomial, or log-normal distribution [53]. In this case, one can construct a multivariate Gaussian model with the same second moments as the actual, non-Gaussian system. For this Gaussian model, \( I(x, y; t) \geq I(x_G, y_G; t) \), because a Gaussian distribution has the highest entropy for a given variance [41, 53]; the results of the Gaussian model then present a lower bound on the mutual information. Moreover, especially at high noise, it might be beneficial to use nonlinear input–output relations to enhance information transmission [48].

How much these effects can enhance information transmission is beyond the scope of the current manuscript. Nonetheless, our linear model with Gaussian statistics already highlights that the problem of transmitting temporal information is very rich.

The precision of telling time depends on the relative noise \( \sigma_i = \sigma_i/A_i \) of the oscillatory signals, their phase shift, and the cross-correlations between them. When the relative noise \( \sigma_i \) is the same for all genes, the optimal phase relation that maximizes the mutual information and minimizes the error is one in which the phases are spaced evenly. Under this condition, the error in telling time is also uniform in time, provided that the noise \( \sigma_i(t) \) is constant in time, which, to a good approximation, is the case when the amplitude of the oscillations is large compared to the mean. This is akin to what has been observed for the fruitfly *Drosophila*, where the expression pattern of the gap genes allows the nuclei to specify their position with nearly uniform precision along the anterior–posterior axis [19]. When the relative noise amplitudes \( \sigma_i \) are not the same for all signals, then the design principle for maximizing information transmission is that the oscillatory signals which are more reliable, should be spaced more evenly.

Lastly, we have addressed the role of cross correlations between the fluctuations in the oscillatory signals. When the relative noise is large, cross-correlations do not significantly affect information transmission. However, the situation changes markedly in the low-noise regime. In this regime, cross-correlations change the optimal phase shift that maximizes information transmission. More strikingly, they can increase the mutual information. At low noise, cross correlations can thus reduce the error in telling time and enhance the transmission of temporal information. This phenomenon is similar to what has been observed for neural networks [17] and spatial gene expression patterns during embryonic development, where cross-regulatory interactions between genes can enhance the precision by which cells or nuclei determine their spatial position within the developing embryo [18, 19, 40]. In all these cases the principle is that cross-correlations make it possible to tile the output space more efficiently, thus allowing for a less redundant input–output mapping. This is particularly important when the noise is low, and noise averaging is not important, but efficient tiling of state space is [18, 40].
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**Appendix. The optimal phase relation in the absence of cross correlations**

We would like to compute the phase relation that minimizes the variance of the error, \( (\delta \theta)^2 \), as given by...
equation (15), in the absence of cross correlations. However, the problem is that equation (11) is an expression for \( \sigma_i^{-2}(t) \), not \( \sigma_i(t) \). Hence, while it is fairly straightforward to derive the variance of \( \sigma_i^{-2} \), i.e. \( \langle (\sigma_i^{-2})^2 \rangle - \langle (\sigma_i^{-2}) \rangle^2 \), it is impossible, in general, to derive analytically the variance of the quantity we are interested in, \( \langle \delta \sigma_i \rangle^2 = \langle \sigma_i^2 \rangle - \langle \sigma_i \rangle^2 \). However, we know that if the variance of a function \( g(t) \) is zero, \( \sigma_g^2 = \int_0^t dt P(t) \left( g(t) - \langle g(t) \rangle \right)^2 = 0 \), and \( g(t) \) is thus a constant (independent of time), then that (a) \( f(g(t)) = f(g(t)) \) and (b) the variance of \( f(t) = f(g(t)) \) is zero, \( \sigma_f^2 = \langle f^2 \rangle - \langle f \rangle^2 = 0 \). We now apply this logic with the identification \( g(t) = \sigma_i(t) \) and \( f(t) = g^{-2}(t) \). The trick that we thus employ is to establish that the variance which we can compute, \( \sigma_f^2 = \langle (\sigma_i^{-2})^2 \rangle - \langle (\sigma_i^{-2}) \rangle^2 \), is zero. If this is true, then we know that (a) the variance of the quantity that we are interested in, \( \sigma_i^2 = \langle \delta \sigma_i \rangle^2 \), must be zero as well. Moreover, we then also know that (b) \( \langle \sigma_i \rangle = \sigma_i = 1/\sqrt{\langle (\sigma_i^{-2}) \rangle} \).

There are two points worthy of note. First, as mentioned above, when \( \sigma_f^2 = \langle (\sigma_i^{-2})^2 \rangle - \langle (\sigma_i^{-2}) \rangle^2 = 0 \), then \( \langle \delta \sigma_i \rangle^2 = 0 \). In this case, the phase relation that minimizes \( \sigma_f^2 \) is the phase relation that minimizes \( \delta \sigma_i^2 \) (making it zero indeed). However, when \( \sigma_f^2 = 0 \), then the phase relation that minimizes \( \sigma_f^2 \) is not necessarily the phase relation that minimizes \( \delta \sigma_i^2 \). Secondly, the phase relation that minimizes \( \delta \sigma_i^2 \), is not necessarily the phase relation that minimizes \( \langle \sigma_i \rangle \), even when \( \langle \delta \sigma_i \rangle^2 = 0 \). We need to check either numerically or, if possible, by analytically minimizing \( \langle \sigma_i \rangle \), whether this is true or not. The same holds for the mutual information: the phase relation that minimizes \( \langle \delta \sigma_i \rangle^2 \), is not necessarily the phase relation that maximizes the mutual information.

### A.1. The phase relation that minimizes \( \langle \delta \sigma_i \rangle^2 \), when the relative noise strengths are the same

As explained above, to obtain the optimal phase relation that makes \( \langle \delta \sigma_i \rangle^2 = 0 \), we aim to find the phase distribution for which:

\[
\sigma_f^2 = \langle (\sigma_i^{-2}(t))^2 \rangle - \langle (\sigma_i^{-2}(t))^2 \rangle = 0. \tag{A1}
\]

When the cross correlations are zero, \( \sigma_i^{-2}(t) \) is given by equation (12). The second term in the expression above, \( \langle (\sigma_i^{-2}(t))^2 \rangle \), is then, for the case that the noise and the amplitudes are the same for all genes, given by

\[
\langle (\sigma_i^{-2}(t))^2 \rangle = \left( \frac{2\pi A}{\omega T} \right)^2 \frac{N}{2}. \tag{A2}
\]

The first term in equation (A1) can be obtained recursively, and is given by

\[
\langle (\sigma_i^{-2}(t))^2 \rangle = K \left[ \frac{N(2N + 1)}{8} + \frac{1}{4} \sum_{i \neq j}^N \cos(2(\phi_i - \phi_j)) \right]. \tag{A3}
\]

where \( K \) is a constant, \( K = \left( \frac{2\pi A}{\omega T} \right)^4 \). As expected this quantity depends on the phase relation.

Instead of finding the phase relation that makes the difference between the two terms of \( \sigma_f^2 \) in equation (A1) zero, we now want to find the relation that makes the ratio of the two terms unity, which is equivalent, but mathematically more convenient. This yields

\[
\frac{2}{N} \sum_{i \neq j}^N \cos(2(\phi_i - \phi_j)) = -1. \tag{A4}
\]

By solving this as a function of \( N \), we can recognize a pattern, which reveals that the optimal phase relation that minimizes \( \langle \delta \sigma_i \rangle \) is given by

\[
\phi_i - \phi_j = \frac{\pi}{N} (i - j). \tag{A5}
\]

This means that the \( i \)th signal has a phase \( \Delta \phi_i = (i - 1) \frac{\pi}{N} \), as found for the phase relation that minimizes \( \langle \sigma_i \rangle \), given by equation (23). So in the case where the correlations are zero, the optimal phase shift minimizes both \( \langle \sigma_i \rangle \) and its variance. Moreover, the mean error \( \langle \sigma_i \rangle \) can then directly be obtained from equation (A2).

### A.2. The phase relation that minimizes \( \langle \delta \sigma_i \rangle^2 \) when the noise \( \sigma_i \) is not constant in time

We now consider the case that \( \sigma_i = \sqrt{\xi_i(t)} \), which means that \( \frac{d\sigma_i}{dt} = 0 \). In order to highlight the role of the time-varying noise, we keep \( A_i = A_1 = \cdots = A_r, \tau = \tau_1 = \cdots = \tau_r \). The variance of \( \sigma_i^{-2}(t) \) is given by:

\[
\sigma_f^2 = \langle (\sigma_i^{-2}(t))^2 \rangle - \langle (\sigma_i^{-2}(t))^2 \rangle = \left( \frac{A_i(2\pi)^2}{16T^2} \right) (N + 2N(N + 1)^2)
\]

\[
+ \sum_{i \neq j}^N \left[ \cos(\phi_i - \phi_j) + 4r^2 \cos(2(\phi_i - \phi_j)) \cos(2(\phi_i - \phi_j)) \right] - \left( \frac{NA_i^2(2\pi)^2}{2T^2} \right)^2. \tag{A6}
\]

We note that this expression, in contrast to that for the case in which \( \sigma_i \) is constant in time, depends on the mean expression level of \( x, r \). We find numerically that the phase relation that minimizes \( \sigma_f^2 \) is the same as that for the scenario in which \( \sigma_i \) is constant in time, equation (A5). However, \( \sigma_f^2 \) and hence \( \langle \delta \sigma_i \rangle^2 \) are only zero, when \( T \to \infty \). We also find numerically that the phase relation that minimizes \( \sigma_f^2 \) equals the phase relation that minimizes the mean error \( \langle \sigma_i \rangle \) and maximizes the mutual information.
A.3. The phase relation that minimizes \((\delta n)^2\) when the relative noise strengths are not the same

To assess the importance of differences in the relative noise strength, we will assume again that \(\sigma_i(t) = \sigma_i\) is constant in time. Defining the relative noise amplitude \(\tilde{A}_i \equiv \sigma_i^{-1} \equiv A_i / \sigma_i\), the variance of \(\sigma_i^{-2}(t)\) is given by:

\[
\sigma_i^{-2} = \langle (\sigma_i^{-2}(t))^2 \rangle - \langle \sigma_i^{-2}(t) \rangle^2 = \frac{1}{8} \left( \frac{2\pi}{T} \right)^2 \sum_{i=1}^{N} \tilde{A}_i^2 + 
\sum_{i<j}^{N} (4 + 2 \cos(2(\phi_i - \phi_j) \tilde{A}_i \tilde{A}_j)) - \frac{1}{2} \left( \frac{2\pi}{T} \right)^2 \sum_{i=1}^{N} \tilde{A}_i^2 \right] \tag{A7}
\]

It can be verified that this reduces to equation (A1) when \(\sigma_i/\tilde{A}_i\) is the same for all genes. Following the logic applied for that scenario, we find that the optimal phase relation that makes \(\sigma_i^{-2} = 0\) is given by

\[
\sum_{i<j}^{N} \cos(2(\phi_i - \phi_j) \tilde{A}_i \tilde{A}_j) = \sum_{i=1}^{N} \tilde{A}_i^2 - \frac{1}{2} \sum_{i=1}^{N} 2\tilde{A}_i^2 - 2 \sum_{i<j}^{N} \tilde{A}_i \tilde{A}_j, \tag{A8}
\]

This expression reduces to equation (A4) when \(\sigma_i/\tilde{A}_i\) is the same for all genes. It can be verified numerically that the phase relation that makes \(\sigma_i^{-2}\) and hence \((\delta n)^2\) zero, is also the phase relation that minimizes the mean error \(\langle \sigma_i \rangle\) and maximizes the mutual information.
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