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ABSTRACT

For semantic-guided cross-view image translation, it is crucial to learn where to sample pixels from the source view image and where to reallocate them guided by the target view semantic map, especially when there is little overlap or drastic view difference between the source and target images. Hence, one not only needs to encode the long-range dependencies among pixels in both the source view image and target view semantic map but also needs to translate these learned dependencies. To this end, we propose a novel generative adversarial network, PI-Trans, which mainly consists of a novel Parallel-ConvMLP module and an Implicit Transformation module at multiple semantic levels. Extensive experimental results show that PI-Trans achieves the best qualitative and quantitative performance by a large margin compared to the state-of-the-art methods on two challenging datasets. The source code is available at https://github.com/Amazingren/PI-Trans.
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1. INTRODUCTION

Semantic-guided cross-view image translation aims at generating images from a source view to a different target view given a target view semantic map as the guidance. In particular, we focus on the cases of translating from the aerial-view to the ground-view for photo-realistic urban scene synthesis, which can be beneficial for geo-localization [1–7] or civil engineering design with the semantic map either being extracted from another modality or being designed [8–11].

However, translating images from two distinct views with little overlap is a challenging problem, as the area coverage, the appearances of objects, and their geometrical arrangement in the ground-view image can be extremely different from the aerial-view image (see the comparison between the 1st column and the 3rd column in Fig. 1). Early works usually adopt the convolutional neural networks (CNN) based encoder-decoder structure [9, 12] with the generative adversarial networks (GANs) [13, 14]. However, such methodology suffers from satisfactory results when there exists little overlap between two views since the CNN-based methods struggle to establish the long-range relation due to the design nature of the convolutional kernels.

Usually, it’s not easy to generate a photo-realistic image when just following the direct translation setting (the direct translation means that the generated ground-view image $I_g$ is directly generated from the aerial view image $I_a$ without the assistance of the semantic map $S_g$, see the direct translation branch in Fig. 2). To improve the quality of the cross-view translation task, previous methods [10, 15, 16] took the target-view semantic map into consideration.

Though very insightful explorations had been performed, we find there are still some limitations that hinder the improvement of the quality of the generated images: (i) The pure CNN based methods (i.e., [10, 16]) are difficult to establish the long-range relation due to its natural physical design of the convolutional kernels. (ii) The heavy fully-connected layers relied method [15] is subject to be insufficient for modeling the fine spatial information. (iii) All these three state-of-the-art methods mentioned above missed utilizing the very crucial but the easiest to be ignored direct translation information (the direct translation branch is shown in Fig. 2).
To this end, we propose the Parallel-ConvMLP and Implicit-Transformation based GAN (PI-Trans), and its structure is shown in Fig. 2, which is mainly built with two encoder branches and two decoder branches. In the encoder branches, we propose the novel parallel-ConvMLP module that can effectively manage both the latent long-range relation and the detailed spatial information with its unique spatial-channel MLP in a novel parallel manner instead of the sequential order like [15, 16]. Besides, the input feature is uniformly split into two chunks, and each is fed to its corresponding MLP. By doing so, we implicitly introduced channel shuffling, thus being beneficial for long-range reasoning. In the decoder branches, unlike previous methods that just take the combined feature from the source-view image and the target-view semantic map for recovering the final target-view image, we, for the first time, add the direct translation information (for providing reasonable color distribution) via the proposed implicit-transformation modules at multiple feature levels.

To summarize, our contributions are listed as follows:

- We propose PI-Trans, which uses the transformation information that is directly learned from the source view to the target-view images to boost the performance.
- For modeling the long-range relation and the fine spatial information, we propose a novel parallel-ConvMLP module with an effective combination of CNN and MLP. Besides, an implicit-transformation module that conducts attention-based fusion at multiple feature levels is also proposed for a better translation result.
- Experimental results show that our method generates photo-realistic target-view ground images, scoring new state-of-the-art numerical results on two challenging datasets.

2. THE PROPOSED PI-TRANS

The architecture of our PI-Trans is shown in Fig. 2, which consists of two encoder branches and two decoder branches.

PI-Trans takes as input both the source-view aerial image $I_a \in \mathbb{R}^{3 \times H \times W}$ and the conditional target-view ground semantic map $S_g \in \mathbb{R}^{3 \times H \times W}$ at two encoder branches. First $I_a$ and $S_g$ are processed by two encoders to semantic $L_1$ level with dimension $(C_{L1}, H/2, W/2)$, where $C$, $H$, and $W$ mean the channel number, height, width, respectively. Then we use the proposed parallel-ConvMLP module (Sec. 2.1) to further encode the $L_1$ level feature to $L_2$ ($2C_{L1}, H/4, W/4$), $L_3$ ($4C_{L1}, H/8, W/8$), and $L_4$ ($8C_{L1}, H/16, W/16$) semantic levels. Unlike previous methods [15, 16] which generate the final target-view ground image $I_g'$ only based on the combined feature coming from $I_a$ and $S_g$ at $L_4$ level (i.e., $F_{LV}$). We exploit another pathway, the direct translation branch, that directly produces a ground image $I_g'$ at the target view from the source view, without interacting with the conditional semantic map. Then we use this direct transformation information accompanied with the semantic feature at the lower target pathway via our proposed implicit-transformation (Sec. 2.2) at $3$ semantic levels ($L_2, L_3,$ and $L_4$).

2.1. Parallel-ConvMLP Module

Given one pixel, it’s extremely significant for the cross-view image translation task to understand which other pixels are related to it, or which object it belongs to. However, CNN kernels (Fig. 3(a)) are not good at modeling the long-range relation because of the locality of the fixed kernels. Therefore, the MLP-based methods MLP-Mixer [17] (Fig. 3(b)), ConvMLP [18] (Fig. 3(c)), and CrossMLP [15] (Fig. 3(d)) were proposed to ease this problem. However, both MLP-Mixer and CrossMLP are computationally heavy and are not subject to modeling the fine spatial patterns. ConvMLP [18] tackles this problem by combining a depth-wise convolution between two channel-wise MLPs. Yet, its performance is still unsatisfactory for the cross-view translation task (See Sec. 3).

To explore the balance between the long-range relation...
and the spatial pattern modeling, we propose a parallel-ConvMLP module, which is shown in Fig. 3(e). Given an input feature $X_{in}$ in dimension $(c, h, w)$, it firstly goes through two convolutional layers:

$$X' = \text{Conv}(\text{downConv}(X_{in})),$$

(1)

The first (downConv()) is a strided convolutional layer while the second (Conv()) is a normal one. $X'$ is the output in dimension $(2c, h/2, w/2)$. This operation ensures the latent appearance and the local spatial pattern can be well established. Different from previous methods that simultaneously model the long-range relation and the spatial information in a sequential way [15, 17], we decouple the problem by dividing $X'$ along channel dimension into two parts based on the parity of the channel index:

$$X_c = X'_{2i-1}, \quad X_s = X'_{2i}, \quad \text{for} \quad i = 1, 2, 3, \cdots, 2c.$$

(2)

After that, we first flatten $X_c$ and $X_s$ from $(c, h/2, w/2)$ to $(n, c)$ and $(c, n)$, forming $F_c$ and $F_s$ $(n = w/2 \times h/2)$. Then two fully-connected MLPs (channel-wise and spatial-wise) are applied to $F_c$ and $F_s$. And each MLP block contains two fully-connected layers and a nonlinear GELU [19] activation function. These operations are formulated as follows:

$$F'_c = W^c_2 \sigma(W^c_1(F_c)_{s,i}), \quad \text{for} \quad i = 1, 2, 3, \cdots, c,$$

$$F'_s = W^s_2 \sigma(W^s_1(F_s)_{s,j}), \quad \text{for} \quad j = 1, 2, 3, \cdots, n,$$

(3)

where $W^c_1$ and $W^s_1$ denote the learnable weights for the channel-wise MLP, while $W^c_2$ and $W^s_2$ are for the spatial-wise MLP. $\sigma(\cdot)$ means the GELU activation function. Then $F'_c$ and $F'_s$ are reshaped back to $(c, h, w)$ and concatenated together. Finally, a skip-connection is used to add the concatenated feature to $X'$:

$$X_{out} = X' + \text{Cat(Reshape}(F'_c), \text{Reshape}(F'_s)), $$

(4)

where Cat$(\cdot)$ and Reshape$(\cdot)$ denote the concatenate and reshape operations.

### 2.2. Implicit Transformation Module

Since the performance for the direct translation ($I_a \rightarrow I'_g$) is in a bad condition (see $I'_g$ in Fig. 2 or the third column in Fig. 1). Hence, previous methods SelectionGAN [16] and CrossMLP [15] ignored the direct translation branch and just used the combined feature $F'_K$. Instead, we explore how this kind of latent information within the direct transformation branch may impact the overall generation performance since it provides a reasonable color distribution though bad in spatial structure. Therefore, we propose the implicit transformation module (the yellow blocks in Fig. 2), which conducts the fusion at multiple semantic levels.

There are three implicit transformation modules at $L_3$, $L_2$, and $L_1$ levels, each of them takes as input three kinds of information, i.e., the ground semantic map feature $F_Q$, the directly translated feature $F_K$, and an extra input feature $F_V$. In Fig. 2, we visualize these three kinds of information flows in green, red, and black colors, respectively. The main idea behind the proposed implicit transformation module is to enable the transformed feature $F_K$ to provide useful latent appearance or color information for generation. More specifically, we exploit the semantic map feature $F_Q$ and the directly transformed feature $F_K$ to construct an attention map with a softmax function. This operation uses the target-view semantic feature $F_Q$ to select the most important information in the directly transformed feature $F_K$, which can also be seen as a learned latent transformation pattern. This attention map is then used to activate the most relevant feature in $F_V$, achieving the feature-level implicit transformation guided by the attention map. Finally, we exploit a skip-connection to maintain the result in the last module. And we take the $L_3$ level module for a detailed description. Given three inputs $F^L_3$, $F^L_K$, and $F^L_V$, we first reshape them from $(b, c, h, w)$ to $(b, c/4, n)$, $(b, c/4, n)$, and $(b, c, n)$. Here $n = h \times w$. Then we adopt the residual attention mechanism to learn the fused feature:

$$F^L_{out} = F^L_3 + \text{softmax}(F^L_Q(F^L_K)^T)F^L_{V},$$

(5)

where $F^L_{out}$ denotes the output. It serves as the value feature for the implicit translation module at the next semantic level.

### 2.3. Discriminator and Optimization Objective

#### Discriminator

The discriminator in the direct transformation branch takes the real image $I_a$ and the generated image $I_g$ as input. While for the lower decoder branch, it accepts the real image $I_a$ and the generated image $I'_g$ or the real image $I_a$ as input.

#### Optimization Objective

The full optimization objective is:

$$\min_{\{G\}} \max_{\{D\}} \mathcal{L} = \lambda_1 \mathcal{L}_1 + \lambda_{cGAN} \mathcal{L}_{cGAN} + \mathcal{L}_{tv} + \lambda_{per} \mathcal{L}_{per},$$

(6)

where $\mathcal{L}_1$ denotes the pixel-level loss, $\mathcal{L}_{cGAN}$ denotes the adversarial loss, which is used for distinguishing the synthesized images pairs $(I_a, I'_g)$ from the real image pairs $(I_a, I_g)$, $\mathcal{L}_{tv}$ is the total variation regularization [20] and $\mathcal{L}_{per}$ is the perception loss which is commonly used for the generative
of the art methods, including Pix2pix [26], X-Fork [10], SelectionGAN [16], and CrossMLP [15]. Table 1 and Table 2 show the numerical results on Dayton and CVUSA. PI-Trans achieves the best performance on all the metrics with a significant improvement. The qualitative results are shown in Fig. 4 and Fig. 5 for Dayton and CVUSA, respectively. The target-view ground images generated by our PI-Trans are more natural and sharper.

**Ablation Study.** To validate the effectiveness of each proposed module, we select 1/3 samples randomly from the entire Dayton dataset, forming the Dayton-Ablation dataset. Six baselines i.e., A (Basic Conv), B (MLP-Mixer), C (ConvMLP), D (CrossMLP), E (Parallel-ConvMLP), and F (PI-Trans) are proposed. For baseline A, we only use the convolutional layers, and without the implicit transformation modules. The output directly comes out from a combination of the features between source-view image features and the semantic map features. Baseline B, C, D, and E follow a similar setting as baseline A, with the only difference in the encoder branches. F is our full model. The results shown in Table 3 demonstrate that both our Parallel-ConvMLP (E) and implicit transformation (F) can boosts the quality of the generated ground image by a large margin.

### 4. CONCLUSION

We propose a new PI-Trans for generating realistic cross-view images. Significantly, the parallel-ConvMLP module is designed for balancing the relationship between latent long-range dependency modeling and spatial information maintenance. The implicit transformation module we designed at multiple semantic levels in this paper carefully takes care of not only the target-view semantic map feature and the source-view aerial image feature but also the direct translation information that is usually ignored by previous methods. We validate the effectiveness and advances of our proposed modules over existing methods.

---

**Table 1:** Quantitative results on the Dayton dataset.

| Method          | Accuracy (%) | Inception Score | KL | LPIPS |
|-----------------|--------------|-----------------|----|-------|
| -               | Top-1 | Top-5 | Top-1 | Top-5 |       |       |
| Real Data       | -    | -    | -    | -    | -    | -    |
| A: Basic Conv   | 43.61| 71.85| 76.56| 91.55| 2.8132| 2.1399|
| B: MLP-Mixer    | 44.36| 72.08| 77.57| 92.44| 2.5207| 2.3852|
| C: ConvMLP      | 42.75| 69.35| 74.49| 89.82| 3.2442| 2.2229|
| D: CrossMLP     | 43.41| 70.73| 76.84| 91.77| 3.2341| 2.2580|
| E: Parallel-ConvMLP | 45.63| 73.04| 80.02| 92.62| 3.2573| 2.2742|
| F: PI-Trans     | 49.90| 79.27| 82.83| 95.20| 3.3975| 2.3461|

**Table 2:** Quantitative results on the CVUSA dataset.

| Method          | Accuracy (%) | Inception Score | KL | LPIPS |
|-----------------|--------------|-----------------|----|-------|
| -               | Top-1 | Top-5 | Top-1 | Top-5 |       |       |
| Real Data       | -    | -    | -    | -    | -    | -    |
| CrossMLP        | 47.87| 74.57| 80.36| 94.68| 3.7681| 2.9788|
| A: Basic Conv   | 43.61| 71.85| 76.56| 91.55| 2.8132| 2.1399|
| B: MLP-Mixer    | 44.36| 72.08| 77.57| 92.44| 2.5207| 2.3852|
| C: ConvMLP      | 42.75| 69.35| 74.49| 89.82| 3.2442| 2.2229|
| D: CrossMLP     | 43.41| 70.73| 76.84| 91.77| 3.2341| 2.2580|
| E: Parallel-ConvMLP | 45.63| 73.04| 80.02| 92.62| 3.2573| 2.2742|
| F: PI-Trans     | 49.90| 79.27| 82.83| 95.20| 3.3975| 2.3461|

**Fig. 4:** Qualitative results of different methods on Dayton.

**Fig. 5:** Qualitative results of different methods on CVUSA.
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