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**ABSTRACT**

Tuberculosis (TB) is a contagious bacterial disease, and is one of the top 10 causes of death worldwide. According to the World Health Organisation, around 1.8 billion people are infected with TB and 1.6 million deaths were reported in 2018. More importantly, 95% of cases and deaths were from developing countries. Yet, TB is a completely curable disease through early diagnosis. To achieve this goal one of the key requirements is efficient utilisation of existing diagnostic technologies, among which chest X-ray is the first line of diagnostic tool used for screening for active TB. The presented deep learning pipeline consists of three different modern deep learning architectures, to generate, segment, and classify lung X-rays. Apart from this, image preprocessing, image augmentation, genetic algorithm based hyper parameter tuning, and model ensembling were used to improve the diagnostic process. We were able to achieve classification accuracy of 97.1% (Youden’s index-0.941, sensitivity of 97.9%, specificity of 96.2%) which is a considerable improvement compared to the existing work in the literature. In our work, we present a highly accurate, automated TB screening system using chest X-rays, which would be helpful especially for low income countries with low access to qualified medical professionals.

**1. Introduction**

Tuberculosis (TB) is an infectious disease affecting about one-quarter of the world’s population (World Health Organization 2018) according to the World Health Organization (WHO), and it is commonly caused by a bacterium known as Mycobacterium tuberculosis. TB is most prevalent in sub-Saharan Africa, Southeast Asian region and Latin America due to poverty, malnutrition and hunger (Hargreaves et al. 2011). These developing countries have twelve times lesser radiologists than developed countries (World Health Organization 2018), so TB patient often remains undetected while continuing to spread the bacterium further, through the air by coughing, sneezing and spitting. By automating chest X-ray (CXR) screening process we can tackle this issue. Even though there exists several deep learning based TB detection models in the literature, the accuracy of most of the models are low in average around 80% (Song and Yang 2010; Shen et al. 2010; Jaeger et al. 2012; Xu et al. 2013). CAD4TB is a commercially available product for automatic TB detection and classification (Jaeger et al. 2012). This software is based on deep learning with shape detection and textual abnormality detection (Xu et al. 2013). The main drawback of this software is low accuracy of 84% (Pande et al. 2016). In (Xu et al. 2013) authors proposed a method based on local binary pattern (LBP) and Laplacian of Gaussian (LoG) with rib suppression to detect TB nodules in CXR images and they were able to achieve an accuracy of 82.8% on their test set. In (Song and Yang 2010) the authors proposed a method to locate focal opacities of TB in CXR using image processing, boundary tracing, and edge detection techniques and they have achieved 85% of accuracy in their model. In another work (Shen et al. 2010) a method based on Bayesian classification was proposed to detect TB cavities in CXR and they were able to achieve 82.35% of accuracy on their test set. Almost every model available in the literature has followed the same traditional approaches (Song and Yang 2010; Shen et al. 2010; Jaeger et al. 2012; Xu et al. 2013) and was able to achieve considerable accuracy. Sensitivity is a crucial parameter in medical diagnosing. It is very important, not to misdiagnosis a TB positive patient as a TB negative patient as it results in further spreading of the disease. Besides, having high specificity is also an important factor when screening a large population, as it helps to reduce the workload of medical professionals. Our main objective is to increase the sensitivity and specificity of TB detection process which use only frontal CXR. It is highly appropriate to have an inexpensive, reliable model that can be easily accessible even from remote areas in order to limit the prevalence of TB disease especially in countries with the lowest per capita Gross Domestic Production (GDP).

In our work, we present a model that can detect TB with high sensitivity (97.9%) and specificity (96.2%). The pipeline of our work is as follows; First the TB positive CXR images were synthesised using deep generative adversarial network. From the generated images a set of best images were selected depend on the score of both subjective and objective quality assessment metrics. Peak signal to noise ratio was selected as the objective quality assessment metric, and the subjective evaluation was done by the radiologists. After that the images were preprocessed to suppress unwanted distortions and enhance important features. Next the UNET convolutional neural network (Ronneberger et al. 2015) was used to segment the lung fields. By segmenting the lung fields we further suppressed the unwanted features from the image. Currently deep convolutional neural networks (DCNN) are the state of the art.
for image classification, but the quality of the DCNN is highly depended on its hyper-parameters. In our work the optimisation of the hyper-parameters was achieved by using genetic algorithm (Suganuma et al. 2017). Finally, the ensemble of VGG16 (Simonyan and Zisserman 2014) and InceptionV3 (Szegedy et al. 2016) pre-trained models were used to perform the binary classification. The performance of the model was evaluated using sensitivity, specificity and Youden's index. To get an insight about models behaviour and performance we used class activation map (CAM) (Selvaraju et al. 2017). It checks whether the model focus on right features. The final results show that the data volume, image preprocessing and augmentation techniques, lung segmentation, hyper parameter tuning and model ensembling have highly impacted on the final performance of the model. Each of the technique that we used will be discussed thoroughly in relevant sections.

2. Data sets

The two datasets of chest radiography that were used in this work, are available in US National Library of Medicine, and they were acquired from the Department of Health and Human Service, Montgomery Country, Maryland, USA, and Shenzhen No. 3 Peoples Hospital in China (Jaeger et al. 2014). Both datasets were re-identified by the data providers and were exempted from IRB review at their respective institutions. At, NIH the dataset use and public release were exempted from IRB review by the NIH office of Human Resource Research Projection Programs (No. 5357).

2.1. Shenzhen China Dataset

This publically available dataset of frontal CXRs were collected by Shenzhen No. 3 hospital in Shenzhen, Guangdong, China and consists of 662 frontal CXR images, of which 335 images are TB positive and 327 images are TB negative. Exploratory data analysis shows that it is a well-balanced dataset which covers almost every age group (from 1 months old to 75 years old) and distributed almost equal in gender as well (60% male). Every image is in the format of png and resolution varies from 998 × 1130 to 3001 × 3001. Lung masks for this dataset were provided by National technical university of Ukraine (Jaeger et al. 2014).

2.2. Montgomery Country Dataset

This publically available dataset of frontal chest X-rays were provided by Department of Health and Human Services of Montgomery Country, MD, USA and it consists of 138 frontal CXR images, of which 58 images are TB positive and 80 images are TB negative. Every image in the dataset are in png image format and the resolution of the images is either 4020 × 4892 or 4892 × 4020. This dataset itself includes lung masks (Jaeger et al. 2014).

Noted that the X-rays in the datasets with TB negative are used purely for reference purpose in this study, and they are of healthy individuals.

2.3. X-Ray Image Synthesis

It is a well-known fact that the deep learning models are data driven algorithms and it is proven that the accuracy of the model increase as the volume of data and the heterogeneity of data increases. One of the significant challenge in the domain of medical imaging is the scarcity of the reliable and class balance dataset due to various reasons such as ethical issues (Shin et al. 2018) To overcome this, deep convolution generative adversarial network (DC GAN) was (Radford et al. 2015) used. Figure 1 shows the high level architecture of the DC GAN used and figure 2 shows the progression of the generated images against each iteration.

The resolution of the output generative images were set to 128 × 128. Because as with the increase of the resolution it becomes easy for discriminator to decide whether the generated image is real or fake. This cause mode collapsing more often. By using the DC GAN, 1000 TB positive frontal x-rays were generated and selected according to the quality evaluation metrics (namely objective metric, PSNR and subjective metric, medical expert opinion) and another 970 of healthy X-rays were collected from MIMIC database (Johnson et al. 2019). Due to this approach, the total frontal CXR images considered for the study was expanded up to 2770 images. Out of which 1393 of them were TB positive.

Figure 1. High-level Deep Convolutional Generative Adversarial Network (DC GAN) Architecture.
and the rest of 1377 were TB negative. Further, in the generated database 1770 images out of 2770 were acquired directly through X-rays (real images) and the rest were generated using the DC GAN. The final dataset used for this research is summarised in Table 1. Then from the combined database 80% (2216) images were randomly selected for training and 10% (277) of images were selected as validation set. We choose another 10% (277) images randomly out of the real image set acquired through references (Jaeger et al. 2014; Johnson et al. 2019) as our testing set. By selecting real images as testing dataset we mimic a more practical scenario for testing our model presented in this paper.

### 3. Methodology

Our approach for detecting TB is discussed in this section. Our proposed method consist of three main sub models. The first sub-model was to synthesise TB positive frontal CXR, the second model was to obtain highly accurate lung segmentation and the last sub model was trained for the classification.

In the implementations, the proposed CNN models will follow three key stages, training, validation and testing. We divide the entire training set into 80%, 10%, 10% ratio for the above three categories respectively. First the designed model is trained for the given task using the training set images. Then the validation set was used to check the unbiased evaluation of a model fit on the training dataset, i.e. it helped us to get an early estimate of the performance of the model while giving clear indication on whether the model has overfitted or not. Finally, the test dataset is used to assess the full performance of the proposed model. We have taken carefull measures to select the test set from actual CXR images in the dataset to replicate practical clinical environment at the testing stage.

According to the exploratory data analysis, it can be seen that there are variations in image resolution, size, contrast, and zoom on lungs. The resolution of the images were converted to $128 \times 128$ before feeding into the model. However contrast variation could make it hard for the model to learn right features properly. To overcome this bottleneck, histogram equalisation (Pizer et al. 1987) can be used to enhance the contrast of the images but it tends to increase the noise level of the images as well.
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Figure 2. Progression of the generated images using DC GAN with epoch.
Since the DC GAN generated images may already associate with certain amount of noise, histogram equalisation could make it worse. Hence, in the proposed model, CLAHE (contrast limited adaptive histogram equalisation) (Pizer et al. 1990) technique was adopted to enhance the contrast of the images while limiting the amplification of noise.
After the contrast enhancement process noise removal process was applied by using median filtering with a window size of $3 \times 3$. Next the images were resized to match the input resolution ($128 \times 128 \times 3$) of the model. Before feeding the resulting images into DCNN, normalisation process was carried out. Images were normalised based on the mean and standard deviation of the images in ImageNet (Deng et al. 2009) dataset. This step is quite helpful for training the model in terms of accuracy and learnability.

3.1. Lung Segmentation

Lung segmentation is the next preliminary step of our image classification task. Excluding the area that are not pertinent to lung fields, would help the model to focus more on lung fields and learn correct features while training. The system accuracy and efficiency highly depend on the accurate segmentation result. An accurate lung segmentation is a quite challenging task due to the presence of homogeneous anatomical structure around the lung region. A lot of classical segmentation techniques are already
available in literature such as threshold-based (Armato et al. 1998; Li et al. 2001), region growing (Kumar and Kumar 2014), graph cut algorithm (Coppini et al. 2013). However, the current state of the art algorithm for semantic segmentation is UNET convolutional neural network (CNN). For our design we have used UNET architecture since it is known to perform well with Bio medical data.

3.1.1. UNET Architecture

Our proposed network for lung segmentation is based on UNET architecture, which consists of two parts, namely down sampling followed by up sampling as shown in the Figure 4. The down sampling path consist of two $3 \times 3$ fully connected convolutions followed by rectified linear unit (ReLU) as the activation function and a $2 \times 2$ max pooling operation with stride 2 and padding 1. The up sampling path is identical to the down sampling path.

To reduce the potential of overfitting due to the scarcity of the CXR images, heavy data augmentation techniques such as rotation, translation, shearing, horizontal flipping, were applied by the model on the input.

3.1.2. Loss Function

In image semantic segmentation, the main task of an effective loss function is to improve the discriminative capability of the model. Dice loss is the most popular loss function for medical segmentation and it was chosen for our model as the loss function. Dice loss uses dice similarity coefficient (DSC) (Thada...
and Jaglan 2013) to generate training loss. DSC is a statistical tool used for comparing two sets and can be written as,

\[
DSC(GS, SEG) = \frac{2|GS \cap SEG|}{|GS| + |SEG|}
\]

where GS is the gold standard segmentation of the region, SEG represents the corresponding automatic segmentation and denotes the intersection of the two regions. The metric (DSC) lies within the range of 0–1, where 0 represents the worst performance while the 1 represents the best performance. Further, the dice loss is defined as,

\[
DiceLoss = 1 - DSC
\]

3.2. **DCNN architectures and Transfer learning**

Next we use DCNNs as a classification method to identify TB infected CXRs. First we have trained our data on two pre-trained DCNNs separately. They are VGG16 and InceptionV3. Then the results of the two networks alone and ensemble of the two networks were evaluated. For both pretrained networks we have added two dense layers and an output layer at the top of the network. Then, only the last two dense layers were trained while freezing the rest of the layers. This was carried out to limit the training parameters. The input to each of these networks was CXR images, that have been preprocessed and lung field segmented. The overfitting issue was taken cared by increasing the dataset, data augmentation, and by limiting training parameters of the DCNN network. The data augmentations were carried out by using off the shelf image augmentation library ‘Albumentation’ (Buslaev et al. 2020). It has been noticed that the augmentation methods such as grid distortion and elastic transformation along with other blurring and cut-out augmentation techniques help greatly to increase the accuracy of the model by a considerable margin. However, DCNN model optimisation is one of the toughest and crucial factors in deep learn and it can highly impact on the model performance. We choose five hyper parameters for tuning the network which are learning rate, decay factor, momentum, batch size, and dropout rate. Then we use a genetic algorithm to figure out the best parameters. Finally, models were trained using the best hyper parameters, and ensembling was performed by taking different weighted averages of the probability scores generated by each classifiers (Krogh and Vedelsby 1995).
Table 1. Data sets summary.

| Data set                  | TB positive | TB negative | Total |
|---------------------------|-------------|-------------|-------|
| MIMIC (Johnson et al. 2019) | 0           | 970         | 970   |
| Montgomery Country (Jaeger et al. 2014) | 58          | 80          | 138   |
| Shenzhen China (Jaeger et al. 2014) | 335         | 327         | 662   |
| Generated                 | 1000        | 0           | 1000  |
| Database                  | 1393        | 1377        | 2770  |

3.2.1. DCNN architectures and Transfer learning

The genetic algorithm is an optimisation method which is inspired by the biological evolution. The genetic algorithm repeatedly modifies a population of individual solutions. At each step, the genetic algorithm selects best individuals from the current population to be parents and uses them to produce the children for the next generation. The population evolves towards an optimal solution over successive generations. The three main genetic operators of genetic algorithm are,

1. Selection.
2. Crossover.
3. Mutation.

In selection we choose best individuals from the population depending on their fitness score. These individuals are the parents of the next generation. In crossover we combine selected best parents to form the next generation. Mutation applies random changes to the hyper parameters of the parent networks. In our case we choose validation accuracy as our fitness function over testing accuracy as it is computationally efficient and also gives early estimation about the behaviour of the model. We generate 20 DCNN's with randomly initialised hyper parameters. After the 30th epoch the best five networks were chosen based on their fitness scores which is the validation accuracy at the 30th iteration. Other 15 networks were killed. Using the selected 5 networks another 15 networks were generated. We continue this process over 30 generations. Best parent with highest fitness value after generation 1 and 30 for the VGG16 network is tabulated in Table 2. Parent 1 denotes the best network hyper-parameters after each generation.

Table 2. Hyper Parameter Optimisation.

| Hyper-parameters | Hyper-parameters of parent 01 after generation 01 | Hyper-parameters of parent 01 after generation 30 |
|------------------|----------------------------------------------------|---------------------------------------------------|
| Learning rate    | 0.0018                                             | 0.0007                                            |
| Decay factor     | 1.3e-5                                             | 1.3e-5                                            |
| Dropout rate     | 0.7                                                | 0.3                                               |
| Batch size       | 8                                                  | 16                                                |
| Momentum         | 0.6                                                | 0.9                                               |

3.3. Evaluation Metrics

We randomly choose 277 images (10%) from Shenzhen China, Montgomery Country (Jaeger et al. 2014) and MIMIC (Johnson et al. 2019) datasets to form our testing data set and it consist of 130 tuberculosis negative patients and 147 tuberculosis positive patients. To assess the overall performance following evaluation metrics were used. They are accuracy, sensitivity, specificity and Youden’s index (YI). Accuracy is a performance evaluation metric that was widely used to assess classification models. But accuracy is sensitive to the class imbalances. Another drawback of accuracy is that two classifiers can yield the same accuracy but perform differently with respect to the types of correct and incorrect classification they provide. However, we have used accuracy as an evaluation parameter in order to compare our model with other existing models. Since we used an almost balanced dataset, it does not affect the readings of accuracy very much. Other than accuracy we have used sensitivity, specificity (Altman and Martin Bland 1994) and Youden’s index (YI) (Fluss et al. 2005) as evaluation metrics, to analyse our model performance. The sensitivity (true positive rate, TPR) of a classification model can be written as:

\[ TPR = \frac{TP}{TP + FN} \]  (3)

where TP is true positive and FN is false negative, whereas specificity (true negative rate, TNR) can be written as:

\[ TNR = \frac{TN}{TN + FP} \]  (4)

where TN stands for true negative. Thus, the specificity represents the proportion of negative samples that were correctly classified, and the sensitivity is the proportion of positive samples that were correctly classified. Generally, we can consider sensitivity and specificity as two kinds of accuracy, where former relates the actual positive samples and later relates actual negative samples. However, both sensitivity and specificity can be used for evaluating the classification performance with imbalanced data. The other parameter that we used to evaluate our model performance is youden’s index. It can be used to assess the discriminative power of the test. The formula of youden’s index combines the sensitivity and the specificity and it can be written as follows;

\[ YI = TPR + TNR - 1 \]  (5)

The YI metric is ranged from 0 to 1, where 0 represents a poor test and 1 represents a perfect test. Moreover, the accuracy of a classification model can be written as,

\[ ACC = \frac{TP + TN}{TP + TN + FP + FN} \]  (6)

where FP is false positive and TN is true negative.
4. Results and Evaluation

4.1. Results and Evaluation of Lung Segmentation Model

As presented in Section 3.2,UNET is used to segment the lungs from CXR images. The training curves, presented in Figure 5, indicate that the dataset size we used and the data augmentation techniques we used were sufficient to avoid overfitting. The mean DSC between gold standard segmentation and the UUNET segmentation on the test set was 0.989. Several methods can be found in the literature to perform lung segmentation task such as rule-based method (Annangi et al., 2010; Saad et al. 2014), deformable methods (Seghers et al. 2007; Dawoud 2011), hybrid models (Van Ginneken et al. 2006; Candemir et al. 2013) and deep learning models (Kalivoksky and Kovalev 2016; Novikov et al. 2018). The segmentation methods in (Annangi et al., 2010), (Van Ginneken et al. 2006), (Candemir et al. 2013), (Novikov et al. 2018) and (Hwang and Park, 2017) were able to achieve mean DSC of 0.88, 0.94, 0.946, 0.962 and 0.980 respectively. Our results show that lung segmentation model used in this research performs better than the other lung segmentation models discussed above.

The Figure 6 presents a comparison between the outcome of our model (6.b) and the original image (6.a) of the datasets. The difference map (Figure 6.c) was generated by pixel wise subtraction of original image with UUNET segmented image. Noted that, there were few discrepancies between two segmentations at the outer edges of the two lung fields, yet it does not impact the detection significantly as these areas are less likely to be infected by tuberculosis.

4.2. Results and Evaluation of DCNN Model

Figure 7 shows the training curve of the InceptionV3 DCNN used in the study. By observing the training curve it can be seen that the model has not overfit due to the strategies we have adopted. Furthermore, Figure 8, shows the ROC curve of the ensemble model adopted in this research.

Figure 7: training curve of VGG16 DCNN
Figure 8: ROC curve for ensemble model

We randomly chose 277 images (10%) from real images of our complete dataset as testing dataset and it consists of 130 tuberculosis negative patients and 147 tuberculosis positive patients. To assess the overall performance of the classification, youden’s index, sensitivity, specificity, and accuracy were calculated using the results presented at Table 4 and Equation (5), (3) and (4) respectively. The calculated performance evaluation metrics were tabulated in Table 4.

The ensembling was performed by taking different weighted averages of the probability scores generated by each classifiers. We put stronger weighting (60%) on InceptionV3 model since it performs slightly better than VGG16 according to the results in Table 3. It can be seen that the ensemble performs better than VGG16 or InceptionV3 model alone and it was also able to achieve high sensitivity score as well, according to the Table 4. The Youden’s index is close to 1 in all the three models, and ensemble was able to achieve the best score of 0.941 among all. In (Song and Yang 2010; Shen et al. 2010; Xu et al. 2013) author’s claim that they were able to achieve 82.8%, 82.35%, 85.3% of accuracy in their test sets respectively and we were able to achieve 97.1% (95% confident interval: 94.1%, 99.4%) of accuracy with sensitivity of 97.9% (95% confident interval: 93.7%, 100%) and specificity of 96.2% (95% confident interval: 90.9%, 99.3%) on our test data-set which is a considerable amount of improvement. Even though statistics show good numbers still, it’s hard to figure out whether the model focuses on the rights features when it makes decisions. In order to confirm this we used CAM visualisation which showcase the model’s vision.

4.2.1. Class Activation Map (CAM)

Deep learning networks are often considered as ‘black boxes’ that does not offers any information about the features it has learned or about the segment of the input which provided significant details to the network to provide an accurate prediction. When a model fails, yet gives an accurate prediction at the validation stage, the overall output of the trained model at application and testing, often fail spectacularly without any warning or explanation. Hence, it is important to validate the trained model thoroughly, and if possible adopt a visualising technique to find the model tuned area or features.

CAM is one technique that can be used to get visual explanations of the predictions of convolutional neural networks. In other words CAM helps in the analysis of understanding as to what region of an input image influence the convolutional Neural Network’s output prediction. The technique relies on the heat map representation which highlights pixels of the image that triggers the model to associate the image with a particular class. Hence, we make use of CAMs to analyse our model performance further.

According to the Figure 9, model was able to correctly identify the TB infected area of the CXR image in most instances accurately. The red square indicates the abnormal region of the CXR which was identified as TB infected by the radiologist and this matches perfectly with the blue area of the CAM visualisation, which indicate the region which makes a significant contribution to the final decision. Yet, it should be stressed that although CAM analysis was positive for some TB negative images, our model correctly classified the image as TB negative.

5. Discussion

No ideal computer assisted tools are available so far to diagnose TB with high sensitivity and specificity. From the results it can be seen that the deep learning workflow we used in our model, mainly data preprocessing techniques, lung segmentation, hyper-parameter optimisation, image augmentation techniques and model ensembling have highly impacted on the model’s performance. DC GAN-based TB positive frontal X-ray image synthesis helps greatly to generalise the model and reduce overfitting. However, too much data augmentations such as random cropping, random brightness adjustments, random black patches and random Gaussian noise, cause poor accuracy, while grid distortion and elastic transformation improve the accuracy significantly. The VGG16 and InceptionV3 alone was able to achieve accuracy of 93.8% and 96.3% which is also a considerable improvement compared to the existing models in the literature (Song and Yang 2010;
Shen et al. 2010; Xu et al. 2013). Apart from these techniques several loss functions such as hinge loss (Gentile and Warmuth 1999), focal loss (Lin et al. 2017) and several optimisers had been tested in our model development stage. But non helped to improve the model accuracy. The best performing optimiser for the two networks was observed as ‘Adam optimizer’ 2015. Since the last layer of the two networks is a softmax layer, binary cross entropy worked very well as the loss function. This is because the logarithmic term in the cross-entropy cancels out the plateau that is present in the soft-max function. However, ensembling helps to improve further the performance of our final model by removing uncorrelated errors of individual classifiers by using averaging.

Finally, we used CAM visualisation to showcase the infected area of the TB infected patients. In general, CAM allows researchers to visualise which pixels of the original image are responsible for predicting the corresponding class. Moreover, it helped us to get an intuitions about our model and how it localises the main features in the image. However, there are limitations in this work, and it’s hard to compare model performance with human performance even if it scores high sensitivity and specificity, since the model has not been tested in the practical field yet. The other drawback of this work is similar radiographic appearance in the CXR image such as lung cancers and bacterial pneumonia, may get detected as TB by the model. By integrating patient’s history and clinical findings such as coughing blood and having HIV AIDS may help to overcome this issue up to certain level. Using data mining techniques along with deep learning and clinical data, could be used to overcome this limitation. Nevertheless, the main idea of this work is to provide a system that detects TB with high sensitivity and specificity only using CXR’s, and our performance analysis results in section 4.2 shows some promising outcome.

6. Conclusion

The research presents an accurate model for automated TB detection system. In order to achieve our performance goal, four different state of the art convolution neural networks architectures (DC GAN,UNET, VGG16, InceptionV3) along with several augmentation and preprocessing techniques were used. Among these techniques image synthesis, image preprocessing, lung segmentation, data augmentation, hyper-parameter tuning and model ensembling made high impact on the final design. The lung segmentation task was carried out using UNET CNN and the tedious task of hyper parameter tuning was performed by using genetic algorithm. For the classification of chest X-rays showing radiological features of tuberculosis, we have used ensemble of two modified DCCNs and our detection accuracy in average is 0.971 while sensitivity is 0.979 and specificity is 0.962. Further, the model presented have a Youden’s index, which is a measure of overall predictive power of the diagnostic tool, of 0.941. Hence, we can conclude that the automated TB detection model presented in this work is reliable. However, the detection accuracy may increase further by stacking more DCNN architectures such as Resnet, EfficientNet, and Alexnet, while meta learning techniques could also be adopted to improve the performance of the model. Furthermore, according to the literature there does not exist an ideal computer assisted tool to diagnose TB with high sensitivity and specificity. Hence, the model presented could be quite helpful for the low-income countries who are suffering from TB disease, because the solution we have provided is inexpensive, easily accessible, highly accurate, and can be used to screen large population instantly.
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