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Abstract—Recent years have seen the rapid development of fairness-aware machine learning in mitigating unfairness or discrimination in decision-making in a wide range of applications. However, much less attention has been paid to the fairness-aware multi-objective optimization, which is indeed commonly seen in real life, such as fair resource allocation problems and data-driven multi-objective optimization problems. This paper aims to illuminate and broaden our understanding of multi-objective optimization from the perspective of fairness. To this end, we start with a discussion of user preferences in multi-objective optimization and then explore its relationship to fairness in machine learning and multi-objective optimization. Following the above discussions, representative cases of fairness-aware multi-objective optimization are presented, further elaborating the importance of fairness in traditional multi-objective optimization, data-driven optimization and federated optimization. Finally, challenges and opportunities in fairness-aware multi-objective optimization are addressed. We hope that this article makes a small step forward towards understanding fairness in the context of optimization and promote research interest in fairness-aware multi-objective optimization.

Index Terms—Fairness-aware multi-objective optimization, preference, fairness-aware machine learning

I. INTRODUCTION

Recent decades have seen the rapid development of fairness-aware machine learning (FML) across various areas [1], such as community detection [2], graph or word embedding [3], [4], classification [5], regression [6], and recommendation systems [7], [8]. The reason lies in the fact that loads of evidence have indicated machine learning (ML) impacts the interests of unprivileged people when only accuracy of ML models is required in decision making [9], [10], [11]. On the other hand, an outpouring of research has also shown that biased search or models can lead to the manipulation of decision-making in election [12] and users’ perception of things [13], [14], an unfair distribution of opportunities (or resources) on healthcare [15], reinforcement of social stereotypes [16], discrimination or misclassification based on sensitive attributes in facial recognition [17], and criminal justice [18]. We can conclude that unfairness from ML models may produce negative effect on every aspect of our lives. As a consequence, ML is required to not only excel at aiding users in decision making but also bear the social responsibility of being fair [19], [20].

When fairness is taken into account, an alarming issue of ML is the dilemma between model accuracy and fairness, since the fairness may impact the accuracy [21], [22]. In addition, some fairness measures are conflicting with each other. For example, the increase of the individual fairness may lead to the decrease of the group fairness [23].

Interestingly, we have found that FML and preference-driven multi-objective optimization (PMO) [24], [25], [26] share many similarities. They both involve human in the loop, aiming to satisfy the users or decision-makers (DMs) with fair and accurate model or solutions satisfying the DM’s preferences. In PMO, the preferences from DMs are usually applied in the multi-objective optimization [25] to guide the search towards the regions of interest (ROIs) if DMs are able to articulate their preferences [27]. From the perspective of PMO, the best trade-off solution between the utilities (e.g., accuracy and model complexity) and fairness metrics in ML can be taken as the best desired solution in the ROI [28] of the Pareto front. In Fig. 1, an example of the PMO is presented, where solutions (a, b and c) are the best desired solutions in the corresponding ROIs under different reference vectors. Therefore, when the objectives (f1 and f2) are set to the utility and fairness of ML, then the weight vectors can be extracted according to the relative importance between the objectives, and the solutions are the best trade-off under different weights [22], [29], [30]. In a joint optimization between fairness and utilities of ML, Zhang et al. [29] argue that ensuring fairness in decision making is not just a matter of creating new algorithms that are “fairer” but it is an iterative and interactive process that involves multiple stakeholders. Therefore, integrating preferences from the users into the fairness-aware optimization may alleviate the issue of unfairness in ML [31].

The notions of fairness in FML are considered in various domains of applications such as classification, clustering, regression (or prediction), and ranking [32], [33], [34], [35]. However, the notions of fairness may also appear in different optimization scenarios, on the condition that the biased optimization disproportionately violates the expectations of certain groups of people such as their interests or preferences. Hence, fairness-aware multi-objective optimization (FMO) is of paramount significance and therefore we believe FMO will be an increasingly important research topic.

For example, in the optimization of dynamic prices for
electric vehicle charging, Limmer and Dietrich [36] designed a FMO framework by considering the objectives of minimization of unfairness of the dynamic prices, maximization of the expected profit, and the maximization of price. The unfairness comes from that it is perceived as unfair to the people who experience different prices for similar products [37]. Their experimental results show that the increase of the fairness does not impact the expected profit to some extent compared with single optimization of the profit. That is, this example has verified that it is possible to maximize the profit of the charging station operator while mitigating the unfairness issue in dynamic prices for the customers. FMO is an emerging topic in the optimization of dynamic prices for electric vehicle, and more studies are deserved to the problem by considering extra objectives such as the minimization of the number of declining customers and rejection rate [38].

In addition, with the development of Cloud computing and Internet of Things, the resource allocation with respect to the fairness has attracted many attentions [39]. In the resource allocation problem, the resource providers bid to offer their services in a reverse auction-based cloud market, from which cloud users purchase the resources. Although the users are able to benefit from this type of auction to get their resources at a minimum price, it may result in only several cloud providers dominating the whole cloud market. The reason lies in the fact that most customers show more trust in existing providers. In this situation, the fairness embodies in giving more chances to the “always losing” providers [40]. Another fairness defined in [41] is to make sure that the users have the equalized maximum ratio of any resource they have in the resource pool, which is also extended to solve the multi-resource allocation in heterogeneous cloud computing systems [42]. Although some studies [43], [44] have taken the cloud resource allocation problem as a multi-objective optimization problem (MOP), the notions of fairness are not taken into account.

In recent years, fairness-aware federated learning has become a hot topic in ML [9] for the following reasons. Firstly, the participants or clients are self-interested, and they are not willing to share their data without incentive rewards. Secondly, fairness is required for a sustainable development of the federated learning ecosystem where there is no discrimination against any individuals or groups with specific attributes. Different types of definitions for fairness have been proposed. For example, performance fairness is defined so that more emphasis is put on the uniform accuracy distribution across the participants, instead of only considering the interest of the central controller. Collaboration fairness aims to ensure that participants with larger contributions will receive higher rewards. Model fairness shows that there is no discrimination of the model against specific groups of people. Meanwhile, the above notions of fairness also exist in federated optimization [45], [46], where data subject to privacy restrictions is collected in a distributed way for data-driven optimization. So far, few studies have ever investigated the fairness-aware federated optimization.

To the best of our knowledge, no comprehensive discussions about FMO have been reported in the literature. To fill the gap, this survey paper discusses fairness in multi-objective optimization together with FML and PMO to reveal the connections and differences between these three research topics. The main contributions of this paper are as summarized as follows.

1) For the first time, the importance of fairness in multi-objective optimization is pointed out and explicitly emphasized, and the relationship between preferences and fairness in multi-objective optimization is explored.
2) A number of representative case studies of FMO are highlighted to gain deeper insights into fairness in multi-objective optimization, data-driven optimization, and federated optimization.
3) Challenges and opportunities in FMO and fairness-aware multi-objective ML are identified and promising future topics are suggested.

The rest of the paper is organized as follows. Section II briefly introduces the concept of fairness in multi-objective optimization. Then, Section III presents the preliminaries preference-driven multi-objective optimization, followed by a discussion of the relationship between preference and fairness in Section IV. Section V elaborates the notions of fairness in various multi-objective optimization frameworks. Then a number of challenges and promising research opportunities are presented in Section VI. Finally, Section VII concludes the paper.

II. MOTIVATION

To discuss fairness in PMO in relation to FML, we plot the pipelines of ML and PMO in Fig. 2. From Fig. 2 (a), we can see that the data used for building ML model is abstracted from the state-of-the-world. After that, the ML model is trained on the data to learn the knowledge in the data. For example, a convolutional neural network can be trained for face recognition [47] on a set of face images with labels. Once the model is trained, it can then be used to make inferences (predictions), and further refined via the feedback from the users. In some cases, the users may interact with the world through the ML model such as a recommendation...
In PMO, as shown in Fig. 2 (b), an MOP is extracted from a real-world application either by mathematical modelling or data-driven surrogate modelling [39], [50]. After that, the MOP is optimized by a multi-objective optimization method and consequently a set of representative solutions will be obtained [24]. Next, the DM will select a small subset of preferred solutions from the obtained solutions [25], [26]. The DMs may also interact with the optimization process by incorporating their feedback (e.g., preferences) into the search process to tune the optimization model [51], [52]. Finally, the most preferred solutions will be implemented on the real application. From the above introduction, we can see that the two pipelines share many similarities. For example, both pipelines are interacting with human users to satisfy the users or DMs with an accurate model or preferred solutions. In addition, the model or solutions are obtained through training the model on the data or optimizing an MOP.

Although there are many similarities between both pipelines, much more attention has been paid to FML [9], [10], [11] than FMO. On the other hand, FMO has become increasingly important in many optimization problems such as the optimization of dynamic prices for electric vehicle charging [36] and resources allocation optimization [39]. Many concerns about unfairness in multi-objective optimization have arisen, however, little has been done to address these concerns. For example, different distributions of training data may result in surrogates of an MOP with different levels of fidelity [50], which may produce biases in the performance and result in biased search towards uninterested regions. In federated optimization [46] where the data subject to privacy can be collected only in a distributed way, performance fairness [9], collaboration fairness [9], and model fairness [9] will also become an important issue. In addition, optimization processes with/out considering fairness will result in different solutions [37]. A decision making stage without considering fairness may also lead to discrimination issues [53].

To conclude, fairness is of great importance in both ML and multi-objective optimization, and biased ML models or solutions will violate the expectations and interest of certain groups of users or DMs. Thus, fairness in multi-objective optimization will be increasingly important, just as in FML.

### III. Preliminaries

In this section, some background of the traditional MO and PMO [25], [26], [54] is presented before we introduce fairness-aware optimization.

#### A. Multi-objective optimization

MOPs involving multiple conflicting objectives are ubiquitous in the real world, to which a set of trade-off solutions will be found [24]. Without loss of generality, an MOP can be formulated as follows:

$$\begin{align*}
\text{minimize} & \quad \mathbf{f}(\mathbf{x}) = (f_1(\mathbf{x}), \cdots, f_m(\mathbf{x}))^T, \\
\text{subject to} & \quad g_j(\mathbf{x}) \leq 0, j = 1, \cdots, J, \\
& \quad h_k(\mathbf{x}) = 0, k = 1, \cdots, K, \\
& \quad \mathbf{x} \in \Omega,
\end{align*}$$

where \( \mathbf{x} = (x_1, \cdots, x_n) \) is the decision vector. \( \Omega \subseteq \mathbb{R}^n \) is the decision space, and \( n \) is the number of decision variables. \( \mathbf{F} : \Omega \rightarrow \mathbb{Y} \) consists of \( m \) objectives, \( \mathbb{Y} \subseteq \mathbb{R}^m \) is the objective space. \( g \) and \( h \) are the inequality constraints and equality constraints, respectively. \( J \) and \( K \) are the corresponding number of constraints. In multi-objective optimization, a solution \( \mathbf{x}_1 \) is said to Pareto dominate another solution \( \mathbf{x}_2 \) (denoted by \( \mathbf{x}_1 \prec \mathbf{x}_2 \)), if and only if \( \forall i \in \{1, \cdots, m\}, f_i(\mathbf{x}_1) \leq f_i(\mathbf{x}_2) \) and \( \exists j \in \{1, \cdots, m\}, f_j(\mathbf{x}_1) < f_j(\mathbf{x}_2) \). The Pareto optimal set (\( \mathcal{P}S \)) of an MOP is formed by all Pareto optimal solutions, i.e., \( \mathcal{P}S = \{ \mathbf{x} \in \Omega | \forall \mathbf{y} \in \Omega, \mathbf{y} \prec \mathbf{x} \} \), where a solution \( \mathbf{x}^* \) is Pareto optimal if there is no solution \( \mathbf{x} \in \Omega \) that dominates \( \mathbf{x}^* \). The mapping of the PS in the objective space is called the Pareto optimal front (\( \mathcal{P}F \)), i.e., \( \mathcal{P}F = \{ \mathbf{f}(\mathbf{x}) | \mathbf{x} \in \mathcal{P}S \} \).

In traditional multi-objective optimization, a set of trade-off solutions of the \( \mathcal{P}F \) is commonly required to be obtained if no specific preference is given [24]. If the DM has a priori knowledge of the optimization problem, e.g., the relative importance about the different objectives, such knowledge
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can be articulated as preference information to be incorporated into the optimization process [55], [56], leading to the identification of the solutions in the ROIs [25]. Therefore, the preference-driven methods in evolutionary multi-objective optimization aim to get a representative subset of the Pareto optimal solutions in the ROI [57]. By contrast, the methods in multi-criteria decision making community commonly use mathematical programming methodologies to find one most preferred Pareto optimal solution [24].

B. Preference-driven multi-objective optimization

1) A priori, interactive and a posteriori multi-objective optimization: According to the time when the DM interact with the optimization, i.e., before, during, or after the optimization, the preference-driven methods can be classified into a priori, interactive, a posteriori approaches [24].

- In the a priori optimization, the DM interact with the optimization by using his/her preferences to guide the search before the optimization starts. An underlying hypothesis is that the DM has sufficient a priori knowledge, and is able to accurately articulate the preferences [25].
- The interactive optimization enables the DM to interactively guide the optimization by tuning the DM’s preferences on the basis of the already obtained solutions [54], [52]. With the guidance of the progressively provided preferences, the interactive multi-objective optimization will gradually find the preferred solutions. The main difficulty of the interactive methods lies in the fact that the tuning process is arduous and sometimes intractable [27], [52].
- The a posteriori optimization is performed after a representative solution set of the Pareto front (\(P_F\)) is obtained by any optimization methods [58], [59], [60]. The main idea of the a posteriori optimization is to choose a small number of the solutions from the provided solution set according to the DM’s preference [24]. The a posteriori optimization will become increasingly difficult when the number of objectives increases, since it is resource-intensive and time-consuming to get a good representative solution set of the \(P_F\) in a high-dimensional objective space [27], [61], [62].

2) User preference modelling: Preference models are the links or interfaces between the user preferences and the optimization methods. Following the study [52], we categorize the commonly seen preference models into value function (or utility function), dominance relation, and decision rules.

- Value function: Value functions are commonly seen as scalar (or aggregation) functions of all objectives, which transform the comparison of all objectives into the ranking of the fitness values during the environmental selection [63]. Widely used scalarizing functions include the weighted sum approach [24], Tchebycheff approach [24], penalty-based intersection approach [64], [51], angle penalized distance [65], weighted Euclidean distance approach [66], achievement scalarizing functions [67], [68], expected marginal distance functions [69], and the minimum Manhattan distance approach [70], [71].

In summary, preference models bridge the gap between the DM and the optimization algorithm in various ways, in order to meet different situations and preference articulations.

3) User preference articulations: According to whether a DM can properly articulate his or her preference, the preference information can be classified into explicit (or informed) and implicit (or uninformed) preference [25], [26].

- Explicit preference: The explicit preference information can be divided into three categories according to whether the comparisons are performed on objectives or solutions [52].
- Expectation: Expectation is commonly embodied by a goal or a reference point that reflects the aspiration level on each objective the DM intends to achieve [66]. The DM can freely set the reference point which may be feasible or infeasible, based on the a priori knowledge of the ranges of objectives [86], [87].
- Comparison of objective functions: 1) Weights: Different from the reference points, the weights (or weight vectors) show the relative importance of the objectives from the perspective of the DM [88], which are commonly embedded into the aggregation functions such as the weighted sum approach [24], Tchebycheff approach [24], and their modifications [89], [90]. 2) Preference relation: Slightly different from the weight vectors, the preference relation is only a contrast relation to reflect which objective is more, equal or less important than another objective [91], [78], [92] such as the analytic hierarchy
process [92]. 3) Reference vectors: They indicate the evolution directions of the sub-problems with respect to different objectives and usually originate from the ideal point (or the original point) to the reference points [93]. Solutions associated with them will be guided towards the intersections between the reference vectors and $\mathcal{PF}$ such as the penalty-based intersection approach [64], [51] and angle penalized distance [65]. 4) Trade-offs: Trade-offs can provide the search directions on the manifold of the $\mathcal{PF}$, but the DM needs to set the amount of improvement on some or all objectives except for the reference objective which suffers from a unit of sacrifice [24]. 5) Classification of objectives: The main idea is to separate different classes of objectives according to the aspirations of the objectives [94]. For example, one class of objectives ($f_1$ and $f_2$) should be increased to meet the specified upper bounds.

- **Comparison of solutions:** 1) Pairwise comparison of solutions: The key motivation is to judge the solutions in the population whether they are preferred or incomparable with each other, such as the outranking relation [63], [95] and preference ranking [96]. 2) Classification of solutions: The core idea is to separate the solutions into multiple classes where the solutions in the same class are incompatible with each other [80]. 3) Selecting the most preferred solution: It intends to choose to best solution among the given solution set based on the qualitative preference information from the DM [97].

- **Implicit preference:** In the multi-objective optimization, there are some situations where DMs cannot explicitly articulate their preferences, due to the lack of a priori knowledge of the highly complex optimization problems, the intractable and laborious interactive process, or few available observations which result from the resource-intensive and time-consuming computation [27]. Consequently, the implicit preference, especially the knee point [26], has attract much attention and been adopted as the preference in the multi-objective optimization [98]. The knee points are located in the regions where bulge out the most on the $\mathcal{PF}$ [99] and they need a large compromise (or deterioration) in at least one objective to get small improvement on other objectives [100], as shown in Fig. 3. Interested readers are referred to the comprehensive review [26] for more details about the knee points.

### IV. FROM PREFERENCES TO FAIRNESS

In this section, we will elaborate the relationship between preferences and fairness. Firstly, an introduction of fairness in ML is presented, including the sources of the bias, notions of the fairness, and the approaches to ensure fairness in ML. Then, the differences between the fairness and preferences are discussed.

#### A. Fairness in machine learning

1) **Bias in ML:** In Fig. 4, the feedback loop of bias (or discrimination) [33] has shown that the biases are not only in data, algorithms or ML models but also in user experiences [101], [102], [103].

- **Bias from data:** When the training data contains biases, the ML models trained on such data will be impacted and may produce biased predictions or unfair outcomes [104]. The bias in data may come from, among others, human prejudice, stereotypes based on sensitive attributes [105], ignorance of specific features [106], or non-representative samples [105], [107].

- **Bias from model:** The design of ML models may produce algorithmic bias [20], such as the improper parameter settings of the designed optimization methods and regularization, improper regression models, or statistically biased estimators [108]. Besides, the bias may also appear in the presentation of the results, like making the popular or top-ranked items easily exposed on a website [20], [109]. In addition, inappropriate evaluation of the model may also produce unfairness or bias [105], such as disproportional benchmarks in facial recognition [107].

- **Bias from users:** The bias mainly comes from the data generation or user interactions, and any inherent biases in users may lead to biased data which then further make the ML model unfair [105]. For example, non-representative data may come from different platforms having different user demographics [103]. In addition, decisions of a user can be influenced by others’ decision making (or the average group statistical results) [20], and users behaviors also vary from different platforms [103]. Notably, the bias may also come from the difference in the contents generated by users in different genders, ages, regions, or with different languages [110].

2) **Notions of fairness in machine learning:** According to the surveys [103], [33], [101], the fairness metrics can be roughly classified into group-based fairness, subgroup-based fairness, and individual-based fairness.

- **Group-based fairness** aims to make different groups equally treated. Several metrics of group-based fairness are introduced as follows. **Demographic parity** [111] denotes that each group has equal probability to be classified with the positive label [112], [113]. **Equal Opportunity** [114] indicates that the true positive rates
are the same across different groups. Equalized Odds [114], [18] means that the protected and unprotected groups have the same true positive rate and false positive rate. Treatment equality [18] means that the ratio of false negative prediction to false positive prediction is the same for both protected and unprotected groups. Test fairness (calibration) [23], [115] aims to ensure people have the same probability to be assigned to a positive class when they are from different groups but with the same predicted probability score. Conditional statistical parity [116] means that different groups of people have equal probability of being assigned to a positive class given a set of legitimate factors.

- **Subgroup-based fairness**: imposes a statistical constraint across a large number of subgroups defined by the protected attributes. For example, Subgroup fairness picks a statistical fairness constraint (e.g., equalizing false positive rates across protected groups) and then asks the constraint whether it is hold over an exponentially or infinitely large collection of subgroups [117], [118].
- **Individual-based fairness** attempts to make similar individuals have similar predictions. Fairness through unawareness [119] aims to ensure that any protected attributes or features are not explicitly used in the decision-making process [120]. Fairness through awareness [111] indicates that similar individuals should have similar predictions. Counterfactual fairness [120] ensures that a decision is fair towards an individual if the decision in actual world coincides with that in counterfactual world where the individual belongs to a different demographic group.

3) **Mitigating unfairness in machine learning**: The fairness-aware methods in ML are commonly classified into pre-processing, in-processing, and post-processing approaches.

- **Pre-processing approaches** remove the bias of the data or modify the features spaces unrelated with sensitive attributes before the ML model is trained. The commonest way is to learn a new representative of the data [113], [121], [122], which preserves as much information as possible and is insensitive to the protected attributes. In addition, some studies try to use selective weights on the tuples (attributes, label) of the training data to mitigate unfairness [123], or repair the feature values of data in order to increase group fairness while not breaking their ranking orders within groups [124], [125]. Besides, the re-balance of the data [126] is essential in building fair models, which aims to to under- or oversample observations from certain sensitive feature groups to balance the data distribution [127].

- **In-processing approaches** change the learning algorithms by enforcing fairness constraints during the model training [128]. Commonly, the objective of maximizing the prediction accuracy is optimized subject to the fairness constraints, or vice versa [6], [125], [129]. In addition, adding regulation terms of fairness to the optimization objective is another strategy to mitigate the unfairness [112].

Recently, multi-objective evolutionary learning strategy is adopted to handle such multi- or many-objective optimization problem with respect to the model accuracy and different fairness metrics [22], [130]. Adversarial learning is also used to mitigate unfairness by maximizing the prediction ability and minimizing the adversary’s ability in predicting protected attributes [104].

- **Post-processing approaches** apply transformations to the pre-trained model so as to make the outcomes fair on the condition of given fairness metrics. For example, calibrating decision threshold is a common way to mitigate the unfairness [114], [131]. Moreover, Pleiss et al. [132] came up with a relaxed equalized odds with calibration to find probabilities for the balance between achieving parity and preserving calibrated probability estimates. Kamiran et al.[133] proposed a reject option classification to find the balance between providing positive labels to deprived groups and negative labels to favored groups under uncertainty.

B. **Differences between preference and fairness**

As shown in Fig. 5, we can see that PMO and FML show many similarities and differences.

1) **Similarities**: The fairness metrics described in the previous subsection are kind of preferences from DMs. Different backgrounds of culture or other social factors make DMs to have different perspectives in looking at the fairness [134]. As a result, no single definition of fairness can satisfy all DMs, and different fairness metrics may even conflict with each other [23], [29]. For example, there is a trade-off between the individual fairness and group fairness [23]. In fairness-aware federated learning, the collaboration fairness ensures that the clients with more contributions will get higher rewards [9]. Therefore, different definitions or descriptions of fairness potentially represent the expectations of different groups of people.

The unfairness or inequality sometimes comes from the individuals’ preference [135], [136]. For example, the social inequality and discrimination in social networks arises from predefined communities and people's preferences in building
new connections [135]. An underlying assumption of FML is that the preference of the DMs is often known beforehand. Although it does not always hold in practice [137], preferences can be considered in the preference-driven FML to improve model accuracy without violating the preferences [136], [138], [139]. Taking complex online advertising as example, we can see that the targeted advertising is in line with the preference of the DM, which is often unknown in advance and will be estimated in practice [136], [140].

2) Differences: In a broad sense, fairness is the absence of any bias towards a DM or groups based on their sensitive attributes in the context of decision-making [23], [141]. However, Kim et al. [136] show that less-preferred outcomes will be found under the constraint of individual fairness when DMs have their preferences over the outcomes. In other words, preferences and fairness are not necessarily consistent with each other. In a narrow sense, preferences are commonly articulated as threshold to determine the tolerance of unfairness [131], [133], [142], [143], or the trade-off preference between the fairness and model accuracy [22], [130]. That is, preferences in ML are meant for assisting in finding acceptable fair outcomes for DMs.

Since the outcomes finally serve the DMs, a number of studies have been proposed to satisfy the DMs' preferences over the outcomes of the decisions [136]. For example, Zafar et al. [139] proposed two preference-based notions of fairness to allow any group of DMs to collectively prefer the outcomes without considering the fairness as compared to the other groups. Their results have shown that the preference-based fairness often achieves higher accuracy than other parity-based fairness notions. Valera et al. [143] have revealed that the accuracy and fairness can be significantly improved by estimating the thresholds used by DMs to balance the exploitation (selecting accurate and fair decisions) and exploration (selecting decisions satisfying DMs’ preference).

V. FAIRNESS IN MULTI-OBJECTIVE OPTIMIZATION

In this section, we will introduce notions of fairness in multi-objective optimization from various perspectives. Then, the differences between the fairness in multi-objective optimization and ML will be discussed.

A. Fairness in traditional multi-objective optimization

1) Fair sampling in multi-objective optimization: In 2004, Laumanns et al. [144] came up with theoretical running time analysis on multi-objective evolutionary algorithms from the aspect of the fairness of sampling. By fair sampling, it is meant that the number of offspring generated by all individuals are equal at the end of optimization. Their experimental results show that fair sampling is able to accelerate the optimization. Following the above idea, Friedrich et al. [145], [146] took further investigation on how the fairness influences the runtime behavior by considering the fair sampling in decision space or objective space. Their experimental results have demonstrated that the influence from different fair sampling mechanisms varies significantly with the runtime of the optimization process on different optimization functions. Qian et al. [147] also investigated the effectiveness of mixing fair selection mechanisms (w.r.t. the decision space or objective space) to multi-objective optimization, where the fairness is to ensure the balance of number of offspring of all individuals in current population. Their results indicate that the advantages of one fair selection mechanism can compensate for the disadvantages of another.

2) Fairness in the optimization of dynamic prices for electric vehicle charging: Dynamic pricing scheme is one of popular methods for the reduction of the cost of electric vehicle charging. The optimization of dynamic prices can be described as an MOP by optimizing the prices to maximize the profit of charging station operator, minimize the number of declining customers either when the price is too high or when the stations are occupied [148]. However, varying prices may cause unfairness that people experience different prices for similar products [37]. Hence, Limmer et al. [36] consider two notions of fairness and transfer them into two objectives in the optimization of dynamic prices. One is that customers should receive similar prices when they arrive in the same charging time window requesting similar orders. The other is that customers should get similar price offers when they have similar requests arriving in different but nearby time windows. Their experimental results show that the fairness-aware optimization method is able to increase the fairness and keep the expected profit, but may increase the number of declining customers. To some extent, the maximization of fairness does not impact the profit. However, more investigations are essential on the fairness for different charging strategies [149].

3) Fairness in optimization of next release problem: The next release problem (NRP) [150] is to find the balance between the cost and benefits for the next release of software under a number of requirements from customers. It often happens that requests from a customer are inconsistent with those from another. Therefore, selecting appropriate requirements for the release of next version of software is a critical decision to make for software companies [151].

Finkelstein et al. [152] investigate the trade-off in different notions of fairness in the optimization of NRP, in order to find the fair allocation of requirements to the clients. To this end, they have explored the fairness in requirement assignment. Three factors to balance the fulfilled requirements between the clients are taken into account, i.e., the number, value and cost of the requirements. This study has proposed three models of fairness: fairness on absolute number of the fulfilled requirements, fairness on absolute value of fulfilled requirements, and fairness on the percentage of value and cost of fulfilled requirements. Their experimental results show that there is a strong trade-off between the number of requirements and fairness to the clients. Their study can help DMs provide the clients with fair allocation of requirements based on various fair metrics. During the decision-making stage, Ghasemi et al. [153] suggested to take different quality indicators like fairness in requirement assignment to compare the obtained Pareto non-dominated solutions of NRP [152], which plays an important role in requirement analysis or decision making.

4) Fairness in preference learning: Preferences are commonly to show a partial ordering over outcomes, and the aggre-
gation of the pair-wise preference to a final decision is crucial. However, different DMs may have varying voting rules, while ensuring fairness of the aggregation of the pair-wise preference attracts much attention. Rossi et al. [154] define the fairness of preference aggregation from four aspects. Freeness is to ensure no restriction on the outcomes. Independence to irrelevant alternatives is to ensure the relation between two outcomes (or alternatives) depending only on their preference relation given by the DMs (and not on their preferences over other outcomes). Monotonicity is to ensure that moving up the position of an outcome in one preference ordering does not lead to the moving-down of the position of the outcome in other preference ordering. Non-dictatorial is to ensure that there is no DM such that, no matter what other DMs give their preferences, the DM is never contradicted in the outcome. They have studied a number of preference aggregations and demonstrated that under certain conditions on the partial orders, no preference aggregation system can be fair when there are at least two DMs and three outcomes to order. The conclusion has also been proved in [155] which indicates the unfairness comes from the dependence to irrelevant outcomes.

5) Fairness in resource allocation: Resource allocation problems (RAPs) [156] are ubiquitous in many areas, such as task scheduling [157], [158], emergency service allocation [159], [160] and Cloud service allocation [44], [43]. In recent decades, equitable allocation of resources that ensures equitable distribution of resources to users [39], [40], [41], has become a popular research topic.

In handling the network resource allocation problem, Michael et al. [161] have theoretically studied the linear optimization of RAPs with respect to multiple equitable criteria. They have proposed the notion of equitable efficiency to identify the preferred solutions having better distribution of the outcome values (i.e., objectives of an MOP) from a large number of Pareto optimal solutions. The principle behind the equitable efficiency is that any small amount of transfer from an objective to any other relatively worse-off objective produces a more preferred solution in the objective space. For example, a solution \( B=(2,2,2) \) with better distribution on objective values is generated from solution \( A=(4,2,0) \) after two units transfer from \( f_1 \) to \( f_3 \). Following the above principle, equitable rational preference relations [162] is developed to refine the selection of Pareto optimal solutions, which is also applied in network resource allocation [163], [164], [165].

Similarly, there are also increasing concerns about fairness on facility location problems (FLPs) that aim to find optimal locations of facilities to satisfy the demand of customers. In [166], the notion of fairness is to ensure that the maximization of the covered demand of one facility does not negatively impact the demand coverage of others. In ambulance location problem [160], [167], the fairness is denoted by the maximization of Bernoulli-Nash social welfare [168], i.e., maximizing the joint probability that everyone receives ambulance on time.

In addition, notions of fairness are also considered in the water resource allocation problem, since the overuse or poor management of water resources may lead to droughts or water crisis [169]. In handling intermittent operation of the water distribution networks problem, Solgi et al. [170] formulate the fairness into the uniform distribution of water supply to the water consumption nodes of the network. In [171], [172], the equity principle denotes the fair use of water resources, i.e., the users having higher levels of water use are allocated with more water resources. In addition, Tang et al. [173] have proposed a multi-objective optimization model to deal with the water resource allocation problem. The designed objectives are to minimize water shortage risks and ensure the fairness of regional water distribution, where the fairness is described by Gini coefficient [174] across agricultural, industrial and domestic sections.

B. Fairness in data-driven optimization

Data-driven optimization aims to solve the optimization problems where the evaluation of objective (or fitness) or constraints are based on data collected from physical experiments, numerical simulations, or everyday life [49], [50], [175]. Recent years have seen a few single-objective cases of fairness-aware data-driven optimization, while no fairness-aware multi-objective optimization has been reported.

1) Data-driven turbulence modelling: In [176], Jiang et al. take into account the fairness in the data-driven turbulence modelling for engineering simulations, where the fairness is to ensure no prejudice in predicted outcomes across multiple classes of flows. To this end, this study has proposed a clustering-based unbiased data sampling and a fair cost function design since the unfairness may come from the training data or cost functions. The clustering-based unbiased data sampling is based on an unsupervised classifier without a priori knowledge, which is able to re-balance the sample diversity between different subregions. In other words, the fair sampling technique is beneficial to the development of the data-driven turbulence model across different flow patterns. The latter ensures the applicability of the hyperparameter settings of the training model across similar cases. In addition, it guarantees fair contributions of all stress anisotropy components of turbulence model to the overall training error. Their results show that the training model has good generalization across two- and three-dimensional flows.

2) Data-driven wireless resource allocation: In [177], Sun et al. have proposed a new memory-based continual learning formulation for wireless system design, which enables data-driven approaches to continuously learn and optimize wireless resource allocation in a dynamic environment. In this study, a deep neural network is trained based on current data batch and a working memory of representative historical data for dynamic environment. Especially, a notion of sample-fairness criterion [178] is introduced to give the data samples having relatively lower performance higher probability to be selected into the memory. The assumption is that the model will perform well on data samples in dynamic environment if the model is capable of achieving good performance on challenging and under-performing samples. Their experimental results have demonstrated that the fairness-aware data-sample selection is able to contribute to the competitive performance of the data-driven approach for wireless resource allocation in dynamic environment.
Referring to fair resource allocation, Kaur et al. [179] have developed data-driven pandemic risk assessment and optimization framework to achieve fair COVID-19 vaccine distribution among COVAX\(^1\) countries. Their results have shown that the data-driven risk assessment model is able to facilitate the optimal distribution of limited vaccine resource in the optimization of the Jain’s fairness [180] embedded objective function, where the fairness ensures that the vulnerable countries lacking vaccine resources have a priority to get support under the consideration of combined risk across all COVAX countries.

3) Data-driven fairness-aware Bayesian optimization: Bayesian optimization is a popular and effective data-driven optimization approach [181]. In [182], Perrone et al. have proposed a general constrained Bayesian optimization framework which is able to cater different ML models and one or multiple fairness constraints. Following the Bayesian optimization [183], this study iteratively tunes hyperparameters (x) based on the best query (x*) which is achieved by maximizing an acquisition function. The acquisition function is built on a posterior Gaussian process with respect to the designed objective \(f(x)\) (i.e., accuracy) and fairness constraint \(c(x)\). The fairness in this study is expressed as the probability of satisfying the fairness constraint \(P(c(x) \leq \epsilon)\) [184], [185], where \(\epsilon\) is an unfairness bound [186]. Notably, given \(D\) fairness constraints, then a product of the probabilities is replaced, i.e., \(P = \prod_{d=1}^{D} P(c_d(x) \leq \epsilon_d)\). Once a new query (x*) is found, then it will be evaluated by the designed objective and constraint functions, i.e., \((f(x^*), c(x^*))\). After that, the pool of \(\{x, f(x), c(x)\}\) is updated with the evaluated solution. After a number of iterations, the best hyperparameter configuration will be acquired from the pool of \(\{x, f(x), c(x)\}\). Their experimental results show that the proposed fairness-aware Bayesian optimization is flexible to arbitrary fairness measures and competitive with the state-of-the-art algorithmic fairness techniques.

C. Fairness in federated optimization

Federated optimization is firstly proposed in [45], where the data-driven optimization collects data in a distributed way when the data is subject to privacy restrictions. In Fig. 6, an example of the federated optimization is given. Undoubtedly, federated optimization is a special case of data-driven optimization [50], [49], [175]. The main difference lies to the global model \((W_G)\) obtained by sorted averaging on local models \((W_1, \ldots, W_K)\) to approximate the fitness functions (commonly refer to the objectives) [50]. Another difference is the training data distributed on the local clients and cannot be directly manipulated in an ensemble way. The fundamental difference between the federated optimization and federated learning is that federated optimization aims to assist the optimization process in finding the global optima or \(\mathcal{PF}\) of the corresponding single optimization problem [45] or MOP [46], respectively, while federated learning is to train highly accurate global model [187], [188].

From Fig. 6, we can see that federated optimization shares many similarities with federated learning such as the similar federated framework with distributed data, and model aggregation. Unfortunately, there are few studies on the fairness-aware federated optimization, although the fairness-aware federated learning has been fast developed in recent years [9]. Especially, we can find out that the fairness issues may also exist in federated optimization. For example, the accuracy of the local models of federated optimization varies because a local model may not be updated when the new candidate solution is located in the infeasible region of optimization problem [45], [46]. As a result, inaccurate models may mislead the optimization process. Accordingly, the performance fairness [189], [190] should be taken into account that uniform accuracy distribution across the local models should be ensured. Another example is that the clients are not willing to share their data without incentive rewards. As a result, the collaboration fairness [191] can be borrowed from fairness-aware federated learning that the participants with higher contribution will receive higher rewards [9]. In federated optimization, the rewards may be described as the preference for some objectives (or local models). In addition, the training data with sensitive attributes may make the accuracy of the local models various, leading to biased optimization on different objectives. Therefore, the biased optimization may result in the solutions located in a small region of the \(\mathcal{PF}\) that only satisfies certain groups of people. In other words, biased optimization may harm the benefits of specific groups of people who are not interested in the obtained ROIs. A fair example is given in Fig. 1 where the ROIs consist of the solutions under diverse preferences from different groups of people. Therefore, the notion of model fairness [32], [33], [34] from FML can be adopted to handle the fairness-aware federated optimization problem to ensure that no discrimination of the model against specific groups of people will happen.

D. Differences between fairness in optimization and machine learning

ML is to learn or abstract a model and its corresponding hyperparameter configurations based on the given data set, while the fairness in ML mainly acts on the relationship between the learned model and abstracted hyperparameter configurations.
Most fairness-aware machine learning methods aim to ensure that the model performance is insensitive to the protected or sensitive attributes [32], [33], [35]. By contrast, the fairness considered in optimization is to ensure the equity among the individuals (or groups) and there is no concern with the sensitive attributes. Therefore, fairness in optimization may lie in all aspects influencing the optimization process, such as the fairness-aware multi-objective optimization [36], fairness between the preferences from DMs [150], [154], and fair-outcomes [158], [160], [177].

In essence, all machine learning problems are optimization problems [193] where the optimization objectives are typically designed with respect to the learning model, such as the maximization of model performance (e.g., accuracy), maximization of diversity [194], minimization of model complexity [195], maximization of communication efficiency in federated learning [187], [188], maximization of robustness [196], [197], among many others [193], [198]. Specifically, fairness metrics are regarded as extra objectives in the optimization to ensure the fairness of the learning model [22], [29], [30]. Different from conventional learning methods to solve one of the objectives or a scalar function of multiple objectives, the Pareto-based multi-objective machine learning [195], [199], [200] simultaneously optimizing multiple objectives has received increased interest recently. The reason is that we can gain a deeper insight into ML problems by analysing the $\mathcal{P_S}$ and $\mathcal{P_F}$. Therefore, from the above perspective, fairness-aware machine learning can also be seen as a category of fairness-aware optimization.

VI. CHALLENGES AND OPPORTUNITIES

According to the above discussions, there are several promising lines of research embodied with a number of challenges and opportunities.

A. Fairness-aware multi-objective optimization

According to the discussions in Section V, the following lines of research are promising and of great importance to handle challenges in FMO.

- As discussed in Section IV-B, different definitions of fairness may satisfy different groups of people due to different backgrounds of culture or other social factors [134]. Accordingly, one promising line of research is how to satisfy the preference of the DMs to design proper fairness metrics to different applications [36]. Another common issue to be solved is whether we should take fairness as objectives, constraints, or penalize objective with fairness requirements.
- It has been demonstrated that there is a trade-off between the model performance and fairness [22], [29], [30] and it is challenging to mitigate unfairness among all clients or groups of people. Hence, more investigations may be essential on integrating preferences from the users into the fairness-aware optimization, in order to alleviate the issue of unfairness [31], [201].
- It has been found theoretically that fair sampling may affect the runtime of the optimization process [145], [146]. However, more investigations are required on the fair performance indicators [202] and fair comparison between the outcomes [154].
- There is a specific kind of expensive optimization problems where different objectives may have different evaluation time or number of evaluations [203], [204]. Hence, how to ensure the fairness between the optimality of the data-driven objectives is essential. On the contrary, a question arises that all objectives are equally important or not during the optimization [205].

B. Fairness-aware data-driven optimization

Generally speaking, there are two lines of research in the fairness-aware data-driven optimization. One is to build data-driven models or surrogates to describe the fairness when the fairness cannot be explicitly articulated. The other is to find a fair model for handling the ML tasks when the fairness cannot be explicitly articulated. Accordingly, we can list a number of challenges of the data-driven optimization according to [192]. First, it is challenging to accurately describe the fairness with surrogate models when the fairness cannot be explicitly articulated. Second, there are no clear conclusive results on the best choice of bias-mitigating method on different category of tasks in different intervention processes. Third, the fairness-aware data-driven optimization or ML is not universally valid, so that their applicable situations need to be explored like training across heterogeneous data sources, decision making online and dynamic optimization for uncertain or open environment. Fourth, the notions of fairness may be variant in different ML frameworks, such as the reinforcement learning [11], federated learning [9], supervised learning [114], unsupervised learning [206], and deep learning [207], [208]. Fifth, except the data protection law, other policies or standards to data equality or selection are essential for the development of fairness-aware data-driven optimization and ML.

On the other hand, if we focus on their difference, more investigations may be needed on how the issues of unfairness impact the data-driven optimization process. For example, the biased sampling process may generate different distributions of training samples, which may impact the accuracy of surrogate models [145], [146]. Another interesting topic is to learn preferences from DMs to set the appropriate level of fairness. For example, some researches take the probability of satisfying the fairness constraint $P(c(x) \leq \epsilon)$ as the consideration of fairness, where $\epsilon$ is an unfairness bound [186] and $\epsilon$ can be learnt from the DMs’ preference. In addition, fairness between the preferences from DMs [150], [154] is essential for fair decision making when multiple DMs are involved.

C. Fairness-aware federated optimization

Fairness-aware federated optimization will be an emerging research topic since it shares many similarities with the fairness-aware federated learning [9]. The performance fairness [189], [190], collaboration fairness [191] and model fairness [32], [33], [34] in fairness-aware federated learning may also appear in fairness-aware federated optimization as
introduced in Section V-C. In addition, fair sampling may be another line of research. When the distribution of the training data is biased, the surrogate models trained on the data sets in different local clients may lead to biased optimizations on different objectives after the average aggregation. In [176], it has been proved that the accuracy of the surrogate model is sensitive to the data distribution. Besides, it remains to be investigated that the average aggregation of local models is fair or not, since different clients may have varying voting rules [154]. Furthermore, how to ensure the fairness between different local models is an issue, when the local models have totally different structures or different types of optimization problems are in different clients. For example, the optimization problem on a client is a single-objective optimization problem, while the problems on others are multi- or even many-objective optimization problems.

**D. Fairness-aware multi-objective machine learning**

1) **Fair machine learning through multi-objective optimization:** In past decades, traditional methods for FML commonly either optimize the utilities of ML but subject to the constraints of fairness [209], [210], [211], [212] or optimize the fairness but under the limit of lower bound of utilities [8]. Recent, increasing attention has been paid to the optimization of both utilities and fairness through multi-objective optimization [22], [30], [213], [214], [215]. The studies [22], [214], [213] aim to find the balance between accuracy and multiple fairness metrics, while the study [214] uses the relaxations of fairness notions, the research [213] difference in fairness [186]. Valdivia [30] comes up with a multi-objective framework to ensure the fairness in decision tree models with a small sacrifice of the classification accuracy. In some domains where require high-quality service such as healthcare, Martinez et al. [215] argue improving minimax group risk in classification is critical, so that they formulate group fairness into an MOP where each sensitive group risk is regarded as an optimization objective. As a result, the worst-case classification errors can be reduced. As mentioned above, the conflicts between the fairness metrics and utilities deserves more investigations since some fairness metrics themselves may or may not conflict with each other [23]. In other words, properly choosing the metrics is crucial in building non-redundant fairness-aware models.

2) **Preference-driven fairness-aware deep multi-objective learning:** In [29], Zhang et al. propose a decision framework for joint optimization of fairness and utility, which adheres to the DM’s preferences. The preferences are expressed by weights to make trade-off between the fairness and utility. Ruchte et al. [31] sequentially transform the deep multi-objective learning into a single-objective optimization by inputted preference vector in each optimization iteration, and a penalty term is designed to ensure the well-spread of the preference vectors in the objective space. As a result, the whole $\mathcal{P}\mathcal{F}$ will be approximated. Besides, a fairness objective based on a relaxation of difference of equality of opportunity is defined in their study. Their experimental results show that the preference-driven fairness-aware deep multi-objective learning is competitive in getting a good trade-off between all objectives. However, preference articulations and fairness metrics from different DMs are various, especially in handling different practical applications. When the DMs cannot explicitly give their preference in fairness-aware deep multi-objective learning, the knees [26] may be an alternative to alleviate the burden of decision making for DMs [98].

**VII. CONCLUSION**

In comparison with the extensive concerns of unfairness of ML with respect to sensitive or protected attributes, much less attention has been paid to FMO, although FMO is also commonly seen in real life. Therefore, this paper aims to emphasize the importance of fairness in multi-objective optimization and promote the investigations on FMO. To this end, we discussed the difference between the preference and fairness in multi-objective optimization for better understanding of the notions of fairness. In addition, a number of cases from different optimization frameworks are presented and discussed, followed by a discussion of the relationship between the fairness in FMO and FML.

A number of promising lines of research have been suggested with respect to FMO and FML. In FMO, more investigations on how to ensure fair optimization are suggested, such as fair-sampling, constructing fairness-oriented objectives, and fair-outcomes. In addition, another potential topic is to balance the preference and fairness, since preference may alleviate the issue of unfairness [31], [201]. Especially, the fairness-aware federated multi-objective optimization deserves much attention, since the notions of unfairness in federated ML may also exist in federated multi-objective optimization. For FML, two topics, including fair machine learning through multi-objective optimization and preference-driven fairness-aware deep multi-objective learning, are of particular importance. We hope that this paper will promote studies on considering fairness in multi-objective optimization problems.

**REFERENCES**

[1] D. Pessach and E. Shmueli, “A review on fairness in machine learning,” ACM Computing Surveys (CSUR), vol. 55, no. 3, pp. 1–44, 2022.

[2] N. Mehrabi, F. Morstatter, N. Peng, and A. Galstyan, “Debiasing community detection: The importance of lowly connected nodes,” in 2019 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining (ASONAM), New York, NY, USA, 2019, pp. 509–512.

[3] T. Bolukbasi, K.-W. Chang, J. Zou, Y. Saligrama, and A. Kalai, “Man is to computer programmer as woman is to homemaker? debiasing word embeddings,” in Proceedings of the 30th International Conference on Neural Information Processing Systems, ser. NIPS’16. Red Hook, NY, USA: Curran Associates Inc., 2016, pp. 4356–4364.

[4] A. Bose and W. Hamilton, “Compositional fairness constraints for graph embeddings,” in Proceedings of the International Conference on Machine Learning, Long Beach, California, USA, 2019, pp. 715–724.

[5] M. B. Zafar, I. Valera, M. G. Rodrigue, and K. P. Gummadi, “Fairness constraints: Mechanisms for fair classification,” in Proceedings of the 20th International Conference on Artificial Intelligence and Statistics, PMLR, 2017, pp. 962–970.

[6] R. Berk, H. Heidari, S. Jabbari, M. Joseph, M. Kearns, J. Morgenstern, S. Neel, and A. Roth, “A convex framework for fair regression,” arXiv preprint arXiv:1706.02409, 2017.

[7] K. Yang and J. Stoyanovich, “Measuring fairness in ranked outputs.” in Proceedings of the 29th International Conference on Scientific and Statistical Database Management, New York, NY, USA, 2017, pp. 1–6.
L. Ma, N. Li, Y. Guo, X. Wang, S. Yang, M. Huang, and H. Zhang, R. Cheng, Y. Jin, M. Olhofer, and B. Sendhoff, "A reference vector guided evolutionary algorithm for many-objective optimization," IEEE Transactions on Evolutionary Computation, vol. 24, no. 2, pp. 320–331, 2020.

P. Agarwal, M. Sahai, V. Mishra, M. Bag, and V. Singh, "A review of multi-criteria decision making techniques for supplier evaluation and selection," International Journal of Industrial Engineering Computations, vol. 2, no. 4, pp. 801–810, 2011.

S. Bechikh, M. Kessentini, L. B. Said, and K. Ghedira, "Preference clarification of utility, outranking and decision rule preference models for many-criteria classification problems under partial inconsistency with the dominance principle," Control & Cybernetics, vol. 31, no. 4, pp. 1005–1035, 2002.

Q. Zhang and H. Li, "MOEAD: A multiobjective evolutionary algorithm based on decomposition," IEEE Transactions on Evolutionary Computation, vol. 11, no. 6, pp. 712–731, 2007.

R. Cheng, Y. Jin, M. Olhofer, and B. Sendhoff, "A reference vector guided evolutionary algorithm for many-objective optimization," IEEE Transactions on Evolutionary Computation, vol. 20, no. 5, pp. 773–791, 2016.

K. Deb and J. Sundar, "Reference point based multi-objective optimization using evolutionary algorithms," in Proceedings of the 8th Annual Conference on Genetic and Evolutionary Computation, ACM, New York, NY, USA: Association for Computing Machinery, 2006, pp. 635–642.

Z. He, G. G. Yen, and J. Ding, "Knee-based decision making and visualization in many-objective optimization," IEEE Transactions on Evolutionary Computation, vol. 25, no. 2, pp. 292–306, 2021.

F. Ruiz, M. Luque, F. Miguel, and M. del Mar Muñoz, "An additive achievement scalarizing function for multiobjective programming problems," European Journal of Operational Research, vol. 188, no. 3, pp. 683–694, 2008.

K. S. Bhattacharjee, H. K. Singh, M. Ryan, and T. Ray, "Bridging the gap: Many-objective optimization and informed decision-making," IEEE Transactions on Evolutionary Computation, vol. 21, no. 5, pp. 813–820, 2017.

W. China, L. G. Yen, and T. Juan, "Minimum manhattan distance approach to multiple criteria decision making in multiobjective optimization problems," IEEE Transactions on Evolutionary Computation, vol. 20, no. 6, pp. 972–985, 2016.

K. Zhang, G. G. Yen, and Z. He, "Evolutionary algorithm for knee-based multiple criteria decision making," IEEE Transactions on Cybernetics, vol. 51, no. 2, pp. 722–735, 2021.

J. Moina, L. V. Santana, A. Hernández-Díaz, C. Coello, and R. Cavallero, "ε-dominance: Reference point based dominance for multiobjective metaheuristics," European Journal of Operational Research, vol. 197, no. 2, pp. 685–692, 2009.
T. Lan, D. Kao, M. Chiang, and A. Sabharwal, “An axiomatic theory of fairness in network resource allocation,” in *2010 Proceedings IEEE INFOCOM*, 2010, pp. 1–9.

X. Wang, Y. Jin, S. Schmitt, and M. Olhofer, “Recent advances in Bayesian optimization;” *arXiv:2206.03301*, 2022.

Y. Perrone, M. Donini, M. B. Zafar, R. Schmucker, K. Kenthapadi, and C. Archambeau, “Fair bayesian optimization;” in *Proceedings of the 2021 AAAI/ACM Conference on AI, Ethics, and Society*, 2021, pp. 854–863.

C. K. Williams and C. E. Rasmussen, *Gaussian processes for machine learning*. MIT press Cambridge, MA, 2005.

J. R. Gardner, M. J. Kusner, Z. E. Xu, K. Q. Weinberger, and J. P. Cunningham, “Bayesian optimization with inequality constraints;” in *Proceedings of the 31th International Conference on Machine Learning*, vol. 2014, 2014, pp. 937–945.

M. A. Gelbart, J. Snoek, and R. P. Adams, “Bayesian optimization with unknown constraints;” *arXiv:1403.5607*, 2014.

M. Donini, L. Oneto, S. Ben-David, J. S. Shawe-Taylor, and M. Pontil, “Empirical risk minimization under fairness constraints;” *Advances in Neural Information Processing Systems*, vol. 31, 2018.

H. Zhu and Y. Jin, “Real-time federated evolutionary neural architecture search;” *IEEE Transactions on Evolutionary Computation*, vol. 26, no. 2, pp. 364–378, 2022.

H. Zhu, H. Zhang, and Y. Jin, “From federated learning to federated neural architecture search: a survey;” *Complex & Intelligent Systems*, vol. 7, no. 2, pp. 639–657, 2021.

Y. Yue, M. Nouiehed, and R. A. Kontar, “GIFAIR-FL: An approach for group and individual fairness in federated learning;” *arXiv preprint arXiv:2108.02741*, 2021.

T. Li, M. Sanjabi, A. Beirami, and V. Smith, “Fair resource allocation in federated learning;” *arXiv preprint arXiv:1905.10497*, 2019.

L. Lyu, X. Xu, Q. Wang, and H. Yu, “Collaborative fairness in federated learning;” in *Federated Learning*. Springer, 2020, pp. 189–204.

E. Ntoutsi, P. Falafios, U. Gadiraju, V. Isosifidis, W. Nejdli, M.-E. Vidal, S. Ruggeri, F. Turini, S. Papadopoulos, E. Krasanakis et al., “Bias in data-driven artificial intelligence systems—an introductory survey;” *Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery*, vol. 10, no. 3, p. e1356, 2020.

Y. Jin, *Multi-Objective Machine Learning*. Multi-Objective Machine Learning, 2006.

S. Gu, R. Cheng, and Y. Jin, “Multi-objective ensemble generation;” *WIREs Data Mining and Knowledge Discovery*, vol. 5, no. 5, pp. 234–245, 2015.

Y. Jin and B. Sendhoff, “Pareto-based multiobjective machine learning: An overview and case studies;” *IEEE Transactions on Systems Man & Cybernetics Part C*, vol. 38, no. 3, pp. 397–415, 2008.

J. Liu and Y. Jin, “Multi-objective search of robust neural architectures against multiple types of adversarial attacks;” *Neurocomputing*, vol. 453, pp. 73–84, 2021.

J. Liu, R. Cheng, and Y. Jin, “Bi-fidelity evolutionary multiobjective search for adversarially robust deep neural architectures;” *arXiv:2207.05321v1*, 2022.

W. A. Albukhahanej, J. A. Briffa, and Y. Jin, “Evolutionary multiobjective image feature extraction in the presence of noise;” *IEEE Transactions on Cybernetics*, vol. 45, no. 9, pp. 1757–1768, 2015.

A. Telikani, A. Tahanassebi, W. Banshaa, and A. H. Gandomi, “Evolutionary machine learning: A survey;” *ACM Comput. Surv.*, vol. 54, no. 8, oct 2021. [Online]. Available: https://doi.org/10.1145/3467477

Z.-H. Zhan, J.-Y. Li, and J. Zhang, “Evolutionary deep learning: A survey;” *Neurocomputing*, vol. 483, pp. 42–58, 2022. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S0925231222001345

B. Ustun, Y. Liu, and D. Parkes, “Fairness without harm: Decoupled classifiers with preference guarantees;” in *International Conference on Machine Learning*. PMLR, 2019, pp. 6373–6382.

H. Ishibuchi, R. Imada, Y. Setoguchi, and Y. Nojima, “Reference point specification in inverted generational distance for triangular linear pareto front;” *IEEE Transactions on Evolutionary Computation*, vol. 22, no. 6, pp. 961–975, 2018.

W. Yang, Y. Jin, S. Schmitt, and M. Olhofer, “Transfer learning based co-surrogate assisted evolutionary bi-objective optimization for objectives with non-uniform evaluation times;” *Evolutionary Computation*, pp. 1–27, 2021.

Y. Liu, R. Cheng, and Y. Jin, “Bi-fidelity evolutionary multiobjective search for adversarially robust deep neural architectures;” *arXiv:2207.05321v1*, 2022.