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Abstract

We study the physical property of pair density wave (PDW) and fluctuating PDW, and use it to build an effective theory of the strongly interacting pseudogap phase in cuprate high temperature superconductors. In Chapter 2, we study how Fulde-Ferrell state, the simplest form of PDW, responds to incident light. The collective motion of the condensate plays a key role; gauge invariance guides us to the correct result. From Chapter 3 to Chapter 7, we construct a pseudogap metallic state by considering quantum fluctuating PDW. We analyze a recent scanning tunneling microscope (STM) discovery of period-8 density waves in the vortex halo of the d-wave superconductor. We put it in the context of the broader pseudogap phenomenology, and compare the experimental results with various PDW-driven models and a charge density wave (CDW) driven model. We propose experiments to distinguish these different models. We present the Bogoliubov bands of PDW. We discuss fluctuating PDW from the general perspective of fluctuating superconductivity. We discuss how Bogoliubov bands evolve when the superconducting order parameter is fluctuating. We compare theoretical predictions with existing experiments on angle-resolved photoemission spectroscopy (ARPES), infrared conductivity, diamagnetism, and lattice symmetry breaking.
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Chapter 1

Introduction

Electrons in a solid are inevitably interacting. The Coulomb interaction between electrons are by definition the same order of magnitude as the interaction between electrons and ions, which is usually also comparable with the kinetic energy of electrons. In many solids, the interaction is surprisingly innocuous. Although the wavefunction and the energy of electrons are modified by the interaction, Landau Fermi liquid theory tells us that below certain energy scale, all excitations of the interacting system are in one to one correspondence to that of a free electron system. This is the story of most metals. Even when the interaction cause a phase transition, Landau’s symmetry breaking paradigm comes into rescue: it is often sufficient to take a mean field treatment that reduces the interactions between each individual pairs of electrons into an effective background potential. However, when the interaction dominates, interesting new states emerge.

A particularly elegant set of examples of strongly interacting states are fractional quantum Hall states [119, 78]. For electrons confined in a thin layer and subject to strong magnetic field, their motions are restricted to little cyclotron orbitals with identical kinetic energies, leaving only the Coulomb interaction at play. In response, the electrons develop highly entangled patterns to avoid each other, as a side effect, showing precisely quantized Hall response.

Materials with partially occupied inner shell orbitals provide another playground of strong interaction. These electrons are more localized to the ions compared to
electrons in the outer shell. When we have exactly one electron per unit cell, these electrons get the chance to each occupy their own orbital, leaving only their spin to fluctuate locally, forming the so-called Mott insulator \[92\]. These insulators are impossible in weakly interacting systems, where Fermi liquid theory predicts a metal with a half-filled Brillouin zone (B.Z.).

The fractional quantum Hall states belong to the category of gapped states. In order to excite an electron, the energy we pay need to be above a threshold. At low temperatures, there is nothing but the vast emptiness besides the elegant order of the ground states. On the contrary, a gapless state has active modes at arbitrarily low temperatures. For example, the spin waves in a Mott insulator above the antiferromagnetic background. Yet, the true excitement comes when we remove some of the electrons so that the rest can hop again, producing a complex pattern of entangled positions and spins.

The goal of this thesis is to explore a strongly interacting gapless state in cuprates. In cuprates, electrons in d atomic orbitals form a Mott insulator. However when we remove some of the electrons (hole doping), an interesting gapless state interpolating between the Mott insulator and the usual Fermi liquid emerges. This state seems to have gapless electronic excitations located only on segments in the B.Z. instead of a closed Fermi surface, as if a Fermi surface is half-destroyed by a gap, hence the name ‘pseudogap’ \[117, 116, 42\].

Traditional perturbation theory which people rely on to describe both the standard model of our universe and conventional metals fails to address emergent phenomena like this. Even for the well-understood effective interaction of electron spins in the Mott insulator, there is no diagrammatic perturbative description of the usual kind \[10\]. To penetrate the barrier between the microscopic Hamiltonian and the emergent phenomena, we take a phenomenological approach. We make the assumption that the mysterious pseudogap is a consequence of a fluctuating pair density wave (PDW), an emergent tendency to form electron pairs at nonzero momenta, and attempt to explain as much of the pseudogap phenomenology as possible based on this assumption. We now present basic properties of cuprates and key ingredients of
our proposal.

1.1 Cuprate high-temperature superconductors

Since the discovery of cuprate high temperature superconductors, their unconventional properties have been recognized as the central problem of strongly interacting electronic systems. The first cuprate superconductor is discovered in lanthanum barium copper oxide (LBCO) \[14\]. After that, many other cuprates with similar properties are identified, including but not limited to \(La_{2-x}Sr_xCuO_2\) (LSCO), \(Bi_{2}Sr_{2}Ca_{n-1}Cu_nO_{2n+4+x}\) (BSCCO, \(n = 1, 2, 3\)), \(HgBa_2Ca_{n-1}Cu_nO_{2n+2+x}\) (HgBCCO), and \(YBa_2Cu_3O_{7-x}\) (YBCO). The common ingredient responsible for most of the unconventional properties is the copper oxide layer, where the copper atoms form a (approximate) square lattice, and an oxygen atom sits in the middle of any two neighboring copper atoms.

People were first attracted by the high superconducting transition temperature \(T_c\), which can be above 100K, but soon realized that the ‘normal’ phases out of which the superconductor emerges are far more mysterious than the superconducting phase itself \[74\]. For the superconducting phase, the d-wave pairing order itself becomes clear over time, although the microscopic pairing mechanism is still under debate, but for the normal phases, the so-called ‘pseudogap’ and ‘strange metal’, despite firmly established experimental results, even a phenomenological description is hard to get, let alone microscopic mechanisms.

In Fig. 1-1 we sketch the phase diagram of YBCO. Without doping, the mother compound has one active electron per unit cell; they are localized to form an antiferromagnetic Mott insulator due to strong repulsion. For hole doping above 5%, cuprates begin superconducting below a doping-dependent \(T_c\); above \(T_c\), several different normal phases appear in turn as the hole doping increases. The simplest normal phase is a Fermi liquid with a large Fermi surface, which appears at large doping. Intuitively, we have removed enough electrons to overcome the jamming near the integer filling.

Between the Mott insulator and the Fermi liquid, the normal regions become
weird. The fan centered around 19% doping (Fig. 1-1) is given the name ‘strange metal’. In this region, a large Fermi surface is detected, but the electrical conductivity grows linearly in temperature, suggesting a breakdown of the celebrated Fermi liquid theory, which predicts a quadratic temperature dependence. On the lower left of the strange metal region (below a temperature scale $T^*$) is the ‘pseudogap’ region. It gets its name because part of the large Fermi surface seem to acquire a gap while the remaining part exists as disconnected gapless segments, the so-called ‘Fermi arcs’. In any fermionic theory we know, a Fermi surface is a closed curve separating occupied states from unoccupied states. The apparent ‘Fermi arcs’ are totally unexpected.

T. Senthil once commented that cuprates are both blessed and cursed. Blessed because the high $T_c$ attracts attention, cursed because the high $T_c$ obscures the more interesting physics of the normal states. Indeed, one way to view the phase diagram is that the interesting pseudogap and strange metal, which could potentially become quantum ground state surrender to the mundane instability towards superconductivity.

With the hope to reveal the non-superconducting normal ground state behind cuprates, workers apply magnetic field bigger than the upper critical field ($H_{c2}$) to kill the superconductivity at low temperature $[102]$. Given the unconventional pseu-
dogap properties above $T_c$, it is surprise to discover that the transport properties
seems to obey standard Fermi liquid behavior for $H > H_{c2}$ between 5% and 19% dop-
ing: the resistivity increases as $T^2$, the ratio between the thermal conductivity and
the electrical conductivity obeys Wiedemann Franz law (indicating the transport is
dominated by quasi-electrons), even quantum oscillations show up at higher field. The
only unconventional feature is that the quantum oscillation, specific heat and Hall
number indicates a small Fermi surface instead of a large Fermi surface (Sec. 3.1).

In cuprates we have this interesting hierarchy of energy scale. At the scale of the
effective hopping $t$ and the anti-ferromagnetic coupling $J$ ($\sim 2000K$), the $t - J$ model
is generally believed to be a good description [8, 9, 50, 125, 139]. Experimentally
observed electron spectrum matches with the prediction of the $t - J$ model. Small-
size numerical calculation and cold atom experiments can also help understand the
theory. Down to the pseudogap scale ($\sim 300K$), the electronic spectrum become
unconventional; due to the strong interaction, it is so far practically impossible to
extract predictions of the $t - J$ model in a controlled manner down to this energy
scale. At low temperatures (roughly below $T_c \sim 100K$), we surprisingly recover
conventional behaviors, like the superconductivity and the Fermi-liquid behavior at
high fields. Apart from these phenomena, the linear T resistivity in the strange
metal fan extends all the way from the lowest temperature to the scale of $J$ with
approximately the same linear coefficient, which is perhaps the biggest mystery in
cuprates.

Adding to the complexity, multiple experiments found evidences that the pseudo-
gap crossover temperature $T^*$ is associated with sharp symmetry breaking transitions
[108, 140, 113]. Short range and long range charge density waves (CDW) are also
seen universally inside the pseudogap region [23, 59, 24, 114, 131, 133, 57, 31, 71].
However, none of these orders seem to solve the puzzle of the pseudogap.

Given the complexity, we take the approach of phenomenological theory to attack
the pseudogap problem. That is to postulate the existence of certain state or certain
dominant order, and attempt to explain as much of the pseudogap phenomenology
as possible based on the postulate. For reasons that will be explained below, our
postulate is that the origin of the pseudogap is a quantum disordered (fluctuating in space and time) pair density wave (PDW). With this assumption, we aim to provide a unified picture that connects the unconventional spectral properties above $T_c$, the gap and the ‘arc’, with the Fermi-liquid like transport at low temperature and high field.

1.2 Pair density wave

Pair density wave (PDW) is defined as a superconducting order in electronic systems where electron pairs condense at non-zero momenta. Using $c_p$ as the electron annihilation operator at momentum $p$, a PDW order is defined by $\langle c_p c_{-p+Q} \rangle \neq 0$, for some $Q \neq 0$. By definition it breaks both spatial translation symmetry and charge conservation.

PDW was first proposed theoretically by Fulde and Ferrell [56] and by Larkin and Ovchinnikov [76] as a way to overcome the Pauli limiting effect of a magnetic field. They consider a setting where down spin and up spin electrons are slightly split in energy (Zeeman splitting); therefore they have slightly different Fermi surfaces (Fig. 1-2(a)). This can be realized by magnetic impurity or by perpendicular magnetic field in two-dimensional materials. For some combination of Zeeman splitting and temperature, they found a PDW order is preferred over both the normal state and the (translation-invariant) BCS superconductor. Intuitively, this is because finite-momentum pairing has the advantage of making pairs from only electrons close to the Fermi surfaces in the presence of Zeeman splitting (Fig. 1-2(a)). Fulde and Ferrell proposed a PDW with only one wave vector $Q$, as in Fig. 1-2(a). Larkin and Ovchinnikov proposed that electron pair condense at both $Q$ and $-Q$, hence generating a charge density wave (CDW) at momentum $2Q$.

Different from a conventional superconductor, a PDW state often has gapless Fermi surfaces of Bogoliubov quasiparticles. We can see this feature in FFLO states. In Fig. 1-2(a), only the blue shaded region acquires a superconducting gap because of the momentum-matching. The rest of the Fermi surface connects into the reflection of
the Fermi surface by PDW momenta to form Bogoliubov Fermi surfaces of the PDW state. Because of these residue Bogoliubov Fermi surfaces, a PDW state has specific heat and spin susceptibility similar to a normal metal despite its superconducting nature.

In their original proposal, FFLO states occupy only a small region in the splitting-temperature phase diagram. Since they proposed this exotic order, it has proven to be very challenging to realize such an order experimentally \[30\]. 40 years after the theoretical proposal, evidences of FFLO states have been found in CeCoIn\(_5\) in 2003 \[22\], and in $\kappa$-(BEDT-TTF)$_2$Cu(NCS)$_2$ in 2014 \[88\]. There are also theoretical and experimental efforts to realize FFLO states in cold atom systems \[29, 35, 85\]. We shall discuss the mean-field description of the FF state in electronic systems and its optical response in Chapter \[2\].

In FFLO states, the pairing momenta is determined by the Zeeman splitting, which is usually very small in electronic systems. On the contrary, in cuprates, especially in the pseudogap region, PDWs without Zeeman splitting, whose periods are between 6 to 8 lattice spacing are currently under investigation \[2\]. The discussion of PDW in the context of cuprates has a long history, which we briefly review in Chapter \[3\]. From Chapter \[3\] to Chapter \[7\], we shall focus on the proposal of Lee \[80\]. Lee
suggests the pairing of two electrons moving in the same direction (Fig. 1-2(b)) near the anti-nodal region of cuprates. Such pairs can condense at $Q \simeq 2k_F$. Although Lee and coworkers suggests the mechanism of Amperean pairing as a possible microscopic origin [83, 80], the proposal is mainly phenomenological, motivated by ARPES results and the observation of CDW in cuprates. For this purpose, the coexistence of pairing gap and gapless Fermi surface in PDW plays a crucial role.

1.3 Fluctuating superconductivity

While PDW provides a new perspective in understanding the mysterious pseudogap behavior, what we really want to understand is a fluctuating PDW instead of a long-range PDW. For reasons that will be explained later, we expect the PDW to not have long range order or ordered at most in a small region in the temperature-doping-field phase diagram, but a fluctuating PDW amplitude, disordered due to limited phase stiffness, can exist in the large pseudogap region and account for the unconventional experimental observations.

Fluctuating PDW is a special case of fluctuating superconductivity; and we discuss it from this more general perspective. In principal, the term ‘fluctuating superconductivity’ can refer to any quantum state or thermal ensemble where a superconducting order parameter has long correlation length but is not ordered. In practice, this terminology is only useful if the fluctuating superconducting order parameter serves as an organising principle to understand the physical system and help predict physical observable.

The fluctuation of superconductivity further divides into two classes: thermal fluctuation and quantum fluctuation. In the first case, the superconducting order parameter has long range order at zero temperature, but the long range order is destroyed by thermal excitations. In the second case, the superconducting order parameter does not have long range order even at zero temperature, because the ground state contains quantum superposition of different order parameter configurations. In this thesis, we focus on the second case: we consider a non-superconducting ground
state close to a PDW ordered state. The strong amplitude of the PDW order parameter greatly changes the local electron spectrum, despite the fluctuation of its phase over long time and space separation.

A number of questions immediately come to mind: what kind of states can we get out of quantum fluctuation of a superconducting order? Does the pairing gap survive under the fluctuation? If the correlation length of the superconducting order parameter is sufficiently long, is the electron spectrum of the state similar to that in the long-range ordered superconductor? If so, how can a non-superconducting state have a superconducting spectrum? Does the point of view of fluctuating superconductivity help predicts low-energy, long-range properties beyond the correlation length of the superconducting order? Many of the questions are not fully understood even in the simple case of fluctuating conventional s-wave superconductor. For fluctuating PDW, the coexistence of pairing gap and gapless Bogoliubov Fermi surface presents new challenges to the problem.

1.4 Plan of this thesis

We organize this thesis as follows. In Chapter 2 we familiarize ourselves with PDW by studying the simplest example, the Fulde-Ferrell state. we explore the role of the quasiparticle excitation and the collective motion in response to incident light. In Chapter 3 we introduce the phenomenology of the pseudogap, briefly review the history of PDW in the context of cuprates, and give an overview of the fluctuating PDW state we construct to explain the pseudogap. In Chapter 4 we present the band structure of bi-directional PDWs with commensurate and incommensurate periods, laying the foundation for later chapters. In Chapter 5 we analyze an encouraging experimental finding of period-8 density wave, directly related to our postulate of PDW. In Chapter 6 we solve a warm-up problem of fluctuating s wave superconductor. During the process, we develop a useful way to think about quantum fluctuating superconductivity in general. In Chapter 7 we use ideas developed in previous chapters to build a theory of the pseudogap and compare it with experiments.
Chapter 2

Gap equation and Optical Response of Fulde-Ferrell state

2.1 Introduction

Pair density waves (PDW) occur when Cooper pairs condense at nonzero momenta. The first example of PDW is the Fulde-Ferrell-Larkin-Ovchinnikov state (FFLO), where finite-momentum pairing is preferred in a certain range of the Zeeman splitting \[56, 76\]. More recently, experimental evidence of FFLO states has been found in CeCoIn\(_5\) \[22\] and \(\kappa-(BEDT-TTF)\_2Cu(NCS)\_2\) \[88\], and possible mechanisms stabilizing PDW have been proposed in high-T\(_c\) cuprates \[19, 80\]. Unlike conventional BCS superconductors, these phases with PDW usually have partially-gapped Fermi surfaces, almost normal specific heat and anisotropic electromagnetic response. Although many of the physical properties of PDW are well-established, to the best of our knowledge, the optical conductivity from PDW have not yet been addressed.

The purpose of the present chapter is to report the unconventional features in the optical conductivity and to discuss its potential applications in various experimental systems. Most of the results presented here apply to a general class of PDW, but we mainly focus on Fulde-Ferrell (FF) states, where quantitative comparison might be made with experiments in the near future.

It is well-known that a single-band BCS superconductor, in the clean limit, has no
optical absorption across the superconducting gap \[86\]. This absence of absorption is not protected by the symmetry of the Hamiltonian but by a special feature of the BCS ground state: single-particle states in the original band carrying opposite currents are always simultaneously occupied (or unoccupied), hence the ground state is an exact eigenstate of the current operator and the matrix element for AC absorption \(\langle \text{excited state} | \mathbf{j} | \text{G.S.} \rangle\) (often called the ‘coherence factor’) vanishes. However, this is not the case for finite-momentum pairing. Although the ground state has zero average current, it is no longer an eigenstate of the current operator. Finite-momentum Cooper pairs are in general optically active and they give rise to the dominant contribution to the AC conductivity in the energy range comparable to the pairing gap.

It is worth mentioning that the ground state generally involve PDW with multiple pairing momenta if finite-momentum pairing is favorable. For example, if we have Cooper pairs condensing at momentum \(Q\), it’s natural to have another pairing momentum \(-Q\). The two pairing terms together cause the folding of the Brillouin zone (B.Z.), hence charge density waves (CDW) at momenta \(2Q, 4Q\) etc \[76\]. It is also possible to have pairing momenta in different directions generating complex incommensurate patterns above the original lattice. However, for simplicity, we focus on the case with only one pairing momentum (FF pairing), a ‘pure PDW’ with no charge modulation. The optical absorption from PDW with multiple pairing momenta should be qualitatively similar for frequencies around the pairing gap. This ‘pure PDW’ with only a phase modulation in the pairing order parameter breaks the lattice translation symmetry, but it is actually invariant under the combination of a gauge transformation and the lattice translation. Note that the absolute phase is not a physical observable, only the phase difference is. More physically, even though we can take momentum from the condensate, we can only do so by taking charge 2e pairs at momentum \(Q\). Thus the phase modulation of PDW can only be detected when tunneling electron pairs into or out of the system. Despite the phase modulation, every charge-neutral operator in this state is invariant under the lattice translation, for example, the charge density, current density, and the spin density. This is very different from the optical absorption of CDW only, where translation symmetry is
broken for every charge-neutral operator.

One important thing in calculating optical conductivity is maintaining gauge invariance in the self-consistent main-field approximation. This issue was first discussed in BCS superconductors by Nambu [93], and recently studied in strongly interacting superconductors [68, 28]. The key step is to carry out the vertex correction that is consistent with the gap equation [93, 109, 68, 28]. We followed Nambu’s approach and gave an explicit formula for optical conductivity in systems with simple electron-electron interactions. One subtlety in this calculation is that, in order to have non-zero AC conductivity, we must break Galilean symmetry explicitly in the electronic Hamiltonian. This is because the current operator coincides with the momentum operator in a Galilean symmetric system making the linear response to an uniform electromagnetic field trivial. This issue is discussed in more detail after a brief review on finite-momentum pairing.

2.2 Finite-momentum pairing and gap equation

We start by briefly reviewing the mean-field treatment of finite-momentum pairing, especially the diagrammatic interpretation of the mean field gap equation, which turned out to be useful in calculating linear response functions.

We consider a (2+1)-dimensional system with Hamiltonian

\[
H = \sum_p \epsilon_{p,\sigma} \psi_{p,\sigma}^\dagger \psi_{p,\sigma} + \sum_k \lambda_k \psi_{p+k,\sigma}^\dagger \psi_{p'-k,\sigma'}^\dagger \psi_{p',\sigma'} \psi_{p,\sigma},
\]

(2.1)

where the four-Fermion interaction might be mediated by phonon or other more exotic mechanisms. To describe a state with finite-momentum pairing, it is convenient to introduce the 2-component Nambu spinor:

\[
\Psi_p = (\psi_{p+Q/2,\uparrow}, \psi_{-p+Q/2,\downarrow}^\dagger)^T,
\]

(2.2)

where \( Q \) is the paring momentum which should be determined self-consistently to minimize the energy of the mean-field ground state, as shown in references [56, 76].
The four-Fermion interaction can then be written as

$$\sum_{p,p',k} \lambda_k [\Psi_p^\dagger \tau_3 \Psi_{p+k}] [\Psi_{p'-k}^\dagger \tau_3 \Psi_{p'}].$$

(2.3)

The mean field Hamiltonian for finite-momentum pairing is:

$$H = \sum_p \Psi_p^\dagger \begin{pmatrix} \epsilon_{p+Q/2,\uparrow} & \Delta_p \\ \Delta_p & -\epsilon_{-p+Q,\downarrow} \end{pmatrix} \Psi_p$$

(2.4)

We would like to point out an important difference with the BCS pairing. In the BCS case, the diagonal terms are always equal with opposite signs, so are the two eigenvalues. However, this superficial ‘particle-hole’ symmetry is broken in the FF state. We may even have an ‘unpaired region’ in the B.Z. where the two eigenvalues are of the same sign. For convenience, define $\epsilon_p \equiv (\epsilon_{p+Q/2,\uparrow} + \epsilon_{-p+Q,\downarrow})/2$, $\epsilon'_p \equiv (\epsilon_{p+Q/2,\uparrow} - \epsilon_{-p+Q/2,\downarrow})/2$, and $\delta_p \equiv \sqrt{\epsilon'_p^2 + \Delta_p^2}$. The two eigenvalues are given by

$$E_p^\pm = \epsilon'_p \pm \delta_p$$

(2.5)

The unpaired region is where $\delta_p < |\epsilon'_p|$. The boundary of this region where $\delta_p = |\epsilon'_p|$ is the ‘Fermi Surface’ left after FF pairing and the shift in momentum. Optical absorption occurs in the ‘paired region’ when the frequency of light matches the splitting between the two bands $2\delta_p$.

The Nambu spinor introduced above allows us to treat the pairing gap on an equal-footing with the self-energy correction, and the conventional mean field gap equation can be understood as a Hatree-Fock approximation. We approximate the four-Fermion interaction by a quadratic term and demand that, to the first order, the remaining interaction does not modify the propagator:

$$\begin{cases} 
G(p) = 1/(p_0 - H_0(p) - \Sigma(p) + isgn(p_0)0^+) \\
0 = -\Sigma(p) + i \int \frac{d^3k}{(2\pi)^3} \lambda_k \tau_3 G(p-k) \tau_3 
\end{cases}$$

(2.6)

where $G(p)$ is the mean-field Green’s function of the Nambu spinor, $p_0$ is the temporal
component of the momentum, \( H_0(p) \equiv \epsilon'_p + \bar{\epsilon}_p \tau_3 \) is the Hamiltonian for the original band, and \( \Sigma(p) \equiv \Delta_p \tau_1 \) is the pairing term. We have ignored the diagonal self-energy correction in \( \Sigma(p) \) since it is not important for our purpose.

This approximation is equivalent to summing over all Feynman diagrams without crossing in calculating the Green’s function, as shown in Fig. 2-1.

When the four-Fermion interaction has no momentum dependence near the Fermi surface, both \( \lambda_k \) and \( \Delta_p \) can be approximated by constants, and we arrive at the familiar gap equation after integrating out \( k_0 \):

\[
\Delta = -\lambda \int_{\text{paired}} \frac{d^2 \mathbf{p}}{(2\pi)^2} \frac{\Delta}{2\sqrt{\epsilon_p^2 + \Delta^2}}
\]  

(2.7)

This gap equation is almost the same as the BCS gap equation, except the integral is restricted in the ‘paired region’.

### 2.3 Vertex correction and gauge invariant electromagnetic response

We are now ready to study the electromagnetic response of PDW. Following the Peierls substitution, we change \( \epsilon_{p,\sigma} \) in the total Hamiltonian into \( \epsilon_{p+eA,\sigma} \), where \( \mathbf{A} \) is the magnetic vector potential. We restrict ourself to the single band near the Fermi level, and focus on the limit of a weak and uniform external field as in the case of infrared absorption. Under these restrictions, the current operator \( \mathbf{j} \equiv -\partial H/\partial \mathbf{A} \) can
be written as

\[
\vec{j} = \sum_{p,\sigma} \psi_{p,\sigma}^\dagger [-e\vec{v}_{p,\sigma} - e^2 m_p^{-1} \vec{A}] \psi_{p,\sigma} \tag{2.8}
\]

\[
\equiv \sum_p \Psi_p^\dagger [-e\vec{v}_1(\vec{p}) \mathbb{1} - e\vec{v}_2(\vec{p}) \tau_3 - e^2 m_p^{-1} \vec{A}] \Psi_p \tag{2.9}
\]

where \(\vec{v}_{p,\sigma} \equiv \nabla_p \epsilon_{p,\sigma}\) is the band velocity and \(m_p \equiv (\nabla_p \nabla_p \epsilon_{p,\sigma})^{-1}\) is the effective mass tensor. \(\vec{v}_1(\vec{p}), \vec{v}_2(\vec{p})\) and \(m_p\) are defined by the equation above and they depend on the pairing momentum. The current operator at zero field is usually called the paramagnetic current, and we would like to write the spatial components together with the temporal component \(j_0 = \sum_{p,\sigma} -e\psi_{p,\sigma}^\dagger \psi_{p,\sigma}\) as:

\[
j_{\mu}^P = \sum_p \Psi_p^\dagger \gamma_{\mu}(\vec{p}) \Psi_p, \tag{2.10}
\]

\[
\gamma_{\mu}(\vec{p}) \equiv -e(\tau_3, \vec{v}_1(\vec{p}) \mathbb{1} + \vec{v}_2(\vec{p}) \tau_3) \tag{2.11}
\]

The part of current proportional to \(\vec{A}\) in Eq. (2.8) and (2.9) is called the diamagnetic current, which does not contribute to the real part of the conductivity at any finite frequency.

Naively, one would like to plug the paramagnetic current and the mean-field excited states into the Kubo formula:

\[
\text{Re} \sigma_{ii} = \frac{\pi}{\omega} \sum_n |\langle 0| j_i^P|n \rangle|^2 \delta(\omega - E_n + E_0) \tag{2.12}
\]

where \(i\) denotes the spatial components, and \(0\) (\(n\)) denotes the ground state (excited states). This approach corresponds to plugging the mean-field Green’s function into the bubble diagram without doing other corrections.

As explained in the introduction, the matrix element \(\langle 0| j_i^P|n \rangle\) vanishes identically for BCS pairing, but not for finite-momentum pairing. Thus we expect a nonzero AC conductivity for a state with PDW. However the bare result given by the ‘mean-field-version’ of Eq. (2.12) can not be trusted for at least two reasons: (1) This approach violates gauge invariance, specifically the Ward-Takahashi identity between
the vertex and the Green’s function \cite{93, 109}. (2) The result given by Eq. (2.12) is always nonzero for any finite-momentum pairing, but the AC conductivity should be exactly zero if the electronic Hamiltonian is Galilean invariant.

The latter statement may not be immediately obvious, especially in the case with spontaneous symmetry-breaking. So we give a careful explanation in this paragraph. When the energy band is parabolic, the current operator is proportional to the kinetic momentum operator: 
\[
\langle \vec{j}(t) \rangle = -e \langle \vec{P}(t) \rangle / m - ne^2 \vec{A}(t) / m,
\]
where \( \vec{P} \) is the canonical momentum per unit volume. Since \( \vec{P} \) commutes with the Hamiltonian under uniform perturbation, its average value remains zero all the time. Thus the linear response is trivial and we got \( \sigma(\omega) = ie^2 n / m (\omega + i0^+) \). We can see that there is only a delta function in the real part of the conductivity, and this derivation holds regardless of whether the ground state is a symmetry-breaking state or not.

The inconsistencies (1) and (2) can be solved by a well-known technique in QED, first introduced to superconductors by Nambu to restore the gauge invariance in the BCS formalism \cite{100, 93, 109}. The key observation is that, whenever an electron-photon vertex appears in a chain of electron lines, we can always form a ‘gauge-invariant subgroup’ of diagrams by considering all different places to insert the corresponding photon line along this chain. And the Ward-Takahashi identity is automatically preserved if we sum over all diagrams in this subgroup. As discussed in the previous section, the mean field Green’s function contains all diagrams without crossing. Following the diagrammatic technique, if we plug the mean field Green’s function into the bubble diagram, we are forced to include all corrections to the bubble diagram without crossing. This can be done by introducing a corrected electron-photon vertex, as shown in Fig. 2-2. Those diagrams containing a 2-electron-2-photon vertex correspond to the average value of the diamagnetic current, which does not contribute to the imaginary part of the response function (real part of the conductivity) at any finite frequency, so we focus on the paramagnetic part of the response function (defined as \( j^P_\mu = P_{\mu\nu} A_\nu \)):

\[
P_{\mu\nu} = -i \int \frac{d^3 p}{(2\pi)^3} \text{Tr} [\gamma_\mu(p, p')G_{p'} \Gamma_\nu(p', p)G_p]
\]  

(2.13)
Figure 2-2: The self-consistent vertex correction and the diagrams included in the corrected electromagnetic response function $K_{\mu\nu}$ (defined as $j_\mu = K_{\mu\nu}A_\nu$). The solid line represents the Nambu spinor, the dashed line represents the electron-electron interaction and the curly line represents the electromagnetic field. The second diagram on the first line of $K_{\mu\nu}$ is the paramagnetic response $P_{\mu\nu}$.

where $\gamma_\mu(p,p') (\Gamma_\mu(p,p'))$ is the bare (corrected) vertex of the 2-electron-1-photon interaction. $\Gamma_\mu(p,p')$ is given by a self-consistent equation as depicted in Fig. 2-2:

$$
\Gamma_\mu(p',p) = \gamma_\mu(p',p) + i \int \frac{d^3k}{(2\pi)^3} \lambda_k \tau_3 G(p'-k)\Gamma_\mu(p'-k,p-k)G(p-k)\tau_3
$$

Eq. (2.14) can be solved analytically when the four-Fermion interaction has no momentum dependence near the Fermi surface. If we further assume the pairing gap $\Delta$ is much smaller than the band width, the self-consistent vertex acquires a simple form:

$$
\vec{\Gamma} = -e(\vec{v}_1(\vec{p})I + \vec{v}_2(\vec{p})\tau_3 + 2i\Delta I(\vec{v}_2)\tau_2/\omega I(1)),
$$

$$
I (f) \equiv \int_{\text{paired}} \frac{d^2\vec{p}}{(2\pi)^2} \frac{f(p)}{\delta_p(\omega - 2\delta_p)(\omega + 2\delta_p)}
$$

where $I(f)$ is a linear functional defined by the integral which appears repeatedly in the remaining part of the chapter. Finally the corrected optical conductivity is given
by

\[
\text{Re } \sigma_{ij} \quad (\omega > 0) = -\text{Im } P_{ij}(\omega > 0)/\omega \\
= -\frac{4e^2 \Delta^2}{\hbar \omega} \text{Im } [I(v_{2i}v_{2j}) - I(v_{2i})I(v_{2j})]/I(1) \tag{2.17}
\]

Note that we have omitted the infinitesimal imaginary part of \(\omega\) in the integral \ref{2.16} since the pole structure in retarded response functions is different from that in path integrals, and \(\omega\) should always be replaced by \(\omega + i0^+\) for retarded response. When \(\omega > 0\), the imaginary part of the integral is given by

\[
\text{Im } I(f) = -\pi \int_{\text{paired}} \frac{d^2 \mathbf{p}}{(2\pi)^2} \frac{f(p)}{4\delta_p^2} \delta(\omega - 2\delta_p) \tag{2.19}
\]

which is proportional to the joint density of states (JDOS) in the paired region. We found that the first term in Eq. \ref{2.18} is nothing but the bare result given by the ‘mean-field-version’ of Eq. \ref{2.12}, while the second term is given by the vertex correction. As discussed before, only those points in the ‘paired region’ of the B.Z., where the frequency matches the band splitting, contribute to the real part of the optical conductivity. For a given \(\omega\), these points lie on arcs in the B.Z.

Another important ingredient in Eq. \ref{2.18} is \(\mathbf{v}_2\). Recall that \(\mathbf{v}_2\) is defined by Eq. \ref{2.8} and \ref{2.9}. In the case of FF pairing, when the pairing momentum is much smaller than the Fermi momentum, we have

\[
v_{2i}(\mathbf{p}) = (m_p^{-1})_{ij}Q_j/2 + O(Q^2) \tag{2.20}
\]

As discussed above, gauge invariance is guaranteed in this formalism. Furthermore, we found that the problem regarding Galilean symmetry is automatically solved: if the band is parabolic, \(\mathbf{v}_2 = \mathbf{Q}/2m = \text{const.}\), hence \(v_{2i}\) and \(v_{2j}\) can be dragged out of the integral in Eq. \ref{2.18}, and the vertex correction cancels the bare result. However there is no exact Galilean symmetry in real solids, and Eq. \ref{2.18} and \ref{2.20} shows that the optical conductivity from PDW is proportional to \(Q^2\). We refer the readers to the appendix for more details on the Ward-Takahashi identity, the vertex correction.
The spin splitting is set to be $0.4t_1$, which is about four percent of the band width, and the pairing momentum is $(0.1/a, 0.1/a)$. (a) Conductivity in the direction of the pairing momentum. The dashed orange line is the bare result and the blue line is the corrected result. (b) Conductivity in the perpendicular direction. The vertex correction is identically zero in this direction by symmetry.

and the final result for optical conductivity.

### 2.4 Results for tight-binding bands

We have calculated the optical conductivity of FF states explicitly for tight-binding bands with NN hoping $t_1$ and NNN hoping $t_2$ on a square lattice. The result shown in Fig. 2-3 is for $t_2/t_1 = 0.35$, spin splitting $0.4t_1$, at half-filling. The pairing momentum is $(0.1/a, 0.1/a)$, where $a$ is the lattice constant. AC conductivity shows up in both Fig. 2-3a and Fig. 2-3b above $2\Delta$ and there are divergent peaks right at $2\Delta$ (although
the divergence of the blue curve in Fig. 2-3a appears to be small, it is guaranteed to be a true divergence by analytical analysis of Eq. (2.18) due to the corresponding divergence in the JDOS. As mentioned in the previous section, for a given \( \omega \), only the arcs in the B.Z. satisfying the frequency-matching condition contribute to AC absorption. When \( \delta \omega \equiv \omega - 2\Delta \simeq 0 \), the frequency-matching condition \( \omega = 2\delta_p \) gives \( \bar{\epsilon}_p = \sqrt{\omega^2/4 - \Delta^2} \propto \sqrt{\delta \omega} \), then the JDOS is \( N(0) d\bar{\epsilon}_p/d\omega \propto 1/\sqrt{\delta \omega} \), where \( N(0) \) is the density of states (DOS) of the normal metal. Hence the \( 1/\sqrt{\delta \omega} \) divergence in the optical conductivity at \( 2\Delta \). This divergence has the same form of the divergence in the DOS and JDOS of s wave BCS superconductors, but the real part of the AC conductivity is identically zero in BCS superconductors for any band structure, as explained in the introduction.

The effects of the vertex correction on divergent peaks depend on the type of divergence as well as the details of the band structure, and can be dramatically different in different situations. If there is a single singularity of the JDOS on the frequency-matching arc giving the dominant contribution, we can replace \( \vec{v}_2 \) by its value at the singularity, and it is clear from Eq. (2.18) that the vertex correction completely cancels the divergence in the bare result. However, the divergence at \( 2\Delta \) is due to the whole arc in the paired region satisfying \( \bar{\epsilon}_p \simeq 0 \), and it remains divergent after the vertex correction. The ratio between the corrected result (shown as blue line in Fig. 2-3a) and the bare result (dashed orange line in Fig. 2-3a) depends on the variance of \( \vec{v}_2 \) on the frequency-matching arc. We found that in the current example, the divergence in the conductivity along the pairing momentum \( \sigma_{tt} \) is strongly suppressed by the vertex correction, whereas there is no vertex correction at all in the perpendicular direction since the perpendicular component of \( \vec{v}_2 \) is odd under the reflection over \((\pi, \pi)\).

2.5 Discussion

We have shown that there is nonzero AC absorption from PDW if we break Galilean symmetry explicitly in the electronic Hamiltonian (which is usually the case in solids).
When the pairing momentum $Q$ is much smaller than the Fermi momentum $p_F$ and the pairing gap $\Delta$ is much smaller than the band width $W$, the AC conductivity is proportional to $(Q/p_F)^2W/\Delta$. We estimated the typical optical conductivity in $\kappa$-(BEDT-TTF)$_2$Cu(NCS)$_2$ around the frequency of the pairing gap and away from the divergent peak to be at the order of $0.01e^2/h$, based on the recent experiment [88]. However since a direct measure of the pairing momentum and the pairing gap is still missing, it is hard to give a more accurate estimation. Vertex correction plays an important role in this AC absorption, and dramatically changes the behavior of the optical conductivity in the direction of the pairing momentum.

This nonzero absorption could be used as an experimental evidence for PDW. Furthermore, the various features discussed in the previous section can help determine the pairing gap and the direction of the pairing momentum in experiments. We have focused on the case with only one pairing momentum in the present chapter, and we have ignored the momentum dependence of the pairing gap near Fermi surface in the explicit calculation. The results for more general PDW should be similar, but we would like to discuss some possible differences in this paragraph. (1) A weak momentum dependence of the pairing gap introduces a cutoff to the $1/\sqrt{\delta \omega}$ divergence at $\omega = 2 \min[\Delta_p]$, whereas a strong momentum dependence completely destroys the $1/\sqrt{\delta \omega}$ behavior and leaves only a finite jump. (2) When the PDW state has more than one pairing momenta, one or more CDW will be generated by the interference, and there will be nonzero absorption below the ‘pairing gap’ $2 \min[\Delta_p]$. The magnitude of this ‘in gap’ absorption increases with the magnitude of the CDW. (3) We have not discussed the effect of impurities so far. Since there is a finite density of states left at Fermi level, there will be a Drude peak coexisting with the absorption we discussed when the inverse of the mean free time of electrons is smaller than the pairing gap. Whereas in the opposite limit, even BCS superconductors have nonzero optical absorption above the gap [86] and there is no sharp feature for PDW.
Chapter 3

Pseudogap and Pair Density Wave

3.1 Pseudogap

The pseudogap phase has long been considered a central puzzle in the study of the cuprate high temperature superconductors[74]. After decades of studies, experimental results are rich and well established, but the underlying physics become even more mysterious over time.

Along the doping axis, the pseudogap occupies an intermediate region, taking YBCO as an example, it starts from 5% hole doping to 19% hole doping. At 0% doping, we have one active electron per copper atom, the electrons stuck by repulsion to form a Mott insulator with antiferromagnetic spin order. The system remains antiferromagnetic with zero or negligible conductivity until around 5% doping. On the other hand, above 19% doping, the electrons become fully mobile again, namely, we have a large Fermi surface whose area matches the total number of electrons, and Fermi liquid behavior is observed at the superconducting transition temperature. However, in the pseudogap region, between 5% and 19% doping, only part of the large Fermi surface remains gapless. The material is metallic above the superconducting transition temperature, but part of the Fermi surface in the direction of $(0, \pi)$ and $(\pi, 0)$ (the anti-nodal region) are gapped (seen from ARPES), and the rest of the Fermi surface exists as disconnected segments, the so-called Fermi arcs[42] (for recent data in Bi2212, see Ref. [65] [34]). This weird spectral feature is challenging our
fundamental understanding of metals.

The word ‘pseudogap’ often directly refers to the anti-nodal electron gap. It starts out being very large (several hundreds meV) near the Mott insulator, but it persists in the anti-nodal region for intermediate doping, where it co-exists with superconductivity. In this thesis the term pseudogap phase refers to this intermediate doping regime, roughly in the range between $\rho = 0.08$ to $0.19$ in YBCO, where the pseudogap itself is about 80 meV or less. This regime has been under intense study and is commonly considered to be a central puzzle in the cuprate high-Tc problem [74]. At around a temperature scale $T^* > T_c$, which depends on the doping, the spectral gap is observed to be gradually filled in, crossing over to the large Fermi surface.

The pseudogap is different from the d-wave superconducting gap in several aspects. First it leaves four gapless arcs instead of four nodes. Moreover, a detailed ARPES investigation on Bi2201 [57] (where $T^*$ and $T_c$ has a large separation) reveals that the minimum of the gap along the cut $k_y = \pi$ is not at the Fermi surface but shifted outside. On the other hand, it has similarities with a superconducting gap. For example, STM experiments report that the local density of states (momentum integrated) is roughly particle-hole symmetric near the Fermi surface.

Even though the spectral feature of the pseudogap region is quite prominent, it is hard to interpret theoretically. This is partly because the basic concepts we used to described the phenomena, like Fermi surface, gap, and even metal, are only vaguely defined at finite temperature. At finite temperature any gap is partially filled in, and any material has nonzero conductivity. Thus the pseudogap phenomena is a quantitative feature instead of a sharply-defined qualitative distinction. In order to sharply define the pseudogap phenomena, we can either look for materials where $T^* \gg T_c$, or kill the superconductor by magnetic field and study the pseudogap at zero temperature. The latter approach has been very fruitful in the last twenty years (for a recent review, see Ref [102]). We briefly review the experimental results.

The high-field low temperature phase diagram is universal for many different cuprate families, but the critical doping differ by a few percentage among different families. For simplicity we shall refer to the doping in YBCO in this paragraph.
For magnetic field $H > H_{c2}$, the ground state is always metallic above 5% doping. The pseudogap metallic ground state occupies the doping range from 5% to 19%. Above 19% we have the usual Fermi liquid with a large Fermi surface. The critical doping 19% is found consistently from specific heat, Hall number, conductivity and thermal conductivity [102]. Across the entire doping range in the pseudogap phase, Wiedemann-Franz law is satisfied [89, 61]. This surprising finding suggests that despite the mysterious anti-nodal gap and the Fermi arcs, the low-energy transport may be dominated by conventional quasi-electrons. In the middle of this range, roughly between 8% and 16%, the pseudogap coexists with long range and static short range CDW [23, 59, 24, 114, 131, 133, 57, 31, 71]. In this range, the resistivity is found to increase as $T^2$ at low-temperature [103], consistent with Fermi liquid behavior. The Hall number is small and positive [79], indicating a small electron-like pocket occupying a few percent of the B.Z.. Furthermore, quantum oscillations is observed at high field and identified with small electron-like pockets [45, 72, 110, 105]. Another important phenomenology is that for doping near 1/8, the superconductivity is suppressed by an unexpectedly small magnetic field of about 20T [32, 60, 142], suggesting that the high-field ground state and the d-wave superconductor have very similar ground state energy near this doping. In the pseudogap phase but without CDW, Hall number changes dramatically to small negative numbers, suggesting a hole pocket whose area equals the hole doping.

In this thesis, we shall focus on the middle range where pseudogap coexists with CDW. The zero-field electron spectrum suggests a highly unconventional state while the low temperature transport results consistently indicating a Fermi liquid with a small electron pocket. Is the mysterious pseudogap phase just a Fermi liquid after all? Where do the electrons go besides those contribute to low-energy specific heat and transport? These are the main themes of the rest of the thesis.

Before introducing various theoretical proposals and our proposal based on the assumption of fluctuating PDW, we briefly review recent experiments that demonstrate the pseudogap is not only a crossover but a genuine phase transition in the temperature-doping phase diagram. Some form of broken crystalline symmetry has
been shown to occur from ultrasound attenuation \cite{113}, second harmonic generation \cite{140}, and the anisotropy of the spin susceptibility \cite{108, 87}. Just below this temperature, neutron scattering has detected the onset of intra-cell magnetic moments \cite{27}, which have been interpreted in terms of orbital loop currents \cite{124}, even though this experimental finding has recently been challenged, at least in the case of YBCO \cite{26}. At lower temperatures, short range order charge density wave (CDW) order emerges, often, but not always, suppressed by the onset of superconductivity \cite{23, 59, 24, 114}. In high magnetic field the CDW order in YBCO dramatically increases its range, as seen in NMR \cite{131, 142, 133}. X ray scattering reveals that it is unidirectional and becomes stacked in phase between layers \cite{31, 57, 71}. There seems to be two distinct forms of CDW co-existing, one long ranged ordered and uni-directional, while the other is short ranged and exists in both directions. It is quite mysterious why they have the same incommensurate period. Adding to this complexity, a recent STM experiment detected CDW with period 8a co-existing with the previously observed period 4a CDW in the \textit{halo} surrounding the vortex core \cite{48}.

It has proven to be extremely challenging to develop a theoretical picture to describe this rich and unexpected set of phenomena. Theoretical efforts can be roughly divided into two classes. The first involves microscopic theories that start with a model Hamiltonian such as the Hubbard model and attempt to solve for the low energy properties. Due to the complexity of the strong correlation problem, progress along this line has been made mainly with numerical methods. Approximate methods such as cluster DMFT (dynamical mean field theory) have shown that the Hubbard model indeed exhibit a phase where anti-nodal gap and near nodal gapless carries co-exists and that this state undergoes d wave paring at low temperature \cite{62}. Other methods such as DMRG (density matrix renormalization group) \cite{72}, Monte Carlo studies of projected wavefunctions \cite{69}, exact diagonalization \cite{37} and other cluster embedding methods \cite{141}, provide information mainly on the ground state and its competitors. There appear to be a general consensus that while the d wave superconductor is a favored ground state, there exists a large variety of states that are very close in energy \cite{141}. These include various density waves with energy that is
surprisingly insensitive to the period.

A second line of attack is to do phenomenological theory. Here one postulate the existence of certain state or certain dominant order, and attempt to explain as much of the pseudogap phenomenology as possible based on the postulate. In view of the large variety of observations, even this is a highly nontrivial task.

Even though CDW orders generally appear in the pseudogap phase, there is now general agreement that the anti-nodal gap is not caused by the charge order. One reason is that if the anti-nodal gap were to come from CDW, the electron spectrum would be very different from what is observed in ARPES. In the CDW model [80], as we move from the anti-nodal region to the nodal region, the gap should close by unoccupied states coming down towards the Fermi energy. On the contrary, ARPES [66] reports that the gap is closed by occupied states coming up towards the Fermi energy.

There is a large literature on the origin of the anti-nodal gap and the Fermi arc, ranging from fluctuating anti-ferromagnet [33], spiral spin density wave [46], Umklapp scattering of a pair of electrons [106, 135, 120], spinon gap in a gauge theory formulation [82], to fluctuating superconductivity of some kind [51, 80]. Fluctuating d-wave superconductivity was a popular starting point. It assumes that in the underdoped region, due to the small superfluid stiffness, phase fluctuations greatly suppress the superconducting $T_c$ and the pseudogap is due to a large pairing amplitude that survives up to high temperature [51]. However a d wave pairing gives rise to nodal points and it is not easy to obtain Fermi arcs in this scenario. We also introduced above that ARPES reported differences between the pseudogap near the anti-node and an usual d-wave gap.

For reasons that will be explained below, our postulate is that the origin of the anti-node gap is from a quantum disordered (fluctuating in space and time) pair density wave (PDW).
3.2 Pair density waves in cuprates

The notion of PDW in the context of cuprates has a long history. Himeda, Kato and Ogata [69] found in 2002 by projected Monte Carlo studies that the PDW is the preferred ground state in the presence of stripe order. Starting from the standard stripe picture [118] of a period 8 spin density wave (SDW) and a period 4 CDW, they found that the d wave superconductor is more stable if the sign of the order parameter is reversed at the hole poor region of the CDW, leading to a period 8 PDW. We shall refer to this state as the stripe-PDW. They proposed that if the stripe-PDW is stacked perpendicular to each other from one layer to the next, the resulting state has drastically reduced Josephson coupling and may explain the disappearance of the Josephson plasma edge observed in Nd doped LaSr2CuO4 (LSCO) [115]. Strong anisotropy in the transport properties was discovered in the LBCO La$_{2-x}$Ba$_x$CuO$_4$ system [84] and since that time the theory of layer de-coupled PDW and related phases has been greatly advanced. [15, 18] For a review, see Ref. [20].

The next development is the introduction of a Landau theory description. [15, 18, 5, 16] Agterberg and Tsunetsugu [5] described the coupling of PDW with various subsidiary orders such as CDW and magnetization waves. By examining the interplay between the PDW vortex and the dislocation in the CDW, they showed that it is possible to suppress the PDW order by phase fluctuations, while the subsidiary CDW order remains long ranged. Berg, Fradkin and Kivelson [16] constructed a phase diagram using renormalization group arguments which include regions in parameter space where the primary PDW order is destroyed while CDW and a novel charge 4e superconductor survive. Berg et al [20] suggested that the stripe PDW may have a more general applicability than the low temperature behaviors in the LBCO family, ie, it may be behind the pseudo-gap phase. Part of their argument is based on the spectral property of such a uni-directional PDW. We comment that while this state produces what looks like a Fermi arc, the gap is actually small near the antinode in the direction perpendicular to the stripe orientation [12, 20]. This kind of two gap structure has difficulties with STM and ARPES data.
Stimulated by a detailed angle resolved photo-emission (ARPES) study of the single layer cuprate Bi2201[67], Lee [80] proposed that the unusual features of the spectra can be explained by postulating a bi-directional PDW state as the underlying state of the pseudogap. The pairing is produced by singlet pairing of electrons with momenta $K_i + p$ and $K_i - p$ where the $K_i$'s are located at or near the Fermi surface at the anti-nodal points. This gives rise to a bi-directional PDW. The pair carries momenta $P_x$ and $-P_x$ which equal twice the momentum $K$ near the $(\pi, 0)$ antinode and are along the $x$-axis. There is a similar pair $P_y$ and $-P_y$ which are along the $y$-axis. There are 4 order parameters: $\Delta_{P_x}$, $\Delta_{-P_x}$, $\Delta_{P_y}$ and $\Delta_{-P_y}$. While Lee proposed using the idea of Amperean pairing[83] as the microscopic origin of the PDW, most of the paper was phenomenological, and explored the consequences of an assumed PDW. As such many of the conclusions are quite general.

Nevertheless we would like to emphasize that the motivation for introducing the bi-directional PDW is different from that for the uni-directional PDW[20, 54], which is rooted in the phenomena observed in the LSCO/LBCO family at relatively low temperatures. Our view is that the recently discovered CDW which survives up to 150K are distinct from the stripe physics associated with LSCO/LBCO. The wave-vector decreases with increasing doping, whereas the stripe wave vector increases linearly up to about 0.125 doping and saturate, following the Yamada plot[134]. For YBCO the period is incommensurate and close to 3, very different from the period 4 CDW associated with 1/8 doping in LSCO. Finally there is no sign of the SDW that is intertwined with the stripes.

As phenomenology the bi-directional PDW produces the pseudogap at the antinodes and the Fermi arcs near the nodes. (strictly speaking these are the electron-like segments of closed orbits made up of Bogoliubov quasi-particles.) It also produces two important features of the antinodal gap. It explains why the gap closes at the end of the Fermi arcs with states moving up from lower energy (see Fig. [4-1]), while a CDW-generated gap will necessarily close by a state coming down in energy. As opposed to conventional pairing, the spectrum is not particle-hole symmetric at each $k$ point, which explains why the momentum of the minimum gap is shifted away from
the original Fermi surface. In addition, CDW at wave-vectors $\vec{Q} = 2P\hat{x}$ and $2P\hat{y}$ naturally emerges as subsidiary orders, making it unnecessary to postulate the CDW order as a separate instability.

The states at the Fermi arcs play two important roles. First they greatly suppress the superfluid density and therefore the phase stiffness, so that the PDW is subject to strong phase fluctuations over most of the phase diagram in the H-T plane. Secondly the normal state gives rise to a linear term in the entropy, which lowers the free energy and stabilizes it at finite temperatures, even if it is not the true ground state at zero magnetic field. In addition, in the superconducting state, a CDW with period $P\hat{x}$ and $P\hat{y} (= \vec{Q}/2)$ naturally appears if the PDW phase is pinned to that of the d wave pairing and reference was made to an STM experiment on YBCO where CDW at $Q$ and $Q/2$ have been reported\textsuperscript{21, 136}, where $Q = 0.28(2\pi/a)$ matches what is now determined by X-ray scattering. We shall come back to the STM experiment in Chapter 5.

We should point out that other workers have also associated PDW with the pseudogap phenomenon. Zelli, Kallin and Berlinsky\textsuperscript{138} used the quasi-particle orbits produced by an uni-directional PDW order to produce quantum oscillations. A related proposal was recently made by M. Norman and J.C. Davis.\textsuperscript{95} We will comment on this below. Yu et al.\textsuperscript{137} have interpreted their high magnetic field phase diagram in terms of a possible PDW. Two distinct pair fluctuation lifetimes have been reported in tunneling experiments, possibly indicative of the presence of two kinds of superconductors\textsuperscript{75}. Other papers consider a PDW with the same wave-vector and on equal footing as the CDW and are less relevant to the present discussion\textsuperscript{99, 130}.

3.3 Subsidiary orders of the pair density wave

Since the composite CDW and an additional orbital current order of the PDW will play an essential role in our discussion, we give a more detailed explanation here.

Our construction assumes bi-directional PDWs with wave-vectors $P\hat{x}$ and $P\hat{y}$ which are characterized by four PDW order parameters, $\Delta_{P\hat{x}}$, $\Delta_{-P\hat{x}}$, $\Delta_{P\hat{y}}$, and $\Delta_{-P\hat{y}}$,
with equal amplitudes. One notices immediately that a term in the Landau free energy that couples linearly to density wave order is allowed by symmetry: \( \rho_{2\hat{P}z} \Delta_{\hat{P}z} \Delta^*_{-\hat{P}z} \). This means that an ordered PDW with wave-vector \( \hat{P} \) necessarily induces a secondary order of CDW at wave vector \( 2\hat{P} \). Perhaps less obvious is the notion that even if the primary order is fluctuating in space and time, a static and long range CDW order can also be induced, under the right circumstances. Consider the case when the phases of \( \Delta_{\hat{P}z} \) and \( \Delta_{-\hat{P}z} \) are wildly fluctuating but the relative phase between them is not. The linear coupling term will induce long range CDW order. Whether this happens or not depends on detailed choices of model parameters and this kind of phase diagram has been explicitly demonstrated in special cases \[4, 5, 17\]. This kind of possibility has been given the name vestigial order in a related disorder-driven case \[94\], but we will continue to use the term composite order in this thesis.

For the bi-directional PDW, a second possibility exists, i.e., CDW at wave-vector \( \hat{P} \hat{x} + \hat{P} \hat{y} \) may be induced by the term: \( \rho_{\hat{P} \hat{x} + \hat{P} \hat{y}} (\Delta_{\hat{P}z} \Delta^*_{\hat{P} \hat{y}} + \Delta^*_{\hat{P}z} \Delta_{\hat{P} \hat{y}}) \). However, such a CDW has not been seen experimentally. Fortunately, Ref. \[5\] has provided an explanation. They pointed out that there is another term that couples to an orbital magnetization density wave (MDW) which takes the form: \( M_{\hat{P} \hat{x} + \hat{P} \hat{y}} \cdot i(\Delta_{\hat{P}z} \Delta^*_{\hat{P} \hat{y}} - \Delta^*_{\hat{P}z} \Delta_{\hat{P} \hat{y}}) \). The MDW involves orbital current at a finite wave-vector which produces an orbital magnetization. Note that the magnetization comes from orbital current and not spin, because the PDW order is a total spin singlet and will not couple to the spin degree of freedom in the absence of spin-orbit coupling. It turns out the two terms inside the parenthesis in these Landau free energy terms either add or cancel each other, depending on their relative phase. Since CDW at \( \hat{P} \hat{x} \pm \hat{P} \hat{y} \) is not observed, we assume the PDW order parameters have the phases that \( \Delta_{\hat{P}z} \Delta^*_{\hat{P} \hat{y}} = -\Delta^*_{\hat{P}z} \Delta_{\hat{P} \hat{y}} \), such that the contribution to CDW cancels out, but MDW is stabilized at this wave-vector. The MDW may be detectable by neutron scattering, as will be discussed in Sec. 7.2.4. For more discussion on the coupling between PDW and CDW/MDW, see Appendix D.

Besides the MDW at momentum \( \hat{P} \hat{x} \pm \hat{P} \hat{y} \) and the CDW at momentum \( 2\hat{P} \hat{x} \), \( 2\hat{P} \hat{y} \), there are other composite orders of PDW that only breaks discrete symmetries, such
as time reversal or mirror reflection [5, 17]. We discuss these discrete symmetries briefly in Sec. 7.2.4.

3.4 Fluctuating pair density wave state as the pseudogap ground state

So far, we have not introduced what we mean by ‘fluctuating PDW’. It may refer to any state with a long but finite correlation length of the PDW order parameters. In order to reveal as much physical properties of the pseudogap as possible from the assumption of the fluctuating PDW, it is crucial to give a concrete description of how we destroy the long range order of the PDW while preserving the desired features of the PDW. Only after this process, we can use the proposal of fluctuating PDW to describe the metallic pseudogap phase. This is the topic of Chapter 6 and 7.

Now we describe our basic postulate for the pseudogap phase. We assume the existence of robust amplitudes of the four PDW order parameters, $\Delta_{P\hat{x}}$, $\Delta_{-P\hat{x}}$, $\Delta_{P\hat{y}}$, and $\Delta_{-P\hat{y}}$ over a large part of the doping and temperature range that is associate with the pseudogap. We assume the overall superconducting phase of the four parameters are subject to strong quantum phase fluctuations even at zero temperature. We further assume that the relative phases of these four order parameters are perfectly locked at low temperature, so that the CDW at twice the PDW wave-vector and MDW at $P\hat{x} \pm P\hat{y}$ are generated as long range ordered composite orders. In anticipation of what follows, we emphasize that the MDW (as a composite order) plays no role in producing the anti-nodal gap, but it will play an important role in determining the size of the reduced Brillouin zone (BZ) due to the increase periodicity. We claim that after quantum disordering the PDW, we get a metallic state with only a small electron pocket made of the nodal gapless arcs, and the rest of the electron exist in the form an insulator of electron pairs. We compare theoretical predictions with experiments in Sec. 7.2.

We will mostly focus on a description of the zero temperature quantum state that
emerges once the d wave pairing state is destroyed by a magnetic field. The focus on a quantum state and its low lying excitations allow us to make sharp statements. On the other hand, we will also make some qualitative predictions at zero field and finite temperature, taking advantage of the fact that the pseudogap scale $T_{PG} \gg T_c$. 
Chapter 4

Static Pair Density Wave Bands in Cuprates

A PDW condensate is a bath of charge 2e bosons carrying specific nonzero momenta. It mixes an electron with a hole, like regular superconductivity, but only at shifted momenta. To illustrate the PDW we consider in cuprates, we first sketch the band structure along the cut $k_y = \pi$, considering the effects of x-directional PDW and y-directional PDW separately.
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Figure 4-1: (a) Illustration of the PDW momenta ($\pm P\hat{x}$ and $\pm P\hat{y}$) and the secondary CDW momenta ($\pm 2P\hat{x}$, and $\pm 2P\hat{y}$) on the large Fermi surface. (b) Effects of the x-directional PDW along the line $k_y = \pi$. (c) Effects of the y-directional PDW along the line $k_y = \pi$. The original electron band ($\epsilon_k$) is shown as the solid black lines. PDW reflected bands ($-\epsilon_{\pm P\hat{x}-k}$ and $-\epsilon_{\pm P\hat{y}-k}$) are shown as the dotted black lines. The hybridized Bogoliubov bands are shown in colors.

Fig. 4-1(b) illustrates effects of x-directional PDW. We plot the energy of $c_k^\dagger$ (the original electron) as the solid black line, and energy of $c_{\pm P\hat{x}-k}^\dagger$ as the dashed black
lines. PDW hybridizes these three bands into the red and blue bands below the Fermi energy, and the yellow band above the Fermi energy. Fig. 4-1(c) illustrates the mixing between $c_k$ and $c^\dagger_{\pm P_\gamma-k}$ under y-directional PDW. In this case $c^\dagger_{P_\gamma-k}$ and $c^\dagger_{-P_\gamma-k}$ happen to be degenerate, and the electron band effectively couples to only their equal-weight superposition. Hybridization of the electron band and this superposition gives the red band and the blue band. 

For bidirectional PDW, PDW in x-direction and PDW in y-direction together open a gap at antinodes (if the PDW amplitude is big enough). Which one dominates depends on details of the band structure, and the pairing momentum.

Different from what is reported in Ref. [80] (where the effect of the y-direction PDW was not considered), we find that y-directional PDW generically contributes more to the spectral gap at or near $k_y = \pi$. This feature can also be seen in the recent work of Tu and Lee [121]. In this scenario, as we gradually increase the PDW amplitude, the Fermi surface is gradually pushed towards larger absolute value of $k_x$ before the gap opens (Fig. 4-1(c)), while if the x-directional PDW dominates, we would see the Fermi surface pushed towards smaller $k_x$ and disappear at zero momentum (Fig. 4-1(b)). In either case, as we move from $k_y = \pi$ to $k_y = \pi/2$, at some point, PDW stops to provide a full gap. Because of the momentum-mismatch, PDW barely do anything to nodal electrons. For more details, see Ref. [80, 12]. We remark that the addition of the y-direction PDW contribution shown in Fig. 4-1(c) has the desirable feature that the gap opens up for smaller pairing amplitude compared with the contribution from x-direction PDW alone.

In the analysis presented above, we have ignored higher order effects of PDW. For example, $c^\dagger_{p_\tilde{z}-k}$ also mixes with $c_{k-2p_\tilde{z}}$. In general, we should consider the mixing between all of $c_{k+mP_\tilde{z}+nP_\gamma}$ ($m + n$ even) and $c^\dagger_{-k+m'P_\tilde{z}+n'P_\gamma}$ ($m' + n'$ odd).

As we consider this higher order mixing, the commensurability between the PDW momentum and the original lattice comes into play. In the rest of this section, we first discuss the band structure of a commensurate period-6 PDW and then briefly discuss more details.

---

1The asymmetric superposition of $c^\dagger_{\pm P_\gamma-k}$ does not couple to the electron; therefore appears to stay gapless. But this is an artifact of the 3-band approximation. For example, the coupling between this band and $c_{\pm 2P_\tilde{z}+k}$ can gap it.
discuss the band structure of an incommensurate PDW close to period-8.

## 4.1 Commensurate period-6 pair density wave

In this section, we focus on the commensurate case with $P = 2\pi/6$, which is relevant to YBCO near 8% doping (period-3 CDW) \[114\]. The reduced B.Z. of non-superconducting density waves is spanned by $P\hat{x} \pm P\hat{y}$, with an area equal to $1/18$ of the original B.Z. (red dashed square in Fig. 4-2(a)). The 4 PDW momenta are all $(\pi, \pi)$ in the reduced B.Z.. The Hamiltonian we consider is

$$H = \sum_{\vec{k},\sigma} \epsilon_{\vec{k}\sigma} c_{\vec{k}\sigma}^\dagger c_{\vec{k}\sigma} + \sum_{\vec{k}} \Delta P\hat{x}(\vec{k}) c_{\vec{k}\uparrow} c_{\vec{k}+P\hat{x}\downarrow} + \Delta_{-P\hat{x}}(\vec{k}) c_{\vec{k}\downarrow} c_{\vec{k}-P\hat{x}\uparrow} + \sum_{\vec{k}} \Delta P\hat{y}(\vec{k}) c_{\vec{k}\uparrow} c_{\vec{k}+P\hat{y}\downarrow} + \Delta_{-P\hat{y}}(\vec{k}) c_{\vec{k}\downarrow} c_{\vec{k}-P\hat{y}\uparrow} + h.c., \quad (4.1)$$

where $\vec{k}$ runs in the original B.Z., and $\epsilon_{\vec{k}}$ is the tight-binding dispersion:

$$\epsilon_{\vec{k}} = -2t(\cos(k_x) + \cos(k_y)) - 4t_p \cos(k_x) \cos(k_y) - 2t_{pp} \cos(2k_x) + \cos(2k_y) - \mu - 4t_{ppp} \cos(2k_x) \cos(k_y) + \cos(2k_y) \cos(k_x)). \quad (4.2)$$

For the choices of $t$, $t_p$, $t_{pp}$, $t_{ppp}$ and $\mu$, see the description of Fig. 4-2. We choose a locally d-wave form factor for the PDW:

$$\Delta_{\vec{P}}(\vec{k}) = 2\Delta_{\vec{P}}[\cos(k_x - P_x/2) - \cos(k_y - P_y/2)] \quad (4.3)$$
Note that we do not include secondary orders like the CDW and the MDW explicitly in the Hamiltonian. However, the ground state of the Hamiltonian shows these secondary orders, for example, \( \langle c_{k} c_{k+\hat{p}_{x}+\hat{p}_{y}}^{\dagger} \rangle \neq 0 \) and \( \langle c_{k} c_{k+2\hat{p}_{x}}^{\dagger} \rangle \neq 0 \). These orders appear automatically as higher order effects of the PDW amplitudes.

As a general feature of the Nambu spinor representation, Bogoliubov bands of PDW shows up in pairs; each band has a partner that is flipped in energy and shifted by the PDW momentum.\(^{2}\) Of the 18 pairs of bands (coming from 18 electron bands and 18 hole bands), only 1 pair is gapless, giving 2 identical gapless Bogoliubov pockets in the reduced B.Z., shown in Fig. 4-2(a).\(^{3}\) However, the 2 pockets represent the same excitations. Counting the degrees of freedom, there is only one gapless pocket per spin. The reason is that the Nambu spinor representation shifts the down spin electrons by the PDW momentum, causing a superficial doubling. Physically, there are 2 pockets related by \((\pi, \pi)\) in the reduced B.Z. because momenta is conserved only up to \((\pi, \pi)\) when PDW is ordered. We shall see in Sec. 7.1.1 that after disordering the PDW, only the pocket at the center of the B.Z. left. The other pocket becomes a broad 2-particle continuum with a small gap.

Fig. 4-2(b) shows the spectral weight of zero-energy electrons in the original B.Z.. We can see that gapless excitations come solely from nodal electrons along the original Fermi surface; anti-nodal electrons are all gapped. The CDW generated by the PDW connects the gapless arcs to form a closed pocket. Note that the effect of zone-folding in electron spectral function is visible only at the tips of the nodal arc, due to the fact that the CDW amplitude is much smaller than the hopping. On the contrary, if we were to gap out anti-nodal electrons by only CDW, we would need a CDW amplitude comparable to the hopping, resulting in an unrealistically large mixing between \( c_{k} \) and \( c_{k+2\hat{p}} \).

By the approximate \( C_{4} \) symmetry of the CuO\(_{2}\) plane, we assume the 4 PDW

\(^{2}\)For incommensurate PDW, we usually make an cutoff of higher order mixing which breaks this formal particle-hole symmetry (as shown in Fig. 4-1).

\(^{3}\) All other bands are gapped out by the PDW as long as the PDW has a large amplitude and is bi-directional. See the description under Fig. 4-2 for details. Alternatively, we can reduce the PDW gap but explicitly add CDWs at momentum \( 2\hat{p} \) to achieve similar results. On the other hand, bi-directional PDW is crucial in order to have only one pair of gapless bands. For a previous study of the band structure of unidirectional PDW with composite orders, see Ref. [12].
order parameters in Eq. 4.1 have about the same amplitude. However, different choices of the 4 phases give different ground-state energies and symmetries [5]. Of the 4 phases, we can use the $U(1)$-charge symmetry to fix one. In the limit that the PDW wavelength is much bigger than the lattice spacing, we can use continuous translation in $x$ and $y$ direction to fix two more phases. In this case, the only nontrivial phase is $e^{i\theta} \equiv \Delta_{Pz} \cdot \Delta_{-Pz}/(\Delta_{Py} \cdot \Delta_{-Py})$. Time reversal symmetry requires it to be 1. Any other choice breaks time reversal (spontaneously). Fig. 4-2(c) and Fig. 4-2(f) shows the 8 bands close to the Fermi energy for $\theta = 0$ and $\theta = \pi$ correspondingly. The time-reversal invariant case ($\theta = 0$) has a CDW at momentum $(2\pi/6, \pm 2\pi/6)$ (App. D), which is apparently excluded by current experiments. The time-reversal breaking case ($\theta = \pi$) has a more stable band structure with a larger gap for the gapped bands (Fig. 4-2(h)). In this case, the secondary order generated by PDW at momentum $(2\pi/6, \pm 2\pi/6)$ is purely current modulation without charge modulation. This orbital magnetization density wave (MDW) may also break the mirror symmetry along the diagonal. In each case, the specific band gap depends on the band structure and PDW order parameters, but the nodal pocket and the shape of bands are more robust. See Ref. [5] and App. D for details on the symmetry of the commensurate and incommensurate PDW.
Figure 4-2: Bogoliubov bands of commensurate PDW. We use the mean-field Hamiltonian in Eq. 4.1, with hopping parameters $t = 154\text{meV}, t_p = -24\text{meV}, t_{pp} = 25\text{meV}, t_{ppp} = -5\text{meV}$ (see Eq. 4.2), chemical potential $\mu = -126\text{meV}$, PDW momentum $2\pi/6$, and PDW order parameter $|\Delta_P| = 40\text{meV}$. The original B.Z. is reduced to the small B.Z. spanned by $(\pi/3, \pm \pi/3)$. There are 36 bands coming from 18 electron bands and 18 hole bands in the reduced B.Z. Fig. (a): The gapless Fermi pocket. We plot the right-lower quadrants of the original B.Z.. The red dashed line represents the reduced B.Z. The arrow represents PDW momentum $(P^x_\parallel$ and $P^y_\parallel$ are identical in the reduced B.Z.). Fig. (b): The spectral weight of zero-energy fermions in the original B.Z.. The white dashed line illustrates the large Fermi surface. Note that the new Fermi surface are mainly composed by the nodal portion of the original Fermi surface; its shape is barely changed by the PDW. Fig. (c): Bogoliubov bands close to Fermi energy. The PDW amplitudes are $\Delta_{P^x_\parallel} = \Delta_{-P^x_\parallel} = \Delta_{P^y_\parallel} = \Delta_{-P^y_\parallel} = 40\text{meV}$. This choice of phase produces CDW order at $(P_\parallel, \pm P_\parallel)$. $k_\parallel$ and $k_\perp$ run between $\pm \pi/3\sqrt{2}$ along the diagonals. Bogoliubov bands appear in pairs; Each pair of bands have identical shape, they are related by a flip in energy (similar to the BCS bands) and a further shift by the PDW momentum. Fig. (d): the gapless band in Fig. (c). The horizontal plane represents the Fermi energy. Fig. (e): the first gapped band in Fig. (c). Fig. (f/g/h), the same as Fig. (c/d/e), except for $\Delta_{P^x_\parallel} = \Delta_{-P^x_\parallel} = \Delta_{P^y_\parallel} = 40\text{meV}, \Delta_{-P^y_\parallel} = -40\text{meV}$. This produces a magnetization density wave (MDW) state which orders at $(P_\parallel, \pm P_\parallel)$ and breaks time-reversal symmetry.
4.2 Incommensurate pair density wave

When the PDW is incommensurate to the original B.Z., we need to set a cutoff in momentum-space calculation. It was previously reported in Ref. [80] by one of the author that a 5-band model describing the mixing of \( c_{\mathbf{k}}, \ c_{\mathbf{k}+\mathbf{P}_x}^\dagger, \ c_{\mathbf{k}-\mathbf{P}_x}^\dagger, \ c_{\mathbf{k}+2\mathbf{P}_x}^\dagger \) and \( c_{\mathbf{k}-2\mathbf{P}_x} \) (similarly in y direction) produce Bogoliubov pockets with predominant electron weight on one side and predominant hole weight on the other side. In order to capture the effect of B.Z. folding caused by the subsidiary CDW, we increase the cutoff, and include the mixing among \( c_{\mathbf{k}+2m\mathbf{P}_x+2n\mathbf{P}_y} \) for \( m, n \) up to \( \pm 2 \) (for details, see Appendix A). We used the Hamiltonian in Eq. 4.1, the PDW form factor in Eq. 4.3 with \( \Delta = 45 \text{meV} \), the band structure in Appendix A and CDW momentum \( 2P \simeq 0.28(2\pi/a) \) measured in Ref. [114]. This choice of the PDW momentum is relevant to Hg1201 and BSCCO.

We found that, the electron-like part of the 4 Bogoliubov pockets recombine into a predominantly electron-like pocket just like the pocket we get for the commensurate period-6 PDW. The only difference is that the incommensurate density waves produce higher-order repetitions of the pocket all over the original B.Z. (light blue segments in Fig. 4-3). The spectral weights of these repetitions decrease fast as we go to higher-order mixing. We believe that this pocket formed by mainly electron like segments will give rise to quantum oscillations.

We would like to mention that as we increase doping, the 4 copies of the electron pockets in Fig. 4-3(b) touch each other. In some parameter range, Fermi surface topology changes, and a hole pocket forms in the middle. This Lifshitz transition is predicted for Hg1201 at 10% doping in Ref. [114], and for YBCO at a larger doping. However, distinguishing subtle changes of Fermi surface topology is beyond the scope of our discussion.
Figure 4-3: Band structure of the Bogoliubov quasi-particle and possible Fermi pockets in a PDW state. (a) Electron weight on the Fermi-pocket of Bogoliubov quasi-particle. We used the band structure in Appendix A, CDW momentum $Q_x = Q_y = 0.28(2\pi/a)$ measured in Ref. [114]. PDW order parameter $\Delta_Q/2 = 45\text{meV}$, no explicit CDW order parameter in mean field Hamiltonian, and plotted the electron weight at Fermi energy and each momentum $k$ in the B.Z. (For details, see Appendix A). Electron weight is large on 4 “arcs” in the nodal direction. The anti-nodal direction is gapped out by PDW. (b) Details of the reconstructed electron-like pocket after B.Z. folding caused by CDW. We plotted the total electron weight at momenta up to $Q_x$ and $Q_y$. This pocket is formed by 4 segments with electron weight > 80%. It has the same shape as the Harrison-Sebastian pocket. Physically there is only one pocket, others are its copy shifted by $Q_x$ and $Q_y$. we only show the upper right quadrant of the B.Z.
Chapter 5

Short-range Pair Density Wave in the Vortex Halo

In 2018, a scanning tunneling microscopy (STM) experiment reports the observation of charge density wave (CDW) with period of approximately 8a in the halo region surrounding the vortex core [47], in striking contrast to the approximately period 4a CDW that are commonly observed in the cuprates.

In the d-wave superconducting state, charge conservation symmetry is already broken; therefore a CDW and a PDW no longer have any symmetry distinction. However, we can still ask which of them is the primary order in the vortex halo. From the Landau theory point of view, it is most likely that the primary order parameter has an energy functional that favors nonzero amplitude and the subsidiary order parameter is only nonzero due to linear coupling with the primary order. Thus we have the CDW-driven scenario and the PDW-driven scenario. The PDW-driven scenario further divides into different possibilities regarding why the PDW appears in the vortex halo.

The main theme of this thesis, which we explain in Chapter 3, is exploring the fluctuating PDW state as a mother state behind the pseudogap phenomena. In this chapter, we take a step back from our main theme, and address the adequacy of each of the following scenarios as the explanation of the double period CDW, put in the broader context of the pseudogap phenomenology. (We shall refer to the previously...
observed CDW momentum as \( Q \), and the new CDW momentum as \( Q/2 \).

1. The \( Q/2 \) CDW is the primary order, while the \( Q \) CDW is subsidiary.

2. The \( Q/2 \) PDW is a competing order, or an example of "intertwined order" where several order parameters such as PDW, CDW, SDW and d-wave pairing are intimately related to each other. In this picture, the PDW exists only in the vortex halo and vanishes outside.

3. The PDW is the primary order, the "mother state" that exists at a high energy scale and lurks behind a large segment of the phase diagram in the temperature/magnetic field plane. In order to explain the pseudogap at the anti-nodes the PDW is assumed to be bi-directional. While its order is destroyed by phase fluctuations, there are several subsidiary orders that emerge at lower temperatures which account for the observed complexity of the phase diagram.

   We shall also include a discussion of the canted PDW (see Fig. 5-1).

Throughout this chapter we assume the PDW to be bi-directional. A recent paper by Wang et al. [126] addresses issues related to the PDW in the STM experiment and there are similarities and differences with the present work. They consider the d-wave superconductivity and the PDW as competing states inside the vortex halo and construct a sigma model description combining the two orders. They focus their calculations to an uni-directional PDW. They argue against the persistence of the PDW outside the vortex halo. As such their picture is closer in spirit to scenario (2) as outlined above.

We study the charge density wave structures near the vortex core in these models. We emphasize the importance of the phase winding of the d-wave order parameter. The PDW can be pinned by the vortex core due to this winding and become static. Furthermore, the period 8 CDW inherits the properties of this winding, which gives rise to a special feature of the Fourier transform peak. We propose it as the key experimental signature that can distinguish between the PDW-driven scenario from the more mundane option that the period 8 CDW is primary. We discuss the pros and cons of the options considered above.
Finally we attempt to place the STM experiment in the broader context of pseudogap physics of underdoped cuprates. We relate the STM observation to the unusual properties of X-ray scattering data on CDWs carried out to very high magnetic field. We discuss properties of the possible high-field pseudogap ground state for $H > H_{c2}$.

5.1 Recent STM results on period-8 density wave

First we give a short summary of the recent low temperature STM experiment in Bi$_2$Sr$_2$CaCu$_2$O$_8$ [47]. The doping is about 0.17. At zero field patches of 4a CDWs are observed. These appear locally uni-directional and have $d$ form factors. The correlation length is very short, about twice of the lattice spacing. At a finite field of 8.25T, by subtracting off the zero field data, period 4a and period 8a CDWs are revealed in the “halo” region around the vortex core. These appear to be bi-directional and have $s$-wave form factors. The signals are symmetric when the voltages are reversed. We distinguish bi-directional from "checkerboard" order, which consists of local patches of uni-directional stripes. From the widths of the Fourier transform peaks, the correlation length of the 8a and 4a CDW is about 8a and 4a respectively, comparable to their wavelengths. By examining the signals that are odd upon reversing the voltage, another 4a CDW is found which has $d$ form factors. Its correlation length is about 5a and it is uni-directional, running in the same direction from vortex to vortex.

Purely on symmetry grounds, the observation of period 8a bidirectional charge order in the presence of a background superconductor implies that there are also period-8 modulations in the pair order parameter. Specifically if the Fourier component $\rho_{Q/2}$ of the density at a wave vector $Q/2$ is non-zero, then it implies a non-zero Fourier component $\Delta_{Q/2} \sim \Delta_d \rho_{Q/2}$ in the pairing order parameter (where $\Delta_d$ is the order parameter for the standard $d$-wave superconductor). An important question then is whether the observed period-8 modulations are driven primarily by the pinning of soft fluctuations of $\rho_{Q/2}$ (and $\Delta_{Q/2}$ is a subsidiary) or whether the driver is pinning of soft fluctuations of $\Delta_{Q/2}$ (and the observed $\rho_{Q/2}$ is a subsidiary). We will call the former CDW-driven and the latter PDW-driven. Clearly this is not a
symmetry-based distinction and it is natural to wonder if the question is meaningful at all. However we will argue in this chapter that there are, in fact, two distinct possibilities for the observed period-8 charge order which have distinct experimental signatures. It is natural to associate these two distinct possibilities with the (looser) distinction between the CDW-driven and the PDW-driven mechanisms.

5.2 Basic features of bi-directional pair density wave

In this section, we explore the implications of the PDW-Driven scenario, and contrast it with the CDW-driven scenario. We will particularly emphasize the two distinct structures of the period-8 charge order and their experimental distinctions.

![Diagram of bare Fermi surface, CDW momenta and PDW momenta. CDW momenta $Q_x$ and $Q_y$ are shown as yellow arrows. PDW momenta are $P_1 = 2K_1$, $P_1' = 2K_1'$ in x direction, and $P_2 = 2K_2$, $P_2' = 2K_2'$ in y direction. The CDW is a subsidiary order of the PDW, its momenta $Q_x = P_1 - P_1'$, $Q_y = P_2 - P_2'$. We consider two scenarios: (1) $K_i$ and $K_i'$ are located right at B.Z. boundary (solid red dots). $P_1 = -P_1' = Q_x/2$, $P_2 = -P_2' = Q_y/2$. (2) $K_i$ and $K_i'$ are slightly shifted (dotted red circles); $P_1$ and $P_1'$ have a small y component, as shown in the inset figure (The small y component is exaggerated).](image)

The new CDW recently found in Bi$_2$Sr$_2$CaCu$_2$O$_8$ has a momentum close to $2\pi/8$, half of the momentum of the well-known short-range CDW at zero field. In the PDW-driven scenario, we consider a bi-directional PDW order with the same momentum,
that is roughly the momentum between tips of the bare Fermi surface in the anti-nodal direction\[80\]. Bi-directional PDW state with such a momentum is previously proposed by one of the authors \[80\]. Following this proposal, we write down a mean field Hamiltonian

\[
H = \sum_{k,\sigma} \epsilon_k c^\dagger_{k,\sigma} c_{k,\sigma} \\
+ \sum_k \Delta_{P_1}(k)c_{k,\uparrow}c_{-k+P_1,\downarrow} + \Delta^*_{P_1'}(k)c_{k,\uparrow}c_{-k+P_1',\downarrow} \\
+ \sum_k \Delta_{P_2}(k)c_{k,\uparrow}c_{-k+P_2,\downarrow} + \Delta^*_{P_2'}(k)c_{k,\uparrow}c_{-k+P_2',\downarrow} \\
+ \text{h.c.} \tag{5.1}
\]

We used the notation: \( P_1 = 2K_1 \), \( P_1' = 2K_1' \) — as shown in Fig. 5-1 \( K_1 \) and \( K_1' \) are located at or near the Fermi surface at anti-nodal points, generically incommensurate with the B.Z.; Similarly, \( P_2 = 2K_2 \), \( P_2' = 2K_2' \). The four PDW order parameters generate CDW orders \( \rho_{Q_x} \) and \( \rho_{Q_y} \) in second order perturbations even though we do not include them explicitly in the Hamiltonian.

\[
\rho_{Q_x} \sim \Delta_{P_1}\Delta^*_{P_1'}, \rho_{Q_y} \sim \Delta_{P_2}\Delta^*_{P_2'} \tag{5.2}
\]

We associate this subsidiary CDW as the well-known short-range CDW at zero field; it has momenta \( Q_x = P_1 - P_1' \), \( Q_y = P_2 - P_2' \), with magnitude \( Q \simeq 2\pi/4 \) in the recent STM experiment. In principle, we can also add a CDW in (1,1) direction, e.g.

\[
\rho \sim \Delta_{P_1}\Delta^*_{P_2'} + \ldots .
\]

However, this CDW is absent in the recent STM experiment; we explain the reason in detail in the next subsection.

Naively one may expect that if the PDW has local \( d \) form factor, the CDW generated by Eq.5.2 has \( s \) form factor. This argument is not generally correct, because \( s \) and \( d \) form factor for a finite-momentum order parameter has no sharp symmetry distinction\[1\]

\[1\] In momentum space, there are two amplitudes \( A^x_a \) and \( A^y_a \) at momentum \( Q_a/2 \) which correspond to density waves in \( x \) bond and \( y \) bond. Here \( a \) denotes \( x \) or \( y \): \( Q_x/2 = (\frac{2\pi}{8}, 0) \) and \( Q_y/2 = (\frac{2\pi}{8}, 0) \).
It is a local property, which is not captured by the long wavelength description of a Landau order parameter. In fact, when we solve our mean field Hamiltonian with only the $d$ wave PDW as input, the CDW that emerges at $Q$ is predominantly $d$ wave. In view of the experimental observation of the $s$ symmetry CDW near the vortex core, this may simply indicate that the mean field theory is not adequate to give a microscopic description. Nevertheless, we want to convey the message that this result shows that it is entirely possible that a $d$ wave CDW can emerge as a subsidiary order.

We define the common phases $\theta_{P,x}$, $\theta_{P,y}$ and relative phases $\phi_x$, $\phi_y$ of the PDW order parameters, and the phases of Q CDW order parameters as

$$
\Delta_{P_1} = |\Delta_{P_1}|e^{i(\theta_{P,x}+\phi_x)} , \quad \Delta_{P_1'} = |\Delta_{P_1'}|e^{i(\theta_{P,x}-\phi_x)} \\
\Delta_{P_2} = |\Delta_{P_2}|e^{i(\theta_{P,y}+\phi_y)} , \quad \Delta_{P_2'} = |\Delta_{P_2'}|e^{i(\theta_{P,y}-\phi_y)} \\
\rho_{Q_x} = |\rho_{Q_x}|e^{i\gamma_x} , \quad \rho_{Q_y} = |\rho_{Q_y}|e^{i\gamma_y},
$$

As shown in Eq.5.2, $\gamma_x = 2\phi_x$ and $\gamma_y = 2\phi_y$ are the phase difference between PDW order parameters, hence the phases of the subsidiary CDW order parameter they are proportional to the shift of density wave pattern in real space. On the other hand, $\theta_{P,x}$ and $\theta_{P,y}$ carry charge 2 under external electromagnetic field; when coexist with uniform d-wave superconductivity $|\Delta_d|e^{i\theta_d}$, the relative phases $\theta_{P,x} - \theta_d$ and $\theta_{P,y} - \theta_d$, together with $\phi_x$ and $\phi_y$ determines the spatial pattern of new CDW orders with momenta $P_1, P_1', P_2, \text{ and } P_2'$, which are close to or equal to $Q/2$.

We consider two scenarios: (1) $K_i$ and $K_i'$, $i = 1, 2$ are located at the boundary of B.Z., shown as solid red dots in Fig.4-3(a): $2K_1 = -2K_1' = P_1 = -P_1' = Q_x/2, 2K_2 = $
\(-2K'_2 = P_2 = -P'_2 = Q_y/2\) \(K_i\) and \(K'_i\) are slightly shifted, shown as dashed red dots. The shifts in momenta can be either positive or negative, giving a \(Z_2\) order parameter in each direction. We refer to this scenario as canted PDW. This possibility was discussed in Ref. [1] in relation with loop current. It has a potential ability to account for T-reversal breaking and nematicity. Regarding the recent STM experiment, these two scenarios give similar predictions. We focus on the first scenario and comment on the second when necessary.

Unlike the pairing in a conventional superconductor, where electrons forming a Cooper pair have opposite momenta and opposite velocity, this finite-momentum pairing groups electrons with momenta \(K_i + \delta k\) and \(K_i - \delta k\), (similarly, \(K'_i + \delta k\) and \(K'_i - \delta k\)) and it has a strong effect only when these two momenta are both close to the Fermi surface. As a result, it opens a gap only in the anti-nodal direction (shown in Fig. 4-3), and leaves a gapless surface of Bogoliubov quasi-particle in the nodal direction.

### 5.2.1 Static short range pair density wave

In this subsection, we discuss the situation where a short-range PDW coexists with d-wave superconductivity. We focus on the setup of the recent STM experiment where a period-8 density wave was found in the vortex halo of d-wave superconductor. To simplify the discussion, we consider the simplest scenario: \(P_1 = -P'_1 = Q_x/2\), \(P_2 = -P'_2 = Q_y/2\). We have 4 PDW order parameters: \(\Delta_{\pm Q_x/2}\) and \(\Delta_{\pm Q_y/2}\).

We consider the following couplings between PDW, d-wave, and CDW order parameters in a Landau theory in translation-invariant systems. We can write them in momentum space as

\[
\Delta F = -a\rho_{Q_x}\Delta^*_{Q_x/2}\Delta_{Q_x/2} - b\rho_{Q_x}[\Delta^2_d\Delta_{Q_x/2}^2 + \Delta_{Q_x/2}^2\Delta_{Q_x/2}^2]
- c\rho_{Q_x/2}[\Delta^*_d\Delta_{-Q_x/2} + \Delta_{Q_x/2}\Delta_d] - \ldots, \tag{5.4}
\]

where \(a, b, c\) are real coupling constants. For simplicity, we write down only couplings
in x direction. Couplings in y direction are similar. These momentum-space couplings are conceptually helpful, but the strong breaking of translation symmetry introduced by the vortex core brings in new physics that are better captured by a real-space analysis.

Before we start, it is important to note that what the experimentalists found is not a long-range PDW or CDW. Instead, STM experiment identified a static short-range charge order that lives only inside the vortex halo, with the apparent correlation length comparable to its-wavelength. Theoretically, a “short-range order” naturally fluctuate with time; the existence of static short-range order raises many questions. What pins the phases of the order parameters? Why does it appear only in vortex halo? One may tend to think of a phase competition between the uniform d-wave superconductivity and the PDW, so that the latter may be greatly enhanced near the vortex core. However, a phase competition alone does not explain why the short-range order is static.

The answer of these questions may lie in the following observation: just like the way spatial inhomogeneity pins short-range CDWs, a spatial pattern of superconductivity close to the vortex core pins a short-range PDW. This static PDW then extends to a larger region with radius defined by its correlation length $\xi_P$. Outside $\xi_P$, there is still a PDW amplitude fluctuating with time, but the time average decays exponentially.

For concreteness, we choose the origin to be the center of the vortex, $(r, \theta)$ to be the polar coordinate, $(x, y)$ to be the Cartesian coordinate, and write down the following ansatz for the amplitude of the d-wave SC and the PDW:

\[
\Delta_d(r) = |\Delta_d(r)|e^{i\theta_d}e^{i\theta} \tag{5.5}
\]

\[
\Delta_{PDW}(r) = 2|\Delta_{Q_x/2}|e^{-r/\xi_P}e^{i\theta_{P_x}}\cos(Qx/2 + \phi_x) + 2|\Delta_{Q_y/2}|e^{-r/\xi_P}e^{i\theta_{P_y}}\cos(Qy/2 + \phi_y), \tag{5.6}
\]

where $|\Delta_d(r)| = r/\sqrt{r^2 + r^2_{core}}$. $e^{i\theta}$ encodes the 2$$\pi$$ phase winding of the d-wave
amplitude. We have three length scales. The radius of the vortex core: $r_{\text{core}} \simeq 3a$, the period of the PDW: $4\pi/Q \simeq 8a$, and the radius of vortex halo, where field-enhanced CDWs are found: we identify the halo size as $r_{\text{halo}} \sim \xi_P \sim 4\pi/Q$. A usual Landau theory with slowly-varying order parameters implicitly assumes that $r_{\text{core}} \gg 4\pi/Q$, $\xi_P \gg 4\pi/Q$. However, we are in the opposite limit: $4\pi/Q \sim \xi_P > r_{\text{core}}$.

Since $\xi_P$ and $4\pi/Q$ are close to each other, and they are one order of magnitude larger than the lattice constant, we do not separate the exponential decay of order parameters $\Delta_{\pm Q/2} (\Delta_{\pm Q/2})$ from the oscillatory part $\cos(Qx/2 + \phi_x) (\cos(Qy/2 + \phi_y))$, as in a usual Landau theory. Instead, we take the ansatz in Eq. 5.5 and Eq. 5.6, and write down their couplings in real space together with charge density profile $\rho(r)$.

$$\Delta F = - \int \{ a \rho(r) \Delta_{\text{PDW}}(r) \Delta_{\text{PDW}}^*(r) 
+ b \rho(r) [\Delta_d^2(r) \Delta_{\text{PDW}}^2(r) + \Delta_d^2(r) \Delta_{\text{PDW}}^2(r)] 
+ c \rho(r) [\Delta_d^*(r) \Delta_{\text{PDW}}(r) + \Delta_d(r) \Delta_{\text{PDW}}^*(r)] 
+ s [\Delta_d^*(r) \Delta_{\text{PDW}}(r) + \Delta_d(r) \Delta_{\text{PDW}}^*(r)] \} d^2r \quad (5.7)$$

We would like to remind the readers again that this free energy is not a Landau free energy in the usual sense, since we include the oscillatory part of the PDW explicitly in $\Delta_{\text{PDW}}(r)$.

The last term in Eq. 5.7, $-s \int \Delta_d^2(r) \Delta_{\text{PDW}}(r) d^2r + \text{c.c.}$, is the lowest-order symmetry-allowed term that describes the phase locking between the PDW and the d-wave SC order parameter near a vortex core. In the case of spatially slowly-varying order parameters, this term usually vanishes because of momentum mismatch, eg. if the d-wave superconductivity has uniform amplitude. However, close to the vortex core, the rapid changing of d-wave amplitude strongly breaks translation symmetry. Furthermore the phase winds by $2\pi$ around the core, and near the core the winding is sufficiently rapid that it can phase match the finite wave-vector of the PDW. As a result the PDW is pinned to match the spatial pattern of vortex core so that free energy is minimized.
Because of the phase winding, d-wave amplitude changes sign across the origin and the overlap integral is optimized when the PDW has the form \( \sin(Qx/2) \) which also changes sign at the origin. Thus \( \phi_x \) and \( \phi_y \) are pinned to be \(-\pi/2\). Then the overall phase, \( \theta_{P,x} = \theta_d \), \( \theta_{P,y} = \pi/2 + \theta_d \), are pinned so that the overlap is a positive real number. This pinning mechanism completely fixes the phases of the PDW; a simple calculation of the overlap integral indicates the pinning is very effective in the vortex core. For details, see Fig. [5-2]\\n
Of course, at the length scale of 10 lattice constants, everything except a microscopic model is merely an oversimplified illustration. Nonetheless, we believe this simple illustration captures the underlying physics of the phase-locking between d-wave and various PDW order parameters. This pinning mechanism is effective exactly because \( 4\pi/Q > r_{\text{core}} \) in the cuprates. In the opposite limit, d-wave order parameter changes slowly. According to a usual Landau theory, this coupling cancels out. In the remaining part of this section, we discuss the consequences of this phase-locking on subsidiary charge order. We confirmed these consequences by an exact diagonalization study in the next section.

Note that the PDW does not have a vortex. Since the PDW lives only in small patches, vortices are not required[3], and it is energetically favorable to not have vortices in the PDW-driven scenario.

This PDW order generates various CDWs in the vortex halo:

1. bi-directional Q/2 CDW. According to Eq. (5.4 - 5.7), it has the following amplitude in real space

\[
\rho_\alpha(r) = F(r) \cos(\theta + \theta_d - \theta_{P,\alpha}) \cos(Q_\alpha \cdot r + \phi_\alpha) \quad (5.8)
\]

where \( \alpha = x, y \), \( Q_\alpha = Q_x, Q_y \) and \( F(r) \sim 2c|\Delta_d(r)|\Delta_{Q_\alpha/2}|e^{\ -r/\xi_P}. \) The most interesting feature is that, apart from normal plane-wave factor, there is an additional factor \( \cos(\theta + \theta_d - \theta_{P,\alpha}) \) depending on the polar angle. A choice of the relative angle \( \theta_d - \theta_{P,\alpha} \) selects a special angle along which \( \rho_\alpha(r) \) vanishes. We point out that the pinning mechanism we discussed predicts that the amplitude \( \rho_x \) vanishes in the
Figure 5-2: (a) Overlap integral $\int \Delta_d^*(\mathbf{r})\Delta_{\text{PDW}}(\mathbf{r})d^2\mathbf{r}$ as a function of $\phi_x$, for $\theta_x = 0$. We have set their maximum amplitude to 1 for both $\Delta_d(\mathbf{r})$ and $\Delta_{\text{PDW}}(\mathbf{r})$, and we normalize the integral by the overlap of the PDW with itself inside the vortex core of radius $3a$. $\phi_x$ is pinned to $3\pi/2$. The large overlap implies the real-space pattern of the PDW matches the pattern of d-wave vortex core almost perfectly at $\phi_x = 3\pi/2$ — its amplitude is reduced only because d-wave amplitude is reduced in the vortex core.

(b) The integrand $\Delta_d^*(\mathbf{r})\Delta_{\text{PDW}}(\mathbf{r})$ as a function of $\mathbf{r}$ near vortex core, for $\phi_x = 3\pi/2$, $\theta_x = 0$. Outside the vortex core, the integrand alternating between positive and negative because of momentum mismatch. However, within the first period of the PDW in the center, the integrand is always positive, giving a large overlap. This is because d-wave and PDW both change sign across the origin. The d-wave SC amplitude changes sign due to the $2\pi$ phase winding, and the PDW changes sign because of the $\sin(Qx/2)$ factor.

vertical direction, when $\theta \sim \pm \pi/2$, while the amplitude $\rho_y$ vanishes in the horizontal direction, when $\theta \sim 0, \pi$. This choice restores C4 symmetry. Physically, this new feature originates from the $2\pi$ winding of d-wave order parameter. We can identify two contributions to $\rho_{Q/2}$: $\Delta_d^*\Delta_{Q/2}$ which carries -1 dislocation, and $\Delta_d\Delta_{-Q/2}^*$ which carries +1 dislocation. The interference of these two terms give rise to a nodal direction in real space. This is an important prediction in the PDW-driven scenario. On the contrary, in the CDW-driven scenario, it is energetically favorable to put the dislocation in the PDW amplitude, and the CDW amplitude is rather featureless. In the next section, we discuss the same feature in Fourier space, and propose follow-up
experiments to distinguish the PDW-driven and the CDW-driven scenario.

(2) Q CDW. According to Eq. 5.4 there are two contributions:

\[ \rho_Q^A \sim a \Delta_{-Q/2}^* \Delta_{Q/2}, \tag{5.9} \]

which we call CDW \( A \), and

\[ \rho_Q^B \sim b(\Delta_d^2 \Delta_{Q/2}^2 + \Delta_d^2 \Delta_{-Q/2}^*), \tag{5.10} \]

which we call CDW \( B \), which we can think of as a harmonic of \( \rho_{Q/2} \). CDW \( A \) does not rely on the phase-locking between the d-wave SC and the PDW; it is already pinned to be static short-range CDWs by impurities at zero magnetic field, and it persists above \( T_c \). On the other hand, a static CDW \( B \) rely on the phase-locking. Similar to the Q/2 CDW, it is a superposition of +2 dislocation and -2 dislocation, and it exists only in vortex halos. In the case of spatially uniform PDW and CDW orders, there is no distinction between the two. However, in a spatially inhomogeneous situation such as what we encounter near the vortex core, there is a physical distinction. For example, CDW \( A \) may be extended in space while CDW \( B \) may be localized near the vortex core. In this case the two CDW may have different local form factors, such as d or s-wave. These form factors may in turn determine which one prefers to be bi-directional or uni-directional, because the coefficient of the quartic term that couples the amplitudes of the x and y oriented CDW may be different. In the STM data there already appears to be two kinds of CDWs, one pinned to the vortex core and one which already exists at zero filed. We will make further use of this distinction in later discussions.

Naively, one would expect a CDW with momentum \((Q/2, Q/2)\) appears in the second order — in real space this term may show up in the contribution \( \rho(r) \sim a \Delta_{PDW}^*(r) \Delta_{PDW}(r) \). However, the pinning in the vortex core requires
\[
\Delta_{\text{PDW}}(r) \sim e^{i\vartheta_d}(\sin(Qx/2) + i\sin(Qy/2)), \quad (5.11)
\]
\[
\Delta_{\text{PDW}}^*(r)\Delta_{\text{PDW}}(r) \sim \sin^2(Qx/2) + \sin^2(Qy/2), \quad (5.12)
\]

and the cross term \(\sin(Qx/2)\sin(Qy/2)\) with momenta \((\pm Q/2, \pm Q/2)\) cancels out due to the \(\pi/2\) relative phase. As a consequence, there is no \((2\pi/8, 2\pi/8)\) CDW in the leading order. In the fourth order, such a CDW is generated by the term \(\Delta_{\text{PDW}}^2(r)\Delta_{\text{PDW}}^2(r)\), but the amplitude is weak and subject to broadening effect given by dislocations. The absence of the \((2\pi/8, 2\pi/8)\) CDW is previously discussed in Ref. [5]. It was pointed out that in the uniform case when the PDW does not have a vortex, the relative phase between the PDW in x and y direction determines whether the \((2\pi/8, 2\pi/8)\) CDW is present or not. If the phase is zero it is present, while if it is \(\pi/2\) bond currents are generated, producing a magnetization density wave at the same wave-vector instead. This magnetization density wave will be discussed in great detail in a later section. In the uniform case it is not known which phase is preferred. In our case we find that in the presence of a vortex, the phase choice \(\pi/2\) is energetically favorable, therefore the \((2\pi/8, 2\pi/8)\) CDW is absent in the leading order. On the contrary, in the CDW-driven scenario, naively the \((2\pi/8, 2\pi/8)\) CDW is comparable to the \((2\pi/4, 0)\) CDW. The absence of a \((2\pi/8, 2\pi/8)\) Fourier peak in STM data is an evidence favoring the PDW-driven scenario.

Next, we would like to comment on the correlation length of the PDW in the recent STM experiment. In the PDW-driven scenario, as discussed above, the \(Q/2\) CDW has \(2\pi\) phase winding around the vortex core. A simple calculation shows that this phase winding broadened the Fourier peak by roughly a factor of 2. Thus the intrinsic correlation length of the \(Q/2\) CDW and the PDW should be close to 16 lattice constants, a little smaller than the half of the distance between neighboring vortex cores.

We end this section with some comments on the implications if a canted PDW is present. While the CDW generated by Eq(2) retains the wave-vector \(Q\) along the
x and y axes, the double period CDW generated by the analog of the third term in Eq. 5.4 now has wave-vector \( P \) and \( P' \). Similarly, its harmonic generated by the analog of the second term in Eq. 5.4 have wave-vectors \( 2P \) and \( 2P' \). It is worth noting that we now have two distinct CDWs and the difference between the A and B type CDW is now a sharp one that can be made even in a uniform system. A second point is that there is now an additional pinning mechanism. The term \( (\Delta \phi(r))^2(\Delta P\Delta P')^* \) is allowed if the local phase gradient matches the canting momentum \( p = (P + P')/2 \). This leads to a locking term at some distance from the vortex core where the phases are matched. The possible detection of the canting angle will be discussed in the next section.

With the above understanding of the PDW-driven scenario, we propose the following phenomenological picture explaining the recent STM experiment in Bi\(_2\)Sr\(_2\)CaCu\(_2\)O\(_8\), 17% doping, up to 8.5T:

- A short-range PDW is pinned by the vortex core and extends to its correlation length.

- We estimate the intrinsic correlation length of the PDW to be 16 lattice constants. The period-8 CDW appears to have a shorter correlation length \( \sim 8 \) lattice constants as determined from the width of the Fourier transform peak by fitting it to a Gaussian. Part of this width is not intrinsic and is due to the \( 2\pi \) phase winding.

- The period 8 CDW produces as a harmonic a period 4 CDW, which we have labeled as CDW\(_B\). Its width is subject to the same blurring as the period 8 CDW. On the other hand, the static PDW near the vortex core nucleates the period-4 CDW\(_A\) by \( \Delta^*_{-Q/2}\Delta_{Q/2} \), which is not affected by the phase winding around the vortex. These two CDWs may have different form factors and different asymmetry factors between x direction and y direction. However it is hard to extract their correlation length separately based on the current data, since their Fourier peaks mix together. The width of \( 2\pi/4 \) Fourier peak translates
to a correlation length around 4a. This serves as a lower bound of the intrinsic correlation lengths of CDW$_A$ and CDW$_B$.

- At zero field, $\Delta_{-Q/2}$ and $\Delta_{Q/2}$ fluctuate with time, we rely on their relative phase being pinned by spatial inhomogeneity to give a static CDW$_A$. This effect gives much weaker period-4 CDW puddles with a very short correlation length of order 2a. This CDW is unidirectional in each small puddle. We tentatively identify the unidirectional part of CDWs both in zero field and in the vortex core as CDW$_A$.

- The static-PDW-enhanced correlation length of CDW$_A$ is enough to give some overlap between neighboring vortices. It is energetically favorable for the unidirectional part to align its direction and stretch its phase between vortices smoothly to gain overlap energy.

- The PDW-driven model predicts the absence of a $(2\pi/8, 2\pi/8)$ peak.

- Given the strong pinning effect and relatively small correlation length, these CDWs may not be able to overcome the local pinning effect and become phase coherent between halos.

### 5.3 Experimental proposal

The disappearance of the $(2\pi/8, 2\pi/8)$ CDW order is surprising for a CDW-Driven model while it can be naturally explained in the PDW-Driven model, as shown in last section. Despite this already existing evidence favoring the PDW-Driven model, more experimental predictions need to be tested to fully settle down this issue. In this section we propose experiments to distinguish the PDW-Driven and the CDW-Driven scenario unambiguously. Besides, in the PDW-Driven scenario our proposed experiment can extract the relative phase between PDW order parameters and the $d$ wave order parameter, which is physical.

The main prediction of the PDW-Driven scenario is that the CDW order parameter at $Q_x/2 = (2\pi/8, 0)$ and $Q_y/2 = (0, 2\pi/8)$ have the following profile as shown in
\( \rho_{Q_a/2}(r, \theta) = e^{i\phi_a} F_P(r) \cos(\theta - \theta_a) \) 

\[(5.13)\]

where \((r, \theta)\) is the polar coordinate of real space around the vortex center and \(a\) denotes \(x\) or \(y\) direction.

\(F_P(r)\) vanishes at \(r = 0\) and decays as \(e^{-\frac{r}{\xi}}\) at large \(r\). It has its maximum at a nonzero distance to the center. \(\theta_x = \theta_{P_x} - \theta_d\) and \(\theta_y = \theta_{P_y} - \theta_d\) are the relative phases of PDW order parameters \(\Delta_{\pm Pa} = |\Delta_{Pa}| e^{i\phi_{Pa} \pm i\phi_a}\) compared to the d-wave order parameter \(\Delta_D(r, \theta) = |\Delta_D| e^{i\theta_d} e^{i\theta}\)

In contrast, the CDW-Driven scenario shows quite distinct profile of the period 8 CDW order parameter:

\[ \rho_{Q_a/2}(r, \theta) = e^{i\phi_a} F_c(r) \] 

\[(5.14)\]

\(F_c(r)\) has its maximum at \(r = 0\) and decays far away with \(e^{-\frac{r}{\xi}}\). The CDW order parameter doesn’t have angle dependence in this scenario.

---

Figure 5-3: Real Space Plot of on-site LDoS \(\nu^E(r)\) at \(E = 30\text{meV}\) for the PDW-Driven and the CDW-Driven model.

Clearly the CDW order parameter profile from the PDW-Driven and the CDW-Driven models have both different radius dependence and angle dependence. A real space plot of LDoS can be found in Fig. 5-3. The \(\cos(\theta - \theta_a)\) factor in the PDW-Driven model means a superposition of strength \(\pm 1\) dislocation of the CDW order parameter and in principle STM experiments can extract \(\theta_a\).
Here we will propose the following experimental predictions to distinguish the above two different CDW profiles. In the STM experiment, what is measured is the local density of states (LDoS) at a fixed energy \( \nu(r, E) \). For a fixed energy, \( \nu^E(r) = \nu(r, E) \) has the same symmetry as density and we expect it to follow Eq. 5.13 and Eq. 5.14.

Before going to specific predictions, it may be worthwhile to give one general suggestion to the data analysis procedure of experimental data. For both the PDW-Driven scenario and the CDW-Driven scenario, the phase of the CDW order with momentum \( Q_a \) is expected to be locked to position of the vortex center. As a result, signals from different vortex halos are not coherent. Therefore, it’s better to shift the position of each vortex center to the origin when doing Fourier Transformation for each vortex halo. In this way we can make different vortex halos coherent and greatly enhance signals.

The following are predictions for the PDW-Driven scenario and how to detect it in experiment. As a benchmark, we show our numerical simulation data. We did a quantum-mechanical calculation with spatially varying PDW and d-wave SC amplitudes. The method of our simulation is summarized in Appendix C. Profile of the d-wave order parameter is \( \Delta_D(r, \theta) \sim \frac{r}{\sqrt{r^2 + r_0^2}} \) with vortex core size \( r_0 = 3.5 \) lattice constants. We used a profile of the PDW with \( r \) dependence as \( \Delta_P(r, \theta) \sim e^{1-\sqrt{r^2+\xi^2}/\xi} \) with correlation length \( \xi = 15 \). In the following, local density of states \( \nu^E(r) \) is obtained at fixed energy \( E = 30 \) meV. Note we only show d wave form of Bond LDoS because the CDW generated by our model is dominated by d wave. However, we expect our predictions in the following sections do not rely on the form factor.

### 5.3.1 Split peaks for period 8 CDW

The first prediction for the PDW-driven scenario is that the peak at \( Q_a/2 \) is split to two peaks in the direction decided by \( \theta_a \).

Recall that the density modulation \( \rho(r) = \int_{-\infty}^{0} dE \nu^E(r) \) is given by the integral of LDoS \( \nu^E(r) \) over the occupied states. We define the slowly varying complex amplitude
\( \nu_{Qa/2}^E(r) \) by writing the real space local DoS as \( \nu^E(r) = \sum_a \nu_{Qa/2}^E(r)e^{\frac{i}{2}Qa \cdot r} + h.c. \). This is the analog of \( \rho_{Qa/2} \) discussed in the last section. We assume that \( \nu_{Qa/2}^E(r) \) has a similar real space profile as \( \rho_{Qa/2} \) as given in Eq. 5.13 i.e. it is confined to the vicinity of the vortex core and importantly, is proportional to \( \cos(\theta - \theta_a) \). Recall that this factor encodes the phase winding of the d-wave superconductor and is therefore an important signature for the PDW-driven scenario. This assumption is supported by our numerical simulations, and will be discussed and shown in greater detail later in Fig. 5-7 and Fig. 5-6.

We define \( \tilde{\nu}^E(q) \) to be the Fourier Transform of \( \nu^E(r) \). For \( q \) in the vicinity of \( Qa/2 \) we define

\[
\tilde{A}_a(q) = \tilde{\nu}^E(q - Qa/2) = \sum_r \nu_{Qa/2}^E(r)e^{-iq \cdot r} \tag{5.15}
\]

Consider \( a \) in the \( x \) direction. When \( \theta_a = 0 \), it’s easy to see that the absolute value of \( \tilde{A}_a(q) \) has two peaks in \( x \) direction because of the \( \cos \theta \) factor. This is because \( \cos \theta = \frac{x}{\sqrt{x^2 + y^2}} \) produces a line of zero in \( \nu_{Qa/2}^E(r) \) along the \( y \) direction through the vortex core. \( \nu_{Qa/2}^E(r) \) is odd under \( x \to -x \) and as a result \( \tilde{A}_a(q_x = 0) = 0 \) and \( \tilde{A}_a(q) \) has a splitting along the \( q_x \) direction. The splitting is roughly \( \delta q \sim \frac{1}{\xi} \). For general \( a \) and general \( \theta_a \), the line of zero in \( \tilde{A}_a(q) \) is rotated by an angle \( \theta_a \). Therefore, the absolute value of \( \tilde{\nu}^E(q) \) should have two peaks at \( q \approx Qa/2 \) with the splitting in the direction of \( \theta_a \).

This prediction is confirmed by our numerical simulation. Here we show two different phase choices for the PDW-Driven model. The splitting of period 8 peaks along the direction \( \theta_a \) is very clear for PDW-Driven models while the CDW-Driven model shows regular peaks.

Therefore, we suggest to fit experimental data with a split-peak model. In our simulation, if we choose the vortex center as the origin, we found that \( \tilde{\nu}^E(q) \) is dominated by real part. Thus it is better to plot only real part of \( \tilde{\nu}^E(q) \). Besides, there should be a sign change at \( q = (\frac{2\pi}{8a}, 0) \) if we plot \( \text{Re}\nu^E(q_x) \) along the \( q_y = 0 \) cut, as shown in Fig. 5-5. Again, this comes from the Fourier transformation of \( \cos(\theta) \).
5.3.2 Direct visualization of “dislocation”

To have a direct visualization of profile shown in Eq. 5.13 for the PDW-Driven model, we need to extract the local CDW order parameter $\nu^E_{Q_a/2}(x, y)$ from STM data $\nu^E(x, y)$. For each position $(x_0, y_0)$, we construct a new image by multiplying a gaussian mask:

$$\tilde{\nu}^E(r; r_0) = e^{-\frac{(r-r_0)^2}{2W^2}} \nu^E(r)$$

We found that $W = 8$ is a good choice in our simulation. Then we can extract the local CDW order parameter $\nu^E_{Q_a/2}(r_0)$ by a Fourier Transformation of $\tilde{\nu}^E(r; r_0)$:

$$\nu^E_{Q_a/2}(r_0) = \sum_r \tilde{\nu}^E(r; r_0)e^{-\frac{i}{2}Q_a \cdot r}$$

After extracting $\nu^E_{Q_a/2}(r_0)$ for each position, we can easily visualize it and decide
Figure 5-5: $Re\tilde{\nu}^E(q_x, 0)$ for the PDW-Driven model with $\theta_x = 0$ and $\theta_y = \frac{\pi}{2}$; There is a clear sign change at $q_x = \frac{12\pi}{a}$. Whether there is a superposition of strength $\pm 1$ dislocations.

The above algorithm can also be implemented by filter algorithm in momentum space directly as in Ref. [63]:

\[ \nu_{Qa/2}^E(r_0) = \sum_q \tilde{\nu}^E(q) G(Qa/2 - q)e^{-i(Qa/2 - q)\cdot r_0} \]  
(5.18)

where the filter is $G(q) = \sum_r e^{-\frac{|r|^2}{2\sigma^2}} e^{-i\mathbf{q}\cdot \mathbf{r}} = e^{-\frac{w^2}{2}|q|^2}$.

In Fig. 5-6, we show visualization for simulated data of $|\nu_{Qa/2}^E|^2$ from both the CDW-Driven model and the PDW-Driven model. The distinction is very obvious. For the CDW-Driven model, $\nu_{Qa/2}^E$ has the maximal intensity at the vortex center. For the PDW-Driven model, $|\nu_{Qa/2}^E|$ vanishes along a line across the vortex center in the direction of $\theta_a \pm \frac{\pi}{2}$, in agreement with a $\cos(\theta - \theta_a)$ angle dependence. Across the dark line, phase of the local amplitude $\nu_{Qa/2}^E$ has a $\pi$ shift, as shown in Fig. 5-7a. We can see the phase of $\nu_{Qa/2}^E$ is $\phi_a$ or $\phi_a + \pi$. Therefore we can remove the overall phase by $\nu_{Qa/2}^E \rightarrow \nu_{Qa/2}^E e^{-i\phi_a}$ and make it real. Then angle dependence $\nu_{Qa/2}^E \sim \cos(\theta - \theta_a)$ can be visualized directly in Fig. 5-7c. For an uni-directional PDW, Wang et al. [126] also noted the phase jump by $\pi$ by tracking the position of the DOS peaks in real space [126]. In Fig. 5-7b, we plot $Re\nu_{Qa/2}^E(x)$ at fixed $y$. For $y = 0$, $|\nu_{Qa/2}^E(x)|$ gives the radius dependence $F(r)$. We can see that the maximum is at finite $r$. However, our simulation may overestimate the maximum because of boundary effects due to
Figure 5-6: $|\nu^{E}_{Q_{a}/2}|^2$ from the CDW-Driven and PDW-Driven models. (a) and (b) are from the CDW-Driven model; Others are from PDW-Driven models. $E = 30$ meV.

Finally, we comment on challenges to apply this algorithm to real experimental data and possible ways to increase the signal to noise ratio. (1) The existence of multiple vortices and impurities modifies the $\cos(\theta - \theta_{a})$ angle dependence. In general, there is no time reversal symmetry or any lattice symmetry left, and $\nu_{Q_{a}/2}(r_{0})$ is complex. Thus the line of zero we predicted in the simple model may not be exact. We still expect the real and imaginary parts of $\nu^{E}_{Q_{a}/2}(r_{0})$ to each have a line of zero but the lines will no longer coincide. As a result the line of zero’s shown in Fig. 5-6(c-f) will partially fill in. However, in the current experiment, the distance between neighboring vortices is roughly 3 times of the size of the halo; the distortion of the CDW profile by neighboring vortices is not significant. Furthermore, the phase locking mechanism we discussed in the previous section predicts that the Fourier peak of the finite size.
(a) $\arg \nu_{\mathbf{Q}_x/2}(x)$. Phase of $\nu_{\mathbf{Q}_x/2}(x)$ jumps from $-\pi/2$ to $\pi/2$ across the line $x = 0$.

(b) $\text{Re}\, \nu_{\mathbf{Q}_x/2}(x)e^{-i\phi_x}$ at fixed $y$.

(c) $\text{Re}\, \nu_{\mathbf{Q}_a/2}(\theta)e^{-i\phi_a}$ at $r = 15$. There is a clear cosine-like dependence.

Figure 5-7: $\nu_{\mathbf{Q}_a/2}$ for the PDW-Driven model with $\theta_x = 0$ and $\theta_y = \frac{\pi}{2}$.

CDW around each vortex split in the same direction. Thus the split peak signal should be observable in the existence of multiple vortices. (2) There is a smooth background, which will add an offset to the $\cos(\theta - \theta_a)$ factor. If we assume the background is smooth, it can be subtracted with sophisticated data analysis technique. (3) Although it is not necessary to analyze each vortex separately, doing it may increase the signal to noise ratio. If we choose the origin of Fourier transformation to be the center of each vortex, our PDW-driven model predicts the Fourier amplitude of the period 8 CDW to be real. We expect the noise to have random phase, and plotting the real part of the amplitude instead of the absolute value can enhance the signal to noise ratio.
5.3.3 Magnetization density wave

In the PDW-Driven scenario, we will also get magnetization density wave. Orbital magnetic moment of each plaquette $M(r)$ can be estimated through the following equation:

$$M(r + \hat{x} + \hat{y}) = \frac{a^2}{4} \left( I(r, r + \hat{x}) + I(r + \hat{x}, r + \hat{x} + \hat{y}) + I(r + \hat{x} + \hat{y}, r + \hat{y}) + I(r + \hat{y}, r) \right)$$

(5.19)

where $a = 3.5\text{Å}$ is lattice constant. $I(r, r + \hat{a})$ is the current going through the bond from $r$ to $r + \hat{a}$ where $a$ denotes $x$ or $y$.

$M(r)$ has density wave with momentum $Q_x/2 = (\frac{2\pi}{8}, 0)$, $Q_y/2 = (0, \frac{2\pi}{8})$. There are also density waves along the diagonals $Q_{\pm, \pm} = (\pm \frac{2\pi}{8}, \pm \frac{2\pi}{8})$. Real space and momentum space pattern of magnetic moment are shown in Fig. 5-8. Amplitude of density wave at momentum $(\frac{2\pi}{8}, \frac{2\pi}{8})$ is around $0.005\mu_B$ and may be possible to be detected by neutron scattering experiments. The observation of the magnetization density wave at this-wave-vector offers the opportunity to definitively settle the question of uni-directional vs bi-directional PDW.
5.3.4 Other types of pair density wave

Our discussion mainly focuses on bidirectional PDW models. However, other types of PDW states have been proposed before. In this section, we show signatures for a Unidirectional PDW model and a canted PDW model. Therefore STM experiments can rule out or support these kinds of PDW models.

For the unidirectional PDW shown in Fig. 5-9 with only $x$ component, Fourier Transform data only show peak at $Q_x/2$, not at $Q_y/2$. There is still split of peak consistent with our previous discussions for bidirectional PDW.

For the canted PDW, we expect the peak in $\nu^E(q)$ deviates from $(1, 0)$ and $(0, 1)$ direction. For the canted PDW model with shifted momentum $p = 0.03 \times 2\pi/a$: $P_1 = (\frac{2\pi}{8}, p)$, $P'_1 = (\frac{-2\pi}{8}, p)$ and $P_2 = (p, \frac{2\pi}{8}), P'_2 = (p, \frac{-2\pi}{8})$ this shift shows up in Fig. 5-10. Because of condition $\tilde{\nu}^E(q) = \tilde{\nu}^E(-q)^*$, we see double peak with shift $p$.

In experiment it may be better to detect this feature with complex amplitude $\tilde{\nu}^E(q)$ instead of intensity $|\tilde{\nu}^E(q)|$.

![Figure 5-9: $|\tilde{\nu}^E(q)|$ for the unidirectional PDW with phase $\theta_x = 0$.](image)

If we can decide the value of shift momentum $|p|$ from Fourier Transformation data, then we can extract local order parameter $\nu^E_P(r)$ with $P = (\frac{2\pi}{8}, \pm p)$ following Eq. 5.16. It turns out that $P = (\frac{2\pi}{8}, p)$ has an anti-vortex while $P = (\frac{2\pi}{8}, -p)$ has a vortex, as shown in Fig. 5-11.

If momentum resolution is not good enough to decide the value of $p$, we propose to visualize $\nu^E_{P_0}(r)$ with $P_0 = (\frac{2\pi}{8}, 0)$. If it is ordinary PDW-Driven, we get similar plot as in Fig. 5-7a. If it is canted PDW-Driven, we will get strange position dependence of
Figure 5-10: $|\tilde{\nu}^E(\mathbf{q})|$ for the canted PDW with shifted momentum $p = 0.03 \times 2\pi/a$. Phase of the PDW is $\theta_x = 0$ and $\theta_y = \pi/2$.

Figure 5-11: $\arg \nu^E_P(\mathbf{r})$ for the canted PDW in unit of $\pi$.

$\arg \nu^E_P(\mathbf{r})$ like in Fig. 5-12b. This is a signature of the canted PDW and it’s consistent with the following equation:

$$\nu^E_{P_0}(\mathbf{r}) \sim \cos(\theta - py) \quad (5.20)$$

Figure 5-12: Visualization of $\arg \nu^E_{P_0}(\mathbf{r})$ for canted PDW Driven model. $P_0 = (\frac{2\pi}{8}, 0)$ and shifted-momentum is $p = 0.03 \times 2\pi$. 
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5.4 Summary

We now summarize some of the conclusions from the discussion in previous sections. The observation of period 8a bidirectional charge order in the vortex halo directly means that there are induced order parameters $\rho_{Q_x/2}$, $\rho_{Q_y/2}$. In the presence also of a non-zero superconducting order parameter $\Delta_d$ of the usual $d$-wave superconductor, the period-8 charge order necessarily implies that there are also period-8 modulations in the superconducting order parameter $\Delta_{Q_x/2}$, $\Delta_{Q_y/2}$, i.e., Pair Density Wave order at the same period. Given this obvious equivalence in the superconductor between charge and pairing modulations, it may seem to be a moot question whether what is observed is primarily charge order or pair order at period-8. Nevertheless we have shown that there are two distinct possibilities for the observed period-8 order which naturally correspond to two distinct driving mechanisms.

In the CDW-driven scenario, we simply postulate that there are slow fluctuations of a previously unidentified period-8 CDW in the uniform superconductor. In the vicinity of the vortex the breaking of translational symmetry and the weakening of the superconducting order may then pin the fluctuations of the period-8 CDW and lead to static ordering. Period-4 charge order then appears as a subsidiary order. In this scenario it is natural to expect that the phase of the induced CDW order does not wind on going around the vortex core.

In the PDW-driven scenario on the other hand, we postulate that there are slow fluctuations of period-8 PDW that are pinned in the vortex halo. The induced period-8 CDW then will have a strength $\pm 1$ dislocation centered at the vortex core. More precisely the induced period-8 CDW will be a superposition of a configuration with a strength $+1$ dislocation and one with a strength $-1$ dislocation. This leads to a rather different spatial profile for the induced period-8 CDW. A further difference is that there are now two distinct kinds of induced period-4 CDW orders which we have referred to as CDW$_A$ and CDW$_B$. The CDW$_A$ pattern has no winding around the vortex core while the CDW$_B$ pattern is a superposition of strengths $\pm 2$ dislocations.

We discussed the extent to which existing data supports either scenario. In par-
ticular in the PDW-driven scenario there is a natural explanation for the absence of peaks at $2\pi \left(\frac{1}{8}, \frac{1}{8}\right)$ as reported in the experiments. It is however important to analyze the data more carefully to clearly establish which of these scenarios is realized, and we described a number of distinguishing features. Most importantly the spatial profile of the induced charge orders due to the dislocation structure in the PDW-driven scenario should be discernible using the methods we describe.

Note that within either of these scenarios there is no general reason for a predominantly $d$-form factor period-8 charge order to induce only an $s$-form factor period-4 charge order [97]. From our numerical simulation of $d$ wave PDW coexistence with uniform $d$ wave superconductor, the period 8 CDW we get is actually dominated by $d$ wave, instead of $s$ wave from naive expectation. Thus we do not have a natural explanation of the observations on form factors in the experiments.

A further question that one can ask is whether the fluctuation order that is pinned on the halo is unidirectional or bidirectional. The observed period-8 modulations are apparently bidirectional. The simplest explanation therefore is that the “parent” order is also bidirectional. However one may postulate that there are domains of different unidirectional patches within the vortex halo. This may be easy to check in the STM data.

Finally an important question is whether the period-8 PDW (if it is really the driver) is merely a competing/intertwined order with the standard $d$-wave superconductor or whether it is a “mother” state with a very large amplitude that controls the physics up to a much larger energy scale than the standard $d$-wave order itself. Just based on the STM experiments alone there does not seem to be any clear way to answer this question.

However in the following section, by combining with information from other existing experiments, we will provide suggestive arguments in favor of a mother PDW state.
5.5 A broader perspective on pair density wave and its relation to the pseudogap state of cuprates

In this section we take a broader perspective and ask whether the message learned from the STM data on Bi-2212 can inform us on anomalies observed in other cuprates and more generally on the pseudogap itself. We shall assume that the data are described by the fluctuating PDW ("mother state") scenario and we shall assume that scenario continues to hold in other under-doped cuprates. We focus our attention on YBCO where extensive data on the CDW up to high magnetic field is available\[31, 57, 71\]. The picture that emerges from these studies is that SRO CDW appears below about 150K over a doping range between x=0.08 and 0.16\[24\]. This SRO CDW has very weak interlayer ordering centered around L=1/2 where L is the c axis-wave-vector in reciprocal lattice unit. These peaks grow with decreasing temperature but their strength weaken and their in plane linewidth broaden below T_c. These peaks occur along both a and b axes. Above a field of 15 to 20T, a uni-directional CDW emerges and rapidly becomes long range along the b axis. The onset of long range ordered CDW is consistent with earlier NMR data.\[133, 132\] At the same time, the SRO CDW remains along both a and b axes. Thus the high magnetic field data shows that there are two kinds of CDW with the same incommensurate period which does not change with magnetic field. As the experimentalists remarked\[57, 71\], this is very puzzling because having the same incommensurate wave-vector suggests the two kinds of CDW share a common origin.

If we interpret the observed CDW as subsidiary to a fluctuating PDW, the latter must exist above the CDW onset at 150K and most likely above T* which is taken as the thermodynamic signature of the pseudogap. Similarly we take the viewpoint that quantum oscillations require the existence of bi-directional CDW\[111\], which implies that fluctuating PDW extends to magnetic fields of 100T and beyond. By continuity we expect fluctuating PDW to cover a large segment of the H-T plane, as shown in Fig. 5-13. The PDW must be strongly fluctuating in time, because there is no sign of superconductivity from transport measurements outside of a limited region.
near $T_c$ and $H_{c2}$. However, diamagnetic signals are observed over a much larger regime\cite{137}, a point which we shall return to later. Nevertheless, our picture is that the subsidiary orders such as CDW can be more robust and make their presence felt. This is particularly true of CDW\textsubscript{A} (see Eq. 5.9) which does not require d-wave pairing for its presence. So we assign CDW\textsubscript{A} to be the SRO CDW which onsets below 150K, as shown by the dashed line in Fig. 5-13.

![Figure 5-13: H-T Phase Diagram for an underdoped cuprates. The light blue shading indicates that a fluctuating PDW is pervasive over a large segment of the $H-T$ plane for underdoped Cuprates. Dashed line indicates the onset of short range ordered CDW at wave-vector $Q$. It is a subsidiary order of the PDW which we refer to as CDW\textsubscript{A}. The solid red line marks the magnetic field $H_0$ as defined in Eq.(14) in terms of the coherence length $\xi_P$ of the PDW which marks the size of the vortex halo. It is closely related to the field $H_{c2}$ which marks the onset of a vortex solid phase and LRO superconductivity. Within this phase and inside the vortex halo we expect the pinned static PDW, $Q/2$ CDW as well as its harmonic, a wave-vector $Q$ CDW which we refer to as CDW\textsubscript{B}. The CDW\textsubscript{B} short range order state may extend to higher magnetic field much beyond $H_{c2}$. The dotted red line indicates the onset of a vortex liquid phase. The brown area indicates the appearance of long range ordered type A CDW with wave-vector $Q$.]

Below $T_c$ the phase stiffness of the LRO d-wave robs oscillator strength from the PDW, diminishing its already weak phase stiffness even further. This explains the reduction of the CDW strength below $T_c$. On the other hand, we saw in Sec. 5.2.1 that in a magnetic field a vortex can pin the PDW to form a static but short range halo around the core. This in turn induces a CDW at wave-vector Q/2 and its
harmonic CDW$_B$. All these states are located roughly inside the superconducting region as indicated in Fig. 5-13. Of course being tied to the vortices mean that the strengths of these states are proportional to the magnetic field. Note that we expect the d-wave phase stiffness to be reduced inside the halo while that of the PDW to be strengthened.

We define the field $H_0$ as

$$H_0 = \frac{\phi_0}{(2\pi \xi_P^2)}$$

where $\phi_0 = hc/2e$ is the flux quanta in a superconductor, $\xi_P$ is the correlation length of the pinned PDW. The $2\pi$ in the denominator has been inserted to make this equation resemble the definition of $H_{c2}$ and the exact numerical factor should not be taken seriously. The point is to provide a scale for the field where the pinned PDW starts to strongly overlap. For $H > H_0$, the d-wave superconductor is being squeezed out and the PDW phase regains its stiffness. It eventually becomes depinned as the d-wave pairing diminishes and resumes its dynamical fluctuation. In this region the CDW$_A$ grows in strength and coherence, recovering the growth with decreasing temperature that was interrupted by the onset of $T_c$ for $H < H_0$. The fact that the LRO CDW is uni-directional even though the PDW is bi-directional can be rationalized by the following argument. There is a term in the Landau free energy $\gamma_{a,b} |\rho_{Q_x}|^2 |\rho_{Q_y}|^2$, where $a, b = x, y$ labels the Cu-O bond in x direction and y direction. As we discussed previously, the local s-wave and d-wave form factors related to these two bonds do not have symmetry distinction, but there are still 2 degrees of freedom in each unit cell, and they may behave differently. In the channel where $\gamma$ is large and positive, the free energy strongly prefers uni-directional order; in the channel where $\gamma$ is small, we can have bidirectional CDWs. In YBCO the presence of the chain already broke tetragonal symmetry to begin with, making it even more plausible that the order grow strongly in one direction. On the other hand, the term $\Delta_P \Delta^*_{-P} \rho_Q$ is linear in $\rho_Q$, meaning that some SRO is likely generated in the orthogonal direction. We shall return to this point later.
Returning to the region below $H_{c2}$ we expect to find the pinned PDW and the CDW with period $Q/2$ as static but short range ordered. This is because the static order of the $Q/2$ CDW requires the static order of d-wave pairing as well as PDW. The $Q/2$ CDW should persist to lower field with decreasing amplitude. It may be expected to have correlation length similar to that found in the STM experiment, which we estimate to be about 16 lattice spacings. It will of course be of great interest to search for this by X-ray scattering. On the other hand, the period $Q$ CDW$_B$ can be thought of as a harmonic of the period $Q/2$ CDW, but it can exist even in its absence. Thus we expect it to exist up to higher field. We do not know exactly how high a field it can persist to, but it cannot go above the d-wave vortex liquid regime. It is worth noting that in practice there can be remnants of static pinned vortices even above $H_{c2}$. Yu et al.\cite{137} reported hysteretic behavior which extends to very high field at low temperatures, leading them to identify a second vortex solid regime. The existence of some form of bi-directional CDW that persists up to high field at low temperature is important in order to explain the quantum oscillations. We believe the LRO unidirectional CDW cannot by itself give rise to quantum oscillations, but the combination with some SRO CDW in the direction perpendicular to it may be sufficient. This can come from the bi-directional CDW$_B$ discussed above if it persists to high field, or it is possible that a short range order CDW$_A$ is generated along direction $a$ at higher field as explained earlier.

In support of the picture outlined above, we note that there is extensive NMR data showing that $H_0$ is typically 5 to 10T below the $H_{c2}$ as measured by transport\cite{142,133}. Thus there is a close relationship between $H_{c2}$ and the vortex halo size as defined by the size of the pinned PDW. We also recall that the CDW that we identify as type A in Bi-2212 is uni-directional, which agrees with this assignment for YBCO. We note that the Bi-2212 sample used has a doping of 0.17 which lies on the upper end of the observability of CDW in YBCO samples. The $H_{c2}$ and corresponding $H_0$ are expected to be very high. So the 8.25T used in the STM experiment is expected to be far below the regime where CDW$_A$ can achieve long range order.

In Fig.\cite{5-13} we add the line $H_0$ to a phase diagram in the H-T plane for under-
doped Cuprates, following the proposal of Yu et al[137]. The resistive $H_{c2}$ is the boundary of the vortex solid and marks the resistive transition. (To avoid cluttering, we did not show the emergence of a second vortex solid regime mentioned earlier that extends to high field at low temperature[137].) The key point made by Yu et al. is that there is a large region of vortex liquid in the phase diagram where there is strong superconducting amplitude. The evidence for this is a strong diamagnetic signal. Given the small size of the true vortex core where the d-wave coherence peak is destroyed, it is reasonable to interpret the vortex liquid as a region of strong d-wave superconducting amplitude with dynamical vortices that persists to very high field. It is less certain how high in temperature the d-wave vortex liquid extend. It is possible that the diamagnetic signal may come from PDW fluctuations at high fields[137][80]. Thus the location of the dotted line in Fig. 5-13 that indicate the extent of d-wave vortex liquid is quite uncertain, especially in the temperature direction.

![Figure 5-14: Illustration of the Loop Current produced by the canted PDW.](image)

We should mention that similar CDW has been seen in the Hg-based compound. Here the doping range extends further down to $x$ of order 0.06 and up to about 0.12. Another difference is that there is no clear suppression of the CDW at $T_c$. Instead its strength seems to saturate. It should be noted that unlike YBCO, this is a tetragonal system. From existing X ray data, it is not known whether the CDW is bi-directional or uni-directional. Apart from these differences, the observations seem to fit into the same phase diagram shown in Fig. 5-13.
Finally we comment on the symmetry breaking observed at the T* lines which lies at a temperature above the onset of SRO CDW. This seems to be associated with breaking a lattice symmetry, perhaps a kind of nematic order. Importantly, a recent experiment on the anisotropy of the spin susceptibility found the nematic axis to be along the diagonal in a single layered Hg-based compound, while it is along the bond direction in YBCO. This would rule out nematicity based on CDW which should be along the bond direction in a single layer tetragonal system. The observation in YBCO can be understood from the stacking of two orthogonal directions of diagonal nematicity in each layer. Such nematicity agrees with the symmetry of the orbital current model. As mentioned earlier, in the PDW model it was pointed out by Agterberg et al. that adding canting to the PDW model as described earlier has the same symmetry as the orbital current model. The four different combinations of (p1,p2) give rise to a 4 state clock model. Fluctuations between (1,1) and (-1,-1) restores time reversal symmetry but gives rise to a diagonal breaking of nematic symmetry, just like the orbital current model. Indeed a canted PDW model will carry intra-cell currents as shown in Fig. 5-14 which is the closest we can get to Varma’s model in a single band model. As seen in this figure, the current can be understood as supercurrent running along x and y, with a return current along one of the diagonal bond. In fact we find that such a current pattern emerges from the PDW model. Without self-consistent determination of the mean field ground state, there is a net current along x and y, which presumably will be fixed by a proper return current in a self-consistent mean field theory. However, the current we find is very small, on the order of $10^{-3}t$ on each bond. This gives rise to a moment of about $10^{-3}\mu_B$ which is too small compared with the 0.1 $\mu_B$ reported by neutron scattering. We note on general ground that the orbital current in the PDW model must be small. Let us define the canted component of the wave-vector as $p = (P + P')/2$. The supercurrent can be estimated from the product of the phase gradient which is $p$ and the spectral weight, which is $x/m$ where $1/m$ is proportional to $ta^2$. Thus we expect the maximal supercurrent to be $x|p|t$ where $p$ is in reciprocal lattice units. Since $|p|$ should be less than $|P|$, we expect $x|P|$ to be less than $10^{-2}$.
and similarly for the moment in units of $\mu_B$. Thus it is unlikely that the canted PDW model can account for the orbital current observed by neutron. However, it potentially can explain the onset of diagonal nematicity at $T^*$. 

5.6 A fluctuating pair density wave ground state?

Finally we call attention to the most interesting part of the phase diagram, the region at zero temperature and above $H_{c2}$. What is the nature of this state? How can our analysis of the vortex halo help us understand this high-field ground state?

In this chapter, we have been focused on the point of view that the PDW is the primary order, the 'mother state' behind the pseudogap phenomena. The phase of the PDW order parameter is fluctuating elsewhere, but pinned by the vortex core of the d-wave superconductor to be static. The paper by Wang et al. [126] presents a different point of view. In their sigma model, the PDW is competing with the d-wave superconductor; therefore present only in the vortex halo where the d-wave amplitude is suppressed. As far as the STM data are concerned, both points of views seem to work, but we believe the sigma model picture will run into some difficulty if we ask the question of what happens when the vortex halos overlap. Clearly d-wave superconductivity will be destroyed. The relatively large size of the vortex halo will explain why the destruction of d-wave superconductivity occurs at an unexpectedly low magnetic field. However, in the sigma model picture, it is difficult to see how one can avoid the conclusion that the resulting state is a long range ordered PDW and therefore a genuine superconductor. In contrast, in the fluctuating PDW scenario, the static PDW will be liberated and becomes freely fluctuating again once the pinning due to the d-wave phase winding disappears for $H$ greater than $H_{c2}$ and d-wave pairing is killed.

By following this logic, the fluctuating PDW point of view leads us naturally to the following question. What is the nature of this high field state? Is it a metallic state? If so, is it a Fermi liquid? Is the dissipation due to the metallic state responsible for quantum disordering the PDW? Is the electron spectrum similar to the static PDW
spectrum? If so, how can a metallic state having a Bogoliubov-like band?

We would like to point out that the name 'fluctuating PDW state' itself does not tell us the physical properties it has except that the PDW order parameter has a long correlation length. In order to clarify the nature of this state and expose as much of its physical properties as possible, we need a concrete construction of the quantum ground state. This the goal of the next two chapters. For simplicity, we shall focus on the commensurate case, starting with the static PDW bands introduced in Sec. 4.1 and drive it to a non-superconducting state by phase fluctuation.

A central question regarding the fluctuating PDW state is how the electron spectrum evolves as we disorder the PDW. The similarity between the PDW bands and ARPES data in cuprates is impressive \[80\]. PDW gaps out antinodal fermions and leaves a gapless 'arc' in the nodal direction. However, the conceptual question about how the spectral feature of PDW, which is a superconducting order, can be used to explain the spectrum of the metallic pseudogap state has yet to be addressed. In the next chapter, we first answer this question in a simpler setting of a fluctuating s wave superconductor. The insights gained from this simple situation guide us in the construction of the fluctuating PDW state.
Chapter 6

Quantum Fluctuating s-wave Superconductor

At the end of the last section, we discuss the necessity of a theory of quantum fluctuating pair density wave. Needless to say, trying to fluctuate the PDW state with 18 pairs of bands, introduced in Sec. 4.1, is a formidable task. However, the central problems we want to solve, namely, whether the antinodal PDW gap persists when the long-range order is destroyed and how the electron spectrum evolves, are universal to any fluctuating superconducting order. In this chapter, we take a detour from pair density waves to discuss a much simpler fluctuating s-wave superconductor, where the central problems are most prominent and easier to solve.

For an s-wave superconductor, there are two possibilities when superconductivity is quantum disordered at zero temperature. If the pairing is weak (BCS limit), the electron gap is a collective phenomena, and it may vanish immediately when superconductivity is disordered. Alternatively, if the pairing amplitude is large, and the superconductivity is destroyed by the phase fluctuation of its order parameter, it is known that a pairing gap of electron can survive even if the phase coherence of superconductivity is destroyed [53, 43, 25].

The persistence of the electron gap is most obvious in the BEC limit. In this limit, electrons form tightly bound pairs, and the single-electron gap is just the binding energy of the pair, which is well-defined even for a single pair (like a molecule),
therefore independent of whether the pairs condense or not. When the condensate is destroyed by phase fluctuations, the bosonic pairs may form a Mott insulator (if its density happens to be commensurate with the underlying lattice), a Wigner crystal that further breaks translation symmetries, or simply pinned by disorders. No matter which quantum state the bosonic pairs go to, the single-electron gap always persists when the superconductivity is disordered.

In this chapter, we consider the simple case that we have 2 electrons per unit cell. In the BEC limit the superconducting phase is essentially the superfluid phase with 1 boson per unit cell (in average). Increasing the repulsion of the pairs, we can disorder the superconductor to get a bosonic Mott insulator, which is adiabatically connected to the atomic insulator with one pair per unit cell. This quantum phase transition is well studied [107]; the effective theory is the 2+1D XY model. Only the bosonic gap closes at the transition.

However, electrons in a solid seldom form tight pairs. We are interested in the more realistic intermediate pairing regime, where the pairing amplitude is comparable or smaller than the Fermi energy but not too small. When we gradually reduce the pairing amplitude from the BEC limit to the intermediate pairing regime, by continuity, we expect the same transition from the superconductor to the paired insulator still exists, and the electron gap is nonzero across the transition. We argue below that this intermediate regime, where the electron gap remains nonzero on the disordered side is relevant to cuprates.

In the intermediate pairing regime, difficulties arise when we try to understand the electron spectrum when the superconductivity is disordered. Fermionic excitations in a superconducting state are Bogoliubov quasi-particles which are superpositions of electrons and holes. When the superconductivity is quantum disordered but close to the superconductor-insulator phase boundary, we expect by continuity that the insulator should have a band structure close to the Bogoliubov band. Can an insulator have a Bogoliubov-like band? Does it violate charge conservation?

In the rest of this subsection, we solve this puzzle of Bogoliubov bands and build intuition on the pairing induced insulator in the intermediate pairing regime. We first
analyze it theoretically and then verify the results by a simple numerical calculation.

To the best of our knowledge, the momentum-dependent electron spectrum has not been discussed even in this simple case of fluctuating s wave superconductor; therefore our analysis should be of broader interests.

6.1 Fluctuating s-wave superconductor

For concreteness, we imagine a metal with 2 bands per spin, each half-filled, to give 2 electrons per unit cell. Under s-wave pairing, the Fermi surface is fully gapped. We then disorder the bosonic pair at low energy while maintaining the pairing to get the bosonic Mott insulator. On the insulating side, close to the transition (where the boson gap closes), we are in the limit that the gap for charge 2e bosonic excitations (which we call $\Delta_b$) is much smaller than the gap for charge e fermionic excitations (which we call $\Delta_f$), and they are both smaller than the Fermi energy:

$$\Delta_b \ll \Delta_f < E_F.$$  \hspace{1cm} (6.1)

For energy scales much smaller than $\Delta_f$, we cannot excite any fermion; the system is effectively a bosonic system, and all charges are carried by bosons in the low-energy effective description. We then tune the boson interaction at this length scale to drive it to a Mott insulator with a small gap $\Delta_b$. Note that this procedure can be done most effectively when the range of interaction is comparable to the size of the boson. More physically, each bosonic pair we consider in cuprates spans around 4 lattice spacing, comparable to the MDW enlarged unit cell, but still has considerable overlap with neighboring pairs. We are naturally in the limit where a Mott gap starts to be possible, and it has to be small if there is any.

Note that we cannot get the desired insulator by treating pairing perturbatively. If we start from a Fermi liquid, and calculate the self energy correction by coupling to a small-gap charge-2e boson, we can at most get a Fermi surface with reduced spectral weight \cite{112}. The reason is simply that to connect the unoccupied electrons
well-above the Fermi level, and the occupied electrons well-below the Fermi level, the real part of the corrected self energy must change sign by going through zero, hence giving a Fermi surface.

In fact, the key feature that makes this insulator easy to understand is precisely that the charge 2e boson gap $\Delta_b$ is much smaller than the fermion gap $\Delta_f$. We may compare this feature with a superconductor, where $\Delta_b = 0$ (ignore Coulomb interaction), or with a free-electron insulator, where the lowest bosonic excitation is just the 2-electron excitation at the band minimum, hence $\Delta_b = 2\Delta_f$. Interestingly, this pairing-induced insulator is adiabatically connected to a trivial band insulator, but energetically closer to a superconductor.

When the pair excitation gap is much smaller than the single fermion gap, band theory cannot give a satisfactory description. As an effective field theory, we use a complex boson field $\phi$ to describe low energy pair excitations, and a fermion operator to create a gapped unpaired electron. At low energy, the bosonic action should be quadratic in time since it has integer filling per unit cell \[107\].

\[
\mathcal{L}_b = \frac{1}{2} |\partial_t \phi|^2 - \frac{1}{2} v_b^2 |\nabla \phi|^2 - \frac{1}{2} \Delta_b^2 |\phi|^2 \tag{6.2}
\]

\[
\mathcal{H}_b = \sum_k E_k^b (a_k^\dagger a_k + b_k^\dagger b_k), \tag{6.3}
\]

where we use canonical quantization to write $\phi(p) = \frac{1}{\sqrt{E_p^b}} (a_p + b_p^\dagger)$, and $E_k^b = \sqrt{\Delta_b^2 + v_b^2 k^2}$ for small $k$. $\phi_p$ carries charge 2e; $b_p$ and $a_p$ are the annihilation operators of the bosonic pair and the vacancy of pair.

As illustrated in Fig. 6-1, the basic excitations in this system are electrons, holes, pairs and vacancies of pairs. Contrary to our usual intuition, pairs and vacancies of pairs are well-defined quasi-particles in this insulator for they are the lowest charged excitations. For energy scales below $\Delta_f$, the bosonic theory in Eq. \eqref{eq:6.2} is the complete description of low energy excitations.

\[\text{In principal, the self energy may also diverge, as the BCS self energy, but it is not possible when the boson is gapped. In fact, such a divergence signals the breakdown of the perturbation.}\]
Figure 6-1: Fig. (a) and (b): sketch of excitations created by adding an electron. Fig. (c) and (d), sketch of excitations created by removing an electron. In ARPES experiments, the incident photon may break a pair and create a hole (Fig. (c)); it may then decay into the continuum of an electron and a boson vacancy as illustrated in Fig. (d).

Since a fermion cannot decay into a boson, electron excitations and hole excitations can still be quasiparticles even though $\Delta_f$ is much larger than $\Delta_b$. However, the electron and hole spectra are strongly affected by the low-energy boson; therefore they are very different from the spectrum of a band insulator. As illustrated in Fig. 6-1(a) and Fig. 6-1(b), when we add an electron to the system, it may either be a single electron (Fig. 6-1(a)), or split into a hole and a pair (Fig. 6-1(b)). Since these two configurations have the same electric charge, an eigen-state of the charge $e$ excitation is always a mixture of the two. In fact, the single electron in Fig. 6-1(a) is just the special case of Fig. 6-1(b), where the hole and the pair overlap. Thus, whether the addition of an electron creates a quasiparticle excitation depends on whether the hole and the pair in Fig. 6-1(b) form a bound state. The physics for removing an electron is similar, as illustrated in Fig. 6-1(c-d). This line of thinking is particularly useful in the current case, where the boson gap is small. Since the energy of the bosonic pair is small around zero momentum, if the electronic excitation has lower energy than the hole excitation at momentum $k$, the electronic excitation likely form a quasiparticle, but the hole excitation is no longer a quasiparticle: it decays into the two-particle continuum with an electron near momentum $k$ and a boson near momentum 0.

In order to understand the fermionic spectrum of the insulator in the limit $\Delta_b \ll \Delta_f < E_F$, we first look at the BCS bands of the superconductor.
Figure 6-2: Evolution of fermionic excitation from an s wave superconductor to an insulator. Fig. (a): The BCS band of an s wave superconductor (solid red line). The original electron band before pairing is shown as the dashed line. Fig. (b): Electron band (solid red line) and the boson-fermion continuum (shaded area) when the superconductor is quantum disordered but close to the transition point, $\Delta_b \ll \Delta_f < E_F$. The multi-particle continuum here plays a more important role than in usual insulator, because the bosonic pair has a small energy gap when it is close to condensing. The quasi-electron band and the quasi-hole band (solid red line), together with the $k$-dependent threshold of the 2-particle continuum (shaded) together resembles the BCS band. Fig. (c): electron and hole band in a usual band insulator (solid red line) and the 3-fermion continuum (shaded area). We can smoothly interpolate between Fig. (b) and Fig. (c): as we increase the boson gap, the boson-fermion continuum gradually separates from single-fermion excitations. Eventually, the electron band has little resemblance of the BCS band, the boson fades into the 2-fermion continuum, and the boson-fermion continuum becomes the 3-fermion continuum.

$$H_{f,BCS} = \sum_k (c_{k\uparrow}^\dagger, c_{-k\downarrow}) \begin{pmatrix} \epsilon_k & \Delta_f \\ \Delta_f & -\epsilon_k \end{pmatrix} \begin{pmatrix} c_{k\uparrow} \\ c_{-k\downarrow}^\dagger \end{pmatrix} \tag{6.4}$$

The fermionic excitations are Bogoliubov quasiparticles with energy

$$E^f_k = \sqrt{\epsilon_k^2 + \Delta_f^2} \tag{6.5}$$

When the boson is barely disordered, we expect the fermionic spectrum to roughly follow the Bogoliubov bands but with two important changes: (1) excitations should now carry definite charges, (2) there may not be quasiparticle excitations at all momenta in this strongly interacting limit. No matter whether there is a quasiparticle
or not at a specific momentum $k$, there is always an energy threshold for manybody states with charge $\pm e$ and momentum $k$. When there is a quasi-electron, there is a single state at the threshold instead of a continuum of states; in this case, we define the excitation energy of the quasi-electron to be $E^e_k$. Similarly, we define the excitation energy of the quasi-hole to be $E^h_k$, if it exists at momentum $k$. By definition, $E^e_k, E^h_k > 0$. To be consistent with conventions in free electron band theory, we plot $E^e_k$ and $-E^h_k$, to put charge $e$ excitations in the upper-half plane, and charge $-e$ excitations in the lower-half plane (Fig. 6-2).

When the pairing is smaller than the band width, by continuity, we postulate Fig. 6-2(b) as the band structure of the insulator. For momenta away from the band minimum and larger than the original Fermi momentum, we have the usual electron as a quasi-particle, with energy $E^e_k$ slightly distorted from the dispersion of the metal by pairing (Fig. 6-2(b), solid red curve in the upper plane).\(^2\) There is no way to excite a hole at these unoccupied momenta, but we can create an electron and remove a zero-momentum pair, hence a 2-particle continuum for hole excitations starting roughly from the energy $E^e_k + \Delta_b$.\(^3\) Similarly, for momenta smaller than the original Fermi momentum and away from the band minimum, we have quasi-holes with the energy $E^h_k$ (Fig. 6-2(b), solid red curve in the lower plane) and a 2-particle continuum for electron excitations starting roughly from $E^h_k + \Delta_b$. Near the band minimum (at the original Fermi surface), we should have at least one of the quasi-electron and quasi-hole, because the lowest fermionic excitation cannot decay into other particles. Since, the electron and hole dispersion are approximately symmetric near the band minimum, we should have a range where quasi-electron and quasi-hole coexist.

As we follow the electron band from outside the Fermi surface to inside the Fermi surface (in Fig. 6-2(b)), the quasi-electron excitation starts to transition from a single electron depicted in Fig. 6-1(a) to a bound state of hole and continuum depicted in Fig. 6-1(b). After passing the band minimum, the excitation energy goes up, and the

\(^2\)It may decay into 3 fermions when $E^e_k > 3\Delta_f$, but we ignore this usual decaying process for now.

\(^3\)Here we assume the boson velocity is not too small, so the energy for bosonic excitation is small only near zero momentum.
bound state become weaker, and finally the hole and pair no longer bind together, and the quasi-electron fades into the 2-particle continuum. The unbinding transition happens when $E^e_k = \min_p \{ E^h_p + E^b_{k-p} \}$. Deep in the Fermi sea, electron excitations do not make sense, and there is not even a resonance above the 2-particle continuum.

The quasi-particle band, together with the threshold of the 2-particle continuum resembles a BCS band. In addition, at energies $2\Delta_b$ above each quasi-particle excitation, we have a 3-particle continuum of one fermion and a particle-hole pair of bosons. Multi-particle continuum plays an important role in the insulator we discussed because of the small gap of the bosonic pair.

As we drive the insulator farther away from the critical point, the boson gap increases, and the fermion band gradually separates from the boson-fermion continuum. Eventually, the boson gap is so large that it fades into the 2-fermion continuum, and we arrive at a usual band insulator (Fig. 6-2(c)).

Figure 6-3: Sketch of the electron spectral function at some $k < k_F$. Below $E_F$ there is a quasi-hole peak (delta function in the ideal case, broadened here for the purpose of illustration.) and a 3-particle continuum. Above $E_F$ there is a 2-particle continuum. More detailed calculations in Sec. 7.2.1 show that the 2-particle continuum onsets as a step function, while the 3-particle continuum decreases as $1/\omega$ for large frequencies.

To further illustrate the unconventional spectral features of this pairing-induced insulator, we sketch the spectral function for a fixed momentum $k < k_F$, where only quasi-hole exists. See Fig. 6-3. We shall discuss the spectral features of the multi-particle continuum in more details in comparison with ARPES in Sec. 7.2.1

We would like to comment that we present a non-perturbative understanding of fluctuating orders, a way to open a gap on Fermi surface without breaking any symmetry. Our discussion is general; whether the resulting state is energetically
favorable or not depends on details. With special care of the charge and momentum carried by the fluctuating boson, similar arguments apply to other fluctuating orders, e.g. PDW, CDW and SDW, if the boson gap is much smaller than the fermion gap. The common feature is that quasiparticle peaks exist only in part of the B.Z., and it must be replaced by boson-fermion continuum in the rest of B.Z.. For fluctuating PDW, the boson has a small energy near a finite momentum $P$; electron at momentum $k$ and hole at momentum $k - P$ compete: if one of them has smaller energy, the other likely falls into the boson-fermion continuum.

6.2 Pairing-induced insulator in 1D

Figure 6-4: 1D boson-fermion model. Blue dots represent charge-2 hardcore bosons, blue arrows represent spin-up and spin-down fermions

To test the idea of pairing induced insulator and its electron spectral function discussed in Sec. 6.1, we design a simple 1D model, with charge-1, spin-1/2 fermion $c_{i\sigma}$ and charge-2, hardcore boson $b_i$. As illustrated in Fig. 6-4, each unit cell can have a spin-up fermion, a spin-down fermion, and a hardcore boson, independently. The Hilbert space for each unit cell is 8-dimensional. We choose the Hamiltonian to be:

$$H = - t_c \sum_{(ij),\sigma} c_{i\sigma}^\dagger c_{j\sigma} - t_b \sum_{(ij)} b_i^\dagger b_j + \Delta \sum_i b_i^\dagger c_{i\uparrow} c_{i\downarrow} + h.c. + U \sum_i P_i^{0,4}$$

(6.6)

where $P_i^{0,4}$ is the projector that is 1 if the $i$th unit cell contains total charge 0 or 4. This Hamiltonian conserves The total charge

$$Q = \sum_i 2b_i^\dagger b_i + \sum_{i,\sigma} c_{i\sigma}^\dagger c_{i\sigma}.$$  

(6.7)
There is an overall particle-hole symmetry that pins the total filling to charge-2 per unit cell. (Both the fermion and the hardcore boson are, on average, half-filled.) If $\langle b_i \rangle \neq 0$, the $c_{i\sigma}$ fermion forms a proximity-induced 1D superconductor. What interests us is that even with this purely 1D model, with $b_i$ disordered, the pairing term still opens a fermion gap, but drives the system into an insulating state (for a range of $U$). To make connection with real materials, we can think of the boson as describing well-developed fermion pair of another band. We use this fermion-boson model instead of an all-fermion model, both for numerical convenience, and to illustrate how boson and fermion exchange density dynamically.

The physics of the pairing can be understood as follows. In the free theory, $\Delta = U = 0$, the left-moving and right-moving electron operator $c_{L,\sigma}$ and $c_{R,\sigma}$ have scaling dimension $1/2$. Without further interaction, the hardcore boson corresponds to a free fermion under Jordan-Wigner transformation, and $b^\dagger \sim e^{i\phi}$ has scaling dimension $1/4$. Thus the pairing interaction $b^\dagger c_\uparrow c_\downarrow$ has scaling dimension $5/4$ and is relevant. The gapless fermion is unstable to pairing. The pairing renormalizes the bare boson operator $b$ into $\tilde{b} \sim ub + vc_\uparrow c_\downarrow$. A single electron with no partner to form a pair fails to make the superposition with the boson, resulting in a pairing gap. Below this pairing gap, the model is effectively a model of the renormalized boson. The renormalized boson takes the density of both the bare boson and the fermion pairs below Fermi surface, becoming filling 1 per unit cell at low energies. Adding infinitesimal $\Delta$ immediately draw the system from the independent boson-fermion Luttinger liquids, to a one-component bosonic Luttinger liquid at low energy. Whether the bosonic Luttinger liquid is stable depends on the renormalized bosonic repulsion.

By tuning the bosonic Hubbard $U$, we can realize 3 different phases. For large repulsive $U$, we should have a bosonic Mott insulator in 1D, with charge 2 per unit cell. The state on each site is a superposition between the fermion pair and the bare boson.

---

4In a pure 1D system, we never have $\langle b_i \rangle \neq 0$, but at best a power-law order.

5We can determine the scaling dimension of the boson operator by bosonization. Write $b^\dagger \sim e^{i\phi}$, and the corresponding left-moving and right-moving fermion after Jordan-Wigner transformation as $f_{R/L} = e^{i(\phi \pm \theta)}$. As free fermion operators, $f_L$ and $f_R$ have scaling dimension $1/2$, and $f_L f_R \sim e^{2i\phi}$ has scaling dimension 1. Thus, $b^\dagger \sim e^{i\phi}$ has scaling dimension $1/4$.  
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Figure 6-5: (a) fermion gap (blue ‘+’) and boson gap (red ‘+’) of the 1D model, extrapolated from finite size DMRG calculation with system size $L = 10, 20, 40$, $t_b = t_c = 1, \Delta = 1.3$, total filling: charge-2 per unit cell. Fermion gaps for $L = 10$ (yellow triangle), $L = 20$ (purple triangle), $L = 40$ (green triangle), and boson gaps for $L = 10$ (light blue circle), $L = 20$ (dark red circle), $L = 40$ (dark blue circle) are shown for reference. (b) The same as (a) except for small pairing $\Delta = 0.5$. The finite-size extrapolation is shown in Appendix E. In both cases, the ground state go through a transition from a bosonic Luttinger liquid to a bosonic Mott insulator. Fermion gap stays open across the transition.

(Since translation and particle-hole symmetry is maintained, the average occupation of the bare boson is 1/2 per site.) For a range of attractive $U$, the renormalized boson forms a charge-2 Luttinger liquid. Single fermion is gapped, but the pair is gapless, realizing a Luther-Emery liquid. For large attractive $U$, we either have a CDW or phase separation. The charge on each site wants to deviate from 2, either smaller or larger. Note that no matter what $U$ is, single fermion is always gapped by the pairing. By design, the original boson itself has average filling 1/2 and it is impossible to form a Mott insulator on its own. Seeing an insulator that preserves the translation symmetry implies that the boson has absorbed all the fermions to increase its effective filling to 1. We are interested in the transition between the Luther-Emery liquid and the Mott insulator, i.e., the emergence of the insulating phase with a small Mott gap.

We calculate the approximate ground state by DMRG for systems with length $L = 10, 20, 40$. We consider two cases, with large pairing ($t_b = t_c = 1, \Delta = 1.3$) and
Figure 6-6: Boson correlator $\langle b_i b_j^\dagger \rangle$, in log-log scale. We use the ground state calculated by DMRG for $L = 40$, fix $i = 16$, and scan $j = 17, 18, \ldots, 25$. Black lines are guides to the eye. The correlator decays as power-law for $U = -1.2, -0.8$, but faster than power-law for $U = -0.4, 0.0, 0.4$, consistent with the gap calculated by DMRG.

relatively small pairing ($t_b = t_c = 1, \Delta = 0.5$). In each case, we scan $U$ to drive the system from the bosonic Luttinger liquid to the pairing-induced insulator. For all parameters shown in Fig. 6-5 and Fig. 6-6, we find that translation symmetry is preserved in the bulk. In the large pairing case (Fig. 6-5(a)), the extrapolated boson gap (red ‘+’) is zero within the error bar for approximately $U \leq -0.8$, and nonzero above that, indicating a continuous phase transition into an insulating ground state (see also the boson correlator in Fig. 6-6). On the other hand, the fermion pairing gap (blue ‘+’) barely changes during the process, even deep in the insulating side. The pairing-induced insulating phase with $\Delta_b < \Delta_f$, which we are mostly interested in, is clearly present. The small pairing case ($\Delta = 0.5$, Fig. 6-5(b)) shows the same physics. Note that the boson gap is still well-below the fermion gap even when the bare repulsion $U$ is much larger than the fermion gap, because the weakly bound renormalized boson feels a much smaller effective repulsion. Theoretically, we know the renormalized boson goes through a KT transition at zero temperature in 1+1 dimension. We found the critical $U$ to be around $-0.7$ for $\Delta = 1.3$, and $-0.2$ for
\( \Delta = 0.5 \).

Figure 6-7: Spectrum (blue circles) and spectral weight (red ‘+’) of the lowest charge +1 fermionic excitations, for \(-\pi < k < \pi\), \(t_b = t_c = 1\), \(\Delta = 1.3\), \(U = -1\). As sketched in Fig. 6-2(b), the threshold of fermionic excitations roughly follows the Bogoliubov band. Fermion excitations outside the Fermi sea are quasiparticles. Inside Fermi sea, the thresholds represent 2-particle continuum with zero quasiparticle weight.

Finally, we compute the energy threshold for charge-1 excitations at each momentum for \(L = 8\) (Fig. 6-7) by the Lanczos algorithm. The blue line shows its dispersion, which roughly follows the BCS curve. The red line shows the spectral weight of the excitation: \(Z = |\langle n|c_k^\dagger|0\rangle|^2\). This confirms our physical picture as we illustrated in Fig. 6-2. We find that the state for the addition of a single fermion has considerable overlap with the original fermion for \(k > \pi/2\), where the free-fermion band is unoccupied; and vanishing overlap with the original fermion for \(k < \pi/2\), where the excitation is essentially hole plus pair.
Chapter 7

Quantum Fluctuating Pair Density Wave in Cuprates

In the previous section, we discuss the fluctuating s wave superconductor. We figure out how pairing gap survives when the superconducting order is quantum fluctuating. We analyze the evolution of the fermion spectrum from the Bogoliubov band of the superconductor to the charge-conserved band of the insulator. However, quantum disordering the PDW state still seems a daunting task.

Following the discussion in Sec. 5.6, we imagine increasing the magnetic field in the d-wave superconductor. Vortices carrying static short-range PDWs emerge one by one as we increase the field. The d-wave superconductor is gradually replaced by local patches of the vortex-core state, and is completely destroyed when the vortices overlap at $H = H_{c2}$. The high-field ground state should have a considerable PDW amplitude like in the vortex core. But without the vortex to pin it, the PDW naturally fluctuates. The goal of this chapter is to clarify the nature of this state and expose as much of its physical properties as possible. A number of questions immediately come to mind:

1. Is this a metallic state? If so, is it smoothly connected to a conventional metal? Do we need to appeal to exotic concepts such as electron fractionalization and topological order to describe this state? If there is a Fermi surface, does it obey Luttingerâ€™s theorem?
2. Does this state have small electron pockets that is consistent with those observed in quantum oscillation experiments?

3. Why is there no sign of superconducting fluctuations in transport data in this high field low temperature regime. Are there other signs of the superconducting fluctuations? Are there other data that can be explained by this point of view that are difficult to explain otherwise?

We give our theoretical construction in the next section, providing a possible set of answers of the questions above. For simplicity, we shall focus on the commensurate case, with period-6 PDW and period-3 CDW. (See Sec. 4.1 for the band structure of the static PDW.) Our construction also applies to the incommensurate case with little change. We shall briefly comment on it in Sec. 7.1.2. In the last section, we compare our theory with experiments.

7.1 Constructing the fluctuating pair density wave state

In this section, we describe a way to quantum disorder the PDW to arrive at the desired pseudogap ground state.

At the first glance, the task seems overwhelming. The interplay between the phase fluctuation of superconductivity and gapless electron modes is usually difficult to deal with. Previous theoretical discussions on quantum disordering a zero-momentum d wave superconductor, which has gapless electron nodes, lead to models with fractional degrees of freedoms, and the discussions are yet to be settled (Ref. [11, 55]). In our case the PDW has gaps only near the anti-nodes and a gapless region exists in the form of Fermi arcs. The gapless excitations seem to make the task even harder. However, it turns out that the composite order in the form of CDW comes to our rescue. The CDW connects the Fermi arcs and produces electron pockets, in the way proposed by Harrison and Sebastian [64].

An important bonus of this picture is that in the new reduced BZ, the only gapless
excitations are those of the electron pockets and these are naturally decoupled from the Bogoliubov-like quasi-particles that are associated with the PDW pairing. This is the key insight that allows us to make progress on this long standing problem.

For anti-nodal electrons, the central puzzle is whether the anti-nodal gap persists as an electron gap when PDW is disordered, and if so, how to understand the gapped electron spectrum when PDW is disordered. In the previous section, we have solved this puzzle in fluctuating s-wave superconductors. Despite differences in pairing momentum and form factor, the physics of the electron gap and the interplay between electrons and pairs are essentially the same in the case of fluctuating pair density waves.

It is experimentally observed that cuprate high-temperature superconductors have a very short coherence length, about 4 lattice spacing. It suggests the size of a pair is roughly comparable with the distance between neighboring pairs and the size of the MDW enlarged unit cell we consider; therefore the Coulomb repulsion between neighbouring pairs may drive the pairs into a Mott insulating phase. We propose the scenario that the anti-nodal electron gap is preserved when PDW is disordered, and the electron pairs form a Mott insulator in the MDW enlarged unit cell without further symmetry breaking. In Sec. 7.1.3 and Sec. 7.2.1, we apply the theory of a fluctuating fully gapped superconductor to describe the anti-nodal electron spectrum.

Theoretically, the idea of a tight pair goes back to Anderson: roughly speaking, a hole in the $t-J$ model breaks a spin singlet nearby, two holes can avoid breaking two singlets by forming a pair, resulting in a pairing energy at a fraction of $J$. There has also been earlier discussions treating the anti-nodal pairs as bosonic preformed pairs that are coupled to the nodal electrons. [58].

Unlike antinodal electrons, which are strongly paired under PDW, nodal electrons barely couple to the PDW because of momentum mismatch. (The PDW momentum $P$ is about twice the anti-nodal Fermi momentum; as seen from Fig. 4-2a, it is considerably larger than the momentum that can be formed with a pair of electrons in the small Fermi pocket.) The nodal ‘arcs’ are cut out and reconnected by the secondary CDW and remains largely unchanged by the PDW. Therefore while they
are in principle Bogoliubov bands, the gapless nodal bands can be viewed as electron bands weakly coupled to the PDW condensate. When the PDW disorders, the nodal bands go back to a pure electron band.

For the gapless bands coming from nodal electrons, the Bogoliubov-band paradox shows up in a different way. In the mean-field calculation (Fig. 4-2), there are 2 gapless bands, hence 2 pockets, with identical shape, shifted by the PDW momentum, but the 4 ‘arcs’ on the original Fermi surface can only form one closed pocket. From the perspective of total gapless degrees of freedom, the 2 pockets in the ordered PDW state is actually one pocket per spin, the same as we expect for the Harrison-Sebastian pocket. This is because the Nambu spinor representation \((c_{k\uparrow}, c_{P-k\downarrow})^T\) already includes both spins, and puts down spin at shifted momenta. However, in the PDW-ordered state, due to the small but nonzero mixing of \(c_{k\uparrow}\) and \(c_{P-k\downarrow}\), the gapless fermions acquire a nonzero spectral weight at PDW-shifted momenta, which should be absent in the PDW-disordered ground state. As we disorder the PDW, we need to explain how this extra spectral weight disappears. The answer is also rooted in the interplay between the bosonic pair and the electron, which we discuss in Sec. 7.1.1.

In summary, by disordering the PDW, we arrive at a metallic state with a small electron pocket in the B.Z. folded by CDW and MDW. The extra charge density is carried by paired electrons which form a Mott insulator in the enlarged unit cell. The antinodal pairing gap is maintained. The state we are describing is adiabatically connected to a conventional small-pocket Fermi liquid with a large insulating gap of antinodal electrons.

We arrange this section as follows. In Sec. 7.1.1 we discuss the physics of the gapless sector. In Sec. 7.1.2 we discuss how electrons partition their density into the gapped antinodal insulator and the gapless pocket, specifically, how Luttinger’s theorem can be satisfied. In Sec. 7.1.3 we synthesize understandings of simple models into a construction of the fluctuating PDW ground state in cuprates.
Figure 7-1: Gapless band in (a) PDW-ordered, (b) PDW-disordered state. Solid blue lines in (a) and (b) represent the bare electron dispersion. Solid orange lines in (a) and (b) represent Fermi energy. The dashed blue line in (a) represents the PDW-reflected band. The dashed purple line in (b) represents boson dispersion. The upper/lower shaded area in (b) represents 2-particle continuum of charge $\pm 1$, which is calculated from the assumed fermion dispersion (solid blue curve) and boson dispersion (dashed purple curve).

7.1.1 Gapless sector: electron pocket

In the previous two subsections, we use simple models to illustrate the physics relevant to the gapped sector of the fluctuating PDW. We introduce the low-energy effective theory, the boson theory, of the quantum-disordered superconductor, and analyze the influence of the small-gap boson on gapped electrons.

In this subsection, we use the following model to illustrate the physics of the gapless sector in the fluctuating PDW state.

\[
H = \sum_k \epsilon_k c_k^\dagger c_k + \sum_k (E_b^k)^2 |\phi_k|^2 + \lambda \sum_{k, q} \phi_{\pi + q} c_{k+q}^\dagger c_{\pi - q} + h.c. \\
= \sum_k \epsilon_k c_k^\dagger c_k + \sum_k E_b^k (b_k^\dagger b_k + a_k^\dagger a_k) + \lambda \sum_{k, q} \frac{1}{\sqrt{E_b^q}} (a_{\pi + q} + b_{\pi - q}^\dagger) c_{k+q}^\dagger c_{\pi - q} + h.c.,
\]

where $\phi(p) = \frac{1}{\sqrt{E_b^p}} (a_p + b_p^\dagger)$ is the relativistic boson field describing fluctuating PDW, as introduced in Sec. 6.1. We assume the bare electron has a small pocket at the
center of the B.Z., with a dispersion of the solid blue curve in Fig. 7-1. The bosonic pair \((b_k)\) and vacancy of pair \((a_k)\) are related by approximate particle-hole symmetry near its superconductor-insulator transition. We assume their band minimum is at momentum \(\pi\). We also assume their dispersion is given by the dashed purple curve in Fig. 7-1(b). In the third term, we are interested in small \(q\), and those \(k\) around 0 and \(\pi\).

If the boson condense at \(\pi\)-momentum, \(\langle \phi_{\pi} \rangle \equiv \phi_s \neq 0\), we can rewrite the fermion in Numbu basis, \(\Psi_k \equiv (c_k, c_{\pi-k}^\dagger)^T\). At the mean-field level

\[
H_f = \sum_k \Psi_k^\dagger \begin{pmatrix} \epsilon_k & \lambda \phi_s^* \\ \lambda \phi_s & -\epsilon_{\pi-k} \end{pmatrix} \Psi_k \tag{7.3}
\]

Since \(\epsilon_k\) and \(-\epsilon_{\pi-k}\) always have a large difference (Fig. 7-1(a), solid blue line and dashed blue line), the coupling barely does anything. The band structure is the original electron band plus the reflected band. Due to the small mixing between the two bands, the new gapless pocket at \(\pi\) gains a small electron weight.

If the boson disorders, to the first order, the coupling can be ignored and the fermion maintains its bare single-band dispersion, with only one gapless pocket (Fig. 7-1(b)). However, the reflected band maintains its presence at finite energy. We can create a hole of the solid blue band and a pair in the dashed purple band to make a 2-particle continuum for electronic excitation. The energy of the two-particle excitation at momentum \(k\) can be \(|\epsilon_q| + E_{k-q}^b\) for every momentum \(q\) such that \(\epsilon_q < 0\) (so that we can excite a hole at momentum \(q\)). We calculated possible values of the two-particle excitation energy from the assumed boson and fermion distribution, and illustrate them as the shaded region in the upper half plane. Similarly, there is a two-particle continuum of an electron and a vacancy of pair. The two-particle continuum is strictly gapped since the boson is gapped. When \(\Delta_b\) is small, part of the threshold of the continuum roughly resembles the reflected band shown in Fig. 7-1(a). The rest of the threshold follows the boson dispersion.
7.1.2 Partition of the electron density and the Luttinger’s theorem

The reader may reasonably worry about the abrupt nodal-anti-nodal partition, for there is no sharp distinction between nodal and anti-nodal electrons on the original Fermi surface. Furthermore, for the above construction to work we need to partition the charge density, so that the bosonic pair is at commensurate density to form a Mott insulator, and the gapless pocket satisfies Luttinger's theorem. But the nodal electron pocket we start with is given by a mean-field PDW, which is a pairing state and does not satisfy Luttinger’s theorem automatically.

Our justification of this partition is twofold. First, the CDW descending from PDW cut the original Fermi surface into separate bands, so there is a natural distinction between nodal and anti-nodal electrons; second, the partition of density between the gapless fermion and the boson is a property of the energetics of the manybody ground state, which the mean-field PDW fails to address. Here we can only argue that such a partition is locally stable. Let us imagine that at some density, the gapless Fermi pocket satisfies Luttinger’s theorem in the reduced B.Z., consequently, the boson has integer filling consistent with the requirement of a Mott insulator. At low energies, the boson sector and the fermion sector effectively decouple. As we dope the system away from that density, it is energetically favorable for the extra electrons/holes to enter the gapless sector to avoid paying the Mott gap. Thus, the boson-fermion phase we considered is stable in a range of doping. Whether underdoped cuprates choose to partition its density this way, however, is an energetic question that can be tested only experimentally.

Next we check whether the available experimental data are consistent with Luttinger’s theorem. Although STM reports commensurate CDW of period 4 in a range of underdoped Bi$_2$Sr$_2$CaCu$_2$O$_{8+x}$ (Bi2212), resonant x-ray scattering and non-resonant hard x-ray diffraction report an incommensurate CDW in YBCO, with period smoothly passing through 3, and in HgBa$_2$CuO$_{4+δ}$ (Hg1201), with period smoothly passing through 4. Whether a specific cuprate has incommensurate
or commensurate CDW may depend on details like the strength of lattice-pinning, but the existence of CDW seems to be universal. Since Luttinger’s theorem is a well defined concept only for commensurate superlattices, we restrict ourselves to commensurate CDW and PDW here. The incommensurate case will be viewed as comprising of commensurate domains.

To compare with experiments, we identify the CDW momentum measured experimentally as twice the PDW momentum, and we check whether the pocket size measured from quantum oscillation obeys Luttinger’s theorem at the specific doping when the CDW is commensurate. This kind of data is available only for the YBCO and Hg1201 systems, and within error bar, both YBCO and Hg1201 pass the test. According to Ref. [114], in YBCO, the CDW has momentum about $0.33 \times 2\pi$ at 8% doping, where the electron pocket is about 1.5% of the original B.Z., accommodating 3% of the electron density. The rest of the density, 0.92-0.03 = 0.89 per unit cell, is consistent with $16/18 = 0.89$, ie 8 charge $2e$ bosons per MDW unit cell (which is 18 times the original unit cell). In Hg1201, the experimental data is limited and we follow Ref. [114] to use their numbers based on the use of a parametrized band structure which they found to be in excellent agreement with the data. The CDW has momentum about $0.25 \times 2\pi$ at 12% doping, where the electron pocket is about 4% of the original unit cell, the rest of the density, 0.88 - 0.08 = 0.80 per unit cell, is consistent with $26/32 = 0.81$, ie 13 bosons per MDW unit cell (which is 32 times of the original unit cell).

The doping at which the CDW is commensurate can be determined experimentally with an error bar of roughly 1%, which is inherited from the error bar of the CDW momentum [114]. This uncertainty gives an uncertainty of the expected Fermi surface area, which is about 10% ~ 15% of the folded B.Z. We note that the test of Luttinger theorem is most sensitive to the doping density at a given commensurate doping, and the pocket size is only a small correction. Thus Luttinger’s theorem poses a highly nontrivial test to candidate theories as long as the doping density at a commensurate

---

1Equivalently, we can count the charges relative to half-filling, and say there is a pair of holes per MDW unit cell. These two countings are equivalent because the area of the MDW unit cell is an even multiple of the area of the original unit cell.
CDW momentum is known with reasonable accuracy.

To further illustrate the nontriviality of the Luttinger theorem test, we note that the choice of the MDW unit cell is crucial. Since only CDWs at 2P have been observed, one might be tempted to choose $2P\mathbf{x}$ by $2P\mathbf{y}$ as the reduced BZ instead. In this case the real space unit cell is half the size of the MDW unit cell and we will have 6.5 bosons per unit cell for the Hg1201 case. This violates the integer density condition for the bosonic Mott insulator. In other words, if we form a bosonic Mott insulator in the CDW superlattice, Luttinger’s theorem will be strongly violated.

Finally, we comment on the incommensurate case [49]. When the MDW momenta $P\mathbf{x} \pm P\mathbf{y}$ is incommensurate with the original primitive vectors $\frac{2\pi}{a}\mathbf{x}$, $\frac{2\pi}{a}\mathbf{y}$. We do not have a single well-defined B.Z. However, we can peak any two of the above reciprocal vectors to form a B.Z.. For example, we get a B.Z. with area $2P^2$ from $P\mathbf{x} + P\mathbf{y}$ and $P\mathbf{x} - P\mathbf{y}$, the original B.Z. with area $(2\pi/a)^2$, and a B.Z. with area $\frac{2\pi P}{a}$ from $P\mathbf{x} + P\mathbf{y}$ and $\frac{2\pi}{a}\mathbf{x}$. If the total density is an even integer times any of the three B.Z. areas we can in principle have an atomic insulator. For example, just start with an atomic insulator whose B.Z. is spanned by the two selected momenta, and slightly perturb the position of the electrons according two the other two momenta. Putting several atomic insulators together, we see an insulating state is possible whenever

$$\text{electron density} = 2m \times 2P^2 + 2n \times \frac{2\pi P}{a} + 2k \times \left(\frac{2\pi}{a}\right)^2,$$

where $m, n, k$ are integers. Comparing to the commensurate case, we have less restrictions. If $m, n, k$ can be arbitrarily large, we have little predicting power. In reality, we expect these numbers to be not too large.

Theoretically, we can always let the bosons form a Wigner crystal that further breaks translation symmetry, thus adding new reciprocal momenta. However, we restrict ourselves to the scenario that disordering the PDW does not further break translation since there is no experimental evidence for the new momenta.
7.1.3 Fluctuating pair density wave state in cuprates

Now, we are ready to apply insights acquired from the simple models to construct the fluctuating PDW state for cuprates.

Under the assumption that the pseudogap is a fluctuating PDW gap, we estimate relevant energy scales as follows. The anti-nodal fermion gap in Bi2212 near 12% doping, measured by ARPES and STM, is around 60 meV. We identify it with $\Delta_f$ in previous theoretical analysis. As we move to the nodal direction, the fermion gap decreases. From the mean field calculation, the lowest gapped band has a gap around 30 meV. The boson gap has not been measured yet, and we roughly estimate it as follows. Without other obvious velocity scale, we assume the boson velocity to be similar to the anti-nodal Fermi velocity. Therefore $\Delta_b \sim \Delta_f \cdot (\text{coherence length} / \text{correlation length})$, which is between 10 meV and 30 meV.

Of the 36 bands (18 pairs of bands) in the mean-field PDW ansatz, 2 are gapless. In the MDW reduced B.Z., the PDW momentum is $(\pi, \pi)$. We apply the theory in Sec. 7.1.1 to the gapless bands. After disordering the PDW, the 2 Bogoliubov bands become 1 gapless electron band plus 1 gapped electron-boson continuum. As we discussed in Sec. 7.1.2, the Fermi pocket automatically adjust its area to satisfy Luttinger’s theorem, in order to avoid paying the Mott gap of the bosonic sector. On the other hand, the 34 gapped bands are more complicated than the simple model we have in Sec. 6.1. The difference is the existence of many low-lying gapped bands. Thus even though the boson gap is smaller than the anti-nodal gap, it may be larger than the gap of low-lying electrons. However, the picture that all these fermions are gapped and that at low enough energy, the bosonic pairs carry all the charges of the gapped bands is unchanged. At the energy scale of 20meV, we start to see both fermionic excitations that break pairs and bosonic excitations that move the pair as a whole. Similar to the fluctuating s wave superconductor discussed in Sec. 6.1, as we disorder PDW, a Bogoliubov band of ordered PDW evolves into quasi-electron band in part of the B.Z. and hole-pair continuum elsewhere. Roughly speaking,
the Bogoliubov bands coming from the original electron bands become quasi-electron excitation with a 3-particle continuum at slightly higher energy; the Bogoliubov bands coming from PDW-reflected bands become a broad 2-particle continuum with no well-defined quasi-particle (Fig. 7-2(a)). This dichotomy is too crude if a large number of bands have similar energy. Generically, the single-particle Green’s function mixes multi-boson-fermion contributions from the boson band and all of the fermion bands. Due to the low-energy boson, low-energy two-particle continuum is abundant in the B.Z.

Due to the coexistence of the gapped and gapless sector, and the presence of many low-lying gapped fermion bands, the quasi-particles we discussed previously may be considerably broadened. First, we discuss the fate of the boson. The boson near the PDW momentum cannot decay into the nodal gapless band because of momentum mismatch, otherwise the gapless band would be gapped by PDW in the first place; nor can it decay into the anti-nodal fermions if its energy is smaller than the anti-nodal gap. However, the boson may decay into low-lying gapped fermions: their energy gaps could be comparable (depending on details of the band structure), and the momenta of low-lying fermions cover the majority of the reduced B.Z.. However, the decaying rate should be parametrically small because it relies on the small CDW amplitudes to match the momentum. Thus, even though the boson may not have infinite lifetime, they may still be sharp excitations near the PDW momentum. Second, for the fate of the anti-nodal fermions, since it has a large gap, apart from the boson-fermion continuum we discussed before, the quasi-particle peak itself is also severely broadened by decaying into 3 gapless/small-gap fermions. We shall analyze these spectral features with ARPES and infrared absorption data in the next section.

7.2 Broader aspects and experimental implications

So far, we have been focusing on the high-field ground state of underdoped cuprates. However, the phenomena we discussed, including the anti-nodal fermion gap, the decrease of fermionic carrier density, and the nodal gapless fermions are also present
in the zero-field pseudogap. In the limit that the pseudogap transition temperature $T^* \gg T_c$ (the superconducting transition temperature), which is achieved in a range of doping, the superconducting phase occupies only a small region of the temperature-field phase diagram, on top of the pseudogap phenomena. In that limit, it is reasonable to expect the pseudogap physics at temperature $T_c < T \ll T^*$ connects smoothly to the zero-temperature, $H > H_c$ pseudogap ground state we present. Therefore we also compare our theoretical predictions with zero-field finite-temperature data.

Many finite-frequency spectral properties of the pseudogap is maintained below $T_c$. For these properties, we may still use the predictions of our boson-fermion model. However, approaching $T^*$, the system crosses over to the strange-metal region, where our model does not apply.

On the other hand, it is interesting to discuss fluctuating zero-momentum superconductivity (SC) and fluctuating PDW in a unified picture, and compare their properties. As discussed before, we model the system as nodal electron pocket plus antinodal gapped excitations effectively described by bosonic pairs. The bosonic pair has a local band minimum at finite momentum, which we identified as fluctuating PDW. At low magnetic field and low temperature, cuprates become d-wave superconductors; therefore, the bosonic pair should have another local band minimum at zero-momentum, which closes at $T_c$ to give the superconductivity. In the normal state, the two band minima of the bosonic Mott insulator give fluctuating PDW and fluctuating SC correspondingly.

The fluctuating SC associated with zero-momentum boson differs from the fluctuating PDW in many aspects. Since it actually orders below $T_c$, its fluctuation depends sensitively on temperature. As the first approximation, we may ignore the quantum fluctuation of zero-momentum boson and describe the thermal fluctuation by classical statistical mechanics. On the contrary, since the PDW boson maintains a finite gap everywhere in the phase diagram, thermal fluctuations are largely suppressed. Moreover, the zero-momentum boson decays into the gapless nodal pocket in the normal state, resulting in a considerable dissipation, whereas the PDW boson is immune from that decaying channel and stays relatively sharp because of mo-
mentum mismatch. Our discussion on the quantum fluctuation of the PDW is very different from the conventional dissipative Ginzburg-Landau formulation. In that formulation, pairing correlator decays exponentially in real time due to dissipation, \( \langle \Delta^*(r, t)\Delta(r, 0) \rangle \sim e^{-t/\tau} \). However, pairing correlator at the same location oscillates in time in our model, \( \langle \Delta^*(r, t)\Delta(r, 0) \rangle \sim e^{i\Delta_b t}/t \), with negligible exponential decaying at low temperature, just as every gapped bosonic system. Due to this difference, fluctuating SC, which is close to the conventional thermal fluctuation, produces large Nernst signal and diamagnetism, while the fluctuating PDW boson gives sharper features in spectroscopic measurements. We would like to point out here that the correlator \( \langle \Delta^*(r, t)\Delta(r, 0) \rangle \) is in principle measurable by tunneling experiments, and a concrete scheme has recently been proposed [81].

Both fluctuating SC and fluctuating PDW modify the spectral function of electrons. On the gapless PDW pocket, the superconducting gap is purely due to d-wave SC; near the antinode, their effects mix together. The combined effect depends on the relative strength of the two, which varies with chemical formula, temperature, and momentum. When \( T^* \gg T_c \), we expect the anti-nodal gap to come mainly from fluctuating PDW. Below \( T_c \), ordered superconductivity gaps out low-lying fermions, hence the reduction of decaying channel for anti-nodal fermions, and the emergence of a sharper anti-nodal peak. As discussed below, this picture is consistent with the data on the single layer Bi2201. On the other hand, for Bi2212 close to optimal doping (still underdoped), a sharp quasiparticle peak emerges from a relatively broad continuum just below \( T_c \), and the spectral weight of the peak is apparently proportional to the superfluid density [52, 44]. This behavior cannot be explained by the fluctuating PDW alone. We also notice that we do not have a clear separation of scale in this situation: \( T^* \) is only two times \( T_c \). We leave further discussion of Bi2212 to future works.

Underdoped Bi2201, consists of single CuO\(_2\) layers separated far away from each other, has \( T^* \) much bigger than \( T_c \). It is ideal for analyzing pseudogap effect due to the lack of interlayer splitting and large separation between \( T^* \) and \( T_c \) [65, 66]. It has the fermion spectrum closest to what we expect from fluctuating PDW alone.
We discuss it in Sec. 7.2.1. For other spectroscopic probes, like infrared conductivity and density-density response, we expect to see contributions from fluctuating PDW at $\omega > 2\Delta_b \sim 40\text{meV}$, and contributions from SC at lower frequencies (Sec. 7.2.2).

Both fluctuating SC and fluctuating PDW contribute to diamagnetism and Nernst effect. It is well known that as temperature approaches $T_c$, the diamagnetism and Nernst signal from fluctuating SC diverges \cite{127, 129, 128, 123, 77, 7, 101, 98}. In contrast, the fluctuating PDW contributions are far less dramatic unless the corresponding boson gap decreases substantially in high fields.

In the following parts of this section, we use our boson-fermion model to work out signatures of the fluctuating PDW. We compare theoretical results with experiments on ARPES, infrared absorption, density-density response, diamagnetism and Nernst effect.

### 7.2.1 ARPES

As we discussed in Sec. 6.1 and Sec. 7.1.3, the fluctuating PDW state naturally has both charge $\pm 2e$ bosons and charge $\pm e$ electrons/holes at low energy. Their interplay produce unconventional ARPES signal. Since the charge $\pm 2e$ boson is cheap, when we kick out an electron from the sample, the hole may decay into a charge -2e boson and a charge e electron. In analogy to Fig. 6-2(b), the threshold to create a hole excitation at momentum $k$ roughly follows the Bogoliubov bands of PDW, but only in a part of the B.Z. the threshold corresponds to quasi-hole excitations. The other part of the Bogoliubov bands, which comes mainly from PDW reflection, is replaced by a blurred 2-particle continuum of an electron and a small-gap charge -2e boson. Furthermore, wherever we have a sharp quasi-particle in the spectrum, we can add a charge $+2e$ boson and a charge $-2e$ boson to make a 3-particle continuum with the same charge, at the same momentum, and with energy only $2\Delta_b$ higher. The spectral features of these multi-particle continuum with total charge $-e$, which can be probed by ARPES, are easily calculated by considering the decay rate (the imaginary part of the self-energy) using Fermi’s Golden rule or simple dimensional analysis. Consider the simplest
coupling \( \delta H_1 = \lambda_1 \phi c c + h.c. \) and \( \delta H_2 = \lambda_2 \phi^* \phi c^+ c \), where \( \phi(p) = \frac{1}{\sqrt{E^b_p}}(a_p + b^+_{-p}) \) is the relativistic boson field (see Sec. 6.1), with momenta close to the PDW momentum \( P \), and \( E^b_p = \sqrt{|v_b(p - P)|^2 + \Delta_b^2} \).

\[
\text{Im} \Sigma_{2p}(q, \omega) \propto \int d^2p \frac{1}{E^b_p} \delta(\omega - E^b_p - E^e_{q-p})
\text{Im} \Sigma_{2p}(q, \omega) \propto \theta(\omega - \Delta_b^{(2)})
\]

\[
\text{Im} \Sigma_{3p}(q, \omega) \propto \int \frac{d^2p_1 d^2p_2}{E^b_{p_1} E^b_{p_2}} \delta(\omega - E^b_{p_1} - E^b_{p_2} - E^h_q)
\text{Im} \Sigma_{3p}(q, \omega) \propto (\omega - \Delta_b^{(3)}) \theta(\omega - \Delta_b^{(3)})
\]

when \( \omega - \Delta_b^{(3)} \gg \Delta_b \).

We use the shorthand \( d^2p \equiv \frac{dp_x dp_y}{(2\pi)^2} \). \( E^e_k/E^h_k \) represents the dispersion of the quasi-electron/ quasi-hole. \( \Delta_b^{(2)}(\Delta_b^{(3)}) \) is the energy threshold to create 2(3) particles at momentum \( q \): \( \Delta_b^{(2)} \equiv \min_{p_1} [E^b_{p_1} + E^e_{q-p_1}] \), \( \Delta_b^{(3)} \equiv \min_{p_1,p_2} [E^b_{p_1} + E^b_{p_2} + E^h_q] \). When the boson gap is small, and the boson velocity is comparable to the Fermi velocity near the antinode, \( \Delta_b^{(2)} \) and \( \Delta_b^{(3)} \) roughly follows the Bogoliubov bands of PDW.

The main message is that whenever we have a PDW reflected band, we should see a step function in spectral function (Eq. 7.5); and whenever we have a (PDW-modified) quasi-hole, we should see a spectral function

\[
A(\omega) = \text{Im} \frac{1}{\omega - E^h_q - i(\omega - \Delta_b^{(3)}) \theta(\omega - \Delta_b^{(3)}) - i\Gamma},
\]

which has a quasi-hole peak together with a 3-particle continuum (Eq. 7.7). The spectral signature is a relatively sharp onset of peak at \( E^h_q \), but a long \( 1/(\omega - \Delta_b^{(3)}) \) tail above the 3-particle threshold.

When \( \Delta_b \) is small, \( \Delta_b^{(3)} \approx E^h_q \), the quasi-hole peak merges with the 3-particle continuum, and
Figure 7-2: (a) Mean-field PDW spectrum along the line $k_y = \pi$. PDW momentum $2\pi/6$, PDW pairing $\Delta_P = 10\text{meV}$. (see Eq. 4.1 and Eq. 4.3 for definition). We use tight-binding band with $t = 154\text{meV}, t_p = -24\text{meV}, t_{pp} = 25\text{meV}, t_{ppp} = -5\text{meV}$, chemical potential $\mu = -126\text{meV}$. Color plot represents the spectral weight in mean-field calculation. The dashed red line illustrates the original electron band. The dashed white box shows the range of energy probed by ARPES in Ref. [66]. (b) Illustration of the evolution from a 3-particle continuum to a broad 2-particle continuum of the fluctuating PDW. We use the ratio $r$ to interpolate between the two as defined in Eq. 7.11.

It’s important to know whether ARPES can resolve the boson gap. In Sec. 7.1.3, we estimate the boson gap to be 10meV to 30meV from the correlation length of PDW. The state of art synchrotron ARPES has an energy resolution of a meV, which can in principle resolve the boson gap. However, the anti-nodal quasi-electron peak is at high energy, suffers from substantial broadening through the process of decaying into gapless/small-gap fermions. When the broadening of quasi-electron peak is comparable $\Delta_b$, the single-particle peak merges with the 3-particle continuum. We just see a broadened $\theta(\omega - E^b_q)/(\omega - E^h_q)$ peak, as if the boson is gapless.

Fig. 7-2(a) shows the mean-field spectrum of bidirectional-PDW with relatively small PDW gap, along the cut $k_y = \pi$. To compare with ARPES results (Fig. 7-3(a), reproduced from Ref. [66]), we focus on the energy-momentum range in the white box, where the mean-field spectral weight concentrates on a single Bogoliubov
Figure 7-3: (a) Fig. 4A of Ref. [66]. Spectral function along the cut $k_y = \pi$, below $T^*$ and above $T_c$ (40K). The M point refers to $k_x = 0$, $k_{F1}$ and $k_{F2}$ are roughly at $k_x = -0.2\pi$ and $0.2\pi$ respectively. (b) Fig. 2A of Ref. [66]. The same as (b), except at temperature above $T^*$ (172K). (c) Fig. 2N of Ref. [66]. Spectral function along a cut $k_y \sim \pi/2$, at 10K.

Comparing with Fig. 4-1, we find that a simple 2-band calculation with only y-directional PDW captures main features in this energy-momentum range. This is in contrast with the discussion in [80] which focused on the x-directional PDW. Here we find that the x-directional PDW helps increase the band gap, and produce a flat shoulder near the band minimum.

The sharp spectral function in the mean-field calculation is greatly transformed by the PDW fluctuation. For $k_x < k_F$, the Bogoliubov band follows the original electron band (dashed red line). We expect a broadened $\theta((\omega - E_{q}^{h})/(\omega - E_{q}^{h}))$ peak just above the quasi-particle energy. (green line in Fig. 7-2(b)). At large $k_x$, the Bogoliubov band is far from the original band of the metal; it largely comes from
PDW-reflected bands, which we expect to be a 2-particle continuum when PDW is fluctuating, consequently a (broadened) step function in ARPES. (blue line in Fig. 7-2(b)). Going from small \( k_x \) to large \( k_x \), we expect the hole excitation created by ARPES to gradually mix with boson-electron bound state, until some \( k > k_F \), where the boson and electron no longer bound together. The spectral feature is that a quasiparticle resonance disappears (from the green line to blue line in Fig. 7-2(b)) right at the onset of the step-function.

Phenomenologically, we can write the electron annihilation operator as

\[
c_k = r_1 \tilde{c}_k + r_2 \sum_q \phi_q^* \tilde{c}_{k-q}^\dagger
\]  

(7.10)

The first term produces a broad quasi-hole resonance \( \theta(\omega - E^h_q)/(\omega - E^h_q) \), and the second term produces a step-function background \( \theta(\omega - E^h_q) \). Just to illustrate the qualitative trends, we plot (lorentzian broadened)

\[
A(\omega) \propto \theta(\omega - \epsilon_q) + r\theta(\omega - \epsilon_q)/(\omega - \epsilon_q)
\]  

(7.11)

where \( r \equiv r_1/r_2 \), with gradually increasing \( r \) in Fig. 7-2(b). In general, \( r_1 \) and \( r_2 \) depends on energy and momentum. We know qualitatively how they changes, but near the antinode, we have no reliable way to calculate their energy-momentum dependence. However, when \( k \gg k_F \), in the limit \( E^0_k \gg \omega, E^h_k \), where \( E^0_k \) is the dispersion of the original band without PDW (dashed red line in Fig. 7-2(a)), we can treat PDW perturbatively, and the spectral function from the 2-particle continuum is given by

\[
A(\omega) \sim \text{Im} \frac{1}{\omega - E^0_k - i|\Delta|\theta(\omega - E^0_k)} \sim \frac{|\Delta|}{(E^0_k)^2} \theta(\omega - \epsilon_k)
\]  

(7.12)

Thus the height of the step function quickly decays as we move farther away from \( k_F \).
Experimental results along the same cut in Bi2201, just above $T_c$, is shown in Fig. 7-3(a) [60]. Following the peaks of the spectral functions (blue dots), we see the gap minimum is not at the original Fermi surface ($K_{F1}$ and $K_{F2}$), but shifted outward in momentum ($K_{G2}$), consistent with PDW [80]. Moreover, the entire frequency dependence of electron spectral function matches with our expectation of the fluctuating PDW (Fig. 7-2(b)). As shown in Fig. 7-3(a), when scanning from large $k_x$ to small $k_x$, we first encounter a step function that onsets at about 20meV and when $k$ is less than the Fermi momentum, a broad resonance emerging just above the step function. This is as expected from the transition from a bound state of boson and electron into a quasi-hole. Identifying the ARPES results with spectral functions of fluctuating PDW, we get an upper bound of the boson gap, $\Delta_b \lesssim 20$ meV, consistent with our previous estimation.

There are concerns on whether the step-function background in Bi2212 is intrinsic or an artifact of ARPES due to disorder induced scattering that mixes different momenta [73]. However, at least in Bi2201, the step-functions we analyzed appear only in the anti-nodal region (for comparison with the nodal region, see Fig. 7-3(c)), and disappear above $T^*$ (Fig. 7-3(b)), providing strong evidence that they are intrinsic and related to the pseudogap. We also notice that these step functions start at around 20 meV below Fermi energy, different from the step functions that start right at Fermi energy in Bi2212.

Bi2201 is ideal for analyzing the pseudogap for the large separation between $T_c$ and $T^*$ even close to optimal doping, and for the lack of bilayer splitting [65, 66]. We found the anti-nodal spectrum of Bi2201 fitted best with a relatively small PDW pairing, $\Delta \sim t/15$. We also notice that if pairing were to be increased to $\Delta \sim t/4$, the band structure is no longer captured by a simple 2-band hybridization: there are many bands sharing small spectral weights. Considering PDW fluctuation, the spectral function may just be a featureless continuum above PDW gap. This large-pairing scenario may be the case for other cuprates with larger $T_c$ and $T^*$.
7.2.2 Infrared conductivity and density-density response

Cuprates have a flat ab-plane infrared conductivity plateau, which differs from a Drude peak that decays as $1/\omega^2$ at high frequencies $^{[104, 13]}$. As temperature lowers, the low-frequency peak become narrower, and the conductivity shows an upturn in the infrared region, starting roughly at 40meV. This extra infrared conductivity have never been thoroughly understood. Ref. $^{[104, 91, 96, 36]}$ attempt to explain it by electron scattering with charge-neutral boson. However, we find that it matches well with the conductivity of a charge 2e boson.

Consider a free boson with charge $e^*$, minimally coupled to electromagnetic field.

$$
\mathcal{L} = \frac{1}{2} |(\partial_t + ie^* V) \phi|^2 - \frac{1}{2} \sum_{i=1,2} v_b^2 |(\partial_i + ie^* A_i) \phi|^2
$$

$$
-\frac{1}{2} |\Delta_b| |\phi|^2,
$$

where the momentum of the boson is measured from the PDW momentum. By canonical quantization, $E_p^b = \sqrt{\Delta_b^2 + v_b^2 p^2}$, $\phi_p = \frac{1}{\sqrt{E_p^b}}(a_p + b_p^\dagger)$, and

$$
j_i = \frac{\delta \mathcal{L}}{\delta A_i} = \sum_p \frac{e^* v_b^2}{E_p^b} p_i(a_{-p}^\dagger + b_p^\dagger)(a_{-p} + b_p)
$$

By Kubo formula

$$
\text{Re}\sigma_{xx}(\omega) = \frac{\pi}{\omega} \sum_n |\langle n | j_s | 0 \rangle|^2 \delta(\omega - (E_n - E_0))
$$

$$
= \frac{(e^*)^2 v_b^4 \pi}{\hbar \omega} \int d^2 p \frac{p^2}{(E_p^b)^2} \delta(\omega - 2E_p^b)
$$

$$
= \frac{(e^*)^2}{16\hbar} (1 - 4\Delta_b^2/\omega^2) \theta(\omega - 2\Delta_b)
$$

We plot the result for $e^* = 2e$ as the solid blue curve in Fig. 7-4(b), and convert the
2D conductivity to the 3D in-plane conductivity using the lattice constant of YBCO. The optical conductivity of the boson depends on its dispersion and interaction, hence non-universal. However, the linear onset of conductivity at \( \omega \approx 2\Delta_b \), namely \( \sigma_{xx} \propto (\omega - 2\Delta_b) \theta(\omega - 2\Delta_b) \), is universal for a gapped boson. The onset is linear because of the combination of a constant density of states in 2D and an absorption matrix element \( \sim \text{velocity}^2 \sim \delta \omega \), for \( \omega \approx 2\Delta_b \). For a free relativistic boson with charge 2e, the conductivity at high frequency saturates at \( \sigma_{xx} = \frac{\pi}{2} \frac{e^2}{h} \), independent of its gap or velocity. The linear onset of the conductivity together with the saturation value of an order 1 number times \( \frac{e^2}{h} \) are signatures of a gapped relativistic particle. Interactions and changes in dispersion modify the order 1 number, but does not change the qualitative features of the conductivity. (For detailed explanation and calculation, see Ref. [107]).

![Figure 7-4](image)

Figure 7-4: (a) Real part of infrared conductivity measured from reflectance (Fig. 3(a) of Ref. [91]). (b) Solid blue curve: AC conductivity of a free charge 2e boson with gap \( \Delta_b \). We calculated the 2D conductivity of each layer, and converted it to a 3D conductivity using the lattice parameter of YBCO. The conductivity of the free relativistic boson saturates at \( \frac{\pi}{2} \frac{e^2}{h} \) when \( \omega \gg \Delta_b \), which corresponds to \( 1.0 \times 10^3 \ \Omega^{-1}\text{cm}^{-1} \). Dashed blue curve: a Drude peak. Dashed orange curve: the sum of the boson conductivity (blurred by a Lorentzian) and the Drude peak.

Surprisingly, the infrared conductivity plateau around 12% doping is almost exactly \( \frac{\pi}{2} \frac{e^2}{h} \) per CuO\(_2\) layer, the same as the free boson, both in YBCO and in Bi2212. (It changes a little with doping. See Fig. 7-4 for comparison with YBCO. See Fig.6 of Ref. [104] for Bi2212.) Moreover, the frequency dependence of bosonic conductivity matches well with the conductivity upturn at low temperature. If we add a Drude peak to the bosonic conductivity, we reproduce the flat infrared conductivity observed
at higher temperature.

The extra infrared conductivity provide evidence for the charge 2e boson. However, the numerical agreement may not be taken too seriously, for the interaction between bosons and fermions may modify the result. Experimentally, the infrared plateau extends to frequency as high as 400meV \[122\], where our boson fermion model does not apply. We cannot explain the high-energy behavior of the plateau, but we suspect that the boson contribution connects to the incoherent part of the spectral weight (also seen in ARPES) to give the long plateau.

Note that even though the conductivity upturn is prominent only below $T_c$, it has little to do with the absorption across the SC gap. As discussed in Ref. \[91\], features of SC is around 100cm$^{-1}$ $\sim$ 12meV, five times smaller than the frequency scale of the upturn. Although not fully understood, ordered SC seems to make the low-energy peak narrower without changing the conductivity upturn starting from 40meV. If we associate the infrared conductivity upturn to the PDW boson, the boson gap should be 20meV, consistent with our previous estimation.

Unlike s-wave SC, fermions gapped by PDW absorb light across the pairing gap even in the clean limit \[2\]. However, this is much smaller than the bosonic contribution, according to the estimation in Chapter \[2\], which found $\sigma_{PD}^2 \sim \frac{e^2}{h}(a/\lambda)^2 E_f/\Delta_f \sim \frac{1}{10} e^2/h$, where $a$ is size of the original unit cell, $\lambda \sim 8a$ is the wavelength of PDW. The absorption due to the gapped fermion bands give various tiny peaks from 50meV to 200meV, which may be too small to identify. The delta function peaks observed experimentally are mostly due to optical phonons.

The same phenomena is also observed in density-density response. By current conservation, we expect

$$\text{Im} \Pi(q \sim 0, \omega) = \text{Im} \langle \rho \rho \rangle = \text{Im} \langle jj \rangle \cdot q^2/\omega^2$$
$$= \text{Re} \sigma(\omega) \cdot q^2/\omega$$

$$\text{Im} \Pi(q \sim 0, \omega) \sim \frac{\pi e^2 q^2}{2 \ h \ \omega}, \text{ in mid-infrared} \quad (7.18)$$

Abbamonte’s group measured the density-density response in cuprates \[90, 70\]. Below
100meV, they claim the signal is dominated by phonon. Between 100meV and 1eV, at optimal doping, they report an unusual Im Π independent of ω. In overdoped samples, Im Π decreases as ω decreases to 100meV. However, in underdoped samples, Im Π increases as ω decreases to 100meV [70]. While this upturn is unusual in metallic states, here it is simply required by current conservation (see Eq. 27) to be consistent with the infrared conductivity.

Finally, we discuss c-axis conductivity. For bilayer cuprates like YBCO and Bi2212, CuO$_2$ layers are organized as closed bilayers with several atomic layers between neighbouring bilayers. Given the experimental fact $\sigma_{zz} \gg \omega \epsilon_0$ in the mid-infrared, the measured conductivity away from resonant peaks is mainly determined by inter-bilayer hopping instead of intra-bilayer hopping. Physically, the intra-bilayer hopping is so effective that most of the voltage drop are on the barrier between neighbouring bilayers. Across this barrier of 3 or 4 atomic layers, pair hoping is much smaller than single-fermion hopping. Therefore, we expect tunneling of the small-gap fermion to dominate the measured c-axis conductivity.

### 7.2.3 Remnants of superconductivity

Long-range ordered PDW breaks charge conservation and is a superconducting order. Being close to the long-range PDW, the fluctuating PDW state has properties reminiscent of a superconductor. In this subsection, we briefly discuss the diamagnetic response, Nernst effect, and DC conductivity of the fluctuating PDW state. In short, fluctuating PDW gives a diamagnetic susceptibility inversely proportional to the boson gap without increasing the DC conductivity. This is because the bosons transit from a superconductor into an insulator instead of a metal. Nernst effect comes from thermally excited PDW bosons, which are suppressed when $T < \Delta_0$. Experimentally observed diamagnetism and Nernst signal near $T_c$ comes mainly from fluctuating zero-momentum SC. Due to the boson gap, the contribution from fluctuating PDW is smaller and less sensitive to temperature.

We start from diamagnetism. We calculate the current response to the vector potential $j_i(\omega, q) = K_{ij}A_j$, at $\omega = 0, q = q_y\hat{y}$. In this setting, magnetic susceptibility
of the boson $\chi_b = -K_{xx}/q_y^2$.

The current operator at finite $q$ is

$$
j_i(q) = \sum_p e^* v_b^2 (p_i + q_i/2) \phi^*(p) \phi(-p - q)
+ \sum_p (e^*)^2 v_b^2 \phi^*(p) \phi(-p) A_i(q) \quad (7.20)
$$

The response of the first term is given by Kubo formula

$$
\text{Re} R_{xx} = \sum_n |\langle n | j_x(q) | 0 \rangle|^2 \frac{-2}{E_n - E_0}
\quad (7.21)
$$

$$
= (e^*)^2 v_b^4 \int_0^\Lambda \frac{-2p_x^2 d^2p}{E_p E_p + q(E_p - E_{p+q})} \quad (7.22)
$$

We expand the expression in $q_y$, the constant term is canceled by the second term of Eq. 7.20 and the quadratic term gives us magnetic susceptibility

$$
\chi_b = -\text{Re} \frac{R_{xx}(q_y) - R_{xx}(0)}{q_y^2} \quad (7.23)
$$

$$
= -(e^*)^2 v_b^4 \int \frac{p_x^2}{(E_p)^3} \left(-\frac{5}{2} \frac{v_b^4 q_y^2}{(E_p)^4} + \frac{3}{4} \frac{v_b^2}{(E_p)^2}\right) d^2p 
= -\frac{e^2 v_b^2}{6\pi \Delta_b} \quad (7.24)
$$

$$
= \chi_f \frac{2m v_b^2}{\Delta_b} , \quad (7.25)
$$

for $e^* = 2e$, where $\chi_f = e^2/12\pi m$ stands for Landau diamagnetic susceptibility for 2D free fermion with mass $m$. $\chi_b^{3D} = \chi_b/d$, where $d$ is the average distance between CuO$_2$ layers. This result holds for temperature and Landau-level splitting smaller than the boson gap. We note that compared with $\chi_f$, Eq. 7.24 is enhanced by the ratio $2m v_b^2/\Delta_b$.

There has been report of a significant amount of diamagnetism in underdoped YBCO at low temperatures at 40T magnetic field which is much larger than the transport $H_{c2}$ [137]. Our Eq. 7.24 involves the boson velocity $v_b$ which is not known, but the
predicted diamagnetism should be temperature dependent on the scale of the boson gap.

When the temperature is comparable to or larger than the boson gap, with external magnetic field, bosons exhibit Nernst effect. Under temperature gradient and magnetic field, thermally excited charge 2e and charge -2e bosons drift in different directions, giving a net electric current.

For temperature smaller than the boson gap and the lowest fermion gap, and away from the superconducting dome, DC conductivity, Hall conductivity, specific heat and quantum oscillation comes solely from the small electron pocket. This decrease of fermionic carrier density at low energy is the main consequence of the fluctuating PDW. However, it is hard to describe how conductivity changes as we enter the pseudogap region from high temperature, since we do not have a theory for the strange metal.

7.2.4 Symmetry breaking in the pseudogap phase.

![Figure 7-5: Illustration of a uni-directional MDW generated by period-6 PDW. The line of maximum and minimum of the magnetization is shown as solid and dashed blue lines. The zero of magnetization is shown as red lines. Black lines shows the underlying lattice.](image)

In this section we consider the consequences of symmetry breaking of the MDW, which is one of the composite orders associated with the PDW. We consider the case of commensurate PDW, and for concreteness we first discuss the case $P = 2\pi/6$. We have many different choices of phases corresponding to different relative positions
between the lattice and the CDW/MDW. (see Appendix A for a detailed explanation of these phases.) Lattice translations change PDW phases only by multiples of $2\pi/6$. A generic choice breaks all lattice symmetry, but it may require the CDW/MDW to be pinned at a unnatural position. We focus on the case where the maximum and minimum of a uni-directional MDW at momentum $(P\hat{x}, P\hat{y})$ is on site, as shown by the blue lines in Fig. 7-5. We shall see that this choice preserves inversion about the origin, but breaks all mirrors perpendicular to the plane. The MDW has magnetization $\vec{M} \propto \cos(Px + Py)\hat{z}$ which breaks mirror symmetry along both (1,1) and (1,-1) since magnetization is odd under mirror. On the other band, we can consider the mirror plane passing through the lines of zero magnetization (shown in red in Fig. 7-5). The mirror symmetry is preserved for the magnetization which is odd in this case, but is broken by the lattice. Thus in this example all mirror planes normal to the c-axis are broken. The same conclusion holds for $P = 2\pi/7$. The exception is $P = 2\pi/8$ where the line of zero’s pass through a lattice site and mirror symmetry is preserved.

Incommensurate PDWs are slightly more complicated. For the case of YBCO, the PDW wavelengths changes with doping between 6 and 7 lattice spacing. Distorted by lattice, it is natural to relax the cosine waves into domains with period-6 PDW and domains with period-7 PDW. Our discussion of mirror symmetry breaking also applies to this relaxed incommensurate PDW.

So far, we have been focusing on simplified situations where every relative phase between two PDW order parameters are perfectly ordered. However, as temperature decreases, different relative phases, hence different density waves can order in turn. Although fluctuating PDW gives the tendency of CDW and MDW in both directions, the energy functional may actually prefer a unidirectional MDW/CDW, with a shorter range MDW/CDW in the orthogonal direction, at least in a range of temperature. Ref. [108] reported a nematic phase transition at the onset of the pseudogap. This is most clear in the case of the Hg compound which has a tetragonal structure and the nematicity is along the diagonal. This result may be explained if the MDW preferentially forms short range order at momentum $P\hat{x} + P\hat{y}$ at $T^*$ without the MDW at $P\hat{x} - P\hat{y}$, giving rise to a nematic transition.
In Sec 5.3.3, we estimated the magnetic moment per plaquette (of the Cooper lattice) is at the order of $5 \times 10^{-3}$ Bohr magneton. The moment through a half period of the MDW is larger by the corresponding area and we estimate the magnetic field generated by this moment to be $\sim 0.5$ Gauss. However, the magnetic field changes smoothly in the range of 6 or 7 lattice spacing. In NMR experiments, such a magnetic field profile gives a broadening of the resonance peak, instead of a shift of the peak, therefore hard to detect. But the MDW may be detectable by neutron scattering.

7.3 Discussion

In this chapter, we discuss the low-energy effective theory of the pseudogap, relevant for underdoped cuprates when $T^* \gg T_c$, and for the high-field ground state. We disorder bidirectional pair density waves, but maintaining the descendant orbital magnetization and charge density waves to get a ground state of small electron pocket and a hidden bosonic Mott insulator. The fluctuating PDW provides a smooth background for diamagnetism and Nernst effect on top of fluctuating zero-momentum superconductivity, without producing excess DC conductivity. We present detailed comparison of the theoretical predictions and the experiments on ARPES and infrared conductivity. We found the peculiar spectroscopic features of the pseudogap is consistent with having a small-gap charge 2e boson at finite momentum, as in our proposal for the fluctuating PDW. From the measured infrared conductivity and the correlation length of PDW in the vortex halo, we estimate the boson gap to be about 20meV. However, infrared conductivity and ARPES probes only the two particle continuum of two bosons or of a boson and an electron. A direct probe of a single charge 2e boson near 20meV, momentum $2\pi/8 \sim 2\pi/6$ would provide direct evidence for our proposal. We also propose an orbital magnetization density wave in (1, 1) direction, with momentum $1/\sqrt{2}$ of the momentum of CDW. This MDW breaks time reversal, and it could explain the nematic transition at the onset of the pseudogap [108]. We have not discussed how the pseudogap descends from the strange metal, but it would
be very interesting to explore the relation between our model and possible theories of the strange metal.
Appendix A

Vertex Correction and Optical Response of Fulde-Ferrell State

We present the derivation of Eq. (2.15) and (2.18) in this appendix. For simplicity, we define $\tilde{p}_0 \equiv p_0 - \epsilon'_p$. The Green’s function given by Eq. (2.6) can then be written as:

$$G(p) = \frac{1}{\tilde{p}_0 - \tilde{\epsilon}_p \tau_3 - \Delta_p \tau_1 + isgn(p_0)0^+} = \frac{\tilde{p}_0 + \tilde{\epsilon}_p \tau_3 + \Delta_p \tau_1}{(\tilde{p}_0 + isgn(p_0)0^+)^2 - \delta_p^2} \quad (A.1)$$

where we have neglected the diagonal self-energy correction since it is not important for our purpose. We are free to choose the ‘direction’ of the pairing term in the $\tau_1 - \tau_2$ plan since they are related by gauge symmetry. The temporal component of the self-consistent vertex $\Gamma_t$ in the limit $|\vec{q}| \to 0$ ($q$ is the momentum of the external field) is determined directly by the Ward-Takahashi identity

$$q_\mu \Gamma_\mu(p + q, p) = -e\tau_3 G^{-1}(p) + eG^{-1}(p + q)\tau_3 \quad (A.2)$$

Where $q_\mu \Gamma_\mu$ is a shorthand for $\vec{q} \cdot \vec{\Gamma} - \omega \Gamma_t$. Note that there are additional $\tau_3$’s compared to the standard Ward-Takahashi identity in QED since the two components of the Nambu spinor carry opposite charges. If we assume the spatial components of $\Gamma$ does not diverge in the limit $|\vec{q}| \to 0$, which can be verified latter, only the temporal
component of $\Gamma$ contribute the left hand side, and we have

$$
\Gamma_t([p_0+\omega, \vec{p}], [p_0, \vec{p}]) = -(-e\tau_3G^{-1}(p)+eG^{-1}(p+q)\tau_3)/\omega = -e(\tau_3+2i\Delta_\mu\tau_2/\omega) \quad (A.3)
$$

On the other hand, the spatial components of $\Gamma$ take some calculation, and they acquire a simple form only when the four-Fermion interaction has no momentum dependence near the Fermi surface. In this case $\lambda_k$ can be treated as a constant, and the self-consistent equation (Eq. (2.6)) shows that $\Delta_p$ is also a constant near the Fermi surface. Plugging the mean field Green’s function in Eq. (2.14), and shifting the momentum of the integration, we have

$$
\Gamma_\mu([p_0+\omega, \vec{p}], [p_0, \vec{p}]) = \gamma_\mu(\vec{p})
+ i\lambda \int \frac{d^3p}{(2\pi)^3} \frac{\tau_3(\tilde{p}_0 + \omega + \epsilon_p\tau_3 + \Delta\tau_1)(\Gamma_\mu([p_0+\omega, \vec{p}], [p_0, \vec{p}]))(\tilde{p}_0 + \epsilon_p\tau_3 + \Delta\tau_1)\tau_3}{((\tilde{p}_0 + \omega + isgn(p_0 + \omega)0^+)^2 - \delta_p^2)((\tilde{p}_0 + isgn(p_0)0^+)^2 - \delta_p^2)}
\quad (A.4)
$$

It is clear from the equation above that the vertex correction has no $p$ dependence, this is of course only true when we ignore the momentum dependence of the four-Fermion interaction. In this case, we can write the self-consistent vertex as

$$
\Gamma_\mu([p_0+\omega, \vec{p}], [p_0, \vec{p}]) = \gamma_\mu(\vec{p}) - e\Gamma^0_\mu + e - e \sum_{i=1}^{3} \Gamma^i_\mu \tau_i \quad (A.5)
$$

where $\Gamma^0$ and $\Gamma^i$ are functions of $\omega$, and $\gamma_\mu(\vec{p})$ is given by Eq. (2.10) and (2.11). The next step is to plug Eq. (A.5) into Eq. (A.4), compute the matrix multiplication in the numerator, carry out the integral of $p_0$ using the residue theorem and solve $\Gamma^0$ and $\Gamma^i$. Note that there are 4 poles of $p_0$ in the complex plane, whose imaginary parts depend on the spatial momentum $\vec{p}$. If $\vec{p}$ lies in the ‘unpaired region’, the two eigenenergies $E^\pm_p$ are of the same sign, so the four poles locate at the same side of the real axis. Then we know the integral must be zero since we can complete the contour on the other side including none of the residues. This observation confirms our statement that only the ‘paired region’ in the B.Z. contribute to the optical conductivity. After
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all these laborious calculation, we arrive at the self-consistent equation for \( \vec{\Gamma}^0 \) and \( \vec{\Gamma}^i \) (the spatial components of \( \Gamma^0 \) and \( \Gamma^i \)). We showed that, by direct calculation, the integral in Eq. (A.4) has no identity component, thus \( \vec{\Gamma}^0 = 0 \). On the other hand, \( \vec{\Gamma}^i \) satisfies

\[
\begin{pmatrix}
\vec{\Gamma}^1 \\
\vec{\Gamma}^2 \\
\vec{\Gamma}^3
\end{pmatrix} = \lambda \begin{pmatrix}
2I(\bar{\epsilon}_p^2) & -i\omega I(\bar{\epsilon}_p) & -2\Delta I(\bar{\epsilon}_p) \\
2I(\delta_p^2) & 2I(\delta_p^2) & -i\omega \Delta I(1) \\
2\Delta I(\bar{\epsilon}_p) & -i\omega \Delta I(1) & -2\Delta^2 I(1)
\end{pmatrix}
\begin{pmatrix}
\vec{\Gamma}^1 \\
\vec{\Gamma}^2 \\
\vec{\Gamma}^3
\end{pmatrix} + \lambda \begin{pmatrix}
-2\Delta I(\bar{\epsilon}_p \bar{v}_2) \\
-i\omega \Delta I(\bar{v}_2) \\
-2\Delta^2 I(\bar{v}_2)
\end{pmatrix} \quad (A.6)
\]

where \( I(f(\vec{p})) \equiv \int_{\text{paired}} \frac{d^2\vec{p}}{(2\pi)^2} \frac{f(\vec{p})}{\delta_p(\omega - 2\delta_p + isgn(\omega)0^+)(\omega + 2\delta_p + isgn(\omega)0^+) + \omega^2} \) \quad (A.7)

If we further assume the pairing gap \( \Delta \) and the frequency \( \omega \) is much smaller than the band width, only a thin shell near \( \bar{\epsilon}_p = 0 \) contribute to the integral. In this limit \( I(\bar{\epsilon}_p) \sim 0, I(\bar{\epsilon}_p \bar{v}_2) \sim 0 \), so we have \( \vec{\Gamma}^1 \sim 0, \vec{\Gamma}^2 \) and \( \vec{\Gamma}^3 \) satisfies

\[
\begin{pmatrix}
\vec{\Gamma}^2 \\
\vec{\Gamma}^3
\end{pmatrix} = \lambda \begin{pmatrix}
2I(\delta_p^2) & -i\omega \Delta I(1) \\
-i\omega \Delta I(1) & -2\Delta^2 I(1)
\end{pmatrix}
\begin{pmatrix}
\vec{\Gamma}^2 \\
\vec{\Gamma}^3
\end{pmatrix} - \lambda I(\bar{v}_2) \begin{pmatrix}
i\omega \Delta \\
2\Delta^2
\end{pmatrix} \quad (A.8)
\]

In addition, the mean field gap equation (Eq. (2.7)) gives us

\[
4\lambda I(\delta_p^2) - \lambda \omega^2 I(1) = -\lambda I(\omega^2 - 4\delta_p^2) = -2\lambda \int_{\text{paired}} \frac{d^2\vec{p}}{(2\pi)^2} \frac{1}{2\sqrt{\bar{\epsilon}_p^2 + \Delta^2}} = 2 \quad (A.9)
\]

Using this identity, we can easily find

\[
\begin{cases}
\vec{\Gamma}^2 = \frac{2i\Delta I(\bar{v}_2)}{\omega I(1)} \\
\vec{\Gamma}^3 = 0
\end{cases} \quad (A.10)
\]
So the corrected vertex is

\[ \Gamma_{\mu}(p_0 + \omega, \vec{p}, [p_0, \vec{p}]) = -e[\tau_3 + 2i\Delta \tau_2/\omega, \vec{v}_1(\vec{p})\mathbb{1} + \vec{v}_2(\vec{p})\tau_3 + 2i\Delta I(\vec{v}_2)\tau_2/\omega I(1)] \]  

(A.11)

We are now ready to calculate the paramagnetic response function \( P_{\mu\nu} \). For simplicity, define

\[ \langle f, h \rangle \equiv -i \int \frac{d^3p}{(2\pi)^3} Tr[f(p, p')G_{\mu'}h(p', p)G] \]  

(A.12)

Then we have

\[
P_{ij} = \langle \gamma_i, \Gamma_j \rangle \]  

(A.13)

\[
= e^2\langle v_{1i}(\vec{p})\mathbb{1} + v_{2i}(\vec{p})\tau_3, v_{1j}(\vec{p})\mathbb{1} + v_{2j}(\vec{p})\tau_3 + 2i\Delta I(v_{2j})\tau_2/\omega I(1) \rangle \]  

(A.14)

\[
= e^2\langle v_{2i}(\vec{p})\tau_3, v_{2j}(\vec{p})\tau_3 \rangle + (2i\Delta I(v_{2j})/\omega I(1))e^2\langle v_{2i}(\vec{p})\tau_3, \tau_2 \rangle \]  

(A.15)

where we have used the fact that the identity component of the vertex does not contribute to the integral, which can be verified explicitly. Integrating out \( p_0 \) we have

\[
P_{ij} = 4e^2\Delta^2 [I(v_{2i}v_{2j}) - I(v_{2i})I(v_{2j})/I(1)] \]  

(A.16)

This result leads to the result for optical conductivity in Eq. (2.18). We would like to remind the readers again that Eq. (2.18) holds only for \( \omega > 0 \) if we define the integral \( I(f(\vec{p})) \) as in Eq. (A.7), this is due to the difference between path integral and retarded response. It holds for both positive and negative \( \omega \) if we replace the infinitesimal imaginary part \( isgn(\omega)0^+ \) in the integral \( I(f(\vec{p})) \) by \( i0^+ \).
Appendix B

More on Incommensurate Pair Density Wave Bands

For uniform PDW state, we calculate the band structure by diagonalizing a BdG Hamiltonian $H(k)$ for each momentum $k$. At each $k$, we need to use a $81 \times 2 = 162$ basis: $\Psi_k = (\psi_\uparrow(k), \psi_\downarrow^\dagger(-k))$. $\psi_\sigma(k)$ is a collection of $9 \times 9 = 81$ electron annihilation operators: $c_{k'}$ with momenta $k' = k + mP_x + nP_y$ where $P_x \approx (0.14 \times 2\pi, 0)$ and $P_y \approx (0, 0.14 \times 2\pi)$, $m, n = -4, -3, -2, -1, 0, 1, 2, 3, 4$. We set a large truncation for $m$ and $n$ to better capture the effect of subsidiary CDW generated by PDW. In this basis, we rewrite the mean field Hamiltonian in Eq. [3.1] at momentum $k$ as
\begin{align}
H_k &= \sum_{m,n} \epsilon_{k+mP_x+nP_y} C_{k+mP_x+nP_y,\uparrow}^\dagger C_{k+mP_x+nP_y,\uparrow} \\
&\quad - \sum_{m,n} \epsilon_{-k-mP_x-nP_y} C_{-k-mP_x-nP_y,\downarrow}^\dagger C_{-k-mP_x-nP_y,\downarrow} \\
&\quad + \sum_{m,n} 2\Delta (\cos(k_x + mP_x + nP_y - P_x/2) - \cos(k_y + mP_x + nP_y)) \\
&\quad \cdot C_{k+mP_x+nP_y,\uparrow} C_{-k-mP_x-nP_y+P_x,\downarrow} + h.c. \\
&\quad + \sum_{m,n} 2\Delta (\cos(k_x + mP_x + nP_y + P_x/2) - \cos(k_y + mP_x + nP_y)) \\
&\quad \cdot C_{k+mP_x+nP_y,\uparrow} C_{-k-mP_x-nP_y-P_x,\downarrow} + h.c. \\
&\quad + \sum_{m,n} 2\Delta (\cos(k_x + mP_x + nP_y) - \cos(k_y + mP_x + nP_y - P_y/2)) \\
&\quad \cdot C_{k+mP_x+nP_y,\uparrow} C_{-k-mP_x-nP_y-P_y,\downarrow} + h.c. \\
&\quad + \sum_{m,n} 2\Delta (\cos(k_x + mP_x + nP_y) - \cos(k_y + mP_x + nP_y + P_y/2)) \\
&\quad \cdot C_{k+mP_x+nP_y,\uparrow} C_{-k-mP_x-nP_y-P_y,\downarrow} + h.c., \quad (B.1)
\end{align}

where \( \Delta = 45\text{meV} \). For the bare band dispersion \( \epsilon_k \), we use a tight banding model on square lattice with nearest neighbor hopping \( t = 0.21\text{eV} \), second neighbor hopping \( t_p = -0.047\text{eV} \), third neighbor hopping \( t_{pp} = 0.04\text{eV} \) and fourth neighbor hopping \( t_{ppp} = -0.01\text{eV} \).

\begin{align}
\epsilon_k &= -2t(\cos(k_x) + \cos(k_y)) - 4t_p \cos(k_x) \cos(k_y) - 2t_{pp}(\cos(2k_x) + \cos(2k_y)) \\
&\quad - 4t_{ppp}(\cos(2k_x) \cos(k_y) + \cos(k_x) \cos(2k_y)) - \epsilon_0 \quad (B.2)
\end{align}

We fix the chemical potential \( \epsilon_0 \) self-consistently to match the hole doping.
Appendix C

Numerical Simulation of d-wave Vortex Halo

We did exact diagonalization to simulate Local Density of State (LDoS) inside Vortex Halo. Our Hamiltonian for PDW-Driven Model is:

\[ H_P = H_0 + \sum_{x,\mu} F_d(\mu) \left( |\Delta_D| e^{i\theta_d + i\theta} + \left( \sum_a |\Delta_{P_a}| e^{i\theta_a + i\theta_d} \sin\left( \frac{1}{2} Q_a \cdot (x + \frac{\mu}{2}) \right) \right) c_{\uparrow}^\dagger(x) c_{\downarrow}^\dagger(x + \mu) + h.c. \]  

(C.1)

where \( \mu = \hat{x} \) or \( \hat{y} \) labels two different kinds of nearest neighbor bond. \( F_d(\hat{x}) = 1 \) and \( F_d(\hat{y}) = -1 \). \( a \) means \( x \) or \( y \). We used \( |\Delta_{P_x}| = |\Delta_{P_y}| = 30 \text{meV} \) at vortex center in our calculation, away from vortex center the PDW profile is

\[ \Delta_P(r) = 30e^{1-\sqrt{r^2+\xi^2}/\xi} \text{meV} \]  

(C.2)

with \( \xi = 15 \)
Our Hamiltonian for CDW-Driven Model is:

\[ H_C = H_0 + \sum_{x,\mu} F_d(\mu)|\Delta_D|e^{i\theta_d + i\theta} c_{\uparrow}^\dagger(x) c_{\downarrow}^\dagger(x + \mu) \]

\[ + \sum_{x,\mu} F_s(\mu) \left( \sum_{a} \Delta_{C_a} e^{i\theta_a} \sin\left(\frac{1}{2} Q_a \cdot (x + \frac{H}{2})\right) \right) \sum_{\sigma} c_{\sigma}^\dagger(x) c_{\sigma}(x + \mu) + h.c. \]  

(C.3)

where \( F_s(\hat{x}) = F_s(\hat{y}) = 1 \) is a \( s \) wave form factor. We used \(|\Delta_{C_x}| = |\Delta_{C_y}| = 30\text{meV} \) at vortex center in our calculation. Away from vortex center CDW has a profile similar to PDW-Driven model:

\[ \Delta_C(r) = 30e^{1-\sqrt{r^2+\xi^2}/\xi}\text{meV} \]  

(C.4)

For both PDW-Driven and CDW-Driven model, we use \(|\Delta_D| = 20\text{meV} \) far away from vortex core and \( \Delta_D(r, \theta) = 20 - \frac{r}{\sqrt{r^2+r_0^2}} \) \text{meV} \) near vortex core. We add one d-wave vortex to a 100\( a \times 100\text{a} \) square lattice with open boundary condition. \( Q_x/2 = (\frac{2\pi}{8}, 0) \) and \( Q_y/2 = (0, \frac{2\pi}{8}) \).

After Exact Diagonalization, we can easily get on-site LDoS at any energy:

\[ \rho(x, \omega) = \sum_{E,\sigma} \delta(\omega - E) \psi_E^\dagger(x; \sigma) \psi_E(x; \sigma) \]  

(C.5)

where \( E \) labels all energy levels and \( \psi_E(x; \sigma) \) is the wavefunction for \( x \) site and spin \( \sigma \) at energy level \( E \).

For STM experiment, LDoS at Oxygen site is actually more important. In our simple one band model, we can define bond LDoS:

\[ \rho_{\mu}(x, \omega) = \sum_{E,\sigma} \delta(\omega - E) (\psi_E^\dagger(x; \sigma) \psi_E(x + \mu; \sigma) + \psi_E^\dagger(x + \mu; \sigma) \psi_E(x; \sigma)) \]  

(C.6)

where \( \mu = \hat{x} \) or \( \hat{y} \).

It’s then easy to define \( s \) wave Bond LDoS as

\[ \rho_d(x, \omega) = \rho_x(x, \omega) + \rho_y(x, \omega) \]  

(C.7)
and $d$ wave Bond LDoS as

$$
\rho_s(x, \omega) = \rho_d(x, \omega) - \rho_g(x, \omega) \tag{C.8}
$$

For PDW-Driven model, we found $\rho_d$ dominates and therefore we only show $d$ wave Bond DoS in the main text. For our CDW-Driven model, it’s dominated by $s$ wave CDW as an input and we show $s$ wave CDW in the main text.
Appendix D

Symmetry of the Fluctuating PDW State

Before we discuss the symmetry of fluctuating PDW states, it is helpful to have in mind a specific pairing form factor in real space. We choose a local d-wave form factor. Define

\[
S[(m, n), (m', n')] = c_{m, n, \uparrow}c_{m', n', \downarrow} - c_{m, n, \downarrow}c_{m', n', \uparrow}
\]

\[
b_{m,n} = S[(m, n), (m + 1, n)] + S[(m, n), (m - 1, n)]
\]

\[
- S[(m, n), (m, n + 1)] - S[(m, n), (m, n - 1)]
\]

(D.1)

where \((m, n)\) labels a Cu site in CuO₂ plane. \(S[(m, n), (m', n')]\) represents a singlet pairing between two sites; \(b_{m,n}\) represents d-wave pairing on nearest-neighbor bounds. (The following analysis is not restricted to this specific form.) A simple Hamiltonian with 4 PDWs can be

\[
H = \sum_{m,n} \sum_{\vec{p}=P\hat{x}, P\hat{y}, -P\hat{x}, -P\hat{y}} \Delta_{\vec{p}} e^{i\vec{p} \cdot (m,n)} b_{m,n} + h.c.
\]

(D.2)
In order to gain pairing energy from all anti-nodal fermions, and for the approximate $C_4$ symmetry of CuO$_2$ plane, we assume the 4 PDW amplitudes have approximately equal amplitude. At low temperature, we assume only the overall superconducting phase of the 4 PDW order parameters is fluctuating. Relative phases between every pair of PDW order parameters are all ordered.

Time reversal symmetry maps $(\Delta_{\hat{p}z}, \Delta_{p\hat{y}}, \Delta_{-\hat{p}z}, \Delta_{-p\hat{y}})$ to $(\Delta^*_{\hat{p}z}, \Delta^*_{-p\hat{y}}, \Delta^*_{p\hat{y}}, \Delta^*_{-\hat{p}z})$. Time reversal invariance requires that these two set of phases differ only by an overall $U(1)_{\text{charge}}$ transformation.

\[
\text{Time reversal: } (\Delta_{\hat{p}z}, \Delta_{p\hat{y}}, \Delta_{-\hat{p}z}, \Delta_{-p\hat{y}}) = e^{i\phi} (\Delta^*_{\hat{p}z}, \Delta^*_p, \Delta^*_{p\hat{y}}, \Delta^{*\prime}_{\hat{p}z}) \quad (D.3)
\]

Similarly, invariance under inversion (about (0,0)), and Mirror along (1,-1) direction (passing through (0,0)) requires

\[
\text{Inversion about (0,0): } (\Delta_{\hat{p}z}, \Delta_{p\hat{y}}, \Delta_{-\hat{p}z}, \Delta_{-p\hat{y}}) = e^{i\phi'} (\Delta_{-\hat{p}z}, \Delta_{p\hat{y}}, \Delta_{p\hat{z}}, \Delta_{-p\hat{y}}) \quad (D.4)
\]

\[
\text{Mirror along (1,-1): } (\Delta_{\hat{p}z}, \Delta_{p\hat{y}}, \Delta_{-\hat{p}z}, \Delta_{-p\hat{y}}) = e^{i\phi''} (\Delta_{-p\hat{y}}, \Delta_{-\hat{p}z}, \Delta_{p\hat{y}}, \Delta_{p\hat{z}}) \quad (D.5)
\]

where we have chose the mirror passing through (0,0).

Last, under translation, $(x, y) \to (x, y) + (a, b), \ (a, b) \in \mathbb{R}^2$,

\[
(\Delta_{\hat{p}z}, \Delta_{p\hat{y}}, \Delta_{-\hat{p}z}, \Delta_{-p\hat{y}}) \to (e^{iPa} \Delta_{\hat{p}z}, e^{iPb} \Delta_{p\hat{y}}, e^{-iPa} \Delta_{-\hat{p}z}, e^{-iPb} \Delta_{-p\hat{y}}) \quad (D.6)
\]

To the second order of PDW amplitudes, CDW and MDW at momentum $P\hat{x} + P\hat{y}$ are generated:
\[ \rho_{P_{\hat{x}+P\hat{y}}} = c(\Delta_{P_{\hat{x}}}\Delta_{-P\hat{y}}^* + \Delta_{P\hat{y}}\Delta_{-P_{\hat{x}}}) , \quad c \in \mathbb{R} \quad (D.7) \]
\[ M_{P_{\hat{x}+P\hat{y}}} = id(\Delta_{P_{\hat{x}}}\Delta_{-P\hat{y}}^* - \Delta_{P\hat{y}}\Delta_{-P_{\hat{x}}}) , \quad d \in \mathbb{R} \quad (D.8) \]

where \( \rho \) is charge density, \( M \equiv \hat{z} \cdot \nabla \times \vec{j} \) is the orbital magnetization in \( \hat{z} \) direction. Time reversal symmetry and inversion symmetry of the theory requires \( c \) and \( d \) to be real and exclude other free parameters. To give an example of this symmetry argument, we analyze the coefficients of MDW. By momentum and charge conservation, and that the magnetization is real in real space, the most general form of MDW at the second order is

\[ M_{P_{\hat{x}+P\hat{y}}} = d_1 \Delta_{P_{\hat{x}}} \Delta_{-P\hat{y}}^* + d_2 \Delta_{P\hat{y}} \Delta_{-P_{\hat{x}}}^* \quad (D.9) \]
\[ M_{-P_{\hat{x}+P\hat{y}}} = d_2^* \Delta_{-P_{\hat{x}}} \Delta_{-P\hat{y}}^* + d_1^* \Delta_{-P\hat{y}} \Delta_{-P_{\hat{x}}}^* \quad (D.10) \]

Consider the time reversal partner of the system, with pairing amplitude \((\tilde{\Delta}_{P_{\hat{x}}}, \tilde{\Delta}_{P\hat{y}}, \tilde{\Delta}_{-P_{\hat{x}}}, \tilde{\Delta}_{-P\hat{y}}) = e^{i\phi}(\Delta_{-P_{\hat{x}}}^*, \Delta_{-P\hat{y}}^*, \Delta_{-P_{\hat{x}}}^*, \Delta_{-P\hat{y}}^*)\).  

\[ \tilde{M}_{P_{\hat{x}+P\hat{y}}} = d_1 \tilde{\Delta}_{P_{\hat{x}}} \tilde{\Delta}_{-P\hat{y}}^* + d_2 \tilde{\Delta}_{P\hat{y}} \tilde{\Delta}_{-P_{\hat{x}}}^* \]
\[ = d_1 \Delta_{-P_{\hat{x}}} \Delta_{-P\hat{y}}^* + d_2 \Delta_{-P\hat{y}} \Delta_{-P_{\hat{x}}}^* \quad (D.11) \]
\[ \tilde{M}_{-P_{\hat{x}+P\hat{y}}} = d_2^* \tilde{\Delta}_{-P_{\hat{x}}} \tilde{\Delta}_{-P\hat{y}}^* + d_1^* \tilde{\Delta}_{-P\hat{y}} \tilde{\Delta}_{-P_{\hat{x}}}^* \]
\[ = d_2^* \Delta_{P_{\hat{x}}} \Delta_{-P\hat{y}} + d_1^* \Delta_{P\hat{y}} \Delta_{-P_{\hat{x}}} \quad (D.12) \]

Since \( \tilde{M}(x) = -M(x) \), we know that \( d_1 = -d_2 \). Similar arguments for inversion requires \( d_1 = d_2^* \). Thus \( d_1 = -d_2 = id, \ d \in \mathbb{R} \). Similarly, time reversal symmetry of the theory requires the density wave generated in the leading order at momentum \( 2P_{\hat{x}} \) and \( 2P\hat{y} \) are pure CDW with no magnetization.

In the limit PDW wavelength is much larger than the lattice spacing, we can use two lattice translation and \( U(1)_{\text{charge}} \) to continuously change 3 of the 4 phases of the
PDW amplitudes. In this limit, the only nontrivial phase is

\[ e^{i\theta} \equiv \frac{\Delta_{P\hat{y}}\Delta_{-P\hat{y}}}{\Delta_{P\hat{x}}\Delta_{-P\hat{x}}} \]  (D.13)

This phase determines whether we have CDW or MDW at momentum \( P\hat{x} + P\hat{y} \), and it affects the band structure (Fig. 4-2). Time reversal symmetry forbids MDW, and requires \( \theta = 0 \), hence a CDW at momentum \( P\hat{x} + P\hat{y} \). However, such a CDW is not observed experimentally. We postulate the opposite scenario, \( \theta = \pi \), with only MDW at momentum \( P\hat{x} + P\hat{y} \), which breaks time reversal. In the long-wavelength limit, inversion symmetry and mirror symmetry are always preserved. We can always find an inversion center and a mirror by translation. In the main text we consider further the case of finite wavevector \( P \).
Appendix E

Finite-size Extrapolation of Boson and Fermion Gap

We compute boson gaps and fermion gaps of the 1D model in Sec. 6.2 (as a function of the boson repulsion $U$) on system with length $L = 10, 20, 40$, and then fit the gap to the form

$$E(L) = E_{\infty} + a/L + b/L^2$$

(E.1)

to get the thermodynamic gap $E_{\infty}$. Fig. E-1 shows finite-size gaps together with extrapolated gaps for $p = 0.5$.

Figure E-1: (a) Extrapolation of fermion gap, $t = 1.0, p = 0.5$. (b) Extrapolation of boson gap, $t = 1.0, p = 0.5$. 
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