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**ABSTRACT**

During pandemics (e.g., COVID-19) physicians have to focus on diagnosing and treating patients, which often results in that only a limited amount of labeled CT images is available. Although recent semi-supervised learning algorithms may alleviate the problem of annotation scarcity, limited real-world CT images still cause those algorithms producing inaccurate detection results, especially in real-world COVID-19 cases. Existing models often cannot detect the small infected regions in COVID-19 CT images, such a challenge implicitly causes that many patients with minor symptoms are misdiagnosed and develop more severe symptoms, causing a higher mortality. In this paper, we propose a new method to address this challenge. Not only can we detect severe cases, but also detect minor symptoms using real-world COVID-19 CT images in which the source domain only includes limited labeled CT images but the target domain has a lot of unlabeled CT images. Specifically, we adopt Network-in-Network and Instance Normalization to build a new module (we term it NI module) and extract discriminative representations from CT images from both source and target domains. A domain classifier is utilized to implement infected region adaptation from source domain to target domain in an Adversarial Learning manner, and learns domain-invariant region proposal network (RPN) in the Faster R-CNN model. We call our model NIA-Network (Network-in-Network, Instance Normalization and Adversarial Learning), and conduct extensive experiments on two COVID-19 datasets to validate our approach. The experimental results show that our model can effectively detect infected regions with different sizes and achieve the highest diagnostic accuracy compared with existing SOTA methods.

1. Introduction

1.1. Background

The outbreak of COVID-19 has spread quickly \[1\] over the world, resulting in a severe public health crisis. Currently, diagnosing COVID-19 disease relies on reverse-transcription polymerase chain reaction (RT-PCR), IgM-IgG antibody test and Computed Tomography (CT) \[2–5\]. Considering the limited medical resources and the high false negative rates of RT-PCR \[6\], physicians usually rely on the later two methods to diagnose COVID-19 patients and adopt different strategies to treat infected individuals. People with positive IgM-IgG but CT holding no infected regions are suggested to be isolated in their house. Only people with positive IgM-IgG and infected regions within CT need to be...
hospitized for treatment. Moreover, inpatients have to check their lungs regularly [2]. Obviously, CT image is not only an important diagnosis tool, but also useful to determine treatment for COVID-19 patients.

In general, minor infections in COVID-19 lung CT images show the interstitial changing and patchy shadows [2]. People with middle-level symptoms show bilateral multilobar ground-glass opacification and infiltrating shadow [7], while patients with severe symptoms have bilateral with diffuse infiltration of all segments of their lungs [8,9]. These characteristics of COVID-19 implicitly indicate that we can employ a deep learning model (e.g., Faster R-CNN [10]) to assess the infection degree, and prescribe drugs according to different infections. Accurate detecting on the COVID-19 CT images can significantly lighten the burden of physicians, given that physicians overwork heavily during outbreak of pandemics.

However, the COVID-19 is an outbreak with large scale and spreads by droplet transmission and fomite transmission due to the characteristics of COVID-19 with high infection [11]. Under such scenarios, physicians give their attention to diagnose and treat patients, and have no extra time to label a large number of CT images which is a requirement of successfully training a deep learning diagnosis model with supervised learning strategy [12–17]. The semi-supervised learning strategy [18] may help train a powerful machine learning model with a small amount of labeled CT images and a large amount of unlabeled CT images, and the state-of-the-art semi-supervised object detection models (e.g., Domain adaptive Faster R-CNN [19] and Few-Shot Adaptive Faster R-CNN [20]) have been validated on the public scenery datasets. However, they have challenges to deal with real-world COVID-19 CT case. Those algorithms cannot detect the small infected regions in COVID-19 CT images. This is because those algorithms focus on the overall distribution of data, ignoring the details of a single instance. Moreover, CT images are represented by different gray levels, which reflects the absorption of X-ray by organs and tissues. For example, bright regions within CT represents high density regions, while shadow regions refers to low density regions. If the infections of small size are similar to the healthy tissues, traditional algorithms may mis-classify infections as healthy tissues.

Detecting small infected regions in real-world COVID-19 CT images is very important. This is because the infections with small regions often correspond to minor symptoms, and may develop to severe symptoms. The aggravation occurs usually within 4 to 9 days [21,22] and the death rate for COVID-19 patients with severe symptom is over 67% [23,24]. Since CT images are usually from different hospitals (or CT machines) in practice, and deep learning researchers always assume images from different hospitals (or CT machines) as different domains [25,26], and detecting the small infection regions in different domains becomes more difficult under such a scenario. Considering the significance of challenges of aforementioned models and diagnosis burden of physicians as well as rapid aggravation from minor symptoms to severe symptoms, it is critical to develop a new approach to effectively detect COVID-19 infected regions, especially for minor symptoms.

1.2. NIA-Network description

In this paper, towards this crucial real-world problem, we construct a new module (we call it NI-Module) with multiple Network-in-Network (NIN) [27,28] and Instance Normalization (IN) [29] layers to capture non-linear concepts and to normalize representations of CT, and utilize a Conv-based domain classifier to implement infected region adaption from source domain to target domain in an Adversarial Learning manner and to learn domain-invariant region proposal network (RPN) in a Faster R-CNN model [10], given that only limited CT images within source domain are labeled while a lot of CT images within target domain are unlabeled and they are taken by different CT machines. Although our proposed approach is built on existing work (i.e., Network-in-Network, Instance Normalization, GRL and Faster R-CNN), the synergic integration of these components into an effective architecture holds novelty. First, the goal of this paper is to detect infected symptoms in CT images, especially for minor symptoms. Hence, each pixel cannot be ignored, because a minor symptom may be encoded by several pixels in CT images. The study “Domain adaptive Faster R-CNN” focuses on the overall distribution of data samples, ignoring details of each CT image. Our proposed approach adopts Instance Normalization strategy, which can help a model attend to pixel-level information in each CT image. Second, feature extractor in our NIA-Network achieves better extracting performance than “Domain adaptive Faster R-CNN”, because we adopt Network-in-Network module which captures non-linear property of data representations, given that representations of data samples are usually lie on a non-linear manifold [27]. Finally, our approach does not require images within the target domain to hold labels. Other studies (e.g., Domain adaptive Faster R-CNN) requires images within target domain holding labels, otherwise they will result in low detection quality. This improvement has significant impact in practice as high-quality labeled data is often scarce especially in medical domain. More details are shown in experiment section.

Specifically, first we randomly select two images from source and target domains separately, and feed them into an extractor to extract representations. The goal of extractor is to capture shift-invariant of objects within CT images, because CT images may be from different CT machines and different CT machines may have different imaging protocols [25,30]. In this way, the extractor is usually a neural network (ResNet [31] in our paper). Then, we construct a 9-layer network to implement the NI-Module and feed the representations into this module to extract non-linear concepts with NIN and capture unique details of each instance to obtain discriminative features with IN. After that, a classifier is employed to implement infected regions adaptation from source domain to target domain in an Adversarial Learning manner, with Gradient Reversal Layer (GRL) [32]. Such an operation can transfer labels from source domain to target domain if representations of CT images from source domain are similar to those from target domain. Finally, Faster R-CNN learns domain-invariant region proposal network, outputting the framed result. We call our approach NIA-Network. In this way, we can effectively detect COVID-19 infected regions in the target images without labels even if an infected area is very small.

In summary, our contributions are as follows.

- This paper proposes a new approach, named NIA-Network, to significantly improve detection performance in unlabeled target domain, providing new insights into the success of semi-supervised learning strategy in real-world COVID-19 case.
- This paper demonstrates how to combine Network-in-Network model with Instance Normalization strategy to construct a new NI-Module, and how to implement infected region adaptation with a domain classifier in an Adversarial Learning manner.
- Extensive experiments using two COVID-19 datasets demonstrate that our approach consistently improves detection performance, outperforming existing SOTA methods.

The rest of this paper is organized as follows. In Section 2 we discuss existing work. We then review ResNet, NIN, Faster R-CNN, Instance Normalization and adversarial learning in Section 3. In Section 4, we present our NIA-Network. In Section 5, we show our experimental results. Section 6 is our conclusion.

2. Related work

Object detection method has been widely used in many real-world applications. Here, we group them into two categories according to the level of automacy.

**Supervised learning object detection.** You Only Look Once (YOLO) [33] views object detection as a regression problem to spatially separate bounding boxes and to associate class probabilities. A single
neural network directly predicts bounding boxes and class probabilities from full images in one evaluation. The unified architecture can help accelerate detection process in an end-to-end manner. However, YOLO makes more localization errors but is less likely to predict false positives on background [33]. Single Shot MultiBox Detector (SSD) [34] also uses a single deep neural network to detect objects. Different from YOLO, SSD discretizes output space of bounding boxes into a set of default boxes over different aspect ratios and scales per feature map location. The model predicts multiple feature maps with different resolutions to naturally handle objects of various sizes. However, SSD strategy often fails to detect small objects, because we need a large of feature maps to provide more fine features and do more intensive sampling. Also, it needs a powerful semantic tool to segment front object from background, and this is a non-trivial task in practice.

To improve detection performance, Faster R-CNN [10] model with Region Proposal Network (RPN) that shares full-image convolutional features with the detection network has been introduced, thus enabling nearly cost-free region proposals. Moreover, Faster R-CNN utilizes softmax loss function to perform classification and adopts smooth L1 loss function to perform bounding box regression. RPN predicts whether current anchors belong to foreground or background, and bounding box regression can help RPN revise anchors to get more accurate proposals. Since Faster R-CNN employs two networks to detect objects, detection performance of Faster R-CNN is better than YOLO and SSD models. However, training a Faster R-CNN model requires a large amount of labeled images, and collecting enough labeled images is hard in real-world applications. This significantly hurts its performance.

Semisupervised learning object detection. Since collecting limited labeled images is often the case in practice, semisupervised learning algorithms have been developed. It utilizes a small amount of labeled images to train a model but detect objects in unlabeled images. Traditional semisupervised learning algorithms (e.g., Pseudo-Label [35] and ladderNet [36]) focus on object detection on the same dataset, and suffer challenge if objects are from different datasets. Domain adaptive Faster R-CNN [19] is the first work, to the best of our knowledge, to deal with this problem. It designs two domain adaptation components, on image and instance levels, to reduce domain discrepancy. The two domain adaptation components are based on H-divergence theory which is utilized to measure the divergence between data distribution of source domain and that of target domain, and to be implemented by learning a domain classifier in an adversarial training manner. Domain classifiers on different levels are further reinforced with a consistency regularization to learn a domain-invariant region proposal network (RPN) in the Faster R-CNN model. However, Domain adaptive Faster R-CNN focuses on matching overall distribution of source domain to that of target domain, ignoring details of a single instance. Moreover, it still requires images within target domain to hold labels, otherwise resulting in low quality detection performance. Therefore, applying this model to COVID-19 case results in low quality detection performance.

Khodabandeh, Mehran et al. [37] proposed to utilize noise to label images within a target domain. Based on a set of noisy object bounding boxes obtained via a detection model trained in source domain only, a final detection model is trained. Although this study improves robust learning, detection performance is not satisfactory in our case. This is because this study adopts the KL divergence to measure correlation between images within source domain and within target domain, and KL could be $\infty$ or $0$ when two feature maps have no correlation. This may hurt the model performance. A recent model is Few-Shot Adaptive Faster R-CNN proposed by [20], and they termed their model FAFR-CNN. The architecture of FAFR-CNN is similar to Domain adaptive Faster R-CNN. The differences between two models are that FAFR-CNN couples with a feature pairing mechanism and a strong regularization for stable adaptation. Although FAFR-CNN can detect objects with limited data, they have challenges. FAFR-CNN adopts two ROI Pooling modules and utilizes the share-parameters strategy to train model. However, share-parameters strategy may lead to networks which receive feature maps from two ROI Pooling modules outputting the same bounding boxes even if they have different objects, causing detection failure. More details are shown the experiment section.

Note that some researchers segment CT images to figure out infected regions. However, CT segmentation just shows the infections with bright regions and makes the rest of lungs with shadow regions [38], given that CT images are represented by different gray levels. Physicians cannot guarantee the output produced by segmentation containing the COVID-19 and do not know the degree of infection if there is no healthy regions as reference. Hence, object detection is a better choice than segmentation in COVID-19 case.

3. Preliminaries

In our approach, five modules are employed, which are ResNet Faster R-CNN, Adversarial Learning, Network-in-Network and Instance Normalization. We introduce them one by one as follows.

3.1. ResNet

Traditional Conv-based neural network or full connection network suffer from information loss when performing information transmission. Moreover, vanishing/exploding gradients is also a serious issue during training. Hence, it is a non-trivial task to train a deeper neural network. ResNet adopts deep residual learning framework to address this problem [31]. Specifically, ResNet utilizes skip connection to add the outputs from previous layer to the outputs of current stacked layer with $F(x) + x$ where $F(x)$ indicates a mapping from current stacked layer, and $x$ denotes identity, preserving information to the most extent. Such a combination of $F(x) + x$ is termed as a residual module. There are two kinds of residual modules used in ResNet, one is that two Conv-based layers with kernel size $3 \times 3$ are connected in a sequential manner to form a residual module, and the other is that three Conv-based layers with kernel size $1 \times 1$ and $3 \times 3$ as well as $1 \times 1$ are connected in a cascade manner to form a residual module.

In our case, a minor symptom may only contain several pixels, which requires that we keep information of CT images to the most extent. Deeper neural network can extract more rich information in practice. Hence, we employ ResNet to extract valuable information from COVID-19 CT for infected region detection.

3.2. Faster R-CNN

Although Faster R-CNN has been briefly introduced in previous sections, we formally describe it below to establish continuity. A vanilla Faster R-CNN [10] consists of three main components: a vanilla VGG16 network, a region proposal network (RPN) and an ROI classifier. The first component focuses on extracting features of images, the second one proposes regions of interests (ROI) for object detection, while the last one predicts object labels for the proposed bounding boxes. The last two components share first convolutional layers, and the shared layers extract feature maps when images are input. RPN calculates the probability of a set of pre-defined anchor boxes to predict whether current
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anchor box is an object or background. Anchor boxes are a fixed pre-defined set of boxes with varying positions, sizes and aspect ratios across an image. Similar to RPN, region classifier predicts object labels for ROI proposed by RPN as well as refinements for location and size of the boxes. Features passed to the classifier are obtained with a ROI-pooling layer. Both networks are trained jointly by minimizing the loss function:

$$\mathcal{L} = \mathcal{L}_{rpn} + \mathcal{L}_{roi} \quad (1)$$

where $\mathcal{L}_{rpn}$ and $\mathcal{L}_{roi}$ refer to losses which are used for updating the parameters of whole network. The losses consist of a cross-entropy cost measuring mis-classification error and a regression loss quantifying localization error.

3.3. Adversarial learning

Adversarial learning is a technique employed in the field of machine learning which attempts to fool models through malicious input [39–41]. It can improve robustness of network training. Here, we take Generative Adversarial Net (GAN) [42] as an example to demonstrate how an adversarial learning method works. In general, the GAN consists of two components: a discriminator ($D$) and a generator ($G$). Both of them play a minimax game. $G$ produces simulation data to fool $D$ into accepting it as the real one by maximizing its score $D(G(z))$ where $z$ indicates noise code. $D$ strives to distinguish simulation data from real data by minimizing $D(G(z))$ and to maximize the score it assigns to real data $x$ by maximising $D(x)$. Hence the combined loss for GAN can be written as:

$$\min_G \max_D V(G, D) = \mathbb{E}_{x \sim p(x)}[\log D(x)] + \mathbb{E}_{z \sim p(z)}[\log (1 - D(G(z)))] \quad (2)$$

In this work, $D$ and $G$ are alternatively optimized, and Jensen-Shannon (JS) divergence is utilized to measure the difference between original data distribution and generated data distribution. JS divergence reaches its optimal value as both components reach the Nash equilibrium where $D(G(z)) = D(x) = 0.5$. Under such a scenario, GAN gets converged.

For our case, CT images from target domain can be viewed as generated data while CT images from source domain can be regarded as original data. If a domain classifier cannot distinguish interest regions within target domain from that within source domain, we can label interest regions in target domain with the labels belonging to source domain.

3.4. Network-in-Network

In general, a DNN model assumes latent representation of data is linearly separable, i.e., variants of a concept all live on one side of a separation plane defined by a generalized linear model (GLM) [27]. However, data for the same concept often live on a non-linear manifold, therefore representations that capture these concepts are generally highly non-linear function of the input data. Network-in-Network (NIN) [27] replaces GLM with a micro network (e.g., multilayer perceptron (MLP)) which is a general non-linear function approximator. The advantages of adopting MLP is: (1) parameters of MLP can be updated by back-propagation, such that MLP can be integrated with a neural network to be trained. (2) We can enhance capabilities of MLP by adding hidden layers, which satisfies the idea of feature reuse. (3) Feature maps from linear combination of multiple channels are changed to non-linear combination, which improves feature abstraction capability. These boil down to employ multiple 1 × 1 kernel operations in convolutional layers, because multiple 1 × 1 convolutional concatenations bring non-linear combination of feature maps from multiple channels.

3.5. Instance Normalization

In general, Instance Normalisation (IN) [29] is used to transfer a style from an image into another, which is applied to the generator architecture. The stylized image matches simultaneously selected statistics of a style image and of a content image, and a normalization process allows to remove instance-specific contrast information from the content image, which simplifies generation during training [29]. Although this method just replaces batch normalization with Instance Normalization, its performance is significantly improved in real-time image generation. One advantage of IN in our case is that it enforces a model to attend to details of a single instance rather than overall distribution of batch data. This can help detect minor symptoms in COVID-19 CT images.

4. NIA-Network

Inspired by component adaptation algorithm, NIA-Network transfers labels from a source domain to a target domain by minimizing the difference between infected regions which are from both source domain and target domain via an adversarial learning loss in latent space. As illustrated in Fig. 1, NIA-Network comprises the following four major components.

- A vanilla CNN serves as feature extractor, extracting representations from source and target domains. In this paper, we adopt the widely used vanilla ResNet50 as the extractor. One can choose other models according to different tasks. ResNet can keep shift-invariant of objects [43], and residual structure can help extract features of different levels of an image. These features commonly represent an image. Specifically, each time we randomly select one single CT image from each domain, and feed them into ResNet50. The outputs of ResNet50 are considered as a positive pair representations.

- We design a new NI-Module to extract non-linear concepts and to normalize the representations. Our NI-Module is constituted by Network-in-Network (NIN) [27] and Instance Normalization (IN) [29]. The former component can capture non-linear concepts of data representations, while the latter one can keep unique details of each representation. Because NIN can be achieved by a Conv-based layer with 1 × 1 kernel and IN is also a layer, we combine them to form a new module.

- Adversarial loss is utilized to implement infected regions adaptation from source domain to target domain with Gradient Reversal Layer (GRL) [44], based on a classifier. GRL belongs to adversarial learning and its loss can be replaced with loss of GAN, while its implementation is easier than GAN if it is integrated with other components [32]. In that case “adversarial” loss is easily obtained by swapping domain labels [32]. In other words, if two representations are similar to each other which is evaluated by a classifier, we can transfer labels from source domain to target domain.

- A vanilla Faster R-CNN [10] is employed to learn domain-invariant region proposal network (RPN), outputting the framed result.

Next, we discuss the backbone of NI-Module and our proposed NIA-Network, given that other two components are vanilla ResNet50 and Faster R-CNN.

4.1. NI-Module backbone

NI-Module backbone is shown in Table 1, which holds 9 layers. Our NI-Module consists of three components: NIN, IN and ReLU. In the rest of this subsection, we introduce them one by one. NIN consists of MLP with 1 × 1 kernel size, which is shown in Eq. (3).
Table 1
NI-Module backbone in which NIN indicates the Network-in-Network and IN refers to the Instance Normalization.

| Representation size | Layer Description |
|---------------------|-------------------|
| Input               | 32 x 32           |
| NIN 1               | 32 x 32           |
| IN 1                | 32 x 32           |
| ReLU 1              | 32 x 32           |
| NIN 2               | 32 x 32           |
| IN 2                | 32 x 32           |
| ReLU 2              | 32 x 32           |
| NIN 3               | 32 x 32           |
| IN 3                | 32 x 32           |
| ReLU 3              | 32 x 32           |
| Output              | 32 x 32           |

where $n$ is the number of layers. From cross feature map perspective, Eq. (3) is a cascaded cross channel parametric layer. The cross channel-pooled feature maps are cross channel-pooled again and again in the next layers. This cascaded cross channel parametric pooling structure allows complex and learnable interactions of cross channel information [27]. Here, representations produced by ResNet50 are $x \in \mathbb{R}^{N \times C \times H \times W}$ where $N$ refers to the quantity of representations and $C$ is the channel index, $H$ and $W$ indicate spatial location of representations. Since a conventional network implicitly assumes that latent concepts are linearly separable, and data for the same concept often live on a non-linear manifold, NIN is utilized to capture non-linear concepts of data representations in our case [27].

IN is immediately follows NIN. For COVID-19 case, each pixel within CT image cannot be ignored, given that a minor symptom just holds several pixels. Traditional normalization strategies (i.e., batch normalization) focus on overall distribution of data, ignoring unique details of each instance. However, IN considers all elements in each pass of each instance. Hence, it is necessary to employ IN to keep data details during training. IN is formally described in Eq. (4).

$$
\hat{f}(x)_{\text{norm}} = f(x)_{\text{norm}} - \mu_c \sqrt{\delta_c^2 + \epsilon} \\
\mu_c = \frac{1}{NHW} \sum_{n} \sum_{h} \sum_{w} f(x)_{\text{norm}} \\
\delta_c^2 = \frac{1}{NHW} \sum_{n} \sum_{h} \sum_{w} (f(x)_{\text{norm}} - \mu_c)^2 
$$

where $\hat{f}(x)$ is instance normalized response (also known as “instance normalization”). The input to the classifier is $f(x)$ rather than the raw image $x$. In this study, we view each component as a layer, and the NI-Module is stacked by 9 layers, which is shown in Table 1. Note that the number 1024 in IN indicates the channel size. Here, we assume that the size of the representations from ResNet is 32 x 32. From Table 1, we can see that the size is unchanged but the concept of data and the unique details are obtained by our NI-Module.
4.2. The algorithm

In our case, images within source domain hold labels while images within target domain have no labels. The goal of our algorithm is to measure similarity between symptoms from both source and target domains. If two symptoms are similar, we can transfer labels from CT in source domain to those CT images in target domain. Faster R-CNN then outputs detected results in target domain.

With NI-Module, representations are fed into a classifier. Note that the purpose of a classifier is to accurately predict labels of objects, and this is achieved by minimizing cross entropy loss. In our case, we need to maximize this loss to make the two representations as similar as possible while simultaneously minimize the loss of this classifier to predict which CT image is from source domain or target domain, resulting in that a classifier cannot distinguish target objects from source objects. Since transferring labels only happens on two similar representations [19]. The architecture of domain classifier is shown in Table 2.

To achieve this, Gradient Reversal Layer (GRL) [32] is employed. During the forward propagation, GRL acts as an identity transform. On the other hand, GRL takes gradient from subsequent level, multiplies it by $-\lambda$, and passes it to the preceding layer during backpropagation [32]. Here, $\lambda$ refers to a coefficient and it controls the trade-off between two objects that shape representations during learning, and it is defined as $\lambda = \frac{2}{1+e^{\gamma \cdot p}} - 1$ where $\gamma$ is empirically set to 10 while $p$ is the training progress linearly changing from 0 to 1 [32], which formally is shown as follows.

Table 2

| Representation size | Layer |
|--------------------|-------|
| Input              | $32 \times 32$ |
| Conv2D 1           | $32 \times 32$ |
| RelU 2             | $32 \times 32$ |
| Conv2D 2           | $32 \times 32$ |
| Sigmoid            | $32 \times 32$ |
| Output             | $32 \times 32$ |

\[ L_{dc} = L_y(\theta_i, \theta_y) - \lambda L_d(\theta_i, \theta_d) \]  \hspace{1cm} (5)

where $\theta_y$ indicates the vector of parameters of all layers within domain classifier in an representation and representations are mapped to label $y$ (label predictor) and to domain $d$. The parameters of such a mapping in the former case are denoted as $\theta_y$ and $\theta_d$ in the latter case. Hence, $L_y$ is the loss for label prediction and $L_d$ is the loss for domain classification in Eq. (5).

Algorithm 1. Training and testing procedure of our proposed NIA-Network.

---Training---

Initialization: $t=1$; Initialize ResNet50 with $\theta_{res}$ and randomly initialize other components of $\theta_{tpn}$, $\theta_{roi}$ and $\theta_{dc}$.

while $t \leq Ntr$ do

for $i,j$ in $N_S, N_T$ do

Compute the loss function of classifier branch $L_{dc}$ with Eq. (5);

Compute the loss function of regional proposal and object detection branches $L_{tbn}$ and $L_{roi}$;

Compute the total loss function of all the auxiliary branches $L_{NIA} = L_{dc} + L_{tbn} + L_{roi}$;

Update parameters $\theta_{tpn}$, $\theta_{roi}$;

$\theta_{tpn}^t \leftarrow \theta_{tpn}^t - \alpha(\nabla_{\theta_{tpn}} L_{NIA}(x_i^S, y_i^S, x_i^T, y_i^T))$

$\theta_{roi}^t \leftarrow \theta_{roi}^t - \alpha(\nabla_{\theta_{roi}} L_{NIA}(x_i^S, y_i^S, x_i^T, y_i^T))$

end

---Testing---

Leave $\theta_{dc}$ and only keep $\theta_{tpn}$ for COVID-19 infected region detection.
After that, representations are fed into RPN and ROI components, which are from Faster R-CNN. RPN is used to generate region proposals, and ROI collects representations and proposals to align anchors. After that, these anchors are fed into the fully convolution layers (FC layers) to classify those proposals and to make bounding box regression. In this way, our NIA-Network can be formulated as follows.

\[
\mathcal{L}_{\text{NIA}} = \mathcal{L}_{\text{dc}} + \mathcal{L}_{\text{rpn}} + \mathcal{L}_{\text{roi}}
\]

\[
= \mathcal{L}_c(\theta_i, \theta_j) - \sum \log p_i^s p_i + (1 - p_i^s)(1 - p_i) + \sum p_i R(t_i - t_i')
\]

where \(p_i\) denotes probability of anchor \(i\) being an object. The ground-truth label \(p_i^s\) is 1 if an anchor is positive, and 0 if an anchor is negative. \(t_i\) is a vector representing the 4 parameterized coordinates of predicted bounding box and \(t_i'\) is that of ground-truth box associated with a positive anchor [10]. \(R\) refers to Smooth L1 loss. In this way, our NIA-Network is shown in Algorithm 1. Note that our algorithm adopts gradient descent to optimize our DNN model, and gradient descent makes training converged [45,46]. In our study, fluctuation of detection loss is getting small as training converges. We illustrate training makes training converged [45,46]. In our study, fluctuation of detection loss is getting small as training converges. We illustrate training makes training converged [45,46].

\[
\text{5.1. Dataset description}
\]

The COVID-19 CT images in this paper are from Zhongnan Hospital, Wuhan University (ZNWU) and Italian Society of Medical and Interventional Radiology (ISMR). The size of all CT images is 512 × 512. Here are details of the two datasets.

**ZNWU dataset:** This dataset is collected from Zhongnan Hospital, Wuhan University, and this hospital is a designated site to receive patients with COVID-19 in the early pandemic outbreak. We collected data of 78 patients and healthy chest CT data from 60 people. The definition of healthy status is that the lung CT image has not any infected symptoms. The patient group contains 12 patients with minor symptoms and others have severe symptoms, the median age is about 50 years, and 68% is male. All CT images are checked by physicians. Note that there are 8 patients from severe case which are aggravated from minor symptoms in 4 days [21]. We collect 300 slices from the group of patients and these slices are carefully annotated by physicians. Moreover, we randomly select 1000 slices from the health group to validate our approach. The original CT volume data of each patient is dicom format with 16 bits which holds a dynamic range from –32,768 to 32,767. We load the dicom format data and use Hounsfield Units (HU) normalization technique to normalize those CT images into a range from 0 to 255, and then convert to PNG with 512 × 512 size.

**ISMR dataset** [49]: Italian Society of Medical and Interventional Radiology releases their COVID-19 data to the public. We used 2000 CT images of 69 patients from this dataset, of which 1000 are labeled images and the other 1000 are unlabeled images. The original format of this dataset is grey scaled and compiled into several NIFTI files. ISMR dataset is reversely intensity-normalized by taking RGB values from JPG images from areas of air (either externally from the patient or in the trachea) and of fat (subcutaneous fat from the chest wall or pericardial fat). The reversely intensity-normalized output is used to establish unified Hounsfield Unit-scale (the air was normalized to –1000, fat to –100). We load all NIFTI data and convert it to PNG (512 × 512) format images in our experiments. Since this dataset includes segment infected regions, we extract bounding box information from segmented volumetric CT mask for COVID-19 infected region detection.

Since our study focuses on label transferring from one domain (i.e., ZNWU dataset) to another domain (i.e., ISMR dataset), 300 annotated images focus on low-level features such as edge and texture. Those low-level features between natural images and CT images are similar to each other. For example, ImageNet images contain gray color and coarse textures, and COVID-19 CT images also have the gray color and ground-glass opacification and infiltrating shadow textures. The pre-trained parameters would help the backbone get better performance [48]. On the other hand, we also validate the performance of our NIA-Network with random initialization on the same dataset, and the results are 94% for sensitivity, 90.2% for specificity and 92.1% for accuracy, respectively. Those results are less than 94.2% for sensitivity, 99.5% for specificity and 96.82% for accuracy in which ResNet-50 is initialized by pre-trained model. Hence, utilizing the pre-trained parameters to initialize the model is plausible. As to other components like NI-Module, domain classifier, RPN and ROI, we adopt random initialization. Moreover, the hyper-parameter \(\lambda\) in Gradient Reversal Layer is initialized to 0.1. In addition, we set RPN anchor size as [20, 32, 43, 58, 92] and the aspect ratio size as [0.5, 1.0, 2.0] after capturing the distribution of COVID-19 infected region from training dataset.

### Table 3

| Source domain (✓) | Target domain (×) |
|-------------------|-------------------|
| Number of images  | 300               |
|                   | 1000              |
samples from ZNWU dataset and 1000 samples without labels from ISMIR dataset are used as training data for Few-Shot Adaptive Faster R-CNN, Domain Adaptive Faster R-CNN, and our NIA-Network. More details are shown in Table 3. Given that Faster R-CNN model belongs to supervised learning, only 300 annotated samples are used as the training data to train Faster R-CNN. Moreover, 1000 healthy samples from ZNWU dataset are integrated with the 1000 COVID-19 samples from ISMIR dataset as the testing data (See Table 4). We assess the performance of object detection on the testing data for all models.

5.2. Evaluation metric

To quantify the performance of object detection for all models, three metrics including accuracy, sensitivity, specificity are employed as follows:

\[
\begin{align*}
\text{Accuracy} &= \frac{TP + TN}{TP + TN + FP + FN}, \\
\text{Sensitivity} &= \frac{TP}{TP + FN}, \\
\text{Specificity} &= \frac{TN}{TN + FP},
\end{align*}
\]

where True Positives (TP) refers to correctly predicted COVID-19, False Negatives (FN) indicates that COVID-19 patients are classified as healthy group. True Negatives (TN) indicates that healthy cases are correctly classified as non-COVID-19 group, and False Positives (FP) refers to that healthy cases are classified as COVID-19 group. In this work, we use object detection to detect COVID-19 infected regions. Specifically, the overlap between predicted infection region and ground-truth object is greater than 0.5 "Intersection over Union" (IoU) to be considered “COVID-19”, and other scenarios are considered as healthy. A sample is classified as a COVID-19 positive case if at least one infection region is detected, otherwise the image is judged as a healthy case if no infected regions are detected.

5.3. Experimental results

The baselines and our NIA-Network are trained on training data (Table 3) and validated on testing data (Table 4). Note that one convention in medical domain is to utilize data augmentation to improve model performance [50–52]. Therefore, we augment the COVID-19 CT images with Random Horizontal Flip method, given that the quantity of medical data is limited. Here, we randomly rotate each CT image to left or right direction. In this way, we obtain 2600 training samples. We compare detection performance on both original training data and augmented training data, and the results are shown in Tables 5 and 6 respectively. From both tables, we can observe that our NIA-Network significantly outperforms the baselines on both cases. We also show the training cost and model parameters in Table 7. From Table 7, we can clearly observe that although the quantity of parameters of our NIA-Network is twice as big as Faster R-CNN, the training time is similar (9.7 h for Faster R-CNN vs. 11.2 h for NIA-Network). The running time indicates the detection time per slice. It further proves the effectiveness of our NIA-Network.

To further validate the effectiveness of our approach, we replace ResNet-50 with other backbones (i.e., VGG16). The detection results are shown in Table 8. Obviously, our NIA-Network still outperforms the baselines.

In addition, we illustrate the training convergence with loss optimization process for our NIA-Network, which is shown in Fig. 3. Obviously, we can observe that the loss gets converged from iteration = 50,000, because the loss values have very small fluctuation from this point. Moreover, to validate the importance of each component in our NIA-Network, we conduct a series of ablation experiments, and the results are shown in Table 9. Form Table 9, we can observe that each component in our NIA-Network is necessary, because removing any one decreases the detection accuracy. On the other hand, the ablation experiments demonstrate importance of NIN and IN. The former module captures non-linear property of data, which benefits feature extractor. The latter one considers all elements in each channel of each instance to better keep unique details of each sample. Hence, data details are kept to the most extent during training. The two components significantly improve detection performance.

We also illustrate detection performance on slices with minor symptoms, and results are shown in Fig. 2. In Fig. 2, we can see that only our NIA-Network successfully detects infected regions with small size,

### Table 4

| COVID-19 (ISMIR) | Healthy (ZNWU) |
|-----------------|----------------|
| Number of images | 1000 1000      |

| Model                        | Sensitivity (%) | Specificity (%) | Accuracy (%) |
|------------------------------|-----------------|-----------------|--------------|
| Faster R-CNN [10]            | 74.7            | 97.5            | 86.1         |
| Few-Shot Adaptive Faster R-CNN [20] | 75.3            | 95.5            | 85.4         |
| Domain Adaptive Faster R-CNN [19] | 79.9            | 96.5            | 88.2         |
| NIA-Network                  | 94.2            | 99.5            | 96.85        |

### Table 5

Detection results of all models which are trained on the augmented training samples but tested on the COVID-19 testing samples.

| Model                        | Sensitivity (%) | Specificity (%) | Accuracy (%) |
|------------------------------|-----------------|-----------------|--------------|
| Faster R-CNN [10]            | 73.4            | 92.6            | 83.0         |
| Few-Shot Adaptive Faster R-CNN [20] | 74.0            | 94.3            | 84.15        |
| Domain Adaptive Faster R-CNN [19] | 79.5            | 95.5            | 87.5         |
| NIA-Network                  | 93.0            | 97.4            | 95.2         |

### Table 6

Detection results of all models which are trained on the augmented training samples but tested on the COVID-19 testing samples.

| Model                        | Sensitivity (%) | Specificity (%) | Accuracy (%) |
|------------------------------|-----------------|-----------------|--------------|
| Faster R-CNN [10]            | 74.7            | 97.5            | 86.1         |
| Few-Shot Adaptive Faster R-CNN [20] | 75.3            | 95.5            | 85.4         |
| Domain Adaptive Faster R-CNN [19] | 79.9            | 96.5            | 88.2         |
| NIA-Network                  | 94.2            | 99.5            | 96.85        |

### Table 7

Training cost and model parameters on all models.

| Model                        | Training time | Running time | RAM memory | Parameters quantity |
|------------------------------|---------------|--------------|------------|--------------------|
| Faster R-CNN [10]            | 9.7 h         | 0.218 s      | 8.3%       | 32,990,485         |
| Few-Shot Adaptive Faster R-CNN [20] | 10.7 h        | 0.227 s      | 8.33%      | 56,876,118         |
| Domain Adaptive Faster R-CNN [19] | 9.8 h         | 0.223 s      | 8.32%      | 42,439,958         |
| NIA-Network                  | 11.2 h        | 0.228 s      | 8.4%       | 61,316,374         |

### Table 8

Detection results of all models with VGG16 backbone.

| Model                        | Sensitivity (%) | Specificity (%) | Accuracy (%) |
|------------------------------|-----------------|-----------------|--------------|
| Faster R-CNN [10]            | 66.7            | 73.6            | 70.15        |
| Few-Shot Adaptive Faster R-CNN [20] | 74.6            | 74.9            | 74.75        |
| Domain Adaptive Faster R-CNN [19] | 77.3            | 77.5            | 77.4         |
| NIA-Network                  | 84.3            | 79.8            | 82.05        |
the baselines fail to detect such minor symptoms. Fig. 4 shows importance of each component within our NIA-Network. The first two rows (row 1 and row 2) of Fig. 4 indicates the failed detection CT images with oblation architecture. NIA-Network(NIN) is the model with NIN component and removing other components, which corresponds to the first row of Table 9. The last two rows (row 3 and row 4) of Fig. 4 indicates the successfully detected results of full NIA-Network on the same CT images. The oblation experiments demonstrate significant importance of each component. Fig. 5 shows that we apply our NIA-Network to different slices with different infected regions, which are taken by different CT machines. From Fig. 5, we can observe that infected regions of both large size and small size are successfully detected by our proposed NIA-Network.

Here, we give an explanation about COVID-19 detection with detection model, given that non-experts may feel difficult to distinguish infected regions from healthy tissues. In general, the tissues (e.g., alveoli, bronchial tube and blood capillary) have inflammatory infiltration after lungs suffer from COVID-19. Hence, the color of infected regions is similar to ground-glass opacification and infiltrating shadow. However, there is no inflammatory infiltration in the healthy

| ResNet | NIN | IN | GRL | Sensitivity (%) | Specificity (%) | Accuracy (%) |
|--------|-----|----|-----|----------------|----------------|-------------|
| ✓      |     |    | ✓   | 76.8           | 98.5           | 87.65       |
| ✓      | ✓   | ✓  | ✓   | 70.9           | 98.0           | 84.45       |
| ✓      | ✓   | ✓  | ✓   | 75.2           | 98.8           | 87.0        |
| ✓      | ✓   | ✓  | ✓   | 91.0           | 98.1           | 94.55       |
| ✓      | ✓   | ✓  | ✓   | 93.8           | 95.8           | 94.8        |
| ✓      | ✓   | ✓  | ✓   | 63.0           | 94.4           | 50.35       |
| ✓      |     |    | ✓   | 94.2           | 99.5           | 96.85       |

Table 9
Ablation study of our NIA-Network on the COVID-19 testing dataset. The mark ✓ indicates that our NIA-Network holds the corresponding component. Note that ResNet + GRL corresponds to Domain Adaptive Faster R-CNN model and Faster R-CNN model utilizes ResNet module, so the two ablation experiments could be referred to Table 6. The last row in this table indicates the full NIA-Network.

Fig. 2. The detection results of baselines and our NIA-Network on the same CT images. These examples only include minor symptoms. By comparison, we can observe that minor symptoms are successfully detected by our NIA-Network but fail to be detected by baselines. The red rectangle marks the infected regions. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 3. The training convergence illustration of our proposed NIA-Network.

Fig. 4. Illustration of ablation experiment results. The first two rows (row 1 and row 2) indicate failed detection with ablation networks, e.g.,: NIA-Network(NIN) indicates that NIA-Network just holds NIN component without other components. The last two rows (row 3 and row 4) indicate the detected results of NIA-Network (with NIN, IN, and GRL) on the same CT images. These detection results demonstrate that removing any component within NIA-Network hurts detection performance.
tissues, such that the color of those tissues is clearer than infected regions. Note that these characteristics of different colors can be reflected by pixels with different gray values in CT images, and deep-learning-based model can capture such characteristics. Hence, the infected regions are accurately detected by our detection model.

5.4. Discussion

From patients’ perspective, the higher diagnostic accuracy a model outputs, the better. Higher diagnostic accuracy indicates that a machine learning tool can significantly alleviate the burden of physicians. However, obtaining good diagnostic accuracy is a non-trivial task when a pandemic breaks out suddenly, because physicians have to focus on patients diagnosis and have no extra time to label CT images. Although semi-supervised deep learning algorithms (e.g., Domain adaptive Faster R-CNN and Few-shot adaptive Faster R-CNN) can help train a diagnosis model with limited labeled images, these algorithms have challenges. They cannot detect infected regions of small size in real-world COVID-19 case, such that patients with minor symptoms may be undetected, aggravating to the severe case. Our NIA-Network can detect not only small infected regions within CT images but also severe cases (See Figs. 2, 4, 5, Tables 5, 6, 8 and 9). This is very important to both patients and physicians. On the one hand, detecting infected regions of small size can significantly prevent patients with minor symptoms developing to the severe case, because latter scenario takes up a lot of medical resources with high death rate. On the other hand, the physicians may misdetect minor symptoms, especially in a pandemic outbreak [53,54]. Our model can fill in such gaps, improving the performance of COVID-19 detection.

Although experimental results from our proposed NIA-Network are better than baselines, the accuracy is not 100% (See Table 6). Consider that our goal is to help physicians diagnose COVID-19 by identifying the infected regions in each CT image, higher metric scores can improve the diagnosis efficiency, especially in the early pandemic outbreak. Since
our model is to reduce the diagnosis burden of physicians rather than replacing them to diagnose patients, diagnosis decision still relies on the physicians, our work can help physicians pay more attention to treatment. On the one hand, we can observe that the advantages of our NIA-Network are to successfully detect the infections of different sizes, especially for minor symptoms (See Fig. 2). On the other hand, there still exist failure cases where healthy regions are wrongly detected as infected regions (red rectangle in sub-figure (a)) and infected regions (yellow rectangle in sub-figure (b)) are not detected by models, which are shown in Fig. 6. The characteristics of healthy region might be very similar to infected symptom’s characteristics in the former case, while infected symptom is hard to be perceived even by physicians in the latter case. To analyze whether the performance improvement of our method is statistically significant, we conduct paired t-test for our method with baselines, given that the goal of our work is to improve the performance of detecting infected regions within COVID-19 CT images. We utilize accuracy as the evaluation measurement and set the significance level as 0.05. To get accuracy of all models, we divide test data into 5 different subsets and apply all trained models to those subsets. The accuracy results are shown in Table 10. The paired t-test results are shown in Table 11. All paired t-test results show p-values smaller than 0.05, demonstrating that our improvements compared with these baseline approaches are statistically significant. We would like to keep reducing the false-positive and false-negative rates in our future work.

6. Conclusion

In this paper, to improve the performance of lung infection detection, we propose a new model, called NIA-Network. The NIA-Network utilizes Network-in-Network and Instance Normalization to preserve key features of data samples from source and target domains. Moreover, to train our network, we employ adversarial loss and combine it with loss of both RPN and ROI to jointly update NIA-Network parameters. Comprehensive experiments on two COVID-19 CT image datasets demonstrate the following capabilities of our proposed NIA-Network. (i). Achieving the state-of-the-art accuracy, sensitivity, and specificity scores; (ii). Successfully detecting not only dramatic symptoms but also small infected regions; (iii). Strong generalization. NIA-Network diagnostic model can be successfully applied to CT images taken by different CT machines in different hospitals.

Conflict of interest

The authors declare no conflict of interest.

Acknowledgements

The authors would like to acknowledge the support provided by the Fundamental Research Funds for the Central Universities (No. JUSRP121073). The authors also appreciate the physicians who work tirelessly to diagnose and treat the patients during the outbreak of COVID-19.

Table 10

|               | Acc_1 (%) | Acc_2 (%) | Acc_3 (%) | Acc_4 (%) | Acc_5 (%) |
|---------------|-----------|-----------|-----------|-----------|-----------|
| Faster R-CNN  | 90.0      | 77.0      | 91.25     | 82.0      | 90.25     |
| Few-Shot Adaptive Faster R-CNN | 89.5 | 76.0 | 90.25 | 81.75 | 89.75 |
| Domain Adaptive Faster R-CNN     | 92.0      | 80.75     | 90.75     | 87.25     | 90.25     |
| NIA-Network            | 98.0      | 93.25     | 98.0      | 96.25     | 98.75     |

Table 11

|               | p-Value   |
|---------------|-----------|
| Faster R-CNN  | 0.0157    |
| Few-Shot Adaptive Faster R-CNN | 0.0129 |
| Domain Adaptive Faster R-CNN     | 0.0090    |

Fig. 6. Failure cases. (a) Illustrates that all models wrongly detect healthy region as infected symptom, which are framed by red rectangles. As to sub-figure (b), all models cannot detect infected symptoms, and the ground truth is marked by yellow rectangles. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
