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ABSTRACT This paper proposes an edge-guided super-resolution algorithm for single frame depth images based on K singular value decomposition (KSVD). Compared with conventional algorithms, the proposed algorithm has two key contributions. Firstly it suppresses the jagged edge effect of up-sampled depth images by KSVD, which learns a complete dictionary to describe the mapping between the jagged edges and corresponding smooth ones. Secondly it improves the joint bilateral filter based on connectivity. The improved filter can not only preserve the sharpness of the edges during the interpolation, but also suppress noise. The proposed algorithm has been extensively tested on the Middlebury dataset and compared with some existing state-of-the-art methods. Both quantitative and qualitative experimental results show its performance superiority.

INDEX TERMS Depth image, super-resolution, KSVD, improved joint bilateral filter, sparse representation.

I. INTRODUCTION

Depth information is of great importance in the field of computer vision. However, due to hardware limitation, the resolution of depth images generated by ordinary devices, such as Kinect and time-of-flight (TOF) cameras, is relatively low. So super-resolution is strongly expected to improve the visibility and practicability of depth images.

In the early research on image super-resolution, some interpolation methods and excellent filters were proposed for the super-resolution of depth images. A commonly used cubic spline image interpolation method was proposed in [1], which, however, suffers from the edge blurring problem. The Bayesian method is also applied for super-resolution [2], but it only adopts a statistic hypothesis of the input, rather than learn the priori probability of all depth images. These traditional interpolation methods often lose details in the texture areas, especially at edges. 3D applications, which rely on depth images, are often very sensitive to such loss of edge details of depth images. Therefore, maintaining sharp edges is the major goal for depth image super-resolution algorithms, even at the cost of accuracy degradation. Reference [3] achieves good super-resolution results based on depth image sequences which are obtained under various small offsets of the camera in the same scene. However, there are significant limitations in [3] because camera movement is not allowed in most practical applications.

Current image super-resolution algorithms can be roughly divided into two main types according to their input.

1) The first class is color-image based super-resolution which utilizes the registered color and depth image pairs in the same scene. The basic assumption of this kind of methods is that the depth values of the pixels with similar colors are likely close. However, this assumption is not always true.

2) The other class is single frame depth image super-resolution which needs to make full use of the texture structure of the original depth images. Single depth image super-resolution estimates a high-resolution image from a degraded and noisy low-resolution image. Compared with color-image based super-resolution, single depth image super-resolution suffers less reference information which makes the super-resolution task more challenging. But due to their low hardware cost and low computational complexity, this class of methods have attracted more and more attention.

With the recent development of machine learning, various neural-network based super-resolution algorithms have been proposed and achieved good results. A super-resolution convolutional neural network was proposed in [4]...
(SRCNN). Reference [5] presented a super-resolution deep convolutional network (VDSR) which uses CNN to learn the end-to-end mapping relationship between low-resolution and high-resolution images. Reference [6] introduced a new color-guided coarse-to-fine convolutional neural network framework that implements super-resolution of depth images by learning an ideal filter. Although neural network-based methods have achieved significantly good performance in color image super-resolution [5], they may not be simply implemented to depth image super-resolution and are often limited in practical applications due to their high computational complexity. It is exactly the goal of this paper to develop a super-resolution algorithm, which can well balance between the super-resolution performance and the computational complexity.

The rest of the paper is organized as follows. The related work is introduced in Section II. Section III describes the framework and implementation of our super-resolution algorithm in details. Section IV presents some qualitative and quantitative experimental results. Finally, some concluding remarks are provided in Section V.

II. RELATED WORK

A. SINGLE DEPTH IMAGE SUPER-RESOLUTION

In reality, it is often required to do super-resolution for a single depth image. In that case, the main reference information is the image texture structure. However, some aforementioned algorithms [1], [2] ignore the image texture structure and uses the same interpolation principle to estimate pixels of both the edges and smooth regions, which results in artifacts in the reconstructed depth image. As shown in [6], reconstruction error is very prominent around the edges when the bicubic up-sampling is directly applied to the depth image.

Sparse representation was firstly implemented to color image super-resolution in [7] and achieved good results. Its key idea is that the low resolution image block and the corresponding high resolution one share the same sparse representation coefficients. Similarly, [8] and [9] applied the sparse representation method to depth image super-resolution. Then in [10], the global pixel value prediction problem faced by depth image super-resolution reconstruction was transformed into two problems, including binary edge map reconstruction and edge-guided interpolation. For edge map reconstruction, Markov random field theory was applied to describe the correlation of neighborhood edge patches, and obtain the global optimal estimation of the random field by solving the minimum Gibbs energy. However, its time cost is unacceptable due to its high computational complexity. In [11], an approximate solution to the optimal field state under the minimum energy was proposed to speed up the reconstruction. It is believed that there are a large number of similar edge structures in the images of different scales. Thus, [13] constructed a pyramid composed of edge maps at different scales to find similar training edge patches and learn the end-to-end mapping between the edges of each scale. However, the training edge samples taken from up-sampled images are often jagged and of low quality.

B. EDGE-PRESERVING FILTER

The main goal of depth image super-resolution is to maintain sharp edges. Therefore many excellent edge-preserving filters are applied to depth image super-resolution. Guided filter was proposed in [14] as an edge-preserving smoothing operator. Although the guided filter can hold edges well and is easy to calculate, it is sometimes degraded by artifacts. With the reference information in both the space domain and the intensity domain, bilateral filter [15] can achieve good edge retention characteristics. Reference [16] uses a joint bilateral filter [17] to ensure the super-resolution performance of the input images obtained in dark or noisy environments based on additional color images. Reference [16] also uses an iterative structure to perform super resolution with large up-sampling factor, i.e., 8. Reference [12] proposed a least-square optimization which combines several weighting factors together with non-local means filtering to maintain sharp depth boundaries based on an auxiliary high-resolution RGB image.

Inspired by the above edge-guided super-resolution methods, this paper proposes a depth image super-resolution algorithm based on KSVD. Our algorithm is made up of smooth edge reconstruction and guided filtering based on edge connectivity. We first extract the jagged edges from a depth image and the corresponding smooth edges from its corresponding high-resolution depth image as learning samples, and use the KSVD algorithm to learn a complete dictionary describing the mapping between the jagged edges and the smooth edges. That is, any given jagged edge can be smoothed using the learned dictionary. Then we further improve the joint bilateral filter based on edge connectivity and apply it to the edge-guided interpolation. The improved filter can not only maintain the edge sharpness during interpolation, but also further suppress noise.

III. PROPOSED METHOD

An overview of our algorithm is shown in Figure 1. It is made up of two parts, including smooth edge reconstruction and guided filtering based on edge connectivity. The binary edge map contains only some basic structural information, such as lines and angles, which are highly sparse. Therefore, the sparse coding method can be implemented to restore high quality edges. However, the sparse coding method needs to train an over-complete dictionary from a set of images and then recover the edges using the feature atoms of the over-complete dictionary.

Real edge information is important for accurately distinguishing different objects in view. To acquire a high-quality edge map, the input low resolution depth image $D_l$ is firstly magnified to the expected size by the bicubic interpolation algorithm. Then a shock filter [18] is applied to preliminarily suppress the jagged effect on edges caused by interpolation and produces a depth image $D_l'$. Afterward, an edge image
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**FIGURE 1.** Overview of the proposed method.

$E_l$ is extracted from the filtered depth map $D_l'$. Usually, $E_l$ still has a sawtooth effect. From $E_l$, a high-resolution smoothed edge image $E_h$ is reconstructed using the already learned mapping dictionary $A_h$ by KSVD which describes the mapping between jagged edges and smooth edges. After the edge map $E_h$ is obtained, a novel bilateral filter is utilized to reconstruct a high resolution depth image $D_h$. Acquisition of sharp edge and artifact elimination are two main challenges of depth image super-resolution. The key contributions of this method are

1) The high-resolution fine edge structure obtained by the shock filter and the sparse representation is smooth and natural, which enables the subsequent edge-guided interpolation more precise.
2) The improved filter based on the edge connectivity can well maintain the edge sharpness.
3) High-quality samples from any type of high-resolution depth images are taken to construct the training set. Due to such off-line dictionary training, the reconstruction speed is fast.

**A. THE CONSTRUCTION OF THE EDGE MAP**

1) TRAINING SET FOR KSVD

For a given high resolution image, its corresponding low resolution image can be acquired by bicubic down-sampling. We first extract the smooth edges and the jagged edge patch pairs from the depth image sets of both high and low resolutions. Next, for the extracted edge patch pairs, the first-order and second-order differential operators are performed in both the horizontal and the vertical directions to extract gradient features $Y_l = \{P_l\}$. In general, depth images have relatively less texture than ordinary color images. Thus the original feature matrix composed of the gradient feature extracted from the binary edge image is very sparse. For higher learning efficiency, principal component analysis (PCA) is performed to greatly reduce the dimension of the original training data while retaining the main features. The KSVD algorithm is used to learn the main features after dimensionality reduction and produce an over-complete dictionary, which can describe the mapping between the jagged edges and the smooth edges. For learning based super-resolution reconstruction methods, the richer learning samples are contained in the edge database, the higher stability and accuracy of the mapping established by the dictionary learning can be expected.

2) KSVD DICTIONARY LEARNING ALGORITHM

Common dictionary learning algorithms include K-means algorithm, K-SVD algorithm and greedy depth dictionary learning. Here we use K-SVD algorithm for dictionary training. The main idea of dictionary learning is to use a dictionary matrix $A \in \mathbb{R}^{m \times K}$, which contains K atoms, to sparsely represent the original samples $Y \in \mathbb{R}^{m \times n}$ where $m$ represents the attribute number of the samples and $n$ is the number of samples. Ideally $Y = AX$, where $X \in \mathbb{R}^{K \times n}$ is the sparse coding matrix and $x_i (i = 1, 2, \ldots, n)$ is the $i$-th column vector of $X$. The requirement of $Y = AX$ can be formulated into the following optimization,

$$\min_{A,X} \|Y - AX\|^2, \quad s.t. \forall i, \|x_i\|_0 \leq T_0,$$

(1)
Algorithm 1 KSVD Dictionary Learning

Input: Original samples $Y \in R^{m \times n}$, Dictionary $D$, Sparse Matrix $X$ and the maximum training iteration number $N$

1: Initialization: Randomly choose $K$ column vectors from $Y$ as the initial atoms of Dictionary $D$.
2: Let $j = 0$;
3: while $j \leq N - 1$ and the error matrix $E_k$ does not converge do
4: Use the dictionary $D^{(j-1)}$, which is obtained in the previous step, to sparsely encode $Y$, and obtain $X^{(j)} \in R^{K \times n}$;
5: Update the dictionary $D^{(j)}$ column by column, whose columns are denoted as $d_1, d_2, \cdots, d_K$;
6: Calculate the error matrix $E_k$ with the updated $D^{(j)}$ by $E_k = Y - \sum d_i x_i^j$;
7: Extracting the set of index $w_k$ of the $k$-th non-zero row vector $x_i^j$ of the sparse matrix;
8: Remove column vectors according to the above index $w_k$ from $E_k$ and get $E_k'$;
9: Do singular value decomposition $E_k = UHV^T$ and take the first column of $U$ to update the $k$-th column of the dictionary, i.e., $d_k = U(:,1)$. Define $x_i^{k'} = H(1,1)V(:,1)$ and replace $x_i^k$ with $x_i^{k'}$;
10: $j = j + 1$;
11: end while

Output: Dictionary $D$, Sparse matrix $X$.

where $\cdot \cdot$ stands for the 2-norm of a vector, $\cdot \cdot$ represents the 0-norm of a vector, i.e., the number of non-zero elements of the concerned vector, and $T_0$ is a given threshold.

In Optimization 1, the objective function minimizes the error between the dictionary mapping and the original sample, i.e., restoring the original sample as precisely as possible, and the sparsity of $X$ does not exceed $T_0$. This optimization problem has two optimization variables, $A$ and $X$. The KSVD algorithm uses an alternate fixed optimization strategy to find the optimal $A$ and $X$. The whole framework of KSVD is presented in Algorithm 1.

For the original sample set $Y$, the KSVD algorithm acquires the dictionary matrix $A$ and the corresponding sparse coding matrix $X$ with a given sparsity and the number of feature atoms $K$.

In the experiment, the low-resolution jagged edges and the corresponding high-resolution smooth edges are combined into patch pairs to constitute their sample matrix $Y_l$ and $Y_h$. The KSVD algorithm is used to perform dictionary learning on $Y_l$ to obtain a mapping dictionary $A_l$ and corresponding sparse coding matrix $X_l$ according to the following constraints.

$$Y_l = A_lX_l$$

$$Y_h = A_hX_l$$

$$A_h = Y_hX_l^T(X_lX_l^T)^{-1}$$

For any given low resolution depth image, we extract gradient feature set $Y_l = \{P_l\}$ as described above, and the sparse coding matrix for the dictionary is calculated by the orthogonal matching pursuit (OMP). In the case where the training data set is large enough, i.e., the learned dictionary $A_h$ is over-complete, the predicted smooth edge block should satisfy $Y_h = A_hX_l$. Then the high quality edge map $E_h$ can be reconstructed by stacking patches obtained from $Y_h$.

B. IMPROVED BILATERAL FILTER

Bilateral filter, a filter with edge-preserving and denoising, is widely used in image super-resolution reconstruction. Its convolution kernel is the product of a spatial Gaussian kernel and another one related to intensity. The mathematical description of the bilateral filter weight is given below.

$$w_{p,q} = \exp(-\frac{|p-q|^2}{2\sigma^2}) \exp(-\frac{|G_p, G_q|^2}{2\sigma^2}),$$

where $p$ and $q$ denote the positions of two pixels, whose intensity are $G_p$ and $G_q$, respectively, and $w_{p,q}$ stands for the kernel weight related to the spatial standard deviation $\sigma_s$ and the intensity standard deviation $\sigma_r$.

By introducing a range kernel, $w_{p,q}$ is revised into

$$w_{p,q} = \exp(-\frac{|p-q|^2}{2\sigma^2}) \exp(-\frac{|G_p, G_q|^2}{2\sigma^2}) f(E_h, p, q),$$

where $f(\cdot, \cdot, \cdot)$ is the range kernel, and defined as:

$$f(E, u, v) = \begin{cases} 1 & \text{if } u \text{ and } v \text{ are at the same side of } E, \\ 0 & \text{otherwise}. \end{cases}$$

Based on the connectivity between surrounding pixels and the center pixel $p$, the high resolution depth image $D_h$ can be interpolated using the above improved bilateral filter. For each pixel $p$ in $D_h$, we take

$$D_h(p) = \frac{1}{k_p} \sum_{q \in \Omega_p} w_{p,q} D_l(q),$$

where $k_p$ is a normalizing factor, $\Omega_p$ is a neighborhood window centered at pixel $p$, $q$ is an adjacent pixel in the neighborhood window, $w_{p,q}$ is obtained from (3), $q$ denotes the corresponding position of $q$ in the low resolution image $D_l$.

With the guidance provided by the high resolution edge map, only pixels at the same side of edges are considered when performing interpolation. Therefore the edge structures can be effectively preserved.

C. CONNECTIVITY DETERMINATION

A 4-neighborhood finding algorithm is implemented to determine whether two pixels $p$ and $q$ are at the same side of an edge. To demonstrate that algorithm, an example with the patch size of $5 \times 5$ is shown in Figure 2. No matter what an edge looks like, only one connected region is used to perform interpolation and keep the depth image as sharp as possible. Two cases are considered below.
If \( N \) is not an edge pixel.

As shown in Figure 2(b), the center pixel \( p \) is not on the edge. A set of 4-connected pixels of \( p \), denoted by \( S_4^p \), is then obtained by the traversal search within the patch. Therefore,

\[
f(E, p, q) = \begin{cases} 
1 & \text{if } q \in S_4^p, \\
0 & \text{otherwise}. 
\end{cases} 
\tag{7}
\]

The 4-connected pixel set \( S_4^p \), instead of a 8-connected pixel set, is chosen to avoid the situations shown in Figure 2(c), where obviously pixel \( p \) and \( q \) are on the different sides, but mistakenly classified as \( q \in S_4^p \) based on a 8-connected pixel set.

2) \( p \) is an edge pixel

If \( p \) is on the edge, it is actually ambiguous to decide whether \( p \) and \( q \) are at the same side or not. Based on \( N \), the number of non-edge pixels in \( S_4(p) \) which denotes the 4-neighborhood set of \( p \), it can be further divided into 5 cases, i.e., \( N = 0, 1, 2, 3, 4 \). For completeness, if there is no pixel at the same side with \( p \) in case 1) or \( N = 0 \) here, we simply use the corresponding pixel value generated by the bicubic interpolation as the up-sampled value of \( p \).

For cases of \( N \neq 0 \), we first define \( t \), which satisfies the following optimization equation (8),

\[
\max_{t} \quad \text{Card}(S_4^{t}), \\
\text{s.t.} \quad t \in S_4^p, \\
\text{t is non-edge pixel}, 
\tag{8}
\]

where \( \text{Card}(S_4^{t}) \) denotes the cardinality of the set \( S_4^{t} \). Then, \( S_4^{p} \) is defined as,

\[
S_4^{p} = S_4^{t} \cup p, 
\tag{9}
\]

where \( S_4^{p} \) satisfies (7).

If \( N = 1 \), it is straightforward to acquire \( S_4^{p} \). Some examples with \( N = 2, 3, 4 \) are shown in Figure 2(d). Once we determine whether two pixels are at the same side of the edge, the high resolution image can be interpolated using (6).

IV. EXPERIMENTAL RESULTS

This section presents both quantitative and qualitative assessment of the proposed algorithm and existing depth image super-resolution algorithms. In the experiments, Middlebury 2014 [19], a popular depth image dataset, was used as the training set. From Middlebury 2014, 5 \( \times \) 5 edge patch pairs were extracted and rotated to produce over 400,000 training samples which can ensure the good completeness of the learned dictionary. To obtain low resolution images, we down-sampled their corresponding high resolution ones. The trained results were verified in the Middlebury 2003 and 2006 datasets [20]. The experimental results confirm the effectiveness of the proposed algorithm. Note that the following qualitative and quantitative experimental results were obtained at the scaling factor of 4.

A. QUALITATIVE RESULTS

To qualitatively evaluate the performance in Figure 3, we firstly provide the ground-truth edge maps of test images “artl”, “teddy” and “cones” and their reconstructed ones (with the scaling factor of 4), respectively. As shown in Figure 3(b) and 3(c), the edges of bicubic interpolated images are jagged and have a large number of artifacts. The shock filter can effectively eliminate artifacts. From these images, it can be observed that our reconstructed edges can not only avoid blurred edges, but also help reduce zigzags near edges. Note that both Figure 3(d) and 3(f) have slight edge dilation caused by overlapping between nearby edge patches.

Then Figure 4 and Figure 5 show ground-truth edge maps and depth images along with their zoomed-in details so that we can visually evaluate the obtained results. We see that our proposed algorithm achieves more visually appealing results both on the reconstructed edge maps and depth images.

B. QUANTITATIVE RESULTS

We use root-mean-square error (RMSE), percent of error (PE) and peak signal-to-noise ratio (PSNR) as metrics to quantitatively compare the state-of-art algorithms and our algorithm. PE is calculated as the percentage of pixels whose absolute
difference value with respect to ground truth exceeds 1. PSNR characterizes the similarity between images. Although PSNR is widely used in color image super-resolution, it is not very appropriate for depth image because PSNR can be dominated by error pixels on the boundaries in depth images. A depth map with blurred boundaries may get a better PSNR score.
This paper proposes a depth image super-resolution algorithm based on KSVD. Our algorithm is made up of two parts, smooth edge reconstruction and guided filtering based on edge connectivity. Our algorithm can produce smooth and natural edge structure of the reconstructed super-resolution depth images due to its shock filtering and sparse dictionary reconstruction, and enforce the subsequent edge-guided interpolation being more precise. Moreover, it improves the bilateral filter based on connectivity and can produce sharp edges. Our algorithm has been extensively tested on the Middlebury dataset and compared with some existing state-of-the-art algorithms. The quantitative and qualitative experimental results confirm the performance superiority of the proposed algorithm.

There still leaves much to be desired in our proposed algorithm. For example, our algorithm performs pixel level edge reconstruction which smooths both the true edge and the false ones caused by up-sampling. However, smoothing false edge does not help improve the quality of depth images or even makes it worse. In the future, we plan to add the distribution of the false edges at the training stage and restore more accurate edge maps.
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