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Abstract

We present LDP, a lightweight dense prediction neural architecture search (NAS) framework. Starting from a predefined generic backbone, LDP applies the novel Assisted Tabu Search for efficient architecture exploration. LDP is fast and suitable for various dense estimation problems, unlike previous NAS methods that are either computational demanding or deployed only for a single subtask. The performance of LDP is evaluated on monocular depth estimation, semantic segmentation, and image super-resolution tasks on diverse datasets, including NYU-Depth-v2, KITTI, Cityscapes, COCO-stuff, DIV2K, Set5, Set14, BSD100, Urban100. Experiments show that the proposed framework yields consistent improvements on all tested dense prediction tasks, while being 5% – 315% more compact in terms of the number of model parameters than prior arts.

Dense prediction is a class of computer vision problems aiming at mapping every pixel of the input image with some predicted values. Depending on the problem, the output values can be either continuous or discrete. For instance, monocular depth estimation and image super-resolution are often formulated as regression, while semantic segmentation is a dense classification, i.e. discrete, problem. More specifically, the monocular depth estimation problem produces a dense depth map from a single image to be used in various applications including robotics, scene understanding, and augmented reality. Single image super-resolution (SISR) is a low-level vision task that generates a high-resolution image from its low-resolution counterpart. SISR is widely utilized in medical and surveillance imaging, where images with more precise details can provide invaluable information. On the other hand, semantic segmentation predicts a dense annotated map of different semantic categories from a given image that is crucial for image understanding tasks.

Recent deep neural networks (DNN) exhibits remarkable results on dense prediction, especially subproblems such as single image depth estimation \cite{10, 17, 31, 47, 52, 62, 69, 70, 82, 98, 15, 63, 83, 33, 37}, semantic segmentation \cite{44, 16, 65, 78, 95, 104}, and single image super-resolution \cite{24, 8, 92}.

Nonetheless, state-of-the-art methods mainly enhance dense prediction accuracy by increasing network complexity hindering the applicability on resource limited devices. Vision transformer-based approaches \cite{83, 98, 73, 54} achieve state-of-the-art results but are subservient to large model and massive data from training.

The most straightforward way to deal with the computational limitations is to use simple and small architectures \cite{96}. Usually such simple designs are unreliable and yield low-quality predictions. Other popular strategies include quantizing the weights of a network into low-precision fixed-point operations \cite{40} or pruning by directly cutting off less important filters \cite{99}. Nevertheless, these methods depend on a baseline model, tend to degrade their performance afterwards and are incapable of exploring new combinations of DNN operations. Moreover, creating a resource-constrained model is a non-trivial task requiring 1) expert knowledge to carefully balance accuracy and resources and 2) plenty of tedious trial-and-error work.

Neural architecture search (NAS), proposed recently \cite{113, 114}, exhibits compelling results, and more importantly, promises to release from manual tweaking of deep neural architectures. Unfortunately, NAS methods
mostly require thousands of training hours on hundreds of GPUs. To address this, recent NAS studies introduced various techniques to increase the efficiency, including weight sharing [79], and network transformation [28]. These methods show promising results, but they are still expensive and mainly focus on classification and detection.

This paper introduces LDP, which is a novel multi-objective NAS framework, capable of searching for accurate and lightweight dense prediction architectures as shown in Figure 1. The approach is based on three core ideas. First, the previous NAS methods essentially search for a few types of cells and then repeatedly accumulate the same cells to build the whole network. Although doing this simplifies the search process, it also restricts layer diversity that is important for computational efficiency. On the other hand, multi-scale pyramid network structure has been successful for many dense prediction tasks including optical flow [90], depth estimation [80], semantic segmentation [109], and image super-resolution [3]. Based on these observations, we construct a generic pre-defined backbone network that utilizes different layers striving for the right balance between flexibility and search space size.

Second, we propose the Assisted Tabu Search (ATS) for efficient neural architecture search. Inspired by the recent NAS study that suggests estimating network performance without training [76], we integrate this idea into our multi-objective search function to swiftly evaluate our candidate networks. This, in turn, significantly reduces search time compared to state-of-the-art NAS-based approaches [86, 16, 30].

Third, most NAS studies tied architecture search to a single task, either semantic segmentation [16] or depth estimation [86, 51] or image super-resolution [30]. By utilizing ATS together with a generic pre-defined backbone, LDP generalizes architecture search for various dense prediction problems.

Figure 2 presents a comparison between our LDP models and other state-of-the-art lightweight approaches for monocular depth estimation, semantic segmentation and image super-resolution tasks. Compared to PyD-Net [80], our method improves the REL, RMSE, and thresholded accuracy by 13.6%, 8.3%, and 3% with similar execution time on the Google Pixel 3a phone (see Table 7). Compared to FastDepth [96] and EDA [94], our model achieves higher accuracy with fewer parameters.

To summarize, our work makes the following contributions:

- We propose a multi-objective exploration framework, LDP, searching for accurate and lightweight dense prediction architectures. It extends our previous work [51] on monocular depth estimation to multiple prediction problems.
- We leverage the novel Assisted Tabu Search to enable fast neural architecture search.
- We create a well-defined search space that allows computational flexibility and layer diversity.
- We achieve state-of-the-art results compared to lightweight baselines on diverse problems and datasets, with significantly less parameters.

The implementation of LDP will be made publicly available upon publication of the paper.

1. Related work

Dense prediction problem We focus on three dense prediction subtasks: such as monocular depth estimation, semantic segmentation and image super-resolution.

Learning-based monocular depth estimation was first introduced by Saxena et al. [88]. Later studies improved accuracy by using large network architectures [17, 26, 27, 47, 61] or integrating semantic information [55] and surface normals [81]. Fu et al. [32] formulated depth estimation as an ordinal regression problem, while [15, 63] estimated relative instead of metric depth. Facil et al. [31] proposed to learn camera calibration from the images for depth estimation. Recent approaches further improve the performance by exploiting monocular priors such as planarity constraints [69, 70, 101, 52, 62] or occlusion [82]. Gonzalez
and Kim [38] estimated depth by synthesizing stereo pairs from a single image, while [98] and [83] applied vision-transformer for depth prediction. For resource-limited hardware, it is more desirable to not only have a fast but also accurate model. A simple alternative is employing lightweight architectures such as MobileNet [44, 45, 87, 96], GhostNet [39], and FBNet [94]. A popular approach is utilizing network compression techniques, including quantization [40], network pruning [99], knowledge distillation [105]. Another approach employs well-known pyramid networks or dynamic optimization schemes [4].

Deep neural networks have thrived on semantic segmentation, with early works [35, 41] proposed to classify region proposals to perform this task. Later on, fully convolutional neural network methods [74, 21] are widely adopted to process arbitrary-sized input images and train the network end-to-end. Atrous convolution-based approach [68] generated the middle-score map that was later refined using the dense conditional random field (CRF) [59] to mitigate the low-resolution prediction problem. Chen et al. [12] then implemented atrous spatial pyramid pooling for segmenting objects at different scales, while [13] and [14] employed atrous separable convolution and an efficient decoder module to capture sharp object boundaries. Zheng et al. [110] enabled end-to-end training of dense CRF by implementing recurrent layers. Other approaches [6, 77] utilized transposed convolution to generate the high-resolution prediction. Long et al. [74] produced multi-resolution prediction scores and took the average to generate the final output. Hariharan et al. [42] fused mid-level features and trained dense classification layers at multiple stages. Badrinarayanan et al. [6] and Ronneberger et al. [85] implemented transposed convolution with skip-connections to exploit mid-level features. Wang et al. [95] utilized multi-scale parallel inter-connected layers to further exploit learned features from pre-trained ImageNet models. Lightweight approaches [78, 65, 103] employed pre-trained backbones as a decoder and a simple decoder to perform fast segmentation. Zhao et al. [108] modified the cascade architecture of [109] to shrink the model size and speed-up inference.

Image super-resolution task has also been immensely improved using deep neural networks. Dong et al. [23] first proposed a shallow but bulky network that [24] later shrunk down utilizing transposed convolution. Kim et al. [56] implemented a deeper architecture with skip connection while Zhang et al. [107] proposed channel attention to improve the performance. Kim et al. [57] introduced recursive layers that Tai et al. [91] later extended by adding the local residual connection. Likewise, many studies attempted to enhance model efficiency. Ahn et al. [3] suggested using cascade architecture and group convolution to reduce the number of parameters. Hui et al. [50, 49] proposed the information distillation module for creating an efficient model. Lai et al. [60] applied the Laplacian pyramid network to gradually increase the spatial resolution while downsizing the model.

However, state-of-the-art methods mainly focus on increasing accuracy at the cost of model complexity that is infeasible in resource-limited settings, while manually designed lightweight architecture is a tedious task, requires much trial-and-error, and usually leads to architectures with low accuracy.

Neural Architecture Search There has been increasing interest in automating network design using neural architecture search. Most of these methods focus on searching high-performance architecture using reinforcement learning [7, 71, 79, 113, 114], evolutionary search [84], differentiable search [72], or other learning algorithms [75]. However, these methods are usually very slow and require huge resources for training. Other studies [25, 29, 46] also attempt to optimize multiple objectives like model size and accuracy. Nevertheless, their search process optimizes...
only on small tasks like CIFAR. In contrast, our proposed method targets real-world data such as NYU, KITTI, and Cityscapes on multiple dense prediction tasks.

2. Lightweight Dense Precicion (LDP)

We propose the LDP framework to search for accurate and lightweight monocular depth estimation architectures utilizing a pre-defined backbone that has been successful for dense prediction in the past. The proposed framework takes in a dataset as input to search for the best possible model. This model can be deployed for depth estimation on hardware-limited devices. The first subsection defines the search space while the remaining two describe our multi-objective exploration and search algorithm.

2.1. Search Space

Previous neural architecture search (NAS) studies demonstrated the significance of designing a well-defined search space. A common choice of NAS is searching for a small set of complicated cells from a smaller dataset [114, 71, 84]. These cells are later replicated to construct the entire architecture that hindered layer diversity and suffered from domain differences [93]. On the other hand, unlike classification tasks, dense prediction problems involve mapping a feature representation in the encoder to predictions at larger spatial resolution in the decoder.

To this end, we build our search space upon a pre-defined backbone that is shown as the set of green blocks in Figure 3. The backbone is divided into multi-scale pyramid networks operating at different spatial resolutions. Each network scale consists of two encoder blocks, two decoder blocks, a refinement block, a downsampling and upsampling block (except for scale 1). Each block is constructed from a set of identical layers (marked as orange in Figure 3). Inspired by [93], we search for the layer from a pool of operations and connections, including:

- The number of resolution scales \( S \).
- The number of layers for each block \( N_{i,j} \).
- Convolutional operations (ConvOps): vanilla 2D convolution, depthwise convolution, inverted bottleneck convolution and micro-blocks [66].
- Convolutional kernel size (KSize): \( 3 \times 3, 5 \times 5 \).
- Squeeze and excitation ratio (SER): 0, 0.25.
- Skip connections (SOps): residual or no connection.
- The number of output channels: \( F_{i,j} \).

Here \( i \) indicates the resolution scale and \( j \) is the block index at the same resolution. Internal operations such as ConvOps, KSize, SER, SOps, \( F_{i,j} \) are utilized to construct the layer while \( N_{i,j} \) determines the number of layers that will be replicated for block \( i,j \). In other words, as shown in Figure 3, layers within a block (e.g. layers 1 to \( N_{1,2} \) of Encoder Block 1,2 are the same) are similar while layers of different blocks (e.g. Layer 1 in Refine Block 1,5 versus Layer 1 in Upsample Block S,7) can be different.

We also perform layer mutation to further diversifying the network structure during the architecture search process. The mutation operations include:

- Swapping operations of two random layers with compatibility check.
- Modifying a layer with a new valid layer from the pre-defined operations.

Moreover, we also set computational constraints to balance the kernel size with the number of output channels. Therefore, increasing the kernel size of one layer usually results in decreasing output channels of another layer.

Assuming we have a network of \( S \) scales, and each block has a sub-search space of size \( M \) then our total search space will be \( M^{S+[(S-1)\times7]} \). Supposedly, a standard case with \( M = 192 \), \( S = 5 \) will result in a search space of size \( 2 \times 10^{75} \).

2.2. Multi-Objective Exploration

We introduce a multi-objective search paradigm seeking for both accurate and compact architectures. For this purpose, we monitor the validation grade \( G \) that formulates both accuracy and the number of parameter of the trained model. It is defined by

\[
G(m) = \alpha \times A(m) + (1 - \alpha) \times \left( \frac{P}{P(m)} \right)^r
\]  

(1)

where \( A(m) \) and \( P(m) \) are validation accuracy and the number of parameters of model \( m \). \( P \) is the target compactness, \( \alpha \) is the balance coefficient, and \( r \) is an exponent with \( r = 0 \) when \( P(m) \leq P \) and otherwise \( r = 1 \). The goal is to search for an architecture \( m^* \) where \( G(m^*) \) is maximum.

However, computing \( G \) requires training for every architecture candidate, resulting in considerable search time. To mitigate this problem, Mellor et al. [76] suggested to score an architecture at initialisation to predict its performance before training. For a network \( f \), the score \( f \) is defined as:

\[
score(f) = \log |K_H|
\]  

(2)

where \( K_H \) is the kernel matrix. Let us assume that the mapping of model \( f \) from a batch of data \( X = \{x_i\}_{i=1}^N \) is \( f(x) \).

By assigning binary indicators to every activation units in \( f \), a linear region \( x_i \) of data point \( i \) is represented by the binary code \( c_i \). The kernel matrix \( K_H \) is defined as:

\[
K_H = \begin{pmatrix}
N_A - d_H(c_1, c_1) & \cdots & N_A - d_H(c_1, c_N) \\
\vdots & \ddots & \vdots \\
N_A - d_H(c_N, c_1) & \cdots & N_A - d_H(c_N, c_N)
\end{pmatrix}
\]  

(3)
where $N_A$ is the number of activation units, and $d_H(c_i, c_j)$ is the Hamming distance between two binary codes. Inspired by this principle, we generate and train a set of different architectures for various dense prediction tasks. We evaluate the performance of these models and visualize the different architectures for various dense prediction tasks. We leverage this observation, we 1) utilize the score in our initial network ranking, and 2) define the mutation exploration reward $\mathcal{R}$ as:

$$\mathcal{R}(m_i, m_j) = \alpha \times \frac{\text{score}(m_j)}{\text{score}(m_i)} + (1 - \alpha) \times \left[ \frac{P}{P(m_j)} \right]^{r} \quad (4)$$

where $m_j$ is a child network that is mutated from $m_i$ architecture.

### 2.3. Search Algorithm

The flowchart of our architecture search is presented in Figure 4. We first randomly generate 60K unique parent models and create the initial network ranking based on the score in Eq. 2. We then select six architectures in which three are the highest-ranked while the other three have the highest score of the networks with the size closest to the target compactness.

Starting from these initial networks, we strive for the best possible model utilizing Assisted Tabu Search (ATS), inspired by Tabu search (TS) [36] that is a high level procedure for solving multicriteria optimization problems. It is an iterative algorithm that starts from some initial feasible solutions and aims to determine better solutions while being designed to avoid traps at local minima.

We propose ATS by applying Eq. 1 and 4 to TS to speed up the searching process. Specifically, we mutate numerous child models ($m_1, m_2, ..., m_n$) from the current architecture ($m_c$). The mutation exploration reward $\mathcal{R}(m_c, m_i)$ is calculated using Eq. 4. ATS then chooses to train the mutation with the highest rewards (e.g. architecture $m_i$ as demonstrated in Figure 4). The validation grade of this model $\mathcal{G}(m_i)$ is calculated after the training. The performance of the chosen model is assessed by comparing $\mathcal{G}(m_i)$ with $\mathcal{G}(m_c)$. If $\mathcal{G}(m_i)$ is larger than $\mathcal{G}(m_c)$, then $m_i$ is a good mutation, and we opt to build the next generation upon its structure. Otherwise, we swap to use the best option in the tabu list for the next mutation. The process stops when reaching a maximum number of iterations or achieving a terminal condition. The network ranking will be updated, and the search will continue for the remaining parent architectures.

### 2.4. Implementation Details

For searching, we directly perform our architecture exploration on the training samples of the target dataset. We set the target compactness parameter $P$ using the previously published compact models as a guideline. We set the maximum number of exploration iterations to 100 and stop the exploration procedure if a better solution cannot be found after 10 iterations. The total search time required to find optimal architecture is $\sim 4.3$ GPU days.

For training, we use the Adam optimizer [58] with $(\beta_1, \beta_2, \epsilon) = (0.9, 0.999, 10^{-8})$. The initial learning rate is $7 \times 10^{-4}$, but from epoch 10 the learning is reduced by 5% per 5 epochs. We use a batch size of 256 and augment the input RGB and ground truth depth images using random rotations ($[-5.0, +5.0]$ degrees), horizontal flips, rectangular window droppings, and colorization (RGB only).

### 3. Experiments

We deploy the LDP framework on dense prediction tasks: monocular depth estimation, semantic segmentation, and image super-resolution. Experiments show that LDP improved performance while using only a fraction of the number of parameters needed by the competing approaches.

#### 3.1. Monocular Depth Estimation

We first demonstrate our method for monocular depth estimation that can be formulated as a dense regression problem. The main goal is to infer continuous pixel-wise depth values from a single input image. For this task, we apply LDP on the NYU-Depth-v2 [89] and KITTI [34] datasets.
NYU-Depth-v2 contains ~120K RGB-D images obtained from 464 indoor scenes. From the entire dataset, we use 50K images for training and the official test set of 654 images for evaluation. KITTI is an outdoor driving dataset, where we use the standard Eigen split [26, 27] for training (39K images) and testing (697 images). We report the mean absolute relative error (REL), root mean square error (RMSE), and thresholded accuracy (δi) as our performance metrics.

In the case of NYU-Depth-v2, we set the target compactness $P = 1.8M$ with the balance coefficient $\alpha = 0.6$ to search for the optimized model on NYU-Depth-v2. We then select the best performance model (LDP-Depth-N) and compare its results with lightweight state-of-the-art methods [94, 96, 97, 105] along with their numbers of parameters. As shown in Table 1, LDP-Depth-N outperforms the baseline while containing the least amount of parameters. Comparing with the best-performing approach, the proposed model improves the REL, RMSE, and $\delta_1$ by 11.4%, 8.2%, and 6.8% while compressing the model size by 55%. Our method produces high-quality depth maps with sharper details as presented in Figure 11. However, we observe that all methods still struggle in challenging cases, such as the scene containing Lambertian surfaces as illustrated by the example in the third column of Figure 11. Moreover, the proposed method improves REL and RMSE by 22.3% and 18.7% while using only 3% of the model parameters compared to the state-of-the-art NAS-based disparity and depth estimation approaches [86]. In addition, our method requires 90% less search time than [86] and outperforms [51] in almost all metrics.

For KITTI, we aim at the target compactness of $P = 1.45M$ with $\alpha = 0.55$. We train our candidate architectures with the same self-supervised procedure proposed by [37] and adopted by the state-of-the-art approaches [4, 19, 80, 96]. After the search, we pick the best architecture (LDP-Depth-K) to compare with the baselines and report the performance figures in Table 2. The LDP-Depth-K model yields competitive results with the baselines while also being the smallest model. We observe that our proposed method provides noticeable improvement from PyD-Net and EQPpyD-Net. Examples from Figure 8 show that the predicted depth maps from LDP-Depth-K are more accurate and contain fewer artifacts.

### 3.2. Semantic Segmentation

We then deploy LDP for dense classification tasks such as semantic segmentation that aims to predict discrete labels of image pixels. We employ the same backbone structure as in monocular depth estimation experiments and utilize the cross-entropy loss. For this problem, we evaluate our method on the Cityscapes [20] and COCO-stuff [11] datasets. Cityscapes is an outdoor dataset containing images of various urban scenarios. The dataset consists of 5K high-quality annotated frames that 19 classes are used for semantic segmentation. Following the standard procedure,
Table 5. Image Super-Resolution with scaling factor $\times 2$.

| Method          | #params | Set5 | Set14 | BSD100 | Urban100 |
|-----------------|---------|------|-------|--------|----------|
|                 | PSNR↑   | SSIM↑| PSNR↑ | SSIM↑  | PSNR↑    |
| Bicubic         | 33.66   | 0.9299 | 30.24 | 0.8688 | 29.56  |
| CARN [3]        | 37.76   | 0.9590 | 33.52 | 0.9166 | 32.09  | 0.8978 | 31.92  | 0.9256 |
| LFFN [100]      | 37.95   | 0.9597 | 32.45 | 0.9142 | 32.20  | 0.8994 | 32.39  | 0.9299 |
| OISR-LF-s [43]  | 38.02   | 0.9605 | 33.62 | 0.9178 | 32.20  | 0.9000 | 32.21  | 0.9290 |
| CBPN [112]      | 37.90   | 0.9590 | 33.60 | 0.9171 | 32.17  | 0.8989 | 32.16  | 0.9279 |
| OverNet [8]     | 0.90M   | 38.11  | 0.9610 | 33.71 | 0.9179 | 32.24  | 0.9007 | 32.44  | 0.9311 |
| LapSRN [60]     | 0.81M   | 37.52  | 0.9590 | 33.08 | 0.9130 | 31.80  | 0.8950 | 30.41  | 0.9100 |
| IMDN [49]       | 0.69M   | 38.00  | 0.9605 | 33.63 | 0.9177 | 32.19  | 0.8996 | 30.41  | 0.9100 |
| MemNet [92]     | 0.67M   | 37.78  | 0.9597 | 33.28 | 0.9142 | 32.08  | 0.8978 | 31.31  | 0.9195 |
| CBPN [112]      | 1.04M   | 37.90  | 0.9590 | 33.60 | 0.9171 | 32.17  | 0.8989 | 32.21  | 0.9290 |
| OverNet [8]     | 0.90M   | 38.11  | 0.9610 | 33.71 | 0.9179 | 32.24  | 0.9007 | 32.44  | 0.9311 |
| LapSRN [60]     | 0.81M   | 37.52  | 0.9590 | 33.08 | 0.9130 | 31.80  | 0.8950 | 30.41  | 0.9100 |
| IMDN [49]       | 0.69M   | 38.00  | 0.9605 | 33.63 | 0.9177 | 32.19  | 0.8996 | 30.41  | 0.9100 |
| MemNet [92]     | 0.67M   | 37.78  | 0.9597 | 33.28 | 0.9142 | 32.08  | 0.8978 | 31.31  | 0.9195 |
| CBPN [112]      | 1.04M   | 37.90  | 0.9590 | 33.60 | 0.9171 | 32.17  | 0.8989 | 32.21  | 0.9290 |
| OverNet [8]     | 0.90M   | 38.11  | 0.9610 | 33.71 | 0.9179 | 32.24  | 0.9007 | 32.44  | 0.9311 |
| LapSRN [60]     | 0.81M   | 37.52  | 0.9590 | 33.08 | 0.9130 | 31.80  | 0.8950 | 30.41  | 0.9100 |
| IMDN [49]       | 0.69M   | 38.00  | 0.9605 | 33.63 | 0.9177 | 32.19  | 0.8996 | 30.41  | 0.9100 |
| MemNet [92]     | 0.67M   | 37.78  | 0.9597 | 33.28 | 0.9142 | 32.08  | 0.8978 | 31.31  | 0.9195 |
| CBPN [112]      | 1.04M   | 37.90  | 0.9590 | 33.60 | 0.9171 | 32.17  | 0.8989 | 32.21  | 0.9290 |
| OverNet [8]     | 0.90M   | 38.11  | 0.9610 | 33.71 | 0.9179 | 32.24  | 0.9007 | 32.44  | 0.9311 |
| LapSRN [60]     | 0.81M   | 37.52  | 0.9590 | 33.08 | 0.9130 | 31.80  | 0.8950 | 30.41  | 0.9100 |
| IMDN [49]       | 0.69M   | 38.00  | 0.9605 | 33.63 | 0.9177 | 32.19  | 0.8996 | 30.41  | 0.9100 |
| MemNet [92]     | 0.67M   | 37.78  | 0.9597 | 33.28 | 0.9142 | 32.08  | 0.8978 | 31.31  | 0.9195 |
| CBPN [112]      | 1.04M   | 37.90  | 0.9590 | 33.60 | 0.9171 | 32.17  | 0.8989 | 32.21  | 0.9290 |

Figure 5. Comparison on the Cityscapes validation set. (a) input image, (b) ground truth, (c) LDP-Seg-Ci, (d) Lite-HRNet [104], and (e) MobileNetV3 [44].

we used 2975, 500, and 1525 images for training, validation, and testing, respectively. COCO-stuff was created by annotating dense stuffs (e.g., sky, ground, walls) from the COCO dataset. This dataset can be utilized for image understanding as it contains 91 more stuffs classes compared to the original dataset. For fair comparison, we also use the COCO-Stuff-10K with 9K and 1K for training and testing purposes. We utilize both the mean Intersection-over-Union (MIoU) as well as the pixel accuracy (pixAcc) to assess the performance of our models.

To perform searching on Cityscapes dataset, we set the target compactness $P = 1.25M$ with the balance coefficient $\alpha = 0.6$ using input image resolution of $512 \times 1024$ for all experiments. We then compare the best-performing model (LDP-Seg-Ci) with recent approaches [103, 65, 78, 104, 16, 44]. Results in Table 3 suggest that LDP-Seg-Ci performs on par with state-of-the-art while using fewer parameters than most methods. Although operating at a lower resolution, our generated model outperforms FasterSeg [16] while being 61% more compact in terms of the number of parameters. Moreover, LDP-Seg-Ci also shows clear improvements compared to the MobileNetV3 [44] model. Qualitative results in Figure 5 also show that our model tends to produce more clean with sharper object boundaries and less cluttering than state-of-the-art approaches.

In the case of the COCO-stuff, we aim at the target compactness of $P = 4.0M$ with the balance coefficient $\alpha$ set to 0.6. During searching and testing, we crop the input into $640 \times 640$ resolution. We evaluate the performance of our best architecture (LDP-Seg-CO) with current state-of-the-art methods [103, 108, 102] and report the results in Table 4. Our method also achieves good performance for semantic segmentation on the COCO-stuff dataset while using much fewer parameters than competing approaches.
To further assess the applicability of our proposed framework for dense prediction problems, we apply LDP framework for the image super-resolution task. We also employ a similar scheme as in previous experiments with added upsample blocks between decoder and refinement blocks to increase spatial dimension within the network scale. We then perform architecture search and training on the DIV2K [1] dataset. DIV2K is a high-quality image super-resolution dataset consisting of 800 samples for training, 100 for validation, and 100 for testing purposes. After that, we test our generated models on standard benchmarks such as Set5 [9], Set14 [106], B100 [5], and Urban100 [48]. The results of our method are evaluated using the peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) metrics on the Y channel of the YCbCr color space.

We search for optimized models at super-resolution scales ×2 and ×4 on the DIV2K dataset. In both cases, we determine the target compactness of \( P = 0.8 \) with the balance coefficient \( \alpha = 0.55 \). We then compare the best-performing architectures (LDP-Sup-x2 and LDP-Sup-x4) with recent methods [30, 2, 3, 49, 18, 60] on various testing benchmarks. Tables 10 and 11 show that our models produce more competitive results than several state-of-the-art image super-resolution methods while being relatively compact. Our models perform on par with FPNet while be-

| Method       | #params | Set5  | Set14 | BSD100 | Urban100 |
|--------------|---------|-------|-------|--------|----------|
|              | PSNR↑   | SSIM↑ | PSNR↑ | SSIM↑  | PSNR↑    | SSIM↑    |
| Bicubic      | -       | 28.42 | 0.8104| 26.01  | 0.6675   | 23.17    | 0.6585   |
| s-LWSR64 [64]| 2.27M   | 32.28 | 0.8960| 28.34  | 0.7800   | 27.61    | 0.7380   |
| CARN [3]     | 1.59M   | 32.13 | 0.8937| 28.60  | 0.7806   | 27.58    | 0.7349   |
| LFFN [100]   | 1.53M   | 32.15 | 0.8945| 28.32  | 0.7810   | 27.52    | 0.7377   |
| OISR-LF-s [43]| 1.52M  | 32.14 | 0.8947| 28.63  | 0.7819   | 27.60    | 0.7369   |
| CBPN [112]   | 1.19M   | 31.54 | 0.8850| 28.19  | 0.7720   | 27.32    | 0.7280   |
| LapSRN [60]  | 0.81M   | 31.54 | 0.8850| 28.19  | 0.7720   | 27.32    | 0.7280   |
| IMDN [49]    | 0.72M   | 32.21 | 0.8948| 28.58  | 0.7811   | 27.56    | 0.7353   |
| MemNet [92]  | 0.67M   | 31.74 | 0.8893| 28.26  | 0.7723   | 27.40    | 0.7281   |
| VDSR [56]    | 0.66M   | 31.33 | 0.8838| 28.02  | 0.7678   | 27.29    | 0.7252   |
| IDN [50]     | 0.60M   | 31.99 | 0.8928| 28.52  | 0.7794   | 27.52    | 0.7339   |
| s-LWSR32 [64]| 0.57M   | 32.04 | 0.8930| 28.15  | 0.7760   | 27.52    | 0.7340   |
| SRFBN [67]   | 0.48M   | 31.98 | 0.8923| 28.45  | 0.7779   | 27.44    | 0.7313   |
| CARN-M [3]   | 0.41M   | 31.92 | 0.8903| 28.42  | 0.7762   | 27.44    | 0.7304   |
| DRRN [91]    | 0.29M   | 31.68 | 0.8888| 28.21  | 0.7720   | 27.38    | 0.7284   |
| FSRCNN [24]  | 0.12M   | 30.71 | 0.8657| 27.59  | 0.7535   | 26.98    | 0.7150   |
| FPNet [30]   | 1.61M   | 32.32 | 0.8962| 28.78  | 0.7856   | 27.66    | 0.7394   |
| LDP-Sup-x4   | 1.09M   | 32.30 | 0.8963| 28.54  | 0.7836   | 27.67    | 0.7394   |

Table 6. Image Super-Resolution with scaling factor ×4.

Table 7. Average runtime comparison of the proposed method and other lightweight models. Runtime values are measured using a Pixel 3a phone with input image resolution (640 × 480).

| Architecture | CPU(ms) |
|--------------|---------|
| Ef+FBNet [94, 97] | 852 |
| FSRCNN [24] | 789 |
| FastDepth [96] | 458 |
| VDSR [56] | 425 |
| PyD-Net [80] | 226 |
| Lite-HRNet [104] | 217 |
| LfDNAS-K [51] | 205 |
| LDP-Seg-Ci | 207 |
| LDP-Depth-K | 204 |
| LDP-Sup-x2 | 203 |
Figure 7. Trade-off between accuracy vs. the number of parameters of best models trained with different searching scenarios on NYU-Depth-v2, Cityscapes and testing on Urban100 dataset.

Figure 8. Comparison on the Eigen split of KITTI. (a) input image, (b) LDP-Depth-K, (c) LiDNAS-K [51], (d) DSNet [4], (e) PyD-Net [80], and (f) FastDepth [96]. Images in the right column presented zoom-in view for better visualization.
tend to produce both accurate and lightweight architectures. This, in turn, emphasizes the trade-off between validation accuracy and the network size.

### 3.7. Balance Coefficient Search

Determining a good balance coefficient value ($\alpha$) for Eq. 1 and 4 is crucial as it greatly affects the search performance. To this end, we perform grid search on randomly subsampled sets from the training data seeking for the optimized $\alpha$ value. The pattern in Figure 10 shows that, for NYU-Depth-v2 [4] and KITTI [2], approximately good $\alpha$ values range from 0.5 to 0.6. Additionally, the grid search is much faster (only requires $\sim 15$ hours on one dataset), enabling finding good $\alpha$ values when deploying to different datasets.

### 4. Conclusion

This paper proposed a novel NAS framework to construct lightweight dense prediction architectures using Assisted Tabu Search and employing a well-defined search space for balancing layer diversity and search volume. The proposed method achieves competitive accuracy on diverse datasets while running faster on mobile devices and being more compact than state-of-the-art handcrafted and automatically generated models. Our work provides a potential approach towards optimizing the accuracy and the network size for dense prediction without the need for manual tweaking of deep neural architectures.
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