Many meta-analyses of rare events in the Cochrane Database of Systematic Reviews were underpowered
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Abstract

Background and Objective: Meta-analysis is a statistical method with the ability to increase the power for statistical inference, while it may still face the problem of being underpowered. In this study, we investigated the power to detect certain true effects for published meta-analyses of rare events.

Methods: We extracted data from the Cochrane Database of Systematic Reviews for meta-analyses of rare events from January 2003 to May 2018. We retrospectively estimated the power to detect a 10–50% relative risk reduction (RRR) of eligible meta-analyses. The proportion of meta-analyses achieved a sufficient power (≥0.8) were estimated.

Results: We identified 4,177 meta-analyses. The median power to detect 10%, 30%, and 50% RRR were 0.06 (interquartile range [IQR]: 0.05 to 0.06), 0.08 (IQR: 0.06 to 0.15), and 0.17 (IQR: 0.10 to 0.42), respectively; the corresponding proportion of meta-analyses that reached sufficient power were 0.32%, 3.68%, and 11.81%. Meta-analyses incorporating data from more studies had higher probability to achieve a sufficient power (rate ratio = 2.49, 95% CI: 1.76, 3.52, P < 0.001).

Conclusion: Most of the meta-analyses of rare events in Cochrane systematic reviews were underpowered. Future meta-analysis of rare events should report the power of the results to support informative conclusions.
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1. Introduction

Meta-analysis is a crucial tool to synthesize findings from available studies of the same topic, and it has the ability to increase power in testing whether the true effect actually exists [1–3]. This advantage is expected to be more apparent for homogeneous studies synthesized under a fixed-effect analytical model [4]. For heterogeneous studies that are synthesized using a random-effects model, due to additional between-study variance, the power is generally lower than fixed-effect model but still higher, on average, than a single study [5]. This is one of the reasons as to why evidence obtained from a meta-analysis is generally more conclusive than those from a single trial.

Power is defined as the probability to reject the null hypothesis when there is a true effect [6]. A study with insufficient power means there is an increased probability to produce a false-negative result, that is, type II error, and may mislead the healthcare decision. Power analysis is therefore an important measure to determine whether the results of a study are credible or not. Although meta-analysis has the potential to increase power, it faces the problem of being underpowered as well either due to the limited number of studies or the substantial variance across...
What’s new?

Key findings
- Most of the meta-analyses of rare events in Cochrane systematic reviews with the results were underpowered that are unable to support a conclusive decision.
- Meta-analyses with more studies included tend to have a higher probability to achieve a sufficient power to detect a certain true effect, but this did not guarantee a sufficient power; even for those with a larger number of studies, the majority still had a very low power.

What this study adds to what is known?
- Power analysis is an important measure to determine whether the results of a study are credible or not. Although meta-analysis has the potential to increase power, it faces the problem of being underpowered as well. This problem is even more common and severer for meta-analysis of rare events. In this study, we investigated the power to detect certain true effects for published meta-analyses of rare events. The elucidation of this article is expected to have implications for methodology guidelines, clinical practice, and health care policy.

What are the implications, and what should be changed?
- Some well-developed methods such as the beta-binominal model, the generalized linear mixed models, and the stratified exact logistic regression are especially useful to cooperate the information of studies with no events in both arms with other studies that may gain more power for meta-analysis of rare events. In this study, we investigated the power to detect certain true effects for published meta-analyses of rare events. The elucidation of this article is expected to have implications for methodology guidelines, clinical practice, and health care policy.
- We advocate that meta-analysis of rare events should report the post hoc power of the results to help evidence users to form a better and informative decision.

studies [7]. For meta-analysis of rare events, this problem is even more common and severer because the low-event rate resulted in very large variances and thus lower precisions [7,8]. Hypothetically, meta-analysis of rare events may be at a high risk of overinflated type II error.

There has been a dramatic increase on the number of meta-analyses published over time; many of them were meta-analyses of rare events investigating mainly, but not limited to, safety end points. It is currently unclear as to whether these meta-analyses have sufficient power to support their conclusions and how many of them may have produced false-negative results. In this study, we used a post hoc power estimation for meta-analyses of rare events in the Cochrane Database of Systematic Reviews (CDSR) to address the above questions.

2. Methods

2.1. Data source
The CDSR (ISSN: 1469-493X) is the official product of Cochrane and a listed database of the Cochrane Library. It enlists all published Cochrane protocols and reviews and is updated continuously [9]. A total of 6,781 systematic reviews were identified from CDSR in the period of January 2003 to May 2018. We excluded 1,295 reviews that did not contain useable data, 89 diagnostic test accuracy reviews, and 6 reviews were of incompatible file format. Finally, 5,391 Cochrane intervention reviews were further processed for data extraction (See details in supplementary file).

We previously used the same data set to examine the measurements of between-study heterogeneity, publication bias, and the information contained in studies with no events in both arms for meta-analysis [10–13]. Access to the Cochrane Library and CDSR was granted via the Florida State University (Tallahassee, FL, USA). We declare that these data were used only for academic research purposes.

2.2. Inclusion criteria
Our “population” of interest was generic meta-analyses of rare events from the CDSR. Exclusion criteria were as follows: 1) duplicates, defined as have exactly the same data to another meta-analysis (see details below); 2) total event count across studies in both arms were zero; 3) reviews that did not conduct pooling of effect measures; and 4) meta-analyses with only one study.

We extracted information from meta-analyses of rare events based on the maximum event rate of the included studies. The cutoff point of an event rate was set to 0.05 for defining rare events; this indicated a relatively small probability of observing an event [14]. A meta-analysis with both arms having a maximum event rate ≤0.05 across included studies was regarded as a meta-analysis of rare events.

2.3. Data cleaning and extraction
Data cleaning and extraction were conducted by a Stata (Version 14.0/SE, Stata, College Station, TX, USA) program developed by the lead author (X.C). The Stata program is presented in the supplementary file. The following meta-analysis information was collected: name
of the outcome measure (e.g., adverse events), data type (e.g., dichotomy), statistical method (e.g., Peto), effect measure (e.g., odds ratio and risk ratio), analysis model (e.g., fixed-effect), total event count in each arm, total sample size of each arm, maximum event rate in each arm, meta-analyzed effect estimate with its confidence interval (CI), weight, $P$-value and $z$-score of the statistical inference, between-study variance metrics, and number of studies included in each meta-analysis. Those meta-analyses with the same effect measure, total events, total sample, and effect estimate were regarded as duplicates and only one was used in our analysis.

2.4. Power estimation for meta-analysis

We have prespecified definitions of “two-stage” and “one-stage” meta-analysis. A “two-stage” meta-analysis estimates the effect of each study in the first stage and then combine these study-specific effects although the standard methods (e.g., inverse variance) in the second stage. The “one-stage” approach uses a generalized linear mixed model that treats all included studies as a whole and estimates the “average effect” directly, without the process of calculating the effect of each study [15,16]. There is a difference in the estimation of the power for “one-stage” meta-analysis and “two-stage” meta-analysis [17]; this study focused on the “two-stage” framework due to the nature of Cochrane systematic reviews.

Jackson et al. [18] have summarized three methods for the estimation of power of “two-stage” meta-analysis. The three methods include the analytical approach by Hedges and Pigott [6,19], the Monte Carlo approach, and the approach assuming that all studies are the same “size” [18]. We first discard the third approach as it assumes all studies provide the same amount of information, which is unrealistic in the present study with empirical data set. For the rest two approaches, the analytical approach uses the moment-based method for the estimation of between-study variance, whereas the Monte Carlo approach considers the uncertainty of the between-study variance by Monte Carlo simulations. For Cochrane reviews, where the empirical data we used, the official software (RevMan) uses the moment-based method for the between-study variance [18]. To keep the same between-study variance estimator to the original analysis, we used the analytical approach to estimate the post hoc power of eligible meta-analyses. Actually, the analytical approach is also the most commonly used power estimation method in practice. Under this method, the power could be estimated as:

Here, $\theta$ is the true effect of the meta-analysis, $\hat{\tau}^2$ is the estimated between-study variance, and $\bar{\sigma}^2$ is the “averaged” within-study variance across $i$ included studies. In addition, $\Phi(\cdot)$ is the standard normal cumulative distribution function, $Z_{\alpha}$ is the $z$-score at the significance level $\alpha$ (e.g., $Z_{0.05} = 1.96$ for $\alpha = 0.05$), and $SE$ denotes the standard error of estimated effect ($\hat{\theta}$), that is, $SE = \sqrt{1/\sum (\hat{\tau}^2 + \bar{\sigma}^2)}$. We regarded a power $\geq 0.8$ is sufficient. In practice, it is impossible to obtain the true effect ($\theta$). In standard trial sequential analysis, the true effect is generally defined by the relative risk reduction (RRR), that is, $RRR = 1 - \text{relative risk}$, where $RRR$ generally took values of 10–50% [20–23]. Therefore, in the present study, we used 5 RRRs, say, $RRR = 10\%$, $20\%$, $30\%$, $40\%$, and $50\%$, with the corresponding relative risk were 0.9, 0.8, 0.7, 0.6, and 0.5, as the potential true effect and estimate the post hoc power to detect such an effect for meta-analyses used relative risk (i.e., risk ratio and odds ratio) as effect measure. For meta-analyses used risk difference

Table 1. Baseline characteristics of eligible meta-analyses of rare events in CDSR

| Baseline characteristics | All publication ($N = 4,177$) |
|-------------------------|--------------------------------|
| Number of studies within meta-analysis (median, IQR) | 2 (2 to 4) |
| $1\leq 5$ | 3,647 (87.31%) |
| $6\leq 10$ | 425 (10.17%) |
| $11\leq 30$ | 97 (2.32%) |
| $>30$ | 8 (0.19%) |
| Effect measure | |
| Odds ratio | 993 (23.77%) |
| Risk ratio | 3,055 (73.14%) |
| Risk difference | 129 (3.09%) |
| Statistical method | |
| Inverse variance | 196 (4.69%) |
| Mantel–Haenszel | 3,660 (87.62%) |
| Peto | 321 (7.68%) |
| Analysis model | |
| Fixed-effect | 2,768 (66.27%) |
| Random-effect | 1,409 (33.73%) |
| Sample size of each meta-analysis | |
| $\leq 500$ | 1,068 (25.57%) |
| $501\leq 1,000$ | 869 (20.80%) |
| $1,001\leq 2,000$ | 800 (19.15%) |
| $>2,000$ | 1,440 (34.47%) |
| $P$-value of the meta-analysis (median, IQR) | |
| $>0.1$ | 3,566 (85.37%) |
| $0.05\leq 0.1$ (not include 0.05) | 184 (4.41%) |
| $0.01\leq 0.05$ (not include 0.01) | 213 (5.10%) |
| $0.001\leq 0.01$ (not include 0.001) | 77 (1.84%) |
| $<0.001$ | 137 (3.28%) |
| Between-study heterogeneity ($I^2$) (median, IQR) | |
| $\leq 30\%$ | 3,651 (87.41%) |
| $30.001\%\leq 60\%$ | 335 (8.02%) |
| $60.001\%\leq 75\%$ | 120 (2.87%) |
| $> 75\%$ | 71 (1.70%) |

IQR, interquartile range.
as effect measure, the true effect was set as 0.001, 0.005, and 0.01 based on the distribution of empirical data. We also calculated a power to detect the estimated effect (θ̂) to as comparison. To be simple, we assume that risk ratio and odds ratio were approximately equal in meta-analysis of rare events [24].

2.5. Data analysis

Baseline characteristics were summarized based on descriptive statistics, including the proportion as well as the median value and the interquartile range (IQR). For the main outcomes, we estimated the proportion of how many meta-analyses had sufficient power and how many were underpowered. The bar plot was used to visualize the distribution of the power in different scenarios.

A scatter plot was used to describe the relationship between effect size, P-value, and power. We further investigated whether a large number of studies within a meta-analysis had a higher probability to reach a sufficient power (≥0.8) based on the estimated effect. This was conducted by categorizing the number of studies into four groups: small (1–5), moderate (6–10), large (11–30), and very large (>30) meta-analysis. The rate ratio (RR) was used as the effect measure.

All statistical analyses were achieved by the Stata (version 14.0/SE, Stata, College Station, TX, USA) software, with the prespecified significance level α = 0.05.

Table 2. Post hoc power for meta-analyses of rare events measured with relative risk (n = 4,048)

| Target effect | Power ≥0.8 | 0.5 ≤ Power < 0.8 | Power <0.5 | Median (IQR) |
|---------------|------------|--------------------|------------|--------------|
| For all included meta-analyses | | | | |
| 10% RRR | 0.32% | 0.62% | 99.06% | 0.06 (0.05 to 0.06) |
| 20% RRR | 1.73% | 1.46% | 96.81% | 0.06 (0.06 to 0.09) |
| 30% RRR | 3.68% | 3.48% | 92.84% | 0.08 (0.06 to 0.15) |
| 40% RRR | 7.16% | 5.76% | 87.08% | 0.11 (0.08 to 0.26) |
| 50% RRR | 11.81% | 9.66% | 78.53% | 0.17 (0.10 to 0.42) |
| Estimated RRR | 4.50% | 5.93% | 89.58% | 0.11 (0.06 to 0.24) |
| For meta-analyses with 6 or more studies | | | | |
| 10% RRR | 0.27% | 0.94% | 98.79% | 0.05 (0.05 to 0.07) |
| 20% RRR | 3.24% | 1.75% | 95.01% | 0.08 (0.06 to 0.16) |
| 30% RRR | 5.94% | 6.48% | 87.58% | 0.14 (0.08 to 0.34) |
| 40% RRR | 12.42% | 10.80% | 76.79% | 0.23 (0.11 to 0.60) |
| 50% RRR | 20.92% | 16.06% | 63.02% | 0.39 (0.16 to 0.85) |
| Estimated RRR | 8.50% | 7.42% | 84.08% | 0.14 (0.06 to 0.35) |

RRR, relative risk reduction; IQR, interquartile range.
3. Results

3.1. Baseline information

From the 5,391 data files, we identified a total of 118,741 meta-analyses. After data cleaning (supplementary file), there were 25,840 meta-analyses of binary rare outcomes. We further excluded those identified as duplicates, with no events in both arms across included studies, did not conduct pooling of effect measures or analyses of only one study. Eventually, we included 4,177 meta-analyses in the present study (Fig. S1, supplementary file).

The median number of studies included in each meta-analysis was 2 (IQR: 2 to 4). Among the included meta-analyses, 87.31% included 5 or less studies, and only 2.51% had included 11 or more studies. Moreover, 73.14% of the meta-analyses used the risk ratio as the effect measure, 23.77% used the odds ratio, and 3.09% used the risk difference. The Mantel–Haenszel method (87.62%) was most commonly used to synthesize the data, whereas the Peto method was only used in 7.68% of the meta-analyses. For the choice of analytic model, 66.27% used the fixed-effect model and 33.73% used the random-effects model. The median sample size of each meta-analysis was 1,132 (IQR: 489 to 3226) and about a half of them had a sample size no more than 1,000 (46.37%).

For these meta-analyses, we documented 89.78% had statistically nonsignificant results ($P$-value $\leq 0.05$), and only 10.22% had a statistically significant result. Specifically, 213 meta-analyses (5.10%) had $P$-values ranging from 0.01 to 0.05, 77 (1.84%) had $P$-values ranging from 0.001 to 0.01, and 137 (3.28%) had $P$-values less than 0.001. The between-study variance of these meta-analyses were generally low, with the median value as 0 (IQR: 0 to 0); the majority (87.41%) of them had $I^2 \leq 30\%$.

Table 1 presents the detailed baseline characteristics.

### 3.2. Power for meta-analyses of rare events

Fig. 1 presents the distribution of the post hoc power to detect a certain effect for the 4,048 meta-analyses of rare events measured with risk difference.

![Fig. 2. The histogram distribution of power to detect a true risk difference (RD) of 129 meta-analyses of rare events measured with risk difference.](image-url)
events measured with relative risk. From the plot, we can see that most of the meta-analyses suffered from insufficient powers, and Table 2 presents the proportion in each power category. The median value of the power was 0.06 (0.05 to 0.06) to detect an RRR of 10%, and 0.32% with the results had a power ≥ 0.8; The median value of the power was 0.06 (0.06 to 0.09) to detect an RRR of 20%, with 1.73% of the results had a power ≥ 0.8. For an RRR of 30%, median value of the power was 0.08 (0.06 to 0.15), with 3.68% of the results had a power ≥ 0.8; For an RRR of 40%, median value of the power was 0.11 (0.06 to 0.24), with 4.50% of the results had a power ≥ 0.8. For an RRR of 50%, 0.5, median value of the power was 0.08 (0.06 to 0.15), with 2.27% of the results had a power ≥ 0.8, and the median value of power to detect a risk difference of 0.01 was 0.18 (0.07 to 0.53), where 17.83% of the results had a power ≥ 0.8, which was similar to the power with the true effect between 0.001 and 0.005.

3.3. Power for meta-analyses with more than 5 included studies

We further excluded those meta-analyses with 5 or less studies as a sensitivity analysis, the power was still low, however, there was a slight increase in the proportion of having powers ≥0.8 (Table 2). This was only used for meta-analyses measured with relative risk because for those measured with risk difference the sample was small. Again, the median value of the power to detect an RRR of 10% was 0.05 (0.05 to 0.07), and 0.27% with the results had a power ≥ 0.8; The median value of the power to detect an RRR of 20% was 0.08 (0.06 to 0.16), with 3.24% of the results had a power ≥ 0.8; The median value of the power to detect an RRR of 30% was 0.14 (0.08 to 0.34), with 5.94% of the results had a power ≥ 0.8; The median value of the power to detect an RRR of 40% was 0.23 (0.11 to 0.60), with 12.42% of the results had a power ≥ 0.8, and the median value of the power to detect an RRR of 50% was 0.39

Fig. 2 presents the distribution of the post hoc power for the 129 meta-analyses of rare events measured with risk difference. Again, most of the meta-analyses were underpowered (Table 3). The median value of power to detect a risk difference of 0.001 was 0.05 (0.05 to 0.06), where 0.0% of the results had a power ≥ 0.8; The median value of power to detect a risk difference of 0.005 was 0.08 (0.06 to 0.18), with 2.33% of the results had a power ≥ 0.8, and the median value of power to detect a risk difference of 0.01 was 0.18 (0.07 to 0.53), where 17.83% of the results had a power ≥ 0.8, which was similar to the power with the true effect between 0.001 and 0.005.

Fig. 3. The scatter plot of log relative risks and power.
(0.16 to 0.85), with 20.92% of the results had a power $\geq 0.8$. For the estimated effect, the median value of the power to detect was 0.14 (0.06 to 0.35), and 8.50% with the results had a power $\geq 0.8$, which was similar to the power when the true effect was 0.7.

### 3.4. Relationship between effect size, P-value, number of studies, and power

We used the power in terms of estimated effect to reflect the relationship between the magnitude of effect size and power (Figs. 3 and 4). Generally, a larger effect size tends to have a higher power. Fig. 5 presents the relationship between $P$-value and power. As expected, there was a reverse relationship between them for which as the $P$-value increases, power decreases; as $P$-value decreases, power increases.

By dividing the included meta-analyses into four categories in accordance with the number of included studies, the median powers of each category were: 0.11 (IQR: 0.06 to 0.23), 0.14 (IQR: 0.07 to 0.33), 0.13 (IQR: 0.06 to 0.43), and 0.06 (IQR: 0.05 to 0.11) for small, moderate, large, and very large meta-analyses. For those meta-analyses that included more studies, there was a significant higher probability of achieving a sufficient power (moderate vs. small: $RR = 2.49$, 95% CI: 1.76, 3.52, $P < 0.001$; large vs. small: $RR = 4.02$, 95% CI: 2.41, 6.71, $P < 0.001$; very large vs. small: $RR = 3.48$, 95% CI: 0.55, 21.94, $P = 0.184$). The post hoc powers of these three comparisons were as follows: 0.9990, 0.9996, and 0.2642. There was a very low power for the comparison of very large vs. small meta-analyses because in the category of very large meta-analyses, there were only 8 meta-analyses in total, making the sample size extremely low. The results suggested that for the group of very large vs. small meta-analyses, the power was insufficient to support the inference [25].

### 4. Discussion

In this study, we investigated the post hoc power of meta-analyses of rare events in Cochrane systematic reviews. Our results suggested that the majority of these meta-analyses were underpowered: only 11.81% of these meta-analyses reached sufficient power. Meta-analyses including more studies tended to have a higher probability for achieving sufficient power, but this did not guarantee that they have a sufficient power: even for those with a larger number of studies, the majority still had a very low
power. Our findings imply that the results of these meta-analyses were mostly inconclusive and should be treated with caution.

The results of the present study concur with those from a study by Turner et al. [22]. The authors estimated the power of binary meta-analyses in the CDSR and documented a median power of 0.11 (0.06 to 0.21) for an RRR of 30% for safety outcomes (adverse events) [22]. In their study, 11% of the meta-analyses of adverse events were identified to possess a power of \(<0.5\). In our present study, 7.16% of the included meta-analyses had a power of \(\geq 0.5\) with regards to an RRR of 30%. The median power was also slightly smaller in our study. The potential difference was mainly due to the different inclusion criteria because the present study was not restricted to adverse events.

Similarly, Jackson et al. [18] compared the power of random-effects meta-analyses using data from the CDSR. They found that when there were 5 or more included studies in a meta-analysis, in more than 79.3% of the situation, a random-effects meta-analysis would have a greater power than the average power by individual studies. The findings suggested that a meta-analysis with 5 or more studies has a better guarantee for the conclusions. In our study, we focused on meta-analysis of rare events, and the results suggested that even for meta-analyses with 6 or more studies, at least 80% having insufficient powers.

Therefore, for meta-analysis of rare events, a much larger numbers of studies were needed to ensure a sufficient power for the conclusion. However, this seems unrealistic because in practice, only a small part of meta-analyses contained a large number of studies. As Jackson et al. pointed out that it is often difficult for researchers to predict how many eligible studies will be included and can contribute data for synthesis before the meta-analysis being conducted [18]. Nevertheless, Cochrane has proposed a valid solution that it is mandatory for all systematic reviews to be regularly updated. This is expected to improve the power and credibility for the results of their systematic reviews.

The amount of between-study variance has been widely used to determine which analytic model (fixed effect vs. random effects) to be used, for which a small variance indicates the fixed-effect model could be used while a large variance indicates the random-effects model is more suitable. Our study findings suggested that most meta-analyses of rare events have a small between-study variance. This is partly due to the wide confidence interval of each included study, and it is expected that the between-study variance obtained using classical methods (e.g., moment-based or likelihood-based [26,27]) is likely to be underestimated. Despite of this, the fixed-effect model might be more suitable for meta-analysis of rare events due to the following reasons. First, using the fixed-effect model...
model could be more effective to increase the power than using the random-effect model. Second, as most rare events are safety outcomes, the random-effect model may generate a conservative conclusion that may “cover-up” the potential increased risk of adverse events. Third, some methods for dealing with zero-events in meta-analysis, such as Mantel–Haenszel and Peto, were primarily driven by the homogeneous assumption, and thus, a fixed-effect model is preferred. Fourth, the random-effect model can be used as sensitivity analysis in addition to the main results estimated by the fixed-effect model. It should be highlighted that whether the fixed-effect model or the random-effect model was used and the post hoc power estimation is needed for meta-analysis of rare events. The TSA software (http://www.ctu.dk/tsa) developed by Copenhagen Trial Unit provides a user-friendly way to estimate the power.

In addition to the number of included studies, sample size, and between-study variance, the selection of synthesis methods is expected to have some influence on the power. For meta-analysis of rare events, due to the low events rate, single studies may fail to observe any events in both arms, whereas the standard “two-stage” method routinely discards these studies from the meta-analysis. This would lead to substantial loss of power. Some well-developed methods such as the beta-binominal model [28–30], the generalized linear mixed models [13,16], and the generalized estimating equations [31] are especially useful to cooperate the information of studies with no events in both arms with other studies. It is expected that these methods may gain more power for meta-analysis of rare events and should be considered for use in future practice.

We should highlight the importance of power analysis for meta-analysis. There are two important roles for a power analysis in meta-analysis: first, systematic review authors can use the estimated power as an indicator of precision as per the Grading of Recommendations, Assessment, Development and Evaluations (GRADE) framework [32], where a lower power of a given analysis will result in wider CIs (i.e., imprecision), which leads to a rating down of evidence certainty [33]; when, for example, in the results were underpowered (e.g., ≤ 0.8), they may consider to rate down for certainty. Second, researchers can use the estimated power as an indicator for whether a meta-analysis needs an update. Both of these two roles of power analysis are expected to be useful for better health care decision-making. Therefore, we suggested further systematic review authors should routinely use a post hoc power analysis for their meta-analyses.

To the best of our knowledge, this is the first study to investigate the power of meta-analyses of rare events. The large sample size of the present study is expected to have good representativity. However, several limitations should be highlighted. First, we only considered Cochrane systematic reviews where most of the meta-analyses included a small number of studies, which may attribute to the low power. For meta-analyses published in other academic journals, the number of included studies may differ and is expected to be greater; thus, the results may be only representative for Cochrane systematic reviews. Second, the definition of rare events is somewhat arbitrary. However, there is currently no consensus on defining rare events. A different definition of meta-analysis of rare events may have some influence on the results, and we believe the results will be similar or even worse because the cutoff point of 0.05 for the event rate is conservative compared with other choices such as 0.01 or 0.001 that were used by some previous studies [7,16]. Based on these limitations, a separate investigation on the power of meta-analyses of non-Cochrane reviews may prove useful to further verify our findings.

5. Conclusions

Our study findings indicated that most of the meta-analyses of rare events in Cochrane systematic reviews with the results were underpowered, where the results should be treated with caution. Our findings highlighted the importance of updating a meta-analysis regularly to provide a truly conclusive and credible evidence base. Considering the substantial impact of the power on the conclusions, we advocate that meta-analysis of rare events should report the post hoc power of the results to help evidence users to form a better and informative decision.
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