Hierarchical Residual Embedding Network for Real-Time De-focus Blur Detection
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Abstract. Defocus blur detection, as an important pre-processing step of image processing, has attracted more and more attention. Albeit great success has been made, there are still several challenges for accurate defocus blur detection, such as the interference of background clutter, sensitivity to scales, missing boundary details and large computational burden. For handling these issues, we present a deep neural network which hierarchically embeds residual learning blocks for defocus blur detection. Based on the feature pyramid structure, we extract deep features with varying scales via utilizing a backbone fully convolutional network and generate a coarse score map by using the last layer of feature maps. Then we design a hierarchical residual embedding module to fuse different levels of features in a layer-wise manner. By embedding different layer-wise features in the top-down pathway, coarse-level semantic information from the deep layers can be seamlessly propagated to shallow layers, while fine details in the shallow layers can be used to refine the boundary between out-of-focus and in-focus regions. For each layer, a side output is generated by using a residual learning block. For capturing multi-scale information, the multiple side outputs of different layers are fed into a designed fusion block for yielding the final blur map result. Experimental results on two commonly used datasets show that our proposed network can more accurately locate the defocus blur regions with sharpened details being well preserved when compared to other previous state-of-the-arts. In addition, our approach is fast as well and can run at a speed of more than 25 FPS when processing an image with size $427 \times 640$.

1. Introduction

Defocus blur detection has obtained much attention due to its wide potential applications such as image de-blurring [1], defocus magnification [2], image refocusing [3, 4], image restoration [5], image quality assessment [6], and object detection [7], just list a few.

In the past years, a large number of methods have been proposed defocus blur detection, which can be generally classified into two categories based on the used features, i.e., methods based on traditional features [1, 8–17] and methods based on deep features.

In the past years, deep convolutional neural networks (DCNNs) have been widely used in various computer vision tasks since they can obtain good results, such as classification [18, 19], object detection [20, 21], object tracking [22–24], scene semantic segmentation [25–27], de-noising [28, 29] and super-resolution [30, 31]. Also, defocus blur region detection has gained great success by using
CNNs[17, 32–35]. In addition, deep learning based blur detection methods can usually obtain better results than traditional hand-crafted features based ones. However, the computational burden of previous deep learning based methods are often huge since they usually capture scale information by aggregating multi-scale deep features [35] or using multiple network branches to process images at different scales [33]. In addition, the detecting accuracy can be still further improved.

In this work, we present a brand new efficient and effective pixel-wise FCN for defocus blur detection via hierarchical residual embedding (HRENet). The advantages of the residual learning and multi-scale information encoded in multiple layers of feature maps are efficiently leveraged to boost the detection performance. Overall, the technical contributions of this work can be summarized as follows:

- A new pixel-wise fully convolutional network is introduced for defocus blur detection.
- A hierarchical residual embedding module (HREM) is designed to fuse features of multiple layers in a layer-wise manner.
- Both qualitative and quantitative experimental results validate the superiority of our proposed network over other competitors.

2. Proposed HRENet

Figure 1 gives a brief schematic illustration of our proposed HRENet. Our HRENet is built based on the feature pyramid structure, we design a hierarchical residual embedding module to make the coarse-level semantic information well fused with the fine-level features from the top-down pathway in a layer-wise manner. In detail, the ResNet structure [47] is selected as our backbone feature extraction network and the pre-trained ResNeXt model is used to initialize our network, which produces five basic feature extraction layers. In this paper, we use \( F_i \in W_i \times H_i \times C_i (i = 1, 2, 3, 4, 5) \) to denote the feature maps of the \( i \)-th layer with size \( W_i \times H_i \) and \( C_i \) channels.

Figure 1. The pipeline of our HRENet.

2.1. Initial Defocus Blur Map Generation

As discussed in previous sections, a major issue of traditional hand-crafted feature based methods is the lack of semantics information, which hinder the detection effect for low-contrast but in-focus regions. Since the feature maps extracted from deep layers of deep CNNs encode sufficient semantic information, we first use the feature maps extracted by the last layer to generate a coarse score map, then this coarse score map will be refined step by step by a hierarchical residual embedding module which fuses features from different layers in a top-down manner.
2.2. Hierarchical Residual Embedding Module
Since residual learning can achieve better performance when compared to common plain network in a variety of tasks, such as image classification [47], super-resolution [48], visual tracking [49] and segmentation [50], we design a Hierarchical Residual Embedding Module (HREM) which contains a series of residual leaning blocks (RLBs) to integrate feature maps from different layers in a ton-down manner. By this way, the coarse score map can be refined step by step. Meanwhile, the high-order semantic information can be also well preserved.

First of all, we use the last layer of feature maps ($F_5$) to generate an initial coarse blur map, denoted as $O_0$. Thanks to the high-level semantic information, the background clutters can be effectively suppressed and the smooth in-focus regions can be separated out well in $O_0$. However, the details are lost due to the low resolution of $F_5$. Therefore, $O_0$ will be refined by a series of RLBs.

2.3. Residual Leaning Block
In this work, the proposed HREM consists of multiple RLBs. For each RLB, its input contains the output of previous RLB and the feature maps of current layer, its output is the sum of the output of previous RLB and the learned residual. Figure 1 briefly demonstrates the architecture of the proposed RLB. For each RLB at the $l$-th layer ($l = 4, 3, 2, 1$), the residual map can be calculated as

$$R_{s-l} = \Psi(Cat(O_{s-l}, F_l))$$  \hspace{1cm} (1)

where $Cat$ and $\Psi$ represent the concatenation operation and a mapping function, respectively. Then the output of current RLB at the $l$-th layer can be obtained by adding $R_l$ with $O_{l-1}$ as:

$$O_{s-l} = R_{s-l} \odot O_{s-l}$$  \hspace{1cm} (2)

For each RLB, the supervision signal [51] is imposed to each RLB for computing the loss between the ground truth and each intermediate prediction during the training process.

2.4. Defocus Maps Fusing
In order to capture the scale information, we obtain the final output defocus blur map $O$ by fusing multiple outputs, which can be formulated as:

$$O = \sigma(W_O \ast Cat(O_0, O_1, \cdots O_4) + b_o)$$  \hspace{1cm} (3)

where $O_i$ denotes the intermediate prediction of the $i$-th RLB; $W_O$ and $b_O$ are the weight and bias need to be learned.

2.5. Model Training and Testing
Our network uses the ResNet architecture [47] as backbone and we implement it by using the Pytorch framework. The well trained ResNeXt network on ImageNet [52] is used to initialize the parameters of feature extraction network.

3. Experiments
3.1. Experiment Settings
Similar to previous works, we use Shi et al.’s dataset [1] and DUT dataset [33] as two datasets for evaluation. Precision-recall (PR) curves, F-measure curves, F-measure scores (F ) and mean absolute error (MAE) scores are used for four metrics. 11 state-of-the-art algorithms are used for comparison, i.e., DHDE[17], BTBNet [33], DeFusionNET [35], ASVB [53], SVD [9], JNB [40], DBDF [1], SS [15], LBP [41], KSFV [54] and HiFST [43]. For all of these methods, we use the authors’ original implementations with recommended parameters.
3.2. Quantitative Comparison

Table 1 presents the compared results of MAE and F-measure scores. As can be seen, our method consistently performs better. In Figure 2, the PR curves and F-measure curves also demonstrate the efficacy of the proposed network.

| Datasets       | Metric | ASV | SV  | JNB | DBD | SS  | LB  | KSF | DHD | HiFS | BTB-Net | DeFusion-Net | HRE-Net |
|----------------|--------|-----|-----|-----|-----|-----|-----|-----|-----|------|---------|-------------|---------|
| Shi et al.     | ran    | 0.73| 0.80| 0.79| 0.84| 0.78| 0.86| 0.73| 0.85| 0.85  | 0.887   | 0.917       | 0.931   |
|                | mean   | 0.63| 0.30| 0.35| 0.32| 0.29| 0.18| 0.38| 0.39| 0.23  | 0.158   | 0.116       | 0.106   |
| DUT            | ran    | 0.74| 0.81| 0.74| 0.80| 0.78| 0.87| 0.75| 0.82| 0.86  | 0.901   | 0.922       | 0.946   |
|                | mean   | 0.65| 0.30| 0.42| 0.36| 0.29| 0.17| 0.39| 0.40| 0.30  | 0.169   | 0.115       | 0.089   |

3.3. Qualitative Comparison

We show the visual comparison of our method and other ones in Figure 3. The results also show that our proposed network can obtain better results than other compared methods in terms of both semantic and fine detail information.

Figure 2. PR curves and F-measure curves of varying methods on Shi et al.’s dataset ((a) and (b)), and DUT dataset ((c) and (d)).

Figure 3. Intuitive results of different methods.
4. Conclusions
We introduce a deep neural network which hierarchically embeds residual learning blocks for defocus blur detection. Based on the feature pyramid structure, we first extract multi-scale deep features by utilizing a backbone fully convolutional network and generate a coarse score map by using the last layer of feature maps. Then we design a hierarchical residual embedding module to make the coarse-level semantic information well fused with the fine-level features from the top-down pathway in a layer-wise manner. Experimental results on two commonly used datasets show that our proposed network can more accurately locate the defocus blur regions with sharpened details being well preserved when compared to other previous state-of-the-arts. In addition, our approach is fast as well and can run at a speed of more than 25 FPS when processing an image with size $427 \times 640$.
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