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ABSTRACT
Person re-identification is a critical privacy attack in publicly shared healthcare data as per Health Insurance Portability and Accountability Act (HIPAA) privacy rule. In this paper, we investigate the possibility of a new type of privacy attack, Person Re-identification Attack (PRI-attack) on publicly shared privacy insensitive wearable data. We investigate user’s specific biometric signature in terms of two contextual biometric traits, physiological (photoplethysmography and electrodermal activity) and physical (accelerometer) contexts. In this regard, we develop a Multi-Modal Siamese Convolutional Neural Network (mmSNN) model. The framework learns the spatial and temporal information individually and combines them together in a modified weighted cost with an objective of predicting a person’s identity. We evaluated our proposed model using real-time collected data from 3 collected datasets and one publicly available dataset. Our proposed framework shows that PPG-based breathing rate and heart rate in conjunction with hand gesture contexts can be utilized by attackers to re-identify user’s identity (max. 71±3) from HIPAA compliant wearable data. Given publicly placed camera can estimate heart rate and breathing rate along with hand gestures remotely, person re-identification using them imposes a significant threat to future HIPAA compliant server which requires a better encryption method to store wearable healthcare data.

CCS CONCEPTS
• Security and privacy → Human and societal aspects of security and privacy; • Computing methodologies → Machine learning.
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1 INTRODUCTION
Due to the immense necessity of monitoring breathing rate and heart rate continuously, researchers developed efficient privacy insensitive commodity sensor technologies and sophisticated machine learning techniques for monitoring photoplethysmography (PPG) and electrodermal activity (EDA) using wearables [5]. To progress research productivity, researchers often share raw sensor

Figure 1: (a) Normal Breathing involve mouth and nose based inhalation, (b) During drinking activity, inhalation follows a different pattern due the pressure created by larynx which causes epiglottis to block the air pass through trachea.

Many researchers showed PPG can be utilized as an additional biometric signature along with user’s personal identifiers for personal device authentication purpose [27–29]. Though, user’s personal identifier has never been shared along with PHI wearable data, the user authentication method can not be used as an attack over user’s privacy in publicly available HIPAA compliant wearable data. However, recent days, ubiquitous computing researchers provide efficient quantification of physiological sensing (say heart rate) and contextual information (physical activities) to provide healthcare services including stroke prevention, epileptic seizure detection etc [30–34]. This additional contextual information has been widely shared publicly as HIPAA privacy rule does not forbid in sharing such data in public. In this paper, we argue that, the quantification of simultaneously collected multi-modal sensor aided physical and physiological contexts carry unique biometric signature of individuals that may involve a new type of potential privacy attack, Person Re-identification Attack (PRI-attack), which can be a serious privacy threat to billions of publicly shared healthcare data.

In this paper, we investigate the potential privacy threat occurred on privacy preserving activity and physiological (PPG, EDA, Temp) sensing data. The central hypotheses of this paper is that, each microscoping human activity has person specific unique physiological response which can reveal user’s identity via a multi-modal deep Siamese Neural Network [62]. As an example, Fig 1 shows the normal and drinking water activity behaviors in terms of breathing. It has been clearly depicted that drinking water activity responses on breathing pattern has dissimilarities to the normal breathing pattern. We argue that, inhalation and exhalation pattern while performing individual activity are unique biometric signatures that can be learned and used to extract user’s identity. It should be depicted
that drinking water activity can be detected accurately using both surveillance camera as well as wrist worn ACC accurately.

In this regard, we develop a multi-modal Siamese Neural Network (mmSNN), that provides the following key contributions:

- We develop a hand gesture recognition and localization framework from wearable ACC data and develop an image representation of ACC data within detected gesture activity window.
- We develop a Multi-Modal Siamese Neural Network (mmSNN) that consists of two sub-networks. mmSNN leverages a spatio-temporal architecture to generate multi-modal encodings of time series physiological sensing and image representation of ACC data within the gesture activity window.
- We develop an efficient weighted cost function on two sub-networks together as a decision function to find the matching of user’s identity.
- Finally, we evaluate our proposed PRI-attack framework on three in-house collected data and one publicly available data.

2 HAND GESTURE FEATURE LEARNING

2.1 Gesture Recognition and Localization

We use GestureKeeper (Implementation Code: [53]) technique which is a robust hand-gesture recognition system based on a wearable 3-axis ACC sensor signals [52]. In this regard, we first define 12 different hand gesture movements as shown in Fig 2. Here, the hand gestures are as follows: Up: Moving hand straight bottom to up, Down: Moving hand straight up to down, Left: Moving hand horizontally straight from right to left, Right: Moving hand horizontally straight from left to right, CW: Rotating hand clock-wise, CCW: Rotating hand anti-clock-wise, Z: Z trajectory starting from above, AZ: Mirror Z trajectory starting from below, S: Waving to right, AS: Waving to left, Push: Moving away horizontally from body, Pull: Moving towards body horizontally. We first detect the start of a gesture recorded in ACC data stream using a recurrence quantification analysis (RQA) technique. RQA enables the detection of transitions in the dynamical behavior (e.g. deterministic, chaotic, etc.) of the observed system. We select a window size of 80 samples with 80% overlap between consecutive windows, which represents 2.5 seconds of ACC data (32 Hz frequency), sufficient for capturing even the longest of gestures we selected. After detecting the starting point of hand gesture, we detect the gesture which is a 12-class problem. We use support vector machine (SVM) classifier using the radial kernel. As input features of the SVM, we use both statistical features and samples of the acceleration signal features (mean, root mean square (RMS), median, variance, standard deviation, skewness and kurtosis, angular velocity, # of the 3D acceleration, and magnetism time series). We re-sample the features using x, y and z-axis acceleration of raw ACC sensor, thus the final set of features consists of 12 statistical features and number of samples of the re-sampled acceleration signal over each x-, y-, and z-axis time series of ACC. Finally, we train SVM algorithm using the above features for identifying gestures as well as localizing (start and end point of each detected gesture) them in the time window.

2.2 Image Representation of ACC Data Within Gesture Window

After localizing start and end point of a recognized gesture from hand worn ACC, we encode entire gesture window related ACC signal as images [55] (Implementation Codes: [54]). In this regard, as shown in Fig 3, at first, we consider Recurrent Plot (RP) of each ACC axis (3-axis) data. RP is a visualization method to analyze nonlinear data points on phase space trajectories of a dynamic time-series system, whose states are typically in a rather intricate manner [56, 57]. We utilize RP to encode 3-axis signals as RGB channels of color images so that their correlation information can be encoded. In this regard, we use Lu et al. proposed modified RP encoding method to generate 3-channel color image from 3-axis ACC signal using a modified RP matrix construction method [55] (Fig 3).

3 MULTI-MODAL SIAMESE NEURAL NETWORK (MMSNN)

Siamese Neural Network (SNN) consists of two similar sub-neural networks with identical parameters and shared weights [51]. These two sub-neural networks are connected by a contrastive loss function, which calculates a similarity score between two input samples based on the feature vector representation of the two sub-neural networks. PRI-attack extends SNN to Multi-Modal sub-neural networks where each sub-network consists of a CNN-based ACC image encoder and a LSTM-based physiological sensor (PPG/EDA/Temp) encoder. Both of the encoders (CNN and LSTM) are concatenated together to generate a multi-modal fused feature representation (Fig 4). Finally, two identical sub-networks are fused together using a weighted cost function.

3.1 Multi-modal Feature Representation

mmSNN takes a pair of multi-modal inputs within a detected gesture window: (i) a ACC image and (ii) a time-series of physiological signal. To achieve maximized similarities between two embeddings, a Siamese Network was designed that (1) learns the joint embeddings between the physiological signal and ACC images using deep encoders and (2) maximizes the similarity measure between the two modalities. Let a multimodal dataset \( X = \{p_g, a_g\} \) where \( p \) and \( a \) represent \( g^{th}\)-gesture related physiological and ACC image. The objective is to build two encoders that convert the physiological signal and ACC image into a common space, \( \eta \). The physiological data encoder (\( \phi \)) that maps the physiological signal into the common space was built using LSTM modules of different sizes to facilitate learning of temporal features from the physiological data. A linear layer was then applied to project the learned features into a one-dimensional feature vector in the common space, \( \eta \). Similarly, the ACC image encoder, \( a \), mapped the input image into the common space (\( \eta \)) using Convolutional Neural Networks (CNN) with different sizes of convolutional layers. Again, a linear layer was applied to produce a one-dimensional feature vector in the common space (\( \eta \)). The output of two encoders (\( \phi \) and \( a \)) was then concatenated using a compatibility function \( F(p, a) = [\phi(p), a(a)] \). \( F \) is used to measure the similarity between two sample pair embeddings in
the common space (\( \eta \)). Finally, the output of \( F \) from two sub-networks is passed to a weighted loss function for joint identification and verification. We omit physiological and ACC signal encoders (shown in Fig 4) description due to space constraints.

### 3.2 Weighted Jointed Identification

During the training process, we build a joint identification and verification approach \([58]\) to define our training objective where softmax loss function has been used to compute identification cost which has been integrated into our final training objective function defined as follows

\[
V(\eta) = P(q = c|\eta) = \frac{\exp(W_c \eta)}{\sum_k \exp(W_k \eta)}
\]

\( \eta \) is the common feature vector output from multi-modal feature learning step and \( q \) is the identity. \( W_c \) and \( W_k \) indicate the \( c^{th} \) and the \( k^{th} \) column of the softmax matrix \( W \), respectively. \( W \) is the feature weight matrix of common feature vector \( \eta \). The weighted joint identification objective function, which is used for training, incorporates the ability to predict a persons identity.

### 4 EXPERIMENTAL EVALUATION

#### 4.1 Datasets

We use two datasets to evaluate PRI-attack model performance which are described as follows:

**D1: Gamer's Fatigue Dataset:** We collected data on 5 recruited student video games players (age ranges from 19-25) for 7 days while wearing Empatica E4 watch \([5]\) through the appropriate institutional IRB approval \(^1\). Empatica E4 watch consists of ACC (ACC), electrodermal context (EDA), photoplethysmography (PPG) and skin temperature (TEMP) sensors.

**D2: Restaurant Data:** We recruited 8 student volunteers to perform a preparing and eating sandwich activity in restaurant environment for 20 minutes each while wearing Empatica E4 watch with IRB approval \([5]\) \(^1\). Empatica E4 watch consists of ACC (ACC), electrodermal context (EDA), photoplethysmography (PPG) and skin temperature (TEMP) sensors.

**D3: Older Adults Data:** We collected data on 22 recruited older adults (75-95 years of old) to perform 13 scripted activities while wearing Empatica E4 watch with appropriate IRB approval \([5]\) \(^1\).

**D4: Healthy Adults Fatigue Dataset:** We have used publicly available health adults fatigue dataset \([11, 12]\) collected from 28 healthy individuals (26–55 years of age, average age 42 years, 41%/51% female/male) from 1 to 219 consecutive days (mean 35, median 9, total 973 days) while wearing multisensor wearable device, Everion (Biovotion AG, Switzerland \([13]\)) over a 1-week period. The device combines a 3-axis ACC, barometer, galvanic skin response electrode, and temperature and photo sensors (see \([11, 12]\) for more details).

#### 4.2 Data Preparation

To generate appropriate input to \( \text{mmSNN} \), we need pairs of ACC and physiological signal windows that are similar, and, pairs of ACC and physiological signal windows that are dissimilar. The objective function \( F \) will minimize the loss while similar pairs

\(^1\)Previously published work references with IRB number will be provided upon acceptance.
have been found and maximize loss otherwise. The similar pairs will be associated with the user’s identity in the training set. As stated in our hypotheses, we consider our feature space vector $\eta_i$ will be similar to another $\eta_j$ if both belongs to same individuals given the same gesture, i.e., the gesture activity responses on physiological-gesture combined feature representation is a unique biometric for each individual. Considering the above hypothesis, first, we use pre-trained GestureKeeper [52, 53] model and used it to detect and localize gesture window. During the training of mmSNN, we consider user’s identity of the training samples are known. We converted ACC image to image and took physiological signal (sequential data) within the gesture window and train mmSNN model along with the identity function. ACC image will pass through the ACC encoder and physiological signal will be passing through the physiological encoder while training mmSNN model for similarity/dissimilarity learning based user’s identity classifier. We consider accuracy $\frac{TP+TN}{TP+TN+FP+FN} \pm \%$ as evaluation metrics for re-identifying users for all gesture window in the testing data. Since, our framework is the first of its kind, we could not compare with any other frameworks with our results.

### 4.3 Results Analysis

We investigate different physiological signals i.e., Photoplethysmograph (PPG), Electrodermal Activity (EDA), Skin Temperature (Temp), EDA, Heart Rate (HR) derived from PPG signal [59], Breathing Rate (BR) derived from PPG [60], BVP (Blood Volume Pulse derived from PPG), IBI (Inter Beat Interval derived from PPG), Tonic Component (TC) of EDA signal [61] and Phasic Component (PC) of EDA data [61]). D4 has no EDA data using our proposed method. Table 1 presents the details results of our investigations on different databases considering randomly selected 100 episodes of detected gestures as our training candidates which have been used to generate similar and dissimilar data pairs to train our core mmSNN model. The results show that PPG signals based mmSNN algorithms provide high accuracy (65%+) for all datasets which confirms that user’s gesture specific PPG signal provides unique biometric signature that can be used against identity theft. On the other hand, skin temperature (Temp) and EDA signals derived physiological features are not that much significant (<55%) in detecting user’s identity. While analyzing more details, we found that HR and BR provides higher user specific biometric signature (>66%+) which can be derived from PPG signal. Also, we can see that, as the number of users increases (# users are 5, 8, 22 and 28 in datasets D1, D2, D3 and D4 respectively), the user’s identity revealing capabilities are decreasing. Fig 5 shows accuracy comparisons on different datasets in terms of the number of gesture windows in the training sample which shows that as the training samples are getting increased, the capabilities of re-identifying users are also increased for PPG signal on each dataset.

### 5 CONCLUSION

The evolution of ubiquitous sensing technologies has enabled modern intelligent systems to monitor physical (such as cooking, walking, gestures) and physiological (such as heart rate, breathing rate) contexts more accurately than ever in privacy preserving way. While the wearable and ambient sensing technologies in conjunction with complex deep learning models are getting more powerful in detecting microscoping human contexts, the data privacy has become a serious concern given the easy availability of multiple technologies. The Health Insurance Portability and Accountability Act (HIPAA) [1] states no clear indication of storing de-identified multi-source wearable sensor-based health contextual data in a single location (HIPAA compliant server). In this paper, we argue that, contextual responses of multi-source healthcare data can easily be utilized to perform a person re-identification attack if the attacker can learn few gesture related physiological features of the individual. While modern computer vision technology can be easily utilized to learn hand gestures and corresponding physiological signal (heart rate, breathing rate) from public surveillance camera, these huge amount of recorded videos can be easily utilized by the attackers to learn user specific biometrics to reveal identity from HIPPA compliant serve stored wearable sensing data.
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