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ABSTRACT

Intelligent tutoring systems (ITSs) are computer programs that provide instruction adapted to the needs of individual students. Dialog systems are computer programs that communicate with human users by using natural language. This paper presents a systematic literature review to address ITSs that incorporate dialog systems and have been implemented in the last twenty years. The review found 33 ITSs and focused on answering the following five research questions. a) What ITSs with natural language dialogue have been developed? b) What is the main purpose of the tutoring dialogue in each system? c) What are the pedagogical features of the teaching process performed by the ITSs with natural language dialogue? d) What natural language understanding approach does each system employ to understand students’ utterances? e) What evidence exists related to the evaluation of ITSs with natural language dialogue? The results of this review reveal that most ITSs are directed toward science, technology, engineering, and mathematics (STEM) domains at the university level, and the majority of the selected ITSs implement the expectations and misconceptions tailored approach. Furthermore, most ITSs use dialog to help students learn how to solve a problem by applying rules, laws, etc. (the apply level in Bloom’s taxonomy). With regard to the instructional approach, the selected ITSs help students write correct explanations or answers for deep questions; assist students in problem solving; or support a reflective dialogue motivated by either previously provided content or the result of a simulation. Additionally, we found empirical evaluations for 90.91% of the selected ITSs that measure the learning gains and/or assess the impacts of different tutoring strategies.
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I. INTRODUCTION

Intelligent tutoring systems (ITSs) are computer programs that provide instruction adapted to the needs of individual students; i.e., they perform functions inherent to the tutorial process (presenting information that must be learned, asking questions or assigning tasks, providing feedback, etc.) to cause a cognitive and motivational change in the student. To accomplish this goal, ITSs leverage artificial intelligence techniques to define content models (the subject to be taught) as well as the tutoring strategies to be employed with each student; i.e., they specify “what” and “how” to teach [1].

According to what was reported by du Boulay [2], there is substantial empirical evidence of the effectiveness of ITSs [3]–[6]. Other studies have found some evidence of the connection between students’ metacognitive decisions while working with an ITS and their learning gains [7].

A dialog system is a computer program that communicates with a human user by using natural language. Dialog systems are currently gaining interest in different fields of application, such as e-commerce, personal assistants, and call centers.

Natural language tutoring systems implement several well-validated instructional strategies, such as active participation in learning [8], adequate feedback [9], collaborative interaction [10], or the presence of impasse or cognitive imbalance [11]. These strategies are reported in the literature...
related to the ITSs developed over recent years that have dialogue in natural language. Additionally, the literature shows an evolution in the tutoring provided by some of these systems, providing a better understanding of their functionality and learning benefits. One example of this evolution is described in [12]. This work shows an ITS called Autotutor and the subsequent versions of this ITS, which during the past two decades have been incorporating improvements to the tutoring process. In another study [13], it can be seen that starting from SQL-Tutor, many tutors based on constraints have been developed to teach well-defined and ill-defined tasks. Moreover, this work also revealed how the natural language dialogue strategies implemented by these tutors have improved over time. In [14], a brief survey is presented that describes some of the ITSs that support conversational dialogues together with the natural language processing (NLP) techniques that facilitate having free entry of words and sentences.

However, to the best of our knowledge, to date, no systematic literature review of ITSs with dialogue in natural language has been presented. Hence, the main contribution of this article is to provide an overview of this kind of system that covers, for each system, the teaching purpose of the dialogue, the main pedagogical features of its tutoring dialogue, the natural language understanding approach adopted, and the empirical support of its learning effectiveness.

To identify evidence that pertains to the ITSs with dialogue in natural language, we have carried out a systematic literature review (SLR) based on the Kitchenham and Charters guidelines [15]. They define an SLR as a means of identifying, evaluating and interpreting all of the available research relevant to a certain topic area. This process includes the identification and classification of contributions in a specific field of interest to provide a framework/background to appropriately position new research activities. Thus, the main goal of our SLR is to identify and structure the existing knowledge about ITSs that integrate natural language dialogue in the tutoring process.

The remainder of the paper is structured as follows. Section 2 presents the theoretical foundations for ITSs and dialog-based systems. Section 3 describes the method that we followed to collect and compare the different ITSs that exist in the literature. Section 4 reports the results of the literature review along with an analysis of the answers found for research questions. Section 5 provides a discussion of previous results. Section 6 discusses some threats to the validity of this study. Section 7 describes some future trends in this field. Finally, Section 8 outlines the conclusions of this research and suggests some future lines of work.

II. THEORETICAL FOUNDATIONS
A. INTELLIGENT TUTORING SYSTEMS
The term ITS has its origin in the publication of Carbonell [16], in which a system called Scholar is detailed. This system consists of a set of programs that use a semantic representation of the student’s knowledge to create a dialogue with him/her. Later, Sleeman and Brown [1] enumerated the main features that an ITS should possess: it should be adaptive to the student, be able to exchange the control with the student, and possess domain-specific knowledge. Then, Wenger [17] took inspiration from these ideas to present a reference architecture for an ITS composed of four modules: communication, tutorial, student and expert.

In Wenger’s architecture, the communication module is the interface between the student and the ITS, through which either the student’s tutoring requests are received to evaluate his/her solution or the ITS provides an immediate response based on the student’s behavior. The tutorial module is the core of the ITS and implements the tutoring strategy. The student module contains information on the student that is related to his/her knowledge, previous actions (logs), learning style, etc. Such a student module typically features some inference mechanisms to diagnose what the student knows or not from his/her answers, actions and/or utterances. All of this information is essential to decide the best tutoring strategy for each student. The expert module keeps the knowledge domain, i.e., the concepts to be taught and/or the tasks that the student must learn to perform.

Generally, ITSs provide feedback and hints in each step of the problem-solving process. In some cases, feedback and hints are shown immediately every time the student performs a step [18], [19], whereas in other cases, the ITS waits until the student has submitted a whole solution [20].

Systematic reviews of ITSs [21]–[23] have shown that ITS research has successfully provided techniques and systems to help students acquire specific cognitive and metacognitive knowledge in different areas (e.g., medicine, mathematics, science, database design). ITS research has also proposed different strategies for tutoring, such as the identification and correction of errors [24] and the construction of self-explanations [25], [26].

As student modeling is a central element of the ITS design, researchers have adopted a variety of approaches depending on how the student model is represented. As a result, we have considered the ITS types mentioned in [4]: model-tracing tutors (MTTs), constraint-based modeling (CBM), Bayesian network modeling (BNM), and expectation and misconceptions tailoring (EMT). Next, we will briefly explain each approach.

In MTTs, domain knowledge is captured through rules, and the student model is required to “trace” the student input and find a sequence of rule executions whose final result matches the student’s contributions [27]. To provide the input, some operations or student’s actions are available in the user interface that enable student to advance towards the solution of the problem.

In CBM, domain knowledge is represented as a set of constraints, and the student model has to identify the constraints that the student violates during the resolution of the problem [28]. This type of ITS is particularly well-suited to ill-defined domains in which there could be many possible solutions to the same problem.
In BNM, the student model contains causal connections between pieces of target domain knowledge and observable student actions. Additionally, every piece of target domain knowledge has an associated probability that represents the system’s best assumption that the student knows that piece of knowledge [29].

In EMT, the student model represents a set of missing pieces of information in an expected response and a set of errors and misconceptions expressed by the student thus far [30].

Although the scope of this SLR is the ITSs with natural language dialogue, it is worth noting that there are many ITSs developed after Scholar and before 1998 where the communication module did not focus on natural language feedback. Instead, the communication module of these ITSs was implemented entirely using a GUI for student input and feedback that was sometimes accompanied with some text.

B. DIALOG-BASED SYSTEMS

A dialog system is a computer program that communicates with a human user by using natural language. A key component of a dialog system is the dialog manager, which is responsible for keeping track of the state and flow of the conversation as well as making decisions on the most appropriate next system action (e.g., the answer).

A fundamental aspect of dialog systems is NLP. NLP is considered to be a subfield of computer science concerned with using computational techniques to learn, understand, and produce human language content [31]. NLP is also employed to convert information stored in natural language to a machine-understandable format.

NLP systems vary in the employed techniques, are built for different purposes, and can differ in focus to link natural language inputs and outputs with their domain models.

A subfield of NLP is natural language understanding (NLU), which addresses the understanding of the user’s utterances. There are three main approaches for NLU: symbolic, statistics, and hybrid approaches [32].

The symbolic approach is based on linguistic or lexical-graphical knowledge. This knowledge is specified by a language expert in form of a lexicon and a grammar that later can be employed to analyze the user inputs. On the other hand, the statistical approach is based on quantitative methods and uses a corpus to train a text classifier without knowledge of grammars or lexicons provided as direct input [33]. So, this approach relies on discovering the cooccurrence relationships of the words in text excerpts of a corpus. Finally, the hybrid approach results from a combination of the other two approaches, with the goal of complementing each other. For example, syntactic features can be used to complement the training of a text classifier.

Tutoring dialogue is considered to be a dynamic form of instruction that can be highly adaptable to the individual needs of students and provides opportunities for students to make their thinking transparent to a tutor [34]. Thus, tutorial dialog systems aim to provide feedback in natural language using a wide range of tutoring tactics similar to those employed by a human teacher; they facilitate high interactivity and provide opportunities to reflect on existing (right or wrong) knowledge and integrate new knowledge [35].

To achieve a fluent conversation in a tutoring dialogue, the dialog manager must be flexible, prompt and goal oriented. The system must be flexible to accommodate to any input from the student. In addition, it must be prompt to take advantage of learning opportunities that arise and, above all, to ensure that the existing dialogue plans are fulfilled without failure while providing appropriate feedback. Therefore, a dialog manager must emulate the pragmatics of human-human tutoring dialogues [34].

In the literature, dialog systems are also called conversational agents (CAs) [36]. There are two types of CAs (not mutually exclusive): linguistic conversational agents that handle the conversation in written or spoken form [37] and embodied conversational agents that give a more realistic appearance to the dialogue by using the attributes of an animated humanoid body, i.e., facial expressions, movement of the mouth, and eye gaze [38].

III. METHOD

We conducted an SLR following the guide proposed by Kitchenham and Charters [15]. According to this guide, the process includes several activities, which can be grouped into the following three phases: planning of the SLR (research questions, search strategy, inclusion and exclusion criteria), conducting the SLR (selection process of primary studies, data extraction and synthesis) and reporting the SLR (results and analysis). These activities are described below.

A. RESEARCH QUESTIONS

This systematic review responds to the following research questions:

RQ1: What are the essential features of the existing ITSs that have natural language dialogue?

RQ2: What is the main purpose of the tutoring dialogue in each system?

RQ3: What are the instructional approaches and the support resources used by the ITSs with natural language dialogue?

RQ4: What is the NLU approach implemented by each system?

RQ5: How have the ITSs with natural language dialogue been evaluated empirically?

B. SEARCH STRATEGY

The search was carried out within the period between January 1998 and January 2018 in the following digital libraries: ACM Digital Library, Elsevier Scopus, Elsevier Science Direct, IEEE Xplore, Semantic Scholar and SpringerLink.

The search query was defined by using different keywords related to intelligent tutoring systems and dialog systems, in the following way: (“Intelligent Tutoring” OR “Tutor” OR “Pedagogical Agent” OR “Intelligent Learning...
Environment”) AND (“Dialogue”), OR “Tutorial Dialogue System” OR “Natural Language”, OR “Conversational”) AND (“Teaching” OR “Educational Training” OR “Procedural Training”)

To ensure that we were not leaving out relevant documents (false negatives), we repeated the search with new synonymous keywords until the search did not return any new document that met the inclusion criteria.

C. INCLUSION AND EXCLUSION CRITERIA

We included studies that had been peer-reviewed; describe some contributions of ITSs whose tutoring is based on dialogue with natural language; explain the main purpose of the dialogue; specify the adopted NLU approach; and describe how the tutoring dialogue was conducted. For some ITSs, we also included papers that described further details of their NLU approach or empirical studies related to them.

We excluded studies based on the following: those that are surveys, not peer-reviewed, duplicated, or not written in English; if they describe conversational agents that have not been integrated into ITSs; or if either their tutoring process or their NLU approach is not explained in sufficient detail.

D. SELECTION PROCESS

As outlined in Figure 1, the selection process consisted of four steps. In step 1, the papers identified through database searching were screened while accounting for the title and keywords. Then, in step 2, we reviewed the abstracts. As a result of this review, we selected 185 out of 630 papers. Next, we examined in detail the full text of those 185 papers in step 3, and we were left with 46 papers. Finally, in step 4, we applied the backwards snowball technique to the selected papers, and we obtained three more papers, reaching a total of 49 primary studies.

E. DATA EXTRACTION

To answer the five research questions, apart from the id, the system name, and the paper references, we defined the following nine features:

- ITS type, knowledge area and educational level. (addressing RQ1).
- Purpose of the dialogue (addressing RQ2).
- Instructional approach, support resource and test format (addressing RQ3).
- NLU approach (addressing RQ4).
- Empirical evaluation (addressing RQ5).

IV. RESULTS AND ANALYSIS

Of the 49 primary studies analyzed, a total of 33 ITSs were identified. Table 1 presents the general information on each study: system’s name, reference, relationship to research question, paper type, venue, and year of publication; and Table 2 shows a summary of the main characteristics of each ITS. Furthermore, we also tabulated the data with regard to each research question in Tables 3-7.

A. RQ1: ESSENTIAL FEATURES OF AN ITS

In this research question, we sought to identify the essential features of the ITSs included in this study. To accomplish this task, we chose the three essential features shown in Table 3. For each feature, we defined some categories based on the content of the selected studies and other surveys. Next, we detailed how the ITSs are classified by using these categories for each essential feature.

1) ITS TYPE

For this essential feature, we will use the classification mentioned in section II.A.

a: EXPECTATION AND MISCONCEPTIONS TAILORED

Table 3 shows that the ITSs of EMT type are the most frequent. This approach is quite common in human tutoring [39], [40]. Basically, these systems model student knowledge through matching the students’ answers with a list of good answers that represent expectations (learning objectives) and/or a list of anticipated misconceptions in the domain [30]. However, not all of these ITSs work with both expectations and misconceptions: some of them focus on only one of these sets to provide feedback, as will be explained below.

In this group of EMT systems, we can find Autotutor [41] and its versions, namely, Aries [42], Autotutor 3D [43], Autotutor Affect-Sensitive [44], AutoTutor Lite [45], DeepTutor [46], Gaze Tutor [47], Guru [48], and Why2-Autotutor [49]. All of the ITSs of the Autotutor family share a tutoring strategy based on both expectations and misconceptions: some of them focus on only one of these sets to provide feedback, as will be explained below.

AutoTutor Lite is a web-based version designed for integration into third-party systems that works with a simplified student model called learner’s characteristic curves based on the relevance and newness of the student contributions [50].
In addition, AutoTutor Lite supports shareable knowledge objects (SKO) to create the materials to be learned by the students [51].

BRCA Gist [52] and VCAEST [53] were developed using AutoTutor Lite for the generation of tutorial dialog.

Although the application of the EMT strategy is not explicitly indicated in the studies related to Abdullah [54], Lana [55], Beetle II [56], CIRCSIM-Tutor [57], Dialog [58], Geometry Explanation Tutor [59], ITSpoke [60], My Science Tutor [61], Oscar [62], ProPL [63], ReportTutor [64], Rimac [65], RMT [66], SCOT [67], VCAEST [53], Why2-Atlas [68], Why2-AutoTutor [69], and Why2-Atlas [68], after analyzing the way in which they perform the tutoring, we concluded that they belong to this type of ITS. Next, let us justify this conclusion for each of these systems. Abdullah and Lana compare students’ short answers with the expected right answers.

Abdullah and Lana compare students’ short answers with the expected right answers.
### TABLE 2. Summary of ITSs characteristics.

| RQ | Characteristics |
|----|-----------------|
| 1  | **ITS type**    |
|    | ITS type         |
|    | Expectation and misconceptions tailored |  |
|    | Model-tracing tutor |  |
|    | Constraint-based model |  |
|    | Bayesian network model |  |
| 1  | **Knowledge area** |
|    | Natural science |  |
|    | Computer science |  |
|    | Others |  |
|    | Medicine |  |
|    | Mathematics |  |
| 1  | **Educational level** |
|    | College |  |
|    | High school |  |
|    | Others |  |
|    | Elementary school |  |
| 1  | **Understand level** |
|    | Explanation of concepts |  |
|    | Short answer questioning |  |
|    | Explanation of executed actions |  |
| 2  | **Apply level** |
|    | Justification of solutions |  |
|    | Application of rules, laws, and theorems |  |
|    | Execute an exercise |  |
|    | Resolution based on schema |  |
| 2  | **Analyze level** |
|    | Create level |  |
| 3  | **Test formats** |
|    | Long answer |  |
|    | Short answer |  |
| 4  | **Symbolic** |
|    | Statistical |  |
|    | Hybrid |  |
| 5  | **Impact of different tutoring strategies** |
|    | Comparison of different strategies supported by dialogue |  |
|    | Tutoring feedback supported by dialog vs limited tutoring feedback |  |
|    | Tutoring feedback supported by dialog vs limited tutoring feedback vs random feedback |  |
| 5  | **ITS versus traditional learning method** |
|    | Short-term learning |  |
|    | Long-term learning |  |
| 5  | **Student impressions** |
|    | NLU |  |
|    | Voice recognizer |  |
|    | Emotion recognizer |  |
| 5  | **Component evaluation** |
|    | Not reported |  |
| 5  | **Positive argumentation** |  |

| ITS | Acalab | Arias | AutoTutor | AutoTutor 3D | AutoTutor AS | AutoTutor Life | Beast 2 | CIRC-SHM Tutor | DeepTutor | DIAL | EBR-Tutor | Gene Tutor | Guess, Exp. Tutor | Gem | gTutor | KennySE | Loom | Mr. Linkpunt | My Science Tutor | NomettaSE | Oscar | Perp | Peru | ResNet Tutor | Reuse | SACET | Scala | StatSE | Web-2.0 | Wiki-AutoTutor |
|-----|--------|-------|-----------|-------------|-------------|--------------|---------|---------------|----------|------|-----------|-----------|----------------|------|--------|---------|------|-------------|--------------|----------|-------|-----|-----|------------|-------|-------|-------|-------|--------|----------|
Beetle II uses a knowledge base to verify the factual and the explanation correctness of the students’ responses. Thus, knowledge base can be considered a set of explicit and inferred expectations.

CIRCSIM-Tutor keeps a student model that represents the student’s errors and their possible misconceptions.

Then, we have some ITSs (Rimac, ITSpoke, Why2-Atlas and ProPL) that have been implemented by employing tutorial dialog toolkits, such as TuTalk [68] and Atlas [69]. These toolkits support the definition of flexible tutoring strategies, which can rely on expectations and/or typical errors.

Dialog addresses misconceptions that are detected in students’ proofs. To detect these misconceptions, the system relies on a domain reasoner that evaluates the soundness, granularity (acceptable size of the proof) and relevance (useful with respect to the goal) of the proof steps with respect to the expectations. Geometry Explanation Tutor focuses on helping students to improve explanations that appear to aim at the right idea but are not sufficiently precise with respect to the expected explanation.

My Science Tutor, during spoken dialogues, asks questions that are designed to elicit student responses that will map to the elements of the targeted semantic frames (statements to be learned). Information extracted from student responses is integrated into the session context that represents which points have been addressed by the student, which have not, which were expressed correctly, and which represented misconceptions.

Oscar relies on erroneous or incomplete solutions to provide feedback.

ReportTutor assesses the correction of students’ reports by checking if they contain some erroneous or missing information.

RMT engages students in a natural language dialogue, evaluating student responses against sets of expected answers.

b: MODEL-TRACING TUTOR
These ITSs (Atlas-Andes [70], Jacob [71], Paco [72] and Ms. Lindquist [73]) monitor the learning progression of the students by keeping track of their actions as performed through the user interface. Thus, these ITSs employ a dialogue to help the student advance towards resolution of a problem.

c: CONSTRAINT-BASED MODEL
The ITSs of CBM type (Normit-SE [74], Kermit-SE [75] and EER-Tutor [76]) model the domain knowledge by means of a set of constraints that have to be met during the problem-solving process. So, the violation of a constraint will reveal a knowledge gap or misconception that will have to be corrected in the student’s knowledge. As we will explain later on, the support for the self-explanation will play a key role in the revision of the student’s knowledge.

d: BAYESIAN NETWORK MODEL
The BNM type is used to represent a student model of multiple variables with which you can determine the probability that the student has acquired some knowledge or has a misconception. The Bayesian network is an appropriate modelling option because the task of inferring a student’s cognitive state from their responses to questions involves a great deal of uncertainty. According to the selected studies, SCOT [77] is the only member of this subgroup.

2) KNOWLEDGE AREA
Each of the referenced ITSs addresses one of the following knowledge areas: natural science, computer science, medicine, mathematics, and others. From these, the ITSs of natural science in the domains of physics, biology and electronics stand out to a greater extent, followed by the ITSs of computer science.

In addition to showing their areas of knowledge, it is worth noting that ITSs provide tutoring in three different languages: Dialog (German), Abdullah and Lana (Arabic) and the other ITSs (English).

3) EDUCATIONAL LEVEL
This essential feature refers to the educational level at which the ITS has been utilized. We will consider the following educational levels: elementary school, high school, college, and others. This essential feature highlights a higher percentage of ITSs aimed at the college level. For AutoTutor Lite and Jacob, this information was not reported in any paper.

B. RQ2: PURPOSE OF DIALOGUE
This research question was used with the intention of knowing which type of cognitive processes are supported by each ITS. To classify the ITSs, as shown in Table 4, we considered the levels of cognitive processes defined in the revised edition of Bloom’s taxonomy [78]. In turn, in the first two levels (understand and apply levels), we distinguished different subgroups of ITSs that account for how students demonstrate their knowledge of the target matter.

1) UNDERSTAND LEVEL
This type of system typically adapts the dialogue to facilitate the building of connections between new knowledge and prior knowledge in the students’ mind. In this sense, the dialogues serve several purposes: to help students provide correct answers to questions and explanations; to remedy misconceptions; and to summarize the addressed topics to make clear the learning of the main concepts.

a: EXPLANATION OF CONCEPTS
Within the group of systems at the understand level, most of the systems are aimed at making explanations of concepts. In this subgroup are Aries, AutoTutor, AutoTutor Affective – Sensitive, AutoTutor Lite, BRCA Gist, Gaze Tutor, Guru, My Science Tutor, and RMT. All of these systems require
students to provide explanations in response to their questioning rather than short answers that could lead to superficial knowledge. In the case of Guru, it presents students with brief lectures from which they produce summaries, complete conceptual maps and finish cloze tasks.

b: SHORT ANSWER QUESTIONING
Abdullah and Lana comprise another subgroup of ITSs, which share the feature of formulating short answer questions to the students.

c: EXPLANATION OF EXECUTED ACTIONS
Another ITS of this group is SCoT. However, instead of commenting on the student’s answers, SCoT examines the actions that the student performed in a DC-Train simulator and then involves him/her in a reflective dialogue [79].

2) APPLY LEVEL
The ITSs of this group generate dialogues in natural language to accompany the students in problem solving, guiding the student through the solving process. Nevertheless, some of these ITSs wait for students to complete the resolution of a problem and then engage them in dialogues to review their comprehension of the concepts. Here, it is worth noting that this approach is underpinned by the study presented in [80].

According to its conclusions, students can ask more questions and better discuss their reasoning processes in the dialogues that are generated after the resolution of a problem than in the dialogues generated during the resolution of the problem.

a: JUSTIFICATION OF SOLUTIONS
Most of the ITSs in this subgroup (AutoTutor 3D, DeepTutor, ITSpoke, Why2-Atlas and Why2-AutoTutor) pose a physics problem to students and then help the students to solve the

---

### TABLE 3. Essential features of an ITS.

| Essential Features | ITS                                                                 | Freq. | %  |
|--------------------|----------------------------------------------------------------------|-------|----|
| ITS type           | Expectation and misconceptions tailored                              |       |    |
|                    | Abdullah, Aries, AutoTutor, AutoTutor 3D, AutoTutor Affect – Sensitive, AutoTutor Lite, Beetle II, BRCA Gist, CIRCSIM-Tutor, DeepTutor, Dialog, Gaze Tutor, Geometry Explanation Tutor, Guru, ITSpoke, Lana, My Science Tutor, Oscar, ProPL, ReportTutor, Rimac, RMT, VCAEST, Why2-AutoTutor, Why2-Atlas. | 25    | 75.76 |
| Model-tracing tutor| Atlas-Andes, Jacoby, Ms. Lindquist, Paco.                           | 4     | 12.12 |
| Constraint-based model | EER-Tutor, Kermit-SE, Normit-SE.                                   | 3     | 9.09  |
| Bayesian network model | SCoT                                                                | 1     | 3.03  |
| Knowledge area     | Natural science                                                      |       |    |
|                    | Atlas-Andes, AutoTutor 3D, Beetle II, DeepTutor, Gaze Tutor, Guru, ITSpoke, Lana, My Science Tutor, Rimac, Why2-AutoTutor, Why2-Atlas. | 12    | 36.36 |
|                    | Computer science                                                     |       |    |
|                    | Autotutor, AutoTutor Affect – Sensitive, EER-Tutor, Kermit-SE, Normit-SE, Oscar, ProPL. | 7     | 21.21 |
|                    | Others                                                               |       |    |
|                    | Abdullah, Aries, AutoTutor Lite, Jacoby, Paco, RMT, SCoT.            | 7     | 21.21 |
|                    | Medicine                                                             |       |    |
|                    | BRCA Gist, CIRCSIM-Tutor, ReportTutor, VCAEST.                       | 4     | 12.12 |
|                    | Mathematics                                                          |       |    |
|                    | Dialog, Geometry Explanation Tutor, Ms. Lindquist.                  | 3     | 9.09  |
| Educational level  | College                                                              |       |    |
|                    | Atlas-Andes, AutoTutor 3D, AutoTutor Affect – Sensitive, Beetle II, BRCA Gist, CIRCSIM-Tutor, Dialog, EER-Tutor, Gaze Tutor, ITSpoke, Kermit-SE, Normit-SE, Oscar, ProPL, RMT, Why2-AutoTutor, Why2-Atlas. | 18    | 54.55 |
|                    | High school                                                          |       |    |
|                    | Aries, DeepTutor, Geometry Explanation Tutor, Guru, Ms. Lindquist, Paco, Rimac, SCoT. | 8     | 24.24 |
|                    | Others                                                               |       |    |
|                    | Lana, ReportTutor, VCAEST.                                           | 3     | 9.06  |
|                    | Elementary school                                                    |       |    |
|                    | Abdullah, My Science Tutor.                                          | 2     | 6.06  |
|                    | Not reported                                                         | 2     | 6.06  |

### TABLE 4. Purpose of the dialogue.

| Purpose of Dialogue | ITS                                                                 | Freq. | %  |
|---------------------|----------------------------------------------------------------------|-------|----|
| Understand level    | Explanation of concepts                                              | 9     | 27.27 |
|                     | Aries, AutoTutor, AutoTutor Affect – Sensitive, AutoTutor Lite, BRCA Gist, Gaze Tutor, Guru, My Science Tutor, RMT. |       |    |
|                     | Short answer questioning                                              | 2     | 6.06  |
|                     | Abdullah, Lana                                                       |       |    |
|                     | Explanation of executed actions                                      | 1     | 3.03  |
|                     | SCoT                                                                |       |    |
| Apply level         | Justification of solutions                                           | 8     | 24.24 |
|                     | AutoTutor 3D, Beetle II, DeepTutor, ITSpoke, Rimac, VCAEST, Why2-Atlas, Why2-AutoTutor. |       |    |
|                     | Application of rules, laws and theorems                                | 5     | 15.15 |
|                     | Atlas-Andes, CIRCSIM-Tutor, Dialog, Geometry Explanation Tutor, Ms. Lindquist. |       |    |
|                     | Execute an exercise                                                  | 3     | 9.09  |
|                     | Jacoby, Normit-SE, Paco.                                             |       |    |
|                     | Resolution based on schemas                                          | 2     | 6.06  |
|                     | Oscar, ProPL                                                         |       |    |
| Analyze level       | ReportTutor.                                                         | 1     | 3.03  |
|                     | EER-Tutor, Kermit-SE.                                                | 2     | 6.06  |
| Create level        |                                                                      |       |    |
TABLE 5. Pedagogical features of ITSs.

| Pedagogical Feature                      | ITS                                                                 | Freq. | %   |
|------------------------------------------|----------------------------------------------------------------------|-------|-----|
| Instructional approach                   | Generation of explanations to justify solutions                     | 18    | 54.55 |
|                                          | Aries, AutoTutor, Autotutor 3D, AutoTutor Affective – Sensitive,   |       |     |
|                                          | AutoTutor Lite, Beetle II, BRCA Gist, DeepTutor, Gaze Tutor, Guru,  |       |     |
|                                          | ITSpoke, My Science Tutor, Rimac, RMT, SCO, VCAEST, Why2-Atlas,     |       |     |
|                                          | Why2-AutoTutor                                                      |       |     |
| Support problem solving                  | Atlas-Andes, CIRCSIM-Tutor, Dialog, EER-Tutor, Geometry Explanation| 10    | 30.30 |
|                                          | Tutor, Kermit-SE, Ms. Lindquist, Oscar, ProPL, ReportTutor         |       |     |
| Clarify and direct procedures            | Paco, Jacob, Normit-SE                                             | 3     | 9.09 |
| Ask questions - answer                   | Abdullah, Lana                                                     | 2     | 6.06 |
| Support resources                        | Animated agent                                                     | 15    | 44.12 |
|                                          | Aries, AutoTutor, AutoTutor 3D, AutoTutor Affective – Sensitive,   |       |     |
|                                          | AutoTutor Lite, BRCA Gist, DeepTutor, Gaze Tutor, Guru, Jacob,     |       |     |
|                                          | My Science Tutor, RMT, VCAEST, Why2-AutoTutor                     |       |     |
| Images                                   | Abdullah, Atlas-Andes, AutoTutor, AutoTutor Affective – Sensitive, | 13    | 38.24 |
|                                          | AutoTutor Lite, BRCA Gist, DeepTutor, Gaze Tutor, Guru, Geometry   |       |     |
|                                          | Explanation Tutor, My Science Tutor, Oscar, RMT                     |       |     |
| Audio and video                          | Abdullah, Aries, My Science Tutor, BRCA Gist, Guru, ITSpoke,      | 11    | 32.35 |
|                                          | Oscar, Rimac, SCO, VCAEST                                          |       |     |
| Simulation                               | AutoTutor 3D, Beetle II, Jacob, My Science Tutor, Paco, SCO,       | 7     | 20.59 |
|                                          | VCAEST                                                              |       |     |
| Option menu                              | EER-Tutor, Kermit-SE, Ms. Lindquist, Normit-SE, Paco, Rimac        | 6     | 17.65 |
| Conceptual maps                          | CIRCSIM-Tutor, Guru                                                | 2     | 5.88 |
| Not reported                             | ProPL, Why2-Atlas                                                  | 2     | 5.88 |
| Table                                    | CIRCSIM-Tutor                                                      | 1     | 2.94 |
| Virtual slides                           | ReportTutor                                                        | 1     | 2.94 |

Input Text formats

| Long answer                              | Aries, AutoTutor, AutoTutor 3D, AutoTutor Affective – Sensitive, | 23    | 69.70 |
|                                          | AutoTutor Lite, Beetle II, BRCA Gist, DeepTutor, Dialog, EER-     |       |     |
|                                          | Tutor, Geometry Explanation Tutor, Guru, ITSpoke, Kermit-SE,      |       |     |
|                                          | My Science Tutor, Normit-SE, ReportTutor, RMT, SCO, VCAEST,       |       |     |
|                                          | Why2-AutoTutor, Why2-Atlas                                        |       |     |
| Short answer                             | Abdullah, Atlas-Andes, CIRCSIM-Tutor, Jacob, My Science Tutor,    | 10    | 30.30 |
|                                          | Oscar, Paco, ProPL, Rimac                                         |       |     |

problem step by step by means of a mixed initiative dialogue. In some steps, students are asked to justify their right or wrong decisions/actions.

In contrast, Rimac and VCAEST wait for students to have completed the resolution of the problem, and then, they engage students in a reflective dialogue.

b: APPLICATION OF RULES, LAWS, AND THEOREMS
Unlike the ITSs of the previous group, this type of ITS supports dialogs based on a mixed language that combines natural language and a formal language. Thus, during the resolution of the problem, these ITSs help students to build a mathematical expression or fill in a table by applying some rules, laws, or theorems.

For example, in Atlas-Andes, students must solve problems related to acceleration with the support of the Conceptual Helper, which offers unsolicited help.

CIRCSIM-Tutor generates a dialog based on a student’s prediction on seven cardiovascular parameters previously submitted in a table.

In Dialog, the students must prove a theorem in set theory.

Geometry Explanation Tutor asks students to explain in their own words each of the steps that they have followed to solve a problem related to the angle theorems.

Ms. Lindquist aids the student in building an algebra formula from a problem statement by providing feedback step by step.

c: EXECUTE AN EXERCISE
In this subgroup, we have the ITSs (Jacob, Normit-SE and Paco) that help students to perform tasks by applying predefined procedures step by step. In this context, a procedure consists of a sequence of steps that must be followed in a fixed order.

d: RESOLUTION BASED ON SCHEMAS
In this subgroup, we can find ITSs (Oscar and ProPL) that work with schemas of the solution and guide students to identify and/or instantiate the required schemas or templates. In the case of ProPL, firstly, students have to identify programming goals (decomposition task) from a problem statement with the help of the tutor. Afterward, they have to identify the right schema to attain each goal by means a tutor supported dialogue and provide details about how to instantiate the schemas for the problem at hand (composition task).

3) ANALYZE LEVEL
In this level, we included only ReportTutor, because it is the only ITS that involves the analysis of some pieces of information to elaborate a diagnosis report, specifically, on melanoma cases. In this sense, it helps students learn how to document and identify all relevant features found in some virtual slides.
TABLE 6. NLU approach.

| NLU approach | ITS                                      | Freq. | %   |
|--------------|------------------------------------------|-------|-----|
| Symbolic     | Abdullah, Atlas-Andes, Beetle II,        | 18    | 54.55 |
|              | CIRCSIM-Tutor, Dialog, EER-Tutor, Jacob,|       |      |
|              | Kermit-SE, Lana, Ms. Lindquist, My      |       |      |
|              | Science Tutor, Normit-SE, Oscar, Paco,  |       |      |
|              | ProPL, ReportTutor, Rimac, SCoT.        |       |      |
| Statistical  | AutoTutor, AutoTutor 3D, AutoTutor      | 8     | 24.24 |
|              | Affect - Sensitive, AutoTutor Life,     |       |      |
|              | BRCA Gist, RMT, VCAEST, Why2-            |       |      |
|              | AutoTutor                               |       |      |
| Hybrid       | Aries, DeepTutor, Gaze Tutor, Geometry  | 7     | 21.21 |
|              | Explanation Tutor, Guru, ITSpoke, Why2- |
|              | Atlas.                                  |       |      |

4) CREATE LEVEL
This level comprises only two ITSs (EER-Tutor and Kermit-SE) that support the creation of an Entity Relationship data model. While using these ITSs, students are free to make the design decisions they consider necessary to build a correct data model, provided that they meet certain domain constraints.

C. RQ3: PEDAGOGICAL FEATURES
This research question was posed to know the pedagogical features of the ITSs. To accomplish this task, we established three relevant features related to the tutoring process: the instructional approach, the support resources on which it relies, and the input format of the texts through which the ITSs evaluate the knowledge acquired by the students. The categories for each feature that we present in Table 5 were defined: for the instructional approach from the considered studies; for the support resource we were inspired by the section on complementary media described in [12]; and for the input text format, we based it on the classification established in [81].

1) INSTRUCTIONAL APPROACH
The instructional approach is the strategy followed by the ITS to ensure that the students learn the target matter and reach their learning objectives.

Even though we know that the ITS instructional approach is generally inspired by the theory of Socratic and constructivist learning, we examined the approach that each ITS carries out during the teaching process.

As we could not find in the related literature any classification that fits the specific requirements of this study, we developed our own classification defined by means of the four categories outlined in Table 5.

Additionally, we want to note that the descriptions of the ITSs shown below are based on what is explained in the selected studies. Therefore, we may be leaving out some relevant features of these ITSs that were not mentioned in the selected studies.

In this instructional approach, the ITS enables the student to actively elaborate explanations and justifications of a previous student input (e.g., a previous student’s answer, a student prediction related to a simulation) in a turn-based dialog. In each turn, the ITS compares the student’s response to the expectations (right answers) and/or misconceptions that are prepared for each question. To facilitate the treatment of misconceptions, the ITS has a set of anticipated incorrect answers (bugs) and their corresponding remediations.

We found that most of the ITSs implement this approach, for example, AutoTutor and its descendants. AutoTutor presents the student with a deep question and encourages him/her to provide a sufficiently detailed answer in a “hint – prompt – assertion” cycle [82].

The AutoTutor dialog mechanism has been implemented in all of its descendants with certain variations. For example, AutoTutor 3D, in addition to asking deep questions to the students, also requests predictions about simulations and responds to them.

In Aries, the dialog mechanism is similar, but it differs in that the dialog has a conversation of three-way “trialogs” (the participant and two virtual agents, Dr. Quinn and Glass). There are three types of trialogs. A standard trialog occurs when Glass observes Dr. Quinn teach the player. A vicarious trialog occurs when the player watches Dr. Quinn teach Glass. Finally, a teaching trialog occurs when the player teaches Glass as Dr. Quinn observes. The type of trialog that occurs for a particular question depends on the level of knowledge exhibited by the player. All of the trialogs follow the same “question – hint – prompt - summary” sequence.

Guru’s authors proposed an extended dialog cycle including the following phases “direct instruction – prompt – feedback – verification – question – feedback” to enhance the effectiveness of the evaluations of the student’s comprehension.

AutoTutor Affective-Sensitive can recognize the affective and cognitive states of the student, and based on them, adapts their dialog movements.

BRCA Gist and VCAEST apply deep reasoning questions supplemented with simpler self-reflection questions and indirect tutoring.

Apart from Autotutor and its descendants, there are other remarkable ITSs that implement this instructional approach, as we will show below.

In the case of Beetle II, it provides dynamic feedback from a specific context, fostering a reflexive dialog through a “predict – check – evaluate” cycle. The specific context is based on the simulations in which the students are asked to predict the behavior of the circuit and explain the prediction. Then, they must verify their predictions in the circuit simulator. Next, the system asks if the simulated results coincide with their predictions and requests students to explain what they have observed. After analyzing each student’s answer, Beetle II can provide different types of feedback:
acknowledging the correct part of the answer; suggesting a slide to read with background material; prompting for missing parts of the answer; hinting (with low or high specificity); and giving away the correct answer.

My Science Tutor asks questions based on what students see in interactive videos to help students provide answers that demonstrate their understanding of some topics. Follow-up questions and media presentations are designed to scaffold learning by providing hints about the important elements of the investigation that the student did not include in his/her explanation or misunderstood.

In Rimac, the dialogs are only initiated by the tutors, and the student initially issues short answers and then explanations. Rimac is designed to be sensitive to the level of abstraction of the student input at various points during the dialog. Thus, during the dialog, Rimac prompts the student to abstract or specialize his/her explanations, when appropriate.

SCoT formulates questions based on the actions performed by the student in the simulator DC-Train and discusses wrong or partially correct answers (related to wrong actions in the simulator) with the student by applying activity recipes to guide the dialog.

In ITSpoke and Why2-Atlas, the student must construct an essay that is then analyzed and used as a basis for a tutorial dialog. In this dialog, they expose criticisms of the essay and help the student to rewrite it to address any defect that remains. In ITSpoke, if the student does not correct all of the defects, the tutor tries again but with a different dialog. Unlike ITSpoke and Why2-Atlas, Why2-AutoTutor focuses mainly on obtaining the correct contributions (expectations) of the student rather than correcting all of the defects. If all of the expectations are not met, it will resort to prompts and hints to guide the student toward them.

### b: SUPPORT FOR PROBLEM SOLVING

The ITSs of this group can offer support for problem solving either on demand; when they detect a student’s mistake or a student’s misconception; or when the solution is not sufficiently complete. Next, let us mention the most relevant approaches implemented in these ITSs.

Atlas-Andes, Geometry Explanation Tutor and ProPL initiate their dialog when misconceptions are detected, or the solutions are not complete or precise enough. In the case of ProPL, it focuses on eliciting a right response from the student by: providing him/her a hint (e.g. point out something in the problem statement); or requesting the student a generalization or a synthesis that allows him/her to improve his/her previous answer (e.g. asking to imagine a scenario that provokes a program failure).

Geometry Explanation Tutor responses often take the form of questions, which is meant to make the student see that the rule he/she stated is overly general. After several iterations, the student must refine an explanation that initially was imprecise and overly general into an accurate statement of the geometry rule.

CIRCSIM-Tutor ask students qualitative predictions (increase, decrease, or does not change) on seven cardiovascular parameters. Then, if the ITS detects some erroneous prediction, it will begin a reflective dialogue with questions aimed at the revision of the misconception in the student’s mind (e.g., erroneous cause-effect relations). This system generates a hint only when the student makes a mistake on the first try at a question. Otherwise, it gives the student the right answer.

In EER-Tutor and Kermit-SE, dialogs begin once the student has violated a restriction. There is a dialog for each type of error, and if there are several errors, the most appropriate error is selected for the discussion. In the case of Kermit-SE,
the dialog consists of the following stages: (i) informs of the error and asks the student the reason for the decision; (ii) prompts him/her to understand why the decision was wrong; (iii) prompts him/her to give the right decision; and (iv) prompts him/her to review the domain concept related to the error through a question.

In ReportTutor, the participant makes a diagnosis from a bundle of virtual slides and proceeds to write a report. If he/she is lost in the writing, he/she can ask for help and receive suggestions for the item under study. When the report is finished, the system verifies whether it has neither errors nor missing attributes and provides visual feedback.

c: CLARIFY AND DIRECT PROCEDURES
The clarification and direction of the procedures is another instructional approach that we identified in the selected studies. This group could be a subgroup of the previous group, but we preferred to consider it a separated group to highlight that in this group, students need support to carry out a predefined procedure or task. Instead, the ITSs of the previous group are aimed to support the resolution of problems whose solution cannot be built step by step following a predefined procedure. We postulate that this difference has a clear impact in how the ITSs of these two groups guide students throughout the solving process. Therefore, it makes sense to present these two groups separately.

Within this group, we included Paco, Jacob and Normit-SE. Both Jacob and Paco provide instruction and assistance for tasks by giving hints on the next action to be done and immediate feedback on the executed actions. Paco also offers confirmation when the student does something correctly and corrections and encouragement when he/she makes an error. Additionally, in the case of Paco, the practice is posed as a collaborative work between the student and the tutor. So, if Paco believes that the student has sufficient knowledge to do the next action, it will expect him/her to do it. Otherwise, Paco will intervene and explain to the student what to do next.

Normit-SE supports self-explanation for students to explain themselves while solving the problem. More precisely, this explanation is requested for each action that is performed for the first time and in the case that an error is made. The student can also get a hint for every committed error. The correct solution is available only on request.

d: ASK QUESTIONS-ANSWER
This approach is the simplest to implement because the two ITS of this group pose questions based only on the fragments of information provided to the student before the dialog and then wait for short answers. If the student makes a mistake, these two ITSs react in a different way. On the one hand, Abdullah gives another chance to the student to correct his/her answer. If the student fails again to provide a correct answer, Abdullah shows it to the student and continues with the next question. On the other hand, Lana directly explains the right answer to the student and continues with the next question.

Additionally, Abdullah can classify students’ answers into different levels of correction (highly correct, partially correct or near miss). In this way, it can reply to students with different types of encouragement.

Before closing this section, it is worth mentioning some ITSs that incorporate remarkable mechanisms to enhance the adaptability to the student. In this regard, we can highlight DeepTutor, Lana and Oscar.

DeepTutor extended the tutorial capability of AutoTutor with macro-adaptability. This macro adaptation system relies on learning progressions, to model and organize knowledge based on what is known about how students truly progress through the content that is being taught. Macro-adaptivity is particularly important when tutoring over longer periods than a few sessions with the tutor and when students start with unequal knowledge. Finally, Lana and Oscar consider learning styles to deliver personalized content during the dialog.

2) SUPPORT RESOURCES
Support resources refer to the types of resources with which each ITS supports its teaching process either during the dialogue, before or after. In any case, these resources serve to motivate the dialogue (e.g. simulating a physical phenomenon), to help students build utterances, or to describe concepts to be addressed in the conversation.

This feature can take some of the following eight values: animated agent, audio and video, conceptual maps, images, option menu, simulation, table and virtual slides. Some papers do not report the use of any specific material to support the teaching process.

It is worth clarifying that the “option menu” value is assigned to systems that provide menu options to help students build their utterances.

The results of this category are shown in Table 5 and allow us to see that animated agents and images are clearly the resources most used by ITSs because they facilitate the learning process and can easily be incorporated into the system. Almost half of the ITSs included in this SLR use animated agents. Among them, we find Autotutor and its descendants and other ITSs such as Jacob, Lana, My Science Tutor and Oscar.

Several ITSs employ simulations in different ways. In AutoTutor 3D, Beetle II, My Science Tutor, VCAEST and SCoT, the simulation is used to motivate the tutorial dialogue. On the other hand, in the case of Jacob and Paco, simulations are used to support the resolution of the problem guided by the tutor.

3) INPUT TEXT FORMAT
We distinguished two input text formats that were encouraged for student responses: long and short answer. A long answer or short essay is typically composed of at least 2 sentences and is the form of evaluation of most ITSs. Instead, short answers normally consist of at most two short sentences.
It is worth noting that even though Ms. Lindquist and Rimac admit only short answers in natural language, they support the construction of explanations by means of option menus.

**D. RQ4. NLU APPROACH**

This research question was proposed to determine the NLU approaches that the ITSs apply to understand the statements that a user can make during a conversation and relate them to a task that a user wants to perform. Table 6 shows the classification of each ITS according to the three types of approaches mentioned in Section II.B.

1) **SYMBOLIC APPROACH**

Table 6 shows that the symbolic approach is the most widely used by the ITSs.

In this group are Abdullah and Lana, which apply pattern matching for Arabic language treatment. Lana also resorts to short text similarity if the user input cannot be correctly recognized.

Jacob and the first versions of CIRCSIM-Tutor analyze students’ comments through superficial semantic grammars. Subsequently, the last version of CIRCSIM-Tutor incorporated finite-state transducers, which permits the identification of key concepts included in one- or two-word answers [83].

Atlas-Andes and ProPL are supported by Atlas, which has an engine for NLU called CARMEL [84], which is in charge of analyzing the comments of the students. CARMEL consists of a comprehensive syntactic analyzer and robust and efficient algorithms necessary for semantic analysis and interpretation.

In Beetle II, students’ utterances are analyzed by means of a process that includes two stages: in the first, the TRIPS dialog analyzer [85] generates a semantic representation that is domain independent; and in the second, the contextual interpreter applies a reference resolution approach and a set of rules to obtain a representation in terms of the Beetle II domain. Later, in [86], the group of researchers responsible for Beetle II presented a study of how to improve the robustness of the semantic interpreter. Basically, the improvement consisted of implementing a classifier based on lexical similarity within the symbolic approach.

Dialog interprets a mixture of natural language and mathematical expressions through a domain reasoner that requires deep syntactic and semantic analysis to obtain a formal representation of the steps followed by the student. As part of this process, the system processes the students’ utterances by using the OpenCCG parser [87], which is grounded on a combinatorial grammar with a lexical base for German.

My Science Tutor incorporates the Phoenix analyzer [88] to extract an expression from the student’s statement through a semantic grammar that works with entities, events and their relationships. Then, this expression is compared with patterns of system elements to assess its correctness.

Oscar and ReportTutor rely on pattern matching to address the grammatically incomplete or incorrect expressions that students usually introduce.

Paco interprets the students’ utterances through an interpretation algorithm of Collagen’s speech [89]. Collagen represents utterances using an artificial discourse language. This language is intended to include the types of utterances that people use when collaborating on tasks. For example, it includes utterance types for agreeing; asking or proposing how a task should be accomplished; asking what should be done next; etc. Thus, the available menu options in Paco for building utterances are defined according to these types of utterances.

Rimac is built on the TuTalk tutorial dialog toolkit [68]. Hence, it can employ different NLU methods because TuTalk supports the use of different NLU modules, implementing approaches such as minimum-distance (by default), LSA, and Naive Bayes. As minimum-distance approach is symbolic, we classified Rimac as symbolic, but the use of TuTalk opens the possibility of adopting also statistical approaches.

SCoT uses a bidirectional unification grammar called Gemini [90].

2) **STATISTICAL APPROACH**

This approach has been applied by AutoTutor, many of its descendants and RMT.

As explained above, when the student provides an utterance, AutoTutor and its versions must compare this utterance with a set of anticipated expectations and misconceptions. To accomplish this goal, they apply LSA to determine whether two excerpts of text are conceptually similar [91]. LSA, for its part, creates two vectors, a vector that represents the semantic content of the student’s utterance, and another vector that represents the semantic content of an expectation or misconception. Afterward, it employs the cosine function to calculate the conceptual similarity.

The LSA technique represents the meaning of text based on latent concepts that are automatically derived from an extensive collection of text (corpus). Nevertheless, even though it can detect that the student’s response does not fit an ideal response, it cannot point out exactly which concepts and/or relations between concepts are wrong or missing in the student’s response because LSA processes the response as a whole. The underlying limitation of LSA is that it ignores the sentence syntax and word ordering. As a result, LSA cannot handle negations or resolve term references (e.g., personal pronouns). Over time, some subsequent versions of AutoTutor have added significant improvements to the statistical approach to mitigate this limitation. In this sense, they incorporated different semantic evaluation algorithms, and therefore, these descendants of Autotutor became hybrid systems. In the next section, we will mention these systems (Aries, DeepTutor, Guru and Gaze Tutor).

On the other hand, we have AutoTutor Lite. This version of AutoTutor does not employ the full range of semantic analysis methods used in other Autotutor descendants but is
limited to LSA and extended weighted keyword matching. As both BRCA and VCAEST are based on AutoTutor Lite, they do not take advantage of all of the semantics methods implemented in other descendants of AutoTutor.

3) HYBRID APPROACH

This approach is used by the ITSs Aries, DeepTutor, Gaze Tutor, Geometry Explanation Tutor, Guru, Why2-Atlas and ITSpoke.

Aries applies both LSA and regular expressions to assess students’ inputs [92]. Regular expressions were used in this system to describe the patterns of short answers and word variations.

DeepTutor designers adopted some of the semantic similarity methods implemented on a toolkit called SEMILAR [93]. This toolkit includes an optimal lexical matching solution to give a more sensitive treatment to the structure and semantic decomposition. The optimal lexical matching aims at finding an optimal global assignment of words in one sentence (student input) to words in the other sentence (expectation/misconception) based on word-to-word similarity while simultaneously maximizing the match between the syntactic dependencies.

Geometry Explanation Tutor relies primarily on a knowledge-based approach to recognize if the statements of the students are correct or partially correct, with which a semantic representation based on LCFlex [84] and a unifier of characteristic structures are created. When the knowledge-based approach fails, it resorts to a Naive Bayes text classifier to classify the students’ explanations with respect to a subset of categories. Thus, this system determines if the student is focusing on the correct geometry rule.

Guru and its descendant, Gaze Tutor, employ LSA but overcome the limitation of this approach mentioned in the previous section by relying on conceptual maps. By means of this technique, the domain model is expressed as a set of triples (key_term, pedagogical_relation, proposition). Then, a set of triples are derived from students’ utterances and compared with the triples that represent the domain model to identify different types of students’ errors [94].

Why2-Atlas analyzes the contributions (essays) of students with two modules, a sentence-level understander (SLU) and a discourse-level understander (DLU). The SLU module works in the same way as in Geometry Explanation Tutor, and the DLU module receives the logical representations provided by the SLU and generates proofs using abductive reasoning [95].

To perfect the interpretation of the students’ explanations in Why2-Atlas [32], researchers presented a method to heuristically combine multiple natural language understanding approaches. In [96], they proposed a new mechanism to analyze the explanations of the students. First, this new mechanism classifies the student’s utterance into either an explanation or a short answer, and then, each type of utterance is processed in a different fashion.

The explanation is processed in two stages: 1) An analysis of the sentence, which generates a representation in first-order predicate logic, and 2) An evaluation of the accuracy and integrity of said representation.

The analysis of the sentence is performed following three different approaches: a) CARMEL [84], which provides syntactic and semantic analysis through LCFlex; b) RAINBOW [97], which provides text classifiers based on a bag-of-words model; and c) RAPPEL, obtained through MINIPAR [98], which uses syntactic dependency characteristics symbolically through templates that represent each proposition in the language. Next, to evaluate the logical representations obtained with each approach, they are matched with the nodes of an Assumptions-based Truth Maintenance System (ATMS) [99].

ITSpoke relies on the text-based Why2-Atlas dialog system in the back-end, with the novel approach that ITSpoke recognizes the emotions and attitudes of the students in the spoken dialog input.

E. RQ5. EMPIRICAL EVALUATION

The purpose of this question was to know what kind of evidence exists with regard to evaluations of ITSs with natural language dialogue. Next, we will briefly describe the evaluations found in the studies included in this review. However, it could happen that some of the referenced ITSs could have been evaluated in other ways (e.g., student surveys), but have not been reported in any published paper.

Additionally, we want to note that a detailed description of these studies would require another systematic review focused on this topic. Hence, in this section, we will only mention the main objective and some highlighted results for each study.

As shown in Table 7, we decided to classify the found evaluations into five types. Some of the referenced papers include evaluations of more than one type. In fact, all of the studies on the student impressions are published in papers that also comprise studies that compare different tutoring strategies or compare the learning gains provided by ITS and traditional learning methods, as shown in Table 8.

1) IMPACTS OF DIFFERENT TUTORING STRATEGIES

In this group, we included the experiments that have studied the performance of each ITS while working with different tutoring strategies. We distinguished three types of tutoring strategies in these experiments:

1. Tutoring feedback supported by dialog: these tutoring strategies represent the behavior of dialog-supported versions of the systems.
2. Limited tutoring feedback: these tutoring strategies present the operation of cut-down versions of the evaluated systems, which, for example, cannot reply to students’ answers, or provide the complete solution without analyzing the student’s response.
3. Random feedback: this strategy consists of providing random feedback regardless of the student input.
| TABLE 8. Evaluation of ITSs versus traditional learning method. |
|---------------------------------------------------------------|
| **ITS** | A/B test | Pre/Post test | Control group | Effect size | Highlighted results |
|---------|----------|--------------|---------------|-------------|---------------------|
| **Short-term Learning**                                     |          |              |               |             |                     |
| Abdullah| X        |              |               | 1.3 *       | The results revealed the learning gain and suggested a strong statistically significant relation between the student’s scores before the tutoring (pretest) and after the tutoring (posttest). |
| Aries   | X        |              |               | 0.8         | [12] AutoTutor produced learning gains that are quite higher than produced by control. |
| AutoTutor| X | X | TextBook | 0.31 and 1.23 | [107] The results indicated that AutoTutor did not improve the performance of the students in evaluations of superficial learning, but it did in the performance ones of deep learning. |
| AutoTutor| X | X | Expert human tutor | 1.24 * | The results revealed that the students that utilized the simulations more effectively (by manipulating the relevant parameters) experienced more learning gains. |
| AutoTutor 3D | X | | Distractor task (lesson) on another topic | 1.72 | Beetle II (ELICIT) provided high learning gains in comparison with the control group, but the control group did not receive specific training on the target topic. |
| BRCA Gist | X | X | Web pages and irrelevant tutorial with another ITS on a different topic | 0.26 * | The BRCA Gist group scored significantly higher than the web pages group, and both scored significantly higher than the group that received an irrelevant tutorial. The difference between the BRCA Gist group and the web pages group was greater in the participants with a lower educational level. |
| CIRCSIM-Tutor (1) | X | X | Textual material | 1.24 * | The result showed that the use of the system for one hour produces significant learning gains; additionally, even this brief usage improves more the student’s ability to solve problems than reading textual material on the topic. |
| CIRCSIM-Tutor (2) | X | |                |             | [108] The results indicated learning gain and showed that the scores were statistically significant. |
| Guru     | X        | X | Human tutoring and classroom | 0.72 (Guru vs classroom) | [109] There were significant learning gains in the students with Guru and the human tutors in comparison with class control. On the other hand, although no difference was found between the groups of Guru and novice human tutors, the authors pointed out several limitations to this comparison. |
| Ms. Lindquist | X | X | CAI and classroom teachers | 0.5 (Ms. Lindquist vs classroom) | Ms. Lindquist and a CAI solution outperformed the classroom teachers. The authors hypothesized that this finding was mainly due to the benefit of immediate feedback. Ms. Lindquist provided a slightly higher learning gain than CAI solution. |
| ProPL    | X        | X | Read text | 0.58 (in composition tasks) | The experimental group demonstrated greater ability than the control group at composition tasks in terms of algorithm correction. Instead, in the case of the decomposition skill, no differences were found between the two groups. |
| RMT      | X        | X | Classroom instruction and CAI | 0.71 and 0.34 | This study revealed that the condition of dialog generated greater educational benefits than control conditions. |
| VCAIST   | X        | X | Live-action training | 0.71 and 0.34 | No significant differences in learning gains were found. |
| Why2-Atlas | X | X | Human tutoring and reading of a short text | 0.97 (post-test) 0.93 (retention test) | Why2-Atlas students scored higher than the short text and human tutoring students on one of three posttests and the same in the other two. |
| Why2-AutoTutor | X | X | Read textbook and nothing | 1.02 (Why2-AutoTutor vs Read textbook) | The results showed that Why2-AutoTutor outperformed the other two approaches in the learning gain. |

**Long-term Learning**

| Why2-AutoTutor | X | X | Minilesson (textbook style) | 0.97 (post-test) 0.93 (retention test) | [110] The results of the multiple-choice tests and the trials showed learning gain from the pre-tests to the post-tests. This learning gain was maintained both in the retention test and the far transfer test, which was performed 1 week later. |
| Why2-AutoTutor | X | X | Canned text remediation | | [111] In experiment 3 of 7, the essay results show that there was a very small but unreliable advantage for Why2-AutoTutor over the canned text remediation condition. This advantage was maintained in both the retention test and the far transfer test, which were performed 1 week later. |

* They used a different formula than Cohen’s to calculate the effect size.
Next, we will group the studies with regard to the types of strategies that were compared in each study.

\textit{a: COMPARISON OF DIFFERENT TUTORING STRATEGIES SUPPORTED BY DIALOG}

Aries researchers studied how the different types of trialogs affected learning (the types of trialogs were explained in Section IV.C.1). They found that teaching trialog outperformed vicarious trialog. In addition, they observed that the trialogs had little impact on immediate testing but did have a significant impact after a two-day delay.

AutoTutor Affective-Sensitive was evaluated under three different conditions: regular AutoTutor, Support affective, and Shakeup affective. The difference between the Support and Shakeup approaches lies in the fact that while Support was designed assuming that the origin of the emotion is in the material to be learned, Shakeup was designed assuming that the source of the emotion is in the student. The experiment did not see a significant main effect for the tutor type but actually did show a slight tendency in favor of Support.

DeepTutor [100] was evaluated with college students under two training conditions: only micro-adaptive versus fully adaptive (macro and micro-adaptive). In only micro-adaptive condition, the ITS used a fixed, predefined set of instructional tasks for all students. In contrast, the ITS used in the fully adaptive condition could categorize students to different levels of understanding based on their pre-test score and then select appropriate tasks that were deemed most conducive of learning at that level of understanding. After comparing the results, they drew the conclusion that the learning gains from the fully adaptive condition were significantly greater than the gains from the other condition.

In [101], EER-Tutor researchers compared two versions of the system: with adaptive support and without adaptive support. The non-adaptive version provides the same dialog to two different students with different knowledge levels. Instead, the adaptive version can select the dialogues while considering previous student’s errors. The learning gain of the group who received adaptive dialogues was significantly higher than the gain of the non-adaptive group.

In Gaze Tutor, which is an improved version of Guru, the effectiveness of the system was evaluated in two conditions: reactive to the gaze (using Gaze tutor) and non-reactive to the gaze (using Guru ITS). The gaze-reactive condition is related to a tutoring strategy in which the tutor monitors the student’s gaze to detect when the student is bored, disengaged, or zoning out, and then, it attempts to reengage the student with dialog moves. The authors reported that the dialogues sensitive to the gaze were successful in reorienting the students and that the gaze-reactive approach was more effective than the non-reactive approach in promoting learning gains in the more gifted students.

Oscar was assessed in two experiments. The results unveiled that tutoring with personalization based on the learning style performed better than tutoring without this personalization.

In ReportTutor, the effect of the feedback timing was evaluated using two interfaces, one immediate and the other delayed. The analysis showed that a significant improvement was found in the writing of the reports under both conditions, but there was no effect of the feedback timing on the performance gains.

Rimac researchers conducted an experiment to compare two versions of the system. The first version was defined by using only direct lines of reasoning and remediation dialogs, whereas the second version also incorporated some decision rules that were triggered by different types of situations that can arise during the dialog. The results revealed that the second version outperformed the first version.

\textit{b: TUTORING FEEDBACK SUPPORTED BY DIALOG VS LIMITED TUTORING FEEDBACK}

The learning effectiveness of Atlas-Andes was evaluated in a small comparative evaluation with Andes (without a dialog capacity). This comparison showed a significant effect in favor of the tutorial dialog of Atlas-Andes.

In an evaluation of Beetle II, researchers compared two versions of Beetle, TELL (tell the right answer without analyzing the student’s response) and ELICIT (guide toward the right answer over several dialog turns). It was found that the TELL version was as effective as the ELICIT version without a significant difference between them. Previously, in [102], researchers had achieved similar results.

The Beetle II researchers in [103] studied the effect of different types of interpretation errors in learning gain using two tutoring policies similar to TELL and ELICIT. The results indicated that most of the interpretation problems are not significantly correlated with the learning gain. However, errors related to the misuse of domain terminology appeared to be particularly significant.

In another study with Beetle II [104], researchers compared three conditions: human-human tutoring and two human-computer tutoring conditions similar to TELL and ELICIT. The results indicated that even though the students produced the same percentage of content talk (statements including domain concepts that pertain to the lesson) under the two human-computer conditions, the proportion of content talk was correlated only with learning gain in the condition similar to ELICIT.

An evaluation of Geometry Explanation Tutor showed that students did not learn more using explanations than using menu options (to select the name of a geometry definition or theorem that justifies a problem-solving step). However, the students who used explanations performed better at stating explanations in the post-tests. Additionally, the results indicated that good quality feedback (rated by two human experts) correlates with students’ progress through the dialogues (rated by two human experts) and with learning. This finding suggests that students do utilize the system’s feedback and be able to extract the information they need to improve their explanations.
For Kermit-SE, researchers conducted an experiment to compare the learning gains under two different conditions, Kermit (previous version without dialog capacity) with only detailed hints (on how to correct a mistake) and Kermit-SE (with self-explanation support). After working with Kermit-SE, students who used Kermit-SE were divided into two groups, self-explainers and non-self-explainers (did not use the self-explanation support). They found that the students who used Kermit improved more than the students who used Kermit-SE; and the difference in the learning gain between the self-explainers and non-self-explainers was not statistically significant.

An experiment with Ms. Lindquist compared its regular tutoring feedback with limited tutoring feedback in which the system tells students the right answers as soon as they commit a mistake. The results of this experiment revealed that the tutoring supported by the dialog provided a greater learning gain than the limited approach.

Normit-SE researchers conducted a study and showed that despite not having a significant difference, the students who utilized self-explanation (using the Normit-SE) learned to handle the restrictions faster than those who were not asked to explain themselves (using its basic version).

The effectiveness of SCoT as a learning tool was measured in a study. The results showed that the tutorial dialogs with SCoT were more effective than a mere simulation without tutoring.

c: TUTORING FEEDBACK SUPPORTED BY DIALOG VS LIMITED TUTORING FEEDBACK VS RANDOM FEEDBACK
AutoTutor Lite researchers conducted a study to compare a new feedback system (based on learner’s characteristic curves) with two other different feedback generators: random feedback and no feedback. They found that the feedback supported by the student model based on the characteristic curves led to greater learning of the participants than the other two generators.

2) ITS VERSUS TRADITIONAL LEARNING METHOD
In this group, we included the experiments aimed at comparing the learning gain provided by the ITS with the one provided by a traditional learning method such as textbooks, (expert or novice) human tutoring or a lesson/tutorial on a different topic to the one to be learnt, etc. To conduct these comparisons, these experiments applied A/B testing and pre/posttest.

A/B testing is the process of comparing two versions of a product/tool/method by testing the subject’s response to version A against version B and determining which of the two versions is more effective. Typically, two different groups of users utilize the two versions, respectively, and then the users’ responses are compared.

In the experiments mentioned in this section involving A/B testing, researchers compared the learning gains of two groups, the experimental group and the control group. While the experimental group used the evaluated ITS (version A), the control group used a traditional learning method (version B). In some of the experiments, researchers employed more than one control group.

On the other hand, there are four experiments, as can be seen in Table 8, in which the experiments only assessed the learning gain of an experimental group by using only pre/posttest. In such cases, we can roughly assume that the traditional learning method was “nothing”.

Table 8 shows the classification of the evaluations with regard to the addressed learning retention into two learning types: short-term learning and long-term learning. For each study, Table 8 specifies which type of evaluation was conducted (pre/posttest and/or A/B test), the control group, and a highlighted result. For most of the ITSs, we describe the learning gain by using the standardized effect size calculated as the difference in the posttest means for the experimental and control groups, divided by the within-group population standard deviation (0.2 small, 0.5 medium, 0.8 large) [105]. For reference, students working one-on-one with expert human tutors often score 2.0 higher than students working on the same topic in classrooms [106].

3) STUDENT IMPRESSIONS
This group contains some user surveys in which researchers employed questionnaires to collect the students’ impressions on the ITSs. Table 9 shows the evaluated ITSs together with the most highlighted evaluated aspects and the most relevant results obtained in each study. Moreover, in the field “Related experiments”, we indicate which experiment of the two previous subsections (E.1 or E.2) was performed prior to the student survey and presented in the same paper.

4) COMPONENT EVALUATION
This group encompasses the validations of certain properties of ITSs components. Table 10 shows the referenced studies grouped into three types with regard to the type of evaluated component.

5) POSITIVE ARGUMENTATION
In this group, we included Paco, which was evaluated through a qualitative study with seven users. After being trained with Paco, they were interviewed about their impressions. Most of them praised the Paco’s overall teaching skills and were able to complete the entire task without major errors.

6) NOT REPORTED
We could not find any reported evaluation for Lana or Jacob. However, in the case of Lana, the authors presented an experimental methodology in which they indicated how they would conduct the evaluation and the hypotheses they would want to prove.

V. DISCUSSION
According to the results shown above, we can state that most ITSs belong to the EMT type and are aimed at teaching topics in STEM domains at the university level.
Additionally, ITSs mostly enable a dialog aimed at supporting problem solving (the apply level of Bloom’s taxonomy). Another significant group of ITSs is aimed at facilitating the building of connections between new knowledge and prior knowledge in the students’ mind (the understand level in Bloom’s taxonomy) by supporting the generation of explanations.

Concerning the instructional approach, most of the ITSs help the student to actively elaborate explanations and justifications of a previous student input. This previous input could be a previous student’s answer, an erroneous prediction related to a simulation (e.g., Beetle II), a wrong action in problem-solving (e.g., SCoT), etc. Moreover, there are ITSs, such as SCoT and Rimac, whose tutorial dialog does not begin until students have executed a task completely or have provided a (right or wrong) solution.

AutoTutor and its descendants address students’ explanations through a wide variety of pedagogical strategies. Nevertheless, all of them except for DeepTutor rely on the same statistical technique for NLU called LSA. Over time, to improve its effectiveness, LSA has been improved and complemented with other techniques in different AutoTutor versions, as explained above.

On the other hand, the majority of ITSs included in this SLR use a symbolic approach based on lexicons, grammars and pattern matching. Although this approach was used in the design of many of the early ITSs, over the past decade (2010-2020), symbolic and statistics approaches have been adopted at a similar frequency and, in some cases, in the same system. The structured semantic representations that symbolic systems produce offer advantages for integrating tutoring with simulation-based environments.
or with environments in which problems are dynamically generated. In contrast, the statistics approach tends to be more robust than the symbolic approach against unexpected student inputs or linguistic errors. Furthermore, the symbolic approach requires more upfront investment in parsing and interpretation infrastructure to be developed and deployed in new domains [56].

Thus, some researchers sought to leverage the strengths of each approach by developing hybrid systems. As mentioned below, we believe that this approach will continue to be a future trend.

We found empirical evaluations for 90.91% of the considered ITSs that measure learning gains and/or assess the impacts of different tutoring strategies. Here, it is worth noting that some of the early ITSs have not had as many rigorous evaluations as those of the ITSs developed in the past decade. In most of these studies, the ITSs outperformed the control conditions (static contents, classroom teaching, etc.) or provided learning gains in pre- and posttest evaluations. Additionally, some of these studies included surveys on student impressions, which in most of the cases revealed a high satisfaction with the ITS.

VI. THREATS TO VALIDITY
This section describes concerns that must be improved in future replications of this study and other aspects that must be accounted for to extend the results of the SLR performed in this work. In this section, according to the classification defined in [113], we will address the following threats to validity: construct, internal, external, and conclusion.

The main constructs in this review are the two concepts of the intelligent tutoring system and dialog system. However, different closely related keywords are used to refer to these concepts in the literature. Therefore, to mitigate this threat, the search query was appropriately defined to include these different keywords. Additionally, we performed snowballing to identify missing studies.

As threats to the internal validity, some subjective decisions could have occurred during the paper selection and data extraction. For example, as classifying some of the ITSs into the EMT category, because many of the primary studies do not explicitly indicate that the systems belong to this category. To alleviate this threat, we performed the selection process in an iterative way, and we reviewed and discussed carefully the data extraction with respect to the categories considered in this work. In addition, before performing the data extraction, we asked an external expert to validate the coverage of the research questions.

External validity is concerned with establishing the generalizability of the SLR results, which is related to the degree to which the primary studies are representative for the review topic. To ease this threat, we grounded the study on the most well-known digital libraries in computer science.

With regard to the conclusion validity, it is possible that some excluded studies in this review should have been included.

VII. FUTURE TRENDS
The findings of this SLR allow us to foresee three future trends in the research and development of ITSs with natural language dialogue.

First, we expect there to be work on more reusable solutions that take advantage of already existing ITSs as building blocks. An example of this is the work being done by the Office of Naval Research through two projects: 1) SKOPE-IT [114], a tutor for the mathematics domain that teaches how to solve algebra problems by integrating AutoTutor technologies and ALEKS ITS, and 2) ElectronixTutor [115], a tutor for the electronics domain that teaches navigators to learn about electronic circuits integrating as components using AutoTutor, Dragoon, LearnForm, ASSISSTments and Beetle II.

Second, we expect there to be improvements in natural language processing by means of hybrid systems. Thus far, some effort has been conducted to optimize the NLU techniques. On the one hand, the AutoTutor family has opted to improve and obtain the best performance out of its LSA statistical technique by incorporating enhancements based on symbolic methods. On the other hand, other ITSs (e.g., Why2-Atlas) have adopted hybrid approaches from the beginning by combining symbolic with statistics approaches.

Finally, we expect there to be integration of ITSs with dialog in rich learning environments, for example, 3D interactive simulations in which the users can find (student or tutor) animated agents with which to interact. As a result of this type of interaction, nonverbal communication would gain relevance.

VIII. CONCLUSIONS AND FUTURE WORK
In this SLR, we have gained some valuable insights into the ITSs that provide tutoring in natural language developed over the past twenty years. Our objective was to know, apart from their essential and pedagogical characteristics, the purpose of the dialog that they provide, the NLU techniques that they rely on, and the results of empirical evaluations of the ITSs.

This SLR eventually selected 49 primary studies, in which 33 relevant ITSs could be identified. Thereupon, we analyzed these ITSs from the perspective of five research questions. As a result, we classified the ITSs into different categories and briefly described their most relevant characteristics with respect to each research question.

We think that this systematic review will be useful for the e-learning community since it gathers evidence of ITSs with dialog that have been implemented thus far and the techniques used to provide tutoring in natural language. These ITSs vary in the way that they simulate the mechanisms of human dialogue. However, all of them attempt to understand natural language, formulate adaptive responses and implement pedagogical strategies that help students to learn.

In future work, we will aim to explore the educational possibilities of the currently available platforms for developing dialog systems in the cloud. Furthermore, we plan to work on the development of an ITS with dialog for procedural training.
that is fully integrated with a 3D virtual learning environment (i.e., context-aware). Despite procedural training has a key role in many application domains, as shown in this systematic review, it has been poorly covered in the literature to date, and therefore, this development should serve to begin to bridge this gap.
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