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Abstract

We introduce a simple neural encoder architecture that can be trained using an unsupervised contrastive learning objective which gets its positive samples from data-augmented k-Nearest Neighbors search. We show that when built on top of recent self-supervised audio representations \cite{AYK20, AYK21}, this method can be applied iteratively and yield competitive SSE as evaluated on two tasks: query-by-example of random sequences of speech, and spoken term discovery. On both tasks our method pushes the state-of-the-art by a significant margin across 5 different languages. Finally, we establish a benchmark on a query-by-example task on the LibriSpeech dataset to monitor future improvements in the field.  

Index Terms: unsupervised speech sequence embeddings, k-nearest neighbors, data augmentation

1. Introduction

Recently, research into self-supervised representations for speech \cite{AYK20, AYK21, AYK22} has made impressive progress, resulting in audio features that are much better than the traditional MFCC features in representing speaker invariant phonetic content. The learned representations typically span a rather short and fixed-length time window (10 or 20ms) and can be fine-tuned for ASR with few or even no labels \cite{AYK23, AYK24}, or used after clustering as proxy phonemes for language modelling or speech synthesis \cite{AYK25, AYK26}. However, such representations are still not good enough for other downstream tasks that need to handle larger word-like units that typically span larger time windows (100ms-1000ms) and have varying duration depending on speech rate. These tasks include word segmentation \cite{AYK27, AYK28}, word embedding \cite{AYK29, AYK30}, segmental DTW \cite{AYK31, AYK32} and unsupervised alignment of text and speech \cite{AYK33, AYK34}. Despite recent research efforts into developing word embeddings also known as speech sequence embeddings (SSE), \cite{AYK35, AYK36, AYK37, AYK38} their performances are low and difficult to compare for lack of a common evaluation benchmark.

Our contribution is twofold. First, we introduce a benchmark for SSE based on a query-by-example task built on LibriSpeech \cite{AYK39}. This task consists in searching audio recordings for speech sequences that are similar in acoustic space. One popular method is to use Segmental DTW \cite{AYK40} on hand-crafted features, mainly MFCC and PLP, to find subparts of two utterances that have a good DTW alignment score. The main problem with this method, as shown by \cite{AYK41}, is that for some unknown reason, even though it works well on traditional hand-crafted speech features like MFCC and PLP features, it fails to benefit from the theoretically higher quality frame-level self-supervised embeddings like Wav2vec 2.0, CPC or Hubert. Another method which does not share this limitation, has been the NTXEnt contrastive loss \cite{AYK42}. Building on similar ideas in vision and speech, we select our positive examples through a mix of time-stretching data augmentation \cite{AYK43} and k-Nearest Neighbors search \cite{AYK44, AYK45}. Figure 1 gives an overview of our method. To evaluate our method, we test our model on 5 types of acoustic features: MFCCs, CPC \cite{AYK46, AYK47} HuBERT \cite{AYK48} and Wav2Vec 2.0 (Base and Large) \cite{AYK49}. We pick the best method from our LibriSpeech benchmark and show that when applied without any change to the task of spoken term discovery as defined in the zero resource challenges \cite{AYK50}, we beat the state of the art on the NED/COV metric by a large margin in 5 new datasets.

2. Related work

Speech Sequence Embeddings. One straightforward method to obtain an SSE is to perform a max pooling along the time axis of the frame-wise speech features. This method (combined with a PCA) have been used in \cite{AYK51} to represent speech sequences obtained by unsupervised phoneme segmentation. Another method involves downsampling the sequence into a fixed number of frames and concatenate them into a single fixed vector \cite{AYK52}. Other methods use bottleneck auto-encoders \cite{AYK53}. More advanced methods use Siamese loss \cite{AYK54} or contrastive learning \cite{AYK55} and rely on unsupervised ways to obtain positive pairs. Similarly, auto-encoders with a correspondence objective \cite{AYK56} can encode a member of a pair and reconstruct the other member of the pair. Correspondence and Siamese losses can be combined effectively in a model called CAE-Siamese that is on par with the current state-of-the-art in SSE models \cite{AYK57, AYK58}.

At present, there is no common corpus and evaluation metric to evaluate the intrinsic quality of SSE models. For instance, \cite{AYK59, AYK60, AYK61} use pre-segmented word tokens to perform a query-by-example task measured by MAP \cite{AYK62}. Others rely on an ABX test on word triplets \cite{AYK63}, or word classification \cite{AYK64}. All these research papers compute their metrics on different corpora featuring different languages. This plurality of metrics and corpora makes it hard to monitor improvement in the field.

We propose to create a common benchmark using one of the most popular metric so far: the MAP on a widely known corpus: the LibriSpeech dataset \cite{AYK39}.  

Spoken term discovery. This task consists in searching audio recordings for speech sequences that are similar in acoustic space. One popular method is to use Segmental DTW \cite{AYK40} on hand-crafted features, mainly MFCC and PLP, to find subparts of two utterances that have a good DTW alignment score. The main problem with this method, as shown by \cite{AYK41}, is that for some unknown reason, even though it works well on traditional hand-crafted speech features like MFCC and PLP features, it fails to benefit from the theoretically higher quality frame-level self-supervised embeddings like Wav2vec 2.0, CPC or Hubert.
proposed by [28]. It works by encoding all speech sequences of a corpus of a given length range with an SSE and look for pairs with low cosine distance using accelerated k-Nearest Neighbors search. We adopt this method here, and the NED/COV metric from the Zerospeech challenges [29] developed in [34] to evaluate spoken term discovery.

3. Method

3.1. Contrastive learning

The NTXent is a contrastive loss [25] that takes as input a batch of positive pairs of embedded speech sequences 

\[ P^+ = [(z_0, z_0'), (z_1, z_1'), \ldots, (z_n, z_n')] \]

For each item taken from a positive pair, all remaining \(2(n-1)\) items from the other pairs are used to form negative pairs. This loss minimizes the distance within the positive pairs while maximizing the distance within the negative pairs. For each item \(z_i \in P^+\), the loss function is written:

\[
L_{nse}(z_i, P^+) = -\log\left(\frac{\exp(sim(z_i, z_i^+)/\tau)}{\sum_{j \neq i} \exp(sim(z_i, z_j)/\tau)}\right) 
\]

where \(\tau\) is the softmax temperature parameter and \(sim\) is the cosine similarity.

3.2. Stretch-invariant pretraining

At initialisation (step 0 in Figure 1), our SSE model is pre-trained with the NTXEnt loss [25] on batches of positive pairs obtained by data augmentation. First, we apply Voice Activity Detection (rVAD [35]) to segment LibriSpeech into continuous Vocal Activity (VA) segments without any silence. Next, we use data augmentation on these speech sequences, using WavAugment [56]. Preliminary experiments showed that of the various augmentations (pitch, reverberation, additive noise, masking, etc), only time stretch had a large and systematic effect.

This makes sense as variations in speech rate is a cause of a major change in the acoustic representation of a given speech sequence: its length. We therefore use time stretch as the sole data augmentation method.

We create a set of positive pairs from a single sampled VA segment, \(v\) of duration \(d\) as follows. From \(v\), we create two variants by stretching its duration by a random factor in \([0.5, 1.8]\), giving rise to \(v_1\) and \(v_2\) with respective durations \(d_1\) and \(d_2\). These variants are converted into sequences of frame-level features, \(f_1\) and \(f_2\), using an off-the-self acoustic features encoder with frame rate \(r\) (\(r = 50\) or \(r = 100\) frames per second depending on the encoder). We create positive pairs by sampling sub-sequences of frames in \(f_1\) and \(f_2\) that can be realigned to the same original acoustic signal from \(v\). Specifically, we sample in \(f_1\) a starting frame at index \(s\) and ending frame at index \(e\) so that \(r \cdot 0.08 \leq e - s \leq r\). We do not want to sample speech sequences that are shorter than one phoneme (80 ms) or longer than most words (1 s). Then the corresponding sub-sequence in \(f_2\) is found between the frames at indices \(s + d_2 r / s\) and \(s + d_1 r / s\). We iterate this process until the number of positive pairs sampled this way reaches the batch size. The negative pairs are formed by recombining items from different positive pairs. Therefore, it is important that the sequences sampled from \(f_1\) are temporally shifted by at most one phoneme length (80 ms) so that they correspond to distinct phonetic contents. To ensure that, when sampling a starting frame index \(s\) in \(f_1\), we ensure that \(s \% (0.08 * r) = 0\). The same procedure is applied for the end index \(e\).

3.3. Self-labelling with k-NN search

We apply the method described in [28] to find more positive pairs with k-Nearest-Neighbors search (step 1 and 2 in Figure 1). We extract sub-sequences of frames within each VA ensuring they are all shifted by the average phoneme length (80 ms).
Next, we apply the SSE model pretrained according to our initialisation method (section 3.2) to turn sampled sub-sequences of frames into embeddings, which are indexed for k-NN search using the FAISS library [37]. For each embedding $s$, the search returns $N$ closest neighbors according to the cosine distance. We trim down this number to construct pairs that are more likely to have the same phonetic content as follows: First, all neighbors that are temporally overlapping with each other, we keep only the one that has the smallest cosine distance with $s$ (Non-Maximal-Suppression [28]). Finally, we apply a distance threshold above which all pairs are discarded. We set it such that half of speech sequences indexed in the k-NN graph have at least one selected pair. This was estimated on a sample of LibriSpeech (which functions as our dev set) where we found out that the proportion of phoneme-ngrams with unique transcriptions was around 50%. All selected pairs were used to form batches of positive pairs to retrain a new SSE model from scratch (step 3 in Figure 1). We iterate the procedure by re-embedding the speech sequences into a new k-NN index, re-sampling positive pairs and retraining another SSE model.

### 3.4. Evaluation metrics

We evaluated the SSE models on the basis of two tasks: a query-by-example task measured by MAP and a word discovery task measured by NED/COV.

**Query-by-example**. Given a query (a speech sequence), the task is to retrieve all sequences with the same transcription in an audio file. Previous works have used lists of words extracted from an audio file using forced alignment [24]. This task is a little too easy, since the words are disjoint intervals in the speech signal, while a retrieval task on an unsegmented audio file would have to deal with potentially overlapping speech sequences that differ from the query by only one phoneme. To push the task closer to an unsegmented use case, here, we compute MAPs over randomly selected phoneme-ngrams, i.e. non-silent speech sequences that start and end at phoneme boundaries. To avoid long computation of MAP, we reduce the number of such sequences by picking only those that are shorter than 1 second. Most of them will be phoneme-ngrams with unique transcription in force-alignment. We also remove all phoneme-ngrams with unique transcriptions. Prior experiments showed that it does not change the MAP scores much but drastically reduces computation time. Given a query, we can compute precision and recall of the retrieved sequences as a function of the distance threshold $r$. The MAP score is obtained by varying $r$ between 0 and infinity and integrating the precision/recall curve. It results in a score between 0 and 1 (higher is better). We compute it using the pytorch-metric-learning library [40].

**Term Discovery metric**. In its simplest form, spoken term discovery consist in finding clusters or pairs of speech segments that have the same transcription from unsegmented audio. It is evaluated by the NED/COV as introduced in the zero speech challenges [29]. For each discovered pair, the Normalised Edit Distance (NED) is computed as the edit distance normalised by the length of the longest item in the pair. The coverage (COV) is given by the proportion of phonemes in the corpus that is covered by least one speech sequence from the sets of pairs. There is typically a tradeoff between these two measures: low NED systems have typically low COV, and high COV have high NED.

### 3.5. Datasets

For training and evaluation of our models we used six different speech datasets that have been force-aligned with a phonetic transcription. Models are trained on the speech only and phonetic-force-alignments are used for evaluation metrics. First, we use the LibriSpeech dataset [23] composed of a 960 hours training set and four 5 hours held-out datasets for development and test called: dev-clean, base at test-clean and test-other. Then, to study generalization, we used five speech corpora from the Zerospeech challenges [29]: English (45hours), Xitsonga (2h30), Mandarin (2h30), French (2h4h) and the Buckeye (5 hours of conversational English). As these corpora do not have a held-out test set, evaluation is performed using the training set, a common practice in unsupervised speech processing [29].

To compute a MAP score on the LibriSpeech dataset, we sample phoneme-ngrams from the four held-out datasets as described in section 3.4. It results in around 700,000 phoneme-ngrams in each held-out dataset. On the Zerospeech corpora, we hypothesise a test-set by sampling from the training set 150,000 non unique phoneme-ngrams.

### 3.6. Models architectures

Our SSE model (f in Figure 1) is a neural network which starts with a layer-normalisation and a 1-dimensional convolution layer with 512 channels (kernel size 4, stride 1) followed by Gated-linear-units and drop out. Sinusoidal Positional embeddings are added after the convolution layer. After going through a transformer layer with 4 attention heads and 512 units, the resulting features are max-pooled along the time axis to form a fixed-size embedding of the input speech sequence. During training, we add a projection head composed of two 512 neurons linear layers and a ReLU activation in between the layers. The model is trained by back-propagation with Adam optimiser and 0.0001 initial learning rate. The temperature parameter of the NTXEnt contrastive loss is set to 0.15.

We feed our SSE model on 4 frame-level pre-trained features: CPC (last layer as in [3]), Wav2vec2.0 (Base at layer 8 and Large at layer 15 as in [5]), and Hubert Large (last layer as in [1]). We add MFCC (40 coefficients) for comparison. All hyper-parameters were chosen by gridsearch on the LibriSpeech to maximizes the MAP scores on the dev-clean set.

We compare this model to two other methods: Max-pooling and CAE-Siamese. Max-pooling is a common baseline SSE model. It consists in max-pooling input frame-level features across time to get a fixed-size vector. The CAE-Siamese referenced in [17, 24] is on par with the current state-of-the-art in SSE models. We took the implementation from [24] which is
4. Results and discussion

4.1. Mean Average Precision

Figure 3 shows the MAP scores evaluated on LibriSpeech dev-clean datasets for different frame-level input features and different training steps (initialisation and k-NN iterations). Overall, our method reaches a peak of performance after two iterations of k-NN self-labelling. Across input features, the Wav2vec2.0 features from the Base model at layer 8 lead to the best MAP scores. From now on, we use this input features for all following experiments.

Table 1 is our benchmark across different SSE models on LibriSpeech held-out datasets. As expected, the CAE-Siamese is consistently better than the Max-pooling. Yet it is far from reaching the performance of our method after two iterations of k-NN self-labelling.

As a topline system, we train our neural network architecture on positive pairs of speech sequences that have each the same phonetic transcription. These positive pairs are sampled using the time-aligned transcriptions of our training sets. Unsurprisingly, the MAP scores of this weakly-supervised topline are way above all others.

4.2. NED/COV

Figure 2 shows the NED/COV scores of our model on the Zerospeech’s dataset compared to other models submitted for previous editions of the challenge. Some of these models performed additional tasks that we do not do here such as clustering and finding word boundaries. Therefore we only run the evaluation metrics relevant to the matching task. Competitors’ submissions to the Zerospeech challenges are represented with grey dots on figure 2 as they were asked to submit only one set of clusters. We do not impose this constraint on us. For each corpus, using our trained SSE model, by varying the threshold mentioned in section 3.4, we create a range of twenty submissions per corpora which appear as a blue dots on figure 2. Strong NED/COV scores are in the upper left corners. Regarding the NED/COV results, whatever the threshold that we choose for our method, we get better NED/COV than all other systems on all datasets (except one submission on the French dataset but we beat that submission on the other datasets).

5. Conclusion

We introduced a new Speech Sequence Embedding model that leverages time-stretching data augmentation as well as nearest neighbors search. Across several corpora, our model shows much higher results on our ngram-based MAP LibriSpeech metric than a previous competitive model (CAE-Siamese), although there is still room for improvements based on our weak supervision experiment. We open source our model and our MAP metric in the hope it will encourage researchers to use the latter to evaluate SSE models. On the NED/COV metric, our model push the state-of-the-art by a large margin compared to other submissions from the Zerospeech challenges, opening up the possibility of further improvement in speech segmentation tasks.
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A.1. Choice of Wav2vec2.0 layer

We provide a per-layer analysis of Wav2vec2.0 Base and Large to justify the choice of the layer used in this work. We used the ABX tasks from the ZeroSpeech Challenge 2021 [43]. The task computes, for a given contrast between two speech categories A and B (e.g., the contrast between triphones ‘aba’ and ‘apa’), the probability that two sounds belonging to the same category are closer to one another than two sounds that belong to different categories.

After evaluating Wav2vec2.0 Base and Large with these tasks, the best layer for Wav2vec2.0 Base is at index 8 and the best layer for Wav2vec2.0 Large is at index 15 which is consistent with [5] where the authors found that the 15th layer of Wav2vec2.0 Large is the best for phone recognition.

| layer | abx within | abx across |
|-------|------------|------------|
| frontend | 13.74%     | 22.97%     |
| layer 0 | 11.17%     | 17.07%     |
| layer 1 | 10.05%     | 14.94%     |
| layer 2 | 9.50%      | 13.28%     |
| layer 3 | 8.72%      | 11.14%     |
| layer 4 | 7.24%      | 8.15%      |
| layer 5 | 7.48%      | 7.95%      |
| layer 6 | 8.04%      | 8.68%      |
| layer 7 | 8.11%      | 8.35%      |
| layer 8 | 6.92%      | 7.78%      |
| layer 9 | 7.70%      | 10.99%     |
| layer 10 | 26.77%     | 35.55%     |
| layer 11 | 25.99%     | 33.04%     |
| final proj | 26.42%     | 33.06%     |

Table 3: Per layer ABX scores for Wav2vec2.0 Base

A.2. Scaling to large datasets and models

We scaled our method to the whole LibriSpeech corpus which did not improve the MAP scores. We also implemented a sequence-to-sequence transformer (4 layers for the encoder and 4 layers for the decoder) that takes in input our SSE built on top of Wav2vec2.0 and decodes them into the discrete HuBERT units from [44]. The gradient is backpropagated through the sequence-to-sequence and the SSE (but not Wav2vec2.0). We trained this model on the whole LibriSpeech dataset both using an SSE pre-trained or untrained. Yet all our attempts did not provide better performances than the one described in this paper. Scaling this SSE to larger datasets and models remains an open question.
| layer   | abx within | abx across |
|---------|------------|------------|
| frontend| 12.68%     | 20.66%     |
| layer 0 | 12.38%     | 19.38%     |
| layer 1 | 12.44%     | 18.67%     |
| layer 2 | 12.01%     | 16.30%     |
| layer 3 | 11.15%     | 15.07%     |
| layer 4 | 10.14%     | 13.95%     |
| layer 5 | 9.29%      | 12.24%     |
| layer 6 | 8.66%      | 10.99%     |
| layer 7 | 7.94%      | 9.00%      |
| layer 8 | 7.18%      | 7.78%      |
| layer 9 | 7.09%      | 7.70%      |
| layer 10| 7.27%      | 8.18%      |
| layer 11| 7.64%      | 8.79%      |
| layer 12| 8.62%      | 9.24%      |
| layer 13| 8.38%      | 9.12%      |
| layer 14| 7.67%      | 8.73%      |
| layer 15| 6.95%      | 7.79%      |
| layer 16| **6.39%**  | 8.11%      |
| layer 17| 7.29%      | 9.05%      |
| layer 18| 8.38%      | 11.45%     |
| layer 19| 9.93%      | 14.81%     |
| layer 20| 12.25%     | 20.76%     |
| layer 21| 22.25%     | 30.43%     |
| layer 22| 32.35%     | 37.83%     |
| layer 23| 33.88%     | 38.70%     |
| final proj | 33.79%   | 38.89%     |

Table 4: Per layer ABX scores for Wav2vec2.0 Base