Evaluating Neighbor Rank and Distance Measures as Predictors of Semantic Priming
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Abstract
This paper summarizes the results of a large-scale evaluation study of bag-of-words distributional models on behavioral data from three semantic priming experiments. The tasks at issue are (i) identification of consistent primes based on their semantic relatedness to the target and (ii) correlation of semantic relatedness with latency times. We also provide an evaluation of the impact of specific model parameters on the prediction of priming. To the best of our knowledge, this is the first systematic evaluation of a wide range of DSM parameters in all possible combinations. An important result of the study is that neighbor rank performs better than distance measures in predicting semantic priming.

1 Introduction
Language production and understanding make extensive and immediate use of world knowledge information that concerns prototypical events. Plenty of experimental evidence has been gathered to support this claim (see McRae and Matzuki, 2009, for an overview). Specifically, a number of priming studies have been conducted to demonstrate that event knowledge is responsible for facilitation of processing of words that denote events and their participants (Ferretti et al., 2001; McRae et al., 2005; Hare et al., 2009). The aim of our research is to investigate to which extent such event knowledge surfaces in linguistic distribution and can thus be captured by Distributional Semantic Models (henceforth, DSMs). In particular, we test the capabilities of bag-of-words DSMs in simulating priming data from the three aforementioned studies.

DSMs have already proven successful in simulating priming effects (Padó and Lapata, 2007; Herdağdelen et al., 2009; McDonald and Brew, 2004). Therefore, in this work, we aim at a more specific contribution to the study of distributional modeling of priming: to identify the indexes of distributional relatedness that produce the best performance in simulating priming data and to assess the impact of specific model parameters on such performance. In addition to distance in the semantic space, traditionally used as an index of distributional relatedness in DSMs, we also introduce neighbor rank as a predictor of priming effects. Distance and a number of rank-based measures are compared with respect to their performance in two tasks: the identification of congruent primes on the basis of distributional relatedness to the targets (we measure accuracy in picking up the congruent prime) and the prediction of latency times (we measure correlation between distributional relatedness and reaction times). The results of our experiments show that neighbor rank is a better predictor than distance for priming data.

Our approach to DSM evaluation constitutes a methodological contribution of this study: we use linear models with performance (accuracy or correlation) as a dependent variable and various model parameters as independent variables, instead of looking for optimal parameter combinations. This approach is robust to overfitting and allows to analyze the influence of individual parameters as well as their interactions.

The paper is structured as follows. Section 2 provides an overview of the modeled datasets. Section 3 introduces model parameters and indexes of distributional relatedness evaluated in this paper, describes the experimental tasks and outlines our statistical approach to DSM evaluation. Section 4 presents results for the accuracy and correlation tasks and evaluates the impact of model parameters on performance. We conclude in section 5 by sketching ongoing work and future developments of our research.
Table 1: Overview of datasets: thematic relations, number of triples, example stimuli, facilitation effects

| Dataset  | Relation          | N | Prime<sub>c</sub>       | Prime<sub>i</sub>       | Target         | Fac |
|----------|-------------------|---|------------------------|------------------------|---------------|-----|
| V-N      | AGENT             | 28| Pay                    | Govern                 | Customer      | 27* |
|          | PATIENT           | 18| Invite                 | Arrest                 | Guest         | 32* |
|          | PATIENT FEATURE   | 20| Comfort                | Hire                   | Upset         | 33* |
|          | INSTRUMENT        | 26| Cut                    | Dust                   | Rag           | 32* |
|          | LOCATION          | 24| Confess                | Dance                  | Court         | - 5 |
| N-V      | AGENT             | 30| Reporter              | Carpenter              | Interview     | 18* |
|          | PATIENT           | 30| Bottle                 | Ball                   | Recycle       | 22* |
|          | INSTRUMENT        | 32| Chainsaw              | Detergent              | Cut           | 16* |
|          | LOCATION          | 24| Beach                  | Pub                    | Tan           | 18* |
| N-N      | EVENT-PEOPLE      | 18| Trial                  | War                    | Judge         | 32* |
|          | EVENT-THING       | 26| War                    | Gun                    | Banquet       | 33* |
|          | LOCATION-LIVING   | 24| Church                 | Gym                    | Athlete       | 37* |
|          | LOCATION-THING    | 30| Pool                   | Garage                 | Car           | 29* |
|          | PEOPLE-INSTRUMENT | 24| Hiker                  | Barber                 | Compass       | 45* |
|          | INSTRUMENT-PEOPLE | 24| Razor                  | Compass                | Barber        | -10 |
|          | INSTRUMENT-THING  | 24| Hair                   | Scissors               | Oven          | 58* |

2 Data

This section introduces the priming datasets which are the object of the present study. All the experiments we aim to model were conducted to provide evidence for the immediate effect of event knowledge in language processing.

The first dataset comes from Ferretti et al. (2001), who found that verbs facilitate the processing of nouns denoting prototypical participants in the depicted event and of adjectives denoting features of prototypical participants. In what follows, the dataset from this study will be referred to as V-N dataset.

The second dataset comes from McRae et al. (2005). In this experiment, nouns were found to facilitate the processing of verbs denoting events in which they are prototypical participants. In this paper, this dataset is referred to as N-V dataset.

The third dataset comes from Hare et al. (2009), who found a facilitation effect from nouns to nouns denoting events or their participants. We will refer to this dataset as N-N dataset.

Experimental items and behavioral data from these three experiments have been pooled together in a global dataset that contains 404 word triples (Target, Congruent Prime, Incongruent Prime). For every triple, the dataset contains mean reaction times for the congruent and incongruent conditions, and a label for the thematic relation involved. Table 1 provides a summary of the experimental data. It specifies the number of triples for every relation in the datasets (N) and gives an example triple \((\text{Prime}_{\text{congruent}}, \text{Prime}_{\text{incongruent}}, \text{Target})\). Facilitation effects and stars marking significance by participants and items reported in the original studies are also specified for every relation (Fac). Relations for which the experiments showed no priming effect are highlighted in bold.

3 Method

3.1 Models

Building on the Distributional Hypothesis (Harris, 1954), DSMs are employed to produce semantic representations of words from patterns of co-occurrence in texts or documents (Sahlgren, 2006; Turney and Pantel, 2010). Semantic representations in the form of distributional vectors are compared to quantify the amount of shared contexts as an empirical correlate of semantic similarity. For the purposes of this study, similarity is understood in terms of topical relatedness (words connected to a particular situation) rather than attributional similarity (synonyms and near-synonyms).

DSMs evaluated in this study belong to the class of bag-of-words models: the distributional vector of a target word consists of co-occurrence counts with other words, resulting in a word-word co-occurrence matrix. The models cover a large vocabulary of target words (27668 words in the un-tagged version; 31713 words in the part-of-speech tagged version). It contains the stimuli from the datasets described in section 2 and further target words from state-of-the-art evaluation studies (Baroni and Lenci, 2010; Baroni and Lenci, 2011; Mitchell and Lapata, 2008). Contexts are filtered by part-of-speech (nouns, verbs, adjectives, and adverbs) and by frequency thresholds. Neither syntax nor word order were taken into account when gathering co-occurrence information. Distributional models were built using the UCS
toolkit\textsuperscript{1} and the \texttt{wordspace} package for R\textsuperscript{2}. The evaluated parameters are:

- **Corpus**: British National Corpus\textsuperscript{3}; ukWaC\textsuperscript{4}; WaCkyped\texttt{ia\textsubscript{EN}}\textsuperscript{5}; WP500\textsuperscript{6}; and a concatenation of BNC, ukWaC, and WaCkypedia\textsubscript{EN} (called the \texttt{joint corpus});
- **Window size**: 2, 5, or 15 words to the left and to the right of the target;
- **Part of speech**: no part of speech tags; part of speech tags for targets; part of speech tags for targets and contexts;
- **Scoring measure**: frequency; Dice coefficient; simple log-likelihood; Mutual Information; t-score; z-score;\textsuperscript{7}
- **Vector transformation**: no transformation; square root, sigmoid or logarithmic transformation;
- **Dimensionality reduction**: no dimensionality reduction; Singular Value Decomposition to 300 dimensions using randomized SVD (Halko et al., 2009); Random Indexing (Sahlgren, 2005) to 1000 dimensions;
- **Distance measure**: cosine, euclidean or manhattan distance.

### 3.2 Indexes of Distributional Relatedness

#### 3.2.1 Distance and Rank

The indexes of distributional relatedness described in this section represent alternative perspectives on the semantic representation inferred by DSMs from co-occurrence data.

Given a \textit{target}, a \textit{prime}, and a matrix of distances produced by a distributional model, we test the following indexes of relatedness between \textit{target} and \textit{prime}:

- **Distance**: distance between the vectors of \textit{target} and \textit{prime} in the semantic space;
- **Backward association**: rank of \textit{prime} among the neighbors of \textit{target}, as in Hare et al. (2009);\textsuperscript{8}
- **Forward association**: rank of \textit{target} in the neighbors of \textit{prime};
- **Average rank**: average of backward and forward association.

Indexes of distributional relatedness were considered as an additional parameter in the evaluation, labeled \textit{relatedness index} below. Every combination of the parameters described in section 3.1 with each value of the \textit{relatedness index} parameter defines a DSM. The total number of models evaluated in our study amounts to 38880.

#### 3.2.2 Motivation for Rank

This section provides some motivation for the use of neighbor rank as a predictor of priming effects in DSMs, on the basis of general cognitive principles and of previous modeling experiments.

In distributional semantic modeling, similarity between words is calculated according to Euclidean geometry: the more similar two words are, the closer they are in the semantic space. One of the axioms of spatial models is \textit{symmetry} (Tversky, 1977): the distance between point \textit{a} and point \textit{b} is equal to the distance between point \textit{b} and point \textit{a}. Cognitive processes, however, often violate the symmetry axiom. For example, asymmetric associations are often found in word association norms (Griffiths et al., 2007).

Our study also contains a case of asymmetry. In particular, the results from Hare et al. (2009), which constitute our N-N dataset, show priming from \textit{PEOPLE} to \textit{INSTRUMENTS}, but not from \textit{INSTRUMENTS} to \textit{PEOPLE}. This asymmetry cannot be captured by distance measures for reasons stated above. However, the use of rank-based indexes allows to overcome the limitation of symmetrical distance measures by introducing directionality (in our case, target → prime vs. prime → target), and this without discarding the established and proven measures.

Rank has already proven successful in modeling priming effects with DSMs. Hare et al. (2009) conducted a simulation on the N-N dataset using LSA (Landauer and Dumais, 1997) and BEAGLE (Jones and Mewhort, 2007) trained on the TASA corpus. Asymmetric priming was correctly predicted by the context-only version of BEAGLE using rank (namely, rank of prime among neighbors of target, cf. backward rank in section 3.2.1).

Our study extends the approach of Hare et al. (2009) in a number of directions. First, we introduce and evaluate several different rank-based measures (section 3.2.1). Second, we evaluate rank in connection with specific parameters and on
larger corpora. Third, we extend the use of rank-based measures to the distributional simulation of two other experiments on event knowledge (Ferretti et al., 2001; McRae et al., 2005). Note that our simulation differs from the one by Hare et al. (2009) with respect to tasks (they test for a significant difference of mean distances between target and related vs. unrelated prime) and the class of DSMs (we use term-term models, rather than LSA; our models are not sensitive to word order, unlike BEAGLE).

### 3.3 Tasks and Analysis of Results

The aim of this section is to introduce the experimental tasks whose results will be discussed in section 4 and to describe the main features of the analysis we applied to interpret these results.

Two experiments have been carried out:

- A **classification** experiment: given a target and two primes, distributional information is used to identify the congruent prime. Performance in this task is measured by classification accuracy (section 4.1).
- A **prediction** experiment: the information concerning distributional relatedness between targets and congruent primes is tested as a predictor for latency times. Performance in this task is quantified by Pearson correlation (section 4.2).

Concerning the interpretation of the evaluation results, it would hardly be meaningful to look at the best parameter combination or the average across all models. The best model is likely to be overfitted tremendously (after testing 38880 parameter settings over a dataset of 404 data points). Mean performance is largely determined by the proportions of “good” and “bad” parameter settings among the evaluation runs, which include many non-optimal parameter values that were only included for completeness.

Instead, we analyze the influence of individual DSM parameters and their interactions using linear models with performance (accuracy or correlation) as a dependent variable and the various model parameters as independent variables. This approach allows us to identify parameters that have a significant effect on model performance and to test for interactions between the parameters. Based on the partial effects of each parameter (and significant interactions) we can select a best model in a robust way.

This statistical analysis contains some elements of novelty with respect to the state-of-the-art DSM evaluation. Broadly speaking, approaches to DSM evaluation described in the literature fall into two classes. The first one can be labeled as *best model first*, as it implies the identification of the optimal configuration of parameters on an initial task, considered more basic; the best performing model on the general task is therefore evaluated on other tasks of interest. This is the approach adopted, for example, by Padó and Lapata (2007). In the second approach, described in Bullinaria and Levy (2007; 2012), evaluation is conducted via incremental tuning of parameters: parameters are evaluated sequentially to identify the best performing value on a number of tasks. Such approaches to DSM evaluation have specific limitations. The former approach does not assess which parameters are crucial in determining model performance, since its goal is the evaluation of performance of the same model on different tasks. The latter approach does not allow for parameter interactions, considering parameters individually. Both limitations are avoided in the analysis used here.

### 4 Results

#### 4.1 Identification of Congruent Prime

This section presents the results from the first task evaluated in our study. We used the DSMs to identify which of the two primes is the congruent one based on their distributional relatedness to the target. For every triple in the dataset, the different indexes of distributional relatedness (parameter relatedness index) were used to compare the association between the target and the congruent prime with the association between the target and the incongruent prime. Accuracy of DSMs in picking up the congruent prime was calculated on the global dataset and separately for each subset.\(^9\)

Figure 1 displays the distribution of the accuracy scores of all tested models in the task, on the global dataset. All accuracy values are specified as percentages. Minimum, maximum, mean and standard deviation of the accuracy values for the global dataset and for the three subsets are displayed in table 2.

The mean performance on N-N is lower than on

---

\(^9\)The small number of triples for which no prediction could be made because of missing words in the DSMs were considered mistakes. The coverage of the models ranges from 97.8% to 100% of the triples, with a mean of 99%.
N-V and slightly lower than on V-N. This effect may be interpreted as being due to mediated priming, as no verb is explicitly involved in the N-N relationship. Yet, the relatively high accuracy on N-N and its relatively small difference from N-V and V-N does not speak in favor of different underlying mechanisms responsible for this effect. Indeed, McKoon and Ratcliff (1992) suggested that effects traditionally considered as instances of mediated priming are not due to activation spreading through a mediating node, but result from a direct but weaker relatedness between prime and target words. This hypothesis found computational support in McDonald and Lowe (2000).

4.1.1 Model Parameters and Accuracy

The aim of this section is to assess which parameters have the most significant impact on the performance of DSMs in the task of identification of the congruent prime.

We trained a linear model with the eight DSM parameters as independent variables ($R^2 = 0.70$) and a second model that also includes all two-way interactions ($R^2 = 0.89$). Given the improvement in $R^2$ as a consequence of the inclusion of two-way interactions in the linear model, we will focus on the results from the model with interactions. Table 3 shows results from the analysis of variance for the model with interactions. For every parameter (and interaction of parameters) we report degrees of freedom (df), percentage of explained variance ($R^2$), and a significance code (signif). We only list significant interactions that explain at least 1% of the variance. Even though all parameters and many interactions are highly significant due to the large number of DSMs that were tested, an analysis of their predictive power in terms of explained variance allows us to make distinctions between parameters.

Table 3: Accuracy: Parameters and interactions

| Parameter                        | df  | $R^2$ | signif |
|----------------------------------|-----|-------|--------|
| corpus                           | 4   | 7.44  | ***    |
| window                           | 2   | 4.39  | ***    |
| pos                              | 2   | 0.92  | ***    |
| score                            | 5   | 7.39  | ***    |
| transformation                   | 3   | 3.79  | ***    |
| distance                         | 2   | 22.20 | ***    |
| dimensionality reduction         | 2   | 10.52 | ***    |
| relatedness index                | 3   | 13.67 | ***    |
| score:transformation             | 15  | 4.53  | ***    |
| distance:relatedness index       | 12  | 2.24  | ***    |
| distance:dim.reduction window    | 4   | 2.16  | ***    |
| window:dim.reduction              | 4   | 1.73  | ***    |

Results in table 3 indicate that distance, dimensionality reduction and relatedness index are the parameters with the strongest explanatory power, followed by corpus and score. Window and transformation have a weaker explanatory power, while pos falls below the 1% threshold. There is a strong interaction between score and transformation, which has more influence than one of the individual parameters, namely transformation.

Figures 2 to 7 display the partial effects of different model parameters (pos was excluded because of its low explanatory power). One of the main research questions behind this work was whether neighbor rank performs better than distance in predicting priming data. The partial effect of relatedness index in Figure 6 confirms our hypothesis: forward rank achieves the best performance, distance the worst.

Accuracy improves for models trained on bigger corpora (parameter corpus, figure 2; corpora are ordered by size) and larger context windows (parameter window, figure 3). Cosine is the best performing distance measure (figure 4). Interestingly, dimensionality reduction is found to negatively affect model performance: as shown in figure 7, both random indexing (ri) and singular...
value decomposition (rsvd) cause a decrease in predicted accuracy.

Because of the strong interaction between score and transformation, only their combined effect is shown (figure 5). Among the scoring measures, stochastic association measures perform better than frequency: in particular log-likelihood (simple-ll), z-score and t-score are the best measures. We can identify a general tendency of transformation to lower accuracy. This is true for all scores except log-likelihood: square root and (to a lesser extent) logarithmic transformation result in an improvement for this measure.

Figure 8 displays the interaction between the parameters distance and dimensionality reduction. Despite a general tendency for dimensionality reduction to lower accuracy, we found an interaction between cosine distance and singular value decomposition: in this combination, accuracy remains stable and is even minimally higher compared to no dimensionality reduction.

4.2 Correlation to Reaction Times

The results reported in section 4.1 demonstrate that forward rank is the best index for identifying which of the two primes is the congruent one. The aim of this section is to find out whether rank is also a good predictor of latency times. We check correlation between distributional relatedness and reaction times and evaluate the impact of model parameters on this task.

Figure 9 displays the distribution of Pearson correlation coefficient achieved by the different DSMs on the global dataset.

Figure 9 shows that the majority of the models perform rather poorly, and that only few models achieve moderate correlation with RT. DSM per-
formance in the correlation task appears to be less robust to non-optimal parameter settings than in the accuracy task (cf. figure 1).

Minimum, maximum, mean and standard deviation correlation for the global dataset and for the three evaluation subsets are shown in table 4. In all the cases, absolute correlation values are used so as not to distinguish between positive and negative correlation.

| Dataset | Min | Max | Mean | σ   |
|---------|-----|-----|------|-----|
| Global  | -0.26 | 0.47 | 0.19 | 0.10 |
| V-N     | -0.34 | 0.57 | 0.2  | 0.12 |
| N-V     | -0.35 | 0.41 | 0.11 | 0.06 |
| N-N     | -0.29 | 0.42 | 0.16 | 0.09 |

Table 4: Mean and range of Pearson correlation coefficients on global dataset and subsets

4.2.1 Model Parameters and Correlation

In this section we discuss the impact of different model parameters on correlation with reaction times.

We trained a linear model with absolute Pearson correlation on the global dataset as dependent variable and the eight DSM parameters as independent variables ($R^2 = 0.53$), and a second model that includes two-way interactions ($R^2 = 0.77$). Table 5 is based on the model with interactions; it reports the degrees of freedom (df), proportion of explained variance ($R^2$) and a significance code (signif) for every parameter and every interaction of parameters (above 1% of explained variance).

| Parameter                  | df  | $R^2$ | signif |
|---------------------------|-----|-------|--------|
| corpus                    | 4   | 7.45  | ***    |
| window                    | 2   | 0.47  | ***    |
| pos                       | 2   | 0.20  | ***    |
| score                     | 5   | 3.03  | ***    |
| transformation            | 3   | 3.52  | ***    |
| distance                  | 2   | 4.27  | ***    |
| dimensionality reduction  | 2   | 10.57 | ***    |
| relatedness index         | 3   | 23.40 | ***    |

Table 5: Correlation: Parameters and interactions

Relatedness index is the most important parameter, followed by dimensionality reduction and corpus. The explanatory power of the other parameters (score, transformation, distance) is lower than for the accuracy task, and two parameters (window and pos) explain less than 1% of the variance each. By contrast, the explanatory power of interactions is higher in this task. Table 5 shows the five relevant interactions with an overall higher $R^2$ compared to the accuracy task (cf. table 3).

The partial effect plot for relatedness index (figure 14) confirms the findings of the accuracy task: forward rank is the best value for this parameter. The best values for the other parameters, however, show opposite tendencies with respect to the accuracy task. Models trained on smaller corpora (figure 10) perform better than those trained on bigger ones. Cosine is still the best distance measure, but manhattan distance performs equally well in this task (parameter distance, figure 12). Singular value decomposition (parameter dimensionality reduction, figure 15) weakens the correlation values achieved by the models, but no significant difference is found between random indexing and the unreduced data.

Co-occurrence frequency performs better than statistical association measures and transformation improves correlation: figure 13 displays the interaction between these two parameters. Transformation has a positive effect for every score, but the optimal transformation differs. Its impact is particularly strong for the Dice coefficient, which reaches the same performance as frequency when combined with a square root transformation.

Let us conclude by discussing the interaction between distance and dimensionality reduction (figure 16). Based on the partial effects of the individual parameters, any combination of manhattan or cosine distance with random indexing or no dimensionality reduction should be close to optimal. However, the interaction plot reveals that manhattan distance with random indexing is the best combination, outperforming the second best (cosine without dimensionality reduction) by a considerable margin. The positive effect of random indexing is quite surprising and will require further investigation.

Figure 16: Distance + Dimensionality Reduction
5 Conclusion

In this paper, we presented the results of a large-scale evaluation of distributional models and their parameters on behavioral data from priming experiments. Our study is, to the best of our knowledge, the first systematic evaluation of such a wide range of DSM parameters in all possible combinations. Our study also provides a methodological contribution to the problem of DSM evaluation. We propose to apply linear modeling to determine the impact of different model parameters and their interactions on the performance of the models. We believe that this type of analysis is robust against overfitting. Moreover, effects can be tested for significance and various forms of interactions between model parameters can be captured.

The main findings of our evaluation can be summarized as follows. Forward association (rank of target among the nearest neighbors of the prime) performs better than distance in both tasks at issue: identification of congruent prime and correlation with latency times. This finding confirms and extends the results of previous studies (Hare et al., 2009). The relevance of rank-based measures for cognitive modeling is discussed in section 3.2.2.

Identification of congruent primes on the basis of distributional relatedness between prime and target is improved by employing bigger corpora and by using statistical association measures as scoring functions, while correlation to reaction times is strengthened by smaller corpora and co-occurrence frequency or Dice coefficient. A significant interaction between transformation and scoring function is found in both tasks: considering the interaction between these two parameters turned out to be vital for the identification of optimal parameter values.

Some preliminary analyses of individual thematic relations showed substantial improvements of correlations. Therefore, future work will focus on finer-grained linear models for single relations and on further modeling of reaction times, extending the study by Hutchinson et al. (2008).

Further research steps also include an evaluation of syntax-based models (Baroni and Lenci, 2010; Padó and Lapata, 2007) and term-document models on the tasks tackled in this paper, as well as an evaluation of all models on standard tasks.
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