Abstract: The variability of renewable energies and their integration into the grid via power electronics demands the design of robust control algorithms. This work incorporates two techniques to ensure the stability of a boost converter through its state equations, implementing the inverse optimal control and the gain-scheduling technique for robust control settings. In such a way that, under a single adjustment, it is capable of damping different changes such as changes in the parameters, changes in the load, the input voltage, and the reference voltage. On the other hand, inverse optimal control is based on a discrete-time control Lyapunov function (CLF), and CLF candidate depends on fixed parameters that are selected to obtain the solution for inverse optimal control. Once these parameters have been found through heuristic or artificial intelligence methods, the new proposed methodology is capable of obtaining a robust optimal control scheme, without having to search for new parameters through other methods, since these are sometimes sensitive changes and many times the process of a new search is delayed. The results of the approach are simulated using Matlab, obtaining good performance of the proposed control under different operation conditions. Such simulations yielded errors of less than 1% based on the voltage reference, given the disturbances caused by changes in the input variables, system parameters, and changes in the reference. Thus, applying the new methodology, the stability of our system was preserved in all cases.
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1. Introduction

Power converters have been a fundamental piece for the integration of renewable energies, which every day have a greater presence around the world [1–3]. The boost converter is widely used to ensure the operation of electrical systems, such as photovoltaic systems [4,5], microgrids [6,7], and fuel cells [8–11]. For this, there are different topologies according to the needs of low or high power systems [5,12]. To ensure the desired output of the boost converter, control techniques of a pulse width modulated signal (PWM) are used. Different control techniques have been used to control the desired signals for the boost converter and other converters, such as the PI [8,13–16], PID [17–19], frequency-domain control techniques such as the method of sliding modes [6,20,21], fuzzy logic [22,23], and inverse optimal control [24–26].

The equations of state of power converters are sensitive to different disturbances, which is why many works focus on damping the effects of these separately with the methods mentioned above. To mention some of them, in [17] they subject a boost converter to changes in the input variables and changes in the reference voltage separately, in [6] the disturbance is a change in the voltage reference, with fixed parameters, in [20] they subject a boost converter to variations in the load and changes in the sampling time of the control method, in [14] they subject it to changes in the voltage reference, as well as in [27], where they model different power conditioners under different initial conditions.
and different reference voltages, obtaining good results, using an adjustment similar to this work, however, the reference voltage changes are analyzed separately, not the subject to so many changes, nor is the extent of the adjustment analyzed. In [28], through Lyapunov’s control theory, they subject the boost converter to disturbances in the load and input voltage. In [25,26], the inverse optimal control is implemented to a boost converter, while in [26] it does not have any disturbance, and in [25] the system is tested against a voltage drop of 3 volts.

The main problem is that solving the optimal control of nonlinear systems is extremely difficult because it must be solved by Hamilton-Jacobi-Bellman (HJB) equation, and its solution may not exist [29]. The inverse optimal control approach of discrete-time nonlinear systems avoids the need to solve the associate HJB equation through the Control Lyapunov Function (CLF) [25,30,31], and this is because the CLF is a solution to a family of HJB equations [30,32]. Besides, the existence of CLF implies the stability of the system [31]. The CLF candidate depends on fixed parameters that are selected to obtain the solution for inverse optimal control. Such parameters can be difficult to find since they depend on the specific characteristics and conditions of the system. Heuristic methods have been used to find these parameters, like in [24,25] or [26,33–35], PSO was used, while GA was used in [32].

On the other hand, the adaptive control method by gain scheduling has been implemented to stabilize continuous non-linear systems through state space [27,36–38]. Furthermore, it has been used for the adjustment of different control techniques, such as sliding modes [27], Lyapunov’s control theory [37,38], even for the elaboration of mixed control schemes [39,40].

The main contribution of this work is to provide a methodology which shows a way to integrate the inverse optimal control technique and the gain scheduling technique. To do it, an analysis of the scope of the inverse optimal control is made using gain scheduling to adjust the output voltage of a boost converter. This analysis includes quantitative data that allows us to compare the adjustment provided. As a result of the implementation of said methodology, a single control adjustment coefficient is defined, which is capable of damping the effects of the perturbations of the parameters of the boost converter state equations, as well as changes in the input variables, changes in output voltage, and changes in sequence in reference signals. In addition to providing a methodology that facilitates the search for the necessary parameters for the implementation of the inverse optimal control under certain conditions, this methodology also serves for changes in the sampling time.

This paper has the next structure. Section 2 describes the boost converter structure and its state equations. In Section 3, the inverse optimal control model is presented. In Section 4, the methodology of the changes in the control law is described. In Section 5, the inverse optimal control is applied to the boost converter to show some control problems. In Section 6, the results of the new methodology applied to the boost converter are discussed. Finally, the conclusions are in Section 7.

2. State Equations Model of the Boost Converter

The classic diagram of the boost converter is shown in Figure 1, which is composed of a diode, a switch (IGBT), an inductance, a capacitance, and a resistance. Of which, through Kirchhoff’s laws for voltage and current, its equations can be defined [20,21,24,27,28].

Such equations are defined by the state variables, which in our case are the inductor current and the capacitor voltage. The dynamics of the system variables are described by:

\[
\frac{d i_L}{dt} = \frac{1}{L} [v_1 - v_0 U] \tag{1}
\]

\[
\frac{d v_0}{dt} = \frac{1}{C} \left[ i_L U - \frac{v_0}{R_L} \right] \tag{2}
\]

Where \( v_0 \) is the capacitor voltage, \( i_L \) is the inductor current, \( v_1 \) is the input voltage (from the source), \( L \) is the inductance of the inductor, \( C \) is the capacitance of the capacitor,
R<sub>L</sub>, a resistance, and U is the signal control, whose values can be 0 or 1. Such value of U describes the states of the switch (U = 0 open, U = 1 closed), and the process to arrive at Equations (1) and (2) is described in [24].

Figure 1. Diagram of a boost converter.

3. Trajectory Tracking Inverse Optimal Control

Let us consider the discrete-time affine nonlinear system given in Equation (3):

\[ x_{k+1} = f(x_k) + g(x_k)u_k, \quad x_0 = x(0) \]

(3)

Where \( x_k \in \mathbb{R}^n \) is the state of the system at time \( k \in \mathbb{Z}^+ \cup \{0, 1, 2, \ldots \} \), \( u_k \in \mathbb{R}^m \) is the input, \( f : \mathbb{R}^n \to \mathbb{R}^n \) and \( g : \mathbb{R}^n \to \mathbb{R}^{n \times m} \) are smooth mappings, \( f(0) = 0 \) and \( g(x_k) \neq 0 \) for all \( x_k \neq 0 \).

With the following cost functional associated with trajectory tracking:

\[ J(z_k) = \sum_{n=k}^{\infty} l(z_n) + u_n^T R u_n \]

(4)

Where \( z_k = x_k - x_{d,k} \) with \( x_{d,k} \) as the desired trajectory for \( x_k; z_k \in \mathbb{R}^n; J(z_k) : \mathbb{R}^n \to \mathbb{R}^+; l(z_k) : \mathbb{R}^n \to \mathbb{R}^+ \) is a positive semidefinite function, and \( R : \mathbb{R}^n \to \mathbb{R}^{n \times m} \) is a real symmetric positive definite weighting matrix. Additionally, a performance measure is the cost functional expressed by Equation (4) [26]. The entries \( R \) can be fixed or functions of the system state to vary the weighting on control efforts according to the state value [26]. Considering the state feedback control design problem, the complete state \( x_k \) is assumed to be available.

Using the optimal value function \( J^+(z_k) \) for Equation (4) as Lyapunov function \( V(x_k) \), Equation (4) can be rewritten as

\[ V(z_k) = l(z_k) + u_k^T R u_k + \sum_{n=k+1}^{\infty} l(z_n) + u_n^T R u_n \]

(5)

where we require the boundary condition \( V(0) = 0 \) so that \( V(z_k) \) becomes a Lyapunov function.

The optimal control law must satisfy the next conditions. We define the discrete-time Hamiltonian \( H(z_k, u_k) \) as

\[ H(z_k, u_k) = l(z_k) + u_k^T R u_k + V(z_{k+1}) - V(z_k) \]

(6)
A necessary condition that the optimal control law should satisfy is
\[
\frac{\delta H(z_k, u_k)}{\delta u_k} = 0
\]
then
\[
0 = 2R u_k + \frac{\delta V(z_{k+1})}{\delta u_k} \frac{\delta u_k}{\delta z_{k+1}}
\]
\[
0 = 2R u_k + g^T(x_k) \frac{\delta V(z_{k+1})}{\delta z_{k+1}}
\]
(7)

therefore, the optimal control law to achieve trajectory tracking is formulated as
\[
u^*_k = -\frac{1}{2}R^{-1} g^T(x_k) \frac{\delta V(z_{k+1})}{\delta z_{k+1}}
\]
(8)

with the boundary condition \( V(0) = 0 \). For determining the trajectory tracking inverse optima control, it is necessary to solve the following HJB equation
\[
l(z_k) + V(z_{k+1}) - V(z_k) + \frac{1}{4} \frac{\delta V(z_{k+1})}{\delta z_{k+1}} g^T(x_k) R^{-1} g^T(x_k) \frac{\delta V(z_{k+1})}{\delta z_{k+1}} = 0
\]
(9)

which is a challenging task. The inverse optimal control solves this task because the main characteristic of inverse optimal control is that a stabilizing feedback control law is designed first, and then it is established that this law optimizes the cost functional given in Equation (4) [26].

**Definition 1. Tracking Inverse Optimal Control Law**

Consider the tracking error as \( z_k = x_k - x_{\delta, k}, x_{\delta, k} \) being the desired trajectory for \( x_k \).

Let us define the control law:
\[
u^*_k = -\frac{1}{2}R^{-1} g^T(x_k) \frac{\delta V(z_{k+1})}{\delta z_{k+1}}
\]
(10)

It is inverse optimal if:

i. Tracking Inverse: It achieves (global) asymptotic stability of \( x_k = 0 \) for system Equations (1) and (2) along with reference \( x_{\delta, k} \);

ii. Second \( V(z_k) \) is a (radially unbounded) positive definite function such that inequality
\[
\nabla := V(z_{k+1}) - V(z_k) + u^*_k R(x_k) u^*_k \leq 0
\]
(11)
is satisfied.

When we select \( l(z_k) := -\nabla \), the \( V(z_k) \) is a solution for Equation (9) and the cost functional expressed by Equation (4) is minimized.

As established in Definition (1) the inverse optimal control law for trajectory tracking is based on the knowledge of \( V(z_k) \). For this reason, we proposed a CLF, \( V(z_k) \), such that (i) and (ii) are guaranteed. In this way, instead of solving Equation (9) for \( V(z_k) \), a quadratic CLF candidate \( V(z_k) \) for the Equation (10) is proposed as follows:
\[
V(z_k) = \frac{1}{2} z_k^T P z_k, \quad P = P^T > 0
\]
(12)
To ensure stability of the tracking error $z_k$, where

$$z_k = x_k - x_{\delta,k}$$

moreover, it will be established that the control law expressed by Equation (10) with Equation (12), which is referred to as the inverse optimal control law, optimizes a cost functional of Equation (4) [26].

Consequently, by considering $V(x_k)$ as in Equation (12), control law expressed by Equation (10) takes the following form:

$$u_k^* = -\frac{1}{2} R g^T(x_k) P g(x_k) (f(x_k) - x_{\delta,k+1})$$

(14)

Where $\frac{1}{2} g^T(x_k) P g(x_k)$ is positive definite and symmetric matrix, which ensures that the inverse matrix in Equation (14) exists.

4. The Proposed Methodology

A new method is proposed to be able to adjust the control once it has been previously tuned under certain values and by changing these values, such as the integration step or the control objective, the control objective is reached again.

Given the following Equation (14) modifying the coefficient $-1/2$ when the control leads to the output to stagnate in a fixed error in a steady state. Changing Equation (14) by Equation (15), as follows:

$$u_k^* = -K \left( R + \frac{1}{2} g^T(x_k) P g(x_k) \right)^{-1} g^T(x_k) P (f(x_k) - x_{\delta,k+1})$$

(15)

The goal is to find $K$ that tunes the control $u$, as in our case, $u$ is the duty cycle and can take values from 0 to 1, which represent 0 and 100%, respectively. The above without modifying the matrix $P$ and the $R$ value of the control.

The proposed methodology is as follows:

- To find the values of $P$ and $R$ that cause the system to converge to a target value, there are heuristic search methods.
- Give values to the input variables, and the parameters of the system and analyze which are the ranges of those variables that generate an error $\xi$ greater than tolerance $\varepsilon$.
- Find a $K$ value for each desired input variable or target in the ranges or values of the previous point that fit the model to the desired reference.
- Implement different $K$'s found in the simulation for the different values of the input variables.
- Fit the coefficients found to an equation that depends on the input variable or the parameter that destabilized the system.
- In the case that an appropriate value of $K$ is not found, which adjusts the desired model for a value of the input variable or the desired objective, once again tune the model looking for appropriate $P$ and $R$.

In this work, $\xi$ is taken as the percentage error when the system falls into a steady-state error, in other words, when the error converges to a point close to the reference. Taking a
tolerance \( \varepsilon = 1\% \) error with respect to the reference. Consequently, there may be different \( K \)'s fits that satisfy \( \varepsilon < \xi \).

5. Inverse Optimal Control Applied for a Boost Converter

The relation between the output voltage and the output current can be determined from the equilibrium point of the system given by Equations (1) and (2), obtaining

\[
x_{2,k} = v_{\text{ref}}, \quad x_{1,k} = \frac{x_{2,k}^2}{R_L v_1}
\]

With \( x_2 \) as the output voltage, \( x_1 \) the output current, and \( v_{\text{ref}} \) the reference voltage. To implement the inverse optimal control, Equations (1) and (2) are taken to obtain \( f(x_k) \) and \( g(x_k) \) from Equation (14), as follows:

\[
f(x) = \begin{bmatrix} x_{1,k} + \frac{T v_1}{L} \\ x_{2,k} - \frac{T x_{2,k}}{R_L C} \end{bmatrix}
\]

and

\[
g(x) = \begin{bmatrix} -\frac{T x_{2,k}}{L} \\ \frac{T x_{1,k}}{C} \end{bmatrix}
\]

discretizing by Euler approximation, the discrete-time model for the boost converter is

\[
x_{1,k+1} = x_{1,k} + T \left( \frac{v_1}{L} - \frac{x_{2,k}}{L} u_k \right)
\]

\[
x_{2,k+1} = x_{2,k} + T \left( \frac{x_{2,k}}{R_L C} + \frac{x_{1,k}}{C} u_k \right)
\]

where \( T \) is sampling time, and initial conditions are \( x_0 = [0 \ 0]^T \).

First, the inverse optimal control is implemented to appreciate the effect of the change in voltage reference. Taking the fixed parameters \( L = 12 \text{ mH} \), \( R_L = 220 \Omega \), \( C = 500 \mu \text{F} \), the sampling time \( T = 100 \mu \text{s} \), and the input voltage of \( v_1 = 80 \text{ V} \) with reference voltage \( v_{\text{ref}} = 100 \text{ V} \). To implement the optimal inverse control, it is necessary to search for \( P \) and \( R \) to stabilize the system, for this, any search method can be used. In [33], the PSO is used to achieve it, and in [24], a heuristic method is used. To find a \( P \) and \( R \) that fit our system, we take a \( P \) and \( R \) used in [24], since the same system of equations is used, but with different parameters. To do this, an exhaustive search was made, around each element of the known matrix \( P \) and \( R \), along an interval for each element, obtaining as a result:

\[
P = \begin{bmatrix} 10.06 & 0 \\ 0 & 0.003 \end{bmatrix}, \quad R = 0.8
\]

Such values are necessary in Equation (14). Figure 2a shows the implementation of the inverse optimal control with a reference voltage of \( v_{\text{ref}} = 100 \text{ V} \) with \( \xi \approx 0.65\% \), in Figure 2b, a change in the reference voltage from 100 V to 120 V is applied, and the output voltage never converges to the voltage reference, whose percentage of error reaches values of \( \xi >> 100\% \). Finally, in Figure 2c a change in the sampling time from \( T = 100 \mu \text{s} \) to \( T = 10 \mu \text{s} \) is applied to generate a percentage error \( \xi \approx 44\% \).

Figure 2 shows that the method fails when a simple change is made in the voltage reference and the error increases when a change is made in the sampling time \( T \). Therefore, the inverse optimal control used in the works [24–26,33–35] is unable to solve these problems without making a change in Equation (14).
6. Results of the Implementation of the New Methodology

6.1. Changes in Reference, Sampling Time, and Input Variables

To test the proposed method, the following fixed values are taken in the following simulation: \( L = 12 \text{ mH}, R_L = 220 \Omega, C = 500 \mu\text{F} \), changing the sampling time \( T = 10 \mu\text{s} \) taking as reference voltage 120 V, with fixed \( P \) and \( R \) previously defined, the adjustment value in our method is \( K = 7.45 \). Additionally, the input voltage to the boost converter is a determined variable. The above test the robustness of the control method. Such input voltage changes are from 50 V to 70 V, from 70 V to 110 V, and from 110 V to 90 V. The simulation results are shown in Figure 3.

Figure 3 shows that the stability of the boost converter is preserved in the event of voltage changes, with a maximum percentage error \( \xi \approx 0.041\% \) and is reached when \( v_1 = 50 \text{ V} \). Figure 3a shows the calculated current and expected current, Figure 3b the controlled output voltage reaches the changes in the reference voltage, Figure 3c the duty cycle values calculated by the inverse control law, and Figure 3d the input voltage changes. On the other hand, it is also important to consider changes in the load, since in electrical systems the load is rarely constant over time. To analyze the stability before these changes, consider the values \( L = 12 \text{ mH}, C = 500 \mu\text{F}, T = 10 \mu\text{s} \), with a reference voltage of 120 V and an input voltage of 80 V. The changes in the load are from 50 \( \Omega \) to 100 \( \Omega \), from 100 \( \Omega \) to 200 \( \Omega \), and from 200 \( \Omega \) to 300 \( \Omega \). The results are presented in Figure 4, showing \( \xi \) values around 0.02\%.
Figure 3. (A) Shows current behavior, (B) boost converter output voltage, (C) duty cycle, and (D) input voltage changes.

Figure 4. (A) Shows current behavior, (B) boost converter output voltage, (C) duty cycle, and (D) changes in load.

The stability of the output voltage is maintained due to the inverse optimal control by the tuning of the $K$ coefficient under different changes in the load.
Finally, the proposed method is used to stabilize the system against various changes in the reference. This is achieved by assigning a variable adjustment for each reference value as follows:

\[
\begin{bmatrix}
    v_{\text{ref1}} \\
    v_{\text{ref2}} \\
    v_{\text{ref3}} \\
    \vdots \\
    v_{\text{refn}}
\end{bmatrix} \rightarrow \begin{bmatrix}
    K_1 \\
    K_2 \\
    K_3 \\
    \vdots \\
    K_n
\end{bmatrix}
\]

Given the fixed values \( L = 12 \text{ mH}, R_L = 220 \Omega, C = 500 \mu\text{F}, v_1 = 80 \text{ V} \), and the following changes in the reference voltage ranging from 100 V to 120 V, from 120 V to 140 V, and from 140 V to 130 V. The adjustment coefficients \( K'\)'s for each reference voltage \( K_{100V} = 10.95, K_{120V} = 7.45, K_{130V} = 6.27, \) and \( K_{140V} = 5.1. \) The respective simulation results are shown in Figure 5.

![Figure 5](image_url)

**Figure 5.** (A) Shows current behavior, (B) boost converter output voltage under changes in reference voltage, (C) duty cycle, and (D) input voltage.

In Figure 5b, the stability of the boost converter can be observed under changes in the reference voltage due to the proposed coefficients, and Table 1 shows the obtained percentage errors. It is important to emphasize that the four changes in the voltage reference are achieved in a period of 2 s. A period in which the changes and the scope of the desired objectives are appreciated.

| Reference Voltage | 100 V | 120 V | 140 V | 130 V |
|-------------------|-------|-------|-------|-------|
| Error % \( \approx \) | 0.25  | 0.11  | 0.02  | 0.06  |

Furthermore, considering the found coefficients for the changes in the voltage reference, the possibility of a correspondence between the reference voltages and the found
coefficients are analyzed, obtaining that there is a linear type relation taken from three of the coefficients. The linear function is as follows.

\[ K = -0.117v_{ref} + 21.48 \]  \hspace{1cm} (21)

This relation is important since an adjustment coefficient is found, which ensures stability over a wider range for different reference voltage values and it will make our control much more robust. The approximation is better in the interval of \([120 \text{ V}, 140 \text{ V}]\) since the coefficients of these were the ones that best adjusted to a linear adjustment, otherwise, the coefficient \(K_{100\text{V}}\) was the one that had a greater dispersion in this adjustment, therefore an increase in error may be its consequence.

Equation (15) can be rewritten as

\[ u^*_k = \left( -0.117v_{ref} + 21.48 \right) \left( R + \frac{1}{2} g^T(x_k) Pg(x_k) \right)^{-1} g^T(x_k) P(f(x_k) - x_{\delta,k+1}) \]  \hspace{1cm} (22)

Figure 6 shows the implementation of the inverse optimal control using Equation (17), taking the same fixed variables of Figure 5, with changes in the voltage reference from 105 V to 115 V, from 115 V to 150 V, and from 150 V to 125 V. Therefore, it has been possible to extend the operating range of the inverse optimal control, without the need to search for the \(K_s\) coefficients for different reference voltage values, where the highest value of \(\xi\) is 0.4\% when the voltage reference is equal to 150 V.

Figure 6. Boost converter under changes in the voltage reference, using the K’s coefficients of the linear adjustment function.

6.2. Robustness Analysis

To test the robustness of the model, the boost converter is subjected to changes in the parameters of the system Equations (1) and (2). These changes may be due to the heating of the boost converter components. As the physical components of the boost converter are fixed, variations in capacitance and inductance upon heating are small. Therefore,
in this work, changes in capacitance and inductance are addressed, which will show the robustness of the control. That is, changes are made in the capacitance and inductance that show an operating range or the operating limits before their changes, which satisfy that $\xi < \varepsilon$ in all cases. Therefore, if $\xi < \varepsilon$ is not met, the new proposed methodology will be applied to adjust the control.

Given the fixed values $L = 12$ mH, $R_L = 220$ $\Omega$, $v_1 = 80$ V, Figure 7 shows the behavior of the impulse to changes in capacitance based on a capacitance of $C = 500$ $\mu$F with an increase in capacitance of 50% and 100%, and a decrease in capacitance of 50%, in addition to changes in the voltage reference. Table 2 shows the error percentage according to the reference voltage, obtaining a maximum error percentage of 0.62%.

![Figure 7. Output voltage of a boost converter under changes in reference voltage and capacitance.](image)

| Capacitance (Microfarads) | Reference Voltage |
|---------------------------|-------------------|
|                           | 100   | 120   | 140   | 130   |
| 250                       | 0.6206 | 0.0061 | 0.1339 | 0.0029 |
| 500                       | 0.6174 | 0.0054 | 0.1327 | 0.0035 |
| 750                       | 0.5797 | 0.0140 | 0.1128 | 0.0154 |
| 1000                      | 0.4045 | 0.0990 | 0.0296 | 0.0647 |

Table 2 shows the maximum percentages of the error, and these are reached when the reference voltage is 100 V, which is because the control Equation (22) was obtained based on the coefficients $K'$s corresponding to 120 V and 140 V. On the other hand, the changes presented by capacitance generate errors of less than 1% in all simulations (Percentage error of Table 2 is 0.1777%).
Figure 8 shows the behavior of the boost converter under changes in the inductance. The base inductance is $L = 12 \text{ mH}$, where changes in inductance can be seen ranging from 8% with $L = 11 \text{ mH}$, and $L = 13 \text{ mH}$, to 20% with values of $L = 9.5 \text{ mH}$, and 16.6% with $L = 14 \text{ mH}$. Where a maximum error of 2.34% is reached according to the voltage reference.

![Figure 8](image_url)

Figure 8. Output voltage of a boost converter under changes in reference voltage and inductance.

Table 3 provides the percentages of the error due to changes in the voltage reference and changes in the inductance, it shows that the maximum percentages of error are reached when the inductance has the values $L = 10 \text{ mH}$ and $L = 14 \text{ mH}$, with an average percentage error of the table of 0.866%. In the same way, the values, in general, are higher when the reference value is equal to 100 V, this last behavior is due to the adjustment of the curve already mentioned.

Table 3. Percentage of error in the output voltage due to changes in the inductance.

| Inductance (Millihenries) | 100   | 120   | 140   | 130  |
|---------------------------|-------|-------|-------|------|
| 10                        | 1.5155| 1.4942| 1.0358| 1.3005|
| 11                        | 0.3851| 0.7005| 0.4189| 0.611 |
| 12                        | 0.6174| 0.0054| 0.1327| 0.0035|
| 13                        | 1.5211| 0.6435| 0.6338| 0.5602|
| 14                        | 2.3463| 1.228 | 1.0949| 1.071 |

Given that our percentage error is $\xi > \epsilon$ in several cases in Table 3, a new adjustment is made from these values. Although a methodology has been proposed to be able to find...
the coefficient $K$ that fits each combination in such a way that $\xi < \varepsilon$ and is also minimal, the new search is as follows:

$$K_{L_i} = -0.117v_{\text{ref}} + 21.48 + \gamma_{L_i}$$  \hspace{1cm} (23)

Where $K_{L_i}$ is the adjustment coefficient due to changes in inductance $L_i$ and changes in the voltage reference $v_{\text{ref}}$. $\gamma_{L_i}$ is the adjustment coefficient that depends on the inductance. The graph of the coefficients $\gamma_{L_i}$ can have any form.

The objective is to find the $\gamma_{L_i}$ for the inductance values $L = 10 \text{ mH}$ and $L = 14 \text{ mH}$ that comply with $\xi < \varepsilon$, with these coefficients a new linear fit is proposed for $\gamma_{L_i}$, whose equation is given by

$$\gamma_{L_i} = 1.25L - 14.7$$  \hspace{1cm} (24)

Substituting Equation (24) in Equation (23), the following is obtained:

$$K = -0.117v_{\text{ref}} + 1.25L + 6.78$$  \hspace{1cm} (25)

This new equation fits into an inductance interval of $[10 \text{ mH}, 14 \text{ mH}]$. Table 4 shows the combinations from Table 2 using Equation (25) to obtain the $K'$s. Where the average percentage error in Table 4 is 0.2369%.

| Inductance | Reference Voltage | Error % | 100 | 120 | 140 | 130 |
|------------|-------------------|---------|-----|-----|-----|-----|
| (Millihenries) |  | % |  | | | |
| 10 | 0.10473 | 0.18533 | 0.73934 | 0.12719 |
| 11 | 0.18514 | 0.19462 | 0.18906 | 0.08304 |
| 12 | 0.44703 | 0.14109 | 0.03092 | 0.14510 |
| 13 | 0.68133 | 0.06205 | 0.11666 | 0.14156 |
| 14 | 0.89051 | 0.02586 | 0.13987 | 0.10738 |

The average percentage error in Table 4 decreases by approximately 72%, also $\xi < \varepsilon$, for all shocks. On the other hand, $\xi$ is sacrificed a bit, since in some cases, the percentage error increases due to the new adjustment. On the other hand, this new adjustment provides a more robust control of the output voltage of the system, since $\xi < \varepsilon$ is achieved with a single adjustment equation in the event of changes in the input variables and in the system parameters.

6.3. Analysis for Different Voltage Reference Changes

Figure 9 shows simulations under changes in inductance similar to Figure 8, Figure 9a shows the voltage outputs of the boost converter without the adjustment of Equation (25) and after the linear fit, obtaining better approximations even in a range inductance that is outside the proposed setting. At Figure 9b shows the voltage output of the boost converter without linear fit, but with two different types of changes in the reference voltage. On the one hand, an order is shown that has an increase in the totally increasing reference voltage, and in turn, an order in which there is an increase and decrease in the reference voltage, obtaining better behavior in the output voltage when the changes are monotonically growing. In this way, it is important to consider the order of changes in the voltage references, since this can affect the stability of the system. On the other hand, the linear fit obtained with the new methodology proposed in this work also solves this problem.
7. Conclusions

In this paper, a new inverse optimal control for a boost converter has been developed. Besides, a new method to tune the inverse optimal control was proposed. Such a method was tested for changes in the reference voltage, also, it was proved that said tuning of the control method has a good response under changes in the input voltage and in the load. Furthermore, based on the results, it can be deduced that the method can help to find a relation of the proposed $K$'s for the boost converter, subject to changes in the input variables and the given reference, in addition to changes in the system parameters. In our case, there is a linear type relation, to expand the robustness of the model in the face of changes in the voltage reference, which ensures the stability of our system. Taking the amplitude of each interval and comparing the lower and upper limits of each variable, at which the new control methodology was tested in our system. Said coefficient of linear adjustment was able to damp, an amplitude of 50 V for the reference voltage, corresponding to a change of 50%. An amplitude of 250 $\Omega$ corresponding to a 500% change in load. It was tested with an input voltage variation of 120%. For capacitance, an amplitude of 5 mH corresponding to a change of 55% and for inductance an amplitude of 750 $\mu$F corresponding to changes of up to 300%. Whose system stability was preserved, with an error of less than 1% according to the voltage reference. Simulation results probe the effectiveness of our proposed control methodology.
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Abbreviations

- CLF: Control Lyapunov Function
- PWM: Pulse Width Modulated Signal
- HJB: Hamilton–Jacobi–Bellman
- PSO: Particle Swarm Optimization
- GA: Genetic Algorithm
- PI: Proportional–Integral Control
- PID: Proportional–Integral–Derivative Control

Nomenclature

- $v_0$: Capacitor voltage
- $i_L$: Inductor current
- $v_1$: Input voltage
- $L$: Inductance of the inductor
- $C$: Capacitance of the capacitor
- $R_L$: A resistance
- $U$: Is the signal control ($U = 0 \lor U = 1$)
- $u$: Is the duty cycle
- $k$: Time
- $x_k$: State of the system at time $k$
- $x_{k+1}$: State of the system at time $k + 1$
- $u_k$: Is the input corresponding to the control signals at time $k$
- $f$: It is a function of the state of the system
- $g$: It is a function of the state of the system
- $J(z_k)$: Cost functional
- $z_k$: Tracking error
- $l(z_k)$: Is a positive semidefinite function
- $P$: Is a real symmetric positive definite weighting matrix
- $R$: Is positive definite
- $x_{d,k}$: The desired trajectory for $x_k$
- $V(x_k)$: Lyapunov function
- $V(z_k)$: Lyapunov function
- $H(z_k, u_k)$: Discrete-time Hamiltonian
- $u^*$: The optimal control law to achieve trajectory tracking
- $K$: Control setting constant
- $\xi$: Percentage error
- $\varepsilon$: Tolerance error
- $v_{ref}$: Reference voltage
- $x_{1,k}$: Output current at time $k$
- $x_{2,k}$: Output voltage at time $k$
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