A Sun-Tracking Algorithm for Satellite-Borne Spectrometers Based on the Orbital Motion Model
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Abstract: To guarantee that a spectrometer can obtain effective solar spectral data, it is important that the two-dimensional turntable that carries the spectrometer tracks the sun with high accuracy for long time periods, such that the sun is always near the center of the field of view of the spectrometer. However, there is an offset lag problem for the tracking sensor, leading to an increase in the sun-tracking error and inaccuracies in solar spectrum data. To mitigate this problem, an on-axis tracking control algorithm—based on the orbital motion model—is proposed in this paper. First, the sun-tracking model of the spectrometer is established based on the coordinate transformation method, and the analytical relationship between the adjustment angle of the turntable and the solar vector in the orbit system is given by means of the inverse kinematics solution of the target model. Then, the predictive filtering algorithm of the target model is derived to acquire the target position, based on which, the on-axis tracking control algorithm of the spectrometer system is realized to compensate the offset lag and increase the sun-tracking accuracy. Finally, the simulation analysis and experimental verification were performed under the actual working conditions of an orbit. The simulation results demonstrate that the root-mean-square (RMS) of the target position deviation decreased from 2.08′′ to 0.77′′ after prediction filtering, and the RMS of the tracking error decreased from 7.14′′ to 0.97′′. The RMS of an orbit’s sun-tracking error decreased from 5.72′′ to 1.43′′ in the ground test. The simulation and experimental results verify that the algorithm proposed in this paper can improve the tracking accuracy of the spectrometer, providing a reference for the design of a spectrometer in orbit.
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1. Introduction

A satellite-based spectrometer is on board all satellite platforms in a solar synchronous orbit. The solar spectral irradiance can be acquired by monitoring the influence of solar activity variation on the solar spectral radiation, providing data support for the field of meteorology [1]. To obtain effective spectral data, it is important that the spectrometer is able to track the sun for long time periods with high accuracy. Because the incident angle of sunlight in orbit is greater than the effective field of the spectrometer, the spectrometer is mounted on a two-dimensional turntable to compensate for satellite orbital motion, allowing the mission requirements of the spectrometer to be achieved. Furthermore, an optical tracking sensor is mounted on the turntable, whose field of view is parallel to that of the spectrometer, and is employed to measure the deviation angle of the sun in the center of the field of view. The pointing and tracking of the sun by the spectrometer with high precision is achieved by combining data from the optical tracking sensor and the turntable position sensor.

When the tracking sensor processes and calculates the solar deviation angle, certain procedures take place, including image signal processing, target position extraction, and data transmission. Therefore, a time lag exists for the deviation angle, which leads to an
overshoot when the spectrometer locks the sun in the center of the field of view and an impact on the bandwidth and phase margin of the control system during tracking [2,3]. In recent years, an on-axis tracking strategy has been widely used in photoelectric tracking systems by taking advantage of the fast computing ability of the controller to compensate for the time lag of the sensor, among which the predictive filtering algorithm and target motion model are two key elements that influence the control performance [4,5].

In terms of the predictive filtering algorithm, predictive control is combined with proportional-integral-derivative (PID) control, and the dual control strategy of the dynamic matrix control - PID (DMC-PID) cascade is adopted in reference [6] to improve the tracking accuracy and robustness of the system. The angle relationship between the position sensor and tracking sensor is employed in reference [7], taking the measurement data of both into consideration to design a time-lag compensator and improve the tracking performance of the system. However, the aforementioned algorithms cannot filter measurement noise. The current statistical model, based on the $H_\infty$ robust filtering algorithm, is established in reference [8], which first uses prediction and then fusion to solve the problems of miss distance lag and signal noise of the tracking sensor, where the filtering algorithm is relatively complex. The target state-space description method is adopted in the Kalman filter algorithm, and the process noise and measurement noise are introduced into the state model to describe the uncertainty of the tracking model, which can achieve the optimal estimation of the system state under white noise. Owing to its simple structure, low requirements for controller calculation, and energy storage capacity, this algorithm can be widely used in control systems under different working conditions [9–12]. In terms of the target model, the constant velocity (CV) model and constant acceleration (CA) model can be used when the system tracks non-maneuverable objects [13]. For maneuverable objects, the randomness of object tracking is estimated through different techniques, one of which is the Singer model, which hypothesizes that the target acceleration is an exponentially correlated stochastic process whose mean value is zero [14]. The acceleration value of the target is taken as the center in the current statistical model (CSM). The modified Rayleigh distribution function is employed to describe the probability distribution of acceleration, which can predict the position and speed of the maneuverable target, along with certain other parameters. This is the adaptive estimation of the mean value of acceleration in the Singer model [15]. CSM and other improved algorithms based on CSM are widely applied in engineering [16,17]. However, these systems will become unstable when faced with a weak maneuverable target such as the spectrometer with respect to the sun. [18].

In this study, in order to compensate for the impact of angular offset lag on the tracking performance and improve the accuracy of spectrum data, the target motion model of the spectrometer when tracking the sun, and the actual working condition were first obtained. Then a Kalman predictive filtering algorithm was proposed based on the motion model mentioned above and the actual control model was acquired. Finally, simulations and tests were conducted to verify the accuracy and effectiveness of the model and algorithm presented in this paper.

The remainder of this paper is organized as follows. The system composition and working principle of the spectrometer are described in Section 2. The angular motion model based on satellite orbital motion is established, the prediction filtering algorithm is deduced, and the control system model of spectrometer on-axis tracking is established in Section 3. Simulations and tests conducted to verify the models are presented in the paper in Section 4, and conclusions are drawn in Section 5.

2. Spectrometer System

The incident angle of sunlight on the working orbital plane of the spectrometer varies within a range of about 47° in a year, which is much larger than the effective field of view of the spectrometer. The spectrometer system is designed as shown in Figure 1, in accordance with the working characteristics of the spectrometer. Spectrometers with two certain spectra are mounted on a two-dimensional turntable. The deviation angle of the sun relative to the
field of view of the spectrometer, which is caused by the orbital motion of the satellite, is compensated by adjusting the angular position of the turntable such that the optical axis of the spectrometer can be aligned with the sun in real-time. To realize the tracking of the sun, the two-dimensional turntable is directly driven by a permanent magnet synchronous motor (PMSM). The angular offset of the sun relative to the optical axis is measured by the tracking sensor, and the angular velocity of the turntable and the position of the rotor are measured using the absolute encoder to realize the vector control of the PMSM.

![Schematic of the spectrometer system.](image)

**Figure 1.** Schematic of the spectrometer system.

When the spectrometer system is operating, the azimuth and pitch angular positions of the turntable are adjusted first to point at the sun, such that the sun lies in the effective field of view of the tracking sensor. Then, the two-axis angular positions are adjusted further in real-time to achieve sun tracking according to the measured angular offset. Only when the sun deviates from the center of the field of view of the spectrometer at a small angle can the two spectrometers obtain effective spectral data. The lower the tracking error, the better the performance of the optical system. Therefore, high-precision sun tracking and a stable two-dimensional turntable are imperative for the effective operation of the spectrometer.

The azimuth and pitch axes of the two-dimensional turntable are approximately orthogonal to each other, so the control of the two axes is independent. Vector control based on the magnetic linkage orientation of the rotor is adopted for the motor drive, and a typical control system for a single axis is shown in Figure 2. The control loop comprises a position loop, speed loop, and current loop, and a proportional-integral (PI) controller is adopted in each loop to realize closed-loop control. The current loop controls the acceleration of the turntable by controlling the stator current of the torque motor; its bandwidth is much larger than that of the speed loop and the position loop. The feedback speed is estimated from the position encoder using the cascading finite difference method (FDM) with a low-pass filter, and the speed loop ensures the stable operation of the turntable. The position loop obtains the angular offset from the tracking sensor to ensure that the turntable tracks the sunlight during closed-loop control [19].
3. On-Axis Tracking Control Method based on the Orbital Motion Model

3.1. On-Axis Tracking Control Model

During the operation of the spectrometer, the turntable control is conducted in three steps: sun pre-pointing, locking, and tracking. The encoder data is employed for pre-pointing as feedback to realize the closed-loop position control. After the sun enters the optical field of view of the tracking sensor, the calculated angular offset is used to adjust the turntable to make the sun lie in the center of the field of view of the spectrometer and to keep the boresight axis of the spectrometer pointing to the sun. Owing to certain factors, such as the frame rate and image processing algorithm, the angular offset output from the tracking sensor lags behind its imaging time, which leads to the offset obtained by the control system lagging behind the current target position. This lag link is equivalent to adding a delay in the position loop, which has a negative influence on the stability and tracking accuracy of the system.

The on-axis tracking technology based on predictive filtering calculates the offset data at the current moment by predicting and estimating the lag offset to compensate for the influence of the data lag on the control system. On-axis tracking is proposed on the basis of composite control, which combines the data of the tracking sensor and the position sensor to obtain parameters such as the position and speed of the target. The on-axis tracking control model of the spectrometer system is shown in Figure 3. Firstly, the offset data \( \Delta \theta(k-n) \) is fused with the encoder angle, where there is an artificial lag of \( n \) cycles \( \theta(k-n) \) to obtain \( \theta_{\text{ref}}(k-n) \), which is the angular position of the sun with \( n \) lag cycles in the field of view of the spectrometer. Then, the fused data is processed with a predictive filtering algorithm to obtain the estimated value of the target position \( e_{\theta_{\text{ref}}}(k) \) and velocity \( e_{\text{speed}}(k) \) at the current moment. Finally, the target position and estimated velocity are used in the control system as the input of the position loop and as the feed-forward signal of the velocity loop, respectively, to realize equivalent composite control.

Figure 3. The spectrometer on-axis tracking control model.
3.2. Target Motion Model

According to the control model, the estimation accuracy of the position and velocity of the predictive filtering algorithm, which are strongly dependent on the motion model of the target, directly determine the tracking accuracy and dynamic performance of the system. According to the working principle of the spectrometer, the rotation of the turntable compensates for the orbital motion of the satellite platform, ensuring that the sun is always in the center of the field of view. Therefore, to derive the motion model of the turntable, the sun vector needs to first be obtained under the orbital coordinate system through numerical calculations, and the azimuth and pitch angle of the turntable can be then calculated using the movement of the platform and the mounting position of the spectrometer on the satellite platform.

To accurately obtain the relationship between the target position and the rotation angle of the turntable, the coordinate systems are set up as shown in Figure 4. Firstly, an orbit coordinate system \(O\text{X}_O\text{Y}_O\text{Z}_O\) is established. The origin \(O\) is located at the center of mass of the satellite and the axis \(O\text{Z}_O\) points to the center of the earth. \(O\text{X}_O\) is located in the orbital plane, in accordance with the flight direction of the satellite, and \(Y\text{O}\) can be acquired through vector calculations. To simplify the motion model of the turntable, certain small errors can be ignored, such as the attitude error of the platform, various mounting errors, and the non-orthogonal errors of the turntable. Then, the satellite coordinate system \(O_S\text{X}_S\text{Y}_S\text{Z}_S\) is defined, whose origin \(O_S\) coincides with \(O\). The orbit system is coincident with the satellite system when there is no satellite attitude motion. Three angles—\(\phi\), \(\theta\), and \(\psi\)—are used to describe the three-axis attitude angles of the satellite system with respect to the orbit system. In terms of the turntable coordinate system \(O_T\text{X}_T\text{Y}_T\text{Z}_T\), the origin \(O_T\) is located in the center of the image plane, and \(-O\text{Y}_T\) represents the optical axis. The axes of the turntable system are parallel to those of the orbit system when there is no turntable motion [20].

![Figure 4. Schematic of the coordinate systems.](image)

According to the orbital parameters of the spectrometer, it can be seen that the incident angle of sunlight in the orbital plane varies by about 47 degrees within a year. Therefore, the data of four special days—the spring equinox, summer solstice, autumn equinox, and winter solstice—are calculated and simulated, which can basically reflect the range of the sun angle. Furthermore, the coordinates \([X_s, Y_s, Z_s]_T^T\) of the sun vector in the orbit system are obtained. According to the definition of the coordinate systems and the principle of coordinate transformation, the coordinate of the sun vector can be acquired in the turntable coordinate system, as shown in Equation (1).

\[
S_C = M_E \cdot M_A \cdot M_{OS} \cdot S_O
\]  

where \(S_C\) denotes the sun vector in the turntable coordinate system, whose theoretical value equals \([0, -1, 0]^T\) when the sun is in the center of the field of view of the tracking sensor. \(M_{OS}\) denotes the transformation matrix used to describe the relative attitude of the satellite system with respect to the orbit system. \(M_A\) and \(M_E\) denote the transformation matrices
of the local coordinate systems of the azimuth and pitch axes, respectively, when there is rotation with respect to the turntable system. Without a loss of generality, it is assumed that $\varphi$, $\theta$, and $\psi$ represent the rotating angles along the axes $O_0X_0$, $O_0Y_0$, and $O_0Z_0$ of the satellite system, respectively, with respect to the orbital system. Matrix MOS is shown in Equation (2).

$$M_{OS} = \begin{bmatrix}
c c_\theta c_\psi - s_\theta s_\psi c_\psi & c_\theta s_\psi + s_\theta s_\psi c_\psi & -s_\theta c_\psi \\
-c_\theta s_\psi & c_\theta c_\psi & s_\psi \\
s_\theta c_\psi + c_\theta s_\psi s_\psi & s_\theta s_\psi - c_\theta s_\psi & c_\theta c_\psi
\end{bmatrix} = \begin{bmatrix}
m_{11} & m_{12} & m_{13} \\
m_{21} & m_{22} & m_{23} \\
m_{31} & m_{32} & m_{33}
\end{bmatrix}$$ (2)

where $c_\theta = \cos \theta$, $s_\theta = \sin \theta$, and so forth.

When the rotation angles of the azimuth axis and the pitch axis are $A$ and $E$, respectively, the transformation matrices are shown in Equations (3) and (4), and the analytical results for angles $A$ and $E$ can be obtained, as depicted in Equations (5) and (6).

$$M_A = \begin{bmatrix}
cos A & \sin A & 0 \\
-sin A & \cos A & 0 \\
0 & 0 & 1
\end{bmatrix}$$ (3)

$$M_E = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos E & \sin E \\
0 & -\sin E & \cos E
\end{bmatrix}$$ (4)

$$\begin{cases}
A = -\arctan \frac{b_1}{b_2} \\
b_1 = m_{11} \cdot X_s + m_{12} \cdot Y_s + m_{13} \cdot Z_s \\
b_2 = m_{21} \cdot X_s + m_{22} \cdot Y_s + m_{23} \cdot Z_s
\end{cases}$$ (5)

$$\begin{cases}
E = \frac{\pi}{2} - \arcsin b_3 \\
b_3 = m_{31} \cdot X_s + m_{32} \cdot Y_s + m_{33} \cdot Z_s
\end{cases}$$ (6)

Moreover, the sun vector data in the orbital system of the four special days (spring equinox, summer solstice, autumn equinox, and winter solstice) are substituted into the model above, and the azimuth angle $A$ and pitch angle $E$ of the turntable can be obtained as shown in Figure 5. According to the results, it can be seen that the resulting curves for the azimuth and pitch angles of the turntable are approximately sinusoidal.

Figure 5. Azimuth and pitch angle curves.
To reach a compromise between the fitting accuracy and the calculation capacity of the controller, the azimuth and pitch angles are fitted with the three-term sinusoids, as shown in Equation (7).

\[
A = A_1 + A_2 + A_3 = a_1 \sin(b_1 t + c_1) + a_2 \sin(b_2 t + c_2) + a_3 \sin(b_3 t + c_3)
\] (7)

In Equation (7), \(A_1\) is the fundamental component representing the azimuth curve of the turntable when there is a cycle change of the sun vector in the orbit system. \(A_2\) and \(A_3\) denote the azimuth angles caused by nonlinear factors such as coordinate transformation and attitude control. In the four days shown in Figure 4, the amplitude of residual errors and periodicity of the azimuth and pitch angles in each orbit are basically the same when the fitting data is compared with that obtained from the satellite. Owing to the low speed of the satellite in orbit, the fitted data changes very slowly. Taking the azimuth curve in the first orbit of the spring equinox as an example, it can be seen that the standard deviation of the final error is about 0.02°. The fitting parameters are shown in Table 1, and the results are shown in Figure 6.

### Table 1. Fitting parameters in the first orbit of the spring equinox.

| Parameter | Value      |
|-----------|------------|
| \(a_1\)  | 13.0259066 |
| \(b_1\)  | 0.001029832|
| \(c_1\)  | 2.8657158  |
| \(a_2\)  | 0.05223328 |
| \(b_2\)  | 0.003174308|
| \(c_2\)  | 1.7896428  |
| \(a_3\)  | 0.02308526 |
| \(b_3\)  | 0.004310233|
| \(c_3\)  | -2.9673356 |

![Figure 6. Fitting results in the first orbit of the spring equinox.](image-url)
3.3. Predictive Filtering Algorithm

The next step after obtaining the orbital motion model is to predict and estimate the target position. As a state optimal estimation algorithm in the time domain, the Kalman filter is advantageous in terms of its simple structure, high calculation speed, and high estimation accuracy; therefore, it was selected as the predictive filter algorithm of the control system for spectrometer on-axis tracking. According to the motion model of the turntable, the target angle of the turntable is approximated as the superposition of three sinusoids. The phase angle of each sinusoid is related to the moment when the spectrometer tracks the sun. Under the premise that working time is known, the amplitude, frequency, and phase angle of each sinusoid are updated by parameter injection from the ground before each orbit, which helps realize the adaptive function of the predictive filtering algorithm when working in different orbits every day.

To realize the practical engineering of the model, the angular position and velocity of the target angle are chosen as the system state. The angular positions are

\[ \theta_1(t) = a_1 \sin(b_1 t + c_1), \]
\[ \theta_2(t) = a_2 \sin(b_2 t + c_2), \]
\[ \theta_3(t) = a_3 \sin(b_3 t + c_3). \]

The corresponding angular velocities are \( \omega_1(t), \omega_2(t), \) and \( \omega_3(t). \) The system state is shown in Equation (8), and the state-space expression of the control system is shown in Equation (9).

\[
\begin{bmatrix}
\theta_1(t) \\
\theta_2(t) \\
\theta_3(t) \\
\omega_1(t) \\
\omega_2(t) \\
\omega_3(t)
\end{bmatrix}
\]

(8)

\[
\begin{align*}
\dot{x}(t) &= f(x(t) + w(t)) \\

\begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
-b_1^2 & 0 & 0 & 0 & 0 & 0 \\
0 & -b_2^2 & 0 & 0 & 0 & 0 \\
0 & 0 & -b_3^2 & 0 & 0 & 0
\end{bmatrix}
\end{align*}
\]

(9)

In Equation (9), \( w(t) \) is the process noise of the system, which mainly occurs owing to the errors of the target motion model. \( v(t) \) is the measurement noise of the system, which arises from the measurement noise of the encoder and tracking sensor. According to the physical interpretation, the process noise and measurement noise are not correlated with each other and are approximated as Gaussian white noise with a zero mean [21].

The discrete state-space expression of the system target model is derived as shown in Equation (11), where \( T \) is the sampling period of the system and \( Q_k \) is the non-negative definite variance matrix of the process noise sequence \( W(k). \) \( R_k \) is the variance of the measurement noise \( V(k). \)

\[
\begin{align*}
E[W(k)W(j)^T] &= Q_k \\
E[V(k)V(j)^T] &= R_k \\
E[W(k)V(j)] &= 0
\end{align*}
\]

(10)

\[
\begin{align*}
X(k+1) &= F(T, b_1, b_2, b_3) X(k) + W(k) \\
Y(k+1) &= H X(k+1) + V(k+1)
\end{align*}
\]

(11)
\[ F(T, b_1, b_2, b_3) = L^{-1}\left[(sI - f)^{-1}\right] \]

\[
\begin{bmatrix}
\frac{s}{s^2 + b_1^2} & 0 & 0 & \frac{1}{s^2 + b_1^2} & 0 & 0 \\
0 & \frac{s}{s^2 + b_2^2} & 0 & 0 & \frac{1}{s^2 + b_2^2} & 0 \\
0 & 0 & \frac{s}{s^2 + b_3^2} & 0 & 0 & \frac{1}{s^2 + b_3^2} \\
-\frac{b_1^2}{s^2 + b_1^2} & 0 & 0 & -\frac{s}{s^2 + b_2^2} & 0 & 0 \\
0 & -\frac{b_2^2}{s^2 + b_2^2} & 0 & 0 & -\frac{s}{s^2 + b_3^2} & 0 \\
0 & 0 & -\frac{b_3^2}{s^2 + b_3^2} & 0 & 0 & -\frac{s}{s^2 + b_3^2}
\end{bmatrix}
\]

(12)

\[
\begin{bmatrix}
\cos(b_1 T) & 0 & 0 & \frac{\sin(b_1 T)}{b_1} & 0 & 0 \\
0 & \cos(b_2 T) & 0 & 0 & \frac{\sin(b_2 T)}{b_2} & 0 \\
0 & 0 & \cos(b_3 T) & 0 & 0 & \frac{\sin(b_3 T)}{b_3} \\
-\frac{b_1 \sin(b_1 T)}{s^2 + b_1^2} & 0 & 0 & \cos(b_1 T) & 0 & 0 \\
0 & -\frac{b_2 \sin(b_2 T)}{s^2 + b_2^2} & 0 & 0 & \cos(b_2 T) & 0 \\
0 & 0 & -\frac{b_3 \sin(b_3 T)}{s^2 + b_3^2} & 0 & 0 & \cos(b_3 T)
\end{bmatrix}
\]

The initial state of the Kalman filter can be determined by the target model equations and the start time. The iterative process mainly includes two steps: prediction and correction. The covariance \( P(k+1|k) \) of system state \( X(k+1|k) \) can be predicted using the covariance \( P(k|k) \) of system state \( X(k|k) \), according to the state-space expression in Equation (11), as shown in Equation (13).

\[
\begin{cases}
X(k+1|k) = F(T, b_1, b_2, b_3)X(k|k) \\
P(k+1|k) = F(T, b_1, b_2, b_3)P(k|k)F^T(T, b_1, b_2, b_3) + Q_k
\end{cases}
\]

According to the predicted covariance matrix and the actual measured noise, the Kalman gain \( K(k+1) \) can be calculated, and the predicted state and covariance are corrected with the Kalman gain. The state \( X(k+1) \) of the system at time \( k+1 \) is the output and the covariance matrix \( P(k+1) \) at time \( k+1 \) is calculated, as shown in Equation (14).

\[
\begin{cases}
K(k+1) = P(k+1|k)H^T[H\dot{P}(k+1|k)H^T + R_k]^{-1} \\
X(k+1|k+1) = X(k+1|k) + K(k+1)(Y(k+1) - HX(k+1|k)) \\
P(k+1|k+1) = [I - K(k+1)H]\dot{P}(k+1|k)
\end{cases}
\]

(14)

According to Equations (13) and (14), in addition to the target motion model, the reasonable estimation of the system noise and measurement noise, along with the design of the parameter matrices \( Q_k \) and \( R_k \), are the main factors that affect the performance of the Kalman filter [22]. For the spectrometer system analyzed in this paper, the measurement noise and sampling frequency of the encoder and tracking sensor are constant, which can be taken as the direct references for \( R_k \) selection. When the measurement noise increases, the Kalman gain becomes smaller and the reliability of the prediction filtering algorithm for the system measurement results decreases. The process noise mainly comes from the target model error caused by the platform attitude control error. The \( Q_k \) matrix can be designed according to the platform attitude stability and other parameters since the dependence of the predictive status on the target model can be regulated by adjusting the elements in the \( Q_k \) matrix. The elements in \( Q_k \) are supposed to be eclectically selected. If the elements are too large, the prediction cannot work well. If the elements are too small, the predictive status would depend excessively on the target model, with the result that the algorithm
may be divergent when there is a relatively large model error. When the process noise is relatively large, the impact of the target model noise on the predicted value can be reduced by increasing the Kalman gain.

4. Simulation and Tests

4.1. System Simulation and Result Analysis

The azimuth motion compensation of the turntable is taken as the simulation object. To verify that the on-axis tracking algorithm based on the orbital motion model can improve the sun-tracking performance of the spectrometer, a simulation experiment that combines the on-axis tracking algorithm based on the orbital motion model with the azimuth tracking system of the spectrometer was performed.

The simulation model and parameters are as follows. The model parameters in the first orbit of the spring equinox in 2020 are specified first, including the sun vector in the orbit system and the measured satellite attitude. The standard deviation of the attitude stability is assumed to be 0.002°/s, and the target motion model of the turntable is analyzed according to the aforementioned parameters. The simulation models of the tracking sensor and the position sensor are determined according to the selection of the spectrometer system. The refresh frequency of the tracking sensor is 40 Hz and the lag is 25 ms. The angular offset error is approximated as Gaussian white noise, whose standard deviation is about 1″. The refresh frequency of the position sensor is 1 kHz and the lag is 1 ms. The position measurement error is also approximated as Gaussian white noise whose standard deviation is about 1″. The driving control principle of the PMSM is shown in Figure 2, and the on-axis tracking control is finally established as shown in Figure 3. The system simulation time is 10 s. To simulate the process of guiding the sun into the center of the field of view, the offset is set to be about 0.05° when the sun is captured.

The parameters of the target motion model, including the amplitude, frequency, and phase, are substituted into the predictive filtering algorithm based on orbital motion. Figure 7 shows the difference between the predictive target position and the actual one, along with the difference between the calculated target position with the offset and the actual position. In the figure, “pos ref err kf” represents the difference between the actual target position and the predicted target position, and “pos ref err tracker” represents the difference between the actual target position and the calculated target position with the offset. The figure clearly shows that the RMS of the target position deviation is reduced from 2.08″ to 0.77″ when the predictive filtering algorithm based on the orbital motion model is introduced. The angular offset lag of the tracking sensor is compensated effectively by the algorithm, whose noise is filtered as well.

The on-axis tracking control system is compared with the case in which the offset output of the tracking sensor is directly used as the position loop control. The angle tracking curves are shown in Figure 8a,b. In the figure, “track ref” represents the reference target position and “track fdb” represents the actual tracking position. “track err” is the difference between the reference tracking position and the actual position. The tracking error curves in Figure 8a,b are compared; it was found that the RMS of the tracking error is reduced from 7.14″ to 0.97″ and the standard deviation of the tracking error is reduced from 1.39″ to 0.96″ when the on-axis tracking control strategy is adopted. This verifies that speed feedforward compensation can be achieved by on-axis tracking control, with the precise speed prediction of the target model and the fluctuation of tracking error being reduced.
Figure 7. Deviation curve of the target position.

Figure 8. (a) tracking position curve of on-axis tracking control; (b) tracking position curve of closed-loop simulation.

4.2. Tests

To verify the effectiveness and accuracy of the theory and simulation results, a spectrometer tracking experiment was set up in a laboratory environment to simulate the sun tracking of the spectrometer in orbit. The test environment is shown in Figure 9. A collimator is placed in front of the tracking sensor, at whose focal plane a strong light source is placed to simulate sunlight. It is important to ensure that the sunlight is always within the effective field of view of the tracking sensor throughout the tracking process. The spectrometer was placed on a six-degree-of-freedom (6-DOF) platform that simulates the motion of the satellite. The rotation range of the 6-DOF platform is larger than that of the turntable, using which the attitude control accuracy of the satellite platform in orbit could be simulated.
The experimental parameters were in accordance with those of the simulation model. The 6-DOF platform must move according to the sun vector in the first orbit of the spring equinox in 2020 and simulate the stability of the satellite attitude control at the same time. The update frequency and error results of the tracking sensor and position sensor on the spectrometer were in accordance with those from the simulation model. The turntable controller could receive the injection parameters of the on-axis tracking control, and the light source tracking was realized by following the instructions of the on-axis tracking control model proposed in this paper or by directly using the offset of the tracking sensor.

First, the predictive filtering algorithm of on-axis tracking control was tested, and the results are shown in Figure 10. In the figure, “pos ref model” denotes the target position of the model, and “pos ref kf” denotes the target position calculated by the algorithm. “pos ref err” is the difference between the target position of the model and the predicted target position. The RMS of the measured target position deviation is 0.738′′, which approximates the simulation result “pos ref err kf” in Figure 7. This indicates that the target motion model and the tracking sensor model in the simulation model are relatively accurate, and the delay of the tracking sensor can be effectively compensated by the predictive filtering algorithm with the angular offset filtered.
The closed-loop tracking test was conducted in the aforementioned environment. The output offset curves of the tracking sensor under the two known control strategies are shown in Figure 11. Under the two tracking strategies, the sun was always in the effective field of view of the tracking sensor, and sun tracking could be achieved.

![Offset curve of sun tracking.](image)

Figure 11. Offset curve of sun tracking.

The angular tracking curves under the two control strategies are shown in Figure 12a,b. In the figures, “track ref” denotes the tracked target position and “track fdb” denotes the actual output position of the position sensor. “track err” represents the tracking error. In comparison to the simulation model, the measurement error of the encoder was introduced in the actual position in the test, which had little influence on the comparison of the tracking error under the two control strategies. Finally, the RMS of the tracking error was reduced from 5.72″ to 1.43″ after the adoption of the on-axis tracking strategy. These results show that the sun tracking error of the spectrometer can be effectively reduced by the on-axis tracking strategy based on the orbital motion model proposed in this paper.
Figure 12. (a) Closed-loop tracking position curve for on-axis tracking; (b) tracking position curve for offset position control.

5. Conclusions

The stability and precision of a spectrometer used for sun tracking for on-orbit work are extremely important. In this paper, coordinate transformation matrices are used to analyze the matrix transformation relationship of the spectrometer system, and the analytical relationship between the angular position of the turntable and the sun vector in the orbit system were obtained. Then, the target motion equation for sun tracking was acquired. Based on certain equations proposed above, an on-axis tracking control algorithm was derived and the target position and velocity were predicted and filtered, along with the simulation and ground tests. The results show that the RMS of the sun tracking error of the spectrometer was reduced from 5.72′′ to 1.43′′ after using the control algorithm proposed in this paper, which improves the accuracy of sun tracking and provides theoretical support for improving the on-orbit performance of the spectrometer system.
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