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Abstract—To adapt to continuously changing workloads in networks, components of the running network services may need to be replicated (scaling the network service) and allocated to physical resources (placement) dynamically, also necessitating dynamic re-routing of flows between service components. In this paper, we propose joint optimization of scaling, placement, and routing (JASPER), a fully automated approach to jointly optimizing scaling, placement, and routing for complex network services, consisting of multiple (virtualized) components. JASPER handles multiple network services that share the same substrate network; services can be dynamically added or removed and dynamic workload changes are handled. Our approach lets service designers specify their services on a high level of abstraction using service templates. JASPER automatically makes scaling, placement and routing decisions, enabling quick reaction to changes. We formalize the problem, analyze its complexity, and develop two algorithms to solve it. Extensive empirical results show the applicability and effectiveness of the proposed approach.
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I. INTRODUCTION

NETWORK services and applications like video streaming and online gaming, consist of different service components, including (virtual) network functions, application servers, data bases, etc. Typically, several of these network services are hosted on top of wide-area networks, serving the continuously changing demands of their users. The need for efficient and automatic deployment, scaling, and path selection methods for the network services has led to paradigms like network softwarization, including software-defined networking (SDN) and network function virtualization (NFV).

SDN and NFV provide the required control and orchestration mechanisms to drive the network services through their life-cycle. Today, network services are placed and deployed in the network based on fixed, pre-defined descriptors [1] that contain the number of required instances for each service component and the exact resource demands. More flexibility can be achieved by specifying auto-scaling thresholds for metrics of interest. Once such a threshold is reached, the affected network services should be modified, e.g., scaled.

To react to addition and removal of network services, fluctuations in the request load of a network service, or to serve new user groups in a new location, (i) the network services can be scaled out or in by adding or removing instances of service components, respectively, (ii) the placement of service components and the amount of resources allocated to them can be modified, and (iii) the network flows between the service components can be re-routed through different, more suitable paths.

Given this large number of degrees of freedom for finding the best adaptation, deciding scaling, placement, and routing independently can result in sub-optimal decisions for the network and the running services. Consider a service platform provider hosting a dynamically changing set of network services, where each network service serves dynamically changing user groups that produce dynamically changing data rates. Trade-offs among the conflicting goals of network services and platform operators can be highly non-trivial, for example, placing a compute-intensive service component on a node with limited resources near the source of requests (e.g., the location of users, content servers, etc.) minimizes latency but placing it on a more powerful node further away in the network minimizes processing time.

To deal with these challenges, we propose JASPER, a comprehensive approach for the Joint optimization of Scaling, Placement, and Routing of virtual network services. In JASPER, each network service is described by a service template, containing information about the components of the network service, the interconnections between the components, and the resource requirements of the components. Both the resource requirements and the outgoing data rates of a component are specified as functions of the incoming data rates.

The input to the problem we are tackling comprises service templates, location and data rate of the sources of each network service, and the topology and available resources of the underlying network. Our optimization approach takes care of the rest: based on the location and current data rate of the sources, in a single step, the templates are scaled by replicating service components as necessary, the placement of components...
on network nodes is determined, and data flows are routed along network paths. Node and link capacity constraints of the network are automatically taken into account. We optimize the solution along multiple objectives, including minimizing resource usage, minimizing latency, and minimizing deployment adaptation costs.

Our main contributions are as follows:
- We formalize template embedding as a joint optimization problem for scaling, placing, and routing service templates in the network.
- We prove the NP-hardness of the problem.
- We present two algorithms for solving the problem, one based on mixed integer programming, the other a custom heuristic.
- We evaluate both algorithms in detail to determine their strengths and weaknesses.

With the proposed approach, service providers obtain a flexible way to define network services on a high level of abstraction while service platform providers obtain powerful methods to optimize the scaling and placement of multiple services in a single step, fully automatically.

The main novelty of our approach is the flexibility that it offers in several aspects:
- The number of instances of the service components does not have to be pre-defined but is automatically determined and adjusted as necessary.
- Scaling decisions are not based on simple and rigid local rules, but rather on the global system state, thus also taking into account the interplay between scaling decisions for different service components.
- The resource needs of the service components do not have to be pre-defined. Instead, they are specified as functions of the input data rate of the component. This way, the resource allotment of the components can be flexibly adjusted as needed.
- Not only chains of service components are supported, but also more complicated graph structures. Moreover, flows between components can be split among multiple paths.
- Optimization is carried out with respect to multiple metrics, including the minimization of node and link overloads, the minimization of resource consumption, and the minimization of deployment modification costs.

Although some existing approaches possess some of these characteristics, we are not aware of any existing approach that would offer the same level of flexibility as JASPER.

The flexible problem formulation results in a complex optimization problem, in which scaling, placement, and routing decisions are taken in a single step for all – already deployed or newly requested – network services. Efficiently solving such a complex optimization problem is not trivial. The empirical results demonstrate that our proposed algorithms can be used to tackle this problem.

The rest of the paper is organized as follows. In Section II, we give an overview of related work. Section III presents a high-level overview of our approach and Section IV describes the details of our model and assumptions. We discuss the complexity of template embedding in Section V and formulate the problem as a mixed integer programming model in Section VI. We present a heuristic solution in Section VII and the evaluation results of our solutions in Section VIII, before concluding the paper in Section IX.

II. RELATED WORK

Our solution can be applied in different contexts, e.g., (distributed) cloud computing and Network Function Virtualization (NFV). In this section, after an analysis of related approaches from a theoretical point of view, we give an overview of related work in the cloud computing and NFV contexts. The major difference among the existing work in these two fields is usually the abstraction level considered for the substrate network and the resulting assumptions for the model. In particular, in the cloud computing context, embedding is typically done on top of physical machines in data centers, while in the NFV context, embedding is done on top of geographically distributed points of presence.

A. Virtual Network Embedding Problem

The combination of the placement and path selection sub-problems of template embedding is similar to the Virtual Network Embedding (VNE) problem. Both deal with mapping virtual nodes and virtual links of a graph into another graph. VNE does not include the scaling step that is an important part of JASPER. Fischer et al. [2] have published a survey of different approaches to VNE, including static and dynamic VNE algorithms.

In contrast to static VNE solutions that consider the initial mapping process only, in this paper we also deal with optimizing and modifying already embedded templates. Some VNE solutions, for example, Houidi et al. [3], can modify the mapping in reaction to node or link failures. The modifications in their work, however, are limited to recalculating the location for the embedded virtual network, i.e., migrating some of the nodes and changing the corresponding paths among them. In addition to these modifications, our approach can also modify the structure of the graph to be embedded by adding or removing nodes and links if necessary.

B. Cloud Computing Context

The related problem in cloud environments is typically formulated as resource allocation for individual components, i.e., scaling and placing instances of virtual machines on top of physical machines while adhering to capacity constraints [4], [5]. The communication among different virtual machines is usually left out or considered only in a limited sense [6]. Among cloud computing approaches, even the ones that do consider the communication among virtual machines [7]–[10] do not include routing decisions whereas JASPER also includes routing.

Relevant to the placement sub-problem of template embedding, Bellavista et al. [11] focus on the technical issues of deploying flexible cloud infrastructure, including network-aware placement of multiple virtual machines in virtual data centers. Wang et al. [12] study the dynamic scaling and placement problem for network services in cloud data centers, aiming at reducing costs. These papers also do not address routing.
Moreover, our approach of specifying resource consumption as a function of input data rates allows a much more realistic modeling of the resource needs of service components than the constant resource needs assumed by the existing approaches in this context.

Keller et al. [13] consider an approach similar to our template embedding problem in the context of distributed cloud computing. Our terminology is partly based on their work but there are important differences in the assumptions and the models that make our approach stronger and more flexible than their solutions. In contrast to their model, where the number of users determines the number of required instances, the deciding factor in our work is the data rate originating from different source components. Moreover, we do not enforce strict scaling restrictions for components as done in their work. (For example, their method needs as input the exact number of instances of a back-end server that is required behind a front-end server.) Finally, we use a more sophisticated multi-objective optimization approach where different metrics like CPU and memory load of network nodes, data rate on network links, and latency of embedded templates are considered.

C. Network Function Virtualization Context

The placement and routing problems are also relevant in the field of Network Function Virtualization (NFV). In the NFV context, the forwarding graphs of network services composed of multiple virtual network functions (VNFs) are mapped into the network. Herrera and Botero [14] have published an analysis of existing solutions for placing network services as part of a survey on resource allocation in NFV. Addis et al. [15] study the properties and complexity of this problem, comparing the VNE-based and routing and location-based formulations.

Kuo et al. [16] consider the joint placement and routing problem, focusing on maximizing the number of admitted network service embedding requests. Gupta et al. [17] consider placement and routing of (linear) chains of virtual network functions focusing on minimizing the used network link capacity. Ahvar et al. [18] propose a solution to this problem, with the assumption that the VNFs can be re-used among different flows. Their objective is to find the optimal number of VNFs for all requests and to minimize the costs for the provider. Another similar approach that considers re-using components is proposed by Bari et al. [19]. Khebbache et al. [20] aim at solving this problem in an efficient way that can scale with the size of the underlying infrastructure and the embedded network services. They measure the efficiency of their algorithms with respect to run time, acceptance rate, and costs. Another attempt to solve this problem in an efficient and scalable way has been made by Luizelli et al. [21], focusing on minimizing resource allocation. In comparison to all these approaches, we consider a more comprehensive optimization objective, trying to minimize the delay for network services, the number of added or removed instances, resource consumption, as well as overload of resources.

Liu et al. [22] consider the dynamic placement and adjustment of services, similar to the joint placement and scaling approach in this paper. However, their model uses different assumptions than ours, e.g., considering a single user per service function chain, which can only be linear. Also, unlike our approach, they use pre-calculated paths in the network and do not consider the latency of paths for routing.

In our work, the exact structure of the network service does not have to be fixed in the deployment request. In a previous work [23], we have studied another type of flexibility in the network service structure, namely, the case where the components are specified with a partial order and can be re-ordered. JASPER is based on the assumption that the order of traversing the service components is fixed and given; however, the number of instances for each component and the amount of resources allocated to each component can be adapted dynamically.

Several other solutions [24]–[27] have been proposed for placement, scaling, and path selection problems for network services. Our template embedding approach has two important differences compared to these solutions. First, our approach can be used for initial placement of a newly requested service as well as scaling and adapting existing embeddings. Second, in our approach, the structure of the service and mapping of the service components to network nodes and the optimal routing are determined in one single step, based on the requirements of the service and current state of network resources, searching for a global optimum.

A preliminary version of this work was presented at the CCGrid 2017 conference [28]. Compared to the conference version, this paper contains the proof of NP-hardness, more detailed explanation of the problem model and the devised algorithms, and a more detailed evaluation and discussion of the practical applicability of the proposed approach.

III. APPROACH OVERVIEW

In typical management and orchestration frameworks [1], service providers need to submit exact descriptors of their network service structure, resource demands, and expected traffic from sources to a service management and orchestration system (Fig. 1). Based on the descriptors, placement, scaling, and routing decisions are made for each network service, independently from one another.

JASPER makes several changes to this approach, partly with respect to the description of the network services (Section III-A) and partly with respect to handling the scaling, placement, and routing decision processes (Section III-B).
A. Templates Instead of Over-Specified Descriptors

Deploying several instances of service components might be necessary in different scenarios, e.g., for load balancing purposes or for instantiating new instances closer to the new users in case of a delay-sensitive application. In existing cloud and NFV orchestration solutions, auto-scaling rules are defined in service descriptors, based on certain thresholds and using strict minimum and maximum values for the number of instances that can be created. Because of the limited precision and flexibility of typical descriptors, we base our approach on so-called service templates. Using service templates, service providers are required to specify neither the exact resource demands (e.g., memory or CPU) of service components nor the required number of instances of each component.

The service template describes the components of the network service and their required interconnections on an abstract level, without deployment details. Moreover, it gives the resource demands of the network service as a function of the load:

- The required computational capacity (e.g., CPU and memory) is described for each service component as a function of the input data rate. This can be used to calculate the network node capacity required to host the service component.
- The amount of traffic leaving each service component towards other components is specified as a function of the data rate that enters the component. This can be used to calculate the link capacity required to host the traffic flowing between any two interconnected instance.

In addition to the service templates, service providers may include the expected traffic originating from the sources of the network service in the request to embed a service template. As the traffic is constantly changing, the current traffic needs to be monitored and fed back to the template embedding process, to keep the network service in an optimal state.

In this way, depending on the location and data rate of the sources, each service template is scaled out into an overlay with the necessary number of instances required for each service component; each component instance is mapped to a network node and is allocated the required amount of resources on that node; the connections among component instances are mapped to flows along network links, carrying the data rate.

JASPER is an integrated approach in multiple dimensions: (i) scaling, placement, and routing decisions are made in a single optimization step; (ii) all services that are to be placed in the same substrate network are considered together; (iii) newly requested and already deployed services are optimized jointly. This way, a global optimum can be achieved. The main difference in handling newly requested and already deployed services is that for already deployed services, changes to the existing deployment may incur costs which have to be captured and optimized, thus adding another optimization objective to the problem.

IV. Problem Model

In this section, we formalize our model and define the problem we are tackling. Our model uses three different graphs for representing (i) the generic network service structure, (ii) a concrete and deployable instantiation of the network service, and (iii) the actual network. We use different names and notations to distinguish among these graphs (Table I).

Informally, the problem we address is as follows: given a substrate network, a set of – newly requested or already existing – network services with their templates, and the source(s) for the services in the network along with the traffic originating from them, we want to optimally embed the network services into the network.

A. Substrate Network

We model the substrate network as a directed graph $G_{sub}=(V, E)$. Each node $v \in V$ is associated with a CPU
capacity $\text{cap}_{\text{cpu}}(v)$ and a memory capacity $\text{cap}_{\text{mem}}(v)$ (this can be easily extended to other types of resources). Moreover, we assume that every node has routing capabilities and can forward traffic to its neighboring nodes.\footnote{Capacities can be 0, e.g., to represent conventional switches by 0 CPU capacity or an end device by 0 forwarding capacity.} Each link $l \in L$ is associated with a maximum data rate $b(l)$ and a propagation delay $d(l)$. For each node $v$, we assume that the internal communications (e.g., communication inside a data center) can be done with unlimited data rate and negligible delay.

### B. Templates

The substrate network has to host a set $\mathcal{T}$ of network services. We define the structure of each network service $T \in \mathcal{T}$ using a template, which is a directed acyclic graph $G_{\text{tmp}}(T) = (C_T, A_T)$. We refer to the nodes and edges of the template graph as components and arcs, respectively. They define the type of components required in the network service and specify the way they should be connected to each other to deliver the desired functionality. Fig. 3(a) shows an example template.

A template component $j \in C_T$ has an ordered set of inputs, denoted as $\text{In}(j)$, and an ordered set of outputs, denoted as $\text{Out}(j)$. Its resource consumption depends on the data rates of the flows entering the component. We characterize this using a pair of functions $p_j, m_j : \mathbb{R}_{\geq 0}^{\text{In}(j)} \rightarrow \mathbb{R}_{\geq 0}$, where $p_j$ is the CPU load and $m_j$ is the required memory size of component $j$, depending on the data rate of the incoming flows. These functions typically account for resource consumption due to processing the input data flows as well as fixed, baseline consumption (even when idle). Similarly, data rates of the outputs of the components are determined as a function of the data rates on the inputs, specified as $r_j : \mathbb{R}_{\geq 0}^{\text{In}(j)} \rightarrow \mathbb{R}_{\geq 0}$. Fig. 3(b) shows examples for functions $p_j, m_j, r_j$ that define the resource demands and output data rates of an example component.

Each arc in $A_T$ connects an output of a component to an input of another component.

**Source components** are special components in the template: they have no inputs, a single output with unspecified data rate, and zero resource consumption. In the example of Fig. 3(a), $S$ is a source component, whereas the others are normal processing components.

### C. Overlays and Sources

A template specifies the types of components and the connections among them as well as their resource demands depending on the load. A specific, deployable instantiation of a network service can be derived by scaling its template, i.e., creating the necessary number of instances for each component and linking the instances with each other according to the requirements of the template. Depending on data rates of the service flows and the locations in the network where the flows start, different numbers of instances for each component might be required. To model this, for each network service $T$, we define a set of sources $S(T)$. The members of $S(T)$ are tuples of the form $(v, j, \lambda)$, where $v \in V$ is a node of the substrate network, $j \in C_T$ is a source component, and $\lambda \in \mathbb{R}^+$ is the corresponding data rate assigned to the output of this source component. Such a tuple means that an instance of source component $j$ generates a flow from node $v$ with rate $\lambda$. Sources may represent populations of users, sensors, or any other component that can generate flows to be processed by the corresponding network service. Fig. 3(c) shows two example sources for the template of Fig. 3(a), located on different nodes of the substrate network. The naming of the concrete instances of components in this figure follows the convention that the first letter identifies the corresponding component in the template, e.g., S1 and S2 represent concrete instances of the source component $S$ from the template.

An **overlay** is the outcome of scaling the template based on the associated sources. An overlay $\mathcal{OL}$ stemming from template $T$ is described by a directed acyclic graph $G_{\text{OL}}(T) = (I_{\text{OL}}, E_{\text{OL}})$. Each component instance $i \in I_{\text{OL}}$ corresponds to a component $c(i) \in C_T$ of the underlying template. Each $i \in I_{\text{OL}}$ has the same characteristics

---

### TABLE I

**Notations Used for Graphs in the Model**

| Graph | Symbol | Name | Annotations |
|-------|--------|------|-------------|
| Template $G_{\text{tmp}}$ | $j \in C_T$ | Component | $\text{In}(j)$, $\text{Out}(j)$, $p_j$, $m_j$, $r_j$ |
| Overlay $G_{\text{OL}}$ | $i \in I_{\text{OL}}$ | Instance | $c(i)$, $p_{T}^{(f)}(i)$, $p_{T}^{(E)}(e)$ |
| Network $G_{\text{sub}}$ | $v \in V$ | Node | $\text{cap}_{\text{cpu}}(v)$, $\text{cap}_{\text{mem}}(v)$ |
| | $l \in L$ | Link | $b(l)$, $d(l)$ |
(inputs, outputs, resource consumption characteristics) as \( c(i) \). Moreover, if there is an edge from an output of an instance \( i_1 \) to an input of instance \( i_2 \) in the overlay, then there must be a corresponding arc from the corresponding output of \( c(i_1) \) to the corresponding input of \( c(i_2) \) in the template. This ensures that the edge structure of the overlay is in line with the structural requirements of the network service, represented by the arcs in the template.

To be able to create the required number of instances for each component, we assume either that the components are stateless or that a state management system is in place to handle state redistribution upon adding or removing instances. In this way, requests can be freely routed to any instance of a component. Alternatively, additional details can be added to the model, for example, to make sure that the flows belonging to a certain session are routed to the right instance of stateful components that have stored the corresponding state information.

Fig. 3(d) shows an example overlay corresponding to the template in Fig. 3(a). The naming of the instances follows the same convention as described for sources, e.g., A1 and A2 are instances of component A.

An overlay might include multiple instances of a specific template component, e.g., B1, B2, and B3 all are instances of component B. An output of an instance can be connected to the input of multiple instances of the same component, like the output of A1 is connected to the inputs of B1 and B2. In a case like that, B1 and B2 share the data rate calculated for the connection between components A and B. Similarly, outputs of multiple instances in the overlay can be connected to the input of the same instance, like the input of C1 is connected to the output of B1, B2, and B3, in which case the input data rate for C1 is the sum of the output data rates of B1, B2, and B3.

D. Mapping on the Substrate Network

Each overlay \( G_{OL}(T) \) must be mapped to the substrate network by a feasible mapping \( P_T \). We define the mapping as a pair of functions \( P_T = (P^{(I)}_T, P^{(E)}_T) \).

\[ P^{(I)}_T : I_{OL} \rightarrow V \] maps each instance in the overlay to a node in the substrate network. We make the simplifying assumption that two instances of the same component cannot be mapped to the same node. The rationale behind this assumption is that in this case it would be more efficient to replace the two instances by a single instance and thus save the idle resource consumption of one instance.\(^2\)

\[ P^{(E)}_T : E_{OL} \rightarrow F \] maps each edge in the overlay to a flow in the substrate network; \( F \) is the set of possible flows in \( G_{sub} \). We assume the flows are splittable, i.e., can be routed over multiple paths between the corresponding endpoints in the substrate network.

The two functions must be compatible: if \( e \in E_{OL} \) is an edge from an instance \( i_1 \) to an instance \( i_2 \), then \( P^{(E)}_T(e) \) must be a flow with start node \( P^{(I)}_T(i_1) \) and end node \( P^{(I)}_T(i_2) \). Moreover, \( P^{(I)}_T \) must map the instances of source components in accordance with the sources in \( S(T) \), mapping an instance corresponding to source component \( j \) to node \( v \) if and only if \( \exists (v,j) \in S(T) \).

The binding of instances of source components to sources determines the outgoing data rate of these instances. As the overlay graphs are acyclic, the data rate \( \lambda(e) \) on each further overlay edge \( e \) can be determined based on the input data rates and the \( r_j \) functions of the underlying components, considering the instances in a topological order. The data rates, in turn, determine the resource needs of the instances.

Fig. 3(e) shows a possible mapping of the overlay of Fig. 3(d) to an example substrate network, based on the predefined location of S1 and S2 in the network. Note that it is possible to map two communicating instances to the same node, like A2 and D2 in the example. In this case, the edge between them can be realized inside the node, without using any links. The flow between A2 and B3 is an example of a split flow that is routed over two different paths in the substrate network.

Note that Fig. 3(e) shows only a single overlay mapped to the substrate network for the sake of clarity. In general, JASPER can embed several overlays corresponding to different network services into a substrate network.

E. Objectives

The system configuration consists of the overlays and their mapping on the substrate network. A new system configuration can be computed by an appropriate algorithm for the template embedding problem.

A valid system configuration must respect all capacity constraints: for each node \( v \), the total resource needs of the instances mapped to \( v \) must be within its capacity concerning both CPU and memory, and for each link \( l \), the sum of the flow values going through \( l \) must be within its maximum data rate. However, it is also possible that some of those constraints are violated in a given system configuration: for example, a valid system configuration (i.e., one without any violations) may become invalid because the data rate of a source has increased, because of a temporary peak in resource needs, or a failure in the substrate network. Therefore, given a current system configuration \( \sigma \), our primary objective is to find a new system configuration \( \sigma' \), in which the number of constraint violations is minimal (ideally, zero). For this, we assume that violating node CPU, memory, and link capacity constraints is equally undesirable.

There are a number of further, secondary objectives, which can be used as tie-breaker to choose from system configurations that have the same number of constraint violations:

- Total delay of all edges across all overlays
- Number of instance addition/removal operations required to transition from \( \sigma \) to \( \sigma' \)
- Maximum amounts of capacity constraint violations, for each resource type (CPU, memory, link capacity)
- Total resource consumption of all instances across all overlays, for each resource type (CPU, memory, link capacity)
Higher values for these metrics result in higher costs for the system or in lower customer satisfaction, so our objective is to minimize these values. Therefore, our aim is to select a new system configuration $\sigma'$ from the set of system configurations with minimal number of constraint violations that is Pareto-optimal with respect to these secondary metrics.

**F. Problem Formulation Summary**

Our aim is to handle the scaling, placement, and routing for newly requested network services as well as already deployed network services. Taking this into account, the Template Embedding problem can be summarized as follows:

The inputs are the substrate network, a template for each network service, and the location and data rate of the sources for each network service. Additionally, for the already deployed network services, an overlay and its mapping onto the substrate network are given.

The outputs for the newly requested network services are the overlays and their mappings onto the substrate network. For the already deployed network services the modified overlays and their modified mappings onto the substrate network are calculated.

Scaling is performed while creating the overlay from the template, while placement and routing are performed when the instances and edges of the overlay are mapped onto the substrate network.

A further important detail concerns the relationship between different network services. The creation of the overlay from the template and its mapping onto the substrate network are defined for each network service separately; however, they share the same substrate network. The objectives defined in Section IV-E relate to the whole network including all network services, aiming for a global optimum and potentially resulting in trade-offs among the network services. A further connection among different network services may arise if they share the same component type. In this case, it is also possible that the corresponding overlay instances are realized by the same instance.

**V. COMPLEXITY**

**Theorem 1:** For an instance of the Template Embedding problem as defined in Section IV, deciding whether a solution with no violations exists is NP-complete in the strong sense.$^3$

**Proof:** It is clear that the problem is in NP: a possible witness for the positive answer is a solution, i.e., a set of overlays and their embedding into the substrate network – with 0 violations. The witness has polynomial size and can be verified in polynomial time wrt. to the input size.

$^3$NP-complete in the strong sense means that the problem remains NP-complete even if the numbers appearing in it are constrained between polynomial bounds. Under the P$\neq$NP assumption, this precludes even the existence of a pseudo-polynomial algorithm, i.e., an algorithm the runtime of which is polynomial if restricted to problem instances with polynomially bounded numbers.

To establish NP-hardness, we show a reduction from the Set Covering problem (which is known to be NP-complete in the strong sense [30]) to the Template Embedding problem. An input of the Set Covering problem consists of a finite set $U$, a finite family $\mathcal{W}$ of subsets of $U$ such that their union is $U$, and a number $k \in \mathbb{N}$. The aim is to decide whether there is a subset $Z \subseteq \mathcal{W}$ with cardinality at most $k$ such that the union of the sets in $Z$ is still $U$.

From this instance of Set Covering, an instance of the Template Embedding problem is created as follows. The substrate network consists of nodes $V = \{s_1, \ldots, s_U\} \cup \{a_1, \ldots, a_{|\mathcal{W}|}\} \cup \{b\}$, where each $s_i$ represents an element of $U$ and each element $a_j$ represents an element of $\mathcal{W}$. There is a link from $s_i$ to $a_j$ if and only if the element of $U$ represented by $s_i$ is a member of the set represented by $a_j$. Furthermore, there is a link from each $a_j$ to $b$. The capacities of the nodes are as follows: $\text{cap}_{\text{cpu}}(s_i) = \text{cap}_{\text{mem}}(s_i) = 0$ for each $i \in [1, |U|]$, $\text{cap}_{\text{cpu}}(a_j) = 0$ and $\text{cap}_{\text{mem}}(a_j) = 1$ for each $j \in [1, |\mathcal{W}|]$, and $\text{cap}_{\text{cpu}}(b) = 1$ and $\text{cap}_{\text{mem}}(b) = 0$. For each link, its maximum data rate is 1, its delay is 0.

There is a single template consisting of a source component $S$ and two further components $A$ and $B$, and two arcs $(S, A)$ and $(A, B)$. Component $A$ has one input and one output, its resource consumption as a function of the input data rate $\lambda$ is given by $p_A(\lambda) = 0$ and $m_A(\lambda) = 1$; its output data rate is given by $r_A(\lambda) = 1$. Component $B$ has one input and no output, its resource consumption as a function of the input data rate $\lambda$ is given by $p_B(\lambda) = \begin{cases} 1, & \text{if } \lambda \leq k, \\ 2, & \text{otherwise}, \end{cases}$ and $m_B(\lambda) = 0$. In each $s_i$, there is a source corresponding to an instance of $S$ with data rate $\lambda = 1$.

Suppose first that the original instance of Set Covering is solvable, i.e., there is a subset $Z \subseteq \mathcal{W}$ with cardinality at most $k$ such that the union of the sets in $Z$ is $U$. In this case, the generated instance of the Template Embedding problem can also be solved without any violations, as follows (see Fig. 4 for an example). Each $s_i$ must of course host an instance of $S$. In each $a_j$ corresponding to an element of $Z$, an instance of $A$ is created. Since the union of the sets in $Z = U$, each $s_i$ has an outgoing link to at least one $a_j$ hosting an instance of $A$, which can be selected as the target of the traffic leaving the source in $s_i$ through the link $(s_i, a_j)$. Further, a single instance
of \( B \) is created in node \( b \) and each instance of \( A \) is connected to \( B \) through the \((a_j, b)\) link. Since the number of instances of \( A \) is at most \( k \), each emitting traffic with data rate 1, the CPU requirement of the instance of \( B \) is 1, so that it fits on \( b \), and hence we obtained a solution to the Template Embedding problem with no violation.

Now assume that the generated instance of the Template Embedding problem is solvable without violations. Then, we can construct a solution of the original instance of Set Covering, as we show next. In a solution of the generated instance of the Template Embedding problem, each \( s_i \) must host an instance of \( S \) and there is no other instance of \( S \). Instances of \( A \) can only be hosted by \( a_j \) nodes because of the memory requirement, and an instance of \( B \) can only be hosted in \( b \) because of the CPU requirement. We define \( Z \) to contain those elements of \( W \) for which the corresponding node \( a_j \) hosts an instance of \( A \). Since each source generates traffic that must be consumed by an instance of \( A \) and there is a path (actually, a link) from \( s_i \) to \( a_j \) only if the set corresponding to \( a_j \) contains the element corresponding to \( s_i \), it follows that the sets in \( Z \) cover all elements of \( U \). Moreover, since the instance of \( B \) must fit on \( b \) and each instance of \( A \) generates traffic with data rate 1, it follows that the number of instances of \( A \) is at most \( k \) and hence \(|Z| \leq k\), thus \( Z \) is a solution of the original Set Covering problem.

Since all numbers in the generated instance of the Template Embedding problem are constants, this reduction shows that the Template Embedding problem is NP-hard in the strong sense.

As a consequence, we can neither expect a polynomial or even pseudo-polynomial algorithm for solving the problem exactly nor a fully polynomial-time approximation scheme, under standard assumptions of complexity theory.

VI. MIXED INTEGER PROGRAMMING APPROACH

In this section, we provide a mixed integer programming (MIP) formulation of the problem. On one hand, this serves as a further formalization of the problem; on the other hand, under suitable assumptions (to be detailed in Section VI-C) an appropriate solver can be used to solve the mixed integer program, yielding an algorithm for the problem.

Based on the assumption that two instances of the same component cannot be mapped to a node, instances can be identified by the corresponding component and the hosting node. This is the basis for our choice of variables, which are explained in more detail in Table II.

We use the following notations for formalizing the constraints and objectives. \( C = \bigcup_{T \in T} C_T \) denotes the set of all components, \( A = \bigcup_{T \in T} A_T \) the set of all arcs, and \( S = \bigcup_{T \in T} S(T) \) the set of all sources across all network services that we want to map to the network. \( M \), \( M_1 \), and \( M_2 \) denote sufficiently large constants. \((\Lambda_j, v)_k\) denotes the \(k\)th component of the vector \(\Lambda_{j, v}\). \(Q\) denotes a zero vector of appropriate length.

| Name | Domain | Definition |
|------|--------|------------|
| \(x_{j, v}\) | \{0, 1\} | 1 if an instance of component \(j \in C\) is mapped to node \(v \in V\) |
| \(y_{a, v, v', \lambda}\) | \(\mathbb{R}^+\) | \(\text{if} \ a \in A_T\text{ is an arc from an output of }j \in C_T\text{ to an input of }j' \in C_T\text{, an instance of }j\text{ is mapped on }v \in V,\) and an instance of \(j'\) is mapped on \(v' \in V\), then \(y_{a, v, v', \lambda}\) is the data rate of the corresponding flow from \(v\) to \(v'\); otherwise it is 0 |
| \(z_{a, v, v', t}\) | \(\mathbb{R}^+\) | If \(a \in A_T\text{ is an arc from an output of }j \in C_T\text{ to an input of }j' \in C_T\text{, an instance of }j\text{ is mapped on }v \in V,\) and an instance of \(j'\) is mapped on \(v' \in V\), then \(z_{a, v, v', t}\) is the data rate of the corresponding flow from \(v\) to \(v'\) that goes through link \(t \in L\); otherwise it is 0 |
| \(\Lambda_{j, v}\) | \(\mathbb{R}^{|U|}\) | Vector of data rates on the inputs of the instance of component \(j \in C_T\) on node \(v \in V\), or an all-zero vector if no such instance is mapped on \(v\) |
| \(\Lambda'_{j, v}\) | \(\mathbb{R}^{|U|}\) | Vector of data rates on the outputs of the instance of component \(j \in C_T\) on node \(v \in V\), or an all-zero vector if no such instance is mapped on \(v\) |
| \(\Theta_{j, v}\) | \(\mathbb{R}^+\) | \(\text{CPU requirement of the instance of component }j \in C_T\text{ on node }v \in V,\) or zero if no such instance is mapped on \(v\) |
| \(\omega_{v, cpu}\) | \{0, 1\} | 1 if the CPU capacity of node \(v \in V\) is exceeded |
| \(\omega_{v, mem}\) | \{0, 1\} | 1 if the memory capacity of node \(v \in V\) is exceeded |
| \(\omega_j\) | \{0, 1\} | 1 if the maximum data rate of link \(t \in L\) is exceeded |
| \(\Phi_{cpu}\) | \(\mathbb{R}^+\) | Maximum CPU over-subscription over all nodes |
| \(\Phi_{mem}\) | \(\mathbb{R}^+\) | Maximum memory over-subscription over all nodes |
| \(\Phi_{agg}\) | \(\mathbb{R}^+\) | Maximum capacity over-subscription over all links |
| \(\zeta_{a, v, v', t}\) | \{0, 1\} | 1 if \(z_{a, v, v', t} \geq 0\) |
| \(\delta_{j, v}\) | \{0, 1\} | 1 if \(x_{j, v} \neq x^*_{j, v}\) |

Information about existing instances should also be taken into account during the decision process. For this, we define \(x^*_{j, v}(\forall j \in C, v \in V)\) as a constant given as part of the problem input. If there is a previously mapped instance of component \(j\) on node \(v\) in the network, \(x^*_{j, v}\) is 1, otherwise it is 0.

A. Constraints

Here we define the sets of constraints that enforce the required properties of the template embedding process.

1) Mapping Consistency Rules:

\[ \forall (v, j, \lambda) \in S: \quad x_{j, v} = 1 \]  
\[ \forall (v, j, \lambda) \in S: \quad \Lambda'_{j, v} = \lambda \]  
\[ \forall j \in C, \forall v \in V, k \in [1, |\text{In}(j)|]: \quad (\Lambda_{j, v})_k \leq M \cdot x_{j, v} \]  
\[ \forall j \in C, \forall v \in V, k \in [1, |\text{Out}(j)|]: \quad (\Lambda'_{j, v})_k \leq M \cdot x_{j, v} \]  
\[ \forall j \in C, \forall v \in V: \quad x_{j, v} - x^*_{j, v} \leq \delta_{j, v} \]  
\[ \forall j \in C, \forall v \in V: \quad x^*_{j, v} - x_{j, v} \leq \delta_{j, v} \]

Constraints (1) and (2) enforce that the placement respectively the output data rate of source component instances are in line with the tuples specified in \(S\). Constraint (3) guarantees the consistency between the variables \(\Lambda_{j, v}\) and
\(x_{j,v}\): If \(A_{j,v}\) has a positive component, then \(x_{j,v}\) must be 1, i.e., only an existing component instance can process the incoming flow. Constraint (3) is analogous for the outgoing flows, represented by the \(A'_{j,v}\) variables. Constraints (5) and (6) together ensure that \(\delta_{j,v} = 1\) if and only if \(x_{j,v} \neq x'_{j,v}\).

2) Flow and Data Rate Rules:

\[\forall j \in C, j \notin A, \forall v \in V: \quad A'_{j,v} = r_j(A_{j,v}) - (1 - x_{j,v}) \cdot r_j(0)\]  
(7)

\[\forall j \in C, \forall v \in V, k \in [1, |\text{In}(j)|]: \quad (A_{j,v})_k = \sum_{a \text{ ends in } k} y_{a,v,v'}\]  
(8)

\[\forall j \in C, \forall v \in V, k \in [1, |\text{Out}(j)|]: \quad (A'_{j,v})_k = \sum_{a \text{ starts in } k} y_{a,v,v'}\]  
(9)

\[\forall a \in A, \forall v, v_1, v_2 \in V:\]  
\[
\sum_{v' \in L} z_{a,v_1,v_2,v'} - \sum_{v' \in L} z_{a,v_1,v_2,v'} = \begin{cases} 
0 & \text{if } v \neq v_1 \text{ and } v \neq v_2 \\
y_{a,v_1,v_2} & \text{if } v = v_1 \text{ and } v_1 \neq v_2 \\
0 & \text{if } v = v_1 = v_2
\end{cases} \]
(10)

\[\forall a \in A, \forall v, v' \in V, \forall l \in L: z_{a,v,v',l} \leq M \cdot \zeta_{a,v,v',l}\]  
(11)

Constraint (7) computes the data rate on the outputs of a processing component instance based on the data rates on its inputs and the \(r_j\) function of the underlying component. The constraint is formulated in such a way that for \(x_{j,v} = 1\), \(A'_{j,v} = r_j(A_{j,v})\), whereas for \(x_{j,v} = 0\) (in which case also \(A_{j,v} = 0\) because of Constraint (3)), also \(A'_{j,v} = 0\) so that there is no contradiction with Constraint (4). Constraint (8) computes the data rate on the inputs of a component instance as the sum of the data rates on the links ending in that input. Similarly, Constraint (9) ensures that the data rate on the outputs of a component instance is distributed on the links starting in that output. Constraint (10) is the flow conservation rule, also ensuring the right data rate of each flow, thus connecting the \(z_{a,v,v',l}\) variables (flow values on individual links) and the \(y_{a,v,v'}\) variables (flow data rate). Constraint (11) sets the \(z_{a,v,v',l}\) variables (on the basis of the \(z_{a,v,v',l}\) variables), so that they can be used later on in the objective function (Section VI-B).

3) Calculation of Resource Consumption:

\[\forall j \in C, \forall v \in V: \quad g_{j,v} = p_j(A_{j,v}) - (1 - x_{j,v}) \cdot p_j(0)\]  
(12)

\[\forall j \in C, \forall v \in V: \quad \mu_{j,v} = m_j(A_{j,v}) - (1 - x_{j,v}) \cdot m_j(0)\]  
(13)

Constraints (12) and (13) calculate CPU respectively memory consumption of each component instance based on the \(p_j\) and \(m_j\) functions of the underlying component.\(^4\) The logic here is analogous to that of Constraint (7).

4) Capacity Constraints:

\[\forall v \in V:\]  
\[
\sum_{j \in C} g_{j,v} \leq \text{cap}_{\text{cpu}}(v) + M \cdot \omega_{v,\text{cpu}}\]  
(14)

\[\forall v \in V:\]  
\[
\sum_{j \in C} \mu_{j,v} \leq \text{cap}_{\text{mem}}(v) + M \cdot \omega_{v,\text{mem}}\]  
(15)

\[\forall v \in V:\]  
\[
\sum_{j \in C} \mu_{j,v} \leq \text{cap}_{\text{mem}}(v) + \psi_{\text{cpu}}\]  
(16)

\[\forall v \in V:\]  
\[
\sum_{j \in C} g_{j,v} \leq \text{cap}_{\text{cpu}}(v) + \psi_{\text{mem}}\]  
(17)

\[\forall l \in L:\]  
\[
\sum_{a \in A; v,v' \in V} z_{a,v,v',l} \leq b(l) + M \cdot \omega_l\]  
(18)

\[\forall l \in L:\]  
\[
\sum_{a \in A; v,v' \in V} z_{a,v,v',l} \leq b(l) + \psi_{\text{dr}}\]  
(19)

The aim of these constraints is to set the \(\omega\) and \(\psi\) variables (based on the already defined \(\alpha\), \(\mu\) and \(z\) variables), which will be used in the objective function (Section VI-B). Constraint (14) ensures that \(\omega_{v,\text{cpu}}\) will be 1 if the CPU capacity of node \(v\) is overloaded, while Constraint (15) ensures that \(\psi_{\text{cpu}}\) will be at least as high as the amount of CPU overload of any node (the appearance of \(\psi_{\text{cpu}}\) in the objective function will guarantee that it will be exactly the maximum amount of CPU overload and not higher than that). Constraints (16), (17) do the same for memory overloads and Constraints (18), (19) do the same for the overload of link capacity.

5) Interplay of the Constraints: To illustrate the interplay of the constraints, we assume that we need to optimize the embedding shown in Fig. 3(e). Constraints (1) and (2) ensure that instances of the source component, i.e., \(S1\) and \(S2\), are embedded and their output data rates are set correctly. Constraint (9) ensures that these data rates are then handed out as flows that can only end up in instances of \(A\). These flows are mapped to network links and instances of \(A\) are assigned input data rates using Constraints (10) and (8), respectively. That being set, Constraint (3) marks the instances \(A1\) and \(A2\) as embedded, and Constraint (7) sets their output data rates using the respective \(r_j\) function. In a similar way, the rest of the components are instantiated and embedded in the network.

Constraints (5) and (6) ensure that the \(\delta_{j,v}\) variables are set correctly. Constraints (12) and (13) compute the resource consumption of each instance based on the input data rates and the corresponding \(p_j\) and \(m_j\) functions. Constraints (14)–(19) make sure that over-subscription of node and link capacities are captured correctly, and collect the maximum value of over-subscription for each resource type. This maximum value is used in the objective function described in Section VI-B, which drives the decisions based on the constraints.

\(^4\) Adding more resource types would be reflected by adding corresponding constraints here.
B. Optimization Objective

We formalize the optimization objective based on the goals defined in Section IV-E as follows:

\[
\text{minimize } M_1 \cdot \left( \sum_{v \in V} (\omega_{v,\text{cpu}} + \omega_{v,\text{mem}}) + \sum_{l \in L} \omega_l \right) + \\
+ M_2 \cdot \left( \sum_{a \in A} \sum_{v,v' \in V, l \in L} (d(l) \cdot \zeta_{a,v,v',l}) + \sum_{j \in C} \delta_{j,v} \right) + \\
+ \psi_{\text{cpu}} + \psi_{\text{mem}} + \psi_{\text{dr}} + \sum_{j \in C} (\theta_{j,v} + \mu_{j,v}) \\
+ \sum_{a \in A} \sum_{v,v' \in V, l \in L} z_{a,v,v',l}
\]  

(20)

By assigning sufficiently large values to \( M_1 \) and \( M_2 \), we can achieve the following goals with the given priorities (in decreasing order): 1) Number of capacity constraint violations over all nodes and links is minimized. 2) Template arcs are mapped to network paths in such a way that their total latency is minimized. Moreover, the number of instances that need to be started/stopped is minimized. 3) The maximum value for capacity constraint violations over all nodes and links is minimized. Also, overlay instances and the edges among them are created in a way that their resource consumption is minimized.

The objective function is in line with the objectives defined in Section IV-E. The primary objective is to minimize the number of constraint violations; a sufficiently large \( M_1 \) ensures that a decrease in the first term of the objective function has larger impact than any change in the other terms. Moreover, the resulting solution \( \sigma' \) will be Pareto-optimal with respect to the other, secondary metrics: otherwise, there would be another solution \( \sigma'' \) that is as good as \( \sigma' \) according to each secondary metric and strictly better than \( \sigma' \) in at least one secondary metric, but then, \( \sigma'' \) would lead to a lower overall value of the objective function.

This mixed integer program can be used for initial embedding of service templates as well as for optimizing existing embeddings. However, for the initial embedding of newly requested network services, the term \( \sum_{j \in C} \delta_{j,v} \) should be removed from the objective function because it would introduce an unwanted bias towards embeddings with fewer instances, although it is possible that having more instances can decrease the overall cost of the solution.

C. Solving the Mixed Integer Program

All our constraints are linear equations and linear inequalities, and also the objective function is linear. Hence, if the functions \( p_j \), \( m_j \), and \( r_j \) are linear for all \( j \in C \), then we obtain a mixed-integer linear program (MILP), which can be solved by appropriate solvers. For non-linear functions, a piecewise linear approximation may make it possible to use MILP solvers to obtain good (although not necessarily optimal) solutions.
last invocation of the algorithm, the corresponding overlay is created or removed at this point.

Next, the mapping of the sources and source components is checked and updated if necessary (lines 6–11): if a new source emerged, an instance of the corresponding source component is created; if the data rate of a source changed, then the output data rate of the corresponding source component instance is updated; if a source disappeared, then the corresponding source component instance is removed.

Finally, to propagate the changes of the sources to the processing instances, we need to iterate over all instances and ensure that the new output data rates, which are determined by the new input data rates, are discharged correctly by outgoing flows (lines 12–24). For this purpose, it is important to consider the instances in a topological order (according to the overlay) so that when an instance is dealt with, its incoming flows have already been updated. If a change in the outgoing flows is necessary, then the INCREASE or DECREASE procedures are called.

The auxiliary subroutines are detailed in Algorithm 2. DECREASE first removes as many edges as possible (lines 3–6); when a further decrease is necessary but no more edges can be removed, it reduces the next flow on each link by the same factor to achieve the required reduction (lines 7–9). INCREASE first checks if new instances need to be created to be consistent with the template (lines 12–16), then tries to increase the existing flows (lines 17–19). If this is not sufficient to achieve the necessary increase, it creates further instances and flows (lines 20–23).

In the CREATEINSTANCEANDFLOW procedure (called by INCREASE to create a new instance of a component together with a flow from an existing instance), all nodes of the substrate network are temporarily tried for hosting the new instance. The candidate that leads to the best flow is selected (lines 26–31). Finally, the INCRFLOW procedure (called by both INCREASE and CREATEINSTANCEANDFLOW) increases the data rate of a flow along a new path (lines 34–40).

As can be seen, we avoid computing maximum flows. This is because the running time of the best known algorithms for this purpose are worse than quadratic with respect to the size of the graph [31]. Since these subroutines are run many times, the high time complexity would be problematic for large substrate networks. Instead, each run of INCRFLOW increases a flow only along one new path. For finding the path, a modified best-first-search [32] is used, which runs in linear time. It should be noted that split flows can still be created if INCRFLOW is run multiple times for a flow.

When improving a flow and when selecting from multiple possible flows, the INCRFLOW and CREATEINSTANCEANDFLOW routines must strike a balance between flow data rate and the increase in overall delay of the solution. Our strategy for comparing two possible flows is to first compare their data rates and compare their latencies only if there is a tie. This strategy is used in line 31 to select the best flow. The rationale is that selecting flows with high data rate leads to a small number of instances to be created. However, we also employ a cutoff mechanism: flow data rates above the cutoff (the increase in data rate that we want to achieve) do not add more value and are hence regarded to be equal to the cutoff value. This increases the likelihood of a tie, so that the tie-breaking method of preferring lower latencies is also important. An analogous strategy is used in line 39 to compare paths: the primary criterion is to prefer paths with higher bandwidth – up to the given cutoff $d$ – and, in case of a tie, to prefer paths with lower latency. For finding the best path, a modified best-first-search is used, in which the nodes to be visited are stored in a priority queue, where priority is defined in accordance with the comparison relation described above.

VIII. Evaluation

We implemented the presented algorithms in the form of a C++ program. For solving the MILP, Gurobi Optimizer, version 7.0.1 was used. For substrate networks, we used

```plaintext
http://www.gurobi.com/
```
benchmarks for the Virtual Network Mapping Problem\textsuperscript{7} from Inführ and Raidl\textsuperscript{[33]. As service templates, we used examples from IETF’s Service Function Chaining Use Cases\textsuperscript{[34].}

\textbf{A. An Example}

First, we illustrate our approach on a small substrate network of 10 nodes and 20 links (see Fig. 5) in which the CPU and memory capacity of each node is both 100. In this network, a service consisting of a source (S), a firewall (FW), a deep packet inspection (DPI) component, an anti-virus (AV) component, and a parental control (PC) component is deployed. Initially, there is a single source in node 1 with a moderate data rate. As a result, our algorithm deploys all components of the service in node 1 (see Fig. 6(a)).

Subsequently, the data rate of the source increases. As a result, the resource demand of the processing components of the service increases so that they do not fit onto node 1 anymore. Our algorithm automatically re-scales the service by duplicating the DPI, AV, and PC components and automatically places the newly created instances on a nearby node, namely node 3 (see Fig. 6(b)).

Later on, a second source emerges for the same service on node 9. The algorithm automatically decides to create new processing component instances on node 9 to process as much as possible of the traffic of the new source locally. The excess traffic from the new FW instance that cannot be processed locally due to capacity constraints is routed to the existing DPI, AV, and PC instances on node 3 because node 3 still has sufficient free capacity (see Fig. 6(c)).

Already this small example shows the difficult trade-offs that template embedding involves. Next, we show that our approach is capable of handling also much more complex scenarios.

\textsuperscript{7}https://www.ac.tuwien.ac.at/files/resources/instances/vnmp

\textbf{B. Comparison of the Algorithms}

We consider a substrate network with 20 nodes and 44 links, in which multiple services are deployed. Each service is a virtual content delivery network for video streaming, consisting of a streaming server, a DPI, a video optimizer, and a cache. The service template is shown in Fig. 7. The number of concurrently active services varies from 0 to 4, the number of sources varies from 0 to 20. Fig. 8(a) shows how the total data rate of the sources (as a metric of the demand) and the total CPU size of the created instances (as a metric of the allocated processing capacity) change through re-optimization after each event. An event is the emergence or disappearance of a service, the emergence or disappearance of a source, or the change of the data rate of a source. As can be seen, the allocated capacity using both the heuristic and the MILP algorithms follow the demand very closely, meaning that our algorithms are successful in scaling the service in both directions to quickly react to changes in the demand.

Regarding total data rate and total latency of the overlay edges, the MILP algorithm performs better than the heuristic algorithm. For example, Fig. 8(b) shows the total latency over all paths created for the template in this scenario.\textsuperscript{8} The reason for this difference is that in the MILP algorithm, the optimal location for all required instances can be determined at the same time. This results in shorter distances between the source and the instances. The heuristic algorithm, however, needs to create instances one by one, resulting in larger data rates traveling over larger distances in the substrate network.

\textsuperscript{8}In Fig. 8(b), in the high-load area between event 20 and 50, some problem instances are too complex to be solved within the 60 seconds time limit we have set for the optimizer. This results in solutions with zero latency, as no paths are created.
In this scenario, to handle the peak demand, a total of 127 instances are created using the MILP algorithms, while the heuristic algorithm creates 261 instances.

C. Scalability

Since the template embedding problem is NP-hard, it is foreseeable that the scalability of the MILP solver will be limited. In order to test this, we gradually increase the source data rate of the service from our first experiment, leading to an increasing number of instances; moreover, we also consider substrate networks of increasing size. In each case, the MILP solver is run with a time limit of 60 seconds, meaning that the solution process stops at (roughly) 60 seconds with the best solution and the best lower bound that the solver found until that time. The measurements were performed on a machine with Intel Core i5-4210U CPU @ 1.70GHz and 8GB RAM.

Fig. 9(a) shows the execution time of the MILP algorithm for different data rates and substrate network sizes, while Fig. 9(b) shows the corresponding gap between the found solution and the lower bound. For a small network with 10 nodes and 20 links, the algorithm computes optimal results for the lower half of source data rate values, and even for larger source data rates, the optimality gap is quite low (around 20%), meaning that the results are almost optimal. However, for a bigger substrate network with 20 nodes and 44 links, the solver reaches the time limit for much smaller source data rate and also the optimality gap is much bigger. For even bigger substrate networks, the performance of the algorithm further deteriorates, up to the point where it cannot be run anymore because of memory problems. The large sensitivity to the size of the substrate network is not surprising, given that the number of variables of the MILP is cubic in the size of the substrate network.

In contrast, the execution time of the heuristic algorithm remains very low even for the largest substrate networks: for 1000 nodes and 2530 links, the execution time is still below 20 milliseconds, rendering the heuristic practical for real-world problem sizes as well.

D. Analysis

To gain further insight into the inter-dependencies between the input and output parameters of the Template Embedding problem, we experimented with different problem sizes and different levels of resource availability. For this, we used the video streaming template from Section VIII-B (Fig. 7) with a single source injecting a total data rate of 1000 units into the network, from a node selected randomly and uniformly. We used three substrate networks: (i) 200 nodes and 472 links, (ii) 500 nodes and 1288 links, (iii) 1000 nodes and 2530 links. We created low-resource and high-resource configurations as follows:

- CPU and memory capacities of each node were selected randomly and uniformly from the range [1,5] for low capacity and [10,50] for high capacity.
- Data rate of each link was selected randomly and uniformly from the range [50,100] for low capacity and [500,1000] for high capacity.

We ran the heuristic algorithm 100 times on each setup (low/high node capacity and low/high link capacity) and each substrate network. Fig. 10 shows some aggregated results, with confidence intervals at 95% confidence level.

As shown in Fig. 10(a), the algorithm adapts the amount of used data rate to the amount of available link capacity. On all three networks, in both setups with low link capacity, links are carrying considerably less data rate than in the setups with high link capacity. This figure also shows that the algorithm uses more link capacity for embedding the same template as the network gets larger, increasing the total available link capacity in the network. With low link capacity, the algorithm concentrates the instances on as few nodes as possible; therefore, the majority of the load remains inside nodes, instead of traveling across the network. Obviously, this can result in overloaded nodes if the node capacities are not enough. Fig. 10(b) shows the number of network nodes with over-subscribed CPU capacities. In the setups with high node capacity, no CPU over-subscription is noticed. With low node capacity and low link capacity, the instances are concentrated in fewer nodes resulting in more node over-subscription. With low node capacity, even with high link capacity, over-subscription could not be avoided in our experiments. However, fewer nodes were affected, as the data rates could be distributed more freely across the network.

These ranges were selected based on the amount of resources required to embed the template with exactly one instance per component, as an estimation of the required resources for handling the input data rate.
IX. CONCLUSION

We have presented JASPER, a fully automatic approach to scale, place, and route multiple virtual network services on a common substrate network. JASPER can be used for both the initial allocation of newly requested services and the adaptation of existing services to changes in the demand. Besides formally defining the problem and proving its NP-hardness, we developed two algorithms for it, an MILP-based one and a custom constructive heuristic. Empirical tests have shown how our approach finds a balance between conflicting requirements and ensures that the allocated capacity quickly follows changes in the demand. Moreover, we have shown that our solutions can adapt the embedding to the amount of available resources in the network, e.g., using less link capacity and concentrating the instances on less nodes when links have a low capacity and nodes have enough capacity.

The MILP-based algorithm gives optimal or near-optimal results for relatively small substrate network graphs, making it suitable for, e.g., calculations on top of a geographically distributed network where each node represents a data center. The heuristic remains very fast for even the largest networks that were tested. Overall, the tests gave evidence to the feasibility of our approach, which makes it possible (i) for service developers to specify services at a high level of abstraction and (ii) for providers to quickly re-optimize the system state after changes.
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