What Formulation Should One Choose for Modeling a 3-D HTS Motor Pole With Ferromagnetic Materials?
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We discuss the relevance of several finite-element formulations for nonlinear systems containing high-temperature superconductors (HTS) and ferromagnetic materials (FM) in the context of a 3-D motor pole model. The formulations are evaluated in terms of their numerical robustness and efficiency. We propose a coupled \( h-\phi-a \)-formulation as an optimal choice, modeling the problem with an \( a \)-formulation in the FM and an \( h-\phi \)-formulation in the remaining domains. While maintaining a low number of degrees of freedom (DOFs), the \( h-\phi-a \)-formulation guarantees a robust resolution and strongly reduces the number of iterations required for handling the nonlinearities of HTS and FM compared to standard formulations.
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I. INTRODUCTION

MODELING the magnetic response of high-temperature superconductors (HTS) is important for many applications. One of the main modeling tools is the finite element method with the \( E-J \) power law in HTS [1]. The resulting system of equations is strongly nonlinear and requires one to choose the formulation carefully to obtain both accurate results and fast resolutions. Coupling HTS with ferromagnetic materials (FM) introduces additional difficulties. In particular, the power law in HTS and the magnetic law in FM are most efficiently solved with distinct formulations [2].

In this work, we compute the computational cost of a number of formulations with both HTS and FM for a 3-D problem.

In Section II, we describe the 3-D problem and define the nonlinear constitutive laws. In Section III, we introduce the different formulations that will be compared. We first present classical \( h- \) and \( b-\)conform formulations. Then, we propose four different coupled formulations that involve the material laws in an efficient manner. To the best of our knowledge, the \( a-j \)-formulation (in 3-D), \( h-\phi-b \)-formulation, and \( h-\phi-a \)-formulation are original contributions. In Section IV, we compare the formulations in terms of the associated computational time.

II. MAGNET POLE PROBLEM

We consider four HTS bulks placed on top of an iron substrate and magnetized by an inducting coil. Exploiting symmetry, one-eighth of the geometry is modeled, as shown in Fig. 1. This geometry is relevant in applications, e.g., [3].

We model the magnetic response of the system with the magneto-quasistatic approximation, i.e., we neglect the displacement current in Maxwell’s equations. In HTS, \( \mu = \mu_0 \), and we assume a power law for the electrical resistivity [4]

\[
\rho = \frac{e_c}{j_c} \left( \frac{\| j \|}{j_c} \right)^{n-1}
\]

with \( e_c = 10^{-4} \) V/m, \( j_c \) being the critical current density, and \( n \) being the power index. Both \( j_c \) and \( n \) depend on the norm of the local magnetic flux density [4]

\[
j_c(b) = \frac{j_{c0}}{1 + \| b \|/b_0}, \quad n(b) = n_1 + \frac{n_0 - n_1}{1 + \| b \|/b_0}
\]

with \( j_{c0} = 5 \times 10^8 \) A/m², \( b_0 = 0.5 \) T, \( n_0 = 21 \), and \( n_1 = 5 \) (representative values for YBCO pellets). The iron is assumed non-conducting, and its permeability \( \mu \) follows a saturation law based on experimental data (saturation at \( \approx 2.2 \) T). The nonlinearities associated with both materials are depicted in Fig. 2.

The inducting coil contains 55.5 turns and carries an imposed current \( I_s \) defined by

\[
I_s(t) = \begin{cases} 
I_{\text{max}} \sin(\pi t / 2T), & t < T \\
I_{\text{max}} e^{-(t-T)/\tau}, & t > T
\end{cases}
\]
with $I_{\text{max}} = 2 \text{kA}$, $T = 2 \text{ms}$, and $\tau = 10 \text{ms}$. Eddy currents in the coil are neglected. We model the response of the system from a virgin state at $t = 0$ (zero-field cooled) to $t = 10 \text{T}$.

### III. Finite Element Formulations

We now present the formulations that will be compared. First, we introduce standard $h$-conform and $b$-conform formulations. Motivated by observations of their numerical behavior, we then introduce coupled formulations in order to improve their efficiency. A summary of the considered formulations is proposed in Table I.

The modeled domain $\Omega$ is decomposed into a conducting part, $\Omega_c$, containing the HTS bulk, and a non-conducting part $\Omega_{nc}$, containing the air, the iron, and the coil. In addition, the iron is referred to as $\Omega_m$, and its complementary is referred to as $\Omega_m^c$. The coil is denoted by $\Omega_s$.

The geometry is discretized with a finite element mesh. In the following, unknown and test functions are directly defined in discrete function spaces associated with the mesh.

#### A. Standard $h$-Conform Formulations

We consider common $h$-conform formulations that are written as a weak form of Faraday’s law. The unknown field is the magnetic field $h$, sought in a specific function space, such that

$$\left( \frac{\partial}{\partial t} \left( \mu h \right) , h' \right)_{\Omega} + \left( \rho \, \text{curl} h , \text{curl} h' \right)_{\Omega} = 0$$

holds for all $h'$ in the same space (for conciseness, we consider homogeneous boundary conditions). The choice of the function space determines the resulting number of degrees of freedom (DOFs). Here, we present two options.

First, in the full $h$-formulation, the magnetic field is discretized with edge functions on the whole domain, and a spurious resistivity $\rho_s$ is introduced in $\Omega_{nc}$ [1]. Despite leading to more unknowns and ill-conditioned matrices [7], this approach is still popular in proprietary software, e.g., COMSOL.

A second option is to strongly impose a zero current density in non-conducting regions by carefully defining the function space, leading to the well-known $h$-$\phi$-formulation [8]. Multiply connected subdomains, as is the case here for the complementary of the coil, are handled with discontinuous or cohomology basis functions. Here, a precomputed source field $h_s$ reproducing the source current density in the coil $j_s$ is included in the space of $h$.

Note that other $h$-conform formulations also exist, such as the $t$-$\omega$-formulation [9]. Because it involves the nonlinearities in the same manner ($\rho$ and $\mu$), the overall conclusions are expected to be similar to those for $h$- or $h$-$\phi$-formulations.

#### B. Standard $b$-Conform Formulations

Standard $b$-conform formulations are expressed as a weak form of Ampère’s law. The unknown field is a vector potential $a$, with $\text{curl} a = b$, sought in a given function space, such that

$$\left( \nu \, \text{curl} a , \text{curl} a' \right)_{\Omega} + \left( \sigma \, \partial_t a , a' \right)_{\Omega} = \left( j_s , a' \right)_{\Omega}$$

holds for all $a'$ in the same space (for conciseness, we consider homogeneous boundary conditions). The choice of the function space determines the resulting number of degrees of freedom (DOFs). Here, we present two options.

First, in the full $b$-formulation, the magnetic field is discretized with edge functions on the whole domain, and a spurious resistivity $\rho_s$ is introduced in $\Omega_{nc}$ [1]. Despite leading to more unknowns and ill-conditioned matrices [7], this approach is still popular in proprietary software, e.g., COMSOL.

A second option is to strongly impose a zero current density in non-conducting regions by carefully defining the function space, leading to the well-known $h$-$\phi$-formulation [8]. Multiply connected subdomains, as is the case here for the complementary of the coil, are handled with discontinuous or cohomology basis functions. Here, a precomputed source field $h_s$ reproducing the source current density in the coil $j_s$ is included in the space of $h$.

Note that other $h$-conform formulations also exist, such as the $t$-$\omega$-formulation [9]. Because it involves the nonlinearities in the same manner ($\rho$ and $\mu$), the overall conclusions are expected to be similar to those for $h$- or $h$-$\phi$-formulations.
C. Surface-Coupled Formulations

The important differences between the $h$-conform and $b$-conform formulations are the involved nonlinear laws. It has been observed that $\rho$ and $\nu$ are easier to handle than $\sigma$ and $\mu$, mostly due to the shape of the associated constitutive relationship [2]. Therefore, because neither one of the above formulations involves both $\rho$ and $\nu$, there is a motivation for investigating coupled formulations.

In this section, we present formulations with surface coupling. The domain $\Omega$ is decomposed in two parts: $\Omega_h$, to be solved with the $h$-$\phi$-formulation, and $\Omega_a$, to be solved with the $a$-formulation. The HTS is always put in $\Omega_h$, so as to involve $\rho$, and the FM is always put in $\Omega_a$, so as to involve $\nu$. The remaining domains can be either put in $\Omega_b$ or in $\Omega_c$. We consider two choices. In the $h$-$\phi$-$a$-formulation Only, the FM domain $\Omega_m$ belongs to $\Omega_a$, and an $h$-$\phi$-formulation is used in $\Omega_m$. In the $h$-$a$-formulation, we place all non-conducting domains $\Omega_C$ in $\Omega_a$ [2], [10].

In both cases, the coupling is performed via the common boundary $\Gamma_m$, and the formulation amounts to finding $h$ and $a$ such that

$$
(\mu_0 c_0 h', h')_{\Omega_n} + (\mu a \times n, h')_{\Gamma_m} = (c_0 a \times n_a, h')_{\Gamma_m},
$$

$$
(\nu a, a')_{\Omega_n} - (j_s, a')_{\Gamma_m} = (h \times n_a, a')_{\Gamma_m},
$$

holds for all $h'$ and $a'$, with $\Omega_{h,c}$ being the conducting part of $\Omega_h$ (here the HTS domain) and $n_{a,m}$ being the outer normal of $\Omega_a$. For this mixed formulation to be stable, either $h$ or $a$ should be enriched with second-order elements on $\Gamma_m$ if linear elements are used elsewhere [6].

D. Volume-Coupled Formulation

A second kind of mixed formulations is obtained when auxiliary fields are added in the volume of a region. For example, the $h$-$\phi$-formulation is not optimal because of the shape of the permeability law $\mu$, which is difficult to handle in a robust manner. To introduce the reluctivity $\nu$ instead, the formulation can be modified as follows: find $h$ and $b$ such that

$$
(\partial_\nu b, h')_{\Omega_n} + (\mu_0 c_0 h', h')_{\Omega_m} + (\mu a \times n, h')_{\Gamma_m} = 0
$$

$$
(\nu b, b')_{\Omega_n} - (h, b')_{\Omega_n} = 0
$$

holds for all $h'$ and $b'$, where the auxiliary flux density $b$ is only defined in $\Omega_m$ to minimize the additional DOFs. The function space for $b$ is chosen to be piecewise constant per volume element. We refer to this formulation as the $h$-$\phi$-$b$-formulation.

The analogous approach starting from the $a$-formulation consists of introducing $j$ as an auxiliary field and solves the following mixed problem, so as to involve the resistivity $\rho$: find $a$ and $j$ such that:

$$
(\nu a, a')_{\Omega_n} - (j_s, a')_{\Omega_n} = (j_s, a')_{\Omega_n}
$$

$$
(\rho j, j')_{\Omega_n} + (c_0 a, j')_{\Gamma_m} = 0
$$

holds for all $a'$ and $j'$, with $j$ defined in the same space than $a$ in $\Omega_a$. This formulation is close to the $a$-$c$-$j$-formulation proposed in [11] for 2-D problems. Here, because the problem does not involve a scalar electric potential, we refer to this formulation as the $a$-$j$-formulation.

IV. COMPARISON ON THE 3-D PROBLEM

We implemented the eight formulations in GetDP [12]. Model files are available at www.life-hts.uliege.be. Models were run on one 2.9 GHz AMD Epyc Rome 7542 CPU.

A. Implementation Details

Formulations are integrated over time with 128 time steps. Linear systems are solved with the direct sparse solver MUMPS. An iterative Newton–Raphson method is used for $\rho$ and $\nu$. For $\sigma$ and $\mu$, we were only able to obtain a robust method by using Picard fixed point iterations. Even though the use of relaxation factors on the Newton–Raphson iterations sometimes help, we have not found a robust set of numerical parameters allowing convergence in all cases. Iterations typically enter cycles that are difficult to avoid [2].

The convergence criterion is based on the instantaneous power $P = (\partial_\nu b, h)_{\Omega_n} + (j_s, e)_{\Omega_n}$. Iterations stop when the relative change of $P$ is smaller than $10^{-6}$ (or $10^{-5}$ in case of fixed point iterations) in each of the sub-domains.

For the $h$-formulation, the spurious resistivity in air is fixed to $\rho_s = 10^{-3}$ $\Omega$m. For the $a$-formulation, $\sigma_s = 1$ $S/m$. With these values, we have not observed any significant impact of the spurious parameters on the numerical solution quality.

B. Results

We simulate the problem with the eight formulations on the same mesh. Global and local solutions agree with each other. The total hysteresis loss in the bulk is given in Table II: the difference between the values is at most 1%. The norm of $b$ along the dashed line of Fig. 1 is represented in Fig. 3 for the $a$- and $h$-$\phi$-formulations. All other formulations yield results that are visually indistinguishable from these two formulations. Results also match inside the HTS and FM. The current density in the HTS is represented in Fig. 4.

A good accuracy can be achieved with all formulations. However, the computational cost associated with each of them is not equivalent (see Table II). First, the number of
DOFs is strongly affected by the choice of function spaces. When possible, it is always preferable to introduce a magnetic scalar potential \( \phi \) and gauge the magnetic vector potential \( a \) in \( \Omega^C \). Also, using \( \phi \) in air instead of \( a \) in surface-coupled formulations leads to fewer DOFs.

Second, the number of iterations required to reach convergence strongly depends on the involved nonlinear laws. For the \( h \)- and \( h-\phi \)-formulations, the large number of iterations is due to the fixed point iterations on the permeability of the FM. We observed that, in some cases, a Newton–Raphson scheme (with or without relaxation factors) applied to the permeability works without difficulty with a CPU time similar to that of bulk, and (b) and (d) full vector \( j \) in three planes.

**Fig. 4.** Current density from the \( h-\phi-a \)-formulation in the bulk during the magnetizing pulse: (a) and (b) at \( t = 0.25 \) T, and (c) and (d) during relaxation at \( t = 3.5 \) T. (a) and (c) \( x \)-component \( j_x \), in the bulk, and (b) and (d) \( y \)-component \( j_y \), in the bulk.

**TABLE II**

| HTS loss \( j \) | \# DOFs | \# iterations | Time/It. | Total time |
|-----------------|---------|---------------|---------|-----------|
| \( h \)          | 35,532  | 4,057         | 3.3s    | 3h42      |
| \( h-\phi \)     | 12,172  | 3,937         | 1.4s    | 1h33      |
| \( a \)          | 29,010  | 2,955         | 3.1s    | 2h33      |
| \( \phi \)       | 26,964  | 3,147         | 2.1s    | 1h48      |
| \( h \rightarrow a \) | 32,045  | 1,124         | 2.7s    | 0h50      |
| \( h \rightarrow \phi \) | 15,776  | 1,108         | 2.1s    | 0h39      |
| \( a \rightarrow j \) | 20,821  | 1,104         | 3.2s    | 0h58      |

Performance figures for the T28 time steps of the eight formulations with linear elements (except on the coupling boundary for coupled formulations where second order elements are used). HTS loss is the total hysteresis loss in the HTS bulk from \( t = 0 \) to \( t = 10 \) T. Results differ by maximum 1%. Picard fixed point iterations were used for the first four formulations, which explains the large associated number of iterations. With more efficient method such as Newton-Raphson iterations (with or without relaxation factors), we have not obtained robust behaviors.

DOFs is strongly affected by the choice of function spaces. When possible, it is always preferable to introduce a magnetic scalar potential \( \phi \) and gauge the magnetic vector potential \( a \) in \( \Omega^C \). Also, using \( \phi \) in air instead of \( a \) in surface-coupled formulations leads to fewer DOFs.

Second, the number of iterations required to reach convergence strongly depends on the involved nonlinear laws. For the \( h \)- and \( h-\phi \)-formulations, the large number of iterations is due to the fixed point iterations on the permeability of the FM. We observed that, in some cases, a Newton–Raphson scheme (with or without relaxation factors) applied to the permeability works without difficulty with a CPU time similar to that of coupled formulations, but this is not guaranteed in general. By contrast, for the \( \alpha \)- and \( a \)-formulations, the conductivity in HTS is significantly more difficult to handle. We only obtained convergence with a fixed point method.

For the coupled formulations, in surface and volume, the number of iterations is directly reduced thanks to the use of the Newton–Raphson method on \( \rho \) and \( \nu \), without needing any parameter tuning.

Surface-coupled formulations appear to be the most efficient choices, especially \( h-\phi-a \). Volume-coupled formulations introduce more DOFs but may possibly be simpler to implement. Note that, for modeling homogenized HTS-FM hybrids, e.g., stack of tapes, the volume coupling approach could be a convenient choice.

Interestingly, the CPU time per iteration does not scale directly with the number of DOFs. The matrix structures associated with the formulations are different, and this also influences the linear solver resolution. Further investigations would provide a better understanding of this numerical behavior.

**V. CONCLUSION**

In this work, we compared the relevance of several finite element formulations for modeling 3-D systems with HTS and FM. To deal with the associated nonlinearities, the most efficient choice in terms of CPU time was a coupled \( h-\phi-a \)-formulation with surface coupling. While ensuring accurate results, this formulation combines good robustness and a low number of DOF, thus leading to efficient simulations.

**ACKNOWLEDGMENT**

Computational resources are provided by the Consortium des Équipements de Calcul Intensif (CÉCI), funded by the Fonds de la Recherche Scientifique de Belgique (F.R.S.-FNRS) under Grant No. 2.5020.11. Julien Dular is a research fellow funded by the F.R.S-FNRS.

**REFERENCES**

[1] F. Grilli, R. Brambilla, F. Sirois, A. Stenvall, and S. Memiaghe, “Development of a three-dimensional finite-element model for high-temperature superconductors based on the H-formulation,” Cryogenics, vol. 53, pp. 142–147, Jan. 2013.

[2] J. Dular, C. Geuzaine, and B. Vanderheyden, “Finite-element formulations for systems with high-temperature superconductors,” IEEE Trans. Appl. Supercond., vol. 30, no. 3, pp. 1–13, Apr. 2020.

[3] K. Berger et al., “3-D modeling of coils for pulsed field magnetization of HTS bulk pellets in an electrical machine,” IEEE Trans. Appl. Supercond., vol. 28, no. 4, pp. 1–5, Jun. 2018.

[4] B. Douine, C.-H. Bonnard, F. Sirois, K. Berger, A. Kameni, and J. Lévygue, “Determination of \( J_c \) and \( n \)-value of HTS pellets by measurement and simulation of magnetic field penetration,” IEEE Trans. Appl. Supercond., vol. 25, no. 4, pp. 1–8, Aug. 2015.

[5] A. Bossavit, “Whitney forms: A class of finite elements for three-dimensional computations in electromagnetism,” IEEE Proc. A. Phys. Sci., Meas. Instrum., Manage. Educ.-Rev., vol. 135, no. 8, pp. 493–500, Nov. 1988.

[6] J. Dular, M. Harutyunyan, L. Bortot, S. Schöps, B. Vanderheyden, and C. Geuzaine, “On the stability of mixed finite-element formulations for high-temperature superconductors,” IEEE Trans. Appl. Supercond., vol. 31, no. 6, pp. 1–12, Sep. 2021.

[7] P. Dłotko, B. Kapidani, S. Pitassi, and R. Specogna, “Fake conductivity or cohomology: Which to use when solving eddy current problems with h-formulations?” IEEE Trans. Magn., vol. 55, no. 6, pp. 1–14, Jun. 2019.

[8] P. Dular, P. Kuo-Peng, C. Geuzaine, N. Sadowski, and J. P. A. Bastos, “Dual magnetodynamic formulations and their source fields associated with massive and stranded inductors,” IEEE Trans. Magn., vol. 36, no. 4, pp. 1293–1299, Jul. 2000.

[9] T. Nakata, N. Takahashi, K. Fujimura, K. Muramatsu, and Z. G. Cheng, “Comparison of various methods for 3-D eddy current analysis,” IEEE Trans. Magn., vol. 24, no. 6, pp. 3159–3161, Nov. 1988.

[10] L. Bortot et al., “A coupled A-H formulation for magneto-thermal transients in high-temperature superconducting magnets,” IEEE Trans. Appl. Supercond., vol. 30, no. 5, pp. 1–11, Aug. 2020.

[11] A. Stenvall and T. Tarhasaari, “An eddy current vector potential formulation for estimating hysteresis losses of superconductors with FEM,” Supercond. Sci. Technol., vol. 23, no. 12, Nov. 2010, Art. no. 125013.

[12] P. Dular, C. Geuzaine, F. Henriotte, and W. Legros, “A general environment for the treatment of discrete problems and its application to the finite element method,” IEEE Trans. Magn., vol. 34, no. 5, pp. 3395–3398, Sep. 1998.