Atrial fibrillation (AF), as one of the most common arrhythmia diseases in clinic, is associated with substantial complications that threaten people’s health [1, 2], such as hypertension, diabetes, heart failure, and cardiovascular disease [3–5]. The reason that AF real-time monitoring has gained much attention is not only because AF causes a high mortality rate but also because the duration of AF is relatively short to capture. Hence, we urgently need an automated AF real-time detection mechanism that could analyze massive amounts of electrocardiogram (ECG) signals to lighten the burden on physicians [6].

The diagnosis of AF is based on the recording of subject’s ECG signal, medical history, and clinical evaluation [7, 8]. Thus, the development of ECG which has heart rhythm and physiological information is an important basis and makes automatic detection and diagnosis of heart disease better in real time of AF [9–11]. Since AF happens unpredictably and due to the high requirement of timely treatment, more and more wearable devices that can analyze ECG signal are used for the real-time diagnosis of these subjects [12]. However, traditional ECG monitoring equipment has many inadequacies. In addition to complicated operation outside, the problem of insufficient consideration for multiscene applications also exists, which is one of the limitations. There are many difficult problems in real-time diagnosis. Wearable ECG monitoring device as a real-time detection device can meet the requirement of collecting ECG signals and preliminary diagnosis by using the human sensor networks. It can also promote the development of telemedicine. Hence, the classification algorithm for AF detection in real time that can be used in wearable ECG monitoring devices is significant.

The existing wearable ECG monitoring device transmits the individual ECG parameter information to the remote server through wireless transmission and combines with various mobile terminals to achieve the goal of completing the ECG monitoring task [13]. The flowchart of the detection of arrhythmia in the wearable device is shown in Figure 1. Feature extraction is a nonnegligible part in the analysis of arrhythmia diseases. There are two main methods of AF...
detection in terms of feature selection. The first method is to diagnose without P waves and f waves [14]. However, this detection method requires signal with high quality, and there are certain difficulties in practical applications. The second method is based on the RR intervals. The distribution of RR intervals during AF differs from the distribution during normal sinus rhythm [15]. The R wave is the most prominent feature of the ECG and easy to locate. In recent years, many scholars have studied the AF detection algorithm based on RR interval features and made great progress [16]. Support vector machine (SVM) and linear discriminant (LD) is a widely used classification method in ECG arrhythmia detection. Lin et al. used the RR interval as a feature input and linear discriminant (LD) to classify ECG heartbeats [17]. Huang et al. proposed the use of random projection with support vector machine (SVM) and RR interval to classify ECG heartbeats [18]. In addition to SVM and LD, various machine learning techniques are also used as classifiers. Swapan et al. applied a series of samples centered on the R peak of the heartbeat, using a convolutional neural network (CNN), recurrent structures such as recurrent neural network (RNN), long short-term memory (LSTM), gated recurrent unit (GRU), and hybrid of CNN and recurrent structures to automatically detect the abnormality [19]. Related to this article, Afdaa et al. presented a new feature that is Shannon entropy for RR interval and classifier by ANN for detecting AF [20]. In terms of diagnostic methods, machine learning technology is a new and advanced arrhythmia detection method developed in recent years. As a traditional model, ANN is of great significance for accelerating AF detection [17].

In the research studies, these methods have made some achievements using RR intervals combined with different classifiers in the detection of AF, but they have some defects, such as computational complexity, and their accuracy cannot satisfy the current needs. Hence, a detection method with low calculating complexity, high precision, and stability is required by the wearable ECG monitoring device.

In this paper, our motivation is to build a system with lower computational cost and an excellent classification performance to detect AF in real time. The choice of features and classifiers is the most important part of this system. The feature we selected for this experiment is the sequence of RR intervals of the ECG because the R peak with strong robustness is the most prominent characteristic in ECG. We input the selected feature into ANN using lightweight algorithms for classification, choose the appropriate number of hidden neurons and network parameters, and verify them in AF Termination Challenge Database and MIT-BIH Arrhythmia Database. And we compared the results obtained in the ANN model with other more commonly used models. The results present that the ANN model we proposed is better than other models for the detection of AF. The contributions of this method include the following:

(i) We propose an ANN model with lower computational complexity which has much reliable and higher classification accuracy than some of the models previously proposed for AF detection in wearable ECG monitoring devices.

(ii) We use the rhythm characteristics, the RR intervals, as input dataset to the network instead of using complex traditional data to achieve the requirements of lower computational complexity. And we achieve the desired accuracy only using this feature.

The remainder of this paper is organized as follows. Section 2 covers the ANN model based on RR interval algorithms for AF detection in detail. Section 3 presents the experimental methods on the database and its results. Finally, the research of this study and the planning of future work are described in Section 4.

2. Material and Methods

2.1. Artificial Neural Network (ANN). ANN developed by Hecht-Nielsen [21], as a pattern recognition machine learning method, was used in the detection of AF; it mimics brain mechanisms through a series of interconnected nodes, just as the brain has many neuronal connections [22]. The model in this study is a feed-forward neural network.
Figure 2 shows a block diagram of a three-layer feed-forward neural network including input layers, hidden layers, and output layers.

In this model, the input value \( x \) is the RR interval of the ECG we extracted, and the number of input nodes is the same as the number of input parameters. \( y \) is the output vector of the hidden layer, and \( O \) indicates that the detection result obtained by the output layer is AF or N. The constant \( \eta \in (0, 1) \) is the proportionality coefficient, which reflects the learning rate during training. Weight is the most important link of ANN simulation neuron association, where \( v \) represents the weight between the input layer and the hidden layer (the adjustment formula of \( v \) is shown in equation (1)) and \( W \) represents the weight corresponding to the hidden layer and the output signal. The adjustment formula is shown in equation (2). The principle of adjusting the weight is to reduce the error continuously. The offset value \( b \) is a factor associated with the stored information. The use of cross-entropy as a performance function facilitates the implementation of this process. So far, there is no defined algorithm for choosing the number of hidden nodes. Most of them can only be obtained through sufficient experience or extensive experiments [23, 24]. We set our ANN classifier by adjusting the parameters of the ANNs to optimize the classification outcomes.

\[
\Delta \nu_{ij} = \eta \delta^y_i x_i = \eta \left( \sum_{k=1}^{d_m} \delta^w_k w_{jk} \right) y_j \left( 1 - y_j \right) x_i, \quad (1)
\]

\[
\Delta w_{jk} = \eta \delta^y_j y_j = \eta \left( d_k - o_k \right) o_k \left( 1 - o_k \right) y_j, \quad (2)
\]

The activation function used in the hidden layer node is the sigmoid function. Equation (3) is the calculation process of the activation function \( f \), and equation (4) is the calculation method of the output layer. The output of the network is compared with the probability threshold (the default value is 0.5).

\[
f(x) = \frac{1}{1 + e^{-x}}, \quad (3)
\]

\[
y_j = f\left( \sum_{j=0}^{m} w_{jk} y_j \right), \quad k = 1, 2, \ldots, l. \quad (4)
\]

**2.2. Data Collection and Processing.** The experimental data selected in this paper are from the ECG database in Physionet provided by the Massachusetts Institute of Technology, which is the internationally recognized standard ECG database. The experimental data in this paper were collected from two different datasets. Heartbeat waveform of the AF patient was recorded for 80 minutes in the AF Termination Challenge Database and the normal ECG records were obtained from MIT-BIH Arrhythmia Database. Each record has an annotation file associated with it and normal heartbeats dominate the database. To avoid bias in the experimental results, we choose the same number of RR intervals for AF and N records. We divide the data into training sets, validators, and test sets. The validation set is used to determine whether the model has reached sufficient accuracy for a given training set. Without validation procedures, the model may overfit.

For the deep learning (DL) models, it learn directly from data rather than from previous knowledge, so data processing and analysis are crucial, and functional implementation relies heavily on data. Using the raw ECG signal directly as an input will increase the computational complexity, and it will be affected by the power frequency interference and low-frequency noise, which will also have a great impact on the calculation accuracy. The reason for converting the original ECG record in the database to RR intervals instead of using the raw ECG record directly is that using RR intervals can highlight AF behavior while ensuring reduced computational complexity [12]. Most public ECG datasets have corresponding comments. RR intervals are easy to obtain from \( R \) position [17]. We use RR intervals as an input, which is obtained by simple processing of the following equation:

\[
RR(n) = R(n + 1) - R(n), \quad n = 1, \ldots, N - 1, \quad (5)
\]

where \( RR(n) \) is the change between the \( n \)th and \( n + 1 \)th \( R \) peak and \( N \) is the total number of RR intervals.

**2.3. The Performance Measures.** In order to estimate the performance of the heart rhythm classification, several performance indicators have been used; they are sensitivity, specificity, and accuracy [25]. They are defined as follows:

\[
sensitivity = \frac{TP}{TP + FN} \times 100\%, \quad (6)
\]

\[
specificity = \frac{TN}{TN + FP} \times 100\%, \quad (7)
\]
where TP is true positive, FN is false negative, TN is true negative, and FP is false positive. In general, the best test results are to maximize these four indicators [14].

3. Experiment and Results

3.1. Experiment. This section describes the details in the experiments and results of the network model. Hidden layer neurons in ANN are significant parameters which affect the classification results and greatly affect the performance of the algorithm [25]. In order to find the optimal number of hidden neurons, we put the prepared dataset into the model and tested by sensitivity, specificity, and overall accuracy under the number of hidden layer neurons to achieve better classification results. Through our experiments, we determine the number of hidden layer neurons and set other parameters of the ANN such as learning rate, number of hidden layers, and other parameters as the optimal parameters, as shown in Table 1. Finally, a separate test set was used to verify the classification results of the model. The test set and the training set did not have the same continuous data. The results of this study were analyzed using confusion matrix, error distribution histogram, and ROC curve.

3.2. Results. In this paper, our objective is to use the RR intervals of the ECG signal as the input data to test the classification accuracy in the ANN model. Table 2 shows the accuracy of model output when the input dataset is RR intervals and the number of hidden layer neurons is set as 10, 15, 20, 25, 30, and 35, respectively, under the condition of ANN’s optimal parameters. According to these tables, when the input dataset is RR intervals and the number of hidden layer neurons is set to 25, the ANN model could get the highest accuracy rate of 98.3%, sensitivity of 97.4%, and specificity of 99.3%.

Besides, the performance of ANN can be evaluated by a confusion matrix. The confusion matrix is an intuitive analysis table that summarizes the results predicted by the classification model. The calculation outcomes of the confusion matrix in the training set and the test set are shown in Figure 3. The dark part of confounding matrix is the sample number of correct classification, while the light part is the sample number of the wrong classification. In the confusion matrix of training results, we can obtain that the number of TP is 15956, the number of FP is 409, the number of FN is 114, and the number of TN is 15521. The number of TP in test data is 1934, the number of FP is 56, the number of FN is 18, and the number of TN is 1992.

The ROC Curve is often used as an indicator to measure the degree of fitting a model. It calculates a series of true rates and false-positive rates by setting successive variables to different thresholds and then uses the false-positive rate as the ordinate. The ratio is plotted on the abscissa; the larger the area under the curve, the higher the diagnostic accuracy.
Figure 5, when the epochs are 178, the classification error tends to be stable.

Figure 6 describes an error distribution histogram, and the horizontal coordinate is the difference value between the target value and the output value. It shows that most of our training data are concentrated in the optimal error that is the zero point, and this indicates a good classification result.

Based on the above discussion, we believe that the accurate results of the AF model based on the RR intervals as the input dataset are better than other methods for the AF classification. Moreover, we can use this model as an appropriate method for detecting AF. Table 3 summarizes the results of other ECG classification methods compared with the ANN model. It illustrates that the accuracy of 97.8% for the proposed RR-based AF classification model is higher than the classification method proposed previously.

### 4. Conclusion

This article has conducted in-depth research on the ECG classification algorithm. In view of the characteristics of the ECG, our objective is to use the RR intervals of the ECG signal as the input data to test the classification accuracy in the ANN model. Table 3 shows the accuracy of model output when the input dataset is RR intervals and the number of hidden layer neurons is set as 10, 15, 20, 25, and 30, respectively, under the condition of ANN’s optimal parameters. According to this table, when the number of hidden layer neurons is set to 25, the ANN model could get the highest accuracy rate of 98.3%, sensitivity of 99.3%, and specificity of 97.4%.

This computer-aided diagnosis reduces the risk of intervention and helps us make sense of data. This research has some issues that need further consideration and discussion. For instance, all the experiments in this paper are based on simulation software. To improve the practical value of the proposed algorithm, it can be implemented in the actual ECG monitoring system platform. In future work, the selection of network structure and parameters and the construction of features from medical knowledge are worth further research. Monitoring needs to consider more comprehensive features for a higher accuracy rate of classification than before. ANN has great advantages in dealing with fuzzy data and nonlinear data, but it needs to improve in feature extraction. Deep learning and methods for big data can be good alternatives to show great manufacturability in dealing with future work. We plan to increase the number of data for various types of arrhythmia disease classification and consider using other faster and more accurate methods for feature extraction to achieve the classification of different types of arrhythmia diseases.

### Data Availability

The data used to support the findings of this study have not been made available because the data also form part of an ongoing study. The original data of the study can be obtained at https://physionet.org/.

### Conflicts of Interest

The authors declare that they have no conflicts of interest.
References

[1] S. M. Narayan, M. K. Rodrigo, C. A. Ewski et al., "Ablation of focal impulses and rotational sources: what can be learned from differing procedural outcomes?" Current Cardiovascular Risk Reports, vol. 11, no. 9, p. 27, 2017.

[2] J. Zhao, B. J. Hansen, Y. Wang et al., "Three-dimensional integrated functional, structural, and computational mapping to define the structural fingerprints of heart-specific atrial fibrillation drivers in human heart ex vivo," Journal of the American Heart Association, vol. 6, no. 8, Article ID e005922, 2017.

[3] K. H. Humphries, C. R. Kerr, S. J. Connolly et al., "New-onset atrial fibrillation," Circulation, vol. 103, no. 19, pp. 2365–2370, 2001.

[4] J. Y. Le Heuzey, O. Paziaud, O. Piot et al., "Cost of care distribution in atrial fibrillation patients: the COCAF Study," American Heart Journal, vol. 147, no. 1, p. 121126, 2004.

[5] S. Stewart, N. Murphy, A. Walker, A. McGuire, and J. McMurray, "Cost of an emerging epidemic: an economic analysis of AF in the UK," Heart, vol. 90, no. 3, p. 286292, 2004.

[6] U. R. Acharya, L. O. Shu, Y. Hagiwara et al., "A deep convolutional neural network model to classify heartbeats," Computers in Biology and Medicine, vol. 89, pp. 389–396, 2017.

[7] T. Furlan, D. Kosuta, V. Grilj et al., "Treatment of patients with chronic heart failure: does management in heart failure clinic improve adherence to guidelines for the treatment of heart failure," European Journal of Heart Failure, vol. 211, no. SI, p. 420, 2019.

[8] T. Thong, J. McNames, M. Aboy, and B. Goldstein, "Prediction of paroxysmal atrial fibrillation by analysis of atrial premature complexes," IEEE Transactions on Biomedical Engineering, vol. 51, no. 4, pp. 561–569, 2004.

[9] N. A. Abdul-Kadir, S. N. Mat, and M. A. Othman, "Dynamic ECG features for atrial fibrillation recognition," Computer Methods and Programs in Biomedicine, vol. 136, pp. 143–150, 2016.

[10] Z. Xiong, "ECG signal classification for the detection of cardiac arrhythmias using a convolutional recurrent neural network," Physiological Measurement, vol. 39, Article ID 0940069, 2018.

[11] R. Guo, "Projective synchronization of a class of chaotic systems by dynamic feedback control method," Nonlinear Dynamics, vol. 90, no. 1, p. 5364, 2017.

[12] R. S. Andersen, A. Peimankar, and S. Puthusserypady, "A deep learning approach for real-time detection of atrial fibrillation," Expert Systems with Applications, vol. 115, pp. 465–473, 2019.

[13] C. Park, P. Chou, Y. Bai et al., "An ultra-wearable, wireless, low power ECG monitoring system," in Proceedings of the Biomedical Circuits and Systems Conference IEEE, pp. 241–244, London, UK, November–December 2006.

[14] R. He, K. Wang, N. Zhao et al., "Automatic detection of AF based on continuous wavelet transform and 2D convolutional neural networks," Frontiers in Physiology, vol. 9, no. 1206, 2018.

[15] Z. J. Yao, Z. Y. Zhu, and Y. X. Chen, AF Detection by Multiscale Convolutional Neural Networks, pp. 1159–1164, IEEE, New York, NY, USA, 2017.

[16] C. C. Lin and C. M. Yang, "Heartbeat classification using normalized RR intervals and wavelet features," in Proceedings of the 2014 International Symposium on Computer, Consumer and Control, Taichung, Taiwan, June 2014.

[17] G. Swapna, K. P. Soman, and R. Vinayakumar, "Automated detection of cardiac arrhythmia using deep learning techniques," Procedia Computer Science, vol. 132, pp. 1192–1201, 2018.

[18] H. Huang, J. Liu, Q. Zhu, R. Wang, and G. Hu, "A new hierarchical method for inter-patient heartbeat classification using random projections and RR intervals," BioMedical Engineering OnLine, vol. 13, no. 1, p. 90, 2014.

[19] R. S. Andersen, A. Peimankar, and S. Puthusserypady, "Automatic detection of atrial fibrillation using basic Shannon entropy of RR interval feature," Journal of Physics, vol. 795, Article ID 012038, 2017.

[20] R. Hecht-Nielsen, Theory of the Backpropagation Neural Network. Neural Networks for Perception, Vol. 6593, Academic Press, Cambridge, MA, USA, 1992.

[21] A. B. Rad, "ECG-based classification of resuscitation cardiac rhythms for retrospective data analysis," IEEE Transactions on Biomedical Engineering, vol. 64, no. 10, pp. 2411–2418, 2017.

[22] S. C. Matta, Z. Sankari, and S. Rihana, "Heart rate variability analysis using neural network models for automatic detection of lifestyle activities," Biomedical Signal Processing and Control, vol. 42, pp. 145–157, 2018.

[23] J. b. Wang, P. Wang, and S. Wanga, "Automated detection of atrial fibrillation in ECG signals based on wavelet packet transform and correlation function of random process," Biomedical Signal Processing and Control, vol. 55, Article ID 101662, 2020.

[24] S. Mondal and P. Choudhary, "Detection of normal and abnormal ECG signal using ANN," Advances in Intelligent Systems and Computing, pp. 25–37, 2019.

[25] D. M. W. Powers, "Evaluation: from precision, recall and f-factor to roc, informedness, markedness correlation," Journal of Machine Learning Technologies, vol. 2, pp. 37–63, 2011.