Electrochemical characterization of natural organic matter by direct voltammetry in an aprotic solvent†

Ania S. Pavitt and Paul G. Tratnyek Statistical linear quantitation of peaks, and square wave voltammetry (SWV) to characterize the degree to which the redox activity of NOM is due to a continuum of redox active functional groups. The average breadth values were 1.63 ± 0.24, 1.28 ± 0.34, and 0.648 ± 0.15 V for \( E_{\text{pdl}} \), \( E_{\text{pc1}} \), and \( E_{\text{ptl}} \) respectively. Comparative analysis of the overall dataset—from SCV and SWV on all NOMs and model compounds—revealed that NOM redox properties vary over a narrower range than expected based on model compound properties. This lack of diversity in redox properties of NOM is similar to conclusions from other recent work on the molecular structure of NOM, all of which could be the result of selectivity in the common extraction methods used to obtain the materials.

Environmental significance
Natural organic matter (NOM) is a major component of many important environmental processes, including carbon sequestration, primary productivity, and contaminant degradation. The role of NOM in these processes usually involves oxidation-reduction (redox) reactions, which has made the redox properties of NOM among their most widely studied characteristics. The results from this and other recent studies provide increasingly reliable redox property data for NOM, which should enable more quantitative assessments of biogeochemical redox processes that involve NOM.

1. Introduction
A defining characteristic of environmental science is that many of its grand challenges arise from the indeterminate composition of environmental materials. This is true of the mineralogical materials that comprise soils, sediments, and aquifers, but it is even more true of the natural organic matter (NOM) that is abundant in these compartments, as well as in surface waters, rain water, atmospheric aerosols, etc. Inevitably, the composition of NOM varies across these compartments, as well as spatially and temporally within compartments, due to variation in the source material and extent of diagenesis. This has led to a vast amount of research on the molecular structure and macromolecular composition of NOM, but quantitative characterization of the diversity of NOM is complicated by its indeterminant structure.

The indeterminant composition of NOM is often dealt with by (i) fractionation to decrease structural diversity and/or (ii) fingerprinting to encompass the whole range of NOM structural diversity. The various methods for fractionation of NOM have been varied, and the results vary widely. A more straightforward approach is to use simple redox response by unfolding some of the tertiary structure of NOM polymers, thereby allowing greater contact between redox active functional groups and the electrode surface. We averaged experimental peak potentials for all NOM compounds and calculated potentials in water. Average values for \( E_{\text{pdl}}, E_{\text{pc1}}, \) and \( E_{\text{ptl}} \) in DMSO were \(-0.866 \pm 0.069, -1.35 \pm 0.071, \) and \(-0.831 \pm 0.051 \) V vs. Ag/Ag\(^+\), and \(-0.128, -0.613, \) and \(-0.0930 \) V vs. SHE in water. In addition to peak potentials, the breadth of SCV peaks was quantified as a way to characterize the degree to which the redox activity of NOM is due to a continuum of contributing functional groups. The average breadth values were 1.63 ± 0.24, 1.28 ± 0.34, and 0.648 ± 0.15 V for \( E_{\text{pdl}}, E_{\text{pc1}}, \) and \( E_{\text{ptl}} \) respectively. Comparative analysis of the overall dataset—from SCV and SWV on all NOMs and model compounds—revealed that NOM redox properties vary over a narrower range than expected based on model compound properties. This lack of diversity in redox properties of NOM is similar to conclusions from other recent work on the molecular structure of NOM, all of which could be the result of selectivity in the common extraction methods used to obtain the materials.
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The complex and indeterminant composition of NOM makes characterization of its redox properties challenging. Approaches that have been taken to address this challenge include chemical probe reactions, potentiometric titrations, chronocoulometry, and voltammetry. In this study, we revisit the use of direct voltammetric methods in aprotic solvents by applying an expanded and refined suite of methods to a large set of NOM samples and model compounds (54 NOM samples from 10 different sources, 7 NOM model compounds, and 2 fresh extracts of plant materials that are high in redox-active quinonoid model compounds dissolved in DMSO). Refinements in the methods of fitting the data obtained by staircase cyclic voltammetry (SCV) provided improved definition of peaks, and square wave voltammetry (SWV), performed under the same conditions as SCV, provided even more reliable identification and quantitation of peaks. Further evidence is provided that DMSO improves the electrode response by unfolding some of the tertiary structure of NOM polymers, thereby allowing greater contact between redox active functional groups and the electrode surface. We averaged experimental peak potentials for all NOM compounds and calculated potentials in water. Average values for \( E_{\text{pdl}}, E_{\text{pc1}}, \) and \( E_{\text{ptl}} \) in DMSO were \(-0.866 \pm 0.069, -1.35 \pm 0.071, \) and \(-0.831 \pm 0.051 \) V vs. Ag/Ag\(^+\), and \(-0.128, -0.613, \) and \(-0.0930 \) V vs. SHE in water. In addition to peak potentials, the breadth of SCV peaks was quantified as a way to characterize the degree to which the redox activity of NOM is due to a continuum of contributing functional groups. The average breadth values were 1.63 ± 0.24, 1.28 ± 0.34, and 0.648 ± 0.15 V for \( E_{\text{pdl}}, E_{\text{pc1}}, \) and \( E_{\text{ptl}} \) respectively. Comparative analysis of the overall dataset—from SCV and SWV on all NOMs and model compounds—revealed that NOM redox properties vary over a narrower range than expected based on model compound properties. This lack of diversity in redox properties of NOM is similar to conclusions from other recent work on the molecular structure of NOM, all of which could be the result of selectivity in the common extraction methods used to obtain the materials.
been optimized, standardized, compared, and criticized over many years of study,7,20–24 and during this process they have become deeply embedded in the literature on all aspects of NOM. The methods used to fingerprint NOM have expanded with advancements in the availability of high-resolution instrumentation, beginning with Fourier transform infrared spectroscopy (FTIR) and nuclear magnetic resonance (NMR),15,25–34 then fluorescence excitation emission matrices (EEMs),35–39 and most recently Fourier transform ion cyclotron resonance mass spectrometry (FTICR-MS).5,6,9,10,19,20,22,24,40–44 The increasingly wholistic characterizations of NOM obtained from fingerprinting methods have renewed concerns over the representativeness of NOM samples obtained by extraction methods,7,21,24 and growing recognition that sample preparation for fingerprinting can introduce biases due to fractionation.19,20,22–24,44

The ultimate motivation for on-going work on the characterization of NOM structure and composition is to enable new insights into its fate and effects. Currently, the main focus of this work is on the bioavailability of carbon in NOM, because of its role in the global carbon cycle, and implications for climate change.30,45–51 The other major applications of NOM characterization are to its role in biogeochemistry,46,22–26 and contaminant fate.52–71 In both of these contexts, NOM participates in reactions as a ligand,72–76 electron donor/acceptor,77,78,91,95 electron shuttle (i.e., electron-transfer mediator),88–95 and/or catalyst.91,95 Most of these are redox reactions, so the thermodynamics, kinetics, capacity, and mechanisms of redox reactions involving NOM have been studied extensively. The majority of this work has focused on probe reactions (usually involving model contaminants),60,65 but spectroscopies such as electron paramagnetic resonance (EPR),96 X-ray absorption spectroscopy (XAS),97 and electrochemical methods have also proven useful.

The earliest applications of electrochemical methods to the study of NOM extend back to the 1950’s and include a surprisingly wide range of methods, but as late as the 1990’s these methods were still not producing data that was amenable to quantitative analysis.84 Since then, two innovations have greatly improved the resolution and quantification of electrochemical data on NOM: the use of aprotic solvents (e.g., dimethyl sulfoxide (DMSO)) and the addition of electron-transfer mediators (ETMs or electron “shuttles”). In both approaches, the key innovation (the solvent or the shuttle) is believed to improve the electrode response to NOM by facilitating interaction between the working electrode surface and redox-active functional groups in the NOM.98 In the former approach, the solvent allows unfolding of the NOM’s tertiary structure, thereby exposing protected functional groups to the electrode. In the latter approach, the size and mobility of the shuttle compounds allow it to diffuse between the protected functional groups and the electrode surface. These conceptual models are summarized in Fig. 1, with representative data from cyclic voltammetry that is explained later.

Electron-transfer mediators have many well-established uses in electrochemistry,99–102 but the benefits of including ETMs in the electrochemical characterization of NOM has been demonstrated only recently.80,81,103 The most popular approach—called mediated electrochemical reduction and oxidation (MER and MEO, respectively)—involves chronoamperometry applied to aqueous solutions of NOM and an ETM (selected for solubility, reversibility, pH-independence, and E within the expected potential of the target redox couple). Constant potentials, above and below the reported redox couple). Constant potentials, above and below the reported
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**Fig. 1.** Conceptual model of interactions between NOM and a working electrode (WE), with colored circles representing different moieties of electroactive functional groups. (A) NOM in water where its tertiary structure protects redox-active groups from the electrode, (B) NOM in DMSO where unfolding allows direct contact of some groups, (C) NOM in water where soluble mediators (red circles) shuttle electrons between NOM and the electrode, and (D) model or shuttle compounds in DMSO, which stabilizes one-electron transfer products. In each case, an example voltammogram is shown (right column) with sections colored to match the specific functional group markers in the cartoon.
charge passed is measured and used to calculate electron donor and acceptor capacities (EDC and EAC). The use of MER/MEO to measure EDC/EAC is primarily for characterizing the capacity of NOM to serve as a reservoir of electrons in biogeochemical processes. However, mediated electrochemical methods can also be used to characterize the kinetics of electron transfer to/from NOM, if the mediator/electrode reaction is comparatively fast,\(^9\) or to estimate the potentials of NOM. During bulk mediated chronoamperometry, as the analyte gets reduced (or oxidized) the \(E_H\) changes, and the fraction of reduced to oxidized species increases (or decreases) with time. By using these data (change in \(E_H\), and the fraction of reduced to oxidized species) in the Nernst equation, a coefficient can be extracted and used to calculate a theoretical potential.\(^{83,104,105}\)

The latter two applications of MER/MEO are indirect measures of the target properties and therefore require careful attention to the assumptions of the method in order to avoid misleading results.\(^{106}\)

Aprotic solvents have long been used in organic electrochemistry,\(^{107–115}\) and also have only recently been shown to be useful for characterization of NOM redox properties.\(^{98,116,117}\) This approach was rooted in recognition that NOM under aqueous conditions develops tertiary structure, which could result in protection of redox active functional groups from direct interaction with electrodes. This effect might arise if the tertiary structure of NOM had micelle-like character, which was proposed for humic substances (HS) in 1978,\(^{118}\) and has since been supported by results obtained by a variety of methods. For example, fluorescence spectroscopy using pyrene as a fluorescent probe molecule that should partition into the hydrophobic interior of a micelle and bromide as a fluorescence quencher that should be excluded from the micelle.\(^{119,120}\) Other evidence consistent with the micellar character of NOM include (i) the surface tension of water being lowered by HS and increasing solubility of organic compounds that are otherwise insoluble in water without HS present;\(^{121}\) and (ii) that addition of organic acids and observed structural changes suggested micelle type formation and hydrophobic bonding that plays a key role in aggregation.\(^{122}\) Because NOM is complex it cannot be directly compared to a surfactant that would simply form micelles, but rather has many different associations with one molecule having varying effects of coiling and folding.

A better model for the tertiary structure of NOM—and how it influences electrode response—might be the self-assembly of biological molecules such as proteins, lipids, and DNA. This analogy is justified by the similarity in H-bonding interactions between moieties in these polyelectrolytes.\(^{18,123,124}\) Disassociation of H-bonds is favored by aprotic solvents like DMSO,\(^{125}\) so it has long been used as a solvent for polyelectrolytes like proteins and lignins.\(^{126–128}\) DMSO has also been used as a (co)solvent for NOM, where it has been found to increase the quantity of humin recovered by the standard alkaline extraction method,\(^1\) the diversity of organic matter obtained by alkaline extraction of soils and sediments,\(^{129}\) and the quantity of hydrophobic moieties detected during structural characterization of NOM by high resolution NMR.\(^{122}\) Analogous benefits from the solvency of DMSO have been reported in studies of proteins, including reducing binding affinities of proteins,\(^{130}\) protein unfolding,\(^{131,132}\) DMSO affecting protein charge,\(^{130}\) and aiding in electron transfer.\(^{133–135}\)

While mediators and aprotic solvents can greatly improve the electrode response of polyelectrolytes like proteins and NOM, other advances in electrochemical methodology can also have significant benefits. One such opportunity for method refinement concerns the working electrode composition (e.g., various forms of carbon vs. noble metals) and configuration (e.g., micro vs. reticulated). Another such opportunity concerns methods of data acquisition (e.g., voltammetric waveform) and analysis (various corrections and transforms). In our original work on NOM in DMSO,\(^{137}\) we gave limited attention to these opportunities, including only preliminary experiments with microelectrodes and square wave voltammetry.\(^{98,116}\) Recently, we have done an extensive study of phenol redox properties (including common NOM model compounds) and demonstrated several advantages to using square wave voltammetry, and we have noted studies that have very successfully applied square wave voltammetry with analysis methods to the electrochemical characterization of the redox properties of proteins.\(^{136}\) Given the analogy (noted above) between the challenges to doing electrochemistry on proteins and NOM, we hypothesized that an optimized combination of these method developments might provide a significant improvement in direct electrochemical characterization of NOM redox properties.

The objectives of this work include development of optimized methods for direct electrochemical characterization of NOM, comparison of the most promising methods to clarify ways in which the methods are complementary, demonstration of the applicability of these methods to NOM samples from a wide range of sources, and analysis of the data for correlations that provide new insight into the redox activity of NOM. For comparison with the results obtained with 54 samples of NOM, the same suite of electrochemical methods was applied to 7 quinonoid model compounds and 2 fresh plant abstracts. A notable overall result was the general lack of diversity in measured redox properties of NOMs (compared with the model compounds), which is interpreted as evidence that the extraction methods used to obtain most samples of NOM favor a relatively narrow range of redox-active functional groups.

2. Experimental

2.1. Materials and reagents

All of the NOM samples used in this study are listed as ESI in Table S1,\(^†\) together with the available meta data on each sample's source, composition, and key references. The model compounds selected for this study are listed in Table S2,\(^†\) and their molecular structures are given in Fig. S1.\(^†\) The calculated values of pK\(_a\)'s for each model compound in water and DMSO are given in Table S3.\(^†\) Additional model compounds used during method development—including 2,2′-azino-bis(3-ethylbenzothiazoline-6-sulphonic acid)diammonium salt (ABTS), 2,6-dichloroindophenol (DCIP), and resorufin (RSZ)—were all obtained from Sigma Aldrich. These and other chemical reagents
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including—dimethyl sulfoxide (DMSO), tetrabutylammonium hexafluorophosphate (TBAFP), potassium chloride (KCl), mono and di-potassium phosphate—were ACS reagent grade and used as received without further purification.

Two different methods were used to prepare solutions of NOM for analysis: (i) if there was sufficient loose powder of the sample for subsampling, then, preweighed portions were dissolved in DMSO to form stock solutions that could be used over multiple experiments; (ii) if sample quantity was insufficient for this, all of the sample container contents were washed into the cell with two ~1 mL volumes of electrolyte from the background scan, and the difference in container weight before and after washing was used as the quantity of NOM. In general, the target final concentration of the NOM in the cell was 1 mg mL\(^{-1}\), but the concentration was less for samples that did not fully dissolve or for which the total sample mass was limited. Stock solutions of NOM in DMSO were stored in amber bottles and used within three days (even though control experiments shown in Fig. S15\(^\dagger\) indicate there was not a significant effect of aging on the electrochemical results).

In a few cases, dry powders of plant material were purchased (Mountain Rose Herbs, Eugene, OR) and extracted using DMSO or H\(_2\)O. For these extractions, 500 mg of black walnut hull or pau d’arco bark (natural sources of juglone and lapachone, respectively) were dissolved in 5 mL of DMSO, or in 5 mL of ultrapure Millipore water, then left to mix for 24 h and centrifuged. The supernatant was removed and analyzed by SCV and SWV (Fig. S16\(^\dagger\)) as detailed below. For the aqueous samples, a second extraction was performed using DMSO after the powder was oven dried at ~200 °C for 24 h.

### 2.2. Electrochemical methods

For the NOM samples, all square-wave voltammograms (SWVs) and staircase cyclic voltammograms (SCVs) were obtained with a Metrohm Autolab PGSTAT30. The model NOM compounds were characterized with a Princeton Applied Research VersaSTAT4, a Pine ApcBpi Bipotentiotstat, and the PGSTAT30. There were no significant differences between the data obtained using the three different potentiostats. All of the voltammograms were acquired at an amplitude of 25 mV (SWV) and with a step size of 2 mV (SWV and SCV), based on method optimizations that we performed in a previous study on the electrochemistry of phenols and anilines.\(^{137}\) The effect of SWV scan rate has greater diagnostic value, so it was performed at 25, 125, and 225 mV s\(^{-1}\) (which are designated SWVi, SWVii, and SWViii, respectively, in some figures). The SCV scan rate was always 25 mV s\(^{-1}\) and is labelled SCVi. Most runs were performed at least in duplicate.

The peak potentials summarized in Tables S4 and S5\(^\dagger\) were obtained from voltammetry data using both Nova 2.02 (Metrohm, Herisau Switzerland) and Igor Pro 7 (WaveMetrics, Lake Oswego, OR) software. For NOM samples, peak data were determined using cubic baseline and Gaussian fit functions in Igor’s multi-peak fit module, with manual adjustment of peak start and stop positions only when necessary. For the model compounds, peak data were determined using either the manual or automatic peak selection/integration tools in Nova 2.02. The results obtained by these methods were compared on selected datasets and no significant differences were found. However, data analysis with Nova generally was faster (so preferred for well-defined peaks from the model compounds), and Igor gave greater control (needed for the less-well defined peaks from most NOM samples).

All measurements were made in a three-electrode cell with a low profile 1.6 mm diameter platinum working electrode (Pine Research Instrumentation), and a 0.5 mm diameter coated platinum wire counter electrode, and a reference electrode. For aprotic conditions, the reference electrode was a Ag/Ag\(^{+}\) reference electrode (BASI) filled with 0.1 M TBAFP and 0.010 M AgNO\(_3\), whereas experiments in aqueous media were performed using a Ag/AgCl reference electrode (BASI) filled with 3.0 M KCl. The reference electrode for aprotic conditions had BASI’s exchangeable CoralPor tip for the liquid junction, and required frequent changes (every 3 days) during continuous experiments in DMSO. For comparison, a low profile 3.0 mm glassy carbon working electrode (Pine Research Instrumentation) was used in some runs with NOM model compounds. All potentials measured in aprotic solvent are reported vs. the Ag/Ag\(^{+}\) reference electrode and those done in aqueous medium are reported vs. the Ag/AgCl reference electrode.

Before each set of electrochemical measurements, the working electrode was polished using 0.05 μm MicroPolish Alumina (Buehler), rinsed with DI water, sonicated for 2 min, and rinsed again with DI water. The electrochemical cell was prepared by adding 5 mL of 0.1 M TBAFP in DMSO, or 5 mL of 0.1 M KCl and 0.1 M phosphate buffer (pH 7.0), and purging for 15 min with N\(_2\) (ultra-high purity), purging of the cell headspace was continued during the experiments. After deaeration, a background scan was performed and 0.5 mL of the analyte stock solution was added so the final concentration in the cell was 1.5 × 10\(^{-3}\) M for NOM model compounds (where possible, but not all of these compounds were completely soluble in either water or DMSO), or 1 mg mL\(^{-1}\) for NOM (for the 17 samples that fully dissolved, and less for the 37 that did not). For the DMSO extracts of plant material, the concentration was 2 mg mL\(^{-1}\). Details on how the electrochemical measurements were performed are described below under method development.

### 3. Results and discussion

#### 3.1. Selection of method conditions

In preliminary experiments, various combinations of NOM and model compounds, solvents, and mediators were tested using four working electrodes: 1.6 mm platinum, 3.0 mm glassy carbon, 5.0 mm edge plane pyrolytic graphite (all macro electrodes from Pine), and a 10 μm platinum electrode (BASI). The 1.6 mm platinum electrode gave the most consistent and characteristic response (data not shown), so it was used for all subsequent experiments.

Additional preliminary experiments were done to test whether the combination of added mediators and SWV would give improved characterization of NOM under aqueous conditions. Using one type of NOM (NOM-GT) with three common
ETMs (Fig. S2A†) and one mediator (ABTS) with several types of NOM (Fig. S2B†), both gave SWVs that appear to be dominated by the mediator response (Fig. S2C and D†). Based on these results, we decided not to include mediators in most experiments with NOM.

To confirm that direct voltammetry of NOM (without mediators) is best done in 100% DMSO, and that DMSO as a cosolvent in predominantly aqueous media is not as effective, we performed otherwise identical experiments on Georgetown NOM in water with and without added DMSO (Fig. S2A†), and in DMSO with and without added water (Fig. S2B†). When the primary solvent was water, the sample voltammograms contained no more well-defined features than the solvent-only control; but when DMSO was the main solvent, the sample voltammograms gave clear peaks with currents that were 2–3 times the size of any features in the control. Similar exploratory experiments with other solvents (isopropanol, acetonitrile, etc.) did not show the advantages of DMSO. Therefore, all subsequent experiments were done with 100% DMSO as the solvent. Note that no effort was made to remove traces of water from the DMSO, as is often done in applications of organic electrochemistry that require rigorously aprotic media.111–113

3.2. Method validation using model quinones

The conditions and protocols selected for electrochemical characterization of NOM were first applied to a variety of model compounds, most of which are known to be well-behaved ETMs from prior studies of their electrochemistry.99,138–141 Of the seven model compounds we tested (Table S2 and Fig. S1†), six were derivatives of ortho- or para-naphthoquinones and one was a para-anthraquinone. These quinones were further distinguished by hydroxyl, alkyl, or sulfonate substituents. An example of the resulting SCV and SWV data (for AQDS) can be seen in Fig. 2A and all of the model compound data are shown in Fig. S3.† In all cases, the model compounds gave SCVs and SWVs that are typical of reversible quinone-hydroquinone couples in aprotic solvents.107,111,137,142 In such cases, SCVs typically exhibit anodic and cathodic peaks that differ by 59/n mV, where n is the number of electrons transferred in the reaction, and the ratio of anodic to cathodic peak currents should be ~1.143 Also, the corresponding SWV peak potential should be the average of potentials of the anodic and cathodic SCV peaks (i.e., (E_pa + E_pe)/2). All of these conditions apply to the data obtained in this study for AQDS (Fig. 2A) and most of the other quinone model compounds (Fig. S3†).

Comparing the voltammograms for the whole set of model compounds (Fig. S3†) reveals some differences that could shed light on their relevance to redox reactions of NOM. One such comparison is between the six quinones and sphagnum acid, which is a p-alkyl substituted phenol. Like most phenols,137 it oxidizes to a phenoxy radical, which is less stable than semiquinone radicals, resulting in irreversible peaks similar to those observed in NOM (as discussed below). Another comparison is between the quinones that give increasing current from the beginning of each anodic scan (AQDS, lawsone, menadione, and menaquinone-4) and those that show a delayed response beginning of each anodic scan (AQDS, lawsone, menadione, and menaquinone-4) and those that show a delayed response (sphagnum acid). The diﬀerence between these two groups is most likely due to substituent effects. For example, sterically bulky substituents, like the one on menaquinone-4, will have a more negative redox potential than a quinone with a charged substituent, like o-NQ5 with its SO3– group.144 Depending on the environment surrounding the redox active groups in NOM, the onset and magnitude of potentials will shift.

**Fig. 2** Comparison of SCV (top) and SWV (bottom) for (A) AQDS and (B) Georgetown NOM. Only scan rate (i) is shown (25 mV s⁻¹), but others are given in Fig. S3.01 and S4.14† The color gradient in the SCVs represents the potential sweep through cycles labelled C1, C2, and C3 in the legend. All runs in DMSO with a Pt working electrode.
accordingly. Lawson is unique among the quinones studied in that the second peak on the anodic scan is shifted to higher potentials (~0 mV), which likely is due to H-bonding involving the hydroxy group ortho to the quinone/semiquinone.

Another consistent characteristic of the model quinone data is that the SCVs show deviation between the first anodic potential scan and the later cycles. This type of deviation is common and reflects a variety of processes needed to develop the conditions required for stable and reversible electrode response. Since these experiments were prepared using only pure quinones, the shape of the first anodic scan is determined partly by the reduction of that starting material at the beginning of the scan, the oxidation of which then causes the anodic peaks even in the first and subsequent cycles of the SCV. This was ensured by preceding each SCV with 5 s induction period, during which −2 V was applied at the working electrode.

3.3. Method application to natural organic matter

Preliminary characterization of the overall stability of the controlling reactions during electrochemical experiments with NOM was done by comparing SCVs obtained over a sequence of three scan cycles. In most of the SCV figures shown in this study (model compounds and NOMs), the progression of the scans is represented by a color gradient (teal to pink) and the cycles are labelled C1 to C3 in the corresponding legend (e.g., Fig. 2). Qualitative changes in SCV shape over multiple cycles can indicate changes in the reactions controlling the electrode response. This is commonly observed during the first scan, as was discussed above for the SCVs for model quinones included in this study. Another well defined example of this effect that can be seen in our previous work on electrochemistry of phenols and anilines, which typically showed featureless first anodic scans because the subsequent cathodic scan is needed to produce the reduction products that give electrode response in the next anodic scan.

In this study, the first anodic scan of SCVs with some NOMs also gave a different electrode response, but subsequent cycles were very similar for most NOMs, suggesting that the controlling interfacial reactions had stabilized (e.g., Fig. 2B).

In our original study of NOM electrochemistry in DMSO, the SCVs for most NOMs that we studied gave anodic and cathodic peaks at potentials that differed by a few millivolts, which we interpreted as evidence of quasi-reversible redox couples. In the current study, the SCVs obtained with some NOM samples might also be interpreted as containing quasi-reversible anodic–cathodic peak pairs (e.g., Fig. S4.11, 4.13, 4.14, and 4.16†), but the wide range of NOM types included in the result produced in relatively few SCVs that could be interpreted reliably in this way. A typical example of an NOM that does not appear to give reversible or quasi-reversible electrode response is Georgetown NOM (Fig. 2B), where the dominant anodic and cathodic peaks are well defined but not close enough in potential to be interpreted as the result of one electroactive redox couple. In these cases, the forward and reverse currents in SWV confirm this by the presence of two oxidation (or reduction) peaks in both the forward and reverse directions of the scan.

Another operational factor with diagnostic value in voltammetry is scan rate. The effects of scan rate on SCVs are confounded by multiple factors, so they were performed only at one, slow scan rate (25 mV s⁻¹), where time for decay of the capacitive current should provide more purely faradaic electrode response. However, compared with SCV, the data obtained by SWV is less confounded with capacitive current and therefore the effect of scan rate on SWVs is better defined. To explore this, we measured SWVs at three scan rates for all NOMs and model compounds and all of these data are documented in Fig. S3 and S4.† In all cases, increasing scan rate increased the net SWV current, but had negligible effect on the potentials of the major anodic peak. Therefore, only one scan rate (the slowest) was used in the quantitative analysis of SWV peak potentials presented below.

To provide further insight into the robustness of our method for direct electrochemical characterization of NOM, we took the somewhat unusual step of running SCVs and SWVs by scanning potential in the cathodic, as well as anodic, direction. Because the SCVs were identical regardless which direction the scan was initiated, only SCVs initiated in the anodic direction are reported. However, the SWVs gave different results when scanned in the anodic or cathodic direction, and these differences can be diagnostic of electrode processes. An example of these data is given in Fig. 3, using Waskish Peat Reference Humic Acid because it was a good representation of the behavior of the majority of the NOM data. Fig. 3A shows the SCV (top, initiated anodic, three cycles, without color gradient) and SWVs (bottom) performed by scanning potential in the cathodic (pink) and anodic (purple) directions. To facilitate quantitative comparisons, all of these data are superimposed in Fig. 3B, and the SWV peaks are labeled: (a) and (b) for the anodic scan and (c) and (d) for the cathodic scan.

3.4. Qualitative comparison of NOM voltammograms

The main features in Fig. 3A are the two major peaks in the SCV (labelled E⁺ and E⁻) and the corresponding peaks (at the same potential) in the net current data for anodic and cathodic SWVs. The SCV also shows a shoulder that could be the cathodic analog to E⁺ and hump that could be the anodic analog to E⁻. Pairing the shoulder with E⁺ is supported by their alignment with the potentials of the peaks in the net anodic and cathodic SWV data (Fig. 3B, peaks b and c). However, resolving the net anodic SWV data into forward and reverse components (dashed lines) shows they are roughly parallel, in contrast to the inverse relationship expected if peak b were due to a reversible electrode reaction (e.g., see E₂ for AQDS in the bottom of Fig. 2A for AQDS). This evidence for irreversibility of the first anodic peak of NOM also can be seen in Fig. 2B, for Georgetown NOM, and most of the other NOMs studied (Fig. S4†). In contrast to the anodic results, the cathodic SWV for peak c shows net, forward, and reverse currents that are indicative of a quasi-reversible reduction reaction. The improved resolution of this feature in the SWV relative to the
shoulder in the SCV could just be due to the higher sensitivity of SWV, but it could also arise because irreversible oxidation products formed during the forward scan of SCV interfere with the electrode response during that reverse scan (whereas the cathodic SWV is not preceded by an anodic scan).

The other main feature in the SCV shown in Fig. 3A is the large cathodic peak labelled \( E_{pc1} \). In this case, the corresponding SWV feature is the peak in the cathodic scan that is labelled \( d \) in Fig. 3B. As with peak \( b \), the net current that defines peak \( d \) is the result of forward and reverse components (dashed lines) that are roughly parallel, and therefore indicative of an irreversible electrode reaction. The putative anodic analog to \( E_{pc1} \) is the hump labelled \( a \) in Fig. 3A, but inspection of the corresponding region of the SWV data shows no peak in oxidation current at the point labelled \( a \), and significant peak in reduction current labelled \( d \), which is consistent with the electrode process that causes \( E_{pc1} \) being fully irreversible. This analysis of electrode processes responsible for \( E_{pc1} \), and above discussion regarding \( E_{pc1} \), illustrates how SWV data can be used to clarify the interpretation of otherwise ambiguous features of SCV data on complex materials such as NOM. Similar interpretations apply to the data obtained with many of the NOMs included in this study (Fig. S4†).

In addition to the four characteristic peaks and shoulders labelled (\( a \), \( b \), \( c \), and \( d \)) in Fig. 3, some of the SCVs for NOM had another distinctive characteristic: a sharp increase in current from the beginning of each anodic scan, an example of which can be seen in Fig. 2B. In some cases, this feature is prominent enough to clearly define a new peak (e.g., Bemidji FA \( (S4.02) \), Kitty Hawk NOM \( (S4.20) \), Red Tussock NOM \( (S4.35) \), Rio Negro NOM \( (S4.36) \) and Suwanee River NOM \( (S4.50) \)), but in most cases it produces only a shoulder (Fig. S4†). The SCVs for model quinones do not show this feature (except possibly AQDS), but it is prominent in the SCV for the model phenol Sphagnum Acid Fig. S3.07.† This combination of results suggests that the sharp rise in current at the beginning of the anodic scan involves oxidation of species derived from phenolic moieties, which are more prevalent in NOM than quinonoid moieties. The feature is often absent from the first anodic sweep by SCV, which could indicate that it reflects oxidation of species formed during the previous cathodic scan, similar to the interpretation given in a study of analogous features in SCVs of nitrobenzene in DMSO.146 However, inspection of the SWV data obtained in this study shows that when NOMs gave an analogous peak in the net SWV data (at about \(-1.8 \) V), it was mainly due to increased current in the forward scan, and there generally was no change in the SWV reverse scan. Since the former is anodic, it confirms that the sharp rise during anodic scans in the SCV data was due to oxidation. Such an oxidation of phenolic moieties is likely to lead to products via autooxidation like reactions,140,141,149,150 which will tend to be irreversible, which is consistent with both the SCV and SWV data.

To codify and summarize the qualitative characteristics of the SCVs of NOM, we classified them into four types and by six features. The types include: (1) negligible response of features above background, (2) significant but somewhat featureless response, (3) sharp features similar to model compounds, and (4) combination of features characteristic of NOM. The feature characteristics of most NOM SCVs include: (i) the core, which creates “thickness” of the SCV on which other features are added, (ii) a rise in current immediately upon initiation of the anodic scan (IAR), (iii) a small inflection midway through the anodic scan (AI), (iv) the major peak during the anodic scan.
(MAP), (v) a small inflection near the beginning of the cathodic sweep, which is analogous to (iii) (CI), and (vi) the major peak during the cathodic peak, which is analogous to (iv) (MCP). Fig. S5† illustrates how these characteristics can generate the whole range of shapes of SCVs obtained with NOM. We scored each of the categories and features (0 for absent; 1, 2, and 3 for weak, moderate, and strong, respectively), and calculated the sum as a measure of the overall “featurefullness” of the SCVs. That data for this accounting is given in Table S6† and the results are summarized in Fig. 4, with the NOMs sorted by increasing values of the sum of scores. The data in Fig. 4A are also colorized by the sum of scores, to demonstrate that classification of the SCVs in this way gives a continuum of results with considerable range.

Fig. 4B shows the same data as Fig. 4A, but colorized by the NOM category, where category reflects both the fraction and class (Table S1†). This presentation shows that nominally similar NOMs (i.e., similar category) give qualitatively similar SCVs (i.e., relatively similar feature score and therefore position on the x-axis). For example, whenever two samples of the same material were included (Leonardite HA, Pahokee Peat HA), the score obtained from their SCVs plot together (with the exception of Suwannee River NOM, which may be due to the very different age of these two samples, or because NOM being less fractionated is more diverse as opposed to HA which is more fractionated and less diverse owing to more similar SCV features). Comparing the color gradients for the six features shown in Fig. 4A reveals that AI, MAP, CI, and MCP increase with overall featurefullness of the SCVs, but the Core and IAR scores appear to vary independently of the sum of scores.

To test the diagnostic value of the scoring and ordering of SCVs shown in Fig. 4A, that result can be compared with Fig. 4B, which shows the same data, but colorized by NOM category. In general, the low scores are dominated by terrestrial samples (light colors), and the high scores are mostly aquatic samples (dark colors). For example, all terrestrial NOMs except Pine Barrens have low scores (light blue) and all aquatic FAs have moderate to high scores (dark green). The most variable categories are aquatic NOM (dark blue), which are distributed about evenly across the whole range of scores, and both terrestrial (red) and aquatic humic acids (pink), which are mixed together in the middle of the range of scores. Other studies have reported a different trend in redox properties: electron accepting capacity (EAC) tends to be higher for humic acids than fulvic acids, and higher for terrestrial humic acids than aquatic humic acids.6,8,5 However, EAC is more directly comparable to the cathodic peak potential breadths defined later in this study, and the trends in this aspect of our voltammetric data are more consistent with the trends in EAC. Comparison of Fig. 4B to Table S1† also reveals that most of the NOMs provided by D. Macalady scored low (with the exception of Rio Negro and Kitty Hawk) as did all of the Schönbuch Soil samples from A. Kappler, whereas most of the standard materials from IHHS gave high scores. This trend is not consistent with differences in the age of these samples, or what detail we have on differences in the extraction methods, but may be due to differences to the extent that the redox active moieties were concentrated in the samples.

3.5. Fitting of peaks in voltammetry data

In addition to the qualitative analysis of the SCV and SWV data presented above, we investigated several methods for quantitative determination of peak currents and potentials. On both the SCV and SWV data, the raw data with analyte was modified by subtracting background scans that were obtained without the analyte, but under otherwise identical conditions (solvent, electrolyte, buffer, etc.). In principle, this approach should isolate the electrochemical response of the analyte from non-faradaic effects, but we found that background subtraction
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**Fig. 4** Comparison of scores that characterize features of the SCVs for all NOMs, ordered by increasing sum of all scores. The scores are 1–4 for type and indicate no response, mostly core, model-like, and typical NOM behavior for 1, 2, 3, and 4 respectively. The scores for characteristics within type which include, core, immediate anodic rise (IAR), anodic inflection (AI), major anodic peak (MAP), cathodic inflection (CI), and major cathodic peak (MCP) are assigned values of 0–3, where 0, 1, 2, 3 are a lack of, small, medium, and large response respectively. (A) NOMs colorized by sum of scores, and (B) NOMs colorized by category. Categories represent NOM class and fraction: e.g., aquatic fulvic acid, terrestrial humic acid, etc. Further description of sums of scores and category assignments are given in Table S6† and the fraction and class data for each NOM are given in Table S1†.
produced distorted peaks in a few cases, usually where the sample signal was weak. Therefore, we used background subtraction to process the data for most materials, but when this gave problematic results, we used the raw analyte in further analysis, and include the background data for comparison. The latter group is identifiable in Fig. S4† by the presence of background scans shown in gray.

The next step on quantitative analysis was determination of peak position and size (position/height/area). To choose peak position and size: (i) a baseline was defined from the start to the end of the current response, (ii) a vertical line was drawn from the middle of this baseline to where the current response was largest. The potential at which this line crosses to the highest current response is defined as the peak potential. These values are summarized in Tables S4 and S5† and used throughout the remainder of this study. Peak height is defined by the length of the vertical line described above and is defined as the peak current. Peak areas were quantified by integrating the area under the curve bordered by the peak and defined baseline. Peak current data are not tabulated because their significance was ambiguous in many cases, for reasons elaborated below. But, we did use the better defined peak current data for a few samples to demonstrate the electrode response in our system showed the expected relationship to sample concentration. This is shown in Fig. 5 for a model ETM, AQDS, and Georgetown NOM. In both cases, peak currents show a roughly linear increased peak current with concentration (Fig. 5, insets). The result with NOM is notable because it verifies that the peaks obtained by the method developed in this study are the direct result of an electrode reaction involving NOM.

After background subtraction, the SCVs and SWVs for the model quinones show roughly flat baselines (Fig. 2A and S3†), which made it straightforward to define baselines for accurate measurement of peak size. However, most SCVs and SWVs for NOMs showed significantly uneven baselines, even after background subtraction (Fig. 2B and S4†). To overcome this, we investigated using the moving average baseline correction method,136,151 which is the most common advanced method for defining the baseline of voltammograms with complex shape. The method is not easily applied to SCVs, but it gave nearly flat baselines for the SWVs of most NOMs (not shown). However, we chose not to use these results because the correction removed prominent features from the raw SWV data that might be indicative of electrochemical characteristics of NOM that the could deserve further consideration. In particular, we noted that NOM usually gave SWVs with current that was significantly greater than expected background (capacitive) current over a much wider range of potentials than expected from specific peaks (e.g., compare Fig. 2A and B). Elevated faradaic current over wide potential ranges is sometimes attributed to redox reactions of species in the bulk solution that have not had time to diffuse to the electrode surface,144 or it could arise from the combined effect of multiple redox active function groups (i.e., the “continuum” hypothesis described in the introduction). To allow us to explore the continuum hypothesis further in the analysis that follows, we did not apply baseline correction to the data. Instead, we adopted a novel set of criteria to define the broad regions of electrode response that extend beyond well-defined peaks.

3.6. Quantitative comparison of characteristic potentials

Using the peak identification and fitting methods described above, two anodic and cathodic pairs of peaks were assigned for most model quinones and one anodic and one cathodic peak (unpaired) were assigned for the NOMs. These peaks are labelled \(E_{pa1}, E_{pa2}, E_{pc1}, E_{pc2}\) in Fig. S3 and S4† and the potential values are summarized in Tables S4 and S5†. Direct correlation of peak potentials obtained by SWV with those obtained by
SCV—for all peak types and samples—shows the two methods gave values that agree within ~50 mV (Fig. 6). While the overall trend in Fig. 6 suggests a 1 : 1 correlation between the two types of potentials, this is mainly due to the distribution of data for model compounds and a relatively tight cluster for most NOMs. The NOM responses, like the model compounds, make up two clusters within their respective groups. The two model compounds that form the smaller cluster are O-NQS and juglone, which as mentioned previously is most likely due to substituent effects. A quinone with a charged substituent (O-NQS) will have a more positive reduction potential. The NOM clustering is most likely to do with similar substituent effects. One implication of this result is that the quinones used as NOM model compounds have potentials that are substantially more negative than any of the NOM samples studied, which has been noted in other recent studies.†

The clustering of peak potentials for NOMs in Fig. 6—and lack of a correlation between SCV and SWV potentials within that range of data—was surprising and led us to consider additional characteristics of the NOM voltammograms before further analysis for correlations within the peak potential data set. The main concern was that the features identified as peaks in the SCVs for NOM tend to be broader than the range of potentials expected for peaks from well-defined redox couples (which should be roughly ±120 mV about the peak,† as seen with the model quinones shown in Fig. S3†). For many of the NOMs, large portions of the potential scan (often about 1 Volt) exhibit current that is elevated beyond what could be non-faradaic background from the electrode or electrolyte (Fig. 2B, 3, and S4†). This result is expected if the sample is comprised of multiple electrode-active moieties with potentials that are too similar to be resolved by (conventional) SCV, such as for some quinones at high pH.† Of particular interest is the possibility that the redox-active moieties in NOM are coupled through intramolecular conduction to a sufficient degree that the sample potential is a continuum, analogous to the band gap in semiconductor materials. The continuum hypothesis has been suggested previously,56,79,80,98,103 but not evaluated quantitatively.

As a first step toward quantitative characterization of the hypothesized continuum of NOM electrode response, we characterized the “breadth” of each major anodic and cathodic peak from SCV and SWV by determining beginning and end potentials that were chosen with more inclusive criteria than is used in conventional analysis of peak widths.121,122 The criteria—which are summarized together with the data in Table S7†—were necessarily subjective because the features that define the full extent of these peaks often were ambiguous, but comparison of the SCV and SWV data helped to ensure consistency. The results of this analysis are summarized in Fig. 7 and S6† (for SCV, and SWV respectively), with the peak potentials shown as black markers and the corresponding start and end potentials (colored markers) connected with a bar to represent breadth. When there was more than one anodic or cathodic peak (usually the model compounds), they are distinguished by marker shape. Note that this often resulted in overlapping breadths for SCV data, although not for SWV data. The samples (y-axis) are sorted and colorized by fraction and class (using the same category scheme defined in Table S1† for Fig. 4 and 6).

The main purpose of Fig. 7 and S6† is to provide a broad perspective on trends in the overall dataset. Starting with the peak potentials (black markers), the figure shows there is relatively little variation in the main anodic and cathodic peak potentials for NOMs, so we calculated the average and standard deviation of these values, which are −0.866 ± 0.069 V vs. Ag/Ag⁺ for $E_{pa1}$ (Fig. 7A), −1.35 ± 0.071 for $E_{pc1}$ (Fig. 7B), and −0.831 ± 0.051 for $E_{pa1}$ (Fig. S6†). The similarity between average values of $E_{pa1}$ and $E_{pa}$ is consistent with Fig. 6. The low relative standard deviation on all three of these average potentials (5–8%) despite the very wide range of NOM types and sources included in the dataset, could be due to (i) selectivity in the methods used to extract NOM samples and/or (ii) a “central limit” that arises from continuum redox potentials. Both of these possibilities are discussed further in the sections that follow.

The peak breadth data (colored markers and bars in Fig. 7 and S6†), shows greater variability than the peak potentials, but some of this is likely to be due to ambiguity in the assignment of the start/end potentials, and there is no simple relationships between breadth and other factors. For example, while the breadth about $E_{pc1}$ in Fig. 7B appears to be greater for HA and less for FA and HPOA/TPIA, consistent with observations for electron accepting capacities89,95 this pattern does not extend to $E_{pa1}$ or $E_{pa}$ (Fig. 7A and S6†), even though electron donating capacities have been shown to be affected by the molecular weight of NOMs.114 Therefore, we conclude that breadths, like potentials, are largely invariant with NOM category and source. The average values of breadth are 1.63 ± 0.24 V for $E_{pa1}$ (Fig. 7A), 1.28 ± 0.34 for $E_{pc1}$ (Fig. 7B), and 0.648 ± 0.15 for $E_{pa1}$ (Fig. S6†). These values are similar for $E_{pa1}$ and for $E_{pa}$, and about twice that of $E_{pa1}$, which probably just reflects the greater resolution of
SWV over SCV. The average values of breadth are much greater than the standard deviation in the peak potentials (about 3- and 5-fold for SWV and SCV, respectively), which is further evidence for the continuum hypothesis.

Evidence for redox potentials ranging over a continuum of values has been seen in electrochemical characterization of iron minerals and in electron donating capacities of microbially reduced humic substances.\textsuperscript{83,104,105} Some of those studies modeled the larger than expected range over which electrons are accepted and donated with a Nernst equation that contained a factor ($\beta$) to account for the non-ideal behavior. When $\beta$ is 1 behavior is Nernstian and when $\beta$ is less than 1 the potential range is widened. This formulation originates from models developed to account for peak broadening and narrowing (non-ideal behavior) in electroactive polymer films.\textsuperscript{155} Even though we experienced this in our system, using the $\beta$ factor did not apply in our case due to the complex and indeterminate nature of the analyte, and ascertaining fraction of reduced to oxidized moieties to obtain the $\beta$ factor is something that we did not pursue.

Comparing the peak potentials and breadths in Fig. 7 and S6\textsuperscript{†} reveals that the SCVs for NOMs are asymmetrical about the corresponding potentials and skewed opposite the direction of the scan (i.e., anodic scans are negatively skewed in Fig. 7A and cathodic scans are positively skewed in Fig. 7B). This trend is the reverse of prototypical SCV peak shape (which rises sharply when a characteristic potential is reached and then decays slowly as diffusion becomes limiting)\textsuperscript{143} and the SCV peaks obtained with most model compounds (Fig. S3\textsuperscript{†}). However, this comparison may be strong evidence for the continuum hypothesis of NOM redox potentials, because that scenario should produce a gradual increase in current over an extended range of potentials. The SWV data (Fig. S6\textsuperscript{†}) shows a modest positive skew for NOMs, which is slightly more consistent with the model compounds. This is expected because the breadths for the SWVs were chosen using the net potential, which subtracts the forward and reverse components, and this essentially subtracted out the effect of the rising current.

### 3.7. Relationship to chemical composition

The above analysis of characteristic potentials from the electrochemical measurements made in this study was interpreted mainly as evidence for the continuum hypothesis of NOM redox properties. However, this does not preclude the other possible explanation for the lack of significant trends in the peak potentials: that the methods used to obtain the samples (extraction, fraction, and concentration) were selective for some chemical components over others, thereby decreasing the diversity of chemical structure within the sample set. To investigate this possibility, it would be useful to compare the electrochemical data with chemical composition data for the whole set of test compounds. Unfortunately, the very limited quantities of some samples, and cost of performing larger numbers of structural characterizations by advanced methods (e.g., FTICR-MS) made it infeasible to fully implement this approach within the study. However, for 25 of the 54 NOM samples that we characterized electrochemically, chemical composition data were available from the suppliers, or their publications. These data were used to calculate ratios of H : C and O : C so that they could be summarized in a Van Krevelen diagram format.\textsuperscript{19,356} Comparing the data (solid markers in Fig. 8) to regions of typical composition for component types (dashed lines, from ref. 157), shows that all of the sample data...
fall in just two regions on the diagram: aquatic NOMs plot as tannins, most fulvic and humic acids plot as lignins, and HPOA/TPIA straddles the tannin and lignin regions.

To provide further context for interpretation of Fig. 8, data are included (open markers) from a recent study on the chemical composition of organic matter obtained by different extraction methods.\textsuperscript{129} For these data, the source material is represented by color and the extraction method is represented by marker shape (left and middle legends, respectively). Most of the data distribute along a trend with negative slope according to the extraction method (high H : C, low O : C ratio for hexane and methanol, intermediate H : C and O : C ratio for acetonitrile and water). In contrast, solvent extraction of SRFA (light blue markers) had little influence on H : C and O : C and the data all plot in the vicinity of other source materials that were extracted with water. Unlike the other source materials, SRFA was initially obtained by the conventional alkaline extraction step, and it was concluded that this step decreased the diversity in molecular structure that was otherwise evident in the NOMs that were obtained without alkaline extraction.\textsuperscript{19}

Many of the NOMs used in this study were alkaline extracted, so it is not surprising that they plot near the SRFA data in Fig. 8. Therefore, the distribution of the chemical composition of the samples used in this study is consistent with selectivity of the conventional (alkaline) extraction methods for similar redox active moieties. Similar conclusions have been drawn from other types of evidence, such as near edge X-ray absorption fine structure (NEXAFS) spectra,\textsuperscript{158} collision induced dissociation coupled to FTICR MS,\textsuperscript{159} solid phase extractions and FTICR MS,\textsuperscript{22} fluorescence spectroscopy coupled to PARAFAC analysis,\textsuperscript{160} and statistical analysis of chemical composition data for hundreds of NOMs.\textsuperscript{21,29} A few of the NOMs from this study distribute along a diagonal in Fig. 8 that is consistent with H : C/O : C ratio of ~2. This type of trend in a Van Krevelen diagram can arise from a homologous series of molecules that vary only by an exact mass of a certain functional group,\textsuperscript{163} which could result from a consistent diagenetic history,\textsuperscript{156} but this interpretation is not likely to apply to the selection of NOM samples used in this study.

For the relatively narrow range of peak potentials observed in this study to be due to the polyphenolic and quinoid moieties associated with lignin and tannin, the redox active moieties that are expected under these conditions should have peak potentials that are consistent with the peak potentials measured for NOM. A previously published survey of over one-hundred quinones shows that the potential window in DMSO for naphthoquinones and anthraquinones (~0.6 V) is smaller than the potential window of benzoquinones (~1.5 V).\textsuperscript{115} Similarly, another study compared over seventeen hundred quinones, and found that the potentials for most of them fell in a window of ~0.6 V.\textsuperscript{162} The narrower potential range for the more conjugated quinone model compounds could be consistent with the relatively narrow range observed for NOM because NOM is thought to be a complex network of quinones and polyphenols.

### 3.8. Solvent effects on potential measurements

The main benefit of using DMSO as the solvent for electrochemical characterization of NOM is the improved electrode response due to increased access to the redox-active moieties, as conceptualized in Fig. 1. However, this effect also creates other challenges: for example, it will take further study to fully understand how the access to redox-active moieties created by unfolding the tertiary structure of NOM compares with the access gained by mediation with solution-phase ETMs. However, the primary issue is whether potentials measured in DMSO can be adjusted for direct, quantitative comparison with potentials measured in water or calculated from thermodynamic data. In previous work,\textsuperscript{160} we assumed this could be done by applying a constant correction factor, obtained by measuring the potential of a suitable redox couple (commonly ferrocene\textsuperscript{163}) measured in both solvent systems. This calculation led to estimates of the redox potential of NOM in water that ranged from 0.4 to ~0.3 volts vs. SHE, which overlaps with other estimates of NOM redox potential and model quinones.

However, there are additional factors that complicate the comparison of potentials made in different solvents (e.g., solvation effects on activity coefficients) that are not as easily quantified.\textsuperscript{164,165} To investigate this issue more thoroughly than we did in previous work, all seven of the model compounds used in this study (Tables S2 and S3†) were characterized by SCV and SWV in both DMSO and in water (Fig. S3† for DMSO, not shown for water). Not all of the model compounds were fully soluble in both solvents, so the two sets of data are not directly comparable in terms of current, but modest differences in the model compound concentration should not affect the peak potentials significantly. As discussed above, the model
quinones in DMSO give two pairs of peaks representing (quasi) reversible one-electron transfer, but in water they give one pair of peaks representing a two-electron transfer.\textsuperscript{111–113,136,140,144} The potentials corresponding to these peaks are given in Table S5\textsuperscript{†} and SWV data are summarized in Fig. 9 by plotting both $E_{p1}$ and $E_{p2}$ obtained in DMSO versus $E_{p1}$ obtained in water. The two correlations are roughly linear and parallel, so we fit the data as two lines with a common slope by global regression. The resulting intercepts were $-1.26$ and $-0.533$ V for $E_{p1}$ and $E_{p2}$ respectively. We then used the $E_{p2}$ intercept to adjust our average peak potentials. We were able to disregard $E_{p1}$ by assuming that its shift from a two wave (aprotic) to a one wave (water) response was minimal in comparison to the shift of $E_{p2}$.\textsuperscript{111} This value (0.533 V) is similar to the correction factor determined previously (0.472 V) using only ferrocene.\textsuperscript{98}

Assuming that the new correction factor more accurately reflects the whole range of factors that cause differences in potentials from DMSO and water, we used this new value to adjust the average peak potentials for $E_{pat}$, $E_{pc1}$, and $E_{p}$ obtained from the data in Fig. 7 and S6.\textsuperscript{†} The resulting estimates, for aqueous conditions vs. SHE, are $-0.128$, $-0.613$, and $-0.0930$ V, for $E_{pat}$, $E_{pc1}$, and $E_{p}$, respectively. The values for $E_{pat}$ are in excellent agreement with values for select humic acids that were calculated from MER/MEO data.\textsuperscript{83} It is important to note that these numbers should be considered a rough estimate, due to the difficulty in comparing potentials using two different reference electrodes, higher concentrations of electrolyte can alter potentials by several hundred millivolts,\textsuperscript{106} and a change of electrolyte type can alter the potential significantly.\textsuperscript{111}

4. Conclusions

Characterization of the properties of NOM is greatly complicated by its complex, indeterminant, and presumably variable composition. This necessitates the use of multiple, complementary characterization methods, ranging from mass spectrometry to fluorescence spectroscopy and electrochemistry. Conventional electrochemical methods generally produce poor results due to poor contact between the redox-active moieties in NOM and the working electrode surface, but that can be overcome using soluble electron transfer mediators or aprotic solvents. The latter has been shown to produce promising voltammograms for a variety of NOM samples, and that approach was refined and extended to a large range of NOMs in the study.

A major refinement to the method used in this study was the sequential use of cyclic and square-wave voltammetry (SCV and SWV), which provided complimentary information that greatly improved confidence in the interpretation of peaks and other features in terms of NOM redox processes. Most samples gave voltammograms that were dominated by one anodic and one cathodic peak, superimposed on a background of apparently faradic current over a wide range of potentials. The peak potentials and breadths were found to be similar across all types of NOM, which contradicts the expectation that the redox properties would vary significantly with NOM source, type, etc.

The lack of differentiation in electrochemical properties of NOM may be partly due to the extraction methods commonly used to obtain NOM samples, which may result in selection for some components of NOM structure over others. This hypothesis is supported by comparison with recent results using other structural characterization methods like FTICR-MS and PAR-FAC. However, the similarity in NOM redox properties may also be because the redox-active moieties in NOM are coupled through intramolecular conduction to a sufficient degree that the sample potential reflects a continuum of electrode response, which would result in voltammograms with more broad and average features. This conclusion is similar to the interpretation given to the redox properties of NOM determined in other studies using coulometry.

The continuum model of NOM redox properties has broad implications for the role of NOM in biogeochemistry and contaminant fate. In both contexts, NOM may act as an electron donor or acceptor with a wide range of other redox active species, thereby mediating reactions among species with a range of redox potentials. Coupling between the redox active moieties within NOM determines the aggregate potentials measured by voltammetry, as well as the electron donor/acceptor capacities measured by coulometry. Measurement of these properties is facilitated by dissolution in DMSO, which allows unfolding of the tertiary structure of NOM and, thereby, access of redox-active groups to the electrode.
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