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Abstract: In this Paper, we have derived the numerical integration formula for unequal data spacing. For doing so we use Newton’s Divided difference formula to evaluate general quadrature formula and then generate Trapezoidal and Simpson’s rules for the unequal data spacing with error terms. Finally we use numerical examples to compare the numerical results with analytical results and the well-known Monte- Carlo integration results and find excellent agreement.
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1. Introduction

Numerical integration is the process of computing the value of a definite integral from a set of numerical values of the integrand. It is necessary that the integrand has no singularities in the domain under consideration. The basic problem in numerical integration [3-5] is to compute an approximate value of a definite integral \( I = \int_a^b f(x) \, dx \) to a given accuracy. If \( f(x) \) is a smooth function integrand over a small number of dimensions and the domain of integration is bounded, there are many methods for approximating the integral to the desired precision numerically. Most of the methods are using equally spaced data to obtain numerical integration. Method like Monte – Carlo [8] integration used random numbers over the interval to approximate the integral where the spaces between two points are not equal. Here we also use some random points over the interval to evaluate the integral numerically. We use Newton’s Divided difference formula to derive the formula for unequal data spacing with the error term and use numerical examples to compare our solution with the exact solution and the well-known Monte – Carlo integration result.

2. General Quadrature Formula for Equal Space

The general problem of numerical integration may be stated as follows: Given a set of data points \((x_0, y_0), (x_1, y_1), \ldots, (x_n, y_n)\) of a function \( y = f(x) \), where \( f(x) \) is not known explicitly, it is required to compute the value of definite integral [10]

\[ I = \int_a^b f(x) \, dx \]

As in the case of numerical differentiation, one replaces \( f(x) \) by an interpolating polynomial \( \varphi(x) \) and obtains an approximate value of the definite integral. Now different integration formulae can be obtained depending on the interpolation formula used. In this section we use Newton’s forward difference formula.

Let the interval \([a, b]\) be divided into \( n \) equal subintervals such that \( a = x_0 < x_1 < x_2 < \ldots < x_n = b \). Clearly, \( x_n = x_0 + nh, h = \frac{b-a}{n} \).

Hence the integral becomes

\[ I = \int_a^b y \, dx = \int_{x_0}^{x_0+nh} y \, dx \]

If \( p = \frac{x-x_0}{h} \) then \( x = x_0 + ph \).

Approximate \( y \) by Newton’s forward difference formula, we obtained
\[
I = \int_0^n \left[ y_0 + p \Delta y_0 + \frac{p(p-1)}{2} \Delta^2 y_0 \\
+ \frac{p(p-1)(p-2)}{3!} \Delta^3 y_0 + \ldots \right] h dp
\]

This is the general quadrature formula for equal space. From this general formula we can obtain different integration formulae by putting \( n = 1, 2, 3, \ldots \).

3. General Quadrature Formula for Unequal Spacing

Consider the definite integral \( \int_{x_0}^{x_n} y \, dx \), where the interval \([x_0, x_n]\) be divided into unequal subintervals \([4, 9]\).

From Newton’s Divided difference formula [4] we know that,

\[
y = y_0 + (x - x_0)[x_0, x_1] + (x - x_0)(x - x_1)[x_0, x_1, x_2] + \ldots \ldots \ldots (1)
\]

Using (1) into the integral we get,

\[
\int_{x_0}^{x_n} y \, dx = \int_{x_0}^{x_n} (y_0 + (x - x_0)[x_0, x_1] + (x - x_0)(x - x_1)[x_0, x_1, x_2] + \ldots \ldots \ldots ) \, dx
\]

\[
= y_0(x_n - x_0) + [x_0, x_1] \left( \frac{(x_n - x_0)^2}{2} \right) + \frac{1}{2} [x_0, x_1, x_2] \left\{ [(x - x_0)(x - x_1)] \Delta x_0 - \int (x - x_1)^2 \, dx \right\} + \ldots \ldots \ldots (2)
\]

This is the equation of general quadrature formula for unequal spacing.

From the general formula, we can obtain different integration formulae by putting \( n = 1, 2, 3, \) etc.

3.1. Trapezoidal Rule

Putting \( n = 1 \) in (2) we get the formula of Trapezoidal rule [2, 3] for the interval \([x_0, x_1]\)

\[
\int_{x_0}^{x_1} y \, dx = y_0(x_1 - x_0) + \frac{(x_1 - x_0)^2}{2} [x_0, x_1]
\]

\[
= y_0(x_1 - x_0) + \frac{(x_1 - x_0)^2}{2} \left( \frac{y_1-y_0}{x_1-x_0} \right) [x_0, x_1] = \frac{y_1 - y_0}{x_1 - x_0}
\]

\[
= \frac{(x_1 - x_0)}{2} (y_0 + y_1)
\]

Similarly for the interval \([x_1, x_2], \ldots \ldots \ldots \ldots , [x_{n-1}, x_n]\) we obtain

\[
\int_{x_1}^{x_2} y \, dx = \frac{(x_2 - x_1)}{2} (y_1 + y_2), \ldots \ldots \ldots \ldots , \int_{x_{n-1}}^{x_n} y \, dx = \frac{(x_n - x_{n-1})}{2} (y_{n-1} + y_n)
\]

Adding all terms we get

\[
\int_{x_0}^{x_n} y \, dx = \frac{1}{2} [(x_1 - x_0)y_0 + (x_2 - x_0)y_1 + (x_3 - x_1)y_2 + \ldots \ldots + (x_n - x_{n-2})y_{n-1} + (x_n - x_{n-1})y_n] \ldots \ldots (3)
\]

This is the general formula of Trapezoidal rule for unequal spacing.
3.2. Error of the Trapezoidal Rule

Let \( y = f(x) \) be continuous, well behaved and possess continuous derivatives in \([x_0, x_n]\). Expanding \( y = f(x) \) in Taylor’s series \([1]\) around \( x = x_0 \) we obtain

\[
y(x) = y_0 + \frac{(x-x_0)}{1!} y'_0 + \frac{(x-x_0)^2}{2!} y''_0 + \ldots \ldots \quad (4)
\]

Now, using (4) we get

\[
\int_{x_0}^{x_1} y(x) \, dx = \int_{x_0}^{x_1} \left[ y_0 + \frac{(x-x_0)}{1!} y'_0 + \frac{(x-x_0)^2}{2!} y''_0 + \ldots \ldots \right] dx
\]

\[
= \left[ y_0 x + \frac{(x-x_0)^2}{2} y'_0 + \frac{(x-x_0)^3}{6} y''_0 + \ldots \ldots \right]_{x_0}^{x_1}
\]

\[
= y_0(x_1 - x_0) + \frac{(x_1-x_0)^2}{2} y'_0 + \frac{(x_1-x_0)^3}{6} y''_0 + \ldots \ldots \quad (5)
\]

But we have,

\[
\int_{x_0}^{x_1} y(x) \, dx = \frac{(x_1-x_0)}{2} (y_0 + y_1)
\]

Put \( x = x_1 \) in (4)

\[
y(x_1) \approx y_1 = y_0 + \frac{(x_1-x_0)}{1!} y'_0 + \frac{(x_1-x_0)^2}{2!} y''_0 + \ldots \ldots
\]

So, using the value of \( y_1 \) in (6) we obtain,

\[
\int_{x_0}^{x_1} y(x) \, dx = \frac{(x_1-x_0)}{2} (y_0 + y_1) = \left[ y_0 + y_1 + \frac{(x_1-x_0)}{1!} y'_0 + \frac{(x_1-x_0)^2}{2!} y''_0 + \ldots \ldots \right]
\]

\[
= y_0(x_1 - x_0) + \frac{(x_1-x_0)^2}{2} y'_0 + \frac{(x_1-x_0)^3}{4} y''_0 + \ldots \ldots \quad (7)
\]

Now, for the error term subtracting (7) from (5) we get

\[
\int_{x_0}^{x_1} y(x) \, dx - \frac{(x_1-x_0)}{2} (y_0 + y_1) = \frac{(x_1-x_0)}{6} y''_0 - \frac{(x_1-x_0)^3}{4} y''_0 + \ldots \ldots = - \frac{1}{12} (x_1 - x_0)^3 y''_0 + \ldots \ldots
\]

This is the error for the interval\([x_0, x_1]\).

In the same way we get error for remaining intervals and the total error,

\[
E = - \frac{1}{12} \sum_{i=1}^{n} (x_i - x_{i-1})^3 y''_{i-1} = O(h_i^3) \quad [h_i = \max(x_i - x_{i-1})]
\]

This is the error of Trapezoidal rule for unequal spacing.

3.3. Simpson’s 1/3-Rule

Putting \( n = 2 \) in (2) we get the formula of Simpson’s 1/3 rule \([2, 3]\) for the interval \([x_0, x_2]\)

\[
\int_{x_0}^{x_2} y(x) \, dx = y_0(x_2 - x_0) + \frac{(x_2-x_0)^2}{2} [y_0 + y_2] + \frac{1}{2} [y_0 x_1 + y_2] (x_2 - x_0)(x_2 - x_1)^2 - \frac{1}{3} (x_2 - x_1)^3 + \frac{1}{3} (x_0 - x_1)^3
\]

\[
= y_0(x_2 - x_0) + \frac{(x_2-x_0)^2}{2} (y_0 + y_2) + \frac{(x_2-x_0)^3}{6} y''_0 + \ldots \ldots
\]

\[
= \frac{1}{3} [y_0 + 4y_1 + y_2] (x_2 - x_0) + \frac{1}{3} (x_2 - x_0)^3 y''_0 + \ldots \ldots
\]

\[
= \frac{1}{3} [y_0 + 4y_1 + y_2] (x_2 - x_0) + \frac{1}{3} (x_2 - x_0)^3 y''_0 + \ldots \ldots
\]

(8)
Similarly, for the interval \([x_{n-2}, x_n]\) we have

\[
\int_{x_{n-2}}^{x_n} y \, dx = y_{n-2}(x_n - x_{n-2}) + \frac{(x_n - x_{n-2})^2}{2}[x_{n-2}, x_n] + \frac{1}{2}[x_{n-2}, x_{n-1}, x_n]
\]

\[
\{(x_n - x_{n-2})(x_n - x_{n-1})^2 - \frac{1}{3}(x_n - x_{n-1})^3 + \frac{1}{3}(x_n - x_{n-2})^3 \}
\]

Adding all terms we get

\[
\int_{x_0}^{x_n} y \, dx = \sum_{i=2}^{n} \left( y_{i-2}(x_i - x_{i-2}) + \frac{(x_i - x_{i-2})^2}{2}[x_{i-2}, x_{i-1}] + \frac{1}{2}[x_{i-2}, x_{i-1}, x_i] \right) \{(x_i - x_{i-2})(x_i - x_{i-1})^2 - \frac{1}{3}(x_i - x_{i-1})^3 \} + \frac{1}{3}(x_i - x_{i-1})^3 \}
\]

This is the general formula of Simpson’s 1/3 rule for unequal spacing.

### 3.4. Error of the Simpson’s 1/3 Rule

Let \(y = f(x)\) be continuous, well behaved and possess continuous derivatives in\( [x_0, x_n]\). Expanding \(y = f(x)\) in Taylor’s series around \(x = x_0\) we obtain

\[
y(x) = y_0 + \frac{(x-x_0)}{1!}y_0' + \frac{(x-x_0)^2}{2!}y_0'' + \frac{(x-x_0)^3}{3!}y_0''' + \ldots \quad (9)
\]

So,

\[
\int_{x_0}^{x_2} y \, dx = \int_{x_0}^{x_2} \left[ y_0 + \frac{(x-x_0)}{1!}y_0' + \frac{(x-x_0)^2}{2!}y_0'' + \ldots \right] \, dx \quad \text{(Using (9))}
\]

i.e.

\[
\int_{x_0}^{x_2} y \, dx = y_0(x_2 - x_0) + \frac{(x_2-x_0)^2}{2}y_0' + \frac{(x_2-x_0)^3}{6}y_0'' + \frac{(x_2-x_0)^4}{24}y_0''' + \ldots \quad (10)
\]

But, we know from (8)

\[
\int_{x_0}^{x_2} y \, dx = y_0(x_2 - x_0) + \frac{(x_2-x_0)^2}{2}[y_0, x_1] + \frac{1}{2}[x_0, x_1, x_2][(x_2 - x_0)(x_2 - x_1)^2 - \frac{1}{3}(x_2 - x_1)^3 + \frac{1}{3}(x_0 - x_1)^3] \quad (11)
\]

We know that

\[
[x_0, x_1] = y_1 - y_0 \quad x_1 - x_0, [x_0, x_1, x_2] = \frac{[x_1, x_2] - [x_0, x_1]}{x_2 - x_0}
\]

Put \(x = x_1\) in (9)

\[
y(x_1) \approx y_1 = y_0 + \frac{(x_1 - x_0)}{1!}y_0' + \frac{(x_1 - x_0)^2}{2!}y_0'' + \frac{(x_1 - x_0)^3}{2!}y_0''' + \ldots \quad (x_1 - x_0)
\]

Put \(x = x_2\) in (9)

\[
y(x_2) \approx y_2 = y_0 + \frac{(x_2 - x_0)}{1!}y_0' + \frac{(x_2 - x_0)^2}{2!}y_0'' + \frac{(x_2 - x_0)^3}{2!}y_0''' + \ldots \quad (x_2 - x_0)
\]

Using these values in (11) we get,

\[
\int_{x_0}^{x_2} y \, dx = \frac{1}{36}(x_0 - x_2) \{18y_0' + (-6y_0'' + y_0'''(x_0 + x_1 - 2x_2)(x_0 - x_2) - 36y_0)\} \quad (12)
\]

Now, for the error term subtracting (12) from (10) we get,

\[
\text{Error} = \frac{1}{72}(x_0 - x_2)^3(x_0 - 2x_1 + x_2)y_0'''
\]

This is the error for the interval \([x_0, x_2]\).
In the same way for remaining interval we have the total error,

\[
E = -\frac{1}{72} \Bigg[ (x_2 - x_0)^3 (x_0 - 2x_1 + x_2) y''_0 + (x_4 - x_0)(x_2 - 2x_3 + x_4) y''_1 + ... \\
+ (x_n - x_{n-2})^3 (x_{n-2} - 2x_{n-1} + x_n) y''_{n-2} \Bigg]
\]

\[
= -\frac{1}{72} \sum_{i=2}^{n} (x_i - x_{i-2})^3 (x_{i-2} - 2x_{i-1} + x_i) y''_{i-2} = O(h^4)
\]

This is the error of Simpson’s 1/3 rule for unequal spacing.

3.5. Simpson’s 3/8-Rule

Putting \( n = 3 \) in (2) we get the formula of Simpson’s 3/8 rule [2, 3] for the interval \([x_0, x_3]\)

\[
\int_{x_0}^{x_3} y dx = y_0(x_3 - x_0) + \frac{(x_3 - x_0)^2}{2} [y_0, x_1] + \frac{1}{3!} \left[ x_0, x_1, x_2 \right] \left( (x_3 - x_0)(x_3 - x_1)^2 - \frac{1}{3} (x_3 - x_1)^3 + \frac{1}{3} (x_0 - x_1)^3 \right)
\]

\[
\left[ x_0, x_1, x_2, x_3 \right] ((x_3 - x_0)(x_3 - x_1)(x_3 - x_2)^2 - \frac{1}{3} (x_3 - x_1)(x_3 - x_2)^3 + \frac{1}{3} (x_0 - x_1)(x_0 - x_2)^3 + \frac{1}{12} (x_3 - x_2)^4 - \frac{1}{12} (x_0 - x_2)^4)
\]

(13)

Similarly, for the interval \([x_{n-3}, x_n]\) we have

\[
\int_{x_{n-3}}^{x_n} y dx = y_{n-3}(x_n - x_{n-3}) + \frac{(x_n - x_{n-3})^2}{2} [x_{n-3}, x_{n-2}, x_n]
\]

\[
+ \frac{1}{3!} \left[ x_{n-3}, x_{n-2}, x_{n-1}, x_n \right] \left( (x_n - x_{n-3})(x_n - x_{n-2})^2 - \frac{1}{3} (x_n - x_{n-2})^3 + \frac{1}{3} (x_{n-3} - x_{n-2})^3 \right)
\]

\[
+ \frac{1}{3} (x_n - x_{n-2})(x_n - x_{n-3})^3 + \frac{1}{12} (x_n - x_{n-3})^4 - \frac{1}{12} (x_{n-3} - x_{n-2})^4 \right)
\]

Adding all terms we get

\[
\int_{x_0}^{x_n} y dx = \sum_{i=3}^{n} (y_{i-3}(x_i - x_{i-3}) + \frac{(x_i - x_{i-3})^2}{2} [x_{i-3}, x_{i-2}]
\]

\[
+ \frac{1}{3!} \left[ x_{i-3}, x_{i-2}, x_{i-1}, x_i \right] \left( (x_i - x_{i-3})(x_i - x_{i-2})^2 - \frac{1}{3} (x_i - x_{i-2})^3 + \frac{1}{3} (x_{i-3} - x_{i-2})^3 \right)
\]

\[
+ \frac{1}{3} (x_i - x_{i-2})(x_i - x_{i-3})^3 + \frac{1}{12} (x_i - x_{i-3})^4 - \frac{1}{12} (x_{i-3} - x_{i-2})^4 \right)
\]

This is the general formula of Simpson’s 3/8 rule for unequal spacing.

3.6. Error of the Simpson’s 3/8 Rule

Let \( y = f(x) \) be continuous, well behaved and possess continuous derivatives in \([x_0, x_n]\). Expanding \( y = f(x) \) in Taylor’s series around \( x = x_0 \) we obtain

\[
y(x) = y_0 + \frac{(x-x_0)}{1!} y'_0 + \frac{(x-x_0)^2}{2!} y''_0 + \frac{(x-x_0)^3}{3!} y'''_0 + \frac{(x-x_0)^4}{4!} y^{(4)}_0 + .......
\]

(14)

So,

\[
\int_{x_0}^{x_3} y dx = \int_{x_0}^{x_3} \left[ y_0 + \frac{(x-x_0)}{1!} y'_0 + \frac{(x-x_0)^2}{2!} y''_0 + \frac{(x-x_0)^3}{3!} y'''_0 + \frac{(x-x_0)^4}{4!} y^{(4)}_0 + ....... \right] dx
\]
Finally subtracting (16) from (15) we get the error term
\[
\int_{x_0}^{x_3} ydx = y_0(x_3 - x_0) + \frac{(x_3 - x_0)^2}{2} y_0' + \frac{(x_3 - x_0)^3}{6} y_0'' + \frac{(x_3 - x_0)^4}{24} y_0''' + \frac{(x_3 - x_0)^5}{120} y_0'''' + \ldots \ldots \ldots \text{(Using (11))}
\]
But, we know from (13)
\[
\frac{\frac{1}{2}x_1}{(x_3 - x_0)(x_3 - x_1)(x_3 - x_2) - \frac{1}{3}(x_3 - x_2)^3 + \frac{1}{3}(x_3 - x_1)^3}
\]
We know that
\[
[x_0, x_1] = y_1 - y_0 \frac{x_1 - x_0}{x_1 - x_0}, \frac{x_1, x_1, x_2} = \frac{x_1, x_2 + x_0}{x_2 - x_0}, \frac{x_0, x_1, x_2, x_3} = \frac{x_0, x_1, x_2, x_3}{x_3 - x_0}
\]
Put \( x = x_1 \) in (14)
\[
y(x_1) = y_1 = y_0 + \frac{(x_1 - x_0)}{1!} y_0' + \frac{(x_1 - x_0)^2}{2!} y_0'' + \ldots \ldots \ldots
\]
Put \( x = x_2 \) in (14)
\[
y(x_2) = y_2 = y_0 + \frac{(x_2 - x_0)}{1!} y_0' + \frac{(x_2 - x_0)^2}{2!} y_0'' + \ldots \ldots \ldots
\]
Put \( x = x_3 \) in (14)
\[
y(x_3) = y_3 = y_0 + \frac{(x_3 - x_0)}{1!} y_0' + \frac{(x_3 - x_0)^2}{2!} y_0'' + \ldots \ldots \ldots
\]
Using these values we get,
\[
\int_{x_0}^{x_3} ydx = -\frac{1}{576}(x_3 - x_0)x_0x_2 + 29y_0'x_0^2 - 96y_0''x_0^3 + 28y_0'''x_0^4 + 3y_0''''x_0^5 - 16y_0'''x_0^2x_2 + 15y_0''x_0^2x_2 - 8y_0'''x_0x_2 - 24y_0''''x_2^2 - 22y_0'''x_0x_2^2 - 6y_0''''x_3^2 + 2y_0'''x_0x_3 - 9y_0''''x_3^2 + 9y_0'''x_0x_3 - 32y_0'''x_2x_3 + 22y_0'''x_0x_2x_3 - 4y_0'''x_0x_2x_3 - 2y_0''''x_3^2 + 36y_0''''x_3^2 - 21y_0'''x_0x_2x_3 + y_0'''x_3^2 - 7y_0''''x_3^2 + 9y_0'''x_3^3) + 576y_0)
\]
Finally subtracting (16) from (15) we get the error term
\[
\text{Error} = \frac{1}{2880}(x_3 - x_0)^3[-20y_0''''(x_3^3 - 4x_0x_2 + 6x_2^2 + 2x_0x_3 - 8x_2x_3 + 3x_3^2)
\]
\[
+y_0'''(21x_3^3 - 30x_0^3 - 3x_0^2(x_1 + 25x_2 + 9x_3) + 10x_2x_3 + 35x_2x_3^2 - 21x_3^1 - 5x_3x_2 - 6x_2x_3 - 3x_3^3) + x_0(40x_1x_2 + 110x_2^2 - 10x_1x_3 - 100x_2x_3) + 33x_3^2)]
\]
This is the error for the interval\([x_0, x_3]\).
In the same way for remaining intervals we have the total error is of \(O(h^4)\) in Simpson’s 3/8 rule.

4. Numerical Results and Discussion

4.1. Example 1

Consider the integration \(\int_0^1 x^2 e^{-x^2} dx\)

We consider 100 random points over the intervals

\| \| \| Table 1. Results and errors of the problem \(\int_0^1 x^2 e^{-x^2} dx\). \|

| Values of x | Values of y | Values of x | Values of y | Result |
|-------------|-------------|-------------|-------------|--------|
| 0           | 0.003288    | 1.100312    | 0.286770    | exact result = 0.3332215 |
| 0.057348    | 0.003414    | 1.153443    | 0.284429    | MC result = 0.321940 |
| 0.058440    | 0.003730    | 1.157050    | 0.273219    |        |
| 0.061081    | 0.005694    | 1.174089    | 0.262706    | Error = 3.61%        |
4.2. Example 2

Consider the integration $\int_3^5 \frac{(2x-1)}{x(x-1)(x-2)} \, dx$

We consider 100 random points over the intervals

Table 2. Results and errors of the problem $\int_3^5 \frac{(2x-1)}{x(x-1)(x-2)} \, dx$.

| Values of x | Values of y | Values of x | Values of y | Result                      |
|-------------|-------------|-------------|-------------|-----------------------------|
| 3           | 0.833333    | 3.97262038  | 0.2981448   | exact result = 0.6993584   |
| 3.00666912  | 0.825427    | 3.97436700  | 0.2977249   | MC result = 0.7794000      |
| 3.03720528  | 0.790700    | 4.02266877  | 0.2864654   | Error = 11.44%             |
| 3.07440306  | 0.751424    | 4.04444260  | 0.2816025   | Trap result = 0.6970541    |
| 3.07802738  | 0.747763    | .................. | .................. | Error = 0.33%             |
| .................. | .................. | ............... | .................. | simp13 result = 0.6972282  |
| .................. | .................. | .................. | .................. | simp38 result = 0.7100770  |
| 3.33141259  | 0.5476197   | 4.94764765  | 0.154502    | Error = 0.30%             |
| 3.33325416  | 0.54674726  | 4.96784356  | 0.15274    | Error = 1.53%             |
| 3.38405694  | 0.51656622  | 4.98607434  | 0.151131    | Error = 0.30%             |
| 3.39603472  | 0.50988508  | 5           | 0.150000    | Error = 0.30%             |
| 3.40014922  | 0.50762125  | 5           | 0.150000    | Error = 1.53%             |
4.3. Example 3

Consider the Heat equation

\[ \frac{\partial^2 u}{\partial x^2} = \frac{\partial u}{\partial t}, \quad 0 < x < 30, \quad t > 0. \]

boundary conditions are \([6, 7]\)

\[ u(0, t) = u(30, t) = 0, \quad u(x, 0) = \frac{30 - x}{20}. \]

The Solution of the above equation is

\[ u(x, t) = \sum_{n=1}^{\infty} c_n \sin \frac{n\pi x}{30} \cos \frac{2n\pi t}{30}. \]

Here, \( c_n = \frac{2}{30} \int_0^{30} \frac{30-x}{20} \sin \frac{n\pi x}{30} \, dx. \) We want to calculate \( c_n \) using our above methods.

We consider 200 random points over the interval \([0, 30]\) and get the following results

| \( n \) | Exact \( (c_n) \) | Trapezoidal | Trapezoidal Error (%) | Simpson's 1/3 | Simpson's 1/3 Error (%) | Simpson's 3/8 | Simpson's 3/8 Error (%) |
|---|---|---|---|---|---|---|---|
| 1 | 0.95493 | 0.954 | 0.9 | 0.830 | 13.0 | 0.773 | 19.05 |
| 2 | 0.477465 | 0.477 | 0.09 | 0.332 | 30.46 | 0.380 | 20.41 |
| 3 | 0.31831 | 0.3121 | 1.95 | 0.201 | 36.74 | 0.185 | 41.88 |
| 4 | 0.238732 | 0.2323 | 2.62 | 0.151 | 36.74 | 0.145 | 40.10 |
| 5 | 0.190986 | 0.1914 | 0.21 | 0.183 | 4.18 | 0.161 | 15.70 |

Again, we consider 500 random points over the interval \([0, 30]\) and get the following results

| \( n \) | Exact \( (c_n) \) | Trapezoidal | Trapezoidal Error (%) | Simpson's 1/3 | Simpson's 1/3 Error (%) | Simpson's 3/8 | Simpson's 3/8 Error (%) |
|---|---|---|---|---|---|---|---|
| 1 | 0.95493 | 0.9549 | 0.003 | 0.9486 | 0.66 | 0.91894 | 3.60 |
| 2 | 0.477465 | 0.477 | 0.01 | 0.4728 | 0.97 | 0.4569 | 4.30 |
| 3 | 0.31831 | 0.3182 | 0.03 | 0.3133 | 1.57 | 0.3228 | 1.41 |
| 4 | 0.238732 | 0.2386 | 0.05 | 0.2363 | 1.22 | 0.2308 | 3.33 |
| 5 | 0.190986 | 0.1908 | 0.09 | 0.1869 | 2.17 | 0.1906 | 2.21 |

In our first two examples we see that choosing 100 points we find better approximation using our methods comparing to the well-known Monte-Carlo results using the same \( x \)-values. If we change our points randomly similar things happened. If we choose more points accuracy of the result is much higher which we see in our 3rd example. We also
observe that Simpson’s 1/3 rule gives better approximation than the other methods we have discussed.

5. Conclusion

The main objectives of this paper are to develop and understand solving numerical integration for the unequal data space by different methods with their errors. Firstly we derive the methods with their errors and then we use these methods to solve the numerical examples using computer program (MATLAB software) and we get sufficient accuracy comparing to the exact solution and Monte Carlo integration of the problems.
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