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Abstract. Great interest revolves around the development of new strategies to efficiently store and manipulate quantum information in a robust and decoherence-free fashion. Several proposals have been put forward to encode information into qubits that are simultaneously insensitive to relaxation and to dephasing processes. Among all, given their versatility and high-degree of control, superconducting qubits have been largely investigated in this direction. Here, we present a survey on the basic concepts and ideas behind the implementation of novel superconducting circuits with intrinsic protection against decoherence at a hardware level. In particular, the main focus is on multi-mode superconducting circuits, the paradigmatic example being the so-called \(0 - \pi\) circuit. We report on their working principle and possible physical implementations based on conventional Josephson elements, presenting recent experimental realizations, discussing both fabrication methods and characterizations.

1. Introduction

In recent years tremendous progress has been made in the realization and manipulation of superconducting circuits for quantum technology applications \cite{1,2,3}. Due to the steady increase in coherence times, precise control, and potential scalability \cite{2,3,4,5}, these superconducting systems are among the best candidate for the realization of quantum computers \cite{1,6,7,8,9,10,11,12,13,14,15,16,17,18}. Superconducting qubits are built from macroscopic-sized superconducting circuits that behave as quantum anharmonic oscillators. Indeed, their three elementary building blocks are linear capacitors, inductors, and Josephson junctions (JJs) \cite{2,11}, the last being responsible for anharmonicity in the spectrum. Importantly, the circuit parameters, which in turn determine the spectral properties of the superconducting qubits, are easily tunable and offer a rich variety of useful operating regimes. Several circuit designs have been envisioned and realized over the last two decades \cite{2,3,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29}, each one with its own strengths and limitations.

One of the main challenges associated with the realization of quantum computers is to cope with the detrimental effects of decoherence. Indeed, due to the unavoidable coupling with the surrounding environment, qubits are subject to several sources of noise \cite{3,19,20,21,22,23,24,25,26,27,28,29}, which introduce errors in quantum information processing. In the current NISQ (Noisy Intermediate Scale quantum) era \cite{26,27,28}, performances of quantum processors are strongly limited by decoherence. In particular,
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only shallow codes, i.e. with a small number of time steps, can be safely run to avoid quantum information being completely overwhelmed by noise [26]. To overcome this issue, error correcting schemes, able to actively detect faulty qubit behaviors and restore the right quantum state, have been proposed [29, 30, 31, 32, 33, 34, 35, 36, 37, 38]. The actual implementation of these schemes, which would mark the beginning of the new era of fault-tolerant quantum computers, is however quite challenging. To be effective, it indeed requires large hardware overhead [31, 39, 40] and, crucially, systems that already feature very low noise levels. Therefore, in the last years, huge theoretical and experimental efforts have been put into the search for noise protection at a hardware level. For instance, the great interest in emergent topological states of matter exactly stems from their potential in building fault-tolerant protected qubits [41, 42, 43, 44, 45].

Several routes for noise mitigation of superconducting qubits are currently under inspection, both at a software and hardware level. Regarding the former, in addition to the development of active error correction schemes, recent years have witnessed the development of quantum error mitigation (QEM) strategies, which consist for instance in a collection of techniques that can reduce the impact of errors at the cost of performing extra measurements and data post-processing [38, 46, 47, 48, 49, 50, 51, 52], already successfully implemented in different experiments [53, 54, 55]. At a hardware level, two complementary approaches are currently pursued. One is the direct minimization of the noise amplitude, usually achieved by improved fabrication techniques and optimization of material engineering [3, 56, 57]. The second aims at improving the qubit design, by relying on novel geometries, in order to reduce the sensitivity both to charge and flux noise [58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71]. This review mainly focuses on this last approach. Specifically, we will discuss novel circuit architectures featuring peculiar computational Hilbert spaces which makes them potentially insensitive to noise. We will focus on the so-called multi-mode circuits, which consist of new device designs with a larger number of degrees of freedom with respect to conventional qubits such as transmon [16] or fluxonium ones [17] (which are usually described as single-mode circuits). There, logical wavefunctions are encoded in different subspaces with non-local nature, which allow for simultaneous exponential suppression of both charge and flux noise.

Multi-mode based qubit architectures can be described within the standard framework widely used for conventional superconducting qubits. This is the so-called circuit quantum electrodynamics (QED), an active field that evolved from cavity QED [72, 73, 74] and that explores the interaction between light and (artificial) matter. Here, we do not aim at giving an exhaustive discussion of the vast theoretical and experimental panorama in this field. Excellent reviews covering different aspects of circuit QED and conventional superconducting qubits can be found in the existing literature, for example, see Refs. [4, 5, 13, 75, 76, 77, 78]. It is worth underlining that standard superconducting circuits, such as transmon and fluxonium, are well described by single-mode circuit in this framework. As mentioned above, in this work we will introduce and discuss novel qubit designs that require a multi-mode description, and we will present several experimental realizations that have demonstrated their potential and protection against noise sources. It is important to mention that such architectures beyond the single-mode qubits are still less mature with respect to state-of-the-art qubits, such as transmon [16, 29] or fluxonium [17, 39], and come with
non-trivial experimental challenges. Nevertheless, impressive experimental progress has been made in the last few years, demonstrating the huge potential of these new technologies. Further experimental breakthroughs in terms of fabrication and optimization could eventually unleash the full potential of multi-mode qubits, which can therefore become key elements for the development of new quantum processors.

The rest of this review is organized as follows. In Section 2.1 we introduce the basic concepts and general framework, discuss the main mechanisms that lead to dissipation and decoherence, and present the state-of-the-art single-mode superconducting circuits. In Section 3 an extension to multi-mode circuits is given, with a particular focus on the paradigmatic example of a $0 - \pi$ circuit [64]. Section 4 is devoted to the discussion of recent experimental realizations of superconducting multi-mode circuits and the characterization of their performance. Finally, Section 5 is devoted to conclusions and perspectives.

2. Basics of superconducting qubits

In this Section we review some basic aspects, introducing useful quantities and how to describe a superconducting quantum circuit as a qubit. After discussing the concept of qubit decoherence, we comment on the performance of the most investigated state-of-the-art single-mode qubits, i.e. transmon and fluxonium qubits. This preparatory Section paves the way for the investigation of multi-mode qubits design, both at the theoretical and experimental level, that are the subject of the next Sections.

2.1. Superconducting quantum circuits

Despite being macroscopic objects consisting of an extremely large number of atoms, superconducting quantum circuits feature the low-energy physics which resembles the one of simple few-body particles. This remarkable fact stems from few important points. The use of superconducting electrodes at very low temperature, typically a few tens of mK, allows for dissipationless transport and forces all the electrons to condense into Cooper pairs. This, together with the fact that charge density fluctuations are characterized by high energy scales (characteristic plasma frequencies are in the optical range [3, 81]), freezes almost all the degrees of freedom of the in principle many-body system, leaving with a handful of variables required to describe the low-energy dynamics of the system. Moreover, the description of superconducting circuits can be further simplified by the fact that their physical size does not exceed tens of $\mu$m, and it is much smaller than the wavelength corresponding to their typical frequency range, which is of the order of few GHz [2, 5, 78]. It is therefore possible to model a superconducting quantum circuit as a network of lumped two-terminal elements [5, 77] of capacitive or inductive nature. An optical micrograph image of a representative example of a superconducting circuit is reported in Figure 1(a), while lumped-element schematics of some relevant qubit designs are reported in the remaining panels.

2.1.1. Circuital elements

Each basic circuital element $b$ (also known as a branch) can be characterized by the dissipationless current $i_b$ flowing through it and the voltage drop across it $v_b$. In view of an effective Hamiltonian description of the system, it is convenient to introduce the so-called branch fluxes $\Phi_b(t)$, defined as the time integral
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of the relative branch voltages

\[
\Phi_b(t) = \int_{-\infty}^{t} v_b(\tau) d\tau. \tag{1}
\]

This provides the key ingredients to analyze linear circuit elements. The energy stored in a linear capacitor with capacity \(C_b\) depends quadratically on the voltage drop and it reads

\[
T_b = \frac{1}{2} C_b v_b^2 = \frac{1}{2} C_b \dot{\Phi}_b^2. \tag{2}
\]

Similarly, the energy stored in a linear inductor is quadratic in the branch flux:

\[
U_{l_b} = \Phi_b^2 L_b, \tag{3}
\]

where \(L_b\) is the inductance which relates the branch current to the branch flux as \(i_b = \Phi_b / L_b\).

The realization of qubits, however, requires the presence of non-linear elements to provide necessary anharmonicity in the energy spectrum. It is indeed crucial that the transition frequency between the two chosen energy levels that store quantum information largely differs from all the other excitation energies. This guarantees the possibility to properly address the computational space, safely neglecting other higher energy levels. In superconducting circuits, non-linear elements are naturally provided by JJs \[11, 81\], which can be modeled as a pure Josephson element in parallel with a linear capacitor. A Josephson element describes the tunneling of Cooper pairs between two superconducting electrodes with superconducting phase difference \(\chi\). It is characterized by the two Josephson equations

\[
i_b(t) = E_J \frac{2\pi}{\Phi_0} \sin(\chi) \tag{4}
\]
\[
\frac{\partial \chi}{\partial t} = \frac{2\pi}{\Phi_0} v_b(t), \tag{5}
\]

where \(\Phi_0 = \hbar/(2e)\) is the superconducting flux quantum and \(E_J\) is known as the Josephson energy. The second Josephson equation immediately relates the superconducting phase difference with the branch flux, \(\chi = 2\pi \Phi_b / \Phi_0 \mod 2\pi\), while the first one represents the non-linear constitutive relation between supercurrent and the branch flux. The total energy stored in a Josephson element can be therefore evaluated as

\[
U_{bJ} = \int_{-\infty}^{t} i_b(\tau) \dot{\Phi}_b(\tau) d\tau = E_J \left[1 - \cos(2\pi \Phi_b / \Phi_0)\right]. \tag{6}
\]

Notice that the inductive nature of Josephson elements has a kinetic origin rather than a geometric one, as it directly stems from the kinetic energy of the Cooper pairs that tunnel between the superconducting electrodes. As we will see in Section 4.2 the kinetic inductance of JJs is also one of the key ingredients for the realization of “superinductors”, i.e. novel inductive circuital elements with very high impedance able to exceed the resistance quantum at the relevant (microwave) frequency, and low dissipation \[82\].

In general, the branch fluxes \(\Phi_b\) just introduced are not completely independent from each other because of the constraints imposed by the circuit topology. The latter
Figures 1: (a) Optical micrograph of a superconducting transmon qubit, showing the superconducting Al layer (light) and the exposed sapphire substrate (dark). The large cross-shaped element, typical of the Xmon design, is the capacitor that shunts the (tunable) JJ, localized at the end of the bottom arm. Adapted from Ref. [83]. (b) Electrical circuit of a capacitively shunted JJ. An external control line to change the offset charge of the floating islands is depicted in gray. The spanning three connecting the single active node with the reference one is highlighted in red. (c) Electrical circuit of an inductively shunted JJ, with the spanning tree highlighted in red. (d) Example of the electrical circuit of a multi-mode device, the so-called $0 - \pi$ qubit. Each crossed square represents a JJ, consisting of a Josephson element and a self-capacitance. Differently from the circuits in (b) and (c), it features three different active nodes, named $\phi_A$, $\phi_B$, and $\phi_C$, connected to the reference one via the spanning tree (in red).

is expressed by the use of Kirchhoff laws. A convenient way to properly define a set of independent degrees of freedom is based on the analysis of circuit nodes. We now highlight its key ideas while more detailed discussion can be found for example in Ref. [2] [77] [78]. First of all, one has to define a spanning tree, i.e. select a set of branches connecting all nodes without forming any loop. The choice of the spanning tree is not unique (it is akin to the choice of a specific electromagnetic gauge) but it is generally convenient to choose a tree consisting only of capacitive elements. The existence of these particular types of trees is guaranteed in realistic circuits by the unavoidable presence of stray capacitances [77] [51]. Some examples of spanning trees are shown with thicker red lines in Figure 1(b,c,d). The branches not included in the spanning tree are known as closure branches and each one of them defines a unique loop, obtained while adding the closure branch to the spanning tree. Once a reference node is (arbitrarily) picked, it is possible to define for all the remaining ones a node voltage $v_n(t)$, which is measured with respect to the reference node, along the spanning tree. The time integrals of these node voltages are known as node fluxes

$$\Phi_n(t) = \int_{-\infty}^{t} v_n(\tau) d\tau$$

(7)
and they represent the degrees of freedom of the superconducting circuit\(^\ddagger\). Their knowledge allows indeed to reconstruct the branch fluxes associated with every element of the circuit. In particular, if a branch belongs to the spanning tree and connects nodes \(i\) and \(j\), the branch flux is simply given by the difference \(\Phi_b = \Phi_i - \Phi_j\). As for branch closures, in computing their flux one should also take into account the external flux \(\Phi_{\text{ext}}\) that might pierce the associated loop, leading to \(\Phi_b = \Phi_i - \Phi_j + \Phi_{\text{ext}}\).

In Figure 1(b-c), two representative circuits are characterized by a single node flux and they thus feature a single degree of freedom. By contrast, the more complex circuit depicted in Figure 1(d) has three degrees of freedom and it represents a prototypical example of multi-mode qubits that we will discuss in the next Section.

With these definitions in hand, we can now sketch the procedure that leads to a quantum description of the circuit. More in-depth analysis can be found in excellent reviews such as Ref. [2, 5, 77]. Looking at the form of the energies in Eq. (2), (3) and (6), one can readily draw a mechanical analogy, where the flux nodes play the role of position coordinates, the electrostatic energy plays the role of kinetic energy (with the capacity \(C\) playing the role of a mass) and the magnetic energy plays the role of the potential energy. It is therefore straightforward to describe the whole system in terms of the Lagrangian, summing over all the inductive and capacitive branches,

\[
\mathcal{L} = \sum T_b - \sum U_b, \tag{8}
\]

where the sum extends over all branches. This allows introducing the conjugate momenta of the node fluxes

\[
Q_n = \frac{\partial \mathcal{L}}{\partial \dot{\Phi}_n} = \sum_m C_m (\dot{\Phi}_n - \dot{\Phi}_m). \tag{9}
\]

These quantities are called node charges, as they correspond to the algebraic sum of all the charges on the capacitors that connect the node \(n\) with the neighbor nodes \(m\). One can then write the Hamiltonian of the system \(H(\Phi_n, Q_n)\) via the usual Legendre transform

\[
H(\Phi_n, Q_n) = \sum_n Q_n \dot{\Phi}_n - \mathcal{L}(\Phi_n, \dot{\Phi}_n) \tag{10}
\]

and quantize it by promoting the conjugated variables \((\Phi_n, Q_n)\) to non-commuting quantum operators satisfying

\[
[\Phi_n, Q_m] = i\hbar \delta_{nm}. \tag{11}
\]

2.1.2. Single-mode superconducting qubits

The simplest realizations of superconducting qubits are based on circuits with one single degree of freedom (i.e. one single active node) and are thus called “single-mode” qubits. The two basic architectures used for the realization of single-mode superconducting qubits are the so-called capacitively-shunted Josephson junction (CSJJ), depicted in Figure 1(b), and the so-called inductively-shunted Josephson junction (ISJJ), depicted in Figure 1(c). Given their importance, as stand-alone circuits but also as building blocks for multi-mode

\(^\ddagger\) A more detailed analysis should distinguish between active and passive nodes, the latter being the ones where only capacitors meet. Since the charge of the passive nodes is conserved, they have no dynamics and do not count as dynamical degrees of freedom. Moreover, note that the present approach is well defined and holds only as long as all the capacitors are linear: the study of advanced circuits with both capacitive and inductive non-linear elements is the subject of ongoing research [77].
architectures, we now highlight their main features.

Let us analyze, at first, the CSJJ architecture. As shown in Figure 1(b), a JJ with Josephson energy $E_J$ and self-capacitance $C_J$ is additionally shunted by a capacitor $C$. Its straightforward quantization leads to the Hamiltonian of an anharmonic oscillator, akin to a pendulum in a gravitational field

$$H_{CS} = -E_J \cos(\phi) + 4E_C(n - n_g)^2.$$  \hspace{1cm} (12)$$

Here, we have introduced the dimensionless flux $\phi = 2\pi \Phi / \Phi_0$ and charge $n = Q/(2e) = -i \partial_\phi$, which obeys the canonical commutation relation $[\phi, n] = i$. The anharmonicity is provided by the cosinusoidal potential energy of the Josephson element. The operator $n$ counts the number of Cooper pairs that tunnel into the floating superconductive island, whose charging energy is proportional to the inverse of the total capacitance $E_C = e^2/(2(C_J + C))$. In Equation (12), we have also added a real parameter $n_g$, which takes into account the effect of an external potential on the charging energy of the superconductive island. Such a potential can be associated, for example, with the presence of an external gate voltage, sketched in gray in Figure 1(b), that allows for qubit manipulation [5].

As for the ISJJ architecture, shown in Figure 1(c), its Hamiltonian contains an additional term associated with the presence of the (linear) inductance $L$. It reads

$$H_{IS} = -E_J \cos(\phi) + 4E_C n^2 + \frac{1}{2} E_L (\phi - \phi_{ext})^2,$$

with $E_C = e^2/(2C_J)$ and $E_L = L^{-1} \Phi_0^2/(4\pi^2)$. The dimensionless parameter $\phi_{ext}$ takes into account the external flux piercing the loop defined by the two inductive elements of the circuit.

Despite the similar structure of the two Hamiltonians, the two circuits result in different, and dual, responses to (static) external knobs. In particular, the CSJJ is insensitive to external flux $\phi_{ext}$ while its spectrum generally strongly depends on the offset charge $n_g$. The opposite holds for the ISJJ. An instructive way to understand these complementary behaviors is to consider the unitary transformation $U = e^{i\phi_{ext}} n e^{-i\phi n_g}$, which shifts the charge and the flux operators by

$$UnU^\dagger = n + n_g$$

$$U\phi U^\dagger = \phi + \phi_{ext}.$$  \hspace{1cm} (14)\hspace{1cm} (15)$$

Let us consider, at first, the presence of an external flux. While, in the CSJJ, its effect can be gauged away by $U$, this is not possible in the inductively shunted configuration, where $\phi_{ext}$ physically describes a relative and gauge-independent shift between the branch fluxes of the two inductive elements. As for the offset charge, its possible presence in the Hamiltonian $H_{IS}$ can be readily gauged away by acting with $U$. The case of the CSJJ, however, requires special care because of its structure. Indeed, the presence of a floating and isolated superconducting island implies that its charge, expressed in terms of the number of Cooper pairs $n$, is an integer-valued operator. In complete analogy with mechanical systems where the discretization of momentum is associated with a position operator defined on a ring, the integer nature of $n$ is directly associated with the flux $\phi$ being a compact operator living on a circle. The wavefunctions of the systems are thus $2\pi$-periodic in the flux. As a consequence, even
if the transformation $U$ can actually eliminate $n_g$ from the Hamiltonian $H_{CS}$, it affects non-trivially the periodicity of the wavefunctions, i.e. $[U\Psi](\phi+2\pi) = e^{-i2\pi n_g}[U\Psi](\phi)$. As a result, the effect of $n_g$ in a CSJJ cannot be gauged away and, in general, it does affect the spectrum of the circuit.

Regardless of their differences, both types of superconducting circuits can be seen as one-dimensional anharmonic quantum oscillators, featuring discrete low-energy spectra whose properties depend on the circuit parameters ($E_C, E_J, E_L$) as well as on the external knobs, $n_g$ or $\phi_{\text{ext}}$. In order to define a qubit, one should assume excitations to higher states to be highly suppressed and exclusively focus on the two lowest energy levels, i.e. the ground state $|0\rangle$ and the first excited one $|1\rangle$. Therefore the Hamiltonian can be reduced into a two-dimensional subspace, whose corresponding two-level system description reads

$$H_q = \frac{1}{2} \omega_q \sigma^z,$$

where the parameter-dependent $\omega_q$ is the qubit frequency and $\sigma^z$ is the third Pauli matrix. A convenient representation of the state of a single qubit is provided by a unit sphere known as “Bloch sphere” [6, 7]. In particular, every pure qubit state $|\psi\rangle = \alpha|0\rangle + \beta|1\rangle$ correspond to a unit vector connecting the center of the sphere with a point on its surface. Adopting standard convention, the north (south) pole correspond to the state $|0\rangle$ ($|1\rangle$). The z-axis, representing the quantization axis of the qubit, is usually called the “longitudinal axis”. By contrast, the $x-$ and $y-$ axes are dubbed as “transverse”. In the rotating frame, i.e. applying the unitary operator $U_{rf} = e^{iH_q t}$ to the wavefunction, the Bloch vector is stationary and points at a specific point on the surface. If the qubit is a perfectly isolated system, the Bloch vector remains fixed and the information stored in the qubit does not get corrupted. However, possible interaction terms with the environment can dramatically affect the state of the qubit in several ways, as we discuss shortly.

### 2.2. Qubit decoherence

The various parameters and external knobs that control the qubit dynamics can feel stochastic fluctuations due to interactions with uncontrollable modes of the circuit environment. These fluctuations therefore affect the dynamics of the qubit, leading to loss of coherence and subsequent corruption of quantum information [19, 20]. The study of different noise sources in superconducting quantum circuits, such as the presence of non-equilibrium quasiparticles [85, 86] or impurities acting as additional two-level systems [23, 57], goes back to the early stage of qubit proposals and it is still a very active field of research [1, 19, 20, 24]. The microscopic understanding of the mechanisms responsible for decoherence is indeed extremely valuable in order to remove or, at least, to mitigate their effects at the hardware level [15, 88]. At the same time, a proper characterization of the noise [89, 90, 91], is a prerequisite for the implementation of promising error-mitigation schemes acting at the software level [88, 49]. A microscopic and comprehensive analysis of several noise sources is beyond the scope of the present Review. Here, we briefly sketch one of the most common framework used to quantify the coherence properties of a qubit and how these can be addressed in experiments. In particular, we describe the main qualitative effects that

---

§ More precisely, since integer values of $n_g$ can always be gauged away without modifying the periodicity of the wavefunctions, it is the non-integer component of $n_g$ that affects the spectrum.
a generic noise source can have on qubit dynamics, in terms of longitudinal relaxation and pure dephasing.

2.2.1. Longitudinal relaxation The longitudinal relaxation describes the depolarization of the qubit along its quantization axis. It is determined by transverse noise, which allows for energy transfer between the qubit and the environment. A prototypical interaction Hamiltonian responsible for longitudinal relaxation can be written as

$$H_{\text{rel}} = \nu \sigma^x \otimes \lambda,$$

where $\nu$ denotes the coupling strength and $\lambda$ represents a generic operator acting on the environment degrees of freedom and it is responsible for quantum fluctuations. This is an off-diagonal term in the qubit eigenbasis that induces transitions between the two eigenvalues of the qubit Hamiltonian $H_q$, $|0\rangle$ and $|1\rangle$. It is worth to remind that superconducting qubits typically operate at dilution refrigerators temperatures $T \sim 20 \text{mK} \sim 0.4 \text{GHz}$, whilst their characteristic frequency is in the range $5 - 10 \text{GHz}$. Therefore, in this regime, induced transition from $|0\rangle$ to $|1\rangle$ are very unlikely to happen, and the interaction term in Eq. (17) is mostly responsible for decay $|1\rangle$ to the ground state $|0\rangle$, hence the name “relaxation” (see Figure 2(a) for a pictorial view).

Being a resonant process, the longitudinal relaxation can only be induced by noise around the qubit frequency. Generally, for superconducting qubits, this kind of environmental interactions results in short correlation times and leads to an exponential decay $|1\rangle$, whose behavior can be captured by a so-called Bloch-Redfield picture \[19, 93\]. The time scale associated with this exponential decay is known as $T_1$. This can be estimated by evaluating the associated relaxation rate using for instance Fermi golden rule as

$$1/T_1 = \Gamma_1 = \frac{1}{\hbar^2} \left| \langle 0 | \frac{\partial H_{\text{rel}}}{\partial \lambda} | 1 \rangle \right|^2 S_\lambda(\omega_q),$$

(18)

where $S_\lambda(\omega_q)$ is the power spectral density at the qubit frequency of the noise associated with fluctuations of the environment degree of freedom $\lambda$. A typical measurement scheme to address $T_1$ consists in preparing the qubit in the excited state $|1\rangle$ at $t = 0$ and then letting it spontaneously decay. Projective measurements are then performed to determine the decay of qubit polarization as a function of time. An example of $T_1$ measurement, taken from Ref. \[94\], is provided in Figure 2(c).

2.2.2. Pure dephasing A complementary interaction term describing the coupling with the environment is

$$H_{\text{deph}} = \nu \sigma^z \otimes \lambda,$$

(19)

where now the environmental degrees of freedom $\lambda$ are coupled to the longitudinal axis of the qubit along $\sigma^z$. While such a term does not induce transitions between energy levels of the qubit ($[H_{\text{deph}}, H_q] = 0$), it stochastically modulates the qubit frequency. The latter must be then considered as a function of one (or more) fluctuating variable(s) $\omega_q \rightarrow \omega_q(\lambda)$, where $\lambda$ can be a specific quantum operator of the environment \[as in Equation (12)\] or, more generally, a collection of external noisy

\[ There are some specific exceptions to this statement, one example being the effects of quasiparticle poisoning, which typically leads to deviations from a simple exponential decay \[85, 92\].
Figure 2: Representations of longitudinal relaxation (a) and pure dephasing (b) on the Bloch sphere. Adapted from Ref. [3]. Examples of measurements of longitudinal relaxation time $T_1 \sim 55\,\mu s$ (c) and coherence time $T_2^* \sim 56\,\mu s$ (d) of a transmon qubit. Adapted from Ref. [94]. The two insets sketch the measurement protocols (adapted from Ref. [95]).

Regardless of their specific origin, fluctuations of the qubit frequency determine a stochastic precession of the Bloch vector in the rotating frame, as depicted in Figure 2(b), and thus a gradual loss of phase coherence. The time scale associated with such a process is known as $T_{\phi}$ and it strongly depends on the qubit longitudinal sensitivity $\partial_{\lambda} \omega_q$. Within the Bloch-Redfield framework, meaningful for noise power spectral densities $S_{\lambda}(\omega)$ that are regular near $\omega \sim 0$ and up to $T_{\phi}^{-1}$, the pure dephasing time simply reads

$$\frac{1}{T_{\phi}} = \pi \left| \frac{\partial \omega_q}{\partial \lambda} \right|^2 S_{\lambda}(\omega = 0).$$

While the presence of singularities in the noise spectrum leads to more cumbersome
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expressions for \( T_\phi \), see e.g. Refs. [16, 96, 97], it is generally true that a reduction of longitudinal sensitivity \( \partial_\lambda \omega_q \) (as well as of higher derivatives) leads to longer pure dephasing times.

In sharp contrast with longitudinal relaxation, pure dephasing is not a resonant process and it is instead determined by broadband noise. Moreover, since it does not involve energy transfer with the environment, pure dephasing is in principle reversible, i.e. it can be undone by applying proper unitary transformations. It is thus possible to devise dynamical decoupling protocols that dramatically increase \( T_\phi \) by effectively filtering the noise (typically suppressing its low-frequency components) [88, 95, 98, 99]. Notable examples are the Hahn echo scheme [100] and the CPMG pulse sequence [101, 102]. Although direct access to \( T_\phi \) is very hard to achieve, its value can be extracted by measuring the total decoherence time, as discussed below.

2.2.3. Decoherence

The loss of coherence of a superposition state, for instance, \( |\psi_i\rangle = (|0\rangle + e^{i\phi} |1\rangle)/\sqrt{2} \), is caused by the combined effect of pure dephasing (which leads to stochastic precession of \( \phi \)) and longitudinal relaxation (since, after a transition to \( |0\rangle \), all the information about the original superposition will be lost). Its characteristic time, known as \( T_2 \), can be determined using Ramsey interferometry [103]. Starting from the ground state \( |0\rangle \), a \( X_{\pi/2} \) pulse, i.e. a rotation of \( \pi/2 \) along the \( x \)-axes, brings the qubit to \( |\psi_i\rangle = (|0\rangle + i|1\rangle)/\sqrt{2} \). A second \( X_{\pi/2} \) pulse is then performed after a time \( \tau \). While in the limit \( \tau \to 0 \) the qubit reaches the excited state \( |1\rangle \), for larger \( \tau \), when decoherence kicks in, the ensemble-averaged polarization along the \( z \)-axis decays towards zero. An example of \( T_2^* \) measurement, taken from Ref. [94], is provided in Figure 2(d). Assuming an exponential shape for the decay functions, one obtains the following relation

\[
\frac{1}{T_2} = \frac{1}{2T_1} + \frac{1}{T_\phi},
\]

(21)

which in the end allow to determine \( T_\phi \) from the experimental measurements of \( T_1 \) and \( T_2 \). It should be noted, however, that the broadband dephasing noise might not be well described within a Bloch-Redfield picture (for instance due to \( 1/f \)-like components that exhibits singularities and long correlation times) and it can feature non-exponential behaviors, leading to deviations from the simple expression quoted above [95].

As mentioned before, the pure dephasing contribution to decoherence can be reduced by implementing dynamical decoupling protocols in between the two \( X_{\pi/2} \) pulses that are used for the measurements of \( T_2 \). Typically, an asterisk is used (\( T_2^* \)) to indicate the Ramsey coherence time, i.e. when no extra echo pulses have been used. By contrast, the (longer) coherence times obtained with the implementation of dynamically decoupling schemes is typically denoted by an additional “e” of “echo” (\( T_2e \)). Finally, if \( T_\phi \) is large enough, a \( T_1 \)-limited regime is reached and the coherence time of the qubit is simply given by \( T_2 = 2T_1 \).

\footnotetext{+} Typically, a controlled and deterministic precession around the \( z \)-axis is induced, in order to produce an oscillating Ramsey fringe, which is easier to analyze.

\footnotetext{\( + \)} Note that even when the loss of coherence is not exponential, for sake of comparison among different decays, values of \( T_2 \) are typically determined by identifying the time associated with a decay factor of \( 1/e \) [10, 93, 96].
2.3. State-of-the-art single-mode superconducting qubits

We now briefly present two of the most widely investigated single-mode superconducting qubits, the transmon and the fluxonium qubit. They are based on the two single-mode circuits described in Section 2.1, operating in specific regimes of the Hamiltonian parameters \(E_C, E_J\) and \(E_L\). Precise tuning of these parameters significantly reduces the qubit sensitivity either to longitudinal or transverse noise. This point, which is a crucial ingredient for the great performance of state-of-the-art devices, is also extremely relevant for the development of the novel and more complex architectures, as we will discuss in the following. There, strong robustness against the noise stems indeed from the interplay between qubit design and peculiar parameter regimes.

2.3.1. Transmon qubit

A transmon qubit relies on a CSJJ described by the circuit sketched in Figure 1(b). It is modeled by the Hamiltonian

\[
H_{CS} = -E_J \cos(\phi) + 4E_C(n - n_g)^2,
\]

already introduced in Eq. (12). Its peculiarity stems from its operational regime, which is characterized by \(E_J \ll E_C\) [3, 5, 16, 104, 79]. This regime of energy scales can be achieved by using a large shunt capacitance in order to lower \(E_C\), typically reaching ratios of the order of \(E_J/E_C \sim 50 - 60\). First realizations of transmon qubits were based on interdigitated capacitors [16, 105] while, more recently, different geometries are typically favored, like cross-shaped capacitors in the so-called Xmon design [83], in order to achieve better interconnectivity and scalability.

In addition to the insensitivity to low-frequency flux noise, featured by all CSJJ, the regime \(E_J \gg E_C\) guarantees exponential protection against pure dephasing induced by fluctuations of the offset charge \(n_g\). Indeed, for large ratios \(E_J/E_C\), the charge dispersion flattens for all values of \(n_g\), leading to an exponential suppression of the derivative

\[
\frac{\partial \omega_{01}}{\partial n_g} \propto e^{-\sqrt{8E_J/E_C}}
\]

and therefore, according to Eq. (20), of the charge noise-induced dephasing. A detailed demonstration of Eq. (23) can be found, for example, in Refs. [5, 16]. However, it is important to understand the physical origin of the charge dispersion flattening. When \(E_J\) dominates over \(E_C\), the Hamiltonian \(H_{CS}\) is characterized by a very deep potential well, centered at \(\phi = 0\). The wavefunctions of the lowest energy states are therefore well localized around \(\phi \sim 0\), meaning that they are extremely widespread when expressed in terms of the conjugated variable \(n\), extending over several integer values of the charge. Variations of the offset charge are therefore averaged out and the spectrum becomes almost independent of \(n_g\).

The (exponential) protection against charge noise-induced pure dephasing dramatically improves the coherence of the transmon qubit. This, combined with high technological maturity and good scalability, explains why most of the largest and most powerful quantum processors available to date are indeed based on such a qubit design [27, 106]. Transmon qubits, however, also possess drawbacks, some of them directly related to the very presence of a deep potential well in the Hamiltonian, which might limit further developments. Indeed, at the bottom of the cosine, the potential
is almost quadratic, which leads to a small relative anharmonicity (typically around 5% of the qubit frequency). This makes it more complicated to prevent leakages from the computational space to higher energy states. Luckily, the loss of anharmonicity is only linear in the ratio $\sqrt{E_J/E_C}$ and the exponential gain in terms of coherence still makes up for it [16, 79]. Another important issue is related to the relaxation time $T_1$, which does not benefit from any kind of protection. As a matter of fact, the strong wavefunction localization around the minimum of the potential well necessarily implies a large wavefunction overlap for the states $|0\rangle$ and $|1\rangle$, actually favoring energy relaxation processes. Finally, we underline that charge noise is not the only source of dephasing, which can originate also from other mechanisms lacking exponential protection, such as fluctuations of $E_J$ induced by spurious localized two-level systems embedded in the JJs (the so-called critical current noise) [97, 16, 89, 87, 107] and flux noise in the (commonly used) tunable split-transmon configuration [3, 16, 104].

2.3.2. Fluxonium qubit The optimization of qubit designs and operating parameter regimes, aiming at reducing noise sensitivity, cannot ignore a fundamental relation between charge and flux noise, stemming from Heisenberg's uncertainty principle. Large flux fluctuations $\delta \phi$ are indeed necessarily associated with (conjugated) low charge fluctuations $\delta n$ and vice versa. The physical quantity that determines whether a system features large charge or flux fluctuations (“large” in terms of their fundamental units) is the circuit impedance $Z$, usually expressed in units of the superconducting quantum of resistance $R_Q = h/(2e)^2 = 6.5 \text{k}\Omega$ [82]. Considering the paradigmatic example of a simple harmonic LC oscillator, one can indeed show that

$$\frac{\delta \phi/(2\pi)}{\delta n} = \frac{Z}{R_Q}, \quad (24)$$

where $Z = \sqrt{L/C}$ is the impedance of the LC circuit. Notably, the electromagnetic environments of the qubits are typically characterized by low impedance values. Indeed, in presence of geometric inductances and capacitances, whose properties ultimately originate from magnetic and electric fields stored within the system, impedances are limited by the vacuum impedance $Z_{vac} = \sqrt{\mu_0/\epsilon_0} \sim 377 \Omega \ll R_Q$ ($\epsilon_0$ and $\mu_0$ being the vacuum permeability and permittivity, respectively). Notice that substrate materials with large dielectric constants (above 10 for SiO$_2$) further reduce typical impedance values, which therefore lay well in the low regime [82]. This leads to charge noise typically dominating over flux noise [82].

This observation justifies the interest in ISJJ circuits, shown in Figure 1(b), whose spectrum is intrinsically insensitive to charge noise. Moreover, in complete analogy with the transmon qubit, one could even devise a parameter regime that guarantees exponentially suppressed sensitivity also with respect to flux noise [108]. In such a regime, corresponding to $E_C \sim E_J$ and $E_J/E_L \gtrsim 100$ [68], the wavefunctions of the computational states are indeed spread over several local minima of the cosine potential, making low-frequency fluctuations of the external flux $\phi_{ext}$ harmless. This scenario, which has been recently experimentally realized [68], is however less than ideal, as it requires extremely large kinetic inductance, obtained with superinductors (that are experimentally challenging and with scalability issues), and shares transmon

* Fluctuations of charge (flux) contributes to the total energy of the LC circuit as $4e^2(\delta n)^2/(2C)$ ($\Phi_0^2(\delta \phi)^2/(8\pi^2 L)$). By exploiting the virial theorem, which ensures that both these energies are equal, it is straightforward to obtain Eq. (24) [82].
limitations (small anharmonicity and absence of protection against energy relaxation processes).

In this respect, the fluxonium qubit \cite{17}, represents a good compromise as it operates in the more moderate regime $E_J/E_L \sim 3 - 20$ and $E_J/E_C \gtrsim 1$ \cite{17} \cite{80} \cite{105} \cite{110}. In this case, the spectrum does depend on the external flux but, at the sweet spot $\phi_{\text{ext}} = \pi$, the first derivative $\partial_{\phi_{\text{ext}}/\omega_q}$ vanishes. This still guarantees first-order protection against flux noise, which is typically already enough given the small amplitude of flux fluctuations. At the same time, the fluxonium retains a large anharmonicity and a rich structure of the excited states (which allows for convenient exploitation of non-computational transitions to design on-demand multi-qubit interactions \cite{111, 112, 113}). The wavefunction overlap between states $|0\rangle$ and $|1\rangle$ is also reduced with respect to the transmon scenario \cite{80}, potentially leading to longer relaxation times $T_1$. One of the main limitations of the fluxonium qubit is that its implementation necessarily requires superinductors, since geometric inductances cannot provide large enough impedances. As we will review in Section 4.2, the fabrication of superinductors is not straightforward, representing an open and active field of research, and their complex structure can even introduce some degree of sensitivity to charge noise (via phase slip events). Because of all these aspects, fluxonium qubits have the potential to soon become an alternative and competing platform with respect to transmons \cite{125}.

2.3.3. Performance of state-of-the-art qubits  

The first decade of the new millennium has witnessed an improvement in the performance of superconducting qubits by order of magnitudes, starting from coherence times in the realm of nanoseconds featured by the first realizations of charge-box qubits \cite{114} \cite{115}, all the way to tens of microseconds, for example in 2D transmon qubits \cite{116} \cite{117} \cite{94}. After a period characterized by a somehow slower peace in the improvement of coherence times \cite{104} \cite{118}, recent breakthroughs involving new materials and qubit designs eventually allowed for notable leaps over the last few years. For instance, tantalum-based transmons have recently reached relaxation times of the order of $T_1 \gtrsim 0.3 \text{ ms}$ \cite{119} and $T_1 \sim 0.5 \text{ ms}$ \cite{120}. As for fluxonium qubits, the recent realization of high-coherence devices allowed to reach $T_{2e} > 100\mu\text{s}$ in 2019 \cite{110}, $T_{2e} \sim 300\mu\text{s}$ in 2021 \cite{121} and, finally, to enter the realm of milliseconds Ramsey coherence times $T_2^* = 1.48 \text{ ms}$ \cite{80}.

We conclude this Section by mentioning that the coherence time of a qubit, despite being a very important metric, is far from being enough to fully characterize the performance of a given quantum processor. While a detailed discussion of error benchmarking is well beyond the scope of this Review (the interested readers may consult a number of publications in the literature such as Refs. \cite{36} \cite{133} \cite{123} \cite{124}), it is useful to briefly comment on the broader problem of assessing the overall quality of a quantum device. The most obvious reason why the knowledge of $T_1$ and $T_2$ is not enough is that they must be compared with the typical execution times of single- and two-qubit gates. The latter depend on several factors such as the qubit anharmonicity, which sets an upper limit to the gate execution speed. In this respect, the exploration of parameter regimes that maximizes the qubit anharmonicity (see, e.g., Ref. \cite{122}) might be as important as the increase of coherence times. A typical example of local metrics that naturally take into account the actual implementation of quantum gates is represented by the single- and two-qubit gate fidelities, which measure deviations between the ideal and observed output of quantum gates \cite{37}. 
Superconducting qubits have recently reached very high single-qubit gate fidelities, with transmons reaching 0.9998 [124] and fluxonium qubits recently exceeding the 0.9999 threshold [80]. As for two-qubit gates, the best transmon and fluxonium-based setups reach fidelities above 0.99 [125, 126, 127, 128]. Importantly, even local metrics like gate fidelities are not enough to properly characterize complex multi-qubit devices, which can feature, for example, significant spatial and temporal variations in the properties of individual qubits. Even though a number of multi-qubit metrics have been proposed and measured [129, 130, 131, 132, 133, 134], ranging from entanglement-based metrics to quantum volume, how to best benchmark a quantum device is still an open and important question [26].

3. Multi-mode superconducting qubits

Let us summarize some important concepts introduced in the previous Section. We have seen that qubit decoherence results from the combination of energy relaxation and pure dephasing mechanisms. To reduce the former, one has to suppress the transition amplitude $|\langle 0 | H_{\text{rel}} | 1 \rangle|^2$ between the computational states [see Eq. (17)]. Since the Hamiltonian $H_{\text{rel}}$ that couples the qubit to the environment is typically local in charge or flux space, minimizing the corresponding spatial overlap between the qubit wavefunctions generally guarantees a strong suppression of relaxation-induced decoherence. By contrast, pure dephasing depends on the sensitivity $|\partial_{\lambda} \omega_q|$ of the qubit frequency $\omega_q$ with respect to some fluctuating parameters $\lambda$. If the latter is an external flux (an offset charge), a convenient strategy to suppress dephasing is to strongly delocalize the qubit wavefunctions in flux (charge) space and, correspondingly, localize them in the dual charge (flux) space. In simple single-mode circuits, such as transmon and fluxonium qubits, it is not possible to simultaneously suppress these two decoherence mechanisms. There, a strong localization of wavefunctions, engineered to reduce pure dephasing, is indeed necessarily associated with a large wavefunction overlap, which is highly detrimental for the suppression of energy relaxation. This fundamental roadblock triggered the development of more complicated qubit architectures, featuring richer Hamiltonians that can support localized eigenstates with negligible overlap. Such a desirable scenario, a key ingredient for the realization of fully protected qubits, can be engineered in systems with more than one degree of freedom and/or characterized by the presence of specific symmetries. This is at the basis of so-called multi-mode qubits. Over the last two decades, several setups of this kind have been theoretically proposed and experimentally investigated [58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70]. In order to explain the working principle of multi-mode qubits, and the physical reasons that lead to full noise protection, in this Section we describe in detail the paradigmatic proposal of the so-called $0 - \pi$ circuit, introduced for the first time by Brooks and collaborators in Ref. [64] and directly inspired by the ideas laid out in Ref. [63]. Its theoretical description is indeed ideal for pedagogical purposes, as it allows us to introduce at once several key concepts which applies also to generic multi-mode architectures.

3.1. The $0 - \pi$ circuit

The superconducting circuit that allows realizing the $0 - \pi$ qubit has been already depicted in Figure (d), where its richer multi-mode structure can be directly compared
Figure 3: (a) Electrical circuit of the symmetric $0-\pi$ circuit. The circuital parameters are indicated with $C$, $L$ and $J \equiv (E_J, C_J)$. The three active nodes have node fluxes $\phi_A$, $\phi_B$, $\phi_C$. The circuit features two superconducting islands, highlighted in blue and orange, as well as one inductive loop (dashed green line) pierced by the external flux $\phi_{\text{ext}}$. (b) Potential landscape $V(\theta, \phi)$ of Hamiltonian $H_{\theta, \phi}$, given in Equation (38), in the deep $0-\pi$ regime. (c) Logical wavefunctions of the $0-\pi$ qubit in the deep regime. The ground state $|0\rangle$ is sharply localized on the $\theta \sim 0$ ridge. By contrast, the first excited state (which is almost degenerate with the ground state) is sharply localized on the $\theta \sim \pi$ ridge. The spatial overlaps of the two wavefunctions is exponentially small. Panels (b) and (c) adapted from Ref. [135].

At first, let us derive the Hamiltonian of the circuit in the symmetric case, i.e.
when circuitual elements are pairwise identical. In this ideal scenario, the circuit is completely described by four parameters: The Josephson energy $E_J$ and self-capacitance $C_J$ of the JJs, the inductance $L$, and the capacity $C$. The linear elements of the circuit, i.e. everything but the two Josephson elements, are described by the quadratic Lagrangian

$$L^Q = \Sigma^T C \tilde{\Sigma} - \Sigma^T L \Sigma,$$

where $\Sigma = (\phi_A, \phi_B, \phi_C)^T$ is the vector of node fluxes. The capacitance and inductance matrices read

$$\tilde{C} = \frac{1}{2} \begin{pmatrix} C + C_J & 0 & -C_J \\ 0 & C + C_J & -C \\ -C_J & -C & C + C_J \end{pmatrix},$$

$$\tilde{L} = \frac{1}{2} \begin{pmatrix} L & -L & 0 \\ -L & L & 0 \\ 0 & 0 & L \end{pmatrix}.$$

The normal mode of the linear circuit, which can be obtained by diagonalizing $\tilde{C}^{-1} \tilde{L}$, read \[135\]

$$2\theta = +\phi_A + \phi_B - \phi_C$$

$$2\xi = +\phi_A - \phi_B + \phi_C$$

$$2\phi = -\phi_A + \phi_B + \phi_C$$

and allow to conveniently express the Lagrangian of the whole circuit as

$$L^{\text{sym}} = 2E_J \cos(\theta) \cos(\phi)$$

$$- \left( \frac{\Phi_0}{2\pi} \right)^2 \left[ \frac{1}{L} (\phi - \phi_{\text{ext}}/2)^2 + \frac{1}{L} (\xi - \phi_{\text{ext}}/2)^2 \right]$$

$$+ \left( \frac{\Phi_0}{2\pi} \right)^2 \left[ C \theta^2 + C_J \xi^2 + C_J \phi^2 \right].$$

The Legendre transform in Equation \[10\], followed by canonical quantization, lead then to the quantum Hamiltonian $H^{\text{sym}} = H_{\theta \phi} + H_{\xi}$ with \[135\]

$$H_{\theta \phi} = 2E_{CJ} n_{\phi}^2 + 2E_{C\phi} n_{\phi}^2 + E_L \phi^2 - 2E_J \cos(\theta) \cos(\phi + \phi_{\text{ext}}/2),$$

and the harmonic term

$$H_{\xi} = 2E_C \xi n_{\xi}^2 + E_L (\xi - \phi_{\text{ext}}/2)^2.$$  

Here we have introduced $E_L = L^{-1} \Phi_0^2/(4\pi^2)$ and the charging energies $E_{CJ}^2 = e^2/(2C_J)$, $E_{C}^2 = e^2/(2C)$. The charge operators $n_{\xi}, n_{\phi}$ are conjugated to the corresponding flux operators, i.e. $[\xi, n_{\xi}] = [\phi, n_{\phi}] = [\theta, n_{\theta}] = i$. For the sake of convenience, we have also performed a gauge transformation $e^{in_{\phi} \phi_{\text{ext}}/2}$ to move the external flux into the cosine term.

It is worth to notice that the $\xi$ mode does not bias the JJ. It is therefore purely harmonic and completely decoupled from the other two modes, $\theta$, and $\phi$. This fact, \[\dagger\] in order to see this point more clearly, it can be useful to change the gauge and assign a finite value to the node flux of the reference node, which we call $\phi_0$. The definition of the $\xi$ mode in Equation \[29\] must be then expressed in terms of the differences between the node fluxes and reads

$$2\xi = (\phi_A - \phi_0) - (\phi_B - \phi_0) + (\phi_C - \phi_0) = (\phi_A + \phi_C) - (\phi_B + \phi_0).$$

This formulation makes it more evident that $\xi$ is not influenced by the phase drops on the JJ.
which holds true only for ideal symmetric circuits, greatly simplifies the description of the $0 - \pi$ circuit. Indeed, it allows to focus only on the effective Hamiltonian $H_{\theta \phi}$. The latter is intrinsically two-dimensional since the Josephson term couples in a non-linear way the two modes $\phi$ and $\theta$. Apart from this important point, however, $H_{\theta \phi}$ can be seen as a combination of $H_{\text{CS}}$ and $H_{\text{IS}}$, i.e. the two single-mode Hamiltonians that describe the CSJJ and ISJJ architectures, respectively [see Equations (12) and (13)].

This observation, in complete agreement with the circuit topology [see Figure 3(a)], will allow us to readily derive some important coherence properties of the $0 - \pi$ qubit, the latter being defined by the two lowest energy levels of $H_{\theta \phi}$.

### 3.2. Noise protection in the deep $0 - \pi$ regime

The $0 - \pi$ qubit features the highest degree of noise protection when operated in the so-called deep regime [64, 135, 136, 137], which corresponds to the constraints

$$\begin{align*}
E_L/E_J & \gg 1 \\
E_C^\phi/E_J & \gg 1 \\
E_C^\theta/E_J & \sim 1
\end{align*}$$

This regime guarantees indeed simultaneous and exponential protection against pure dephasing, caused by charge and flux noise, and energy relaxation.

Protection against dephasing originates from the very same mechanisms exploited by transmon and fluxonium qubits and analyzed in the previous Section. In particular, akin to the single-mode of a transmon qubit, the $\theta$ mode is intrinsically insensitive to flux noise (since shifts of $\theta$ can be gauged away) and a large ratio $E_J/E_C^\phi$ exponentially suppresses the sensitivity to charge noise by reducing the charge dispersion [16]. As for the $\phi$ mode, in analogy with the single-mode fluxonium qubit, it is intrinsically insensitive to charge noise while its external flux sensitivity can be significantly reduced in the fluxonium regime, i.e. $E_J/E_C^\phi \gtrsim 1$ and $E_J/E_L \sim 3 - 20$, or even exponentially suppressed for even larger values of $E_J/E_L$ [108, 68]. Conversely, the protection against relaxation is a unique consequence of the peculiar structure of the 2D Hamiltonian $H_{\theta \phi}$ and has no counterpart in the simple single-mode architectures.

To develop some intuition, following Ref. [135], it is instructive to study the 2D potential landscape of the Hamiltonian $H_{\theta \phi}$, which reads

$$V(\theta, \phi, \phi_{\text{ext}}) = E_L \phi^2 - 2E_J \cos(\theta) \cos(\phi + \phi_{\text{ext}}/2)$$

and it is shown in Figure 10(b). It consists of two ridges, centered around $\theta = 0$ and $\theta = \pi$, each one featuring several minima in the $\phi$ direction and a very shallow overall parabolic envelope, associated with the small $E_L$ term. Each set of minima is staggered with respect to the other one. In the deep regime, the two wavefunctions associated with the computational eigenstates $|0\rangle$ and $|1\rangle$ are highly delocalized in the $\phi$ direction (fluxonium-like regime) and strongly localized in the $\theta$ space (transmon-like regime). Differently from the case of the transmon, however, the existence of two distinct ridges allows for the localization of each logical wavefunction around a different value of $\theta$. In particular, as shown in Figure 3(c), the state $|0\rangle$ is localized around $\theta \sim 0$ while $|1\rangle$ is localized around $\theta \sim \pi$. This fact, from which the $0 - \pi$ qubit takes its name, strongly suppresses the spatial overlap of the wavefunctions and thus the relaxation induced by local perturbations.
An additional and intriguing feature of the deep $0 - \pi$ regime is that the two computational states have almost the same energy, up to exponentially small deviations. This might come as a surprise since the staggered nature of the potential makes the wavefunction localized on the $\theta \sim 0$ ridge to experience minima at different positions (in the $\phi$ direction) than the other wavefunction localized around $\theta \sim \pi$ [see Figure 3(c)]. As a consequence, with the exception of the sweet spot $\phi_{\text{ext}} = \pi$, when the potential features the inversion symmetry $V(\theta, \phi, \phi_{\text{ext}} = \pi) = V(\theta + \pi, -\phi, \phi_{\text{ext}} = \pi)$, the two computational states are non-degenerate. In the deep regime, however, the delocalization of the wavefunctions along the $\phi$ direction makes their energy almost insensitive to the exact position of the minima, leading to an (almost) degenerate computational manifold. This offers additional protection against other dephasing mechanisms, such as fluctuation of $E_J$ due to critical current noise [136].

3.3. Current mirror and effective single-mode description

The properties of the $0 - \pi$ circuit can also be understood as the consequence of an intriguing physical phenomenon that characterizes the deep parameter regime: The dominance of co-tunneling of Cooper pairs (i.e. two correlated tunneling events, one on each JJ) over single tunneling events (involving only one Cooper pair and one JJ). The connection between such a general physical picture and the protection of the qubit extends well beyond the specific $0 - \pi$ circuit considered so far. As a matter of fact, it holds for several other protected setup and often provides a useful and quick way to develop an intuition about their properties. It is therefore important to highlight its key ingredients.

Following Ref. [137], we motivate the co-tunneling picture by considering the effects of a tunneling of a single Cooper pair from node A to node C, across the corresponding JJ [see the purple labels in Figure 4(a)]. On a short time scale, the large inductors don’t allow any change in current flow (as they have high impedance), leading to a negative charge build-up on the left side of the large capacitor connected to node C. This must be compensated by a positive charge on the other side of the capacitor, i.e. on node B. The only way to quickly provide such a charge is for a second Cooper pair to tunnel from B to the reference node, across the second JJ. As a result, the peculiar design of the $0 - \pi$ circuit strongly suppresses the isolated tunneling of a Cooper pair, as the latter tends to be immediately mirrored by a second tunneling event. This concept of current mirroring, crucial for the development of several protected qubits, has been introduced for the first time by A. Kitaev in Ref. [63]. Based on the previous discussion, one might be tempted to completely eliminate the two large inductors, which were indeed not considered in the setups analyzed in Ref. [63]. Their presence, however, is crucial for the $0 - \pi$ circuit, as it allows to define only two superconducting islands (as opposed to four) and guarantees slow charge equilibration within each one of them. As a result, the slow dynamics of the whole circuit can be simply described in terms of the tunneling of pairs of Cooper pairs between two superconducting islands. In complete analogy with the CSJJ architecture, such a scenario can be thus described by a single-mode effective Hamiltonian

$$H_{1D}^{\text{eff}} = 2E_C n_0^2 - E_2 \cos(2\theta),$$

(39)

consisting of a generic charging energy term and a non-linear inductive one, featuring $\pi$ periodicity in the flux variable $\theta$ instead of $2\pi$, since it describes the tunneling of
Figure 4: (a) Sketch of the current mirroring effect that justifies the predominance of Cooper pair co-tunneling. On a short time scale, the large inductors (in gray) strongly oppose on any change in the current flow (due to their large impedance). To rapidly equilibrate the charge imbalance resulting from the tunneling of a single Cooper pair on a JJ, a second correlated tunneling event must occur on the other JJ. (b) Effective single-mode circuit consisting of two superconducting islands that can only exchange pair of Cooper pairs. This is schematically depicted in Figure 4(b) and a qualitative sketch of its spectrum can be found in Figure 5(e). The parity $P$ of the number of Cooper pairs, given by $P = (-1)^{n_\theta} = e^{-\text{i}n_\theta \pi}$, is thus a conserved quantity. Correspondingly, the operator $P$, whose action on the flux operator is a $\pi$ shift, i.e. $P\theta P^\dagger = \theta - \pi$, is a symmetry of the $H_{1D}^{\text{eff}}$. Such a simple Hamiltonian can be used to effectively describe several protected setups, which we will refer to as $\pi$-periodic qubits.

Before inspecting more properties of $H_{1D}^{\text{eff}}$, it is instructive to complement the qualitative reasoning outlined before with a more rigorous derivation of $H_{1D}^{\text{eff}}$. This can be done directly from the 2D Hamiltonian $H_{\theta\phi}$ of the 0–$\pi$ circuit, by means of a Born-Oppenheimer approximation. To this end, we focus firstly on the fast and less massive degree of freedom $\phi$, whose mass term $(4E_\phi^C)^{-1}$ is indeed much lighter than $(4E_\theta^C)^{-1}$, the mass term of the slow and heavy mode $\theta$. The latter can be therefore treated as a fixed parameter $\bar{\theta}$ while solving the 1D Hamiltonian $H_{\phi}$:

$$H_{\phi} = 2E_\phi^C n_\phi^2 + E_L \phi^2 - 2E_J \cos(\bar{\theta}) \cos(\phi + \phi_{\text{ext}}/2).$$

(40)

The ground state energy $E(\bar{\theta},\phi_{\text{ext}})$, which can be obtained by numerically diagonalizing $H_{\phi}$, represents then an effective potential energy for the slow $\theta$ mode. The dynamics of the latter can be then described very accurately by the effective 1D Hamiltonian

$$H_{\theta} = 2E_\phi^C n_\phi^2 - E_2(\phi_{\text{ext}}) \cos(2\bar{\theta}) - E_1(\phi_{\text{ext}}) \cos(\theta).$$

(41)

As expected from the previous considerations, this Hamiltonian contains a charging energy term and a $\pi$-periodic Josephson term $\cos(2\bar{\theta})$, describing the tunneling of pairs of Cooper pairs ($e^{-2i\theta}n_\theta e^{2i\phi} = n_\theta + 2$). The third term, $\cos(\theta)$, is associated with the standard tunneling of a single Cooper pair, and its amplitude is exponentially suppressed in the deep 0 – $\pi$ regime. In particular, in Ref. [137] it is shown that

$$E_2(\phi_{\text{ext}}) = E_\alpha - E_\beta \cos(\phi_{\text{ext}}),$$

(42)

$$E_1(\phi_{\text{ext}}) = E_\gamma \cos(\phi_{\text{ext}}/2),$$

(43)

where $E_\alpha/E_J$ is almost constant, while $E_\beta/E_J$ and $E_\gamma/E$ are exponentially small in the ratio $E_C^\phi/E_L$. We can therefore consider $H_{\theta} \sim H_{1D}^{\text{eff}}$ and $P$ to be an approximate...
symmetry also of $H_\theta$.

The noise protection of the $0 - \pi$ qubit, previously explained by analyzing the 2D Hamiltonian $H_{2D}$, can be also understood from the properties of the effective 1D Hamiltonian $H_{eff}^{1D}$. Indeed, similarly to the CSJJ Hamiltonian, $H_{eff}^{1D}$ is intrinsically insensitive to flux noise and, in the deep regime $E_C^2 \ll E_2 \sim E_J$ the sensitivity to charge noise is exponentially suppressed because of the strong localization of the logical wavefunctions in the wells of the cosine. The $\pi$ periodicity guarantees the existence of two distinct minima, so that the logical states $|0\rangle$ and $|1\rangle \approx P|0\rangle$ are degenerate and with negligible overlap since one is localized around $\theta \sim 0$ and the other one around $\theta \sim \pi$. This degeneracy can be lifted by a standard $2\pi$-periodic potential, like the $E_1$ term in $H$, that accounts for conventional single Cooper pair tunneling. Equation (43), however, shows that such a term vanishes for $\phi_{ext} = \pi$, i.e. the same flux sweet-spot we have highlighted before when discussing the shape of the 2D potential landscape. In the deep regime, the $E_1$ is exponentially suppressed, regardless of the specific value of the external flux, and the system is thus always (almost) degenerate.

3.4. Effects of spurious modes and overall coherence properties

So far we have considered an ideal symmetric circuit, where all the circuital elements are pairwise identical. Because of unavoidable fabrication imperfections, however, actual implementations of the $0 - \pi$ circuit typically feature some amount of disorder in their parameters. As we will see, asymmetries between the circuital elements can induce a finite coupling between the harmonic mode $\xi$, introduced in Equations (29) and (35), and the two degrees of freedom of the ideal $0 - \pi$ circuit, the $\theta$ and $\phi$ modes. Even though the detrimental effects of this spurious coupling can be suppressed in the deep regime, they still represent one of the most important sources of decoherence of the $0 - \pi$ circuit [136].

A convenient way to take into account the presence of disorder is to introduce the parameter averages $\bar{Y} = (Y_1 + Y_2)/2$ and the relative deviations $\delta Y = (Y_1 - Y_2)/Y$, with $Y \in \{E_J, E_L, C, C_J\}$. The Lagrangian of the whole circuit can be then rewritten as

$$\mathcal{L} = \mathcal{L}^{sym} - E_J \delta E_J \sin(\theta) \sin(\phi)$$

$$+ \left(\frac{\Phi_0}{2\pi}\right)^2 \left[\frac{1}{2} C \delta C \dot{\theta} \dot{\xi} + \frac{1}{2} C_J \delta C_J \dot{\theta} \dot{\phi} - \frac{1}{2} L \delta L \dot{\xi} \dot{\phi}\right].$$

By assuming the relative capacitance deviations $\delta C$ and $\delta C_J$ to be small, we derive the new expressions for the conjugated charges $n_\theta$, $n_\phi$ and $n_\xi$. A Legendre transform gives then the Hamiltonian [135] [136]

$$H = H_{\theta \phi} + H_\xi + H_{\delta JJ} + H_{int} + O(\delta C^2, \delta C_J^2).$$

with

$$H_{\delta JJ} = -2E_C^0 \delta C_J n_\theta n_\phi + E_J \delta E_J \sin(\theta) \sin(\phi + \phi_{ext}/2)$$

$$H_{int} = -2E_C^0 \delta C n_\theta n_\xi + E_L \delta E_L \phi_\xi.$$

The Hamiltonian $H_{\delta JJ}$, depending on $\delta C_J$ and $\delta E_J$, originates from asymmetries between the two JJs. Since the $\xi$ mode does not bias the JJs, junction disorder only affects the capacity matrix of $H_{\theta \phi}$ and distorts the potential $V(\theta, \phi)$. Very strong
disorder in the Josephson energies (of the order of $\delta E_J \sim 1$) could completely eliminate the two potential ridges for $\theta = 0, \pi$ and hence completely destroy the protection of the qubit. However, the typical experimental disorder in $C_J$ is below 10%, while Josephson energies are known to vary from device to device by up to 20% and disorder within the same chip is expected to be significantly smaller [136]. Therefore, even for a conservative estimate of experimental junction disorder, the detrimental effects of $H_{\delta JJ}$ are negligible [136].

The situation is radically different for $H_{\text{int}}$. There, disorder in the capacitance $C$ and in the inductive energy $E_L$ introduces spurious couplings with the harmonic mode $\xi$, which can have important consequences on the coherence of the whole system. To study their effects, one can resort to standard methods [75, 138], since the coupling between a qubit and a harmonic oscillator is a typical scenario of circuit QED. In particular, it is convenient to express the whole Hamiltonian as

$$H = \sum_l \epsilon_l |l\rangle \langle l| + \Omega_\xi a \dagger a + \sum_{l,l'} (g_{ll'} |l\rangle \langle l'|a + \text{h.c.})$$

Here, states $|l\rangle$ are the eigenstates of $H_{\theta \phi} + H_{\delta JJ}$ with energy $\epsilon_l$. Within this notation, the two computational states of the qubit are the ones with $l = 0, 1$ and the qubit frequency reads $\omega_q = \epsilon_0 - \epsilon_1$. Moreover, $a$ ($a \dagger$) is the creation (annihilation) operator of the harmonic $\xi$ mode, whose frequency is given by $\Omega_\xi = \sqrt{8E_L E_C}$. The third term accounts for transitions between the states $|l\rangle$ and $|l'|$ via emission/absorption of excitations of the $\xi$ mode. The strength of the coupling that mediates these transitions is given by $g_{ll'} = g_{ll'}^\phi + ig_{ll'}^\theta$, with

$$g_{ll'}^\phi \propto \delta E_L \langle l| \phi |l'\rangle \quad \text{and} \quad g_{ll'}^\theta \propto \delta C \langle l| n_\theta |l'\rangle. \quad (50)$$

In the dispersive regime, when the detunings $\Delta_{ll'} = \epsilon_l - \epsilon_{l'} - \Omega_\xi$ are much larger than the couplings $|\Delta_{ll'}| \gg |g_{ll'}|$, the general approach outlined in Ref. [138] allows to express the Hamiltonian as

$$H_{\text{disp}} = \sum_l (\epsilon_l + \Lambda_l) |l\rangle \langle l| + \Omega_\xi a \dagger a + \sum_l \chi_l |l\rangle \langle l|a \dagger a. \quad (52)$$

In this regime, the effects of the interaction between the qubit modes and $\xi$ are captured by the Lamb shift $\Lambda_l$ and the ac Stark shift $\chi_l$, whose expressions read

$$\Lambda_l = \sum_{l'} |g_{ll'}|^2 \frac{\Delta_{ll'}}{\Delta_{ll'}} \quad (53)$$

and

$$\chi_l = \sum_{l'} |g_{ll'}|^2 \left( \frac{1}{\Delta_{ll'}} - \frac{1}{\Delta_{ll'}} \right). \quad (54)$$

The Lamb shift modifies the qubit frequency $\omega_q$ by a fixed amount $\Lambda_{01} = \Lambda_1 - \Lambda_0$ and it is therefore substantially harmless. On the contrary, the frequency shift induced by the ac Stark term, given by $(\chi_1 - \chi_0)a \dagger a$, is proportional to the number of excitations featured by the harmonic mode $\xi$. As a result, (thermal) fluctuations of such a number directly lead to pure dephasing of the qubit. Circuital disorder-induced pure dephasing plays a major role in determining the coherence properties of the $0 - \pi$ circuit [136].
Novel architectures for noise-resilient superconducting qubits

One peculiarity of this noise source is its dependence on the ratio $r = E_L^\phi/E_L$, which is large in the deep regime [see Equation (37)]. In particular, there is a (typically high) threshold value $r^{th}$ below which an increase in $r$ can be unexpectedly detrimental for the qubit coherence \[136\]. For $r > r^{th}$, on the contrary, a further increase of $r$ always leads to an expected reduction of pure dephasing. Such an intriguing behavior, which has to be taken into account for every practical realizations of $0-\pi$ circuits, stems from the existence of two competing phenomena. On one hand, a reduction of $E_L$ (which increases $r$) directly corresponds to a reduction of the harmonic mode frequency $\Omega_\xi = \sqrt{8E_L E_C^\phi}$. This leads to an increase in its thermal population and, thus, in the detrimental fluctuations of the number operator $a^\dagger a$ in Equation (52). On the other hand, if $r$ is large enough, the (approximate) $0-\pi$ symmetry of the circuit starts to strongly and rapidly suppress the qubit’s ac Stark coefficient $\chi_{01} = \chi_1 - \chi_0$, eventually improving the overall dephasing time \[136\].

To better put the noise-protection of the $0-\pi$ qubit into perspective, we find it instructive to conclude this discussion by reporting some numerical estimates of noise-related quantities, obtained (theoretically) for reasonable choices of operating parameters. In particular, following Ref. \[136\], we consider

\[
\begin{cases}
E_L/E_J = 4 \cdot 10^{-3} \\
E_C^\phi/E_J \simeq 4 \cdot 10^{-3} \\
E_C^\phi/E_J = 2
\end{cases}
\tag{55}
\]

with $E_J/\hbar = 10$ GHz and a temperature of $T = 15$ mK. The frequency of the harmonic mode is then given by $\Omega_\xi/(2\pi) = 113$ MHz and its thermal population is $\langle a^\dagger a \rangle = 2.29$. In this regime, they have found that noise induced by realistic circuital disorder is generally the main source of dephasing, exceeding other possible sources by more than one order of magnitude for almost all the values of the external flux. This is also due to the fact that the parameters in Equation (55) correspond almost exactly to the condition $r \sim r^{th} \sim 500$, i.e. to the scenario when disorder-induced dephasing is maximized. Only a further reduction of $E_L$, therefore, can lead to a significant improvement of the overall coherence. While a more detailed discussion can be found in Ref. \[136\], this brief analysis already shows how the parameter constraints associated with the deep regime can be stringent and quite challenging to be met in experiments. Indeed, as we detailed in Section 4.4, the first experimental realizations of these systems often operate in a less extreme “soft” regime, which can still enjoy partial protection against the noise and constitute important proof-of-concept of the whole design.

3.5. Quantum gates on protected qubits

As we have discussed above, one of the key ingredients for the intrinsic noise protection of the $0-\pi$ qubit is the exponentially small spatial overlaps of its logical wavefunctions. While this protects the qubit from noisy local perturbations, it also makes it complicated to actively manipulate the quantum state of the qubit. One simple possibility, exploited in some of the recent experiments to characterize a single qubit \[69\], is to temporarily drive it away from the protected regime and then quickly perform rotations in the Bloch sphere. This approach, however, is prone to decoherence and it is therefore not valid for actual quantum computation, as it jeopardizes the advantages of working with noise-protected qubits. Fortunately, a few more refined strategies have
Figure 5: (a) A protected phase gate can be executed by inductively coupling the protected qubit, described here as two superconducting islands that allow for cotunneling of Cooper pairs between them, with an external LC oscillator, via a tunable JJ. (b) Encoding of the qubit state into the Hilbert space of the harmonic oscillator. According to Equation (59), the harmonic oscillator, initially in its ground state (gray wavefunction), evolves either to the even (blue) or odd (orange) grid state. (c) Circuit used for implementing the protocols outlined in Ref. [139]. Two $\pi$-periodic elements in parallel define a SQUID-like loop (highlighted in purple), threaded by the external flux $\phi_{\text{ext}}$. This, together with the offset charge $n_o$ (in gray), allows for a protected manipulation of the qubit. (d) Qubit control scheme based on capacitive coupling of every node with external (microwave) voltage sources. Capacitances to the ground (usually negligible) are not shown. (e) 1D potential proportional to $\cos(2\theta)$ and sketch of the eigenfunctions $H_{\text{eff}}^{1D}$. The black and red arrows show how to effectively realize a transition from $|0\rangle$ to $|1\rangle$ via the excited states. Adapted from Ref. [137].

been proposed, which allow for the execution of specific gates with full protection and/or high fidelity [64, 137, 139].

3.5.1. Fully protected phase gate Let us start by reviewing the protected control scheme proposed in Ref. [64]. In principle, it can be applied to all $\pi$-periodic qubits described by the effective one-dimensional Hamiltonian $H_{\text{eff}}^{1D}$ in Equation (39). The protocol implements a protected phase gate, which acts on the computational basis by leaving $|0\rangle$ untouched and adding an extra phase to $|1\rangle \rightarrow -i|1\rangle$. It thus corresponds to a $\pi/2$ rotation around the $Z$ axis. The general idea is to use a tunable JJ to inductively couple the protected qubit with an external LC circuit with a very large impedance. This allows to temporarily embed the two-dimensional encoded qubit into the infinite-dimensional Hilbert space of the harmonic oscillator, whose dynamics is then used to actually perform the gate. Interestingly, the proposed protocol effectively implements a version of a continuous-variable quantum error-correcting code [140], en-
suring exponential suppression of several potential sources of errors throughout the whole execution of the gate. In this respect, a key role is played by the exploitation of so-called grid states of the harmonic oscillators, detailed below and shown in Figure 5(a). In what follows, we highlight some important aspects of the protocol, referring the interested readers to the original publication Ref. [64] and to Ref. [140] for more detailed discussions.

The qubit is considered as a black box containing a \( \cos(2\theta) \) element, described by the effective Hamiltonian \( H_{\text{eff}}^{1D} \). Indeed, it only enters the description of the gate protocol as a particular two-terminal circuital element with branch flux \( \theta \). As shown in Figure 5(a), a tunable JJ connects the qubit in series with an LC circuit, the latter being characterized by the flux variable \( \varphi \), inductance \( L \) and capacitance \( C \). The system can be thus described by the Hamiltonian

\[
H(t) = 4E_C n_\varphi^2 + \frac{1}{2} E_L \varphi^2 - E_J(t) \cos(\varphi - \theta),
\]

with \( E_C = e^2/(2C) \) and \( E_L = L^{-1} \Phi_0^2/(2\pi)^2 \). Assuming the qubit to be operated in the deep regime \( E_L \gg E_C \), depending on whether it is in state \( |0\rangle \) or \( |1\rangle \), the variable \( \theta \) is pinned either at 0 or at \( \pi \). One can thus rewrite a qubit state-dependent Hamiltonian just for the \( \varphi \) mode

\[
H_{0,1}(t) = 4E_C n_\varphi^2 + \frac{1}{2} E_L \varphi^2 \mp E_J(t) \cos(\varphi).
\]

To perform the gate, at \( t = 0 \), the tunable Josephson coupling ramps on smoothly from zero to a finite value \( E_{J_0} \), remains constant for a time \( t_0 \sim h(E_L)^{-1} \), and then ramps off smoothly.

In the beginning, the harmonic oscillator is in its ground state \( |\psi^\text{in}\rangle \). In the limit \( E_C \gg E_L \), the Gaussian wavefunction is very broad in \( \varphi \) space and the expectation value of the \( \cos(\varphi) \) term is thus expected to be exponentially suppressed, i.e.

\[
\langle \cos \varphi \rangle = e^{-\langle \varphi^2 \rangle/2} = \exp \left( -\frac{E_C}{2E_L} \right).
\]

This ensures that, when the coupling is turned on, the energy of the whole system is basically insensitive to the qubit state or, equivalently, that the \( 0 \rightarrow \pi \) symmetry of the qubit is (almost) preserved in the low-energy sector by \( H_{0,1}(t) \). As \( E_J \) smoothly ramps up to \( E_{J_0} \gg E_C \), the Gaussian ground state of the oscillator adiabatically evolves to a "grid state", i.e. a superposition of narrow functions peaked around the minima of the cosine potential, still governed by a broad Gaussian envelope [see Figure 5(b)]. Importantly, the positions of these minima depend on the qubit state. In particular, assuming the initial state of the qubit to be a generic superposition \( \alpha |0\rangle + \beta |1\rangle \), by turning on \( E_J(t) \), the state of the whole system evolves as

\[
(\alpha |0\rangle + \beta |1\rangle) \otimes |\psi^\text{in}\rangle \rightarrow \alpha |0\rangle \otimes |0_H\rangle + \beta |1\rangle \otimes |1_H\rangle,
\]

where the oscillator grid states \( |0_H\rangle \) and \( |1_H\rangle \) features peaks for \( \varphi \) close to even and odd multiple of \( \pi \), respectively. The time evolution of such an entangled state is then controlled by the Hamiltonian \( H_{0,1}(t) \) with a constant \( E_J(t) = E_{J_0} \). Each peak of the grid states is stabilized by the strongly confining cosine potential \( (E_{J_0} \gg E_C) \), but it takes a time-dependent phase \( \exp[-itE_L\varphi^2/(2h)] \) due to the harmonic potential.
After a time $t_0 \sim h(\pi E_L)^{-1}$, each peak centered around $\varphi \sim n\pi$ accumulates the phase ($m \in \mathbb{Z}$)
\[
\begin{cases}
\exp[-i2\pi m^2] = 1 & \text{for even } n = 2m \\
\exp[-i\pi(2m + 1)^2/2] = -i & n = 2m + 1
\end{cases}
\] (60)
The state of the whole system is then given by
\[
\alpha|0\rangle \otimes |0_H\rangle - i\beta|1\rangle \otimes |1_H\rangle.
\] (61)
The execution of the gate is completed by ramping down $E_j(t)$ to zero. The state of the harmonic oscillator then evolves to $|j_H\rangle \rightarrow |\psi_j^{\text{fin}}\rangle$, with $j = 0, 1$. If $|\psi_0^{\text{fin}}\rangle = |\psi_1^{\text{fin}}\rangle = |\psi^{\text{fin}}\rangle$ (even if $|\psi^{\text{fin}}\rangle \neq |\psi^{\text{in}}\rangle$), then the system is in a product state and a perfect phase gate has been implemented:
\[
(\alpha|0\rangle + \beta|1\rangle) \otimes |\psi^{\text{in}}\rangle \rightarrow (\alpha|0\rangle - i\beta|1\rangle) \otimes |\psi^{\text{fin}}\rangle.
\] (62)

In Ref. [64], the authors showed that a perfect phase gate can be indeed realized, provided that the following conditions are met. First of all, as already mentioned before, it is required to operate in the regime $E_C/E_L \gg 1$ in order not to break the (almost) perfect degeneracy of the qubit states. Moreover, it is important to properly choose the characteristic time $\tau_f$ for $E_j(t)$ to ramp on (and off). Indeed, it must be slow enough to prevent diabatic transitions, which excite the oscillator within each cosine well, while being fast enough to prevent the wavefunction to be squeezed just to a few local minima close to $\varphi \sim 0$. By choosing a time comparable with the period of the oscillator, i.e. for $\tau_f \sim \sqrt{LC}$, both diabatic and squeezing errors are exponentially suppressed with the large ratio $E_C/E_L$. Also, the effects of small over and under rotations, resulting from the qubit remaining coupled with the oscillator for a too long or short time, do generally not compromise the gate performance. Specifically, the associated gate error is exponentially suppressed with $\sqrt{E_C/E_L}$, provided that the relative error $\epsilon$ on the uptime of the coupling does not exceed $|\epsilon| < 2\pi(E_C/E_L)^{-3/4}$.

The protected phase gate is also robust for a sufficiently small finite temperature.

3.5.2. Towards a universal set of robust gates

Interestingly, the protocol outlined before can be readily generalized to implement a controlled phase gate between two qubits [64]. In order to obtain a universal set of protected gates, however, single-qubit (non-Clifford) rotations around a different axis are also required [30]. A recent proposal by Klote and Ioffe [139] shows how a relatively small modification of the setup considered by Brooks et al. [64] could lead to universal quantum computation by allowing for the robust implementation of two additional gates. In particular, they showed how to realize a fully protected $\pi/2$ rotation around the $X$ axis, and of a partially-protected but high-fidelity non-Clifford gate, consisting of an arbitrary rotation around the $X$ axis. The key ingredient that is required for the realization of these two gates consists in the possibility to tune the parameter $E_2$ of the effective Hamiltonian $H_{\text{eff}}$. In complete analogy with standard JJs, such a tunability can be achieved by considering two $\pi$-periodic elements in parallel, which define a dc SQUID-like (superconducting quantum interference device) loop pierced by an external flux $\phi_{\text{ext}}$ as sketched in Figure [5](c). The Josephson energy $E_2$ is thus the largest for $\phi_{\text{ext}} = 0$ (mod $2\pi$) while, assuming the two $\pi$-periodic elements to be identical, it can be reduced to zero for $\phi_{\text{ext}} = \pi$ (mod $2\pi$).

To properly describe how the two above-mentioned gates operate, it is important to note that the eigenstates $|+\rangle$ and $|-\rangle$ of the qubit’s $\sigma^z$ Pauli operator have a definite
parity of the number of Cooper pairs \( n_{\theta} \) on the floating superconducting island. Since the ideal deep operational regime of the \( \pi \)-periodic qubit (i.e., \( E_{g}^{0} \ll E_{2} \) in \( H_{\text{eff}}^{1D} \)) is associated with a strong delocalization in charge space, the wavefunction of the \( \ket{\uparrow} \) state is thus non-zero for several adjacent even values of the discrete variable \( n_{\theta} \). By contrast, the \( \ket{\downarrow} \) wavefunction is non-zero for several odd values of \( n_{\theta} \). This situation bears strong analogies with the grid states of the harmonic oscillator described before and, therefore, it allows for a similar (dual) protected manipulation. More precisely, if the Josephson energy \( E_{2} \) is suddenly switched off by setting \( \phi_{\text{ext}} = \pi \), the time evolution of the states is exclusively controlled by the capacitive term of the Hamiltonian \( H_{\text{eff}}^{1D} \) via the operator \( U(t) = \exp(-i2E_{0}^{g}tn_{\theta}^{2}/\hbar) \). After a time \( t_{0} \sim \hbar\pi(4E_{0}^{g})^{-1} \), the \( \ket{\uparrow} \) state is brought back to \( U(t_{0})\ket{\uparrow} = \ket{\uparrow} \) while the \( \ket{\downarrow} \) state picks an extra phase \( U(t_{0})\ket{\downarrow} = e^{-i\pi/2}\ket{\downarrow} = -i\ket{\downarrow} \). By suddenly switching off \( E_{2} \) for a time \( t_{0} \) it is thus possible to implement a \( X_{\pi/2} \) gate, featuring analogous exponential protection against timing errors and external perturbations as the phase gate described before [139, 64].

The non-Clifford rotation is based on a different, holonomic approach [141]. In general, the latter relies on the adiabatic manipulation of two or more parameters of a qubit that features a degenerate computational manifold. Interestingly, the corresponding unitary operation on the qubit’s state does not originate from dynamical phases (since the computational states are always degenerate) but rather from different (geometric) Berry phases accumulated during the adiabatic evolution of the system along loops in the parameter space. Such an approach has been proposed as a convenient way to implement (possibly non-Clifford) gates in several topologically protected platforms, which guarantees the existence of a robust degenerate computational space [141, 142, 143, 144, 145, 146, 147]. In the specific case under examination [139], the tunable parameters that allow for the implementation of holonomic gates are the external flux \( \phi_{\text{ext}} \) and the offset charge \( n_{g} \), controlled by the external gate shown in gray in Figure 5(c), which modifies the capacitive term in \( H_{\text{eff}}^{1D} \) as \( 2E_{C}^{g}n_{g}^{2} \rightarrow 2E_{C}^{g}(n_{\theta} - n_{g})^{2} \). These two external knobs are adiabatically controlled to follow a rectangular path in parameter space, ramping up \( \phi_{\text{ext}} = 0 \rightarrow 2\pi \) for \( n_{g} = 0.5 \) and then bring it back to \( \phi_{\text{ext}} = 0 \) for a different value of the offset charge, \( n_{g} = -0.5 \). Along such a two-dimensional loop, the two states \( \ket{\uparrow} \) and \( \ket{\downarrow} \) always remain degenerate but pick a different Berry phase, whose magnitude depends on the asymmetry between the two \( \cos(2\theta) \) elements [139]. Such an asymmetry can be thus engineered to realize arbitrary non-Clifford rotations. In the two portions of the loop with \( \phi_{\text{ext}} \sim \pi \), however, the Josephson energy becomes comparable to (or even smaller than) the charging energy, \( E_{2}(\phi_{\text{ext}}) \leq E_{C}^{g} \), and the qubit ceases to be fully protected. Indeed, the adiabatic evolution of the logical wavefunctions towards this intermediate regime squeezes them in the charge space, thus increasing their sensitivity to fluctuations of \( n_{g} \). As a result, the overall protection against charge noise-induced dephasing is only limited to the first order. Nevertheless, the non-Clifford holonomic gate is still fully protected against flux noise and has the potential to be implemented with high fidelity, allowing to form a set of (almost) protected universal gates for \( \pi \)-periodic qubits [139].

3.5.3. High-fidelity partially-protected alternatives  The actual implementation of the above-mentioned schemes, although extremely promising, comes with several experimental challenges, such as the realization of very large inductances and/or SQUID-like devices based on \( \pi \)-periodic elements. Moreover, for the specific \( 0 - \pi \) circuit consid-
in this Section, designing an inductive coupling that exclusively addresses the \( \theta \) mode might be particularly challenging. Indeed, as highlighted in Ref. [137], a connection to a single node flux, say \( \phi_A \) in Figure 10(a), necessarily involves extra unwanted couplings with the \( \phi \) or \( \xi \) mode [see Equations (28), (29), and (30)], potentially spoiling the protection. At the same time, connecting more than one circuit node to the LC oscillator would shunt some circuital elements, modifying the overall topology of the \( 0 - \pi \) circuit and thus its properties. The development of gate schemes that allow to fully harness the robustness of protected qubits in realistic settings is thus an important ongoing research area.

We conclude this Section by briefly describing an alternative protocol that can specifically address the \( \theta \) mode of the \( 0 - \pi \) qubit. Despite the lack of full protection, it can potentially lead to implementing fast and high-fidelity single-qubit gates [137]. In contrast with the previous schemes, for this protocol each node of the \( 0 - \pi \) circuit is capacitively coupled to external microwave voltage sources [see Figure 5(d)]. The capacitive nature of the couplings preserves the two-island topology of the circuit and does not violate the \( 0 - \pi \) symmetry, as it only involves charge operators. The drawback is that the exponentially small overlap of the logical qubit states makes conventional control (and read-out) strategies highly inefficient in the deep regime. As shown in Figure 5(e), a possible way to circumvent this issue is to consider a gate scheme that temporarily populates excited states, since the latter feature larger overlaps and can thus mediate a transition from the two logical states. Since this strategy requires leaving the qubit computational space only for very short times, it can still deliver high-fidelity operations despite a temporary loss of protection and the need for precise timing of the very short gate temporal duration [137]. Whether or not the main ingredients of this protocol can be used to design more involved schemes that allow for multi-qubit (and eventually universal) operations remains an open question.

4. Experimental realizations

In this Section, we report on some experimental realizations of multi-mode superconducting qubits that have been achieved in the last few years. These have been mostly obtained exploiting conventional superconducting technology, with Al-based junction arrays and Nb islands. Important recent technological advances in fabrication techniques and materials optimization have indeed allowed to obtain proof-of-concept devices of multi-mode protected qubits.

4.1. Protected superconducting rhombi chains

One of the first implementation of protected qubits based on superconducting circuits was proposed in 2002 [61, 62, 148]. It relies on a linear chain of superconducting elements, whose single building block is a rhombus made of four JJs, frustrated by an external magnetic flux \( \Phi_{\text{ext}} \), as schematically depicted in Figure 6(a). Every single element constitutes a faulty qubit that at full frustration, i.e. when the transverse magnetic flux is at \( \Phi_0/2 \), suppresses coherent transport of conventional 2\( e \) Cooper pair. This is due to destructive interference of opposite paths along a single rhombus, which resembles the so-called Aharonov-Bohm cages effect [149, 150]. It has been shown [61, 62, 151, 152] that, although usual 2\( e \) Cooper pairs result localized, correlated transport along the chain still survives in the form of pair of Cooper pairs with
4e charge. This effect originates from the specific geometry of the circuit and it is at
the heart of the suppression of conventional single Cooper pairs tunneling, promoting
cointunneling events. It is worth to note that since the capacitance of a single JJ is typ-
cically larger than the ground capacitance of islands connecting the different rhombi,
the relevant parameters for the rhombi chain are determined by the one of single JJ.

In the ideal case, assuming equal JJs, the important energy scales are given by
the junction Josephson energy $E_J$ and charging energy $E_C$. Considering a single
rhombus, and neglecting the charging energy ($E_J \gg E_C$), the potential profile can be
written as the sum of each JJ contributions $\sum_{p=1}^{4} E_J[1 - \cos(\phi_p)]$, where the phases $\phi_p$
are constrained by the flux across the single rhombus $\sum_{p=1}^{4} \phi_p = 2\pi \Phi_\text{ext}/\Phi_0 = \phi_\text{ext}$. Upon minimization, the classic ground state energy $F$
can be written as

$$- \left| \cos \left( \frac{\theta}{2} + \frac{\phi_\text{ext}^p}{4} \right) \right| - \left| \cos \left( \frac{\theta}{2} - \frac{\phi_\text{ext}^p}{4} \right) \right|$$

(63)

where $\theta$ represents a gauge invariant phase (see Figure 6(a)). In general, this energy
is $2\pi$-periodic both in the phase $\theta$ and in the reduced external magnetic flux $\phi_\text{ext}$. At half flux $\Phi_\text{ext}/\Phi_0 = 1/2$ (or, equivalently, $\phi_\text{ext} = \pi$), however, the frustration
reaches its maximum value and the dependence on $\theta$ becomes $\pi$-periodic. Therefore,
at full frustration, we expect two degenerate states to appear, physically describing
two oppositely circulating persistent currents. Consistently with the physical picture
discussed in Section 3.3, the dominance of co-tunneling of Cooper pairs leads to an
effective Hamiltonian of the form of $H_{1\text{D}}^{\text{eff}}$ in Equation (39).

A single rhombus, unfortunately, cannot be used as a protected qubit since the
$\pi$-periodicity results from the fine tuning of the external magnetic flux and the perfec-
t symmetry between the JJs. Flux noise and fabrication-related disorder are thus
extremely detrimental for the performances of a single rhombus as a qubit. Remark-
ably, this important limitation can be overcome by considering an array, or chain, of
rhombi elements, making the overall system more robust against flux noise and less
fragile to any departure from fully symmetric junctions [58, 62, 152]. In a rhombi
chain, as the one sketched in Figure 6(b), the diagonal phase $\theta$ along every single
rhombus is linked, and the sum of each $n$-th single diagonal phase $\theta_n$ gives the phase
difference between the two ends of the chain $\sum_n \theta_n = \varphi$. At full frustration, i.e. at
half magnetic flux per single rhombus, the whole chain behaves as a single effective
element featuring $\pi$ periodicity in $\varphi$. It can then be used as a protected qubit, whose
sensitivity to flux fluctuations is strongly suppressed with the number of unit cells
used in the chain [58, 62, 152]. However, it should be noticed that the critical current
of a $n$-elements rhombi chain is $n$ times smaller in amplitude than the one of a single
rhombus. When charging effects are no more negligible, i.e. when $E_J \gg E_C$ is not
satisfied, quantum fluctuations start to play a role. These fluctuations result in quantum
phase slip events that, in turn, induce coupling between different states, leading
to the formation of macroscopic quantum states extended over the whole chain. This
superposition of states lifts the high degeneracy of the classical states [62, 151, 152].
The presence of quantum phase slips can strongly modify the physical behavior of
the chain. Therefore, the ratio $E_J/E_C$ represents a critical parameter for the rhombi
chain: one wishes to consider $E_J/E_C \gg 1$ to minimize quantum fluctuations. In-
deed, as we saw in Section 3.3, the protected regime of a $\pi$-periodic qubit, described
by the effective Hamiltonian $H_{1\text{D}}^{\text{eff}}$, guarantees protection against charge noise-induced
Figure 6: (a) A single rhombus, consisting of four identical Josephson elements that defines a loop, threaded by the external flux $\Phi_{ext}$. (b) Example of a rhombi chain consisting of 5 elements. The phase difference across the whole chain is $\varphi$. To probe the properties of the chain, the latter is shunted by a large JJ (in purple). (c) Experimental plot of the switching current as a function of the external magnetic field, at different temperatures, for a chain containing 8 rhombi. At full frustration $f = 0.5$ (and low temperature) the sawtooth-like modulation of the switching current features a $h/(4e)$ periodicity in the flux threading the larger loop $\Phi_{loop}$. Adapted from Ref. [153].

In Refs. [66, 153] small size (up to $n = 12$) rhombi chains were realized, with a proof-of-concept demonstration of the expected protection, and halved periodicity of the potential, at full frustration. The frustration inside the rhombi chain was controlled by an external perpendicular magnetic field. In these experiments, the rhombi chain has been fabricated with standard e-beam lithography and shadow evaporation techniques [3, 81] and consists of optimized Al/AlO$_x$/Al tunnel junctions. The rhombi chain has been introduced in a larger loop containing an additional shunted JJ [see the purple elements in Figure 6(b)]. This allowed measuring the current-phase-relation of the chain, by monitoring the critical current, more precisely the switching current, of the parallel circuit. Since the critical current of the larger shunt JJ is much larger than the rhombi chain one, the measured phase dependence directly reflects the current-phase-relation of the chain, allowing for a direct probe of the effective potential periodicity. At the optimal frustration point, the expected behaviour is $E_2 \cos(2\varphi)$. Small deviations from this regime would introduce additional $E_1 \cos(\varphi)$ (conventional) component, that splits the degeneracy of the two minima in the $\cos(2\varphi)$ potential. These additional features induced by first harmonics have been verified by tuning the external flux away from full frustration $f = \Phi_{ext}/\Phi_0 \neq 0.5$ [153]. Indeed, as reported in Figure 6(c) the current-phase relation shows the characteristic
sawtooth-like variation with a periodicity in the flux threading the large loop $\Phi_{\text{loop}}$ corresponding to the ordinary superconducting flux quantum $h/2e$ when the rhombi chain is away from full frustration. It turns to half the flux quantum $h/4e$ at maximum frustration. Moreover, it has been shown [153] that, by varying $E_J/E_C$, at a lower value of this ratio the appearance of quantum phase slips results in a significant reduction and rounding of the current-phase relation in the non-frustrated region and complete suppression of the supercurrent at maximal frustration.

In Ref. [67] a modified setup, proposed in Ref. [58], was realized. The improved geometry consists of a common central gate-tunable island shared by two adjacent rhombi, and it becomes very insensitive to the offset charges on all islands except for the central island shared by both rhombi. Using a microwave transmission line and a read-out circuit, two-tone spectroscopy, with magnetic flux close to the full frustration regime, was performed to monitor first excitation transitions. From these measurements energy relaxation and hence $T_1$ decay time were reported, with the device tuned to the optimal working point, and compared with performance obtained away from full frustration, in the conventional unprotected regime. The comparison showed that the symmetry protection suppresses the decay rate by almost two orders of magnitude, reaching values of $T_1 \sim 70$ µs [67]. In contrast, a relatively low value of decoherence time was found, with $T_2^*$ determined by Ramsey interferometer and spin-echo measurements to be $T_2^* \sim 0.45$ µs and $T_{2e} = 0.8 \mu$s.

4.2. Large kinetic inductance with superinductors

As discussed above, a crucial requirement in the development of protected quantum information architectures is to find elements able to efficiently suppress offset charge fluctuations. However, this is not a trivial task with conventional electromagnetic circuits. Indeed, the ratio $Z/R_Q$ between the circuit impedance and the quantum of resistance plays a key role in determining the fluctuation amplitudes of both charges and fluxes. Unfortunately, as mentioned previously in Section 2.3.2, the impedance of geometrical capacitance and inductance is limited and never exceeds the vacuum impedance $Z_{\text{vac}} = \sqrt{\mu_0/\varepsilon_0} \sim 377 \Omega$, which is much smaller than $R_Q$. This shows that conventional circuit elements easily suffer from large quantum charge fluctuations, whilst being less sensitive to flux ones, and alternative strategies to largely increase $Z$ are thus necessary.

In a first attempt to achieve high impedance, the integration of resistive elements and long JJs [154, 155] has been proposed. However, these additional Ohmic components cannot help against charge offset (associated with 1/f noise) and may lead to other dissipation channels, eventually limiting the quantum coherence of devices [156, 157]. We note that the kinetic inductance of a single JJ $L_k = (\Phi_0/2\pi)^2/E_J$ scales inversely with the Josephson energy $E_J$ and can be thus increased by reducing the in-plane junction dimensions. However, reducing the single junction dimension unavoidably leads to large charging energy $E_C$ and to an exponential growth of the phase-slip rate, causing decoherence.

To bypass the limitations imposed by geometrical constraints, new elements called superinductors have been introduced [17, 82]. These should simultaneously satisfy the following requirements: perfect DC conduction, extremely low dissipation, and very high impedance at relevant frequency ($\sim 1 − 10$GHz). Superinductors have been re-
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Figure 7: (a) Tilted SEM image of a section of a Josephson array. Adapted from Ref. [82]. (b) Microwave transmission for a 160-junction array (shown in the inset). The solid line corresponds to a quality factor of 56000. Adapted from Ref. [156].

Recently experimentally realized [17, 82, 80, 156, 158, 160, 161, 162], exploiting different geometries and platforms, and successfully integrated with superconducting qubits architectures. We now briefly describe their main implementations.

The first realizations [17, 82, 156, 158] have exploited the large inductance of a series array of JJs. The superinductances are formed by an array of closely spaced JJs (see Figure 7(a)) on a SiO$_2$ or sapphire substrate, where the Al-based junctions are fabricated by electron beam lithography and multi-angle shadow mask techniques [3, 82, 81]. The width of the connecting wires between junctions is minimized in order to reduce parasitic capacitances to ground, which ultimately would lower the self-resonant frequency of the superinductance [163]. In this configuration, all islands are connected to the rest of the circuit by at least one large junction so that quasistatic offset charges on all islands are screened. The large capacitances of the array junctions prevent phase slips within the array, and for a sufficiently large number (from tens to hundreds) of single junctions the impedance $Z$ can achieve values greater than $R_Q$.

Notice that, in general, a JJ array possesses many degrees of freedom and should be described in a multi-mode scheme. However, in the operating regime of interest, only a relevant harmonic (with quadratic potential) component can be considered.

The first report [17] relied on 43 Al-Ox-Al JJs in series and were used to implement the so-called fluxonium qubit, reviewed in Section 2.3.2. In subsequent experiments [156] improved performance where obtained, by increasing of an order of magnitude the $E_J/E_C \sim 100$ ratio and thus suppressing additional decoherence channels due to coherent quantum phase-slip processes. Low-temperature characterizations of these superinductors were performed by coupling them to a lumped LC resonator capacitively coupled to a transmission line, monitoring their microwave response by means of standard techniques. A typical measurement result is reported in Figure 7(b) for a superinductor with 160 single junction, showing an internal quality factor of the resonator 56000, corresponding to a superinductance loss of better than 18 ppm. In that experiment [156], the authors reported superinductances in the range of $100 - 300$ nH, self-resonant frequencies above 10 GHz, and phase slip rates below 1 mHz. The resulting inductance can be extracted from the lowest transition resonance corresponding to $|0\rangle \rightarrow |1\rangle$ process via $L = \frac{\omega_0^2}{\omega_{0-1}} C$, reaching values of order $\sim 0.3$ $\mu$H. Another early realization of superinductors exploiting a combination of multiple JJs has been
Figure 8: False-color SEM micrograph of a nanowire resonator (highlighted in cyan) coupled to a microwave feed line (in red). The NbN ground planes are shown in green, while the exposed Si substrate (where NbN has been etched away) is in gray. A magnified picture of the nanowire is also shown. Adapted from Ref. [159].

put forward [158] in a ladder geometry with the junction frustrated by a magnetic flux. Each unit cell (from 6 to 24 in the experiment) of the ladder, coupled via a large inductance element, forms an asymmetric dc-SQUID comprised of a junction with small $E_J$ in one arm and three junctions with large $E_J$ in the other one. This geometry, when tuned at full frustration with flux at $\Phi_0/2$ across the whole junction, allowed for the maximum fluctuations of the phase across the ladder and the minimal coupling to the flux noise.

In both cases, the reported microwave impedance exceeded the quantum of resistance $R_Q$ by an order of magnitude. In passing, we mention that in Ref. [68] the JJ array forming the superinductor has been detached from the substrate. By eliminating substrate contributions, stray capacitances have been largely reduced, reaching values of $L = 2.5\mu\text{H}$ and ratios of order $E_L/E_{CL} \approx 0.01$.

Superinductors made of JJ arrays with a large number of unit cells, in addition to their non-trivial fabrication challenges, inherit some limitations due to their intrinsic geometry, in view of possible scalability. An interesting alternative in this respect is constituted by disordered superconducting nanowire [159, 164], whose dimensions can be exploited to limit stray capacitance. However, nanowire geometries are themselves more susceptible to parasitic dissipation mechanisms, i.e. caused by the finite density of localized impurities (often modeled as two-level systems) [23, 165], that may limit their applications. Nevertheless, nanowire-based superinductors have been recently demonstrated using NbN disordered superconductors [159], material that also possesses higher critical fields compared to conventional Al. The investigated devices, shown in Figure 8(a), have 40 nm width and 680 $\mu$m length, whose dimensions ensure a large inductance while exponentially suppressing unwanted phase slips [166]. The value of the kinetic inductance has been extracted from transport measurements of
critical temperature $T_c$ and normal resistance $R_n$ via

$$L = \frac{\hbar R_n}{\pi \Delta}$$

with the superconducting gap $\Delta = 2.08 k_B T_c$ for NbN superconductors. There, they obtained $L \sim 2$ mH · m, which combined with an estimated capacitance $C \sim 44$ pF · m leads to a device impedance $Z \sim 6.8$ kΩ slightly exceeding $R_Q$. These findings have also been confirmed with microwave spectroscopy, reporting resonator quality factors compatible with the ones of JJ array superinductors, and identifying finite two-level systems density as the predominant source of dissipation. The latter can be further lowered with fabrication improvements such as different substrate choices.

Very recently, superinductors have been proposed and fabricated with so-called granular Aluminum (gr-Al). This emerging technology can be easily integrated in JJ array geometry and can lead to sizeable improvement in device performance. Indeed, gr-Al simply self-assembles when depositing aluminum in a controlled oxygen atmosphere. Tuning growth parameters, superconducting films with resistivity from 10 to $10^4$ µΩ·cm and critical temperature up to $\sim 3$K can be obtained. The wide tunability of the normal state resistance allows to achieve a broad range of high kinetic inductance, retaining high-quality factors up to $10^5$. This new material represents a very promising platform since it would benefit from the easy integration with present Al fabrication technology and from the use of disordered superconductors with higher critical fields, even retaining very low dissipation channels and parasitic contributions.

In summary, superinductors are becoming a new key element in superconducting circuit architectures. Indeed, they have the potential to reduce the charge noise sensitivity of Josephson qubits, enable implementation of fault tolerant qubits, and provide sufficient isolation for the electrical current standards. State-of-the-art superinductors, based on substrate-free platform or gr-Al JJ, have still a large potential for improvements and they offer interesting perspective also for wider technological applications such as ultrasensitive single photon detection.

4.3. Fluxon parity protected circuit

We now discuss another approach that allows for the realization of a protected superconducting qubit, known as bifluxon, featuring simultaneous suppression of energy relaxation and flux-noise-induced dephasing. Its working principle is complementary to the one exploited in each element of the rhombi chains introduced in Section 4.1. Indeed, while the latter are based on the Aharonov-Bohm effect, which leads to the suppression of the tunneling of single Cooper pairs, the bifluxon exploits its dual effect, the Aharonov-Casher effect. It predicts that the wavefunction of a moving neutral particle with finite magnetic moment acquires a quantum mechanical phase proportional to the encircled charge. Interestingly, this has been observed also in superconducting junction arrays with $E_J > E_C$, where charges are delocalized and the dynamics can be described in terms of phase slips, i.e. tunneling of fluxons. The idea behind the realization of the bifluxon qubit is thus to design a superconducting circuit where, for a specific value of an external gate voltage controlling the charge of a superconducting island, destructive interference associated with the Aharonov-Casher phase leads to a suppression of single fluxon tunneling. In complete analogy...
with $\pi$-periodic circuits, the resulting (approximate) conservation of the fluxon parity number can be exploited to encode quantum information in a protected way.

In Ref. [170], direct signatures of Aharonov-Casher interference have been measured by inspecting the microwave response of a Cooper pair box (CPB), consisting of two identical JJs separated by a nanoscale superconducting island, shunted by a large superinductor, as sketched in Figure 9(a). A large kinetic inductance is indeed a key ingredient, as it allows to enter the regime in which the Josephson energy of the junctions $E_J$ dominates over the inductive energy $E_L = (\Phi_0/2\pi)^2/L \ll E_J$. In particular, in Ref. [170], $L$ exceeds the Josephson inductance by two orders of magnitudes. In this scenario, since one can safely neglect the phase drop on the CPB, the phase difference across the superinductor $\phi$ is completely controlled by the external reduced flux $\phi_{\text{ext}}$ that threads the superconducting loop. The energy $\epsilon_m$ of states with a number $m$ of fluxons in the superconducting loop has therefore a parabolic dependence on the external flux, i.e., $\epsilon_m \sim \frac{1}{2} E_L (2\pi m - \phi_{\text{ext}})^2$. In general, the crossings between different parabolas are split by phase slips processes on the CPB (i.e., tunneling of fluxons in and out the superconducting loop), which hybridize states with different
values of $m$. The suppression of single fluxon tunneling, due to destructive Aharonov-Casher interference, should therefore manifest itself as the disappearance of splittings between parabolas that differ by only one fluxon. This is precisely the experimental signature observed in Ref. [170], where two-tone microwave spectroscopy was used to measure the transition frequencies between the ground state and the first two excited states, as a function of the external flux $\phi_{\text{ext}}$ and the offset charge $n_\text{g}$ of the CPB. The latter is controlled via a gate capacitively coupled to the superconductive island, as sketched in gray in Figure 9(a). While splittings between the first and the second excited states are always observed, regardless of the value of $n_\text{g}$, hybridization between states differing only by one fluxon is strongly suppressed for half-integer values of $n_\text{g}$, i.e. when a single electron charge $e$ is present on the superconducting island.

The direct observation of Aharonov-Casher interference in Ref. [170] paved the way for the first realization of a protected qubit based on the conservation of the fluxon number parity, hence dubbed bifluxon [69]. The setup is basically identical to the one described before, i.e. a CPB shunted by a large superinductor. A simplified circuit scheme is provided in Figure 9(a) and an optical image of the bifluxon qubit, together with a read-out resonator and a microwave transmission line, is shown in Figure 9(b). The CPB is described by the quantized charge of the superconducting island $n_\phi$ and its conjugated compact flux variable $\phi$, defined on $(0, 2\pi)$. By contrast, the superinductor is characterized by continuous conjugated variables, namely the phase difference $\phi$, introduced before, and the charge $n_\phi$. The whole circuit can be thus described by an effective 2D Hamiltonian

$$H_{\text{bf}} = 4E_C^\phi n_\phi^2 + 4E_C^\varphi (n_\varphi - n_\text{g})^2 - 2E_J \cos\left(\frac{\phi}{2}\right) \cos(\varphi) + \frac{E_L}{2}(\phi - \phi_{\text{ext}})^2,$$

(65)

where $E_C^\phi$ and $E_C^\varphi$ are the effective charging energies of the superinductor and the CPB, respectively. Their precise expressions, resulting from the interplay of the self-capacitance of the JJs with stray capacitances to the ground, can be found in Ref. [69] together with a detailed quantization of the circuit that takes into account also the read-out resonator. As mentioned before, the offset charge of the CPB $n_\text{g}$ is controlled by the voltage of the external gate shown in gray in Figure 9(a). It is worth noticing that the structure of the Hamiltonian $H_{\text{bf}}$, featuring a non-linear coupling between modes $\phi$ and $\varphi$, bears strong similarities with the two dimensional Hamiltonian $H_{\theta \phi}$ of the (symmetric) $0 - \pi$ circuit described in Section 3.

Let us focus on the limit of full charge frustration $n_\text{g} = 0.5$ and $E_L \ll E_J$, when the Aharonov-Casher interference suppresses single fluxon tunneling and thus decouples the two sectors with different parity of the fluxon number. In this case, the qubit can be qualitatively described by a fluxon parity-dependent effective 1D Hamiltonian for the $\phi$ mode

$$H^\phi_{\pm} = 4E_C^\phi n_\phi^2 + \frac{1}{2}E_L (\phi - \phi_{\text{ext}})^2 \mp E_J \cos\left(\frac{\phi}{2}\right).$$

(66)

In particular, the even (odd) parity sector is described by $H^\phi_+ (H^\phi_-)$, whose potential features several deep minima that pin the $\phi$ mode to values $\phi_m = 2\pi m$, with $m$ being

††Such a description is quantitatively correct only in the limit $E_C^\phi \gg E_J$, where it can be derived analytically. Nevertheless, its qualitative features are valid also in the actual operational regime $E_J \sim E_C^\phi$, where more quantitative analysis necessarily rely on numerical diagonalization [170, 69].
the even (odd) integer number of fluxons. For a given value of the external flux \( \phi_{\text{ext}} \), the ground states of the even and odd sectors can then be used to define a qubit, the bifluxon, which features exponential suppression of energy relaxation processes given the disjoint support of the two logical wavefunctions. Moreover, if the logical wavefunctions delocalize over several adjacent minima, the flux dispersion is flattened and the flux noise-induced dephasing becomes exponentially suppressed. To reach this regime, the energy scale associated with fluxon co-tunneling

\[ E_{\text{ct}} \sim h \sqrt{8E_J E_C^c} \exp\left(-\pi^2 \sqrt{2E_J/E_C^c}\right) \]  

must exceed the inductive energy \( E_{\text{ct}} \gg E_L \) [69]. Unfortunately, since these nice properties are the consequence of a precise choice of the offset charge \( n_g = 0.5 \), fluctuations away from this sweet spot are detrimental to the overall performance of the device. In particular, a large charge dispersion makes the bifluxon inherently sensitive to charge-noise-induced dephasing. In this respect, a single bifluxon behaves as the dual of a single rhombus element, introduced in Section 4.1, that features high sensitivity to fluctuations of the external flux away from full frustration sweet spot. Importantly, this analogy also suggests a possible way to improve the robustness of the bifluxon design against charge noise, that is, combining several bifluxon circuits in a small array, thus realizing the dual of a rhombi chain.

In Ref. [69], a prototype bifluxon device has been fabricated and characterized by an inductively coupled read-out resonator. Obtained device parameters are \( E_J = 27.2\text{GHz} \), \( E_C^c = 7.7\text{GHz} \), \( E_L = 0.94\text{GHz} \), and \( E_C^p = 10\text{GHz} \). This parameter regime allows for significant suppression of energy relaxation at full frustration, which has been experimentally demonstrated by measuring \( T_1 \). Indeed, as shown in Figure 9(c), the relaxation time \( T_1 \) for \( n_g = 0.5 \) is almost one order of magnitude larger than for \( n_g = 0 \), providing evidence for the qubit’s dipole moment suppression due to Aharonov-Casher destructive interference. It is important to stress that the very presence of high protection against relaxation requires the implementation of a non-standard approach to manipulate the qubit and measure \( T_1 \). In particular, both the \( \pi \) pulse that initially populates the qubit excited state and the final measurement are performed in the non-protected regime, i.e. for \( n_g \sim 0 \). Full charge frustration, and therefore protection against relaxation, is only implemented in between these two operations. Using this particular protocol, values as large as \( T_1 \sim 100\ \mu\text{s} \) have been observed. A similarly modified protocol, where qubit manipulation is performed in the non-protected regime, has been also implemented to measure the overall coherence times, obtaining \( T_2^* \sim 0.2\ \mu\text{s} \). The latter is negatively affected by the short dephasing time of the device, which traces back to its (inherently) large charge dispersion but also to a fairly large flux dispersion that is associated with the specific parameters used in the experiment. In this respect, a further increase of \( L \) (which could be realized using strongly disordered superconducting nanowire based on granular Aluminum [159, 162]) can be particularly beneficial, allowing to access the regime \( E_{\text{ct}} \gg E_L \) where flux dispersion is exponentially suppressed. These results have demonstrated the potential of the bifluxon as a protected qubit. Several further improvements can be made in order to reach longer decoherence times, such as minimizing the asymmetry between the JJJs of the CPB during the device fabrication. The above-mentioned development of bifluxon arrays also represents a possible strategy to enhance protection against dephasing, in analogy with the rhombi chains. Finally, improved geometries can be engineered to exploit coherent quantum phase slip dynamics [171] and fluxon pairings,
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Figure 10: (a) False-color image of the $0 - \pi$ qubit. Different colors refer to different nodes (see also the circuits schematics drew on top of the right side of the image). (b) Longitudinal relaxation measurement of the $0 - \pi$ qubit. The inset shows the standard pulse scheme. Both panels adapted from Ref. [70].

along the line of the recently realized dual of a SQUID dubbed charge-quantum interference device [172].

4.4. Realization of $0 - \pi$ superconducting circuit

Here we discuss the first experimental realization of the $0 - \pi$ circuit [70], whose working principle has been discussed in Section 3. We remind the reader that to obtain simultaneous protection from charge and flux noise, this circuit exploits its intrinsic multi-mode nature. The circuit is composed of a superconducting loop comprising two identical JJs with both large shunting capacitance and shunting inductance, as shown in Figure 10 (a). Analyzing the device geometry, one can identify four nodes, characterized by three relevant degrees of freedom, one of which is a harmonic one. This latter mode can be considered completely decoupled in the ideal case of perfectly symmetric junctions. The resulting Hamiltonian can be described in terms of two variables, called $\theta$ and $\phi$, as in Equation (34). As already mentioned, these two modes resemble the dual working principles of capacitively and inductively shunted junctions, respectively. Indeed, $\theta$ is associated with the phase difference between the large capacitors and the JJs (like in a transmon circuit), while $\phi$ represents the phase difference between the superinductor and the JJs (as in a fluxonium device). To reach the protected regime, a huge anisotropy between the two modes is required. In particular, the ideal (deep) regime [see Equation (37)] is characterized by strong localization of wavefunctions along $\theta$ direction (often dubbed heavy charge mode) and a wide spread on the opposite $\phi$ profile (often dubbed light flux mode). Therefore, one needs very different charging energies with $E_C^\phi \gg E_C^\theta$, large Josephson energy $E_J \gg E_C^\theta$, and very small inductive energy $E_L \ll E_C^\phi$. We recall that the large Josephson energy is responsible for the formation of a double well profile in the $\theta$ direction, with the resulting wavefunctions localized around $\theta = 0$ and $\theta = \pi$ [59, 70].

From an experimental level, the above requirements of energy scales (deep regime) constitute a hard challenge. Indeed, one needs very efficient superinductors to guarantee large kinetic inductance (hence very small $E_L$), precise shaping of capacitors which require a high control degree on unwanted cross capacitance, and JJs as identical as
possible to avoid spurious flux contributions. The experiment in Ref. [70] considered a softer regime of operation, characterized by $E_L \sim 0.06E_J$, $E_C^0 \sim 0.015E_J$, and $E_\theta^0 \sim 12E_C^0 = 0.18E_J$. These parameters are sufficient to guarantee exponential suppression from charge noise. Moreover, a first-order-insensitive magnetic sweet spot around $\Phi_{\text{ext}} = 0$ has been demonstrated with this finite kinetic energy (which only slightly hybridizes the degenerate doublets on the $\phi$ profile). Also this device has been realized by means of standard lithographic technique and shadow mask deposition. In particular, Nb based capacitors have been placed on a Sapphire substrate at a sufficiently large distance, to limit unwanted cross capacitance contributions, each superinductors is formed by 200 large JJs, and the two central Al/AlOx/Al JJs have a characteristic Josephson energy of $E_J \sim 6$GHz. Dispersive read-out of qubit performance has been achieved by capacitive coupling with a transmission line resonator with characteristic resonance $\omega_c/(2\pi) \sim 7.2$GHz [75, 78, 70]. Two-tone spectroscopy as a function of offset charge $n_g$ and external flux $\Phi_{\text{ext}}$ has been employed to determine the spectrum of the circuit, finding a remarkable agreement with the simple two-mode Hamiltonian $H_{\theta \phi}$ in Equation (34).

Direct transitions between the computational states are strongly suppressed, because of their disjoint support. The control of the qubit has been therefore achieved by taking advantage of higher-energy states, as the latter have support on both the $\theta = 0$ and $\theta = \pi$ valleys [see Figure 5(e)]. While this is reminiscent of the protocol proposed in Ref. [137] and mentioned in Section 3.5, these two schemes are actually based on different strategies. In particular, the experimental implementation relied on Raman processes that virtually populate one ancillary excited state. This has the advantage that only a very small fraction of the population occupies the unprotected intermediate state but, unfortunately, its applicability is limited to the soft regime since, in the deep one, the onset of an approximate selection rule makes Raman-based gates ineffective [137]. This limitation is overcome by the deep regime-ready protocol described in Section 3.5, where several excited states are actually populated for a very short time. Nevertheless, for current experimental realizations of the $0 - \pi$ qubit, a Raman gate scheme is effective in controlling population transfer between the two computational states, as demonstrated by clear Rabi oscillations reported in Ref. [70]. There, an impressive relaxation decay time $T_1 \sim 1.6$ms has been also recorded, as shown in Figure 10(b), which is larger than state-of-the-art transmon performance [119, 120], and comparable to the last achievement in fluxonium device [80]. As for the overall coherence times, obtained by Ramsey interferometry and Hahn echo protocol, values of $T_2^* \sim 9$ $\mu$s and $T_{2e} \sim 25$ $\mu$s have been extracted, demonstrating first order protection from flux noise [70]. This first experimental realization of $0 - \pi$ circuit confirms the huge potential of these protected superconducting circuits, opening new perspectives for the implementation of protected multi-qubits gates and more complex operations.

4.5. Kinetic interference cotunneling element

We now describe the implementation of a generalized Josephson element [173], first proposed in Ref. [65], called Kinetic Interference co-Tunneling Element (KITE). Also this superconducting circuit is able to enter a protected regime, where the transport is dominated by co-tunneling events of pair of Cooper pairs. Furthermore, by investigating its flux response, it is possible to find a direct link between protected regime
and an enhancement of zero-point phase fluctuations. This fact therefore reduces the asymmetry between charge and flux fluctuations discussed in Section 2.3.2, paving the way for artificial systems where the two can act in a symmetric fashion.

The circuit consists of a superconducting loop where a parallel of two small identical JJs (with Josephson energy $E_J$ and charging energy $E_C$) is placed in series with two superinductances (with associated energy $E_L$), see the green portion of the sketch in Figure 11(a). The parameter regime implemented here is $E_L < E_{CL} \ll E_J \sim E_C$ with $E_L = 0.23$GHz, $E_{CL} = 2.5$GHz, $E_J = 5.9$GHz, and $E_C = 6.6$GHz. This configuration, in contrast with the rhombus element [58, 66, 67], does not contain any central superconducting island, and it is thus less sensitive to offset charge noise. Thanks to the presence of an additional shunting large inductance (see blue region in the figure), this device can pass from a conventional $2\pi$ to a $\pi$ periodicity, depending on the external flux threading the whole circuit. The latter behavior occurs at half flux and it is caused by Aharonov-Bohm destructive interference of single Cooper pair tunneling, exactly as in the case of a rhombus element [62, 151]. We notice that in the experimental realization both superinductors have been realized by JJ arrays containing 100 single large JJ elements by standard double angle Al evaporation.

Figure 11: (a) Schematic of the KITE device. (b,c) Two-tone spectroscopy measurements of the transition frequencies from the ground state, for $\theta_{\text{ext}} = 0$ (b) and $\theta_{\text{ext}} = \pi$, respectively. All panels adapted from Ref. [173].
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The circuit has three degrees of freedom, two associated with the KITE and one with the shunting portion. Since $E_C \sim E_J$ is the dominant energy scale, the system can be effectively described in terms of only two phases by relying on the Born-Oppenheimer approximation. Tuning the external flux from 0 to half flux $\theta_{\text{ext}} = \pi$, the reduced Hamiltonian can be further simplified with the following one-dimensional effective description

$$H_\mu = 4E_C \left( \frac{n}{\mu} \right)^2 + \frac{E_L}{2} (\varphi - \varphi_{\text{ext}})^2 + (-1)^\mu E_J \cos(\mu \varphi),$$

(68)

where $\varphi_{\text{ext}}$ is associated to the external flux across the superconducting loop and the parameter $\mu = 1, 2$ determine the two possible case, respectively. Note that the $(-1)^\mu$ factor guarantees that the cosine potential is pinned to 1 at $\pm \pi$ for all $\mu = 1, 2$. Device properties have been measured with an inductively coupled LC read-out resonator. Circuit transition frequencies have been probed by two-tone spectroscopy. It has been demonstrated [173] the halving of periodicity, from conventional $2\pi$ at zero flux to $\pi$ at half flux.

Correspondingly, when the period is halved the ground state wavefunction delocalization gets magnified. This is confirmed by the suppression of flux dispersion of the first excited state transition, with a ten-time reduction when passing from zero to half flux [see Figure 11]. Indeed higher level transitions have a strong flux dependence, consistent with the ground state and first state delocalization over several Josephson potential wells. Notably, this delocalization magnification is also linked to an enhanced amplitude of zero-point-fluctuations of the phase across the KITE, which is estimated as

$$\varphi_{\text{zpf},\mu} = \left( \frac{2E_C}{E_L} \mu^2 \right)^{1/4}.$$  

(69)

From the experiment a factor $\varphi_{\text{zpf},2}/\varphi_{\text{zpf},1} \sim 2.1$ enhancement has been reported. The fact that this value is larger than the expected $\sqrt{2}$ one, has been ascribed to the presence of double phase slip events when the external flux is zero (in the conventional $2\pi$ periodicity regime) [173].

These results can have important fundamental consequences in finding systems where charge and flux fluctuations are no more asymmetric. Indeed, the expression for zero-point-fluctuations can be rewritten as

$$\varphi_{\text{zpf},\mu} = \sqrt{8\pi \alpha_{ee} \mu^2 Z_{\text{vac}}},$$  

(70)

where $\alpha_{ee} = 1/137$ is the fine structure constant and $Z, Z_{\text{vac}}$ represent the circuit and vacuum impedance, respectively. We indeed recall that the ratio between flux and charge fluctuations is of order $8\alpha_{ee}$. In addition, in a circuit where electrons can only move in packets of $\mu$ Cooper pairs, one would expect that the ratio of flux to charge fluctuations gains a factor of $\mu$. This, in turn, implies that more complex superconducting circuits where transport is mediated solely by correlated entities of multiples of Cooper pairs will further lower the ratio between flux and charge fluctuations, paving the way for a novel class of superconducting devices with built-in symmetric noise response.
5. Conclusions

Thanks to their versatility and high-degree of control, superconducting circuits are at the forefront of novel quantum technology applications. Among all superconducting based qubits are a promising and powerful resource for the ensuing quantum computing era. After the recent demonstration of working devices able to perform non-trivial quantum computational tasks \[27, 26\], in the so-called noise intermediate-scale quantum framework, worldwide theoretical and experimental efforts are devoted in finding strategies to completely suppress, or at least to mitigate, errors and noise sources. Here we focused on novel circuit designs, i.e. multi-mode superconducting circuits, that exploit their topology to achieve noise protection at a hardware level. In essence, the larger number of degrees of freedom, with respect to conventional single-mode qubits, is at the root of robust encoding of quantum information against environmental disturbances. Different proof-of-concept experiments have recently demonstrated the huge potential of such multi-mode qubits, achieving performance comparable, or even greater than, state-of-the-art single-mode superconducting qubits. One of the next key steps in building quantum information platforms consist in translating noise protection on a larger scale, together with the development of modular and versatile hardware and circuit couplers that can guarantee efficient information transfer and high-fidelity of different computational tasks \[174, 175, 176\]. A modular approach can indeed manage complex systems by assembling smaller components into larger networks, possibly performing operations in noisy resilient sub-parts and transferring information via efficient communication channels.

An interesting perspective in this direction would be the integration of superconducting circuit technology with hybrid superconductor/semiconductor based devices \[176, 177, 178\]. Here, the large versatility offered by semiconductors, both in geometrical control and in the possible gate tunability, can indeed further enhance the performance of superconducting based qubits in a already mature technological context.
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