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Abstract. In this article, a \(\theta\) scheme based on wavelet-like incremental unknowns (WIU) is presented for a class of porous medium diffusion-type equations. Through some important norm inequalities, we prove the stability of \(\theta\) scheme. Compared to the classical scheme, the stability conditions are improved. Numerical results show that the \(\theta\) scheme based on the WIU decomposition is efficient.

1. Introduction. Incremental unknowns (IU) method which arises from the dynamical systems theory of Navier Stokes equations (see [9]) is a very powerful tool for the computation and analysis of fluid flows. The primary motivation of the IUs theory is to approximate inertial manifolds when finite differences are used for the spatial discretization (see [5]). However, Chen and Temam proved that IU allows to define hierarchical preconditioners for discrete operators arising from elliptic-like problems (see [1], [2]). Many studies on IU have been carried out (see [8], [10]–[15]). Wavelet-like incremental unknowns (WIU) deserve special attention because they enjoy the \(L^2\) orthogonality property between different levels of unknowns. This makes the method with multilevel wavelet-like incremental unknowns particularly appropriate for the approximation of evolution equation. Chen and Temam applied the multilevel WIU to a Reaction-Diffusion equation (see [3]), they presented several numerical schemes using one dimensional WIU. The fully discretized explicit and semi-explicit schemes for the reaction-diffusion equation are presented and analyzed, the stability conditions are improved with the corresponding algorithms. The author in [13] established two semi-implicit schemes with multilevel WIU methods for the same equation, the stability conditions of the two schemes become better. [8] proposed a new type of WIU method for the two-dimensional reaction-diffusion equations with a polynomial nonlinear term and analysed the stability of Euler explicit and semi-implicit schemes.

The purpose of this paper is to apply WIU to two dimensional reaction-diffusion equations with more general nonlinear term and present a \(\theta\) Scheme which includes explicit scheme, implicit scheme and Grank-Nicolson scheme. We will prove some important inequalities, then we prove that under suitable conditions, the \(\theta\) scheme
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is stable. Compared with the classical theme discretized without WIU, the time step can be larger. Numerical result shows that the θ scheme save more CPU time than the scheme without WIU.

The paper is organized as follows. In Section 2 we present the porous medium diffusion-type equation and its finite difference discretization. Then in Section 3 we recall the definition of the two dimensional WIU and the multilevel discretization in space. New θ schemes based on multilevel WIU are established in Section 4. In Section 5, firstly we write the variational form of the approximate scheme, then we develop the stability criteria of the schemes. Finally, numerical results show the efficiency of the new methods.

2. Dynamic Equation and Discretization. Let Ω be an open-bounded subset of $\mathbb{R}^n$. We consider the model

$$
P : \begin{cases}
\frac{\partial u}{\partial t} - \nu \Delta u + g(t, x, u) = 0, & \text{in } (0, T) \times \Omega, \\
u u(x, t) = 0, & \text{on } (0, T) \times \partial \Omega, \\
u u(x, 0) = u_0, & \text{in } \Omega.
\end{cases}
$$

(1) under the following assumptions:

(H1) For each $\xi \in \mathbb{R}$, the map $(t, x) \mapsto g(t, x, \xi)$ is measurable and almost everywhere in $\Omega \times \mathbb{R}$ $\xi \mapsto g(t, x, \xi)$ is continuous and differentiable.

(H2) We assume that there exist $c_1 > 0, c_2 > 0$ and $c_3 > 0$ such that

$$
\begin{align*}
\text{sign}(\xi) \cdot g(t, x, \xi) &\geq c_1 |\xi|^{q-1} - c_2, & q > 2, \\
\limsup_{t \to 0} |g(t, x, \xi)| &\leq c_3 (|\xi|^{q-1} + 1), \\
|g(x, \xi)| &\leq a(|\xi|),
\end{align*}
$$

(2)

where $a : \mathbb{R}^+ \mapsto \mathbb{R}^+$ is an increasing function and the sign function is defined as follows:

$$
\tau \mapsto \text{sign}(\tau) = \begin{cases} 
1, & \text{if } \tau > 0, \\
0, & \text{if } \tau = 0, \\
-1, & \text{if } \tau < 0.
\end{cases}
$$

(H3) There exists $c_7 > 0$ such that for almost every $(t, x) \in \mathbb{R}^+ \times \Omega : \xi \mapsto g(t, x, \xi) + c_7 \xi$ is an increasing function.

(H4) $u_0 \in L^2(\Omega)$.

Using the above assumptions, we have the following existence and uniqueness result (see [4]):

**Theorem 2.1.** Under the assumptions (H1) to (H4), there exists a unique solution $u \in L^q(0, T; L^q(\Omega)) \cap L^2(0, T; H_0^1(\Omega)) \cap L^\infty(\eta, T; L^\infty(\Omega)), \forall \eta > 0$, satisfies P.

Now, we consider spatial discretization by finite difference with mesh size $h_d = 1/(2^d N + 1)$, where $N \in \mathbb{N}$. For the sake of simplicity, here let $\Omega = [0, 1]^2$. We have

$$
\frac{\partial U_{h_d}}{\partial t} + \nu A_{h_d} U_{h_d} + g(t, X, U_{h_d}) = 0,
$$

(3)

where $U_{h_d} \in \mathbb{R}^{(2^d N)^2}$ is the vector that consists of approximate values of $u$ at the grid points and $X = (x_1, x_2, ..., x_{(2^d N)^2})^T$, $A_{h_d}$ is a matrix of order $(2^d N)^2$ which
has the form
\[ A_d = \frac{1}{h_d^2} \begin{pmatrix} C & -I \\ -I & \ddots & \ddots \\ & \ddots & \ddots & -I \\ -I & C \end{pmatrix}, \quad C = \begin{pmatrix} 4 & -1 \\ -1 & \ddots & \ddots \\ & \ddots & \ddots & -1 \\ -1 & 4 \end{pmatrix}. \]

Here, \( I \) is the identity matrix, \( C \) and \( I \) are both of order \( 2^d N \).
For simplicity, we write \( A_d = A_{h_d}, U_d = U_{h_d}, g(t, X, U_d) = g(U_d) \).

3. **Multilevel Wavelet-like Incremental Unknowns.** We introduce the wavelet-like incremental unknowns equation (3) by recalling the definition of WIU in [3].
We separate evenly the unknowns into four different parts according to the grid, see Fig.1.

![Fig.1 Coarse grid points(×) and fine grid points(◦), d=1, N=4.](image)

Here \( u_{2i,2j}^d \) is the value of \( u \) corresponding to coarse grid \( M_1 \), \( u_{2i-1,2j}^d \) \( u_{2i,2j-1}^d \) and \( u_{2i-1,2j-1}^d \) are the values of \( u \) corresponding to complementary grids \( A_1, A_2 \) and \( A_3 \).
For \( i = 1, \cdots, 2^d-1, j = 1, \cdots, 2^d-1 \), the first separation of new variables is defined by
\[
\begin{align*}
\begin{cases}
y_{2i,2j}^d = \frac{1}{4} (u_{2i,2j}^d + u_{2i-1,2j}^d + u_{2i,2j-1}^d + u_{2i-1,2j-1}^d), \\
z_{2i-1,2j}^d = u_{2i-1,2j}^d - y_{2i,2j}^d, \\
z_{2i,2j-1}^d = u_{2i,2j-1}^d - y_{2i-1,2j}^d, \\
z_{2i-1,2j-1}^d = u_{2i-1,2j-1}^d - y_{2i-1,2j}^d.
\end{cases}
\end{align*}
\]

(4)

Inversely, we have
\[
\begin{align*}
\begin{cases}
u_{2i,2j}^d &= y_{2i,2j}^d - z_{2i-1,2j}^d - z_{2i,2j-1}^d - z_{2i-1,2j-1}^d, \\
u_{2i-1,2j}^d &= y_{2i-1,2j}^d + z_{2i,2j-1}^d, \\
u_{2i,2j-1}^d &= y_{2i,2j-1}^d + z_{2i-1,2j}^d, \\
u_{2i-1,2j-1}^d &= y_{2i-1,2j-1}^d + z_{2i-1,2j-1}^d.
\end{cases}
\end{align*}
\]

(5)
We reorder $U_d$ into $\hat{U}_d$ by letting
\[
\hat{U}_d = \left( U_0^d, U_1^d, U_2^d, U_3^d \right)^T,
\]
where $U_0^d, U_1^d, U_2^d, U_3^d$ are column vectors ordered in lexical order (from left to right, from down to up) separately by four different types of grid points $u_{2i,2j}, u_{2i,2j-1}, u_{2i-1,2j}, u_{2i-1,2j-1}$. Denoting
\[
\hat{U}_d = \left( Y^d, Z_1^d, Z_2^d, Z_3^d \right)^T,
\]
while $Y^d, Z_1^d, Z_2^d, Z_3^d$ are column vectors ordered in lexical order separately by four different types of grid points $y_{2i,2j}, z_{2i,2j-1}, z_{2i-1,2j}, z_{2i-1,2j-1}$. Obviously we have
\[
U_d = P_d \hat{U}_d, \quad \hat{U}_d = S_d U_d,
\]
where $P_d$ is a permutation matrix of order $(2^d N)^2$ which changes $\hat{U}_d$ to $U_d$ and $P_d$ has the following form
\[
P_d = \left[ E_d \otimes E_d, \ V_d \otimes E_d, \ E_d \otimes V_d, \ V_d \otimes V_d \right],
\]
That is
\[
\begin{pmatrix}
0 & 0 & \cdots & 0 & 0 \\
E_d & 0 & \cdots & 0 & 0 \\
0 & E_d & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & E_d \\
0 & 0 & \cdots & 0 & \vdots \
\end{pmatrix}
\begin{pmatrix}
E_d & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & \vdots 
\end{pmatrix},
\]
with
\[
E_d = \begin{pmatrix}
0 & 0 & 0 & \cdots & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1 \\
\end{pmatrix},
V_d = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 \\
0 & 0 & 0 & \cdots & 0 & 0 \\
\end{pmatrix}.
\]
Here denote the zero matrix of the order $2^d N \times 2^d - 1 \times N$. $S_d$ is the transfer matrix of order $(2^d N)^2$ which transfers $\hat{U}_d$ to $U_d$. $S_d$ has the following form
\[
S_d = \begin{pmatrix}
I_{d-1} & \cdots & -I_{d-1} & \cdots & -I_{d-1} \\
I_{d-1} & \cdots & I_{d-1} & \cdots & 0 \\
I_{d-1} & \cdots & 0 & \cdots & I_{d-1} \\
I_{d-1} & \cdots & 0 & \cdots & 0 \\
\end{pmatrix},
\]
where the $I_{d-1}$ is the identity matrix of order $(2^{d-1} N)^2$. Substituting (8) into the finite difference equation (3) and multiplying the equation by $(P_d S_d)^T$, we find
\[
(P_d S_d)^T \frac{\partial P_d S_d \hat{U}_d}{\partial t} + \nu (P_d S_d)^T A_d P_d S_d \hat{U}_d + (P_d S_d)^T g(P_d S_d \hat{U}_d) = 0.
\]
(9)
Noting that $P_d^T P_d = I_d$, $P_d^T$ and $g$ can commute, we obtain
\[
S_d^T S_d \frac{\partial \hat{U}_d}{\partial t} + \nu (P_d S_d)^T A_d P_d S_d \hat{U}_d + S_d^T g(S_d \hat{U}_d) = 0,
\]
(10)
which is the 2-level WIU scheme. The next level of WIU on \( Y^d \) can be introduced by repeating the same procedure. We now separate \( Y^d \) into four parts and denote that

\[
\tilde{Y}^d = \begin{pmatrix}
Y^d-1 \\
Z_1^{d-1} \\
Z_2^{d-1} \\
Z_3^{d-1}
\end{pmatrix}
\]

where \( Y^d-1, Z_1^{d-1}, Z_2^{d-1}, Z_3^{d-1} \) are column vectors ordered in lexical order separately by \( Y^d_{4i,4j}, Z^d_{4i,4j-2}, Z^d_{4i-2,4j}, Z^d_{4i-2,4j-2} \) four different type of grid points. Similar to (5), for \( i = 1, \cdots, 2^{d-2}N, j = 1, \cdots, 2^{d-2}N, \) we define

\[
\begin{align*}
&y^d_{4i,4j} = y^d_{4i,4j} - z^d_{4i-2,4j} - z^d_{4i,4j-2} - z^d_{4i-2,4j-2}, \\
&y^d_{4i,4j-2} = y^d_{4i,4j} + z^d_{4i,4j-2}, \\
&y^d_{4i-2,4j} = y^d_{4i-2,4j} + z^d_{4i-2,4j}, \\
&y^d_{4i-2,4j-2} = y^d_{4i-2,4j} + z^d_{4i-2,4j-2}.
\end{align*}
\]

Therefore, we can obtain the equality

\[
Y^d = P_{d-1}S_{d-1}\tilde{Y}^d,
\]

with

\[
P_{d-1} = [E_{d-1} \otimes E_{d-1} V_{d-1} \otimes E_{d-1} E_{d-1} \otimes V_{d-1} V_{d-1} \otimes V_{d-1}]
\]

and

\[
S_{d-1} = \begin{pmatrix}
I_{d-2} & -I_{d-2} & -I_{d-2} & -I_{d-2} \\
I_{d-2} & I_{d-2} & 0 & 0 \\
I_{d-2} & 0 & I_{d-2} & 0 \\
I_{d-2} & 0 & 0 & I_{d-2}
\end{pmatrix}.
\]

Here, \( I_{d-2} \) denote the identity matrix of order \((2^{d-2}N)^2\). \( P_{d-1}, S_{d-1} \) have the similar structures as \( P_d, S_d \) respectively but they are both matrices of order \((2^{d-1}N)^2\).

Let

\[
\tilde{U}_{d-1} = \begin{pmatrix}
Y^d-1 \\
Z_1^{d-1} \\
Z_2^{d-1} \\
Z_3^{d-1}
\end{pmatrix}, \quad \tilde{P}_{d-1} = \begin{pmatrix}
P_{d-1} & 0 & 0 & 0 \\
0 & I_{d-1} & 0 & 0 \\
0 & 0 & I_{d-1} & 0 \\
0 & 0 & 0 & I_{d-1}
\end{pmatrix},
\]

and

\[
\tilde{S}_{d-1} = \begin{pmatrix}
S_{d-1} & 0 & 0 & 0 \\
0 & I_{d-1} & 0 & 0 \\
0 & 0 & I_{d-1} & 0 \\
0 & 0 & 0 & I_{d-1}
\end{pmatrix}.
\]

Noting that \( \tilde{P}_{d-1}, \tilde{S}_{d-1} \) are matrices of order \((2^dN)^2\), we can find

\[
\tilde{U}_d = \tilde{P}_{d-1}\tilde{S}_{d-1}\tilde{U}_{d-1}.
\]

Substituting (13) into (10) and multiplying the equation by \((\tilde{P}_{d-1}\tilde{S}_{d-1})^T\), we can see that

\[
S^T S \frac{\partial \tilde{U}_{d-1}}{\partial t} + \nu S^T A_d S \tilde{U}_{d-1} + S^T g(S\tilde{U}_{d-1}) = 0.
\]
Here, \( S = P_d S_d \tilde{P}_{d-1} \tilde{S}_{d-1} \). Generally, for \( l = d - 1, d - 2, \ldots, 1 \), we can introduce the next level of WIU on \( Y^{l+1} \) by repeating the same method. Let

\[
\tilde{Y}^{l+1} = \begin{pmatrix} Y^{l} \\ Z_1^{l} \\ Z_2^{l} \\ Z_3^{l} \end{pmatrix},
\]

(15)

We can see that

\[
Y^{l+1} = P_l S_l \tilde{Y}^{l+1},
\]

(16)

\( P_l, S_l \) are the matrices of order \((2^l N)^2\). Now, we can include (16) with \( l = d \) by let \( Y^{d+1} = U_d \), \( \tilde{Y}^{d+1} = \tilde{U}_d \). Setting

\[
\tilde{U}_l = \begin{pmatrix} Y^{l} \\ Z_1^l \\ Z_2^l \\ \vdots \\ Z_d^l \end{pmatrix} \quad \text{with} \quad Z^l = \begin{pmatrix} Z_1^l \\ Z_2^l \\ \vdots \\ Z_d^l \end{pmatrix}, \quad Z_d^l \in \mathbb{R}^{(2^l - 1) N^2},
\]

(17)

then we can write

\[
\tilde{U}_{l+1} = \tilde{P}_l \tilde{S}_l \tilde{U}_l,
\]

(18)

where

\[
\tilde{P}_l = \begin{pmatrix} P_l & 0 \\ 0 & I_k \end{pmatrix}, \quad \tilde{S}_l = \begin{pmatrix} S_l & 0 \\ 0 & I_k \end{pmatrix},
\]

with \( k = (2^d - N)^2 - (2^l - N)^2 \). Substituting (18) into (10) with \( l = d - 1, d - 2, \ldots, 1 \) and using the same method, we can obtain the \( d + 1 \)-level WIUs in terms of \( Y \) and \( Z \),

\[
S^T S \frac{\partial \tilde{U}_1}{\partial t} + \nu S^T A_d S \tilde{U}_1 + S^T g(S \tilde{U}_1) = 0.
\]

(19)

Here \( S = \tilde{P}_d \tilde{S}_d \tilde{P}_{d-1} \tilde{S}_{d-1} \ldots \tilde{P}_1 \tilde{S}_1, Y = Y^1 \in \mathbb{R}^{N^2}, Z = (Z^1, Z^2, \ldots, Z^d)^T \) with \( Z^l \in \mathbb{R}^{(2^l - 1) N^2} \).

4. Approximate Scheme. We now propose \( \theta \) scheme based on WIU introduced in section 3. Firstly, we find a method to compute the nonlinear term \( S_d^T g(S_d \tilde{U}_d) \). The equation (19) with \( S = \tilde{P}_d \tilde{S}_d \) has the form

\[
S_d^T S_d \frac{\partial \tilde{U}_d}{\partial t} + v(P_d S_d)^T A_d P_d S_d \tilde{U}_d + S_d^T g(S_d \tilde{U}_d) = 0.
\]

According to some computations, we get

\[
S_d^T g(S_d \tilde{U}_d) = \begin{pmatrix} 4g(Y^d) + O(|Z_1^d|^2) + O(|Z_2^d|^2) + O(|Z_3^d|^2) \\ O(|Z_1^d| + |Z_2^d| + |Z_3^d|) \\ O(|Z_1^d| + |Z_2^d| + |Z_3^d|) \\ O(|Z_1^d| + |Z_2^d| + |Z_3^d|) \end{pmatrix}.
\]

(20)
In fact, using the definition of \( S_d \), the left hand of equation (20) equals to

\[
\begin{pmatrix}
g(Y^d - Z_1^d - Z_2^d - Z_3^d) + g(Y^d + Z_1^d) + g(Y^d + Z_2^d) + g(Y^d + Z_3^d) \\
g(Y^d + Z_1^d) - g(Y^d - Z_1^d - Z_2^d - Z_3^d) \\
g(Y^d + Z_2^d) - g(Y^d - Z_1^d - Z_2^d - Z_3^d) \\
g(Y^d + Z_3^d) - g(Y^d - Z_1^d - Z_2^d - Z_3^d)
\end{pmatrix}.
\]

(21)

Using Tylor expansion at \( Y^d \) and neglecting the terms \( O(|Z_d|^2) \) and \( O(|Z_d|) \), we obtain

\[
S_d^T S_d \frac{\partial \hat{U}_d}{\partial t} + \nu S_d^T P_d A_d P_d S_d \hat{U}_d + 4 \left( \begin{array}{c} g(Y^d) \\ 0 \end{array} \right) = 0. \tag{22}
\]

For two level wave-like incremental unknowns, the form of the equation (19) with \( S = \tilde{P}_d \tilde{S}_d \tilde{P}_d^{-1} \tilde{S}_d^{-1} \) is

\[
S^T S \frac{\partial \hat{U}_d}{\partial t} + \nu S^T A_d S \hat{U}_d + \nu S^T g(S \hat{U}_d) = 0.
\]

Using the same approximation as (20), the approximate equation above becomes

\[
S^T S \frac{\partial \hat{U}_d}{\partial t} + \nu S^T A_d S \hat{U}_d + 4^2 \left( \begin{array}{c} g(Y^{d-1}) \\ 0 \end{array} \right) = 0. \tag{23}
\]

In fact,

\[
S^T g(S \hat{U}_d) = \tilde{S}_{d-1}^T \tilde{P}_{d-1}^T \tilde{P}_{d} \tilde{S}_{d} \tilde{P}_{d}^T \tilde{P}_{d} \tilde{S}_{d} \tilde{P}_{d} \hat{U}_d (\hat{P}_d \tilde{S}_d \hat{P}_d^{-1} \tilde{S}_d^{-1} \hat{U}_d - 1)
\]

(24)

Using the above approximation (20) and the definition of \( \hat{S}_{d-1}, \hat{P}_{d-1} \), we have

\[
S^T g(S \hat{U}_d) = 4 \left( \begin{array}{cc} S_{d-1}^T & 0 \\ 0 & I \end{array} \right) \left( \begin{array}{cc} P_{d-1}^T & 0 \\ 0 & I \end{array} \right) \left( \begin{array}{c} g(Y^d) \\ 0 \end{array} \right)
\]

\[
= 4 \left( \begin{array}{cc} S_{d-1}^T & 0 \\ 0 & I \end{array} \right) \left( \begin{array}{cc} P_{d-1}^T & 0 \\ 0 & I \end{array} \right) \left( \begin{array}{c} g(P_{d-1} S_{d-1} Y^d) \\ 0 \end{array} \right)
\]

\[
= 4 \left( \begin{array}{cc} S_{d-1}^T & 0 \\ 0 & I \end{array} \right) \left( \begin{array}{c} 0 \\ 0 \end{array} \right)
\]

Finally, the \((d + 1)\)-level incremental unknowns equation (19) is approximated by

\[
S^T S \frac{\partial}{\partial t} \left( \begin{array}{c} Y \\ Z \end{array} \right) + \nu S^T A_d S U_1 + 4^d \left( \begin{array}{c} g(Y) \\ 0 \end{array} \right) = 0. \tag{25}
\]

Now as for time discretization, we propose \( \theta \) scheme as follows

\[
\frac{S^T S}{\tau} \left( \begin{array}{c} Y^{n+1} - Y^n \\ Z^{n+1} - Z^n \end{array} \right) + \nu A^* \left[ (1 - \theta) \left( \begin{array}{c} Y^n \\ Z^n \end{array} \right) + \theta \left( \begin{array}{c} Y^{n+1} \\ Z^{n+1} \end{array} \right) \right] + 4^d \left( \begin{array}{c} g(Y^n) \\ 0 \end{array} \right) = 0. \tag{26}
\]

Here, \( A^* = S^T A_d S, \tau \) is the time step and \( \theta \in [0, 1] \) is a parameter.
5. Stability Analysis of $\theta$ scheme. In this section, firstly, we write the equivalent variational formulation of scheme (25), then under suitable conditions, we present the stability analysis of $\theta$ scheme (26). Let $V_{h_d}$ (or simply $V_d$) be the function space spanned by the basis functions $w_{h_d,M_{ij}}(x)$, Here $M_{ij} = (ih_d, jh_d), i = 1, 2, \cdots, 2^d N, j = 1, 2, \cdots, 2^d N,$ and $w_{h_d,M_{ij}}(x)$ satisfies
\[
 w_{h_d,M_{ij}} = \begin{cases} 
 1, & x \in K_{ij}, \\
 0, & \text{otherwise} 
\end{cases}
\]
where $K_{ij} = [ih_d, (i+1)h_d) \times [jh_d, (j+1)h_d)$, $u_d(x)$ be a step function in $V_d$, and
\[
u u_d(x) = \sum_{i=1}^{2^d N} \sum_{j=1}^{2^d N} u_d(M_{ij}) w_{h_d,M_{ij}}(x), \; x \in \Omega.
\]
We introduce two finite difference operators $\nabla_{1,h_d}$ and $\nabla_{2,h_d}$:
\[
\nabla_{1,h_d} \Phi(x) = \frac{1}{h_d} (\Phi(x + h_de_1) - \Phi(x)),
\]
\[
\nabla_{2,h_d} \Phi(x) = \frac{1}{h_d} (\Phi(x + h_de_2) - \Phi(x)),
\]
where $e_1 = (1,0), \; e_2 = (0,1)$. We define the following discrete scalar product
\[
((u_d,v_d))_{h_d} = (\nabla_{1,h_d} u_d, \nabla_{1,h_d} v_d) + (\nabla_{2,h_d} u_d, \nabla_{2,h_d} v_d),
\]
where $(\cdot, \cdot)$ is the scalar product in $L^2(\Omega)$. Let $\|\cdot\|_{h_d} = (\cdot, \cdot)_{h_d}^{-\frac{1}{2}}$ and observe that $\|\cdot\|_{h_d}$ and $|\cdot|$ are Hilbert norms on $V_d$.

With the help of step functions, we can write the finite difference discretization scheme (3) in a variational form
\[
\frac{\partial u_d}{\partial t} + \nu ((u_d, \tilde{u}))_{h_d} + (g(u_d), \tilde{u}) = 0, \; \forall \tilde{u} \in V_d. \tag{27}
\]
Scheme (3) can be recovered by choosing $\tilde{u} = w_{h_d,M_{ij}}(x)$. We now separate space $V_d$ into two spaces $\mathcal{Y}^d$ and $\mathcal{Z}^d$ according to the definition of wavelet-like incremental unknowns. Let $\mathcal{Y}^d$ as the space spanned by the basis functions $\Psi_{2h_d,M_{2i,2j}}(x), i = 1, 2, \cdots, 2^{d-1} N, \; j = 1, 2, \cdots, 2^{d-1} N,$ and
\[
\Psi_{2h_d,M_{2i,2j}}(x) = \begin{cases} 
 1, & x \in [(2i-1)h_d, (2i+1)h_d) \times [(2j-1)h_d, (2j+1)h_d), \\
 0, & \text{otherwise} 
\end{cases}
\]
Thus for every $y^d \in \mathcal{Y}^d$,
\[
y^d(x) = \sum_{i=1}^{2^{d-1} N} \sum_{j=1}^{2^{d-1} N} y^d(M_{2i,2j}) \Psi_{2h_d,M_{2i,2j}}(x), \; x \in \Omega.
\]
Let $\mathcal{Z}^d$ as the space spanned by the basis function $\chi_{h_d,A}(x)$, there are three kinds of points of $A$. For $i, j = 1, 2, \cdots, 2^{d-1} N,$
- $A_1 = (2ih_d - h_d, 2jh_d)$,
- $A_2 = (2ih_d + h_d, 2jh_d)$,
- $A_3 = (2ih_d, 2jh_d)$.
\]
\[
\chi_{h_d,A_1}(x) = \begin{cases} 
 1, & x \in [2ih_d - h_d, 2ih_d) \times [2jh_d, 2jh_d + h_d), \\
 -1, & x \in [2ih_d, 2ih_d + h_d) \times [2jh_d, 2jh_d + h_d), \\
 0, & \text{otherwise} 
\end{cases}
\]
\[
\chi_{h_d,A_2}(x) = \begin{cases} 
 1, & x \in [2ih_d - h_d, 2ih_d) \times [2jh_d, 2jh_d + h_d), \\
 -1, & x \in [2ih_d, 2ih_d + h_d) \times [2jh_d, 2jh_d + h_d), \\
 0, & \text{otherwise} 
\end{cases}
\]
\[
\chi_{h_d,A_3}(x) = \begin{cases} 
 1, & x \in [2ih_d - h_d, 2ih_d) \times [2jh_d, 2jh_d + h_d), \\
 -1, & x \in [2ih_d, 2ih_d + h_d) \times [2jh_d, 2jh_d + h_d), \\
 0, & \text{otherwise} 
\end{cases}
\]
Before presenting the stability theory, let us introduce some useful lemmas.

\[ \chi_{h,d,A_2}(x) = \begin{cases} 
1, & x \in [2ih_d, 2ih_d + h_d) \times [2jh_d - h_d, 2jh_d), \\
-1, & x \in [2ih_d, 2ih_d + h_d) \times [2jh_d, 2jh_d + h_d), \\
0, & \text{otherwise.}
\end{cases} \]

\[ \chi_{h,d,A_3}(x) = \begin{cases} 
1, & x \in [2ih_d - h_d, 2ih_d) \times [2jh_d - h_d, 2jh_d), \\
-1, & x \in [2ih_d, 2ih_d + h_d) \times [2jh_d, 2jh_d + h_d), \\
0, & \text{otherwise.}
\end{cases} \]

Therefore, for all \( z^d \in \mathbb{Z}^d \), \( x \in \Omega \), we have

\[ z^d(x) = \sum_{i=1}^{2^{d-1}N} \sum_{j=1}^{2^{d-1}N} (z^d(A_1)\chi_{h,d,A_1}(x) + z^d(A_2)\chi_{h,d,A_2}(x) + z^d(A_3)\chi_{h,d,A_3}(x)), \tag{28} \]

From the definition of \( \Psi_{2h,d,M}(x) \) and \( \chi_{h,d,A}(x) \), for all \( z^d \in \mathbb{Z}^d \), \( y^d \in \mathcal{Y}^d \), we can obtain three conclusions:

1. \( \int_{\Omega} z^d \, dx = 0 \),
2. \( \int_{\Omega} z^d y^d \, dx = 0 \),
3. The decomposition of \( V_d \) makes (5) hold.

Thus the space \( V_d \) can be decomposed as

\[ V_d = \mathcal{Y}^d \oplus \mathbb{Z}^d. \]

Obviously, for all \( u_d \in V_d \), we have

\[ u_d = y^d + z^d, \quad y^d \in \mathcal{Y}^d, \quad z^d \in \mathbb{Z}^d. \tag{29} \]

With above decomposition, we can see that the variational form

\[ \left( \frac{\partial y^d}{\partial t}, \tilde{y} \right) + \nu ((y^d + z^d, \tilde{y}))_{h,d} + (g(y^d), \tilde{y}) = 0, \quad \forall \tilde{y} \in \mathcal{Y}^d, \tag{30} \]

\[ \left( \frac{\partial z^d}{\partial t}, \tilde{z} \right) + \nu ((y^d + z^d, \tilde{z}))_{h,d} = 0, \quad \forall \tilde{z} \in \mathbb{Z}^d. \tag{31} \]

is identical to (22). Multilevel incremental unknowns can be recovered in a similar fashion, we decompose \( \mathcal{Y}^l \), \( l = d, ..., 1 \) into

\[ \mathcal{Y}^{l+1} = \mathcal{Y}^l \oplus \mathbb{Z}^l. \]

Remember that \( Y^{d+1} \in \mathcal{Y}^{d+1} = U_d \). Therefore for any function \( u_d \in V_d \), we can write it as

\[ u_d = y + z, \]

where \( y = y^1 \in \mathcal{Y} = \mathcal{Y}^1 \) and \( z \in \mathbb{Z} = \mathbb{Z}^1 \oplus \mathbb{Z}^2 \oplus \cdots \oplus \mathbb{Z}^d \). Using the above decomposition, we can prove that the following variational form is identical to (25).

\[ \begin{cases} 
(\frac{\partial y}{\partial t}, \tilde{y}) + \nu((y + z, \tilde{y}))_{h,d} + (g(y), \tilde{y}) = 0, \quad \forall \tilde{y} \in \mathcal{Y}, \\
(\frac{\partial z}{\partial t}, \tilde{z}) + \nu((y + z, \tilde{z}))_{h,d} = 0, \quad \forall \tilde{z} \in \mathbb{Z}. \tag{32} \end{cases} \]

Before presenting the stability theory, let us introduce some useful lemmas.
Lemma 5.1. For every function $u_h \in V_d$, we have

$$2|u_h| \leq \|u_h\|_{h_d} \leq \frac{1}{S_1(h_d)}|u_h|$$

where $S_1(h_d) = \frac{h_d}{\sqrt{2}}$.

Proof. Firstly, we prove the right hand side of (33). Due to the Dirichlet boundary condition, we agree $u_{\alpha \beta} = 0$ if $\alpha$ or $\beta = 0$ or $2N$. For every function $u_h \in V_h$, we have

$$\|u_h\|_{h_d}^2 = \sum_{\alpha=0}^{2^d N} \sum_{\beta=0}^{2^d N} (u_{\alpha+1,\beta} - u_{\alpha,\beta})^2 + \sum_{\alpha=1}^{2^d N} \sum_{\beta=0}^{2^d N} (u_{\alpha,\beta+1} - u_{\alpha,\beta})^2$$

$$\leq 2 \sum_{\alpha=0}^{2^d N} \sum_{\beta=0}^{2^d N} (u_{\alpha+1,\beta}^2 + u_{\alpha,\beta}^2) + 2 \sum_{\alpha=1}^{2^d N} \sum_{\beta=0}^{2^d N} (u_{\alpha,\beta+1}^2 + u_{\alpha,\beta}^2)$$

$$= 8 \sum_{\alpha=0}^{2^d N} \sum_{\beta=0}^{2^d N} u_{\alpha,\beta}^2$$

and

$$|u_h|^2 = h_d^2 \sum_{\alpha=0}^{2^d N} \sum_{\beta=0}^{2^d N} u_{\alpha,\beta}^2.$$

It is easy to see that

$$\|u_h\|_{h_d} \leq \frac{1}{S_1(h_d)}|u_h|,$$

with

$$S_1(h_d) = \frac{h_d}{\sqrt{2}}.$$

Secondly, we prove the left hand side of (33). Thanks to Cauchy’s inequality, we have

$$|u_h(i, j)|^2 = \sum_{k=0}^{i-1} \sum_{k=0}^{j-1} \left| \nabla_{1,h_d} u(k, j) h_d \right|^2 \leq \sum_{k=0}^{i-1} h_d \sum_{k=0}^{j-1} \left| \nabla_{1,h_d} u(k, j) \right|^2$$

$$= ih_d^2 \sum_{k=0}^{2^d N} \left| \nabla_{1,h_d} u(k, j) \right|^2.$$

$$|u_h(i, j)|^2 = \sum_{k=0}^{i-1} \sum_{k=0}^{j-1} \left| \nabla_{2,h_d} u(i, k) h_d \right|^2 \leq \sum_{k=0}^{i-1} h_d \sum_{k=0}^{j-1} \left| \nabla_{2,h_d} u(i, k) \right|^2$$

$$= jh_d^2 \sum_{k=0}^{2^d N} \left| \nabla_{2,h_d} u(i, k) \right|^2.$$

Then we obtain

$$|u_h(i, j)|^2 \leq \frac{1}{2} \left[ i h_d^2 \sum_{k=0}^{2^d N} \left| \nabla_{1,h_d} u(k, j) \right|^2 + j h_d^2 \sum_{k=0}^{2^d N} \left| \nabla_{2,h_d} u(i, k) \right|^2 \right].$$

(34)
Using the definition of $|\cdot|$ and (34), we have
\[
|u_h|^2 = h_d^2 \sum_{i=0}^{2^d N} \sum_{j=0}^{2^d N} |u(i, j)|^2 \\
\leq \frac{1}{2} \sum_{i=0}^{2^d N} \sum_{j=0}^{2^d N} h_d^2 |u(i, j)|^2 + j h_d^2 \sum_{k=0}^{2^d N} |\nabla_{1,h_d} u(k, j)|^2 \\
\leq \frac{1}{2} \sum_{i=0}^{2^d N} \sum_{j=0}^{2^d N} |u(i, j)|^2 h_d^2 \\
+ \sum_{j=0}^{2^d N} j h_d^2 \sum_{i=0}^{2^d N} |\nabla_{2,h_d} u(i, k)|^2 h_d^2 \\
\leq \frac{1}{2} \frac{2^d N(2^d N + 1)}{2} h_d^2 \sum_{j=0}^{2^d N} |\nabla_{1,h_d} u(k, j)|^2 h_d^2 \\
+ \frac{2^d N(2^d N + 1)}{2} h_d^2 \sum_{i=0}^{2^d N} |\nabla_{2,h_d} u(i, k)|^2 h_d^2 \\
\leq \frac{1}{4} \|u\|^2_{h_d}.
\]

Thus, the inequality (33) holds. \(\square\)

**Lemma 5.2.** Let $K_{ij}^1 = [ih_1, (i+1)h_1) \times [jh_1, (j+1)h_1)$, $M_{ij}^1 = (ih_1, jh_1)$, $\forall y \in \mathcal{Y}$ is a step function, we have the following equality
\[
\int_{K_{ij}^1} (y(x + h_1e_1) - y(x))^2 dx = 2^d \int_{K_{ij}^1} (y((i+1)h_1, jh_1) - y(ih_1, jh_1))^2 dx \\
\int_{K_{ij}^1} (y(x + h_2e_2) - y(x))^2 dx = 2^d \int_{K_{ij}^1} (y(ih_1, (j+1)h_1) - y(ih_1, jh_1))^2 dx
\]

\[\begin{array}{cccccccc}
\Omega_1 & \Omega_2 & \Omega_3 & \Omega_4 & \Omega_5 & \Omega_6 & \Omega_7 & \Omega_8 \\
\Omega_9 & \Omega_{10} & \Omega_{11} & \Omega_{12} & \Omega_{13} & \Omega_{14} & \Omega_{15} & \Omega_{16}
\end{array}\]

Fig. 2 Coarse grid points(×), finer grid points(○) and the finest grid points (⋄)

**Proof.** For simplicity, we only prove (35) when $d = 2$. From Fig. 2, we can see that if $d = 2$, the square $K_{ij}^1$ is divided into 16 small squares, we order them with
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\[ \Omega, \ i = 1, 2, \cdots, 16. \text{ Since } y(x) \text{ is a constant in } K_{ij}^1, \text{ we can find} \]

\[ \int_{\Omega_i} (y(x + h_1 e_1) - y(x))^2 \, dx = 0, \ i \neq 4, 8, 12, 16 \]

\[ \int_{\Omega_i} (y(x + h_2 e_2) - y(x))^2 \, dx = 0, \ i = 5, 6, \cdots, 16. \]

Thus

\[ \int_{K_{ij}^1} (y(x + h_1 e_1) - y(x))^2 \, dx \]

\[ = \sum_{i=4, 8, 12, 16} \int_{\Omega_i} (y(x + h_1 e_1) - y(x))^2 \, dx \]

\[ = \sum_{i=4, 8, 12, 16} \int_{\Omega_i} (y((i + 1)h_1, jh_1) - y(ih_1, jh_1))^2 \, dx \]

\[ = 4 \int_{\Omega} (y((i + 1)h_1, jh_1) - y(ih_1, jh_1))^2 \, dx \]

\[ \int_{K_{ij}^1} (y(x + h_2 e_2) - y(x))^2 \, dx \]

\[ = \sum_{i=1}^4 \int_{\Omega_i} (y(x + h_2 e_2) - y(x))^2 \, dx \]

\[ = \sum_{i=1}^4 \int_{\Omega_i} (y(ih_1, (j + 1)h_1) - y(ih_1, jh_1))^2 \, dx \]

\[ = 4 \int_{\Omega} (y(ih_1, (j + 1)h_1) - y(ih_1, jh_1))^2 \, dx \]

Here, \( \Omega \) denotes any small square in \( K_{ij}^1 \). The proof is completed. \( \square \)

**Lemma 5.3.** For every function \( y \in \mathcal{V} \),

\[ S_2(h_1) |y|_{\infty} \leq |y|, \quad S_2(h_1) = h_1, \]

\[ \overline{S_1}(h_1) \|y\|_{h_1} \leq |y|, \quad \overline{S_1}(h_1) = \frac{h_1}{\sqrt{8 \cdot 2^d}}. \]

Here \( |y|_{\infty} \) is the maximum norm of \( y \).

**Proof.** Let \( K_{ij}^1 = [ih_1, (i + 1)h_1] \times [jh_1, (j + 1)h_1], M_{ij}^1 = (ih_1, jh_1) \). Using the expression of \( y \), we have

\[ |y|^2 = \int_{\Omega} (\sum_{i,j=1}^N y(M_{ij}^1) \Psi_{h_1, M_{ij}^1})^2 \, dx \]

\[ = \sum_{i,j=1}^N \int_{K_{ij}^1} (\sum_{i,j=1}^N y(M_{ij}^1) \Psi_{h_1, M_{ij}^1})^2 \, dx \]

\[ = h_1^2 \sum_{i,j=1}^N y^2(M_{ij}^1) \geq h_1^2 |y|_{\infty}^2. \]
Then we prove (37). Using the definition of $\|\cdot\|_{h_d}$, $|\cdot|$, Lemma 5.2 and $(a - b)^2 \leq 2(a^2 + b^2)$, it suffices to prove that

$$\|\| y \|\|_{h_d}^2 = \int_{\Omega} \frac{y(x + h_d e_1) - y(x)}{h_d}^2 dx + \int_{\Omega} \frac{y(x + h_d e_2) - y(x)}{h_d}^2 dx$$

$$= \frac{1}{h_d^2} \sum_{i,j=1}^{N} \int_{K_{ij}} (y(x + h_d e_1) - y(x))^2 dx + \frac{1}{h_d^2} \sum_{i,j=1}^{N} \int_{K_{ij}} (y(x + h_d e_2) - y(x))^2 dx$$

$$= \frac{1}{h_d^2} \sum_{i,j=1}^{N} 2^d \int_{K_{ij}} (y((i + 1)h_1,jh_1) - y(ih_1,jh_1))^2 dx$$

$$+ \frac{1}{h_d^2} \sum_{i,j=1}^{N} 2^d \int_{K_{ij}} (y(ih_1,(j + 1)h_1) - y(ih_1,jh_1))^2 dx$$

$$\leq 2^d \sum_{i=1}^{N} \sum_{j=1}^{N} 2(y^2((i + 1)h_1,jh_1) + y^2(ih_1,jh_1))$$

$$+ 2^d \sum_{i,j=1}^{N} 2(y^2(ih_1,(j + 1)h_1) + y^2(ih_1,jh_1))$$

$$= 2^d \sum_{i,j=1}^{N} 8 y^2(ih_1,jh_1)$$

and

$$|y|^2 = h_d^2 \sum_{i=1}^{N} \sum_{j=1}^{N} y^2(ih_1,jh_1).$$

By simple computations, we prove (37) holds. 

\[\square\]

**Lemma 5.4.** For given time step $\tau = \frac{T}{K}$, if $c\tau < 1$, then for $\forall n \leq K$, we have

$$\left(\frac{1 + c\tau}{1 - c\tau}\right)^n < c^*, \quad c^* = e^{2cT}.$$

Now, we have the following theorem for $\theta$ scheme.

**Theorem 5.5.** Assuming that $\tau \leq \min\{K_0, \frac{1}{4\nu}\}$ for some fixed $K_0 > 0$ and $c_4, c_5, c_6$ are positive constants. Let

$$M_1(\theta) = \frac{2^d(q-2)}{2c_3^2(2-\theta)D(\theta)^{q-2}}$$

$$M_2(\theta) = \frac{1}{8\nu} \cdot \frac{(1 - 2\theta)^2}{(1 - \theta)^2 + 2 - 3\theta}$$

$$M_3(\theta) = \frac{1}{16\nu} \cdot \frac{(2\theta - 1)^2}{1 - \theta}.$$
where

\[
D(\theta) = \begin{cases} 
|u^0_{h_d}|^2 + \frac{c_4 + K_0c_5}{2\nu} |\Omega|, & \theta = 0, \\
|u^0_{h_d}|^2 + \frac{2c_4 + (2 - \theta)K_0c_5}{\nu(1 - \theta)(1 - 2\theta)} |\Omega|, & 0 < \theta < 0.5, \\
c^*(|y^0|^2 + |z^0|^2) + \frac{c^* - 1}{2c_6} (2c_4 + 1.5K_0c_5)\Omega, & \theta = 0.5, \\
|u^0_{h_d}|^2 + \frac{2c_4 + (2 - \theta)K_0c_5}{\nu\theta(2\theta - 1)} |\Omega|, & 0.5 < \theta < 1, \\
|u^0_{h_d}|^2 + \frac{2c_4 + K_0c_5}{8\nu} |\Omega|, & \theta = 1.
\end{cases}
\]

We define \(r(q) = \max\{\frac{x}{h_d^2}, \frac{1}{h_d^2}, \frac{x}{h_d^2}\}\), then the following estimate for any \(n \geq 0\),

\[
|u_n^0|^2 = |y^n|^2 + |z^n|^2 \leq D(\theta)
\]

holds, if

\[
\begin{cases} 
\frac{r(q)}{\min\{M_1(\theta), M_2(\theta)\}}, & \theta = 0, \\
\frac{r(q)}{\min\{M_1(\theta), M_2(\theta), \frac{1 - \theta}{8\theta}\}}, & 0 < \theta < 0.5, \\
\frac{r(q)}{\min\{M_1(\theta), \frac{2d_c}{32\nu^2}\}}, & \theta = 0.5, \\
\frac{r(q)}{\min\{M_1(\theta), M_2(\theta), \frac{\theta}{8(1 - \theta)}\}}, & 0.5 < \theta < 1, \\
\frac{r(q)}{\min\{M_1(\theta)\}}, & \theta = 1.
\end{cases}
\]

Proof. Firstly, We write the \(\theta\) scheme (26) in its variational form

\[
\begin{align*}
(y^{n+1} - y^n, \hat{y}) + \tau\nu(1 - \theta)((y^n + z^n, \hat{y}))_{h_d} + \tau\nu\theta((y^{n+1} + z^{n+1}, \hat{y}))_{h_d} + \tau\nu(g(y^n), \hat{y}) &= 0, \\
(z^{n+1} - z^n, \hat{z}) + \tau\nu(1 - \theta)((y^n + z^n, \hat{z}))_{h_d} + \tau\nu\theta((y^{n+1} + z^{n+1}, \hat{z}))_{h_d} + \tau\nu(g(y^n), y^n) &= 0,
\end{align*}
\]

Let \(\hat{y} = 2(1 - \theta)y^n + 2\theta y^{n+1}\) and \(\hat{z} = 2(1 - \theta)z^n + 2\theta z^{n+1}\), we have

\[
\begin{align*}
2(1 - \theta)(y^{n+1} - y^n, y^n) + 2\theta(y^{n+1} - y^n, y^{n+1}) + 2\tau\nu(1 - \theta)^2((y^n + z^n, y^n))_{h_d} + 2\tau\nu\theta(1 - \theta)((y^n + z^n, y^{n+1}))_{h_d} + 2\tau\nu\theta(1 - \theta)((y^{n+1} + z^{n+1}, y^{n+1}))_{h_d} + 2\tau\nu\theta^2((y^{n+1} + z^{n+1}, y^{n+1}))_{h_d} + 2\tau\nu(g(y^n), y^{n+1}) + \tau(1 - \theta)(g(y^n), y^n) &= 0,
\end{align*}
\]

and

\[
\begin{align*}
2(1 - \theta)(z^{n+1} - z^n, z^n) + 2\theta(z^{n+1} - z^n, z^{n+1}) + 2\tau\nu(1 - \theta)^2((y^n + z^n, z^n))_{h_d} + 2\tau\nu\theta(1 - \theta)((y^n + z^n, z^{n+1}))_{h_d} + 2\tau\nu\theta(1 - \theta)((y^{n+1} + z^{n+1}, z^{n+1}))_{h_d} + 2\tau\nu\theta^2((y^{n+1} + z^{n+1}, z^{n+1}))_{h_d} &= 0.
\end{align*}
\]

Adding (40) and (41) with

\[
2(a - b, b) = |a|^2 - |b|^2 - |a - b|^2, 2(a - b, a) = |a|^2 - |b|^2 + |a - b|^2,
\]

...
we have
\[ |y^{n+1}|^2 - |y^n|^2 + |z^{n+1}|^2 - |z^n|^2 + (2\theta - 1)|y^{n+1} - y^n|^2 \]
\[ + (2\theta - 1)|z^{n+1} - z^n|^2 + 2\nu(1 - \theta)^2\|y^n + z^n\|_{h_d}^2 + 2\nu\theta^2\|y^{n+1} + z^{n+1}\|_{h_d}^2 \]
\[ + 4\nu\theta(1 - \theta)(|y^n + z^n, y^{n+1} + z^{n+1}|)_{h_d} + 2\tau(1 - \theta)(g(y^n), y^n) \]
\[ + 2\tau(g(y^n), y^n) + 2\tau(g(y^n), y^{n+1} - y^n) = 0. \]

For simplicity, we denote
\[ \Gamma_0 = |y^{n+1}|^2 + |z^{n+1}|^2 - |y^n|^2 - |z^n|^2, \]
\[ \Gamma_1 = \tau\nu(1 - \theta)(2\theta - 1), \]
\[ \Gamma_2 = \tau\nu\theta(2\theta - 1). \]

Since
\[ 2(|y^n + z^n, y^{n+1} + z^{n+1}|)_{h_d} \leq 2\|y^n + z^n\|_{h_d}\|y^{n+1} + z^{n+1}\|_{h_d} \]
\[ \leq \|y^n + z^n\|_{h_d}^2 + \|y^{n+1} + z^{n+1}\|_{h_d}^2, \]
and
\[ (g(y^n), y^{n+1} - y^n) \leq |g(y^n)| \cdot |y^{n+1} - y^n|, \]
we get
\[
\begin{align*}
\Gamma_0 + & (2\theta - 1) \left( |y^{n+1} - y^n|^2 + |z^{n+1} - z^n|^2 \right) - 2\Gamma_1\|y^n + z^n\|_{h_d}^2 \quad (42) \\
+ & 2\Gamma_2\|y^{n+1} + z^{n+1}\|_{h_d}^2 - 2\tau\nu\|g(y^n)\| |y^{n+1} - y^n| + 2\tau(g(y^n), y^n) \leq 0.
\end{align*}
\]

• Firstly, we consider the case with \(0 \leq \theta < 1/2\). Since
\[ \tau|g(y^n)| |y^{n+1} - y^n| \leq \tau^2|g(y^n)|^2 + \frac{1}{4}|y^{n+1} - y^n|^2, \]
From (42),
\[
\begin{align*}
\Gamma_0 + & \frac{1}{2}(3\theta - 2)|y^{n+1} - y^n|^2 + (2\theta - 1)|z^{n+1} - z^n|^2 - 2\Gamma_1\|y^n + z^n\|_{h_d}^2 \quad (43) \\
+ & 2\Gamma_2\|y^{n+1} + z^{n+1}\|_{h_d}^2 - 2\theta\tau^2|g(y^n)|^2 + 2\tau(g(y^n), y^n) \leq 0.
\end{align*}
\]
Let \(\hat{y} = y^{n+1} - y^n\) in the first equality of (39), By using the Cauchy-Schwarz inequality and Lemma 5.3, we obtain
\[
|y^{n+1} - y^n|^2 \leq \tau\nu(1 - \theta)|y^n + z^n|_{h_d}|y^{n+1} - y^n|_{h_d} \]
\[ + \tau|g(y^n)| \cdot |y^{n+1} - y^n| + \tau\nu\|g(y^n)\| |y^{n+1} + z^{n+1}|_{h_d} |y^{n+1} - y^n|_{h_d}, \]
\[ \leq \frac{\tau\nu(1 - \theta)}{S_1(h_1)} \|y^n + z^n\|_{h_d}|y^{n+1} - y^n| + \tau|g(y^n)| \cdot |y^{n+1} - y^n| \]
\[ + \frac{\tau\nu\theta}{S_1(h_1)}|y^{n+1} + z^{n+1}|_{h_d} |y^{n+1} - y^n|, \]
\[ \leq \frac{\tau^2\nu^2\Gamma_3}{S_1(h_1)^2} + \frac{1}{2}|y^{n+1} - y^n|^2 + \tau^2|g(y^n)|^2, \]
That is
\[ |y^{n+1} - y^n|^2 \leq \frac{2\tau^2\nu^2\Gamma_3}{S_1(h_1)^2} + 2\tau^2|g(y^n)|^2 \quad (44) \]
where $\Gamma_3 = (1 - \theta)\|y^n + z^n\|^2_{h_d} + \theta\|y^{n+1} + z^{n+1}\|^2_{h_d}$. Replace $\overline{S}_1(h_1)$ with $h_1/\sqrt{8 \cdot 2^d}$, we have

$$|y^{n+1} - y^n|^2 \leq \frac{16\tau^2\nu^2}{2^d h_d^2} \Gamma_3 + 2\tau^2|g(y^n)|^2. \quad (45)$$

Let $\tilde{z} = z^{n+1} - z^n$ in the second equality of (39), we can get the following inequality by using the Cauchy-Schwarz inequality and Lemma 5.1

$$\|z^{n+1} - z^n\|^2 \leq \frac{\tau\nu(1 - \theta)}{S_1(h_d)} \|y^n + z^n\|_h\|z^{n+1} - z^n\| + \frac{\tau\nu\theta}{S_1(h_d)} \|y^{n+1} + z^{n+1}\|_h\|z^{n+1} - z^n\|,
\leq \frac{\tau^2\nu^2\Gamma_3}{2S_1(h_d)^2} + \frac{1}{2}\|z^{n+1} - z^n\|^2.$$

Resolving the above inequality, we have

$$|z^{n+1} - z^n|^2 \leq \frac{\tau^2\nu^2\Gamma_3}{S_1(h_d)^2} = \frac{8\tau^2\nu^2\Gamma_3}{h_d^2}.$$

Thus, we have from (43),

$$\Gamma_0 + (-2\Gamma_1 + \frac{8\tau\nu\Gamma_1}{h_d^2} + \frac{8\tau^2\nu^2(1 - \theta)(3\theta - 2)}{2^d h_d^2})\|y^n + z^n\|^2_{h_d}
\leq \frac{8\tau^2\nu^2\Gamma_3}{2S_1(h_d)^2} + \tau^2\|g(y^n)|^2 + 2\tau|g(y^n), y^n| \leq 0.$$

Due to assumption H2, we can prove that exist constants $c_4 > 0, c_5 > 0$ such that the function $g$ above satisfies:

$$ug(u) \geq \frac{1}{2}c_1|u|^q - c_4, \quad (46)$$
$$g(u)^2 \leq 2c_3^2|u|^{2q-2} + c_5.$$

Using Lemma 5.3, we have

$$(g(y^n), y^n) = \int_\Omega g(y^n)y^n \, dx \geq \frac{1}{2}c_1 \int_\Omega |y^n|^q \, dx - c_4|\Omega|, \quad (47)$$

and

$$\tau^2|g(y^n)|^2 \leq 2\tau^2c_3^2 \int_\Omega |y^n|^q \, dx + \tau^2c_5|\Omega| 
\leq 2\tau^2c_3^2 \int_\Omega |y^n|^{q-2} \, dx + \tau^2c_5|\Omega| 
\leq \frac{2\tau^2c_3^2}{2^{(q-2)h_d^{d-2}}} \int_\Omega |y^n|^{q-2} \, dx + \tau^2c_5|\Omega|. \quad (48)$$

According to (47), (48) and $\tau < M_2(\theta)h_d^2$ in the first condition of (38), we have

$$\Gamma_0 - \Gamma_1\|y^n + z^n\|^2_{h_d} + 3\Gamma_2\|y^{n+1} + z^{n+1}\|^2_{h_d} + \Gamma_5(\theta) \int_\Omega |y^n|^q \, dx \leq \Gamma_4(\theta).$$

with

$$\Gamma_4(\theta) = (2\tau c_4 + (2 - \theta)\tau^2 c_5)|\Omega|.$$
we obtain that

\[ \Gamma_5(\theta) = \tau c_1 - (2 - \theta) \frac{2\tau^2 c_3^2}{[2^d h_4]^{q-2}} |y^n|^q. \]

Using Lemma 5.1, the above inequality becomes

\[ \Gamma_0 - 4\Gamma_1 |y^n + z|^2 + \frac{24}{h_4^2} \Gamma_2 |y^{n+1} + z^{n+1}|^2 + \Gamma_5(\theta) \int_\Omega |y^n|^q \, dx \leq \Gamma_4(\theta). \] (49)

(1) \( \theta = 0 \). Obviously, \( \Gamma_1 < 0, \Gamma_2 = 0 \).

From the inequality (49), We get

\[ \Gamma_0 - 4\Gamma_1 |y^n + z|^2 + \Gamma_5(0) \int_\Omega |y^n|^q \, dx \leq \Gamma_4(0). \] (50)

By simple computations, from the first inequality of the condition (38), we get

\[ |u_{h_4}^n|^2 = (1 + 4\Gamma_1)^{n+1} (|y^0|^2 + |z|^2) - \frac{\Gamma_4(0)}{4\Gamma_1} \leq D(0). \]

(2) \( 0 < \theta < 1/2 \). we prove the estimate by strong math induction:

- For \( k = 0 \) is obvious since \( |y^0|^2 + |z|^2 \leq D(\theta) \).
- Assuming the conclusion is correct up to \( k = n \).
- For \( k = n + 1 \): Using the second condition of (38) \( \frac{1}{h_4^2} \leq \frac{1 - \theta}{8\eta} \) and assumption

\[ |y^n|^2 + |z|^2 \leq D(\theta), \]

we have

\[ |y^{n+1}|^2 + |z^{n+1}|^2 - |y^n|^2 - |z|^2 - 4\Gamma_1 |y^n + z|^2 + 3\Gamma_1 |y^{n+1} + z^{n+1}|^2 \leq \Gamma_4(\theta). \]

That is

\[ |y^{n+1}|^2 + |z^{n+1}|^2 \leq \left( \frac{1 + 4\Gamma_1}{1 + 3\Gamma_1} \right)^{n+1} (|y^0|^2 + |z|^2) + \frac{\Gamma_4(\theta)}{1 + 3\Gamma_1} \sum_{i=0}^{n} \left( \frac{1 + 4\Gamma_1}{1 + 3\Gamma_1} \right)^i \]
\[ \leq \left( \frac{1 + 4\Gamma_1}{1 + 3\Gamma_1} \right)^{n+1} (|y^0|^2 + |z|^2) - \frac{\Gamma_4(\theta)}{\Gamma_1} \]
\[ \leq |y^0|^2 + |z|^2 + \frac{2c_4 + (2 - \theta) K_0 c_5}{\nu (1 - \theta) (1 - 2\theta)} |\Omega|. \]

Therefore, we obtain the estimate

\[ |u_{h_4}^n|^2 = |y^n|^2 + |z|^2 \leq D(\theta). \]

- Secondly we consider \( \theta = 0.5 \).

Noting that when \( \theta = 0.5, \Gamma_1 = 0, \Gamma_2 = 0 \). From (42), we get

\[ \Gamma_0 - 2\tau |g(y^n)| |y^{n+1} - y^n| + 2\tau (g(y^n), y^n) \leq 0. \]

since

\[ 2\tau |g(y^n)| |y^{n+1} - y^n| \leq \tau^2 |g(y^n)|^2 + |y^{n+1} - y^n|^2, \]

and

\[ |y^{n+1} - y^n|^2 \leq \frac{16\tau^2 \nu^2}{2^d h_4^2} \Gamma_3 + 2\tau^2 |g(y^n)|^2. \]

we obtain that

\[ \Gamma_0 - \frac{4\tau^2 \nu^2}{2^d h_4^2} \left( \|y^n + z\|_{h_4}^2 + \|y^{n+1} + z^{n+1}\|_{h_4}^2 \right) \geq \frac{3}{2} \tau^2 |g(y^n)|^2 + 2\tau (g(y^n), y^n) \leq 0. \] (51)
Due to (47), (48) and Lemma 5.1, we obtain
\[
\Gamma_0 - \frac{32\tau^2\nu^2}{2^d h_d^4} \left[ |y^n + z^n|^2 + |y^{n+1} + z^{n+1}|^2 \right] + \Gamma_5(0.5) \leq \Gamma_4(0.5).
\]  
(52)

Using the third condition of (38), we get
\[
\Gamma_0 - \frac{32\tau^2\nu^2}{2^d h_d^4} \left[ |y^n + z^n|^2 + |y^{n+1} + z^{n+1}|^2 \right] \leq \Gamma_4(0.5).
\]  
(53)

That is
\[
|y^{n+1}|^2 + |z^{n+1}|^2 \leq \frac{1 + \frac{32\tau^2\nu^2}{2^d h_d^4} (|y^n|^2 + |z^n|^2)}{1 - \frac{32\tau^2\nu^2}{2^d h_d^4}} \Gamma_4(0.5).
\]  
(54)

Then using the third condition of (38), we get
\[
|y^{n+1}|^2 + |z^{n+1}|^2 \leq \frac{1 + c_6 \tau}{1 - c_6 \tau} (|y^n|^2 + |z^n|^2) + \frac{\Gamma_4(0.5)}{1 - c_6 \tau}.
\]  
(55)

Using Lemma 5.4, we get
\[
|y^{n+1}|^2 + |z^{n+1}|^2 \leq c^* (|y^0|^2 + |z^0|^2) + \tilde{c}
\]  
(56)

where \(\tilde{c} = \frac{c^* - 1}{2c_6} (2c_4 + 1.5 K_0 c_5) \omega\).

- Thirdly we consider the other case with \(\frac{1}{2} < \theta \leq 1\).

Since \((2\theta - 1)|z^{n+1} - z^n|^2 > 0\) and
\[
2\tau |g(y^n)| \left| y^{n+1} - y^n \right| \leq \tau^2 |g(y^n)|^2 + |y^{n+1} - y^n|^2,
\]
From (42), we get the following inequality:
\[
\Gamma_0 - 2\Gamma_1 \|y^n + z^n\|_{h_d}^2 + 2\Gamma_2 \|y^{n+1} + z^{n+1}\|_{h_d}^2
\]
\[-(1 - \theta) |y^{n+1} - y^n|^2 - \theta \tau^2 |g(y^n)|^2 + 2\tau (g(y^n), y^n) \leq 0.
\]  
(57)

Here we neglect the term \((2\theta - 1)|z^{n+1} - z^n|^2\). Due to (45), we obtain
\[
\Gamma_0 - 2\Gamma_1 \|y^n + z^n\|_{h_d}^2 + 2\Gamma_2 \|y^{n+1} + z^{n+1}\|_{h_d}^2
\]
\[-(1 - \theta) \frac{16\tau^2\nu^2}{2^d h_d^4} (1 - \theta) \|y^n + z^n\|_{h_d}^2 + \frac{16\tau^2\nu^2}{2^d h_d^4} \theta \|y^{n+1} + z^{n+1}\|_{h_d}^2 \]
\[-(2 - \theta) \tau^2 |g(y^n)|^2 + 2\tau (g(y^n), y^n) \leq 0.
\]  
(58)

By some computations, (58) becomes
\[
\Gamma_0 - 2\Gamma_1 \|y^n + z^n\|_{h_d}^2 + 2\Gamma_2 \|y^{n+1} + z^{n+1}\|_{h_d}^2
\]
\[-(2 - \theta) \tau^2 |g(y^n)|^2 + 2\tau (g(y^n), y^n) \leq 0.
\]  
(59)

Because of \(\tau \leq M_3(\theta) h_d^2\), we have \(\frac{8\tau \nu (1 - \theta)}{2^d h_d^4 (2\theta - 1)} < \frac{1}{2}\), (59) becomes
\[
\Gamma_0 - 3\Gamma_1 \|y^n + z^n\|_{h_d}^2 + \Gamma_2 \|y^{n+1} + z^{n+1}\|_{h_d}^2 - (2 - \theta) \tau^2 |g(y^n)|^2 + 2\tau (g(y^n), y^n) \leq 0.
\]
(60)

Due to Lemma 5.1, we have
\[
\Gamma_0 - 2\Gamma_1 \|y^n + z^n\|_{h_d}^2 + 4\Gamma_2 \|y^{n+1} + z^{n+1}\|_{h_d}^2 + \Gamma_5(\theta) \int_{\Omega} |y^n|^q dx \leq \Gamma_4(\theta),
\]  
(60)

(2) \(\frac{1}{2} < \theta < 1\). we prove the estimate by strong math induction:

- \(k = 0\) is obvious since \(|y^0|^2 + |z^0|^2 \leq D(\theta)\).

- Assuming the conclusion is correct up to \(k = n\).
\begin{itemize}
\item For \(k = n+1\): from (60), using the fourth inequality \(\frac{\tau}{h_d^2} \leq \frac{\theta}{8(1-\theta)}\) in condition (38), and the assumption \(|y^n|^2 + |z^n|^2 \leq D(\theta)|, we have

\[|y^{n+1}|^2 + |z^{n+1}|^2 - |y^n|^2 - |z^n|^2 - 3\Gamma_2|y^n + z^n|^2 + 4\Gamma_2|y^{n+1} + z^{n+1}|^2 \leq \Gamma_4(\theta).\]

That is

\[|y^{n+1}|^2 + |z^{n+1}|^2 \leq \frac{1 + 3\Gamma_2}{1 + 4\Gamma_2}(|y^n|^2 + |z^n|^2) + \frac{\Gamma_4(\theta)}{1 + 4\Gamma_2},\]

\[\leq |y^0|^2 + |z^0|^2 + \frac{2c_4 + (2-\theta)K_0c_5}{\nu(2\theta-1)}|\Omega|.\]

Therefore, we obtain the estimate

\[|u^n_{h_d}|^2 = |y^n|^2 + |z^n|^2 \leq D(\theta).\]

(3) \(\theta = 1\). Obviously, \(\Gamma_1 = 0, \Gamma_2 = \tau \nu\).

Inequality (60) becomes

\[\Gamma_0 + 8\tau \nu|y^{n+1} + z^{n+1}|^2 + \Gamma_5(1)\int_\Omega |y^n|^q dx \leq \Gamma_4(1),\]

(61)

Using the condition the last inequality of (38), we get

\[|y^{n+1}|^2 + |z^{n+1}|^2 \leq \frac{1}{1 + 8\tau \nu}(|y^n|^2 + |z^n|^2) + \frac{1}{1 + 8\tau \nu}\Gamma_4(1).\]

By simple computations, we can prove that

\[|u^n_{h_d}|^2 = |y^0|^2 + |z^0|^2 + \frac{2c_4 + K_0c_5}{8\nu}|\Omega| = D(1).\]

\[\square\]

**Remark 1.** When \(\theta = 0\), the scheme (26) is an explicit scheme, From Theorem 5.5, the stability condition of the explicit scheme is

\[\frac{\tau}{h_d^2} \leq \frac{1}{8\nu} \cdot \frac{2^d}{2 + 2^d}\]

and

\[\frac{\tau}{h_d^{q-2}} \leq \frac{2^{d(q-2)}}{4c_3^2 \cdot D(0)^{q-2}}\]

Using the same method to the classical explicit approximation scheme of (27) (i.e two levels in time, one level in space), the stability condition is

\[\frac{\tau}{h_d^2} \leq \frac{1}{40\nu}\]

and

\[\frac{\tau}{h_d^{q-2}} \leq \frac{1}{4c_3^2 \cdot D(0)^{q-2}}\]

we can see that when level \(d > 1\) and the nonlinear effect is strong, the stability condition of the scheme (26) based on WIU is better, the time step can be taken about \(2^{d(q-2)}\) larger than the step size if we deal with \(u_{h_d}\) directly.

When \(\theta = 1\), the scheme (26) is an implicit scheme. Compared with the classical scheme, the time step in implicit scheme can be also taken \(2^{d(q-2)}\) larger than the normal step size.
6. **Numerical illustration.** we consider the following equation:

\[
\begin{align*}
\frac{\partial u}{\partial t} - \nu \Delta u + u &= 0, \\
u(x, y, t) &= 0, \\
(u(x, y, 0) = \sin(\pi x)\sin(\pi y), (x, y) &\in \Omega, \ t = 0.
\end{align*}
\]

with \( \Omega = [0, 1]^2 \), \( \nu = 1/(\pi^2) \), \( T=1 \). It can be check that the exact solution of this equation is \( u = \sin(\pi x)\sin(\pi y)e^{-3t} \). We can verify the above equation satisfies the assumptions (H1)-(H4). We solve the problem with explicit scheme \((\theta = 0)\), Crank-Nicolson scheme \((\theta = 0.5)\) and implicit scheme \((\theta = 1)\) respectively with different \( \tau \), \( d \) and \( N \), let \( M_1 \) represent WIU method, \( M_2 \) represent classical finite difference method without WIU. \( \|\text{error}\| \) denote the 2-norm of the difference between the exact solution and approximate solution, the comparison of the numerical results is shown in Tables 1-3. From those results, we can see that the precision of two methods are nearly the same, but the scheme using the WIU method can increase the speed of solving equation, save more time than the scheme without using the WIU.

| Parameters | Methods | \( M_1 \) | \( M_2 \) |
|------------|----------|----------|----------|
|            | CPU | \|error\| | CPU | \|error\| |
| \( \tau = 0.002, d = 1, N = 15 \) | 1.1719 | 1.2e-4 | 1.6094 | 4e-4 |
| \( \tau = 0.001, d = 1, N = 18 \) | 6.4844 | 1e-5 | 8.2500 | 2e-4 |
| \( \tau = 0.001, d = 1, N = 20 \) | 7.9688 | 4e-5 | 11.4063 | 2e-4 |
| \( \tau = 0.001, d = 2, N = 10 \) | 8.0313 | 6e-4 | 10.6250 | 2e-4 |
| \( \tau = 0.0005, d = 2, N = 15 \) | 73.1250 | 3e-4 | 99.9844 | 1e-4 |

Table 2. Comparison of CPU time and error with different \( d \) and \( N \) when \( \theta = 0.5 \)

| Parameters | Methods | \( M_1 \) | \( M_2 \) |
|------------|----------|----------|----------|
|            | CPU | \|error\| | CPU | \|error\| |
| \( \tau = 0.005, d = 1, N = 15 \) | 1.0938 | 5e-5 | 3.0156 | 6e-4 |
| \( \tau = 0.005, d = 1, N = 18 \) | 1.6094 | 1.5e-4 | 6.7031 | 4e-4 |
| \( \tau = 0.005, d = 1, N = 20 \) | 1.9531 | 4e-4 | 8.9650 | 4e-4 |
| \( \tau = 0.005, d = 2, N = 10 \) | 2.5608 | 4e-4 | 9.3750 | 6e-4 |
| \( \tau = 0.005, d = 2, N = 12 \) | 4.9688 | 3e-4 | 23.8964 | 5e-4 |

7. **Concluding remarks.** In this paper, for a class of porous medium diffusion-type equations, we present a \( \theta \) scheme based on wave-like incremental unknowns(WIU). We prove the stability of the \( \theta \) scheme and show that the stability condition is better when compared with the classical scheme. Since WIU enjoys the \( L^2 \) orthogonality property between different levels of unknowns, thus it deserves special attention. We can apply WIU to different kinds of equations and construct new schemes.
Table 3. Comparison of CPU time and error with different $d$ and $N$ when $\theta = 1$

| Parameters | Methods | $M_1$ | $M_2$ |
|------------|---------|-------|-------|
| $\tau = 0.005, d = 1, N = 15$ | CPU | $1.1875$ | $3.1875$ |
| | $\|error\|$ | $8e-4$ | $6e-4$ |
| $\tau = 0.005, d = 1, N = 18$ | CPU | $1.719$ | $6.3594$ |
| | $\|error\|$ | $8e-4$ | $6e-4$ |
| $\tau = 0.005, d = 1, N = 20$ | CPU | $2.1875$ | $9.3750$ |
| | $\|error\|$ | $6e-4$ | $6e-4$ |
| $\tau = 0.005, d = 2, N = 10$ | CPU | $3.4375$ | $9.5196$ |
| | $\|error\|$ | $1.2e-4$ | $6e-4$ |
| $\tau = 0.005, d = 2, N = 12$ | CPU | $5.2675$ | $21.6094$ |
| | $\|error\|$ | $4e-4$ | $4e-4$ |

REFERENCES

[1] M. Chen and R. Temam, Incremental unknowns for solving partial differential equations, *Numer. Math.*, 59 (1991), 255–251.

[2] M. Chen and R. Temam, Incremental unknowns in finite differences: Condition number of the matrix, *SIAM J. Matrix Anal. Appl.*, 14 (1993), 432–455.

[3] M. Chen and R. Temam, Nonlinear Galerkin method with multilevel incremental unknowns, Contributions in Numerical Mathematics (ed. R. P. Agarwal), *WSSIAA*2 (1993), 151–164.

[4] A. Eden, B. Micheaux and J. M. Rakotoson, Doubly nonlinear parabolic-type equations as dynamical systems, *J. Dyna. Diff. Equ.*, 3 (1991), 87–129.

[5] C. Foias, O. Manley and R. Temam, Modeling of the interaction of small and large eddies in two-dimensional turbulent flow, *Math. Modelling Numer. Anal.*, 22 (1988), 93–114.

[6] G. H. Golub and C. F. Van Loan, *Matrix Computations*, Post and Telecome Press, 2009.

[7] P. Poulet and A. Boag, Equation-based interpolation and incremental unknowns for solving the three-dimensional Helmholtz equation, *Appl. Math. Comput.*, 232 (2014), 1200–1208.

[8] L. J. Song and Y. J. Wu, Nonlinear stability of reaction-diffusion equations using wavelet-like incremental unknowns, *Appl. Numer. Math.*, 68 (2013), 83–107.

[9] R. Temam, Inertial manifolds and multigrid methods, *SIAM J. Math. Anal.*, 21 (1990), 154–178.

[10] Y. Wang, Y. J. Wu and X. Y. Fan, Two parameter preconditioned NSS methods for non-Hermitian and positive definite linear systems, *Communication on Applied Mathematics and Computation*, 27 (2014), 322–340.

[11] Y. J. Wu and A. L. Yang, Incremental unknowns for the heat equation with time-dependent coefficients: semi-implicit $\theta$ schemes and their stability, *J. Comput. Math.*, 25 (2007), 573–582.

[12] Y. J. Wu, Y. Wang, M. L. Zeng and A. L. Yang, Implementation of a modified Marder-Weitzner method for solving nonlinear eigenvalue problems, *J. Comput. Appl. Math.*, 226 (2009), 166–176.

[13] Y. J. Wu, X. X. Jia and A. L. She, Semi-implicit schemes with multilevel wavelet-like incremental unknowns for solving reaction diffusion equation, *Hokkaido Mathematical Journal*, 36 (2007), 711–728.

[14] A. L. Yang and Y. J. Wu, Wavelet-like block incremental unknowns for numerical computation of anisotropic parabolic equations, *World Congress on Computer Science and Information Engineering*, 2 (2009), 550–554.

[15] A. L. Yang and Y. J. Wu, Preconditioning analysis of the one dimensional incremental unknowns method on nonuniform meshes, *J. Appl. Math. Comput.*, 44 (2014), 379–395.

[16] A. L. Yang, Y. J. Wu, Z. D. Huang and J. Y. Yuan, Preconditioning analysis of nonuniform incremental unknowns method for two dimensional elliptic problems, *Appl. Math. Modelling*, 39 (2015), 5436–5451.

[17] A. L. Yang, L. J. Song and Y. J. Wu, Algebraic preconditioning analysis of the multilevel block incremental unknowns method for anisotropic elliptic operators, *Math. Comput. Modelling*, 57 (2013), 512–524.

Received May 2018; 1st revision July 2018; final revision March 2019.

E-mail address: yyang3721@163.com
E-mail address: yf19692004@163.com