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ABSTRACT. We define a tensor product for permutative categories and prove a number of key properties. We show that this product makes the 2-category of permutative categories closed symmetric monoidal as a bicategory.
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1. INTRODUCTION

The category of commutative monoids is complete and cocomplete, it has an internal hom given by pointwise operations on monoid homomorphisms, and it has a tensor product constructed in analogy to that of abelian groups. This tensor product can be defined explicitly via formal sums of simple tensors modulo distributivity relations, or via a universal property using bilinear
maps. A category with these features (complete, cocomplete, closed symmetric monoidal) is called a Benabou cosmos [Str74].

Symmetric monoidal categories admit a categorified version of this structure. Such structure has been investigated at varying levels of detail [HP02, Schb, Scha, GGN15, Bou17]. As with most higher-categorical analogues of well-known algebraic structures, the construction of this categorified Benabou cosmos structure is more work than one usually anticipates, often tedious, but nevertheless layered with curious surprises.

The primary goal of this paper is to provide a detailed and comprehensive construction of the closed symmetric monoidal 2-category of permutative categories, symmetric monoidal functors, and monoidal transformations. We have also included an exploration of direct sums, in the bicategorical sense, in this 2-category, as the interaction between tensors and sums is an essential ingredient in classic constructions and in arguments from the theory of abelian groups.

Previous work on such tensor products. In many closed monoidal categories of interest, the internal hom has a simpler construction than the tensor product: it is often given by equipping the hom-sets of the underlying category with some additional structure. The same is true for the 2-category of permutative categories, but proceeding any further into the theory reveals as many differences as similarities.

There is a notion of bilinear or multilinear symmetric monoidal functor, going back to work of May [May80] and Elmendorf and Mandell [EM06]. In both cases, their multilinear functors are strictly unital because they have stable homotopy theoretic applications in mind, so basepoints need to be preserved strictly. Furthermore, neither work discusses the existence of a universal object for bilinear functors.

Hyland and Power [HP02] describe bilinearity and a corresponding universal object in the more general context of \( T \)-algebras over a 2-monad, including the closed, sometimes-symmetric monoidal structure that arises. In this current work, we give a direct definition in the context of permutative categories. In particular, we provide many details omitted from that paper, and in several instances the resulting descriptions or arguments look very little like those hinted at by Hyland and Power.

Later work by Bourke [Bou17] rigorously completed the project begun by Hyland-Power, but had a different aim from what we pursue here and so, unsurprisingly, sidestepped the detailed constructions we present. Having those details worked out explicitly is useful for applications, necessary for extending the theory to other related structures like Picard categories or graded versions, and often reveals interesting features that would otherwise be hidden.

We take this opportunity to comment on two other related approaches to the same or similar problems. The first appears in a preprint by Schmitt [Schb] and only addresses the case of lax symmetric monoidal functors. The
resulting structure has more in common with a skew monoidal category [Sz12], and only yields a symmetric monoidal category after quotienting out all 2-cells. A more recent preprint [Scha] comments that a construction spiritually akin to ours should be possible.

The second approach is from the \((\infty,1)\)-categorical literature in [GGN15]. Once again, the methods employed there were aimed at a different problem that had a natural home in the world of quasicategories, whereas our interests lie in studying objects and constructions of a 2-dimensional (or perhaps 3-dimensional) nature. Given that \((\infty,1)\)- and 2-categorical universal properties do not, as a general principle, coincide, we believe it best to view our work and that of [GGN15] as related in spirit but fundamentally different in practice.

**Our main result.** Throughout this paper, we say that \(\mathcal{B}\) is a symmetric monoidal 2-category if it is a 2-category that is symmetric monoidal as a bicategory (see Appendix A for the definition of symmetric monoidal bicategory). We define closed symmetric monoidal 2-category also in the bicategorical sense, as follows.

**Definition 1.1.** A symmetric monoidal bicategory \((\mathcal{B}, \otimes)\) is closed if it is equipped with a pseudofunctor

\[
\text{Hom}(\cdot, \cdot) : \mathcal{B}^{op} \times \mathcal{B} \to \mathcal{B}
\]

and equivalences

\[
\mathcal{B}(X \otimes Y, Z) \xrightarrow{\sim} \mathcal{B}(X, \text{Hom}(Y, Z))
\]

that are pseudonatural in \(X, Y,\) and \(Z\). We say that \(\mathcal{B}\) is a closed symmetric monoidal 2-category if it is a 2-category that is closed symmetric monoidal as a bicategory.

\[

\Box
\]

Thus, Theorems 6.12 and 12.4 show the following.

**Theorem 1.2.** The 2-category \(\text{PermCat}\), consisting of small permutative categories, strong symmetric monoidal functors, and monoidal transformations, is a closed symmetric monoidal 2-category.

The relevant data are defined in Sections 8 through 12 and are not entirely trivial, but still considerably simpler than those of a general symmetric monoidal 2-category. Each of the associator \(\alpha\), left unitor \(L\), and right unitor \(R\) is an equivalence, not an isomorphism, and there is a nontrivial left 2-unitor \(\lambda\). But the other 2-dimensional data, \(\pi, \mu, \rho, R_{\cdot \cdot \cdot}, R_{\cdot \cdot \cdot},\) and \(\nu\), are all identities. A key technical ingredient for our proof of Theorem 12.4 is a coherence theorem 7.12 for structure morphisms in iterated tensor products.

This notion of symmetric monoidal structure for 2-categories is weaker and generally distinct from the \(\mathcal{Cat}\)-enriched notion described in, e.g., [JY, Section 1.5]. For example, it has been noted in [EM06, p. 166], that small permutative categories do not appear to support the structure of a closed symmetric monoidal 1-category. In [JY, 5.7.23 and 10.2.17] it is shown that
neither the smash product of pointed multicategories, nor that on the subcategory of \(\mathcal{M}_1\)-modules, restricts to a symmetric monoidal 1-category structure for small permutative categories. In both cases, the corresponding monoidal unit is a multicategory that is not equivalent to a permutative category. Since a \(\text{Cat}\)-enriched symmetric monoidal structure has an underlying symmetric monoidal 1-category, negative results about 1-categorical symmetric monoidal structure imply negative results about \(\text{Cat}\)-enriched variants.

**A discussion of choices: permutative categories and symmetric monoidal functors.** From the perspective of symmetric monoidal bicategory theory, restricting to permutative categories rather than studying all symmetric monoidal categories makes little difference: the inclusion of the 2-category of permutative categories into the 2-category of symmetric monoidal categories is a biequivalence, so long as the 1-cells in both consist of all symmetric monoidal functors.

The question of which morphisms to focus on is more subtle. Beginning in Definition 2.3, and throughout the paper, we use the term *symmetric monoidal functor* for the strong case, with invertible monoidal constraints. In Definition 3.1 we introduce a corresponding notion of bilinear maps, also of the strong variety, and prove a characterization in Proposition 3.11. For both symmetric monoidal functors and bilinear maps, there are generalizations to a lax variant, where the monoidal and unit constraints are not assumed invertible. In these cases, one has a generalization of Proposition 3.11 corresponding to lax symmetric monoidal functors. However, our further constructions and results depend in several ways on the restriction to the strong case.

Firstly, the comparison with functors out of a tensor product in Proposition 5.3 depends on the definition of bilinear maps with invertible monoidal constraints, because these correspond to the (invertible) structure morphisms in the tensor product. Invertibility of these structure morphisms is used in a number of places, notably:

- for the unit and counit of the adjoint equivalence \((\mathcal{A}, \mathcal{A}^*)\) in Proposition 11.3 and
- for the 2-unitor \(\lambda\) in Definition 12.1.

Secondly, our proof of the \(\otimes \dashv \text{Hom}\) biadjunction in Theorem 6.12 depends, via Proposition 6.8, on invertibility of the monoidal constraints for symmetric monoidal functors. See Remark 6.11 for further details of this point.

Thirdly, and independently of the above, the pseudonaturality constraints for the left unitor \(\mathcal{L}\) in Proposition 8.7 have components that depend on the monoidal and unit constraints of symmetric monoidal functors \(F\). If these constraints are not invertible, then the corresponding lax naturality constraint for \(\mathcal{L}\) will also not be invertible. A similar conclusion holds for \(\mathcal{R}\) in Definition 8.15 and Lemma 9.3. Thus we see that considering lax rather than strong symmetric monoidal functors forces a skew-type monoidal structure [Szl12] rather than a genuine one.
A further, and we believe important, feature of our attention to detail is the recognition that the structure we construct is far easier to work with than a generic symmetric monoidal bicategory. This ease comes as a result of many of the functors and transformations satisfying stronger-than-expected properties. As an example, the tensor product we construct always produces what would be called cofibrant permutative categories in the homotopy-theoretic literature (see Proposition 6.8) and can therefore be used to construct 2-monadic pseudomorphism classifiers [BKP89].

**A list of main results.** We list our main results below.

1. The tensor product is 2-functorial: Proposition 4.9.
2. The tensor product corepresents bilinear symmetric monoidal functors: Proposition 5.3.
3. The categories of strong, respectively strict, symmetric monoidal functors out of a tensor product are equivalent: Proposition 6.8.
4. The tensor product is left biadjoint to the internal hom: Theorem 6.12.
5. Equipped with the tensor product and internal hom, the 2-category of permutative categories and strong symmetric monoidal functors is closed symmetric monoidal as a bicategory: Theorems 6.12 and 12.4.
6. The free permutative category construction is symmetric monoidal, as a 2-functor between symmetric monoidal bicategories, with respect to the cartesian product of categories and the tensor product of permutative categories: Theorem 13.7.
7. There is a direct sum for permutative categories that is both a bicategorical coproduct and bicategorical product: Theorem 14.27.
8. The tensor product distributes, via a strict symmetric monoidal equivalence, over direct sums: Corollary 14.28.

2. Background

This section recalls basic definitions and results for permutative categories and general 2-/bicategorical notions.

**Permutative categories.** Here we fix terminology and notation for permutative categories and related notions.

**Definition 2.1.** A permutative category $C$ consists of a strict monoidal category $(C, \oplus, e)$ together with a natural isomorphism,

$$\begin{array}{ccc}
C \times C & \xrightarrow{\oplus} & C \\
\tau & \downarrow & \\
C \times C & \xrightarrow{\oplus} & \\
\beta & \\
\end{array}$$

where $\tau : C \times C \to C \times C$ is the symmetry isomorphism in $\mathcal{C}at$, such that the following axioms hold for all objects $x, y, z$ of $C$.

- $\beta_{y,z} \beta_{x,y} = 1_{x \oplus y}$
- $\beta_{x,y \oplus z} = (1_y \oplus \beta_{x,z}) \circ (\beta_{x,y} \oplus 1_z)$


Note that these imply $\beta_{e,x} = 1_x = \beta_{x,e}$ for each object $x$ in $C$.  

**Notation 2.2.** Here and throughout Section 3 we use $\oplus$ and $e$ to denote the monoidal sum and unit of a permutative category. Beginning in Section 4 and continuing through the rest of the document, we use the simpler notation $+$ and 0, reserving $\oplus$ for the direct sum of permutative categories, defined in Section 14.

**Definition 2.3.** Let $(C, e)$ and $(C', e')$ be permutative categories. A symmetric monoidal functor between them consists of a functor $F : C \rightarrow C'$, a natural isomorphism $F_2$ called the monoidal constraint with components $(F_2)_{x,y} : F(x \oplus y) \rightarrow F(x) \oplus F(y)$, and an isomorphism $F_0 : e' \rightarrow F(e)$, called the unit constraint. These data satisfy the following associativity, unity, and symmetry axioms for all objects $x, y, z$ in $C$:

$$(F_2)_{x,y \oplus z} \circ (F_2)_{x \oplus y,z} = (F_2)_{x,y} \circ ((F_2)_{x,y} \oplus F_2),$$

$$(F_2)_{e,x} \circ (F_0 \oplus 1_{F(x)}) = 1_{F(x)},$$

$$(F_2)_{x,e} \circ (1_{F(x)} \oplus F_0) = 1_{F(x)},$$

and

$$(F_2)_{y,x} \circ \beta_{F(x),F(y)} = F(\beta_{x,y}) \circ (F_2)_{x,y}.$$  

Note that in the presence of symmetries, either of the unit axioms implies the other.

In the literature, what we have called a symmetric monoidal functor is sometimes also called a strong symmetric monoidal functor, indicating that the monoidal and unit constraints are isomorphisms. If $F_2$ and $F_0$ are identities, we say $F$ is a strict symmetric monoidal functor.

**Convention 2.4.** For a symmetric monoidal functor $(F, F_2, F_0)$, the coherence theorem for monoidal functors [JS93] shows that any two parallel composites of morphisms constructed using the monoidal product $\oplus$ of instances of $F_2$ and identity morphisms are equal. We will often write $F_2$ to denote any such composite.

**Definition 2.5.** Let $F, G : A \rightarrow B$ be symmetric monoidal functors between permutative categories. A monoidal transformation $\phi : F \Rightarrow G$ consists of a natural transformation $\phi$ such that the following monoidal naturality and unit equalities hold for each pair of objects $x, y \in A$:

$$\phi_{x \oplus y} \circ (F_2)_{x,y} = (G_2)_{x,y} \circ (\phi_x \oplus \phi_y)$$

and

$$\phi_e \circ F_0 = G_0.$$

A monoidal transformation between strict symmetric monoidal functors is defined in the same way.

**Notation 2.6.** We write $\text{PermCat}$ for the 2-category of permutative categories, symmetric monoidal functors, and monoidal transformations. We write
PermCat, for the sub 2-category whose 1-cells are strict symmetric monoidal functors, and

\[ \text{j: PermCat}_s \rightarrow \text{PermCat} \]

for the inclusion 2-functor that is the identity on 0-, 1-, and 2-cells. In Section 5 we also write

\[ [A,B] = \text{PermCat}_s(A,B) \]

for the category of strict symmetric monoidal functors and monoidal transformations between A and B.

**Definition 2.8.** For permuative categories A and B, the pointwise permutative structure on

\[ \text{PermCat}(A,B) \]

is defined as follows.

For symmetric monoidal functors

\[ F, F': A \rightarrow B \]

we define a symmetric monoidal functor \( F \oplus F': A \rightarrow B \) with

- \((F \oplus F')(a) = Fa \oplus F'a,\)
- \((F \oplus F')_b = (F_2 \oplus F'_2) \circ (1 \oplus \beta \oplus 1), \) and
- \((F \oplus F')_1 = F_0 \oplus F'_0.\)

To verify that \( F \oplus F' \) is a symmetric monoidal functor, one uses the symmetric monoidal functor axioms of \( F \) and \( F' \) together with the structure axioms for the symmetry \( \beta \) in B.

Given monoidal transformations \( \phi: F \Rightarrow G \) and \( \phi': F' \Rightarrow G' \), the monoidal transformation \( \phi \oplus \phi': F \oplus F' \Rightarrow G \oplus G' \) is defined by

\[(\phi \oplus \phi')_a = \phi_a \oplus \phi'_a.\]

The monoidal naturality axioms for \( \phi \) and \( \phi' \) imply those for \( \phi \oplus \phi' \).  

The following proposition is standard. We note that the strictness of the monoidal structure on \( \text{PermCat}(A,B) \) follows directly from the corresponding strictness on B.

**Proposition 2.9.** For permutative categories \((A, +_A, e_A)\) and \((B, +_B, e_B)\), the category of symmetric monoidal functors \( \text{PermCat}(A,B) \) has the structure of a permutative category under the pointwise sum of Definition 2.8. The monoidal unit is the constant functor at \( e_B \), and the symmetry isomorphism is given pointwise by that of B.

**2-categorical background.** We begin by recalling two forms of the notion of biadjunction for 2-categories. These are special cases of more general notions of biadjunction in a general tricategory T.

**Definition 2.10.** Consider the tricategory \( \mathcal{2Cat}_{ps} \) consisting of 2-categories, pseudofunctors, pseudonatural transformations, and modifications. A biadjunction in \( \mathcal{2Cat}_{ps} \) between 2-categories \( K \) and \( L \) is a tuple \((F, G, \eta, \varepsilon, \Gamma, \Delta)\) consisting of
• pseudofunctors \( F: K \to L \) and \( G: L \to K \),
• pseudonatural transformations \( \eta: 1_L \Rightarrow GF \) and \( \varepsilon: FG \Rightarrow 1_K \), and
• invertible modifications \( \Gamma: (\varepsilon \circ F) \circ (F \circ \eta) \Rightarrow 1_F \) and \( \Delta: (G \circ \varepsilon) \circ (\eta \circ G) \Rightarrow 1_G \).

These data satisfy the two swallowtail equalities, which require that certain pastings depicted in [Gur12, Figures 1 and 2] are equal to identities.

The details of the swallowtail equalities in Definition 2.10 will not be needed here. Instead, we will use the following result to recognize the tensor-hom biadjunction in Theorem 6.12.

**Proposition 2.11.** Suppose given 2-categories \( K \) and \( L \) together with 2-functors \( F: K \to L \) and \( G: L \to K \). Then \((F,G)\) are members of a biadjunction in the tricategory \( 2\text{Cat}_{ps} \) if and only if there is an equivalence of categories

\[
(2.12) \quad a_{X,Y}: L(FX,Y) \cong K(X,GY) \quad \text{for} \quad X \in K, Y \in L,
\]

such that \( a_{X,Y} \) is pseudonatural in \( X \) and \( Y \).

**Remark 2.13.** Proposition 2.11 is well-known to experts, and similar formulations appear in [Gra74, Section I.7]. Local equivalences such as (2.12) are taken as a definition in, e.g., [Str80, Kel89]. The introduction to Chapter 9 of [Fio06] gives further overview of the literature. For the specific formulation of Proposition 2.11, one direction follows from [Pst22, Lemma 3.13] and the other follows from [Fio06, Theorems 9.5 and 9.16] together with [Pst22, Theorem 3.14].

In Section 14 we define a direct sum for permutative categories and show that it is a bicategorical coproduct and product. Here we recall these general terms.

**Definition 2.14.** Let \( a, b \) be objects of a 2-category \( K \).

- A **bicategorical product** of \( a \) and \( b \) consists of an object \( a \times b \) and projection 1-cells
  
  \[
  a \times b \xrightarrow{\pi_a} a \quad \text{and} \quad a \times b \xrightarrow{\pi_b} b,
  \]

  such that each of the functors
  
  \[
  K(x,a \times b) \to K(x,a) \times K(x,b),
  \]

  given by composition and whiskering with \( \pi_a \) and \( \pi_b \), is an equivalence of categories, pseudonaturally in \( x \).

- A **bicategorical coproduct** of \( a \) and \( b \) is a bicategorical coproduct in \( K^{op} \), the 2-category in which the direction of the 1-cells (and 1-cells only) is reversed.

- A **2-categorical product** of \( a \) and \( b \) consists of an object \( a \times b \) and projection 1-cells
  
  \[
  a \times b \xrightarrow{\pi_a} a \quad \text{and} \quad a \times b \xrightarrow{\pi_b} b,
  \]
such that each of the functors
\[ K(x, a \times b) \rightarrow K(x, a) \times K(x, b), \]
given by composition and whiskering with \( \pi_a \) and \( \pi_b \), is an isomorphism of categories, 2-naturally in \( x \).

iv. A 2-categorical coproduct of \( a \) and \( b \) is a 2-categorical coproduct in \( K^{\text{op}} \), the 2-category in which the direction of the 1-cells (and 1-cells only) is reversed.

Remark 2.15. We note that any 2-categorical product or coproduct is a bicategorical one, by direct comparison of definitions. This is not true for all types of limits or colimits, but is true when the weight is appropriately cofibrant, as is the case here. We also note that a 2-category \( K \) might admit bicategorical products or coproducts without admitting 2-categorical ones.

The cartesian product of permutative categories, with symmetric monoidal structure induced componentwise, is an example of 2-categorical products [BKP89, LS12].

Proposition 2.16. Let \( A \) and \( B \) be permutative categories. Then the product of the underlying categories, \( A \times B \), admits the structure of a permutative category pointwise. It is a 2-categorical product in both \( \text{PermCat}_s \) and \( \text{PermCat} \).

Bicategorical direct sums are defined as follows.

Definition 2.17. Let \( K \) be a 2-category.

Initial and terminal objects: An object \( i \) is initial if \( K(i, a) \) is the terminal category for all \( a \in K \). An object \( t \) is terminal if \( K(a, t) \) is the terminal category for all \( a \in K \).

Zero objects: A zero object is an object \( 0 \) which is both initial and terminal.

The comparison map: Assume that \( K \) admits bicategorical products \( a \times b \), bicategorical coproducts \( a \coprod b \), and a zero object \( 0 \). Then \( a \simeq a \times 0 \) and \( b \simeq 0 \times b \), giving an equivalence \( a \coprod b \simeq (a \times 0) \coprod (0 \times b) \). The comparison map \( a \coprod b \rightarrow a \times b \) is the composite
\[ a \coprod b \simeq (a \times 0) \coprod (0 \times b) \rightarrow a \times b, \]

where the second map is induced by
\[ a \times 0 \rightarrow a \times b \quad \text{and} \quad 0 \times b \rightarrow a \times b. \]

Bicategorical direct sums: We say that \( K \) admits bicategorical direct sums if the comparison map is an equivalence.

We note that both \( \text{PermCat} \) and \( \text{PermCat}_s \) have a zero object, namely, the terminal category equipped with its unique permutative structure.

3. Bilinearity and the internal Homs

In this section we define bilinear maps
\[ H : A, B \rightarrow C \]
and transformations between them for permutative categories $A$, $B$, and $C$. Proposition 3.11 gives an isomorphism of permutative categories between the one given by the collection of such bilinear maps and bilinear transformations and the one given by symmetric monoidal functors

$$F: A \rightarrow \mathcal{P}_{\text{er}}(B, C)$$

and monoidal transformations.

**Definition 3.1.** Let $(A, \oplus, e_A), (B, \oplus, e_B)$ and $(C, \oplus, e_C)$ be permutative categories. A bilinear map $H: A, B \rightarrow C$ consists of the following.

- It has an **underlying functor** $H: A \times B \rightarrow C$.
- It has **bilinearity constraint** isomorphisms

  $$H_a(b, b') : H(a, b) \oplus H(a, b') \xrightarrow{\cong} H(a, b \oplus b'),$$
  $$H_b(a, a') : H(a, b) \oplus H(a', b) \xrightarrow{\cong} H(a \oplus a', b).$$

  for $a, a' \in A$ and $b, b' \in B$. Both isomorphisms are natural with respect to all three of their variables.
- It has **unit constraint** isomorphisms

  $$H_{a, 0} : e_C \xrightarrow{\cong} H(a, e_B) \quad \text{and} \quad H_{0, b} : e_C \xrightarrow{\cong} H(e_A, b)$$

  that are natural with respect to $a \in A$ and $b \in B$.

These data are subject to the following axioms.

1. For fixed $a \in A$ and $b \in B$, the functors $H(a, -)$ and $H(-, b)$ are symmetric monoidal, with monoidal, respectively unit, constraints

   $$H(a, -)_2 = H_a, \quad H(a, -)_0 = H_{a, 0}, \quad \text{and} \quad H(-, b)_2 = H_b, \quad H(-, b)_0 = H_{0, b}.$$
ii. The following interchange diagram commutes for each \( a, a' \in A \) and \( b, b' \in B \).

\[
\begin{aligned}
H(a, b) \oplus H(a, b') \oplus H(a', b) \oplus H(a', b') \\
H_a \oplus H_{a'} \oplus 1 \oplus \beta \oplus 1 \\
H(a, b) \oplus H(a', b') \oplus H(a, b') \oplus H(a', b') \\
H_{b \oplus b'} \oplus H_{a \oplus a'} \\
H(a \oplus a', b \oplus b')
\end{aligned}
\]

(3.2)

iii. The following diagram commutes.

\[
\begin{aligned}
e_C & \xrightarrow{H_{\epsilon_A,0}} H(e_A, e_B) \\
H_{0,e_B} & \xrightarrow{H_{0,e_B}} H(e_A, e_B)
\end{aligned}
\]

(3.3)

iv. The following diagrams commute for each \( a, a' \in A \) and \( b, b' \in B \).

\[
\begin{aligned}
e_C \oplus e_C & \xrightarrow{=} e_C \\
H_{a,0} \oplus H_{a',0} & \xrightarrow{H_{\epsilon_A,0}} H_{a \oplus a',0} \\
H(a, e_B) \oplus H(a', e_B) & \xrightarrow{H_{\epsilon_B(a,a')}} H(a \oplus a', e_B)
\end{aligned}
\]

(3.4)

\[
\begin{aligned}
e_C \oplus e_C & \xrightarrow{=} e_C \\
H_{0,b} \oplus H_{0,b'} & \xrightarrow{H_{0,b \oplus b'}} H_{0,0} \\
H(e_A, b) \oplus H(e_A, b') & \xrightarrow{H_{\epsilon_A(b,b')}} H(e_A, b \oplus b')
\end{aligned}
\]

(3.5)

This finishes the definition of a bilinear map.

\[ \diamond \]

**Definition 3.6 (Bilinear transformation).** A *bilinear transformation*

\( \varphi: H \Rightarrow J: A, B \rightarrow C \)

is a natural transformation

\( \varphi: H \Rightarrow J: A \times B \rightarrow C \)

such that

\( \varphi_{(a,-)}: H(a, -) \Rightarrow J(a, -): B \rightarrow C \) and

\( \varphi_{(-,b)}: H(-, b) \Rightarrow J(-, b): A \rightarrow C \)
are monoidal transformations for each \( a \in A \) and \( b \in B \).

**Proposition 3.7.** Given permutative categories \( A, B, \) and \( C \), the collection of bilinear maps \( A, B \to C \) together with bilinear transformations between them forms a permutative category denoted \( \text{Bilin}(A, B; C) \).

**Proof.** Identity morphisms and composition are inherited from those of \( \text{Cat}(A \times B, C) \), noting that the identity transformation is always bilinear and the composite of two bilinear transformations is again bilinear. The permutative structure is determined pointwise by that of \( C \), as follows. Given bilinear maps \( H, J \in \text{Bilin}(A, B; C) \) the pointwise sum is

\[
(H \oplus J)(a, b) = H(a, b) \oplus J(a, b).
\]

The bilinearity constraints of \( H \oplus J \) are given by those of \( H \) and \( J \) combined with the symmetry of \( C \), as in the following composite:

\[
\begin{array}{ccc}
H(a, b) \oplus J(a, b) & \oplus & H(a, b') \oplus J(a, b') \\
\text{1} \oplus \beta \oplus 1 & \to & H_a \oplus J_a \\
H(a, b) \oplus H(a, b') \oplus J(a, b) \oplus J(a, b')
\end{array}
\]

(3.8)

and similarly for the other variable. The unit constraints for \( H \oplus J \) are given by adding those of \( H \) and \( J \). The bilinear map axioms for \( H \oplus J \) follow from those of \( H \) and \( J \) separately, together with the permutative structure of \( C \).

The pointwise sum of bilinear transformations \( \varphi \) and \( \mu \) is given by components

\[
(\varphi \oplus \mu)(a, b) = \varphi(a, b) \oplus \mu(a, b) \quad \text{for} \quad a \in A, \ b \in B,
\]

and the axioms of Definition 3.6 hold componentwise by those of \( \varphi \) and \( \mu \). Functoriality of the pointwise sum follows because units and composites of bilinear transformations are determined componentwise.

Strict associativity of the pointwise sum follows from that of \( C \). The monoidal unit in \( \text{Bilin}(A, B; C) \) is the constant functor at \( e_C \). The symmetry isomorphism is given pointwise by that of \( C \).

**Lemma 3.9.** Consider permutative categories

\[ A_1, A_2, \bar{A}_1, \bar{A}_2, C, \text{ and } \bar{C}. \]

Precomposition and postcomposition define functors

\[
c_{\text{pre}}: \text{Bilin}(A_1, A_2; C) \times \prod_{i=1}^2 \text{PermCat}(\bar{A}_i, A_i) \to \text{Bilin}(\bar{A}_1, \bar{A}_2; C)
\]

and

\[
c_{\text{post}}: \text{PermCat}(C, \bar{C}) \times \text{Bilin}(A_1, A_2; C) \to \text{Bilin}(A_1, A_2; \bar{C})
\]

such that the following axioms hold. Below, we abbreviate \( P = \text{PermCat} \) and \( B = \text{Bilin} \).
**Compatibility:** The following diagram commutes.
\[
\begin{array}{c}
\mathcal{P}(\bar{C}, C) \times \mathcal{B}(A_1, A_2; C) \times \prod_i \mathcal{P}(\bar{A}_i, A_i) \\
\downarrow c_{\text{post}} \times 1 \\
\mathcal{B}(A_1, A_2; C) \times \prod_i \mathcal{P}(\bar{A}_i, A_i) \\
\downarrow c_{\text{pre}} \\
\mathcal{B}(A_1, A_2; C)
\end{array}
\]

**Associativity:** The following two quadrilaterals commute, where \(\circ\) denotes composition in \(\mathcal{P} = \text{PermCat}\).
\[
\begin{array}{c}
\mathcal{P}(\bar{C}, C) \times \mathcal{P}(\bar{C}, C) \times \mathcal{B}(A_1, A_2; C) \\
\downarrow \circ \times 1 \\
\mathcal{P}(\bar{C}, C) \times \mathcal{B}(A_1, A_2; C) \\
\downarrow c_{\text{post}} \\
\mathcal{B}(A_1, A_2; C) \\
\end{array}
\]
\[
\begin{array}{c}
\mathcal{B}(A_1, A_2; C) \times \prod_i \mathcal{P}(\bar{A}_i, A_i) \\
\downarrow c_{\text{pre}} \\
\mathcal{B}(A_1, A_2; C) \\
\end{array}
\]

**Unity:** The following two quadrilaterals commute, where \(\ast\) denotes the terminal category and \(\text{id}\) denotes the functors that pick out identities.
\[
\begin{array}{c}
\mathcal{B}(A_1, A_2; C) \times \ast \\
\downarrow \text{id} \times 1 \\
\mathcal{B}(A_1, A_2; C) \\
\end{array}
\]

**Proof:** To ease notation in this proof, we let
\[A = A_1\quad\text{and}\quad B = A_2.\]

At the level of underlying functors and underlying transformations, these operations are given by usual composition. More precisely, \(c_{\text{pre}}\) sends
\[H : A, B \rightarrow C,\quad P : \bar{A} \rightarrow A,\quad\text{and}\quad Q : \bar{B} \rightarrow B\]
to the bilinear map with underlying functor given by \(H(P -, Q -)\). The bilinearity constraints for \(a, a' \in \overline{A}\) and \(b, b' \in \overline{B}\) are given by the composites
\[
H(P_a, Q_b) \ast H(P_a, Q_b') \xrightarrow{H_{Pa}} H(P_a, Q_b \ast Q_b') \xrightarrow{H(1, Q_2)} H(P_a, Q(b \ast b')),
\]
\[
H(P_a, Q_b) \ast H(P_a', Q_b) \xrightarrow{H_{Qb}} H(P_a \ast P_a', Q_b) \xrightarrow{H(P_a, 1)} H(P(a \ast a'), Q_b).
\]
Similarly, the unit constraints are given by
\[ e_C \xrightarrow{H_{P,a,0}} H(Pa, e_B) \xrightarrow{H(1, Q_0)} H(Pa, Q e_B), \]
\[ e_C \xrightarrow{H_{0, Q b}} H(e_A, Q b) \xrightarrow{H(P_0, 1)} H(P e_A, Q b). \]

The fact that these constraints satisfy the axioms of Definition 3.1 follow from the analogous axioms for \( H \), the axioms for the symmetric monoidal functors, and naturality. Note that, when fixing one variable, this composition recovers the standard composition of symmetric monoidal functors. This observation can be used to prove that the composite of a bilinear transformation with monoidal transformations is bilinear, thus showing that \( c_{\text{pre}} \) is well-defined on transformations and is functorial.

The second functor, \( c_{\text{post}} \), sends
\[ R : C \to C \quad \text{and} \quad H : A, B \to C \]
to the bilinear map with underlying functor \( RH \). For \( a, a' \in A \) and \( b, b' \in B \), the bilinearity constraints are given by
\[ RH(a, b) \oplus RH(a, b') \xrightarrow{R_2} R(H(a, b) \oplus H(a, b')) \xrightarrow{R(H_2)} RH(a, b \oplus b'), \]
\[ RH(a, b) \oplus RH(a', b) \xrightarrow{R_2} R(H(a, b) \oplus H(a', b)) \xrightarrow{R(H_2)} RH(a \oplus a', b), \]
and the unit constraints are given by
\[ e_C \xrightarrow{R_0} Re_C \xrightarrow{R(H_2, 0)} RH(a, e_B), \]
\[ e_C \xrightarrow{R_0} Re_C \xrightarrow{R(H_0, b)} RH(e_A, b). \]

Again, the axioms for \( H \) and \( R \), including naturality of the constraints, are key to showing that this satisfies the axioms of Definition 3.1. The same observation as above shows that \( c_{\text{post}} \) is well-defined on transformations and is functorial.

The compatibility, associativity, and unity axioms follow from similar considerations about composition of symmetric monoidal functors, or can be verified directly. This completes the proof.

**Remark 3.10.** Lemma 3.9 can be extended to define a multicomposition for \( \mathcal{B}ilin \), satisfying the axioms of a symmetric multicategory. We note that this is subtly different from the multicategory structure for permutative categories developed in [EM06] and [JY, Sections 6.5,6.6]. There, the multilinear functors of permutative categories are required to be strictly unital. That condition is necessary for the applications to \( K \)-theory spectra in those and related works, but is too restrictive for our purposes below.

**Proposition 3.11.** There are isomorphisms of permutative categories
\[(3.12) \quad \mathcal{P}erm\mathcal{C}at\{A, \mathcal{P}erm\mathcal{C}at(B, C)\} \cong \mathcal{B}ilin(A, B; C) \]
that are
- 2-natural in \( A, B, \) and \( C, \) and
• strict symmetric monoidal with respect to the pointwise monoidal sums.

Proof: The isomorphism of categories
\[ \text{Cat}(A, \text{Cat}(B, C)) \cong \text{Cat}(A \times B, C) \]
determines a correspondence of functors \( F \leftrightarrow H \) where
\[ F(a)(b) = H(a, b). \]

We first verify that this correspondence, when extended to symmetric monoidal functors on the left, determines a bijection with \( \text{Bilin}(A, B; C) \). The additional data for a symmetric monoidal functor \( F: A \rightarrow \text{PermCat}(B, C) \) corresponds to the additional data of a bilinear map \( H: A, B \rightarrow C \) as follows.

• The component of the coherence isomorphism \( H_a \) at \( b, b' \) corresponds to the isomorphism
  \[ F(a)_2: F(a)(b) \oplus F(a)(b') \cong F(a)(b \oplus b'), \]
  which is the monoidal constraint for the symmetric monoidal functor \( F(a) \).

• The component of the coherence isomorphism \( H_b \) at \( a, a' \) corresponds to the component of \( (F_2)_{a,a'} \) at \( b \), where \( F_2 \) is the monoidal constraint of \( F: A \rightarrow \text{PermCat}(B, C) \).

• The isomorphism \( H_{a,0} \) corresponds to \( F(a)_0 \), which is the unit constraint \( F(a)_0: e_C \cong F(a)(e_B) \) for the monoidal functor \( F(a) \).

• The isomorphism \( H_{0,b} \) corresponds to the component of \( F_0 \) at \( b \), where \( F_0 \) is the unit constraint of \( F \).

One then verifies that the axioms for symmetric monoidal structure on each \( F(a) \), and on \( F \) itself, correspond to the bilinearity axioms of Definition 3.1. For example, the monoidal constraint has components
\[ F_2: F(a) \oplus F(a') \cong F(a \oplus a') \quad \text{for} \quad a, a' \in A \]
that are morphisms in \( \text{PermCat}(B, C) \), and thus are monoidal transformations. The unit axiom of (3.14) corresponds to commutativity of (3.4). The monoidal naturality axiom for (3.14), at a pair of objects \( b, b' \in B \), is commutativity of the square below.

Under the correspondence \( F \leftrightarrow H \), commutativity of the above diagram corresponds to that of (3.2). The top right composite above is the right hand composite of (3.2), because the monoidal constraint for \( F(a) \oplus F(a') \) involves the symmetry isomorphism in \( C \).
Similarly, the unit constraint for $F$

$$ F_0 : e_{\text{PermCat}(B,C)} \cong F(e_A) $$

is also a monoidal transformation, where the left hand side denotes the constant functor at $e_C$. The monoidal naturality axiom for (3.15) corresponds to commutativity of (3.5) for each $b, b' \in B$. The unit axiom for (3.15) is the commutative triangle below.

$$
\begin{array}{ccc}
  (e_{\text{PermCat}(B,C)})_0 & & e_{\text{PermCat}(B,C)}(e_B) \\
  e_C \searrow & & \downarrow F_0 \\
  F(e_A)_0 & \longrightarrow & F(e_A)(e_B)
\end{array}
$$

The 1-cell $(e_{\text{PermCat}(B,C)})_0$ is the identity at $e_C$ and therefore, under the correspondence $F \leftrightarrow H$, commutativity of the above diagram corresponds to the equality in (3.3).

The remaining axioms for $(F, F_2, F_0)$ correspond to various symmetric monoidal functor axioms (i) for $H$. This verifies a bijection on objects for (3.12).

The isomorphism of categories (3.13) also determines a correspondence of natural transformations $\alpha \leftrightarrow \varphi$ with

$$ \alpha_{a,b} = \varphi(a,b), $$

where we write $\alpha_{a,b}$ for the component of $\alpha_a$ at $b$. For each $a$, the monoidal naturality axioms of $\alpha_a$ correspond to those of $\varphi(a,-)$. The monoidal naturality axioms for $\alpha$ itself correspond, componentwise at each $b$, to those axioms for $\varphi(-,b)$. This verifies a bijection on morphisms for (3.12).

Functoriality of the bijection

$$ F \leftrightarrow H \quad \text{and} \quad \alpha \leftrightarrow \varphi $$

is immediate because the respective identity transformations correspond and composition is determined componentwise on both sides. Therefore, (3.12) is an isomorphism of categories. The description of bilinearity and unit constraints for $H \cong J$ in the proof of Proposition 3.7 shows that the permutative structure on each side is strictly preserved by the bijection (3.16).

To verify 2-naturality of (3.12), recall Lemma 3.9 and consider symmetric monoidal functors

$$ P : \overline{A} \to A, \quad Q : \overline{B} \to B, \quad \text{and} \quad R : C \to \overline{C}. $$

For each symmetric monoidal functor $F \in \text{PermCat}(A, \text{PermCat}(B,C))$ and the corresponding bilinear map $H \in \text{Bilin}(A, B; C)$, let

$$ \overline{F} = R \ast Q^* F = R(F(P-)(Q-)) \quad \text{in} \quad \text{PermCat}(\overline{A}, \text{PermCat}(\overline{B}, \overline{C})) $$

and

$$ \overline{H} = R \ast (P \times Q)^* R(H(P-, Q-)) \quad \text{in} \quad \text{Bilin}(\overline{A}, \overline{B}; \overline{C}). $$
The underlying functors correspond to each other, and one can verify that the monoidal, respectively bilinearity, and unit constraints also agree, so $\overline{F} \leftrightarrow \overline{H}$.

Likewise, for monoidal transformations

$$\phi: P \Rightarrow P', \quad \psi: Q \Rightarrow Q', \quad \text{and} \quad \gamma: R \Rightarrow R',$$

the correspondence $\alpha \leftrightarrow \varphi$ for morphisms of (3.12) is preserved by horizontal composition with $\phi \times \psi$ and $\gamma$.

\section{The Tensor Product of Permutative Categories}

In this section we define a tensor product 2-functor

$$\otimes: \text{PermCat} \times \text{PermCat} \rightarrow \text{PermCat}.$$

As it will be seen in Section 5, the tensor product has the universal property that strict symmetric monoidal functors with source $A \otimes B$ are in one-to-one correspondence with bilinear maps out of $A, B$. This motivates the definition.

The definitions of $\otimes$ on objects, 1-, and 2-cells are Definitions 4.4, 4.7, and 4.8, respectively. The 2-functoriality of $\otimes$ is proved in Proposition 4.9.

\begin{notation}
Beginning in this section, and continuing throughout the document, we use the generic notation $(+, 0)$ for the monoidal sum and monoidal unit in a permutative category. We will use $\oplus$ for the direct sum of permutative categories, defined in Section 14.
\end{notation}

\begin{definition}
Given a category $C$, let

$$\text{T}C = \bigsqcup_{n \geq 0} C^n$$

denote the free strict monoidal category on $C$.
\end{definition}

\begin{definition}
Let $A$ be a strict monoidal category. We define two constructions using colimits in the category of strict monoidal categories and strict monoidal functors. Let $\{0, 1\}$ denote the discrete category with two objects. Let $I$ denote the category with two objects and a single isomorphism $f$ between them.

**Adjoin an Isomorphism:** Let $x, y$ be a pair of objects in $A$. Let $A + I$ be the pushout below.

$$\begin{array}{ccc}
T(0,1) & \longrightarrow & A \\
\downarrow & & \downarrow \gamma \\
TI & \longrightarrow & A + f
\end{array}$$

Here, the top arrow sends 0, 1 to $x, y$, respectively, and the left vertical arrow sends 0, 1 to the source and target of $f$, respectively. We say that $A + I$ is obtained by *adjoining the isomorphism* $f: x \rightarrow y$. 

**Impose a Relation:** Let \( p \) and \( q \) be parallel morphisms in \( A \). Let \( A/(p = q) \) be the coequalizer below.

\[
\begin{array}{ccc}
T(f) & \longrightarrow & A \\
\downarrow & & \downarrow \\
\longrightarrow & & \rightarrow \\
A & & A/(p = q)
\end{array}
\]

Here, the two arrows at left send the single morphism \( f \) to \( p \) and \( q \), respectively. We say that \( A/(p = q) \) is obtained by imposing the relation \( p = q \).

**Definition 4.4.** Let \( A = (A, +, 0) \) and \( B = (B, +, 0) \) be permutative categories. The permutative category \( A \otimes B \) is defined by the following process.

**Step 1:** Consider the category \( T(A \times B) \). We write objects or morphisms of \( A \times B \) as \( a \cdot b \) or \( f \cdot g \), and we write an element of \( (A \times B)^n \) as a formal sum of \( n \) terms, with the unique 0-tuple being denoted by 0. Objects and morphisms of the form \( a \cdot b \) or \( f \cdot g \) are called simple objects and morphisms.

**Step 2:** Adjoin the following isomorphisms for all \( a, a', b, b' \):

\[
\begin{align*}
& \delta^L_{a \cdot b, b'} : a \cdot (b + b') \to a \cdot b + a \cdot b' \\
& \beta_{a, a', b, b'} : a \cdot b + a' \cdot b' \to a' \cdot b' + a \cdot b \\
& \zeta^L_a : 0 \to a \cdot 0 \\
& \zeta^R_b : 0 \to 0 \cdot b.
\end{align*}
\]

These are called the adjoined morphisms in \( A \otimes B \). We will sometimes suppress the superscripts \( L \) and \( R \).

**Step 3:** Impose the following relations.

i. The isomorphisms \( \delta, \beta, \zeta \), in all of their variants, are natural in every variable.

ii. The isomorphisms \( \beta \), together with \( + \) and 0, give the structure of a permutative category.

iii. For fixed \( a \in A \), the left multiplication functor \( a \cdot (-) \) is symmetric monoidal with coherence isomorphisms given by \( \delta^L_a \) and \( \zeta^L_a \). Similarly, for fixed \( b \in B \), the right multiplication functor \((-) \cdot b \) is symmetric monoidal with coherence isomorphisms given by \( \delta^R_b \) and \( \zeta^R_b \).

iv. The following composites are equal for each \( a, a' \in A \) and \( b, b' \in B \).

\[
\begin{array}{ccc}
a \cdot b + a' \cdot b + a \cdot b' + a' \cdot b' & \xrightarrow{1+ \beta + 1} & a \cdot b + a \cdot b' + a' \cdot b + a' \cdot b' \\
\downarrow \delta^R_b + \delta^R_{b'} & & \downarrow \delta^L_a + \delta^L_{a'} \\
(a + a') \cdot b + (a + a') \cdot b' & & a \cdot (b + b') + a' \cdot (b + b') \\
\delta^L_{a+a'} & & \delta^R_{b+b'}
\end{array}
\]
v. The following morphisms are equal.

\[ \begin{array}{ccc}
0 & \xrightarrow{\zeta_L} & 0 \\
\zeta_R & \xrightarrow{} & 0
\end{array} \]

vi. The following two composites are equal for each \( a, a' \in A \) and \( b, b' \in B \).

\[ \begin{array}{ccc}
0 + 0 & \xrightarrow{\zeta_L + \delta_R} & 0 \\
\zeta_R + \delta_R & \xrightarrow{} & 0
\end{array} \]

Lemma 4.5. There is a bilinear map

\[ u : A, B \rightarrow A \otimes B \]

whose underlying functor is the inclusion

\[ A \times B \hookrightarrow T(A \times B) \hookrightarrow A \otimes B, \]

and whose bilinearity constraints are given by \( \delta_L^a \) and \( \delta_R^b \), and whose unit constraints are given by \( \zeta_L^a \) and \( \zeta_R^b \).

Proof. Indeed, note that the axioms for a bilinear map in Definition 3.1 mirror the relations imposed in the constructions of \( A \otimes B \) above.

\[ \square \]

Remark 4.6. In Definition 4.4, one can equivalently use the free permutative category construction, \( P \) (see Definition 7.1), instead of \( T \), and adjoin only the morphisms \( \delta^L, \delta^R, \zeta^L \), and \( \zeta^R \).

Definition 4.7. Given symmetric monoidal functors

\[ F : A \rightarrow A' \quad \text{and} \quad G : B \rightarrow B', \]

we define a strict symmetric monoidal functor

\[ F \otimes G : A \otimes B \rightarrow A' \otimes B' \]

as follows.

Step 1: Consider the strict monoidal functor

\[ T(F \times G) : T(A \times B) \rightarrow T(A' \times B'). \]

For the monoidal unit 0 or for a formal sum of pairs, this functor is given explicitly by

\[ T(F \times G)(0) = 0, \]
\[ T(F \times G)(\sum a_i \cdot b_i) = \sum Fa_i.Gb_i, \quad \text{and} \]
\[ T(F \times G)(\sum f_i \cdot g_i) = \sum Ff_i.Gg_i. \]

By the definition there is the canonical strict monoidal functor

\[ T(A' \times B') \rightarrow A' \otimes B'. \]
We will define $F \otimes G$ by descending through the pushouts and coequalizers defining $A \otimes B$.

**Step 2:** For each morphism $\kappa$ adjoined in Step 2 of Definition 4.4, we define $(F \otimes G)(\kappa)$ as the indicated composite in the corresponding diagram below.

\[
\begin{align*}
F_a.G_b + F_a.G_b' & \xrightarrow{(F \otimes G)(\delta^L_a)} F_a.G(b + b') \\
\delta^L_{F_a} & \downarrow \quad 1.G_2 \\
F_a.(G_b + G_b') & \\
\end{align*}
\]

\[
\begin{align*}
F_a.G_b + F_a'.G_b & \xrightarrow{(F \otimes G)(\delta^R_b)} F(a + a').Gb \\
\delta^R_{G_b} & \downarrow \quad F_2.1 \\
(Fa + Fa').Gb & \\
\end{align*}
\]

\[
\begin{align*}
F_a.G_b + F_a'.G_b' & \xrightarrow{(F \otimes G)(\beta)} F_a'.Gb' + Fa.Gb \\
\beta & \longmapsto \quad \| \quad \| \\
F_a.G_b + F_a'.G_b' & \xrightarrow{\beta} F_a'.Gb' + Fa.Gb \\
\end{align*}
\]

\[
\begin{align*}
0 & \xrightarrow{(F \otimes G)(\zeta^L_a)} Fa.G0 \\
\zeta^L_{Fa} & \downarrow \quad 1.G_0 \\
Fa.0 & \\
\end{align*}
\]

\[
\begin{align*}
0 & \xrightarrow{(F \otimes G)(\zeta^R_b)} F0.Gb \\
\zeta^R_{Gb} & \downarrow \quad F_0.1 \\
0.Gb & \\
\end{align*}
\]

**Step 3:** One verifies that $F \otimes G$ is well-defined on $A \otimes B$ by checking that the relations imposed in Step 3 of Definition 4.4 are preserved by the assignments above. For each relation, this involves the corresponding relation in $A' \otimes B'$, the monoidal and unit axioms of $F$ and $G$, functoriality of the cartesian product, and naturality of the data $\delta$, $\beta$, and $\zeta$. For example, to verify that relation (v) is preserved, one uses naturality of $\zeta^L$ and $\zeta^R$ in $A' \otimes B'$ together with functoriality of the cartesian
product to show that the following diagram commutes.

\[
\begin{array}{cccc}
0 & \overset{\zeta_R}{\rightarrow} & 0.0 & \overset{F_{0.1}}{\rightarrow} & 1.G_0 \\
\zeta_L & \downarrow & \b_0 & \downarrow & \delta_{F.0} \\
0 & \overset{F_0}{\rightarrow} & F_{0.0} & \overset{G_0}{\rightarrow} & 0.G_0 \\
\zeta_R & \downarrow & \b_0 & \downarrow & \delta_{G.0} \\
F_0 & \overset{0}{\rightarrow} & 1.G_0 & \overset{G_0}{\rightarrow} & 0.G_0 \\
\end{array}
\]

Constructed as the universal morphism out of the colimits in Definition 4.4, \(F \otimes G\) is a strict monoidal functor, even if \(F\) and \(G\) are not. It is symmetric monoidal because
\[
(F \otimes G)(\beta) = \beta.
\]

**Definition 4.8.** Given monoidal transformations
\[
\phi: F \Rightarrow F' \quad \text{and} \quad \psi: G \Rightarrow G',
\]
we define a monoidal transformation
\[
\phi \otimes \psi: F \otimes G \Rightarrow F' \otimes G'
\]
with components
\[
(\phi \otimes \psi)_{a,b_i} = \sum \phi_{a_i} \psi_{b_i} \quad \text{and} \quad (\phi \otimes \psi)_0 = 1_0.
\]

Naturality with respect to morphisms \(f,g\) in \(A \otimes B\) follows from naturality of \(\phi\) and \(\psi\). Naturality with respect to the additional morphisms \(\delta, \zeta, \beta\) follows from the naturality of those morphisms and the monoidal transformation axioms for \(\phi\) and \(\psi\).

**Proposition 4.9.** The tensor product of Definitions 4.4, 4.7, and 4.8 defines a 2-functor
\[
\otimes: \text{PermCat} \times \text{PermCat} \to \text{PermCat}.
\]

**Proof:** Given two pairs of composable functors \(F,F'\) and \(G,G'\), one computes from the definitions
\[
\left((F' \otimes G') \circ (F \otimes G)\right)(\delta_{a,b,b'}) = \left(F' \otimes G'\right)(1.G_2 \circ \delta_{F,0}(Gb,Gb'))
\]
\[
= 1.G'(G_2 \circ 1.G_2' \circ \delta_{F,F,0}(G'b,G'b'))
\]
\[
= 1.(G'G)_2 \circ \delta_{F,F,0}(G'Gb,G'Gb')
\]
\[
= \left(F'F \otimes G'G\right)(\delta_{a,b,b'}).\]

This shows that \((F' \otimes G') \circ (F \otimes G)\) and \((F'F) \otimes (G'G)\) give the same assignment on \(\delta_a\). The corresponding calculations for the other adjoined morphisms are similar. Thus, \(\otimes\) preserves composites of symmetric monoidal functors. One can similarly show that \(\otimes\) preserves identity symmetric monoidal functors. One verifies componentwise that \(\otimes\) preserves identities, vertical, and horizontal composites of monoidal transformations. \(\square\)
5. Bilinearity and the Tensor Product

This section shows that strict symmetric monoidal functors out of a tensor product $A \otimes B$ correspond to bilinear maps with source $A, B$ in the sense of Definition 3.1. The main result is Proposition 5.3.

**Convention 5.1.** Throughout this section, we use the following notation for generic objects and morphisms.

| category | objects          | morphisms |
|----------|------------------|-----------|
| $A$      | $a, a', a_i$     | $f, f_i$  |
| $B$      | $b, b', b_i$     | $g, g_i$  |
| $C$      | $c, c', c_i$     | $h, h_i$  |

**Definition 5.2.** For permutative categories $A$ and $B$, we let

$$\mathcal{[}A, B]\mathcal{]} = \text{PermCat}_s(A, B)$$

denote the category of strict symmetric monoidal functors $A \to B$ and monoidal transformations. Note that this is generally not a monoidal category with pointwise sum. Recalling Definition 2.8, for strict monoidal $F$ and $G$, the pointwise sum $F + G$ is generally not a strict monoidal functor, unless the target $B$ has trivial symmetry.

**Proposition 5.3.** Composition with the bilinear map $u$ of Lemma 4.5 defines an isomorphism of categories

$$\mathcal{[}A \otimes B, C]\mathcal{]} \cong \text{Bilin}(A, B; C)$$

that is 2-natural with respect to strict symmetric monoidal functors $C \to \overline{C}$ and not-necessarily-strict symmetric monoidal functors $\overline{A} \to A$ and $\overline{B} \to B$.

**Proof.** By Lemma 3.9, composition with $u : A, B \to A \otimes B$ defines a functor

$$\mathcal{[}A \otimes B, C]\mathcal{]} \to \text{Bilin}(A, B; C)$$

that sends a strict symmetric monoidal functor $F : A \otimes B \to C$ to the bilinear map

$$A, B \xrightarrow{u} A \otimes B \xrightarrow{F} C.$$

Given a bilinear map $H : A, B \to C$, we can construct a strict symmetric monoidal functor $F : A \otimes B \to C$ as follows. Applying the universal property of $T$ to the underlying functor $H : A \times B \to C$ gives rise to a strict monoidal functor

$$F : T(A \times B) \to C.$$

We further extend this to a strict symmetric monoidal functor with domain $A \otimes B$ by the following assignments on adjoined morphisms:

$$F(\delta^L_a) = H_a, \quad F(\delta^R_b) = H_b, \quad F(\beta_{a,b,a',b'}) = \beta_{H(a,b),H(a',b')},$$

$$F(\zeta^L_a) = H_{a,0}, \quad F(\zeta^R_b) = H_{0,b}.$$
To show that $F$ is well-defined, we verify that $F$ preserves the relations imposed in Definition 4.4 for $A \otimes B$ corresponds to the axioms that $H$ must satisfy from Definition 3.1. Because $F$ is strictly symmetric monoidal, the requirement that $F$ preserve conditions 4.4.(i) and 4.4.(iii) is equivalent to the requirement that each of

\[ (F(a, -), F(\delta^L_a), F(\zeta^L_a)) \quad \text{and} \quad (F(-, b), F(\delta^R_b), F(\zeta^R_b)) \]

is a symmetric monoidal functor. These correspond to axiom 3.1.(i) for $H$, which requires that

\[ (H(a, -), H_a, H_{a,0}) \quad \text{and} \quad (H(-, b), H_b, H_{0,b}) \]

are symmetric monoidal functors. Preservation of 4.4.(ii) automatically holds because $F$ is required to be symmetric monoidal. Preservation of the pentagon 4.4.(iv) corresponds to the interchange axiom 3.1.(ii) for $H$. Similarly, the requirement that $F$ preserve relations in 4.4.(v), respectively 4.4.(vi), corresponds to axiom 3.1.(iii), respectively 3.1.(iv) for $H$. This completes the proof that (5.4) is a bijection on objects.

Given a bilinear transformation

\[ \varphi : H \rightarrow H' \quad \text{in} \quad \text{Bilin}(A, B; C), \]

the two-dimensional universal property of $T$ gives rise to a monoidal transformation

\[ \alpha : F \rightarrow F' \quad \text{in} \quad [T(A \times B), C] \quad \text{with} \quad \varphi(a, b) = a_{a,b}. \]

One can further verify that $\alpha$ is natural with respect to the adjoined morphisms of $A \otimes B$ as follows. Naturality of $\alpha$ with respect to the adjoined morphisms $\delta$ and $\zeta$ corresponds to the requirement that $\varphi$ is monoidal natural in each variable separately. Naturality of $\alpha$ with respect to the symmetry in $A \otimes B$ automatically holds by naturality of the symmetry in $C$, because $F$ and $F'$ are strict symmetric monoidal.

By definition, the constructions of $F$ and $\alpha$ from $H$ and $\varphi$ above are inverse to composition with $u$. Therefore, (5.4) is an isomorphism of categories.

The associativity condition for $c_{\text{post}}$ in Lemma 3.9 implies 2-naturality of (5.4) with respect to strict monoidal functors in $C$. For symmetric monoidal functors and monoidal transformations

\[ P : \overline{A} \rightarrow A \quad \text{and} \quad Q : \overline{B} \rightarrow B, \]

one can check directly from the constructions in Lemmas 3.9 and 4.5 and Definition 4.7 that the diagram

\[ \begin{array}{ccc}
    A, B & \xrightarrow{u} & A \otimes B \\
    P, Q \downarrow \quad & & \quad \downarrow P \otimes Q \\
    \overline{A}, \overline{B} & \xrightarrow{u} & \overline{A} \otimes \overline{B}
\end{array} \]
commutes, in the sense that the bilinear maps given by the depicted composites are equal. This verifies that (5.4) is natural with respect to symmetric monoidal functors in $A$ and $B$. Similarly, 2-naturality in $A$ and $B$ is verified using the composition of monoidal transformations with bilinear maps in Lemma 3.9 and the formulas for $\phi \otimes \psi$ from Definition 4.8. This completes the proof. \hfill \qed

**Remark 5.6.** In (5.4) we only consider 2-naturality in $C$ with respect to strict symmetric monoidal functors. This is because the construction $[− \otimes −, −]$ is only functorial with respect to strict symmetric monoidal functors in the last variable, since composing with a non-strict symmetric monoidal functor rarely gives a strict one. \hfill \Diamond

Combining Propositions 3.11 and 5.3 gives two isomorphisms

\[(5.7) \quad [A \otimes B, C] \cong \text{Bilin}(A, B; C) \cong \text{PermCat}(A, \text{PermCat}(B, C))\]

that are 2-natural with respect to symmetric monoidal functors in $A$ and $B$, and strict symmetric monoidal functors in $C$. This implies the following.

**Corollary 5.8.** For each permutative category $B$, there is a 2-adjunction

\[- \otimes B : \text{PermCat} \rightleftarrows \text{PermCat}_{\text{st}} : \text{PermCat}(B, -).\]

Note that this is subtly different from a closed structure, because we must restrict to $[A \otimes B, C] = \text{PermCat}(A \otimes B, C)$ on the left side of (5.7). See Theorem 6.12 below for a tensor-hom biadjunction.

Recall from Proposition 3.7 that bilinear maps have a pointwise monoidal structure. Thus, Proposition 5.3 induces a symmetric monoidal structure on $[A \otimes B, C]$ as follows. We will use this in Proposition 6.8 below.

**Definition 5.9.** Suppose $A$, $B$, and $C$ are permutative categories. The **bilinear permutative structure** on $[A \otimes B, C]$ is induced by the isomorphism (5.4).

Explicitly, the sum $F \boxplus G$ of two strict symmetric monoidal functors

\[F, G : A \otimes B \rightarrow C\]

is defined strictly on sums of objects by

\[(F \boxplus G)[\sum a_i \cdot b_i] = \sum (F(a_i \cdot b_i) + G(a_i \cdot b_i)) \quad \text{and} \quad (F \boxplus G)[0] = 0.\]

On sums of morphisms, $\sum \kappa_{ij}$, the sum $F \boxplus G$ is also defined to be strict monoidal, with the following assignments on simple and adjointed morphisms of $A \otimes B$:

\[
\begin{align*}
(F \boxplus G)[f \cdot g] &= F(f \cdot g) + G(f \cdot g), \\
(F \boxplus G)[\delta^L_a(b, b')] &= (F(\delta^L_a) + G(\delta^L_a)) \circ (1_{F(a, b)} + \beta_{G(a, b), F(a, b')} + 1_{G(a, b')}), \\
(F \boxplus G)[\delta^R_a(a, a')] &= (F(\delta^R_a) + G(\delta^R_a)) \circ (1_{F(a, b)} + \beta_{G(a, b), F(a', b')} + 1_{G(a', b')}), \\
(F \boxplus G)[\beta] &= \beta, \\
(F \boxplus G)[\zeta^L_a] &= F(\zeta^L_a) + G(\zeta^L_a), \quad \text{and} \\
(F \boxplus G)[\zeta^R_a] &= F(\zeta^R_a) + G(\zeta^R_a).
\end{align*}
\]
The appearance of morphisms $1 + \beta + 1$ above corresponds to their appearance in the sum of bilinear maps $H + J$ in (3.8).

The sum of two monoidal transformations in $[A \otimes B, C]$,

$$\phi: F \longrightarrow F' \quad \mbox{and} \quad \psi: G \longrightarrow G'$$

is given componentwise by

$$\sum_{a_i,b_i} (\phi \oplus \psi)(a_i,b_i) = \sum_{a_i,b_i} (\phi(a_i,b_i) + \psi(a_i,b_i)) \quad \mbox{and} \quad (\phi \oplus \psi)(0) = 1_0.$$

This completes the description of the bilinear monoidal sum.

**Proposition 5.10.** Let $F, G: A \otimes B \longrightarrow C$ be strict symmetric monoidal functors. Then $F \oplus G \cong F \otimes G$.

**Proof.** By definition of the bilinear permutative structure, we have

$$\sum (F \otimes G)(a_i,b_i) \cong \sum (F(a_i,b_i) + G(a_i,b_i)) \quad \mbox{and} \quad (F \otimes G)(0) = 0,$$

while by the definition of the pointwise permutative structure (Definition 2.8), we have

$$\sum (F \oplus G)(a_i,b_i) = F(\sum a_i,b_i) + G(\sum a_i,b_i) \quad \mbox{and} \quad (F \oplus G)(0) = 0.$$

We leave it to the reader to check that the composite

$$\sum (F(a_i,b_i) + G(a_i,b_i)) \cong (\sum F(a_i,b_i)) + (\sum G(a_i,b_i)) = F(\sum a_i,b_i) + G(\sum a_i,b_i),$$

given by a permutation isomorphism and strictness of $F$ and $G$, defines the component at the object $\sum a_i,b_i$ of a monoidal natural isomorphism from $F \otimes G$ to $F \oplus G$. \hfill \Box

### 6. THE TENSOR-HOM BIADJUNCTION

In this section we establish a tensor-hom biadjunction for permutative categories, Theorem 6.12. The result depends on Propositions 3.11 and 5.3, together with a strictification result, Proposition 6.8, showing that the local inclusion

$$j: \text{PermCat}_s(A \otimes B, C) \longrightarrow \text{PermCat}(A \otimes B, C)$$

is an equivalence of categories, for each triple of permutative categories $A$, $B$, $C$. The proof of this strictification result depends on the representation of objects in $A \otimes B$ as formal sums, and does not hold generally if $A \otimes B$ is replaced by an arbitrary permutative category $X$.

**Convention 6.1.** Throughout this section, we continue to use the following notation from Convention 5.1 for generic objects and morphisms.

| category | objects | morphisms |
|----------|---------|-----------|
| $A$      | $a,a',a_i$ | $f,f_i$ |
| $B$      | $b,b',b_i$ | $g,g_i$ |
| $C$      | $c,c',c_i$ | $h,h_i$ |

We begin with the definition of a strictification for symmetric monoidal functors.
**Definition 6.2.** Let

\[ F : A \otimes B \to C \]

be a symmetric monoidal functor. Define a strict symmetric monoidal functor

\[ F^s : A \otimes B \to C \]

via the following assignments.

**Objects:** Define

\[ F^s(0) = 0 \quad \text{and} \quad F^s(\sum a_i b_i) = \sum F(a_i b_i). \]

**Morphisms:** On simple and adjoined morphisms, define

\[
\begin{align*}
F^s(f \cdot g) &= F(f \cdot g), \\
F^s(\delta_a^L) &= F(\delta_a^L) \circ F_2, \\
F^s(\delta_b^R) &= F(\delta_b^R) \circ F_2,
\end{align*}
\]

\[ F^s(\beta) = \beta, \quad F^s(\kappa_a^L) = F(\kappa_a^L) \circ F_0, \quad F^s(\kappa_b^R) = F(\kappa_b^R) \circ F_0. \]

For a formal sum of morphisms \( \kappa_i \) in \( A \otimes B \), define

\[ F^s \sum \kappa_i = \sum F^s \kappa_i \]

so that \( F^s \) is strictly monoidal.

This completes the definition of \( F^s \) as an assignment on objects and morphisms.

\[ \square \]

**Lemma 6.3.** In the context of Definition 6.2, \( F^s \) is a well-defined strict symmetric monoidal functor.

**Proof:** To show that \( F^s \) is well-defined on the imposed relations of \( A \otimes B \), one uses symmetric monoidal functor axioms and coherence for \( F \), together with the assumption that \( F \) preserves these relations. For example, preservation of the pentagon 4.3.(iv) is commutativity of the outer diagram below.
In the above diagram,

\[ X = a.b + a'.b + a.b' + a' . b' \quad \text{and} \quad Y = a . b + a . b' + a' . b + a' . b' . \]

The two quadrilaterals commute by naturality of \( F_2 \), the upper hexagon commutes by coherence for \( F \), and the lower pentagon is \( F \) applied to 4.3.(iv). Verification that \( F^s \) preserves the other imposed relations is similar.

Functoriality of \( F^s \) follows from functoriality of \( F \) together with naturality of the constraints \( F_2 \) and \( F_0 \) and naturality of the adjoined morphisms in \( A \otimes B \). Finally, \( F^s \) is strict symmetric monoidal by its definition on objects and morphisms.

**Definition 6.4.** Let

\[ \alpha: F \rightarrow F': A \otimes B \rightarrow C \]

be a monoidal transformation between symmetric monoidal functors. Define a monoidal transformation

\[ \alpha^s: F^s \rightarrow (F')^s \]

via components

\[ \alpha^s_0 = 1_0 \quad \text{and} \quad \alpha^s_{\sum a_i b_i} = \sum \alpha_{a_i b_i}. \]

**Lemma 6.6.** In the context of Definition 6.4, \( \alpha^s \) is a monoidal transformation.

**Proof.** Since both \( F^s \) and \( (F')^s \) are strict monoidal, it suffices by definition (6.5) to verify naturality of \( \alpha^s \) with respect to the simple and adjoined morphisms of \( A \otimes B \). The monoidal and unit axioms of Definition 2.5 are likewise immediate from (6.5).

Naturality of \( \alpha^s \) with respect to a simple morphism \( f . g \) reduces to naturality of \( \alpha \). Naturality of \( \alpha^s \) with respect to adjoined morphisms \( \kappa \) follows from the formulas for \( F^s(\kappa) \) and \( (F')^s(\kappa) \) above, together with monoidal naturality of \( \alpha \). For example, naturality of \( \alpha^s \) with respect to \( \kappa = \delta^L_a \) is commutativity of the outer diagram below, using the monoidal naturality of \( \alpha \) at left and naturality with respect to \( \delta^L_a \) at right.

\[
\begin{array}{ccc}
F(a.b) + F(a.b') & \xrightarrow{F_2} & F(a.b + a.b') \\
\downarrow a.a + a.a' & & \downarrow a.a' + a.b' \\
F'(a.b) + F'(a.b') & \xrightarrow{F'_2} & F'(a.b + a.b')
\end{array}
\]

Naturality with respect to the other adjoined morphisms \( \kappa \) is similar.

**Definition 6.7.** Define a strict symmetric monoidal functor

\[ (-)^s: \text{PermCat}(A \otimes B, C) \rightarrow \text{PermCat}_s(A \otimes B, C) \]

via Definitions 6.2 and 6.4. Functoriality of \( (-)^s \) follows from (6.5) because identities and composites of monoidal transformations are determined componentwise.
Proposition 6.8. Suppose $A$, $B$, and $C$ are permutative categories. There is an adjoint equivalence

$$j : \text{PermCat}_{s}(A \otimes B, C) \cong \text{PermCat}(A \otimes B, C) : (-)^s$$

where $j$ is the fully faithful inclusion of $\text{PermCat}_{s}$ into $\text{PermCat}$ and $(-)^s$ is given by Definition 6.7. Moreover, the following statements hold.

- Each of $j$ and $(-)^s$ is 2-natural with respect to strict symmetric monoidal functors $A \rightarrow C$ and not-necessarily-strict symmetric monoidal functors $\overline{A} \rightarrow A$ and $\overline{B} \rightarrow B$.
- With respect to the bilinear permutative structure at left and the pointwise permutative structure at right, the inclusion $j$ is symmetric monoidal while $(-)^s$ is strict symmetric monoidal.

Proof. Let $F : A \otimes B \rightarrow C$ be a symmetric monoidal functor. Recall from Definition 6.2 that we have

$$F^s(0) = 0 \quad \text{and} \quad F^s(\sum a_i b_i) = \sum F(a_i b_i).$$

Therefore, there is a monoidal natural isomorphism

$$\mu_F : F^s \Rightarrow F$$

given by (composites of) the monoidal and unit constraints $F_2$ and $F_0$. Similarly to Convention 2.4, the coherence theorem for monoidal functors [JS93] ensures that any two such composites with the same source and target are equal. Naturality of (6.10) with respect to monoidal transformations $\alpha$ follows from the componentwise definition of $\alpha^s$ together with the monoidal naturality and unit equalities of Definition 2.5 for $\alpha$. Thus, (6.10) provides a natural isomorphism

$$\mu : j \circ (-)^s \Rightarrow 1.$$

Using the formulas of Definitions 6.2 and 6.4, one verifies that the composite $(-)^s \circ j$ is the identity and both whiskerings $\mu \ast j$ and $(-)^s \ast \mu$ are identities. This completes the proof that $(j, (-)^s)$ is an adjoint equivalence.

Next we verify the 2-naturality assertion. For $j$, this follows from 2-functoriality of the inclusion

$$j : \text{PermCat}_{s} \rightarrow \text{PermCat}.$$

For $(-)^s$, consider symmetric monoidal functors

$$P : \overline{A} \rightarrow A, \quad Q : \overline{B} \rightarrow B, \quad \text{and} \quad R : C \rightarrow \overline{C},$$

with $R$ assumed strict. Let

$$\overline{F} = R \ast (P \otimes Q)^s F \quad \text{in} \quad \text{PermCat}(\overline{A} \otimes \overline{B}, \overline{C}), \quad \text{for} \quad F \in \text{PermCat}(A \otimes B, C).$$

Since both $\overline{F}^s$ and $\overline{(F^s)}$ are strict symmetric monoidal, it suffices to verify that they agree on generating objects and morphisms of $\overline{A} \otimes \overline{B}$. For simple objects $a.b$ and simple morphisms $f.g$ there is nothing to check. For the
adjoined morphisms $\delta^L\alpha$, the formulas above together with the formulas for monoidal constraints of a composite give the following:

$$\left(\mathcal{F}\right)^s(\delta^L\alpha) = \mathcal{F}(\delta^L\alpha) \circ \mathcal{F}_2 = R\left(\mathcal{F}(1.Q_2 \circ \delta^L\alpha)\right) \circ R\left(\left[\left(\mathcal{F} \circ (P \otimes Q)\right)\right]_2\right) = R\left(\mathcal{F}^s(P \otimes Q)(\delta^L\alpha)\right) = (\mathcal{F}^s)(\delta^L\alpha).$$

A similar computation shows

$$\left(\mathcal{F}\right)^s(\kappa) = (\mathcal{F}^s)(\kappa)$$

for each of the other adjoined morphisms $\kappa$. This shows that the naturality diagram

$$\begin{array}{ccc}
\text{PermCat}(A \otimes B, C) & \xrightarrow{(-)^s} & \text{PermCat}(A \otimes B, C) \\
R_*(P \otimes Q) & \downarrow & R_*(P \otimes Q) \\
\text{PermCat}(\overline{A} \otimes \overline{B}, \overline{C}) & \xrightarrow{(-)^s} & \text{PermCat}(\overline{A} \otimes \overline{B}, \overline{C})
\end{array}$$

commutes on objects. Consider monoidal transformations

$$\alpha: F \Rightarrow F' \quad \text{in} \quad \text{PermCat}(A \otimes B, C),$$

together with

$$\phi: P \Rightarrow P', \quad \psi: Q \Rightarrow Q', \quad \text{and} \quad \gamma: R \Rightarrow R'.$$

It is straightforward to verify the equality

$$\left(\gamma * \alpha * (\phi \otimes \psi)\right)^s = \gamma * \alpha^s * (\phi \otimes \psi)$$

of monoidal transformations using (6.5). Taking each of $\phi, \psi, \gamma$ to be the identity, the resulting equation shows that the naturality square above also commutes on morphisms. Taking $\alpha$ to be the identity shows that this naturality square is actually a 2-naturality square. This completes the proof that $(-)^s$ is 2-natural.

We only prove that $(-)^s$ is strict symmetric monoidal, and the claim that $j$ is symmetric monoidal follows by doctrinal adjunction [Kel74, Section 2.1]. Let $F, G: A \otimes B \rightarrow C$ be symmetric monoidal functors. We will show that

$$\left(\mathcal{F} \oplus \mathcal{G}\right)^s = \mathcal{F}^s \oplus \mathcal{G}^s,$$

where $\oplus$ is the pointwise permutative structure of Definition 2.8 and $\oplus$ is the bilinear permutative structure of Definition 5.9. Both of these functors are strict symmetric monoidal by construction, so we only need to verify that they are equal as functors. As this is accomplished by checking both definitions on all of the objects and morphisms, we give some representative calculations.
and leave the rest for the reader. For objects, we have the following equalities
by the definitions of $(\cdot)^s$, $\oplus$, and $\bowtie$.

\[
(F \oplus G)^s(\sum a_i.b_i) = \sum (F \oplus G)(a_i.b_i) = \sum (F(a_i.b_i) + G(a_i.b_i))
\]
\[
(F^s \oplus G^s)(\sum a_i.b_i) = \sum (F(a_i.b_i) + G(a_i.b_i))
\]

Therefore, these functors agree on objects. The same calculation suffices for sums of morphisms $\sum f_i.g_i$. On an adjoined morphism of the form $\delta^L_a$, we have the following equalities.

\[
(F \oplus G)^s(\delta^L_a) = (F \oplus G)(\delta^L_a) \circ (F \oplus G)_2
\]
\[
= (F \oplus G)(\delta^L_a) \circ (F_2 + G_2) \circ (1 + \beta + 1)
\]
\[
(F^s \oplus G^s)(\delta^L_a) = (F^s(\delta^L_a) + G^s(\delta^L_a)) \circ (1 + \beta + 1)
\]
\[
= (F(\delta^L_a) \circ F_2) + (G(\delta^L_a) \circ G_2) \circ (1 + \beta + 1)
\]

By the functoriality of $+$ in $C$, these functors agree on the adjoined morphisms $\delta^L_a$. Similar calculations suffice for the other adjoined morphisms.

\[
\text{Remark 6.11.}\quad \text{Note that the natural isomorphism } F^s \Rightarrow F \text{ (6.10) in the proof of Proposition 6.8 has components given by the monoidal and unit constraints of } F. \text{ Thus, invertibility of these components depends on the assumption that } F \text{ is a symmetric monoidal functor in the strong sense of Definition 2.3.}
\]

The following result establishes a biadjunction between the 2-functors

\[
- \otimes B : \text{PermCat} \rightleftarrows \text{PermCat} : \text{PermCat}(B,-)
\]

by Proposition 2.11.

\[
\text{Theorem 6.12 (Tensor-hom biadjunction).}\quad \text{For permutative categories } A, B, \text{ and } C, \text{ there is an adjoint equivalence}
\]

\[
(6.13)\quad W : \text{PermCat}(A \otimes B, C) \rightleftarrows \text{PermCat}(A, \text{PermCat}(B, C)) : W^*
\]

with the following properties.

- The functor $W : \text{PermCat}(A \otimes B, C) \rightarrow \text{PermCat}(A, \text{PermCat}(B, C))$ is 2-natural with respect to symmetric monoidal functors in $A$, $B$, and $C$ and is strict symmetric monoidal with respect to the pointwise structures.
- The functor $W^* : \text{PermCat}(A, \text{PermCat}(B, C)) \rightarrow \text{PermCat}(A \otimes B, C)$ is 2-natural with respect to symmetric monoidal functors in $A$ and $B$, is 2-natural with respect to strict symmetric monoidal functors and pseudonatural with respect to symmetric monoidal functors in $C$, and is symmetric monoidal with respect to the pointwise structures.
Proof: Combining Propositions 3.11, 5.3, and 6.8 gives the following, which defines the two functors of (6.13)

\[
\begin{array}{ccc}
\text{PermCat}(A \otimes B, C) & \xrightarrow{(-)^s} & [A \otimes B, C] \\
\equiv & & \equiv \\
\text{PermCat}(A, \text{PermCat}(B, C)) & \xrightarrow{\text{Bilin}(A, B; C)} & [A \otimes B, C] \\
\end{array}
\]

We write \( W \) for the composite from left to right (using \((-)^s\)), and \( W^* \) for the composite from right to left (using \( j \)). Those results establish the adjoint equivalence and 2-naturality in \( A \) and \( B \) with respect to all symmetric monoidal functors, but only establish 2-naturality with respect to strict monoidal functors \( C \). We will verify 2-naturality of \((-)^s\) with respect to not-necessarily-strict symmetric monoidal functors in \( C \) below.

\( W \) is strict symmetric monoidal and \( W^* \) is symmetric monoidal by Proposition 3.11, Definition 5.9, and Proposition 6.8.

Now we verify 2-naturality in \( C \). Since the isomorphism of Proposition 3.11 is 2-natural in \( C \), it suffices to check 2-naturality of the composite of the first two maps. For not-necessarily-strict symmetric monoidal functors \( F : A \otimes B \rightarrow C \) and \( R : C \rightarrow \overline{C} \), let

\[ H \in \text{Bilin}(A, B; C) \quad \text{and} \quad \overline{H} \in \text{Bilin}(A, B; \overline{C}) \]

be the bilinear maps corresponding to

\[ F^s \in [A \otimes B, C] \quad \text{and} \quad (R_*F)^s \in [A \otimes B, \overline{C}], \]

respectively. Then one verifies that \( R_*H \) and \( \overline{H} \) are equal as bilinear maps. On objects, both send \((a, b) \in A \times B\) to \( RF(a, b)\). On morphisms, for example, for \( a \in A \) and \( b, b' \in B \) we have

\[
(R_*H)_a(b, b') = RF(\delta^L_a) \circ F_2) \circ R_2, \quad \text{and} \quad \\
\overline{(H)}_a(b, b') = (RF)(\delta^L_a) \circ (RF)_2 = (RF)(\delta^L_a) \circ R(F_2) \circ R_2.
\]

A similar verification shows that the other bilinearity constraints agree. This shows that the following two composites involving \((-)^s\) are equal on objects.

\[
\begin{array}{ccc}
\text{PermCat}(A \otimes B, C) & \xrightarrow{(-)^s} & [A \otimes B, C] \\
\equiv & & \equiv \\
\text{PermCat}(A, \text{PermCat}(B, C)) & \xrightarrow{\text{Bilin}(A, B; C)} & [A \otimes B, C] \\
\end{array}
\]

For the remainder of the verification of 2-naturality, we proceed as in the proof of Proposition 6.8. Consider the following monoidal transformations
between symmetric monoidal functors:

\[ \alpha : F \Rightarrow F' \quad : A \otimes B \to C \quad \text{and} \quad \gamma : R \Rightarrow R' \quad : C \to \overline{C}. \]

Writing \( \hat{F} : A, B \to C \) for the bilinear map associated to \( F \) and \( \hat{\alpha} : \hat{F} \Rightarrow \hat{F}' \) for the bilinear transformation associated to \( \alpha \), then using (6.5) one verifies

\[ (\gamma \ast \alpha)^s = \gamma \ast (\alpha^s). \]

Taking \( \gamma \) to be the identity shows that the naturality square involving \((-)^s\) commutes. Taking \( \alpha \) to be the identity shows that this naturality square is actually a 2-naturality square. Thus the composite

\[ \PermCat(A \otimes B, C) \xrightarrow{(-)^s} [A \otimes B, C] \xrightarrow{\cong} \Bilin(A, B; C) \]

is 2-natural with respect to symmetric monoidal functors and monoidal transformations, so composing with the 2-natural isomorphism from Proposition 3.11 proves that \( W \) is 2-natural in all variables.

We now turn to the pseudonaturality of \( W^* \) in not-necessarily-strict symmetric monoidal functors in \( C \). Let \( R : C \to \overline{C} \) be a symmetric monoidal functor. We will produce the natural isomorphism labeled \( W^* \) in the square below, and then check that these assemble to give a pseudonatural transformation.

\[
\begin{array}{ccc}
\PermCat(A, \PermCat(B, C)) & \xrightarrow{R^*} & \PermCat(A, \PermCat(B, \overline{C})) \\
\Downarrow W^* & & \Downarrow W^*_R \\
\PermCat(A \otimes B, C) & \xrightarrow{R^*} & \PermCat(A \otimes B, \overline{C})
\end{array}
\]

In order to define a natural isomorphism \( W^*_R : W^* \circ R^* \Rightarrow R^* \circ W^* \), we must give a component at each object \( F \) in \( \PermCat(A, \PermCat(B, C)) \). Such a component is a morphism of \( \PermCat(A \otimes B, \overline{C}) \). These morphisms are monoidal transformations and therefore themselves have components at objects \( \sum a_i b_i \).

Let \( F : (A, +) \to (\PermCat(B, C), \oplus) \) be a symmetric monoidal functor, and let \( \sum a_i b_i \) be an object of \( A \otimes B \). Omitting both \( F \) and \( \sum a_i b_i \) from the notation below to avoid clutter, the component of \( W^*_R \) is given by

\[ R_2 : \sum R(F(a_i)(b_i)) \cong R(\sum F(a_i)(b_i)), \]

where we follow our convention that this is actually \( R_0 \) for a sum of length zero, the identity for a sum of length one, the morphisms \( R_2 \) for a sum of length two, and a composite of \( R_2 \)'s for longer sums (all of which are equal by coherence).

We verify the axioms as follows.

- These components define a natural isomorphism
  
  \[ W^*(R_*F) \to R_*W^*(F) \]
using the naturality of $R_2$ for morphisms of the form $\sum f_ig_i$, the definition of $W^*$ for adjoined morphisms of the form $\delta$ or $\zeta$, and the fact that $R$ is a symmetric monoidal functor for adjoined morphisms of the form $\beta$.

- This is a monoidal natural isomorphism using the naturality of $R_2$.
- Thus the components of $W^*_R$ are morphisms in $\mathcal{PermCat}(A \otimes B, \overline{C})$.
- Given a monoidal transformation $\gamma: R \Rightarrow R'$, the definition of $W^*_{R'}$ for adjoined morphisms of the form $\delta$ or $\zeta$, and the fact that $R$ is a symmetric monoidal functor for adjoined morphisms of the form $\beta$.

\[ W^*_{R'} \circ (W^* \ast \gamma_*) = (\gamma_\ast \ast W^*) \circ W^*_R \]
holds using monoidal transformation axioms for $\gamma$. Thus the 2-cell $W^*_R$ is natural in $R$.

- When $R$ is the identity symmetric monoidal functor, $W^*_1$ is the identity by definition.

- For a composable pair $R \Rightarrow S$ of symmetric monoidal functors, the equality

\[
\begin{array}{ccc}
W^* & \downarrow W^*_R & \downarrow W^*_S \\
\downarrow W^*_R & \downarrow W^*_S & \downarrow W^*_R \\
R^* & S^* & (SR)^*
\end{array}
\]

holds by the definition of $(SR)_2$ as $S(R_2) \circ S_2$. Thus the cells $W^*_R$ satisfy the axioms of a pseudonatural transformation. \hfill $\Box$

## 7. Coherence of the Adjoined Morphisms

In this section we prove Coherence Theorems 7.10 and 7.12 for the adjoined morphisms in (iterated) tensor products. Our approach uses a free construction and a corresponding biadjunction from [BKP89]. This coherence result will be used to quickly check axioms for the symmetric monoidal 2-category structure on $\mathcal{PermCat}$, but it is also the first step in showing that the free permutative category 2-functor is itself symmetric monoidal.

**Definition 7.1.** Let $\mathbf{P}: \mathbf{Cat} \rightarrow \mathcal{PermCat}_s$ denote the free permutative category 2-functor, and $U: \mathcal{PermCat}_s \rightarrow \mathbf{Cat}$ denote the underlying category 2-functor. For a category $A$, the permutative category $\mathbf{P}A$ has objects finite sums $\sum a_i$, for $a_i$ objects of $A$, and morphisms generated by sums $\sum f_j$ and symmetries $\beta$. This functor has an alternative description via the categorical Barratt-Eccles operad [May74, Lemmas 4.3-4.5]. There is a 2-adjunction between $\mathbf{P}$ and $U$ giving a 2-natural isomorphism

\[ \mathcal{PermCat}_s(\mathbf{P}X, B) \cong \mathbf{Cat}(X, UB), \]

where $B$ is a permutative category and $X$ is a category. \hfill $\diamond$
**Definition 7.3.** Suppose $X$ and $Y$ are categories. Define a strict symmetric monoidal functor

$$
\Phi : PX \otimes PY \to P(X \times Y)
$$

as follows.

- For objects and morphisms $f_i: x_i \to x'_i$ in $X$ and $g_j: y_j \to y'_j$ in $Y$,

  $$
  \Phi((\sum_i x_i), (\sum_j y_j)) = \sum_i \sum_j (x_i, y_j) \quad \text{and}
  \Phi((\sum_i f_i), (\sum_j g_j)) = \sum_i \sum_j (f_i, g_j).
  $$

We note in the two special cases involving an empty sum, $\sum_i x_i.0$ and $0, \sum_i y_i$, $\Phi$ takes the value 0.

- For the adjoined morphism $\beta: x_1 + x_2 \to x_2 + x_1$ in $PX$ and an object $\sum_j y_j$ in $PY$,

  $$
  \Phi(\beta.1) = \beta : \sum_j x_1.y_j + \sum_j x_2.y_j \to \sum_j x_2.y_j + \sum_j x_1.y_j.
  $$

- For the adjoined morphism $\beta: y_1 + y_2 \to y_2 + y_1$ in $PY$ and an object $\sum_i x_i$ in $PX$,

  $$
  \Phi(1, \beta) = \sum_i \beta : \sum_i (x_i, y_1 + x_i, y_2) \to \sum_i (x_i, y_2 + x_i, y_1).
  $$

- For the adjoined morphisms

  $$
  \delta^L_{\sum_i x_i} : (\sum_i x_i), (\sum_j y_j) + (\sum_i x_i), (\sum_k y'_k) \to (\sum_i, (\sum_j y_j + \sum_k y'_k)
  $$

  in $PX \otimes PY$,

  (7.4) $\Phi(\delta^L_{\sum_i x_i}) = \beta : \sum_i \sum_j (x_i, y_j) + \sum_i \sum_k (x_i, y'_k) \to \sum_i (\sum_j (x_i, y_j) + \sum_k (x_i, y'_k))$

  in $P(X \times Y)$.

- For the symmetry $\beta$ in $PX \otimes PY$,

  $$
  \Phi(\beta) = \beta \quad \text{in} \quad P(X \times Y).
  $$

- The remaining adjoined morphisms $\delta^R$, $\iota^L$, and $\iota^R$ are sent to identities.

*Theorem 7.5.* Let $X$ and $Y$ be categories. There is an adjoint equivalence

$$
\Phi : PX \otimes PY \xrightarrow{\cong} P(X \times Y) : \Phi^*
$$

such that the following statements hold.

- Each of $\Phi$ and $\Phi^*$ is 2-natural in $X$ and $Y$.
- Each of $\Phi$ and $\Phi^*$ is strict symmetric monoidal.

*Proof.* Since $\Phi$ sends each adjoined morphism of $PX \otimes PY$ to either a symmetry or identity morphism of $P(X \times Y)$, verification that $\Phi$ preserves each of the imposed relations in Definition 4.4 follows from coherence of the symmetry. Moreover, $\Phi$ is strict symmetric monoidal by definition.

Define a strict symmetric monoidal adjoint inverse

$$
\Phi^* : P(X \times Y) \to PX \otimes PY
$$
as the unique strict symmetric monoidal functor induced by the functor
\[ X \times Y \hookrightarrow P_X \times P_Y \hookrightarrow P_X \otimes P_Y. \]
The above is given explicitly on objects and morphisms \( f : x \rightarrow x' \) in \( X \) and \( g : y \rightarrow y' \) in \( Y \) by the assignments
\[(x, y) \mapsto x \cdot y, \quad \text{and} \quad (f, g) \mapsto f \cdot g.\]
It is immediate from the definitions that \( \Phi \Phi^* \) is the identity on \( P(X \times Y) \). For the reverse composite, it suffices to define a monoidal transformation
\[ \alpha : \Phi \Phi^* \Rightarrow 1_{P_X \otimes P_Y} \]
by its component at simple objects \( s = (\sum_i x_i) \cdot (\sum_j y_j) \). Define \( \alpha_s \) by the composite
\[ \sum_i \sum_j x_i \cdot y_j \xrightarrow{\sum_i \delta^L_{x_i}} \sum_i x_i \cdot (\sum_j y_j) \xrightarrow{\delta^R_{\sum_j y_j}} (\sum_i x_i) \cdot (\sum_j y_j), \]
using Convention 2.4. In the special case that \( s = (\sum_i x_i) \cdot 0 \), \( \alpha_s \) is \( \zeta^L_{\sum x_i} \), and in the special case that \( s = 0 \cdot (\sum_i x_i) \cdot (\sum_j y_j) \), \( \alpha_s \) is \( \zeta^R_{\sum y_j} \). It is easy to check that \( \alpha \) is a well-defined monoidal natural isomorphism using the naturality of \( \delta^L \), \( \delta^R \), \( \zeta^L \), and \( \zeta^R \) together with the coherence theorem for symmetric monoidal functors [JS93]. The whiskering \( \Phi \ast \alpha \) is the identity because each \( \Phi(\delta^L_{x_i}) = 1 \). The whiskering \( \alpha \ast \Phi^* \) is the identity because in that case \( s = x \cdot y \) for \( x \in X \) and \( y \in Y \). Therefore, \((\Phi, \Phi^*)\) is an adjoint equivalence.

The 2-naturality of \( \Phi \) with respect to functors and natural transformations
\[ \theta : J \rightarrow J' : X \rightarrow X' \quad \text{and} \quad \sigma : K \rightarrow K' : Y \rightarrow Y' \]
follows from a direct check, using the formulas in Definition 7.3. The 2-naturality of \( \Phi^* \) is likewise straightforward by checking generating objects and morphisms of \( P(X \times Y) \). This completes the proof. \( \square \)

**Definition 7.6.** Let \( A \) and \( B \) be permutative categories.

**Diagram:** A diagram \((\mathbb{D}, D)\) in a category \( X \) consists of a small category \( \mathbb{D} \) and a functor \( D : \mathbb{D} \rightarrow X \). We consider a morphism \( f : x \rightarrow y \) in \( X \) as a diagram by taking \( \mathbb{D} = \{\bullet \xrightarrow{l} \bullet\} \) and the functor \( D \) to be defined by \( D(!) = f \).

**Formal diagrams:** A diagram \((\mathbb{D}, D)\) in \( A \otimes B \) is called *formal* if there is a lift \( \tilde{D} \) below making the diagram commute,
\[
\begin{array}{ccc}
\mathbb{D} & \xrightarrow{D} & A \otimes B \\
\downarrow & \uparrow \chi \\
\tilde{D} & \rightarrow & P(\text{ob}A) \otimes P(\text{ob}B)
\end{array}
\]
where \( \chi \) is the unique strict symmetric monoidal functor induced by the inclusions \( \text{ob}A \hookrightarrow A \) and \( \text{ob}B \hookrightarrow B \).
Underlying permutations: Let \( \kappa \) be a formal morphism \( \kappa \) in \( A \otimes B \). An underlying permutation of \( \kappa \) is a morphism of the form \( \Phi(\bar{\kappa}) \) in \( P(\text{ob}A \times \text{ob}B) \) for some lift \( \bar{\kappa} \) in \( P(\text{ob}A) \otimes P(\text{ob}B) \).

Remark 7.7. Note that the only morphisms in \( P(\text{ob}A \times \text{ob}B) \) are symmetries, so an underlying permutation should be viewed as a choice of source object and an element in the appropriate symmetric group.

Remark 7.8 (Example of underlying permutations). For permutative categories \( A \) and \( B \) with \( a, a' \in A \) and \( b, b' \in B \), the formulas in Definition 7.3 give

\[
\Phi((a + a')(b + b')) = a.b + a.b' + a'.b + a'.b'.
\]

Furthermore, using (7.4), the underlying permutation of the composite

\[
a.b + a.b' + a'.b + a'.b' \xrightarrow{\delta^R \circ (\delta^L + \delta^L)} (a + a')(b + b')
\]

is the identity. On the other hand, (7.4) gives the underlying permutation of the composite

\[
a.b + a'.b + a.b' + a'.b' \xrightarrow{\delta^L \circ (\delta^R + \delta^R)} (a + a')(b + b')
\]

as that of \( 1 + \beta + 1 \). Thus, the underlying permutations of the two composites in the pentagon Definition 4.4.(iv) are equal.

Remark 7.9 (Non-uniqueness of underlying permutations). We note that a morphism \( \kappa \) in \( A \otimes B \) may not have a uniquely defined underlying permutation. If an object \( a \in A \) has the property that \( \beta_{a,a} : a + a \cong a + a \) is the identity, then for any object \( b \in B \) the identity map on \( (a + a).b \) has underlying permutation given by both the identity (by taking the identity lift) and the transposition \( (1 2) \) (by taking the lift \( \beta.1 \)).

Theorem 7.10 (Coherence in Tensor Products). Let \( \kappa \) and \( \kappa' \) be two parallel morphisms in \( A \otimes B \). Suppose the 2-arrow diagram consisting of \( \kappa \) and \( \kappa' \) is formal, and suppose \( \kappa \) and \( \kappa' \) have underlying permutations which coincide. Then \( \kappa = \kappa' \).

Proof. Since the diagram \( D \) consisting of \( \kappa \) and \( \kappa' \) is formal, we have lifts

\[
\{ \bullet \Rightarrow \bullet \} \xrightarrow{\bar{D} = [\bar{\kappa}, \bar{\kappa}']} P(\text{ob}A) \otimes P(\text{ob}B)
\]

that can be chosen such that \( \Phi\bar{\kappa} = \Phi\bar{\kappa}' \) by hypothesis. The functor

\[
\Phi : P(\text{ob}A) \otimes P(\text{ob}B) \rightarrow P(\text{ob}A \times \text{ob}B)
\]

from Theorem 7.5 is a strict symmetric monoidal equivalence. Therefore for parallel \( \bar{\kappa}, \bar{\kappa}' \), \( \Phi\bar{\kappa} = \Phi\bar{\kappa}' \) if and only if \( \bar{\kappa} = \bar{\kappa}' \) which then immediately implies that \( \kappa = \kappa' \) by

\[
\kappa = \chi(\bar{\kappa}) = \chi(\bar{\kappa}') = \kappa'.
\]

We can extend Theorem 7.10 to iterated tensor products of permutative categories as follows.

Definition 7.11.
Iterated tensors: An iterated tensor of length 1 is a permutative category $A$. An iterated tensor of length $k$, denoted $\overline{Q}$, is a triple

$$\overline{Q} = (Q, \overline{L_i}, \overline{R_j})$$

where $\overline{L_i}$ is an iterated tensor of length $i$, $\overline{R_j}$ is an iterated tensor of length $j$ with $i + j = k$, and $Q = L_i \otimes R_j$. We call $Q$ the underlying object of the iterated tensor.

Iterated $\text{Pob}$ and $\chi$: For an iterated tensor of length 1 $A$, define

- $(\text{Pob})(A) = P(\text{ob}A)$,
- $T(A) = \text{ob}A$, and
- $\chi: (\text{Pob})(A) \to A$ as in Definition 7.6.

For an iterated tensor of length $k > 1$, $\overline{Q} = (Q, \overline{L_i}, \overline{R_j})$, define

$$(\text{Pob})(\overline{Q}) = [\text{Pob}(L_i) \otimes (\text{Pob})(R_j), (\text{Pob})(\overline{L_i}), (\text{Pob})(\overline{R_j})]$$

and

$$T(\overline{Q}) = T(\overline{L_i}) \times T(\overline{R_j}).$$

Define $\chi: (\text{Pob})(Q) \to Q$ to be

$$(\text{Pob})(L_i) \otimes (\text{Pob})(R_j) \xrightarrow{\chi \otimes \chi} L_i \otimes R_j.$$

Formal diagrams in iterated tensors: Let $Q$ be the underlying object of an iterated tensor of length $k$. A diagram $(\mathcal{D}, D)$ in $Q$ is called formal if there exists a lift $\tilde{D}: \mathcal{D} \to (\text{Pob})(Q)$ such that $D = \chi \circ \tilde{D}$.

Iterated $\Phi$: For an iterated tensor of length 1, define $\Phi: (\text{Pob})(A) \to PT(A)$ to be the identity. For an iterated tensor of length $k > 1$, $\overline{Q} = (Q, \overline{L_i}, \overline{R_j})$, define $\Phi: (\text{Pob})(\overline{Q}) \to PT(\overline{Q})$ to be the composite

$$(\text{Pob})(L_i) \otimes (\text{Pob})(R_j) \xrightarrow{\Phi \otimes \Phi} P(T(\overline{L_i})) \otimes P(T(\overline{R_j})) \xrightarrow{\Phi} P(T(\overline{L_i}) \times T(\overline{R_j})),

where the second arrow above, labeled $\Phi$, is the strict symmetric monoidal equivalence from Theorem 7.5.

Underlying permutations: Let $\kappa$ be a formal morphism in the underlying object $Q$ of an iterated tensor of length $k$, $\overline{Q} = (Q, \overline{L_i}, \overline{R_j})$. An underlying permutation of $\kappa$ is a morphism of the form $\Phi(\tilde{\kappa})$ in $PT(\overline{Q})$ for some lift $\tilde{\kappa}$ in $(\text{Pob})(Q)$.

The same proof as in Theorem 7.10, noting that the iterated versions of $\Phi$ are still strict symmetric monoidal equivalences, yields the following.

Theorem 7.12 (Coherence in Iterated Tensor Products). Let $\kappa$ and $\kappa'$ be two parallel morphisms in the underlying object of an iterated tensor of length $k$, $\overline{Q} = (Q, \overline{L_i}, \overline{R_j})$. Suppose the 2-arrow diagram consisting of $\kappa$ and $\kappa'$ is formal, and suppose $\kappa$ and $\kappa'$ have underlying permutations that coincide. Then $\kappa = \kappa'$.
8. The monoidal unit

In this section we define a monoidal unit $S$, along with left and right unit equivalences, for each permutative category $A$,

$$\mathcal{L} : S \otimes A \to A \quad \text{and} \quad \mathcal{R} : A \otimes S \to A.$$ 

These are Definitions 8.6 and 8.15, respectively.

**Convention 8.1.** Throughout this section, we use the following notation for generic objects and morphisms, where $S$ is the unit permutative category defined below, and $A$ is a general permutative category.

| category | objects | morphisms |
|----------|---------|-----------|
| $S$      | $m, m', m_i$ | $\sigma, \alpha_i$ |
| $A$      | $a, a', a_i$ | $f, f_i$ |

**Notation 8.2.** Let $S$ denote the permutative category with objects given by the natural numbers $n \geq 0$ and hom sets

$$S(m, n) = \begin{cases} \emptyset & \text{if } m \neq n \\ \Sigma_m & \text{if } m = n, \end{cases}$$

where $\Sigma_m$ denotes the symmetric group on $m$ letters. The monoidal product is given by addition on objects and block sum on morphisms.

**Remark 8.3.** The permutative category $S$ is a skeleton of the symmetric monoidal category of finite sets and bijections, with disjoint union as the monoidal structure. $S$ is also $P1$, the free permutative category generated by a single object. Using the adjunction for which $P$ is the left adjoint, we see that $S$ corepresents the underlying category functor $U : \mathbf{PermCat}_s \to \mathbf{Cat}$:

$$\mathbf{PermCat}_s(S, A) \cong \mathbf{Cat}(1, UA) \cong UA,$$

where both isomorphisms are 2-natural in $A$.

**Notation 8.4.** Let $A$ be a permutative category and let $f : a \to b$ be a morphism of $A$.

**Iterated sum:** For a natural number $m > 0$, we write

$$ma = a + \cdots + a \quad \text{and} \quad mf = f + \cdots + f$$

for the $m$-fold sums in $A$.

**Empty sum:** For $m = 0$ we define $0a$ to be the monoidal unit of $A$ and $0f$ is the identity, so

$$0a = 0 \quad \text{and} \quad 0f = 1_0.$$

**Permutation action:** For a permutation $\sigma \in \Sigma_m$, we let $\sigma$ denote the symmetry isomorphism $ma \to ma$ that permutes summands according
to $\sigma$. Such a morphism is unique by the coherence theorem for symmetric monoidal categories [ML98]. We write $f^\sigma$ for either of the two composites below, which are equal by naturality of $\beta$.

$$\begin{array}{ccc}
ma & \xrightarrow{\alpha} & ma \\
mf & \downarrow & \downarrow mfr \\
mb & \xrightarrow{\alpha} & mb
\end{array}$$

**Perfect shuffle:** For objects $x_i, x'_i \in A$, there is a symmetry isomorphism

$$p : \sum_{i=1}^m x_i + \sum_{i=1}^m x'_i \rightarrow \sum_{i=1}^m (x_i + x'_i)$$

that we will call the *perfect shuffle*. We will use the notation

$$p_{m;a,a'} : ma + ma' \rightarrow m(a + a')$$

in the case that each $x_i = a$ and each $x'_i = a'$.

The following properties of $p$ will be used below.

i. Each of $p_{0;a,a'}, p_{m;0,a'}$, and $p_{m;0,0}$ is an identity morphism.

ii. Naturality of the symmetry isomorphism in $A$ implies that $p$ is natural in all of its variables.

iii. The diagram below commutes.

$$\begin{array}{ccc}
\sum x_i + \sum y_j + \sum x'_i + \sum y'_j & \xrightarrow{1+\beta+1} & \sum x_i + \sum x'_i + \sum y_j + \sum y'_j \\
p & \downarrow & \downarrow p+p \\
\sum (x_i + x'_i) + \sum (y_j + y'_j)
\end{array}$$

(8.5)

**Definition 8.6.** For a permutative category $A$, define a strict symmetric monoidal functor

$$\mathcal{L} : S \otimes A \rightarrow A$$

as follows.

**Step 1:** Consider the strict monoidal functor

$$\mathcal{L} : T(S \times A) \rightarrow A$$

induced by $(m,a) \mapsto ma$ and $(\sigma,f) \mapsto f^\sigma$.

**Step 2:** Extend $\mathcal{L}$ to the adjointed morphisms of $S \otimes A$ with the assignments

$$\mathcal{L}(\delta^L_m(a,a')) = p_{m;a,a'},$$
$$\mathcal{L}(\delta^R_a(m,m')) = 1_{(m+m')a},$$
$$\mathcal{L}(\beta_{m,a,m',a'}) = \beta_{ma,m'a'},$$
$$\mathcal{L}(\zeta^L_m) = 1_0,$$
and
$$\mathcal{L}(\zeta^R_a) = 1_0.$$
Step 3: To verify that \( \mathcal{L} \) is well-defined with respect to the relations imposed in Step 3 of Definition 4.4, one uses naturality of \( p \), the naturality and symmetric monoidal axioms for \( \beta \), and (8.5). ⊗

**Proposition 8.7.** The strict symmetric monoidal functors \( \mathcal{L} \) are the components of a pseudonatural transformation

\[
\mathcal{L} : S \otimes - \to 1_{\text{PermCat}}.
\]

**Proof.** The pseudonaturality constraint for \( \mathcal{L} \) at a symmetric monoidal functor \( F : A \to A' \) is a monoidal natural isomorphism

\[
\mathcal{L}_F : \mathcal{L} \circ (1 \otimes F) \Rightarrow F \circ \mathcal{L}
\]

defined as follows. Recall from Convention 2.4 that we use the notation \( F_2 \) to denote any composite of the monoidal constraints for \( F \).

The component of \( \mathcal{L}_F \) at an object \( \sum m_i a_i \in S \otimes A \) is defined to be

\[
F_2 : \sum m_i F(a_i) \to F(\sum m_i a_i).
\]

The component of \( \mathcal{L}_F \) at the monoidal unit \( 0 \in S \otimes A \) is defined to be

\[
F_0 : 0 \to F(0).
\]

For a morphism \( \sigma \cdot f \) in \( S \otimes A \), the morphism \( \mathcal{L}(\sigma \cdot f) = f^\sigma \) is a composite of \( f \) with symmetry isomorphisms. For each adjoined morphism \( \kappa \) in \( S \otimes A \), the morphism \( \mathcal{L}(\kappa) \) is either an identity or a composite of symmetry isomorphisms. Thus, naturality of \( \mathcal{L}_F \) with respect to morphisms in \( S \otimes A \) follows from the symmetric monoidal functor axioms for \( (F,F_2,F_0) \). Likewise, the symmetric monoidal functor axioms for \( (F,F_2,F_0) \) imply the monoidal naturality axioms for \( \mathcal{L}_F \).

To verify the pseudonaturality axioms for \( \mathcal{L} \), one uses

- the definition of the monoidal constraint for a composite of symmetric monoidal functors, \( GF \), and
- the monoidal naturality axioms for a monoidal transformation \( \alpha \) from \( F \) to \( F' \).

Thus, \( \mathcal{L} \) is a pseudonatural transformation. ⊥

**Remark 8.8.** The pseudonaturality constraints \( \mathcal{L}_F \) in Proposition 8.7 have components determined by the monoidal and unit constraints of \( F \). Therefore, if \( F \) is assumed to be only lax monoidal, then \( \mathcal{L}_F \) will be a not-necessarily-invertible transformation. ⊗

**Proposition 8.9.** The pseudonatural transformation

\[
\mathcal{L} : S \otimes - \to 1_{\text{PermCat}}
\]

is a pseudonatural equivalence.

**Proof.** Let \( A \) be a permutative category. A pseudonatural transformation is an equivalence if and only if each component is an equivalence [Kel89] so we construct a weak inverse for each \( \mathcal{L}_A \). The natural number \( m = 1 \) gives a symmetric monoidal functor

\[
\mathcal{L}^* = 1(\cdot) : A \to S \otimes A
\]
as in (iii). The composite $\mathcal{L} \circ \mathcal{L}^*$ is the identity symmetric monoidal functor on $A$. We will show that the other composite,

$$S \otimes A \xrightarrow{\mathcal{L}} A \xrightarrow{1(-)} S \otimes A,$$

is isomorphic, as a symmetric monoidal functor, to the identity on $S \otimes A$. It suffices to just check the isomorphism at the level of functors between categories, but our proof uses the monoidal structure to simplify the calculations. It will follow automatically that these isomorphisms will be the components of a modification

$$\eta: 1_{\text{PermCat}} \Rightarrow \mathcal{L}^* \mathcal{L},$$

and our calculations will show that $\eta * \mathcal{L}^* = 1_{\mathcal{L}^*}$ and $\mathcal{L} * \eta = 1_{\mathcal{L}}$.

Recall that $(-).a$ is a monoidal functor with $\delta^R_a$ as its monoidal constraint. Therefore, by coherence for monoidal functors [JS93], there is a unique composite of sums of morphisms $\delta^R_a(i,j)$

$$m(1.a) = \mathcal{L}(i.a) + \cdots + \mathcal{L}(1.a) \rightarrow m.a.$$

As in Convention 2.4, we will write $\delta^L_a$ for any such composite. Similarly, we write $\delta^L_1$ for any composite of sums of $\delta^L_1(ia, ja)$ giving a morphism $m(1.a) \rightarrow 1.(ma)$.

Now we define component morphisms of

(8.10) $$\eta = \eta_A: 1_{S \otimes A} \Rightarrow 1(-) \circ \mathcal{L}$$

as follows. For the unit 0, let

$$\eta_0 = \zeta^L_1: 0 \rightarrow 1.0.$$

Next, let $\zeta^{-R}$ and $\delta^{-R}_a$ denote the inverses of $\zeta^R$ and $\delta^R_a$. Define

$$0.a \xrightarrow{\eta_0.a} 1.0 \quad \text{and} \quad m.a \xrightarrow{\eta m.a} 1.(ma)$$

for $m > 0$. The component at a sum of objects is then given by the following composite.

$$\sum m_i.a_i \xrightarrow{\eta \sum m_i.a_i} 1.(\sum m_i.a_i)$$

Each component of $\eta = \eta_A$ is an isomorphism by construction. Naturality of $\eta_A$ is verified in cases, first for morphisms of the form $\sigma.f$ and then for each of the adjoined morphisms in $S \otimes A$. We give one example, and note that all of the naturality squares commute by the Coherence Theorem 7.10 for adjoined morphisms in a tensor product.
The naturality square for $\eta_A$ with respect to morphisms $\delta^L_m$ is the square below, where the relevant components of $\eta$ are the vertical composites at left and right.

\[
\begin{array}{ccc}
1.(ma + ma') & \xrightarrow{\delta^L_m} & 1.(m(a + a')) \\
\delta_1 \downarrow & & \delta_1 \downarrow \\
1.(ma) + 1.(ma') & \xrightarrow{\mathcal{L}(\delta^L_m) = 1.p} & 1.(ma + ma')
\end{array}
\]

Each of the other cases follows similarly. One can use the Coherence Theorem 7.10 or, more specifically, use naturality from condition (i) for the relevant data, the symmetric monoidal functor axioms for $1$.(-) and (-).$a$ from (iii), and other relations imposed in the definition of $S \otimes A$.

The monoidal transformation axioms for each $\eta_A$ follow by construction of $\eta_A$ and the monoidal functor axioms for $1$.(-). This completes the proof that each $\eta_A$ in (8.10) is a monoidal natural isomorphism $1_{S \otimes A} \rightarrow 1$.(-)$\circ \mathcal{L}$, and thus verifies that $\mathcal{L}$ is a pseudonatural equivalence. \hfill \Box

**Lemma 8.11.** For any symmetric monoidal functor $F : A \rightarrow B$, the equality

$$F = \mathcal{L} \circ (1_S \otimes F) \circ \mathcal{L}^*$$

holds.

**Proof:** On the objects of $A$, the composite $\mathcal{L} \circ (1_S \otimes F) \circ \mathcal{L}^*$ is given by

$$\mathcal{L} \circ (1_S \otimes F) \circ \mathcal{L}^*(a) = \mathcal{L} \circ (1_S \otimes F)(1.a) = \mathcal{L}(1.Fa) = Fa,$$

agreeing with $F$. A similar calculation shows that this composite agrees with $F$ on morphisms as well, so the underlying functors are equal. We now check that there unit and monoidality constraints agree. Both arguments proceed in the same fashion, so we only give the proof for the monoidality constraint. The constraint $(\mathcal{L} \circ (1_S \otimes F) \circ \mathcal{L}^*)_2$ is given as the following composite:

$$(\mathcal{L} \circ (1_S \otimes F))(\mathcal{L}^*_{2}) \circ \mathcal{L}((1_S \otimes F)_2 \circ L_2).$$

Since both $\mathcal{L}$ and $1 \otimes F$ are strict, these terms are the identity. The component of $\mathcal{L}^*_{2}$ at $a, a'$ is given by $\delta^L : 1.a + 1.a' \cong 1.(a + a')$. Applying $1 \otimes F$ to $\delta^L$ produces the composite

$$1.Fa + 1.Fa' \xrightarrow{\delta^L} 1.(Fa + Fa') \xrightarrow{1.F_2} 1.F(a + a').$$
Finally applying $L$ gives $F_2$ as desired, since $L(\delta^L)$ is the identity. This completes the proof that $F$ and $L \circ (1_S \otimes F) \circ L^*$ have the same monoidality constraint. \hfill \Box

**Lemma 8.12.** For any permutative category $A$, the composite

$$S \otimes A \xrightarrow{1 \otimes L^*} S \otimes (S \otimes A) \xrightarrow{L} S \otimes A$$

is isomorphic, as a symmetric monoidal functor, to the identity. These isomorphisms constitute the components of an invertible modification.

**Proof.** The composite $L \circ (1 \otimes L^*)$ sends a simple tensor $n.a$ in $S \otimes A$ to the sum

$$\sum_{i=1}^{n} 1.a.$$

Define a monoidal natural isomorphism $d : L \circ (1 \otimes L^*) \cong 1_{S \otimes A}$ to have its component $d_{n,a}$ at a simple tensor $n.a$ be

$$\delta^R : \sum_{i=1}^{n} 1.a \cong n.a, \quad n > 0,$$

and $d_{0,a} = \zeta^R_a$, and to have its component at a sum of simple tensors be the sum of these. This morphism is clearly natural in $a$, and it is natural in $n$ using $(iii)$ for the right multiplication functor $-a$. It is a simple exercise to compute, case-by-case, that it is natural in each of the adjoined morphisms $\delta$, $\beta$, $\zeta$. The components are isomorphisms by definition, and monoidal by construction, completing the proof of the existence of a monoidal natural isomorphism. For the final claim that these isomorphisms assemble into a modification, we only need to verify that

$$(1 \otimes F) * d = d * (1 \otimes F)$$

for any symmetric monoidal functor $F$, and this is easily checked on components by applying the definition. \hfill \Box

**Corollary 8.13.** The 2-functor $S \otimes - : \text{PermCat} \to \text{PermCat}_{s}$ is left biadjoint to the inclusion $\text{PermCat}_{s} \hookrightarrow \text{PermCat}$.

**Proof.** Following Proposition 2.11, we produce an equivalence of categories

$$\text{PermCat}_{s}(S \otimes A, B) \xrightarrow{\sim} \text{PermCat}(A, B),$$

pseudonatural in $A$ and $B$. The functor $\text{PermCat}_{s}(S \otimes A, B) \to \text{PermCat}(A, B)$ is given by precomposition with $L^*$. This functor is visibly 2-natural in $B$, and pseudonatural in $A$ using the pseudonaturality of $L^*$. The functor $\text{PermCat}(A, B) \to \text{PermCat}_{s}(S \otimes A, B)$ is given on objects by $F \mapsto L \circ (1_S \otimes F)$ and similarly on morphisms. Note that both $L$ and any symmetric monoidal functor of the form $F \otimes G$ are strict symmetric monoidal. This functor is 2-natural in $A$ using the 2-functoriality of $S \otimes -$, and pseudonatural in $B$ using the pseudonaturality of $L$. By Lemma 8.11, the composite

$$\text{PermCat}(A, B) \to \text{PermCat}_{s}(S \otimes A, B) \to \text{PermCat}(A, B)$$
is the identity. By Lemma 8.12, the composite

\[ \operatorname{PermCat}_s(S \otimes A, B) \longrightarrow \operatorname{PermCat}(A, B) \longrightarrow \operatorname{PermCat}_s(S \otimes A, B) \]

is isomorphic to the identity via

\[ L \circ (1 \otimes F) \circ (1 \otimes L^*) = F \circ L \circ (1 \otimes L^*) \xrightarrow{1_F \ast d} F. \]

These verifications satisfy the hypotheses of Proposition 2.11 and therefore produce the desired biadjunction.

**Remark 8.14.** By [BKP89], the inclusion \( \operatorname{PermCat}_s \hookrightarrow \operatorname{PermCat} \) actually has a left 2-adjoint. Inspecting the proofs above, it is easy to see that it is given by quotienting \( S \otimes A \) by forcing the components of \( d \) to be identities. This quotient is the expected form of the pseudomorphism classifier (see [JS93] for example). Thus it is possible to have a tighter form of adjunction at the expense of having to perform additional quotients. From a homotopical perspective, Lemma 8.11 already gives a well-behaved factorization of any symmetric monoidal functor into an equivalence followed by a strict symmetric monoidal functor, showing that \( S \otimes - \) is a perfectly good candidate for a kind of cofibrant replacement. From a 2-monadic perspective, the proof of Proposition 6.8 shows that any permutative category of the form \( A \otimes B \) is semi-flexible [BKP89], so in particular \( S \otimes A \) is.

**Definition 8.15.** For a permutative category \( A \), define a strict symmetric monoidal functor \( R : A \otimes S \longrightarrow A \) as follows. The assignments \( (a, m) \mapsto ma \) and \( (f, \sigma) \mapsto f^\sigma \) induce a strict monoidal functor.

\[ R : T(A \times S) \longrightarrow A. \]

Then we extend \( R \) to the adjoined morphisms of \( A \otimes S \) with the assignments

\[ R(\delta^L_m (m, m')) = 1_{(m+m') a}, \]
\[ R(\delta^R_m (a, a')) = p_{m,a,a'}, \]
\[ R(\beta^L_{a,m,a',m}) = \beta^L_{ma,m'a'}, \]
\[ R(\kappa^R_m) = 1_0, \quad \text{and} \]
\[ R(\delta^R_{m}) = 1_0. \]

Verification that \( R \) is well-defined with respect to the imposed relations in \( A \otimes S \) is similar to that of \( L \).

Given a symmetric monoidal functor \( F : A \longrightarrow A' \), let

\[ R_F : R \circ (F \otimes 1) \Rightarrow F \circ R \]

be defined by components \( F_2 \) and \( F_0 \) as in Proposition 8.7. Verification that these define a pseudonaturality constraint for \( R \) is the same as that for \( L \). Corollary 9.4 below shows that \( R \) is a pseudonatural equivalence.
9. The symmetry

In this section we define a strict symmetric monoidal functor

\[ B : A \otimes C \to C \otimes A \]

for permutative categories \( A \) and \( C \). We show that \( B \) is an idempotent isomorphism in Proposition 9.2 and use this to show that \( R \) is a pseudonatural equivalence in Lemma 9.3 and Corollary 9.4.

**Definition 9.1.** For permutative categories \( A \) and \( C \), define a strict symmetric monoidal functor

\[ B : A \otimes C \to C \otimes A \]

as follows. The symmetry of the cartesian product induces a strict monoidal functor

\[ B : T(A \times C) \to C \otimes A. \]

Then we extend \( B \) to the adjoined morphisms of \( A \otimes C \) with the following assignments for \( a, a' \in A \) and \( c, c' \in C \):

\[
\begin{align*}
B(\delta^L_a(c, c')) &= \delta^R_a(c, c'), \\
B(\delta^R_c(a, a')) &= \delta^L_c(a, a'), \\
B(\beta_{a, c, a', c'}) &= \beta_{c, a, c', a'}, \\
B(\zeta^L_a) &= \zeta^R_a, \quad \text{and} \\
B(\zeta^R_c) &= \zeta^L_c.
\end{align*}
\]

Verification that \( B \) is well-defined with respect to the imposed relations in \( A \otimes C \) is similar to that of \( R \) and \( L \). Comparing the definition of \( B \) with that of \( F \circ G \) in Definition 4.7 and \( \phi \circ \psi \) in Definition 4.8 shows that \( B \) is 2-natural in \( A \) and \( C \).

The assignments listed above give the following result.

**Proposition 9.2.** The composite

\[ A \otimes C \xrightarrow{B} C \otimes A \xrightarrow{B} A \otimes C \]

is the identity symmetric monoidal functor. Therefore, \( B \) is a 2-natural isomorphism of permutative categories.

The formulas in Definitions 8.6, 8.15, and 9.1 imply the following.

**Lemma 9.3.** There is an equality of pseudonatural transformations

\[ R = LB. \]

Since \( L \) is a pseudonatural equivalence with adjoint \( L^* = 1.(-) \), and \( B \) is a 2-natural isomorphism, Lemma 9.3 implies the following.

**Corollary 9.4.** The strict symmetric monoidal functors \( R \) are the components of a pseudonatural equivalence

\[ R : - \otimes S \to 1_{\text{PermCat}} \]
with adjoint $\mathcal{R}^* = (-)1$.

10. The Associativity

In this section we define a strict symmetric monoidal functor

$$\mathcal{A} : (B \otimes C) \otimes D \to B \otimes (C \otimes D)$$

for permutative categories $B, C,$ and $D$. We give the assignments on objects and morphisms in Definition 10.2 and verify that $\mathcal{A}$ is well-defined in Proposition 10.5 below.

Convention 10.1. Throughout this section, we use the following notation for generic objects and morphisms.

| category | objects | morphisms |
|----------|---------|-----------|
| $B$      | $b, b', b_i$ | $f, f_i$ |
| $C$      | $c, c', c_i$ | $g, g_i$ |
| $D$      | $d, d', d_i$ | $h, h_i$ |
| $B \otimes C$ | $X, X', Y, Y'$ | $\kappa, \kappa_i$ |
| $B \otimes (C \otimes D)$ | - | $\lambda$ |

Definition 10.2. We define the assignments for

$$\mathcal{A} : (B \otimes C) \otimes D \to B \otimes (C \otimes D)$$

as follows.

**Objects:** The assignment on objects of $(B \otimes C) \otimes D$ is given by

$$\mathcal{A}(0) = 0,$$
$$\mathcal{A}(0.d) = 0,$$
$$\mathcal{A}((\sum b_i.c_i).d) = \sum b_i.(c_i.d),$$

and extended to sums in $(B \otimes C) \otimes D$ so that $\mathcal{A}$ is strictly monoidal.

**Morphisms $\kappa.h$:** Suppose $\kappa$ is a morphism in $B \otimes C$ and $h$ is a morphism in $D$. If $\kappa$ is itself a sum $\sum \kappa_i$, then we define

$$\mathcal{A}((\sum \kappa_i).h) = \sum \mathcal{A}(\kappa_i.h).$$

We now treat each possible type of morphism $\kappa$ in $B \otimes C$.

- If $\kappa = f.g$, then we define
  $$\mathcal{A}((\sum f.g).h) = f.(g.h).$$

- If $\kappa = 1_0$, then we define
  $$\mathcal{A}(1_0.h) = 1_0.$$

- If $\kappa$ is one of the adjoined morphisms in $B \otimes C$, we define $\mathcal{A}(\kappa.h)$ via the indicated composite below. In each of the first three cases below, there are alternative composites using $1.(1.h)$ in different positions. These all result in the same definition for $\mathcal{A}(\kappa.h)$ by naturality.
Adjoined morphisms: For morphisms $\lambda$ adjoined in the passage from $- \times D$ to $- \otimes D$, we define $A(\lambda)$ via the indicated composites below. Then $A$ is extended to sums of morphisms so that it is symmetric monoidal.

$$A((\sum b_i.c_i).d + (\sum b_i.c_i).d') \xrightarrow[\lambda]{\delta_{b_i.c_i}^L} A((\sum b_i.c_i).(d + d'))$$

$$\sum b_i.(c_i.d) + \sum b_i.(c_i.d') \xrightarrow[p]{1} \sum b_i.(c_i.(d + d'))$$

$$\sum (b_i.(c_i.d) + b_i.(c_i.d')) \xrightarrow[\delta_{b_i}^L]{} \sum b_i.(c_i.(d + d'))$$

For the object $0 \in B \otimes C$, define

$$A(\delta_0^L) = 1_0: 0 + 0 \rightarrow 0.$$
The following result confirms (i) for morphisms adjoined in the passage from \(- \times D\) to \(- \otimes D\). We state it separately because it requires significantly more sub-cases than any of the other steps in checking that \(\mathcal{A}\) is well-defined.

**Lemma 10.3.** The associativity

\[ \mathcal{A} : (B \otimes C) \otimes D \to B \otimes (C \otimes D) \]

preserves naturality of each morphism \(\lambda\) in \((B \otimes C) \otimes D\) that is adjoined in the passage from \(- \times D\) to \(- \otimes D\).

**Proof.** By the definition of \(\mathcal{A}\), naturality with respect to any morphism containing a summation will follow automatically from the preservation of the naturality squares with respect to morphisms of the form \((f \cdot g) \cdot h\) and \(\kappa \cdot h\) for \(\kappa\) an adjoined morphism. Naturality of each \(\lambda\) with respect to morphisms \((f \cdot g) \cdot h\) is preserved because each \(\mathcal{A}(\lambda)\) is a composite of natural morphisms in \(B \otimes (C \otimes D)\). Next we must check, for each \(\lambda\), that \(\mathcal{A}\) preserves naturality with respect to morphisms \(\kappa \cdot h : X \cdot d \to X' \cdot d'\) in \((B \otimes C) \otimes D\), where \(\kappa\) denotes any of the five adjoined morphisms in \(B \otimes C\). By definition of \(\mathcal{A}\), it suffices to check the case \(h = 1_d\) for some object \(d\) of \(D\). Each of these follows from the Coherence Theorem 7.12 for iterated tensor products.

For example, \(\mathcal{A}\) sends the naturality diagram for \(\lambda = \delta^L\) with respect to \(\kappa = 1\) to the boundary of the following diagram in \(B \otimes (C \otimes D)\), where the left and right vertical composites are

\[ \mathcal{A}(\zeta^L \cdot 1 + \zeta^L \cdot 1) \quad \text{and} \quad \mathcal{A}(\zeta^L \cdot 1), \]

respectively. The bottom composite is \(\mathcal{A}(\delta^L_b)\), and commutativity follows from coherence of the adjoined morphisms.

\[
\begin{array}{ccc}
0 + 0 & \overset{1_0}{\longrightarrow} & 0 \\
\downarrow^{\zeta^L + \zeta^L} & & \downarrow^{\zeta^L} \\
b.0 + b.0 & \overset{b.(0)}{\longrightarrow} & b.(0) \\
\downarrow^{1_\delta^R + 1_\delta^R} & & \downarrow^{1_\delta^R} \\
b.(0.d) + b.(0.d') & \overset{\delta^L}{\longrightarrow} & b.(0.d + 0.d') \\
\end{array}
\]

Confirming each of the other 24 naturality relations is similar. In each case one applies \(\mathcal{A}\) to a naturality diagram of adjoined morphisms in \((B \otimes C) \otimes D\) and obtains a formal diagram of adjoined morphisms in \(B \otimes (C \otimes D)\). One can give direct arguments for commutativity in each case, or use the Iterated Coherence Theorem 7.12.

**Proposition 10.5.** The assignments given in Definition 10.2 induce a well-defined strict symmetric monoidal functor

\[ \mathcal{A} : (B \otimes C) \otimes D \to B \otimes (C \otimes D). \]
Proof: We check that \( \mathcal{A} \) is well-defined in two parts. The first part checks that \( \mathcal{A} \) preserves the relations imposed in the passage from \( B \times C \) to \( B \otimes C \). The second part checks similarly for the passage from \( - \times D \) to \( - \otimes D \). Each part below can be verified with a relatively straightforward diagram chase, and the primary obstruction is one of organization. To aid the reader, we label each calculation by the axiom in Definition 4.4 that it briefly explains.

**Part 1.** (From \( B \times C \) to \( B \otimes C \))

(i) for \( B \otimes C \): Each morphism \( \kappa \) in \( B \otimes C \) is natural with respect to morphisms \( f, g \) in \( B \otimes C \). To check that \( \mathcal{A}(\kappa) \) preserves this naturality, note that the definition of \( \mathcal{A}(\kappa) \) above is a composite of natural morphisms in \( B \otimes (C \otimes D) \). Therefore, preservation of the naturality square for \( \kappa \) in \( (B \otimes C) \otimes D \) follows from the naturality of \( \mathcal{A}(\kappa) \) in \( B \otimes (C \otimes D) \).

(ii) for \( B \otimes C \): The symmetric monoidal axioms for \( \beta \) are preserved because \( \mathcal{A}(\beta) = \beta \).

(iii) for \( B \otimes C \): The symmetric monoidal functor axioms for

\[ ((b \cdot \_).d, \delta_L^1, \zeta^L_1) \quad \text{and} \quad ((-\cdot .c).d, \delta_R^1, \zeta^R_1) \]

are preserved by using the same axioms for the corresponding data in \( B \otimes (C \otimes D) \).

(iv) for \( B \otimes C \): The interchange condition for \( \beta \) is preserved by using the naturality of \( \delta^R \) and the same condition for \( \beta \) in \( B \otimes (C \otimes D) \).

(v) for \( B \otimes C \): Preservation of the condition \( \zeta^L_0 \cdot 1 = \zeta^R_0 \cdot 1 \) follows from naturality of \( \zeta^R \) and the corresponding condition in \( B \otimes (C \otimes D) \).

(vi) for \( B \otimes C \): Preservation of the left, respectively right, unit condition follows from naturality of \( \delta^R \), respectively \( \zeta^R \), and the corresponding condition in \( B \otimes (C \otimes D) \).

**Part 2.** (From \( - \times D \) to \( - \otimes D \))

(i) for \( - \otimes D \): This is Lemma 10.3.

(ii) for \( - \otimes D \): The symmetric monoidal axioms for \( \beta \) are preserved because \( \mathcal{A}(\beta) = \beta \).

(iii) for \( - \otimes D \): For an object \( X = \sum b_i.c_i \) in \( B \otimes C \), the symmetric monoidal functor axioms for \( (X \cdot \_, \delta^L_i, \zeta^L_i) \) follow from those for composite symmetric monoidal functors \( b_i.(c_i \cdot \_). \). For \( X = 0 \), all of the morphisms involved are mapped to \( 1_0 \). The symmetric monoidal functor axioms for \( ((-\cdot .d), \delta^R, \zeta^R) \) are preserved because \( \delta^R \) and \( \zeta^R \) both get mapped to identities.

(iv) for \( - \otimes D \): The interchange condition holds by the property (8.5) of the perfect shuffle.

(v) and (vi) for \( - \otimes D \): These conditions are trivially preserved since \( \mathcal{A}(\zeta^R) = \mathcal{A}(\zeta^L) = 1_0 \).

This completes the verification that \( \mathcal{A} \) preserves each of the relations imposed in the definition of \( (B \otimes C) \otimes D \). It follows from the definition that \( \mathcal{A} \) is strict symmetric monoidal, and this completes the proof.
Lemma 10.6. The strict symmetric monoidal functors $\mathcal{A}$ are the components of a 2-natural transformation

$$\mathcal{A} : (- \otimes -) \otimes - \Rightarrow - \otimes (- \otimes -)$$

between functors $\text{PermCat}^3 \rightarrow \text{PermCat}_s$.

Proof. To verify naturality of $\mathcal{A}$ with respect to symmetric monoidal functors, let

$$F : B \rightarrow \overline{B}, \quad G : C \rightarrow \overline{C}, \quad \text{and} \quad H : D \rightarrow \overline{D}$$

be symmetric monoidal functors. Then one computes, using the assignments given in Definitions 4.7 and 10.2, that the following diagram commutes.

$$(10.7)$$

For example, on the adjoined morphism $\delta^L_b.1$ in $(B \otimes C) \otimes D$, the left bottom composite above is

$$\delta^L_b.1 \mapsto (1.G_2).1 \circ \delta^L_{Fb}.1$$

$$\mapsto 1.(G_2.1) \circ (1.\delta^R_{Hd} \circ \delta^L_{Fb}).$$

On the other hand, the top right composite above is

$$\delta^L.1 \mapsto 1.\delta^R_d \circ \delta^L_b$$

$$\mapsto (1.(G_2.1) \circ 1.\delta^R_{Hd}) \circ (1.(G \otimes H)_2 \circ \delta^L_{Fb}).$$

These assignments are equal because $G \otimes H$ is strict monoidal, and hence $(G \otimes H)_2$ is an identity. For the rest of the objects and morphisms in $(B \otimes C) \otimes D$, verifications that the two composites around $(10.7)$ agree are similar. One uses strictness of $F \otimes G$ for the left bottom composite, and strictness of $G \otimes H$ for the top right composite.

For monoidal transformations

$$F \Rightarrow \overline{F}, \quad G \Rightarrow \overline{G}, \quad \text{and} \quad H \Rightarrow \overline{H},$$

one verifies that the corresponding whiskerings by $\mathcal{A}$ in $(10.7)$ are equal componentwise. This completes the proof that $\mathcal{A}$ is 2-natural. □

11. THE ADJOINT INVERSE, $\mathcal{A}^*$

Definition 11.1. We define a strict symmetric monoidal functor

$$\mathcal{A}^* : B \otimes (C \otimes D) \rightarrow (B \otimes C) \otimes D$$
as the following composite.

\[(11.2)\]

\[
\begin{array}{c}
B \otimes (C \otimes D) \\
\downarrow B \\
(C \otimes D) \otimes B \\
\downarrow 1 \otimes B \\
D \otimes (B \otimes C) \\
\end{array}
\]

\[\mathcal{A}^* \]

Since both \(\mathcal{A}\) and \(\mathcal{B}\) are 2-natural, so is the composite \(\mathcal{A}^*\).

It will be useful to have the following explicit description of the \(\mathcal{A}^*\) as an assignment on objects and morphisms. As with \(\mathcal{A}\), we describe \(\mathcal{A}^*\) on morphisms \(\kappa, h\) and \(\lambda\), and extend to sums so that \(\mathcal{A}^*\) is strictly monoidal.

**Objects:** The assignment on objects of \(B \otimes (C \otimes D)\) is given by

\[
\begin{align*}
\mathcal{A}^*(0) &= 0, \\
\mathcal{A}^*(b, 0) &= 0, \\
\mathcal{A}^*(b, \{c_i, d_i\}) &= \sum (b.c_i).d_i,
\end{align*}
\]

and extended to sums in \(B \otimes (C \otimes D)\) to be strictly monoidal.

**Morphisms** \(\kappa, h\): Suppose \(\kappa\) is a morphism in \(C \otimes D\) and \(f\) is a morphism in \(B\). If \(\kappa = \sum h_i.k_i\), then

\[
\mathcal{A}^*(f, \{g_i.h_i\}) = \sum (f.g_i).h_i.
\]

If \(\kappa = 1_0\), then

\[
\mathcal{A}^*(f, 1_0) = 1_0.
\]

If \(\kappa\) is one of the adjoined morphisms in \(C \otimes D\), then \(\mathcal{A}^*(f, \kappa)\) is the indicated composite below.

\[
\begin{array}{c}
\mathcal{A}^*(b, (c.d + c'.d')) \\
\downarrow \mathcal{A}^*(f, \delta^L_c) \\
(b.c).d + (b.c).d' \\
\downarrow \delta^L_{b,c} \\
(b.c).(d + d') \\
\end{array}
\]

\[
\begin{array}{c}
\mathcal{A}^*(b', (c.(d + d'))) \\
\downarrow \mathcal{A}^*(f'.(d + d')) \\
(b'.c).(d + d') \\
\end{array}
\]

\[(f.1).1\]
For sums, we have $A^*(\sum f_i, \kappa_i) = \sum A^*(f_i, \kappa_i)$ just as with $A$.

**Adjoined morphisms:** For morphisms $\lambda$ adjoined in the passage from $B \times -$ to $B \otimes -$, $A^*(\lambda)$ is the indicated composite below.

\[
\begin{array}{ccc}
A^*(b.(c.d + c'.d')) & \overset{\delta^R_d}{\longrightarrow} & A^*(b'.((c + c').d)) \\
(b.c).d + (b'.c).d & \underset{(f.1).1}{\longleftarrow} & (b'.c + b'.c').d \\
\delta^R_d & \delta^L_d & \\
(b.c + b'.c').d & \longrightarrow & (b'.c + b'.c').d \\
\end{array}
\]

\[
\begin{array}{ccc}
A^*(b.(c.d + c'.d')) & \overset{\beta}{\longrightarrow} & A^*(b'.(c'.d' + c.d)) \\
(b.c).d + (b'.c).d' & \underset{(f.1).1 + (f.1).1}{\longleftarrow} & (b'.c').d' + (b'.c).d \\
\beta & \beta & \\
(b'.c).d' + (b'.c).d & \longrightarrow & (b'.c').d' + (b'.c).d \\
\end{array}
\]

\[
\begin{array}{ccc}
A^*(b.0) & \overset{\xi^L_{c,c}}{\longrightarrow} & A^*(b'.(c.0)) \\
0 & \underset{(f.1).1}{\longleftarrow} & (b'.c).0 \\
\xi^L_{b,c} & \xi^L_{b,c} & \\
(b.c).0 & \longrightarrow & (b'.c).0 \\
\end{array}
\]

\[
\begin{array}{ccc}
A^*(b.0) & \overset{\xi^R_d}{\longrightarrow} & A^*(b'.(0.d)) \\
0 & \underset{(f.1).1}{\longleftarrow} & (b'.0).d \\
\xi^R_d & \xi^R_d & \\
0.d & \longrightarrow & (b'.0).d \\
\end{array}
\]

\[
\begin{array}{ccc}
A^*(b.(\sum c_i.d_i + c'.d')) & \overset{\delta^R_d}{\longrightarrow} & A^*(b.(\sum c_i.d_i + \sum c'_j.d'_j)) \\
\sum(b.c_i).d_i + \sum(b.c'_j).d'_j & \underset{(f.1).1}{\longleftarrow} & \sum(b.c_i).d_i + \sum(b.c'_j).d'_j \\
\delta^R_d & \delta^R_d & \\
\sum(b.c_i).d_i + \sum(b.c'_j).d'_j & \longrightarrow & \sum(b.c_i).d_i + \sum(b.c'_j).d'_j \\
\end{array}
\]

\[
\begin{array}{ccc}
A^*(b.(\sum c_i.d_i + c'.d')) & \overset{\beta}{\longrightarrow} & A^*(b'.(c'.d' + c.d)) \\
\sum(b.c_i).d_i + \sum(b.c'_j).d'_j & \underset{(f.1).1 + (f.1).1}{\longleftarrow} & \sum(b.c_i).d_i + \sum(b.c'_j).d'_j \\
\beta & \beta & \\
\sum(b.c_i).d_i + \sum(b.c'_j).d'_j & \longrightarrow & \sum(b.c_i).d_i + \sum(b.c'_j).d'_j \\
\end{array}
\]
For the object $0 \in C \otimes D$, 
\[ \mathcal{A}^*(\delta_R^0) = 1_0 : 0 + 0 \rightarrow 0. \]

\[ \mathcal{A}^*(\delta_R^0) = \mathcal{A}^*(\beta) = \mathcal{A}^*(\zeta^L_R) = 1_0 \rightarrow 0 \]

\[ \mathcal{A}^*(\zeta^R_R) = 1_0 \rightarrow 0 \rightarrow 0 \]

\[ \mathcal{A}^*(\zeta^L_R) = 1_0 \rightarrow 0 \rightarrow 0 \rightarrow 0 \]

\[ \mathcal{A}^*(\zeta^R_R) = 1_0 \rightarrow 0 \rightarrow 0 \rightarrow 0 \rightarrow 0 \]

This completes the description of $\mathcal{A}^*$. 

**Proposition 11.3.** The strict symmetric monoidal functors $\mathcal{A}$ and $\mathcal{A}^*$ are part of an adjoint equivalence in $\text{PermCat}_s$.

$\mathcal{A} : (B \otimes C) \otimes D \cong B \otimes (C \otimes D) : \mathcal{A}^*.$

**Proof.** For an object $b.(\sum c_i.d_i)$ in $B \otimes (C \otimes D)$, we have
\[ \mathcal{A}\mathcal{A}^*(b.(\sum c_i.d_i)) = \mathcal{A}(\sum (b.c_i).d_i) = \sum b.(c_i.d_i). \]

Also,
\[ \mathcal{A}\mathcal{A}^*(0) = 0 \quad \text{and} \quad \mathcal{A}\mathcal{A}^*(b.0) = 0. \]
Define a monoidal natural isomorphism
\[ \varepsilon : \mathcal{A} \Rightarrow \text{Id} \]
with components
\[ \varepsilon_{b, \sum c_i d_i} = \delta^L : \sum b_i (c_i d_i) \rightarrow b_i (\sum c_i d_i) \] and
\[ \varepsilon_{b, 0} = \zeta^L : 0 \rightarrow b.0 \]
where, as in Convention 2.4, we let \( \delta^L \) denote any composite of the monoidal constraints \( \delta^L_b \) for \( b.(-) \). The symmetric monoidal functor axioms for \( b.(-) \) are used to verify naturality of \( \varepsilon \).

Similarly, define a monoidal natural isomorphism
\[ \varepsilon' : \mathcal{A}^* \Rightarrow \text{Id} \]
with components
\[ \varepsilon'_{(\sum b_i c_i), d} = \delta^R : \sum (b_i c_i) d \rightarrow (\sum b_i c_i) d \] and
\[ \varepsilon'_{0, d} = \zeta^R : 0 \rightarrow 0.d \]
where, as above, \( \delta^R \) denotes any composite of the monoidal constraints \( \delta^R_d \) for \((-).d \). The symmetric monoidal functor axioms for \((-).d \) are used to verify naturality of \( \varepsilon' \).

The modification axiom for \( \varepsilon \) holds because, for symmetric monoidal functors
\[ P : B \rightarrow B, \quad Q : C \rightarrow C, \quad \text{and} \quad R : D \rightarrow D, \]
the product \( Q \otimes R \) is strict symmetric monoidal and hence
\[ (P \otimes (Q \otimes R)) \ast \varepsilon = \varepsilon \ast (P \otimes (Q \otimes R)) \]
A similar check, using strictness of \( P \otimes Q \), shows that \( \varepsilon' \) is also a modification.

The unit/counit triangle axioms for \( \eta = (\varepsilon')^{-1} \) and \( \varepsilon \) follow because, checking the relevant formulas for \( \mathcal{A} \) and \( \mathcal{A}^* \), each of the following whiskerings is an identity:
\[ \varepsilon \ast \mathcal{A}, \quad \mathcal{A}^* \ast \varepsilon, \quad \varepsilon' \ast \mathcal{A}, \quad \text{and} \quad \mathcal{A} \ast \varepsilon'. \]
Of the whiskerings above, the first and third are identities because each of \( \varepsilon \) and \( \varepsilon' \) is the identity on a monomial \( b. (c.d) \), respectively \( (b.c).d \). The second and fourth are identities because \( \mathcal{A}^* (\delta^L) = 1 \) and \( \mathcal{A} (\delta^R) = 1 \).

12. 2-DIMENSIONAL DATA AND AXIOMS

In this section we discuss the 2-dimensional data and corresponding axioms to show that \( (\text{PermCat}, \otimes) \) is a symmetric monoidal 2-category. First, we describe one additional nontrivial transformation, \( \lambda \). Then, we identify certain commutative diagrams that simplify the symmetric monoidal structure of \( (\text{PermCat}, \otimes) \). The main result is Theorem 12.4 below.

Throughout, we let \( X, Y, Z, \) and \( W \) denote permutative categories. In this section we often write the tensor product as juxtaposition, so
\[ XY = X \otimes Y. \]
**Definition 12.1.** Let

\[
\begin{array}{ccc}
(SX)Y & \xrightarrow{\lambda} & XY \\
\downarrow \Lambda & & \downarrow \Lambda \\
S(XY) & \xrightarrow{\lambda} & S(XY)
\end{array}
\]

declare the monoidal transformation with the following components. For \(y \in Y\) and \(\sum m_i.x_i \in S \otimes X\),

\[
\begin{align*}
\lambda_0 &= 1_0, \\
\lambda_{0,y} &= \zeta_y^{-R} : 0.y \to 0, \quad \text{and} \\
\lambda_{(\sum m_i.x_i),y} &= \delta_y^{-R} : \{\sum m_i.x_i\}, y \to \sum m_i(x_i,y),
\end{align*}
\]

where \(\zeta^{-R}\) and \(\delta^{-R}\) denote the inverses of \(\zeta^R\) and \(\delta^R\), or any composite of such, in the case of \(\delta^{-R}\) (see Convention 2.4). Then \(\lambda\) is extended to sums in \((SX)Y\) so that it is monoidal.

By 2-functoriality of \(\otimes\) and naturality of \(\delta^{-R}\), it suffices to verify naturality of \(\lambda\) with respect to the following morphisms in \((SX)Y\):

- simple morphisms \((\sigma.f).h\),
- simple morphisms \(\kappa.1\), where \(\kappa\) is an adjoined morphism of \(SX\), and
- morphisms \(\kappa'\) adjoined in the passage from \(- \times Y\) to \(- \otimes Y\).

In the first case, naturality follows from naturality of the adjoined morphisms \(\delta^{-R}\) defining \(\lambda\). In the other two cases, each naturality square is a formal diagram of adjoined morphisms in \(XY\) whose two boundary composites have the same underlying permutation. Hence, naturality of \(\lambda\) for the second two cases follows from the Coherence Theorem 7.10.

**Lemma 12.2.** The following diagrams commute in \(\text{PermCat}\).

\[
\begin{array}{ccc}
([X(YZ)]W) & \xrightarrow{\sigma} & X[(YZ)]W \\
\downarrow \Lambda & & \downarrow \Lambda \\
((XY)Z)W & \xrightarrow{\sigma} & X(YZW) \\
\downarrow \Lambda & & \downarrow \Lambda \\
(XY)(ZW) & \xrightarrow{\sigma} & XY \\
\end{array}
\]

\[
\begin{array}{ccc}
(XS)Y & \xrightarrow{\sigma} & X[YS] \\
\downarrow \Lambda & & \downarrow \Lambda \\
XY & \xrightarrow{\sigma'} & XYS \\
\end{array}
\]

**Proof:** For each diagram, one verifies commutativity with respect to each of the objects and morphisms. For the pentagon, one uses the assignments described in Definition 10.2 for \(\Lambda\) and Definition 4.7 for a product of functors.
On objects, both composites around the pentagon give

\[ 0 \leftrightarrow 0, \quad 0.w \leftrightarrow 0, \quad (0.z).w \leftrightarrow 0, \quad (x.y).z).w \leftrightarrow x.(y.(z.w)) \]

for \( x \in X, \ y \in Y, \ z \in Z, \) and \( w \in W. \) Since both composites are strictly monoidal, this completes the verification on objects.

Checking the pentagon on simple morphisms is the same as for simple objects. Then one must check each of fifteen types of adjoined morphism, five for each tensor product in \((XY)Z)W.\)

For example, consider

\[ \delta^L_{\sum x_i.y_i}.1 \colon \left( \sum x_i.y_i \right).z + (\sum x_i.y_i).z' \mapsto \left( \sum x_i.y_i \right)(z + z') \]

in \((XY)Z)W.\) The definitions of \( \mathcal{A}, 1 \otimes \mathcal{A}, \) and \( \mathcal{A} \otimes 1 \) give the following assignments around the top of the pentagon, where \( p \) denotes each of the relevant perfect shuffles:

\[ \mathcal{A}1 \colon \delta^L_{\sum x_i.y_i}.1 \mapsto (\sum 1 \delta^L_{y_i}).1 \circ (\sum \delta^L_{x_i}).1 \circ p \cdot 1 \]

\[ \mathcal{A} \colon \quad \mapsto \sum 1 \delta^L_{y_i}.1 \circ \sum (1 \delta^R_{w_i}) \circ \sum \delta^L_{x_i} \circ p \]

\[ 1\mathcal{A} \colon \quad \mapsto \sum (1 \delta^R_{w_i}) \circ \sum 1 \delta^L_{y_i} \circ \sum \delta^L_{x_i} \circ p. \]

Likewise, we have the following assignments around the bottom of the pentagon:

\[ \mathcal{A} \colon \delta^L_{\sum x_i.y_i}.1 \mapsto 1 \delta^L_w \circ \delta^L_{\sum x_i.y_i}.1 \]

\[ \mathcal{A} \colon \quad \mapsto \sum (1 \delta^R_w) \circ \sum 1 \delta^L_{y_i} \circ \sum \delta^L_{x_i} \circ p. \]

Verification that the pentagon commutes on each of the other types of adjoined morphism is similar.

For the other two diagrams, one verifies commutativity on each of the objects and morphisms of \( XY.\) Recall from Corollary 9.4 that \( \mathcal{R}^* = (-).1: \) right multiplication by the natural number 1 \( \in S.\) Although \( \mathcal{R}^* \) is strong symmetric monoidal, the tensor products \( \mathcal{R}^* \otimes 1 \) and \( 1 \otimes \mathcal{R}^* \) are strict symmetric monoidal. Likewise, the composite \( \mathcal{A} \circ \mathcal{R}^* \) is strict symmetric monoidal because \( \mathcal{A} \) sends the morphisms \( \delta^R \) and \( \zeta^R \) to identities.

**Lemma 12.3.** The following diagrams commute in \( \text{PermCat}.\)
Proof: The triangle $B^2 = 1$ is immediate from the definition. One verifies that the left hexagon commutes on each of the objects, simple morphisms, and adjoined morphisms of $(XY)Z$, as in the proof of Lemma 12.2. For example, consider

$$\delta^L_x.1: (x,y + x.y').z \longrightarrow (x.(y + y')).z \quad \text{in} \quad (XY)Z.$$ 

The assignments around the top of the left hexagon are

- $B1: \delta^L_x.1 \relcomp \delta^R_y.1 \relcomp \delta^L_x.1 \relcomp \delta^R_x.1 \relcomp \delta^L_x.1 \relcomp \delta^R_y.1$.
- $A: \delta^R_y.1 \relcomp \delta^L_x.1 \relcomp \delta^R_y.1 \relcomp \delta^L_x.1 \relcomp \delta^R_y.1$.
- $1B: (1_y+y'.1_x,x) \circ \delta^R_{z,x} = \delta^R_{z,x}.$

where the final assignment uses the formula for $(F \otimes G)(\delta^R)$ with $F = \text{Id}$ and $G = B$. The assignments around the bottom of the left hexagon are

- $A: \delta^L_x.1 \relcomp 1 \circ \delta^R_y.1 \relcomp \delta^L_y.1 \circ \delta^R_y.1 \relcomp \delta^L_y.1 \circ \delta^R_y.1 \relcomp \delta^L_y.1 \circ \delta^R_y.1$.
- $B: \delta^R_y.1 \relcomp \delta^L_x.1 \relcomp \delta^R_y.1 \relcomp \delta^L_x.1 \relcomp \delta^R_y.1$.
- $A: \delta^R_y.1 \relcomp 1 \circ \delta^R_y.1 \relcomp \delta^R_y.1 \relcomp 1 \circ \delta^R_y.1 \relcomp \delta^R_y.1$.

The other verifications are similar.

For the right hexagon, recall that $\mathcal{A}^*$ is defined as the composite (11.2). Using this composite, together with naturality of $B$ and the equality $B^2 = 1$, commutativity of the right hexagon follows from that of the left.

**Theorem 12.4.** The data

$$\{\text{PermCat}, \otimes, S, A, \mathcal{A}, \mathcal{B}, R, \lambda \}$$

defines a symmetric monoidal 2-category in which

- $\otimes$ is a 2-functor,
- each of $\pi, \mu, \rho$ is an identity, and
- each of $R_{-\mid -}$, $R_{-\mid -}$, and $\nu$ is an identity.

**Proof:** The 2-functoriality of the tensor product is Proposition 4.9. Lemmas 12.2 and 12.3 show that we can choose the indicated data to be trivial. For the remainder of this proof we check the seven axioms listed in Appendix A.

For the left normalization axiom (A.3), the components of $\lambda$ are given by $\delta^{-R}$ and $\zeta^{-R}$. For the rest of the axioms, the only nontrivial cells are given by various mates with respect to the adjoint equivalence $(\mathcal{A}, \mathcal{A}^*)$. For example, (A.2) shows one mate of $\pi$. Thus, the relevant mates result in cells whose components are those of $\eta = (\varepsilon')^{-1}$ (11.5), $\varepsilon$ (11.4), or their inverses. Since these components are all given by instances of the adjoined morphisms $\delta$ and $\zeta$, it suffices by the Iterated Coherence Theorem 7.12 to verify that both sides of each axiom have the same underlying permutation.

For each of the left normalization axiom (A.3); the three crossing axioms (A.4) through (A.6); and the Yang-Baxter axiom (A.7), the two 1-cell composites around each side of each axiom are equal on objects. Thus, each side of each of these axioms is a monoidal transformation whose components are
given by instances of \( \delta^{\pm 1} \) and \( \zeta^{\pm 1} \), and whose source and target are equal. Therefore, by Theorem 7.12, each side of each of these first five axioms is an identity.

For the \((2,1)\)-syllepsis axiom \( \text{(A.8)} \), the source 1-cell composite, for each side, is equal to \( \mathcal{A}^*\mathcal{A} \) on objects. The target of each side is the identity. Therefore, the two sides of \( \text{(A.8)} \) are nontrivial monoidal transformations whose underlying permutations are identities. Similarly, the two sides of the \((1,2)\)-syllepsis axiom \( \text{(A.9)} \) have source that is equal to \( \mathcal{A}^*\mathcal{A} \) on objects and target that is the identity. Therefore the syllepsis axioms also hold by Theorem 7.12. This completes the proof. \( \square \)

13. The Free 2-Functor \( \mathsf{P} \) Is Symmetric Monoidal

In this section we complete the proof that the free permutative category construction

\[
\mathsf{P} : (\mathsf{Cat}, \times) \longrightarrow (\mathsf{PermCat}, \otimes)
\]

is symmetric monoidal as a 2-functor between symmetric monoidal 2-categories. Its unit constraint is the identity, and its monoidal constraint is the symmetric monoidal equivalence

\[
\Phi : \mathsf{P}X \otimes \mathsf{P}Y \longrightarrow \mathsf{P}(X \times Y)
\]

of Theorem 7.5. The main result is Theorem 13.7 below. Throughout, we let \( X, Y \) and \( Z \) denote categories.

Lemma 13.1. The following diagrams commute in \( \mathsf{PermCat} \), for each triple \( X, Y, Z \in \mathsf{Cat} \). Each unlabeled arrow is induced by the symmetric monoidal data of the cartesian product in \( \mathsf{Cat} \).

\[
\begin{array}{ccc}
(PX \otimes PY) \otimes PZ & \xrightarrow{\mathcal{A}} & PX \otimes (PY \otimes PZ) \\
\Phi \otimes 1 & \downarrow & 1 \otimes \Phi \\
P(X \times Y) \otimes PZ & \xrightarrow{\Phi} & PX \otimes P(Y \times Z) \\
\Phi & \downarrow & \Phi \\
P((X \times Y) \times Z) & \longrightarrow & P(X \times (Y \times Z))
\end{array}
\]

\[
\begin{array}{ccc}
S \otimes PX & \xrightarrow{\ell} & PX \\
\Phi & \downarrow & \Phi \\
P \otimes PX & \longrightarrow & \mathsf{P}(* \times X) \\
\Phi & \downarrow & \Phi \\
P \otimes \mathsf{P} & \longrightarrow & \mathsf{P}(X \times *)
\end{array}
\]

Proof: For each diagram, one verifies commutativity on (sums of) simple objects and morphisms. For example, the two composites around the associativity diagram are given by

\[
\left( \sum_{\ell} \left( \sum_{i} x_{i}, \left( \sum_{j} y_{j}, z_{k} \right) \right) \right) = \sum_{\ell} \sum_{i} x_{i} \sum_{j} y_{j} \sum_{k} z_{k}.
\]

The adjoined morphisms \( \delta, \zeta, \delta.1, \) and \( \zeta.1 \) in the source are sent to identities in the target. All symmetry morphisms (both those adjoined in the construction of \( \mathsf{P} \) and those adjoined in the construction of \( \Phi \)) are sent to the corresponding symmetry in the target. Commutativity of the other two diagrams
is similar, but simpler. Note that the composite $\Phi \circ \delta^*$ is strict monoidal because the monoidal and unit constraints for $\delta^* = (-)_1$ are $\delta_1^R$ and $\iota_1^R$, which are among the morphisms that $\Phi$ sends to identities.

**Definition 13.3.** We define invertible modifications $\omega^*$, $\gamma^R$, and $\gamma^B$ as in the following diagrams. Each unlabeled arrow is induced by the symmetric monoidal data of the cartesian product in $\text{Cat}$.

![Diagram](image)

Each component is given by a symmetry isomorphism that interchanges order of summation.

- The component of $\omega^*$ at an object
  \[(\sum_i x_i)(\sum_j(\sum_{j_1} y_{j_1})\sum_{k_1} z_{k_1})\] in $PX \otimes (PY \otimes PZ)$
  is the symmetry
  \[\sum_i \sum_j \sum_{k_1}(x_i, (y_{j_1}, z_{k_1})) \xrightarrow{\omega^* = \beta} \sum_i \sum_j \sum_{k_1}(x_i, (y_{j_1}, z_{k_1})).\]

- The component of $\gamma^R$ at an object
  \[(\sum_i x_i).m = (\sum_i x_i)(\sum_{j_1=1}^m 1)\] in $PX \otimes S$
  is the symmetry
  \[\sum_i m x_i = \sum_i \sum_{j_1=1}^m x_i \xrightarrow{\gamma^R = \beta} \sum_{j_1=1}^m \sum_i x_i = \sum_i x_i.\]

- The component of $\gamma^B$ at an object
  \[(\sum_i x_i)(\sum_j y_j)\] in $PX \otimes PY$
  is the symmetry
  \[\sum_i \sum_j (y_j, x_i) \xrightarrow{\gamma^B = \beta} \sum_j \sum_i (y_j, x_i).\]

For permutative categories $X$, $Y$, and $Z$, naturality of the symmetry isomorphisms $\beta$ implies that these components define monoidal transformations $\omega^*_{X,Y,Z}$, $\gamma^R_X$, and $\gamma^B_X$ as in the diagrams above.

**Lemma 13.5.** In the context of Definition 13.3, each of $\omega^*$, $\gamma^R$, and $\gamma^B$ is an invertible modification.
Proof. Each of $\Phi$, $B$, and $A$ is 2-natural by Theorem 7.5, Definition 9.1, and Definition 11.1, respectively. The tensor products $1 \otimes \Phi$ and $\Phi \otimes 1$ are also 2-natural, because $\otimes$ is 2-functorial (Proposition 4.9). For a functor of categories

$$J : X \to X',$$

the free construction $PJ$ is strict symmetric monoidal. This means that the pseudonaturality constraint $\mathcal{R}_P J$ is the identity by Definition 8.15. Therefore, the modification axioms for $\omega$, $\gamma^R$, and $\gamma^B$ follow because the symmetry isomorphisms $\beta$ are preserved by symmetric monoidal functors.

Lemma 13.6.

i. The modification $\omega^*$ in (13.4) is the mate of $\omega = 1$ in the associativity diagram (13.2).

ii. The mate of $\gamma^R$ in (13.4) is $\gamma^R_1 = 1$, the identity in the corresponding diagram (13.2).

Proof. Because the associativity in $\langle \text{Cat}, \times \rangle$ is an isomorphism, the mate of $\omega = 1$ is given by whiskering of the inverse counit $\varepsilon^{-1}$ of Proposition 11.3 with the composite

$$\begin{array}{c}
PX \otimes (PY \otimes PZ) \\
\downarrow 1 \otimes \Phi \\
PX \otimes P(Y \times Z) \xrightarrow{\Phi} P(X \times (Y \times Z))
\end{array}$$

Since the components of (11.4) are given by $\delta^L$ and $\zeta^L$, the formula (7.4) shows that this whiskering is equal to $\omega^*$.

Similarly, recall that $\mathcal{R}^R \cdot \mathcal{R}^* = 1$ and hence the counit $\varepsilon^R$ is the identity. Thus, the mate $\gamma^R_1$ is given by the whiskering $\gamma^R \cdot \mathcal{R}^*$, which is the identity.

Theorem 13.7. The free construction defines a symmetric monoidal 2-functor

$$(P, \Phi) : (\text{Cat}, \times) \to (\text{PermCat}, \otimes)$$

with the following properties:

• $\Phi$ is 2-natural,
• $\Psi = 1 : S \to P_*$,
• each of $\omega$, $\gamma^L$, and $\gamma^R_1$ is an identity, and
• the components of $\omega^*$, $\gamma^R$, and $\gamma^B$ are given by symmetry isomorphisms.

Proof. The 2-naturality of $\Phi$ is verified in Theorem 7.5. The other claims about the data of $P$ are verified in Definition 13.3 and Lemma 13.5 together with Lemmas 13.1 and 13.6.

In $(\text{PermCat}, \otimes)$, recall from Theorem 12.4:

• $A$ and $B$ are 2-natural, and
• $\pi, \mu, R_{-|--}, R_{-|--},$ and $v$ are identities.
In \((\text{Cat}, \times)\), the symmetric monoidal structure is that of a \(\text{Cat}\)-enriched symmetric monoidal 1-category. Thus, all of the 2-dimensional symmetric monoidal data for \((\text{Cat}, \times)\) are identities.

Now we check the five axioms listed in Appendix B, using the simplifications noted above. In (B.3) and (B.4), all of the 2-cells are identities. In each of (B.5), (B.6), and (B.7), the only nontrivial 2-cells are given by \(\gamma^B\) and \(\omega^*\), with \(\omega^*\) appearing only in (B.6). Therefore, each of these last three axioms commutes by symmetric monoidal coherence.

14. THE DIRECT SUM OF PERMUTATIVE CATEGORIE

This section defines a direct sum for permutative categories that is a model for both binary coproducts (Corollary 14.20) and binary products (Corollary 14.22). The main results are summarized in Theorem 14.27.

**Definition 14.1.** For permutative categories \((A, +^A, 0^A)\) and \((B, +^B, 0^B)\), define the direct sum \((A \oplus B, +, 0)\) as follows.

**Objects:** The objects of \(A \oplus B\) are finite formal sums

\[\sum_{i} [x_i] \quad \text{for} \quad x_i \in \text{ob}\ A \uplus \text{ob}\ B,\]

where we write \([x]\) for an object of \(A\) or \(B\), regarded as an object of \(A \oplus B\). These sums are subject to the following relations.

- The empty sum is the monoidal unit \(0\) and, in the case \(x \in \text{ob}\ A \uplus \text{ob}\ B\) is either \(0^A\) or \(0^B\), we have
  \[0^A = 0 = 0^B.\]
- The formal sum of objects in \(A\) or \(B\) agrees with the monoidal sum in \(A\) and \(B\):
  \[[a] + [a'] = [a +^A a'] \quad \text{and} \quad [b] + [b'] = [b +^B b']\]
  for \(a, a' \in \text{ob}\ A\) and \(b, b' \in \text{ob}\ B\).

**Morphisms:** The morphisms of \(A \oplus B\) are generated under formal sums and composition by morphisms

\[ [f]: [a] \rightarrow [a'], \quad [g]: [b] \rightarrow [b'], \quad \text{and} \quad \beta: [x] + [x'] \rightarrow [x'] + [x] \]

for \(a, a' \in \text{ob}\ A\), \(b, b' \in \text{ob}\ B\), and \(x, x' \in \text{ob}\ A \uplus \text{ob}\ B\). These are subject to the following relations.

- Addition of formal sums is a functor \((A \oplus B) \times (A \oplus B) \rightarrow (A \oplus B)\).
- For composable morphisms \(f, f' \in A\) and \(g, g' \in B\) we have
  \[ [f'][f] = [f'f] \quad \text{and} \quad [g'][g] = [g'g].\]
- For objects \(a, a' \in A\) and \(b, b' \in B\) we have
  \[ \beta_{[a],[a']} = [\beta^A_{a,a'}] \quad \text{and} \quad \beta_{[b],[b']} = [\beta^B_{b,b'}] \]
  where superscripts indicate the symmetry isomorphisms in \(A\) and \(B\).
The morphisms $\beta$ are natural with respect to morphisms in $A \oplus B$ and satisfy the axioms of a symmetry isomorphism for the formal sum $+$. We will see that these generators and relations determine a well-defined permutative category in Proposition 14.4 below.

**Remark 14.2.** We note two key properties of the direct sum.

i. Using the relations for objects, each object of $A \oplus B$ can be uniquely represented as a formal sum

$$\sum [x_i] = [x_1] + \ldots + [x_n]$$

where no two successive summands $x_i$ and $x_{i+1}$ are objects of the same category. So, either $x_i \in A$ and $x_{i+1} \in B$, or vice versa. Similarly, a sum of morphisms can be uniquely represented so that no successive summands come from the same category. All of our formulas will be applied to objects and morphisms presented in this way.

ii. The assignments $x \mapsto [x]$ determine canonical inclusions

\[ A \longrightarrow A \oplus B \quad \text{and} \quad B \longrightarrow A \oplus B. \]

The relations in $A \oplus B$ make the canonical inclusions into strict symmetric monoidal functors.

We use the (strong) Gray tensor product of 2-categories to show that $A \oplus B$ is well-defined. The definition is due to Gray [Gra80] and we refer the reader to [Gur13a, Section 3.1] or [JY21, Section 12.2] for textbook treatments. To avoid confusion with the tensor for permutative categories in Definition 4.4, we use $\boxtimes$ to denote the Gray tensor product. For the following comparison, we let

$$\Sigma: \text{PermCat} \longrightarrow 2\text{Cat}$$

 denote the suspension 2-functor that sends each permutative category to a 1-object 2-category.

**Proposition 14.4.** For permutative categories $A$ and $B$, the direct sum is determined by an isomorphism of 1-object 2-categories

\[ \Sigma(A \oplus B) \cong (\Sigma A) \boxtimes (\Sigma B) \]

where the symmetry isomorphism $\beta_{[x], [y]}$ in $A \oplus B$ corresponds to the Gray structure 2-cell $\Sigma_{x,y}$ for $x, y \in \text{ob}A \sqcup \text{ob}B$.

**Proof.** For $a \in A$ and $b \in B$, the generating objects $[a]$ and $[b]$ in $A \oplus B$ correspond to the generating 1-cells $a \boxtimes 1$ and $1 \boxtimes b$ in $(\Sigma A) \boxtimes (\Sigma B)$. Likewise, the generating morphisms $[f]$ and $[g]$ correspond to the 2-cells $f \boxtimes 1$ and $1 \boxtimes g$. To complete the proof, one verifies that each of the relations for 1- and 2-cells in the Gray tensor product is either trivial in the 1-object case, or corresponds to a relation in Definition 14.1.

**Proposition 14.6.** The direct sum defines a 2-functor

$$\oplus: \text{PermCat} \times \text{PermCat} \longrightarrow \text{PermCat}.$$
Proof. Let 

\[ F \in \mathcal{P}\text{ermCat}(A, C) \quad \text{and} \quad G \in \mathcal{P}\text{ermCat}(B, D) \]

be symmetric monoidal functors. Define a symmetric monoidal functor

\[ F \oplus G : A \oplus B \rightarrow C \oplus D \]

by \((F \oplus G)_0 = 0,\)

\[ (F \oplus G)_x = \begin{cases} 
[F_x] & \text{if } x \in A \\
[G_x] & \text{if } x \in B,
\end{cases} \]

and similarly for morphisms \([f]\) and \([g]\). Extend this to the symmetry isomorphism by

\[ (F \oplus G)_\beta = \beta \]

and to sums of objects or morphisms using the unique representations of Remark 14.2 \((i)\). The unit constraint of \(F \oplus G\) is the identity 1. The monoidal constraints of \((F \oplus G)\) are determined by the following for \(a, a' \in A\) and \(b, b' \in B\).

- The source of \(((F \oplus G)_2)_a, [a']\) is \([F a + F a']\), while the target is \([F(a + a')]\). Define this morphism to be \([F_2]\).
- The source of \(((F \oplus G)_2)_b, [b']\) is \([G b + G b']\), while the target is \([G(b + b')]\). Define this morphism to be \([G_2]\).
- The source and target of \(((F \oplus G)_2)_a, [b]\) are both \([F a] + [G b]\), so define this morphism to be the identity.
- The source and target of \(((F \oplus G)_2)_b, [a]\) are both \([G b] + [F a]\), so define this morphism to be the identity.

The symmetric monoidal functor axioms for \(F\) and \(G\), together with the relations in \(A \oplus B\), show that \(F \oplus G\) is a symmetric monoidal functor.

Now let \(\phi : F \Rightarrow F'\) and \(\psi : G \Rightarrow G'\) be monoidal transformations. Define a monoidal transformation

\[ \phi \oplus \psi \]

with components

\[ (\phi \oplus \psi)_0 = 1, \]

\[ (\phi \oplus \psi)_a = [\phi_a], \quad \text{and} \]

\[ (\phi \oplus \psi)_b = [\psi_b] \]

for \(a \in A\) and \(b \in B\). Then extend \((\phi \oplus \psi)\) to formal sums so that it is monoidal natural.

One verifies directly from the formulas above that these definitions are 2-functorial. This completes the proof. \(\square\)

Checking composition with symmetric monoidal functors, one has the following.
Corollary 14.10. The isomorphism in Proposition 14.4 is 2-natural in both $A$ and $B$ with respect to symmetric monoidal functors, and therefore also strict symmetric monoidal functors.

Remark 14.11. The definition of $\phi \oplus \psi$ in the proof of Proposition 14.6 is a special case of the Gray tensor product for icons in [Gur13b, Proposition 3.7].

Bicategorical coproducts. We now show that the construction above models bicategorical coproducts in $\text{PermCat}$ and 2-categorical coproducts in $\text{PermCat}_s$ (Proposition 14.15 and Corollary 14.20 below).

Definition 14.12. For permutative categories $A$, $B$, and $C$, we write

$$M : \text{PermCat}(A \oplus B, C) \to \text{PermCat}(A, C) \times \text{PermCat}(B, C)$$

for the functor induced by the canonical inclusions (14.3), given on objects by $x \mapsto [x]$. Define a reverse functor

$$M^* : \text{PermCat}(A, C) \times \text{PermCat}(B, C) \to \text{PermCat}(A \oplus B, C)$$

as follows.

For symmetric monoidal functors $F \in \text{PermCat}(A, C)$ and $G \in \text{PermCat}(B, C)$,

Let $M^*(F, G)$ denote the composite

$$(14.13) \quad A \oplus B \xrightarrow{F \oplus G} C \oplus C \xrightarrow{V} C,$$

where the first morphism is given by (14.7) and $V$ is the strict symmetric monoidal functor that sends objects $[x]$ and morphisms $[f]$ in $C \oplus C$ to the corresponding objects and morphisms in $C$. For monoidal transformations

$$\phi : F \Rightarrow F' : A \to C \quad \text{and} \quad \psi : G \Rightarrow G' : B \to C,$$

use (14.9) and define

$$M^*(\phi, \psi) = V \ast (\phi \oplus \psi).$$

Functoriality of $M^*$ follows from 2-functoriality of $\oplus$ (Proposition 14.6) and functoriality of the whiskering $V \ast -$.

Remark 14.14. Note that $M^*$ is generally not a strict symmetric monoidal functor with respect to the pointwise monoidal sums of its source and target. It is symmetric monoidal with nontrivial monoidal constraint determined by the adjoint equivalence (14.16) below.

Proposition 14.15. Suppose $A$, $B$, and $C$ are permutative categories. The canonical inclusions induce an adjoint equivalence

$$(14.16) \quad M : \text{PermCat}(A \oplus B, C) \xrightarrow{\cong} \text{PermCat}(A, C) \times \text{PermCat}(B, C) : M^*.$$
• The functor $M^*$ is symmetric monoidal, with identity unit constraint and with monoidal constraint determined by the adjoint equivalence (14.16).

Furthermore, the restriction to subcategories of strict monoidal functors yields an isomorphism of categories

\[
A \otimes B, C \xrightarrow{\cong} [A, C] \times [B, C]
\]

that is 2-natural with respect to strict symmetric monoidal functors.

Proof. Given a symmetric monoidal functor $K : A \otimes B \to C$, let

\[K_A : A \to C \quad \text{and} \quad K_B : B \to C\]
denote the restrictions via the canonical inclusions. Likewise, we use subscripts $A$ and $B$ to denote the corresponding restrictions for a monoidal transformation $\phi : K \otimes K'$. Thus we have

\[M(K) = (K_A, K_B) \quad \text{and} \quad M(\phi) = (\phi_A, \phi_B).\]

Note that $M$ is strict symmetric monoidal since it is given by pre-composition with the canonical inclusions.

One can verify by definition of $M^*$ that the composite $MM^*$ is the identity. For the other composite, define a monoidal isomorphism $\alpha : M^*(K_A, K_B) \Rightarrow K$ for $K \in \text{PermCat}(A \otimes B, C)$ as follows. The components of $\alpha$ are the isomorphisms

\[\alpha_0 = K_0 : 0 = 0 \to K_0,\]

\[\alpha_{[x]} = 1_{K_{[x]}},\]

\[\alpha_{[a]+[b]} = K_2 : K[a] + K[b] \to K([a] + [b]), \quad \text{and}\]

\[\alpha_{[b]+[a]} = K_2 : K[b] + K[a] \to K([b] + [a])\]

for $a \in A$, $b \in B$, and $x$ in $A$ or $B$. If $x$ and $x'$ are both objects of $A$, or both objects of $B$, then we have

\[M^*(K_A, K_B)_2 = K_2 : K[x] + K[x'] \to K([x] + [x'])\]

and hence we take $\alpha_{[x] + [x']} = 1$ in such cases. The symmetric monoidal axioms for $(K, K_2, K_0)$ ensure that $\alpha$ is well-defined and monoidal natural.

The whiskering $M \circ \alpha$ is the identity because the monoidal constraint of each $K_A$ or $K_B$ is given by restricting that of $K$ along the corresponding canonical inclusion. The whiskering $\alpha \circ M^*$ is the identity because, taking $K = M^*(F, G)$ above, the components $\alpha_{[x] + [x']} = (M^*(F, G)_2)_{[x] + [x']}$ are identities when $x$ and $x'$ are in different categories, and are equal to $F_2$, respectively $G_2$, when $x$ and $x'$ are both in $A$, respectively $B$. This completes the proof that $M^*$ is adjoint inverse to $M$.

If $K$ is strict symmetric monoidal, then all the components of $\alpha$ are identities and $M^*(K_A, K_B) = K$. Therefore, $M^*$ provides a strict inverse for $M$ in
(14.17). In particular, this implies that $M^*$ is symmetric monoidal [Kel74, Section 2.1].

Next we verify 2-naturality of $M$. For

$$\psi : P' \Rightarrow P : A \rightarrow A \in \text{PermCat},$$

the following two whiskerings are equal.

$$\begin{array}{ccc}
A & \rightarrow & A \oplus B \\
\text{\psi} & & \oplus \\
\text{\Rightarrow} & & \text{\Rightarrow} \\
A & \rightarrow & A \oplus B
\end{array} \quad \begin{array}{ccc}
A & \rightarrow & A \oplus B \\
\text{\Rightarrow} & & \oplus \\
\text{\Rightarrow} & & \Rightarrow \\
A & \rightarrow & A \oplus B
\end{array}$$

A similar equality holds for the canonical inclusion of $B$. Together these imply 2-naturality of $M$ in (14.16) with respect to symmetric monoidal functors $P : A \rightarrow A$, $Q : B \rightarrow B$, and $R : C \rightarrow C$ and monoidal transformations between them.

Next we verify 2-naturality of $M^*$ with respect to $P$, $Q$, and $R$ as above. For symmetric monoidal functors $F : A \rightarrow C$ and $G : B \rightarrow C$,

one must prove that the composite $RM^*(F,G)(P \oplus Q)$ is equal to $M^*(RFP, RGQ)$.

These symmetric monoidal functors are respectively given by the composites

(14.18) $$\begin{array}{ccc}
\overline{A} \oplus \overline{B} & \rightarrow & \overline{A} \oplus \overline{B} \\
P \oplus Q & \rightarrow & F \oplus G \\
C \oplus C & \rightarrow & \overline{C}
\end{array}$$

and

(14.19) $$\begin{array}{ccc}
\overline{A} \oplus \overline{B} & \rightarrow & \overline{A} \oplus \overline{B} \\
RPF \oplus RQG & \rightarrow & \overline{C} \oplus \overline{C} \\
\overline{C} & \rightarrow & \overline{C}
\end{array}$$

Since $\oplus$ is a 2-functor, the latter is equal to

$$\begin{array}{ccc}
\overline{A} \oplus \overline{B} & \rightarrow & \overline{A} \oplus \overline{B} \\
P \oplus Q & \rightarrow & F \oplus G \\
C \oplus C & \rightarrow & \overline{C} \oplus \overline{C} \\
\overline{C} & \rightarrow & \overline{C}
\end{array}$$

Thus the equality of the functors follows from 2-naturality of $V$, which can be easily verified. This 2-naturality of $V$ also implies the 2-naturality statement for 2-cells. \[\square\]

Recalling bicategorical coproducts from Definition 2.14, we have the following.

**Corollary 14.20.** Let $A$ and $B$ be permutative categories. Then $A \oplus B$, with its canonical inclusions from (14.3), is a bicategorical coproduct of $A$ and $B$ in $\text{PermCat}$ and a 2-categorical coproduct of $A$ and $B$ in $\text{PermCat}_s$. 

Bicategorical products. We now turn to products and show that the direct sum models bicategorical products of permutative categories. Recall the comparison maps for bicategorical co/products from Definition 2.17.

**Proposition 14.21.** For permutative categories $A$ and $B$, the comparison map

$$I : A \oplus B \rightarrow A \times B$$

is an equivalence in $\text{PermCat}$. Moreover, $I$ is

- pseudonatural with respect to symmetric monoidal functors in both $A$ and $B$,
- 2-natural with respect to strict symmetric monoidal functors in both $A$ and $B$, and
- strict symmetric monoidal.

**Proof:** It is routine to verify that $I$ is uniquely determined by the requirement that it be strict symmetric monoidal, using that $\oplus$ is a 2-categorical coproduct in $\text{PermCat}$ (Proposition 14.15), and its restrictions to $A$ and $B$ separately. These restrictions are the inclusions

$$A \rightarrow A \times B \quad (a \mapsto (a, 0)) \quad \text{and} \quad B \rightarrow A \times B \quad (b \mapsto (0, b)),$$

respectively. Note that this means $I$ is given on an object $\sum [x_i]$ by

$$I(\sum [x_i]) = (\sum_{x_i \in A} x_i, \sum_{x_i \in B} x_i),$$

and that $I$ maps the symmetry

$$\beta_{[a],[b]} : [a] + [b] \cong [b] + [a], \quad \text{for} \quad a \in A \quad \text{and} \quad b \in B,$$

to the identity on $(a, b)$ in $A \times B$. Since we have constructed the comparison map $I$ in $\text{PermCat}$, using its 2-categorical products and coproducts, it is necessarily a strict symmetric monoidal functor.

Recall from Proposition 14.4 that the direct sum is determined by the Gray tensor product $\boxtimes$ for 1-object 2-categories. For general 2-categories $X$ and $Y$, there is a 2-functor

$$i : X \boxtimes Y \rightarrow X \times Y$$

that is the identity on objects and is a biequivalence [Gur13a, Corollary 3.22]. The formulation above, together with (14.5), show that $\Sigma I$ is equal to the composite

$$\Sigma(A \oplus B) \cong (\Sigma A) \boxtimes (\Sigma B) \mapsto (\Sigma A) \times (\Sigma B) \cong \Sigma(A \times B).$$

Since this is a composite of two isomorphisms and a biequivalence, the entire composite is a biequivalence, and that implies that $I$ is an equivalence of categories. This verification completes the construction of the required strict symmetric monoidal equivalence $I : A \oplus B \rightarrow A \times B$.

We first prove the pseudonaturality of $I$ with respect to symmetric monoidal functors, and then the 2-naturality with respect to strict symmetric monoidal functors will follow immediately. Let $F : A \rightarrow \overline{A}$ and $G : B \rightarrow \overline{B}$
be symmetric monoidal functors. We will construct a monoidal natural isomorphism $\iota$ filling the square below.

\[
\begin{array}{ccc}
A \oplus B & \xrightarrow{I} & A \times B \\
\downarrow F \oplus G & \equiv & \downarrow F \times G \\
A \oplus B & \xrightarrow{F \oplus G} & A \times B
\end{array}
\]

We compute the values of $(F \times G) \circ I$ and $I \circ (F \oplus G)$ on an object $\Sigma [x_i]$ in $A \oplus B$. Recalling that

\[
I(\Sigma [x_i]) = (\sum_{x_i \in A} x_i, \sum_{x_i \in B} x_i),
\]

the top and right composite yields

\[
(F \times G) \circ I(\Sigma [x_i]) = (F(\sum_{x_i \in A} x_i), G(\sum_{x_i \in B} x_i))
\]

while the left and bottom composite yields

\[
I \circ (F \oplus G)(\Sigma [x_i]) = (\sum_{x_i \in A} F x_i, \sum_{x_i \in B} G x_i).
\]

Recall from Convention 2.4 that we write $F_2$ and $G_2$ for any composite of sums of monoidal constraints. We define the isomorphism $\iota: (F \times G) \circ I \cong I \circ (F \oplus G)$ to have as its component at $\Sigma [x_i]$ the morphism $(F_2^{-1}, G_2^{-1})$. These components satisfy the axioms for a monoidal transformation by the naturality of $F_2$ and $G_2$, the fact that these are symmetric monoidal functors, and the coherence theorem for monoidal functors [JS93]. Furthermore, they assemble to give a pseudonatural transformation by a straightforward application of the formula

\[
(F' \circ F)_2 = F'_2 \circ F'(F_2)
\]

defining the monoidal constraint for a composite of monoidal functors. Finally we note that if $F$ and $G$ are strict, then the isomorphism $\iota$ is an identity, verifying 2-naturality in that case. □

**Corollary 14.22.** Let $A$ and $B$ be permutative categories. Then $A \oplus B$, with its projections

\[
A \oplus B \xrightarrow{I} A \times B \rightarrow A \quad \text{and} \quad A \oplus B \xrightarrow{F} A \times B \rightarrow B,
\]

is a bicategorical product of $A$ and $B$ in $\text{PermCat}$.  

**Proof.** Bicategorical products are invariant under equivalence, and $I$ is an equivalence in $\text{PermCat}$. Since $A \times B$ is a 2-categorical product in $\text{PermCat}$, it is also a bicategorical product (Remark 2.15) and so $A \oplus B$ is as well. □

**Corollary 14.23.** Suppose $A$, $B$, and $C$ are permutative categories. The strict symmetric monoidal functor $I$ of Proposition 14.21 and the two projections induce an equivalence of categories

\[
N: \text{PermCat}(A, B \oplus C) \xrightarrow{\cong} \text{PermCat}(A, B) \times \text{PermCat}(A, C).
\]

Moreover, the following statements hold.
• \( N \) is 2-natural in \( A \) with respect to symmetric monoidal functors, and pseudonatural in \( B \) and \( C \) with respect to symmetric monoidal functors.

• \( N \) is 2-natural in \( B \) and \( C \) with respect to strict symmetric monoidal functors.

• \( N \) is strict symmetric monoidal with respect to the pointwise monoidal sums.

**Proof.** The only additional features to verify are the compatibility with the pointwise symmetric monoidal structures and the naturality statements. The strict symmetric monoidal functor \( I \) induces an equivalence of categories

\[
\text{PermCat}(A, B \oplus C) \xrightarrow{\sim} \text{PermCat}(A, B \times C)
\]

by post-composition. This is 2-natural in \( A \) with respect to all symmetric monoidal functors, but the naturality in \( B \) and \( C \) matches that of \( I \) as determined in Proposition 14.21. The product of permutative categories is a 2-categorical product with respect both strict symmetric monoidal functors and symmetric monoidal functors, giving a 2-natural isomorphism

\[
\text{PermCat}(A, B \times C) \xrightarrow{\cong} \text{PermCat}(A, B) \times \text{PermCat}(A, C).
\]

These are induced by the projections from \( B \times C \) onto \( B \) and \( C \) separately, and the projections are strict symmetric monoidal.

Now let \( F : Y \to \overline{Y} \) be any strict symmetric monoidal functor between permutative categories. It is routine to verify that post-composition with \( F \),

\[
F_* : \text{PermCat}(X, Y) \to \text{PermCat}(X, \overline{Y}),
\]

is itself a strict symmetric monoidal functor with respect to the pointwise structures on the source and target. Applying this fact to \( I \) and the two projections yields the desired conclusions. \( \Box \)

**Remark 14.25.** In general, there is no strict symmetric monoidal pseudo-inverse to \( I \). This means that \( B \oplus C \) is generally not equivalent to \( B \times C \) in \( \text{PermCat}_s \), and therefore that \([A, B \oplus C] \) is generally not equivalent to \([A, B] \times [A, C] \). We prove this in the case that \( A = B = C = S \), the monoidal unit from Notation 8.2.

Let \( u \), respectively \( v \), denote the image of the natural number \( 1 \in S \) in the left, respectively right, copy of \( S \) using the two canonical inclusions \( S \to S \oplus S \). Assume that \( I : S \oplus S \to S \times S \) admits a strict symmetric monoidal pseudo-inverse \( J : S \times S \to S \oplus S \), equipped with monoidal isomorphisms \( \varepsilon : JI \cong 1_{S \oplus S} \) and \( \eta : 1_{S \times S} \cong IJ \). Consider the isomorphism

\[
[S \oplus S, S \oplus S] \cong (S \oplus S) \times (S \oplus S),
\]

given by the 2-categorical coproduct property of \( \oplus \) (Corollary 14.20) and the fact that homming out of \( S \) is the underlying category functor (Remark 8.3), is computed by sending \( F : S \oplus S \to S \oplus S \) to the pair \((Fu, Fv)\). In particular it
sends the identity on $S \oplus S$ to the object $(u, v)$. This also implies that $\varepsilon: JI \cong 1$ is mapped, by (14.26), to an isomorphism of the form

$$(JIu, JIv) \cong (u, v),$$

where each factor above is a sum in $S \oplus S$ with only a single term.

A computation using the presentations of objects and morphisms in $S \oplus S$ (Remark 14.2) shows that both of the hom-sets

$$(S \oplus S)(JI u, u) \quad \text{and} \quad (S \oplus S)(JI v, v)$$

only contain the identity, so in particular we must have $JI u = u$ and $JI v = v$. Therefore, $\varepsilon$ is the identity transformation, since it is mapped to the identity via the isomorphism of categories (14.26).

We therefore have that $u = JI u = J(1, 0)$ and $v = JI v = J(0, 1)$. But in $S \times S$, the symmetry isomorphism $(1, 0)(0, 1) \cong (0, 1)(1, 0)$ is the identity, so if $J$ is strict symmetric monoidal we would then have

$$u + v = J(1, 0) + J(0, 1) = J(1, 1) = J(0, 1) + J(1, 0) = v + u$$

in $S \oplus S$. This is false, so there cannot be a strict symmetric monoidal pseudo-inverse to $I: S \oplus S \to S \times S$.

The following theorem collects the key results of this section.

**Theorem 14.27.** Let $A$ and $B$ be permutative categories.

i. $A \oplus B$, with its canonical inclusions (14.3)

$$A \to A \oplus B \quad \text{and} \quad B \to A \oplus B$$

is a bicategorical coproduct of $A$ and $B$ in $\mathcal{PermCat}$ and a 2-categorical coproduct of $A$ and $B$ in $\mathcal{PermCat}_s$.

ii. $A \oplus B$, with its projections

$$A \oplus B \overset{I}{\to} A \times B \to A \quad \text{and} \quad A \oplus B \overset{I}{\to} A \times B \to B,$$

is a bicategorical product of $A$ and $B$ in $\mathcal{PermCat}$.

iii. The comparison map

$$A \oplus B \to A \times B$$

is a strict symmetric monoidal equivalence, and therefore $\mathcal{PermCat}$ admits bicategorical direct sums.

**Proof.** The first statement appears as Corollary 14.20, the second as Corollary 14.22, and the third as Proposition 14.21.

The results of Theorem 14.27 and those of Section 5 show that the tensor product distributes over direct sums.

**Corollary 14.28.** Suppose $A$, $B$, and $C$ are permutative categories. There are adjoint equivalences

$$\partial^R_C: (A \otimes C) \oplus (B \otimes C) \overset{\cong}{\to} (A \oplus B) \otimes C : \partial^C_R \quad \text{and} \quad \partial^L_C: (C \otimes A) \oplus (C \otimes B) \overset{\cong}{\to} C \otimes (A \oplus B) : \partial^C_L$$
with the following properties.

- Each of $\partial^R$, $\tilde{\partial}^R$, $\partial^L$, and $\tilde{\partial}^L$ is 2-natural with respect to symmetric monoidal functors in $A$, $B$, and $C$.
- Each of $\partial^R$, $\tilde{\partial}^R$, $\partial^L$, and $\tilde{\partial}^L$ is strict symmetric monoidal.

**Proof.** We use the bicategorical Yoneda Lemma [Str96, JY21] as follows. Abbreviating $\mathcal{P}(-, -) = \text{PermCat}(-, -)$ and $[-, -] = \text{PermCat}_s(-, -)$, we have the following for each permutative category $D$:

$$
[(A \otimes C) \oplus (B \otimes C), D] \cong [A \otimes C, D] \times [B \otimes C, D] \quad 14.17
$$

Letting $D = (A \oplus B) \otimes C$, the identity map in the final step above corresponds to a strict symmetric monoidal functor $\partial^R_C$ as desired. A similar computation yields $\tilde{\partial}^L$. The reverse functors $\tilde{\partial}^R$ and $\tilde{\partial}^L$ are given in the final step of the Yoneda argument, by taking $D = (A \otimes C) \oplus (B \otimes C)$ and the identity in the first step.

Given symmetric monoidal functors $P : \overline{A} \to A$, $Q : \overline{B} \to B$, and $R : C \to \overline{C}$, note that the tensor product in Definition 4.7 results in strict symmetric monoidal functors. Also, recall that the sum of two strict monoidal functors in Proposition 14.6 will be strict monoidal. Therefore, each of the induced

$$(P \oplus Q) \otimes R, \ (P \otimes R) \oplus (Q \otimes R), \ R \otimes (P \oplus Q), \text{ and } (R \otimes P) \oplus (R \otimes Q)$$

is strict symmetric monoidal. Hence, 2-naturality of $\partial^R$, $\tilde{\partial}^R$, $\partial^L$, and $\tilde{\partial}^L$ follows from the 2-naturality of each equivalence and isomorphism above. □

**Remark 14.29.** The standard Yoneda argument as in Corollary 14.28 shows, more generally, that $\otimes$ distributes, via a strict symmetric monoidal equivalence, over small bicolimits in $\text{PermCat}$. Using that $\oplus$ is both a product and a coproduct, we can conclude the following corollary.

**Corollary 14.30.**

i. The 2-category $\text{PermCat}_s$ has the structure of a symmetric monoidal 2-category using $\oplus$.

ii. The 2-category $\text{PermCat}$ has the structure of a symmetric monoidal 2-category using $\oplus$, in two distinct ways.

**Proof.** For $\text{PermCat}_s$, first note that every category with coproducts is symmetric monoidal. Adding a $\text{Cat}$-enrichment to that statement yields a proof that every 2-category with 2-categorical coproducts is a $\text{Cat}$-enriched version of a symmetric monoidal category. (This is the symmetric version of what was
called a strongly monoidal 2-category in [Gur13b].) One then applies Corollary 14.20.

For \textit{PermCat}, the two distinct symmetric monoidal structures arise from the coproduct and product properties for \( \oplus \).

**As a coproduct:** We note that it is possible to use the data from the proof of the symmetric monoidal structure on \textit{PermCat} above. The axioms still hold, and the associativity and unit isomorphisms inherited from \textit{PermCat} are still 2-natural in all variables even when extended from strict symmetric monoidal functors to symmetric monoidal functors.

**As a product:** By Corollary 14.22, \( \oplus \) is a bicategorical product. This gives the structure of a symmetric monoidal bicategory by [CKWW07, Theorem 2.15].

**Remark 14.31.** The identity functor is a symmetric monoidal biequivalence between the two symmetric monoidal structures on \textit{PermCat} given above. The reader can prove this by writing out the explicit product-induced structure, which has associator given as the composite

\[
(A \oplus B) \oplus C \xrightarrow{(I \times 1) \circ I} (A \times B) \times C \equiv A \times (B \times C) \xrightarrow{(1 \oplus I') \circ I'} A \oplus (B \oplus C),
\]

where \( I' \) is a chosen pseudoinverse for \( I \) in \textit{PermCat}. This composite is isomorphic, but not equal, to the coproduct-induced associator for \( \oplus \), and such an isomorphism is the data needed to construct the modification \( \omega \) in Definition B.1.

---

**Appendix A. Symmetric Monoidal 2-Categories**

Below, we summarize the definition of symmetric monoidal bicategory, as given in [JY21, Section 12.1]. See [SP, Section 2] and [CG14, Section 2] for equivalent presentations. We list the data in Definition A.1 below. After that, we discuss several simplifications that occur in our application. This leads to a simplification in the symmetric monoidal bicategory axioms, and we give the simplified axioms at the end of this section.

**Definition A.1.** A symmetric monoidal 2-category consists of the following.

**Monoidal Data:**
- It has a 2-category \( B \).
- It has a tensor product pseudofunctor \( \otimes : B \times B \rightarrow B \), denoted by concatenation below.
- It has a unit object \( S \) determined by a pseudofunctor \( * : \rightarrow B \).
- It has an associativity pseudonatural equivalence with components \( \mathcal{A} : (XY)Z \xrightarrow{\simeq} X(YZ) \).
- It has unit pseudonatural equivalences with components
  \[
  \mathcal{L} : SX \xrightarrow{\simeq} X \quad \text{and} \quad \mathcal{R} : SX \xrightarrow{\simeq} X.
  \]
• It has invertible modifications $\pi, \mu, \lambda, \rho$ as follows.

\[
\begin{array}{ccc}
[XYZ]W & \xrightarrow{\alpha_1} & X([YZ]W) \\
\downarrow \pi & & \downarrow \pi \\
([XY]Z)W & \xrightarrow{\alpha} & X(YZW) \\
\downarrow 1 & & \downarrow 1 \lambda \\
(XY)(ZW) & & XY
\end{array}
\quad \quad \quad
\begin{array}{ccc}
\{XS\}Y & \xrightarrow{\alpha} & X(SY) \\
\downarrow \pi & & \downarrow \pi \alpha' \\
XY & \xrightarrow{1} & XY \\
\downarrow \rho & & \downarrow \rho \\
(YX)S & & (YS)
\end{array}
\]

**Braiding and Sylleptic Data:**

• It has a pseudonatural braid equivalence with components

\[
\mathcal{B}: XY \xrightarrow{\simeq} YX.
\]

• It has two invertible modifications, denoted $R_{-|-}$ and $R_{-|--}$, and

• an invertible modification $\nu$ as follows.

\[
\begin{array}{ccc}
(XY)Z & \xrightarrow{\beta_1} & Y(XZ) \\
\downarrow \beta & & \downarrow \beta \quad \quad \quad \quad \quad \\
(XYZ) & \xrightarrow{\beta} & Y(ZX) \\
\downarrow \beta' & & \downarrow \beta' \\
X(YZ) & \xrightarrow{1} & X(YZ) \\
\downarrow \beta' & & \downarrow \beta' \\
(YX)Z & \xrightarrow{1} & (YZ)X \\
\downarrow \beta' & & \downarrow \beta'
\end{array}
\quad \quad \quad
\begin{array}{ccc}
X(ZY) & \xrightarrow{\beta'} & (XZ)Y \\
\downarrow \beta' & & \downarrow \beta' \\
X(YZ) & \xrightarrow{1} & X(YZ) \\
\downarrow \beta' & & \downarrow \beta' \\
(YX)Z & \xrightarrow{1} & Z(XY) \\
\downarrow \beta' & & \downarrow \beta'
\end{array}
\]

These data satisfy three axioms for the monoidal structure, four axioms for the braided structure, two axioms for the sylleptic structure, and one final axiom for the symmetric structure.

In our application, $\otimes$ is a 2-functor and each of $\pi$, $\mu$, $\rho$, $R_{-|-}$, $R_{-|--}$, and $\nu$ is an identity (see Section 12). Thus, the relevant axioms simplify considerably. The only nontrivial data in the axioms is that of $\lambda$, together with the following mates with respect to the adjoint equivalence ($\alpha, \alpha'$).

• For the pentagonator $\pi$, the axioms use ten mates with respect to ($\alpha, \alpha'$), denoted $\pi_i$ for $1 \leq i \leq 10$. See [JY21, 12.1.4 and 12.5.1] for a complete description.

• For both hexagonators, $R_1$, $R^2$, and $R^3$ denote various mates with respect to ($\alpha, \alpha'$). See [JY21, 12.1.8 and 12.1.11] for a complete description.
Recall the unit and counit

\[ \eta = (\varepsilon')^{-1} : 1 \Rightarrow \mathcal{A}^* \mathcal{A} \quad \text{and} \quad \varepsilon : \mathcal{A}^* \Rightarrow 1 \]

from (11.5) and (11.4), respectively. Each of the mates above is obtained by a suitable pasting with one of the unit, counit, or their inverses. For example, \( \pi_3 \) at \( X, Y, W, Z \) is the following mate.

\[
\eta = (\varepsilon')^{-1} : 1 \Rightarrow \mathcal{A}^* \mathcal{A} \quad \text{and} \quad \varepsilon : \mathcal{A}^* \Rightarrow 1
\]

The other mates are similar. Since each mate involves only unit or counit components \( \eta \) and \( \varepsilon \), the proof of Theorem 12.4 uses the Coherence Theorem 7.12 for iterated tensor products to verify that the relevant pastings are equal.

Now we list the axioms for a symmetric monoidal bicategory, in the special case that

- \( B \) is a 2-category,
- \( \otimes \) is a 2-functor,
- each of \( \mathcal{A}, \mathcal{L}, \mathcal{R}, \mathcal{B} \) is 2-natural, and
- \( \pi, \mu, \rho, R_{\ldots}, R_{\ldots}, \) and \( \nu \) are all identities.

We mark diagram regions with \( = \), \( R = 1 \), \( \text{nat} \), etc., to indicate identities that follow from the above assumptions. Of the ten general axioms, two of the monoidal axioms are completely trivial (involving only \( \pi, \rho, \) and \( \mu \)), as is the symmetry axiom (involving only \( \nu \)). There are seven remaining axioms.

**Left Normalization Axiom**

\[
(A.3)
\]
(3,1)-Crossing Axiom

\[ \begin{array}{c}
\text{(A.4)} \\
\text{(A.5)}
\end{array} \]

(1,3)-Crossing Axiom

\[ \begin{array}{c}
\text{(A.5)}
\end{array} \]
APPENDIX B. SYMMETRIC MONOIDAL 2-FUNCTORS

In this section we give the definition of symmetric monoidal 2-functor
\[ H : (\mathcal{B}, \otimes) \rightarrow (\mathcal{C}, \otimes) \]
under the simplifying assumption that each of the monoidal products \( \otimes \) is 2-functorial. We refer the reader to [GPS95, McC00, SP] for further discussion of the general structures. Also see [Gur11, GO13] for an equivalent presentation and general coherence theorems.

**Definition B.1.** Suppose \((\mathcal{B}, \otimes)\) and \((\mathcal{C}, \otimes)\) are symmetric monoidal 2-categories. A symmetric monoidal 2-functor
\[ H : \mathcal{B} \rightarrow \mathcal{C} \]
consists of a 2-functor \( H \) together with the following data. We abbreviate the monoidal products as juxtaposition and we write \( H(X) = X \).

**Pseudonatural equivalences:**
- It has a monoidal constraint \( \Phi : X Y \rightarrow XY \).
- It has a unit constraint \( \Psi : S \rightarrow S \).

**Invertible modifications:**
- It has an associativity modification \( \omega \) with
- left and right unity modifications \( \gamma^L \) and \( \gamma^K \) as follows.

![Diagram of 2-functor](image-url)
• a symmetry modification $\gamma^B$ as follows.

These data satisfy two monoidal axioms [GPS95, (HTA1) and (HTA2), pp. 17–18], two braid axioms [McC00, (BHA1) and (BHA2), pp. 141–142], and one sylleptic axiom [McC00, (SHA1), p. 145].

We give the axioms for a symmetric monoidal 2-functor under the simplifying assumption that the monoidal products on its source and target are 2-functors. With this assumption, modifications denoted $\omega_1$ etc. do not require implicit uses of the pseudofunctoriality constraints $\otimes_2$ or $\otimes_0$ in order to have the sources and targets as indicated below. Moreover, 2-functoriality of $H = (\overline{\cdot})$ implies that we have, for example,

$$1_X = 1_{\overline{X}} \quad \text{and} \quad \overline{\cdot} \circ \overline{\cdot} = \overline{\cdot} \circ \overline{\cdot}$$

in the diagrams below.

In the axioms below, we denote the pseudonaturality constraints of $\mathcal{A}$ and $\Phi$ with subscripts such as $\mathcal{A}_{1, \Phi, 1}$ or $\Phi_{\beta, 1}$. These constraints will be identities in our application, but we include these, and other data, for completeness. We will also need the following two mates associated to the data above.

The five axioms for a symmetric monoidal 2-functor

$$H: (B, \otimes) \longrightarrow (C, \otimes),$$

in which both monoidal products $\otimes$ are 2-functorial, are as follows.
Monoidal Axiom
(B.3)

Middle Unity Axiom
(B.4)

Left Braid Axiom
(B.5)
Right Braid Axiom

\[ (B.6) \]

Sylleptic Axiom

\[ (B.7) \]
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