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Abstract

In this paper, we introduce an extension of a Brownian bridge with a random length by including uncertainty also in the pinning level of the bridge. The main result of this work is that unlike for deterministic pinning point, the bridge process fails to be Markovian if the pinning point distribution is absolutely continuous with respect to the Lebesgue measure. Further results include the derivation of formulae to calculate the conditional expectation of various functions of the random pinning time, the random pinning location, and the future value of the Brownian bridge, given an observation of the underlying process. For the specific case that the pinning point has a two-point distribution, we state further properties of the Brownian bridge, e.g., the right continuity of its natural filtration and its semi-martingale decomposition. The newly introduced process can be used to model the flow of information about the behaviour of a gas storage contract holder; concerning whether to inject or withdraw gas at some random future time.
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1 Introduction

A stochastic process, obtained by conditioning a known process to start from an initial point at time zero and to arrive at a fixed point in the state space at a deterministic future time \( r > 0 \), is called a bridge with deterministic length \( r \) and pinning point \( z \) associated with the given process. Many interesting examples are known. We mention, the Brownian, Gamma, Gaussian, Lévy, and Markov bridges, see [15], [19], [20], [21] and [23]. Particularly, the Brownian bridge with deterministic length and pinning point plays a key role in many areas of statistics and probability theory and has become a well-known powerful tool in a variety of applications, for example, it appears as the large population limit of the cumulative sum process, when sampling randomly without replacement from a finite population, see [25]. Moreover, it comes out in the limit for the normalized difference between a given distribution and its empirical law. It also plays a crucial role in the Kolmogorov-Smirnov test. Furthermore, it has many applications in finance, see, e.g., [2], [24], [7] and [14].

Using pathwise representations of the bridges with deterministic length, Bedini et al. [4] and Erraoui et al. see, [18] and [16], recently introduced bridges with random length by substituting the
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deterministic length \( r \) in the explicit expression of the bridge with the values of a random time \( \tau \). Bridges with random length associated with Lévy processes have been studied by Erraoui et al. by reference to their finite-dimensional distributions, see [17]. Moreover, in [4] the authors consider a new approach to credit risk, in which the information about the default time of a financial company, i.e. the time of bankruptcy, is modelled, using a Brownian bridge starting from zero and conditioned to vanish when the default occurs. The extension [18] of [4] presents bridges of random length associated with Gaussian processes. For studies of the gamma bridge with random length, see [16].

More recent works have introduced uncertainty in the pinning level of the bridge. For example, in the modelling framework for accumulation processes presented in [10] the aggregate claims process takes the form of a gamma bridge with random pinning point. Moreover, in [13] the authors considered the problem of optimal stopping of a Brownian bridge with an unknown pinning point.

The Markov property of the Brownian bridge with respect to its natural filtration was proven for random length and deterministic pinning point, as well as for deterministic length and random pinning point, in [4] and [23], respectively.

In the current article we allow for uncertainty in both pinning level and time level of the Brownian bridge, and we call this process a "Brownian bridge with random length and pinning point". For a strictly random time \( \tau \) and a random variable \( Z \), the Brownian bridge \( \zeta = (\zeta_t, t \geq 0) \) with random length \( \tau \) and pinning point \( Z \) is defined by:

\[
\zeta_t = W_{t \wedge \tau} - \frac{t \wedge \tau}{\tau} W_\tau + \frac{t \wedge \tau}{\tau} Z, \quad t \geq 0, \tag{1.1}
\]

where \( W = (W_t, t \geq 0) \) is a Brownian motion and \( W, \tau \) and \( Z \) are independent. The main result of this paper is that the Markov property of the Brownian bridge with random length and pinning point depends on the nature of its pinning point in the following sense: If the probability distribution of its pinning point is discrete, the Brownian bridge possesses the Markov property. Otherwise, if the law of its pinning point is absolutely continuous with respect to the Lebesgue measure, the Brownian bridge fails to be Markovian. Further results include the derivation of formulae to calculate the conditional expectation of various functions of the random pinning time, the random pinning location, and the future value of the Brownian bridge, given an observation of the underlying process.

As an application, we suggest an information-based approach to gas storage valuation, where the flow of information that motivates the holder of a gas storage contract to act at time \( \tau \) by injecting or withdrawing gas, is modelled explicitly through the natural completed filtration \( \mathbb{F}_\xi \) generated by an underlying information process \( \xi = (\xi_t, t \geq 0) \). In our model this process is defined to be the Brownian bridge with random length pinned at a two-point random variable, that is, \( \xi \) takes the form:

\[
\xi_t = W_{t \wedge \tau} - \frac{t \wedge \tau}{\tau} W_\tau + \frac{t \wedge \tau}{\tau} \left( z_1 \mathbb{I}_{\{X=0\}} + z_2 \mathbb{I}_{\{X=1\}} \right), \quad t \geq 0, \tag{1.2}
\]

where \( X \) follows the Bernoulli distribution. The intuitive idea here is that the holder of the gas storage contract chooses to do nothing while the Brownian bridge information process is away from the boundaries \( z_1 \) and \( z_2 \), alternatively that the holder decides to act (inject or withdraw) when the Brownian bridge absorbs at \( z_1 \) or \( z_2 \). This raises the question whether actions (injecting or withdrawal) can be foreseen by observing the evolution of the Brownian bridge information process.
Answering this question relies on the theoretical properties of this process, such as, the Markov property, the right continuity of its natural filtration and its semi-martingale decomposition. For a deeper discussion of gas storage valuation we refer the reader to [6], [12] and [11].

The remainder of this article is structured as follows. In section 2 we provide preliminary facts that are used throughout the paper. In section 3 we define the Brownian bridge $\zeta$ with both random length $\tau$ and pinning point $Z$. Then we analyse the conditions under which the Markov property of $\zeta$, with respect to its natural filtration $\mathcal{F}_\zeta$, holds. We prove that for a pinning point with discrete distribution, $\zeta$ is an $\mathcal{F}_\zeta$-Markov process, whereas for a pinning point, the law of which is absolutely continuous with respect to the Lebesgue measure, the process $\zeta$ cannot be an $\mathcal{F}_\zeta$-Markov process. Section 4 deals with the case, where the pinning point is two-point distributed. We show that the random length $\tau$ is an $\mathcal{F}_{\xi,c}$-stopping time, where $\mathcal{F}_{\xi,c}$ is the completed natural filtration of $\xi$. In addition to that, we prove that $\mathcal{F}_{\xi,c}$ satisfies the usual conditions of right-continuity and completeness. Finally, we derive the semi-martingale decomposition of $\xi$.

The following notation will be used throughout the paper: For a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$, $\mathcal{N}_0$ denotes the collection of $\mathbb{P}$-null sets. If $\theta$ is a random variable, then $\mathbb{P}_\theta$ and $F_\theta$ are its law and its distribution function under $\mathbb{P}$, respectively. $C(\mathbb{R}_+, \mathbb{R})$ denotes the canonical space, that is the space of continuous real-valued functions defined on $\mathbb{R}_+$, $\mathcal{C}$ the $\sigma$-algebra generated by the canonical process. If $E$ is a topological space, then the Borel $\sigma$-algebra over $E$ will be denoted by $\mathcal{B}(E)$. The characteristic function of a set $A$ is written $I_A$. The symmetric difference of two sets $A$ and $B$ is denoted by $A \Delta B$. $p(t, x, y)$, $x, y \in \mathbb{R}$, $t \in \mathbb{R}_+$, denotes the Gaussian density function with variance $t$ and mean $y$, if $y = 0$, for simplicity of notation we write $p(t, x)$ rather than $p(t, x, 0)$. $\text{Cov}(Y_s, Y_t)$, $s, t \in \mathbb{R}_+$ is the covariance function associated with the process $Y$.

Finally for any process $Y = (Y_t, t \geq 0)$ on $(\Omega, \mathcal{F}, \mathbb{P})$, we define by:

(i) $\mathcal{F}_Y = \left( \mathcal{F}_t^Y := \sigma(Y_s, s \leq t), \ t \geq 0 \right)$ the natural filtration of the process $Y$.

(ii) $\mathcal{F}_{Y,c} = \left( \mathcal{F}_t^{Y,c} := \mathcal{F}_t^Y \vee \mathcal{N}_P, \ t \geq 0 \right)$ the completed natural filtration of the process $Y$.

(iii) $\mathcal{F}_{+}^{Y,c} = \left( \mathcal{F}_{t+}^{Y,c} := \bigcap_{s \geq t} \mathcal{F}_s^{Y,c} = \mathcal{F}_t^Y \vee \mathcal{N}_P, \ t \geq 0 \right)$ the smallest filtration containing $\mathcal{F}_Y$ and satisfying the usual hypotheses of right-continuity and completeness.

2 Preliminaries

We start by recalling some basic results on Brownian bridges and properties of conditional expectations that will be used in the sequel.

2.1 Brownian Bridge Processes

The Brownian bridge is a fundamental process in statistics and probability theory. This section summarizes a few well-known results about the extended Brownian bridge (a Brownian bridge defined for $t \in \mathbb{R}_+$).
**Definition 2.1.** Given a strictly positive real number $r$, a real number $z$ and a Brownian motion $W$, the process $\zeta_{r,z}^{r} : \Omega \to C(\mathbb{R}_+, \mathbb{R})$, defined by

$$
\zeta_{r,z}^{r}(\omega) := W_{t \wedge r}(\omega) - \frac{t \wedge r}{r} W_{r}(\omega) + \frac{t \wedge r}{r} z, \quad t \geq 0, \quad \omega \in \Omega,
$$

is called Brownian bridge with deterministic length $r$ and pinning point $z$ associated to $W$.

**Remark 2.2.** The process $\zeta_{r,z}^{r}$ is the Brownian bridge, which is identically equal to $z$ on the time interval $[r, \infty[$. The process $\zeta_{r,z}^{r}$ is in fact a function of the variables $(r, t, z, \omega)$ and for technical reasons, it is convenient to have some joint measurability properties. Since the map $(r, t, z, \omega) \mapsto \zeta_{r,z}^{r}(\omega)$ is continuous for all $\omega \in \Omega$, the map $(r, t, z, \omega) \mapsto \zeta_{r,z}^{r}(\omega)$ of $((0, +\infty) \times \mathbb{R}_+ \times \mathbb{R} \times \Omega, \mathcal{B}(0, +\infty) \otimes \mathcal{F}(\mathbb{R}_+) \otimes \mathcal{B}(\mathbb{R}) \otimes \mathcal{F})$ into $(\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+))$ is measurable. In particular, the $t$-section of $(r, t, z, \omega) \mapsto \zeta_{r,z}^{r}(\omega)$: $(r, z, \omega) \mapsto \zeta_{r,z}^{r}(\omega)$ is measurable with respect to the $\sigma$-algebra $\mathcal{B}(0, +\infty) \otimes \mathcal{B}(\mathbb{R}) \otimes \mathcal{F}$, for all $t \geq 0$.

The next proposition lists some useful properties of the process $\zeta_{r,z}^{r}$.

**Proposition 2.3.** The process $\zeta_{r,z}^{r}$ is a Gaussian process. Moreover, it satisfies the following properties:

(i) For all $0 < t < r$, the random variable $\zeta_{t,z}^{r}$ is non-degenerate and its density function is given by:

$$
\varphi_{\zeta_{t,z}^{r}}(x) = \frac{t(r-t)}{r} \cdot p\left(\frac{r-t}{r} x, \frac{t}{r} z\right). \tag{2.2}
$$

(ii) Let $n$ be an integer greater than 1 and $0 < t_1 < t_2 < \ldots < t_n < r$, then the Gaussian vector $(\zeta_{t_1,z}^{r}, \ldots, \zeta_{t_n,z}^{r})$ has an absolutely continuous density with respect to Lebesgue measure on $\mathbb{R}^n$. Moreover, its density function is given by

$$
\varphi_{\zeta_{t_1,z}^{r},\ldots,\zeta_{t_n,z}^{r}}(x_1, \ldots, x_n) = \frac{p(r-t_n, z-x_n)}{p(r, z)} \prod_{i=1}^{n} p(t_i-t_{i-1}, x_i-x_{i-1}). \tag{2.3}
$$

for every $(x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$, with the understanding that $x_0 = t_0 = 0$.

(iii) The process $\zeta_{r,z}^{r}$ is a Markov process with respect to its completed natural filtration. Moreover, for all $0 < t < u < r$, its transition density is given by:

$$
\mathbb{P}(\zeta_{u,z}^{r} \in dy | \zeta_{t,z}^{r} = x) = \frac{p(r-u, z-y)p(u-t, y-x)}{p(r-t, z-x)} dy. \tag{2.4}
$$

An equivalent formulation of (2.4) is

$$
\mathbb{P}(\zeta_{u,z}^{r} \in dy | \zeta_{t,z}^{r} = x) = \frac{p(r-u, z-y)p(u-t, y-x)}{p(r-t, z-x)} dy \tag{2.5}
$$

(iv) The process $\zeta_{r,z}^{r}$ satisfies the following equation

$$
\zeta_{t,z}^{r} = b_{t}^{r,z} + \int_{0}^{t} \frac{z - \zeta_{s,z}^{r}}{r - s} \, I_{\{s < r\}} ds, \tag{2.6}
$$

where $(b_{t}^{r,z}, t \geq 0)$ is an $\mathbb{F}^{r,z}$-Brownian motion stopped at $r$.\vspace{1.0em}
Proof. (i) The proof of the statement (i) is straightforward.

(ii) For any bounded functional $F$ we have

$$
\mathbb{E}[F(W_t, t \leq r) | W_r = z] = \mathbb{E}[F(\zeta^{r,z}_t, t \leq r)].
$$

(2.7)

Using (2.7) together with the fact that

$$
\mathbb{P}(W_{t_1} \in dx_1, \ldots, W_{t_n} \in dx_n) = \prod_{i=1}^{n} [p(t_i - t_{i-1}, x_i - x_{i-1})dx_i],
$$

(2.8)

for every $0 < t_1 < t_2 < \ldots < t_n$ and $(x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$, we obtain that

$$
\mathbb{P}(\zeta^{r,z}_{t_1} \in dx_1, \ldots, \zeta^{r,z}_{t_n} \in dx_n) = \mathbb{P}(W_{t_1} \in dx_1, \ldots, W_{t_n} \in dx_n | W_r = z)
$$

$$
= \frac{p(r - t_n, z - x_n)}{p(r, z)} \prod_{i=1}^{n} [p(t_i - t_{i-1}, x_i - x_{i-1})dx_i].
$$

(iii) We only need to show that for every $0 < t_1 < t_2 < \ldots < t_n < u < r$ and $(x_1, x_2, \ldots, x_n, y) \in \mathbb{R}^{n+1},$

$$
\mathbb{P}(\zeta^{r,z}_u \in dy | \zeta^{r,z}_{t_1} = x_1, \ldots, \zeta^{r,z}_{t_n} = x_n) = \mathbb{P}(\zeta^{r,z}_u \in dy | \zeta^{r,z}_{t_n} = x_n).
$$

(2.9)

By using the statement (ii) we have,

$$
\mathbb{P}(\zeta^{r,z}_u \in dy | \zeta^{r,z}_{t_1} = x_1, \ldots, \zeta^{r,z}_{t_n} = x_n) = \frac{\varphi^{r,z}_{t_1, \ldots, t_n, u}(x_1, \ldots, x_n, y)}{\varphi^{r,z}_{t_1, \ldots, t_n, u}(x_1, \ldots, x_n)} dy
$$

$$
= \frac{p(r - u, z - y)p(u - t_n, y - x_n)}{p(r - t_n, z - x_n)} dy
$$

$$
= \mathbb{P}(\zeta^{r,z}_u \in dy | \zeta^{r,z}_{t_n} = x_n).
$$

(2.10)

Then $\zeta^{r,z}$ is a Markov process with transition law given by (2.4). The proof is completed by showing the formula (2.5), which is an immediate consequence of the fact that

$$
(\zeta^{r,z}_u | \zeta^{r,z}_t = x) \overset{law}{=} (W_u | W_t = x, W_r = z)
$$

and the result of conditioning Brownian motion at time $u$ on the knowledge of its value at both an earlier and later time that is given by

$$
(W_u | W_t = x, W_r = z) \overset{law}{=} \mathcal{N}\left(\frac{r - u}{r - t} x + \frac{u - t}{r - t} z, \frac{r - u}{r - t} \sigma^2\right)
$$

where $t < u < r$ and $\mathcal{N}(\mu, \sigma^2)$ is the normal distribution with expectation $\mu$ and variance $\sigma^2$. 
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(iv) From Corollary 4.1 in [1], the process \( \zeta_{r,z}^t \) satisfies the following equation
\[
\zeta_{r,z}^t = B_{r,z}^t + \int_0^t \frac{z - \zeta_{r,z}^s}{r - s} ds, \quad t \in [0, r],
\]
where \((B_{r,z}^t, t \in [0, r])\) is an \( \mathbb{F}_{r,z} \)-Brownian motion. Since \( \zeta_{r,z}^t \wedge r = \zeta_{r,z}^t \), the formula (2.11) shows that
\[
\zeta_{r,z}^t = b_{r,z}^t + \int_0^t \frac{z - \zeta_{r,z}^s}{r - s} \mathbb{1}_{s < r} ds,
\]
where \((b_{r,z}^t, t \geq 0)\) is an \( \mathbb{F}_{r,z} \)-Brownian motion stopped at \( r \).

\[\square\]

2.2 Conditional Law

In this part, we recall some important results on conditional probabilities which will be used later.

**Lemma 2.4.** Let \( U, V \) and \( S \) be three random variables. The conditional law of \((U, V)\) given \( S \) can be expressed as follows
\[
\mathbb{P}(U,V|S=s)(du, dv) = \mathbb{P}(U|V=v,S=s)(du)\mathbb{P}(V|S=s)(dv).
\]

**Proof.** Our proof starts with the observation that the law of triple of random variables \((U,V,S)\) can be found by two methods
\[
\mathbb{P}(U,V,S)(du, dv, ds) = \mathbb{P}(U,V|S=s)(du, dv)\mathbb{P}(S)(ds).
\]
\[
\mathbb{P}(U,V,S)(du, dv, ds) = \mathbb{P}(U|V=v,S=s)(du)\mathbb{P}(V|S=s)(dv, ds)
= \mathbb{P}(U|V=v,S=s)(du)\mathbb{P}(V|S=s)(dv)\mathbb{P}(S)(ds).
\]

The proof is an immediate consequence of the two formulas (2.13) and (2.14). \[\square\]

**Lemma 2.5** (Bayes formula). Let \( \theta \) be a random variable on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and \( \mathcal{G} \subset \mathcal{F} \) be a \( \sigma \)-algebra. Suppose that for any \( B \in \mathcal{G} \), the conditional probability \( \mathbb{P}(B|\theta = a) \) is regular and admits the representation
\[
\mathbb{P}(B|\theta = a) = \int_B \rho(\omega, a)\mu(d\omega)
\]
where \( \rho \) is non-negative and measurable in the two variables jointly, and \( \mu \) is a \( \sigma \)-finite measure on \((\Omega, \mathcal{G})\). Then for every bounded measurable function \( g \), we have
\[
\mathbb{E}[g(\theta)|\mathcal{G}](\omega) = \int_\mathbb{R} \frac{g(a)\rho(\omega, a)\mathbb{P}_\theta(da)}{\int_\mathbb{R} \rho(\omega, a)\mathbb{P}_\theta(da)}. \tag{2.15}
\]

**Proof.** See, [26], pp. 272-274 \[\square\]
Remark 2.6. Let $n$ be an integer greater than or equal to 1 and $X$ be a random variable defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with values in $(\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n))$. Suppose that

$$\mathbb{P}(X \in A | \theta = a) = \int_A q(x, a) \mu(dx), \quad A \in \mathcal{B}(\mathbb{R}^n),$$

where $q$ is a non-negative function, measurable with respect to both variables jointly, and $\mu$ is a $\sigma$-finite measure on $(\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n))$. Then we obtain

$$\mathbb{E}[g(\theta) | X = x] = \frac{\int_{\mathbb{R}} g(a)q(x, a)\mathbb{P}_\theta(da)}{\int_{\mathbb{R}} q(x, a)\mathbb{P}_\theta(da)}. \quad (2.16)$$

3 Brownian Bridges with Random Length and Pinning Point

In this section, we define a new process $(\zeta_t, t \geq 0)$, which generalizes the Brownian bridge in the sense that the time $r$, at which the bridge is pinned, and the pinned value $z$ of the bridge are substituted by a random time $\tau$ and a random variable $Z$, respectively. The aim of this section is to analyse the Markov property of $(\zeta_t, t \geq 0)$ with respect to its natural filtration.

**Definition 3.1.** Let $\tau : (\Omega, \mathcal{F}, \mathbb{P}) \mapsto (0, +\infty)$ be a strictly positive random time, $Z : (\Omega, \mathcal{F}, \mathbb{P}) \mapsto \mathbb{R}$ be a random variable and $W$ be a Brownian motion. The Brownian bridge with length $\tau$ and pinning point $Z$ associated to $W$, is defined by

$$\zeta_t(\omega) := \zeta_{r,z}^\tau(\omega) |_{z = Z(\omega)}, \quad (t, \omega) \in \mathbb{R}_+ \times \Omega.$$  

Combining the previous equality with (2.1) reveals that $\zeta$ takes the form

$$\zeta_t(\omega) = W_{t, \tau(\omega)}(\omega) - \frac{t \wedge \tau(\omega)}{\tau(\omega)} W_{\tau(\omega)}(\omega) + \frac{t \wedge \tau(\omega)}{\tau(\omega)} Z(\omega), \quad t \geq 0, \ \omega \in \Omega. \quad (3.1)$$

The process $\zeta$ is obtained by composition of the maps $(r, t, z, \omega) \mapsto \zeta_{r,z}^\tau(\omega)$ and $(t, \omega) \mapsto (t, Z(\omega), \omega)$. According to Remark 2.2, it is not hard to verify that the map $\zeta$ from $(\Omega, \mathcal{F})$ into $(C(\mathbb{R}_+, \mathbb{R}), \mathcal{C})$ is measurable.

**Remark 3.2.** Recall that the Brownian bridge with random length $\tau$ and deterministic pinning point $z$ associated to $W$, is defined by

$$\zeta_{r,z}^\tau(\omega) = W_{t \wedge \tau(\omega)}(\omega) - \frac{t \wedge \tau(\omega)}{\tau(\omega)} W_{\tau(\omega)}(\omega) + \frac{t \wedge \tau(\omega)}{\tau(\omega)} z, \quad t \geq 0, \ \omega \in \Omega. \quad (3.2)$$

Analogously, the Brownian bridge with deterministic length $r$ and random pinning point $Z$ associated to $W$, is defined by

$$\zeta_{r,Z}^t(\omega) = W_{t \wedge r}(\omega) - \frac{t \wedge r}{r} W_{r}(\omega) + \frac{t \wedge r}{r} Z(\omega), \quad t \geq 0, \ \omega \in \Omega. \quad (3.3)$$

For a deeper discussion of the properties of these processes, we refer the reader to [4], [17], [18], [13] and [23].
The following natural assumption will be needed throughout the paper:

**Assumption 3.1.** For any Brownian bridge $\zeta$ with length $\tau$ and pinning point $Z$ associated to a Brownian motion $W$, we assume that $\tau$, $Z$ and $W$ are independent.

**Remark 3.3.** Under the above assumption, it is easy to see that, on the canonical space, for any Brownian bridge $\zeta$ with length $\tau$ and pinning point $Z$, we have

$$P_{\zeta|\tau=\tau, Z=z} = P_{\zeta|\tau, Z} = P_{\zeta|\tau, z} \text{ and } P_{\zeta|\tau=r} = P_{\zeta|\tau} \quad (3.4)$$

If the random variable $Z$ is discrete, then we denote its state space by $\Delta = \{z_1, z_2, \ldots \} \subset \mathbb{R}$ and by $p_i$ the probability that the random variable $Z$ takes the value $z_i$. However, if the law of $Z$ is absolutely continuous with respect to the Lebesgue measure, we reserve the notation $f$ to represent its density.

**Proposition 3.4.** Let $\zeta$ be the Brownian bridge with length $\tau$ and pinning point $Z$, we have the following properties:

(i) The process $(\mathbb{I}_{\{\tau \leq t\}}, t > 0)$ is a modification of the process $(\mathbb{I}_{\{\zeta = t\}}, t > 0)$ under the probability measure $P$.

(ii) If $Z$ is a discrete random variable, then for all $t > 0$, the event $\{\tau \leq t\} \in \sigma(\zeta) \lor \mathcal{N}_p$.

(iii) If the law of $Z$ is absolutely continuous with respect to the Lebesgue measure, then there exist times $t > 0$ such that $\{\tau \leq t\} \notin \sigma(\zeta) \lor \mathcal{N}_p$.

**Proof.** (i) It suffices to show that, for all $t > 0$, we have $P(\{\zeta = Z\} \triangle \{\tau \leq t\}) = 0$. First we have from the definition of $\zeta$ that $\zeta_t = Z$ for $\tau \leq t$. Then $\{\tau \leq t\} \subseteq \{\zeta_t = Z\}$. On the other hand, using the formula of total probability and (3.4), we obtain

$$P(\zeta_t = Z, t < \tau) = \int_{\mathbb{R}} \int_0^{+\infty} P(\zeta_t = Z, t < \tau|\tau = r, Z = z) P_r(dr) P_z(dz)$$

$$= \int_{\mathbb{R}} \int_0^{+\infty} P(\zeta_t r = z) P_r(dr) P_z(dz)$$

$$= 0,$$
where in the latter equality we have used only the fact that, for all $0 < t < r$, the random variable $\zeta_{t}^{r,z}$ is absolutely continuous with respect to Lebesgue measure.

(ii) We start with the observation that for any $t > 0$, the event $\{\zeta_{t} = Z\}$ splits up disjointly into

\[ \{\zeta_{t} = Z\} = \bigcup_{i=1}^{\infty} \left( \{\zeta_{t} = z_i\} \cap \{Z = z_i\} \right), \tag{3.5} \]

an equivalent formulation of (3.5) is

\[ \mathbb{I}_{\{\zeta_{t} = Z\}} = \sum_{i=1}^{\infty} \mathbb{I}_{\{\zeta_{t} = z_i\}} \mathbb{I}_{\{Z = z_i\}}. \tag{3.6} \]

On the other hand we have, for all $i$,

\[
\mathbb{E}[\mathbb{I}_{\{\zeta_{t} = z_i\}} \mathbb{I}_{\{Z \neq z_i\}}] = \int_{\mathbb{R}} \int_{0}^{+\infty} \mathbb{P}(\zeta_{t} = z_i, Z \neq z_i | \tau = r, Z = z) \mathbb{P}_{r}(dr) \mathbb{P}_{Z}(dz) \\
= \int_{\mathbb{R}} \int_{0}^{+\infty} \mathbb{P}(\zeta_{t}^{r,z} = z_i, Z \neq z_i) \mathbb{P}_{r}(dr) \mathbb{P}_{Z}(dz) \\
= \sum_{j \neq i} \int_{0}^{+\infty} \mathbb{P}(\zeta_{t}^{r,z_j} = z_i) \mathbb{P}_{r}(dr) p_{j} \\
= F_{r}(t) \sum_{j \neq i} \mathbb{I}_{\{z_j = z_i\}} p_{j} + \sum_{j \neq i} \int_{t}^{+\infty} \mathbb{P}(\zeta_{t}^{r,z_j} = z_i) \mathbb{P}_{r}(dr) p_{j} \\
= 0. \tag{3.7}
\]

Inserting (3.7) into the formula (3.6) we obtain, $\mathbb{P}$-a.s.,

\[ \mathbb{I}_{\{\zeta_{t} = Z\}} = \sum_{i=1}^{\infty} \mathbb{I}_{\{\zeta_{t} = z_i\}}, \tag{3.8} \]

using the fact that the process $(\mathbb{I}_{\{\tau \leq t\}}, t > 0)$ is a modification of the process $(\mathbb{I}_{\{\zeta_{t} = Z\}}, t > 0)$ under the probability measure $\mathbb{P}$, we have for all $t > 0$, $\mathbb{P}$-a.s.,

\[ \mathbb{I}_{\{\tau \leq t\}} = \sum_{i=1}^{\infty} \mathbb{I}_{\{\zeta_{t} = z_i\}}, \tag{3.9} \]

which implies that for all $t > 0$, we have $\{\tau \leq t\} \in \sigma(\zeta_{t}) \lor \mathcal{N}_{\mathbb{P}}$.

(iii) The desired assertion will be proved once we prove that there exist times $t > 0$ such that $\mathbb{E}[\mathbb{I}_{\{\tau \leq t\}} | \zeta_{t}] \neq \mathbb{I}_{\{\tau \leq t\}}$. In order to prove that we must determine the law of $\tau$ given $\zeta_{t}$. Due to (3.4), we have for $B \in \mathcal{B}(\mathbb{R})$ and $t > 0$,

\[
\mathbb{P}(\zeta_{t} \in B | \tau = r) = \mathbb{P}(\zeta_{t}^{r,z} \in B) \\
= \mathbb{P}(Z \in B)\mathbb{I}_{\{r \leq t\}} + \int_{\mathbb{R}} \mathbb{P}(\zeta_{t}^{r,z} \in B) f(z) dz \mathbb{I}_{\{t < r\}} \\
= \int_{B} f(x) dx \mathbb{I}_{\{r \leq t\}} + \int_{\mathbb{R}} \int_{\mathbb{R}} q_{r}(z) f(z) dz \mathbb{I}_{\{t < r\}} \\
= \int_{B} \varphi_{\zeta_{t}}(r, x) dx, \tag{3.10}
\]
where
\[ q_t(r, x) = f(x)\mathbb{1}_{\{r \leq t\}} + \int_{\mathbb{R}} \varphi_{\zeta_t}^r(x) f(z) \mathbb{1}_{\{z \leq t\}} \mathrm{d}z. \]

From Remark 2.6 it follows that for all bounded measurable functions \( g \) we have, \( \mathbb{P} \)-a.s.,
\[
\mathbb{E}[g(\tau)|\zeta_t] = \frac{\int_0^{+\infty} g(r)q_t(r, \zeta_t)\mathbb{P}_\tau\mathrm{d}r}{\int_0^{+\infty} q_t(r, \zeta_t)\mathbb{P}_\tau\mathrm{d}r} = \frac{f(\zeta_t)\int_0^t g(r)\mathbb{P}_\tau\mathrm{d}r + \int_t^{+\infty} g(r)\int_{\mathbb{R}} \varphi_{\zeta_t}^r(\zeta_t) f(z) \mathbb{d}z \mathbb{P}_\tau\mathrm{d}r}{f(\zeta_t)F_\tau(t) + \int_t^{+\infty} \int_{\mathbb{R}} \varphi_{\zeta_t}^r(\zeta_t) f(z) \mathbb{d}z \mathbb{P}_\tau\mathrm{d}r}. \tag{3.10}
\]

Consequently, we have, \( \mathbb{P} \)-a.s.,
\[
\mathbb{E}[\mathbb{1}_{\{\tau \leq t\}}|\zeta_t] = \frac{f(\zeta_t)F_\tau(t)}{f(\zeta_t)F_\tau(t) + \int_t^{+\infty} \int_{\mathbb{R}} \varphi_{\zeta_t}^r(\zeta_t) f(z) \mathbb{d}z \mathbb{P}_\tau\mathrm{d}r},
\]
hence for \( t > 0 \) such that \( 0 < \mathbb{P}(\tau > t) < 1 \), we have, \( \mathbb{P} \)-a.s.,
\[
\int_t^{+\infty} \int_{\mathbb{R}} \varphi_{\zeta_t}^r(\zeta_t) f(z) \mathbb{d}z \mathbb{P}_\tau\mathrm{d}r \neq 0.
\]

Then there exist certain \( t > 0 \), such that, \( \mathbb{P} \)-a.s., \( \mathbb{E}[\mathbb{1}_{\{\tau \leq t\}}|\zeta_t] \neq \mathbb{1}_{\{\tau \leq t\}} \), which ends the proof.

\[ \square \]

**Proposition 3.5.** Let \( t > 0 \) and \( g \) be a measurable function on \( (0, \infty) \times \mathbb{R} \) such that \( g(\tau, Z) \) is integrable.

(i) If the law of the pinning point \( Z \) is absolutely continuous with respect to the Lebesgue measure. Then, \( \mathbb{P} \)-a.s.,
\[
\mathbb{E}[g(\tau, Z)|\zeta_t] = \frac{f(\zeta_t)\int_0^t g(r, \zeta_t)\mathbb{P}_\tau\mathrm{d}r + \int_t^{+\infty} \int_{\mathbb{R}} g(r, z) \varphi_{\zeta_t}^r(\zeta_t) f(z) \mathbb{d}z \mathbb{P}_\tau\mathrm{d}r}{f(\zeta_t)F_\tau(t) + \int_t^{+\infty} \int_{\mathbb{R}} \varphi_{\zeta_t}^r(\zeta_t) f(z) \mathbb{d}z \mathbb{P}_\tau\mathrm{d}r}. \tag{3.11}
\]

(ii) If the pinning point \( Z \) has a discrete distribution. Then, \( \mathbb{P} \)-a.s.,
\[
\mathbb{E}[g(\tau, Z)|\zeta_t] = \sum_{i \geq 1} \int_0^t \frac{g(r, z_i)}{F_\tau(t)} \mathbb{P}_\tau\mathrm{d}r \mathbb{1}_{\{\zeta_t = z_i\}} + \int_t^{+\infty} g(r, z) \varphi_{\zeta_t}^r(\zeta_t) \mathbb{P}_\tau\mathrm{d}r \mathbb{P}_Z\mathrm{d}z \mathbb{1}_{\{\zeta_t \neq Z\}}. \tag{3.12}
\]
where \( \varphi_{t,z}^{\zeta} \) is defined by (2.2) and
\[
\varphi_{t,z}^{\zeta}(x) = \frac{\varphi_{t,z}^{\zeta}(x)}{\sum_{i \geq 1} \int_{t}^{+\infty} \varphi_{t,z}^{\zeta}(x) P_r(dr)p_i}.
\] (3.13)

**Proof.** (i) From (2.12), it follows that
\[
\mathbb{E}[g(\tau, Z)|\zeta_t = x] = \int_{0}^{+\infty} \mathbb{E}[g(\tau, Z)|\zeta_t = x, \tau = r] P(\tau \in dr|\zeta_t = x) \]
\[
= \int_{0}^{+\infty} \mathbb{E}[g(r, Z)|\zeta_t^{r,Z} = x] P(\tau \in dr|\zeta_t = x).
\] (3.14)
On the other hand, using the fact that \( \zeta_t^{r,Z} = Z \) on \( \{r \leq t\} \) and Bayes theorem, we have
\[
\mathbb{E}[g(r, Z)|\zeta_t^{r,Z} = x] = g(r, x)I_{\{r \leq t\}} + \int_{\mathbb{R}} g(r, z) \varphi_{t,z}^{\zeta}(x) f(z)dz
\]
\[
\mathbb{E}[g(r, Z)|\zeta_t^{r,Z} = x] P(\tau \in dr|\zeta_t = x).
\] (3.15)
Hence, we obtain (3.11) by substituting (3.10) and (3.15) into (3.14).

(ii) In order to get this equality, it is convenient to use Bayes theorem. We have for all \( t > 0 \),
\[
P(\zeta_t \in dx, \tau \in dr, Z \in dz) = q_t(x, r, z) \mu(dx) P_r(dr) P_Z(dz),
\] (3.16)
where
\[
q_t(x, r, z) = \sum_{i \geq 1} (I_{\{x = z_i\}} I_{\{z = z_i\}} I_{\{r \leq t\}}) + \varphi_{t,z}^{\zeta}(x) \prod_{i \geq 1} I_{\{x \neq z_i\}} I_{\{t < r\}},
\] (3.17)
and
\[
\mu(dx) = dx + \sum_{i \geq 1} \delta_{z_i}(dx).
\]
Indeed, Let \( H \) be a bounded measurable function defined on \( \mathbb{R} \times (0, \infty) \times \mathbb{R} \). For all \( t > 0 \), we have
\[
\mathbb{E}[H(\zeta_t, \tau, Z)] = \int_{\mathbb{R}} \int_{0}^{+\infty} \mathbb{E}[H(\zeta_t, \tau, Z)|\tau = r, Z = z] P_r(dr) P_Z(dz)
\]
\[
= \sum_{i \geq 1} \left( \int_{0}^{t} H(z_i, r, z_i) P_r(dr) + \int_{t}^{+\infty} \mathbb{E}[H(\zeta_t^{r,z_i}, r, z_i)] P_r(dr) \right) p_i
\]
\[
= \sum_{i \geq 1} \left( \int_{0}^{t} H(z_i, r, z_i) P_r(dr) + \int_{t}^{+\infty} H(x, r, z_i) \varphi_{t,z_i}^{\zeta}(x) dx P_r(dr) \right) p_i
\]
\[
= \int_{\mathbb{R}} \int_{0}^{+\infty} H(x, r, z) q_t(x, r, z) \mu(dx) P_r(dr) P_Z(dz),
\]
using (3.16), it is easy to see that the conditional law of $\zeta_t$ given $(\tau, Z)$ is given by
\[
\mathbb{P}(\zeta_t \in dx | \tau = r, Z = z) = q_t(x, r, z) \mu(dx).
\] (3.18)

Since the function $q_t$ is a non-negative and jointly measurable and $\mu$ is a $\sigma$-finite measure on $\mathbb{R}$, we conclude from Remark 2.6 that, $\mathbb{P}$-a.s.,
\[
\mathbb{E}[g(\tau, Z) | \zeta_t] = \frac{\int_{\mathbb{R}} \int_0^{+\infty} g(r, z) q_t(\zeta_t, r, z) \mathbb{P}_\tau(dr) \mathbb{P}_Z(dz)}{\int_{\mathbb{R}} \int_0^{+\infty} q_t(\zeta_t, r, z) \mathbb{P}_\tau(dr) \mathbb{P}_Z(dz)}.
\] (3.19)

By a simple integration we obtain
\[
\int_{\mathbb{R}} \int_0^{+\infty} g(r, z) q_t(\zeta_t, r, z) \mathbb{P}_\tau(dr) \mathbb{P}_Z(dz) = \sum_{i \geq 1} \int_0^t \int_{\mathbb{R}} g(r, z_i) \mathbb{P}_\tau(dr) p_i \mathbb{I}_{\{\zeta_t = z_i\}}
\]
\[
+ \int_{\mathbb{R}} \int_t^{+\infty} g(r, z) \phi_{\zeta_t}^r, z(\zeta_t) \mathbb{P}_\tau(dr) \mathbb{P}_Z(dz) \prod_{i \geq 1} \mathbb{I}_{\{\zeta_t \neq z_i\}}
\]

and
\[
\int_{\mathbb{R}} \int_0^{+\infty} q_t(\zeta_t, r, z) \mathbb{P}_\tau(dr) \mathbb{P}_Z(dz) = F_\tau(t) \sum_{i \geq 1} p_i \mathbb{I}_{\{\zeta_t = z_i\}}
\]
\[
+ \int_{\mathbb{R}} \int_t^{+\infty} \phi_{\zeta_t}^r, z(\zeta_t) \mathbb{P}_\tau(dr) \mathbb{P}_Z(dz) \prod_{i \geq 1} \mathbb{I}_{\{\zeta_t \neq z_i\}}.
\]

Combining all this leads to the following formula
\[
\mathbb{E}[g(\tau, Z) | \zeta_t] = \sum_{i \geq 1} \int_0^t \frac{g(r, z_i)}{F_\tau(t)} \mathbb{P}_\tau(dr) \mathbb{I}_{\{\zeta_t = z_i\}}
\]
\[
+ \int_{\mathbb{R}} \int_t^{+\infty} g(r, z) \phi_{\zeta_t}^r, z(\zeta_t) \mathbb{P}_\tau(dr) \mathbb{P}_Z(dz) \prod_{i \geq 1} \mathbb{I}_{\{\zeta_t \neq z_i\}}
\] (3.20)

we get the formula (3.12) by using the fact that $\prod_{i \geq 1} \mathbb{I}_{\{\zeta_t \neq z_i\}} = \mathbb{I}_{\{\zeta_t \neq Z\}}$, $\mathbb{P}$-a.s., which is an immediate consequence of (3.8).

\[\square\]

**Corollary 3.6.** Let $0 < t < u$ and $g$ be a measurable function on $(0, \infty) \times \mathbb{R} \times \mathbb{R}$ such that $g(\tau, Z, \zeta_u)$ is integrable.

(i) If the law of the pinning point $Z$ is absolutely continuous with respect to the Lebesgue measure. Then, $\mathbb{P}$-a.s.,
\[
\mathbb{E}[g(\tau, Z, \zeta_u) | \zeta_t] = \frac{A_{t,u}(\zeta_t)}{f(\zeta_t) F_\tau(t) + \int_{(t, \infty)} \int_{\mathbb{R}} \phi_{\zeta_t}^r, z(\zeta_t) f(z) dz \mathbb{P}_\tau(dr)},
\] (3.21)
where
\[
A_{t,u}(x) = f(x) \int_0^t g(r, x, x) \mathbb{P}_r(dr) + \int_t^u \int_{\mathbb{R}} g(r, z, z) \varphi_{r,z}(x) f(z) dz \mathbb{P}_r(dr) + \int_u^{+\infty} \int_{\mathbb{R}} g(r, z, y) \varphi_{r,z}^{r,z}(y, x) f(z) dz \mathbb{P}_r(dr). \quad (3.22)
\]

(ii) If the pinning point \(Z\) has a discrete distribution. Then, \(\mathbb{P}\text{-a.s.},\)
\[
\mathbb{E}[g(\tau, Z, \zeta_u)|\zeta_i] = \sum_{i \geq 1} \int_0^t \frac{g(r, z_i, z_i)}{F_r(t)} \mathbb{P}_r(dr) \mathbb{I}_{\zeta_i = z_i} + \left[ \int_{\mathbb{R}} \int_t^u g(r, z, z) \varphi_{r,z}(\zeta) \mathbb{P}_r(dr) \mathbb{P}(dz) + \int_{\mathbb{R}} \int_u^{+\infty} \int_{\mathbb{R}} g(r, z, y) [\mathbb{P}(\zeta^{r,z} \in dy|\zeta^{r,z} = x)] x = \zeta_i, \mathbb{P}(\zeta^{r,z} = \zeta_i) \mathbb{P}(dz) \mathbb{P}(dz) \right] \mathbb{I}_{\zeta_i \neq z}. \quad (3.23)
\]

Proof. The proof is an immediate consequence of Proposition 3.5 and the following observation:
\[
\mathbb{E}[g(\tau, Z, \zeta_u)|\zeta_i] = \int_{\mathbb{R}} \int_0^{+\infty} \mathbb{E}[g(\tau, Z, \zeta_u)|\zeta_i = x, \tau = r, Z = z] \mathbb{P}(\tau \in dr, Z \in dz|\zeta_i = x) = \int_{\mathbb{R}} \int_0^{+\infty} \mathbb{E}[g(r, z, \zeta_u^{r,z})|\zeta_i^{r,z} = x] \mathbb{P}(\tau \in dr, Z \in dz|\zeta_i = x).
\]

We have the following auxiliary result:

**Lemma 3.7.** Assume that the law of \(Z\) is absolutely continuous with respect to the Lebesgue measure and that there exists \(t_1 > 0\) such that \(F_r(t_1) = 0\). Then for all \(t_1 < t_2 < u\) and for every bounded measurable function \(g\), we have, \(\mathbb{P}\text{-a.s.},\)
\[
\mathbb{E}[g(\zeta_u)|\zeta_{t_1}, \zeta_{t_2}] = \frac{A_{t_1,t_2,u}(\zeta_{t_1}, \zeta_{t_2})}{B_{t_1,t_2}(\zeta_{t_1}, \zeta_{t_2})}, \quad (3.24)
\]
where
\[
A_{t_1,t_2,u}(\zeta_{t_1}, \zeta_{t_2}) = g(\zeta_{t_2}) f(\zeta_{t_2}) \Psi_{t_1,t_2}(\zeta_{t_1}, \zeta_{t_2}) + p(t_2 - t_1, \zeta_{t_2} - \zeta_{t_1}) \int_{\mathbb{R}} g(z) \Psi_{t_2,u}(\zeta_{t_2}, z) f(z) dz + \int_{\mathbb{R}} g(y) \int_u^{+\infty} \Phi_u(r, y) \mathbb{P}_r(dr) p(u - t_2, y - \zeta_{t_2}) dy, \quad (3.25)
\]
and
\[
B_{t_1,t_2}(\zeta_{t_1}, \zeta_{t_2}) = f(\zeta_{t_2}) \Psi_{t_1,t_2}(\zeta_{t_1}, \zeta_{t_2}) + p(t_2 - t_1, \zeta_{t_2} - \zeta_{t_1}) \int_{t_2}^{+\infty} \Phi_{t_2}(r, \zeta_{t_2}) \mathbb{P}_r(dr). \quad (3.26)
\]

Here,
\[
\Phi_s(t, y) = \int_{\mathbb{R}} p(t - s, z - y) f(z) dz, \quad s < t, \quad y \in \mathbb{R},
\]
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\[
\Psi_{s,t}(x,y) = \int_s^t \frac{p(r-s,y-x)}{p(r,y)} \mathbb{P}_r(dr), \quad x, y \in \mathbb{R}, \quad (3.28)
\]

and
\[
\Psi_s(x,y) = \int_s^{+\infty} \frac{p(r-s,y-x)}{p(r,y)} \mathbb{P}_r(dr), \quad x, y \in \mathbb{R}. \quad (3.29)
\]

**Proof.** The procedure is to find the law of \( \zeta_u \) given \((\zeta_{t_1}, \zeta_{t_2})\), for \(0 < t_1 < t_2 < u\) such that \(F_r(t_1) = 0\). For this purpose, let us first compute the law of \( \tau \) given \((\zeta_{t_1}, \zeta_{t_2})\). To do this, we need to use Bayes theorem. Let \(B_1, B_2 \in \mathcal{B}(\mathbb{R})\), using the equality (3.4), the formula of total probability and the fact that \(\mathbb{P}(\tau \leq t_1) = 0\), we obtain
\[
\mathbb{P}((\zeta_{t_1}, \zeta_{t_2}) \in B_1 \times B_2 | \tau = r) = \mathbb{P}((\zeta_{t_1}^r, \zeta_{t_2}^r) \in B_1 \times B_2) = \int_{\mathbb{R}} \mathbb{P}((\zeta_{t_1}^r, \zeta_{t_2}^r) \in B_1 \times B_2) \mathbb{P}_d(z)
\]
\[
= \int_{B_1 \times B_2} q_{t_1,t_2}(r,x_1,x_2) dx_1 dx_2.
\]

where
\[
q_{t_1,t_2}(r,x_1,x_2) = \frac{\varphi_{\zeta_{t_1}^r,\zeta_{t_2}^r}(x_1) f(x_2) I_{\{t_1 < r \leq t_2\}}}{p(t_1,x_1)} + \int_{\mathbb{R}} \frac{\varphi_{\zeta_{t_1}^z,\zeta_{t_2}^z}(x_1,x_2) f(z) dz I_{\{t_2 < r\}}}{p(r,x_2)}.
\]

Then from Remark 2.6 we have for all \((x_1,x_2) \in \mathbb{R}^2\),
\[
\mathbb{E}[g(\tau) | \zeta_{t_1} = x_1, \zeta_{t_2} = x_2] = \frac{\int_{t_1}^{+\infty} g(r) q_{t_1,t_2}(r,x_1,x_2) \mathbb{P}_r(dr)}{\int_{t_1}^{+\infty} q_{t_1,t_2}(r,x_1,x_2) \mathbb{P}_r(dr)}
\]
\[
= \frac{f(x_2) \int_{t_1}^{t_2} g(r) \frac{p(r-t_1,x_2-x_1)}{p(r,x_2)} \mathbb{P}_r(dr) + p(t_2-t_1,x_2-x_1) \int_{t_2}^{+\infty} g(r) \Phi_{t_2}(r,x_2) \mathbb{P}_r(dr)}{f(x_2) \Psi_{t_1,t_2}(x_1,x_2) + p(t_2-t_1,x_2-x_1) \int_{t_2}^{+\infty} \Phi_{t_2}(r,x_2) \mathbb{P}_r(dr)}. \quad (3.30)
\]

Applying (2.12), we obtain
\[
\mathbb{E}[g(\zeta_u) | \zeta_{t_1} = x_1, \zeta_{t_2} = x_2] = \int_{(t_1,\infty)} \mathbb{E}[g(\zeta_u) | \zeta_{t_1} = x_1, \zeta_{t_2} = x_2, \tau = r] \mathbb{P}(\tau \in dr | \zeta_{t_1} = x_1, \zeta_{t_2} = x_2)
\]
\[
= \int_{(t_1,\infty)} \mathbb{E}[g(\zeta_u^r) | \zeta_{t_1}^r = x_1, \zeta_{t_2}^r = x_2] \mathbb{P}(\tau \in dr | \zeta_{t_1} = x_1, \zeta_{t_2} = x_2)
\]
\[
= \int_{(t_1,\infty)} \mathbb{E}[g(\zeta_u^Z) | \zeta_{t_2}^Z = x_2] \mathbb{P}(\tau \in dr | \zeta_{t_1} = x_1, \zeta_{t_2} = x_2). \quad (3.31)
\]

The latter equality uses the fact that \(\zeta^r_Z\) is a Markov process with respect to its natural filtration, see Proposition 3.4 in [23]. On the other hand it is clear that
\[
\mathbb{E}[g(\zeta_u^Z) | \zeta_{t_2}^Z = x_2] = g(x_2) I_{\{t_2 < r \leq u\}} + \mathbb{E}[g(Z) | \zeta_{t_2}^Z = x_2] I_{\{t_2 < r \leq u\}} + \mathbb{E}[g(\zeta_u^Z) | \zeta_{t_2}^Z = x_2] I_{\{u < r\}}.
\]
Using Proposition 3.4 in [23], we obtain that

$$\mathbb{E}[g(\zeta_u^r, \zeta_u^Z)|\zeta_t^Z = x] = g(x_2)\mathbb{I}_{\{t_1 < r \leq t_2\}} + \int_\mathbb{R} g(z) \frac{p(r - t_2, z - x_2)}{p(r, x_2)} f(z)dz \mathbb{I}_{\{t_2 < r \leq u\}}$$

$$+ \int_\mathbb{R} g(y) \frac{\Phi_u(r, y)}{\Phi_{t_2}(r, x_2)} p(u - t_2, y - x_2)dy \mathbb{I}_{\{u < r\}}.$$ (3.32)

We obtain (3.24) by inserting (3.32) into the formula (3.31) and applying (3.30).

Remark 3.8. In order to determine the law of \(\tau\) given \((\zeta_{t_1}, \zeta_{t_2})\), it is necessary to assume that the length \(\tau\) satisfies \(\mathbb{P}(\tau \leq t_1) = 0\), otherwise we cannot use Bayes theorem. Indeed, we cannot find, both; a function \(q_{t_1, t_2}(\cdot, \cdot, \cdot)\), which is non-negative and jointly measurable with respect to the three variables, and a \(\sigma\)-finite measure \(\mu\) such that for every \(B_1, B_2 \in \mathcal{B}(\mathbb{R})\),

$$\mathbb{P}\left( (\zeta_{t_1}, \zeta_{t_2}) \in B_1 \times B_2 | \tau = r \right) = \int_{B_1 \times B_2} q_{t_1, t_2}(r, x_1, x_2) \mu(dx_1 dx_2).$$

Due to the fact that for random variables \(Z\) having a law absolutely continuous with respect to the Lebesgue measure on \(\mathbb{R}\), the law of the couple \((Z, Z)\) is not absolutely continuous with respect to the Lebesgue measure on \(\mathbb{R}^2\).

We are now in a position to discuss the Markov property of the Brownian bridge with random length and pinning point. We first consider pinning points \(Z\) with absolutely continuous law with respect to the Lebesgue measure. Below we show that there exist random times \(\tau\) such that the Brownian bridge \(\zeta\) with length \(\tau\) and pinning point \(Z\) is not an \(\mathbb{F}^\infty\)-Markov process.

**Theorem 3.9.** Let \(Z\) be a random variable having a law which is absolutely continuous with respect to the Lebesgue measure. There exist random times \(\tau\) such that the Brownian bridge \(\zeta\) with length \(\tau\) and pinning point \(Z\) does not possess the Markov property with respect to its natural filtration.

**Proof.** Let \(Z\) have a law, which is absolutely continuous with respect to the Lebesgue measure and \(\tau\) be a two-point random variable such that \(\mathbb{P}(\tau = T_1) = \mathbb{P}(\tau = T_2) = \frac{1}{2}\). Our goal is to prove that the Brownian bridge \(\zeta\) with length \(\tau\) and a pinning point \(Z\) is not a Markov process with respect to its natural filtration. Using Theorem 1.3 in Blumenthal and Getoor [5], it is sufficient to prove that there exist a bounded measurable function \(g\) and \(0 < t_1 < t_2 < u\) such that

$$\mathbb{E}[g(\zeta_u)|\zeta_{t_1}, \zeta_{t_2}] \neq \mathbb{E}[g(\zeta_u)|\zeta_{t_2}].$$ (3.33)

Let \(t_1, t_2\) and \(u\) such that \(0 < t_1 < T_1 < t_2 < u < T_2\), then \(F_\tau(t_1) = 0\) and \(F_\tau(t_2) = \frac{1}{2}\). Moreover, for every \(x, y \in \mathbb{R}\), we have

$$\Psi_{t_2, u}(x, y) = \int_{t_2}^{u} \frac{p(r - t_2, y - x)}{p(y, x)} \mathbb{P}_r(dr) = 0.$$ (3.34)

It follows from Lemma 3.7 that for every bounded measurable function \(g\), we have, \(\mathbb{P}\)-a.s.,

$$\mathbb{E}[g(\zeta_u)|\zeta_{t_1}, \zeta_{t_2}] = \frac{g(\zeta_{t_2})f(\zeta_{t_2}) p(t_{1} - t_1, \zeta_{t_2} - \zeta_1) + p(t_2 - t_1, \zeta_{t_2} - \zeta_1) \int_{\mathbb{R}} g(y) \Phi_u(T_2, y) p(u - t_2, y - \zeta_{t_2})dy}{f(\zeta_{t_2}) p(T_1 - t_1, \zeta_{t_2} - \zeta_1) + p(t_2 - t_1, \zeta_{t_2} - \zeta_1) \Phi_{t_2}(T_2, \zeta_{t_2})}$$

$$= \frac{g(\zeta_{t_2})f(\zeta_{t_2}) H_{t_1, t_2}(\zeta_{t_1}, \zeta_{t_2}) \int_{\mathbb{R}} g(y) \Phi_u(T_2, y) p(u - t_2, y - \zeta_{t_2})dy}{f(\zeta_{t_2}) + H_{t_1, t_2}(\zeta_{t_1}, \zeta_{t_2}) \Phi_{t_2}(T_2, \zeta_{t_2})},$$ (3.34)
where
\[ H_{t_1,T_1,t_2}(x,y) = \frac{p(t_2 - t_1, y - x)}{p(T_1 - t_1, y - x)} p(T_1, y), \quad x, y \in \mathbb{R}. \]

On the other hand, (3.21) implies that, \( \mathbb{P} \)-a.s.,
\[
\mathbb{E}[g(\zeta_u)|\zeta_{t_2}] = \frac{g(\zeta_t)f(\zeta_{t_2}) + p(t_2, \zeta_{t_2}) \int_{\mathbb{R}} g(y) \Phi_{u,T_2}(y) p(u - t_2, y - \zeta_{t_2}) dy}{f(\zeta_{t_2}) + p(t_2, \zeta_{t_2}) \Phi_{t_2,T_2}(\zeta_{t_2})}. \tag{3.35} \]

Since
\[
\frac{p(t_2 - t_1, \zeta_{t_2} - \zeta_{t_1})}{p(T_1 - t_1, \zeta_{t_2} - \zeta_{t_1})} \neq \frac{p(t_2, \zeta_{t_2})}{p(T_1, \zeta_{t_2})}, \tag{3.36} \]

it follows from (3.34) and (3.35) that
\[
\mathbb{E}[g(\zeta_u)|\zeta_{t_1}, \zeta_{t_2}] \neq \mathbb{E}[g(\zeta_u)|\zeta_{t_2}].
\]

This is precisely the assertion of the theorem. \( \square \)

In the following result, we show that if \( Z \) is a random variable having a discrete distribution then for any random time \( \tau \), the Brownian bridge \( \zeta \) with length \( \tau \) and pinning point \( Z \) is a Markov process with respect to its natural filtration \( \mathbb{F}^Z \).

**Theorem 3.10.** Assume that \( Z \) is a random variable having a discrete distribution. Then for any random time \( \tau \), the Brownian bridge \( \zeta \) with length \( \tau \) and pinning point \( Z \) is an \( \mathbb{F}^Z \)-Markov process.

**Proof.** First, since \( \zeta_0 = 0 \) almost surely, it is sufficient to prove that for each finite collection \( 0 < t_0 < t_1 \leq \cdots \leq t_n = t < u \) and for every bounded measurable function \( f \) one has
\[
\mathbb{E}[f(\zeta_u)|\zeta_{t_n}, \ldots, \zeta_{t_0}] = \mathbb{E}[f(\zeta_u)|\zeta_{t_n}]. \tag{3.37} \]

Using property (ii) of Proposition 3.4 together with the fact that the pinning point \( Z \) is discrete we conclude that, for all \( t > 0 \), \( \{ \tau \leq t \} \in \sigma(\zeta) \cap \mathcal{N}_F \). Since \( f(\zeta_u)\mathbb{I}_{(\tau \leq t)} = f(\zeta_t)\mathbb{I}_{(\tau \leq t)} \) which is measurable with respect to \( \sigma(\zeta) \cap \mathcal{N}_F \), it remains to prove (3.37) on the set \( \{ t < \tau \} \), that is, \( \mathbb{P} \)-a.s.,
\[
\mathbb{E}[f(\zeta_u)\mathbb{I}_{(t < \tau)}|\zeta_{t_n}, \ldots, \zeta_{t_0}] = \mathbb{E}[f(\zeta_u)\mathbb{I}_{(t < \tau)}|\zeta_{t_n}]. \tag{3.38} \]

Setting,
\[
\gamma_k = \frac{\zeta_t}{t_k} - \frac{\zeta_{t_k}}{t_{k-1}} \quad \text{and} \quad \alpha_k = \frac{W_{t_k}}{t_k} - \frac{W_{t_{k-1}}}{t_{k-1}}, \quad k = 1, \ldots, n.
\]

By using the fact that \( \gamma_k = \alpha_k \) on the set \( \{ t < \tau \} \) and that
\[
\mathbb{E}[f(\zeta_u)\mathbb{I}_{(t < \tau)}|\zeta_{t_n}, \ldots, \zeta_{t_0}] = \mathbb{E}[f(\zeta_u)\mathbb{I}_{(t < \tau)}|\zeta_{t_n}, \gamma_n, \cdots, \gamma_1], \tag{3.39} \]

we are reduced to proving that for any bounded measurable functions \( g \) and \( h \) on \( \mathbb{R}^n \) and \( \mathbb{R} \), respectively, we have
\[
\mathbb{E}[f(\zeta_u)\mathbb{I}_{(t < \tau)} h(\zeta_{t_n})g(\alpha_n, \cdots, \alpha_1)] = \mathbb{E}[\mathbb{E}[f(\zeta_u)|\zeta_{t_n}][h(\zeta_{t_n})g(\alpha_n, \cdots, \alpha_1)]. \tag{3.40} \]
On the other hand, for \( t < r \) and \( z \in \mathbb{R} \), it is easy to see that the vectors \((\alpha_1, \ldots, \alpha_n)\) and \((\xi^r_z, \xi^n_z)\) are independent, which implies by using the fact that the vector \((\alpha_1, \ldots, \alpha_n)\) does not depend on \( \tau \) and \( Z \), the formula of total probability, and (3.4), that the random variables \( f(\xi_u)h(\xi_t)I_{\{t<\tau\}} \) and \( g(\alpha_1, \ldots, \alpha_n) \) are uncorrelated. Now taking into account all the above considerations, we have

\[
E[f(\xi_u)I_{\{t<\tau\}}h(\xi_t)g(\alpha_n, \ldots, \alpha_1)] = E[f(\xi_u)h(\xi_t)I_{\{t<\tau\}}]E[g(\alpha_n, \ldots, \alpha_1)]
\]

\[
= E[E[f(\xi_u)|\xi_t]I_{\{t<\tau\}}h(\xi_t)]E[g(\alpha_n, \ldots, \alpha_1)]
\]

\[
= E[E[f(\xi_u)|\xi_t]I_{\{t<\tau\}}h(\xi_t)g(\alpha_n, \ldots, \alpha_1)].
\]

Hence (3.40) is proved. \( \square \)

**Remark 3.11.** It is not hard to see that the Markov property can be extended to the completed filtration \( \mathbb{F}^{\xi,c} \).

## 4 Brownian Bridge Information Process

Developed countries are increasingly relying on gas storage to ensure security of supply. As a consequence gas storage is traded. The value of storage is derived from the possibility of buying and injecting gas at times of low prices and withdrawing and selling when prices are high. Given past price behaviour and a predictive model for future prices, recent research has examined the problem of how to manage the injection/withdrawal schedule of gas, faced by owners of storage contracts, by applying real option theory. Many papers are devoted to tackle this problem, Holland \cite{22} proposes Monte Carlo Simulation while Boogert and de Jong \cite{6} and Carmona and Ludkovski \cite{11} apply Least Squares Monte Carlo Simulations. In contrast to the traditional approaches adopted in the literature, our approach aims to specify a model for the market filtration. We explicitly model the market filtration as being generated by a Brownian bridge and providing a noisy, partial flow of information about the future decision to inject respectively, withdraw gas. For a deeper discussion of such an approach we refer the reader to \cite{8}, \cite{9} and \cite{4}. Our suggested approach is motivated by Bedini et al. \cite{1}, who address credit risk. The time instant at which default occurs is represented by a strictly positive random time \( \tau \) and the flow of information on future default is modelled by the completed natural filtration \( \mathbb{F}^{\beta,c} \) associated with the Brownian bridge \( \beta \) with random length \( \tau \), i.e.

\[
\beta_t = W_{t \wedge \tau} - \frac{t \wedge \tau}{\tau} W_{\tau}, \quad t \geq 0,
\]

where \( W \) is a Brownian motion independent of \( \tau \). We adopt and generalize the model for the decision of the holder of a gas storage contract whether to inject or withdraw gas at pre-set levels \( z_1 < z_2 \) at a random positive action time \( \tau \), while staying inactive before \( \tau \). The flow of information that motivates the holder of a gas contract to remain inactive before \( \tau \) and to make an action at time \( \tau \) is modelled by the completed natural filtration generated by a Brownian bridge process \( \xi = (\xi_t, t \geq 0) \) starting from zero and conditioned to be equal to a constant \( z_1 \) at the time of injection and a constant \( z_2 \) at the time of withdrawal. It follows that the process \( \xi \) takes the form

\[
\xi_t(\omega) := W_{t \wedge \tau(\omega)}(\omega) - \frac{t \wedge \tau(\omega)}{\tau(\omega)} W_{\tau(\omega)}(\omega) + \frac{t \wedge \tau(\omega)}{\tau(\omega)} Z(\omega), \quad t \geq 0, \quad \omega \in \Omega,
\]

(4.1)
where

\[
Z = \begin{cases} 
z_1 \text{ with probability } p_1, \\
z_2 \text{ with probability } p_2 = 1 - p_1.
\end{cases}
\]

Our approach aims to give a description of the information on the time action \( \tau \). Since the information will be carried by \( \xi = (\xi_t, t \geq 0) \), we call \( \xi \) the Brownian bridge information process. The filtration \( \mathbb{F}^\xi \) generated by the information process provides partial information on \( \tau \). The intuitive idea is that away from the boundaries \( z_1 < z_2 \) the Brownian bridge information process models the holder’s motivation for remaining inactive. Alternatively, the case when the Brownian absorbs at \( z_1 \) (resp. absorbs at \( z_2 \)) models the decision of injecting gas (resp. withdrawing gas). Since the holder of the contract can withdraw and inject gas multiple times, we reset the process at each time the holder makes an action. In this sense \( \xi \) leaks information concerning the time \( \tau \) at which the holder of a storage contract chooses to inject gas, do nothing, or withdraw gas. In order to compile some facts on \( \tau \) it is important to study the properties of the process \( \xi \). Specifically, the Markov property, the right continuity of its natural filtration and its semi-martingale decomposition. We emphasize that the issue of storage valuation is not limited to gas markets, it also plays a significant, balancing role in, for example, oil markets, soft commodity markets and even electricity. The principle of our approach is applicable to those markets as well. We recall that we are working under the assumption that, the random time \( \tau \), the pinning point \( Z \) and the Brownian motion are independent. Since in this case the pinning point \( Z \) follows a discrete distribution, the following result is a consequence of Theorem 3.10 and Corollary 3.6.

**Theorem 4.1.** The Brownian bridge information process is an \( \mathbb{F}^\xi \)-Markov process, with transition densities given by:

\[
\mathbb{P}(\xi_u \in dy|\xi_t = x) = \left[ \sum_{i=1}^{2} \left( \mathbb{I}_{\{x=z_i\}} + \frac{\Psi_t(x, z_i)p_i}{\Psi_t(x, z_1)p_1 + \Psi_t(x, z_2)p_2} \mathbb{I}_{\{x\neq z_1, x\neq z_2\}} \mathbb{I}_{\{y=z_i\}} \right) \right] \mu(dy) \tag{4.2}
\]

for all \( 0 < t < u \). Where

\[
\mu(dy) = \delta_{z_1}(dy) + \delta_{z_2}(dy) + dy.
\]

**Remark 4.2.** It is clear that the transition density \( \mathbb{P}(\xi_u \in dy|\xi_t = x) \) fails to depend only on \( u - t \), hence, the Brownian bridge information process \( \xi \) cannot be an homogeneous \( \mathbb{F}^\xi \)-Markov process.

In the following result we state the stopping time property of the random action time \( \tau \). Furthermore, we describe the structure of the a posteriori distribution of \( (\tau, Z) \) based on the observation of the Brownian bridge information process \( \xi \) up to time \( t \).

**Theorem 4.3.** The random action time \( \tau \) is an \( \mathbb{F}^{\xi, c} \)-stopping time. Moreover, for any \( t > 0 \) and for every measurable function on \((0, \infty) \times \mathbb{R}\) such that \( g(\tau, Z) \) is integrable, we have, \( \mathbb{P} \)-a.s.,

\[
\mathbb{E}[g(\tau, Z)|\mathcal{F}_t^{\xi, c}] = g(\tau, Z)\mathbb{I}_{\{\xi_t=Z\}} + \sum_{i=1}^{2} \int_{t}^{\infty} g(r, z_i) \frac{p(r - t, z_i - \xi_t)}{p(r, z_i)} \mathbb{P}^\xi_\tau(dr)p_i \Psi_t(\xi_t, z_1)p_1 + \Psi_t(\xi_t, z_2)p_2 \mathbb{I}_{\{\xi_t \neq Z\}}, \tag{4.3}
\]
Proof. Since the pinning point $Z$ is a random variable having a discrete distribution, it follows from the second assertion of Proposition 3.4 that the random time $\tau$ is an $\mathbb{F}^{c,c}$-stopping time. It remains to prove \textit{4.3}. Obviously, we have

$$\mathbb{E}[g(\tau, Z)|\mathcal{F}_t^{c,c}] = \mathbb{E}[g(\tau, Z)\mathbb{I}_{\{\tau \leq t\}}|\mathcal{F}_t^{c,c}] + \mathbb{E}[g(\tau, Z)\mathbb{I}_{\{t < \tau\}}|\mathcal{F}_t^{c,c}].$$

Since $\tau$ is an $\mathbb{F}^{c,c}$-stopping time and $Z$ is $\mathcal{F}_t^{c,c}$-measurable, it follows that $g(\tau, Z)\mathbb{I}_{\{\tau \leq t\}}$ is $\mathcal{F}_t^{c,c}$-measurable then, $\mathbb{P}$-a.s., one has

$$\mathbb{E}[g(\tau, Z)\mathbb{I}_{\{\tau \leq t\}}|\mathcal{F}_t^{c,c}] = g(\tau, Z)\mathbb{I}_{\{\tau \leq t\}}$$

and

$$= g(\tau, Z)\mathbb{I}_{\{\xi_t = Z\}}.$$

On the other hand, due to the fact that $g(\tau, Z)\mathbb{I}_{\{t < \tau\}}$ is $\sigma(\xi_t, t \leq s \leq +\infty) \lor \mathcal{N}_P$-measurable and $\xi$ is a Markov process with respect to its completed natural filtration we obtain, $\mathbb{P}$-a.s.,

$$\mathbb{E}[g(\tau, Z)\mathbb{I}_{\{t < \tau\}}|\mathcal{F}_t^{c,c}] = \mathbb{E}[g(\tau, Z)\mathbb{I}_{\{\xi_t \neq Z\}}].$$

The result is deduced from \textit{3.12}. \hfill $\Box$

The following result extends Theorem 4.3.

\textbf{Corollary 4.4.} Let $0 < t < u$ and $g$ be a measurable function on $(0, \infty) \times \mathbb{R} \times \mathbb{R}$ such that $g(\tau, Z, \xi_u)$ is integrable. Then, $\mathbb{P}$-a.s.,

$$\mathbb{E}[g(\tau, Z, \xi_u)|\mathcal{F}_t^{c,c}] = g(\tau, Z, Z)\mathbb{I}_{\{\xi_t = Z\}} + \sum_{i=1}^{2} \int_{t}^{u} g(r, z_i, z_i)\phi_{\xi_t}^{r,z_i}(\xi_t)\mathbb{P}(\tau (dr)p_i$$

$$+ \int_{t}^{u} \int_{\mathbb{R}} g(r, z_i, y)\mathbb{P}(\xi_t^{r,z_i} \in dy|\xi_t^{r,z_i} = x)\mathbb{I}_{x = \xi_t} \phi_{\xi_t}^{r,z_i}(\xi_t)\mathbb{P}(\tau (dr)p_i \mathbb{I}_{\xi_t \neq Z}).$$

\textit{Proof.} Due to the fact that $\xi$ is an $\mathbb{F}^{c,c}$-Markov process, $g(\tau, Z, \xi_u)\mathbb{I}_{\{u < \tau\}}$ is measurable with respect to $\sigma(\xi_u, u \leq s \leq +\infty) \lor \mathcal{N}_P$, and that $\xi_u = Z$ on the set $\{\tau \leq u\}$, we obtain, $\mathbb{P}$-a.s.,

$$\mathbb{E}[g(\tau, Z, \xi_u)|\mathcal{F}_t^{c,c}] = \mathbb{E}[g(\tau, Z, \xi_u)\mathbb{I}_{\{\tau \leq u\}}|\mathcal{F}_t^{c,c}] + \mathbb{E}[g(\tau, Z, \xi_u)\mathbb{I}_{\{u < \tau\}}|\mathcal{F}_t^{c,c}]$$

$$= \mathbb{E}[g(\tau, Z, Z)\mathbb{I}_{\{\tau \leq u\}}|\mathcal{F}_t^{c,c}] + \mathbb{E}[g(\tau, Z, \xi_u)\mathbb{I}_{\{\xi_t \neq Z\}}]$$

(4.5)

We remark that according to Theorem 4.3

$$\mathbb{E}[g(\tau, Z, Z)\mathbb{I}_{\{\tau \leq u\}}|\mathcal{F}_t^{c,c}] = g(\tau, Z, Z)\mathbb{I}_{\{\xi_t = Z\}} + \sum_{i=1}^{2} \int_{t}^{u} g(r, z_i, z_i)\phi_{\xi_t}^{r,z_i}(\xi_t)\mathbb{P}(\tau (dr)p_i \mathbb{I}_{\xi_t \neq Z}).$$

(4.6)

On the other hand, from (2.12), (3.4) and Theorem 4.3 for all $x \in \mathbb{R},$

$$\mathbb{E}[g(\tau, Z, \xi_u)\mathbb{I}_{\{u < \tau\}}|\xi_t = x] = \int_{\mathbb{R}} \int_{u}^{+\infty} \mathbb{E}[g(r, z, \xi_t^{r,z})|\xi_t^{r,z} = x]\mathbb{P}(\tau \in dr, Z \in dz|\xi = x)$$

$$= \int_{\mathbb{R}} \int_{u}^{+\infty} \int_{\mathbb{R}} g(r, z_i, y)\mathbb{P}(\xi_t^{r,z_i} \in dy|\xi_t^{r,z_i} = x)\mathbb{P}(\tau \in dr, Z \in dz|\xi_t = x)$$

$$= \sum_{i=1}^{2} \int_{u}^{+\infty} \int_{\mathbb{R}} g(r, z_i, y)\mathbb{P}(\xi_t^{r,z_i} \in dy|\xi_t^{r,z_i} = x)\phi_{\xi_t}^{r,z_i}(\xi_t)\mathbb{P}(\tau (dr)p_i \mathbb{I}_{\xi_t \neq Z}),$$

(4.7)

which finishes the proof. \hfill $\Box$
Remark 4.5. Let 0 < t < u and g be a bounded measurable function defined on \( \mathbb{R} \). We have, \( \mathbb{P} \)-a.s.,
\[
\mathbb{E}[g(\xi_u)|\mathcal{F}_t^{\xi,c}] = g(Z)\mathbb{I}_{\{\xi_t = z\}} + \left[ \sum_{i=1}^{2} g(z_i) \int_{t}^{u} \phi_{\xi_t}^{r,z_i}(\xi_t)\mathbb{P}_r(dr)p_i \right. \\
+ \left. \sum_{i=1}^{2} \int_{u}^{+\infty} G_{t,u}(r, z, \xi) \phi_{\xi_t}^{r,z_i}(\xi_t)\mathbb{P}_r(dr)p_i \right] \mathbb{I}_{\{\xi_t \neq z\}},
\] (4.8)
where
\[
G_{t,u}(r, z, x) = \int_{\mathbb{R}} g(y)p\left(\frac{r-u}{r-t}(u-t), y, \frac{r-u}{r-t}x + \frac{u-t}{r-t}z\right)dy.
\] (4.9)

Remark 4.6. (i) Let t > 0, then, \( \mathbb{P} \)-a.s.,
\[
\tau_t := \mathbb{E}[\tau|\mathcal{F}_t^{\xi,c}] = \tau \mathbb{I}_{\{\tau \leq t\}} + \sum_{i=1}^{2} \int_{t}^{+\infty} \frac{r-t}{p(r, z_i)}\mathbb{P}_r(dr) p_i \mathbb{I}_{\{t < \tau\}}.
\] (4.10)

Figure 2: The left hand side shows simulated paths of a Brownian bridge information process in the case where the length follows an exponential distribution with rate parameter \( \lambda = 0.8 \), \( z_2 = -z_1 = 8 \) and \( p = 0.3 \). The right hand side shows simulated paths of \( (\tau_t, t \geq 0) \).

(ii) Let t > 0, then, \( \mathbb{P} \)-a.s.,
\[
Z_t := \mathbb{E}[Z|\mathcal{F}_t^{\xi,c}] = Z \mathbb{I}_{\{\tau \leq t\}} + \left[ z_1 \left( 1 + \frac{\Psi_t(\xi_t, z_2)}{\Psi_t(\xi_t, z_1)}p_2 \right)^{-1} + z_2 \left( 1 + \frac{\Psi_t(\xi_t, z_1)}{\Psi_t(\xi_t, z_2)}p_1 \right)^{-1} \right] \mathbb{I}_{\{t < \tau\}}.
\] (4.11)
(iii) For $t < u$, the conditional expectation of $\xi_u$ given $\mathcal{F}_t^\xi$ is given by

$$\xi_{t,u} := \mathbb{E}[\xi_u | \mathcal{F}_t^\xi] = \xi_t + \left[ \sum_{i=1}^{2} (z_i - \xi_t) \frac{\Psi_{t,u}(\xi_t, z_i)}{\Psi_t(\xi_t, z_1)p_1 + \Psi_t(\xi_t, z_2)p_2} p_i \right]$$

$$+ \sum_{i=1}^{2} (z_i - \xi_t) \int_u^{+\infty} \frac{u - t}{r - t} p(r - t, z_i - \xi_t) \mathbb{P}_\tau(r) \frac{p_1}{\Psi_t(\xi_t, z_1)p_1 + \Psi_t(\xi_t, z_2)p_2} p_i \mathbb{I}_{\{t<\tau\}}. \quad (4.12)$$

In order to state the result of the right-continuity of the completed natural filtration associated to the process $\xi$, we need first to state the following auxiliary result:

**Lemma 4.7.** Let $u$ be a strictly positive real number and $g$ be a bounded continuous function. Then, $\mathbb{P}$-a.s.,

...
(i) The function \( t \to \mathbb{E}[g(\xi_u)|\xi_t] \) is right-continuous on \([0,u]\).

(ii) If, in addition, \( \mathbb{P}(\tau > \varepsilon) = 1 \) for some \( \varepsilon > 0 \). Then the function \( t \to \mathbb{E}[g(\xi_u)|\xi_t] \) is right-continuous at 0.

**Proof.** Let \( t \in [0, u] \) and \((t_n)_{n \in \mathbb{N}}\) be a decreasing sequence of strictly positive real numbers converging to \( t \): that is \( t < \ldots < t_{n+1} < t_n < u \), \( t_n \searrow t \) as \( n \to +\infty \). Our goal is to show that

\[ \lim_{n \to +\infty} \mathbb{E}[g(\xi_u)|\xi_{t_n}] = \mathbb{E}[g(\xi_u)|\xi_t]. \]  

(4.13)

It follows from (4.8) that we have, \( \mathbb{P} \)-a.s.,

\[
\mathbb{E}[g(\xi_u)|\xi_{t_n}] = g(Z)\mathbb{I}_{\{\xi_{t_n}=z\}} + \sum_{i=1}^{2} g(z_i) \int_{t_n}^{u} \phi_{\xi_{t_n}}(\xi_{t_n}) \mathbb{P}_\tau(dr) p_i \mathbb{I}_{\{\xi_{t_n}\neq z\}}
\]

\[+ \sum_{i=1}^{2} \int_{u}^{+\infty} G_{t_n,u}(r, z_i, \xi_{t_n}) \phi_{\xi_{t_n}}(\xi_{t_n}) \mathbb{P}_\tau(dr) p_i \mathbb{I}_{\{\xi_{t_n}\neq z\}}
\]

\[= g(Z)\mathbb{I}_{\{\tau \leq t_n\}} + \sum_{i=1}^{2} g(z_i) \int_{t_n}^{u} \phi_{\xi_{t_n}}(\xi_{t_n}) \mathbb{P}_\tau(dr) p_i \mathbb{I}_{\{t_n < \tau\}}
\]

\[+ \sum_{i=1}^{2} \int_{u}^{+\infty} G_{t_n,u}(r, z_i, \xi_{t_n}) \phi_{\xi_{t_n}}(\xi_{t_n}) \mathbb{P}_\tau(dr) p_i \mathbb{I}_{\{t_n < \tau\}}. \]  

(4.14)

(i) The case \( t > 0 \). Using (4.14) we see that the relation (4.13) holds true if the following two identities are satisfied, for all \( t \in \{1, 2\} \), \( \mathbb{P} \)-a.s., on \( \{t < \tau\} \):

\[ \lim_{n \to +\infty} \int_{t_n}^{u} \phi_{\xi_{t_n}}(\xi_{t_n}) \mathbb{P}_\tau(dr) = \int_{t}^{u} \phi_{\xi_{t_n}}(\xi_{t_n}) \mathbb{P}_\tau(dr) \]  

(4.15)

\[ \lim_{n \to +\infty} \int_{u}^{+\infty} G_{t_n,u}(r, z_i, \xi_{t_n}) \phi_{\xi_{t_n}}(\xi_{t_n}) \mathbb{P}_\tau(dr) = \int_{u}^{+\infty} G_{t,u}(r, z_i, \xi_{t_n}) \phi_{\xi_{t_n}}(\xi_{t_n}) \mathbb{P}_\tau(dr). \]  

(4.16)

Note that the left-hand sides of (4.15) and (4.16) can be rewritten as

\[ \int_{t_n}^{u} \phi_{\xi_{t_n}}(\xi_{t_n}) \mathbb{P}_\tau(dr) = \int_{t_n}^{u} \frac{p(r - t_n, z_i - \xi_{t_n})}{p(r, z_i)} \mathbb{P}_\tau(dr) \]

\[= \frac{\sum_{i=1}^{2} \int_{t_n}^{+\infty} \frac{p(r - t_n, z_i - \xi_{t_n})}{p(r, z_i)} \mathbb{P}_\tau(dr) p_i}{p_1 \Psi_{t_n}(\xi_{t_n}, z_1) + p_2 \Psi_{t_n}(\xi_{t_n}, z_2)} \]

and

\[ \int_{u}^{+\infty} G_{t_n,u}(r, z_i, \xi_{t_n}) \phi_{\xi_{t_n}}(\xi_{t_n}) \mathbb{P}_\tau(dr) = \int_{u}^{+\infty} \frac{G_{t_n,u}(r, z_i, \xi_{t_n}) p(r - t_n, z_i - \xi_{t_n})}{p(r, z_i)} \mathbb{P}_\tau(dr) \]

\[= \frac{p_1 \Psi_{t_n}(\xi_{t_n}, z_1) + p_2 \Psi_{t_n}(\xi_{t_n}, z_2)}{p_1 \Psi_{t_n}(\xi_{t_n}, z_1) + p_2 \Psi_{t_n}(\xi_{t_n}, z_2)} \]
First let us observe that for all \(i \in \{1, 2\}\) the function
\[
(t, r, x) \mapsto \frac{p(r - t, z_i - x)}{p(r, z_i)} \mathbb{1}_{\{t < r\}} = \sqrt{\frac{r}{r - t}} \exp \left[ -\frac{1}{2} \left( \frac{(z_i - x)^2}{r - t} - \frac{z_i^2}{r} \right) \right] \mathbb{1}_{\{t < r\}},
\]
defined on \((0, +\infty) \times [0, +\infty) \times \mathbb{R}\setminus\{z_i\}\) is continuous. Note that, \(\mathbb{P}\)-a.s.,
\[
\{t < \tau \} = \{\xi_t \neq Z\} = \{\xi_t \neq z_1\} \bigcap \{\xi_t \neq z_2\}.
\]
Hence, \(\mathbb{P}\)-a.s. on \(\{t < \tau\}\), we have for all \(i \in \{1, 2\}\),
\[
\lim_{n \to +\infty} \frac{p(r - t_n, z_i - \xi_{t_n})}{p(r, z_i)} \mathbb{1}_{\{t_n < r\}} = \frac{p(r - t, z_i - \xi_t)}{p(r, z_i)} \mathbb{1}_{\{t < r\}}.
\]
(4.17)
For any compact subset \(K\) of \((0, +\infty) \times \mathbb{R}\setminus\{z_i\}\) it yields
\[
\sup_{(t, x) \in K, r > 0} \frac{p(r - t, z_i - x)}{p(r, z_i)} \mathbb{1}_{\{t < r\}} < +\infty.
\]
It follows, \(\mathbb{P}\)-a.s., on \(\{t < \tau\}\) that for all \(i \in \{1, 2\}\)
\[
\sup_{n \in \mathbb{N}, r > t} \frac{p(r - t_n, z_i - \xi_{t_n})}{p(r, z_i)} \mathbb{1}_{\{t_n < r\}} < +\infty.
\]
(4.18)
We conclude assertion (4.15) from the Lebesgue dominated convergence theorem.

Now let us prove (4.16). Recall that the function \(G_{t_n, u}(r, z, \xi_{t_n})\) is given by
\[
G_{t_n, u}(r, z, \xi_{t_n}) = \int_{\mathbb{R}} g(y) p\left( \frac{r - u}{r - t_n}(u - t_n), y, \frac{r - u}{r - t_n} \xi_{t_n} + \frac{u - t_n}{r - t_n} z_i \right) dy.
\]
Note that the function
\[
y \mapsto p\left( \frac{r - u}{r - t_n}(u - t_n), y, \frac{r - u}{r - t_n} \xi_{t_n} + \frac{u - t_n}{r - t_n} z_i \right)
\]
is a density on \(\mathbb{R}\) for all \(n\). Since \(g\) is bounded, we deduce that \(G_{t_n, u}(r, z, \xi_{t_n})\) is bounded. Moreover we obtain from the weak convergence of Gaussian measures that
\[
\lim_{n \to +\infty} G_{t_n, u}(r, z, \xi_{t_n}) = G_{t, u}(r, z, \xi_t),
\]
combining the fact that \(G_{t_n, u}(r, z, \xi_{t_n})\) is bounded, (4.17) and (4.18), the assertion (4.16) is derived from the Lebesgue dominated convergence theorem.

(ii) The case \(t = 0\). Let us prove the relation (4.13) under the assumption: there exists \(\varepsilon > 0\) such that \(\mathbb{P}(\tau > \varepsilon) = 1\). From (4.13), it is sufficient to verify that
\[
\lim_{n \to +\infty} \mathbb{E}[g(\xi_u)|\xi_t] = \mathbb{E}[g(\xi_u)|\xi_0], \quad \mathbb{P}\text{-a.s.}
\]
(4.19)
we have,

\[ E[g(\xi_u)] = F(u)E[g(Z)] + \int_{R}^{+\infty} \int_{u}^{+\infty} g(y) p\left(\frac{u(r - u)}{r}, y, \frac{u}{r}z\right) dy \mathbb{P}_\tau(dr) \mathbb{P}_Z(dz) \]

\[ = F(u)E[g(Z)] + \sum_{i=1}^{2} \int_{u}^{+\infty} \int_{R} g(y) p\left(\frac{u(r - u)}{r}, y, \frac{u}{r}z_i\right) dy \mathbb{P}_\tau(dr)p_i. \quad (4.20) \]

Without loss of generality we assume that \( t_n < \varepsilon \) for all \( n \in \mathbb{N} \). Due to (4.14), the fact that there exists \( \varepsilon > 0 \) such that \( \mathbb{P}(\tau > \varepsilon) = 1 \) and (4.20), the statement (4.19) will be proven once we prove that, \( \mathbb{P}\text{-a.s.}, \) for all \( i \in \{1, 2\} \)

\[ \lim_{n \to +\infty} \int_{t_n}^{u} \phi_{\xi, t_n}^{r, z_i}(\xi_{t_n}) \mathbb{P}_\tau(dr) = F(u), \quad (4.21) \]

\[ \lim_{n \to +\infty} \int_{u}^{+\infty} G_{t_n, r}(r, z_i, \xi_{t_n}) \phi_{\xi, t_n}^{r, z_i}(\xi_{t_n}) \mathbb{P}_\tau(dr) = \int_{u}^{+\infty} \int_{R} g(y) p\left(\frac{u(r - u)}{r}, y, \frac{u}{r}z_i\right) dy \mathbb{P}_\tau(dr). \quad (4.22) \]

Moreover, we have for all \( r > \varepsilon \), for all \( i \in \{1, 2\} \),

\[ \frac{p(r - t_n, z_i - \xi_{t_n})}{p(r, z_i)} \leq \sqrt{\frac{r}{r - t_n}} \exp\left[\frac{z_i^2}{2r}\right] \leq \sqrt{\frac{\varepsilon}{\varepsilon - t_1}} \exp\left[\frac{z_i^2}{2\varepsilon}\right]. \quad (4.23) \]

combining the fact that \( g \) and \( G_{t_n, r}(r, z, \xi_{t_n}) \) are bounded and inequality (4.23) the assertions (4.21) and (4.22) can be derived from the Lebesgue dominated convergence theorem.

We are now able to state another main result of this section, namely the right-continuity of the completed natural filtration of the Brownian bridge information process.

**Theorem 4.8.** The filtration \( \mathbb{F}^{\xi, c} \) satisfies the usual conditions of right-continuity and completeness.

**Proof.** It is sufficient to prove that for every bounded \( \mathcal{F}_{t+}^{\xi, c} \)-measurable \( Y \) we have, \( \mathbb{P}\text{-a.s.}, \)

\[ \mathbb{E}[Y | \mathcal{F}_{t+}^{\xi, c}] = \mathbb{E}[Y | \mathcal{F}_t^{\xi, c}]. \quad (4.24) \]

This is an immediate consequence of the Markov property of \( \xi \) with respect to \( \mathbb{F}_t^{\xi, c} \). Let us first prove that \( \xi \) is an \( \mathbb{F}_t^{\xi, c} \)-Markov process, i.e.,

\[ \mathbb{E}[g(\xi_u) | \mathcal{F}_{t+}^{\xi}] = \mathbb{E}[g(\xi_u) | \xi_t], \mathbb{P}\text{-a.s.}, \quad (4.25) \]

for all \( t < u \) and for every bounded measurable function \( g \). Throughout the proof we can assume without loss of generality that the function \( g \) is continuous and bounded. Let \( (t_n)_{n \in \mathbb{N}} \) be a decreasing sequence of strictly positive real numbers converging to \( t \): that is \( t < \ldots < t_{n+1} < t_n < u, \)
where the process \((I_t, t \geq 0)\) is an \(\mathbb{F}^\xi\)-Brownian motion stopped at \(\tau\) and the function \(\Psi_s\) is defined by (3.29).
Proof. From the representation (2.6) we obtain that
\[ b_t = \xi_t - \int_0^t \frac{Z - \xi_s}{r - s} 1_{\{s < \tau\}} ds, \]  
where the process \( b \) is defined as follows:
\[ b_t(\omega) := b_t^{r,z}(\omega)|_{z=Z(\omega)}, \]
for \( (t, \omega) \in \mathbb{R}_+ \times \Omega, \) where \( (b_t^{r,z}, t \geq 0) \) is a \( \mathbb{F}^{r,z} \)-Brownian motion stopped at \( r \). Since the random variable \( Z \) is integrable, for all \( t \in \mathbb{R}_+ \), we have
\[
E \left[ \int_0^t \left| \frac{Z - \xi_s}{r - s} \right| 1_{\{s < \tau\}} ds \right] < \infty. \tag{4.30}
\]
To see that, by using the formula of total probability and that \( E[|z_{s,0}|] = \sqrt{\frac{2}{\pi}} \sqrt{\frac{s(r-s)}{r}} \), we have for all \( t \geq 0, \)
\[
E \left[ \int_0^t \left| \frac{Z - \xi_s}{r - s} \right| 1_{\{s < \tau\}} ds \right] = \int_0^t \int_{\mathbb{R}} \int_0^{+\infty} E \left[ \left| \frac{Z - \xi_s}{r - s} \right| 1_{\{s < \tau\}} \bigg| \tau = r, Z = z \right] \mathbb{P}_r(dr) \mathbb{P}_Z(dz) ds
\]
\[
= \int_0^t \int_{\mathbb{R}} \int_0^{+\infty} E \left[ \frac{|z - \xi_s|}{r - s} \bigg| 1_{\{s < \tau\}} \bigg| \tau = r, Z = z \right] \mathbb{P}_r(dr) \mathbb{P}_Z(dz) ds
\]
\[
= \int_0^t \int_{\mathbb{R}} \int_0^{+\infty} E \left[ \frac{|z - \xi_s|}{r - s} \bigg| \tau = r, Z = z \right] \mathbb{P}_r(dr) \mathbb{P}_Z(dz) ds
\]
\[
\leq \int_0^t \int_{\mathbb{R}} \int_0^{+\infty} \left( \frac{|z|}{r} + \sqrt{\frac{2}{\pi}} \sqrt{\frac{s}{r(r-s)}} \right) \mathbb{P}_r(dr) \mathbb{P}_Z(dz) ds
\]
\[
= E[|Z|] \int_0^{+\infty} \int_0^{t \wedge r} \frac{1}{r} ds \mathbb{P}_r(dr) + \sqrt{\frac{2}{\pi}} \int_0^{+\infty} \int_0^{t \wedge r} \sqrt{\frac{s}{r(r-s)}} ds \mathbb{P}_r(dr). \tag{4.31}
\]
It is clear that
\[
\int_0^{+\infty} \int_0^{t \wedge r} \frac{1}{r} ds \mathbb{P}_r(dr) \leq \int_0^{+\infty} \mathbb{P}_r(dr) = 1.
\]
We split the second integral on the right-hand side of (4.31) into two integrals:
\[
\int_0^{+\infty} \int_0^{t \wedge r} \sqrt{\frac{s}{r(r-s)}} ds \mathbb{P}_r(dr) = \int_0^{t} \int_0^{t \wedge r} \sqrt{\frac{s}{r(r-s)}} ds \mathbb{P}_r(dr) + \int_0^{+\infty} \int_0^{t \wedge r} \sqrt{\frac{s}{r(r-s)}} ds \mathbb{P}_r(dr).
\]
For the first integral we see that
\[
\int_0^{t} \int_0^{t \wedge r} \sqrt{\frac{s}{r(r-s)}} ds \mathbb{P}_r(dr) \leq \int_0^{t} \int_0^{r} \frac{1}{\sqrt{r-s}} ds \mathbb{P}_r(dr) = \int_0^{t} 2 \sqrt{r} \mathbb{P}_r(dr) \leq 2 \sqrt{t}.
\]
The second integral can be estimated as follows:
\[
\int_0^{+\infty} \int_0^{t \wedge r} \sqrt{\frac{s}{r(r-s)}} ds \mathbb{P}_r(dr) \leq \sqrt{t} \int_0^{+\infty} \frac{1}{\sqrt{r}} \int_0^{t} \frac{1}{\sqrt{r-s}} ds \mathbb{P}_r(dr) \leq 2 \sqrt{t}.
\]
Now let us consider the filtration
\[
\mathbb{H} = \left( \mathcal{H}_t := \mathcal{F}_t^{\mathbb{F},c} \vee \sigma(\tau, Z), \ t \geq 0 \right),
\]
which is equal to the initial enlargement of the filtration \( \mathbb{F}^{\mathbb{F},c} \) by the \( \sigma \)-algebra \( \sigma(\tau, Z) \). From \textbf{(4.30)}, the process \( b \) is well-defined. Moreover, it is a Brownian motion stopped at \( \tau \) with respect to \( \mathbb{H} \). Indeed, it is clear that the process \( b \) is continuous and \( \mathbb{H} \)-adapted. In order to prove that it is a \( \mathbb{H} \)-Brownian motion stopped at \( \tau \), it suffices to prove that the process \( b \) and the process \( X \) defined by \( X_t := b_t^2 - (t \wedge \tau), \ t \geq 0 \), are both \( \mathbb{H} \)-martingales. Since \( (b_t^{r,z}, t \geq 0) \) is an \( \mathbb{F}^{r,z} \)-Brownian motion stopped at \( r \), the process defined by \( X_{t+}^{r,z} := (b_t^{r,z} - t \wedge r, t \geq 0) \) is an \( \mathbb{F}^{r,z} \)-martingale. Moreover, we obtain for any \( 0 < t_1 < t_2 < ... < t_n = t, \ n \in \mathbb{N}^* \), \( h \geq 0 \) and for bounded Borel functions \( g \), that
\[
\mathbb{E}[(b_{t+h} - b_t)g(\xi_{t_1}, \ldots, \xi_{t_n}, \tau, Z)] = \int_{\mathbb{R}} \int_{(0, +\infty)} \mathbb{E}[(b_{t+h}^{r,z} - b_t^{r,z})g(\xi_{t_1}^{r,z}, \ldots, \xi_{t_n}^{r,z}, r, z)]\mathbb{P}_{\tau}(dr)\mathbb{P}_Z(dz) \]
\[
= 0,
\]
and
\[
\mathbb{E}[(X_{t+h} - X_t)g(\xi_{t_1}, \ldots, \xi_{t_n}, \tau, Z)] = \int_{\mathbb{R}} \int_{(0, +\infty)} \mathbb{E}[(X_{t+h}^{r,z} - X_t^{r,z})g(\xi_{t_1}^{r,z}, \ldots, \xi_{t_n}^{r,z}, r, z)]\mathbb{P}_{\tau}(dr)\mathbb{P}_Z(dz) \]
\[
= 0.
\]
The desired result follows by a standard monotone class argument. A well known result of filtering theory, see Proposition 2.30, p. 33 in \textbf{[3]} tells us that the process \( I \) given by
\[
I_t = \xi_t - \int_0^t \mathbb{E} \left[ \frac{Z - \xi_s}{\tau - s} \mathbb{1}_{(s < \tau)} \right] \mathcal{F}^{\mathbb{F}}_s ds, \ t \geq 0,
\]
is an \( \mathbb{F}^{\mathbb{F},c} \)-Brownian motion stopped at \( \tau \). From Theorem \textbf{4.8}, the filtration \( \mathbb{F}^{\mathbb{F},c} \) satisfies the usual conditions of right-continuity and completeness. The semi-martingale decomposition of \( \xi \) with respect to its own filtration \( \mathbb{F}^{\mathbb{F},c} \) is given by \textbf{(4.33)}. Therefore, it remains to compute the conditional expectation of \( \frac{Z - \xi_s}{\tau - s} \mathbb{1}_{(s < \tau)} \) with respect to \( \mathcal{F}^{\mathbb{F},c}_s \). Indeed, using \textbf{(4.3)} we have, \( \mathbb{P} \)-a.s.,
\[
\mathbb{E} \left[ \frac{Z - \xi_s}{\tau - s} \mathbb{1}_{(s < \tau)} \right] \mathcal{F}^{\mathbb{F},c}_s = \sum_{i=1}^2 \frac{(z_i - \xi_s)p_i}{\Psi_s(\xi_s, z_1)p_1 + \Psi_s(\xi_s, z_2)p_2} \int_{\tau}^{+\infty} \frac{1}{r-s} \frac{p(r-s, z_i - \xi_s)}{p(r, z_i)} \mathbb{P}_{\tau}(dr).
\]
Hence we derive the canonical decomposition \textbf{(4.28)} of \( \xi \) as a semi-martingale with respect to its own filtration \( \mathbb{F}^{\mathbb{F},c} \).
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