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How well do simulated last glacial maximum tropical temperatures constrain equilibrium climate sensitivity?
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Abstract
Previous work demonstrated a significant correlation between tropical surface air temperature and equilibrium climate sensitivity (ECS) in PMIP (Paleoclimate Modelling Intercomparison Project) phase 2 model simulations of the last glacial maximum (LGM). This implies that reconstructed LGM cooling in this region could provide information about the climate system ECS value. We analyze results from new simulations of the LGM performed as part of Coupled Model Intercomparison Project (CMIP5) and PMIP phase 3. These results show no consistent relationship between the LGM tropical cooling and ECS. A radiative forcing and feedback analysis shows that a number of factors are responsible for this decoupling, some of which are related to vegetation and aerosol feedbacks. While several of the processes identified are LGM specific and do not impact one elevated CO2 simulations, this analysis demonstrates one area where the newer CMIP5 models behave in a qualitatively different manner compared with the older ensemble. The results imply that so-called Earth System components such as vegetation and aerosols can have a significant impact on the climate response in LGM simulations, and this should be taken into account in future analyses.

1. Introduction

The last glacial maximum (LGM) is defined as the period during the last glacial-interglacial cycle when ice sheet volume was at a maximum [e.g., Mix et al., 2001], from 23 to 19 kyr B.P. (before present). This period has been a focus of paleoclimate study for several decades, because it constitutes an example of a near-equilibrium global climate state which is very different from today's. Several global synthesis of paleo-environmental reconstructions have been produced [e.g., Kohfeld and Harrison, 2001; Prentice et al., 2000; MARGO Project Members, 2009; Bartlein et al., 2011], and these allow coupled climate model simulations of this time period to be evaluated in detail [e.g., Harrison et al., 2013].

The climate of the LGM is characterized by large ice sheets which dominated the Northern Hemisphere [e.g., as reconstructed by Peltier (2004)] and by a significant reduction in the concentration of the natural greenhouse gases (GHG) compared to the preindustrial [Petit et al., 1999; Spahni et al., 2005]. The astronomical configuration was also different, but this had a minor climatic forcing seasonally or in the annual mean [Berger and Loutre, 1991]. The radiative forcing from these ice sheets and reduced GHG levels is estimated to be approximately equal in magnitude to that from a quadrupling of CO2, thus making the LGM one candidate time period for studying well-resolved large-scale change in the global environment [Braconnot et al., 2012].

A number of studies have aimed to quantify how well the LGM climate might be able to constrain the value of equilibrium climate sensitivity (ECS). Crucifix [2006] demonstrated using four coupled general circulation models (GCMS) from phase 2 of PMIP (Paleoclimate Modelling Intercomparison Project) that there was no clear relationship between climatic feedbacks operating at the LGM and in response to increased CO2 at the global scale. This was shown to derive from multiple factors including (i) LGM specific forcings (namely, ice sheets) and feedbacks such as a marked cloud feedback response to the ice sheets in the Northern Hemisphere and (ii) differential responses in some models (particularly MIROC3.2) in cloud feedbacks in warmer versus cooler climates.

Using MIROC3.2, Yoshimori et al. (2009) analyzed some of these issues in more detail by decomposing the climatic feedbacks operating in response to increased and decreased atmospheric CO2 and in response to LGM boundary conditions (which include reduced GHG levels). They found differences in the cloud feedback
The relationship between ECS and tropical lgm-piControl temperature anomalies ($\Delta T_{\text{trop}}$) for PMIP2 and CMIP5-PMIP3 ensembles of LGM and preindustrial simulations. The correlation for eight PMIP2 models is $-0.8$ and is $+0.1$ for nine PMIP3 simulations. The linear regression of the PMIP2 models is shown by the black line.

Operating in response to warmer versus colder climates which are thought to derive from a simulated displacement of mixed-phase clouds in the model. The results of Crucifix [2006] suggest that this process is not operating equally in all models however.

Following this prior work, Hargreaves et al. [2012] restricted the analysis to the tropics. Using an expanded ensemble of seven PMIP2 models, they showed a statistically significant relationship between model ECS and simulated LGM tropical cooling. This is likely because the dominant driver of tropical temperature change is GHG forcing in these LGM simulations. Hargreaves et al. [2012] postulated that combining reconstructions of LGM tropical temperatures and model results could provide constraints on the real climate system ECS value.

The LGM simulation is now a core part of the Coupled Model Intercomparison Project (CMIP) phase 5 meaning that many models used to project future changes or to perform idealized perturbation experiments are also evaluated under paleoclimate boundary conditions. The models used in CMIP5 also differ markedly from those used in CMIP3 and PMIP2. In addition to increases in the level of complexity in various process representations, many of the models now include Earth System components such as dynamic vegetation or interactive aerosols. We therefore expand the analysis of Hargreaves et al. [2012] to include results from nine model simulations of the LGM from CMIP5-PMIP3. This follows a similar analysis in Schmidt et al. [2014] (also shown in the IPCC AR5) which showed that the relationship between ECS and LGM temperature anomalies was less robust in the CMIP5 models than in the PMIP2 simulations. Here we address this issue directly by analyzing the radiation budget in each simulation and comparing with the results from idealized abrupt4×CO$_2$ simulations.

2. Methods

CMIP5 data were obtained for piControl, lgm, and abrupt4×CO$_2$ experiments. The latter were averaged over years 101–150. A list of models analyzed with their calculated equilibrium climate sensitivities is given in Table S1 in the supporting information. We derive equilibrium climate sensitivities for the CMIP5 models using the method of Gregory et al. [2004] and use values for the PMIP2 models from Forster and Taylor [2006] which are also calculated using this method. These values are given in Table S1 and are shown in Figure 1.

The short-wave (SW) radiative forcing and feedbacks in each model are decomposed using the APRP method of Taylor et al. [2007]. This has been used in many previous studies [e.g., Crucifix, 2006; Braconnot et al., 2012; Brady et al., 2013; Hopcroft and Valdes, 2014]. Essentially at a grid box level for each model, monthly mean total cloud cover and radiation diagnostics for the surface and...
Figure 3. Tropical regional averages of surface temperature anomalies and short-wave (SW) and long-wave (LW) radiative feedbacks in PMIP2 and PMIP3 LGM simulations compared to the respective preindustrial control simulations. SW terms are calculated using APRP method [Taylor et al., 2007], while the LW terms are calculated as described in the text. The LW cloud term is calculated as the difference between TOA all-sky and clear-sky fluxes. Top of the atmosphere (TOA) for all-sky and clear-sky conditions are used in a simplified representation of the surface and atmospheric properties to calculate the contributions from the land surface albedo, clouds, and clear-sky atmospheric absorption and scattering to the short-wave forcing and feedbacks operating in the model. These values are summarized for the PMIP2 and PMIP3 models in Figure 2 which shows short-wave cloud feedbacks and Figure 3, for other fields. Both figures show averages over the tropics, the focus of this work. A similar analysis of the abrupt4xCO2 simulations is shown in the supporting information.

The long-wave (LW) fluxes are also shown in Figure 3 for the LGM (see the supporting information for the abrupt4xCO2 simulations). The greenhouse gas forcing is calculated from the 2xCO2 (for PMIP2 models) or 4xCO2 (for CMIP5 models) greenhouse gas forcing, scaled to the LGM GHG change following Crucifix [2006]. The figure also shows the TOA LW cloud radiative forcing diagnosed as the difference between the all-sky and clear-sky LW fluxes at the top of the atmosphere. The estimated GHG feedback term is also shown. This latter term is derived from the difference between the TOA and surface clear-sky outgoing LW radiation and is corrected for the Planck response to the LGM orographic change using a uniform atmospheric lapse rate of 6.5 K km\(^{-1}\).

3. Results

Figure 1 shows ECS for the PMIP2 and PMIP3 models as a function of their simulated lgm-piControl temperature change averaged over the tropics and here denoted \(\Delta T_{\text{trop}}\). This shows a strong correlation for PMIP2 models (further supported here by the inclusion of CNRM-CM3 values). The PMIP2 ECS values are slightly different from those used by Hargreaves et al. [2012], which were based on slab ocean runs. The PMIP2 ECS values derived from the Gregory analysis strengthens the negative correlation between climate sensitivity and the lgm-piControl tropical temperature change for each model, changing from \(-0.75\) to \(-0.79\). However, the same analysis conducted for PMIP3 models shows that this relationship does not hold. The correlation is close to zero, with PMIP3 models showing similar levels of cooling at the LGM but with a wide range of ECS values. A similar analysis for the abrupt4xCO2 simulations with these same models conducted as part of CMIP5 shows a strong relationship between ECS and tropical warming, and this is shown in the supporting information Figure S1. Thus, the question arises as to why this relationship appears to apply in the PMIP2 (CMIP3) LGM models but not in the newer CMIP5 ensemble.
Five of the PMIP3 models fall close to the PMIP2 relationship between ECS and $\Delta T_{trop}$. These models are CCSM4, FGOALS-q2, IPSL-CMA5-LR, MPI-ESM, and MRI-CGCM3. Of the remaining three models, two have relatively high ECS values but show small changes in tropical temperatures: MIROC-ESM (ECS = 4.65) and CNRM-CM5 (ECS = 3.25), while GISS-E2-R has a relatively low ECS value but shows a larger change in $\Delta T_{trop}$. The three models which behave least like the PMIP2 ensemble form the bulk of the analysis below.

A comparison of the spatial correlation of ECS against surface temperature following Hargreaves et al. [2012] (Figure S2) demonstrates that the relationship between ECS and temperature anomalies is only weakly evident in the North Atlantic in PMIP3, while in the PMIP2 models it is evident across much of the tropics (as shown before). Additionally, the relationship is shown to hold for the four models in PMIP2 for which full radiation diagnostics are available.

Since the SW feedbacks from clouds are known to play a pivotal role in the intermodel spread in climate sensitivity [e.g., Dufresne and Bony, 2008] this is analyzed first. Figure 2 shows SW cloud radiative feedback as a function of climate sensitivity. The SW cloud terms are divided by the simulated tropical temperature change in this comparison. The feedback strength increases across most models as a function of ECS consistently across the two different experiments. MIROC-ESM and MRI-CGCM3 show the largest exceptions with clear differences between the warmer and cooler scenarios. MIROC-ESM shows relatively weak SW cloud effect given its high climate sensitivity. The discrepancy is much larger for the LGM simulation compared to the abrupt4xCO2 simulation, a point we return to below. MRI-CGCM3 behaves in the opposite sense and shows a stronger cloud feedback than would be expected from its ECS value (given the behavior of the other models). In this case the LGM simulation also shows a weaker cloud SW feedback than the abrupt4xCO2 simulation. The majority of the other models, however, show a reasonable agreement in terms of the strength of the cloud feedback, demonstrating symmetry in cooler versus warmer climate states. Apart from MIROC-ESM and MRI-CGCM3, this suggests that decoupling between the tropical temperature change and ECS in PMIP3 is related to processes other than SW radiative effects of clouds.

The remaining short-wave radiation budget terms are compared in Figure 3. There is great variability in the SW cloud term across both the PMIP2 and PMIP3/CMIP5 LGM ensembles. In contrast the SW surface albedo term is much more variable in the newer PMIP3/CMIP5 ensemble. The largest value found in MRI-CGCM3 is caused by prescribing bare soil areas over new land areas for the LGM in this model (K. Yoshida, personal communication, 2014). The clear-sky SW term is comparable across the two ensembles.

The long-wave (LW) radiation budget averaged over the tropics is also summarized in Figure 3. The total GHG forcing is similar in PMIP2 and PMIP3 models. The range is slightly smaller in the former with a range of $-3.0$ to $-2.7$ W m$^{-2}$ compared to $-3.3$ to $-2.8$ W m$^{-2}$ in PMIP3. The clear-sky TOA minus surface LW flux corrected for this forcing is shown in Figure 3 and demonstrates a similar range in the two ensembles. Finally, the LW cloud feedbacks are distributed more widely in the PMIP3 LGM ensemble (range: $-0.1$ to $2.5$ W m$^{-2}$) than in PMIP2 (range: $0.6$ to $1.3$ W m$^{-2}$).

### 3.1. MIROC-ESM

MIROC-ESM is the only model with a significant change in the aerosol loading. This stems from the inclusion of interactive mineral dust emissions and interactive vegetation. The dust emissions and their radiative effects are modeled using the SPRINTARS model which has been used previously for the LGM [Takemura et al., 2009]. The results from Takemura et al. [2009] can therefore help in the interpretation of processes operating in MIROC-ESM. The total column dust loading is also similar in the simulations of Takemura et al. [2009] and MIROC-ESM, with preindustrial burdens of 14 and 12 Tg, respectively, and LGM burdens of 31 and 34 Tg, respectively.

In MIROC-ESM the aerosol optical depth (AOD) at 550 $\mu$m shows much larger overall changes than in the abrupt4xCO2 simulation (not shown), and this is confirmed by the SW clear-sky feedback term, which is $-1.2$ W m$^{-2}$. MIROC-ESM also includes dynamic vegetation which makes a contribution over the tropics. Additionally, there is a substantial decrease in the albedo over the Sahara and this acts to further reduce cooling over the tropics. The SW surface albedo term is positive ($0.2$ W m$^{-2}$) in MIROC-ESM for the tropics, mostly as a result of the albedo change over the Sahara (Figure 3).

MIROC-ESM also includes the first and second indirect effects of mineral dust aerosols (see Table S1 in the supporting information). The Lgm-piControl anomaly of the effective cloud top particle radius shows a significant global decrease symptomatic of the first aerosol indirect effect. Using the same aerosol model
Takemura et al. [2009] calculated a global radiative forcing due to SW indirect effects of dust at the LGM of +0.90 and +0.66 W m\(^{-2}\) at the tropopause and surface, respectively. An aerosol-induced positive SW indirect effect in MIROC-ESM could therefore account for some of the difference of the SW cloud feedback relative to the 4 \(\times\) CO\(_2\) simulation (as shown in Figure 2). The LW indirect aerosol effects simulated by Takemura et al. [2009] are also important but with opposing values of \(-1.96\) W m\(^{-2}\) and +0.22 W m\(^{-2}\) at the tropopause and surface, respectively.

The analysis over the tropics shows that MIROC-ESM has the smallest SW feedback factors from any of the models analyzed, despite having the highest climate sensitivity and showing the second highest SW feedback value in the abrupt4\(\times\)CO\(_2\) experiment.

### 3.2. CNRM-CM5

The outstanding term in the energy balance for CNRM-CM5 is the effective greenhouse gas forcing. This term is only \(-8.4\) W m\(^{-2}\) compared to the multimodel averages of \(-12.1 \pm 1.8\) W m\(^{-2}\) for PMIP3 and \(-11.6 \pm 1.7\) W m\(^{-2}\) for PMIP2 (clear-sky TOA surface, Figure 3). CNRM-CM3 in PMIP2 shows a similarly small value for this term (\(-8.9\) W m\(^{-2}\)). Interestingly, the same term in the abrupt4\(\times\)CO\(_2\) simulation by CNRM-CM5 is close to the ensemble average value. This suggests that the model behaves nonlinearly in response to a cooler climate compared to a warming climate. In CNRM-CM5 compared to CNRM33 there is (i) an increase in the ECS value and (ii) a smaller LW cloud feedback term. These two terms combined induce a nearly 1 W m\(^{-2}\) difference between the two CNRM models. Unfortunately, not enough fields are stored in the PMIP2 database to perform the APRP analysis of the CNRM-CM3 PMIP2 simulation. Overall, the behavior in CNRM-CM5 is the least understood and future work is required to resolve this.

### 3.3. GISS-E2-R

GISS is the only model run with prescribed LGM vegetation distributions [from Ray and Adams, 2001]. GISS-E2-R simulates extreme cooling (\(-17.5^\circ\)C), over middle- to high-latitude Asia (land points in the region 55–120\(^\circ\)E by 45–75\(^*\)N) possibly more as a result of the sensitivity of snow-covered vegetation albedo than because of the vegetation distribution imposed, since other PMIP3/CMIP5 models with large reductions in tree cover simulate substantially less cooling (e.g., in MPI-ESM-P cooling is \(-10.3^\circ\)C and in MIROC-ESM it is \(-11.1^\circ\)C) and the cooling in GISS-E2-R is substantially larger than indicated by the pollen-based temperature field reconstruction from Bartlein et al. [2011]. This enhanced extratropical cooling causes snow to persist north of 40–50\(^\circ\)N throughout the year in Asia (see Figure S4) and therefore likely contributes a cooling signal at lower latitudes similar to the cooling induced by the imposition of LGM ice sheets. Thus, teleconnections, including a reduction in atmospheric water vapor act to enhance cooling in the tropics. The latter can be seen in the LW clear-sky TOA minus surface flux (Figure 3) for which GISS has the largest value of any of the LGM simulations, despite having a smaller than average value in the abrupt4\(\times\)CO\(_2\) simulation (see Table S3). GISS-E2-R also has vegetation changes in the tropics, and the surface albedo effect from these is relatively large with an average forcing of \(-1.4\) W m\(^{-2}\) (see Figure 3). Only MRI-CGCM3 has a larger surface albedo contribution. Together, these factors help to explain the magnitude of the LGM tropical cooling in GISS-E2-R.

### 4. Discussion

Our analyses demonstrate that there is no coherent relationship between climate sensitivity and tropical change in CMIP5 models, and we identify several mechanisms of climate change specific to the last glacial maximum that introduce this heterogeneity. These are (i) aerosol direct and indirect effects arising from changes in aerosol loading or because of interactions between the physical climate, aerosols and clouds; (ii) surface albedo changes due to prescribed or interactively modeled vegetation changes, and (iii) changes in atmospheric emissivity due to water vapor, possibly driven by prescribed vegetation changes. Overall, we find that the CMIP5 LGM ensemble shows qualitatively different behavior from the older PMIP2 ensemble.

The correlation between ECS and tropical temperature changes is positive in both the RCP8.5 and abrupt4\(\times\)CO\(_2\) simulations (see supporting information Figure S1). The abrupt4\(\times\)CO\(_2\) output shows relatively little change in global vegetation distributions in the CMIP5 models which include dynamic vegetation, while the changes in aerosol loading are smaller than those simulated for the LGM in these models.

Together, these factors demonstrate that the PMIP3 ensemble cannot be used all together to infer climate sensitivity as was the case in PMIP2. This is because the model simulations are not drawn from an identical experimental design, but instead span a range of model component and boundary condition choices.
However, the majority of models show reasonable agreement in terms of LGM tropical cooling, with 7 and 12 of the models shown in Figure 1 lying within the upper and lower reconstruction ranges, respectively, of Annan and Hargreaves [2013], where the lower reconstruction is devised as a sensitivity test to account for disagreement between records derived from different proxy types of LGM sea surface temperatures [see also Annan and Hargreaves, 2015].

As a number of models simulate the LGM tropical temperature change reasonably well, it is not possible to say whether additional Earth System processes are required or whether the feedback strengths of these processes have been overestimated in some models. However, the extratropical model response in GISS-E2-R is markedly stronger than in the other CMIP5 models which include dynamic vegetation (MIROC-ESM and MPI-ESM-P) and GISS-E2-R significantly overestimates cooling in the Northern extratropics in comparison with the surface temperature reconstructions of Bartlein et al. [2011]. The model also simulates snow cover persisting into summer in this area at the LGM, indicating potential ice sheet inception, which is not supported by reconstructions. Thus, if the extratropical and tropical cooling are related in this model, then the fact that it is an outlier in terms of the ECS to tropical temperature relationship is more likely a result of oversensitivity of the model to cold conditions, as opposed to a manifestation of uncertainty in the ECS to tropical behavior for the LGM.

If the next multimodel ensemble of LGM simulations consistently included similar Earth System components, would we revive a clear ΔTrop to ECS relationship? It is possible, and in this case the inferred distribution of ECS may shift to different values than inferred with PMIP2 models. There is also the possibility that the range of responses could diversify, as differences in the physical climates between models feed through into the other Earth System components like vegetation and dust. This would then imply that the relationship found in PMIP2 models is due to under-sampling of the range of possible LGM climate states, related to the omission of dust and vegetation feedbacks in the PMIP2 experimental design. In this case, idealized paleoclimate experiments focused on the LGM [e.g., Yoshimori et al., 2009; Brady et al., 2013] could help in distinguishing between models with different feedback strengths [e.g., Hopcroft and Valdes, 2014] by evaluation with paleo-environmental reconstructions.

5. Conclusions

Hargreaves et al. [2012] found a statistically significant relationship between tropical cooling and equilibrium climate sensitivity in PMIP2 coupled GCM simulations of the LGM. Here we analyze the tropical climate changes in CMIP5/PMIP3 last glacial maximum simulations and show that this relationship does not hold in this newer multimodel ensemble. Although there is some evidence that model performance plays a role in this decoupling, the inclusion of Earth System components, such as dynamic vegetation and interactive aerosols in some models is also important. Careful evaluation of the relative strengths of these additional feedbacks is required; otherwise, simulated climate anomalies could even be right for the wrong reasons, potentially leading to erroneous inferences about climate sensitivity in this context. Until a larger ensemble of models including Earth System components are available, we cannot say whether there is a useable relationship between tropical cooling and climate sensitivity which can be exploited to infer climate sensitivity from reconstructions of LGM tropical temperature anomalies.
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