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Abstract. In this paper we present general techniques for characterising minimal and maximal semigroup topologies on the endomorphism monoid \( \text{End}(\mathcal{A}) \) of a countable relational structure \( \mathcal{A} \). As applications, we show that the endomorphism monoids of several well-known relational structures, including the random graph, the random directed graph, and the random partial order, possess a unique Polish semigroup topology. In every case this unique topology is the subspace topology induced by the usual topology on the Baire space \( \mathbb{N}^\mathbb{N} \). We also show that many of these structures have the property that every homomorphism from their endomorphism monoid to a second countable topological semigroup is continuous; referred to as automatic continuity. Many of the results about endomorphism monoids are extended to clones of polymorphisms on the same structures.

1. Introduction

The Baire space \( \mathbb{N}^\mathbb{N} \) is naturally endowed with the product topology arising from the discrete topology on every copy of \( \mathbb{N} \). This topology will be referred to as the pointwise topology. A subbasis for the pointwise topology on \( \mathbb{N}^\mathbb{N} \) consists of the sets \( U_{x,y} = \{ f \in \mathbb{N}^\mathbb{N} : (x) f = y \} \) for all \( x, y \in \mathbb{N} \). The topological space \( \mathbb{N}^\mathbb{N} \) also forms a monoid with operation the composition of functions \( \circ \), called the full transformation monoid on \( \mathbb{N} \). The space \( \mathbb{N}^\mathbb{N} \) is central in the context of Polish spaces (completely metrizable and separable topological spaces), and in the theory of semigroups. For example, every non-empty Polish space is a continuous image of the Baire space, and every countable semigroup embeds into the full transformation monoid. The pointwise topology happens to be compatible with the algebraic structure of \( \mathbb{N}^\mathbb{N} \) in the sense that the function \( \circ : \mathbb{N}^\mathbb{N} \times \mathbb{N}^\mathbb{N} \to \mathbb{N}^\mathbb{N} \) is continuous; such a topology is referred to as a semigroup topology on \( \mathbb{N} \). In fact, the algebraic structure of \( \mathbb{N}^\mathbb{N} \) and the pointwise topology are deeply intertwined: the pointwise topology is the unique Polish semigroup topology on \( \mathbb{N}^\mathbb{N} \) [14, Theorem 5.4].

The monoid \( \mathbb{N}^\mathbb{N} \) is not alone in having a unique Polish topology compatible with its algebraic structure. As a \( G_\delta \) subset of \( \mathbb{N}^\mathbb{N} \), the symmetric group \( \text{Sym}(\mathbb{N}) \) is also a Polish space with the subspace topology induced by the pointwise topology on \( \mathbb{N}^\mathbb{N} \). Abusing notation slightly, we will refer to the subspace topology on any subset of \( \mathbb{N}^\mathbb{N} \), induced by the pointwise topology on \( \mathbb{N}^\mathbb{N} \), as the pointwise topology. The pointwise topology on \( \text{Sym}(\mathbb{N}) \) is likewise compatible with the group structure of \( \text{Sym}(\mathbb{N}) \), in that multiplication and inversion are continuous. In [18] it was shown that every Hausdorff group topology on \( \text{Sym}(\mathbb{N}) \) contains the pointwise topology. It is folklore in the theory of Polish groups that if \( T_1 \) and \( T_2 \) are Polish group topologies on a group \( G \) and \( T_1 \subseteq T_2 \), then \( T_1 = T_2 \); see [30, Theorem 9.10 and Proposition 11.5]. It follows that the pointwise topology is the unique Polish group topology on \( \text{Sym}(\mathbb{N}) \). Uniqueness of compatible topologies has been studied for many further groups and semigroups, and more general objects such as clones; see for example [2, 4, 6, 11, 12, 14, 17, 22, 23, 24, 25, 26, 27, 28, 29, 31, 40, 41, 42, 43, 45, 47, 48, 49].

Every closed subset of \( \mathbb{N}^\mathbb{N} \) is itself a Polish space with the pointwise topology. If \( S \) is a (topologically) closed submonoid of \( \mathbb{N}^\mathbb{N} \), then \( S \) is the endomorphism monoid of some relational structure on \( \mathbb{N} \); and every such endomorphism monoid is a closed submonoid of \( \mathbb{N}^\mathbb{N} \); see [9, Theorem 5.8] or [10, Proposition 6.1]. As such every endomorphism monoid of a countable relational structure is a Polish monoid with respect to the pointwise topology; similarly, every automorphism group of a countable relational structure is a Polish group in this way.

In this paper we present general techniques for characterising minimal and maximal semigroup topologies on the endomorphism monoid \( \text{End}(\mathcal{A}) \) of a countable relational structure \( \mathcal{A} \). As an application we show that the pointwise topology is the unique Polish semigroup topology on the endomorphism monoids of several well-known relational structures; see Corollary C.
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In Section 3, we prove several results about minimal semigroup topologies. The main result in Section 3 is Theorem A, which is stated below. The theorem applies to \( \omega \)-categorical homogeneous relational structures with no algebraicity that satisfy an additional, somewhat technical, property named arsfacere (see Definition 3.4). Examples of such arsfacere relational structures include the random graph, the random directed graph, the random tournament, and several further well-known relational structures (see Theorem 3.9). Another notion that is central in Section 3 is that of the Zariski topology on a monoid. The Zariski topology on a monoid \( S \) is the topology with subsbasis consisting of

\[
\{ s \in S : (s)\phi_1 \neq (s)\phi_2 \}
\]

where \( \phi_1, \phi_2 : S \to S \) are any functions such that \((s)\phi_1 = t_1s_2\cdots t_{k-1}s_k\), \( k \geq 1 \) for every \( s \in S \) and for some fixed \( t_1, \ldots, t_k \in S \), and \( \phi_2 \) is defined analogously for some fixed \( u_1, \ldots, u_l \in S \). This notion is analogous to the notion of the Zariski topology on a group. The Zariski topology on any monoid \( S \) is \( T_1 \) and contained in every Hausdorff semigroup topology for \( S \); see [14, Propositions 2.1 and 2.2].

**Theorem A.** If \( \mathcal{A} \) is a countable \( \omega \)-categorical homogeneous arsfacere relational structure with no algebraicity, then the Zariski topology and the pointwise topology coincide on every monoid \( S \) such that \( \text{Emb}(\mathcal{A}) \leq S \leq \text{End}(\mathcal{A}) \).

In Section 4, we consider maximal semigroup topologies on the endomorphism monoid \( \text{End}(\mathcal{X}) \) of a homogeneous relational structure \( \mathcal{X} \). This is achieved via property \( \mathcal{X} \), which is defined as follows. If \( S \) is a topological semigroup and \( A \) is a subset of \( S \), then we say that \( S \) satisfies property \( \mathcal{X} \) with respect to \( A \) if the following holds:

for every \( s \in S \) there exists \( f_s, g_s \in S \) and \( t_s \in A \) such that \( s = f_s t_s g_s \) and for every neighbourhood \( B \) of \( t_s \) the set \( f_s(B \cap A)g_s \) is a neighbourhood of \( s \).

It is shown in [14, Theorem 3.1] that if a Polish semigroup \( S \) has property \( \mathcal{X} \) with respect to a Polish subgroup \( G \), then the topology on \( S \) is maximal among the Polish semigroup topologies on \( S \). We begin by establishing a sufficient condition, based on the existence of certain endomorphisms, for \( \text{End}(\mathcal{X}) \) equipped with the pointwise topology to have property \( \mathcal{X} \) with respect to the automorphism group \( \text{Aut}(\mathcal{X}) \) of \( \mathcal{X} \). We then proceed to isolate certain model-theoretic properties of \( \mathcal{X} \) that imply this condition, and in particular introduce the **strong amalgamation property with homomorphism gluing (SAHG)** in Definition 4.11.

This property is a strengthening of the classical strong amalgamation property and can also be thought of as an “almost free amalgamation property”. The main theorem proved in Section 4 is the following:

**Theorem B.** Let \( \mathcal{X} \) be an \( \omega \)-categorical relational structure which is homogeneous and homomorphism-homogeneous such that the age of \( \mathcal{X} \) has the strong amalgamation property with homomorphism gluing. Then \( \text{End}(\mathcal{X}) \) equipped with the pointwise topology has property \( \mathcal{X} \) with respect to \( \text{Aut}(\mathcal{X}) \).

In Section 5, we combine the results of the earlier sections to prove Corollary C. Defying the consensus of most of the literature in model theory, we do not require the edge relation of a directed graph to be antisymmetric (but do exclude loops), and remark that Proposition 5.1 can be used to prove that the statement does not hold for the random directed graph without undirected edges.

**Corollary C.** The pointwise topology is the unique Polish semigroup topology on the endomorphism monoids of the following structures:

(i) the random graph;
(ii) the random directed graph;
(iii) the random strict partial order;
(iv) the graph \( \omega K_n \) for any \( n \in \mathbb{N} \setminus \{0\} \);
(v) the graph \( nK_\omega \) with loops for any \( n \in (\mathbb{N} \setminus \{0\}) \cup \{\omega\} \), i.e., the random equivalence relations with \( n \) countably infinite equivalence classes;

as well as (i)-(iv) with all the loops included.

We will observe in Proposition 5.2 that unlike its finitary counterparts, the endomorphism monoid of \( \omega K_\omega \) has infinitely many Polish semigroup topologies.

We then show, in Theorem 5.3, that the endomorphism monoids of several structures have the property that every homomorphism into a second countable topological semigroup is continuous; this property is called **automatic continuity (with respect to the class of second countable topological semigroups)**. This is achieved by lifting the same property from the corresponding automorphism groups using property \( \mathcal{X} \). Such structures include: the random graph; the random directed graph; and any random equivalence relation
with infinite equivalence classes. Automatic continuity for semigroups, groups, and clones, has been the subject of intensive research in recent years; see [1, 7, 15, 20, 34, 38, 39, 46, 50].

In Section 6, we show how to extend the results about endomorphism monoids to clones of polymorphisms on the same structures.

2. Preliminaries

In this section, we introduce the notions and terminology required in later sections that are related to structures and model theory.

2.1. Functions. If \( f : X \rightarrow Y \) is a partial function, then \( f \) is a subset of \( X \times Y \). The image of \( f \) is the set \( \text{im}(f) = \{ y \in Y : (x, y) \in f \} \) and the domain of \( f \) is \( \text{dom}(f) = \{ x \in X : (x, y) \in f \} \). If \( f : X \rightarrow Y \) is a partial function, then (1) \( f \) is an extension of \( f|_Z \) if \( f \subseteq g \), and (2) \( f \) is the restriction of \( g \) to \( \text{dom}(f) \) if \( f|_{\text{dom}(g)} = g|_{\text{dom}(f)} \). Let \( X \) be a relational structure with the usual order relation \( \leq \). Then \( X \) is a structure and \( Y \) is a relational structure with an associated finite arity for each relation and operation name. A \( \sigma \)-signature \( X \) on the same structures and model theory.

The wreath product of a semigroup \( S \) with the monoid \( N^N \) of all functions from a set \( N \) to itself is the semigroup

\[
S \wr N^N = \{(f_i)_{i \in N}, g) : f_i \in S \text{ for all } i \in N, g \in N^N\}
\]

with multiplication

\[
((f_i)_{i \in N}, g)((h_i)_{i \in N}, k) = ((f_i h_{(i)g})_{i \in N}, gk).
\]

If \( S \) is a topological semigroup, then the topology on \( S \wr N^N \) is the product topology on \( S^N \times N^N \) where \( N^N \) has the pointwise topology (which is discrete in the case that \( N \) is finite). This is a semigroup topology on the wreath product. If \( S \) is Polish and \( N \) is countable, then \( S \wr N^N \) is Polish also.

2.2. Structures. A signature \( \sigma \) is a collection of names for constants, relations, and operations together with an associated finite arity for each relation and operation name. A structure, or \( \sigma \)-structure, \( X \) in the signature \( \sigma \) is a set \( X \) together with constants, relations, and operations on \( X \) of arity corresponding to those associated with each constant, relation, and operation name in \( \sigma \). We will use blackboard letters such as \( \mathbb{X} \), to denote structures, with the exceptions of \( \mathbb{N}, \mathbb{Q}, \) and \( \mathbb{R} \). The same letter in plain font will then denote the domain of the structure, for example \( X \) is the domain set of the structure \( X \). If \( A \) is a symbol in the signature of \( X \), we will denote the corresponding constant, relation, or operation of \( X \) by \( A^X \). A relational structure is a structure without operations and constants. For example, the rational numbers with the usual order relation \( \leq \) is a relational structure, and a monoid can be seen as a non-relational structure.

If \( X \) is a structure and \( Y \subseteq X \), then the substructure generated by \( Y \) is the least substructure of \( X \) containing \( Y \), all of the constants of \( X \), and closed under all of the operations in the signature of \( X \). A structure \( X \) is finitely generated if there is a finite \( F \subseteq X \) such that the substructure of \( X \) generated by \( F \) is \( X \) itself.

If \( n \in \mathbb{N} \) and \( n \geq 1 \), then the \( n \)-th power of a structure \( X \) with signature \( \sigma \), denoted by \( X^n \), is a structure on \( X^n \) defined as follows:

1. \( c^X^n = (c^X, \ldots, c^X) \in X^n \) for every constant name \( c \) in \( \sigma \);
2. \( (x_1^1, \ldots, x_n^1), \ldots, (x_1^m, \ldots, x_n^m) \in R^X \) if \( (x_1^i, \ldots, x_n^{m}) \in R^X \) for all \( i \in \{1, \ldots, n\} \), all \( m \)-ary relation names \( R \) in \( \sigma \), and all \( m \in \mathbb{N} \);
3. \( (x_1^1, \ldots, x_n^1), \ldots, (x_1^m, \ldots, x_n^m) \in R^X \) if \( (x_1^i, \ldots, x_n^m) \in R^X \) for every \( m \)-ary operation name \( f \) in \( \sigma \) and for every \( m \in \mathbb{N} \).

Let \( \mathbb{X} \) and \( \mathbb{Y} \) be structures in some signature \( \sigma \). Then a map \( \psi : \mathbb{X} \rightarrow \mathbb{Y} \) is a homomorphism if the following hold:

1. \( c^\mathbb{Y} = c^\mathbb{X} \) for every constant name \( c \) in \( \sigma \);
2. for every \( n \in \mathbb{N} \) and every \( n \)-ary relation name \( R \) in \( \sigma \): if \( x \in R^\mathbb{X} \) for some \( x \in \mathbb{X}^n \), then \( (\psi(x)) \in R^\mathbb{Y} \);
3. for every \( n \in \mathbb{N} \) and every \( n \)-ary operation name \( f \) in \( \sigma \): \( ((\psi(x))^f) = ((\psi(x))^f) \) for every \( x \in \mathbb{X}^n \).

The homomorphism \( \psi \) is an embedding if it is injective and \( x \in R^\mathbb{X} \) if and only if \( (\psi(x)) \in R^\mathbb{Y} \) for every \( x \in \mathbb{X}^n \) and every \( n \)-ary relation symbol where \( n \in \mathbb{N} \). A surjective embedding is an isomorphism. A homomorphism \( \psi : \mathbb{X} \rightarrow \mathbb{X} \) is an endomorphism of \( \mathbb{X} \); if \( \psi \) is an embedding, then it is a self-embedding of \( \mathbb{X} \); and if \( \psi \) is an isomorphism, then it is an automorphism of \( \mathbb{X} \).
Since the composition of endomorphisms of a relational structure $X$ is again an endomorphism, the collection $\text{End}(X)$, of all endomorphisms of $X$, is a monoid. Similarly, the collections $\text{Emb}(X)$ of all self-embeddings and $\text{Aut}(X)$ of all automorphisms are monoids; the latter is in fact a group. If $X$ is a set, then we denote by $\text{Inj}(X)$ the monoid of injective functions from $X$ to $X$. It is straightforward to verify that $\text{Emb}(X)$ is also a closed submonoid of each of the monoids $\text{Inj}(X)$, $\text{End}(X)$, and $X^X$ with the pointwise topology.

A sentence is a first-order formula without free variables and a theory is a set of sentences in some fixed signature $\sigma$. A model $M$ of a theory $T$ is a $\sigma$-structure such that each sentence in $T$ is true in $M$. A theory is $\omega$-categorical if it has a unique countably infinite model up to isomorphism. A structure is $\omega$-categorical if its theory is. By Ryll-Nardzewski’s theorem (see [21]) a countable structure $\mathcal{A}$ is $\omega$-categorical if and only if for every $k \in \mathbb{N}$, the number of orbits of the action of $\text{Aut}(\mathcal{A})$ on the $k$-element subsets of $A$ is finite.

If $\mathcal{A}$ is a structure, and $F$ is a subset of $A$, then the pointwise stabiliser of $F$ in $\text{Aut}(\mathcal{A})$ is defined to be

$$\text{Aut}(\mathcal{A})_F := \{ f \in \text{Aut}(\mathcal{A}) : (x)f = x \text{ for all } x \in F \}.$$ 

An $\omega$-categorical structure $\mathcal{A}$ has no algebraicity if every orbit on $A \setminus F$ of the pointwise stabiliser $\text{Aut}(\mathcal{A})_F$ is infinite for every finite subset $F$ of $A$.

### 2.3. Fraïssé theory

We define the following properties for a class $\mathcal{K}$ of finitely generated structures in a fixed countable signature $\sigma$.

- **HP**: hereditary property: if $\mathcal{A}$ is a substructure of $\mathcal{B}$ and $\mathcal{B} \in \mathcal{K}$, then $\mathcal{A} \in \mathcal{K}$.
- **JEP**: joint embedding property: if $\mathcal{A}, \mathcal{B} \in \mathcal{K}$, then there exists $\mathcal{C} \in \mathcal{K}$ such that both $\mathcal{A}$ and $\mathcal{B}$ embed as substructures of $\mathcal{C}$.
- **AP**: amalgamation property: if $\mathcal{A}, \mathcal{B}_1, \mathcal{B}_2 \in \mathcal{K}$, $f_1 : \mathcal{A} \rightarrow \mathcal{B}_1$ and $f_2 : \mathcal{A} \rightarrow \mathcal{B}_2$ are embeddings, then there exists $\mathcal{C} \in \mathcal{K}$ and embeddings $g_1 : \mathcal{B}_1 \rightarrow \mathcal{C}$ and $g_2 : \mathcal{B}_2 \rightarrow \mathcal{C}$ such that $f_1 \circ g_1 = f_2 \circ g_2$.
- **SAP**: strong amalgamation property is the same as AP with the additional property that $\text{im}(g_1) \cap \text{im}(g_2) = (\mathcal{A})f_1g_1 = (\mathcal{A})f_2g_2$.
- **FAP**: if $\sigma$ is a relational signature, then the free amalgamation property is the same as SAP with the additional property that if $(x_1, \ldots, x_n) \in R^C$ for some $R \in \sigma$, then either $x_1, \ldots, x_n \in \text{im}(g_1)$ or $x_1, \ldots, x_n \in \text{im}(g_2)$.

A class $\mathcal{K}$ of finitely generated structures in a fixed countable signature is called a Fraïssé class if $\mathcal{K}$ is closed under taking isomorphisms, has countably many isomorphism classes, and satisfies HP, JEP, and AP. Some examples of Fraïssé classes, among many others, include: finite graphs, finite partial orders, finite linear orders, non-trivial finite Boolean algebras, and finite metric spaces with rational distances.

The age of a structure $\mathcal{A}$, denoted by $\text{Age}(\mathcal{A})$, is the class of all finitely generated structures which embed into $\mathcal{A}$. A structure $\mathcal{X}$ is homogeneous if every isomorphism between finitely generated substructures of $\mathcal{X}$ can be extended to an automorphism of $\mathcal{X}$. Associated to every Fraïssé class $\mathcal{K}$ is a Fraïssé limit $\mathcal{K}$ which is the unique, up to isomorphism, countable structure in the same signature as the structures in $\mathcal{K}$ such that $\mathcal{K}$ is homogeneous and $\text{Age}(\mathcal{K})$ equals $\mathcal{K}$; see [16] and [21, Theorem 6.1.2] for more details. Examples of Fraïssé limits include the countably infinite random graph [44] and its directed counterpart, the linear order of rational numbers $\mathbb{Q}$, the random (reflexive) partial order and its strict counterpart, the countably infinite atomless Boolean algebra (see, for example, [19, Theorem 10]), and the rational Urysohn space (see, for example, [36]). These examples are the Fraïssé limits of the classes of all: finite graphs, finite directed graphs, finite linear orders, finite partial orders and finite strict partial orders, non-trivial finite Boolean algebras, and finite metric spaces with rational distances, respectively. For the purpose of this paper, a directed graph is a binary relation which is anti-reflexive and not necessarily symmetric.

The definition of homomorphism-homogeneity is similar to that of homogeneity: if $\mathcal{X}$ is a structure, then every homomorphism between finitely generated substructures of $\mathcal{X}$ can be extended to an endomorphism, see [10].

Another structure we will consider in this paper is $n\mathcal{A}$, that is the disjoint union of $n$ copies of a relational structure $\mathcal{A}$ where $n$ is any cardinal. We are concerned in particular with $n\mathbb{K}_m$, where $\mathbb{K}_m$ is the complete graph on $m$ vertices where $m \in \mathbb{N} \cup \{ \omega \}$. Clearly, $n\mathbb{K}_m$ is homogeneous for all $n, m \leq \omega$.

If $R$ is a binary relation on a set $A$, then a loop is any pair $(x, x) \in R$. The class of finite graphs where every vertex has a loop is a Fraïssé class, and so, in the same way as above, we obtain the random graph with loops. Similarly, we may construct the following structures as Fraïssé limits – the random reflexive partial order $(P, \leq)$, the random directed graph with loops, and $n\mathbb{K}_m$ with loops.
3. Minimal topologies

In this section, we prove Theorem A and two further results (Theorems 3.3 and 3.9) establishing minimal semigroup topologies on certain monoids of endomorphisms of relational structures. In Theorem 3.3, we show that the pointwise topology is the minimal $T_1$ topology that is semitopological (defined below) for the endomorphism monoids of a number of well-known homogeneous relational structures with loops. It will follow that the Zariski topology on each of these endomorphism monoids is the pointwise topology. In Theorem 3.9, we apply Theorem A to show that the Zariski topology and the pointwise topology coincide for the endomorphism monoids of several homogeneous structures without loops. As a consequence, every one of these structures has the property that every Hausdorff semigroup topology on its endomorphism monoid contains the pointwise topology.

It is routine to show that there are relational structures $A$ where the Zariski topology on $\text{End}(A)$ is strictly contained in the pointwise topology. For example, the monoid $M$ generated by the constant transformations form a countable closed submonoid of $\mathbb{N}^\mathbb{N}$ and $M$ is a right zero semigroup (a semigroup satisfying $xy = y$ for all elements $x, y$) with identity adjoined. It follows that $M$ is the endomorphism monoid of some countable relational structure $A$. The pointwise topology induces the discrete topology on $M$. Since the Zariski topology is contained in every Hausdorff semigroup topology, it is in particular contained in the topology generated by the finite topology on the constant transformations and the singleton consisting of the identity. Hence, the Zariski topology is not discrete.

**Question 3.1.** Is there an $\omega$-categorical relational structure $A$ such that the topology of pointwise convergence on $\text{End}(A)$ is strictly finer than the Zariski topology?

If $S$ is a semigroup and $x \in S$, then we define $\lambda_x : S \to S$ and $\rho_x : S \to S$ by $\lambda_x = xy$ and $\rho_x = yx$ for all $y \in S$. A semigroup $S$ with a topology $T$ on $S$ is called semitopological if $\lambda_x$ and $\rho_x$ are continuous for every $x \in S$. Every topological semigroup is semitopological, but the converse is not true.

To prove the first of the main theorems in this section, we require the following lemma from [14].

**Lemma 3.2** (cf. Lemma 5.1 in [14]). Let $X$ be an infinite set, and let $S$ be a subsemigroup of $X^X$ such that $S$ contains all of the constant transformations, and for every $x \in X$ there exists $f_x \in S$ such that $(x)f_x^{-1} = \{x\}$ and $(X)f_x$ is finite. If $T$ is a topology which is semitopological for $S$, then the following are equivalent:

(i) $T$ is Hausdorff;
(ii) $T$ is $T_1$;
(iii) $\{f \in S : (y)f = z\}$ is open in $T$ for all $y, z \in X$;
(iv) $\{f \in S : (y)f = z\}$ is closed in $T$ for all $y, z \in X$.

In the next result we use Lemma 3.2 to show that the pointwise topology is in some sense minimal for the endomorphism monoids of several Fraïssé limits.

**Theorem 3.3.** The pointwise topology is contained in every $T_1$ topology that is semitopological for the endomorphism monoid of the following structures:

(i) $(Q, \leq)$;
(ii) the random reflexive partial order;
(iii) the random graph with loops;
(iv) the random directed graph with loops;
(v) $n\mathbb{K}_m$ with loops for every $1 \leq n, m \leq \omega$ such that either $n = \omega$ or $m = \omega$.

**Proof.** Each case of the theorem will follow from Lemma 3.2. First, note that if $X$ is one of the five structures appearing in the theorem, then every constant map is an endomorphism of $X$. Hence it remains to show that for every $x \in X$ there exists $f_x \in \text{End}(X)$ such that $(x)f_x^{-1} = \{x\}$ and $(X)f_x$ is finite.

(i). If $x \in Q$, then $f_x \in \text{End}(Q, \leq)$ might be defined by

$$(y)f_x = \begin{cases} 
  x - 1 & \text{if } y < x \\
  x & \text{if } y = x \\
  x + 1 & \text{if } y > x.
\end{cases}$$

(ii). Let $(P, \leq)$ be the random reflexive partial order. There exist injective homomorphisms $g : (P, \leq) \to (Q, \leq)$ and $h : (Q, \leq) \to (P, \leq)$; given $x \in P$, we may moreover assume that $(x)gh = x$ by the transitivity of the automorphism group of $(P, \leq)$. Then $gf_{g(x)}h$, where $f_{g(x)}$ is as in (i), is the required endomorphism.
(iii). Let \( x \) be a vertex of the random graph with loops, and let \( y \) be any other vertex adjacent to \( x \). Then \( f_x \) defined by \((x)f_x = x\) and \((z)f_x = y\) for every \( z \neq x \) is the required endomorphism.

(iv). The functions \( f_x \) can be defined in the same way as in (iii) where \( y \) is any vertex such that \((y,x)\) and \((x,y)\) are edges.

(v). If \( m > 1 \), the functions \( f_x \) can be defined in the same way as in (iii). If \( m = 1 \), then \( n = \omega \), and so \( \text{End}(\omega K_1) = X^X \), where \( X \) is the set of vertices of \( \omega K_1 \), contains every transformation on the domain of \( \omega K_1 \), and hence contains the required functions \( f_x \) for every \( x \in X \). \( \square \)

Next, we define a condition on relational structures \( \mathcal{A} \) that will permit us to establish a sufficient condition for the Zariski topology and pointwise topology on \( \text{End}(\mathcal{A}) \) to coincide.

**Definition 3.4.** If \( \mathcal{A} \) is a relational structure, then we say that \( \mathcal{A} \) is arsfacere if there is \( n \in \mathbb{N} \) and an \( n \)-ary relation symbol \( E \) in the signature of \( \mathcal{A} \) such that the following conditions hold:

(i) \( (x, \ldots, x) \notin E^\mathcal{A} \) for all \( x \in A \);

(ii) if \( x \in A \) and \( F_1, \ldots, F_n \subseteq A \) are finite such that \( F_i \cap F_j = \{x\} \) for all \( i, j \in \{1, \ldots, n\}, i \neq j \), then there is an injection \( f: \bigcup_{i=1}^n F_i \rightarrow A \) such that \( f \) is an isomorphism between induced substructures of \( \mathcal{A} \) for each \( i \in \{1, \ldots, n\} \) and for every \((x_1, \ldots, x_n) \in (F_1 \setminus \{x\}) \times \cdots \times (F_n \setminus \{x\})\) some permutation of \((x_1)f, \ldots, (x_n)f\) is in \( E^\mathcal{A} \).

Note that the second assumption in Definition 3.4 holds trivially for structures which have a relation \( E \) such that some permutation of every tuple of distinct elements is in \( E \), for example \((\mathbb{Q}, <)\) or the random tournament. It is routine to verify that several further structures, such as the random graph, are arsfacere.

The purpose of the remainder of this section is to establish the proof of Theorem A.

**Theorem A.** If \( \mathcal{A} \) is a countable \( \omega \)-categorical homogeneous arsfacere relational structure with no algebraicity, then the Zariski topology and the pointwise topology coincide on every monoid \( S \) such that \( \text{Emb}(\mathcal{A}) \leq S \leq \text{End}(\mathcal{A}) \).

We prove Theorem A in a sequence of lemmas.

**Lemma 3.5** (cf. Lemma 5.3 in [14]). Let \( X \) be an infinite set and let \( S = (S, \cdot, 1) \) be a subsemigroup of \( X^X \) such that for every \( a \in X \) there exist \( \alpha, \beta, \gamma_1, \ldots, \gamma_n \in S \) for some \( n \in \mathbb{N} \) such that the following hold:

(i) \( (x) \alpha = (x) \beta \) if and only if \( x \neq a \);

(ii) \( a \in \text{im}(\gamma_i) \) for all \( i \in \{1, \ldots, n\} \);

(iii) for every \( s \in S \) and every \( x \in X \setminus \{(a)s\} \) there is \( i \in \{1, \ldots, n\} \) so that \( \text{im}(\gamma_i) \cap (x)s^{-1} = \emptyset \).

Then the Zariski topology of \( S \) is the pointwise topology.

The following two lemmas provide sufficient conditions for the assumptions of Lemma 3.5 to be satisfied by the monoids of endomorphisms, and embeddings, of a relational structure. This will allow us to prove Theorem A and, in Theorem 3.9, to prove that the Zariski topology coincides with the pointwise topology on several examples of endomorphism and embedding monoids of relational structures.

**Lemma 3.6.** Let \( \mathcal{A} \) be an \( \omega \)-categorical relational structure with no algebraicity. Then for every \( a \in A \) there are \( \alpha, \beta \in \text{Emb}(\mathcal{A}) \) such that \( (x) \alpha = (x) \beta \) if and only if \( x \neq a \).

**Proof.** Let \( a \in A \) be fixed and let \( F_0 = \{a\} \subseteq F_1 \subseteq \cdots \) be finite sets such that \( \bigcup_{n \in \mathbb{N}} F_n = A \). Suppose that \( n \in \mathbb{N} \) and let \( \alpha_n \) be the identity map. Since \( \mathcal{A} \) has no algebraicity there exists \( \beta_n \in \text{Aut}(\mathcal{A})_{F_n \setminus \{a\}} \) such that \( (a)\beta_n \neq a \). Then for all \( n \in \mathbb{N} \)

\[
(1) \quad (x)\alpha_n = (x)\beta_n \quad \text{for all} \quad x \in F_n \setminus \{a\} \quad \text{and} \quad (a)\alpha_n \neq (a)\beta_n.
\]

Since \( \mathcal{A} \) is \( \omega \)-categorical, there is \( i_0 \) such that for infinitely many \( k \geq i_0 \) there is \( u_k \in \text{Aut}(\mathcal{A}) \) such that \( \alpha_k u_k \) and \( \beta_k u_k \) agree with \( \alpha_{i_0} \) and \( \beta_{i_0} \) on \( F_0 \). Next, replace \( \alpha_0 \) and \( \beta_0 \) by \( \alpha_{i_0} \) and \( \beta_{i_0} \), replace \( \alpha_k \) and \( \beta_k \) by \( \alpha_{i_0} u_k \) and \( \beta_{i_0} u_k \) for every \( k \) as above, and remove the remaining \( \alpha_m \) and \( \beta_m \). Note that (1) still holds for the new sequences. Subsequently repeat this process for \( n \geq 1 \) each time choosing \( i_n \geq n \). In the end, we obtain convergent sequences \( \alpha_0, \alpha_1, \ldots \) and \( \beta_0, \beta_1, \ldots \) of automorphisms such that (1) still holds. If \( \alpha, \beta \in \text{Aut}(\mathcal{A}) \) are limits of these sequences, it follows from (1) that \((x)\alpha = (x)\beta\) if and only if \( x \neq a \). Finally, \( \text{Aut}(\mathcal{A}) \subseteq \text{Emb}(\mathcal{A}) \), completing the proof. \( \square \)

We note that it is also possible to prove Lemma 3.6 using [5, Proposition 6], which implies that a certain quotient of \( \text{Emb}(\mathcal{A}) \times \text{Emb}(\mathcal{A}) \) is compact.

We require the following simple observation about automorphism groups of structures with no algebraicity. The proof is omitted.
Lemma 3.7. Let \( \mathcal{A} \) be a relational structure with no algebraicity, let \( a \in A \), and let \( F, H \subseteq A \) be finite subsets so that \( a \in F \cap H \). Then there is \( \alpha \in \text{Aut}(\mathcal{A}) \) such that \( (F)\alpha \cap H = \{a\} \).

The final lemma in our sequence is the following.

Lemma 3.8. Let \( \mathcal{A} \) be a countable homogeneous relational structure with no algebraicity which is arsfaccere as witnessed by an \( n \)-ary relation symbol \( E \). Then for every \( a \in A \) there are \( \gamma_1, \ldots, \gamma_n \in \text{Emb}(\mathcal{A}) \) such that \( \text{im}(\gamma_i) \cap \text{im}(\gamma_j) = \{a\} \) for all \( i, j \in \{1, \ldots, n\}, i \neq j \), and such that for every \( f \in \text{End}(\mathcal{A}) \) and every \( b \in A \setminus \{\alpha\} \) there is \( i \in \{1, \ldots, n\} \) so that \( \text{im}(\gamma_i) \cap \{b\} \setminus \{a\} = \emptyset \).

Proof. We proceed in a similar way to Lemma 3.6. Let \( a \in A \) be fixed. First, we will show that if \( F \subseteq A \) is finite and \( a \in F \), then there are \( \alpha_1, \ldots, \alpha_n \in \text{Aut}(\mathcal{A}) \) such that \( (F)\alpha \cap (F)\alpha_j = \{a\} \) for all \( i, j \in \{1, \ldots, n\}, i \neq j \), and for every \( x_1, \ldots, x_n \in ((F)\alpha_1 \setminus \{a\}) \times \cdots \times ((F)\alpha_n \setminus \{a\}) \) there is some permutation of \( (x_1, \ldots, x_n) \) in \( E^\mathcal{A} \). We denote this property of \( \alpha_1, \ldots, \alpha_n \) by \( P(F) \).

Fix a finite \( F \subseteq A \) and let \( \beta_1 \in \text{Aut}(\mathcal{A}) \) be the identity map. By repeated application of Lemma 3.7, we obtain \( \beta_2, \ldots, \beta_n \in \text{End}(\mathcal{A}) \) such that \( (F)\beta_i \cap (F)\beta_j = \{a\} \) for all \( i, j \in \{1, \ldots, n\}, i \neq j \). Since \( \mathcal{A} \) is arsfaccere, there is an injection \( f : \bigcup_{i=1}^n (F)\beta_i \to A \) such that \( f|^i_{(F)\beta_i} \) is an isomorphism between induced substructures of \( \mathcal{A} \) for each \( i \in \{1, \ldots, n\} \), and such that for every \( x_1, \ldots, x_n \in ((F)\beta_1 \setminus \{a\}) \times \cdots \times ((F)\beta_n \setminus \{a\}) \) some permutation of \( (x_1, \ldots, x_n) \) belongs to \( E^\mathcal{A} \). By homogeneity, we may assume that \( f|^i_{(F)\beta_i} \) is the identity, and, in particular, \( f \) fixes \( a \). Then \( \beta_i f | F, \ldots, \beta_n f | F \) are isomorphisms between induced substructures of \( \mathcal{A} \), and since \( \mathcal{A} \) is homogeneous, they can be extended to automorphisms \( \alpha_1, \ldots, \alpha_n \) respectively. It is routine to verify that \( \alpha_1, \ldots, \alpha_n \) satisfy \( P(F) \).

Let \( F_0 = \{a\} \subseteq F_1 \subseteq \cdots \) be finite sets such that \( \bigcup_{n \in \mathbb{N}} F_n = A \). By the first paragraph of the proof, for every \( i \in \mathbb{N} \) there are \( \gamma_1, \ldots, \gamma_n \in \text{Aut}(\mathcal{A}) \) satisfying \( P(F_i) \). By a similar argument as in the proof of Lemma 3.6, by replacing each of the sequences \( (\gamma_{i,j})_{j \in \{1, \ldots, n\}} \), by an appropriate subsequence, we may assume that these sequences converge. We denote the limits of these subsequences by \( \gamma_1, \ldots, \gamma_n \in \text{End}(\mathcal{A}) \subseteq \text{Emb}(\mathcal{A}) \). It follows that \( \text{im}(\gamma_i) \cap \text{im}(\gamma_j) = \{a\} \) for all \( i, j \in \{1, \ldots, n\}, i \neq j \), and for every \( x_1, \ldots, x_n \in \text{im}(\gamma_i) \setminus \{a\} \times \cdots \times \text{im}(\gamma_n) \setminus \{a\} \) some permutation of \( (x_1, \ldots, x_n) \) belongs to \( E^\mathcal{A} \).

Let \( f \in \text{End}(\mathcal{A}) \) and \( b \in A \setminus \{a\} \). Suppose that for every \( i \in \{1, \ldots, n\} \) there is \( x_i \in \text{im}(\gamma_i) \setminus \{a\} \). Observe that \( (x_i)f = b \neq (a)f \), and so \( x_i \in \text{im}(\gamma_i) \setminus \{a\} \) for all \( i \in \{1, \ldots, n\} \). It follows from above that some permutation of \( (x_1, \ldots, x_n) \) belongs to \( E^\mathcal{A} \) so \( (b, \ldots, b) \in E^\mathcal{A} \), contradicting the assumption of the lemma. Therefore there is \( i \in \{1, \ldots, n\} \) such that \( \text{im}(\gamma_i) \cap \{b\} \setminus \{a\} = \emptyset \), as required. \( \square \)

Proof of Theorem A. Suppose that \( S \) is any submonoid of \( \text{End}(\mathcal{A}) \) containing \( \text{Emb}(\mathcal{A}) \). Since \( \mathcal{A} \) is an arsfaccere \( \omega \)-homogeneous relational structure with no algebraicity, Lemma 3.6 implies that Lemma 3.5(i) holds, and Lemma 3.8 implies that Lemma 3.5(ii) and (iii) hold too. Hence, by Lemma 3.5, the Zariski topology and the pointwise topology coincide on \( S \). \( \square \)

Theorem 3.9. The Zariski topology of \( \text{End}(\mathcal{X}) \) is the pointwise topology whenever \( \mathcal{X} \) is one of the following structures:

(i) the random graph;
(ii) the random directed graph;
(iii) \( \langle \mathbb{Q}, < \rangle \);
(iv) the random tournament;
(v) the random strict partial order;
(vi) \( n \mathbb{K}_\omega \) for every \( n \in \mathbb{N} \setminus \{0\} \cup \{\omega\} \);
(vii) any structure \( \mathcal{X} \) with a first-order definition in any of the structures \( \mathcal{X} \) in items (i)-(iv) above which (like \( \mathcal{X} \)) has no endomorphism sending a pair in the relation of \( \mathcal{X} \) onto a loop; this is in particular the case for all expansions of the structures \( \mathcal{X} \) by first-order definable relations.

Proof. We proceed by showing that Lemma 3.5 applies in each of the cases of the theorem. In particular, we will observe that the structures in the statement are \( \omega \)-categorical with no algebraicity, and so there exist \( \alpha, \beta \in \text{Emb}(\mathcal{X}) \) satisfying Lemma 3.5(i) by Lemma 3.6. The remaining functions \( \gamma_1, \ldots, \gamma_n \) in the hypothesis of Lemma 3.5 are obtained using Lemma 3.8 in cases (i)-(iv) (i.e., the structures in cases (i)-(iv) satisfy the hypothesis of Theorem A) and explicitly constructed in cases (v) and (vi). Case (vii) will follow from the argument for the cases (i)-(iv).

It is well-known that the ages of \( \langle \mathbb{Q}, < \rangle \), the random strict partial order, the random graph, the random directed graph, the random tournament, and \( n \mathbb{K}_\omega \) have the strong amalgamation property. Moreover, each of these structures is a Fraïssé limit, and so they are all homogeneous. Since the strong amalgamation
property is equivalent to no algebraicity for homogeneous structures [8, (2.15)], it follows that all these structures have no algebraicity. Furthermore, if \( Y \) is first-order definable in \( X \), then \( \text{Aut}(X) \leq \text{Aut}(Y) \), and so if \( X \) has no algebraicity, so does \( Y \). Hence the structures in case (vii) also have no algebraicity.

As discussed after Definition 3.4, arsfacere holds trivially in the cases of \((\mathbb{Q},<)\) and the random tournament, since in each of these structures some permutation of every tuple is related in the unique relation of that structure. Clearly, the random graph \( G = (G,E^G) \) is arsfacere: part (i) of Definition 3.4 holds for all graph without loops, and for (ii) given \( F_1, F_2 \subseteq G \) with \( F_1 \cap F_2 = \{x\} \) the required injection \( f \) exists since the graph obtained from the induced subgraph on \( F_1 \cup F_2 \) by adding all edges between pairs in \((F_1 \setminus \{x\}) \times (F_2 \setminus \{x\})\) is a subgraph of \( G \). The argument for the random digraph is similar.

We consider case (vii). Since \( Y \) is first-order definable in \( X \), every automorphism of \( X \) is an automorphism of \( Y \). Consequently the endomorphism monoid of \( Y \) contains the functions \( \gamma_1, \gamma_2 \) constructed using arsfacere in Lemma 3.8, since these endomorphisms are obtained as limits of automorphisms. By the condition of the endomorphisms of \( Y \), not sending any pair in the relation in \( X \) onto a loop, these functions also work as witnesses of Lemma 3.5 (ii) and (iii) for \( Y \).

The structure \( nK_\omega \) is not arsfacere, nor is the random strict partial order; in these cases, we verify directly that there exist endomorphisms satisfying Lemma 3.5(ii) and (iii). Note that for arsfacere structures Lemma 3.8 provides self-embeddings witnessing Lemma 3.5(ii) and (iii), but only endomorphisms are needed. The endomorphisms will construct work for the same reason as the self-embeddings provided by Lemma 3.8 in the case of arsfacere structures. Denote the domain of \( nK_\omega \) by \( D \). Let \( a \in D \) be fixed, and let \( C_1, C_2 \subseteq D \) be infinite such that \( C_1 \cap C_2 = \{a\} \) and \( C_1 \cup C_2 \) is contained in a copy of \( K_\omega \). For \( i \in \{1,2\} \), let \( \gamma_i: D \twoheadrightarrow C_i \) be any surjection. Then \( \gamma_1, \gamma_2 \in \text{End}(nK_\omega) \) and \( a \in \text{im}(\gamma_i) \) for \( i \in \{1,2\} \). Suppose that \( s \in \text{End}(nK_\omega) \) and let \( x \in D \setminus \{(a)s\} \). Then \( a \notin (x)s^{-1} \), and so if there are \( x_1, x_2 \in \text{im}(\gamma_i) \cap (x)s^{-1} \) for both \( i \in \{1,2\} \), then \( x_1 \neq a \) and \( x_2 \neq a \), and so \( x_1 \) is adjacent to \( x_2 \). Hence \( (x,x) = ((x_1)s,(x_2)s) \) is an edge in \( nK_\omega \), which is a contradiction. Therefore, \( \text{im}(\gamma_i) \cap (x)s^{-1} = \emptyset \) for some \( i \in \{1,2\} \).

We prove the same for the random strict partial order, which we denote by \((P,<)\). The argument is similar to the argument for \( nK_\omega \). Let \( a \in P \) be fixed. Pick any set \( A \subseteq P \) with \( a \in A \) which induces a dense linear order in \((P,<)\). Next pick \( A_1, A_2 \subseteq A \) such that \( A_1 \cap A_2 = \{a\} \) and such that both sets induce a dense linear order without endpoints in \((P,<)\). Since the order relation of \((P,<)\) can be extended to a linear order, it follows that for each \( i \in \{1,2\} \), we can find an (injective) endomorphism \( \gamma_i \) of \((P,<)\) with \( \text{im}(\gamma_i) = A_i \). It can be shown in a similar way as above that \( \gamma_1 \) and \( \gamma_2 \) are the required endomorphisms satisfying Lemma 3.5(ii) and (iii).

We conclude the section with yet another case when the pointwise topology is minimal.

**Proposition 3.10.** Let \( \mathbb{A} \) be a finite relational structure and let \( \omega \mathbb{A} \) be the disjoint union of countably infinitely many copies of \( \mathbb{A} \). Then every \( T_1 \) topology semitopological for \( \text{End}(\omega \mathbb{A}) \) contains the pointwise topology.

**Proof.** Suppose \( \text{End}(\omega \mathbb{A}) \) is semitopological with respect to some \( T_1 \) topology. Let \( \mathbb{A}_0, \mathbb{A}_1, \ldots \) denote the disjoint copies of \( \mathbb{A} \) in \( \omega \mathbb{A} \), and let \( a, b \in \omega \mathbb{A} \) be arbitrary. It suffices to show that the set

\[
U_{a,b} = \{ f \in \text{End}(\omega \mathbb{A}) : (a)f = b \}
\]

is open.

Suppose that \( i,j \in \mathbb{N} \) are such that \( a \in A_i \) and \( b \in A_j \), and let \( k \in \mathbb{N} \setminus \{i,j\} \) be arbitrary. We pick \( f \in \text{End}(\omega \mathbb{A}) \) such that \( f|_{A_k} \) is an isomorphism from \( A_k \) to \( A_i \) for all \( i \in \mathbb{N} \setminus \{i\} \) and \( f|_{A_i} \) is the identity. Moreover, we pick \( g \in \text{End}(\omega \mathbb{A}) \) such that \( g \) is the identity on \( A_j \). Let \( f|_{A_k} \) be an isomorphism from \( A_k \) to \( A_k \) for all \( k \in \mathbb{N} \setminus \{j\} \).

Let \( \phi : \text{End}(\omega \mathbb{A}) \to \text{End}(\omega \mathbb{A}) \) be the continuous map defined by \((h)\phi = fhg\). By the construction of \( f \), it follows that for all \( t_1, t_2 \in \text{im}(\phi) \),

\[
t_1 = t_2 \quad \text{if and only if} \quad t_1|_{A_i} = t_2|_{A_i}.
\]

By the construction of \( g \), \( \{t|_{A_i} : t \in \text{im}(\phi)\} \) consists of all homomorphisms from \( \mathbb{A}_i \) to \( \mathbb{A}_j \cup \mathbb{A}_k \). In particular, this set is finite and so \( \phi \) has finite image. Since \( \text{End}(\omega \mathbb{A}) \) is \( T_1 \), it follows that \( \text{im}(\phi) \) is discrete and so the kernel classes of \( \phi \) are open. It follows that the set

\[
V = \bigcup_{\{t \in \text{im}(\phi) : (a)t = b\}} (t)\phi^{-1} = \{ h \in \text{End}(\omega \mathbb{A}) : (a)fhg = b \}
\]

is open. But, for any \( h \in \text{End}(\omega \mathbb{A}) \), \((a)h = b \) if and only if \((a)fhg = (a)((h)\phi) = b \), and so \( V = U_{a,b} \) is open. \( \square \)
4. Property $X$ and maximal topologies

Recall from Section 1 that if $S$ is a topological semigroup and $A$ is a subset of $S$, then we say that $S$ satisfies property $X$ with respect to $A$ if the following holds:

for every $s \in S$ there exists $f_s, g_s \in S$ and $t_s \in A$ such that $s = f_s t_s g_s$ and for every neighbourhood $B$ of $t_s$ the set $f_s (B \cap A) g_s$ is a neighbourhood of $s$.

Property $X$ is the crucial ingredient that we use to determine maximal Polish semigroup topologies, and to show automatic continuity. The following theorem establishes the connection between property $X$, maximal Polish topologies, and automatic continuity.

**Theorem 4.1** (cf. Theorem 3.1 in [14]). Let $S$ be a semigroup, let $T$ be a semigroup topology for $S$, and let $A \subseteq S$. If $S$ has property $X$ with respect to $A$, then the following hold:

(i) if $T$ is Polish and $A$ is a Polish subgroup of $S$, then $T$ is maximal among the Polish semigroup topologies for $S$;

(ii) if $A$ is a semigroup which has automatic continuity with respect to a class $C$ of topological semigroups, then the semigroup $S$ has automatic continuity with respect to $C$ also.

We start with a special case, that of $\omega K_n$.

**Proposition 4.2.** The monoid $\text{End}(\omega K_n)$ has property $X$ with respect to the pointwise topology and $\text{Aut}(\omega K_n)$ for every natural number $n \geq 1$. The same result holds for $\omega K_n$ with loops.

*Proof.* As will become apparent, the presence or absence of loops in $\omega K_n$ is not relevant for the proof we are about to present. As such $\omega K_n$ should, in the mind of the reader, represent the structure with, or without, loops, according to their preference. It will be convenient to identify $\text{End}(\omega K_n)$ with the wreath product $\text{End}(\omega K_n) \wr \mathbb{N}$ where $\mathbb{N}$ either has loops or does not depending on the choice made in the previous sentence. It is clear that in this context $\text{Aut}(\omega K_n)$ is $\text{Sym}(\mathbb{N}) \wr \text{Sym}(\mathbb{N})$.

We will define the functions $f_s$ and $g_s$ from the definition of property $X$ independently of $s$, and so we do not use the subscript in the remainder of this proof.

Let $\phi : \mathbb{N} \to \mathbb{N}$ be an injective function with $\mathbb{N} \setminus \{\mathbb{N}\} \phi$ infinite. We define the element $f \in \text{End}(\mathbb{N}) \wr \mathbb{N}$ from the definition of property $X$ to be:

$$f := ((\text{id}_{\mathbb{N}})_{i \in \mathbb{N}}, \phi).$$

If $\gamma \in \mathbb{N}$ is any surjection such that the preimage of every point is infinite, then we define the second element $g \in \text{End}(\mathbb{N}) \wr \mathbb{N}$ from property $X$ to be:

$$g := ((h_i)_{i \in \mathbb{N}}, \gamma)$$

for any sequence $(h_i)_{i \in \mathbb{N}}$ such that every set $A_{j, r} = \{k \in \mathbb{N} : (k) \gamma = j, h_k = r\}$ is infinite where $j \in \mathbb{N}$ and $r \in \text{End}(\mathbb{N})$.

For $s := ((s_i)_{i \in \mathbb{N}}, \mu) \in \text{End}(\mathbb{N}) \wr \mathbb{N}$, we define $t_s \in \text{Sym}(\mathbb{N}) \wr \text{Sym}(\mathbb{N})$ to be

$$t_s = ((\text{id}_{\mathbb{N}})_{i \in \mathbb{N}}, \nu)$$

where $\nu$ is any permutation on $\mathbb{N}$ such that $(i) \phi \nu \in A_{(i)\mu, s_i}$ for every $i \in \mathbb{N}$.

It follows that

$$f t_s g = ((\text{id}_{\mathbb{N}})_{i \in \mathbb{N}}, \phi) ((\text{id}_{\mathbb{N}})_{i \in \mathbb{N}}, \nu) ((h_i)_{i \in \mathbb{N}}, \gamma) = ((\text{id}_{\mathbb{N}})_{i \in \mathbb{N}}, \phi \nu) ((h_i)_{i \in \mathbb{N}}, \gamma) = ((h(i) \phi \nu)_{i \in \mathbb{N}}, \phi \nu \gamma).$$

If $i \in \mathbb{N}$ is arbitrary, then $(i) \phi \nu \in A_{(i)\mu, s_i}$ and so $(i) \phi \nu \gamma = (i) \mu$ and $h(i) \phi \nu = s_i$. Hence

$$f t_s g = ((h(i) \phi \nu)_{i \in \mathbb{N}}, \phi \nu \gamma) = ((s_i)_{i \in \mathbb{N}}, \mu) = s. \quad (2)$$

Let $U$ be an arbitrary open neighbourhood of $t_s$. We may assume without loss of generality that

$$U = \{(u_i)_{i \in \mathbb{N}}, \zeta) : u_j = \text{id}_{\mathbb{N}} \text{ and } (j) \zeta = (j) \nu \text{ for all } j \in F\}$$

for some finite subset $F$ of $\mathbb{N}$. We will show that $f U g$ is a neighbourhood of $s$. More precisely, we will show that the set $f U g$ and

$$V := \{(u_i)_{i \in \mathbb{N}}, \zeta) : u_j = s_j \text{ and } (j) \zeta = (j) \mu \text{ for all } j \in (F) \phi^{-1}\}$$

coincide. Note that if $v = ((u_i)_{i \in \mathbb{N}}, \zeta) \in V$, then $(j) \zeta = (j) \mu = (j) \phi \nu \gamma$ for all $j \in F$. That $f U g \subseteq V$ follows after a routine computation.

For the converse suppose that $v := ((u_i)_{i \in \mathbb{N}}, \zeta) \in V$. If $t_v \in \text{Sym}(\mathbb{N}) \wr \text{Sym}(\mathbb{N})$ is such that

$$t_v = ((\text{id}_{\mathbb{N}})_{i \in \mathbb{N}}, \xi)$$
Thus Lemma 4.7.

Let \( t \in (S, A) \) be a sufficient condition for property \( X \).

4.1. A sufficient condition for property \( X \). Suppose that \( A \) and \( B \) are structures in some fixed signature. Then a non-empty collection \( S \) of isomorphisms between finitely generated substructures of \( A \) and \( B \) is a back and forth system if every \( f \in S \) satisfies:

- **Forth:** if \( a \in A \setminus \text{dom}(f) \) then there is \( g \in S \) such that \( f \subseteq g \) and \( a \in \text{dom}(g) \);
- **Back:** if \( b \in B \setminus \text{im}(f) \) then there is \( g \in S \) such that \( f \subseteq g \) and \( b \in \text{im}(g) \).

We will call a system a **forth system** if it satisfies the first property and a **back system** if it satisfies the second property above.

**Lemma 4.3** (cf. Section 3.2 in [21]). Suppose that \( A \) and \( B \) are at most countable structures in some fixed signature and let \( S \) be a back and forth system. If \( f \in S \), then there are \( f_0 := f, f_1, \ldots \in S \) such that \( f_0 \subseteq f_1 \subseteq \ldots \) and so that \( \bigcup_{n=0}^{\infty} f_i \) is an isomorphism from \( A \) to \( B \).

Throughout the remainder of this section we suppose that \( X \) is relational structure. If \( f \in \text{Emb}(X) \) and \( g, h \in \text{End}(X) \), then we define \( S_{f,g,h} \) to be the set of finite partial isomorphisms \( p \) of \( X \) such that \( fpq \subseteq h \) and \( pq \cup f^{-1}h \) is a partial homomorphism. Note that \( S_{f,g,h} \) is closed under restrictions of functions.

We will prove in a sequence of three lemmas, that subject to certain conditions on \( f \) and \( g \), \( S_{f,g,h} \) is a back and forth system. There are three such conditions, which we refer to as **back**, **fo**, and **rth** (defined below) for lack of any more descriptive names. These conditions are a little technical and they apply to a range of different relational structures. However, showing that these conditions hold is relatively straightforward in many instances. Proposition 4.2 is a simple example which may be helpful to keep in mind when parsing the more general conditions.

**Definition 4.4.** An endomorphism \( g \in \text{End}(X) \) is **rth** if it is surjective and for all finite \( U \subseteq X, u \in X \setminus U \), and \( v \in X \) such that \( g|_U \cup \{(u, v)\} \) is a homomorphism, there exists \( a \in \text{Aut}(X)|_U \) with \( (u)ag = v \).

**Lemma 4.5.** Let \( f \in \text{Emb}(X) \) and let \( g, h \in \text{End}(X) \). If \( g \) is **rth** and \( p \in S_{f,g,h} \) and \( a \in \text{im}(f) \setminus \text{dom}(p) \), then there exists \( q \in S_{f,g,h} \) such that \( p \subseteq q \) and \( a \in \text{dom}(q) \).

**Proof.** Since \( X \) is homogeneous, there exists \( b \in X \setminus \text{im}(p) \) such that \( p \cup \{(a, b)\} \) is an isomorphism. Since \( p \in S_{f,g,h} \), we have that \( pg \cup \{(a, (a)f^{-1}h)\} \subseteq pg \cup f^{-1}h \) is a homomorphism. Multiplying by the inverse of \( p \cup \{(a, b)\} \) on the left, we obtain the homomorphism \( q|_{\text{im}(p)} \cup \{(b, (a)f^{-1}h)\} \). Since \( g \) is **rth**, there is \( \alpha \in \text{Aut}(X)|_{\text{im}(p)} \) so that \( (b)ag = (a)f^{-1}h \). We define \( q := (p \cup \{(a, b)\}) \circ \alpha \). By definition, \( q \) is also an isomorphism. If \( x \in \text{dom}(fgg) \), then

\[
(x)fgg = \begin{cases} 
(x)fpag = (x)fp = (x)h & \text{if } (x)f \in \text{dom}(p) \\
(b)ag = (a)f^{-1}h = (x)h & \text{if } (x)f = a
\end{cases}
\]

and so \( fgg \subseteq h \). Finally, \( gq \cup f^{-1}h = pg \cup f^{-1}h \), and therefore, \( q \in S_{f,g,h}, p \subseteq q, \) and \( a \in \text{dom}(q) \), as required.

**Definition 4.6.** We say that \( f \in \text{End}(X) \) is **fo** if \( f \) is an embedding and for all finite \( Y \subseteq X \setminus \text{im}(f) \) there exists finite \( W_Y \subseteq \text{im}(f) \) such that the following holds. If \( t : \text{im}(f) \cup Y \to X \) is a function such that \( t|_{\text{im}(f)} \) and \( t|_{\text{im}(f) \cup W_Y} \) are homomorphisms, then \( t \) is a homomorphism.

**Lemma 4.7.** Let \( f, g \in \text{End}(X) \). If \( f \) is **fo** and \( g \) is **rth**, then \( S_{f,g,h} \) is a forth system for all \( h \in \text{End}(X) \).

**Proof.** Let \( p \in S_{f,g,h} \) be arbitrary and let \( a \in X \setminus \text{dom}(p) \). By Lemma 4.5, it suffices to consider the case when \( a \in X \setminus (\text{im}(f) \cup \text{dom}(p)) \). If \( b \in W_{\{a\} \cup \text{dom}(p) \setminus \text{im}(f)} \) and \( b \notin \text{dom}(p) \), then by Lemma 4.5, there exists \( p' \in S_{f,g,h} \) such that \( p \subseteq p' \) and \( b \in \text{dom}(p') \). Note that \( W_{\{a\} \cup \text{dom}(p) \setminus \text{im}(f)} = W_{\{a\} \cup \text{dom}(p')} \setminus \text{im}(f)} \). In this way, by repeatedly extending \( p \), we may assume without loss of generality that

\[
W_{\{a\} \cup \text{dom}(p) \setminus \text{im}(f)} \subseteq \text{dom}(p) \cap \text{im}(f)
\]
Since $X$ is homogeneous, there is $b \in X$ such that the map $q := p \cup \{(a, b)\}$ is an isomorphism. We will show that $q \in S_{f,g,h}$ and so $S_{f,g,h}$ is a forth system. It immediately follows from the definition that $fqq = fpg \subseteq h$.

It remains to prove that $t := qq \cup f^{-1}h$ is a homomorphism. Since $f$ is $fo$, it suffices to show that $Y := dom(t) \setminus im(f) \subseteq X \setminus im(f)$ has the property that $t|_{im(f)}$ and $t|_{Y \setminus W_Y}$ are homomorphisms. The set $Y$ is finite because $t$ is a finite extension of $f^{-1}h$. Since $t|_{im(f)} = f^{-1}h$, it follows that $t|_{im(f)}$ is a homomorphism.

Clearly, $Y = dom(t) \setminus im(f) = dom(q) \subseteq dom(q) = dom(qg)$. Similarly, $dom(t) = dom(q) \cup im(f) = \{a\} \cup dom(p) \cup im(f)$ and so $Y = \{a\} \cup dom(p) \setminus im(f)$. In particular, $W_Y = W_{\{a\} \cup dom(p) \setminus im(f)} \subseteq dom(p) \subseteq dom(q) = dom(qg)$ by (3). Thus $t|_{W_Y \setminus Y} \subseteq qg$ is a homomorphism, as required.

**Definition 4.8.** We say that $f \in \text{End}(X)$ is back if for every finite substructure $T$ of $X$ there exists a finite substructure $U$ of $X$ such that $T \subseteq U$ and for all $v \in X \setminus U$ the following hold:

(i) there exists $\alpha \in \text{Aut}(X)_U$ such that $(v)\alpha \notin im(f)$

(ii) if $t : X \rightarrow X$ is a finite partial map such that $(U \cup \{v\})\alpha \subseteq dom(t) \subseteq (U \cup \{v\})\alpha \cup im(f)$, and $t$ restricted to the sets $dom(t) \setminus \{(v)\alpha\}$ and $(U \cup \{v\})\alpha$ are homomorphisms, then $t$ is a homomorphism.

**Lemma 4.9.** If $f \in \text{End}(X)$ is back and $fo$, and $g \in \text{End}(X)$ is rth, then $S_{f,g,h}$ is a back and forth system for all $h \in End(X)$.

**Proof.** By Lemma 4.7, we need only show that $S_{f,g,h}$ is a back system. Let $p \in S_{f,g,h}$ and $b \in X \setminus im(p)$ be arbitrary. Let $T$ be the induced substructure of $X$ such that $T = dom(p)$, and let $U$ be as in Definition 4.8. Since $S_{f,g,h}$ is a forth system, as shown in Lemma 4.7, we may extend $p$ to $p' \in S_{f,g,h}$ such that $U \subseteq dom(p')$. Moreover, since $S_{f,g,h}$ is closed under restrictions, there is $p'' \in S_{f,g,h}$ extending $p$ with $U = dom(p'')$. Hence we may assume without loss of generality that $U = dom(p)$. Since $X$ is homogeneous, there exists $v \in X$ such that $p \cup \{(v, b)\}$ is an isomorphism. Since $f$ is back, there exists $\alpha \in \text{Aut}(X)$ as in Definition 4.8(i). Define a partial isomorphism $q := \alpha^{-1} \circ (p \cup \{(v, b)\})$. Since $(v)\alpha \notin im(f)$, it follows that $fpg = fqq \subseteq h$.

To conclude the proof we will show that $t = qq \cup \{(z, (z)f^{-1}h) : z \in Z\}$ is a homomorphism for every finite subset $Z$ of $im(f)$. Since $fqq \subseteq h$, it follows that $t$ is a well-defined partial map. Since $f$ is back, it suffices, by Definition 4.8(ii), to show that $t|_{dom(t) \setminus (v)\alpha}$ and $t|_{(U \cup \{v\})\alpha}$ are homomorphisms. By definition $(U \cup \{v\})\alpha = \alpha^{-1} \circ (p \cup \{(v, b)\})$,

$$t|_{dom(t) \setminus (v)\alpha} = pg \cup \{(z, (z)f^{-1}h) : z \in Z\}$$

is a homomorphism since $p \in S_{f,g,h}$. Hence $t$ is a homomorphism, as required.

Finally, we state the main result of the section.

**Theorem 4.10.** Let $X$ be a homogeneous relational structure and let $f, g \in \text{End}(X)$. If $f$ is back and $fo$, and $g$ is rth, then $End(X)$ equipped with the pointwise topology has property $X$ with respect to $\text{Aut}(X)$.

**Proof.** Let $s \in \text{End}(X)$ be fixed. By Lemma 4.9 and the assumptions of the theorem, $S_{f,g,s}$ is a back and forth system. It follows from Lemma 4.3 applied to $s \in S_{f,g,s}$ that there is $\alpha_s \in \text{Aut}(X)$ such that $s = f\alpha_s g$. Let $B$ be the basis for the pointwise topology consisting of finite intersections of subbasic open sets $\{f \in \text{End}(X) : (x)f = y\}$ for any $x, y \in X$. If $B \subseteq B$ contains $\alpha_s$, then there is a finite $F \subseteq X$ such that $B = \{h \in \text{End}(X) : h|_F = \alpha_s|_F\}$. Since $f$ is $fo$, there exists $W_{f\setminus im(f)} \subseteq im(f)$ as given in Definition 4.6. Let $H = F \cup W_{f\setminus im(f)}$. It suffices to prove that $f(B \cap \text{Aut}(X)) g$ is a neighbourhood of $s$. In particular, we will show that

$$\{h \in \text{End}(X) : h|_{(H)\setminus f^{-1}f^{-1}} = s|_{(H)\setminus f^{-1}f^{-1}} \subseteq f(B \cap \text{Aut}(X))g\}.$$

Let $h \in \text{End}(X)$ be such that $h|_{(H)\setminus f^{-1}} = s|_{(H)\setminus f^{-1}}$ and let $p = \alpha_s|_H$. If $x \in (H)\setminus f^{-1}$, then $(x)f \in H$ and so $(x)f\alpha_s = (x)f p$. Since $s = f\alpha_s g$, it follows that $h|_{(H)\setminus f^{-1}} = fpg$. Since $S_{f,g,h}$ is a back and forth system, it follows from Lemma 4.3 that if $p \in S_{f,g,h}$, then $p$ can be extended to $\alpha_s \in \text{Aut}(X)$ such that $h = f\alpha_s g \in f(\text{Aut}(X) \cap B) g$, proving (4). It remains to show that $p \in S_{f,g,h}$. We have already shown that $fpg \subseteq h$, and so the proof is concluded by showing that $t := pg \cup f^{-1}h$ is a homomorphism.

First, $t$ is well-defined, since $f\alpha_s g = s$, and so the three functions $pg, \alpha_s g = f^{-1}s$, and $f^{-1}h$, all coincide on $dom(pg) \cap im(f) = H \cap im(f)$. Since $dom(t) \setminus im(f) = H \setminus im(f) = F \setminus im(f)$, it follows that $W_{dom(t)\setminus im(f)} \subseteq H \setminus dom(t)$. Finally, $t|_{im(f)} = f^{-1}h$ and $t|_{W_{dom(t)\setminus im(f)} \cup dom(t)\setminus im(f)} \subseteq t|_{im(f)} = f^{-1}h$ are both homomorphisms. Therefore, since $f$ is $fo$ (Definition 4.6), $t$ is a homomorphism and so $p \in S_{f,g,h}$, as required.
4.2. Strong amalgamation property with homomorphism gluing. Next, we introduce a strengthening of the classical strong amalgamation property called the strong amalgamation property with homomorphism gluing. This property can be thought of as an “almost free amalgamation property”.

Definition 4.11. Let $\sigma$ be a finite relational signature. Then a class of finite $\sigma$-structures $C$ has the strong amalgamation property with homomorphism gluing if for any $A, B, C \in C$ and any embeddings $e_1: A \rightarrow B$ and $e_2: A \rightarrow C$, there exist $D \in C$ and embeddings $f_1: B \rightarrow D$ and $f_2: C \rightarrow D$ such that:

(i) $e_1f_1 = e_2f_2$ and $\text{im}(f_1) \cap \text{im}(f_2) = (A)e_1f_1 = (A)e_2f_2$;
(ii) if $g: D \rightarrow E$ is a partial map for some $E \in C$ so that $(A)e_1f_1 = (A)e_2f_2 \subseteq \text{dom}(g)$ and the maps $f_1g$ and $f_2g$ are homomorphisms, then $g$ is also a homomorphism.

Interestingly, and unbeknownst to us at the time of our research, the similar notion of canonical amalgamation has recently been introduced in [37] in the context of the reconstruction of the action of automorphism groups from their abstract group structure. Roughly speaking, the canonical amalgamation property stipulates the existence of a strong amalgam in which any two tuples which would belong to the same orbit in the free amalgam (which might not be a member of the class under consideration) also belong to the same orbit in the canonical amalgam. The strong amalgamation property with homomorphism gluing implies the canonical amalgamation property, and stipulates the existence of a strong (and in fact canonical) amalgam in which all positive facts are implied by the positive facts of the free amalgam plus the membership in the class under consideration. We remark that the obvious “first-order” analogue of homomorphism gluing where one would replace homomorphisms by embeddings would not yield a fruitful notion as it would imply a unique strong amalgam.

Examples of structures whose age has the canonical amalgamation property but not the strong amalgamation property with homomorphism gluing are the universal homogeneous triangle-free graph, and the usual linear order on the rational numbers. Clearly, the free amalgamation property implies the strong amalgamation property with homomorphism gluing. The age of the random strict partial order does not have free amalgamation, but does have the strong amalgamation property with homomorphism gluing, as shown in the next example.

Example 4.12. We will show that the age of the random strict partial order has the strong amalgamation property with homomorphism gluing. Suppose that $A, B, C$ are finite partial orders and $e_1: A \rightarrow B$ and $e_2: A \rightarrow C$ are embeddings. It suffices to consider the case when $e_1$ and $e_2$ are both identity maps and $B \cap C = A$. Let $<$ be a binary relation on $B \cup C$ given by $x < y$ if either $x, y \in B$ and $x <^B y$, or $x, y \in C$ and $x <^C y$. Note that $<$ has no cycles, and so the transitive closure of $<$ is a partial order. Let $D$ be a finite partial order with domain $B \cup C$ and let $<^D$ be the transitive closure of $<$. If $f_1: B \rightarrow D$ and $f_2: C \rightarrow D$ are the identity maps, then (i) of Definition 4.11 holds.

Suppose that $g: D \rightarrow E$ is a map as in the hypothesis of Definition 4.11(ii). Let $x, y \in D$ be such that $x <^D y$. If both $x$ and $y$ are in either $B$ or $C$, then $(x)g <^E (y)g$ since $g$ is a homomorphism when restricted to either $B$ or $C$. Suppose that $x \in B$ and $y \in C \setminus B$, the other cases are similar, and so will be omitted. Since $<^D$ is the transitive closure of $<$, it follows that there is $z \in A$ such that $x < z < y$. Therefore, $x <^D z <^D y$, and so $(x)g <^E (z)g <^E (y)g$, proving that $g$ is a homomorphism.

A similar argument shows that the random reflexive partial order also has the strong amalgamation property with homomorphism gluing.

Next, we show that one of the structures in the definition of the strong amalgamation property with homomorphism gluing can be allowed to be countably infinite.

Lemma 4.13. Let $\sigma$ be a relational signature and let $C$ be a Fraïssé class of $\sigma$-structures which has the strong amalgamation property with homomorphism gluing whose Fraïssé limit $X$ is $\omega$-categorical. If $A, B \in C$, $C$ is a countable $\sigma$-structure which embeds into $X$, and if $e_1: A \rightarrow B$ and $e_2: A \rightarrow C$ are embeddings, then there exist $D$, which embeds into $X$, and embeddings $f_1: B \rightarrow D$ and $f_2: C \rightarrow D$ such that:

(i) $e_1f_1 = e_2f_2$, $\text{im}(f_1) \cup \text{im}(f_2) = D$ and $\text{im}(f_1) \cap \text{im}(f_2) = (A)e_1f_1 = (A)e_2f_2$;
(ii) if $g: D \rightarrow E$ is a partial map for some $\sigma$-structure $E$ which embeds into $X$ so that $(A)e_1f_1 = (A)e_2f_2 \subseteq \text{dom}(g)$ and the maps $f_1g$ and $f_2g$ are homomorphisms, then $g$ is also a homomorphism.

Proof. Let $A, B, C$ be as in the hypothesis of the lemma. We may assume, for the ease of notation, that $A$ is a substructure of both $B$ and $C$, that $e_1, e_2$ are the identity function on $A$, and also that both $B$ and $C$ are substructures of $X$. Let $C_0 := A \subseteq C_1 \subseteq \cdots$ be finite sets such that $\bigcup_{k=0}^{\infty} C_k = C$, and for every $k \geq 0$ let $C_k$ be the induced substructure of $C$ on $C_k$. 
Since \( \mathcal{C} \) has the strong amalgamation property with homomorphism gluing and by the homogeneity of \( \mathcal{X} \), if we apply Definition 4.11 to \( A, B, \) and \( C_k \) with the identity function from \( A \) into both \( B \) and \( C_k \), it follows that for every \( k \) there is a substructure \( D_k \) (the amalgam of \( B \) and \( C_k \) from Definition 4.11) of \( \mathcal{X} \) and an embedding \( h_k \in \text{Emb}(\mathcal{X}) \) which fixes \( A \) pointwise and such that \( B \cup (C_k)h_k = D_k \).

We use a similar argument to that used several times in Section 3 (for example in the proofs of Lemmas 3.6 and 3.8). If \( \alpha_k \in \text{Aut}(\mathcal{X}) \) is arbitrary, then \( h_k \alpha_k \) is an embedding that fixes \( A \) pointwise, and such that \( B \cup (C_k)h_k \alpha_k \) induces a substructure of \( \mathcal{X} \) isomorphic to \( D_k \). Since \( \mathcal{X} \) is \( \omega \)-categorical, there are automorphisms \( \alpha_k \in \text{Aut}(\mathcal{X}) \) such that a subsequence of \( (h_k \alpha_k)_{k \in \mathbb{N}} \) converges to an embedding \( f_2 \in \text{Emb}(\mathcal{X}) \). The proof is concluded by setting \( D \) to be the structure induced by \( B \cup (C)f_2 \), and setting \( f_1 \) to be \( \text{id}_B : B \rightarrow D \); the claimed properties (i) and (ii) are straightforward to verify.

\[ \square \]

4.3. Application of the sufficient conditions. In this section, we use the sufficient conditions developed in the previous sections to show that the endomorphism monoids of structures in a certain class have property \( \mathcal{X} \) with respect to their automorphism groups. The main theorem in this section is the following.

**Theorem B.** Let \( \mathcal{X} \) be an \( \omega \)-categorical relational structure which is homogeneous and homomorphism-homogeneous such that the age of \( \mathcal{X} \) has the strong amalgamation property with homomorphism gluing. Then \( \text{End}(\mathcal{X}) \) equipped with the pointwise topology has property \( \mathcal{X} \) with respect to \( \text{Aut}(\mathcal{X}) \).

Note that Proposition 4.2 is not a special case of Theorem B because \( \mathcal{K}_n \) does not have the strong amalgamation property when \( n \geq 2 \). Before proceeding with the proof of the above theorem, we prove the following corollary.

We remark that the age of \( n\mathcal{K}_\omega \), without loops does not have strong amalgamation with homomorphism gluing, which is why this structure does not appear in the statement of the next corollary.

**Corollary 4.14.** The endomorphism monoids of the following structures have property \( \mathcal{X} \) with respect to the pointwise topology and the corresponding automorphism group:

(i) the random graph;
(ii) the random directed graph;
(iii) the random strict partial order;
(iv) the graph \( n\mathcal{K}_\omega \) with loops for \( n \in \mathbb{N} \cup \{ \omega \} \), i.e., the random equivalence relations with \( n \) countably infinite equivalence classes;

as well as (i)-(iii) with all the loops included.

**Proof.** All of the structures mentioned in the hypothesis are classical examples of homogeneous structures. Moreover, the random graph, the random directed graph, and the random partial order are well-known to be homomorphism-homogeneous, see [10, 13]. It is routine to show that \( n\mathcal{K}_\omega \) is homomorphism-homogeneous and that the aforementioned structures with all the loops added are still homomorphism-homogeneous.

The random graph and the random digraph have the free amalgamation property, and so also have the strong amalgamation property with homomorphism gluing. We showed in Example 4.12 the age of the random partial order has the strong amalgamation property with homomorphism gluing. The same arguments work for the corresponding structures with loops. It is straightforward to show directly that the age of \( n\mathcal{K}_\omega \) with loops for \( n \leq \omega \) has the strong amalgamation property with homomorphism gluing.

\[ \square \]

In the proof of Theorem B, in particular Claim 4.16, we will use a somewhat non-classical version of Fraïssé theory. In particular, besides constants, relations, and functions we will allow partial functions. Under this generalisation, however, Fraïssé’s Theorem remains unchanged. This can be achieved by adding a constant \( \bullet \) to the signature and working with total functions which yield \( \bullet \) whenever the corresponding partial function is undefined.

**Proof of Theorem B.** We proceed by showing that the structure \( \mathcal{X} \) satisfies the hypothesis of Theorem 4.10. We begin by showing that the required \( f \in \text{Emb}(\mathcal{X}) \) and \( W_f \subseteq \text{im}(f) \) for every finite \( F \subseteq \mathcal{X} \setminus \text{im}(f) \) exist.

**Claim 4.15.** There exists a back and fo embedding \( f \in \text{Emb}(\mathcal{X}) \).

**Proof.** We will construct a countable \( \sigma \)-structure \( \mathcal{Y} \) which has a self-embedding that is back and fo, and show that the structure we have constructed is indeed isomorphic to \( \mathcal{X} \). We define \( \mathcal{Y} \) as a union \( \bigcup_{n \in \mathbb{N}} \mathcal{Y}_n \) of structures \( \mathcal{Y}_n \) which we define by induction, starting with \( \mathcal{Y}_0 := \mathcal{X} \). We fix any bijection \( F : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N} - \{ 0 \} \) such that \( (i,j)F = i \) for all \( i, j \in \mathbb{N} \). At every step of the induction, right after the construction of \( \mathcal{Y}_n \) we moreover fix a sequence \( (U_{n,k}, \mathcal{Y}_{n,k})_{k \in \mathbb{N}} \) of pairs such that for all \( k \in \mathbb{N} \) we have
that $U_{n,k}$ is a substructure of both $Y_n$ and $V_{n,k} \in \text{Age}({\mathbb X})$, and such that the following holds: for every finite substructure $A$ of $Y_n$ and every finite extension of $B$ of $A$ in $\text{Age}({\mathbb X})$, there exists $k \in \mathbb{N}$ such that $U_{n,k} = A$ and such that $U_{n,k}$ is isomorphic to $B$ via an isomorphism fixing $U_{n,k}$ pointwise.

If $n \in \mathbb{N}$ with $n > 0$ and if $Y_n$ has been constructed for all $i \in \mathbb{N}$ such that $i < n$, then we construct $Y_n$ as follows. Let $i, j \in \mathbb{N}$ be such that $(i,j)F = n$. Then $i < n$. If $A = U_{i,j}$, $B = V_{i,j}$, and $C = Y_{n-1}$, then we denote the amalgam $D$ from Lemma 4.13 by $Y_n$ (here $e_1$ and $e_2$ are the identity maps). We may suppose that the function $f_2 : Y_{n-1} \rightarrow Y_n$ in Lemma 4.13 is the identity mapping.

Since $X$ is a substructure of $Y$, the age of $X$ is contained in $Y$. On the other hand, by Lemma 4.13, every $Y_n$ embeds in $X$ and so every finite substructure of $Y$ is also a substructure of $X$.

The set of finite partial isomorphisms of $Y$ is a back and forth system between both the domain and the range of any such partial isomorphism $f$ are extended in all possible ways in the construction of $Y$. Hence, $Y$ is homogeneous and so isomorphic to $X$. Let $f \in \text{Emb}(Y)$ be such that $\text{im}(f) = X = Y_0$. We will show that $f$ is back and fo.

**back:** If $T$ is any finite substructure of $Y$, then we set $\mathbb{U}$ in Definition 4.8 to be $T$. If $v \in Y \setminus U$ and $W$ is the substructure of $Y$ induced by $U \cup \{v\}$, then there exist $i, j \in \mathbb{N}$ such that $U_{i,j} = U$ and $V_{i,j}$ is isomorphic to $W$ via an isomorphism $\beta : W \rightarrow V_{i,j}$ fixing $U$ pointwise. If $n = (i,j)F$, then the required map $\alpha$ in Definition 4.8 is any automorphism of $Y$ extending $\beta f_1$ where $f_1 : V_{i,j} \rightarrow Y_n$ is the map from Lemma 4.13 used in the construction of $Y_n$. It is possible to verify that $\alpha$ satisfies the criteria in Definition 4.8 and hence is back.

**fo:** It suffices to prove that if $n \in \mathbb{N}$ and $T \subseteq Y_n \setminus X = Y_n \setminus \text{im}(f)$ is finite and $T \not\subseteq Y_{n-1}$, then $W_T := \bigcup_{i \in T} U_{i,F-1} \cap X$ satisfies Definition 4.6. In other words, if $t : X \cup T \rightarrow Y$ is a function such that $t|_X$ and $t|_{Y_{n-1}\setminus W}$ are homomorphisms, then $t$ is a homomorphism.

We proceed by induction on $n$. The base case $n = 0$ is trivial since $T = \emptyset$. So suppose that $n > 0$, that the inductive hypothesis holds for all $i < n$, and that $T$ and $t$ are as above. By homomorphism-homogeneity there is $t' \in \text{End}(Y)$ extending $t|_{Y_{n-1}\cup T}$. If we define $t'' := t \cup t'|_{Y_n \setminus X}$, then $t'' : Y_n \rightarrow Y$ is a function by definition of $t'$. It suffices to show that $t''$ is a homomorphism. Note that $t''|_X = t|_X$ and $t''|_{(Y_n \setminus X) \cup W_T} = t'|_{(Y_n \setminus X) \cup W_T}$ are both homomorphisms.

Then, by the inductive hypothesis applied to $Y_{n-1} \setminus X$ and $W_{Y_{n-1}\setminus X} \subseteq W_T$, since

$$ (Y_{n-1} \setminus X) \cup W_{Y_{n-1}\setminus X} \subseteq (Y_n \setminus X) \cup W_T $$

$t''|_X$ and $t''|_{(Y_{n-1} \setminus X) \cup W_{Y_{n-1}\setminus X}}$ are homomorphisms, it follows that the restriction of $t''$ to $Y_{n-1}$ is a homomorphism. By the definition of homomorphism gluing, the restriction of $t''$ to $Y_n$ (which is $t''$) is a homomorphism.

It remains to show that the there is $g \in \text{End}(X)$ as in Theorem 4.10.

**Claim 4.16. There exists a rth $g \in \text{End}(X)$.

Proof. Let $\tau$ be the expansion of the signature $\sigma$ by a partial function symbol $\alpha$ and two unary relation symbols $L$ and $R$. Let $K$ be the class consisting of all finitely generated $\tau$-structures $A$ such that:

(i) $L^A$ and $R^A$ partition $A$;
(ii) $L(A)$ and $R(A)$, the $\sigma$-reducts of the induced substructures of $A$ on $L^A$ and $R^A$ respectively, are in $\text{Age}(X)$;
(iii) $\alpha^A : L(A) \rightarrow R(A)$ is a homomorphism and $\text{dom}(\alpha^A) = L^A$.

We emphasize that although $\alpha^A$ is a partial function on $A$, it is a full function on $L(A)$. Next, we show that $K$ is a Fraïssé class.

It is routine to verify that $K$ has the hereditary property, since $\text{Age}(X)$ has the hereditary property. Next, we will use strong amalgamation with homomorphism gluing to show that $K$ has the amalgamation property. Let $A, B, C \in K$, and let $e_1 : A \rightarrow B$ and $e_2 : A \rightarrow C$ be embeddings. For the ease of notation, we may assume that $A$ is a substructure of $B$ and $C$ and that $e_1, e_2$ are identity maps. Since $R(A), R(B), R(C) \in \text{Age}(X)$ and $R(A)$ is a substructure of both $R(B)$ and $R(C)$, there exists $D_R \in \text{Age}(X)$, $f_{R,1} : R(B) \rightarrow D_R$, and $f_{R,2} : R(C) \rightarrow D_R$ witnessing the strong amalgamation property with homomorphism gluing of $\text{Age}(X)$. Analogous witnesses $D_L, f_{L,1}$, and $f_{L,2}$ exist for the triple $L(A), L(B)$, and $L(C)$. Define $p = f_{L,1}^{-1}\alpha^A f_{R,1} \cup f_{L,2}^{-1}\alpha^C f_{R,2}$. If $L(A)$ is the domain of $\text{End}(A)$, then the domains of the two parts in the definition of $p$ intersect on $(L(A))_1 = (L(A)) f_{L,1}^{-1}\alpha^A$, $\alpha^A$ agrees with $\alpha^C$ on $L(A)$, and $f_{R,1}$ agrees with $f_{R,2}$ on $R(A) = (L(A))_1\alpha^A$. Hence $p : D_L \rightarrow D_R$ is a well-defined map. Moreover, $(L(A)) f_{1,L} = (L(A)) f_{L,2} \subseteq \text{dom}(p)$, and $f_{L,1} f_{L,2}$ are homomorphisms. Therefore $p$ is a homomorphism since $D_L$ is a witness of the strong amalgamation property with homomorphism gluing. Let $D$ be the disjoint union of $D_L$ and
$\mathbb{D}_R$ with $L^D$ and $R^D$ being the domains of the two witnesses, and define $\alpha^D$ to be the homomorphism $p$. We claim that $D$ is in $K$. Since $L(D) = \mathbb{D}_L$ and $R(D) = \mathbb{D}_R$, it follows that $D$ satisfies properties (i) and (ii). Moreover, $\alpha^D: L(D) \to R(D)$ is a homomorphism as discussed above, proving the claim. Observe that $K$ contains the empty $\tau$-structure, and so the amalgamation property automatically implies the joint embedding property. Therefore, $K$ is a Fraïssé class.

Let $Y$ be the Fraïssé limit of $K$. Then $\alpha^Y$ is a homomorphism from $L(Y)$ to $R(Y)$. We will show that $\alpha^Y$ is surjective also. Suppose that $y \in R(Y)$ is arbitrary, and let $A$ be the substructure of $R(Y)$ induced by $y$. Define $B_A$ to be a $\tau$-structure such that $L(B_A)$ and $R(B_A)$ are both isomorphic to $A$, and so that $\alpha^{B_A}$ is an isomorphism between the two structures. Then $B_A$ is in $K$, and so it embeds into $Y$. Suppose, without loss of generality, that $B_A$ is a substructure of $Y$, and let $e: R(B_A) \to A$ be an isomorphism. Then $e$ is also a partial isomorphism between substructures of $Y$, and since $Y$ is homogeneous, it follows that $e$ can be extended to $h \in \text{Aut}(Y)$. By the choice of $B_A$, there is $x \in Y$ such that $(x)\alpha^Y = (y)e^{-1} = (yh)^{-1}$. Therefore, $y = (x)h\alpha^Y$ is in the image of $\alpha^Y$.

Next, we show that both $L(Y)$ and $R(Y)$ are isomorphic to $X$. In order to do so, it suffices, by Fraïssé's theorem, to show that both $L(Y)$ and $R(Y)$ are homogeneous and have the same age as $X$. By definition, the age of $L(Y)$ is contained in that of $X$. Using homomorphism-homogeneity, we will show that for all finite induced substructures $A$ of $L(Y)$ and all finite extensions $B$ of $A$ in $\text{Age}(X)$, there exists an embedding of $B$ into $L(Y)$ fixing $A$ pointwise. This shows that $\text{Age}(X)$ is contained in the age of $L(Y)$, and that $L(Y)$ is homogeneous since it immediately implies that the set of finite isomorphisms extending a given isomorphism between finite substructures of $L(Y)$ is a back-and-forth system. The argument for $R(Y)$ is the same.

So let $A$ and $B$ as above be given. Let $D$ be the substructure of $Y$ generated by $A$. Since the age of $L(Y)$ and $R(Y)$ is contained in that of $X$, we may assume that $L(D)$ and $R(D)$ are substructures of $X$. In that case, $\alpha^D$ is a homomorphism between finite substructures of $X$, and so it can be extended to an endomorphism $h$ of $X$, since $X$ is homomorphism-homogeneous. Moreover, by homogeneity, we may assume that also $B$ is a substructure of $X$. Let $E$ be the $\tau$-structure obtained by taking the disjoint union of $B$ and the induced substructure of $X$ on the set $(B)h$, setting $L^E = B$, $R^E = (B)h$, and $\alpha^E$ the restriction of $h$ to $B$. Then $E \in K$ and $D$ is an induced substructure of $E$, since $A \subseteq B$ and $\alpha^B$ extends $\alpha^D$. Hence, by the homogeneity of $Y$, there is an embedding of $E$ into $Y$ fixing $A$ pointwise; this map also embeds $B$ into $L(Y)$, proving our claim.

Let $i_1$ and $i_2$ denote isomorphisms from $L(Y)$ and $R(Y)$ to $X$, respectively. The final step is to show that $g := i_1^{-1}\alpha^yi_2$ is rth. Let $U \subseteq X$ be finite, and let $u \in X \setminus U$ and $v \in X$ be such that $g|_{U} \cup \{(u,v)\}$ is a homomorphism. Let $\mathbb{H}$ be a $\tau$-structure obtained by taking a disjoint union of the induced substructures of $X$ on $(U \cup \{u\})i^{-1}_1$ and $((U)g \cup \{v\})i^{-1}_2$, let these two sets be $L^\mathbb{H}$ and $R^\mathbb{H}$, and define $\alpha^\mathbb{H}$ to be $i_1|_{(U \cup \{u\})i^{-1}_1} \cup \{(u,v)\}i^{-1}_2$. Then $\mathbb{H}$ is in $K$. Since $Y$ is homogeneous and since $\mathbb{H}$ restricted to $(U)i^{-1}_1 \cup ((U)g \cup \{v\})i^{-1}_2$ is also in $K$, it follows that there is an embedding $e: \mathbb{H} \to Y$ such that $(x)e = x$ for every $(U)i^{-1}_1 \cup ((U)g \cup \{v\})i^{-1}_2$. If $w := (u)i^{-1}_1ei_1$, then

$$(w)g = (u)i^{-1}_1ei_1i^{-1}_1\alpha^\mathbb{H}i_2 = (u)i^{-1}_1\alpha^\mathbb{H}ei_2 = (v)i^{-1}_2ei_2 = v,$$

since $e$ is an embedding. Moreover, $i^{-1}_1e|_{(U \cup \{u\})i^{-1}_1}i_1$, that is the map $x \mapsto x$ if $x \in U$ and $x \mapsto w$ if $x = u$, is a partial isomorphism of $X$. Hence there is $\alpha \in \text{Aut}(X)$ such that $(x)\alpha = x$ for all $x \in U$ and $(u)\alpha g = v$.

Hence $\text{End}(X)$ equipped with the pointwise topology has property $X$ with respect to $\text{Aut}(X)$ by Theorem 4.10.

5. Uniqueness and non-uniqueness

5.1. Non-uniqueness of Polish topologies. In [14, Theorem 5.22] it was shown that the monoid $\text{Inj}(\mathbb{N})$ consisting of all injective functions from the natural numbers $\mathbb{N}$ to $\mathbb{N}$ possesses infinitely many Polish semigroup topologies containing the pointwise topology. We will use these distinct Polish topologies on $\text{Inj}(\mathbb{N})$ to show that certain endomorphism monoids and monoids of self-embedding of relational structures do not have unique Polish topologies.

Proposition 5.1. Let $S$ be a closed submonoid of $\text{Inj}(\mathbb{N})$ with the pointwise topology such that the group of units $G$ of $S$ is not closed. Then $S$ has at least two distinct Polish semigroup topologies.

Proof. By [14, Theorem 5.22], the pointwise topology and the subspace topology $T$ induced by $\mathbb{L}_4$ (defined in [14, Theorem 5.15]) are Polish semigroup topologies on $\text{Inj}(\mathbb{N})$; the topology $T$ contains the pointwise
topology and these two topologies coincide on Sym(N). Since S is closed in the pointwise topology and \( T \), it follows that both are Polish semigroup topologies on S also. The symmetric group Sym(N) is not closed in the pointwise topology but is closed in \( I_1 \). By assumption, G is not closed in the pointwise topology, but \( G = (\text{Sym}(N) \cap S) \cap (\text{Sym}(N) \cap S)^{-1} \) is closed in \( T \). Therefore these two topologies are distinct. □

If \( X \) is an \( \omega \)-categorical structure, then Aut(\( X \)) is not closed in the pointwise topology on \( X^X \); see e.g. [6]. Hence, Proposition 5.1 then implies that Emb(\( X \)) admits at least two distinct Polish semigroup topologies. More generally, any closed submonoid of Inj(\( X \)) containing the automorphism group of \( X \) (such as, for example, the monoid of elementary self-embeddings of \( X \), or, in the case of a model-complete core [3], its endomorphism monoid) admits at least two distinct Polish semigroup topologies.

**Proposition 5.2.** The endomorphism monoid of the graph \( n\mathbb{K}_\omega \) without loops for every non-zero \( n \in \mathbb{N} \cup \{0\} \) possesses infinitely many Polish semigroup topologies.

**Proof.** If \( N \) is any set such that \( |N| = n \), then End(\( n\mathbb{K}_\omega \)) is isomorphic to the wreath product \( \text{Inj}(N) \times N^N \) where Inj(\( N \)) is the monoid of injective functions from \( N \) to \( N \), and \( N^N \) is the monoid of all functions from \( N \) to itself. Hence, by [14, Theorem 5.22], the infinitely many Polish semigroup topologies on Inj(\( N \)) give rise to infinitely many distinct Polish semigroup topologies on Inj(\( N \) \times N^N). □

5.2. **Proof of Corollary C.** In this section we prove Corollary C.

**Corollary C.** The pointwise topology is the unique Polish semigroup topology on the endomorphism monoids of the following structures:

(i) the random graph;
(ii) the random directed graph;
(iii) the random strict partial order;
(iv) the graph \( \omega \mathbb{K}_n \) for any \( n \in \mathbb{N} \setminus \{0\} \);
(v) the graph \( n\mathbb{K}_\omega \) with loops for any \( n \in (\mathbb{N} \setminus \{0\}) \cup \{\omega\} \), i.e., the random equivalence relations with \( n \) countably infinite equivalence classes;

as well as (i)-(iv) with all the loops included.

**Proof.** It follows from Theorems 3.3 and 3.9 and Proposition 3.10 that the pointwise topology is contained in any Polish semigroup topology on the endomorphism structures of any of the structures mentioned in the statement. On the other hand, it follows from Theorem 4.1(i), Proposition 4.2, and Corollary 4.14 that pointwise topology is also the maximal topology in each of the cases. □

**Theorem 5.3.** Let \( X \) be one of the following structures:

(i) the random graph;
(ii) the random directed graph;
(iii) the graph \( \omega \mathbb{K}_n \) for \( n \in \mathbb{N} \);
(iv) the graph \( n\mathbb{K}_\omega \) with loops for \( n \in \mathbb{N} \cup \{\omega\} \), i.e., the random equivalence relations with \( n \) countably infinite equivalence classes;

as well as (i)-(iii) with all the loops included. Then End(\( X \)) equipped with pointwise topology has automatic continuity with respect to the class of second countable topological semigroups.

**Proof.** A Polish group \( G \) has ample generics if \( G \) has a comeagre orbit when acting by conjugation on \( G^n \) for every \( n \in \mathbb{N} \). It is well known, see [35, Remark 5.3.8], that the automorphism groups of both the random graph and the random directed graph have ample generics. It can also be shown that the automorphism group of \( \omega \mathbb{K}_n \) has ample generics, by showing that a certain class arising from the substructures of \( \omega \mathbb{K}_n \); for \( n \in \mathbb{N} \), has JEP and WAP, see [31, Theorem 6.2] for more details.

It was shown in [31, Theorem 6.24] that any Polish group with ample generics has automatic continuity with respect to the class of second countable topological groups. It is straightforward to use [31, Theorem 6.24] to show that any such group also has automatic continuity with respect to the class of second countable topological semigroups; see [14, Proposition 4.1]. Hence Aut(\( X \)) has automatic continuity with respect to the class of second countable topological semigroups when \( X \) is the random graph, random directed graph, or \( \omega \mathbb{K}_n \) for any \( n \in \mathbb{N} \). By Proposition 4.2 and Corollary 4.14(i) and (ii), the endomorphism monoids of each of the structures in parts (i) to (iii) have property \( X \) with respect to their automorphism groups. Thus, by Theorem 4.1(ii), these endomorphism monoids have automatic continuity with respect to the class of second countable topological semigroups. This concludes the proof of the theorem for cases (i), (ii), and (iii) (without loops).
Clearly, the automorphism groups of the random graph, the random directed graph, and \(\omega K_n\) (where \(n \in \mathbb{N} \cup \{\omega\}\)) with all the loops are equal to the automorphism groups of the respective structures without loops. Both Proposition 4.2 and Corollary 4.14 hold for these structures with loops, and hence the proof that these structures have automatic continuity with respect to the class of second countable topological semigroups is the same as that given above.

When proving (iv), we consider the cases when \(n = \omega\) and \(n \neq \omega\) separately. It can be shown that the automorphism group of \(\omega K_n\) has ample generics using a similar argument as mentioned above for \(\omega K_n\), \(n \in \mathbb{N}\). That End(\(\omega K_n\)) has automatic continuity with respect to the class of second countable topological semigroups follows by the same argument as cases (i) to (iii), via Corollary 4.14(iv).

On the other hand, if \(n \neq \omega\), then the automorphism group of \(n K_\omega\) contains an open finite index normal subgroup and hence does not have any comeagre conjugacy classes, let alone ample generics. To show that (iv) holds, it suffices to show that for every \(n \in \mathbb{N} \cup \{\omega\}\) the endomorphism monoid of \(n K_\omega\) with loops has property \(X\) with respect to a subsemigroup which has automatic continuity. It is shown in [14] that the full transformation monoid \(\mathbb{N}^\mathbb{N}\) has automatic continuity with respect to the class of second countable topological semigroups.

Recall that End(\(n K_\omega\)) is topologically isomorphic to the wreath product \(\mathbb{N}^\mathbb{N} \wr \mathbb{N}^N\) where \(|N| = n\), as defined before Proposition 5.2. If \(S = \{f, \ldots, f, id\} : f \in \mathbb{N}^\mathbb{N}\), then clearly \(S\) is isomorphic to \(\mathbb{N}^\mathbb{N}\). Since \(S\) is a subspace of the second countable \(T_1\) space End(\(n K_\omega\)), it follows that \(S\) is a second countable \(T_1\) topological semigroup itself. It was shown in [14, Theorem 5.4(v)] that \(\mathbb{N}^\mathbb{N}\), and hence \(S\), has a unique second countable \(T_1\) semigroup topology, the pointwise topology, and hence \(S\) is topologically isomorphic to \(\mathbb{N}^\mathbb{N}\). Hence \(S\) has automatic continuity with respect to the class of second countable topological semigroups.

It remains to show that \(\mathbb{N}^N\mathbb{N}\) has property \(X\) with respect to \(S\). Let \(N_0, N_1, \ldots\) be a partition of \(\mathbb{N}\) into infinite sets and for every \(i \in \mathbb{N}\) let \(b_i : \mathbb{N} \to N_i\) be a bijection. For an arbitrary \(s = (s_1, \ldots, s_n, t) \in \mathbb{N}^N\mathbb{N}\), we define \(b_s = (b_1, \ldots, b_n, t) = (s_1, \ldots, s_n, t) = s\).

If \(B\) is any neighbourhood of \(t_s\), then there exists an open neighbourhood \(U = [\sigma] = \{f \in \mathbb{N}^\mathbb{N} : \sigma \subseteq f\}\) of \(b\) in \(\mathbb{N}^\mathbb{N}\) such that \(t_s \in U \times \cdots \times U \times \{id\} \subseteq B\). It follows that \(f_s((U \times \cdots \times U \times \{id\}) \cap S) = \{(b_1, \ldots, b_n, t)(u, \ldots, u, id) : u \in U\} = \{(b_1u, \ldots, b_nu, t) : u \in U\}\).

Clearly, \(\{(b_1u, \ldots, b_nu, t) : u \in U\} \subseteq (k_1, \ldots, k_n, t) : \sigma \vert_{N_1} \subseteq b_i^{-1}k_i\}\) and conversely, if \((k_1, \ldots, k_n, t) \in \mathbb{N}^N\mathbb{N}\) is such that \(\sigma \vert_{N_1} \subseteq b_i^{-1}k_i\), then since the partial functions \(b_i^{-1}k_i\) have disjoint domains, there exists \(u \in U\) such that \(b_iu = k_i\) for every \(i\). Therefore \(\{(b_1u, \ldots, b_nu, t) : u \in U\} = (k_1, \ldots, k_n, t) : \sigma \vert_{N_1} \subseteq b_i^{-1}k_i\}\) and so \(f_s((U \times \cdots \times U \times \{id\}) \cap S)\) is open, as required.

The countably infinite homogeneous graphs were classified, up to isomorphism, in [33] as:

(i) the random graph;
(ii) the random \(K_m\)-free graph, for every \(m \geq 3\);
(iii) the graph \(n K_m\) where \(n, m \leq \omega\) and at least one of \(n\) or \(m\) is equal to \(\omega\).

and the duals of these graphs. At this point, we have almost achieved a classification of those homogeneous graphs whose endomorphism monoid has a unique Polish semigroup topology. More precisely, the monoids of endomorphisms of each of the following homogeneous graphs has a unique Polish semigroup topology by Corollary C: the random graph; the graph \(n K_m\) where \(n, m \leq \omega\) and at least one of \(n\) or \(m\) is equal to \(\omega\).

On the other hand, the endomorphism monoids of the random \(K_m\)-free graph, for every \(m \geq 3\) have at least two distinct Polish semigroup topologies. This follows from Proposition 5.1, since every endomorphism of the \(K_m\)-free universal graph is an embedding. We show this is the case when \(m = 3\). Suppose that \(x, y\) are non-adjacent vertices in the \(K_3\)-free graph which get mapped to an edge by some endomorphism \(f\). Then there is a vertex \(z\) which is adjacent to both \(x\) and \(y\), and so the triple \((x)f, (y)f, (z)f\) forms a triangle, which is impossible. A similar argument shows that \(f\) has to be injective, and thus \(f\) is an embedding.

We do not know whether the endomorphism monoids of the duals of the \(K_m\)-free universal graphs or the duals of the graphs \(n K_m\) where \(n, m \leq \omega\) and at least one of \(n\) or \(m\) is equal to \(\omega\) have a unique Polish semigroup topology or not.

**Question 5.4.** The endomorphism monoids of which homogeneous graphs have a unique Polish topology?
6. ANOTHER WEE FORAY INTO THE LAND OF CLONES

In this section we extend some of the results from earlier in the paper to clones. We begin by giving the relevant definitions. If $C$ is any set, $g : C^n \to C$ for some $m \in \mathbb{N} \setminus \{0\}$ and $f_1, \ldots, f_m : C^n \to C$ for some $n \in \mathbb{N} \setminus \{0\}$, then we define $(f_1, \ldots, f_m) \circ_{m,n} g : C^n \to C$ by
\[(x_1, \ldots, x_n) \mapsto ((x_1, \ldots, x_n)f_1, \ldots, (x_1, \ldots, x_n)f_m)g.
\]
For $n \in \mathbb{N} \setminus \{0\}$ and $i \in \{1, \ldots, n\}$, we denote by $\pi_i^n : C^n \to C$ the $i$-th projection of $C^n$ defined by
\[(x_1, \ldots, x_n) \mapsto x_i.
\]

A (function) clone $\mathcal{C}$ with domain $C$ is a set of functions of finite arity from $C$ to $C$ which is closed under composition and also contains all projections. More precisely, the following hold:

(i) if $g \in \mathcal{C}$ is $m$-ary and $f_1, \ldots, f_m \in \mathcal{C}$ are $n$-ary, then $(f_1, \ldots, f_m) \circ_{m,n} g \in \mathcal{C}$;
(ii) $\pi_i^n \in \mathcal{C}$ for every $n \in \mathbb{N} \setminus \{0\}$ and every $i \in \{1, \ldots, n\}$.

If $\mathcal{C}$ is a function clone and $\mathcal{T}$ is a topology on $\mathcal{C}$, then we will say that $\mathcal{T}$ is topological for $\mathcal{C}$, or $\mathcal{T}$ is a clone topology on $\mathcal{C}$, if the composition of functions $\circ_{m,n}$ are continuous for every $m, n \in \mathbb{N} \setminus \{0\}$. The set of all finite arity functions from a set $X$ to itself is called the the full function clone on $X$; denoted by $\mathcal{O}_X$. We do not permit nullary functions in $\mathcal{O}_X$ following [6, 32]. We define the topology of pointwise convergence on $\mathcal{O}_X$ in a similar way to the full transformation monoid $X^X$ where the subbasic open sets are of the form
\[U(a_1, \ldots, a_n, b) = \{ f \in \mathcal{O}_X : (a_1, \ldots, a_n)f = b \}\]
for every $a_1, \ldots, a_n, b \in X$. Similarly to the monoid case, if $X$ is countably infinite, this topology is Polish and topological for the full function clone $\mathcal{O}_X$. A polymorphism of a structure $X$ is a homomorphism from a finite positive power of $X$ into $X$. The set of all polymorphisms of $X$ forms a function clone on the set $X$ which is closed in $\mathcal{O}_X$. This clone is called the polymorphism clone of $X$ and denoted by $\text{Pol}(X)$. A clone homomorphism is a map between function clones which preserves arities, maps projections to corresponding projections, and preserves the composition maps $\circ_{m,n}$ for every $n$ and $m$. A topological clone $\mathcal{C}$ is said to have automatic continuity with respect to a class of topological clones, if every homomorphism from $\mathcal{C}$ to a member of that class is continuous.

We extend the results of the preceding sections to clones by associating a semigroup to each clone. If $\mathcal{C}$ is a function clone which is topological with respect to the topology $\mathcal{T}$, then we define the associated semigroup $S_\mathcal{C}$ by: the elements of $S_\mathcal{C}$ are the functions in $\mathcal{C}$ with multiplication given by
\[(x_1, \ldots, x_n)f * g = ((x_1, \ldots, x_n)f, \ldots, (x_1, \ldots, x_n)f)g
\]
for all $x_1, \ldots, x_n \in C$, whenever $f$ is an $n$-ary function in $\mathcal{C}$. If both $f$ and $g$ are unary functions, then the operation $*$ is the usual composition of functions. Since the composition of functions in $\mathcal{C}$ is continuous with respect to the topology $\mathcal{T}$, it follows that $\mathcal{T}$ is a semigroup topology on $S_\mathcal{C}$. We remark that every clone homomorphism from one function clone to another function clone is also a homomorphism between the corresponding semigroups, but the converse does not hold; in other words, the algebraic structure of $S_\mathcal{C}$ is weaker than that of the clone $\mathcal{C}$. However, as it will turn out, this weaker semigroup structure is sufficient to determine the topology in the cases we consider here.

**Lemma 6.1** (cf. Lemma 7.1 in [14]). Let $\mathcal{C}$ be a topological clone, and suppose that $S_\mathcal{C}$ has automatic continuity with respect to the topology on $\mathcal{C}$ and the class of second countable topological semigroups. Then $\mathcal{C}$ has automatic continuity with respect to the class of second countable topological clones.

The first of the main results in this section is the following analogue of Theorem B.

**Theorem 6.2.** Let $X$ be a relational structure which is homogeneous and homomorphism-homogeneous such that the age of $X$ is closed under finite non-empty direct products and has the strong amalgamation property with homomorphism gluing. Then $S_{\text{Pol}(X)}$ equipped with the pointwise topology has property $X$ with respect to $\text{Aut}(X)$.

**Proof.** The proof of this theorem is similar to the proof of Theorem B, and for the sake of brevity is omitted. However, we will outline the key differences between the two proofs and what changes need to be made to the definitions.

- Extend Definitions 4.6 and 4.8 of $\text{fo}$ and $\text{back}$ to elements $f \in \text{Pol}(X)$.
- Change the statements of Theorem 4.10 and Claim 4.15 as follows. Instead of a single $\text{back}$ and $\text{fo}$ endomorphism $f$, demand a $\text{back}$ and $\text{fo}$ polymorphism $f_n$ with domain $X^n$ for every $n$. 
that the pointwise topology is maximal among Polish clone topologies on $\text{Pol}(X)$ because $\text{Age}(X)$ is closed under finite direct products and everything in the age of $X$ is built in the construction of $Y$ by extending the empty substructure of $X^n$. \hfill \Box

Lemma 6.3. Suppose that $X$ is a structure, and for all $x_1, x_2, \ldots, x_n \in X$ there exists $a \in X$ and $g_1, g_2, \ldots, g_n \in \text{End}(X)$ with $(a)g_i = x_i$ for each $i \in \{1, \ldots, n\}$. If the minimum Hausdorff semigroup topology on $\text{End}(X)$ is the pointwise topology, then the minimum Hausdorff clone topology on $\text{Pol}(X)$ is the pointwise topology.

Proof. Suppose that $\text{Pol}(X)$ is equipped with some Hausdorff clone topology. By assumption, the set $U_{x,y} := \{ f \in \text{End}(X) : (x)f = y \}$ is open for all $x, y \in X$. Let $x_1, x_2, \ldots, x_n, y \in X$ and write $x = (x_1, x_2, \ldots, x_n)$. It suffices to show that the set $U_{x,y} := \{ f \in \text{Pol}(X) : f \text{ has arity } n, (x)f = y \}$ is open. By assumption we can choose $a \in X$ and $g_1, g_2, \ldots, g_n$ such that $(a)g_i = x_i$ for each $i \in \{1, \ldots, n\}$. That $U_{x,y}$ is open follows from $f \in U_{x,y} \iff (g_1, g_2, \ldots, g_n) \circ_{a,1} f \in U_{a,y}$. \hfill \Box

Theorem 6.4. The pointwise topology is the unique Polish clone topology on the polymorphism clones of the following structures:

(i) the random graph;
(ii) the random directed graph;
(iii) the random strict partial order;
(iv) the random equivalence relation, i.e., the graph $\omega K_\omega$ with loops;

as well as (i)-(iii) with all the loops included.

Proof. Let $X$ be any of the structures in the statement of the theorem. As discussed in the proof of Corollary 4.14, $X$ is homogeneous, homomorphism-homogeneous, and has the strong amalgamation property with homomorphism gluing. Moreover, in each case, it is easy to show that $\text{Age}(X)$ is closed under finite direct products. Hence $S_{\text{Pol}(X)}$ has property $X$ with respect to $\text{Aut}(X)$ by Theorem 6.2. It follows from Theorem 4.1(i) that the pointwise topology is maximal among Polish clone topologies on $S_{\text{Pol}(X)}$, and thus the Polish clone topologies on $\text{Pol}(X)$.

On the other hand, it follows from Theorems 3.3 and 3.9 and Lemma 6.3 that the pointwise topology is the minimal Polish clone topology on $\text{Pol}(X)$. Hence the pointwise topology is the unique Polish clone topology on $\text{Pol}(X)$.

\hfill \Box

Theorem 6.5. Let $X$ be one of the following structures:

(i) the random graph;
(ii) the random directed graph;
(iii) the random equivalence relation, i.e., the graph $\omega K_\omega$ with loops;

as well as (i)-(ii) with all the loops included. Then $\text{Pol}(X)$ equipped with pointwise clone topology has automatic continuity with respect to the class of second countable topological clones.

Proof. The proof of this theorem is analogous to that of Theorem 5.3. As discussed in the proof of Theorem 6.4, if $X$ is any of the structures in the statement, then $S_{\text{Pol}(X)}$ has property $X$ with respect to $\text{Aut}(X)$. As mentioned in the proof of Theorem 5.3, $\text{Aut}(X)$ has automatic continuity with respect to the class of second countable topological semigroups. Theorem 4.1(ii) implies that $\text{Pol}(X)$ has automatic continuity for the class of second countable topological clones, as required. \hfill \Box
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