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Summary

We develop new unbiased estimators of a number of quantities defined for functions of conditional moments, like conditional expectations and variances, of functions of two independent random variables given the first variable, including certain outputs of stochastic models given the models parameters. These quantities include variance-based sensitivity indices, mean squared error of approximation with functions of the first variable, orthogonal projection coefficients, and newly defined nonlinearity coefficients. We define the above estimators and analyze their performance in Monte Carlo procedures using generalized concept of an estimation scheme and its inefficiency constant. In numerical simulations of chemical reaction networks, using the Gillespie’s direct and random time change methods, the new schemes for sensitivity indices of conditional expectations in some cases outperformed the ones proposed previously, and variances of some estimators significantly depended on the simulation method being applied.

Tytuł pracy w języku polskim

Oparta na wariancji analiza wrażliwości i aproksymacje ortogonalne modeli stochastycznych

Streszczenie w języku polskim

Wprowadzamy nowe estymatory dla pewnych wielkości zdefiniowanych dla funkcji momentów warunkowych, takich jak wariancje i średnie warunkowe, funkcji dwóch niezależnych zmiennych losowych pod warunkiem pierwszej zmienej, w tym dla pewnych wyników modeli stochastycznych pod warunkiem ich parametrów. Do estymowanych wielkości należą współczynniki wrażliwości oparte na wariancji, średniokwadratowe błędy przybliżenia funkcjami pierwszej zmiennej, współczynniki rzutu ortogonalnego oraz nowo zdefiniowane współczynniki nieliniowości. Definiujemy powyższe estymatory i analizujemy ich wydajność w procedurach Monte Carlo używając uogólnionego pojęcia schematu do estymacji i stałej charakteryzującej jego nieefektywność. W symulacjach numerycznych układów reakcji chemicznych przy użyciu metod Gillespie’s direct i random time change nowe schematy dla współczynników wrażliwości warunkowych wartości oczekiwanych były w pewnych przypadkach wydajniejsze od tych zaproponowanych poprzednio, a variancje niektórych estymatorów znacznie zależały od zastosowanej metody symulacji.
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Introduction

Stochastic models have proven to be useful for describing a variety of physical systems, like chemical reaction networks involving few particle numbers of certain species [43, 60], including gene regulatory networks [38, 46] and signaling pathways [34, 57]. A popular stochastic model for a well-stirred chemical reaction network is a continuous-time Markov chain model of reaction network dynamics (MR) [59], which can be simulated for example using the Gillespie's direct (GD) method [22]. A number of other stochastic formalisms have also been used to model chemical reactions, like chemical Langevin equation, τ-leaping, or hybrid stochastic-deterministic methods [43].

Sensitivity analysis is a procedure yielding sensitivity indices, which can be thought of as certain measures of importance of arguments in influencing the values of functions. As such functions one often takes outputs of deterministic models whose arguments are model parameters, e. g. in ordinary differential equation models of chemical kinetics [43, 64] one can consider concentrations of different chemical species at a given moment of time in function of kinetic rates and initial concentrations of the species. In stochastic models, the stochastic outputs for given parameters are not constants but random variables with distribution specified by the parameters. For instance for an MR a stochastic output can be the number of particles of selected species at a given moment of time, and the parameters can be the initial particle numbers and kinetic rates. Thus as functions for the sensitivity analysis in stochastic models one usually considers parameters of conditional distribution of stochastic outputs, like conditional expectation [47], variance, [4] or histograms [15], given the model parameters. Sensitivity analysis has been used in a variety of fields, including chemical kinetics [45, 59, 51], biochemical reaction networks [61, 63], nuclear safety [25], environmental science [56], and molecular dynamics [12], applications in chemical kinetics including parameter estimation [27, 26] and model simplification [13, 11, 35, 10].

Variance-based sensitivity analysis (VBSA) is a well-established sensitivity analysis method, dating back to applications in chemical kinetics in the seventies [50, 14]. Variance-based sensitivity indices provide quantitative answers to questions like what average reduction of uncertainty of the model output, measured by its variance, can be achieved if some uncertain model parameters are determined e. g. in an experiment, or what average error is caused by fixing a parameter for instance to simplify the model [52, 9]. Recently, VBSA has supported parameter estimation in a linear compartmental biochemical model [26] and simplification of a model of synthesis of an antiparasitic drug Ivermectin [13].

In many applications outputs of physical models are being approximated by linear combinations of functions of few model parameters. Such approximations are used for example for potential energies in molecular dynamics simulations [31]. A number of approximations of this type has become known under the common name of high dimensional model representations [44]. Approximations using linear combinations of products of the first few orthogonal functions of model parameters, like polynomials or trigonometric functions, have proven to accurately imitate outputs of a number of complex models with many parameters, and the coefficients of the approximating linear combinations have been used to estimate variance-based sensitivity indices as an alternative strategy to their Monte Carlo estimation on which we focus on in this work [14, 33, 32, 8, 64]. In the case of orthogonal polynomials being used, such approximations have also been called polynomial chaos expansions [19, 8].
Correlation coefficient is a popular measure of the strength of linear relationship between random variables [55, 9].

With a few exceptions, the above mentioned indices and coefficients have predominantly been used for the analysis of input-output relationships in deterministic models, but they also have a potential for analogous applications to stochastic models. For instance VBSA can be useful for determining parameters whose measurement would on average most reduce the uncertainty of a given parameter of conditional distribution of the model output, like conditional expectation or variance, while polynomial approximations and correlations can provide useful information about the relationship between variance or mean particle numbers and model parameters, which has been of great interest e.g. in the analysis of gene circuits [36, 5, 42].

Outputs of stochastic models used in computer simulations can be represented as functions of two independent random variables - the first being random vector of parameters of the model and the second a sequence of random variables used to generate the random trajectories of its stochastic process. In the first work [15] in which VBSA of parameters of conditional distribution of stochastic outputs was considered, conditional histograms were chosen as outputs for sensitivity analysis and a grid-based method was used providing no error estimates of the results [3].

In our Master’s Thesis in Computer Science [3] we proposed unbiased estimators of variance-based sensitivity indices of conditional expectations of functions of two independent random variables given the first random variable, which can be used in a MC procedure yielding error estimates. In a numerical experiment such procedure led to lower mean squared error of approximation of the indices than a grid-based method analogous to that in [15].

In this thesis we provide for the first time unbiased estimators of variance-based sensitivity indices of a large class of functions of conditional moments, including all conditional moments and central moments, like conditional variance, of functions of two independent random variables given the first variable. We also introduce new unbiased estimators of sensitivity indices of conditional expectations. Furthermore, we derive first unbiased estimators of means of functions of conditional moments, of products and covariances of these moments with functions of the first variable, and estimators of normalized sensitivity indices and correlation coefficients of functions of conditional moments and the first variable. We also introduce different unbiased estimators of coefficients of orthogonal projection of functions of conditional moments onto linear combinations of orthogonal functions of the first variable. We show that in a Hilbert space, squared error of approximation with a linear combination of orthonormal elements using unbiased estimates of orthogonal projection coefficients, averaged over distribution of the estimates, is a sum of variances of the estimators plus squared error of the approximation with orthogonal projection onto span of the elements. We use this fact to numerically compare average mean squared errors of approximation of conditional expectations and variances of stochastic models outputs by linear combinations of orthogonal functions of model parameters with coefficients obtained using different estimators. We also provide unbiased estimators of mean squared errors of approximation of functions of conditional moments using functions of the first variable, which can be used for the above approximations with linear combinations of orthogonal functions with fixed coefficients. Approximations of conditional expectations and variances of outputs of stochastic models using orthogonal polynomials of model parameters have already been constructed in [19] using double-loop sampling and convex optimization techniques. As we discuss in detail in Conclusions, an interesting idea for the future research would be to compare the error of different methods of approximation of functions of conditional moments using orthogonal functions of the first variable, like those from [19] and this work. We also define nonlinearity coefficients of random independent arguments of a function, which can be used for obtaining lower bounds on probabilities of certain localizations of functions values changes, corresponding to some perturbations of their independent
arguments. We also provide unbiased estimators of these coefficients.

In [3] we introduced the concept of an estimation scheme which is useful for defining generalized estimators acting not only on random variables, but also on functions, as the ones discussed in this work. We also defined inefficiency constant of such a scheme, equal to the product of variance of the corresponding estimator and the number of function evaluations needed to compute it, so that the ratio of such constants for different schemes is equal to the ratio of variances of the final MC estimators for the same number of function evaluations carried out in MC procedures using the schemes. Thus it can be used for quantifying the inefficiency of using unbiased estimation schemes in MC procedures if function evaluations are the most time-consuming elements of the procedures.

Here we formalize and generalize the above concepts of a scheme and its inefficiency constant to be useful for defining and comparing efficiency of the corresponding estimators of estimands depending on many functions and having vector-valued outputs, like vector of coefficients of orthogonal projection of a function of a random variable onto orthogonal functions of the variable. One of the defined schemes, called $SVar$, allows for simultaneous estimation of most of the above mentioned sensitivity indices and coefficients for conditional expectation and variance, including all sensitivity indices with respect to individual coordinates of the first variable and orthogonal projection coefficients onto these coordinates and constant vectors. We derive a number of inequalities between the inefficiency constants of the introduced schemes and schemes from [3]. For instance we show that subschemes of $SVar$ for estimation of variance-based sensitivity indices of conditional expectation can have no more than four times higher and three times lower inefficiency constants than the best schemes for these indices from [3].

We carried out numerical experiments testing estimators introduced in this work for the case of conditional expectations and variances of particle numbers at a given moment of time in a MR simulated using GD [22] and random time change (RTC) [47] methods. In some of our numerical experiments the subschemes of scheme $SVar$ for estimation of sensitivity indices of conditional expectation with respect to certain model parameters had over two times lower inefficiency constants than the best schemes from [3]. Furthermore, the order of estimators of orthogonal projection coefficients with respect to the average mean squared errors of approximations of conditional expectations and variances constructed using them varied from model to model. The numerical experiments also demonstrated significant dependence of variances of some of the introduced estimators on whether the GD or the RTC method is used, and on the order of reactions in the GD method. We discuss the relationship of these effects with analogous phenomena observed for different estimators in [3] and [47].

The structure of this work is as follows. In Chapter 1 we give an overview of less common definitions and results from the literature, mostly from our previous master’s thesis [3]. Throughout this chapter we frequently make improvements in the definitions, correct errors in the constructions or theorems, generalize the latter, and provide more precise and comprehensive descriptions than in [3]. Chapter 2 presents our new results. More common mathematical definitions and complex proofs or calculations are provided in the appendices. Readers not acquainted with probability theory are referred to standard textbooks like [17] and [7]. Some basic definitions from this theory are also provided in Appendix A.
Chapter 1

Literature overview

1.1. Chemical reaction network

In this section we repeat selected definitions from Section 1.1 of [3], improving some of them, in particular simplifying the formal definition of a chemical reaction network $\mathcal{RN}$ and specifying the domain of reaction rates. We shall model the time evolution of a reaction network by a continuous-time Markov chain defined in the next section. Suppose that we are given $N \in \mathbb{N}_+$ chemical species with symbols $X_1, \ldots, X_N$. The state of $\mathcal{RN}$ at a given moment of time is described by a vector of natural numbers $x = (x_1, \ldots, x_N)$ from the state space $E = \mathbb{N}^N$, where the $i$th coordinate of $x$ describes the number of particles of the $i$th species. $L$ chemical reactions ($R_1, \ldots, R_L$) can occur, the $l$th reaction being described by a stoichiometric formula

$$s_{l,1} X_1 + \ldots + s_{l,N} X_N \rightarrow \bar{s}_{l,1} X_1 + \ldots + \bar{s}_{l,N} X_N.$$  

(1.1)

We call vector $\bar{s}_l = (\bar{s}_{l,i})_{i=1}^N$ the stoichiometric vector of reactants and $\bar{s}_l = (\bar{s}_{l,i})_{i=1}^N$ of products of the $l$th reaction. In this whole work for $n \in \mathbb{N}_+$ we denote $I_n = \{1, \ldots, n\}$ and for vectors $v, w \in \mathbb{R}^n$, we write $v \geq w$ if $v_i \geq w_i$, $i \in I_n$ (where the last notation means for each $i \in I_n$). We require that $s_{l} \geq 0$ and $\bar{s}_l \geq 0$, where by 0 we mean here $(0, \ldots, 0) \in \mathbb{R}^N$.

We define transition vector of the $l$th reaction as $s_l = \bar{s}_l - s_l$. In the model of dynamics of reaction network discussed in the next section occurrence of the $l$th reaction will make the system at state $x$ move to state $x + s_l$. There is given a set $B_{\mathcal{RN}} \subset \mathbb{R}^m$ for some $m \in \mathbb{N}_+$, called the set of admissible reaction rates of $\mathcal{RN}$. We define a measurable space $\mathcal{S}_{\mathcal{RN}} = (B_{\mathcal{RN}}, B(B_{\mathcal{RN}}))$ (see Section A). For each $l \in I_L$, there is given a real nonnegative function $a_l$ measurable on $\mathcal{S}_{\mathcal{RN},E} = (B_{\mathcal{RN},E}, B(B_{\mathcal{RN},E})) = \mathcal{S}_{\mathcal{RN}} \otimes \mathcal{S}(E)$, called reaction rate of the $l$th reaction. Intuitively speaking, in the mathematical model we discuss in the next section occurrence of the $l$th reaction is proceeding in the state $x$ and for the rate constants $k$. We require that $a_l(k, x) = 0$ if for some $i \in I_N$, $x_i < s_{l,i}$, which means that there are too few particles of a certain reactant in the system for the reaction to occur. For example in the stochastic version of mass action kinetics [13], for each $k = (k_i)_{i=1}^L \geq 0$ and $l \in I_L$,

$$a_l(k, x) = k_l \prod_{i=1}^N \left( \frac{x_i}{s_{l,i}} \right),$$  

(1.2)

which is rate constant of the $l$th reaction times the number of possible ways in which the reactants can collide for the $l$th reaction to happen. Formally, we define the chemical reaction $R_l$, $l \in I_L$, to be a triple

$$R_l(k) = (a_l(k, \cdot), s_l, \bar{s}_l),$$  

(1.3)

and the chemical reaction network $\mathcal{RN}$ is defined as a sequence of reactions

$$\mathcal{RN}(k) = (R_l(k))_{l=1}^L,$$  

(1.4)

both being functions of rate constants $k \in B_{\mathcal{RN}}$. 
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1.2. Continuous-time Markov chain model of reaction network dynamics with constant parameters (MRCP)

See Appendix [3] for an introduction to stochastic processes, including continuous-time homogeneous Markov chains (HMC). Below we repeat the definition of a discrete stochastic chemical reaction network with constant parameters from our previous work [3], calling it this time continuous-time Markov chain model of reaction network dynamics with constant parameters or shortly MRCP. Let the reaction network $RN$ and other notations be as in Section 1.1, let $p = (k, c) \in B_{RN,E}$, and $T = [0, \infty)$.

**Definition 1.** MRCP corresponding to $RN$ and $p$ is defined as a nonexplosive HMC on $E$ with times $T = [0, \infty)$, with deterministic initial distribution $\delta_c$ and $Q$-matrix with intensities equal to, for each $x, y \in E, x \neq y$,

$$q_{x,y} = \sum_{l: y = x + s_l} a_l(k, x),$$

where we used the convention that sum over an empty set is zero.

Unfortunately, for some $p$ and $RN$ as above such nonexplosive HMC may not exist [1]. A useful criterion for its existence shall be provided in Section 2.1. We denote the distribution of a nonexplosive MRCP corresponding to $p = (k, c)$ and chemical reaction network $RN$ for which it exists as $\mu_{MRCP}(RN(k), c)$. Let $RN$ be some reaction network as in Section 1.1 and $p = (k, c) \in B_{RN,E}$ be some its parameters. Below we describe two constructions of processes which yield MRCPs corresponding to $RN$ and $p$, if any such MRCP exists.

The description of these constructions is similar as in [3] in Section 1.3, but we do it in a more formal way and correct a number of oversights we made in [3], like overlooking the case when the set of reactions with positive rates is empty in the second construction. The first construction corresponds to the GD method for simulating MRCP introduced in [22], while the second to the RTC algorithm from [47], and is a special case of the random time change representation of Markov processes due to Kurtz ([18], Section 6.4). In the below constructions we inductively define the initial jump chain $(Z_n)_{n \geq 0}$ and initial jump times $(J_n)_{n \geq 0}$. Let the initial explosion time $\zeta$ be defined as in (B.3) in Appendix B using the initial jump times. We assume without explicitly writing this in the constructions that $Z_0 = c$ and $J_0 = 0$, and that each construction ends by changing, for some arbitrary $c_1 \in E$, and on each elementary event $\omega$ for which $\zeta(\omega) < \infty$, all the initial jump chain and times variables with positive indices to $c_1$ and $\infty$, respectively, so that we receive final jump chain and times $Z'_n, J'_n$, that are jump times and chain of some unique nonexplosive process $Y$. If there exists any MRCP corresponding to $RN$ and $p$, then $\zeta = \infty$ a. s. and $Y$ is such an MRCP. For convenience in the constructions below the dependence on the elementary event $\omega$ is omitted.

**Construction 1** (GD construction). Let $U_1, U_2, \ldots$ be independent identically distributed (i. t. d.), $U_1 \sim U(0, 1)$, and $E_1, E_2, \ldots$ i. t. d., $E_1 \sim \text{Exp}(1)$ (see Appendix A). Suppose that $Z_i$ and $J_i$ have been defined for $i \in \mathbb{N}$. Let

$$q = \sum_{l=1}^{L} a_l(k, Z_i).$$

(1.6)

If $q = 0$, then we define

$$J_{i+1} = \infty, Z_{i+1} = Z_i,$$

(1.7)

otherwise we take $J_{i+1} = J_i + \frac{E_{i+1}}{q}$, and for

$$l = \min\{m \in I_k : \frac{1}{q} \sum_{n=1}^{m} a_n(k)(Z_i) \geq U_i\},$$

(1.8)
we set
\[ Z_{i+1} = x + s_l. \] (1.9)

For \( k \in B_{RN} \) and \( x \in E \), we denote \( B(k, x) = \{ l \in I_L : a_l(k, x) > 0 \} \) - the set of indices of reactions with positive rates in state \( x \) and for the rate constants \( k \).

**Construction 2** (RTC construction). Let us consider \( L \) independent Poisson processes \( (N_l)_{l=1}^L \) with unit rates (see Appendix B). The initial jump times and chain in this construction are the jump times and chain of any right-continuous process \( Y_s \) satisfying
\[ Y_t = c + \sum_{l=1}^L s_l N_l(\int_0^t a_l(k, Y_s) \, ds), \] (1.10)
for \( t < \zeta \) (Section 6 Theorem 4.1 a)). Suppose that the \( i \)th call of function \( N_l.next \) returns the \( i \)th holding time of \( N_l \). We set for \( l \in I_L \)
\[ \tau_{0,l} = N_l.next. \] (1.11)
Let us assume that \( Z_i, J_i \) and \( \{ \tau_{i,l} \} \in I_L \) have been defined for \( i \in \mathbb{N} \). If \( B(k, Z_i) \) is empty, then we set
\[ J_{i+1} = \infty, \; Z_{i+1} = Z_i, \] (1.12)
and finish the inductive step. Otherwise, we set
\[ J_{i+1} = J_i + \min_{l \in B(k, Z_i)} \left\{ \frac{\tau_{i,l}}{a_l(k, Z_i)} \right\}, \] (1.13)
and for a certain \( l \) realizing the above minimum,
\[ Z_{i+1} = Z_i + s_l, \; \tau_{i+1,l} = N_l.next. \] (1.14)
Furthermore, for each \( m \in B(k, Z_i), \; m \neq l \), we set
\[ \tau_{m,i+1} = \tau_{m,i} - a_m(k, Z_i)(J_{i+1} - J_i) \] (1.15)
and for reaction indices \( l \notin B(k, Z_i), \)
\[ \tau_{l,i+1} = \tau_{l,i}. \] (1.16)

As we discussed in [3], in all constructions of processes corresponding to some stochastic simulation algorithm one uses a random variable \( R \), which in the algorithm is generated e.g. using a random number generator, to build the random trajectories of the process. For instance for the first construction of MRCP above we have \( R = (U_i, E_i)_{i \geq 0} \), while for the second one \( R = (N_i)_{i=1}^L \). As in [3], we call \( R \) artificial noise variable or simply noise variable. For some construction of MRCP as above, let \( S_R = (B_R, B_R) \) be the measurable space of possible values of the noise variable from this construction. We define a function \( h \) from \( B_{RN,E} \times B_R \) to \( E^T \) to be such that for each \( p \in B_{RN,E} \) and \( r \in B_R \),
\[ h(p, r) \] (1.17)
is equal to the trajectory \( Y(\omega) \) of the process built in the construction using parameters \( p \) and for \( \omega \in \Omega \) and noise variable \( R \) such that \( R(\omega) = r \). In particular, process \( Y \) created in the construction using some \( p \) and \( R \) is equal to \( h(p, R) \) on \( \Omega \).
1.3. Models with random parameters and their outputs

As we discussed in Section 2.1 of [3], there are many situations when one may want to treat parameters of a model as random variables \((P)_{i=1}^{N}\) rather than constants. Shortly, when the parameters represent uncertain quantities, there are two types of such variables distinguished in the literature - stochastic and epistemic ones. Stochastic variables are changeable in the modelled system, like particle numbers in equilibrium distribution of a reaction network, and their uncertainty, measured e. g. by their variance, cannot be reduced by gaining further knowledge about the system. Epistemic variables are constants in the modelled system, whose exact values are unknown, which is often the case for reaction rates. Distribution of epistemic variables reflects our best judgement about their possible values, based e. g. on the uncertainty estimates of experimental measurements, and uncertainty of these variables can be reduced by gaining further knowledge about the system, like performing more precise experiments. The definition of a continuous-time Markov chain model of reaction network dynamics (MR) and its construction we provide below are more precise and general than the ones we proposed in [3], e. g. because we specify the domain of distribution of parameters in the definition and do not require the existence of an MRCP for each value of the parameters. Let \(RN\) be some probability distribution on \(S(E^T)\) and \(T\) be as in the previous sections and let \(\mu_0\) be some probability distribution on \(S(E^T)\) and \(\nu\) on \(S_{RN,E}\). Let \(\hat{\mu} : B_{RN,E} \times B(E^T) \to \mathbb{R}\) be such that for each \(p = (k,c) \in B_{RN,E}\) for which an MRCP corresponding to \(RN\) and \(p\) exists \(\hat{\mu}(p, \cdot)\) is equal to \(\mu_{MRCP}(RN(k),c)\) i. e. the distribution of such MRCP, and for other values of \(p\) it is equal to \(\mu_0\).

**Definition 2.** We say that a pair \(M = (P,Y)\) is an MR corresponding to a chemical reaction network \(RN\) and (distribution of parameters) \(\nu\), if for \(\nu\) almost every (a. e.) \(p,\) a MRCP corresponding to \(p\) and \(RN\) exists, \(P\) is a random vector with \(\mu_P = \nu\), \(Y\) is a right-continuous nonexplosive process on \(E\) with times \(T\), and \(\hat{\mu}\) is a conditional distribution (see Definition [32]) of \(Y\) given \(P\). \(P\) is called the parameters and \(Y\) the process of \(M\).

If for \(\nu\) a. e. \(p = (k,c)\) MRCP corresponding to \(RN\) and parameters \(p\) exists, then MR \((P,Y)\) corresponding to \(\nu\) and \(RN\) can be constructed similarly as for the previous less general definition of MR in [3]. For some \(P = (K,C) \sim \nu\) independent of the artificial noise variable \(R\) used by one of the constructions of MRCP from the previous section, one sets \(k = K(\omega)\) and \(c = C(\omega)\) at the beginning of this construction and then proceeds with it. Using function \(h\) corresponding to the construction of MRCP, the process of MR we defined above can be written as

\[
Y = h(P,R). \tag{1.18}
\]

\(Y\) conforms to the definition of a process of MR with parameters \(P\) due to Theorem [54] in Appendix [A].

Analogously we can define constant and random parameter versions \(M = (P,Y)\), as well as constructions in form of a function \(h(P,R)\) of independent parameters \(P\) and some noise term \(R\) of other stochastic or deterministic models used in computer simulations, where for deterministic models \(R\) can be chosen constant. In particular this applies to models used for simulation of chemical kinetics, like Euler-Maruyama approximation of solutions of the chemical Langevin equation [62], Euler scheme for ordinary differential equations of chemical kinetics, or hybrid stochastic-deterministic methods [43].

By an output of such a model \(M = (P,Y)\) we mean a random variable \(g(M)\) for some function \(g\), measurable from the product measurable space of the image of \(M\) to \(\mathbb{R}^n\), for some \(n \in \mathbb{N}_+\). For an MR the output can be e. g. the number of particles of the \(i\)th species at the moment \(t\), while for a deterministic model of chemical kinetics this can be concentration of some species at a given time. One can also consider vector-valued outputs, like vectors of particle numbers of different species or single-sample histograms of numbers of a given particle which we define below. As discussed in the introduction, for outputs of stochastic models, like particle numbers at a given time for MR, we shall be interested
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in their certain parameters of conditional distribution, like conditional expectation given the model parameters. According to the above definition of an output, such parameters of conditional distribution are themselves model outputs, which can be expressed as functions of only the model parameters.

Conditional expectation of an integrable random variable \( Z \) given a random variable \( X \), denoted as \( \mathbb{E}(Z|X) \), is a random variable \( f(X) \) for a certain function \( f \), where \( f(x) \) can be informally thought of as the mean value of \( Z \) on the set \( X = x \) (see Appendix A). As in [3], for \( p > 0 \) we define \( L^p(\mu) \) to be the space of classes of equivalence of the relation of being equal \( \mu \) a.e. considered on random vectors \( X = (X_i)_{i=1}^n \) such that \( X_i \in L^p(\mu) \) for each \( i \in I_n \) (see Appendix A) for more details on \( L^p(\mu) \) spaces including the associated notational conventions, which we by analogy extend to \( L^p(\mu) \) spaces, in particular if \( \mu = P \) is the implicit probability measure, then \( L^p_n(P) \) is denoted simply as \( L^p_n \). For an \( \mathbb{R}^n \)-valued random vector \( Z = (Z_i)_{i=1}^n \), we define \( \mathbb{E}(Z) = (\mathbb{E}(Z_i))_{i=1}^n \). If \( Z \in L^1_n \) and \( X \) is a random variable, then we define the conditional expectation of \( Z \) given \( X \) as

\[
\mathbb{E}(Z|X) = (\mathbb{E}(Z_i|X))_{i=1}^n. \tag{1.19}
\]

From the fact that conditional expectation is contraction in \( L^p \) (see Theorem 31 in Appendix A) it follows that \( \mathbb{E}(Z|X) \in L^p(\mu) \) if \( Z \in L^p(\mu) \). For \( k \in \mathbb{N}, \text{ and numbers } x_{\text{min}}, x_{\text{max}} \text{ such that } L = x_{\text{max}} - x_{\text{min}} > 0, \text{ let } B_i = \left[ x_{\text{min}} + \left( \frac{(i-1)L}{k} \right), x_{\text{min}} + \frac{iL}{k} \right], i \in I_k. \) The corresponding histogram function hist is defined for \( x \in \mathbb{R} \) as

\[
\text{hist}(x) = (\mathbb{1}_{B_i}(x))_{i=1}^k. \tag{1.20}
\]

A (single-sample) histogram corresponding to a real-valued random variable \( Z \) is defined as \( \text{hist}(Z) \). Note that \( \text{hist}(Z) \in L^P_k \) for each \( p > 0 \). Conditional histogram of \( Z \) given some random variable \( X \) is defined as \( \mathbb{E}(\text{hist}(Z)|X) \) and mean histogram as \( \mathbb{E}(\text{hist}(Z)) \). For a random vector \( X = (X_1, \ldots, X_N) \) and any \( J \subset I_n \), we denote \( X_J = (X_i)_{i \in J} \). For \( J = \emptyset \), we define \( X_J = \emptyset \). For \( Z \) integrable, for each \( J \subset K \subset I_n \), we have the following iterated expectation property [17]

\[
\mathbb{E}(\mathbb{E}(Z|X_K)|X_J) = \mathbb{E}(Z|X_J), \tag{1.21}
\]

where for \( Y \in L^1 \), by \( \mathbb{E}(Y|\emptyset) \) we mean \( \mathbb{E}(Y) \). For a stochastic model \( M = (P,Y) \) whose process \( Y \) has form \( h(P,R) \) for some variable \( R \) independent of \( P \) as in (1.18), a stochastic output \( g(M) \) is equal to \( f(P,R) \) where \( f \) is defined by formula

\[
f(p,r) = g(p,h(p,r)), \quad p \in B_{R,N,E}, r \in B_R. \tag{1.22}
\]

In such case, thanks to Theorem 27 we have

\[
\mathbb{E}((f(P,R)|P) = \mathbb{E}(f(p,R))_{p=P}. \tag{1.23}
\]

### 1.4. Variance for random vectors

In this Section we mainly reformulate some theory from Section 2.5 of [3]. Reader not acquainted with Hilbert space theory is referred to Appendix [1] An example of a Hilbert space is \( L^2 \) with scalar product given by

\[
(X,Y) = \mathbb{E}(XY). \tag{1.24}
\]

As in [3], we denote the norm it induces as \( || \cdot || \) and the metric \( d \). Let \( n \in \mathbb{N}_+, <,> \) be a scalar product in \( \mathbb{R}^n \), and \( (a_{ij})_{i,j \in I_n} \) be the real numbers such that for each \( x, y \in \mathbb{R}^n \),

\[
<x,y> = \sum_{i,j \in I_n} a_{ij}x_iy_j. \tag{1.25}
\]
For the standard scalar product we have \( a_{ij} = \delta_{ij} \) (\( \delta_{ij} \) being the Kronecker delta). The norm induced by \( <,> \) is denoted as \( |.| \) and the distance as \( d \). \( L^2_n \) with scalar product \( (,)_n \), defined for \( X,Y \in L^2_n \) as

\[
(X,Y)_n = \mathbb{E}(<X,Y>) = \sum_{i,j\in I_n} a_{ij}(X_i,Y_j),
\]

is a Hilbert space equal to the direct sum of \( L^2 \) given by \( <,> \) (see definition in Theorem 36 in Appendix D) and denoted as \( \bigoplus_{<,>} L^2 \). As in [3], the norm induced by the scalar product \( (,)_n \) is denoted as \( |||.|\|_n \) and the metric as \( d_n \). For some random variable \( X \) and \( p > 0 \), let \( L^p_X \) be the subspace of \( L^p \) consisting of all its classes of random variables containing an element \( f(X) \) for some measurable real-valued function \( f \), and \( L^p_{n,X} \) be an analogous subspace of \( L^p_n \) but for functions \( f \) with values in \( \mathbb{R}^n \). For \( p \geq 1 \), \( L^2_X \) is a closed subspace of \( L^p \), because from the change of variable Theorem 22 the map \( [f(X)]_p \to [f]_{\mu_X} \) (see Appendix A) is a linear isometry between \( L^p \) and the complete space \( L^p(\mu_X) \). In particular \( L^2_X \) is a Hilbert space and \( L^2_{n,X} \) with scalar product \( (,)_n \) is equal to the direct sum of \( L^2_X \) given by \( <,> \).

Conditional expectation \( \mathbb{E}(\cdot|X) \) is an orthogonal projection from \( L^2(\mathbb{P}) \) onto \( L^2_X \) (see Lemma 38 in Appendix D), so that from Theorem 39 in Appendix D it follows that the generalized conditional expectation \( \mathbb{E}(\cdot|X) \) given by (1.19) is orthogonal projection from \( L^2_n \) to \( L^2_{n,X} \). In particular, \( \mathbb{E}(Z|X) \) is the best approximation of \( Z \) in \( L^2_{n,X} \) and the squared error of this approximation fulfills

\[
d^2_n(Z, \mathbb{E}(Z|X)) = |||Z|||^2_n - ||\mathbb{E}(Z|X)|||^2_n.
\]

Similarly as in [3], we define variance of a random vector \( Z \in L^2_n \), \( n \geq 2 \), as follows, using for it informally the same notation as for one-dimensional variance,

\[
\text{Var}(Z) = d^2_n(Z, \mathbb{E}(Z)) = |||Z|||^2_n - ||\mathbb{E}(Z)|||^2_n
= \mathbb{E}(|Z|^2) - |\mathbb{E}(Z)|^2.
\]

When the probability measure considered is \( \mu \) rather than \( \mathbb{P} \), we write \( \text{Var}_\mu(Z) \) instead of \( \text{Var}(Z) \). Standard deviation of \( Z \) is defined as

\[
\sigma(Z) = \sqrt{\text{Var}(Z)}.
\]

As in [3], conditional variance of \( Z \) given \( X \) is defined as

\[
\text{Var}(Z|X) = \mathbb{E}(d^2_n(Z, \mathbb{E}(Z|X))|X)
= \mathbb{E}(|Z|^2|X) + |\mathbb{E}(Z|X)|^2 - 2\mathbb{E}(Z, \mathbb{E}(Z|X))|X
= \mathbb{E}(|Z|^2|X) - |\mathbb{E}(Z|X)|^2,
\]

where in the second equality we used the fact that \( \mathbb{E}(<Z, \mathbb{E}(Z|X)>|X) = |\mathbb{E}(Z|X)|^2 \), which follows from Theorem 28 from Appendix A and from (1.25). We have

\[
\mathbb{E}(|\text{Var}(Z|X)|) = |||Z|||^2_n - ||\mathbb{E}(Z|X)|||^2_n = d^2_n(Z, \mathbb{E}(Z|X)),
\]

where in the first equality we used the iterated expectation property (1.21) applied to the last term in (1.30), and in the second equality from (1.27). From (1.31) and the third term in (1.28) we receive a formula already derived in [3],

\[
\text{Var}(Z) = \mathbb{E}(\text{Var}(Z|X)) + \text{Var}(\mathbb{E}(Z|X)).
\]

As we shall prove in Section 2.2 for \( f \) measurable such that \( f(Z) \in L^2_n \),

\[
\text{Var}(f(Z)|X) = \text{Var}_{\mu(Z|X)}(X,)(f).
\]
1.5. ANOVA decomposition and variance-based sensitivity indices

In this section we mainly reformulate some definitions and theorems from sections 3.1-3.3 of [3]. Let $X = (X_i)_{i=1}^N$ be a random vector with $N \in \mathbb{N}_+$ independent coordinates. Let $I = I_N$ and $J \subset I$. We define $J = I \setminus J$, and $X_J$ as in Section 1.3. For $J \neq \emptyset$, we denote $\mu_J = \mu_X$, and define $L^2_{n,X_J}$ as in Section 1.4. For $J = \{i\}$ we write $i$ rather than $\{i\}$ in the above and below introduced notations.

$L^2_{n,X_J}$ is defined to consist of classes from $L^2_n$ containing constant $\mathbb{R}^n$-valued random vectors. For each $J \subset I$, we define $L^2_{n,J}$ to be the subspace of $L^2_{n,X_J}$ consisting of its classes containing variables $Z$ such that for each $i \in J$,

$$E(Z|X_{-i}) = 0.$$  \hfill (1.34)

Note that $L^2_{n,\emptyset} = L^2_{n,X_\emptyset}$ and that due to Theorem 27, for $Z = g(X_J)$ for a measurable function $g$, (1.34) is equivalent to

$$\int g(X_{J\setminus\{i\}},x_i) d\mu_i = 0,$$  \hfill (1.35)

where we used a convenient notation for integrating $X_i$ out over its distribution. From (1.34) and iterated expectation property it follows that for each nonempty $J \subset I$ and variable $Z \in L^2_{n,J}$, it holds

$$E(Z) = 0.$$  \hfill (1.36)

In [3] we proved as Theorem 5 the following theorem (see Definition 35 of a direct sum in a Hilbert space).

**Theorem 3.** For $n \in \mathbb{N}_+$ and Hilbert space $L^2_{n,X}$ with certain scalar product $(,)_n$ defined as in Section 1.4 it holds

$$L^2_{n,X} = \bigoplus_{J \subset I} L^2_{n,J}. \hfill (1.37)$$

In the proof of Theorem 5 in [3] we also showed that if for some measurable $f$, $Z = f(X) \in L^2_{n,X}$, then there exist measurable functions $f_J$ such that $f_J(X_J) \in L^2_{n,J}$, $J \subset I$, and

$$f(X) = \sum_{J \subset I} f_J(X_J). \hfill (1.38)$$

Random variables $f_J(X_J)$, $J \subset I$, are uniquely determined a. s. and we call $(f_J(X_J))_{J \subset I}$ the ANOVA decomposition of $f(X)$, as such decompositions for the case of $n = 1$ were used under this name in the literature (see [3] for references). From (1.35), (27), and Fubini’s theorem, for each $K \subset I$ we have

$$E(f(X)|X_K) = \sum_{J \subset K} f_J(X_J). \hfill (1.39)$$

Denoting for $J \subset I$,

$$V_J = \text{Var}(f_J(X_J)), \hfill (1.40)$$

and using (1.36), (1.38), and orthogonality of the elements of ANOVA decomposition, we receive for $D = \text{Var}(f(X))$,

$$D = \sum_{K \subset I} V_K. \hfill (1.41)$$

For $|J| > 1$, $V_J$ has been called an interaction index between the variables with indices in $J$ in the literature [51], and as we proved in [3] $V_J$ it can be interpreted as difference of squared errors of the best approximation of $f(X)$ using linear combinations of functions of
proper subvectors of \( X_J \), and of the whole vector \( X_J \). We define Sobol’s indices \( S_J = \frac{V_J}{P} \), \( J \subset I \). We have
\[
1 = \sum_{K \subset I} S_K \geq \sum_{i \in I} S_i, \quad (1.42)
\]
equality in the rhs inequality meaning that
\[
f(X) = \sum_{i=1}^N f_i(X_i).
\]
(1.43)

For some \( n \in \mathbb{N}_+ \), let \( Z \in L^2_{n,I} \), \( D = \text{Var}(Z) > 0 \), and let now \( X = (X_i)_{i=1}^N \) be a random vector (with not necessarily independent coordinates). The main sensitivity index of \( Z \) given \( X_J \) is defined as
\[
V_{X_J} = \text{Var}(\mathbb{E}(Z|X_J)).
\]
(1.44)

From (1.31) and (1.32) it follows that \( D - V_{X_J} \) is equal to the squared error of the best approximation of \( Z \) in \( L^2_{n,X_J} \). Suppose that \( Z = f(X) \) for a certain measurable function \( f \). The total sensitivity index of \( f(X) \) with respect to \( X_J \) is defined as
\[
V_{X_J}^{\text{tot}} = D - V_{X_{\sim J}}.
\]
(1.45)

From (1.32),
\[
V_{X_J}^{\text{tot}} = \mathbb{E}((\text{Var}(f(X)|X_{\sim J})), \quad (1.46)
\]
so using further (1.31) we receive that \( V_{X_J}^{\text{tot}} \) is the squared error of the best approximation of \( f(X) \) in \( L^2_{n,X_{\sim J}} \). Sensitivity indices \( V_{X_J} \) and \( V_{X_J}^{\text{tot}} \) divided by \( D \) are called Sobol’s main and total sensitivity indices or normalized sensitivity indices, and denoted \( S_{X_J} \) and \( S_{X_J}^{\text{tot}} \).

Let us assume that coordinates of \( X \) are independent so that we can apply the ANOVA decomposition. Then \( V_i = V_{X_i} \), \( i \in I \), and using (1.39) and (1.41) we receive that \( V_{X_J} \) is a sum of all main and interaction indices \( V_X \), \( K \subset J \), and \( V_{X_J}^{\text{tot}} \) is a sum of indices \( V_X \), \( K \), \( K \cap J \neq \emptyset \), which provides some intuition for the words main and total in the names of the indices and from which it follows that
\[
0 \leq S_{X_J} \leq S_{X_J}^{\text{tot}} \leq 1.
\]
(1.47)

Furthermore, we then have from (1.46), (1.30), and Theorem 27 that
\[
V_{X_J}^{\text{tot}} = \mathbb{E}((\text{Var}(f(X_J, z)))_{z = X_{\sim J}}),
\]
(1.48)
so in a sense given by this formula \( V_{X_J}^{\text{tot}} \) can be thought of as an average variance of \( f(X) \) with respect to \( X_J \).

Let us consider an output \( Z = g(M) \in L^2_{n} \) of an MR \( M = (P,Y) \) with parameters \( P = (P_i)_{i=1}^N \) and corresponding to a reaction network \( RN \). Note that conditional distribution of \( M \) given \( P \) is specified by Definition 2, and thus from formula (A.13) and iterated expectation property the distributions of \( \mathbb{E}(Z|P_J) \) for different \( J \subset I \) are specified by \( RN \), \( g \), and \( \mu_P \). Thus the main sensitivity index with respect to \( P_J \), denoted as \( V_{P_J} \), \( D = \text{Var}(Z) \), and \( \text{Ave} = \mathbb{E}(Z) \) are all determined by this data. As discussed in Section 1.3 for a given construction of an MR using the noise variable \( R \) one can provide construction of \( g(M) \) of form \( f(P,R) \) for which some further sensitivity indices can be considered, like
\[
V_{R}^{\text{tot}} = D - V_{P}.
\]
(1.49)

Its value, by inspection of the rhs of (1.49), is also determined by \( RN \), \( g \), and \( \mu_P \), and from (1.32) it is equal to \( \text{AveVar} = \mathbb{E}((\text{Var}(f(P,R)|P))) \). We denote the main sensitivity index with respect to \( P_J \) of conditional expectation \( \tilde{g}(P) = \mathbb{E}(Z|P) \), as \( V_{EP_J} \) or \( \tilde{V}_{P_J} \) and such
total sensitivity index as \( V_{P_J}^{\text{tot}} \) or \( \tilde{V}_{P_J}^{\text{tot}} \). From the iterated expectation property it follows that \( \mathbb{E}(\tilde{g}(P)|P_J) = \mathbb{E}(Z|P_J) \), and therefore
\[
\tilde{V}_{P_J} = \text{Var}(\mathbb{E}(\tilde{g}(P)|P_J)) = V_{P_J}
\]
and
\[
\tilde{V}_{P_J}^{\text{tot}} = \tilde{V}_P - \tilde{V}_{P_\sim J} = V_P - V_{P_\sim J}.
\]
For the special case of \( J = \{1\} \), we often write \( i \) in place of \( P_J \) in the above notations. Analogous observations about sensitivity indices can be made and notations introduced also for other types of stochastic models.

### 1.6. Application of VBSA to selection of parameters for determination

Certain possible applications of VBSA were described in our previous work [3] and include identifying parameters which can be fixed in order to simplify the model, computing measures of average dispersion of stochastic models, as well as planning experiments, but, as discussed in the introduction, the indices have been used also for other purposes, like to assist the process of parameter estimation. In this section we describe in a detailed and novel way the possibility of application of main sensitivity indices to comparing the average decreases of the model output uncertainty resulting from determination of values of uncertain model parameters, e. g. through a measurement, which can be useful in planning of experiments. See Section 3.5 in [3] or [4] for alternative descriptions. For some \( n, N \in \mathbb{N}_+ \), let us consider some model \( M = (P, Y) \) whose output is \( g(M) \in L^2_n \) for some measurable function \( g \). The uncertainty of model output can be quantified using the output variance \( D = \text{Var}(g(M)) \) for some variance for random vectors as in Section 1.4. Let us assume that the subvector \( P_J \) of parameters \( P \) consists of epistemic parameters of the model and we can determine their values exactly, for instance by measuring them, which can be a useful idealisation when the uncertainty of these parameters after the measurement is negligibly small. For some conditional distribution \( \mu_{M|P_J} \) of \( M \) given \( P_J \), if the determined value of \( P_J \) is \( P_J \), we update \( M \) to a new model \( M' \) with distribution equal to \( \mu_{M|P_J}(P_J, \cdot) \). In case of \( M \) being an MR we can take \( M' = (P', Y') \) to be an MR with the same reaction network but distribution of parameters \( \mu(P|P_J)(P_J, \cdot) \), which for \( P \) with independent parameters can be taken to be the distribution of \( P' = (P_J, P_\sim J) \). The variance of output of the new model fulfills
\[
\text{Var}(g(M')) = \text{Var}_{\mu_{M|P_J}(P_J, \cdot)}(g).
\]
We received \( P_J \) as an outcome of determination, e. g. through a measurement, of value of the initially uncertain random vector \( P_J \), so the expected decrease of variance from the initial one \( D \) can be obtained by averaging over such possible outcomes as follows
\[
\mathbb{E}(D - \text{Var}_{\mu_{M|P_J}(P_J, \cdot)}(g)) = D - \mathbb{E}(\text{Var}(g(M)|P_J)) = V_{P_J},
\]
in which in the first equality we used (1.33) and in the last (1.32). We received the main sensitivity index of \( g(M) \) given \( P_J \), thus \( S_{P_J} \) tells by what fraction the model output variance is reduced on average if we determine the value of \( P_J \). Note that since the main sensitivity indices of the output of a model and of its conditional expectation given the parameters are the same (see (1.50)), then so are their average decreases of variances. Note also that for stochastic outputs which are not functions of the parameters, like particle numbers in an MR, even if all the parameters are epistemic and are determined there will still be remaining average output variance \( D - V_P \). From comparing values of \( V_{P_J} \) or \( S_{P_J} \) for different subvectors \( P_J \) consisting of epistemic parameters one can get to know determining which of them leads on average to higher reduction of variance of the model output. This
knowledge can assist the decision what parameters should be determined next, e.g. in an experiment, if the goal is to improve the precision of the model predictions. After some parameters are determined, the above procedure can be repeated with the updated model \( M' \) as above. For an \( \mathbb{R}^n \)-valued output \( g(M) \) for \( n > 1 \), like a vector of different particle numbers or their conditional expectations at a given time, the scalar product \( <,> \) used in the definition of its variance as in Section 1.4 can be given for example by numbers \( a_{ij} = c_i \delta_{ij} \) as in (1.25), where \( c_i \) is a weight describing how important it is to be able to predict the \( i \)th coordinate of \( g(M) \) more precisely using the model.

1.7. Estimands on pairs and their unbiased estimation schemes

Let us recall certain concepts from Section 4.3 of [3] like generalized estimands, which we call here estimands on pairs, and their unbiased estimation schemes. We make numerous changes to correct errors in the previous definitions and to increase their compatibility with future generalizations in Section 2.8. See Appendix E for an introduction to statistics including standard definitions of estimands and estimators.

For a measure \( \mu \) we denote its measurable space as

\[
S_\mu = (B_\mu, B_\mu).
\]

Let \( N \in \mathbb{N}_+ \). For a sequence of measures \( \mu = (\mu_i)_{i=1}^N \), we denote \( S_\mu = (S_\mu)_{i=1}^N \), \( B_\mu = (B_\mu)_{i=1}^N \), and \( B_\mu = (B_\mu)_{i=1}^N \). Furthermore, for a vector \( v \in \mathbb{N}_+ \) and a sequence of sets \( B = (B_i)_{i=1}^N \), we define \( B^v = \prod_{i=1}^N B_i^v \), sequence of probability distributions \( \mu = (\mu_i)_{i=1}^N \), \( \mu^v = \bigotimes_{i=1}^N \mu_i^v \), and of measurable spaces \( S = (S_i)_{i=1}^N \), \( S^v = \bigotimes_{i=1}^N S_i^v \). For a vector \( x = ((x_i)_{j=1}^N)_{i=1}^N \) we often use a C-like notation \( x_{i,j} = x_i[j-1], j \in I_v, i \in I_N \). For \( N \in \mathbb{N}_+ \) let \( \mathcal{R}_N \) be the class of all pairs \( (\mu, f) \) such that \( \mu = (\mu_i)_{i=1}^N \) is a sequence of probability measures and \( f \) is a measurable real-valued function on \( \bigotimes_{i=1}^N S_\mu_i \). Subsets \( \mathcal{V} \subset \mathcal{R}_N \) are called admissible pairs with \( N \) distributions. Set \( \mathcal{V}_1 \) is defined to consist of all \( \mu \) such that there exists an \( f \) such that \( (\mu, f) \in \mathcal{V} \) and \( \mathcal{V}_2 \) is defined to consist of all \( f \) for which there exists a \( \mu \) such that \( (\mu, f) \in \mathcal{V} \). By an estimand on \( \mathcal{V} \) we mean a real-valued function \( G \) on it. Note that in fact \( \mathcal{R}_N \) is too large to be a set - it is a class so that \( \mathcal{V} \) as above may also not be a set and thus \( G \) may not be a function in the set theoretic sense but rather an operation, but we further on ignore such distinction. In particular we use notation \( \mathcal{V} = \mathcal{D}_G \) as for domain of a function. For some \( N \in \mathbb{N}_+ \) and \( K \subset I_N \), let us consider the total sensitivity index \( V_{X_K}^{tot} \) defined in Section 1.5 for \( Z = f(X) \in L^2(\mathcal{F}) \), for a random vector \( X = (X_i)_{i=1}^N \) with independent coordinates such that \( X_i \sim \mu_i, i \in I_N \). Value of \( V_{X_K}^{tot} \) is determined by \( \mu = (\mu_i)_{i=1}^N \) and \( f \), and thus we can an shall treat \( V_{X_K}^{tot} \) as an estimand on \( \mathcal{V} = \{(\mu_i)_{i=1}^N, f \in \mathcal{R}_N : f \in L^2(\bigotimes_{i=1}^N \mu_i)\} \). We analogously define estimates corresponding to the main sensitivity index \( V_{X_K}^{tot} \) of \( f(X) \) with respect to \( X_K \) or variance \( D = \text{Var}(f(X)) \), both being defined on the same admissible pairs as the total sensitivity index, and estimate \( \text{Ave} = \mathbb{E}(f(X)) \) on such pairs but with a less restrictive condition \( f \in L^1(\bigotimes_{i=1}^N \mu_i) \) in their definition. Let \( \mathcal{V} \) be some admissible pairs with \( N \) distributions.

Let us define a new as compared to [3] helper concept of a real-valued statistic \( \phi \) for \( \mathcal{V} \) with dimensions of arguments \( v \in \mathbb{N}_+^N \). Such \( \phi \) is defined as a function on \( \mathcal{V}_2 \), such that for each \( \alpha = (\mu, f) \in \mathcal{V} \), \( \phi(f) \) is a real-valued measurable function on \( S_\mu^v \). We denote

\[
Q_\alpha(\phi) = Q_{\mu^v}(\phi(f))
\]

(1.55)

for \( Q = \mathbb{E} \) or \( Q = \text{Var} \) whenever these expressions make sense. Let \( G \) be an estimand on \( \mathcal{V} \). An unbiased estimator of \( G \) is a statistic for \( \mathcal{V} \) with some dimensions of arguments \( v \) such that for each \( \alpha = (\mu, f) \in \mathcal{V} \),

\[
\mathbb{E}_{\mu^v}(\phi(f)) = G(\alpha),
\]

(1.56)
Theorem 4. Let \( w \in \mathbb{N}_+^N \). We define \( I_w = \prod_{i=1}^N I_{w_i} \).
For each \( x = ((x_{i,j})_{j=1}^{w_i})_{i=1}^N \in B^w \) and \( v = (v_i)_{i=1}^N \in I_w \), we denote
\[
x_v = (x_{i,v_i})_{i=1}^N.
\] (1.57)

Let \( A \) be nonempty subset of \( \mathbb{N}_+^N \), called set of evaluation vectors for \( N \). We define
\[
(A)_i = \{j : j \in A\},
\] (1.58)
\[
n_{A,i} = \max\{k : k \in (A)_i\},
\] (1.59)
and \( n_A = (n_{A,i})_{i=1}^N \). For \( v \in A \) we define evaluation operator or simply evaluation \( g_{V,A,v} \) to be a real-valued statistic for \( V \) with dimensions of arguments \( n_A \) such that for each \((\mu, f) \in V \) and \( x \in B_{\mu}^{n_A} \),
\[
g_{V,A,v}(f)(x) = f(x_v).
\] (1.60)

For a nonempty \( I \subset \mathbb{N}_+ \) and a finite nonempty set \( D \subset \mathbb{N}_+^I \), let for \( j \in I_D \), \( \psi_D(j) \) denote the lexicographically \( j \)th element of \( D \). Since for \( I = \{1\} \) we identify \( \mathbb{N}_+^I \) with \( \mathbb{N}_+ \), in such case \( D \subset \mathbb{N}_+ \). For each set \( C \) and its finite subset indexed by \( D \), \( \{y_v \in C : v \in D\} \), we define a vector from \( C^{|D|} \) as follows
\[
(y_v)|_{v \in D} = (y_{\psi_D(j)})_{j=1}^{|D|},
\] (1.61)

We define
\[
g_{V,A} = (g_{V,A,j})_{j \in A}.
\] (1.62)

For \( V \) and \( A \) being known from the context, we denote \( g_{V,A,v} \) shortly as \( g_v \) or using a convenient C-array like notation
\[
g[v_1 - 1] \ldots [v_l - 1].
\] (1.63)

A scheme for \( N \) is a pair \( \kappa = (t, A) \) for some set of evaluation vectors \( A \) for \( N \) as above and \( t \) being a real-valued measurable function on \( \mathbb{F}^{|A|} \). A statistic given by \( \kappa \) and \( V \) is defined as
\[
\phi_{\kappa, V} = t(g_{V,A}).
\] (1.64)

Let \( G \) be an estimand on \( V \). \( \kappa \) is called an unbiased estimation scheme for \( G \) if \( \phi_{\kappa, V} \) is unbiased estimator of \( G \). Let \( G = (G_i)_{i=1}^n \) be a sequence of estimands, each on some (possibly different) admissible pairs but all with the same number of distributions \( N \). Let us assume that \( \kappa_i \) is an unbiased estimation scheme for \( G_i \), \( i \in I_n \), in which case we call \( \kappa = (\kappa_i)_{i=1}^n \) an unbiased (many-dimensional) estimation scheme for \( G \). We denote
\[
\hat{G}_{\kappa,i} = \phi_{\kappa_i, D_{G_i}} \in \mathbb{R}_{i=n}, \text{ in case we call } \kappa = (\kappa_i)_{i=1}^n \text{ an unbiased (many-dimensional) estimation scheme for } G.
\]

We further need the following theorem, generalizing Theorem 6 in [3].

**Theorem 4.** Let us consider random variables \( X = (X_1, X_2) \) and \( Y_2 \) such that \( Y_2 \sim X_2 \) and \( Y_2 \) is independent of \( X \). Let \( g \) and \( h \) be measurable real-valued functions such that \( g(X), h(X) \), and \( g(X)h(X_1, Y_2) \) are integrable. Then it holds
\[
\mathbb{E}(g(X)h(X_1, Y_2)|X_1) = \mathbb{E}(g(X)|X_1)\mathbb{E}(h(X)|X_1).
\] (1.65)

In particular, applying expected values to both sides of (1.65) and using the iterated expectation property, we have
\[
\mathbb{E}(g(X)h(X_1, Y_2)) = \mathbb{E}(\mathbb{E}(g(X)|X_1)\mathbb{E}(h(X)|X_1)).
\] (1.66)

Using this for \( g(X) = h(X) \) we receive the well-known formula [4]
\[
\mathbb{E}(g(X)g(X_1, Y_2)) = \mathbb{E}((\mathbb{E}(g(X)|X_1))^2),
\] (1.67)
and the fact that
\[
\text{Cov}(g(X), g(X_1, Y_2)) = \text{Var}(\mathbb{E}(g(X)|X_1)).
\] (1.68)
Proof. It holds

\[ \mathbb{E}(g(X)h(X_1, Y_2)|X_1) = (\mathbb{E}(g(x_1, X_2)h(x_1, Y_2)))_{x_1=X_1} \]
\[ = (\mathbb{E}(g(x_1, X_2)))_{x_1=X_1}(\mathbb{E}(h(x_1, Y_2)))_{x_1=X_1} \]
\[ = \mathbb{E}(g(X)|X_1)\mathbb{E}(h(X)|X_1), \tag{1.69} \]

where in the first and last equality we used Theorem \[27\] and in the second independence of \(X_2\) and \(Y_2\) and that from Fubini’s theorem functions under the expectations are integrable for \(\mu_{X_1}\), a. e. \(x_1\).

From the above theorem it easily follows that for \(X\) and \(Y_2\) as in it and \(f(X) \in L^2_n\) with some scalar product as in Section (1.4), we have

\[ (f(X), f(X_1, Y_2))_n = ||\mathbb{E}(f(X)|X_1)||^2_n \tag{1.70} \]

(see (3.41) in [3] for a proof).

For example for the estimand \(V_{1tot}\) we introduced earlier in this section for \(N = 2\), the unbiased estimation scheme \(a2 = (t, A)\) was defined in [3] by taking \(A = \{(1, 1), (2, 1)\}\) and

\[ t(x_{(1,1)}, x_{(2,1)}) = x^2_{(2,1)} - x^2_{(1,1)} - x_{(1,1)}x_{(2,1)}. \tag{1.71} \]

Using notation (1.63), the estimator given by \(a2\) can be written as

\[ \tilde{V}_{1tot} = g[0][0]|g[0][0] - g[1][0]). \tag{1.72} \]

The fact that this is an unbiased estimation scheme for \(V_{1tot}\) is a consequence of Theorem \[4\] and the fact that observable of this estimator corresponding to function \(f\) and observable \(\tilde{X} = (X_1[j]_{j=0}, X_2[0]) \sim \mu^{a2}\)

\[ f(\tilde{X}_1[0], \tilde{X}_2[0])(f(\tilde{X}_1[0], \tilde{X}_2[0]) - f(\tilde{X}_1[1], \tilde{X}_2[0])). \tag{1.73} \]

Similarly as in [3] we shall often use formulas for estimators like (1.72) to concisely define previously undefined schemes, in particular for the mentioned formula retrieving scheme \(a2\). Scheme given by a formula like (1.72) for estimator \(\lambda_\kappa\) of a certain estimand \(\lambda\) on some admissible pairs \(V\), is a pair \(\kappa = (t, A)\), where \(A\) consists of indices \(v\) of different \(g_v\) appearing on the rhs of the formula, and \(t\) acts on its arguments in the same way as the function of different \(g_v\) given by the rhs of the formula does. By estimator defined by such a formula we mean \(\phi_{\kappa, V}\). We can group such received schemes from many formulas for estimators of different estimands in a sequence to get a many-dimensional estimation scheme for a sequence of estimands, an example of which we shall see in the next section. In the next section and further on we often define estimands \(F_i, i \in I_n\), and unbiased estimation schemes \(\gamma_i\) for \(F_i, i \in I_n\), and say that many dimensional scheme \(\kappa\) consisting of \(\gamma_i, i \in I_n\), is unbiased for estimation of a sequence of estimands \(G\) consisting of \(F_1, \ldots, F_n\), without specifying the order of \(F_i\) or \(\gamma_i, i \in I_n\), in sequences \(\kappa\) and \(G\), so that one can assume that for some arbitrary permutation \(\pi\) of \(I_n\), we have \(G = (F_{\pi(i)}^n)_{i=1}^n\) and \(\kappa = (\gamma_{\pi(i)}^n)_{i=1}^n\).

1.8. Schemes for sensitivity indices of conditional expectations

We recall here the unbiased estimation schemes for sensitivity indices of conditional expectation from Section 4.5 of [3], which will be needed to derive certain new schemes in Section 1.13. Suppose that for \(N_P \in \mathbb{N}_+, P = (P_i)_{i=1}^{N_P}\) is a random vector with independent coordinates and \(R\) is a random variable independent of \(P\). Let us consider a measurable function \(f\) from the product measurable space of the image of \((P, R)\) to \(\mathbb{R}\). \((f(P, R))\) can be for instance an output of an MR corresponding to some of its constructions as discussed in Section 1.3. Let us consider quantities \(V_k = V_k, \tilde{V}_k^{tot}, k \in I_{N_P}, D, V_P, \) and \(AveVar = V_R^{tot}\)
defined for \( f(P,R) \in L^2 \), and \( \text{Ave} = \text{Ave} E \) for \( f(P,R) \in L^1 \), in the same way as at the end of Section 1.5 treating \( Z = f(P,R) \) as an output of an MR. Let \( \mathcal{V} \) be admissible pairs consisting of \( \alpha_{\mu_P,\mu_R,f} = ((\mu_i)_{i=1}^{N_p+1}, f) \), such that \( \mu_i \sim P_i, i \in I_{N_p} \), and \( \mu_{N_p+1} \sim R \) for different \( f, P \), and \( R \) as above. We will from now on interpret each of the above sensitivity indices or averages as estimands on \( \mathcal{V} \), whose values on each \( \alpha_{\mu_P,\mu_R,f} \) as above are the same as previously for the corresponding \( f, P \), and \( R \). For \( i,j \in \mathbb{N} \), we denote \( s[i][j] = [v_1, ..., [v_{N_p+1}] \) where \( v_{N_p+1} = j \) and \( v_n = i \) for \( n \in I_{N_p} \). For \( i \in \{0,1\}, j \in \mathbb{N} \), and \( k \in I_{N_p} \), we denote \( s_k[i][j] = [v_1, ..., [v_{N_p+1}] \), where \( v_{N_p+1} = j \) and for \( n \in I_{N_p}, n \neq k \), \( v_n = i \), while for \( n = k \), \( v_n = 1 - i \). For some \( f, P \) and \( R \) as above, let \( \tilde{P} = (\tilde{P}_k)_{k=1}^{N_p} \) have independent coordinates, where \( \tilde{P}_k \sim (\tilde{P}_k, j)_{j=1}^{N_p} \), \( k \in I_{N_p} \). We denote \( \tilde{P}[i] = (\tilde{P}_k, i)_{k=1}^{N_p}, i \in \{0,1\} \). Let further for \( k \in I_{N_p}, \tilde{P}[k][i] \) be equal to vector \( \tilde{P}[i] \) with \( k \)th coordinate replaced by \( \tilde{P}_{k,1-i} \), and let \( \tilde{R} \sim \mu_{R}^2 \) be independent of \( \tilde{P} \). Assuming admissible pairs \( \mathcal{V} \) as for some of the above estimands and the set of evaluation vectors \( A \) equal to set of all \( v \) from evaluations \( g_v \) equal to \( s[i][j] \) and \( s_k[i][j], i,j \in \{0,1\}, k \in I_{N_p} \), we have, identifying \((\tilde{P}_1, ..., \tilde{P}_{N_p}, \tilde{R}) \) with \((P, \tilde{R})\),

\[
\begin{align*}
\hat{s}[i][j](f)(\tilde{P}, \tilde{R}) &= f(\tilde{P}[i], \tilde{R}[j]), \\
\hat{s_k}[i][j](f)(\tilde{P}, \tilde{R}) &= f(\tilde{P}_k[i], \tilde{R}[j]).
\end{align*}
\]

Formulas below, defining unbiased estimators of the above estimands are taken from Section 4.5 in [3], and the fact they are unbiased is an easy consequence of formula (1.67) in Theorem 4 and formulas (1.50) and (1.51). We call the scheme these formulas yield scheme \( SE \) (in [3] we called it scheme \( E \) but the new name is needed for consistency with notations introduced in Section 2.13).

\[
\begin{align*}
\hat{V}_{k,SE} &= \frac{1}{4} \sum_{i=0}^{1} \sum_{j=0}^{1} (s[i][0] - s_k[i][0])(s_k[1-i][1] - s[1-i][1]), \\
\hat{V}_{k,SE}^{tot} &= \frac{1}{4} \sum_{i=0}^{1} \sum_{j=0}^{1} (s[i][0] - s_k[i][0])(s[i][1] - s_k[i][1]), \\
\hat{D}_{SE} &= \frac{1}{4(N_p + 1)} \sum_{i=0}^{1} \sum_{j=0}^{1} (s[i][j] - s[1-i][1-j]) \\
&+ \sum_{k=1}^{N_p} s_k[i][j](s_k[i][j] - s_k[1-i][1-j]), \\
\hat{V}_{P,SE} &= \frac{1}{4(N_p + 1)} \sum_{i=0}^{1} \sum_{j=0}^{1} (s[i][j] - s[1-i][1-j]) \\
&+ \sum_{k=1}^{N_p} s_k[i][j](s_k[i][1-j] - s_k[1-i][1-j]), \\
\hat{AveVar}_{SE} &= \hat{V}_{R,SE}^{tot} = \hat{D}_{SE} - \hat{V}_{P,SE}, \\
\hat{Ave}_{SE} &= \frac{1}{4(N_p + 1)} \sum_{i=0}^{1} \sum_{j=0}^{1} s[i][j] + \sum_{k=1}^{N_p} s_k[i][j].
\end{align*}
\]

Using the same evaluations we can also construct estimation schemes for many further indices, among others for \( \hat{V}_{(P,P)} \) and \( \hat{V}_{(P,P)}^{tot} \) (see [3]), \( i, j \in I_{N_p}, i \neq j \). It is easy to see using Schwartz inequality that it is sufficient that \( f(P,R) \in L^1 \) for the above estimators and further ones in this section to have finite second moments and thus variances when applied
to the corresponding $f, \tilde{P},$ and $\tilde{R}$. For $\tilde{AveSE}$ it is even sufficient that $f(P, R) \in L^2$. In $[3]$ we also introduced scheme $EM$ consisting of subschemes for estimation of $V_k$, for $k \in I_{N_P}$,

$$\hat{V}_{k, EM} = \frac{1}{2} (s[0][0] - s_k[0][0])(s_k[1][1] - s[1][1]).$$  \hfill (1.82)

Similarly as in $[3]$, we define scheme $ET$ containing subschemes given by formulas

$$\hat{V}_{tot}^{\text{ET}} = \frac{1}{2} (s[0][0] - s_k[0][0])(s[0][1] - s_k[0][1]), \quad k \in I_{N_P}.$$  \hfill (1.83)

As discussed in $[3]$ schemes in this section can be generalized to variables $f(P, R) \in L^2$ like conditional histograms by using appropriate scalar product of vectors instead of function multiplication in the formulas for estimators, which is a consequence of expression (1.70) after the proof of Theorem $4$.

1.9. Inefficiency constants of MC procedures

See Appendix $E$ for an introduction to Monte Carlo method and associated notations we use, like $\text{Var}_s$ and $\text{Var}_f(n) = \text{Var}_f$ for the variances of singles step and final $n$-step MC estimators, respectively, fulfilling

$$\text{Var}_f = \frac{\text{Var}_s}{n}.$$  \hfill (1.84)

Let us consider a sequence of MC procedures estimating $\lambda \in \mathbb{R}$, indexed by $n \in \mathbb{N}_+$, such that the $n$-th one is an $n$-step MC procedure and its average duration $\tau_f(n)$, e. g. when run on a computer, fulfills

$$\tau_f(n) = n\tau_s, \quad n \in \mathbb{N}_+,$$  \hfill (1.85)

where $\tau_s \in \mathbb{R}_+$ is called the average duration of a single MC step of this sequence. Assumption (1.85) is a good approximation for many sequences of MC procedures run on a computer, especially ones for which the $n$-th procedure consists of $n$ repeated computationally identical single MC steps, each lasting on average $\tau_s, n \in \mathbb{N}_+$. Similarly as in Section 4.2 in $[3]$ we define the inefficiency constant of a sequence of MC procedures as above by formula

$$c = \tau_s \text{Var}_s,$$  \hfill (1.86)

so that from (2.68) and (1.85), for each $n \in \mathbb{N}_+$,

$$c = \tau_f(n) \text{Var}_f(n).$$  \hfill (1.87)

For two different sequences of MC procedures as above for estimating $\lambda$, their inefficiency constants can be used for comparing their efficiency $[2, 3]$, which can be justified by different interpretations of these constants. We shall provide below a correction of an interpretation from Section 4.2 in $[3]$ in which we used an incorrect asymmetric definition of $\delta$-approximate inequality. Two new interpretations shall be provided in Section 2.6. See Chapter 3, Section 10 in $[2]$ for yet another interpretation. For $x, y \in \mathbb{R}_+$ and $\delta \geq 0$, we say that $x$ and $y$ are $\delta$-approximately equal, which we denote as $x \approx_\delta y$, if $|x - y| \leq \min\{\delta, |x|, |y|\} \delta; \text{ in particular for } \delta = 0$ this is equivalent to $x = y$. If for some sequence of MC procedures as above and another one, also for estimating $\lambda$, for which we have the same assumptions and use the same notations but with a prim, we have $\delta$-approximate equality of their respective average duration times for some $n$ and $n'$, that is

$$\tau_f(n) \approx_\delta \tau'_f(n'),$$  \hfill (1.88)

then from (1.87) the ratio of variances of their respective final MC estimators is $\delta$-approximately equal to the ratio of their inefficiency constants, i. e.

$$\frac{\text{Var}_f(n)}{\text{Var}'_f(n')} = \frac{c\tau'_f(n')}{c\tau_f(n)} \approx_\delta \frac{c}{c'}.$$  \hfill (1.89)
1.10. Inefficiency constants of schemes

Let us reformulate the theory of inefficiency constants from sections 4.3 and 4.5 in [3] in a more precise way. Let us consider a sequence of estimands $G = (G_i)_{i=1}^n$ such that $\mathcal{V} = \bigcap_{i=1}^n D_{G_i} \neq \emptyset$, called estimands on common admissible pairs $\mathcal{V}$ with $N$ distributions. We denote $D_G = \mathcal{V}$. Suppose that $\kappa = (\kappa_i)_{i=1}^n = (t_i, A_i)_{i=1}^n$ is an unbiased estimation scheme for $G$. $A_k = \bigcup_{i=1}^n A_i$ is called the set of evaluation vectors of $\kappa$. $\kappa$ can be used to generate estimates of coordinates of $G(\alpha)$ for some $\alpha = (\mu, f) \in \mathcal{V}$ as follows. For a random vector $X \sim \mu^{|A_i|}$, one computes the quantities $g_{\mathcal{V}, A_i, v}(f)(X_{n_{A_i}}) = f(X_v), \quad i \in I_n, \quad v \in A_i$, considering that they are equal for the same $v$ and different $i$ so that they are computed only once, and then one evaluates $t_i$ on $g_{\mathcal{V}, A_i}(f)(X_{n_{A_i}})$ to get an estimate of $G_i(\alpha), \quad i \in I_n$. $|A|$ is the total number of evaluations of $f$ in such a computation. If for some $\alpha \in \mathcal{V}$ we have $\text{Var}_\alpha(\phi_{\kappa_i, \mathcal{V}}) < \infty, \quad i \in I_n$, then the above computation can be performed to get unbiased estimates of coordinates of $G(\alpha)$ in a single step of a MC procedure. We define an inefficiency constant $d_{G,i,\kappa}$ of $\kappa$ for estimating $G_i$ as a function $\mathcal{V} \to \mathbb{R}$ such that

$$d_{G,i,\kappa}(\alpha) = \text{Var}_\alpha(\phi_{\kappa_i, \mathcal{V}})|A_k|. \tag{1.90}$$

Let $\kappa'$ be an unbiased estimation scheme for estimands $G' = (G'_i)_{i=1}^n$ on some common admissible pairs $\mathcal{V}'$ for which we shall use the same notations as for $\kappa$, $G$, and $\mathcal{V}$ but with primes. Let for some $\alpha = (\mu, f) \in \mathcal{V}, \quad \alpha' = (\mu', f') \in \mathcal{V}'$, $\quad i \in I_n$, and $i' \in I_n'$, it hold $G_i(\alpha) = G'_i(\alpha')$. Suppose that the ratio of positive average durations $\tau_s$ to $\tau'_s$ of single steps of sequences of MC procedures (see Section 1.9) using $\kappa$ and $\kappa'$, computing $G(\alpha)$ and $G'(\alpha')$ as above is for some $\delta > 0$, $\delta$-approximately equal to ratio of positive numbers of evaluation vectors $A_k$ and $A'_k$ in these schemes, that is

$$\frac{\tau_s}{\tau'_s} \approx_\delta \frac{|A_k|}{|A'_k|}. \tag{1.91}$$

This can be the case for small $\delta$ e. g. when the most time-consuming part of both sequences of MC procedures are calls to implementations of $f$ and $f'$, respectively, taking on average approximately the same time to compute. As we demonstrate in Section 2.17.1 such approximate proportionality and even its more general version discussed in Section 2.9 holds in our numerical experiments using different estimation schemes for variance-based sensitivity indices and some further estimands, in which $f(P, R)$ and $f'(P, R')$ for some parameters $P$ and noise variables $R$ and $R'$, stand for some outputs of an MR, constructed using the GD and RTC methods or two times one of them (see (1.22)). From (1.91), the ratio of inefficiency constant

$$c = \text{Var}_\alpha(\phi_{\kappa_i, \mathcal{V}})\tau_s \tag{1.92}$$

of a sequence of MC procedures estimating quantities $G_i(\alpha)$, performing computations with scheme $\kappa$ (see (1.86)) to an analogous constant $c'$ for $\kappa'$, computing $G'_i(\alpha')$, fulfills (assuming both constants are finite),

$$\frac{c}{c'} = \frac{\text{Var}_\alpha(\phi_{\kappa_i, \mathcal{V}})\tau_s}{\text{Var}_{\alpha'}(\phi_{\kappa'_i, \mathcal{V}'})\tau'_s} \approx_\delta \frac{d_{G,i,\kappa}(\alpha)}{d_{G,i',\kappa'}(\alpha')}, \tag{1.93}$$

which we already noticed in [3] but with equality rather than $\delta$-approximate equality in (1.91). Similarly as for inefficiency constants of sequences of MC procedures in Section 1.9 one proves that the ratio of positive real values of inefficiency constants (1.90) of $\kappa$ and $\kappa'$ for estimating $G_i(\alpha)$ and $G'_i(\alpha')$ as above is $\delta$-approximately equal to the ratio of variances of the appropriate final MC estimators for $\delta$-approximately the same number of $i$th and $i'$th functions evaluations made in the respective MC procedures. If $G$ is known from the context, and $G_l \neq G_m$ for $l \neq m, l, m \in I_n$, then we denote $d_{G,i,\kappa}$ simply as $d_{G,i}$.
1.11. Symmetrisation of schemes and inequalities between in-
efficiency constants

Let us recall some definitions and facts from Section 4.4 of [3] on symmetrisation of schemes, changing them for compatibility with future generalizations in sections 2.11 and 2.12. Let \( \Theta \) be the group of all bijections of \( \mathbb{N}_+ \). For \( N \in \mathbb{N}_+ \), we define \( \Theta^N = \{ (\pi_i)_{i=1}^N : \pi_i \in \Theta, i \in I_N \} \) and endow it with a structure of a direct product group by defining for each \( \pi, \pi' \in \Theta^N \) their product as \( \pi \pi' = (\pi_i(\pi'_i))_{i=1}^N \). For \( \pi \in \Theta^N \) we define \( \hat{\pi} : N_+^N \to N_+^N : \hat{\pi}(v) = (\pi_i(v_i))_{i=1}^N \).

Let \( \Pi \) be a subgroup of \( \Theta^N \). For \( A \subset N_+^N \), we denote its symmetrisation given by \( \Pi \) as

\[
\hat{\Pi}[A] = \bigcup_{\pi \in \Pi} \hat{\pi}[A] = \{ \hat{\pi}(v) : \pi \in \Pi, v \in A \}. \quad (1.94)
\]

For a function \( t : \mathbb{R}^{|A|} \to \mathbb{R} \), its symmetrisation given by \( \Pi \) and \( A \) is defined to be a function \( \text{Ave}_{A,\Pi}(t) : \mathbb{R}^{|\Pi[A]|} \to \mathbb{R} \) such that for each \( z = (y_j)_{j \in \Pi[A]} \in \mathbb{R}^{|\Pi[A]|} \)

\[
\text{Ave}_{A,\Pi}(t)(z) = \frac{1}{|\Pi|} \sum_{\pi \in \Pi} t((y_{\pi}(v)))_{v \in A} \quad (1.95)
\]

(see [1.61]). Let \( \kappa = (t, A) \) be a scheme for \( N \). Its symmetrisation given by \( \Pi \) is defined as

\[
\text{Ave}_{\Pi}(\kappa) = (\text{Ave}_{A,\Pi}, \hat{\Pi}[A]). \quad (1.96)
\]

Let \( \mathcal{V} \) be admissible pairs with \( N \) distributions, \( \alpha \in \mathcal{V}, \alpha = (\mu, f) \in \mathcal{V} \), and \( X \sim \mu^n_{\hat{\Pi}[A]} \).

Then the corresponding observable of and estimator given by a symmetrised scheme fulfills

\[
\phi_{\text{Ave}_{\Pi}(\kappa), \mathcal{V}}(f)(X) = \frac{1}{|\Pi|} \sum_{\pi \in \Pi} t((f(X_{\pi}(v)))_{v \in A}), \quad (1.97)
\]

which for \( Y \sim \mu^{n_A} \) is equal to a sum of random variables with the same distribution as \( \phi_{\kappa, \mathcal{V}}(f)(Y) \). Therefore if \( \kappa \) is unbiased for estimation of some estimand \( G \) on \( \mathcal{V} \), then so is \( \text{Ave}_{\Pi}(\kappa) \) and from Lemma [40] in Appendix [E] we have for each \( \alpha \in \mathcal{V} \),

\[
\text{Var}_\alpha(\phi_{\text{Ave}_{\Pi}(\kappa), \mathcal{V}}) \leq \text{Var}_\alpha(\phi_{\kappa, \mathcal{V}}). \quad (1.98)
\]

Let \( I \) be a nonempty subset of \( I_N \). For \( \theta \in \Theta \), we define \( \pi_{N,I,\theta} \in \Theta^N \) to be such that \( \pi_{N,I,\theta,i} = \theta, i \in I \), and \( \pi_{N,I,\theta,i} = id_{\mathbb{N}_+}, i \in I_N \setminus I \). For \( m \in \mathbb{N} \), we call

\[
\Theta_m = \{ \theta \in \Theta : \theta(i) = i \text{ for } i \geq m \} \quad (1.99)
\]

the subgroup of \( \Theta \) of permutations of the first \( m \) indices. Let

\[
\Theta_{N,I,m} = \{ \pi_{N,I,\theta} : \theta \in \Theta_m \}. \quad (1.100)
\]

Symmetrisation of a scheme for \( N \) w. r. t. \( \Theta_{N,I,m} \) is called its symmetrisation in the argument given by \( I \), in \( m \) dimensions. If \( n_{A,i} = m, i \in J \), then we call it simply symmetrisation in the argument given by \( I \) and if \( n_{A,i} = 1, i \in J \), we call it symmetrisation from one to \( m \) dimensions. For \( I = \{ j \} \) we say of symmetrisation in the \( j \)th argument, in which case we write \( j \) instead of \( I \) in the subscript.

After symmetrising the scheme given by [1.72] in the first argument in two dimensions as in [3] we receive a scheme given by

\[
\hat{V}_{1,s2}^{tot} = \frac{1}{2}(g[0][0] - g[1][0])^2, \quad (1.101)
\]

and we conclude that

\[
\text{Var}_\alpha(\hat{V}_{1,s2}^{tot}) \leq \text{Var}_\alpha(\hat{V}_{1,s2}^{tot}), \quad \alpha \in D_{V1}. \quad (1.102)
\]
As both schemes use the same number of function evaluations, we also have

\[ d_{V_1^{\text{tot},s2}} \leq d_{V_1^{\text{tot},a2}}, \quad (1.103) \]

which should be understood as holding for each \( \alpha \in D_{V_1^{\text{tot}}} \). From expression (1.67) in Theorem 4 we receive that the following formula defines an unbiased estimator of the main sensitivity index \( V_1 \) for \( N = 2 \), already mentioned in [3],

\[ \hat{V}_{1,a3} = g[0][0](g[0][1] - g[1][1]). \quad (1.104) \]

Similarly as in [3], from symmetrising its scheme in the first argument we receive a scheme given by the formula

\[ \hat{V}_{1,s4} = \frac{1}{2}(g[0][0] - g[1][0])(g[0][1] - g[1][1]), \quad (1.105) \]

which uses 4 rather than 3 evaluation vectors, so that their respective inefficiency constants fulfill

\[ d_{V_1,s4} \leq \frac{4}{3}d_{V_1,a3}. \quad (1.106) \]

The following theorem is a slight generalization of Theorem 12 from [3], the proof of which is analogous as in [3], and which shall follow from a more general Theorem 19 in Section 2.12.

**Theorem 5.** Let \( \kappa_1 \) be unbiased estimation scheme of some estimand \( G \) on admissible pairs \( \mathcal{V} \) with \( N \) distributions, and let the scheme \( \kappa_2 \) be created from \( \kappa_1 \) by its symmetrisation in the argument given by \( I \subset I_N \) from one to two dimensions. Then

\[ d_{G,\kappa_1} \leq d_{G,\kappa_2} \leq 2d_{G,\kappa_1}. \quad (1.107) \]

which should be understood as holding for each \( \alpha \in \mathcal{V} \).

For an illustration let us consider an estimation scheme for \( V_1^{\text{tot}} \), for \( N = 2 \), given by the formula

\[ \hat{V}_{1,s2} = \frac{1}{4} \sum_{i=0}^{1} (g[0][i] - g[1][i])^2. \quad (1.108) \]

As in [3] let us notice that scheme \( (1.108) \) is received from \( (1.101) \) by symmetrisation in the second argument from one to two dimensions, so from the above theorem

\[ d_{V_1^{\text{tot},s2}} \leq d_{V_1^{\text{tot},s4}} \leq 2d_{V_1^{\text{tot},s2}}. \quad (1.109) \]

As we noticed in [3], scheme given by formula (1.77) for \( \hat{V}_{k,SE}^{\text{tot}} \) is symmetrisation of the one given by formula (1.83) for \( \hat{V}_{k,ET}^{\text{tot}} \) from 1 to 2 dimensions in the argument corresponding to \( P \sim k \), so from the above theorem and the fact that the ratio of number of evaluation vectors used by the individual subschemes of \( SE \) and \( ET \) for the total sensitivity indices and the whole schemes is the same (and equal 2), we receive

\[ d_{\hat{V}_i^{\text{tot},ET}} \leq d_{\hat{V}_i^{\text{tot},SE}} \leq 2d_{\hat{V}_i^{\text{tot},ET}}. \quad (1.110) \]

In [3] we also proved the following Theorem 13 which more precisely than originally can be formulated as follows.

**Theorem 6.** For each \( \alpha = \alpha_{P,R,f} \in D_{V_k} \) for some \( f, P, R \) as in Section 1.8 such that \( f(P,R) \in L^4 \), the inefficiency constants of schemes \( EM \) and \( SE \) for estimation of \( V_k \) fulfill, for \( N_P > 2 \),

\[ d_{V_k,EM}(\alpha) \leq d_{V_k,SE}(\alpha) \leq 2d_{V_k,EM}(\alpha). \quad (1.111) \]
1.12. Variances of estimators using the GD and RTC methods

Let $h(p, R)$ denote certain construction of an MRCP corresponding to parameters $p \in \mathbb{R}^n$ and a reaction network $RN$ (see (1.17)). For $f(p, R) = g(h(p, R)) \in L^2$ denoting the number of particles of certain species at a given moment of time, in [47] and [53] the mean finite difference

$$1/s \mathbb{E}(f(p + se_i, R) - f(p, R))$$

(1.112)

for some $i \in I_n$ and $s \in \mathbb{R}_+$, approximating the partial derivative $\partial_i \mathbb{E}(f(p, R))$, was estimated in a MC procedure evaluating an independent copy of $f(p + se_i, R) - f(p, R)$ in each step. Using the RTC construction of the output in such a MC procedure for finite difference has been called common reaction path method, while using the GD construction - common random number method [47], both names stressing the fact that the same noise variable $R$ is used to construct the initial and perturbed outputs in each MC step. The estimates of variance of $f(p + se_i, R) - f(p, R)$ determining the variance of the final MC estimators of (1.112) for the models considered in [47] was much lower when performing the simulations with the RTC than the GD method, however in Section E of [53] an example was provided with an opposite inequality. Note that the variance mentioned being higher for one of the above methods than the other is equivalent to the following mean squared difference

$$\text{msd}(p_1, p_2) = \mathbb{E}((f(p_1, R) - f(p_2, R))^2)$$

(1.113)

being higher for $p_1 = p, p_2 = p + se_i$, or $\mathbb{E}(f(p_1, R)f(p_2, R))$ or $\text{Cov}(f(p_1, R), f(p_2, R))$ being lower for such $p_1$ and $p_2$ for one method than the other. Let us consider an output $f(P, R) = g(h(P, R))$ of an MR $(P, h(P, R))$ constructed using the RTC or the GD method. In the numerical experiments in [3] we observed that for such outputs being particle numbers of some species at a given time, the estimates of the variances of estimators of main and total sensitivity indices given by schemes $EM$, $ET$, and $SE$, corresponding to admissible pairs $\alpha_{\mu P, \mu R,f}$ (see Section 1.8) were in some cases much higher when using the RTC than the GD method. The variances of these estimators also varied with the order of reactions in the GD method. In an experiment for many births - many deaths model which we describe in Section 1.8 and $\alpha = \alpha_{\mu P, \mu R,f}$, from the equalities

$$4\mathbb{E}_\alpha((\hat{V}_{k,EM})^2) = \mathbb{E}(\text{msd}(\hat{P}_{(k)}[0], \hat{P}[0]) \text{msd}(\hat{P}[1], \hat{P}_{(k)}[1]))$$

(1.114)

and

$$4\mathbb{E}_\alpha((\hat{V}_{k,ET}^\text{tot})^2) = \mathbb{E}(\text{msd}^2(\hat{P}_{(k)}[0], \hat{P}[0]))$$

(1.115)

it follows that the inequalities between the variances of estimators $\hat{V}_{k,EM}$ and $\hat{V}_{k,ET}^\text{tot}$ when using different constructions should be the same as the inequalities between the quantities $\text{msd}(p_1, p_2)$ for all $p_1, p_2$ as above.
1.13. Existing software used

In [3] we run experiments using a program written in the C++ programming language and a personal computer with 1GB RAM, 2-core 2.10 GHz processor, and Linux operating system. We shortly describe this program below, see Section 4.7 in [3] for details. For the numerical experiments in this work we made some extensions to this program, as described in Section 2.17.1. For specifying the reaction network, distribution of parameters, and output of the MR considered in computations we used SBML (Systems Biology Markup Language) [9] configuration files. We used GNU Scientific Library [20] implementation of the Mersenne twister random number generator [37] and simple implementations of the RTC and GD constructions. Values of the model output were generated by running a given simulation algorithm starting with the selected parameters and reusing the values of independent copies of the noise term $R$, e. g. for the schemes from Section 1.8 when evaluating $s[i][j]$ and $s[k][i][j]$ for the same $j$. This reusing was implemented by storing the noise variables in lists, in the GD method using a single list for each noise variable, while in the RTC method a different one for each Poisson process in the construction.

1.14. Models used

In this work we use certain mathematical models from the literature, which we briefly describe below.

1.14.1. Simple birth (SB) model

SB model is a very simple model from [3], for which, as opposed to the further models, many sensitivity indices and coefficients of our interest can be computed analytically. The reaction network of the model consists of a single reaction involving only one species $X$

$$R_1 : \emptyset \rightarrow X.$$  

The only kinetic rate of this reaction fulfills $a_1(K, x) = K_1 + K_2 + K_3$, where $K = (K_1, K_2, K_3)$ is a random vector with independent coordinates with respective distributions $U(0.3, 0.9)$, $U(0.85, 1.15)$, and $U(0.07, 0.13)$. Random initial number $C$ of particles of $X$ is independent of $K$ and has uniform discrete distribution $U_d(30, 90)$. As the output for analysis we take the number of particles of species $X$ at time $t = 100$.

1.14.2. Genetic toggle-switch (GTS) model

Let us consider a model of a genetic toggle switch which is a simplified stochastic version of the model from [21], first analyzed in [47] and later also in [3]. In the model, two species $U$ and $V$ are produced and degraded in the following four reactions

$$R_1 : \emptyset \rightarrow U, \quad R_2 : U \rightarrow \emptyset,$$

$$R_3 : \emptyset \rightarrow V, \quad R_4 : V \rightarrow \emptyset.$$  

For $x = (x_1, x_2)$ being the vector of numbers of species $U$ and $V$, and the rate constants vector equal to $K = (\alpha_1, \alpha_2, \beta, \gamma)$, the rates of the above reactions are

$$a_1(K, x) = \frac{\alpha_1}{1 + x_2^\beta}, \quad a_2(K, x) = x_1,$$

$$a_3(K, x) = \frac{\alpha_2}{1 + x_1^\gamma}, \quad a_4(K, x) = x_2.$$  

The second and fourth rates describe degradation with a speed proportional to the current number of particles of a given species. The first and third rates describe the fact that each
species is a repressor of the promoter transcribing the other species, that is it inhibits the production of the opposing repressor by attaching itself to the DNA sequence preceding the region coding the other repressor. The value of the rate constants vector $K$ in Eq. (1.17) was deterministic and equal to $(50, 16, 2.5, 1)$. However, similarly as in Ref. 3, we consider $K$ to be a random vector whose each coordinate which in Eq. (1.17) had a fixed value $v$ is considered to be a random variable with distribution $U(0.8v, 1.2v)$ and independent of the other coordinates. Similarly as in Eq. (1.17), the initial particle numbers of both species are zero and we thus consider the vector of random parameters to be equal to $K$. As in Eq. (1.17) and Ref. 3, the model output considered for sensitivity analysis is the number of particles of the species $U$ at time $t = 10$. Using this model in Ref. 3 we observed lower variances for the RTC than the GD method for all estimators of main and total sensitivity indices of conditional expectation from Section 1.8.

1.14.3. Many births - many deaths (MBMD) model

Let us now consider the MBMD model from Ref. 3, whose reaction network contains one species $X$ and the following 5 different birth and death reactions can occur

$$R_{bi} : \emptyset \rightarrow X, \quad R_{di} : X \rightarrow \emptyset, \quad i \in I_5. \tag{1.117}$$

The order of these reactions is

$$R_i = R_{bi}, \quad R_{5+i} = R_{di}, \quad i \in I_5. \tag{1.118}$$

The rate constants vector is $K = (K_{bi1}, \ldots, K_{bi5}, K_{di1}, \ldots, K_{di5})$, and has independent coordinates with $K_{di} \sim U(0.010, 0.040)$ and $K_{bi} \sim U(0.10, 0.40)$, $i \in I_5$. The rates of birth reactions are $a_{bi}(K, x) = K_{bi}$, and of death reactions $a_{di}(K, x) = K_{di}x$, $i \in I_5$. The initial number $C$ of particles of $X$ has distribution $U_d(5, 15)$ and all the parameters are independent. The considered output is as in Ref. 3 the number of particles of species $X$ at time $t = 5$. In the numerical experiments in Ref. 3 we considered three different constructions. The first two are the RTC and GD methods for the above initial reaction network and distribution of parameters, abbreviated shortly as RTC and GDI methods, while the third construction is the GD construction for such distribution of parameters but for a reaction network with reordered sequence of reactions

$$R_{2i-1} = R_{bi}, \quad R_{2i} = R_{di}, \quad i \in I_5, \tag{1.119}$$

abbreviated as GDR method. The intuition behind such reordering in Ref. 3 was to increase the frequency of switching between the birth and death reactions in a given step of the GD construction for different values of the model parameters $p_1$, $p_2$ and the same noise variable so as to increase the value of the function msd$(p_1, p_2)$ defined by (1.113). In Ref. 3 the estimates of variances of estimators from the schemes EM for the main and and ET for the total sensitivity indices were lowest when using the RTC method, followed by the GDI and GDR methods.
Chapter 2

Own research

2.1. New theorems for MRCP and MR

Below we provide two new theorems giving criteria for existence of MRCP and MR and finiteness of higher moments of particle numbers in the latter model. For \( a, b \in \mathbb{R}^N \), we denote \( ab = \sum_{i=1}^{N} a_i b_i \). Let us consider a reaction network \( RN \) as in Section 1.1. The following theorem, which we prove in Appendix C, gives a useful sufficient condition for the existence of an MRCP.

**Theorem 7.** Let \( k \in B_{RN} \). If there exists a vector \( m = (m_i)_{i=1}^{N} \in \mathbb{R}^N \) with positive coordinates, such that
\[
\sup_{x \in E} \left( \sum_{l=1}^{L} (ms_l a_l(k,x)) - mx \right) < \infty,
\]
then for each \( c \in E \), an MRCP corresponding to \( RN \) and \( p = (c,k) \) exists.

Vector \( m \) can often be chosen such that for \( i \in I_N \), \( m_i \) is mass of the \( i \)th species, in which case \( ms_l \) is the mass increase in the \( l \)th reaction and \( mx \) is the total mass of all species in the system in state \( x \).

For real-valued outputs \( g(M) \) in this work we often encounter the requirement that \( \mathbb{E}(|g(M)|^n) < \infty \) for some \( n \in \mathbb{N}_+ \). For \( Y_{i,t} \) denoting the number of particles of the \( i \)th species at the moment \( t \) in a MR, we have a following criterion.

**Theorem 8.** Let \( \nu \) be a probability distribution on \( S_{RN,E} \). Suppose that there exists a vector \( m = (m_i)_{i=1}^{N} \in \mathbb{R}^N_+ \), such that for \( L_m = \{l \in I_L : s_m l > 0\} \), for the function
\[
A(k) = \max \left\{ \sup_{x \in E, l \in L_m} (a_l(k,x)), 0 \right\},
\]
for each \( (K,C) \sim \nu \), and certain \( n \in \mathbb{N}_+ \), it holds \( \mathbb{E}(A(K)^n) < \infty \) and \( \mathbb{E}(C_i^n) < \infty \), \( i \in I_N \). Then for \( \nu \) a. e. \( p \), MRCP given by \( RN \) and \( p \) exists. Moreover, for a process \( Y \) of an MR corresponding to \( RN \) and \( \nu \), for each \( i \in I_N \) and \( t \in T \), it holds \( \mathbb{E}(Y_{i,t}^n) < \infty \).

Proof of the above theorem is provided in Appendix C. All the moments of each parameter in the SB, GTS, and MBMD models from sections 1.14.1, 1.14.2, and 1.14.3 exist, so given the form of reaction rates of these models assumptions of Theorem 8 are satisfied for all \( n \in \mathbb{N}_+ \) if we take \( m_i \) equal to one for each \( i \)th species. Thus all moments of each particle numbers at each time instant in these models exist, which makes it possible to use the MC method for estimating the sensitivity indices and various coefficient defined further on using the schemes from the previous and further sections for output being the particle numbers as above.
2.2. Functions of conditional moments

For a real-valued random variable $Z$ on the probability space with a probability measure $\mu$ and $n \in \mathbb{N}_+$, we define the $n$th moment of $Z$ for $\mu$ to be the element of $\mathbb{R}$ defined as

$$M_n(\mu, Z) = \mathbb{E}_\mu(Z^n)$$

and the $n$th central moment of $Z$ for $\mu$ the element of $\mathbb{R}$ defined as

$$CM_n(\mu, Z) = \mathbb{E}_\mu((Z - \mathbb{E}_\mu(Z))^n),$$

whenever these expressions make sense (that is in the second case $\mathbb{E}_\mu(|Z|) < \infty$ and in both cases the functions appearing under the outer expectations must have their positive or negative parts Lebesgue integrable with respect to $\mu$). We shall consider the $n$th moment, denoted as $M_n$, or such central moment $CM_n$ to be a certain function $Q$ whose domain $D_Q$ are pairs $(\mu, Z)$ for which respective expression (2.3) or (2.4) makes sense, and for each $\alpha = (\mu, Z) \in D_Q$, $Q(\alpha)$, also denoted $Q(\mu)(Z)$, is given by the rhs of (2.3) or (2.4), respectively. Both the $n$th moment and central moment $Q$ restricted to the class

$$T_n = \{ (\mu, Z) : \mu \text{ is a probability measure and } Z \in L^n(\mu) \}$$

is a real-valued function, equal to some measurable function $f_Q : \mathbb{R}^n \rightarrow \mathbb{R}$ applied to a vector of the first $n$ moments of $Z$, each restricted to $T_n$, that is

$$Q|_{T_n} = f_Q((M_k|_{T_n})_{k=1}^n).$$

or equivalently

$$Q(\mu)(Z) = f_Q((\mathbb{E}_\mu(Z^i))_{i=1}^n), \ (\mu, Z) \in T_n. \quad (2.7)$$

The first moment is expectation for which $Q = \mathbb{E}$, $n = 1$, and $f_\mathbb{E} = \text{id}_\mathbb{R}$. The second central moment is variance for which $Q = \text{Var}$, and for each $(\mu, Z) \in T_1$,

$$\text{Var}_\mu(Z) = \mathbb{E}_\mu((Z - \mathbb{E}_\mu(Z))^2) = \mathbb{E}_\mu(Z^2) - \mathbb{E}_\mu(Z)^2. \quad (2.8)$$

We have (2.6) for $n = 2$ and

$$f_{\text{Var}}(x_1, x_2) = x_2 - x_1^2 \quad (2.9)$$

(note that we write $E$ and $\text{Var}$ instead of $\mathbb{E}$ and $\text{Var}$ in the subscripts). In general, let $Q$ be some function whose domain $D_Q$ contains $T_n$ and there exists a measurable function $f_Q : \mathbb{R}^n \rightarrow \mathbb{R}$ such that (2.6) holds. This is the case e.g. for $Q$ equal to the $k$th moment or central moment, $k \leq n$, or arbitrary product or linear combination of such moments restricted to $T_n$. Similarly as above for moments, for $\alpha = (\mu, Z) \in D_Q$, $Q(\alpha)$ is also denoted as $Q(\mu)(Z)$ or simply $Q(Z)$ if $\mu = \mathbb{P}$. Note that the function $f_Q$ for $Q$ as above is unique for $n = 1$ while for $n \geq 2$ it is not since from $\sqrt{\mathbb{E}(X^2)} \geq \mathbb{E}(|X|) \geq \mathbb{E}(X)$ for $X \in L^2$, (see Theorem 29) the value of $f_Q$ can be changed on some $x \in \mathbb{R}^n$ such that $x_2 < x_1^2$ with (2.6) still being true. We denote $f_Q$ one of the possible choices of the required function for $Q$, taking for $Q = \text{Var}$, $f_{\text{Var}}$ as in (2.9). If $Z \in L^n$ and $X$ is a random variable, then we define the function of the first $n$ conditional moments of $Z$ given $X$ and corresponding to $Q$ as

$$Q(Z|X) = f_Q((\mathbb{E}(Z^i|X))_{i=1}^n). \quad (2.10)$$

In particular the function of conditional moments of $Z$ given $X$ and corresponding to $\text{Var}$ is equal to

$$\text{Var}(Z|X) = \mathbb{E}(Z^2|X) - \mathbb{E}(Z|X)^2$$

$$= \mathbb{E}((Z - \mathbb{E}(Z|X))^2|X), \quad (2.11)$$
and we call it conditional variance of $Z$ given $X$. If $\mu_{Z|X}$ is conditional distribution of $Z$ given $X$ and $\phi(Z) \in L^1$ for some measurable function $\phi$, then from (A.3) and (A.13) it follows that

$$\mathbb{E}(\phi(Z)|X) = \mathbb{E}_{\mu_{Z|X}(X,\cdot)}(\phi).$$

(2.12)

Thus if $\alpha_i(Z) \in L^1$ for some measurable functions $\alpha_i$, $i \in I_n$, then for any function $\beta : \mathbb{R}^n \rightarrow \mathbb{R}$ we have a. s.

$$\beta((\mathbb{E}(\alpha_i(Z)|X))_{i=1}^n) = \beta((\mathbb{E}_{\mu_{Z|X}(X,\cdot)}(\alpha_i))_{i=1}^n).$$

(2.13)

In particular for $\phi(Z) \in L^n$, $\beta = f_Q$, and $\alpha_i = \phi^i$, $i \in I_n$, we receive from (2.10) and (2.13) that

$$Q(\phi(Z)|X) = Q_{\mu_{Z|X}(X,\cdot)}(\phi).$$

(2.14)

The formula (1.33) from the end of Section 1.4 is obtained for $\alpha_i = f_i$ for $i \in I_n$, $\alpha_{n+1} = |f|^2$, and $\beta((x_i)_{i=1}^n) = x_{n+1}^2 - |(x_i)_{i=1}^n|^2$, using (2.13) and the last terms in (1.28) and (1.30).

When $f(P, R) \in L^n$ for some $P$ and $R$ independent and $f$ measurable (from appropriate product measurable space to $\mathbb{R}$), like for stochastic outputs corresponding to certain constructions of MR in Section 1.3 we have an intuitive formula

$$Q(f(P, R)|P) = f_Q((\mathbb{E}(f^i(P, R)|P))_{i=1}^n)$$

$$= f_Q((\mathbb{E}(f^i(p, R)))_{i=1}^n) = (Q(f(p, R)))_{p=P},$$

(2.15)

where in the second equality we used Theorem 2.1 from Appendix A and in the third the fact that from Fubini’s theorem 1.8, $f(p, R) \in L^n$ for $\mu_P$ a. e. $p$. Note that from (2.14), for $Z \in L^1$, $\phi = \text{id}_\mathbb{R}$, and when $\mu_{Z|X}(x, \cdot)$ exists and is uniquely determined for $\mu_X$ a. e. $x$, which holds for a large class of random variables $Z$ and $X$ (see Appendix A), or from (2.15) when $Z = f(P, R)$ and $X = P$ for some $f$, $P$, and $R$ as above, it follows that for different choices of the function $f_Q$ corresponding to $Q$ which we used to define $Q(Z|X)$ in (2.10), the resulting $Q(Z|X)$ are a. s. equal.

Let $Z = g(M) \in L^n$ be an output of an MR $M = (P, Y)$ with parameters $P = (P_i)_{i=1}^{N_P}$ and corresponding to a reaction network $RN$. Since conditional distribution of $M$ given $P$ is specified by Definition 2 from formula (2.14) it follows that distributions of functions of certain $n$ first conditional moments $Q(Z|P)$, like conditional variance, are determined by $RN$, $g$, and $\mu_P$. Therefore, if $Q(Z|P) \in L^1$, then the values of its mean

$$\text{Ave}Q = \mathbb{E}(Q(Z|P))$$

(2.16)

(which for $Q = E$ is equal to $\text{Ave} = \mathbb{E}(Z)$ by iterated expectation property), and if $Q(Z|P) \in L^2$, also the values of the main sensitivity indices

$$VQ_{Pj} = \text{Var}(\mathbb{E}(Q(g(Y)|P)|P))$$

(2.17)

of these functions of conditional moments are determined by this data, and so are the total sensitivity indices

$$VQ_{Pj}^{tot} = VQ_P - VQ_{P_{-j}},$$

(2.18)

where $\sim J = I_{N_P} \setminus J$, $J \subset I_{N_P}$. The Sobol’s main and total sensitivity indices, created by dividing the above indices by $VQ_P$, are denoted as $SQ_{Pj}$ and $SQ_{Pj}^{tot}$, respectively. Similarly as for the special case of $Q = E$ in Section 1.5 for $J = \{i\}$, we usually write $i$ in place of $P_J$ in the above notations.
2.3. Covariance and some properties of variance of random vectors

Covariance of random vectors $U, Z \in L^2_n$ is defined as

$$\text{Cov}(U, Z) = (U - \mathbb{E}(U), Z - \mathbb{E}(Z))_n.$$  \hspace{1cm} (2.19)

Let for some $m \in \mathbb{N}_+$, $X_i \in L^2_n$, $i \in I_m$. We have an easy to prove formula

$$\text{Var}(\sum_{i=1}^m X_i) = \sum_{i=1}^m \text{Var}(X_i) + 2 \sum_{1 \leq i < j \leq n} \text{Cov}(X_i, X_j),$$ \hspace{1cm} (2.20)

which is well-known for $n = 1$. If $X_i \in L^2_n$, $i \in I_m$, are i. i. d., then from (1.26) and (2.19), $\text{Cov}(X_i, X_j) = 0$, $i \neq j$, so from (2.20) we receive

$$\text{Var}\left(\frac{1}{m} \sum_{i=1}^m X_i\right) = \frac{1}{m} \text{Var}(X_1).$$ \hspace{1cm} (2.21)

2.4. Output approximations, correlations, and nonlinearity coefficients

Let us consider a set $\Phi = \{v_i\}_{i=1}^l$ of $l \in \mathbb{N}_+$ linearly independent elements of a Hilbert space $H$ with some scalar product $\langle , \rangle$, inducing norm $\| \cdot \|$ and distance $d$. The linear subspace

$$V = \text{span}(\Phi) = \{ \sum_{i=1}^l a_i v_i : a_i \in \mathbb{R}, i \in I_l \}$$ \hspace{1cm} (2.22)

is closed in $H$ \cite{48} Section 4.15), and thus for each $x \in H$ there exists a unique element of $V$ minimizing the distance from $x$ - the orthogonal projection $P_V(x)$ of $x$ onto $V$ (see Appendix D). Denoting $y_i = \langle x, v_i \rangle$ and $g_{ij} = \langle v_i, v_j \rangle$, the coefficients $(b_i)_{i=1}^l$ such that

$$P_V(x) = \sum_{i=1}^l b_i v_i,$$ \hspace{1cm} (2.23)

can be computed from the following set of equations \cite{48}

$$\sum_{j=1}^l g_{ij} b_j = y_i.$$ \hspace{1cm} (2.24)

In particular, if elements of $\Phi$ are orthonormal (see Appendix D), then from (2.24) it holds $b_i = y_i$, $i \in I_l$. In such case $(b_i)_{i=1}^l$ are known as Fourier’s coefficients \cite{48} of $x$ relative to the elements of $\Phi$, and distance between $x$ and $P_V(x)$ fulfills

$$d(x, P_V(x))^2 = \| x \|^2 - \sum_{i=1}^l b_i^2.$$ \hspace{1cm} (2.25)

Let us consider the special case of $H = L^2_n$ with some scalar product $\langle , \rangle_n$ corresponding to a scalar product $\langle , \rangle$ on $\mathbb{R}^n$ as in Section 1.4, and let $e_j$, $j \in I_n$, be the elements of some orthonormal base of $\mathbb{R}^n$ with respect to $\langle , \rangle$, e. g. for the standard scalar product we can take the standard base of $\mathbb{R}^n$. For some $k \in \mathbb{N}_+$, let $l = n + k$ and $\{v_i \in L^2_n : i \in I_{k+n}\}$ be a nonzero orthogonal set (see Appendix D) with $v_{k+i} = e_i$, $i \in I_n$. Then

$$\mathbb{E}(v_i) = 0, \quad i \in I_k.$$ \hspace{1cm} (2.26)
since $(v_i, e_j) = \langle \mathbb{E}(v_i), e_j \rangle = 0$, $j \in I_n$. We normalize $\Phi$ to get an orthonormal set $\Phi' = \{v'_i\}_{i=1}^{k+n}$ with $v'_i = \frac{v_i}{\sigma(v_i)}$, $i \in I_k$, $v'_{k+i} = v_{k+i}$, $i \in I_n$. Let $(b_i)_{i=1}^{k+n}$ denote the coefficients of $P_V(x)$ as above relative to $\Phi$, and $(c_i)_{i=1}^{k+n}$ relative to $\Phi'$. We have

$$c_i = (x, v'_i)_{n}, \quad i \in I_l, \quad (2.27)$$

$$b_i = \frac{(x, v_i)_n}{\text{Var}(v_i)} = \frac{c_i}{\sigma(v_i)}, \quad i \in I_k, \quad (2.28)$$

and $b_{k+i} = c_{k+i}$, $i \in I_n$. Let $U, Z \in L^2_n$ have nonzero variances. We define their correlation as

$$\text{corr}(U, Z) = \frac{\text{Cov}(U, Z)}{\sigma(U)\sigma(Z)}. \quad (2.29)$$

Correlation is a popular measure of strength of the linear relationship between $U$ and $Z$ for $n = 1$, due to its properties which we discuss and prove below for arbitrary $n$. Using (2.26), we have $(x, v_i)_n = \text{Cov}(x, v_i), i \in I_k$, and thus from (2.27), $c_i = \text{Cov}(x, v'_i), i \in I_k$. Furthermore, if $\text{Var}(x) > 0$, then

$$\text{corr}(x, v_i) = \frac{\text{corr}(x, v'_i)}{\sigma(x)} = \frac{b_i\sigma(v_i)}{\sigma(x)} = \frac{b_i}{\sigma(x)}, \quad i \in I_k. \quad (2.30)$$

From discussion in Section 1.4, $\mathbb{E}(x)$ is orthogonal projection of $x$ onto span of constant random vectors, so that from Lemma 37 it easily follows that

$$\sum_{i=1}^{n} b_{k+i} e_i = \mathbb{E}(x). \quad (2.31)$$

Thus, from (2.25) and (2.30) we receive

$$d(x, c_i v'_i + \mathbb{E}(x))^2 = \text{Var}(x) - c_i^2 = \text{Var}(x)(1 - \text{corr}(x, v'_i)^2) \geq 0, \quad i \in I_k. \quad (2.32)$$

In particular, for $U$ and $Z$ as above, taking $k = 1$, $x = Z$, and $v_1 = U - \mathbb{E}(U)$, and using the fact that $\text{corr}(Z, U) = \text{corr}(x, v_1)$, we receive

$$-1 \leq \text{corr}(Z, U) \leq 1, \quad (2.33)$$

with equality in either of the above inequalities implying the linear relationship

$$Z = b_1 v_1 + \mathbb{E}(Z) = b_1 U - b_1 \mathbb{E}(U) + \mathbb{E}(Z), \quad (2.34)$$

with the sign of $b_1$ being due to (2.30) the same as of the correlation. In Section 2.14 we discuss some general methods for estimating the coefficients in the above projection and correlations for the case of $x = f(X)$ corresponding to different functions of conditional moments of functions of two independent variables given the first variable, like conditional variances of stochastic model outputs given the model parameters, and $v_i = \phi_i(X)$, $i \in I_k$, as above, being some functions of the first variable. However, in the numerical experiments and the discussion below we consider only the coefficients of orthogonal projection of $f(X)$ onto span of constant vectors and independent coordinates of $X$, which describe the linear part of the relationship of $f(X)$ and the coordinates. Let us assume that $Z = f(X) \in L^2_n$, $X \in L^2_n$, and $\text{Var}(X_i) > 0$, $i \in I_N$. Elements of the set $\Phi = \{X_i - \mathbb{E}(X_i)\} e_j \in I_N \in I_n$, are orthogonal, and for $X' = \left(\frac{X_i - \mathbb{E}(X_i)}{\sigma(X_i)}\right)_{i=1}^{N}$, elements of $\Phi' = \{X'_i e_j\} \in I_N \in I_n$ are orthonormal with respect to $(.,.)_n$. Denoting by $W$ the space of constant $\mathbb{R}^n$-valued random vectors, we define $V = \text{span}(\Phi \cup W) = \text{span}(\Phi' \cup W)$. Coefficients of the respective elements of $\Phi$ in the orthogonal projection of $Z$ onto $V$ (in $L^2_n$) fulfill

$$b_{i,j} = \frac{(Z, \Phi_{i,j})_{n}}{\text{Var}(X_i)} = \frac{\text{Cov}(Z, X_i e_j)}{\text{Var}(X_i)}, \quad (2.35)$$
and for coefficients of elements of $\Phi'$ in this projection we have

$$c_{i,j} = (Z, \Phi'_{i,j})_n = \frac{\text{Cov}(Z, X_i e_j)}{\sigma(X_j)}.$$  

(2.36)

We denote for $i \in I_N$, $c_i = \sum_{j=1}^{n} c_{i,j} e_j$, for $J \subset I_N$, $c_J = (c_j)_{j \in J}$, $c = c_{I_N}$,

$$c_j^2 = \sum_{i \in J} c_{i,j}^2,$$  

(2.37)

and analogously for coefficients $b_{i,j}$. For $J \subset I_N$, we define the space of functions of $X$ linear in $X_J$ to be $V_J = \text{span}(L^2_{0,X_{\sim J}} \cup \{\Phi_{i,j}\}_{i \in J, j \in I_n})$, so that $V_{I_N} = V$. One can easily verify that the orthogonal projection of $Z$ onto functions linear in $X_J$ is equal to

$$P_{V_J}(Z) = \mathbb{E}(Z|X_{\sim J}) + c_J X'_J,$$  

(2.38)

where $c_J X'_J = \sum_{i \in J} c_i X'_i$. We define the nonlinearity coefficient of $Z$ in $X_J$ as

$$DN_J = ||Z - P_{V_J}(Z)||^2_n = ||Z||^2_n - ||\mathbb{E}(Z|X_{\sim J})||^2_n - c_j^2 = V_{X_J}^{tot} - c_j^2.$$  

(2.39)

It holds $0 \leq DN_J \leq V_{X_J}^{tot}$, equality on the left meaning that $Z$ is linear in $X_J$ and on the right that $c_j^2 = 0$, that is knowledge of the linear part of dependence of $Z$ on $X_J$ is of no help in approximating it. For $V_{X_J}^{tot} > 0$ one can also consider the normalized nonlinearity coefficient

$$dN_J = \frac{DN_J}{V_{X_J}^{tot}},$$  

(2.40)

which fulfills $0 \leq dN_J \leq 1$, and is equal to the ratio of squared errors of the best approximation of $Z$ with functions linear in $X_J$ and another one with functions of $X_{\sim J}$. The nonlinearity coefficient of $Z$ in $X$,

$$DN = DN_{I_N} = \text{Var}(Z^2) - c^2,$$  

(2.41)

is equal to the squared error of the best approximation of $f(X)$ in $V$, and

$$dN = \frac{DN}{\text{Var}(f(X))}.$$  

(2.42)

tells what its ratio is to the squared error of the best approximation of $f(X)$ using constant vectors. We call $dN$ the relative error of the best linear approximation of $f(X)$. We have focused on nonlinearity coefficients, because they appear directly in our estimates of probabilities of localizations of functions values changes due to perturbations of their independent arguments, discussed in the next section, but similarly one can define linearity coefficients, like such normalized coefficient

$$dL_J = 1 - dN_J = \frac{c_J^2}{V_{X_J}^{tot}}.$$  

(2.43)

Let us define, for $J \subset I_N$, $g_J$ to be a measurable function such that

$$g_J(X) = \sum_{K \subset I_N: K \cap J \neq \emptyset} \frac{f_K(X_K)}{K \subset I_N: K \cap J \neq \emptyset}$$  

(2.44)

$$= f(X) - \mathbb{E}(f(X)|X_{\sim J})$$

(for $J = \{j\}$ we simply write $j$ in the subscript), where we have used ANOVA decomposition (1.38). It holds

$$||g_J(X)||^2_n = V_{X_J}^{tot}.$$  

(2.45)
We denote $A$ use notations introduced in the previous section, like coefficients $b_i$ and $B_i$. For a perturbation $\Delta = (\Delta_i)_{i=1}^N$ of the model parameters $P$, $Y = (Y_i)_{i=1}^N$ can imitate adding a given amount of some species $X_i$ to the chemical system, e.g., as a pharmaceutical intervention. When planning which uncertain parameters of a model to perturb to receive a desirable effect on the output it might be useful to know the probability that the change of output will belong to a given area, e.g., be positive or negative. We describe here a method for obtaining lower bounds on certain such probabilities for appropriate $f$ and $X$, using only total sensitivity indices and orthogonal projection coefficients.

Let us assume that the coordinates of $Y$ belong to $L^2_N$ and are independent and have uniform or uniform discrete distributions on $R$, and let $B_Y$ be the support of $\mu_Y$ (see Appendix). We assume that $f(Y) \in L^2_N$, random vector $X$ takes values in a measurable set $B_X \subset B_Y$ satisfying $\mu_Y(B_X) > 0$, and for each measurable $D \subset R^n$,

$$\mu_X(D) = \frac{\mu_Y(D \cap B_X)}{\mu_Y(B_X)}.$$  (2.49)

In particular if $B_X = B_Y$, then $\mu_X = \mu_Y$. For a measurable function $s$ such that $s(X)$ is integrable, one can easily prove that

$$\frac{\mathbb{E}(\mathbb{1}_{Y \in B_X}s(Y))}{\mu_Y(B_X)} = \mathbb{E}(s(X)).$$  (2.50)

If $s$ is further nonnegative, then we receive

$$\frac{\mathbb{E}(s(Y))}{\mu_Y(B_X)} \geq \mathbb{E}(s(X)).$$  (2.51)

For a perturbation $\Delta = (\Delta_i)_{i=1}^N \neq 0$, let $J = \{i \in I_N : \Delta_i \neq 0\}$ and $\Delta_J = (\Delta_i)_{i \in J}$. We denote $A = \{X + \Delta \in B_Y\}$, which is the event that the perturbed arguments are in $B_Y$. In particular, if $\Delta + B_X = \{x + \Delta : x \in B_X\} \subset B_Y$, then $P(A) = 1$. We further use notations introduced in the previous section, like coefficients $b_{i,j}$ and $c_{i,j}$, variables $Y'$, etc.
sequence $\Phi'$, product $Y_jb_j$, nonlinearity coefficient $DN_j$, $g_j(Y)$ etc. defined identically but with $X$ replaced by $Y$ in the definitions. Let

$$\delta(x) = h(x) - b\Delta.$$  

(2.52)

We have

$$1_A\delta(X) = 1_A(g_j(X + \Delta) - g_j(X) - b\Delta).$$  

(2.53)

For a function

$$a(x) = g_j(x) - b_j(x_j - \mathbb{E}(Y_j)),$$  

(2.54)

it holds

$$1_A\delta(X) = 1_A(a(X + \Delta) - a(X)).$$  

(2.55)

Using Lemma [37] it is easy to prove that $b_j(Y_j - \mathbb{E}(Y_j)) = c_jY'_j$ is an orthogonal projection of $g_j(Y)$ onto $\text{span}(\{Y'_je_j\}_{j\in J, j \in I_n})$ and $\|c_jY'_j\|^2 = c_j^2$, so that from (2.25) we have

$$\|a(Y)\|_n^2 = V_{Y_j}^{\text{tot}} - c_j^2 = DN_j.$$  

(2.56)

We have the following easy generalization of Chebyshev’s inequality [7].

**Lemma 9.** For $Z \in L_n^2$, $\varepsilon \in \mathbb{R}_+$, and each event $B$ it holds

$$\|1_BZ\|_n^2 = \mathbb{E}(1_B|Z|^2) \geq \mathbb{P}(B, |Z| \geq \varepsilon)\varepsilon^2.$$  

(2.57)

Using it we obtain

$$\mathbb{P}(A, |\delta(X)| \geq \varepsilon) \leq \frac{||1_A\delta(X)||_n^2}{\varepsilon^2}.$$  

(2.58)

Applying triangle inequality [48] to (2.55) we receive

$$||1_A\delta(X)||_n^2 \leq (||1_Aa(X)||_n + ||1_Aa(X + \Delta)||_n)^2.$$  

(2.59)

We estimate

$$||1_Aa(X)||_n^2 \leq \mathbb{E}(|a(X)|^2) \leq \frac{\mathbb{E}(|a(Y)|^2)}{\mu_Y(B_X)}$$  

(2.60)

where in the second inequality we used (2.51). Furthermore,

$$||1_{X + \Delta \in B_X}a(X + \Delta)||_n^2 \leq \frac{\mathbb{E}|1_{X + \Delta \in B_X}|a(Y + \Delta)|^2}{\mu_Y(B_X)}$$  

(2.61)

$$\leq \frac{|a(Y)|^2}{\mu_Y(B_X)},$$

where in the first inequality we used (2.51) and in the last one the assumption of independence and uniform distributions of coordinates of $Y$. From (2.59), (2.60), and (2.61), we receive

$$||1_A\delta(X)||_n^2 \leq \frac{4||a(Y)||^2}{\mu_Y(B_X)} = \frac{4DN_j}{\mu_Y(B_X)}.$$  

(2.62)

For $p$, $r \in \mathbb{R}^n$, we define a ball with center $p$ and radius $r$ as

$$B(p, r) = \{x \in \mathbb{R}^N : \tilde{d}(x, p) < r\}.$$  

(2.63)

We have the following lower bound on the probability that the effect of perturbation lies in a ball with center $b_j\Delta_j$ and radius $\varepsilon > 0$

$$\mathbb{P}(h(X) \in B(b_j\Delta_j, \varepsilon)) = \mathbb{P}(|\delta(X)| < \varepsilon) \leq \mathbb{P}(A, |\delta(X)| < \varepsilon)$$

(2.64)

$$= \mathbb{P}(A) - \mathbb{P}(A, |\delta(X)| \geq \varepsilon)$$

$$\geq \mathbb{P}(A) - \frac{4DN_j}{\mu_Y(B_X)\varepsilon^2},$$
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where in the last equality we used (2.58) and (2.62). In particular if $P(A) = 1$ and $f(Y)$ is linear in $Y_j$, so that $DN_j = 0$, then we receive $h(X) = b_j\Delta_j$, which also follows from the fact that in such case $f(Y) = b_iY_j + \mathbb{E}(f(Y)|Y_{-j})$. If $n = 1$ and $b\Delta$ is positive (negative), then the probability that the effect of perturbation $\Delta$ on the output is positive (negative) is bounded from below by

$$P(h(X) \in B(b\Delta, b\Delta)) \geq P(A) - \frac{4DN_j}{\mu_Y(B_X)(b_j\Delta_j)^2}. \tag{2.65}$$

We apply the above theory to the GTS model at the end of Section 2.17.3.

### 2.6. Statistics, Monte Carlo procedures, and inefficiency constants - some new definitions, generalizations and interpretations

If $\mathcal{P}$ consists of all probability distributions on $\mathbb{R}$ with finite $n$th moments for some $n \in \mathbb{N}_+$, then for $Q$ whose restriction to $\mathcal{T}_n$ is a function of the first $n$ so restricted moments as in Section 2.2 we define estimand $G_Q$ on $\mathcal{P}$ to be such that for each $\mu \in \mathcal{P}$,

$$G_Q(\mu) = Q_\mu(\text{id}_\mathbb{R}). \tag{2.66}$$

or equivalently $G_Q(\mu) = Q(X)$, $X \sim \mu$. In particular, for $Q = \mathbb{E}$ and $\text{Var}$ we receive estimands $G_\mathbb{E}$ and $G_{\text{Var}}$ from Appendix E. Degree of an estimand $G$ is defined as the smallest $n \in \mathbb{N}_+$ for which there exists an unbiased estimator of $G$ in $n$ dimensions (see Appendix E), assuming that for some $n$ such estimator exists [30, 23]. In other words, it is the minimum value of $n$ for which there exists a measurable real-valued $\phi$ on $S^n$ such that for each $\mu \in \mathcal{P}$ and $X_1, \ldots, X_n$ i. i. d., $X_1 \sim \mu$, it holds

$$G(\mu) = \mathbb{E}(\phi(X_1, \ldots, X_n)). \tag{2.67}$$

It was proved in [23] that for admissible distributions $\mathcal{P}$ on $\mathbb{R}$ containing all finite discrete distributions on $\{0, 1\}$ (see Appendix E) and possibly some other distributions with finite $n$th moments for some $n \in \mathbb{N}_+$, for $Q$ being the $n$th moment or central moment, $G_Q$ restricted to $\mathcal{P}$ has degree exactly $n$.

Let $n \in \mathbb{N}_+$, and $G_i$ be an estimand for $\mathcal{P}$, $i \in I_n$. Then we call $G = (G_i)_{i=1}^n$ an $n$-dimensional or if $n$ is left unspecified simply vector-valued estimand. If $\phi_i$ is an [unbiased] estimator of $G_i$, $i \in I_n$, then we call $\phi = (\phi_i)_{i=1}^n$ an [unbiased] estimator of $G$, where the words in square brackets in a sentence should be either all read or omitted. Error of approximation of $G$ by its unbiased estimator $\phi$ for some $\mu \in \mathcal{P}$ can be quantified by $\text{Var}_\mu(\phi)$ for some variance for random vectors as in Section 1.4. The suitable scalar product in the definition of such a variance can depend on the estimation problem at hand. In Section 2.15 we shall discuss a problem for which the standard scalar product is a natural choice.

Let us assume that similarly as for $m = 1$ in Appendix E to estimate some $\lambda_1, \ldots, \lambda_m \in \mathbb{R}$ for some $m \in \mathbb{N}_+$ we carry out $n$-step MC procedures using the same variable $X \sim \mu$ and single-step MC estimators $\phi_i$ of $\lambda_i$ for $\mu$, $i \in I_m$. Then we say that these quantities are estimated in the same MC procedure. For $i \in I_m$, for the subprocedure estimating $\lambda_i$ we use notations analogous as in Appendix E but with a subscript $i$, like $W_{i,j}$ for the $j$th observable of the $i$th single step estimator as well as $\overline{W}_i$ for the observable and $\overline{X}_i$ for its observed value, $\overline{\lambda}_i$ for variance and $\sigma_i$ for the standard deviation of the $i$th final estimator $\phi_{f,i}$. Then $\phi = (\phi_i)_{i=1}^m$ is called a single step MC estimator of $\lambda = (\lambda_i)_{i=1}^m$ for $\mu$, and $\phi_f = (\phi_{f,i})_{i=1}^m$ the final or $n$-step one. We define the variance $\text{Var}_\mu$ for a single step MC estimator and such variance $\text{Var}_f$ of the final MC estimator using the same formulas as for
We can define inefficiency constants for sequences of MC procedures for estimating \( \lambda \in \mathbb{R}^m \) identically as in Section 1.9 for \( m = 1 \) and thanks to (2.68) they enjoy the same interpretation as in this section - if we have \( \delta \)-approximate equality of average duration times of two MC procedures then the ratio of the final MC variances is \( \delta \)-approximately equal to the ratio of their inefficiency constants. Let us notice two further interpretations of the inefficiency constants using notations as in Section 1.9. The first is that if we have \( \delta \)-approximate equality of variances of the final estimators of the MC procedures

\[
\text{Var}_f(n) \approx_\delta \text{Var}_f'(n'),
\]

then the ratio of their average durations is \( \delta \)-approximately the same as of the inefficiency constants

\[
\frac{\tau_f(n)}{\tau_f'(n')} \approx_\delta \frac{\epsilon}{c}.
\]

Secondly, consider the approach to estimating \( \lambda \) using a sequence of MC procedures in which for some target accuracy threshold \( \epsilon > 0 \), one carries out the MC procedure with the smallest number \( n(\epsilon) \) of MC steps for which variance of the final MC estimator \( \text{Var}_f(n(\epsilon)) \) is below \( \epsilon \). In practice one usually does not know \( \text{Var}_f(n(\epsilon)) \), but can approximate it using values of estimator \( \text{Var}_s \). For \( x \in \mathbb{R} \), let \( [x] \) denote the smallest integer \( l \) such that \( x \leq l \). It holds \( n(\epsilon) = \lceil \frac{\text{Var}_s}{\epsilon} \rceil \) and \( \text{Var}_f = \frac{\text{Var}_s}{n(\epsilon)} \), and similarly for the primed sequence. We have

\[
\frac{\text{Var}_f(n(\epsilon))}{\text{Var}_f'(n'(\epsilon))} = \frac{\text{Var}_s}{\text{Var}_s'} \left[ \frac{\text{Var}_s'}{\epsilon} \right],
\]

which tends to one as \( \epsilon \) goes to zero, and thus from (1.87) the ratio \( \frac{\tau_f(n(\epsilon))}{\tau_f'(n'(\epsilon))} \) of average durations of these procedures tends to \( \xi \).

### 2.7. Testing methodology

We shall use what we call \( k\sigma \) test for each of the null hypotheses that for some \( b, \lambda \in \mathbb{R} \), \( \lambda = b, \lambda \geq b, \) or \( \lambda \leq b \), in which for \( \lambda \) denoting observed value of the final MC estimator and \( \hat{\lambda} \) estimate of its standard deviation as in Appendix E one rejects the hypothesis if \( |\lambda - b| > k\hat{\sigma} \), \( b - \lambda > k\hat{\sigma} \), or \( \lambda - b > k\hat{\sigma} \), respectively. For sufficiently large \( n \) the significance level (upper bound on the probability of rejecting wrongly the hypothesis if it is correct) for such \( k\sigma \) test can be chosen arbitrarily close to \( 2(1 - \Phi(k)) \) for the equality and \( 1 - \Phi(k) \) for the inequalities hypotheses for \( \Phi(k) \) being the cumulative distribution function of the standard normal distribution (see Appendix E). Such significance levels are called asymptotic. Let the coordinates of \( \lambda \in \mathbb{R}^2 \) be estimated in the same \( n \)-step MC procedure and let \( \widetilde{W}_d = \widetilde{W}_1 - \widetilde{W}_2 \) and \( \sigma_d = \sigma(\widetilde{W}_d) \). From the inequality \( \sigma(X + Y) \leq \sigma(X) + \sigma(Y) \) for \( X, Y \in L^2 \), which follows from triangle inequality [14], we have \( \sigma_d \leq \sigma_{f,1} + \sigma_{f,2} \). Furthermore, from CLT applied to the sequence \( W_{1,j} - W_{2,j}, j \in I_n \), for \( n \) going to infinity \( \sqrt{n}\widetilde{W}_d \) converges in distribution to \( N(\lambda_1 - \lambda_2, \text{Var}(W_{1,1} - W_{2,1})) \). Thus if for the estimand \( \lambda_i \) we obtained a final MC estimate \( \tilde{\lambda}_i \pm \tilde{\sigma}_i \), \( i \in I_2 \), one can use \( k\sigma \) test rejecting the hypothesis \( \lambda_1 = \lambda_2 \) if \( |\tilde{\lambda}_i - \lambda_2| > k(\tilde{\sigma}_{f,1} + \tilde{\sigma}_{f,2}) \) or the hypothesis \( \lambda_1 \geq \lambda_2 \) if \( \lambda_2 - \lambda_1 > k(\tilde{\sigma}_{f,1} + \tilde{\sigma}_{f,2}) \), with the same asymptotic significance levels as for the equalities and inequalities hypotheses discussed above. For two independently run \( n \)-step MC procedures estimating \( \lambda_i \) and with
2.8. Generalization of estimands on pairs and their estimation schemes to many functions case

In this section we among others generalize the concepts from Section 1.7 like of admissible pairs, estimands, statistics, estimators, and estimation schemes, so that they can be used for problems of estimation of certain quantities defined for several functions of different sequences of random arguments. These concepts shall be used in their full generality in Section 2.14 e. g. when dealing with orthogonal projection coefficients onto orthogonal functions of the first variable of functions of conditional moments given the first variable, like conditional variance, of functions of two independent random variables. Unfortunately, giving only the number of distributions as before is not sufficient to specify the type of the more general admissible pairs we need so we introduce a helper definition of signature containing such specification.

Definition 10. We call \( S_g = (N, k, J, \mathcal{H}) \) a signature (of some admissible pairs) if \( N, k \in \mathbb{N}_+ \), sequence \( J = (J_i)_{i=1}^k \) consists of nonempty subsets of \( I_N \) such that

\[
I_N = \bigcup_{i=1}^k J_i, \tag{2.73}
\]

and coordinates of \( \mathcal{H} = (\mathcal{H}_i)_{i=1}^k \) are measurable spaces \( \mathcal{H}_i = (C_i, \mathcal{C}_i), i \in I_k \).

Definition 11. We call \( \mathcal{V} \) admissible pairs with signature \( S_g \) as in Definition 10 or equivalently admissible pairs of \( N \) distributions and \( k \) functions with values spaces \( \mathcal{H} \) and sets of arguments’ indices \( J \) as in this definition if it is a nonempty class consisting of pairs \( (\mu, f) = ((\mu_i)_{i=1}^N, (f_i)_{i=1}^k) \) such that \( \mu_i \) is a probability measure, \( i \in I_N \), and \( f_i \) is a measurable function from \( \bigotimes_{i \in J} S_{\mu_i} \) to \( \mathcal{H}_i, i \in I_k \).

We identify each one-element sequence \( (x) \) with \( x \) (see Appendix A), so that for \( N = 1 \) the first coordinate in each pair from \( \mathcal{V} \) in the above definition is a measure, while for \( k = 1 \), its second coordinate is a function and from \( (2.73) \) we have \( J = I_N \). Thus, for \( k = 1 \) and \( \mathcal{H} = \mathcal{S}(\mathbb{R}) \), the above definition reduces to definition of admissible pairs with \( N \) distributions from Section 1.7. Note that the class \( \mathcal{T}_n \) (see (2.5)) is an example of admissible pairs of single distributions and single real-valued functions. Similarly as in Section 1.7, an estimand on admissible pairs \( \mathcal{V} \) is any real-valued function on it. For instance for \( \mathcal{Q} \) such that restricted to \( \mathcal{T}_n \) it is a real-valued function of the first \( n \) so restricted moments as in Section 2.2 e. g. for the \( n \)th moment or central moment, \( Q_{\mathcal{T}_n} \) is an estimand on \( \mathcal{T}_n \). We define estimand \( PR \) on the admissible pairs \( \mathcal{V} \) of single distributions and two real-valued functions consisting of all possible \( \alpha = (\mu, (f_1, f_2)) \) such that \( f_1, f_2 \in L^2(\mu) \), in which case \( PR(\alpha) = \mathbb{E}_\mu(f_1f_2) \). We now describe and illustrate by example a method for obtaining vectors of estimands, which will be frequently used in Section 2.14. Let us consider a signature \( S_g \) as in Definition
indices
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are functions, \( i \in I_n \). We say that such \( S_g \) is received from \( S_g' \) using \( \psi \) if \( J_{\psi(i)} = I_{\psi(i)} \), \( \mathcal{H}_{\psi(i)} = \mathcal{H}_{\psi(i)} \), \( j \in I_k \), \( i \in I_n \), and \( \{ \psi_k \}_{k=1}^n \) has \( \psi_k = I_k \). Let \( G' = (G'_i)_{i=1}^n \) be such that \( G'_i \) is an estimand on admissible pairs \( V'_i \) with signature \( S_{g'_i} \), \( i \in I_n \), and \( S_g \) be received from \( S_g' \) using some \( \psi \) as above. We say that \( G = (G_i)_{i=1}^n \) are trivial extensions of \( G' \) using \( \psi \) if for each \( i \in I_n \), \( G_i \) is an estimand on pairs \( V_i \) with signature \( S_{g_i} \) and consisting of all possible \( (\mu, f) = ((\mu_j)_{j=1}^n, (f_k)_{k=1}^n) \) such that for some \( \beta = (\mu, (g_1, \ldots, g_k)) \in V'_i \), it holds \( f_{\psi(j)} = g_j \), \( j \in I_k \), in which case \( G_i(\alpha) = G'_i(\beta) \). As an example of the above construction we define estimands \( PR^n = (PR_i)_{i=1}^n \) (identifying \( PR^1 \) with \( PR \)) to be trivial extensions of \( (PR_i)_{i=1}^n \) using \( \psi \) such that \( \psi(1) = i \) and \( \psi(2) = n+1 \), \( i \in I_n \). The resulting \( PR^n \) are estimands on common admissible pairs (defined as at the beginning of Section 1.10) consisting of \( (\mu, f) \) such that \( (\mu_j, f_{n+1}) \in D_{PR} \), \( i \in I_n \), for which \( PR^n(\alpha) = \mathbb{E}_\mu(f_{n+1}) \), \( i \in I_n \). Note that if \( f_{n+1} \in L^2(\mu) \) and \( \Phi = \{ f_i \}_{i=1}^n \) is an estimand on \( S_g \) with \( \psi(1) = i \) and \( \psi(2) = n+1 \), \( i \in I_n \). For each \( \psi \), \( \Phi \) is defined analogously as in Section 1.7. For a measurable space \( \mathcal{H} \), a \( \mathcal{H} \)-valued statistic \( \phi \) for \( \mathcal{V} \) with (arguments) indices \( \alpha \) is a function \( \alpha \) on \( \mathcal{V} \). A sequence of \( \mathcal{H}_n \) as above is identified with \((\mathbb{X}, (\alpha_{(i, j)})_{(i, j) \in K})_{(i, j) \in K} \) with \( \mathbb{X} \sim \mu^K \) if \( \mathbb{X} \sim \mu^K \) is received from \( \mathcal{H}_n \). For \( k = 1 \), \( K = K_\nu \) for some \( \nu \), \( \mathcal{H} = \mathcal{S}(\mathbb{R}) \) this coincides with the definition of statistic \( \mathcal{V} \) with dimensions of arguments \( \nu \) from Section 1.7. Analogously as in Section 1.7 for a real-valued statistic \( \phi \) for \( \mathcal{V} \) with indices \( K \), and some \( Q \) as in Section 2.2 like variance \( \mathbb{V} \) or expectation \( \mathbb{E} \), we denote for \( \alpha = (\mu, f) \in \mathcal{V} \),

\[
Q_\alpha(\phi) = Q_\mu^K(\phi(f)),
\]

(
2.74
)

whenever the expression on the right makes sense. If \( \phi \) is an \( \mathbb{R}^n \)-valued statistic for \( \mathcal{V} \) with indices \( K \) then we shall also use notation (2.74) for \( Q = \mathbb{E} \) when \( \phi(f) \in L^1_n(\mu^K) \) or for \( Q = \mathbb{V} \) for some variance or for random vectors as in Section 1.4 and \( \phi(f) \in L^2_n(\mu^K) \). Let \( G \) be an estimand on \( \mathcal{V} \). We call any real-valued statistic \( \phi \) for \( \mathcal{V} \) with indices \( K \) estimator of \( G \) if for each \( \alpha = (\mu, f) \in \mathcal{V} \), we consider values of \( \phi(f)(X) \) for each \( X \sim \mu^K \) to be certain approximations of \( G(\mu, f) \), and analogously as in Section 1.7 such \( \phi \) is further called unbiased if

\[
\mathbb{E}_\alpha(\phi) = G(\alpha), \quad \alpha \in \mathcal{V}.
\]

(2.75)

We shall now introduce a number of notations needed to define estimation schemes for the above estimands. Let us consider some signature \( S_g \) as in Definition 11. A sequence of finite sets \( A = (A_i)_{i=1}^k \) such that \( A_i \subset \mathbb{N}^K_i \), \( i \in I_k \), and at least one of these sets is nonempty is called sets of evaluation vectors. For \( k = 1 \) this reduces to evaluation vectors for \( N \) from Section 1.7. We define the arguments’ indices of \( A \) as

\[
p_A = \{(i, j) \in I_N \times \mathbb{N}_+ : \text{for some } l \in I_k \text{ such that } i \in J_l,
\text{there exists } v \in A_i \text{ such that } v_i = j\}.
\]

(2.76)

Let \( \mathcal{V} \) be admissible pairs with signature \( S_g \). For each \( i \in I_k \) and \( v \in A_i \), we define evaluation operator \( g_{\mathcal{V}, A_i, v} \) to be a \( \mathcal{H}_i \)-valued statistic for \( \mathcal{V} \) with indices \( p_A \) such that for
each \((\mu, f) \in V\) and \(x \in \mathcal{B}_{\mu}^A\), it holds

\[
g_{V,A,i,v}(f)(x) = f_i(x_v),
\]

where

\[
x_v = (x_{i,v})_{i \in I_i}.
\]

For \(k = 1\) we omit subscript \(i\) in the above or below alternative notations for evaluation operators, so that if further \(p_A = K_w\) for some \(w \in \mathbb{N}_+^N\) and \(\mathcal{H} = \mathcal{S}(\mathbb{R})\), the new \(g_{V,A,v}\) coincides with the definition of evaluation operator from Section \([1.7]\). Similarly as in Section \([1.7]\), \(V\) and \(A\) in the subscripts are omitted when known from the context. If for some \(l \in \mathbb{N}_+, l \leq n\), it holds \(J_i = I_i\), then we use a C-array-like notation

\[
g_i[v_1 - 1] \ldots [v_l - 1] = g_{i,v},
\]

while for \(J_i = \{i\}\) we use notation

\[
r_i[v_1 - 1] = g_{i,v}.
\]

For each \(i \in I_k\) for which \(A_i\) is nonempty, we define the following \(\mathcal{H}_i^{[A_i]}\)-valued statistic for \(V\) with indices \(p_A, g_{V,A,i} = (g_{V,A,i,v})_{v \in A_i}\) (see \([1.61]\)). Let \(\delta(A) = \{\{i \in I_k : A_i \neq \emptyset\}\}\), that is the number of nonempty coordinates of \(A\), and for each \(i \in I_{\delta(A)}\), let \(\gamma_A(i)\) be the index of the \(i\)th nonempty coordinate of \(A\). Let

\[
\mathcal{H}_A = (C_A, C_A) = \bigotimes_{i=1}^{\delta(A)} \mathcal{H}_{A,\gamma_A(i)}^{[A_i]}.
\]

We define the following \(\mathcal{H}_A\)-valued statistic for \(V\) with indices \(p_A, g_{V,A} = (g_{V,A,\gamma_A(i)})_{i=1}^{\delta(A)}\).

For a signature \(Sg\), let \(A\) be sets of evaluation vectors for \(Sg\) and \(t\) be a measurable real-valued function on \(\mathcal{H}_A\). Let \(\kappa = (t, A)\), which we call a scheme for \(Sg\). This coincides with the previous definition of a scheme for \(k = 1\) and \(\mathcal{H} = \mathcal{S}(\mathbb{R})\). We define arguments’ indices of \(\kappa\) as \(p_\kappa = p_A\). The statistic \(\phi_\kappa,v\) given by \(\kappa\) and \(V\) is defined using the same formula \([1.64]\) as in Section \([1.7]\). Let \(G\) be an estimand on \(V\). Similarly as in Section \([1.7]\) \(\kappa\) is called an [unbiased] (estimation) scheme for \(G\) if \(\phi_\kappa,v\) is an [unbiased] estimator of \(G\).

Let now for some \(n \in \mathbb{N}_+\), \(\kappa = (\kappa_i)_{i=1}^n = (t_i, A_i)_{i=1}^n\) be a sequence of schemes for \(Sg\), called an \((n\text{-dimensional})\) scheme for \(Sg\). We define the vector of sets of evaluation vectors of \(\kappa\) as

\[
A_\kappa = \bigcup_{i=1}^n A_{i,j}\bigcup_{j=1}^k.
\]

Let \(N \in \mathbb{N}_+, K\) be arguments’ indices for \(N, L \subset K, L \neq \emptyset, B = (B_1, \ldots, B_N)\) be a sequence of nonepmtty sets. For \(x \in B^K\), we define

\[
x_L = (x_\beta)_{\beta \in L},
\]

while for \(x \in B^K\) and \(L = \emptyset\), we define \(x_L = \emptyset\). We also define arguments’ indices \(p_\kappa\) of \(\kappa\) to be equal to \(p_{A_\kappa}\), defined as in \([2.76]\). A statistic given by \(\kappa\) and \(V\), denoted as \(\phi_\kappa,v\), is defined as an \(\mathbb{R}^n\)-valued statistic for \(V\) with indices \(p_{A_\kappa}\) such that for each \((\mu, f) \in V\) and \(x \in B_{\mu}^A\)

\[
\phi_{\kappa,v}(f)(x) = (\phi_{\kappa_i,v}(f)(x_{p_{\kappa_i}}))_{i=1}^n,
\]

which for \(n = 1\) coincides with the previous definition. Let \(G = (G_i)_{i=1}^n\) be a sequence of estimands, each on some (possibly different) admissible pairs but all with the same signature \(Sg\). Let us assume that \(\kappa_i\) is an [unbiased] estimation scheme for \(G_i, i \in I_n\), in which case we call the above \(\kappa\) an [unbiased] estimation scheme for \(G\). Similarly as in Section \([1.7]\) we
denote $\hat{G}_{n,i} = \phi_{\kappa_i, D_{G_{\iota_i}}}$, $i \in I_n$, and use for it analogous shorthand notations in that section in analogous situations.

Let us now move on to examples. For an estimand $Q_{|\mathcal{T}_n}$ as above, if there exists an estimator $\phi_Q$ of $G_Q$ in $m$ dimensions (see Section 2.6), then an unbiased estimation scheme $SQR = (t, A)$ for $Q_{|\mathcal{T}_n}$ is given by $t = \phi_Q$ and $A = I_m$. Using notation (2.79), the estimator of this scheme can be written as

$$\hat{G}_{Q,SQR} = \phi_Q((g[i])_{i=0}^{m-1}).$$  \tag{2.85}$$

The fact that this estimator is unbiased follows from the fact that for each $(\mu, f) \in \mathcal{T}_n$,

$$\mathbb{E}_{\mu}^{m} (\hat{G}_{Q,SQR}(f)) = \mathbb{E}_{(\mu f^{-1})^{m}}(\phi_Q) = G_Q(\mu f^{-1})$$

$$= Q(\mu f^{-1}, \mathbb{I}_G) = Q(\mu, f),$$  \tag{2.86}$$

where in the first equality we used the change of variable Theorem [22] in the second and third the definitions of $\phi_Q$ and $G_Q$ (see (2.66)), respectively, and in the last (2.7) and again Theorem [22] An unbiased estimation scheme $SPR = (t, (A_i)_{i=1}^{2})$ for $PR$ is given by $A_1 = A_2 = \{1\}$ and $t(x_1, x_2) = x_1 x_2$, so that, using notation (2.79), its estimator can be written as

$$\hat{PR}_{SPR} = g_1[0] g_2[0],$$  \tag{2.87}$$

and for each $(\mu, f) \in \mathcal{V}$ and $X \sim \mu$, it holds

$$\hat{PR}_{SPR}(f)(X) = f_1(X) f_2(X).$$  \tag{2.88}$$

If $Sg$ is received from $Sg'$ using $\psi$ as above and we are given schemes $\kappa' = (\kappa'_i)_{i=1}^{n}$ such that $\kappa'_i$ is a scheme for $Sg'_i$, $i \in I_n$, then trivial extensions of $\kappa'$ using $\psi$ are defined as a scheme $\kappa = (\kappa'_i)_{i=1}^{n}$ for $Sg$ such that for each $i \in I_n$, $t_{\kappa_i} = t_{\kappa'_i}$ and for $j \in I_k$, if $j \in \psi[i_k]$, then $A_{\kappa_i,j} = A_{\kappa'_i,\psi^{-1}(j)}$, and otherwise $A_{\kappa_i,j} = \emptyset$. It is easy to check that if $\kappa'$ is an unbiased scheme for estimation $G'_{i}$, $i \in I_n$, as above, and $G$ are trivial extensions of $G'$ using $\psi$, then $\kappa$ is an unbiased estimation scheme for $G$. An unbiased estimation scheme $SPR^n$ for $PR^n$ is defined as trivial extensions of $(SPR)^{n}_{i=1}$ using the same $\psi$ as when extending $(PR)^{n}_{i=1}$ to $PR^n$. With the help of notation (2.79), estimator of its $i$th subscheme can be written as

$$\hat{PR}^{n}_{i,SPR} = g_i[0] g_{i+1}[0].$$  \tag{2.89}$$

We shall use formulas for estimators like (2.85) and (2.89) to define previously undefined schemes analogously as in Section 1.7

### 2.9. Generalization of the inefficiency constants of schemes

Let us make some generalizations of the definitions of inefficiency constants of schemes from Section 1.10 so that they can be used for the more general schemes from the previous section and for quantifying the inefficiency of estimation of several estimands in the same sequence of Monte Carlo procedures using a given scheme. If $\kappa = (\kappa_i)_{i=1}^{n} = (t_i, A_i)_{i=1}^{n}$ is an estimation scheme for estimands $G = (G_i)_{i=1}^{n}$ on some common admissible pairs $\mathcal{V}$ as in Definition [11] then $\kappa$ can be used to generate estimates of coordinates of $G(\alpha)$ for some $\alpha = (\mu, f) \in \mathcal{V}$ as follows. For a $X \sim \mu^p$, one computes the quantities $g_{\mathcal{V}_i A_{i,j,v}}(f)(\hat{X}_{p_{A_{i,j}}}) = f_j(X_v)$, $i \in I_n$, $j \in I_k$, $v \in A_{i,j}$, bearing in mind that they are equal for the same $j$ and $v$ and different $i$, so that they are computed only once, and one evaluates $t_i$ on $g_{\mathcal{V}_i A_{i,j,v}}(f)(\hat{X}_{p_{A_{i,j}}})$ to obtain an estimate of $G_i(\alpha)$, $i \in I_n$. Note that this time, for each $i \in I_k$, $|A_{i,j}|$ (see (2.82)) is the number of all evaluations of $f_i$ made in such a computation. Let further $\kappa$ be unbiased for estimation of $G$ and $\text{Var}_{\alpha}(\phi_{\kappa_i,\mathcal{V}}) < \infty$, $i \in I_n$. Then we can use the above estimate of $G(\alpha)$ in a single step of a MC procedure. Let $J \subset I_n$ be nonempty. We define subvector...
of $G$ consisting of its estimands with indices in $J$, as $G_J = (G_j)_{j \in J}$ and an analogous subvector of $\kappa$ as $\kappa_J = (\kappa_j)_{j \in J}$. Note that from (2.84) and discussion below (2.74), quantity $\text{Var}_\alpha(\phi_{\kappa,J},\mathcal{V}) \in \mathbb{R}$ is well-defined for $|J| = 1$ for all $\alpha \in \mathcal{V}$, while for $|J| > 1$, for which symbol $\text{Var}$ in this quantity is some variance for random vectors as in Section 1.4, it is well-defined only for $\alpha \in \mathcal{V}$ for which $\text{Var}_\alpha(\phi_{\kappa,J},\mathcal{V}) < \infty$, $i \in J$. We define an inefficiency constant $d_{G,J,i,\kappa}$ of $\kappa$ with respect to the $i$th function for estimating the subvector of $G$ with indices in $J$ to be an $\mathbb{R}$-valued function defined for each $\alpha \in \mathcal{V}$ for which $\text{Var}_\alpha(\phi_{\kappa,J},\mathcal{V})$ is well-defined, in which case it is given by formula

$$d_{G,J,i,\kappa}(\alpha) = \text{Var}_\alpha(\phi_{\kappa,J},\mathcal{V})|A_{\kappa,i}|.$$  \hspace{1cm} (2.90)

This is an extension of the definition from Section 1.10 which coincides with the above one for $k = 1$ and $|J| = 1$. When $|J| = 1$ and the index $i$ of the function is known from the context and omitted in the subscript, we shall use the same simplified notations as in Section 1.10. The above defined inefficiency constants have analogous interpretation as the less general ones in Section 1.10. However, using notations as in this section, one now needs to assume that for estimands $G$ and $G'$ it holds $(G_J)_j(\alpha) = (G'_J)_j(\alpha')$, $j = 1, \ldots, |J|$, and that the ratio of positive average durations $\tau_s$ to $\tau'_s$ of single steps of sequences of MC procedures using $\kappa$ and $\kappa'$, computing $G(\alpha)$ and $G'(\alpha')$ fulfills

$$\frac{\tau_s}{\tau'_s} \approx \frac{|A_{\kappa,i}|}{|A_{\kappa',i'}|},$$

which can be the case for small $\delta$ e. g. when the most time-consuming part of both sequences of MC procedures are computations of only the $i$th and $i'$th functions. Similarly as in Section 1.7 in our numerical experiments these functions will be constructions of outputs of MRs. Then we receive that the ratio of inefficiency constant $c = \text{Var}_\alpha(\phi_{\kappa,J},\mathcal{V})\tau_s$ for estimation of $G_J(\alpha)$ (see Section 2.6) using $\kappa_J$ to an analogous constant for the primed procedure, fulfills

$$\frac{c}{c'} \approx \frac{d_{G,J,i,\kappa}(\alpha)}{d_{G,J',i',\kappa'}(\alpha')}.$$  \hspace{1cm} (2.92)

Similarly as for the inefficiency constants of sequences of MC procedures in Section 2.6, the ratio of positive real values of inefficiency constants (2.90) of $\kappa$ and $\kappa'$ for estimating the subvectors of $G(\alpha)$ and $G'(\alpha')$ with indices $J$ and $J'$ as as above, is $\delta$-approximately equal to the ratio of variances of the appropriate final MC estimators for $\delta$-approximately equal to the same number of $i$th and $i'$th functions evaluations made in the respective MC procedures or to the ratio of the number of these functions evaluations in the MC procedures for $\delta$-approximately equal variances of the final MC estimators, and it is also equal to the limit of ratios of minimum numbers of respective functions evaluations needed for the variances of the final MC estimators to be below $\epsilon$ for $\epsilon$ tending to zero.

2.10. The possibility of a better performance of translation-invariant estimators

In this section we provide certain criteria for verifying that some estimators of estimands on pairs which are in a sense invariant under translations can in some situations significantly outperform their certain counterparts without this property. Let $\mathcal{V}$ be some admissible pairs as in Definition 11 such that $\mathcal{H}_i = \mathcal{S}(\mathbb{R})$ for some $i \in I_k$. For $f = (f_j)_{j=1}^k \in \mathcal{V}_2$ and $c \in \mathbb{R}$, we denote $\text{tr}_i(f,c) = (f_1, \ldots, f_i + c, \ldots, f_k)$.

Definition 12. We say an estimand $G$ on $\mathcal{V}$ is translation-invariant in the $i$th function (or simply translation-invariant if $k = 1$), if for each $(\mu, f) \in \mathcal{V}$ and $c \in \mathbb{R}$ such that $(\mu, \text{tr}_i(f,c)) \in \mathcal{V}$, it holds $G(\mu, f) = G(\mu, \text{tr}_i(f,c))$. 
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Lemma 13. For an estimand $G$ on $V$, translation-invariant in the $i$th function, suppose that there exists $\alpha = (\mu, f) \in V$ and a real sequence $(c_l)_{l=1}^{\infty}$, $\lim_{l \to \infty} |c_l| = \infty$ such that for each $l \in \mathbb{N}_+$, $(\mu, tr_i(f, c_l)) \in V$. Suppose further that for some unbiased estimator $\phi$ of $G$ with indices $K$ and each $\tilde{X} \sim \mu^K$, there exist $n \in \mathbb{N}_+$ and $Z_j \in L^2$, $j = 0, \ldots, n$, where $\mathbb{E}(Z_n^2) > 0$, such that for each $l \in \mathbb{N}_+$,

$$R(c_l) = \phi(tr_i(f, c_l))(\tilde{X}) = \sum_{j=0}^{n} c_j^l Z_j$$

(2.93)

a. s. Then

$$\lim_{l \to \infty} \text{Var}_{\mu, tr_i(f, c_l)}(\phi) = \infty.$$  (2.94)

Proof. For certain random variables $W_1, \ldots, W_{2n-1} \in L^2$, it holds a. s.

$$R^2(c_l) = c_n^l Z_n^2 + \sum_{j=0}^{2n-1} c_j^l W_j.$$  (2.95)

Thus, from $\mathbb{E}(Z_n^2) > 0$, we receive

$$\lim_{l \to \infty} \mathbb{E}(R(c_l))^2 = \infty$$  (2.96)

and (2.94) follows from the fact that

$$\text{Var}_{\mu, tr_i(f, c_l)}(\phi) = \mathbb{E}(R^2(c_l)) - G^2(\alpha).$$  (2.97)

$\square$

In all situations in which we use the above lemma its assumptions are satisfied for each unbounded real sequence $(c_l)_{l=1}^{\infty}$, so we further only specify the required $\alpha$.

Definition 14. A statistic for $V$ with indices $K$ is translation-invariant in the $i$th function or simply translation-invariant if $k = 1$, if for each $(\mu, f) \in V$ and $c \in \mathbb{R}$ such that $(\mu, tr_i(f, c)) \in V$, and each $\tilde{X} \sim \mu^K$, it holds

$$\phi(f)(\tilde{X}) = \phi(tr_i(f, c))(\tilde{X}).$$  (2.98)

Note that if an unbiased estimator of an estimand $G$ is translation-invariant in the $i$th function, then $G$ must also be translation-invariant in this function.

Theorem 15. Let $G$ be an estimand on $V$. Let $\phi$ be an unbiased estimator of $G$, translation-invariant in the $i$th function, and let the unbiased estimator $\phi'$ of $G$ satisfy the assumptions of Lemma 13. Then for each $(c_l)_{l=1}^{\infty}$ and $\alpha = (\mu, f)$ as in this lemma for which further $\text{Var}_\alpha(\phi)$ is finite, for each $B > 0$, there exists $n \in \mathbb{N}_+$ such that for $\alpha = (\mu, tr_i(f, c))$,

$$\text{Var}_\alpha(\phi') > \text{Var}_\alpha(\phi) + B.$$  (2.99)

In particular, both the difference and ratio of variances of $\phi'$ and $\phi$ can be arbitrarily large.

Proof. From (2.98), $\text{Var}_\alpha(\phi') = \text{Var}_\alpha(\phi)$, $n \in \mathbb{N}_+$, while from Lemma 13 as $n$ goes to infinity, the lhs of (2.99) goes to infinity. $\square$

Let us apply the above theory to certain estimators defined in Section 11.11. Estimator $\hat{V}_{1,tot}^{1,2}$ is translation-invariant. For estimator $\hat{V}_{1,\alpha2}^{tot}$ let us take $\alpha = (\mu, f) \in D_{tr,\alpha2}^{tot}$ such that for each random variables $X_i \sim \mu_i$, $i \in I_2$, we have $X_i \in L^2$, $i \in I_2$, $\text{Var}(X_1) > 0$, $\mathbb{E}(X_2^2) > 0$, and $f(X_1, X_2) = X_1X_2$. Then for $\tilde{X} \sim \mu^{pa2}$, the assumptions of Lemma 13 are satisfied for $n = 1$ and $Z_1 = (\tilde{X}_1[0] - \tilde{X}_1[1])\tilde{X}_2$, since $\mathbb{E}(Z_1^2) = 2\text{Var}(X_1)\mathbb{E}(X_2^2) > 0$. Thus $\hat{V}_{1,\alpha2}^{t,2}$ can have
much higher variance than \( \hat{V}_{1,s_2}^k \) in the sense of Theorem 15 or equivalently \( d_{V_1^k,s_2} \) can be much higher than \( d_{V_1^k,s_2} \) (in the above sense). Notice that \( \hat{V}_{1,s_2} \) is translation-invariant and \( \hat{V}_{1,s_2} \) satisfies the conditions of Lemma 13 for some \((\mu, f) \in D_{V_1}\) such that for each \(X_i \sim \mu_i, \ i \in I_2, f(X_1, X_2) = X_1, X_1 \in L^2, \) and \( \text{Var}(X_1) > 0, \) then for \( \bar{X} \sim \mu^{D_{V_1}} \) we have in Lemma 13 \( n = 1 \) and \( E(Z^2) = E((\bar{X}_1[0] - \bar{X}_1[1])^2) = 2 \text{Var}(X_1) > 0. \) Thus \( d_{V_1^s,s_2} \) can be much higher than \( d_{V_1^s,s_2}. \)

### 2.11. Averaging of estimators and schemes

Let \( V \) be some admissible pairs with a signature \( S_g \) as in Definition 11. Let \( \pi \in \Theta^N \) (see Section 1.11). We define a function \( \tilde{V} \) on \( I_N \times N_+ \) by formula \( \tilde{V}(i, j) = (i, i(i)) \). Let \( K \) be some arguments’ indices for \( N \). The image under \( \tilde{V} \) (see Appendix A) of \( K \) is

\[
\tilde{V}[K] = \{ \tilde{V}(\beta) : \beta \in K \}.
\]  

(2.100)

Let \( B = (B_i)_{i=1}^N \) be a sequence of nonempty sets and the function \( \sigma_{B,K,\pi} : B^K \rightarrow B^{|K|} \) be such that for each \( x \in B^K \) and \( \beta \in K, \)

\[
(\sigma_{B,K,\pi}(x))_{\beta} = x_{\beta}.
\]  

(2.101)

Note that for each \( \mu \in V_1 \) and \( X \sim \mu^K, \) we have

\[
\sigma_{B,\mu,K,\pi}(X) \sim \mu^{|K|}.
\]  

(2.102)

For a statistic \( \phi \) for \( V \) with indices \( K, \) a permutation of \( \phi \) given by \( \pi, \) denoted as \( A_{\pi}(\phi), \) is defined as a statistic for \( V \) with indices \( \tilde{V}[K] \) such that for each \((\mu, f) \in V \) and \( x \in B_{\mu}^{|K|}, \)

\[
A_{\pi}(\phi,f)(x) = \phi(f)(\sigma_{B,\mu,K,\pi}^{-1}(x)).
\]  

(2.103)

From (2.102) and (2.103) it follows that for each \((\mu, f) \in V, X \sim \mu^K, \) and \( Y \sim \mu^{|K|}, \)

\[
A_{\pi}(\phi,f)(Y) \sim \phi(f)(X).
\]  

(2.104)

For a function \( h : \mathbb{R}^n \rightarrow \mathbb{R}, \) like e. g. summation \( h(x) = \sum_{i=1}^n x_i, \) and real-valued statistics \( \phi_i \) for \( V \) with indices \( K_i, \ i \in I_n, \) we define \( h((\phi_i)_{i=1}^n) \) to be a real-valued statistic for \( V \) with indices \( K = \bigcup_{i=1}^n K_i \) such that for each \((\mu, f) \in V \) and \( x \in B_{\mu}^K, \)

\[
h((\phi_i)_{i=1}^n)(f)(x) = h((\phi_i(f)(x_{K_i}))_{i=1}^n)
\]  

(2.105)

(see (2.83)). Let \( K \) be some arguments’ indices for \( N \) and \( \Pi \) be a nonempty finite subset of \( \Theta^N. \) We define

\[
\tilde{\Pi}[K] = \bigcup_{\pi \in \Pi} \tilde{V}[K].
\]  

(2.106)

Let \( \phi \) be an \( \mathbb{R}^n \text{-valued statistic for } V \) with indices \( K. \) We define an average of \( \phi \) given by \( \Pi \) as the following statistic for \( V \) with indices \( \tilde{\Pi}[K], \)

\[
A_{\Pi}(\phi) = \frac{1}{|\Pi|} \left( \sum_{\pi \in \Pi} A_{\pi}(\phi) \right).
\]  

(2.107)

From (2.104) it follows that for each \((\mu, f) \in V, X \sim \mu^{\tilde{\Pi}[K]}, \) and \( Y \sim \mu^K, A_{\Pi}(\phi,f)(X) \) is an average of \( |\Pi| \) random variables with the same distribution as \( \phi(f)(Y). \) In particular, if \( \phi \) is an estimator of some estimand \( G \) on \( V, \) then so is \( A_{\Pi}(\phi). \) For \( p > 0, \) we write \( \phi \in L^p(V) \) if \( \phi(f) \in L^p(\mu^K) \) for each \((\mu, f) \in V. \) From Lemma 40 in Appendix E it follows that for each \( \phi \in L^1(V), A_{\Pi}(\phi) \) has uniformly not higher variance than \( \phi, \) that is for each \( \alpha \in V, \)

\[
\text{Var}_\alpha(A_{\Pi}(\phi)) \leq \text{Var}_\alpha(\phi).
\]  

(2.108)
Let \( \pi \in \Theta^N \). For each nonempty \( I \subset I_N \), we identify each sequence \( v = (v_i)_{i \in I} \in \mathbb{N}_+^I \) with the set \( \{(i, v_i) : i \in I \} \subset I_N \times \mathbb{N}_+ \), so that \( \tilde{\pi}[v] = (\pi_i(v_i))_{i \in I} \). In particular for \( v \in \mathbb{N}_+^N \) we receive \( \tilde{\pi}[v] = \tilde{\pi}(v) \) (see Section [1.1]). Let \( W \subset \mathcal{P}(I_N \times \mathbb{N}_+) \) (see Appendix [A]). For \( \tilde{\pi} \) denoting the image function of \( \pi \) (see Appendix [A]), we have

\[
\tilde{\pi}^{-1}[W] = \{ \tilde{\pi}[v] : v \in W \}.
\]  

(2.109)

For \( \Pi \) as above we define

\[
\tilde{\Pi}^{-1}[W] = \bigcup_{\pi \in \Pi} \tilde{\pi}^{-1}[W].
\]  

(2.110)

In particular for \( W \subset \mathbb{N}_+^N \) we receive \( \tilde{\Pi}^{-1}[W] = \hat{\Pi}[W] \) (see Section [1.1]). Let \( A = (A_i)_{i=1}^k \) be some sets of evaluation vectors for \( S \). We define

\[
\tilde{\Pi}^{-1}[A] = \bigcup_{i=1}^k \tilde{\Pi}^{-1}[A_i].
\]  

(2.111)

Let \( \pi \in \Theta^N \). We denote \( \tilde{\pi}^{-1}[A] \) simply as \( \tilde{\pi}[A] \). For convenience we shall write \( \delta \) and \( \gamma \) instead of \( \delta(A) \) and \( \gamma_A \) defined in the previous section. We define function \( \rho_{C,A,\pi} : C_A \to C_A \) to be such that for each

\[
z = ((y_i,v))_{v \in (\tilde{\pi}^{-1}[A]),\gamma(\pi)} \in C_{\tilde{\pi}^{-1}[A]} = C_A,
\]  

(2.112)

it holds

\[
\rho_{C,A,\pi}(z) = (((y_i,v))_{v \in (A_i),\gamma(\pi)})_{i=1}^\delta.
\]  

(2.113)

Let \( t : C_A \to \mathbb{R} \). We define function \( \text{Ave}_{C,A,\Pi}(t) : C_A \to \mathbb{R} \), called permutation of \( t \) given by \( \pi \) and \( A \), to be such that for each \( z \) as in \( (2.112) \),

\[
\text{Ave}_{C,A,\pi}(t)(z) = t(\rho_{C,A,\pi}(z)).
\]  

(2.114)

Let further \( \eta_{C,A,\Pi,\pi} : C_{\tilde{\Pi}^{-1}[A]} \to C_A \) be such that for each

\[
z = ((y_i,v))_{v \in (\tilde{\Pi}^{-1}[A]),\gamma(\pi)} \in C_{\tilde{\Pi}^{-1}[A]},
\]  

(2.115)

it holds

\[
\eta_{C,A,\Pi,\pi}(z) = (((y_i,v))_{v \in (\tilde{\Pi}^{-1}[A]),\gamma(\pi)})_{i=1}^\delta.
\]  

(2.116)

We define \( \text{Ave}_{C,A,\Pi}(t) : C_{\tilde{\Pi}^{-1}[A]} \to \mathbb{R} \), called average of \( t \) given by \( \Pi \) and \( A \), to be such that for each \( z \) as in \( (2.115) \),

\[
\text{Ave}_{C,A,\Pi}(t)(z) = \frac{1}{|\Pi|} \sum_{\pi \in \Pi} \text{Ave}_{C,A,\pi}(t)(\eta_{C,A,\Pi,\pi}(z)).
\]  

(2.117)

For the special case of \( k = 1 \), \( \mathcal{H} = \mathcal{S}(\mathbb{R}) \), and \( \Pi \) being a subgroup of \( \Theta^N \), \( \text{Ave}_{C,A,\Pi}(t) \) is equal to \( \text{Ave}_{A,\Pi}(t) \) given by formula \( (1.95) \) from Section [1.1]. Let \( \kappa = (t, A) \) be a scheme for \( S \). Its average given by \( \Pi \) is defined as a scheme

\[
\text{Ave}_{\Pi}(\kappa) = (\text{Ave}_{C,A,\Pi}(t), \tilde{\Pi}^{-1}[A]).
\]  

(2.118)

This coincides with definition \( (1.96) \) from Section [1.1] for the same special case as discussed below \( (2.117) \). When \( \Pi = \{ \pi \} \), \( \text{Ave}_{\Pi}(\kappa) \) is denoted as \( \text{Ave}_\pi(\kappa) \) and called permutation of \( \kappa \) given by \( \pi \). We have a following theorem, which we prove in Appendix [F].

**Theorem 16.** Under the preceding assumptions,

\[
\phi_{\text{Ave}_{\Pi}(\kappa),\nu} = \Lambda_{\Pi}(\phi_{\kappa,\nu}).
\]  

(2.119)
For an $n$-dimensional scheme $\kappa = (\kappa_i)_{i=1}^n$ for $S_{\Pi}$, we define its average as $\text{Ave}_{\Pi}(\kappa) = (\text{Ave}_{\Pi}(\kappa_i))_{i=1}^n$. If $\Pi$ is a subgroup of $\Theta^N$, then an average of a scheme or a statistic given by $\Pi$ is called their symmetrisation. From Theorem 14 and a similar fact concerning estimators stated above, it follows that an average of an unbiased estimation scheme for some estimand $G$ remains an unbiased scheme for its estimation and its estimator has uniformly not higher variance. Let us consider an $n$-dimensional scheme $\kappa = (t_i, A_i)_{i=1}^n$ for $\nu$, and $m \in \mathbb{N}_+$. We define an $m$-step MC scheme $\kappa(m)$ using scheme $\kappa = (t_i, A_i)_{i=1}^n$ to be an average of $\kappa$ given by any $\Pi \subset \Theta^N$, $|\Pi| = m$, such that for each $\pi_1, \pi_2 \in \Pi, \pi_1 \neq \pi_2$, schemes $A_{\pi_1}(\kappa), i \in I_2$, have disjoint arguments’ indices, that is $\pi_1(P_n) \cap \pi_2(P_n) = \emptyset$. Note that $|A_{\kappa(m), i}| = m|A_{\kappa,i}, i \in I_k$, and for each $\alpha = (\mu, f) \in \nu, i \in I_n, X \sim P_{\mu_i}$, and $Y \sim P_{\mu_i}(\kappa), \phi_{\kappa(m), i}, \nu(f)(Y)$ is an average of $m$ independent random variables with the same distribution as $\phi_{\kappa_i, \nu}(f)(X)$. Let us further assume that $\text{Var}_\nu(\phi_{\kappa(m), i}) \leq \text{Var}_\nu(\phi_{\kappa(m), i})$, $i \in I_n$. If $\kappa$ is further an unbiased estimation scheme for estimands $G = (G_i)_{i=1}^m$ with common admissible pairs $\nu$, then $\phi_{\kappa(m), \nu}(f)$ and $\phi_{\kappa(m), i}, \nu(f)$ can be identified with the single-step and final MC estimators of $G_i(\alpha), i \in I_n$, respectively, and we have equality of inefficiency constants of the schemes

$$d_{G,i,j,\kappa} = d_{G,i,j,\kappa(m)}, i \in I_n, j \in I_k.$$  

(2.120)

### 2.12. Some general inequalities between variances of estimators and inefficiency constants of schemes

We will now prove some general inequalities between variances of estimators of estimands on pairs and inefficiency constants of schemes, the latter including as a special case the inequality from Theorem 5 but first we need some helper facts and definitions.

**Lemma 17.** For $N \in \mathbb{N}_+$, let $X = (X_i)_{i=1}^N$ be a random vector with independent coordinates, and let us consider independent random variables $Y_{i,j} \sim X_i, i \in I_N, j \in \mathbb{N}_+$. For $v \in \mathbb{N}_+^N$, let $Y_v = (Y_{i,v_i})_{i=1}^N$. For some measurable function $f$ such that $Z = f(X) \in L^2$ and a finite nonempty set $A \subset \mathbb{N}_+^N$, let

$$Z = \frac{1}{|A|} \sum_{v \in A} f(Y_v).$$

(2.121)

Then it holds

$$\frac{1}{|A|} \text{Var}(Z) \leq \text{Var}(Z) \leq \text{Var}(Z).$$

(2.122)

**Proof.** We have

$$\text{Var}(Z) = \left( \frac{1}{|A|^2} \sum_{v,w \in A} \text{Cov}(f(Y_v), f(Y_w)) \right).$$

(2.123)

For $v, w \in \mathbb{N}_+^N$, let $e(v, w) = \{i \in I_N : v_i = w_i\}$, and $Y_{v,w} = (Y_{i,v_i})_{i\in e(v,w)}$. Then from Theorem 4, for each $v, w \in A$, $\text{Cov}(f(Y_v), f(Y_w)) = \text{Var}(\mathbb{E}(f(Y_v)|Y_{v,w}))$. Inequalities (2.122) follow from the fact that $\text{Var}(\mathbb{E}(f(Y_v)|Y_{v,w}))$ is nonnegative and from (1.32) it is not higher than $\text{Var}(Z)$ and equal to it for $v = w$. □

Let $\nu$ be some admissible pairs as in Definition 11. For each arguments’ indices $K$ for $N$, we define $n_K$ to be a vector from $\mathbb{N}^N$ whose $i$th coordinate is

$$n_K,i = \max\{j : (i, j) \in K \} \cup \{0\}.$$  

(2.124)

For sets of evaluation vectors $A$ or a scheme $\kappa$ for $S_{\Pi}$, we define $n_A = n_{p_A}$ and $n_{\kappa} = n_{p_{\kappa}}$, and for a statistic $\phi$ for $\nu$ with indices $K, n_\phi = n_K$. Let $I$ be a nonempty subset of $I_N$ and $m \in \mathbb{N}_+$ For symmetrisations given by $\Theta_{N,I,m}$ (see 1.100) e. g. of some scheme for $S_{\Pi}$ or
a statistic for $\mathcal{V}$, we use the same nomenclature as for the less general schemes in Section 1.11. For some finite subgroup $\Pi \subset \Theta^N$, we say that a scheme for $\mathcal{V}$ or a statistic for $\mathcal{V}$ is $\Pi$-symmetric if it is equal to its symmetrisation given by $\Pi$. Suppose that $\psi$ is a statistic for $\mathcal{V}$ or a scheme for $\mathcal{V}$ such that $n_{\psi,i} = n$, $i \in I$, and $\psi = \Theta_{N,I,n}$-symmetric. Then for each $n' \in \mathbb{N}_+$, $n' \geq n$, symmetrisation of $\psi$ given by $\Theta_{N,I,n'}$ is called its symmetrisation from $n$ to $n'$ dimensions (simply symmetrisation if $n = n'$) in the argument given by $I$ (or in the $i$th argument if $I = \{i\}$). For some arguments’ indices $K$ for $N$, sequence of sets $B = (B_i)_{i=1}^N$, and $x \in B^K$, for $L \subset I_N$ and $K_L = \{(i,j) \in K : i \in L\}$, we denote $x_L = x_{K_L}$ (see (2.83)), while for $L \subset \mathbb{N}_+$ and $K : L = \{(i,j) \in K : j \in L\}$, we denote $x : L = x_{K,L}$. For arguments’ indices $K_i$ for $N$, $i \in I_2$, $K = K_1 \cup K_2$, and $K_1 \cap K_2 = \emptyset$, in the proof of the below theorem we identify $x_K$ with $(x_{K_1}, x_{K_2})$.

**Theorem 18.** Let $\phi'$ be a symmetrisation of a statistic $\phi \in L^1(\mathcal{V})$ from $n$ to $n'$ dimensions in the argument given by some $I$ as above. Then for each $\alpha \in \mathcal{V}$ such that $\text{Var}_\alpha(\phi) < \infty$,

$$\frac{1}{(n')^d} \text{Var}_\alpha(\phi) \leq \text{Var}_\alpha(\phi') \leq \text{Var}_\alpha(\phi). \quad (2.125)$$

**Proof.** Since $\phi$ is $\Theta_{N,I,n}$-symmetric statistic, for each $\theta_1, \theta_2 \in \Theta_{n'}$ such that $\theta_1[I_n] = \theta_2[I_n]$, or equivalently $\theta_2^{-1}\theta_1[I_n] = I_n$, it holds $A_{\pi_{N,I,n}^{-1}}(\phi) = \phi$ and thus $A_{\pi_{N,I,n}^{-1}}(\phi) = \phi$. We denote $\tilde{\phi}' = \phi'(f)$. Let further $W = \{L \subset I_{n'}, [L] = n\}$. For each $L \in W$, let us choose certain $\theta_L \in \Theta_{n'}$ such that $\theta_L[I_n] = L$, and denote $\phi_L = A_{\pi_{N,I,n}^{-1}}(\phi(f))$. From (2.107) and the above remarks we have

$$\tilde{\phi}'(X) = \frac{1}{(n')^d} \sum_{L \in W} \tilde{\phi}_L(U, V : L). \quad (2.126)$$

Thus (2.125) follows from Lemma 17.

**Theorem 19.** Let $G = (G_i)_{i=1}^n$ be estimands with common admissible pairs $\mathcal{V}$. If scheme $\kappa'$ is created from an unbiased estimation scheme $\kappa = (\kappa_i)_{i=1}^n$ for $G$ by its symmetrisation from $n$ to $n'$ dimensions in the argument corresponding to some $I$ then for each $j \in I_m$, $i \in I_k$ such that $J_i \cap I \neq \emptyset$, and $\alpha \in D_{G,i}$ for which $d_{G,j,i}\kappa(\alpha) < \infty$, it holds

$$\frac{n'}{n} d_{G,j,i,\kappa}(\alpha) \leq d_{G,j,i,\kappa'}(\alpha) \leq \frac{n'}{n} d_{G,j,i,\kappa}(\alpha). \quad (2.127)$$

**Proof.** Since $\kappa$ is $\Theta_{N,I,n}$-symmetric, it holds for each $l \in I \cap J_i$,

$$\frac{|A_{\kappa,i}|}{n} = \{|v \in A_{\kappa,i} : v_l = 1\} = \frac{|A_{\kappa',i}|}{n'}. \quad (2.128)$$

Now (2.127) follows from (2.128), the fact that for each $j \in I_m$, $\phi_{\kappa',\psi}$ is a symmetrisation of $\phi_{\kappa',\psi}$ from $n$ to $n'$ dimensions, Theorem 18, and formula (2.90) defining an inefficiency constant.

Taking $k = m = n = 1$ and $n' = 2$, we receive the thesis of Theorem 5.

**2.13. Schemes for the sensitivity indices of functions of conditional moments**

For some $n \in \mathbb{N}_+$, let us consider a function $f$ and independent random variables $P = (P_i)_{i=1}^{N_\mathcal{P}}$ and $R$ as at the beginning of Section 1.8 but with $f(P, R) \in L^n$. Let $Q$ restricted to $\mathcal{T}_n$ be
a function of the first $n$ so restricted moments as in Section 2.2 like $Q = \text{Var}$ for $n = 2$. Suppose that there exists an unbiased estimator $\phi_Q$ of $G_Q$ in $m \in \mathbb{N}_+$ dimensions (see Appendix E). For $\tilde{R} \sim \mu_{R}^{2}$ and independent of $P$, let

$$h_Q(f)(P, \tilde{R}) = \phi_Q((f(P, \tilde{R}))_{i=1}^{m})$$

(2.129)

and let us assume that $h_Q(f)(P, \tilde{R}) \in L^1$. Then it holds

$$Q(f(P, R)|P) = (Q(f(p, R)))_{p=R} = (\mathbb{E}(\phi_Q((f(p, \tilde{R}))_{i=1}^{m})))_{p=R} = \mathbb{E}(h_Q(f)(P, \tilde{R}|P)),$$

(2.130)

where in the first equality we used expression (2.15), in the second the fact that $\phi_Q$ is an unbiased estimator of $Q$ and that from Fubini's theorem $f(p, \tilde{R}) \in L^n$ for $\mu_{P}$ a. e. p, and in the last Theorem 2.7 and (2.129). In particular, expected values and variance-based sensitivity indices of $Q(f(P, R)|P)$ and $\mathbb{E}(h_Q(f)(P, \tilde{R}|P))$ coincide (whenever both are well-defined). Since the latter is a conditional expectation of the function $h_Q(f)$ of independent random variables $P, \tilde{R}$ given the first variable, its sensitivity indices can be estimated with the help of estimators from Section 1.8, e. g. in a way we describe below. Let $r_Q$ be the degree of $G_Q$ and as $\phi_Q$ let us take the unique symmetric estimator of $G_Q$ in $r_Q$ dimensions (see Section 2.6). For instance for $Q = \text{Var}$, we have $r_{V\text{ar}} = 2$ and

$$\phi_{V\text{ar}}(x_1, x_2) = \frac{1}{2}(x_1 - x_2)^2,$$

(2.131)

so that

$$h_{V\text{ar}}(f)(P, \tilde{R}) = \frac{1}{2}(f(P, \tilde{R}_1) - f(P, \tilde{R}_2))^2.$$

(2.132)

Let us now reinterpret different quantities from the end of Section 2.2 like $Ave_Q$, $VQ_k$, or $VQ_\text{tot}^k$, $k \in \mathbb{N}_+$, as estimands on admissible pairs $\alpha_{\mu_P, \mu_R, f}$ defined analogously as in Section 1.8 but for $f(P, R) \in L^n$ and $h_Q(f)(P, \tilde{R}) \in L^p$, where $p = 1$ for $Ave_Q$ and $p = 2$ for other estimands (this condition will be needed for our estimators to be integrable). The values of such estimands on such $\alpha_{\mu_P, \mu_R, f}$ are defined identically as in Section 2.2 treating $Z = f(P, R)$ as output an MR. For $l \in \mathbb{N}_+$, we call a pair $\pi = (J_1, J_2)$ equal partition of the set $\mathcal{I}_{2l}$, if for $i \in \mathcal{I}_2$, we have $J_i \subset \mathcal{I}_{2l}$, $|J_1| = |J_2| = l$, $J_1 \cap J_2 = \emptyset$, and $1 \in J_1$ (note that $J_1 \cup J_2 = \mathcal{I}_2$). Let $\Psi_Q$ be the set of all equal partitions of $\mathcal{I}_{2r_Q}$. We have $|\Psi_Q| = \frac{(2r_Q)^2}{2}$. Consider $\tilde{P}$ corresponding to $P$ as in Section 1.8 and let $\tilde{R} \sim \mu_{R}^{2}$ be independent of $\tilde{P}$. For a partition $\psi = (\psi_1, \psi_2) \in \Psi_Q$, we denote $R_{\psi} = (\tilde{R}_{\psi_1}, \tilde{R}_{\psi_2})$, where $\tilde{R}_{\psi_i} = (\tilde{R}_{j})_{j \in \psi_i, i \in I_2}$. We shall now define a scheme $SQ$ whose subschemes yield estimators $\tilde{\lambda}Q_{SQ}$ for different estimands $\lambda Q$ for $Q$, like $Ave_Q$, $VQ_k$, and $VQ_\text{tot}^k$, corresponding to such estimands $\lambda E$ for $E$. These estimators are evaluated on each appropriate function $f$ and random vector $(\tilde{P}, \tilde{R})$ as above are equal to the average over $\psi \in \Psi_Q$ of the corresponding estimators $\tilde{\lambda}E_{SE}$ from Section 1.8 evaluated on the function $h_Q(f)$ and random vector $(\tilde{P}, \tilde{R})$, that is

$$\tilde{\lambda}Q_{SQ}(f)(\tilde{P}, \tilde{R}) = \frac{1}{|\Psi_Q|} \sum_{\psi \in \Psi_Q} \tilde{\lambda}E_{SE}(h_Q(f))(\tilde{P}, \tilde{R}_{\psi}).$$

(2.133)

For instance for the main sensitivity index and $Q = \text{Var}$ we have

$$\tilde{\text{V}}\text{ar}_{k, SV\text{ar}}(f)(\tilde{P}, \tilde{R}) = \frac{1}{3} \sum_{\psi \in \Psi_{V\text{ar}}} \tilde{V}_{k, SE}(h_{V\text{ar}}(f))(\tilde{P}, \tilde{R}_{\psi}).$$

(2.134)

Formulas like (2.133) for different estimands $\lambda Q$ for some $Q$ can be easily expanded in terms of evaluation operators $s[i][j]$ and $s_k[i][j]$, $i \in \mathcal{I}_2, j \in \mathcal{I}_{2r_Q}$, from Section 1.8, in which form
they define the sought scheme \( SQ \) in the sense discussed at the end of Section 1.7. From Schwartz inequality, it is sufficient that \( h_Q(f)(P, \tilde{R}) \in L^4 \) for the estimators of subschemes of \( SQ \) to have finite variance. In particular, from (2.132), for scheme \( SV \) it is sufficient that \( f(P, R) \in L^8 \). Such defined scheme \( SQ \) uses together \( 4r_Q(N_P + 1) \) evaluation vectors for \( N_P > 2 \). For scheme \( SV \) this is \( 8(N_P + 1) \), that is two times more than for scheme \( SE \) for the same \( N_P \). By analogy to discussion in Appendix C of [3] for scheme \( SE \), for \( N_P = 3 \) one can construct schemes with lower inefficiency constants for estimation of sensitivity indices of \( Q(f(P, R)|P) \) than for the subschemes of \( SQ \). For some \( Q \) and \( Q' \) as above, such that \( r = r_Q \leq r' = r_{Q'} \), an unbiased \( n \)-dimensional estimation scheme \( SQ = (SQ_i)'_{i=1}^n \) and an \( n' \)-dimensional one \( SQ' = (SQ_i)'_{i=1}^{n'} \) for sequences of estimands \( G = (G_i)'_{i=1}^n \) and \( G' = (G_i)'_{i=1}^{n'} \), respectively, one can add symmetrisation of certain subscheme \( SQ_i \) of \( SQ \) from \( 2r \) to \( 2r' \) dimensions in the argument given by \( R \) as the \( n + 1 \)st subscheme to \( SQ' \) and \( G_i \) as such \( n + 1 \)st estimand to \( G' \). We then have the following inequality of inefficiency constants of schemes in the sense of Theorem 19.

\[
\frac{r'}{r} d_{G,\lambda, SQ} \leq d_{G', n+1, SQ'} \leq \frac{r'}{r} d_{G,\lambda, SQ} \tag{2.135}
\]

and analogously for the inefficiency constants of the subschemes due to proportionality of the number of evaluation vectors used by the subschemes and the whole schemes. Let us add in this way to scheme \( SV \) all subschemes of \( SE \), like ones for estimation of \( Ave, AveVar \), as well as \( V_k \) and \( \tilde{V}_k^{tot} \) for \( k \in I_{N_P} \), symmetrised from two to four dimensions in the argument given by \( R \). Then for each of such estimands \( \lambda \), we have from (2.135) for \( r = 1 \) and \( r' = 2 \),

\[
1 \leq d_{\lambda, SE} \leq d_{\lambda, SV} \leq 2d_{\lambda, SE} \tag{2.136}
\]

Considering in addition to relations (2.136) also inequalities (1.111) and (1.110), we receive for \( N_P > 2 \) and \( \lambda \) equal to \( V_k \) (and arguments for which these relations were proved),

\[
1 \leq d_{V_k, EM} \leq d_{V_k, SV} \leq 4d_{V_k, EM} \tag{2.137}
\]

while for \( \lambda = \tilde{V}_k^{tot} \) we obtain

\[
1 \leq d_{\tilde{V}_k^{tot}, ET} \leq d_{\tilde{V}_k^{tot}, SV} \leq 4d_{\tilde{V}_k^{tot}, ET} \tag{2.138}
\]

We shall compute numerical estimates of Sobol’s sensitivity indices \( SQ_k \) and \( SQ_k^{tot} \) for \( Q \) equal to \( Var \) and \( \mathbb{E} \), defined in Section 1.5, using scheme \( SV \) by inserting the final MC estimates obtained using the above defined subschemes for estimands like \( VQ_k, VQ_k^{tot} \), and \( VQ_P \) instead of exact values into appropriate definitions.

2.14. Schemes for products, covariances, and orthogonal projection coefficients

For some \( n \in \mathbb{N}_+ \), let \( \psi = (\psi)^{n+1}_{i=1} \) be functions such that \( \psi_i : I_2 \to \mathbb{N}_+ \), \( \psi_i(1) = i \), \( \psi_i(2) = n + 1 \), \( i \in I_n \), and \( \psi_{n+1} : \{1\} \to \mathbb{N}_+ \), \( \psi_{n+1}(1) = n + 1 \). For the estimand \( PR \) defined in Section 2.8 and \( Ave = \mathbb{E}_{|T} \) (that is estimand \( Ave \) from Section 1.7 for \( N = 1 \)), estimands \( PRA = (PRA)^{n+1}_{i=1} \) are defined as trivial extensions (see Section 2.8) of \( n + 1 \) estimands \( PR, \ldots, PR, Ave \) (\( PR \) appearing \( n \)-times at the beginning of this sequence) using \( \psi \). Informally, this means that \( PRA \) is equal to \( PR^a \) from Section 2.8 extended by adding to it average of the \( n + 1 \)st function as the last estimand. Let \( \mathbb{C}ov \) be an estimand on admissible pairs \( \mathcal{V} \) of single distributions and two functions consisting of all possible \( \alpha = (\mu, (f_1, f_2)) \) such that \( f_1, f_2, f_1f_2 \in L^1(\mu) \), in which case for any \( X \sim \mu, \mathbb{C}ov(\alpha) = Cov(f_1(X), f_2(X)) \).
We define $\text{Cov}A = (\text{Cov}A_i)_{i=1}^{n+1}$ as trivial extensions of $n+1$ estimands ($\tilde{\text{Cov}}, \ldots, \text{Cov}, \text{Ave}$) using $\psi$. We define estimands $b = (b_i)_{i=1}^{n+1}$ to be equal to $\text{Cov}A$ or equivalently PRA with each coordinate restricted to admissible pairs of single distributions and $n+1$ functions consisting of $\alpha = (\mu, (f_i)_{i=1}^{n+1})$, such that for $X \sim \mu$, $\{f_i(X)\}_{i=1}^{n}$ is nonzero orthogonal in $L^2$, $\mathbb{E}(f_i(X)) = 0$, $i \in I_n$, and $f_{n+1}(X) \in L^2$. From discussion in Section 2.4, $b_i(\alpha)$ is the coefficient of $f'_i(X) = \frac{f_i(X)}{\text{Var}(f_i(X))}$, $i \in I_n$, and $b_{n+1}(\alpha)$ of 1 (see Appendix A), in the orthogonal projection of $f(X)$ onto $\text{span}\{f'_i(X)\}_{i=1}^{n} \cup \{1\}$. We define $c$ to be a restriction of $b$ to admissible pairs $\alpha$ as above, except that for each above $X$ the set $\{f_i(X)\}_{i=1}^{n}$ is orthonormal in $L^2$. Note that each unbiased estimation scheme for PRA or for $\text{Cov}A$ is also an unbiased estimation scheme for $b$ and $c$. Let us consider an unbiased estimation scheme $\text{SAve}$ for $\text{Ave}$ given by the formula for estimator

$$\tilde{\text{Ave}}_{\text{SAve}} = g[0]$$

and the following formula for estimator giving an $N$-step MC scheme $\text{SAve}(N)$ using $\text{SAve}$

$$\tilde{\text{Ave}}_{\text{SAve}(N)} = \frac{1}{N} \sum_{i=0}^{N-1} g[i].$$

For $N \in \mathbb{N}, N > 1$, let us consider scheme $\text{SCov}(N)$ given by the following formula for estimator of $\text{Cov}$

$$\tilde{\text{Cov}}_{\text{SCov}(N)} = \frac{1}{N-1} \sum_{i=0}^{N-1} g_1[i]g_2[i] - \frac{1}{N(N-1)} \sum_{i=0}^{N-1} g_1[i] \sum_{i=0}^{N-1} g_2[i].$$

We define an unbiased estimation scheme $P1$ for PRA as trivial extensions of $n+1$ schemes ($\text{SPR}, \ldots, \text{SPR}, \text{SAve}$) using $\psi$, and an unbiased estimation scheme $C1(N)$ for $\text{Cov}A$ as trivial extensions of $n+1$ schemes ($\text{SCov}(N), \ldots, \text{SCov}(N), \text{SAve}(N)$) also using $\psi$. Each estimand $\text{Cov}A_k$ and estimator $\tilde{\text{Cov}}A_k,C1(N), k \in I_n,$ is translation-invariant in all functions (see Definitions 12 and 13), while for each $k \in I_n$, estimator $\tilde{c}_{k,P1}$ satisfies the assumptions of Lemma 13 (and so does $\tilde{b}_{k,P1}$) in the $n+1$st function for $n = 1$ in this lemma and each $(\mu, f) \in D_{\text{Cov}A}$, since for $X \sim \mu$, we have $Z_1 = f_k(X)$ and $\mathbb{E}(Z^2_1) = 1$. Thus $P1$ can have much higher inefficiency constant than $C1(N)$ for estimation of $c_k$ and $b_k$, $k \in I_n$, in the sense of Theorem 15. However, as we shall now show, for each $k \in I_n$ and $N \in \mathbb{N}_+, N > 2$, there exists $\alpha \in \mathcal{V}$ such that

$$d_{c_k,P1}(\alpha) < d_{c_k,C1(N),\text{SAve}}(\alpha).$$

(2.142)

For a MC scheme $P1(N)$ using scheme $P1$ in $N$ steps, we have from (2.120) that $\text{P1}(N)$ is equivalent to $d_{c_k,P1(N),\text{SAve}}(\alpha) < d_{c_k,C1(N),\text{SAve}}(\alpha)$, and since both schemes use the same number of evaluation vectors for the $n + 1$st function and both are unbiased, this is equivalent to

$$\mathbb{E}_{\alpha}(c_{k,P1(N)}) < \mathbb{E}_{\alpha}(c_{k,C1(N)}).$$

(2.143)

We will need the following lemma which we prove in Appendix F.

**Lemma 20.** For a random variable $X \in L^4$, $\mathbb{E}(X) = 0$, $0 < \mathbb{E}(X^2)$, let $Y \sim \mu_X$. Let us denote for $l \in I_2$,

$$\overline{Y}^2 = \frac{1}{N} \left( \sum_{i=1}^{N} Y^2_i \right).$$

Then it holds

$$\mathbb{E}(\overline{Y}^2) < \left( \frac{N}{N-1} \right)^2 \mathbb{E}(\overline{Y}^2 - \overline{Y}^2).$$

(2.145)
Thus for (2.143) to hold it is sufficient to take $\alpha = (\mu, (f_i)_{i=1}^{n+1}) \in D_c$ such that for $X$ as in the above lemma, for which further $\mathbb{E}(X^2) = 1$ (e. g. $\mathbb{P}(X = 1) = \mathbb{P}(X = -1) = \frac{1}{2}$), it holds $X \sim \mu$ and $f_k(X) = f_{n+1}(X) = X$.

For $m \in \mathbb{N}_+$, let us consider a $Q$ whose restriction to $T_m$ is a function of the first $m$ so restricted moments as in Section 2.2 and such that $G$ holds in the above lemma, for which further $E$ and such schemes are unbiased is an easy consequence of Theorem 28 and (2.146) (note that (2.87) replaced by $g$).

Let us consider an unbiased estimation scheme $SCovQ$ for $h$ such schemes are unbiased is an easy consequence of Theorem 28 and (2.146) (note that (2.87) replaced by $g$).

Let the estimand $AveQ$ be defined as in the previous section, but for $N_D = 1$, for which it is an estimand on admissible pairs of two distributions and single functions. We define $n + 1$ estimands $PRAQ$ as trivial extensions of $n + 1$ estimands $(PRAQ, \ldots, PRAQ, AveQ)$ using the above $\psi$, and $n + 1$ estimands $CovAQ$ as trivial extensions of $n + 1$ estimands $(CovQ, \ldots, CovQ, AveQ)$ also using $\psi$. We define $n + 1$ estimands $bQ$ and $cQ$ whose coordinates are equal to those of coordinates of $PRAQ$ or equivalently of $CovAQ$, restricted to $\alpha = ((\mu_1, \mu_2), (f_j)_{i=1}^{n+1})$ such that for $P \sim \mu_1$ and $R \sim \mu_2$, the set $\{f_i(P)\}_{i \in I_n}$ is nonzero orthogonal in $L^2$ for $bQ$ or orthonormal for $cQ$, $\mathbb{E}(f_i(P)) = 0$, $i \in I_n$, and $Q(f_{i+1}(P, R)|P) \in L^2$, so that $bQ_i(\alpha)$ is the coefficient of $f'_i(P) = \frac{f_j(P)}{\text{var}(f_j(P))}$, $i \in I_n$, and $bQ_{n+1}(\alpha)$ of 1, in the orthogonal projection of $Q(f_{i+1}(P, R)|P)$ onto span$\{f'_i(P)\}_{i=1}^{n+1} \cup \{1\}$.

Let us consider an unbiased estimation scheme $SCovE(N)$ for $CovE$, such scheme $SPRE$ for $PRE$, as well as $SAveE$ and $SAveE(N)$ for $AveE$, which are counterparts of the above schemes $SCov$, $SPR$, $SAve$, and $SAve(N)$ and whose formulas for their respective estimators are analogous as for their counterparts but with $g_2[i]$ on the rhs of (2.141) and (2.87) replaced by $g_2[i][i]$ for $SCovE(N)$ and $SPRE$, respectively, and with each $g[i]$ on the rhs of (2.139) and (2.140) replaced by $g[i][i]$ for $SAveE$ and $SAveE(N)$. The fact that such schemes are unbiased is an easy consequence of Theorem 28 and (2.146) (note that $h_E(f_2)(P, R) = f_2(P, R)$).

We also define counterparts of schemes $P1$ and $C1(N)$ - an unbiased estimation scheme $P1E$ for $PRAE$ defined as trivial extensions of $n + 1$ schemes $(SPRE, \ldots, SPRE, SAveE)$ and scheme $C1E(N)$ for $CovAE$ as such extensions of $n + 1$ schemes $(SCovE(N), \ldots, SCovE(N), SAveE(N), SAveE(N))$, both using $\psi$. We define another unbiased estimation scheme $SCov2E$ for $CovE$ given by the formula for estimator

\[
SCovE_{SCov2E} = \frac{1}{2}(g_2[0][0] - g_2[1][0])(g_1[0] - g_1[1]),
\]

and a scheme $SAve2E$ for $AveE$ given by formula

\[
SAveE_{SAve2E} = \frac{1}{2}(g[1][0] + g[0][0]).
\]

Scheme $SAve2E$ is a symmetrisation of scheme $SAveE$ in the first argument from one to two dimensions and thus from Theorem 19

\[
d_{AveE, SAveE} \leq d_{AveE, SAve2E} \leq 2d_{AveE, SAveE}.
\]
We define an unbiased estimation scheme C2E for CovAE as trivial extensions of \( n + 1 \) schemes (SCov2E, ... , SCov2E, SAve2E) using \( \psi \). Analogously as above for schemes P1 and C1(N), by arguments based on Theorem 15 one shows that scheme P1E can have much higher inefficiency constants for estimation of \( cE_k \) and thus also \( bE_k \) than schemes C1E(N) and C2E do, and also by an analogous argument as for the former schemes there exist \( \alpha \in D_{cE_k} \) such that

\[
d_{cE_k} P1E(\alpha) < d_{cE_k} C1E(N)(\alpha).
\]  

(2.152)

We will now prove that scheme C1E(N) can have arbitrarily higher inefficiency constant for estimation of \( cE_k \) (and thus also \( bE_k \) and CovAE), \( k \in I_n \), than scheme C2E, from which it also follows that scheme SCovE(N) can have arbitrarily higher inefficiency constant for estimation of CovE than SCov2E. We have the following lemma, the proof of which is given in Appendix F.

**Lemma 21.** For some \( k \in I_n \), let us consider random variables \( P \) and \( R \), function \( f_P \in L^2(\mu_P) \), and functions \( f_{R,l} \in L^2(\mu_R), l \in \mathbb{N}_+ \), such that \( \lim_{l \to \infty} \text{Var}(f_{R,l}(R)) = \infty \) and for each \( l \in \mathbb{N}_+ \), there exists \( \alpha_l = (\mu_P, \mu_R, f_l) \in D_{cE}, \) such that \( f_{1,k} = f_P \) and \( f_{1,n+1}(P, R) = f_P(P) + f_{R,l}(R) \). Then we have \( \lim_{l \to \infty} \mathbb{E}_{\alpha_l}(cE^2_{k,C1E(N)}) = \infty \).

For notations as in the above lemma we have from independence of \( f_P(P) \) and \( f_{R,l}(R) \) and \( \mathbb{E}(f_P(P)) = 0 \) that \( cE_k(\alpha_l) = \mathbb{E}(f^2_P(P)) \) and it does not depend on \( l \), so that

\[
\lim_{l \to \infty} \text{Var}_{\alpha_l}(cE^2_{E_k,C1E(N)}) = \infty.
\]  

(2.153)

On the other hand the value of \( \text{Var}_{\alpha_l}(cE^2_{E_k,C2E}) \) does not depend on \( l \) as the evaluations of \( f_{R,l} \) cancel out when evaluating its estimator.

For some \( Q \) as above, distributions \( \mu_1, \mu_2 \), and some \( m_1, m_2 \in \mathbb{N}_+ \), let us define the corresponding independent random vectors with i. i. d. coordinates \( \tilde{P} \sim \mu_1^{m_1} \) and \( \tilde{R} \sim \mu_2^{m_2/Q} \), and denote \( \tilde{R}_Q = ((R_{i_Q + 1})_{i_Q \to 0})_{m_2 - 1} \). Analogously as when defining the subschemes of \( SQ \) in the previous section, let us define an unbiased estimation scheme SPRQ for PRQ such that for each \( \tilde{P}, \tilde{R}, \) and \( \tilde{R}_Q \) corresponding to \( m_1 = 1, m_2 = 1 \) and each \( (\mu_1, \mu_2, (f_1, f_2)) \in DR_{Q}, \) the estimator given by SPRQ fulfills

\[
\overline{PRQ}_{SPRQ}(f_1, f_2)(\tilde{P}, \tilde{R}) = \overline{Cov}_{SPRQ}(f_1, h_Q(f_2))(\tilde{P}, \tilde{R}_Q).
\]  

(2.154)

We analogously define unbiased scheme SCovQ(N) for CovQ but for \( m_1 = m_2 = N \in \mathbb{N}_+ \), \( N > 1 \), and using SCovE on the rhs of condition analogous to (2.154), scheme SCov2Q for CovQ, for \( m_1 = 2, m_2 = 1 \), and using SCov2E on the rhs of such condition, and the following schemes for AveQ - scheme SAveQ for \( m_1 = m_2 = 1 \) and using SAveE, SAveQ(N) for \( m_1 = m_2 = N \) and using SAveE(N), and SAve2Q for \( m_1 = 2, m_2 = 1 \) and using SAve2E in the condition. The fact that the above defined schemes are unbiased for estimation of PRQ or CovQ is an easy consequence of (2.130), Theorem 28 and (2.146), while for AveQ it is consequence of (2.130) and the iterated expectation property. Unbiased schemes P1Q for PRAQ, and such schemes C1Q(N) and C2Q for CovAQ are defined as trivial extensions using \( \psi \) of \( n + 1 \) schemes (SPRQ, ... , SPRQ, SAveQ), (SCovQ(N), ... , SCovQ(N), SAveQ(N)), and (SCov2Q, ... , SCov2Q, SAve2Q), respectively. We have a generalization of inequality of inefficiency constants analogous to (2.151) and with the same justification

\[
d_{AveQ,SAveQ} \leq d_{AveQ,SAve2Q} \leq 2d_{AveQ,SAveQ}.
\]  

(2.155)

For some \( Q \) as above let us now consider a random vector with independent coordinates \( P = (P_i)_{i=1}^{N_P}, N_P \in \mathbb{N}_+, \) \( 0 < \text{Var}(P_i) < \infty \), random variable \( R \) independent of \( P \), \( f \) measurable with \( f(P, R) \in L^2 \), and \( h_Q(f)(P, \tilde{R}) \in L^2 \) for \( \tilde{R} \sim \mu_{R}^{n_2} \) and independent of \( P \). In our numerical experiments we will be using different schemes defined below
for estimation of coefficients of elements of the orthogonal set \( \Phi = \{ P_i - E(P_i) \}_{i=1}^{N_P} \) and the orthonormal one \( \Phi' = \left\{ \frac{P_i - E(P_i)}{\sigma(P_i)} \right\}_{i=1}^{N_P} \cup \{ \mathbb{1} \} \) in the orthogonal projection of \( Q(f(P, R)|P) \) onto \( \text{span}(\Phi) \) for \( Q \) equal to \( E \) and \( \text{Var} \). As these schemes are unbiased for estimation of some more general estimands we shall start by introducing them. Let us define \( N_P+1 \)-dimensional vectors of estimands \( \tilde{\text{PRAQ}} \) and \( \tilde{\text{CovAQ}} \) whose each \( i-th \) coordinate \( \tilde{\lambda} \) corresponding to such \( i-th \) coordinate \( \lambda \) of \( \text{CovAQ} \) or \( \text{PRAQ} \), respectively, for \( n = N_P \), is such that \( \tilde{\lambda} \) is defined on all admissible pairs \( \tilde{\alpha} = ((\mu_1, \ldots, \mu_{N_P}, \mu_2), (f_i)_{i=1}^{N_P+1}) \) of \( N_P + 1 \) distributions and \( N_P + 1 \) functions with sets of arguments’ indices \( \{1\}, \{2\}, \ldots, \{N_P\}, I_{N_P+1} \) such that for \( \mu_1 = \bigotimes_{i=1}^{N_P} \mu_1, i \) and \( \pi_i \) denoting projection from \( B_{\mu_1} \times \ldots \times B_{\mu_N} \) onto the \( i-th \) coordinate, \( i \in I_{N_P}, \) it holds \( \alpha = ((\mu_1, \mu_2), (f_1(\pi_1), \ldots, f_{N_P}(\pi_{N_P}), f_{N_P+1})) \in D_{\alpha}, \) in which case 

\[
\tilde{\lambda}(\tilde{\alpha}) = \lambda(\alpha).
\] 

(2.156)

We analogously define estimands \( \tilde{bQ} \) and \( \tilde{cQ} \) corresponding to \( bQ \) and \( cQ \), respectively. For \( \mu_i \sim P_i, \ i \in I_{N_P} \), and \( \mu = (\mu_i)_{i=1}^{N_P} \), the coefficients of respective elements of \( \Phi \) as above in the orthogonal projection of \( Q(f(P, R)|P) \) onto \( \text{span}(\Phi) \) are equal to the respective coordinates of \( bQ(\alpha) \) for \( \alpha = (\mu, (\phi_1, \ldots, \phi_{N_P}, f)), \phi_i(x) = \frac{x-E(P_i)}{\text{Var}(P_i)}, i \in I_{N_P} \), and the coefficients of such elements \( \Phi' \) in this projection are equal to the coordinates of \( \tilde{cQ}(\alpha') \) for 

\[
\alpha' = (\mu, (\phi'_1, \ldots, \phi'_{N_P}, f)),
\] 

(2.157)

where \( \phi_i(x') = \frac{x-E(P_i)}{\text{Var}(P_i)}, i \in I_{N_P} \). We define evaluation vectors \( s(i)[i][j] \) and \( s(i,k)[i][j] \) as \( s[i][j] \) and \( s[k][i][j] \) in Section 1.8 but using \( g[v_1] \ldots [v_{N_P+1}] \) rather than \( g[v_1] \ldots [v_{N_P}] \) for the same \( v \) on the right hand sides of expressions defining them. We define unbiased estimation schemes \( \tilde{\text{P1Q}} \) for \( \tilde{\text{PRAQ}} \) as well as \( \tilde{\text{C1Q}}(N) \) and \( \tilde{\text{C2Q}} \) for \( \tilde{\text{CovAQ}} \) (and thus all three also unbiased for \( \tilde{bQ} \) and \( \tilde{cQ} \) as obvious modifications of the schemes \( \text{P1Q}, \text{C1Q}(N), \text{and C2Q} \), respectively, whose formulas for estimators have each occurrence of \( g[i] \) replaced by \( r[i] \) (see (2.80), \( i \in I_{N_P} \), and \( g_{N_P+1}[i][j] \) by \( s_{(N_P+1)}[i][j] \) (see Section 1.8). For instance for some \( i \in I_{N_P} \), the estimator of \( \tilde{\text{CovAQ}} \) given by \( \tilde{\text{C2Q}} \) is 

\[
\tilde{\text{CovAQ}}_{i,\tilde{\text{C2Q}}} = \frac{1}{2}(r[i][1] - r[i][0])(s[i][1][0][0] - s[i][0][1][0][0]).
\] 

(2.158)

We shall now introduce a new unbiased estimation scheme \( \tilde{\text{SQCov}} \) for \( \tilde{\text{CovAQ}} \), that is the first \( N_P \) coordinates of \( \tilde{\text{CovAQ}} \). Let \( \phi_{Q,t} \) be the unbiased symmetric estimator of \( G_Q \) in \( t = 2r_Q \) dimensions, where \( r_Q \) denotes the degree of \( G_Q \) as in the previous section. For \( k \in I_{N_P} \), let 

\[
\tilde{\text{CovAQ}}_{k,\tilde{\text{SQCov}}} = \frac{1}{2}(\phi_{Q,t}((s[i][1][0][j])_{j=1}^{N_P}) - \phi_{Q,t}((s[i][1][1][j])_{j=1}^{N_P}))(r[k] - r[k][1])
\] 

(2.159)

and introducing a C language-like notation 

\[
(a == b) ? c : d = \begin{cases} 
  c & \text{if } a = b, \\
  d & \text{otherwise,}
\end{cases}
\] 

(2.160)

for \( l \in I_{N_P} \), let 

\[
\tilde{\text{CovAQ}}_{k,l} = \frac{1}{2}(\phi_{Q,t}((s[i][1][1][j])_{j=1}^{N_P}) - \phi_{Q,t}((s[i][1][1][j])_{j=1}^{N_P}))(r[k][1] - r[k][1])(l == l'?1:1).
\] 

(2.161)

The unbiased subscheme of \( \tilde{\text{SQCov}} \) for estimation of \( \tilde{\text{CovAQ}}_k \), \( k \in I_{N_P} \), is given by the formula for estimator 

\[
\tilde{\text{CovAQ}}_{k,\tilde{\text{SQCov}}} = \frac{1}{N_P + 1} \sum_{l=0}^{N_P} \tilde{\text{CovAQ}}_{k,l}.
\] 

(2.162)
We define scheme $\overline{SQ}$ as a one consisting of trivial extensions of subschemes from $SQ$ from the previous section, for which coordinates of $\psi$ defining the extensions are equal to $\phi_1 : \{1\} \rightarrow \mathbb{N}_+ : \phi_1(1) = N_P + 1$, and also of subschemes of $SQCov$ for which such coordinates are equal to $\phi_2 = \text{id}_{I_{N_P + 1}}$. Intuitively, scheme $\overline{SQ}$ is created by adding to $SQCov$ subschemes of $SQ$ applied to the $N_P + 1$st function. Such scheme is unbiased for estimation of estimands $\lambda$ also created by trivial extensions using the above $\psi$ of the corresponding estimands $\lambda$ of scheme $SQ$ for which coordinates of $\psi$ are $\phi_1$ and estimands $(\overline{CovA}_Q)_{k=1}^{N_P}$ for which these coordinates are $\phi_2$. Similarly as in the previous section, let us further add to $\overline{SVar}$ subschemes from $\overline{SECov}$ for estimation of $\overline{CovAE}_l, \ l \in I_{N_P}$, symmetrised from two to four dimensions in the $N_P + 1$st argument. Let us consider the following set of symmetries in different first $N_P$ arguments in two dimensions $\Pi_1 = \bigcup_{j=1}^{N_P} \Theta_{N_P+1,j,2}$ and set of symmetries in the $N_P + 1$st argument in four dimensions $\Pi_2 = \Theta_{N_P+1,N_P+1,4}$ (see definitions below (1.99)). Subschemes of $\overline{SVar}$ for estimation of $\overline{CovAE}_l, l \in I_{N_p+1}$, (note that $\overline{CovAE}_{N_P+1} = \overline{Ave}$) are averages of subschemes of $\overline{C2E}$ with respect to $\Pi_1 \Pi_2 = \{\pi_1 \pi_2 : \pi_1 \in \Pi_1, \pi_2 \in \Pi_2\}$, and they use both individually and together $4(N_P + 1)$ times more evaluation vectors for the last function than the latter, so that we have

$$d_{\overline{CovAE}_l, \overline{SVar}} \leq 4(N_P + 1)d_{\overline{CovAE}_l, \overline{C2E}}, \ l \in I_{N_P + 1}. \quad (2.163)$$

Subscheme of $\overline{SVar}$ for estimation of $\overline{Ave}$ uses $8(N_P + 1)$ times more evaluation vectors for the last function than the $N_P + 1$st subscheme of $\overline{P1E}$ using one such vector, and it is also an average of the latter with respect to $\Theta_{N_P+1,I_{N_P+2}} \Pi_1 \Pi_2$, so that from Lemma 17 it easily follows that

$$d_{\overline{Ave}, \overline{P1E}} \leq d_{\overline{Ave}, \overline{SVar}} \leq 8(N_P + 1)d_{\overline{Ave}, \overline{P1E}}. \quad (2.164)$$

An estimand corresponding to the nonlinearity coefficient (2.30) of $Q(f(P, R)|P)$ in $P_k, \ k \in I_{N_P}$, for $Q = \text{Var}, \overline{E}$, is defined as

$$DNQ_k = \overline{Q}_k^{\text{tot} \cdot \phi_1} - cQ_k^2 \quad (2.165)$$

for arguments $\alpha'$ as in (2.157). We use for its estimation an unbiased scheme which can be treated as an additional subscheme of a scheme $\overline{SVar}(2)$ using $\overline{SVar}$ in two independent steps, $\overline{SVar}_i = \Lambda_{x_i}(\overline{SVar})$ (see Section 2.11), $i \in I_2$, and which is given by formula

$$DNQ_{k, \overline{SVar}(2)} = \frac{1}{2} \sum_{i=1}^{2} \overline{Q}_k^{\text{tot} \cdot \phi_1} - \Pi_{i=1}^{2} cQ_k^{\text{tot} \cdot \phi_1} . \quad (2.166)$$

For the estimand corresponding to the nonlinearity coefficient (2.41) of $Q(f(P, R)|P)$ in all coordinates of $P, \ DNQ = \overline{Q}_P - \sum_{i=1}^{N_P} cQ_i^2$ for $Q = \text{Var}, \overline{E}$, we use a scheme given by

$$DNQ_{\overline{SVar}(2)} = \frac{1}{2} \sum_{i=1}^{2} \overline{Q}_P^{\text{tot} \cdot \phi_1} - \sum_{k=1}^{N_P} \Pi_{i=1}^{2} cQ_k^{\text{tot} \cdot \phi_1} . \quad (2.167)$$

In our numerical experiments the above schemes for nonlinearity coefficients were used to obtain estimates once per each two steps of a MC procedure using scheme $\overline{SVar}$ and thus the final MC estimator was computed by averaging over two times fewer estimates than for subschemes of $\overline{SVar}$. Correlations between a given function of conditional moments $Q(f(P, R))$ and coordinates of $P$ are $\mathbb{N}_P$ estimands $\overline{corr} Q = (\overline{corr} Q_i)_{i=1}^{N_P}$ on common admissible pairs, such that (see (2.30))

$$\overline{corr} Q_i = \frac{\overline{bQ}_i}{\overline{Q}_P}, \ i \in I_{N_P}, \quad (2.168)$$
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is defined on the intersection of domains of the divided estimands. One can compute the
estimates of it for \( Q = \mathbb{E} \) or \( \text{Var} \) e. g. by dividing the final MC estimates of \( bQ_i \) and
\( DQ \) obtained using scheme \( \hat{SV} \text{ar} \) and one can use analogously defined schemes \( \hat{SQ}' \) for
estimating \( \text{corr}Q \) for other \( Q \) and \( Q' \). Note that similarly as for schemes for variance-

based sensitivity indices of conditional expectation in Section 1.8, estimation schemes for
estimators like \( \text{PRA}, \text{CovA}, \text{PRE}, \text{CovE}, \) and \( \text{DNE}_k \) can be easily generalized to functions
with values in \( \mathbb{R}^m, m \in \mathbb{N}_+, \) by using appropriate scalar product of vectors instead of
function multiplication in the formulas for estimators. When this should not cause any
misunderstandings, to simplify notations we often drop the tilde sign over the symbols of
schemes or estimands introduced in this section, e. g. write \( \text{SVar} \) instead of \( \hat{SVar} \).

2.15. Schemes for the mean squared error of approximation

Let us consider a Hilbert space \( H \) with some scalar product \( \langle \cdot, \cdot \rangle \), inducing norm \( |\cdot| \). Let
\( v \in H, \Psi = \{\psi_i\}_{i=1}^l \) be an orthonormal set in \( H, V = \text{span}(\Psi) \), \( P_V \) be an orthogonal
projection from \( H \) onto \( V \), and \( c = (c_i)_{i=1}^l \) be the Fourier’s coefficients of \( v \) relative to \( \Psi \), that is

\[
P_V(v) = \sum_{i=1}^l c_i \psi_i. \tag{2.169}
\]

For example we can have \( H = L^2 \), with scalar product \( (1.24) \), \( v = Q(f(P,R)|P) \) for \( f(P,R) \)
being some construction of an output of an MR and \( Q \) being a function which restricted to
\( T_\mu \) is a function of the first \( m \) so restricted moments as in Section 2.2, and \( \psi_i = \phi_i(P) \) for
some functions \( \phi_i, i \in I_i \), orthonormal in \( L^2(\mu_P) \). Let \( h = (h_i)_{i=1}^l \in \mathbb{R}^l \). Squared error of
the approximation of \( v \) using \( \Psi \cdot h = \sum_{i=1}^l h_i \psi_i \) in \( H \), denoted as \( \text{err}(h) \), fulfills

\[
\text{err}(h) = |v - \Psi \cdot h|^2 = |P_V(v) - \Psi \cdot h|^2 + |v - P_V(v)|^2, \tag{2.170}
\]

where in the second equality we used the fact that \( v - P_V(v) \) is orthogonal to \( V \) and in the
last the fact that \( \Psi \) is orthonormal. Let us consider an unbiased estimator \( w = (w_i)_{i=1}^l \) of \( c \)
for some distribution \( \nu \) so that \( \mathbb{E}_\nu(w) = c \) and let us further assume that \( w_i \in L^2(\nu), i \in I_n \).
For instance for the above example, some unbiased estimation scheme \( \kappa = (\kappa_i)_{i=1}^l, l > 1, \)
for \( cQ \) for \( n = l - 1 \) as in the previous section, \( V = \text{D}cQ \), and for \( (\mu, g) \in \mathcal{V} \)
such that \( \mu = (\mu_P, \mu_R) \) and \( g = (\phi_1, \ldots, \phi_n, f) \), we can take \( \nu = \mu^{\text{proj}} \) and \( w = \phi_{\kappa,v}(g) \) (see \( 2.84 \)).

From (2.170), the average squared error of approximation of \( v \) using estimates of \( c \) given
by \( w(X), X \sim \nu, \) fulfills

\[
\mathbb{E}(\text{err}(w(X))) = \sum_{i=1}^l \text{Var}(w_i(X)) + |v - P_V(v)|^2 \tag{2.171}
\]

where by variance in the last term we mean variance for random vectors defined as in
Section 1.4 using the standard scalar product in \( \mathbb{R}^l \). Since for a fixed \( v \) and orthonormal
set \( \Psi, |v - P_V(v)| \) is constant, we get lower mean squared approximation error when using
estimator of orthogonal projection coefficients onto \( \Psi \) with lower sum of variances of its
coordinates. Thus standard scalar product is here a natural choice for defining variance
used to quantify error of approximation of \( c \) by \( w \) for \( \nu \).

We define an estimand \( \text{Err}Q \) on all admissible pairs \( \alpha = (\mu, s) = ((\mu_1, \mu_2), (s_1, s_2)) \) of
two distributions and two functions with sets of arguments’ indices \( \{1, 2\}, \{1\} \), such that
for each \( P \sim \mu_1 \) and \( R \sim \mu_2 \), it holds \( s_1(P,R) \in L^m, s_2(P) \in L^2 \), and for \( R \sim \mu_2^Q \)
and independent of \( P \), it holds \( h_Q(s_1)(P,R) \in L^2 \), in which case

\[
\text{Err}Q(\alpha) = \mathbb{E}((Q(s_1(P,R)|P) - s_2(P))^2). \tag{2.172}
\]
For the above discussed example in which \( v = Q(f(P, R)|P) \), for \( s_1 = f, h \in \mathbb{R}^i \), and \( s_2(P) = \sum_{i=1}^{N} h_i \phi_i(P) \), Err\(\alpha(Q)\) is equal to err\(h\).

Let us consider an unbiased estimation scheme \( \text{SErrE} \) for Err\(E\), defined by formula

\[
\hat{\text{ErrE}}_{\text{SErrE}} = (g_1[0][0] - g_2[0])(g_1[0][1] - g_2[0]).
\]  

(2.173)

The fact that it is unbiased follows from formula (1.67) in Theorem 4 since for \( \alpha = (\mu, s) \in D_{\text{ErrE}} \), \( X \sim \mu^{p_{\text{ErrE}}} \), and \( p(x_1, x_2) = s_1(x_1, x_2) - s_2(x_1) \), we have

\[
\hat{\text{ErrE}}_{\text{SErrE}}(f)(X) = \mathbb{E}(p(X_1, X_2[0]|p(X_1, X_2[1]))
= \mathbb{E}((\mathbb{E}(p(X_1, X_2[0]|X_1))^2)
= \mathbb{E}((\mathbb{E}(s_1(X_1, X_2[0]|X_1) - s_2(X_1))^2).
\]

(2.174)

Analogously in Section 2.13, we define scheme \( \text{SErrQ} \) giving an unbiased estimator of Err\(Q\) such that for \( (\mu, s) \in D_{\text{ErrQ}} \), \( P \sim \mu_1 \), \( R \sim \mu_2 \), and \( \tilde{R} \sim \mu_2^{-\mathbb{R}} \) and independent of \( P \), it holds

\[
\hat{\text{ErrQ}}_{\text{SErrQ}}(s)(P, \tilde{R}) = \frac{1}{|\Psi_Q|} \sum_{\pi \in \Psi_Q} \hat{\text{ErrE}}_{\text{SErrE}}(h_Q(s_1), s_2)(P, \tilde{R}_{\pi}),
\]

(2.175)

and we add to scheme \( \text{SErrVar} \) subschemes for estimation of Err\(E\) which are created by symmetrisation of subschemes from \( \text{SErrE} \) from \( 2r_E = 2 \) to \( 2r_{\text{Var}} = 4 \) dimensions in the second argument.

### 2.16. Variances of the new estimators for the RTC and GD methods

In our numerical experiments which we describe in the further sections, the estimates of variances of various unbiased estimators of main and total sensitivity indices of conditional variance from Section 2.13 as well as such estimators of orthogonal projection coefficients of conditional variance and expectation onto the span of model parameters and constants significantly depended on whether the GD or the RTC method was used and on the order of reactions in the GD method. Using notations as in Section 1.12 for \( s \) such that \( P = ((\mu_P, \mu_R), (s, f)) \in D_{\text{CovE}} \) and \( \tilde{P} \sim \mu^{p_{\text{CovE}}} \), and independent of \( R \), it holds

\[
4\mathbb{E}_\alpha(\text{CovE}^2_{\text{Scov2E}}) = \mathbb{E}((f(\tilde{P}[0], R) - f(\tilde{P}[1], R))^2(s(\tilde{P}[0]) - s(\tilde{P}[1]))^2)
= \mathbb{E}(\text{msd}(\tilde{P}[0], \tilde{P}[1])(s(\tilde{P}[0]) - s(\tilde{P}[1]))^2),
\]

(2.176)

so the inequalities between the variances \text{Var}_\alpha(\text{CovE}_{\text{Scov2E}}) should also be the same as for \text{msd}(p_1, p_2) for all appropriate \( p_1, p_2 \), and in Section 1.12 depending on the method used. By an analogous argument the same applies to the variances of estimators \( \text{CovE}_{k,C2E} \), \( k \in \mathbb{N}_+ \), for appropriate admissible pairs. For some \( \ell, n, m \in \mathbb{N}_+ \), let us now consider two functions \( \phi : I_1 \rightarrow I_1 \) and \( \psi : I_1 \rightarrow I_m \), a random vector with not necessarily independent coordinates \( p' = (p'_i)_{i=0}^n \), \( p'_i \sim P, i \in I_1 \), and a random vector \( R \sim \mu^{n'}_{\text{R}} \), independent of \( P' \). We have

\[
\mathbb{E}(\sum_{i=1}^{1} f(P'_\phi(i), R'_\psi(i)))^2 = \sum_{i,j \in I_1} \mathbb{E}(f(P'_\phi(i), R'_\psi(i)) f(P'_\phi(j), R'_\psi(j))).
\]

(2.177)

By a proof similar as of Theorem 4 for \( \psi(i) \neq \psi(j) \), it holds

\[
\mathbb{E}(f(P'_\phi(i), R'_\psi(i)) f(P'_\phi(j), R'_\psi(j))) = \mathbb{E}(\mathbb{E}(f(P'_\phi(i), R') f(P'_\phi(j), R')))\mathbb{E}(f(P'_\phi(i), R') f(P'_\phi(j), R')),
\]

(2.178)

which, given \( f(P, R) = g(h(P, R)) \), is determined by the distribution of \( (P'_\phi(i), P'_\phi(j)) \), \( g \), and the reaction network \( RN \) used in the definition of MR, and thus its value should not depend on the construction of MR being used. For \( \psi(i) = \psi(j) \),

\[
\mathbb{E}(f(P'_\phi(i), R'_\psi(i)) f(P'_\phi(j), R'_\psi(j))) = \mathbb{E}(f(P, R))^2 - \frac{1}{2} \text{msd}(P'_\phi(i), P'_\phi(j)).
\]

(2.179)
From the above calculations it easily follows that the inequality between the variances of estimators like $\hat{Ave}_{SVar}$, $\hat{Cov}_AE_{n+1,C2E}$, and $\hat{Ave}_{\sim}$, for the appropriate admissible pairs corresponding to $f$, $P$, $R$, for different constructions should be opposite than the inequalities between msd$(p_1,p_2)$ for all $p_1$ and $p_2$ as in Section 1.12. In our numerical experiments discussed in the next section the estimates of variances of estimators $\hat{c}E_k,C2E$ were often much lower and of estimators $\hat{Ave}_{C2E}$ higher when using the RTC than the GD method. However, for the MBMD model, as discussed in Section 2.17.4 some estimates of variance of $\hat{c}E_k,C2E$ in our experiments were statistically significantly higher while of $\hat{Cov}_AE_{n+1,C2E}$ and $\hat{Ave}_{\sim}$ (denoted there as $\hat{Ave}_{C2E}$) smaller for the RTC than the GD method, from which it follows that for this model and its output, similarly as for the ones from Section E of [53], there exist parameters $p_1$, $p_2$, for which msd$(p_1,p_2)$ is higher for the RTC than the GD method.

2.17. Numerical experiments

2.17.1. Implementation extensions and tests of validity of the inefficiency constants of schemes

The numerical experiments in this work were run using the same hardware and operating system as described in Section 1.13. The program described in that section was extended by adding implementations of MC procedures using the new estimators described in sections 2.13, 2.14, and 2.15. Figure 2.1 describes basic specification process and the corresponding results of computations with our extended program. We carried out a numerical experiment comparing the average execution times of MC procedures using schemes $\hat{SVar}$, $SE$, $C1E$, and $C2E$, and the same number of simulations of the RTC or GD methods for the outputs of the SB, GTS, and MBMD models defined in sections 1.14.1, 1.14.2, and 1.14.3. For $N_P$ denoting the number of parameters of a given model, $k = 50$ for the GTS model and $k = 500$ for the other models, for each model we performed a 50-step MC procedure measuring in each step the execution time of $k$ MC-steps using scheme $\hat{SVar}$, $2k$ MC-steps of scheme $SE$, one MC-step of $C1E(8(N_P + 1)k)$, and $4(N_P + 1)k$ MC-steps of scheme $C2E$. The computed mean execution times are presented in Table 2.1. From the table we can see that the mean execution times of our implementations of the procedures using different schemes and simulation methods and a given model for the same number of process simulations are comparable. For this reason and to make our analysis independent of the implementation or computer architecture used, rather than comparing the estimates of inefficiency constants of sequences of MC procedures, in our numerical experiments we shall focus on comparing the estimates of variances of the final MC estimators for the same number of process simulations carried out in the MC procedures, the ratio of such variances being equal to the ratio of appropriate inefficiency constants of the schemes used, as discussed in sections 1.10 and 2.9.

2.17.2. SB model

Let us consider the SB model and its output from Section 1.14.1. See [3] and Appendix G for derivation of some analytical expressions for the sensitivity indices and orthogonal projection coefficients in this model. Some values obtained from these expressions are presented in Table 2.2 and the main Sobol’s indices of conditional expectation and variance are also shown on pie charts in Figure 2.2. For computations with this model we used only the RTC method since for a reaction network with one reaction there is no difference in variance of our estimators using the GD and RTC methods. We performed a one-million-step MC procedure using scheme $\hat{SVar}$. The computed sensitivity indices, orthogonal projection coefficients, and nonlinearity coefficients are presented in Table 2.3, while the mean value and average variance of the model output are given in Table 2.6. The results of computations
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Figure 2.1: Diagram describing the basic specification process and the corresponding results of computations carried out with our program. See Section 1.13 for details on specification of MR and sections 1.8, 2.13, 2.14, and 2.15 for definitions of the above schemes and estimands.
are in good agreement with the analytically computed values in Table 2.2 and Appendix E. We performed a ten-million-step MC procedure using scheme $SE$ $ErrVar$ to estimate the mean squared error of approximation of the conditional expectation and conditional variance of the output using linear combinations of elements of the set of centered model parameters and constant one, that is the set $\Phi = \{P_i - \mathbb{E}(P_i)\}_{i=1}^{N_P} \cup \{1\}$, using as coefficients the estimates of $(bE_1, \ldots, bE_{N_P}, Ave)$ from Tables 2.3 and 2.6 when approximating the conditional expectation, and estimates of $(bVar_1, \ldots, bVar_{N_P}, AveVar)$ from these tables when approximating the conditional variance. We obtained estimates of mean squared approximation error $0.027 \pm 0.022$ for the conditional expectation and $1 \pm 15$ for the variance, both being in good agreement with the values of these errors we computed analytically, approximately equal to $0.00051$ and $0.0062$, respectively. We also performed a numerical experiment comparing the estimates of variances of the final MC estimators of different indices using scheme $SVar$ in 25000 steps, scheme $SE$ in 50000, and schemes $EM$ and $ET$ in 100000 steps, so that each above MC procedure used the same number of one million process simulations. We ran each above procedure five times collecting in each run the estimate of variance of the final MC estimator $[E,16]$, and finally computing the estimate of mean and standard deviation of the estimates of variances as described in Appendix E. The results are presented in Table 2.3 and in Figure 2.3, from which we can see that the estimates of variances of the final MC estimators given by scheme $EM$ are approximately two times lower than for scheme $SE$ and four times lower than for scheme $SVar$ for the main sensitivity indices of all parameters except $K3$ and analogously for schemes $ET$, $SE$, and $SVar$ for the total sensitivity indices of these parameters. Such proportions correspond to equalities in the rhs inequalities of relations $(1.111)$, $(2.136)$, and $(2.137)$ for the main as well as in the relations $(1.112)$, $(2.136)$, and $(2.138)$ for the total sensitivity indices of conditional expectation. For $\Phi' = \{P_i - \mathbb{E}(P_i)\}_{i=1}^{N_P} \cup \{1\}$, that is the set of normalized centered parameters and constant one, we also performed a numerical experiment comparing the variances of MC methods estimating the coefficients of orthogonal projection of the conditional expectation and conditional variance onto span($\Phi'$). We used scheme $SVar$ in $k = 100$ steps for estimating the orthogonal projection coefficients of both conditional expectation and conditional variance. For $N_P = 4$ denoting the number of parameters, we also carried out MC procedures using $4(N_P + 1)k$ steps of scheme $C2E$, $8(N_P + 1)k$ steps of $P1E$, and a single step of $C1E(8(N_P + 1)k)$ for the conditional expectation. For the conditional variance we applied besides scheme $SVar$ also $4(N_P + 1)k$ steps of scheme $P1Var$, single step of $C1Var(4(N_P + 1)k)$, and $2(N_P + 1)k$ steps of $C2Var$. The same number of 4000 process evaluations was used in each above method. We performed a 200 step procedure to compute the mean variances of the final MC estimators. For schemes $C1E$ and $C1Var$, the variance in each step was computed using unbiased estimator of variance computed from a sample of ten runs of the method, while for the other methods this was
an estimate of variance of the mean computed in the method using estimator $E.12$. Let
$\Sigma Q$ for $Q = \text{Var}, E$ be defined as a sum of variances of the final MC estimators of all
the coefficients of orthogonal projection of $Q(f(P,R)|P)$ onto span($\Phi'$) given by certain
scheme. From discussion in Section 2.15, using the coefficients computed with a scheme
with lower value of $\Sigma Q$ should lead to lower average error of approximation of $Q(f(P,R)|P)$.
Furthermore, from discussion in sections 2.9 and 2.15 the ratio of values of $\Sigma Q$ when using
different schemes and the same number $l$ of process simulations is equal to the ratio of
inefficiency constants of these schemes for estimating the vector of projection coefficients,
with variances in definitions of the constants being given by standard scalar product. In
each of the above 200 steps we also obtained estimates of $\Sigma Q$ for different schemes by
summing the estimates of variances of the estimators of the coefficients and then computed
the mean from all steps. The results of the above numerical experiment are presented in
Table 2.5 and Figure 2.4. From the table we can see that $\Sigma E$ is lowest for scheme $C1E$,
followed by $C2E$, $SVar$, and $P1E$, while $\Sigma Var$ is lowest for $SVar$ followed by $P1Var$,
$C2Var$, and $C1Var$. The reader can easily confirm that the results in Table 2.5 are in good
agreement with various inequalities between variances of estimators of orthogonal projection
coefficients given in Section 2.14.

| $i$ | $V_i$ | $V_i^\text{tot}$ | $S_i$ | $\ddot{S}_i^\text{tot}$ | $bE_i$ |
|-----|-------|-----------------|------|-------------------|-------|
| $C$ | 310   | 310             | 0.451| 0.451             | 1     |
| $K_1$ | 300    | 300             | 0.436| 0.436             | 100   |
| $K_2$ | 75     | 75              | 0.109| 0.109             | 100   |
| $K_3$ | 3      | 3               | 0.0044| 0.0044           | 100   |

| $i$ | $V_i$ | $V_i^\text{tot}$ | $S_i$ | $\ddot{S}_i^\text{tot}$ |
|-----|-------|-----------------|------|-------------------|
| $P$ | 688   | 170             | 0.80 | 0.20              |
| $R$ | 858   | 858             | 1    | 0                 |

| $i$ | $V_{Var_i}$ | $V_{Var_i}^\text{tot}$ | $SVar_i$ | $SVar_i^\text{tot}$ | $bVar_{Var_i}$ |
|-----|-------------|------------------------|---------|-------------------|----------------|
| $C$ | 0           | 0                      | 0       | 0                 | 0              |
| $K_1$ | 300        | 300                    | 0.794   | 0.794             | 100            |
| $K_2$ | 75         | 75                     | 0.198   | 0.198             | 100            |
| $K_3$ | 3          | 3                      | 0.00794 | 0.00794          | 100            |
| $P$  | 378        | 1                      | 1       | 1                 |                |

Table 2.2: Values of sensitivity indices and orthogonal projection coefficients onto model pa-
rameters of conditional expectation and variance in the SB model, obtained using analytical
expressions from Appendix G and [3].

2.17.3. GTS model

Let us consider the GTS model and its output from Section 1.14.2. We performed a 250000
step MC procedure using scheme $SVar$ and the RTC method. The estimates of different
coefficients and sensitivity indices obtained in this procedure are given in Table 2.7 and
figures 2.5 and 2.6. The estimates of mean and average variance of the output from the
procedure are given in Table 2.6. Note that the sum of Sobol’s interaction indices, equal to
the proportion of total arc length of each pie chart occupied by the empty sector in Figure
2.5 (see also formula 1.42), is much higher for the conditional variance than the conditional
expectation. From Table 2.7 and Figure 2.6 we can also see that the total sensitivity indices
of conditional variance are significantly higher than the main sensitivity indices, especially
for the parameters $\gamma$ and $\alpha_2$, and that the order of the parameters with respect to the total
indices of conditional variance is different than with respect to its main indices.
We performed a 2.5-million-step MC procedure using scheme $SE_{ErrVar}$ to estimate the mean squared error of approximation of conditional expectation and variance of the output using linear combinations of centered parameters and constant one as in the previous section, taking as coefficients the estimates of $bE_i$ and $bVar_i$ from Table 2.8 and estimates of mean and mean variance from Table 2.6. We obtained estimates of error for conditional expectation $1.779 \pm 0.100$ and for variance $2.27 \pm 0.14 \cdot 10^3$, both being significantly higher than zero and not significantly different from the estimates of squares of the best possible linear approximation errors, equal to the values of $DNE$ and $DNVar$ given in Table 2.7.

In Table 2.8 we present estimates of variances of the final MC estimators of the procedures using the RTC and the GD methods and 1000 steps of scheme $SVar$, 2000 of $SE$, and 4000 of $EM$ and $ET$, so that the variances are computed for the same number of process simulations used by the schemes. The mean estimates of variances for each method were computed analogously as in the previous section, except that fifty rather than five runs of each procedure were carried out to compute the means and standard deviations. Note that the estimates of variances of estimators from scheme $SVar$ for estimation of some main sensitivity indices in Table 2.8 are significantly lower than these of the subschemes of scheme $EM$ introduced in [3] and analogously for the total sensitivity indices and scheme $ET$. For instance the estimate of variance of the total sensitivity index with respect to the parameter $\beta$ computed using scheme $SVar$ is about 2.45 times lower than the one from scheme $ET$, both using the GD method, which is not far from the theoretical bound of 3 corresponding to equality in the lhs of relation (2.138). From Table 2.8 we can also see that the estimates of variances of estimators from scheme $SVar$ are lower for the RTC than the GD method for all the main and total indices of the conditional expectation. They are even over 4 times lower for the total and main sensitivity index with respect to the parameter $\beta$.

We carried out a numerical experiment comparing the variances of estimation schemes for orthogonal projection coefficients which was analogous as in the previous section, except that here for schemes $C2E$, $C2Var$, and $SVar$ we tested the GD and RTC methods separately. The results are presented in Table 2.9 and values of $\Sigma E$ and $\Sigma Var$ also in Figure 2.7. From Table 2.9 we can see that the estimates of variances of orthogonal projection coefficients onto normalized centred parameters computed with the use of schemes $C2E$ and $SVar$ for conditional expectation and $C2Var$ for conditional variance are significantly
lower for the RTC than the GD method for most coefficients. On the other hand, these variances are higher for the RTC than the GD method for all the coefficients of projections onto constant one (that is the averages Ave$E$ and AveVar), for these schemes. From Table 2.3 and Figure 2.7 we can also see that $\Sigma E$ is similarly as for the SB model lowest for the scheme C1E, followed by scheme C2E using RTC and then GD methods, but in contrast to the SB model now next comes scheme P1E and then SVar using RTC and GD methods. As opposed to the SB model, for the GTS model SVar is lowest for scheme C2Var for the RTC method and for scheme P1Var, followed by C2Var for the GD method, SVar for the RTC and GD methods, and finally C1Var.

Let us now illustrate the theory from Section 2.5, using notations from there. Let the distribution of vector $Y$ be as of the parameter vector of the GTS model defined above and let the new parameter vector $X$ have distributions of all coordinates as in $Y$, except for the $i$th coordinate, for certain $i \in I_4$, which has distribution $U(0.8v_i, 1v_i)$ for $v_i$ equal to the fixed value of that parameter in $[47]$. We have $\mu_X(B_X) = \frac{1}{2}$ and $P(A) = 1$. Using inequality (2.65) for a perturbation $\Delta_i = 0.2v_i$ of only the $i$th parameter and values of DNE$_i$ and $bE_i$ from Table 2.7, we receive an estimate of the lower bound on the probability that the effect of this perturbation on the mean number of particles has the same sign as $bE_i$, equal to 95%, 84%, 89%, and 88%, for the consecutive $i \in I_4$. Let now $Y$ and $X$ both have distributions

### Table 2.3: Estimates of various indices and coefficients for the SB model computed in a one-million-step MC procedure using the RTC algorithm and scheme SVar.

| $i$ | $V_i$  | $V_{i}^{\text{tot}}$ | $S_i$  | $S_{i}^{\text{tot}}$ | $bE_i$ | DNE$_i$ |
|-----|--------|----------------------|--------|----------------------|--------|---------|
| $C$ | 309.83 ± 0.37 | 309.83 ± 0.37 | 0.45 | 0.45 | 0.9994 ± 0.0012 | −0.45 ± 0.72 |
| $K_1$ | 299.80 ± 0.36 | 299.80 ± 0.36 | 0.44 | 0.44 | 99.93 ± 0.12 | −0.05 ± 0.70 |
| $K_2$ | 74.895 ± 0.091 | 74.895 ± 0.091 | 0.11 | 0.11 | 99.83 ± 0.13 | −0.16 ± 0.18 |
| $K_3$ | 2.9991 ± 0.0039 | 2.9999 ± 0.0039 | 0.0044 | 0.0044 | 100.15 ± 0.33 | −0.0173 ± 0.0073 |

### Table 2.4: Estimates of variances of the final MC estimators of the sensitivity indices of conditional expectation using different schemes and the SB model.

| $i$ | $V_{i}^{\text{Var}}$ | $V_{i}^{\text{Var tot}}$ | $S_{i}^{\text{Var}}$ | $S_{i}^{\text{Var tot}}$ | $bV_{i}^{\text{Var}}$ | DNE$_{i}^{\text{Var}}$ |
|-----|----------------------|----------------------|-------------------|-------------------|-------------------|-------------------|
| $C$ | 0 | 0 | 0.8 | 0.8 | −7.2 ± 6.5 · 10$^{-4}$ | 0 |
| $K_1$ | 301.5 ± 5.6 | 301.1 ± 5.6 | 0.79 | 0.79 | 99.62 ± 0.36 | 2.9 ± 7.8 |
| $K_2$ | 76.2 ± 2.4 | 75.5 ± 2.4 | 0.2 | 0.2 | 100.34 ± 0.44 | 0.7 ± 3.1 |
| $K_3$ | 3.27 ± 0.42 | 3.08 ± 0.43 | 0.0086 | 0.0081 | 101.85 ± 0.90 | −0.08 ± 0.53 |
| $P$ | 380.7 ± 6.1 | 380.7 ± 6.1 | 1 | 1 | $DNE_{i}^{\text{Var}}$ | 4.1 ± 4.3 |
Figure 2.3: Chart (a) shows the ratios of estimates of variances of estimators of the main sensitivity indices given by schemes EM and SE to the estimate of variance of such estimator given by scheme SVar for the SB model output, and chart (b) of estimates of variances of estimators of the total sensitivity indices given by schemes ET and SE to such estimate for scheme SVar. See Section 2.17.2 for details.

as the parameter vector of the GTS model and consider a perturbation $\Delta_i = 0.1v_i$ only of the $i$th parameter. We now have $\mu_Y(B_X) = 1$, $P(A) = \frac{3}{4}$, and the estimates of bounds on the probabilities as above are equal to 64%, 43%, 52%, and 50%, for the consecutive $i \in I_4$.

### 2.17.4. MBMD model

Let us finally consider the MBMD model and its output from Section 1.14.3. We performed a one-million-step MC procedure computing various indices and coefficients using the RTC method and scheme SVar. The results are presented in Table 2.10 and on Figure 2.8. We carried out a ten-million-step MC procedure using scheme SErrVar to estimate the mean squared error of approximation of conditional expectation and variance using linear combinations of centred parameters and constants and estimates of $bE_i$ and $bVar_i$ from Table 2.10 and mean and mean variance from Table 2.6 as coefficients, analogously as in the previous sections. We obtained estimates of error for conditional expectation $3.091 \pm 0.094 \times 10^{-2}$ and for variance $0.000 \pm 0.027$, which are not significantly different from estimates of the squared best theoretical errors $DNE$ and $DNVar$ in Table 2.10. We carried out 500 independent runs of 250-step MC procedures using scheme SVar and RTC, GDI, and GDR methods described in Section 1.14.3 to get estimates of variances of the final MC estimators of the sensitivity indices of conditional variances from this scheme, analogously as for the indices of conditional expectations in the previous sections. The results are presented in Table 2.11 and Figure 2.9. For all the parameters except $C$ the estimates of variances are lowest for the RTC method, followed by the GDI, and then the GDR method, while for $C$ they are lower for the GDR than the GDI method, with the RTC method still yielding the smallest variance. The estimate of variance of the final MC estimator of the main sensitivity index of conditional variance with respect to $K_{d1}$ is even about 48 times higher for the RTC than the GDI method. Qualitatively the same results were obtained for variances of estimators of total sensitivity indices using this scheme (data not shown).

We also performed an experiment comparing the variances of estimators of orthogonal projection coefficients from 200 independent runs of MC procedures using different above constructions of the MBMD model and 100 runs of scheme SVar and procedures using schemes $C2E$ and $C2Var$ using the same number of process evaluations, similarly as in the previous sections. The results are presented in Table 2.12 and Figure 2.10. We can see that
Table 2.5: Estimates of variances of the final MC estimators of orthogonal projection coefficients of conditional expectation and conditional variance for the SB model as explained in Section 2.17.2. AV is an abbreviation for AveVar, and ΣV for ΣVar.

| i | $P1E$     | $C1E$     | $C2E$     | $SVar$    |
|---|-----------|-----------|-----------|-----------|
| C | 13.414 ± 0.014 | 0.2039 ± 0.0073 | 0.4107 ± 0.0015 | 4.473 ± 0.065 |
| K1 | 13.417 ± 0.014 | 0.1913 ± 0.0068 | 0.4118 ± 0.0015 | 4.366 ± 0.060 |
| K2 | 13.456 ± 0.014 | 0.2158 ± 0.0079 | 0.3635 ± 0.0014 | 1.318 ± 0.022 |
| K3 | 13.436 ± 0.015 | 0.2198 ± 0.0075 | 0.3491 ± 0.0013 | 0.3232 ± 0.0057 |
| Ave | 2.1403 ± 0.0033 · 10$^{-1}$ | 0.1930 ± 0.0064 | 2.5423 ± 0.0055 · 10$^{-1}$ | 3.851 ± 0.034 |
| ΣE | 53.936 ± 0.033 | 1.024 ± 0.016 | 1.7892 ± 0.0043 | 14.33 ± 0.11 |

| i | $P1Var$ | $C1Var$ | $C2Var$ | $SVar$ |
|---|--------|--------|--------|-------|
| C | 232.2 ± 1.3 | 4.60 ± 0.15 · 10$^4$ | 279.1 ± 2.0 | 1.308 ± 0.038 |
| K1 | 145.06 ± 0.94 | 2.753 ± 0.095 | 137.8 ± 1.2 | 38.1 ± 1.1 |
| K2 | 144.96 ± 0.86 | 0.669 ± 0.023 | 134.1 ± 1.1 | 13.88 ± 0.43 |
| K3 | 144.48 ± 0.91 | 2.820 ± 0.092 · 10$^{-2}$ | 133.7 ± 1.1 | 2.443 ± 0.076 |
| AV | 92.01 ± 0.44 | 90.1 ± 2.8 | 116.94 ± 0.95 | 184.6 ± 3.0 |
| ΣV | 758.7 ± 3.8 | 4.61 ± 0.15 · 10$^4$ | 801.7 ± 4.5 | 240.3 ± 3.4 |

Table 2.6: Estimates of the means and average variances of outputs of the SB and MBMD models computed in a one-million-step and of the GTS model in a 250000-step MC procedure using scheme $SVar$ and the RTC algorithm.

| MR | Ave | AveVar |
|----|-----|--------|
| SB | 230.004 ± 0.020 | 169.95 ± 0.13 |
| MBMD | 10.0298 ± 0.0019 | 7.1035 ± 0.0051 |
| GTS | 30.244 ± 0.021 | 37.05 ± 0.40 |

for schemes $C2E$ and $SVar$ for the coefficients of conditional expectation, as well as for scheme $C2Var$ for the coefficients of conditional variance, the GDR method yields highest variance of the estimators of coefficients of orthogonal projection onto normalized centered parameters and the lowest variance for the averages for both conditional expectations and variances. For all of the schemes, using the GDR method leads to highest estimates of $ΣE$ and $ΣVar$, followed by the RTC method, and finally by the GDI method. Note that for the parameters $K_{3i}$ and $K_{4i}$ the estimates of variances of estimators of the orthogonal projection coefficients of conditional expectation from scheme $C2E$ are statistically significantly higher when using the RTC than the GDI method, while the opposite sharp inequality holds for the estimand Ave, which, as discussed in Section 1.12, shows that for this model the value of msd($p_1,p_2$) defined by (1.113) must be higher for certain parameter values when using the RTC than the GD method, both with the initial order of indices.
Figure 2.4: Estimates for the SB model of quantities $\Sigma E$ in chart (a) and $\Sigma Var$ in chart (b) for different estimation schemes of orthogonal projection coefficients of conditional expectation in (a) and variance in (b) for the computations described in Section 2.17.2.

Figure 2.5: Pie charts analogous as in Figure 2.2 but for the GTS model.
Figure 2.6: Estimates of the main and total sensitivity indices of conditional expectation in chart (a) and variance in chart (b) of the GTS model output as discussed in Section 2.17.3.

Table 2.7: Estimates of different sensitivity indices and coefficients for the GTS model computed in a 250000-step MC procedure using scheme SVar.

Table 2.8: Estimates of variances of the final MC estimators of the sensitivity indices of conditional expectation for the GTS model, computed using the RTC and GD methods and different schemes as described in Section 2.17.3.
Table 2.9: Estimates of the final estimators of the orthogonal projection coefficients of conditional expectation and conditional variance given the parameters using different schemes for the GTS model as described in Section 2.18. The suffix RTC or GD of the scheme means that the RTC or the GD method was applied.
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Figure 2.7: Estimates for the GTS model of quantities $\Sigma E$ in chart (a) and $\Sigma Var$ in chart (b) for different estimation schemes of orthogonal projection coefficients of conditional expectation in (a) and variance in (b) for the computations described in Section 2.17.3. The suffix RTC or GD of the scheme means that the RTC or the GD method was applied.

Table 2.10: Estimates of different sensitivity indices and coefficients in the MBMD model computed in a one-million-step MC procedure using the RTC method and scheme $SVar$.

![Table 2.10](image)
Figure 2.8: Pie charts analogous as in Figure 2.2 but for the MBMD model. The portions of total arc lengths occupied by segments with symbols $\Sigma_b$ and $\Sigma_d$ are equal to the sums of the Sobol’s main sensitivity indices with respect to all parameters $K_{b,i}$, $i \in I_5$, for $\Sigma_b$ and $K_{d,i}$, $i \in I_5$, for $\Sigma_d$.

Table 2.11: Estimates of variances of the final MC estimators of the main sensitivity indices of conditional variance using scheme $\text{SVar}$ and the GDR, GDI, and RTC methods as described in Section 2.17.4.

| $i$ | GDR | GDI | RTC |
|-----|-----|-----|-----|
| $C$ | $2.160 \pm 0.045$ | $2.523 \pm 0.078$ | $0.580 \pm 0.019$ |
| $K_{b1}$ | $3.573 \pm 0.084$ | $0.3063 \pm 0.0072$ | $0.1057 \pm 0.0037$ |
| $K_{d1}$ | $3.223 \pm 0.081$ | $0.2335 \pm 0.0077$ | $0.0669 \pm 0.0021$ |

Figure 2.9: Chart illustrating data from Table 2.11.
Table 2.12: Estimates of variances of the final MC estimators of orthogonal projection coefficients of conditional expectation and variance using different schemes and the GDR, GDI, and RTC methods as described in Section 2.17.4.

| i | GDR | GDI | RTC |
|---|-----|-----|-----|
| $cE_{i,C2E}$ | 2.3531 ± 0.0012 | 1.64792 ± 0.00088 | 1.54710 ± 0.00078 |
| $K_{bi}$ | 2.1750 ± 0.0011 | 1.27239 ± 0.00069 | 1.30307 ± 0.00067 |
| $K_{di}$ | 2.1300 ± 0.0011 | 1.26781 ± 0.00068 | 1.29614 ± 0.00066 |
| Ave | 1.26760 ± 0.00037 | 1.68266 ± 0.00050 | 1.67421 ± 0.00050 |
| $\Sigma E$ | 24.8995 ± 0.0078 | 16.0320 ± 0.0050 | 16.2203 ± 0.0048 |

| i | $cE_{i,SVar}$ | $cVar_{i,C2Var}$ | $cVar_{i,SVar}$ |
|---|----------------|------------------|----------------|
| $C$ | 51.76 ± 0.17 | 50.15 ± 0.16 | 48.73 ± 0.15 |
| $K_{bi}$ | 26.233 ± 0.093 | 20.747 ± 0.074 | 21.669 ± 0.076 |
| $K_{di}$ | 25.602 ± 0.091 | 20.655 ± 0.070 | 21.434 ± 0.073 |
| Ave | 27.023 ± 0.052 | 34.461 ± 0.070 | 34.654 ± 0.069 |
| $\Sigma E$ | 330.69 ± 0.64 | 291.88 ± 0.56 | 298.35 ± 0.57 |

| i | $cVar_{i,C2Var}$ | $cVar_{i,SVar}$ |
|---|------------------|----------------|
| $C$ | 69.004 ± 0.096 | 57.896 ± 0.083 | 59.382 ± 0.083 |
| $K_{bi}$ | 59.941 ± 0.082 | 36.303 ± 0.051 | 40.662 ± 0.055 |
| $K_{di}$ | 59.550 ± 0.080 | 36.014 ± 0.051 | 40.422 ± 0.055 |
| Ave | 32.483 ± 0.029 | 44.040 ± 0.047 | 42.132 ± 0.045 |
| $\Sigma V$ | 697.29 ± 0.62 | 464.07 ± 0.43 | 507.02 ± 0.46 |

| i | $cVar_{i,SVar}$ |
|---|----------------|
| $C$ | 122.89 ± 0.65 | 159.87 ± 0.98 | 125.83 ± 0.71 |
| $K_{bi}$ | 127.88 ± 0.65 | 75.79 ± 0.45 | 102.64 ± 0.56 |
| $K_{di}$ | 121.75 ± 0.64 | 69.65 ± 0.41 | 95.29 ± 0.52 |
| Ave | 102.30 ± 0.35 | 250.70 ± 0.98 | 258.81 ± 0.97 |
| $\Sigma V$ | 1400.4 ± 4.1 | 1140.6 ± 3.8 | 1367.8 ± 4.2 |

Figure 2.10: Estimates for the MBMD model of quantities $\Sigma E$ in chart (a) and $\Sigma Var$ in chart (b) for different schemes and methods for the estimation of the orthogonal projection coefficients of conditional expectation in (a) and variance in (b) as described in Section 2.17.4.
Conclusions

In this work we formalized and generalized the former concept of an estimation scheme from our master’s thesis in computer science [3], making it a convenient tool for defining estimators of vector-valued estimands depending on a number of functions. We also defined inefficiency constant of such a scheme, which can be useful for comparing the efficiency of unbiased estimation schemes when used in MC procedures. We developed new estimation schemes for various quantities defined for functions of two independent random variables, which can be outputs of stochastic models in function of the model parameters and a noise variable used to construct the random trajectories of the model process. In particular, we provided such first unbiased estimation schemes for the variance-based sensitivity indices of a large class of functions of conditional moments other than conditional expectation, like conditional variance, of functions of two independent random variables given the first variable, and developed some new schemes for the case of conditional expectation. We also provided first unbiased estimation schemes for covariances and products of functions of conditional moments and functions of the first variable, for coefficients of orthogonal projection of functions of conditional moments onto orthogonal functions of the first variable, and of the mean squared error of approximation of functions of conditional moments using functions of this variable. Furthermore, we derived estimation schemes for normalized variance-based sensitivity indices and correlations between functions of conditional moments and functions of the first variable. We defined a new nonlinearity coefficient which can be used for obtaining lower bounds on the probabilities of certain localizations of functions values changes, caused by perturbations of their independent arguments. We also provided unbiased estimation schemes for nonlinearity coefficients with respect to all independent arguments and computed these coefficients numerically for the GTS model. One of the proposed schemes, called scheme $SVar$, allows to estimate most of the above mentioned indices and coefficients for conditional expectation and variance, such as variance-based sensitivity indices and coefficients of orthogonal projection onto linear combinations of coordinates of the first variable and constants. It can be also easily extended to allow for the estimation of coefficients of orthogonal projection onto higher polynomials of the first variable. Thus, it may be an efficient and diverse tool for the analysis of outputs of stochastic models. We derived a number of inequalities between the inefficiency constants of the proposed schemes. We tested the introduced schemes and the relationships between their inefficiency constants using outputs of three continuous-time Markov chain models of the reaction network dynamics. In particular, we proved that the inefficiency constant of scheme $SVar$ for the estimation of the sensitivity indices of conditional expectation is no more than four times higher and three times lower, and in numerical experiments using the GTS model we showed that it can be more than two times lower than for the best schemes introduced in [3]. In our numerical tests the order of estimators of orthogonal projection coefficients with respect to the mean squared errors of the corresponding approximations of conditional expectation and variance was different for different models. We also demonstrated significant dependence of variances of the proposed estimators on the simulation algorithm used, as well as on the order of reactions in the GD method. We discussed the relationship of this effect with similar ones reported in [3] and [47]. In practice, one can choose the simulation algorithm and the scheme adaptively using preliminary simulations to estimate the inefficiency...
An interesting topic for the future research is to compare the error when using different methods of approximation of functions of conditional moments of functions of two independent random variables given the first variable, using orthogonal functions of the first variable, like approximation error of conditional expectation or variance of some output of an MR given the model parameters. One can consider the method of direct estimation of the coefficients of orthogonal projection proposed here and different methods based on double-loop sampling, or using the least squares method possibly with some regularization and constraints [32, 19]. The estimates of mean squared error of approximation of functions of conditional moments for different methods could be computed using the corresponding schemes from Section 2.15 like $SErrVar$ in the case of conditional variances being approximated. Coefficients of orthogonal projections obtained using the above methods can be used to estimate the variance-based sensitivity indices similarly as in [33, 32, 8, 64], and an interesting question is if the obtained estimates could be more accurate than the ones received using estimators from this work for the same computation time and for any stochastic model of practical importance.
Appendix A

Mathematical background

For a finite set $A$, we denote by $|A|$ the number of its elements. For a set $B$, we denote by $\text{id}_B$ the identity function on $B$. We assume that the set of natural numbers $\mathbb{N}$ contains zero, and by $\mathbb{N}_+$ we denote the positive natural numbers. For $n \in \mathbb{N}_+$, we define $I_n = \{1, \ldots, n\}$ and for $n = 0$, $I_n = \emptyset$. We denote by $\mathbb{R}_+$ positive real numbers, and by extended real line $\overline{\mathbb{R}} = \mathbb{R} \cup \{-\infty\} \cup \{+\infty\}$. For $a, b \in \overline{\mathbb{R}}$, we write $a \leq b$ not only when $a, b \in \mathbb{R}$ and $a \leq b$, but also when $b = \infty$ or $a = -\infty$. We assume an infimum over an empty set to be plus and supremum minus infinity. For sets $X$ and $Y$, we denote by $Y^X$ the set of all functions from $X$ to $Y$. Let $f \in Y^X$, which we also denote $f : X \rightarrow Y$. Domain of $f$, denoted as $D_f$, is the set $X$, and the image of some $A \subset X$ under $f$, denoted as $f[A]$, is the set $\{f(x) : x \in A\}$. $f[X]$ is called the image of $f$. If $B \subset Y$, then preimage of $B$ under $f$, denoted as $f^{-1}[B]$, is the set $\{x \in X : f(x) \in B\}$. Let for a set $A$, $\mathcal{P}(A)$ be its power set, that is the set of all subsets. The image function of $f$ is a function $f^* : \mathcal{P}(X) \rightarrow \mathcal{P}(Y)$ such that for each $C \in \mathcal{P}(X)$, $f^*(C) = f[C]$. If $X$ is a subset of $\mathbb{N}$, we often write $f_i$ rather than $f(l)$ for $l \in X$, and use notation $(f_i)_{i \in X}$ for $f$. When $X = I_n$ for some $n \in \mathbb{N}_+$, we often denote $f$ as $(f_1, \ldots, f_n)$. Measurable space is a pair $(B, \mathcal{B})$ consisting of a set $B$ and a $\sigma$-field $\mathcal{B}$ of its subsets. By default, the $\sigma$-field we associate with a set $B$ with default topology, like $B \subset \mathbb{R}^n$ for some $n \in \mathbb{N}_+$ with topology generated by the Euclidean distance or some countable space like $\mathbb{N}$ with discrete topology, is its Borel $\sigma$-field $\mathcal{B}(B)$, that is the smallest $\sigma$-field generated by open sets, and the default measurable space for $B$ is $\mathcal{S}(B) = (B, \mathcal{B}(B))$. For measurable spaces $S_i = (B_i, \mathcal{B}_i)$, $i \in I_2$, a function from $B_1$ to $B_2$ is said to be measurable from $S_1$ to $S_2$ if for each $A \in \mathcal{B}_2$, $f^{-1}[A] \in \mathcal{B}_1$. If $S$ is the default measurable space for $B$, then we often use $B$ in place of $S$, e. g. we say that a function is measurable from or to $B$. Suppose that $J$ is a countable nonempty set. For a family of sets $\{B_i : i \in J\}$, we define their Cartesian product $\prod_{i \in J} B_i$ to be the set of functions $f$ from $J$ to $B$ such that for each $i \in J$ it holds $f(i) \in B_i$. For $B_i$ all equal to $B$, it holds $\prod_{i \in J} B_i = B^J$. For $N \in \mathbb{N}_+$, we denote $B^{\mathbb{N}}$ simply as as $B^N$, and informally identify $B^N$ with the set $B$. For some measurable spaces $S_i = (B_i, \mathcal{B}_i)$, $i \in J$, the product measurable space $\mathcal{S} = \bigotimes_{i \in J} S_i$ is defined to be a measurable space $\prod_{i \in J} \mathcal{B}_i$, where the product $\sigma$-field $\bigotimes_{i \in J} \mathcal{B}_i$ is defined as the one generated by the family $T = \{\prod_{i \in J} A_i : A_i \in \mathcal{B}_i \text{ for } i \in J \text{ and only for finite number of } i \in J, A_i \neq \mathcal{B}_i\}$. For probability distributions $\mu_i$ on $S_i$, $i \in J$, their product $\nu = \bigotimes_{i \in J} \mu_i$ is defined as the unique probability distribution on $\bigotimes_{i \in J} S_i$ such that for each $D = \prod_{i \in J} A_i \in T$, we have $\nu(D) = \prod_{i \in J} \mu_i(A_i)$. For a measurable space $S$, let $\mathcal{F}(S)$ be the set of measurable functions $f$ from $S$ to $\mathbb{R}$. For a measure $\mu$ on $S$, let $[f]_\mu$ be the class of equivalence of $f \in \mathcal{F}(S)$ with respect to relation $g \sim h$ if $f = g$, $\mu$ almost everywhere (a. e.). For $p > 0$, by $L^p(\mu)$ we denote the linear space $\{[f]_\mu : f \in \mathcal{F}(S), \int |f|^p d\mu < \infty\}$ (see [48] Section 3.10 for more details). As common in the literature [48], for convenience we informally identify classes from $L^p(\mu)$ with their elements, e. g. by writing $f \in L^p(\mu)$ for $f \in \mathcal{F}(S)$, when it holds $[f]_\mu \in L^p(\mu)$. We say that $f \in \mathcal{F}(S)$ is integrable with respect to a measure $\mu$ on $S$ if $f \in L^1(\mu)$ and square-integrable if $f \in L^2(\mu)$. For measurable spaces $S_i = (B_i, \mathcal{B}_i)$, for $i \in I_2$, let the
function $T$ be measurable from $\mathcal{S}_1$ to $\mathcal{S}_2$. For a measure $\mu$ on $\mathcal{S}_1$ we define measure $\mu T^{-1}$ on $\mathcal{S}_2$ by

$$\mu T^{-1}(A) = \mu(T^{-1}(A)), \ A \in \mathcal{B}_2.$$  \hfill (A.1)

Below we present a change of variable theorem ([17], Theorem 16.12)

**Theorem 22.** $f$ is integrable with respect to $\mu T^{-1}$ if and only if $fT$ is integrable with respect to $\mu$, in which case

$$\int_{B_1} f(T(x)) \mu(dx) = \int_{B_2} f(y) \mu T^{-1}(dy).$$  \hfill (A.2)

Probability space is denoted by default as $(\Omega, \mathcal{F}, \mathbb{P})$ [17], and $L^p(\mathbb{P})$ is denoted simply as $L^p$. For a measurable space $\mathcal{S}$, an $\mathcal{S}$-valued random variable is a measurable function from $(\Omega, \mathcal{F})$ to $\mathcal{S}$.

**Definition 23.** Distribution of an $\mathcal{S}$-valued random variable $X$, denoted as $\mu_X$, is a probability distribution on $\mathcal{S}$ defined as $\mathbb{P}X^{-1}$. In other words, for each $A \in \mathcal{B}$, $\mu_X(A) = \mathbb{P}(X \in A)$.

For two random variables $X$ and $Y$, by $X \sim Y$ we mean that $\mu_X = \mu_Y$ and for a probability distribution $\Lambda$, $X \sim \Lambda$ denotes $\mu_X = \Lambda$. For $N \in \mathbb{N}_+$, random variable $X = (X_i)_{i=1}^N$ with values in a product $\mathcal{S} = \prod_{i=1}^N \mathcal{S}_i$ of measurable spaces $\mathcal{S}_i$, $i \in I_N$, is also called an $\mathcal{S}$-valued random vector. The expected value of a real-valued random variable $\phi$ on the probability space with probability $\mu$ is defined as

$$\mathbb{E}_\mu(\phi) = \int \phi(x) \mu(dx),$$  \hfill (A.3)

where the integral on the rhs is Lebesgue integral and the subscript $\mu$ in $\mathbb{E}_\mu$ is usually omitted if $\mu$ is the default $\mathbb{P}$. We say that a real-valued random variable $Z$ is integrable if it is integrable with respect to $\mathbb{P}$, and analogously for the square-integrability. $U(a,b)$ denotes uniform distribution on the interval $[a,b]$ and $\text{Exp}(\lambda)$ is exponential distribution with parameter $\lambda$ [40].

**Definition 24.** We say that a random variable $X$ has uniform discrete distribution and denote it $X \sim U_d(a,b)$ if $a,b \in \mathbb{Z}$, $a \leq b$, and for each $c \in \mathbb{Z}$, $a \leq c \leq b$,

$$\mathbb{P}(X = c) = \frac{1}{b-a+1}.$$  \hfill (A.4)

**Definition 25.** The support [30] of a probability measure $\mathbb{P}$ on $(\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n))$ is the set $\{x \in \mathbb{R}^n : \mathbb{P}(A) > 0 \text{ for every open rectangle } A \text{ containing } x\}$.

For $A \in \mathcal{F}$, we denote by $1_A$ the indicator of $A$, that is $1_A(\omega) = 1$ if $\omega \in A$ and 0 otherwise, and we denote $1 = 1_{\Omega}$.

**Definition 26.** Let $X$ be a random variable taking values in a measurable space $(\mathcal{B}, \mathcal{B})$. Conditional expectation $\mathbb{E}(Y|X)$ of an integrable random variable $Y$ given $X$ is a random variable such that (cf. [17] Section 4.1 and [7], Theorem 20.1 ii))

1. $\mathbb{E}(Y|X)$ is equal to $f(X)$ for some measurable function $f$ from $(\mathcal{B}, \mathcal{B})$ to $\mathbb{R}$,
2. for each $A \in \mathcal{B}$, $\mathbb{E}(Y1_A(X)) = \mathbb{E}(\mathbb{E}(Y|X)1_A(X))$.

Conditional expectation always exists, however, function $f$ yielding it is uniquely defined only up to sets of measure $\mu_X$ zero. Thus equalities in the theorems below hold almost surely (a. s.) [17], but for convenience we omit writing this, and so we do often in the main text.
Theorem 27. For a measurable function \( f \) and independent random variables \( X, Y \) such that \( f(X,Y) \) is integrable, it holds (\cite{17} Section 4.1 Example 1.5)

\[
\mathbb{E}(f(X,Y)|X) = (\mathbb{E}(f(x,Y)))_{x=X}.
\]  
(A.5)

Theorem 28. For random variables \( X, Z \), and a measurable function \( f \), such that \( Z \) and \( f(X)Z \) are integrable, it holds (\cite{17} Section 4.1 Theorem 1.3)

\[
\mathbb{E}(f(X)Z|X) = f(X)\mathbb{E}(Z|X).
\]  
(A.6)

In particular

\[
\mathbb{E}(f(X)Z) = \mathbb{E}(f(X)\mathbb{E}(Z|X)).
\]  
(A.7)

For \( s, t \in (0, \infty), \frac{1}{s} + \frac{1}{t} = 1, \) \( X \in L^s \), and \( Y \in L^t \), we have the following Hölder’s inequality \cite{18} (called Schwartz inequality for \( s = t = 2 \))

\[
\mathbb{E}(|XY|) \leq \sqrt{\mathbb{E}(|X|^s)}\sqrt{\mathbb{E}(|Y|^t)}.
\]  
(A.8)

Theorem 29. For \( p \geq q > 0 \) and \( Z \in L^q \), it holds

\[
\sqrt{\mathbb{E}(|Z|^q)} \leq \sqrt{\mathbb{E}(|Z|^p)}.
\]  
(A.9)

In particular, \( Z \in L^q \).

Proof. It is sufficient to take \( X = 1, Y = Z^q \) and \( t = \frac{q}{q} \) in Hölder’s inequality. \( \square \)

Theorem 30. If \( \phi \) is convex and \( \phi(Y) \) and \( Y \) are integrable, then for each random variable \( X \) we have the following Jensen’s inequality for conditional expectations (\cite{17} 4.1.1 (d)).

\[
\mathbb{E}(\phi(Y)|X) \geq \phi(\mathbb{E}(Y|X)).
\]  
(A.10)

The following well-known theorem states that conditional expectation is contraction in \( L^p \) for \( p \geq 1 \).

Theorem 31. For \( Y^p \) integrable for \( p \geq 1 \) it holds

\[
\mathbb{E}(|Y|^p) \geq \mathbb{E}(|\mathbb{E}(Y|X)|^p).
\]  
(A.11)

Proof. It follows from Theorem 29, Theorem 30 for \( \phi(x) = |x|^p \), and the iterated expectation property (1.21). \( \square \)

Conditional probability of an event \( B \subset \Omega \) given a random variable \( X \) is defined as

\[
\mathbb{P}(B|X) = \mathbb{E}(1_B|X).
\]  
(A.12)

Below we provide a definition of conditional distribution which is convenient for our needs (cf. \cite{10}, Chapter 20, definitions 1 and 2).

Definition 32. For two random variables \( X_i, i \in I_2 \), with values in measurable spaces \( S_i = (B_i, \mathcal{B}_i), i \in I_2 \), respectively, we call \( \mu_{X_2|X_1} : B_1 \times \mathcal{B}_2 \rightarrow [0,1] \) conditional distribution of \( X_2 \) given \( X_1 \) if the following conditions are satisfied:

1. for each \( x \in B_1 \), \( \mu_{X_2|X_1}(x, \cdot) \) is a probability measure on \( \mathcal{B}_2 \),
2. for each \( A \in \mathcal{B}_2 \), function \( x \rightarrow \mu_{X_2|X_1}(x, A) \) is measurable from \( \mathcal{S}_1 \) to \( \mathbb{R} \),
3. for each \( A \in \mathcal{B}_2 \), \( \mu_{X_2|X_1}(X_1, A) \) is a version of \( \mathbb{P}(X_2 \in A|X_1) \).

It turns out that for random variables \( X_i, i \in I_2 \), with values in standard Borel spaces \cite{24} such as complete spaces (including \( \mathbb{R}^n \) with Euclidean distance) with Borel \( \sigma \)-field, conditional distribution \( \mu_{Y|X} \) of \( Y \) given \( X \) exists and \( \mu_{Y|X}(x, \cdot) \) is uniquely determined for \( \mu_X \) a. e. \( x \), which follows from Theorem 3.3 in Chapter 1 in \cite{24}. For a random variable \( Y \) with values in measurable space \( S \), a real-valued measurable function \( g \) on \( S \) such that \( g(Y) \in L^1 \), and any random variable \( X \) such that \( \mu_{Y|X} \) exists, it holds (cf. \cite{10}, Section 20, Theorem 1)

\[
\mathbb{E}(g(Y)|X) = \int g(y) \mu_{Y|X}(X, dy).
\]  
(A.13)
Appendix B

Continuous-time Markov chains

Let $T = [0, \infty)$ and $E$ be a countable set with discrete topology, called state space. Let $Y$ be a stochastic process on $E$ with times $T$, that is a sequence of random variables $(Y_t)_{t \in T}$ with values in $E$, where variable $Y_t$ describes the random state of the process at time $t$. By $\mathcal{B}(E^T)$ we denote the $\sigma$-field of subsets of $E^T$ generated by the family of sets $\{\{f \in E^T : f(t) = i\} : t \in T, i \in E\}$. Process $Y$ can be identified with a random variable taking values in the measurable space $S(E^T) = (E^T, \mathcal{B}(E^T))$, whose values $Y(\omega)$, known as trajectories of the process, are functions of time given by $Y(\omega)(t) = Y_t(\omega)$, $t \in T$, and they describe evolution of the process in time corresponding to the elementary event $\omega \in \Omega$. Distribution $\mu_Y$ of a process $Y$ is defined as for any random variable (see Definition 23 in Appendix A). Let us assume that $Y$ is a right-continuous process, which means that its trajectories are right-continuous functions of time for each $\omega \in \Omega$, so that we can define its jump times, jump chain, and holding times, the names being adopted from [40]. See Section 1.2 of our previous work [3] or [40] for intuitive informal descriptions of these objects. We define jump times $J_0, J_1, \ldots$ of $Y$ inductively as

$J_0 = 0,$

$J_{n+1} = \begin{cases} \inf\{t > J_n : Y_t \neq Y_{J_n}\} & \text{if } J_n < \infty, \\ \infty & \text{otherwise}, \end{cases}$

(B.1)

its jump chain $Z_0, Z_1, \ldots$ as $Z_n = X_{J_{m(n)}}$, where $m(n) = \max\{k : k \leq n, J_k < \infty\}$, and its holding times $S_1, S_2, \ldots$ as

$S_n = \begin{cases} J_n - J_{n-1} & \text{if } J_n < \infty, \\ \infty & \text{otherwise}. \end{cases}$

(B.2)

The moment of explosion $\zeta$ of $Y$ is defined as the moment when $Y$ makes infinitely many jumps for the first time, that is

$\zeta = \sup_n J_n.$

(B.3)

We say that $Y$ is nonexplosive if $\zeta = \infty$. We say that a matrix $Q = (q_{x,y})_{x,y \in E}$ is a $Q$-matrix (on $E$) if for each $x, y \in E, x \neq y$, $0 \leq q_{x,y} < \infty$, and for each $x \in E$,

$-q_{x,x} = \sum_{y \in E} q_{x,y} < \infty.$

(B.4)

Entries of a $Q$-matrix are called intensities, and thanks to (B.4) it is sufficient to specify the off-diagonal intensities to specify the whole $Q$-matrix. Continuous-time homogeneous Markov chain (HMC) [11] $Y$ with $Q$-matrix $Q$ on $E$ with times $T$ and initial distribution $\Lambda$ is a right-continuous stochastic process with such $E$ and $T$, such that $Y_0 \sim \Lambda$, and for certain function $p$ fulfilling for each $x, y \in E$ and $h \geq 0$,

$p(x, y, h) = q_{x,y} h + o(h),$

(B.5)
for each \( h \geq 0, k \in \mathbb{N}_+, \{x_1, x_2, \ldots, x_{k+1}\} \subseteq E, \) and \( 0 \leq t_1 \leq \ldots \leq t_k, \) it holds

\[
P(Y_{t_k+h} = x_{k+1} | Y_{t_1} = x_1, \ldots, Y_{t_k} = x_k) = p(x_k, x_{k+1}, h),
\]

whenever the event we condition on has positive probability. Distribution of each nonexplosive HMC with a \( Q \)-matrix \( Q = (q_{x,y})_{x,y \in E} \) and initial distribution \( Y_0 \sim \Lambda \) is uniquely determined by \( Q \) and \( \Lambda \).

Poisson process \( N \) with rate \( \lambda > 0 \) is defined as a nonexplosive HMC on state space \( \mathbb{N} \) whose jump chain fulfills \( Z_n = n \) for \( n \in \mathbb{N} \) and whose holding times \( S_1, S_2, \ldots \) are i. i. d., \( S_1 \sim \text{Exp}(\lambda) \).
Appendix C

Proofs of new theorems for MRCP and MR

To prove Theorem 7 we need the following easy consequence of Theorem 4.3.6 from [55].

**Theorem 33.** For a state space $E$, let $(F_N)_{N=1}^\infty$ be finite sets such that $F_N \subset E$, $F_N \subset F_{N+1}$ and $\bigcup_{N=1}^\infty F_N = E$. If there exists a nonnegative function $u$ on $E$, such that $\inf_{j \in F_N} u(j) \to \infty$ as $N \to \infty$, and for some $\alpha > 0$, for a $Q$-matrix $Q = (q_{ij})_{i,j \in E}$, for each $i \in E$,

$$\sum_{j \in E, j \neq i} q_{ij}(u(j) - u(i)) \leq \alpha u(i), \quad (C.1)$$

then for each probability distribution $\Lambda$ on $E$ there exists a nonexplosive HMC with initial distribution $\Lambda$ and $Q$-matrix $Q$.

Below we provide the proof of Theorem 7.

**Proof.** For $m$ as in Theorem 7, for assumptions of Theorem 33 to be fulfilled it is sufficient to take $F_N = \{x \in E : mx \leq N\}$, $\alpha = 1$, and for $A$ denoting the lhs of (2.1), $u(x) = \max\{A, 0\} + mx$.

**Theorem 34.** Using notations as in Section 1.3, if for $\mu_P$ a. e. $p = (k,c)$ we have $h(p,R) \sim \mu_{MRCP}(RN(k),c)$, then $\tilde{\mu}$ is conditional distribution of $h(P,R)$ given $P$.

**Proof.** Point 1 in Definition 32 obviously holds. Let $\zeta(p,R)$ denote the initial explosion time of a process given by the considered construction of MRCP using noise variable $R$ and parameters $p \in B_{RN,E}$. The set $B \subset B_{E,RN}$ on which MRCP exists consists of $p$ such that $P(\zeta(p,R) = \infty) = 1$ and hence from measurability of $\zeta$ (which is measurable as a supremum of measurable initial jump times), we have $B \in B_{RN,E}$. Point 2 now follows from the fact that $h$ is measurable and for each $A \subset B(E^T)$, it holds

$$\tilde{\mu}(p, A) = 1_B(p) \mu_0(A) + 1_{B_{RN,E} \setminus B(p)} P(h(p,R) \in A). \quad (C.2)$$

Proof of point 3 is analogous as such proof of a less general Theorem 18 in [3]. For each $A \in B(E^T)$,

$$P(h(P,R) \in A | P) = E(1_A(h(P,R)) | P)$$
$$= (P(h(P,R) \in A))_{p=P}$$
$$= \tilde{\mu}(P, A), \quad (C.3)$$

where in the second equality we used Theorem 27 and in the third the assumption of this theorem.

Below we provide the proof of Theorem 8.
Proof. Let \( P = (K, C) \sim \nu \). From \( \mathbb{E}(A(K)^n) < \infty \) it follows that \( A(K) \) is finite a. s. The assumptions of Theorem 7 are satisfied for \( \mu_K \) a. e. \( k \) with the same \( m \) as here, as the l.h.s of (2.1) is bounded from above by

\[
L \max(\{0\} \cup \{ms_l : l \in I_L\}) A(k).
\]

Thus MRCP corresponding to RN and \( p \) exists for \( \nu \) a. e. \( p \). For an MR \((P,Y)\) corresponding to RN, with \( P \) as above and \( Y \) built with the help of the RTC construction it holds a. s. for each \( t \in T \) and \( i \in I_N \) (see formula 1.10)

\[
m_i Y_{t,i} \leq m Y_t \leq Cm + \sum_{l \in L_m} s_l m N_l(tA(K)). \tag{C.5}
\]

From Minkowski’s inequality \[48\], for \( \mathbb{E}(Y_n t,i) < \infty \) to hold it is therefore sufficient that \( \mathbb{E}(C^n i) < \infty \) for \( i \in I_N \) and for any unit rate Poisson process \( N_1 \), \( \mathbb{E}(N_1(tA(K))^n) < \infty \). For \( i \in \mathbb{N}_+ \) we define polynomial \( x^i = x(x-1) \ldots (x-i+1) \) and let the sequence \((b_i)_{i=1}^n\) be such that

\[
x^n = \sum_{i=1}^n b_i x^i. \tag{C.6}
\]

For each \( \lambda \geq 0 \), it holds

\[
\mathbb{E}(N_1^n(\lambda)) = \sum_{k=0}^\infty \frac{k^n \lambda^k}{k!} e^{-\lambda}
\]

\[
= \sum_{k=0}^\infty \sum_{i=1}^n (b_i k^i) \frac{\lambda^k}{k!} e^{-\lambda}
\]

\[
= \sum_{i=1}^n (b_i \lambda^i e^{-\lambda} \sum_{k=0}^\infty \frac{k^i}{k!} \lambda^{k-i})
\]

\[
= \sum_{i=1}^n b_i \lambda^i,
\]

where in the fourth equality we used the fact that for \( i \in \mathbb{N}_+ \),

\[
\sum_{k=0}^\infty \frac{k^i}{k!} \lambda^{k-i} = \sum_{k=i}^\infty \frac{1}{(k-i)!} \lambda^{k-i}
\]

\[
= \sum_{l=0}^\infty \frac{1}{l!} \lambda^l
\]

\[
= e^\lambda.
\]

Thus, from \( \mathbb{E}(A(K)^n) < \infty \) we have

\[
\mathbb{E}\left(N_1(tA(K))^n\right) = \mathbb{E}\left(\mathbb{E}(N_1^n(tA(k)))_{k=K}\right)
\]

\[
\leq \mathbb{E}\left(\mathbb{E}\left(\sum_{i=1}^n |b_i| (tA(k))^i\right)_{k=K}\right)
\]

\[
= \sum_{i=1}^n |b_i| \mathbb{E}\left((tA(K))^i\right) < \infty,
\]

where in the first and last equalities we used Fubini’s theorem, and in the last inequality Theorem 29.
Appendix D

Hilbert spaces

We introduce below some definitions and facts from Hilbert space theory, which are used in the main text (see [48] and [29] for proofs and more details) and prove some new facts. Hilbert space is a pair \((H, (,))\) consisting of a linear space \(H\) and a scalar product \((, )\) in it, such that for metric \(d\) and norm \(||·||\) defined as

\[
d(x, y) = ||x - y|| = \sqrt{(x - y, x - y)},
\]

\((H, d)\) is a complete metric space. For simplicity we also say that \(H\) is a Hilbert space (with scalar product \((, )\)). We say that a set \(\{v_i \in H : i \in I_n\}\) is orthogonal in \(H\) if \((v_i, v_j) = 0, i, j \in I_n, i ≠ j\), nonzero orthogonal if further \(v_i ≠ 0, i \in I_n\), and orthonormal if it is orthogonal with \(||v_i|| = 1, i \in I_n\). For linear subspaces \(W_1, \ldots, W_n\) of a certain linear space, we define

\[
\sum_{i=1}^n W_i = \left\{ \sum_{i=1}^n w_i : \forall i \in I_n, w_i \in W_i \right\}.
\]

\[(D.2)\]

**Definition 35.** Hilbert space \(H\) is direct sum of its linear subspaces \(H_1, \ldots, H_n\), which we denote

\[
H = \bigoplus_{i=1}^n H_i = H_1 \oplus \ldots \oplus H_n
\]

\[(D.3)\]

if the following conditions are fulfilled

1. subspaces \(H_1, \ldots, H_n\) are closed in \(H\),

2. \(H = \sum_{i=1}^n H_i\),

\[(D.4)\]

3. these subspaces are mutually orthogonal, which means that for each \(i, j \in I_n, i ≠ j\) for each \(v_i \in H_i\) and \(v_j \in H_j\)

\[
(v_i, v_j) = 0.
\]

\[(D.5)\]

From point 3 it follows that for \(v \in H\), elements \(v_i \in H_i\) for \(i \in I_n\) such that

\[
v = \sum_{i=1}^n v_i
\]

\[(D.6)\]

are uniquely determined. Let \(<, >\) be a scalar product in \(R^n\) and \((a_{ij})_{i,j \in I_n}\) be real numbers for which, for each \(x, y \in R^n\), it holds

\[
<x, y> = \sum_{i,j \in I_n} a_{ij}x_iy_j.
\]

\[(D.7)\]
We say that 2 norms $|\cdot|_1, |\cdot|_2$ on a linear space $V$ are equivalent, if there exist $\alpha$ and $\beta$ real positive such that for each $x \in V$

$$\alpha|x|_1 \leq |x|_2 \leq \beta|x|_1. \quad (D.8)$$

**Theorem 36.** For a Hilbert space $H$ with a scalar product $(,)$, and for a scalar product $<,>$ in $\mathbb{R}^n$ as in $[D.7]$, the Cartesian product space $H^n = \{(v_i)_{i=1}^n : v_i \in H, \ i \in I_n\}$ with function $(,)_n : H^n \times H^n \to \mathbb{R}$

$$(v, w)_n = \sum_{i,j \in I_n} a_{ij}(v_i, w_j) \quad (D.9)$$

is a Hilbert space, which we call the direct sum of $H$ given by $<,>$ and denote by $\bigoplus_{<,>} H$. Norms $||\cdot||_n$ induced by scalar products $[D.9]$ corresponding to different scalar products $<,>$ in $\mathbb{R}^n$ are equivalent.

**Proof.** For $<,>$ equal to the standard scalar product on $\mathbb{R}^n$, $\bigoplus_{<,>} H$ is the $n$-fold direct sum of Hilbert spaces known from the literature [29], which is a Hilbert space, and whose norm let us denote $||\cdot||_{st}$. For general $<,>$ function $(,)_n$ defined by $[D.9]$ is bilinear and symmetric so for the thesis to hold it is sufficient to show that it is positive definite and function $||\cdot||_n$, given by $||x||_n = \sqrt{\langle x, x \rangle}$ is a norm equivalent to $||\cdot||_{st}$. Since the matrix $A = (a_{ij})_{i,j \in I_n}$ is real symmetric and positive definite, there exists an orthogonal matrix $B = (b_{ij})_{i,j \in I_n}$ and diagonal matrix $C = (c_{ij})_{i,j \in I_n}$ such that $c_{ii} > 0$ for $i \in I_n$ and $A = B^T C B$ ([54], sections 5.6 and 6.2). For each $v \in H^n$, we have

$$(v, v) = \sum_{i,j \in I_n} a_{ij}(v_i, v_j) = \sum_{i,j,k \in I_n} b_{ki} c_{kk} b_{kj}(v_i, v_j)$$

$$= \sum_{k=1}^n c_{kk} \|\sum_{i=1}^n b_{ki} v_i\|^2 \quad (D.10)$$

From orthogonality of $B$, $\sum_k b_{ki} b_{kj} = \delta_{ij}$, so that

$$\sum_{k=1}^n \|\sum_{i=1}^n b_{ki} v_i\|^2 = \sum_{i,j,k \in I_n} b_{ki} b_{kj}(v_i, v_j)$$

$$= \sum_{i,j \in I_n} (v_i, v_j) = \|v\|^2_{st}. \quad (D.11)$$

From $[D.10]$ and $[D.11]$ it holds

$$\min_{i \in I_n} (c_{ii}) \|v\|_{st}^2 \leq \|v\|_n^2 \leq \max_{i \in I_n} (c_{ii}) \|v\|_{st}^2, \quad (D.12)$$

which completes the proof.

If $M$ is a closed subspace of $H$, then the orthogonal complement of $M$ in $H$, defined as $M^\perp = \{v \in H : \forall w \in M \ \ v \perp w\}$ is closed and it holds

$$H = M \oplus M^\perp. \quad (D.13)$$

Projection $P$ onto $M$ in the above direct sum is called orthogonal. For $v \in H$, $P(v)$ is the unique element of $M$ minimizing the distance from $v$, which we also call error of approximation of $v$,

$$d(v, P(v)) = \inf_{w \in M} \|v - w\|. \quad (D.14)$$

Furthermore, it holds

$$\|v\|^2 = \|v - P(v)\|^2 + \|P(v)\|^2. \quad (D.15)$$
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Lemma 37. If $M_2 \subset M_1$ are closed subspaces of $H$ and $P_i$ is orthogonal projection from $H$ onto $M_i$, $i \in I_2$, then
\[ P_2 P_1 = P_1 P_2 = P_2. \] (D.16)

Proof. Denoting $M_2^\perp$ the orthogonal complement of $M_2$ in $M_1$, one can easily check that $H = M_1^\perp \oplus M_2^\perp \oplus M_2$, from which the thesis easily follows. \qed

A well-known example of orthogonal projection is conditional expectation, which we prove below for the reader’s convenience (cf. [17], Section 4.1 Theorem 1.4).

Lemma 38. Conditional expectation given $X$ is an orthogonal projection from Hilbert space $L^2$ onto $L^2_X$ (defined in Section 1.4).

Proof. From the definition of conditional expectation and Theorem 31, $\mathbb{E}(Z|X) \in L^2_X$. It is sufficient to prove that for each random variable $Z \in L^2$, $Z - \mathbb{E}(Z|X) \in (L^2_X)^\perp$. For each $f(X) \in L^2$ for some measurable $f$, we have from Schwartz inequality $Zf(X), \mathbb{E}(Z|X)f(X) \in L^1$. Thus, from Theorem 28
\[ \mathbb{E}((Z - \mathbb{E}(Z|X))f(X)) = 0. \] (D.17)

Let $M$ be a closed subspace of $H$, then $\bigoplus_{<,>} M$ is a complete space, so it is a closed subspace of $\bigoplus_{<,>} H$.

Theorem 39. If $P$ is orthogonal projection of $H$ onto $M$, then the function $P_n : H^n \rightarrow H^n$, given by $P_n(v) = (P(v_i))_{i=1}^n$ is an orthogonal projection from $\bigoplus_{<,>} H$ onto $\bigoplus_{<,>} M$.

Proof. For each $v \in \bigoplus_{<,>} H$ we have $P_n(v) \in \bigoplus_{<,>} M$. Furthermore, for each $w \in \bigoplus_{<,>} M$, it holds
\[ (v - P_n(v), w) = \sum_{i,j \in I_n} a_{ij}(v_i - P(v_i), w_j) = 0, \] (D.18)
since for each $i \in I_n$ it holds $v_i - P(v_i) \in M_i^\perp$. Thus $v - P_n(v) \in (\bigoplus_{<,>} M)^\perp$. \qed
Appendix E

Statistics and Monte Carlo background

In this section we introduce certain definitions and facts from statistics and Monte Carlo simulations (cf. [30, 2, 3]), which are used throughout the text. Let us consider a nonempty set of probability distributions $\mathcal{P}$ defined on the same measurable space $\mathcal{S}$, called (set of) admissible distributions (on $\mathcal{S}$, cf. [28], Section 38). For a measurable space $\mathcal{H}$, a measurable function from $\mathcal{S}$ to $\mathcal{H}$ is called $\mathcal{H}$-valued (simply real-valued if $\mathcal{H} = \mathcal{S}(\mathbb{R})$) statistic for $\mathcal{P}$. For a given $\mu \in \mathcal{P}$, random variable $X \sim \mu$ is called an observable. A real-valued function $G$ on $\mathcal{P}$ is called an estimand on $\mathcal{P}$. We say that a probability distribution $\mu$ on $\mathbb{R}$ has finite $n$-th moment, $n \in \mathbb{N}^+$, if $\int |x|^n d\mu < \infty$. (E.1)

Let us define estimand $G_E$ on all probability distributions $\mu$ on $\mathbb{R}$ with finite first moments, for which $G_E(X) = E(X), X \sim \mu$, and estimand $G_{Var}$ on distributions $\mu$ on $\mathbb{R}$ with finite second moments, for which $G_{Var}(\mu) = Var(X), X \sim \mu$. We say that a real-valued statistic $\phi$ for $\mathcal{P}$ is an estimator of an estimand $G$ on $\mathcal{P}$ if for each $\mu \in \mathcal{P}$, for observables $X \sim \mu$, we think of random values of $\phi(X)$ as estimates of $G(\mu)$, that is its certain approximations. For each $\mu \in \mathcal{P}$, average error of this approximation can be measured using mean squared error

$$E_{\mu}((\phi - G(\mu))^2).$$

(E.2)

Let estimator $\phi$ of $G$ be unbiased, that is for each $\mu \in \mathcal{P}$,

$$E_{\mu}(\phi) = G(\mu).$$

(E.3)

Then from (E.3) we have that for $\mu \in \mathcal{P}$, variance $Var_{\mu}(\phi)$ of $\phi$ is equal to the mean squared error (E.2). For $n \in \mathbb{N}_+$, we define

$$\mathcal{P}^n = \{\mu^n : \mu \in \mathcal{P}\},$$

(E.4)

where $\mu^n$ is the $n$-fold product of distribution $\mu$. For an estimand $G$ on $\mathcal{P}$ and $n \in \mathbb{N}_+$, we define estimand $G_n$ on $\mathcal{P}^n$ by formula $G_n(\mu^n) = G(\mu)$, and call it $G$ in $n$ dimensions. Let $n \in \mathbb{N}_+$ and $\Pi_n$ denote the group of all permutations of $I_n$. For some set $B$ and function $\phi$ from $B^n$ to $\mathbb{R}$, we define symmetrisation of $\phi$ to be a function from $B^n$ to $\mathbb{R}$ such that for each $x \in B^n$,

$$Sym(\phi)(x) = \frac{1}{n!} \sum_{\pi \in \Pi_n} \phi((x_{\pi(i)})_{i=1}^n).$$

(E.5)

We say that $\phi$ as above is symmetric if it is equal to its symmetrisation. For some admissible distributions $\mathcal{P}$, for each $\mu \in \mathcal{P}$, $X \sim \mu^n$, and $\phi$ being a real-valued statistic for $\mathcal{P}^n$, $S(h)(X)$ is an average of random variables with the same distribution as $\phi(X)$. In particular, if $\phi$ is an estimator of some estimand $G$ on $\mathcal{P}^n$, then so is $Sym(\phi)$, and from the
lemma below it immediately follows that it has uniformly not higher variance, that is for each $\mu \in \mathcal{P}$ it holds
\[
\text{Var}_{\mu^n}(\text{Sym}(\phi)) \le \text{Var}_{\mu^n}(\phi).
\]
We proved the below lemma as Theorem 11 in [3], but this time we provide a different simpler proof.

**Lemma 40.** For some $n \in \mathbb{N}_+$, let $X_1, \ldots, X_n$ be real-valued square-integrable random variables with the same distribution. Then
\[
\text{Var}\left(\frac{1}{n} \sum_{i=1}^{n} X_i\right) \le \text{Var}(X_1),
\]
and equality in (E.7) holds if and only if for each $i, j \in I_n$, $X_i = X_j$ a. s.

**Proof.** For $x_1, \ldots, x_n$ real positive, from the well-known inequality between arithmetic and quadratic means we have
\[
\left(\frac{1}{n} \sum_{i=1}^{n} x_i\right)^2 \le \frac{1}{n} \sum_{i=1}^{n} x_i^2,
\]
which is equivalent to
\[
\sum_{1 \le i < j \le n} (x_i - x_j)^2 \ge 0,
\]
so equality in (E.8) holds only if all $x_i$ are equal. Replacing $x_i$ by $X_i$ in (E.8), taking expected value of both sides, and using the fact that each $X_i$ has the same expected value as their average, we receive the thesis. \(\square\)

We say that a distribution $\mu$ on a measurable space $(B, \mathcal{B})$ is finite discrete (on $D$) if for some finite set $D \in \mathcal{B}$, $\mu(D) = 1$. In [23] it was proved that if $\mathcal{P}$ contains all finite discrete distributions on $\mathbb{R}$, and if $\phi$ is an unbiased estimator of some estimand $G$ on $\mathcal{P}^n$, then $\text{Sym}(\phi)$ is the unique symmetric unbiased estimator of $G$. In particular for any other unbiased estimator $\phi'$ of $G$ we have $\text{Sym}(\phi) = \text{Sym}(\phi')$, so $\text{Sym}(\phi)$ has uniformly not higher variance than $\phi'$. For instance, the unique symmetric unbiased estimator of $G_E$ in $n \ge 1$ dimensions is given for each $x \in \mathbb{R}^n$ by formula
\[
\phi_{E,n}(x) = \frac{1}{n} \sum_{i=1}^{n} x_i,
\]
and of $G_{\text{Var}}$ in $n \ge 2$ dimensions by formula
\[
\phi_{\text{Var},n}(x) = \frac{1}{n-1} \left( \sum_{i=1}^{n} x_i^2 - n(\phi_{E,n}(x))^2 \right).
\]
For admissible distributions $\mathcal{P}$ consisting of all probability distributions on $\mathbb{R}$ having second moments and $n \ge 2$, we define estimand $G_{\text{Var,Ave},n}$ of variance of the mean on $\mathcal{P}^n$ by formula $G_{\text{Var,Ave},n}(\mu^n) = \text{Var}_{\mu^n}(\phi_{E,n})$. Its symmetric unbiased estimator is given by formula
\[
\phi_{\text{Var,Ave},n}(x) = \frac{\phi_{\text{Var},n}(x)}{n}.
\]
For admissible distributions $\mathcal{P} = \{\mu\}$, let $\phi$ be an unbiased estimator of an estimand $G_{\lambda,\mu}$ on $\mathcal{P}$ defined by $G_{\lambda,\mu}(\mu) = \lambda$. We call such $\phi$ unbiased estimator of $\lambda$ (for $\mu$). If further $\phi \in L^2(\mu)$, we call it a single-step MC estimator of $\lambda$. For some $n \in \mathbb{N}_+$, for a random vector $X \sim \mu^n$, i. e. one with independent coordinates with distribution $\mu$, in each $i$th step
of an $n$-step MC procedure one computes a value of a random variable $W_i = \phi(X_i)$, called the $i$th observable of the single-step MC estimator. For $W = (W_i)_{i=1}^n$, we use the values of

$$\overline{W} = \phi_{E,n}(W)$$

(E.13)

as final MC estimates of $\lambda$. Function given by formula

$$\phi_f(x) = \phi_{E,n}((\phi(x_i))_{i=1}^n), \ x \in B^n,$$

(E.14)

for which we have $\overline{W} = \phi_f(X)$, is an unbiased estimator of $G_{\lambda,\mu}$ in $n$ dimensions, and we call it an $n$-step or final MC estimator of $\lambda$ (for $\mu$) and call (E.13) its observable. Let us denote variance of the single-step estimator as $\text{Var}_s = \text{Var}_\mu(\phi)$ and its standard deviation as $\sigma_s = \sqrt{\text{Var}_s}$, while for the $n$-step estimator as $\text{Var}_f = \text{Var}_f(n) = \text{Var}_{\mu^n}(\phi_n)$ and $\sigma_f = \sigma_f(n) = \sqrt{\text{Var}_f}$. It holds

$$\text{Var}_f = \frac{\text{Var}_s}{n}. \tag{E.15}$$

We use the values of

$$\phi_{\text{VarAve},n}(W)$$

(E.16)

as estimates of $\text{Var}_f$ for $n \geq 2$, and the values of

$$\hat{\sigma}_{f,n}(W) = \sqrt{\phi_{\text{VarAve},n}(W)} \tag{E.17}$$

as such estimates of $\sigma_f$. For some such obtained estimates $\tilde{\lambda} = \overline{W}(\omega)$ of $\lambda$, and $\tilde{\sigma}_f = \hat{\sigma}_{f,n}(W)(\omega)$ of $\sigma_f$, we report the results of a MC procedure in form $\tilde{\lambda} \pm \tilde{\sigma}_f$ (cf. Chapter 3, Section 1 in [2]). From the central limit theorem (CLT) [7], as $n$ goes to infinity in the above described MC procedure, $\sqrt{n}(\overline{W} - \lambda)$ converges in distribution to $N(\lambda, \text{Var}_s)$, that is normal distribution with mean $\lambda$ and variance $\text{Var}_s$, and from the law of large numbers $\sqrt{n}\hat{\sigma}_{f,n}(W)$ converges a. s. and thus in probability to $\sigma_s$. In particular for $k > 0$, and $\Phi$ being the cumulative distribution function of standard normal distribution, i. e. $\Phi(x) = P(Z \leq x)$, $Z \sim N(0, 1)$, the probability $P(|\overline{W} - \lambda| < k\hat{\sigma}_{f,n}(W))$ converges to $2(1 - \Phi(k))$, which is approximately 68% for $k = 1$ and 99, 73% for $k = 3$. 
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Appendix F

Proofs of Theorem 16 and lemmas 20 and 21

Below we provide a proof of Theorem 16.

Proof. Let \((\mu, f) \in V\) and \(x \in B_{\mu}^{\tilde{\Pi}[pA]}\). We have

\[
\phi_{\text{Ave}(\kappa, V)}(x) = \text{Ave}_{C,A,\Pi}(t)(g_{V,\tilde{\Pi} \rightarrow [A]}(f)(x))
= \frac{1}{|\Pi|} \sum_{\pi \in \Pi} \text{Ave}_{C,A,\pi}(t)(\eta_{C,A,\Pi,\pi}(g_{V,\tilde{\Pi} \rightarrow [A]}(f)(x))).
\] (F.1)

We denote \(x_{\pi} = x_{\tilde{\pi}[pA]}, \pi \in \Pi\). For \(\pi \in \Pi\) we have

\[
\text{Ave}_{C,A,\pi}(t)(\eta_{C,A,\Pi,\pi}(g_{V,\tilde{\Pi} \rightarrow [A]}(f)(x))) = \text{Ave}_{C,A,\pi}(t)(g_{V,\tilde{\Pi} \rightarrow [A]}(f)(x_{\pi}))
= t(\rho_{C,A,\pi}(g_{V,\tilde{\Pi} \rightarrow [A]}(f)(x_{\pi})))
= t(((g_{V,\tilde{\Pi} \rightarrow [A],\tilde{\Pi}[v]}(f)(x_{\pi})))_{v \in A_{\gamma(i)}})_{i=1}^\delta
= t(((f_{i}(x_{\tilde{\Pi}[v]})))_{v \in A_{\gamma(i)}})_{i=1}^\delta.
\] (F.2)

On the other hand,

\[
\text{A}_{\Pi}(\phi_{\kappa,V})(x) = \frac{1}{|\Pi|} \sum_{\pi \in \Pi} \text{A}_{\pi}(\phi_{\kappa,V})(f)(x_{\pi})
\] (F.3)

and for \(\pi \in \Pi\) we have

\[
\text{A}_{\pi}(\phi_{\kappa,V})(f)(x_{\pi}) = \phi_{\kappa,V}(f)(\sigma_{B_{\mu},\tilde{\Pi}[pA],\pi}^{-1}(x_{\pi}))
= t(((\sigma_{B_{\mu},\tilde{\Pi}[pA],\pi}^{-1}(x_{\pi})))_{v \in A_{\gamma(i)}})_{i=1}^\delta.
\] (F.4)

Let \(i \in I_k\) be such that \(A_i \neq \emptyset\), and let \(v \in A_i\). Comparing the last terms in (F.2) and (F.4) we can see that it is sufficient to prove that

\[
(\sigma_{B_{\mu},\tilde{\Pi}[pA],\pi}^{-1}(x_{\pi}))_{v} = x_{\tilde{\Pi}[v]}.
\] (F.5)

Indeed, for \(l \in J_i\) it holds

\[
((\sigma_{B_{\mu},\tilde{\Pi}[pA],\pi}^{-1}(x_{\pi})))_{v} = (\sigma_{B_{\mu},\tilde{\Pi}[pA],\pi}^{-1}(x_{\pi}))(l,v_{l})
= x_{(l,\gamma(v_{l}))}
= (x_{\tilde{\Pi}[v]}))_{l}.
\] (F.6)

\[\square\]

Below we provide the proof of Lemma 20.
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Proof. The thesis of is equivalent to
\[ 0 < \frac{2N - 1}{N^2} E(Y^2) - 2E(Y^2 Y^2) + E(Y^4). \] (F.7)
We have
\[ E(Y^2 Y^2) = \frac{1}{N^2} (N E(X^4) + N(N - 1) E^2(X^2)). \] (F.8)
Using the fact that \( E(X) = 0 \) we receive
\[ E(Y^2 Y^2) = \frac{1}{N^3} E(N Y_i^2 (Y_i^2 + (N - 1) (Y_i^2))) \]
\[ = \frac{1}{N^2} (E(X^4) + (N - 1) E^2(X^2)) \] (F.9)
and
\[ E(Y^4) = \frac{1}{N^4} (N E(X^4) + 3 N(N - 1) E^2(X^2)), \] (F.10)
where the coefficient \( N^3(N - 1) \) appears since to get a product of squares \( Y_i^2 Y_j^2 \) for some \( i \neq j \) when performing multiplication in \( \sum_{i=1}^{N} Y_i^4 \) one can choose some \( i \)th of \( N \) summands from the first sum, the same summand from one of three other sums, and some \( j \)th of \( N - 1 \) remaining summands in the two remaining sums. Substituting (F.8), (F.9), and (F.10) into (F.7), we receive
\[ 0 < \left( \frac{2N - 1}{N^3} - \frac{2}{N^2} + \frac{1}{N^3} \right) E(X^4) \]
\[ + \left( \frac{2N - 1}{N^2} \frac{N - 1}{N} - \frac{2(N - 1)}{N^2} + 3 \frac{(N - 1)}{N^2} \right) E^2(X^2), \] (F.11)
which is equivalent to
\[ 0 < \frac{2(N - 1)}{N^3} E^2(X^2). \] (F.12)
\[ \square \]
Below we provide the proof of Lemma 21.
Proof. Let \( \tilde{P} \sim \mu_P^N \), \( \tilde{R} \sim \mu_R^N \), and for \( i \in I_N \),
\[ B_{P,i} = f_P(P_i) - \frac{1}{N} \sum_{j=1}^{N} f_P(P_j), \] (F.13)
and
\[ B_{R,i,l} = f_{R,l}(\tilde{R}_i) - \frac{1}{N} \sum_{j=1}^{N} f_{R,l}(\tilde{R}_j). \] (F.14)
We have
\[ \hat{E}_{k,C1E(N)}(f_i)(\tilde{P}, \tilde{R}) = \frac{1}{N - 1} \sum_{i=0}^{N-1} (B_{P,i} + B_{R,i,l})B_{P,i}, \] (F.15)
and
\[ E(\hat{E}_{k,C1E(N)}^2(\tilde{P}, \tilde{R})) \geq \frac{1}{(N - 1)^2} E(\sum_{i,j \in I_N} B_{P,i} B_{R,i,l} B_{P,j} B_{R,j,l}) \]
\[ = \frac{1}{N - 1} \text{Var}(f_P(P)) \text{Var}(f_{R,l}(R)), \] (F.16)
where in the first inequality we used the fact that \( \mathbb{E}(B_{P,i}^2 B_{P,j} B_{R,j}) = 0 \), \( i,j \in I_N \), and in the last equality the easy to check equalities \( \mathbb{E}(B_{P,i}^2) = \frac{N^2}{N^3} \text{Var}(f_P(P)), i \in I_N \), and \( \mathbb{E}(B_{P,i} B_{P,j}) = \frac{1}{N^2} \text{Var}(f_P(P)) \), \( i,j \in I_N, i \neq j \). If \( \text{Var}(f_{R,l}(R)) \to \infty \) as \( l \to \infty \), then so does the rhs of (F.16). \[ \square \]
Appendix G

New analytical expressions for the SB model

As we justified in Appendix D in [3], in the SB model one can replace the considered one
birth process with rate equal to the sum of coordinates of random vector \( K = (K_i)_{i=1}^3 \) with
three birth processes with rates equal to its consecutive coordinates without changing the
conditional distribution of the model output given the parameters and thus the quantities
computed here. We will perform the computations using construction of a process of MR
given by integral equation (1.10) but with random parameters \( Y_t = C + \sum_{i=1}^{3} N_i(K_i t) \).

The values of the main and total sensitivity indices of conditional expectation of output
given the parameters were computed in Appendix D of [3] and we provide them along with
results of below computations in Table 2.2. For each \( \lambda > 0 \),

\[ \mathbb{E}(N(\lambda)) = \lambda \]  \hspace{1cm} (G.2)

and

\[ \mathbb{E}(N(\lambda)^2) = \lambda^2 + \lambda \]  \hspace{1cm} (G.3)

Furthermore, from Theorem 27 for \( i \in I_3 \),

\[ \mathbb{E}(N_i(K_i t)|K_i) = (\mathbb{E}(N_i(k_i t)))_{k_i = K_i} = K_i t, \]  \hspace{1cm} (G.4)

and thus

\[ \mathbb{E}(Y_t|P) = C + t \sum_{i=1}^{3} K_i. \]  \hspace{1cm} (G.5)

We can see that the conditional expectation is linear in the model parameters, so its non-
linearity coefficients with respect to all subvectors of the parameter vector are zero. From
the iterated expectation property we have

\[ \mathbb{E}(Y_t) = \mathbb{E}(C) + t \sum_{i=1}^{3} \mathbb{E}(K_i) = 60 + 100(0.6 + 1 + 0.1) = 230. \]  \hspace{1cm} (G.6)

From (G.5), the coefficient of \( C - \mathbb{E}(C) \) in the orthogonal projection of the mean output
onto span of the centred parameters and constants fulfills

\[ bE_C = \frac{\text{Cov}(\mathbb{E}(Y_t|P), C)}{\text{Var}(C)} = 1 \]  \hspace{1cm} (G.7)
and for the kinetic rates we have
\[
\text{Cov}(E(Y_t|P), K_i) = \text{Cov}(tK_i, K_i) = t \text{Var}(K_i) \tag{G.8}
\]
and thus
\[
bE_K = t = 100, \ i \in I_3. \tag{G.9}
\]
Due to (2.15) and [G.3], the conditional variance of \(Y_t\) given \(P\) is equal to
\[
\text{Var}(Y_t|P) = (\text{Var}(c + \sum_{i=1}^{3} N_i(k_i t)))_{p=P}
= \sum_{i=1}^{3} K_i t. \tag{G.10}
\]

Thus, similarly as for the conditional expectation, the nonlinearity coefficients of the conditional variance with respect to all subvectors of the parameter vector are equal zero. Furthermore, \(\text{AveVar} = E(\text{Var}(Y_t|P)) = 170, VV\text{ar}_C = VV\text{ar}_C^{\text{tot}} = bV\text{ar}_C = 0,\) and from (G.5), \(VV\text{ar}_K_i = VV\text{ar}_K_i^{\text{tot}} = V_K, \ i \in I_3.\) Using the values of \(V_K, i \in I_3,\) computed in [3] (see Table 2.2), we receive
\[
VV\text{ar}_P = \sum_{i=1}^{3} V_K_i = 378. \tag{G.11}
\]

We also have \(\text{Cov}(K_i, \text{Var}(Y_t|P)) = t \text{Var}(K_i),\) and thus \(b\text{Var}_K_i = 100, \ i \in I_3.\)
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