Volatility return intervals analysis of the Japanese market
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Abstract

We investigate scaling and memory effects in return intervals between price volatilities above a certain threshold $q$ for the Japanese stock market using daily and intraday data sets. We find that the distribution of return intervals can be approximated by a scaling function that depends only on the ratio between the return interval $\tau$ and its mean $\langle \tau \rangle$. We also find memory effects such that a large (or small) return interval follows a large (or small) interval by investigating the conditional distribution and mean return interval. The results are similar to previous studies of other markets and indicate that similar statistical features appear in different financial markets. We also compare our results between the period before and after the big crash at the end of 1989. We find that scaling and memory effects of the return intervals show similar features although the statistical properties of the returns are different.
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I. INTRODUCTION

In recent years, financial markets have been studied using statistical physics approaches and some stylized facts have been observed including (i) the probability density function (pdf) of the logarithmic stock price changes (log-returns) has a power-law tail, (ii) the absolute value of log-returns are long-term power-law correlated. Statistical properties of price fluctuations are important to understand market dynamics, and are related to practical applications. In particular, the volatility of stocks attracted much attention because it is a key input of option pricing models such as the Black-Scholes. Yamasaki et al. investigated the return intervals between volatility above a certain threshold in the US stock and foreign exchange markets. They analyzed daily data and found scaling and memory effects in return intervals. Wang et al. studied the return intervals in intraday data of the US market, and found similar scaling and memory effects. Weber et al. analyzed the memory in volatility return intervals. In this manuscript, we further test the generality of the above findings in the Japanese stock market data where we include both daily and intraday data sets. We find that also in this case the pdf of return intervals mainly depends on the scaled parameter; the ratio between the return intervals and their mean. Memory effects also exist in the return intervals sequences.

In addition, we study scaling and memory effects considering different type of market dynamic periods. The Japanese market in recent decades (1977-2004) can be divied into two periods, the inflationary (before 1989) and the deflationary (after 1989). Kaizoji showed that some statistical properties of the returns are different in the two periods. The absolute return distribution in the inflationary period behave as a power-law distribution, while the return distribution in the deflationary period obeys an exponential law. Here, we find that scaling and memory effects of the return intervals show similar features in both periods.

II. SCALING AND MEMORY PROPERTIES

In this section, we analyze the statistical properties of the Japanese stock market using daily and intraday return intervals. We investigate the daily data of three representative
companies, Nippon Steel, Sony and Toyota Motor listed on the Tokyo Stock Exchange (TSE) for the 28-year period from 1977 to 2004, a total of 7288 trading days. Also, we study the intraday data of 1817 companies listed on the TSE from January 1997 to December 1997. The sampling time is 1 minute and the data size is about 9 million.

The logarithmic return $G(t)$ is written as $G(t) \equiv \ln Y(t + \Delta t) - \ln Y(t)$ where $Y(t)$ is the stock price at time $t$, and the normalized volatility $g(t)$ is defined as:

$$g(t) \equiv \frac{|G(t)|}{\sqrt{\langle G(t)^2 \rangle - \langle G(t) \rangle^2}},$$  

where $\langle \cdots \rangle$ means time average. We pick every event of volatility $g(t)$ above a certain threshold $q$. The series of the time intervals between those events, depending on the threshold $q$, $\{\tau(q)\}$, are generated.

We investigate the pdf $P_q(\tau)$ to better understand its behavior and how it depends on the threshold $\tau$ (the left panels of Fig. 1). The scaled pdf, $P_q(\tau) \langle \tau \rangle$, as a function of the scaled return intervals $\tau / \langle \tau \rangle$ is shown in the right panels of Fig. 1. Previous study [29] showed the distributions of $P_q(\tau)$ are different with different threshold $q$, and we find the same result. However, when plotting $P_q(\tau) \langle \tau \rangle$ as a function of $\tau / \langle \tau \rangle$, we obtain an approximate collapse onto a single curve. The collapse means that the distributions can be well approximated by the scaling relation

$$P_q(\tau) = \frac{1}{\langle \tau \rangle} f\left(\frac{\tau}{\langle \tau \rangle}\right).$$  

The scaling function $f(\tau / \langle \tau \rangle)$ of Eq. (2) does not depend directly on the threshold $q$ but only through $\langle \tau \rangle \equiv \langle \tau(q) \rangle$. Therefore, if $P_q(\tau)$ is known for one value of $q$, the distribution for other $q$ values can be predicted using Eq. (2). Figs. 1g and 1h show that the same features, distribution and scaling of return intervals exist for intraday data after removing the intraday trends [30]. The size of the intraday data set is basically larger than that of daily data, and consists of 1817 companies. Therefore, we are able to extend our study to larger values of $q$ and get better statistics (less scattering) compared to those in Fig. 1 (a)-(f).

Previous similar studies on the US stock and foreign exchange market [25, 26] suggested that there might be a universal scaling function for the return time intervals of different financial markets. We observe the same result also for both daily and intraday data of the Japanese market, and it raises the possibility that the scaling function is universal.
FIG. 1: (Color online) Distribution and scaling of return intervals using for (a) and (b) Nippon Steel, (c) and (d) Sony, (e) and (f) Toyota Motor, and (g) and (h) mixture of 1817 Japanese companies. Daily data is used for (a)-(f), and intraday for (g) and (h). The sampling time for intraday data is 1 min. Symbols represent different threshold $q$ varying from 1 to 2 (for (a)-(f)) and 1 to 5 (for (g) and (h)), respectively.

We also test whether the sequence of the return intervals is fully characterized by the distribution $P_q(\tau)$. If the sequence of $\tau$ are uncorrelated, the return intervals are independent of each other and chosen from the probability distribution $P_q(\tau)$. However if they are correlated, the memory also affects the order in the $\{\tau\}$ time sequence. $P_q(\tau|\tau_0)$ represents the conditional pdf which is the probability of finding a return interval $\tau$ following a return interval $\tau_0$. If memory does not exist, we expect that the conditional pdf will be independent of $\tau_0$ and identical to $P_q(\tau)$. We study $P_q(\tau|\tau_0)$ for a range of $\tau_0$ values. The full data set of $\{\tau\}$ is divided into eight subsets with return intervals in increasing order. We show $P(\tau|\tau_0)$
FIG. 2: (Color online) Scaled conditional distribution $P_q(\tau|\tau_0)\langle\tau\rangle$ as a function of $\tau/\langle\tau\rangle$ using daily data for (a) Nippon Steel, (b) Sony, (c) Toyota Motor, and (d) mixture of 1817 companies. Symbols represent different threshold $q$.

for $\tau_0$ being in the lowest subset (full symbols) and, in the largest subset (open symbols) in Fig. 2. The results show that for $\tau_0$ in the lowest subset, the probability of finding $\tau$ below $\langle\tau\rangle$ is enhanced compared to $P_q(\tau)$, while the opposite occurs for $\tau_0$ in the largest subset. The pdfs, $P_q(\tau|\tau_0)$, for all thresholds collapse onto a single scaling function for each $\tau_0$. This suggests that $P_q(\tau)$ does not characterize the sequence of $\tau$ and memory exists in the sequence.

The memory effects are also observed in the mean conditional return interval $\langle\tau|\tau_0\rangle$ which is the first moment of $P_q(\tau|\tau_0)$ shown in Fig. 3 where we plot $\langle\tau|\tau_0\rangle/\langle\tau\rangle$ as a function of $\tau_0/\langle\tau\rangle$. It is seen clearly that large (or small) $\tau$ tend to follow large (or small) $\tau_0$. Note that
FIG. 3: (Color online) Scaled mean conditional return interval $\langle \tau | \tau_0 \rangle / \langle \tau \rangle$ as a function of $\tau_0 / \langle \tau \rangle$ for (a) Nippon Steel, (b) Sony, (c) Toyota Motor, and (d) mixture of 1817 companies. Open symbols correspond to shuffled data. The lines serve only as a guide to the eyes.

The shuffled data (open symbols) exhibit a flat shape, which means $\tau$ is independent on $\tau_0$. The above results show that the return intervals $\tau$ strongly depend on the previous return interval $\tau_0$.

We also analyze clusters of short and long return intervals in order to investigate clustering phenomena, which represent further and longer term correlations compared to $P_q(\tau | \tau_0)$ and $\langle \tau | \tau_0 \rangle$. The sequence of return intervals is divided into two bins by the median of the entire database. The two bins consist of intervals which are “above” and “below” the median respectively. A cluster is formed by $n$ consecutive return intervals that are “above” or “below” the median. Fig. 4 shows the cumulative distribution of clusters of size $n$ for three
FIG. 4: (Color online) Cumulative distribution of size for return intervals clusters for (a) Nippon Steel, (b) Sony, (c) Toyota Motor, and (d) mixture of 1817 companies. The distributions consist of consecutive return intervals that are all above (closed symbols) or below (open symbols) the median of all the interval records. The straight lines show the shuffled volatility case (q=1, above the median) where memory is removed.

Japanese companies and mixture of 1817 companies. Both “above” and “below” clusters have long tails compared to the surrogate volatility shuffled case.

III. INFLATION AND DEFLATION

In this section, we investigate the NIKKEI 225 index data to answer one question: Even the return distributions have different features, do the return time intervals show similar features? The NIKKEI 225 index reached the highest position on the last trading day of 1989, but declined from the first trading day of 1990. It has dropped about 63 percent from
1990 to August of 1992. This is a famous Japanese market bubble and crash. Therefore, the Japanese market between 1977 and 2004 can be divided into two parts: the period of inflation, before December 1989, and the period of deflation, after January of 1990 (Fig. 5). Kaizoji [28] showed that the return statistics of those two periods are clearly different. The return distribution in the inflationary period is approximated by an asymptotic power law, while the return distribution in the deflationary period seem to obey an exponential law.

Fig. 5(a) represents the scaled pdf, $P_q(\tau) \langle \tau \rangle$, as a function of the scaled return intervals $\tau / \langle \tau \rangle$ in the inflationary period (full symbols) and the deflationary period (open symbols). No significant differences is seen between these two periods. Also, conditional mean return intervals of two periods show that $\tau$ depends on $\tau_0$ in a similar way in the two periods (Fig. 5(b)). It has been suggested that the pdf $P_q(\tau)$ and the scaled pdf $P_q(\tau) \langle \tau \rangle$ are
FIG. 6: (Color online) (a) Distribution and scaling of return intervals and (b) scaled mean conditional return interval $\langle \tau | \tau_0 \rangle$ / $\langle \tau \rangle$ as a function of $\tau_0 / \langle \tau \rangle$. Full symbols correspond to the inflationary period and open ones the deflationary period. Symbols represent different threshold $q$. The line is only a guide to the eyes.

universal functions for different financial markets. Here we observe that even though the return distributions of the periods are different, the return intervals show similar features.

IV. CONCLUSIONS

We investigated scaling and memory effects in volatility return intervals for the Japanese stock market using daily and intraday data sets. For both data sets, we found that the distribution of return intervals are well approximated by a single scaling function that depends
only on the ratio $\tau / \langle \tau \rangle$, and the scaling function is different from the Poisson distribution expected for uncorrelated records. Also, our results for the conditional distribution and mean return interval support the memory between subsequent return intervals, such that a large (or small) return interval is more likely to be followed by a large (or small) interval. The clustering shown in Fig. 4 shows that the memory exists even between nonsubsequent return intervals. Our results also support the possibility that the scaling and memory properties are similar functions for different financial markets. In addition, we tested scaling and memory effects in the inflationary and deflationary periods of the Japanese market. While the return distributions show different features, the scaling and memory properties of the return intervals are similar. It should be noted that similar scaling properties and memory in the return intervals have been found earlier also in climate \[31, 32, 33\] and earthquakes \[34\].
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