AGP-based unitary coupled cluster theory for quantum computers
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Electronic structure methods typically benefit from symmetry breaking and restoration, specially in the strong correlation regime. The same goes for Ansätze on a quantum computer. We develop a unitary coupled cluster method on the antisymmetrized geminal power (AGP)—a state formally equivalent to the number-projected Bardeen–Cooper–Schrieffer wavefunction. We demonstrate our method for the single-band Fermi–Hubbard Hamiltonian in one and two dimensions. We also explore post-selection to obtain correlated AGP and prove that it scales no worse than $O(\sqrt{M})$ in the number of measurements, thereby making it a less expensive alternative to gauge integration to restore particle number symmetry.

I. INTRODUCTION

One of the most sought after applications of quantum computers is to solve the strong correlation problem in electronic structure theory [1, 2]. Electronic structure methods often start from a mean-field state, typically a Hartree–Fock (HF) Slater determinant, and are systematically improved using a variety of techniques [3]. When electronic correlation is weak, single reference coupled cluster theory (CC) is known to be sufficiently accurate in quantum chemistry and is often regarded as the gold-standard [4, 5]. However, in the strongly correlated regime, many Slater determinants become equally dominant and single-reference methods often struggle [6].

Strong correlation in finite systems typically manifest itself by breaking one or more symmetries at the mean-field level. In this case, one could either make the mean-field state retain desired symmetries and correlate it in a symmetry-adapted manner, or, one could allow the symmetries to break and correlate the symmetry-broken mean-field state [7, 8]. The trade-off between these two strategies is that the broken symmetry wavefunction gives a lower energy at the expense of a less accurate wavefunction due to the lack of correct symmetries. This is known as the symmetry dilemma in electronic structure theory [9–12] and extends to traditional and unitary coupled cluster theory alike [13–15].

In recent years, there has been extensive interest in using physically inspired Ansätze in variational quantum algorithms [16]. In electronic structure calculations, the disentangled form of unitary CC (uCC) is perhaps the most natural extension of physically inspired Ansätze that can be implemented on a quantum computer [17–19]. For example, one can write down the uCC Ansatz as

$$|\psi(\vec{t})\rangle = \prod_k e^{t_k (\hat{\tau}_k - \hat{\tau}_k^\dagger)} |\phi\rangle,$$

where $|\phi\rangle$ is a mean-filed reference, $\hat{\tau}_k$ is the $k$-th excitation operator which can be symmetry-adapted or broken, and $t_k$ is the corresponding amplitude [20–22]. We can variationally minimize the energy,

$$E(\vec{t}) = \langle \psi(\vec{t}) | H | \psi(\vec{t}) \rangle,$$

using the variationally quantum eigensolver (VQE) in a hybrid quantum–classical optimization manner [23, 24]. To address the ambiguity in the ordering of the operators and the depth of the uCC Ansatz, heuristics such as the ADAPT-VQE [25] have been developed and extended over the years [26–28]. Other notable works along this direction are the cluster-Jastrow Ansatz [29], k-UpCCGSD [30], and the projective quantum eigensolver (PQE) [31] among others [22, 32–35]. Combining VQE Ansätze with quantum Monte Carlo has been recently proposed as well [36].

An important consideration among all methods on the near-term, intermediate scale quantum (NISQ) devices is how deep an Ansatz needs to be in order to achieve sufficient accuracy [37, 38] in the strongly correlated regime.
For example, when using a symmetry-adapted Ansatz, it is conceivable that more collective excitations are needed to recover the same level of accuracy in energy as those of symmetry-broken Ansätze in the regimes where symmetries break. This could require a larger number of variational parameters and deeper circuits to implement, which, in some cases, could scale exponentially.

A remedy for this problem could be to combine symmetry restoration with CC theory [14, 15, 39–42]. Symmetry breaking and restoration has long been studied in nuclear physics and electronic structure theory [7, 11, 12, 43]. It has also gained attention for applications on quantum physics and electronic structure theory [7, 11, 12, 43]. It breaking and restoration has long been studied in nuclear try restoration with CC theory [14, 15, 39–42]. Symmetry which, in some cases, could scale exponentially.

Another contribution of this paper is to exploit post-measurement selection, or post-selection in short, as an alternative to the $U(1)$ gauge integral in restoring number symmetry. Post-selection has been widely used as a crucial error mitigation technique for calculations performed on NISQ hardware [80–84]. We show, however, how post-selection can be used in conjunction with uCC to sample over correlated AGP. Our primary contribution is to show that restoring number symmetry with post-selection could scale more favorably than gauge integration as judged by the circuit depth and number of measurements. We prove an analytical asymptotic bound of $O(\sqrt{M})$ measurements analytically and confirm it with computations based on a noise-free quantum emulator.

Restoring symmetries via post-selection is a distinct possibility that is not viable on classical computers but can be conveniently performed on a quantum computer. Indeed, post-selection can be combined with the integral or phase estimation [48] to restore multiple symmetries. Our general philosophy for methods in strong correlation is to allow multiple symmetries to break and later restore them in the presence of the correlator. This could pave the way for methods that work equally well in repulsive, attractive, weak, and strong correlation regimes.

This paper is organized as follows: We begin Sec. II by first reviewing some previous work and basic concepts, then we build our way to seniority nonzero methods in Sec. II A. In Sec. II B, we discuss the optimization of AGP on classical and quantum computers and review a formal connection with number projected HFB. Sec. II C is devoted to disentangled uCC on AGP. Sec. III discusses post-selection; the procedure is discussed in Sec. III A and the numerical benchmarks are presented in Sec. III B. In Sec. IV and the subsections therein, we demonstrate different uCC correlators based-on AGP and discuss our results for the Hubbard Hamiltonian. We conclude the paper with some final remarks in Sec. V.

II. THEORY

Define $\Gamma^\dagger$ to be the geminal creation operator,

$$\Gamma^\dagger = \frac{1}{2} \sum_{pq} \eta_{pq} c_{p}^\dagger c_{q}^\dagger,$$

where $c_{p}^\dagger$ is a fermionic creation operator in a spin-orbital $p$ and $\eta$ is an anti-symmetric matrix whose elements are known as the geminal coefficients. An AGP with $N$ pairs, or $2N$ electrons, can then be defined as [54, 60]

$$|\text{AGP}\rangle = \frac{1}{N!} (\Gamma^\dagger)^{N} |\text{vac}\rangle.$$

Unless otherwise specified, we choose to work in the natural orbital basis of the geminal wherein the matrix $\eta$ is
brought to a quasi-diagonal form [85],
\[ \tilde{\eta} = \bigoplus_{p=1}^{M} \begin{pmatrix} 0 & \eta_p \\ -\eta_p & 0 \end{pmatrix} = D^{\dagger} \eta D^*, \] (5)
via the orbital rotation
\[ a_p^{\dagger} = \sum_{q=1}^{2M} D_{pq} c_q^{\dagger}, \] (6)
where \( D \) is the unitary matrix of natural orbital coefficients and \( M \) is the number of spatial orbitals. As such, the geminal operator can be written as
\[ \Gamma^{\dagger} = \sum_{p=1}^{M} \eta_p a_p^{\dagger} a_{\bar{p}}^{\dagger}, \] (7)
where the natural orbitals \( p \) and \( \bar{p} \) are “paired” in the sense of Eq. (5). As shown in Appendix A, a \((p, \bar{p})\) pair reduces to a spin \((\uparrow, \downarrow)\) pair if the spins of the natural orbitals are collinear. With this pairing scheme, the relationship between AGP and the BCS wavefunction can be easily seen from
\[ |\text{BCS}\rangle = \prod_{p=1}^{M} (u_p + v_p a_p^{\dagger} a_{\bar{p}}^{\dagger})|\text{vac}\rangle \] (8a)
\[ \propto \prod_{p=1}^{M} (1 + \eta_p a_p^{\dagger} a_{\bar{p}}^{\dagger})|\text{vac}\rangle \] (8b)
\[ = \sum_{N=0}^{M} \frac{1}{N!} \left( \Gamma^{\dagger} \right)^N |\text{vac}\rangle, \] (8c)
where the BCS coefficients \( \{u_p, v_p\} \) relate to \( \{\eta_p\} \) through \( \eta_p = v_p/u_p \). Clearly the BCS wavefunction is a linear combination of AGPs with all possible number of electron pairs (up to an inconsequential normalization factor). The AGP of \( N \) pairs, Eq. (4), corresponds to the projected BCS (PBCS) state with the correct particle number. The AGP ground state can be optimized on a classical computer at mean-field cost (see Sec. II B).

A. Beyond zero seniority

Seniority is defined as the number of unpaired electrons and is denoted by \( \Omega \) [7]. Any two-body \textit{ab initio} Hamiltonian can be written as [86]
\[ H = H^{\delta\Omega=0} + H^{\delta\Omega=\pm2} + H^{\delta\Omega=\pm4}, \] (9)
where the superscript differentiates between sectors of the Hamiltonian that change seniority by 0, \( \pm2 \) and \( \pm4 \). The seniority-zero subspace features a remarkable simplicity [87–91], which makes it particularly convenient for quantum algorithms [52, 92]. One can define a \( su(2) \) pairing algebra with the generators
\[ P_p^{\dagger} = a_p^{\dagger} a_{\bar{p}}^{\dagger}, \] (10a)
\[ N_p = a_p^{\dagger} a_p + a_{\bar{p}}^{\dagger} a_{\bar{p}}, \] (10b)
and posit a \textit{paired} encoding, \( P_p^{\dagger} \mapsto \frac{1}{2} (X_p - i Y_p) \) and \( N_p \mapsto 1 - Z_p \), such that the qubit states \(|1\\rangle = (0)\rangle\) and \(|0\\rangle = (1)\rangle\) correspond to an electron-pair being present and absent respectively; here, \( X, Y, \) and \( Z \) are Pauli matrices. Any seniority-zero Hamiltonian can be encoded as
\[ H^{\delta\Omega=0} = \sum_{p} h_p Z_p + \sum_{pq} w_{pq} Z_p Z_q \]
\[ + \sum_{pq} v_{pq} (X_p X_q + Y_p Y_q), \] (11)
where \( w \) and \( v \) are Hermitian matrices. For most Hamiltonians, seniority is not a good quantum number, and the restriction to the seniority-zero subspace leads to approximate energies. Indeed, for \textit{ab initio} Hamiltonians, doubly-occupied configuration interaction [93–95] (an exact diagonalization method in the seniority-zero subspace) is not sufficient to reach chemical accuracy. Therefore it becomes necessary to incorporate broken pair excitations.

To allow pairs to break, we first need to map individual spin-orbitals to qubits. Our goal is to follow our formalism for seniority-zero [52] closely to take advantage of its low asymptotic scaling and other desirable properties. We want to implement AGP, again, in its natural orbital basis where all electrons are paired. Broken-pair excitations then come from the correlator that couples the reference to all seniority sectors of the Hamiltonian.

We interlace the qubits associated with natural orbitals \( p \) and \( \bar{p} \) (i.e. logical qubits of \( p \) (\( \bar{p} \)) correspond to odd (even) physical qubits), and adopt the Jordan–Wigner (JW) encoding of fermions [96], so that \( a_p \mapsto \frac{1}{2} (X_p + i Y_p) Z_p Z_{p-1} \cdots Z_1 Z_1 \) and \( a_{\bar{p}} \mapsto \frac{1}{2} (X_{\bar{p}} + i Y_{\bar{p}}) Z_{\bar{p}} Z_{\bar{p}-1} \cdots Z_1 Z_1 \). Note that the paired encoding of Eq. (10) is embedded in this mapping. The BCS state can be implemented at \( \mathcal{O}(1) \) depth with \( M \) two-qubit gates acting on every \( p, \bar{p} \) qubits [52, 97],
\[ |\text{BCS}\rangle = \prod_{p=1}^{M} e^{i \theta_p (X_p X_{\bar{p}} + Y_p Y_{\bar{p}})/2} |0\rangle, \] (12)
where have defined \( \theta_p = \arctan(2 \theta_{2p}) \). If one chooses to obtain AGP from gauge integration,
\[ |\text{AGP}\rangle = \frac{1}{2\pi} \int_0^{2\pi} d\phi e^{i\phi (N-\tilde{N})} |\text{BCS}\rangle, \] (13)
we can follow the procedure outlined in Ref. [52], whereby we introduce an ancilla qubit to compute grid-point overlaps (BCS|\textit{OR}|\langle\text{BCS}|) via a Hadamard test. For
FIG. 1. Circuits to implement the number projected BCS wavefunction for seniority nonzero applications using the integral. Here it is shown for a system with 4 spin-orbitals \((M = 2)\) for simplicity. (a) Implementation of the BCS wavefunction and circuit to the do Hadamard test for every grid angle \(\phi_i\). The dashed box implements \(\exp (\theta_p (X_p X_p + Y_p Y_p)/2)\). (b) Implementation of the controlled \(R_z (\phi_i)\) using nearest neighbors connectivity. Since the BCS orbitals \(p\) and \(\bar{p}\) are either simultaneously present or absent, the controlled \(R_z (\phi_i)\) can be chosen to apply only to the “no-bar” qubits. The swap gates move the logical qubit of the ancilla qubit to the last qubit to measure \(\langle X_a \rangle + i \langle Y_a \rangle\) needed for the Hadamard test.

every gauge angle, \(\phi_i\), the operator \(R_i\) takes the form

\[
\mathcal{R}_i = e^{i\phi_i (N - \overline{N})} \mapsto e^{i\chi_i} \prod_{p=1}^{M} e^{i\phi_p Z_p} e^{i\phi_i Z_p},
\]

where \(N\) is the number of pairs, and \(\chi_i\) is an inconsequential global phase. Further simplification is possible by noting that in the BCS wavefunction, the state of qubit \(p\) must be identical to its conjugate pair \(\bar{p}\). Thus, it suffices to construct \(\mathcal{R}_i\) such that it runs either on \(p\) or \(\bar{p}\) orbitals only. This simplification is only possible if the \(\mathcal{R}_i\) circuit is applied immediately after the BCS circuit. A circuit diagram combining the BCS implementation with number projection is depicted in Fig. (1) The depth of the circuit is \(O(M)\) and we need \(O(M)\) grid point to do the integration exactly. In Sec. III, we analyze an alternative to gauge integration by using post-selection.

B. AGP optimization

Our discussion so far has focused on how to implement AGP when \(\{\eta_p\}\) and the pairing scheme are given; very little has been said on how they can be obtained. Recall that for a generic \textit{ab initio} Hamiltonian,

\[
H = \sum_{pq} \hat{h}_{pq} c_p^\dagger c_q + \frac{1}{2} \sum_{pqrs} \hat{v}_{pqrs} c_p^\dagger c_q^\dagger c_s c_r,
\]

the AGP energy is not invariant under orbital rotation, so we need to optimize the geminal coefficients and the natural orbitals together. The latter determines the pairing scheme of the geminal. In what follows, we discuss two methods to optimize AGP for seniority nonzero Hamiltonians.

1. Direct optimization

We can always write down the Hamiltonian in the natural orbital basis as

\[
e^{-\sigma} H e^\sigma = \sum_{pq} \hat{h}_{pq}(D) a_p^\dagger a_q + \frac{1}{2} \sum_{pqrs} \hat{v}_{pqrs}(D) a_p^\dagger a_q^\dagger a_s a_r,
\]

where \(\sigma\) is the number-conserving Thouless operator defined as \([98]\)

\[
\sigma = \sum_{p > q} |\log(D)|_{pq} \left( c_p^\dagger c_q - c_q^\dagger c_p \right);
\]

\(\hat{h}(D)\) and \(\hat{v}(D)\) are the one- and two-electron integrals transformed into the natural orbital basis. To obtain an optimized AGP, we need to variationally minimize the energy with respect to \(\{\eta_p\}\) together with \(\{D_{pq}\}\), where the overlaps are taken with respect the AGP state of the form Eq. (4) and Eq. (7). On a classical computer, all relevant reduced density matrices (RDMs) can be computed efficiently using the \textit{sumESP} algorithm and the reconstruction formulas outlined in Ref. [52] or using generalized Wick’s theorem and one-body BCS transition RDMs [65, 99].

We may also opt for optimizing AGP on a quantum computer. This is useful, for example, when we perform reference optimization in the presence of the uCC correlator (see Sec. IV B). The unitary Thouless rotation, \(\exp (\sigma)\), can be decomposed into a product of 2-qubit gates using the QR decomposition and Givens rotations [100], and so, it can be implemented exactly with linear circuit depth. This allows us to optimize the reference on a quantum computer without incurring any Trotterization error. All gradients with respect to \(\{D_{pq}\}\) and \(\{\eta_p\}\) can be computed efficiently by the fermionic shift-rule [101–103]. Note that the Hamiltonian is measured in the atomic-orbital basis, Eq. (15), since the orbital
rotation are absorbed into the circuit. Alternatively, it is also possible to work with Eq. (16), which is essentially the approach taken in Refs. [104, 105]. However, we adopt the former method in this work as it requires considerably fewer terms to measure.

In analogy with the HF wavefunction being classified by different spin-symmetry restrictions, i.e. restricted (RHF), unrestricted (UHF), and generalized (GHF) [3], we may choose to retain $S^2$ and/or $S_z$ symmetries in AGP. These symmetries are reflected in the matrix elements of $D$, which we treat as independent variables during the optimization if we decide to allow the symmetries to break. Just as in HF theory, RAGP denotes spin-restricted AGP; UAGP denotes spin-unrestricted AGP (broken $S^2$); and GAGP denotes generalized AGP (broken $S^2$ and $S_z$).

2. Number projected Hartree–Fock–Bogoliubov

An alternative way to optimize AGP is through number projecting the Hartree–Fock–Bogoliubov (HFB) wavefunction. The equivalence between number-projected HFB (NHFB) and AGP with optimized natural orbitals is guaranteed by the Bloch–Messiah theorem [106], which states that the Bogoliubov quasiparticle operators defining a HFB state can be constructed from the physical fermionic operators through three consecutive Bogoliubov transformations of special forms: An orbital rotation, a BCS transformation, and a rotation amongst quasiparticles. They are represented by the $D$, $(U, V)$, and $C$ transformations in Appendix A 1, respectively. The last $C$ transformation is not physically significant since it only alters the global phase. Therefore, the broken-symmetry HFB state in an NHFB is essentially a BCS state with optimized orbitals, and variationally minimizing the PBCS or AGP energy with respect to both $\{D_{pq}\}$ and $\{\eta_p\}$ amounts to minimizing the NHFB energy in the variation-after-projection scheme [11, 107, 108].

An algorithm for computing the Bloch–Messiah decomposition is outlined in Appendix A 2. This algorithm is used in Sec. IV to prepare the initial UAGP references, where we extract the $\{D_{pq}\}$ and $\{\eta_p\}$ from the deformed HFB of the optimized number-projected spin-unrestricted HFB (NUHFB) wavefunction.

C. Disentangled uCC on AGP

Given an optimized AGP for an \textit{ab initio} Hamiltonian, we define the singles and doubles anti-Hermitian coupled cluster operators [109, 110]

\begin{align}
T_1 &= \sum_{p>q} \eta_p \left( a_p^\dagger a_q - h.c. \right), \\
T_2 &= \sum_{pq>rs} \eta_p \eta_s \left( a_p^\dagger a_q^\dagger a_r a_s - h.c. \right),
\end{align}

where the indices run over spin-orbitals in the natural orbital basis. Higher order excitations can be defined similarly. Just as in HF theory, the uCC operators can be spin-restricted (uRCC), spin-unrestricted (uUCC), or spin-general (uGCC) [5]. For HF-based uCC, the cluster operators may be chosen over particles and holes only, or they can be general index, i.e. include hole-hole and particle-particle excitations [109]. In AGP, the separation between particles and holes is not well defined since the wavefunction inherently contains all possible ways $N$ pairs occupy $M$ orbitals [62]. Therefore the general correlator is most natural on AGP. (We shall return to defining particle–hole excitations on AGP later in Sec. IV B.)

On a quantum computer, uCC needs to be expressed in terms of elementary gates. We resort to using the disentangled uCC Ansatz [1, 19, 20], as in Eq. (1). Note that the disentangled uCC is number conserving throughout the implementation; for example, it is easy to verify that every term in

\begin{align}
a_p^\dagger a_q^\dagger a_r a_s - h.c. &\rightarrow -\frac{i}{8} \left( Y_p X_q X_r X_s + X_p Y_q X_r Y_s - X_p Y_q Y_s - Y_p X_q Y_s + Y_p Y_q X_r Y_s + Y_p Y_q Y_s X_r X_s \right) \prod_n Z_n,
\end{align}

mutually commutes and together conserve particle number even after writing it as a product of exponentials. Computing the gradient on the hardware could follow Refs. [101–103]. Overall, the implementation cost and asymptotic scaling of uCC is the same as that of HF. Indeed, recent advancements in finding a lower-rank representation of an \textit{Ansatz} or address the ordering ambiguity [19, 29, 111–116] are applicable to AGP-based calculations as well.

The Hamiltonian transformation can be done either using Eq. (16), or we can implement the Thouless rotations on the circuit and measure the Hamiltonian in the on-site atomic orbital basis. The trade-off between the two approaches is well known [117–119]. Typically the Hamiltonian is sparser in the on-site basis, hence requiring fewer terms to measure; this comes at the expense of implementing the orbital rotation on a quantum computer, which is often less expensive than implementing uCC. Following the discussion in Sec. II B 1 and the method in Ref. [100], we can implement the orbital rotations with $O(M)$ circuit depth with only nearest neighbors Givens rotations appended to the end of the \textit{Ansatz} circuit.

III. POST-SELECTION

Computing the expectation value of an observable $\hat{O}$ with respect to a wavefunction $|\psi\rangle$ on a quantum computer entails rotating $\hat{O}$ to the computational basis by some unitary operator $\hat{V}$ (i.e. $\hat{O} = \hat{V}^\dagger \hat{O} \hat{V}$), and empirically estimating $\sum_a \lambda_a |\langle a| \hat{V} |\psi\rangle|^2$, where $\lambda_a$ is an eigen-
value of Λ [120]. Often, diagonalizing \( \hat{O} \) could be expensive or even prohibitive, but if \( \hat{O} \) is expressible as a linear combination of Pauli matrices (e.g. ab initio Hamiltonians under the JW transformation), we can sample the Pauli terms separately where the diagonalization is often straightforward.

Now suppose \( \hat{O} \) commutes with some symmetry operator \( \hat{S} \). We want to measure \( \hat{O} \) along with its symmetry eigenvalues in order to project out samples that belong to the undesired symmetry sectors. To do this, we need to diagonalize \( \hat{O} \) in its shared eigenbasis with \( \hat{S} \). This involves finding disjoint sets of Pauli matrices of \( \hat{O} \) that commute amongst each other as well as with \( \hat{S} \), then diagonalize and measure each group separately. As an example, consider measuring the energy of a general seniority-zero Hamiltonian, Eq. (11), and suppose we want to post-select based on the particle number symmetry i.e. \( \hat{S} = \sum_p \hat{N}_p \). The first two terms, \( \sum_p h_p Z_p + \sum_{pq} v_{pq} Z_p Z_q \), are readily in the computational basis and conserve particle number; for the last term, one needs to diagonalize \( X_p X_q + Y_p Y_q \) with a number conserving unitary, \( \hat{V} \), to get [121]

\[
\frac{1}{2} \langle X_p X_q + Y_p Y_q \rangle = \frac{1}{2} \langle \hat{V}^\dagger (Z_q - Z_p) \hat{V} \rangle. \tag{20}
\]

FIG. 2. Estimated number of measurements, \( n \), needed to get at least one observation with the correct particle number as a function of \( G/G_c \) for the pairing Hamiltonian with 8 (a) and 16 (b) orbitals at half-filling. The red curve corresponds to the number of grid points to carry out number projection with gauge integration. The green dots are the average number for \( n \) obtained experimentally from \( 10^3 \) parallel runs on a noise-less quantum simulator (qiskit) along with their 95% confidence intervals (shaded area). The blue and orange curves are theoretical upper bounds for \( n \) with \( \alpha = 0.95, 0.99 \) computed from Eq. (22).

To compute expectation values over AGP, we need to implement the corresponding BCS wavefunction, corre-
lated it, and perform post-selection at the end. To this end, it is crucial that we use a number conserving correlator, since
\[
\hat{U}|\text{AGP}\rangle = \hat{U}(\mathcal{P}_N|\text{BCS}\rangle) = \mathcal{P}_N\hat{U}|\text{BCS}\rangle, \tag{21}
\]
is true if and only if [\mathcal{P}_N, \hat{U}] = 0, where \(\hat{U}\) is the correlator and \(\mathcal{P}_N\) is the number projection operator. The disentangled uCC as described in Sec. II C satisfies this requirement.

In general, however, \(\langle\text{BCS}\rangle|\hat{\mathcal{N}}|\text{BCS}\rangle \neq 2N\), due to the broken \(U(1)\) gauge degree of freedom in the BCS wavefunction [7]. This could lead to nonoptimal sampling during post-selection since we get samples that do not belong to the desired particle number sector on average. Fortunately, we can fix the gauge to \(\langle\hat{N}\rangle = 2N\) easily during the AGP optimization using projected-BCS or NHFB by introducing a chemical potential. Doing so amounts to multiplying all \(\eta_p\) by a constant number which does not change expectation values over AGP [62]. Alternatively we can find this constant algebraically. See Appendix B 1.

A major advantage of using post-selection over gauge integration is the lack of an additional ancilla qubit needed to perform the Hadamard test, and the \(O(M)\) circuit depth for the controlled \(R_z(\phi_i)\) rotations. However, the difference in the scaling of number of measurements is more involved. For the integral, the number of measurements scales as \(O(M)\) corresponding to the total number of grid points, and it is independent of the Hamiltonian. To derive the scaling for post-selection, we formulate the problem as follows: What is the minimum number of measurements needed to get at least one observation in the correct number sector with \(\alpha \times 100\%\) confidence? We show in Appendix B 2 that the number of measurements, \(n\), is given by
\[
n = \left\lceil \frac{\log(1 - \alpha)}{\log(1 - P)} \right\rceil, \tag{22}
\]
where \(P = \prod_p |u_p|^2 S_N^M\), and \(S_N^M\) is an elementary symmetric polynomial associated with the norm of AGP [62]. Clearly \(n\) depends on the details of the Hamiltonian through \(P\), which itself is a function of \(\{\eta_p\}\). The largest value of \(n\) occurs when number symmetry is strongly broken and all \(\{\eta_p\}\) approach the same value. This is the worst case scenario for post-selection and, as we show in Appendix B 2, it is asymptotically bounded above by \(O(\sqrt{M})\). In regimes where number symmetry does not break, the scaling could be as low as \(O(1)\).

B. Numerical experiments

We put the scaling to numerical test by doing post-selection for the pairing Hamiltonian [7, 125],
\[
H = \sum_p \epsilon_p N_p - G \sum_{pq} P_p P_q, \tag{23}
\]
written here in the pairing algebra; \(\epsilon_p = p\Delta\epsilon\) are the single particle energy levels and \(G\) tunes the strength of the pair-wise interaction and has infinite range. The pairing model is an ideal benchmark as the mean-field breaks number symmetry—gives rise to a BCS state—at \(G = G_c > 0\) where number fluctuations get larger as \(G\) increases; for all \(G < G_c\) (including \(G < 0\)) the mean-field admits a single HF Slater determinant for which the corresponding particle number fluctuations are small.

In Fig. (2) we plot \(n\) computed from Eq. (22) with \(\alpha = 0.95\) and 0.99 as a function of \(G/G_c\) for 8 and 16
FIG. 5. Energy error of fixed-reference calculations for 2D Hubbard away from half-filling (a) and at half-filling (b) as a function of $U/t$.

orbitals at half-filling. Half-filling is the ideal case for the integration as it requires the fewest number of grid points, whereas the opposite is true for post-selection. We also numerically simulated post-selection on qiskit [126], using the QASM simulation libraries in the absence of noise. For every $G$ point, we simulated the BCS state and performed multiple measurements until we got an outcome with the correct particle number. This process was repeated $10^4$ to estimate $n$ by the empirical mean, $\bar{n}$. The 95% confidence intervals were computed from bootstrapping the samples $10^4$ times and are shown with the shaded area in the plot. As we can see, the sample means along with their confidence intervals are below the number of measurements needed for the integral for all points, even in $G \gg G_c$ where number fluctuations are large. This suggests that number symmetry restoration with post-selection could be a viable alternative to gauge integration even in small systems with large number fluctuations.

In Fig. (4) we numerically investigate the scaling of post-selection as a function of system size $M$. On the left hand side of Fig. (4) we plot the sample means, $\bar{n}$, computed at different $G/G_c$ points on a log-log scale as a function of the system size $M$. Linear fits to the mean resulted in slopes: $m = 0.449, 0.488, 0.392, -0.01, 0.027, -0.02$ rounded to the closest digits in decreasing order of $G$.

IV. APPLICATION

Having developed a method for how to optimize and implement AGP for quantum computers, we concentrate on building correlation atop of AGP for seniority nonzero applications in this section. Our aim is to showcase our method by benchmarking it against the ground state of the single-band Fermi–Hubbard model,

$$H = -t \sum_{\langle p, q \rangle} \sum_{\sigma \in \{\uparrow, \downarrow\}} (c_{p\sigma}^\dagger c_{q\sigma} + h.c.) + U \sum_p n_{p\uparrow} n_{p\downarrow},$$

written here in its on-site basis, where $n_{p\sigma} = c_{p\sigma}^\dagger c_{p\sigma}$. We set $t = 1$ for simplicity for the rest of this section. For this Hamiltonian, number symmetry breaks at some finite $U < 0$ value; and when $U > 0$, the mean-filed breaks spin-symmetry at a critical $U > 0$. While one of the main advantages of using AGP is for models wherein the two-body interactions are attractive, we showcase our method in both the repulsive and attractive regimes of this Hamiltonian. Our strategy is to allow the $S^2$ symmetry to break (i.e. use UAGP) and correlate the resulting wavefunction. This helps us illustrate the utility of AGP in all regimes—attractive, repulsive, weak and strong limits. Indeed, to improve the results even more, one can envision restoring $S_2$ and/or $S^2$ which tend to break at sufficient strong correlation, but we leave those for future work.

We first present the results for the fixed-reference methods, wherein we have optimized UAGP on a classical computer and use quantum computers to optimize uCC atop of AGP. In the later half of this section, we demonstrate another powerful Ansatz based on a particle–hole unitary, which as we shall see, needs to be optimized simultaneously with the reference AGP.
The Implementation details of this section can be found in Appendix C.

A. Fixed-reference

We implement our Ansätze with the following structure,

$$|\psi\rangle = \prod_k e^{\sigma_k} \left( \prod_d e^{D_d} \right) \left( \prod_s e^{S_s} \right) |\phi\rangle,$$

where $|\phi\rangle$ can be AGP or HF. The orbital rotation is optional but it allows one to measure the Hamiltonian in the on-site basis which is significantly sparser and simpler than the natural orbital basis (see Sec. II C).

In Fig. (5) we show the VQE calculation results for the 2D Hubbard model at half-filling and away from half-filling. For the doped system, the number symmetry becomes strongly broken as $U < 0$ get smaller. This is the kind of regime where we expect AGP-based methods to excel and traditional methods to struggle. Indeed, traditional UCCSD over-correlates in the 4-electron case as $U > 0$ regime of the same doped system, in addition to $S^2, S_z$ symmetry breaks at mean-field near $U \sim 7.5$; only the $S^2$ symmetry breaks for the half-filled case.

We plot uUCCGSD based on UAGP for all values of $U$. As a point of reference, we have plotted uUCCSD on UHF as well. The AGP-based results captured energies with absolute errors as small as $10^{-9}$ for both systems which is where we set the tolerance of our optimization. While this confirms that our AGP-based method is capable of accessing all relevant parts of the Hilbert space (not just seniority-zero for example) and get almost exact energies for these system, the high accuracy might be in part due its high number of variational parameters compared to the dimension of FCI. There are 870 variational parameters in uUCCGSD while the FCI dimension of the half-filled and doped systems are $\binom{12}{6} = 924$ and $\binom{12}{3} = 495$ respectively. We get equally good results with uUCCGSD on UHF for these systems. While this in principle can be tested by going to larger systems, our current implementation of the code allows for maximum system size of 12 spin-orbitals.

To find a sparser representation of the disentangled uUCCGSD we performed ADAPT-VQE [25] calculations with the same operator pool as uUCCGSD for the 4-electron system. ADAPT-VQE was designed and tested for HF-based methods, but we follow the same idea for our implementation and use AGP as our reference. We set ADAPT’s stopping criterion to be $\epsilon = 10^{-3}$. As shown in Fig. (6) energy errors of $10^{-6}$ were obtained with as few as 60 parameters with AGP. For comparison we also plotted particle–hole and general index HF-based calculations with the same computational settings. We observe the largest gains with AGP-based ADAPT in the regimes where number symmetry breaks and the system is strongly correlated. In large $U > 0$, we did not see significant advantage in using AGP compared with HF. More studies are needed to tailor ADAPT for AGP-based methods.

In the next section, we develop a particle–hole Ansatz on AGP which has considerably few parameters than uUCCGSD.

B. Reference-optimized uCC

One of the main advantages of using the uCC Ansatz with particle–hole excitations is that it is signif-
FIG. 7. A particle–hole uCC Ansatz based on UAGP tested for one and two dimensional Hubbard model at and away from half-filling. Methods involving reference optimization are denoted by "+ref."

significantly more concise compared to one based on general operators. Ideally, we would like to develop a particle–hole uCC Ansatz based on AGP.

In general, the natural orbitals of AGP and HF are different. In the weakly correlated limit (e.g., $U \rightarrow 0$ for the Hubbard Hamiltonian), the HF and AGP orbitals converge to the same values and we get $\eta_1, \cdots, \eta_N \rightarrow 1$ and $\eta_{N+1}, \cdots, \eta_M \rightarrow 0$ (up to a global constat) so that AGP becomes just a single Slater determinant [63]. For finite, nonzero $U$, we designate the first $N$ orbitals of the largest occupations as occupied and the rest virtual, thereby defining a “particle–hole” picture from which we can define our cluster operators. In our numerical experiments, particle–hole disentangled uCC makes only a small improvement on mean-field AGP in the attractive regime. However, we can remedy this by optimizing the AGP orbitals and geminal coefficients in the presence of the particle–hole correlator. As we shall see, we obtain significant improvement by so doing. Our observation is consistent with the results obtained in Ref. [127] which was carried out for the pairing Hamiltonian.

Again, we implemented Eq. (25) for all of our Ansatz. However, instead of fixed orbital-rotation parameters, we optimized them simultaneously with uCC amplitudes. For AGP-based methods, we also optimized $\{\eta_n\}$ as discussed in Sec. II B. Indeed, for HF, reference optimization corresponds to optimizing the orbitals only. For all cases, the Hamiltonian was measured in the on-site basis.

In Fig. (7) we show the results for the particle–hole uCC based on UAGP for 6 sites, 1- and 2-dimensions, with 4 and 6 electrons. We performed UHF-based calculations with the same optimization settings and Ansatz ordering as those for AGP. Just as in the fixed-reference case, we observed largest gains in the attractive regime. Nevertheless, our numerical results suggest that AGP can be just as competitive as HF in $U > 0$ as a starting point for corrected method in all of the systems that we tried.

V. DISCUSSIONS

A desirable property for electronic structure methods is accurately describing the weakly and strongly correlated
regimes seamlessly. One way to achieve this goal is to restore symmetries that break at the mean-field level as the result of strong correlation and capture the remaining correlation energy using CC-type correlators.

Building on our previous work that dealt with correlating AGP in the seniority-zero subspace, we developed a coupled cluster method to correlate AGP for general, seniority nonzero Hamiltonians on a quantum computer. We benchmarked our numerical results against several, seniority nonzero Hamiltonians on a quantum computer. We showed that uUCCGSD on AGP is highly accurate and capable of accessing all relevant parts of the Hilbert space. Using a naive implementation of ADAPT-VQE on AGP in a 2-dimensional, doped Hubbard model, we observed that AGP-based uUCCGSD could give a sparser, yet highly accurate Ansatz than its HF counterpart in the regime where number symmetry breaks. Our second technique uses a particle–hole uCC based on AGP. The separation between particles and holes in AGP is not as well-defined as HF, and the orbitals are generally very different. However, by relaxing the reference in the presence of the particle–hole uCC correlator, we obtained excellent results in our numerical benchmarks.

In addition to correlating AGP, we illustrated how post-selection can fit well into our formalism to restore particle number. Symmetry restoration can be realized in a variety of ways on a quantum computer, including gauge integration and phase estimation. Post-selection relieves the need for implementing the Hadamard tests to evaluate the integral and is less expensive than phase estimation. Our main contribution is to show that the number of measurements in post-selection scales as \( \mathcal{O}(\sqrt{M}) \) in the worst case (where number is strongly-broken) in the absence of noise. We proved this analytically, and tested it numerically for the pairing Hamiltonian using a quantum emulator. Our numerical results suggest scaling of as low as \( \mathcal{O}(1) \) in the regime where number symmetry does not break. In contrast, the measurement cost of exact gauge integration is \( \mathcal{O}(M) \) and independent of the strength of the correlation.

Post-selection on particle number is often a necessary step for noise mitigation on NISQ hardware. However, when performed on an Ansatz that deliberately breaks number symmetry, one can recover additional correlation energy, even in the regimes that number symmetry does not break. This observation together with the fact that the cost of constructing disentangled uCC on AGP is the same as HF on a quantum computer, could make AGP an attractive wavefunction for the strong correlation. Future work could benefit from restoring spin-symmetries, such as \( S^z \) and \( S^z \) to further improve the accuracy of AGP-based methods for molecules.
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APPENDIX

Appendix A: Bloch–Messiah decomposition

A HFB state is defined as the vacuum of Bogoliubov quasiparticles,

\[
|\text{HFB}\rangle = \prod_{p=1}^{2M} \beta_p |\text{vac}\rangle,
\]

where the quasiparticle operators \( \beta_p, \beta_p^\dagger \) are defined by a unitary canonical transformation \( W \) of the physical fermionic operators \( c_p, c_p^\dagger \),

\[
\begin{pmatrix} \beta \\ \beta^\dagger \end{pmatrix} = W \begin{pmatrix} c \\ c^\dagger \end{pmatrix} = \begin{pmatrix} U^\dagger & V^\dagger \\ V & U \end{pmatrix} \begin{pmatrix} c \\ c^\dagger \end{pmatrix},
\]

wherein \( U \) and \( V \) are known as the Bogoliubov coefficients. By the Bloch–Messiah decomposition, we can bring \( U \) and \( V \) into a canonical form, which enables us to write the HFB as a BCS wavefunction in the natural orbital basis. As a consequence, a NHFB state optimized on a classical computer can be used to prepare an AGP on a quantum computer.

1. Bloch–Messiah theorem

The Bloch–Messiah theorem states that \( W \) can be decomposed into three unitary canonical transformations of special forms,

\[
W = \begin{pmatrix} U & V^* \end{pmatrix} = \begin{pmatrix} D & 0 \\ 0 & D^* \end{pmatrix} \begin{pmatrix} \bar{U} & \bar{V} \\ \bar{V}^T & U^T \end{pmatrix} \begin{pmatrix} C & 0 \\ 0 & C^* \end{pmatrix},
\]

where \( D \) and \( C \) are unitary matrices and

\[
\bar{U} = \bigoplus_{p=1}^{M} \begin{pmatrix} u_p & 0 \\ 0 & u_p \end{pmatrix},
\]

\[
\bar{V} = \bigoplus_{p=1}^{M} \begin{pmatrix} 0 & v_p \\ -v_p & 0 \end{pmatrix},
\]

are real matrices whose nonzero elements are BCS coefficients \( \{u_p, v_p\} \). \( D \) is called the canonical orbital coefficients and is identical to the natural orbital coefficients of
the geminal defined in Eq. (6), hence the same symbol. This can be readily seen by recognizing \( \eta = (VU^{-1})^*-\) and \( \bar{\eta} = (V\bar{U}-1)^*\). Incidentally, the most general form of the Bloch–Messiah theorem applies to both odd and even electron systems, albeit we restrict ourselves to even electron systems herein.

2. Computing Bloch–Messiah decomposition

Given a HFB, we denote its one-particle reduce density matrix by \( \rho \) and pairing matrix by \( \kappa \). \( \rho \) is Hermitian and \( \kappa \) antisymmetric. They relate to the Bogoliubov coefficients through [7]

\[
\rho = V^*V^T, \quad \kappa = V^*U^T, \tag{A5a}
\]

and thus satisfy

\[
\rho\kappa = \kappa\rho^*, \tag{A6a}
\]

\[
\rho - \rho^2 = \kappa\kappa^T. \tag{A6b}
\]

Computing the Bloch–Messiah decomposition amounts to simultaneously diagonalizing \( \rho \) and canonicalizing \( \kappa \) [85] in the sense of

\[
\bar{\rho} = \bigoplus_{p=1}^M \begin{pmatrix} \rho_p & 0 \\ 0 & \rho_p \end{pmatrix} = D^\dagger \rho D, \tag{A7a}
\]

\[
\bar{\kappa} = \bigoplus_{p=1}^M \begin{pmatrix} 0 & \kappa_p \\ -\kappa_p & 0 \end{pmatrix} = D^\dagger \kappa D^*, \tag{A7b}
\]

where \( \bar{\rho} \) and \( \bar{\kappa} \) are real. To do this, we just need to canonicalize \( \kappa \) in each degenerate eigen subspace of \( \rho \). Canonicalization of an antisymmetric matrix can be performed using algorithms described in [128]. Subsequently, \( \{u_p, v_p\} \), or equivalently \( \{\eta_p\} \), can be determined from the values of \( \{\rho_p, \kappa_p\} \).

Specifically for UHFB, \( \rho \) and \( \kappa \) have the following spin block structures:

\[
\rho = \begin{pmatrix} \rho^{\alpha\alpha} & 0 \\ 0 & \rho^{\beta\beta} \end{pmatrix}, \tag{A8a}
\]

\[
\kappa = \begin{pmatrix} 0 & (\kappa^{\alpha\beta})_T \\ -(\kappa^{\beta\alpha}) & 0 \end{pmatrix}. \tag{A8b}
\]

By Eq. (A6), we have

\[
\begin{bmatrix} \rho^{\alpha\alpha}, \kappa^{\alpha\beta} (\kappa^{\alpha\beta})^\dagger \end{bmatrix} = 0, \tag{A9a}
\]

\[
\begin{bmatrix} \rho^{\beta\beta}, (\kappa^{\beta\alpha})^T (\kappa^{\alpha\beta})^\dagger \end{bmatrix} = 0, \tag{A9b}
\]

which implies that we can simultaneously diagonalize the Hermitian matrices \( \rho^{\alpha\alpha} \), \( \rho^{\beta\beta} \), and \( \kappa^{\alpha\beta} (\kappa^{\alpha\beta})^\dagger \). We can show that the eigenvalues of \( \rho^{\alpha\alpha} \) are identical to those of \( \rho^{\beta\beta} \). Moreover, we can always find unitary matrices \( D^\alpha \)

\[ D = \begin{pmatrix} D^\alpha & 0 \\ 0 & D^\beta \end{pmatrix} P^T, \tag{A10}
\]

where \( P \) is the permutation matrix of

\[
\begin{pmatrix} 1 & 2 & \cdots & M & M+1 & M+2 & \cdots & 2M \\ 1 & 3 & \cdots & 2M-1 & 2 & 4 & \cdots & 2M \end{pmatrix}. \tag{A11}
\]

This permutation arises because we choose to put the paired spin-orbitals \( p \) and \( \bar{p} \) adjacent to each other in Eq. (A4). We see from Eq. (A10) that a \( (p, \bar{p}) \) pair in UHFB is a spin pair. Consequently, the natural orbital pairs in UAGP are spin pairs.

We can carry out a similar procedure to find the canonical orbital coefficients \( D \) and thereby the Bloch–Messiah decomposition for RHFB. In this case, \( D \) is in the form of Eq. (A10) with \( D^\alpha = D^\beta \).

### Appendix B: Post-selection analysis

1. Fixing the gauge

As evident from Eq. (4), multiplying all \( \{\eta_p\} \) by a constant, \( c \), amounts to multiplying AGP by an inconsequential global constant \( c^N \). The same however is not true for the BCS wavefunction, since a global constant cannot be factorized. In BCS, multiplying all \( \eta_p \) changes the average particle number. Therefore we can solve for \( c \) so that the average particle number is fixed. Recall that,

\[
\langle BCS|\hat{N}|BCS \rangle = \sum_{p=1}^M |v_p|^2 = 2 \sum_{p=1}^M \frac{1 + |\eta_p|^2}{1 + |\eta_p|^2}, \tag{B1}
\]

where we used the fact that \( \eta_p = v_p/u_p \) and \( |u_p|^2 + |v_p|^2 = 1 \) in the last equality. We need, \( \langle \hat{N} \rangle = 2N \), so we can solve for \( c \) (it can be taken to be real) that satisfies,

\[
\sum_p \frac{|c\eta_p|^2}{1 + |c\eta_p|^2} = N = 0. \tag{B2}
\]

We are not aware of a simple closed form analytical solution. However, it is easy to solve for \( c \) numerically with standard root finding algorithms. This can be particularly helpful when optimizing the reference AGP on a quantum computer such as Sec. IVB or Sec. II B, where for every guess of \( \{\eta_p\} \), they can be scaled to maximize sampling outcomes.

2. Scaling of post-selection

We want show that the asymptotic scaling of post-selection is no worse that \( O(\sqrt{N}) \). To this end, we first
derive an analytical expression for the number of measurements needed to obtain at least one sample in the correct particle number sector. We then find an upper bound to this expression which gives us the asymptotic scaling.

Typically, we are interested in computing the expectation value of some observable $\hat{O}$ over correlated AGP. We concentrate on number conserving operators, since otherwise their expectation values over AGP are zero. Let $\hat{U}$ define a number conserving correlator so that $[\mathcal{P}_N, \hat{U}] = 0$. We want to compute

$$\langle \text{AGP}|\hat{U}^\dagger\hat{U}|\text{AGP}\rangle \approx \sum_{\alpha}\frac{\lambda_\alpha N_\alpha}{\langle\text{AGP}|\hat{V}\hat{U}|\text{AGP}\rangle}, \quad (\text{B3})$$

where $\hat{V}$ diagonalizes $\hat{O}$, (i.e. $\hat{O} = \hat{V}^\dagger \Lambda \hat{V}$) and $|\lambda_\alpha\rangle$ is a bit string corresponding to eigenvector of $\Lambda$ with eigenvalue $\lambda_\alpha$. In practice, we need to compute Eq. (B3) using the projected BCS wavefunction. Therefore we have

$$\langle \text{AGP}|\hat{P}_N\hat{V}\hat{U}|\text{BCS}\rangle^2 = \langle \text{AGP}|\hat{V}\hat{U}\hat{P}_N|\text{BCS}\rangle^2 = \frac{\langle\text{AGP}|\hat{V}\hat{U}|\text{AGP}\rangle^2}{P(\lambda_\alpha|N)}\frac{\langle\text{AGP}|\hat{V}\hat{U}|\text{AGP}\rangle^2}{\langle\text{AGP}|\hat{AGP}\rangle}, \quad (\text{B4})$$

where $P(N)$ is the probability of getting a state with $N$ pairs and $P(\lambda_\alpha|N)$ is the probability of getting $\lambda_\alpha$ conditioned on $N$. This shows that, the scaling of post-selection is solely determined by $P(N)$ and is independent of the operator $\hat{O}$ and the correlator $\hat{U}$ so long as they are number conserving.

From Eq. (B4) we have

$$P(N) = \prod_P |u_p|^2 \langle \text{AGP}|\text{AGP}\rangle, \quad (\text{B5})$$

where $\langle \text{AGP}|\text{AGP}\rangle = \sum_{1 \leq p_1 < \cdots < p_M \leq M} |\eta_{p_1}|^2 \cdots |\eta_{p_M}|^2 = S_{N}^{M}$ is an elementary symmetric polynomial (ESP) [62]. If we did $n$ independent measurements, the probability of getting $k$ observations in the desired particle sector (in the absence of noise) follows a binomial distribution,

$$P(k; p, n) = \binom{n}{k} p^k (1 - P)^{n-k}, \quad (\text{B6})$$

where $P$ is a shorthand notation for $P(N)$. Therefore, it follows that,

$$P(k \geq 1) = \alpha \Rightarrow n = \frac{\log (1 - \alpha)}{\log (1 - P)}. \quad (\text{B7})$$

rounded to the closest integer (ceiling). For example, if we want to be 95% confident that there is at least one observation in the desired particle sector, we need a sample size of $n = \lceil -2.996/\log (1 - P) \rceil$, where $P$ needs to be computed numerically from Eq. (B5).

Finding an upper bound for $n$ is equivalent to bounding $P$ from below. The precise value of $P$ depends on a given Hamiltonian and varies at different correlation regimes; except for special cases, an analytic expressions for $P$ is not known. However, since $0 < P < 1$ we can look at its limiting cases to find the lower and upper bounds.

As $P \to 1$, we get $n \to 1$, which corresponds to the HF limit of AGP where fluctuations in particle number are minimal. Indeed this is the upper bound to $P$. The lower limit corresponds to the opposite case where number symmetry is strongly broken and the number fluctuations are at their peak. Physically, this is associated with the superfluid phase where the occupation number of all orbitals become equal. In this case—assuming $\{\eta_p\}$ normalized so that $\langle\text{BCS}|\hat{N}|\text{BCS}\rangle = 2N$ (vide supra)—we get,

$$u_p^2 = \frac{N}{M}, \quad u_p^2 = \frac{M - N}{M}, \quad (\text{B8a})$$

$$v_p^2 = \frac{N}{M - N}. \quad (\text{B8b})$$

The lower-bound of $P$ can be obtained by plugging these expressions into Eq. (B5), so we arrive at,

$$P = \frac{N^n (M - N)^{M - N}}{M^n (M - N)^{M - N}} \binom{M}{N}. \quad (\text{B9})$$

Using Stirling’s approximation,

$$\binom{M}{N} \sim \frac{M^M}{N^N (M - N)^{M - N}} \sqrt{\frac{M}{2\pi N(M - N)}}, \quad (\text{B10})$$

we get,

$$P \approx \sqrt{\frac{M}{2\pi N(M - N)}}. \quad (\text{B11})$$

Let $\xi = N/M$ define an intensive quantity. We may assume $\xi \leq 1/2$ for all practical purposes. Simplifying $P$ gives

$$P \approx \frac{1}{\sqrt{2\pi M\xi (1 - \xi)}} \geq \frac{1}{\sqrt{\pi M/2}}, \quad (\text{B12})$$

Finally, to get the asymptotic scaling for $n$, we Taylor expand near $P \to 0$,

$$n \propto \frac{1}{-\log (1 - P)} = \frac{1}{P} - \frac{1}{2} - \frac{P}{12} + O(P^2), \quad (\text{B13})$$

and plug in Eq. (B12) to obtain

$$n \propto \sqrt{\frac{\pi M}{2}} + O(P). \quad (\text{B14})$$

This finishes the proof as it shows $n \sim O(\sqrt{M})$
Appendix C: Implementation details

In Sec. IV, we used PySCF [129] to carry out all UHF and traditional UCCSD calculations. Our quantum algorithms were implemented using the QForte [130] software with the “state-vector” emulator in the absence of noise. We made slight modifications to QForte libraries to implement AGP and orbital rotation/optimization in an in-house code. For the fixed-reference UHF-based calculations, we obtained the molecular orbital coefficients from PySCF; for AGP-based calculations, we used an in-house NHFB code.

For computational feasibility of our quantum algorithms, we implemented AGP by brute force; we looped over all states in the Hilbert space and assigned appropriate coefficients to each state. The procedure can be more easily seen if we expand Eq. (4) to get

\[ |\text{AGP}\rangle = \sum_{1 \leq p_1 < \cdots < p_N \leq M} \eta_{p_1} \cdots \eta_{p_N} P_{p_1}^\dagger \cdots P_{p_N}^\dagger |\text{vac}\rangle. \]  

(C1)

For example, for the \( M = 4, N = 2 \) state, we have

\[ |\text{AGP}\rangle = \eta_1 \eta_2 |11110000\rangle + \eta_1 \eta_3 |11001100\rangle + \eta_2 \eta_3 |00111100\rangle + \eta_2 \eta_3 |00111111\rangle, \]  

(C2)

Note that this state is not normalized, i.e., \( \langle \text{AGP}|\text{AGP}\rangle \neq 1 \); it is necessary to divide all energy and gradient expressions with appropriate normalization. The gradient with respect to \( \eta_p \) can be computed from [62]

\[ \frac{d}{d\eta_p} |\text{AGP}\rangle = \frac{1}{2\eta_p} N_p |\text{AGP}\rangle. \]  

(C3)

On a quantum computer, the shift-rule can be used to compute the gradients efficiently. (Sec. II B 1.)

We relied on the existing implementation for ADAPT and VQE calculations which use the SciPy libraries [131] to do the intermediate optimizations. We set the optimizer to be L-BFGS-B [132]; the gradients threshold as well as the energy difference tolerance were set to \( 10^{-9} \). In ADAPT, there is an additional tolerance, \( \epsilon \), that determines when it terminates; we set \( \epsilon = 10^{-3} \) for the results shown in Fig. (6). In all calculations, the gradients were computed analytically.

To implement orbital rotation, we used an in-house code to perform a QR decomposition in terms of Givens rotations; we followed the work of Ref. [100] closely and implemented the rotations in QForte using 1-body rotations acting on nearest neighbors. For the orbital optimization of Sec. IV B we treated each of these 1-body rotations as independent parameters. Note that care must be given in making sure spin symmetries are retained. In all of our calculation with orbital optimization, we made certain that \( S_\mu \) does not break—hence UAGP and UHF—by construction.
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