Adapting reservoir computing to solve the Schrödinger equation
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Reservoir computing is a machine learning algorithm that excels at predicting the evolution of time series, in particular, dynamical systems. Moreover, it has also shown superb performance at solving partial differential equations. In this work, we adapt this methodology to integrate the time-dependent Schrödinger equation, propagating an initial wavefunction in time. Since such wavefunctions are complex-valued high-dimensional arrays the reservoir computing formalism needs to be extended to cope with complex-valued data. Furthermore, we propose a multi-step learning strategy that avoids overfitting the training data. We illustrate the performance of our adapted reservoir computing method by application to four standard problems in molecular vibrational dynamics.

Reservoir computing is a machine learning method that has proven very useful in predicting the evolution of time series, such as weather forecast, stock index or the dynamics of chaotic systems. In this work, we adapt this machine learning algorithm to predict the evolution of quantum systems, whose dynamics is determined by the Schrödinger equation. In this context, the quantum states are described using large complex-valued arrays, which makes the prediction difficult with classical reservoir computing mainly due to overfitting. For this reason, we propose a new reservoir computing-based methodology that allows to efficiently propagate quantum states in time. We illustrate the method and its performance with several quantum systems.

I. INTRODUCTION

Recurrent neural networks (RNN) are a deep learning tool used to deal with sequential data, such as text or time series. Within this context, RNNs have proven to give optimal results, due to their ability to keep the knowledge learnt from past data. However, RNNs are known to be computationally expensive during training, and such training may be complicated due to the problem of exploding gradients during backpropagation. To solve these problems a new trend of RNN, called Reservoir Computing (RC), was designed.

Indeed, Jaeger et al. proved that as long as the reservoir fulfills certain properties, only training the readout layer is enough to obtain excellent performance in many tasks. The concept of RC was proposed simultaneously as Echo State Networks (ESNs) in the field of machine learning, and as Liquid State Machines (LSMs) in computational neuroscience. Actually, reservoir computing has proven useful for chaotic time series prediction. The underlying idea is that a well-trained reservoir is able to reproduce the attractor of the originating chaotic dynamics.

Recently, relevant advances have been made in developing RC-based algorithms. Multiple stacked reservoirs have been used to increase the reservoir performance. Also, RC has been adapted to predict time series with short training data sets. For predicting low dimensional time series, a RC algorithm requiring no random matrices and fewer hyperparameters has shown to be equivalent to standard RC.

In the field of quantum chemistry, machine learning methods are proving to have advantages over the standard computational chemistry approaches, especially in the case of high-dimensional systems. In particular, machine learning has been used to solve the time-independent Schrödinger equation for the electronic and vibrational (ground state and high-energy states) parts of the total wavefunction within the Born-Oppenheimer approximation.

In this work, we aim to use RC to propagate wave packets with time, that is, to solve the time-dependent Schrödinger equation in continuous quantum systems. To do so, the RC model needs to be adapted to work with wavefunctions, which are complex-valued high-dimensional matrices. We also propose here a new learning strategy that allows propagating wavefunctions while reducing the overfitting of the training data. Such learning strategy consists of a two-step training of the readout layer, where the reservoir is shown how predicting unseen data affects the evolution of the internal states. The learning algorithm is adapted to prevent fast error propagation during the test phase. A more detailed explanation of the algorithm is given in Sect. IV B.

The organization of this paper is as follows. In Sect. II we review the original formulation of RC introduced in Ref. 4. In Sect. III we present the quantum setting and the challenges that it presents to standard RC. Section IV describes the method we propose to overcome these challenges. Section V describes the four quantum vibrational systems that are used for illustration in this work. The corresponding results are presented in Sect. VI. Finally, Sect. VII ends the paper by summarizing the main conclusions of the present work, and presenting an outlook for future work.
II. RESERVOIR COMPUTING

In the RC framework, the learning complexity of the algorithm is reduced to performing a linear regression. The key point is to design a dynamical system (the internal network) that learns the input-output dynamics. For this reason, the internal states of the network are called echo states, since they can be thought of as an echo of their past. Such internal states are unambiguously determined by the input and output of the network. The structure of the network is shown in Fig. 1. where

- \( W^{\text{in}} \in M(\mathbb{R})_{N \times K} \) gives the weights from the input units to the internal states,
- \( W \in M(\mathbb{R})_{N \times N} \) gives the weights between the different internal states,
- \( W^{\text{out}} \in M(\mathbb{R})_{L \times N} \) gives the weights from internal states to output units, and
- \( W^{\text{back}} \in M(\mathbb{R})_{N \times L} \) gives the weights from the output units to the internal states,

and where

- \( u(t) = (u_1(t), u_2(t), \ldots, u_K(t)) \) is a \( K \)-dimensional vector giving the input units at time \( t \),
- \( x(t) = (x_1(t), x_2(t), \ldots, x_N(t)) \) is an \( N \)-dimensional vector giving the internal states at time \( t \), and
- \( y(t) = (y_1(t), y_2(t), \ldots, y_L(t)) \) is an \( L \)-dimensional vector giving the output units at time \( t \).

Notice that the matrices \( W^{\text{in}}, W \) and \( W^{\text{back}} \) are fixed, so that they do not change during training. The only learnable parameters are the weights \( W^{\text{out}} \). The steps to train the ESN are the following:

1. Generate the reservoir matrices \((W, W^{\text{in}}, W^{\text{back}})\) randomly.

2. Update the internal states by teacher forcing:

\[
\begin{align*}
\bar{x}(t) &= f((W^{\text{in}}u(t) + Wx(t-1) + W^{\text{back}}y_{\text{teach}}(t-1)) \\
x(t) &= (1 - \alpha)x(t-1) + \alpha\bar{x}(t)
\end{align*}
\]

where \( y_{\text{teach}} \) is the output that we want our network to predict, \( \alpha \in (0, 1) \) is the leaking rate and \( f \) is the activation function. Usually, \( f(\cdot) = \tanh(\cdot) \), which is applied component-wise.

3. Discard a transient of \( t_{\min} \) states to guarantee the convergence of the reservoir dynamics.

4. Find the readout matrix \( W^{\text{out}} \) by minimizing the mean square error:

\[
MSE(y, y_{\text{teach}}) = \frac{1}{T - t_{\min}} \sum_{t = t_{\min}}^{T} \left(f^{\text{out}}(y_{\text{teach}}(t)) - W^{\text{out}}x(t)\right)^2,
\]

where \( f^{\text{out}} \) is the output activation function (usually \( f^{\text{out}} = \text{Id} \)). Notice that this step only requires performing a linear regression.

The steps to make the predictions after training the network are the following:

1. Given an input \( u(t) \), update the state of the reservoir:

\[
\begin{align*}
\bar{x}(t) &= f((W^{\text{in}}u(t) + Wx(t-1) + W^{\text{back}}y(t-1)) \\
x(t) &= (1 - \alpha)x(t-1) + \alpha\bar{x}(t)
\end{align*}
\]

where \( y(t-1) \) is the prediction of the output at time \( t - 1 \).

2. Compute the prediction \( y(t) \):

\[
y(t) = f^{\text{out}}\left(W^{\text{out}}x(t)\right).
\]

Let us explain now these steps in more detail. To ensure that the RC model works, the internal network must fulfill the echo state properties. Roughly speaking, this means that the internal states must have the state and input forgetting property. That is, for \( t \) large enough, \( x(t) \) does not depend on \( x(0), u(0) \) or \( y_{\text{teach}}(0) \). For this reason, in step 2 of the training phase, we dismiss the initial values of the internal states, which could be influenced by the initial parameters of the reservoir. The spectral radius \( \rho(W) \) of the internal matrix \( W \) also influences the performance of the method. Larger \( \rho(W) \) provide longer memory. However, for \( \rho(W) > > 1 \), the reservoir will likely have no echo states. In fact, it is a sufficient condition that \( \rho(W) < 1 \) to have echo states, even though reservoirs with \( \rho(W) \) slightly larger than 1 may also give optimal results.

Also, the matrix \( W \) should be sparse and in-homogeneous so that the internal states contain a diverse set of trajectories. On the other hand, the leaking rate \( \alpha \) influences the velocity of the dynamics of the output. A fast-changing output should be
trained with greater values of $\alpha$. However, the RC model is also frequently used without the leaky integration, which is a special case obtained by setting $\alpha = 1$ and thus $\tilde{x}(t) = x(t)$.

Once the internal states have been computed, the learning phase only consists of training a linear model to find the mapping $W^{\text{out}}$ from the internal states to the output. This linear model is usually a ridge regression, which minimizes the following expression

\[
MSE_r(y, y_{\text{teach}}) = \frac{1}{T - t_{\text{min}}} \sum_{t = t_{\text{min}}}^{T} \left( f^{\text{out}}_1(y_{\text{teach}}(t)) - W^{\text{out}}x(t) \right)^2 + \gamma \|W^{\text{out}}\|^2.
\]

This ridge regression is used to reduce overfitting during training. Other methods, such as adding noise to the input during the teacher forcing phase, or adding a random constant input can also be used to reduce overfitting. Finally, notice that the RC model can also be used without the input layer when we aim to predict a time series without explanatory variables. In this case, the term $W^{\text{in}}u(t)$ is removed from Eqs. (1) and (4).

III. RESERVOIR COMPUTING CHALLENGES IN QUANTUM PROBLEMS

A. The quantum setting

In this work, we aim to solve the time-dependent Schrödinger equation given by

\[
i\hbar \frac{\partial \psi(\vec{x}, t)}{\partial t} = \hat{H}\psi(\vec{x}, t),
\]

where $\hat{H}$ is the Hamiltonian which describes the quantum system. The solution of Eq. (6), given an initial wavefunction $\psi(\vec{x}, 0)$, provides the time-evolution of the associated quantum state. The propagation of a quantum state with certain (mean) energy allows the calculation, by Fourier transformation, of the eigenenergies and eigenfunctions of the quantum system around the same energy. Full details details on how to obtain the eigenenergies and eigenfunctions from $\psi(\vec{x}, t)$ are provided in Sect. [19]. Notice that this method present great advantages over the usual variational method in the case of excited states, since it does not require the calculation of the low lying states[10].

In this work, we aim to develop a RC model that can be trained with the short-term evolution of a wave packet and then use RC to predict its longer-term evolution. The wavefunction $\psi(\vec{x}, t)$ is a complex-valued function of the spatial coordinates $\vec{x}$, which are usually multidimensional. In the RC framework, $\psi(\vec{x}, t)$ is represented as a set of matrices $\{\psi(\vec{x}, t)\}$, where each matrix contains the values of $\psi(\vec{x})$ at time $t$ in a grid of points spanning $\vec{x}$. The use of $\psi(\vec{x}, t)$ as the target of the reservoir presents two challenges in the RC original formulation, which are described in the next subsections.

B. Complex numbers

The usual RC framework is done with real numbers. That is, all the inputs $u(t)$, outputs $y(t)$, internal states $x(t)$, and weight matrices $W, W^{\text{in}}, W^{\text{back}}$ and $W^{\text{out}}$ are real-valued. However, the target time series for this quantum problem is a wavefunction $\psi(\vec{x}, t)$ which, in general, takes complex values. Therefore, we need to extend update of the internal state and the learning algorithm to complex-valued data.

C. High dimensional data

The target data is represented as a matrix, where each entry is the value of the wavefunction in a discretized spatial grid. The size of this matrix increases exponentially with the dimension of the physical system, that is, the dimension of $\vec{x}$. In the usual RC setting, we use a large reservoir $W$, compared to the dimension of the input. However, in the quantum problems, the target can have a very high dimension, and thus it is not feasible to design a reservoir much larger than the target size. Moreover, the bigger the reservoir, the more data are needed to train the linear model. If the complexity of the method is too large, the linear model may overfit the training data. Therefore, we need to adapt the RC framework to avoid this overfitting when dealing with high-dimensional data.

IV. RESERVOIR COMPUTING ADVANCES FOR QUANTUM DATA

This section presents the modifications done in the standard RC framework in order to adapt to the quantum setting.

A. Complex-valued ridge regression

We begin by presenting the extension of the RC framework to complex-valued arrays. The update of the internal state consists of matrix multiplications and an application of a nonlinear function, in the following way

\[
\begin{align*}
\tilde{x}(t) &= f[(W^{\text{in}}u(t) + Wx(t-1) + W^{\text{back}}y_{\text{teach}}(t-1))] \\
x(t) &= (1 - \alpha) x(t-1) + \alpha \tilde{x}(t)
\end{align*}
\]

As long as the function $f$ is defined for complex numbers, the previous equation holds for complex-valued arrays. In this work, we propose the use of two activation functions:

- $f_1(x) = \tanh(x)$
- $f_2(x) = \tanh(\Re(x)) + i \tanh(\Im(x))$

Also, we set $f^{\text{out}} = \text{Id}$, where $\text{Id}$ is the identity function. Once the internal states have been calculated, the matrix $W^{\text{out}}$ is calculated by minimizing the MSE with $L^2$ regularization. This
corresponds to performing a complex-valued ridge regression
\[
MSE_r(y, y_{\text{teach}}) = \frac{1}{T_{\text{train}}} \sum_{t=1}^{T} \left| f^{-1}_{\text{out}}(y_{\text{teach}}(t)) - W_{\text{out}} x(t) \right|^2 + \alpha |W_{\text{out}}|^2, \tag{8}
\]
where \(| \cdot |\) denotes the \(L^2\) norm in complex values. In matrix form this equation becomes
\[
MSE_r(y, y_{\text{teach}}) = (f^{-1}_{\text{out}}(y_{\text{teach}}) - W_{\text{out}} X)^* \cdot (f^{-1}_{\text{out}}(y_{\text{teach}}) - W_{\text{out}} X) + \alpha |W_{\text{out}}|^2, \tag{9}
\]
where \(^*\) denotes the conjugate transpose, and \(X\) is the matrix containing the internal states. In the case of real values, the conjugate transpose is just the transpose. This linear model has a closed solution
\[
W_{\text{out}} = (X^* X + \alpha I)^{-1} \cdot (X^* f^{-1}_{\text{out}}(y_{\text{teach}})), \tag{10}
\]
and therefore, an analytical solution for the linear model with complex-valued data can be computed.

B. Multiple-step training

The second and main challenge of dealing with quantum wavefunctions is the high-dimensionality of the target matrices. In order to capture all the underlying information of the dynamical system, the size of the reservoir \(W\) should be at least of the order of magnitude of the target data. According to Hoeffding’s theorem\(^{20}\), models with high complexity require a large amount of data to reduce the variance of the model predictions, following the (Hoeffding’s) inequality
\[
E_{\text{out}} \leq E_{\text{in}} + \Theta \left( \sqrt{\frac{C}{N}} \right), \tag{11}
\]
where \(E_{\text{out}}\) is the error in the test set, \(E_{\text{in}}\) is the error in the training set, \(C\) is a notion of complexity and \(N\) is the number of data samples. In our case, the size of the reservoir is similar to the number of data samples, and thus the method is likely to produce overfitting. To reduce this effect, we propose the use of a multi-step learning training. The training steps in this method, depicted schematically in Fig.2 are the following:

1. Split the training input and output into two parts.
2. Find the internal states of the reservoir \(x(1), \ldots, x(t)\) with \(\tilde{y}_1\) and \(\tilde{u}_1\), and perform a ridge regression to find \(W_{\text{out}}\).
3. Evolve the internal states of the reservoir \(x(t + 1), \ldots, x(T)\) by letting the reservoir predict the values of \(\tilde{y}_2\).
4. With all the internal states \(x(1), \ldots, x(t), x(t + 1), \ldots, x(T)\) retrain the linear model to correct \(W_{\text{out}}\).

When the linear model overfeeds the training data, small changes in the internal states due to prediction errors produce high errors in the prediction of the wavefunctions. Therefore, the errors tend to propagate fast until the reservoir is not able to correctly propagate the quantum state. In our proposed method, we allow the reservoir evolve after training by predicting a part of the training data. This simulates the real situation found during testing. During this predicting phase, the internal states are modified using the predicted output instead of the exact ones (see Eq.4). The predicted outputs have some errors, which are transmitted to the internal states, which are used to retrain the linear model. This learning strategy shows the reservoir how small predicting errors modify the internal states during the test phase. This reduces overfitting, decreasing the test error significantly.

V. STUDIED QUANTUM SYSTEMS

In this section we describe the quantum mechanical calculations, and we also present the quantum systems chosen to be studied in this work to illustrate the performance of our multi-step RC method.

A. Quantum mechanical calculations

In all cases, the training procedure is the same, and it consists of the following steps:

1. Generate training and test data by numerically integrating the Schrödinger equation. For this purpose, we used the widespread Fast Fourier Transform method proposed by Kosloff and Kosloff\(^{22}\).
2. Train the RC and multi-step RC models. Then, compute the predicted wavefunctions \(\psi(\vec{x}, t)\) and evaluate the errors in both cases.

From the time evolution \(\psi(\vec{x}, t)\) of a suitable initial quantum state \(\psi_0(\vec{x})\) the eigenenergies and eigenfunctions of the quantum system with similar energies to that of \(\psi(\vec{x}, 0)\) can be calculated, by subsequent Fourier transform at the quantized energies. The eigenenergies and eigenstates completely describe the stationary states of the quantum system. Therefore, the error of these eigenenergies gives another measure of the performance of our RC models. To obtain these eigenstates we have to perform two additional steps\(^{22}\).
FIG. 2. Architecture of multi-step training of the reservoir computing model.

3. Calculate the energy spectrum $I(E)$. First we calculate the time-correlation function

$$A(t) = \langle \psi(t)|\psi(0) \rangle = \int \bar{\psi}(t)\psi(0) \, d\vec{x}$$

Then, we obtain the energy spectrum $I(E)$ as the Fourier transform of the time-correlation function

$$I(E) = \int A(t) \, e^{iEt/\hbar} \, dt.$$  \hspace{1cm} (14)

The eigenenergies $E_n$ correspond to the peaks of the energy spectrum function.

4. Calculate the eigenfunctions $\phi_n(\vec{x})$ by performing the Fourier transform of $\psi(\vec{x},t)$ at the eigenenergies

$$\phi_n(\vec{x}) = \int \psi(\vec{x},t) \, e^{-iE_n t/\hbar} \, dt.$$  \hspace{1cm} (15)

5. Evaluate the errors produced by the reservoir computing and multi-step reservoir computing models in the eigenstates and eigenenergies.

Now we present the different quantum systems used for this study, which include three one-dimensional quantum systems and one two-dimensional system.

B. 1D systems

We aim to solve the time-dependent Schrödinger equation (6) for 1D systems

$$i\hbar \frac{\partial \psi(x,t)}{\partial t} = \hat{H} \psi(x,t)$$

In all cases, we set $\hbar = 1$ and $m = 1$ without loss of generality. We use 5000 time steps both for training and for test. The spatial domains are chosen so that they contain the wavefunctions at all times $t$. The systems under study are the following:

1. Harmonic oscillator. In this case, the Hamiltonian $\hat{H}$ is

$$\hat{H}(x) = \frac{1}{2} \frac{\partial^2}{\partial x^2} + \frac{\omega^2}{2} (x-x_0)^2.$$  \hspace{1cm} (17)

We choose $x_0 = 0$ and $\omega = 1$. The (computationally effective) spatial domain is $[-10,10]$ covered with a grid of 200 equidistant points. That is, $\psi(x,t)$ for a fixed $t$ is a vector of size 200. The time interval between time steps is $dt = 0.002$. The initial wavefunction $\psi_0(x)$ is the minimum uncertainty Gaussian wave packet

$$\psi(x,0) = \left( \frac{1}{\pi} \right)^{1/4} e^{-\left(x-x_0\right)^2/2} e^{ip_0x},$$

which is centered at $x_0 = 0$, and it has a width of $\Delta x = 1/(2\sqrt{2})$, a phase/momentum $p_0 = 3.5$, and a (mean) energy $E = 6.0$.

2. Morse potential. The Morse Hamiltonian adequately represent the potential interaction of a diatomic molecule. We write the corresponding Hamiltonian $\hat{H}$ as

$$\hat{H}(x) = \frac{1}{2} \frac{\partial^2}{\partial x^2} + D_e \left( e^{-2a(x-x_0)} - 2e^{-a(x-x_0)} \right),$$

where $x$ is the distance between atoms, $x_0$ is the corresponding equilibrium bond distance, $D_e$ is the well depth (defined relative to the dissociated atoms energy
value), and \( a \) is a parameter controlling the curvature of the potential at its minimum. We choose \( D_x = 7 \), \( a = 0.09 \) and \( x_0 = 0 \). The spatial domain is \([-10, 25]\) with 140 points. The time interval between time steps is \( dt = 0.007 \). The initial wavefunction \( \psi(x, 0) \) is again the minimum uncertainty packet (Eq. 18) centered at \( x_0 = 0 \), with a phase \( p_0 = 2 \), and an energy \( E = -4.8 \).

3. **Polynomial potential** The last quantum system considered corresponds to a quartic polynomial potential

\[
\hat{H}(x) = \frac{1}{2} \frac{\partial^2}{\partial x^2} + \alpha_0 + \alpha_1 x + \alpha_2 x^2 + \alpha_3 x^3 + \alpha_4 x^4,
\]

(20)

where \( \alpha_0 = -0.5, \alpha_1 = 0.14, \alpha_2 = 0.09, \alpha_3 = -0.01, \) and \( \alpha_4 = 0.001 \). The spatial domain here is \([-15, 25]\) with 150 points. The time interval between time steps is \( dt = 0.007 \). The initial wavefunction \( \psi(x, 0) \) is again the minimum uncertainty packet (Eq. 18) centered at \( x_0 = 0 \), with a phase \( p_0 = 2 \), and an energy \( E = 1.8 \).

### C. 2D system

Apart from the 1D systems we also study one 2D system, consisting of a 2D harmonic oscillator potential, whose Hamiltonian is given by

\[
\hat{H}(x, y) = \frac{1}{2} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + \omega_x^2 (x - x_0)^2 + \omega_y^2 (y - y_0)^2.
\]

(21)

We choose \( \omega_x^2 = 1, \omega_y^2 = \sqrt{2} \) and \( x_0 = y_0 = 0 \). Notice that this choice of frequencies prevents the appearance of resonances in the dynamics and degeneracies in the eigenenergies. The initial wavefunction \( \psi(x, y, 0) \) is the minimum uncertainty Gaussian wave packet with energy \( E = 3.2 \)

\[
\psi_0(x, y, 0) = \left( \frac{1}{\pi} \right)^{1/8} e^{\frac{-1}{2} (x-x_0)^2/\Delta x^2 - (y-y_0)^2/\Delta y^2} e^{ip_0(x-y)},
\]

(22)

which is centered at \( x_0 = y_0 = 0 \), has widths of \( \Delta x = \Delta y = 0.9 \), and a phase \( p_0 = 1.75 \). The spatial domain is \([-5, 5] \times [-5, 5]\) with 50 points in each dimension. Therefore, \( \psi(x, y, t) \) for each \( t \) is a matrix of size 50 \&times; 50. Notice that the dimension of the data is of the order of the training data. Therefore, the RC model is very likely to produce overfitting, which motivates the multi-step learning we propose.

Table II shows the training parameters, as defined in Sect. [II], used for each of the quantum systems considered in this work. The same parameter are used both for the standard RC and multi-step RC models. For all systems we used \( f(x) = \tanh(\Re(x)) + i \tanh(\Im(x)) \), and \( f^{\text{out}} = \| \). For the multi-step RC we used 85% of the training data for the first training step and 15% for the second step.

### VI. RESULTS AND DISCUSSION

In this section, we show present and discuss the results obtained with our multi-step RC method for the four models described in Sect. [VI] which are compared with those rendered by the standard RC model in order to obtain an estimation of its performance.

In the first place, we show in Table II the mean square error (MSE) of the wavefunctions \( \psi(\vec{x}, t) \) and eigenenergies for the four quantum systems considered in this work (see Sect. [V]) using the two studied RC models described in Sects. [III] and [IV].

| Quantum system                  | Model        | MSE \( \psi(\vec{x}, t) \) | MSE energies |
|---------------------------------|--------------|-----------------------------|--------------|
| Harmonic oscillator 1D Standard | 6 \cdot 10^{-5} | 3 \cdot 10^{-4}          |              |
| Morse                           | 7 \cdot 10^{-4} | 4 \cdot 10^{-5}          |              |
| Polynomial                      | 3 \cdot 10^{-4} | 4 \cdot 10^{-3}          |              |
| Harmonic oscillator 2D Standard | 2 \cdot 10^{-5} | 8 \cdot 10^{-5}          |              |

Table II. Mean squared error (MSE) for the wavefunctions \( \psi(\vec{x}, t) \) and eigenenergies for the four quantum systems considered in this work (see Sect. [V]) using the two studied RC models described in Sects. [III] and [IV].
showing a fast error propagation during the test phase.

In Figs. 3 and 4 we present the results of Table II in a graphic way, by plotting the MSE of the predicted wavefunctions \( \psi(\vec{x}, t) \) as a function of time. We see that due to error propagation the MSE tends to increase with time, except for some random fluctuations. For all the studied systems the MSE increases slower with time when using the multi-step RC. Moreover, we see that for the 1D and 2D harmonic oscillators and the Morse Hamiltonian, the MSE from the multi-step RC seems to stabilize, while the MSE of the standard RC keeps increasing. Therefore, for a fixed error tolerance, the multi-step RC method allows to predict a longer time evolution than the standard RC.

After studying the performance of the RC models when propagating the wavefunctions in time, we can recover the eigenenergies and eigenfunctions around a certain energy. Figure 5 shows the spectra for the different studied systems obtained using the predicted \( \psi(\vec{x}, t) \) with the multi-step reservoir computing model. The peaks of the spectrum appear at the eigenenergies of each quantum system. These eigenenergies are close to the energy of the initial state \( \psi(\vec{x}, 0) \) of the system. For example, the initial state of the 1D harmonic oscillator is a minimum uncertainty Gaussian wavepacket [see Eq. (13)] with mean energy \( E = 6 \). Accordingly, the obtained eigenenergies go from \( E = 2.5 \) to \( E = 9.5 \), so they are centered around the initial energy \( E = 6 \). Therefore, integrating the time-dependent Schrödinger equation allows recovering the eigenstates around a certain energy, without needing to compute all the eigenstates with lower energy, as it happens in the usual variational method. Using the eigenenergies, we recover their associated eigenfunctions by computing the Fourier transform of the wavefunction \( \psi(\vec{x}, t) \). Figures 6, 7, and 8 show the predicted and exact eigenfunctions for the 1D harmonic oscillator, the Morse Hamiltonian and the polynomial potential systems, and Fig. 9 shows the predicted and exact eigenfunctions for the 2D harmonic oscillator. The exact eigenstates are calculated analytically for the harmonic oscillator (both 1D and 2D) and the Morse potential, and numerically (using the variational method) for the polynomial potential. We see that in all cases the predicted eigenfunctions are in very good agreement with the exact ones. This fact confirms that the multi-step RC method can correctly propagate a quantum wavepacket with time. All in all, our results show that our adaptation of the RC method allows to accurately integrate the time-dependent Schrödinger equation, and then obtain, also with a high accuracy, the associated eigenenergies and eigenfunctions. This is possible thanks to the fact that our method helps prevent overfitting when working with high-dimensional data thus allowing the use of the adapted RC method for time propagation in quantum systems.

### VII. CONCLUSIONS AND OUTLOOK

Despite being based on a quite simple training framework, RC has shown remarkable performance in various benchmark tasks, such as time series forecasting and image recognition. Moreover, Pathak et al. demonstrated that ESN approaches are useful for chaotic time series prediction.

In this work, we have extended the RC framework to solve quantum problems. For this purpose, we propagate wavepackets with a certain energy, and then performed Fourier transform to obtain the eigenenergies around the initial energy and their corresponding eigenfunctions. The use of RC computing to integrate the time-dependent Schrödinger equation presented two main challenges. The first one is that the data (the quantum states \( \psi(\vec{x}, t) \)) is complex-valued. To overcome this problem, we proposed to use a complex-valued activation function. Also, we extended the regularized linear model to complex data by extending the ridge regression to the complex domain. The second challenge is derived from the high-dimensionality of the input-output data. These data are usually represented as a matrix containing the values of the wavefunctions in a spatial grid. The size of the matrix increases exponentially with the dimension of the quantum system. Therefore, we need large reservoirs in order to propagate the quantum states, and it can easily happen that the size of the reservoir is similar or even larger than the number of training samples. In this case, the model is likely to produce overfitting, even when using a regularized model. When the model overfits the training data, it is unable to generalize to unseen data, and errors in the predictions propagate fast. To reduce the effect of this problem, we propose the use of a multi-step learning algorithm to train the RC model. This algorithm consists of splitting the training data into two sets. We first train the reservoir with the first \( t_1 \) time steps. Then, we make predictions, updating the internal states of the reservoir, with the second part of the training data. In this way, we teach the reservoir how the predictions affect the evolution of its internal states. Last, we retrain the linear readout \( W^{\text{out}} \). Since the reservoir has seen how predicting modifies its internal states, small changes to the internal states due to prediction errors will not propagate leading to large errors in the predicted wavefunctions. This multi-step RC model is designed to work when the dimension of the input/output is larger or comparable to the size of the reservoir. Therefore, it could be useful to train RC models with any high-dimensional data, other than quantum wavefunctions.

As an illustration, we have applied our method to four quantum systems: three 1D systems and one 2D system. It is

| Quantum system | Predicted eigenenergies |
|----------------|------------------------|
| Harmonic oscillator 1D | 2.5, 3.5, 4.5, 5.5, 6.5, 7.5, 8.5, 9.5 |
| Morse | -6.8326, -6.5040, -6.1834, -5.8710, -5.5666, -5.2704, -4.9822, -4.7022, -4.4302, -4.1664, -3.9106, -3.6630, -3.4234, -3.1920 |
| Polynomial potential | 0.1556, 0.6187, 1.0800, 1.5426, 2.0087, 2.4801, 2.9582, 3.4453 |
| Harmonic oscillator 2D | 3.0946, 3.2838, 3.4730 |

**TABLE III.** Eigenenergies obtained from the spectra calculated from the predicted wavefunctions \( \psi(\vec{x}, t) \) computed using the multi-step RC, for all four studied quantum systems (see Sect. VII).
observed that the MSE of the propagated wavefunctions increases slower with time when using multi-step learning. This fact is critical in the 2D system, which has higher-dimensional data, this leading to more overfitting. In this case, the standard RC model was not able to correctly reproduce the eigenenergies of the system, while the multi-step learning could. Moreover, the multi-step learning RC also allowed to recover the eigenfunctions of all the quantum systems, proving that the method can correctly predict the time evolution of the wavepackets and the corresponding eigenstates.

Once the efficiency of our multi-step RC has been proved, the present work can be extended by application to other interesting problems. This future work could include, among others, the application to more complex and realistic quantum systems, the computation of eigenstates in a high lying energy window, or the calculation of the so-called scarred functions that play a very important role in the field of quantum chaos.
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