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Abstract

The Big Video Data generated in today’s smart cities has raised concerns from its purposeful usage perspective, where surveillance cameras, among many others are the most prominent resources to contribute to the huge volumes of data, making its automated analysis a difficult task in terms of computation and preciseness. Violence detection (VD), broadly plunging under action and activity recognition domain, is used to analyze Big Video data for anomalous actions incurred due to humans. The VD literature is traditionally based on manually engineered features, though advancements to deep learning based standalone models are developed for real-time VD analysis. This paper focuses on overview of deep sequence learning approaches along with localization strategies of the detected violence. This overview also dives into the initial image processing and machine learning-based VD literature and their possible advantages such as efficiency against the current complex models. Furthermore, the datasets are discussed, to provide an analysis of the current models, explaining their pros and cons with future directions in VD domain derived from an in-depth analysis of the previous methods.
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1 Introduction

In today’s modern world of 24/7 surveillance, vision sensory data are widely used to monitor activities automatically and report them to connected departments for counter actions. Automated surveillance is a major problem and concern of computer vision experts, where deep models have achieved tremendously precise results in many computer vision problems, ranging from object detection to complex multiple activities prediction and perception. The achievements of computer vision techniques are mainly due to the excessive demand of automated video analytic methods for enormous applications such as video indexing and retrieval, video summarization (Wu et al. 2020), action and activity recognition (Dang et al. 2020), and video classification (Sasithradevi and Roomi 2020). In video classification domain, action and activity recognition has received significant attention in research community due to its applications to medical healthcare, security, sports and entertainment, among many others. Where violence detection (VD) is among other video classification major groups focused on detection of harmful and brutal events patterns from an input video. Broader-level categorization of video classification domains is given in Fig. 1.

VD refers to abnormal patterns selection/extraction from a normal surveillance video that could occur for a very short or a prolonged time duration. Its early detection assists in either prevention or reducing the residual damage in terms of human lives and their properties by initiating countermeasures such as notifying the nearest concerned departments for responsive actions. Violence can be any abnormal brutal action by humans including hitting someone, damaging, destroying, and injuring.

Video data (VD) based on video data is applicable to a large number of real-world scenarios. It is evident that the occurrence of violence is extremely rare when compared to the normal pattern of continuous video surveillance. As a result, deploying human resources to monitor video streams could be impractical, as it would require repetitive practice in
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order to detect abnormal patterns. Currently, automated video detection techniques are of great assistance in monitoring surveillance video streams in real-time. The main goal of a VD system is to detect and report any abnormal behavior, which is deviated from the normal pattern of behavior. Therefore, instead of human intervention, VD can be used effectively in real-world surveillance scenarios. Based on the categorized video data collected from CCTV cameras, the VD techniques utilise different soft computing mechanisms to learn the patterns and analyze the types of motions associated with normal and abnormal behaviors (Chang et al. 2022) in order to detect violent and non-violent situations using the collected data (Mumtaz et al. 2022) VD using soft computing techniques techniques from video data is in practice since decades (Datta et al. 2002), initiated based on traditional image processing techniques. The early VD literature has consideration of various attributes for decision making such as acceleration of human motion, their appearance, and motion flow, among many others. The generic steps involved in baseline research include video data preprocessing, features extraction, and its final classification into violent or non-violent segments. The preprocessing step involves data cleansing and video segmentation. Features extraction refers to individual-level (spatial) frames processing using certain features extractors such as histogram oriented gradients (HOG), motion, speed, and optical flow. The final classification of these features is based on an existing model’s weights and configuration acquired using the training set of the dataset. The models used in pioneering VD research are machine learning based techniques such as support vector machine (SVM). These steps are given in Fig. 2.

With the advent and advancements of deep learning in computer vision domains, researchers also employed it for VD. The basic pipeline of deep learning based VD is closely similar to the traditional mechanism, but the absence of preprocessing in most of the deep learning based strategies is a highlighted distinction. In most of the cases, a deep VD model has an end-to-end architecture to input a video (sequence of frames) or a single frame and output their probability of being violent or normal.

While there has been extensive research in activity recognition domain (Dang et al. 2020), VD, being its sub-domain has not been explored to its value in real-world problems.

Fig. 2 Major steps involved in VD
Although abnormal activity recognition too has been studied widely, but that is different from violent activity recognition. There exist several challenges in VD domain, the foremost of which is the limited datasets publicly available. Real-time performance with significant accuracy to be implemented in a smart city’s surveillance scenarios has yet to be achieved. Embedded devices with intelligent vision have been recently applied to many emerging computer vision domains, need to be applied in VD domain.

The mentioned challenges and their further extension along with future derivations based on the current literature are provided in this review article. The proposed survey flows smoothly from traditional machine learning based techniques towards the recent deep learning based models. Further, we explain basic steps and conclude the generic flow of VD methods, supported by baseline references for further guidance of readers. Our summarized contributions can be enumerated as follows:

1. Detailed analysis of existing VD literature, discussion on representative methods from classified VD categories, as given in Fig. 3.
2. Explanation of advantages and drawbacks of various VD methods based on their utilized features.
3. Performance evaluation of representative VD methods and discussion about how and why some methods achieved higher accuracy with fewer parameters.
4. Comprehensive future insights for interested readers and domain experts. The future directions are derived based on the analyzed literature and supported by appropriate references.

The VD techniques that broadly falls under the scope of video classification are introduced in this section. The major contributions of our survey are highlighted in bulleted form. The rest of the paper has four sections. Section 2 corresponds to the detailed
explanation of the current achievements in VD domain. In Sect. 3, we best explain the available datasets and discuss the performance evaluation of different methods on these datasets. In Sect. 4, we highlight the current challenges in VD domain, each challenge followed by its corresponding future research guidelines. Finally, we conclude our article in Sect. 5 by explaining the derivation of this research.

2 Review methodology

The VD domain using video data for surveillance applications is in action since 2002, when Datta et al. (2002) presented their first person-to-person VD approach. Afterwards, in the era between 2002 and 2013, mainstream techniques are based handcrafted features and completely rely on the domain knowledge to constitute low-level features from the input videos. With the advancements in deep learning models, the very first approach utilizing 3D ConvNets was introduced by Ding et al. (2014), that works independently without any prior knowledge. Following VD using 3D ConvNets, many researchers introduced deep learning-based techniques, that show significantly better results when compared to the hand-engineered features methods.

In this review, the baseline research contributions in VD domain are discussed, leading to the current state-of-the-art approaches and advanced deep models. The research articles are retrieved from several famous databases such as Web of Science and Google Scholar. A comprehensive form of overall VD literature is shown in Fig. 4 whereas, the overall PRISMA flow diagram for the research articles retrieval process is visualized in Fig. 5. Overall there are lots of articles retrieved during the initial search, that are first scrutinized using the title. For instance, the research contributions mentioning non-surveillance domains violence are not included in our review. Similarly, lots of low-level features-based articles are available in the early VD literature, but the ones with comparatively higher number of citations are discussed in the proposed survey.

![Fig. 4 A comprehensive form of overall VD literature](Image)
3 Current achievements in VD domain

The growth and technological advancements in the field of computer vision has widely impacted the surveillance applications (Dehingia et al. 2022) positively, providing various services such as continuous video data monitoring using VD and reporting. There are a lot of existing techniques focusing on these services, that are broadly categorized into handcrafted (conventionally known as low-level features and machine learning) and deep learning-based methods, discussed separately below and given hierarchically in Fig. 4. The manuscript retrieves contributions based on popularity amongst computer vision and visual perception experts. Each piece of research is reviewed for relevance after retrieval from
renowned research repositories such as Web of Science, where we used different keywords such as violence detection in video data, video violence detection, violence detection, etc. The literature review in this proposal focuses on papers that have been published between 2002 and the present date. It is notable that deep learning results are more prevalent during the retrieval procedure. Finally, the relevance of each research is checked i.e. using the mentioned technique’s strategy, input horizon, the intermediate procedure, and finally the output results. For instance, research articles focused on VD using sensors other than vision are not considered in the proposed survey. Similarly, hybrid techniques considering various sensory data are also excluded from discussion in this research.

3.1 Machine learning techniques for VD

These are baseline and early VD methods (De Souza et al. 2010), considering purely image processing and pattern recognition methods to predict violence and abnormal patterns using either filtering techniques motion information. This group of study is effective for simple VD problems with only abnormal motion patterns, where limited to work in situation with instant normal motion and complex real-world situation. In low-level features-based approaches, authors generally use human trajectories and motion information from visual data (Chen et al. 2011). In motion information, most of the methods use optical flow or its several invariants. In supervised learning-based traditional mechanisms, mainstream researchers utilize the potentials of SVM. Some of the research in VD domain is based on multi-modalities such as aural and video data are employed to detect violence in surveillance videos. In the subsequent paragraphs, these methods are discussed briefly.

The human violence refers to fist fighting, hitting other objects, and many other similar actions that occur in surveillance videos. To detect such activities automatically, a person-on-person violence detection method is introduced in Datta et al. (2002), that is functional for video data. The authors utilized motion trajectories information along with the limb’s orientations information in their method to detect violence effectively. There is an acceleration measure vector in their method which contains information about the magnitude of motion and jerk is defined here using temporal derivative of the acceleration motion vector. This method is completely based on low-level features i.e. background subtraction and acceleration measure vector computation.

Continuing research using low-level features, Nguyen et al. (2005) used hidden Markov model for activities recognition that may contain violence. Their main novelty and contribution lie in construction of a particle filter with an approximation inference scheme that computes the distributions of hidden Markov model at constant time to receive new observation and data, making the system functional in real-time.

Heading onward towards more sophisticated and reliable anomaly and violence detection methods (Mahadevan et al. 2010), Mahadevan et al. introduced a novel framework for anomaly detection in crowded scenes (Naik and Gopalakrishna 2022), that is a very challenging task to achieve. Their research concludes that a set of three properties acts as the main constituent of any anomaly detection system. These properties include integrated modeling of dynamics and appearance of the ongoing scene in an input video, temporal, and spatial abnormalities. Their model is completely based on phenomenon that the normal behavior has a specific pattern and contains a mixture of predicted, but at the same time dynamic texture. While detecting any outlier in this pattern or dynamics indicates anomaly.

In continuation with handcrafted features-based methods, motion vectors are widely used as well in the early related literature. As Chen et al. utilized human behavior using
Similarly, optical flow-based methods perform comparatively better. For instance, in a baseline research (Zhang et al. 2016), the authors used Gaussian Model of Optical Flow to effectively extract candidate violence regions, that are adaptively modeled as a deviation from any normal behavior being observed in the current scene. These candidate violence regions are then sampled to generate or detect violence.

A deep study of the aforementioned methods reveals their several drawbacks, which limits their adaptation and deployment in real-world surveillance scenarios. Most of these methods are designed to function for static image data, that is the foremost concern of today’s smart surveillance, where actions and events occur in a sequence of images. Therefore, these methods do not result in trusty-worthy decisions due to their spatial image processing. Another major concern related to these methods is their features representation approaches, which are very confined and are extremely low-level to be trusted for smart surveillance scenarios. In advanced machine learning based methods, the SVM etc. perform well for classifications and activity recognition tasks (Hussain et al. 2020), but when the features are extracted using handcrafted techniques, the output results are poorly generated. The traditional methods are comprehensively tabulated in Table 1, where we also indicate the used dataset of each method. To overcome the limitations mentioned above, deep learning performs very well, and deep learning-based approaches are discussed in the subsequent section.

3.2 Deep learning for VD

The emergence of deep learning models in several computer vision domains motivated researchers to apply it for enormous surveillance applications including violence detection etc. Video analysis is a challenging problem due to the involvement of complex image data and its huge processing for useful information extraction. Video analysis comprises several major domains, where primarily it is composed of video classification (Wang et al. 2018; Tran et al. 2019; Li et al. 2020), segmentation (Gao et al. 2022; Wang et al. 2021), among many others. Video classification (Yue-Hei Ng et al. 2015) is an interesting domain with main focus on effective temporal contents representation that significantly contributes to precise video label prediction. Although the early approaches in video classification are based on simple CNNs (Karpathy et al. 2014), but the recent methods employ various temporal (Carreira and Zisserman 2017) and spatio-temporal (Hussain et al. 2022) strategies for video classification. Video classification is further divided into several major domains such as activity recognition, anomaly detection and recognition, and violence detection and recognition.

Violence occurs in sequence of frames, falling under the broad domain of video classification. Sequential frames data, compared to single image data is much more complex due to involvement of time series analysis and its patterns and structure learning for final output generation. Motion features are also used in sequential form such as in bag of words, as presented in an existing research (Fu et al. 2017). The main strategy used in this system is to analyze the motion to detection fight events. Although, motion features involve sequential patterns processing, but still motion features seem to perform poorly, as huge motion in sequential frames do not necessarily guarantee abnormal events i.e., it can be normal patterns. Otherwise, anomaly or violence may occur with slight motion, therefore limiting its usage.
Table 1  Traditional ML representative VD methods selected based on their popularity among VD experts

| Ref.                          | Strategy                                      | Horizon                  | Dataset/availability                      | Remarks                                                                                     |
|-------------------------------|-----------------------------------------------|--------------------------|-------------------------------------------|---------------------------------------------------------------------------------------------|
| Chen et al. (2011)            | Violence classification using SVM              | Movies data              | Movies used in experimentation ✓          | In traditional machine learning mechanisms, mainstream researchers utilize the potentials of SVM to detect violence in surveillance videos |
| Hassner et al. (2012)         | Violent Flows (ViF) descriptor are used to classify violent or nonviolent using linear SVM | Surveillance             | Action Similarity Labeling Challenge (ASLAN) and Hockey dataset ✓ | This is a challenging dataset against other datasets due to data diversity and reduced amount of videos present in this dataset |
| Deniz et al. (2014)           | Spatio-temporal features and acceleration computation for VD | Surveillance and sports  | UCF101, Hockey Fight, and Movies data ✓   | Fast VD method                                                                             |
| Gracia et al. (2015)          | Motion blob and acceleration measure vector method is used for fight detection | Surveillance crowd       | UCF-101, Hockey Fight, and Movies ✓       | Fast computation over the cost of accuracy                                                  |
| Gao et al. (2016)             | Motion information with AdaBoost algorithm for features selection and linear SVM for classification | Surveillance             | Crowd violence and hockey fight ✓         | Hybrid motion features with AdaBoost and Linear SVM performs well against SOTA.            |
| Bilinski and Bremond (2016)   | Proposed improved fisher vector to recognized violence in videos | Surveillance             | Violent-Flows dataset, Hockey Fight dataset and Movies dataset ✓ | Improved efficiency with violence detection and recognition potentials                     |
| Li et al. (2016)              | Proposed Multi-modal features model by exploiting subclass visualization to manually labeling violence in videos | Surveillance             | MediaEval 2015 violence dataset ✓         | Diverse set of sub-classes video annotation and classification over MediaEval 2015 dataset i.e. extending this dataset |
| Ref. | Strategy | Horizon | Dataset/availability | Remarks |
|------|----------|---------|----------------------|---------|
| Dhiman and Vishwakarma (2017) | Proposed integrated features-based on average energy images framework to recognize abnormal activities | Surveillance | R fall detection and KARD dataset/× | Hybrid features from Kinect and visual sensor are reduced using PCA and classified via SVM |
| Al-Nawashi et al. (2017) | Temporal differencing algorithm and motion regions are located using Gaussian function and SVM for normal and abnormal activities recognition | Surveillance | Private students recorded data/× | After VD, retrieval of the detected objects from database for detailed analysis |
| Mishra and Srinivasa (2018) | Bag of words representation technique is used for detection and classification of art material videos | Surveillance | KTH/✓ and proposed Judo and Taekwondo/× | Simple martial arts videos classification using statistical machine learning |
| Song et al. (2018) | Single temporal and multi-frameworks based on learning or semantic modeling technique for high level activity analysis | Surveillance | BEHAVE dataset /×, YouTube data /✓, and NUS-HGA dataset/✓ | Graph trees are used in the framework and testing on real-world YouTube videos show promising generalization abilities of this method |
| Mabrouk and Zagrouba (2017) | Crowd/non-crowd violence detection using covariance matrix and spatio-temporal features. Optical flow of HOG features | Crowded/non-crowded areas VD | Hockey fight and violent flows dataset /✓ | In this method an SVM classifier is trained to classify diverse data, yielding poorly generalized model, showing 88.6 /% accuracy for hockey fight dataset |
| Lohithashva et al. (2020) | LBP and GLCM features with supervised classifiers for VD | Surveillance and movies | Hockey fight and violent-flow /✓ | Low-level features show reduced performance and limited generalization abilities |
Towards violence detection, deep learning-based methods (Roman and Chávez 2020) have completely replaced the traditional working of hand-crafted features-based algorithms with convincingly precise output results. As mentioned earlier, violence occurs in sequence of frames, therefore, many researchers use spatial as well as temporal features to generate optimal results. Spatial features are concerned with the frames-level data, while temporal features works best for sequence analysis. In activity classification domain, the concept of hybrid features, i.e., integrating spatial and temporal features is very common. For instance, Mabrouk and Zagrouba (2017) employed spatio-temporal optical flow in their research to detect violence. Their method estimates the magnitude and orientation of optical flow, followed by its descriptor and both these (estimator and descriptor) are used to train an SVM classifier, showing 88.6% accuracy for hockey fight dataset. This method is based on traditional machine learning, yielding poorly generalized model, as SVM is not a good option to classify diverse data. In a follow up research (Ullah et al. 2019), C3D features are used to train a deep learning model for violence detection. Deep learning features are used as intermediate representation of sequential information, followed by SoftMax classifier to extract the probability of the class having maximum chances of occurrence. This research shows higher computational complexity and is not real-time, as reported by authors in their experiments as 25 FPS. In another recent research, authors used deep learning features with long short-term memory (LSTM) for anomaly detection (Ullah et al. 2020b). The spatio features representation in this method is achieved using the famous ResNet-50 model, where the authors extracted already learned features from ResNet-50 pretrained model in their method. LSTM is used in this method for sequential learning, where the learned features are stacked together to form a sequence of 15 frames, that are passed to bi-directional LSTM for anomalous activities patterns learning.

The aforementioned methods tend to tackle the challenges of hand crafted-features based violence detection systems, where they perform much better to classify violent activities. But the time complexity of these models restrict their practical deployment in real-life surveillance scenarios, such as implementation in smart cities surveillance etc. In addition, mainstream deep models provide only violence detection or classification services, demanding human experts for its analysis and reporting ultimately to the concerned departments (Table 2).

### 3.2.1 Spatial deep models for VD

Spatial deep models are those utilizing frame-level features to classify activities into violent or non-violent. Spatial methods using deep learning are rare, as VD patterns occur in sequence of frames, therefore, most of the existing research is based on sequential features.

Working with spatial data is not always effective for VD task (Khan et al. 2019), as proved from experimental results of Sumon et al. (2020). The authors experimented on various deep learning models including VGG-19 and ResNet using transfer learning strategy to extract features from the last layer followed by fully connected layer to from a VD classification model. Their results reported significant training accuracy but the testing phase indicated the poor generalization performance of such models, questioning their practical applicability.
| References          | Strategy                                                                 | Horizon                                      | Dataset/availability                  | Limitations                                                                 |
|---------------------|---------------------------------------------------------------------------|----------------------------------------------|----------------------------------------|-----------------------------------------------------------------------------|
| Ding et al. (2014)  | 3D convolution with back propagation strategy                             | Sports violence, applicable to surveillance | Hockey Fight /✓                        | Deep 3D model to directly process raw inputs for features extraction without any prior knowledge |
| Meng et al. (2017)  | Integrating frame of trajectory and Deep CNN to detecting human violent behavior in videos | Surveillance and movies                      | Hockey Fights and Crowd Violence dataset/✓ | Utilizing hand-crafted and deep features in a unified framework, yielding supremacy over SOTA using Hockey Fight and Crowd Violence dataset but lower generalization potentials |
| Mu et al. (2016)    | CNN are used to detect violent detection based on acoustic information     | Movies                                       | MediaEval 2015 /✗                       | This framework has limited potentials for real-world surveillance due to the modalities used as input |
| Xia et al. (2018)   | Bi-channels CNN with SVM are used for violence detection                  | Surveillance                                 | Hockey fight, violent flow /✓          | Real-time performance (30 (fps) using appearance and motion features, fed to SVM for classification, where SVM can be replaced with more robust sequential deep model |
| Serrano et al. (2018)| Proposed hybrid features based framework for violent behavior             | Surveillance and movies                      | Hockey, Movies and Behave dataset /✓   | Hybrid (handcrafted/learned features) with computational efficiency for VD task. The authors oppose the idea of only using motion features directly |
| Ullah et al. (2019) | 3D CNNs with Softmax classifier for VD                                     | Surveillance                                 | Hockey fight, violence in movies, and violent crowd datasets. /✓ | Almost real-time method, has higher accuracy but not tested on surveillance-specific data |
| Li et al. (2019)    | Proposed 3D convolutional neural networks exclusively for encoding temporal information | Surveillance                                 | Hockey Fights, Movies Dataset and Violent-Flows Dataset /✓ | The internal design comprises bottleneck units for motion patterns with DenseNet structure for channel’s interaction, thereby capturing spatial and temporal information effectively but highly computational |
| References             | Strategy                          | Horizon | Dataset/availability | Limitations                                                                                   |
|------------------------|-----------------------------------|---------|----------------------|-----------------------------------------------------------------------------------------------|
| Traoré and Akhloufi (2020) | RNNs with 2D CNN for VD           | Surveillance | Hockey fight, violent flow ✓<br>Real-life violence situations datasets / × | Optical flow along with RNN for temporal information and 2D CNN for spatial information produces effective results, where the authors achieved best results over three benchmark datasets yet the framework is not tested on real-world videos |
3.2.2 Deep sequence learning for VD

Deep sequence learning approaches are comparatively robust towards diverse type of environments, holding representative features extraction potentials (Accattoli et al. 2020). One of the main reasons of their better generalization abilities is that violent activities occurs in sequence of frames, and these techniques process a single sequence while classifying violent activity. Thus, better representation is achieved for each sequence due to abrupt patterns easily recognizable by deep model when compared with the normal sequence of frames.

Working in sequence learning direction, the existing literature has either considered deep features of a sequence of frames with LSTM (Abdali and Al-Tuma 2019) or employed 3D CNNs (Ullah et al. 2019) to process a sequence of predefined number of frames. For instance, a former research has considered (Sudhakaran and Lanz 2017) frame-level features followed by an LSTM with convolutional gates for aggregation. The authors claimed to represent motion patterns effectively using this strategy, that being proved from experimental results, where they received convincing accuracy. LSTM is widely used in such cases of sequence classification (Hussain et al. 2019) in many computer vision tasks, where the preprocessing features varies from method to method. For instance, Fenil et al. extracted local HOG features and fed them to a bi-directional LSTM to retrieve information in both forward and reverse directions (Fenil et al. 2019).

The current achievements in VD domain were discussed in this section, where it is evident from existing literature that mainstream state-of-the-art techniques are based on deep learning models. Currently, the spatio-temporal methods perform best in classifying violent activities, otherwise the 3D ConvNets-based methods have higher number of parameters yet lowered performance. The 3D ConvNets mainly focus on the temporal information and learning but limited spatial representation reduces their performance.

4 Datasets and performance evaluation of VD techniques

The datasets particularly relating VD domain are very scarce in existing state-of-the-art literature. Mainstream datasets are either extracted from several sports or movies, hardly resembling real-world surveillance scenarios. Although the patterns relate fight, but still the camera motion and other similar parameters affect a model’s performance whenever employed for real-world monitoring. The most challenging datasets so far in VD domain is Violent-Flows and Real-World Fighting (RWF), that contain real-world video footage of violence in crowd, recorded using surveillance low-resolution cameras. The overall datasets are given in Fig. 6.

4.1 Violence in movies

As indicated by the name, this dataset is retrieved from movies with fight scenes and actions (Nievas et al. 2011). This is comparatively smaller in volume, containing only 200 video clips of size 360 by 250 pixels. The first-person motion in this dataset is negligible or even no motion at all in some scenarios, making it very easy to detect the patterns with abnormal behavior i.e., the ones with fight.
4.2 Violent crowd/violent flows

This dataset is a challenging one as it comprises several categories of violence such as violence in sports and in crowds (Hassner et al. 2012). The videos are downloaded from YouTube and the overall dataset consists of five sets of video clips, while each one has two classes i.e., violent and non-violent. This dataset is comparatively challenging against other datasets due to data diversity and the reduced amount of videos present in this dataset.

4.3 Hockey fight

This is a very common and widely used dataset for violence detection by most of the methods in VD related literature. The dataset was proposed by Nievas et al. (2011), containing 1000 short video clips. The videos presented in this dataset were previously record in National Hockey League. The dataset is evenly balanced with 500 videos categorized as fight and the remaining 500 videos are placed in non-fight category i.e., normal videos. Each of the video clip contains round about 50 frames and the resolution of these videos is constant, that is 360 by 288. As mentioned, the dataset is recorded in hockey ground, indicating the nature of videos as indoor. This dataset is not much challenging as the videos have very simple activities patterns, therefore, most of the recent methods with deep learning strategies have achieved round about 98% accuracies on this dataset.

The accuracy of representative VD methods over Hockey fight dataset are given in Fig. 7. Since the nature of the dataset is very simple i.e. binary classification problem, therefore, many methods have scored significantly higher accuracy.
4.4 RWF-2000

The contents of mainstream existing VD datasets are prepared in some controlled environments, where the quality and visibility of the actors are distinct. However, violence activities in real-world surveillance pose various resolution, small scale, and different viewpoints. Therefore, to make the violence more authentic and realistic RWF dataset is prepared from the YouTube repository, particularly, surveillance CCTV cameras. It consists of 2000 video clips with five seconds duration and variable resolutions. It has two classes i.e. violent and non-violent activity. This dataset is very challenging because some videos are in poor imaging quality due to dark environment, fast moving actors, and lighting blur. Performance evaluation of representative methods such as ConvLSTM (Tran et al. 2015), C3D model (Sudhakaran and Lanz 2017), and I3D architecture (Carreira and Zisserman 2017) is given in Fig. 8.
4.5 Results and discussion

VD approaches in the early days depended on low-level hand-crafted features such as appearance, histograms of oriented gradients, and different types of motion measurement techniques, such as optical flow. In contrast, complex violent patterns that deviate from normal motion are quite hard to detect using these low-level features. That is why traditional low-level features-based techniques are comparatively less effective on simple datasets such as Hockey fight, which have conventional low-level features-based techniques. The motion patterns in Hockey fight dataset are not very complex, yet the best traditional features-based methods such MoSIFT+HIK (Nievas et al. 2011), ViF (Hassner et al. 2012), and MoSIFT+KDE+Sparse Coding (Xu et al. 2014) techniques scored 90.9%, 82.9%, and 94.3% accuracy, respectively. Similarly, on Violent-Flows dataset, the best hand-crafted features methods i.e. ViF (Hassner et al. 2012), MoSIFT+KDE+Sparse Coding (Xu et al. 2014).
et al. 2014), and ViF+OViF (Gao et al. 2016) achieved 81.3%, 89.05%, and 88% accuracy, respectively. Although the mentioned accuracy and performance is higher, but still the deployment of these methods in real-world environments is questionable. As the real-world actions and events are complex as well as their patterns are significantly varying from those of the Hockey fight dataset.

In contrast, the performance of VD techniques emerged significantly with the usage of deep sequential learning algorithms. The emerging recurrent neural networks (Zaremba et al. 2014) are widely adopted in many video classification tasks (Ullah et al. 2021a; Ramanujam et al. 2021) due to their long-range accurate temporal learning abilities. The fact that temporal dependencies as well as spatial information play an important role in sequential patterns classification is evident from Figs. 7 and 8. These figures show that the best performance is achieved by deep models containing spatial and temporal learning potentials. For instance, Ullah et al. (2021b) proposed convolutional LSTM followed by GRU and fully connected layers to classify violent and non-violent classes. The authors’ motivation of choosing convolutional LSTM with GRU is to generate effective spatial representation of each frame in video using CNNs and encode the temporal changes and learn long-range dependencies using recurrent neural networks.

In terms of time complexity and the number of parameters, mainstream deep learning-based VD models share limited information (Ullah et al. 2019) in their research, but the architecture mostly suggest very high number of parameters. For instance, multi-stream convolutional and optical flow networks operations along with multi-layers of LSTMs are highly computational but their details are skipped in the relevant research article (Ullah et al. 2021c). VD experts in computer vision domain mostly focus on the accurate predictions of their method, rather pointing out the real-time decision making of a technique. The number of parameters for different deep models can be analyzed from Fig. 8, where most of the deep models focus on the accuracy of their method. The number of parameters are mostly high, except some representative methods that are able to provide a balanced trade-off between the number of parameters and the accuracy of the model. For instance, Carreira and Zisserman (2017) I3D features-based mechanism to compute VD has 12.3 million parameters when computed using only RGB or optical flow input, while their two stream model has two times parameters (24.6 million) compared to the individual streams. The best single stream accuracy is 85.75% for RGB input, while the two stream architecture’s accuracy is 81.5 and the optical flow only mechanism produced the lowest 75.5% accuracy. Although these methods have comparatively lower parameters against state-of-the-art, as given in Fig. 8. The best achievement and trade-off between parameters and accuracy is provided by Cheng et al. (2021), where the authors achieve 87.25% accuracy with only 0.27 million parameters. They achieved reduced parameters by employing the concept of depth-wise separable convolutions from Pseudo-3D Residual Networks (Qiu et al. 2017) and MobileNet (Howard et al. 2017) to adopt the 3D convolutional layers in their proposed model, which tremendously reduced their model parameters without compromising on the performance loss.

5 Challenges and future directions in VD domain

Action and activity recognition is one of the most interesting and hot area of research, covering several major domains. One of these major domains is VD, that seems not to be fully covered to the level of its requirements in today’s smart surveillance systems. For
instance, there have been extremely challenging datasets available for action and activity recognition, while in contrast, there are only few for VD domain. Similarly, there are many interesting breakthroughs in the field of activity recognition such as future activity perceptions, activities localization, multi-view action and activity recognition. VD domain is being deprived of such breakthroughs, as it lacks multi-view challenging datasets recorded in real-world scenarios such as UCF anomaly detection (Roka et al. 2022) and recognition dataset (Sultani et al. 2018). Similarly, the accuracy of the current methods is so perfect on the available datasets but these data does not seem to be representative of real-world because these data are retrieved or recorded from sports videos. The major challenges in VD domain are covered in the subsequent paragraphs along with possible future directions.

5.1 Scarcity of challenging VD data

The video data available for use in VD methods is very limited i.e. only few datasets are there to be used for comparison with SOTA methods. Practical applicability of action and activity recognition methods highly depends on the used data while training. For instance, diverse set of videos while training a deep model or learning motion patterns of huge set of violent videos results in highly generic trained weights or a mathematical model for practical usage in real-world scenarios.

5.2 Evaluation of VD methods

So far, confusion matrix, accuracy, and F1 metrics are commonly used to evaluate VD model or compare its performance against SOTA methods. Current VD trend is only focused on accuracy of any model, ignoring the worth of time complexity for resource-restricted environments. Furthermore, the evaluation is mostly performed using test set of the same dataset, that is a biased decision until the test set is marginally different from the training set, evaluating a model’s generalization.

5.3 Future VD prediction

Future activity prediction has gained certain importance recently with many applications to autonomous driving for human location and activity perception. The idea of future activities prediction is also required in VD domain, predicting future violent actions with significant accuracy will lead to prevention of the receipted action or at least quick responsive actions initiation.

5.4 Generalization potentials of VD methods

Generalization abilities of any VD method has direct relation with its applicability, the more is a model generic and performs best towards unseen data, the greater are the chances to detect violence in early stages. Such type of task can be achieved by specially designing a neural network to function completely or consider the importance of certain parameters including human locations, their distance among each other, and their motion trajectories. Such parameters have importance to detect violence and helps in distinguishing abnormal violence patterns form real-time normal video frames. Existing research on anomaly detection by Ullah et al. can be a good source to integrate various importance features and gain
enhanced and generalized model (Ullah et al. 2020b). Similar research is applied to activity recognition domain (Ullah et al. 2018).

5.5 Relating anomaly detection with VD

Anomaly detection domain has broader number of classes such as fire, arson, shoplifting, and others including human violence, comprising assault and fighting as well (Ullah et al. 2021e). So far, VD literature is based on just binary classification problem i.e. detecting whether there is a human fight or not, which is a simple problem for today’s computer vision algorithms. Complex problems such as further classifying the type of fight and its intensity level are future directions yet to be covered, demanding experts’ attention. In this regard, end-to-end deep learning models can be employed to classify any abnormal fight action and relate its intensity by using the same models’ parameters.

5.6 Edge-based VD methods

To ensure the safety of people, eradicate or reduce the risk of the violence, it is necessary to equip the vision sensors in smart cities with highly computational embedded devices. Besides the embedded devices, the vision sensors themselves can be made smart enough to process video data effectively for any kind of prior violence acts detection or violence detection while it’s happening.

It is very challenging task to achieve effective VD over the edge networks due to higher computational cost of mainstream deep learning CNN (Suleiman et al. 2017) models (Lygouras et al. 2019). Furthermore, online learning over the edge devices is also a challenging task as the traditional training is performed over high-computation devices. Future directions in terms of VD is to acquire optimized online learning techniques that are able to learn over the edge devices (Cui et al. 2019; Jin et al. 2021).

5.7 Reinforcement learning for VD

Reinforcement learning is widely been used in many computer vision problems (Dogru et al. 2021; Hafiz et al. 2021), where it has not been explored for the problem of VD in real-world environments. Reinforcement learning techniques have surely accomplished complex tasks with higher effective and efficient results. The current limited adaptability with the environment challenge for VD methods in real-world can be easily solved with the assistance of reinforcement learning methods (Agarwal et al. 2021; Sonar et al. 2021).

5.8 Vision transformers in VD domain

Vision transformers in sequence-based problems have shown tremendous performance, particularly, for image recognition and detection tasks (Dosovitskiy et al. 2020; Zhang et al. 2021). Similarly, TimeSformer are introduced for precise video classification tasks such as action and activity recognition and video understanding (Bertasius et al. 2021). There are many other recent technologies such as human brain-inspired spiking neural networks (Pavlidis et al. 2005), and explainable artificial intelligence (Arrieta et al. 2020; Rojat et al. 2021) models, that are barely explored for the VD task. These possible future directions need the
research attention in near future to enrich this domain and assist significantly in automated surveillance, thereby protecting and ensuring the safety of humans.

5.9 Computation friendly VD methods

The computation resources acquired by the current VD methods are not environment friendly and most of the techniques utilize computationally complex models to detect violent activities. Such methods practical applicability is questionable as in most of the surveillance environments real-time decision making is required for quick responsive actions and countermeasures. Therefore, future research from computation perspective with end-to-end resources friendly deep models can be applied in VD domain.

6 Conclusive remarks

The presented review paper highlights the current achievements of computer vision experts in VD domain and highlights the major challenges with future research directions. Concluding the overall review, it suggests the in the early VD research, traditional features such as motion vectors, acceleration information, instant change detection filters are utilized to identify violence. With the success of deep learning in many domains, the traditional processing is replaced by the powerful features representation potentials of 2D CNNs, that too comes with some limitations such as non-effective complex large motion patterns representation, sometimes huge time complexity, under representation of events, and the foremost problem of thirst of data. VD literature advanced to a new level with the usage of 3D CNNs for video data representation, which consider time series frames for video classification tasks and performs well for VD, but with the huge cost of computation, requiring complex GPUs for output generation.

There is a higher level of accuracy and precision in the testing results for most of the VD datasets surveyed in this study. However, the existing methods do not focus enough on the training and evaluation of their models in terms of the environment that they will live in in the real world. It can for instance happen that in real world surveillance scenarios, a scene may contain multiple abrupt changes, such as the sudden appearance of irrelevant objects that instantly change the motion patterns, and hence destabilize the model’s output prediction. Thus, there is a need to adapt deep models in terms of non-stationary surveillance environments in order to cope with the current situation. Furthermore, it is also necessary to use VD techniques focusing on meaningful information extraction. This is to analyze the person’s behavior after its successful localization has been accomplished, finally resulting in successful VD and localization, respectively.

Declarations

Conflict of interest The authors declare that they have no known conflict of interest.

References

Abdali A-MR, Al-Tuma RF (2019) Robust real-time violence detection in video using CNN and LSTM. In: 2019 2nd scientific conference of computer sciences (SCCS). IEEE, Piscataway, pp 104–108
Accattoli S, Sernani P, Falcionelli N, Mekuria DN, Dragoni AF (2020) Violence detection in videos by combining 3D convolutional neural networks and support vector machines. Appl Artif Intell 34(4):329–344

Agarwal R, Machado MC, Castro PS, Bellemare MG (2021) Contrastive behavioral similarity embeddings for generalization in reinforcement learning. arXiv preprint. arXiv:2101.05265

Al-Nawashi M, Al-Hazaimeh OM, Sarace M (2017) A novel framework for intelligent surveillance system based on abnormal human activity detection in academic environments. Neural Comput Appl 28(1):565–572

Arrieta AB, Díaz-Rodríguez N, Del Ser J, Bennetot A, Tabik S, Barbado A, García S, Gil-López S, Molina D, Benjamins R et al (2020) Explainable artificial intelligence (xai): Concepts, taxonomies, opportunities and challenges toward responsible ai. Information Fusion 58:82–115

Bertasius G, Wang H, Torresani L (2021) Is space-time attention all you need for video understanding? arXiv preprint. arXiv:2102.05095

Bilinski P, Bremond F (2016) Human violence recognition and detection in surveillance videos. In: 2016 13th IEEE International conference on advanced video and signal based surveillance (AVSS). IEEE, Piscataway, pp 30–36

Carreira J, Zisserman A (2017) Quo vadis, action recognition? a new model and the kinetics dataset. In: Proceedings of the IEEE conference on computer vision and pattern recognition, pp 6299–6308

Chang C-W, Chang C-Y, Lin Y-Y (2022) A hybrid CNN and LSTM-based deep learning model for abnormal behavior detection. Multimedia Tools Appl 81(2):1–19

Chen D, Wactlar H, Chen M, Gao C, Bharucha A, Hauptmann A (2008) Recognition of aggressive human behavior using binary local motion descriptors. In: 2008 30th annual international conference of the IEEE engineering in medicine and biology society. IEEE, Piscataway, pp 5238–5241

Chen L-H, Hsu H-W, Wang L-Y, Su C-W (2011) Violence detection in movies. In: 2011 Eighth international conference computer graphics, imaging and visualization. IEEE, Piscataway, pp 119–124

Cheng M, Cai K, Li M (2021) Rwf-2000: an open large scale video database for violence detection. In: 2020 25th International conference on pattern recognition (ICPR). IEEE, Piscataway, pp 4183–4190

Cui Q, Gong Z, Ni W, Hou Y, Chen X, Tao X, Zhang P (2019) Stochastic online learning for mobile edge computing: from changes. IEEE Commun Mag 57(3):63–69

Dang LM, Min K, Wang H, Piran MJ, Lee CH, Moon H (2020) Sensor-based and vision-based human activity recognition: a comprehensive survey. Pattern Recogn 108:107561

Datta A, Shah M, Lobo NDV (2002) Person-on-person violence detection in video data. In: Object recognition supported by user interaction for service robots, vol 1. IEEE, Piscataway, pp 433–438

De Souza FD, Chavez GC, do Valle EA Jr, Araújo AA (2010) Violence detection in video using spatio-temporal features. In: 2010 23rd SIBGRAPI conference on graphics, patterns and images. IEEE, Piscataway, pp 224–230

Dehingia N, Dey AK, McDougal L, McAuley J, Singh A, Raj A (2022) Help seeking behavior by women experiencing intimate partner violence in India: a machine learning approach to identifying risk factors. PLoS ONE 17(2):e0262538

Deniz O, Serrano I, Bueno G, Kim T-K (2014) Fast violence detection in video. In: 2014 international conference on computer vision theory and applications (VISAPP), vol 2. IEEE, Piscataway, pp 478–485

Dhiman C, Vishwakarma DK (2017) High dimensional abnormal human activity recognition using histogram oriented gradients and zernike moments. In: 2017 IEEE International conference on computational intelligence and computing research (ICCIC). IEEE, Piscataway, pp 1–4

Ding C, Fan S, Zhu M, Feng W, Jia B (2014) Violence detection in video by using 3d convolutional neural networks. In: International symposium on visual computing. Springer, Cham, pp 551–558

Dogru O, Velswamy K, Huang B (2021) Actor–critic reinforcement learning and application in developing computer-vision-based interface tracking. Engineering 7(9):1248–1261

Dosovitskiy A, Beyer L, Kolesnikov A, Weissenborn D, Zhai X, Unterthiner T, Dehghani M, Minderer M, Heigold G, Gelly S et al (2020) An image is worth 16x16 words: transformers for image recognition at scale. arXiv preprint. arXiv:2010.11929

Fenil E, Manogaran Gunasekaran, Vivekananda GN, Thanjaiavadivel T, Jeeva S, Ahilan A et al (2019) Real time violence detection framework for football stadium comprising of big data analysis and deep learning through bidirectional LSTM. Comput Newt 151:191–200

Freire-Obregón D, Barra P, Castrillón-Santana M, De Marsico M (2022) Inflated 3D ConvNet context analysis for violence detection. Mach Vis Appl 33(1):1–13

Fu EY, Leong HV, Ngai G, Chan SCF (2017) Automatic fight detection in surveillance videos. In: 14th International conference on advances in mobile computing and multimedia (MoMM 2016)—proceedings. Association for Computing Machinery, New York, pp 225–234
Gao Y, Liu H, Sun X, Wang C, Liu Y (2016) Violence detection using oriented violent flows. Image Vis Comput 48:37–41
Gao M, Zheng F, Yu JJ, Shan C, Ding G, Han J (2022) Deep learning for video object segmentation: a review. Artif Intell Rev. https://doi.org/10.1007/s10462-022-10176-7
Gracia IS, Suarez OD, Garcia GB, Kim TK (2015) Fast flight detection. PLoS ONE 10(4):e0120448
Hafiz AM, Parah SA, Bhat RA (2021) Reinforcement learning applied to machine vision: state of the art. Int J Multimedia Inf Retrieval. https://doi.org/10.1007/s13735-021-00209-2
Hassner T, Itcher Y, Kliper-Gross O (2012) Violent flows: real-time detection of violent crowd behavior. In: 2012 IEEE computer society conference on computer vision and pattern recognition workshops. IEEE, Piscataway, pp 1–6
Howard AG, Zhu M, Chen B, Kalenichenko D, Wang W, Weyand T, Andreetto M, Adam H (2017) Mobilenets: efficient convolutional neural networks for mobile vision applications. arXiv preprint. arXiv:1704.04861
Hussain T, Muhammad K, Ullah A, Cao Z, Baik SW, de Albuquerque VHC (2019) Cloud-assisted multi-view video summarization using cnn and bidirectional LSTM. IEEE Trans Ind Inf 16(1):77–86
Hussain T, Muhammad K, Ullah A, Del Ser J, Gandomi AH, Sajjad M, Baik SW, de Albuquerque VHC (2020) Multi-view summarization and activity recognition meet edge computing in IoT environments. IEEE Internet Things J 8:9634–9644
Hussain A, Hussain T, Ullah W, Baik SW (2022) Vision transformer and deep sequence learning for human activity recognition in surveillance videos. Comput Intell Neurosci. https://doi.org/10.1155/2022/3454167
Jin Y, Jiao L, Qian Z, Zhang S, Lu S (2021) Learning for learning: predictive online control of federated learning with edge provisioning. In: IEEE INFOCOM 2021—IEEE conference on computer communications. IEEE, Piscataway, pp 1–10
Karpathy A, Toderici C, Shetty S, Leung T, Sukthankar R, Fei-Fei L (2014) Large-scale video classification with convolutional neural networks. In: Proceedings of the IEEE conference on computer vision and pattern recognition, pp 1725–1732
Khan SU, Huq IU, Rho S, Baik SW, Lee MY (2019) Cover the violence: a novel deep-learning-based approach towards violence-detection in movies. Appl Sci 9(22):4963
Li X, Huo Y, Jin Q, Xu J (2016) Detecting violence in video using subclasses. In: Proceedings of the 24th ACM international conference on multimedia, pp 586–590
Li J, Jiang X, Sun T, Xu K (2019) Efficient violence detection using 3d convolutional neural networks. In: 2019 16th IEEE international conference on advanced video and signal based surveillance (AVSS). IEEE, Piscataway, pp 1–8
Li X, Wang Y, Zhou Z, Qiao Y (2020) SmallBigNet: integrating core and contextual views for video classification. In: Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, pp 1092–1101
Lohithashva BH, Manjunath Aradhya VN, Guru DS (2020) Violent video event detection based on integrated LBP and GLCM texture features. Rev Intell Artif 34(2):179–187
Lygouras E, Santavas N, Taitzoglou A, Tarchanidis K, Mitropoulos A, Gasteratos A (2019) Unsupervised human detection with an embedded vision system on a fully autonomous UAV for search and rescue operations. Sensors 19(16):3542
Mabrouk AB, Zagrouba E (2017) Spatio-temporal feature using optical flow based distribution for violence detection. Pattern Recogn Lett 92:62–67
Mahadevan V, Li W, Bhalodia V, Vasconcelos N (2010) Anomaly detection in crowded scenes. In: 2010 IEEE Computer Society conference on computer vision and pattern recognition. IEEE, Piscataway, pp 1975–1981
Meng Z, Yuan J, Li Z (2017) Trajectory-pooled deep convolutional networks for violence detection in videos. In: International conference on computer vision systems. Springer, Cham, pp 437–447
Mishra AA, Srinivasa G (2018) Automated detection of fighting styles using localized action features. In: 2018 2nd International conference on inventive systems and control (ICISC). IEEE, Piscataway, pp 1385–1389
Mu G, Cao H, Jin Q (2016) Violent scene detection using convolutional neural networks and deep audio features. In: Chinese conference on pattern recognition. Springer, Singapore, pp 451–463
Muntauza A, Bux SA, Habib Z (2022) Fast learning through deep multi-net CNN model for violence recognition in video surveillance. Comput J 65(3):457–472
Naik AJ, Gopalakrishna MT (2022) Automated violence detection in video crowd using spider monkey-grasshopper optimization oriented optimal feature selection and deep neural network. J Control Autom Electr Syst. https://doi.org/10.1007/s40313-021-00868-w

Nguyen NT, Phung DQ, Venkatesh S, Bui H (2005) Learning and detecting activities from movement trajectories using the hierarchical hidden markov model. In: 2005 IEEE Computer Society conference on computer vision and pattern recognition (CVPR’05), vol 2. IEEE, Piscataway, pp 955–960

Nievas EB, Suarez OD, Garcia GB, Sukthankar R (2011) Violence detection in video using computer vision techniques. In: International conference on computer analysis of images and patterns. Springer, Berlin, pp 332–339

Pareek P, Thakkar A (2021) A survey on video-based human action recognition: recent updates, datasets, challenges, and applications. Artif Intell Rev 54(3):2259–2322

Pavlidis NG, Tasoulis OK, Plagianakos Vassilis P, Nikiforidis G, Vrahatis MN (2005) Spiking neural network training using evolutionary algorithms. In: Proceedings of 2005 IEEE international joint conference on neural networks, vol 4. IEEE, Piscataway, pp 2190–2194

Qiu Z, Yao T, Mei T (2017) Learning spatio-temporal representation with pseudo-3D residual networks. In: Proceedings of the IEEE international conference on computer vision, pp 5533–5541

Ramanujam E, Perumal T, Padmavathi S (2021) Human activity recognition with smartphone and wearable sensors using deep learning techniques: a review. IEEE Sensors J. https://doi.org/10.1109/JSEN.2021.3069927

Rojat T, Puget R, Filliat D, Del Ser J, Gelin R, Díaz-Rodríguez N (2021) Explainable artificial intelligence (XAI) on timeseries data: a survey. arXiv preprint. arXiv:2104.00950

Roka S, Diwakar M, Karanwal S (2022) A review in anomalies detection using deep learning. In: Proceedings of third international conference on sustainable computing. Springer, Singapore, pp 329–338

Roman DGC, Chávez GC (2020) Violence detection and localization in surveillance video. In: 2020 33rd SBIGRAPI Conference on graphics, patterns and images (SBIGRAPI). IEEE, Piscataway, pp 248–255

Ryoo MS, Aggarwal JK (2009) Spatio-temporal relationship match: video structure comparison for recognition of complex human activities. In: IEEE International conference on computer vision (ICCV)

Sasithradevi A, Mansoor Roomi S Mohamed (2020) Video classification and retrieval through spatio-temporal radon features. Pattern Recogn 99:107099

Serrano I, Deniz O, Espinosa-Aranda JL, Bueno G (2018) Fight recognition in video using hough forests and 2D convolutional neural network. IEEE Trans Image Process 27(10):4787–4797

Shen L, Hong R, Hao Y (2020) Advance on large scale near-duplicate video retrieval. Front Comput Sci 14(5):1–24

Sonar A, Pacelli V, Majumdar A (2021) Invariant policy optimization: towards stronger generalization in reinforcement learning. In: Proceedings of the 3rd conference on Learning for dynamics and control. PMLR, pp 21–33

Song D, Kim C, Park S-K (2018) A multi-temporal framework for high-level event detection in visual surveillance. Inf Sci 447:83–103

Spolaôr N, Lee HD, Takaki WSR, Ensina LA, Coy CSR, Wu FC (2020) A systematic review on content-based video retrieval. Eng Appl Artif Intell 90:103557

Sudhakaran S, Lanz O (2017) Learning to detect violent videos using convolutional long short-term memory. In: 2017 14th IEEE international conference on advanced video and signal based surveillance (AVSS). IEEE, Piscataway, pp 1–6

Suleiman A, Chen Y-H, Emer J, Sze V (2017) Towards closing the energy gap between hog and cnn features for embedded vision. In: 2017 IEEE International symposium on circuits and systems (ISCAS). IEEE, Piscataway, pp 1–4

Sultani W, Chen C, Shah M (2018) Real-world anomaly detection in surveillance videos. In: Proceedings of the IEEE conference on computer vision and pattern recognition, pp 6479–6488

Sumon SA, Goni R, Hashem NB, Rahman RM (2020) Violence detection by pretrained modules with different deep learning approaches. Vietnam J Comput Sci 7(01):19–40

Tran D, Bourdev L, Fergus R, Torresani L, Paluri M (2015) Learning spatiotemporal features with 3D convolutional networks. In: Proceedings of the IEEE international conference on computer vision, pp 4489–4497

Tran D, Wang H, Torresani L, Feiszli M (2019) Video classification with channel-separated convolutional networks. In: Proceedings of the IEEE/CVF international conference on computer vision, pp 5552–5561
An overview of violence detection techniques: current challenges

Traoré A, Akhloufi MA (2020) Violence detection in videos using deep recurrent and convolutional neural networks. In: 2020 IEEE International conference on systems, man, and cybernetics (SMC). IEEE, Piscataway, pp 154–159

Ullah A, Muhammad K, del Ser J, Baik SW, de Albuquerque VHC (2018) Activity recognition using temporal optical flow convolutional features and multilayer LSTM. IEEE Trans Ind Electron 66(12):9692–9702

Ullah FUM, Ullah A, Muhammad K, Haq IU, Baik SW (2019) Violence detection using spatiotemporal features with 3D convolutional neural network. Sensors 19(11):2472

Ullah A, Muhammad K, Haydarov K, Haq IU, Lee M, Baik SW (2020a) One-shot learning for surveillance anomaly recognition using siamese 3D CNN. In: 2020 International joint conference on neural networks (IJCNN). IEEE, Piscataway, pp 1–8

Ullah W, Ullah A, Haq IU, Muhammad K, Sajjad M, Baik SW (2020b) CNN features with bi-directional LSTM for real-time anomaly detection in surveillance networks. Multimedia Tools Appl 80(11):16979–16995

Ullah A, Muhammad K, Hussain T, Baik SW (2021a) Conflux LSTMs network: a novel approach for multi-view action recognition. Neurocomputing 435:321–329

Ullah FUM, Muhammad K, Haq IU, Khan N, Heidari AAA, Baik SW, Albuquerque V (2021b) AI assisted edge vision for violence detection in IoT based industrial surveillance networks. IEEE Trans Ind Inf. https://doi.org/10.1109/TII.2021.3116377

Ullah FUM, Obaidat MS, Muhammad K, Ullah A, Baik SW, Cuzzolin F, Rodrigues JJP, de Albuquerque VHC (2021c) An intelligent system for complex violence pattern analysis and detection. Int J Intell Syst. https://doi.org/10.1002/int.22537

Ullah W, Ullah A, Haq IU, Muhammad K, Sajjad M, Baik SW (2021d) CNN features with bi-directional LSTM for real-time anomaly detection in surveillance networks. Multimedia Tools Appl 80(11):16979–16995

Wang L, Li W, Li W, Van Gool L (2018) Appearance-and-relation networks for video classification. In: Proceedings of the IEEE conference on computer vision and pattern recognition, pp 1430–1439

Wang W, Zhou T, Porikli F, Crandall D, Van Gool L (2021) A survey on deep learning technique for video segmentation. arXiv preprint. arXiv:2107.01153

Waseem U, Amin U, Tanveer H, Khan ZA, Baik SW (2021e) An efficient anomaly recognition framework using an attention residual lstm in surveillance videos. Sensors 21(8):2811

Wu J, Zhong S, Liu Y (2020) Dynamic graph convolutional network for multi-video summarization. Pattern Recogn 107:107382

Xia Q, Zhang P, Wang JJ, Tian M, Fei C (2018) Real time violence detection based on deep spatio-temporal features. In: Chinese conference on biometric recognition. Springer, Cham, pp 157–165

Xu L, Gong C, Yang J, Wu W, Yao L (2014) Violent video detection based on mosift feature and sparse coding. In: 2014 IEEE International conference on acoustics, speech and signal processing (ICASSP). IEEE, Piscataway, pp 3538–3542

Yue-Hei NJ, Hausknecht M, Vijayanarasimhan S, Vinyals O, Monga R, Toderici G (2015) Beyond short snippets: deep networks for video classification. In: Proceedings of the IEEE conference on computer vision and pattern recognition, pp 4694–4702

Yun K, Honorio J, Chattopadhyay D, Berg TL, Samaras D (2012) Two-person interaction detection using body-pose features and multiple instance learning. In: 2012 IEEE Computer Society conference on computer vision and pattern recognition workshops. IEEE, Piscataway, pp 28–35

Zaremba W, Sutskever I, Vinyals O (2014) Recurrent neural network regularization. arXiv preprint. arXiv:1409.2329

Zhang T, Yang Z, Jia W, Yang B, Yang J, He X (2016) A new method for violence detection in surveillance scenes. Multimedia Tools Appl 75(12):7327–7349

Zhang Z, Lu X, Cao G, Yang Y, Jiao L, Liu F (2021) ViT-YOLO: transformer-based YOLO for object detection. In: Proceedings of the IEEE/CVF international conference on computer vision, pp 2799–2808

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.
Authors and Affiliations

Nadia Mumtaz¹ · Naveed Ejaz² · Shabana Habib² · Syed Muhammad Mohsin³ · Prayag Tiwari⁴ · Shahab S. Band⁵ · Neeraj Kumar⁶,⁷,⁸,⁹

Shabana Habib  
s.habibullah@qu.edu.sa  
Prayag Tiwari  
prayag.tiwari@ieee.org

¹ Department of Computer Science, Iqra University Islamabad Campus, Islamabad, Pakistan
² Department of Information Technology, College of Computer, Qassim University, Buraidah 52571, Saudi Arabia
³ Department of Computer Science, COMSATS University, Islamabad 45550, Pakistan
⁴ School of Information Technology, Halmstad University, Halmstad, Sweden
⁵ Future Technology Research Center, National Yunlin University of Science and Technology, 123 University Road, Section 3, Douliou, Yunlin 64002, Taiwan
⁶ Department of Computer Science and Engineering, Thapar Institute of Engineering and Technology (Deemed University), Patiala, Punjab, India
⁷ Department of Electrical and Computer Engineering, Lebanese American University, Beirut, Lebanon
⁸ School of Computer Science, University of Petroleum and Energy Studies, Dehradun, Uttarakhand, India
⁹ King Abdul Aziz University, Jeddah, Saudi Arabia