Enabling Image-Based Streamflow Monitoring at the Edge
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Abstract: Monitoring streamflow velocity is of paramount importance for water resources management and in engineering practice. To this aim, image-based approaches have proved to be reliable systems to non-intrusively monitor water bodies in remote places at variable flow regimes. Nonetheless, to tackle their computational and energy requirements, offload processing and high-speed internet connections in the monitored environments, which are often difficult to access, is mandatory hence limiting the effective deployment of such techniques in several relevant circumstances. In this paper, we advance and simplify streamflow velocity monitoring by directly processing the image stream in situ with a low-power embedded system. By leveraging its standard parallel processing capability and exploiting functional simplifications, we achieve an accuracy comparable to state-of-the-art algorithms that typically require expensive computing devices and infrastructures. The advantage of monitoring streamflow velocity in situ with a lightweight and cost-effective embedded processing device is threefold. First, it circumvents the need for wideband internet connections, which are expensive and impractical in remote environments. Second, it massively reduces the overall energy consumption, bandwidth and deployment cost. Third, when monitoring more than one river section, processing “at the very edge” of the system efficiency improves scalability by a large margin, compared to offload solutions based on remote or cloud processing. Therefore, enabling streamflow velocity monitoring in situ with low-cost embedded devices would foster the widespread diffusion of gauge cameras even in developing countries where appropriate infrastructure might be not available or too expensive.
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1. Introduction

Although river discharge observations are essential for hydrological studies and related practical applications, accurate measurements in diverse flow regimes and in difficult-to-access locations are still unfeasible with standard instrumentation [1,2].

In recent years, several contributions have demonstrated that image-based analysis approaches for estimating the flow surface velocity are promising alternatives to traditional measurement [3]. Since the
pioneering work by [4], optical techniques previously developed in fluid dynamics laboratories have been successfully implemented to the observation of the surface flow velocity field of natural rivers. Among many diverse applications, image-based methodologies have been instrumental to estimate flow discharge through fixed and mobile setups [5–7], to survey floods from crowdsourced data [8–10], and to investigate complex flow structures in natural streams [11]. In addition, embedded system solutions for continuously monitoring river flows have been explored by some hydrometric agencies and environmental monitoring companies.

While it was proved that this innovative image-based approach is reliable and affordable, state-of-the-art algorithms recently evaluated in [12], have some severe constraints that still hamper their widespread diffusion. In fact, they are rather computational demanding, and this fact dictates the use of power-hungry architectures, thus preventing in most cases their practical deployment in situ due to energy and cost requirements. Therefore, to tackle this issue, such approaches typically rely on offload processing leveraging wideband internet connections to transfer the whole image stream to a remote facility for cloud processing. Such a strategy is however quite costly and requires a wideband internet connection that might be limited or not available at all. The outlined difference between power-hungry offload and power-efficient approaches is summarized in Figure 1, showing the acquisition of the images by the camera, the identification of the trajectories (either by the local low-power embedded system or through offload cloud processing) and the resulting information (velocity estimates). On the left, the in situ processing strategy developed in this paper that leverages a possibly solar powered embedded system with limited connectivity is displayed and, on the right, the current solution based on cloud processing and a high-speed data connection is depicted.

An additional significant limitation of the cloud-based solution consists of its poor scalability, that is, the difficulty in controlling a cluster of multiple monitoring devices in different river sections, see Figure 2. In situ river flow monitoring with a low-power system would mitigate most of the above-mentioned criticalities and encourage the diffusion of image-based methodologies in diverse environments. To this end, in this paper, we propose a cost-effective solution based on a lightweight embedded system that yields an accuracy equivalent to state-of-the-art solutions with a fraction of their power budget. Moreover, this strategy is almost agnostic to the communication infrastructure available in remote environments: a simple SMS text message, or other available low-bandwidth communication solutions would suffice to transfer the processed velocity estimates to a central server.

Therefore, our system would enable capillary streamflow surface monitoring without cumbersome and costly infrastructures seldom available in remote sites. This would also afford additional analysis through a massive cluster of low-cost monitoring devices as sketched in Figure 2. Finally, such a low-budget solution would also foster its deployment in developing countries often even more deeply affected by the limitations of power-hungry and expensive systems.

**Figure 1.** (Left) In situ processing with an embedded system as proposed in this work, (Right) offload cloud processing strategy deployed by conventional solutions. The latter requires a high-bandwidth data connection, not always available in remote monitored places, to transfer the image stream gathered in the field to a remote location for deferred processing.
2. Related Work

In this section we review the literature concerning image-based techniques and systems for image-based techniques for river flow velocity estimates. Flow visualization and quantitative characterization dates back to laboratory-based particle image velocimetry (PIV), a fluid dynamics technique originally developed by [13–15]. PIV is a correlation-based algorithm that enables the reconstruction of the flow velocity field from the similarity of consecutive images captured through a high-speed camera. The flow is densely seeded with neutrally buoyant tracers whose highly reflective surface is clearly illuminated with a laser system. The displacement vectors of tracer patterns of pixels are computed in image sequences, and the camera acquisition frequency is utilized to compute instantaneous velocity vectors. A similar approach was then applied in [4] to the analysis of the surface flow velocity field of rivers. In fact, large scale particle image velocimetry (LSPIV) implements a high-speed cross-correlation scheme between interrogation areas and larger search regions. Similar to traditional PIV, each image is divided into a grid and the location of the maximum value of the cross-correlation coefficient in consecutive frames yields displacement vectors. However, the LSPIV setup is much simpler than laboratory PIV and may include a standard RGB camera and, in some cases, filters and polarizers to mitigate the effect of solar reflections. Buoyant particle tracers of several centimeters are typically deployed onto the stream surface to facilitate flow pattern recognition. In some implementations, simple laser-based systems have been introduced to remotely assign metric dimensions to image pixels [16].

In case of sparsely seeded surfaces, several techniques can be considered as valid alternatives to LSPIV. The space-time image velocimetry (STIV) method exploits the brightness distribution on the stream surface to measure streamwise flow velocity [17]. Different from STIV, particle tracking velocimetry (PTV) leads to the reconstruction of the trajectories of actual objects transiting in the field of view. PTV encompasses particle identification and tracking, and can be executed through an array of diverse algorithms, with cross-correlation the most commonly implemented [18–20]. When combined with trajectory-based filtering, PTV has led to accurate surface flow velocity estimations [21]. Traditional PTV works well with unsteady and poorly seeded flows, which is the usual condition in real-world experimental settings, with no artificial seeding. However, the algorithm efficacy relies on the presence of particles of a priori known shape in highly-defined images. In [22], a nearest-neighbor PTV approach enables the identification and tracking of features of any shape, thus partially alleviating the need for tracer deployment.

Stream surface flow velocity in the absence of artificial tracers can be effectively achieved through optical flow approaches [23]. In environmental monitoring, the Lucas-Kanade algorithm has been adopted to investigate flows above a stepped chute [24] and a flash flood event [10]. In [25], a novel optical flow approach, entailing automated feature detection, named optical tracking velocimetry (OTV) was proposed, based on tracking through the differential sparse Lucas-Kanade algorithm, and a posteriori trajectory-based filtering. OTV proved successful in an “offline” approach analyzing videos recorded in natural streams where it was applied to reconstruct the surface flow velocity field in case of low flow conditions and high seeding density in a natural river as reported in [12].
3. Optical Tracking Velocimetry Algorithm

The Optical Tracking Velocimetry (OTV) algorithm [25] estimates surface flow velocity by tracking sparse features leveraging across two consecutive image frames $I_t$ and $I_{t-1}$ captured at time $t$ and $t - 1$, respectively as depicted in Figure 3. Although substantially agnostic to the image feature extracted from the input cue, OTV relies on the FAST feature detector [26] due to its good trade-off between accuracy and computational complexity as reported for surface flow velocity estimation in [25]. The middle row of Figure 3 reports the FAST features, superimposed to the original image, extracted from the two consecutive frames shown in the top row. Once the sparse features are extracted from the input images, OTV tracks them deploying the Lucas-Kanade algorithm [27], as outlined in Figure 4. Such algorithm is a widely used differential methodology that computes optical flow for a sparse set of features assuming that the displacement of the image content between two frames is approximately constant and small within a neighborhood of the feature taken into account. The peculiar pyramidal data structure employed by this algorithm, keeping fixed the search area at each image resolution starting from the coarse one, enables to manage large displacements across consecutive frames at a reduced computational cost as outlined in Figure 4.

![Figure 3](image-url)

**Figure 3.** The outcome of OTV on two frames, $I_{t-1}$ (left) and $I_t$ (right), of a sequence captured in the Brenta river, in Italy. From top to bottom: input frame, feature points detected by the FAST algorithm highlighted with coloured circles, and estimated trajectories (each colour encodes a different velocity—The warmer, the faster).
Figure 4. Overview of the tracking strategy used by the OTV algorithm. The FAST features extracted from the input images are used to identify corresponding points across two adjacent frames $I_{t-1}$ and $I_t$, employing the Lucas-Kanade algorithm. At each pyramid level $L$, the corresponding point is searched within an area of radius $R$.

Once feature correspondence is achieved, OTV adopts a filtering strategy aimed at minimising the occurrence of unrealistic trajectories according to the method proposed in [21]. Indeed, considering that extracted features are supposed to travel along the main direction of the river flow (in our setup orthogonal to the river cross-section), several assumptions regarding spatial motion can be made. Among them, a set of filtering constraints based on length and slope allows retaining reliable trajectories only. More specifically, such a strategy imposes that two feature vectors $\vec{I}_t$ and $\vec{I}_{t-1}$ of each pair of consecutive frames should follow the rule:

$$\arctan\left[\frac{(\vec{I}_t - \vec{I}_{t-1}) \cdot \hat{j}}{(\vec{I}_t - \vec{I}_{t-1}) \cdot \hat{i}}\right] > \alpha$$

where $\hat{j}$ and $\hat{i}$ represent unit vectors orthogonal and parallel to the river cross-section, while $\alpha$ represents the validity angle. Moreover, unreliable trajectories are further discarded depending on their total slant and length. More specifically, we select only those that following conditions:

$$\arctan\left[\frac{(\vec{I}_{end} - \vec{I}_{start}) \cdot \hat{j}}{(\vec{I}_{end} - \vec{I}_{start}) \cdot \hat{i}}\right] > \beta, \quad ||\vec{I}_{end} - \vec{I}_{start}|| > \gamma$$

whereby $\beta$ and $\gamma$ indicate the desired slant angle and the minimum trajectory length, respectively. Once highly confident trajectories are kept, the associated streamflow velocity is then computed as:

$$v = \frac{||\vec{I}_{end} - \vec{I}_{start}||}{\Delta t}$$

where $\Delta t$ represents the interval time between $\vec{I}_{end}$ and $\vec{I}_{start}$. It is worth to highlight that each parameter $\alpha$, $\beta$ and $\gamma$ are appropriately selected based on the scene of interest. Typical values are: $\alpha = 4/9\pi$, $\beta = \pi/4$ and $\gamma = \text{ImageHeight}/5$.

The bottom row of Figure 3 shows the trajectories estimated by the OTV algorithm.

Indeed, according to recent evaluations [12,25], the accuracy of OTV compares favourably to state-of-the-art methodologies, even if a much lower computational complexity characterises it. Nonetheless, in its original form, despite its reduced execution time compared to other approaches, it requires standard PCs or cloud processing to estimate streamflow velocity in a reasonable amount of time (minutes for a 20-s video sequence like the one mentioned in Figure 3). This fact still prevents its deployment on computing devices compatible with a remote site as the one envisioned.
in Figure 2, typically constrained by size, cost and power budget. Therefore, an approach allowing image processing through OTV on a low-power embedded system, like the one deployed in our experiments and discussed next, is paramount to enable streamflow velocity estimation in the field.

4. Embedded Computing Architecture

Mostly driven by the smartphone industry, a broad range of embedded systems, characterized by low power consumption and cost, is nowadays available at competitive costs. Among them, the Raspberry PI family is a well-known cost-effective solution deployed in countless applications. It is exceptionally cheap; for instance, the 3B model (3B) used in our experiment costs less than 40$. It is also highly energy-efficient; for the same model, the overall power consumption is about 5 W using all its cores, enabling its deployment in low-power setups, including those relying on solar panels. Moreover, it has a large community, and it is continuously improved. Similar considerations apply to the more recent Raspberry PI 3B+ and 4 models. As notable improvements compared to the 3B model, the former has a slightly higher clock frequency and also features the possibility to be powered through power-over-ethernet. Model 4 sports further major improvements compared to the Raspberry 3 lines, with the most notable one a much more efficient ARM architecture (Cortex A72). However, compared to the Raspberry 3, both models are slightly more power-hungry, especially the 4 model, although significantly more powerful. Moreover, in addition to consuming more power, the Raspberry Pi 4 runs considerably hotter than the previous PI models, possibly leading to failure in embedded, solar-powered systems.

Although other embedded platforms with comparable features like Beagleboard, Intel Odyssey or Odroid exist, we decided to use the PI series since they have the largest community of users and developers. Nonetheless, porting our code to other systems like those previously highlighted would be straightforward. For our experiments, we selected the Raspberry PI 3B model. It is built around a Broadcom BCM2837B0 System on Chip (SoC), containing a four-core Cortex-A53 (ARMv8) 64-bit CPU clocked at 1.4 GHz and a lightweight Graphic Processing Unit (GPU) Broadcom Videocore-IV. The overall memory available is 1 GB LPDDR2 SDRAM. The device also sports standard network connectivity (Gigabit ethernet, Wi-fi 802.11ac (2.4 GHz and 5 GHz), Bluetooth 4.2), USB ports and 40 Input-Output connectors. We conducted experiments with the Linux operating system using the Raspbian distribution targeting this particular device. The overall size of the device is 85 mm \times 56 \text{mm} \times 17 \text{mm}. This very same setup device is currently installed on the Secchia river, in Italy. It also includes an AXI camera installed on a bridge. Unfortunately, in the current setup, the inability of the system to process images in situ needs an additional SSD drive connected to the Raspberry PI 3B for storing image sequences. For the same reason, since the internet connection available is not fast enough to transfer large image sequences, a human operator goes to the monitored river about once a month to retrieve them from an external and capacious SSD for offload processing with a standard PC in a laboratory. This procedure is not only time-consuming and cumbersome but it does not allow real-time monitoring, and cannot be used to trigger alarms when anomalous flow situations occur. In this work, we aim at overcoming all such limitations, including the need for the external SSD, by processing image sequences in the monitored remote place with a solar or even with a battery-powered embedded device.

5. Functional Optimization to the Baseline OTV Algorithm

The 1 GB RAM available in the Raspberry PI 3B was barely sufficient for running the OTV algorithm in its original implementation and the algorithm also performed many redundant operations including saving video results. Therefore, at first, we cleaned up the code (The source code is available upon request) to have a baseline version, yet equivalent to the original version in terms of accuracy, that could be deployable on our target platform. After this preliminary phase, the overall memory footprint was about 15 MB compared to the 680 MB of the original code. Despite these massive optimizations, in the original form, the overall execution time for a 20-s sequence was 44 s on a
high-end PC with a power consumption of more than 100 W and more than two hours on the Raspberry PI 3B. The former solution would be impractical due to the massive energy consumption with the typical constraint found at the very edge. Moreover, the cost of such a solution would be very high since a PC-class computing architecture is needed. Despite the Raspberry PI 3B solution is compatible with energy requirements and costs, its execution time is so high that it would yield only a measurement every more than two hours. Although this rate could be acceptable for a limited number of applications, on the other hand, it also means that the Raspberry would continuously drain, for more than two hours, a significant amount of energy to provide such a single measurement. In contrast, a faster approach characterized by similar or slightly higher power consumption would allow for significant energy saving since the Raspberry has a meagre power consumption when idle. Of course, a faster strategy would also allow for a higher monitoring rate if required by the specific application context.

Arguing these facts, starting from the baseline version referred to as OTV, we will describe the functional simplifications and computational optimizations carried out to achieve streamflow monitoring with a much lightweight approach. Specifically, we aim at its deployment in the field with the constrained computing architecture selected, enabling streamflow monitoring at the very edge. In the most experimentally challenging condition, we envision such setup made up of a Raspberry PI 3B, a camera, a battery coupled with a small solar panel and an unconstrained data communication channel. Specifically, for the latter purpose, a simple SIM enabling SMS messaging would suffice for transmitting the processed velocity estimates. All the components of such setup are commercially available as off-the-shelf devices at low cost.

In our analysis, we will consider the parameters of the OTV algorithm discussed next in order to find the best trade-off between accuracy and execution time.

5.1. Search Area

OTV tracks the FAST features across two consecutive video frames captured at time \( t - 1 \) and \( t \) using the well-known Lucas-Kanade \([27]\) algorithm through a coarse-to-fine approach to speed-up the computation. In detail, it scales the input images at different resolutions \( L \) according to a pyramidal data structure as the one depicted in Figure 4. In the OTV algorithm \([25]\), parameter \( L \) is set to 3.

5.2. Pyramid Levels

Then, starting from the coarser level, the scheme looks for corresponding features between two adjacent frames within a patch of radius \( R \). The size of the search area is kept constant across different pyramid levels to increase the search area at the lower resolutions. Figure 4 outlines the role of the constant search area across different levels of the pyramid data structure. In the OTV algorithm \([25]\), \( R \) is set to 7. Herein, we assess the accuracy of OTV varying both \( L \) and \( R \) and measuring their impact on the execution time.

5.3. Number of Tracked Features

According to \([25]\), the FAST \([26]\) feature detector represents the best trade-off between accuracy and computational complexity. Figure 4 shows, superimposed to the input image at different scales, the output FAST features. Although the maximum number of points processed in each frame was originally set to 20,000 in the OTV algorithm \([25]\), we also assessed how this parameter impacts the estimation of surface flow velocity. Purposely, in the experimental results section, we also provide detailed analysis regarding this relevant parameter to find the value enabling acceptable accuracy and the lowest execution time.
5.4. Frame Rate

Another simplification taken into account to speed-up computation consists of reducing the initial frame rate according to a parameter $J$. Setting $J = 1$ means the same input frame rate while $J = t$, with $t > 1$, means to process 1 out of $t$ frames considered as adjacent. Specifically, we processed 1 out of $n$ frames from the raw output video at the original frame rate provided by the camera. In our experiments, we processed video stream from an AXIS PI1365-E MK II network camera or a GoPro 341 Hero 4 Black edition cam. An accurate analysis, concerning the impact of $J$ on accuracy and execution time, is reported in the experimental results section. Nonetheless, it is worth noting that the actual frame rate to be set for field experiments is constrained by multiple factors and thus it should be adjusted accordingly to achieve the best trade-off between computational requirements and accuracy. Some of the latter factors are: streamflow velocity, position of the camera, camera lens and imaging devices, and image resolution.

5.5. Video Resolution

A final simplification to speed up the OTV algorithm consists of using images at reduced resolution. Precisely, given the input video frame, we evaluate in each experiment the accuracy at Full, Half and Quarter resolution and the impact of this parameter on the overall execution time.

In all our experiments, we report results obtained only with the JPEG image encoding. Compared to other methods such as PNG, BMP and TIFF, JPEG reduces the memory footprint at least by a factor 20 inducing a notable reduction in the overall processing time of OTV. Moreover, JPEG encoding is also the fastest method among those considered enabling even a shorter conversion time from the input raw video sequence acquired by the camera.

6. Parallel Optimization Strategies

Modern CPUs, including low-power embedded systems such as our target device, have standard yet powerful computing capability to exploit data-level as well as thread-level parallelism to significantly improve the performance of data crunching algorithms. The two strategies are not mutually exclusive and, since the OTV algorithmic structure allows it, we jointly deploy both optimizations to achieve the best performance. Additionally, we also consider a further optimization strategy exploiting the low-power GPU integrated in SoC of the Raspberry PI 3B. For all our experiments, we used standard open-source libraries, and the widespread diffusion of the Raspberry PI facilitates this task. In particular, we used the highly optimized OpenCV library [28] for computer vision and image processing operations in its two versions 2.4.13 and 4.1.

Individually, we evaluate the three following optimizations of the original OTC algorithms to make it suited for in situ processing with the Raspberry PI 3B.

6.1. Improving Parallelism through Single Instruction Multiple Data (SIMD) Instructions

Data-level parallelism acts inside each CPU by performing the same operation on multiple data with a single instruction, referred to as Single Instruction Multiple Data (SIMD), thus enabling parallel computational operations. The advantage of this specific optimization compared to the standard single processing strategy can be perceived in the first row of Figure 5. A single instruction, can process a group of data as shown in the right of the figure. The maximum (theoretical) speed-up achievable, by each processor, with SIMD instructions, is not easily predictable and depends on many factors. They are: the number of operations of the overall code mapped on such instructions, the type of data deployed for processing, the size of the SIMD registers and others, but the number of data per instruction certainly bounds computational time. The Cortex-A53 (ARMv8) sports the NEON advanced SIMD instruction set [29], with registers of size 128-bit deployable as sixteen 8-bit data, eight 16-bit data, four 32-bit data or two 64-bit data. The lower the data type, the higher is the speed-up potentially...
achievable. We increased the parallelism on every single CPU core leveraging the NEON-SIMD instructions available in the ARM Cortex-A53 core.

![Parallel computing paradigms](image)

**Figure 5.** Parallel computing paradigms exploitable in multi-core CPUs such as the one inside the SoC of the Raspberry Pi 3B. (Top-Left) No optimization, (Top-Right) single instruction multiple data (SIMD), (Bottom-Left) Multi-threading, (Bottom-Right) SIMD and multi-threading.

6.2. Improving Parallelism through Multiple CPU

In contrast to the previous SIMD approach, thread-level parallelism aims at improving performance exploiting the multiple cores available in modern CPUs to split computation across multiple processing units. Compared to the basic single core single-instruction processing (Top-Left of Figure 5), distributing computations across multiple cores enables to speed-up data computation as can be perceived in the Bottom-Left sketch of Figure 5. Specifically, we exploited the four Cortex-A53 cores available in the SoC of the Raspberry Pi 3B to distribute the processing load of the OTV algorithm across the four cores to reduce the overall computation. With this parallel computation paradigm, the maximum speed-up achievable is upper bounded by the number of available cores, the nature of the algorithm and its data structure. In our specific case, since the two latter constraints are compatible with this processing paradigm, the maximum speed-up achievable is 4 since there are four physical cores in the Raspberry SoC. Indeed, this is a very efficient strategy to reduce the execution time on multi-core CPUs, nowadays available in almost any processing system, including low-power embedded systems. Concerning implementation details, there are two distinct solutions to achieve this parallelism strategy, both supported by OpenCV, one based on OpenMP [30] and the other one on Thread Building Blocks (TBB) library [31]. We have considered both. It is worth noting that multi-threading, can be seamlessly coupled with SIMD, as sketched in the Bottom-Right scheme of Figure 5.

6.3. Improving Parallelism through the Graphic Processing Unit

Finally, the SoC of the Raspberry PI also features a low-power GPU mostly designed to accelerate visualization operations on external monitors. Such a device is not comparable to high-end and power-hungry GPUs, available in desktop PCs, designed for video gamers and researchers. Nonetheless, the low-power GPU of the Raspberry PI could potentially allow achieving a further speed-up since it is capable of parallel operations and purposely, we investigated this opportunity too. Although different, the computational paradigm at the core of this approach is somehow similar to
the combination of SIMD and multi-threading outlined in the Bottom-Right scheme of Figure 5 but
carried out on multiple computing units inside the GPU.

With this kind of parallel processing paradigm, the speed-up is bounded by the number of
computing units available in the GPU, the computational structure of the algorithm and its data.
Although the two latter constraints fit well with our algorithm, predicting the achievable speed-up
is not trivial since there are significant issues concerning data movement back and forth the GPU
that can significantly impact the overall performance. OpenCV 4.1 allows us to take advantage of
the parallel computing paradigm enabled by the GPU and we investigate its impact on the performance
in our experiments.

7. Experimental Evaluation

Our experimental evaluation consists of two distinct parts using, at first, an image sequence of 20 s,
acquired at 25 FPS on the Brenta river in Italy at three resolutions: Full (1430 × 1080), Half (715 × 540)
and Quarter (357 × 270) pixels. The original sequence, encoded as AVI file, is of the size of about
100 MB and before processing, all the 500 video frames are converted to JPEG images. Each image
has approximately the size of 205 KB, and the whole conversion requires about 30 s, substantially
equivalent at each resolution. Nonetheless, it is worth noting that such a small overhead would vanish
deploying a camera capable of saving directly images rather than videos.

We first assess the impact of the functional simplifications in order to determine the best trade-off
between accuracy and execution time using as reference the baseline OTV algorithm. Then, starting
from the best configuration found in the previous phase, we compare its performance to the baseline
OTV algorithm leveraging the parallel computing capabilities available in the Raspberry PI 3B.
Finally, we report additional experimental results with image sequences gathered in other rivers
in Italy with the best configuration found in the first part of our experimental analysis. In our
experiments, for a given video sequence, we report both the average velocity and standard deviation
computed by averaging values obtained from Equation (3) with the baseline OTV algorithm [25] and
its optimized counterpart proposed in this paper.

7.1. Assessment of Functional Simplifications

In this section, we first evaluate the accuracy of the OTV algorithm varying its functional
parameters to find the best trade-off between accuracy and execution time. Then, given the best
cost-effective setting referred to as OTV-Opt, we further reduce its execution time exploiting the
parallel computing capability of the Raspberry PI 3B.

In a trial-and-error process, we have tested different values of the following three parameters of
the Lucas-Kanade approach at the core of the OTV algorithm to find corresponding points across two
adjacent frames: the radius of the search window (2, ..., 10), the number of pyramid levels (1, 2, 3),
and the maximum number of extracted features to track (5000, 10,000, 15,000, 25,000, 50,000) at a
given time. Moreover, we also evaluate a further functional optimization consisting in reducing the
frame rate. Overall, evaluating more than 1500 different configurations, we found out that the best
trade-off between computation accuracy and complexity consists of the following parameters: 4 as
the radius of the search area, 3 pyramid levels and a maximum of 15000 FAST trajectories to track for
each pair of frames. We also discovered that halving the frame rate yields a significant computational
saving without substantially compromising the accuracy. Moreover, we noticed higher execution times
increasing the number of pyramid levels to 4.

Figure 6 reports the detailed outcome of our evaluation. Therein, we compare the performance
of the original OTV algorithm with its optimized counterpart obtained at the end of the outlined
functional analysis. Specifically, at the three resolution Full (F), Half (H) and Quarter (Q), we compare
the number of trajectories, the mean value and the standard deviation of the inferred streamflow
velocity and the execution time on the Raspberry PI 3B. As previously pointed out, the processing
frame rate should be adjusted to achieve computational efficiency as well as to fit with the specific constraints of the monitoring site and setup.

![Comparison between the original OTV algorithm and its optimized counterpart obtained by the functional analysis at three resolutions on a sequence acquired on the Brenta river.](image)

In Figure 6, we can notice that the number of trajectories estimated by the optimized version is substantially reduced. Moreover, for both versions of the OTV algorithm, the number of trajectories increases reducing the image resolution. Looking at the mean and standard deviation of the estimated velocity, the difference between the two methods is marginal. On the other hand, the impact on the execution time of the functionally optimized OTV-Opt algorithm is dramatic, yielding, at each resolution, a speed-up always around 6. This outcome proves that OTV-Opt is a much faster, yet substantially equally performing strategy to estimate streamflow velocity. Despite this remarkable improvement, which enables to reduce the execution time from more than 2 h to about 22 min at full-resolution and half resolution and from 105 min to about 16 min at quarter resolution, respectively, the running time in each configuration is still too high for most practical applications.

In the top left-hand panel of Figure 6, we can notice that the number of trajectories estimated by the optimized version is substantially reduced. Moreover, for both versions of the OTV algorithm, the number of trajectories increases reducing the image resolution. Figure 7 provides a comparison between the original OTV algorithm and its functionally optimized counterpart OTC-Opt on the three frames 100, 200 and 300 of the sequence acquired on the Brenta river. From the images, we can notice a reduced number of trajectories but a similar outcome in the same regions.

In order to further validate the settings of the OTV-Opt configuration, we compare its performance to OTV on another sequence, of 33 s and 1920 \( \times \) 1080 resolution, acquired on the Tevere river in Italy. Figure 8 reports the outcome of this analysis. Therein, we can notice that the same set of parameters selected in the previous experiments yields a very similar trend concerning the number of estimated trajectories. Nonetheless, in this case, the highest value is achieved at the half resolution for both methods. Concerning the estimated streamflow velocity, we can notice minimal differences between OTV and OTV-Opt with fluctuations, encoded by the standard deviation, even smaller than OTV at F and H resolution, while at Q OTV-Opt has higher variability. The execution time, measured on a standard PC equipped with an Intel 7700K at 4.2 GHz, shows a considerable saving by OTV-Opt compared to the original OTV algorithm. Moreover, the same figure shows also the results...
obtained when fine-tuning the OTV-Opt parameters to achieve the optimal trade-off between accuracy and execution time on this very video sequence referred to as OTV-Opt-Tuned. Such tuned parameters allow on the same platform a further notable reduction of the execution times. In addition, the tailoring of the parameters for the Tevere case study allows to get, also for the Q resolution, values of the standard deviation of the velocity that are comparable with those of the original OTV algorithm.

**Figure 7.** Comparison between the original OTV algorithm, on the left, and its optimized counterpart obtained by the functional analysis, on the right, on three frames (100, 200 and 300) of the 20-s sequence acquired on the Brenta river in Italy.

**Figure 8.** Comparison between the original OTV algorithm and its optimized counterpart obtained by the functional analysis at three resolutions on a sequence acquired on the Tevere river. For the optimized version, we report the outcome using the same optimal parameters found for the Brenta video (OTV-Opt) and optimal parameters found for the Tevere river (OTV-Opt-Tuned). (Top-left) Estimated trajectories, (Top-Right) average velocity, (Bottom-Left) standard deviation of velocity, (Bottom-Right) overall execution time on a standard PC (Intel 7700K at 4.2 GHz) without additional optimizations.
In Figure 9, the output trajectories are shown on three frames (100, 200 and 300) of the sequence acquired on the Tevere river. Similar to results for images of the Brenta river, even if a smaller number of trajectories is estimated with OTV-Opt, the algorithms exhibit comparable accuracy in streamflow velocity estimation.

The preliminary evaluation on a standard PC was valuable for setting up the optimization on the Raspberry, to be discussed in the next section. Starting from the evidence that OTV-Opt compares similarly to OTV at a reduced execution time, in the next section, we will analyze the impact of computational optimizations feasible on the power-efficient Raspberry PI 3B.

![Figure 9. Comparison between the original OTV algorithm, on the left, and its optimized counterpart obtained by the functional analysis, on the right, on three frames (100, 200 and 300) of the 33-s sequence acquired on the Tevere river in Italy.](image)

### 7.2. Assessment of Parallel Computation Strategies

In this section, we report the impact of the different optimization schemes previously outlined (with a Raspberry PI 3B) using as baseline the OTV-Opt version outlined before. Moreover, as for the previous functional evaluation, we use the same image sequence of 20 s, acquired at 25 FPS on the Brenta river in Italy, consisting of 500 images at 1430 × 1080 resolution.

From the panel i of Figure 10, despite the functional optimization previously described, we can notice that the baseline OTV-Opt approach requires more than 22 min on the Raspberry PI 3B to process the whole sequence at full resolution F and more than 16 min at the smallest resolution Q. Such execution times are not acceptable in most practical applications and would drain energy for a long time to infer a single velocity estimation.
Figure 10. Execution time in seconds of the OTV-Opt algorithm on the Raspberry Pi 3B at the three resolutions F, H and Q with different optimization strategies: (i) the vanilla baseline OTV-Opt with a single core without further optimizations, (ii) single core with NEON instructions, (iii) single core with the integrated GPU, (iv) using all the four cores with OpenMP, (v) single core with the integrated GPU exploiting NEON instructions, (vi) four cores and the GPU, (vii) using all the four cores with OpenMP exploiting NEON instructions, and finally (viii) combining all optimizations (GPU, NEON and OpenMP).

Observing the impact of NEON instructions, even with a single core as reported in panel ii, we can notice a remarkable speed-up at each resolution: the execution time of OTV-Opt drops at less than 7 min and 4.5 min at F and Q resolution, respectively. On the other hand, the impact of the integrated GPU of the Broadcom Soc (panel iii) on the execution time is not as good as with NEON instructions. The degradation in performance is likely due to data/instruction transfer slowdowns between the SOC and the GPU. In contrast, the impact of multithreading enabled by OpenMP (panel iv) is much better than using GPU, yet smaller as magnitude than that achieved with NEON instructions using a single core.

Panel v shows that the addition of the GPU to the NEON instructions is detrimental at all resolutions, whereas its use along with OpenMP (panel vi) decreases the execution times at full and half resolution, but not for the Q case (see comparison with panel iv).

The most effective optimization consists of deploying both strategies (panel vii: NEON, OpenMP), thus processing the whole 20-s sequence on the Raspberry in 3.11 min at F, less than 2 min at H and 1.24 min at Q resolution. This is a notable speed-up compared to the baseline OTV-Opt of about 7, 10 and 11 at F, H and Q, respectively. Moreover, compared to the original OTV algorithm, the execution time drops from 1340 s (more than 2 h) to 187 s (slightly more than 3 min) at full-resolution with a speed-up more significant than 40. Similar considerations, with different magnitude, apply for the other two resolutions H and Q. As already pointed out, this improvement comes at a small increase in the power consumption and, since the whole processing lasts only a fraction of the time, the overall energy drained for a single measurement is lower. Of course, this would also enable a higher measurement rate if required.

As reported in panel viii of Figure 10, the integrated GPU also deteriorates the performance of the combined NEON+OpenMP solution.
According to our analysis, using all the four cores with NEON instructions, as outlined at the bottom-right of Figure 5, yields the best overall performance at each resolution. Specifically, on the target device, OTV-Opt allows us to achieve almost 20 measurements per hour at the highest resolution and more than 40 at the lowest one with an accuracy comparable to the original OTV algorithm.

Finally, we report for OTV-Opt the execution time measured processing the Tevere sequence with the Raspberry Pi 3B. Using the same optimal parameters found for the Brenta river (OTV-Opt), we measured 620.4, 476.6 and 234.3 s, respectively, at F, H and Q resolutions. Fine-tuning the parameters of OTV-Opt for the Tevere sequence, we measured (OTV-Opt-Tuned), for the same configurations on the same device and with comparable accuracy: 332.8, 112.7, 42.84 s. Thus, the execution time can be further reduced by fine-tuning OTV-Opt for the specific target environment/setup.

8. Experimental Evaluation Summary

In this section, we briefly summarize the outcome of our experimental evaluation aimed at making streamflow monitoring at the very edge with an Optical Tracking Velocimetry (OTV) approach applicable on a low-cost embedded device. First and foremost, we have shown how, through the functional optimization, we can achieve with OTV-Opt substantially the same degree of accuracy of the original OTV algorithm at a small fraction of its execution time. The impact of this strategy can be perceived comparing the charts at the left and in the middle of Figure 11. Then, coupling the functional optimization with the exploitation of data-level and multi-threading parallelism allows OTV-Opt to achieve the same goal at a further reduced execution time. The speed-up ranges from more than 7, at the full resolution, to almost 12, at the quarter resolution, as in the charts in the middle and the right in Figure 11. Nonetheless, it is worth noting that at the lowest resolution, the additional speed-up is sometimes, especially without any fine-tuning, obtained at the cost of slightly higher variance in mean velocity estimation as reported in Figure 8. Compared to the original OTV algorithm, the measured speed-up enabled by the two optimizations proposed in this paper ranges from more than 41 at full resolution to almost 75 at quarter resolution. Such a massive reduction in the execution time not only enables much higher measurement rates but also notably affects the overall power requirements. Indeed, the strategy proposed in this paper enables streamflow velocity monitoring on embedded devices like the Raspberry Pi 3B and, thus, fosters its practical deployment for fully remote image acquisition and processing. To this aim, the OTV and OTV-Opt code are available upon request.

![Figure 11. Execution time in seconds, at the three resolutions (F, H, Q), on the Raspberry Pi 3B. The original OTV algorithm [25] (Left), the optimized counterpart OTV-Opt obtained through the functional optimization (Middle), OTV-Opt exploiting the parallel computing capabilities of the target device (Right).](image-url)
9. Conclusions

Nonintrusive monitoring of streamflow velocity is of paramount importance in several applications, and image-based approaches have proved successful alternatives to traditional measurement approaches. However, state-of-the-art systems have severe constraints regarding computational and energy requirements, and mandate offload processing and high-speed internet connections in the monitored environments, often located in remote places. We propose to achieve fully remote in situ streamflow velocity measurement by deploying a low-power and low-cost embedded OTV-based system, leveraging its parallel processing capability. A thorough evaluation confirms that our optimization strategies provide significant reduction of execution time and, most importantly, negligible differences with the original not-optimized algorithms in terms of average and standard deviation velocity. These results suggest that gauge-cam can directly process the image stream in situ paving the way its capillary diffusion. In turn, it will make available a large amount of case studies fostering further gauge-cam validation and uncertainty analysis in a variety of hydrological settings. We acknowledge that the results are dependent on the specific case studies and that the noise affecting real-world recordings may influence the performances and also the optimised parameters. The comparison of the two case studies in fact highlights that different sets of parameters provide the best results for the Brenta and for the Tevere rivers. However, gauge-cam are expected to be permanent installations in river cross-sections so a training period would allow to calibrate such parameters. Future research will allow to verify the parameter variability on more case studies and to design, if necessary, appropriate training procedures.
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