In this paper, a new method is proposed to expand the family of lifetime distributions. The suggested method is named as Khalil new generalized family (KNGF) of distributions. A special submodel, termed as Khalil new generalized Pareto (KNGP) distribution, is investigated from the family with one shape and two scale parameters. A number of mathematical properties of the submodel have been derived including moments, moment-generating function, quantile function, entropy measures, order statistics, mean residual life function, and maximum likelihood method for the estimation of parameters. The proposed distribution is very flexible in its nature covering several hazard rate shapes (symmetric and asymmetric). To examine the performance of the maximum likelihood estimates in terms of their bias and mean squared error using simulated samples, a simulation study is carried out. Furthermore, parametric estimation of the model is conferred using the method of maximum likelihood, and the practicality of the proposed family is illustrated with the help of real datasets. Finally, we hope that the new suggested flexible KNGF may produce useful models for fitting monotonic and nonmonotonic data related to survival analysis and reliability analysis.

1. Introduction

A prominent subject in distribution theory is the advancement of novel methods to expand the existing families of lifetime distributions. For modeling data, many distributions have been extensively used and applied in various fields such as actuarial sciences, biological sciences, demography, social sciences, engineering, and medical sciences. A number of lifetime models are available in the literature to analyze the data. However, in many situations, the classical distributions are not suitable for describing and predicting real-world phenomena. Due to this reason, attempts are made to describe new techniques for creating new distributions with the addition of one more parameter to the baseline model. Generally, an extra parameter is included by means of generators, or present distributions are joined to have more flexible models [1].

The justification of these amendments is to take along more flexibility to the conventional models such as to introduce skewness in symmetric distributions, to obtain reliably better fits than other proposed distributions and to create heavy-tailed distributions for modeling varied real datasets, and to obtain flexible models for fitting all types of hazard rate functions [2].
Therefore, several researchers adopted numerous ideas, for example, Azzalini [3] defined skewness in the normal distribution by adding a skewness parameter \( \lambda \in \mathbb{R} \) as follows:

\[
f_{X \lambda}(x; \lambda) = 2r(x)R(\lambda x), \quad x \in \mathbb{R},
\]

where \( r(x) \) and \( R(x) \) are the probability density function (PDF) and cumulative distribution function (CDF) of the standard normal distribution. Its shape can be positively or negatively skewed depending on the values of \( \lambda \), and for \( \lambda = 0 \), it becomes standard normal. Mudholkar and Srivastava [4] presented the idea of exponentiated family by taking an extra parameter in the power of the CDF of an existing distribution. In particular, they derived exponentiated Weibull distribution, which was a more flexible distribution using the expression

\[
F_{Ex}(x) = [F(x)]^\gamma, \quad \gamma > 0.
\]

Furthermore, this idea was adopted by other researchers to obtain different versions of exponentiated distributions including exponentiated Pareto, exponentiated gamma, exponentiated Rayleigh, exponentiated Lomax, exponentiated beta, exponentiated Kumaraswamy, exponentiated Gompertz, exponentiated Lindley, and exponentiated half-normal distribution.

Marshall and Olkin [5] proposed a procedure of adding a new parameter in present distributions by using the generator

\[
Z(x) = 1 - \frac{\theta \frac{F}{1 - (1 - \theta)F}(x)}{1 - (1 - \theta)F(x)}, \quad \theta > 0.
\]

This generator was initially used to modify exponential and Weibull distributions. Later on, it was used for other well-known distributions as well, for example, Pareto, normal, Lomax, gamma, Lindley, Fréchet, extended Weibull, Rayleigh, beta, and extended generalized Rayleigh.

Eugene et al. [6] suggested the beta-G distributions with the following generator:

\[
G(x) = \int_0^{H(x)} z(y)dz,
\]

where \( H(x) \) is the CDF of the parent distribution and \( z(y) \) is the PDF of the beta distribution. Since its introduction, several distributions have been converted into beta-generated family, for instance, normal, Gumbel, exponential, Fréchet, Weibull, Pareto, modified Weibull, Laplace, Burr XII, generalized Pareto, Cauchy, and extended Weibull.

Jones [7] utilized a random variable beta for introducing a general family of univariate distributions. The new distribution family holds greater flexibility for fitting skewed and symmetric models. Zografos and Balakrishnan [8] presented the idea of gamma-generated distributions based on the proposal of Jones [7]. They used the gamma distribution as the generator and CDF of any random variable as the parent distribution.

\[
F(x) = \int_0^{-\log(1-r(x))} g(z)dz.
\]

Furthermore, for the continuous distributions, Alzaatreh et al. [9] presented the idea of the transformed-transformer family of distributions known as T-X family, where the PDF of some continuous random variable and a function of the CDF instead of the original CDF, satisfying some conditions, were used there in the expression. The generator is given as

\[
G(x) = \int_0^{U(F(x))} \nu(z)dz,
\]

where \( \nu(z) \) is the PDF of any continuous random variable. Particularly, they derived subfamilies which include new Weibull-X family [10], logistic-X family [11], weighted T-X family [12], and modified T-X family [13].

Mahdavi and Kundu [14] proposed a novel idea, known as alpha power (AP) transformation, introducing the additional parameter to the underlying continuous distribution. The AP transformation is represented as

\[
F_{APt}(x) = \begin{cases} 
\frac{\alpha F(x) - 1}{\alpha - 1} & \text{if } \alpha > 0, \alpha \neq 1, \\
F(x) & \text{if } \alpha = 1.
\end{cases}
\]

Specifically, the generator was used for the transformation of the exponential distribution with one parameter into the AP exponential distribution with two parameters. Later on, the generator has been used by many researchers so as to have AP generalized exponential [15], AP Weibull distribution [16], AP transformed Pareto distribution [17], AP transformed inverse Lindley distribution [18], and alpha power exponentiated inverse Rayleigh [19].

Cordeiro et al. [20] derived the Ku–Weibull distribution and discussed its several properties. Later on, Cordeiro and de Castro [21] proposed the Kumaraswamy-G family of distributions, defined as follows:

\[
F(x; a, b, \zeta) = 1 - [1 - G(x; \zeta)]^b, \quad a, b, \zeta > 0, x \in \mathbb{R},
\]

where \( a, b > 0 \) are the shape parameters. Several distributions have been introduced using (8) such as Kumaraswamy transmuted exponentiated additive Weibull [22], Kumaraswamy generalized power Weibull [23], Kumaraswamy flexible Weibull extension [24], and Kumaraswamy exponentiated inverse Rayleigh [25]. Ahmad [26] introduced a new general family of distributions based on the proposal of Shaw and Buckley [27] as

\[
F(x; a, \lambda, \zeta) = (1 + \lambda)W(x; \zeta) - \lambda W(x; \zeta)\alpha, \quad a, \zeta > 0, |\lambda| \leq 1, x \in \mathbb{R}.
\]

Another recent development in the distribution families is the approach of the cubic rank transmuted family, proposed by Granzotto et al. [28] and given by

\[
F(x) = (1 + \lambda_1)G(x) + (\lambda_2 - \lambda_1)G^2(x) - \lambda_2G^3(x), \quad \lambda_1, \lambda_2 \in [-1, 1].
\]

Using the above generator, several distributions have been introduced, for example, cubic transmuted exponential [29], cubic transmuted Pareto [30], and cubic transmuted Weibull [31].
Hence, for providing a better fit to the data, it is a common practice to amend the classical probability models so as to model the monotonic and nonmonotonic hazard functions. One such amendment is to produce a generator and use it on existing models to develop new probability classes. The aim behind the development of these generators is to eliminate some of the difficulties found in the present probability models. For this purpose, a new method is proposed in this manuscript, termed as Khalil new generalized family (KNGF) of distributions. The advised model in comparison with the existing probability distributions available in the literature will increase the flexibility as well as produce a better fit and will also be able to model the monotonic and nonmonotonic hazard rate function.

2. The Khalil New Generalized Family (KNGF)

In this section, we propose a new method for deriving new continuous probability distributions, termed as Khalil new generalized family (KNGF).

Let a random variable $X$ follow Weibull distribution with the CDF as $(1 - \exp(-ax^\beta))$ having $a$ and $\beta$ as the scale and shape parameters, respectively. Now, replacing $x = F(x)$ in the Weibull density, we have $(1 - \exp(\alpha F(x)^\beta))$. Henceforth, the CDF of the KNGF is defined as

$$G(x; \alpha, \beta, \xi) = \frac{\exp(-\alpha (F(x; \xi)^\beta) - 1}{\exp(-\alpha)}, \quad \alpha, \beta > 0, x > \mathbb{R},$$

where $F(x; \xi)$ is the considered baseline cumulative distribution function of the baseline model. The probability density function, survival function, hazard rate function, and reversed hazard rate function of the KNGF with scale and shape parameters $\alpha$ and $\beta$ are, respectively, defined as follows:

$$g(x; \alpha, \beta, \xi) = \frac{\alpha \beta \exp(-\alpha F(x; \xi)^\beta) [F(x; \xi)^\beta - 1]}{[\exp(-\alpha) - 1]}, \quad \alpha, \beta > 0, x > \mathbb{R},$$

$$S(x; \alpha, \beta, \xi) = \frac{\exp(-\alpha (F(x; \xi)^\beta) - \exp(-\alpha)}{[\exp(-\alpha) - 1]}, \quad x > \mathbb{R},$$

$$h(x; \alpha, \beta, \xi) = \frac{\alpha \beta \exp(-\alpha F(x; \xi)^\beta) [F(x; \xi)^\beta - 1]}{[\exp(-\alpha) - 1]}, \quad x > \mathbb{R},$$

$$r(x; \alpha, \beta, \xi) = \frac{\alpha \beta \exp(-\alpha F(x; \xi)^\beta) [F(x; \xi)^\beta - 1]}{[\exp(-\alpha) - 1]}, \quad x > \mathbb{R}.$$ (12)

Therefore, a random variable $x$ following PDF (12) is defined as the Khalil new generalized family of distributions, denoted as $X \sim \text{KNGF}(x; \alpha, \beta, \xi)$, where $\alpha, \beta$ are the scale and shape parameters and $\xi$ is the parameter of the baseline model.

This paper is classified as follows: Section 3 consists of considering a special submodel, i.e., basic Pareto distribution, from the proposed family of distributions, and various statistical properties of the submodel are derived. Section 4 comprises estimating the parameters using the maximum likelihood method. To demonstrate the practicality of the suggested model, simulations and real-life datasets have been used in Section 5. Section 6 finally concludes the paper.

3. The Khalil New Generalized Pareto (KNGP) Distribution

Specifically, in this segment, we consider a submodel of the KNG family of distributions, termed as Khalil new generalized Pareto (KNGP) distribution, using the basic Pareto distribution [32] as a baseline model. The cumulative distribution function of the basic Pareto distribution is

$$F(x; \lambda) = (1 - x^{-\lambda}), \quad x \geq 1, \lambda > 0,$$ (13)

and its PDF is

$$f(x; \lambda) = \frac{\lambda}{x^{\lambda+1}}, \quad x \geq 1, \lambda > 0.$$ (14)

Then, a random variable $X$ following the KNGP distribution is denoted as $X \sim \text{KNGP}(x; \alpha, \beta, \lambda)$ with probability density function, cumulative distribution function, and reliability and hazard rate functions given in the following:

$$G(x; \alpha, \beta, \lambda) = \frac{e^{-a(1-x^{-\lambda})^\beta} - 1}{(e^{-a} - 1)}, \quad x \geq 1, \lambda > 0, a > 0, \beta > 0.$$ (15)

Probability density function is

$$g(x; \alpha, \lambda, \beta) = \frac{\alpha \lambda \beta x^{-\lambda-1}(1 - x^{-\lambda})^\beta - 1}{(e^{-a} - 1)}, \quad x \geq 1, \lambda > 0, a > 0, \beta > 0,$$ (16)

$$R(x; \alpha, \lambda, \beta) = \frac{e^{-a} - e^{-a(1-x^{-\lambda})^\beta}}{(e^{-a} - 1)},$$ (17)
Figures 1 and 2 illustrate the plots of the density function and cumulative distribution function with scale and shape parameters \( \alpha, \beta \) and scale parameter \( \lambda \) of the KNGP distribution, respectively. The density function varies significantly and changes with respect to scale and shape parameters (\( \alpha \) and \( \beta \)). Keeping the scale parameter fixed \( \lambda \), the PDF becomes more and more symmetric with increasing scale and shape parameter values (Figure 1). Similarly, Figure 3 demonstrates the hazard rate patterns of the proposed model. The hazard function is nonincreasing for \( \alpha \) and scale parameter values (Figure 1). As the shape parameter values increase, the hazard function first increases and then decreases gradually (nonmonotonic).

3.1. Statistical Properties. The statistical properties of the KNGP distribution are given in the following sections.

3.1.1. Moments. If a random variable \( X \) has the KNGP distribution, then the \( r^{th} \) moment of the KNGP distribution, say \( \mu_r \), takes the following form:

\[
\mu_r = \frac{a \alpha \lambda e^\alpha}{(e^\alpha - 1)} \sum_{i=0}^{\infty} \frac{(-\alpha)^i}{i!} \sum_{l=0}^{\infty} \left( \frac{\lambda}{l} \right)^{l+1} \frac{1}{(\lambda + \lambda l - r)}.
\]

**Proof.** By definition,

\[
\mu_r = E(x^r) = \int_0^\infty x^r g(x; \alpha, \beta, \lambda) dx,
\]

\[
\mu_r = E(x^r) = \int_1^\infty x^r \frac{a \alpha \beta x^{\lambda-1}(1-x^{-\lambda})^{\beta-1} e^{-a(1-x^{-\lambda})}}{(e^\alpha - 1)} dx,
\]

\[
\mu_r = \frac{a \alpha \beta}{(e^\alpha - 1)} \int_1^\infty x^{(r-\lambda-1)} \left( 1 - x^{-\lambda} \right)^{\beta-1} \exp \left[ -a(1-x^{-\lambda})^\beta \right] dx.
\]

Using the exponent series \( e^x = \sum_{m=0}^{\infty} (x^m/m!) \),

\[
\mu_r = \frac{a \alpha \beta}{(e^\alpha - 1)} \int_1^\infty x^{(r-\lambda-1)} \left( 1 - x^{-\lambda} \right)^{\beta-1} \sum_{i=0}^{\infty} \frac{(-a(1-x^{-\lambda})^\beta)^i}{i!} dx,
\]

\[
\mu_r = \frac{a \alpha \beta}{(e^\alpha - 1)} \sum_{i=0}^{\infty} \frac{(-\alpha)^i}{i!} \int_1^\infty x^{(r-\lambda-1)} \left( 1 - x^{-\lambda} \right)^{\beta+i-1} dx.
\]

For \( r = 1 \), we can have the mean of the KNGP distribution given by

\[
\mu_1 = \frac{a \alpha \lambda e^\alpha}{(e^\alpha - 1)} \sum_{i=0}^{\infty} \frac{(-\alpha)^i}{i!} \int_1^\infty x^{(r-\lambda-1)} \left( \frac{\lambda}{l} \right)^l \frac{1}{(\lambda + \lambda l - r)} dx.
\]

\[
\mu_2 = \frac{a \alpha \lambda e^\alpha}{(e^\alpha - 1)} \sum_{i=0}^{\infty} \frac{(-\alpha)^i}{i!} \sum_{l=0}^{\infty} \left( \frac{\lambda}{l} \right)^{l+1} \frac{1}{(\lambda + \lambda l - r)} dx.
\]

\[
\mu_3 = \frac{a \alpha \lambda e^\alpha}{(e^\alpha - 1)} \sum_{i=0}^{\infty} \frac{(-\alpha)^i}{i!} \sum_{l=0}^{\infty} \left( \frac{\lambda}{l} \right)^{l+2} \frac{1}{(\lambda + \lambda l - r)} dx.
\]

For \( r = 1 \), we can have the mean of the KNGP distribution given by

\[
\mu_1 = \frac{a \alpha \lambda e^\alpha}{(e^\alpha - 1)} \sum_{i=0}^{\infty} \frac{(-\alpha)^i}{i!} \int_1^\infty x^{(r-\lambda-1)} \left( \frac{\lambda}{l} \right)^l \frac{1}{(\lambda + \lambda l - r)} dx.
\]
\[ f(x) = \frac{\alpha \beta \lambda}{(e^{-\alpha} - 1)} \sum_{i=0}^{\infty} \frac{(-\alpha)^i}{i!} \sum_{l=0}^{\infty} (-1)^l \left( \frac{\beta + \beta l - 1}{l!(\lambda + \lambda l - 1)} \right) e^{-\alpha x} (x^l x^l) \]

\[ G(x) = \frac{1}{(\lambda^\infty)} \sum_{i=0}^{\infty} \frac{(-\alpha)^i}{i!} \sum_{l=0}^{\infty} (-1)^l \left( \frac{\beta + \beta l - 1}{l!(\lambda + \lambda l - 1)} \right) e^{-\alpha x} (x^l x^l) \]

\[ h(x) = \frac{\alpha \beta \lambda}{(e^{-\alpha} - 1)} \sum_{i=0}^{\infty} \frac{(-\alpha)^i}{i!} \sum_{l=0}^{\infty} (-1)^l \left( \frac{\beta + \beta l - 1}{l!(\lambda + \lambda l - 1)} \right) e^{-\alpha x} (x^l x^l) \]

3.1.2. Moment-Generating Function (MGF). If a random variable \( X \) has KNGP \((x; \alpha, \beta, \lambda)\), then the MGF of \( X \) is acquired using

\[ M_X(t) = E(e^{tx}) = \int_0^\infty e^{tx} g(x; \alpha, \beta, \lambda) dx \]
The Taylor series yields the following simplified expression:

$$M_x(t) = \sum_{r=0}^{\infty} \frac{t^r}{r!} E(x^r).$$  \hspace{1cm} (25)$$

Using equation (19) in (25), we get

$$M_x(t) = \sum_{r=0}^{\infty} \frac{t^r}{r!} \sum_{i=0}^{\infty} (-1)^i \left( \frac{\beta + \beta i - 1}{\lambda + \lambda i - r} \right).$$  \hspace{1cm} (26)$$

3.1.3. Entropy Measures. A very important measure in the reliability analysis is the measure of entropy. It is used to measure the amount of variation and uncertainty in the dataset. If the value of entropy is small, it indicates less uncertainty in the data. Hence, for measuring the amount of uncertainty of a random variable $x$ following the KNGP distribution, Renyi [33] and Havrada and Charvát [34] entropies are considered. The entropies are as follows:

$$RE_x = \frac{1}{(\rho - 1)} \log \left[ \frac{(\alpha \beta \lambda)^\rho}{(\exp(-\alpha) - 1)^\rho} \sum_{i=0}^{\infty} (-a)^i \sum_{l=0}^{\infty} (-1)^i \left( \frac{\rho (\beta - 1) + \beta i}{\lambda + \lambda i - r} \right) \frac{1}{(\rho + l)\lambda + \rho - 1} \right].$$  \hspace{1cm} (27)$$

$$H_x(q) = \frac{1}{q - 1} \left[ 1 - \frac{q(\beta - 1) + \beta i}{(q + l)\lambda + q - 1} \right].$$  \hspace{1cm} (28)$$

Proof. By definition, Reny entropy and $q$-entropy are

$$RE_x(\rho) = \frac{1}{\rho - 1} \log \left\{ \int_{-\infty}^{\infty} f^\rho(x) \right\},$$

$$H_x(q) = \frac{1}{q - 1} \left[ 1 - \int_{-\infty}^{\infty} f^q(x) \right].$$

The Reny entropy of the KNGP distribution, for $\rho > 1$, is as follows:

$$RE_x(\rho) = \frac{1}{\rho - 1} \log \left[ \int_{1}^{\infty} \left[ \frac{\alpha \lambda \beta x^{-\lambda-1} (1 - x^{-\lambda})^{\beta-1} e^{-a(1-x^{-\lambda})}}{(e^{-\alpha} - 1)} \right]^\rho dx \right]$$

$$= \frac{1}{(\rho - 1)} \log \left[ \frac{(\alpha \beta \lambda)^\rho}{(e^{-\alpha} - 1)^\rho} \int_{1}^{\infty} x^{-\rho(l+1)(1 - x^{-\lambda})^\rho(\beta-1)} e^{-a(1-x^{-\lambda})} dx \right]$$

$$= \frac{1}{(\rho - 1)} \log \left[ \frac{(\alpha \beta \lambda)^\rho}{(e^{-\alpha} - 1)^\rho} \int_{1}^{\infty} x^{-\rho(l+1)(1 - x^{-\lambda})^\rho(\beta-1)} \sum_{i=0}^{\infty} (-a)^i \frac{1}{i!} \left( \frac{1 - x^{-\lambda}}{l} \right)^i \right]$$

$$= \frac{1}{(\rho - 1)} \log \left[ \frac{(\alpha \beta \lambda)^\rho}{(e^{-\alpha} - 1)^\rho} \sum_{i=0}^{\infty} \frac{(-a)^i}{i!} \int_{1}^{\infty} x^{-\rho(l+1)(1 - x^{-\lambda})^\rho(\beta-1)} (1 - x^{-\lambda})^i dx \right].$$  \hspace{1cm} (29)$$

Use the binomial expansion $(1 - x)^i = \sum_{l=0}^{\infty} (-1)^l \binom{b}{l} x^l$ in the above expression to have
\[
\begin{align*}
\frac{1}{(\rho - 1)} \log & \left[ \frac{(a\beta\lambda)^\rho}{(\exp(-\alpha) - 1)^\rho} \sum_{i=0}^{\infty} \frac{(-aq)^i}{i!} \sum_{l=0}^{\infty} (-1)^l \binom{\rho(\beta - 1) + \beta i}{l} x^{-\rho(l+1)} dx \right] \\
= & \frac{1}{(\rho - 1)} \log \left[ \frac{(a\beta\lambda)^\rho}{(\exp(-\alpha) - 1)^\rho} \sum_{i=0}^{\infty} \frac{(-aq)^i}{i!} \sum_{l=0}^{\infty} (-1)^l \binom{\rho(\beta - 1) + \beta i}{l} x^{-\rho(l+1)} dx \right].
\end{align*}
\]  

(30)

On simplification of the above integrals, the Renyi entropy yields the following result:

\[
\text{RE}_x = \frac{1}{(\rho - 1)} \log \left[ \frac{(a\beta\lambda)^\rho}{(\exp(-\alpha) - 1)^\rho} \sum_{i=0}^{\infty} \frac{(-aq)^i}{i!} \sum_{l=0}^{\infty} (-1)^l \binom{\rho(\beta - 1) + \beta i}{l} x^{-\rho(l+1)} dx \right].
\]  

(31)

Consider the integral

\[
\int_0^\infty f^q(x) = \int_1^\infty \left[ \frac{a\beta\lambda x^{-\lambda-1} (1-x^{-\lambda})^{\beta-1} e^{-\alpha(1-x^{-\lambda})}}{(\exp(-\alpha) - 1)^\rho} \right]^q dx
\]

\[
= \frac{(a\beta\lambda)^q}{(\exp(-\alpha) - 1)^\rho} \sum_{i=0}^{\infty} \frac{(-aq)^i}{i!} \sum_{l=0}^{\infty} (-1)^l \binom{q(\beta - 1) + \beta i}{l} \frac{1}{(q+l)\lambda + q - 1}
\]

(33)

Substituting the result of the above integral in \( H_x(q) \), it reduces to

\[
H_x(q) = \frac{1}{q - 1} \left\{ 1 - \frac{(a\beta\lambda)^q}{(\exp(-\alpha) - 1)^\rho} \sum_{i=0}^{\infty} \frac{(-aq)^i}{i!} \sum_{l=0}^{\infty} (-1)^l \binom{q(\beta - 1) + \beta i}{l} \frac{1}{(q+l)\lambda + q - 1} \right\}.
\]  

(34)

3.1.4. Mean Residual Function. The mean residual function of KNGP is defined by
\[ \mu(t) = \frac{1}{P(X > t)} \int_t^\infty P(X > x) \, dx, \quad t \geq 0, \]

and solving the integral in (35) for the KNGP model,

\[ \int_t^\infty x f(x) \, dx = \frac{a \beta \lambda}{(\exp(-\alpha) - 1)} \int_t^\infty x x^{-\lambda} (1 - x^{-\lambda})^{\beta - 1} e^{-a (1 - x^{-\lambda})^\beta} \, dx \]

\[ \int_t^\infty x f(x) \, dx = \frac{a \beta \lambda}{(\exp(-\alpha) - 1)} \int_t^\infty x^{-\lambda} (1 - x^{-\lambda})^{\beta - 1} e^{-a (1 - x^{-\lambda})^\beta} \, dx \]

\[ \int_t^\infty x f(x) \, dx = \frac{a \beta \lambda}{(\exp(-\alpha) - 1)} \sum_{l=0}^\infty \frac{(-\alpha)^l}{l!} \int_t^\infty x^{-\lambda} (1 - x^{-\lambda})^{\beta - 1} \, dx \]

\[ \int_t^\infty x f(x) \, dx = \frac{a \beta \lambda}{(\exp(-\alpha) - 1)} \sum_{l=0}^\infty \frac{(-\alpha)^l}{l!} \int_0^t x^{-\lambda} (1 - x^{-\lambda})^{\beta - 1} \, dx \]

Substituting the above result of the integral in (35), we get

\[ \mu(t) = \frac{1}{(e^{-a (1 + x^{-\lambda})^\beta} - e^{-a}) (e^{-a} - 1)} \left( \frac{a \beta \lambda}{(e^{-a} - 1)} \sum_{l=0}^\infty \frac{(-\alpha)^l}{l!} \sum_{l=0}^\infty (-1)^l (\beta + \beta l - 1) \frac{1}{(\lambda + \lambda l - 1)} \right) t^{-\lambda - \lambda l - 1} - t, \quad t \geq 0. \]

The mean residual life function is thus obtained as follows:

\[ \mu(t) = \frac{1}{(e^{-a (1 + x^{-\lambda})^\beta} - e^{-a}) (e^{-a} - 1)} \left( \frac{a \beta \lambda}{(e^{-a} - 1)} \sum_{l=0}^\infty \frac{(-\alpha)^l}{l!} \sum_{l=0}^\infty (-1)^l (\beta + \beta l - 1) \frac{1}{(\lambda + \lambda l - 1)} \right) t^{-\lambda - \lambda l - 1} - t, \quad t \geq 0. \]
3.1.5. Quantile Function. Let $X$ follow the KNGP distribution with the PDF given in (15). Then, the quantile function of $X$, denoted by $Q(u)$, is as follows:

$$X = Q(u) = G^{-1}(u),$$

where $u$ follows the uniform distribution over the interval $[0, 1]$. When $u$ is replaced by $q$, the median, 1st quantile, and 3rd quartile can be obtained from (39) by simply substituting $q = 0.5, 0.25,$ and $0.75$, respectively.

$$Q = 1 - \left[ \frac{\log(1 - e^{-a})}{\alpha} \right]^{1/(1/\lambda)} (1/((1 - e^{-a})) - q)^{-1/(1/\lambda)}.$$

3.1.6. Order Statistics. Let a random sample $X$ of size $k$ from the KNGP distribution have the corresponding order statistics denoted by $X_{1, k} < X_{2, k} < X_{3, k} < \cdots < X_{k, k}$. Then, the PDF of the $r^{th}$ order statistics is given by

$$g_{r, k}(x) = \frac{k!}{(r-1)! (k-r)!} \sum_{m=0}^{k-r} (-1)^m \binom{k-r}{m} \left[ \frac{\alpha \beta x^{-\lambda-1} (1 - x^{-\lambda})^{\beta-1} e^{-a (1-x^{-\lambda})^\beta}}{(e^{-a} - 1)} \right]^{m+r-1} x^{-r-1} \left[ \frac{\exp(-\alpha x)}{1-\exp(-\alpha)} \right]^{1+r-m}.$$

Using equations (15) and (16) in (40), we have

$$g_{r, k}(x) = \frac{k!}{(r-1)! (k-r)!} \sum_{m=0}^{k-r} (-1)^m \binom{k-r}{m} \left[ \frac{\alpha \beta x^{-\lambda-1} (1 - x^{-\lambda})^{\beta-1} e^{-a (1-x^{-\lambda})^\beta}}{(e^{-a} - 1)} \right]^{m+r-1} x^{-r-1} \left[ \frac{\exp(-\alpha x)}{1-\exp(-\alpha)} \right]^{1+r-m}.$$

4. Parameter Estimation of the KNGP Distribution

The subsequent section presents the parametric estimation of the KNGP distribution using the maximum likelihood method.

4.1. Maximum Likelihood Estimation. Consider a random sample $X = (X_1, X_2, \ldots, X_n)$ from the KNGP $(\alpha, \beta, \lambda)$ distribution. Then, its likelihood function is

$$l(x; \alpha, \beta, \lambda) = \prod_{i=1}^{n} \frac{\alpha \beta x^{-\lambda-1} (1 - x^{-\lambda})^{\beta-1} e^{-a (1-x^{-\lambda})^\beta}}{(e^{-a} - 1)}.$$

The log-likelihood function of the KNGP distribution is obtained by taking the logarithm on both sides of (42) as follows:

$$\log l(x; \alpha, \beta, \lambda) = \sum_{i=1}^{n} \log \alpha + \sum_{i=1}^{n} \log \beta + \sum_{i=1}^{n} \log \lambda - \frac{n}{\alpha} (1-x_i^{-\lambda})^\beta + (\beta-1) \sum_{i=1}^{n} \log(1-x_i^{-\lambda})$$

For the MLE of unknown parameters of the distribution, the above nonlinear equation is simplified by taking its derivative w.r.t $\alpha, \beta$, and $\lambda$, respectively, and setting $(\log l(x; \alpha, \beta, \lambda)/\partial \alpha) = 0$, $(\log l(x; \alpha, \beta, \lambda)/\partial \beta) = 0$, and $(\log l(x; \alpha, \beta, \lambda)/\partial \lambda) = 0$. The normal equations are as follows:
\[
\frac{\partial \log I(x; \alpha, \beta, \lambda)}{\partial \alpha} = \frac{n}{\alpha} - \sum_{i=1}^{n} (1 - x_i^{-\lambda}) - \sum_{i=1}^{n} e^{-\alpha x_i^{-\lambda}} \frac{\partial \log I(x; \alpha, \beta, \lambda)}{\partial \beta} = \frac{n}{\beta} - \alpha \sum_{i=1}^{n} (1 - x_i^{-\lambda}) \beta \log(1 - x_i^{-\lambda}) \\
+ \sum_{i=1}^{n} \log(1 - x_i^{-\lambda}) \frac{\partial \log I(x; \alpha, \beta, \lambda)}{\partial \lambda}
\]

The asymptotic confidence interval can be derived for the unknown parameters \(\alpha, \beta, \) and \(\lambda\) with the assumption that the MLEs \((\hat{\alpha}, \hat{\beta}, \hat{\lambda})\) of these parameters are approximately normal with mean \((\alpha, \beta, \lambda)\) and inverse Fisher information observed covariance matrix \((FI^{-1})\), defined as

\[
FI^{-1} = \begin{pmatrix}
\frac{\partial^2 \log I}{\partial \alpha^2} & \frac{\partial^2 \log I}{\partial \alpha \partial \beta} & \frac{\partial^2 \log I}{\partial \alpha \partial \lambda} \\
\frac{\partial^2 \log I}{\partial \alpha \partial \beta} & \frac{\partial^2 \log I}{\partial \beta^2} & \frac{\partial^2 \log I}{\partial \beta \partial \lambda} \\
\frac{\partial^2 \log I}{\partial \alpha \partial \lambda} & \frac{\partial^2 \log I}{\partial \beta \partial \lambda} & \frac{\partial^2 \log I}{\partial \lambda^2}
\end{pmatrix}
\]

\[
FI = \begin{bmatrix}
\text{var}(\hat{\alpha}) & \text{cov}(\hat{\alpha}, \hat{\beta}) & \text{cov}(\hat{\alpha}, \hat{\lambda}) \\
\text{cov}(\hat{\alpha}, \hat{\beta}) & \text{var}(\hat{\beta}) & \text{cov}(\hat{\lambda}, \hat{\beta}) \\
\text{cov}(\hat{\alpha}, \hat{\lambda}) & \text{cov}(\hat{\lambda}, \hat{\beta}) & \text{var}(\hat{\lambda})
\end{bmatrix}
\]

Hence, the asymptotic confidence intervals \((1 - \xi)100\%\) for the parameters can be obtained as

\[
\hat{\alpha} \pm Z_{(1/2)} \sqrt{\text{var}(\hat{\alpha})}, \\
\hat{\lambda} \pm Z_{(1/2)} \sqrt{\text{var}(\hat{\lambda})}, \\
\hat{\beta} \pm Z_{(1/2)} \sqrt{\text{var}(\hat{\beta})}
\]

where \(Z_{(1/2)}\) is the upper \((\xi/2)\)th percentile of the standard normal distribution.

5. Applications

Simulation study and real datasets are used in this section to show the practicality of the suggested KNGP model.

5.1. Simulations. In order to carry out a simulation study for studying the behavior of the MLEs, 1000 samples are generated from the KNGP distribution with various sets of parameter values, i.e., \((\alpha = 2, \beta = 2, \lambda = 2), (\alpha = 3, \beta = 4, \lambda = 5), (\alpha = 3, \beta = 5, \lambda = 6), (\alpha = 5, \beta = 7, \lambda = 2),\) using the Monte Carlo simulation method. Various sample sizes \((n = 50, 100, 500, \text{and 1000})\) have been considered. The average estimates of the parameters, mean square errors, and biases are reported in Table 1. It can be observed from the results presented in Table 1 that, as the sample size increases \((i.e., n > 100),\) the estimated values of the parameters get quite closer to the assumed parameter values hence proving the property of consistency.

5.2. Real Data Application. The performance of the new model is investigated using three real datasets. Different submodels of Pareto distribution are considered for comparison such as Pareto (P) [35], basic Pareto (BP) [32], generalized Pareto (GP) [36], alpha power Pareto (APP) [37], and exponentiated generalized Pareto (EGP) [38]. Dataset I is considered from [39], which describes the times among air conditioning equipment consecutive failures in a Boeing 720 airplane, dataset II is taken from [40] representing a random sample of average daily wind speed data collected in 2015 from meteorological Turkish services, and dataset III is taken from Bader and Hriest [41] which describes the strength measured in GPa for 1000 carbon fiber microcomposite specimens.

5.2.1. Dataset I (Failures of Air Conditioning Equipment Data). 74, 57, 48, 29, 502, 12, 70, 21, 29, 386, 59, 27, 153, 26, 326.

5.2.2. Dataset II (Average Daily Wind Speed Data). 2.8, 1.8, 3.2, 5.0, 2.4, 4.8, 2.9, 2.9, 2.3, 2.3, 2.3, 2.0, 1.9, 3.3, 3.4, 6.7, 4.3, 1.9, 2.2, 3.3, 2.1, 4.0, 2.0, 3.1, 3.8, 3.1, 3.2, 3.4, 2.8, 2.1, 3.1.
### Table 1: Parameter estimates, MSEs, and biases.

| Parameter | $\alpha = 2$ | $\beta = 2$ | $\lambda = 2$ | $\alpha = 3$ | $\beta = 4$ | $\lambda = 5$ | $\lambda = 6$ | $\alpha = 5$ | $\beta = 7$ | $\lambda = 2$ |
|-----------|--------------|--------------|---------------|--------------|--------------|---------------|---------------|--------------|--------------|---------------|
| $N$       | 50           | 100          | 500           | 50           | 100          | 500           | 500           | 50           | 100          | 500           |
| $\hat{\alpha}$ | 1.8313       | 2.2109       | 2.4666        | 2.1597       | 2.2010       | 2.7346        | 2.8663        | 1.7599       | 2.1047       | 2.7731        |
| $\hat{\beta}$ | 1.9424       | 1.9674       | 1.9495        | 4.3702       | 4.0996       | 4.0784        | 4.0381        | 5.6261       | 5.5440       | 5.2123        |
| $\hat{\lambda}$ | 2.296        | 2.128        | 1.897         | 6.654        | 6.158        | 7.504         | 6.501         | 8.274        | 7.504        | 5.2123        |
| MSE ($\hat{\alpha}$) | 12.6804      | 5.4230       | 2.4996        | 19.3275      | 8.4937       | 6.0997        | 1.6808        | 15.6080      | 7.504        | 5.2123        |
| MSE ($\hat{\beta}$) | 0.2263       | 0.0759       | 0.018613      | 2.1949       | 0.8822       | 2.3138        | 0.4410        | 0.0258       | 8.6038       | 0.0787        |
| MSE ($\hat{\lambda}$) | 0.9513       | 0.5266       | 0.2793        | 9.3930       | 6.1319       | 8.6038        | 2.0706        | 1.1940       | 8.6038       | 0.0878        |
| Bias ($\hat{\alpha}$) | -0.1868      | 0.2109       | 0.0505        | -0.8403      | -0.7989      | -0.89527      | -0.2268       | -0.1336      | 0.54396      | 0.2123        |
| Bias ($\hat{\beta}$) | -0.0575      | -0.0326      | -0.01033      | 0.37028      | 0.07847      | 0.39927       | 0.2123        | 0.03812      | 0.5012       | 0.2345        |
| Bias ($\hat{\lambda}$) | 0.2961       | 0.1276       | 0.02456       | 1.6536       | 1.1583       | 1.5035       | 0.5012        | 0.2345       | 0.3619       | 0.13318       |

### Table 2: MLEs, K–S, and $P$ values for dataset I.

| Model | MLEs of the parameters | K–S | $P$ values |
|-------|------------------------|-----|------------|
| $P(\lambda)$ | 0.7406, 24.6047 | 0.30016 | 0.134 |
| GP ($\xi, \sigma$) | 26.64035, 1.03990 | 0.37103 | 0.03217 |
| APP ($\alpha, \lambda$) | 33.4212338, 0.4740932 | 0.3526 | 0.04798 |
| EGP ($\alpha, \beta, \lambda, k$) | 13.38386, 54.84458 | 0.26876 | 0.2287 |
| KNGP ($\alpha, \beta, \lambda$) | $-8.88996, 6.63490, 1.103556$ | 0.13836 | 0.9363 |

### Table 3: AIC, BIC, CAIC, HQIC, and $-\mathcal{D}$ for dataset I.

| Models | AIC | CAIC | BIC | HQIC | $-\mathcal{D}$ |
|--------|-----|------|-----|------|---------------|
| $P(\lambda)$ | 181.4509 | 182.4509 | 182.867 | 181.4358 | 88.72545 |
| GP ($\xi, \sigma$) | 182.4166 | 183.4166 | 183.8327 | 182.4015 | 89.20828 |
| APP ($\alpha, \lambda$) | 189.179 | 189.179 | 189.5951 | 188.1639 | 92.08948 |
| EGP ($\alpha, \beta, \lambda, k$) | 191.2395 | 192.2395 | 192.6556 | 191.2244 | 93.61976 |
| KNGP ($\alpha, \beta, \lambda$) | 174.5541 | 176.736 | 176.6783 | 174.3315 | 84.27707 |

### Table 4: MLEs, K–S, and $P$ values for dataset II.

| Model | MLEs | K–S | $P$ values |
|-------|------|-----|------------|
| $P(\lambda)$ | 17.712244, 6.23292 | 0.4530 | 5.966e−06 |
| GP ($\xi, \sigma$) | 4.89636, −0.7164 | 0.34732 | 0.00113 |
| APP ($\alpha, \lambda$) | 18.0029, 1.7376 | 0.31941 | 0.00358 |
| EGP ($\alpha, \beta, \lambda, k$) | 24.32379, 0.49715 | 0.20903 | 0.1332 |
| KNGP ($\alpha, \beta, \lambda$) | $-1.55155, 18.9447, 3.71314$ | 0.1225 | 0.7405 |

5.2.3. Dataset III (Carbon Fiber Microcomposite Specimens’ Data). 1.312, 1.314, 1.479, 1.552, 1.700, 1.803, 1.861, 1.865, 1.944, 1.958, 1.966, 1.997, 2.006, 2.021, 2.027, 2.055, 2.063, 2.098, 2.14, 2.179, 2.224, 2.240, 2.253, 2.270, 2.272, 2.274, 2.301, 2.301, 2.359, 2.382, 2.382, 2.426, 2.434, 2.435, 2.478, 2.490, 2.511, 2.514, 2.535, 2.554, 2.566, 2.57, 2.586, 2.629, 2.633, 2.642, 2.648, 2.684, 2.697, 2.726, 2.770, 2.773, 2.800, 2.809, 2.818, 2.821, 2.848, 2.88, 2.954, 3.012, 3.067, 3.084, 3.090, 3.096, 3.128, 3.433, 3.585, 3.585.

Tables 2–4 contain the MLEs, Kolmogorov–Smirnov test results, and $P$ values for the datasets I, II, and III, respectively. The K–S test for the KNGP distribution has the smallest test statistic values in comparison with the competing submodels and is highly insignificant ($P$ value > 0.05) for the three datasets showing better fit. Tables 5–7 display the results of goodness of fit with various selection criteria such as AIC (Akaike’s information criterion), CAIC (corrected Akaike’s information criterion), and BIC (Bayesian information criterion). Moreover, the KNGP distribution has the smallest values of AIC, CAIC, BIC, and HQIC in comparison with BP, P, GP, APP, and EGP for datasets I, II, and III, thus, demonstrating the superiority of the suggested model. Hence, KNGP is performing better on real datasets considered and simulated data as compared to the other variants of the Pareto distribution.

Figures 4–6 illustrate
the fitted empirical and theoretical PDFs and CDFs for datasets I, II, and III, respectively. Furthermore, the P-P and Q-Q plots are presented in Figures 7–9 for datasets I, II, and III. All the figures demonstrate that the KNGP distribution is the best fitted model among all the considered models and support the results in Tables 5–7.

Table 5: AIC, BIC, CAIC, HQIC, and $-\ell$ for dataset II.

| Models         | AIC     | CAIC    | BIC     | HQIC    | $-\ell$ |
|----------------|---------|---------|---------|---------|---------|
| $P(\lambda)$  | 140.6435| 141.0721| 143.5115| 141.5784| 68.32177|
| GP ($\xi, \sigma$) | 119.9596| 120.3882| 122.8276| 120.8945| 57.97979|
| APP ($\alpha, \lambda$) | 115.3202| 115.7488| 118.1882| 116.2551| 55.66012|
| EGP ($\alpha, \beta, \lambda, k$) | 102.186 | 102.6145| 105.0539| 103.1209| 49.09299|
| KNGP ($\alpha, \beta, \lambda$) | 89.03735| 89.92624| 93.33932| 90.43969| 41.51868|

Table 6: MLEs and K–S values for dataset III.

| Model          | MLEs of the parameters | K–S | $P$ values |
|----------------|------------------------|-----|------------|
| $P(\lambda)$  | 27.07219, 11.1986      | 0.44667 | 3e – 13    |
| BP ($\lambda$) | 1.42991                | 0.5075  | 2.2e – 16   |
| APP ($\alpha, \lambda$) | 33.5826, 2.2067 | 0.31951 | 5.486e – 07|
| EGP ($\xi, \sigma$) | $-0.465153, 18.24708$ | 0.23251 | 0.001151   |
| KNGP ($\alpha, \beta, \lambda$) | 15.37064, 9.2195, 1.43617 | 0.10549 | 0.3825     |

Table 7: AIC, BIC, CAIC, HQIC, and $-\ell$ for dataset III.

| Models         | AIC     | CAIC    | BIC     | HQIC    | $-\ell$ |
|----------------|---------|---------|---------|---------|---------|
| $P(\lambda)$  | 292.4767| 292.6457| 297.0848| 294.3149| 144.2383|
| BP ($\lambda$) | 174.5522| 174.6078| 176.8563| 175.4713| 86.27611|
| APP ($\alpha, \lambda$) | 200.0289| 200.1979| 204.637 | 201.8671| 98.01443|
| EGP ($\xi, \sigma$) | 140.7008| 140.8826| 145.169 | 142.4735| 68.35038|
| KNGP ($\alpha, \beta, \lambda$) | 123.1701| 123.5129| 130.0823| 125.9274| 58.58504|
Figure 5: Density and CDF comparison of average daily wind speed.

Figure 6: Density and CDF comparison of carbon fiber strength data.
Figure 7: Q-Q-P-P plot for the failure of air conditioning equipment.

Figure 8: Q-Q-P-P plot for average daily wind speed.
6. Conclusion

A new family of distributions was suggested in this study which was termed as Khalil new generalized family of distributions. For the purpose of applications, Pareto distribution was used as an input model in the KNGF which resulted in a new family of distributions, named as the KNGP distribution. A number of statistical properties of the suggested distribution have been derived for the submodel. A simulation study was performed by generating data from KNGP, and the maximum likelihood estimates of the unknown parameter were obtained. The simulation results showed consistency of the parameter estimates of the KNGP model. The suggested model was also fitted to three real (monotonic and nonmonotonic) datasets to show its usefulness. KNGP provided a satisfactory fit to the datasets in comparison with basic Pareto, Pareto, generalized Pareto, alpha power Pareto, and exponentiated generalized Pareto. Hence, on the basis of findings, it is concluded that the proposed distribution is a more efficient model as compared to other distributions considered here for modeling real-life datasets.
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