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Abstract—The control of traffic signals is fundamental and critical to alleviate traffic congestion in urban areas. However, it is challenging since traffic dynamics are complicated in real-world scenarios. Because of the high complexity of the optimisation problem for modelling the traffic, experimental settings of existing works are often inconsistent. Moreover, it is not trivial to control multiple intersections properly in real complex traffic scenarios due to its vast state and action space. Failing to take intersection topology relations into account also results in inferior solutions. To address these issues, in this work we carefully design our settings and propose a new dataset including both synthetic and real traffic data in more complex scenarios. Additionally, we propose a novel baseline model with strong performance. It is based on deep reinforcement learning with an encoder-decoder structure: an edge-weighted graph convolutional encoder to excavate multi-intersection relations; and an unified structure decoder to jointly model multiple junctions in a comprehensive manner, which significantly reduces the number of the model parameters. By doing so, the proposed model is able to effectively deal with the multi-intersection traffic optimisation problem. Models are trained/tested on both synthetic and real maps and traffic data with the Simulation of Urban Mobility (SUMO) simulator. Experimental results show that the proposed model surpasses multiple competitive methods.
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I. INTRODUCTION

Nowadays, traffic congestion has become a practical but challenging issue in our daily lives. It not only costs a significant amount of driver’s waiting time, but also causes air pollution. To address these issues, expanding road networks is a solution, but it is not always feasible due to various constraints. Developing new intelligent algorithms for traffic control offers an alternative but more economical choice.

Traffic optimisation is an active research area, where many existing works have been proposed for efficient traffic signal control [1], [2], [3], [4]. These works can be roughly classified into two categories: predefined rule-based adaptive methods; learning-based methods such as hill-climbing [2] or deep reinforcement learning (DRL) based methods which attempt to fit the dynamic fluctuation of traffic flows [4]. However, in the aforementioned works, the simulation settings and datasets are usually inconsistent. Additionally, many current works consider traffic dynamics of single or few junctions. These methods show promising results under the simplified situations, but it may not generalise well to real traffic dynamics.

In order to tackle these issues, here we carefully design our settings/data and propose a strong baseline—the Edge-weighted Graph convolutional and unified structural Reinforcement Learning (EGU-RL) model. Our proposed EGU-RL model is able to control large-scale traffic junctions with a unified central agent. It can further take advantage of relations between junctions with edge-weighted graph convolutional networks by taking the spatial and distance information into account. The main contributions of this work are as follows.

• We carefully design our settings and propose a new dataset containing one synthetic map and multiple real maps from the city of Manhattan and Suzhou. Along with these maps, both synthetic and real traffic flows in comprehensive and complex scenarios are provided.

• We introduce a grouped multi-agent reinforcement learning baseline model to group neighbouring intersections, which is able to alleviate the drawbacks of exponentially increased action dimensions.

• We propose a novel and strong baseline model. We introduce a reinforcement-learning model with an edge-weighted graph convolutional encoder and a unified structure decoder to optimise multi-intersection flows, as well as to avoid the challenges caused by the large state/action dimensions. Consequently, the traffic signal control agent is more likely to gain a good understanding of the overall environment dynamics. Moreover, the proposed EGU-RL model contains fewer parameters and is end-to-end trainable. Our experimental results show the effectiveness of our model working in complex multi-interaction scenarios. Performance achieved by the proposed method surpasses multiple comparing methods in most cases.

II. RELATED WORK

Recently, traffic optimisation has been extensively discussed. Traditional methods use fixed rules and detector-based methods to control the traffic lights. Detector-based methods (also referred to as actuated methods) leverage detectors placed underground with predefined rules to control traffic signals. Thus, they have more adaptability when comparing to fixed rule methods. Recently, many learning-based and data-driven approaches, i.e., evolutionary algorithms, have been adopted to effectively adapt traffic dynamics. The combination of learning-based methods and predefined control frameworks are also proposed by researchers, such as the auction-based methods [3], [5]. The work in [2] incorporates an auction-based model with Next-Ascent Stochastic Hill-climbing (NASH) optimisation to control traffic lights.
The control of traffic lights can be modelled as a Markov Decision Process (MDP) [6]. As such, we can exploit reinforcement learning. A reinforcement learning agent takes the observation of current traffic conditions as its states. Following certain policies, the agent decides the next round traffic signals to switch as its actions. Then, corresponding rewards of taking an action will be returned, after which the agent updates its model accordingly. The agent will always try to maximise the accumulated expected reward as much as possible. The aforementioned process forms a closed loop that enables the agent to learn the “correct” action distribution under a particular circumstance. With great progress achieved by deep learning techniques, many reinforcement learning algorithms combined with deep neural networks have been proposed, i.e., Deep-Q-Network [7], Actor-Critic [8] and Proximal Policy optimisation (PPO) [9], [10], leading to significantly improved results. They can generally be categorised into value-based methods and policy-based methods. The application of deep reinforcement learning on traffic optimisation has also been adopted by [4], [11], [12], [13], [14]. Tong et al. [15] presented a preliminary comparison between reinforcement learning approaches and distributed constraint optimisation approaches for traffic signal control.

However, for multi-intersection control, because of the high complexity of modelling this problem, experimental settings are usually different among existing works. Most works simplify the situation to single or few junctions, which is largely different from real situations, rendering these approaches less useful for real-world applications.

Moreover, these methods need to encode vast state and exponentially increased action spaces, leading to an inefficient learning procedure. Some works incorporate multi-agents methods [16], [17], [18], [19], [20] to alleviate this issue. In practice, tuning hyper-parameters of a DRL model is not a trivial work and it is even harder to tune that of a multi-agent model. If without effective communication between agents, a multi-agent system may suffer from unstable training easily and falls into sub-optimal solutions. This has been theoretically proven by research in game theory, among which the prisoner’s dilemma is a typical example. Authors of [21] combined graph convolutional networks with reinforcement learning. The policies of each intersection are learned simultaneously but independently with an individual network per junction. It is worth noting that this work simplifies the environment to six intersections. It remains unclear how sensitive of the results presented in [21] with respect to the large number of parameters, as multiple isolated agents do not have communications to each other. It also increases the risk of overfitting due to its large number of parameters. In [22], a graph attention network was proposed for the traffic optimisation task. Nevertheless, multiple intersections are processed individually and separately, which increases the difficulties of model optimisation process due to the model is updated for every individual traffic signal.

Here, we propose a novel and strong baseline model to exploit relations among junctions by encoding their spatial and distance information with edge-weighted graph convolutional networks. Additionally, we introduce an unified structure decoder to jointly model multiple intersections and avoid the issue of exponentially increased action dimension explosion. The proposed method can not only outperform existing methods, but also significantly reduce the number of parameters.

On the settings aspect, Auction-based methods [3], the work in [5] and [2] attempted to minimise average travel time or total travel time of vehicles. The work in [21] adopts a position matrix to map the locations and the speeds of vehicles within one intersection as the state, the duration change of different phases as its action space and waiting time of vehicles as the model’s reward. In [23], individual vehicle’s position and speed have also been used as the state. However, the reward is defined to minimise the total queue length of incoming lanes. The work in [24] uses the raw images or snapshots of a graphical simulator as the input state. Besides the different state and reward design, experiments only on synthetic data were conducted by most of the existing models. Thus, the settings and data provided by existing works are vastly inconsistent. Towards this end, we carefully design our settings and propose a new dataset which contains one synthetic map and several real maps from the city of Manhattan and Suzhou along with real traffic data.

III. SETTINGS AND DATASET

Traffic light signals consist of multiple phases. The number of traffic light phases is an indicator of how many traffic streams are allowed to occupy the road in one round. For instance, in practice four-phase traffic signals are commonly seen traffic signals for crossroads. The intuitive illustration of a four-phase traffic signal is shown as Fig. 1 (taking right-side driving for example). Phase “1” and “3” represent left-turn of N-S and E-W directions respectively. Phase “2” and “4” stand for straight/right-turn of N-S and E-W directions respectively. In each round, phases are turned from “1” to “4” sequentially to allow different traffic streams to pass the junction without collision.

For one traffic light, each phase controls one or several non-conflicting lanes. In each phase, “green”, “yellow” and “red” signals are flashed orderly for controlled lanes. While the phase of a traffic light is changing, some “red” lanes will be switched to “green”. At the same time, some other lanes are switched from “green” to “red”, during which “yellow” signals are inserted as intermediate phases for warning purpose. The “yellow” signals delay the effect of phase switching that complicates the problem even more.

A. Formulation as a Markov Decision Process

The aforementioned traffic control task can be modelled as a Markov Decision Process (MDP). A typical Markov Decision Process can be described as a four-tuple \((S, A, R, P)\), where \(S\) stands for the set of partially observed states. \(A\) is the set of all possible actions. \(R\) represents the collection of the rewards received by taking certain actions. \(P\) means the transition probability set among different states. The traffic optimisation problem formulation is described in detail subsequently.
accumulative waiting time. Thus, we calculate the total vehicle’s waiting time for lane $j$ as shown in Fig. 1, where

$$\sum_{i} \text{WT} \left( \text{veh}_{i}^{t} \right), \forall \text{veh}_{i}^{t} \in \text{VEH}_{t}$$

where $\text{WT}(\text{veh}_{i}^{t})$ is the function to retrieve vehicles’ accumulative waiting time. Thus, the state at time step $t$ is the concatenation of $S_{num}$ and $S_{wt}$:

$$S_{t} = \{S_{num}, S_{wt}\}$$

In this case, both the number and accumulated time of waiting vehicles are now taken into account. It empowers the model to treat vehicles with different waiting time differently. A typical example of traffic optimisation scenario is shown as Fig. 2.

2) Action Space: As described in the previous section, the number of traffic light phases is an important indicator to show how many traffic streams are allowed to occupy the road. Instead of designing a hard constraint, i.e., phase switch sequence and duration, we set each phases to be selected as actions. In this case, the controller is able to switch between phases freely to maximise the learning ability of models. More concretely, for a four-phase traffic signal controller, its actions space contains four elements which are corresponded to four different phases. If the initial phase is NS-Right-Turn (phase 1 in Fig. 1) and the controller tends to switch to Left Turning (phase 2 in Fig. 1), an action 1 $\rightarrow$ 2 is required.

The one-hot vector is the most commonly adopted encoding method. However, if we would like to control multiple traffic signals with a central agent, one-hot action vector representation is no longer an ideal solution. Because the phase combinations of different traffic lights are required to be encoded into one unified action space to ensure there is no conflicts and ambiguity, which incurs an exponentially increased action space.

In the design of state and action space, we propose an “group agent” strategy. In this strategy, intersections close to each other will be grouped together and they are controlled by a shared agent. We call it grouped multi-agent reinforcement learning model. With this strategy, actions can still be encoded as one-hot vectors since the number of traffic lights within a group is not significantly huge. For each action $a$ satisfying $\forall a \in A$. In term of the agent action space design, we have also proposed a unified structure decoder to output actions of all
traffic lights at the same time, which has different action space definition and will be elaborated in detail in section IV.

3) Reward Design: Reward is the feedback from the environment to indicate the effectiveness of performed actions. In our settings, we define the total accumulative waiting time improvement as an instant reward at time step $t$, which is denoted as:

$$
R_{wt} = \sum_i \text{WT}(\text{veh}_i^{t-1}) - \sum_j \text{WT}(\text{veh}_j^t)
$$

(6)

Intuitively, if a “correct” action is performed, the total accumulative waiting time from the last step will be reduced significantly, so a large $R_{wt}$ will be received; otherwise, a small $R_{wt}$ will be returned.

4) Evaluation Metric: In the proposed traffic optimisation setting, the total accumulative waiting time cost is adopted as our evaluation metric to measure different algorithms. We define the total accumulative waiting time cost at each step $t$ as:

$$
Cost_{wt} = \sum_i \text{WT}(\text{veh}_i^t), \forall \text{veh}_i^t \in \text{VEH}_t
$$

(7)

As stated in the previous section, $\text{WT}(\text{veh}_i^t)$ also represents the accumulative waiting time of a certain car within control.

Eq. (7) reflects our life experience: if an appropriate action is performed, the accumulative waiting time cost at time step $t$ is going to drop. Accordingly, a small $Cost_{wt}$ will be returned. Otherwise, the model will receive a larger accumulative waiting time cost. Therefore, the goal of our task is to minimise the total accumulative waiting time cost. If the cost is minimised, it means that a promising model is learned.

B. Data

In this subsection, we present the details of the data, including two parts: (1) traffic maps and traffic flow data. (2) statistics of these data.

1) Maps and Traffic Data: ‘Env’ is a synthetic map with fifteen intersections. ‘Man1’ and ‘Man2’ are real traffic maps of Manhattan areas New York and each of them contains twenty-two intersections. ‘Suzhou1’ is a ten-intersection real map with real-world traffic flows collected from Suzhou, China. ‘Suzhou2’ is a scene from the blocks of Suzhou with twelve intersections. ‘Synth’ represents the synthetic traffic data.

In our simulation, the aforementioned waiting car number state is retrieved from road sensors. Additionally, two detect loops are placed at the first five and ten meters respectively of each lane to retrieve the accumulative waiting time state. All of our experiments are trained and evaluated in five different scenes. In the map Suzhou1, the real traffic flow was generated by tracking the from points and to destinations of real vehicles. Besides Suzhou1, three different traffic flows with different busy conditions are generated to keep data diversity. The details of our maps and data are shown in Table I.

2) Simulation and Statistics of Data: Compared with existing works, more intersections have been included in our data, ranging from ten to twenty-two intersections. Some maps of the proposed dataset can be found in Fig. 3. Simulation of Urban MObility (SUMO) [25] has been used as our simulator throughout our experiments. In order to simulate closely to real situations, vehicles’ starting/ stopping acceleration and drivers’ reaction time have been considered as well. Settings can be found in Table II.

We split our traffic scenario into 1000 simulation steps for training. For the testing phase, we evaluate different models on seen simulation steps and further extend it to unseen ones for generalisation evaluation.

W.r.t. the generation of traffic flows. The real traffic flow was generated by tracking the from points and to destinations of real vehicles. The other synthetic traffic flows were generation with SUMO. We generated vehicles with equidistant departure times and period equals to 0.8, 1.0 and 1.2 to form the three flows of a scene. The weight of fringe edges is set to 10. The number of attempts for finding a trip which meets the distance constraints is set to 100.

IV. EGU-RL MODEL

The proposed edge-weighted graph convolutional and unified structural Reinforcement Learning (EGU-RL) model contains two complementary parts: (1) An edge-weighted graph convolutional encoder to excavate positional relations among junctions. (2) A unified structure decoder to integrate the control of multiple intersections into the controller. The model structure is shown in Fig. 4.

A. Edge-weighted Graph Convolutional Encoder

Convolutional Neural Networks (CNNs) have achieved tremendous successes in most computer vision tasks. However, Standard CNN techniques are mostly designed to deal with euclidean data with grid-like structures [26]. However, for the...
traffic optimisation task, the spatial relations of intersections are graphs that makes the problem to be non-euclidean. Graph Neural Networks [27], [28], [29] (GNNs) offer a new point of view with a more generic framework to encode these topology node relations. Thus we further exploit cross-intersection relations using edge-weighted graph convolutional networks by taking the spatial and distance information into consideration.

For layer-wise representations, the idea of how the Graph Convolutional Networks work in the multi-intersection traffic optimisation problem is shown as below:

\[
F^{(l+1)} = f(F^{(l)}, A), l \geq 1
\]  

where \( F^{(l)} \) is the feature map of layer \( l \), \( A \) represents the adjacent matrix of all junctions. As shown above, the network structure sends the current layer’s features and adjacent matrix into the network to produce features of the next layer. \( F^{(0)} \) is the original input of the network.

Following the previous work [27], we use graph convolutional nets combined with reinforcement learning to solve this optimisation problem. Additionally, we take a further step to propose an edge-weighted graph convolutional encoder to assign different weights to edges according to lane length. Because not only to know the topological relations among junctions is significant, but also to perceive the distance is crucial for the model optimisation process. It offers more information of edge importance than raw edge relations.

\[
f(F^{(l)}, A) = \sigma(\hat{A}F^{(l)}W^{(l)}) \tag{9}
\]

where \( W^{(l)} \) is the weights of layer \( l \) and \( \sigma \) here represents the activation function in our proposed model. The adjacent matrix \( A \) is defined with edge-weighted elements to attend on edges of different lengths. In this case, the elements within it is not constrained to 0 or 1. More specifically, the edge weights are the quotient of the maximum lane length divided by each lane length. Intuitively, the shorter of the length, the larger weight will be assigned. In terms of \( \hat{A} \), we follow the Graph Convolutional Networks to further normalise them row-wisely to alleviate node weights imbalance, and then add it to a identity matrix \( I \), shown as Eq. (10)

\[
\hat{A} = \text{normal}(A + I) \tag{10}
\]

B. Unified Structure Decoder

In multi-intersection traffic optimisation, if intersections are close to each other, it is desired to control them as groups instead of treating them as separated ones. It is because grouped controllers are able to perceive more information and take appropriate actions by jointly modelling traffic flows as a whole. Otherwise, if each traffic light acts isolatedly, it may lead to sub-optimal results in dealing with urban-level traffic dynamics. Thus, we propose a grouped multi-agent reinforcement learning controller to group close-related intersections for action dimension reduction. For example, if three four-phase traffic signals are grouped, action space can be presented by 64 bits with the one-hot encoding, which is exponentially increasing with the addition of controlled junctions.

Based on that, we further propose a unified structure decoder for multi-intersection control to decoder actions of multiple traffic signals in a unified manner. With this strategy, agents are able to plan and control large-scale traffic nets comprehensively since there is no internal friction to coordinate different agents. Intuitively, instead of using individual one-hot vectors for an agent as actions, the unified structure decoder is able to control all intersections with a \( m \) by \( n \)
action probability matrix, where $n$ denotes the number of intersections and $m$ denotes the phase number of each signal (e.g., $n = 4$ for a four-phase traffic signal). In the case of the phase numbers of various traffic lights are different, the action probability matrix is multiplied with a masked matrix to ensure each signal is controlled properly.

By doing so, the vast multiple signal action size can be reduced dramatically. The state is the concatenation of all controlled intersection observations. Thus, all junctions are taken into considerations. When using one-hot action encoding, the action space of three four-phase traffic lights is 64 bits ($4 \times 4 \times 4$, which is exponentially increasing with the addition of controlled junctions). However, with the proposed unified structure decoder, the outputted action is a $3 \times 4$ action matrix, which is 12 bits ($4 + 4 + 4$). This is because we output them at the same time as an action matrix with the help of unified structure decoder. Thus, the model equipped with the unified structure decoder is able to deal with the dimensionality curse of exponentially increased action size. It enables EGU-RL model to control complex traffic flows with significant less parameters.

For the unified structure decoder, to let the agent have more comprehensive observations, we introduce a new state $S_P$ to consider current phases of all the other traffic signals.

$$S_P = \{\text{cur\_phase}_1, \text{cur\_phase}_2, \ldots, \text{cur\_phase}_m\}$$  \hspace{1cm} (11)

$S_P$ is the concatenation of current phases of all traffic lights. $m$ denotes the number of intersections within control. So the hybrid state space becomes:

$$S = \{S_N, S_T, S_P\}$$  \hspace{1cm} (12)

C. Optimisation of the EGU-RL Model with Reinforcement Learning

In the aspect of reinforcement learning, rewards indicate the effectiveness of performed actions. At time $t$, the discount cumulative reward $R_t$ is:

$$R_t = E[r_t + \lambda r_{t+1} + \ldots] = E[\sum_{i=0}^{\infty} \lambda^i r_{t+i}]$$  \hspace{1cm} (13)

where $r_t$ defines reward at time $t$, $\lambda$ is the reward discount factor.

It is impractical to use the total travel time as a cost function since it cannot be calculated immediately at every time step which will dramatically slow down the model convergence. Therefore, we adopt the Temporal difference (TD) updating strategy instead of episode-wise updating strategy for the reinforcement learning learner to update the model. It achieves less training variance and is more data-efficient by combining with DQN experience replay.

Beside the total accumulative waiting time improvement reward $R_{wt}$ stated in the previous section, in order to encourage the agent not switch phases frequently, we introduce another novel unchanged reward:

$$R_{uc} = \sum_i l_i, \forall l_i \in L, \text{ if } l_i \text{ is unchanged}$$  \hspace{1cm} (14)

where $L$ represents the set of all traffic lights and $l_i$ denotes each traffic light. Intuitively, the more unchanged traffic signals, the more rewards will be returned.

Therefore the total hybrid reward function is:

$$R_t = R_{wt} + \alpha R_{uc},$$  \hspace{1cm} (15)

where $\alpha$ is a trade-off factor between two rewards. To simplify the model optimisation process, we do not heuristically set any other constraints, i.e. minimum or maximum duration of each phase.

For optimisation algorithms, we choose Double Deep Q-Networks (DQN) [30] as our RL algorithms. Experience replay [31] and fix-target network techniques have also been used to improve the training efficiency and stability. During training, we update our model in the temporal difference (TD) manner rather than episode-wise. With the help of experience replay, the DQN-based EGU-RL model is transferred to an off-policy RL method. Mathematically, we have:

$$Q(s, a, \theta') = Q(s, a, \theta) + \beta [r_t + \gamma \max_{a'} Q(s', a', \phi) - Q(s, a, \theta)]$$  \hspace{1cm} (16)

where $\theta'$, $\theta$ and $\phi$ are different learnable weights, $\beta$ is the learning rate. $r_t$ is the instant reward for time $t$ defined by Eq. (15) and $Q(\cdot)$ represents $Q$ networks.

V. Experiments

In this section, we report experimental details and results. Besides the EGU-RL model, the competing methods include fix-rules controller, random controller, auction-based model [2], single-agent for single-junction multi-agent reinforcement learning model (MARL-s) to control one junction with individual agent, and grouped multi-agent reinforcement learning model (MARL-g) that controls a group of traffic signals with one agent. As a competing method, the grouped multi-agent reinforcement learning model is also proposed in this paper to group spatial-closed intersections for better control. We carry out extensive experiments to study the optimal agent configuration. We empirically find that as the number of isolated agents increases, the performance drops significantly and generalises poorly on the unseen data. In contrast, our proposed EGU-RL model is able to process large-scale junctions with a jointly modelled agent and achieves promising results. All models are trained and evaluated on various maps of Suzhou, Manhattan and synthetic scenes.

A. Experimental Details

The experiments are conducted on the platform with an Intel Xeon CPU E5-2680 and 128GB RAM. To better simulate the real scenes, many simulation factors have been considered. Those settings are shown in Table II. In the experiments, all models are implemented with PyTorch [32] and Simulation...
TABLE III: Cross-model accumulated waiting time consumption performance comparison in seen environments. The unit here is hours. The less accumulated waiting time consumed, the better performance of the model has. The EGU-RL method achieves the best results among all the other methods in most cases. The best results for each row are in bold.

| Scenarios   | Random | Fix | Auction [2] | MARL-s | MARL-g | EGU-RL |
|-------------|--------|-----|-------------|--------|--------|--------|
| Env-flow1   | 1729   | 1230| 661 | 283 | 362 | 222  |
| Env-flow2   | 654    | 526 | 461 | 108 | 210 | 86   |
| Env-flow3   | 475    | 409 | 319 | 95  | 175 | 57   |
| Man1-flow1  | 6332   | 3850| 2249| 3537| 1007| 1978 |
| Man1-flow2  | 3298   | 1753| 1646| 1036| 816 | 549  |
| Man1-flow3  | 2127   | 1396| 2099| 313 | 1251| 395  |
| Man2-flow1  | 4972   | 2943| 2558| 1197| 1560| 875  |
| Man2-flow2  | 2919   | 1675| 1052| 573 | 829 | 469  |
| Man2-flow3  | 1530   | 1342| 1148| 658 | 1134| 321  |
| Suzhou1-flow| 883    | 657 | 409 | 302 | 151 | 315  |
| Suzhou2-flow1| 4461  | 2671| 2781| 2231| 870 | 843  |
| Suzhou2-flow2| 3242  | 2438| 1959| 794 | 514 | 368  |
| Suzhou2-flow3| 1989  | 1090| 1551| 456 | 354 | 239  |

TABLE IV: Accumulated waiting time consumption comparison of different models in unseen environments. Similar to seen scenarios, the unit here is hours. The less accumulated waiting time consumed, the better performance of the model has. In the generalisation test, the EGU-RL method also achieves the best results in most cases. The unit here is hours.

| Scenarios   | Random | Fix | Auction [2] | MARL-s | MARL-g | EGU-RL |
|-------------|--------|-----|-------------|--------|--------|--------|
| Env-flow1   | 25644  | 10916| 6018| 4620 | 32572| 1745  |
| Env-flow2   | 4268   | 2961 | 7839| 515  | 433  | 456   |
| Env-flow3   | 3171   | 2494 | 2003| 8187 | 2869 | 343   |
| Man1-flow1  | 167626| 149491| 163488| 170034| 113034| 180230|
| Man1-flow2  | 115670| 10556 | 26936| 121190| 75594 | 8322  |
| Man1-flow3  | 75594 | 8322 | 20403| 6204 | 1251 | 395   |
| Man2-flow1  | 161138| 121285| 95819| 126198| 11189 | 5791  |
| Man2-flow2  | 89933 | 9579 | 28790| 78835| 2897 | 2684  |
| Man2-flow3  | 35788 | 7764 | 15137| 47274| 6102 | 1702  |
| Suzhou1-flow| 9024   | 3716 | 22083| 6018 | 4620 | 56   |
| Suzhou2-flow1| 90027| 71567| 67021| 100385| 3171 | 2494  |
| Suzhou2-flow2| 72071| 49926| 82210| 78221| 37727| 5788  |
| Suzhou2-flow3| 54948| 13270| 20084| 22987| 3263 | 2393  |

However, the results show the inferior performance of the greedy controller for multi-intersection control. The greedy controller does not receive ideal results probably caused by the high complexity and the fast-changing dynamics of traffic flows. The EGU-RL model can reduce the total accumulative waiting time by up to more than 80% when compared to the fixed-scheduled controller and surpass other methods by a large margin in most cases, especially in the environments, such as Env and Suzhou2, with complex positional relationship of intersections. More specifically, EGU-RL reduces 21.6% and 28.4% total vehicle’s accumulative waiting time compared to the second-best model in Env-flow1 and Suzhou2-flow2 respectively. In the table, our model outperforms the MARL-s model. This is due to a naive application of a multi-agent system that without effective communication and cooperation may significantly influence the model performance, even perform worse than a centralized agent. On the contrary, the proposed centralized agent does not have internal consumption and it thus can perform well under some situation, especially under the scenarios that the traffic lights are close to each other, e.g., Env-flow1 and Man2-flow1 scenarios.

We have conducted two sets of experiments by settings and not settings the length of phases. We empirically found that vehicles will not wait infinitely if we do not set the phases length. This may be because if a vehicle waits for a long time at one intersection, the cost will be high and the agent will try to reduce the cost and release the vehicle.

We extend our model evaluation to 5000 unseen simulation steps. The total vehicles’ accumulative waiting time cost is used as the evaluation metric. The generalisation evaluation is shown in Table IV.

From Table IV, we can clearly see that the proposed EGU-RL model shows a better generalisation ability to unseen environments compared to other methods. Similar with seen experiments, within 13 scenes of seen environments, the EGU-RL method achieves 9 best scores. More specifically, EGU-RL reduces 65.1% and 26.7% total vehicle’s accumulative waiting time compared to the second-best model in Man1-flow3 and Suzhou2-flow2 respectively. Our model can achieve better performance particularly in complex environments. This
is because EGU-RL model takes junction topological relations into account and contains less parameters. Nevertheless, the naive multi-agents systems overfit easily since it is difficult for isolated agents cooperate with each other lacking in-depth communication.

C. Parameter Numbers

The EGU-RL method can not only achieve promising results, but also has fewer parameters. The comparison of parameter numbers is shown in Table V, where EGU-RL\_EGE represents EGU-RL model without edge-weighted graph convolutional encoder.

A model may have different parameter numbers in different environments due to various input and output sizes. From Table V, MARL-s has the most parameters since an individual agent controls each intersections, followed by grouped multi-agent reinforcement learning model and w/o EGE model. Our proposed EGU-RL method has the least parameters and saves more than 85% of parameters compared to MARL-s method.

D. Inference Time

What is more, we also conduct experiments to measure the actual inference time of the EGU-RL model. We fetch the inference time by averaging the results of 10 times on the platform of Intel i7-8700 CPU (without GPU acceleration). The results are shown in the Table VI.

As shown in the table, in the synthesis 15-intersection simulated environment Env, the inference time is 0.396 ms. In Man1 and Man2, due to 22 intersections are contained in each scene, the inference time is slightly high, which are 0.451 ms and 0.467 ms respectively. In Suzhou1 real map/flows environment, our EGU-RL model is able to predict the next action in 0.387 ms. In Suzhou2, the inference time is 0.391 ms. The results of the table show the general robustness of the model and there is no latency issue. Thus, the proposed EGU-RL model is capable of dealing with large-scale traffic data.

E. Ablation Study

To evaluate the effectiveness of individual components in our model, we further conduct ablation studies. Table VII shows the performance influence of the edge-weighted graph convolutional encoder and the unified structure decoder in seen simulations.

From Table VII we can see that, without USD or EGE, the results experience a significant drop. “w/o USD” model only outperforms other two methods on Suzhou2-flow3 and Suzhou2-flow3 scenes, while beaten by its counterparts in other scenes. “w/o EGE” only performs well on two scenes. It is because our proposed EGU-RL model is able to not only excavate multi-intersection spatial relations with edge-weighted graph convolutional encoder, but also jointly model all controlled junctions with the unified structure decoder.

We also carry out experiments on 5000 unseen environments to validate the generalisation ability of different components, shown as Table VIII. “w/o USD” performs poorly on most of the scenes with complex traffic flows. However, “w/o EGE” and EGU-RL perform relatively better, since the unified structure decoder integrates all intersections to predict actions in a more comprehensive manner. Models equipped with the unified structure decoder has remarkably fewer parameters and will not overfit easily. The edge-weighted graph convolutional encoder takes crucial cross-intersection relations into account to further boost the performance. It is easier for our network to learn complex interactions of multiple intersections because the actions are jointly modelled.

The cost convergence comparison is shown in Figure 5. The EGU-RL algorithm surpasses the MARL-g method and w/o EGE method and achieves the lowest cost of total accumulative waiting time in the end. Moreover, our proposed EGU-RL algorithm shows much stabler training curves than the other two models. The corresponding rewards obtained by different models are shown in Fig. 6. Similarly, our proposed EGU-RL model surpasses MARL-g and w/o EGE models in the end by a large margin.

We have also compared the reward obtained by EGU-RL with hybrid reward and with only total accumulated waiting time reward. Empirically, the reward trade-off factor $\alpha$ is set to 1.0. Figure 7 suggests that with hybrid reward, the proposed model is able to receive much more reward. Consequently, it represents the effectiveness of hybrid reward to practically control the frequency of traffic signals.

### TABLE VII: The performance of ablation variants in seen environments.

| Scenes              | MARL-s | MARL-g | EGU-RL\_EGE | EGU-RL |
|---------------------|--------|--------|-------------|--------|
| w/o USD             | 412.92k| 279.04k| 169.33k     | 27.78k |
| w/o EGE             | 542.38k| 349.09k| 185.52k     | 27.78k |
| w/o USD + w/o EGE   | 587.57k| 405.85k| 230.32k     | 27.78k |
| w/o USD + w/o EGE + EGE | 274.61k| 162.04k| 114.26k     | 39.94k |

### TABLE VI: The inference time of EGU-RL model in different scenes. The unit is in ms.

| Scenes      | Env     | Man1    | Man2    | Suzhou1 | Suzhou2 |
|-------------|---------|---------|---------|---------|---------|
| Inference Time | 0.396   | 0.451   | 0.467   | 0.387   | 0.391   |

### TABLE V: The parameter number of different models. EGU-RL has the least parameters among all the other algorithms in different scenes.

| Scenes              | Env     | Man1    | Man2    | Suzhou1 | Suzhou2 |
|---------------------|---------|---------|---------|---------|---------|
| MARL-s              | 412.92k | 542.38k | 587.57k | 274.61k | 327.64k |
| MARL-g              | 279.04k | 349.09k | 405.85k | 162.04k | 218.59k |
| EGU-RL\_EGE         | 169.33k | 185.52k | 230.32k | 114.26k | 132.96k |
| EGU-RL              | 27.78k  | 27.78k  | 27.78k  | 39.94k  | 30.34k  |

| Scenes              | w/o USD | w/o EGE | w/o USD + w/o EGE | w/o USD + w/o EGE + EGE |
|---------------------|---------|---------|--------------------|------------------------|
| Env-flow1           | 387     | 332     | 275                | 222                    |
| Env-flow2           | 131     | 142     | 107                | 86                     |
| Env-flow3           | 262     | 71      | 105                | 57                     |
| Man1-flow1          | 2308    | 2053    | 1563               | 1978                   |
| Man1-flow2          | 4107    | 760     | 793                | 549                    |
| Man1-flow3          | 534     | 880     | 475                | 395                    |
| Man2-flow1          | 1461    | 968     | 745                | 875                    |
| Man2-flow2          | 667     | 381     | 446                | 469                    |
| Man2-flow3          | 365     | 777     | 340                | 321                    |
| Suzhou1-flow        | 344     | 120     | 451                | 315                    |
| Suzhou2-flow1       | 1485    | 963     | 864                | 843                    |
| Suzhou2-flow2       | 267     | 521     | 509                | 368                    |
| Suzhou2-flow3       | 193     | 303     | 255                | 239                    |
**TABLE VIII:** The performance of ablation variants in unseen environments.

| Scenes      | w/o USD | w/o EGE | w/o EW | EGU-RL |
|-------------|---------|---------|--------|--------|
| Env-flow1   | 5296    | 2109    | 1717   | 1745   |
| Env-flow2   | 659     | 523     | 615    | 456    |
| Env-flow3   | 3451    | 346     | 634    | 343    |
| Man1-flow1  | 151606  | 123722  | 143547 | 180230 |
| Man1-flow2  | 138592  | 4337    | 4410   | 3857   |
| Man1-flow3  | 32345   | 47575   | 2675   | 2165   |
| Man2-flow1  | 133800  | 7495    | 7371   | 5791   |
| Man2-flow2  | 4617    | 3247    | 2745   | 2684   |
| Man2-flow3  | 1938    | 2226    | 2078   | 1702   |
| Suzhou1-flow| 2225    | 5358    | 6546   | 2995   |
| Suzhou2-flow1| 36794  | 22073   | 4903   | 5788   |
| Suzhou2-flow2| 2039   | 5519    | 3705   | 2393   |
| Suzhou2-flow3| 1267   | 1789    | 3109   | 1868   |

**TABLE IX:** Cross-model vehicles’ stop time consumption comparison in 1000 steps. The unit here is hours. The less vehicles’ stop time consumed, the better performance of the model has. The EGU-RL method achieves the best results among all the other methods in most cases.

| Scenes      | Fix Auction [2] | MARL-s | EGU-RL |
|-------------|----------------|--------|--------|
| Man2-flow1  | 1571           | 1049   | 712    | 390    |

We further conduct extra experiments on vehicles’ stop times. In SUMO, the vehicles’ stop time returns the consecutive time in where this vehicle was standing (voluntary stopping is excluded). Therefore, we sum up the stop waiting time of each vehicle as the evaluation. The results are listed in the table IX.

Similar to evaluation under accumulative waiting time of vehicles, the stop time optimised by the proposed EGU-RL is significantly lower than the competing methods, including Fix-schedule scheme, Auction-base method [2] and Single-agent for single-junction strategy. The EGU-RL model reduces more than 75% of vehicle stop time compared with Fix-schedule scheme under the Man2-flow1 scenario with busy traffic flow. It also reduces 50% of vehicle stop time when compared with MARL-s.

**Fig. 5:** Convergence comparison of different models on total accumulative waiting time cost (the lower the better) under different scenes. The EGU-RL algorithm surpasses MARL-g and w/o EGE algorithms and achieved the lowest accumulative waiting time costs in the end.

**Fig. 6:** Convergence comparison of different models on total rewards (the higher the better) under different scenes. EGU-RL algorithm surpasses MARL-g and w/o EGE algorithms and gets the highest reward in the end.

**Fig. 7:** Comparison of EGU-RL with hybrid reward and with only waiting time reward under different scenes. The proposed algorithm can obtain higher reward with hybrid reward, which suggests the effectiveness of hybrid reward to practically control the frequency of traffic signals.

**F. EGU-RL with other Reinforcement Learning algorithms**

Our proposed EGU-RL model is flexible to combine with different reinforcement learning algorithms. Actor-Critic (AC) algorithm with EGE and USD further proves the point. The results are shown in Table X.
TABLE X: The Actor-Critic (AC) algorithm with EGE and USD are shown as EGU-RL-AC. Performance comparison of EGU-RL-DQN and EGU-RL-AC on different environments.

| Scenes          | EGU-RL-DQN | EGU-RL-AC |
|-----------------|------------|-----------|
| Env-flow1       | 222        | 269       |
| Env-flow2       | 86         | 96        |
| Env-flow3       | 57         | 57        |
| Man1-flow1      | 1978       | 1730      |
| Man1-flow2      | 549        | 555       |
| Man1-flow3      | 395        | 355       |
| Man2-flow1      | 875        | 726       |
| Man2-flow2      | 469        | 488       |
| Man2-flow3      | 321        | 289       |
| Suzhou1-flow    | 315        | 167       |
| Suzhou2-flow1   | 843        | 793       |
| Suzhou2-flow2   | 368        | 382       |
| Suzhou2-flow3   | 239        | 268       |

In Table X, both EGU-RL-DQN and EGU-RL-AC models are able to achieve promising results on Env-flow1 environment.

VI. CONCLUSION

In this paper, we have carefully designed settings for machine learning based traffic control. We have also proposed new datasets, consists of one synthetic map and multiple real maps along with real traffic flows. We have proposed a novel and strong EGU-RL model to tackle multi-intersection traffic optimisation problems.

The proposed EGU-RL model is able to not only exploit multi-intersection spatial relations with an edge-weighted graph convolutional encoder, but also jointly models all controlled junctions with the unified structure decoder. The model integrates all junctions by outputting an action probability matrix with a unified structure decoder. By doing so, significantly fewer parameters are required to train and thus it reduces the overfitting risk. It facilitates networks to learn complex interactions of different intersections because the actions are jointly modelled. Experiments show that the performance achieved by the proposed model surpasses existing methods and the proposed model is more effective and practical in real traffic control scenes due to its simplicity.

REFERENCES

[1] L. Li, D. Wen, and D. Yao, “A survey of traffic control with vehicular communications,” IEEE Transactions on Intelligent Transportation Systems, vol. 15, no. 1, pp. 425–432, 2014.

[2] S. Baluja, M. Covell, and R. Sukthankar, “Traffic lights with auction-based controllers: Algorithms and real-world data,” CoRR, vol. abs/1702.01205, 2017. [Online]. Available: http://arxiv.org/abs/1702.01205

[3] M. Covell, S. Baluja, and R. Sukthankar, “Micro-auction-based traffic-light control: Responsive, local decision making,” in Intelligent Transportation Systems (ITSC), 2015 IEEE 18th International Conference on. IEEE, 2015, pp. 558–565.

[4] X. Liang, X. Du, G. Wang, and Z. Han, “Deep reinforcement learning for traffic light control in vehicular networks,” arXiv preprint arXiv:1803.11115, 2018.

[5] H. Schepperle and K. Böhm, “Auction-based traffic management: Towards effective concurrent utilization of road intersections,” in E-Commerce Technology and the Fifth IEEE Conference on Enterprise Computing, E-Commerce and E-Services, 2008 10th IEEE Conference on. IEEE, 2008, pp. 105–112.

[6] S. Ritcher, “Traffic light scheduling using policy-gradient reinforcement learning,” in The International Conference on Automated Planning and Scheduling, ICAPS, 2007.

[7] V. Mnih, K. Kavukcuoglu, D. Silver, A. A. Rusu, J. Veness, M. G. Bellemare, A. Graves, M. Riedmiller, A. K. Fidjeland, G. Ostrovski et al., “Human-level control through deep reinforcement learning,” Nature, vol. 518, no. 7540, p. 529, 2015.

[8] V. Mnih, A. P. Badia, M. Mirza, A. Graves, T. Lillicrap, T. Harley, D. Silver, and K. Kavukcuoglu, “Asynchronous methods for deep reinforcement learning,” in International conference on machine learning, 2016, pp. 1928–1937.

[9] J. Schulman, F. Wolski, P. Dhariwal, A. Radford, and O. Klimov, “Proximal policy optimization algorithms,” arXiv preprint arXiv:1707.06347, 2017.

[10] N. Heess, S. Sriniv as, J. Lemmon, J. Merel, G. Wayne, Y. Tassa, T. Erez, Z. Wang, A. Eslami, M. Riedmiller et al., “Emergence of locomotion behaviours in rich environments,” arXiv preprint arXiv:1707.02286, 2017.

[11] W. Genders and S. Razavi, “Using a deep reinforcement learning agent for traffic signal control,” arXiv preprint arXiv:1611.01142, 2016.

[12] S. Richter, D. Aberdeen, and J. Yu, “Natural actor-critic for road traffic optimisation,” in Advances in neural information processing systems, 2007, pp. 1169–1176.

[13] S. Richter, “Learning road traffic control: towards practical traffic control using policy gradients,” Albert-Ludwigs-Universität Freiburg, Fakultät für Angewandte Wissenschaften, Institut für Informatik, Germany, 2006.

[14] P. Mannion, J. Duggan, and E. Howley, “An experimental review of reinforcement learning algorithms for adaptive traffic signal control,” in Autonomous Road Transport Support Systems. Springer, 2016, pp. 47–66.

[15] T. T. Pham, T. Brys, M. E. Taylor, T. Brys, M. M. Drugan, P. Bosman, M.-D. Cock, C. Lazar, L. Demarchi, D. Steenhoff et al., “Learning coordinated traffic light control,” in Proceedings of the Adaptive and Learning Agents workshop (at AAMAS-13), vol. 10. IEEE, 2015, pp. 1196–1201.

[16] I. Arel, C. Liu, T. Urbanik, and A. Kohls, “Reinforcement learning-based multi-agent system for network traffic signal control,” IET Intelligent Transport Systems, vol. 4, no. 2, pp. 128–135, 2010.

[17] X.-Y. Liu, Z. Ding, S. Borst, and A. Walid, “Deep reinforcement learning for intelligent transportation systems;” arXiv preprint arXiv:1812.00979, 2018.

[18] X. Wang, L. Ke, Z. Qiao, and X. Chai, “Large-scale traffic signal control using a novel multiagent reinforcement learning,” IEEE transactions on cybernetics, vol. 51, no. 1, pp. 174–187, 2020.

[19] T. Chu, J. Wang, L. Codece, and Z. Li, “Multi-agent deep reinforcement learning for large-scale traffic signal control,” IEEE Transactions on Intelligent Transportation Systems, vol. 21, no. 3, pp. 1086–1095, 2019.

[20] T. Wu, P. Zhou, K. Liu, Y. Yuan, X. Wang, H. Huang, and D. O. Wu, “Multi-agent deep reinforcement learning for urban traffic light control in vehicular networks,” IEEE Transactions on Vehicular Technology, vol. 69, no. 8, pp. 8243–8256, 2020.

[21] T. Nishi, K. Otaki, K. Hayakawa, and T. Yoshimura, “Traffic signal control based on reinforcement learning with graph convolutional neural nets,” in 2018 21st International Conference on Intelligent Transportation Systems (ITSC). IEEE, 2018, pp. 877–883.

[22] H. Wei, N. Xu, H. Zhang, G. Zheng, X. Zang, C. Chen, W. Zhang, Y. Zhu, K. Xu, and Z. Li, “Colignt: Learning network-level cooperation for traffic signal control,” in Proceedings of the 28th ACM International Conference on Information and Knowledge Management, 2019, pp. 1913–1922.

[23] M. Guo, P. Wang, C.-Y. Chan, and S. Askary, “A reinforcement learning approach for intelligent traffic signal control at urban intersections,” arXiv preprint arXiv:1905.07998, 2019.

[24] S. S. Mousavi, M. Schukat, and E. Howley, “Traffic light control using deep policy-gradient and value-function-based reinforcement learning,” IET Intelligent Transport Systems, vol. 11, no. 7, pp. 417–423, 2017.

[25] P. A. Lopez, M. Behrisch, L. Bieker-Walz, J. Erdmann, Y.-P. Flötteröd, R. Hilbrich, L. Lückcn, J. Rummel, P. Wagner, and E. Wiethner, “Microscopic traffic simulation using sumo,” in The 21st IEEE International Conference on Intelligent Transportation Systems. IEEE, 2018. [Online]. Available: https://elib.dlr.de/124092/

[26] M. M. Bronstein, J. Bruna, Y. LeCun, A. Szlam, and P. Vandergheynst, “Geometric deep learning: going beyond euclidean data,” IEEE Signal Processing Magazine, vol. 34, no. 4, pp. 18–42, 2017.

[27] T. N. Kipf and M. Welling, “Semi-supervised classification with graph convolutional networks,” arXiv preprint arXiv:1609.02907, 2016.

[28] F. Scarselli, M. Gori, A. C. Tsoi, M. Hagenbuchner, and G. Monfardini, “The graph neural network model,” IEEE Transactions on Neural Networks, vol. 20, no. 1, pp. 61–80, 2009.
[29] P. W. Battaglia, J. B. Hamrick, V. Bapst, A. Sanchez-Gonzalez, V. Zambaldi, M. Malinowski, A. Tacchetti, D. Raposo, A. Santoro, R. Faulkner et al., “Relational inductive biases, deep learning, and graph networks,” arXiv preprint arXiv:1806.01261, 2018.
[30] H. Van Hasselt, A. Guez, and D. Silver, “Deep reinforcement learning with double q-learning,” in AAAI, vol. 2. Phoenix, AZ, 2016, p. 5.
[31] T. Schaul, J. Quan, I. Antonoglou, and D. Silver, “Prioritized experience replay,” arXiv preprint arXiv:1511.05952, 2015.
[32] A. Paszke, S. Gross, S. Chintala, G. Chanan, E. Yang, Z. DeVito, Z. Lin, A. Desmaison, L. Antiga, and A. Lerer, “Automatic differentiation in pytorch,” 2017.