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ABSTRACT

Voice conversion technologies have been greatly improved in recent years with the help of deep learning, but their capabilities of producing natural sounding utterances in different conditions remain unclear. In this paper, we gave a thorough study of the robustness of known VC models. We also modified these models, such as the replacement of speaker embeddings, to further improve their performances. We found that the sampling rate and audio duration greatly influence voice conversion. All the VC models suffer from unseen data, but AdaIN-VC is relatively more robust. Also, the speaker embedding jointly trained is more suitable for voice conversion than those trained on speaker identification.

Index Terms—voice conversion, speaker verification, speaker identification, speaker representation, speaker embedding, network robustness

1. INTRODUCTION

Voice conversion (VC) techniques aim to convert the speaker characteristic of an utterance into that of the target speaker while preserving linguistic content information. In previous work, paired data of speakers were required to achieve VC. Recently, several models were proposed to utilize non-parallel data [1, 2, 3, 4, 5]. DGAN-VC [6] learns disentangled content and speaker information by adversarial training. StarGAN-VC [7] adopts conditional input to achieve many-to-many speaker voice conversion. However, both are restricted to performing VC among seen speakers during training. Zero-shot approaches [8, 9, 10, 11, 12] are then considered, where the models can perform VC among any speakers without fine-tuning. AdaIN-VC [13] applies instance normalization to meet this requirement. AutoVC [14] employs pretrained d-vector [15] and information bottleneck for this purpose.

Although VC techniques were getting more powerful recently, most of the papers train and evaluate their VC models on the same corpora (usually the VCTK Corpus [16]) with similar recording conditions. However, in real applications, the recording conditions of the utterances can be very different from the training data. Are the VC models nowadays robust enough for real-world applications? The answer is probably no. Huang et al. [17] successfully performed adversarial attack on VC models, and this suggests the VC models nowadays may still be not robust enough. However, we do not know how non-robust they are and what kinds of mismatch have impacts on them?

This is probably the first paper studying the robustness of VC models. We survey the robustness of three popular VC models with five frequently-used datasets in the following three aspects.

- How models perform with audios with different sampling rate, duration, or even unseen language.
- To figure out which modules of these models are crucial to voice conversion through ablation study.
- To examine the influence of speaker embeddings so as to figure out which embedding is suitable for VC.

2. VOICE CONVERSION

Here we first introduce VC models and speaker embeddings involved in this paper. We surveyed models achieving disentangled speaker timbre and content information: DGAN-VC [6], AdaIN-VC [13], and AutoVC [14]. All these models are publicly available and thus can be reproduced easily. For speaker embeddings, we surveyed i-vector [18], d-vector [15], and x-vector [19], all of which perform well in speaker verification, and further introduced a new embedding, v-vector.

Fig. 1: General framework of voice conversion models.

2.1. Voice conversion models

Recent VC models follow a general encoder-decoder architecture shown in Fig. 1, in which timbre and linguistic content are
extracted by speaker encoder ($E_s$) and content encoder ($E_c$) respectively. Decoder ($D$) then construct a converted signals conditioned on representations given by $E_s$ and $E_c$.

DGAN-VC [6] adopts a two-stage training framework for many-to-many voice conversion. $E_s$ provides one-hot vectors as speaker embeddings to represent different speakers. In the first stage, an additional classifier is applied, taking the content representation as input and trained adversarially so as to obtain speaker-independent linguistic information. In the second stage, a generative adversarial network (GAN) [20] is then adopted to make the output spectra more realistic.

AdaIN-VC [13] uses a variational autoencoder (VAE), where latent representation is restricted by KL divergence loss, for content encoder and employs adaptive instance normalization [22] (AdaIN) to achieve zero-shot VC. Instance normalization used in $E_c$ removes timbre information while preserving the content information, and timbre information is then given by $E_s$ to the decoder with AdaIN layer.

AutoVC [14] is an autoencoder with a carefully-designed information bottleneck trained with self-reconstruction loss only. The information bottleneck is the dimension of the latent vector between $E_c$ and $D$. With the bottleneck, linguistic content and timbre information are disentangled without explicit constraints, and the latter is provided by a pretrained d-vector during decoding.

2.2. Speaker embeddings

Speaker embeddings, or speaker representations, are widely used in speaker verification and voice conversion, four types of which are involved in this paper.

In i-vector [18], the speaker and the utterance-dependent GMM supervector $M$ are modeled as

$$M = m + Tw$$  \hspace{1cm} (1)

where $m$ denotes the speaker-independent GMM supervector and $T$ is a low-rank total variability matrix which captures both speaker and utterance variability. And i-vector is simply the Maximum a Posterior point estimate of $w$.

D-vector [15] applies a DNN as speaker feature extractor and is trained on speaker identification task or with GE2E loss [23]. The last hidden layer’s output is taken as a compact representation of a speaker, referred to as d-vector.

X-vector [19] uses a time-delayed neural network (TDNN) to learn temporal context information. It is trained on speaker identification task, and the output of the last hidden layer is taken as the representation of a speaker, called x-vector.

Additionally, v-vector is a new concept introduced in this paper, which is defined as the representation from speaker encoder jointly trained with VC models.

3. EXPERIMENTAL SETTINGS

3.1. Datasets

We used CSTR VCTK Corpus [16], LibriTTS Corpus [24], LibriSpeech ASR Corpus [25] (LibriSpeech), CMU-ARCTIC databases [26] (CMU) and THCHS-30 [27] to evaluate performance of VC models.

For CSTR VCTK Corpus, we split it into two datasets called VCTK-train (99 speakers) and VCTK-test (10 speakers). To avoid gender bias, we selected 5 male and 5 female speakers randomly as VCTK-test. For LibriTTS Corpus, we used test-clean subset (LibriTTS). For LibriSpeech ASR Corpus, we selected test-clean subset (LibriSpeech).

Table 1 lists detailed information of each dataset. The abbreviations are used for simplicity in figures in later sections.

| Dataset       | Abbreviation | Speakers | Language | Sample rate |
|---------------|--------------|----------|----------|-------------|
| VCTK-train    | S            | 99       | En       | 48k         |
| VCTK-test     | U            | 10       | En       | 48k         |
| LibriTTS      | LT           | 39       | En       | 24k         |
| LibriSpeech   | LS           | 40       | En       | 16k         |
| CMU           | C            | 18       | En       | 16k         |
| THCHS-30      | T            | 60       | Zh       | 16k         |

3.2. Objective Metrics

We consider two objective metrics: character error rate (CER) and speaker verification accept rate (SVAR). The SVAR is the ratio of the number of utterances accepted by a speaker verification system to the total number of utterances. A lower CER signifies a better content preserved, while a higher SVAR represents a more successful conversion of timbre.

Automatic speech recognition (ASR) measures how well linguistic information from the source utterance is preserved in the converted one. We used Speech-to-Text service in Google Cloud Speech API to compute CER. As for Chinese, we decomposed the Chinese words into pinyin (spelled sounds) to avoid homophone problem, where several characters may pronounce the same but differ in meaning.

Speaker verification (SV) measures whether the converted utterance belongs to the speaker providing timbre information in VC. We used a third-party pretrained speaker encoder[4] to extract speaker embeddings from utterances. A converted utterance is considered successfully converted if the cosine similarity of embeddings between the converted utterance and the target utterance (which provides timbre information in VC) is greater than a given threshold. We obtained the threshold by computing equal error rate (EER) on datasets we used to test. For each speaker, we randomly sampled 128 positive samples and 128 negative samples, and the total number of examples

[4]https://github.com/resemble-ai/Resemblyzer
was more than 100k. The EER is 5.65% and the threshold is 0.6597.

3.3. Implementation details

AUTOVC, AdaIN-VC[^2] and DGAN-VC[^3] used here were obtained from official implementation and were all trained on VCTK-train set. In their original implementations, DGAN-VC and AdaIN-VC utilized Griffin-Lim algorithm[^28] to generate waveform from spectrogram while AUTOVC applied WaveNet[^29] as vocoder. To eliminate the influence of different vocoders, we modified each model to output 80-dim mel-spectrograms and adopted a pretrained MelGAN[^30] as vocoder to convert those mel-spectrograms into waveforms. As DGAN-VC was limited to perform VC only among speakers seen during training in its original implementation, we replaced speaker embeddings of DGAN-VC with the speaker encoder architecture utilized in AdaIN-VC, which can encode utterance from unseen speaker, to meet zero-shot setting.

For speaker embeddings, i-vector and x-vector were obtained from the Kaldi[^31] pretrained systems trained on VoxCeleb1[^32] and Voxceleb2[^33]. As for d-vector, we made use of the pretrained d-vector model of AUTOVC trained on VoxCeleb1 and LibriSpeech. For v-vector, we use the pretrained speaker encoder from AdaIN-VC trained on VCTK-train.

4. ROBUSTNESS OF VOICE CONVERSION MODELS

In this section, we discuss the robustness of VC models in different scenarios. In Section 4.1, we investigated the situations that the training and testing utterances are from the same coups (VCTK) but with mismatches from different aspects including speakers, audio sample rates, and utterance durations. In Section 4.2, we surveyed how models perform with noisy utterances. In Section 4.3, we looked into how VC models perform when training and testing data are from different corpora with different characteristics (e.g., different languages).

4.1. Intra-dataset

4.1.1. Experimental setup

We created two new datasets from VCTK-train to model mismatch conditions. **VCTK-16 (S16)** is downsampled from VCTK-train (from 48 kHz to 16 kHz); **VCTK-Long (SL)** is generated by concatenating several utterances of the same speaker in VCTK-train so that the duration is longer than 12 seconds. The models in this subsection were trained on VCTK-train. The models were evaluated under 8 scenarios (4 source sets \( \times \) 2 target sets) listed in Table 2. In each scenario, we randomly sampled 1000 source-target utterance pairs from source set and target set to perform voice conversion. As shown in Table 2, X-Y denotes that the source utterance providing linguistic content is from corpus X, while the target utterance providing timbre information is from Y, or the VC models convert an utterance from X to make it sound like produced by the speaker in utterance in Y. For S16-S and S16-U, we used the same pairs as which in S-S and S-U respectively.

| Source | Target | S  | U  | S16 | SL |
|--------|--------|----|----|-----|----|
| S      | S-S    | U-S| U-U| S16-S| SL-S|
| U      | U-S    | U-U| S16-U| SL-U|

4.1.2. Results

The results are shown in Fig. 2. Each point in the figure represents the performance of a VC model under a specific scenario in Table 2. Closer to the upper left corner means the better performance, and the closer distribution of a model means it is more robust, that is, less fluctuation under different scenarios. Considering the performance of AdaIN-VC and AUTOVC, we see that AdaIN-VC is better at converting timbre (higher SVAR), whereas AUTOVC has clearer content (lower CER). DGAN-VC is worse than AUTOVC because they have similar CER, but DGAN-VC has lower SVAR.

For the robustness of the models, we see the results of AdaIN-VC cluster together, which suggests it is robust to both mismatched sampling rate and utterance duration. As for DGAN-VC and AUTOVC, the figure shows a mismatched sample rate may be harmful to both ASR and SV results. Longer duration is beneficial for the conversion of speaker timbre with increasing SVAR, but it also increases CER. The influence of sample rate and utterance duration is especially remarkable for AUTOVC. The observations suggest that both the sample rate and audio duration affect voice conversion, which should be noted.

4.2. Noise

4.2.1. Experimental setup

We used the same pairs as which in S-S in Table 2 and added the noises both on the source and target audios. We applied three noises: pink noise[^34], brownian noise, and indoor noise. The pink and brownian noises are both generated at the level of roughly -30 dB, while we recorded indoor noise in our laboratory. Ground-truth audios added with noises were also evaluated on both SV and ASR to discover whether objective metrics are robust to these noises.

4.2.2. Results

The results are shown in Fig. 3. The Ground truth in the figure performed well on both CER and SVAR, whose results are

[^2]: https://github.com/auspicious3000/autovc
[^3]: https://github.com/jjery2243542/adaptive_voice_conversion
[^4]: https://github.com/jjery2243542/voice_conversion
at the upper-left corner of Fig. 3, suggesting that our objective metrics are resistant to these noises. The performance of AdaIN-VC and AUTOVC became worse with brownian noise and pink noise, and the degradation of AUTOVC was more serious than that of AdaIN-VC. In addition, pink noise is especially harmful to AUTOVC. The conversion of DGAN-VC failed under all the noisy inputs. The results suggest AdaIN-VC is more robust to the noises than the others.

4.3. Inter-dataset

4.3.1. Experimental setup

Here we utilized five datasets, including VCTK-train, LibriTTS, LibriSpeech, CMU, and THCHS-30. The experiment was conducted in two cases: conversion from VCTK-train to the others and conversion from the others to VCTK-train.

4.3.2. Results

The results are shown in Fig. 4. There is little difference between the performance of DGAN-VC and AUTOVC when conversions are performed between different datasets. However, the performance of AdaIN-VC degrades slightly. Fig. 4b suggests that the performance of AdaIN-VC is stable with unseen speakers as source speaker, while the performance of AUTOVC becomes worse drastically.

The results suggest that the carefully-designed information bottleneck in AUTOVC disentangles content and speaker information successfully on the training set; however, it may not be well-generalized to unseen data. The policy of tuning the size of the information bottleneck to make AUTOVC robust is a critical question to be explored in the future. The results of both from THCHS-30 to VCTK-train and from VCTK-train to THCHS-30 are quite different from others with higher CER and SVAR for all models. This is due to the fact that THCHS-30 (Chinese) and VCTK-train (English) are in different languages, and the capability of cross-lingual VC is still limited for current VC models.

Fig. 2: Conversion results of intra-dataset. S16 and SL represent VCTK-16 and VCTK-Long respectively.

Fig. 3: Conversion results under different noise scenarios. C, B, P and I represent clean audio, brownian noise, pink noise and indoor noise respectively.

Fig. 4: Conversion results of inter-dataset.
5. INFLUENCE OF MODEL COMPONENTS

In general, AdaIN-VC and AUTOVC performed relatively better than DGAN-VC, and both have their own strengths. We thus further study the two models in this section.

5.1. Experimental setup

First, we trained AUTOVC whose speaker encoder is replaced with v-vector from trained AdaIN-VC (AUTOVC-Vvec). Second, we added VAE architecture into AUTOVC (-VAE). Third, We integrated AdaIN layer into the decoder of AUTOVC (-AdaIN). Finally, we replaced the VAE architecture in AdaIN-VC with an autoencoder one (AdaIN-VC-AE).

5.2. Results

The results are shown in Fig. 5. AUTOVC-Vvec performed better than AUTOVC in terms of SVAR on all datasets. However, AUTOVC-Vvec did not show significant improvement in terms of CERs compared to AUTOVC, so it is still not robust to unseen corpora. The influence of speaker embeddings is discussed in Section 6.

The performances of AdaIN-VC-AE and AUTOVC-AdaIN were not ideal on both CER and SVAR, suggesting that using AdaIn layer alone is not powerful enough to convert speaker timbre. AUTOVC-VAE performed the worst in the aspect of CER among AUTOVC modifications. Both small size of latent vector and VAE architecture limit the information that the content encoder provides to the decoder. The undesirable result of AUTOVC-VAE might be attributed to insufficient content information induced by an improper combination of latent vector and VAE architecture.

6. INFLUENCE OF SPEAKER EMBEDDINGS

In this section, we discuss how different speaker embeddings influence the performance of VC.

6.1. Experimental setup

We trained models with three different pretrained speaker embeddings, including i-vector, d-vector and x-vector denoted as -I, -D and -X respectively. We denote VC models whose...
Algorithm 1

1: Input: query feature $Q$, target feature $T$
2: Output: transformed feature $V$
3: 
4: 1. Find the nearest neighbors in $Q$ using cosine distance.
5: 2. For each neighbor $q_i$ in $Q$:
6:     a. Compute the transformation matrix $A^i$ based on $q_i$.
7:     b. Apply the transformation $A^i$ to $T$.
8: 3. Average the transformed features from all neighbors.
9: $V = \frac{1}{|Q|} \sum_{i=1}^{|Q|} A^i T$
10: End

Fig. 7: Subjective evaluation results on speaker similarity of AdaIN-VC, AUTOVC and AUTOVC-Vvec.

Fig. 8: Subjective evaluation results on naturalness of AdaIN-VC, AUTOVC and AUTOVC-Vvec.

speaker encoder is jointly trained as -Joint. In addition, we trained AUTOVC whose speaker encoder is replaced with v-vector from trained AdaIN-VC (AUTOVC-Vvec).

6.2. Objective results

The results are shown in Fig. [6]. We can see AdaIN-VC-Joint performed the best among all AdaIN-VC modifications, so did AUTOVC-Vvec among all AUTOVC modifications. The models trained with d-vector and x-vector were not capable of converting speaker timbre well. The models trained with i-vector were able to convert timbre well but with unsatisfactory CER. V-vector was trained on far less data than other pretrained speaker embeddings did (VCTK versus VoxCeleb), but still outperformed pretrained ones. Finally, AUTOVC-Joint failed, with extremely high CER and low SVAR in each case.

The results suggest that pretrained speaker embeddings are not as effective for VC as they are in speaker verification although they are pretrained with a large number of speakers. Speaker embedding jointly trained with VC model is more suitable for voice conversion than those trained on speaker verification. Moreover, the results also indicate that the speaker information required for VC and speaker verification are different. Finally, the result also show that AUTOVC needs a pretrained speaker embedding so as to make content encoder able to extract content information only.

6.3. Subjective results

We conducted Mean Opinion Score (MOS) test to rate the quality and similarity of the converted utterances. For speech quality, subjects were asked to score the utterances based on its naturalness from 1 (very bad) to 5 (very good). As for speaker similarity, subjects were given two utterances each time and needed to score based on their similarity from 1 (different, absolutely sure) to 4 (same, absolutely sure). All of the MOS results are reported with 95% confidence intervals.

We compare top three models in the previous experiments, including AdaIN-VC, AUTOVC and AUTOVC with pretrained speaker encoder trained by AdaIN-VC (AUTOVC-Vvec). Models were evaluated on two corpora, VCTK-train and LibriTTS. Both source and target utterances were from the same corpus. For each model, we selected 50 examples from VCTK-train and LibriTTS respectively, and each example was scored by at least 5 subjects.

The results of subjective evaluation are similar to those of objective evaluations, reinforcing our results in the last few sections. Both from the MOS and similarity tests, we can see that AUTOVC-Vvec mitigates the problem that AUTOVC performs undesirably when faced with mismatched data distribution. The results also suggest that utilizing v-vector improves on both objective and subjective metrics.

7. CONCLUSION

We performed a survey on the robustness of current voice conversion models in several perspectives. The sampling rate and audio duration have great impact on these models. In addition, carefully-designed information bottleneck in AUTOVC does not generalize well to unseen data, whereas AdaIN-VC is relatively more robust. Also, speaker embeddings jointly trained with other VC modules are more suitable for the conversion task than those pre-trained for speaker identification. Last but not least, objective and subjective results are highly correlated, indicating that the objective metrics adopted here are appropriate measures for voice conversion.
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