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Abstract—We address the problem of online learning in predictive control of an unknown linear dynamical system with time varying cost functions. We consider the setting where the control algorithm does not know the true system model and has only access to a fixed-length (that does not grow with the control horizon) preview of the future cost functions. We characterize the performance of the algorithm using the metric of dynamic regret, which is defined as the difference between the cumulative cost incurred by the algorithm and that of the best sequence of actions in hindsight. We propose a novel online learning predictive control algorithm called Optimistic MPC (O-MPC) algorithm. We show that under the standard stability assumption for the true underlying system, the O-MPC algorithm achieves $O(T^{2/3})$ dynamic regret.

I. INTRODUCTION

The control of dynamical systems with uncertainties such as modeling errors, parametric uncertainty, and disturbances is a central challenge in control theory. There is vast literature in the field on control synthesis for systems with such uncertainties. The robust control literature studies the problem of feedback control with modeling uncertainty and disturbances [1] while the adaptive control literature studies the control of systems with parametric uncertainty [2]. Typically, these classical approaches are concerned with stability and asymptotic performance guarantees.

Recently, there has been an increasing attention on the online control algorithms for dynamical systems with uncertainty in disturbances, system parameters and cost functions. This online control literature typically focuses on the finite time performance guarantees of the algorithms [3]–[6]. The typical objective in these works is to minimize the static regret, which is defined as the difference between the cumulative cost incurred by the online algorithm and the best policy from a certain class of policies. This is a key difference and challenge compared to the conventional adaptive control literature, and it requires combining techniques from statistical learning, online optimization and control. Most of the existing works in online control consider the setting where the online algorithm has access to only the past observations (of states, cost functions, and disturbances). On the other hand, in many practical problems such as robotics [7], energy systems [8], data-center management [9] etc., a finite-length preview of the future cost functions and/or disturbances are available to the control algorithm to compute the current control input. The question then is how do we develop online control algorithms that can exploit this preview to provably achieve better performance guarantees?

In the control theory literature, Model Predictive Control (MPC) addresses the class of problems where a preview of future cost functions are available to compute the current control input. The MPC is a well studied methodology in the control literature [10], [11]. However, the MPC literature primarily focuses on asymptotic performance guarantees. In sharp contrast to these existing works, our goal is to develop an online learning MPC algorithm with provable finite time performance guarantees. We focus on minimizing the metric of dynamic regret, which is defined as the difference between the cumulative cost of the online algorithm and that of the optimal sequence of control actions in hindsight (with full information). Thus, the dynamic regret is a stronger performance metric compared to the static regret. Our objective is to show that an optimally designed online learning MPC algorithm can achieve sub-linear dynamic regret using the preview information under minimal standard assumptions.

Related work: Recently, some works have addressed characterization of online performance (dynamic regret) of MPC algorithms [12]–[14]. In [12], the authors characterize the effect of preview on the dynamic regret of any baseline policy. They present an algorithm that improves the dynamic regret of any baseline policy exponentially with the length of the preview. In [13], the authors present guarantees for dynamic regret for a fixed LQR cost function with preview of disturbances. In [14], the authors extend these results to strongly convex cost functions. However, these works: (i) require the preview to grow at least logarithmically with the time horizon, and (ii) assume the system model is known. Significantly different from these works, we consider the more challenging setting of online learning in predictive control where only a fixed-length preview is available and the system model is unknown.

Another recent work [15] has also studied the problem of online learning in predictive control with a certainty equivalent approach, where the estimated parameter is directly used to compute the control policy. They consider a setting similar to ours, an unknown dynamical system without disturbances, with noise perturbed observations of the state. They show that their approach achieves $O(T^{2/3})$ regret. However, this approach crucially depends on a major assumption that the MPC policy computed using the estimated parameter is stabilizing for all systems within a certain radius from this estimate. In contrast, we develop a novel approach using the principle of optimism for online learning predictive control,
where the stability assumption is required only for the true underlying system, not for all the systems whose parameters lies within a ball around the true system parameter. We show that under this minimal and standard assumption, our proposed approach achieves $O(T^{2/3})$ dynamic regret.

Recently, many papers have studied the online regret performance in control problems with general time-varying costs, disturbances and known system model [5], [16]–[19]. A few others have also studied the problem with unknown linear systems. In [3], the authors provide an algorithm for the LQR problem with unknown dynamics that achieves a regret of $O(T^{2/3})$. In [20], the authors improve this result by providing an algorithm that achieves a regret of $O(T^{1/2})$ for the same problem. In [6], the authors generalize these results to provide sub-linear regret guarantee for online control with partial observation for both known and unknown systems. However, these works do not address online learning in predictive control which is the focus of this paper.

Main Contributions: We address the problem of online learning in predictive control of an unknown linear dynamical system with time varying cost functions. We assume that the system model is unknown to the control algorithm a priori and the control algorithm has only access to a fixed-length preview of the future cost functions. We propose a novel online learning MPC called Optimistic MPC (O-MPC) algorithm for this setting. We show that the O-MPC algorithm achieves a sublinear dynamic regret of $O(T^{2/3})$, under a standard assumption used for establishing the asymptotic stability of MPC controllers for the true underlying system.

To the best of our knowledge, this is the first work that gives a sub-linear dynamic regret guarantee for the online learning MPC problem with unknown system parameter and time varying cost function under standard assumptions.

Due to the page limits, we omit the proofs. All the proofs are given in the arXiv version [21].

A. Notations

We denote the spectral radius of a matrix $A$ by $\rho(A)$, the 2-norm of a vector by $\| \cdot \|_2$, the Frobenious norm of a matrix $X$ by $\| X \|_F$, the non-negative part of the real line by $\mathbb{R}_+$, the discrete time interval from $m_1$ to $m_2$ by $[m_1, m_2]$, the sequence $(x_1, x_2, \ldots, x_m)$ compactly by $x_{1:m}$. We denote the $j$th element of a vector $x$ by $x[j]$. We denote the $m$-ary cartesian power of a set $A$ by $A^m$. When a sequence of $m$-dimensional vectors $x_{1:m}$ are i.i.d. over the support $X^m$, we denote this by $x_t \overset{i.i.d.}{\sim} A^m$, where it is implicit that $t \in [m_1, m_2]$.

II. Problem Formulation and Preliminaries

We consider the online control of an unknown and partially observed linear dynamical system. The system evolution and the observation models are given by the equations

$$x_{t+1} = A^* x_t + B^* u_t, \quad y_t = x_t + \epsilon_t,$$

where $x_t \in \mathbb{R}^n$, $u_t \in \mathbb{R}^m$, $y_t \in \mathbb{R}^n$, $\epsilon_t \in \mathbb{R}^n$ are the state, control action, observation, and observation noise at time $t$, respectively. The system model is characterized by the parameters $A^* \in \mathbb{R}^{n \times n}$ and $B^* \in \mathbb{R}^{n \times m}$. For conciseness, we denote $\theta^* = [A^*, B^*]$, and we assume that $\theta^* \in \Theta \subset \mathbb{R}^{n \times (n + m)}$, where $\Theta$ is a known compact set.

A control policy $\pi$ selects a control action $u^*_t$ at each time $t$ depending on the available information, resulting in a sequence of actions $u^*_{1:T}$ and the corresponding state trajectory $x^*_{1:T}$. The cumulative cost of a policy $\pi$ under the system dynamics (1) is given by

$$J_T(\pi; \theta^*) = \sum_{t=1}^{T} c_t(x^*_t, u^*_t),$$

where $c_t$ is the cost function at time $t$. The typical goal is to find the optimal policy $\pi^*$ such that $\pi^* = \arg\min_{\pi} J_T(\pi; \theta^*)$. Clearly, computing $\pi^*$ requires the knowledge of the system model $\theta^*$ and the entire sequence of cost functions $c_{1:T}$.

In this work, we consider the setting where the decision maker (control policy) does not know the system parameter $\theta^*$ a priori, and has to learn the system parameter from the online observations. Moreover, the policy only has access to a fixed-length preview of the next $M$ cost functions, $c_{t+1:M-1}$ at each time step $t$. More precisely, the policy has only the following information available at each time $t$ for selecting the action $u_t$: (i) past observations $y_{1:t-1}$, current observation $y_t$, and past control inputs $u_{1:t-1}$, (ii) past cost functions $c_{1:t-1}$, and (iii) a preview of the next $M$ cost functions $c_{t+1:M-1}$. The policy has to learn the unknown system parameter from the online observations and adapt with respect to the revealed future cost functions. Thus, such a policy is called an online learning policy and the problem is a online learning problem.

The performance of an online learning policy $\pi$ is measured in terms of the dynamic regret, defined as

$$R_T(\pi) = J_T(\pi; \theta^*) - J_T(\pi^*; \theta^*).$$

In other words, dynamic regret is the difference between the policy $\pi$ and that of the best policy $\pi^*$ which has the complete information of the model parameter and loss functions. Note that the dynamic regret is different from the more commonly used metric of static regret [5], [6], where the cost of the online algorithm is compared with that of the best fixed policy from a specific class. Thus, the dynamic regret metric is a harder online performance metric compared to the standard static regret in online control. Our goal is to find an online learning policy that minimizes the dynamic regret in the above information setting.

We make the following assumptions on the system model.

Assumption 1 (System model). (i) The set of possible system parameters $\Theta$ is a known compact set. Moreover, $\|\theta\|_F \leq S$, $\forall \theta \in \Theta$. (ii) $\rho(A^*) < 1$, where $\rho(\cdot)$ is the spectral radius. The pair $(A^*, B^*)$ is controllable. (iii) The observation noise $\epsilon_t$ is uniformly bounded, i.e., $\|\epsilon_t\|_2 \leq \epsilon_c$, $\forall t$. (iv) The cost functions $c_{1:T}$ are continuous and locally Lipschitz with a uniform Lipschitz constant for all $t$. 
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The assumptions on the boundedness of $\Theta$ and the spectral radius are standard in the online learning and control literature when the system model is unknown [3], [6], [20], [22]. Our assumption that the noise is bounded is similar to [6], which is the only other work that also studies online control of unknown systems with general cost functions. Similar to [15], which is the closest to our work, we also do not consider stochastic disturbances in our dynamics. The problem with disturbances is more challenging, although we believe the proof techniques we employ can be extended to the setting with the disturbances. We plan to address the problem with disturbance as a subsequent work.

A. Model Predictive Control: Preliminaries

Model Predictive control (MPC) is one of the most popular approaches for control design when only a preview of the cost functions are available [10], [11]. The standard MPC algorithm needs the knowledge the system parameter $\theta = [A(\theta), B(\theta)]$ for computing the optimal control sequence for that system. Algorithm 1 gives the formal description of the MPC algorithm with an $M$-step preview. Given the current time step $t$, current state $x_t$, preview of the cost functions $c_{t:t+M-1}$, and the system parameter $\theta$ as the input, the MPC algorithm gives the control action $u_t = \text{MPC}(t, x_t, c_{t:t+M-1}, \theta)$ as the output.

**Algorithm 1** MPC($t, x_t, c_{t:t+M-1}, \theta$)

1. With the initialization $\tilde{x}_t = x_t$, compute $\tilde{u}_{t:t+M-1} = \arg\min_{\tilde{u}_{t:t+M-1}} \sum_{k=t}^{t+M-1} c_k(\tilde{x}_k, \tilde{u}_k)$, s.t. $\tilde{x}_{k+1} = A(\theta)\tilde{x}_k + B(\theta)\tilde{u}_k$.

2. Output: $\tilde{u}_t$

There has been significant works on analyzing the stability of systems that employ MPC policies under various assumptions [23], [24]. Clearly, any online learning MPC algorithm also has to ensure the stability of the system. So, we follow the same assumptions used in the literature that ensure stability of systems that employ MPC policies.

Define the $M$-step cost-to-go function, denoted by $V_t$, as

$$V_t(x; \theta) = \min_{u_{t:t+M-1}} \sum_{k=t}^{t+M-1} c_k(x_k, u_k),$$

s.t. $x_{k+1} = A(\theta)x_k + B(\theta)u_k, x_t = x$. (4)

**Assumption 2** (Stability assumptions). There exist positive scalars $\alpha, \sigma$ and a continuous function $\sigma: \mathbb{R}^n \to \mathbb{R}_+$ such that: (i) $c_t(x, u) \geq \alpha \sigma(x)$, $\forall x, \forall u, \forall t$, (ii) $V_t(x; \theta) \leq \sigma(x)$, $\forall x, \forall t$, and (iii) $\lim_{||x|| \to \infty} \sigma(x) = \infty$.

Under the above stability assumption, [23] showed that the system with the parameter $\theta$ under the MPC policy has global asymptotic stability. We will make use of this assumption in analyzing our approach. In contrast to other MPC approaches like [24], the stability assumption we use from [23] does not assume the existence of a Lyapunov-like function directly, which is a stronger form of stability assumption. Unlike [15], which is the only other work to discuss online learning predictive control, we do not require the stability assumption to hold for all the systems within a neighborhood around the true underlying system.

**Remark 1.** The cost functions satisfying 2 trivially include time varying quadratic, for eg., $c_t(x) = (x - b)^TQ_t(x - b) + u^TR_tu$, where $b$ is an offset, and non-convex functions of the state (see [23] for examples). Thus, the cost functions we consider are quite general.

III. ALGORITHM AND REGRET GUARANTEE

In this section, we present our online learning MPC algorithm called the Optimistic MPC (O-MPC) algorithm, and its regret performance guarantee. The algorithm operates in two phases: (i) exploration phase, and (ii) control phase. In the exploration phase, the algorithm follows a pure exploration strategy to estimate the unknown system parameter. In the control phase, the algorithm selects an optimistic parameter from a high confidence region around the parameter estimate and employs an MPC policy based on this optimistic parameter.

A. Exploration Phase

The goal of the exploration phase is to explore the system and collect the observations to estimate the unknown parameter $\theta^*$ up to a desired accuracy with high probability. This is achieved by a pure exploration strategy for the first $T_0$ steps.

We adopt the approach of [25]. The algorithm sets the control actions in the exploration phase as an i.i.d. random sequence as given by

$$u_t \sim \{\pm 1\}^m,$$

where $P(u_t[j] = 1/2$, where $\{\pm 1\}$ denotes the set with elements 1 and $-1$ and $\{\pm 1\}^m$ denotes the $m$-ary cartesian power.

At the end of the exploration phase, the algorithm computes the following quantities

$$N_j = \frac{1}{T_0 - n} \sum_{i=1}^{T_0 - n - 1} y_{t+j+1}u_t^T, \forall j \in [1, n].$$

Let

$$\tilde{C}_0 = [N_0 \ N_1 \ldots N_{n-1}], \ \tilde{C}_1 = [N_1 \ N_2 \ldots N_n].$$

Then, the algorithm computes the estimate of $\theta^*$ as

$$\tilde{\theta}_{ls} = [\tilde{A} \ \tilde{B}], \ \tilde{B} = N_0, \ \tilde{A} = \tilde{C}_1\tilde{C}_0^{-1}(\tilde{C}_0\tilde{C}_0^{-1})^{-1}. \ (6)$$

Given the parameter estimate $\tilde{\theta}_{ls}$, the algorithm computes a high confidence set as given by

$$\tilde{\Theta} = \left\{ \theta : ||\theta - \tilde{\theta}_{ls}||_F \leq \beta(\delta) \right\}, \ (7)$$

where

$$\beta(\delta) = \sqrt{2 \times 10^3 n^2 k^3 (\sqrt{m} + c_F \gamma^{-1}) m \log(mn^2/\delta) / T_0^{1/2}}. \ (8)$$
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Algorithm 2 O-MPC($t, \hat{x}_t, c_{t:t+M-1}, \Theta$)

**Input:**
With the initialization $\hat{x}_t = \hat{x}_t$, compute
$$(\hat{u}_{t:t+M-1}, \hat{\theta}_t) = \arg\min_{\hat{u}_{t:t+M-1},\theta \in \Theta} \sum_{k=t}^{t+M-1} c_k(\hat{x}_k, \hat{u}_k),$$
s.t. $\hat{x}_{k+1} = A(\theta)\hat{x}_k + B(\theta)\hat{u}_k$

**Output:** $(\hat{u}_t, \hat{\theta}_t)$

Algorithm 3 O-MPC Algorithm

**Input:** $T_0, \delta$

**Estimation Phase:**
for $t = 1 : T_0$
  select control action $u_t$ according to (5)
end

Estimate the parameter $\hat{\theta}_t$ according to (6)

Estimate the confidence region $\Theta$ according to (7) -(8)

Set $\hat{x}_{T_0+1} = y_{T_0+1}$

**Control Phase:**
for $t = T_0 + 1 : T$
  Select the control action $u^\pi_t$ and the optimistic parameter $\hat{\theta}_t$ as $(u^\pi_t, \hat{\theta}_t) = O\text{-MPC}(t, \hat{x}_t, c_{t:t+M-1}, \Theta)$
  $\hat{x}_{t+1} = A(\hat{\theta}_t)\hat{x}_t + B(\hat{\theta}_t)u^\pi_t$
end

Here, the constants $c_\rho$ and $\gamma_\rho$ are constants such that $\|A^k\| \leq \gamma_\rho (1 - \rho)^k$, and $\kappa$ is a sufficiently large constant such that $\|(C_0C_0^T)^{-1}\| \leq \kappa$, where $C_0 = [B, \ldots, A^{n-1}B]$.

The implicit assumption here is that these constants are known and can be used to construct the high confidence set. We note that this assumption is essential to construct the high confidence set.

**Proposition 1.** Suppose Assumption 1 holds, and $u_1:T_0$ is given by (5). Then, for sufficiently large $T_0$, with probability greater than $1 - \delta$, $\theta^* \in \Theta$.

We note that the lower bound for $T_0$ given in the above proposition does not depend on the horizon $T$. The proof is exactly the same as the proof of [25, Theorem 19]. We refer the reader to [25, Theorem 19] for the details of the proof.

B. O-MPC Algorithm

The O-MPC algorithm uses an optimistic approach that simultaneously selects the optimistic parameter from the confidence region $\Theta$ and the optimal control action with respect to this optimistic parameter. More precisely, at each time $t \in [T_0 + 1 : T]$, the O-MPC algorithm selects the control action $u^\pi_t$ and the optimistic parameter $\hat{\theta}_t$ as
$$(u^\pi_t, \hat{\theta}_t) = O\text{-MPC}(t, \hat{x}_t, c_{t:t+M-1}, \Theta),$$

where the O-MPC subroutine is given in Algorithm 2. The complete O-MPC algorithm is formally presented in Algorithm 3.

C. Regret Performance Guarantee

We now formally present the regret guarantee of the O-MPC algorithm (denoted as $\pi_k$).

**Theorem 1** (Regret of the O-MPC Algorithm). Suppose Assumption 1 holds, $\theta^*$ satisfies Assumption 2, and $T_0$ satisfies the conditions in Proposition 1. Assume that $\bar{\sigma}/\sigma < 2$. Fix $T_0 = T^{2/3}$. Then there exists $M, T$ such that, for $T > T$, with probability greater than $(1 - \delta)$

$$R_T(O\text{-MPC}) \leq O(T^{2/3})$$

**Remark 2.** The condition on the ratio of upper and lower bound to the cost functions, i.e., $\bar{\sigma}/\sigma < 2$ can be relaxed by making additional but less restrictive assumptions. The ratio condition is only required to establish the boundedness of the state, as we shall show in the proof later. For lack of space we do not discuss this relaxation.

IV. REGRET ANALYSIS

In this section, we give the key proof ideas used in the analysis of O-MPC algorithm and obtaining the $O(T^{2/3})$ dynamic regret.

Given a sequence of system parameters $\theta_{T_1:T_2}$, a sequence of control actions $u_{1:T}$, and an initial state $x$, we define $J_{T_1:T_2}(u_{T_1:T_2}; \theta_{T_1:T_2})$ as

$$J_{T_1:T_2}(u_{T_1:T_2}; \theta_{T_1:T_2}) = \sum_{t=T_1}^{T_2} c_t(x_t, u_t),$$
s.t. $x_{t+1} = A(\theta_t)x_t + B(\theta_t)u_t, \quad x_{T_1} = x,$

(10)

for any $T_1, T_2 \in [1, T]$. We make the dependence on the initial state $x$ implicit as it will be clear from the context. If $\theta_t = \theta, \forall t \in [T_1, T_2]$, we will simplify the above notation as $J_{T_1:T_2}(u_{T_1:T_2}; \theta)$. Let $u^\pi_{1:T}$ and $u^*_1:T$ be the sequence of control actions generated by the policies $\pi$ and $\pi^*$, respectively. For analyzing the regret, we decompose it into three terms as follows:

$$R_T(\pi) = J_{1:T_0}(u^\pi_{1:T_0}; \theta^*) - J_{1:T_0}(u^*_1:T_0; \theta^*)$$

$$+ J_{T_0+1:T}(u^\pi_{T_0+1:T}; \theta^*) - J_{T_0+1:T}(u^*_1:T; \theta^*)$$

$$+ J_{T_0+1:T}(u^\pi_{T_0+1:T}; \theta_{T_0+1:T}) - J_{T_0+1:T}(u^*_1:T; \theta_{T_0+1:T})$$

(11)

Term I characterizes the regret due to the exploration phase. We show that, under the exploration strategy we use, the regret due to exploration is bounded by the length of the exploration phase. The key challenge involved here is to show that the system state does not grow unbounded during the exploration phase. For this, we make use of the fact that the spectral radius of $A^*$ is strictly less than one and the control sequences are bounded. We then use the fact that the cost functions are locally Lipschitz to show that the realized cost at each time step of the estimation phase is bounded.
Combining these, one can show that the regret of Term I is $O(T_0)$. We formally state the bound on Term I below.

**Proposition 2** (Regret of Term I). Suppose Assumption 1 holds. Let Term I be as defined in (11). Then, under the O-MPC algorithm,

$$\text{Term I} \leq O(T_0)$$

Note that, if we set $T_0 = T^{2/3}$ as specified in Theorem 1, then the regret due to Term I is $O(T^{2/3})$. Due to page limit, the proof is deferred to [21].

The O-MPC algorithm generates the sequence of control actions $u_{T_0+1:T}^*$ using the parameter sequence $\theta_{T_0+1:T}$. However, these control actions are applied on the true system with parameter $\theta^*$. Term II characterizes the regret due to this difference. The analysis of Term II is challenging because we need to consider the sequence of parameters $\theta_{T_0+1:T}$ selected by the algorithm. Contingent on the states being bounded, we upperbound the difference of the states of any two systems driven by the same sequence of control actions at a time $t$ by a decaying sum of the parameter difference from $t$ to $T_0 + 1$. We then separately show that the states are bounded. This will also imply that the control actions are bounded. The cost functions being locally Lipschitz and the states and control actions being bounded, Term II can now be upperbounded by the cumulative error of the parameter sequence $\theta_{T_0+1:T}$. Since $\|\theta^* - \theta_t\| \leq O(1/\sqrt{T_0})$ for all $t$ (using Proposition 1), we get a net upperbound of $O(T/\sqrt{T_0})$ with a high probability. We state this result formally below.

**Proposition 3** (Regret of Term II). Suppose Assumption 1 holds, $\theta^*$ satisfies Assumption 2, and $T_0$ satisfies the conditions in Proposition 1. Assume that $\bar{\sigma}/\sigma < 2$. Let Term II be as defined in (11). Then there exists $M,T$ such that, for $T > T$, under O-MPC algorithm, with probability greater than $(1 - \delta)$

$$\text{Term II} \leq O(T/\sqrt{T_0})$$

Here, if we set $T_0 = T^{2/3}$, Term II is $O(T^{2/3})$. Due to page limit, the proof is deferred to [21].

Bounding Term III is significantly more challenging because the stability assumption is true only for the true system $\theta^*$, whereas the quantity to be analyzed is the cumulative cost of the MPC controller for an arbitrary system within the confidence region. The proof uses the fact that estimate is optimistic to leverage Assumption 2 satisfied by $\theta^*$. This leads to a Lyapunov-like condition with an additional term that is proportional to the difference between $\theta^*$ and $\hat{\theta}_t$. The novelty of the proof technique is how the optimistic estimate is used to establish the Lyapunov-like condition. The additional term at every time step leads to the $O(T/\sqrt{T_0})$ overall regret.

**Proposition 4** (Regret of Term III). Suppose Assumption 1 holds, $\theta^*$ satisfies Assumption 2, and $T_0$ satisfies the conditions in Proposition 1. Assume that $\bar{\sigma}/\sigma < 2$. Let Term III be as defined in (11). Then there exists $M,T$ such that, for $T > T$, under O-MPC algorithm, with probability greater than $(1 - \delta)$

$$\text{Term III} \leq O(T/\sqrt{T_0})$$

Note that, by setting $T_0 = T^{2/3}$, the regret of Term III becomes $O(T^{2/3})$. Due to page limit, the proof is deferred to [21].

The proof of the main result, Theorem 1, follows by setting $T_0 = T^{2/3}$ and combining Proposition 2, Proposition 3 and Proposition 4.

### V. Numerical Experiments

In this section, we present three numerical examples to illustrate the performance of the O-MPC algorithm. In all examples, we consider a linear dynamical system as given in (1) with $n = 2$ and $m = 1$. In each example, the system matrices $A^*$ and $B^*$ are chosen randomly, with the elements of $A^*$ in the range $[0, 0.5]$ and the elements of $B^*$ in the range $[0, 1]$. The preview $M$ is set to be 5 in all the examples. This $M$ is computed as $(\bar{\sigma}/\alpha)^2 + 1$, as given in Theorem 1, for the fixed quadratic cost given by $Q = I$ and $R = I$. We select different sets of cost functions for each example, as:

**Example 1**: we select quadratic cost functions, $c_t(x,u) = (x - b)\top Q(x - b) + u\top R u$, where $b = [0.01, 0.01]$, and $Q_t$ and $R_t$ are randomly chosen diagonal matrices with each diagonal element lying in the range $[0.375, 0.625]$. This example hence illustrates a specific case of online predictive linear quadratic control with time varying cost functions and unknown system model.

**Example 2**: we select the sequence of cost functions given by $c_t(x,u) = \sigma(x) + u\top R u$, where $\sigma(x) := \inf_{y \in \mathcal{X}} \|y - x\|^2$, and $\mathcal{X}$ is the ball of radius 0.25 centered at 0.5. This example focus on the convergence to a specific region in the state space centered by $\mathcal{X}$, which is often an important objective in predictive control.

**Example 3**: we select non-quadratic cost functions given by $c_t(x,u) = \|x[1] - b\|^2 + \|x[2] - b\|^2 + u\top u$, where $b = 0.1$. This example illustrates a specific case of online predictive control with non-convex cost functions. While most of the online predictive control techniques are reliant on convexity assumption, this assumption need not hold in all control problems (see [23] for details).

We note that, in these examples, because the costs are offset from zero, $u_t = 0$ will not achieve a sub-linear regret.

The variation of the regret for all these examples is shown in Fig. 1. We find that the scaling of the regret in all these examples matches with our theoretical guarantee.

### VI. Conclusion

In this work, we present a novel online learning and control algorithm for predictive control of linear dynamical systems. Our work sheds light on methods, conditions and analysis for predictive control of unknown systems with limited preview. Our proposed O-MPC algorithm guarantees $O(T^{2/3})$ dynamic regret without making no additional assumption other than the standard stability assumptions required for the asymptotic analysis of MPC algorithms.
In future, we plan to extend this algorithm and analysis to systems with disturbances.
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