Emergency Support Unmanned Aerial Vehicle for Forest Fire Surveillance
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Abstract: The advances in autonomous technologies and microelectronics have increased the use of Autonomous Unmanned Aerial Vehicles (UAVs) in more critical applications, such as forest fire monitoring and fighting. In addition, implementing surveillance methods that provide rich information about the fires is considered a great tool for Emergency Response Teams (ERT). From this aspect and in collaboration with Telefónica Digital España, Dronitec S.L, and Divisek Systems, this paper presents a fire monitoring system based on perception algorithms, implemented on a UAV, to perform surveillance tasks allowing the monitoring of a specific area, in which several algorithms have been implemented to perform the tasks of autonomous take-off/landing, trajectory planning, and fire monitoring. This UAV is equipped with RGB and thermal cameras, temperature sensors, and communication modules in order to provide full information about the fire and the UAV itself, sending these data to the ground station in real time. The presented work is validated by performing several flights in a real environment, and the obtained results show the efficiency and the robustness of the proposed system, against different weather conditions.
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1. Introduction

In recent years, the field of Unmanned Aerial Vehicles (UAVs) has been given great focus in many applications, and this is due to the advances in the field of microelectronics, which have allowed improving certain characteristics, such as weight, endurance, and payload. These advances have allowed the use of this type of vehicle in a large number of applications, such as those collected by [1], which complement human labor or, in some cases, replace it [2,3]. In addition, the possibility of carrying a certain load has resulted in advanced solutions for UAVs that create added value. Through the use of different sensors on board, studies and analyses of a wide range of environments can be carried out, helping to reduce costs and personal risks and monitor hard-to-reach areas effectively [4]. This set of features results in UAVs having a high impact in the field of fighting fires, which have a high economic, social, and environmental cost in most places of the world.

Forest fires are considered among the biggest environmental problems in the European Union. According to the last annual report published by the European Commission in 2017 [5] and as shown in Tables 1 and 2, Spain has suffered some of the worst years in the last decade with an increment of 10% in the number of fires and of 95% in the hectares affected.
Table 1. Number of fires in 2017 compared with the 10 year average [5].

|                        | Average 2007–2016 | 2017 |
|------------------------|-------------------|------|
| Number of fires <1 ha  | 8228              | 8705 |
| Number of fires ≥ 1 ha | 4135              | 5088 |
| Total                  | 12,363            | 13,793 |

Table 2. Burnt area in 2017 compared with the 10 year average [5].

|                                      | Average 2007–2016 | 2017     |
|--------------------------------------|-------------------|----------|
| Burnt area of other wooded land (ha) | 27,226.41         | 66,839.02 |
| Burnt area of forest (ha)            | 91,846.74         | 178,233.93 |

In addition, Spain and Portugal have more than 50% of the number of fires and hectares affected in the five major Southern European countries (Portugal, Spain, France, Italy, and Greece). Figure 1 shows the contribution of each of the five countries in terms of burnt area and number of fires in 2017.

![Figure 1](image)

Figure 1. Share of the total burnt area (a) and the total number of fires (b) in each of the Southern Member States for 2017 [5].

In this paper, a research project is developed in collaboration with the companies Telefónica Digital España, Dronitec S.L., and Divisek Systems using the tools available on the current market for a forest fire monitoring system based on a UAV equipped with cameras and thermal sensors, which allows providing useful information about the fires and the surrounding environment to the emergency team. Moreover, the implemented algorithms allow the UAV to carry out the mission in a fully autonomous manner, together with a graphic interface, as a ground station, which allows monitoring the environment and controlling the UAV in real time.

The reminder of this paper is organized as follows: Section 2 states the recent works related to the use of this technology in civil applications such as agriculture or firefighting. Section 3 describes the experimental platform designed and the main hardware elements mounted on it. Section 4 presents the software developed and its sub-elements. In Section 5, the experiments and the obtained results are discussed. Finally, Section 6 summarizes the conclusions and future works.

2. Related Work

Currently, forest fires are among the main environmental problems in society, in particular in Southern European countries such as Spain. Apart from the impact and damage caused to ecosystems and possible human losses, it is important to consider the large direct and indirect costs resulting from these disasters. As stated in [6], the fires in Galicia in October 2017 alone had an economic impact of 155.89 million Euros.

According to sources from the Ministry of Agriculture, Food and Environment, Spain suffered an annual average of 14,476 incidents affecting an area of 108,282.39 hectares, with economic losses exceeding 54 million Euros. Therefore, technological advances in the area of robotics can help both...
in reducing the number of incidents and the costs. From this point of view, this project aims to create an autonomous UAV that can perform the tasks of the supervision and monitoring of fires in rural environments.

During the last few years, there has been a current of research that seeks to incorporate autonomous vehicles, both ground and aerial, in the civil field. While in some cases, replacing the functions of human operators was sought, in many others, using this technology as a tool to help perform the work more safely and efficiently was sought, taking advantage of this type of vehicle moving autonomously [7–9].

One of the sectors overlapping fire fighting the most is agriculture. In this area, a series of research works has been conducted in the literature, whose advances are of interest within the field on which this work is centered. In [10], a strategy was presented for the coverage and mapping of large areas with a swarm of UAVs, showing an efficient solution to the problem of the monitoring and evaluation of large areas of land, such as for rural fires. The work in [11] presented vision based algorithms for the detection and classification of crops with images captured with a monocular camera installed in a UAV and, although not directly related to fire detection, a useful tool for the analysis of the rural environment in which air vehicles are working. Another work that collected methods of image processing with applicability in this area was presented by [12], in which, through the analysis and processing of images captured by a thermal camera, the detection of people in forest areas was carried out, which is a tool of great interest for the cooperative work between air vehicles and operational personnel on the ground.

The use of UAVs with onboard vision based systems to monitor and detect forest fires from Unmanned Aerial Vehicles (UAVs) was detailed in [13,14]. Although the methods developed based on vision would be useful in this work, all this research has focused on their development, without covering information about the platform used or the navigation methods implemented.

In [15], the use of a system formed by multiple UAVs was employed in a first phase for the search and detection of fires and in a second phase for training to undertake fire extinguishing missions. This work, developed on multiple platforms, which represents an important advance, presented similarities to this work, but only collected results in simulation environments, without implementing their methods and algorithms on real platforms.

Focusing on the development of a perception system for the monitoring of fires within teams formed by different vehicles, the work in [16] presented a set of UAVs in charge of taking images of a forest fire in real time in order to analyze the evolution of the fire with the integration of all the information.

Within the field of multi-UAV systems is the research carried out by [17], in which three different types of unmanned aerial vehicles were used to carry out patrol, confirmation, and fire observation tasks. Their performance was tested in laboratory conditions and showed that they could be used to help ground teams predict and respond to a fire threat. In line with the use of multi-robot systems for the prevention and conservation of ecosystems is the work in [18], in which a team consisting of autonomous vehicles, both land and air, worked cooperatively to perform maintenance tasks in forest areas in order to prevent possible environmental damage such as fires.

Works such as the one developed by [19] are closer to the object of this project. This included the design and implementation of a UAV to undertake fire extinguishing tasks autonomously. Unlike the work proposed in this article, the UAV implemented was a quadrocopter with a light payload, and its tasks were oriented toward the intake of water and discharging it at the focal point of the fire. Although at a small scale, projects such as this one showed that work is currently being done to incorporate UAVs into fire extinguishing efforts.

For its part, the work in [20] developed a UAV with fireproof materials that could perform firefighting missions and search for victims through the use of a fire extinguisher on board the aircraft and cameras that allowed a direct view of the environment. In this case, the UAV was a tool for fire brigades, since, through an operator who managed the UAV, it allowed knowing essential data of
the environment and could help in the fire extinguishing efforts. Although the authors indicated the possibility of using this device outdoors, in fact, it was presented as a tool to be used in enclosed spaces.

Finally, related to the use of UAVs for fires, the work implemented by [21] presented a particle swarm optimization algorithm to assign multiple tasks to UAVs in dynamic environments such as forest fires.

3. Hardware Architecture

Different aspects were taken into account for the selection of the UAV, such as payload, energy consumption, maneuverability, and cost. For this work, a hexacopter structure was used, as shown in Figure 2, which provided more stability and robustness against meteorological conditions.

![Figure 2. Emergency Support (ES)-UAV.](image)

This UAV had a maximum takeoff mass of 8.2 kg, an endurance of 18 min, and a flying speed up to 32 km/h.

The flight controller used was PixHawk 2 Cube (Figure 3), the communication protocol of which is compatible with the Robot Operating System (ROS) framework, on which the algorithms of the trajectory generation and environmental analysis were developed. In addition, it was equipped with RTK GNSS and triple redundancy sensors (accelerometers and gyroscopes), which allowed obtaining more precise data of the speed, orientation, and gravitational forces.
3.1. Payload

Regarding the onboard sensors, the UAV was equipped with a set of subsystems as described as follows:

- Optical sensors: The UAV was equipped with two different types of cameras, allowing the gathering of detailed information of the fire and the environment.
  - RGB monocular camera: with a resolution of 1920 × 1080 at 60 fps in HD.
  - Thermal camera FLIR AX5 series: the camera in charge of collecting thermal images of the fire (Figure 4), which provided information about the temperature at which the different focuses of interest were found. Its compact size, the wide range of resolutions and aspect ratios, and its compatibility with different software made it ideal for working on board UAVs.

- Digital temperature sensors DS18B20: a set of five DS18B20 digital temperature sensors distributed along the UAV body, providing temperature data at different points of the UAV.
• Onboard embedded unit: All the processing was performed on-board by an Intel NUC embedded computer, which had an Intel i7-7567U CPU at 3.5 GHz CPU and 8 GB RAM. The software was developed and integrated with ROS Kinetic, under the Ubuntu 16.04 LTS operating system.

• Communications module: It was necessary to establish a communications system that allowed the transmission of the data between the UAV and the ground station. To avoid range limitations or interference due to occlusions, a 3G/4G modem was chosen to ensure communications in a wide range of situations.

3.2. Charging Base

In these meteorological conditions, it was required to design a base with dimensions that allowed the take-off and landing maneuvers, with the ability to charge the UAV batteries wirelessly. This base needed to protect the UAV and each sub-system against weather conditions.

Therefore, taking into account the maximum dimensions of the UAV (1250 mm × 1250 mm × 730 mm) and the safety margins for operations, a base with dimensions of 2000 mm × 2000 mm × 1500 mm was constructed. After studying different designs, a base with an upper sliding door with a vertically moving bed that allowed performing the take-off and landing maneuvers was considered, as shown in Figure 5.

4. Software Architecture

In this section, the software architecture is described in detail. First, all the algorithms were implemented in the ROS framework, which presents set of tools and libraries that allow a rapid development of the control and communication with the autopilot. In this architecture, the MAVROS package was used to establish a communication bridge between ROS and MAVLink (Micro Air Vehicle Link).

The main software implementations were divided into the algorithms to execute the mission completely autonomously and the development of a graphic interface that allowed a ground operator to supervise the tasks correctly and interact with the vehicle.

4.1. Autonomous Navigation

All the algorithms developed in this work aimed to provide an autonomous UAV that was able to sense, collect data, and analyze the environment. As shown in Figure 6, the system was divided into several phases as follows.
1. **Fire alert**: The UAV in standby position receives an alert message with the position of the center of the fire in UTM coordinates. This alert is generated by a system composed of several thermal cameras (Figure 7b) installed at the top of a telecommunication tower, as shown in Figure 7a, which provides a 360° vision of the environment in a short interval of time. This system is responsible for detecting fires within a radius of 3.5 km around the tower. In this phase, the software establishes the communication between the fire detection system and the UAV.

![Figure 7. Surveillance system located in a telecommunication tower (Telefónica Digital España).](image1)

2. **Take-off**: Once the UAV receives the alert message and based on its initial UTM coordinates \((X_o, Y_o)\) and the fire location \((X_d, Y_d)\), the path generation algorithm estimates the corresponding waypoints.

As shown in Figure 8, the path generated starts by including a safe take-off from point \(A = (X_o, Y_o)\) to point \(B\), which is a point away from the base with altitude \(h\) (this point is located in the collision-free area in the base). Once point \(B\) is reached, depending on the fire location, the algorithms generate safety points \(C_i\) and \(C_r\). These points are calculated by considering a distance...
a from the furthest point of possible collision with respect to the base, then a safety coefficient $k$ is used $ak$. After that, the algorithm creates a circular path considering $ak$ as the diameter.

Once the point $Cl$ or $Cr$ is reached, the algorithm generates the trajectory from this point to point $D$ (the location of the center of the fire).

![Figure 8. Safety take-off path [22].](image)

3. Generation of the path: After the take-off maneuver is accomplished, the algorithm generates a list of waypoints $(x, y, z)$ based on several trajectories, as explained in Algorithm 1. These waypoints are in meters with respect to the initial position (location at takeoff).

As shown in Figure 9, the first trajectory is the path from the initial UAV position to a point located in the border of the orbit, and this point is calculated as follows:

$$x^2 + y^2 - (2o_x \times x) - (2o_y \times y) + (o_x^2 + o_y^2 - r^2) = 0 \quad (1)$$

$$y = mx + n \quad (2)$$

where $x, y$ are the point coordinates, $o_x, o_y$ are the coordinates of the center of orbit, and $r$ is the radius of the orbit.

Then, the first path from the initial position to the orbit is calculated as follows:

$$P_{xi+1} = Px_i + v \cos(\alpha)$$

$$P_{yi+1} = Py_i + v \sin(\alpha) \quad (3)$$
Algorithm 1: Trajectory generation.

**Input:** UAV UTM Initial Position $I_{utm} = (X_i, Y_i, Z_i)$, Fire UTM Position $F_{utm} = (X_d, Y_d, Z_d)$

**Output:** Trajectory Vector $W_{p_{utm}} = (x_i, y_i, z_i)$

1. **Define:** Altitude $h$, Orbit Radius $r$, Temporary Final Point $F_{sub}$, Sub-Trajectories $Tr_1, Tr_2, Tr_3$, Orbit Waypoints $Orb_{wp}$

2. **begin**
   
   3. $F_{utm} \leftarrow \text{DetectFirePosition}()$
   
   4. $h \leftarrow \text{SetAltitude}()$
   
   5. $r \leftarrow \text{SetOrbitRadius}()$
   
   6. $F_{sub} \leftarrow \text{SetSubFinal}()$
   
   7. $Tr_1 \leftarrow \text{CreateFirstTrajectory}(I_{utm}, F_{sub})$
   
   8. $Tr_2 \leftarrow \text{CreateOrbitTrajectory}(F_{sub}, r, Orb_{wp})$
   
   9. $Tr_3 \leftarrow \text{CreateReturnTrajectory}(F_{sub}, I_{utm})$
   
   10. $W_{p_{utm}} \leftarrow \text{GeneratFullTrajectory}(Tr_1, Tr_2, Tr_3)$

**end**

where $\nu$ is the linear distance between trajectory points $P_i, P_{i+1}$ and $\alpha$ is between the center of the fire and the initial position, as shown in Figure 10.

The next step is to calculate the orbit path.

$$
Px_i = o_x + r \cos(\beta + \lambda(i)) \\
Py_i = o_y + r \sin(\beta + \lambda(i))
$$

(4)

where $\beta$ is the conjugate angle of $\alpha$, as shown in Figure 10, and $\lambda$ is the step angle between the orbit path points.

Finally, the last path generated is equal to the first path, but in the opposite direction.

Figure 9. Generated trajectory.

Figure 10. Generated trajectory.
4. Tracking: Finally, it is necessary to generate an algorithm that receives this list of waypoints and verifies if the UAV achieves these or not. Algorithm 2 describes the waypoint following process.

**Algorithm 2: Waypoint following.**

Input: Trajectory Vector \( \text{ref}_\text{Wp}_{utm} = (x_i, y_i, z_i) \)

1. Define: Tolerance Threshold \( \text{Toler} \), Local Waypoints \( \text{ref}_\text{Wp}_{loc} \), Current UAV Local Position \( \text{curr}_\text{I}_{loc} \)

2. begin
3. while \( \text{curr}_\text{Wp}_{utm} < \text{size( ref }_\text{Wp}_{utm} ) \) do
4. \( \text{ref}_\text{Wp}_{loc} \leftarrow \text{transformTo} \text{local( ref }_\text{Wp}_{utm} ) \)
5. if \( \text{isReferenceAchieved( curr }_\text{I}_{loc}, \text{ref}_\text{Wp}_{loc}i, \text{Toler}) \) then
6. \( \text{curr}_\text{Wp}_{loc} \leftarrow \text{ref}_\text{Wp}_{loc}i \)
7. else
8. \( \text{curr}_\text{Wp}_{loc} \leftarrow \text{ref}_\text{Wp}_{loc}i + 1 \)
9. end
10. end
11. Land()
12. end

4.2. Graphic User Interface

The last element in the developed software is the GUI. This GUI provides a tool for controlling the UAV, as well as visualizing the information about the fire and the environment.

The designed GUI is divided into two tabs: a tab used to configure and establish communications between the ground station and the UAV onboard computer and a second tab showing the information captured by the sensors, as shown in Figure 11.

![Figure 11. User interface.](image)

Furthermore, the second tab is divided into four main groups:

1. Optical sensors: This consists of two displays, where the color and thermal images are shown. Both images are compressed so that they can be transmitted without delay.
2. Autopilot information: The second group illustrates the data from the autopilot, such as GPS position and altitude, providing the information about the status of the flight.
3. Positioning map: This group provides the UAV position in a satellite mode map. Moreover, navigation algorithms are implemented to allow the operator at the ground station to add new waypoints to the predefined generated path, if required.
4. Temperature sensors: The last group provides information about the temperature of different segments of the UAV, in order to keep an eye on the operational conditions of the UAV.
5. Experimental Results

In order to validate the presented work, different tests were carried out in a real environment.

5.1. Scenario

The experiments were performed with real fires in a forest located in Matachines in the North of the Community of Madrid, with different weather conditions, such as wind, cold, or fog, where the base had dimensions of (50 m × 50 m), surrounded by a forest environment. In these experiments, the fires were located at a distance of 600–1000 m from the base.

Although the mission described below was carried out under good weather conditions, due to the location of the place of operations, throughout the project, different tests were carried out with adverse weather conditions such as wind, cold, or fog, as shown in Figure 12. Although the UAV could fly in these conditions, its usefulness was reduced since the on-board cameras would not be able to transmit useful information about the fire.

![Figure 12. Experimental tests in adverse meteorologist conditions.](image)

Figure 12 shows an example of the data obtained from the experiment, where Figure 12a illustrates the temperature information about the UAV, whilst Figure 12b and Figure 12c demonstrate the color and thermal images, respectively, in dense foggy conditions.

5.2. Mission and Results

The data obtained from the experiment are shown in Figure 13, where the UAV performed the complete path of a distance of 1.34 km at an altitude of 66 m from the ground level and a radius of orbit of 50 m, with an average speed of 6.4 km/h and maximum ascent and displacement speeds of 10.8 km/h and 22.7 km/h, respectively.
From this experiment, the temperature sensors maintained constant values (10 °C) during the flight.

Figure 14a,b shows how during the autonomous mode (off-board), the UAV was able to reach the appropriate orientation (red line) toward the points sent by the controller (green line), while flying at a speed of 22.7 km/h. These figures show how the UAV was able to follow the predefined waypoints, with a minimum error in position. Furthermore, it is important to mention that it would be necessary to adjust the PID gains so that the overall movement of the platform during the mission was fast and accurate.

6. Conclusions

In this work, an autonomous UAV was presented, equipped with optical and thermal sensors, communication modules, and processing units, for monitoring and data acquisition of forest fires.

This work presented methods and algorithms implemented for UAVs to perform the tasks of trajectory planning and fire monitoring, in collaboration with Telefónica Digital España, Dronitec S.L,
and Divisek Systems, setting up a tool, based on a UAV, capable of supervising and monitoring fires in forest areas by transmitting information from the vehicle to a ground station in real time.

The presented work was validated by performing several flights in a real environment, and the obtained results showed the efficiency and robustness of the proposed system, against different weather conditions.

The future work will be focused on implementing algorithms for recognizing and avoiding dynamic obstacles in the environment and the use of other sensors like a stereo camera or LiDAR, which will provide the UAV with rich information. Furthermore, the UAV’s hardware will be improved in order to obtain greater endurance.
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