Search for $Q \sim 0$ order near a forbidden Bragg position in Bi$_{2.1}$Sr$_{1.9}$CaCu$_2$O$_{8+x}$ with resonant soft x-ray scattering
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Identifying what broken symmetries are present in the cuprates has become a major area of research. Many authors have reported evidence for so-called “$Q \sim 0$” order that involves broken inversion, mirror, chiral, or time-reversal symmetry that is uniform in space. Not all these observations are well understood and new experimental probes are needed. Here we use resonant soft x-ray scattering (RSXS) to search for $Q \sim 0$ order in Bi$_{2.1}$Sr$_{1.9}$CaCu$_2$O$_{8+x}$ (Bi-2212) by measuring the region of a forbidden Bragg peak, $(0,0,3)$, which is normally extinguished by symmetry but may become allowed on resonance if valence band order is present. Using circularly polarized light, we found that this reflection becomes allowed on the Cu $L_3$ resonance for temperatures $T_c < T < T^*$, though remains absent in linear polarization and at other temperatures. This observation supports the existence of spatially uniform valence band order near the pseudogap temperature. In addition, we observed periodic oscillations in the specular reflectivity from the sample surface that resemble thin film interference fringes, though no known film is present. These fringes are highly resonant, appear in all polarizations, and exhibit a period that depends on the location where the beam strikes the sample surface. We speculate that these fringes arise from interaction between some intrinsic valence band instability and extrinsic structural surface morphologies of the material. Our study supports the existence of some kind of $Q \sim 0$ broken symmetry state in Bi-2212 at intermediate temperatures, and calls for further study using a microfocused beam that could disentangle microscopic effects from macroscopic heterogeneities.

INTRODUCTION

The origin of superconductivity in copper oxides is still not understood after more than three decades of investigation. Adding to the challenge is that the cuprates are subject to a host of spin, charge, and nematic instabilities whose spectroscopic signatures are difficult to identify and disentangle from those of superconductivity itself [1]. Establishing what other order parameters may be present, and whether they are related to important aspects of cuprate phenomenology (e.g., the pseudogap) is therefore a major focus of current research.

Many recent studies have focused on instabilities that are periodic or quasiperiodic in real space, such as spin density waves, charge density waves, or more exotic intertwined states such as the proposed pair density wave (PDW) [2, 3]. However, an important sub-category of candidate orders are those that occur at $Q \sim 0$, i.e., phenomena that are uniform in space and have signatures in the average spectroscopic properties of the material. Many experimental studies have reported evidence for such order interpreted in terms of broken time reversal symmetry [4–18], inversion symmetry [18, 19], rotational symmetry [20–28], chiral symmetry [19], mirror symmetry[29], as well as anapole symmetry that may be related to proposals of “loop current” order [4, 7–17, 30]. However, some of these experiments still remain controversial and new experimental schemes capable of detecting exotic valence band order near $Q \sim 0$ are needed.

Resonant soft x-ray scattering (RSXS) is a momentumresolved spectroscopic technique that is capable of coupling to a variety of ordered valence band states, in principle those comprising higher order electric and magnetic multipoles [31, 32]. The technique is sensitive to the symmetry of valence band order through the structure of the scattering tensor that arises when the incident photon energy is tuned to atomic resonances such as the Cu $L_3$ edge. Signatures of $Q \sim 0$ order appear in RSXS in two ways, either through the resonance behavior of Bragg reflections, which represent the behavior of phenomena with the same periodicity as the structural lattice, or through the average optical properties of the material detected in specular reflectivity from the material surface.

Bi$_{2.1}$Sr$_{1.9}$CaCu$_2$O$_{8+x}$ (Bi-2212), the material that we focus on in this study, has a base-centered orthorhombic average crystal structure [33]. Some Bragg reflections in this material—for example, the $(0,0,3)$ reflection—are extinguished by symmetry due to the equivalence of the Cu atoms in different layers. This extinction arises
because of the approximate spherical symmetry of the Cu atomic density in the scattering regime dominated by Thomson scattering. However, near resonance where scattering is tensorial, this extinction is no longer guaranteed if local multipole moments are coherently arranged in different layers [34]. Measuring the RSXS signal near forbidden \((0, 0, L)\) reflections on resonance, where \(L\) is odd, is therefore a highly sensitive way to potentially detect \(Q \sim 0\) order, in principle even if it involves anapole or other exotic symmetries. Such an approach yields extremely high sensitivity, since it is effectively a difference measurement between two nearly equivalent sites, which as tensor objects are less likely to cancel as they do in simple Thomson scattering [34]. Partial information about the symmetry of the scattering tensors can be attained by measuring the polarization dependence of the scattering.

Here, we present RSXS measurements of the forbidden \((0, 0, 3)\) reflection on the Cu \(L_3\) edge in Bi-2212 above and below \(T^*\). Intriguing oscillations of the scattering intensity and resonance features of forbidden and specular reflections, that change with both temperature and polarization, are observed. These intriguing results should influence future thinking about what competing orders may be present in the cuprates.

**EXPERIMENT**

Single crystals of bilayer Bi-2212 were grown using floating zone methods described previously [35]. An optimally doped crystal with \(T_c = 91\) K and \(T^* \sim 200\) K was chosen because \(T_c\) and \(T^*\) are split and accessible with our experiment. The sample surface was prepared by cleaving in air using Scotch tape and immediately transferring the sample into the vacuum system.

RSXS measurements were performed near the Cu \(L_3\) edge as in many past studies [36–42]. Experiments were carried out at the Advanced Light Source (ALS) beamline 4.0.2 and the Advanced Photon Source (APS) Sector 29. The incident beam at APS has circular polarization while the beam at ALS has vertical polarization, with both setups employing polarization-integrating detectors. Comparison between the two facilities therefore provides partial, though not complete, information about the symmetry of the scattering tensor, which could be deduced through appropriate modeling that we will not undertake here.

Otherwise, the setups at the two beamlines were comparable. We performed Cu \(L_3\) edge x-ray absorption (XAS) measurements in total electron yield mode at APS and total fluorescence yield at ALS (Fig. 1(a),(b)), and then used the measured edge position to correct for slight differences in the beam energy between the two facilities. The degree of second harmonic contamination near the Cu \(L_3\) edge, i.e., 1870 eV photons in the nominally 935 eV beam, was also nearly the same—about 1-2% of the fundamental intensity at both facilities. Both setups employed energy-integrated detectors, without an energy analyzer. The APS setup used a photodiode detector with an angular resolution of 3°. The ALS setup used the same type of detector, but with an angular resolution of 0.15°. In addition, a charge-coupled device (CCD) detector was available at ALS, as discussed further below. All measurements were carried out using a photodiode unless otherwise specified.

In this study we denote momenta using orthorhombic units, i.e., Miller indices \((H, K, L)\) designate a momentum transfer \(Q = 2\pi(H/a, K/b, L/c)\), where \(a = b = 5.44\) Å and \(c = 30.9\) Å. The sample was oriented so that the \((1, 1, 0)\) direction, which is 45° from the structural supermodulation, was placed in the horizontal scattering plane. The intensity units were calibrated between the two facilities by matching the \((0, 0, 2)\) peak intensity on resonance at 24 K at APS and at 30 K at ALS, compensating for differences in flux and detector efficiency between the two facilities.

RSXS instruments are highly suitable for detecting \(Q \sim 0\) order, as they are capable of measuring both Bragg peaks and specular reflectivity. The former appear as sharp peaks at integer values of \((H, K, L)\) while the latter forms a continuous rod along the \((0, 0, L)\) direction, as we discuss further below.

**RESULTS**

We started by performing a routine measurement of the \((0, 0, 2)\) Bragg peak. This is a normal, allowed structural Bragg reflection expected to show no changes with temperature. Therefore, such measurements are useful for validating our subsequent measurements on forbidden Bragg peaks and specular reflections, and also serve as an opportunity to compare performances between the two facilities.

The results are summarized in Fig. 1. We performed momentum scans through the \((0, 0, 2)\) reflection at a variety of incident energies across the Cu \(L_3\) edge at several temperatures, as shown in the line curves in Fig. 1(c)-(d). The results are summarized as resonance profiles in Figs. 1(a)-(b), which show the integrated intensity of the \((0, 0, 2)\) Bragg peak as a function of incident energy, compared to the XAS spectrum. The profile forms an asymmetric peak that remains strong off the resonance visible at both facilities, which arises from interference between resonant scattering and non-resonant Thomson scattering. This shape is typical of anomalous scattering from a structural reflection whose existence is not tied to subtle details in the electronic structure [43]. Figs. 1(a)-(b) show that, due to the drifts in the beam current and other instabilities in the beamline, the overall intensity could drift by as much as 20% during a weeks-long experimental run (see in particular Fig. 1(a)). Apart from overall intensity drifts, the results at the two facilities are highly consistent. This confirms that the configurations
of the two beamlines are the same and that we can compare the results within an absolute intensity of 20% (one caveat is that the harmonic contribution may be more unstable than the fundamental energy, as discussed further below). No temperature dependence of the (0, 0, 2) reflection was observed when cooling through $T^*$, confirming expectations that the overall crystal structure does not change at $T^*$.

Having validated the setups, we performed the same measurements near the (0, 0, 3) point in momentum space. This reflection is forbidden by the crystal structure so, to a first approximation, no Bragg scattering is expected, apart from a weak second harmonic background from the (0, 0, 6) reflection diffracting $\sim 1870$ eV photons. Note that harmonic scattering can be identified because it is energy-independent, since there is no resonance in Bi-2212 at around 1870 eV. However, as discussed in the introduction, a true (0, 0, 3) reflection may become weakly allowed if there is some symmetry breaking in the valence band that makes Cu atoms in two of the layers inequivalent.

Measurements near (0, 0, 3) are summarized in Fig. 2, which shows individual momentum scans through the (0, 0, 3) location at a variety of incident energies across the Cu $L_3$ edge at several temperatures between 24 K and 300 K. Identical scans were done at APS and ALS, i.e., with beams having circular and vertical polarization, respectively.

Starting with circular polarization at 24 K (Fig. 2(a)), the spectrum shows a weak reflection at $L = 3$ sitting on a strong specular reflectivity background that is $L$-independent. The specular intensity is strongly energy-dependent, showing an enhancement at the Cu $L_3$ edge, which is expected because the optical constants of the material are strongly energy-dependent. The peak near the (0, 0, 3) position, however, was found to be energy-independent through the Cu $L_3$ edge. This observation is consistent with pure harmonic scattering, i.e., diffraction of 1870 eV background light from the (0, 0, 6) reflection. This measurement provides a useful measure of the degree of harmonic contamination in the beam.

At an increased temperature of 103 K, three new features appear in the data, as shown in Fig. 2(b). First, periodic oscillations are observed with a period of $\delta L = 0.02$ r.l.u. (reciprocal lattice units). These oscillations resemble interference fringes from a thin film with a thickness of 150 nm, though the sample has a thickness of 100 $\mu$m, was freshly cleaved, and no known layer was present. Also, the fringes are not discernible at 24 K. These oscillations are highly energy-dependent near the Cu $L_3$.
FIG. 2. RSXS momentum scans in the vicinity of the forbidden Bragg peak, \((0, 0, 3)\), for two different polarizations, a variety of temperatures, and a variety of different incident energies across the Cu \(L_3\) edge. The black points are the experimental data and the colored lines represent fits using Eq. 1. (a)-(d) Measurements using circular polarization at APS. (e)-(g) Measurements using linear polarization at ALS.

edge, as shown in Fig. 2(b), identifying them as arising from the Bi-2212 crystal and not an extrinsic overlayer. Second, the intensity of the \(L\)-independent specular reflectivity increases by a factor of three near the Cu \(L_3\) resonance, compared to the intensity at 24 K. This enhancement was not observed in the off-resonant signal and appears to signify a change in the \(Q = 0\) optical constants near the Cu \(L_3\) resonance. This change would be expected if there were some form of \(Q = 0\) valence band order in the material. Third, a true \((0, 0, 3)\) Bragg feature appears that was not obviously discernible at 24 K. The peak interferes with the oscillations, and appears in the data as a distortion to the fringes near the \(L = 3\) location (Fig. 2(b)). This distortion is strongly energy-dependent, indicating that this is a true \((0, 0, 3)\) reflection that has acquired a resonant component not observed at 24 K.

At \(T = 195\) K, as shown in Fig. 2(c), the fringes and the specular reflectivity are still strong on resonance, with intensity similar to 103 K. The \((003)\) feature is also still present, though somewhat weaker than at 103 K.

Finally, at room temperature (Fig. 2(d)), the fringes are no longer clearly visible. The specular reflectivity is significantly reduced, though it is still stronger than at 24 K. The \((0, 0, 3)\) reflection is now absent again. The remaining Bragg feature is, again, an energy-independent harmonic signal from the \((0, 0, 6)\) reflection, similar to what was observed at 24 K.

These results are surprising. There is no clear reason for the presence of interference oscillations, since the measurements were performed on a freshly cleaved single crystal on which no known thin film is present. Further, the changes in the specular rod and the \((0, 0, 3)\) reflection at intermediate temperatures suggest some alteration of the \(Q = 0\) optical properties of the material in the temperature range \(100 \, \text{K} < T < 200 \, \text{K}\), i.e., between \(T_c\) and \(T^*\). Moreover, the \((0, 0, 3)\) reflection is only visible in this same temperature range and only on resonance, suggesting it could indicate some kind of \(Q \sim 0\) electronic ordering in the material.

To assess the reproducibility of these results, and to explore how they depend on the beam polarization, we repeated the experiment at ALS using linearly polarized light. We used the same sample as at APS, but we cleaved it again to achieve a fresh surface and remove any possible thin film that may have been present.

At \(T = 30\) K, as before, a weak but clear peak near \((0, 0, 3)\) was observed (Fig. 2(e)). As at APS, the peak is energy-independent, suggesting it is again coming from the \((0, 0, 6)\) reflection diffracting the harmonic content in the beam. The intensity is similar to that at APS, confirming expectations that the harmonic content at the two facilities is similar. Despite the new cleave, clear oscillations were again observed, this time with a period \(\delta L = 0.0085\) r.l.u., that resemble interference fringes from a film with thickness 360 nm. The oscillations were strongly energy-dependent near the Cu \(L_3\) edge demon-
In this expression, $A$ profiles, i.e., the integrated intensity of the peak as a function of incident energy compared to the XAS spectrum. For the circularly polarized beam at APS, a resonant $(0,0,3)$ reflection is present only in the temperature range $T_c < T < T^*$, suggesting some $Q \sim 0$ ordering in which Cu atoms in different layers become inequivalent, may be present in the vicinity of the pseudogap temperature. This signature is not present at room temperature or below $T_c$, suggesting it may be somehow connected to the pseudogap state. For the linearly polarized beam at ALS, however, this resonant feature is not present at any temperature, suggesting that the $Q \sim 0$ order exhibits some multipolar symmetry that couples only to circularly polarized light.

The same kind of resonance plots for the interference fringes is shown in Figs. 3(c)-(d), which show the amplitude of the oscillations as a function of incident energy, again compared to the XAS spectrum. Oscillations are observed at all temperatures and polarizations. For circularly polarized light, the oscillations are strongest in the temperature range $100 \, \text{K} < T < 200 \, \text{K}$ when the resonant $(0,0,3)$ reflection is present, but are barely visible at room temperature or below $T_c$. However, for linearly polarized light, the oscillations are present at all temperatures, though the amplitude is lower at room temperature.

The energy dependence of the oscillations is very different in linear and circular polarization. In the circular case, the oscillations resonate near the peak of the edge, which is characteristic of valence band order [37, 38, 40, 44–63]. By contrast, in linear polarization the resonance shows an inflection point characteristic of structural scattering [43], similar to the $(0,0,2)$ reflection shown in Fig. 1. The different energy profiles suggest that whatever is giving rise to these oscillations is a combination of structural and valence band effects, with the former scattering strongly in linear polarization and the latter scattering strongly in circular polarization.

The behavior of the featureless, specular component of the data is summarized in Figs. 3(e)-(f). The behavior is similar to that of the fringes. For circularly polarized light, the reflectivity is strongest in the temperature range $T_c < T < T^*$, where the resonant $(0,0,3)$ reflection is present, exhibiting the behavior of valence band scattering. For linearly polarized light, the behavior looks like that of pure structural scattering. The strong similarity between the oscillatory and parabolic contributions suggest that these two effects have a common origin and may be considered as a single phenomenon. The overall behavior of the reflectivity and the fringes points to some form of extrinsic structural inhomogeneity, perhaps related to the detailed surface morphology or the way the material cleaves, interplaying in a nontrivial way with intrinsic electronic instabilities in the material.

One speculation is that, when the crystal cleaves, it gives rise to some electronic, self-organized layer near the surface of the material whose thickness depends on details of the fracture dynamics or local residual strain. In
FIG. 3. Resonance profiles of the primary features in the RSXS measurements shown in Fig. 2. (a) Integrated intensity of the (0, 0, 3) peak plotted as a function of incident beam energy taken at several temperatures with circularly polarized light at APS. (b) Same plot as panel (a) but measured with linear polarization at ALS. (c) Amplitude of the interference fringes plotted as a function of incident beam energy at several temperatures with circularly polarized light. (d) Same plot as panel (c) but measured with linear polarization. (e) Integrated intensity of the parabolic, specular background plotted as a function of incident beam energy taken at several temperatures with circularly polarized light. (f) Same plot as panel (e) but measured with linear polarization. The XAS spectrum (gray background) is shown in all panels for comparison.

In this case, one might expect the amplitude and period of the fringes to vary significantly on macroscopic scales over the sample surface. We decided to test this possibility by examining the extent to which the oscillations depend on where the x-ray beam strikes the sample surface. Using circularly polarized x-rays at APS, we studied the behavior of the fringes at 103 K as the beam is scanned across the sample surface. The results are shown in Figs. 4(a)–(b). Fig. 4(a) shows a microscope image of the sample after this cleave next to a map of the total electron yield for the beam striking different locations, which is sensitive to local surface morphology. We focused our measurements on a visually flat region of the sample surface where the electron yield was high, and then carried out momentum scans in the (0, 0, L) direction at several locations denoted A, B and C. The results are summarized in Fig. 4(b). Oscillations are present in all curves, but the periodicity and overall shape is very different for different beam positions. This observation supports the conclusion that the oscillations, while resonant and seemingly indicating a valence band effect, depend on details of the local surface structure and therefore are also partly an extrinsic phenomenon.

Another way to view this effect is to examine the off-specular scattering, i.e., the nonzero values of H or K which corresponds to having a small in-plane component of the momentum transfer. Such a measurement would reveal whether the fringes correlate with different in-plane periodicities of the crystal surface.

To obtain information about the off-specular scattering, we repeated the measurement at ALS with linearly polarized light at T = 30 K, this time using a CCD area detector, which provides a 2D image of near-specular scattering corresponding to small in-plane momenta. The results are shown in Figs. 4(c)–(d). Fig. 4(c) shows the (H, K) plane at a fixed momentum L = 2.996 r.l.u.. Surprisingly, the results do not show a simple symmetric peak at H = K = 0. Rather, an intricate structure is observed that involves a significant amount of off-specular scattering. This structure is likely a convolution of two different effects: (1) coherent off-specular scattering due to non-trivial in-plane periodicities, and (2) specular scattering from a surface that is not flat or is corrugated because of morphology of the cleaved surface. Fig. 4(d) shows how the fringes vary with H and K, i.e., how the periodicity of the fringes in the L direction depends on the in-plane momentum for several different (H, K) values denoted as D, E, F and G in Fig. 4(c). Again, the fringes are present for all values of (H, K), but the periodicity varies and depends on the chosen in-plane momentum. Evidently, the period of the fringes does not just depend on where the beam hits the sample surface, but also on the form of the surface morphology at any given point. This measurement supports a conclusion that the oscillations are strongly dependent on the detailed local structure of the surface, and so involve some interaction between valence instabilities of the surface and extrinsic effects resulting from the way the
crystal cleaves.

**DISCUSSION**

To summarize, we performed RSXS measurements near the forbidden Bragg reflection (0, 0, 3) to explore whether some evidence might be found for \( Q = 0 \) electronic ordering in optimally doped Bi-2212. We found that the (0, 0, 3) reflection, while forbidden by normal x-ray extinction rules, becomes allowed on resonance when scattering circularly polarized x-rays in the temperature range \( T_c < T < T^* \). Its resonance properties are typical of valence band order \([37, 38, 40, 44–63]\), suggesting some \( Q \sim 0 \) order may be present in this narrow temperature regime near the pseudogap temperature. Outside this temperature range, or using linearly polarized x-rays, this reflection remains forbidden. This result might indicate that the order exhibits a multipolar symmetry that couples only to circularly polarized light. Further studies, perhaps using azimuthal rotations or a polarimeter, are needed to reproduce this result and identify the detailed symmetry.

In addition, we observed highly reproducible periodic oscillations that resemble interference fringes from a thin film, though no layered structure is known to be present on the material. The resonance properties of these fringes, in circular polarization, resemble those of the (0, 0, 3) reflection, suggesting they are a valence band effect. However, in linear polarization these oscillations exhibit the resonance behavior of a structural phenomenon. These fringes are present at all temperatures and polarizations, even after several cleaves of the sample surface. However, their periodicity varies greatly across the sample surface and for different values of the in-plane momentum. We suggest that these fringes are due to some interaction between intrinsic valence band instabilities in the material and extrinsic structural morphologies of the sample surface.

Concerning the question of \( Q = 0 \) order, our results do not conclusively demonstrate the existence of ordered multipoles or loop currents in the pseudogap regime. However, they demonstrate that some nontrivial valence band ordering effect is taking place and further studies...
are warranted that could disentangle intrinsic ordering phenomena from effects influenced by the surface properties. An ideal approach would be to perform RSXS studies with a highly focused beam that could investigate a single location on the sample surface down to a sub-micron dimension whose local properties are better defined. This could be accomplished, for example, at the Coherent Soft X-ray (CSX) Scattering facility of the National Synchrotron Light Source II or any other coherent or microbeam instruments currently operational worldwide.
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