Sudden and Steady Orbital Period Changes Across Six Classical Nova Eruptions; The End of Hibernation and Two Serious Challenges for the Magnetic Braking Model of Cataclysmic Variable Evolution

Bradley E. Schaefer

1 Department of Physics and Astronomy, Louisiana State University, Baton Rouge, Louisiana, 70820, USA

ABSTRACT

I report on two new measures of the sudden change in the orbital period ($P$) across the nova eruption ($\Delta P$) and the steady period change in quiescence ($\dot{U}_P$) for classical novae (CNe) RR Pic and HR Del, bringing a total of six such measures for CNe, all in a final report of my large and long observing program. The fractional changes ($\Delta P/P$) in parts-per-million (ppm) are $-290.71 \pm 0.28$ (QZ Aur), $-472.1 \pm 4.8$ (HR Del), $-4.46 \pm 0.03$ (DQ Her), $+39.6 \pm 0.5$ (BT Mon), $-2003.7 \pm 0.9$ (RR Pic), and $-273 \pm 61$ (V1017 Sgr). These results are in stark opposition to the Hibernation Model for the evolution of cataclysmic variables (CVs), which requires $\Delta P/P > +1000$ ppm to get the required drop in the accretion rate to produce hibernation. The Hibernation Model cannot be salvaged in any way. My program has also measured the first long-term $\dot{U}_P$ for classical novae, with $-2.84 \pm 0.22$ (QZ Aur), $+4.0 \pm 0.9$ (HR Del), $+0.00 \pm 0.02$ (DQ Her), $-2.3 \pm 0.1$ (BT Mon), and $+1.25 \pm 0.01$ (RR Pic) in units of $10^{-11}$ days/cycle. These can be directly compared to the predictions of the Magnetic Braking Model, where the long-term average $\dot{U}_P$ is a single universal function of $P$. The measured values are $+5.3$, $-94$, $0.00$, $+6.9$, and $-190$ times that predicted by the model, so the predictions are always greatly wrong. Further, the effects of the $\Delta P$ averaged over the eruption cycle are usually much larger than the magnetic braking effects. To get a realistic model of CV evolution, we must add the physics of the $\Delta P$ and $\dot{U}_P$ variations.
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1 INTRODUCTION

Cataclysmic variables (CVs) are semidetached binaries where a normal star has Roche lobe overflow of material onto a white dwarf (WD). The most prominent examples are classical novae (CNe) and recurrent novae (RNe), with their spectacular thermonuclear eruptions on a recurrence time scale of $\tau_{rec}$. By massive observing and theory work over the last half-century, we now largely understand CVs and CNe in detail (e.g., Bode & Evans 1989; 2008). Now, as always, there are questions and controversies relating to details of individual properties, mechanisms, and interpretation; and these are important. But the big-picture questions now at the forefront of our field are related to the evolution of CVs. The evolution of CVs is what allows us to relate the myriad CV classes to each other, to show and explain their commonalities and differences, and to understand CV histories and futures. It is evolutionary studies that explain the life cycles of CVs. (A similar situation is for biologists, where detailed studies of lions, tigers, and bears are important, but it is evolutionary studies that explain why there are lions and tigers and bears, as well as giving the big picture of how they all relate.) Evolution is needed to understand the big picture of CVs.

Various CV evolution schemes has been proposed, although little is now confident. The two most prominent and venerable schemes are the Hibernation model (Shara et al. 1986; Prihnik & Shara 1986; Livio & Shara 1987; Shara 1989) and the Magnetic Braking Model (MBM; Rappaport, Joss & Webbink 1982, Patterson 1984, Knigge, Baraffe & Patterson 2011). The Hibernation model describes the cyclic path of a single system from a CN, to a dwarf nova, to a qui-
escent disconnected binary, to a dwarf nova, to a CN, and so on, as the accretion rate changes. The time scale for each cycle is perhaps a million years, and it is driven entirely by the disconnect caused by the sudden change in the orbital period caused by the mass lost during each nova eruption. The MBM quantifies the theoretical idea that the orbital periods of all CVs must be grinding down due to various mechanisms that lose angular momentum from the binary orbit, and this period change over billions of years will drive what the system looks like. Thus, after a binary comes into connection, it starts out with a long orbital period at a high accretion rate, and steadily follows a prescribed path to shorter orbital periods at lower accretion rates.

Unfortunately, for observational study of CV evolution, we mostly do not have any measures over long-time spans, so evolutionary effects are not visible. That is, with modern CCDs and space telescopes, our community has at most a decade or two of history for any one CV, and this forces us into the always-uncertain and controversial game of piecing together an evolutionary progression by pasting together snapshots of individual stars. (A similar problem would be to try to understand the movie “Gone With the Wind” from a scattered pile of single-frame outtakes mixed in with single-frame outtakes from other movies.) An effective partial solution to this deep problem is to use archival data to get a history of many CVs for the last 130 years. With this, we can measure the time derivatives of properties, and such help enormously for piecing together snapshots. For example, the critical component of both the Hibernation model and MBM is the changes in the orbital period, and this can only be measured with long stretches of archival data. (Imagine for the “Gone With the Wind” problem, having many short film clips would help tremendously in working out the progress of the film and plot.) A history lasting 130 years is long enough that the evolutionary effects will become detectable above the chaotic variability.

The historical record from archival data is largely in the form for which we can pull out photometric information, i.e., we only get light curves. For most CVs, the record starts with the Harvard sky photographs (plates) which start in 1889. For every star in the sky (both north and south) brighter than 17th mag or so, the Harvard plates will yield hundreds-to-thousands modern Johnson B magnitudes from 1889-1989. This can be supplemented with modern archival magnitudes to bring the light curve to the current date. For CVs, with 130 years of photometry, we can chart out the accretion rate changes, the orbital period changes, and the changes from the nova eruptions. These are exactly the most important properties to describe and interpret evolutionary changes in CVs. These are obtainable only with long runs of archival data.

Archival data can pull out evolutionary effects in a variety of ways, all of which are based only on simple light curves covering a century or so: Long after the nova eruption has stopped, does the old nova keep fading away, heading towards a hibernation state as predicted and required by the Hibernation model (e.g., Collazzi et al. 2009; Johnson et al. 2014)? Does the orbital period (P) change across a nova eruption (∆P), from a pre-eruption orbital period (Ppre) to a post-eruption orbital period (Ppost), increase by the large amount as predicted and required by the Hibernation model (e.g., Salazar et al. 2017; Schaefer et al. 2019)? Does the steady orbital period change during quiescence (P) decrease in the manner as predicted and required by the MBM (e.g., Schaefer et al. 2019)?

I have been pursuing a program to measure orbital period and brightness changes of CNe and RNe. This program has taken roughly 300 nights of my own telescope time, plus dozens of trips to observatories around the world with archival data. I started this in 1983 and have been working on this continuously since. From the beginning, I knew that major parts of this program would take several decades to complete.

This paper has a companion paper. The companion paper includes: (1) A detailed discussion of the physics and equations for both sudden and steady orbital period changes in nova systems. (2) A detailed description, motivations, and overview of my whole ΔP program. (3) A detailed description of the capabilities and techniques for photometry with archival photographic plates. (4) A report on my newly measured ΔP and P for two CNe DQ Her and BT Mon. (5) A brief analysis of the implications of the four CNe with measured ΔP.

This paper starts with reporting my newly discovered Ppre values for RR Pic (Section 2) and HR Del (Section 3), from which I use archival data to also get their Ppost values and hence ΔP values. Necessarily, I measure ∆P as a by-product. In Section 4, I present a full summary and overview of my measured results for all six CNe, with the overview table being the primary observational result of my entire ΔP program for CNe. Section 5 is a direct testing of the Hibernation model predictions with my ΔP results. Section 6 is a direct testing of the MBM predictions with my period change results. Section 7 gives a summary of the rather far-reaching conclusions for CV evolution.

This paper is the final paper reporting on the completion of my long-running program to measure ΔP for CNe. I have made complete use of archival data for all the CNe that can possibly have a measured ΔP. There are no more useable archival data for the six CNe, and no more CNe for which we can possibly get Ppre, so the six ΔP values are all that we can have for a long time to come.
substantial orbital modulations and the bright counterpart means that it might be possible to measure a $P_{pre}$ value from archival plates 1890–1925, and hence to derive a $\Delta P$.

### 2.1 RR Pic Post-Eruption Orbital Period

To derive a $\Delta P$, we need a $P_{post}$. Various reported $P_{post}$ values are 0.1451 days (Van Houten 1966), 0.1450255±0.0000002 days (Vogt 1975), 0.14502545±0.00000007 days (Kubiak 1984), and 0.14502559±0.00000015 days (Vogt et al. 2017). The orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their fitting these deviations with a parabola and with a third-body orbit. The orbital modulation is roughly a quarter of a magnitude, with the maximum being fairly broad and flat. The folded light curve shape shows considerable structure and variability from year-to-year, including up to three separate peaks in the broad maximum (Vogt 1975) and possible grazing eclipses (Warner 1986). In all cases, the light curves show the usual flickering at the 0.2 magnitude level. This all makes for it being difficult to define or measure some fiducial orbital phase. Unfortunately, for times of reported maxima from the literature, we never have a clear definition (and no original data to allow a consistent analysis), so there is a real possibility of substantial systematic error from inconsistencies in the definitions of maxima for each source. This will make for increased scatter in the $O-C$ curve, while the source-by-source nature makes it difficult to interpret small changes in the $O-C$ curve. Further, the noise in times caused by the usual flickering, the quasi-periodic oscillations, and the superhumps makes for the real total uncertainty being substantially larger than the quoted measurement error bars. This means that the measurement errors are negligible, and the real uncertainties in the $O-C$ values can only come by observing the scatter of measured points. Nevertheless, these effects are small enough as to be largely negligible for determining the post-eruption orbital period in the last 54 years to all needed accuracy.

Vogt et al. (2017) reports an excellent analysis of 203 epochs of maximum light as observed by themselves and as collected from the literature. Their basic linear fit in the $O-C$ curve gives a period of 0.14502559±0.00000015 days. Their $O-C$ plot is given in Fig. 1, constituting all the points from 1965 to 2014. Their values show significant differences from the best-fit line with a time scale of decades. They tried fitting these deviations with a parabola and with a third-body orbit. None of these fits is convincing, for example their $O-C$ covers 49 years, which is less than three-quarters of their third-body orbital period. Their observations cannot distinguish between the possibilities. The extrapolation of their plausible models back to 1925.402 produces an uncertainty in the epoch of maximum light that is larger than an orbital period.

I can improve on this work of Vogt et al. (2017) by adding epochs from 1944–1952 and 2017. These extensions give a length for the $O-C$ curve from 1944–2017 (74 years) as an improvement over the prior work covering 1965–2014 (49 years). The 2017 data come from the AAVSO database, where three observers archived long time series of CCD magnitudes on many nights in the V-band. The 1944–1952 data come from the Harvard plates, showing the nova late in its tail after the large amplitude sinewave variations started up. The times of maximum light were derived by fitting sinewaves to the light curve in a chi-square sense, and the time of maximum light was taken to be the time of the peak of the best-fit sinewave. I chose a peak time close to the average of the input observations. The heliocentric Julian dates for each of these seven added epochs of maximum light are presented in Table 1, and the $O-C$ values (based on the linear ephemeris of Vogt et al. 2017) are added in Fig. 1.

The 2017 V-band CCD time series recorded in the AAVSO database are for three observers; Franz-Josef Hamb-

| Data Source | Year | $T_{max}$ (HJD) | $O-C$ (days) |
|-------------|------|----------------|--------------|
| HCO (1889–1905) | 1899.63 | 2414886.0199 ± 0.0087 | ... |
| HCO (1905–1925) | 1915.69 | 2420751.0200 ± 0.0054 | ... |
| HCO (1944, 1945) | 1945.24 | 2431542.1396 ± 0.0022 | 0.1151 |
| HCO (1946, 1947) | 1946.93 | 2432160.0761 ± 0.0033 | 0.0960 |
| HCO (1948, 1949) | 1948.89 | 2432878.0792 ± 0.0092 | 0.0756 |
| HCO (1950–1952) | 1951.28 | 2433751.1321 ± 0.0077 | 0.0722 |
| AAVSO (MGW) | 2017.87 | 2458071.0488 ± 0.0002 | 0.0057 |
| AAVSO (NLX) | 2017.87 | 2458072.0603 ± 0.0012 | 0.0020 |
| AAVSO (HMB) | 2017.93 | 2458095.1235 ± 0.0009 | 0.0061 |

Figure 1. $O-C$ curve for RR Pic. The $O-C$ is the deviation in the times of maximum light versus the linear ephemeris of Vogt et al. (2017). The 203 values measured-by and collect-by Vogt et al. (2017) are represented as blue diamonds from 1965–2014, with the average error bars displayed. Here, I add four more points for 1944–1952 as based on Harvard plates plus three points for 2017 as based on CCD time series recorded in the AAVSO data archives. The best fit parabola reasonably describes the variations, implying a steady period change with $P=(1.4±0.2)×10^{-11}$ days per cycle, although there are significant, but small, deviations from this parabola. The slope of the extrapolated parabola in 1925.402 (the start of the nova event) gives $P_{post}$. Alternatively, a linear extrapolation from the 1944–1965 leads to a slightly different $P_{post}$. The epoch of maximum light close to the start of the eruption has an $O-C$ corresponding to near when the extrapolations cross the left axis. The extrapolation of the pre-eruption best fit yields an epoch of maximum light corresponding to the large gray diamond near the left axis. The utility of this figure is to show convincingly that the overall shape of the $O-C$ curve is closely parabolic, to show how $P_{post}$ is determined, and to show that the extrapolation has substantial uncertainty.
The post-nova period change has a gap until photoelectric photometry started up in 1965. The best fit period over this interval is $P = (1.4 \pm 0.2) \times 10^{-11}$ days.

Note the usual large scatter around the average light curve due to RR Pic displaying strong flickering, superhumps, periodic oscillations, and some secular variations. The 1944–1952 B-band light curve (Fig. 3) is from 347 Harvard plates. This is late in the tail of the fading nova eruption, where the light from the inner binary star dominates over nebular light. Before 1944, the total nova light is so bright so as to dominate the periodic variations of the inner binary system, so that no significant periodicity is seen in the light curve. After 1952, the infamous Menzel Gap stopped the Harvard plates, so the new $O - C$ curve has a gap until photoelectric photometry started up in 1965. The best fit period over this interval is $0.1450221 \pm 0.0000006$ days. This is significantly different from all the other published periods for later epochs. I have broken this Harvard data into four time intervals so as to derive four epochs of maximum light, as these can then be plotted on an $O - C$ diagram.

The $O - C$ diagram over 1944–2017 shows an approximately parabolic shape. (Note, it is possible to move the 1944–1952 points up or down by one orbital period, assuming some error from the obvious cycle count. Such real possibilities would require at least two large and sudden changes of period between 1952 and 1965, so Occam’s Razor strongly points to the simple and direct answer as shown.) The best fit parabolic model is displayed as a black parabola. The steady period change has $P = (1.4 \pm 0.2) \times 10^{-11}$ days per cycle.

With this, during quiescence, the orbital period is steadily increasing, so the binary separation must be getting steadily larger and larger over time. We see significant deviations from the parabola. I judge that these deviations are larger than is possible by various observers having different definitions of maximum light. The deviations are much larger than the scatter in the $O - C$ curve, so that means that ordinary variations from flickering, superhumps, and secular variations cannot account for the deviations. So I can only think that RR Pic has some additional mechanism for small period changes superposed on top of some steady mechanism that give a constant $P$.

For purposes of this paper, to get $\Delta P$, we need $P_{\text{post}}$ at the time of the eruption, and this can only come from the post-eruption data. Further, it would be helpful to get an epoch of maximum light at the time of the eruption, as this can help with the measure of $P_{\text{pre}}$ with a joint fit to before and after the nova. Unfortunately, the $O - C$ curve cannot be extrapolated back to 1925.402 with high accuracy. For example, Fig. 1 shows the best overall parabola fit extrapolated to 1925.402, as well as the best straight line fit to the 1944–1965 data also extrapolated back to the year of the nova. The two lines cross the date of the eruption with substantial difference in $O - C$, and we all can see other extrapolation schemes that would yield even larger differences. The extrapolated $O - C$ can be represented by $0.20 \pm 0.02$ days, but the real uncertainty could well be larger. And the indicated $P_{\text{post}}$ (i.e., the slope of these extrapolations in 1925.402) has substantial uncertainty. Fortunately, the uncertainties in the extrapolated $P_{\text{post}}$ values are greatly smaller than the $\Delta P$.

Still, we need an estimate of $P_{\text{post}}$ for the date of the nova. The best-fit parabola has $P_{\text{post}} = 0.1450235$ days. I will adopt this value as the best $P_{\text{post}}$. The uncertainty de-

Figure 2. Folded light curve for RR Pic from the Myers data. These 6362 V-band CCD measures are depicted as small blue diamonds, while the phase-averaged folded light curve is shown as large red squares. The best fit sinewave is a black curve underneath the blue diamonds, and it is largely invisible, which makes the point that the light curve is roughly a sinewave. The epoch of maximum light is taken from the best fit sinewave, as given in Table 1.

Figure 3. Folded light curve for RR Pic from 347 Harvard plates 1944–1952. These B-band magnitudes (blue diamonds) are from late in the tail of the 1967 eruption, with a smooth trend curve being subtracted out. The phase-binned light is shown as large red squares, and the best fit sinewave is the black curve. We see the periodic modulation with a large amount of scatter. This scatter is mostly from intrinsic variations in RR Pic (flickering, superhumps, and quasi-periodic oscillations), while the measurement errors are comparatively small.

sch (from Belgium), Gordon Myers (from the US), and Peter Nelson (from Australia), with observer codes of HMB, MGW, and NLX respectively. The light curves include 330, 6362, and 510 individual magnitude measures for the three observers respectively. Hambsch has already provided a huge amount of excellent data for the Vogt et al. (2017) paper. The folded light curve for the Meyers data is shown in Fig. 2.
pends on the extrapolation back to 1925.402, with many plausible schemes. The extrapolation of the 1944–1965 line has \( P_{\text{post}} = 0.1450242 \) days. For linear extrapolation ranges from 1944–1949 to 1944–1982, half the variation in \( P_{\text{post}} \) is 0.0000018 days. So I am concluding that \( P_{\text{post}} \) is close to 0.1450235±0.0000018 days. These numbers will be substantially improved with a joint fit of both pre-eruption and post-eruption data, because the \( O-C \) curve must be continuous across the eruption.

### 2.2 RR Pic Pre-Eruption Magnitudes

The only way to get \( P_{\text{pre}} \) is to measure the period from the sinusoidal oscillations in the pre-1925 light curve. The only way to get a pre-eruption light curve is to use the many Harvard plates from 1889–1925.402. (No other set of archival plates has coverage before 1925 with the needed depth.) Fortunately, RR Pic is bright so as to appear on many plates, and fortunately, the sinewave must have something like a quarter-magnitude amplitude. So it should be easy to get \( P_{\text{pre}} \).

To this end, I have examined all relevant Harvard plates on four different occasions. These multiple measures of magnitudes were to provide tests of measurement accuracy, and to beat down measurement errors. All measures were done completely independently, with no knowledge of which plate was being measured nor any prior measurement results. I found that all measures were consistent. (Work on other stars also found consistency with the DASCH measures, where the visual measures have equal error bars as those given by DASCH.) The average RMS for these multiple measures of the same plate is 0.08 mag. This is the measurement error from the plate.

The total photometric error will be the addition in quadrature of the measurement errors (averaging to 0.08 mag in the case of RR Pic) and the random scatter due to vagaries in the plate material, including photon statistics in the development of grains. For a bright star like RR Pic, these extra errors will be small.

The scatter in the light curve will be from the addition in quadrature of the photometric errors plus the instance-to-instance variations in the intrinsic brightness of RR Pic. Unlike most eclipsing binary stars with effectively zero variation from orbit-to-orbit, RR Pic suffers large amplitude variations due to strong flickering, superhumps, quasi-periodic oscillations, and secular variations. So when a folded light curve is constructed, the individual points will show a wide scatter around any single light curve shape. This is seen in Fig. 2 and 3. This is a perpetual problem for period work on all novae and cataclysmic variables. For display purposes, it is usually more revealing to show an averaged light curve, with the averages running over some set of phase bins.

The best measure of the total error in reproducing some light curve model comes from the RMS scatter about the model. For the best fit sinewave (see Section 2.4), the RMS scatter in each phase bin is 0.19 mag. This includes both photometric error plus the random variability of RR Pic itself. The intrinsic variability dominates over the photometric errors, and this is applicable to all data points. This also implies that we could not have done better if the photometric accuracy of the Harvard plates were greatly reduced. That is, even CCD measures (instead of photographic plates) would not provide a significant improvement.

Each plate was measured up to four times, with the measured magnitude then averaged. The plate material has a native magnitude system very close to the Johnson B band, so there are no significant color terms. The comparison stars used were those provided by the APASS survey, and hence are in the B band. So the resultant magnitudes are in the Johnson B-band, consistently throughout the history of the Harvard blue plates. The times for the middle of each exposure are corrected to HJD. The result is 82 Johnson B magnitudes from 1889 to 1925.1, each with a total scatter (from photometric errors and from intrinsic variations) of ±0.19 mag, as displayed in Table 2.

### 2.3 RR Pic Pre-Eruption Orbital Period

The 82 pre-eruption magnitudes were run through a discrete Fourier transform (DFT) to look for peaks. The range over which periodicities was sought extended from 0.144589 to 0.145459 days, as being within 3000 ppm of \( P_{\text{post}} \). Physical limitations (e.g., in the asymmetric ejection of the nova shell, see Schaefer et al. 2019) restrict the period change to be less than this search limit. Since we are strongly expecting the pre-nova system to display sinusoidal modulations with roughly a quarter of a magnitude amplitude (i.e., just like the current quiescent nova), there really must be a significant signal in the DFT. The DFT is shown in Fig. 4. And, we do see one peak standing greatly above the ordinary noise peaks. This is at a period of \( P_{\text{pre}} = 0.14531361 \) days. So we already know the answer as to the value of \( P_{\text{pre}} \).

The DFT is optimal for the discovery of nearly-

![Figure 4. Discrete Fourier transform of 82 pre-eruption magnitudes for RR Pic. The highly oversampled DFT covers a range of trial periods within 3000 ppm of \( P_{\text{post}} \). We see one peak that sticks out far above the ordinary noise spikes.](image-url)
The second column of Table 2 – continued Pre-eruption light curve for RR Pic

| $T_{\text{mid}}$ (HJD) | Year | B | HCO plate |
|------------------------|------|---|-----------|
| 2421194.7634           | 1916.905 | 12.65 | AM 12800 |
| 2422000.5935           | 1919.112 | 12.91 | MF 5130  |
| 2423353.8542           | 1922.817 | 12.95 | AM 16129 |
| 2423706.8597           | 1923.785 | 13.15 | AM 16445 |
| 2423768.6677           | 1923.954 | 13.20 | AM 16477 |
| 2423780.7104           | 1923.986 | 13.07 | MF 8264  |
| 2423780.7394           | 1923.986 | 13.17 | MF 8265  |
| 2423791.6661           | 1924.017 | 13.10 | AM 16572 |
| 2423798.6605           | 1924.035 | 12.81 | MF 8336  |
| 2423798.6745           | 1924.035 | 12.87 | MF 8335  |
| 2423900.6209           | 1924.041 | 13.10 | AM 16572 |
| 2423828.5336           | 1924.116 | 13.13 | MF 8412  |
| 2423828.5411           | 1924.118 | 13.20 | MF 8412  |
| 2424084.7714           | 1924.750 | 13.10 | AX 888   |
| 2424122.7876           | 1924.922 | 12.99 | MF 8957  |
| 2424122.8119           | 1924.922 | 12.98 | MF 8959  |
| 2424144.6154           | 1924.981 | 13.20 | AM 16881 |
| 2424200.6206           | 1925.135 | 12.22 | MF 8991  |

sinusoidal periodicities, but it does not readily provide $E_0$ or amplitude values, nor allow for any $P$, nor allow significance calculations, nor offer any means to determine error bars. To solve these problems, I use the standard chi-square fitting of the 82 magnitudes in the light curve to a simple sinusoidal waveform. This provides a well-known and easy method to derive the various model parameters and their uncertainties. For the chi-square analysis, the fit parameters are $P_{\text{pre}}, E_0$, the amplitude, and $P$.

We would expect that the $P$ is the same during the pre-eruption and post-eruption quiescence. The pre-eruption light curve does not have either the number of points or the years of coverage to make a significant detection of any reasonable $P$ term. This is as expected, because we have only 82 pre-eruption magnitudes extending over 36 years. For comparison, with many tens of thousands of individual magnitudes (leading to 203 accurate measures of times of maximum brightnesses), spread over 49 years, Vogt et al. (2017) was not able to make any confident discovery of the parabolic term. In detail, my chi-square fits have no difference in the best fit parameters between the cases where $P$ varies from zero to its post-eruption value. The period at the end of the pre-eruption interval changes only slightly (far smaller than the quoted error bars) between these two cases. For this result, we are further helped by the lack of any need to extrapolate, as we have the pre-eruption light curve up to three months before the eruption. So in all, the effects of changing $P$ is completely negligible for the pre-eruption fits.

The best fit returns 0.14531361±0.00000019 d for an epoch of HJD 2417818.0907±0.0051 and a full peak-to-peak amplitude of 0.276±0.058 mag. The epoch of maximum light at the time of the eruption is 2424298.1248±0.0084 for the $P=0$ case or 2424298.1387±0.0084 for the $P=1.4\times10^{-11}$ days per cycle case. These two cases give the period in 1925.402 as 0.14531361±0.00000019 or 0.14531423±0.00000019 respectively. As expected, the period from the DFT exactly equals the period from the $P=0$ fit. As we expect that the $P$ value is the same before and after eruption, we see that
From this, we get the point than from the post-eruption data (extrapolated back from with the expected amplitude and phase, hence giving good confi-
curve in quiescence. This folded light curve is good looking, and closely similar to the average amplitude of the post-eruption light and 3. The amplitude of this significant sinewave is 0.276 mag, binned light curve (large red squares) are scattered around the Figure 5. Folded light curve for all 82 pre-eruption magnitudes. The individual magnitudes (blue diamonds) and the phased binned light curve (large red squares) are scattered around the best fit sinewave (black curve) with similar scatter as in Fig. 2 and 3. The amplitude of this significant sinewave is 0.276 mag, closely similar to the average amplitude of the post-eruption light curve in quiescence. This folded light curve is good looking, and with the expected amplitude and phase, hence giving good confi-
dence that the periodicity is real.

The epoch of maximum light at 1925.402 is better de-
termined from the pre-eruption data (tucked up to 1925.135) than from the post-eruption data (extrapolated back from 1944). From this, we get the point $O - C = 0.1608 \pm 0.0084$ for 1925.402, and this is plotted in the post-eruption $O - C$ curve (Fig. 1). Note, that it is fully possible to adopt a different cycle count, moving the point upwards or downwards by 0.145 days. But such would then require RR Pic to have a large period change sometime before 1944. So Occam’s Raz-
or points to the $O - C$ point as shown. With this, we see a point modestly near to the parabolic and linear extrapolations.

I have also fitted the first 41 magnitudes and the last 41 magnitudes. Both of them show a good fit at near the overall period. This provides confidence that the periodicity is real, and not just arising from some artifact. This also provides two epochs for the middle of the two halves, as presented in Table 1.

### 2.4 RR Pic Joint Fit

The best $\Delta P$ and $P$ values will come from using all the data in a joint chi-square fit. This is with one ephemeris, a bro-
ken parabola, for 82 pre-eruption magnitudes and 210 post-
eruption times of maximum brightness. The model has four fitting parameters ($P_{pre}$, $E_0$, $P_{post}$, and $P$), so the fit has 288 degrees of freedom. The best fit has a very narrow minimum in chi-square, at a value of 303.0. The best fit has the $E_0$ value in the middle of the values derived for the pre- and post-eruption data. The one-sigma error region is for sets of parameters that have the chi-square <304.0.

The best fit has $P_{pre} = 0.14531434 \pm 0.00000013$ and $P_{post} = 0.1450237620 \pm 0.000000031$. The observed steady period change is $P = (+1.25 \pm 0.01) \times 10^{-11}$ days/cycle, while the epoch of maximum light at the time of the eru-
in is $E_0 = 2424298.1600 \pm 0.0006$. The period change is $\Delta P = -0.00029058 \pm 0.00000013$ days, with the fractional change in period being $\Delta P / P = -2003.7 \pm 0.9$ ppm.

#### 2.5 $\Delta P$ for RR Pic

RR Pic has $\Delta P / P = -2003.7 \pm 0.9$ ppm. The negative sign shows that the orbital period decreased across the 1925 eruption. With the orbital period getting smaller, the orbital separ-
ation must have experienced a sudden shortening, which is to say that the system got tighter and the companion star’s Roche lobe must have gotten smaller.

How confident can we be that RR Pic suffered this large negative period change? Let me offer four ways of evaluating the confidence:

1. The pre-nova system really must have shown si-
nusoidal modulation on the orbital period with roughly a quarter-magnitude amplitude, and such should be easily visible in an 82 magnitude light curve from Harvard. The DFT is optimal and exhaustive for sinewave period discovery. From the statistics of looking at noise peaks over a very wide range of periods, we know that noise peaks never get above 6.6 in Fig. 4. (The probability of noise peaks falls off exponentially with a scale of the average power, 1.0 in the vertical axis, of Fig. 4.) Simulations prove that a quarter-

magnitude amplitude must produce a DFT peak with power >9 in the figure. So we know that the true $P_{pre}$ must appear as the one isolated peak >9, far above the noise peaks <6.6. And that is exactly what we see in the DFT, just one iso-

lated peak greatly above the noise, so that must confidently point to the true period.

2. The pre-nova periodicity has its shape, amplitude, period, and phase as required for a true orbital modulation, whereas it is very unlikely that some noise or artifact would produce a false-periodicity as close as observed. That is, the folded curve is approximately a sinewave, as seen for the post-eruption light curve, whereas some artifacts would produce effects like gaps in the phase curve for aliases or the clustering in phase of a few discrepant points that hap-
pened together for some false-period. The observed ampli-
itude (0.276±0.058 mag) is the same as required, based on the post-nova behavior, whereas the highest noise peak in the DFT has a substantially smaller amplitude. If the per-

diocity were noise or the result of some artifact, then it would be likely to have a substantially different amplitude. The orbital period is within 3000 ppm of $P_{post}$, as required to have some known physical mechanism produce such a change. The phase of maximum light at the time of the nova ($O - C = 0.1608$) deviates from the best extrapolation of the post-eruption data by 0.04 days, or about a quarter of a period, all within the error bars of the extrapolation. This coincidence in phase points weakly to the periodicity as be-

ing real. These four properties of the best fit match up with requirements for a real periodicity, whereas one or more of these properties would likely be off if the periodicity is not real.

3. We can perform an F-test comparison of the two
models where we have a freely fit sinewave versus where the amplitude of that sinewave is zero. By allowing for the one parameter to change, the chi-square goes from 104.3 for the zero amplitude case to 81.3 for the best fit case. The chi-square improves by 23.0 for changing one parameter. If the periodicity is not real, then the probability is $7 \times 10^{-6}$ that any one period will produce such a large improvement in chi-square by changing only one model parameter. For the observed width of the DFT peak, we have searched roughly 480 independent trial periods in our search. This makes the probability of a false alarm as 0.0033. For Gaussian statistics, this corresponds to a 3-sigma probability that the periodicity is not a false alarm. This is not a very low probability (due to the large range for searching for trial periods), but it does satisfy the 3-sigma standard for being a significant result.

(4) We can perform another F-test, comparing the best fit model versus the same model except where the period is allowed to vary over the search range. The average chi-square for periods inside our search range is 128. That is, the chi-square improves by 46.7 (from 128 to 81.3) by changing one parameter. Such an improvement is very unlikely (at the 1.3 x 10^{-9} probability level) for random noise for a given trial period. I examined roughly 480 independent trial periods, so the overall probability of non-periodic data producing such a large improvement in the chi-square is 6.5 x 10^{-7}, which corresponds to a Gaussian significance of 5-sigma.

In all, the pre-eruption periodicity is significant. And the total uncertainties in $P_{\text{pre}}$ and $P_{\text{post}}$ are greatly smaller than their difference. So we are left with a strong conclusion that $\Delta P/P = -2003.7 \pm 0.9$ ppm, with the value large and negative.

### 3 HR Del

HR Del erupted on 1967.425, reaching a peak of $V=3.6$, the fourth brightest classical nova since World War II (Strope et al. 2010). Its light curve showed many short sporadic flares, or jitters, still of unknown origin, and hence has a J-class light curve. HR Del has a Gaia DR2 distance of 958 parsecs (Schaefer 2018), and its quiescent counterpart is the second brightest of all classical novae (after V603 Aql) at $V=12.1$. After the eruption, the quiescent counterpart is seen to have a sinusoidal brightness change with a period of 0.214164 days and a full amplitude of just under 0.1 mag (Friedjung, Dennefeld & Voloshina 2010).

The high brightness of the quiescent nova means that we can get many archival plates from before the eruption. With many such plates, a sinusoidal oscillation of 0.1 mag should be easy to pull out. As such, HR Del becomes one of the few classical novae for which I can seek to measure $\Delta P$.

#### 3.1 HR Del Post-Eruption Orbital Period

The post-eruption orbital period has been measured a number of times: Bruch (1982) made a radial velocity curve with $P_{\text{post}}=0.2141674 \pm 0.0000002$ days. Kürster & Barwig (1988) also present a radial velocity curve with $P_{\text{post}}=0.214165 \pm 0.000005$ days. Friedjung et al. (2010) report $P_{\text{post}}=0.214164$ days. McQuillen et al. (2012) give $P_{\text{post}}=0.21423 \pm 0.00005$ days the sinusoidal photometric modulation. These periods are consistent and they are adequately accurate for the purposes of this paper.

Nevertheless, it is good to get a more accurate period, especially so as to seek any period changes, so as to derive the best period just after the eruption. The only way to improve the $P_{\text{post}}$ measure for extrapolation back to 1967.425 is to collect many epochs of maximum photometric brightness and plot the $O-C$ curve. For this, I have observed the light curve in 2013 at the Highland Road Park Observatory (HRPO), analyzed the AAVSO light curves for 2014, 2016, and 2017 plus the SuperWASP light curves for 2004 and 2006, as well as the ASAS light curve from 2003-2009. These epochs and the measured periods are listed in HJD in Table 3.

My observations at HRPO (in suburban Baton Rouge Louisiana) were made with the 20-inch telescope with a V filter. The extraction of the magnitudes was with aperture photometry using IRAF and nearby comparison stars with magnitudes from APASS. Time series were made on 10 nights over a 42 day interval in October and November of 2013, for a total of 1261 magnitudes. This light curve was fit to a sinusoid with a chi-square method. The full amplitude was 0.124 mag in the V-band. The folded light curve and this best fit is shown in Fig. 6. The time interval is too short to get a period of useful accuracy, but this does give an excellent epoch (see Table 3).

The AAVSO database contains many excellent time series, with these yielding accurate periods and epochs. I have used only the V-band CCD observations, with these clustered almost exclusively in the years 2014, 2016, and 2017. Many observers contributed 2176, 3728, and 8939 magnitudes in the three years respectively. The average folded light curves appear as close to a sinewave, and I made chi-square fits. The best fit period for all the data 2014–2017 is $0.21416372 \pm 0.00000030$ days. The three best fit epochs for each year are presented in Table 3.

---

**Figure 6.** Folded light curve for all 1261 post-eruption V magnitudes from HRPO. We see the typical sinusoidal oscillations (0.124 mag peak-to-peak) with large amplitude flickering. The best fit sinewave is shown by the black curve, and the epoch of maximum brightness is taken from the fit for a time near the middle of the October–November 2013 observing run.
SuperWASP (Pollacco et al. 2006) observed 3896 unfiltered CCD magnitudes in 2004 and 2006 with an array of 200 mm telephoto lenses placed at the Roque de los Muchachos observatory in the Canary Islands. The SuperWASP light curve has already been presented in McQuillin et al. (2012), and their Fig. 3 shows the folded light curve, with the usual large scatter (from flickering) superposed on an apparently perfect sine wave with amplitude ~0.1 mag. I have fit sine waves to the 8925 SuperWASP magnitudes, with the best fit period being 0.21416290 ± 0.00000029 days for the combined 2004 and 2006 data sets. This is very close, but about 2-sigma different, to the AAVSO period. The best fit epochs of maximum brightness in the fitted sine wave are tabulated in Table 3.

AAVSO reports 300 V magnitudes from 2003-2009, all taken with a 200 mm f/2.8 lens at Las Campanas Observatory in Chile. My best fit sine wave has a full amplitude of 0.096 mag ± 0.016 mag and a period of 0.2141650 ± 0.0000017 days. The epoch for the maximum brightness of the best fit sine wave close to the middle of the observing interval is given in Table 3.

A variety of data sources are not useful for the purposes of constructing an O–C curve: (1) Kohoutek & Pauls (1980) and Kohoutek, Pauls & Steinbach (1981) present times of a particular photometric phase from 1978–1980, and this would hopefully be a wonderful way to pin down the early O–C curve. But their times of maximum and minimum show variations by over 0.25 in phase, for any plausible period. A look at their light curves (Kohoutek et al. 1981), shows that their epochs are based on single cycles, and such is seen to have huge real uncertainties in defining any phase. And they expressed their epochs only for a set of alias periods, with the quoted epochs changing greatly for each adopted incorrect period. Further, their three quoted epochs for each year are inconsistent with each other up to 0.41 in phase. All this is to say that we cannot use their epochs. (2) The epoch in Fig. 6 of Friedjung et al. (2010) is ambiguous and inconsistent with their Fig. 2, so this cannot be used. (3) The AAVSO visual light curve data cannot be used because their timing and photometric accuracy is too poor. (4) There is no significant periodicity in the light curves from Barnes & Evans (1970), Dreschel & Rahe (1980), and the Harvard Damon plates late in the tail of the eruption, variously because the eruption light dominates or the data set has too few observations for their photometric accuracy. (5) Bruch (1982) and Kürster & Barwig (1988) both quote epochs of maximum radial velocity, but the offset in phase to get to the epochs of maximum brightness is poorly known. In an idealized binary system, the offsets would be accurately predicted, but HR Del has hot spots in the disk making for different offsets for both the radial velocity curve and for the photometric modulation. Kürster & Barwig use some unstated light curves to claim that the maximum brightness is at phase 0.7 ± 0.1 (and my best fit ephemeris, see below, suggests a phase of 0.6), but the error bars are too big on this to be useful, and adopting some value for the offset would now be tantamount to assuming that which we seek to measure. So the radial velocity data are not useful for the purpose of measuring epochs for the O–C curve.

The radial velocity data cannot yield a usable epoch for the O–C curve, but it can provide a nice period. I have collected a total of 120 radial velocity measures of the emission line for He II from 1977–1980 from Bruch (1982), Kürster & Barwig (1988), and Hutchings (1979; 1980). These form a well-measured sine wave. With the amplitude of the radial velocity curve (K=109±3 km s⁻¹) being large compared to the scatter, we can get a good period just from the 1977–1980 data. With a chi-square fit, I get a period of 0.2141647 ± 0.0000008 days.

The usable epochs and periods are collected into Table 3, and these are made into an O–C curve in Fig. 7. The key point is that we have no epochs before 2004, and it is a long extrapolation back to 1967.425. So we already know that we cannot confidently determine an epoch for the time of eruption (for use with measuring Pₚₑᵣₑ). Further, the O–C curve appears to jerk up and down with an amplitude much larger than the measurement errors. So, apparently, HR Del is like DQ Her in that it suffers apparent period changes on a time scale faster than a year, with these jerks in the O–C curve being to both longer and shorter periods. Critically, the total amplitude of these O–C excursions is actually quite small, appearing no more than 0.01 days in size.

We have three highly accurate measures of the orbital period from the data sets that span a few years; for the radial velocity curve 1977–1980, the SuperWASP photometry 2004–2006, and the AAVSO light curves from 2014–2017. These periods do not progress in any steady manner such as expected for a steady P. The periods differ from each other at roughly the 2-sigma level. With this and the placement in the O–C curve, there must have been at least two very small period changes between 2006 and 2014. So both the periods and the epochs are pointing to very small period changes on times of a few years and shorter.

I have made chi-square fits to the O–C curve from...
2004–2017. For this, I have added in quadrature a systematic error of 0.005 days to reflect the reality that the individual measures have a scatter (either from systematic error or from intrinsic variations) past what any smooth curve can provide. The best fit linear ephemeris has $P_{\text{post}}=0.21416508\pm0.00000016$ d and an epoch of HJD 2453974.1864±0.0020. This best fit is taken as the model for constructing the $O - C$ curve in Fig. 7. This best fit can be extrapolated back to form an epoch close to the time of the eruption (1967.425) as HJD 2439838.0061±0.0107.

Does HR Del have a significant steady period change (i.e., $\dot{P}$) in the post eruption time interval? This is hard to say. The main problem is that I only have the $O - C$ curve from 2004–2017. Over this time interval, a fitted parabola implies that $|\dot{P}|<10^{-10}$ days/cycle. The measured periods from 2004–2006 and 2014–2017 differ by just 4 ppm. The $P$ from the radial velocity curves for 1977-1980 has too large an uncertainty to usefully constrain the $\dot{P}$ term.

How can we extrapolate the $O - C$ curve back to 1967.425? There are many reasonable possibilities, with two included as curves in Fig. 7. (1) A simple best fit linear model extrapolates back to HJD 2439838.0061 with $P_{\text{post}}=0.21416508\pm0.00000016$ d. But this solution will be inconsistent with the pre-eruption fit. (2) We can also come up with steady-$P$ models (i.e., parabolas in the $O - C$ diagram) that match up with the epoch returned by the pre-eruption analysis. From the joint fit in Section 3.4, I will find that the best epoch at the time of the eruption for a minimal positive $P=4.0\times10^{-11}$ days/cycle is HJD 2439838.1120. With the post-eruption parabola passing through this point, the value for $P_{\text{post}}$ is 0.21416215±0.00000055 d. (3) We can also get a solution for the joint fit when the curvature is negative, where the post-eruption parabola passes 1967.425 roughly one period before the best fit case. That is, the cycle count from 1967.425 to 2004 differs by one from the positive-$P$ solution. But the pre-eruption light curve is relatively poor for this required negative-$P$, so we can reject this possibility.

With the post-eruption data alone, we have no effective extrapolation back to the year of the nova (because we do not have any useful constraint on $P$), but we do have a sure knowledge of $P_{\text{post}}$ to within 15 ppm or so. The value of $\dot{P}$ will be constrained fairly tightly with the 66 years of pre-eruption light curve, and then pinned down when the pre- and post-eruption $O - C$ curves are required to meet in 1967.

### 3.2 HR Del Pre-Eruption Magnitudes

The only way to get pre-eruption magnitudes, so as to measure $P_{\text{pre}}$, is to use the archival plates at Harvard and Sonneberg. To this end, I have visited Harvard three times and Sonneberg twice, independently measuring the $B$ magnitudes of HR Del on each visit. On these various visits, only about half of the available plates were measured during a visit, so each individual plate has from one-to-three independent measures. The magnitudes were measured visually from each plate, with APASS comparison stars, and then averaged together for measures of each plate.

Schweitzer (1968) reports on eight pre-nova magnitudes from 1963–1965 as taken from blue-sensitive archival plates taken with the 0.5-m telescope at Strasbourg Observatory. The adopted magnitude of their comparison stars are given, and these are 0.06–0.08 mag too-bright in the relevant range. With the modern magnitudes for these stars from APASS and the conversion equation given in Johnson, et al. (2014), these magnitudes were converted to modern $B$ magnitudes.

Two of the reported magnitudes are far outliers, at 11.51 and 11.76, with such brightness being either some measurement error or some rare intrinsic variations of HR Del that have nothing to do with the orbital modulation, so these two magnitudes have been disregarded.

The result is 495 pre-nova $B$-band magnitudes; including 135 from Harvard from 1901–1953, 354 from Sonneberg from 1940 to May 1967, plus 6 from Schweitzer from 1963–1965. These are listed in Table 4, with the full table only appearing in the electronic version of this paper.

The average scatter of these measures is around 0.2 mag, after allowing for shifting average levels, with this being somewhat larger than expected for such a bright star. The magnitudes have some apparent quantization because some of the visits had the magnitude of HR Del estimated only to the nearest tenth-magnitude. The Sonneberg plates show an apparent small and fast jump by a quarter of a magnitude around 1956. Such jumps are not seen for other CV light curves that I or others have made at Sonneberg, so it is likely not instrumental. The default idea would be that...
HR Del actually suffered a small state change around 1956, with such not being testable in the Harvard data due to the Menzel Gap. The scatter in the best folded light curves is substantially larger than the expected amplitude of close to 0.10 mag, so the folded light curves look poor, with the sinusoidal modulation not readily apparent by eye. However, the big advantage for HR Del is that it is bright, so I can get many pre-eruption plates and that makes for the orbital period to be detectable with the usual statistical tools.

Within a year or two, the DASCH program will release their photometry of ∼1000 plates. HR Del is a perfect target for DASCH, where it is exhaustive at pulling out all plates, the DASCH program will yield magnitudes for large numbers of plates, many more than I have visually measured. Further, as a bright target with no crowding, DASCH will perform excellent photometry. So we can anticipate a substantial improvement in the pre-eruption light curve within a few years.

3.3 HR Del Pre-Eruption Orbital Period

The sinusoidal photometric modulation has a small amplitude, close to 0.10 mag, embedded in a noisy light curve, so the period can only be plucked out by statistical methods.

3.3.1 Fourier Transform

The optimal method for finding a sinewave periodicity in sparsely sampled data is to use a discrete Fourier transform (DFT). (This is true for the $P=0$ case found in the previous section. And it is still true for the low-$P$ cases of relevance here.) The physically plausible range for $P_{\text{pre}}$ is within 3000 ppm of $P_{\text{post}}$, or from 0.2135 to 0.2148. I heavily oversampled the DFT, with 13,000 trial periods in the search range. The DFT for HR Del is shown in Fig. 8.

The DFT shows only one peak greatly higher than the highest noise peaks. (Indeed, this peak is the highest peak over a very wide range of trial periods, with the second highest peak simply being the monthly alias of the highest peak. The yearly alias also has a peak with a power comparable to the taller noise peaks.) The period is 0.21426141 days. This peak is far above the background noise peaks. That is, the DFT power is 7.9 for the high peak, and 5.2 for the next highest peak, while the average power is 0.93.

The FWHM of the peak is 0.0000040 days. The period search range is 0.0013 days. So there are 325 independent trial periods examined.

The DFT shows a high peak far above the noise peaks with a period in the search range, corresponding to a sinewave with a full amplitude of 0.12 mag. This is exactly as expected. That is, the post-eruption quiescence shows a sinewave with an amplitude that is typically 0.10 mag, so it is inevitable that the pre-eruption quiescence must also show a sinewave with an amplitude near 0.10 mag and within the period search range. Indeed, if the DFT peak is not the true $P_{\text{pre}}$, then we have to ask where is the required peak in the DFT for the true period? That is, the true $P_{\text{pre}}$ must produce a high peak in the DFT, and there is only one such peak, so that peak must be the true $P_{\text{pre}}$.

3.3.2 Chi-Square Fits

The DFT does not readily produce the epoch, amplitude, the error bars, or the significance of the periodicity. But a chi-square fit solves all these problems. So I have fitted a sinewave to the 495 pre-eruption magnitudes with a chi-square analysis. Two differences with the prior cases (DQ Her, BT Mon, and RR Pic) is that I cannot usefully give the epoch at the time of the eruption, and I have little useful information on $P$ from the post-eruption data alone. The sigma in the denominator of the chi-square arises from both the measurement errors and the flickering, so I can only set it to the RMS scatter about the best fit curve, or 0.23 mag.

For the case with an assumed $P=0$, the chi-square has a blatant minimum for a period of 0.21426137±0.0000019 d. The epoch for this linear ephemeris is HJD 2433720.0674±0.0089, which translates to the date of the eclipse to $E_0=2439838.0866±0.0104$. The full amplitude is 0.12±0.03 mag. The folded light curve with all 495 points does not readily show the periodicity due to the large scatter, but when the points are binned in phase, we see a good sinewave. The chi-square is 510.5 (with 495-2 degrees

| Mid-exposure (HJD) | Year | B (mag) | Source |
|-------------------|------|--------|--------|
| 2415693.4707      | 1901.844 | 11.81 | HCO (AC 1954) |
| 2415723.5179      | 1901.926 | 12.13 | HCO (AC 2943) |
| 2416033.5585      | 1902.776 | 12.39 | HCO (AC 2888) |
| 2416061.5155      | 1902.852 | 12.01 | HCO (AC 2978) |
| 2416183.8956      | 1903.187 | 12.26 | HCO (I 30245) |
| ...               | ...   | ...   | ...   |
| 2439436.2894      | 1966.848 | 12.13 | Sonneberg |
| 2439443.3028      | 1966.867 | 12.42 | Sonneberg |
| 2439596.5951      | 1967.287 | 12.53 | Sonneberg |
| 2439618.5418      | 1967.347 | 12.34 | Sonneberg |
| 2439621.5401      | 1967.355 | 12.45 | Sonneberg |
of freedom), with this by construction as the uncertainty is set to 0.23 mag.

If we allow $\dot{P}$ to be a free parameter, we can get a slightly better fit. The best fit has a chi-square of 507.0 for $P=3.3\times10^{-11}$ days/cycle. This solution has $P_{pre}=0.24126267$ d and $E_0=2439838.108\pm0.012$. The formal 1-sigma range (with chi-square values within 1.0 of the minimum) is from $(+1\pm+6)\times10^{-11}$ days/cycle, while the 2-sigma range (with chi-square values within 4.0 of the minimum) is from $(-2\pm+7)\times10^{-11}$ days/cycle.

We can test the periodicity for being a false alarm with an F-test comparing a model with a variable amplitude versus a model with the amplitude set equal to zero. That is, how does the best fit model for the pre-eruption light curve compare with something like the expected post-eruption amplitude versus a model where there is no periodicity? For the addition of one free fit parameter (the amplitude is allowed to vary), the chi-square improves by 20.7 (with 492 degrees of freedom). This is a large improvement for adding just one parameter, with this being very unlikely to happen for data that do not have a true periodicity. The F-test probability is $1.67\times10^{-8}$. To get this highly improbable improvement in chi-square (highly improbable for a false alarm), I examined 325 independent trial periods. This makes for an improbability of 0.00217. This corresponds to the Gaussian probability of 3.1-sigma. That is, the existence of the periodicity is at the 3.1-sigma level. While this is not at a very high confidence level, it still passes the traditional 3-sigma requirement, so I can conclude that this pre-eruption periodicity is significant.

We can further make an F-Test comparing the best fit model versus the same model except that the period is allowed to vary. This is asking a subtly different question than the previous F-Test, but it is still essentially asking for the significance of the existence of the pre-eruption periodicity. The average chi-square over the period search interval is 5.49. So a random trial period for which there is no real periodicity is worse than the best fit model by a chi-square difference of 42, with 492 degrees of freedom. Such an improvement is very unlikely unless that best fit model has a true underlying periodicity. The improbability of a trial period producing such a good improvement is $2.2\times10^{-10}$. To get this result, I have examined 325 independent test periods. So the improbability that any of these test periods will produce such a large improvement in chi-square (in the absence of a true periodicity being present) is $7.2\times10^{-8}$. This corresponds to a Gaussian 5.5-sigma confidence level. That is, the pre-eruption periodicity is significant at the 5.5-sigma level, and can easily be called ‘confident’.

### 3.4 HR Del Joint Fit

The $O-C$ curve for HR Del must be continuous across the eruption, which is to say that the stars do not jump forwards or backwards in their orbits. (The period can change fast, but this comes out in the $O-C$ diagram as a sudden change of slope.) This forces a connection between the pre-eruption fit and the post-eruption fit, where the two fits must meet at the date of the eruption. That is, $E_0$ for the before and after fits must be equal. So we need a joint fit involving both the 495 pre-eruption magnitudes and the 7 post-eruption epochs of maximum brightness.

For the model, we have only poor constraints on $\dot{P}$ from either the pre- and post-eruption data. If both are allowed to be freely changing, then we could find reasonable solutions for most any value of $E_0$. But the physics of any steady period change before the eruption is likely to be essentially equal to the physics of the steady period change after the eruption. That is, $\dot{P}$ is likely to be a single constant both before and after the eruption. In my joint fits, I will adopt this more likely and more restrictive assumption.

The joint model then has just four parameters: $P_{pre}$, $E_0$, $P_{post}$, and $P$. (The sinewave amplitude is held constant, and it does not change significantly over the ranges of interest.) The data points number 495+7, and there are 4 fit parameters, so my joint fit has 498 degrees of freedom.

The key difference between the joint fit and the pre- and post-eruption fits is the requirement that both share the identical $E_0$. If $P=0$, then the before and after fits are a mismatch by about half an orbital phase, and this is much larger than the uncertainty in the two extrapolated values of $E_0$. The pre-eruption light curve is pointing to $P=3.3\times10^{-11}$ days/cycle (i.e., curvature in the $O-C$ diagram with the concave side up). This produces a value for $E_0$ near HJD 2439838.12. The post-eruption $O-C$ curve also runs through this epoch and curves down to be nearly flat in modern times (see Fig. 7), thus this appears to be a good solution. For the post-eruption cycle count, it might be that the $E_0$ value is one orbital period earlier, but this would then require a negative-$P$ for the post-eruption fit, and such a negative value is inconsistent with the pre-eruption constraint. So, by combining the pre- and post-eruption data sets, we get a unique value for $\dot{P}$ and a unique overall solution.

The best joint fit returns orbital periods just before and after the nova event, with $P_{pre}=0.21426326\pm0.0000055$ d and $P_{post}=0.21416215\pm0.0000048$ d. The value of $AP/P$ is $-472.1$ ppm, with the 1-sigma error bar equal to 4.8 ppm, somewhat larger than for simple propagation of errors. The best fit $\dot{P}$ is $(+4.0\pm0.9)\times10^{-11}$ days/cycle. The best fit joint epoch is $E_0$ at HJD 2439838.1120±0.0150, and the best fit full amplitude is 0.13±0.030 mag. The minimum chi-square is 511.2, with 506.6 from the 495 pre-eruption magnitudes and 4.6 from the 7 post-eruption epochs of maximum brightness. The resultant folded and binned light curve shows a good sinewave shape.

#### 3.5 $AP$ for HR Del

So we have measured $P_{pre}$ and $P_{post}$ finding that $\Delta P/P$ is $-472.1\pm4.8$ ppm. That is, the orbital period of HR Del decreased across its 1967 eruption.

How confident should we be in this $\Delta P/P$? Well, the real uncertainties in $P_{post}$ and $\dot{P}$ are all greatly too small to matter, the formal uncertainty in $P_{pre}$ is also greatly too small to matter, so the only way to question the $\Delta P/P$ value is to wonder whether the pre-eruption periodicity is true. After all, the folded light curve does have large scatter (RMS of 0.23 mag) so that the sinewave is not readily visible to the eye. But we have 495 pre-eruption magnitudes, and the phase-binned folded light curve does show a nice sinewave. In all, there are four good reasons to know that the periodicity is true: (1 and 2) The F-tests return significances at the 3.1-sigma and 5.5-sigma confidence levels, even after accounting for all the trial periods. This is adequate to be confident that the periodicity is significant. (3) The DFT
shows a single peak in the physically plausible search range, far above the highest noise peaks. A glance at this DFT by any worker with an experienced eye shows that the period is obviously the true period. (4) We strongly expect that the pre-eruption quiescence must have the same sinewave modulation with an amplitude of around 0.10 mag as is always seen in the post-eruption quiescence, and that period must be within something like 3000 ppm of \( P_{\text{post}} \). And that is exactly what we see for HR Del before 1967. So if the 0.21426326 \( \Delta P \) periodicity is not the true underlying period, then there really must be some other comparable DFT peak in addition. But there is only one such peak. That is, if the 0.21426326 \( \Delta P \) peak is not from the orbital modulation, then we have no way of understanding why there isn’t a second similar peak. Or, with only one peak appropriate for the known behavior in quiescence, that peak must be the true periodicity caused by the orbital modulation. For any or all of these four reasons, we can be confident that the pre-eruption periodicity is the correct and true measure of the orbital period, and further that the \( \Delta P/P \) value is correct to within the stated error bars.

4 OVERVIEW

My \( \Delta P \) program now has measures of \( \Delta P \) and \( P \) for six CNe. These results are collected in the first block of Table 5.

Salazar et al. (2017) reports a formal value of \( P_{\text{orb}} = (6.4 \pm 2.4) \times 10^{-8} \) days/cycle for V1017 Sgr. (The units are days/cycle, not days/day as stated one place in the table header.) This is a huge value, rather hard to understand in its size. However, the measured error bar is also huge, being comparable in size to the quoted value itself. (The chi-square only improved by 1.55 for adding the extra \( P \) term.) So the real \( P \) could well be small (comparable to the various model values and to the observed values for the other CNe), or even negative with a large size. This is just saying that the V1017 Sgr data do not place a useful limit on \( P \), so I have not recorded this value in Table 5.

In the second block of Table 5, I have collected a variety of the system properties. Parameters for individual systems were collected from Schaefer et al. (2019), Szkody & Ingram (1994), Gessner (1975), and Campbell & Shafer (1995) for QZ Aur, and Salazar et al. (2017) for V1017 Sgr. The light curve classes and magnetic natures come from Struepe et al. (2010). Distance, extinction \( (A_V) \), quiescent \( V \) magnitude \( (V_q) \), and quiescent absolute \( V \) magnitude \( (M_{V,q}) \) are taken from Schaefer (2018). The accretion rate \( (M) \) in units of \( M_\odot/\text{year} \) is taken from an approximate relation

\[
M = 10^{-3.4(M_{V,q}+16)}
\]

as taken from Dubus, Ottalakowska-Hypka & Lasota (2018), and also as \( M = 2 \times 10^{-11}(P/1\text{hr})^{3.2} \) (Rappaport, Verbunt, & Joss 1983). I have included another estimate of the accretion rate, this one for the very long term average \( (M_{\text{orb,model}}) \) as based on the model of Knigge et al. (2011). The mass of the WD \( (M_{\text{WD}}) \) and mass of the companion star \( (M_{\text{comp}}) \) are from the catalog of Ritter & Kolb (2003), with the mass ratio \( q = M_{\text{comp}}/M_{\text{WD}} \) calculated. The orbit’s semi-major axis \( (a) \), the Roche lobe radius for the companion star \( (R_{\text{comp}}) \), the orbital velocity of the WD \( (V_{\text{WD}}) \), and the orbital velocity of the companion \( (V_{\text{comp}}) \) are from the usual Kepler’s law equations in Frank, King, & Raines (2002). The expansion velocity of the nova ejecta is characterized by the expansion velocity of the nova shell long after the eruption (Downes & Duerbeck 2000) and the width of the emission lines (Payne-Gaposhkin 1964). No expansion velocity information is known from the eruptions of QZ Aur and V1017 Sgr, so I adopt a typical value of 1000 \( \text{km s}^{-1} \). \( M_{\text{ejecta}} \) can be estimated from \( M_{\text{WD}} \) and \( M \) as interpolated in the tables of Yaron et al. (2005). (Both theoretical and observational estimates of \( M_{\text{ejecta}} \) have real total uncertainties of over two orders-of-magnitude, so the tabulated values can only be regarded as relative values of bad accuracy.) The similar trigger mass \( (M_{\text{ ignition}}) \) from the \( M_{\text{WD}} \) and \( M \) values applied to Fig. 1 of Townsley & Bildsten (2005). The estimated recurrence time between nova eruptions \( (\tau_{\text{rec}}) \) is an average of the value in Yaron et al. (2005), \( M_{\text{ejecta}}/M \), and \( M_{\text{ ignition}}/M \). The surface temperature of the companion star \( (T_{\text{ comp}}) \) is variously taken from a blackbody fit to the spectral energy distribution, the spectral classification from absorption lines, and the relation with the orbital period (equation 14 in Patterson 1984). The surface temperature, radius, and mass of the companion give the atmospheric scale height, \( H \).

One use of these collected system properties is to see if the sample of six CNe is extreme, biased, or special in any way. For this, the answer is that the six appear to be a random collection of ordinary CN systems. We really expect a fair sampling of CNe, because the six were largely selected based on their appearances from Earth (distance, inclination, and year of eruption) rather than any intrinsic property. The eruption light curves are S-, D-, J-, and F-classes, while the \( t_1 \) values range from 25–231 days. The WD masses range from 0.6–1.1 \( M_\odot \). Some of the WDs are magnetic (DQ Her, BT Mon, and RR Pic), while the others are not. The mass ratios go from 0.4 to 0.95. The periods vary similar to the distribution for CNe, while V1017 Sgr does have the longest period CN, RR Pic is near the shortest period for a CN. The point is that these six CNe are fully representative of all CNe, so conclusions for these six can be extended to cover all CNe.

Another use of these system properties is to seek any correlation with \( \Delta P \) and \( P \). Unfortunately, I have found no non-trivial correlation that looks to be significant. For example, BT Mon is the only system with a positive \( \Delta P/P \) and also the system with the highest measured \( V_{\text{ejecta}} \), but RR Pic has by-far the most-negative \( \Delta P/P \) but only has a middling \( V_{\text{ejecta}} \). For another unconvincing example, HR Del and RR Pic both have a positive \( P \) and have high values of the observed \( M \), but DQ Her has a zero \( P \) and the lowest \( M \), while QZ Aur has a far negative \( P \) yet a middling \( M \). In all, I can find no useful or convincing correlation.

Another use of these system properties is to calculate predicted properties for the Hibernation model and the MBM. The third block of Table 5 contains observed and late predicted properties for the Hibernation model and the third block of Table 5 contains observed and late predicted properties for the Hibernation model and the MBM. The first line of this third block just repeats the observed value from the first block for ease of comparison. The second line gives \( \Delta P_{\text{nl}}/P \), for the calculated effect due to the mass loss by the WD during the nova event. The third line gives the calculated \( \Delta P_{\text{FAML}}/P \) to give the predicted effects on the period change due to the FAML angular momentum loss during the eruption. The fourth line gives the calculated \( \Delta P_{\text{jet}}/P \) for \( \xi \) equal to +1 and -1, which corresponds to something near the maximum feasible effect
of asymmetric ejection of the shell. The fifth line gives the minimum $\Delta P_{\text{mag}}/P$ for which the quiescent nova fades by 5 mags, corresponding to the least value that anyone would care to call 'hibernation'. The sixth line gives the minimum $\Delta P_{M=12}/P$ for the quiescent system to go to hibernation with an absolute magnitude of $-12$.

A problem apparent from the third block is that four of the novae (QZ Aur, HR Del, RR Pic, and V1017 Sgr) have the maximum $\Delta P/\Delta P$ for jetting as being smaller than the observed $\Delta P/\Delta P$. That is, on the face of it, none of the physical mechanisms can account for the large observed $\Delta P$ values. For QZ Aur as an example, the mass-loss and FAML effects are small, while $\Delta P_{\text{jet}}/\Delta P$ can vary from near -42 (for $\xi=+1$) to +42 (for $\xi=-1$) ppm, but there is no way to add the effects to get to the observed value of -290.71 ppm. Having $\xi$ values near $\pm 1$ is apparently common enough, and a narrow jet of ejecta can even increase the range of $\xi$ to $-2$ to +2, but this is still not enough to get the large observed value. For most of the CNe, the excess factor is not large, but for RR Pic we need to get to the observed value of -0.05 ppm. So how can we physically get such large $\Delta P$ values? I think that the easiest explanation is simply to realize that the theoretical estimates of $M_{\text{ejecta}}$ used for the calculation has real uncertainties of orders-of-magnitude. (Appendix A of Schaefer 2011 documents the large inconsistencies and circularities for one nova, and these are typical of all novae.) So it is easy to allow the $M_{\text{ejecta}}$ to be ten-times larger than in the model of Yaron et al. (2005) for QZ Aur, all with the ordinary value of
we see that six-out-of-six CNe are certainly not behaving.

We see the startling result that \( \Delta P/P < 0.5 \) ppm, for even shallow hibernation, the period change would have to be 40x larger. If we want real Hibernation where the accretion turns off (with \( M_{\text{hig},\text{hbr}} > 12 \)), we must have \( \Delta P/P > +2500 \). So even though BT Mon has a positive period change across its eruption, it cannot possibly have separated by enough to cause hibernation in any sense. Indeed, the brightness drop caused by the observed period change is so small as to be unobservable. With this, we see that six-out-of-six CNe are certainly not behaving as required by Hibernation. Going to six-out-of-six CNe, we have a much stricter version of the refutation of the Hibernation model.

For all six of the CNe, the Hibernation model requires such a huge period change that there is no conceived explanation for how the binary can possibly separate enough so that even shallow Hibernation can occur. Even with a narrow jetting of the entire nova shell in the reverse direction (\( \xi = -2 \)), there is still no way for the stars to separate enough to be called hibernation. That is, without inventing some new physical mechanism with an astoundingly large and positive size, Hibernation cannot ever work.

So, we have just shown that Hibernation is not operating, and the required period changes are larger than physically possible so Hibernation cannot operate. This is a complete and utter refutation of Hibernation. In hindsight, these simple and sure calculations should have been made back in the 1980s, but I know of no such results by anyone.

### 6 MAGNETIC BRAKING MODEL

The MBM predicts a particular value of \( \dot{P} \) as a function of \( P \), for example with the ‘standard model’ of Knigge et al. (2011). So now we have a distinct prediction that can be tested with my \( \dot{P} \) data. Well, V1017 Sgr has such a long orbital period that the magnetic braking mechanism certainly is not working as quantified by the model, so I only have five CNe with useful measured \( \dot{P} \). The fourth block in Table 5 collects the observational and theoretical values of \( \dot{P} \). The testing of the model will come from the various comparisons between the lines.

The first comparison that I would like to highlight is between \( \dot{P}_{\text{AP}} \) and \( \dot{P}_{\text{model}} \). The ratio \( \dot{P}_{\text{AP}}/\dot{P}_{\text{model}} \) is +63, +350, +0.04, -1.8, and +7900 for the five CNe in order from Table 5. For QZ Aur, HR Del, and RR Pic, the magnetic braking effects are negligibly small. For BT Mon, the total effect (\( \dot{P}_{\text{AP}}+\dot{P}_{\text{model}} \)) has the opposite sign as the model effect alone, so the total effect will result in the model giving greatly wrong predictions. Only for DQ Her is the magnetic braking dominant, where the model would give correct predictions. With the MBM failing for 4-out-of-5 CNe, we have a serious challenge for the venerable model.

The second comparison is between the observed \( \dot{P} \) and \( \dot{P}_{\text{model}} \). The MBM would have \( \dot{P}/\dot{P}_{\text{model}} = +1.0 \). From Table 5, the ratio \( \dot{P}/\dot{P}_{\text{model}} \) equals +5.3, -94, 0.00, +6.9, and -190 for the five CNe. That is, the Magnetic Braking Model never makes a reasonable prediction as for the observed \( \dot{P} \). Indeed, for 3-out-of-5 CNe, the observed \( \dot{P} \) is not even substantially negative. That is, 60 per cent of a fair sample of CNe are not even with the period steadily decreasing, with this being a requirement and hallmark of the Model. This is a separate and serious challenge to the MBM.

On the face of it, both ‘serious challenges’ are refutations of the MBM. That is, all five of the CNe that can be used to test the MBM have turned out greatly failed predictions for the MBM. These failures are for large deviations that are highly significant from robust measures, and we are now out of the small-number-statistics regime. These problems are only just now apparent with my \( \Delta P \) program, because no one has previously looked at CNe in this way.

Well, the venerable model has nice successful predictions (the period gap, the bounce period, and the general
decline of \( M \) as \( P \) declines), so I think that the new data only impace some part of the MBM. In particular, to retain the successes, we should retain the general AML scenario and adopt the level of \( J \) as found by Knigge et al. (2011). But the details of the physical mechanism must change substantially in light of the new measures. The particular mechanism of magnetic braking is certainly still operating (at some level of \( J \) that is uncertain by orders-of-magnitude). So there must be additional effects that need to be added to the original venerable model, and these additional mechanisms are dominating over the standard magnetic braking mechanism.

I can think of means by which the basic AML scenario can be retained for each of the two challenges. My two solutions to the two challenges are both assuming that the observed effects will average out to near zero when considered over very long evolutionary time scales. These are not elegant solutions. And importantly, there is no evidence to support my solutions. Nevertheless, my evidenceless speculation is not unreasonable, and some such solutions must be found.

The first challenge is that \( P_\Delta \) dominates over \( P_{\text{model}} \) by large factors for the majority of CNe. My solution is to require and to assume that the very long term average period change, \( \langle \langle P_\Delta \rangle \rangle \), is close to zero in comparison with \( P_{\text{model}} \). With this, CV evolution would consist of \( P \) having large jerks up and down over time, as eruption after eruption passes, yet with the overall trend falling similar to the MBM model. So my solution assumes that \( \Delta P \) varies greatly over a huge range, both positive and negative.

We must have some sort of large variation in \( \Delta P \) values for each individual CN. That is, if each CN has an essentially constant \( \Delta P \) eruption after eruption, then the \( P_\Delta \) would quickly drive the evolution to completion. For example, with RR Pic losing 0.2 per cent of its period each eruption, then the time scale for going to zero- \( P \) is 500 eruptions or 100,000 years. The period obviously will not be driven to zero, but the simple time scale shows an evolution much too fast for the number of such novae discovered. A more meaningful time scale is that RR Pic would be driven from its current period to the top edge of the period gap in roughly 50 eruptions over 10,000 years. Similar considerations show that all the other CNe (except DQ Her) will be evolving too fast if their observed \( \Delta P \) holds steady eruption-to-eruption. This means that CNe must have their \( \Delta P \) values changing greatly from nova to nova.

It is easy to imagine scenarios where \( \langle \langle P_\Delta \rangle \rangle \approx 0 \), for example if the wide-and-weak jets of asymmetric shell ejection are random in direction, then the kicks should average out to near zero. A potential problem arises because the jerks high and low are so large (up to a factor of 7900 large) that many eruptions are needed to average out random jerks. From above, a typical value of \( P_\Delta / P_{\text{model}} \) is of order 100. So it would take \( \approx 10,000 \) eruptions to lower the average \( \Delta P \) jerks to being comparable to the size of \( P_{\text{model}} \). For \( \tau_{\text{rec}} \) or 1,000 or 100,000 years (Yaron et al. 2005), the required time interval to produce a small-enough time average will be of order 10–1000 million years. This might be short enough of an interval so as to average out for evolutionary purposes. Certainly, a detailed numerical model is required to resolve these issues. Further, some physical understanding is needed as to how all the CNe have managed to fine tune their \( \langle \langle P_\Delta \rangle \rangle \) to so close to zero.

For some CVs, the \( P_\Delta \) values might be small because the nova recurrence time scale becomes very long. For CVs above the period gap with \( M_{V,q} \) around +9, the recurrence time scale becomes a million years. Or maybe some of those systems avoid a nova eruption completely. The CNe used in this study all have luminous \( M_{V,q} \), so they are selected for short \( \tau_{\text{rec}} \) by being classical novae. But roughly 14 per cent of discovered CNe (the V1500 Cyg novae) have \( M_{V,q} \) near +9 (Schafer & Collazzi 2010; Schafer 2018), so it is clear that CNe do go to very long \( \tau_{\text{rec}} \). This might be a partial solution for how to minimize \( \langle \langle P_\Delta \rangle \rangle \).

In all, if the \( \Delta P \) effects somehow manage to average out on evolutionary time scales, then we can get back to the MBM case, at least as a very jerky average. But not really: The trouble is that the \( \Delta P \) effects are usually dominant over magnetic braking, so the degree of connectedness for the binary will vary from MBM greatly after each and every eruption. This will greatly change the demographics derived.

What we need is a real physical model for the processes that make for the huge variations in both \( P \) and \( P_\Delta \) over long times, and these physical effects must be added in to the current MBM. With \( \Delta P \) dominating, we might want to label the improved physical model by some name that does not include "magnetic braking".

Let me now point out some of the implications of the large \( \Delta P \) effects, if they vary randomly. Start with a CV that happens to have the average \( M_{\text{model}} \). If in one particular eruption, \( \Delta P \) is fairly large and positive, then the system will lower its \( M \) in response. If a few eruptions in succession happen to have large positive \( \Delta P \), then the system will become a dwarf nova, and its nova events will be very rare with a long \( \tau_{\text{rec}} \). If the system randomly has a large negative \( \Delta P \), or several such in a row, then the system will become a high- \( M \) classical nova, erupting with a fairly short \( \tau_{\text{rec}} \). Within this schematic middle-term evolutionary model, the \( \Delta P \) jerks will make the system random-walk between high- \( M \) CNe and low- \( M \) dwarf novae. That is, the eruption-to-eruption variability of \( \Delta P \) could be what drives the wide observed deviations from \( M_{\text{model}} \) for a given \( P \).

My second serious challenge to MBM is that my observed \( P \) values never agree with the MBM prediction, indeed with 60 per cent not even having the hallmark and required negative value. Well, the observed values are just snapshots from some century-long time interval, whereas the model predictions are for averaging over perhaps a million years. It is conceivable that the period changes vary on time scales from 100–1,000,000 years, and that the very long term average, \( \langle \langle P \rangle \rangle \), somehow manages to equal \( P_{\text{model}} \). In this case, the steady period changes will be waving up and down by large amounts on long time scales, but these large amplitude wavings all cancel each other out. This evidenceless speculation has no precedent and no understanding. But something like this is needed if the AML aspect of MBM is to survive.

I am reporting a new type of measures for CNe (\( \Delta P \) and \( P \) values for six systems) such as no one has looked before, and I find that the MBM predictions all fail horribly. But the basic AML scenario really has to be correct. I am not claiming that the MBM is wrong, rather that it is incomplete, requiring major new effects to be added in. The MBM model has not included the effects of a previously unknown mechanism (whatever is making the \( \Delta P \)), and this mech-
anism is dominant over magnetic braking, and the MBM has not included whatever mechanism is making for the observed steady $P$ between eruptions to vary so widely, both positive and negative. So for any realistic CV evolutionary model in the future, it must include the physical effects of the $\Delta P$ during each eruption, as well as the necessary large variations in the steady $P$ between eruptions.

7 CONCLUSIONS

This paper presents the final results of the CN part of my 36-year-long $\Delta P$ program. For period changes across CN eruptions, I had previously reported the measure of $\Delta P$ for BT Mon (Schaefer & Patterson 1983), V1017 Sgr (Salazar et al. 2017), and QZ Aur (Schaefer et al. 2019). In a companion paper, I report my measure of $\Delta P$ for DQ Her plus a remeasure for BT Mon. This paper gives the results for RR Pic and HR Del. Here are my conclusions:

(1) I have measured six sudden orbital period changes across nova eruptions. I find that the fractional period changes $(\Delta P/P)$ in ppm are $-290.7 \pm 0.28$ for QZ Aur, $-472.1 \pm 4.8$ for HR Del, $-4.46 \pm 0.03$ for DQ Her, $+39.6 \pm 0.5$ for BT Mon, $-2003.7 \pm 0.9$ for RR Pic, and $-273 \pm 61$ for V1017 Sgr. Five of these have negative signs, showing that the orbital period decreased across the nova event.

(2) I have the first measures of the steady period change during the quiescence ($\dot{P}$) of any classical nova. I measure that the $P$ parabolic terms (in units of $10^{-11}$ days/cycle) are $-2.84 \pm 0.22$ for QZ Aur, $+4.40 \pm 0.9$ for HR Del, $0.00 \pm 0.02$ for DQ Her, $-2.3 \pm 0.1$ for BT Mon, $+1.25 \pm 0.01$ for RR Pic, while the uncertainty is too large to be useful for V1017 Sgr. Only two of five have negative signs, showing that the majority of orbits that are not grinding down to short periods.

(3) Five out of my six CN have negative-$\Delta P$, so Hibernation is certainly not working for these. And with the realization that the positive-$\Delta P$ for BT Mon is $40 \pm 4.8$ days/cycle, which is too small to allow for any version of Hibernation, we really have six-out-of-six CNBe being complete failures for the requirements of Hibernation. These six CNBe are a representative sample of all CNBe, so we know that Hibernation can at most operate rarely. Even if Hibernation operates rarely, then the model does not describe CV evolution or demographics. This is a confident observational refutation of Hibernation.

(4) Detailed calculations show that for Hibernation to work (i.e., by dropping the accretion rate down so that it has nearly stopped, with $M_{\text{V,hib}} > +12$), the $\Delta P/P$ values must be $> +1300$ ppm. Further, detailed calculations of all known mechanisms (mass loss, FAML, the magnetic braking in the nova wind, and the newly invented jetting) show that they all individually (or in sum) are too small, by far, to possibly make for such large required period changes. That is, there is no possibility that Hibernation could ever get the accretion to drop by enough to be noticeable. This is a confident theoretical refutation of Hibernation.

(5) The confidently observed effects of the sudden period change caused by the nova, as spread out along the entire eruption cycle, make for a time-averaged period-change ($P_{\Delta P}$) that is much larger in amplitude than the standard period change expected for MBM in 80 per cent of the CNBe. In particular, the ratio $P_{\Delta P}/P_{\text{model}}$ has measured values of $+63$, $+350$, $+0.04$, $-1.8$, and $+7900$. That is, in most cases, the effects of magnetic braking are negligibly small by factors of typically $100x$. This is a serious challenge to the MBM.

(6) The hallmark and requirement of the MBM is that $P$ decreases over time. The MBM predicts and requires that $P$ suffer a secular decrease, leading to a universal relation giving $P$ as a function of $P$, at least as a long-term average. The model requires that $P/P_{\text{model}}$ equal $+1.0$, whereas the five observed values are $+5.3$, $-94.0$, $+6.9$, and $-190$. So the MBM never makes a reasonable prediction for the observed $P$. Indeed, 60 per cent of the measures do not even have a decreasing $P$. This is the second and independent serious challenge to the MBM.

(7) So, looking at CNBe for the first time by means of measuring $\Delta P$ and $\dot{P}$, I find that the MBM predictions have utterly failed in all cases. But the venerable MBM has scored several nice predictions (the general decrease of $P$, the existence of the period gap, and the existence of the bounce period), so we know that the basic AML scenario is correct and we can reasonably estimate the total $J$. Hopefully and presumably, when the effects of the large-and-variable changes in $\Delta P$ are averaged over many nova eruptions and when the effects of the large-and-variable $\dot{P}$ are averaged over many millennia, the long term averages will produce the correct level of angular momentum loss. But the basic magnetic braking mechanism is usually negligibly small compared to the $\Delta P$ and $\dot{P}$ effects. So the future of CV evolution models is now key to advances in understanding and modeling the $\Delta P$ and $\dot{P}$. One exciting implication is the possibility that the wide range of $M$ for a given $P$ could be driven as a random-walk of the $\Delta P$ effects changing greatly from eruption-to-eruption.

(8) The original motivation was to use the measured $\Delta P$ values to derive $M_{\text{ejecta}}$ by a simple timing experiment with a confident dynamical basis. ($M_{\text{ejecta}}$ is a critical quantity for many nova questions, but all previous measures, both observational and theoretical, are hopelessly poor with 2-or-more orders-of-magnitude uncertainty.) Unfortunately, the existence of many $\Delta P < 0$ values demonstrates that some other physical mechanism greatly dominates over effects from the mass loss to the system. This means that the $\Delta P$ values have no utility for measuring $M_{\text{ejecta}}$. So our community is back to having no means of measuring $M_{\text{ejecta}}$ to better than 2 orders-of-magnitude.

(9) For CNBe, I have exhaustively searched archival data for any other system that might allow a measure of $P_{\text{pre}}$, and I conclude that the six CNBe in Table 5 are a complete list of all possible measures. So there is nothing more that anyone can do, at least until some suitable CN erupts in the future, and then wait many years to get an adequately accurate $P_{\text{post}}$. So Table 5 is all that anyone can know about CN $\Delta P$ measures for a long time to come.
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