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Abstract

In this chapter, we give a not-so-long and self-contained introduction to computational molecular evolution. In particular, we present the emergence of the use of likelihood-based methods, review the standard DNA substitution models, and introduce how model choice operates. We also present recent developments in inferring absolute divergence times and rates on a phylogeny, before showing how state-of-the-art models take inspiration from diffusion theory to link population genetics, which traditionally focuses at a taxonomic level below that of the species, and molecular evolution. Although this is not a cookbook chapter, we try and point to popular programs and implementations along the way.
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1 Introduction

Many books [1–7] and review papers [8–10] have been published in recent years on the topic of computational molecular evolution, so that updating our previous primer on the very same topic [11] may seem redundant. However, the field is continuously undergoing changes, as both models and algorithms become even more sophisticated, efficient, robust, and accurate. This increase in refinement has not been motivated by a desire to complicate existing models, but rather to make an old wish come true: that of having integrated methods that can take unaligned sequences as an input, and simultaneously output the alignment, the tree, and other estimates of interest, in a sound statistical framework justified by sound principles: those of population genetics.

The aim of this chapter is still to provide readers with the essentials of computational molecular evolution, offering a brief overview of recent progress, both in terms of modeling and algorithm development. Some of the details will be left out as they are dealt with by others in this volume. Likewise, the analysis of
genomic-scale data is briefly touched upon, but the details are left to other chapters.

# 2 Parsimony and Likelihood

## 2.1 A Brief Overview of Parsimony

The simplest phylogenetic question pertains to the reconstruction of a rooted tree with three sequences (Fig. 1). The sequences can be made of DNA, RNA, amino acids, or codons, but for the sake of simplicity we focus on DNA throughout this chapter. In the basic example below, based on [12], DNA sequences are assumed to have been sampled from three different species that diverged a “long time ago.” In this context, we assume that the data or gene sequences have been aligned (see Subheading 6), and that the DNA alignment is:

|   |   |   |
|---|---|---|
| s₁ | ATGACCCCAATACGCAAAACTAACCCTCTAATAAAAAATTAACTCCTCTTC |
| s₂ | ATGACCCCAATACGAAACCTAACCCTCTAATAAAAAATTAACTCCTCTTC |
| s₃ | ATGACGCAATACCGAAAAACTAACCCTCTAATAAAAAATTAACTCCTCTTC |

The objective is to estimate which of the three fully resolved topologies in Fig. 1 is supported by the data. In order to go further, we recode the data in terms of *site patterns*, which correspond to the patterns observed in each column of our alignment. This recoding implies that columns, or sites, in our alignment evolve according to an identically and independently distributed (iid) process. With this in mind, our alignment can be recoded in the following manner. When all the characters (nucleotides) in a column are identical, the same letter is assigned to each character, for example, \( x \), irrespective of the actual character state. When a substitution occurs in one of the three sequences, we have three corresponding site patterns: \( xxy \), \( xyx \), and \( yxx \), where the order within each site pattern respects the order of the sequences in the alignment, \( s₁s₂s₃ \).

![Fig. 1 The simplest phylogenetic problem. With three species, \( s₁ \) \( s₂ \), and \( s₃ \), four rooted trees are possible: \( T₀ \), the star tree, and the three resolved topologies \( T₁–T₃ \).](image-url)
The first informative site pattern, \( xxy \), implies that at this particular site, sequences \( s_1 \) and \( s_2 \) are more similar than any of these to \( s_3 \), so that this site pattern supports topology \( T_1 \), which groups sequences \( s_1 \) and \( s_2 \) together (Fig. 1). The most intuitive idea, called the winning-site strategy, is that the topology supported by the data corresponds to the fully resolved topology that has the largest number of site patterns in its favor. In the example shown above, topology \( T_1 \) is supported by three columns (with site pattern \( xxy \)), topology \( T_2 \) by two columns (\( xyx \)), and \( T_3 \) by one column (\( yxx \); see Table 1). This is the intuition behind parsimony, which minimizes the amount of change along a topology. Strictly speaking, unordered parsimony cannot distinguish these three trees as they all require at least one single change. Yet, it can be argued that if tree \( T_1 \) is the true tree, site pattern \( xxy \) is more likely than any other patterns as \( xxy \) requires at least one change along a long branch (the one leading to sequence \( s_3 \)) while both \( xyx \) and \( yxx \) require a change along a short branch (see p. 28 sqq. in [13]; [12]).

A number of methodological variations exist. A very condensed overview can be found in the books by Durbin [14] or, with more details, Felsenstein [15]. Most computer programs that implement substitution models where sites are iid condense the alignment as an array of site patterns; some, like PAML [16], even output these site patterns.

Note that in obtaining this topology estimate, most of the site columns were discarded from our alignment (all the \( xxx \) site patterns, representing 89% of the site in our example above). Most of

| Site pattern | Supported \( T_i \) | Count |
|--------------|---------------------|-------|
| \( xxx \)    | \( T_0 \)           | 48    |
| \( xxy \)    | \( T_1 \)           | 3     |
| \( xyx \)    | \( T_2 \)           | 2     |
| \( yxx \)    | \( T_3 \)           | 1     |

The data alignment is reduced to a frequency table of site patterns. In the case of three sequences, only the last three site patterns are informative.
our data were phylogenetically uninformative (for parsimony). We also failed to take evolutionary time into account, or any process of basic molecular biology, such as the observation that transitions (substitution of a purine [A or G] by a purine, or a pyrimidine by a pyrimidine) are more frequent than transversions (substitution between a purine and a pyrimidine).

2.2 Assessing the Reliability of an Estimate: The Bootstrap

As with any statistical exercise estimating a quantity of interest, we would like to have a confidence interval, taken at a particular level, so that we can gauge the reliability of our estimate. A standard approach to derive confidence intervals is the bootstrap [17], a computational technique that resamples data points with replacement to simulate the distribution of any test statistic under the null hypothesis that is tested. The bootstrap, particularly useful in complicated nonparametric problems where no asymptotic results can be obtained [18], was adapted by Felsenstein to the nonstandard phylogenetic problem [19]. Indeed, the problem is nonstandard in that the object for which we wish to assess accuracy is not a real-valued parameter, but a graph.

The basic idea, clearly explained in [20], consists in resampling columns of the alignment, with replacement, to construct a “synthetic” alignment of the same size as the original alignment. This synthetic or bootstrap replicate is then subjected to the same tree-reconstruction algorithm used on the original data (Fig. 2). This exercise is repeated a large number of times (e.g., $\times 10^6$), and the proportion of each original bipartition (internal node) in the set of bootstrapped trees is recorded. In Fig. 2, for instance, the bipartition $s_1s_2|s_3$ is found in two bootstrap trees out of three, so the bootstrap support for this node is 66.7%. In this simple case with three sequences, the bootstrap support for topology $T_1$ is also 66.7%. This bootstrap proportion for topologies (or for trees when branch lengths are taken into account, in a maximum likelihood context, for instance—see below) can be computed very quickly by bootstrapping the sitewise log-likelihood values, instead of the columns of the alignment; this bootstrap is called RELL, for “resampling estimated log-likelihood” [21].

However, this approach is no longer used or cited extensively since 2008 (source: ISI Thompson). One alternative that has gained momentum is the one based on the approximated likelihood ratio test (aLRT) [22], implemented, for instance, in *phyml* [23, 24]. Instead of resampling any quantity (sites or sitewise log-likelihood values), the aLRT tests the null hypothesis that an interior branch length is zero. In spite of being slightly conservative in simulations, the approach is extremely fast and hence highly practical [22].

The meaning of the bootstrap has been a matter of debate for years. As noted before [8] (see also [22]), the bootstrap proportion $P$ can be seen as assessing the correctness of an internal node, and
failing to do so [25], or $1 - P$ can be interpreted as a conservative probability of falsely supporting monophyly [26]. Since bootstrap proportions are either too liberal or too conservative depending on the actual interpretation of $P$ [27], it is difficult to adjust the threshold below which monophyly can be confidently ruled out [28]. Alternatively, an intuitive geometric argument was proposed to explain the conservativeness of bootstrap probabilities [18] and was further developed into the approximately unbiased or AU test, implemented in CONSEL [29]. In spite of these difficulties, the bootstrap is still widely used—and mandatory in all publications featuring a phylogeny—to assess the confidence one can have in the tree estimated from the data under a particular scheme or model (see Subheading 2.9.3 below). Lastly, note that bootstrap support has often been abused [30], as a high value does not necessarily indicate high phylogenetic signal, and can be the result of systematic biases [31] due to the use of the wrong model of evolution, for instance, as detailed below.
2.3 Parsimony and LBA

Now that we have a means of evaluating the support for the different topologies, we can test some of the conditions under which parsimony estimates the correct tree topology. Ideally, a good method should return the correct answer with a probability of one when the number of sites increases to infinity. This desirable statistical property is called consistency. One serious criticism of parsimony is its sensitivity to long branch attraction, or LBA, even in the presence of an infinite amount of data (infinite alignment length) [31]. In other words, parsimony is not statistically consistent.

Different types of model misspecification can lead to LBA, and new ones are continually identified. The topology originally used to demonstrate the artifact is represented in Fig. 3, where two long branches are separated by a shorter one. Felsenstein demonstrated that, under a simple evolutionary process, the artifact or LBA tree is reconstructed. Note that parsimony is not the only phylogenetic method affected by LBA, but because it posits a very simple model of evolution [32–34], parsimony is particularly sensitive to the artifact. In spite of this, one particular journal chose to enforce the use of parsimony, stating that authors should estimate their phylogenies by parsimony but also that, if estimated by some other method, they would need to defend their position “on philosophical grounds” [35]; there is of course no valid scientific justification for taking such a step—derided in the “Twittersphere” as “#parsimonygate.”

The LBA artifact has been shown to plague the analysis of numerous data sets, and a number of empirical approaches have been used to detect the artifact [36, 37]. Most recent papers based on multigene analyses (e.g., [38, 39]) now examine carefully the effect of across-site and across-lineage rate variation (in addition to the use of heterogeneous models). For both sites and lineages, the

![Fig. 3](image-url) The long branch attraction artifact. The true tree topology has two long branches separated by a short one. The tree reconstructed under a simple model of evolution (a) is the artifact or LBA tree on the left. The tree reconstructed under the correct model of evolution (b) is the correct tree, on the right.
procedure is the same and consists in successively removing either the sites that evolve the fastest or the taxa that show the longest root-to-tip branch lengths.

2.4 Origin of the Problem

By definition, parsimony minimizes the number of changes along each branch of the tree. When there is only a small number of changes per branch, the method is expected to be accurate. However, when sequences are quite divergent, the parsimony assumption leads to underestimating the actual number of changes (Fig. 4; see also [40]).

Consequently, we would like a tree-reconstruction method that accounts for multiple substitutions. We would also like a method that (1) takes into account less parsimonious as well as most parsimonious state reconstructions (*intervals, tests*), (2) weights changes differently if they occur on branches of different length (*evolutionary time*), and (3) weights different kinds of events (transitions, transversions) differently (*biological realism*). Likelihood methods include such considerations explicitly, as they require modeling the substitution process itself.

2.5 Modeling Molecular Evolution

The basic model of DNA substitution (Fig. 5) is defined on the DNA *state space*, made of the four nucleotides thymine (*T*), cytosine (*C*), adenine (*A*), and guanine (*G*). Note that *T* and *C* are pyrimidines (biochemically, six-membered rings), while *A* and *G* are purines (fused five- and six-membered heterocyclic compounds). Depending on these two biochemical categories, two different types of substitutions can happen: transitions within a category, and transversions between categories. Their respective rates are denoted *α* and *β* in Fig. 5.

The process we want to model should describe the substitution process of the different nucleotides of a DNA sequence. Again, we
will make the simplifying assumption that sites evolve under a time-homogeneous Markov process and are iid, as above. We can therefore concentrate on one single site for now (e.g., [41]).

At a particular site, we want to describe the change in nucleotide frequency after a short amount of time $dt$, during which the nucleotide frequency of $A$, for instance, after $dt$ will change from $f_A(t)$ to $f_A(t + dt)$. According to Fig. 5, $f_A(t + dt)$ will be equal to what we had at time $t$, $f_A(t)$, minus the quantity of $A$ that “disappeared” by mutation during $dt$, plus the quantity of $A$ that “appeared” by mutation during $dt$. Denoting the mutation rate as $\mu$, the quantity of $A$ that “disappeared” by mutation during $dt$ is simply $f_A(t)\mu A dt$. These mutations away from $A$ generated quantities of $T$, $C$, and $G$, in which we are not interested at the moment since we only want to know what happens to $A$. There are three different ways to generate $A$: from either $T$, $C$, or $G$ (Fig. 5). Coming from $T$, mutation will generate $f_T(t)\mu T A dt$ of $A$ during $dt$. Similar expressions exist for $C$ and for $G$, so that in total, over the three non-$A$ nucleotides, mutation will generate $\sum_{i \neq A} f_i(t)\mu_{iA} dt$. Mathematically, we can express these ideas as:

$$f_A(t + dt) = f_A(t) - f_A(t)\mu_A dt + \sum_{i \neq A} f_i(t)\mu_{iA} dt$$

(1)

Equation 1 describes the change of frequency of $A$ during a short time interval $dt$. Similar equations can be written for $T$, $C$, and $G$, so that we actually have a system of four equations describing the change in nucleotide frequencies over a short time interval $dt$:

$$\begin{cases} f_T(t + dt) = f_T(t) - f_T(t)\mu_T dt + \sum_{i \neq T} f_i(t)\mu_{iT} dt \\ f_C(t + dt) = f_C(t) - f_C(t)\mu_C dt + \sum_{i \neq C} f_i(t)\mu_{iC} dt \\ f_A(t + dt) = f_A(t) - f_A(t)\mu_A dt + \sum_{i \neq A} f_i(t)\mu_{iA} dt \\ f_G(t + dt) = f_G(t) - f_G(t)\mu_G dt + \sum_{i \neq G} f_i(t)\mu_{iG} dt \end{cases}$$

(2)

which, in matrix notation, can simply be rewritten as:
\[ F(t + dt) = F(t) + Q F(t) dt \]  
(3)

with an obvious notation for \( F \), while the instantanous rate matrix \( Q \) is

\[
Q = \begin{pmatrix}
-\mu_T & \mu_{TC} & \mu_{TA} & \mu_{TG} \\
\mu_{CT} & -\mu_C & \mu_{CA} & \mu_{CG} \\
\mu_{AT} & \mu_{AC} & -\mu_A & \mu_{AG} \\
\mu_{GT} & \mu_{GC} & \mu_{GA} & -\mu_G
\end{pmatrix}
\]  
(4)

In all the following matrices, we will use the same order for nucleotide: \( T, C, A, \) and \( G \), which follows the order in which codon tables are usually written. Recall that \( \mu_{ij} \) is the mutation rate from nucleotide \( i \) to nucleotide \( j \). Note also that the sum of each row is 0.

Let us rearrange the matrix notation from Eq. 3 as:

\[
F(t + dt) - F(t) = Q F(t) dt
\]  
(5)

and take the variation limit when \( dt \to 0 \):

\[
\frac{dF(t)}{dt} = Q F(t)
\]  
(6)

which is a first-order differential equation that can be integrated as:

\[
F(t) = e^{Qt} F(0)
\]  
(7)

Very often, this last equation 7 is written as \( F(t) = P(t)R(0) \), where \( R(0) \) is conveniently taken to be the identity matrix and \( P(t) = \{ P_{ij} \}_{i,j} = e^{Qt} \) is the matrix of probabilities of going from state \( i \) to \( j \) during a finite time duration \( t \). Note that the right-hand side of this equation is a matrix exponentiation, which is not the same as the exponential of all the elements (row and columns) of that matrix. The computation of the term \( e^{Qt} \) demands that a spectral decomposition of the matrix \( Q \) be realized. This means finding a diagonal matrix \( D \) of eigenvalues and a matrix \( M \) of (right) eigenvectors so that:

\[
P(t) = Me^{Dt}M^{-1}
\]  
(8)

The exponential of the diagonal matrix \( D \) is simply the exponential of the diagonal terms.

Except in the simplest models of evolution, finding analytical solutions for the eigenvalues and associated eigenvectors can be tedious. As a result, numerical procedures are employed to solve Eq. 8. Alternatively, a Taylor expansion can be used to approximate \( P(t) \).

If all entries in \( Q \) are positive, any state or nucleotide can be reached from any other in a finite number of steps (all states “communicate”) and the base frequencies have a stationary distribution \( \pi = (\pi_T, \pi_C, \pi_A, \pi_G) \). This is the steady state reached after an “infinite” amount of time, or long enough for the Markov process to forget its initial state, starting from “random” base frequencies.
2.6 Computation on a Tree

Now that we know how to determine the rate of change of nucleotide frequencies during a time interval $dt$, we can compute the probability of a particular nucleotide change on a tree. The simplest case, though somewhat artificial with only two sequences, is depicted in Fig. 6.

We are looking at a particular nucleotide position, denoted $j$, for two aligned sequences. The observed nucleotides at this position are $T$ in sequence 1, and $C$ in sequence 2. The branch separating $T$ from $C$ has a total length of $t_0 + t_1$. For the sake of convenience, we set an arbitrary root along this path. The likelihood at site $j$ is then given by the probability of going from the fictive root $i$ to $T$ in $t_0$, and from $i$ to $C$ in $t_1$. Any of the four nucleotides can be present at the fictive root. As we do not know which one was there, we sum these probabilities over all possible states, weighted by their prior probabilities, the equilibrium frequencies $\pi_i$. In all, we have the likelihood $\ell_j$ at site $j$:

$$
\ell_j = \sum_{i=\{T, C, A, G\}} \pi_i P_{i,T}(t_0) P_{i,C}(t_1)
$$

which is equivalent to the Chapman–Kolmogorov equation [42]. As all the sites are assumed to be iid, the likelihood of an alignment is the product of the site likelihoods in Eq. 9. Because all these sitewise probabilities can be small, and that the product of small numbers can become smaller than what a computer can represent in memory (underflow), all computations are done on a logarithmic scale and may include some form of rescaling [43].

Note that this example is somewhat artificial: with only two sequences, we can compute the likelihood directly with $\pi_T P_{T,C}(t_0 + t_1) = \pi_C P_{C,T}(t_0 + t_1)$; the full summation over unknown states as in Eq. 9 is required with three sequences or more. When analyzing a multiple-sequence alignment of $S$ sequences, there will be many nodes in the tree for which the character state is unknown, which means that the summation required will involve many terms. Specifically, the sum will be over $4^{S-3}$ terms. Fortunately, terms can be factored out of the summation, and a dynamic programing algorithm with a complexity of the order of $O(4^2 S)$, called the pruning algorithm [44], can be used (see [15] for details).
Substitution Models and Instantaneous Rate Matrices $Q$

Now that we have almost all the elements to compute the likelihood of a set of parameters, including the tree (i.e., the set of branch lengths and the tree topology; see Subheading 2.10), the only missing element required to compute the likelihood at each site, as in Eq. 9, for instance, is the specification of the instantaneous rate matrix $Q$ as in Eq. 4. Remember that the $\mu_{ij}$ represent mutation rates from state (nucleotide) $i$ to $j$. This matrix is generally rewritten as:

$$Q = \mu \begin{pmatrix}
- & r_{TC} & r_{TA} & r_{TG} \\
r_{CT} & - & r_{CA} & r_{CG} \\
r_{AT} & r_{AC} & - & r_{AG} \\
r_{GT} & r_{GC} & r_{GA} & - \\
\end{pmatrix}$$

so that each entry $r_{ij}$ is a rate of change from nucleotide $i$ to nucleotide $j$. The diagonal entries are left out, indicated by a “$\mu$,” and are in fact calculated as the negative sum of the off-diagonal entries (as rows sum to 0).

The simplest specification of $Q$ would be that all rates of change are identical, so that $Q$ becomes (leaving out the mutation rate $\mu$ and indexing the matrix to indicate the difference):

$$Q_{JC} = \begin{pmatrix}
- & 1 & 1 & 1 \\
1 & - & 1 & 1 \\
1 & 1 & - & 1 \\
1 & 1 & 1 & - \\
\end{pmatrix}$$

which is the model proposed by Jukes and Cantor [45] and often noted “JC” or “JC69”. Under the specification of Eq. 11, this model has no free parameter. The process is generally scaled such that the unit of branch lengths can be interpreted as an expected number of substitutions per site.

Of course, this model is extremely simplistic and neglects a fair amount of basic molecular biology. In particular, it overlooks two observations. First, base frequencies are not all equal in actual DNA sequences, but are rather skewed, and second, transitions are more frequent than transversions (see Subheading 2.5).

The way to account for this first “biological realism” is as follows. If DNA sequences were made exclusively of As, for instance, that would mean that all mutations are towards the observed base, in this case A, whose equilibrium or stationary frequency is $\pi_A$. The same reasoning can be used for arbitrary equilibrium frequencies $\pi$, so that all relative rates of change in $Q$ become proportional to the vector of equilibrium frequency $\pi$ of the target nucleotide. In other words, the instantaneous rate matrix $Q$ becomes:
The second “biological realism,” accounting for the different rates of transversions and transitions, can be described by saying that transitions occur $\kappa$ times faster than transversions. From Fig. 5, recall that transitions are mutations from $T$ to $C$ (and vice versa) and from $A$ to $G$ (and vice versa). This translates into:

$$Q_{K80} = \begin{pmatrix}
-k & 1 & 1 \\
-k & 1 & 1 \\
1 & 1 & -k \\
1 & 1 & k
\end{pmatrix}$$

This model is called the Kimura two-parameter model or K80 (or K2P) [46]. The model is alternatively described with the two rates $\alpha$ and $\beta$ (see Fig. 5). In the “$\kappa$ version” of the model as in Eq. 13, there is only one free parameter.

Of course it is possible to account for both kinds of “biological realism,” unequal equilibrium base frequencies and transition bias, all in the same model, whose generator $Q$ becomes:

$$Q_{HKY} = \begin{pmatrix}
-k & 1 & 1 \\
-k & 1 & 1 \\
1 & 1 & -k \\
1 & 1 & k
\end{pmatrix}$$

which corresponds to the Hasegawa–Kishino–Yano or HKY (or HKY85) model [47]. This model has four free parameters: $\kappa$ and three base frequencies.

The level of “sophistication” goes “up to” the general time-reversible model [48], denoted GTR or REV, which has for generator:

$$Q_{GTR} = \begin{pmatrix}
-a & b & c \\
-a & d & e \\
b & d & -e \\
c & e & -a
\end{pmatrix}$$
The number of free parameters is now eight (three base frequencies plus five nucleotide propensities). The name is derived from the time-reversibility constraint, which implies that the likelihood is independent of the actual orientation of time.

In fact, there exist only a few “named” additional substitution models [15], most of which are time-reversible models, while a total of 203 models can be derived from GTR [49]. We have focused solely on DNA models in this chapter, but the problem is similar with amino acid or codon models, except that the number of parameters increases quickly. We have also limited ourselves to time-reversible time-homogeneous models, but irreversible non-homogeneous models were developed some time ago [50] and are used, for instance, to root phylogenies [51] or to help alleviate the effects of LBA [39].

### 2.8 Some Computational Aspects

#### 2.8.1 Optimization of the Likelihood Function

For a given substitution model, how should parameters be estimated, given the (potentially) high dimensionality of the model? Analytical solutions consist in determining when the first derivative of the likelihood function is equal to zero (with a change of sign in the second derivative). However, finding the root of the likelihood function analytically is only possible in the simple case of three sequences of binary characters under the assumption of the molecular clock (see Subheading 3.1) [12]. As a result, numerical solutions must be found to maximize the likelihood function.

A number of ideas have been combined to search efficiently for the parameter values that maximize the likelihood function. Most programs will start from a random starting point, for example, \((\theta_1^{(0)}, \theta_2^{(0)})\), denoted by an \(x\) in Fig. 7, where we limit ourselves to a two-parameter example. The optimization procedure can follow

![Fig. 7 Two optimization strategies. The likelihood surface of a function with two parameters \(\theta_1\) and \(\theta_2\) (e.g., two branch lengths) is depicted as a contour plot, whose highest peak is at the \(+\) sign. (a) Optimization one parameter at a time. (b) Optimization of all parameters simultaneously. See text for details](image)
one of the two strategies. In the first one, parameters are optimized one at a time. In Fig. 7a, parameter $\theta_1$ is first optimized to maximize the likelihood function with a line search, which defines a direction along which the other parameter ($\theta_2$) or parameters in the multidimensional case are kept constant. Once $\theta_1^{(1)}$ is found, a new direction is defined to optimize $\theta_2$, and so on so forth until convergence to the maximum of the likelihood function. As shown in Fig. 7a, many iterations can be required, in particular when the parameters $\theta_1$ and $\theta_2$ are correlated. The alternative to optimizing one parameter at a time is to optimize all parameters simultaneously. In this case (Fig. 7b), an initial direction is defined at $(\theta_1^{(0)}, \theta_2^{(0)})$ such that the slope at this point is maximized. The process is repeated until convergence. More technical details can be found in [52]. The simultaneous optimization procedure generally requires fewer steps than optimizing parameters one at a time, but not always. Since the computation of the likelihood function is the most expensive computation of these algorithms, the simultaneous optimization is much more efficient, at least in our toy example.

How general is this result? Simultaneously optimizing parameters of the substitution model, while optimizing branch lengths one at a time, was shown to be more effective on large data sets [43], potentially because of the correlation that exists between some of the parameters entering the $Q$ matrix (see Subheading 2.7).

### 2.8.2 Convergence

Convergence is usually reached either when the increment in the log-likelihood score becomes smaller than an $\epsilon$ value, usually set to a small number such as $10^{-6}$ (but yet a number larger than the machine $\epsilon$: the smallest number that a given computer can represent), or when the log-likelihood score has not changed after a predetermined number of iterations. However, none of these stopping rules guarantees that the global maximum of the likelihood function has been found. Therefore, it is generally recommended to run the optimization procedure at least twice, starting from different initial values of the model parameters, and to check that the likelihood score after optimization is the same across the different runs (Fig. 8). If this is not the case, additional runs may be required, and the one with the largest likelihood is chosen for inference (e.g., [53]).

In many instances though, different substitution models will give different tree topologies, and therefore different biological conclusions. One difficulty is therefore to know which model should be used to analyze a particular data set.

### 2.9 Selection of the Appropriate Substitution Model

One important issue in model selection is about the trade-off between bias and variance [55]: a simple model will fail to capture all the sophistication of the actual substitution process, and will
therefore be highly biased even if all the parameters can be estimated with tight precision (little variance). Alternatively, a highly parameterized model will “spread” the information available from the data over a large number of parameters, hereby making their estimation difficult (flat likelihood surface; see Subheading 2.8.1), with a large variance, in spite of perhaps being a more realistic model with less bias. The objective of most model selection procedure is therefore to find not the best model in terms of likelihood score, but the most appropriate model, the one that strikes the right balance between bias and variance in terms of number of parameters. However, we argue that optimizing for this bias–variance trade-off works only for statistical procedures, be they, for instance, frequentist (LRT, likelihood ratio test) or Bayesian (BF, Bayes factor). On the other hand, information-theoretic criteria (e.g., AIC, Akaike information criterion) aim at selecting the model that is approximately closest to the “true” biological process.

The bias–variance trade-off mainly concerns the comparison of models that are based on the same underlying rationale, for instance, choosing among the 203 models that can be derived from GTR. We may also be interested in comparing models that are based on very different rationales. The likelihood ratio test is suited for assessing the bias–variance trade-off, while Bayesian and information-theoretic approaches, as well as cross-validation (CV), can be used for more general model comparisons. Here we review four approaches to model selection: LRT, BF, AIC, and CV.

2.9.1 The Likelihood Ratio Test

The substitution models presented above have one key property: it is possible to reduce the most sophisticated time-reversible named model (GTR+$\Gamma$+$I$) to any simpler model by imposing some constraints on parameters. As a result, the models are said to be nested, and statistical theory (the Neyman–Pearson lemma) tells us that there is an optimal (most powerful) way of comparing two nested models (a simple null vs. a simple alternative hypothesis) based on the likelihood ratio test or LRT.
The test statistic of the LRT is twice the log-likelihood difference between the most sophisticated model (which by definition is always the one with the highest likelihood—if this is not the case, there is a convergence issue; see Subheading 2.8.1) and the simpler model. This test statistic follows asymptotically a \( \chi^2 \) distribution (under certain regularity conditions), and the degree of freedom of the test is equal to the difference in the number of free parameters between the two models.

The null hypothesis is that the two competing models explain the data equally well. The alternative is that the most sophisticated model explains the data better than the simpler model. If the null hypothesis cannot be rejected at a certain level (type-I error rate), then, based on the argument developed above, the simpler model should be used to analyze the data. Otherwise, if the null hypothesis can be rejected, the more sophisticated model should be used to analyze the data. Note that a test never leads to accepting a null hypothesis; the only outcomes of a test are either reject or fail to reject a null hypothesis.

Intuitively, we can see the null hypothesis \( H_0 \) as stating that a certain parameter \( \theta \) is equal to \( \theta_0 \). The maximum likelihood estimate (MLE) is at \( \hat{\theta} \), which is our alternative hypothesis \( H_1 \), left unspecified. We note the log-likelihood as

\[
\ln p(X|\theta) = \ell(\theta),
\]

where \( X \) represents the data. Under \( H_0 \), we have \( \theta = \theta_0 \), while under \( H_1 \) we have \( \theta = \hat{\theta} \). The log-likelihood ratio is therefore

\[
\ln LR = \ell(\hat{\theta}) - \ell(\theta_0).
\]

Under the null \( H_0 \), \( \ell(\hat{\theta}) = 0 \) (by definition). The log-likelihood ratio then reduces to \( \ln LR = -\ell(\theta_0) \). We can then take the Taylor expansion of the log-likelihood function \( \ell \) around \( \hat{\theta} \), which gives us

\[
\ell \approx \frac{1}{2} (\hat{\theta} - \theta_0)^2 \frac{d^2 \ell}{d\theta^2} \quad \text{(recall that } \ell(\hat{\theta}) = 0),
\]

so that the first terms of the series “disappear”). Therefore, log-likelihood ratio can be approximated by

\[
-\frac{1}{2} (\hat{\theta} - \theta_0)^2 \frac{d^2 \ell}{d\theta^2}.
\]

Recall that Fisher’s information is negative reciprocal of the second derivative of the likelihood function, so that:

\[
\ln LR \approx \frac{1}{2} \frac{(\hat{\theta} - \theta_0)^2}{\text{var}(\theta)}
\]

which follows asymptotically half a \( \chi^2 \) distribution. Hence the usual approximation:

\[
2 \ln LR = 2 \times (\ell_1 - \ell_0) \sim \chi^2_k
\]

with \( k \) being the difference in the number of free parameters between the two models 0 and 1. The important points in this intuitive outline of the proof are that (1) the two hypotheses need to be nested and (2) taking the Taylor expansion around \( \hat{\theta} \) requires that the likelihood function be continuous at that point, which implies that \( \ell \) is differentiable left and right of \( \hat{\theta} \). Therefore, testing points at the boundary of the parameter space cannot be done by
approximating the distribution of the test statistic of the LRT by a regular $\chi^2$ distribution, as noted many times in molecular evolution [56–64]. A solution still involves the LRT, but the asymptotic distribution becomes a mixture of $\chi^2$ distributions [65].

An approach that has become popular under the widespread adoption of computer programs such as ModelTest [66] and jModelTest [67] is the hierarchical LRT (hLRT). This hierarchy goes from the simplest model (JC) to the set of most complex models (+I), traversing a tree of models. The issue is that there is more than one way to traverse this tree of models, and that depending on which way is adopted, the procedure may end up selecting different models [68, 69].

### 2.9.2 Information-Theoretic Approaches

Information theory provides us with a number of solutions to circumvent the three limitations of the LRT (nestedness, continuity, and dependency on the order in which models are compared).

The core of the information-based approach is the Kullback–Leibler (KL) distance, or information [70], which measures the distance between an approximating model $g$ and a “true” model $f$ [55]. This distance is computed as:

$$d_{KL}(f, g) = \int f(x) \ln \frac{f(x)}{g(x|\theta)} dx$$

(18)

where $\theta$ is a vector of parameters entering the approximating model $g$ and $x$ represents the data. Note that this distance is not symmetric, as typically $d_{KL}(f, g) \neq d_{KL}(g, f)$, and that the “true” model $f$ is unknown. The idea is to rewrite $d_{KL}(f, g)$ in a slightly different form, to make it clear that Eq. 18 is actually a difference between two expectations, both taken with respect to the unknown “truth” $f$:

$$d_{KL}(f, g) = E_f[f(x) \ln f(x)] - E_f[f(x) \ln g(x|\theta)]$$

(19)

Equation 19 therefore measures the loss of information incurred by fitting $g$ when the data $x$ actually come from $f$. As $f$ is unknown, $d_{KL}(f, g)$ cannot be computed as such.

Two points are key to deriving the criterion proposed by Akaike (see [55]). First, we usually want to compare at least two approximating models, $g_0$ and $g_1$. We can then measure which one is closest to the “true” process $f$ by taking the difference between their respective Kullback–Leibler distances. In the process, the direct reference to the “true” process cancels out. As a result, the “best” model among $g_0$ and $g_1$ is the one that is closest to the “true” process $f$: it is the model that minimizes the distance to $f$. By setting model parameters to their MLEs, we now deal with estimated distances, but these are still with respect to the unknown $f$.

Second, in the context of a frequentist approach, we would repeat the experiment of sampling data an infinite number of times.
We would then compute the *expected estimated* KL distance, so that model selection can be done on the sole estimated log-likelihood value. Akaike, however, showed that this latter approximation is biased, and must be adjusted by a term that is *approximately equal* to the number of parameters $K$ entering model $g$ (see [55]). For “historical reasons” (similarity with asymptotic theory with the normal distribution), the selection criterion is multiplied by 2 to give the well-known definition of the Akaike information criterion or AIC:

$$\text{AIC} = -2 \ln \ell(\hat{\theta}) + 2K$$  \hspace{1cm} (20)

Unlike the case of the hLRT, where we were selecting the “most appropriate model” (with respect to the bias–variance trade-off), in the case of AIC we can select the *best* model. This best model is the one that is closest to the “true” unknown model ($f$), with the smallest relative estimated expected KL distance. The best AIC model therefore minimizes the criterion in Eq. 20.

A small-sample second-order version of AIC exists, where the penalty for extra parameters ($2K$ in Eq. 20) is slightly modified to account for the trade-off between information content in the data and $K$ (see [55]). In our experience, we find it advisable to use this small-sample correction irrespective of the actual size of the data, since this correction vanishes in large and informative samples, but corrects for proper model ranking when $K$ becomes very large compared to the amount of information (e.g., in phylogenomics where models are partitioned with respect to hundreds of genes).

The AIC has been shown to tend to favor parameter-rich models [71–75], which has motivated the use and development of alternative approaches in computational molecular evolution. These include, the Bayesian information criterion [76], and the decision theory or DT approach, which is based on $\Delta\text{AIC}$ weighted by squared branch length differences [71]. Most of these approaches, including the hLRT, have recently been compared in a simulation study that suggests, in agreement with empirical studies [72, 77], that both BIC and DT have the highest accuracy and precision [75].

One particular drawback of these information-theoretic approaches is that they require that every single model of evolution, or at least the most “popular” models (the few named ones), be evaluated. This step can be time-consuming, especially if a full maximum likelihood optimization is performed under each model. A first set of heuristics consists in fixing the tree topology to a tree estimated with a quick distance-based method such as BioNJ [78], and then estimating just the branch lengths and the parameters of the substitution model, as implemented in *jModelTest* [67]. As the optimizations are independent of each other under each substitution model, these computations are
typically forked to multiple cores or processors \cite{79}. Further heuristics exist to avoid all these independent optimizations \cite{79}, as implemented in SMS (Smart Model Selection in PhyML), which is reported to be cutting runtimes in half without forfeiting accuracy \cite{80}.

Note finally that all these approaches are not limited to selecting the most appropriate or the best model of evolution. Disregarding the hLRT, which requires that models be nested (to be able to use the \( \chi^2 \) approximation; otherwise, see \cite{65}), AIC, BIC, etc. allow us to compare non-nested models and, in particular, phylogenetic trees (branch lengths plus topology).

2.9.3 The Bayesian Approach

The Bayesian framework has permitted the development of two main approaches, which are actually two sides of the same coin: one based on finding the model that is the most probable a posteriori, and one based on ranking models and estimating a quantity called the Bayes factor.

In a nutshell, the frequentist approaches developed in the previous sections are based on the likelihood, which is the probability of the data, given the parameters: \( p(X|\theta) \). However, this approach may not be the most intuitive, since most practitioners are not interested in knowing the conditional probability of their data, as the data were collected to learn more about the processes that generated them. It can therefore be argued that the Bayesian approach, which considers the probability of the parameters given the data or \( p(\theta|X) \), is more intuitive than the frequentist approach. Unlike likelihood, which relies on the function \( p(X|\theta) \) and permits point estimation, Bayesian inference is based on the posterior distribution \( p(\theta|X) \). This distribution is often summarized by a centrality measure such as its mode, mean, or median. Measures of uncertainty are based on credibility intervals, the Bayesian equivalent of confidence intervals. Typically, credibility intervals are taken at the 95% cutoff and are called highest posterior densities (HPDs).

The connection between posterior probability and likelihood is made with Bayes’ inversion formula, also called Bayes’ theorem, by means of a quantity called the prior distribution \( p(\theta) \):

\[
p(\theta|X) = \frac{p(X|\theta) \ p(\theta)}{p(X)} \tag{21}
\]

The prior represents what we think about the process that generated the data, before analyzing the data, and is at the origin of all controversies surrounding Bayesian inference. In practice, priors are more typically chosen based on statistical convenience, and often have nothing to do with our genuine state of knowledge about parameters before observing the available data. We will see in Subheading 3.1 that priors can be used to distinguish between parameters that are confounded in a maximum likelihood analysis.
(model), so that we argue that the frequentist vs. Bayesian controversy is sterile, and we advocate a more pragmatic approach, that often results in the mixing of both approaches (in their concepts and techniques) [81, 82].

All models have parameters. Subheading 2.7 treats substitution models, which can have eight free parameters in the case of GTR + Γ. Most people are not really interested in these parameters θ or in their estimates θ̂, but have to use them in order to estimate a phylogenetic tree τ. These parameters θ are called nuisance parameters because they enter the model but are not the focus of inference. The likelihood solution consists in setting these parameters to their MLE, ignoring the uncertainty with which they can be estimated, while the Bayesian approach will integrate them out, directly accounting for their uncertainty:

\[ p(X|τ) = \int_θ p(X|τ, θ)p(θ) \, dθ \]  

One difficulty in Bayesian inference is about the denominator in Eq. 21, as this denominator often has no analytical solution. In spite of being a normalizing constant, \( p(X) \) requires integrating out nuisance parameters by means of prior distributions as in Eq. 22. Thus, it is easy to see from Eq. 21 that the posterior distribution of the variable of interest (e.g., τ) can quickly become complicated:

\[ p(τ|X) = \int_θ \frac{p(X|τ, θ)p(τ)p(θ)}{\sum_T p(X|τ, θ)} p(τ)p(θ) \, dθ \]  

where τ and θ are assumed to be independent and the discrete sum is taken over the set \( T \) of all possible topologies (see Subheading 2.10.1). However, the ratio of posteriors evaluated at two different points will simplify: as the denominator in Eq. 23 is a constant, it will cancel out from the ratio. This simple observation is at the origin of an integration technique for approximating the posterior distribution in Eq. 23: Markov chain Monte Carlo (MCMC) samplers. A very clear introduction can be found in [83].

Building on this, two approaches can be formulated to compare models in a Bayesian framework. The first is to treat the model as a “random variable,” and compute its posterior probability. The best model is then the one that has the highest posterior probability. This approach is typically implemented in a reversible-jump MCMC (or rjMCMC) sampler (e.g., see [49]).

The alternative is to use the Bayesian equivalent of the LRT, the Bayes factor. Rather than comparing two likelihoods, the Bayes factor compares the probability of the data under two models, \( M_0 \) and \( M_1 \):

\[ BF_{0,1} = \frac{p(X|M_0)}{p(X|M_1)} \]  

(24)
More specifically, BF$_{0,1}$ evaluates the weight of evidence in favor of model $M_0$ against model $M_1$, with BF$_{0,1} > 1$ considered as evidence in favor of $M_0$. Just as in a frequentist context, where a null hypothesis is significantly rejected at a certain threshold, 5%, 1%, or less depending on different costs or error types, Bayes factors can be evaluated on a specific scale \[84\]. However, because this scale is just as ad hoc as in a frequentist setting, it might be preferable to use the probability of the data under a particular model $p(X|M_i)$ as a means of ranking models $M_i$.

The quantity $p(X|M_0)$, which is the denominator in Eq. 23 (where we did not include the dependence on the model in the notation), is called the marginal likelihood. Note that it is also an expectation with respect to a prior probability distribution:

$$p(X|M_0) = \int p(X|\theta, M_0) p(\theta|M_0) \, d\theta \quad (25)$$

A number of approximations to evaluate Eq. 25 exist and are reviewed in \[85\] (see also \[86, 87\]). The simplest one is based on the harmonic mean of the likelihood sampled from the posterior distribution \[88\], also known as the harmonic mean estimator (HME). The way this estimator is derived demands to understand how integrals can be approximated. Briefly, to compute $I = \int g(\theta) \, p(\theta) \, d\theta$, generate a sample from a distribution $p^*(\theta)$ and calculate the simulation-consistent estimator $I = \sum w_i g(\theta_i) / \sum w_i$ where $w_i$ is the importance function $p(\theta)/p^*(\theta)$. Take $g = p(X|\theta)$ and $p^*(\theta) = p(X|\theta) \, p(\theta)/p(X)$, then

$$\hat{I} = \hat{p}(X|M_0) = \lim_{N \to \infty} \left( \frac{1}{N} \sum \frac{1}{p(X|\theta_i)} \right)^{-1}$$

with $\theta \sim p(\theta|X)$ (see supplementary information in \[89\]). As a result, a very simple way to estimate the marginal likelihood and Bayes factors is to take the output of an MCMC sampler and compute the harmonic mean of the likelihood values (not the log-likelihood values) sampled from the posterior distribution.

Because of its simplicity, this estimator is now implemented in most popular programs such as MrBayes \[90\] or BEAST \[91\]. However, it might be considered as the worst estimator possible, because its results are unstable \[88, 92\] and biased towards the selection of parameter-rich models \[86\]. An alternative and reliable estimator, based on thermodynamic integration (TI; \[86\]—also known as path sampling; \[93, 94\]), is much more demanding in terms of computation. Indeed, it requires running MCMC samplers morphing one model into the other (and vice versa), which can increase computation time by up to an order of magnitude \[86\]. Improvements of the TI estimator are however available. The stepping-stone (SS) approach builds on importance sampling and TI to speed up the computation while maintaining the accuracy of the standard TI estimator \[87, 95\].
Moving away from the estimation of marginal likelihoods, an analogue of AIC that can be obtained through the output of an MCMC sampler (AICM) was proposed [96]. In essence, it relies on the asymptotic convergence of the posterior distribution of the log-likelihood on a gamma distribution [97]. As such, it becomes possible to estimate the effective number of parameters as twice the sample variance of posterior distribution of the log-likelihood, which itself can be estimated by a resampling procedure [96]. This gives a very elegant means of estimating AIC, from the posterior simulations. However, although AICM seems to be a more stable measure of model ranking than HME, both TI and SS still seem to outperform this estimator, at least in the case of the comparison of demographic and relaxed molecular clock models [96] (see Subheading 3).

2.9.4 Cross-Validation

Cross-validation is another model selection approach, which is extremely versatile in that it can be used to compare any set of models of interest. Besides, the approach is very intuitive. In its simplest form, cross-validation consists in dividing the available data into two sets, one used for “training” and the other one used for “validating.” In the training step (TS), the model of interest is fitted to the training data in order to obtain a set of MLEs. These MLEs are then used to compute the likelihood using the validation data (validation step, VS). Because the validation data were not part of the training data, the likelihood values computed during VS can be directly used to compare models, without requiring any explicit correction for model dimensionality.

The robustness of the cross-validation scores can be explored in various ways, such as repeating the above procedure with a switched labeling of training and validation data (hence the expression cross-validation). Of course, this simple 2-fold cross-validation could be extended to $n$-fold cross-validation, where the data are subdivided into $n$ subsets, with $n - 1$ subsets serving for training, and one for validation. Ideally, the procedure is repeated $n - 1$ additional times.

We know of only two examples of its use in phylogenetics, one in the ML framework [98] and one with a Bayesian approach [99]. Given the increasing size of modern data sets, putting aside some of the data for validation is probably not going to dramatically affect the information content of the whole data set. As a result, model selection via cross-validation, which is statistically sound, could become a very popular approach.
Now that we can select a model of evolution (Subheading 2.9) and estimate model parameters (Subheading 2.8) under a particular model (Subheading 2.5), how do we find the optimal tree? The basic example in Subheading 2.1 suggested that we score all possible tree topologies and choose for inference the one that has the highest score. However, a simple counting exercise shows that an exhaustive examination of all possible topologies is not realistic.

Figure 9 shows how to count tree topologies. Starting from the simplest possible unrooted tree, with three taxa, there are three positions where a fourth branch (leading to a fourth taxon) can be added. As a result, there are three possible topologies with four taxa. For each of these, there are four places on the tree where a fifth branch can be added, which leads to a total of $3 \times 5 = 15$ topologies with five taxa. A recursion appears immediately, and it can be shown that the total number of unrooted topologies with $n$ taxa is equal to $1 \times 3 \times \cdots \times 2n - 5$ [100] (see [15] for the deeper history), which, as given in [101], is equal to:

$$N_{T(n)}^{\text{unrooted}} = \frac{(2n - 5)!}{2^{n-3}(n - 3)!} = \frac{2^{n-2}\Gamma(n - \frac{3}{2})}{\sqrt{\pi}}$$

(26)

where the $\Gamma$ function for any real number $x$ is defined as $\Gamma(x) = \int_0^\infty t^{x-1} e^{-t} \, dt$. An approximation based on Stirling number is also given in [101].

The same exercise can be done for rooted trees (Fig. 10), where the number of possible rooted topologies with $n$ taxa becomes $1 \times 3 \times \cdots \times 2n - 3$, which is
Note that \( N_T(n) \) unrooted = \( N_T(n-1) \) rooted, as Table 2 clearly suggests.

As a result, the number of possible topologies quickly becomes very large when the number \( n \) of sequences increases, even with a very modest \( n \), so that heuristics become necessary to find the best-scoring tree.

2.10.2 Some Heuristics to Find the Best Tree

The simplest approach builds upon the idea presented in Figs. 9 and 10. Stepwise addition, for instance, starts with three sequences drawn at random among the \( n \) sequences to be analyzed, and adds sequences one at a time, keeping only the tree that has the highest score at each step (e.g., [52]). However, there is no guarantee that the final tree is the optimal tree [44]. The idea behind branch-and-
bound [102], refined in [103], is to have a look-ahead routine that prevents entrapment in suboptimal trees. This routine sets a bound on the trees selected at each round of additions, such that only the trees that have a score at least as good as that of the trees obtained in the next round are kept in the search algorithm. Solutions found by the branch-and-bound algorithm are optimal, but computing time becomes quickly prohibitive with more than 20 sequences.

As a result, most tree-search algorithms will start with a quickly obtained tree, often reconstructed with an algorithm based on pairwise distances such as neighbor-joining [104] or a related approach [78, 105], and then alter the tree randomly until no further improvement is obtained or after a certain number of unsuccessful attempts are reached. Examples of such algorithms include nearest neighbor interchange (NNI), subtree pruning and regrafting (SPR), or tree bisection and reconnection (TBR), see, for instance, [6] for a full description. While the details are of little importance here, the critical point is the extent of topological rearrangement in each case. With, e.g., NNI, each rearrangement can give rise to two topologies. The result is that exploring the topology space is slow, especially in problems with large $n$. On the other hand, TBR has, among the three methods cited above, the largest number of neighbors. As a result, the topology space is explored quickly, but the optimal tree can be “missed” simply because a dramatic change is attempted, so that the computational cost increases. Alternatively, the chance of finding the optimal tree $\hat{\tau}$ when $\hat{\tau}$ is very different from the current tree is higher when the algorithm can create some dramatic rearrangements. Some programs, such as PhyML ver. 3.0, now use a combination of NNI and SPR to address this issue [24]. MCMC samplers that search the tree space implement somewhat similar tree-perturbation algorithms that are either “global,” and modify the topology dramatically, or “local” [106] (see also [107] for a correction of the original local moves). As a result, MCMC samplers are affected by the same issues as traditional likelihood methods. Much of the difficulty therefore comes from this kind of trade-off between larger rearrangements that are expected to improve accuracy and the computational burden associated with these extra computations [108].

2.10.3 Cutting Corners with ABC and AI

As some of the above computations can become quite costly (high runtimes, heavy memory footprints, poor scalability with large data sets, etc.), computational workarounds have been and are being explored. One of these resorts to approximate Bayes computing (ABC), which is essentially a likelihood-free approach. First developed in the context of population genetics [109, 110], the driving idea is to bypass the optimization procedures and replace them with simulations in the context of a rejection sampler. In population genetics, the problem could be about a gene tree, which is usually
appropriately described by a coalescence tree \cite{111, 112}, for which we want to estimate some model parameters. As we are able to simulate trees from such a process, it is possible to place prior distributions on these model parameters, and simulate trees by drawing parameters until the simulated trees “look like” the observed tree. The set of parameters thus drawn approximates the posterior distribution of the corresponding variables. This forms the basis of a naïve rejection sampler, that is quite flexible as it does not even require that a probabilistic model be formulated, but one that can be inefficient, especially if the posterior distribution is far from the prior distribution—which is usually the case. As a result, a number of variations have been described, trying either to correlate sample draws as in MCMC samplers \cite{113} or to resample sequentially from the past \cite{114, 115}. In spite of recent reviews of the computational promises and deliveries of ABC samplers \cite{116–118}, the few applications in molecular evolution have been, to date, mostly limited to molecular epidemiology \cite{119–122}. One of the major challenges to estimate a phylogenetic tree from a sequence alignment with ABC is the lack of a proper and efficient simulation strategy: it is possible to simulate trees under various processes (we saw the coalescent above), it is also possible to simulate an alignment from a given (possibly simulated tree), so that in theory one could imagine an ABC algorithm that would use this backward process to estimate phylogenetic trees by comparing a simulated alignment to an “actual” alignment. This, however, would most likely be a very inefficient sampler.

A second area that holds promises is the use of artificial intelligence (AI), and more specifically of machine learning (ML), in molecular evolution. Here again, attempts have been made to using standard ML approaches such as support vector machines \cite{123} to guide the comparison of tree shapes, for instance, \cite{124}, which can then be used in epidemiology \cite{121}, but estimating a phylogenetic tree has proved more challenging. In one notable exception, an alignment-free distance-based tree-reconstruction method was proposed \cite{125}, but its main legacy seems to be in the development of $k$-mers, or unaligned sequences chopped into words of length $k$, to reconstruct phylogenetic trees—in particular in the context of phylogenomics (phylogenetics at a genomics scale) \cite{126, 127}. To the best of our knowledge, nobody has ever tried, yet, to train a neural network or even a deep learning algorithm \cite{128–130} on a database of phylogenetic trees with corresponding alignments such as TreeBASE \cite{131} or PANDIT \cite{132}. As applications of deep learning start emerging in genomics \cite{133} and proteomics \cite{134}, it is likely that phylogenetics will come next.
3 Uncovering Processes and Times

3.1 Dating the Tree of Life: Always Deeper?

Similar to the problem of estimating the tree of life, dating the tree of life poses many challenges [135]. Since it was first proposed in 1965 [40], the idea of estimating divergence times has since undergone a dramatic change, and new approaches are regularly proposed. Population geneticists have their own approaches, which are either fully Bayesian [136] or based on approximate Bayesian computation in the coalescent framework [137]. All these approaches make it possible to infer divergence times between recently diverged species, as in the case of humans and chimpanzees, or to date demographic events such as the migrations “out of Africa” of early human populations [138].

In the context of molecular evolution, we are usually interested in estimating deeper divergence times, such as those between species, which are available online, for instance, at www.timetree.org [139], recently revamped and extended to cover close to 100k species [140]. While early “molecular dates” were systematically biased towards ages that are too old [135], we argue here that recent developments in the field have led to more accurate methods and also to a better understanding of methodological limitations.

3.1.1 The Strict Molecular Clock

One quantity that we can estimate when comparing pairs of sequences is the number of differences that exist. This number, estimated as a branch length $b$, can be corrected for multiple substitutions (see Subheading 2.7), but basically remains an expected number of substitutions per site. With “dating” (defined here as the activity of estimating divergence times [141]), we are interested in estimating time $t$, which relates to the expected numbers of substitutions $b$ according to the following equation:

$$b = \frac{\Delta t}{C}$$

where $\Delta t$ is a period of time and $r$ the rate of evolution. In technical terms, times and rates are said to be confounded, because we cannot estimate one without making an assumption about the other.

The molecular clock hypothesis does just this by assuming that rates of evolution are constant in time [40] (see also [142], p. 65). Under this assumption, the estimated tree is ultrametric as in the basic example represented in Fig. 11, which implies that all the tips are level, or equivalently that the distance from root to tip is the same for all branches.

In this example (Fig. 11), the branch length from the fossil-dated node is 0.1 substitutions/site (sub/site), and the fossil was estimated to be present 10 million years ago (MYA). Under the strict molecular clock assumption (equal rates over the whole tree), we can (1) estimate the rate of evolution ($0.1/10 = 0.01$)
As with any hypothesis, the strict clock can be tested. Tests based on relative rates assess whether two species evolve at the same rate as a third one, used as an outgroup. Originally formulated in a distance-based context [143], likelihood versions have been described [44, 144]. However, because of their low power [145] their use is on the wane. The most powerful test is again the LRT (see Subheading 2.9.1). The test proceeds as usual, first calculating the test statistic $2\Delta\ell$ (twice the difference of log-likelihood values). The null hypothesis (strict clock) is nested within the alternative hypothesis (clock not enforced), so that $2\Delta\ell$ follows a $\chi^2$ distribution. The degree of freedom is calculated following Fig. 12. With an alignment of $n$ sequences, we can estimate $n - 1$ divergence times under the null model (disregarding parameters of the substitution model) and we have $2n - 3$ branch lengths under the alternative model. The difference in number of free parameters is therefore $n - 2$, which is our degree of freedom. This version of the test actually assesses whether all tips are at the same distance from the root of the tree [44]. For time-stamped data, serially sampled in time as in the case of viruses, the alternative model incorporates information on tip dates [146].

This linear regression model suggested by the molecular clock hypothesis has often been portrayed as a recipe [147], which gave rise in the late twentieth to early twenty-first century to a veritable cottage industry [148–151], culminating with a paper suggesting that the age of the tree of life might be older than the age of planet Earth [152]. This recipe was put down by two factors: (1) the

![Fig. 11 The strict molecular clock. The tree is ultrametric. The node marked with a star indicates the presence of a fossil, dated in this example to 10 million years ago (MYA). This is the point that we will use to calibrate the clock, that is, to estimate the global rate of evolution. The number of substitutions that accumulated from the marked node to the tips (present) is indicated on the right weights in at 0.1 substitutions/site. The node that is the most recent common ancestor of S2 and S5 is the node of interest. The number of substitutions from this node to the tips is 0.02 substitutions/site.](image)
publication of a piece written in a rather unusual style for a scientific paper [153], and (2) new methodological developments. The main points made in [153] are that (1) most of the early dating studies relied on one analysis [149] that used a fossil-based calibration point for the divergence of birds at 310 MYA to estimate a number of molecular dates for vertebrates, and that (2) these molecular dates were then used in subsequent studies as a proxy for calibration points, disregarding their uncertainty. As a result, estimation errors were passed on and amplified from study to study, leading to the nonsensical results in [152].

3.1.2 Local Molecular Clocks

This “debacle” has motivated further theoretical developments in the dating field. The simplest idea is that, if a global clock does not hold for the entire tree, then perhaps groups of related species share the same rate. That is, if a global clock does not hold, perhaps the tree can be subdivided into local molecular clocks. An initial idea was proposed in the context of quartets of sequences [154] and was later generalized to a tree of any size with any number of local clocks on the tree [155] (constrained by the number of branches on the tree and calibration points). Because of the arbitrariness of such local clocks, methods have been devised to place the clocks on the tree [156] and to estimate the appropriate number of clocks that should be used [157]. A Bayesian approach now estimates all these parameters and their placement in an integrated statistical framework [158].

3.1.3 Correlated Relaxed Clocks

The idea of a correlated relaxed molecular clock goes back to Sanderson [159] (see also [160]), who considered that rates of evolution can change from branch to branch on a tree. By constraining rates of evolution to vary in an autocorrelated manner on a tree, it is possible to devise a method that minimizes the amount of rate change.
The idea of an autocorrelated process governing the evolution of the rates of evolution is attributed to [161] in [159], but could all the same be attributed to Darwin. Thorne et al. developed this idea further in a Bayesian framework [162]. Building upon the basic theory covered in Subheading 2.9.3, the idea is to place prior distributions on the quantities in the right-hand side of Eq. 28. The target distribution is \( p(t|X) \). It is proportional to \( p(X|t) p(t) \) according to Bayes’ theorem, but all that we can estimate is

\[
p(b|X) = \frac{p(X|b) p(b)}{p(X)} = \frac{p(X|r, t) p(r, t)}{p(X)}
\] (29)

One of the possible ways to expand the joint distribution of rates and times is \( p(r, t) = p(r|t) p(t) \), which posits a process where rate change depends on the length of time separating two divergences. The “art” is now in choosing prior distributions, conditional on the obvious constraint that rates and times should take positive values. A number of such prior distributions for rates have been proposed and assessed [163] and one of the best-performing model for rates is, in our experience, the log-normal model [162, 164]. The prior on times is either a pure-birth (Yule) model or a birth-and-death process possibly incorporating species sampling effects [165]. If sequences are sampled at the population level, a coalescent process is more appropriate (see [112] for an introduction). In this case, the past demography of the sampled sequences can be traced back taking inspiration from spline regression techniques [166, 167] or multiple change-point models [168].

Once these priors are specified, an MCMC sampler will draw from the target distribution in Eq. 29, and marginal distributions for times and rates can easily be obtained. The rationale behind the sampler is represented in Fig. 13. As per Eq. 28, the relationship

![Fig. 13 The relaxed molecular clock. See text for details](image-url)
between rates and times is the branch of a hyperbolic curve, where the priors on rates and on times define a region of higher posterior probability, symbolized here by a contour plot superimposed on the hyperbolic curve. On top of this, fossil information is incorporated into the analysis as constraints on times. A very influential piece stimulated a discussion about the shape of these prior distributions [153], which was taken up [169], and further developed in [170]. Briefly, fossil information is usually imprecise, as paleontologists can only provide minimum and maximum ages (Fig. 13). Of these two ages, the minimum age is often the most reliable. Under the assumption that the placement of the fossil on the tree is correct, the idea is to place on fossil dates a prior distribution that will be highly skewed towards older (maximum) ages. A “hard bound” can be placed on the minimum age, possibly by shifting this prior distribution by an offset equal to the minimum age, while the tails of the prior distribution will act as “soft bounds,” because they do not impose on the tree a strict (or hard) constraint. Empirical studies agree, however, that both reliability and precision of fossil calibrations are critical to estimating divergence times [136, 171].

3.1.4 Uncorrelated Relaxed Clocks

Because of the autocorrelation between the rate of each branch and that of its ancestral branch (except for the root, which obviously requires a special treatment), the tree topology is fixed under the autocorrelated models described above. By relaxing this assumption about rate autocorrelation, [172] were able to implement a model that also integrates over topological uncertainty. In spite of the somewhat counter-intuitive nature of the relaxation of the autocorrelated process, as implemented in BEAST [91, 173], empirical studies have found this approach to be one of the best-performing (e.g., [157]).

When first published, it was proposed that making use of an uncorrelated relaxed molecular clock could improve phylogenetic inference [172]. The idea was that calibration points and their placement on the tree could act as additional information. However, a simulation study suggests that relaxed molecular clocks might not improve phylogenetic accuracy [174], a result that might be due to the lack of calibration constraints in this particular simulation study.

3.1.5 Some Applications of Relaxed Clock Models

Since the advent of relaxed molecular clocks, two very exciting developments have seen the light of day. The first concerns the inclusion of spatial statistics into dating models [175, 176]. Spatial statistics are not new in population genetics [177] and have been used with success in combination with analyses in computational molecular evolution (e.g., [178]). However, the originality in [176], for instance, is to combine in a single statistical framework
molecular data with geographical and environmental information to infer the diffusion of sequences through both space and time. While these preliminary models seem to deal appropriately with natural barriers to gene flow such as coastlines, a more detailed set of constraints on gene flow may further enhance their current predictive power.

The second development coming from relaxed molecular clocks concerns the mapping of ancestral characters onto uncertain phylogenies. This is not a novel topic, as a Bayesian approach was first described in 2004 [179, 180]. The novelty is that we now have the tools to correlate morphological and molecular evolution in terms of their absolute rates and to allow both molecular and morphological rates of evolution to vary in time [181]. Further development will certainly integrate over topological uncertainty. While there has been a heated controversy about the existence of such a correlation in the past [182], all previous studies were using branch length as a proxy for rate of molecular evolution, which is clearly incorrect. We can therefore expect some more accurate results on this topic very soon. More details and examples can be found in recent and extensive reviews [183–185] that further discuss applications to biogeographic studies [186], or extensions to viral [187, 188], as well as other types of genomic [189] and morphological [190] data.

### 4 Molecular Population Phylogenomics

Population genetics is rich in theory regarding the relative roles of mutation, drift, and selection. Much research in population genomics is now focusing on using this theory to develop statistical procedures to infer past processes based on population-level data, such as those of the 1000-genome project [191], the UK’s 10,000 genome project [192], and always more ambitious projects [193]. One limitation of these inference procedures is that they all focus on a thin slice of evolutionary time by studying evolution at the level of populations. If we wish to study longer evolutionary time scales, for example, tens or hundreds of millions of years, we must resort to interspecific data. In such a context, which is becoming intrinsically phylogenetic, the most important event is a substitution, that is, a mutation that has been fixed. Yet substitution rates can be defined from several features. In particular, from a population genetics perspective, it is of interest to model both mutational features and selective effects, combining them multiplicatively to specify substitution rates. We review briefly how substitution models that invoke codons as the state space lend themselves naturally to these objectives in a first section below (Subheading 4.1), before explaining the origin (and a shortcoming) of all the approaches developed so far (Subheading 4.2).
4.1 Bridging the Gap Between Population Genetics and Phylogenetics

Assuming a point-mutation process, such that events only change one nucleotide of a codon during a small time interval, Muse and Gaut proposed a codon substitution model with rates specified from the \( \Theta_{GTR} \) nucleotide-level matrix (see Subheading 2.7), along with one parameter that modulates synonymous events and another one that modulates nonsynonymous events \[194\]. In most subsequent formulations, the parameter associated with synonymous events is assumed to be fixed, such that the model only modulates nonsynonymous rates by means of a parameter denoted \( \omega \). This parameter has traditionally been interpreted as the nonsynonymous to synonymous rate ratio, and is generally associated with a different formulation of the codon model proposed by Goldman and Yang \[195\]. More details on codon models can be found in Chapter 4.1 \[196\]. There continues to be a debate regarding the interpretation of the \( \omega \) parameter \[197, 198\]. Regardless of how this issue is settled, it is clear that \( \omega \) is aimed at capturing the net overall effects of selection, irrespective of the exact nature of these effects.

With the intention to model selective effects themselves, Halpern and Bruno proposed a codon substitution model that combines a nucleotide-level layer, as described above, for controlling mutational features, along with a fixation factor that is proportional to the fixation probability of the mutational event \[199\]. The fixation factor is in turn specified from an account of amino acid or codon preferences. One objective of the model, then, consists in teasing apart mutation and selection. While \[199\] proposed their model with site-specific fixation factors, later work has explored simpler specifications, where all sites have the same fixation factor \[200\]. Other models that aimed at capturing across-site heterogeneities in fixation factors were proposed using nonparametric devices and empirical mixtures \[201\]. Another core idea behind these approaches is to construct a more appropriate null model against which to test for features of the evolutionary process. This idea has been put into practice for the detection of adaptive evolution in protein-coding genes \[202, 203\]. Recent developments include sequence-wide fixation factors \[9, 197, 204, 205\], and we predict that these models will play a role in bridging the gap between molecular evolution at the population and at the species levels.

4.2 Origin of Mutation–Selection Models: The Genic Selection Model

In order to understand a shortcoming of these models, we need to go back to the development of fixation probabilities that took place in the second half of the twentieth century. The basic unit or quantum of evolution is a change in allele frequency \( p \). Allele frequencies can be affected by four processes: migration, mutation, selection, and drift. Because of the symmetry between migration and mutation \[206\], which only differ in their magnitude, these two processes can be treated as one. We are left with three forces:
mutation, selection, and drift. The question is then, what is the fate of an allele under the combined action of these processes? Our development here follows [207] (but see [208] for a very clear account).

4.2.1 Fixation Probabilities

Of the three processes affecting allele frequencies, mutation and selection can be seen as directional forces in that their action will shift the distribution of allele frequencies towards a particular point, be it an internal equilibrium, or fixation/loss of an allele. On the other hand, drift is a non-directional process that will increase the variance in allele frequencies across populations, and will therefore spread out the distribution of allele frequencies. This distribution is denoted $\Psi(p, t)$. We also must assume that the magnitude of all three processes, mutation, selection, and drift, is small and of the order of $\frac{1}{2N_e}$, where $N_e$ is the effective population size. To derive the fate of an allele after a certain number of generations, we also need to define $g(p, \epsilon; dt)$, the probability that allele frequency changes from $p$ to $p + \epsilon$ during a time interval $dt$.

In phylogenetics (and population genetics) we are generally interested in predicting the past. The tool making this possible is called the Kolmogorov backward equation, which predicts the frequency of an allele at some time $t$, given its frequency $p_0$ at time $t_0$:

$$
\Psi(p, t + dt|p_0) = \int \Psi(p, t|p_0 + \epsilon) g(p_0, \epsilon; dt) \, d\epsilon
$$

(30)

We can take the Taylor expansion of Eq. 30 around $p_0$, neglect all terms whose order is larger than two ($o(p_0^2)$) and since $\Psi$ is not a function of $\epsilon$, we obtain:

$$
\Psi(p, t + dt|p_0) = \Psi[\int g \, d\epsilon + \frac{\partial \Psi}{\partial p_0} \int \epsilon g \, d\epsilon + \frac{\partial^2 \Psi}{\partial p_0^2} \int \frac{\epsilon^2}{2} g \, d\epsilon]
$$

(31)

This formulation leads to the definition of two terms that represent the directional processes affecting allele frequencies ($M$) and the non-directional process, or drift ($V$):

$$
\begin{align*}
M(p) \, dt &= \int g \, \epsilon \, d\epsilon \\
V(p) \, dt &= \int g \, \epsilon^2 \, d\epsilon
\end{align*}
$$

(32)

that we can substitute into Eq. 31. At equilibrium, $\frac{\partial \Psi}{\partial t} = 0$ and, after a bit of calculus, we obtain:

$$
\frac{\partial \Psi}{\partial p_0} = C e^{-\int \frac{2M}{V} \, dp}
$$

(33)
for which we need to specify boundary conditions and a model of selection. The boundary conditions are the two absorbing states of the system: (1) once fixed, an allele remains fixed ($\Psi(1,1;1) = 1$) and (2) once lost, an allele remains lost ($\Psi(1,1;0) = 0$). With these two requirements, the probability that the allele frequency is 1 given that it was $p_0$ in the distant past is the fixation probability:

$$\Psi(1,1;p_0) = \int_0^{p_0} \frac{e^{-\frac{2M}{V}} dp}{\int_0^1 e^{-\frac{2M}{V}} dp}$$  \hspace{1cm} (34)

We therefore only need to compute $M$ and $V$ under a particular model of selection to fully specify the fixation probability of an allele in a mutation–selection–drift system. All that is required now to go further is a selection model.

### 4.2.2 The Case of Genic Selection

We are now ready to derive an explicit form to $\Psi(1,\infty;p_0)$ in Eq. 34 in the case of the genic selection model (Table 3; [209]). We obtain:

$$\bar{w} = 1 + sp^2 + 2pqhs = 1 + 2phs + sp^2(1 - 2h)$$  \hspace{1cm} (35)

which can be approximated by $1 + 2phs$ (the result is exact only when $h = 1/2$). Therefore, $d\bar{w}/dp = 2hs$, and we can calculate the $M$ and $V$ terms to obtain the popular result:

$$\Psi(1,\infty;p_0) = \int_0^{p_0} \frac{e^{-\frac{2M}{V}} dp}{\int_0^1 e^{-\frac{2M}{V}} dp} = \frac{e^{-4N,hs/p_0} - 1}{e^{-4N,hs} - 1}$$  \hspace{1cm} (36)

Now, the initial frequency of a mutation in a diploid population of (census) size $N$ is $p_0 = 1/2N$ (following [208]; [207] considered that $p_0 = 1/2N$; this debate is beyond the scope of this chapter), which leads to:

$$\Psi\left(1,\infty;\frac{1}{2N}\right) = \frac{e^{-2N,hs/N} - 1}{e^{-4N,hs} - 1}$$  \hspace{1cm} (37)
If \( N_e \) is of the order of \( N \), the numerator of the right-hand side of Eq. 37 becomes approximately \( e^{-2hs} - 1 \), whose Taylor approximation around \( hs = 0 \) is simply \( -2hs \). We then obtain the result used in [199], and in all the papers that implemented mutation–selection (-drift) models (e.g., [197, 199–201, 204]):

\[
\Psi\left(1, \infty; \frac{1}{2N}\right) = \frac{2hs}{1 - e^{-2Nhs}}
\]  

(38)

Two critical points should be noted here. First, none of the recent codon models [197, 199–202, 204, 210, 211] ever investigated the role of dominance \( h \), as they all consider that the allele under (positive) selection is fully dominant. Second, Table 3 shows that another class of selection models, those based on balancing selection, has never been considered so far. The impact of the selection model on the predictions made by the mutation–selection (-drift) models is currently unknown.

5 High-Performance Computing for Phylogenetics

5.1 Parallelization

Because of the dependency of the likelihood computations on the shape of a particular tree (see Subheading 2.6), most phylogenetic computations cannot be parallelized to take advantage of a multi-processor (or multicore) environment. Nevertheless, two main directions have been explored to speed up computations: first, in computing the likelihood of substitution models that incorporate among-site rate variation and second, in distributing bootstrap replicates to several processors, as both types of computations can be done independently. A third route is explored in Chapter 7.4 [212].

In the first case, among-site rate variation is usually modeled with \( \Gamma \) distribution [213] that is discretized over a finite (and small) number of categories [214]. The likelihood then takes the form of a weighted sum of likelihood functions, one for each discrete rate category, so that each of these functions can be evaluated independently. The route most commonly used is the plain “embarrassingly parallel” solution, where completely independent computations are farmed out to different processors. Such is the case for bootstrap replicates, for which a version of PhyML [24] exists, or in a Bayesian context for independent MCMC samplers [215] (see Subheading 2.9.3). The PhyloBayes-MPI package implements distributed likelihood calculations across sites over several compute-cores, allowing for a genuinely parallelized MCMC run [216, 217].

5.2 HPC and Cloud Computing

More recent work has focused on the development of heuristics that make large-scale phylogenetics amenable to high-performance computing (HPC) that are performed on computer clusters.
Because of the algorithmic complexity of resolving phylogenetic trees, an approach based on “algorithmic engineering” was developed [218]. The underlying idea is akin to the training phase in supervised machine learning [123], except that here the target is not the performance of a classifier but that of search heuristics. All of these heuristics reuse parameter estimates, avoid the computation of the full likelihood function for all the bootstrap replicates, or seed the search algorithm for every replicate on the results of previous replicates [218]. For instance, in the “lazy subtree rearrangement” [219], topologies are modified by SPR (see Subheading 2.10.2), but instead of recomputing the likelihood on the whole tree, only the branch lengths around the perturbation are re-optimized. This approximation is used to rank candidate topologies, and the actual likelihood is evaluated on the complete tree only for the best candidates. These heuristics now permit the analysis of thousands of sequences in a probabilistic framework [220], but the actual convergence of these algorithms remains difficult to evaluate, especially on very large data sets (e.g., >10^4 sequences).

In addition to the reduction of the memory footprint for sparse data matrices [221], an alternative direction to “tweaking likelihood algorithms” has been to take direct advantage of the computing architecture available. One particular effort aims at tapping directly into the computing power of graphics processing units or GPUs, taking advantage of their shared common memory, their highly parallelized architecture, and the comparatively negligible cost of spawning and destroying threads on them. As a result, it is possible to distribute some of the summation entering the pruning algorithm (see Subheading 2.6) to different GPUs [222]. The number of programs taking advantage of these developments is widening and includes popular options such as BEAST [91] and MrBayes [223].

All these fast algorithms can be installed on a local computer cluster, a solution adopted by many research groups since the late 1990s. However, installing a cluster can be demanding and costly because a dedicated room is required with appropriate cooling and power supply (not to mention securing the room, physically). Besides, redundancy requirements, both in terms of power supply and data storage, as well as basic software maintenance and user management, may demand hiring a system administrator. An alternative is to run analyses on a remote HPC server, in the “cloud.” Canada, for instance, has a number of such facilities, thanks to national funding bodies (CAC at cac.queensu.ca, SHARCNET at www.sharcnet.ca, or Calcul Quebec at www.calculquebec.ca, just to name a few), and commercial solutions are just a few clicks away (e.g., Amazon Elastic Compute Cloud or EC2). Researchers can obtain access to these HPC solutions according to a number of business models (free, on demand, yearly subscription, etc.) that are
associated with a wide spectrum of costs [224]. But in spite of the technical support offered in the price, users usually still have to install their preferred phylogenetic software manually or put a formal request to the team of system administrators managing the HPC facility, all of which is not always convenient.

To make the algorithmic and technological developments described above more accessible, the recent past has seen the emergence of cloud computing [225] dedicated to the phylogenetics community. Examples include the CIPRES Science Gateway (www.phylo.org), or Phylogeny.fr (www.phylogeny.fr [226]). Many include web portals that do not require that users be well versed in Unix commands, while others may include an application programming interface to cater to the most computer-savvy users. One potential limitation of these services is the bandwidth necessary to transfer large files, and storage requirements—especially in the context of next generation sequencing data. The management of relatively large files will remain a potential issue, unless phylogenetics practitioners are ready to discard these files after analysis, the end product of which is a single tree file a few kilobytes in size, in the same way that people involved in genome projects delete the original image files produced by massively parallel sequencers. Data security or privacy might not be a problem in most applications, except in projects dealing with human subjects or viruses such as HIV that expose the sexual practices of subjects. However, once these various hurdles are out of the way, users could very well imagine running their phylogenetic analyses with millions of sequences from their smartphone while commuting.

6 Conclusions

Although most of the initial applications of likelihood-based methods were motivated by the shortcomings of parsimony, they have now become well accepted as they constitute principled inference approaches that rely on probabilistic logic. Moreover, they allow biologists to evaluate more rigorously the relative importance of different aspects of evolution. The models presented in this chapter have the ability to disentangle rates from times (Subheading 3), or mutation from selection (Subheading 4), while in most cases accounting for the uncertainty about nuisance parameters. But the latest developments described above still make a number of restrictive assumptions (Subheading 4.2), and while many variations in model formulations can be envisaged, they still remain to be explored in practice.

Although some progress has been made in developing integrative approaches (e.g., [176, 181]), throughout this chapter we have assumed that a reliable alignment was available as a starting point. A number of methods exist to co-estimate an alignment and a
phylogenetic tree (see Part I of this book), but the computational requirements and convergence of some of these approaches can be daunting, even on the smallest data sets by today’s standards.

This brings us, finally, to the issue of tractability of most of these models in the face of very large data sets. The field of phylogenomics is developing quickly (see Part III), at a pace that is ever increasing given the output rate of whole genome sequencing projects. Environmental questions are drawing more and more attention, and metagenomes (see Part VI) will be analyzed in the context of what will soon be called metaphylogenomics. Exploring the numerous available and foreseeable substitution models in such contexts will require continued work in computational methodologies. As such, modeling efforts will continue to go hand-in-hand with, and maybe dependent on, algorithmic developments [227]. It is also not impossible that in the near future, the use of likelihood-free approach such as ABC or machine learning algorithms in computational molecular evolution be more thoroughly explored.
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