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Abstract

Objectives: To propose a group-based QoS aware proactive multipath routing based on OLSR protocol. Methodology: This work proposes a group-based proactive multipath routing based on the OLSR protocol, which is designed to be adaptive for a big crowded Mobile Ad-hoc Network to satisfy the desire for real-time multimedia applications. This approach will restrict mobile nodes to be participated in the cluster head selection process based on the mobility and energy of a node. It uses a grouping strategy to manage the network topology and performing route maintenance, and preserve multiple prioritized routes with the support of Quality of Service (QoS) aware computation. Findings: The study evaluated the performance of the proposed group-based QoS aware multipath Optimal Link State Routing (GMP-OLSR) routing through the OMNET++ network simulation environment. Within different network density, the proposed approach offered a significant reduction in end to end delay, overhead and an increment in data packet delivery ratio. Applications: Using an appropriate group-based QoS aware multipath routing strategy for mobile ad hoc networks provides better performance and improves the services of mobile applications.
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1. Introduction

Over the past few decade, computing system has evolved from large, expensive, and standalone computers to small, chip, and ubiquitous devices. These devices, different from their ancestors, they are highly mobile and have the ability to communicate with each other without requiring access points, routers, or additional networking infrastructure. This communication is formed based on Mobile ad hoc networks (MANETs) [1–5]. It is self-organizing and maintains a routing structure among them over a dynamic
wireless interface. Due, in part, to relative movements of MANET nodes and, in part, to environmental effects, the network topology and communication links in a network may change state more frequently than in fixed wired or fixed wireless networks. In this work to find a path between the communication endpoints, the author has used the OLSR protocol. The protocol has lower latency for real-time applications, and it would be an appropriate protocol for a large-scale mobile network. However, due to high mobile node mobility, multi-hop connections, unpredictable link properties, resource constraints, disputation for link contact, and a lack of management of the network, the protocol has problems like overhead, high packet loss, and others. Therefore, in this work, the author has proposed a group-based QoS aware multipath routing approach (GMP-OLSR). This approach will restrict mobile nodes to be participated in the cluster head selection process based on the mobility and energy of a node. In order to elect as a cluster head, nodes have to belong to a super node group. This can manage the stability of the topology, maintain the route information of the network with minimum overhead, create multiple alternative routes from source to destination for a backup route, provide network traffic balancing and route link disconnection protection by spreading the data among multiple optimal paths. Since this work assures to provide efficient QoS aware communication between MANET nodes.

2. Related Work

Nowadays, due to the wide varieties of QoS required application in MANETs, different routing protocols have been proposed for satisfying the required services. With all research works, the challenging task is considering multiple QoS parameters that will balance the performance of the network and managing the communication of MANET nodes within limited resource consumption. Thus, this study is focused on improving the utilization of OLSR routing protocols through a group-based QoS aware multi-path route computation model. This will be applicable to multimedia applications that require QoS satisfaction.

2.1. Attempts on Multipath Routing

Multipath routing scheme computes multiple paths in a network that will have a big impact on the performance of the network. Many authors are introducing that using a multipath routing algorithm provides better flexibility and extensibility by employing QoS metrics. So here, some of the works which are proposed based on the OLSR protocol is assessed.

In Ref. [6], the authors proposed multipath OLSR based on the Dijkstra scheme which provides the shortest links of paths by considering cost functions. It shows that how the services of multimedia applications are enhanced using MP-OLSR with the support of QoS. However, appropriate QoS metrics for route computation were not identified. In Ref. [7], the authors proposed multipath QOLSR based on the shortest–widest path algorithm. It enhances OLSR routing protocol for supporting multiple QoS parameters for routing. But, the author did not prove that the correlation factors of the metrics are correctly calculated. In Ref. [8], the authors proposed source routing OLSR based on IP source routing. Here, the node calculated multiple routing node-disjoint links to the destination.
In Ref. [9], the authors also propose multipath OLSR routing to compute node-disjoint links without considering used nodes from the topology information. But, source routing has problems when we have unstable network topology. In Ref. [10], the authors propose multiple parameters such as residual energy, mobility, and link quality for multipath optimal routing in MANETs. It enhances the lifetime of the network over a sustained period of time. Considering multiple parameters is good, but here, to manage the topology of the network, the authors did not consider any strategy.

### 2.2. Existing Schemes for Cluster Head Selection

To control the node communication within a network, the MANET nodes are grouped into small clusters. Especially, when the network size and number of nodes exceeds its optimal value reduces network performance, the life of the network is short, and there is high overhead, delay, and energy consumption in the network. Thus, considering an appropriate clustering algorithm is the critical thing that has to be done. The clusters will elect cluster heads based on different criteria's such as weight of the node, node density, node ID, node degree, etc. The node which is selected as a cluster head has the role of managing within its subgroup.

There are a lot of cluster formation algorithms in the literature: HD [11], WCA [12–13] and DWCA, MANET clustering algorithms survey [14]. In Ref. [15], the author proposed a clustering-based QoS-OLSR model and relay node selection based on energy and bandwidth metrics. This has an impact on reducing relaying nodes and can efficiently prolong the network lifetime. However, the cluster formations were not applicable for topology management as it is a proactive protocol, and the clustering is not involved in the route maintenance. In Ref. [16], the paper proposed a cluster-based routing protocol for VANETs using OLSR. In this work cluster-based, QoS was introduced to reduce MPR’s percentage in dense VANETs area. However, the clustering process is only focused on MPRs selection and which has a big overhead on the network during cluster formation.

### 3. Materials and Methods

As shown in Figure 1, the proposed protocol architecture is applied in MANET to enhance the services provided by the network. Each ad hoc host in the proposed protocol contains several components that will be used during the exchange of packets between the source and destination host. When MANET nodes are initiating applications that are needed to send to the destination mobile host, first it should pass through all modules of the proposed architecture. Based on an enhanced adaptive clustering algorithm, initially, each node performs clustering operation and it becomes aware of the network topology, and then to make the topology more stable, nodes which have better residual energy and similar mobility will be grouped and form supernode members for future cluster head selection. Proposing the clustering and grouping approach in MANET for a large-scale network improves the routing discovery and computation of a node within the network by reducing the size of the routing information, overhead, delay, and so on. Once the clustering
and grouping of nodes are done, routing information of every node is maintained using QoS aware multipath Dijkstra algorithm. The algorithm considers delay, bandwidth, and link status parameters to compute the optimal path and reserved multiple paths for every destination of each node.

3.1. Clustering

Cluster-based routing is a good strategy to limit the routing traffic that communicates inside the network by grouping the mobile hosts into a group of clusters. Especially, when we have a big network, we should consider clustering to minimize the amount of routing control overhead and maximizing the network lifetime. In the proposed work, a group-based clustering algorithm for grouping of MANET nodes is designed. Nodes are divided into clusters and the clustering algorithm is performed when a node joins the network. This will make the communication more efficient, scalable, and robust than the existing OLSR routing protocols. The cluster is performed based on QoS metrics of nodes within the transmission range, and each node can be in one of the three states which are cluster head, ordinary, or gateway [17]. The main objective of creating clusters on a MANET is, by limiting the network view of each node, we can minimize the routing overhead of broadcasting messages. Moreover, the movement of nodes is limited only within the intracluster zone without affecting other parts of the network and so the performance of the network is highly increased. However, when the topology is changed, there should be a re-clustering and every node again will be part of the clustering process. That will have a big challenge in the case of a large-scale network. Therefore, in our proposed work, based on mobility and residual energy, this study proposed a technique to restrict nodes participating in the cluster head selection. The grouping strategy will select supernodes.
which are capable to be selected as cluster head. This will limit the number of control packets exchanging between nodes, the computational resource, and channel utilization wasted during cluster maintenance.

To maintain the network topology, this study proposes an enhanced adaptive clustering algorithm. The proposed approach is working based on QoS support parameters for providing an efficient route for an application that requires QoS support like multimedia data. The algorithm will adapt Lin’s cluster formulation, which is the low cost of the cluster maintenance algorithm enhanced adaptive clustering algorithm rather than considering the lowest ID as the only parameter for cluster formation, it will consider the neighbor node connectivity of a node having a direct link. Considering node density of a node will solve frequent re-clustering and change of cluster heads, and make the topology more stable. Especially when we have a big network, the approach should consider the stability of the network. The node connectivity information is generated based on Hello Messages during the pre-phase of cluster formation.

Algorithm 1: Enhanced Adaptive Clustering Algorithm

**Input:** Mobile Host 0, 1, 2, 3 ... H

**Process:**

All Mobile hosts broadcast Hello message to its’ neighbor host

IF (Host H₀ neighbor host > neighborhood hosts & willingness! = will never)

H₀ declare itself as CH host

ELSEIF (Host H₀ neighbor host == host h)

Compare Host ID

IF (Host H₀ ID < Host h ID)

H₀ declare itself as CH host

ELSE

H₀ declare itself as ON

ELSEIF (Host H₀ is neighbor of two or more cluster heads)

H₀ declares itself as GH

ENDIF

**Output:** Cluster head hosts (CH), Gateway host (GH), and Ordinary nodes (ON)

3.2. Grouping Super Nodes

Supernode groups, hold nodes that are only participating for future selection of cluster head without wasting computational power, control packet, and other resources. All cluster nodes communicate with a cluster head using grouping messages to find out the energy and mobility of a node based on the following equations.

After a simulation is running, the energy consumption of by a particular node at time \( t \) (\( E(t) \)) is computed as follows,

\[
E(t) = DP_{tx} \alpha + DP_{rx} \beta
\]

\*\( DP_{tx} = \) #data packets transmitted by the node after time \( t \)

\*\( DP_{rx} = \) # data packets received by the node after time \( t \)
\* \( \alpha \) and \( \beta \) are constant values in the range of \([0, 1]\)

If \( E_i \) denotes the initial energy of a node, the residual energy \( RE \) of a node at time \( t \), can be calculated as:

\[
RE = E_i - E(t)
\]  

(2)

Then the average residual energy of a node is calculated as:

\[
RE_{avg} = \frac{\sum_{n=1}^{n} (RE_i + \ldots + RE_n)}{n}
\]  

(3)

The second parameter that the author considering for selecting supernodes is mobility. Mobility is the combined functions of movement patterns of a node, relative mobility of node, and movement direction. A node has the same relative mobility, speed, and direction will have a high probability to become a member of supernodes.

If the \( RE \) of host \( i \) is greater than the \( RE_{avg} \) and the mobility of the node is similar, then host \( i \) become the member of a supergroup. Otherwise, host \( i \) cannot be part of a supernode group. Furthermore, if the node residual energy is less than a certain threshold value, the member node will be erased from the group.

To conserve the resource utilization of node for selection of cluster head in the future, the cluster head will be automatically selected from these supergroup set of nodes based on residual energy and mobility comparison rather involving all other nodes.

3.3. QoS Metrics for MP_OLSR

To compute the routing paths for each destination, the author has considered appropriate multiple QoS metrics that would satisfy the real-time communication. These metrics are delay, bandwidth, and quality of the link.

a) **Link Delay**: It shows how long it takes for a bit of data to travel across the mobile ad-hoc network from one source host to the endpoint of another host. It is the total time that taken between two nodes for which a source node \( n1 \) sends a message to destination node \( n2 \) and successfully delivered. This metric is important in delay-sensitive applications such as video and voice transmission. In Eq. (1), the author has shown the formula for calculating a delay of nodes.

\[
\text{Delay} = \sum_{n=1}^{n} \frac{\text{Receivedtime} - \text{Senttime}}{n}
\]  

(4)

* \( n \) is number of packets received

b) **Link Quality**: It shows the capability of the link between mobile hosts. The quality of a link is computed based on a link quality indicator. It indicates the quality of the packets received during periodical exchanges of the Hello messages between nodes and its neighbors in a certain time interval. The received signal strength (RSS) is used to
measure the signal quality. The links must be checked in both directions in order to be considered valid. The path that has the bigger link quality indicator has a better chance of delivering a message to the destination.

c) **Link state**: it is the technique in which each host shares information with another host about the reach-ability of other networks and the metric to reach the other networks in order to determine the best path. It is working based on the status of the link at time $t$, when $t$ is referred to as the estimation period (namely, the time required for estimating available bandwidth). Eq (5) shows the formula for calculating the link status.

$$S_i(t) = \frac{\text{TAB} - \text{TDS}}{\text{TAB}}$$

Where

- $S_i(t) = 0$ or less than 0, link is busy;
- Greater than 0, link is idle

TAB is the total available bandwidth, and TDS is the transmitted data size at a time $t$.

To compute the available link bandwidth of hosts [17] uses idle time. As shown in Eq. (5), the link-state is calculated by subtracting the transmitted data size from the total available bandwidth and dividing it by the available bandwidth. Therefore, based on the above values, QoS metrics is computed as in Eq. (6):

$$\text{QoS Metrics} = (\text{LQ} + \text{ALBW}) - \text{LD}$$

* $\text{LQ} = \text{Link Quality}$, $\text{ALBW}=\text{Available link bandwidth}$, $\text{LD} = \text{Link Delay}$

Algorithm 2 shows the proposed QoS aware route computation algorithm based on the existing multipath Dijkstra scheme. The proposed algorithm is working by considering multiple QoS metrics that will satisfy the services of real-time applications. The node executes this algorithm to obtain the multiple paths to the destination of all other nodes, and store it in the multipath routing table.

**Algorithm 2: Calculate R routes in $T = \{V, E, \text{QoS}\}$ from source S to destination D**

**Multipath Dijkstra ($s, d, T, R$)**

1. $T_1 \leftarrow T$
2. for $i$ from 1 to $R$
   1. $S_{T_i} \leftarrow \text{Multipath Dijkstra}(T_{i-1}, S)$
   2. $P_i \leftarrow F(S_{T_i}, d)$
3. For all node arc $e$ in $E$
   1. if $e$ is in $P_i$ or Reverse($e$) is in $P_i$ then
      1. //Calculate the QoS metrics
      2. $\text{QoS}_{i+1}(e) \leftarrow F_p(\text{QoS}_i(e))$
   2. else if the vertex Head($e$) is in $P_i$ then
      1. $\text{QoS}_{i+1}(e) \leftarrow F_e(\text{QoS}_i(e))$
   3. else
      1. $\text{QoS}_{i+1}(e) \leftarrow \text{QoS}_i(e)$
   4. end if
end for
$G_{i+1} \leftarrow (V, E, QoS_{i+1})$
end for
return $(P1, P2, \ldots, PN)$

*ST = Source tree
*F(ST,d) = function to obtain shortest path
*F_p = increase cost of $e$ belongs to the previous path $P_i$
*F_e = increase cost of $e$ that lead to vertices of $P_i$

### 3.4. Cluster-based QoS MP_OLSR Route Maintenance

In order to communicate and transmit a packet in a mobile ad-hoc network, this work proposes QoS aware multipath Dijkstra algorithm. First, each host calculates an optimal routing path to the destination of every other node using as shown in algorithm 2. Once the optimal path is computed, it will be stored in the routing table of the source node based on Algorithm 3.

**Algorithm 3: Route Formation**

**Input:** Host $h$, 1-hop neighbor set $H_1(h)$

**Process:**

FOR routes in which destination host is $h+2$

IF (host destination is in the same cluster)

IF (host destinations == next host and no multiple next hosts)

Add a path in the routing table
ELSEIF (multiple next host destinations)

Algorithm 2 - QoS aware multipath Dijkstra algorithm

Select and record good routing paths

ENDIF

ENDIF

ELSE

IF (node destination is in a different cluster)

It looks cluster heads associated with destination host

Compare routes to the destination among cluster heads

Select and record good routing paths

ENDIF

ELSE

Output: Routing Table

### 4. Network Simulation and Experimental Results

To evaluate the performance of the proposed adaptive group based QoS aware multipath routing protocol in a large-scale mobile ad-hoc network, the author has been implemented in a simulation using the latest version of OMNET++ with INET framework [18].
Data collection was done as the simulation is running using OMNET++ data collection APIs. OMNET++ also provides analysis tools to analyze the collected data. Figures 2 and 3 show the simulation of mobile ad-hoc hosts using the proposed approach.

**FIGURE 2.** Proposed MANET simulation.

**FIGURE 3.** Adhoc host setup.

The algorithm will be tested with different node sizes, each of which will participate in cluster formation and then sending of test packets to nodes destined within the same cluster and outside of the cluster. The clustering algorithm is implemented using UDP sockets to minimize resource footprint. Packet delivery assurance is handled by the clustering algorithm using timeouts.

5. Result and Discussion

In order to route a packet with QoS support, the author has proposed two schemes and evaluated them with the existing approach. Our proposed methods are 1) Cluster-based Multipath Optimal Link State Routing (CMP-OLSR) which is working based on my...
proposed adaptive clustering approach, 2) Group-based Multipath Optimal Link State Routing (GMP-OLSR) schemes, and here in addition to clustering the author has applied a group approach for supper node selection that will participate during cluster head selection. These two approaches are evaluated with the existing MP-OLSR strategies based on Average End to End Delay (AE2ED), Packet Delivery Ratio (PDR), Throughput, and Normalized Routing Load (NRL).

The vector and scalar data of the simulation are collected through the OMNET++ API and analyzed as shown in Table 2. As we can observe from the table, within different network sizes, considering the topology management strategy provides better performances in all evaluation criteria than the existing strategies. The collected spreadsheet data are demonstrated in a graph as shown in Figures 4–7.

Figure 4 shows the performance of the average E2E delay between three algorithms by increasing the number of mobile hosts from 70 to 150. This result has been gotten after the simulation time of 3600 seconds with each network size. From the graph, we can observe that in all network sizes, GMP-OLSR and CMP-OLSR strategies result in lower Average E2E delay than existing non-cluster MP-OLSR. This is because of the clustering scheme, the network is more manageable, creates fewer intermediate nodes, easy to maintain the optimal route and each node maintains stable routing information and has fewer disconnection paths. Still, when we increase the network size the topology updates

**TABLE 1.** Simulation parameters

| Experimental parameter      | Value                  |
|-----------------------------|------------------------|
| #MANET nodes                | 70, 100, 130, 150      |
| Area                        | 600 m × 400 m          |
| Total simulation time        | 3600 seconds           |
| Wireless link speed (bit rate) | 2 Mbps                |
| Wi-Fi standard              | IEEE 802.11n           |
| Mobility                    | Mass mobility model    |
| Data traffic                | CBR, UDP               |

**TABLE 2.** Performance evaluation result

| Selection approach | Network size (#node) | Total packet sent (#packet) | Total packet delivered (#packet) | PDR (%) | AEED (ms) | NRL | THP (byte/s.) |
|--------------------|----------------------|----------------------------|---------------------------------|---------|-----------|-----|--------------|
| MP-OLSR            | 70                   | 479                        | 340                             | 71      | 32.18     | 2.56| 419.35       |
|                    | 100                  | 539                        | 371                             | 69      | 37.09     | 2.76| 578.98       |
|                    | 130                  | 793                        | 459                             | 58      | 41.09     | 2.81| 592.1        |
|                    | 150                  | 801                        | 451                             | 56      | 45.32     | 2.98| 612.68       |
|                    | 70                   | 460                        | 385                             | 84      | 25.79     | 1.96| 517.67       |
|                    | 100                  | 645                        | 489                             | 76      | 28.37     | 2.15| 629.76       |
|                    | 130                  | 806                        | 579                             | 72      | 32.5      | 2.35| 638.47       |
| CMP-OLSR           | 150                  | 811                        | 571                             | 70      | 34.25     | 2.41| 648.56       |
|                    | 70                   | 481                        | 411                             | 85      | 22.79     | 1.56| 531.62       |
|                    | 100                  | 605                        | 486                             | 80      | 26.17     | 1.96| 647.71       |
|                    | 130                  | 826                        | 639                             | 77      | 28.79     | 2.16| 657.6        |
| GMP-OLSR           | 150                  | 796                        | 585                             | 73      | 31.01     | 2.24| 667.82       |
to maintain the cluster information make the network more crowded and create high congestion and delay of a packet. So, the group-based approach during cluster formation limits the exchange of information for cluster formation to specific nodes without affecting the whole network. Due to that GMP-OLSR shows less average E2E delay than others. Additionally, in the proposed GMP-OLSR and CMP-OLSR schemes, QoS aware multipath computation was conducted and delay is among the constraints that considered for selecting optimal disjoint-paths. This result the proposed algorithm improves the delivery of data traffic more than MP-OLSR.

Figure 5 shows that the PDR for the GMP-OLSR and CMP-OLSR are better that MP-OLSR, especially when we have less number of network size, both algorithms have a better packet delivery. However, when the network size increases, there will be a high probability of path breakage and congestion of packets that result in high packet loss. The packet delivery ratio for QoS routing schemes decreases as the size of the network increases. In GMP-OLSR, the PDR dropped from 85% to 73% while others also dropped highly. However, when we see the ratio of packet loss among all algorithms with varied network sizes, in GMP-OLSR, the dropping result is very minimal.
Figure 6 shows the routing control packets among the three algorithms sent by all MANET nodes over the number of received data packets at the destination. MP-OLSR has a high flooding rate of multicasting and broadcasting messages compare with the proposed models. CMP-OLSR and GMP-OLSR minimize the overhead of a network by limiting the number of control packets retransmitted to a specific group. GMP-OLSR limits participants' nodes for cluster formation which yields lower control packet exchanging between nodes. Therefore, GMP-OLSR results in lower routing overhead than the others.

Figure 7 shows the difference in data delivery over a given time period among the three algorithms. In GMP-OLSR, the network topology is well managed and the result shows that the number of data packets that are delivered in a pre-defined time is better than the others. In all simulations, the experiment result shows that the proposed group-based QoS aware routing approach provides better performance for applications that require QoS support such as Voice over IP, Video conferencing, live streaming, etc., with high packet delivery ratio and throughput, and minimum routing load and E2E delay.
6. Conclusion

In MANET, QoS aware multimedia communication for real-time communication is very challenging. In this study, we are proposing a group-based cluster formation approach for managing the topology of the network. The cluster is performed based on node connectivity and lowest ID metrics. And the grouping strategy is applied to select supper mobile nodes based on mobility and residual energy. This will restrict nodes participating in the cluster head selection and minimize the amount of control packet. Proposing the clustering and grouping approach in MANET for a large-scale network improves the routing discovery and computation of a node within the network by reducing the size of the routing information, overhead, delay and so on. Once the clustering and grouping of nodes are done, routing information of every node is maintained using QoS aware multipath Dijkstra algorithm. The algorithm considers delay, bandwidth and link status parameters to compute the optimal path and reserved multiple paths for every destination of each node. Generally, in this study, we have proposed QoS aware multipath routing, adaptive clustering algorithm, and group-based supernode selection strategies for improving the services of MANET application that requires QoS support. Applying these schemes in a large-scale network enhances the performance of the existing OLSR routing protocol by minimizing problems and reducing the multicast and broadcast packets. The routing approaches have been evaluated with each other. On average, GMP-OLSR has 78.75 % PDR and 27.19 ms average E2ED while MP-OLSR is 63.5% PDR and 38.92 ms average E2ED. Thus, GMP-OLSR performs better result in all evaluation parameters and it will be appropriate for real time-sensitive multimedia applications which require QoS support such as Voice over IP, Video conferencing, live streaming, etc, with high packet delivery ratio and throughput, and minimum routing load and E2E delay. Additionally, the author suggests that considering the security aspects of the protocol would enhance the services in MANETs.

7. Data Availability

The research file (source code) of the author's work is publically available at Github. https://github.com/kebebewss2/QoS-routing-in-MANET-using-OMNET-
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