Data Visualization and Feature Selection Methods in Gel-based Proteomics
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Abstract: Despite the increasing popularity of gel-free proteomic strategies, two-dimensional gel electrophoresis (2DE) is still the most widely used approach in top-down proteomic studies, for all sorts of biological models. In order to achieve meaningful biological insight using 2DE approaches, importance must be given not only to ensure proper experimental design, experimental practice and 2DE technical performance, but also a valid approach for data acquisition, processing and analysis. This paper reviews and illustrates several different aspects of data analysis within the context of gel-based proteomics, summarizing the current state of research within this field. Particular focus is given on discussing the usefulness of available multivariate analysis tools both for data visualization and feature selection purposes. Visual examples are given using a real gel-based proteomic dataset as basis.
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1. INTRODUCTION

Proteomics is increasingly seen as an essential set of approaches in the systematic analysis of biological systems, providing an assessment of the changes in protein abundance that occur in living organisms. In this field, two-dimensional gel electrophoresis (2DE) is still one of the most important techniques, mostly due to its high performance regarding the separation of complex mixtures of full-length proteins.

A typical 2DE-based workflow is composed of several steps, with the final purpose (usually) being the identification of proteins that display abundance variations in response to some experimental factor. In order for biologically meaningful results to be obtained, importance must be given to a correct undertaking of all stages of the process (Fig. 1).

This paper focuses on some of these issues, particularly at the level of experimental design and data processing/analysis, extensively discussing some of the statistical and machine learning tools available for data visualization and feature selection purposes.

2. EXPERIMENTAL DESIGN

Regardless of the context, the type and quality of the statistical analysis are constrained by the nature of the data, and therefore by the experiment itself. Because of that, understanding the issues regarding the proper design of experiments is highly relevant. Several publications within the context of proteomic data analysis thoroughly discuss these matters [1-6].

Fig. (2) illustrates a typical and simple situation, in which we want to compare two groups (group 1 vs. group 2) through a number of samples which should be as representative of their respective groups as possible. The first issue concerns the number and type of replicates to use. While the standard seems to be a minimum of 4-6 replicates per experimental group, the optimal number of replicates can only be determined through a power analysis (i.e. a posteriori). This is important in terms of resource management, particularly when a high number of replicates is feasible, since it might be better in those cases to perform two experiments with less replicates rather than a single large experiment (or, even, to consider introducing more factors into the design). Regarding the type of replication employed, a distinction should be made between “biological replication” and “technical replication”. While it is important to understand the magnitude and structure of the noise introduced throughout the technical steps, the general consensus is that biological replication is more important than technical replication, since technical variability has no biological meaning (unlike biological variability). This implies that, in general, technical replication should never be performed at the expense of biological replication. Another consensus is that one should also try to avoid, as much as logistically possible, pooling biological samples, to prevent losing relevant information on biological variability. On the other hand, there are situations in which sample pooling can be justified: an example would be when the number of biological units per treatment/group are either below or above the total number of replicates one intends to run per treatment/group. In these cases, it might make sense to run one (or more) pooled samples as they do provide better estimates of the multivariate centroid of each treatment/group (i.e. sample distribution location in feature space), even though they provide scarce to no
Fig. (1). Diagram depicting a high-level overview of a typical gel-based proteomic workflow. Some of the required sub-steps and important concerns that the experimenter should have in mind throughout the different stages are also described.

Fig. (2). Diagram showing a simple experiment in which two groups are being compared, illustrating the distinction between “biological (or experimental) replication” and “technical replication”.
information about biological variability (i.e. sample distribution spread in feature space). This information can assist in the identification of possible biological/technical outliers, since a more accurate estimate of the central location of the distributions of each treatment/group can be calculated when pooled samples are included. There might also be logistical reasons that justify sample pooling, such as in the case in which single organisms do not provide enough protein material to run a single gel. In fact, it is important to remember that, in any case, whether bacteria or eukaryotes are used as model organism, a single protein extract will usually come from a (possibly heterogeneous) pool of cells, which implies that, at some level and to some degree, pooling is almost always a necessity.

Another consideration is how to deal with known and unknown sources of variation (both at the level of experimental practice, as in downstream steps) that can negatively impact the ability to observe a biological “signal”. An important technique, called “blocking”, consists in distributing experimental units between similar groups, by applying proper balancing of known sources of variation. A generic example would be (assuming one wants to test a treatment vs. control situation), to consider “sex” as a blocking factor and distribute half of the males to the treatment group and half to the control group (doing the same for females). In the context of 2DE, blocking should also be considered in cases such as the use of multi-dye labeling and/or when performing several extraction, IEF and/or SDS-PAGE batches. After accounting for blocking, sample distribution is often assigned using randomization to ensure that the confounding effect of even unknown sources of variation on the experimental factors is minimized.

Finally, it is relevant to stress the importance of experimental context for a proper and thorough analysis of 2DE data. Not only is it important to know and keep track of the factors (i.e. independent variables) associated with each gel/sample, but also other possible co-measured parameters (i.e. dependent variables other than 2DE data) that can, for example, provide a better insight into any eventual unexpected sample heterogeneity encountered later on.

3. IMAGE ANALYSIS/FEATURE EXTRACTION

After running a 2DE-based experiment, gels are digitalized using an appropriate scanner (depending on the type of staining used) and some form of image analysis is performed, in order to obtain information on how the different gel features vary between gels. While there is some research on 2DE gel analysis methods that work directly at the pixel level (e.g. [7-9]), practically all known 2DE gel analysis software consider “spots” as the basic feature and attempt to summarize all the image information by providing measures of “spot abundance” for each spot, across all gels. This is usually done by matching each spot in each gel to the equivalent spot in all other gels and then integrating the volume (area × intensity) of each spot either explicitly or by modeling each spot as a smooth curve (e.g. a bivariate Gaussian function) and integrating the fitted curve instead. Although this may seem trivial, in practice, 2DE gel scans often display characteristics (e.g. uneven background, fused or smeared spots, artifacts due to the presence of dust or bubbles) that present challenges to spot detection and image segmentation (i.e. defining the boundaries of each spot), spot matching and spot quantification algorithms. Some of these issues are also common with other separation techniques (e.g. analysis of LC-MS or MudPIT runs)

Regarding the specific software used, the overwhelming majority of gel-based proteomic studies use some form of proprietary software, which are usually classified either as taking a “classical 2DE analysis approach” (e.g. PDQuest™, Phoretix™, DeCyder™) or a “4th generation 2DE analysis approach” (e.g. SameSpots™, Delta2D™), with the difference being that the “classical” 2DE software packages usually perform spot detection before matching, while newer software packages usually perform image matching/warping before spot detection. There is still a third possible approach, which avoids working with “spots” as the basic feature, using instead the lowest-level possible features (i.e. pixels) as basis. Despite the fact that this paper focuses on the “spot-based” approaches, most of the described data visualization and feature selection methods also apply to “pixel-based” approaches. Fig. (3) shows an overview of these different used approaches for image analysis.

While a deeper view on the issues of image analysis is outside the scope of this paper (see [8, 10-15] for reviews on the subject), it is important to note that some variability in the results (i.e. introduction of random errors) can be attributed to this step. It is expected that improved, increasingly automated, image analysis pipelines will help mitigate these problems, in the near future.

4. DATA PRE-PROCESSING

Regardless of the software used, the end result of 2DE image analysis is usually given as a table or a matrix, where each row represents a sample/gel, while each column represents a variable/spot (illustrated in Fig. 4). Geometrically, the matrix of samples is often transposed, so that each sample represents a (column) vector in a p-dimensional (“feature”) vector space that has as many dimensions as the number of spots.

Before statistical analysis can be performed, several types of pre-processing algorithms are applied to correct for some of the technical issues. The first point concerns the possible existence of missing values. Particularly in the case of software packages that use a “classical 2DE analysis approach” (i.e. where spot detection is performed before matching), it is very common to have wide variations in the number of spots detected per gel (often more than 10%, mostly due to gel-gel technical variability), which implies the existence of “empty cells” (or “missing values”). This problem can be solved in several ways [1, 5, 16-19]. First, it is important to take into account that these missing values can sometimes simply be a symptom of a reduction in protein abundance below the threshold of detection (either of the staining or of the peak detection algorithm). In this case, it would make sense to replace the missing value either by a zero or by some estimate of the local background intensity. On the other hand, more often than not, these missing values actually result from inconsistent spot detection results and/or incorrect spot matching (as explained above, due to technical variability). These situations can be sometimes (but not always)
Fig. (3). Diagram showing the different type of approaches used for analysis of 2DE gel images. Some common steps (like “background subtraction”) have been omitted for clarity.

mitigated by time-consuming manual editing of each spot. A common strategy here involves removal of columns (i.e. spots) that contain missing values. Another solution, that should be applied after removal of spots with a high proportion of missing values, involves the use of imputation methods to estimate the missing values, which seems to have a good performance in the cases where missing values are few (always less than 25%, but preferably less than 5% of the total number of cells) and randomly distributed. Nonetheless, care should be taken if using these imputation methods for anything other than exploratory data visualization. Examples of possible imputation procedures include approaches based
on k-nearest neighbors, least squares or partial least squares methods [18].

Another issue relates to the need for “data normalization” before analysis, to correct for such factors as variations in protein load per gel, staining variations (both in terms of spot intensity as in terms of background intensity), scanning variations and/or distinct fluorophore efficiencies (in the case of DIGE approaches [20, 21]). There are many possibilities here and different 2DE analysis software packages often apply distinct normalization approaches. The simplest solution, for classical 2DE datasets, involves expressing each spot abundance value as a ratio between that value and the sum of the abundances of the spots in the same gel (i.e. the total spot volume for each gel). Though this solution should mostly solve biases related to variations in protein load, there are often nonlinearities (e.g. high-intensity, possibly saturated spots) that may compromise the validity of “total spot volume”-based normalization methods. A possible way of addressing this point would be to remove the highest-intensity spots from the calculation of total spot volume or simply use a smaller set of mostly-constant protein spots (which can be chosen through a preliminary analysis) as reference. Other, less often used, normalization methods include LOESS regression-based [22] and quantile-based normalization [23-25]. More recently, the use of normalization methods inspired by the ones used in transcriptomics (e.g. SameSpots’ normalization method and the VSN method [26, 27]) have become increasingly prevalent. This is mostly due to the fact that these methods truncate differentially-expressed spots from the regressions, implicitly restricting normalization to be performed based on mostly-constant protein spots, while explicitly modeling both multiplicative (e.g. differences in protein load/spot staining) and additive biases (e.g. background staining). In the case of DIGE approaches, normalization is performed based on the presence of a common internal standard (usually labeled with Cy2) in all gels, so protein quantity in the other channels (Cy3 and Cy5) are commonly given as ratios in relation to the internal standard (Cy3/Cy2 and Cy5/Cy2). Nevertheless, corrections are required to account for multiplicative biases, not only due to differences in protein load, but also due to differences in fluorescence efficiency between dyes, which implies that the use of methods such as VSN is also relevant in this context.

Finally, there’s the issue of data transformation, which attempts to address the positive correlation that exists between a spot’s abundance and its variance. This can be attributed to the fact that high-abundance spots tend to have larger areas and, therefore, volume calculations for high-abundance spots are affected by a larger amount of noise, since the errors of single pixels add up. This is a problem for e.g. ANOVA-based analyses, which usually assume not only that spot abundances are normally distributed and independent, but also that variances are homogeneous (i.e. homoscedasticity). To assess if such a transformation is required, it is common to plot each spot’s standard deviation as a function of its mean abundance, in order to visually assess whether there is any specific trend. The classical way of correcting these trends is through a log-transformation, which usually displays a strong variance stabilization effect on highly-abundant spots. On the other hand, log-transformation cannot handle negative values and is unstable for values near zero, which is probably why other transformations (e.g. arsinh and cubic root) seem to provide better results [5]. There are also suggestions that more generalized transformations should be used (for example, the Box-Cox transform or other types of power transforms), with the specific transform function being chosen through (e.g. maximum-likelihood) fitting [28]. Many 2DE analysis software packages, particularly in the case of DIGE, already return log-transformed data (and often perform normalization in log-space), which is sensible given that (relative) abundance results often constitute ratios.

5. DATA VISUALIZATION/EXPLORATORY DATA ANALYSIS

The first step after applying the appropriate normalization and transformation methods should be to look at the data itself, as it constitutes an important diagnostic step in the assessment of the quality of data (and of the underlying experiment). This helps to avoid erroneously taking statistical artifacts as meaningful biological signal. Fig. (5) illustrates this by showing a situation where a confounding variable (in this case, sex) induces what’s known as the Yule-Simpson paradox: the answer to the question “is this protein’s expression positively or negatively correlated with body weight?” depends on whether the population is treated as one or as two sub-populations. It is particularly due to these types of situations that an assessment of sample heterogeneity is important before any statistical tests are applied.

The problem with proteomic datasets (and other –omics datasets) is that the common tools for exploratory data analysis (e.g. boxplots, scatter plots) are inadequate for visualization of points/vectors in a p-dimensional space (where p is often on the order of hundreds or thousands of variables/spots). On the other hand, the intrinsic dimensionality of the subspace implied by the samples (minus noise) is usually quite low, particularly with simple experimental setups (e.g. one homogeneous group is compared against another homogeneous group), which justifies the use of multivariate dimensionality reduction approaches that attempt to preserve most of the high-dimensional information through either projections (e.g. principal component analysis, PCA) or embeddings (e.g. multidimensional scaling, MDS) in low-dimensional spaces (usually 2 or 3). Due to the low number of samples and high number of features in typical 2DE experiments, these datasets display specific properties (e.g. multicollinearity and sparse sampling of the feature space) which can be problematic for some multivariate approaches [29, 30]. Several papers within the field of proteomic data analysis explore, discuss and review some of these methods [1, 5, 7, 11, 14, 17, 31-36].

5.1. Linear Projection Methods

Linear projection methods approach the issue using linear algebra, often formulating the problem under the form of a singular value decomposition problem, for which there are several known reasonably efficient (i.e. polynomial complexity) algorithms. Principal Component Analysis (PCA) is the most well-known example of such methods, but they also include variants for categorical data, such as Correspondence Analysis, or supervised variants, such as Partial Least Squares Regression.
In the case of PCA, the procedure can be seen as an orthogonal linear transformation of the set of vectors that represent the samples, such that most of the observed variance aligns with the first few axes [37]. This can be efficiently achieved by finding the direction in the p-dimensional space along which most variation occurs (called Principal Component 1, or PC1), then looking for the direction orthogonal to PC1 along which most of the residual variation (i.e., after removal of variation along PC1) occurs (called PC2), then looking for the direction orthogonal to PC1 and PC2 along which most residual variation (i.e., after removal of variation along PC1 and PC2) occurs (called PC3), and so on, until one has a number of principal components equal to the original dimensionality of the dataset (or, alternatively, until the amount of residual variation is below a certain threshold). Then, the projection of every sample vector on these “principal axes” is calculated, effectively performing a basis change (from using the set of variables/features/spots as basis to using the set of principal components as basis) and, optionally, dimensionality reduction (if the vectors are only projected unto a subset of the calculated principal components). An assessment of the quality of the projection is usually performed by looking at the variance explained by each PC: a successful projection usually retains most of the total variance along the first 2 or 3 components, enabling accurate visualization of the samples using (at most) 3 scatter plots. Since, for simple gel-based experimental setups (e.g., one homogeneous group compared against another homogeneous group), the first two components often retain 50-90% of observed variation, one can safely assume that, in these cases, samples which are distant in a 2D PCA projection are also distant in the original p-dimensional “feature space” (i.e., in terms of 2DE gel features).

The output of the PCA procedure is usually given by a “loadings plot” and a “scores plot”. The “loadings plot” shows the weight of each variable (i.e., spot) for the first few principal components (which are simply linear combinations of variables), enabling the visualization of which variables (i.e., spots) contribute the most to observed variance and how these are generally correlated between themselves. The “scores plot” displays the projected samples themselves (usually on the subspace defined by the first two principal components), allowing a visualization of the relations of similarity between samples within the subspace where most variation occurs. An option that is often employed is the use of “biplots”, which show both the weights of variables for each PC, as well as the projection of each sample on each PC. These plots in which “loadings” and “scores” are overlaid can be quite useful, for example, to observe if most variation can be attributed to a large or a small set of spots, or which spots are responsible for a particular outlier, constituting a useful diagnostic tool for the assessment of sample distribution, regardless of other factors or class memberships. For this reason, and given its intuitive geometric interpretation, the use of PCA in gel-based proteomics seems quite established, with generally positive results.

Given that PCA aims to display the subspace along which most variation occurs, the relative scaling of variables (i.e., of the p dimensions of the feature space) is relevant and often highly determinant in terms of the obtained projection. As mentioned before, proteomic data from gel-based experiments often display a correlation between spot abundance and variance (i.e., larger, more intense spots tend to display larger variations), which implies that a PCA will naturally give more importance to higher abundance spots over lower abundance spots. Although variance-stabilizing transforms (like the log or arsinh transforms) usually mitigate this effect to some degree, it is common for “scaling methods” to be applied prior to PCA (and other projection-based methods). A typical choice, dubbed “autoscaling”, is to simply divide each abundance value by the standard deviation of the spot’s abundance after mean centering, effectively forcing variance homogeneity across all variables. Although this ensures that every variable is “treated equally” by the PCA, it also implies that spots displaying very low variances are greatly amplified, often making it difficult to distinguish noise from signal. Suggested alternatives include using a correction parameter (i.e., dividing by the standard deviation plus a constant, rather than just by the standard
deviation), to prevent the amplification of irrelevant spots with very small variations, or the use of “group scaling” (which can be seen as a form of supervised filtering of the variables) [32]. Finally, it is important to have into account that both atypical samples (i.e. outliers) and atypical variables can have a disproportionate weight in determining the obtained projection. Although appropriate scaling might mitigate this to some degree, removal of atypical samples (i.e. gels) or variables (i.e. spots) from the dataset prior to PCA may also improve the quality of the obtained projection.

An illustration of the effect of scaling on the obtained projections can be seen in (Fig. 6). This example is based on an actual 2DE dataset (VSN-normalized) in which two treatments (“A” and “B”) were being compared, with biological samples being taken at three time-points (0h, 6h and 48h). It is straightforward to see that simple autoscaling already provides a significant improvement over no scaling, clearly showing that samples can be roughly clustered in three groups: 48h samples from both treatments, 0h+6h samples from treatment A and 0h+6h samples from treatment B.

An interesting variation on PCA, dubbed Independent Component Analysis (ICA), also looks for orthogonal (i.e. independent or, at least, uncorrelated) directions in the original space, but instead of aligning them along the directions of maximum variance, it aligns them (usually) along the directions of maximum non-Gaussianity (which is assessed using measures such as kurtosis and negentropy) [38]. The underlying logic is that, when measuring the proteome across different homogeneous groups, one is often interested in the spots for which there are differences between the means of the groups (i.e. there is a statistically-significant effect). Assuming the distribution of each group is Gaussian-like, when there are no differences between means for a certain spot, the resulting overall distribution will be Gaussian-like. On the other hand, when there are significant differences between the means of the groups, the sum of their distributions will result in a (probably less Gaussian-like) polymodal distribution. Fig. (7a) shows an example in which three groups/treatments are being compared. It can be seen that, for spots which display little to no differences between groups, the resulting overall distribution will be Gaussian-like (upper panel), while the same cannot be said when there is actually a significant difference between groups/treatments (lower panel). In Fig. (7b), ICA was applied to the above-mentioned example proteomic dataset for illustrative purposes. Looking at the obtained projection, we can see that it is actually quite close to the one obtained via PCA, with the three “main clusters” of samples shown reasonably well separated. In situations of equal (and relatively low) group variances, a spreading of the group/treatment distribution means also implies that the overall variance of the distribution should increase, which is why the directions of maximum non-Gaussianity often coincide with the directions of maximum variance. In this sense, it is not very surprising that PCA and ICA might provide consistent projections, specifically when most of the variation in the dataset is due to the treatment/group effects (rather than just technical noise or intra-group biological variability).

Another type of linear projection-based visualization method is Partial Least Squares regression (or Projection to Latent Structures), which can be seen as a supervised variant of PCA [39]. As such, it does not constitute an unbiased diagnostic tool in the assessment of data quality (as PCA does), but nonetheless provides insightful visual information on the structure of the dataset and its relation with the experimental factors, which is why it is mentioned here as a data visualization tool, rather than strictly as a feature selection tool. This method requires the preparation of two matrices: the X matrix (or matrix of predictors, which contains the spot data across all samples), which is the usual input to a PCA, and the Y matrix (or matrix of responses, which contains the factors/class-membership across all samples). Unlike PCA, which takes the X matrix and attempts to find the directions of greatest variation (regardless of any eventual sample heterogeneity or classification differences), PLS regression provides the directions in the X-matrix space that better explain the variation in the Y-matrix (or, alternatively, the X-matrix vectors are linearly projected onto the subspace where prediction of the factors/class-memberships is optimal). In this sense, PLS can be seen as a supervised variant of PCA where we want to focus on the variables (i.e. spots)
which correlate better with the other experimental variables (factors, groupings, co-measurements), regardless of whether those variables contribute most to the total variance among all spots. Therefore, the usefulness of PLS (and related methods) in data visualization extends beyond simple group-based experimental setups, enabling easy visualization of eventual correlations between proteomic data and other co-measured variables (e.g. transcriptome, metabolome).

Similarly to PCA, a PLS regression is usually presented as a set of plots: X-loadings, X-scores, Y-loadings and Y-scores. Since PLS is usually performed under the constraint that the covariance between X-scores and Y-scores is maximized, these are often represented as a single “scores plot”. In addition, plots of the X-loadings and Y-loadings are often overlaid to better display correlations between predictor (i.e. proteomic) and response variables (within the projected subspace). Also, as for PCA, looking at the distribution of explained X-matrix variance by the latent variables (i.e. the PLS equivalent of the principal components) provides a good assessment of the proportion of variance that is being retained/represented in the projection. Unlike PCA, it is also important to assess the distribution of explained Y-matrix variance, to determine if the observed data (i.e. X-matrix) does indeed contain information that linearly relates to all the experimental factors and/or co-measurements (i.e. Y-matrix).

Furthermore, it is important to take into account the often disproportionally high impact of outliers in the obtained projections, as well as the possibility of overfitting, which can imply poor PLS model stability and low reliability of estimated regression coefficients. For this reason, it is common to apply cross-validation (e.g. k-fold cross-validation, jack-knifing or repeated random sub-sampling) to guide PLS model selection. Cross-validation is generically performed by separating samples into “calibration samples” (used for PLS model construction) and “validation samples” (used to assess the quality of the PLS models), usually repeating the procedure with different calibration/validation groupings. Such procedures provide parameters that quantify the predictability and reliability of PLS models, such as the prediction error sum of squares (PRESS) or the root-mean-square value of prediction error (RMSPE), which can be used e.g. to select the optimal number of latent variables. Outliers can often be detected by e.g. looking for samples with both high Studentized residual and high leverage (which implies that the sample is both atypical and has high impact in the final model), providing an alternative to PCA-based methods of outlier detection.

Finally, as with PCA, the relative scaling of variables in PLS (for both the X and Y matrices) is a very important issue, since it directly affects the obtained projection. In the case of the X-matrix (representing the proteomic data), the above-mentioned statements regarding PCA equally apply to PLS regression. In addition, it is also important to take into account the scaling of the factors (i.e. Y-matrix). Even if we assume mean-centering and autoscaling of the different factors, to ensure that they are given equal weight during the PLS model generation, there are many situations where a certain factor can be encoded in several non-equivalent ways, which are likely to result in distinct PLS models. An example would be the encoding of a “time” variable: if we have an experiment in which samples were taken at 4 different time-points (e.g. at 0 h, 1 h, 6 h and 24 h), the “time” variable can be encoded (at least) in 3 different ways: as 4 (binary) variables or as 1 variable (either encoded as {1, 2, 3, 4} or as {0, 1, 6, 24}, depending on whether we consider the sampling points to be “equally-spaced in feature space” or not).

The use of linear projection-based methods (like PCA and PLS) has obvious advantages, such as the fact that the dimensions of the target space are explicitly defined and
straightforward to interpret (the PCs/LVs are simply linear combinations of the variables/spots), which probably explains their high popularity and success in approaching multidimensional datasets within the context of gel-based proteomics. On the other hand, these methods implicitly assume linearity, that the p-dimensional feature space is metric and that the Euclidean distance is an appropriate measure of dissimilarity between points/vectors (which is the underlying reason for, among other issues, the sensitivity of these methods with regard to the relative scaling of the variables). In cases of very high dimensional feature spaces, it has been shown that the Euclidean distance can be a suboptimal measure of dissimilarity. This is due to the fact that, as the number of dimensions goes to infinity, the spread of the distribution of Euclidian distances between (random) points goes down, implying that, as the number of dimensions goes up, points/vectors become increasingly “equidistant”, when using the Euclidian distance as dissimilarity measure. An explanation of this phenomenon can be seen in the context of k-means clustering [40]. This suggests the need to explore other (possibly nonlinear) methods of projection, or even distinct dissimilarity measures, particularly in the case of complex/highly structured experimental designs (e.g. involving several factors, using heterogeneous groups).

5.2. Distance/Embedding Methods

Embedding methods, of which Multidimensional Scaling [41, 42] is the best-known example, take a distinct, two-step approach: first, a dissimilarity matrix (which contains the distance between every two objects) is calculated from the high-dimensional data, using a chosen metric or non-metric measure of dissimilarity between objects (i.e. gels or spots); then, the objects (gels or spots) are embedded in a low-dimensional space in a way that some measure of reconstruction error is minimized. In the case of Classical/Metric Multidimensional Scaling (MDS), the configuration of points is chosen so that it minimizes a strain/stress function (usually, the sum of squared differences between the actual calculated distances and the distances achieved in the low-dimensional embedding). Alternatively, other type of reconstruction error criteria can be used, as in the case of Non-metric Multidimensional Scaling (NMDS), where the embedding is performed so that the ranks of inter-gel or inter-spot dissimilarities are (as far as possible) preserved in the low-dimensional embedding.

Besides the method of embedding, one has to be aware of the impact of the chosen dissimilarity measure on the final result. The most intuitive type of dissimilarity measure would be the Euclidian distance over the p-dimensional “feature space”, which (as already mentioned) is the distance implicitly used when linear projection-based methods (e.g. PCA) are applied. In fact, when Classical MDS is performed using Euclidean distance as dissimilarity measure between samples, the results obtained are similar to the results obtained when performing a PCA on those samples. In this sense, Classical MDS can be seen as a generalization of PCA, which allows the use on non-Euclidian dissimilarity measures, while other types of MDS can be seen as generalizations of Classical MDS, allowing the use of different embedding criteria. The immediately obvious advantage of MDS-based methods over PCA-based methods for data visualization is the possibility of applying alternative dissimilarity measures that can address some of issues regarding the use of Euclidian distance (e.g. high dependence on the relative scaling of variables, sub-optimality for very high dimensional datasets).

The number of constraints on the applicable dissimilarity measures is small: the measure should be strictly non-negative, symmetric (i.e. the distance between A and B should be the same as between B and A) and zero if (and only if) the two objects/samples are the same (formally, it should constitute a semimetric). Specific examples include variations and generalizations of the Euclidean distance, such as the Harmonically Summed Euclidean, Mahalanobis or Minkowski distances, but also other types of dissimilarity measures, such as cosine distances or correlation-based measures. The latter are particularly interesting choices since, in practice, the correlation between spot intensity in two different gels and the correlation between two spots across all gels are often a good measure of how similar these are.

In Fig. (8), the effect of performing MDS on different dissimilarity matrices is displayed, using the same example as before. As expected, the configuration obtained when using the Euclidean distance as dissimilarity metric is consistent to the one obtained using PCA. On the other hand, other dissimilarity measures also seem to perform equally well, in terms of achieving good separation between known clusters (particularly the measures based on Kendall’s correlation and Minkowski distances with p < 2). It is particularly interesting to note that no scaling is required before calculating correlation-based measures, which underlines their general scale-independence and robustness when dealing with high dimensional datasets. Also, the generally better performance for norms with a low power parameter compared to norms with a high power parameter suggests that, at least in this particular case, the number of affected spots is more informative than the magnitude of the individual effects of the spots, for the purpose of establishing sample similarity.

Another interesting generalization of PCA, allowing for nonlinear principal components, is known as Kernel PCA [43]. It bears resemblance to “distance-based methods”, however it operates on the samples indirectly by representing them as a matrix of similarities (i.e. a kernel matrix, containing dot products between vectors), rather than dissimilarities (i.e. a distance matrix). Of course, as in the case of MDS, there are also different possible ways of representing similarities, which generate different (possibly nonlinear) projections. Kernel generalizations of PLS regression also exist [44].

Finally, it is worth to talk separately about a popular and useful subset of classification/embedding methods generally dubbed “clustering methods”. These also involve the estimation of a dissimilarity matrix from a dataset, which is then used to separate either gels or spots according to how similar they are, either through agglomerative or partitioning methods. In the case of partitioning methods, like k-means clustering, segregation of samples is performed in a top-down fashion (i.e. samples are “separated into clusters”). On the other hand, the very popular (hierarchical) agglomerative clustering methods perform classification in a bottom-up
Fig. (8). Plots showing the impact of using different dissimilarity measures on the obtained MDS embeddings for the example dataset, with the symbol coding for treatment group (either “A” or “B”) and color coding for sampling time (light grey, dark grey and black for 0h, 6h and 48h, respectively). On the left, correlation-based dissimilarity measures were used (1-\(r^2\) above and 1-\(r^2\) below). On the right, MDS embeddings based on Minkowski distances (with different values for the \(p\) parameter), which is, in specific cases, equivalent to the use of distances such as Euclidean, Manhattan and Chebyshev. Mean-centering and autoscaling of the dataset was performed before calculating dissimilarities based on Minkowski distances.

5.3. Other Methods

An often-used plot in transcriptomic experiments is the “heatmap” (Fig. 9), which can be also successfully applied to proteomic data. This type of plot attempts to directly display the values of each feature (i.e. spot) across all samples (i.e. gel) using a color gradient to encode protein abundance. Some form of seriation (i.e. ordering of gels and ordering of spots) is usually applied so that particular clusters of gels/spots become visually apparent. This seriation is often achieved using hierarchical clustering to provide a “support tree”. Overall, the interpretation of these types of plots is very intuitive, providing immediate information on global protein abundance trends across all spots and gels.

Another interesting group of visualization methods are Self-Organizing Maps (SOM), which provide a low-dimensional discrete representation of the original \(p\)-dimensional “feature space” (i.e. a map) obtained through unsupervised training, using a type of adaptive vector quantization that iteratively optimizes a topology-preserving mapping based on the distribution of samples in the original feature space [45]. Unlike e.g. PCA, self-organizing maps do not assume that the distribution of sample mostly lies along a plane (or some equally simple manifold) in the original feature space, as these are optimized to (as far as possible) represent the whole range of samples regardless of the shape of their distribution in the original feature space.

Examples of such mappings can be seen in (Fig. 10), in which SOM were trained with our example dataset. Interpretation of these mappings is generally intuitive and follows the same underlying logic of other projection/embedding methods: samples assigned to the same node/circle are very similar, samples assigned to directly adjacent nodes are less similar, but still somewhat similar, and so on (i.e. samples spatially close are similar, samples spatially far are dissimilar). On the other hand, unlike PCA/MDS, where the spatial
Fig. (9). Heatmap plot showing the abundance of each spot in the example dataset across all gels, encoded as color (brighter tones for “above average” abundance and darker tones for “below average” abundance). Each sample is identified according to the treatment and sampling time (“At1-X” is a sample taken at 0h from treatment A, for instance). Sample and variable ordering was performed using agglomerative hierarchical clustering as basis (with Euclidean distance as dissimilarity measure and following the “complete linkage” criterion), indicated by the presence of dendrograms for rows and columns. The dataset was pre-processed by mean-centering and autoscaling the variables.

Fig. (10). Plots showing the use of unsupervised SOM to model the subspace spanned by the samples of the example proteomic dataset, using either a 2×2 (left), 3×3 (center) or 4×4 (right) hexagonal grid of nodes. Samples are directly mapped on the simplified 2D representations of the feature space, with the symbol coding for treatment group (either “A” or “B”) and color coding for sampling time (light grey, dark grey and black for 0h, 6h and 48h, respectively).
distance between samples in the simplified space usually constitutes an estimate of the actual distance/dissimilarity in the original space, no such simple assumption can be made in the case of SOM. In a simplified way, SOM can be seen as a type of clustering (of the k-nearest neighbors type), with a pre-defined number of centroids, in a way that topological relations between clusters (i.e., if they are “neighbors” or not) are retained. The use of rectangular or hexagonal grids therefore seems natural as topological constraints for the SOM, as these types of graphs can be readily plotted in 2D. Like other randomized/stochastic clustering methods, it is often necessary to repeat calculations a few times to ensure that stable and consistent configurations are obtained. Looking at the results of these three mappings, they seem to be generally consistent with the PCA and MDS results, showing the three main clusters of samples that are also apparent with other visualization methods (“early A samples”, “early B samples” and “late A+B samples”) as fairly separated.

There are also other possible (more advanced) methods that are sensitive to local structure/topology, such as the graph-based Isomap method [46] and Maximum Variance Unfolding [47], or very generic methods that work very well even for extremely complicated datasets (e.g. artificial neural network-based methods [23, 48]). The problem with some of these relates to the fact that they require dense sampling of the phase space (i.e. high number of replicates) for an accurate “manifold learning”, which probably constrains their usefulness in the context of most gel-based proteomic experiments. Fig. (11) shows the low stability of an Isomap embedding with a low number of samples, in terms of configuration microstructure, given the observed differences as the k parameter (which defines each sample’s “neighbourhood” as its k-nearest neighbors) is changed, even though the global trends (e.g. “late” samples are always separated from all the others) seem to be preserved.

For a final comparison of the different possible unsupervised data visualization approaches possible, we generated an extrapolated dataset based on our example dataset by modeling each of the 6 groups (“A-t0”, “A-t6”, “A-t48”, “B-t0”, “B-t6” and “B-t48”) as multivariate Gaussian distributions and drawing random samples from them. This synthetic dataset was generated to simulate a (best-case) situation, in which 20 gels (n = 120 total gels) were ran for each group (and each of the groups is appropriately shaped, without any outliers), in order to assess the performances of the different visualization approaches. In Fig. (12), a comparison between using PCA, ICA, MDS with a Pearson correlation-based distance, MDS with a Kendall correlation-based measure, SOM and Isomap embedding on this hypothetical dataset is shown. It is interesting to note the particularly good performance (given that it consists of a purely unsupervised method) of Isomap embedding in this situation of dense sampling, with convex clusters, being able to perfectly separate the 6 groups. The rest of the methods provided generally

---

**Fig. (11).** Plots showing the use of Isomap embedding to display inter-sample similarity (Euclidean distance after autoscaling was used in this example), using different values for the k parameter (which defines the number of neighbors to consider). Samples are directly mapped on the simplified 2D representations of the feature space, with the symbol coding for treatment group (either “A” or “B”) and color coding for sampling time (light grey, dark grey and black for 0h, 6h and 48h, respectively).
Fig. (12). Plots comparing the performance of some of the discussed visualization methods for a synthetic dataset based on our gel-based proteomic example (top row: PCA (with autoscaling) and MDS with Pearson correlation-based distance; middle row: ICA (with autoscaling) and MDS with Kendall correlation-based distance; bottom row: Isomap embedding (with autoscaled Euclidean distance and k=5) and 3×3 hexagonal grid SOM). Each group is identified with a different shade of grey.
acceptable projections/embeddings, apart perhaps from MDS with Pearson correlation-based distance, which fails to show any meaningful separation between groups.

6. FEATURE SELECTION

An essential step in the gel analysis workflow is “feature selection”, which consists of separating relevant from irrelevant spots. In this specific context, the scientist is usually interested in selecting only the subset of spots that are “interesting” (i.e. display consistent differences in abundance between experimental treatments/groups or display a strong correlation with an experimental factor) for downstream MS-based identification. This step is therefore important to prevent waste of time and resources on the identification of features that are not affected by the experimental factors in any significant way. Choosing between the different types of possible approaches can depend not only on issues related to the purpose and design of the experiment, but also on the nature of the dataset, which is why the application of data visualization tools prior to feature selection is advisable.

6.1. Univariate Methods

The classical approach for feature selection in gel-based proteomics involves the application of univariate methods on each feature separately, usually to look for differences between experimental groups in terms of some measure of central tendency (such as the mean) through statistical hypothesis testing. This is done by formulating a null hypothesis (usually something like “there are no differences in means between groups”) and performing a specific statistical test for which the distribution under the null hypothesis is known (or can be estimated/approximated). From this statistical test, a p-value is usually derived, which provides an estimate of the probability of obtaining a test statistic value equal or higher than the one obtained, under the assumption that the null hypothesis is true (i.e. an estimation of the likelihood of erroneously rejecting a true null hypothesis). Although it can be seen as somewhat arbitrary, it is common for researchers to set a threshold value (often p = 0.05 or p = 0.01) and only consider as “statistically significant” changes for which the estimated p-value is below this threshold.

Concerning types of tests used, these are generally separated into parametric and non-parametric tests. Parametric tests, like Student’s t-test, Analysis of Variance (ANOVA) and related methods (e.g. General Linear Models) generally work under the assumption that the group sample distributions display certain properties (e.g. that they are normal and that their variances are homogeneous). While these methods are particularly sensitive, they also tend to perform less well in the presence of outliers and/or when significant deviations from the set assumptions exist.

Non-parametric approaches, on the other hand, generally avoid making assumptions about the underlying sample distributions. A commonly used example is the Wilcoxon-Mann-Whitney U-test, which displays a higher robustness in the presence of outliers compared to parametric approaches, besides having softer requirements (group distributions should be similar, but not necessarily normal). Another class of possible non-parametric approaches (based on resampling methods) explores the fact that, in a typical gel-based proteomic experiment and almost regardless of the type of test applied, the overwhelming majority of protein spots tend to display effects sizes that are considered “not significant” (i.e. the data does not support rejection of the null hypothesis of “no effect”), which provides an empirical basis for explicit estimation of the distribution of some test statistic or pivotal quantity (e.g. Cohen’s d statistic, Behrens–Fisher’s test) under the null hypothesis. Almeida et al. provide an example of these types of nonparametric approaches within the context of gel-based proteomics [23]. Fig. (13) also illustrates another possible iterative scheme based on the use of random permutations and bootstrap resampling to explicitly estimate the distributions of a test under both the null hypothesis and alternate hypothesis, rather than relying on some (possibly asymptotic) approximations that assume certain group distribution shape properties. It starts by applying some arbitrary preliminary test and considering its usual approximated distribution (in the case of Student’s test, the t-distribution) as basis for setting an appropriate threshold. This allows an initial estimation of which spots are “significant” or not. Estimation of the distribution of the chosen pivotal quantity (in this case, Behrens–Fisher’s test) under the null hypothesis can be performed using random permutations, as sample labels should be interchangeable in the case of “no effect”. In the case of spots for which the null hypothesis was rejected (i.e. “significant” spots), sample labels are not interchangeable, so estimation of the distribution of the test under the alternate hypothesis has to be performed in some different way (e.g. bootstrapping samples with replacement). In both cases, it can be helpful to add a small amount of multivariate Gaussian noise (e.g. scaled so that its standard deviation is on the level of technical noise) to smooth out the discrete/sparse nature of the sampling. After having appropriate estimations of the distribution of the test under both the null and alternate hypothesis, it becomes possible to set an appropriate threshold for the test that achieves a balance between a low estimated false positive rate and a low estimated false negative rate. The whole process is then repeated, but using now the chosen pivotal quantity/statistical test and an appropriate threshold for segregation of “significant” from “non-significant” spots, being iterated several times. Due to the stochastic nature of these tests, there is no guarantee of convergence, so it is advisable to simply log the number of times each spot is selected as “significant” and stop iterating once it becomes clear which spots are consistently considered as such.

One important issue, regardless of the type of univariate approach employed, is how to set an appropriate threshold for a test statistic (or, alternatively, how to set an appropriate p-value threshold) to separate “significant” vs. “non-significant” spots, in a way that there is some degree of control over the overall number of false positives. This issue is particularly relevant within the context of proteomics (and other –omics), where univariate hypothesis tests are often performed over several hundred (or thousand) variables. In these cases, setting an arbitrary low threshold (like p = 0.05) is not sufficient to prevent the occurrence of false positives, which is why it is necessary to directly address this using “multiple testing correction” methods.
Fig. (13). Flowchart showing a generic non-parametric resampling approach for feature selection allowing the use of an arbitrary pivotal quantity/statistical test (in this case, Behrens-Fisher’s test is used). These types of approaches avoid as much as possible making any pre-determined assumptions regarding distribution of the test under the null hypothesis or the underlying distribution of the samples.
The simplest type of multiple testing correction is Bonferroni correction which consists in applying a p-value threshold of \( p = \alpha/n \) (where \( n \) is the number of performed comparisons/spots and \( \alpha \) is the overall probability that, over all the \( n \) comparisons, one or more constitute false positives). So, for example, if we are performing univariate hypothesis tests over 600 spots, while setting the p-value threshold to \( \alpha/600 \) will ensure that the probability of any false positives over all the comparisons is only 5% (i.e. the family-wise error rate, or FWER, is 5%). Other types of multiple testing correction methods are known, some of which exploit knowledge on the distribution of p-values and the correlation between the different tests to achieve a better performance over the classic Bonferroni correction, while still effectively allowing some control over the FWER (e.g. Šidák correction, Holm-Bonferroni method, Simes procedure). It is also possible to use a less stringent criterion for multiple testing correction, such as the false discovery rate (FDR), rather than the FWER. The use of such FDR methods (such as Benjamini-Hochberg’s or Storey’s procedures) provides an increase in power (i.e. less false negatives) at the expense of a small (but quantifiable) increase in false positives. In the context of proteomics, some publications provide interesting discussions in this area (e.g. [1, 5, 49, 50]).

Finally, many authors have expressed concerns regarding the overly high reliance on univariate hypothesis testing and reporting p-values in most scientific fields [51-53]. One of the problems is that the interpretation of a p-value is not immediately intuitive, since it doesn’t usually provide information on the probability of the effect being real (i.e. what the researcher usually would like to know), but on the probability of a non-existent effect attaining the same level of significance, which is not exactly equivalent. Another problem is that simply reporting p-values, although it allows the reader to infer on the likeliness of a certain effect being a false positive, does not really provide information on the magnitude of that effect. Despite these shortcomings, univariate approaches are likely to remain a staple for feature selection (both in gel-based proteomics and other scientific areas) due to their simplicity and power. Particularly in the –omics fields, the application of these methods within multiple testing correction frameworks allows a formal approach to feature selection that explicitly addresses and limits the occurrence of false positives, which probably justifies their central role in feature selection. Nevertheless, it is recommended that the reporting of results of univariate hypothesis testing as p-values is supplemented by some estimate (or confidence intervals) for the effect size (as assessed by, e.g. Cohen’s d), providing the reader with information on both the likeliness of an observed effect being a false positive and on the apparent magnitude of said effect.

6.2. Multivariate methods

Besides the classical univariate approaches for feature/variable selection, it is increasingly clear that (also unsupervised, but particularly supervised) multivariate approaches are essential tools that complement univariate approaches in the context of both data visualization and feature selection, also providing important insights on variable correlation that are otherwise impossible to obtain through univariate approaches [1, 5, 7, 11, 14, 17, 31-36].

By far, the most used method for multivariate feature selection in gel-based proteomics is PLS regression (and variants), which was already mentioned in the context of data visualization. The advantage of this method is flexibility, since it allows one to look for protein spots that “explain” a certain set of experimental factors or protein spots that correlate to some other co-measured parameters. PLS regression allows, for example, the development of novel and useful “data fusion” approaches (e.g. [54]) that exploit knowledge on the joint distribution of proteomic and non-proteomic data. On the other hand, a disadvantage is that PLS regression tends to assign nonzero coefficients to (almost) every spot, for every latent variable, which is an issue most PLS variants try to address. One such method is called “PLS with jack-knifing”, which basically consists in applying jack-knifing cross-validation (i.e. removing one sample at a time from the training set) and assessing the stability of the coefficients for each latent variable. In the case of a coefficient sign inversion, for instance, we can assume that its loading in the latent variable is not significant, and its coefficient can therefore be set to zero (effectively ignoring variables which do not have a consistent correlation with the factors/co-measurements of the Y-matrix). Many other variants exist, and the performance of some of these (PLS with jack-knifing, CovProc, PLS with cross-model validation and Power-PLS) has already been compared and discussed in the context of gel-based proteomics [55]. There are also other approaches (generically called “sparse PLS”) which use regularization methods (e.g. LASSO penalization, elastic net regularization) to minimize the number of nonzero coefficients in the latent variable loadings (i.e. make the loading matrix sparse), easing the distinction between significant and non-significant loadings [56-58].

Besides PLS regression methods, other supervised classification and machine learning methods also have potential for application as multivariate feature selection approaches, such as decision tree learning methods [48], soft independent modeling by class analogy [59-61] (SIMCA), support vector machines [62, 63] (SVM) and artificial neural networks [23, 48] (ANN). These methods are very general and tend to be applicable to all sorts of datasets, including the ones from gel-based proteomics. It is important to note that some of these also tend to display the non-sparsity problem (i.e. rely on many/all spots for classification, even the ones that do not provide much information), and often maintain complex internal representations that prevent a straightforward interpretation in terms of “interesting protein spots” (e.g. multilayer ANN, kernel SVM). On the other extreme, some of these methods also suffer from the opposite problem, which is to simply focus on a minimal set of non-redundant spots that enable sample classification (e.g. heavily pruned decision trees). The issue with these approaches (outside of the context of classification) is that they tend to ignore spots which might be relevant, but that display a high degree of correlation with some other, even more relevant, protein spot. This issue can be partially mitigated either with filtering strategies (e.g. previous removal of highly relevant and/or generally irrelevant spots) or through the application of sequential methods (e.g. a classification strategy is applied to determine
the most relevant spot, that spot is removed from the dataset and the strategy is repeated to determine the second most relevant spot, etc. until all spots are ranked according to relevance).

To conclude, though these multivariate approaches do not replace the use of univariate hypothesis testing in gel-based proteomics, for the purpose of feature selection, they do provide an important complement, being particularly relevant in experimental contexts with more complex designs (e.g. fractional factorial designs) and/or when extensive co-measurement of non-proteomic data is performed. While results obtained through different feature selection approaches do not perfectly overlap, protein spots that display a very strong and consistent effect regarding a particular factor do tend to be selected, regardless of the type of approach undertaken, which can be exploited as a way of separating strongly affected spots from the ones that are only marginally so.

7. FINAL CONSIDERATIONS

Throughout this paper, several ways of approaching data visualization and feature selection within the context of gel-based proteomics were discussed. One important fact to have in mind is that all these methods depend on appropriate data quality, regardless of the chosen approach, which is why the experimenter must follow through the upstream steps (experimental design, experimental practice, sampling, sample processing and instrumental analysis) with all the required care in order to ensure both meaningful and statistically-sound results (this is commonly known as the “garbage in, garbage out” principle).

After image analysis, it is essential to understand which type of data is provided by the analysis software and, if needed, pre-process it. The experimenter should then proceed to exploratory data visualization (in order to assess data quality and determine the general trends) and feature selection (in order to obtain the subset of protein spots that are affected by the experimental conditions), both of which depend on the type of dataset and the type of biological problem involved (i.e. experimental design factors).

Looking at all assessed data visualization methods, PCA does seem like a good “default” choice, as it provides a fairly good and unbiased view of a dataset along the subspace where most variation occurs. It is therefore not surprising its standard use in 2DE-based publications, as most readers are probably already familiarized with it, providing them with a global overview of sample distribution/group homogeneity. Within this context, although it does not yet seem to be a standard, the use of heatmaps for 2DE-based publications also seems to be a very good idea, as it provides very detailed information about spot intensity across all gels, in a dense (but still visually informative) way. Other types of unsupervised approaches also seem to be relevant, at least for data exploration purposes, with ICA, MDS (with Kendall correlation-based distance) and SOM being suggested as particularly interesting. While there are similarities in how these methods approach data visualization, observing the differences in how they organize samples can provide additional insight about the groupings and heterogeneity in the dataset.

Regarding feature selection methods, it is important to take into account that what distinguishes a “relevant” from a “non-relevant” feature depends on the underlying biological question that is being addressed, as well as on the specific purpose of the experiment. As such, it is important to make the distinction between strict situations, where no false positives should occur at all (e.g. if one is looking for consistent and reliable molecular markers of some pathological state), and less strict situations, where a low (but quantifiable) amount of false positives is acceptable in order to reduce the number of false negatives (e.g. if one is simply interested in generally knowing which major pathways are affected by a particular stimulus). In the first case, it is highly advisable to restrict oneself to the use of conservative approaches that explicitly attempt to control the occurrence of false positives (e.g. univariate test with multiple testing correcting). Also, in this case, unless one is sure that the dataset follows the usual parametric assumptions (normality and homoscedasticity), it is best to use non-parametric approaches (e.g. estimation of the distribution of a test under the null hypothesis using random permutations), as the computational overhead associated with them is negligible nowadays. Regardless, it is highly advisable to present some estimate of the effect size (e.g. Cohen’s d, Hedges’s g) along with reported p-values (among other things, for the purpose of meta-analysis). In the second case, the use of alternative feature selection methods (particularly PLS regression-based methods) have been shown to provide a useful complement to the classical approaches based on univariate hypothesis testing. The use of these tools also allows the possibility of directly addressing intra-group heterogeneity, by enabling the integration of co-measured parameters in the feature selection process, opening up the possibility of novel “data fusion” methodological approaches for a better understanding of the sources of biological variability.

Concluding, this paper has shown the usefulness of several multivariate tools in the context of gel-based proteomics. The importance and relevance of these types of integrative approaches will have a tendency to increase, as technical and technological advances increasingly push forward both the quantity and complexity of available data within the context of proteomics (and molecular biology in general).
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