Research and Design of Open Convolutional Neural Network Based on FPGA
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Abstract. In this paper, using the fluidity and parallelism of FPGA, we design a set of memory scheduling mechanism to implement an open convolutional neural network. The self-built vehicle database and the cropped and zoomed Daimler Pedestrian Detection Benchmark dataset are each trained under different network structures, and their recognition rates reached 97.8% and 98.6%. An open feedforward network is implemented on the FPGA platform, and experiments show that for small convolutional networks with different structures, the FPGA platform can increase its recognition speed when resources permit.
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1. Introduction

Convolutional Neural Network (CNN) performs well in tasks such as image classification, semantic segmentation, object detection, and tracking, so they have become the focus of attention. This technology has also been widely used in industry, such as autonomous driving, video surveillance, voice recognition, etc. [1, 2, 3]. However, it needs to consume a lot of computing and storage resources during training and application, it is usually selected as a Graphics Processing Unit (GPU) as the platform for implementation [4]. GPU has the characteristics of high power consumption, it is difficult to play a role in the embedded environment, so more and more researchers began to study the use of Field Programmable Gate Array (FPGA) and Application Specific Integrated Circuit (ASIC) to realize CNN.

CNN's feedforward network is very suitable for FPGA implementation. The parallel computing of FPGA can greatly accelerate the process of convolution calculation. Nowadays, there are many researches dedicated to CNN acceleration using FPGA, mainly divided into two development tools: Hardware Description Language (HDL) [5] and High Level Synthesis (HLS) [6, 7]. For HDL development, researchers often need to choose between power consumption and reconfigurability of the network. Many studies have achieved good results in power consumption and acceleration, but the network structure is actually fixed. Once the network is retrained, corresponding code modifications are required on the FPGA.
This article uses the parallelism of CNN network structure convolution calculation and the reusability of convolution kernel to design a set of memory scheduling mechanism to improve the calculation efficiency for the problem of insufficient internal RAM space; Load the network model in the form of a file to improve reconfigurability. Finally, the vehicle and the pedestrian are used as the detect objects to conduct experiments.

2. Design of detect system
This article is based on the structure of LeNet-5 and adjusted on the basis of its original network structure. LeNet-5 has seven layers, including 2 convolutional layers, 2 pooling layers, and 3 fully connected layers. It was proposed by Yann LeCun in 1998 for handwritten digit recognition [8]. We conduct corresponding training on Matlab for the different layers of the network, the size of the convolution kernel, and whether it is pooled, and identify the targets as pedestrians and vehicles. The trained network will be saved as a file in the form of parameters and imported into FPGA.

In the case of considering only forward propagation, this paper takes advantage of the parallel computing characteristics of convolutional neural networks and considers the premise that the network model is imported through parameters, and implements CNN on the FPGA platform. The overall system structure is shown in Fig 1.

![Figure 1. Identification process.](image)

3. Design of open convolution neural network

3.1. Convolution calculation
In this paper, the convolution calculation module includes 5 × 5 and 3 × 3. The following introduction takes 3 × 3 as an example. Since the convolution operation module has the characteristics of multiple inputs and multiple outputs [9], the characteristics of FPGA pipelines can be used to implement the convolution operation. As shown in Fig 2, using 2 shift registers can complete a 3 × 3 convolution operation every clock. Before starting the convolution calculation, the first shift register is buffered, then the convolution operation starts at the second clock after the first image pixel is output from the second shift register.
Fig 3 is a timing diagram of the convolution operation process. The detection window size is 32 * 32, the depth of the shift register is 32. After the pixel data enters the first register, it moves out of the second register after 64 clocks. Controlled by the signal of shift_en. At the same time, within the first 9 clocks, the corresponding convolution kernel weight data will be read into the corresponding weight register. After that, the conv_en signal is set high and the convolution operation starts.

![Figure 2. 3*3 convolution process.](image)

3.2. Pooling

Pooling operation is usually performed following convolution calculation, which is used to reduce the feature dimension and the number of parameters [10]. Common pooling methods are maximum pooling and average pooling. In this paper, average pooling is used. As shown in Fig 4, in the implementation

![Figure 3. Timing of 3*3 convolution.](image)

![Figure 4. Pooling process.](image)
of the FPGA platform, the shift register method is used to average the data in the 2 * 2 area. After adding the 4 data, the result is shifted to the right by two digits to obtain the average value.

4. Memory scheduling of FPGA

Most CNN systems implemented in HDL are aimed at a fixed network structure, and the storage unit needed and the time of various operations to be performed in the network can be planned in advance. Using the pipeline structure, the operating efficiency of the entire network can be improved within the scope of resources. But this means that the network structure must be determined first, and the training part of the host computer must get a definite result. To make the FPGA side compatible with networks with different structures, the overall status of the network can be obtained by loading the network model parameters. The format of each layer of parameters in the network is shown in Fig 5.

Before the calculation of each layer, all information of the layer must be read from the ROM, including the current layer number, the size and number of convolution kernels, whether to pool, etc. The specific process is shown in Fig 6, where the number of input and output feature maps of the current layer is set to 6 for explanation. F1 ~ F6 are 6 RAM storage units, which store the calculation results of the previous layer, that is, the feature map group to be read out for convolution operation, F7 ~ F12 are the storage unit groups of the current layer calculation results, C1 ~ C6 Represents 6 convolution kernels. Proceed as follows:

Step1: copy the input original picture to F1 ~ F6;
Step2: Starting from i = 1 (i = 1, 2, ..., 6), perform a convolution operation on the data in F1 ~ F6 and Ci to obtain a total of 6 calculations for Tj (j = 1, 2, ..., 6) result;
Step3: If pooling is required, the result Tj obtained in the second step is pooled, otherwise step 4 is entered;
Step4: accumulate the 6 result graphs obtained according to the corresponding pixel positions and write them into Fi + 6;
Step5: judge whether to calculate to the last convolution kernel C6, if yes, then end, otherwise proceed to step 2.

| Input image size | Output image size | Total level | Current level | Maps quantity | Kernel quantity | Kernel size | Whether to pool | Weights of kernel |
|------------------|------------------|-------------|---------------|---------------|----------------|-------------|----------------|-------------------|
|                  |                  |             |               |               |                |             |                |                   |

Figure 5. Format of parameters.
Using the memory scheduling mechanism to realize the "ping-pong storage" of the feature map is essentially the reuse of the RAM storing the feature map. In terms of timing, the calculation of different feature maps between layers and in each layer is a serial relationship. When performing convolution operations, the operations of multiple inputs and a single convolution kernel are performed in parallel. As shown in fig 7, Level_1_en is the operation control enablement of the first layer of the network, Feature_11 to Feature_16 represent the input of the first layer, and Core_11 and Core_12 represent the first 2 of the 6 convolution kernels to be calculated at the current layer. In the calculation of the first layer, it can be seen that when calculating the first convolution kernel Core_11, the convolution operation of the 6 input images is parallel, and the correlation operation of the second convolution kernel is only performed after its completion. Finally, after the operation of this layer is completely finished, the next layer is entered.

Fig.8 shows the partially implemented network structure.
5. Experiment

CNN is trained on computer by using Matlab. The vehicle sample set is a self-built sample set, the data size is 32*32 pictures, the image value range is 0 to 255, the training sample set contains 40,000 images, and the test set contain 25000 images; the pedestrian sample set uses Daimler Pedestrian Detection in the 48*96 size part of Benchmark [11], the training set contains 22304 images, and the test set contains 9800 images. To facilitate training, we cut and rescale sample set 32*32 size. Fig 9 shows some samples. Pedestrians and vehicles can each achieve a recognition accuracy of 97.8% and 98.6% respectively on their respective test sets.

Table 1. Run time of pedestrian detection

| Network structure | CPU(i7-7700HQ) /ms | FPGA(XILINX XC6SLX150) /ms |
|-------------------|--------------------|--------------------------|
| Layer=3, core size=5 | 19.1               | 6.018                    |
| Layer=4, core size=3 | 21.8               | 9.015                    |
| Layer=5, core size=5 | 34.3               | 12.331                   |
Table 2. Run time of car detection

| Network structure | CPU(i7-7700HQ)/ms | FPGA(XILINX XC6SLX150) /ms |
|-------------------|-------------------|--------------------------|
| Layer=3, core size=5 | 18.7             | 6.121                    |
| Layer=4, core size=3 | 22.1             | 8.987                    |
| Layer=5, core size=5 | 34.2             | 12.132                   |

6. Conclusion
This paper designs and implements an open convolutional neural network model based on PFGA. The self-built vehicle data set and the Daimler Pedestrian Detection Benchmark data set after cropping and scaling are used to train different network structures, and the network parameter file will be read and run by itself. Compared with the computer, it is subject to the FPGA's own resources and program optimization. Currently, it can only run small convolutional networks with 3 to 6 layers and no more than 12 single-layer convolution cores. The design of the algorithm has room for further optimization.
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