A 2.15 hr ORBITAL PERIOD FOR THE LOW-MASS X-RAY BINARY XB 1832-330 IN THE GLOBULAR CLUSTER NGC 6652
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ABSTRACT

We present a candidate orbital period for the low-mass X-ray binary (LMXB) XB 1832-330 in the globular cluster NGC 6652 using a 6.5 hr Gemini South observation of the optical counterpart of the system. Light curves in g' and r' for two LMXBs in the cluster, sources A and B in previous literature, were extracted and analyzed for periodicity using the ISIS image subtraction package. A clear sinusoidal modulation is evident in both A's curves, of amplitude $\sim$0.11 mag in g' and $\sim$0.065 mag in r', while B's curves exhibit rapid flickering, of amplitude $\sim$1 mag in g' and $\sim$0.5 mag in r'. A Lomb-Scargle test revealed a 2.15 hr periodic variation in the magnitude of A with a false alarm probability less than $10^{-11}$, and no significant periodicity in the light curve for B. Though it is possible that saturated stars in the vicinity of our sources partially contaminated our signal, the identification of A's binary period is nonetheless robust.
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1. INTRODUCTION

Globular clusters are efficient factories for the production of low-mass X-ray binaries (LMXBs), due to their high central densities and increased rates of stellar interactions (Clark 1975; Verbunt & Lewin 2006). The dynamical formation mechanisms in globular clusters produce LMXBs with different characteristics than those in the rest of the galaxy, particularly in their overproduction of ultracompact (P < 80 minutes) LMXBs requiring a degenerate donor star (Deutsch et al. 2000). Numerous LMXBs have been detected in globular clusters around other galaxies (e.g., Sarazin et al. 2001; Angelini et al. 2001), allowing identification of a metallicity dependence in their formation (Kundu et al. 2002), better statistics of their dependence on cluster structural parameters (Jordán et al. 2007), and high-quality X-ray luminosity functions (Kim et al. 2009; Zhang et al. 2011). However, local globular cluster LMXBs are generally the only objects we can study in detail, obtaining key parameters such as binary orbital periods for use in population synthesis calculations (e.g., Frigos et al. 2008; Ivanova et al. 2008). As of 2011, 15 bright ($L_X < 10^{36}$ erg s$^{-1}$) LMXBs in galactic globular clusters are known; of eleven known periods, five are ultracompact, while two require ($P_{orb} > 15$ hr) evolved donor stars (Verbunt & Lewin 2006; Dieball et al. 2005; Zurek et al. 2009; Altamirano et al. 2008, 2010; Strohmayer et al. 2010). Identification of these orbital periods has generally required Hubble Space Telescope (HST) imaging, or X-ray studies, with the exception of the optically bright AC 211 in M15 (Ilovaisky et al. 1993).

X-ray emission from the globular cluster NGC 6652 was detected by HEAO-1 in 1977–1978 (Hertz & Wood 1985) at $L_X$2–10 keV $\sim 10^{35}$ erg s$^{-1}$, and then at $L_X \sim 10^{36}$ erg s$^{-1}$ by ROSAT in 1990 (Predehl et al. 1991). This LMXB has since been observed by BeppoSAX (in ‘t Zand et al. 1998), ASCA (Mukai & Smale 2000), and XMM (Sidoli et al. 2008) at $L_X \sim 10^{36}$ erg s$^{-1}$. Since 1999 it has been monitored by RXTE’s Proportional Counter Array instrument during the bulge scan program (Swank & Markwardt 2001), finding it roughly constant ($L_X \sim 10^{36}$ erg s$^{-1}$) until 2011, during which it declined by a factor of $\sim 3$.

Deutsch et al. (1998) identified a candidate UV-bright, variable optical counterpart (their Star 49) to the NGC 6652 LMXB at 2.3$\sigma$ from the ROSAT position. Deutsch et al. (2000) found a candidate 43.6 minute period in three orbits of HST V and I imaging, with a Fourier peak at 99.5% confidence. However, only two HST orbits (each including $\sim$45 minutes of on-source time) are consistent with this period, while the third orbit shows strong flickering (see their Figure 1), and Heinke et al. (2001) argued the period was not convincing. Deutsch et al. (2000) note that the optical faintness of Star 49 indicates a small accretion disk and thus also suggests an ultracompact nature.

Chandra high-resolution X-ray imaging of NGC 6652 has revealed several X-ray sources in the cluster, hereafter A through G in order of brightness (Heinke et al. 2001; Coomber et al. 2011). The bright LMXB A (XB 1832-330) was identified by Heinke et al. (2001) with a different blue, variable star, showing tentative evidence for a sinusoidal period of either 0.92 or 2.22 hr. Deutsch’s Star 49 is the optical counterpart of B, a lower-luminosity ($L_X \sim 4 \times 10^{33}$ erg s$^{-1}$) X-ray source. A 5 ks Chandra exposure revealed rapid flaring from B on timescales down to 100 s, from $L_X < 2 \times 10^{33}$ erg s$^{-1}$ up to $L_X \sim 10^{35}$ erg s$^{-1}$. B’s long-term $L_X$ has appeared relatively constant, as it has been detected with ROSAT in 1994, and Chandra in 2000, 2008, and 2011 at similar $L_X$ (Coomber et al. 2011; Stacey et al. 2012).

A and B are somewhat unusual among globular cluster LMXBs in being located well outside the core of their globular cluster (Verbunt & Lewin 2006), in less crowded regions potentially observable from the ground. This motivated us to search for optical periodicities in both A and B using Gemini-South.
2. DATA REDUCTION

We observed NGC 6652 on 2011 May 2 for 6.5 hr with Gemini’s GMOS-S CCD detector. Each exposure was 75 s in duration, and 172 images were taken alternately in the g’ and r’ filters. Raw CCD data were prepared by the Gemini IRAF5 package task GPREPARE, and flat-field and bias corrections, as well as gain multiplication, were performed by the task GIREUCE using Gemini-supplied calibration information.6 The GMOS-S instrument contains three CCD chips, but only the image data from the central chip, containing the majority of the cluster, were used.

Photometry was performed on the images using the image subtraction package ISIS,7 developed by Alard & Lupton (Alard & Lupton 1998; Alard 2000) to deal with very crowded fields exhibiting spatially varying seeing and background levels. ISIS works by transforming images to a common seeing, subtracting these from one another, and performing photometry on the more sparsely populated subtracted images. To minimize point-spread function (PSF) residuals in the subtracted image, ISIS uses a linear least-squares fitting method to optimize a solution for a spatially varying kernel which can be convolved with a reference image to recreate the seeing of individual images. The basis functions of this kernel are taken to be the products of polynomials and Gaussian distributions.

The steps ISIS performs are as follows: first, all images are transformed to a common template coordinate grid using a polynomial astrometric transformation. Next, several of the images with the best seeing are transformed to the same seeing and stacked to form a reference image. A best-fit kernel is then computed for each image, which is convolved with the reference to match the reference image to the seeing of each image. Each image is then subtracted from the convolved reference image. The subtracted images are stacked to form a median image; bright spots in this image indicate either variable stars or saturated stars, for which the PSF matching cannot be done properly, and which therefore generate residuals. PSF-fitting photometry is performed on each subtracted image to generate a light curve for variable objects.

Using a trimmed version of the image (151 × 301 pixels) with ISIS avoided undesirable effects of the many saturated foreground giant stars in the full (1024 × 2304 pixels) image. Since these trimmed images were a manageable size, they were processed in a single section (sub_x=sub_y=1).

Because the coordinates of the two stars of interest, A and B, were already known, ISIS parameters which optimized the variation signal for these sources in the median stacked subtracted image (abs.fits) and also minimized contamination by PSF residuals of nearby saturated stars (see Section 4) were chosen. Each image was transformed to a common coordinate grid using two-dimensional polynomial astrometric re-mapping of degree 1 (DEGREE=1).

In the g’ filter, a reference image for subtraction was created using the four images with the best seeing, and in the r’ filter, eleven best-seeing images were used. Images were processed using 10 stamps in each direction, each of radius 15 pixels (nstamp_x=nstamp_y=10, half_stamps_size=15), a radius for the convolution kernel of 9 pixels (half_mesh_size=9), third degree variations in the background level (deg_bg=3), and a second degree spatial variation of the kernel (deg_spatial=2). The saturation level was left at 1,000,000, as lowering it seemed to contaminate our light curves more severely. After image subtraction, median stacking, and variable detection, the ISIS-derived coordinates (in phot.data) for the centers of A and B were adjusted manually so as to be more aligned with the sources prior to photometry. Photometry was then performed on the subtracted images using a fitting radius of 6 pixels (radphot=6.0). An exploration of the results of varying other photometry parameters led us to conclude that the default values supplied by ISIS were sufficient for our purposes.

3. LIGHT CURVE EXTRACTION AND CALIBRATION

The light curves from the ISIS photometry for A and B appear in Figure 1. Calibration was performed in two steps, according to the method employed by Mochejska et al. (2001); first, the magnitudes of A and B in a template image were computed using the DAophot package ALLSTAR (Stetson 1987). An aperture correction was applied to these magnitudes by comparing the flux admitted through apertures equal to the PSF and 2 pixels larger than the PSF for stars in the vicinity of A and B (central region of the image in Figure 4).

The template image in both filters was chosen to be one with superior seeing. The template magnitudes, m_{phot}, for each source were converted into template image counts, c_{phot}, using the ALLSTAR zero point of 25.0 mag and the exposure time of 75.0 s using the relation

\[ m_{\text{phot}} = 25.0 - 2.5 \log \left( \frac{c_{\text{phot}}}{75.0} \right). \]
Once the counts for A and B in the template image were obtained, it was possible to determine their counts in the stacked reference image used for subtraction, \( c_{\text{ref}} \), by adding the counts on the template image and the delta count value ISIS reported for the subtracted template image, \( \Delta c_{\text{pl}} \). c_{\text{ref}} = c_{\text{pl}} + \Delta c_{\text{pl}}. To convert the light curve point by point into magnitudes, the count values for A and B were computed for each image by subtracting the image’s ISIS delta count values from the reference image count values,

\[
c_i = c_{\text{ref}} - \Delta c_i,
\]

and inserting the results into Equation (1). Errors in magnitude were computed from the ISIS flux errors using the relation

\[
\delta m = 2.5 \log \left( 1 \pm \frac{\delta \text{counts}}{\text{counts}} \right),
\]

where the upper and lower error bounds correspond to the addition and subtraction, respectively.

The second part of the calibration involved attempting to compute the “true” apparent magnitudes using comparison with photometric standards. Two standard field images, of E8-a and 160100–600000, taken with the same CCD chip on the morning of 2011 May 2, were downloaded from the Gemini archive. The southern \( u'g'r'i'z' \) standard star catalog from Smith et al. (2007) was used. A total of 16 standard stars in \( g' \) and 20 in \( r' \) from across both fields were compared to derive calibration factors of 3.12 ± 0.08 mag in \( g' \) and 3.25 ± 0.04 mag in \( r' \) after weighted averages were taken. It should be noted that the factors derived for each field separately varied on the order of 0.1 mag for both filters.

4. LIGHT CURVES AND CONTAMINATION EFFECTS

While Figure 1 shows no periodic fluctuation in B’s light curve, it indicates a clear periodic variation for A in both filters. When A’s light curve is compared to the ISIS light curves for other stars, however, it becomes apparent that a possible contamination exists. In Figure 2, the \( g' \) light curves for several stars, including A, and the inversion of the time variation of the PSF as computed by the IRAF task PSFMEASURE are shown. The PSF has been inverted here for visual aid in identifying curve similarities. Most of the saturated stars in the image displayed light curves that closely resembled the inverse PSF, much like the curve of Star 57 in the figure. This is understandable, since the PSF fitting routine in ISIS cannot properly handle saturated stars, and thus significant ringlike residuals—due to incorrect PSF weighting—appear in the subtracted images. When the PSF is large, the computed flux for saturated stars is too small.

Light curves of several unsaturated stars in the vicinity of saturated stars also appear contaminated by the PSF residuals of their neighbors; see Stars 37 and 91 in Figure 2. Hartman et al. (2004) noted a similar spurious variability introduced in the light curves of stars near saturated sources. Not all unsaturated stars near saturated stars in our images exhibit this effect, however; the curve for Star 63 (see Figure 2), which is adjacent to saturated Star 57 (see Figure 4), displays little similarity to the PSF curve. Looking at the curve for A, it seems plausible that while the PSF has impacted the result to some degree, a true periodic signal exists. Marked dissimilarities between the locations of the peaks in the PSF curve and source A’s curve corroborate this assertion. Results in the \( r' \) filter are similar. 

---

Figure 2. Light curves for several stars in the \( g' \) filter, rescaled and shifted. To emphasize curve resemblances, the inverse of the PSF curve is plotted at top. Star 57, a typical example of a saturated star, has a curve which closely mirrors the inverted PSF. Unsaturated stars in the vicinity of saturated stars can also be affected, as seen in Star 37’s light curve and Star 91’s light curve, which follows the PSF closely. Some unsaturated stars near bright stars do not show this effect, such as Star 63 and, to some extent, Source A.

(A color version of this figure is available in the online journal.)

It is evident from Figure 4 that the comparison stars in Figure 2 are all brighter than A. It is desirable to compare A to a faint star in the vicinity of a saturated star; however, ISIS photometry can be performed only on variable stars, and few of the faint stars in the image were detected as variable by ISIS. Two faint stars that were picked up by ISIS on the subtracted images, Stars 87 and 88, appear in Figure 3. While these are farther from saturated stars than A is, their smaller amplitude variations (compared to A) suggest that A’s signal is not spurious. Indeed, Star 91’s light curve (also shown in Figure 3) is also of smaller amplitude than A’s, despite its proximity to the saturated Star 84. Finally, all of the comparison light curves in Figures 2 and 3 possess greater scatter than A’s relatively smooth curve. We therefore concluded that the sinusoidal variation in A is a reflection of the binary orbit—possibly distorted somewhat by the saturated stars’ PSF residuals—and proceeded to compute a candidate period for the motion. Figure 4 presents the star field of interest, along with an enlarged image displaying stars used for comparison in Figures 2 and 3.

5. ANALYSIS OF Period

To determine the period of A’s variation, a Lomb–Scargle Periodogram (Lomb 1976; Scargle 1982) was calculated for data in each filter. For the \( g' \) data, a clear peak appeared at a period of 2.148 ± 0.002 hr with a false alarm probability (FAP), or probability that the data were drawn randomly from a Gaussian distribution, of 8.2 × 10−12. To determine the error in the period, a Monte Carlo method was employed. First, the errors in each data point were multiplied by a factor randomly drawn from a normal distribution about 0 with a standard deviation of 1.0. The result of this multiplication was then added to

---
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Figure 3. Light curves for several stars in the $g'$ filter shifted, but not rescaled. Stars 87, 88, and A appear similar in brightness in Figure 4, yet the amplitude of the variations in A’s light curve is much more significant. Star 91 is much brighter than A, as seen in Figure 4, and yet exhibits smaller amplitude variations, as well. The scatter in the curves for Stars 87, 88, and 91 is also much more significant than that for A; this and the amplitude contrast evident above lend confidence to the interpretation of A’s variation as a real signal.

(A color version of this figure is available in the online journal.)

each data point, and the Lomb–Scargle test was applied to the new data set. This process was repeated $10^4$ times using an oversampling parameter of 2048, sufficiently high to adequately sample the frequency space. The results for the peak period for each of the $10^4$ trials were plotted and fit to a pseudo-Gaussian distribution; the values on both sides of the central peak which were equivalent to the 1σ mark in terms of outlying percentage of data (~15.8% lying outside these limits on either side) were taken to represent the upper and lower error limits. Figure 5 displays the results of our Monte Carlo trials.

The above analysis was repeated for the $r'$ filter data to yield a period of $2.149 \pm 0.004$ hr, with an FAP of $2.7 \times 10^{-9}$.

The Lomb–Scargle periodograms for several stars in the field are shown in Figure 6. The two highest peaks correspond to A in the $g'$ and $r'$ filters, respectively. Star 91, itself unsaturated, is located above the saturated star adjacent to A (see Figure 4), and thus likely suffers from the same PSF contamination that A experienced, leading to the peak in its periodogram somewhere between that of A and the PSF. Lack of complete coincidence with the PSF period peak could be attributed to the photometry of Star 91 picking up the periodic signal from A, though the distance between the stars presents an obstacle to this interpretation. In any case, the light curves in Figure 2 present convincing evidence that any periodicity detected in Star 91 is spurious and an effect of contamination. Peaks for other stars we examined were less significant than those shown. For visual aid, several FAP levels are plotted alongside the periodograms in Figure 6. To determine the Lomb power these FAPs correspond to for plotting purposes, the relation

$$P_{FAP} = 1 - (1 - e^{-z})^M$$

was used, where $P_{FAP}$ is the FAP, $z$ is the Lomb power, and $M$ is equivalent to the number of data points for our purposes (Press et al. 1992).

Figure 4. Left: portion of the image from the central CCD chip of Gemini’s GMOS-S camera. The rectangle marks the region at right. Right: closer view of the region of interest. Stars whose light curves appear in Figures 2 and 3, as well as A and B, are labelled. The bright star between A and Star 91 is saturated, as are the stars to the left of Star 37. North is toward the top of the image.

(A color version of this figure is available in the online journal.)
No significant peaks appeared when a Lomb–Scargle test was performed on B’s light curves, as shown by the right panel in Figure 6.

A separate method of fitting the light curves was pursued to obtain an independent estimate of the periodicity. The plotting program QDP$^9$ was used to fit A’s light curves to the functional form

$$A \sin \left( \frac{2 \pi}{B} (x + C) \right) + Dx + E. \tag{5}$$

Due to an initially large reduced $\chi^2$ value obtained upon fitting, the errors were increased until the $\chi^2$ was comparable to the degrees of freedom. Fitting the data set with seven times the initial errors yielded parameters $A = 0.119 \pm 0.008$, $B = 2.15 \pm 0.02$, $C = 7.01 \pm 0.02$, $D = 0.031 \pm 0.003$, and $E = 19.40 \pm 0.02$. This fit is plotted in Figure 1 in blue. The same fit with the period changed to the result of the Lomb–Scargle test for comparison is shown in red.

An identical fitting procedure was applied to the $r'$ filter data, with the results $A = 0.065 \pm 0.009$, $B = 2.16^{+0.04}_{-0.03}$, $C = 0.5 \pm 0.2$, $D = 0.016 \pm 0.004$, and $E = 19.69 \pm 0.03$. Errors here are reported at the 1σ level. Again, the fit (blue), along with an altered version containing the Lomb–Scargle period (red), appears in Figure 1.

We are confident in our estimate of the candidate period due to the agreement of the Lomb–Scargle period estimations in both filters with one another and the agreement of the QDP fit results with the Lomb–Scargle estimates within 1σ.

6. COLOR–MAGNITUDE DIAGRAM

The DAOphot package ALLSTAR was used to perform PSF fitting photometry on the best-seeing images. Color–magnitude diagrams were constructed using images taken consecutively in $g'$ and $r'$, separated by ∼4 minutes. Due to severe crowding by saturated stars (see Figure 4), we could obtain usable photometry for A and B in only a few images. Figure 7 shows our color–magnitude diagram with the tightest main sequence that shows A and B. A caveat is that the reduced $\chi^2$ values for A and B, indicative of goodness of PSF fit in DAOphot, were markedly higher (7.0, 5.1, 7.1, and 3.8 for A and B in $r'$ and $g'$, respectively) than for most main-sequence stars (typically 1.0), indicating that the photometry for A and B is less reliable than that for most main-sequence stars.

The position of the main-sequence turnoff is comparable to that in Heinke et al. (2001). B again lies on the main sequence, while A is bluer than it, similar to results in those authors’ HST color–magnitude diagram.

7. DISCUSSION

The possible contamination of source A’s light curve by saturated stars forces us to exercise caution in our attribution of a period. However, several arguments point to the 2.15 hr period being real. The Lomb power peak for the PSF modulations and other saturated stars were ∼1.9 hr, significantly different from A’s Lomb peak. Figure 2 shows that the shape of the light curve due to the PSF modulation is significantly different from that of A, and Figure 3 displays A’s larger amplitude and

---

$^9$ http://heasarc.gsfc.nasa.gov/docs/software/ftools/others/qdp/qdp.html
A sinusoidal modulation of ~0.1 mag could be due to heating of one face of the donor, or ellipsoidal modulations due to the varying donor aspect, as often seen for cataclysmic variables (Edmonds et al. 2003), which would imply a 4.3 hr period. We rule out ellipsoidal variations on two counts, however: first, the larger amplitude of the $g'$ versus $r'$ modulations of A imply that the surface with changing visibility is quite hot, like the face of the donor heated by the disk. Further, a 0.2 $M_\odot$ star should be located near the bottom of the main sequence. A's position (see Figure 7) suggests that there must be substantial contributions to the luminosity from the bluer accretion disk and the heated face of the secondary. The relative variation of flux, and therefore the magnitude variation, is much smaller than it would be were no disk visible. Wang & Chakrabarty (2004) outline a case with a similar variation amplitude corresponding to sinusoidal variations. The small amplitude of A's variations may be explained by emission of the disk overwhelming the sinusoidally modulated visibility of the hot side of the donor star. We therefore think the identification of 2.15 hr as the binary orbital period is solid.

A's position in the $g'$, $g' - r'$ color magnitude diagram is slightly lower than the main-sequence turnoff, in contrast with its position slightly above the turnoff in a $V$, $V - I$ diagram by Heinke et al. (2001). We expect that the majority of the light in this system is produced by the hot accretion disk, so the X-ray decay observed in 2011 (see introduction) may explain the decrease in the optical brightness.

B's light curve (Figure 1) appears completely chaotic. While this suggests that ISIS may not be producing reliable results, this flickering is more likely to be intrinsic to the system. The flickering is larger in $g'$ (~1 mag) than $r'$ (~0.5 mag), which is expected if it relates to X-ray reprocessing, but not for saturation effects (as nearby giants are more saturated in $r'$). The flickering is not unlike the variations seen by Deutsch et al. (2000) in B's $HST$ light curve, both in amplitude (~1 mag in $V$ and $I$) and timescales (5–20 minutes). Finally, B's $Chandra$...
Figure 7. Color–Magnitude diagram constructed using consecutive images in $r'$ and $g'$ with good seeing. All stars within 66.5 of the cluster center were included in the image, and the breadth of the main sequence indicates the typical errors. Due to large $\chi^2$ residuals given by ALLSTAR for A and B, their magnitudes should be regarded as suffering larger errors.

(A color version of this figure is available in the online journal.)

We have identified a clear 2.15 hr sinusoidal modulation in the $g'$ and $r'$ light curves from the LMXB A in NGC 6652. Although contamination of the ISIS light curves due to signals from saturated stars is possible, we are confident the sinusoidal signal is robust and likely represents the binary orbital period for reasons outlined above. Further Gemini imaging, with shorter exposure times to avoid saturating nearby stars, could finalize our result. We note that this period, if confirmed, will be only the second X-ray binary in a globular cluster to have its orbital period measured using ground-based telescopes, after (the much brighter) AC 211 in M15 (Ilovaisky et al. 1993).

The low-luminosity LMXB, B, in NGC 6652 shows a highly variable light curve with strong $\sim$1 mag variations on timescales of 5–20 minutes. This optical flickering (if real) is probably driven by the strong, rapid X-ray flaring seen from B.
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