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Image representation is an important topic in computer vision and pattern recognition. It plays a fundamental role in a range of applications towards understanding visual contents. Moment-based image representation has been reported to be effective in satisfying the core conditions of semantic description due to its beneficial mathematical properties, especially geometric invariance and independence. This paper presents a comprehensive survey of the orthogonal moments for image representation, covering recent advances in fast/accurate calculation, robustness/invariance optimization, definition extension, and application. We also create a software package for a variety of widely-used orthogonal moments and evaluate such methods in a same base. The presented theory analysis, software implementation, and evaluation results can support the community, particularly in developing novel techniques and promoting real-world applications.
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1 INTRODUCTION

In the mid-twentieth century, American mathematician Claude Elwood Shannon published his paper A mathematical theory of communication [1], which marked the creation of information theory. As a landmark contribution, information theory is the theoretical foundation of information storage, processing, and transmission in modern computer systems. On the other hand, it also dictates that the raw signal (i.e., digital data) of multimedia (e.g., image) is not semantic in nature. Therefore, one of the main requirements in many computer vision and pattern recognition applications is to have a “meaningful representation” in which semantic characteristics of digital image are readily apparent, as shown in Figure 1. This process is often termed as image representation. For example, for recognition, the representation should highlight the most salient semantics; for denoising, it should efficiently distinguish between signal (semantically relevant) and noise (semantically
Fig. 1. The fundamental role of image representation in computer vision and pattern recognition applications. Typical visual system is generally formed on the basis of a "meaningful representation" of digital image (image representation), then followed by knowledge extraction techniques (technical level), and finally achieved the high-level visual understanding (application level).

irrelevant); and for compression, it should capture the most semantic information using the least coefficients.

Mathematically, a basic idea of image representation is to project the original image function onto a space formed by a set of specially designed basis functions and obtain the corresponding feature vector. For many years, dictionary (i.e., the set of basis functions) design has been pursued by many researchers in roughly two different paths: hand-crafted and deep learning [2].

Recently, deep learning techniques, represented by Convolutional Neural Networks (CNN), have led to very good performance on a variety problems of computer vision and pattern recognition. Deep learning based image representations formed by the composition of multiple nonlinear transformations, mapping raw image data directly into abstract semantic representations without manual intervention (i.e., end-to-end paradigm). For such representation learning methods, the dictionary can be considered as a composite function and is trained/learned by back-propagating error. Deep learning based image representations offer great flexibility and the ability to adapt to specific signal data. Due to the data-driven nature, this line of approaches is strongly influenced by the latest advances in optimization algorithms, computing equipment, and training data. As a result, the deep learning approaches exhibit limitations in the following three aspects [3]: 1) The quality of the representation depends heavily on the completeness of the training data, i.e., a large and diverse training set is required. 2) The time/space cost of these approaches is often very high, which prevents them from being used in time-critical applications. 3) The robustness to geometric transformation is limited, requiring the data augmentation to enhance the geometric invariance, but at the cost of time/space complexity. In contrast, hand-crafted image representations are still competitive in the above three aspects. It is also worth mentioning that the successful experiences behind hand-crafted features are instructive for the design of deep learning methods such as Principal Component Analysis Network (PCANet) [4] and Spatial Pyramid Pooling (SPP) [5].

In the pre-CNN era, hand-crafted representations and feature engineering had made important contributions to the development of computer vision and pattern recognition. At current stage, hand-crafted features still cannot be completely replaced, considering that some limitations of deep
learning are just the characteristics of hand-crafted representations [6]. The existing hand-crafted image representation methods can be roughly divided into four categories [7]:

- **Frequency transform** – such as Fourier Transform, Walsh Hadamard Transform, and Wavelet Transform;
- **Texture** – such as Scale Invariant Feature Transform (SIFT), Gradient Location and Orientation Histogram (GLOH), and Local Binary Patterns (LBP);
- **Dimensionality reduction** – such as Principal Component Analysis (PCA), Singular Value Decomposition (SVD), and Locally Linear Embedding (LLE);
- **Moments and moment invariants** – such as Zernike Moments (ZM), Legendre Moments, and Polar Harmonic Transforms (PHT).

Starting from the semantic nature of the representation task, it is clear that image representation should satisfy the following basic conditions [8]:

- **Discriminability** – the representation reflects inter-class variations, i.e., two objects from two different classes have different features;
- **Robustness** – the representation is not influenced by intra-class variations, i.e., two objects from one class have the same features.

Hand-crafted representations based on frequency transform, texture, and dimensionality reduction have been widely used in the real-world applications. However, due to the inherent semantic gap between low-level descriptors and high-level visual concepts, these methods have flaws in one or both of robustness and discriminability. One example is that SIFT features exhibit synonymy and polysemy [9], caused by poor discriminability and robustness. In contrast, moments and moment invariants perform better in overcoming the semantic gap due to their beneficial mathematical properties:

- **Independence** – the orthogonality of basis functions ensures no information redundancy in moment set, which in turn leads to better discriminability in image representation;
- **Geometric invariance** – the invariants w.r.t. geometric transformation, e.g., rotation, scaling, translation, and flipping, can be derived from the moment set, meaning better robustness in image representation.

Moments and moment invariants were introduced to the pattern recognition communities in 1962 by Hu [10]. Since then, after almost 60 years of research, numerous moment based techniques have been developed for image representation with varying degrees of success. In 1998, Mukundan et al. [11] surveyed the main publications proposed until then and summarized the theoretical aspects of several classical moment functions. In 2006, Pawlak [12] gave a comprehensive survey on the reconstruction and calculation aspects of the moments with great emphasis to the accuracy/error analysis. In 2007, Shu et al. [13–15] provided a brief literature review for the mathematical definitions, invariants, and fast/accurate calculations of the classical moments, respectively. In 2009, Flusser et al. [8] presented a unique overview of moment based pattern recognition methods with significant contribution to the theory of moment invariants. The substantial expansion [16] of this book includes more detailed analysis of the 3D object invariant representation. In 2011, Hoang [17] reviewed unit disk-based orthogonal moments in his doctoral dissertation, covering theoretical analysis, mathematical properties, and specific implementation. For most of the above reviews, state-of-the-art methods in the past 10 years are not covered. In 2014, Papakostas et al. [18] gave a global overview of the milestones in the 50 years research and highlighted all recent rising topics in this field. However, the theoretical basis for these latest research directions is rarely introduced. More recently, in 2019, Kaur et al. [19] provided a comparative review for many classical and new moments. Although this paper covers almost all the main literatures, it still lacks the overall
analysis of the current research progress in various directions. A common weakness of all the works is that there are almost no available software packages, restricting the further development of the community.

The significant contribution of this paper is to give a systematic investigation for orthogonal moments based image representation along with an open-source implementation, which we believe would be a useful complement to [17–19]. For completeness, this paper starts with some basic theories and classical methods in the area of orthogonal moments. Different from the mentioned reviews, we pay special attention to the motivation and successful experiences behind these traditional works. Furthermore, we organize a discussion for the recent advances of orthogonal moments on different research directions, including fast/accurate calculation, robustness/invariance optimization, definition extension, and application. Such overall theoretical analysis of the state-of-the-art research progress is mostly ignored in previous studies. In addition, we show the performance evaluation of widely-used orthogonal moments in terms of moment calculation, image reconstruction, and pattern recognition. To embrace the concept of reproducible research, the corresponding software package is available online. In the end, several promising directions for future research are given along with some initial discussions/suggestions.

The rest of this paper is organized as follows. In the following Section 2, we first give the basic idea of image moments and categorize existing methods into different categories. In Section 3, we further review in detail the unit disk-based orthogonal moments that are most relevant to image representation. Then, the recent advances of orthogonal moments within each research direction are reviewed and analyzed in Section 4. Furthermore, Section 5 reports the comparative results of state-of-the-art orthogonal moments along with an open-source implementation. Section 6 gives a conclusion and highlights some promising directions in this field.

2 OVERVIEW
Mathematically, the image moment is generally defined as the inner product \( \langle f, V_{nm} \rangle \) of the image function \( f \) and the basis function \( V_{nm} \) of \((n + m)\) order on the domain \( D \) [8]:

\[
\langle f, V_{nm} \rangle = \iint_D V_{nm}^*(x, y)f(x, y)dxdy, \tag{1}
\]

where the asterisk * denotes the complex conjugate. The direct geometric interpretation of image moment set \( \langle f, V_{nm} \rangle \) is that it is the projection of \( f \) onto a subspace formed by a set of basis functions \( \{V_{nm} : (n, m) \in \mathbb{Z}^2\} \) [17]. Because there are an infinite number of basis function sets, it is often necessary to manually design a set of special basis functions \( V_{nm} \) with beneficial properties in \( \langle f, V_{nm} \rangle \) that meet the semantic requirements. According to the mathematical properties of basis functions, the family of image moments can be divided into different categories, as shown in Figure 2.

Firstly, depending on whether the basis functions satisfy orthogonality, the image moments can be classified into orthogonal moments and non-orthogonal moments. The orthogonality means any two different basis functions \( V_{nm} \) and \( V_{n'm'} \) from the basis function set are uncorrelated or they are “perpendicular” in geometric term, leading to no redundancy in the moment set. Mathematically, \( V_{nm} \) and \( V_{n'm'} \) are orthogonal when the following condition is satisfied

\[
\langle V_{nm}, V_{n'm'} \rangle = \iint_D V_{nm}(x, y)V_{n'm'}^*(x, y)dxdy = \delta_{nn'}\delta_{mm'}, \tag{2}
\]
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Fig. 2. A classification of image moments.

where $\delta_{ij}$ is the Kronecker delta function defined as

$$
\delta_{ij} = \begin{cases} 
0 & i \neq j \\
1 & i = j 
\end{cases}
$$

Some of the most popular non-orthogonal moments are geometric moments [8], rotational moments [20], complex moments [21], and generic Fourier descriptor [22]. Due to the non-orthogonality of the basis functions, high information redundancy exists in such moments. This further leads to difficulties in image reconstruction and poor discriminability/robustness in image representation. Therefore, it is a natural requirement to satisfy orthogonality when designing basis functions.

Secondly, according to whether the basis function is continuous, the image moments can be divided into continuous moments and discrete moments. In the case of two-dimensional (2D) images, the basis functions for continuous and discrete moments are generally defined in the 2D real-valued space and the 2D digital image space, i.e., the domains $D \in \mathbb{R}^2$ and $D \in \mathbb{Z}^2$, respectively. When it is necessary to calculate the continuous moments of a digital image, a suitable discretization approximation of the continuous integral is often introduced with corresponding computational errors. In Section 4.1, we will further describe the causes and solutions to such errors. On the contrary, discrete moments, such as Tchebichef moments [23], Krawtchouk moments [24], Hahn moments [25], dual Hahn moments [26], and Racah moments [27], do not involve any approximation errors. Thus they are more suitable for the high-precision image processing tasks, e.g., image reconstruction, compression, and denoising.

Finally, depending on the coordinate system that defines the basis functions, image moments can be grouped into Cartesian moments and circular moments. In the case of continuous moments, the basis functions of Cartesian moments are defined in $D = \{(x, y) : x \in (-\infty, +\infty), y \in (-\infty, +\infty)\}$ or $D = \{(x, y) : x \in [-1, 1], y \in [-1, 1]\}$, while the domain for the circular moments is $D = \{(r, \theta) : r \in [0, +\infty), \theta \in [0, 2\pi)\}$ or $D = \{(r, \theta) : r \in [0, 1], \theta \in [0, 2\pi)\}$ (i.e., the unit disk). According to the proof of Bhatia et al. [28], the basis function $V_{nm}$ will be invariant in form w.r.t. rotations of axes about the origin $(x, y) = (0, 0)$ if and only if, when expressed in polar coordinates $(r, \theta)$, it is
of the form:
\[ V_{nm}(r \cos \theta, r \sin \theta) \equiv V_{nm}(r, \theta) = R_n(r)A_m(\theta), \] (4)
with angular basis function \( A_m(\theta) = \exp(jm\theta) \) \((j = \sqrt{-1})\) and radial basis function \( R_n(r) \) could be of any form [17]. Let \( f^{\text{rot}} \) be the rotated version of the original image \( f \). When \( V_{nm} \) conforms to the form of Equation (4), there must be a function \( I \) such that
\[ I(\{\langle f, V_{nm} \rangle \}) \equiv I(\{\langle f^{\text{rot}}, V_{nm} \rangle \}), \] (5)
i.e., satisfying the rotation invariance. Therefore, the Cartesian moments, such as Legendre moments [29], Gaussian-Hermite moments [30], Gegenbauer moments [31], Chebyshev moments [32], and the discrete moments listed above, have difficulties in achieving the rotation invariance. As for the calculation of circular moments, an appropriate coordinate transformation is often introduced since digital images are generally defined in a Cartesian coordinate system with corresponding computational errors. In Section 4.1, we will further describe the causes and solutions to such errors.

From the above theoretical analysis, it is clear that the circular orthogonal moments are generally better than other kind of moments as far as image representation tasks are concerned. Therefore, great scientific interest has been given to the circular orthogonal moments, mainly the unit disk-based orthogonal moments. As the most relevant works, existing unit disk-based orthogonal moments will be reviewed in the next section.

3 CLASSICAL ORTHOGONAL MOMENTS

It can be checked from Equation (4) that the basis functions of unit disk-based orthogonal moments are separable, i.e., decomposed into the product of the radial basis functions and the angular basis functions. Therefore, Equation (2) can be rewritten as
\[
\langle V_{nm}, V_{n'm'} \rangle = \int_0^2 \int_0^1 R_n(r)A_m(\theta)R_{n'}^*(r)A_{m'}^*(\theta)rdrd\theta = \int_0^{2\pi} A_m(\theta)A_{m'}^*(\theta)d\theta \int_0^1 R_n(r)R_{n'}^*(r)rdr
= 2\pi \delta_{nn'} \int_0^1 R_n(r)R_{n'}^*(r)rdr.
\] (6)

Since \( \langle V_{nm}, V_{n'm'} \rangle = \delta_{nn'}\delta_{mm'} \), the radial basis function \( R_n(r) \) should satisfy the following weighted orthogonality condition:
\[
\int_0^1 R_n(r)R_{n'}^*(r)rdr = \frac{1}{2\pi} \delta_{nn'}.
\] (7)

Equation (7) is a general requirement that must be considered when designing unit disk-based orthogonal moments, which ensures that the designed basis function set has the beneficial orthogonal properties. The angular basis functions \( A_m(\theta) \) have a fixed form \( \exp(jm\theta) \) due to the proof of Bhatia et al. [28], which means that the difference in existing methods is only in the definition of the radial basis functions. In this regard, there are mainly three types of orthogonal functions used as the definition, including Jacobi polynomials, harmonic functions, and eigenfunctions. Next, we will briefly introduce the specific methods in these three groups and give their radial basis function definitions in a unified form, i.e., normalized version as Equation (7).
Table 1. Definitions of Radial Basis Functions of Unit Disk-based Orthogonal Moments

| Method  | Radial Basis Function                                                                 |
|---------|-------------------------------------------------------------------------------------|
| ZM      | \( R_{nm}^{(ZM)}(r) = \sqrt{\frac{n+1}{\pi}} \sum_{k=0}^{n-|m|} (-1)^k (n-k)! r^{n-2k} \)    |
| PZM     | \( R_{nm}^{(PZM)}(r) = \sqrt{\frac{n+1}{\pi}} \sum_{k=0}^{n-|m|} \frac{(-1)^k (2n+1-k)! r^{n-k}}{k!(n+|m|+1-k)!(n-|m|-k)!} \) |
| OFMM    | \( R_n^{(OFMM)}(r) = \sqrt{\frac{n+1}{\pi}} \sum_{k=0}^{n} \frac{(-1)^n |n+k|! r^k}{k!(n-k)!(k+1)!} \) |
| CHFM    | \( R_n^{(CHFM)}(r) = \frac{2}{\pi} \left( \frac{1-r}{r} \right)^{\frac{3}{4}} \sum_{k=0}^{n} (-1)^{k} (n-k)! (4r-2)^{n-2k} k!(n-2k)! \) |
| PJFM    | \( R_n^{(PJFM)}(r) = \frac{(n+2)(r-\frac{1}{r})^{n+2}}{\pi(n+3+\pi^2+\pi r)} \sum_{k=0}^{n} (-1)^{n+k} (n+k+3)! r^{k} k!(n-k)!(k+2)! \) |
| JFM     | \( R_n^{(JFM)}(p,q,r) = \sqrt{\frac{r^{q-2}}{(1-r)^p} \frac{2^q q! (q+2n)! \Gamma(q+n+1)!}{\pi n! \Gamma(p+n)! \Gamma(p-q+n+1)!}} \sum_{k=0}^{n} (-1)^k \Gamma(p+n+k)^k k!(n-k)!(q+k)! \) |
| RHFM    | \( R_n^{(RHFM)}(r) = \begin{cases} \sqrt{\frac{1}{\pi r}} \sin(\pi (n+1)r) & n > 0 \text{ even}, n \text{ odd} \\ \sqrt{\frac{1}{\pi r}} \cos(\pi nr) & n > 0 \text{ even}, n \text{ even} \end{cases} \) |
| EFM     | \( R_n^{(EFM)}(r) = \frac{1}{\sqrt{2\pi r}} \exp(j2n\pi r) \) |
| PCET    | \( R_n^{(PCET)}(r) = \frac{1}{\sqrt{\pi}} \exp(j2n\pi r^2) \) |
| PCT     | \( R_n^{(PCT)}(r) = \begin{cases} \sqrt{\frac{2}{\pi}} \cos(n\pi r^2) & n > 0 \end{cases} \) |
| PST     | \( R_n^{(PST)}(r) = \sqrt{\frac{2}{\pi}} \sin(n\pi r^2) \) |
| BFM     | \( R_n^{(BFM)}(r) = \frac{1}{\sqrt{\pi} \Gamma(|m|+1)} J_\alpha(\lambda_n r), J_\alpha(x) = \sum_{k=0}^{\infty} (-1)^k \frac{(\lambda)^{k+1}}{k! \Gamma(k+1)} \left( \frac{x}{2} \right)^{\alpha+2k} \) |

3.1 Jacobi Polynomials

In this group, the famous methods mainly include ZM [29], Pseudo-Zernike Moments (PZM) [20], Orthogonal Fourier-Mellin Moments (OFMM) [33], Chebyshev-Fourier Moments (CHFM) [34], Pseudo Jacobi-Fourier Moments (PJFM) [35], and Jacobi-Fourier Moments (JFM) [36]. Their radial basis function definitions are summarized in Table 1, which directly satisfy the orthogonality condition in Equation (7).

It is worth mentioning that the radial basis function of JFM is constructed directly from the original Jacobi polynomials [28], while the radial basis functions of ZM, PZM, OFMM, CHFM, and PJFM are all special cases of the Jacobi polynomials. Thus, JFM is, in fact, a generic expression of the above famous methods. By properly setting the values of the parameters \( p \) and \( q \), \( R_n^{(OFMM)}(r) \), \( R_n^{(CHFM)}(r) \) and \( R_n^{(PJFM)}(r) \) can be directly obtained from \( R_n^{(JFM)}(p,q,r) \). The relationship between \( R_n^{(JFM)}(p,q,r) \) and \( R_n^{(ZM)}(r)/R_n^{(PZM)}(r) \) is more complicated, and we refer readers to the work of Hoang et al. [37] for more details. Here, the parameter setting is listed below:

- ZM \( - p = |m| + 1 \) and \( q = |m| + 1 \);
- PZM \( - p = 2|m| + 2 \) and \( q = 2|m| + 2 \);
- OFMM \( - p = 2 \) and \( q = 2 \);
• CHFM – \( p = 2 \) and \( q = 1.5 \);
• PJFM – \( p = 4 \) and \( q = 3 \);

The unit disk-based orthogonal moments using Jacobi polynomials, especially the landmark ZM, have a long-history in optical physics, digital image processing, and pattern recognition. As one can note from the formulas listed above, however, the definitions of these radial basis functions rely on factorial/gamma terms and summations, which leads to high computational complexity. In addition, the factorial and gamma functions tend to cause the calculation errors, mainly numerical instability. In Sections 4.1 and 4.2, we will further describe the causes and solutions to above issues.

3.2 Harmonic Functions

In this group, the famous methods mainly include Radial Harmonic Fourier Moments (RHFM) [38], Exponent-Fourier Moments (EFM) [39], and PHT [40]. Here, PHT consists of three different transformations: Polar Complex Exponential Transform (PCET), Polar Cosine Transform (PCT), and Polar Sine Transform (PST). Their radial basis function definitions are summarized in Table 1, which directly satisfy the orthogonality condition in Equation (7).

It can be seen that the radial basis functions of RHFM, EFM, and PHT are all based on the harmonic functions commonly used in Fourier analysis, i.e., complex exponential functions \( \{ \exp(2\pi inr) : n \in \mathbb{Z} \} \) and trigonometric functions \( \{ 1, \cos(2\pi n r), \sin(2\pi n r) : n \in \mathbb{Z}^+ \} \). Therefore, the definitions of the above methods are closely related, and the radial basis functions can be transformed into each other via Euler’s formula \( \exp(j\alpha) = \cos(\alpha) + j \sin(\alpha) \) and variable substitution \( dr = \frac{1}{2} dr^2 \). More details on this will be given in Section 4.4. As for the calculation, compared to Jacobi polynomials, the orthogonal moments using only harmonic functions do not involve any complicated factorial/gamma terms and long summations, meaning better time complexity and numerical stability.

3.3 Eigenfunctions

At current stage, there are still relatively few orthogonal moments based on eigenfunctions, and the most representative one is Bessel-Fourier Moments (BFM) [41]. The radial basis function definition of BFM is included in Table 1, which directly satisfies the orthogonality condition in Equation (7).

It is observed that the radial basis function relies on infinite series and factorial/gamma terms, and also requires root-finding algorithm for Bessel functions of the first kind \( J_n(x) \) to determine the \( n \)-th zero \( \lambda_n \). Therefore, compared with the Jacobi polynomials and harmonic functions, the orthogonal moments based on eigenfunctions have significantly higher complexity in theory.

3.4 Summary and Discussion

For a better perception, the illustrations of radial basis functions of unit disk-based orthogonal moments are summarized in Figure 3.

Furthermore, we reveal the mathematical properties of these methods in Table 2, including radial basis functions’ parameter, computational complexity, numerical stability, number of zeros, and distribution of zeros. The complexity of basis functions (considering only the definition-style computation) is graded as low, high, and very high based on whether the definition involves factorial/gamma terms, summation/series operations, and root-finding processes. Numerical stability is graded as poor, medium, and good depending on whether the function includes factorial/gamma terms and very high absolute-values (mainly unbounded). The number of zeros of radial kernels is related to the ability of moments for capturing image high-frequency information [17, 40]. Besides the quantity, radial kernel’s another key attribute is the distribution of zeros, because it is related to the description emphasis of the moments in image plane [17, 40]. When the essential discriminative
Table 2. Mathematical Properties of Radial Basis Functions of Unit Disk-Based Orthogonal Moments

| Method  | Parameter | Complexity | Stability | Number of Zeros | Distribution of Zeros |
|---------|-----------|------------|-----------|-----------------|----------------------|
| ZM      | $n \in \mathbb{N}, m \in \mathbb{Z}, |m| \leq n,$ $n - |m| = \text{even}$ | high       | poor       | $(n - |m|)/2$         | biased               |
| PZM     | $n \in \mathbb{N}, m \in \mathbb{Z}, |m| \leq n$ | high       | poor       | $n - |m|$          | biased               |
| OFMM    | $n \in \mathbb{N}, m \in \mathbb{Z}$ | high       | poor       | $n$             | basically uniform    |
| CHFM    | $n \in \mathbb{N}, m \in \mathbb{Z}$ | high       | poor       | $n$             | basically uniform    |
| PJFM    | $n \in \mathbb{N}, m \in \mathbb{Z}$ | high       | poor       | $n$             | basically uniform    |
| JFM     | $n \in \mathbb{N}, m \in \mathbb{Z}, p, q \in \mathbb{R}$, $p - q > -1, q > 0$ | high       | poor       | $n$             | basically uniform    |
| RHFM    | $n \in \mathbb{N}, m \in \mathbb{Z}$ | low        | medium     | $n$             | uniform              |
| EFM     | $n \in \mathbb{Z}, m \in \mathbb{Z}$ | low        | medium     | $2n$            | uniform              |
| PCET    | $n \in \mathbb{Z}, m \in \mathbb{Z}$ | low        | good       | $2n$            | biased               |
| PCT     | $n \in \mathbb{N}, m \in \mathbb{Z}$ | low        | good       | $n$             | biased               |
| PST     | $n \in \mathbb{N}^+, m \in \mathbb{Z}$ | low        | good       | $n - 1$         | biased               |
| BFM     | $n \in \mathbb{N}, m \in \mathbb{Z}, v \in \mathbb{R}$, $\lambda_n = n\text{-th zero of } J_v(x)$ | very high  | medium     | $n$             | basically uniform    |
information is distributed uniformly in the spatial-domain, unfair emphasis of the extracted moments on certain regions has been shown to have a negative impact on the discrimination quality, termed as information suppression problem [21].

It can be seen in Table 2 that, among these unit disk-based orthogonal moments, almost no method has both low complexity, good stability, large number and unbiased zeros. This observation strongly motivates the design of the improvement strategies that address the above common shortcomings, which will be discussed in Section 4.

4 RESEARCH DIRECTIONS AND RECENT ADVANCES

In addition to defining new image moments, existing work mainly focuses on optimizing the classical moments listed in Sections 2 and 3. As shown in Figure 4, the current research directions generally include: accurate calculation, fast calculation, robustness/invariance optimization, definition extension, and application. This section will introduce the above directions along with the recent advances.

4.1 Accurate Calculation

As the mathematical background of Sections 4.1 and 4.2, the general procedure for calculating image moments is first given.

Going back to Equation (1), for computing the image moments \( \langle f, V_{nm} \rangle \) of a digital image defined in the discrete Cartesian grid \( \{ f(i, j) : (i, j) \in [1, 2, ..., N]^2 \} \), it is first necessary to unify the domains of \( f(i, j) \) and \( V_{nm}(x, y) \), i.e., to design a mapping between the two:

\[
(i, j) \rightarrow (x_i, y_j),
\]

where a pixel region \( [i - \Delta_i/2, i + \Delta_i/2] \times [j - \Delta_j/2, j + \Delta_j/2] \) centered at \((i, j)\) is mapped into a region \( [x_i - \Delta x_i/2, x_i + \Delta x_i/2] \times [y_j - \Delta y_j/2, y_j + \Delta y_j/2] \) centered at \((x_i, y_j)\). By the coordinate mapping \((i, j) \rightarrow (x_i, y_j)\), Equation (1) can be written down in discrete form as follows:

\[
\langle f, V_{nm} \rangle = \sum_{(x_i, y_j) \in D} h_{nm}(x_i, y_j) f(i, j),
\]
where \( h_{nm}(x_i, y_j) \) is the integral value of the basis function \( V_{nm} \) over the mapped pixel region 
\([x_i - \frac{\Delta x_j}{2}, x_i + \frac{\Delta x_j}{2}] \times [y_j - \frac{\Delta y_j}{2}, y_j + \frac{\Delta y_j}{2}]\), defined as:

\[
  h_{nm}(x_i, y_j) = \int_{x_i - \frac{\Delta x_j}{2}}^{x_i + \frac{\Delta x_j}{2}} \int_{y_j - \frac{\Delta y_j}{2}}^{y_j + \frac{\Delta y_j}{2}} V_{nm}^*(x, y)\,dx\,dy. \tag{10}
\]

In general, the calculation of unit disk-based orthogonal moments suffers from geometric error, numerical integration error, and representation error (mainly numerical instability). These errors will severely restrict the quality of image representation, especially when high-order moments are required to better describe the image. Hence, the accurate computation strategies of moments are vital for the applicability.

### 4.1.1 Geometric Error

Geometric error may occur when mapping the image domain into the basis function domain, i.e., Equation (8). Such errors are common in the calculation of the unit disk-based orthogonal moments, because digital images are generally defined over a square region in Cartesian coordinate system, rather than the unit disk.

As for mapping between the square region and the unit disk, there are naturally, as shown in Figure 5, the incircle mapping [42]:

\[
\begin{align*}
  i \to x_i &= \frac{2i - N}{2} = i\Delta x - 1 \\
  j \to y_j &= \frac{2j - N}{N} = j\Delta y - 1
\end{align*}
\tag{11}
\]

and the circumcircle mapping [43]:

\[
\begin{align*}
  i \to x_i &= \frac{2i - N}{\sqrt{2N}} = i\Delta x - \frac{\sqrt{2}}{2} \\
  j \to y_j &= \frac{2j - N}{\sqrt{2N}} = j\Delta y - \frac{\sqrt{2}}{2}
\end{align*}
\tag{12}
\]

When the incircle mapping is used, there exists \((i, j)\) such that \((x_i, y_j) \notin D\), i.e., the pixels that are mapped to the outside of the unit disk are not counted, and there exists \((i, j)\) such that 
\([x_i - \frac{\Delta x_j}{2}, x_i + \frac{\Delta x_j}{2}] \times [y_j - \frac{\Delta y_j}{2}, y_j + \frac{\Delta y_j}{2}] - D \neq \emptyset\), i.e., some mapped pixel regions partially intersect the unit disk. In both cases, geometric errors occur.

As for the circumcircle mapping, it is able to completely avoid such two cases, so there will be no geometric errors. However, this comes at the cost of representation capability [17], as the mapped regions containing image information occupy only \(\frac{2}{\pi}\) of the entire unit disk.
4.1.2 Numerical Integration Error. Numerical integration error may occur when calculating the integral of the continuous basis functions, i.e., Equation (10). Here, for discrete moments, the basis functions \( V_{nm} \) are generally constant on the interval \([x_i - \frac{\Delta x_i}{2}, x_i + \frac{\Delta x_i}{2}] \times [y_j - \frac{\Delta y_j}{2}, y_j + \frac{\Delta y_j}{2}]\). Thus, it is easy to check that \( h_{nm}(x_i, y_j) = V_{nm}^*(x_i, y_j)\Delta x_i\Delta y_j \), meaning discrete moments typically do not involve numerical integration errors \([23]\). As for continuous moments, since the basis functions \( V_{nm} \) are continuous over the interval \([x_i - \frac{\Delta x_i}{2}, x_i + \frac{\Delta x_i}{2}] \times [y_j - \frac{\Delta y_j}{2}, y_j + \frac{\Delta y_j}{2}]\), solving \( h_{nm}(x_i, y_j) \) requires some integration tricks.

As the simplest case, there is an analytical solution to \( h_{nm}(x_i, y_j) \), i.e., Equation (10) can be solved directly by the Newton-Leibniz formula \([44, 45]\). Such calculations also do not involve numerical integration errors.

As the more general case, considering the complication of the definition of many basis functions \( V_{nm} \), it is often difficult to determine the analytical solution and some approximate algorithms are needed for achieving the numerical solution of \( h_{nm}(x_i, y_j) \). The most commonly used approximation algorithm is Zero-Order Approximation (ZOA) \([42]\), which imitates the calculation of discrete moments, as follows:

\[
h_{nm}(x_i, y_j) \approx V_{nm}^*(x_i, y_j)\Delta x_i\Delta y_j.
\] (13)

Generally, the accuracy of the numerical integration method is inversely proportional to the interval area \( \Delta x_i\Delta y_j \). Therefore, by further dividing a single pixel region into multiple smaller integration intervals (e.g., \(3 \times 3\) sub-intervals), higher accuracy can be easily obtained. This strategy is often called pseudo up-sampling \([46, 47]\). When the ZOA is used in these sub-intervals, the integral can be expressed as

\[
h_{nm}(x_i, y_j) \approx \sum_{(a,b)} V_{nm}^*(u_a, v_b)\Delta u_a\Delta v_b,
\] (14)

where \((u_a, v_b)\) is the sampling point with \( u_a \in [x_i - \frac{\Delta x_i}{2}, x_i + \frac{\Delta x_i}{2}] \) and \( v_b \in [y_j - \frac{\Delta y_j}{2}, y_j + \frac{\Delta y_j}{2}] \). In addition to this simple approach, other more complex high-precision numerical integration strategies \([48–50]\), such as the Gaussian quadrature rule and Simpson’s rule, can also be used in the computation of Equation (10). Their general definition is

\[
h_{nm}(x_i, y_j) \approx \sum_{(a,b)} w_{ab}V_{nm}^*(u_a, v_b)\Delta x_i\Delta y_j,
\] (15)

where \(w_{ab}\) is the weight corresponding to the sampling point \((u_a, v_b)\).

It is worth noting that all above discussion in Section 4.1 relies on the Cartesian coordinate system, which we call Cartesian based calculation method. Correspondingly, there also exist a calculation method based on polar coordinate system for unit disk-based orthogonal moments, often referred as polar pixel tiling \([51, 52]\).

It first resamples the digital image \( f(i, j) \) to a discrete polar grid \((r_u, \theta_{uv})\), as shown in Figure 6, and then performs calculation in a manner similar to Equation (9) and Equation (10):

\[
\langle f, V_{nm} \rangle = \sum_{(r_u, \theta_{uv}) \in D} h_{nm}(r_u, \theta_{uv})f(r_u, \theta_{uv}),
\] (16)

with

\[
h_{nm}(r_u, \theta_{uv}) = \int_{r_u}^{r_{u+1}} \int_{\theta_{uv}}^{\theta_{uv+1}} V_{nm}^*(r, \theta)r\,dr\,d\theta = \int_{r_u}^{r_{u+1}} R_n(r)r\,dr \int_{\theta_{uv}}^{\theta_{uv+1}} \exp(-jm\theta)d\theta.
\] (17)
Note that Equation (17) has a distinct advantage, i.e., the computation of \( h_{nm}(r_u, \theta_{uo}) \) can be separated into two independent parts [53]: 1) \( \int_{r_u}^{r_{u+1}} R_n(r)rdr \) can be approximately integrated by pseudo up-sampling and Gaussian quadrature rule; 2) \( \int_{\theta_{uo}}^{\theta_{u(o+1)}} \exp(-jm\theta)d\theta \) can be exactly integrated by Newton-Leibniz formula, as follows:

\[
\int_{\theta_{uo}}^{\theta_{u(o+1)}} \exp(-jm\theta)d\theta = \left\{
\begin{array}{ll}
\frac{f\{ \exp(-jm\theta_{u(o+1)}) - \exp(-jm\theta_{uo})\}}{m} & m \neq 0 \\
\theta_{u(o+1)} - \theta_{uo} & m = 0
\end{array}
\right. \quad (18)
\]

In addition to above advantage, the polar pixel tiling has similar properties to the Cartesian based calculation method in terms of geometric error and numerical integration error, and will not be repeated here.

4.1.3 Representation Error. Representation error is caused by the finite precision of the numerical computing systems, which occurs in all processes of the calculation, i.e., Equation (8), Equation (9), and Equation (10). The representation error can be further divided into overflow error, underflow error, and roundoff error [17]. The common numerical instability is mainly attributable to roundoff error and overflow error.

The basis functions based on Jacobi polynomials contain factorial/gamma terms. When the order is large, the actual values of these coefficients may exceed the representation range of the numerical computing system, resulting in roundoff error or even overflow error. To avoid direct calculation of the factorial/gamma terms, recursive strategies [54–56] and numerical approximation algorithms [57, 58] are often used. The recursive method relies on the recursive relationship of the basis functions derived from \( a! = a \cdot (a - 1)! \) and \( \Gamma(a) = a \cdot \Gamma(a - 1) \), using several low-order basis functions to directly derive the high-order ones. This process does not involve the factorial/gamma of large number. In another path, the numerical approximation method achieves factorial-free calculations by resorting to a suitable approximation for factorials such as Stirling’s formula.

In addition to factorial/gamma terms, the basis functions of some orthogonal moments have very high (or even infinite) absolute-values at certain points, which may also exceed the representation range of the numerical computing system. For example, although the definitions of RHFM and EFM do not involve any factorial/gamma terms, their basis functions are infinite at the origin (see also Figure 3), which will cause roundoff error or even overflow error.
4.1.4 Recent Advance of Accurate Calculation. In the field of accurate calculation for unit disk-based orthogonal moments, Xin et al.’s polar pixel tiling [51] may be the most influential and representative work. Recent papers typically combine polar pixel tiling with other techniques, including circumcircle mapping, pseudo up-sampling, high-precision numerical integration, Newton-Leibniz formula, and recursive strategy, to provide the state-of-the-art performance.

In this way, Sáez-Landete [59] integrated the work of Camacho-Bello et al. [53] and Upneja et al. [56], giving an accurate calculation algorithm for the JFM. Hence, it also applies to other Jacobi polynomial based moments such as OFMM and CHFM. Due to the polar pixel tiling, the complicated radial parts can be evaluated using Gaussian quadrature, pseudo up-sampling, and recursive relationship, while the angular parts can be exactly evaluated by Newton-Leibniz formula. A somewhat similar method was proposed by Hosny et al. [60] for the harmonic function based PHT. The main difference is that, due to the simple definition of the radial basis function, the radial parts can also be integrated exactly by the Newton-Leibniz formula just like the angular parts.

These two recent works provide near-perfect accuracy for calculating Jacobi polynomial based moments and harmonic function based moments, respectively. To be critical, the only flaw may be the error introduced in the process of image resampling to discrete polar grid [51]. If the nonlinear interpolation methods are used, such as bicubic method, the interpolation error is negligible for image representation tasks. On the other hand, if a given task is sensitive to such errors, other more complex mathematical tools, such as pseudo-polar [61], are instructive for the design of accurate calculations [62].

4.2 Fast Calculation

In the implementation of orthogonal moments, the overall complexity may become excessively high when 1) a large number of moments is needed, 2) the image has high resolution, 3) many images need to be processed, or 4) a high-precision computation is required. Since these requirements are common in practical applications, the fast calculation of orthogonal moments is strongly demanded. Depending on the application scenario, optimization efforts for computational speed can be divided into two categories: global calculation and local calculation.

4.2.1 Global Calculation. Global calculation is to calculate the image moments for the entire image. In this scenario, the number of moments and the resolution of the image are the main factors that affect the time complexity. Taking the simplest ZOA-based direct calculation as an example, the time cost of an \( n \)-order image moment comes from:
For Equation (10), it is necessary to evaluate the values of the basis function \( V_{nm} \) at \( N \times N \) sampling points, i.e., \( \{ V_{nm}(x_i, y_j) : (i, j) \in [1, 2, ..., N]^2 \} \). The time complexity is related to the definition of the basis functions. For example, the basis functions using Jacobi polynomials require \( O(nN^2) \) additions for the summation. In contrast, the basis functions using harmonic functions do not involve such additions.

For Equation (9), it is necessary to calculate the inner product of the basis function \( V_{nm} \) and the digital image \( f \) at \( N \times N \) sampling points, i.e., \( \{ f(i, j), V_{nm}(x_i, y_j)\Delta x_i\Delta y_j \} \). The time complexity is \( O(N^2) \) multiplications and \( O(N^2) \) additions.

Note that the calculations listed above are only required for one moment. Let \( K \) be some integer constant, if all the moments of orders in set \( \{(n, m) : |n|, |m| \leq K \} \) are computed, the total complexity will increase by a factor of \( O(K^2) \). Moreover, the computational cost of Equation (10) may rise sharply if the high-precision numerical integration strategy, such as Gaussian quadrature, is adopted. To reduce the complexity of Equation (9) and Equation (10), the existing methods are designed at the function level and the pixel level.

Function level: For the orthogonal moments based on Jacobi polynomials, if the recursive method and numerical approximation (see also Section 4.1.3) are used to evaluate the basis functions, the number of additions (from summation) and multiplications (from factorial) in the calculation of Equation (10) can be reduced [54–58]. For example, the recursive calculation of polynomial \( R_n(\sqrt{x^2+y^2}) \) requires \( O(N^2) \) additions, less than the \( O(nN^2) \) in direct computation. If \( K \) polynomials \( R_n(\sqrt{x^2+y^2}) \) of orders \( \{0, 1, ..., K\} \) are required, the direct method involves \( O(K^2N^2) \) additions, while the recursive scheme only requires \( O(KN^2) \) additions. For the orthogonal moments based on harmonic functions, in addition to adopting the similar recursive form [63–66], more effective strategy is to make use of its inherent relationship with Fourier transform [67–71]. Once the explicit relationship between the two is determined, the Fast Fourier Transform (FFT) algorithm can be used to calculate the moments. Note that FFT has the ability to reduce the number of the most time-consuming multiplications in Equation (9) from \( O(N^2) \) to \( O(N \log N) \).

Pixel level: The most common strategy in this path is to simplify the calculation by exploring the symmetry and anti-symmetry of the basis functions in the domain [72, 73]. More specifically, the basis function values at all \( N \times N \) sampling points can be completely derived by the basis function values at a few special sampling points, thus reducing the complexity of Equation (10) and Equation (9). In Figure 7, we give an illustrations of symmetrical points in the unit disk. For a point \( P_1 \), there are seven symmetrical points \( \{P_2, P_3, P_4, P_5, P_6, P_7, P_8\} \) w.r.t. coordinate axes, origin, and \( y = x \). Their Cartesian coordinates and polar coordinates are listed in Table 3. It can be seen that all these points have the same radial coordinate and related angular coordinate. Based on the mathematical properties of the complex exponential function, i.e., the trigonometric identities, such correlation of coordinates will be directly converted to the correlation of basis function values. Hence, this observation can lead to a reduction in computational complexity of Equation (10) and Equation (9) by approximately \( 1/8 \). Considering that all unit disk-based orthogonal moments are based on angular basis functions using complex exponential functions, the above symmetry and anti-symmetry properties are maintained in all these methods. As a result, this fast calculation strategy is generic and easy to use in combination with other fast algorithms.

4.2.2 Local Calculation. Local calculation is to calculate the image moments for a part of the image such as dense image blocks or interest regions of keypoints. In this application scenario, the resolutions of such image patches are generally small, which can be described well using few
Table 3. Cartesian Coordinates and Polar Coordinates of the Symmetrical Points

| Symmetrical Point | Symmetrical Axis | Cartesian Coordinates | Polar Coordinates |
|-------------------|------------------|-----------------------|-------------------|
| $P_1$             |                  | $(x, y)$              | $(r, \theta)$     |
| $P_2$             | $y = x$          | $(y, x)$              | $(r, \frac{\pi}{2} - \theta)$ |
| $P_3$             | $y = x$, $y$-axis| $(-y, x)$             | $(r, \frac{\pi}{2} + \theta)$ |
| $P_4$             | $y$-axis         | $(-x, y)$             | $(r, \pi - \theta)$ |
| $P_5$             | origin           | $(-x, -y)$            | $(r, \pi + \theta)$ |
| $P_6$             | origin, $y = x$  | $(-y, -x)$            | $(r, \frac{3\pi}{2} - \theta)$ |
| $P_7$             | $y = x$, $x$-axis| $(y, -x)$             | $(r, \frac{3\pi}{2} + \theta)$ |
| $P_8$             | $x$-axis         | $(x, -y)$             | $(r, 2\pi - \theta)$ |

moments. As the main reason for pushing up the time complexity, the number of such patches is typically very large, e.g., this number for dense blocks can be of order $10^5$ or even $10^6$. Therefore, speed optimization methods for global computation often do not solve the local calculation problem well. At present, the problem of calculating local image moments has not been fully discussed. The most promising path is to find and compress redundant operations in the for-loop like processing of image patches. In this regard, *useful properties of basis functions* (such as shift properties in [74, 75]) and *special data structures* (such as complex-valued integral images in [76]) have been explored to improve efficiency.

4.2.3 Recent Advance of Fast Calculation. For the fast global calculation of Jacobi polynomial based orthogonal moments, state-of-the-art methods usually use recursion and symmetry in combination. A recent work in this way was proposed by Upneja et al [56] for JFM (see also [53, 59]), it requires $O\left(\frac{1}{8}(KN^2 + K^2N^2)\right)$ additions and $O\left(\frac{1}{8}K^2N^2\right)$ multiplications for all the moments of orders in set $\{(n, m) : |n|, |m| \leq K\}$. Considering that multiplication is usually much more expensive than addition in modern computing systems, so the total elapsed time is mainly determined by the $O\left(\frac{1}{8}K^2N^2\right) = O(K^2N^2)$ multiplications. In this case, it is clear that when higher image resolution (i.e., $N$ increases) or more moments (i.e., $K$ increases) are required, the computational cost still increases in quadratic manner. This is mainly due to the complicacy of the Jacobi polynomials, in other words, which leads to the lack of fast implementation with a complexity below the quadratic time.

For the fast global calculation of harmonic function based orthogonal moments, the state-of-the-art performance offered by the FFT based fast implementation. The earliest idea in this way can be traced back to 2014, when Ping et al. [70] introduced the FFT by the relationship between EFM and Fourier transform. Subsequently, similar ideas have been used for RHFM [68] and PCET [69]. An important work was recently proposed by Yang et al. [67], which generalized such FFT-based techniques to a generic version of harmonic function based orthogonal moments (will be seen in Section 4.4.3). This generic fast implementation, similar to its previous special forms, exhibits the multiplicative complexity of $O(M^2 \log M) = O(N^2 \log N)$, where $M$ is a sampling parameter and $M \propto N$. Note that, surprisingly, $K$ is no role in the multiplicative complexity. This property means that when $K$ is slightly higher, so that $K^2$ is greater than $\log N$, the elapsed time of this generic method will be significantly lower than the strategy based on recursion and symmetry such as [67]. In addition to the efficiency gain, this method has also been proven (both analytically and experimentally) to avoid numerical instability, while providing quite high calculation accuracy when $M$ is large.
For the fast local calculation, the recent work of Bera et al. [76] makes a crucial contribution. They reduced the ZM calculation of dense image blocks to constant time, i.e., \( O(1) \), by introducing an elegant data structure: complex-valued integral image. The further speed improvements can be achieved with the help of another structure: lookup table. While the use of integral image in fast implementation is not rare, e.g., SURF uses it to speed up SIFT [77], this is still the very first time such techniques have been used for orthogonal moments. Through the complicated derivation, we found that two mathematical tools played an important role in rewriting the definition of ZM towards integral images, namely the complex-plane representation of radial and angular coordinates and the binomial expansion. The above structures and tools introduced by Bera et al. may provide important insights to researchers in the field. Unfortunately, as discussed by the authors, this fast algorithm seems to be applicable only for ZM and not for other moments with better representation power (i.e., no information suppression) such as OFMM. If the similar constant-time implementation could be developed for all the unit disk-based orthogonal moments, this will greatly promote their application in real-time tasks.

4.3 Robustness/Invariance Optimization

As the mathematical background of Section 4.3, the general definitions of invariance, robustness, and discriminability in image representation are first given.

If there exists a function \( \mathcal{R} \) such that the original image \( f \) and its degraded version \( D(f) \), where \( D \) is the degradation operator, satisfy

\[
\mathcal{R}(f) = \mathcal{R}(D(f)),
\]

for any \( f \), the representation \( \mathcal{R} \) is said to be invariant to the degradation \( D \).

We consider function \( \mathcal{L} : X \times X \to [0, +\infty) \) to be a distance measure on a set \( X \), where for all \( x, y, z \in X \), the following three axioms are satisfied:

- identity of indiscernibles – \( \mathcal{L}(x, y) = 0 \iff x = y \);
- symmetry – \( \mathcal{L}(x, y) = \mathcal{L}(y, x) \);
- subadditivity or triangle inequality – \( \mathcal{L}(x, y) \leq \mathcal{L}(x, z) + \mathcal{L}(z, y) \);

Given a distance function \( \mathcal{L} \), robustness requires that the intra-class distance of the representation \( \mathcal{R} \):

\[
\mathcal{L}(\mathcal{R}(f), \mathcal{R}(D(f))),
\]

should be sufficiently small. Conversely, assuming that image \( g \) is semantically different from the image \( f \), discriminability requires that the inter-class distance of the representation \( \mathcal{R} \):

\[
\mathcal{L}(\mathcal{R}(f), \mathcal{R}(g)),
\]

should be sufficiently large. It can be seen that the invariance implies the perfect robustness, i.e., \( \mathcal{L}(\mathcal{R}(f), \mathcal{R}(D(f))) = 0 \) holds if and only if Equation (19) holds due to the first axiom of \( \mathcal{L} \). Here, the moment-based image representation \( I \) is a special form of the generic representation \( \mathcal{R} \), which depends on the given basis function \( V_{nm} \) and can be written as

\[
\mathcal{R}(f) = I(\{< f, V_{nm} >\}).
\]

It is almost impossible to devise a representation that maintains well invariance or robustness to all kinds of degradations. More precisely, the only possibility corresponds to a representation without any discriminability [8]. Thus, in practice, the design of representation \( \mathcal{R} \) generally relies on certain assumptions about the degradation \( D \). In general, invariance/robustness optimization methods are proposed against three types of attacks: affine transformation, noise, and blurring.
4.3.1 Affine Transformation. It is a transformation of image-space coordinates, that is, the degradation operator $D$ is a mapping from the pixel coordinates $(x, y)$ to the new coordinates $(x', y')$, $D : (x, y) \rightarrow (x', y')$, is defined as:

$$
\begin{pmatrix}
    x' \\
    y'
\end{pmatrix} =
\begin{pmatrix}
    a_{00} & a_{01} & t_x \\
    a_{10} & a_{11} & t_y
\end{pmatrix} \cdot
\begin{pmatrix}
    x \\
    y \\
    1
\end{pmatrix},
$$

(23)

where the affine parameters $(a_{00}, a_{01}, a_{10}, a_{11}, t_x, t_y)$ can encode rotation, scaling, translation, shearing, flipping, and all linear combinations of the above transformations. In the moment-based image representation, there are three methods to achieve invariance to the affine transformation $D$: normalization, indirect, and explicit methods [8, 16, 78].

- Normalization method [79, 80]: In this approach, the degraded input image $D(f)$ is converted to some reference form $f^{\text{ref}}$, so the representation of this normalized image, $\mathcal{R}(f^{\text{ref}})$, will be invariant to the affine transformation $D$. Obviously, the invariance of this approach comes from the independent correction technique. More specifically, the normalization can be considered as a function $N$, which must hold $N(D(f)) = N(f) = f^{\text{ref}}$ for any image $f$ and any admissible affine transformation $D$. Note that the geometric transformation do not need to be actually implemented on the digital image, this normalization process is conceptual [8]. As can be seen, the normalization results will fundamentally affect the invariance of the representation. Over the years, the design of such a normalization approach has been pursued by many researchers in different tasks such as geometric correction [81, 82] and image registration [83, 84]. One of the simplest methods is based on geometric moments, which obtain translation, scale, and rotation invariance by evaluating/eliminating the centroid, scaling factor, and principal axis of the image, all based on low-order geometric moments. For more details on this, we strongly encourage readers to see the books by Flusser et al. [8, 16], where they provide the complete analysis and definition. For other types of normalization methods, readers can refer to the paper by Zitova et al [84].

- Indirect method [85, 86]: It is well known that geometric moments are easy to derive explicit invariants for affine transformation $D$, as show in [87, 8, 16]. Therefore, this approach express orthogonal moment invariants as a linear combination of the geometric moment invariants, based on the algebraic relation between the orthogonal moments and geometric ones. Obviously, the invariance of this approach comes from the geometric moment invariants. Here, the conversion relationship is universal, since polynomials are formed directly from linear combinations of sequences $\{x^0, x^1, \ldots, x^n\}$, and harmonic functions can be written in a similar form via the Taylor series. Note that image normalization using geometric moments followed by orthogonal moments based description and the orthogonal moment invariants derived by a linear combination of geometric moment invariants play a very similar role in theory; in practice, different methods have different issues on numerical stability and computational complexity [8].

- Explicit method [88–90]: This approach seeks to derive invariants directly from the orthogonal moments. Mathematically, it tries to satisfy the identity $I(\{f, V_{nm}\}) = I(\{D(f), V_{nm}\})$ by designing $V_{nm}$ and $I$. The invariance of this approach directly comes from the given moments. A very common method in this approach is to explicitly construct the rotation invariants of the circular moments. Due to the angular basis function $A_m(\theta) = \exp(jm\theta)$ and Fourier Shift Theorem, the circular moments defined in Equation (1) and Equation (4) of the rotated image $f^{\text{rot}}(r, \theta) = f(r, \theta + \phi)$ are $M'_{nm} = \exp(jm\phi)M_{nm}$. Hence, image rotation operation only affects the phase of circular moments. The traditional method of achieving phase cancellation is based on magnitude, i.e., $|M'_{nm}| = |\exp(jm\phi)M_{nm}| = |M_{nm}|$. However,
such simple methods discard too much image information: leaving only the magnitude, and the more important phase is ignored [91, 92]. For this, Flusser [93] proposed the complex-valued rotation invariants containing phase information. Let $L \geq 1$ and $n_i \in \mathbb{N}, m_i, k_i \in \mathbb{Z}, i = 1, \ldots, L$, such that $\sum_{i=1}^{L} m_i k_i = 0$. Then, the complex-valued rotation invariants of circular moments can be defined as $\text{inv} = \prod_{i=1}^{L} [M_{n_i, m_i}]^{k_i}$ [93]. In fact, the normalization method may be impractical for many applications, e.g. the dense image block representation. Moreover, the moments computed by normalization scheme may differ from the true moments of the standard image, owing to errors in the evaluation of the normalization parameters. As for the indirect method, a long time is allocated to compute the polynomial coefficients, hence requiring the recursive calculation of such coefficients. In contrast, due to its direct structure, the explicit method is more applicable in a variety of scenarios and can usually achieve higher accuracy and efficiency [62].

4.3.2 Noise. Different from the affine transformation, the noise attack acts on the intensity domain, that is, the degradation operation $\mathcal{D}$ is a mapping from the original intensity function $f(x, y)$ to the new intensity function $f'(x, y)$, $\mathcal{D} : f(x, y) \rightarrow f'(x, y)$. Mathematically, based on a specific noise function $\eta(x, y)$, the common additive noise is defined as:

$$f'(x, y) = f(x, y) + \eta(x, y), \quad (24)$$

and multiplicative noise is defined as:

$$f'(x, y) = f(x, y) \times \eta(x, y). \quad (25)$$

For enhancing the robustness to noise, it is difficult to adopt a similar normalization as in the affine invariant representation, because the inverse problems are often ill-conditioned or ill-posed [94, 95]. Currently, a common strategy in moment-based image representation is to convert the image to a new space with higher Signal-to-Noise Ratio (SNR) via a specific transformation $\mathcal{T}$, e.g., Radon space [96–98]. Based on this new space, $V_{nm}$ and $I$ are designed for achieving a robust representation $\mathcal{R}$:

$$I(\{\langle \mathcal{T}(f), V_{nm} \rangle \}) \approx I(\{\langle \mathcal{T}(\mathcal{D}(f)), V_{nm} \rangle \}). \quad (26)$$

Image representation based on the Radon transform has the advantage of being robust to additive noise [99]. The Radon transform of an image function $f(x, y)$ is defined as:

$$\text{Rad}_f(\rho, \alpha) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(x, y) \delta_{\rho, x \cos \alpha + y \sin \alpha} dx dy, \quad (27)$$

where $\delta_{ij}$ is the Kronecker delta function defined in Equation (3), $\rho = x \cos \alpha + y \sin \alpha$ is a straight line with the angle $\alpha$ (w.r.t. the $y$-axis) and the distance $\rho$ (w.r.t. the origin). The Radon transform of the noisy image defined in Equation (24) can be written as:

$$\text{Rad}_f(\rho, \alpha) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} [f(x, y) + \eta(x, y)] \delta_{\rho, x \cos \alpha + y \sin \alpha} dx dy = \text{Rad}_f(\rho, \alpha) + \text{Rad}_\eta(\rho, \alpha). \quad (28)$$

In the continuous domain, the Radon transform of noise $\text{Rad}_\eta(\rho, \alpha)$ is equal to the mean value of the noise, which is assumed to be zero. Thus, we have

$$\text{Rad}_f(\rho, \alpha) \approx \text{Rad}_f(\rho, \alpha). \quad (29)$$

This means that zero-mean additive noise has no effect on the Radon transform of the image. As for multiplicative noise as Equation (25), a potential strategy is to use logarithmic transformation as a pre-processing to separate the image and noise into two additive parts, i.e., $\log[f(x, y) \times \eta(x, y)] =
\log[f(x, y)] + \log[\eta(x, y)]$. In practice, however, the perfect identity of Equation (29) does not hold because the image and noise are sampled and quantized. For the discrete case, the SNR of the image in Radon space is still significantly higher than that of the original image, meaning better robustness. Readers are referred to the papers of Hoang et al. [97] and Jafari-Khouzani et al. [99] for detailed theoretical analysis and experiments.

4.3.3 Blurring. Similar to the noise attack, the blurring also acts on the intensity domain, that is, $D : f(x, y) \rightarrow f'(x, y)$. Mathematically, based on a specific Point-Spread Function (PSF) $\mu(x, y)$, the observed blurred image can be described as a convolution:

$$f'(x, y) = f(x, y) \otimes \mu(x, y).$$ (30)

Therefore, blur invariance can also be called convolution invariance. For image blurring, “normalization” means in fact blind deconvolution, which is a strongly ill-conditioned or ill-posed problem [100, 101]. At present, the invariant representation of blurred images usually relies on specific image space transformation such as projection operation similar to Radon transform. The main idea can also be expressed by the Equation (26). In this regard, the works of Flusser et al. [102–105] are remarkable.

4.3.4 Recent Advance of Robustness/Invariance Optimization. The affine moment invariants of 2D and 3D image are the well-established tools [106–109]. In the books of Flusser et al. [8, 16], explicit affine invariants and normalization strategy using geometric/complex moments are derived in detail. Not only that, such invariants can easily be extended to orthogonal moments through the inherent conversion relationship. Hence, the work of Flusser et al. on affine invariants is very generic and remains one of the most landmark efforts in the field. More recently, the extension of invariants has attracted strong scientific interest [110]. 1) Extension to other transform groups, such as the invariants under reflection [111], projective [112], Mobius [113], and chiral [114] transformations. 2) Extension to other data dimensions or formats: such as invariants of color image [115], curve [116], surface [117], vector field [118, 119], and tensor field [120–122]. 3) Extension to other moments, such as the invariants of OFMM [123], JFM [124], Fourier-Mellin transform [125], radial Tchebichef moments [126], radial Legendre moments [127], and Gaussian-Hermite moments [128–131]. As a noteworthy work, Li et al. [132] deeply explored the structure of invariants. They proposed two fundamental Generating Functions (GF), which can encode geometric moment invariants and further construct shape descriptors, just like DNA encodes proteins. They also found that Hu’s seven invariants can be further decomposed into a simpler set of Primitive Invariants (PI), may meaning a new perspective of invariant study [133].

It is well known that the inverse problems of image noise and blurring are usually more difficult to solve than the inverse problems of affine transformations. This means that the normalization methods, i.e. denoising and deblurring, are very challenging tasks. Such approach is, generally, slow, and unstable due to the restoration artifacts [102]. For the brute-force path such as CNN, the lack of inherent invariance causes them to be very sensitive to noise and blurring operations not seen in the training. A recent work [134] confirmed this conclusion through extensive experiments. Most common strategy to alleviate this problem is data augmentation. However, it is very time and memory consuming, just “learning by rote”. Due to above facts, the moment-based invariant representation of noisy/blurred images is crucial to many practical applications. In this path, a main goal pursued by the researchers is to simplify the assumptions about degradation, which are the basis for the design of invariants. For example, by the additional constraints on PSF, they derived invariants to motion blur [135], axially symmetric blur in case of two axes [136], circularly symmetric blur [137, 138], arbitrary $N$-fold symmetric blur [103], circularly symmetric Gaussian blur [104], and general (anisotropic) Gaussian blur [102]. Recently, a promising invariant representation to
blurring was proposed by Kostková et al [102]. The main contribution is the design of the invariants to general Gaussian blur, where the PSF is a Gaussian function with unknown parameters, i.e., the blur kernel may be arbitrary oriented, scaled, and elongated.

4.4 Definition Extension

Starting from different application scenarios and optimization goals, mathematical extension on the definitions of classical moment basis functions is also a popular research topic. In the following, we will introduce some common paths of definition extension.

4.4.1 Quaternion. Mathematically, the gray-level image function \( f(x, y) \) can be defined as a mapping from 2D image plane to 1D intensity value, i.e., \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \); the color image function \( f(x, y) = \{ f_R(x, y), f_G(x, y), f_B(x, y) \} \) can be defined as a mapping from 2D image plane to 3D intensity value, i.e., \( f : \mathbb{R}^2 \rightarrow \mathbb{R}^3 \). Here, \( f_R(x, y) \), \( f_G(x, y) \), and \( f_B(x, y) \) are the Red, Green, and Blue components of color image in RGB model, respectively. Note that other three-channel color models are also applicable to the analysis in this section.

In Sections 2 and 3, the listed classical moments was directly designed for gray-level images but not for color images. When dealing with color image, there are two straightforward strategies [139, 140]: 1) graying method, calculating the moments of the gray-level version of color image; 2) channel-wise method, directly calculating the moments of each color channel. However, the graying method may lose some significant color information. In addition, the channel-wise method can hardly produce the most compact representation of a color image and ignores the correlation between different color channels.

For solving above problems, a common strategy is to define the color image \( f(x, y) \) as a mapping from 2D image plane to quaternion intensity value \( f_R(x, y)i + f_G(x, y)j + f_B(x, y)k \), i.e., \( f : \mathbb{R}^2 \rightarrow \mathbb{H} \). Correspondingly, the basis function \( V_{nm} \) is also extended from the real domain \( \mathbb{R} \) or the complex domain \( \mathbb{C} \) to the quaternion domain \( \mathbb{H} \), i.e., new basis functions \( V_{nm} \in \mathbb{H} \), for achieving a well counterpart \( (f, V_{nm}) \) of the original inner product \( \langle f, V_{nm} \rangle \) [67, 141–142]. For more details on quaternion algebra and quaternion moments, we encourage readers to see the papers by Chen et al. [141, 142].

4.4.2 High-dimensional. Quaternion extension acts on the range of images and basis functions, while high-dimensional extension acts on their domain. In Sections 2 and 3, the listed classical moments was directly designed for 2D images. When dealing with image defined in high-dimensional space \( \mathbb{R}^d \) (mainly 3D image, \( d = 3 \)), the domain \( D \) of the basis functions \( V_{nm} \) should also be extended from \( \mathbb{R}^2 \) to \( \mathbb{R}^d \) [16].

For Cartesian moments, such extension is quite straightforward. Based on a 1D orthogonality polynomials set, we can generate \( d \)-dimensional orthogonal basis functions by using the same polynomials set for the each directions/variables [145].

For circular moments, extension to high-dimensional space is more difficult. In 3D case, a common choice is replacing the angular basis function \( A_m(\theta) = \exp(jm\theta) \) with the spherical harmonic \( Y_{ml}(\theta, \varphi) \) of degree \( l \in \mathbb{N} \) and order \( m \in \mathbb{Z} \) [146, 147]:

\[
Y_{ml}(\theta, \varphi) = \sqrt{\frac{(2l + 1)(l - m)!}{4\pi(l + m)!}} L_{ml}(\cos \theta) \exp(jm\varphi),
\]  

(31)

where \( \theta \in [0, \pi) \) and \( \varphi \in [0, 2\pi) \) are inclination and azimuth of the spherical coordinate system respectively, \(|m| \leq l\), and \( L_{ml} \) represents the associated Legendre functions, which can be written
explicitly as:

\[ L_{ml}(x) = (-1)^{m}2^{l}(1 - x^{2})^{\frac{m}{2}} \sum_{k=m}^{l} \frac{k!x^{k-m}}{(k-m)!} \left( \frac{l+1}{2} \right) \left( \frac{l-1}{2} \right) \]  

(32)

The spherical harmonic \( Y_{ml}(\theta, \varphi) \) satisfies the orthogonality condition:

\[ \langle Y_{ml}, Y_{m'l'} \rangle = \int_{0}^{\pi} \int_{0}^{2\pi} Y_{ml}(\theta, \varphi) Y_{m'l'}^{\ast}(\theta, \varphi) \sin \theta d\theta d\varphi = \delta_{mm'} \delta_{ll'} \].  

(33)

Therefore, the 3D orthogonal basis functions in spherical coordinates can be constructed by combining the spherical harmonic \( Y_{ml}(\theta, \varphi) \) and radial basis functions \( R_{n}(r) \) with some slight modifications [148].

4.4.3 Fractional-order. In Sections 2 and 3, the listed classical moments was designed rely on integer-order domain \((n, m) \in \mathbb{Z}^2\). Recently, an interesting idea on extension the order domain of the classical moments has emerged [149–151]. It introduces a fractional-order parameter \( \alpha \in \mathbb{R} \) through certain suitable variable substitution, e.g., \( r := r^{\alpha} \in [0, 1] \) (circular moments) or \( x := x^{\alpha}, y := y^{\alpha} \in [0, 1] \) (Cartesian moments). By the substitution, order of the newly defined moments can be extended to real domain, e.g., \( an \in \mathbb{R} \) (circular moments) or \((an, am) \in \mathbb{R}^2\) (Cartesian moments).

It is worth noting that such kind of fractional-order moments is not only the mathematical extension of classical moments, but also has a distinctive time-frequency analysis capability [152]. Specifically, the fractional-order moments are able to control the zero distributions of the basis functions by changing value of the fractional-order parameter. According to the research on information suppression problem (mentioned in Section 3.4), the distribution of zeros of the basis functions is a very important property because it is closely related to the description emphasis of the moments in the spatial-domain. As a result, the computed fractional-order moments are able to put emphasis on certain regions of an image, which are useful for solving information suppression issues and extracting image local features [149–151].

We will explain why fractional-order extension brings the time-frequency analysis capability. Taking the fractional-order circular moments as an example, where a new variable \( r_{new} \in [0, 1] \) is used in the definition with \( r_{old} = r_{new}^{\alpha} \in [0, 1] \) and \( \alpha \in \mathbb{R}^+ \). As illustrated in Figure 8, we can derive the following conclusions on the distribution of zeros and the description emphasis of extracted moments [152]:
• When \( \alpha = 1 \), the zeros of radial basis functions and description emphasis are the same as the corresponding integer-order version due to \( r_{\text{old}} = r_{\text{new}}^\alpha = r_{\text{new}} \);
• When \( \alpha < 1 \), the zeros of radial basis functions are biased towards 0 due to \( r_{\text{old}} = r_{\text{new}}^\alpha > r_{\text{new}} \), meaning more emphasis on the inner region of the image;
• When \( \alpha > 1 \), the zeros of radial basis functions are biased towards 1 due to \( r_{\text{old}} = r_{\text{new}}^\alpha < r_{\text{new}} \), meaning more emphasis on the outer region of the image.

4.4.4 Other. In addition to the above common paths, several other extension strategies can be found in the literature.

Zhu [153] uses multivariate orthogonal polynomials [154], which are the tensor product of two different orthogonal polynomials, for the definition of Cartesian moments. In contrast, the classical strategy is to use the tensor product of two same orthogonal polynomials. This new definition is more flexible and may have better performance in certain situations [155–158].

Wang et al. [159] proposed semi-orthogonal moments to adjust the frequency-domain nature and spatial-domain description emphasis of the basis functions. It adopts a certain modulation function (may with parameter [160, 161]) to weight the basis functions. Such semi-orthogonal moments are reported to be powerful for time-frequency analysis, but orthogonality condition of their basis functions is not hold.

Zhu et al. [162, 163] adopted some generalized polynomials to extend the definition of existing classical moments. The corresponding recursive calculation formulas are also explicitly given in the papers. Note that a newly introduced parameter in these methods exhibit a similar property to the fractional-order parameter (mentioned in Section 4.4.3), i.e., the ability to adjust the distribution of zeros. One possible implication is that there may be a mathematical connection between the two. Some similar papers on definition extension are [164–167].

4.4.5 Recent Advance of Definition Extension. Quaternion extension has become a very common strategy in moment-based color image processing [139, 168–172]. In addition, quaternion theory is increasingly used in related fields, including both hand-crafted [173–175] and learning-based representation [176–179]. We list below some recent advances in quaternion moments. Chen et al. [180] adopted quaternion algebra for representing RGB-D (RGB and depth) images, where the real part of quaternion number encodes the depth component. Yamni et al. [181] proposed a new category of moments for color stereo image representation, called octonion moments. Such kind of moments is a natural generalization of quaternion moments, rely on octonion algebra. We believe that the further research in this field will be inspired by the advance of hyper-complex algebra such as [182].

High-dimensional extension of image moments appeared very early [148] and attracted significant attention in the last decade [145, 158, 185–189]. A possible explanation for its popularity might be the rapid development of devices and technologies related to 3D images such as medical imaging [183] and computer graphics [184]. Recent work in this field mainly focuses on the new definitions [145, 158], invariants [188, 189], and accurate/fast calculations [185–187] of 3D image moments. Note that most of the main ideas for accurate/fast calculations of 2D image moments (mentioned in Sections 4.1 and 4.2) can be natural generalized to the 3D case. As for the 3D moment invariants, some promising works have been analyzed in Section 4.3.

Most recently, more attention of researchers has been drawn to the fractional-order extension, compared to the above two paths [190–192]. In this regard, the earliest work we find was presented by Hoang et al. [149, 150]. They extend the existing harmonic function based orthogonal moments (mentioned in Section 3.2) to a generic version, called Generic Polar Harmonic Transforms (GPH), by fractional-order extension. A key contribution is that the time-frequency nature of GPH and its potential in image representation were first discovered and analyzed. Xiao et al. [151] defined...
a general framework for the fractional-order extension of Jacobi polynomial based orthogonal moments in both circular and Cartesian case (mentioned in Sections 2 and 3.1). Most of the subsequent related papers [193–200] follow Hoang et al. [149, 150] and Xiao et al. [151], where main ideas of [198–200] are actually special cases of [149, 150]. Note that all the above related work focuses on solving the information suppression problem or extracting local image information. In a recent paper, Yang et al. [152] define a new set of generic fractional-order orthogonal moments, called Fractional-order Jacobi-Fourier Moments (FJFM), taking Jacobi polynomial-based classical and fractional-order orthogonal moments as special cases. More importantly, they found that all above methods have a common defect in the image global representation. Such global representation using a specific fractional parameter (determined experimentally) only brings a slight performance improvement compared to the classic moments, mainly due to the contradiction between the robustness and discriminability. Starting from this, Yang et al. [152] take a first step to improve the performance of global representation using the time-frequency property of fractional-order orthogonal moments.

4.5 Application

In addition to the theoretical works described above, the application research of orthogonal moments is also active. Such applications cover many familiar problems of image processing, computer vision, and information security, as well as some interdisciplinary frontiers. In this section, considering the focus of this survey, we aim to draw a high-level intuition for the applications of image moments without involving technical details.

- **Image processing** – For the low-level vision tasks, image moments are popular choices. The application involves different contents of image processing: low-level feature detection and representation (e.g., detection of edge [201] and keypoint [202], representation of interest region [203], texture [55], and optical flow [204]), degraded image restoration and representation (e.g., denoising [205], deblurring [206], and superresolution [207]), image registration [208], image compression, coding and communication [209], and image quality assessment [210]. Similarly, moments have also been employed for the low-level vision tasks in video analysis [211] and computer graphics [212].

- **Visual understanding** – For the high-level vision tasks, image moments have been explored in different applications of computer vision. The related works are found in image classification [213], instance retrieval [214], object detection [215], and semantic segmentation [216]. Another major class of applications is pattern recognition, including behavior recognition [217], text recognition [218], biometric recognition [219], and sentiment recognition [220].

- **Information security** – Moments and moment invariants have shown significant impact on the research of information security, especially for the visual media. The popularity should be attributed to the robustness of moment-based representation, which is consistent with the two-player nature of security research. Successful applications mainly comprise digital watermarking [221], steganography [222], perceptual hashing [223], and passive media forensics (e.g., copy-move [224] and splicing [180] detection).

- **Interdisciplinary** – Since visual information processing and understanding are common tasks in many disciplines, the moment-based representation can naturally be extended to these fields. Typical interdisciplinary applications cover medicine (e.g., medical imaging [225]), geography (e.g., remote sensing [226]), robotics (e.g., visual servoing [227]), physics (e.g., optics [228] and fluid mechanics [118]), chemistry (e.g., analytical chemistry [229]), biology (e.g., protein structure representation [230]), and materials science (e.g., atomic environment representation [231]).
Table 4. Definition and Cardinality of Order Set S(K) for Different Orthogonal Moment Methods

| Method          | S(K) | |S(K)|  |
|-----------------|------|-----------------------------|
| ZM [29]         | \( n - |m| = \text{even}, |m| \leq n \leq K \) | \((K + 1)(K + 2)/2\) |
| PZM [20]        | \( m \leq n \leq K \) | \((K + 1)^2\) |
| OFMM [33], CHFM [34], PJFM [35], JFM [36], RHFM [38], PCT [40], BFM [41], FJFM [152], GRHFM [150], GPCT [150] | \( 0 \leq n, |m| \leq K \) | \((K + 1)(2K + 1)\) |
| EFM [39], PCET [40], GPCET [150] | \(|n|, |m| \leq K \) | \((2K + 1)^2\) |
| PST [40], GPST [150] | \( 1 \leq n \leq K, |m| \leq K \) | \(K(2K + 1)\) |

From the above review, two observations should be mentioned: 1) many works in Sections 4.1, 4.2, 4.3, and 4.4 are generic in their nature and are found in above application areas; 2) moment-based representation plays a key role in a variety of scenarios that require high efficiency or strong robustness.

5 SOFTWARE PACKAGE AND EXPERIMENT RESULTS

In this section, we will give an open-source software for a variety of widely-used orthogonal moments. Some accurate/fast calculation, robustness/invariance optimization, and definition extension strategies are also included in the package. This software is thus called MomentToolbox, which is available at https://github.com/ShurenQi/MomentToolbox.

On this unified base, we will evaluate the accuracy/complexity, representation capability, and robustness/invariance of these methods through moment calculation, image reconstruction, and pattern recognition experiments, respectively. It should be highlighted that all experiments are performed under Microsoft Windows environment on a PC with 2.90 GHz CPU and 8 GB RAM, and all the presented algorithms are implemented in Matlab R2021a.

5.1 Moment Calculation: Accuracy and Complexity

The accuracy and complexity are evaluated by using different methods to calculate the moments of a 128 × 128 image with a unity gray-level, i.e., \( \{f_{\text{uni}}(x, y) = 1 : (x, y) \in D\} \).

Going back to Equation (1) and Equation (4), we can easily derive the unit disk-based orthogonal moments of this image are

\[
\langle f_{\text{uni}}, V_{nm} \rangle = \iint_D V_{nm}(x, y)f_{\text{uni}}(x, y)dxdy = \begin{cases} 0 & m \neq 0 \\ 2\pi \int_0^1 R_n^*(r)rdr & m = 0 \end{cases}.
\]

The Equation (34) means that for any \((n, m)\) in \(\{(n, m) : (n, m) \in \mathbb{Z}^2, m \neq 0\}\), the theoretical value of the corresponding moment \(\langle f_{\text{uni}}, V_{nm} \rangle\) should be 0. But in practice, such identity usually does not hold due to certain error caused by the imperfection of the moment calculation method. For further analysis, please refer to [232, 233]. In fact, the errors listed in Section 4.1, i.e., geometric error, numerical integration error, and representation error, may all cause this phenomenon.

Based on the above facts, the computational accuracy is evaluated by a newly defined simple measure, called Average Calculation Error (ACE):

\[
\text{ACE} = \frac{\sum_{(n,m) \in \{S(K), m \neq 0\}} |M_{nm}(f_{\text{uni}})|}{|S(K)|}.
\]
where $M_{nm}^{(f_{uni})}$ is the unit disk-based orthogonal moment of image $f_{uni}$ calculated by a specific method, and $S(K)$ is the set of selected order $(n, m)$ based on a integer constant $K$. Here, the definition and cardinality of order set $S(K)$ for a variety of unit disk-based orthogonal moments are listed in Table 4.

The computational complexity is evaluated by the elapsed time over all feasible orders in order set $S(K)$, called Decomposition Time (DT):

$$DT = \sum_{(n, m) \in S(K)} \text{time}(M_{nm}^{(f_{uni})})$$

where $\text{time}(M_{nm}^{(f_{uni})})$ is the elapsed time for a moment $M_{nm}^{(f_{uni})}$. To make a fair comparison, all the methods operate in single-thread modality, using `-singleCompThread` option in Matlab.

The comparison methods include:

- Direct computation of classical Jacobi polynomial-based methods (ZM [29], PZM [20], OFMM [33], CHFM [34], PJFM [35], and JFM [36]);
- Direct computation of classical harmonic function-based methods (RHFM [38], EFM [39], PCET [40], PCT [40], and PST [40]);
- Direct computation of classical eigenfunction-based methods (BFM [41]);
- Direct computation of fractional-order Jacobi polynomial-based methods (FJFM [152]);
- Direct computation of fractional-order harmonic function-based methods (GRHFM [150], GPCET [150], GPCT [150], and GPST [150]);
- Recursive computation of fractional-order Jacobi polynomial-based methods (FJFM [152]);
- FFT-based computation of fractional-order harmonic function-based methods (GPCET [67]).

Here, JFM has parameters $(p, q)$, FJFM has parameters $(p, q, \alpha)$, and GRHFM/GPCET/GPCT/GPST has parameter $\alpha$. Note that JFM and GPCET are actually the generic versions of the existing Jacobi polynomial-based moments [20, 29, 33–36, 151, 193–196] and Harmonic function-based moments [38–40, 150, 198–200, 234], respectively. In other words, the accurate/fast calculation algorithm for FJFM or GPCET can be directly used in its special case, by properly setting the values of the parameters. For further analysis, please refer to [152, 67].

Figure 9 provides the ACE and DT of all above comparison methods. It is observed from the figure that

- Accuracy: 1) The error curves of Jacobi polynomial-based moments exhibit sudden upturns when $K$ is increased up to a certain point. Obviously, there exists a main problem of numerical instability (i.e., representation error) due to the factorial/gamma terms in the Jacobi polynomials.
polynomials. As can be expected, the calculation based on recursion has significantly better accuracy, no numerical instability is observed in Figure 9, because it does not involve the factorial/gamma of large numbers. 2) The main problem, in harmonic function-based moments, is numerical integration error. According to the sampling theorem, such error increases as \( K \) increases, which is consistent with the phenomenon we observed in Figure 9. Note that the radial basis functions of some kinds of harmonic function-based moments are unbounded, e.g., RHFM and EFM, meaning potential representation errors. This is the main reason why their calculation accuracy is worse than similar methods. Thanks to the pseudo up-sampling and the polar domain definition, the FFT-based calculation has almost constant integration error and avoids numerical instability caused by unboundedness. 3) As for eigenfunction-based moments, although we use a fast and stable Matlab built-in function \texttt{besselj} to implement the radial basis functions, its error curves still rise sharply. In fact the error is between Jacobi polynomial-based moments and harmonic function-based moments for larger \( K \) (no numerical instability), which is not shown in Figure 9.

- **Complexity:** 1) In general, the complexity of the Jacobi polynomial-based moments is relatively high, especially when \( K \) is large, due to the complicated factorial/gamma terms and long summations in radial basis functions. With the recursive strategy, this part of the computation can be greatly reduced, exhibiting a complexity similar to that of harmonic function-based moments. 2) The calculation cost of the harmonic function-based moments mainly comes from the inner product due to the simplicity of the radial basis functions, which is less than the Jacobi polynomial-based moments. Note that, for the same \( K \), the number of moments of EFM and PCET is twice that of other harmonic function-based moments (see also Table 4). Thus, the calculation time of EFM and PCET is higher than the similar methods, about twice, as expected. If the FFT-based calculation is used, the computation of the inner product will be greatly reduced, and its complexity is independent of \( K \). 3) In Figure 9, eigenfunction-based moments show similar complexity to Jacobi polynomial-based moments. However, if the calculation is done directly from the definition without using the fast \texttt{besselj}, its complexity will be significantly higher due to gamma terms, infinite series, and root-finding operations.

The above experimental evidence supports our theoretical analysis and observations in Sections 3, 4.1 and 4.2.

**Remark:** In the direct calculation scenario, harmonic function-based moments have better computational complexity and accuracy, compared with Jacobi polynomial-based moments and eigenfunction-based moments. The easy-to-implement recursive strategy can effectively overcome the numerical stability issue of Jacobi polynomial-based moments, also with better efficiency, it should be promoted in real-world applications. As a promising research path, the harmonic function-based moments calculated by FFT show superior performance in terms of both complexity and accuracy.

### 5.2 Image Reconstruction: Representation Capability

The representation capability is evaluated by using comparison methods to reconstruct the gray image “Lena” with size 256 × 256.

Going back to Equation (1) and Equation (2). Thanks to the orthogonality of \( V_{nm} \), the image reconstruction from orthogonal moments \( \{ M_{nm} = \langle f, V_{nm} \rangle \} \) can be performed easily as:

\[
\hat{f}(x, y) = \sum_{(n,m) \in \mathcal{S}(K)} M_{nm} V_{nm}(x, y)
\]  

(37)
Fig. 10. Some samples of the reconstructed images by different orthogonal moment methods with $K = \{0, 5, \ldots, 20\}$ (from left to right).

where $\hat{f}$ is the reconstructed version of original image $f$, and $S(K) \in \mathbb{Z}^2$ is defined in Table 4. The reconstruction error is evaluated by the Mean-Square Reconstruction Error (MSRE) [20]:

$$
\text{MSRE} = \frac{\int \int_{-\infty}^{\infty} \int \int_{-\infty}^{\infty} [f(x, y) - \hat{f}(x, y)]^2 \, dx \, dy}{\int \int_{-\infty}^{\infty} \int \int_{-\infty}^{\infty} [f(x, y)]^2 \, dx \, dy},
$$

(38)

and the well-known Structural SIMilarity (SSIM) [235] is used as a fidelity criteria:

$$
\text{SSIM} = \frac{(2\mu_f\mu_{\hat{f}} + C_1)(2\sigma_{f,\hat{f}} + C_2)}{\mu_f^2 + \mu_{\hat{f}}^2 + C_1(\sigma_f^2 + \sigma_{\hat{f}}^2 + C_2)},
$$

(39)

where $\mu_f$, $\sigma_f$, and $\sigma_{f,\hat{f}}$ represent the mean value, standard deviation, and covariance, respectively; constants $C_1$ and $C_2$ are set to $C_1 = (0.01 \times 255)^2$ and $C_2 = (0.03 \times 255)^2$. The comparison methods include:

- Classical Jacobi polynomial-based methods (ZM [29], PZM [20], OFMM [33], CHFM [34], PJFM [35], and JFM [36]);
- Classical harmonic function-based methods (RHFM [38], EFM [39], and PCET [40]);
- Classical eigenfunction-based methods (BFM [41]);
- Fractional-order Jacobi polynomial-based methods (FJFM [152]);
- Fractional-order harmonic function-based methods (GPCET [150]).

For better reflect the true capability in representing image functions, more accurate calculation based on recursion or FFT is adopted instead of direct method. In other words, the influence of
calculation errors in the corresponding reconstruction results will be suppressed. Specifically, ZM and PZM are implemented by \( q \)-recursive method \([43]\) and \( p \)-recursive method \([73]\), respectively; the generic recursive calculation in \([152]\) and the generic FFT-based calculation in \([67]\) are used for other Jacobi polynomial-based moments and harmonic function-based moments, respectively. As for BFM, the evaluation of radial basis functions is facilitated by stable Matlab built-in function \texttt{besselj}.

Figure 10 shows some samples of the reconstructed images for \( K = \{0, 5, \ldots, 20\} \), while the MSRE and SSIM values of all above comparison methods are given in Figure 11. It is observed from these results that

- It is intuitive that more moments can better reconstruct/represent the image function. From the visual result (Figure 10) and MSRE/SSIM value (Figure 11) of reconstructed image, in general, the larger the \( K \) value the better the reconstruction quality. As some exceptions, the MSRE curves of some methods (e.g., OFMM) start to rise when \( K \) is increased up to a certain point, which is mainly due to the representation error at \( r \approx 1 \) (see also Figure 3).

- Another important observation is that, as shown in Figure 10, the low-order moment mainly reflects the overall grayscale/intensity information of image, while the high-order moment reflects the more complex texture/shape information. On the other hand, from a robustness perspective, we can infer that the higher-order moments (corresponding to the high-frequency components of image) are less robust to noise, blur, and sampling/quantization effect.

- It should be noted that the reconstruction/representation quality is closely related to the number of zeros of basis functions. In the cases of Jacobi polynomial-based moments, the reconstructed images by ZM and PZM exhibit worse MSRE/SSIM values compared to similar methods due to their fewer zeros of basis functions (see also Table 2). The same reason can explain why the MSRE/SSIM values of RHFM and GRHFM are worse than other harmonic function-based moments (see also Table 2).

- As for the fractional-order moments (i.e., FJFM, GRHF, and GPCET), the reconstruction quality is relatively better at \( \alpha \approx 1 \), which should be attributed to the uniform distributions of radial kernel’s zeros. Furthermore, they are hard to reconstruct the image’s inner/outer part when \( \alpha > 1 / \alpha < 1 \); on the contrary, the inner/outer part is able to be reconstructed with fewer moments when \( \alpha < 1 / \alpha > 1 \). For the sake of brevity, only the case of \( \alpha > 1 \) is shown in Figure 10, readers can use \texttt{MomentToolbox} to verify other cases.

The above experimental evidence supports our theoretical analysis and observations in Sections 3 and 4.4.
Remark: In the family of classical Jacobi polynomial-based methods, except for ZM and PZM, the reconstruction/representation qualities of all other methods are similar, due to their similar mathematical properties. In fact, ZM and PZM require higher-order moments to obtain a close performance to other methods, but possibly at the cost of reduced robustness to signal corruptions. In contrast, the harmonic function-based moments, especially EFM, PCET, and GPCET, are generally better than other types of methods in the clean image representation. It is worth noting that the time-frequency analysis capability of fractional-order moments may useful for certain scenarios such as solving information suppression issues and extracting image local features.

5.3 Pattern Recognition: Robustness and Invariance

The robustness and invariance are evaluated by using comparison methods to recognize the degraded images with different levels of affine transformations and signal corruptions.

To generate the training set, we selected 100 images from the COREL dataset [236] and resized them to $128 \times 128$. The calculated feature vectors of these training images are considered to be the ground-truth for comparing with the testing images. Figure 12 shows several images in the training set. To generate the testing set, each image from the training set is rotated at angles $\{0^\circ, 30^\circ, ..., 120^\circ\}$, reflecting the arbitrariness of the orientation. Also, the scale and position are random perturbed by pixels $\{10, 12, ..., 18\}$ and $\{0, 1, ..., 4\}$, respectively, aiming to simulate the imperfect segmentation of interest region in the visual system. Then, each image is destroyed by white Gaussian noise with variances $\{0, 0.05, ..., 0.3\}$. Thus, the testing images are with both
affine transformations and signal corruptions. Through the above operations, a training image corresponds to $36 \times 7 = 252$ testing images, resulting in a total of $252 \times 100 = 25200$ images in the testing set. For better visualization, Figure 13 shows some selected images from the testing set.

For achieving classification, we use the moment-based feature vector to describe all images in the training and testing sets, which is defined as:

$$v(f) = \{|\langle f, V_{nm} \rangle | : (n, m) \in S(K)\}, \quad (40)$$

where $S(K) \in \mathbb{Z}^2$ is defined in Table 4. Going back to Equation (4), mathematically, it is easy to verify that Equation (40) must satisfy the rotation invariance when $V_{nm}$ is of the form $R_n(r) \exp(jm\theta)$ (see also Section 4.3.1). In addition, the most naive minimum distance classifier (based on Euclidean distance) is used to better reflect the robustness and invariance of the representation itself. The classification accuracy is evaluated by the Correct Classification Percentages (CCP) [41]:

$$\text{CCP} = \frac{\# \text{ correctly classified samples}}{\# \text{ total samples in the dataset}}. \quad (41)$$

The comparison methods include:

- Classical Jacobi polynomial-based methods (ZM [29], PZM [20], OFMM [33], CHFM [34], PJFM [35], and JFM [36]);
- Classical harmonic function-based methods (RHFM [38], EFM [39], PCET [40], PCT [40], and PST [40]);
- Classical eigenfunction-based methods (BFM [41]);
- Fractional-order Jacobi polynomial-based methods (FJFM [152]);
- Fractional-order harmonic function-based methods (GRHFM [150], GPCET [150], GPCT [150], and GPST [150]);
- Two lightweight learning methods, PCANet [4] and Compact Binary Face Descriptor (CBFD) [237], are inspired by the dimensionality reduction-based descriptor PCA and texture-based descriptor LBP, respectively;
- Two deep learning methods, GoogeLeNet [238] and ResNet-50 [239], are well known in numerous vision applications.

Note that, to further prove the effectiveness of orthogonal moments in image representation, we will compare them with learning-based methods. For PCANet and CBFD, we use the common parameter settings in the original papers. The resolution of input image in PCANet is reduced to $64 \times 64$ to avoid excessive memory usage. The GoogeLeNet and ResNet-50 are retrained to fit the image sets in this paper, based on a transfer learning strategy. For more details, please refer to the code of MomentToolbox and original papers [4, 237–239].

The CCP values of above orthogonal moment methods for $K = \{10, 20\}$ are presented in Table 5. For better visualization, at each noise variance, relatively high/low CCP values are indicated by blue/red shading, and the highest CCP value is bolded to highlight. In addition, Table 6 shows the comparison with learning-based methods, where the average values of the CCP for $K = 20$ in Table 5 are used to represent the performance of orthogonal moments. From these presented results, it can be observed that:

- All the orthogonal moment methods listed in Table 5 have achieved high classification accuracy on clean images, due to their theoretical invariance for rotation and certain robustness to segmentation error. It is intuitive that the classification accuracy is negatively correlated with the noise variance and positively correlated with $K$. Therefore, the degree to which the CCP value is affected by the variance or $K$ reflects the robustness to noise.
- We observe that the classification performance is closely related to the number/distribution of zeros of basis functions. As shown in Table 5, ZM and PZM have lower performance than
Table 5. Correct Classification Percentages (%) for Different Orthogonal Moment Methods

| Method                  | $K$ | Gaussian white noise (variance) |
|-------------------------|-----|---------------------------------|
|                         | 0   | 0.05  | 0.1  | 0.15 | 0.2  | 0.25 | 0.3  |
| ZM                      | 10  | 89.03 | 68.78 | 42   | 26.67| 17.47| 12.31| 9.06 |
| PZM                     | 10  | 92.17 | 76.33 | 45.36| 30.44| 18.14| 12.94| 9.47 |
| OFMM/FJFM(2,2,1)        | 10  | 97.25 | 90    | 72.42| 47.11| 26.53| 15.36| 8.78 |
| CHFM/FJFM(2,1.5,1)      | 10  | 98.56 | 93.86 | 78.03| 60.94| 40.22| 25.42| 16.5 |
| PJFM/FJFM(4,3,1)        | 10  | 97.94 | 92.64 | 79.08| 58.28| 37.5 | 22.67| 13.81|
| JFM(3.3)/FJFM(3,3,1)    | 10  | 97.92 | 93.81 | 77.19| 55.94| 35.44| 22.39| 13.89|
| JFM(5.5)/FJFM(5,5,1)    | 10  | 97.75 | 93.53 | 78.86| 59.67| 38.56| 24.92| 16.86|
| FJFM(3,3,2)             | 10  | 97.67 | 93.22 | 76.92| 56.83| 38.11| 24.25| 16.5 |
| FJFM(5,5,2)             | 10  | 97.25 | 92.64 | 79.08| 58.28| 37.5 | 22.67| 15.22|
| RHFM/GRHFM(1)          | 20  | 99.56 | 97.06 | 86.47| 61.78| 37.33| 21.94| 13.44|
| GRHFM(2)                | 20  | 99.75 | 92.97 | 79   | 52.53| 29.67| 16.92| 10.5 |
| EFM/GPCET(1)           | 20  | 98.75 | 95.25 | 80.39| 60.22| 39.33| 24.75| 16.53|
| PCET/GPCET(2)          | 20  | 99.11 | 94.44 | 80.14| 54.81| 25.08| 15.44| 9.22 |
| GPCT(1)                | 20  | 98.98 | 95.72 | 79.61| 60.5 | 38.72| 23.53| 13.75|
| PCT/GPCT(2)           | 20  | 98.97 | 95.72 | 79.61| 60.5 | 38.72| 23.53| 13.75|
| GPST(1)                | 20  | 98.97 | 95.72 | 79.61| 60.5 | 38.72| 23.53| 13.75|
| PST/GPST(2)           | 20  | 98.97 | 95.72 | 79.61| 60.5 | 38.72| 23.53| 13.75|
| BFM                    | 20  | 98.97 | 95.72 | 79.61| 60.5 | 38.72| 23.53| 13.75|

that of other methods. The major explanation is their fewer and biased zeros. Also, in general,
Table 6. Correct Classification Percentages (%) for Learning Methods and Orthogonal Moment Methods

| Method                        | Gaussian white noise (variance) |
|-------------------------------|---------------------------------|
|                               | 0    | 0.05 | 0.1  | 0.15 | 0.2  | 0.25 | 0.3  |
| PCANet (without rotation versions) | 19.28 | 7.58 | 4.64 | 3.03 | 2.08 | 2.03 | 1.56 |
| PCANet (with rotation versions)  | **99.97** | 14.25 | 4.33 | 2.19 | 1.69 | 1.25 | 1.19 |
| CBFD (without rotation versions) | 22.58 | 3.72 | 2.08 | 1.22 | 1.19 | 1.14 | 1.08 |
| CBFD (with rotation versions)   | 98.92 | 3.89 | 2.5  | 1.75 | 1.53 | 1.64 | 1.11 |
| GoogLeNet (with rotation versions) | 96.17 | 6.28 | 2.5  | 1.39 | 1.22 | 0.89 | 1.11 |
| ResNet-50 (with rotation versions) | 99.33 | 3.03 | 1.61 | 1    | 1.17 | 0.78 | 1.03 |
| Orthogonal moments (average results) | 97.42 | **91.47** | **74.62** | **54.39** | **35.05** | **21.83** | **14.14** |

the peak performance of fractional-order moments (i.e., GRHFM, GPCET, GPCT, GPST, and FJFM) is at $\alpha \approx 1$ due to their uniform zeros.

- On the whole, at the corresponding values of variance and $K$, EFM/GPCET(1), GPCT(1), GPST(1), CHFM/FJFM(2,1.5,1), and JFM(5.5)/FJFM(5,5,1) have higher classification accuracy, especially EFM/GPCET(1). This means that they have better representation capability and robustness in the global description scenario.

- In Table 6, PCANet and CBFD are first trained without rotation versions, i.e., directly using the same training set as orthogonal moment methods. Due to the lack of rotation invariance, the performance of PCANet and CBFD in this scenario is poor, even for the clean images.

- In the learning-based methods, the common idea to deal with geometric transformation is data augmentation, which means including the corresponding transformed versions in the training set. Accordingly, PCANet and CBFD are then trained with rotation versions. Note that this increased the training time by nearly 36 times. As shown in Table 6, although the PCANet and CBFD achieve performance improvements (especially on clean images), the accuracy decreases sharply as the noise variance increases and does not differ much from the training without the rotation versions.

- Due to the inherent nature, GoogeLeNet and ResNet-50 are difficult to train with very few samples, i.e., using the same set as orthogonal moment methods. Therefore, the rotation versions are used in the training, with a considerable time/space cost. From the results, one can see that the similar phenomena also occur in GoogeLeNet and ResNet-50. For the clean testing images, the classification accuracy is satisfactory, mainly due to the fact that such images have similar settings to the training data. However, the models are still sensitive to noise, the accuracy drops sharply on noisy images.

- Such common phenomena prove that orthogonal moment methods exhibit certain advantages for recognizing the image variants under geometric transformations and signal corruptions, compared to the listed learning methods. The invariance and independence of the moment-based descriptor draw a distinction between other methods, leading to potential benefits on small-scale robust recognition problems.

The above experimental evidence supports our theoretical analysis and observations in Sections 1, 3, 4.3, and 4.4.

**Remark:** It is worth noting that the time-frequency nature of the fractional-order orthogonal moments, in addition to the application on solving information suppression issues and extracting image local features, also has the potential to improve the global image representation. For this, readers can refer to the preliminary work in [152]. Due to space limitations and implementation
difficulties, the experiment did not consider other more complex geometric transformations and the corresponding invariant generation strategies. In such a pattern recognition problem that requires very strong robustness, the performance gap between orthogonal moments and learning methods may be even greater.

6 CONCLUDING REMARKS AND FUTURE DIRECTIONS

Robust and discriminative image representation is a long-lasting battle in the computer vision and pattern recognition. In this paper, we have presented a comprehensive survey on the orthogonal moment methods in image representation.

Starting from the review on the basic theories and classical methods in the area, we abstracted several basic conditions that an efficient moment-based representation should satisfy: the invariance/robustness to affine transformations and signal corruptions, the discriminability to a large number of patterns, and the reasonable computational complexity and accuracy. Based on these observations, this paper aimed to analyze the motivation and successful experiences behind the recent advances in fast/accurate calculation, robustness/invariance optimization, definition extension, and application. Note that such overall theoretical analysis of the state-of-the-art research progress is mostly ignored in previous studies.

In addition to the above theoretical contributions, we also provided extensive open-source implementations and experimental evaluations at the practical level. For the first time, a software package called MomentToolbox is available for the image representation community, covering classical methods and improvement strategies in the field of image moments. With this software, this paper has evaluated the accuracy/complexity, representation capability, and robustness/invariance of the widely-used methods through moment calculation, image reconstruction, and pattern recognition experiments, respectively. To the best of our knowledge, such overall performance statistics of the state-of-the-art methods have not been given until this work.

As can be seen from this survey, over a period of nearly six decades, the widespread studies on this field have resulted in a great amount of achievements. Despite its long history, moment-based representation appears to be still in development. This is not so surprising, considering the fundamental role of image representation, i.e., the performance of computer vision and pattern recognition methods is heavily dependent on the choice of data representation. With this premise, it is important trying to identify the most promising areas for future research.

- **Moment invariant theory in bag-of-visual-words model.** As the most competitive representation model in the pre-CNN era, the Bag-of-Visual-Words (BoVW) model is a hand-crafted algorithm in which local features are extracted, encoded, and summarized into global image representation. One of the main difficulties faced by the BoVW model is the unsatisfactory robustness of the representation [240, 241]. Obviously, the core of the improvement is to expand the invariance of local features (including the descriptor and detector). Therefore, the moment-based local descriptor/detector with good invariance to geometric transformations and signal corruptions is promising in alleviating this problem. Specifically, we noted a number of potential efforts [76, 92, 202, 203, 242–247].

- **Moment invariant theory in deep-learning model.** As one of the most important representation method in deep learning, CNN serves as a hierarchical model for large-scale visual tasks. The large number of neurons contained in the network allows CNN to fit any complicated data distribution, meaning a strong discriminability. For this reason, CNN has received widespread attention recently. However, its problems are also commonly reported such as high time/space complexity and difficulty in achieving satisfactory robustness [134, 240]. In this respect, the mathematical constraints of invariance and independence behind the moment-based image
representation are useful for solving these problems. We believe that such exploration of introducing knowledge into data-driven algorithms is promising. Specifically, we noted a number of potential efforts [248–255].

- **Moment invariant theory in real-world application.** In fact, the application of moments and moment invariants is still an active field. This is because different application scenarios have different requirements for the accuracy, complexity, invariance/robustness, and discriminability of image representation. In other words, the special optimization of moment-based image representation considering background knowledge is quite necessary in practice. Specifically, we noted a number of potential efforts [74, 76, 92, 118, 205, 244, 245, 256].
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