Vegetation Monitoring for Mountainous Regions Using a New Integrated Topographic Correction (ITC) of the SCS + C Correction and the Shadow-Eliminated Vegetation Index
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Abstract: The mountainous vegetation is important to regional sustainable development. However, the topographic effect is the main obstacle to the monitoring of mountainous vegetation using remote sensing. Aiming to retrieve the reflectance of frequently-used red–green–blue and near-infrared (NIR) wavebands of rugged mountains for vegetation mapping, we developed a new integrated topographic correction (ITC) using the SCS + C correction and the shadow-eliminated vegetation index. The ITC procedure consists of image processing, data training, and shadow correction and uses a random forest machine learning algorithm. Our study using the Landsat 8 Operational Land Imager (OLI) multi-spectral images in Fujian province, China, showed that the ITC achieved high performance in topographic correction of regional mountains and in transferability from the sunny area of a scene to the shadow area of three scenes. The ITC-corrected multi-spectral image with an NIR–red–green composite exhibited flat features with impressions of relief and topographic shadow removed. The linear regression of corrected waveband reflectance vs. the cosine of the solar incidence angle showed an inclination that nearly reached the horizontal, and the coefficient of determination decreased to 0.00~0.01. The absolute relative errors of the cast shadow and the self-shadow all dramatically decreased to the range of 0.30~6.37%. In addition, the achieved detection rate of regional vegetation coverage for the three cities of Fuzhou, Putian, and Xiamen using the ITC-corrected images was 0.92~6.14% higher than that using the surface reflectance images and showed a positive relationship with the regional topographic factors, e.g., the elevation and slope. The ITC-corrected multi-spectral images are beneficial for monitoring regional mountainous vegetation. Future improvements can focus on the use of the ITC in higher-resolution imaging.
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1. Introduction

Mountainous vegetation, e.g., forests and shrubs, is a vital resource for regional sustainable development [1–3]. However, the topographic effect hinders vegetation mapping [4–6], vegetation change detection [7], and vegetation biophysical parameter retrieval such as the fractional vegetation cover (FVC) [8], leaf area index (LAI) [9,10], and net primary productivity (NPP) [11]. It results in the phenomena of “same body with different spectra” and “different bodies with same spectrum”, e.g., the self-shadow, cast shadow, and sunny area caused by the anisotropic solar illumination [12–14]. After nearly 40 years of development, numerous topographic corrections (TCs) have been developed and can be classified as
three categories. (1) Sun–terrain–sensor (STS) geometric correction methods. Assuming the terrain surface as Lambert, the STS geometric correction methods remove or reduce topographic effect by calibrating the geometric model of the sun, terrain, and sensor angles, e.g., the cosine correction [15–17], C-correction [17], or simple topographic correction using estimation of diffuse light (SCEDIL) [18]. These corrections rectify the solar direct irradiance successfully; however, they face difficulties in measuring the diffuse-skylight irradiance and the adjacent-terrain irradiance [13,14]. Usually, the diffuse-skylight irradiance and the adjacent-terrain irradiance are simplified as a factor in this type of correction method, e.g., as the C factor [17]. Specifically, the cast shadow exists in a “sunlit” slope or flat according to the STS geometric model, however it suffers irradiance obstruction from the higher mountain in the direction of solar incidence. This paradox between surface spectral features and topographic characteristics significantly decreases the correction accuracy of the cast shadow by these methods. (2) Physically based correction models. Considering the different bidirectional reflectance distribution functions (BRDFs) of the canopy in inclined and horizontal surfaces, many BRDF-based correction models have been developed [19–21], such as the Minnaert correction [22], sun–canopy–sensor (SCS) correction [23,24], SCS + C correction [25], adaptive shade compensation (ASC) model [26], gamma method [27], Sandmeier model [28], Santini model [29], BRDF-based atmospheric and topographic correction (BRATC) model [30], approach based on path length correction (PLC) [31], and the four-scale bidirectional reflection model of slope geometric optical model [32,33]. These BRDF-based correction models have a solid physical basis [34,35]; however, the ill-posed nature of the inverse problem and complicated parameters counteract their advantage in physics and constrain their practical applications [36]. What is more, these models made little progress in removal of the cast shadow in rugged terrains. (3) Spectral feature (SF) methods. The SF methods consider the spectral feature ranging in rugged mountain and the waveband reflectivity characteristics between shadow areas and sunny areas, e.g., the classic band-ratio model [37]. Recently, a type of method in the form of vegetation indices, based on the band-ratio model, has been developed to obtain the vegetation information without the topographic shadow, such as the modified enhanced vegetation index [38] and the shadow-eliminated vegetation index (SEVI) [39]. Some of them can rectify the cast shadow as well as the self-shadow, with the value in the shadows approximately corrected to that in sunny areas, e.g., the SEVI achieved a high performance in the removal of topographic shadow and was used in vegetation monitoring of protected areas in rugged mountains [40]. However, these methods lose spectral resolution [24], obtaining a single-band grayscale image where the topographic shadow was eliminated.

By comparing these existing methods, it was found that the topographic effect has been successfully corrected for in case studies of small areas of multi-spectra [3], specifically the correction of sunny areas, or for a regional grayscale image with eliminated topographic effect. However, the large-area correction of topographic shadow in multi-spectra is still a challenge, specifically of the cast shadow. We aimed to develop a new approach to remove the shadow of the frequently used spectral waveband reflectance of the red–green–blue (RGB) and near-infrared (NIR) in mountainous regions, since these four wavebands are the basic elements of optical remote sensing, e.g., the SPOT-6 and 7, GF-1 and 2, ZY-3, and Landsat have (or even only have) these four. Considering the performances of the three categories of topographic corrections, a possible solution would be to integrate the advantages of the physically based correction model and the spectral feature method. Specifically, the SCS + C correction is a pioneering method in BRDF correction with simple parameters [23] and better characterizes diffuse irradiance to reduce the overcorrection [25], so it was recommended as one of algorithms that achieved the best correction performance [41,42]. In addition, the SEVI successfully eliminated the topographic shadow effect in both the self-shadow and the cast shadow. Therefore, the objective in this study was to develop a new integrated topographic correction (ITC) using the SCS + C correction and the SEVI to remove topographic effect for retrieving the conventionally used RGB and NIR waveband reflectance for mountainous vegetation mapping.
2. Study Area and Data

The regional study area is mainly located in Fujian province of Southeast China (Figure 1), and its elevation and slope are listed in Table 1. The major land cover in this area is mountainous forest with a prominent topographic effect. We acquired three scenes of Landsat 8 Operational Land Imager (OLI) multi-spectral images with 30 m spatial resolution on 11 December 2019 and the corresponding 30 m Advanced Spaceborne Thermal Emission and Reflection Radiometer Global Digital Elevation Model Version 2 (ASTER GDEM V2) from the Geospatial Data Cloud site, Computer Network Information Center, Chinese Academy of Sciences (Geospatial Data Cloud. Available online: http://www.gscloud.cn (accessed on 22 February 2022)). The path/row, sun elevation, and azimuth of these acquired images are also listed in Table 1.

![Study area location and images: Landsat 8 Operational Land Imager (OLI) acquired on 11 December 2019 (near infrared–red–green (NRG) composite), subareas (white rectangles, S1–S3 are rugged areas located in the scenes of 119/041, 119/042, and 119/043, respectively), sample areas (green points), and samples (yellow points).](image)

Figure 1. Study area location and images: Landsat 8 Operational Land Imager (OLI) acquired on 11 December 2019 (near infrared–red–green (NRG) composite), subareas (white rectangles, S1–S3 are rugged areas located in the scenes of 119/041, 119/042, and 119/043, respectively), sample areas (green points), and samples (yellow points).

| Scene (Path/Row) | Sun Elevation (°) | Sun Azimuth (°) | Elevation (m) | M_elev (m) | Std_elev (m) | Slope (°) | M_slope (°) | Std_slope (°) |
|------------------|------------------|----------------|--------------|-----------|-------------|-----------|-------------|-------------|
| 119/041          | 35.76            | 156.27         | 0–1921       | 602       | 323         | 0–72      | 20          | 11          |
| 119/042          | 36.98            | 155.56         | 0–1828       | 453       | 317         | 0–72      | 17          | 10          |
| 119/043          | 38.19            | 154.83         | 0–1485       | 247       | 278         | 0–69      | 12          | 10          |

3. Methods

We supposed that the SEVI has high correlation with the topographic-corrected reflectance of frequently used RGB and NIR spectral wavebands, then the regressions between the SEVI and the waveband reflectance of sunny areas can be used to correct the waveband
reflectance of topographic shadows, specifically of the cast shadow. Therefore, the ITC processing flow consists of image processing (including atmospheric correction, topographic shadow extraction, SCS + C correction, and SEVI calculation), data training, and shadow correction (including accuracy test and applicability test) (Figure 2). In data training, we used the randomly generated points as training samples. Every set of the training sample included the SEVI, surface reflectance (ρ), cosine of the solar incidence angle (cos i), and SCS + C corrected reflectance of sunny areas in a scene of Path 119/Row 042. Moreover, the shadow area of three scenes of Path 119 with Rows of 041, 042, and 043 was used subjected to correction. As for the regressing method, we selected the random forest (RF) machine learning technique [43–45], since related studies indicated that it produced few instances of biased estimates or overfitting [46–48] and it showed higher estimate accuracy than support vector regression (SVR), artificial neural network (ANN), traditional linear regression model, and so on [49–51]. Finally, we used the ITC-corrected multi-spectral images to extract and map the vegetation of regional cities.

3.1. Image Processing

3.1.1. Atmospheric Correction

The surface reflectance of the image was used after data pre-processing of the radiometric calibration and atmospheric correction. The radiometric calibration transformed the image’s digital number (DN) into radiance, using the band gain and bias provided by the Landsat 8 OLI metadata. The atmospheric correction by the fast line-of-sight atmospheric analysis of spectral hypercubes (FLAASH) model was used to obtain the physical parameter of surface reflectance. Major parameters of the FLAASH correction were set in the ENVI 5.3, for example, atmospheric model was set as tropical, aerosol model as rural, and aerosol of surface reflectance. The radiometric calibration transformed the image’s digital number (DN) into radiance, using the band gain and bias provided by the Landsat 8 OLI metadata. The atmospheric correction by the fast line-of-sight atmospheric analysis of spectral hypercubes (FLAASH) model was used to obtain the physical parameter of surface reflectance. Major parameters of the FLAASH correction were set in the ENVI 5.3, for example, atmospheric model was set as tropical, aerosol model as rural, and aerosol of surface reflectance.

3.1.2. Topographic Shadow Extraction

Topographic shadow is the pixel’s lack of solar direct irradiance, including the self-shadow and the cast shadow [7,20,52]. First, the totally shady area was extracted by the spectral feature of image, using the supervised classification of the RF classifier. The water area, mixed in the shady area, was excluded using the normalized difference water index.
Then, the self-shadow was calculated from the DEM by the Formula (1), while the cast shadow was selected from the shady area adjacent to the self-shadow.

\[
S_{\text{self}} = \begin{cases} 
0, & \tan \sigma \cdot \cos(\pi - (\omega - \beta)) \leq \tan \gamma \\
1, & \tan \sigma \cdot \cos(\pi - (\omega - \beta)) > \tan \gamma' 
\end{cases} 
\]

where \( S_{\text{self}} \) is the self-shadow, \( \sigma \) is the slope angle, \( \omega \) is the solar azimuth angle, \( \beta \) is the aspect angle, and \( \gamma \) is the sun elevation angle. The values of \( \sigma \) and \( \beta \) were computed from the DEM data, and the values of \( \gamma \) and \( \omega \) were taken directly from the header files of image.

### 3.1.3. SCS + C Correction

Using the surface reflectance, the SCS + C-corrected reflectance was calculated using the following model [25]:

\[
\rho_{\text{SCS+C}} = \rho_T \left( \frac{\cos \theta \cdot \cos \sigma + c}{\cos i + c} \right),
\]

where \( \rho_{\text{SCS+C}} \) is the reflectance observed for a horizontal surface after the SCS + C correction; \( \rho_T \) is the reflectance observed over an inclined surface; and \( c \), which equals the quotient of intercept \( b \) and inclination \( a \) of an observed empirical linear correlation between \( \rho_T \) and the \( \cos i \), is assumed to be constant for a given wavelength; \( i \) is the solar incidence angle, defined as the angle between the normal to the ground and sun’s rays; and \( \theta \) is the solar zenith angle. The value of \( \theta \) was obtained by subtracting \( \gamma \) from \( \pi/2 \).

### 3.1.4. SEVI Calculation

The SEVI image was calculated from the surface reflectance of the red band and the NIR band (Formula (4)). As a key parameter, the adjustment factor balances the under-elimination or over-elimination of topographic shadow in rugged mountains. We used a calculation algorithm based on the block information entropy (the BIE-algorithm) to obtain the best adjustment factor [40]. First, the slope calculated from the ASTER GDEM V2 of the 30 m spatial resolution was resampled to a 6 km resolution. The pixels of the 1% highest slopes of the 6 km resolution were extracted as blocks. Second, the information entropy of SEVI in every block was calculated (Formulas (5) and (6)). The optimized adjustment factor for a block was obtained when the information entropy of SEVI achieved its maximum value (Formula (7)), and the best adjustment factor for a scene was obtained from the block that achieved the highest information entropy of SEVI among the blocks (Formula (8)). Finally, the three scenes of the SEVI image were normalized (Formula (9)), and the intersected area between two SEVI scenes was used to verify the SEVI mosaic accuracy.

\[
\text{SEVI} = \frac{\rho_{\text{nir}}}{\rho_{r}} + f(\Delta) \frac{1}{\rho_{r}} = \text{RVI} + f(\Delta) \cdot \text{SVI},
\]

\[
H = -\sum_{i=1}^{n} p_i \cdot \ln(p_i) / \ln(n),
\]

\[
p_i = \frac{x_i}{\sum_{i=1}^{n} x_i}, \quad \sum_{i=1}^{n} p_i = 1, \quad 0 < p_i < 1,
\]

\[
f_b = \arg \max (H), \quad f(\Delta) \in (0.001, 1.000),
\]

\[
f_b = \arg \max (H_b), \quad f(\Delta) \in \left( f_{b_j}, j = 1, \ldots, m \right),
\]

where \( \rho_{\text{nir}} \) is the surface reflectance of the near-infrared band, \( \rho_{r} \) is the surface reflectance of the red band, \( f(\Delta) \) is the adjustment factor, RVI is the ratio vegetation index, SVI is the shadow vegetation index, \( H \) is the information entropy of SEVI in a block, \( p_i \) is the percentage of a pixel SEVI value in a selected block, \( x_i \) is a pixel value of SEVI, \( n \) is the
number of pixels in a selected block, $f_b$ is an optimized adjustment factor for a block, $f_s$ is the best adjustment factor for an entire scene, $H_b$ is the maximum information entropy of SEVI in a block, and $m$ is the number of selected blocks in a whole scene image.

$$SEVI' = \frac{SEVI - SEVI_{\text{min}}}{SEVI_{\text{max}} - SEVI_{\text{min}}}$$

where $SEVI'$ is the normalized SEVI, $SEVI_{\text{min}}$ is the minimum SEVI of an entire scene, and $SEVI_{\text{max}}$ is the maximum SEVI of an entire scene.

3.2. Data Training

In all, 100,000 points were randomly generated from an entire scene of Path 119/Row 042, and about 22,000 points located in the sunny area were selected and further split as training set of 70% of the points and test data of the remaining 30% of points. The SCS + C-corrected reflectance of frequently used wavebands in sunny areas were used as the dependent variable, while the SEVI, $\rho$, and $\cos i$ were input independent variables (Table 2) since $\rho$ is an elementary spectral feature of the remote sensing image and $\cos i$ is a fundamental element of the classic topographic corrections. Using a Python module of Scikit-learn, a bootstrap strategy was applied to the training points to improve the RF regressor’s generalizability. In addition, the hyper-parameters of the RF regressor were optimized using Bayesian optimization, i.e., a set of combinations of the hyper-parameters was randomly formed by assembling the possible values of every hyper-parameter. Finally, we evaluated the training accuracy using the k-fold cross-validation [54] and used the corresponding indicators of the coefficient of determination ($r^2$) to reflect the degree of linear relationship between the observed reflectance and forecasted reflectance and the root mean squared error (RMSE) to measure the discrepancy between forecasted and observed values. Since the topographic characteristics and spectral features of the shadow area are different from those of the sunny area, the test accuracy of sunny areas cannot be used to represent the shadow correction accuracy. Considering the sunny area is not the correction target in our proposed new ITC, we evaluate the forecasting accuracy of the regressions for shadow area correction.

Table 2. Seven inputs of independent variable(s).

| Independent Variable(s) | a     | b     | c     |
|-------------------------|-------|-------|-------|
| Single                  | SEVI  | $\rho$| $\cos i$ |
| Double                  | SEVI, $\rho$ | SEVI, $\cos i$ | $\rho$, $\cos i$ |
| Triple                  | SEVI, $\rho$, $\cos i$ | /    | /    |

3.3. Shadow Correction

3.3.1. Accuracy Test

We corrected the topographic shadow using the RF regressor and inputs with high training accuracy. It is significant to evaluate the forecasting accuracy of the regressions trained using sunny areas while using them for shadow area correction; however, the test data of waveband reflectance in shadow area are difficult to obtain. Considering the conventionally used validation methods of topographic correction, we used their corresponding indicators to test forecasting accuracy: the $r^2$ and RMSE of linear regression between waveband reflectance and the $\cos i$, and the relative error (RE) between the waveband reflectance of sunny areas and that of topographic shadow, i.e., the RE$_{self}$ for the self-shadow and the RE$_{cast}$ for the cast shadow (Formula (10)). We called this method as 4R-evaluation. The 213 sets of evaluation samples were randomly selected from the scene of Path 119/Row 042 with the aid of higher-spatial-resolution images from Baidu Maps and GF-2 (yellow points in Figure 1). Considering Tobler’s first law of geography [55],
every set of the evaluation sample (i.e., the sunny area, self-shadow, and cast shadow) was selected from the closely located pixels of homogenous vegetation cover.

\[
RE = \frac{(\bar{R}_{sun} - \bar{R}_{sha})}{\bar{R}_{sun}} \times 100\% ,
\]

(10)

where \(RE\) is relative error, \(\bar{R}_{sun}\) is mean reflectance of sunny area samples, \(\bar{R}_{sha}\) is mean reflectance of each type of shadow sample, such as the cast shadow and the self-shadow.

In addition, according to Formula (4), if topographic effect does not exist in an image, the SEVI degrades into the RVI. Thus, as for the red or NIR waveband reflectance, if either of them removes topographic effect, the other can be calculated using an inverse computation method, e.g., Formula (11) can be used to calculate the NIR band reflectance.

\[
\rho_{nir-tc} = \frac{RVI}{\rho_{r-tc}} = \frac{SEVI}{\rho_{r-tc}},
\]

(11)

where \(\rho_{nir-tc}\) is the topographic-corrected reflectance of the NIR waveband, and \(\rho_{r-tc}\) is the topographic-corrected reflectance of the red waveband.

3.3.2. Applicability Test

The ITC approach’s applicability was tested using the retrieved waveband reflectance of the shadow area in two other scenes of Path 119/Row 041 and Path 119/Row 043, which were corrected by the regressions trained from the sunny area of the scene of Path 119/Row 042. The performance of the removal topographic shadow was evaluated by the visual analysis and the statistics of evaluation samples selected randomly from the three scenes. In visual analysis, the subareas clipped from three scenes were zoomed in for checking the elimination of topographic shadow (white rectangles in Figure 1). The statistics included the scatter plots between waveband reflectance and the \(\cos i\), and relative error between waveband reflectance of sunny area and that of the shadow area. In addition, the frequently used surface reflectance and SCS + C corrected reflectance were used for comparison with the ITC-corrected results.

4. Results

4.1. Processed Images and Topographic Shadow

The surface reflectance image after atmospheric correction displayed a strong relief effect with prominent fragmentized shadows (Figure 3a). The overall accuracy of shadow classification was 94.62%, and the kappa coefficient was 0.88. Because the reflectance of the NIR waveband is much bigger than that of the RGB wavebands, the reflectance of the NIR band and that of the RGB bands were illustrated, separately, in the box plot (Figures 4 and 5). Computing from the selected 213 sets of evaluation samples, the surface reflectance means of the sunny area were 0.0232–0.0451 in RGB wavebands and 0.3392 in NIR waveband, while those of shadows ranged from 0.0081 to 0.0111 in RGB wavebands and from 0.0450 to 0.0455 in NIR waveband (Figures 4a and 5a). This surface reflectance value distribution showed that the topographic effect in rugged mountains is, apparently, characterized by the surface reflectance of the shadow area less than that of the sunny area.

The SCS + C-corrected image achieved a better impression of relief reduction; however, the topographic shadow still existed, specifically the cast shadow (Figure 3b). In the box plot, the corrected reflectance of the sunny area decreased while that of the shadow area increased. The corrected reflectance means of the sunny area declined to 0.0197–0.0373 in RGB wavebands and to 0.2669 in the NIR waveband; however, those of the shadow area improved to 0.0130–0.0165 of the cast shadow and to 0.0158–0.0232 of the self-shadow in RGB wavebands, and to 0.0849 (cast shadow)–0.2014 (self-shadow) in the NIR waveband (Figures 4b and 5b). Apparently, the reflectance of the shadow area was still less than that of the sunny area, specifically the reflectance of the cast shadow.
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self-shadow in RGB wavebands, and to 0.0849 (cast shadow)~0.2014 (self-shadow) in the NIR waveband (Figure 4b and 5b). Apparently, the reflectance of the shadow area was still less than that of the sunny area, specifically the reflectance of the cast shadow. In addition, the distribution of the cos $i$ was very similar to that of surface reflectance (Figure 3j vs. Figure 3a). However, the SEVI exhibited an overall flat feature with impressions of relief and topographic shadow removed drastically, including the self-shadow and the cast shadow (Figure 3k).

Figure 3. Sample areas of different processed images (NRG composite), cos $i$, and SEVI: (a) surface reflectance ($\rho$), (b) SCS + C-corrected reflectance (SCS + C), (c) ITC-corrected reflectance with input of SEVI (+S), (d) input of $\rho$ (+$\rho$), (e) input of cos $i$ (+c), (f) inputs of SEVI + $\rho$ (+$\rho$), (g) inputs of SEVI + cos $i$ (+Sc), (h) inputs of $\rho$ + cos $i$ (+pc), (i) inputs of SEVI + $\rho$ + cos $i$ (+Spc), (j) cos $i$, and (k) SEVI.
was rectified to the level of the sunny areas; with their reflectance corrected to that of the \( \rho \) waveband correction, the two inputs (Figure 3j vs. Figure 3a). However, the SEVI exhibited an overall flat feature with impressions of relief and topographic shadow were removed, including the cast shadow and self-shadow (Figure 3c). The box plot showed that the reflectance of the shadows were rejected, due to the \( r^2 \) being less than 0.28 (Figure 6a,b). However, the forecasting accuracy showed that the input of SEVI was prioritized for the RGB waveband correction, since the \( r^2 \), RMSE, \( \text{RE}_{\text{self}} \), and \( \text{RE}_{\text{cast}} \) of it were the best among the six inputs (Figure 6c-f). As for the NIR waveband correction, the two inputs \( \rho + \cos i \) and SEVI + \( \rho + \cos i \) were rejected, due to the high value of test indicators, specifically the \( r^2 > 0.56 \) and the absolute \( \text{RE}_{\text{self}} > 75\% \). Therefore, we used the ITC with the input SEVI to correct the topographic shadow of the RGB wavebands and used the inverse calculation method of Formula (11) to correct the NIR band reflectance. The sample areas of the corrected image exhibited a flat feature, and the impressions of relief and topographic shadow were removed, including the cast shadow and self-shadow (Figure 3c). The box plot showed that the reflectance of the shadows was rectified to the level of the sunny areas; with their reflectance corrected to that of the sunny area, the cast shadow and self-shadow were more approximate and distributed in more concentrated intervals of 0.0279–0.0286 (red band), 0.0365–0.0373 (green band), 0.0180–0.0197 (blue band), and 0.2788–0.3013 (NIR band), respectively (Figures 4c and 5c).

Figure 4. Box plot of the corrected red–green–blue (RGB) waveband reflectance: (a) \( \rho \), (b) SCS + C, and (c) +S.

Figure 5. Box plot of the corrected near-infrared (NIR) waveband reflectance: (a) \( \rho \), (b) SCS + C, and (c) +S.

In addition, the distribution of the \( \cos i \) was very similar to that of surface reflectance (Figure 3) vs. Figure 3a). However, the SEVI exhibited an overall flat feature with impressions of relief and topographic shadow removed drastically, including the self-shadow and the cast shadow (Figure 3k).

4.2. Accuracy and Corrected Images

After training by the RF regressor, the \( r^2 \) and RMSE for training accuracy showed that six inputs were acceptable for the RGB wavebands (\( r^2 > 0.73 \)) except the input of \( \cos i \) (\( r^2 < 0.03 \)). Meanwhile, only two inputs of \( \rho + \cos i \) and SEVI + \( \rho + \cos i \) were acceptable for the NIR waveband (\( r^2 = 0.84 \)), and the other five inputs were rejected due to the \( r^2 \) being less than 0.28 (Figure 6a,b). However, the forecasting accuracy showed that the input of SEVI was prioritized for the RGB waveband correction, since the \( r^2 \), RMSE, \( \text{RE}_{\text{self}} \), and \( \text{RE}_{\text{cast}} \) of it were the best among the six inputs (Figure 6c-f). As for the NIR waveband correction, the two inputs \( \rho + \cos i \) and SEVI + \( \rho + \cos i \) were rejected, due to the high value of test indicators, specifically the \( r^2 > 0.56 \) and the absolute \( \text{RE}_{\text{self}} > 75\% \). Therefore, we used the ITC with the input SEVI to correct the topographic shadow of the RGB wavebands and used the inverse calculation method of Formula (11) to correct the NIR band reflectance. The sample areas of the corrected image exhibited a flat feature, and the impressions of relief and topographic shadow were removed, including the cast shadow and the self-shadow (Figure 3c). The box plot showed that the reflectance of the shadows was rectified to the level of the sunny areas; with their reflectance corrected to that of the sunny area, the cast shadow and self-shadow were more approximate and distributed in more concentrated intervals of 0.0279–0.0286 (red band), 0.0365–0.0373 (green band), 0.0180–0.0197 (blue band), and 0.2788–0.3013 (NIR band), respectively (Figures 4c and 5c).
The three scenes and the corresponding clipped subareas of the ITC-corrected result showed a high performance in the removal of the topographic shadow, exhibiting a flat feature with the impressions of relief and topographic shadow removed (Figure 7). The other ITC-corrected images with inputs in Table 1 were illustrated in the sample areas, and further specified the accuracy report of Figure 6 in vision. The corrected result with the input $\rho$ showed an under-reflected effect with fragmentized shadows (Figure 3d), on the contrary, that with the inputs $cos\ i$ showed an over-reflected and strong relief effects with fragmentized bright patches (Figure 3e). The corrected result with the input SEVI + $\rho$ still showed an under-reflected effect with smaller fragmentized shadows (Figure 3f), on the contrary, that with the input SEVI + $cos\ i$ showed an over-reflected and relief effect with fragmentized bright patches (Figure 3g). Finally, the corrected results with inputs $\rho + cos\ i$ and SEVI + $\rho + cos\ i$ had relief effect with fragmentized shadow in the cast shadow, while had an over-reflected effect in the self-shadow (Figure 3h,i). The spectral features of sample areas verified again that the ITC with the input SEVI was the best for the correction of topographic shadow in this study. Therefore, if when unspecified, ITC means the integrated topographic correction using the SCS + C correction with the SEVI in the following.

4.3. Applicability of the ITC

Using the normalized SEVI of the three scenes and the regressions trained from the sunny area in a scene of Path 119/Row 042, the shadows in RGB wavebands of the three scenes were corrected, and the corresponding NIR waveband reflectance was calculated. The three scenes and the corresponding clipped subareas of the ITC-corrected result showed a high performance in the removal of the topographic shadow, exhibiting a flat feature with the impressions of relief and topographic shadow removed (Figure 7).
Coupled with the 213 sets of samples in Path 119/Row 042, 255 sets of samples in Path 119/Row 041 and 98 sets of samples in Path 119/Row 043 were selected, respectively (Figure 1). Using these 566 sets of evaluation samples, the scatter plots of waveband reflectance vs. cos $i$ showed that the self-shadow (black) was located where the cos $i$ was less than 0.0, while the remaining types of samples were distributed in the area where the cos $i$ ranged from 0.0 to 1.0, with the sequence of self-shadow (black) < cast shadow (blue) < sunny area (green) (Figure 8). The ITC-corrected reflectance of RGB and NIR in the shadow area was approximately similar to that in sunny area, the linear regression showed an inclination that nearly reached the horizontal, and the $r^2$ decreased to 0.00–0.01. It was also found that the points were distributed in a concentrated way, evenly on both sides of the regression line (Figure 8c,f,i,l). However, before topographic correction, the surface reflectance of the shadows was lower than that of the sunny areas. Accordingly, the linear regression showed a steep inclination and a low intercept, with $r^2$ more than 0.43 (Figure 8a,d,g,j). As for the SCS + C-corrected result, the reflectance of the self-shadow was rectified better than that of the cast shadow and was closer to that of the sunny area. The linear regression showed a medium inclination and intercept, with $r^2$ ranging from 0.01 to 0.20 (Figure 8b,e,h,k).

The relative errors in reflectance of the shadow area vs. the sunny area are illustrated using a histogram in Figure 9. The absolute relative errors of the cast shadow and the self-shadow after the correction using the ITC all dramatically decreased to the range of 0.30%~6.37%. As a contrast, these relative errors were large before topographic correction, varying from 68.46% to 86.34%; meanwhile, the relative errors of the SCS + C-corrected values just decreased to the range of 16.38% to 57.97%.

Figure 7. Images of three scenes and the corresponding clipped subareas (NRG composite).
Figure 8. Scatter plots of waveband reflectance vs. \( \cos i \): (a) surface reflectance of blue band vs. \( \cos i \), (b) SCS+C corrected reflectance of blue band vs. \( \cos i \), (c) ITC corrected reflectance of blue band vs. \( \cos i \), (d) surface reflectance of green band vs. \( \cos i \), (e) SCS+C corrected reflectance of green band vs. \( \cos i \), (f) ITC corrected reflectance of green band vs. \( \cos i \), (g) surface reflectance of red band vs. \( \cos i \), (h) SCS+C corrected reflectance of red band vs. \( \cos i \), (i) ITC corrected reflectance of red band vs. \( \cos i \), (j) surface reflectance of NIR band vs. \( \cos i \), (k) SCS+C corrected reflectance of NIR band vs. \( \cos i \), (l) ITC corrected reflectance of NIR band vs. \( \cos i \). The red dashed line is linear regression of band reflectance vs. \( \cos i \).
4.4. Vegetation Mapping of Regional Cities

Considering the integrity of the city area, the regional cities of Fuzhou, Putian, and Xiamen were clipped from the Landsat images for regional vegetation mapping (Figure 10a,b). The regional mountainous vegetation exhibited a flat feature with the impressions of relief and topographic shadow removed after the correction using the ITC, which is better for regional vegetation detection and extraction. As a contrast, the corresponding surface reflectance image before topographic correction showed a strong topographic shadow effect of the mountainous vegetation, which can be easily mistaken for water. Using the RF classifier again, the vegetation of the three cities was extracted (Figure 10c,d). The averaged overall accuracy of the classification using the ITC-corrected images was 92.99%, and the corresponding averaged kappa coefficient was 0.83; while those using the surface reflectance images were 87.87% and 0.73, respectively. The regional vegetation coverage of the three cities was also calculated (Table 3). The results showed that the classified vegetation area of three cities was improved by about 15–493 km$^2$ after topographic correction using the ITC, and the corresponding vegetation coverage was improved by about 0.92–6.14%. In addition, using the ITC-corrected data, the statistics of topographic factors showed that the regional vegetation coverage increased with the increase of elevation and slope. However, using the surface reflectance without topographic correction, the regional vegetation coverage decreased when the elevation and slope rose, e.g., the vegetation coverage of Putian (64.25%) was less than that of Xiamen (64.90%). Therefore, the ITC-corrected reflectance of frequently used RGB and NIR wavebands provides us a higher-performance image for regional mountainous vegetation mapping.
Figure 10. Image of regional cities (NRG composite) and vegetation extraction. (a) ITC corrected reflectance, (b) Surface reflectance, (c) Vegetation extraction using ITC corrected reflectance, (d) Vegetation extraction using surface reflectance.

5. Discussion

5.1. Mountainous Vegetation

The removal of the topographic effect from multi-spectral images is significant for mapping regional mountainous vegetation, since the topographic effect decreases the...
Table 3. Area of classified vegetation, water, and other land covers of three cities using surface reflectance and the ITC-corrected reflectance, and corresponding regional vegetation coverage (RVC), elevation mean, and slope mean. The OA is overall accuracy.

| City      | Data | Vegetation (km²) | Water (km²) | Others (km²) | OA (%) | Kappa | RVC (%) | Elevation Mean (m) | Slope Mean (°) |
|-----------|------|------------------|-------------|--------------|--------|-------|---------|-------------------|----------------|
| Fuzhou *  | ρ    | 8353.18          | 592.09      | 2447.32      | 89.76  | 0.76  | 73.32   | 172.89            | 16.25          |
|           | ITC  | 8846.10          | 340.14      | 2206.33      | 96.25  | 0.90  | 77.65   |                   |                |
| Putian    | ρ    | 2512.35          | 153.91      | 1244.12      | 86.84  | 0.71  | 64.25   | 121.46            | 13.62          |
|           | ITC  | 2752.61          | 112.45      | 1045.31      | 92.54  | 0.82  | 70.39   |                   |                |
| Xiamen    | ρ    | 1024.78          | 61.99       | 492.34       | 87.00  | 0.72  | 64.90   | 87.95             | 10.58          |
|           | ITC  | 1039.42          | 47.87       | 491.81       | 90.19  | 0.78  | 65.82   |                   |                |

* The cloud in Fuzhou city decreased the RVC.

5. Discussion

5.1. Mountainous Vegetation

The removal of the topographic effect from multi-spectral images is significant for mapping regional mountainous vegetation, since the topographic effect decreases the extraction accuracy of mountainous vegetation. Due to the anisotropic solar illumination on rugged mountains, topographic effect results in the reflectance distortion of the frequently used wavebands, e.g., under-reflection in the self-shadow and the cast shadow, and over-reflection in the sunny area, which influences mountainous vegetation extraction and corresponding parameter retrieval. Specifically, it hinders the phenology study of the water, carbon, and energy fluxes of the mountainous vegetation [56–58], since surface illumination conditions change along with seasonal sun zenith angle [59]. Therefore, we developed the ITC to remove the cast shadow and the self-shadow of these frequently used RGB and NIR waveband reflectances, despite the different mechanisms of them. The cast shadow results from the external factor of obstruction by a higher mountain, while the self-shadow is from the mountain itself when the solar incidence angle is more than 90 degrees. After the correction using the ITC, the corrected image exhibited a flat feature with the impressions of relief and topographic shadow removed, which improves regional vegetation extraction accuracy, e.g., higher regional vegetation coverage values for Fuzhou, Putian, and Xiamen were achieved using the ITC-corrected image, despite the different percentages of mountainous vegetation in regional vegetation areas. In the next step, we are going to further study mountainous vegetation using the ITC-corrected multi-spectral images, e.g., vegetation cover classification and vegetation parameters’ estimation in regional mountainous areas.

5.2. Integration of the ITC

It is a highlight of the ITC to remove the topographic shadow, specifically the cast shadow, from a regional multi-spectral image of RGB and NIR wavebands, by integrating the advantages of a physically based model of the SCS + C correction and the spectral feature method of the SEVI. The BRDF-based SCS + C correction has a solid physical basis and simple operation. However, it faces difficulties in removing the cast shadow in rugged terrains and decreases the performance in elimination of the self-shadow for the large-area correction of rugged mountains, which are general defects of the DEM-based topographic correction methods, including the STS geometric correction method and the physically based correction model. On the contrary, the SEVI successfully removes topographic shadow, including the cast shadow and the self-shadow; however it loses spectral resolution and can achieve a grayscale image. This is also a general defect of the spectral feature method using the band ratio model. Therefore, our proposed ITC took advantages of the SCS + C correction and the SEVI using an RF machine learning algorithm. It trained the regressions between the SEVI and the SCS + C-corrected wavebands’ reflectance of the sunny area and successfully used them to correct the shadow area. The ITC shows a great
potential in obtaining a large-area mountainous multi-spectral image with the removal of the topographic effect, specifically with the removal of the cast shadow. In this study, we also tested the integration of the surface reflectance and the \( \cos i \) with the SCS + C corrected reflectance and the SEVI. However, the results showed their poor performance in the correction of topographic shadows, since the surface reflectance does not have a topographic correction feature, and the \( \cos i \) is easily prone to over correct the topographic shadow [17]. The phenomena indicated that the correction performance depends more on data features than on data quantity and that integrating more routine data may not achieve higher corrected performance in the removal of topographic shadows. In the next step, we tried to develop new high-quality data to integrate into the ITC to further improve the topographic correction performance for regional mountainous images.

5.3. Transfer Ability

It is the second highlight of the ITC to transfer the regressions trained from the sunny area of a scene to correct the shadow area of three scenes. It usually consumes a great deal of time to prepare samples for data training and accuracy evaluation [60], so the transferability of the trained regressions becomes important to a method’s application. Considering the transferability, a machine learning technique, the RF Regressor, was used in the ITC. The ITC achieved an expected transferability from the sunny area samples of a scene to the topographic shadow correction of three scenes, due to the normalized SEVI of three scenes and the RF ability of little biased estimates or overfitting [46–48] though it is a traditional machine learning. In the next step, we aim to use other methods of machine learning and deep learning to improve the transferability of the ITC [43,61]. In addition, we hope to apply the ITC to the higher-spatial-resolution mountainous images of the SPOT-6 and 7, GF-2 and 1, ZY-3, and so on.

6. Conclusions

We fulfilled the objective to develop a new integrated topographic correction using the SCS + C correction and the SEVI to retrieve the frequently-used RGB and NIR wavebands’ reflectance for regional mountainous vegetation monitoring. The ITC introduced a random forest machine learning algorithm into the topographic correction field. It showed high performances in the removal of the topographic effect of the frequently used wavebands, specifically of the cast shadow, and in transferability from the sunny area of a scene to the shadow area of three scenes. Using the ITC-corrected reflectance, the calculated regional vegetation coverage was improved appropriately by 0.92–6.14% in three cities in Fujian Province, China. The ITC could be recommended for application in mountainous vegetation classification and vegetation parameter estimation in regional areas.

7. Patents

China national invention patent: A cast shadow correction method for visible spectral remote sensing images (granted number: 2021101469628; granted date: 19 April 2022).
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