Incidence rate of mental illness is increasing year by year with the development of city. The amount of modern medical data is huge and complex. In many cases, it is difficult to realize the rational allocation of resources, which puts forward an urgent demand for the artificial intelligence of modern medicine and brings great pressure to the development of the medical industry. The purpose of this study is to develop and construct a grey correlation analysis and related drug evaluation system of mental diseases based on deep convolution neural network. The establishment of the system can effectively improve the automation and intelligence of modern psychiatric treatment process. In this article, the grey correlation analysis of patient data is carried out, and then, the optimized deep convolution neural network is constructed. Combined with the medical knowledge base, the analysis of disease results is realized, and on this basis, the efficacy of related drugs in the treatment of mental diseases is evaluated. The results show that the advantage of the deep convolution neural network system is to effectively improve the induction rate. What’s more, compared with other algorithms, this algorithm has higher accuracy and efficiency. It improves the comprehensiveness and informatization of disease screening methods, improves the accuracy of screening, reduces the consumption of doctors’ human resources, and provides a theoretical basis for the digitization of the medical industry in the future.

1. Introduction

In recent years, with the development of science and technology, many breakthroughs have been made in the field of deep learning. Convolutional neural network (CNN) reported many research results that are very eye-catching [1–3]. The advantage of deep convolution neural network is not only that it can imitate the human visual system and extract image features layer by layer, which can improve the recognition rate, but also the stability and good translation invariance of these features, which can improve the accuracy of analysis and processing [4, 5]. Based on the above advantages, deep convolution neural network is widely used in many industries, including but not limited to face, image, and speech recognition [6–8].

Grey relational analysis (GRA) is a common analysis method, which is mostly used to count the influence of multiple factors on the results [9, 10]. In many cases, there are many factors affecting the process of the results, and we need to analyze which index is more relevant or the correlation ranking of these factors, and we can get the response results through the grey correlation analysis.

In recent years, with the development of society, people's demand for spiritual life is increasing, the incidence of mental illness is also increasing year by year, and the incidence is mostly concentrated in big cities [11–13]. Modern medicine has a huge amount of complex data; in many cases, it is difficult to achieve a reasonable allocation of resources, which puts forward an urgent demand for the artificial intelligence of modern medicine and also brings great pressure to the development of the medical industry [14–16]. Compared with other kinds of diseases, the medical data of mental diseases may have more complex data records, which consumes a lot of medical human resources. However, the scope of computer identification data is limited and can only be applied to structured data. Therefore, we need to process the massive data of mental diseases to construct an evaluation system that is widely used in the analysis of mental illness.
In recent years, deep learning is a very important aspect in the field of machine learning, especially in the medical and other industries [17, 18]. Machine learning relies on the process of computer recognition data, which is limited to a certain extent, and requires manpower and material resources to develop specific evaluation indicators for each mental disease [19, 20]. These indicators are special and constantly change with the types of diseases, which is not conducive to the unified processing of intelligent data [21–23]. Deep learning can integrate data and represent specific indicators of data by combining higher level features that claim to be abstract [24, 25]. Because of its good feature extraction ability and system construction method, it can be applied to many different areas of mental illness [26–28].

There is a huge space for in-depth learning and development in the medical industry, especially in the assessment of mental illness. Therefore, the purpose of this study is to develop and construct a grey relational analysis of mental illness and evaluation system of related drugs based on deep convolution neural network. The establishment of this system can effectively improve the automation and intelligence of modern psychiatric treatment process. In this article, the grey correlation analysis of the patient data was carried out and then construction of the optimized depth convolution neural network was done, combined with the medical knowledge base, to achieve the analysis of the results of the disease, and on this basis, to evaluate the effect of the relevant drugs for the treatment of mental diseases. The advantage of the construction of deep convolution neural network system in this study is that it effectively improves the induction, classification, and analysis efficiency of modern mental diseases using the algorithm, makes the disease screening means more comprehensive and informative, improves the screening accuracy, and reduces the consumption of doctors’ human resources, which provides a theoretical basis for the future digitization of the medical industry.

2. Grey Correlation Analysis of Mental Illness Cases

2.1. Construction of Grey Correlation Analysis System. Grey relational analysis (GRA) is a commonly used analysis method, which is mostly used to count the influence of multiple factors on the results. The basic process is to determine the composition of reference data column and comparison data column, which reflects the degree of correlation between data. When using grey correlation analysis to solve the problems of comprehensive evaluation, it is necessary to calculate and analyze the subsequence and the parent sequence, which are changing with the events according to certain rules and on the basis of establishing the parent sequence, so as to get the degree of correlation between the two and draw a conclusion. The specific flow chart is shown in Figure 1 [29].

First of all, we need to be clear about the two basic sequences. The first is the sequence of specific behavior characteristics of the reaction process system, which is called reference sequence here. The other is the sequence that has a certain impact on the system behavior, which we call comparative sequence. The formula is as follows:

References sequence:

\[ Y(k) | k = 1, 2, \ldots, n. \]  

(1)

Comparison sequence:

\[ X_i(k) | k = 1, 2, \ldots, n, \quad i = 1, 2, \ldots, m. \]  

(2)

After defining these two sequences, we need to do some dimensionless processing on the data. The reason is that different dimensions in the system will have a certain degree of influence on the data in each factor column, which will interfere with our correct experimental results, so it is very necessary to carry out dimensionless data processing. We can do dimensionless processing by the following two methods.

First, initial value processing:

\[ x_i(k) = \frac{x_i(k)}{x_i(1)}, \quad k = 1, 2, \ldots, n; \quad i = 0, 1, 2, \ldots, m. \]  

(3)

The second is the average processing:

\[ x_i(k) = \frac{x_i(k)}{\bar{x}_i}, \quad k = 1, 2, \ldots, n; \quad i = 0, 1, 2, \ldots, m. \]  

(4)

In the above two formulas (3) and (4), \( k \) represents the time, and \( i \) represents an eigenvalue in the comparison sequence.

After processing the data, we will calculate the correlation coefficient.

\[ \zeta_i(k) = \frac{\min_{k} \min_{i} |y(k) - x_i(k)| + \rho \max_{i} \max_{k} |y(k) - x_i(k)|}{|y(k) - x_i(k)| + \rho \max_{i} \max_{k} |y(k) - x_i(k)|}. \]  

(5)

Note that

\[ \Delta_i(k) = |y(k) - x_i(k)|. \]  

(6)

Then

\[ \zeta_i(k) = \frac{\min_{k} \min_{i} \Delta_i(k) + \rho \max_{i} \max_{k} \Delta_i(k)}{\Delta_i(k) + \rho \max_{i} \max_{k} \Delta_i(k)}. \]  

(7)

Among them,

\[ \rho \in (0, \infty). \]  

(8)

In these formulas, \( \rho \) is the resolution coefficient. When its value is smaller, the resolution of analysis will be larger. Generally, the value range is \((0, 1)\). In general, we think that when \( \rho < 0.5463 \), the resolution of this case is the best, so it is usually \( \rho = 0.5 \).

Next, we need to calculate the correlation coefficient. Because the correlation coefficient is the correlation degree value of the comparison sequence and the reference sequence at each time (that is, each point in the curve), it has more than one number, and the information is too scattered to facilitate the overall comparison. In
order to make a better overall comparison, we need to integrate each point in the curve into a numerical value, that is, to calculate the average value, and reflect the correlation between the comparison sequence and the reference sequence on the basis of the average value [30]. The formula is as follows:

$$r_i = \frac{1}{n} \sum_{k=1}^{n} \zeta_i(k), \quad k = 1, 2, \ldots, n.$$  \tag{9}

Then, we compare the two values. If $r_1 < r_2$, the reference sequence $y$ is more similar to the comparison sequence $x_2$.

2.2. Analysis of Mental Illness Cases. The system includes medical document preprocessing module, which is used to clean up illegal characters in medical text big data, unify Chinese character encoding, and generate word table for word vector training. The word vector training module is used to read preprocessed medical texts. By training a deep convolutional neural network, the primary word vector is generated by optimizing the probability of the language model. The distributed semantic characteristics of medical information extraction module take the primary keyword as the starting point of the vector, using deep convolution neural networks, mapping the original data to hidden layer feature space, and finally, we use the full connection layer to map distributed features to a sample label space. Thus, the distributed semantic features in the medical field are generated for the risk assessment of mental diseases and the evaluation of drug efficacy.

We need to deal with the massive data of mental illness and build an evaluation system, which is widely applicable to the analysis of mental illness. The premise of this system is to process the existing data of mental illness according to the corresponding indicators. This study conducted a grey correlation analysis on the incidence rate of mental illness to explore the influencing factors of mental illness. Mental diseases are usually divided into schizophrenia, psychosexual disorders, and personality disorders. We analyzed the incidence rate of some mental disorders reported in a recent 5 years. We used the reported incidence rate as a reference sequence ($A_0$) in the past years, taking schizophrenia, $A_1$, $A_2$, and $A_3$ as the comparison sequence. We adopted the initial steps to carry out the dimensionless processing through the basic steps of grey correlation analysis and then calculated the correlation coefficients based on the normalized values after the treatment was processed [31]. The results are shown in Figure 2.

From Figure 2, we can analyze that the incidence rate of $A_2$ mental illness in the past five years is relatively high in the three cases, which may be attributed to the changes in social and cultural development in recent years as the development of science and technology.

Next, we also analyzed the correlation between mental illness and patients’ age, gender, height, weight, occupation, and income, as shown in the figure. It can be seen from Figure 3 that the incidence of mental illness has the highest correlation with the income of patients and the lowest correlation with gender.

There are many methods of factor analysis, such as regression analysis, including linear regression, multifactor regression, single factor regression, stepwise regression, nonstepwise regression, and so on. The above methods generally require a large amount of data, typical distribution, and large amount of calculation. Grey correlation analysis is based on the development trend of the process and the spatial distribution of related samples, in order to explain the correlation between the two. As shown in Figure 4, it is the error surface diagram after three repetitions of grey correlation analysis data calculation, and the error range is within the allowable value ($a < 1$).

The essence of factor analysis method is to analyze the geometry of the curve, judge whether the development trend is close or relevant from the correlation of geometry, and judge the specific value of correlation through the proximity of geometry, which can accurately reflect the dynamic development process between samples.
3. Construction of Convolution Neural Network System Optimized by Grey Correlation Analysis

In the field of deep learning, the first mock exam is the convolution neural network (CNN), which has been a major factor in the development of AI in recent years [32]. The advantage of this model is that it is necessary to extract features automatically and reduce the dimension of the feature based on convolution and pool operation.

As a special kind of neural network algorithm, the neurons in each layer of convolutional neural network have three dimensions, including width, height, and depth [33]. Convolution is based on a two-dimensional model, which has two numerical indicators of width and height, while depth refers to the dimension of active data volume in convolution network. The main flow of convolution neural network algorithm is shown in Figure 5. The data are transformed and analyzed through three dimensions and finally output to specific vector data through the output layer.

Convolutional neural network is mainly composed of input layer, convolution layer, relu layer, pooling layer, and fully connected layer. The deep learning algorithm for mental illness analysis and drug evaluation flow chart is shown in Figure 6.

Convolution layer is the core layer of convolution neural network, and most of the computation in the network is generated by convolution layer. Note the number of calculations not the number of parameters. The parameters of convolution layer are composed of a group of learning filters. The space for each filter is small (width and height), but the depth is the same as the input data. The formula for calculating the output size of any given convolution layer is as follows:

$$O = \frac{W - K + 2P}{S} + 1,$$

where $k$ is the filter size, $P$ is the fill value, $S$ is the step size, and $W$ is the dimension of the input text matrix.

The actual output formula of the whole network is

$$O_p = F_n(F_1(XW_1)).$$

The output of the current layer is expressed as

$$X^1 = f^1(W^1 X^{1-1} + b^1).$$

The activation function $F_1$ is the correction linear unit, which is relu activation function

$$f^1 = \max \left( (W^1)^T X^1, 0 \right).$$

When dealing with some complex input problems, such as image processing, each neuron cannot perfectly link with the previous neuron. In this case, we need to transform the connection part of each neuron into a specific area in the part of the previous input data. This area is called the receiving domain, and the actual size of the receiving domain is a super parameter. In the depth direction, the size of the connection is always equal to the depth of the input.

In addition, the existence of receptive field also explains the specific structure of convolution layer in deep convolution neural network, in which each neuron has a certain connection with the input data sample, and how each neuron arranges with the corresponding input data needs to be clarified in this part. In general, there are three super parameters to control the output volume, including depth, step size, and zero fill. It can be calculated by inputting relevant data, including receptive field size ($F$), step size ($S$), number of filters ($K$), and number of zero padding ($P$) of neurons in convolution layer

$$W_2 = \frac{W_1 - F + 2P}{S} + 1,$$

$$H_2 = \frac{H_1 - F + 2P}{S} + 1.$$
Generally speaking, when the step size $S \leq 1$, the value of zero padding is $P = (F - 1)/2$, which can ensure that the input and output data bodies have the same space size.

In the convolution layer, the number of parameters is generally regulated by the weight, and even in the same convolution layer, the weight of each receptive field may be different, which will lead to a huge amount of data in such a complex situation.

Usually, a pooling layer is periodically inserted between successive convolution layers. Its function is to gradually reduce the spatial size of the data body. In this way, the number of parameters in the network can be reduced, the cost of computing resources can be reduced, and the overfitting can be effectively controlled.

The corresponding formula in the convergence layer is as follows:

$$W_2 = \frac{W_1 - F}{S} + 1,$$
$$H_2 = \frac{H_1 - F}{S} + 1.$$  \hspace{1cm} (15)

There are two main differences between this method and the previous convolution size calculation. Firstly, there is no additional supplement in the pooling process; Secondly, the depth of pool remains unchanged.

The deep convolution neural network mainly uses the back propagation of the error function and uses the random gradient descent method to optimize and adjust the convolution parameters and deviations until the network converges or stops when the maximum number of iterations is reached. In this process of back propagation, it is usually necessary to compare different data samples with corresponding labels and then calculate the square error cost function to identify multiple categories of $c$ categories and $N$ training samples. The final output error function of the network is calculated by the following formula:

$$E^N = \frac{1}{2} \sum_{n=1}^{N} \sum_{k=1}^{c} (t_{nk} - y_{nk})^2.$$  \hspace{1cm} (16)

BP algorithm is used to calculate the error function.
Figure 7: Improved main flow chart is shown in Figure 8.

Using grey correlation analysis to optimize convolution neural network algorithm is an improved method, which can give full play to the advantages of convolution neural network algorithm. The improved main flow chart is shown in Figure 7.

4. Analysis of Experimental Results and Drug Evaluation

In the above experimental analysis, we set the structure and related parameters of the deep convolution network. The structure of deep convolution network is composed of two convolution layers and two subsampling layers, which are connected alternately; The number of characteristic graphs of the lower sampling layer is consistent with that of the corresponding convolution layer. We analyze and compare the accuracy rates of traditional CNN, pre-processed CNN, and improved CNN algorithm system based on GRA and test the error recognition rates of the three algorithms after iterating once, and the results are shown in Figure 8.

With the development of science and technology, many deep learning models are considered to be used in the research of medical industry and related drugs. Among them, deep convolution network with its unique advantages has gained a lot of attention, its unique advantage is that it is good at classifying massive and complex data streams into smaller and smaller information. This characteristic is the key reason why deep convolution neural network can produce the best results in dealing with many complex problems, including image classification and speech recognition. Then, the depth convolution neural network model can recognize nose, ears, and eyes by combining edges. Finally, the model can learn face recognition and other fields by combining these parts.

The prediction of drug-drug interaction (DDI) is a very challenging problem for pharmacology and clinical application. Drug-drug interaction refers to the connection and chemical interaction between two or more drugs under certain conditions, which may lead to unexpected side effects in the treatment process. In recent years, many reports also show the importance of the study of drug interactions. If we can predict DDI in advance, we can do this and provide the theoretical basis of neural network algorithm calculation for the drug treatment of mental diseases in the future.

There are several methods for DDI prediction. The first is molecular characterization, which mainly focuses on the feature learning of drug molecules. These methods are based on the same assumption that drug molecules with similar embedding representation will show similar DDI. If molecules A and B have similar molecular structures and so do their learning eigenvectors. If molecule A interacts with molecule C, it can be inferred that molecule B and molecule C have similar DDI. There are many methods to learn drug molecular features, such as one-dimensional smile sequence similar to text coding, such as traditional methods based on molecular descriptors or molecular fingerprint ECPF or methods based on 3D coordinate axis position information.

Another commonly used DDI prediction method is based on network embedding. By constructing various biological networks related to drugs, drugs are regarded as nodes in the network, and the relationship between potential edges, namely, DDI, is predicted by learning the embedded representation of nodes. There are many ways to establish the mapping relation network, such as matrix decomposition or constructing the objective relation into a matrix to solve. For example, random walk, choose a fixed path to walk in the graph to obtain more node features. The goal of these methods is to predict the label edge between drugs, but they only focus on a single DDI relationship and do not consider other links related to drugs.

The system preprocesses the electronic health documents of mental illness patients and builds a language model to transform the text into word vector. The distributed semantic features of clinical documents were extracted by deep convolutional neural network, and the long-term semantic correlation features were obtained by combining with deep grid long-term and short-term memory neural network, which could be used for the subsequent evaluation and analysis of the efficacy of related drugs in patients with mental illness.

In this study, we use the convolution neural network algorithm system optimized by grey correlation analysis to analyze the related drugs 1–4 for depression, which is an important treatment of mental illness. We can comprehensively judge the drug effect by comparing its six different clinical treatment indicators. The results are shown in Figure 9. It can be seen from the analysis of the results in Figure 9 that among the four drugs used for the treatment of depression, the scores generated by each clinical index are different, and the final comprehensive evaluation score can better reflect the effect of the drug in the clinical treatment process. From the results of this
analysis, it can be seen that the comprehensive evaluation score of drug 1 is the best, followed by drug 3, followed by drug 4, and finally drug 2 has the lowest comprehensive evaluation score. Based on the above results, it can provide data theoretical guidance for the follow-up treatment of depression. This evaluation system provides more possibilities for improving the relevant medical means or drug combination.
5. Conclusion

In this study, a mental disease grey correlation analysis system and related drug evaluation system based on deep convolutional neural network were developed and constructed, which innovatively applied deep convolutional neural network to the analysis of mental diseases and the evaluation of related drugs, providing great convenience for the diagnosis and treatment of mental diseases. The establishment of this system can effectively improve the automation and intelligence of modern mental illness treatment process. In this article, the grey correlation analysis of the patient data was carried out, and then the construction of the optimized depth convolution neural network was done, combined with the medical knowledge base, to achieve the analysis of the results of the disease, and on this basis, to evaluate the effect of the relevant drugs for the treatment of mental diseases. The advantage of the construction of deep convolution neural network system in this study is that it effectively improves the induction, classification, and analysis efficiency of modern mental diseases by using the algorithm, makes the disease screening means more comprehensive and informative, improves the screening accuracy, and reduces the consumption of doctors’ human resources, which provides a theoretical basis for the future digitization of the medical industry.
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