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Abstract

Does the proof-of-work protocol serve its intended purpose of supporting decentralized cryptocurrency mining? To address this question, we develop a game-theoretical model where miners first invest in hardware to improve the efficiency of their operations, and then compete for mining rewards in a rent-seeking game. We argue that because of capacity constraints faced by miners, centralization in mining is lower than indicated by both public discourse and recent academic work. We show that advancements in hardware efficiency do not necessarily lead to larger miners increasing their advantage, but rather allow smaller miners to expand and new miners to enter the competition. Our calibrated model illustrates that hardware efficiency has a small impact on the cost of attacking a network, while the mining reward has a significant impact. This highlights the vulnerability of smaller and emerging cryptocurrencies, as well as of established cryptocurrencies transitioning to a fee-based mining reward scheme.

1 Introduction

Since the introduction of Bitcoin in 2009, cryptocurrencies have gained widespread popularity and adoption, to the point of being acknowledged as a permanent asset class in diversified investment portfolios. In June 2021, the market capitalization of cryptocurrencies was over $1.5 trillion, after reaching $1 trillion for the first time in January 2021. While Bitcoin is the best known and most widely used cryptocurrency, there are thousands of alternative cryptocurrencies in existence, collectively known as altcoins. Altcoins with a sizable market capitalization are Ethereum, Binance Coin, Tether, and Cardano Coin.
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A defining characteristic of cryptocurrencies is that no central authority supervises the integrity of transactions. Rather, a decentralized ledger technology, typically a blockchain, is used to maintain the transaction history, and thus to keep track of coin ownership.\(^1\) This blockchain is managed by a peer-to-peer network of computers, referred to as nodes, that validate transactions and host a copy of the blockchain. Validation of transactions is referred to as mining, and nodes that participate in mining are referred to as miners.

A consensus protocol is used to achieve agreement about the state of the blockchain and to produce new blocks. The most common protocol is proof-of-work, where miners compete to solve a computationally costly problem, and the winner has the right to update the chain by appending a new block of transactions. Concretely, a miner generates a block by repeatedly modifying the input to a cryptographic hash function, until the output, referred to as a hash, is small enough. A miner who successfully generates a block is rewarded with newly minted coins, known as the block reward. Additionally, the miner gets to keep the fees paid by users to get their transactions processed. The mining process is also referred to as hashing, and the rate at which a miner can generate hashes is referred to as its hash rate.

The original Bitcoin white paper of Nakamoto (2008) envisions a world where mining is feasible to practically anyone using off-the-shelf computers. However, the increased adoption and price appreciation of Bitcoin led to the development of ASIC chips optimized for mining (Taylor (2013)).\(^2\) Since the emergence of ASIC mining hardware in 2013, there has been a consistent increase in its efficiency (see, e.g., Table 2 in Aste and Song (2020)). These advancements in technology transformed Bitcoin mining into a highly specialized and energy-intensive endeavor, making it largely unprofitable for individual miners using home computers.

According to cryptocurrency studies carried out by the Cambridge Center for Alternative Finance, a relatively small number of large mining organizations appear to cover the majority of the mining sector in terms of applied hash rate (Hileman and Rauchs (2017); Rauchs et al. (2018)). These studies also indicate that there is little vertical integration between hardware manufacturing and actual mining. In fact, the official policy of prominent hardware manufacturers, such as the publicly traded companies Canaan and Ebang, is to not participate in proprietary self-mining. While the two largest manufacturers, Bitmain and MicroBT, are privately held, they seem to take a similar stance. Bitmain’s IPO prospectus from September 2018 indicates that 95% of its revenue comes from sales of mining hardware,\(^3\) and there is no evidence of MicroBT being involved in significant mining operations.

---

\(^1\)The ledger is public in the sense that anyone can download a copy of the blockchain, and it can be inspected to trace the path of coins from one transaction to another.

\(^2\)ASIC (application-specific integrated circuit) is a silicon chip customized for a particular use. In the context of cryptocurrency mining, ASICs are optimized to evaluate hash functions efficiently.

\(^3\)The IPO application expired in March 2019, with “plans to reapply at an appropriate time in the future”. The primary reason is believed to have been a prolonged Bitcoin bear market in 2018, which hurt mining hardware sales and the company’s future outlook.
Cryptocurrencies are only as secure as their networks. Most users of cryptocurrency take the actual network protocol and its implementation for granted, and are not necessarily aware of the network’s vulnerabilities. For Bitcoin and other proof-of-work cryptocurrencies, the security of the network relies on mining decentralization, which is higher if the distribution of hash rate among miners is more even; if an attacker can gain control of a majority share of the network hash rate, they can perform double-spending attacks. The rapid developments in mining technology bring up the question of whether the proof-of-work protocol will be able to serve its intended purpose of being the backbone of a decentralized, and thus secure, network.

Going forward, another concern is whether network security can be sustained as the mining reward gradually switches from being primarily based on new coins to relying on transaction fees, which so far have been a small component of the mining revenue. Answering these questions is critical to assess the ability of the proof-of-work protocol to support decentralized cryptocurrency networks.

We consider a cryptocurrency ecosystem consisting of a finite number of miners. Each miner is characterized by its cost of hashing, which depends on the efficiency of its mining hardware and its price of electricity. Typically, miners have limited access to low-cost electricity to run their operations. Because of the large amounts of energy required, mining organizations need to secure wholesale agreements with energy providers, which specify a fixed production cap. Miners in our model thus face a capacity constraint which prevents them from increasing their hash rates unboundedly.

We formalize the competition between miners via a two-stage game. In the first stage of the game, miners decide whether and how much to invest in state-of-the-art mining equipment to improve the efficiency of their operations. In the second stage, miners simultaneously decide on hash rates to exert in the mining competition in order to maximize their profits. Our model of the mining competition is designed to capture two key properties of the proof-of-work protocol: (i) the total reward from mining is independent of the network hash rate, and (ii) the expected share of reward attained by a miner is proportional to its hash rate share, i.e., the fraction of the network hash rate it contributes. The first property is a consequence of the adaptive difficulty level of the hashing problem, which ensures a fixed rate of mined blocks. The second property captures the nature of cryptographic hashing functions, which are chosen to guarantee that a miner’s probability of generating a valid hash is linearly increasing in its hash rate.

We show that positive hash rates are applied only by a subset of miners. A miner is active if and only if its cost-per-hash is smaller than the equilibrium reward-per-hash, which is consistent with existing practices. This result also suggests that centralization is, to some extent, intrinsic to the mining competition, because inefficient miners are forced out of the market. Miners can be thought of entering the competition in order

\[4\text{In China, it is common for miners to migrate between different parts of the country depending on where they can access cheap electricity (CoinShares Research (2019)).}\]
of increasing cost. In the absence of capacity constraints, a miner is unable to enter if its cost is only slightly greater than the average cost of more efficient miners, i.e., those who are already active. However, the entry condition becomes weaker if we account for the capacity constraint faced by miners. Limited capacity prevents the most efficient miners from taking full advantage of their lower costs. This, in turn, allows smaller miners to expand and new miners to enter.

We show that there exists a *sublinear* relation between the mining reward and the network hash rate. Active miners are not able to increase their hash rates at the same rate as the mining reward, because they become increasingly capacity constrained. We provide empirical support for this implication by identifying a statistically significant sublinear relationship between mining reward and the network hash rate for the Bitcoin network. Furthermore, our result is supported by the study of Rauchs et al. (2018), where it is reported that miners are commonly operating at full capacity and thus limited in how much they can increase their hash rates in response to an increase in mining reward.

In the first stage of the game, miners invest in new, more efficient mining hardware to replace a portion of their old, less efficient hardware. When choosing their investment levels, miners account for the fact that more efficient hardware lowers the cost of mining and thus impacts the outcome of the subsequent mining competition. Miners face *adjustment costs*, which prevent them from quickly improving their efficiency by upgrading their stock of hardware through investment. We show the existence of a unique equilibrium investment, and characterize explicitly its effect on the mining competition. Whether a miner is able to capture the benefits of its investment depends on the miner’s initial cost of hashing. Specifically, the change in a miner’s hash rate share and profit due to hardware investment are both increasing in the miner’s initial cost of mining. This implies that smaller miners are able to overcome the negative externality imposed by the investment of other miners, and increase their share of the network’s hash rate. Larger miners are more efficient to begin with, relative to smaller miners, and therefore gain less from investment. Hence, the effect of investment is to push the mining network towards decentralization, because a larger number of miners is required to control any given fraction of the network hash rate. Although Bitcoin mining has undeniably turned into an activity dominated by relatively large mining operations, our model implies that advancements in hardware technology do not necessarily lead to a consistently higher level of centralization. This is because less efficient miners are able to catch up by upgrading their hardware, and new miners can enter the mining competition through investment. These findings are consistent with the fact that Bitcoin

---

5In cryptocurrency mining, adjustment costs can both be internal (e.g., cost of installing and optimizing the performance of new equipment, and drop in hash rate during the transitional period), and external (e.g., scarcity of new hardware and long time elapsing between the ordering and delivery of mining hardware). For example, due to overwhelming demand, Bitmain has doubled its prices and pre-sold mining hardware months ahead of expected shipping dates (see: https://www.coindesk.com/bitcoin-asic-mining-shortage-bitmain-sold-out). We refer to Eisner and Strotz (1963) and Lucas (1967) for early studies on capital adjustment costs in the context of investment, and to Hamermesh and Pfann (1996) for a review of existing literature on models of adjustment costs.
mining appears to be less concentrated, both geographically and in terms of hash rate ownership, than commonly indicated by public discourse (see Section 7 in Rauchs et al. (2018)).

It is well known that proof-of-work mining can be modeled as a rent-seeking contest where miners trade valuable resources for the chance of earning rent in the form of block rewards; see for instance Budish (2018). However, in the works referenced therein, rent is completely dissipated, as in the classical rent-seeking model of Tullock (1967). In our framework, miners use cost advantages to extract profits in a Cournot-Nash type equilibrium - in a model with an infinite number of identical miners, profits would be driven to zero. A key insight from the rent-seeking contest is that the mining difficulty increases when a miner increases its hash rate, which imposes a negative externality on other miners. To the best of our knowledge, we are the first to explicitly characterize how these externalities impact the equilibrium hash rates. Specifically, we show that the strategic behavior of a miner depends on its size, i.e., its share of the network hash rate. A miner generally takes advantage of cost increases of other miners to increase its own hash rate, and thus manages to capture a larger share of the mining reward. However, a large enough miner reduces its hash rate as other miners become less efficient, while still managing to capture a larger share of the mining reward. This means that miners generally behave aggressively and fill in the void left by other miners, but a large enough miner manages its hash rate passively to fend off competition.

We calibrate our model using data from the Bitcoin network, and further study measures of mining centralization and network security. We argue that if the market capitalization of a coin increases, mining is not deemed to become increasingly centralized, i.e., exhibit “the rich getting richer” phenomenon. The rationale offered by our model is that existing mining facilities are not able to increase their hash rate indefinitely in response to a higher mining reward, which allows smaller miners to grow and new miners to enter. This result can also be understood by considering the nature of the mining competition. Specifically, the proof-of-work protocol implies that there are limited economies of scale when it comes to opening new mining facilities - doubling the hash rate simply doubles of the expected reward. This means that as the market capitalization of a coin grows, existing miners do not have an inherent advantage over new miners when it comes to opening new mining facilities.

As decentralization increases, the network becomes more secure. Potential collusion between miners aimed at capturing a given hash rate share would require the participation of a larger number of miners. The network security also increases with the cost of attacks, i.e., the cost of capturing a large hash rate share. We show that the degree of investment in mining hardware has a limited impact on the cost of

---

6The study in Rauchs et al. (2018) was undertaken near the end of 2018, when efficient ASIC mining hardware had already been dominating the market for a few years. While there have been significant improvements in ASIC hardware since then, to the best of our knowledge there is no evidence of the mining industry having become more centralized.

7See Nitzan (1994) for an overview of rent-seeking games.
attacks, because of two opposing effects. On the one hand, investment leads to a larger network hash rate, which makes a given fraction of the hash rate larger in absolute terms, and thus more expensive to generate. On the other hand, investment makes the cost of hashing lower, which largely neutralizes the first effect.

Unlike hardware investment, which we have argued to only have a mild effect on the cost of attacks, we show that mining reward has a significant impact on such costs. This is consequential for smaller and emerging cryptocurrencies, which have smaller market capitalizations and thus attract lower hash rates. A small proportion of miners from a large coin’s network is sufficient to successfully attack a smaller coin’s network and thus hinder its growth. Sufficient hash rate to attack smaller coins can also be rented from cloud-mining services, allowing non-mining entities to implement attacks. This result also stresses that a significant threat to security is built into the network protocol itself, i.e., its gradual transition to a fee-based mining reward system. The network can only remain secure during this transition if a robust transaction fee market develops to compensate miners for their efforts, and thus keep them committed to the network. Such a market has yet to materialize for Bitcoin.

The rest of the paper is organized as follows. Section 2 reviews existing related literature. In Section 3, we present our model and define the equilibrium of the game. In Section 4, we study the competition between miners given a prespecified hardware investment profile. In Section 5, we determine the optimal investment profile and its impact on the mining competition. In Section 6, we calibrate the model and study measures of mining centralization and network security. In Section 7, we study stylized features of cryptocurrency mining, and test the empirical implications of our model. Section 8 concludes. In Appendix A, we verify the accuracy of approximations introduced to analyze the equilibrium of the game. All proofs are deferred to Appendix B and Appendix C.

2 Literature Review

The Bitcoin white paper by Nakamoto (2008) was the first to outline the conceptual and technical details of decentralized digital currencies, also referred to as cryptocurrencies. Since then, the study of cryptocurrencies has attracted significant attention from academics, practitioners, and policy makers. We refer the reader to Böhme et al. (2015), Halaburda and Sarvary (2016), and Narayanan et al. (2016), for comprehensive introductions to cryptocurrencies, the underlying technology, and the economic incentives driving their creators and users.

Cryptocurrencies are a relatively recent invention, and their design principles are not set in stone. A

---

8 Miners can easily move their hash rate between any cryptocurrency using the same hashing function. The theoretical cost of renting hash rate to implement a 51% attack on various smaller cryptocurrencies can be seen at: https://www.crypto51.app/.
number of studies have considered the optimal design of cryptocurrencies as well as variations and alternatives to the widely used proof-of-work protocol (see, e.g., Chiu and Koeppl (2017) and Saleh (2021)). Cryptocurrency as an asset class has also received attention. Fang et al. (2021) provide a comprehensive survey of 126 papers studying cryptocurrency trading and risk management. Methodological contributions in this direction include Biais et al. (2018) and Pagnotta (2021), who study equilibrium models for pricing of Bitcoin and other decentralized network assets.

In recent years, there has been significant interest in studying the operational side of proof-of-work blockchains by analyzing the incentives of its key participants: miners and users seeking transaction processing. Biais et al. (2019) and Abadi and Brunnermeier (2018) study the emergence of forks, i.e., competing branches of the blockchain. Huberman et al. (2021) and Easley et al. (2019) study the determinants of transaction fees paid by users to avoid transaction-processing delays. Garratt and van Oordt (2020) propose a model where the initial equipment investment of miners is a sunk cost, and study how this impacts their response to fluctuations in mining reward. Their study is partly motivated by the work of Prat and Walter (2021), who calibrate a structural model and find that fixed costs account for a significant portion of the total mining cost.

Essential to the results in the papers surveyed above is free entry of miners - for homogeneous miners this is equivalent to the expected profit of each miner being zero. A separate stream of literature analyzes the economic incentives of profit-maximizing miners in a Cournot competition framework. Dimitri (2017) models Bitcoin mining as a static game where each miner decides on the hash rate to exert. He characterizes the equilibrium hash rate profile, and shows that the special structure of the Bitcoin system prevents the formation of a monopoly. In a similar framework, Biais et al. (2019) show that if miners are homogeneous, the network equilibrium hash rate is higher than the socially optimal level, i.e., the one which maximizes the aggregate mining profit. Building on the framework of Dimitri (2017), Arnosti and Weinberg (2021) assume that each miner is also a producer of mining hardware. In a two-stage game, they show that production of mining hardware is dominated by a single miner who supplies all other miners; the subsequent mining equilibrium is the same as in Dimitri (2017). The model of Arnosti and Weinberg (2021) closely resembles the setup in Ferreira et al. (2019), who study the formation of “conglomerates” in the blockchain ecosystem, capturing the governance of the blockchain. Their model implies that a single firm dominates the market for mining equipment and employs the same pricing strategy as in Arnosti and Weinberg (2021).

Our study extends the above stream of literature on oligopolistic mining in a number of important ways. First, mining and hardware production are separate economic activities in our model - we endogenize the decision of miners to invest in new hardware, which is developed by an exogenously specified manufacturing
sector. Second, miners incur a fixed cost for setting up their operations, as in Garratt and van Oordt (2020), and account for this cost when they deciding whether to invest in hardware to enter the mining competition. Third, we account for the fact that mining facilities have bounded capacity. These modeling choices yield a mining equilibrium drastically different from that obtained in Dimitri (2017), Biais et al. (2019), and Arnosti and Weinberg (2021). In their studies, equilibrium quantities such as the set of active miners and their hash rate shares are independent of the mining reward, which is in stark contrast to what is observed empirically. Such an independence result also implies that the mining reward has no impact on mining centralization. In contrast, our work sheds light on the crucial role of mining reward in determining equilibrium hash rates. It also provides insights on the impact of gradual technological advancements on the mining equilibrium, above and beyond what can be deduced from a static Cournot competition between miners. Additionally, we are able to assess the sustainability of the equilibrium outcome by considering the effect of both investment and mining reward on centralization and network security.

In addition to centralization at the mining level, concentration of mining power can also occur among mining pool operators. Cong et al. (2021) study mining pool centralization where the initial pool sizes are determined by “passive hash rates” that may not be optimally allocated, for example due to miners' inattention, and the transfer of “active hash rate” between pools is interpreted as growth. They argue that a single mining pool will not dominate, as a larger size allows the pool operator to charge higher fees, which in turn hinders the pool’s growth. However, their results do not have direct implications for actual mining centralization. Specifically, Cong et al. (2021) assume a homogeneous mass of infinitesimal miners, and are not concerned with the distribution of mining power among actual miners. In particular, they do not capture the important fact that mining pools allow for the inclusion of small miners that would otherwise find mining infeasible. In regards to mining pool centralization, their study does not account for the fact that miners have an incentive to leave large mining pools for the good of the network, because their income and net worth is tied to the network’s health. Miners’ ability to switch between pools thus alleviates the potential adverse effects of mining pool centralization. Additionally, it should be noted that significant restrictions have been placed on the ability of mining pool operators to control the hash rate directed to their pools. In contrast to Cong et al. (2021), we study centralization at the mining level. We model the initial hash rates in terms of exogenously determined mining costs, and interpret changes in hash rates due to investment as growth.

3 Model of Cryptocurrency Mining

We model cryptocurrency mining as a two-stage game. First, \( N \geq 2 \) miners choose their levels of investment
in new mining hardware to increase the efficiency of their operations. Then, they decide on hash rates to exert during the mining competition.

We use $\tilde{c}_i > 0$ to denote the initial cost-per-hash of miner $i$, and $\tilde{c}_0 \leq \min_{1 \leq i \leq N} \tilde{c}_i$ to denote the cost-per-hash of the most recently introduced hardware. Each miner can invest in the latest hardware to replace a fraction $0 \leq \beta_i \leq 1$ of its hardware stock. The cost-per-hash of miner $i$ is

$$c_i := c_i(\beta_i) := \tilde{c}_i - \beta_i(\tilde{c}_i - \tilde{c}_0) + \frac{\eta_i}{2} \beta_i^2,$$

(3.1)

where the linear component quantifies how the cost-per-hash of miner $i$ is reduced with investment. The case $\beta_i = 0$ corresponds to no upgrading, in which case the cost of miner $i$ stays unchanged, and the upper bound $\beta_i = 1$ corresponds to full upgrading, which pushes the cost of miner $i$ down to $\tilde{c}_0$. The final term in (3.1) captures adjustment costs faced by miners - we follow existing literature and assume it to be convex and quadratic in the level of investment (Hamermesh and Pfann (1996)). For a fixed level of investment, the parameter $\eta_i \geq 0$ quantifies the magnitude of adjustment costs for miner $i$. Smaller miners, i.e., those who face higher initial cost-per-hash, typically also incur higher adjustment costs (see Remark 3.1). To capture this stylized feature, we use the following parametric specification,

$$\eta_i := \eta(\tilde{c}_i - \tilde{c}_0),$$

(3.2)

where $\eta \geq 0$. Such a specification also captures potential price discrimination, with larger miners being charged on average less because of bulk discounts and greater bargaining power.\footnote{Large hardware orders are usually privately negotiated, and specific terms such as prices are typically not disclosed. As an example, in the article “The bidding war for bitcoin mining hardware is heating up”, posted on The Block (see \url{https://www.theblockcrypto.com/post/88151/bitcoin-mining-hardware-bidding-war}), the section “Big order negotiations” states: “U.S.-based bitcoin mine operator Core Scientific said Thursday that it has executed agreements with Bitmain to facilitate the purchase of... Core Scientific didn’t disclose details such as the prices... but the execution of agreements suggests the two parties could have price lock-in deals that would lower the cost below the market average.”}

Remark 3.1. In the \textit{Global Cryptocurrency Benchmarking Study} (Hileman and Rauchs (2017)) conducted by The Cambridge Center for Alternative Finance (CCAF) the section on “Mining” is based on a sample of 48 mining organizations, classified as “small miners” and “large miners” based on their hash rate levels. The study lists a number of operational risk factors that can have a negative impact on both the operational functioning and profitability of mining activities. Miners were asked to rate those factors according to the risk they might pose to their daily operations. The largest discrepancy between small and large miners was observed with regards to “insufficient availability of capital that is needed to continually upgrade and/or replace mining equipment”. This represents a serious concern for small miners, unlike large mining organi-
zations which have easier access to capital to invest in their mining infrastructure. The CCAF’s 2nd Global Cryptoasset Benchmarking Study (Rauchs et al. (2018)) further reinforces this point. Therein, the section on mining is structured in the same way, based on public and private data on 128 mining facilities around the globe. Small miners raise concerns over growing difficulties in accessing state-of-the-art hardware equipment in a timely fashion.

Denote by \( \beta := (\beta_i)_{1 \leq i \leq N} \) the investment level of each miner, and by \( h := (h_i)_{1 \leq i \leq N} \) the hash rates exerted at the mining stage. The hash rates may depend on the investment profile \( \beta \), and we emphasize this dependence by writing

\[
h := h(\beta), \quad h_i := h_i(\beta) = h_i(\beta_i, \beta_{-i}).
\]

The hash rate of miner \( i \) is nonnegative, i.e., \( h_i \geq 0 \), and we denote by

\[
A := A(\beta) := \{1 \leq i \leq N : h_i > 0\}
\]

the set of active miners, i.e., the subset of miners with strictly positive hash rates. The objective function of miner \( i \) is then given by

\[
\pi_i := \pi_i(\beta_i, h_i; \beta_{-i}, h_{-i}) := \begin{cases} 
\frac{h_i R - c_i h_i - \frac{\gamma}{2} h_i^2 - K 1_{\{i \notin A(0), \beta_i > 0\}}}{H > 0}, \\
0, \\
\text{for } H = 0,
\end{cases}
\]

where \( R > 0 \) is the total reward from mining, and \( H := \sum_{j=1}^{N} h_j \) is the aggregate hash rate of all miners. The quadratic cost term \( (\gamma/2)h_i^2 \) captures the limited hashing capacity of miner \( i \), for instance due to a bounded supply of low cost electricity - a larger value of \( \gamma \geq 0 \) corresponds to smaller capacity. It is worth observing that a convex cost function has a qualitatively similar effect to imposing a capacity constraint. However, the constraint is soft, because production can be increased at an increasing marginal cost.\(^{11}\) The last term in (3.4) is the fixed cost \( K > 0 \) incurred by new miners when setting up mining operations. In our framework, miner \( i \) is said to have set up new a mining operation if it is not active without investment, i.e., \( i \notin A(0) \), but invests in new mining hardware, i.e., \( \beta_i > 0 \). Therefore, entry through investment in new mining hardware does not occur unless the revenue from mining exceeds the incurred cost (cf. Garratt and van Oordt (2020)).

We conclude this section by defining the Nash equilibrium of the investment and mining stages of the game.

\(^{11}\)The quadratic form for the cost function buys us tractability, but the main results in the paper would carry through with an arbitrary convex cost function.
Definition 3.2.

(i) For a fixed $\beta \in [0, 1]^N$, an equilibrium hash rate profile is a vector $h^* \in [0, \infty)^N$ such that, for $1 \leq i \leq N$,

$$
\pi_i(\beta_i, h^*_i, \beta_{-i}, h^*_{-i}) = \sup_{h_i \geq 0} \pi_i(\beta_i, h_i; \beta_{-i}, h^*_{-i}).
$$

(3.5)

(ii) An equilibrium investment is a vector $\beta^* \in [0, 1]^N$ such that, for $1 \leq i \leq N$,

$$
\pi_i(\beta^*_i, h^*_i(\beta^*); \beta^*_{-i}, h^*_{-i}(\beta^*)) = \sup_{0 \leq \beta_i \leq 1} \pi_i(\beta_i, h^*_i(\beta^*_i); \beta^*_{-i}, h^*_{-i}(\beta^*)_i),
$$

(3.6)

where $h^*(\beta^*) = (h^*_i(\beta^*))_{1 \leq i \leq N}$ is an equilibrium hash rate profile corresponding to the investment $\beta^*$.

Note that in the definition of an equilibrium investment, each miner internalizes that investment lowers the cost of mining and thus impacts the reward captured in the subsequent mining competition. A full Nash equilibrium of the game is a tuple

$$(\beta^*, h^*) := (\beta^*_i, h^*_i(\beta^*)),
$$

satisfying equations (3.5)-(3.6), and

$$
\pi^*_i := \pi^*_i(\beta^*_i, h^*_i; \beta^*_{-i}, h^*_{-i}),
$$

is the corresponding equilibrium profit of miner $i$.

Remark 3.3. Block generation is a random process, and $h_i/H$ is the expected share of reward earned by miner $i$. The objective function (3.4) is thus based on the assumption that miners are risk-neutral. An alternative interpretation can be obtained by observing that, in practice, the vast majority of hash rate belongs to mining pools that combine the hash rate of a large number of miners, and allow them to earn a steady rather than an uneven revenue stream from mining blocks at random times. The objective function (3.4) can therefore also be obtained without making assumptions about the risk aversion of miners, and instead assuming that all miners direct their hash rate to mining pools, and thus earn a reward in proportion to their hash rate share. In this case, the parameter $R$ can be considered to be the mining reward net of fees charged by pool operators. 

\[\square\]
4 Mining Competition

In this section, we study the second stage of the game where miners compete for rewards by solving a computationally costly hashing problem. In Section 4.1, we establish the existence of a unique mining equilibrium. In Section 4.2, we characterize the set of miners who are active in equilibrium. In Section 4.3, we analyze the sensitivities of equilibrium hash rates to changes in the model parameters.

4.1 Equilibrium Hash Rates and Profits

We take the miners’ investment profile $\beta$ as given, and thus treat the cost-per-hash $(c_i)_{1 \leq i \leq N}$ of all miners as exogenous. Without loss of generality, we assume miners to be sorted in order of increasing cost-per-hash, i.e., $c_i \leq c_{i+1}$, and denote by

$$c^{(n)} := c^{(n)}(\beta) := \sum_{i=1}^{n} c_i(\beta_i)$$

the cumulative cost of the first $n$ miners. The following proposition establishes the existence of a unique equilibrium hash rate profile.

**Proposition 4.1.** For any $\beta \in [0,1]^N$, there exists a unique equilibrium hash rate profile $h^*$. The equilibrium hash rate of miner $i$ satisfies

$$h^*_i = \begin{cases} \frac{H^*(R-c_iH^*)}{R+\gamma(H^*)^2}, & 1 \leq i \leq n, \\ 0, & n < i \leq N, \end{cases}$$

for some $2 \leq n \leq N$, and the equilibrium aggregate hash rate is

$$H^* = \begin{cases} \frac{\sqrt{(c^{(n)})^2+4(n-1)R\gamma - c^{(n)}}}{2\gamma}, & \gamma > 0, \\ \frac{(n-1)R}{c^{(n)}}, & \gamma = 0. \end{cases} \quad (4.1)$$

The set of active miners consists of the $n$ most efficient miners, and their hash rates are decreasing in the cost parameter $c_i$. Hence, miners with lower costs are larger in the sense that they have higher hash rates. It follows that the marginal active miner, i.e., miner $n$, is both the least efficient miner and the miner with the smallest nonzero hash rate. Note that there are at least two active miners. This can be understood by observing that if no miner exerts a positive hash rate, then each miner has an incentive to marginally

---

$^{12}$Throughout the paper, we say the sequence $(x_i)_{1 \leq i \leq N}$ to be increasing if $x_i \leq x_{i+1}$, and decreasing if $x_i \geq x_{i+1}$. 
increase its hash rate and earn a positive profit. Similarly, if only a single miner has a positive hash rate, then a marginal reduction in its hash rate will increase its profit.

The equilibrium hash rates are obtained using the first-order condition for the objective function (3.4), which equates marginal gain to marginal cost. For an active miner $i$, this condition is given by

$$\frac{R}{H^*} \left(1 - \frac{h_i^*}{H^*}\right) = c_i + \gamma h_i^*.$$ (4.2)

Observe that the equilibrium marginal gain is smaller than the equilibrium reward-per-hash, $R/H^*$. This is because the marginal probability of earning the reward is decreasing in the exerted hash rate, i.e., each additional unit of hash rate has a smaller impact on the probability of earning the reward (see Appendix C for details). The next proposition provides a decomposition of the marginal cost of miners.

**Proposition 4.2.** The marginal cost of miner $i$ in equilibrium is given by

$$MC_i^* := c_i + \gamma h_i^*,$$ (4.3)

and $(MC_i^*)_{1 \leq i \leq N}$ is a increasing sequence. Furthermore,

$$MC_i^* < \frac{R}{H^*} \iff c_i < \frac{R}{H^*} \iff 1 \leq i \leq n.$$ (4.4)

The sequences $(c_i/MC_i^*)_{1 \leq i \leq N}$ and $(\gamma h_i^*/MC_i^*)_{1 \leq i \leq N}$ are increasing and decreasing, respectively.

The marginal cost of miners consists of two components. The first component, $c_i$, depends on the miner’s efficiency and is independent of its hash rate. The second component, $\gamma h_i^*$, reflects that a higher hash comes with a larger cost due to the limited miner’s capacity. For smaller (and inactive) miners, the first component accounts for a larger fraction of the marginal cost. These miners have a high cost of hashing and a less binding capacity constraint because they exert low hash rates. For larger miners, instead, the cost of hashing is lower but the capacity constraint is more binding. These features are formalized through the monotonicity properties of the sequences given in Proposition (4.2).

We conclude this section by analyzing the profits of miners in equilibrium.

**Proposition 4.3.** The equilibrium mining profits $(\pi_i^*)_{1 \leq i \leq N}$ form a decreasing sequence, such that $\pi_i^* > 0$ for $1 \leq i \leq n$, and $\pi_i^* = 0$ for $n < i \leq N$. Moreover, the profit-per-hash of active miners, $(\pi_i^*/h_i^*)_{1 \leq i \leq n}$, is a decreasing sequence.
As expected, an active miner makes a profit that is increasing in its mining efficiency. Interestingly, the same holds true for its profit-per-hash. That is, not only do more efficient miners apply larger hash rates (see Prop. 4.1), but their profit-per-hash is also higher. Observe that, in this system, profitability arises because of miners’ heterogeneity and the oligopolistic nature of the mining competition. In a system with homogeneous costs, free entry of miners would make total expenditures equal to the total reward, as in the classical rent-seeking model of Tullock (1967). Hence, the profit of each miner would be driven to zero.

4.2 Set of Active Miners

We study the set of miners who are active in equilibrium. It follows from Equation (4.4) that miner \( i \) is active if and only if its cost-per-hash is lower than the reward-per-hash. Note that given the equilibrium reward-per-hash, the set of active miners can be deduced from the miners’ cost-per-hash parameters, i.e., it is independent of their mining capacity. This is because a miner decides to be active based on the cost it incurs from applying an infinitesimal hash rate, in which case limited capacity is not an impediment. That is, if \( h_i^* = 0 \), the marginal cost in (4.3) is equal to the cost-per-hash \( c_i \).

Observe that the aggregate hash rate \( H^* \) depends on the number of active miners, thus the reward-per-hash is not an exogenous quantity. In the following proposition, we provide a condition to determine the set of active miners only in terms of the model parameters.

**Proposition 4.4.** The number of active miners in equilibrium is given by the largest \( 2 \leq n \leq N \) such that

\[
c_n < \frac{c^{(n)} + R\gamma/c_n}{n - 1}.
\]

The value of \( n \) is increasing in \( R \) and \( \gamma \).

The above proposition states that whether a miner is active depends on its cost relative to that of other miners. Specifically, the higher the average cost of the first \( n - 1 \) miners, the weaker the participation condition for miner \( n \) becomes. Hence, less heterogeneity in mining costs leads to a higher number of active miners. If miners are fully homogeneous, they are all active regardless of their cost.

The value of \( \gamma \) plays a key role in determining the number of active miners. If \( \gamma = 0 \), then the cost of the marginal miner satisfies

\[
c_n < \frac{n}{n - 1} \frac{c^{(n)}}{n}.
\]

This means that in equilibrium, the cost of the marginal miner can only be slightly greater than the average cost of all active miners. This stringent condition highlights how vulnerable the mining competition is to
centralization. For instance, if the number of active miners is $n = 20$, then the marginal miner’s cost is at most 5% higher than the average cost of all active miners, because $n/(n-1) \approx 1.05$. Observe that the above participation condition is independent of $R$. This is intuitive because if miners have unbounded capacity, the marginal cost of hashing is independent of the exerted hash rate, and the number of active miners becomes independent of the reward. For example, if the reward doubles, the most efficient miners simply expand their operations by a factor of two while less efficient miners remain inactive.

If $\gamma > 0$, the number of active miners increases relative to the case $\gamma = 0$. This is because the capacity constraint prevents the most efficient miners from expanding their operations infinitely, as the marginal cost of hashing grows with the exerted hash rate. The effect of a larger mining reward $R$ can be similarly analyzed. A larger reward increases the marginal gain of hashing, so active miners increase their hash rates. However, their ability to do so is limited from the capacity constraint, which thus allows a greater number of miners to apply positive hash rates. This finding is consistent with events observed after the Bitcoin halving event in 2020 - when the reward for mining a block was halved, many smaller and less efficient mining farms went out of operation (see Remark 4.5 for additional details).

At the beginning of this section, we stated that miner $i$ is active in equilibrium if and only if its cost $c_i$ is smaller than the break-even cost of mining $R/H^*$. It follows from Proposition 4.4 that larger values of $R$ and $\gamma$ raise the break-even cost of mining, making these two quantities key determinants of mining centralization. In particular, if $\gamma$ is large enough, limited mining capacity becomes such a restraint that even the least efficient miners have become active. If, instead, $\gamma$ is sufficiently small, the capacity constraint is so soft that a small set of efficient miners manages to crowd out all less efficient miners.

Remark 4.5. In the Global Cryptocurrency Benchmarking Study (see Remark 3.1), large miners considered “fierce competition among miners of the same cryptocurrency” to pose the highest risk to their operations, while small miners deemed a “sudden large price drop (e.g., 25%)” to be the primary risk factor. The latter is representative of small miners being concerned that low mining rewards would prevent them from being able to mine at all, consistent with the analysis in this section.

4.3 Comparative Statics of Mining Equilibrium

We perform a comparative statics analysis of the mining equilibrium, i.e., analyze its dependence on the underlying model parameters. We consider states of the system where small changes in model parameters

\footnote{Reports from China show that smaller mining operations were forced to either shut down or switch to mining alternative cryptocurrencies where competition is smaller (see, e.g., https://news.bitcoin.com/a-number-of-small-bitcoin-mining-farms-are-quitting-as-older-mining-rigs-become-worthless).}
do not alter the number of active miners. The signs of all sensitivities are summarized in Table 1.

|        | $c_i$ | $c_j$ | $\gamma$ | $R$ |
|--------|-------|-------|-----------|-----|
| $H^*$  | $-$   | $-$   | $-$       | $+$ |
| $h^*_i$ | $-$   | $+/-$ | $+/-$     | $+$ |
| $h^*_i/H^*$ | $-$   | $+$   | $+/-$     | $+/-$ |

Table 1: Sensitivities of equilibrium hash rates to model parameters. The first row shows the signs of the aggregate hash rate’s sensitivities to $c_i$, $c_j$, $\gamma$, and $R$. The second and third rows, respectively, show the signs of the sensitivities of miner $i$’s hash rate and hash rate share to these parameters. The sign “$+$” (“$-$”) indicates that the derivative of the equilibrium quantity with respect to the model parameter is positive (negative). The sign “$+/-$” means that the sign can be either positive or negative. Explicit expressions for the sensitivities are provided in equations (B.2), (B.4), and (B.6) of the Appendix.

### 4.3.1 Sensitivities of Aggregate Hash Rate to Model Parameters

The sensitivities of the aggregate hash rate $H^*$ to the model parameters are consistent with intuition. First, $H^*$ gets smaller if mining becomes more costly, either due to an increase in the cost-per-hash of a miner, or because of the capacity constraint becoming tighter. Second, $H^*$ gets larger if the mining reward $R$ increases.

We next analyze in more detail the relationship between $H^*$ and $R$, which takes a different form depending on the miners’ capacity constraint. If miners have unbounded capacity, i.e., $\gamma = 0$, the aggregate hash rate $H^*$ is directly proportional to $R$. This is because an increase in the mining reward leads to a proportional increase in each miner’s hash rate, as discussed in Section 4.2, and thus also in the aggregate hash rate. Formally, the fact that $H^*/R$ is constant can be seen from Proposition 4.1 and that the number of active miners $n$ is independent of $R$ (see Prop. 4.4). If $\gamma > 0$, and the increase in $R$ is small enough to leave the number of active miners unchanged, the aggregate hash rate $H^*$ increases like the square root of $R$ (see Proposition 4.1). The reason for this sublinear growth is that active miners are not able to increase their hash rates at the same rate as the mining reward, because they become increasingly capacity constrained.

### 4.3.2 Sensitivity of Individual Hash Rates to Mining Costs

The sensitivity of a miner’s hash rate to its own cost-per-hash parameter consists of two terms. The first term captures the direct dependence on the parameter, while the second term captures an indirect dependence through the aggregate hash rate. The indirect dependence is also equal to the sensitivity of the miner’s hash rate to the cost-per-hash parameter of other miners. Analogous decompositions hold true for the sensitivity
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14It follows from Proposition 4.4 that the number $n$ of active miners is a piecewise constant function of the model parameters. As the mining reward $R$ increases, the number of active miners remains the same until reaching the threshold at which it increases by one. Mathematically, the number of active miners is a left-continuous with right limits (LCRL/câglâd) function of $R$ and $\gamma$, and a right-continuous with left limits (RCLL/câddlâg) function of $c_i$. 
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of a miner’s hash rate share to the cost of mining. These relations are formalized in the following proposition; explicit expressions for all components are provided in equations (B.4) and (B.6) of Appendix B.

**Proposition 4.6.** For active miners $i$ and $j$, the sensitivities of $h^*_i$ to $c_i$ and $c_j$ are of the form

$$\frac{\partial h^*_i}{\partial c_i} = \Delta_{i,1} + \Delta_{i,2} < 0, \quad \frac{\partial h^*_i}{\partial c_j} = \Delta_{i,2},$$

where $\Delta_{i,1} < 0$, and

$$\Delta_{i,2} > 0 \iff \frac{h^*_i}{H^*} < \frac{1}{2}. \tag{4.5}$$

Furthermore, the sensitivities of miner $i$’s hash rate share to $c_i$ and $c_j$ satisfy

$$\frac{\partial}{\partial c_i} \frac{h^*_i}{H^*} = \tilde{\Delta}_{i,1} + \tilde{\Delta}_{i,2} < 0, \quad \frac{\partial}{\partial c_j} \frac{h^*_i}{H^*} = \tilde{\Delta}_{i,2} > 0.$$

where $\tilde{\Delta}_{i,1} < 0$ and $\tilde{\Delta}_{i,2} > 0$.

In the derivative of $h^*_i$ with respect to $c_i$, the direct sensitivity $\Delta_{i,1}$ is negative, because the marginal cost of mining is increasing in $c_i$. The indirect sensitivity $\Delta_{i,2}$ arises because the aggregate hash rate $H^*$ changes if $h^*_i$ changes, which in turn impacts the marginal gain of hashing. If $h^*_i/H^* < 1/2$, the indirect sensitivity is positive which alleviates the hash rate reduction from the direct sensitivity when $c_i$ increases. If $h^*_i/H^* > 1/2$, the indirect sensitivity is negative which causes a reduction in hash rate beyond that implied by the direct sensitivity. Regardless of miner $i$’s hash rate share, the net effect is that $h^*_i$ gets smaller as miner $i$’s cost of hashing increases.

Observe that the indirect sensitivity $\Delta_{i,2}$ is exactly equal to the sensitivity of $h^*_i$ to the cost-per-hash $c_j$ of another miner. Intuitively, this is because both quantities capture the sensitivity of miner $i$’s hash rate to changes in the aggregate hash rate $H^*$. The only difference is that in the first case, the change in $H^*$ is caused by a change in $h^*_i$, but in the latter case it is caused by a change in $h^*_j$.

Next, we discuss the condition which determines the sign of the indirect sensitivity in (4.5), and provide intuition for how equilibrium hash rates are impacted by heterogeneity in mining costs. We begin by considering a system of $N = 2$ miners, whose response functions are visualized in the left panel of Figure 1. For miner $i$, the response function gives its profit-maximizing hash rate, given the hash rate of the other
miner, i.e.,

$$R_i(h_{-i}) := \arg \max_{h_i \geq 0} \pi_i(h_i; h_{-i}).$$

It is clear from the figure that if mining is more costly for the second miner, i.e., $c_2 > c_1$, then this miner exerts a lower equilibrium hash rate relative to the one exerted if $c_1 = c_2$. Surprisingly, the first miner also exert a lower hash rate if $c_2 > c_1$. The underlying reason is that the larger miner (i.e., the one with a lower cost) has an incentive to reduce its hash rate if the cost of the smaller miner increases, while the incentive of the smaller miner is to increase its hash rate if the cost of the larger miner increases. This pattern is reflected in the right panel of Figure 1.

Because we can view each miner as competing against the cumulative hash rate of all other miners, the above reasoning can be generalized to a system consisting of more than two active miners: if the hash rate of miner $i$ satisfies $h_i^* / H^* > 1/2$, then this miner responds to cost increases of other miners by reducing its hash rate. Put differently, this means that if a miner controls less than half of the aggregate hash rate, i.e., less than the hash rate of all other miners combined, then this miner behaves aggressively and attempts to gain hash rate share by filling in the void left by competing miners. If, instead, the miner already controls more than half of the system hash rate, then it becomes passive and manages its hash rate to fend off competition.

To understand this phase transition in the largest miner’s behavior, observe that miner $i$ is impacted by a change in the cost of miner $j$ through the aggregate hash rate. Proposition 4.6 shows that, all else being equal, an increase in the cost of miner $j$ implies a decrease in its hash rate, which lowers the aggregate hash rate $H^*$. A smaller $H^*$, in turn, impacts the marginal gain of miner $i$ in two different ways. First, it implies that each unit of hash in the system corresponds to a larger fraction of the mining reward, which increases the marginal probability of earning the reward for all miners. Second, a smaller $H^*$ implies an increase in the aggregate hash rate share captured by miner $i$, which lowers its marginal probability of earning the reward. These two effects offset each other if $h_i^* / H^* = 1/2$, leaving the equilibrium hash rate of miner $i$ unchanged (i.e., $\Delta_{i,2} = 0$). If $h_i^* / H^* < 1/2$, the first effect is stronger, resulting in a higher marginal gain for miner $i$ and an increase in its hash rate $h_i^*$ (i.e., $\Delta_{i,2} > 0$). The opposite happens if $h_i^* / H^* > 1/2$, leading to a decrease in $h_i^*$ (i.e., $\Delta_{i,2} < 0$). We refer to Appendix C for the mathematical details.

It is also informative to consider the implications of very small or very large values of the cost parameter $c_2$. If $c_2 \to \infty$, the hash rate of the first miner vanishes. The intuition is that the second miner becomes so inefficient that its competitor can earn the entire mining reward by exerting minimal hash rate. If instead $c_2$ is very small, i.e., $c_2 \to 0$, the hash rate of the first miner may not be pushed to zero (see the right panel of Figure 1). The reason is that the capacity constraint prevents the second miner from exerting hash rates
large enough to crowd out its competitor, even if its cost of hashing is very low.

**Remark 4.7.** In the context of blockchain-based cryptocurrency mining, the condition $h_i^*/H^* < 1/2$ admits the following interpretation. If a mining organization were to control the majority of the system hash rate, it can effectively implement the so-called 51% attacks. Such attacks include preventing transactions between users of the network, and reversing transactions in order to double-spend coins.

![Figure 1: Conceptual visualization of equilibrium hash rates in a system consisting of $N = 2$ miners. Left panel: Response functions. Solid blue curve is the response function of miner 1 with cost $c_1 > 0$. Red curves are the response functions of miner 2 for the symmetric case $c_2 = c_1$ (dashed line), and for the case $c_2 > c_1$ (dash-dotted line). The equilibrium hash rates, characterized in Proposition 4.1, are determined by the point of intersection of the two curves. Right panel: Equilibrium hash rate $h_1^*$ of miner 1 as a function of the cost $c_2$ of miner 2. The dashed line corresponds to the hash rate exerted at the point $c_2 = c_1$, in which case $h_1^* = h_2^*$. The hash rate $h_1^*$ is decreasing in $c_2$ to the right of this point, but increasing in $c_2$ to the left of this point.

The last part of Proposition 4.6 shows how a change in the cost-per-hash of a given miner imposes an externality on the hash rate shares of its competitors. In this case, the sign of the indirect sensitivity $\tilde{\Delta}_{i,2}$ is always positive: if the cost of miner $j$ increases, the hash rate share of miner $i$ get larger, even if its hash rate goes down. In other words, if the cost-per-hash of miner $j$ increases, the share of the mining reward earned by all other miners increase at the expense of miner $j$.\(^{15}\)

These findings have implications for mining centralization. First, we already know that a higher homogeneity among miners results in more of them being active in equilibrium, and thus increases mining decentralization (see Prop. 4.4). Proposition 4.6 additionally shows that increased homogeneity contributes to decentralization, once the set of active miners is fixed. For example, if miner $i$ has a relatively low mining cost, and thus a relatively large hash rate share, then an increase in its cost transfers hash rate share from miner $i$ to other miners. Similarly, if miner $i$ has a relatively high mining cost, and thus a relatively small

\(^{15}\)In Proposition B.1, we show that the same intuition extends to mining profits: If the cost-per-hash of miner $j$ increases, its profit decreases while all other miners benefit from miner $j$ becoming less competitive and see their profits increase.
hash rate share, then this miner would gain hash rate share from other miners if its cost were to decrease.

### 4.3.3 Sensitivity of Individual Hash Rates to Mining Reward and Mining Capacity

In the previous section, we have argued that a miner’s hash rate depends both directly and indirectly on mining costs. The same holds true for the dependence of hash rates on mining reward and mining capacity, where an indirect dependence again arises through the aggregate hash rate. These dependences are formulated in the following proposition; explicit expressions for all components are provided in equations (B.4) and (B.6) of Appendix B.

**Proposition 4.8.** The sensitivities of an active miner’s hash rate $h^*_i$ to $\gamma$ and $R$ admit the following decompositions,

$$\frac{\partial h^*_i}{\partial \gamma} = \Delta_{i,1}^{(\gamma)} + \Delta_{i,2}^{(\gamma)}, \quad \Delta_{i,1}^{(\gamma)} < 0, \quad \Delta_{i,2}^{(\gamma)} > 0 \iff \frac{h^*_i}{H^*} < \frac{1}{2},$$

$$\frac{\partial h^*_i}{\partial R} = \Delta_{i,1}^{(R)} + \Delta_{i,2}^{(R)} > 0, \quad \Delta_{i,1}^{(R)} > 0, \quad \Delta_{i,2}^{(R)} < 0 \iff \frac{h^*_i}{H^*} < \frac{1}{2}.$$

Furthermore, the derivatives of $h^*_i/H^*$ with respect to $\gamma$ and $R$ are increasing in $i$, for $1 \leq i \leq n$.

The impact of $\gamma$ on a miner’s hash rate depends on the miner’s size. First, the direct sensitivity $\Delta_{i,1}^{(\gamma)}$ is negative for all miners, because a higher value of $\gamma$ increases the marginal cost of hashing. However, the explicit expression provided in Equation (B.4) for $\Delta_{i,1}^{(\gamma)}$ and $\Delta_{i,2}^{(\gamma)}$ shows that for small enough miners, the indirect sensitivity is positive and large enough to outweigh the direct sensitivity.\(^\text{16}\) Intuitively, this is because miners who exert large hash rates, and are thus capacity constrained, are forced to reduce their hash rates. This, in turn, increases the marginal gain of mining, and allows smaller miners who are not capacity constrained to expand. Observe from Table 1 that the net effect of an increase in $\gamma$ on the aggregate hash rate is negative. That is, increased hashing of smaller miners does not fully compensate for the reduction in hash rates by larger miners.

From the above analysis it follows that a tighter capacity constraint (i.e., higher $\gamma$) increases decentralization - smaller miners gain hash rate share at the expense of larger miners. The proposition shows that a larger mining reward has the same effect, even though the hash rate of each miner increases. This can again be understood in terms of the capacity constraint. Specifically, a larger mining reward increases the marginal gain of hashing, leading to larger hash rates, but smaller miners are able to raise their hash rates

\(^{16}\)The condition on $h^*_i/H^*$, which determines the signs of $\Delta_{i,1}^{(\gamma)}$ and $\Delta_{i,2}^{(R)}$, can be interpreted in the same way as the condition which determines the sign of $\Delta_{i,2}$ in Proposition 4.6.
more than larger miners. Hence, a reduced mining capacity and an increased mining reward not only im-
proves decentralization by increasing the number of active miners (as shown in Section 4.2), but also creates
a second decentralization effect by reducing the hash rate of large miners and increasing the hash rate of
small miners. This second decentralization effect is material, considering that a fair amount of time and
planning is needed to establish new mining operations, so the total number of active miners stays unchanged
over short periods of time (see also the discussion in Section 7.1).

5 Miners’ Hardware Investment

In this section, we study the investment in hardware made by miners before participating in the mining
competition. We characterize the equilibrium investment profile in Section 5.1. We study how investment
affects the mining equilibrium in Section 5.2.

5.1 Equilibrium Investment Profile

We begin by showing the existence of an equilibrium investment \( \beta^* \), i.e., such that \((\beta^*, h^*(\beta^*))\) satisfies
equations (3.5)-(3.6), where \(h^*(\beta^*)\) is the unique equilibrium hash rate profile corresponding to investment
\( \beta^* \), characterized in Proposition 4.1.

Proposition 5.1. There exists a unique equilibrium investment \( \beta^* \) given by

\[
\beta^*_i = \begin{cases} 
\min \left\{ \frac{1}{\eta}, 1 \right\}, & 1 \leq i \leq n, \\
0, & n < i \leq N,
\end{cases}
\]

for some \( 2 \leq n \leq N \). The equilibrium set of active miners defined in Eq. (3.3) is such that \( A(0) \subseteq A(\beta^*_i) \).
Furthermore, the number \( n \) of active miners is decreasing in the fixed cost \( K \) incurred by miners.

Observe that the equilibrium number \( n \) of active miners depends on the investment profile \( \beta^* \), and is
thus an endogenous quantity. However, this number can be characterized in terms of model primitives as
the largest \( i \geq |A(0)| \) such that miner \( i \) is active in the mining equilibrium corresponding to the investment
profile \( \beta^{(i)} \) given by \( \beta^{(i)}_j = \min \{ 1/\eta, 1 \} \) for \( 1 \leq j \leq i \), and \( \beta^{(i)}_j = 0 \) for \( i < j \leq N \).

With investment, the number of active miners either increases or stays the same as without investment.
Because of gains in efficiency, miners who already were active without investment remain active after in-
vvestment, although their shares of the aggregate hash rate may change. Inactive miners, instead, may not
be able to benefit sufficiently from investment to enter the mining competition, either because of too high initial costs, or because of the fixed cost incurred by entry (see Eq. (3.4)).

An active miner $i$ chooses a level of investment $\beta_i^*$ which minimizes its cost-per-hash $c_i(\beta_i)$. This follows from the fact that the profit of miner $i$ is decreasing in its cost of mining (see Prop. B.1). As a result, the investment of miner $j \neq i$ does not impose an externality on the investment of miner $i$.

The absence of these investment externalities is consistent with existing practices, where each miner aims to maximize its own efficiency to remain competitive. Namely, while the overall system hash rate is readily observed, each miner does not observe the hash rates and mining costs of its competitors, or even the number of active miners. This is reflected in the objective function of miner $i$, where the only quantity that depends on the actions of other miners is the aggregate hash rate.

It follows directly from equation (3.1) that the reduction in cost-per-hash of an active miner $i$ because of investment is

$$I_i := c_i(0) - c_i(\beta_i^*) = \begin{cases} \frac{1}{2\eta} (\tilde{c}_i - \tilde{c}_0), & \eta > 1, \\
(1 - \frac{\eta}{2}) (\tilde{c}_i - \tilde{c}_0), & \eta \leq 1. \end{cases} \quad (5.2)$$

The above formula highlights how initial mining efficiencies and adjustment costs impact the efficiency gains from investment. First, the cost reduction is greater if the miner is less efficient to begin with. Second, the cost reduction is decreasing in the adjustment cost parameter $\eta$, which reflects frictions faced by miners when it comes to investing in new hardware. Overall, the intuition is that for miners with a low initial cost, the cost reduction from investing in new hardware is limited, as they are already highly efficient. Hence, investment reduces the technological gap between miners.

### 5.2 Investment and Mining Equilibrium

In this section, we study how the mining equilibrium changes with low levels of investment. Miners make small investments if the adjustment cost is sufficiently convex, i.e., if $\eta$ is large. Specifically, it can be seen from (5.1) that $\beta^*$ is decreasing in $\eta$. It follows that if $\eta$ is sufficiently large, the set of active miners remains the same after investment, i.e., $A(\beta^*) = A(0)$.

We use $\bar{I} := \sum_{i=1}^{n} I_i$ to denote the aggregate cost reduction for all active miners, where $I_i$ is given by (5.2), and we denote by $I_{-i} := \bar{I} - I_i$ the cost reduction of all miners except $i$. We also recall that $c^{(n)}(0)$ is the cumulative cost-per-hash of all active miners without any investment.

The following propositions provide approximate formulas for how hash rate levels, hash rate shares, and
profits change with investment. The accuracy of these approximations is theoretically guaranteed when the adjustment costs are large. In Appendix A, we verify numerically that they remain accurate for small adjustment costs.

**Proposition 5.2.** The aggregate hash rate in equilibrium, with and without investment, satisfies

$$H^*(\beta^*) = H^*(0) + aH^*(0)\bar{I} + O(\bar{I}^2).$$

The coefficient $a > 0$ admits an explicit expression given in (B.7). Furthermore, $a$ is increasing in $c^{(n)}(0)$, and decreasing in $\gamma$.

The proposition shows that the investment of each miner increases the aggregate hash rate, and that the relative increase $H^*(\beta^*)/H^*(0)$ is larger if miners are collectively less efficient to begin with, i.e., if $c^{(n)}(0)$ is large. The reason is that the reduction in mining costs is increasing in the miners’ initial costs; thus, investment has a stronger impact if the initial costs are large. Moreover, investment has a greater impact on the aggregate hash rate if $\gamma$ is small, because less capacity constrained miners are able to increase their hash rates more.

**Proposition 5.3.** The relation between the hash rate of miner $i$, with and without investment, is as follows,

$$h^*_i(\beta^*) = h^*_i(0) + a_iI_i + a_{-i}\bar{I}_{-i} + O(\bar{I}^2),$$

where the coefficients $a_i$ and $a_{-i}$ are given explicitly in (B.11), and satisfy

$$a_i > 0, \quad a_{-i} < 0 \iff \frac{h^*_i(0)}{H^*(0)} < \frac{1}{2}.$$

The equilibrium hash rate share of an active miner $i$, with and without investment, satisfies

$$\frac{h^*_i(\beta^*)}{H^*(\beta^*)} = \frac{h^*_i(0)}{H^*(0)} + \alpha_0((1 - \alpha_i)I_i - \alpha_i\bar{I}_{-i}) + O(\bar{I}^2),$$

where the coefficients $\alpha_0 > 0$ and $\alpha_i \in (0, 1)$ are given explicitly in (B.8). Furthermore, $(1 - \alpha_i)I_i - \alpha_i$ is increasing in the initial cost $\tilde{c}_i$ of miner $i$.

The investment of miner $i$ leads to an increase of its own hash rate. However, there is an externality equal to $a_{-i}\bar{I}_{-i}$ imposed by the investment of other miners on the hash rate of miner $i$ (see Section 4.3.2 for
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17We use $O(x)$ to denote a function $h(x)$ such that $\limsup_{x \to \infty} |h(x)|/x < \infty$. It follows from (5.1) that the error term can be equivalently written as $O(1/\eta^x)$. 

23
a discussion of the condition on $h_i^*(0)/H^*(0)$. Since other miners also invest to become more competitive, miner $i$ is unable to capture the full benefit of his investment.

In accordance with intuition, the hash rate share of each miner does not change with investment if miners are initially equally efficient.\(^{18}\) However, this is no longer the case if there is heterogeneity in the miners’ initial costs. It then follows from the proposition that the change in hash rate share is larger for miners with higher initial costs. Hence, investment leads to greater decentralization, i.e., the hash rate share of smaller miners increases while that of larger miners decrease. The mining capacity constraint plays a key role in producing this effect. Because smaller miners are less capacity constrained to begin with, the efficiency gains from their investment allows them to overcome the negative externalities imposed by the investment of other miners. As the capacity constraint becomes less binding, i.e., as $\gamma$ gets smaller, this advantage is reduced and minimized in the limiting case of $\gamma = 0$, i.e., when all miners have unbounded capacity.

Next, we analyze the impact of investment on mining profits. We denote by $\pi_i^*(\beta)$ the profit of miner $i$ in the mining equilibrium corresponding to the investment profile $\beta$.

**Proposition 5.4.** The relation between the profit of miner $i$, with and without investment, is as follows,

$$
\pi_i^*(\beta^*) = \pi_i^*(0) + h_i^*(0)(b_i I_i + b_{-i} \bar{I}_{-i}) + O(\bar{I}^2),
$$

where the coefficients $b_i > 0$ and $b_{-i} < 0$ are given explicitly in (B.12). Furthermore, $b_i I_i + b_{-i} \bar{I}_{-i}$ is increasing in the initial cost $\tilde{c}_i$ of miner $i$, and negative for small enough values of $\tilde{c}_i$.

Investment impacts the profit of a miner similarly to how it affects its hash rates. In Proposition 5.3, we argue that smaller miners are able to gain hash rate share at the expense of larger miners. Proposition 5.4 additionally states that smaller miners are those who increase their profits the most, while the profits of larger miners can even decrease. These theoretical findings are supported by the global cryptocurrency studies discussed in Remark 3.1, where it is reported that the primary concern of large miners is earning lower profits due to increased competition.

Next, we study welfare in the mining ecosystem, defined as the sum of all miners’ profits. We denote by $\Pi^*(\beta) := \sum_{i=1}^n \pi_i^*(\beta)$ the aggregate profit in the mining equilibrium corresponding to the investment profile $\beta$. As we show in the next proposition, welfare increases with investment in a homogeneous system.

**Proposition 5.5.** If miners are homogeneous in their costs, then the relation between the aggregate profit

\(^{18}\)In this case, $\alpha_i = 1/n$, and $I_i$ is independent of $i$, so $(1 - \alpha_i)I_i - \alpha_i \bar{I}_{-i} = 0$. 
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of all miners, with and without investment, is as follows,

\[ \Pi^*(\beta^*) = \Pi^*(0) + bH^*(0)\bar{I} + O(\bar{I}^2), \]

where the coefficient \( b > 0 \) is given explicitly in (B.13). Furthermore, \( b \) converges to zero as \( \gamma \to 0 \).

The above proposition implies that more efficient mining allows capacity constrained miners to reap the benefit of their investment. However, as mining capacity grows unbounded, i.e., as \( \gamma \to 0 \), the profit becomes independent of investment. That is, with unbounded capacity, the benefits of a higher mining efficiency are exactly offset by the costs of a higher aggregate hash rate.

If miners are heterogeneous in their initial hashing costs, the aggregate profit may either increase or decrease with investment. If there is little heterogeneity, then the profit increases, as in the fully homogeneous case discussed above. However, if there is significant heterogeneity, the profit may decrease. The intuition is that while smaller miners are able to increase their profits, the scale of their operations is smaller. Hence, the increase in their profits does not fully compensate for the profit reduction of larger miners - such miners do not benefit as much from investment, either because they are already very efficient in their mining, or because they are too capacity constrained. Formally, this can be seen from the profit formula (5.3), where small and negative values of the term \( b_i\bar{I}_i + b_{-i}\bar{I}_{-i} \) are associated with smaller values of \( \bar{c}_i \), and thus multiplied by larger values of \( h_i^*(0) \).

6 Mining Centralization and Network Security

In this section, we construct measures of mining centralization and network security. We then evaluate these measures at the mining equilibrium, and discuss how they depend on investment, mining reward, and mining capacity.

We begin by estimating the model parameters based on statistics from the Bitcoin network and using the model’s equilibrium solution.

(i) **Mining reward:** We set \( R = $20 \times 10^6 \), which is the average daily Bitcoin mining reward in the period from January 1st, 2020, to April 30th, 2021 (see Fig. 4).

(ii) **System hash rate:** We estimate \( H \) by taking the average Bitcoin network hash rate in the period from January 1st, 2020, to April 30th, 2021. This yields \( H = 120 \) million TH/s (see Fig. 4).
(iii) **Number of miners:** We base our estimate on the Global Cryptocurrency Benchmarking Study (Hileman and Rauchs (2017)), where 11 of the participants are designated as large mining organizations, and estimated to cover over 50% of the total professional mining sector in terms of hash rate. Hence, we approximate the number of miners to $N = 20$.\(^{19}\)

(iv) **Mining costs:** We measure the cost-per-hash of a single miner as the cost of generating one million TH/s for one day (24 hours). We base our estimates on the power consumption of AntMiner S19 Pro, which is Bitmain’s latest model, released in May 2020. As of April 2021, it is the most energy efficient commercially available mining hardware, together with MicroBT’s WhatsMiner M30S++. AntMiner S19 Pro has an energy efficiency of 29.5 J/TH, and we assume an electricity cost of $0.05 per kWh. The latter is a standard estimate of the average electricity cost incurred by large miners.\(^{20}\) Altogether, this yields a cost of $0.0295 \times 0.05 \times 24 = $0.0355 per TH/s for one day. We set the cost of the most efficient miner to this value, i.e., $c_1 = 0.0355$.

Recall from Section 4.2 that miner $i$ exerts a positive hash rate in equilibrium if its cost $c_i$ is lower than the break-even cost $R/H^*$. We set the mining costs $(c_i)_{1 \leq i \leq N}$ as $N$ evenly spaced points between $c_1$, as estimated above, and $R/H$, where $H$ is estimated as in (ii).

(v) **Capacity constraint:** We invert the formula for the equilibrium hash rate $H^*$, given in equation (4.1), and imply the parameter value \[ \gamma = \frac{1}{H^*} \left( \frac{(n-1)R}{H^*} - c^{(n)} \right). \]

We set $H^*$ to the value estimated in (ii). If all miners are active, i.e., $n = N = 20$, then $\gamma = 0.0095 \times 10^6$.

(vi) **Adjustment costs:** Recall that the adjustment costs are of the form (3.2), and $\eta \geq 0$ governs how much miners are able to increase their efficiency. It follows from formula (5.2) that \[ c_i(\beta_i^*) = \tilde{c}_i - \frac{\tilde{c}_0}{2} \iff \eta = 1. \]

---

\(^{19}\)In practice, the number of miners is not directly observable. In the 2nd Global Cryptoasset Benchmarking Study (Rauchs et al. (2018)), it is mentioned that while there are at least several dozen operators of facilities around the globe, a small number of large hashers have a dominant position. We report our results for $N = 20$, but also carried out the analysis for a range of values, including $N = 10$ and $N = 50$, verifying that our results are not sensitive to the exact value of $N$.

\(^{20}\)For example, the Cambridge Bitcoin Electricity Consumption Index uses this cost estimate “based on in-depth conversations with miners worldwide and to be consistent with estimates used in previous research” (see: [https://cbeci.org/cbeci/methodology](https://cbeci.org/cbeci/methodology)).
That is, less than half (more than half) of the efficiency gap $\tilde{c}_i - \tilde{c}_0$ is bridged by investment if $\eta > 1$ ($\eta < 1$). A reasonable lower bound for the value of $\eta$ is therefore given by $\eta = 1$, as in that case $\beta_i^* = 1$ and miner $i$ upgrades its entire stock of hardware.

We next develop and analyze the measure of mining centralization and network security. For Bitcoin and other proof-of-work cryptocurrencies, the security of the network depends on the distribution of hashrate among miners, i.e., the level of decentralization. To quantify the implications of investment on mining centralization, we defining the following function,

$$F(k) := \begin{cases} 0, & k = 0, \\ \sum_{i=1}^{k} h_i^*, & k = 1, 2 \ldots, n, \\ 1, & k = n. \end{cases} \quad (6.1)$$

It follows directly from the definition that $F(k)$ is the total hash rate share of the $k$ largest miners. The domain of the function $F$ can be extended to non-integer values via linear interpolation. The resulting function is increasing and concave, and degenerates to a straight line if and only if miners are homogeneous and thus all exert the same hash rate. The steeper the function $F$ is for small values of $k$, the greater the extent of mining centralization.

It is evident from the left panel of Figure 2 that $F$ is closer to a straight line if the equilibrium hash rates account for investment, and more so if adjustment costs are smaller. This confirms the implications of our model highlighted in Section 5.2, i.e., that investment steers the mining system towards decentralization - a larger number of miners controls any given fraction of the overall hash rate.

The right panel of Figure 2 shows that a higher mining reward also leads to greater decentralization, consistent with our analysis in Section 4.3.3. This implies that if the market capitalization of a coin increases, mining would not become increasingly centralized, i.e., exhibit “the rich getting richer” phenomenon. The rationale offered by our model is that existing mining facilities are not able to increase their hash rate indefinitely, which allows smaller miners to grow and new miners to enter. This is consistent with the fact that Bitcoin mining seems to be less concentrated, both geographically and in terms of hash rate ownership, than commonly indicated by public discourse (see Rauchs et al. (2018)).

**Remark 6.1.** As the Bitcoin network has grown larger, the cost of getting anywhere close to the 51% attack threshold has become out of reach for most entities. In addition to the network consuming as much electricity as a small country, the sheer amount of mining hardware required, which is in short supply, is all but impossible to obtain. This is consistent with our model, where a miner with zero cost-per-hash still does
not manage to dominate the mining competition, because of limited capacity.

In practice, a small number of large mining pools commonly accounts for over 50% of the Bitcoin network hash rate\textsuperscript{21}, but this is unlikely to lead to an attack. Even if a mining pool operator with malicious intent were to successfully implement a 51\% attack, such an event would be discovered quickly, and be self-destructive for the mining pool because miners, whose business model is tied to the success of Bitcoin, would quickly switch to other mining pools.\textsuperscript{22} In fact, the mining pool Ghash.io came close to the 51\% threshold in 2014, seemingly with no intent to attack, but this still prompted miners to voice their concerns and leave the mining pool.

The security of proof-of-work cryptocurrencies relies not only on the network hash rate being distributed among multiple miners, but also on how expensive it is to gain control of a large hash rate share. In fact, the main benefit of a high network hash rate is that it makes the network more secure from attacks. We have seen that technological advancements and investment lead to a higher network hash rate (see Table 1). However, more efficient hardware also leads to lower cost of hashing. To study the net effect of investment on the cost of attacks, observe that $C_k := \sum_{i=1}^{k} (c_i h_i^* + \frac{\gamma}{2} (h_i^*)^2)$ is the cost of capturing a fraction $p_k := \sum_{i=1}^{k} h_i^*/H^*$ of the network hash rate. We then define the cost-of-attack function $TC : [0, 1] \rightarrow [0, \infty)$ by

$$TC(p_k) = C_k, \quad 1 \leq k \leq n,$$

and by linear interpolation for $p \notin \{p_k, 1 \leq k \leq n\}$. The left panel of Figure 3 shows that investment has a small impact on this function. However, the right panel shows that the value of the mining reward has a significant impact. Intuitively, this is because a higher mining reward leads to a higher hash rate, just like investment does, but the cost of mining stays the same, resulting in larger values of the function $TC$.

Since a smaller mining reward goes hand in hand with a smaller hash rate, this supports the common belief that coins with low hash rates are susceptible to cheap 51\% attacks - only a small number of miners from larger coins need to switch to a smaller coin in order to control 51\% of the smaller coin’s network hash rate (see also Remark 6.2). In particular, this means that emerging coins with low market capitalization are less secure. It is also worth noting that concentration of hash rate below the 51\% barrier also presents danger to the network, for example due to selfish mining attacks (see, e.g., Eyal and Sirer (2014)).

The effect of mining reward on the cost of attacks also has implications for more mature cryptocurrencies like Bitcoin. To see that, first note that transaction fees and block rewards represent the security spending

\textsuperscript{21}The market share of the most popular Bitcoin mining pools can be viewed at https://www.blockchain.com/charts/pools.
\textsuperscript{22}Additionally, the ability of mining pools to control the hash rate directed to them has been significantly reduced by developments such as Stratum V2, which enables miners to choose which transactions to include in blocks, rather than mining a block proposed by the pool.
of the network, which is paid for by users of the network, through transaction fees, and by holders of coins, through inflationary block rewards. In principle, the security spending of the network should be large enough in absolute terms to deter attacks, i.e., make them expensive, but also large enough as a percentage of the market capitalization because the damage of a successful attack varies with the market value of Bitcoin. In coming years, Bitcoin will continue its gradual shift from paying miners primarily through block reward to paying miners primarily through transaction fees. With diminishing block rewards, Bitcoin therefore needs to develop a persistent fee market structure to sustain the mining reward and maintain security (see Figure 5). Whether that will happen largely depends on the eventual level of Bitcoin adoption. If fees are not sufficient to sustain the mining reward, our results indicate that the network becomes vulnerable to attacks. This rhymes with one of Nakamoto’s original propositions regarding the future of Bitcoin: “When the reward gets too small, the transaction fee will become the main compensation for nodes. I’m sure that in 20 years there will either be very large transaction volume or no volume.” An alternative view is that security spending should be proportional to transactional volume, i.e., a flow variable rather than a stock variable (Budish (2018)). This is based on the notion that 51% attacks can only endanger the last few blocks appended to the blockchain, so the reward from such an attack is proportional to the value of recent transactions. In this case, the same principle applies, i.e., that transaction fees have to grow to sustain the mining reward, as the network transitions to a fee-based reward system.

**Remark 6.2.** The function $TC$ in (6.2) gives the cost, for existing miners, of generating a given share of the network hash rate. In addition to this cost, rational self-interest can be considered a backup defense for attacks. Miners invest large amounts of capital into mining facilities whose profitability is tied to the success of the network. Hence, even if miners were to achieve a successful attack, it would likely damage the market capitalization of the network, and thus their own income and net worth.

However, attacks from entities outside of the network have become of increased concern with the emergence of cloud mining services that offer customers the possibility to participate in mining without having to own hardware themselves. That is, the attacker is not exposed to the opportunity cost of future revenue generated by the hardware. For many smaller coins, there is hash rate available to rent that is orders of magnitude larger than their network hash rates. As part of the *Digital Currency Initiative*, launched by the MIT Media Lab, a system was constructed to actively monitor proof-of-work cryptocurrencies with the goal of detecting 51% attacks. Since launching the system in June 2019, over 40 successful attacks have been detected, with evidence that hash rate rental markets have been used to perform some of them.\footnote{We refer to https://dci.mit.edu/51-attacks for further details.}

\footnote{Posted by “satoshi” on the Bitcointalk forum on February 14, 2010 (see: https://bitcointalk.org/index.php?topic=48.msg329#msg329).}
Figure 2: Plot of the hash rate function in (6.1). Left panel: Effect of investment on mining centralization. The solid line corresponds to the mining equilibrium without investment ($\beta = 0$), and the dashed and dash-dotted lines correspond to mining equilibria with investment ($\beta = \beta^*$). We set the model parameters as described in Section 6. Right panel: Effect of mining reward on mining centralization. The model parameters are chosen as described in Section 6, with $R_0 = 20 \times 10^6$ as in part (i) therein.

Figure 3: Plot of the total cost function in (6.2). Left panel: Effect of investment on the cost of attacks. Right panel: Effect of mining reward on the cost of attacks. The model parameters are chosen as in Figure 2.

7 Empirical Analysis

In this section, we provide empirical support for the most significant equilibrium implications of our model. In Section 7.1, we present empirical patterns of the Bitcoin mining network. In Section 7.2, we provide statistical evidence for the predicted relationship between mining reward and the aggregate hash rate. All data used in this section is obtained from https://www.blockchain.com/.
7.1 Empirical Patterns of Cryptocurrency Mining

The mining reward, i.e., the revenue from mining, consists of coinbase block rewards plus transaction fees paid to miners. These fees are voluntarily attached by users to increase the probability that their transactions are included in mined blocks appended to the ledger. It is evident from Figure 4 that transaction fees are a small component of the mining reward, and that there is a strong positive co-movement between the mining reward and the price of Bitcoin. We also observe a positive relation between the value of transaction fees and the price of Bitcoin. Intuitively, a higher price is the result of increasing demand for Bitcoin, which in turn implies a larger number of transactions. Hence, higher fees are required to incentivize miners to include a given transaction in a block.

The evidence provided above indicates that transaction fees have so far had a limited impact on the incentives of miners, and that both coinbase block rewards and fees are primarily driven by a common factor - the price of Bitcoin. A notable exception is the dramatic increase in transaction fees observed in December 2017.\(^{25}\) The subsequent decline in fees is largely attributed to increased adoption of the so-called SegWit update to the Bitcoin protocol, which effectively acted as a block-size increase and thus allowed more transactions to be processed per block. While Bitcoin has been in existence for over a decade, and around 90\% of its 21 million coins have already been mined, transaction fees still constitute a small component of mining revenues. As pointed out in Easley et al. (2019), the growing market capitalization of a coin can delay the point where transaction fees take over, and this has been the case for Bitcoin.

Figure 5 shows that as Bitcoin’s market capitalization has grown, the security spending (see Section 6) has grown as well, but the percentage of the market capitalization spent on security has declined. Observe that there is a noticeable drop in this percentage around the Bitcoin halving events in November 2012, July 2016, and May 2020, when the reward for mining a block was halved. Figure 5 shows that security spending was large in the early days relative to market capitalization, which is expected for emerging coins. Since then it has tapered off and was largely constant between the 2016 and 2020 halving events.

Figure 6 shows that there exists an overall positive relationship between the system hash rate and the Bitcoin price, but with a few notable discrepancies. For example, in the first half of 2018, there was a significant drop in the price of Bitcoin,\(^{26}\) but the hash rate kept climbing until finally dipping at the end of that year. Importantly, this period was preceded by an unprecedented Bitcoin boom. Such periods of Bitcoin mania are likely to trigger significant investments in mining facilities, which then become operational with a time lag. In this specific case, the effect was to raise the system hash rate during the market drop in

\(^{25}\)This surge was in part due to an increased demand for Bitcoin. However, during this period the Bitcoin network was also flooded with spam transactions, widely believed to be the result of a coordinated attack.

\(^{26}\)This drop was due to a large wave of cryptocurrency sell-off, known as the 2018 Cryptocurrency Crash. By the end of November, Bitcoin had fallen by over 80\% from its historical peak.
2018. The same pattern is observed in the second half of 2019, where the Bitcoin price trended downwards while the hash rate kept climbing. Again, this occurred following a rally in the first half of 2019, leading to investments that contributed to increasing the hash rate during a time when the Bitcoin price was dropping.

The third, and perhaps best representation of the above pattern, is the extreme surge in the price of Bitcoin during the second half of 2020, which has not yet been associated with an equally large increase in the system hash rate. This can be explained by the inability of miners to expand their operations immediately,\textsuperscript{27} and suggests that the hash rate may keep rising in the second half of 2021, even if the price of Bitcoin starts falling. The above argument is supported by the 2nd Global Cryptoasset Benchmarking Study (Rauchs et al. (2018)). Based on proprietary data covering six major proof-of-work cryptocurrencies, including Bitcoin and Ethereum, it is reported that “hashers often cannot immediately increase production when running at full capacity”, resulting in hash rate growth lagging behind market price growth.

### 7.2 Hash Rate vs. Mining Reward: Statistical Evidence

In Proposition 4.1, we have shown that if $\gamma > 0$, the equilibrium hash rate $H^*$ increases like the square root of the mining reward $R$ (see also discussion in Section 4.3.1). It follows that

\[
1 + r_{H^*}(t) \approx \sqrt{1 + r_R(t)},
\]

\textsuperscript{27}An important limiting factor is the severe shortage of mining hardware. See footnote 1.
where \( r_{H^*}(t) \) and \( r_R(t) \) are equilibrium hash rate and mining reward returns between times \( t - 1 \) and \( t \). More generally, if \( H^* \) increases like a power \( \beta \) of \( R \), we have

\[
1 + r_{H^*}(t) \approx (1 + r_R(t))^\beta.
\]  

(7.1)

To statistically test this relationship, we consider the linear regression model

\[
\log(1 + r_H(t)) = \alpha + \beta \log(1 + r_R(t - 1)) + \epsilon(t),
\]  

(7.2)
where \( \epsilon \) is a vector of idiosyncratic errors and \( r_H(t) \) and \( r_R(t) \) are, respectively, historical three-month hash rate and mining reward returns. We compute these returns using monthly averages of hash rates and mining rewards. For example, if \( t \) is equal to July 15, then \( r_H(t) \) is the simple return between the average hash rate in April and the average hash rate in July, and \( r_R(t - 1) \) is the simple return between the average mining reward in January and the average mining reward in April. We use lagged values for mining reward, because hash rates typically respond with a lag to changes in the mining reward, as documented in Section 7.1.

It is evident from Figure 7 that there exists a sublinear relationship between \( r_H(t) \) and \( r_R(t - 1) \). This pattern is statistically confirmed by our regression analysis, which yields the estimate \( \hat{\beta} = 0.34 \) (see Table 2). These findings are consistent with the equilibrium hash rates when \( \gamma > 0 \), given in Proposition 4.1, and also reflect economic intuition. That is, we expect capacity constraints to prevent miners from increasing their hash rates proportionally to increases in the mining reward, as the marginal cost of mining becomes higher as the exerted hash rate increases.

**Remark 7.1.** The objective function (3.4) can be generalized to

\[
\pi_i = \frac{R}{H} h_i - c_i h_i - \frac{\gamma}{1 + \delta} h_i^{\frac{1}{1+\delta}},
\]

where \( \delta > 0 \), and the expression in (3.4) is then recovered if \( \delta = 1 \). For \( \delta \neq 1 \), the aggregate hash rate \( H^* \) does not admit a closed-form representation. However, we can mimic the steps in the proof of Proposition 4.1, and show that if miner heterogeneity is low, then \( H^* \) behaves approximately like a power \( 1/(1 + \delta) \) of the mining reward \( R \). Hence, it follows from (7.1)-(7.2) that the regression estimate \( \hat{\beta} \approx 1/3 \) in Table 2 is consistent with a coefficient \( \delta = 2 \). This corresponds to a convex capacity constraint which is cubic rather than quadratic. Using the objective function (7.3) would produce results qualitatively similar to those obtained with a quadratic objective function (3.4), the key point being that the marginal cost of mining is increasing in both cases.

|    | \( \hat{\alpha} \) | \( \hat{\beta} \) | \( R^2 \) |
|----|----------------|----------------|---------|
| \( R \) | 0.22 | 0.29 | 0.44 |
| \( P \) | 0.19 | 0.34 | 0.43 |

Table 2: Regression estimates for the linear model in Equation (7.2). In the first row of the table (\( R \)), \( r_R(t - 1) \) is computed using mining rewards. In the second row of the table (\( P \)), \( r_R(t - 1) \) is computed using Bitcoin prices. The number of observations is 102, and all parameter estimates are statistically significant with \( p \)-values smaller than 0.001. Because the Bitcoin price is a good proxy for the mining reward (see Fig. 4), the regression estimates in the two rows of the table are similar.
8 Conclusions

We develop a model of cryptocurrency mining where miners invest in new hardware to improve the efficiency of their operations in a subsequent proof-of-work mining competition. We demonstrate that the nature of the mining competition excludes inefficient miners from participating, in contrast to the original vision of Nakamoto. We argue that mining centralization is lower than indicated by earlier research due to capacity constraints faced by miners. Additionally, we show that the ability of miners to invest in new technology leads to greater decentralization in mining. Hence, while the emergence of specialized mining hardware has resulted in individual miners being replaced by relatively large mining operations, larger miners do not inherently increase their advantage over smaller ones. As advancements in ASIC mining hardware slow down, our model suggests that mining will become a race for access to low-cost electricity.

Our model indicates that investment in new hardware may not have a large impact on the cost of attacking a cryptocurrency network, even though it increases the aggregate hash rate in the network. In contrast, a higher mining reward significantly increases both mining decentralization and network security, which confirms the common wisdom that smaller coins are more vulnerable to attacks. These findings imply that the majority of coins in existence may not be long-lived. They also raise concerns regarding whether transaction fees will be sufficient to sustain mining reward, and thus network security, for maturing cryptocurrencies.

Our study focuses on the behavior of miners and takes other components of the mining value chain as
given. We do not directly model the activities of hardware manufacturers, but rather assume the existence of a monopolistic manufacturer that supplies miners with new hardware. From the miners’ point of view, the ASIC hardware industry has been dominated by a single firm, Bitmain, and the hardware of other prominent manufacturers can safely be treated as a substitute good. We also remark that our implicit assumption of a monopolistic manufacturer is consistent with Ferreira et al. (2019), who argue that a single manufacturer will dominate in the blockchain ecosystem.

We also do not consider mining pools in our analysis. Empirical evidence indicates that the size of mining pools is mean-reverting, with honest miners leaving a mining pool that becomes too large (see also Cong et al. (2021)). Additionally, significant constraints have been placed on the ability of pool managers to act in bad faith (see Remark 6.1). When it comes to actual mining, the availability of mining pools is likely to contribute to decentralization. This is because their absence would be more detrimental to smaller miners, who are likely to be worse equipped to face a high variance in their mining revenue, and for which the average time between mined blocks is larger.

Alternatives to the proof-of-work protocol have been proposed, most prominently the proof-of-stake protocol, where miners do not use computational resources to compete for the right to validate transactions, but rather are chosen in proportion to their ownership of the underlying coin. This implies a clear path to centralization in mining: a miner who starts with a larger number of coins has a higher probability of further increase its advantage than a smaller miner has of reducing the initial gap. Our model can be extended to such a proof-of-stake setting where the miners’ initial probabilities of mining a block are determined by their initial coin holdings, and the hardware investment stage is replaced by a stage where miners invest in the underlying coin.

While the size of the Bitcoin network currently dwarfs the size of other networks, there are by now multiple established cryptocurrencies that miners can move their hash rate between. Arguably, for a given level of mining power, only a finite number of networks of significant size can be secured. However, most existing research focuses on a single network, and it remains an open question to understand how allocation of mining power between different networks will impact centralization in individual networks.

In a dynamic extension of our model, we expect the equilibrium hash rate shares of miners to converge over time. A dynamic model would provide a deeper understanding of centralization forces in cryptocurrency mining. For example, the effect of investment is to some extent permanent, and its benefit is path-dependent. Investment thus effectively allows miners to remain competitive over time and protected against a significant drop in the mining reward, which could otherwise force them out of business. Finally, an important factor to consider is how volatility of mining reward affects mining centralization. Cryptocurrencies are a highly
volatile asset class, and, as mentioned above, fluctuations in mining revenue may present greater challenges for smaller miners. We leave these questions for future research.

A Accuracy of Approximation Formulas in Section 5.2

We verify the accuracy of the approximation formulas used to analyze the effect of investment on equilibrium hash rates and mining profits. Figure 8 confirms our analytical findings from Section 5.2, i.e., that smaller miners gain hash rate shares and increase their profits, while the opposite is true for larger miners. It is also evident from the figure that these trends magnified for smaller values of $\eta$, i.e., lower adjustment costs, which leads to larger investment levels.

Figure 8: The left and middle panels plot the hash rates and hash rate shares of miners, indexed by $i$, with and without investment (i.e., $\beta = \beta^*$ and $\beta = 0$). The red dotted lines show the approximations in Proposition 5.3. The right panels plot the profits of miners with and without investment. The red dotted lines plot the approximation in Proposition 5.4. The model parameters are set as described in Section 6, with $\eta = 2$ (upper panels) and $\eta = 1$ (lower panels).

Noticeably, the approximation formulas for both hash rates and profits, given in Propositions 5.2 and 5.4, closely resemble their exact counterparts. The accuracy of the approximations increases as $\eta$ gets larger, but it remains good for both hash rates and hash rate shares if $\eta$ is small, and within acceptable levels for mining profits. It is worth observing that $\eta = 1$ corresponds to a reasonable lower bound for the value of $\eta$.
B Proofs of Propositions

Proof of Proposition 4.1: Sufficient conditions for the existence of a pure-strategy equilibrium are (i) concavity of $\pi_i$ in $h_i$, (ii) continuity of $\pi_i$ in $h_i$ and $h_{-i}$, and (iii) the strategy space of miner $i$ being compact and convex. For the concavity of $\pi_i$, we have

$$\frac{\partial \pi_i}{\partial h_i} = \frac{H - h_i}{H^2} R - c_i - \gamma_i h_i, \quad \frac{\partial^2 \pi_i}{\partial h_i^2} = -\frac{2}{H^3} R - \gamma_i < 0.$$ 

For the continuity properties it is easy to see that for any given $h_{-i}$ (resp., $h_i$), the objective function $\pi_i$ is continuous in $h_i$ (resp., $h_{-i}$). The strategy space of miner $i$ is $[0, \infty)$, which is unbounded. However, since $\pi_i < 0$ for $h_i > R/c_i$, the strategy space of miner $i$ can be restricted to the compact and convex set $[0, R/c_i]$.

To show uniqueness, first observe that any equilibrium will consist of at least two active miners. Namely, if only a single miner applies a positive hash rate, then a marginal reduction in its hash rate will increase the value of its objective function. Similarly, if no miner applies a positive hash rate, then each miner has an incentive to marginally increase its hash rate. In both cases we have a contradiction. Next, observe that if miner $k+1$ is active in equilibrium, then miner $k$ cannot be inactive, because in that case we would have

$$MG_k := \frac{R}{H} > \frac{R}{H} \left(1 - \frac{h_{k+1}}{H}\right) = MG_{k+1} = MC_{k+1} = c_{k+1} + \gamma_{k+1} h_{k+1} > c_k =: MC_k,$$

which is a contradiction. Using these two facts, it is easy to show inductively that in a game consisting of a total of $N_0$ miners, where $2 \leq N_0 \leq N$, the equilibrium must be unique. When showing the result for $N_0 + 1$, given that the results holds for $N_0$, we must consider two cases. First, if miner $N_0$ is not active in the unique equilibrium with a total of $N_0$ miners, then the same equilibrium is also unique in a game with a total of $N_0 + 1$ miners. Second, if miner $N_0$ is active, then miner $N_0 + 1$ is active if and only if $c_{N_0+1} < R/H_{N_0}$, where $H_{N_0}$ is the overall hash rate in the equilibrium with a total of $N_0$ miners. It follows that the equilibrium is unique in a game of $N_0 + 1$ miners.

We now derive the equations for the unique equilibrium hash rates. Summing over the first-order condition (4.2) of active miners gives

$$0 = \frac{n - 1}{H} R - c^{(n)} - \gamma H = \frac{1}{H} ((n - 1) R - c^{(n)} H - \gamma H^2).$$ (B.1)
The aggregate equilibrium hash rate $H^*$ is then given by (4.1), where the case $\gamma > 0$ requires solving a second order polynomial which can be shown to have a unique positive solution. The equation for the hash rate $h_i^*$ then follows from the first-order condition (4.2) of miner $i$.

\textbf{Proof of Proposition 4.3:} The profit-per-hash of an active miner $i$ is

$$\frac{\pi_i^*}{h_i} = \frac{R}{H^*} - c_i - \frac{\gamma}{2} h_i^* = \frac{R}{H^*} - (c_i + \gamma h_i^*) + \frac{\gamma}{2} h_i^*,$$

which is decreasing in $i$ because $c_i + \gamma h_i^*$ is increasing in $i$, by Proposition 4.2, and $h_i^*$ is decreasing in $i$, by Proposition 4.1. It follows that the profit $\pi_i^*$ is also decreasing in $i$.

\textbf{Proof of Proposition 4.4:} From Proposition 4.1 it follows that miner $i$ is active in equilibrium if and only if $R/H^* > c_i$. Thus,

$$h_i^* > 0 \iff R - c_i H^* > 0 \iff 2 \frac{R \gamma}{c_i} + c^{(i)} > \sqrt{(c^{(i)})^2 + 4(i-1)R \gamma} \iff c_i < \frac{c^{(i)} + R \gamma/c_i}{i-1}.$$

The number of active miners is the largest value of $i$ satisfying this equation, since, in equilibrium, miner $i+1$ cannot be active if miner $i$ is not active.

\textbf{Proof of Proposition 4.6 and Proposition 4.8:} We split the proof up into three parts.

(i) \textit{Aggregate hash rate:} For $H^*$ we use equation (4.1) to obtain

\begin{align*}
\frac{\partial H^*}{\partial c_i} &= \frac{1}{2\gamma} \left( \frac{c^{(n)}}{\sqrt{(c^{(n)})^2 + 4(n-1)R \gamma}} - 1 \right) = - \frac{H^*}{c^{(n)} + 2 \gamma H^*} < 0, \quad \text{(B.2)} \\
\frac{\partial H^*}{\partial \gamma} &= - \frac{(c^{(n)})^2 + 2(n-1)R \gamma - c^{(n)} \sqrt{(c^{(n)})^2 + 4(n-1)R \gamma}}{2 \gamma^2 \sqrt{(c^{(n)})^2 + 4(n-1)R \gamma}} = - \frac{(H^*)^2}{c^{(n)} + 2 \gamma H^*} < 0, \\
\frac{\partial H^*}{\partial R} &= \frac{n-1}{\sqrt{(c^{(n)})^2 + 4(n-1)R \gamma}} = \frac{n-1}{c^{(n)} + 2 \gamma H^*} > 0,
\end{align*}

where we used (B.1) and that \(\sqrt{(c^{(n)})^2 + 4(n-1)R \gamma} = c^{(n)} + 2 \gamma H^*\).

(ii) \textit{Individual hash rates:} From Proposition 4.1, it follows that for an active miner $i$ we can write

\begin{align*}
h_i^* &= f_i(c_1, \ldots, c_n, \gamma, R) := \frac{R - c_i g}{R + \gamma g^2}, \quad \text{(B.3)} \\
g &= g(c_1, \ldots, c_n, \gamma, R) := \frac{\sqrt{(c^{(n)})^2 + 4(n-1)R \gamma} - c^{(n)}}{2 \gamma},
\end{align*}
and we now show that the derivatives of \( h^*_i \) satisfy

\[
\frac{\partial h^*_i}{\partial c_i} = \frac{\partial f_i}{\partial c_i} + \frac{\partial f_i}{\partial g} \frac{\partial g}{\partial c_i} =: \Delta_{i,1} + \Delta_{i,2} = -\frac{g^2}{R + \gamma g^2} \left(1 + \frac{R}{g} - 2(c_i + \gamma f_i)\right),
\]

(B.4)

\[
\frac{\partial h^*_i}{\partial c_j} = \frac{\partial f_i}{\partial c_j} = \Delta_{i,2} = -\frac{g^2}{R + \gamma g^2} \frac{R}{g} - 2(c_i + \gamma f_i),
\]

\[
\frac{\partial h^*_i}{\partial \gamma} = \frac{\partial f_i}{\partial \gamma} + \frac{\partial f_i}{\partial g} \frac{\partial g}{\partial \gamma} =: \Delta_{i,1}^{(\gamma)} + \Delta_{i,2}^{(\gamma)} = -\frac{f_i g^2}{R + \gamma g^2} \left(1 + \frac{R}{g} - 2(c_i + \gamma f_i)\right),
\]

\[
\frac{\partial h^*_i}{\partial R} = \frac{\partial f_i}{\partial R} + \frac{\partial f_i}{\partial g} \frac{\partial g}{\partial R} =: \Delta_{i,1}^{(R)} + \Delta_{i,2}^{(R)} = \frac{g^2(c_i + \gamma f_i)}{R(R + \gamma g^2)} \left(1 + \frac{R}{g} - 2(c_i + \gamma f_i) c(n) + \gamma g\right).
\]

To obtain the condition for the sign of \( \Delta_{i,2} \), we use Proposition 4.2 to write

\[\Delta_{i,2} > 0 \iff c_i + \gamma f_i = \frac{R}{g} \left(1 - \frac{f_i}{g}\right) > \frac{R}{2} \iff \frac{f_i}{g} < \frac{1}{2}.\]

The signs of \( \Delta_{i,2}^{(\gamma)} \) and \( \Delta_{i,2}^{(R)} \) are analyzed in the same way.

To show (B.4), first note that simple calculations give

\[
\frac{\partial f_i}{\partial c_i} = -\frac{g^2}{R + \gamma g^2} < 0, \quad \frac{\partial f_i}{\partial \gamma} = -g^3 \frac{R - c_i g}{(R + \gamma g^2)^2} < 0, \quad \frac{\partial f_i}{\partial R} = g^2 \frac{c_i + \gamma g}{(R + \gamma g^2)^2} > 0,
\]

and

\[
\frac{\partial f_i}{\partial g} = \frac{R - c_i g}{R + \gamma g^2} + g \frac{c_i R - 2\gamma R g + \gamma c_i g^2}{(R + \gamma g^2)^2} = \frac{1}{R + \gamma g^2} \left(R - c_i g + g \frac{-\gamma g(R - c_i g) - c_i R - \gamma R g}{R + \gamma g^2} \right)
\]

\[
= \frac{g}{R + \gamma g^2} \left(R - (c_i + \gamma f_i) - R \frac{c_i + \gamma g}{R + \gamma g^2} \right)
\]

\[
= \frac{g}{R + \gamma g^2} \left(R - 2(c_i + \gamma f_i)\right),
\]

where the final equality uses that

\[
R \frac{c_i + \gamma g}{R + \gamma g^2} = c_i - \gamma g \frac{R - c_i g}{R + \gamma g^2} = c_i + \gamma f_i.
\]

(B.5)

For the \( c_i \)-derivative of \( h^*_i \), we have

\[
\frac{\partial h^*_i}{\partial c_i} = -\frac{g^2}{R + \gamma g^2} - \frac{g^2}{R + \gamma g^2} \frac{R}{g} - 2(c_i + \gamma f_i) \frac{R}{g} = -\frac{g^2}{R + \gamma g^2} \left(1 + \frac{R}{g} - 2(c_i + \gamma f_i) c(n) + \gamma g\right) < 0.
\]
The sign of the derivative is negative because, using $R/g > c_i + \gamma f_i$ from Proposition 4.2, we have

$$\frac{R}{g} - 2(c_i + \gamma f_i) > \frac{R}{c^{(n)} + 2\gamma g} - \frac{c_i + \gamma f_i}{c^{(n)} + 2\gamma g} > -\frac{c_i + \gamma f_i}{c^{(n)} + 2\gamma g} > -1.$$  

The equation for $\partial h_i^*/\partial c_j$ is obtained in the same way. Next, for the $\gamma$-derivative of $h_i^*$ we have

$$\frac{\partial h_i^*}{\partial \gamma} = -g^3 \frac{R - c_i g}{(R + \gamma g^2)^2} + \frac{g}{R + \gamma g^2} \left( \frac{R}{g} - 2(c_i + \gamma f_i) \right) \left( -\frac{1}{\gamma} \frac{(n-1)R - c^{(n)} g}{c^{(n)} + 2\gamma g} \right)$$

$$= -g^3 \frac{R - c_i g}{(R + \gamma g^2)^2} \left( 1 + \frac{R + \gamma g^2}{H^2(R - c_i g)} \left( \frac{R}{g} - 2(c_i + \gamma f_i) \right) \frac{1}{\gamma} \frac{(n-1)R - c^{(n)} g}{c^{(n)} + 2\gamma g} \right)$$

$$= -g^3 \frac{R - c_i g}{(R + \gamma g^2)^2} \left( 1 + \frac{1}{\gamma f_i g} \left( \frac{R}{g} - 2(c_i + \gamma f_i) \right) \frac{(n-1)R - c^{(n)} g}{c^{(n)} + 2\gamma g} \right)$$

$$= -\frac{f_i g^2}{R + \gamma g^2} \left( 1 + \frac{g}{f_i} - 2(c_i + \gamma f_i) \right),$$

where we have used (B.1). Finally, for the $R$-derivative of $h_i^*$, we have

$$\frac{\partial h_i^*}{\partial R} = g^2 \frac{c_i + \gamma g}{(R + \gamma g^2)^2} + \frac{g}{R + \gamma g^2} \left( \frac{R}{g} - 2(c_i + \gamma f_i) \right) \frac{n-1}{c^{(n)} + 2\gamma g}$$

$$= g^2 \frac{c_i + \gamma g}{(R + \gamma g^2)^2} \left( 1 + \frac{n-1}{\gamma} \frac{R + \gamma g^2}{R - c_i g} \frac{R}{g} - 2(c_i + \gamma f_i) \right) \frac{n-1}{c^{(n)} + 2\gamma g}$$

$$= g^2 \frac{c_i + \gamma g}{(R + \gamma g^2)^2} \left( 1 + \frac{n-1}{\gamma} \frac{R + \gamma g^2}{R - c_i g} \frac{R}{g} - 2(c_i + \gamma f_i) \right) c_i + \gamma f_i \frac{n-1}{c^{(n)} + 2\gamma g}$$

$$= \frac{g^2 (c_i + \gamma f_i)}{R(R + \gamma g^2)} \left( 1 + \frac{\frac{R}{g} - 2(c_i + \gamma f_i)}{c_i + \gamma f_i} \frac{n-1}{c^{(n)} + 2\gamma g} \right) > 0,$$

where we used (B.1) and (B.5). The sign of the derivative is positive because

$$\frac{n-1}{g} \frac{R + \gamma g^2}{c_i + \gamma g} \frac{R}{c^{(n)} + 2\gamma g} - \frac{2(c_i + \gamma f_i)}{c_i + \gamma f_i} \frac{n-1}{c^{(n)} + 2\gamma g} - \frac{n-1}{g} \frac{R + \gamma g^2}{c_i + \gamma g} \frac{c_i + \gamma f_i}{c^{(n)} + 2\gamma g}$$

$$= \frac{1}{g} \frac{R + \gamma g^2}{c_i + \gamma g} \left( c_i + \gamma f_i \right) - \frac{2(c_i + \gamma f_i)}{c_i + \gamma f_i} \frac{n-1}{c^{(n)} + 2\gamma g} - \frac{n-1}{g} \frac{R + \gamma g^2}{c_i + \gamma g} \frac{1}{c^{(n)} + 2\gamma g}$$

$$= \frac{1}{g} \frac{R + \gamma g^2}{c_i + \gamma g} \left( c_i + \gamma f_i \right) - \frac{2(c_i + \gamma f_i)}{c_i + \gamma f_i} \frac{n-1}{c^{(n)} + 2\gamma g} - \frac{c^{(n)} + \gamma g}{c^{(n)} + 2\gamma g} > -1,$$

where, again, we have used (B.1) and (B.5). The final inequality follows from $R/g > c_i + \gamma f_i$. 
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(iii) Hash rate shares: We will show that the hash rate share of miner $i$ satisfies

\[
\frac{\partial}{\partial c_i} h_i^* = -\frac{g}{R + \gamma g^2} \left(1 - \frac{c_i + 2\gamma f_i}{c^{(n)} + 2\gamma g}\right) < 0, \\
\frac{\partial}{\partial c_j} h_i^* = \frac{g}{R + \gamma g^2} \left(\frac{c_i + 2\gamma f_i}{c^{(n)} + 2\gamma g}\right) > 0, \\
\frac{\partial}{\partial \gamma} h_i^* = -\frac{1}{R + \gamma g^2} \left(\frac{f_i g - \frac{g^2}{c^{(n)} + 2\gamma g} (c_i + 2\gamma f_i)}{2}\right), \\
\frac{\partial}{\partial R} h_i^* = \frac{1}{R + \gamma g^2} \left(\frac{g}{R} (c_i + \gamma f_i) - (n - 1) \frac{c_i + 2\gamma f_i}{c^{(n)} + 2\gamma g}\right),
\]

where $f_i$ and $g$ are defined in (B.3). First, for the $c_i$-derivative we have

\[
\frac{\partial}{\partial c_i} h_i^* = \frac{\partial}{\partial c_i} \frac{f_i}{g} = \frac{1}{g} \left(\frac{\partial f_i}{\partial c_i} \frac{\partial g}{\partial c_i} - \frac{f_i \partial g}{g^2 \partial c_i}\right) = \frac{1}{g} \left(\frac{\partial f_i}{\partial c_i} \frac{\partial g}{\partial c_i} - \frac{f_i}{g} \frac{\partial g}{\partial c_i}\right).
\]

Using our previous results for the partial derivatives, we then obtain

\[
\frac{\partial}{\partial c_i} h_i^* = \frac{1}{g} \left(-\frac{g^2}{R + \gamma g^2} - \frac{g}{2\gamma g + c^{(n)}} \left(\frac{g}{R + \gamma g^2} \left(\frac{R}{g} - 2(c_i + \gamma f_i)\right) - \frac{f_i}{g}\right)\right)
\]

\[
= \frac{1}{g} \left(-\frac{g^2}{R + \gamma g^2} - \frac{1}{2\gamma g + c^{(n)}} \left(\frac{R}{R + \gamma g^2} (2g(c_i + \gamma f_i) - (R - c_i g))\right)\right)
\]

\[
= \frac{1}{g} \left(-\frac{g^2}{R + \gamma g^2} - \frac{1}{2\gamma g + c^{(n)}} \left(\frac{R}{R + \gamma g^2} (-2(c_i + \gamma f_i) + c_i)\right)\right)
\]

\[
= -\frac{g}{R + \gamma g^2} \left(1 - \frac{2\gamma f_i + c_i}{2\gamma g + c^{(n)}}\right) < 0.
\]

We can also prove the following inequality:

\[
\frac{\partial}{\partial c_j} h_i^* = \frac{\partial}{\partial c_j} \frac{f_i}{g} = \frac{1}{g} \left(\frac{\partial f_i}{\partial c_j} \frac{\partial g}{\partial c_j} - f_i \frac{\partial g}{g^2 \partial c_j}\right) = -\frac{1}{g} \frac{g^2}{R + \gamma g^2} \left(\frac{R}{g} - 2(c_i + \gamma f_i)\right) + \frac{f_i}{g} \frac{g}{g^2 c^{(n)} + 2\gamma g}
\]

\[
= \frac{1}{g} \left(-\frac{g}{R + \gamma g^2} \left(\frac{R}{g} - 2(c_i + \gamma f_i)\right) + \frac{f_i}{g}\right)
\]

\[
= \frac{1}{R + \gamma g^2} \left(-\frac{g}{R + \gamma g^2} (2g(c_i + \gamma f_i) - (R - c_i g))\right)
\]

\[
= \frac{g}{R + \gamma g^2} \left(\frac{c_i + 2\gamma f_i}{c^{(n)} + 2\gamma g}\right) > 0.
\]

In the same way, we deduce

\[
\frac{\partial}{\partial \gamma} h_i^* = \frac{1}{g} \left(\frac{\partial f_i}{\partial \gamma} + \frac{\partial g}{\partial \gamma} \left(\frac{\partial f_i}{\partial g} - \frac{f_i}{g}\right)\right), \\
\frac{\partial}{\partial R} h_i^* = \frac{1}{g} \left(\frac{\partial f_i}{\partial R} + \frac{\partial g}{\partial R} \left(\frac{\partial f_i}{\partial g} - \frac{f_i}{g}\right)\right).
\]
Computation of the $\gamma$-derivative yields

$$\frac{\partial h^*_i}{\partial \gamma} = \frac{1}{g} \left( -g^3 \frac{R-c_i g}{(R+\gamma g)^2} - \frac{g^2}{c^{(n)} + 2\gamma g} \left( \frac{R}{g} - 2(c_i + \gamma f_i) - \frac{f_i}{g} \right) \right)$$

$$= \frac{1}{g} \left( -g^3 \frac{R-c_i g}{(R+\gamma g)^2} - \frac{g^2}{c^{(n)} + 2\gamma g} \left( R - 2g(c_i + \gamma f_i) - (R - c_i g) \right) \right)$$

$$= -\frac{1}{R + \gamma g^2} \left( 2 \frac{R - c_i g}{R + \gamma g^2} - \frac{g^2}{c^{(n)} + 2\gamma g} (c_i + 2\gamma f_i) \right)$$

$$= -\frac{1}{R + \gamma g^2} \left( f_i g - \frac{g^2}{c^{(n)} + 2\gamma g} (c_i + 2\gamma f_i) \right)$$

$$= -\frac{1}{R + \gamma g^2} \left( f_i g - \gamma g^2 \frac{(c_i + \gamma f_i)}{c^{(n)} + 2\gamma g} - \frac{g^2}{c^{(n)} + 2\gamma g} (c_i + \gamma f_i) \right).$$

The above expression is decreasing in $i$ because $f_i$ is increasing in $i$, $c_i + \gamma f_i$ is increasing in $i$ by Prop. 4.2, and the factor multiplying $f_i$ is positive by (B.1). For the $R$-derivative, we have

$$\frac{\partial h^*_i}{\partial R} = \frac{1}{g} \left( \frac{g^2}{(R+\gamma g)^2} - \frac{n - 1}{c^{(n)} + 2\gamma g} \left( \frac{R}{g} - 2(c_i + \gamma f_i) - \frac{f_i}{g} \right) \right)$$

$$= \frac{1}{g} \left( \frac{g^2}{(R+\gamma g)^2} - \frac{n - 1}{c^{(n)} + 2\gamma g} \left( \frac{R}{g} - 2(c_i + \gamma f_i) + c_i \right) \right)$$

$$= \frac{1}{R + \gamma g^2} \left( \frac{c_i + \gamma g}{R + \gamma g^2} - (n - 1) \frac{c_i + 2\gamma f_i}{c^{(n)} + 2\gamma g} \right)$$

$$= \frac{1}{R + \gamma g^2} \left( (c_i + \gamma f_i) \left( \frac{g}{R} - \frac{n - 1}{c^{(n)} + 2\gamma g} \right) - (n - 1) \frac{\gamma f_i}{c^{(n)} + 2\gamma g} \right),$$

where we have used (B.5). The above expression is decreasing in $i$ because $c_i + \gamma f_i$ is increasing in $i$, $f_i$ is decreasing in $i$, and the factor multiplying $c_i + \gamma f_i$ is positive by (B.1).

Proposition B.1. For active miners $i$ and $j$, the sensitivities of miner $i$’s profit to $c_i$ and $c_j$ satisfy

$$\frac{\partial \pi^*_i}{\partial c_i} < 0, \quad \frac{\partial \pi^*_i}{\partial c_j} > 0.$$

Proof: Using the notation in (B.3), we have the following inequality for the $c_i$-derivative of the profit:

$$\frac{\partial \pi^*_i}{\partial c_i} = \frac{\partial}{\partial c_i} \left( \frac{R}{g} f_i - c_i f_i - \frac{\gamma}{2} f_i^2 \right) = R \left( \frac{1}{g} \frac{\partial f_i}{\partial c_i} - \frac{f_i}{g} \frac{\partial g}{\partial c_i} - f_i - c_i \frac{\partial f_i}{\partial c_i} - \gamma f_i \frac{\partial f_i}{\partial c_i} \right)$$

$$= f_i \left( -\frac{R}{g} \frac{\partial g}{\partial c_i} - 1 \right) + \frac{\partial f_i}{\partial c_i} \left( \frac{R}{g} - c_i - \gamma f_i \right)$$

$$= f_i \left( \frac{R}{g} - \frac{1}{2\gamma g + c^{(n)}} - 1 \right) + \frac{\partial f_i}{\partial c_i} \left( \frac{R}{g} - c_i - \gamma f_i \right) < 0.$$
This sign of the derivative is negative because \( \partial f_i / \partial c_i < 0 \), \( R / g > c_i + \gamma f_i \), and, using (B.1),

\[
2\gamma g + c^{(n)} > \gamma g + c^{(n)} = (n - 1) \frac{R}{g} \geq \frac{R}{g}.
\]

For the \( c_j \)-derivative, we have

\[
\frac{\partial \pi^*_i}{\partial c_j} = \frac{\partial}{\partial c_j} \left( R \left( f_i - c_i f_i - \frac{\gamma}{2} f_i^2 \right) \right) = R \left( \frac{1}{g} \frac{\partial f_i}{\partial c_j} - \frac{f_i}{g^2} \frac{\partial g}{\partial c_j} \right) - c_i \frac{\partial f_i}{\partial c_j} - \gamma f_i \frac{\partial f_i}{\partial c_j} = f_i \left( - \frac{R g}{2} - \frac{c_i}{g} - \gamma f_i \right) = f_i \frac{R g}{2\gamma g + c^{(n)}} - \frac{g^2}{R + \gamma g^2} \frac{R g - 2(c_i + \gamma f_i)}{c^{(n)} + 2\gamma g} \left( \frac{R g}{2} - c_i - \gamma f_i \right).
\]

The above expression can be further rewritten as

\[
\frac{\partial \pi^*_i}{\partial c_j} = \frac{R}{g} \frac{1}{2\gamma g + c^{(n)}} \left( f_i - \frac{g^2}{R + \gamma g^2} \left( \frac{R g}{2} - c_i - \gamma f_i \right) \right) + \frac{g^2}{R + \gamma g^2} \frac{2(c_i + \gamma f_i)}{c^{(n)} + 2\gamma g} \left( \frac{R g}{2} - c_i - \gamma f_i \right) > 0,
\]

which is positive because \( R / g - c_i - \gamma f_i > 0 \), and

\[
f_i - \frac{g^2}{R + \gamma g^2} \left( \frac{R g}{2} - c_i - \gamma f_i \right) > 0 \iff f_i \left( \frac{R + \gamma g^2}{g^2} \right) = \frac{R - c_i g}{g} = \frac{R g}{2} - c_i > \frac{R g}{2} - c_i - \gamma f_i,
\]

which is trivially satisfied.

**Proof of Proposition 5.1:** It follows from Proposition B.1 that the profit of an active miner \( i \) is decreasing in its cost parameter \( c_i \), irrespective of the cost parameters of other miners. Hence, for any value of \( \beta_{-i} \), i.e., the investment of other miners, the optimal investment of an active miner \( i \) is obtained by minimizing the cost \( c_i(\beta_i) \). This implies that any potential equilibrium investment \( \beta^* \) is such that \( \beta^*_i = \min\{1/\eta, 1\} \) for \( i \in A(\beta^*_i) \), and \( \beta^*_i = 0 \) for \( i \notin A(\beta^*_i) \).

We begin by showing that if all miners have a positive investment level, then the order of miners in terms of their mining efficiency remains the same as without investment. From (5.2), we have that the cost-per-hash of miner \( i \) with \( \beta^*_i = \min\{1/\eta, 1\} \) is

\[
c_i(\beta^*_i) = \begin{cases} \tilde{c}_i - \frac{1}{2} \frac{u_i}{\eta}, & \eta > 1, \\ \tilde{c}_i - u_i \left( 1 - \frac{\eta}{2} \right), & \eta \leq 1. \end{cases}
\]
If $\eta > 1$, we have

$$c_{i+1}(\beta^*_i) \leq c_i(\beta^*_i) \iff \tilde{c}_{i+1} - \tilde{c}_i \leq \frac{u_{i+1} - u_i}{2\eta} = \frac{\tilde{c}_{i+1} - \tilde{c}_i}{2\eta} \iff \eta \leq \frac{1}{2}$$

which cannot hold if $\eta > 1$. If $\eta \leq 1$, then

$$c_{i+1}(\beta^*_i) \leq c_i(\beta^*_i) \iff \tilde{c}_{i+1} - \tilde{c}_i \leq (u_{i+1} - u_i) \left(1 - \frac{\eta}{2}\right) = (\tilde{c}_{i+1} - \tilde{c}_i) \left(1 - \frac{\eta}{2}\right) \iff \eta \leq 0,$$

which can only hold if $\eta = 0$, in which case the cost of all miners becomes $\tilde{c}_0$. It follows from the above argument that the order of miners remains the same if all miners have a positive investment level. Using this result, it is then easy to see that for $i$ and $i'$ such that $\tilde{c}_i \leq \tilde{c}_{i'}$, miner $i'$ cannot have a positive equilibrium investment if miner $i$ has zero investment.

The unique equilibrium $\beta^*$ is therefore obtained by finding the largest $1 \leq n \leq N$ such that if $\beta^*_i = \min\{1/\eta, 1\}$ for $i \leq n$, and $\beta^*_i = 0$ for $n < i \leq N$, then $\pi_n > 0$. To show that this value is at least equal to $|A(0)|$, it is sufficient to show that the participation condition in Proposition 4.4 is satisfied for miner $i = |A(0)|$, assuming that miners $j = 1, \ldots, i$ have positive investment levels. In what follows we write $c_i$ for $c_i(\beta^*_i)$. The participation condition can then be rewritten as

$$c_i < \frac{c^i + R\gamma}{i - 1} \iff c_i < \frac{i - 1}{i - 2} c^i + \frac{R\gamma}{(i - 2)c_i},$$

where, from (5.2), the cost of miner $i$ is

$$c_i = \begin{cases} \tilde{c}_i \left(1 - \frac{1}{2\eta}\right) + \tilde{c}_0 \frac{1}{2\eta}, & \eta > 1, \\ \tilde{c}_i + \frac{\gamma}{2} + \tilde{c}_0 \left(1 - \frac{\eta}{2}\right), & \eta \leq 1. \end{cases}$$

Hence, $c_i = \kappa \tilde{c}_i + (1 - \kappa) \tilde{c}_0$, for some $0 < \kappa < 1$, and the participation above becomes

$$\kappa \tilde{c}_i + (1 - \kappa) \tilde{c}_0 < \kappa \frac{i - 1}{i - 2} \tilde{c}^{(i-1)} + \frac{i - 1}{i - 2} (1 - \kappa) \tilde{c}_0 + \frac{R\gamma}{(i - 2)c_i}.$$

This is satisfied because

$$\kappa \tilde{c}_i < \kappa \frac{i - 1}{i - 2} \tilde{c}^{(i-1)} + \frac{R\gamma}{(i - 2)c_i} < \kappa \frac{i - 1}{i - 2} \tilde{c}^{(i-1)} + \frac{R\gamma}{(i - 2)c_i}, \quad (1 - \kappa) \tilde{c}_0 < \frac{i - 1}{i - 2} (1 - \kappa) \tilde{c}_0,$$

The first inequality uses that the participation condition is satisfied for miner $i$ before investment, in addition
to using \(\kappa < 1\) and \(c_i \leq \bar{c}_i\). The second inequality follows from the fact that \((i - 1)/(i - 2) > 1\).

**Proof of Proposition 5.2:** We begin by introducing the notation

\[
H^* := H^*(\beta^*), \\
h_i^* := h_i^*(\beta^*), \\
c^{(n)} := c^{(n)}(\beta^*), \\
c_0^{(n)} := c_0^{(n)}(0), \\
H_0^* := H^*(0), \\
\kappa_i^* := h_i^*(0), \\
K := 4(n-1)R\gamma.
\]

The derivative of \(H^*\) with respect to \(c^{(n)}\) is given by

\[
\frac{\partial H^*}{\partial I} = \frac{1}{2\gamma} \left( \frac{c^{(n)}}{\sqrt{(c^{(n)})^2 + K}} - 1 \right) = -\frac{1}{2\gamma} \left( 1 - \frac{c^{(n)}}{\sqrt{(c^{(n)})^2 + K}} \right) = -\frac{H^*}{\sqrt{(c^{(n)})^2 + K}}.
\]

Using that \(c^{(n)} = c_0^{(n)} - \bar{I}\) we then obtain the first-order Taylor expansion

\[
H^* = H_0^* + \frac{H_0^*}{\sqrt{(c_0^{(n)})^2 + K}} \bar{I} + O(\bar{I}^2) = H_0^* + \frac{H_0^*}{2\gamma H_0^* + c_0^{(n)}} \bar{I} + O(\bar{I}^2) =: H_0^* + a\bar{I} + O(\bar{I}^2).
\]

(B.7)

Using \(a = H_0^*/\sqrt{(c_0^{(n)})^2 + K}\), and that \(\bar{I} = uc_0^{(n)} - v\) for some \(u, v > 0\) (see (5.2)), simple calculations show that \(a\bar{I}\) is increasing in \(c_0^{(n)}\). Moreover, \(a\bar{I}\) is clearly decreasing in \(\gamma\) since \(\bar{I}\) is independent of \(\gamma\).

**Proof of Proposition 5.3:** Using the relation \(c_i = c_{i,0} - I_i\), we can decompose the hash rate share of miner \(i\) as

\[
\frac{h_i^*}{H^*} = \frac{R - c_{i,0}H^*}{R + \gamma(H^*)^2} = \frac{R - c_{i,0}H^*}{R + \gamma(H^*)^2} + \frac{H^*}{R + \gamma(H^*)^2} I_i.
\]

Using (B.7), the first term can be written as

\[
\frac{R - c_{i,0}H^*}{R + \gamma(H^*)^2} = \frac{h_{i,0}^*}{H_0^*} - \frac{c_{i,0}(R + \gamma(H_0^*)^2) + 2\gamma H_0^*(R - c_{i,0}H_0^*)}{(R + \gamma(H_0^*)^2)^2} \frac{H_0^*}{\sqrt{(c_0^{(n)})^2 + K}} \bar{I} + O(\bar{I}^2),
\]

and the second one as

\[
\frac{H^*}{R + \gamma(H^*)^2} = \frac{H_0^*}{R + \gamma(H_0^*)^2} + \frac{R - \gamma(H_0^*)^2}{(R + \gamma(H_0^*)^2)^2} \frac{H_0^*}{\sqrt{(c_0^{(n)})^2 + K}} \bar{I} + O(\bar{I}^2).
\]
It follows that
\[
\frac{h_i^*}{H^*} = \frac{h_{i,0}^*}{H_0^*} + \frac{H_0^*}{R + \gamma(H_0^*)^2} I_i - \frac{c_{i,0}(R + \gamma(H_0^*)^2) + 2\gamma H_0^* (R - c_{i,0}H_0^*)}{(R + \gamma(H_0^*)^2)^2} \frac{H_0^*}{\sqrt{(c_0^{(n)})^2 + K}} \tilde{I} + O(\tilde{I}^2)
\]
\[
= \frac{h_{i,0}^*}{H_0^*} + \frac{H_0^*}{R + \gamma(H_0^*)^2} \left( I_i - \frac{c_{i,0} + 2\gamma h_{i,0}^*}{c_0^{(n)} + 2\gamma H_0^*} \tilde{I} \right) + O(\tilde{I}^2)
\]
\[
= \frac{h_{i,0}^*}{H_0^*} + \alpha_0 (1 - \alpha_0) I_i - \alpha_0 \tilde{I} + O(I^2),
\]
where
\[
\alpha_0 := \frac{H_0^*}{R + \gamma(H_0^*)^2}, \quad \alpha_i := \frac{c_{i,0} + 2\gamma h_{i,0}^*}{c_0^{(n)} + 2\gamma H_0^*}.
\]

Let \( u_i := \tilde{c}_i - \tilde{c}_0 \) and \( u^{(n)} := \sum_{i=1}^{n} u_i \). We then have
\[
(1 - \alpha_i) I_i - \alpha_i \tilde{I} = I_i - \alpha_i \tilde{I} = \frac{1}{2\eta} \left( u_i - \frac{1}{2} \frac{u^{(n)} c_{i,0}^* + 2\gamma h_{i,0}^*}{c_0^{(n)} + 2\gamma H_0^*} \right)
\]
\[
= \frac{1}{2\eta} \left( u_i - \frac{u^{(n)} c_{i,0}^* + 2\gamma h_{i,0}^*}{c_0^{(n)} + 2\gamma H_0^*} \right)
\]
\[
= \frac{1}{2\eta} \left( \tilde{c}_i \left( 1 - \frac{u^{(n)} c_{i,0}^* + 2\gamma h_{i,0}^*}{c_0^{(n)} + 2\gamma H_0^*} \right) - \tilde{c}_0 - u^{(n)} \frac{2\gamma h_{i,0}^*}{c_0^{(n)} + 2\gamma H_0^*} \right).
\]

The above expression is increasing in \( i \), because \( \tilde{c}_i \) is increasing in \( i \), \( h_{i,0}^* \) is decreasing in \( i \), and
\[
\frac{u^{(n)}}{c_0^{(n)} + 2\gamma H_0^*} < \frac{c_0^{(n)}}{c_0^{(n)} + 2\gamma H_0^*} < 1.
\]

To analyze the value of \( h_i^* \), we introduce the notation
\[
\kappa_1 := \frac{H_0^*}{\sqrt{(c_0^{(n)})^2 + K}} = \frac{H_0^*}{2\gamma H_0^* + c_0^{(n)}}, \quad \kappa_2 := \frac{H_0^*}{R + \gamma(H_0^*)^2}, \quad \xi_i := \frac{c_{i,0} + 2\gamma h_{i,0}^*}{c_0^{(n)} + 2\gamma H_0^*},
\]
so the expansions for \( H^* \) and \( h_i^*/H^* \) become
\[
H^* = H_0^* + \kappa_1 \tilde{I} + O(\tilde{I}^2), \quad \frac{h_i^*}{H^*} = \frac{h_{i,0}^*}{H_0^*} + \kappa_2 I_i - \kappa_2 \xi_i \tilde{I} + O(\tilde{I}^2).
\]
For the hash rate of miner $i$, we then have

$$h_i^* = \frac{h_i^*}{H^*}H^* = \frac{h_i^*}{H_0^*}(H_0^* + \kappa_1 I) + \kappa_2 H_0^* I_i - \kappa_2 H_0^* \xi I + O(I^2)$$

(B.10)

$$= h_{i,0}^* + \frac{h_{i,0}^*}{2\gamma H_0^* + \epsilon_0} I + \frac{(H_0^*)^2}{R + \gamma (H_0^*)^2} I_i - \frac{(H_0^*)^2}{R + \gamma (H_0^*)^2} \xi I + O(I^2)$$

$$= h_{i,0}^* + \frac{h_{i,0}^*}{R + \gamma (H_0^*)^2} I_i + \frac{h_{i,0}^*}{\epsilon_0 + 2\gamma H_0^*} \left(1 - \frac{(H_0^*)^2}{R + \gamma (H_0^*)^2} \frac{c_{i,0} + 2\gamma h_{i,0}^*}{h_{i,0}^*}\right) I + O(I^2)$$

$$= h_{i,0}^* + a_i I_i + a_{-i} I_{-i} + O(I^2),$$

where

$$a_i := \frac{(H_0^*)^2}{R + \gamma (H_0^*)^2} + a_{-i} > 0,$$

(B.11)

$$a_{-i} := \frac{h_{i,0}^*}{\epsilon_0 + 2\gamma H_0^*} \left(1 - \frac{(H_0^*)^2}{R + \gamma (H_0^*)^2} \frac{c_{i,0} + 2\gamma h_{i,0}^*}{h_{i,0}^*}\right) < 0 \iff \frac{h_{i,0}^*}{H_0^*} < \frac{1}{2}.$$  

The equivalence relation for $a_{-i}$ follows from

$$\frac{(H_0^*)^2}{R + \gamma (H_0^*)^2} \frac{c_{i,0} + 2\gamma h_{i,0}^*}{h_{i,0}^*} > 1 \iff \frac{R - c_{i,0} H_0^*}{R + \gamma (H_0^*)^2} + \frac{2 H_0^* (c_{i,0} + \gamma h_{i,0}) - R}{R + \gamma (H_0^*)^2} > \frac{h_{i,0}^*}{H_0^*}$$

$$\iff \frac{h_{i,0}^*}{H_0^*} + \frac{2 H_0^* R}{R + \gamma (H_0^*)^2} \left(1 - \frac{h_{i,0}^*}{\pi_0}\right) - \frac{R}{R + \gamma (H_0^*)^2} > \frac{h_{i,0}^*}{H_0^*}$$

$$\iff \frac{h_{i,0}^*}{H_0^*} < \frac{1}{2},$$

where we have used (4.2) in the second equivalence relation.

\[\square\]

**Proof of Proposition 5.4:** Using the expression (B.10), we have

$$(h_i^*)^2 = \left(\frac{h_i^*}{H_0^*}\right)^2 ((H_0^*)^2 + 2 H_0^* \kappa_1 I) + 2 h_{i,0}^* \kappa_2 H_0^* (I_i - \xi I) + O(I^2).$$
Using the notation 

\[ \pi_i^* := \pi_i^*(\beta^*) = \frac{h_i^*}{H^*} R - c_i h_i^* - \frac{\gamma}{2} (h_i^{*0})^2 \]

\[ = R \left( \frac{h_i^{*0}}{H_0^*} + \kappa_2 I_i - \kappa_2 \xi_i I \right) - (c_i - I_i) \left( \frac{h_i^{*0}}{H_0^*} (H_0^* + \kappa_1 I) + a H_0^* I_i - \kappa_2 H_0^* \xi_i I \right) \]

\[ - \frac{\gamma}{2} \left( \left( \frac{h_i^{*0}}{H_0^*} \right)^2 (H_0^*)^2 + 2 H_0^* \kappa_1 I + 2 h_i^{*0} \kappa_2 H_0^* (I_i - \xi_i I) \right) + O(\bar{I}^2) \]

\[ = R \frac{h_i^{*0}}{H_0^*} - c_i h_i^{*0} - \frac{\gamma}{2} (h_i^{*0})^2 + I_i h_i^{*0} + R \kappa_2 (I_i - \xi_i I) \]

\[ - c_i (h_i^{*0} \kappa_1 I + \kappa_2 H_0^* (I_i - \xi_i I)) - \gamma \left( \left( \frac{h_i^{*0}}{H_0^*} \right)^2 H_0^* \kappa_1 I + \kappa_2 h_i^{*0} H_0^* (I_i - \xi_i I) \right) + O(\bar{I}^2). \]

Writing \( \pi_i^{*0} := \pi_i^*(0) \), the change in profit due to investment is 

\[ \pi_i^* - \pi_i^{*0} = I_i h_i^{*0} + \kappa_2 H_0^* (I_i - \xi_i I) \left( \frac{R}{H_0^*} - c_i - \gamma h_i^{*0} \right) - \frac{h_i^{*0}}{H_0^*} \kappa_1 I (c_i + \gamma h_i^{*0}) + O(\bar{I}^2) \]

\[ = I_i \left( h_i^{*0} + \kappa_2 H_0^* \left( \frac{R}{H_0^*} - c_i - \gamma h_i^{*0} \right) \right) - \bar{I} \left( \kappa_2 H_0^* \xi_i \left( \frac{R}{H_0^*} - c_i - \gamma h_i^{*0} \right) + h_i^{*0} \kappa_1 (c_i + \gamma h_i^{*0}) \right) + O(\bar{I}^2) \]

\[ = I_i \left( h_i^{*0} + \kappa_2 H_0^* \frac{R}{H_0^*} \right) - \bar{I} \left( h_i^{*0} \kappa_1 + \gamma h_i^{*0} \right) - \frac{h_i^{*0}}{H_0^*} \kappa_2 (c_i + \gamma h_i^{*0}) + O(\bar{I}^2) \]

\[ = I_i h_i^{*0} \left( 1 + \frac{R}{R + \gamma (H_0^*)^2} \right) - \bar{I} h_i^{*0} \left( \frac{R}{R + \gamma (H_0^*)^2} + \frac{c_i + \gamma h_i^{*0}}{R (R + \gamma (H_0^*)^2) + c_i + \gamma h_i^{*0}} \right) + O(\bar{I}^2), \]

where we used the first-order condition (4.2) for miner \( i \). This can also be written as

\[ \pi_i^* - \pi_i^{*0} = h_i^{*0} (b_i I_i + b_{-i} \bar{I} - i) + O(\bar{I}^2), \]

where

\[ b_i := \left( 1 + \frac{R}{R + \gamma (H_0^*)^2} \right) + b_{-i} > 0, \]

\[ b_{-i} := - \frac{c_i + \gamma h_i^{*0}}{c_i + \gamma h_i^{*0}} \left( \frac{R}{R + \gamma (H_0^*)^2} + \frac{c_i + \gamma h_i^{*0}}{R (R + \gamma (H_0^*)^2) + c_i + \gamma h_i^{*0}} \right) < 0. \]

Using the notation \( u_i := \tilde{c}_i - \tilde{c}_0 \) and \( u^{(0)} := \sum_{i=1}^{n} u_i \), the profit of miner \( i \) can be written as

\[ \frac{\pi_i^* - \pi_i^{*0}}{h_i^{*0}} = \left( 1 + \frac{R}{R + \gamma (H_0^*)^2} \right) I_i - \frac{c_i + \gamma h_i^{*0}}{c_i + \gamma h_i^{*0}} \left( \frac{R}{R + \gamma (H_0^*)^2} + \frac{c_i + \gamma h_i^{*0}}{R (R + \gamma (H_0^*)^2) + c_i + \gamma h_i^{*0}} \right) \bar{I} + O(\bar{I}^2) \]

\[ = \frac{1}{2} \eta \left( u_i - \frac{c_i + \gamma h_i^{*0}}{c_i + \gamma h_i^{*0}} u^{(0)} \right) + \frac{R}{R + \gamma (H_0^*)^2} \left( \frac{c_i + \gamma h_i^{*0}}{c_i + \gamma h_i^{*0}} u^{(0)} \right) + O(\bar{I}^2) \]

\[ = \frac{1}{2} \eta \left( x_i + \frac{R}{R + \gamma (H_0^*)^2} x_{2,i} \right) + O(\bar{I}^2). \]
In the proof of Proposition 5.3 (see (B.9)), we have shown that $x_{2,i}$ is increasing in $i$. Equivalently, $x_{i,2}$ is increasing in $c_{i,0}$. We also have

$$x_{2,i} > 0 \iff \frac{u_i}{c_{i,0} + 2\gamma h_{i,0}^*} > \frac{u_0^{(n)}}{c_0^{(n)} + 2\gamma H_0^*}.$$  

The right-hand side is independent of $i$, but the left-hand side of the inequality is increasing in $i$, because $u_i = c_{i,0} - c_0$, $c_{i,0}$ is increasing in $i$, and $h_{i,0}^*$ is decreasing in $i$. Furthermore, 

$$\frac{u_i}{c_{i,0} + 2\gamma h_{i,0}^*} > \frac{u_0^{(n)}}{c_0^{(n)} + 2\gamma H_0^*} \iff u_i(c_0^{(n)} + 2\gamma H_0^*) > u_0^{(n)}(c_{i,0} + 2\gamma h_{i,0}^*),$$

and summing the left- and right-hands sides of the inequality for $i = 1, \ldots, n$ yields the same result. From the above, it follows that $x_{2,i} > 0$ only holds for large enough values of $i$. Similar steps can be used to show that $x_{1,i}$ is increasing in $i$, and can be negative for small enough values of $i$. 

Proof of Proposition 5.5: We use that $I_i$ is independent of $i$, $c_0^{(n)} = nc_{i,0}$, and $H_0^* = nh_{i,0}^*$, to write

$$\pi_i^* - \pi_{i,0}^* = h_{i,0}^*I_i\left(1 + \frac{R}{R + \gamma(H_0^*)^2}\right) - h_{i,0}^*I_i\left(\frac{R}{R + \gamma(H_0^*)^2} + \frac{c_0^{(n)} + \gamma H_0^*}{c_0^{(n)} + 2\gamma H_0^*}\right) + O(\bar{I}^2)$$

$$= h_{i,0}^*\frac{1}{n}\left(1 - \frac{c_0^{(n)} + \gamma H_0^*}{c_0^{(n)} + 2\gamma H_0^*}\right)\bar{I} + O(\bar{I}^2)$$

$$=: h_{i,0}^*b\bar{I} + O(\bar{I}^2).$$

We have that $b$ is decreasing in $n$ because $1/n$ is decreasing in $n$, and

$$\frac{c_0^{(n)} + \gamma H_0^*}{c_0^{(n)} + 2\gamma H_0^*} = \frac{nc + \frac{1}{2}(\sqrt{(nc)^2 + 4(n-1)R\gamma - nc})}{nc + \sqrt{(nc)^2 + 4(n-1)R\gamma - nc}} = \frac{1}{2}\left(1 + \frac{1}{\sqrt{1 + 4\frac{n-1}{nc}\gamma}}\right),$$  

is decreasing in $n$. It also follows that $b$ is increasing in $\gamma$, and that $b \to 0$ as $n \to \infty$ or $\gamma \to 0$. 

C Additional Proofs

Proof related to Equation (4.2): From the first-order condition (4.2) it can be seen directly that the equilibrium marginal gain of an active miner is smaller than the equilibrium reward-per-hash. Intuitively, this is because each additional unit of hash contributes to the aggregate hash rate, and thus reduces the
reward-per-hash. The underlying mathematical reason is that, given a hash rate profile \( h \),

\[
\frac{\partial}{\partial h_i} \frac{h_i}{H} = \frac{H - h_i}{H^2} > 0, \quad \frac{\partial^2}{\partial h_i^2} \frac{h_i}{H} = -2 \frac{H - h_i}{H^3} < 0.
\]

That is, the probability \( h_i/H \) of a miner earning the reward is an increasing but concave function of the miner's hash rate. In other words, the marginal probability of earning the reward is decreasing.

**Proof related to Section 4.3.2:** We show that the effect of an increase in the cost \( c_j \) on the hash rate \( h_i^* \) depends on the value of \( h_i^*/H^* \). Define the marginal gain and marginal cost functions

\[
MG_i(h_i, H) := \frac{R}{H} \left(1 - \frac{h_i}{H}\right), \quad MC_i(h_i, H) := c_i + \gamma h_i.
\]

It is then easy to see that

\[
(i) \quad \frac{\partial MG_i}{\partial h_i} < 0, \quad \frac{\partial MC_i}{\partial h_i} > 0, \quad (ii) \quad \frac{\partial MG_i}{\partial H} > 0 \iff \frac{h_i}{H} > \frac{1}{2}. \quad (C.1)
\]

In equilibrium, marginal gain equals marginal cost for each active miner. Denote the “initial” equilibrium hash rate of miner \( i \) by \( h_{i,0}^* \) and the “initial” aggregate hash rate by \( H_0^* \). From equation (B.2) it follows that an increase in the cost \( c_j \) results in aggregate hash rate \( H^* \) such that \( H^* < H_0^* \). From (C.1)-(ii), \( MG_i(h_{i,0}^*, H_0^*) = MC_i(h_{i,0}^*, H_0^*) \), and \( MC_i(h_{i,0}^*, H^*) = MC_i(h_{i,0}^*, H_0^*) \), it then follows that

\[
MG_i(h_{i,0}^*, H^*) < MC_i(h_{i,0}^*, H^*) \iff \frac{h_{i,0}^*}{H_0^*} > 1/2.
\]

Using (C.1)-(i), we then see that if \( h_{i,0}^*/H_0^* > 1/2 \), the equilibrium value \( h_i^* \) needs to be smaller than the initial value \( h_{i,0}^* \). The opposite happens if \( h_{i,0}^*/H_0^* < 1/2 \), in which case \( h_i^* \) needs to be greater than \( h_{i,0}^* \). Finally, if \( h_{i,0}^*/H_0^* = 1/2 \), then \( h_i^* \) equals \( h_{i,0}^* \).
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