CONTINUITY OF THE OSELEDETS DECOMPOSITION
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Abstract. We consider an abstract space of measurable linear cocycles and we assume the availability in this space of some appropriate uniform large deviation type estimates. Under these hypotheses we establish the continuity of the Oseledets filtration and decomposition as functions of the cocycle. The same assumptions lead in [6] to a general continuity theorem for the Lyapunov exponents. This result and other technical estimates derived in [6], along with the inductive scheme based on the Avalanche Principle, are the main ingredients of the arguments in this paper.

We also give a new proof of the classical Multiplicative Ergodic Theorem of V. Oseledets, using the Avalanche Principle (AP).

This is a draft of a chapter in our forthcoming research monograph [6].

1. Introduction and statements

Let \((X, \mu, T)\) be an ergodic dynamical system and let \(A: X \to \text{Mat}(m, \mathbb{R})\) be a measurable function defining a linear cocycle on the bundle space \(X \times \mathbb{R}^m\) by

\[
X \times \mathbb{R}^m \ni (x, v) \mapsto (Tx, A(x)v) \in X \times \mathbb{R}^m.
\]

In his 1968 paper [12] in the Transactions of the Moscow Mathematical Society, V. Oseledets proved his now famous Multiplicative Ergodic Theorem. Assuming the integrability of the cocycle, this theorem proves the existence of a measurable and \((T, A)\)-invariant filtration of the fiber

\[
\{0\} = F_{k+1}(x) \subsetneq F_k(x) \subsetneq \ldots \subsetneq F_2(x) \subsetneq F_1(x) = \mathbb{R}^m,
\]

and the existence of a sequence \(\lambda_1 > \lambda_2 > \ldots > \lambda_k \geq -\infty\), such that for \(\mu\)-a.e. phase \(x \in X\) and for every vector \(v \in F_j(x) \setminus F_{j+1}(x)\),

\[
\lim_{n \to +\infty} \frac{1}{n} \log \|A^n(x) v\| = \lambda_j.
\]

The numbers \(\lambda_1, \lambda_2, \ldots, \lambda_k\), measuring the rate of expansion of the cocycle along the invariant Oseledets subspaces, are the distinct Lyapunov exponents (LE).
The repeated Lyapunov exponents $L_1(A) \geq L_2(A) \geq \ldots \geq L_m(A)$ are defined by the Furstenberg-Kesten (or Kingman’s sub-additive ergodic) theorem.

Making further assumptions (e.g. the base dynamic and the fiber action are invertible), there is a measurable and $(T,A)$-invariant decomposition (also called splitting) into subspaces $\mathbb{R}^m = \bigoplus_{j=1}^{k+1} E_j(x)$, such that for $\mu$-a.e. $x \in X$ and for every $v \in E_j(x) \setminus \{0\}$ we have

$$\lim_{n \to \pm \infty} \frac{1}{n} \log \| A^n(x) v \| = \lambda_j.$$

There are several methods of proving the multiplicative ergodic theorem. We mention the proofs of I. Ya. Gol’dsheid and G. Margulis in [7] (for a detailed presentation of this proof see [1]), R. Mañé (see his monograph [10]), P. Walters (see [18]) as well as variants of these proofs by M. Viana (see his recent monograph [16]) or J. Bochi (see the lecture notes [2] on his web page).

Many extensions of this theorem are available, including those of I. Ya. Gol’dsheid and G. Margulis in [7] or D. Ruelle in [14, 15].

In this paper we give a new proof of the multiplicative ergodic theorem, which is based upon the AP. More precisely, we use the estimate in the AP on the distance between the most expanding direction of a product of matrices and the most expanding direction of the first term in the product. We assume the base dynamics to be invertible. However, the existence of the Oseledets filtration for non-invertible base dynamics can be reduced to the invertible case by a natural extension construction (see Section 1.3 in [13]).

The Oseledets decomposition is usually obtained under the assumption that both the base dynamics and the fiber action are invertible. Our proof does not require invertibility of the fiber action.

We construct the Oseledets filtration as the $\mu$-a.e. limit as $n \to \infty$ of filtrations corresponding to the singular value decomposition of the iterates $A^n(x)$ of the cocycle $A$. The convergence of these (finite scale) filtrations follows from our extension of the AP (see [5]) concerning estimates on the distance between most expanding singular directions of products of matrices. The assumptions of the AP are ensured by Kingman’s ergodic theorem, which provides $\mu$-a.e. convergence to the Lyapunov exponents of certain quantities related to the iterates $A^n(x)$ of the cocycle.

If a quantitative version of the convergence in Kingman’s ergodic theorem is available, that is, if our system satisfies fiber large deviation
type (LDT) estimates, then we establish a rate of convergence of the finite scale filtrations to the Oseledets filtration.

Moreover, if the LDT is uniform in the cocycle, we derive continuity of the Oseledets filtration as a function of the cocycle, in an appropriate average sense. The argument is again inductive and based upon the AP, whose assumptions are shown to hold off of small sets of phases related to the exceptional sets in the LDT estimates.

We construct the subspaces of the Oseledets decomposition of the cocycle $A$ as intersections between components of the orthogonal complements of the filtration of $A$ and components of the filtration of the adjoint cocycle. The continuity of the Oseledets decomposition (under the same assumption of having uniform LDT estimates) is derived using a similar scheme as the one employed for the continuity of the filtration. However, this needs to be combined with a careful analysis of the Lipschitz behavior of the intersection of vector subspaces, which we obtained in Chapter 2 of [6] (see also our preprint [5]).

A precise formulation of the continuity of the Oseledets filtration and decomposition as functions of the cocycle requires some preparation.

We introduce (see the preamble to Section 3) a general topological space of measurable cocycles. We then allow perturbations of a given cocycle within the whole space.

We define spaces of measurable filtrations and decompositions and endow them with appropriate topologies (see Subsection 3.3).

In the case of higher dimensional (i.e. Mat$(m, \mathbb{R})$-valued with $m > 2$) cocycles, as we perturb a given cocycle, the dimensions of the corresponding subspaces of its Oseledets filtration or decomposition may change. We define some natural projections / restrictions of these filtrations / decompositions, which will allow us to formulate and to prove stronger continuity results. In Subsection 3.2 we establish the continuity of the most expanding direction, in Subsection 3.4 that of the Oseledets filtration, and finally in Subsection 3.5 we obtain the continuity of the Oseledets decomposition.

We note that as with the Lyapunov exponents, our continuity results are quantitative.

To give an idea of these continuity results, we formulate here a simplified, particular version of our results in Section 3.

Let $(X, \mu, T)$ be an ergodic dynamical system with $T$ invertible.

Let $\mathcal{C}_m$ be a space of measurable cocycles $A: X \to \text{Mat}(m, \mathbb{R})$, endowed with a distance (dist) at least as fine as the $L^\infty$-distance.
We make the following assumptions:

i. The base dynamics satisfies an LDT estimate for a rich enough (relative to $C_m$) set of observables.

ii. Every cocycle $A \in C_m$ satisfies a uniform (relative to dist) integrability condition.

iii. Every cocycle $A \in C_m$ with $L_1(A) > L_2(A)$ satisfies a fiber LDT which is uniform in a neighborhood of $A$.

If $A \in C_m$ is such that $L_1(A) > L_2(A)$, then its Oseledets decomposition contains a one dimensional subspace $E_1(A)(x)$ corresponding to the maximal Lyapunov exponent $L_1(A)$. This defines (after identifying one dimensional subspaces with points in the projective space $\mathbb{P}(\mathbb{R}^m)$) a measurable function $E_1(A): X \to \mathbb{P}(\mathbb{R}^m)$.

By the continuity of the Lyapunov exponents established in Chapter 3 of [6] (see also our preprint [4]), if $A \in C_m$ is such that $L_1(A) > L_2(A)$, then for any nearby cocycle $B$ we have $L_1(B) > L_2(B)$. Hence $E_1(B)$ is well defined as well, and we will prove the following.

**Theorem 1.1.** With the settings and assumptions described above, if $A \in C_m$ with $L_1(A) > L_2(A)$, then locally near $A$ the map

$$C_m \ni B \mapsto E_1(B) \in L^1(X, \mathbb{P}(\mathbb{R}^m))$$

is continuous, with a modulus of continuity depending explicitly on the parameters of the LDT estimates. In fact, a more precise pointwise statement holds. There are constants $\delta > 0$, $\alpha > 0$ and a modulus of continuity function $\omega(h)$, all dependent only on $A$, such that for any cocycles $B_i$, $i = 1, 2$ with $\text{dist}(B_i, A) < \delta$,

$$\mu \{ x \in X : d(E_1(B_1)(x), E_1(B_2)(x)) > \text{dist}(B_1, B_2)\alpha \} < \omega(\text{dist}(B_1, B_2)),$$

where as $h \to 0$, $\omega(h) \to 0$ at a rate that depends explicitly on the LDT estimates.

This result (and the more general ones in Section 3) are applicable to both random (i.i.d. or Markov) irreducible cocycles and to quasi-periodic cocycles, since LDT estimates will be established for these models (see Chapters 5 and 6 in [6]).

Continuity of the Oseledets decomposition for $\text{GL}(2, \mathbb{C})$-valued random i.i.d. cocycles was obtained by C. Bocker-Neto and M. Viana in [3]. Their result is not quantitative but it requires no generic assumptions (such as irreducibility) on the space of cocycles. A different type of continuity property, namely stability of the Lyapunov exponents and of the Oseledets decomposition under *random perturbations* of a fixed cocycle, was studied in [9] [11].
2. The ergodic theorems

We formulate the ergodic theorems of Birkhoff and Kingman, then define the LE of a linear cocycle over a measurable bundle. We obtain a new proof of the multiplicative ergodic theorem of Oseledets using the AP.

2.1. The ergodic theorems of Birkhoff and Kingman. The proofs of Birkhoff’s pointwise ergodic theorem and Kingman’s ergodic theorem can be found in most monographs covering topics in ergodic theory (see for instance [16, 17]). It is also worth mentioning in this context the simple proofs by Y. Katznelson and B. Weiss (see [8]). The method in [8] is based on a stopping time argument, an instance of which will appear in our proof of the MET in Subsection 2.3 and it was also used in Chapter 3 of [6] to establish a type of uniform upper semicontinuity of the maximal LE.

Theorem 2.1 (Birkhoff’s ergodic theorem). Let \((X, \mu, T)\) be an ergodic dynamical system, and let \(\xi \in L^1(X, \mu)\) be an observable. Then

\[
\frac{1}{n} \sum_{j=0}^{n-1} \xi(T^j x) \to \int_X \xi(x) \mu(dx) \quad \text{for } \mu \text{ a.e. } x \in X.
\]

A sequence of numbers \(\{a_n\}_{n \geq 0}\) in \([-\infty, +\infty)\) is called sub-additive if

\[a_{n+m} \leq a_n + a_m \quad \text{for all } n, m \geq 0\,.
\]

Lemma 2.1 (Fekete’s Subadditive Lemma). Given a sub-additive sequence \(\{a_n\}_{n \geq 0}\) the following limit converges

\[
\lim_{n \to \infty} \frac{a_n}{n} = \inf_{n \geq 1} \frac{a_n}{n} \in [-\infty, +\infty)
\]

Theorem 2.2 (Kingman’s Ergodic Theorem). Let \((X, \mu, T)\) be an ergodic dynamical system. Given a sequence of measurable functions \(f_n : X \to \mathbb{R}\) such that \(f_1^+ \in L^1(X, \mu)\) and

\[
f_{n+m} \leq f_n + f_m \circ T^n \quad \text{for all } n, m \geq 0,
\]

then the sequence \(\{\int f_n \, d\mu\}_{n \geq 0}\) is sub-additive, and for \(\mu\)-a.e. \(x \in X\),

\[
\frac{1}{n} \int f_n \, d\mu = \inf_{n \geq 1} \frac{1}{n} \int f_n \, d\mu \in [-\infty, +\infty)
\]
Let $\mathcal{B} \subseteq X \times \mathbb{R}^m$ be a measurable bundle determined by some measurable function $E : X \to \text{Gr}(\mathbb{R}^m)$. This means that

$$\mathcal{B} = \{ (x, v) : x \in X, v \in E(x) \}.$$  

We denote by $\mathcal{B}(x)$ the fiber over the base point $x$ and note that as a set, it coincides with the subspace $E(x)$.

**Definition 2.1.** A linear cocycle on $\mathcal{B}$ over a measure preserving dynamical system $(X, \mu, T)$ is a measurable map $F_A : \mathcal{B} \to \mathcal{B}$, defined by a measurable family of linear maps $A(x) : E(x) \to E(Tx)$, $F_A(x,v) := (Tx, A(x)v)$.

We refer to $F_A$ as the cocycle $(T, A)$, or simply as $A$.

**Definition 2.2.** A cocycle $A$ is said to be $\mu$-integrable if

$$\int_X \log^+\|A(x)\| \, d\mu(x) < +\infty.$$  

**Proposition 2.2.** Given a $\mu$-integrable cocycle $A$, for $\mu$ almost every $x \in X$,

$$L_1(A) = \lim_{n \to \infty} \frac{1}{n} \log\|A^n(x)\|.$$  

**Proof.** The sequence of functions $f_n : X \to \mathbb{R}$, $f_n(x) = \log\|A^n(x)\|$ satisfies the sub-additivity property $(2.1)$ and $f_1^+ = \log^+\|A\| \in L^1(X, \mu)$. \hfill \Box

**Proposition 2.3.** If $A$ is a $\mu$-integrable cocycle then the following limit exists for any $1 \leq i \leq m$ and $\mu$-a.e. $x \in X$,

$$\lim_{n \to \infty} \frac{1}{n} \log s_i(A^n(x)) = L_i(A).$$  

(2.2)

The number $L_i(A) \in [−\infty, +\infty)$ is called the $i$-th Lyapunov exponent of $A$. Moreover, for all $2 \leq i \leq m$,

$$L_1(\wedge_i A) = L_i(A) + L_1(\wedge_{i-1} A).$$  

(2.3)

**Proof.** Consider the exterior power cocycles $\wedge_i A$ where $1 \leq i \leq m + 1$. Since

$$\log\|\wedge_i A\| \leq i \log\|A\|,$$

the integrability condition $\int_X \log^+\|A\| \, d\mu < +\infty$ for $A$ implies that all cocycles $\wedge_i A$ are also $\mu$-integrable. Because $\wedge_{m+1} A(x) \equiv 0$ we have $L_1(\wedge_{m+1} A) = -\infty$. Let $k$ be the first integer $1 \leq j \leq m + 1$ such that $L_1(\wedge_j A) = -\infty$. Then $L_1(\wedge_{k-1} A) > L_1(\wedge_k A) = -\infty$. It is easy to
see that for any matrix $g \in \text{Mat}(m, \mathbb{R})$ and for any $1 \leq i \leq k$ we have $s_i(g) = \frac{\wedge_i g}{\wedge_{i-1} g}$, hence

$$s_i(A^{(n)}(x)) = \frac{\|\wedge_i A^{(n)}(x)\|}{\|\wedge_{i-1} A^{(n)}(x)\|} \quad \text{for all } 1 \leq i \leq k.$$  

Note that $\|\wedge_{i-1} A^{(n)}(x)\|$ is eventually non-zero because $L_1(\wedge_{i-1} A) > -\infty$. Hence, taking logarithms and applying Kingman’s theorem, the limit (2.2) exists and the relation (2.3) holds. Note also that for $i = k$ we get

$$L_k(A) = L_1(\wedge_k A) - L_1(\wedge_{k-1} A) = -\infty.$$  

For $k \leq i \leq m$, since $s_1(A^{(n)}(x)) \leq s_k(A^{(n)}(x))$, by comparison we infer that $L_i(A) = -\infty$ as well.

Corollary 2.4. If $\int_X \log^+ \|A(x)\| \, d\mu(x) < +\infty$ then for $\mu$-a.e. $x \in X$, and $1 \leq i \leq m$,

$$\lim_{n \to \infty} \frac{1}{n} \log \|\wedge_i A^{(n)}(x)\| = L_1(A) + \ldots + L_i(A).$$

Proof. Apply proposition 2.3 using (2.3) inductively. \qed

2.2. Review of Grassmann geometry concepts and notations.

What follows is an outline of the notions described in Chapter 2 of [6] (see also [5]) which are needed in this paper.

A sequence of integers $\tau = (\tau_1, \ldots, \tau_k)$ with $1 \leq \tau_1 < \tau_2 < \ldots < \tau_k < m$ is called a signature. Let

$$s_1(g) \geq s_2(g) \geq \ldots \geq s_m(g) \geq 0$$

denote the ordered (repeated) singular values of a matrix $g \in \text{Mat}(m, \mathbb{R})$. We say that $g$ has a singular spectrum with a $\tau$-gap pattern, or shortly that it has a $\tau$-gap pattern, when

$$s_{\tau_j}(g) > s_{\tau_{j+1}}(g) \quad \text{for all } j = 1, \ldots, k.$$  

We say that it has an exact $\tau$-gap pattern when furthermore $s_{\tau_{j+1}}(g) = s_{\tau_{j+1}}(g)$ for all $j = 0, 1, \ldots, k$, with the conventions $\tau_0 = 0$ and $\tau_k = m$.

Analogously, let

$$L_1(A) \geq L_2(A) \geq \ldots \geq L_m(A) \geq -\infty$$

denote the ordered (repeated) Lyapunov exponents of a linear cocycle $A$. We say that $A$ has a Lyapunov spectrum with a $\tau$-gap pattern, or shortly that it has a $\tau$-gap pattern, when

$$L_{\tau_j}(A) > L_{\tau_{j+1}}(A) \quad \text{for all } j = 1, \ldots, k.$$
We say that it has an exact $\tau$-gap pattern when furthermore $L_{\tau_j+1}(A) = L_{\tau_j+1}(A)$ for all $j = 0, 1, \ldots, k$, with the conventions $\tau_0 = 0$ and $\tau_k = m$.

Given a matrix $g \in \text{Mat}(m, \mathbb{R})$ with singular value gap ratio
gap(g) := \frac{s_1(g)}{s_2(g)} > 1,
its most expanding direction is the point $\overline{v}(g) \in \mathbb{P}(\mathbb{R}^m)$ determined by any singular vector of $g$ associated to the first singular value $s_1(g) = \|g\|_2$.

More generally, if $1 \leq k \leq m$ is such that $\gap_k(g) := \frac{s_k(g)}{s_{k+1}(g)} > 1$, the most expanding $k$-plane is the $k$-dimensional vector subspace $v_k(g)$ spanned by the singular vectors of $g$ associated to the first $k$ singular values of $g$.

Finally, when $g$ has a $\tau$-gap pattern, hence $\gap_\tau(g) := \min_{1 \leq j \leq k} \gap_{\tau_j}(g) > 1$, we define the $\tau$-flag

$$
\overline{v}_\tau(g) = (\overline{v}_{\tau_1}(g), \ldots, \overline{v}_{\tau_k}(g)) \in \mathcal{F}_\tau(\mathbb{R}^m).
$$

Given matrices $g_0, g_1 \in \text{Mat}(m, \mathbb{R})$, we define their expansion rift is

$$
\rho(g_0, g_1) := \frac{\|g_1 - g_0\|}{\|g_1\| \cdot \|g_0\|}.
$$

A $\tau$-flag in $\mathbb{R}^m$ is a finite strictly increasing sequence $F = (F_1, \ldots, F_k)$ of vector subspaces $F_1 \subset F_2 \subset \ldots \subset F_k \subset \mathbb{R}^m$ such that $\dim F_j = \tau_j$ for all $j = 1, \ldots, k$. The space of all $\tau$-flags in $\mathbb{R}^m$ is denoted here by $\mathcal{F}_\tau(\mathbb{R}^m)$.

The orthogonal complement $F^\perp$ of a flag $F = (F_1, \ldots, F_k)$ is the flag $F^\perp = (F_k^\perp, \ldots, F_1^\perp)$ of its orthogonal complements, which has the complementary signature $\tau^\perp = (m - \tau_k, \ldots, m - \tau_1)$.

A $\tau$-decomposition of $\mathbb{R}^m$ is a family $E = \{E_j\}_{1 \leq j \leq k+1}$ of vector subspaces such that $\mathbb{R}^m = \bigoplus_{j=1}^{k+1} E_j$, and $\dim E_j = \tau_j - \tau_{j-1}$ for all $j = 1, \ldots, k+1$, again with the conventions $\tau_0 = 0$ and $\tau_k = m$. We denote by $\mathcal{D}_\tau(\mathbb{R}^m)$ the space of all $\tau$-decompositions of the Euclidean space $\mathbb{R}^m$.

Given two flags $F \in \mathcal{F}_\tau(\mathbb{R}^m)$ and $F' \in \mathcal{F}_\tau^\perp(\mathbb{R}^m)$, of complementary signatures, the quantity $\theta_\tau(F, F')$ measures the transversality between each subspace $F_j$ in $F$ and the corresponding subspace $F_{k-j+1}$ in $F'$. When $\theta_\tau(F, F') > 0$ all these pairs $(F_j, F_{k-j+1})$ of subspaces
have a transversal intersection and the following family of subspaces $F \cap F' = \{ F_j \cap F'_{k+j+2} \}_{1 \leq j \leq k+1}$ is a $\tau$-decomposition (see Proposition 2.31 in Chapter 2 of [6] or Proposition 3.14 in [5]).

The following table of notations provides references to these concepts as defined in our preprint [5].

| Concept          | Takes values in       | Definition |
|------------------|-----------------------|------------|
| $\mathcal{V}(g)$ | $\mathcal{P}(\mathbb{R}^m)$ | 2.6        |
| $\mathcal{V}_k(g)$ | $\text{Gr}_k(\mathbb{R}^m)$ | 2.7        |
| $\mathcal{V}_\tau(g)$ | $\mathcal{F}_\tau(\mathbb{R}^m)$ | 2.10       |
| $F^\perp$        | $\mathcal{F}_{\tau^\perp}(\mathbb{R}^m)$ | 1.7        |
| $F \cap F'$      | $\mathcal{D}_\tau(\mathbb{R}^m)$ | 3.5        |
| $\theta_{\tau}(F, F')$ | $\mathbb{R}$ | 3.4        |

Finally, let us formulate the statement in the AP that will be used in this paper (see Proposition 2.37 in [6] or Proposition 4.2 in [5]).

**Proposition 2.5.** There exists $c > 0$ such that given $0 < \epsilon < 1$, $0 < \kappa \leq c \epsilon^2$ and $g_0, g_1, \ldots, g_{n-1} \in \text{Mat}(m, \mathbb{R})$, if

\[
\text{(gaps)} \quad \text{gr}(g_i) > \frac{1}{\kappa} \quad \text{for all} \quad 0 \leq i \leq n - 1
\]
\[
\text{(angles)} \quad \frac{\| g_i \cdot g_{i-1} \|}{\| g_i \| \| g_{i-1} \|} > \epsilon \quad \text{for all} \quad 1 \leq i \leq n - 1
\]

then

\[
\max \left\{ d(\mathcal{V}(g^{(n)*}), \mathcal{V}(g_{n-1}^*)), d(\mathcal{V}(g^{(n)}), \mathcal{V}(g_0)) \right\} \lesssim \kappa \epsilon^{-1}.
\]

2.3. The multiplicative ergodic theorem. Throughout this section let $T : X \to X$ be an ergodic invertible measure preserving transformation on a probability space $(X, \mathcal{F}, \mu)$.

Consider a measurable bundle $\mathcal{B} \subseteq X \times \mathbb{R}^m$ determined by some measurable function $E : X \to \text{Gr}(\mathbb{R}^m)$, and $\mu$-integrable linear cocycle $F_A : \mathcal{B} \to \mathcal{B}$, defined by a measurable family of linear maps $A(x) : E(x) \to E(Tx)$.

Given a vector $v \in E(x)$ we define

\[
\lambda_A(x, v) := \limsup_{n \to +\infty} \frac{1}{n} \log \| A^{(n)}(x)v \|,
\]
\[
\lambda_A^-(x, v) := \liminf_{n \to +\infty} \frac{1}{n} \log \| A^{(n)}(x)v \|.
\]

Notice that $\lambda_A(x, 0) = -\infty$. This function satisfies the following properties:
Proposition 2.6. For every $x \in X$, given vectors $v, v' \in E(x)$,

(a) $\lambda_A(x, v) \leq L_1(A)$,
(b) $\lambda_A(x, c v) = \lambda_A(x, v)$ if $c \neq 0$,
(c) $\lambda_A(x, v + v') \leq \max\{\lambda_A(x, v), \lambda_A(x, v')\}$,
(d) if $\lambda_A(x, v') < \lambda_A(x, v) = \lambda_A(x, v)$ then
$$\lambda_A^-(x, v + v') = \lambda_A(x, v + v') = \lambda_A(x, v).$$
(e) $\lambda_A(x, v) = \lambda_A(Tx, A(x)v)$.

Proof. Item (a) follows from the inequality $\|A^n(x)v\| \leq \|A^n(x)\|\|v\|$. Item (b) is a straightforward consequence of the definition. Item (c) follows from the inequality
$$\log\|A^n(x)(v + v')\| \leq \log \left(\|A^n(x)v\| + \|A^n(x)v'\|\right)$$
$$\leq \log \left(2 \max\{\|A^n(x)v\|, \|A^n(x)v'\|\}\right)$$
$$= \log 2 + \max\{\log\|A^n(x)v\|, \log\|A^n(x)v'\|\}.$$  

Item (d) follows from the inequality
$$\|A^n(x)v\| \left(1 - \frac{\|A^n(x)v'\|}{\|A^n(x)v\|}\right) \leq \|A^n(x)(v + v')\|$$
$$\leq \|A^n(x)v\| \left(1 + \frac{\|A^n(x)v'\|}{\|A^n(x)v\|}\right)$$

and the fact that
$$\limsup_{n \to +\infty} \frac{1}{n} \log\|A^n(x)v'\| < \lim_{n \to +\infty} \frac{1}{n} \log\|A^n(x)v\|$$

implies the ratio $\|A^n(x)v'\|/\|A^n(x)v\|$ converges geometrically to 0.

Finally, item (e) follows from the identity $A^n(x)v = A^{n-1}(Tx)(A(x)v)$.  \qed

Given a real number $\lambda \in \mathbb{R}$, the set
$$F_\lambda(x) := \{v \in E(x) : \lambda_A(x, v) \leq \lambda\},$$
is a linear subspace of $E(x)$, because of items (b) and (c) of the previous proposition. This family of subspaces determines a finite filtration (flag)
$$\{0\} \subsetneq F_{\lambda_1}(x) \subsetneq F_{\lambda_2}(x) \cdots \subsetneq F_{\lambda_k}(x) \subsetneq F_{\lambda_{k+1}}(x) = E(x)$$
which by item (e) is invariant in the sense that $A(x)F_\lambda(x) \subseteq F_\lambda(Tx)$, for all $x \in X$. The multiplicative ergodic theorem (MET) gives a precise description of this filtration and its relation with the Lyapunov exponents.
Assume that $A$ is $\mu$-integrable and $L_1(A) > L_2(A)$. The following proposition shows the existence of a measurable function $\overline{\vartheta}^\infty(A) : X \to \mathbb{P}(\mathbb{R}^m)$ with the most expanding direction of the cocycle $A$.

For each $n \in \mathbb{N}$ we define a partial function

\[
\overline{\vartheta}^{(n)}(A)(x) := \begin{cases} 
\vartheta(A^{(n)}(x)) & \text{if } \vartheta(A^{(n)}(x)) > 1 \\
\text{undefined} & \text{otherwise.}
\end{cases}
\]

**Definition 2.3.** Let $(Y, d)$ be a metric space. We say that a sequence of partial functions $f_n : D_n \subseteq X \to Y$ is $\mu$ almost everywhere Cauchy if given $\epsilon > 0$ there exists a set $B \in A$ with $\mu(B) < \epsilon$ and $n_0 \in \mathbb{N}$ such that for all $n \geq n_0$, the function $f_n(x)$ is well-defined on $X \setminus B$, i.e., $X \setminus B \subseteq D_n$, and the sequence $\{f_n(x)\}_{n \geq n_0}$ is Cauchy for every $x \notin B$.

**Proposition 2.7.** Let $A$ be a $\mu$-integrable cocycle such that $L_1(A) > L_2(A)$. The sequence of (partial) functions $\overline{\vartheta}^{(n)}(A)$ from $X$ to $\mathbb{P}(\mathbb{R}^m)$ is $\mu$ almost everywhere Cauchy. In particular, it converges $\mu$ almost everywhere to a (total) measurable function $\overline{\vartheta}^{\infty}(A) : X \to \mathbb{P}(\mathbb{R}^m)$. Moreover, for $\mu$-a.e. $x \in X$,

\[
\limsup_{n \to +\infty} \frac{1}{n} \log d(\overline{\vartheta}^{(n)}(A)(x), \overline{\vartheta}^{\infty}(A)(x)) \leq L_2(A) - L_1(A) < 0.
\]

This proposition will be proved using the Avalanche Principle.

**Lemma 2.8.** Given $\epsilon > 0$ there exists $r \in \mathbb{N}$ such that for any $n, n_0 \in \mathbb{N}$ with $n \geq r n_0$ there is a sequence of integers $\{m_i\}_{i \geq 0}$ for which

- (a) $m_0 = n_0$,
- (b) $m_k = n$ for some $k \geq 1$, and
- (c) $|m_i - 2m_{i-1}| < \epsilon m_i$ for all $i \geq 1$.

**Proof.** Choose $k \geq 1$ such that $2^k \leq n/n_0 < 2^{k+1}$, and define $\theta = \frac{1}{k} \log_2(n/n_0) - 1$, so that $0 \leq \theta < \frac{1}{k}$. The sequence $m_i := \lfloor n_0 2^{(1+\theta)i} \rfloor$ satisfies (a) and (b). From

\[
n_0 2^{(1+\theta)i} - 1 < m_i \leq n_0 2^{(1+\theta)i} \quad \text{for all } i \geq 0,
\]

we obtain

\[
\frac{|m_i - 2m_{i-1}|}{m_i} < \frac{\log 2}{k} + \frac{2}{m_i}.
\]

Item (c) follows choosing $r = 2^l$ where $l \in \mathbb{N}$ is such that $\frac{\log 2}{l} + \frac{1}{2^{l+1}} < \epsilon$. \qed

**Definition 2.4.** Given $\epsilon > 0$, we call an $\epsilon$-doubling sequence any sequence $\{m_i\}_{i \geq 0}$ of integers such that $|m_i - 2m_{i-1}| < \epsilon m_i$ for all $i \geq 1$.  

Lemma 2.9. Given \( \epsilon > 0 \) small enough and a measurable set \( \Omega \subset X \) such that \( \mu(\Omega) > 1 - \epsilon/4 \) there is a measurable subset \( \Omega_0 \subset \Omega \) with \( \mu(\Omega_0) > 1 - \epsilon \), and \( r, n_0 \in \mathbb{N} \) such that

(a) For each \( x \in \Omega_0 \) there is an \( \epsilon \)-doubling sequence \( \{m_i\}_{i \geq 0} \) satisfying \( m_0 = n_0 \) and \( T^{m_i}x \in \Omega \) for all \( i \geq 0 \);

(b) For all \( x \in \Omega_0 \) and \( n \geq r n_0 \), there is an \( \epsilon \)-doubling sequence \( \{m_i\}_{i \geq 0} \) satisfying \( m_0 = n_0 \), \( m_k = n \) for some \( k \geq 1 \), and \( T^{m_i}x \in \Omega \) for all \( 0 \leq i < k \).

Proof. By Birkhoff’s ergodic theorem, for \( \mu \)-a.e. \( x \in X \),

\[
\lim_{m \to \infty} \frac{1}{m} \# \{0 \leq j \leq m - 1 : T^j(x) \notin \Omega\} = \mu(X \setminus \Omega) < \frac{\epsilon}{4}. \tag{2.4}
\]

Given a phase \( x \), if we denote by \( m(x) \) the first integer such that the inequality

\[
\frac{1}{m} \# \{0 \leq j \leq m - 1 : T^j(x) \notin \Omega\} < \frac{\epsilon}{4}
\]

holds for all \( m \geq m(x) \), then by (2.4), \( m(x) \) is defined for \( \mu \)-a.e. \( x \in X \).

For every integer \( n \), let \( \mathcal{U}_n := \{x \in \Omega : m(x) \leq n\} \). Since \( \mathcal{U}_n \subset \mathcal{U}_{n+1} \) and \( \bigcup_n \mathcal{U}_n \) has full (relative) measure in \( \Omega \), there is \( n_0 = n_0(\epsilon) \) such that \( \mu(\Omega \setminus \mathcal{U}_{n_0}) < \epsilon/2 \).

Note that if \( x \in \mathcal{U}_{n_0} \), then

\[
\# \{0 \leq j \leq m - 1 : T^j(x) \notin \Omega\} < \frac{\epsilon m}{4} \quad \text{for all} \quad m \geq n_0. \tag{2.5}
\]

We set \( \Omega_0 := \mathcal{U}_{n_0} \cap T^{-n_0}(\Omega) \). Then

\[
\mu(X \setminus \Omega_0) \leq \mu(X \setminus \Omega) + \mu(\Omega \setminus \mathcal{U}_{n_0}) + \mu(X \setminus T^{-n_0}(\Omega)) < \epsilon,
\]

and if \( x \in \Omega_0 \) then (2.5) holds and \( T^{n_0}x \in \Omega \).

To prove (a), take \( x \in \Omega_0 \) and consider the sequence \( a_i := 2^i n_0 \).

For each \( i \geq 1 \), applying (2.5) with \( m = a_i \), there is an integer \( m_i \) in the range \( (1 - \epsilon/4) a_i \leq m_i \leq a_i \) such that \( T^{m_i}x \in \Omega \). A straightforward computation shows that \( \{m_i\}_{i \geq 0} \) is an \( \epsilon' \)-doubling sequence with \( \epsilon' = \frac{\epsilon/4}{1-\epsilon/4} < \epsilon \).

Finally, to prove (b), we fix \( x \in \Omega_0 \) and use Lemma 2.3 to get an integer \( r = r(\epsilon) \) so that if \( n \geq r n_0 \), there is an \( \frac{\epsilon}{r} \)-doubling sequence \( \{m_i\}_{i \geq 0} \) with \( m_0 = n_0 \) and \( m_k = n \) for some index \( k \geq 1 \). By the frequency bound (2.5) applied with \( m = m_i + \frac{\epsilon m}{6} \), for each \( 1 \leq i \leq k-1 \) there is \( m' \in \mathbb{N} \) such that \( T^{m'}x \in \Omega \) and \( |m_i - m'_i| < \epsilon m_i/6 \). Setting \( m'_0 = m_0 = n_0 \) and \( m'_k = m_k = n \), the sequence \( \{m'_i\}_{i \geq 0} \) satisfies (b), and a simple calculations shows that it is \( \epsilon \)-doubling.

\( \square \)
The next proposition says that for any given $\epsilon > 0$ there is a measurable set of phases $\Omega_0$ with $\mu(\Omega_0) > 1 - \epsilon$, such that if $x \in \Omega_0$ then there exists an $\epsilon$-doubling sequence of avalanche times, that is, times where the assumptions of the AP hold.

**Proposition 2.10.** Let $A$ be a $\mu$-integrable cocycle with $L_1(A) > L_2(A)$.

Given $0 < \kappa < L_1(A) - L_2(A)$, and $0 < \epsilon < \kappa$, there exist $r, n_0 \in \mathbb{N}$ and a measurable set $\Omega_0 \subset X$ with $\mu(\Omega_0) > 1 - \epsilon$ and such that for any $x \in \Omega_0$ and $n \geq r n_0$, there is an $\epsilon$-doubling sequence $\{m_i\}_{i \geq 0}$ with $m_0 = n_0$, $m_k = n$ for some $k \geq 1$, and such that for all $i \geq 0$,

1. $\gr(A^{(m_i)}(x)) \geq e^{m_i(\kappa - 2\epsilon)}$ and
   $$\gr(A^{(m_{i+1} - m_i)}(T^{m_i} x)) \geq e^{m_i(\kappa - 2\epsilon)(1-\epsilon)/(1+\epsilon)}.$$

2. $\rho(A^{(m_i)}(x), A^{(m_{i+1} - m_i)}(T^{m_i} x)) \geq e^{-5m_i\epsilon}$.

**Proof.** The following limits exist for $\mu$-a.e. $x \in X$,

$$\lim_{n \to \infty} \frac{1}{n} \log \|A^{(n)}(x)\| = L_1(A),$$

$$\lim_{n \to \infty} \frac{1}{n} \log \|\wedge_2 A^{(n)}(x)\| = L_1(A) + L_2(A) < 2L_1(A) - \kappa.$$  

Take $0 < \epsilon < \kappa$ small. For any $n_0 \in \mathbb{N}$ consider the measurable set $\Omega_{n_0}(\epsilon)$ of $x \in X$ such that for all $n \geq \frac{n_0}{2}$ we have

$$e^{n(L_1(A) - \epsilon)} \leq \|A^{(n)}(x)\| \leq e^{n(L_1(A) + \epsilon)} \quad \text{and} \quad \|\wedge_2 A^{(n)}(x)\| \leq e^{n(2L_1(A) - \kappa)}.$$  

The almost sure convergence of the above functions implies that

$$\lim_{n \to +\infty} \mu(\Omega_n(\epsilon)) = 1.$$  

We assume that $n_0$ is large enough that also $\mu(X \setminus \Omega_{n_0}(\epsilon)) < \epsilon/2$.

Setting $\Omega := \Omega_{n_0}(\epsilon)$, by Lemma 2.9 there are integers $r$ and $n'_0 > n_0$, and a measurable subset $\Omega_0 \subset \Omega$ such that for all $x \in \Omega_0$ and $n \geq r n'_0$, there is an $\epsilon$-doubling sequence $\{m_i\}_{0 \leq i \leq k}$ satisfying $m_0 = n_0$, $m_k = n$, and $T^{m_i} x \in \Omega_{n_0}(\epsilon)$ for all $0 \leq i < k$.

Item (1) follows from the fact that if $x \in \Omega_{n_0}(\epsilon)$, then

$$\gr(A^{(n)}(x)) = \frac{\|A^{(n)}(x)\|^2}{\|\wedge_2 A^{(n)}(x)\|} \geq e^{n(\kappa - 2\epsilon)} \quad \text{for all} \quad n \geq \frac{n_0}{2}.$$  

Applying the estimate above with $n := m_i$ yields the first inequality in item (1), while the second follows by putting $n := m_{i+1} - m_i$. Note that the $\epsilon$-doubling condition implies that $m_{i+1} - m_i > \frac{1-\epsilon}{1+\epsilon} m_i \geq \frac{1}{2} n_0$.  

For item (2) we use (2.6). Since \( x, T^m x \in \Omega_{m_0}(\epsilon) \),
\[
\| A^{(m+1)}(x) \| \| A^{(m+1-m_0)}(T^m x) \| \geq e^{-2\epsilon m_{i+1}} \geq e^{-5\epsilon m_i}.
\]

This completes the proof, as the left hand side of the inequality represents the rift \( \rho(A^{(m)}(x), A^{(m+1-m_0)}(T^m x)) \).

\[ \square \]

**Proof. (of Proposition 2.7)** We use Proposition 2.10. Fix \( x \in \Omega_0 \), and for each \( i \geq 0 \) we apply the avalanche principle to the sequence of two matrices \( g_0 = A^{(m_i)}(x) \) and \( g_1 = A^{(m_{i+1} - m_i)}(T^m x) \), noting that \( g_1 g_0 = A^{(m_{i+1})}(x) \).

The key parameters in this application of the AP are
\[
\kappa_{ap} = e^{-(\kappa - 2\epsilon)(1-\epsilon)/(1+\epsilon)} < e^{-(\kappa - 2\epsilon)/2} \quad \text{and} \quad \epsilon_{ap} = e^{-5\epsilon m_i}.
\]

Note that \( \kappa_{ap} < e^{-(\kappa/2 - 6\epsilon)} \ll 1 \).

Moreover, item (1) and (2) in Proposition 2.10 imply the gap and angle conditions of the AP. Therefore, the avalanche principle (Proposition 2.5) is applicable and we get:
\[
d(\overline{v}(A^{(m)}(x)), \overline{v}(A^{(m+1)}(x))) < \frac{\kappa_{ap}}{\epsilon_{ap}} = e^{-m_i \theta},
\]
where \( \theta := (\kappa - 2\epsilon) \frac{1 - \epsilon}{1 + \epsilon} - 5\epsilon \). Note that as \( \epsilon \to 0 \) we have \( \theta \to \kappa \).

By the definition of an \( \epsilon \)-doubling sequence we have \( m_{i+1} \geq \frac{2}{1+\epsilon} m_i > \frac{3}{2} m_i \), hence for all \( i \geq 0 \) we have \( m_i \geq (3/2)^i n_0 \). We then conclude:
\[
d(\overline{v}(A^{(m_0)}(x)), \overline{v}(A^{(m)}(x))) = d(\overline{v}(A^{(m)}(x)), \overline{v}(A^{(m_0)}(x)))
\leq \sum_{i=0}^{k-1} d(\overline{v}(A^{(m_i)}(x)), \overline{v}(A^{(m_{i+1})}(x)))
\leq \sum_{i=0}^{k-1} e^{-m_i \theta} \leq \sum_{i=0}^{k-1} e^{-(3/2)^i n_0 \theta} \lesssim e^{-n_0 \theta}.
\]

Taking \( n_0 \) large enough, the bound \( e^{-n_0 \theta} \) becomes arbitrarily small. This proves that the sequence \( \{ \overline{v}(A^{(n)}(x)) \}_{n \geq n_0} \) is Cauchy. Moreover, passing to the limit as \( n \to +\infty \),
\[
d(\overline{v}(A^{(n_0)}(x)), \overline{v}(A^{(\infty)})(A)(x)) \lesssim e^{-n_0 \theta}.
\]

Therefore, as \( n = n_0 \) is arbitrary,
\[
\limsup_{n \to +\infty} \frac{1}{n} \log d(\overline{v}(n)(A)(x)), \overline{v}(A^{(\infty)})(A)(x) \leq -\theta.
\]
Finally, since \( \epsilon > 0 \) can be taken arbitrarily small, and \( \kappa \) can be taken arbitrarily close to \( L_1(A) - L_2(A) \), we conclude that
\[
\limsup_{n \to +\infty} \frac{1}{n} \log d(\bar{\nu}^{(n)}(A)(x), \bar{\nu}^{(\infty)}(A)(x)) \leq L_2(A) - L_1(A).
\]
□

Given \( 0 \leq k \leq m \), we define a sequence of partial functions \( \bar{\nu}^{(n)}_k(A) \) on \( X \) taking values in \( \text{Gr}_k(\mathbb{R}^m) \),
\[
\bar{\nu}^{(n)}_k(A)(x) := \begin{cases} 
\bar{\nu}_k(A^{(n)}(x)) & \text{if } \text{gr}_k(A^{(n)}(x)) > 1, \\
\text{undefined} & \text{otherwise}.
\end{cases}
\]

**Proposition 2.11.** If \( L_k(A) > L_{k+1}(A) \) then the sequence of partial functions \( \bar{\nu}^{(n)}_k(A) \) from \( X \) to \( \text{Gr}_k(\mathbb{R}^m) \) is almost everywhere Cauchy. In particular, it converges \( \mu \)-almost everywhere to a (total) measurable function \( \bar{\nu}^{(\infty)}_k(A) : X \to \text{Gr}_k(\mathbb{R}^m) \). Moreover, for \( \mu \)-a.e. \( x \in X \),
\[
\limsup_{n \to +\infty} \frac{1}{n} \log d\left(\bar{\nu}^{(n)}_k(A)(x), \bar{\nu}^{(\infty)}_k(A)(x)\right) \leq L_{k+1}(A) - L_k(A) < 0.
\]

**Proof.** Apply proposition 2.7 to the cocycle \( \wedge_k A \). □

**Definition 2.5.** Given a \( \mu \)-integrable cocycle \( A \), we say that \( x \in X \) is a \( \mu \)-regular point if whenever \( L_j(A) > L_{j+1}(A) \), we have
\[
\lim_{n \to +\infty} \frac{1}{n} \log \|\wedge_j A^{(n)}(x)\| = L_1(\wedge_j A) \quad \text{for } 1 \leq j \leq m
\]
\[
\limsup_{n \to +\infty} \frac{1}{n} \log d\left(\bar{\nu}_j^{(n)}(A)(x), \bar{\nu}_j^{(\infty)}(A)(x)\right) \leq L_{j+1}(A) - L_j(A).
\]

**Proposition 2.12.** The set of \( \mu \)-regular points of a cocycle has full \( \mu \)-measure.

**Proof.** Combine corollary 2.4 and proposition 2.11. □

**Definition 2.6.** Given a linear map \( g : V \to V' \) between Euclidean spaces \( V \) and \( V' \) of dimension \( m \), we call singular basis of \( g \) any orthonormal basis \( \{v_j\}_{1 \leq j \leq m} \) of \( V \) consisting of singular vectors \( v_j \) of \( g \) such that \( \|g v_j\| = s_j(g) \) for all \( j = 1, \ldots, m \).

Note that for every \( 1 \leq k \leq m \), the unit \( k \)-vector \( v_1 \wedge \cdots \wedge v_k \) is a most expanding vector of \( \wedge_k g \).
Proposition 2.13. Consider a $\mu$-integrable cocycle $A$, and a $\mu$-regular point $x \in X$. If $\gamma = L_1(A) = \cdots = L_k(A) > L_{k+1}(A)$ then for any $v \in \overline{v}_k^{(\infty)}(A)(x) \setminus \{0\}$, we have

$$\lim_{n \to +\infty} \frac{1}{n} \log \|A^{(n)}(x)v\| = \gamma.$$

In particular, $\lambda_A(x,v) = \lambda^\chi_A(x,v) = \gamma$.

Proof. Consider a singular basis $\{v_{1,n}, \ldots, v_{m,n}\}$ for the linear map $A^{(n)}(x)$. Let $\{v_1, \ldots, v_k\} \subset \overline{v}_k^{(\infty)}(A)(x)$ be an orthonormal family obtained as limit of the sequence $\{v_{1,n}, \ldots, v_{k,n}\}$, for some subsequence of integers $n_s$.

Let $w_n = v_{1,n} \wedge \cdots \wedge v_{k,n}$ and $w = v_1 \wedge \cdots \wedge v_k$.

After possibly changing the sign of $v_{1,n}$, and since (by Proposition 2.7 and the fact that $x$ is $\mu$-regular) in the projective space $\hat{w}_n \to \hat{w}$, we have $w_n \to w$ as $n \to +\infty$. Then

$$\left| \frac{\|\wedge_k A^{(n)}(x)w\|}{\|\wedge_k A^{(n)}(x)w_n\|} - 1 \right| = \frac{\|\wedge_k A^{(n)}(x)w - \wedge_k A^{(n)}(x)w_n\|}{\|\wedge_k A^{(n)}(x)\|} \leq \frac{\|\wedge_k A^{(n)}(x)w - \wedge_k A^{(n)}(x)w_n\|}{\|\wedge_k A^{(n)}(x)\|} \leq \|w - w_n\| \to 0 \quad \text{as } n \to \infty.$$

Since

$$\|\wedge_k A^{(n)}(x)w\| \leq \prod_{j=1}^k \|A^{(n)}(x)v_j\|,$$

we have

$$k\gamma = L_1(A) + \cdots + L_k(A) = \lim_{n \to \infty} \frac{1}{n} \log \|\wedge_k A^{(n)}(x)\|$$

$$= \lim_{n \to \infty} \frac{1}{n} \log \|\wedge_k A^{(n)}(x)w_n\| = \lim_{n \to \infty} \frac{1}{n} \log \|\wedge_k A^{(n)}(x)w\|$$

$$\leq \liminf_{n \to \infty} \frac{1}{n} \sum_{j=1}^k \log \|A^{(n)}(x)v_j\| \leq \limsup_{n \to \infty} \frac{1}{n} \sum_{j=1}^k \log \|A^{(n)}(x)v_j\|$$

$$\leq \lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^k \log \|A^{(n)}(x)\| = k\gamma.$$
Thus, the sequences \( c_{i,n} := \frac{1}{n} \log \| A^{(n)}(x) \| - \frac{1}{n} \log \| A^{(n)}(x) v_i \| \geq 0 \) satisfy
\[
0 \leq c_{i,n} \leq \sum_{j=1}^{k} c_{j,n} = \frac{k}{n} \log \| A^{(n)}(x) \| - \frac{1}{n} \sum_{j=1}^{k} \log \| A^{(n)}(x) v_j \|
\]
But since the right-hand-side converges to 0, we obtain that for all \( j = 1, \ldots, k \), \( \lim_{n \to +\infty} c_{j,n} = 0 \), or, equivalently, that
\[
\lambda_A(x, v_j) = \lim_{n \to +\infty} \frac{1}{n} \log \| A^{(n)}(x) v_j \| = \gamma .
\]
Now, given \( v \in \overline{\mathfrak{f}}_k^{(\infty)}(A)(x) \setminus \{0\} \), assume, by contradiction, that there exists a sequence \( n_s \to +\infty \) such that
\[
\lim_{n \to +\infty} \frac{1}{n_s} \log \| A^{(n_s)}(x) v \| < \gamma . \tag{2.7}
\]
Possibly changing the sub-limits \( v_j \), and extracting a subsequence of \( n_s \), we may assume that \( v_j, n_s \to v_j \) as \( s \to +\infty \), for all \( 1 \leq j \leq k \). Pick any \( j \) such that \( \langle v, v_j \rangle \neq 0 \). Since the vectors \( A^{(n_s)}(x) v_{j,n_s} \) are pairwise orthogonal,
\[
\| A^{(n_s)}(x) v \|^2 = \sum_{j=1}^{k} \langle v, v_{j,n_s} \rangle^2 \| A^{(n_s)}(x) v_{j,n_s} \|^2
\]
\[
= \sum_{j=1}^{k} \langle v, v_{j,n_s} \rangle^2 s_j(A^{(n_s)}(x))^2 \geq \langle v, v_{j,n_s} \rangle^2 s_j(A^{(n_s)}(x))^2 .
\]
Hence, taking logarithms, dividing by \( n_s \) and passing to the limit we get
\[
\lim_{s \to +\infty} \frac{1}{n_s} \log \| A^{(n_s)}(x) \| \geq \lim_{s \to +\infty} \frac{1}{n_s} \log s_j(A^{(n_s)}(x)) = L_j(A) = \gamma ,
\]
which contradicts \((2.7)\). This proves that
\[
\lambda_A(x, v) = \lim_{n \to +\infty} \frac{1}{n} \log \| A^{(n)}(x) v \| = \gamma ,
\]
which concludes the proof. \( \Box \)

**Corollary 2.14.** Given a cocycle \( A \) such that \( L_1(A) > L_2(A) \), for any \( \mu \)-regular point \( x \in X \), and all \( v \in \overline{\mathfrak{f}}^{(\infty)}(A)(x) \setminus \{0\} \), \( \lambda_A(x, v) = \lambda_{-\Delta}(x, v) = L_1(A) \).

**Proof.** Follows from proposition \[2.13\] with \( k = 1 \). \( \Box \)
Definition 2.7. The adjoint of a cocycle \((T,A)\) is the map \(F_A^* : \mathcal{B} \to \mathcal{B}\), defined by \(F_A^*(x,v) = (T^{-1}x,A(T^{-1}x)^* v)\). This cocycle is denoted by \((T^{-1}, A^*)\), or simply \(A^*\).

Remark 2.1. The adjoint cocycle satisfies for any \(n \in \mathbb{N}\) and \(x \in X\),
\[(A^*)^{(n)}(x) = A^{(n)}(T^{-n}x)^* .\]

Proposition 2.15. If \(A\) is \(\mu\)-integrable then the adjoint cocycle \(A^*\) is also \(\mu\)-integrable.

Moreover, the cocycle \(A\) and its adjoint \(A^*\) have the same Lyapunov exponents, \(L_i(A) = L_i(A^*)\) for all \(i = 1, \ldots, m\).

Proof. The integrability of \(A^*\) follows from the relation \(\|A\| = \|A^*\|\).

The second statement is a consequence of a linear operator and its adjoint sharing the same singular values. In fact, by proposition 2.3 and remark 2.1,
\begin{align*}
L_i(A) &= \lim_{n \to +\infty} \frac{1}{n} \int_X \log \|s_i(A^{(n)}(x))\| \, d\mu(x) \\
&= \lim_{n \to +\infty} \frac{1}{n} \int_X \log \|s_i(A^{(n)}(T^{-n}x))\| \, d\mu(x) \\
&= \lim_{n \to +\infty} \frac{1}{n} \int_X \log \|s_i((A^*)^{(n)}(x))\| \, d\mu(x) = L_i(A^*). \\
\end{align*}

Lemma 2.16. If \(L_1(A) > L_2(A)\) then for \(\mu\)-almost every \(x \in X\),
\[
\alpha \left( \overline{v}^{(\infty)}(A^*)(x), \overline{v}^{(\infty)}(A)(x) \right) > 0.
\]

Proof. Take \(0 < \epsilon \ll \kappa := L_1(A) - L_2(A)\), and consider the measurable set \(\Omega_0\) and the order \(n_0 \in \mathbb{N}\) provided by proposition 2.10. For \(x \in \Omega_0\) let \(\{m_i\}_i\) be an \(\epsilon\)-doubling sequence of avalanche times. Then for all \(i \geq 0\),
\[
\alpha(A^{(m_i)}(x), A^{(m_{i+1} - m_i)}(T^{m_i}x)) \geq e^{-4m_i \epsilon}.
\]
Let \(\Omega_i := T^{m_i} \Omega_0\). We have \(\mu(X \setminus \Omega_i) < \epsilon\), and for all \(i \geq 0\) and \(x \in \Omega_i\),
\[
\alpha \left( \overline{v}^{(m_i)}(A^*)(x), \overline{v}^{(m_{i+1} - m_i)}(A)(x) \right) \\
= \alpha \left( \overline{v}(A^{(m_i)}(T^{-m_i}x)^*), \overline{v}(A^{(m_{i+1} - m_i)}(x)) \right) \\
= \alpha \left( A^{(m_i)}(T^{-m_i}x), A^{(m_{i+1} - m_i)}(x) \right) \geq e^{-4m_i \epsilon}.
\]
Notice that by proposition 2.7, for \( i \) large, the distances
\[
d(\overline{v}^{(m_i)}(A^*)(x), \overline{v}^{(\infty)}(A^*)(x)) \quad \text{and} \quad d(\overline{v}^{(m_i+1-m_i)}(A)(x), \overline{v}^{(\infty)}(A)(x))
\]
are much smaller than \( e^{-4m_i} \epsilon \). Hence
\[
\alpha \left( \overline{v}^{(\infty)}(A^*)(x), \overline{v}^{(\infty)}(A)(x) \right) \geq e^{-4m_i} \epsilon > 0
\]
on the set \( \Omega_i \), which has measure \( \mu(\Omega_i) > 1 - \epsilon \). This proves the lemma.

Given a measurable sub-bundle \( \hat{v} : X \to \mathbb{P}(\mathbb{R}^m) \), we call unit measurable section of \( \hat{v} : X \to \mathbb{P}(\mathbb{R}^m) \) to any measurable function \( v : X \to \mathbb{R}^m \) such that \( \|v(x)\| = 1 \) and \( v(x) \in \hat{v}(x) \) for \( \mu \)-a.e. \( x \in X \).

**Lemma 2.17.** Assume \( L_1(A) > L_2(A) \) and let \( v : X \to \mathbb{R}^m \) be a unit measurable section of \( \overline{v}^{(\infty)}(A) \). Then \( A(x)^*v(Tx) \neq 0 \) for \( \mu \)-almost every \( x \in X \).

**Proof.** Let \( v^*, v^*_n : X \to \mathbb{R}^m \) be unit measurable sections of \( \overline{v}^{(\infty)}(A^*) \) and \( \overline{v}^{(n)}(A^*) \), respectively. By lemma 2.16, \( \alpha(\hat{v}(Tx), \hat{v}^*(Tx)) > 0 \) for \( \mu \)-a.e. \( x \in X \). By proposition 2.7 applied to the adjoint cocycle \( A^* \), for \( \mu \)-a.e. \( x \in X \) and all large enough \( n \geq 1 \),
\[
\alpha_0 := \alpha(\hat{v}(Tx), \overline{v}(A(A^*(T^{-n+1}(x)^*)))) = \alpha(\hat{v}(Tx), \overline{v}((A^*(n)(Tx))))
\]
\[
= \alpha(\hat{v}(Tx), \overline{v}^{(n)}(A^*)(Tx)) = \alpha(\hat{v}(Tx), \hat{v}^*_n(Tx)) > 0 .
\]
Hence by item (a) of Proposition 2.13 in [5],
\[
\|A^{(n)}(T^{-n+1}(x)^*v(Tx))\| \geq \alpha_0 \|A^{(n)}(T^{-n+1}(x)^*)\| > 0 .
\]
Finally, since
\[
A^{(n)}(T^{-n+1}(x)^*v(Tx)) = A^{(n-1)}(T^{-n+1}(x)^*A(x)^*v(Tx) ,
\]
we infer that \( A(x)^*v(Tx) \neq 0 \). □

From now on, given a matrix \( A(x) \), and a projective, or Grassmannian, point \( \hat{v} \) we will abbreviate \( \varphi_{A(x)} \hat{v} \) writing \( A(x) \hat{v} \). The following proposition establishes the invariance of the most expanding sub-bundles \( \overline{v}^{(\infty)}(A) \).

**Proposition 2.18.** If \( L_k(A) > L_{k+1}(A) \) then for \( \mu \)-a.e. \( x \in X \),
\[
(a) \quad A(x)^* \overline{v}^{(\infty)}(A)(Tx) = \overline{v}^{(\infty)}(A)(x),
\]
\[
(b) \quad A(x)^{-1} \overline{v}^{(\infty)}(A)(Tx)^\perp = \overline{v}^{(\infty)}(A)(x)^\perp .
\]
Proof. By Proposition 2.18 in [3], (b) reduces to (a). Working with exterior powers we can reduce (a) to the case $k = 1$.

Let us abbreviate $\hat{\nu}(x) := \mathfrak{F}(A)(x)$, $\hat{\nu}_n(x) := \mathfrak{F}(A)(x)$, $\hat{\nu}^*(x) := \mathfrak{F}(A^*)(x)$ and $\hat{\nu}^*_n(x) := \mathfrak{F}(A^*)(x)$. With this notation, (a) reduces to the identity $A(x)^* \hat{\nu}(Tx) = \hat{\nu}(x)$.

By proposition 2.7,

$$\hat{\nu}(x) \approx \hat{\nu}_n(x) = \mathfrak{F}(A)(x) = A(n)(x)^* \mathfrak{F}(A)(x)^*$$

$$= A(n)(x)^* \hat{\nu}^*_n(T^n x) = A(x)^* A(n-1)(x)^* \hat{\nu}^*_n(T^n x) ,$$

and analogously

$$\hat{\nu}(Tx) \approx \hat{\nu}_n(Tx) = A(n-1)(T^n x)^* \hat{\nu}^*_{n-1}(T^n x).$$

Hence

$$A(x)^* \hat{\nu}(Tx) \approx A(x)^* \hat{\nu}_n(Tx) = A(n)(x)^* \hat{\nu}^*_{n-1}(T^n x)$$

$$\approx A(n)(x)^* \hat{\nu}^*_n(T^n x) = \hat{\nu}_n(x) \approx \hat{\nu}(x).$$

Item (a) follows from taking limits in these proximity relations.

On the first occurrence of $\approx$ we use the continuity of the action of $A(x)^*$ on the projective space, and lemma 2.17 which asserts that $A(x)^* v(Tx) \neq 0$ for any unit measurable section $v$ of $\hat{\nu}$.

On the second occurrence of $\approx$, take $0 < \varepsilon < L_1(A) - L_2(A)$, $0 < \varepsilon \ll \varepsilon$ arbitrary small and, by Egorov’s theorem, a measurable subset $E \subset X$ such that $\hat{\nu}^*_n$ converges uniformly to $\hat{\nu}^*$ on $E$. Then choose a sequence of times $n \in \mathbb{N}$ such that $T^n x \in E$ and $\text{gr}(A(n)(x)^*) = \text{gr}(A(n)(x)) \geq e^{n \varepsilon}$. Because of this large gap ratio, $A(n)(x)^*$ acts as a strong contraction in a neighborhood of $\hat{\nu}^*_n(T^n x)$. But for $T^n x \in E$, $\hat{\nu}^*_n(T^n x)$ and $\hat{\nu}^*_{n-1}(T^n x)$ are both very close to $\hat{\nu}^*(T^n x)$, and hence close to each other. Thus

$$\delta(A(x)^* \hat{\nu}_{n-1}(T^n x), A(x)^* \hat{\nu}_n(T^n x)) \ll \delta(\hat{\nu}_{n-1}(T^n x), \hat{\nu}_n(T^n x))$$

converges to 0 as $n \to +\infty$.

On the last occurrence of $\approx$ we apply proposition 2.7.

\[ \square \]

**Lemma 2.19.** Given a measurable function $f : X \to \mathbb{R}$ such that $f - f \circ T \in L^1(X, \mu)$, then for $\mu$-a.e. $x \in X$,

$$\lim_{n \to +\infty} \frac{1}{n} f(T^n x) = 0 .$$

Proof. Note that $\frac{1}{n} f(T^n x) = \frac{1}{n} f(x) - \frac{1}{n} \sum_{j=0}^{n-1} (f - f \circ T)(T^j x) ,$ and conclude using Birkhoff’s theorem.

\[ \square \]
Lemma 2.20. Let $T : X \to X$ be an ergodic m.p.t. on a probability space $(X, \mu)$, and $f : X \to (0, +\infty)$ a measurable non-integrable function. Then for $\mu$-a.e. $x \in X$, 

$$\lim_{n \to +\infty} \frac{1}{n} \sum_{j=0}^{n-1} f(T^j x) = +\infty.$$ 

Proof. Defining $f_n = \max\{f, n\}$, by Lebesgue’s monotone convergence theorem 

$$\lim_{n \to +\infty} \int_X f_n \, d\mu = \int_X f \, d\mu = +\infty.$$ 

For each $n \in \mathbb{N}$, since $f_n$ is $\mu$-integrable there is a full measure set $\mathcal{B}_n \subseteq X$ such that for all $x \in \mathcal{B}_n$, $\lim_{m \to +\infty} \frac{1}{m} \sum_{j=0}^{m-1} f_n(T^j x) = \int_X f_n \, d\mu$. Thus $\mathcal{B} = \cap_{n \in \mathbb{N}} \mathcal{B}_n$ is also a full measure set.

Given $x \in \mathcal{B}$ and $L > 0$, consider $p \in \mathbb{N}$ such that $\int_X f_p \, d\mu > L$. Since $x \in \mathcal{B}_p$, there is an order $n_0 = n_0(x) > p$ such that for $n \geq n_0$

$$\frac{1}{n} \sum_{j=0}^{n-1} f(T^j x) \geq \frac{1}{n} \sum_{j=0}^{n-1} f_p(T^j x) \geq L,$$

which proves the lemma.

□

Proposition 2.21. Assume $L_1(A) > L_2(A)$ and let $v, v^* : X \to \mathbb{R}^m$ be unit measurable sections of $\mathbf{b}^{(\infty)}(A)$ and $\mathbf{v}^{(\infty)}(A^*)$, respectively. Then the functions $\log\|A v^*\|$ and $\log\|(A \circ T^{-1})^* v\|$ are $\mu$-integrable, and 

$$\int_X \log\|A(x) v^*(x)\| \, d\mu(x) = \int_X \log\|A(T^{-1} x)^* v(x)\| \, d\mu(x) = L_1(A).$$

Proof. Because the cocycles $A$ and $A^*$ play symmetric roles, it is enough proving the $\mu$-integrability of the function $\log\|A v^*\|$.

Applying proposition 2.18 to $A^*$, we see that $A(x) v^*(x) = \pm v^*(T x)$. From this invariance relation, we get for $\mu$-a.e. $x \in X$

$$\log\|A^{(n)}(x) v^*(x)\| = \sum_{j=0}^{n-1} \log\|A(T^j x) v^*(T^j x)\|.$$

Let $v_n : X \to \mathbb{R}^m$ be a unit measurable section of $\mathbf{v}^{(n)}(A)$. For notational simplicity we will also write $\hat{v}^*(x) := \mathbf{v}^{(\infty)}(A^*)(x)$ and $\hat{v}_n(x) := \mathbf{v}^{(n)}(A)(x)$. By item (a) of Proposition 2.13 in [5], 

$$\|A^{(n)}(x)v^*(x)\| \geq \alpha(\hat{v}^*(x), \hat{v}_n(x)) \|A^{(n)}(x)\|,$$
and hence
\[
\frac{1}{n} \log \| A^{(n)}(x) \| + \frac{1}{n} \log \alpha (\hat{v}^*(x), \hat{v}_n(x)) \\
\leq \frac{1}{n} \log \| A^{(n)}(x)v^*(x) \| \leq \frac{1}{n} \log \| A^{(n)}(x) \| .
\]

By proposition \[P.22\] \( \frac{1}{n} \log \| A^{(n)}(x) \| \) converges to \( L_1(A) \) almost surely. By lemma \[2.16\] \( \alpha (\hat{v}^*(x), \hat{v}(x)) \geq 0 \), and hence \( \frac{1}{n} \log \alpha (\hat{v}^*(x), \hat{v}_n(x)) \) converges to zero.

Thus, for \( \mu \)-almost every \( x \in X \),
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \log \| A(T^j x) v^*(T^j x) \| = \lim_{n \to \infty} \frac{1}{n} \log \| A^{(n)}(x)v^*(x) \| = L_1(A).
\]

The function \( \log \| A(x)v^*(x) \| \) is bounded from above by the \( \mu \)-integrable function \( \log^+ \| A(x) \| \). Hence, \( h(x) := \log^+ \| A(x) \| - \log \| A(x)v^*(x) \| \) is a non-negative measurable function whose Birkhoff averages converge \( \mu \)-almost everywhere to \( \int \log^+ \| A \| \, d\mu - L_1(A) \). By lemma \[2.20\] it follows that \( h \in L^1(X, \mu) \), which implies that \( \log \| A v^* \| \in L^1(X, \mu) \).

Thus, by Birkhoff’s theorem, \( \int_X \log \| A(x)v^* \| \, d\mu = L_1(A) \).

\[ \square \]

**Proposition 2.22.** Assume \( L_1(A) > L_2(A) \). Then for \( \mu \)-a.e. \( x \in X \),
\[
(a) \quad \lim_{n \to +\infty} \frac{1}{n} \log \alpha \left( \overline{v}^\infty(A^*)((A^n)(x)), \overline{v}^\infty(A)(T^n x) \right) = 0.
\]
\[
(b) \quad \limsup_{n \to +\infty} \frac{1}{n} \log \alpha \left( A^{(n)}(x)\overline{v}^\infty(A)(x), \overline{v}^\infty(A)(T^n x) \right) = 0.
\]

**Proof.** Take unit measurable sections \( v, v^* : X \to \mathbb{P}(\mathbb{R}^m) \) of \( \overline{v}^\infty(A) \) and \( \overline{v}^\infty(A^*) \), respectively, and as before let us write \( \hat{v}(x) := \overline{v}^\infty(A)(x) \) and \( \hat{v}^*(x) := \overline{v}^\infty(A^*)(x) \).

Consider the function \( f(x) := \log \alpha (\hat{v}^*(x), \hat{v}(x)) \). By lemma \[2.19\] for (a) it is enough to prove that \( f - f \circ T \in L^1(\mu) \).

By proposition \[2.18\] we have
\[
f(x) - f(Tx) = \log \frac{\alpha (\hat{v}^*(x), \hat{v}(x))}{\alpha (\hat{v}^*(Tx), \hat{v}(Tx))} = \log \frac{\alpha (\hat{v}^*(x), A(x)^*\hat{v}(Tx))}{\alpha (\hat{v}^*(x), \hat{v}(Tx))} \\
= \log \frac{\langle v^*(x), A(x)^*v(Tx) \rangle}{\| A(x)v^*(x) \|} - \log \| A(x)v^*(x) \| \\
= \log \| A(x)v^*(x) \| - \log \| A(x)v(Tx) \| .
\]

By proposition \[2.21\] \( \log \| A v^* \| \in L^1(X, \mu) \), and \( \log \| A^* (v \circ T) \| \in L^1(X, \mu) \). Hence by lemma \[2.19\] this implies (a).
As before, we use the notation $\hat{v}_n$ and $\hat{v}_n^*$ for the sub-bundles $\mathfrak{v}(n)(A)$ and $\mathfrak{v}^*(n)(A^*)$, respectively. Since $A^{(n)}(x) \hat{v}_n(x) = \hat{v}_n^*(T^n x)$, by Proposition 3.13 in [5] we have

$$\alpha(A^{(n)}(x) \hat{v}(x), \hat{v}(T^n x)) \geq \alpha(\hat{v}^*(T^n x), \hat{v}(T^n x)) - \delta(\hat{v}^*(T^n x), \hat{v}_n^*(T^n x)) - \delta(A^{(n)}(x) \hat{v}_n(x), A^{(n)}(x) \hat{v}(x)).$$

Now take $0 < \varkappa < L_1(A) - L_2(A)$ and $0 < \epsilon \ll \varkappa$ arbitrary small. By item (a), for all large enough $n$ $\alpha(\hat{v}^*(T^n x), \hat{v}(T^n x)) \geq e^{-n \epsilon}$. Because as $n$ grows, $A^{(n)}(x)$ has a large gap ratio, it acts as a strong contraction in a neighborhood of $\hat{v}^*(x)$. Hence by proposition 2.7

$$\delta(A^{(n)}(x) \hat{v}_n(x), A^{(n)}(x) \hat{v}(x)) \ll \delta(\hat{v}_n(x), \hat{v}(x)) \leq e^{-n(\varkappa-\epsilon)}.$$ 

We can not guarantee that the second distance $\delta(\hat{v}^*(T^n x), \hat{v}_n^*(T^n x))$ converges to 0 $\mu$-almost everywhere, but since $\hat{v}_n^*$ converges almost surely to $\hat{v}^*$, with the speed provided by proposition 2.7 for $\mu$-a.e. $x \in X$ there is a sequence of times $\{n_i\}_i$ such that

$$\delta(\hat{v}^*(T^{n_i} x), \hat{v}_{n_i}^*(T^{n_i} x)) \leq e^{-n_i(\varkappa-\epsilon)} \quad \forall i.$$ 

Thus, taking logarithms and dividing by $n$, (b) follows.

Proposition 2.23. Given $x \in X$ and unit vectors $v_k \in \wedge_k E(x)$ and $v_r \in \wedge_r E(x)$,

$$\lambda_{\wedge_{k+r}}(x, v_k \wedge v_r) \leq \lambda_{\wedge_k}(x, v_k) + \lambda_{\wedge_r}(x, v_r),$$

$$\lambda_{\wedge_{k+r}}^{-}(x, v_k \wedge v_r) \leq \lambda_{\wedge_k}^{-}(x, v_k) + \lambda_{\wedge_r}^{-}(x, v_r).$$

Proof. By item (a) of Proposition 3.12 in [5],

$$\log \|\wedge_{k+r} A^{(n)}(x)v_k \wedge v_r\| \leq \log \|\wedge_k A^{(n)}(x)v_k\| + \log \|\wedge_r A^{(n)}(x)v_r\|.$$ 

Hence, dividing by $n$ an passing to the limit, the inequalities follow.

Proposition 2.24. Assume $L_k(A) > L_{k+1}(A)$. Given unit vectors $v_k \in \wedge_k \mathfrak{v}^{(\infty)}(A)(x)$ and $v_r \in \wedge_r \mathfrak{v}^{(\infty)}(A)(x)^\perp$,

$$\lambda_{\wedge_{k+r}}^{-}(x, v_k \wedge v_r) = \lambda_{\wedge_k}^{-}(x, v_k) + \lambda_{\wedge_r}^{-}(x, v_r).$$

Moreover, if $\lambda_{\wedge_r}(x, v_r) = \lambda_{\wedge_r}(x, v_r)$ then $\lambda_{\wedge_{k+r}}^{-}(x, v_k \wedge v_r) = \lambda_{\wedge_{k+r}}^{-}(x, v_k \wedge v_r)$.

Proof. Because $\wedge_k \mathfrak{v}^{(\infty)}(A)$ has dimension one, $v_k$ is a sub-limit of most expanding vectors for $\wedge_k A^{(n)}(x)$. Hence, by proposition 2.13 we have

$$\lambda_{\wedge_k}^{-}(x, v_k) = \lambda_{\wedge_k}(x, v_k).$$
In view of proposition 2.23 it is enough to prove that
\[ \lambda_{\wedge k} A(x, v_k) + \lambda^{-}_{\wedge r} A(x, v_r) \leq \lambda^{-}_{\wedge k+r} A(x, v_k \wedge v_r) . \]

By proposition 2.18 we have \( \wedge_r A^{(n)}(x) v_r \in \wedge_r [\overline{\nu}_k^{(\infty)}(A)(x)^\perp] \). Hence by item (b) of Proposition 3.12 in [5],
\[ \|\wedge_k A^{(n)}(x)v_k\| \|\wedge_r A^{(n)}(x)v_r\| \leq \alpha_n(x)^{-1} \|\wedge_{k+r} A^{(n)}(x) (v_k \wedge v_r)\| , \]
where
\[ \alpha_n(x) := \alpha_k \left( A^{(n)}(x)[\overline{\nu}_k^{(\infty)}(A)(x), \overline{\nu}_k^{(\infty)}(A)(T^m x)] \right) \]
\[ = \alpha \left( \lambda_{\wedge k} A^{(n)}(x)[\overline{\nu}^{(\infty)}(\wedge_k A)(x), \overline{\nu}^{(\infty)}(\wedge_k A)(T^m x)] \right) . \]

Therefore, by proposition 2.22 (b),
\[ \lambda_{\wedge k} A(x, v_k) + \lambda^{-}_{\wedge r} A(x, v_r) = \]
\[ = \liminf_{n \to +\infty} \frac{1}{n} \log \|\wedge_k A^{(n)}(x)v_k\| \|\wedge_r A^{(n)}(x)v_r\| \]
\[ \leq \liminf_{n \to +\infty} \frac{1}{n} \log \|\wedge_{k+r} A^{(n)}(x) (v_k \wedge v_r)\| + \liminf_{n \to +\infty} \frac{1}{n} \log \alpha_n(x)^{-1} \]
\[ \leq \lambda^{-}_{\wedge k+r} A(x, v_k \wedge v_r) - \limsup_{n \to +\infty} \frac{1}{n} \log \alpha_n(x) = \lambda^{-}_{\wedge k+r} A(x, v_k \wedge v_r) . \]

Assume now that \( \lambda^{-}_{\wedge r} A(x, v_r) = \lambda_{\wedge r} A(x, v_r) \). Combining proposition 2.23 with the previous inequality
\[ \lambda_{\wedge k+r} A(x, v_k \wedge v_r) \leq \lambda_{\wedge k} A(x, v_k) + \lambda_{\wedge r} A(x, v_r) \]
\[ \leq \lambda_{\wedge k} A(x, v_k) + \lambda^{-}_{\wedge r} A(x, v_r) \]
\[ \leq \lambda^{-}_{\wedge k+r} A(x, v_k \wedge v_r) , \]
which implies that \( \lambda^{-}_{\wedge k+r} A(x, v_k \wedge v_r) = \lambda_{\wedge k+r} A(x, v_k \wedge v_r) \).

\[ \square \]

**Definition 2.8.** Given a \( \mu \)-regular point \( x \in X \) of a cocycle \( A(x) \) to any orthonormal basis \( \{u_1, \ldots, u_m\} \) of \( E(x) \) obtained as a sub-limit of a sequence of singular basis \( \{u_1, \ldots, u_m, n\} \) of \( A^{(n)}(x) \).

**Lemma 2.25.** Let \( \{u_1, \ldots, u_m\} \) be a limit singular basis of \( E(x) \) at some \( \mu \)-regular point \( x \in X \). Then for all \( i = 1, \ldots, m \),
\[ \lambda^{-}_{\wedge i} A(x, u_1 \wedge \ldots \wedge u_i) = \lambda_{\wedge i} A(x, u_1 \wedge \ldots \wedge u_i) = L_1(\wedge_i A) . \]
Proof. Let \( \{u_{1,n}, \ldots, u_{m,n}\} \) be a singular basis of \( A^{(n)}(x) \), and \( \{u_1, \ldots, u_m\} \) a corresponding limit singular basis for the cocycle \( A \). Choose \( k \) such that

\[
L_1(\wedge_i A) = \ldots = L_k(\wedge_i A) > L_{k+1}(\wedge_i A).
\]

Since \( u_1 \wedge \ldots \wedge u_i \) is a sub-limit of \( u_{1,n} \wedge \ldots \wedge u_{i,n} \), which is a sequence of vectors in \( \overline{\nu}_k(n)(\wedge_i A)(x) \), we infer that \( u_1 \wedge \ldots \wedge u_i \in \overline{\nu}_k(\wedge_i A)(x) \). The conclusion follows by applying proposition 2.13 to the cocycle \( \wedge_i A \).

Proposition 2.26. Consider a cocycle \( A \) such that \( L_k(A) > L_{k+1}(A) \). Then

\[
L_i \left( A_{\wedge_iA} \right) = L_{i+k}(A) \quad \text{for any } 1 \leq i \leq m-k,
\]

where \( A_{\wedge_iA} \) stands for the restriction of \( A \) to the invariant bundle \( \overline{\nu}_k(\wedge_i A)^\perp \).

Proof. It is enough to see that

\[
L_1(\wedge_k A) + L_1 \left( \wedge_i A_{\wedge_iA} \right) = L_1(\wedge_{i+k} A). \tag{2.8}
\]

In fact, from (2.8), using corollary 2.4,

\[
L_1(A) + \cdots + L_k(A) + L_1(\wedge_i A_{\wedge_iA}) + \cdots + L_i(\wedge_i A_{\wedge_iA}) = L_1(A) + \cdots + L_{i+k}(A).
\]

Therefore, the conclusion follows subtracting these identities for consecutive indexes \( i \) and \( i-1 \).

Let us prove (2.8). This identity is reduced to two inequalities. We will use propositions 2.23 and 2.24 to establish each of these inequalities.

Fix a \( \mu \)-regular point \( x \in X \), and consider a limit singular basis \( \{u_1, \ldots, u_m\} \) of the fiber \( E(x) \). Hence by lemma 2.25

\[
L_1(\wedge_{i+k} A) = \lambda_{\wedge_{i+k} A}(x, u_1 \wedge \ldots \wedge u_{k+i}) \\
\leq \lambda_{\wedge_k A}(x, u_1 \wedge \ldots \wedge u_k) + \lambda_{\wedge_i A}(x, u_{k+1} \wedge \ldots \wedge u_{k+i}) \\
\leq L_1(\wedge_k A) + L_1(\wedge_i A_{\wedge_iA}).
\]

On the last step we use that \( u_{k+1} \wedge \ldots \wedge u_{k+i} \) is a non zero vector in the fiber of the bundle \( \wedge_i A_{\wedge_iA} \).

For the converse inequality, choose an orthonormal basis \( \{u_1, \ldots, u_k\} \) of \( \overline{\nu}_k(\wedge_i A)(x) \) and extend it with a limit singular basis \( \{u_{k+1}, \ldots, u_m\} \) for the cocycle \( A_{\wedge_iA} \). By lemma 2.25 applied to the cocycle \( A_{\wedge_iA} \) we get

\[
\lambda_{\wedge_i A}(x, u_{k+1} \wedge \ldots \wedge u_m) = \lambda_{\wedge_i A}(x, u_{k+1} \wedge \ldots \wedge u_m) = L_1(\wedge_i A_{\wedge_iA}).
\]
Hence, by propositions 2.24 and 2.13,
\[ L_1(\wedge_{i+k}A) \geq \lambda_{\wedge_{i+k}A}(x, u_1 \wedge \ldots \wedge u_k \wedge u_{k+1} \wedge \ldots \wedge u_{k+i}) = \lambda_{\wedge_{i+k}A}(x, u_1 \wedge \ldots \wedge u_k) + \lambda_{\wedge_{i+k}A}(x, u_{k+1} \wedge \ldots \wedge u_{k+i}) = L_1(\wedge_{i+k}A) + L_1(\wedge_{i+k}A|_{\mathbb{F}^k}). \]

Together these two inequalities conclude the proof. \[\square\]

**Proposition 2.27.** Consider integers \(1 \leq k < k + r \leq m\) such that
\[L_k(A) > L_{k+1}(A) = \ldots = L_{k+r}(A) > L_{k+r+1}(A).\]
Then for \(\mu\)-almost every \(x \in X\),
\[\overline{v}_r(A\|v_k)(x) = \overline{v}_r(A)(x) \cap \overline{v}_r(A)(x).\]
In particular, for every non-zero vector \(v\) in the fiber over \(x\) of this sub-bundle,
\[\lambda_{\wedge}(x, v) = \lambda_{A}(x, v) = \lim_{n \to +\infty} \frac{1}{n} \log \|A^{(n)}(x) v\| = L_{k+1}(A).\]

**Proof.** The stated relation is a simple application of Proposition 3.22 in [5] to the matrices \(g = A^{(n)}(x)\). Notice that for a generic point \(x \in X\) these matrices have exponentially small gap ratios \(\sigma_k(A^{(n)}(x))\) and \(\sigma_{k+r}(A^{(n)}(x))\). By that proposition
\[\delta(\overline{v}_r(A^{(n)}(x)|v_k), \overline{v}_r(A^{(n)}(x) \cap \overline{v}_r(A)(x) \cap \overline{v}_r(A)(x)) \lesssim \delta(\overline{v}_r(A^{(n)}(x), \overline{v}_r(A)(x)))\]
converges to zero. Hence the relation follows by taking the limit as \(n\) tends to \(+\infty\).

The last statement is a consequence of proposition 2.13. \[\square\]

Given a signature \(\tau = (\tau_1, \ldots, \tau_k)\), we define a sequence of partial functions \(\overline{v}_r^{(n)}(A)\) on \(X\) taking values on \(\mathcal{F}_\tau(\mathbb{R}^m)\),
\[\overline{v}_r^{(n)}(A)(x) := \begin{cases} \overline{v}_r(A^{(n)}(x)) & \text{if } \text{gr}_r(A^{(n)}(x)) > 1 \\ \text{undefined} & \text{otherwise}. \end{cases}\]

We say that the Lyapunov spectrum of a cocycle \(A\) has a \(\tau\)-gap pattern when
\[L_{\tau_j}(A) > L_{\tau_{j+1}}(A), \quad \text{for all } 1 \leq j < k.\]
The size of these gaps is measured by
\[\text{gap}_r(A) := \min_{1 \leq j < k} L_{\tau_j}(A) - L_{\tau_{j+1}}(A).\]

If moreover
\[L_\ell(A) = L_{\ell+1}(A), \quad \text{for all } \ell \notin \{\tau_1, \ldots, \tau_k\},\]
Moreover, for \( \mu \)-a.e. pattern, then the sequence of partial functions everywhere to a (total) measurable function is almost everywhere Cauchy. In particular, it converges \( \mu \)-a.e. \( x \in X \),
\[
\limsup_{n \to +\infty} \frac{1}{n} \log d(\mathfrak{F}_\tau^{(n)}(A)(x), \mathfrak{F}_\tau^{(\infty)}(A)(x)) \leq -\text{gap}_\tau(A) < 0.
\]

**Proof.** Apply proposition \([2.11]\) at the dimensions \( i = \tau_j \), with \( j = 1, \ldots, k \). \( \square \)

We are now able to state and to prove the Oseledets Multiplicative Ergodic Theorem, which has two versions, one on the existence of the Oseledets filtration, and the other on the existence of the Oseledets decomposition.

**Theorem 2.3** (Oseledets I). Let \( T : X \to X \) be an ergodic automorphism of a probability space \( (X, \mathcal{A}, \mu) \), and let \( F_A : \mathcal{B} \to \mathcal{B} \) be a \( \mu \)-integrable linear cocycle on a measurable bundle \( \mathcal{B} \subseteq X \times \mathbb{R}^m \).

Then there exist \( \lambda_1 > \lambda_2 > \ldots > \lambda_k \geq -\infty \) and a family of measurable functions \( F_j : X \to \text{Gr}(\mathbb{R}^m) \), \( 1 \leq j \leq k \), such that for \( \mu \)-almost every \( x \in X \),
\[
\text{(a)} \ A(x) F_j(x) \subseteq F_j(Tx) \quad \text{for} \ j = 1, \ldots, k,
\]
\[
\text{(b)} \ \{0\} = F_{k+1}(x) \subsetneq F_k(x) \subsetneq \ldots \subsetneq F_2(x) \subsetneq F_1(x) = \mathcal{B}(x)
\]
\[
\text{(c)} \ \text{for every} \ v \in F_j(x) \setminus F_{j+1}(x), \ \lim_{n \to +\infty} \frac{1}{n} \log \| A^{(n)}(x) v \| = \lambda_j.
\]

**Proof.** Assume the cocycle \( A \) has a Lyapunov spectrum with exact gap pattern \( \tau = (\tau_1, \ldots, \tau_{k-1}) \), where \( 0 = \tau_0 < \tau_1 < \ldots < \tau_{k-1} < \tau_k = \dim E \), and \( E = E(x) \) denotes the fiber of \( \mathcal{B} \). Set by convention \( \mathfrak{v}_0^{(\infty)}(A) = \{0\} \) and \( \mathfrak{v}_k^{(\infty)}(A) = E(x) \).

Define \( F_j(x) := \mathfrak{v}_{\tau_{j-1}}^{(\infty)}(A)(x) \) for \( j = 1, \ldots, k+1 \), so that \( \dim F_j(x) = \dim E - \tau_{j-1} \). This implies (b).

The invariance (a) follows from proposition \([2.18]\).

To shorten notation let us write respectively \( \mathfrak{v}_k \), and \( \mathfrak{v}_k^{(\infty)} \), instead of \( \mathfrak{v}_k^{(\infty)}(A)(x) \), and \( \mathfrak{v}_k^{(\infty)}(A)(x) \). Given \( v \in F_j \setminus F_{j+1} = \mathfrak{v}_{\tau_{j-1}}^{(\infty)} \setminus \mathfrak{v}_{\tau_j}^{(\infty)} \), consider the orthogonal decomposition \( v = u + v' \), with \( u \in \mathfrak{v}_{\tau_{j-1}} \cap \mathfrak{v}_{\tau_j}, \ u \neq 0 \),
and \( v' \in \overline{v}^\perp_j \). By proposition \( 2.27 \) the non-zero vector \( u \) is in the fiber of
\[
\overline{v}^{(\infty)}_{\tau_j - \tau_j - 1} \left( A_{|\perp_{\tau_j - 1}} \right) = \overline{v}^{(\infty)}_{\tau_j} (A) \perp \overline{v}^{(\infty)}_{\tau_j} (A),
\]
and
\[
\lambda^-_A(x, u) = \lambda_A(x, u) = L_{\tau_j - 1}(A) = L_{\tau_j}(A) = \lambda_j(A).
\]
Analogously, and using Proposition \( 2.26 \),
\[
\lambda_A(x, v') \leq L_1 \left( A_{|\perp_{\tau_j}} \right) = L_{\tau_j - 1}(A) = L_{\tau_j}(A) = \lambda_j(A) < \lambda_j(A).
\]
Finally, applying item (d) of proposition \( 2.6 \) we infer that
\[
\lambda^-_A(x, v) = \lambda_A(x, v) = \lambda_A(x, u + v') = \lambda_A(x, u) = \lambda_j(A).
\]
This proves (c).

Definition 2.9. Given a linear map \( g : V \to V' \), between Euclidean spaces \( V \) and \( V' \), its pseudo inverse \( g^+ : V' \to V \) is the composition \( g^+ := (g|_{K_g^\perp})^{-1} \circ \pi_{R_g} : V' \to R_g \) of the orthogonal projection \( \pi_{R_g} : V' \to R_g \) with the inverse of \( g|_{K_g^\perp} : K_g^\perp \to R_g \).

Lemma 2.29. For any linear map \( g : V \to V' \), and integer \( 0 \leq k \leq \dim V \),
\[
\land_k(g^+) = (\land_k g)^+.
\]
Proof. We make use of three properties which can be easily checked:
(1) \( \land_k R_g = R_{\land_k g} \),
(2) \( \land_k (g|E) = \land_k g|_{\land_k E} \) and
(3) \( (\land_k g)^{-1} = \land_k (g^{-1}) \).
Thus \( \land_k (K_g^\perp) = \land_k (R_g^\perp) = R_{\land_k g^\perp} = K_{\land_k g^\perp} \), and
\[
\land_k(g^+) = \land_k(g|_{K_g^\perp})^{-1} \circ \land_k \pi_{R_g} = (\land_k g|_{\land_k K_g^\perp})^{-1} \circ \pi_{\land_k R_g}
= (\land_k g|_{K_g^\perp})^{-1} \circ \pi_{R_{\land_k g^\perp}} = (\land_k g)^+.
\]
Behind this cumbersome algebraic calculation there is a geometric meaning to grasp.

Definition 2.10. Given a cocycle \( A : X \to \Mat(m, \mathbb{R}) \), we define for \( n > 0 \)
\[
A^{(-n)}(x) := A^{(n)}(T^{-n}x)^+.
\]
When the cocycle takes invertible values, i.e., \( A : X \to \GL(m, \mathbb{R}) \), the backward iterates \( A^{(-n)}(x) \) correspond to forward iterates by the inverse cocycle \((T^{-1}, A^{-1})\).
Theorem 2.4 (Oseledets II). Let \( T : X \to X \) be an ergodic automorphism of a probability space \((X, \mathcal{A}, \mu)\), and let \( F_A : \mathcal{B} \to \mathcal{B} \) be a \( \mu \)-integrable linear cocycle on a measurable bundle \( \mathcal{B} \subseteq X \times \mathbb{R}^n \).

Then there exist \( \lambda_1 > \lambda_2 > \ldots > \lambda_{k+1} \geq -\infty \) and a family of measurable functions \( E_j : X \to \text{Gr}(\mathbb{R}^m) \), \( 1 \leq j \leq k+1 \), such that for \( \mu \)-almost every \( x \in X \),

(a) \( \mathcal{B}(x) = \oplus_{j=1}^{k+1} E_j(x) \),

(b) \( A(x) E_j(x) = E_j(Tx) \) for \( j = 1, \ldots, k \), and \( A(x) E_{k+1}(x) \subseteq E_k(Tx) \),

(c) for every \( v \in E_j(x) \setminus \{0\} \),

\[
\lim_{n \to \pm \infty} \frac{1}{n} \log \|A^n(x) v\| = \lambda_j,
\]

(d) \( \lim_{n \to \pm \infty} \frac{1}{n} \log |\sin \angle_{\min} (\oplus_{j \leq l} E_j(T^n x), \oplus_{j > l} E_j(T^n x))| = 0 \), for any \( l = 2, \ldots, k \).

Proof. Assume that \( A \) has a Lyapunov spectrum with exact gap pattern \( \tau = (\tau_1, \ldots, \tau_k) \), where \( 0 = \tau_0 < \tau_1 < \ldots < \tau_k < \tau_{k+1} = \dim E \), and \( E = E(x) \) denotes the fiber of \( \mathcal{B} \). Set by convention \( \mathfrak{v}_0^{(\infty)}(A) = \{0\} \) and \( \mathfrak{v}_{\tau_{k+1}}^{(\infty)}(A) = E(x) \).

Define \( E_j(x) := \mathfrak{v}_\tau^{(\infty)}(A^*)(x) \cap \mathfrak{v}_{\tau_{j-1}}^{(\infty)}(A)(x)^\perp \) for \( j = 1, \ldots, k+1 \).

By proposition 2.18 both sub-bundles \( \mathfrak{v}_{\tau_j}^{(\infty)}(A^*) \) and \( \mathfrak{v}_{\tau_{j-1}}^{(\infty)}(A)^\perp \) are \( A \)-invariant, and hence the same is true about the intersection. This proves (b).

For (a) consider the flag valued measurable functions

\[
\mathfrak{v}_\tau^*(x) = (\mathfrak{v}_{\tau_1}^{(\infty)}(A^*)(x), \ldots, \mathfrak{v}_{\tau_k}^{(\infty)}(A^*)(x)) \in \mathcal{F}_\tau(E(x)) ,
\]

\[
\mathfrak{v}_\tau^\perp(x) = (\mathfrak{v}_{\tau_k}^{(\infty)}(A)(x)^\perp, \ldots, \mathfrak{v}_{\tau_1}^{(\infty)}(A)(x)^\perp) \in \mathcal{F}_{\tau^\perp}(E(x)) .
\]

According to Definition 3.5 in [3] we have

\[
\{ E_j(x) \}_{1 \leq j \leq k+1} = \mathfrak{v}_\tau^*(x) \cap \mathfrak{v}_\tau^\perp(x) .
\]

Thus, in view of Proposition 3.14 in [5] it is now enough to see that \( \theta_{\tau}(\mathfrak{v}_\tau^*, \mathfrak{v}_\tau^\perp(x)) > 0 \) for \( \mu \)-a.e. \( x \in X \). But by Definition 3.4 and Lemma 3.10 in [5],

\[
\theta_{\tau}(\mathfrak{v}_\tau^*, \mathfrak{v}_\tau^\perp) = \min_{1 \leq i \leq k} \theta_{\tau_i}(\mathfrak{v}_{\tau_i}^{(\infty)}(A^*), \mathfrak{v}_{\tau_i}^{(\infty)}(A)^\perp)
\]

\[
= \min_{1 \leq i \leq k} \alpha_{\tau_i}(\mathfrak{v}_{\tau_i}^{(\infty)}(A^*), \mathfrak{v}_{\tau_i}^{(\infty)}(A))
\]

\[
= \min_{1 \leq i \leq k} \alpha(\mathfrak{v}^{(\infty)}(x_i A^*), \mathfrak{v}^{(\infty)}(x_i A)) > 0 .
\]
The final positivity follows from lemma 2.16. This proves (a), or in other words that \( \{ E_j(x) \}_{1 \leq j \leq k+1} \) is a direct sum decomposition of \( E(x) \) with \( \dim E_j(x) = r_j - r_{j-1} \), for all \( j = 1, \ldots, k + 1 \).

We prove (c) through several reductions.

Consider first the case \( j = 1 \) and \( r_1 = 1 \). In this case \( r_0 = 0 \) and the intersection sub-bundle \( E_j \) is the 1-dimensional \( \mathcal{A} \)-invariant bundle \( \mathfrak{E}^{(\infty)}(A^*) \).

Let \( v^* : X \to \mathbb{P}([\mathbb{R}^m]) \) be a unit measurable section of this bundle. By invariance we have \( A(x) v^*(x) = \pm v^*(T x) \) or \( \mu \)-a.e. \( x \in X \), and hence we get

\[
\log \| A^{(n)}(x) v^*(x) \| = \sum_{j=0}^{n-1} \log \| A(T^j x) v^*(T^j x) \| .
\]

By proposition 2.21 the function \( \log \| A v^* \| \) is \( \mu \)-integrable, with \( \int \log \| A v^* \| \, d\mu = L_1(A) \). Therefore, by Birkhoff’s ergodic theorem we have

\[
\lim_{n \to +\infty} \frac{1}{n} \log \| A^{(n)}(x) v^*(x) \| = L_1(A) .
\]

On the other hand, since \( T \) is invertible, the Birkhoff averages

\[
\log \| A^{(n)}(T^{-n} x) v^*(T^{-n} x) \| = \sum_{j=0}^{n-1} \log \| A(T^{-j} x) v^*(T^{-j} x) \|
\]

also converge \( \mu \)-almost everywhere to \( L_1(A) \). Now, inverting the relation

\[
A^{(n)}(T^{-n} x) v^*(T^{-n} x) = \| A^{(n)}(T^{-n} x) v^*(T^{-n} x) \| v^*(x) ,
\]

we get

\[
A^{(n)}(T^{-n} x)^+ v^*(x) = \| A^{(n)}(T^{-n} x) v^*(T^{-n} x) \|^{-1} v^*(T^{-n} x) ,
\]

so that

\[
\log \| A^{(-n)}(x) v^*(x) \| = - \log \| A^{(n)}(T^{-n} x) v^*(T^{-n} x) \| .
\]

Thus

\[
\lim_{n \to +\infty} \frac{1}{n} \log \| A^{(-n)}(x) v^*(x) \| = -L_1(A) .
\]

Next consider the case \( j = 1 \) and \( r = r_1 > 1 \). In this case \( r_0 = 0 \) and the intersection sub-bundle \( E_j \) is the \( r \)-dimensional \( \mathcal{A} \)-invariant bundle \( \mathfrak{E}^{(\infty)}(A^*) \).

Given a unit vector \( v_1 \) in \( \mathfrak{E}^{(\infty)}(A^*) \), include it in some orthonormal basis \( \{ v_1, \ldots, v_r \} \) of \( \mathfrak{E}^{(\infty)}(A^*) \) and take the unit \( r \)-vector \( w = v_1 \land \ldots \land v_r \).
Applying the previous case to the cocycle $\wedge_r A$ and $w \in \mathbf{v}^{(\infty)}(\wedge_r A)$, we conclude that

$$\lim_{n \to \pm \infty} \frac{1}{n} \log \| \wedge_r A^{(n)}(x)(v_1 \wedge \ldots \wedge v_r) \| = L_1(\wedge_r A) = r L_1(A).$$

By proposition 2.23 we have

$$\log \| \wedge_r A^{(n)}(x)(v_1 \wedge \ldots \wedge v_r) \| \leq \sum_{i=1}^{r} \log \| A^{(n)}(x)v_i \| \leq r \log \| A^{(n)}(x) \|,$$

and since both upper and lower bounds of this sum converge to $r L_1(A)$, as $n \to \pm \infty$, we conclude that for all $i = 1, \ldots, r$, and in particular for $i = 1$,

$$\lim_{n \to \pm \infty} \frac{1}{n} \log \| A^{(n)}(x)v_i \| = L_1(A).$$

Finally consider the general case, where $2 \leq j \leq k$. By proposition 2.27,

$$E_j = \mathbf{v}_{\tau_j}^{(\infty)}(A^*) \cap \mathbf{v}_{\tau_{j-1}}^{(\infty)}(A) \perp = \mathbf{v}_{\tau_{j-1}}^{(\infty)}(A|_{\mathbf{v}_{\tau_j}^{\perp}}).$$

We denote this $A$-invariant sub-bundle by $\mathcal{B}_j$. Given a non-zero vector $v \in \mathcal{B}_j(x)$, applying the previous case to the restricted cocycle $A|_{\mathcal{B}_j}$ by proposition 2.26

$$\lim_{n \to \pm \infty} \frac{1}{n} \log \| A^{(n)}(x)v \| = L_{\tau_{j-1}}(A|_{\mathcal{B}_j}) = L_{\tau_j}(A) = \lambda_j(A).$$

This proves (c).

For the last item, (d), notice that $\oplus_{j \leq l} E_j = \mathbf{v}_{\tau_l}^{(\infty)}(A^*)$, while $\oplus_{j > l} E_j = \mathbf{v}_{\tau_l}^{(\infty)}(A)^\perp$. Hence by item (d) of Proposition 2.10 in [3],

$$| \sin \Delta_{\min}(\oplus_{j \leq l} E_j(x), \oplus_{j > l} E_j(x)) | = \delta_{\min}(\mathbf{v}_{\tau_l}^{(\infty)}(A^*), \mathbf{v}_{\tau_l}^{(\infty)}(A)^\perp) \geq \alpha_{\tau_l}(\mathbf{v}_{\tau_l}^{(\infty)}(A^*), \mathbf{v}_{\tau_l}^{(\infty)}(A)) = \alpha(\mathbf{v}_{\tau_l}^{(\infty)}(\wedge_{\tau_l} A^*), \mathbf{v}_{\tau_l}^{(\infty)}(\wedge_{\tau_l} A)) .$$

Thus item (d) follows by proposition 2.22 (a).
3. Abstract continuity theorem of the Oseledets filtration and decomposition

Given a space of cocycles satisfying base and uniform fiber LDT estimates, we prove that the Oseledets filtration and decomposition vary continuously with the cocycle in an $L^1$ sense. We first prove the continuity of the most expanding direction, as it contains the main ingredients of our argument. We then define the space of measurable filtrations and endow it with an appropriate topology. Using the construction of the Oseledets filtration and decomposition in Subsection 2.3, we deduce the continuity of these two quantities from that of the most expanding direction. This is obtained via some Grassmann geometrical considerations established in Chapter 2 of [6], see also [5].

We begin by describing the abstract setup of our continuity theorems.

3.1. Assumptions on the space of cocycles.

Definition 3.1. A space of measurable cocycles $C$ is any class of matrix valued functions $A : X \to \text{Mat}(m, \mathbb{R})$, where $m \in \mathbb{N}$ is not fixed, such that every $A : X \to \text{Mat}(m, \mathbb{R})$ in $C$ has the following properties:

1. $A$ is measurable.
2. $\|A\| \in L^\infty(\mu)$.
3. The exterior powers $\wedge_k A : X \to \text{Mat}_{(m)^{(k)}}(\mathbb{R})$ are in $C$, for $k \leq m$.

Each subspace $C_m := \{ A \in C \mid A : X \to \text{Mat}_m(\mathbb{R}) \}$ is a-priori endowed with a distance $\text{dist} : C_m \times C_m \to [0, +\infty)$ which is at least as fine as the $L^\infty$ distance, i.e. for all $A, B \in C_m$ we have

$$\text{dist}(B, A) \geq \|B - A\|_{L^\infty}.$$

We assume a correlation between the distances on each of these subspaces, namely the map $C_m \ni A \mapsto \wedge_k A \in C_{(m)^{(k)}}$ is locally Lipschitz.

The functions $\frac{1}{n} \log \|A^{(n)}(x)\|$ are integrable, and their integrals, denoted by $L_1^{(n)}(A)$, will be referred to as finite scale (top) Lyapunov exponents.

We need stronger integrability assumptions on these functions.

Definition 3.2. A cocycle $A \in C$ is called $L^p$-bounded if there is a constant $C < \infty$, which we call its $L^p$-bound, such that for all $n \geq 1$ we have:

$$\left\| \frac{1}{n} \log \|A^{(n)}(\cdot)\| \right\|_{L^p} < C \quad (3.1)$$

A cocycle $A \in C_m$ is called uniformly $L^p$-bounded, if the above bound holds uniformly near $A$. 

Given a cocycle $A \in \mathcal{C}$ and an integer $N \in \mathbb{N}$, denote by $\mathcal{F}_N(A)$ the algebra generated by the sets $\{x \in X : \|A^{(n)}(x)\| \leq c\}$ or $\{x \in X : \|A^{(n)}(x)\| \geq c\}$ where $c \geq 0$ and $0 \leq n \leq N$.

Let $\Xi$ be a set of measurable functions $\xi : X \to \mathbb{R}$, which we call observables. Let $A \in \mathcal{C}$.

**Definition 3.3.** We say that $\Xi$ and $A$ are compatible if for every integer $N \in \mathbb{N}$, for every set $F \in \mathcal{F}_N(A)$ and for every $\epsilon > 0$, there is an observable $\xi \in \Xi$ such that:

$$1_F \leq \xi \quad \text{and} \quad \int_X \xi \, d\mu \leq \mu(F) + \epsilon.$$  

(3.2)

To describe the LDT estimates we introduce the following formalism. From now on, $\xi, \zeta : (0, \infty) \to (0, \infty)$ will represent functions that describe respectively, the size of the deviation from the mean and the measure of the deviation set. We assume that the deviation size functions $\xi(t)$ are non-increasing. We assume that the deviation set measure functions $\zeta(t)$ are continuous and strictly decreasing to 0, as $t \to \infty$, at least like a power and at most like an exponential: for some $c_0 > 0$,

$$e^{-c_0 t} < \zeta(t) < t^{-10} \quad \text{as} \quad t \to \infty.$$

We use the notation $\epsilon_n := \xi(n)$ and $\iota_n := \zeta(n)$ for integers $n$.

Let $\mathcal{P}$ be a set of triplets $p = (n_0, \epsilon, \iota)$, where $n_0$ is an integer and $\epsilon$ and $\iota$ are deviation functions. We call the elements of $\mathcal{P}$ LDT parameters.

We now define the base and fiber LDT estimates.

**Definition 3.4.** An observable $\xi : X \to \mathbb{R}$ satisfies a base-LDT estimate w.r.t. a space of parameters $\mathcal{P}$ if for every $\epsilon > 0$ there is $p = p(\xi, \epsilon) \in \mathcal{P}$, $p = (n_0, \epsilon, \iota)$, such that for all $n \geq n_0$ we have $\epsilon_n \leq \epsilon$ and

$$\mu \{x \in X : \left| \frac{1}{n} S_n \xi(x) - \langle \xi \rangle \right| > \epsilon_n \} < \iota_n.$$  

(3.3)

**Definition 3.5.** A measurable cocycle $A : X \to \text{Mat}(m, \mathbb{R})$ satisfies a fiber-LDT estimate w.r.t. a space of parameters $\mathcal{P}$ if for every $\epsilon > 0$ there is $p = p(A, \epsilon) \in \mathcal{P}$, $p = (n_0, \epsilon, \iota)$, such that for all $n \geq n_0$ we have $\epsilon_n \leq \epsilon$ and

$$\mu \{x \in X : \left| \frac{1}{n} \log \|A^{(n)}(x)\| - L^{(n)}_1(A) \right| > \epsilon_n \} < \iota_n.$$  

(3.4)

The cocycle $A$ satisfies a uniform fiber-LDT estimate if (3.4) holds in a neighborhood of $A$ with the same LDT parameter $p$. 
Our continuity results on the most expanding direction, the Oseledets filtration and decomposition hold under the same assumptions in the abstract continuity theorem (ACT) of the Lyapunov exponents (Theorem 3.1 in [6] or Theorem 1.1 in [4]).

Thus for the rest of the paper, we will be under the following:

**Assumptions.** Consider an ergodic system \((X, \mu, T)\), a space of measurable cocycles \(C\), a set of observables \(\Xi\), a set of LDT parameters \(P\) such that

1. \(\Xi\) is compatible with every cocycle \(A \in C\).
2. Every observable \(\xi \in \Xi\) satisfies a base-LDT estimate.
3. Every cocycle with finite top LE is uniformly \(L^p\)-bounded, where \(1 < p \leq \infty\). For simplicity of notations we let \(p = 2\).
4. Every cocycle \(A \in C\) such that \(L_1(A) > L_2(A)\) satisfies a uniform fiber-LDT estimate.

### 3.2. Continuity of the most expanding direction

We employ the Lipschitz estimates on Grassmann manifolds and the avalanche principle derived in Chapter 2 of [6], see also [5].

Recall from Subsection 2.3 that the most expanding direction of the \(n\)-th iterate of a cocycle \(A \in C\) defines a partial function

\[
\overline{v}^{(n)}(A)(x) := \begin{cases} \overline{v}(A^{(n)}(x)) & \text{if } \text{gr}(A^{(n)}(x)) > 1 \\ \text{undefined} & \text{otherwise} \end{cases}
\]

By Proposition 2.7, as \(n \to \infty\) the functions \(\overline{v}^{(n)}(A)(x)\) converge \(\mu\) a.e. to a measurable function \(\overline{v}^{(\infty)}(A): X \to \mathbb{P}(\mathbb{R}^m)\).

Let \(L^1(X, \mathbb{P}(\mathbb{R}^m))\) be the space of all Borel measurable functions \(F: X \to \mathbb{P}(\mathbb{R}^m)\). Consider the distance

\[
dist(F_1, F_2) := \int_X d(F_1(x), F_2(x)) \mu(dx),
\]

where the quantity under the integral sign refers to the distance between points in the projective space \(\mathbb{P}(\mathbb{R}^m)\).

Clearly all the functions \(\overline{v}^{(n)}(A)\) are in \(L^1(X, \mathbb{P}(\mathbb{R}^m))\), and by dominated convergence we have that as \(n \to \infty\),

\[
\overline{v}^{(n)}(A) \to \overline{v}^{(\infty)}(A) \quad \text{in} \quad L^1(X, \mathbb{P}(\mathbb{R}^m)). \tag{3.5}
\]

We will prove that if \(L_1(A) > L_2(A)\), then locally near \(A\), the map \(B \mapsto \overline{v}^{(\infty)}(B)\) is continuous with a modulus of continuity depending on the LDT parameter.

We do so by deriving a quantitative version of the convergence in (3.5), which moreover is somewhat uniform in phase and cocycle. This
more precise convergence comes as a consequence of the availability of the LDT estimates for our system, as the exceptional sets of phases in the domain of availability of the avalanche principle can be precisely (and uniformly in the cocycle) measured.

Fix a cocycle $A \in \mathcal{C}$ such that $L_1(A) > L_2(A)$. Let $\kappa(A) := L_1(A) - L_2(A) > 0$ and $\epsilon_0 := \kappa(A)/100$. What follows is a bookkeeping of various exceptional sets related to notions from Chapter 3 in [6], see also [4]. They will eventually define and measure the exceptional sets in the domain of applicability of the avalanche principle (AP) in Proposition 2.5, for certain sequences of iterates of a cocycle $B$ in a small neighborhood of $A$.

Pick for the rest of this subsection $\delta = \delta(A) > 0$, $n_0 = n_0(A) \in \mathbb{N}$, \( L = L(A) \in \mathcal{L} \) such that, by Lemma 5.1 in [4] we have: for all $B \in \mathcal{C}_m$ with dist$(B, A) < \delta$,

$$\text{gr}(B^{(n)}(x)) > e^{n \kappa(A)/2} =: \frac{1}{\kappa_n} (> 1) \quad (3.6)$$

holds for all $n \geq n_0$ and for all $x$ outside a set of measure $< \tau_n$, and

$$|L_1^{(n)}(B) - L_1^{(m)}(A)| < \kappa(A)/20 \quad (3.7)$$

holds for all $m, n \geq n_0$.

As before, (3.6) will ensure the gap condition in the AP, while (3.7) via Lemma 4.2 in [4] will ensure the angle condition.

Fix a cocycle $B$ with dist$(B, A) < \delta$. We will define, for all scales $n \geq n_0$, the exceptional sets outside which the AP can be applied for various block lengths and configurations of block components.

The exceptional set in the nearly uniform upper semicontinuity of the maximal Lyapunov exponent (Proposition 2.1 in [4]) depends only on $A$, and we denote it by $\mathcal{B}_n^{usc}(A)$. Its measure is $\mu[\mathcal{B}_n^{usc}(A)] < \tau_n$.

Let

$$\mathcal{B}_n^{ldt}(B) := \{x \in X : \left| \frac{1}{n} \log \|B^{(n)}(x)\| - L_1^{(n)}(B) \right| > \epsilon_n \}$$

be the exceptional set in the uniform fiber-LDT estimate. Its measure is $\mu[\mathcal{B}_n^{ldt}(B)] < \tau_n$.

Let

$$\mathcal{B}_n^{\delta}(B) := \mathcal{B}_n^{ldt}(B) \cup \mathcal{B}_n^{usc}(\land_2 A).$$

A simple inspection of the proof of Lemma 2.2 in [4] shows that $\mathcal{B}_n^{\delta}(B)$ is the exceptional set in (3.6), and its measure satisfies $\mu[\mathcal{B}_n^{\delta}(A)] \lesssim \tau_n$. Note also that (3.6) ensures that $\overline{v}(B^{(n)}(x))$ is defined (since there is a gap between the two largest singular values).
Moreover, a simple inspection of the proof of Lemma 4.2 in [4], combined with (3.7), shows that for $2n \geq m_1, m_2 \geq n \geq n_0$, the bound
\[
\frac{\|B^{(m_2+m_1)}(x)\|}{\|B^{(m_2)}(T^{m_1}x)\| \cdot \|B^{(m_1)}(x)\|} > e^{-(m_1+m_2)\kappa(A)/20} > e^{-n\kappa(A)/5} =: \varepsilon_n
\] holds provided that
\[
x \notin B^{ldt}_{m_2+m_1}(B) \cup B^{ldt}_{m_1}(B) \cup T^{-m_1}B^{ldt}_{m_2}(B).
\]
Note that from (3.6) and (3.8) that $\frac{\varepsilon_n}{\kappa_n} \approx e^{-n\kappa(A)/10} < \iota_n \ll 1$, hence the condition on $\varkappa$ and $\varepsilon$ from the AP is satisfied.

The bound on the distance between most expanding directions in the conclusion of the AP is
\[
\frac{\varkappa_n}{\varepsilon_n} = e^{-3n\kappa(A)/10} < \iota_n .
\] (3.9)

When using the AP, we will always apply (3.8) to configurations for which $n$ is fixed and $m_1 = n$ while $n \leq m_2 \leq 2n$. This motivates defining
\[
B^a_n(B) := \bigcup_{n \leq m \leq 3n} [B^{ldt}_m(B) \cup T^{-m}B^{ldt}_m(B)].
\]
Clearly $\mu[B^a_n(B)] \lesssim n\iota_n$, and if $x \notin B^a_n(B)$, then the angle condition will be ensured for block components of the kind indicated above.

Let
\[
B^{ga}_n(B) := B^a_n(B) \cup B^b_n(B),
\]
so $\mu[B^{ga}_n(B)] \lesssim n\iota_n$, and if $x \notin B^{ga}_n(B)$, both the gap and the angle conditions hold for appropriate block components at scale $n$.

Let $n_0 \geq n_0$ and $2n_0 \leq n_1 \leq \iota_n^{-1/2}$. If we define
\[
B^{ap}_{n_0}(B) := \bigcup_{0 \leq i < n_0^{-1}\iota_n^{-1/2}} T^{-i\iota_n}B^{ga}_{n_0}(B),
\] (3.10)
then $\mu[B^{ap}_{n_0}(B)] \lesssim n_0^{-1}\iota_n^{-1/2} \iota_{n_0} \iota_{n_0} < \iota_{n_0}^{1/2}$ and if $x \notin B^{ap}_{n_0}(B)$, then the AP can be applied to a block of length $n_1$ whose $n$ components have lengths $n_0$, except for the last, whose length is the remaining integer $m$ satisfying $n_0 \leq m \leq 2n_0$.

Now define for all $n \geq n_0$ the nested, decreasing sequence of exceptional sets
\[
B^b_n(B) := \bigcup_{k \geq n} B^{ap}_k(B).
\] (3.11)
Clearly
\[
\mu[B^b_n(B)] \leq \sum_{k \geq n} \mu[B^{ap}_k(B)] \lesssim \sum_{k \geq n} \iota_k^{1/2} \lesssim \iota_n^{1/2}
\]
and if \( x \notin B_{n_0}^\ell(B) \) then for any scales \( n_0, n_1 \) such that \( n_0 \geq n \) and \( 2n_0 \leq n_1 \leq n_0^{-1/2} \), since \( x \notin B_{n_0}^{ap}(B) \), the AP can be applied to a block of length \( n_1 \) whose components have lengths \( \asymp n_0 \).

**Remark 3.1.** Let us summarize the accounting above. Given a cocycle \( A \in \mathcal{C}_m \) with \( L_1(A) > L_2(A) \), there are parameters \( \delta, n_0, \ell \) depending only on \( A \) so that for any cocycle \( B \in \mathcal{C}_m \) with \( \text{dist}(B, A) < \delta \) and for any scale \( k \geq n_0 \), there are exceptional sets \( B_{k}^{ap}(B) \) and \( B_k^\ell(B) \) of measure \( < i_k^{1/2} \) such that

1. If \( n_0 \geq n_0 \), \( 2n_0 \leq n_1 \leq i_n^{-1/2} \) and if \( x \notin B_{n_0}^{ap}(B) \), then the AP with parameters \( \kappa_{n_0}, \varepsilon_{n_0} \) can be applied to a block \( B^{(n_1)}(x) \) of length \( n_1 \) whose components have lengths \( n_0 \), except possibly for the last, whose length is between \( n_0 \) and \( 2n_0 \).
2. If \( n \geq n_0 \) and if \( x \notin B_{n_0}^\ell(B) \), then for any scales \( n_0, n_1 \) such that \( n_0 \geq n \) and \( 2n_0 \leq n_1 \leq i_n^{-1/2} \), the AP with parameters \( \kappa_{n_0}, \varepsilon_{n_0} \) can be applied to a block \( B^{(n_1)}(x) \) of length \( n_1 \) whose components have lengths \( \asymp n_0 \).

The following results are now easy to phrase and to prove.

**Lemma 3.1.** Let \( n_1, n_0 \in \mathbb{N} \) such that \( n_0 \geq n_0 \) and \( 2n_0 \leq n_1 \leq i_n^{-1/2} \). If \( x \notin B_{n_0}^{ap}(B) \) then

\[
\bar{d}(\overline{\mathbf{B}}(B^{(n_1)}(x)), \overline{\mathbf{B}}(B^{(n_0)}(x))) < \frac{\kappa_{n_0}}{\varepsilon_{n_0}}. \tag{3.12}
\]

**Proof.** Consider the block \( B^{(n_1)}(x) \) and break it down into \( n - 1 \) many blocks of length \( n_0 \) each, and a remaining block of length \( m \) with \( n_0 \leq m < 2n_0 \). In other words, write \( n_1 = (n - 1)n_0 + m \), for some \( n_0 \leq m < 2n_0 \) and define

\[
g_i = g_i(x) := B^{(n_0)}(T^{i_{n_0}} x)
\]

for \( 0 \leq i \leq n - 2 \), and

\[
g_{n-1} = g_{n-1}(x) := B^{(m)}(T^{(n-1)n_0} x).
\]

Then

\[
g^{(n)} = g_{n-1} \cdot \ldots \cdot g_1 \cdot g_0 = B^{(n_1)}(x),
\]

\[
g_i \cdot g_{i-1} = B^{(2n_0)}(T^{(i-1)n_0} x)
\]

for \( 1 \leq i \leq n - 2 \), while

\[
g_{n-1} \cdot g_{n-2} = B^{(m+n_0)}(T^{(n-2)n_0} x).
\]
Since \( x \notin B_{n_0}^b(B) \), we are in the setting described in Remark 3.1, hence the AP (Proposition 2.5) applies and we have:

\[
d(\overline{v}(B^{(n_1)}(x)), \overline{v}(B^{(n_0)}(x))) = d(\overline{v}(g^{(n)})), \overline{v}(g_0)) \lesssim \frac{\kappa_{n_0}}{\varepsilon_{n_0}}.
\]

\( \square \)

**Lemma 3.2.** For all \( n_0 \geq n_0 \), \( m \geq n_0^{2+} \), if \( x \notin B_{n_0}^b(B) \) then

\[
d(\overline{v}(B^{(m)}(x)), \overline{v}(B^{(n_0)}(x))) \lesssim \frac{\kappa_{n_0}}{\varepsilon_{n_0}}. \tag{3.13}
\]

**Proof.** Fix \( 0 < c \ll 1 \). Let \( \psi(t) := t^2 \).

Define inductively the following intervals of scales \( N_0 := [n_0^{1+c}, n_0^{3+c}] \subset [2n_0, \varepsilon_0^{-1/2}] \), \( N_1 := \psi(N_0) = [n_0^{2+2c}, n_0^{6+2c}] \) and for all \( k \geq 0 \), \( N_{k+1} := \psi(N_k) \).

These intervals overlap, so they cover up all integers \( \geq n_0^{1+c} \).

Let \( m \geq n_0^{2+2c} \). Then there is \( k \geq 0 \) such that \( m = m_{k+1} \in N_{k+1} \), and so \( m_{k+1} \approx m_k^2 \) for some \( m_k \in N_k \). In fact, there is a backward ”orbit” of integers \( m_0 \in N_0, m_1 \in N_1, \ldots, m_k \in N_k \) such that \( m_{j+1} \approx m_j^2 \).

For any \( 0 \leq j \leq k \), since \( m_j \geq m_0 \geq n_0 \), and since \( x \notin B_{n_0}^b(B) \), by (3.11) we have \( x \notin B_{m_j}^{ap}(B) \). Moreover, since \( m_{j+1} \approx m_j^2 \), we have \( 2m_j \leq m_{j+1} \leq \varepsilon_0^{-1/2} \), hence Lemma 3.1 is applicable to the scales \( m_j, m_{j+1} \) and we get

\[
d(\overline{v}(B^{(m_{j+1})}(x)), \overline{v}(B^{(m_j)}(x))) < \frac{\kappa_{m_j}}{\varepsilon_{m_j}}. \tag{3.14}
\]

Moreover, since \( \varepsilon_0^{-1/2} \geq m_0 \geq n_0^{1+c} \geq 2n_0 \), and since \( x \notin B_{n_0}^b(B) \), hence \( x \notin B_{n_0}^{ap}(B) \), Lemma 3.1 is applicable also at scales \( m_0, n_0 \), and we have

\[
d(\overline{v}(B^{(m_0)}(x)), \overline{v}(B^{(n_0)}(x))) < \frac{\kappa_{n_0}}{\varepsilon_{n_0}}. \tag{3.15}
\]

Using (3.15), (3.14) and the triangle inequality we get

\[
d(\overline{v}(B^{(m)}(x)), \overline{v}(B^{(n_0)}(x)))
\leq d(\overline{v}(B^{(m_0)}(x)), \overline{v}(B^{(n_0)}(x)))
\quad + \sum_{j=0}^{k} d(\overline{v}(B^{(m_{j+1})}(x)), \overline{v}(B^{(m_j)}(x)))
\leq \frac{\kappa_{n_0}}{\varepsilon_{n_0}} + \sum_{j=0}^{k} \frac{\kappa_{m_j}}{\varepsilon_{m_j}} \lesssim \frac{\kappa_{n_0}}{\varepsilon_{n_0}}.
\]
The last inequality holds because by (3.9) we have \( \frac{\epsilon_n}{\epsilon_n} = e^{-3n\kappa(A)/10} \), hence the series above converges rapidly, and so its sum is comparable with the first term.

From Proposition 2.7 and by the proximity of the cocycle \( B \) to \( A \), we already know that its most expanding direction of \( \overline{\nu}^{(\infty)}(B)(x) \) is well defined as the \( \mu \)-a.e. limit as \( n \to \infty \) of the finite scale most expanding direction \( \overline{\nu}^{(n)}(B)(x) \). We prove a quantitative version of this convergence.

**Proposition 3.3** (speed of convergence). For all \( n \geq n_0 \), if \( x \notin B_{n_0}^i(B) \), hence for \( x \) outside a set of measure \( < \frac{1}{n^{1/2}} \), we have

\[
d(\overline{\nu}(B^{(n)}(x)), \overline{\nu}^{(\infty)}(B)(x)) < \frac{\epsilon_n}{\epsilon_n} = e^{-3n\kappa(A)/10} < \epsilon_n.
\]  

(3.16)

Moreover,

\[
dist(\overline{\nu}^{(n)}(B), \overline{\nu}^{(\infty)}(B)) < \epsilon_n^{1/2}.
\]

(3.17)

**Proof.** Estimate (3.16) follows directly by taking the limit in lemma 3.2 with \( n_0 = n \) and \( m \to \infty \). The second estimate follows by integration in \( x \). □

**Proposition 3.4** (finite scale continuity). Given \( C_2 > 0 \), there is a constant \( C_1 = C_1(A,C_2) < \infty \), such that for any \( B_1, B_2 \in C_m \) with \( dist(B_i, A) < \delta \), where \( i = 1,2 \), if \( n \geq n_0 \) and if \( dist(B_1, B_2) < e^{-C_1n} \), then for \( x \) outside a set of measure \( < \epsilon_n \) we have

\[
dist(\overline{\nu}(B_1^{(n)}(x)), \overline{\nu}(B_2^{(n)}(x))) < e^{-C_2n} < \epsilon_n.
\]

(3.18)

Moreover,

\[
dist(\overline{\nu}^{(n)}(B_1), \overline{\nu}^{(n)}(B_2)) < \epsilon_n.
\]

(3.19)

**Proof.** To prove (3.18) we will use the Lipschitz continuity of the most expanding singular direction in Proposition 3.18 from [5].

Put \( g_i = g_i(x) := B_i^{(n)}(x) \), \( i = 1,2 \).

Let \( x \notin B_{n}^g(B_1) \cup B_{n}^g(B_2) \), which is a set of measure \( < \epsilon_n \). We show that the assumptions of Proposition 3.18 in [5] hold for all such \( x \).

Firstly note that by (3.10) we have \( gr(g_i) = gr(B_i^{(n)}(x)) > \frac{1}{\kappa_n} > 1 \), so in particular \( \overline{\nu}(B_i^{(n)}(x)) \) are well defined.

Moreover, the fiber-LDT estimate applies to \( B_i \) and we have

\[
\frac{1}{n} \log \| B_i^{(n)}(x) \| > L_i^{(n)}(B_i) - \epsilon_n > L_i^{(n)}(A) - \frac{\kappa(A)}{20} - \frac{\kappa(A)}{100} > -C_0,
\]

where we used (3.7) in the estimate above, and \( C_0 = C_0(A) < \infty \).

Then

\[
\| g_i \| = \| B_i^{(n)}(x) \| > e^{-C_0n}.
\]
Since for $\mu$ almost every $x$, $\|B_i(x)\| < C(A) < \infty$, by possibly increasing $C_0$, we may also assume that
\[ \|g_i\| = \|B_1^{(n)}(x)\| < e^{C_0n}. \]

Moreover, assuming $\text{dist}(B_1, B_2) < e^{-C_1n}$, with $C_1$ to be chosen later,
\[ \|g_1 - g_2\| = \|B_1^{(n)}(x) - B_2^{(n)}(x)\| \leq nC_0^{n-1} \text{dist}(B_1, B_2) < e^{-(C_1-2\log C_0)n}. \]
Then
\[ d_{\text{rel}}(g_1, g_2) := \max\{\n|g_1 - g_2|/\|g_1\|, \|g_2\|\} \leq e^{-(C_1-2\log C_0)n} \frac{e^{-C_0n}}{e^{-C_0n}} < e^{-C_2n} \ll 1, \]
provided we choose $C_1 > 2 \log C_0 + C_0 + C_2$.

Proposition 3.18 in [5] applies, and we conclude:
\[ d(\overline{B}(g_1), \overline{B}(g_2)) \leq \frac{16}{1 - \kappa_n^2} d_{\text{rel}}(g_1, g_2) \leq e^{-C_2n}. \]

This proves (3.18), while (3.19) follows by integration in $x$.

We are now ready to formulate and to prove the continuity of the most expanding direction.

**Theorem 3.1.** Let $A \in \mathcal{C}_m$ with $L_1(A) > L_2(A)$. There are $\delta > 0$, $\zeta \in \mathcal{I}$, $c > 0$, $\alpha > 0$, all depending only on $A$, such that for any cocycles $B_1, B_2 \in \mathcal{C}_m$ with $\text{dist}(B_i, A) < \delta$, where $i = 1, 2$, we have:
\[ \mu \{x \in X : d(\overline{B}^{(n)}(B_1)(x)), \overline{B}^{(n)}(B_2)(x)) > \text{dist}(B_1, B_2)^{\alpha} \} < \omega_\zeta(\text{dist}(B_1, B_2)) \]
where $\omega_\zeta(h) := [\zeta(c \log(1/h))]^{1/2}$ is a modulus of continuity function, and clearly $\omega_\zeta(h) \to 0$ as $h \to 0$.

Moreover,
\[ \text{dist}(\overline{B}^{(\infty)}(B_1), \overline{B}^{(\infty)}(B_2)) < \omega_\zeta(\text{dist}(B_1, B_2)). \]  

(3.20)

**Proof.** Fix any $C_2 > 0$ and let $C_1$ be the constant in Proposition 3.4.

Put $\text{dist}(B_1, B_2) =: h$ and choose $n \in \mathbb{N}$ such that $h \asymp e^{-C_1n}$. Since $h \leq 2\delta$ and $n \asymp 1/C_1 \log 1/h$, by taking $\delta$ small enough we may assume that $n \geq n_0$.

Apply Proposition 3.4 to get that for $x$ outside a set of measure $< \zeta_n$,
\[ \text{dist}(\overline{B}^{(n)}(B_1)(x)), \overline{B}^{(n)}(B_2)(x)) < e^{-C_2n}. \]  

(3.21)

Now apply Proposition 3.3 to $B = B_1$, $i = 1, 2$, to get that for $x$ outside a set of measure $< \zeta_n^{1/2}$,
\[ d(\overline{B}^{(n)}(B_1)(x)), \overline{B}^{(\infty)}(B_1)(x)) < e^{-3n\zeta(A)/10}. \]  

(3.22)
Combine (3.21) and (3.22) to conclude that for $x$ outside a set of measure $\lesssim \frac{1}{n}$ and for $c_0 < \min\{C_2, 3\kappa(A)/10\}$, we have
\[d(\mathbf{v}(B_1)(x), \mathbf{v}(B_2)(x)) < e^{-c_0 n} = h^\alpha,
\]
where $\alpha = \frac{c_0}{C_1}$. This proves the pointwise estimate.

To prove (3.20), simply integrate in $x$ and take into account the fact that since the large deviation measure function $\lambda$ decays at most exponentially, the corresponding modulus of continuity function $\omega_\lambda$ will decay at most like a power of $h$, so we may assume $h^\alpha < \omega_\lambda(h)$ as $h \to 0$. □

3.3. Spaces of measurable filtrations and decompositions. We introduce a space of measurable filtrations, i.e. a space of functions $s$ from the phase space to the set of all flags. Thus the Oseledets filtration of a linear cocycle is an element of this space. We endow the space of measurable filtrations with a natural topology. Similarly, we define a space of measurable decompositions.

We start with an example that will motivate the formalism below. Let $A$ be a linear cocycle with exact gap pattern say $\tau = (2, 3)$, that is,
\[L_1(A) = L_2(A) > L_3(A) > L_4(A) = \ldots = L_m(A).
\]
The Oseledets filtration of $A$ is a $\tau^\perp = (m-3, m-2)$-flag
\[\{0\} = F_1(A)(x) \subsetneq F_3(A)(x) \subsetneq F_2(A)(x) \subsetneq F_1(A)(x) = \mathbb{R}^m,
\]
for $\mu$-a.e. $x \in X$, thus defining a measurable function $F(A): X \to \mathcal{F}_{\tau^\perp}(\mathbb{R}^m)$.

The growth rate of the iterates of $A$ along vectors in $F_3(A)(x)$ is $L_4(A)$ or less, the growth rate along vectors in $F_2(A)(x)$ is $L_3(A)$ or less and the growth rate along vectors in $F_1(A)(x)$ is $L_1(A)$ or less.

By the continuity of the Lyapunov exponents of a linear cocycle (which holds under the assumptions in this section), if $B$ is a small perturbation of $A$, then
\[L_1(B) \geq L_2(B) > L_3(B) > L_4(B) \geq \ldots \geq L_m(B),
\]
meaning that $B$ will still have a $\tau = (2, 3)$ gap pattern. However, this might not be its exact gap pattern, as we could have $L_1(B) > L_2(B)$, leading to a finer gap pattern, say $\tau' = (1, 2, 3)$. If $\tau'$ were the exact gap pattern of $B$, then its Oseledets filtration would be a $\tau'^\perp = (m-1, m-2, m-3)$-flag
\[\{0\} = F_5(B)(x) \subsetneq F_4(B)(x) \subsetneq F_3(B)(x) \subsetneq F_2(B)(x) \subsetneq F_1(B)(x) = \mathbb{R}^m,
\]
for $\mu$-a.e. $x \in X$, thus defining a measurable function $F(B): X \to \mathcal{F}_{\tau'^\perp}(\mathbb{R}^m)$. 


The subspaces $F_4(B)(x), F_3(B)(x), F_2(B)(x)$ and $F_1(B)(x)$ correspond to the Lyapunov exponents $L_4(B), L_3(B), L_2(B)$ and $L_1(B)$ respectively.

In order to compare the Oseleets filtration of $B$ with that of $A$, we would need to “forget” the extra subspace $F_2(B)(x)$ corresponding to the Lyapunov exponent $L_2(B)$, which appears precisely because the gap pattern $\tau'$ of $B$ is finer than that of $A$. In other words, we consider the projection $F^\tau(B)$ of the Oseleets filtration $F(B)$ to the space of coarser $\tau^\perp = (m - 3, m - 2)$-flags valued filtrations

$$\{0\} = F_5(B)(x) \subset F_4(B)(x) \subset F_3(B)(x) \subset F_1(B)(x) = \mathbb{R}^m.$$

Now $F(A)(x)$ and $F^\tau(B)(x)$ are both $\tau^\perp$-flags, and we may define a distance between them component-wise (as points in the same Grassmann manifold). The distance between the measurable filtrations $F(A)$ and $F^\tau(B)$ as functions on $X$ will be the space average of the pointwise distances.

Furthermore, the Oseleets decomposition $E(A)$ of the cocycle $A$ with exact $\tau = (2, 3)$ gap pattern, consists of a 2-dimensional subspace $E_1(A)(x)$ corresponding to $L_1(A) = L_2(A)$, a one dimensional subspace $E_2(A)(x)$ corresponding to $L_3(A)$, and an $m - 3$-dimensional subspace $E_3(A)(x)$ corresponding to the remaining (and equal) Lyapunov exponents.

If a small perturbation $B$ of $A$ has (as above) the finer $\tau' = (1, 2, 3)$ gap pattern, then its Oseleets decomposition will consist of subspaces $E_1(B)(x)$ (one dimensional, corresponding to $L_1(B)$), $E_2(B)(x)$ (one dimensional, corresponding to $L_2(B)$), $E_3(B)(x)$ (one dimensional, corresponding to $L_3(B)$) and the subspace $E_4(B)(x)$ ($m - 3$ dimensional, corresponding to the remaining Lyapunov exponents).

In order to compare the Oseleets decompositions of $A$ and $B$, we would have to “patch up” the first two Oseleets subspaces for $B$. In other words, we will consider the natural restriction $E^\tau(B)$ of the Oseleets decomposition $E(B)$, consisting of the subspaces $E_1(B) \oplus E_2(B), E_3(B), E_4(B)$.

We make the obvious observation that for two dimensional (i.e. Mat(2, $\mathbb{R}$)-valued) cocycles, or for cocycles of any dimension with simple Lyapunov spectrum, these projection/restriction of the filtration/decomposition are not needed.

Let us now formally define the space of measurable filtrations.

Given two signatures $\tau = (\tau_1, \ldots, \tau_k)$ and $\tau' = (\tau'_1, \ldots, \tau'_{k'})$, we say that $\tau$ refines $\tau'$, and write $\tau \geq \tau'$, if $\{\tau_1, \ldots, \tau_k\} \supseteq \{\tau'_1, \ldots, \tau'_{k'}\}$.
Given $\tau \geq \tau'$, there is a natural projection $\rho_{\tau,\tau'} : \mathcal{F}_\tau(\mathbb{R}^m) \to \mathcal{F}_{\tau'}(\mathbb{R}^m)$, defined by
\[
\rho_{\tau,\tau'}(F) = \rho_{\tau,\tau'}(F_1, \ldots, F_k) := (F_{i_1}, \ldots, F_{i_k'}) ,
\]
where $\tau_j' = \tau_{i_j}$ for $j = 1, \ldots, k'$.

With respect to the following normalized distance on the flag manifold $\mathcal{F}_\tau(\mathbb{R}^m)$ (see (1.11) in [5]),
\[
d_\tau(F, F') = \max_{1 \leq j \leq k} d(F_j, F'_j)
\]
these projections are Lipschitz, with Lipschitz constant 1.

Let $(X, \mathcal{F}, \mu)$ be a probability space and $T : X \to X$ be an ergodic measure preserving transformation.

We call measurable filtration of $\mathbb{R}^m$ any mod 0 equivalence class of an $\mathcal{F}$-measurable function $F : X \to \mathcal{F}(\mathbb{R}^m)$. Two functions $F, F' : X \to \mathcal{F}(\mathbb{R}^m)$ are said to be equivalent mod 0 when $F(x) = F'(x)$ for $\mu$-a.e. $x \in X$. From now on we will identify each mod 0 equivalence class with any of its representative measurable functions.

Given any measurable filtration $F$ of $\mathbb{R}^m$, let $\tau(F)(x)$ denote the signature of the flag $F(x)$. We say that $F$ has a $T$-invariant signature if $\tau(F)(x) = \tau(F)(Tx)$ for $\mu$-a.e. $x \in X$. If this is the case, then by the ergodicity of $(T, \mu)$ the function $\tau(F)(x)$ is constant $\mu$-a.e.

Define $\mathfrak{F}(X, \mathbb{R}^m)$ to be the space of mod 0 equivalence classes of measurable filtrations with a $T$-invariant signature, which is a constant that we denote by $\tau(F)$.

We say that $F$ has a $\tau$-pattern when $\tau(F) \geq \tau$.

Given a signature $\tau$, let us define $\mathfrak{F}_{\tau}(X, \mathbb{R}^m)$ to be the subspace of measurable filtrations in $\mathfrak{F}(X, \mathbb{R}^m)$ with a $\tau$-pattern.

By definition $\mathfrak{F}_{\tau}(X, \mathbb{R}^m) \subseteq \mathfrak{F}_{\tau'}(X, \mathbb{R}^m)$, whenever $\tau \geq \tau'$.

Given $F \in \mathfrak{F}_{\tau}(X, \mathbb{R}^m)$, the function
\[
F^{\tau}(x) := \rho_{\tau,\tau'}(F(x))
\]
determines a measurable filtration with constant signature $\tau$, which will be referred to as the $\tau$-restriction of $F$.

We endow $\mathfrak{F}_{\tau}(X, \mathbb{R}^m)$ with the following distance
\[
\text{dist}_{\tau}(F, F') := \int_X d_\tau(F^{\tau}(x), (F')^{\tau}(x)) \, d\mu(x) .
\]

Finally, we endow the space $\mathfrak{F}(X, \mathbb{R}^m)$ of all measurable filtrations of $\mathbb{R}^m$ with the topology determined by the following neighborhood bases,
\[
V_{\delta,\tau}(F) := \{ F' \in \mathfrak{F}_{\tau}(X, \mathbb{R}^m) : \text{dist}_{\tau}(F, F') < \delta \} ,
\]
where $\delta > 0$, $F \in \mathfrak{F}(X, \mathbb{R}^m)$ and $\tau = \tau(F)$.

We note that this topology is not metrizable.
Proposition 3.5. Let $C$ be a topological space. A map $F : C \to \mathfrak{F}(X, \mathbb{R}^m)$ is continuous w.r.t. this topology if and only if for all $A \in C$ such that $F(A)$ has a $\tau$-pattern, there exists a neighborhood $U \subset C$ of $A$ such that $F(U) \subseteq \mathfrak{F}_{\delta,\tau}(X, \mathbb{R}^m)$ and the $\tau$-restricted function $F|_U : \mathfrak{F}_{\delta,\tau}(X, \mathbb{R}^m)$, $B \mapsto F'(B)$, is continuous w.r.t. the distance $\text{dist}_\tau$ defined above.

Proof. Assume first that $F : C \to \mathfrak{F}(X, \mathbb{R}^m)$ is continuous and take $A \in C$ such that $F(A) \in \mathfrak{F}(X, \mathbb{R}^m)$. Consider the neighborhood $V_{\delta,\tau}(F(A))$ of $F(A)$ where $\delta > 0$. By continuity of $F$, there exists a neighborhood $U \subset C$ of $A$ such that $F(U) \subset V_{\delta,\tau}(F(A)) \subseteq \mathfrak{F}_{\delta,\tau}(X, \mathbb{R}^m)$. By definition of the topology in $\mathfrak{F}(X, \mathbb{R}^m)$, the set $\mathfrak{F}_{\delta,\tau}(X, \mathbb{R}^m)$ is open in $\mathfrak{F}(X, \mathbb{R}^m)$, and the projection $\rho_{\tau} : \mathfrak{F}_{\delta,\tau}(X, \mathbb{R}^m) \to \mathfrak{F}_{\delta,\tau}(X, \mathbb{R}^m)$, $\rho_{\tau}(F) = F'$, is continuous. The restriction $F'|_U : U \to \mathfrak{F}_{\delta,\tau}(X, \mathbb{R}^m)$, $B \mapsto F'(B)$, is continuous because it coincides with the composition $\rho_{\tau} \circ F$.

The converse statement is a direct consequence of the definition. \hfill $\square$

Recall that a $\tau$-decomposition is a family of linear subspaces $E = \{E_i\}_{1 \leq i \leq k+1}$ in $\text{Gr}(\mathbb{R}^m)$ such that $\mathbb{R}^m = \bigoplus_{i=1}^{k+1} E_i$ and $\dim E_i = \tau_i - \tau_{i-1}$ for all $1 \leq i \leq k + 1$. In $[3]$, we denoted by $\mathcal{D}_\tau(V)$ the space of all $\tau$-decompositions of $\mathbb{R}^m$.

Given $\tau \geq \tau'$, there is a natural projection $\rho_{\tau,\tau'} : \mathcal{D}_\tau(\mathbb{R}^m) \to \mathcal{D}_{\tau'}(\mathbb{R}^m)$, defined by

$$\rho_{\tau,\tau'}(E_i) = \rho_{\tau,\tau'}(E_1, \ldots, E_{k+1}) := (E'_1, \ldots, E'_{k+1}),$$

where $E'_i = \bigoplus_{j \leq i < j+1} E_j$ and $\tau_{ij} = \tau'_j$ for $j = 1, \ldots, k'$.

On the space of decompositions $\mathcal{D}_\tau(\mathbb{R}^m)$ we consider the distance (see Definition 3.3 in $[3]$),

$$d_\tau(E_i, E'_i) = \max_{1 \leq j \leq k+1} d_{\tau_j - \tau_{j+1}}(E_j, E'_j).$$

By Proposition 3.6 in $[3]$, the projections $\rho_{\tau,\tau'}$ are locally Lipschitz.

An equivalence class mod 0 of an $\mathcal{F}$-measurable function $E : X \to \mathcal{D}(\mathbb{R}^m) := \bigcup_\tau \mathcal{D}_\tau(\mathbb{R}^m)$ will be called a measurable decomposition of $\mathbb{R}^m$.

Two measurable decompositions $E, E' : X \to \mathcal{D}(\mathbb{R}^m)$ are equivalent mod 0 when $E(x) = E'(x)$ for $\mu$-a.e. $x \in X$. As before, we will identify each mod 0 equivalence class with any of its representative measurable functions.

Given any measurable decomposition $E$ of $\mathbb{R}^m$, its signature at a point $x \in X$ is the sequence of dimensions $\tau = (\tau_1, \ldots, \tau_k)$, where $\tau_j = \dim(\bigoplus_{i \leq j} E_j(x))$ for all $j = 1, \ldots, k$. We denote it by $\tau(E)(x)$. We say that $E$ has a $T$-invariant signature if $\tau(E)(x) = \tau(E)(Tx)$ for
\( \mu \)-a.e. \( x \in X \). In this case, by the ergodicity of \( (T, \mu) \) the function \( \tau(E)(x) \) is constant \( \mu \)-a.e.

Define \( \mathcal{D}(X, \mathbb{R}^m) \) to be the space of mod 0 equivalence classes of measurable decompositions with a \( T \)-invariant signature, that we denote by \( \tau(E) \).

We say that \( E \) has a \( \tau \)-pattern when \( \tau(E) \geq \tau \).

Given a signature \( \tau \), define \( D(\mathbb{X}, \mathbb{R}^m) \) to be the space of mod 0 equivalence classes of measurable decompositions with a \( T \)-invariant signature, that we denote by \( \tau(E) \).

We say that \( E \) has a \( \tau \)-pattern when \( \tau(E) \geq \tau \).

Given \( E \in \mathcal{D}_\tau(X, \mathbb{R}^m) \), the function

\[
E^\tau(x) := \rho_{\tau(E), \tau}(E(x))
\]

deﬁnes a measurable decomposition with constant signature \( \tau \), referred to as the \( \tau \)-restriction of \( E \).

We endow \( D(\mathbb{X}, \mathbb{R}^m) \) with the following distance

\[
dist_\tau(E, E') := \int_X d_\tau(E^\tau(x), (E')^\tau(x)) \, d\mu(x).
\]

Finally, we endow the space \( \mathcal{D}(X, \mathbb{R}^m) \) of all measurable decompositions of \( \mathbb{R}^m \) with the topology determined by the following neighborhood bases,

\[
V_{\delta, \tau}(E) := \{ E' \in \mathcal{D}_\tau(X, \mathbb{R}^m) : \text{dist}_\tau(E, E') < \delta \},
\]

where \( \delta > 0 \), \( E \in \mathcal{D}(X, \mathbb{R}^m) \) and \( \tau = \tau(E) \).

Again, this topology is not metrizable, and a similar characterization of the continuity of a map \( E : C \rightarrow D(X, \mathbb{R}^m) \) holds.

**Proposition 3.6.** Let \( C \) be a topological space. A map \( E : C \rightarrow D(X, \mathbb{R}^m) \) is continuous w.r.t. this topology if and only if for all \( A \in C \) such that \( E(A) \) has a \( \tau \)-pattern, there exists a neighborhood \( \mathcal{U} \subset C \) of \( A \) such that \( E(\mathcal{U}) \subseteq \mathcal{D}_{\tau'}(X, \mathbb{R}^m) \) and the \( \tau \)-restricted function \( E^\tau(\mathcal{U}) \) is continuous w.r.t. the distance \( \text{dist}_\tau \) defined above.

3.4. **Continuity of the Oseledets filtration.** We denote by \( F(A) \) the Oseledets filtration of a cocycle \( A \in \mathcal{C}_m \). If \( A \) has a \( \tau \) gap pattern, by the continuity of the Lyapunov exponents, any nearby cocycle \( B \) has the same or a ﬁner gap pattern \( \tau' \geq \tau \). Let \( F^\tau(B) \) denote the projection of the Oseledets ﬁltration of \( B \) to the space \( \mathcal{D}_{\tau'}(X, \mathbb{R}^m) \) of measurable ﬁltrations with a \( \tau \)-pattern. We are now ready to phrase and to prove the continuity of the Oseledets ﬁltration.
Theorem 3.2. Let $A \in \mathcal{C}_m$ be a cocycle with a $\tau$ gap pattern. Then locally near $A$, the map

$$\mathcal{C}_m \ni B \mapsto F^\tau(B) \in \mathcal{H}_{>\tau}(X, \mathbb{R}^m)$$

is continuous with a modulus of continuity $\omega(h) := \left[ (\xi + c \log \frac{1}{h}) \right]^{1/2}$ for some constant $c = c(A) > 0$ and for some deviation measure function $\xi = \xi(A)$ from the corresponding set of LDT parameters.

In fact, a stronger pointwise estimate holds:

$$\mu \{ x \in X : d(F^\tau(B_1)(x), F^\tau(B_2)(x)) > \text{dist}(B_1, B_2)^\alpha \} < \omega(\text{dist}(B_1, B_2)),$$

for any $B_1, B_2 \in \mathcal{C}_m$ in a neighborhood of $A$, and for $\alpha = \alpha(A) > 0$.

Moreover, the map $\mathcal{C}_m \ni A \mapsto F(A) \in \mathcal{H}(X, \mathbb{R}^m)$ is continuous everywhere.

Proof. Since $A$ has a $\tau = (\tau_1, \ldots, \tau_k)$ gap pattern, $L_{\tau_j}(A) > L_{\tau_{j-1}}(A)$ for all indices $j$, so $L_1(\wedge \tau A) > L_2(\wedge \tau A)$. We may then apply the continuity of the most expanding direction in Theorem 3.1 to $\wedge \tau A$ and obtain that

$$\mathcal{C}_m \ni B \mapsto \wedge \tau B \mapsto \overline{v}(\infty)(\wedge \tau B) \in L^1(X, \mathbb{P}(\wedge \tau \mathbb{R}^m))$$

is continuous at $A$, with a modulus of continuity of the form $\omega(h) = \left[ (\xi + c \log \frac{1}{h}) \right]^{1/2}$.

A similar pointwise estimate holds as well.

The Oseledets filtration of $A$ was obtained in the proof of the Oseledets Theorem 2.3 as $F(A)(x) = \left[ \overline{v}(\infty)(A)(x) \right]$, where

$$\overline{v}(\infty)(A)(x) = \left( \overline{v}_{\tau_1}(A)(x), \ldots, \overline{v}_{\tau_k}(A)(x) \right),$$

and

$$\overline{v}_{\tau_j}(A)(x) = \Psi^{-1}(\overline{v}(\infty)(\wedge \tau_j A)(x)).$$

Moreover, since for any nearby cocycle $B$ we clearly have

$$F^\tau(B)(x) = \left( \Psi^{-1}(\overline{v}(\infty)(\wedge \tau_1 B)(x)), \ldots, \Psi^{-1}(\overline{v}(\infty)(\wedge \tau_k B)(x)) \right) \perp,$$

the first two assertions follow from the continuity of the most expanding direction and the fact that the Plücker embedding $\Psi$ and the orthogonal complement $\perp$ are isometries. The third assertion is an immediate consequence of Proposition 3.5. \qed
3.5. **Continuity of the Oseledets decomposition.** We denote by $E(A)$ the Oseledets decomposition of a cocycle $A \in C^m$. Assume that $A$ has a gap pattern $\tau = (\tau_1, \ldots, \tau_k)$. By the construction in the proof of Theorem 2.4 we have

$$E(A)(x) = \overline{v}_\tau(\infty)(A^*)(x) \cap \overline{v}_\tau(\infty)(A)(x)$$

By the continuity of the Lyapunov exponents, any nearby cocycle $B$ has the same or a finer gap pattern $\tau' \geq \tau$. Let $E^\tau(B)(x)$ denote the $\tau$-restriction of $E(B)(x)$ to the space of decompositions with signature $\tau$. Clearly we have

$$E^\tau(B)(x) = \overline{v}_\tau(\infty)(B^*)(x) \cap \overline{v}_\tau(\infty)(B)(x)$$

We may immediately conclude from Subsection 3.4, or directly from the continuity of the most expanding direction derived in Subsection 3.2, that the maps

$$B \mapsto \overline{v}_\tau(\infty)(B^*) \quad \text{and} \quad B \mapsto \overline{v}_\tau(\infty)(B)^\perp$$

are continuous in a neighborhood of $A$, with an appropriate modulus of continuity.

However, this does not automatically guarantee the continuity of the intersection. Indeed, by Proposition 3.16 in [5], the intersection map $\cap : \mathcal{F}_\tau(V) \times \mathcal{F}_{\tau^\perp}(V) \to \mathcal{D}_\tau(V)$ is locally Lipschitz, but with a Lipschitz constant that depends on the transversality measurement of the subspaces, which may blow up for some phases $x$.

That is why we need to control these transversality measurements at finite scale first. We will employ a similar scheme as in the establishing of the continuity of the most expanding direction in Subsection 3.2.

Recall from Subsection 2.3 the $n$-th scale partial functions $\overline{v}_\tau^{(n)}(B)$ on $X$ taking values on $\mathcal{F}_\tau(\mathbb{R}^m)$,

$$\overline{v}_\tau^{(n)}(B)(x) := \left\{ \begin{array}{ll} \overline{v}_\tau(B^{(n)}(x)) & \text{if } \text{gr}_\tau(B^{(n)}(x)) > 1 \\ \text{undefined} & \text{otherwise,} \end{array} \right.$$ 

where

$$\overline{v}_\tau(B^{(n)}(x)) = (\overline{v}_{\tau_1}(B^{(n)}(x)), \ldots, \overline{v}_{\tau_k}(B^{(n)}(x)))$$

$$= (\Psi^{-1}(\overline{v}(\wedge_{\tau_1} B^{(n)}(x))), \ldots, \Psi^{-1}(\overline{v}(\wedge_{\tau_k} B^{(n)}(x))))$$

Consider the exceptional sets defined in Subsection 3.2 for each dimension $\tau_j$, that is, define

$$\mathcal{B}_n^\tau(B) := \bigcup_{1 \leq j \leq k} \mathcal{B}_n^\tau(\wedge_{\tau_j} B).$$
Since $A$ has a $\tau = (\tau_1, \ldots, \tau_k)$ gap pattern, the estimates on the most expanding direction, namely Remark 3.1 Proposition 3.3 and Proposition 3.4 are applicable to $\wedge_{\tau_j} B$, $1 \leq j \leq k$. We summarize the relevant results in the following remark.

**Remark 3.2.** There are parameters $\delta, n_0$ and $\iota$, depending only on $A$, such that the following hold for all cocycles $B$ with $\text{dist}(B, A) < \delta$ and for all scales $n \geq n_0$.

1. $v_{\tau}(B^{(n)}(x))$ is well defined for all phases $x \notin B_n^\#(B)$. Moreover, for all such $x$ we have
   $$\text{gr}_{\tau}(B^{(n)}(x)) = \min_{1 \leq j \leq k} \text{gr}(\wedge_{\tau_j} B^{(n)}(x)) > \frac{1}{\kappa_n},$$
   $$\alpha_{\tau}(B^{(n)}(T^{-n}x), B^{(n)}(x)) \approx \min_{1 \leq j \leq k} \frac{\|\wedge_{\tau_j} B^{(2n)}(x)\|}{\|\wedge_{\tau_j} B^{(n)}(T^{-n}x)\| \cdot \|\wedge_{\tau_j} B^{(n)}(x)\|} > \varepsilon_n.$$ 

2. The sequence of partial functions $\bar{v}_{\tau}^{(n)}(B)$ converges $\mu$-a.e. as $n \to \infty$, to a function $\bar{v}_{\tau}^{(\infty)}(B) : X \to \mathcal{F}_\tau(\mathbb{R}^m)$.

3. For all phases $x \notin B_n^\#(B)$, we have the following rate of convergence:
   $$d_{\tau}(\bar{v}_{\tau}^{(n)}(B)(x), \bar{v}_{\tau}^{(\infty)}(B)(x)) < \frac{\kappa_n}{\varepsilon_n}. \quad (3.25)$$

4. The partial functions $\bar{v}_{\tau}^{(n)}(B)$ satisfy the following finite scale uniform continuity property. Given $C_2 > 0$, there is $C_1 = C_1(A, C_2) < \infty$ such that for any cocycles $B_i \in C_m$, $\text{dist}(B_i, A) < \delta$ for $i = 1, 2$, if $\text{dist}(B_1, B_2) < e^{-C_1 n}$, then for $x$ outside a set of measure $\leq \iota_n$ we have:
   $$d_{\tau}(\bar{v}_{\tau}^{(n)}(B_1)(x), \bar{v}_{\tau}^{(n)}(B_2)(x)) < e^{-C_2 n}. \quad (3.26)$$

**Proof.** The statements in item 1 above follow from (3.6) and (3.8) applied to $\wedge_{\tau_j} B$ for $1 \leq j \leq k$.

Each component of the flag $\bar{v}_{\tau}(B^{(n)}(x))$ converges, for $\mu$-a.e. $x \in X$, by Proposition 2.7 and the fact that $B$ has the $\tau$ gap pattern.

The rate of convergence in item 3 is a consequence of Proposition 3.3 applied in each component of the flag $\bar{v}_{\tau}(B^{(n)}(x))$, that is, applied to the exterior powers $\wedge_{\tau_j} B$ for $1 \leq j \leq k$. The same argument holds for item 4.

**Remark 3.3.** Since $A$ has the $\tau$ gap pattern, so does $A^*$. Therefore, by possibly doubling the size of the exceptional set, we may assume that the rate of convergence (3.25) holds for both $B$ and $B^*$. The same applies to the finite scale continuity (3.26).
We define a finite scale decomposition which will be shown to converge to the (τ restricted) Oseleeds decomposition.

Consider the partial function on X taking values in $\mathcal{D}_\tau(\mathbb{R}^m)$ and defined by

$$E^{(n)}(B)(x) := \begin{cases} \overline{\nu}_\tau^{(n)}(B^*)(x) \cap \overline{\nu}_\tau^{(n)}(B)(x)^\perp & \text{if } \text{gr}_\tau(B^{(n)}(x)) > 1 \\ \text{undefined} & \text{otherwise.} \end{cases}$$

Clearly this map is well defined for all $x \notin \mathcal{B}_n^\tau(B)$.

We begin by establishing a lower bound on the transversality measurement for the flags defining this finite scale decomposition.

**Lemma 3.7.** For all $x \notin \mathcal{B}_n^\tau(B)$ and $n \geq n_0$ we have

$$\theta_\cap \left( \overline{\nu}_\tau^{(n)}(B^*)(x), \overline{\nu}_\tau^{(n)}(B)(x)^\perp \right) \geq \varepsilon_n. \quad (3.27)$$

**Proof.** This lower bound follows easily from Proposition 3.17 in [5] and the second inequality in item 1 of Remark 3.2.

$$\theta_\cap \left( \overline{\nu}_\tau^{(n)}(B^*)(x), \overline{\nu}_\tau^{(n)}(B)(x)^\perp \right) = \theta_\cap \left( \overline{\nu}_\tau(B^{(n)}(x)), \overline{\nu}_\tau(B^{(n)}(x))^\perp \right)$$

$$= \theta_\cap \left( \overline{\nu}_\tau(B^{(n)}(T^{-n}x)^*), \overline{\nu}_\tau(B^{(n)}(x))^\perp \right)$$

$$\geq \alpha_\tau(B^{(n)}(T^{-n}x), B^{(n)}(x)) \geq \varepsilon_n. \quad \square$$

Next we establish the convergence to $E^\tau(B)$ of the finite scale decomposition introduced above.

**Proposition 3.8** (speed of convergence). For all $x \notin \mathcal{B}_n^\tau(B)$ and $n \geq n_0$ we have

$$d \left( E^{(n)}(B)(x), E^\tau(B)(x) \right) < \frac{\varepsilon_n}{\varepsilon_n^2}. \quad (3.28)$$

**Proof.** Fix the phase $x$ and the scale $n$. For simplicity of notation let

$F := \overline{\nu}_\tau^{(\infty)}(B^*)(x) \in \mathcal{F}_\tau(\mathbb{R}^m), \quad F' := \overline{\nu}_\tau^{(\infty)}(B)(x)^\perp \in \mathcal{F}_\tau(\mathbb{R}^m),$ 

$F_0 := \overline{\nu}_\tau^{(n)}(B^*)(x) \in \mathcal{F}_\tau(\mathbb{R}^m), \quad F'_0 := \overline{\nu}_\tau^{(n)}(B)(x)^\perp \in \mathcal{F}_\tau(\mathbb{R}^m).$

With these notations we have $E^\tau(B)(x) = F \cap F'$ and $E^{(n)}(B)(x) = F_0 \cap F'_0$.

By Proposition 3.16 in [5], we have

$$d \left( E^{(n)}(B)(x), E^\tau(B)(x) \right) = d(F_0 \cap F'_0, F \cap F')$$

$$\leq \max \left\{ \frac{1}{\theta_\cap(F_0, F'_0)}, \frac{1}{\theta_\cap(F, F')} \right\} \left( d_\tau(F_0, F) + d_\tau(F'_0, F') \right). \quad (3.29)$$
Applying (3.25) to $B^*$ we get:

$$d_\tau(F_0, F) = d_\tau\left(\overline{v}_\tau^{(n)}(B^*)(x), \overline{v}_\tau^{(\infty)}(B^*)(x)\right) < \frac{\chi_n}{\varepsilon_n}, \quad (3.30)$$

while applying (3.25) to $B$ and using the fact the the orthogonal complement $\perp$ is an isometry, we get:

$$d_{\tau\perp}(F'_0, F') = d_{\tau\perp}\left(\overline{v}_\tau^{(n)}(B)(x), \overline{v}_\tau^{(\infty)}(B)(x)\right) < \frac{\chi_n}{\varepsilon_n}. \quad (3.31)$$

By Lemma 3.7 we have

$$\theta_\tau(F_0, F'_0) = \theta_\tau\left(\overline{v}_\tau^{(n)}(B^*)(x), \overline{v}_\tau^{(n)}(B)(x)\right) \geq \varepsilon_n, \quad (3.32)$$

and by Proposition 3.15 in [5] combined with (3.30) and (3.31) we have:

$$\theta_\tau(F, F') \geq \theta_\tau(F_0, F'_0) - d_\tau(F, F_0) - d_{\tau\perp}(F', F'_0)$$

$$\geq \varepsilon_n - \frac{\chi_n}{\varepsilon_n} - \frac{\chi_n}{\varepsilon_n} \geq \varepsilon_n. \quad (3.33)$$

We conclude by combining (3.29)-(3.33).

\[ \square \]

**Remark 3.4.** The proposition above shows in particular that the partially defined finite scale decompositions $E^{(n)}(B)(x)$ converge for $\mu$-a.e. $x$ to the $\tau$-restriction $E^\tau(B)(x)$ of the Oseledets decomposition of $B$.

**Proposition 3.9** (finite scale continuity). There are constants $C_1 = C_1(A) < \infty$ and $C_3 = C_3(A) > 0$ such that for any cocycles $B_i \in C_m$ with dist$(B_i, A) < \delta$ for $i = 1, 2$, if dist$(B_1, B_2) < e^{-C_1 n}$, then for $x$ outside a set of measure $< \iota_n$ and $n \geq n_0$ we have:

$$d\left(E^{(n)}(B_1)(x), E^{(n)}(B_2)(x)\right) < e^{-C_3 n}. \quad (3.34)$$

**Proof.** Let $C_2 = \kappa(A)/2$. We apply item 4 of Remark 3.2. There is $C_1 = C_1(A)$ such that for any cocycles $B_i \in C_m$ with dist$(B_i, A) < \delta$ for $i = 1, 2$, there is a set of phases of measure $< \iota_n$ such that outside of that set, (3.26) holds for both $B_1, B_2$ and $B^*_1, B^*_2$.

Fix such a phase $x$, and to simplify notations, for $i = 1, 2$ let

$$F_i := \overline{v}_\tau^{(n)}(B^*_i)(x), \quad F'_i := \overline{v}_\tau^{(n)}(B_i)(x)^\perp,$$

hence $E^{(n)}(B_i)(x) = F_i \cap F'_i$. 

Theorem 3.3. Let $\omega$ be continuous with a modulus of continuity locally near $A$ and applying (3.26) to $\mu$ some constant $c$ for an appropriate constant $C$ expanding direction in Theorem 3.1.

By Proposition 3.16 in [5], we have
\[ d(E^{(n)}(B_1)(x), E^{(n)}(B_2)(x)) = d(F_1 \cap F_1', F_2 \cap F_2') \leq \max \left\{ \frac{1}{\theta_\tau(F_1, F_1')}, \frac{1}{\theta_\tau(F_2, F_2')} \right\} (d_\tau(F_1, F_2) + d_\tau(F_1', F_2')) . \]

(3.35)

Applying (3.26) to $B_1^*, B_2^*$ we get
\[ d_\tau(F_1, F_2) = d_\tau(F^{(n)}(B_1^*)(x), F^{(n)}(B_2^*)(x)) < e^{-C_2 n} , \]

(3.36)

and applying (3.26) to $B_1, B_2$ we get
\[ d_\tau(F_1', F_2') = d_\tau(F^{(n)}(B_1)(x) \perp, F^{(n)}(B_2)(x) \perp) \]
\[ = d_\tau(F^{(n)}(B_1)(x), F^{(n)}(B_2)(x)) < e^{-C_2 n} . \]

(3.37)

By Lemma 3.7 we have, for $i = 1, 2$:
\[ \theta_\tau(F_i, F_i') = \theta_\tau(F^{(n)}(B_i^*)(x), F^{(n)}(B_i)(x) \perp) \geq \varepsilon_n = e^{-n \kappa(A)/2} . \]

(3.38)

Combining (3.35)-(3.38) we conclude:
\[ d(E^{(n)}(B_1)(x), E^{(n)}(B_2)(x)) \lesssim e^{n \kappa(A)/2} e^{-C_2 n} < e^{-C_3 n} , \]

for an appropriate constant $C_3$, which proves the proposition.

We formulate the ACT for the Oseledets decomposition.

Theorem 3.3. Let $A \in C_m$ be a cocycle with a $\tau$ gap pattern. Then locally near $A$, the map
\[ C_m \ni B \mapsto E_\tau(B) \in \mathcal{D}_\tau(X, \mathbb{R}^m) \]
is continuous with a modulus of continuity $\omega(h) := [\mathcal{L}(c \log \frac{1}{h})]^{1/2}$ for some constant $c = c(A) > 0$ and for some deviation measure function $\mathcal{L} = \mathcal{L}(A)$ from the corresponding set of LDT parameters.

In fact, a stronger pointwise estimate holds:
\[ \mu \{ x \in X : d(E^{(n)}(B_1)(x), E^{(n)}(B_2)(x)) > \text{dist}(B_1, B_2)^\alpha \} \leq \omega(\text{dist}(B_1, B_2)) ,\]

for any $B_1, B_2 \in C_m$ in a neighborhood of $A$, and for $\alpha = \alpha(A) > 0$.

Moreover, the map $C_m \ni A \mapsto E(A) \in \mathcal{D}(X, \mathbb{R}^m)$ is continuous everywhere.

Proof. The first two assertions are derived from the speed of convergence in Proposition 3.8 and the finite scale continuity in Proposition 3.9 exactly the same way we derived the continuity of the most expanding direction in Theorem 3.1.

The third assertion is an immediate consequence of Proposition 3.6.
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