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Abstract—We introduce a new discrete spatio-temporal Hawkes process model by formulating the general influence of the Hawkes process as a tensor kernel. Based on the low-rank structure assumption of the tensor kernel, we cast the estimation of the tensor kernel as a convex optimization problem using the Fourier transformed nuclear norm. We provide theoretical performance guarantees for our approach and present an algorithm to solve the optimization problem. In particular, our upper bound of squared estimation error has the convergence rate of $O(\ln K/\sqrt{K})$, where $K$ is the number of samples in the time horizon. The efficiency of our estimation is demonstrated with numerical simulations on synthetic data and the analysis of real-world data from Atlanta burglary incidents.

Index Terms—Hawkes process, spatio-temporal data, low-rank tensor, transformed tensor nuclear norm, convex optimization.

I. INTRODUCTION

HAWKES processes, a type of self- (and mutual) exciting point processes, have gained substantial attention in machine learning and statistics due to their wide applicability in capturing complex interactions of discrete events over space, time, and possible networks. Such problem arises from many applications such as seismology [27], criminology [36], finance [17], [28], genomics [29], and social network [24], [35].

One advantage of Hawkes process modeling is that interactions between the history and a current event can be represented in the structure easily, as the Hawkes process, in general, has an intensity function consisting of two parts, a baseline intensity, and a triggering effect.

A central problem in Hawkes process modeling is to estimating the triggering effect through the so-called influence functions, which capture how different locations interact with each other. Estimating the triggering effects with Hawkes process models has been conducted in several prior works [1], [16], [22], [23], [35].

The main purpose of this paper is to propose a discrete Hawkes process model, which is derived from the spatio-temporal Hawkes process approximation. More precisely, spatio-temporal influence functions for the Hawkes process are first parameterized as a low-rank tensor kernel in our model.
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function is considered as a tensor kernel in the discrete-time and discrete location set-up.

The rest of the paper is organized as follows. Section II presents our model and the problem setup. Section III contains the main theoretical performance upper bound. Section IV proposes an ADMM-based algorithm to solve the optimization problem. Section V contains the numerical study, and finally, Section VI concludes the paper. The proofs are delegated to the Appendix.

II. Model

A. Discrete Hawkes Processes

We firstdescribe continuous spatio-temporal Hawkes processes to motivate our discrete model. Consider a spatio-temporal point process whose events occur at time $t \in [0, T]$, and the location $(x, y) \in \mathcal{A} \subset \mathbb{R}^2$. Define a counting process $N : \mathcal{A} \times [0, \infty) \rightarrow \mathbb{Z}_{\geq 0}$, such that $N(B, C)$ is the number of events in the region $B \in \mathcal{B}$ and the time window $C \in \mathcal{C}$, where $\mathcal{B}$ and $\mathcal{C}$ are the Borel $\sigma$-algebras of $\mathcal{A}$ and $[0, \infty)$. Let $\mathcal{H}_t$ be the $\sigma$-algebra generated by history of the process $N$ up to time $t$.

The conditional intensity function of a point process is defined as

$$\lambda(x, y, t) := \lim_{\Delta \to 0} \frac{E[N([x, x + \Delta x] \times [y, y + \Delta y] \times [t, t + \Delta t])]}{\Delta x \Delta y \Delta t},$$

(1)

For Hawkes processes, we can define the conditional intensity function with the following form:

$$\lambda(x, y, t) = \mu(x, y) + \int_0^t \int_B g(x - u_1, y - u_2, t - u_3) N(d(u_1 \times u_2) \times du_3),$$

(2)

where $\mu(x, y) \geq 0$ is the base intensity at location $(x, y)$, and $g : \mathbb{R}^2 \times [0, \infty) \rightarrow \mathbb{R}_{\geq 0}$ is the kernel function. Suppose that the event data lie in bounded region $[0, n_1 \Delta x] \times [0, n_2 \Delta y]$ and time $[0, K \Delta t]$ for some $n_1, n_2, K \in \mathbb{Z}_{\geq 0}$. To discretize the process in both space and time, we define “bin counts” over the discrete space

$$\{i, j : 1 \leq i \leq n_1, 1 \leq j \leq n_2\}$$

and time horizon

$$\{k : -p + 1 \leq k \leq K\} :$$

$$Z_{ijk} = N([(i - 1) \Delta x, i \Delta x] \times [(j - 1) \Delta y, j \Delta y] \times [(k - 1) \Delta t, k \Delta t]).$$

(3)

Let $\Delta = \Delta_x \Delta_y \Delta_t$. For a given data preceding discrete time $k$, the expected bin counts can be approximated as follows:

$$\mathbb{E}[Z_{ijk} | \mathcal{H}_{k-1}] \approx \Delta \lambda((i - 1) \Delta x, (j - 1) \Delta y, (k - 1) \Delta t)$$

$$\approx \Delta \mu((i - 1) \Delta x, (j - 1) \Delta y)$$

$$+ \Delta \sum_{k' = k - p}^{k - 1} \sum_{i' = 1}^{n_1} \sum_{j' = 1}^{n_2} g((i - i') \Delta x, (j - j') \Delta y, (k - k') \Delta t)$$

$$\times \Delta_{y, (k - k') \Delta t} Z_{i', j', k'}$$

where $\mu \in \mathbb{R}^{n_1 \times n_2}$ is the base intensity matrix at location $(x, y)$ and $g$ is the kernel function. For our model, we relax these assumptions so that the kernel function does not need to follow the form (4) and $g$ is not necessarily monotonically decreasing non-negative in time $t$. The history data with memory depth $p$ is instead exploited to approximate the expected current bin counts. Thus, our model can be applied to more general cases.

Now, we propose a discrete spatio-temporal Hawkes process model with the conditional intensity function defined as follows:

$$\lambda_{ijk}(\mu, \mathcal{G}) := \lambda((i - 1) \Delta x, (j - 1) \Delta y, (k - 1) \Delta t)$$

$$= \mu_{ij} + \sum_{k' = k - p}^{k - 1} \sum_{i' = 1}^{n_1} \sum_{j' = 1}^{n_2} \mathcal{G}_{i - i' + n_1, j - j' + n_2, k - k'} Z_{i', j', k'},$$

for $1 \leq i \leq n_1, 1 \leq j \leq n_2$, and $1 \leq k \leq K$.

Our model is derived from the spatio-temporal Hawkes process. The structure of our model is different from that of Kirchner’s approximation [22] of the temporal Hawkes process with the model INAR$(p)$. Thus, the proposed model has various advantages over Kirchner’s model when analyzing spatio-temporal data. A more complex setting with higher dimensions (two dimensions in location and one in time) is dealt with in our model, and the location space and time-space are simultaneously discretized with tensor $\mathcal{G}$. Moreover, our interpretation of the discretized version of the kernel function enables the presence of space-time interactions. With constraints imposed on the rank of the tensor and entry-wise bounds on the estimators, a better estimation of the Hawkes process can be obtained when its coefficients are low-rank. Consequently, a convex optimization problem is constructed based on the likelihood function and our corresponding regularization, while [22] employed the projection method on the approximated time series model INAR$(p)$.

To estimate the base intensity matrix $\mu$ and the underlying tensor $\mathcal{G}$, the followings are assumed: First, we assume that each entry of $\mu$ and $\mathcal{G}$ has the upper and the lower bound, i.e., there exist non-negative constants $a_1, b_1, a_2, b_2$ such that $a_1 \leq \mu_{ij} \leq b_1$ and $a_2 \leq g_{i'j'k'} \leq b_2$. Further, the number of events in the region $[0, n_1 \Delta x] \times [0, n_2 \Delta y] \times [0, K \Delta t]$ is finite, and $n_1, n_2, K \in \mathbb{Z}_{>0}$.
is denoted by $G^{(k)} := G(, ; k)$ for $k = 1, \ldots, N_3$. The $k$-th
mode-3 fiber of a 3-way tensor is defined by holding the first
two indices fixed and varying the third, and denoted by $G(k, k, :)$. The
norm of tensor is defined as $\|G\|_1 = \sum_{i,j,k} |G_{ijk}|$, $\|G\|_* = \left(\sum_{i,j,k} |G_{ijk}|^2\right)^{1/2}$. The tensor spectral norm $\|G\|_{\text{spec}}$ is defined later in Definition 1.

We introduce the following operators for the tensor algebra:
the block circulation, the block diagonalization, and the fold
and unfold command of tensor $G$.

$$bcirc(G) = \begin{pmatrix} G^{(1)}(N_3) & G^{(N_3-1)} & \ldots & G^{(2)} \\ G^{(2)} & G^{(1)} & \ldots & G^{(3)} \\ \vdots & \vdots & \ddots & \vdots \\ G^{(N_3)} & G^{(N_3-1)} & \ldots & G^{(1)} \end{pmatrix}$$

$$\text{blockdiag}(G) = \begin{pmatrix} G^{(1)}(N_3, :) \\ \vdots \\ G^{(N_3, :)} \end{pmatrix}$$

$$\text{unfold}(G) = \begin{pmatrix} G^{(1)}(1,:) \\ \vdots \\ G^{(N_3, :)}, \text{ and fold}(\text{unfold}(G)) = G.$$}

For two tensors $G_1 \in \mathbb{R}^{N_1 \times N_2 \times N_3}$ and $G_2 \in \mathbb{R}^{N_2 \times N_4 \times N_3}$, the
$t$-product is defined as

$$G_1 \times G_2 = \text{fold}(bcirc(G_1)\text{unfold}(G_2)) \in \mathbb{R}^{N_1 \times N_4 \times N_3}.$$}

Note that Kilmer and Martin [21] proposed a singular value
decomposition (SVD) method for three-way tensors, and based
on the tensor SVD, TNN is proposed by Semerci et al. [31].
We first review some background materials on the tensor SVD
to introduce TNN. See [21] for more information. For a tensor $G \in \mathbb{R}^{N_1 \times N_2 \times N_3}$, the block diagonalization property of block
circulant matrices is described in the following lemma.

**Lemma 1:** [21] For $G \in \mathbb{R}^{N_1 \times N_2 \times N_3}$, $bcirc(G) \in \mathbb{R}^{N_3 \times N_1 \times N_2 \times N_3}$, we have

$$(F_{N_3} \otimes I_{N_2})bcirc(G)(F_{N_3} \otimes I_{N_2}) = \text{blockdiag}(G),$$

where $\otimes$ is the Kronecker product, $I_{N_1}$, and $I_{N_2}$ are identity
matrices in $\mathbb{R}^{N_1 \times N_1}$ and $\mathbb{R}^{N_2 \times N_2}$, respectively, $F_{N_3} \in \mathbb{R}^{N_3 \times N_3}$ is
the normalized DFT matrix, which is unitary, and $F^*$ denotes
its conjugate transpose. The matrix $\text{blockdiag}(G)$ is the transformation
of $bcirc(G)$ into the Fourier domain, and the tensor $G$

is obtained by performing the DFT to the mode-3 fibers of $G$ as
mentioned earlier.

Based on the matrix SVD, we have

$$\text{blockdiag}(G) = \text{blockdiag}(\tilde{u})\text{blockdiag}(\tilde{S})\text{blockdiag}(\tilde{V}),$$

in the Fourier domain, where $G^{(k)} = \tilde{u}^{(k)}(\tilde{S}^{(k)}(\tilde{V}^{(k)})^\top$ is the
SVD. The equivalent decomposition of three-way tensors to (5)
is characterized as a tensor-SVD [33]. The tensor-SVD for three-
way tensors is described as follows.
Theorem 2 [21]: Any tensor $\mathcal{G} \in \mathbb{R}^{N_1 \times N_2 \times N_3}$ can be factored as
\[
\mathcal{G} = U \ast S \ast \mathcal{V}^T = \sum_{i=1}^{N_1 \times N_2} U(:,i,:) \ast S(i, :, :) \ast \mathcal{V}(i, :, :)^T,
\]

Combining Theorem 2 and (5), TNN can be defined as follows.

Definition 1 (Theorem 2.4.1 in [34]): The tensor nuclear norm (TNN) of $\mathcal{G}$ is defined as the sum of the singular values of all the frontal slices of $\mathcal{G}$:
\[
\|\mathcal{G}\|_{\text{TNN}} = \sum_{i=1}^{N_1 \times N_2 \times N_3} \delta_{i,j}. 
\]

Note that the dual norm of the tensor nuclear norm is the tensor spectral norm $\|\mathcal{G}\|_{\text{spec}} := \|\text{bcirc}(\mathcal{G})\|$.

C. Problem Formulation

We use the notation:
\[
Z_i := \{Z_{ijk}, 1 \leq i \leq n_1, 1 \leq j \leq n_2, -p + 1 \leq k \leq t\},
\]
\[
Z_q := \{Z_{ijk}, 1 \leq i \leq n_1, 1 \leq j \leq n_2, q \leq k \leq t\}.
\]

Assume that the discrete data follow the Poisson distribution:
\[
Z_{ijk} | \mathcal{H}_{k-1} \sim \text{Poisson}(\Delta \lambda_{ijk}).
\]

Note that for fixed $k$, $Z_{ijk}$ are conditionally independent for all $i,j$ given $\mathcal{H}_{k-1}$, and $\lambda_{ijk}$ depends only on the history of data before $k$, not on the data at time $k$. We also mention that our analysis can be applied to the alternative, the Bernoulli distribution assumption with slight modifications. Our goal is to estimate the true parameters $\mu$ and $\mathcal{G}$ of the discrete Hawkes process model. By our assumptions on the low-rank tensor $\mathcal{G}$, we have
\[
\|\mathcal{G}\|_{\text{TNN}} = \|\text{bcirc}(\mathcal{G})\| = \|\text{blockdiag}(\mathcal{G})\|,
\]
\[
\leq \sqrt{r} \|\text{blockdiag}(\mathcal{G})\|_{F} \leq \sqrt{\gamma(2n_1 - 1)(2n_2 - 1)p}.
\]

Accordingly, the candidate set $\mathcal{D}$ for the true value $(\mu, \mathcal{G})$ is defined as:
\[
\mathcal{D} := \{(\mu, \mathcal{G}) | a_1 \leq \mu_{ij} \leq b_1, a_2 \leq \mathcal{G}_{ijk} \leq b_2, \|\mathcal{G}\|_{\text{TNN}} \leq b_2\sqrt{\gamma(2n_1 - 1)(2n_2 - 1)p}\}.
\]

We consider a formulation by maximizing the log-likelihood function of the optimization variable $\mu$ and $\mathcal{G}$ given the observations $Z^K$. The negative log-likelihood function is given by
\[
F(\mu, \mathcal{G}) := \sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} (\Delta \lambda_{ijk}(\mu, \mathcal{G}) - Z_{ijk} \ln(\Delta \lambda_{ijk}(\mu, \mathcal{G}))).
\]

Therefore, the estimators $(\hat{\mu}, \hat{\mathcal{G}})$ can be obtained by solving the following convex optimization problem:
\[
(\hat{\mu}, \hat{\mathcal{G}}) = \arg \min_{(\mu, \mathcal{G}) \in \mathcal{D}} F(\mu, \mathcal{G}).
\]

Remark 1: Note that the convex optimization problem (6) constrained in a candidate set $\mathcal{D}$ can also be formulated as a regularized maximum likelihood function problem. Indeed, there exists a constant $\tau \in \mathbb{R}$ such that problem (6) equals
\[
(\hat{\mu}, \hat{\mathcal{G}}) = \arg \min \{F(\mu, \mathcal{G}) + \tau \|\mathcal{G}\|_{\text{TNN}}\}
\]
with the natural constraint upon the entries:
\[
a_1 \leq \mu_{ij} \leq b_1, a_2 \leq \mathcal{G}_{ijk} \leq b_2, \forall i,j,k.
\]

It follows from the duality theory in optimization [4]. We use the regularized form to derive the algorithm in Section IV.

III. THEORETICAL GUARANTEE

We present an upper bound for the sum of squared errors of the two estimators, which is defined by
\[
R((\mu, \mathcal{G})||[\hat{\mu}, \hat{\mathcal{G}}]) := \|\mu - \hat{\mu}\|_{F}^2 + \|\mathcal{G} - \hat{\mathcal{G}}\|_{F}^2,
\]
where $\hat{\mu}$ and $\hat{\mathcal{G}}$ are the optimal solutions to (6).

To state our theoretical guarantee, we define the condition number as in [20].

Definition 2: Given $X \in \mathbb{R}^{d \times d}$, $X \succeq 0$ and $p \in [1, \infty]$, the condition number is defined by
\[
\delta_p[X] := \max \{\delta \geq 0 : g^\top X g \geq \delta \|g\|_p^2, \forall g \in \mathbb{R}^d\},
\]
where $X \succeq 0$ ($X > 0$) denotes that $X$ is a positive semidefinite matrix (a positive definite matrix, respectively). Note that $\delta_p[X] > 0$ when $X > 0$.

Now, we present our main theorem.

Theorem 3 (Estimation error driven by data): Assume that $(\mu, \mathcal{G}) \in \mathcal{D}$ and $(\hat{\mu}, \hat{\mathcal{G}})$ are the optimal solution to (6). Let
\[
\bar{J} = a_1 + a_2 \min_{k} \|Z_{k}^{k-1}\|_1,
\]
\[
\hat{J} = b_1 + b_2 \sqrt{\gamma(2n_1 - 1)(2n_2 - 1)p} \max_{1 \leq k \leq K} \|Z_{k}^{k-1}\|_{\text{spec}},
\]
and let $A[\cdot] : \mathbb{R}^{n_1 \times n_2 \times (K+p)} \to \mathbb{R}^{d \times d}$ be a mapping defined in Appendix A. Then, for every $Z^K$, $\alpha_1, \alpha_2 \in (0, 1)$, it holds that
\[
R((\mu, \mathcal{G})||[\hat{\mu}, \hat{\mathcal{G}}]) \leq \frac{16 \sqrt{2n_1 n_2 J^2 \bar{J}} \ln(\bar{J} / \bar{J})}{\sqrt{K} (1 - e^{-2J}) \Delta \delta_2[A[Z^K]]} \sqrt{\frac{n_1 n_2}{a_2}} \cdot \max \left\{2 \sqrt{J} \ln \frac{n_1 n_2 K}{\alpha_1}, 4 \ln \frac{n_1 n_2 K}{\alpha_1} \right\}
\]
with probability at least $1 - 2\alpha_1 - 2\alpha_2$.

Remark 2: If $\delta_2[A[Z^K]] > 0$, for large $n_1, n_2, p$ and $K$, there exists a constant $C > 0$ such that the following bound holds with high probability.
\[
R((\mu, \mathcal{G})||[\hat{\mu}, \hat{\mathcal{G}}]) \leq C \frac{n_1 n_2 J^2 \ln(\bar{J}) \sqrt{\ln(n_1 n_2)} \cdot \ln(n_1 n_2 K)}{\sqrt{K}}.
\]

Remark 3: From Remark 2, we observe that, given data $Z^K$, the upper bound can be regarded as an increasing function of $\bar{J}$. More precisely, the estimation error for the upper bound increases with the upper bound on the tensor nuclear norm $b_2[\gamma(2n_1 - 1)(2n_2 - 1)p]^{1/2}$. It implies that the upper bound
of the estimation error will be small if we have a small sum of multi-rank $\gamma$. It is a characteristic that we can expect from the low-rank tensor recovery.

**Remark 4:** We observe that by fixing, $n_1, n_2, \Delta, a_1, a_2, b_1, b_2,$ and $\gamma$, the upper bound (7) tends to 0 as $K \to \infty$ at the rate of $O(\ln K/\sqrt{K})$. We experimentally show that $\max_{1\leq k\leq K} \{\|Z_{k-p}^1\|_{\text{spec}}\}$ is bounded above by $O(\ln K)$ in Fig. 2.

The proof for Theorem 3 is presented in Appendix A. In the proof, the Kullback-Leibler (KL) divergence and Hellinger distance are defined between two Poisson distributions. For any two Poisson mean $p$ and $q$, the KL divergence is defined as

$$D(p||q) := p \ln(p/q) - (p - q),$$

and the Hellinger distance as

$$H^2(p||q) := 2 - 2\exp\left(-\frac{1}{2}(\sqrt{p} - \sqrt{q})^2\right).$$

Then, a lower bound is derived for $\sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} D(\lambda_{ijk}(\mu, \bar{G})||\lambda_{ijk}(\mu, \hat{G}))$ with the Hellinger distance and Lemma 8 in [9]. Furthermore, we establish an upper bound on the sum of the KL divergence using the Azuma Hoeffding's inequality. We then obtain the upper bound for the estimation error by combining the lower and upper bound.

Corollary 1 immediately follows from Theorem 3. In particular, it demonstrates the data-driven upper bound for the sum of KL divergence between the estimated and the true intensity functions.

**Corollary 1:** Assume that $(\mu, \bar{G}) \in D$ and $(\hat{\mu}, \hat{G})$ are the optimal solution to (6). With the notation defined in Theorem 3, for every $Z^K, \alpha_1, \alpha_2 \in (0, 1)$, it holds that

$$\sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} D(\lambda_{ijk}(\mu, \bar{G})||\lambda_{ijk}(\hat{\mu}, \hat{G}))$$

$$\leq \sqrt{\frac{2}{K}} \ln \frac{\sqrt{n_1 n_2}}{\alpha_2}$$

$$\max \left\{ 2 \sqrt{\Delta J} \ln \frac{n_1 n_2 K}{\alpha_1}, 4 \ln \frac{n_1 n_2 K}{\alpha_1} \right\}$$

with probability at least $1 - 2\alpha_1 - 2\alpha_2$.

### IV. Algorithm

For the proposed convex optimization problem (6), we apply ADMM and the majorization-minimization (MM) algorithms. Based on the ADMM algorithm proposed by [35], we design our algorithm for problem (6). To start with, the constraint sets for $\mu$ and $\bar{G}$ are separated to the following two closed convex sets:

$$\Gamma_1 := \{\mu | a_1 \leq \mu_{ij} \leq b_1, \forall (i, j) \in [n_1] \times [n_2]\},$$

$$\Gamma_2 := \{\bar{G} | a_2 \leq G_{ijk} \leq b_2, \forall (i, j, k) \in [2n_1 - 1] \times [2n_2 - 1] \times [p]\},$$

where $[n] := \{1, 2, \ldots, n\}$. Then, problem (6) can be written as

$$\min_{\mu} F(\mu, \bar{G}) + \tau \|\bar{G}\|_{\text{TNN}}$$

subject to $\mu \in \Gamma_1, \bar{G} \in \Gamma_2$. (8)

ADMM is employed to convert the above optimization problem to several sub-problems that are easier to solve. More specifically, the problem is separated into the first term of the objective function, the regularization term, and the constraints. To that end, three auxiliary variables, $m, G, R$ are introduced, and (8) can be equivalently expressed as

$$\min_{\mu, m, G, R} F(\mu, G) + \tau \|R\|_{\text{TNN}}$$

subject to $m \in \Gamma_1, G \in \Gamma_2, \mu = m, G = G, G = R$. (9)

We then define the following augmented Lagrangian function of (9):

$$\mathcal{L}_p(\mu, R, G, m, Y_1, Y_2, Y_3)$$

$$:= F(\mu, G) + \tau \|R\|_{\text{TNN}} + \psi_{\Gamma_1}(m) + \psi_{\Gamma_2}(G)$$

$$+ \rho(Y_1, G - R) + \rho(Y_2, G - G) + \rho(Y_3, \mu - m)$$

$$+ \frac{\rho}{2} \|G - R\|_F^2 + \frac{\rho}{2} \|G - G\|_F^2 + \frac{\rho}{2} \|\mu - m\|_F^2,$$

where $Y_1, Y_2,$ and $Y_3$ are the dual variables associated with the constraints $G = G, G = G,$ and $\mu = m$, respectively. The constant $\rho$ is a penalty parameter, and the functions $\psi_{\Gamma_1}(m)$ and $\psi_{\Gamma_2}(G)$ are defined as

$$\psi_{\Gamma_1}(m) := 0 \quad \text{if } m \in \Gamma_1,$$

$$+\infty \quad \text{otherwise},$$

$$\psi_{\Gamma_2}(G) := 0 \quad \text{if } G \in \Gamma_2,$$

$$+\infty \quad \text{otherwise}.$$

Notice that two blocks of variables $(G^{t+1}, \mu^{t+1})$ and $(R^{t+1}, m^{t+1}, G^{t+1})$ are separable in the augmented Lagrangian function. Thus, ADMM can be applied as the following iterations.

$$\left(G^{t+1}, \mu^{t+1}\right) = \arg \min_{\mu, G} \mathcal{L}_p(\mu, R^t, G^t, m^t, Y_1^t, Y_2^t, Y_3^t),$$

$$\left(R^{t+1}, m^{t+1}, G^{t+1}\right) = \arg \min_{R, m, G} \mathcal{L}_p(\mu^{t+1}, R, G^t, m^t, Y_1^t, Y_2^t, Y_3^t).$$

(10)

(11)
\[ Y_{t+1}^t = Y_t^t + (G_{t+1}^t - R_{t+1}^t), \]
\[ Y_{t+1}^2 = Y_t^2 + (G_{t+1}^2 - G_t^2), \]
\[ Y_{t+1}^3 = Y_t^3 + (\mu_{t+1}^3 - m_t^3). \]

It has been shown in [13] that the above application of ADMM on the two-block convex minimization problem converges.

It remains to solve (10) and (11) respectively. We start with deriving the updating step for \( G \) and \( \mu \) as follows. Note that for (10), the following optimization problem is considered:

\[
\min_{\mu, G} \quad g(\mu, G) := \sum_{k=1}^{K} \sum_{t=1}^{n_t} \sum_{i,j=1}^{n_2} [\Delta \lambda_{i,j,k}^t (\mu, G)]
\]

\[
- Z_{i,j,k}^t \ln (\Delta \lambda_{i,j,k}^t (\mu, G)) + \frac{\rho}{2} \| G - R_t^t + Y_t^t \|_F^2
\]

\[
+ \frac{\rho}{2} \| G - G_t^t + Y_t^t \|_F^2 + \frac{\rho}{2} \| \mu - m_t^2 + Y_t^2 \|_F^2. \quad (12)
\]

Since no closed-form solutions exist, we apply the MM algorithm as in [35]. For any \( \mu, G \), let \( Q(\mu, G; \mu^{(q)}, G^{(q)}) \) be a convex function such that

\[
g(\mu, G) \leq Q(\mu, G; \mu^{(q)}, G^{(q)}) \quad (13)
\]

\[
g(\mu^{(q)}, G^{(q)}) = Q(\mu^{(q)}, G^{(q)}; \mu^{(q)}, G^{(q)}), \quad (14)
\]

where \( \mu^{(q)} \) and \( G^{(q)} \) are estimates of \( \mu \) and \( G \). Then, we can obtain the optimal solutions to convex problem (12) by using the iterative procedure:

\[
\left( \mu^{(q+1)}, G^{(q+1)} \right) = \arg \min_{\mu, G} Q(\mu, G; \mu^{(q)}, G^{(q)}).
\]

Let

\[
\Omega = \{ k | Z_{ijk} \neq 0 \text{ for some } i \text{ and } j \}
\]

and

\[
l(k) = \{ (i, j) | Z_{ijk} \neq 0 \}.
\]

Define \( Q(\mu, G; \mu^{(q)}, G^{(q)}) \) that satisfies (13) and (14) as follows:

\[
Q(\mu, G; \mu^{(q)}, G^{(q)}) = - \sum_{k \in \Omega} \sum_{(i,j) \in l(k)} \left[ Z_{i,j,k}^t \ln \Delta + Z_{i,j,k}^t \left( \frac{\mu_{i,j}^t}{\mu_{i,j,k}^t} \right) + \sum_{k = k-p}^{k} \sum_{(i,j) \in l(k)} \left( \frac{G_{i,j,k}^t - n_2 \cdot Z_{ijk}^t}{P_{i,j,k}^t} \right) \right]
\]

\[
+ \sum_{k = k-p}^{k} \sum_{(i,j) \in l(k)} \left( \frac{G_{i,j,k}^t - n_2 \cdot Z_{ijk}^t}{P_{i,j,k}^t} \right) \right]
\]

\[
\left( \frac{G_{i,j,k}^t - n_2 \cdot Z_{ijk}^t}{P_{i,j,k}^t} \right) \right]
\]

where

\[
\Delta \lambda_{i,j,k}^t (\mu, G) = \frac{G_{i,j,k}^t - n_2 \cdot Z_{ijk}^t}{P_{i,j,k}^t}
\]

\[
p_{i,j,k}^t = \frac{G_{i,j,k}^t}{\Delta \lambda_{i,j,k}^t}, \quad \text{and} \quad p_{i,j,k}^t \Delta \lambda_{i,j,k}^t = \frac{G_{i,j,k}^t}{\Delta \lambda_{i,j,k}^t}.
\]

Let \( a = i - i + n_1, b = j - j + n_2, c = k - k = c \), and \( l(k) = (k) \cap \{ i - i + n_1 = a, j - j + n_2 = b, k - k = c \} \). By taking derivative, a closed form solution to \( Q(\mu, G; \mu^{(q)}, G^{(q)}) \) is

\[
\mu_{i,j}^{(q+1)} = \frac{-B + \sqrt{B^2 - 4pC}}{2p}, \quad (15)
\]

\[
G_{i,j,k}^{(q+1)} = \frac{U + \sqrt{U^2 - 8pV}}{4p}, \quad (16)
\]

where

\[
B = n_3 \Delta + p \left[ -(\mu_t)^2 + (Y_t^t)^2 \right], \quad C = - \sum_{k \in \Omega} \sum_{(i,j) \in l(k)} Z_{i,j,k}^t p_{i,j,k}^t,
\]

\[
U = \sum_{k = k-p}^{k} \sum_{(i,j) \in l(k)} \left( \frac{G_{i,j,k}^t - n_2 \cdot Z_{ijk}^t}{P_{i,j,k}^t} \right) \right)
\]

\[
+ \rho \left[ -(R_t^t)^2 + (G_t^t)^2 \right] \right)
\]

\[
+ \rho \left[ -(R_t^t)^2 + (G_t^t)^2 \right] \right)
\]

\[
+ \rho \left[ -(R_t^t)^2 + (G_t^t)^2 \right] \right)
\]

\[
+ \rho \left[ -(R_t^t)^2 + (G_t^t)^2 \right] \right)
\]

Recall that \( R, m, \) and \( G \) in the objective function of the problem (11) are separable. Hence, they can be calculated one by one. We start with updating step \( R \). The optimal solution to (11) regarding \( R \) is given by

\[
R_{t+1}^t = \arg \min_{R} \| R \|_{TNN} + \frac{\rho}{2} \| R - R_t^t + Y_t^t + G_{t+1}^t \|_F^2
\]

\[
= \text{Prox}(\tau/\rho)_{\| R \|_{TNN}} (Y_t^t + G_{t+1}^t)
\]

\[
= U \ast S_{\rho/\tau} \ast V^T,
\]

where \( U \ast S \ast V^T \) is a tensor singular value decomposition of \( Y_t^t + G_{t+1}^t \). \( S_{\rho/\tau} \) is \( \text{IPT}(S_{\rho/\tau}([1,3]) \) for the third frontal slices, and \( S_{\rho/\tau} := \max\{S - \rho/\tau, 0\} \). Here, the operator \( \text{IPT} \) corresponds to an inverse Fourier transform.

For updating \( G \), an optimal solution to problem (11) for \( G \) is obtained as

\[
G_{t+1}^t = \arg \min_{G} \| \psi_t^G(G) + \frac{\rho}{2} \| G - (G_t^t + Y_t^t) \|_F^2
\]

\[
= \mathcal{P}_{T_2}(G_{t+1}^t + Y_t^t)
\]

where \( \mathcal{P}_{T_2} \) is a projection onto \( T_2 \). Similarly, for \( m \), we obtain an optimal solution as follows.

\[
m_{t+1} = \arg \min_{m} \psi_t^m(m) + \frac{\rho}{2} \| m - (\mu_{t+1}^3 + Y_3^t) \|_F^2
\]

\[
= \mathcal{P}_{\Gamma_1}(m_{t+1} + Y_3^t),
\]

where \( \mathcal{P}_{\Gamma_1} \) is a projection onto \( \Gamma_1 \).

Finally, all the steps are summarized in Algorithm 1.
Algorithm 1: Algorithm for Solving (9).

**Input:** Given data $Z^K \in \mathbb{R}^{n_1 \times n_2 \times (K + p)}$, $\rho$, $\tau$, $a_1, a_2, b_1, b_2$

**Output:** Matrix $\hat{\mu}$ and tensor $\hat{G}$

Initialize $\mu^{(0)}, G^{(0)}, R^{(0)}, m^{(0)}, G^{(0)}_1, G^{(0)}_2, G^{(0)}_3$, and set $t = 1$.

repeat

Update $\mu^{t+1}$ and $G^{t+1}$ by the following steps:

• while not converge do
  • Update $\mu, G$ by the (15) and (16).

• end while

• Update $R^{t+1}, G^{t+1}, m^{t+1}$ by solving (11)

  \[
  Y^{t+1}_1 = Y^{t}_1 + (G^{t+1} - R^{t+1})
  
  Y^{t+1}_2 = Y^{t}_2 + (G^{t+1} - G^{t+1})
  
  Y^{t+1}_3 = Y^{t}_3 + (\mu^{t+1} - m^{t+1})
  
  t = t + 1.

until Termination criterion is met.

V. NUMERICAL EXAMPLES

A. Synthetic Data

We first experiment with Algorithm 1 on synthetic data to see the performance of our method. We generate the true $G \in \mathbb{R}^{(2n_1-1)\times(2n_2-1)\times p}$ with multi-rank $(r_1, r_2, \ldots, r_p) = (1, 1, \ldots, 1)$ by $G_{ijk} = u^{(1)}_{i} u^{(2)}_{j} u^{(3)}_{k}$, where $u^{(1)}_{i}, u^{(2)}_{j},$ and $u^{(3)}_{k}$ are from uniform distribution $U(0, 1)$. By our discrete approximation to Hawkes processes with memory depth $p$, we use a non-increasing function of $k$ for the $k$th frontal slice $G^{(k)}$ for $k = 1, \ldots, p$. We also generate $\mu$ randomly from $U(0, 1)$. The $\mu$ and $G$ are rescaled for a well-defined point process. With the true $\mu, G$, we generate the synthetic data by

\[
Z_{ijk}(H_{k-1}) \sim \text{Poisson} (\Delta \lambda_{ijk})
\]

for $i \in [n_1], j \in [n_2]$ and $k \in [K]$ with given initial data $Z_0^{(k)}$. The initialization $\mu^{(0)}$ and $G^{(0)}$ are randomly generated with similar scales to their true values. To ensure that the error terms in different cases are at the same scale, we use the relative error

\[
\text{Merr} := \frac{\| \mu - \hat{\mu} \|_F}{\| \mu \|_F}
\]

\[
\text{Gerr} := \frac{\| G - \hat{G} \|_F}{\| G \|_F}
\]

to evaluate the estimation of $\mu$ and $G$, respectively.

We test the performance of our method with different $n_1, n_2$ and $p$, and compare it with the model without the low-rank constraint on $G$, and a widely used Hawkes process model with an exponential temporal decay function (e.g., [35]). We denote the proposed method as “TNN,” the maximum likelihood estimation method without the low-rank constraint as “MLE,” the estimation method with the exponential decay function (i.e., $\alpha e^{-\alpha k}$, where $k = 1, \ldots, p$ and $\alpha > 0$ is a decay parameter) as “EXP,” and the estimation method with the matrix nuclear norm and the exponential decay function as “MNN”.

B. Real Data

We next apply our method to real-world data, the crime dataset in Atlanta, USA. The dataset contains 47,245 burglary incidents in Atlanta from January 1, 2015, to February 28, 2017. The events in the region where the longitude is from 33.71 to 33.76 and the latitude are from $-84.43$ to $-84.38$ are considered. In the region, 9937 burglary incidents occurred during 789 days. We discretize the area into $5 \times 5$ discrete space and the time with a 4-hour interval unit.

We use $p = 5$ as a memory depth for the data, and the parameter $\tau$ is set to 3.5 for TNN and 0.4 for MNN. The model is trained and tested with 80% and 20% of the data sequence, respectively.

To evaluate our model, two metrics are employed: First, the metric FRQ, defined as the sum of the absolute difference in frequency of events between the predicted data and the true test data, is used. It is the frequency difference of burglary.
Fig. 3. The relative errors of the estimated tensor kernel (left) and base intensity matrix (right) under different $n_1, n_2, p$, and sample size $K$.

### TABLE II

| Case          | Method | Error | $K=1000$ | $K=2000$ | $K=3000$ | $K=5000$ | $K=8000$ | $K=10000$ |
|---------------|--------|-------|----------|----------|----------|----------|----------|-----------|
| $n_1 = 4, n_2 = 4, p = 5$ | TNN    | GETT  | 0.536    | 0.460    | 0.427    | 0.363    | 0.330    | 0.316     |
|               |        | MERR  | 0.202    | 0.131    | 0.094    | 0.080    | 0.064    | 0.061     |
|               | MLE    | GETT  | 1.284    | 0.940    | 0.785    | 0.640    | 0.534    | 0.482     |
|               |        | MERR  | 0.202    | 0.144    | 0.110    | 0.094    | 0.066    | 0.063     |
|               | EXP    | GETT  | 0.317    | 0.174    | 0.133    | 0.112    | 0.103    | 0.109     |
|               |        | MERR  | 0.692    | 0.650    | 0.621    | 0.597    | 0.553    | 0.534     |
| $n_1 = 5, n_2 = 5, p = 7$ | TNN    | GETT  | 0.686    | 0.395    | 0.536    | 0.446    | 0.405    | 0.375     |
|               |        | MERR  | 0.241    | 0.178    | 0.192    | 0.133    | 0.116    | 0.105     |
|               | MLE    | GETT  | 1.278    | 0.315    | 0.297    | 0.237    | 0.249    | 0.241     |
|               |        | MERR  | 0.878    | 0.846    | 0.646    | 0.597    | 0.563    | 0.556     |
|               | EXP    | GETT  | 0.386    | 0.456    | 0.356    | 0.312    | 0.267    | 0.239     |
|               |        | MERR  | 0.462    | 0.308    | 0.323    | 0.256    | 0.217    | 0.200     |

incidents in 25 subregions. Second, the metric NLR, the sum of the negative log-likelihood function, is compared.

Table I shows numerical results on TNN, MLE, EXP and MNN. The numbers in the columns of FRQ (1) and FRQ (60) represent one instance of FRQ and the average FRQ over 60 runs, respectively. In all metrics, TNN provides better results than MLE, EXP and MNN. We observe again the clear advantage of exploiting a low-rank structure of the tensor kernel. We note that TNN is implemented without any predefined decay parameter, whereas it is necessary for EXP and MNN.

### VI. CONCLUSION

We have studied the recovery of the base intensity matrix and the tensor of the discretized version of the kernel function for spatio-temporal Hawkes processes. Using TNN, a formulation of the maximum likelihood estimation with the constraints has been proposed. Specifically, a precise theoretical upper bound for the sum of square errors of the proposed estimators has been presented. We have also applied the ADMM and MM algorithms to solve the proposed convex optimization problem. The numerical experiments demonstrate the efficiency of our method and support the theoretical results. For future work, non-convex optimization techniques will be investigated to estimate the matrix and the tensor kernel in the problem. It will be interesting to study whether the convex relaxation gap can be estimated and reduced by employing non-convex optimization methods.

### APPENDIX A

**Proof of Theorem 3**

We prove Theorem 3. For the simplicity of analysis, we let $\eta := (\mu, G)$. Then, the problem is expressed as:

$$
\min F(\eta) := \sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} [\Delta \lambda_{ijk}(\eta) - Z_{ijk} \ln(\Delta \lambda_{ijk}(\eta))]
$$

subject to $\eta \in D := \{ (\mu, G) \mid a_1 \leq \mu_{ij} \leq b_1, a_2 \leq G_{ijk} \leq b_2, \|G\|_{TNN} \leq b_2 \sqrt{\gamma(2n_1 - 1)(2n_2 - 1)p} \}$, (17)

where $\lambda, Z \in \mathbb{R}^{n_1 \times n_2 \times K}$.

We now define the KL-divergence between two Poisson distributions. For any two Poisson mean $p$ and $q$, the KL divergence
is defined as follows:
\[
D(p|q) := p \ln(p/q) - (p - q).
\]
Similarly, the Hellinger distance for Poisson distributions is defined:
\[
H^2(p|q) := 2 - 2 \exp \left\{ -\frac{1}{2} (\sqrt{p} - \sqrt{q})^2 \right\}.
\]
Let \( \theta \) be a true parameter that we aim to estimate. For any \( \eta \in \mathcal{D} \), we have
\[
F(\eta) - F(\hat{\theta})
= \sum_{k=1}^{K} F_k(\eta) - F_k(\theta)
= \sum_{k=1}^{K} \{ F_k(\eta) + E_{k-1}[F_k(\eta)] - E_{k-1}[F_k(\eta)] - F_k(\theta) \}
+ E_{k-1}[F_k(\theta)] - E_{k-1}[F_k(\theta)]
= \sum_{k=1}^{K} \{ E_{k-1}[F_k(\eta)] - F_k(\theta) + F_k(\eta) - E_{k-1}[F_k(\eta)] \}
- F_k(\theta) + E_{k-1}[F_k(\theta)],
\]
(18)
where \( F_k(\eta) := \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} (\Delta \lambda_{ijk}(\eta) - Z_{ijk} \ln(\Delta \lambda_{ijk}(\eta))) \) and \( E_{k-1} \) denotes the conditional expectation taken with respect to \( Z^k \) given \( H_{k-1} \).
Observe that
\[
\sum_{k=1}^{K} E_{k-1}[F_k(\eta) - F_k(\theta)]
= \sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \Delta \lambda_{ijk}(\theta) \ln \frac{\lambda_{ijk}(\theta)}{\lambda_{ijk}(\eta)} - \Delta(\lambda_{ijk}(\theta) - \lambda_{ijk}(\eta))
= \sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \Delta D(\lambda_{ijk}(\theta)||\lambda_{ijk}(\eta)).
\]
(19)
Since our estimator \( \hat{\theta} \) is the optimal solution to the problem (17), we obtain that \( F(\hat{\theta}) - F(\theta) \leq 0 \). From (18) and (19), we have
\[
\sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \Delta D(\lambda_{ijk}(\theta)||\lambda_{ijk}(\hat{\theta}))
\leq \sum_{k=1}^{K} \left[ -F_k(\hat{\theta}) + E_{k-1}[F_k(\hat{\theta})] + F_k(\theta) - E_{k-1}[F_k(\theta)] \right]
= \sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \{ -(\Delta \lambda_{ijk}(\hat{\theta}) - Z_{ijk}) \ln(\Delta \lambda_{ijk}(\hat{\theta}))
+ (\Delta \lambda_{ijk}(\theta) - Z_{ijk}) \ln(\Delta \lambda_{ijk}(\theta)) \}
= \sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} (\Delta \lambda_{ijk}(\theta) - Z_{ijk}) \ln \left( \frac{\lambda_{ijk}(\theta)}{\lambda_{ijk}(\hat{\theta})} \right),
\]
(20)
We first derive the lower bound and then the upper bound for the inequality (20).

A. Lower Bound for KL-Divergence
For a fixed \( Z^K \), we describe how to obtain the lower bound for
\[
\sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \Delta D(\lambda_{ijk}(\theta)||\lambda_{ijk}(\hat{\theta})).
\]
From the information theory, we know that
\[
D(\lambda_{ijk}(\theta)||\lambda_{ijk}(\hat{\theta})) \geq H^2(\lambda_{ijk}(\theta)||\lambda_{ijk}(\hat{\theta})).
\]
To obtain the lower and upper bound for any \( \lambda_{ijk}(\theta) \) with \( Z^K \), we define the mapping \( W^{ij}(\cdot) : \mathbb{R}^{n_1 \times n_2 \times p} \rightarrow \mathbb{R}^{(2n_1-1) \times (2n_2-1) \times p} \) as follows:
\[
(W^{ij}(Z^{k-1})_{ij,k,k'}) \triangleq \begin{cases}
Z_{n_1-(i'-i),n_2-(j'-j),k,k'} & \text{if } i' \leq i + n_1 - 1, \quad j' \leq j + n_2 - 1, \\
0, & \text{otherwise}.
\end{cases}
\]
Then, we can express \( \lambda_{ijk}(\theta) \) as
\[
\lambda_{ijk}(\theta) = \mu_{ij} + \langle W^{ij}(Z^{k-1})_{ij,k,k'}, \mathcal{G} \rangle,
\]
where \( \langle \cdot, \cdot \rangle \) is an inner product for tensors.
Let \( \mathbb{E} \in \mathbb{R}^{(2n_1-1) \times (2n_2-1) \times p} \) be a tensor of all ones. We define
\[
l := \min_k \{ \mathbb{E}, W^{ij}(Z^{k-1}) \} = \min_k \| Z^{k-1} \|_1
\]
and
\[
u := \max_{1 \leq k \leq K} \{ \| W^{ij}(Z^{k-1}) \|_\text{spec} \} = \max_{1 \leq k \leq K} \{ Z^{k-1} \}.
\]
For any \( \lambda_{ijk}(\theta)|H_{k-1} \), the lower bound is
\[
\lambda_{ijk}(\theta) \geq a_1 + a_2 \langle \mathbb{E}, W^{ij}(Z^{k-1}) \rangle \geq a_1 + a_2 l,
\]
and the upper bound is
\[
\lambda_{ijk}(\theta) \leq b_1 + \langle \mathcal{G}, W^{ij}(Z^{k-1}) \rangle
\leq b_1 + \| W^{ij}(Z^{k-1}) \|_\text{spec} \| \mathcal{G} \|_{\text{TNN}}
\leq b_1 + ub_2 \sqrt{2n_1 - 1)(2n_2 - 1)}p
\]
by Cauchy-Schwartz inequality and the assumptions. As a result, given \( Z^K \),
\[
\mathcal{J} := a_1 + a_2 l \leq \lambda_{ijk}(\theta)
\leq b_1 + ub_2 \sqrt{2n_1 - 1)(2n_2 - 1)}p := \mathcal{J}, \forall i, j, k, \forall \theta \in \mathcal{D}.
\]
By Lemma 8 in [9], for all \( T \geq \frac{1}{2}(\sqrt{\lambda_{ijk}(\theta)} - \sqrt{\lambda_{ijk}(\theta)})^2 \), it holds that
\[
H^2(\lambda_{ijk}(\theta)||\lambda_{ijk}(\hat{\theta})) \geq 1 - \frac{e^{-T}}{4JT} | \lambda_{ijk}(\theta) - \lambda_{ijk}(\hat{\theta}) |^2.
\]
Taking \( T = 2\mathcal{J} \), we have
\[
H^2(\lambda_{ijk}(\theta)||\lambda_{ijk}(\hat{\theta})) \geq 1 - \frac{e^{-2\mathcal{J}}}{8\mathcal{J}^2} | \lambda_{ijk}(\theta) - \lambda_{ijk}(\hat{\theta}) |^2.
\]
For the subsequent discussion, we need the following notation. Let \( E_{ij} \in \mathbb{R}^{n_1 \times n_2} \) be a matrix whose \( ij \)th entry is one and all the other entries are zero. We also denote the number of parameters as \( d := n_1 n_2 + (2n_1 - 1)(2n_2 - 1) \). Let
\[
\beta := [\text{vec}(\mu); \text{vec}(G)] \in \mathbb{R}^d,
\]
\[
c'_{ij}(Z_{k-p}^{k-1}) := [\text{vec}(E_{ij}); \text{vec}(W_{ij}(Z_{k-p}^{k-1}))] \in \mathbb{R}^d,
\]
\[
A_{ij}(Z_{k-p}^{k-1}) := c'_{ij}(Z_{k-p}^{k-1})c_{ij}(Z_{k-p}^{k-1})^\top \in \mathbb{R}^{d \times d},
\]
\[
A[Z^K] := \frac{1}{K} \sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} A_{ij}(Z_{k-p}^{k-1}) \in \mathbb{R}^{d \times d},
\]
where \( \text{vec} \) is a vectorization operator.

Then, we can represent \( \lambda_{ijk}(\theta) \) as follows.
\[
\lambda_{ijk}(\theta) = c'_{ij}(Z_{k-p}^{k-1})^\top \beta.
\]

Thus,
\[
H^2(\lambda_{ijk}(\theta)||\lambda_{ijk}(\tilde{\theta})) = \frac{1 - e^{-2J}}{8J^2} [\lambda_{ijk}(\theta) - \lambda_{ijk}(\tilde{\theta})]^2
\]
\[
= \frac{1 - e^{-2J}}{8J^2} [c'_{ij}(Z_{k-p}^{k-1})^\top \beta - c_{ij}(Z_{k-p}^{k-1})^\top \tilde{\beta}]^2
\]
\[
= \frac{1 - e^{-2J}}{8J^2} (\beta - \tilde{\beta})^\top (c_{ij}(Z_{k-p}^{k-1})c_{ij}(Z_{k-p}^{k-1})^\top)(\beta - \tilde{\beta})
\]
\[
= \frac{1 - e^{-2J}}{8J^2} (\beta - \tilde{\beta})^\top A_{ij}(Z_{k-p}^{k-1})(\beta - \tilde{\beta}).
\]

Note that for given data \( Z_{k-p}^{k-1}, A_{ij}(Z_{k-p}^{k-1}) \) is positive semidefinite \( (A_{ij}(Z_{k-p}^{k-1})^2) \geq 0 \). We use the condition number in Definition 2 to obtain the lower bound for (20):
\[
\sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \Delta D(\lambda_{ijk}(\theta)||\lambda_{ijk}(\tilde{\theta}))
\]
\[
\geq \sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \Delta H^2(\lambda_{ijk}(\theta)||\lambda_{ijk}(\tilde{\theta}))
\]
\[
\geq \Delta K \sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \frac{1 - e^{-2J}}{8J^2 K} (\beta - \tilde{\beta})^\top A_{ij}(Z_{k-p}^{k-1})(\beta - \tilde{\beta})
\]
\[
\geq \Delta K \frac{1 - e^{-2J}}{8J^2} \delta_2[A[Z^K]]\|\beta - \tilde{\beta}\|_2^2
\]
\[
= \Delta K \frac{1 - e^{-2J}}{8J^2} \delta_2[A[Z^K]](\|\mu - \tilde{\mu}\|_F^2 + \|G - \tilde{G}\|_F^2). \quad (21)
\]

The last inequality follows from Definition 2.

### B. Upper Bounds for the Random Term

We next derive the upper bound on (20). The upper bound can be written as
\[
\sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \Delta \lambda_{ijk}(\theta) - Z_{ijk}) \ln \left( \frac{\lambda_{ijk}(\theta)}{\lambda_{ijk}(\tilde{\theta})} \right)
\]
\[
= \sum_{k=1}^{K} \left( E_i(\Delta \lambda(k)(\theta) - Z(k)) \circ \ln \left( \frac{\lambda(k)(\theta)}{\lambda(k)(\tilde{\theta})} \right) \right)
\]
\[
\leq \sup_{\theta, \eta} \sum_{k=1}^{K} \left( E_i(\Delta \lambda(k)(\theta) - Z(k)) \circ \ln \left( \frac{\lambda(k)(\theta)}{\lambda(k)(\eta)} \right) \right) \quad \text{(22)}
\]
where \( E \in \mathbb{R}^{n_1 \times n_2} \) is a matrix of all ones, \( \lambda(k), Z(k) \) are \( k \)th frontal slice of tensor \( \lambda \) and \( Z \), respectively, \( \circ \) is the Hadamard product, and \( \ln \left( \frac{\lambda(k)(\theta)}{\lambda(k)(\eta)} \right) \in \mathbb{R}^{n_1 \times n_2} \) is a matrix whose \( ij \)th entry is equal to \( \ln \left( \frac{\lambda_{ijk}(\theta)}{\lambda_{ijk}(\eta)} \right) \). For the analysis of (22), we define
\[
\xi_k := \text{vec} \left[ (\Delta \lambda(k)(\theta) - Z(k)) \circ \ln \left( \frac{\lambda(k)(\theta)}{\lambda(k)(\eta)} \right) \right] \in \mathbb{R}^{n_1 n_2}.
\]

Note that \( \xi_k \) is a martingale difference vector.

In the subsequent discussion, we will apply the Azuma-Hoeffding inequality and union bound property to derive an upper bound. We need the condition, \( (\xi_k)_s \leq b_t \) for all \( s = 1, \ldots, n_1 n_2 \), to apply the Azuma-Hoeffding inequality. The bounds can be obtained by applying the following Poisson concentration inequality.

**Lemma 4:** For \( Y \sim \text{Pois}(\lambda) \), for all \( t > 0 \), it holds that
\[
\mathbb{P} \{|Y - \lambda| \geq t\} \leq 2e^{-\frac{t^2}{2\lambda}}.
\]

By Lemma 4, for \( \epsilon > 0 \),
\[
\mathbb{P} \{|\Delta \lambda_{ijk}(\theta) - Z_{ijk}| \geq \epsilon | \mathcal{H}_{k-1} \} \leq 2e^{-\frac{\epsilon^2}{2\lambda}}
\]
\[
\leq 2e^{-\frac{\epsilon^2}{2\lambda}}.
\]

By the tower property for conditional expectations,
\[
\mathbb{E} \mathbb{P} \{|\Delta \lambda_{ijk}(\theta) - Z_{ijk}| \geq \epsilon | \mathcal{H}_{k-1} \} = \mathbb{P} \{|\Delta \lambda_{ijk}(\theta) - Z_{ijk}| \geq \epsilon \} \leq 2e^{-\frac{\epsilon^2}{2\lambda}}.
\]

Therefore, by applying the union bound property,
\[
|\Delta \lambda_{ijk}(\theta) - Z_{ijk}| \leq \epsilon, \forall i,j,k,
\]

with probability \( 1 - 2n_1 n_2 \mathbb{E} e^{-\frac{\epsilon^2}{2\lambda}} \). Since \( \theta, \eta \in \mathcal{D} \), we have
\[
(\Delta \lambda_{ijk}(\theta) - Z_{ijk}) \ln \left( \frac{\lambda_{ijk}(\theta)}{\lambda_{ijk}(\eta)} \right) \leq \epsilon \ln J \quad := \epsilon',
\]
with probability \( 1 - 2n_1 n_2 \mathbb{E} e^{-\frac{\epsilon^2}{2\lambda}} \). Note that this shows each entry in \( \xi_k \) is not upper bounded by \( \epsilon' \) with a small probability.

Now we apply the following Theorem.

**Theorem 3 (Theorem 32, 33 in [12]):** Consider a random variable \( X \) and a filtration \( \{\mathcal{F}_0, \ldots, \mathcal{F}_n\} \). Suppose \( X_0, X_1, \ldots, X_n \) is a martingale sequence such that \( X_t = \mathbb{E}[X_t | \mathcal{F}_t] \). For \( t > 0 \), it holds that
\[
\mathbb{P}(|X - \mathbb{E}X| \geq t) \leq 2e^{-\frac{t^2}{2n_1 n_2}} + \sum_i \mathbb{P}(|X_i - X_{i-1}| \geq c_i),
\]
where \( c_1, \ldots, c_n \) are non-negative values.
For fixed $s$, we define “bad events” as a set such that $|\langle \xi_k \rangle_s| > \epsilon$ for any $k = 1 \ldots K$. By Theorem 5, the generalized Azuma-Hoeffding inequality can be applied to the sum of unbounded martingale difference with a probability of the “bad events”. 

For $t > 0$, we obtain

$$\mathbb{P} \left\{ \left( \sum_{k=1}^{K} \xi_k \right)_s \geq t \right\} \leq 2e^{-\frac{t^2}{2\alpha_1^2}} + \mathbb{P} (\text{“bad events”})$$

and it implies that for $x > 0$,

$$\mathbb{P} \left\{ \left( \sum_{k=1}^{K} \xi_k \right)_s \geq \sqrt{2e^{2\epsilon^2}xK} \right\} \leq 2e^{-x} + 2Ke^{-\frac{\epsilon^2}{\pi(\Delta + \eta)}}.$$ 

By the union bound, we have

$$\left\| \sum_{k=1}^{K} \xi_k \right\|_{\infty} \leq \sqrt{2e^{2\epsilon^2}xK}$$

with probability $1 - 2n_1n_2K\epsilon^{-\frac{\epsilon^2}{\pi(\Delta + \eta)}} - 2n_1n_2\epsilon^2$.

Let $\alpha_1 = n_1n_2K\epsilon^{-\frac{\epsilon^2}{\pi(\Delta + \eta)}}$ and $\alpha_2 = n_1n_2\epsilon^2$, where $\Delta = b_1 + u\sqrt{2(2n_1 - 1)(2n_2 - 1)p}$ and $x > 0$. By simple computation, we have

$$\epsilon = \ln \frac{n_1n_2K}{\alpha_1} + \sqrt{\ln^3 \frac{n_1n_2K}{\alpha_1} + 2\Delta J \ln \frac{n_1n_2K}{\alpha_1}} \leq \max \left\{ 2\sqrt{\Delta J \ln \frac{n_1n_2K}{\alpha_1}}, 4\ln \frac{n_1n_2K}{\alpha_1} \right\}.$$ 

Hence, it follows that

$$\left\| \sum_{k=1}^{K} \xi_k \right\|_{\infty} \leq \sqrt{2K} \ln \frac{\sqrt{\ln \frac{n_1n_2K}{\alpha_1}}}{2} \cdot \max \left\{ 2\sqrt{\Delta J \ln \frac{n_1n_2K}{\alpha_1}}, 4\ln \frac{n_1n_2K}{\alpha_1} \right\}$$

with probability $1 - 2\alpha_1 - 2\alpha_2$. Finally, the upper bound is

$$\sum_{k=1}^{K} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \Delta D (\lambda_{ijk}(\theta) || \lambda_{ijk}(\hat{\theta}))$$

$$\leq \sup_{\eta \in D} \sum_{k=1}^{K} \left\langle E_i (\Delta (k)(\theta) - Z(k)) \circ \ln \frac{\lambda^{(k)}(\theta)}{\lambda^{(k)}(\eta)} \right\rangle \leq \left\| \vec{\text{vec}}(E) \right\|_1 \left\| \sum_{k=1}^{K} \xi_k \right\|_\infty$$

$$\leq n_1n_2\sqrt{2K} \ln \frac{\sqrt{\ln \frac{n_1n_2K}{\alpha_2}}}{2} \cdot \max \left\{ 2\sqrt{\Delta J \ln \frac{n_1n_2K}{\alpha_1}}, 4\ln \frac{n_1n_2K}{\alpha_1} \right\}$$

with probability at least $1 - 2\alpha_1 - 2\alpha_2$. We obtain Theorem 3 by combining (21) and (23).

**APPENDIX B**

**NUMERICAL RESULTS FOR SIMULATION**

Table II demonstrates the results for the simulations in Section V. “TNN” denotes our method, which involves low-rank constraints using Fourier transformed nuclear norm, while “MLE” denotes the maximum likelihood method without such constraint, “EXP” denotes the estimation method with fixed exponential temporary decay function, and “MNN” denotes the estimation method with the matrix nuclear norm and the exponential decay function. For each case and each sample size, the experiment was repeated five times for each method. The visualization is presented in Fig. 2 in Section V.
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