DEGREES OF AND LOWNESS FOR ISOMETRIC ISOMORPHISM

JOHANNA N.Y. FRANKLIN AND TIMOTHY H. MCNICHOLL

Abstract. We contribute to the program of extending computable structure theory to the realm of metric structures by investigating lowness for isometric isomorphism of metric structures. We show that lowness for isomorphism coincides with lowness for isometric isomorphism and with lowness for isometry of metric spaces. We also examine certain restricted notions of lowness for isometric isomorphism with respect to fixed computable presentations, and, in this vein, we obtain classifications of the degrees that are low for isometric isomorphism with respect to the standard copies of certain Lebesgue spaces.

1. Introduction

While lowness—the idea that an oracle is useless in a particular context—has appeared in several contexts in computability theory over the past 50 years, it only made its way into computable structure theory in the past few years with Franklin and Solomon’s results on lowness for isomorphism [8]. Franklin and Solomon defined a degree \( d \) to be low for isomorphism if, whenever there is a \( d \)-computable isomorphism between two computably presented structures \( A \) and \( B \), there is already a computable isomorphism between \( A \) and \( B \), and thus the information contained in \( d \) is unnecessary in this context. This is clearly a degree-theoretic property, and the class of Turing degrees with this property has proven difficult to characterize. However, one may also define lowness for isomorphism for a class of structures \( \mathcal{K} \): whenever there is a \( d \)-computable isomorphism between two computably presented structures \( A \) and \( B \) in a given class \( \mathcal{K} \), there is a computable isomorphism between \( A \) and \( B \). In Suggs’s thesis, he considered classes of various types of equivalence structures, linear orders, and shuffle sums and was frequently able to achieve a full characterization of lowness for isomorphism for these particular classes [19].

These results are all formulated for classes of countable algebraic structures. Here, we turn our attention towards analysis and focus on metric structures. Roughly speaking, these structures consist of a complete metric space together with collections of operations, functionals, and constants. Examples are Banach spaces, Hilbert spaces, probability spaces, and \( C^* \) algebras. The model theory of these structures has been investigated extensively via continuous logic (see [1]).

Recently, a program to adapt the framework of computable structure theory to the continuous setting, that is, to metric structures, has emerged (see [14], [15], [16], [17], [18], [1], [2]). We contribute to this direction by introducing the study of lowness for isometric isomorphism of metric structures. We begin by considering metric structures in general in Section 3. We find, perhaps not surprisingly,
that lowness for isomorphism (of countable algebraic structures) and lowness for isometric isomorphism coincide in Section 4.

We then follow a direction parallel to that pursued by Suggs and consider some specific classes of metric structures. We first find that lowness for isomorphism and lowness for isometry of metric spaces coincide. We then proceed to examine Banach spaces, a class of metric structures that has enjoyed a long history of investigation in analysis as well as many interactions with mathematical logic. We find that every degree of isomorphism is a degree of isometric isomorphism for Banach spaces. We find that proving the converse of this statement, or more generally obtaining a classification of these degrees, appears to be a difficult task. We discuss some of these difficulties in Section 5.

As a possible first step towards obtaining a classification of the degrees of isometric isomorphism of Banach spaces, we then proceed to narrow our focus even further and consider the Lebesgue spaces. Our motivation for doing so is that these spaces, in particular the sequence spaces $\ell^p$, are often used in the constructions of examples of Banach spaces. In addition, $\ell^1$ is universal among separable spaces in that every separable Banach space is a quotient of $\ell^1$. We succeed in classifying the degrees that are low for isometric isomorphism for the standard presentations of these spaces, that is, the degrees that are useless for computing an isometric isomorphism of the standard presentation onto some other presentation.

Finally, in Section 7 we state several questions and conjectures that naturally arise from these results.

We begin with some preliminaries regarding metric structures and their presentations and, then, the fundamental definitions of lowness for (and degrees of) isometric isomorphism.

2. Background and preliminaries

2.1. Metric structures and their presentations. We begin by more formally defining the concept of a metric structure and the associated concepts of metric signature and interpretation. Our definitions are essentially the same as that found in standard sources such as [1]. The main difference is that we do not require our metric structures to be bounded. A more minor difference is that we replace predicates with the somewhat broader class of functionals.

Let $F$ denote the field of scalars. This can be either $\mathbb{R}$ or $\mathbb{C}$.

**Definition 2.1.** A *metric structure* is a quintuple $\mathcal{M} = (U, d, O, F, C)$ with the following properties.

1. $(U, d)$ is a complete metric space.
2. For each $T \in O$, there is a positive integer $n$ so that $T$ is a uniformly continuous $n$-ary operation on $U$.
3. For each $f \in F$, there is a positive integer $n$ so that $f$ is a uniformly continuous $n$-ary functional on $U$; i.e., $f : U^n \to F$ and is uniformly continuous.
4. $C \subseteq U$.

We remark that every countable algebraic structure can be represented by a metric structure by employing the discrete metric and regarding the characteristic functions of the relations as functionals.

If $\mathcal{M}$ is a metric structure, let $|\mathcal{M}|$ denote the set of all points of $\mathcal{M}$ (i.e., the universe of $\mathcal{M}$).
Definition 2.2. We define a metric signature to be a quintuple \((\mathcal{O}, \mathcal{F}, \mathcal{C}, \eta, \Delta)\) where

1. \(\mathcal{O}, \mathcal{F}, \mathcal{C}\) are pairwise disjoint sets of symbols,
2. \(\eta : \mathcal{O} \cup \mathcal{F} \cup \mathcal{C} \rightarrow \mathbb{N}\), \(\eta\) is positive on \(\mathcal{O} \cup \mathcal{F}\), and \(\eta(\tau) = 0\) for each \(\tau \in \mathcal{C}\), and
3. \(\Delta : (\mathcal{O} \cup \mathcal{F}) \times \mathbb{N} \rightarrow \mathbb{N}\).

Suppose \(S = (\mathcal{O}, \mathcal{F}, \mathcal{C}, \eta, \Delta)\) is a metric signature. We refer to the symbols in \(\mathcal{O}, \mathcal{F}, \mathcal{C}\) as the operation symbols, functional symbols, and constant symbols of \(S\) respectively. We call \(\eta(\gamma)\) the arity of \(\gamma\). The function \(\Delta_\phi(n) = \Delta(\phi, n)\) is the modulus of \(\phi\).

Suppose \((X_1, d_1)\) and \((X_2, d_2)\) are metric spaces and \(f : X_1^n \rightarrow X_2\). Recall that a function \(g : \mathbb{N}^n \rightarrow \mathbb{N}\) is a modulus of continuity for \(f\) if \(d(f(p_1, \ldots, p_n), f(q_1, \ldots, q_n)) < 2^{-k}\) whenever \(\max_j d(p_j, q_j) < 2^{-\eta(k)}\).

We can say now what it means for a metric structure to interpret a signature \(S\).

Definition 2.3. A metric structure \(M\) is an interpretation of \(S\) if there is a map \(I\) that satisfies the following conditions.

1. For each \(n\)-ary operation symbol \(\phi\) of \(S\), \(I(\phi)\) is an \(n\)-ary operation of \(M\).
2. For each \(n\)-ary functional symbol \(\phi\) of \(S\), \(I(\phi)\) is an \(n\)-ary functional of \(M\).
3. For each constant symbol \(\kappa\) of \(S\), \(I(\kappa)\) is a point of \(M\).
4. \(\Delta_\phi\) is a modulus of continuity for \(\phi\).

We denote \(I(\phi)\) by \(\phi^M\).

Conversely, if \(M\) is an interpretation of \(S\), then we say \(S\) is a signature of \(M\). Let \(K_S\) denote the class of all interpretations of \(S\) (the class of \(S\)-structures).

Definition 2.4. Suppose \(M_0\) and \(M_1\) are interpretations of a metric signature \(S\), and let \(F : |M_0| \rightarrow |M_1|\). We say \(F\) is an isomorphism if it is homeomorphic and satisfies the following.

1. For each \(n\)-ary operation symbol \(\overline{\phi}\) of \(S\) and all \(p_1, \ldots, p_n \in |M_0|\), \(F(\overline{\phi}^M_0(p_1, \ldots, p_n)) = \overline{\phi}^M_1(F(p_1), \ldots, F(p_n))\).
2. For each \(n\)-ary functional symbol \(\overline{\eta}\) of \(S\) and all \(p_1, \ldots, p_n \in |M_0|\), \(F(\overline{\eta}^M_0(p_1, \ldots, p_n)) = \overline{\eta}^M_1(F(p_1), \ldots, F(p_n))\).
3. For each constant symbol \(\overline{\tau}\) of \(S\), \(F(\overline{\tau}^M_0) = \overline{\tau}^M_1\).

A map \(\Phi : |M_0| \rightarrow |M_1|\) is isometric (or an isometry) if it preserves distances. We are primarily interested in isometric isomorphisms as they preserve both the metric and the algebraic structure.

We turn to presentations of metric structures which we will use to define computability on these structures. Our approach is an adaptation of an idea that goes back to Pour-El and Richards [18]. We will need the following.

Definition 2.5. Suppose \(M\) is a metric structure.

1. If \(S \subseteq |M|\), then the subspace generated by \(S\) is the smallest closed subset of \(|M|\) that is closed under every operation of \(M\).
2. A sequence \((p_n)_{n \in \mathbb{N}}\) generates \(M\) if \(\{p_n : n \in \mathbb{N}\}\) generates \(|M|\).

In the literature on the model theory of metric structures, the term “isomorphism” is used for maps that preserve the metric and algebraic structures. In keeping with the terminology of functional analysis, we prefer to use the term “isomorphism” for maps that preserve the topological and algebraic structures.
Definition 2.6. Suppose $\mathcal{M}$ is a metric structure. A presentation of $\mathcal{M}$ is a pair $(\mathcal{M}, (p_n)_{n \in \mathbb{N}})$ such that $(p_n)_{n \in \mathbb{N}}$ generates $\mathcal{M}$. If $\mathcal{M}^\# = (\mathcal{M}, (p_n)_{n \in \mathbb{N}})$ is a presentation of $\mathcal{M}$, we call $p_n$ the $n$-th distinguished point of $\mathcal{M}$.

Thus, a presentation of a metric structure is entirely defined by specifying the sequence of its distinguished points. Note that we do not require the distinguished points to be dense.

Definition 2.7. Suppose $\mathcal{M}^\#$ is a presentation of a metric structure $\mathcal{M}$.

1. The rational points of $\mathcal{M}^\#$ are the points in the subspace generated by the distinguished points of $\mathcal{M}^\#$.
2. A rational open ball of $\mathcal{M}^\#$ is an open ball of $\mathcal{M}$ whose center is a rational point of $\mathcal{M}^\#$ and whose radius is a positive rational number.

We now turn to the computability of presentations. This necessitates a brief discussion of the computability of metric signatures. Fix a metric signature $\mathcal{S} = (\mathcal{O}, \mathcal{F}, \mathcal{C}, \eta, \Delta)$. A presentation of $\mathcal{S}$ is a pair $(\mathcal{S}, \nu)$ where $\nu$ maps $\mathbb{N}$ onto the symbols of $\mathcal{S}$. A presentation $(\mathcal{S}, \nu)$ is computable if it meets the following criteria.

1. $\nu^{-1}[X]$ is computable for each $X \in \{\mathcal{O}, \mathcal{F}, \mathcal{C}\}$.
2. $\eta \circ \nu$ is computable.
3. $\Delta_{\nu(n)}$ is computable uniformly in $n \in \nu^{-1}[\mathcal{O} \cup \mathcal{F}]$.

We observe that any two computable presentations of a metric signature are computably isomorphic. That is, if $(\mathcal{S}, \nu)$ and $(\mathcal{S}, \nu')$ are computable presentations, then there is a computable permutation $\pi$ of $\mathbb{N}$ so that $\nu \circ \pi = \nu'$. Thus, if a metric signature has a computable presentation, we identify that signature with any one of its computable presentations, and we simply call the signature computable. The key feature of such signatures is that if $\mathcal{M}^\#$ is a presentation of a metric structure that has a computable signature, then it is possible to effectively number its rational points and balls. This numbering allows us to define computable points and maps as follows.

Definition 2.8. Suppose $\mathcal{M}^\#$ is a presentation of a metric structure that has a computable signature, and let $d$ denote the metric of $\mathcal{M}$. A point $p$ of $\mathcal{M}^\#$ is a computable point of $\mathcal{M}^\#$ if there is an algorithm that, given any $k \in \mathbb{N}$, produces a rational point $p'$ of $\mathcal{M}^\#$ so that $d(p, p') < 2^{-k}$.

Definition 2.9. Suppose $\mathcal{M}_0^\#$ and $\mathcal{M}_1^\#$ are presentations of metric structures with computable signatures, and let $\Phi : |\mathcal{M}_0| \rightarrow |\mathcal{M}_1|$. We say $\Phi$ is a computable map of $\mathcal{M}_0^\#$ into $\mathcal{M}_1^\#$ if there is an algorithm $P$ that satisfies the following two criteria.

- Given a (code of a) rational ball $B_0$ of $\mathcal{M}_0^\#$, $P$ either does not halt or produces a rational ball $B_1$ of $\mathcal{M}_1^\#$ so that $\Phi[B_0] \subseteq B_1$.
- If $U$ is a neighborhood of $\Phi(p)$, then there is a rational ball $B_0$ of $\mathcal{M}_0^\#$ so that $p \in B_0$ and $P(B_0) \subseteq U$.

Definition 2.10. Suppose $\mathcal{M}^\#$ is a presentation of a metric structure $\mathcal{M}$ that has a computable signature. We say $\mathcal{M}^\#$ is computable if it satisfies the following conditions.

1. The metric of $\mathcal{M}$ is computable on the rational points of $\mathcal{M}^\#$. That is, if $d$ denotes the metric of $\mathcal{M}$, then there is an algorithm that, given any two rational points $p_1, p_2$ of $\mathcal{M}^\#$ and a $k \in \mathbb{N}$, computes a rational number $q$ so that $|q - d(p_1, p_2)| < 2^{-k}$. 
(2) For every $n$-ary functional $F$ of $\mathcal{M}^#$ and all rational points $p_1, \ldots, p_n$ of $\mathcal{M}^#$, $F(p_1, \ldots, p_n)$ is computable uniformly in $F, p_1, \ldots, p_n$. That is, there is an algorithm that, given $F, p_1, \ldots, p_n$ and $k \in \mathbb{N}$ as input, produces a rational number $q$ so that $|F(p_1, \ldots, p_n) - q| < 2^{-k}$.

If $e, e'$ are indices of the algorithms referenced in Definition 2.10 then we refer to $(e, e')$ as an index of $\mathcal{M}^#$.

The criteria in the following theorem can often be used to reduce the computability of a function between presentations of metric spaces to its computability on the rational points. This can be useful in demonstrating the computability of such a function in that the mystery of producing an algorithm that operates on neighborhoods can be sidestepped for the more familiar setting of computing on individual points.

**Theorem 2.11.** Suppose $\mathcal{M}_0^#$ and $\mathcal{M}_1^#$ are presentations of metric structures with computable signatures, and let $\Phi : |\mathcal{M}_0| \to |\mathcal{M}_1|$. Then $\Phi$ is a computable map of $\mathcal{M}_0^# \rightarrow \mathcal{M}_1^#$ if both of the following hold.

1. $\Phi$ is computable on the rational points of $\mathcal{M}_0^#$. That is, for every rational point $p$ of $\mathcal{M}_0^#$, $\Phi(p)$ is a computable point of $\mathcal{M}_1^#$ uniformly in $p$.
2. There is a computable modulus of continuity for $\Phi$.

Both Definition 2.10 and Theorem 2.11 relativize.

A metric structure may have a presentation that is designated as standard. In such a case, the structure and its standard presentation are identified. Standard presentations are always computable.

### 2.2. Lowness for isometric isomorphism and isometry.

Throughout this section, we assume $\mathcal{S}$ is a computable metric signature and that all metric structures considered are interpretations of $\mathcal{S}$. If $\phi$ is either an operation or functional symbol of $\mathcal{S}$, then, as before, we let $\Delta_{\phi}$ denote the modulus of continuity assigned to $\phi$ by $\mathcal{S}$.

We now formally define lowness for isometric isomorphism. Since we are considering this concept both as it pertains to a particular structure as well as in general, we will need to break the usual definition down into three sublevels: lowness for isometric isomorphism for a given computable presentation of a structure, lowness for isometric isomorphism for a given structure, and, finally, lowness for isometric isomorphism for a class of structures.

**Definition 2.12.** Let $d$ be a nonzero Turing degree.

1. Suppose $\mathcal{M}^#$ is a computable presentation of a metric structure $\mathcal{M}$. We say that $d$ is **low for $\mathcal{M}^#$ isometric isomorphism** if every computable presentation of $\mathcal{M}$ that is $d$-isometrically isomorphic to $\mathcal{M}^#$ is also computably isometrically isomorphic to $\mathcal{M}^#$.
2. Suppose $\mathcal{M}$ is a computably presentable metric structure. We say $d$ is **low for $\mathcal{M}$ isometric isomorphism** if it is low for $\mathcal{M}^#$ isometric isomorphism whenever $\mathcal{M}^#$ is a computable presentation of $\mathcal{M}$.
3. Suppose $\mathcal{K}$ is a class of computably presentable metric structures. We say $d$ is **low for isometric isomorphism of $\mathcal{K}$-structures** if $d$ is low for $\mathcal{M}$ isometric isomorphism for every $\mathcal{M} \in \mathcal{K}$.
4. We say $d$ is **low for isometric isomorphism** if it is low for $\mathcal{M}$ isometric isomorphism for every computably presentable structure $\mathcal{M}$.
We will also discuss degrees of isometric isomorphism, introduced by McNicholl and Stull in [12]. We present this concept here at two levels: first, at the level of a degree of isomorphism for a pair of computable presentations of a structure, and then at the level of the degree of isomorphism of a single computable presentation of a structure.

**Definition 2.13.** Let $\mathcal{M}$ be a metric structure.

1. Suppose $\mathcal{M}^\#$ and $\mathcal{M}^+$ are computable presentations of $\mathcal{M}$. The **degree of isometric isomorphism** of $(\mathcal{M}^\#, \mathcal{M}^+)$ is the least powerful Turing degree that computes an isometric isomorphism of $\mathcal{M}^\#$ onto $\mathcal{M}^+$.

2. If among all computable presentations of $\mathcal{M}$ one, say $\mathcal{M}^\#$, is designated as standard, and if $\mathcal{M}^+$ is any computable presentation of $\mathcal{M}$, then the **degree of isometric isomorphism of $\mathcal{M}^+$** is the degree of isometric isomorphism of $(\mathcal{M}^\#, \mathcal{M}^+)$. 

Our interest in degrees of isometric isomorphism stems from the following observation. Suppose $\mathcal{M}^\#$ has the property that the degree of isometric isomorphism for $(\mathcal{M}^\#, \mathcal{M}^+)$ is defined for every computable $\mathcal{M}^+$. Then the degrees that are low for $\mathcal{M}^\#$ isometric isomorphism are precisely those that do not bound these degrees of isometric isomorphism.

As noted above, every countable algebraic structure can be represented as a metric structure. Therefore, when applying the terminology defined in this section to such structures, we omit “isometry.”

### 3. Lowness for isometric isomorphism

Throughout this section, we assume $\mathcal{S}$ is a computable metric signature and that all structures considered are interpretations of $\mathcal{S}$. The main result of this section is the following.

**Theorem 3.1.** A Turing degree is low for isomorphism if and only if it is low for isometric isomorphism.

We base the proof of Theorem 3.1 on the following lemma which will be useful later as well. The lemma and its proof are adaptations of ideas from [9].

**Lemma 3.2.** Let $\mathcal{M}^\#$ and $\mathcal{M}^+$ be computable presentations of a metric structure with signature $\mathcal{S}$. Then there is a $\Pi^0_1$ class $\mathcal{R} \subseteq \mathbb{N}^\mathbb{N}$ so that for every Turing degree $d$, $d$ computes a point in $\mathcal{R}$ if and only if $d$ computes an isometric isomorphism of $\mathcal{M}^\#$ onto $\mathcal{M}^+$.

**Proof.** Let $x_j$ denote the $j$-th rational point of $\mathcal{M}^\#$, and let $y_j$ denote the $j$-th rational point of $\mathcal{M}^+$. For every $n$-ary operation $T$ of $\mathcal{M}$, fix computable maps $\zeta_T$ and $\zeta_T'$ from $\mathbb{N}^n$ into $\mathbb{N}$ so that for all $j_1, \ldots, j_n \in \mathbb{N}$, $x_{\zeta_T(j_1, \ldots, j_n)} = T(x_{j_1}, \ldots, x_{j_n})$ and $T(y_{j_1}, \ldots, y_{j_n}) = y_{\zeta_T'(j_1, \ldots, j_n)}$. Furthermore, we can choose these maps so that they are computable uniformly in $T$. For each constant $c$ of $\mathcal{M}$, fix computable maps $\zeta_c$ and $\zeta_c'$ so that for all $c, j$, $$\max\{d(x_{\zeta_c(j)}), c), d(y_{\zeta_c'(j)}, c)\} < 2^{-j}.$$ Again, we can choose these maps so that they are computable uniformly in $c$.

We define $\mathcal{R}$ to be the set of all $(f, g) \in (\mathbb{N}^{\mathbb{N} \times \mathbb{N}})^2$, recoded as elements of $\mathbb{N}^\mathbb{N}$, that satisfy the following conditions.
Since $\Phi$ is an isomorphism, the modulus of continuity for $T_m, k, j, n, m, k, j$ is $2^{-(k+1) + 2^m}$ our contradiction.

Since $(d(x_m, x_{m'}))$ converges to $\Phi(x_m)$ and $(y_m, y_{m'})$, then

Thus, it follows that $\Phi$ computes $\Psi$ as well.

We first show that if $d$ computes an isometric isomorphism $\Phi$ of $M^+$ onto $M^{+}$, then $d$ computes an $(f, g) \in R$. Let $\Psi = \Phi^{-1}$; it follows that $d$ computes $\Psi$ as well. It also follows that $d$ computes $f, g \in \mathbb{N}^{\mathbb{N} \times \mathbb{N}}$ so that for each $m \in \mathbb{N}$, $(x_{f(m,n)})_{n \in \mathbb{N}}$ and $(y_{g(m,n)})_{n \in \mathbb{N}}$ are strongly Cauchy sequences that converge to $x_m$ and $\Psi(y_m)$ respectively. Thus, $f$ and $g$ satisfy (4) and (2).

Now we suppose for a contradiction that $(f, g)$ does not satisfy condition (3). Without loss of generality, suppose $d(x_m, x_{g(f(m,n),n')}) > 2^{-n} + 2^{-n'}$. Since $(y_{f(m,n)})_{n \in \mathbb{N}}$ and $(x_{g(f(m,n),n')})_{k \in \mathbb{N}}$ are strongly Cauchy sequences that converge to $x_m$ and $\Psi(y_{f(m,n)})$ respectively, $d(\Phi(x_m), y_{(f(m,n))}) \leq 2^{-n}$ and $d(x_{g(f(m,n),n')}, \Psi(y_{f(m,n)})) \leq 2^{-n'} + 2^{-n}$. Since $\Phi$ is an isometry, $d(\Phi(x_m), \Psi(y_{f(m,n)})) \leq 2^{-n}$. Thus, $d(\Psi(x_m), x_{g(f(m,n),n')}) \leq 2^{-n} + 2^{-n'}$. But $\Psi(x_m) = x_m$, so we have our contradiction.

Now we consider condition (4). Let $T$ be an $n$-ary operation of $M$, and let $m, k, j, n, k_1, . . . , k_n \in \mathbb{N}$ so that $m$ satisfies the condition. Since $\Delta_T$ is a modulus of continuity for $T$,

Since $\Phi$ is an isomorphism,

$$d(T(\Phi(x_j), . . . , \Phi(x_{j_n})), y_{f(\zeta_T(j_1, . . . , j_n), k)})$$

$$= d(T(\Phi(x_j), . . . , \Phi(x_{j_n})), \Phi(T(x_{j_1}, . . . , x_{j_n})))$$

$$+ d(\Phi(T(x_{j_1}, . . . , x_{j_n})), y_{f(\zeta_T(j_1, . . . , j_n), k)}))$$

$$= d(\Phi(T(x_{j_1}, . . . , x_{j_n})), y_{f(\zeta_T(j_1, . . . , j_n), k)})$$

$$\leq 2^{-k+1}.$$
Next, we demonstrate that \((f, g)\) satisfies condition (5). Suppose \(F\) is an \(n\)-ary functional of \(\mathcal{M}\), and let \(m, j_1, \ldots, j_n, k_1, \ldots, k_n \in \mathbb{N}\) so that \(\Delta_F(m) \leq \min_s k_s + 1\). Then

\[
|F(x_{j_1}, \ldots, x_{j_n}) - F(y_{f(j_1, k_1)}, \ldots, y_{f(j_n, k_n)})| \\
\leq |F(x_{j_1}, \ldots, x_{j_n}) - F(\Phi(x_{j_1}), \ldots, \Phi(x_{j_n}))| \\
+ |F(\Phi(x_{j_1}), \ldots, \Phi(x_{j_n})) - F(y_{f(j_1, k_1)}, \ldots, y_{f(j_n, k_n)})|.
\]

Since \(\Phi\) is an isomorphism, \(F(x_{j_1}, \ldots, x_{j_n}) = F(\Phi(x_{j_1}), \ldots, \Phi(x_{j_n}))\). Since \(\Delta_F\) is a modulus of continuity for \(F\), \(|F(\Phi(x_{j_1}), \ldots, \Phi(x_{j_n})) - F(y_{f(j_1, k_1)}, \ldots, y_{f(j_n, k_n)})| \leq 2^{-m}\).

Finally, we show \((f, g)\) satisfies condition (6). Let \(c\) be a constant of \(\mathcal{M}\), and let \(j, k \in \mathbb{N}\). Then

\[
d(y_{f(j, k)}, y_{f(j, k)}) \leq d(y_{f(j, k)}, c) + d(y_{f(j, k)}, \Phi(x_{f(j, k)})) + d(\Phi(x_{f(j, k)}), c) \\
\leq 2^{-j} + 2^{-(k+1)} + d(\Phi(x_{f(j, k)}), c).
\]

Since \(\Phi\) is an isometric isomorphism,

\[
d(\Phi(x_{f(j, k)}), c) = d(\Phi(x_{f(j, k)}), \Phi(c)) = d(x_{f(j, k)}, c) \leq 2^{-j}.
\]

Thus, (6) is satisfied, and so \((f, g)\) is a \(d\)-computable pair in \(\mathcal{R}\).

Conversely, suppose \(d\) computes a pair \((f, g)\) in \(\mathcal{R}\). Let \(\Phi(x_m) = \lim_s x_{f(m,n)}\), and let \(\Psi(y_m) = \lim_n y_{g(m,n)}\). Note that by (2), \(\Phi\) and \(\Psi\) are well defined and have isometric extensions to \(\mathcal{M}\). We denote these extensions by \(\Phi\) and \(\Psi\) as well.

We claim that \(\Psi\Phi(x_m) = x_m\). We suppose otherwise for a contradiction. Then there exists \(n_1 \in \mathbb{N}\) so that \(d(x_m, \Psi(y_{f(m,n_1)})) > 2^{-n_1}\). Thus, there also exists \(n_2 \in \mathbb{N}\) so that \(d(x_m, x_{g(f(m,n_1),n_2)}) > 2^{-n_1} + 2^{-n_2}\). This contradicts condition (6).

We similarly show \(\Psi\Phi(y_m) = y_m\). Thus, by continuity, \(\Phi = \Psi^{-1}\).

Since \(\Phi\) and \(\Psi\) are \(d\)-computable on the rational points of \(\mathcal{M}\) and \(\mathcal{M}^+\) respectively, and since they have a computable modulus of computability, they are \(d\)-computable.

We now show \(\Phi\) preserves the operations and functionals of \(\mathcal{M}\). To begin, suppose \(T\) is an \(n\)-ary operation of \(\mathcal{M}\). We must show that \(\Phi(T(p_1, \ldots, p_n)) = T(\Phi(p_1), \ldots, \Phi(p_n))\) for all points \(p_1, \ldots, p_n\) of \(\mathcal{M}\). By continuity, it suffices to consider the case where each \(p_j\) is a rational point of \(\mathcal{M}\). So, for each \(s \in \{1, \ldots, n\}\), let \(j_s\) be an index so that \(p_s = x_{j_s}\). It then suffices to show that for each \(\epsilon > 0\),

\[
d(\Phi(T(x_{j_1}, \ldots, x_{j_n})), T(\Phi(x_{j_1}), \ldots, \Phi(x_{j_n}))) < \epsilon.
\]

We thus let \(\epsilon > 0\) and choose \(m \in \mathbb{N}\) so that \(2^{-m} < \epsilon\). Choose \(k \in \mathbb{N}\) so that \(2^{-m} + 2^{-(k+1)} < \epsilon\) and \(m \leq k + 1\). By (6),

\[
d(y_{f(j_1, \ldots, j_n, k)}, y_{f(j_1, k_1, \ldots, f(j_n, k_n))}) \leq 2^{-(k+1)} + 2^{-m}.
\]

Since \(y_{f(j_1, k_1, \ldots, f(j_n, k_n))} = T(y_{f(j_1, k)}, \ldots, y_{f(j_n, k)})\), it follows from the continuity of \(T\) and \(\Phi\) that

\[
d(\Phi(x_{f(j_1, \ldots, j_n)}), T(\Phi(x_{j_1}), \ldots, \Phi(x_{j_n}))) \leq 2^{-m},
\]

but \(x_{f(j_1, \ldots, j_n)} = T(x_{j_1}, \ldots, x_{j_n})\).
It similarly follows from condition (5) that if \( F \) is an \( n \)-ary functional of \( M \), then \( F(p_1, \ldots, p_n) = F(\Phi(p_1), \ldots, \Phi(p_n)) \) for all points \( p_1, \ldots, p_n \) of \( M \). Finally, it follows from (6) that if \( c \) is a constant of \( M \), then \( \Phi(c) = c \).

We note that the proof of Lemma 3.2 is uniform in that an index of \( R \) can be computed uniformly from indices of \( M^# \) and \( M^+ \).

**Proof of Theorem 3.1.** Suppose \( d \) is low for isomorphism. Suppose also that \( M^# \) and \( M^+ \) are computable presentations of a metric structure so that \( d \) computes an isometric isomorphism of \( M^# \) onto \( M^+ \). Let \( R \) be a \( \Pi^0_1 \) class as given by Lemma 3.2. Then, by Theorem 4 of [9], \( d \) computes a point of \( R \). Thus, \( d \) computes an isometric isomorphism of \( M^# \) onto \( M^+ \).

Conversely, suppose \( d \) is low for isometric isomorphism of metric structures. Again, since every countable algebraic structure can be represented as a metric structure, it follows that \( d \) is low for isometric isomorphism of countable algebraic structures. □

### 4. Lowness for isometry of metric spaces

The class of metric spaces is, of course, the class of \( S \)-structures where \( S \) has no operation or functional symbols. Thus, when we apply Definition 2.12 to these structures, we omit the term ‘isomorphism’, and we state our main result as follows.

**Theorem 4.1.** Every Turing degree is low for isomorphism if and only if it is low for isometry.

**Proof.** It follows from Theorem 3.1 that every Turing degree that is low for isomorphism is low for isometry. Suppose that \( d \) is low for isometry. We use Melnikov’s technique of representing a graph as a metric space [14]; this will suffice because graphs are universal structures [10]. We will represent undirected graphs with no loops as metric spaces as follows. Suppose that \( G = (V, E) \) is such a graph. We define

\[
d_G(v_0, v_1) = \begin{cases} 
0 & v_0 = v_1 \\
1 & (v_0, v_1) \in E \\
2 & \text{else}
\end{cases}
\]

This is clearly a metric, so we can write \( M(G) \) for the metric space given by \((G, d_G)\). Now suppose that the graph \( G_0 = (V_0, E_0) \) is \( d \)-isomorphic to the graph \( G_1 = (V_1, E_1) \). Since \( d \) can compute an isomorphism from \( G_0 \) to \( G_1 \), \( d \) can clearly compute an isometry between \( M(G_0) \) to \( M(G_1) \). However, since \( d \) is low for isometry, there is a computable isometry from \( M(G_0) \) to \( M(G_1) \). Since \( 0 \) can compute a distance-preserving function from \( M(G_0) \) to \( M(G_1) \), there is a computable function that maps each pair of vertices \((v_0, v_1)\) in \( G_0 \) to another pair of points in \( G_1 \) with the same distance between them, that is, another pair of points with the same edge-relation (identical, connected by an edge, or not connected by an edge). This computable function will give us a graph isomorphism from \( G_0 \) to \( G_1 \). □

This theorem allows us to make some observations based on Franklin and Solomon’s work on the degrees that are low for isomorphism: every 2-generic is low for isomorphism and thus low for isometry and isometric isomorphism, there are hyperimmune-free degrees that are low for isomorphism and thus low for isometry and isometric isomorphism, etc. [8].
5. Results on Banach spaces

Let $\mathbb{F}_Q = \mathbb{F} \cap \mathbb{Q}(i)$. We refer to the elements of $\mathbb{F}_Q$ as rational scalars.

Let $\mathcal{S}_{\text{Banach}}$ denote the metric signature of Banach spaces, which consists of a binary operation symbol ‘+’, a unary operation symbol ‘·’ for each rational scalar $s$, a unary functional symbol ‘∥’ ‘∥’, and a constant symbol ‘0’. Clearly, $\mathcal{S}_{\text{Banach}}$ is computable.

Let $\mathcal{B}$ be a Banach space. Then $\mathcal{B}$ can be represented as the interpretation of $\mathcal{S}_{\text{Banach}}$ in which ‘+’ is interpreted as vector addition, ‘· $s$’ is interpreted as multiplication by the scalar $s$, ‘∥’ ‘∥’ is interpreted as the norm of $\mathcal{B}$, and ‘0’ is interpreted as the zero vector of $\mathcal{B}$. There is no loss of generality due to the restriction to rational scalars. In particular, any map that preserves multiplication by rational scalars also preserves multiplication by scalars.

If $\mathcal{B}^\#$ is a presentation of a Banach space $\mathcal{B}$, then the rational points of $\mathcal{B}^\#$ are precisely the rational linear combinations of distinguished points of $\mathcal{B}^\#$, i.e., vectors that can be expressed in the form $\sum_{j \leq M} \alpha_j v_j$ where $\alpha_j \in \mathbb{F}_Q$ and each $v_j$ is a rational vector of $\mathcal{B}^\#$.

The following is an immediate consequence of Lemma 3.2.

**Theorem 5.1.** Every Turing degree that is low for isomorphism is also low for isometric isomorphism of Banach spaces.

The main obstacle to proving the converse of Theorem 5.1 is the apparent lack of a method of effectively encoding members of a sufficiently universal class of countable algebraic structures into Banach spaces. For example, the proof of Theorem 4.1 turns on a technique for representing graphs as metric spaces. We are not aware of any such method for representing graphs as Banach spaces. The closest things we are aware of are the techniques for encoding well-founded trees into Banach spaces in [6]. However, the class of well-founded trees is not sufficiently universal (in the sense discussed in the proof of Theorem 5.1).

6. Results on Lebesgue spaces

We begin by recalling the definition of $L^p(\Omega)$.

**Definition 6.1.** Let $\Omega = (X, \mathcal{S}, \mu)$ be a measure space, and suppose $1 \leq p < \infty$. Then $L^p(\Omega)$ is the set of all measurable $f : X \to \mathbb{F}$ such that $\int |f|^p \, d\mu < \infty$.

If $1 \leq p < \infty$, then $L^p(\Omega)$ is a Banach space under the norm

$$
\|f\|_p = \left( \int |f|^p \, d\mu \right)^{1/p}
$$

provided we identify functions that agree almost everywhere. Thus, a vector in $L^p(\Omega)$ is not a function but an equivalence class of functions.

A Banach space $\mathcal{B}$ is an $L^p$-space if there is a measure space $\Omega$ so that $L^p(\Omega) = \mathcal{B}$.

A Banach space is a Lebesgue space if it is an $L^p$-space for some $p$.

We do not consider $L^\infty$-spaces since no infinite-dimensional $L^\infty$-space is separable, and our treatment of computability on Banach spaces presumes separability.

Particular $L^p$-spaces of interest are the following.

**Definition 6.2.** (1) $L^p([0, 1]) = L^p([0, 1], \mathcal{S}, m)$ where $\mathcal{S}$ is the $\sigma$-algebra of Lebesgue measurable subsets of $[0, 1]$ and $m$ is the Lebesgue measure on $[0, 1]$. 
When \( V_0 \) and \( V_1 \) are vector spaces, we let \( V_0 \oplus V_1 \) denote their external direct sum. Suppose \( B_0 \) and \( B_1 \) are Banach spaces. Then \( B_0 \oplus_p B_1 \) consists of the vector space \( B_0 \oplus B_1 \) together with the norm defined by
\[
\|(v_0, v_1)\|_p = \|v_0\|_{B_0}^p + \|v_1\|_{B_1}^p.
\]
\( B_0 \oplus_p B_1 \) is called the \( \ell^p \)-sum of \( B_0 \) and \( B_1 \) and is a Banach space in its own right.

It is well known that every nonzero \( L^2 \)-space is isometrically isomorphic to \( \ell^2 \) or to \( \ell^2_n \) for some \( n \). For \( p \neq 2 \), we can classify all nonzero separable \( L^p \)-spaces using the three Banach spaces defined in Definition 6.2 or their \( \ell^p \)-sums. A proof of the following theorem can be found in [3].

**Theorem 6.3** (Classification of separable \( L^p \)-spaces). Suppose \( 1 \leq p < \infty \) and \( p \neq 2 \). Then every nonzero separable \( L^p \)-space is isometrically isomorphic to exactly one of the following:

1. \( \ell^p_n \) for some \( n \geq 1 \). In this case, the underlying measure space is purely atomic and has exactly \( n \) atoms.
2. \( \ell^p \). In this case, the underlying measure space is purely atomic and has \( \aleph_0 \) atoms.
3. \( L^p[0,1] \). In this case, the underlying measure space is nonatomic.
4. \( \ell^p_n \oplus_p L^p[0,1] \) for some \( n \geq 1 \). In this case, the underlying measure space has exactly \( n \) atoms but is not purely atomic.
5. \( \ell^p \oplus_p L^p[0,1] \). In this case, the underlying measure space has \( \aleph_0 \) atoms but is not purely atomic.

Let \( 1 \leq p < \infty \). The standard presentations of \( \ell^p_n \) and \( \ell^p \) are given by the standard bases for these spaces. Let \( \{D_n\}_{n \in \mathbb{N}} \) be a standard enumeration of the dyadic subintervals of \([0,1]\). The standard presentation of \( L^p[0,1] \) is the presentation in which the \( n \)-th distinguished point is \( 1_{D_n} \), or the characteristic (indicator) function of \( D_n \). The standard presentations of \( \ell^p_n \oplus L^p[0,1] \) and \( \ell^p \oplus L^p[0,1] \) are defined accordingly.

Our results on lowness for isometric isomorphism of these structures are the following.

**Theorem 6.4.** Suppose \( 1 \leq p < \infty \) is computable and \( p \neq 2 \). Then every Turing degree is low for isometric isomorphism of \( \ell^p \) if and only if it does not bound a c.e. degree.

**Theorem 6.5.** A Turing degree is low for \( \ell^p_n \oplus_p L^p[0,1] \)-isometric isomorphism if and only if it does not bound a c.e. degree.

**Theorem 6.6.** A Turing degree is low for \( \ell^p \oplus_p L^p[0,1] \)-isometric isomorphism if and only if it does not bound a \( \Sigma^0_2 \) degree.

Theorem 6.4 is an immediate result of the result of Stull and McNicholl that when \( p \geq 1 \) is computable and not 2, the degrees of isometric isomorphism of \( \ell^p \) are precisely the c.e. Turing degrees.

We now discuss the apparatus from prior work used to prove Theorems 6.3 through 6.6.
Vectors \( f, g \in L^p(\Omega) \) are disjointly supported if \( f \cdot g = 0 \). It follows from a result of J. Lamperti that when \( p \neq 2 \), every isometric endomorphism of an \( L^p \)-space preserves disjointness of support \([11]\).

We order the vectors of an \( L^p \)-space as follows. When \( f, g \in L^p(\Omega) \), \( f \) is said to be a component of \( g \) if \( f = g \cdot 1_A \) for some measurable \( A \), where \( 1_A \) is the characteristic (indicator) function of \( A \). We write \( f \preceq g \) if \( f \) is a component of \( g \). Note that \( f \preceq g \) if and only if \( g - f \) and \( f \) are disjointly supported. Hence, when \( p \neq 2 \), every isometric endomorphism of an \( L^p \)-space also preserves \( \preceq \). Note also that \( f \) is an atom of \( \preceq \) if and only if the support of \( f \) is an atom of \( \Omega \).

If \( B \) is a Banach space, then a vector tree of \( B \) is an injective map from a subtree of \( \mathbb{N}^{<\mathbb{N}} \) into \( B \). Suppose \( \phi \) is a vector tree of \( B \), and let \( S = \text{dom}(\phi) \). We say that each vector in \( \text{ran}(\phi) \) is a vector of \( \phi \). We further say \( \phi \) is

- nonvanishing if \( 0 \) is not a vector of \( \phi \),
- linearly dense if its range is linearly dense, and
- summative if for every nonterminal node \( \nu \) of \( \text{dom}(\phi) \), \( \phi(\nu) = \sum_{\nu'} \phi(\nu') \)
  where \( \nu' \) ranges over the children of \( \nu \) in \( S \).

Additionally, if \( B \) is an \( L^p \)-space, we say \( \phi \) is separating if it always maps incomparable nodes to disjointly supported vectors. Finally, we say \( \phi \) is a disintegration if it is nonvanishing, separating, summative, and linearly dense.

Fix a disintegration \( \phi \) of an \( L^p \)-space. A nonroot node \( \nu \) of \( S \) is an almost norm-maximizing child of its parent if

\[ \|\phi(\nu')\|_p \leq \|\phi(\nu)\|_p + 2^{-|\nu|} \]

whenever \( \nu' \in S \) is a sibling of \( \nu \), and a chain \( C \subseteq S \) is almost norm-maximizing if for every \( \nu \in C \), if \( \nu \) has a child in \( S \), then \( C \) contains an almost norm-maximizing child of \( \nu \).

The following theorem was first proven for \( \ell^p \)-spaces in \([13]\) and generalized to arbitrary \( L^p \)-spaces in \([2]\).

**Theorem 6.7.** Suppose \( \phi \) is a disintegration of \( L^p(\Omega) \).

1. If \( C \subseteq \text{dom}(\phi) \) is an almost norm-maximizing chain, then the \( \preceq \)-infimum of \( \phi[C] \) exists and is either \( 0 \) or an atom of \( \preceq \). Furthermore, the \( \preceq \)-infimum of \( \phi[C] \) is the limit in the \( L^p \)-norm of \( \phi(\nu) \) as \( \nu \) traverses the nodes in \( C \) in increasing order.

2. If \( \{C_n\}_{n<\kappa} \) is a partition of \( \text{dom}(\phi) \) into almost norm-maximizing chains (where \( \kappa \leq \mathbb{N} \)), then the \( \preceq \)-infima of \( \phi[C_0], \phi[C_1], \ldots \) are disjointly supported. Furthermore, if \( A \) is an atom of \( \Omega \), then there exists a unique \( n \) so that \( A \) is the support of the \( \preceq \)-infimum of \( \phi[C_n] \).

**Theorem 6.8.** Suppose \( p \geq 1 \) is computable and \( p \neq 2 \). Then every computable presentation of a nonzero \( L^p \)-space has a computable disintegration.

**Theorem 6.9.** If \( B^\# \) is a computable presentation of an \( L^p \)-space, and if \( \phi \) is a computable disintegration of \( B^\# \), then there is a partition \( \{C_n\}_{n<\kappa} \) of \( \text{dom}(\phi) \) into uniformly c.e. almost norm-maximizing chains (where \( \kappa \leq \mathbb{N} \)).

1. **Proof of Theorem 6.5.** It suffices to show the following.

**Theorem 6.10.** Suppose \( p \geq 1 \) is computable and \( p \neq 2 \). Then the degrees of isometric isomorphism for \( \ell_p^\oplus_p L^p[0,1] \) are precisely the c.e. degrees.
Suppose \( p \geq 1 \) is computable and \( p \neq 2 \). One direction of Theorem 6.10 is proven in [2], namely, every c.e. degree is a degree of isometric isomorphism for \( \ell^n_p \oplus_p L^p[0,1] \). Thus, we need only show that every degree of isometric isomorphism for \( \ell^n_p \oplus_p L^p[0,1] \) is c.e.

Let \( \mathcal{B} = \ell^n_p \oplus_p L^p[0,1] \). Let \( P \) denote the projection of \( \mathcal{B} \) onto its embedded copy of \( L^p[0,1] \); i.e., \( P(u,v) = (0,v) \). Finally, let \( I \) denote the identity map on \( \mathcal{B} \).

Suppose \( \mathcal{B}^\# \) is a computable presentation of \( \mathcal{B} \). By Theorem 6.8, there is a computable disintegration \( \phi \) of \( \mathcal{B}^\# \); let \( S = \text{dom}(\phi) \). By Theorem 6.9, there is a partition \( \{C_j\}_{j=0}^{\infty} \) of \( S \) into uniformly c.e. almost norm-maximizing chains. Let \( g_j = \lim_{\nu \in C_j} \phi(\nu) \). By Theorem 6.7, there are exactly \( n \) values of \( j \) so that \( g_j \neq 0 \); let \( j_1, \ldots, j_n \) denote these values. Again, by Theorem 6.7, each \( g_j \) is an atom of \( \leq \). So \( P(g_j) = 0 \), and for each \( k \in \{1, \ldots, n\} \) there is exactly one \( s \) so that \( \{k\} = \text{supp}(I - P(g_j)) \); without loss of generality, assume \( s = k \).

Let \( d \) be the Turing degree of the join of the right Dedekind cuts of \( \|g_{j_1}\|_p, \ldots, \|g_{j_n}\|_p \). Thus, \( d \) is c.e.. We show that \( d \) is the degree of isometric isomorphism of \( \ell^n_p \oplus_p L^p[0,1] \).

We first claim that \( g_{j_k} \) is a \( d \)-computable vector of \( \mathcal{B}^\# \). We see that \( \|g_{j_k}\|_p \) is a \( d \)-computable real. If \( \nu \in C_{j_k} \), then by Theorem 6.7, \( g_{j_k} \preceq \phi(\nu) \), and so \( \|\phi(\nu) - g_{j_k}\|_p = \|\phi(\nu)\|_p - \|g_{j_k}\|_p \). So for each \( \nu \in C_{j_k} \), \( \|\phi(\nu) - g_{j_k}\|_p \) is \( d \)-computable uniformly in \( \nu \). Again, by Theorem 6.7, for each \( k \in \mathbb{N} \), there is a \( \nu \in C_{j_k} \) such that \( \|\phi(\nu) - g_{j_k}\|_p < 2^{-k} \). The \( d \)-computability of \( g_{j_k} \), as a vector of \( \mathcal{B}^\# \) now follows.

For each \( \nu \in S \), \( g_{j_k} \preceq \phi(\nu) \) if and only if \( \nu \in C_{j_k} \). Thus, for each \( \nu \in S \),

\[
P(\phi(\nu)) = \phi(\nu) - \sum_{\nu \in C_{j_k}} g_{j_k}.
\]

Let \( \{\nu_i\}_{i \in \mathbb{N}} \) be an effective enumeration of \( S \), and let \( L^p[0,1]^\# \) be the presentation of \( L^p[0,1] \) whose \( t \)-th distinguished vector is \( P(\phi(\nu_i)) \). This presentation is \( d \)-computable. So, by the relativization of Theorem 6.8, there is a \( d \)-computable isometric isomorphism \( T_1 \) of \( L^p[0,1] \) onto \( L^p[0,1]^\# \). Let \( T : \mathcal{B} \to \mathcal{B}^\# \) be defined by

\[
T \left( \sum_{k=0}^{n-1} \alpha_k e_k, f \right) = \sum_{k=0}^{n-1} \frac{\alpha_k}{\|g_{j_k}\|_p} g_{j_k} + T_1(f).
\]

Thus, \( T \) is a \( d \)-computable isometric isomorphism of \( \mathcal{B} \) onto \( \mathcal{B}^\# \).

Now suppose \( d_1 \) computes an isometric isomorphism \( T' \) of \( \mathcal{B} \) onto \( \mathcal{B}^\# \). As noted above, \( T' \) preserves disjointness of support and \( \leq \). Thus, for each \( k \), there is an \( s_k \) so that \( T'(e_k,0) = j_{s_k} \). Then \( d_1 \) computes \( \|g_{j_{s_k}}\|_p \) from \( s \), and so \( d_1 \geq_T d \). Thus, \( d \) is the degree of isometric isomorphism of \( \ell^n_p \oplus_p L^p[0,1] \).

6.2. Proof of Theorem 6.6. It suffices to prove the following.

Theorem 6.11. Suppose \( p \geq 1 \) is computable. Then every computable presentation of \( \ell^p \oplus_p L^p[0,1] \) has a \( \Sigma^0_2 \) degree of isometric isomorphism. If \( p \neq 2 \), then every \( \Sigma^0_2 \) degree is the degree of isometric isomorphism of a computable presentation of \( \ell^p \oplus_p L^p[0,1] \).

Without loss of generality, assume \( p \neq 2 \). Let \( \mathcal{B} = \ell^p \oplus_p L^p[0,1] \), and let \( P \) denote the projection of \( \mathcal{B} \) onto its embedded copy of \( L^p[0,1] \). Suppose \( \mathcal{B}^\# \) is a computable presentation of \( \mathcal{B} \). Let \( \phi \) be a disintegration of \( \mathcal{B}^\# \), and let \( \{C_n\}_{n=0}^{\infty} \) be a partition of \( S = \text{dom}(\phi) \) into uniformly c.e. almost norm-maximizing chains. Set \( g_n = \lim_{\nu \in C_n} \phi(\nu) \).
We now define two sets:

\[
A_1 = \{ \langle n, k \rangle : \|g_n\|_p \geq 2^{-k} \}
\]

\[
A_2 = \left\{ \langle \nu, M, k \rangle : \left\| \sum_{n \geq M} \chi_{C_n}(\nu)g_n \right\|_p \leq 2^{-k} \right\}
\]

This allows us to define \( A = A_1 \oplus A_2 \) and \( a = \deg(A) \).

We first claim that \( a \) is the degree of isometric isomorphism of \( B^\# \). To this end, we first show that \( a \) computes an isometric isomorphism of \( B \) onto \( B^\# \). We begin by noting that \( A_1 \) computes an enumeration of all \( n \in \mathbb{N} \) so that \( g_n \neq 0 \). It follows from Theorem 6.7 that \( A_1 \) computes a linear isometric map \( T_1 \) of \( \ell_p \) into \( B^\# \) so that \( \text{ran}(T_1) = (I - P)[B] \) (where \( I \) denotes the identity map). It follows as in the proof of Theorem 6.10 that \( A_2 \) computes a linear isometric map \( T_2 \) of \( L_p[0,1] \) onto \( P[B] \). Thus, \( a \) computes an isometric isomorphism of \( B \) onto \( B^\# \).

Now, suppose \( b \) computes an isometric isomorphism of \( B \) onto \( B^\# \). We can assume that for each nonterminal node \( \nu \) of \( S \), if \( \nu \in C_n \), then \( C_n \) contains a child \( \nu' \) of \( \nu \) so that \( \|\phi(\mu)\|_p^p < \|\phi(\nu')\|_p^p + \frac{1}{2}\|\phi(\nu)\|_p^p \) for every child \( \mu \) of \( \nu \) in \( S \). It then follows, by the same argument in the proof of Lemma 6.2 of [12], that \( \{\|g_n\|_p\}_{n=0}^\infty \) is a \( b \)-computable sequence of reals. Thus, \( b \) computes an enumeration of all \( n \in \mathbb{N} \) so that \( g_n \neq 0 \). From this, we conclude that \( b \) computes \( A_1 \). Since \( b \) computes \( T^{-1} \), \( b \) also computes \( P = TPT^{-1} \). Since

\[
P(\phi(\nu)) = \phi(\nu) - \sum_n \chi_{C_n}(\nu)g_n,
\]

it follows that \( b \) computes \( A_2 \) as well. Hence, \( a \) is the degree of isometric isomorphism of \( B^\# \).

We now show that \( a \) is \( \Sigma_0^2 \). We first note that

\[
\langle n, k \rangle \in A_1 \iff \forall q \in \mathbb{Q} \left[ q > \|g_n\|_p \Rightarrow 2^{-k} \leq q \right].
\]

Since \( \|g_n\|_p \) is right-c.e. uniformly in \( n \), \( A_1 \) is \( \Pi_1^0 \). Since \( \phi \) is separating, \( g_0, g_1, \ldots \) are disjointly supported. Thus,

\[
\left\| \sum_{n \geq M} \chi_{C_n}(\nu)g_n \right\|_p \leq 2^{-k} \iff \sum_{n \geq M} \|g_n\|_p^p \chi_{C_n}(\nu) \leq 2^{-kp}
\]

\[
\iff \forall k' \forall M' \exists M \exists q_M, \ldots, q_{M'} \in \mathbb{Q} \forall M \leq j \leq M' \ q_j > \|g_n\|_p^p
\]

\[
\land \sum_{n=M}^{M'} q_n \chi_{C_n}(\nu) < 2^{-kp} + 2^{-k'}. \]

Therefore, \( A_2 \) is \( \Pi_2^0 \) and so \( a \) is \( \Sigma_2^0 \).

7. Conclusion

Our goal in this paper has been to extend the investigation of lowness for isomorphism to lowness for isometric isomorphism of metric structures and for particular classes of metric structures. We have produced a framework for this extension that naturally extends the framework for countable algebraic structures, and we have obtained several initial results in this new direction. In particular, we have identified the degrees that are low for isometry as precisely the degrees that are low for isomorphism. While these degrees have no known full characterization themselves, this is one of the most robust lowness notions that has been studied: the degrees
that are low for isomorphism are precisely those that are low for paths and, now, those that are low for isometry.

Our conclusions so far suggest a number of questions. To begin, our result on Banach spaces (Theorem 5.1) leads to the following.

**Question 7.1.** Which Turing degrees are low for isometric isomorphism of Banach spaces?

On one hand, it seems reasonable to conjecture that every degree that is low for isometric isomorphism of Banach spaces is low for isomorphism. On the other hand, one possible way to differentiate the two might be as follows. It is known that the degrees that are low for isomorphism have measure zero; in fact, no Martin-Löf random degree is low for isomorphism. If the degrees that are low for isometric isomorphism were found to have measure greater than zero, Question 7.1 would be answered immediately. Thus, we are led to the following.

**Question 7.2.** Do the degrees that are low for isometric isomorphism of Banach spaces have measure zero?

For $p \geq 1$ computable, we have characterized the degrees that are low for isometric isomorphism of the standard copies of the separable $L^p$-spaces. However, we have not determined the degrees that are low for isometric isomorphism of the $L^p$-spaces in general or of specific types of $L^p$-spaces rather than only for their standard presentations. These considerations suggest the following.

**Question 7.3.** Suppose $p$ is a computable real so that $p \geq 1$ and $p \neq 2$.

(1) Which Turing degrees are low for isometric isomorphism of $L^p$-spaces?
(2) Which Turing degrees are low for isometric isomorphism of $\ell^p$-spaces (i.e., spaces that are isometrically isomorphic to $\ell^p$)?
(3) Which Turing degrees are low for isometric isomorphism of $\ell_p^n \oplus_n L^p[0,1]$-spaces?
(4) Which Turing degrees are low for isometric isomorphism of $\ell^p \oplus_n L^p[0,1]$-spaces?

Our motivation for investigating $L^p$-spaces is their importance in the study of Banach spaces. In particular, it is well-known that every separable Banach space is isometrically isomorphic to a quotient of $\ell^1$. Also important are the $C(X)$-spaces since, for example, every separable Banach space isometrically embeds into $C[0,1]$. This suggests another line of inquiry.

**Question 7.4.** Which Turing degrees are low for isometric isomorphism of $C[0,1]$?

We conclude with a question about degrees of isomorphism. We recall that a Turing degree $d$ is a *degree of categoricity* if there is a computable structure $A$ that is $c$-computably categorical if and only if $c \geq_T d$ [7]. Furthermore, a degree of categoricity $d$ is *strong* if there is a computable structure $A$ with computable copies $A_1$ and $A_2$ such that not only does $A$ have degree of categoricity $d$, every isomorphism from $A_1$ to $A_2$ computes $d$.

This class of degrees does not have a full characterization, either. However, it is known that all such degrees are hyperarithmetic [5] and that every degree $d$ that is both c.e. or d.c.e. in $0^{(m)}$ and Turing above $0^{(m)}$ is a strong degree of categoricity [8]; in fact, this is true for $0^{(\alpha)}$ for any successor ordinal $\alpha$ [5].
Question 7.5. Is every degree of isomorphism a degree of categoricity? If so, is every degree of isomorphism a strong degree of categoricity?
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