Reservoir computing with dipole coupled nanomagnets array
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Abstract

We demonstrate the feasibility of reservoir computing based on dipole coupled nanomagnets array through macrospin simulations. The reservoir is composed of $2 \times 10$ nanomagnets. We use the static magnetization directions of the nanomagnets as reservoir states. To update the reservoir states, we change the uniaxial anisotropy along the symmetrical axis of the disk-shaped nanomagnets using a voltage induced magnetic anisotropy change. Binary tasks with AND, OR and XOR functions were performed to evaluate the performance of the nanomagnets array reservoir. As a result, the output matrix of the reservoir computing can be trained to perform AND, OR and XOR functions with an input delay of up to three steps.
Recurrent neural networks (RNN) are recognized as a promising scheme to realize high performance artificial intelligence in small sized package with small energy consumption. An RNN consists of multiple nodes with closed feedback loops, and information represented as states of its nodes, which are updated through interactions between the nodes. Many physical phenomena can be used for the realization of RNNs.

In 2000, Cowburn and Welland introduced a magnetic quantum cellular automaton (MQCA) composed of nanomagnets that interact with each other via magneto-static interactions. In MQCA, information is stored as the directions of magnetizations of nanomagnets, whereas logic operations are executed via the magneto-static interactions, resulting in a transmission wire, majority logic gate, shift register and other functionalities. The MQCA has information non-volatility and binary computing capability. Moreover, based on the magneto-static interactions between the nanomagnets, the MQCA has the potential to calculate non-linear functions. Though the MQCA is a good candidate to realize RNN devices, it is very difficult to implement learning mechanism on the MQCA, since the intensity of an inter-magnet interaction (synapse weight) is determined by the geometrical alignment of magnetic cells.

Reservoir computing has appeared as a technique that may solve such learning problems when realized in a given physical system. Reservoir computing uses a reservoir of nodes that interact with each other, like in RNN’s, but it differs from the latter in that it contains a layer of output nodes of which the connections to the nodes in the reservoir can be trained. Learning in reservoir computing is thus limited to only an output matrix. Because of this simple structure, most physical systems can be utilized as a reservoir, and it is this point combined with its surprisingly high performance that has garnered attention over the last decade. Recently, a magnetic nano oscillator was introduced as a node in the reservoir computing. This method is suitable for high speed operation, with switching speeds typically in the nano-second range. However, when we consider a slow task such as a voice recognition, operation with static magnetization of nanomagnets with an external clock could be preferred. When we use the static magnetization direction as a reservoir state, we can control an operation’s timing by changing the external clock frequency.

Here, we demonstrate reservoir computing with a nanomagnets array using macrospin simulations. We use static magnetization directions to represent the reservoir states. To check the performances of the nanomagnets array reservoir, we performed computational tasks on binary numbers.
To simulate the magnetization behavior of the nanomagnets, we perform macro-spin simulations. We assume that the nanomagnets take a single domain state, and have uniaxial anisotropies along the z axis. For the magneto-static interactions between the nanomagnets, we consider dipole interactions. Therefore, the Landau-Lifshitz-Gilbert (LLG) equation becomes,

$$\frac{dM_i}{dt} = -\gamma_{\text{LL}} M_i \times H_{\text{eff},i} - \frac{\alpha \gamma_{\text{LL}}}{M_s} M_i \times (M_i \times H_{\text{eff},i}),$$  \hspace{1cm} (1)

$$H_{\text{eff},i} = H_{k,i} + H_{\text{dipole},i}.$$  \hspace{1cm} (2)

$$H_{k,i} = \frac{2}{\mu_0 M_s^2} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & K_{u,i}(t) \end{pmatrix} M_i,$$  \hspace{1cm} (3)

$$H_{\text{dipole},i} = \sum_{j=1}^{N_{\text{mag}}} w_{\text{dipole},ji} M_j$$  \hspace{1cm} (4)

$$w_{\text{dipole},ji} = \frac{V_j}{4\pi r_{ji}^3} \begin{pmatrix} 3r_{s,ji}^2 - r_{i,ji}^2 & 3r_{s,ji} r_{y,ji} & 3r_{s,ji} r_{z,ji} \\ 3r_{s,ji} r_{y,ji} & 3r_{y,ji}^2 - r_{j,ji}^2 & 3r_{y,ji} r_{z,ji} \\ 3r_{s,ji} r_{z,ji} & 3r_{y,ji} r_{z,ji} & 3r_{z,ji}^2 - r_{j,ji}^2 \end{pmatrix},$$  \hspace{1cm} (5)

where $N_{\text{mag}}$ is the number of the nanomagnets, $i$ and $j$ are the indices of the nanomagnets ($i, j \in \{1, 2, \ldots, N_{\text{mag}}\}$), $M_i$ is the magnetization, $H_{\text{eff},i}$ is the effective field, $\alpha$ is the damping constant, $\gamma_{\text{LL}} = \gamma/(1 + \alpha^2)$ is the gyromagnetic ratio in the Landau-Lifshitz form, $\gamma$ is the gyromagnetic ratio, $H_{k,i}$ is the uniaxial anisotropy field, $H_{\text{dipole},i}$ is the dipole field, $K_{u,i}(t)$ is the anisotropy constant ($0 \leq K_{u,i}(t) \leq K_{u,\text{max}}$), $K_{u,\text{max}}$ is the maximum value of the anisotropy constant, $\mu_0$ is the permeability of vacuum, $M_s$ is the saturation magnetization, $V_j$ is the volume of the nanomagnets and $r_{ji} = \{r_{x,ji}, r_{y,ji}, r_{z,ji}\}$ is the directional vector from nanomagnet $j$ to nanomagnet $i$. The parameters used here are as follows: $N_{\text{mag}} = 20$, $M_s = 1.3 \times 10^6$ A/m, $\gamma = 2.211 \times 10^5$ m/As, $K_{u,\text{max}} = 0.1 \times 10^3 M_s^2 J/m^3$ and $\alpha = 0.5$. We solve the LLG equation using a Runge-Kutta fourth-order method.

Figure 1 shows a schematic illustration of the nanomagnets array reservoir. The nanomagnets array is composed of $2 \times 10$ nanomagnets. The radius and thickness of the nanomagnets are all 20 nm and 1 nm, respectively. The gaps between the nanomagnets are 20 nm. The magnetization direction of the nanomagnet with index of 1 in Fig. 1 is used for input.

For a reservoir state $x$, we use the $x$-component of the normalized magnetizations $\mu_{x,i}$ and bias.
FIG. 1. Schematic top view of recurrent neural network based on a nanomagnets array. The numbers shown at the lower right of the dots are the indices of the dots.

FIG. 2. Update scheme of the reservoir state. The uniaxial anisotropy constants of the nanomagnets are modified at each stage.

With a fixed value of 1. The reservoir state at step \( k \) then becomes

\[
\mu_{x,j}(k) = \frac{1}{2} \frac{M_{x,j}(k)}{M_s} + \frac{1}{2}
\]

\[
x_k = \{\mu_{x,1}(k), \mu_{x,2}(k), \ldots, \mu_{x,N_{\text{mag}}}(k), 1\}.
\]

In an actual device, noise exists in the magnetization measurements, so, the number of significant figures of the magnetization measurements is limited. Therefore, we rounded the \( x \)-component of the magnetizations to no more than three significant figures.

To update the reservoir states, we change the uniaxial anisotropy of the nanomagnets. Fig. 2 shows uniaxial anisotropy constants \( K_u \)'s of the nanomagnets at each stage. At the beginning of
each stage, the $K_u$’s of the nanomagnets are changed. After changing the $K_u$’s, magnetization direction of nanomagnets with $K_u = 0$ relaxes to the local magnetic field direction that is a weighted sum of the field produced by the other nanomagnets (See eq. (4)). This system is a kind of infinite-range model. The magnetic field is determined self consistently. Therefore, the network is recurrent and it conducts a nonlinear operation on the sum of the field. We classify nanomagnets into Group I to III according to the way of $K_u$’s change (See Fig. 1). In the first stage ($p = 1$), the values $K_u$ of the nanomagnets in Group II and III are changed to 0. Under this configuration, the magnetizations of the nanomagnets in Group II are easily rotated by the stray fields from the other nanomagnets, and the information stored in Group I is mainly transferred to Group II by partly corporating the information from the other nanomagnets. In the second stage ($p = 2$), we fix the magnetizations of the nanomagnets in Group II by changing the $K_u$’s of the nanomagnets in Group II to $K_{u,\text{max}}$. This also yields a nonlinear operation on the sum of the field. By repeating this process, the information stored in the nanomagnets is partly transferred in the y-axis direction in corporating information from the other nanomagnets in a nonlinear way. In actual devices, a bias voltage could be used to control the uniaxial anisotropy constant of the individual nanomagnets ([17, 18]) and the frequency of the bias voltage can be used as an external clock. We used the magnetization direction at the end of the third stage ($p = 3$) as a reservoir state $x_k$.

The output $o_k$ of the nanomagnets array reservoir computing then becomes,

$$ o_k = x_k \cdot w_f $$

where $w_f$ is an output vector of the reservoir computing and $f$ is a teacher function for the output vector. An output vector $w_f$ is trained to minimize the square error between the teacher function and output of the reservoir computing $\left( \sum^N_{\text{test}} (f - o_k)^2 \right)$.

Here we define an error rate between the teacher function $f$ and the trained reservoir computing output $o_k$ as

$$ \frac{1}{N_{\text{test}}} \sum^N_{\text{test}} |f - o_k|, $$

where $N_{\text{test}}$ is the number of binary input data, $m$ and $n$ are the input delays of the teacher functions for the test and the training, respectively.

For input $u_k$, we use uniformly distributed random binary data (Fig. 3(a)). The input values are written as a magnetization direction of the input nanomagnet $M_{i=1}$ at the beginning of the first stage ($p = 1$). When the input value $u_k$ at step $k$ is 1, we set the magnetization of the input
FIG. 3. Typical values of (a-b) input, (c-e) teacher functions, and (f-h) trained reservoir computing outputs.

FIG. 4. Output of the AND, OR and XOR functions. The output of each functions can be divided into different classes with red lines. The white circles and red circles denote that the output values of the functions are 0 and 1, respectively.

As teacher functions $f$, we use AND, OR, and XOR functions. Fig. 4 shows output values of these functions. The white circles and red circles denote that the output values of the functions are 0 and 1, respectively. Here we consider the way to classify the output values from the input values $A$ and $B$. The output of the AND/OR functions are linearly separable (e.g. $A + B = 1.25$ and $A + B = 0.25$). On the other hand, the XOR outputs can only be separated by a non-linear function (e.g. $4A^2 - 5A + 2AB - 4B + 3B^2 = -1$). Non-linear classification tasks like the XOR function task are considered more difficult than linear classification. For the supervised learning of the output matrix we use the input values at steps $k$ and $k-n$ as the teacher functions, whereby $n$ is a delay of the input values (See Fig. 3(b) for $n = 3$). The teacher functions become, AND ($u_k$, $u_{k-n}$), OR ($u_k$, $u_{k-n}$) and XOR ($u_k$, $u_{k-n}$) (See. Fig. 3(c-d)). Note that only the input value of $u_k$ is written...
FIG. 5. Error rates between the teacher functions $f(u_k, u_{k-m})$ and the nanomagnets array reservoir output $o_k = x \cdot w_{f(u_k, u_{k-n})}$, where $m$ and $n$ are the input delay in the teacher function for the test and training, respectively.

The AND/OR function is used to measure the performance of a linear operation, and the XOR function is used to measure the performance of a non-linear operation with delayed input.

In this study, 100 binary input data samples ($N_{\text{train}} = 100$) were used for training. Fig. 3(f-h) show typical output of the nanomagnets array reservoir. By comparing the data in Fig. 3(c-e) and Fig. 3(f-h), the output of the reservoir computing with trained output vectors shows good agreement with the teacher functions.

Fig. 5 shows the error rates with various target functions and teacher functions. The error rates were measured with four sets of 1000 binary input data ($N_{\text{test}} = 1000$). Up to an input delay of three steps ($n \leq 3$), when the delay in the teacher function for test $m$ and training $n$ are the same ($m = n$), the error rate is almost 0. On the other hand, the error rates of the other data for AND/OR and XOR are almost 0.25 and 0.5 respectively. Ratios of 0 and 1 in the AND, OR and XOR functions outputs are 0.75 to 0.25, 0.25 to 0.75 and 0.5 to 0.5, respectively. Therefore, the error
rate between the AND/OR teacher function with random binary data is 0.25, while in the case of the XOR teacher function it becomes 0.5. These results show that the nanomagnets array reservoir shown in Fig. 1 can perform AND, OR and XOR functions up to the input delay of three steps.

In other words the nanomagnets array in Fig. 1 can consider as a four-bit shift register. With this scheme, three rows, i.e. one data row and two buffer rows, are required to perform one bit-shift operation. Therefore, an array with 10 (= $3 \times 3 + 1$) rows can perform four bit shift operation and data older than three step will be lost. This is the reason that the input delay $n$ is limited to up to three steps. By increasing the number of elements in the row, we can increase the upper limit of the input delay. However, this requires more accuracy for the magnetization measurements in proportion to the increment of the distances between the input nanomagnets and nanomagnets that store the oldest data. Here we only demonstrated the nanomagnets array in a square lattice. However, in reservoir computing, the connection strength between the nodes is generally chosen to be random in order to perform general tasks. A randomly arranged nanomagnets array has a good potential to act as the reservoir for reservoir computing and it will likely show good performance for general tasks.

In this letter, we introduced and demonstrated reservoir computing based on a nanomagnets array with static magnetizations. The nanomagnets array reservoir can be trained to perform AND, OR and XOR functions with up to the input delay of three steps. We expect that devices derived from this method can be widely used as neural network hardware based on spintronics in the near future.
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