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ABSTRACT Navigation in endoscopic environments requires an accurate and robust localisation system. A key challenge in such environments is the paucity of visual features that hinders accurate tracking. This article examines the performance of three image enhancement techniques for tracking under such feature-poor conditions including Contrast Limited Adaptive Histogram Specification (CLAHS), Fast Local Laplacian Filtering (LLAP) and a new combination of the two coined Local Laplacian of Specified Histograms (LLSH). Two cadaveric knee arthroscopic datasets and an underwater seabed inspection dataset are used for the analysis, where results are interpreted by defining visual saliency as the number of correctly matched key-point (SIFT and SURF) features. Experimental results show a significant improvement in contrast quality and feature matching performance when image enhancement techniques are used. Results also demonstrate the LLSHs ability to vastly improve SURF tracking performance indicating more than 87% of successfully matched frames. A comparative analysis provides some important insights useful in the design of vision-based navigation for autonomous agents in feature-poor environments.

INDEX TERMS Image enhancement, histogram specification, local Laplacian filtering, minimally invasive surgery.

I. INTRODUCTION Minimally Invasive Surgery (MIS) has become a worldwide endeavour in surgical theatres over the last two decades. Reduced tissue damage, shorter procedure and recovery times, and improved pain management are the key benefits of MIS. Although MIS promises better health outcomes and efficiency improvements, it introduces a set of difficult challenges. Clinicians work under physically demanding ergonomics and, due to tremor and constrained precision, they may introduce unintentional damage [1]. Moreover, conventional MIS techniques do not provide explicit depth perception with respect to anatomies and introduce counter-intuitive hand-eye coordination between camera image and surgical tools, demanding extended training time. To help overcome these challenges the next generation of MIS seeks to leverage robotic devices as an intermediary between the surgeon and the patient.

Medical robotic systems are designed to reduce tremor, and provide 3D vision and surgical tool active guidance. Accurate pose feedback of the distal end of the endoscope is necessary to provide the surgeon with either haptic [2] or enhanced visual information about relative distance with respect to surrounding tissues. To further automate such systems, it is required to accurately and robustly localize the surgical camera with respect to surrounding anatomies.

Visual localisation tasks are often tackled in several ways. Traditional methods defined image features as direct (intensity-based) [3] or indirect (key-point-feature based). Feature matching between frames and key-frames is then employed as a common front end processing task for Visual Odometry (VO) [4] and/or Simultaneous Localisation and Mapping (SLAM) frameworks [5]. These approaches then use the matched features to recover relative pose. Localisation is therefore challenging in surgical environments due to the paucity of visual features that hinders accurate tracking.
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to the fundamental reliance on image feature correspondence. Surgical images are extremely feature-poor (low in texture/uninformative), contain numerous occlusions (smoke, blood, tools, floating debris, water bubbles), appear blurred (motion, debris on the lens), contain glare, and view highly deformable structures. As such, highly robust vision-based localisation in surgery presents an interesting and challenging problem for image enhancement.

In this article, we address the problem of feature paucity. We propose such an image enhancement method for low-texture gray-scale images and focus on the saliency improvement in the surgical environment. Our contributions focus on very feature-poor imagery and include:

- Evaluation of existing contrast enhancement methods: Contrast Limited Adaptive Histogram Specification (CLAHS) and Local Laplacian Filtering (LLAP).
- A combined image enhancement method coined Local Laplacian of Specified Histograms (LLSH) for contrast improvements.

To evaluate the image enhancement approaches, we visually analyse the processed images and choose key-point-feature based matching to validate their performance in the context of visual navigation. Multiple sets of arthroscopic images and the underwater seabed inspection Aqualoc [6], [7] are used in the evaluation.

II. BACKGROUND

We first introduce the context of visual saliency and image enhancement techniques and then consider their influence on visual navigation in surgery.

A. VISUAL SALIENCY

Visual saliency of an image indicates the amount of distinct visual features contained in a raw or enhanced image. Visual saliency strongly influences the likelihood of correct feature matching and hence successful pairwise camera measurements and localisation [8]. Therefore, visual saliency can be treated as a quantitative measure of the image registrability and an indicator of how successful subsequent localisation approaches (SLAM, VO etc.) may be. We express the saliency of arthroscopic images in terms of the number of matched Scale-invariant-feature-transform (SIFT) [9] and Speeded up Robust Features (SURF) [10] key-point features. SIFT and SURF are the state-of-the-art feature detection and description algorithms and they have been deployed in arthroscopic environment, with SIFT being the most successful [11]. RANSAC is the state-of-the-art algorithm for outlier rejection commonly used in visual navigation.

B. IMAGE ENHANCEMENT

Image Enhancement techniques can seek to improve the visual appearance of an image and/or to extract the hidden spatial or semantic information useful for machine input [12]. Enhancement techniques can be classified as linear or non-linear operations. Linear operations such as filtering in the spatial and frequency domain are simple and can be easily implemented. They are adequate for many applications but tend to blur and distort the edges and details within the image [12]. Non-linear operations such as histogram modification, contrast stretching, noise clipping or pseudocoloring can improve image quality by effectively preserving or enhancing texture and edges whilst remaining robust to noise. Contrast enhancement is considered one of the biggest challenges in image processing.

Histogram Equalisation (HE) stretches the image histogram using the cumulative distribution function (CDF) of a given image as the mapping function and is one of the most common contrast enhancement techniques [13]. Due to its global nature, HE often fails to provide local enhancement and is prone to overenhancement when the CDF changes significantly. Adaptive histogram equalisation (AHE) and contrast limited adaptive histogram equalisation (CLAHE) extend HE and are are discussed in detail in Section III. CLAHE was first applied as an enhancement technique for low contrast-medical imagery [14] and it is based on the principle of HE. Histogram Specification (HS) techniques map the intensity distributions to the desired shape and are commonly used for contrast enhancement of medical and feature-poor imagery [8], [14], [15]. HE-based techniques provide good contrast enhancement and are robust to non-uniform illumination but they suffer from amplified noise, especially in visually uniform regions.

Laplacian pyramids are a multi-scale image representation widely used for image analysis. However, they are built on spatially invariant Gaussian kernels, which made them believed to be unable to represent and maintain edges well. Anisotropic diffusion, wavelet bases and neighborhood filtering successfully tackled that challenge at the price of additional complexity and often higher computational cost. Paris et al. [16] proposed Local Laplacian filtering (LLAP) that utilizes Laplacian pyramids for edge-aware image processing, where small-scale details are differentiated from large-scale edges.

Yun et al. [17] combined global HE with Laplacian Pyramids. The role of the pyramid was to introduce local contrast enhancement and prevent overenhancement using just HE. A similar effect can be achieved with CLAHE. Lidong et al. [18] performed another fusion and combined CLAHE with discreet wavelet transform (DWT) to avoid contrast overstretching and noise enhancement. To the authors knowledge there is no fusion of CLAHS and Laplacian Pyramids or Local Laplacian Filters proposed in the literature. In this work we combine the CLAHS’ strong contrast enhancement and robustness to non-uniform illumination with LLAP’s multi-scale Laplacian pyramid approach and detail enhancement while preserving the edges, to improve image saliency.

C. VISION-BASED SURGICAL NAVIGATION

Using image enhancement to obtain and use state-of-the-art SIFT/SURF features in navigation has mixed results. For already feature rich environments image enhancement brings limited benefit in terms of navigation [19], but for naturally feature-poor environments results suggest image
enhancement is of significant impact [8]. Therefore, it can play a meaningful role in vision-based MIS, impacting identification, matching and tracking of important features that could be used for navigation.

Surgical Vision
Various SLAM approaches using traditional computer vision techniques have been presented over the last two decades for the abdominal environment in MIS [20], [21]. Giannarou et al. [22] proposed a probabilistic framework to track affine-invariant anisotropic regions under contrastingly different visual appearances, and proved HS effective for changing lighting conditions. For the work directly related to this article, the literature provides laparoscopic image enhancement approaches but they filter hazing and non-uniform illumination for visually pleasant improvement [23], [24]. The aforementioned methods are currently not able to robustly solve the correspondence search problem and therefore they fail in localisation and mapping task in realistic surgical conditions.

The problem escalates in the arthroscopic environment as the cavity is smaller, visually more uniform and filled with water. The literature provides solutions for the uncertainty estimation in the internal knee joint measurement [25] and real-time joint motion analysis have been proposed, but they do not address the problem of the autonomous visual navigation. To this end, in the context of visual navigation, state-of-art feature detectors and descriptors for monocular knee-arthroscopic images were investigated [11]. Results showed that SIFT features could be best extracted and matched (compared to SURF and others) in knee-arthroscopy, but the study used only sequences containing six unrealistic images not representative of the complexity and length of the procedure. In later work, SIFT features proved to be insufficient for tracking due to the dynamic character (occlusions, blur, glare, deformation) of the environment [26]. To overcome that challenge, sensor-fusion using arthroscopic images, external camera and robot’s odometry was employed to provide robust localisation for knee arthroscopy [26], [27]. Essentially, the non-visual sensory information enabled a dense feature mapping thanks to the underpinned localisation improvements.

The image enhancement in arthroscopic surgery has been addressed in [28] where the authors improved the surgical image of subpatellar vertebrae and achieved positive results in the treatment of infrapatellar plica. Histogram modification algorithm and high saturation color mapping have been also successfully deployed on arthroscopic images as image enhancement techniques [29]. The proposed method provides better brightness values while preserving color information. The authors of the two arthroscopic image enhancement works discussed above proved that the image enhancement in arthroscopy can provide clinical benefit. Interestingly, only those two works discussed above have made the effort to enhance arthroscopic images, yet it is reasonable to assume enhancement could improve localisation without the requirement for additional sensors.

As such, we approach the problem from a different perspective than the state-of-the-art in arthroscopy [11] and consider the reason for our images to be so difficult to extract and subsequently track salient features. We take into consideration the underwater light degradation and then address the problem of feature-poor images by investigating contrast enhancement techniques. To target the low saliency of arthroscopic images we combine the strong contrast enhancement and illumination robustness properties of CLAHS with the detail enhancement and edge preserving attributes of LLAP. We propose a novel enhancement method based on a combination of the two techniques coined Local Laplacian of Specified Histogram (LLSH). Based on the observations from the enhancement methods we also implement the CLAHS and LLAP techniques on arthroscopic sequences for comparison. Furthermore, we evaluate the three enhancement techniques on an open source underwater Aqualoc dataset [6], [7] for completeness. The Aqualoc dataset has been deployed only in [30] where it was used to validate a positioning solution based on monocular visual odometry. To the best of our knowledge this work is the first attempt to enhance arthroscopic images with such techniques for the purpose of frames registration.

III. MATERIALS AND METHODS
In this section we describe the assumptions made, discuss the two chosen image enhancement methods (CLAHS and LLAP) and propose a novel image enhancement approach (LLSH).

A. ASSUMPTIONS
1) UNDERWATER DEGRADATION
The arthroscopic environment is filled with clear water, suggesting that scattering from water particles will degrade the intensity in the imagery taken in the joint cavity. The amount of degradation depends on the depth the light travels through [31], so for the small cavity making up the knee we expect minimal scattering and negligible effect on the amount of intensity information.

To verify this assumption, we assume that the maximum possible distance from the arthroscope to the knee anatomy is 5 cm and the light attenuation model is given by [31]

\[ I(x) = J(x)e^{-\alpha d} \]  

where \( I(x) \) and \( J(x) \) represent the degraded and actual pixel intensities respectively, \( \alpha \) is the medium scattering coefficient (\( \alpha = 0.005m^{-1} \) for pure water), and \( d \) is the depth (\( d_{max} = 5cm \) for arthroscopy). The underwater light intensity degradation at the maximum possible distance is given by \( I_{min}(x) \) and we calculate the ratio between the degraded and non-degraded intensity such that:

\[ I_{min}(x) = J(x)e^{-0.005 \cdot 0.05} \]  

\[ \frac{I_{min}(x)}{J(x)} = 0.99975 \]  

suggesting that the light degradation due to scattering can reduce pixel intensities in arthroscopic images by up to 0.025% which we consider negligible.
2) OCCLUSIONS AND DEFORMATIONS
We assume that the patients leg is static and there are no tissue deformations. This is a reasonable assumption as the test imagery contains negligible amount of movement. Even though one of our datasets contains occlusions caused by water bubbles, surgical tools and floating tissue, we only address the low saliency of the images and leave the challenge of occlusions for future work.

B. MATERIALS
1) DATASET
We evaluated our approach on two cadaveric datasets from knee arthroscopy and on images from an open source underwater seabed inspection dataset (Aqualoc) [6], [7], with each of them containing 1300-1500 images. The first arthroscopic dataset (dataset 1) was acquired with a Stryker arthroscope and represents a challenging and realistic scenario complete with occlusions (tissue, water bubbles or surgical tools) and feature-poor images (see Remark 1). The second arthroscopic datasets (dataset 2), is the sequence 'H’ from [27]. It was acquired using a PointGrey Camera and represents a simple case of an arthroscopic sequence where the camera images are not subject to realistic challenges such as occlusions.

Remark 1: Importantly, in this article we do not address occlusions. They affect tracking, but we retain them in the datasets to provide for a realistic case. We note that occlusions could be managed pre or post image enhancement but do not explore it in this article.

2) IMAGE ENHANCEMENT ALGORITHMS
\(a\): CONTRAST ADAPTIVE HISTOGRAM SPECIFICATION (CLAHS)
HE uses the cumulative distribution function (CDF) of a given image as the mapping function. AHE overcomes the limitations of HE by considering only the intensity distribution within the contextual/local region of each pixel. The idea behind this method is to subdivide the image into equal size regions before equalising the histogram of each region. AHE and HE achieve enhancement by spreading the grey levels of the input histogram over a wider range of the intensity scale [13]. The monotonically non-decreasing mapping function is calculated for each region and maps the local histogram to a desired (in case of HE - uniform) distribution such that [13]

\[
s = T(r) = \int_0^r p_r(w)dw \tag{4}
\]

where \(s\), \(T\), \(p_r\), \(r\), \(w\) are output intensity levels, mapping function, probability density function (PDF), input intensity levels and dummy variable of integration respectively. Note that the mapping function \(T\) is nothing else than the CDF.

Since the derivative of the CDF (cumulative histogram) is the PDF (histogram), the slope of the transformation function at any pixel intensity (contrast) is proportional to the height of the histogram at this pixel. Therefore clipping the height of the histogram is equivalent to limiting the slope of the mapping function (PDF). CLAHE builds on AHE in this way by introducing a contrast enhancement limit (histogram clipping) that prevents noise overenhancement [14]. The clipping limit is specified as a multiple of the average histogram bin contents. Excessive pixels are afterwards uniformly distributed to the remaining bins. Eventually, neighboring regions are combined using bilinear interpolation to eliminate artificially induced boundaries.

HE does not always provide a successful outcome. In some applications it is much more useful to be able to specify the output histogram. Histogram Specification/Matching (HS) is a more general concept where the histogram of the output image region approximately matches the histogram specified prior to the operation [13]. That makes HE a specific case of HS, where the specified histogram is the uniform distribution. We introduced HE first as HS involves equalising the original and specified histogram. Suppose that we are looking for image intensity levels \(z\) of a specified density \(p_c\), we can define a mapping function \(H(z)\) such that

\[
H(z) = \int_0^z p_c(w)dw = s \tag{5}
\]

which transforms the desired \(z\) into the equalised \(s\) intensity levels. From (4) and (5), it follows that

\[
z = H^{-1}(s) = H^{-1}[T(r)] \tag{6}
\]

where we know \(T(r)\) from (4), and we can find \(z\) as long as \(H\) is invertible. In the discrete domain invertability is guaranteed if \(p_r(w)\) is a valid histogram (i.e. of unit area with no negative values or empty bins).

b: LOCAL LAPLACIAN FILTERING (LLAP)
LLAP is an edge-aware processing technique based on the standard laplacian pyramids that modifies the input image so that the edges (large discontinuities) remain in place with the retained intensity profiles in the neighboring pixels [16]. LLAP uses multiple mapping functions to distinguish the edges from the image details/texture. Consider the coefficients \((x_0, y_0, l_0)\), where the two former are the coordinates of the image pixel and the latter is the pyramid level. An intermediate image \(I\) can be created by applying a monotonic mapping function \(r(i)\) to the original full-resolution image. This mapping function depends on the parameter \(\sigma_r\) and the local image value from the Gaussian pyramid \(g_0 = G_{l_0}(x_0, y_0)\). The intensity variation threshold \(\sigma_r\) is used to help distinguish edges from details. The pyramid of the intermediate image \(L[I]\) is computed and the corresponding coefficient is copied to the output \(L[I']\). The mapping function can be represented as follows [16]:

\[
r(i) = \begin{cases} 
  r_d(i), & \text{if } |i - g_0| \leq \sigma_r \\
  r_s(i), & \text{otherwise}
\end{cases} \tag{7}
\]

where two mapping functions \(r_d(i)\) and \(r_s(i)\) process details and edges of the image respectively. The function \(r_d(i)\) alters the details/oscillations around the value \(g_0\) such that

\[
r_d(i) = g_0 + \text{sign}(i - g_0) \cdot \sigma_r \cdot f_d(\Delta) \cdot |(i - g_0)/\sigma_r| \tag{8}
\]
where \( \alpha \) represents the detail enhancement parameter, \( \text{sign} \) is the signum function, and the smoothing function \( f_d(\Delta) = \Delta^\alpha \) maps \([0, 1]\) to \([0, 1]\) and controls the edge modification. Similarly, the function \( r_e(i) \) modifies the edge amplitude such that

\[
r_e(i) = g_0 + \text{sign}(i - g_0) (f_e(a) \cdot |i - g_0| - \sigma_r) + \sigma_r
\]

where the non-negative smoothing function \( f_e(a) \) defined in \([0, \infty)\) and controls the modification of the edge amplitude (clips the edge). To focus on detail enhancement \( f_e(a) = 1 \).

### C: LOCAL LAPLACIAN OF SPECIFIED HISTOGRAM (LLSH)

In describing CLAHS we relied on the notation describing intensity levels. Since LLAP operates on pixels, we use \( i_z, g_{0.z}, r_{d,z}(i), r_{e,z}(i) \) as the pixel, the center point and the mapping functions of an image with a previously specified histogram (processed by CLAHS).

In the first phase of our proposed method, we perform CLAHS on the original grey-scale image and obtain an intermediate image with pixel intensities \( i_z \), similar to (5). In the second phase of our proposed method, LLAP is then applied to the histogram-specified image to further enhance the details. The mapping functions \( r_d \) and \( r_e \) from (8) and (9) can thus be reformulated to consider the CLAHS prior such that

\[
r_{d,z}(i) = g_{0,z} + \text{sign}(i_z - g_{0,z}) \cdot \sigma_r \cdot f_d(\Delta)(|i_z - g_{0,z}|/\sigma_r)
\]

\[
r_{e,z}(i) = g_{0,z} + \text{sign}(i_z - g_{0,z})f_e \cdot (|i_z - g_{0,z}| - \sigma_r) + \sigma_r
\]

### C. METHODS

1) IMAGE ENHANCEMENT

First, we evaluate the CLAHS, LLAP and LLSH w.r.t visual assessment and histogram analysis. Before applying each of the enhancement methods, images were smoothed using a Gaussian filter with standard deviation \( \sigma = 1 \) to reduce the effect of noise. For the CLAHS, we chose the Rayleigh distribution as the desired histogram shape, and clipping limit \( c = 0.1 \). Changing the desired distribution to a Uniform (equalisation) or Exponential did not result in noticeable perceptual differences. For LLAP, the amplitude of edges parameter \( \sigma_r = 1 \) and the detail enhancement parameter \( \alpha = 0.5 \). The proposed LLSH approach uses the same parameters as for CLAHS and LLAP individually.

2) FEATURE DETECTION AND MATCHING

Second, we evaluate CLAHS, LLAP and LLSH w.r.t feature matching using SURF and SIFT key-point features. For SURF, the strongest feature threshold was set to 1000, and the number of octaves (Gaussian pyramid levels) to 4. For SIFT, the number of octaves was set to 4, the non-edge selection threshold to 3 and descriptor \( d1 \) was matched to a descriptor \( d2 \) only if the distance multiplied by a threshold \( \eta = 2.7 \) was not greater than the distance of \( d1 \) to all other descriptors. After detecting the successful SIFT and SURF feature matches, the number of correct matches between frames was evaluated using RANSAC [32] for outlier rejection. Features within an euclidean distance threshold of \( T = 0.01 \) are matched otherwise determined to be outliers and rejected. We evaluate matching performance w.r.t the number of correctly matched (post-RANSAC) key-point features (CMF) and tracking performance (TP) w.r.t the percentage of successfully registered image frames. Successful registration occurs when the number of inliers allows the fundamental matrix to be estimated. Results are presented in Fig. 2 and Tab. 1.

We also verify the impact of the enhancement techniques on the precision and recall of the feature matching performance. We define precision as the ratio of post-RANSAC matched features to the sum of pre-RANSAC matched features. We define recall as the ratio of post-RANSAC features to the number of all detected features.

### IV. RESULTS AND DISCUSSION

#### A. IMAGE ENHANCEMENT PERFORMANCE

In Fig. 1 we present the enhancement of three examples of arthroscopic images and their histograms. The image histograms are stretched and flattened after applying each of the techniques. In the first test image (row 1), the bottom part of the original image is partially occluded by debris. After applying CLAHS and LLSH we observe that the clear (upper) part of the image is enhanced regardless due to the local nature of the enhancement methodology. The second test image (row 2) is a non-occluded image with a high uniformity of illumination. The third testing image (row 3) does not contain occlusions either, but due to the wide distribution of distances between camera and tissue, the illumination is non-uniform.

CLAHS (column 2) and LLAP (column 3), when applied individually to all images, significantly increase the contrast of the image. CLAHS tackles the non-uniform scene illumination and enhances the image details by flattening the image histogram. LLAP clearly cannot handle the glare caused by the small distance between the light source and the tissue (rows 1 and 3) and does not cope well with the non-uniform illumination. This is a consequence of using a point-wise mapping function in LLAP, which constrains the output pixel intensity range to the intensity limits within the contextual region. That also explains the large number of outermost intensities in the LLAP histogram. LLSH (column 4) first enhances the image details and tackles the non-uniform scene illumination with CLAHS, then further enhances the contrast with LLAP to take advantage of the Laplacian Pyramid based processing. Contrast enhancement introduced by LLSH results in significant glare and blur reduction.

Remark 2: We can also see a post-enhancement artifact of noise effect coming from interpolation of highly uniform regions in CLAHE. A good example is the image in the third row and fourth column - in the lower left corner of the image we can see an artefact that visually resembles noise. A similar phenomenon can be noticed in the CLAHS representation of
FIGURE 1. Example comparison of image enhancement approaches. The first two rows represent images picked from the first dataset (Row 1 - occluded, Row 2 - clear), and the third row shows a non-uniformly illuminated image from the second dataset. The four columns represent images and their histograms: original and processed by CLAHS, LLAP, LLSH respectively. The same image (row 3, column 2). This artifact could be potentially tackled with DWT, similarly to [18].

B. FEATURE DETECTION AND MATCHING PERFORMANCE

Regarding feature detection, CMF evaluation and comparing to key-point detectors/descriptors performance analysis on arthroscopic, un-enhanced images [11] (see Remark 3), our results indicate that CLAHS, LLAP and proposed LLSH provide improvement in the number of detected SURF and SIFT features. The post-enhancement number of detected SURF features is comparable to the number of detected SIFT features, which suggests that the feature robustness in nearest neighbor matching will be the factor determining tracking performance. The analysed enhancement methods lead to an extraordinary SURF CMF performance but also degrade the SIFT CMF performance.

Regarding TP evaluation, our results indicate that CLAHS, LLAP and the proposed LLSH degrade TP of SIFT but significantly improve TP of SURF (87%,93% - LLSH). Importantly, it was shown that SIFT is unreliable in tracking long arthroscopic sequences [26] and also our results show improvement, TP using SIFT remains insufficient on such long datasets. All of the enhancement methods improve SURF from very poor to extraordinary TP, particularly when using the LLSH. In fact, the image enhancement coupled with SURF outperforms the best achieved SIFT outcomes (76%, 85%). The degradation in SIFT TP is outweighed by the improvement in SURF TP. The large gains in SURF TP is a result of the robustness of SURF features over the majority of image frames, even though the mean number of matched SIFT features is significantly higher (Tab. 1).

We are also in agreement with [11] that SURF on its own
performs poorly on original arthroscopic sequences. SURF TP after applying LLSH on dataset 1 (93%) is higher than on dataset 2 (87%). This result might be initially surprising since dataset 1 contains occlusions. After image enhancement, the occlusions could possibly be tracked together with the background, which would reduce the accuracy of the camera pose estimation.

Overall, our results highlight that for arthroscopic images, employing LLSH for image enhancement can not only improve SURF, but outperform SIFT TP. The implication is that the localisation problem, hinged on the requirement for good features, may become less challenging and achievable without requiring sensor fusion (i.e. vision only). Additionally, using our results in conjunction with those found in [26] provides greater insight regarding how to use SIFT or SURF features and input image enhancement (or lack thereof) for arthroscopic applications. We note, that the quality of the features has yet to be evaluated extensively.

It is important to note that the image enhancement techniques significantly increased the number of detected

![Figure 2: Matching Performance of SURF and SIFT key-point features on arthroscopic images. Each row represents a different pair of neighboring images picked from dataset 1 (rows 1, 2, 4 and 5) and from dataset 2 (rows 3 and 6), and each column represents its original or enhanced form (CLAHS, LLAP, LLSH respectively). We notice significant SURF matching improvement and degraded SIFT matching performance. It is also worth noting that for the occluded images (rows 1, 4), after applying image enhancement, SURF features belong only to the non-occluded part of the image.](image-url)
TABLE 1. Matching performance of SIFT and SURF for both arthroscopic sequences. %TP represents the percentage of successfully registered (tracked) frame-pairs. Prec. and recall stand for the precision and recall metrics respectively.

| Seq. | Image | %TP SURF | median # SURF | mean # SURF | mean det. # SURF | prec. SURF | recall SURF | %TP SURF | median # SURF | mean # SURF | mean det. # SURF | prec. SIFT | recall SIFT |
|------|-------|----------|---------------|-------------|-----------------|-----------|------------|----------|---------------|-------------|----------------|-----------|------------|
| 1    | Original | 12 | 0 | 1 | 9 | 0.46 | 0.01 | 76 | 36 | 77 | 897 | 0.95 | 0.13 |
|      | CLAHS | 41 | 0 | 20 | 327 | 0.24 | 0.08 | 36 | 0 | 60 | 1461 | 0.97 | 0.08 |
|      | LLAP | 33 | 0 | 14 | 246 | 0.24 | 0.1 | 39 | 0 | 49 | 1020 | 0.96 | 0.1 |
|      | LLSH | 93 | 21 | 44 | 2202 | 0.35 | 0.03 | 40 | 0 | 58 | 1522 | 0.97 | 0.07 |
| 2    | Original | 2 | 0 | 0.1 | 12 | 0.02 | 0.11 | 85 | 115 | 106 | 833 | 0.99 | 0.09 |
|      | CLAHS | 82 | 31 | 31 | 397 | 0.24 | 0.06 | 71 | 91 | 102 | 1225 | 0.97 | 0.04 |
|      | LLAP | 85 | 30 | 31 | 328 | 0.25 | 0.06 | 81 | 90 | 87 | 896 | 0.99 | 0.05 |
|      | LLSH | 87 | 51 | 56 | 1798 | 0.18 | 0.02 | 68 | 79 | 91 | 1235 | 0.99 | 0.04 |

Remark 3 Marmol et al. [11] within their small datasets (10 subsets of 6 images), claim performance of 92.4% TP with 110.4 mean # of correct matches for SIFT, and 51.3% TP with 59.9 mean # of correct matches for SURF [11]. In our experiments we use 2 datasets of more than 1300 images that resemble a realistic arthroscopic sequence. Using these datasets, the un-enhanced SIFT TP results are 72% (dataset 1) and 86% (dataset 2) and SURF TP results are 12% (dataset 1) and 2% (dataset 2).

C. FURTHER RESULTS AND COMPARISON

To help verify the generality of our method beyond arthroscopy, we provide a brief comparison of our method’s performance on an open-source underwater Aqualoc dataset [6], [7] containing images of the seabed taken from a few meters away. The images resemble our arthroscopic sequences in terms of low saliency, but due to the large distance between the camera and seabed light degradation may no longer be negligible (see section III-A). We analyse the performance of CLAHS, LLAP and LLSH in terms of contrast enhancement and key-point feature matching performance on images from the Aqualoc dataset. Similarly to the
performance on arthroscopic datasets, the discussed enhancement methods significantly improve CMF and TP SURF performance and, contrastingly to arthroscopic datasets, also improve CMF SIFT performance and keep SIFT TP on 100% (Tab. 2). For the Aqualoc dataset, similarly to arthroscopic data, precision and recall do not show significant improvement.

The post-enhancement performance improvements achieved on Aqualoc images indicates that CLAHS, LLAP and LLSH provide robust saliency improvement. Hence to achieve better performance on clinical data, other visual challenges need to be addressed.

D. FUTURE WORK AND FURTHER DISCUSSION

The main innovation of this work is the merging two enhancement techniques for low saliency images, like underwater or arthroscopic environments, to explicitly improve visual feature tracking for navigation. The main advantage of the proposed method is the improved SURF feature detection and matching. This increases tracking robustness such that SURF features can replace SIFT in surgical and underwater navigation. This broadens the feasible visual navigation strategies for surgery with potential to improve semantic recognition of the anatomical structures. However, the proposed approach can introduce artificial noise in homogenous regions (Remark 2) and enhance the artifacts/occlusions. This can lead to incorrect or artificial feature matching, the extent to which is largely dependent on the artifact.

This work investigated image enhancement using traditional processing methods. We aim to implement the proposed image enhancement technique in visual odometry tasks, to further evaluate its utility in navigation. Future work could combine additional techniques (deep learning, fuzzy logic etc.) to help address image artifacts (naturally occurring and introduced), and compensate for tissue deformation, allowing navigation in very challenging environments.

V. CONCLUSION

In this work we address the challenge of low contrast and visual saliency, which strongly hinders a successful pairwise camera measurement in arthroscopic images. We use two existing methods: CLAHS and LLAP, and combine them into a novel method LLSH to enhance the contrast of the images and hence increase their visual saliency. We exposed an interesting phenomenon whereby the proposed LLSH image enhancement enabled a large improvement in SURF feature tracking, and surprisingly degraded SIFT performance. We conclude that for arthroscopic images, the use of LLSH provides a significant improvement of tracking performance using SURF. We also speculate that the enhanced images might also be useful as training data for visual navigation in low-saliency environment using deep learning solutions. Future work is planned to apply the enhanced images for accurate camera pose estimation with consideration of the other visual challenges.
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