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Abstract—Detecting camouflaged moving foreground objects has been known to be difficult due to the similarity between the foreground objects and the background. Conventional methods cannot distinguish the foreground from background due to the small differences between them and thus suffer from under-detection of the camouflaged foreground objects. In this paper, we present a fusion framework to address this problem in the wavelet domain. We first show that the small differences in the image domain can be highlighted in certain wavelet bands. Then the likelihood of each wavelet coefficient being foreground is estimated by formulating foreground and background models for each wavelet band. The proposed framework effectively aggregates the likelihoods from different wavelet bands based on the characteristics of the wavelet transform. Experimental results demonstrated that the proposed method significantly outperformed existing methods in detecting camouflaged foreground objects. Specifically, the average F-measure for the proposed algorithm was 0.87, compared to 0.71 to 0.8 for the other state-of-the-art methods.

Index Terms—Foreground detection, background subtraction, camouflaged foreground, wavelet transform

I. INTRODUCTION

In many video processing and computer vision systems, moving foreground object detection is an important preprocessing step for further in-depth analysis. Especially in video-surveillance applications, it is often used to detect persons and vehicles before performing intrusion detection, tracking, etc. A commonly used approach for foreground detection is background subtraction, where a background model is first formulated and then the foreground object is detected by comparing the current frame and the background model.

There are many background subtraction methods [1]–[13] in the literature. Most of them are developed under the assumption that foreground and background show visually distinct characteristics and thus the foreground can be detected once a good background model is obtained. However, there are cases of camouflage in color [14] where the foreground share similar color as the background. For example, in Fig. 1, a person wears clothes that have similar colors as the background wall. In such a case, the intensity difference between the foreground and background are very small and the foreground cannot be easily detected by the existing methods. This paper addresses the problem of “camouflage in color” and it is simply referred to as “camouflage” in the rest of the paper.

In this paper, we propose to address the camouflaged moving foreground detection problem in the wavelet domain. It is first shown that visually small/noticeable differences in the image domain may become larger and detectable in certain wavelet bands. Based on this, a framework is proposed to fuse the likelihood of being foreground in the multiple wavelet bands. Following the properties of the wavelet transform, different fusion methods are developed for different levels and bands. The proposed fusion framework is denoted by “FWFC” (Fusion in the Wavelet domain for Foreground detection in Camouflaged scenes). Experimental results have shown that FWFC can perform significantly better than the existing methods in the camouflage scenes.

Part of this work has appeared in the conference paper [15], where a texture guided weighted voting scheme was proposed. However, significant extension has been made in this paper. Specifically, the new contributions in this paper can be summarized as follows.

- Unlike [15] where the background model is formulated in the image domain and wavelet transform is applied to the difference between the estimated background and the current frame, we have directly formulated the background model in the wavelet domain, which provides a more robust difference between the current frame and the background model in each wavelet band.

- Instead of making decisions in all bands and fusing the decisions as in [15], the proposed method formulates the likelihood of being foreground in each wavelet band and fuses them in a rigorous way by considering the characteristics of the wavelet.

- A larger dataset containing 10 videos of camouflaged scenes is collected with manually labelled groundtruth for all frames. Experiments on more datasets and comparisons with more existing methods compared to [15] were conducted to verify the efficacy of the proposed method.

The rest of the paper is organized as follows. In Section II, the related work is reviewed. The motivation and overview of the proposed approach is described in Section III and the details of the proposed approach are explained in Section IV. Experiments are shown in Section V, followed by the conclusion in Section VI.
II. RELATED WORK

Over the past decades, many methods have been reported for background subtraction, including statistical models, fuzzy models, neural models, subspace models, low rank models, sparse models and transform domain models. Here we only review the most relevant works including the statistical background models especially the Gaussian mixture models (GMM), the transform domain methods especially those employing the wavelet transform, and the existing background models specifically designed for camouflaged scenes. Other approaches, which go beyond the scope of this paper, can be found in several survey papers [1]–[13].

A. Statistical Background Models

One of the most popular background modelling methods is the Gaussian mixture models (GMM) [16], [17]. It models the intensity distribution of each pixel using a summation of weighted Gaussian distributions. Specifically, a predefined number of Gaussian components are used [18], and the Gaussian components are ordered based on the weight and the variance. The first $B$ components with total probabilities over a defined threshold are used as the current background model. When a new pixel is processed, it is considered to be a foreground pixel if its value cannot be well described by the background Gaussian distributions. These distributions are then updated with the current pixel using an online expectation-minimization algorithm. It is also known as MOG in openCV [19]. In [20], an improved adaptive Gaussian Mixture Model was proposed which can adaptively estimate the number of the Gaussian components needed, known as MOG2 in openCV. In [21], 3D multivariate Gaussian distributions are used to formulate a multiple layers model and the mean and variance of the distributions are obtained based on a recursive Bayesian learning approach.

In addition to the above statistical models based on parametric distributions, there are also methods using non-parametric models such as kernel density estimation [22]–[28]. The kernel density estimation (KDE) based methods [23] estimate the probability density function for each pixel from many recent samples ($N$) over time using a kernel function. These methods can be memory consuming considering that $N$ frames have to be kept in memory. Many improvements have been made on the KDE methods, including changing the kernel function. In [24], a sequential kernel density approximation method was proposed based on the mean-shift mode finding algorithm and the density modes are sequentially propagated over time. In [28], the foreground is also modelled and further tracked over time based on a particle filter. A selective analysis strategy was further proposed to reduce the computation. Other than the above KDE based methods, there are also non-parametric methods [29]–[31] using a history of recently observed pixel values for background modelling instead of using the distribution of the pixels. The foreground decision is made based on the number of the pixels in the background set that the current pixel is close to. Different background update rules have been proposed in the literature. In SACION (sample consensus) [29], the history of background image is updated using a first-in first-out strategy, while in ViBe (visual background extractor) [30] and PBAS (pixel-based adaptive segmenter) [31], the history is updated by a random scheme based on fixed or adaptively changed randomness parameters.

Another category of statistical models employ subspace learning methods [32], [33]. In [32], subspace learning using principal component analysis (SL-PCA) is applied on $N$ images, and the background model is represented by the mean image and the projection matrix comprising the first $p$ significant eigenvectors of PCA. The foreground is obtained by computing the difference between the input image and its reconstruction. Recently, lots of methods have been proposed to formulate the background model via a robust subspace using a low-rank and sparse decomposition such as robust principal component analysis [34]. The background is modelled by the low-rank subspace that gradually changes over time while the foreground consists of the correlated sparse outliers. In order to consider the spatial connection of the foreground sparse pixel, in [35], a class of structured sparsity-inducing norms were introduced to model the moving objects in videos. In [36], a framework named detecting contiguous outliers in the low-rank representation (DECOLOR) was proposed where the object detection and background learning are integrated into a single optimization process solved by an alternating algorithm. In [37], an online sequential framework named contiguous outliers representation via online low-rank approximation (COROLA) was proposed to detect moving objects and learn the background model at the same time. It works iteratively on each image of the video to extract foreground objects by exploiting the sequential nature of a continuous video of a scene where the background model does not change discontinuously and can therefore be obtained by updating the background model learned from preceding images.

The above approaches mainly focus on constructing the background models from the intensity of pixels. There is also considerable research carried out to investigate new features to assist in background subtraction. In [38], local binary patterns (LBP) [39] was used to formulate the background model in order to consider the local texture. In [40], the intensity and LBP are used together to formulate the background model based on PBAS [31]. In [41], multiple features, including intensity, gradient, and Haar-like features, are combined for the foreground detection. In [42], the SILTP texture (an extension of LBP) in addition to the gray and color features is used. However, these kinds of features are often effective for a certain type of texture in a small predefined region that the current pixel is located in. When the current pixel is located in a relatively flat or poor texture region, it may fail and thus the background subtraction based on these features may not work properly as desired.

Other than the above models, there are also methods based on support vector machines and other approaches which can be found in several survey papers [1]–[13] as mentioned in the beginning of this Section.

B. Transform Domain Background Models

Another class of background models are the transform domain models where the background formulation and/or
foreground detection is performed in a different domain. Methods using different transformations have been proposed in the literature, including the wavelet transform, the fast Fourier transform \cite{43}, the discrete cosine transform \cite{44, 45}, the Walsh transform \cite{46} and the Hadamard transform \cite{47}. Here we focus on reviewing the methods using wavelet transform.

Wavelet transform has been widely used in computer vision tasks as it may capture some desired characteristics in the frequency domain. It decomposes the signal into different levels of wavelet frequency bands, which allows for multi-resolutional analysis. There have been a few methods in the literature using the wavelet transform for foreground detection. In \cite{61}, the background model is first formulated based on the low frequency wavelet bands. The foreground is determined by comparing the difference between the current frame and the background model. The Daubechies Complex Wavelet Transform was used and the foreground is detected as the video object planes based on the edges. This was further improved in \cite{53, 54} where, instead of using frame differencing for foreground detection, a modified z-score test was used. The moving foreground object is detected as outliers. The above methods generally detect the foreground based on two or three consecutive frames using techniques such as frame differencing without maintaining a background model.

In \cite{55}, the orthogonal non-separable wavelet is used where the approximation coefficient is used to construct the background model in order to filter out the noise. A running average scheme is used to maintain the background model when the background has a gradual change, while when there is a sudden change, the background is replaced by the current frame. In \cite{56, 58}, a background model based on Marr wavelet kernel was proposed and the foreground was detected in each sub-band based on binary discrete wavelet transforms. Specifically, the background model keeps a sample of intensity values for each pixel in the image and uses this sample to estimate the probability density function of the pixel intensity. The density function is estimated using the Marr wavelet kernel density estimation technique. In \cite{59, 60}, the Daubechies Complex Wavelet Transform was used and the background model is formulated based on the low frequency wavelet bands. The foreground is determined by comparing the difference between the current frame and the background model. In \cite{61}, the background model is first formulated using the low frequency wavelet bands in the discrete wavelet transform, then the inverse transform is used to obtain the background model in the image domain. The foreground is detected by comparing the difference between the background and the current frame. In \cite{62}, a modified directional lifting-based 9/7 discrete wavelet transform structure was proposed in order to reduce the computation and preserve fine shape information in low resolution images. The low frequency bands are used for background modelling and the double change detection method is used to detect the foreground. In \cite{63}, the high frequency wavelet bands are used as a feature for foreground decision and the low frequency wavelet bands are used for the background modelling with an improved GMM model. The above methods generally construct the background model based on the low frequency wavelet bands to reduce the effect of the noise.

In \cite{64}, a foreground detection method was proposed to process wavelet compressed video. The background model and foreground detection is implemented for each wavelet band. A running average scheme is used to formulate the background and the foreground in each band is determined by comparing the difference between the current band image and the background. Finally, the foreground of the image is detected as the union of the detected foreground in all wavelet bands. In \cite{65}, the HSV components are used as features and the value component is used for foreground detection while the saturation component is used to suppress moving shadows. The foreground is detected by comparing the difference between the current frame and the background model, and the threshold used is determined based on the standard deviation of the difference image after the wavelet transform. The region connectivity with chromatic consistency is further used in the background update to overcome the aperture problem in \cite{66}. This method was further improved in \cite{67}, where the RGB color space is used and the foreground segmentation is further developed based on the motion variation and chromatic characteristics. In \cite{68, 69}, a color ratio difference was further adopted to suppress shadow. The foreground classification is further developed in \cite{70} by fusing mode filtering, connectivity analysis and spatial-temporal correlation. In \cite{71}, a region based background model was proposed where the background for each region is modelled with GMM in the wavelet domain. The distance between the current frame and the background model is calculated as the summation of the distance in different wavelet bands. Accordingly, the background model is updated with the new distance and so is the foreground detection. The above methods generally construct the background models in all wavelet bands or construct one background model based on all the wavelet bands.

The existing wavelet transform based methods generally only take advantage of the noise resilience capability of the transform in order to construct a reliable background model or detect reliable foreground to lessen the effect of noise. Generally only one or two levels of wavelet decomposition are employed. The foreground result is usually obtained as the union of the results in different bands. Compared with these methods, our approach targets the foreground detection in camouflaged scenes where the wavelet transform is used.
to reveal detailed differences in different frequencies. Usually multiple levels (6 for example) of wavelet transform are required to show the small differences in the camouflaged scene as demonstrated in the next Section. Also we propose a fusion scheme to efficiently combine the results from different bands based on the characteristics of the wavelet transform.

C. Background Models for Camouflaged Scenes

The foreground detection methods discussed above are developed to deal with the general foreground objects which show distinct intensity or texture changes. However, there are situations where the foreground objects may share similar intensity and texture as the background, such as the camouflaged foreground, especially those with poor texture as shown in Fig. 1. These cases pose great challenges to foreground detection and needless to say, methods that can properly handle such cases are highly desirable for robust foreground detection. Currently there are only a few methods developed for such cases. Here we only review the existing methods specifically designed for the camouflaged cases. Note that some methods working on regular scenes may also work in the camouflaged cases to some extent, but only the methods with a specific component designed for the camouflaged cases are described in this Subsection.

In [72], a post-processing phase was used after foreground detection to recover camouflaged errors based on object detection. The paper focused on the detection of the moving people and the method is limited by the performance of person detection. Similarly in [73], the object information is also used and formulated over time using a Markov random field model, which assists the detection of the camouflaged part of the object in the following frames. In [74], a camouflage model was proposed, which formulates spatial global models on the foreground and background in addition to the pixel models over time. It can also be regarded as building a model of the foreground object. All these methods require part of the object always being non-camouflaged or the object being non-camouflaged when the object first moves into the scene, in order to detect the object or formulate the global foreground model. These constraints limit their use in practical applications. By contrast, the method proposed in this paper detects the camouflaged region by highlighting the small differences using wavelet transform.

III. Motivation and Overview

A. Motivation

Most of the background subtraction methods work on the cases where foreground object and background show distinct changes in either intensity or texture. However, as mentioned in the above section, there are camouflage cases such as Fig. 1 where the foreground objects share similar color to the background. Fig. 2 shows an example of differences in intensity and texture (measured by LBP) between the foreground and background (obtained by MOG2) where the values in the image are properly scaled for display. It can be seen that the differences in the visually similar regions are very small.
Consequently the existing methods based on intensity or LBP features may fail in such cases.

By decomposing the signal into different bands, a wavelet transform can capture and separate different characteristics of the signal into each band. The key idea of this paper is that for different parts of a true foreground there is a detectable difference between the foreground and background in one or more bands. There are many types of wavelets including non-redundant and redundant transforms using Haar wavelet, Daubechies wavelet, etc. In this paper, we employ the stationary wavelet transform (translation-invariant) \[75, 76\] based on the Haar wavelet due to its simplicity. The stationary wavelet transform is a non-decimated redundant wavelet transform which contains the coefficients of the c-decimated wavelet transform for every choice of c. Since it is non-decimated, each wavelet band image is of the same size as the original image. Fig. 4 shows the block diagram of the 2D stationary wavelet transform. As shown in Fig. 4, the LL band (or the signal if it is the “LL”, “LH”, “HL” and “HH” bands, respectively. As shown in Fig. 4, the LL band (or the signal if it is the first decomposition level) is first filtered along rows using the low-pass and high-pass filters and then filtered again along columns. Compared with the discrete wavelet transform, there is no decimation (downsample) after the convolution with the filters in the stationary wavelet transform.

Fig. 3 shows the difference of wavelet coefficients in each band at different levels between the current frame and background model. It can be seen that although no single band can perfectly extract the entire foreground person, different parts of the person are able to be extracted by a few and different wavelet bands. For example as shown in Fig. 3, the LH bands seem to strongly respond to the changes in the body of the person. Compared to the intensity and texture differences in the image domain as shown in Fig. 2, we can see that the differences are greatly highlighted in a few wavelet bands (in relatively higher levels such as levels higher than 3), which makes the foreground detection from the visually similar background possible. Note that for cases where foreground and background are both texture-less such as rigid objects with extremely smooth surfaces, the wavelet transform may not effectively highlight the differences between them and thus they may not be detectable. For other cases where the color difference between the foreground and background is small but foreground or background are textural surfaces, such as clothes, the difference between them can become apparent or detectable in one or more wavelet bands as shown in Fig. 3.

**B. Overview of the proposed framework**

The input image is first decomposed into different levels of wavelet bands. The foreground detection based on the wavelet bands can be considered as a decision making process from different representations. Therefore, the foreground decision can be made by

\[
D = \begin{cases} 
1 & \text{if } p(F|x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N}) > p(B|x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N}) \\
0 & \text{else} 
\end{cases} \tag{1}
\]

where \(x_{d,l}\) represents the wavelet coefficient of the band \(d\) at level \(l\), while \(A\), \(H\), \(V\) and \(D\) represent the “LL”, “LH”, “HL” and “HH” bands, respectively. \(p(F|x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N})\) and \(p(B|x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N})\) represent the probabilities of the pixel belonging to foreground and background, respectively. \(N\) is the decomposition level used in the wavelet transform. The pixel is detected as foreground \((F)\) when \(D = 1\) and background \((B)\) otherwise.

According to the Bayesian theorem, the probabilities of the pixel belonging to foreground and background can be further represented as

\[
p(F|x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N}) = \frac{p(x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N}|F)p(F)}{p(x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N}|F)p(F) + p(x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N}|B)p(B)} \\
p(B|x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N}) = \frac{p(x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N}|B)p(B)}{p(x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N}|F)p(F) + p(x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N}|B)p(B)} \tag{2}
\]

Foreground can appear in the scene at any time and any location, and the foreground typically occupies less than 50% of the image. However, for simplicity (and as commonly adopted in the literature), we assume the prior foreground and background probabilities to be the same, i.e., \(p(F) = p(B)\). Therefore, with (2), (1) can be simplified as

\[
D = \begin{cases} 
1 & \text{if } p(x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N}|F) > p(x_{A,N};x_{H,1},...,x_{H,N};x_{V,1},...,x_{V,N};x_{D,1},...,x_{D,N}|B) \\
0 & \text{else} 
\end{cases} \tag{3}
\]

It can be seen that in order to make the foreground decisions, the likelihood functions over all the wavelet bands need to be obtained first.
Since the “LL”, “LH”, “HL”, “HH” bands capture different characteristics of the signal, they can be regarded as independent from each other. Thus the following can be obtained.

\[
p(x_{A,N}; x_{H,1}, \ldots, x_{H,N}; x_{V,1}, \ldots, x_{V,N}; x_{D,1}, \ldots, x_{D,N}|F) = p(x_{A,N}|F) \cdot p(x_{H,1}, \ldots, x_{H,N}|F) \cdot p(x_{V,1}, \ldots, x_{V,N}|F) \\
\quad \cdot p(x_{D,1}, \ldots, x_{D,N}|F) \\
p(x_{A,N}; x_{H,1}, \ldots, x_{H,N}; x_{V,1}, \ldots, x_{V,N}; x_{D,1}, \ldots, x_{D,N}|B) = p(x_{A,N}|B) \cdot p(x_{H,1}, \ldots, x_{H,N}|B) \cdot p(x_{V,1}, \ldots, x_{V,N}|B) \\
\quad \cdot p(x_{D,1}, \ldots, x_{D,N}|B) \tag{4}
\]

The foreground detection problem is now reduced to the estimation of the likelihood functions for each type of wavelet bands, which will be shown in the next Section. Considering that the wavelet bands are used as features instead of reconstructing the image, in this paper, all the “LL” wavelet bands from level 1 to level N are used.

The framework of the proposed method is shown in Fig. 5. Wavelet transform is first applied to decompose the input image into different levels of wavelet bands, and background models are formulated for each band. Instead of making foreground decisions for each wavelet band, the likelihood functions of the coefficients being foreground and background are estimated, respectively. Considering the properties of the wavelet transform, the likelihood values calculated on each type of band are fused over different levels, shown as “level fusion” in Fig. 5, and then the results of different types of bands are fused, shown as “band fusion” in Fig. 5. The final foreground decision is determined based on the fused result. In this paper, we only consider foreground detection using the grayscale video and thus only one component is used. It can be easily extended to color images.

**IV. THE PROPOSED METHOD**

**A. Foreground and background formulation for each wavelet band**

After video frames are decomposed into different wavelet bands, background and foreground models are formulated for each wavelet band. In this paper, the widely used GMM model is used. In the conventional GMM model, each pixel in the image domain is formulated as a mixture of Gaussian distributions, while here the wavelet coefficients are modelled instead. Similarly as in [20], the GMM model for the wavelet coefficients in each band over time can be represented by

\[
p(x_{d,l}) = \sum_{m=1}^{M} \pi_m N(x_{d,l}; \mu_m, \delta_m^2) \tag{5}
\]

where \(d\) and \(l\) represents the wavelet band type and level. \(M\) is the number of Gaussian components, \(\pi_m, \mu_m, \delta_m^2\) are the weight, mean and variance of the \(m\)-th Gaussian component for the wavelet band \(d\) at level \(l\) (where the subscript \(d,l\) is omitted for simplicity). The samples may contain both foreground objects and background. Usually, if the foreground object presents in the scene, it will be captured by the distribution as a new Gaussian component with a small weight (\(\pi_m < 0.1\) for example). Since the Gaussian components are ordered by the magnitude of the weight, the background model can be approximated by the first \(B\) largest Gaussian components, which is \(p(x_{d,l}|B) \approx \sum_{m=1}^{B} \pi_m N(x_{d,l}; \mu_m, \delta_m^2)\).

For natural images, foreground objects are generally assumed to follow a uniform distribution [77], \(p(x|F) = c_F\). According to the central limit theorem, the (weighted) summation of identically distributed random variables can be approximated by a Gaussian distribution. Since the wavelet coefficient in each band is obtained with a filter operation which can be regarded as a linear transform, the wavelet coefficients of the foreground can be assumed to follow a Gaussian distribution as follows.

\[
p(x_{d,l}|F) = N(x_{d,l}; \mu_F, \delta_F^2) \tag{6}
\]

where \(\mu_F\) and \(\delta_F^2\) are the mean and variance of the foreground distribution for the wavelet band \(d\) at level \(l\) (where the subscript \(d,l\) is removed for simplicity as above). For the high frequency wavelet bands including “LH”, “HL” and “HH”, the mean is zero due to the properties of the wavelet transform. In our experiments, the variances of different bands are estimated using sample video sequences and fixed through all the tests.

**B. Fusion of the likelihood from different wavelet bands**

One way of obtaining the likelihood functions for each type of wavelet band is using the Bayesian theorem in the same way as (4) by assuming they are independent from each
other. Denote \( p(x_{d,1}, ..., x_{d,N}|F) \) and \( p(x_{d,1}, ..., x_{d,N}|B) \) by \( p(x_d|F) \) and \( p(x_d|B) \), respectively. The likelihood functions for one type of wavelet bands can be obtained as follows.

\[
p(x_d|F) = p(x_{d,1}|F)p(x_{d,2}|F) \cdots p(x_{d,N}|F) \\
p(x_d|B) = p(x_{d,1}|B)p(x_{d,2}|B) \cdots p(x_{d,N}|B) \tag{7}
\]

However, one type of wavelet band over different levels all capture details in the same direction and thus are related to each other. Therefore, the above decomposition may not be able to well represent the likelihood functions. In the following, we propose a weighted fusion way to obtain the likelihood functions for each type of wavelet bands.

It is known that each wavelet coefficient is obtained based on a number of pixels in a block and the block size increases as the level increases. Thus the result obtained for the wavelet coefficient from each band is a noisy result corresponding to a block. Therefore, from the perspective of noise reduction, the likelihood functions from one type of wavelet bands can be obtained by

\[
p(x_d|F) = \frac{1}{N} \sum_{l=1}^{N} f(p(x_{d,l}|F)) \\
p(x_d|B) = \frac{1}{N} \sum_{l=1}^{N} f(p(x_{d,l}|B)) \tag{8}
\]

where \( f(\cdot) \) maps the result from the wavelet domain to the image domain. In this paper, a linear mapping process is used, which is shown in the following.

It is clear that if all the pixels related to a coefficient belong to the same object, the result obtained based on this coefficient can well represent the result on these pixels. On the contrary, if pixels related to a coefficient belong to different objects, the result obtained based on this coefficient may not be correct for all these pixels. In order to characterize this relationship, the correlation among pixels needs to be modelled first. It is known that the image signal can be modelled as a first-order autoregressive process \( x(i) = c + \alpha \cdot x(i-1) + \epsilon \), where \( \alpha (0 < \alpha < 1) \) is the autoregressive coefficient, \( c \) is a constant, and \( \epsilon \) is a white noise process with zero mean. Based on this model, in this paper, the correlation among pixels is simply represented as

\[
\rho(\delta) = \alpha^\delta \tag{9}
\]

where \( \delta \) represents the distance between two pixels. When the distance between two pixels increases, their correlation \( (\rho) \) reduces. Therefore, as the wavelet decomposition level increases and accordingly the number of pixels related to one coefficient increases, more pixels are becoming far away from the central pixel. Consequently, the correlation between these pixels and the central pixel gets smaller, and the result obtained based on the coefficient is becoming less representative for all its related pixels.

To account for this difference among different levels, a translation weight \( \omega_{l,i} \) is introduced. It is determined as the average correlation of all the pixels related to the coefficient.

\[
\omega_{l,i} = \frac{1}{N_p} \sum_{i=1}^{N_p} \rho(\delta_i) \tag{10}
\]

where \( N_p \) is the total number of the pixels related to one coefficient in the wavelet bands at level \( l \) and \( \delta_i \) represents the distance between the pixel and the center of the block.

On the other hand, noise exists in images and thus in the wavelet bands. The results obtained at each level are all affected by the noise to some extent. Assume it is white Gaussian noise, which has zero mean and the same energy at different frequencies. Since the energies of the signal at different wavelet bands of different levels can be quite different, the effects of the noise on the results of different bands are different. To take this into account, a noise-induced weight factor is introduced as follows.

\[
\omega_{n,l,i} = \frac{\sigma_{d,l} - \sigma_n}{\sigma_{d,l}} \tag{11}
\]

where \( \sigma_{d,l} \) and \( \sigma_n \) are the standard deviation of the wavelet band of type \( d \) at level \( l \) and noise, respectively.

The mapping function \( f(\cdot) \) in (8) is defined by combining the translation weight in (10) and the noise induced weight in (11) as \( f(p(x_{d,l}|\cdot)) = \omega_{d,l}p(x_{d,l}|\cdot) \), where \( \omega_{d,l} = \omega_{l,i} \cdot \omega_{n,l,i} \). Accordingly, the likelihood functions for each wavelet band in (8) can be obtained as

\[
p(x_d|F) = \frac{1}{N} \sum_{l=1}^{N} \omega_{d,l}p(x_{d,l}|F) \\
p(x_d|B) = \frac{1}{N} \sum_{l=1}^{N} \omega_{d,l}p(x_{d,l}|B) \tag{12}
\]

The above process fuses the results from one type of wavelet bands among different levels. Then according to (4), the result from different types of wavelet bands can be further fused. Accordingly, the foreground decisions can be made via (3).

In the implementation, since the “LL” wavelet bands focus on the intensity while the other bands focus on the texture, the “LL” wavelet bands are processed separately and the final foreground detection result is obtained by combining the fused result from the high frequency wavelet bands and the result from the low frequency bands. Also for the “LL” wavelet bands, the foreground distribution is regarded as a uniform distribution in the same way as in the conventional GMM model for simplicity.

V. Experiments

A. Experimental setting

Since we focus on the camouflaged foreground detection problems, camouflaged videos are used for evaluation. The camouflaged videos in [78] and SBM-RGBD dataset [79] are both used in our experiments. The video in [78] was artificially generated by computers and the 5 videos in [79] are recorded as RGB-D dataset using the Microsoft Kinect. In the experiments, the depth channel is not considered. Moreover, we further recorded 10 videos captured in real scenes including both in-house and out-of-house cases. The dataset is named as “CAMO_UOW” and the details of the dataset including the resolution, number of frames and the format (grayscale or RGB) are shown in Table I. In our recorded sequences, the foreground person wears clothes in a similar color as that of the background. Groundtruth are manually labelled for all
frames in the collected “CAMO_UOW” 1. Example frames of the sequences in “CAMO_UOW” are shown in Fig. 6 along with the groundtruth foreground masks.

In our implementation, the images are decomposed into six levels of wavelet bands. Accordingly, the sequences are cropped into the nearest size that can be divided by 2^6 due to the requirement of wavelet transform. Moreover, all the sequences are converted into the grayscale format which makes the foreground detection problem more difficult. Since the wavelet coefficients in each band are modelled using the GMM model, the MOG2 implementation in openCV to be specific, several parameters are involved, including the initial variance, minimum and maximum variance of the Gaussian distributions. In our implementation, the parameters are set based on those used in the MOG2 implementation, in a proportional way according to their variance. That is to say, \( \sigma_{ini, prop}^2 = \frac{\sigma_{ini, MOG2}^2 \cdot \sigma_w^2}{\sigma^2} \), where \( \sigma_{ini, prop}^2 \), \( \sigma_{ini, MOG2}^2 \), \( \sigma_w^2 \) and \( \sigma^2 \) represent the initial variance used for the proposed method of a wavelet band, the initial variance used in MOG2 for the natural image, the variance of the wavelet band and the variance of the natural image, respectively. The rest of the parameters are set in the same way. For the high frequency wavelet bands including “LH”, “HL”, “HH”, when the magnitude of the coefficient deviates from zero, it usually represents edges and the Gaussian distribution used to formulate such coefficients may express a large change over time. Therefore, the initial variance, minimum and maximum variance of the Gaussian are set to be larger when the mean deviates from 0. Taking the initial variance for example, it is set as \( \sigma_{ini, prop}^2 + \alpha \cdot m^2 \), where \( m \) represents the mean of the Gaussian distribution and \( \alpha \) is a small weight. In the end, the detection results are processed with some morphological operations to remove the isolated pixels. To be specific, to remove the small holes inside a foreground object, the result is first processed with a closing operation and an eroding operation. Then combining with the original result, it is further processed with a closing and opening operation to remove noise. The final result is further eroded considering that the edges of the foreground objects may get dilated due to wavelet transform.

1CAMO_UOW is available at https://www.uow.edu.au/~wanzqing/

#Datasets.

### Table I: Details on the collected camouflaged video dataset (CAMO_UOW). The groundtruth is available for all frames.

| Video number | Resolution | Frames | Format   |
|--------------|------------|--------|----------|
| Video 1      | 1600 × 1200 | 371    | Grayscale|
| Video 2      | 1600 × 1200 | 416    | Grayscale|
| Video 3      | 1600 × 1200 | 371    | Grayscale|
| Video 4      | 1600 × 1200 | 371    | Grayscale|
| Video 5      | 1600 × 1200 | 371    | Grayscale|
| Video 6      | 1600 × 1200 | 373    | Grayscale|
| Video 7      | 1920 × 1080 | 272    | RGB      |
| Video 8      | 1920 × 1080 | 466    | RGB      |
| Video 9      | 1920 × 1080 | 288    | RGB      |
| Video 10     | 1920 × 1080 | 468    | RGB      |

Fig. 6: Example frames and groundtruth in our collected video dataset “CAMO_UOW”.

### B. Performance evaluation

The performance of the proposed “FWFC” is shown both qualitatively and quantitatively. Several popular and representative methods are compared, including “MOG2” [20], “FuzzyChoquetIntegral” [80], “LBAAdaptiveSOM” [81], “MultiLayerBGS” [83], “SubBSENSE” [82], “PBAS” [31], “DECOLOR” [36], “COROLA” [37]. The “LSD” method [35] is similar to “DECOLOR” [36] and “COROLA” [37] methods in terms of low-rank representation and performance on the camouflaged videos and so is not further included in the comparison. The results of these methods are obtained based on the bgslibrary [84], [85] and the LRSLibrary [86], [87]. The default settings in these libraries are used which is explained in the survey paper [8] and [13], respectively. No post-processing such as morphological operations is employed for the comparison methods since the result in our experiments shows no noticeable improvement. Note that “DECOLOR” [36] cannot directly work on the sequences as the memory required is larger than 32GB and takes a very long time. Therefore, its results are first obtained on downsampled videos (the largest dimension being 320 with the same aspect ratio) and then upsampled to its original size. There is a block-by-block implementation available in the LRSLibrary enabling the direct processing of sequences with large resolutions. However, its performance is worse than processing with downsampling and upsampling in our experiments.

The results obtained with different methods for some example frames are shown in Fig. 8. The images in each row from left to right represent the original frame, the groundtruth foreground mask, and the results obtained by different methods including “MOG2” [77], “FuzzyChoquetIntegral” [80], “LBAAdaptiveSOM” [81], “PBAS” [31], “SubBSENSE” [82], “MultiLayerBGS” [83], “DECOLOR” [36], “COROLA” [37], the proposed FWFC. Each row of images from top to bottom represent Video 1-10 in our collected “CAMO_UOW” dataset, the camouflaged video in [78], colorCam1 [79], colorCam2 [79], Cespatx_ds [79], Hallway [79], Office2 [79]. From
TABLE II: Performance comparison on different tested videos in terms of \( F\)-measure.

| Video | MOG2\[20\] | FCI[80] | LBA-SOM\[81\] | PBAS[31] | SubSENSE\[82\] | ML-BGS[83] | DECOLOR[36] | COROLA[37] | FWFC |
|-------|------------|---------|--------------|---------|----------------|-----------|-------------|-----------|------|
| Video 1 | 0.79  | 0.88  | 0.8  | 0.9  | 0.89  | 0.89  | 0.92  | 0.8  | 0.94 |
| Video 2 | 0.82  | 0.79  | 0.8  | 0.82  | 0.88  | 0.8  | 0.83  | 0.58  | 0.96 |
| Video 3 | 0.88  | 0.86  | 0.85  | 0.91  | 0.9  | 0.8  | 0.9  | 0.82  | 0.94 |
| Video 4 | 0.89  | 0.9  | 0.76  | 0.93  | 0.78  | 0.88  | 0.95  | 0.87  | 0.94 |
| Video 5 | 0.84  | 0.86  | 0.82  | 0.83  | 0.82  | 0.8  | 0.82  | 0.75  | 0.91 |
| Video 6 | 0.93  | 0.87  | 0.77  | 0.95  | 0.92  | 0.95  | 0.97  | 0.72  | 0.94 |
| Video 7 | 0.76  | 0.83  | 0.88  | 0.91  | 0.87  | 0.79  | 0.91  | 0.83  | 0.96 |
| Video 8 | 0.83  | 0.87  | 0.85  | 0.87  | 0.93  | 0.86  | 0.86  | 0.88  | 0.96 |
| Video 9 | 0.89  | 0.9  | 0.9  | 0.84  | 0.92  | 0.87  | 0.86  | 0.78  | 0.88 |
| Video 10 | 0.76  | 0.86  | 0.89  | 0.91  | 0.92  | 0.90  | 0.94  | 0.85  | 0.96 |
| Camouflage[78] | 0.72  | 0.72  | 0.71  | 0.82  | 0.82  | 0.78  | 0.84  | 0.76  | 0.75 |
| colorCam1[79] | 0.15  | 0.1  | 0.82  | 0.42  | 0.08  | 0.09  | 0.26  | 0.59  | 0.61 |
| colorCam2[79] | 0.76  | 0.22  | 0.6  | 0.52  | 0.74  | 0.28  | 0.48  | 0.94  | 0.63 |
| Cespatx_ds[79] | 0.71  | 0.69  | 0.86  | 0.81  | 0.9  | 0.6  | 0.74  | 0.86  | 0.92 |
| Hallway[79] | 0.59  | 0.62  | 0.43  | 0.62  | 0.69  | 0.58  | 0.67  | 0.63  | 0.67 |
| Office2[79] | 0.33  | 0.36  | 0.79  | 0.58  | 0.48  | 0.47  | 0.89  | 0.76  | 0.76 |
| Average | 0.74  | 0.71  | 0.78  | 0.79  | 0.78  | 0.71  | 0.8  | 0.76  | 0.87 |

Fig. 7: The average performance of all the test videos in terms of \( \text{Recall} \), \( \text{Precision} \) and \( F\)-measure for different methods.

the results, it can be clearly seen that FWFC achieves the best result around the camouflaged foreground area for most of the sequences. Taking the “Video 1” shown in the first row of Fig. 8 for example, the existing methods cannot detect the body of the foreground person who wears clothes in the similar color as the background wall. On the contrary, FWFC works very well as most of the body has been detected. However, for colorCam1[79] and colorCam2[79], part of the camouflaged foreground objects are not able to be detected. This is mainly because the foreground object and background in these two videos are both texture-less objects.

The performance is also quantitatively measured using \( \text{Recall} \), \( \text{Precision} \) and \( F\)-measure. For “Video 1” - “Video 10” in our collected dataset “CAMO_UOW” and the camouflaged video in [78], groundtruth is available for all frames and thus the \( \text{Recall} \), \( \text{Precision} \) and \( F\)-measure of the static quality metrics in [88] is used, and computed by the BMC Wizard software. For the sequences in [79], groundtruth is only available for a few frames and the quality metrics are computed with the scripts provided by [79]. Table II shows the result of the proposed method in terms of \( F\)-measure compared with the existing methods. “Average” represents the average result of all the videos. The notations of the existing methods are simplified due to the limited space, and their full notations can be found in the beginning of this Subsection. It can be seen that the performance of FWFC is much better than the existing methods, with an average \( F\)-measure of 0.87, compared to values between 0.71 and 0.8 for the existing methods. It is worth noting that the performance on the camouflaged video in [78] is slightly worse than some of the existing methods. This is mainly because FWFC is implemented based on MOG2 [20] which performs slightly worse in the case of swaying background such as the leaves of the tree. As shown in Fig. 8, part of the trees are still detected as the foreground which is the same as the MOG2 result. However, it can be seen that FWFC works very well in capturing the camouflaged foreground such as the car. Also, FWFC still achieves better performance than
Fig. 8: Example of foreground detection results obtained using different methods on all the videos. From left to right: the original frame, the groundtruth foreground mask, and the results obtained by different methods including “MOG2” [20], “FuzzyChoquetIntegral” [80], “LBAAdaptiveSOM” [81], “PBAS” [31], “SuBSENSE” [82], “MultiLayerBGS” [83], “DECOLOR” [36], “COROLA” [37], the proposed FWFC. From top to bottom: Video 1-10 in our collected “CAMO_UOW” dataset, the camouflaged video in [78], colorCam1[79], colorCam2[79], Cespatx_ds[79], Hallway[79], Office2[79].
MOG2, which FWFC is developed upon.

The average result of the tested videos in terms of Recall, Precision and F-measure is shown in Fig. 7. It can be clearly seen that the Recall of FWFC is much higher than others, which indicates that FWFC can detect most of the foreground objects. In terms of the Precision, the performance of FWFC is comparable to other methods. Therefore, combined with a higher Recall, FWFC achieves the best result. Experiments on regular (not camouflaged) videos were also conducted using the sequences from the CDW-2014 (2014 IEEE Change Detection Workshop) dataset [89], [90]. The results obtained from each wavelet band can be obtained in parallel, which can further reduce the time.

The computational complexity (in terms of CPU time) of FWFC in comparison with the existing methods are shown in Table III. The time is for processing a frame of resolution 640*384 and is obtained on a personal computer (i7-4790 CPU with 32GB memory). Note that “DECOLOR” [36] and “COROLA” [37] are implemented in Matlab while others are implemented in C++. FWFC takes more time than MOG2 [20] but less time than most of the existing methods as listed in Table III. Currently, FWFC is programmed in a sequential manner without optimization. Among the time (0.275 seconds) used to process a frame, the wavelet decomposition takes 0.12 seconds, the background modelling (MOG2) on the wavelet bands takes 0.04 seconds and the fusion from the results obtained from the wavelet bands takes around 0.11 seconds. Note that FWFC is highly parallelisable considering the result from each wavelet band can be obtained in parallel, which can further reduce the time.

| Methods     | Time  |
|-------------|-------|
| MOG2[20]    | 0.007 |
| FCI[80]     | 0.251 |
| LBA-SOM[81] | 0.076 |
| PBAS[31]    | 0.449 |
| SubSENSE[82]| 1.176 |
| ML-BGS[83]  | 0.293 |
| DECOLOR[36] | 4.999 |
| COROLA[37]  | 0.619 |
| FWFC        | 0.275 |

VI. CONCLUSION

This paper presents a fusion framework to address the camouflaged moving foreground detection problem. It first transfers the foreground detection problem into the wavelet domain and shows that the small differences in the image domain can be detected in certain wavelet bands. Then foreground and background models are formulated for all the wavelet bands. The results from different bands are fused by considering the properties of different wavelet bands. Experimental results have shown that the proposed method performs significantly better than the existing methods in terms of the camouflaged foreground detection.
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