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Abstract. In this paper, we consider the Cauchy problem of the non-resistive magnetohydrodynamics equations in $\mathbb{R}^d$ for $d = 2, 3$. We show that the system is locally well-posed in $H^{s-1} \times H^s$ by establishing a new commutator estimate and utilizing the heat smooth effect in Chemin-Lerner frame. The space $H^{s-1} \times H^s$ is optimal in Sobolev spaces for the local well-posedness of the system in the scaling sense. Therefore, we improve the results in [8].

1. Introduction

In this paper, we consider the Cauchy problem of the following incompressible non-resistive magnetohydrodynamics equations (NMHD) for $d = 2, 3$:

\[
\begin{aligned}
\partial_t u - \nu \Delta u + u \cdot \nabla u + \nabla \pi &= b \cdot \nabla b, \\
\partial_t b + u \cdot \nabla b &= b \cdot \nabla u, \\
\text{div} u &= \text{div} b = 0,
\end{aligned}
\]

where vector fields $u = (u^1, u^2, \ldots, u^d)$, $b = (b^1, b^2, \ldots, b^d)$ are the fluid velocity and the magnetic field respectively, the scalar function $\pi$ is the fluid pressure, and $\nu > 0$ is the viscosity coefficient. System (1.1) describes the dynamics of magnetic field in electrically conducting fluid. It has been extensively investigated by mathematicians in the last few decades. We can refer to [3, 4, 5, 7, 10, 11, 13].

In this paper, we concern the problem of local well-posedness in optimal Sobole spaces. Fefferman et al. obtained local-in-time existence of strong solutions to (1.1) in $\mathbb{R}^d$, $d = 2, 3$ with $(u_0, b_0) \in H^s \times H^s$ in [9] and $(u_0, b_0) \in H^{s-1+\varepsilon} \times H^s$ in [8]. The aim of this paper is to remove $\varepsilon$ in [8] and thus obtain local well-posedness in the optimal Sobolev space based on the natural scaling of system (1.1). The main difficulty comes from nonlinear terms in the transport equation due to the lack of the diffusion of space variable. However, by applying the frequency localization method and some harmonic analysis techniques, establishing a new commutator estimate and utilizing sufficiently the heat smooth effect in Chemin-Lerner Besov spaces, we overcome the disadvantage. Now, let’s state our main result as follows:

**Theorem 1.1.** Assume that the initial data that $u_0 \in H^{s-1}$, $b_0 \in H^s$, $s > d/2$, $d = 2, 3$. Then there exists a strictly positive maximum time $T_*$ such that a unique solution $(u, b)$
of the system (1.1) exists in the space \( C([0, T_*]; H^{s-1} \times H^s) \). Moreover, the solution \( u \in L^2([0, T_*); B_{2,2}^s) \cap L^1([0, T_*); B_{2,2}^{s+1}) \).

The paper is organized as follows. In Section 2, we recall Littlewood-Paley theory and give some properties of Besov space. In Section 3, we prove the local existence and uniqueness of the solution of system (1.1).

**Notation.** We denote by \( \langle \cdot, \cdot \rangle \) the inner product on \( \mathbb{R}^d \). Given a Banach space \( X \), we denote its norm by \( \| \cdot \|_X \). The uniform constant \( C \) may be different on different lines in this paper.

## 2. Preliminaries

In this section, we firstly recall some Littlewood-Paley theory. One can refer to [1] [12] for more details.

Let \( \varphi, \chi \in S(\mathbb{R}^d) \) be two smooth radial functions with values in \([0, 1]\), \( \varphi \) is supported in the annulus \( \{ \xi \in \mathbb{R}^d : \frac{3}{4} \leq |\xi| \leq \frac{3}{2} \} \), \( \chi \) is supported in the unit ball \( B(0,1) \) of \( \mathbb{R}^d \). They satisfy with

\[
\chi(\xi) + \sum_{j \geq 0} \varphi_j(\xi) = 1 \quad \text{for} \quad \xi \in \mathbb{R}^d,
\]

\[
\sum_{j \in \mathbb{Z}} \varphi_j(\xi) = 1 \quad \text{for} \quad \xi \in \mathbb{R}^d \setminus \{0\},
\]

where we denote \( \varphi_j(\xi) = \varphi(2^{-j}\xi) \).

Let us denote the Fourier transform on \( \mathbb{R}^d \) by \( \mathcal{F} \) and write \( h = \mathcal{F}^{-1} \varphi \) and \( \tilde{h} = \mathcal{F}^{-1} \chi \).

The homogeneous localization operator \( \dot{\Delta}_j \) and the homogeneous low-frequency cut-off operators \( \dot{S}_j \) are defined for all \( j \in \mathbb{Z} \) by

\[
\dot{\Delta}_j u = \varphi_j(D) u = 2^d \int_{\mathbb{R}^d} h(2^j y) u(x - y) \, dy,
\]

\[
\dot{S}_j u = \sum_{k \leq j-1} \dot{\Delta}_k u = 2^d \int_{\mathbb{R}^d} \tilde{h}(2^j y) u(x - y) \, dy,
\]

and the inhomogeneous localization operator:

\[
\Delta_j u = \varphi_j(D) u = \mathcal{F}^{-1}(\varphi_j(\xi) \hat{u}), \quad \text{if} \quad j \geq 0;
\]

\[
\Delta_{-1} u = \mathcal{F}^{-1}(\chi(\xi) \hat{u}); \quad \Delta_j u = 0, \quad \text{if} \quad j \leq -2.
\]

The inhomogeneous low-frequency cut-off operators \( S_j \) are defined for all \( j \in \mathbb{Z} \) by

\[
S_j u = \sum_{k \leq j-1} \Delta_k u = \mathcal{F}^{-1}(\chi(2^{-j} \xi) \hat{u}).
\]

One can easily verify that

\[
\dot{\Delta}_j \dot{\Delta}_{j'} u = 0 \quad \text{if} \quad |j - j'| \geq 2,
\]

\[
\dot{\Delta}_j (\dot{S}_{j'-1} u \dot{\Delta}_{j'} u) = 0 \quad \text{if} \quad |j - j'| \geq 5.
\]

Next, we recall Bony’s decomposition from [1]:

**Definition 2.1.** For any \( u, v \in S'/\mathcal{P}(\mathbb{R}^d) \), \( uv \) has the homogeneous Bony paraproduct decomposition:

\[
uv = \dot{T}_u v + \dot{T}_v u + \dot{R}(u, v),
\]
where
\[ \tilde{T}_u v := \sum_{j \leq k-2} \Delta_j u \Delta_k v = \sum_{j} \tilde{S}_{j-1} u \Delta_j v \quad \text{and} \quad \hat{R}(u, v) =: \sum_{|j-j'| \leq 1} \Delta_j u \Delta_j v. \]

For any \( u, v \in S' \), \( uv \) has the inhomogeneous Bony paraproduct decomposition:
\[ uv = T_u v + T_v u + R(u, v), \]
where
\[ T_u v := \sum_{j \leq k-2} \Delta_j u \Delta_k v = \sum_{j} S_{j-1} u \Lambda_j v \quad \text{and} \quad R(u, v) := \sum_{|j-j'| \leq 1} \Delta_j u \Delta_j v. \]

We will use repeatedly the following classical Bernstein-Type lemma

**Lemma 2.1.** [1] Let \( \mathcal{C} \) be an annulus, \( \mathcal{B} \) a ball, and \((p, q) \in [1, \infty]^2 \) with \( 1 \leq p \leq q \). Then for any vector filed \( f \in L^p(\mathbb{R}^d) \), there exist a constant \( C > 0 \), independent of \( f \) and \( \lambda \), such that for any \( k \in \mathbb{Z} \),
\[ \| D^k f \|_{L^q} \leq C^{k+1} \lambda^{k+\frac{d}{4}+\frac{1}{q}} \| f \|_{L^p} \quad \text{if} \quad \text{supp} \hat{f} \subset \lambda \mathcal{B}, \]
\[ C^{-k-1} \lambda^k \| f \|_{L^p} \leq \| D^k u \|_{L^p} \leq C^{k+1} \lambda^k \| f \|_{L^p} \quad \text{if} \quad \text{supp} \hat{f} \subset \lambda \mathcal{C}. \]

The definition of Besov spaces is as follows:

**Definition 2.2.** Let \( s \in \mathbb{R}, 1 \leq p, r \leq \infty \). \( S' \) be the space of tempered distributions and \( \mathcal{P} \) is the set of all polynomials. The homogeneous Besov space are defined as follows
\[ \dot{B}^s_{p, r}(\mathbb{R}^d) := \{ u \in S'(\mathbb{R}^d)/\mathcal{P} : \| u \|_{\dot{B}^s_{p, r}(\mathbb{R}^d)} < \infty \}, \]
where
\[ \| u \|_{\dot{B}^s_{p, r}(\mathbb{R}^d)} = (\sum_{j \in \mathbb{Z}} 2^{js} \| \Delta_j u \|_{L^r(\mathbb{R}^d)})^{\frac{1}{r}}. \]

The inhomogeneous Besov space are defined as follows
\[ \dot{B}^s_{p, r}(\mathbb{R}^d) := \{ u \in S'(\mathbb{R}^d) : \| u \|_{\dot{B}^s_{p, r}(\mathbb{R}^d)} < \infty \}, \]
where
\[ \| u \|_{\dot{B}^s_{p, r}(\mathbb{R}^d)} = (\sum_{j \geq -1} 2^{js} \| \Delta_j u \|_{L^r(\mathbb{R}^d)})^{\frac{1}{r}}. \]

**Remarks.** When \( p = r = 2 \), let us point out that for any \( s \in \mathbb{R} \), \( \dot{B}^s_{2, 2} \) and \( B^s_{2, 2} \) are the usual Sobolev space \( \dot{H}^s \) and \( H^s \), respectively. In addition, \( B^s_{2, 2} = \dot{B}^s_{2, 2} \cap L^2 \) with \( \delta \geq 0 \).

We also need use the Chemin-Lerner type homogeneous Besov space (see [1][2]):

**Definition 2.3.** Let \( s \in \mathbb{R}, 1 \leq p, q, r \leq \infty \), and \( T \in (0, \infty] \). the time homogeneous Besov space \( \dot{L}^s_T \dot{B}^s_{p, r}(\mathbb{R}^d) \) are defined as follows
\[ \| u \|_{\dot{L}^s_T \dot{B}^s_{p, r}(\mathbb{R}^d)} := (\sum_{j \in \mathbb{Z}} 2^{jsr} \| \Delta_j u \|_{L^r_T(\mathbb{R}^d)})^{\frac{1}{r}}. \]
By Minkowski’s inequality, it is easy to get that:
\[
\|u\|_{L^q_t(B^s_{p,r}(\mathbb{R}^d))} \leq \|u\|_{L^q_t(B^s_{p,r}(\mathbb{R}^d))} \quad \text{if } q \leq r,
\]
\[
\|u\|_{L^q_t(B^s_{p,r}(\mathbb{R}^d))} \geq \|u\|_{L^q_t(B^s_{p,r}(\mathbb{R}^d))} \quad \text{if } q \geq r.
\]
The inhomogeneous case is similar (see [1, 12]).

Some useful properties of the Besov spaces or the Chemin-Lerner type Besov space from [1] are collected as follows:

Lemma 2.2. For all \( s, s_1, s_2 \in \mathbb{R}, 1 \leq p, r, r_1, r_2, q_1, q_2 \leq +\infty, \frac{1}{p} \leq \frac{1}{r_1} + \frac{1}{r_2} \leq 1 \) and \( \frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2} \),

(i) if \( s_1, s_2 \leq \frac{d}{p} \) such that \( s_1 + s_2 > d \max\{0, \frac{2}{p} - 1\} \), \( u \in B^s_{p,r_1} \) and \( v \in B^s_{p,r_2} \). Then there hold that
\[
\|uv\|_{B^{s_1+s_2-rac{d}{p}}_{p,r}} \leq C\|u\|_{B^{s_1}_{p,r_1}}\|v\|_{B^{s_2}_{p,r_2}};
\]
\[
\|uv\|_{L^q_t(B^{s_1+s_2-rac{d}{p}}_{p,r})} \leq C\|u\|_{L^q_t(B^{s_1}_{p,r_1})}\|v\|_{L^q_t(B^{s_2}_{p,r_2})};
\]

(ii) if \( s > 0 \), \( \|uv\|_{B^{s}_{p,r}} \leq C\|u\|_{L^\infty}\|v\|_{B^{s}_{p,r}} + \|u\|_{B^{s}_{p,r}}\|v\|_{L^\infty};
\]

(iii) if \( p_1 \leq p_2, r_1 \leq r_2 \), then
\[
\dot{B}^s_{p_1,r_1} \hookrightarrow B^s_{p_2,r_2}, \quad B^s_{p_1,r_1} \hookrightarrow B^s_{p_2,r_2};
\]

(iv) if \( s_1 \neq s_2 \) and \( \theta \in (0, 1) \), then
\[
\|u\|_{B^{s_1+(1-\theta)s_2}_{p,r}} \leq \|u\|_{B^{s_1}_{p,r}}\|u\|_{B^{s_2}_{p,r}}^{1-\theta}.
\]

We will present some estimates for the heat equation
\[(2.1) \quad \partial_t f - \nu \Delta f = g, \quad f|_{t=0} = f_0,\]
in homogenous Besov spaces (see [1, 12]).

Lemma 2.3. Let \( \rho, p_1, p, \) and \( r \) satisfy that \( 1 \leq p, r \leq \infty \), and \( 1 \leq \rho_1 \leq p \leq \infty \). \( f_0 \in \dot{B}^s_{p,r}, \quad g \in \tilde{L}^{p_1}_{L_t}(\dot{B}^{s-2+\frac{d}{2p_1}}_{p,r}) \) and \( f \) is a solution of equation (2.1). Then there exists an absolute constant \( C \) such that
\[
\nu^\frac{1}{p_1}\|f\|_{\tilde{L}^{p_1}_{L_t}(\dot{B}^{s_{-2+\frac{d}{2p_1}}}_{p,r})} \leq C\left(\|f_0\|_{B^s_{p,r}} + \nu^\frac{1}{p_1-1}\|g\|_{\tilde{L}^{p_1}_{L_t}(\dot{B}^{s-2+\frac{d}{2p_1}}_{p,r})}\right).
\]

We also use the notation of the commutator:
\[
[\dot{\Delta}_j, v \cdot \nabla]u = \dot{\Delta}_j(v \cdot \nabla) - v \cdot \nabla \dot{\Delta}_j u, \quad [\Delta_j, v \cdot \nabla]u = \Delta_j(v \cdot \nabla) - v \cdot \nabla \Delta_j u.
\]
There are two commutator estimates to be used. One will be applied for the transport equation and is as following:

Lemma 2.4. [1] Let \( s \in \mathbb{R}, 1 \leq r \leq \infty, 1 \leq p \leq p_1 \leq \infty, \) and \( s < \frac{d}{p} \) or \( s = \frac{d}{p} \) if \( r = 1 \).

Let \( v \) be a divergence-free vector field over \( \mathbb{R}^d \). Assume that \( -1 - d\{\frac{1}{p_1}, \frac{1}{p}\} \leq s < 1 + \frac{d}{p_1} \), then
\[
\|\Delta_j, v \cdot \nabla\|_{B^s_{p,r}} \leq C\|\nabla v\|_{B^\frac{d}{p_1}r, \cap L^\infty}\|u\|_{B^s_{p,r}}.
\]
The other is established by us for the first time, which plays an important role in our proof. We give its detailed proof as follow.

**Proposition 2.5.** Let \( s > 0, 1 \leq p, q \leq \infty \), we have the following commutator estimate,

\[
\| [\hat{\Delta}_j, u \cdot \nabla]v \|_{L^p} \leq C_2 j^{-s(1)} \left( \|u\|_{L^\infty} \|v\|_{B^{s}_{p,q}} + \|v\|_{L^\infty} \|u\|_{B^{s}_{p,q}} \right),
\]

where \( \{c_j\}_{j \in \mathbb{Z}} \in \ell^q \).

**Proof.** Using Bony’s paraproduct decomposition by Definition 2.1, we have

\[
[\hat{\Delta}_j, u \cdot \nabla]v = [\hat{\Delta}_j, \hat{T}_u] \partial_v + \hat{\Delta}_j (\hat{T}_{\partial_v u^i}) + \hat{\Delta}_j (\hat{R}(u^i, \partial_v v)) - \hat{T}_{\partial \hat{\Delta}_j v} u^i - \hat{R}(u^i, \partial_v \hat{\Delta}_j v)
\]

For the term \([\hat{\Delta}_j, \hat{T}_u] \partial_v\). By the definition of \( \hat{\Delta}_j \) and Taylor’s formula, we have

\[
[\hat{\Delta}_j, \hat{T}_u] \partial_v = \sum_{|j-j'| \leq 4} \hat{\Delta}_j (\hat{S}_{j-1} u^i \hat{\Delta}_j \partial_v) - \hat{\Delta}_j (\hat{S}_{j-1} u^i \hat{\Delta}_j \partial_v)
\]

\[
= \sum_{|j-j'| \leq 4} 2^{j'} \int_{\mathbb{R}^d} \varphi(2^j y) \left( \hat{S}_{j-1} u^i (x-y) - \hat{S}_{j-1} u^i (x) \right) \hat{\Delta}_j \partial_v v(x-y) \, dy
\]

\[
= \sum_{|j-j'| \leq 4} 2^{j'} \int_{\mathbb{R}^d} \int_0^1 (-y) \cdot \nabla \hat{S}_{j-1} u^i (x-\tau y) \, d\tau \varphi(2^j y) \hat{\Delta}_j \partial_v v(x-y) \, dy.
\]

By Minkowski’s inequality and Lemma 2.1, we get that

\[
\| [\hat{\Delta}_j, \hat{T}_u] \partial_v \|_{L^p} \leq C \sum_{|j-j'| \leq 4} \| \hat{\Delta}_j (\hat{S}_{j-1} u^i \hat{\Delta}_j \partial_v) \|_{L^p} \| \hat{\Delta}_j v \|_{L^p} \leq C \sum_{|j-j'| \leq 4} 2^{j'} \| u \|_{L^\infty} \| \hat{\Delta}_j v \|_{L^p}
\]

For \( \hat{\Delta}_j (\hat{T}_{\partial_v u^i}) \) and \( \hat{T}_{\partial \hat{\Delta}_j v} u^i \), we have

\[
\| \hat{\Delta}_j (\hat{T}_{\partial_v u^i}) \|_{L^p} \leq C \sum_{|j-j'| \leq 4} \| \hat{\Delta}_j (\hat{S}_{j-1} \partial_v v) \|_{L^\infty} \| \hat{\Delta}_j u^i \|_{L^p} \leq C \sum_{|j-j'| \leq 4} 2^{j'} \| v \|_{L^\infty} \| \hat{\Delta}_j u^i \|_{L^p}
\]

and

\[
\| \hat{T}_{\partial \hat{\Delta}_j v} u^i \|_{L^p} \leq C \sum_{j' \geq j} \| \hat{\Delta}_j \hat{\Delta}_{j-1} \partial_v v \|_{L^\infty} \| \hat{\Delta}_j u^i \|_{L^p} \leq C \sum_{j' \geq j} 2^{j'} \| v \|_{L^\infty} \| \hat{\Delta}_j u^i \|_{L^p}.
\]

For the remainder terms \( \hat{\Delta}_j (\hat{R}(u^i, \partial_v v)) \) and \( \hat{R}(u^i, \partial_v \hat{\Delta}_j v) \), we have that

\[
\| \hat{\Delta}_j (\hat{R}(u^i, \partial_v v)) \|_{L^p} \leq C 2^j \sum_{j' \geq j-3} \| \hat{\Delta}_j u^i \|_{L^p} \| \hat{\Delta}_j v \|_{L^\infty} \leq C 2^j \sum_{j' \geq j-3} \| \hat{\Delta}_j u^i \|_{L^p} \| v \|_{L^\infty}
\]

and

\[
\| \hat{R}(u^i, \partial_v \hat{\Delta}_j v) \|_{L^p} \leq C 2^j \sum_{|j'-j| \leq 1} \| \hat{\Delta}_j u^i \|_{L^p} \| \hat{\Delta}_j v \|_{L^\infty} \leq C 2^j \sum_{|j'-j| \leq 1} \| \hat{\Delta}_j u^i \|_{L^p} \| v \|_{L^\infty}.
\]

Collecting all the above estimates, we obtain that

\[
2^j(1-s) \| [\hat{\Delta}_j, u \cdot \nabla]v \|_{L^p} \leq C \sum_{|j-j'| \leq 4} 2^{(j-j')(1-s)} \| \hat{\Delta}_j v \|_{L^p} \| u \|_{L^\infty} + C \sum_{|j-j'| \leq 4} 2^{(j-j')(1-s)} \| \hat{\Delta}_j u \|_{L^p} \| v \|_{L^\infty}.
\]
Lemma 2.6.
where

\[ p > 1 \]

Define the operator \( J_n \) and take full advantage of the heat smooth effect to obtain the uniform bound for approximate solutions in Chemin-Lerner type Besov space. Finally, we prove the strong convergence of the sequence and uniqueness in a weaker norm. The proof of Theorem 1.1 is transport, this leads to a loss of one derivative. Therefore, we establish Proposition 2.5 and need three steps.

(3.1)

\[ \begin{aligned}
& \partial_t u_n - \nu J_n \Delta u_n = -J_n \text{div}[(J_n u_n \cdot \nabla) J_n u_n] + J_n \text{div}[(J_n b_n \cdot \nabla) J_n b_n], \\
& \partial_t b_n + J_n [(J_n u_n \cdot \nabla) J_n b_n] = J_n [(J_n b_n \cdot \nabla) J_n u_n], \\
& (u_n, b_n)|_{t=0} = (J_n u_0, J_n b_0).
\end{aligned} \]

Define \( V_n := \{(u, b) \mid (u, b) \in L^2 \times L^2, \hat{u} \text{ and } \hat{b} \text{ are all supported in } B(0, n), \text{div } u = \text{div } b = 0 \} \) and endowed the norm with

\[ \|Z\|_2^2 \overset{\text{def}}{=} \|u\|^2_{L^2} + \|b\|^2_{L^2}, \text{ for any } Z = (u, b) \in V_n. \]

Finally, we state a nonlinear Gronwall’s inequality.

Lemma 2.6. [2] Assume \( x \in W^{1,1}([0, T]) \cap C([0, T]) \) such that

\[ \dot{x} \leq c(t)x^p + e(t), \quad x(0) = x_0 \]

with \( p > 1, c, e \in L^1([0, T]). \) Then for each \( t \in [0, T], \) we have

\[ x(t) \leq (x_0 + \int_0^t e(\tau) \, d\tau)(1 - (p - 1)(x_0 + \int_0^t e(\tau) \, d\tau)^{p-1}) \int_0^t e(\tau) \, d\tau)^{-\frac{1}{p-1}}. \]

3. Proof of Theorem 1.1

In this section, we will prove the existence and uniqueness of the solution to the system (3.1). Firstly, we apply the very classical Friedrichs method to construct an approximate system of (1.1) in space \( \mathbb{R}^d. \) Next, because the second equation in the whole system is transport, this leads to a loss of one derivative. Therefore, we establish Proposition 2.5 and take full advantage of the heat smooth effect to obtain the uniform bound for approximate solutions in Chemin-Lerner type Besov space. Finally, we prove the strong convergence of the sequence and uniqueness in a weaker norm. The proof of Theorem 1.1 need three steps.

3.1. Construction of approximate solutions to the system (1.1).

We shall apply the classical Friedrichs method by cut-off in the frequency space. Define the operator \( J_n \) by

\[ J_n u(x) := \mathcal{F}^{-1}(1_{B(0, n)} \hat{u}(\xi)), \]

where \( \mathcal{F} \) denotes the Fourier transform in the space variables.

Let us construct the approximate system of (1.1) as follows

(3.1)

\[ \begin{aligned}
& \partial_t u_n - \nu J_n \Delta u_n = -J_n \text{div}[(J_n u_n \cdot \nabla) J_n u_n] + J_n \text{div}[(J_n b_n \cdot \nabla) J_n b_n], \\
& \partial_t b_n + J_n [(J_n u_n \cdot \nabla) J_n b_n] = J_n [(J_n b_n \cdot \nabla) J_n u_n], \\
& (u_n, b_n)|_{t=0} = (J_n u_0, J_n b_0).
\end{aligned} \]

Define

\[ V_n := \{(u, b) \mid (u, b) \in L^2 \times L^2, \hat{u} \text{ and } \hat{b} \text{ are all supported in } B(0, n), \text{div } u = \text{div } b = 0 \} \]
The system \((3.1)\) turns to be an ordinary differential system in the \(V_n\). Then, the Cauchy-Lipschitz theorem (see Theorem 3.1 in Majda and Bertozzi [1]) guarantees there exists a unique solution \((u_n, b_n)\) of the system \((3.1)\) on \([0, T_n)\) for every fixed \(n\) where \(T_n\) is strictly positive. Noting that \(J_n^2 = J_n\), we find that \((J_n u_n, J_n b_n)\) is also a solution to system \((3.1)\). By the uniqueness of the solution of ODE system \((3.1)\), we have \(J_n u_n = u_n, J_n b_n = b_n\). So \((u_n, b_n)\) is also the solution of the following system

\[
\begin{aligned}
\partial_t u_n - \nu \Delta u_n &= -J_n \mathbb{P}[(u_n \cdot \nabla)u_n] + J_n \mathbb{P}[(b_n \cdot \nabla)b_n], \\
\partial_t b_n + J_n[(u_n \cdot \nabla)b_n] &= J_n[(b_n \cdot \nabla)u_n] \\
(u_n, b_n)|_{t=0} &= (J_n u_0, J_n b_0).
\end{aligned}
\]

(3.2)

The solution will continue provided \(\|u_n\|_{H^{s-1}}\) and \(\|b_n\|_{H^s}\) remain finite.

3.2. A priori estimate.

In this section, we will establish the uniformly bound estimate for the smooth approximate solutions of system \((3.2)\), i.e. the following proposition:

**Proposition 3.1.** Under the initial condition of Theorem [1], there exists two positive constants \(C_* = C_*(\nu, u_0, \|b_0\|_{B^2_{0,2}})\) and \(T_* = T_*(\nu, u_0, \|b_0\|_{B^2_{0,2}})\) independent of \(n\) such that

\[
\|u_n\|^2_{L^\infty_t(B^{s-1}_{2,2})} + \|u_n\|^2_{L^2_t(B^{s+1}_{2,2})} + \|u_n\|^2_{L^2_t(B^s_{2,2})} + \|b_n\|^2_{L^\infty_t(B^s_{2,2})} \leq C_*.
\]

(3.3)

**Proof.** For convenience, we omit the indexes \(n\) and \(J_n\) in the system \((3.2)\). Therefore, we only need to do a priori estimate for the following system:

\[
\begin{aligned}
\partial_t u - \nu \Delta u + (u \cdot \nabla)u + \nabla \pi &= (b \cdot \nabla)b, \\
\partial_t b + (u \cdot \nabla)b &= (b \cdot \nabla)u, \\
\text{div } u &= \text{div } b = 0, \\
u|_{t=0} &= u_0, b|_{t=0} = b_0.
\end{aligned}
\]

(3.4)

Firstly, we do some \(L^2\) energy estimates. Multiplying the first equation of system \((3.4)\) by \(u\) and multiplying the second equation of system \((3.4)\) by \(b\), using the divergence free condition \(\text{div } u = 0\), integrating by parts, we get

\[
\frac{1}{2} \partial_t (\|u\|^2_{L^2} + \|b\|^2_{L^2}) + \nu \|\nabla u\|^2_{L^2} = 0.
\]

After integration in time on \([0, T]\), we have that

\[
\|u\|^2_{L^2} + \|b\|^2_{L^2} + \nu \int_0^T \|\nabla u\|^2_{L^2} dt = \|u\|^2_{L^2} + \|b\|^2_{L^2} \leq \|u_0\|^2_{B^{s-1}_{2,2}} + \|b_0\|^2_{B^s_{2,2}} =: M_0.
\]

(3.5)

Next, applying the frequency localization operator \(\hat{\Delta}_j\) to the first equation and \(\Delta_j\) to the second one of the system \((3.4)\), we have that

\[
\begin{aligned}
\partial_t \hat{\Delta}_j u - \nu \Delta \hat{\Delta}_j u + \hat{\Delta}_j (u \cdot \nabla u) + \nabla \hat{\Delta}_j \pi = \hat{\Delta}_j (b \cdot \nabla b), \\
\partial_t \Delta_j b + \Delta_j (u \cdot \nabla b) &= 0, \\
\text{div } \Delta_j u &= 0, \\
(\hat{\Delta}_j u, \Delta_j b)|_{t=0} &= (\hat{\Delta}_j u_0, \Delta_j b_0).
\end{aligned}
\]

(3.6)
Taking the $L^2$ inner product of the first equation of (3.6) with $\Delta_j u$, we get that, by integrations by parts,

$$\frac{1}{2} \partial_t \|\Delta_j u\|_{L^2}^2 + \nu \|\nabla \Delta_j u\|_{L^2}^2 \leq -\int_{\mathbb{R}^d} [\Delta_j, u \cdot \nabla] u \cdot \Delta_j u \, dx + \int_{\mathbb{R}^d} [\Delta_j, b \cdot \nabla] b \cdot \Delta_j u \, dx$$



$$\leq \|\Delta_j, u \cdot \nabla\|_{L^2} \|\Delta_j u\|_{L^2} + \|\Delta_j, b \cdot \nabla\|_{L^2} \|\Delta_j u\|_{L^2}.$$

The above inequality holds since $\text{div} \, u = 0$ which implies that

$$\int_{\mathbb{R}^d} (u \cdot \nabla) \Delta_j u \cdot \Delta_j u \, dx = 0, \quad \int_{\mathbb{R}^d} (b \cdot \nabla) \Delta_j b \cdot \Delta_j u \, dx = 0.$$

Integrating the above inequality over $[0, t]$, by Lemma 2.1, we have that

$$\|\Delta_j u(t)\|_{L^2}^2 + c2\nu 2^j \|\Delta_j u\|_{L^2([0,t] \times \mathbb{R}^d)}^2 \leq \|\Delta_j u_0\|_{L^2}^2 + \int_0^t \|\Delta_j, u \cdot \nabla\|_{L^2} \|\Delta_j u\|_{L^2} + \|\Delta_j, b \cdot \nabla\|_{L^2} \|\Delta_j u\|_{L^2} \, dt'.$$

Taking $L^\infty([0,t])$ of the above inequality on $t$, then using Lemma 2.2 and Proposition 2.5, we deduce that

$$\|\Delta_j u\|_{L^\infty([0,t]; L^2)}^2 + c2\nu 2^j \|\Delta_j u\|_{L^2([0,t] \times \mathbb{R}^d)}^2 \leq \|\Delta_j u_0\|_{L^2}^2 + \int_0^t \|u\|_{L^\infty} \|u\|_{B_{2,2}^j} \|\Delta_j u\|_{L^2} \, dt' + Cc_j 2^{-j(s-1)} \int_0^t \|b\|_{L^\infty} \|b\|_{B_{2,2}^j} \|\Delta_j u\|_{L^2} \, dt'.$$

Multiplying both sides of the above inequality by $2^{2j(s-1)}$ and then summing over $j$, we get that

$$\|u\|^2_{L^\infty([0,t]; B_{2,2}^{s-1})} + c2\nu \|u\|^2_{L^2([0,t]; B_{2,2}^j)} \leq \|u_0\|^2_{B_{2,2}^{s-1}} + C\int_0^t \|u\|_{L^\infty} \|u\|_{B_{2,2}^j} \|u\|_{B_{2,2}^{-1}} \, dt' + C\int_0^T \|b\|_{L^\infty} \|b\|_{B_{2,2}^j} \|u\|_{B_{2,2}^{s-1}} \, dt'.$$

This, together with (3.5), yields that

$$\|u\|^2_{L^\infty([0,t]; B_{2,2}^{s-1})} + c2\nu \|u\|^2_{L^2([0,t]; B_{2,2}^j)} \leq (1 + c2\nu t) M_0 + C\int_0^t \|u\|_{L^\infty} \|u\|_{B_{2,2}^j} \|u\|_{B_{2,2}^{-1}} \, dt' + C\int_0^t \|b\|_{B_{2,2}^j} \|u\|_{B_{2,2}^{s-1}} \, dt'.$$

Since $s > \frac{d}{2}$, we can choose a $r > 2$ such that $s - 1 + \frac{2}{r} \in \left(\frac{d}{2}, s\right)$. Then using the embedding:

$$\|f\|_{L^\infty} \leq C\|f\|_{B_{2,2}^\theta}, \quad \theta > d/2,$$

Young’s inequality and the interpolation inequality in Lemma 2.2 deduces that

$$\|u\|^2_{L^\infty([0,t]; B_{2,2}^{s-1})} + c2\nu \|u\|^2_{L^2([0,t]; B_{2,2}^j)} \leq 2(1 + c2\nu t) M_0 + C\int_0^t \|u\|_{B_{2,2}^{s-1}} \|u\|_{B_{2,2}^j} \|u\|_{B_{2,2}^{-1}} \, dt' + C\int_0^t \|b\|_{B_{2,2}^j} \|u\|_{B_{2,2}^{s-1}} \, dt'.$$
\[ \leq 2(1 + 2cvt)M_0 + C \int_0^t \|u\|^{\frac{2}{B_{2,2}^*}} \|u\|_{B_{2,2}^*} dt' + C \int_0^t \|b\|^{\frac{2}{B_{2,2}^*}} \|u\|_{B_{2,2}^*} dt' \]

\[ \leq 2(1 + 2cvt)M_0 + cv \|u\|_{L^2([0, t]; B_{2,2}^*)}^2 dt' + \frac{t}{2} \|u\|_{L^\infty([0, t]; B_{2,2}^{-1})}^2 \]

\[ + C(\nu) \int_0^t \|u\|_{L^\infty([0, t]; B_{2,2}^{-1})}^{\frac{4}{1 + \frac{1}{2}}} dt' + C \int_0^t \|b\|_{L^\infty([0, t]; B_{2,2}^*)}^{\frac{4}{3}} dt'. \]

Hence, we get that for any \( t \leq 1 \),

\[ \|u(t)\|_{L^\infty([0, t]; B_{2,2}^{-1})}^2 + \|u\|_{L^2([0, t]; B_{2,2}^*)}^2 \]

\[ \leq C_1(\nu)M_0 + C_1(\nu)\int_0^t \|u\|_{L^\infty([0, t]; B_{2,2}^{-1})}^{\frac{4}{1 + \frac{1}{2}}} dt' + C_2 \int_0^t \|b\|_{L^\infty([0, t]; B_{2,2}^*)}^{\frac{4}{3}} dt'. \tag{3.8} \]

On the other hand, by Lemma 2.23 and Proposition 2.5, we obtain that

\[ \|u\|_{L^1([0, T]; B_{2,2}^*]}^\sigma \leq C(\nu)\|e^{\nu\Delta}u_0\|_{L^1(B_{2,2}^*)} + C(\nu)\|u \cdot \nabla u - b \cdot \nabla b\|_{L^1(B_{2,2}^*)} \]

\[ \leq C(\nu)\|e^{\nu\Delta}u_0\|_{L^1(B_{2,2}^*)} + C(\nu)\|u \cdot \nabla u - b \cdot \nabla b\|_{L^1(B_{2,2}^*)} \]

\[ \leq C(\nu)\|e^{\nu\Delta}u_0\|_{L^1(B_{2,2}^*)} + C(\nu)T^{\frac{\sigma - 2}{\sigma}} \|u\|_{L^\infty([0, T]; L^\infty)} \|u\|_{L^2(B_{2,2}^*)} \]

\[ + C(\nu)\int_0^T \|b\|_{B_{2,2}^*}^2 dt. \]

According to the embedding that can be easily proved

\[ \|h\|_{L^\infty([0, T]; L^\infty)} \leq C\|h\|_{L^\nu([0, T]; B_{2,2}^*)}, \quad \forall \nu \in [1, \infty], \quad \sigma > d/2, \]

and the interpolation inequality in Lemma 2.22 we get that

\[ \|u\|_{L^1(B_{2,2}^*)} \]

\[ \leq C(\nu)\left(\|e^{\nu\Delta}u_0\|_{L^1(B_{2,2}^*)} + T^{\frac{\sigma - 2}{\sigma}} \|u\|_{L^\infty((0, T); B_{2,2}^*)} \|u\|_{L^2(B_{2,2}^*)} + \int_0^T \|b\|_{B_{2,2}^*}^2 dt \right) \]

\[ \leq C(\nu)\left(\|e^{\nu\Delta}u_0\|_{L^1(B_{2,2}^*)} + T^{\frac{\sigma - 2}{\sigma}} \|u\|_{L^\infty((0, T); B_{2,2}^*)} \|u\|_{L^2(B_{2,2}^*)} \right) + \int_0^T \|b\|_{B_{2,2}^*}^2 dt. \]

This, together with (3.5), gives that

\[ \|u\|_{L^1(B_{2,2}^*)} \leq C(\nu)\|e^{\nu\Delta}u_0\|_{L^1(B_{2,2}^*)} + TM_0^{\frac{\sigma}{\sigma}} + C_2(\nu)\int_0^T \|b\|_{B_{2,2}^*}^2 dt \]

\[ + C_2(\nu)T^{\frac{\sigma - 2}{\sigma}} \|u\|_{L^\infty([0, T]; L^\infty)} \|u\|_{L^2(B_{2,2}^*)} \]

(3.10)

Now, let’s deal with the term \( \|b\|_{B_{2,2}^*}^2 \). Taking the \( L^2 \) inner product of the second equation of (3.6) with \( \Delta_j b \) on \( \mathbb{R}^d \), by Hölder’s inequality and the fact that

\[ \int_{\mathbb{R}^d} (u \cdot \nabla) \Delta_j b \cdot \Delta_j b \, dx = 0, \]

we have that

\[ \frac{1}{2} \frac{d}{dt} \|\Delta_j b\|_{L^2}^2 \leq \|\Delta_j, u \cdot \nabla\|_{L^2} \|\Delta_j b\|_{L^2}^2 + \|\Delta_j (b \cdot \nabla u)\|_{L^2} \|\Delta_j b\|_{L^2} \|\Delta_j b\|_{L^2}. \]
By Lemma 2.4 and Proposition 2.2 and the embedding relationship $B_{2,2}^s \hookrightarrow B_{2,1}^{\frac{s}{2}}$, we obtain that
\begin{align}
\int_0^t \| \Delta_j, u \cdot \nabla b \|_{L^2} + \| \Delta_j, (b \cdot \nabla u) \|_{L^2} dt' \\
\leq Cc_j 2^{-js} \int_0^t \| \nabla u \|_{B_{2,\infty}^{\frac{s}{2}} \cap L^\infty} \| b \|_{B_{2,2}^s} dt \\
\leq Cc_j 2^{-js} \| \nabla u \|_{L^1([0,t]; B_{2,2}^s)} \| b \|_{L^\infty([0,t]; B_{2,2}^s)} \\
\leq Cc_j 2^{-js} \| u \|_{L^1([0,t]; B_{2,2}^{s+1})} \| b \|_{L^\infty([0,t]; B_{2,2}^s)}.
\end{align}

Therefore, dividing both sides of (3.11) by $\| \Delta_j b \|_{L^2}$, taking $L^1([0,t])$-norm, plugging (3.12) into (3.11), we obtain that
\[ \| \Delta_j b(t) \|_{L^\infty(B_{2,2}^s)} \leq \| \Delta_j b_0 \|_{L^2} + Cc_j 2^{-js} \| u \|_{L_t^1(B_{2,2}^{s+1})} \| b \|_{L_t^\infty(B_{2,2}^s)} . \]

Multiplying both sides of the above inequality by $2^j$ and taking $\ell^2(j \geq -1)$-norm deduces that
\[ \| b \|_{L_t^\infty(B_{2,2}^s)} \leq \| b_0 \|_{B_{2,2}^s} + C_3 \| u \|_{L_t^1(B_{2,2}^{s+1})} \| b \|_{L_t^\infty(B_{2,2}^s)} . \]

Next, we will show that there exists a $T_*$ such that $\| b \|_{L^\infty([0,t]; B_{2,2}^s)} \leq 2\| b_0 \|_{B_{2,2}^s}$ for any $t \in [0, T_*]$. Notice that
\[ \| e^{\tau \Delta} u_0 \|_{L_t^1(B_{2,2}^{s+1})} \leq \sum_j 2^{2j(s-1)} \| \Delta_j u_0 \|_{L^2(1-e^{-C2^j \tau})} \leq \| u_0 \|_{B_{2,2}^{s-1}}, \]

set
\[ T' \triangleq \sup \{ T \in [0, T_*] \mid \| b \|_{L_t^\infty(B_{2,2}^s)} \leq 2\| b_0 \|_{B_{2,2}^s} \} \]
where $T_*$ satisfies
\begin{align}
\left( 1 - \frac{r}{r - 2} C_1(\nu) T_*(C_1(\nu) M_0 + 16 C_2 \| b_0 \|_{B_{2,2}^s} \| b_0 \|_{B_{2,2}^s}) \right)^{-\frac{r-2}{r-4}} < 2.
\end{align}

and
\begin{align}
C_2(\nu) \| e^{\tau \Delta} u_0 \|_{L_t^1(B_{2,2}^{s+1})} + T'(M_0^\frac{1}{2} + C_2(\nu) M_0) \\
+ C_2(\nu)(T')^{-\frac{r-2}{r-4}}(2 C_1(\nu) M_0 + 32 C_2 M_0^\frac{1}{2}) < \frac{1}{2 C_3}.
\end{align}

Suppose that $T' < T_*$, we get that from (3.8)
\[ \| u \|_{L_t^\infty([0,T']; B_{2,2}^{s-1})} + c 2\nu \| u \|_{L_t^3([0,T']; B_{2,2}^s)} \]
\[ \leq C_1(\nu) M_0 + C_1(\nu) \int_0^{T'} \| u \|_{L_t^4([0,T']); B_{2,2}^{s-1}} dt + 16 C_2 T' \| b_0 \|_{B_{2,2}^s}. \]

Applying Lemma 2.6 to the above inequality, from (3.14), we have that
\begin{align}
\| u \|_{L_t^\infty(B_{2,2}^{s-1})} + c 2\nu \| u \|_{L_t^2(B_{2,2}^s)} \leq 2 C_1(\nu) M_0 + 32 C_2 T' \| b_0 \|_{B_{2,2}^s}.
\end{align}
Substituting (3.16) into (3.10), we get that
\[
\|u\|_{L^1_t(B^{2+1}_{2,2})} \leq C_2(\nu)\|e^{\nu t}u_0\|_{L^1_t(B^{2+1}_{2,2})} + T'\|M_0\|_2^2 + C_2(\nu)T'\|b_0\|_{B^2_{2,2}}^2
\]
\[
+ C_2(\nu)(T')^{-\frac{2}{p'}}(2C_1(\nu)M_0 + 32C_2T'\|b_0\|_{B^2_{2,2}}^2)
\]
\[
\leq C_2(\nu)\|e^{\nu t}u_0\|_{L^1_t(B^{2+1}_{2,2})} + T'\|M_0\|_2^2 + C_2(\nu)T'\|M_0\|_2^2
\]
\[
+ C_2(\nu)(T')^{-\frac{2}{p'}}(2C_1(\nu)M_0 + 32C_2M_0^4) < \frac{1}{2C_3}.
\]
This, together with (3.5), implies that
\[
\|b\|_{L^2_t(B^2_{2,2})} < 2\|b_0\|_{B^2_{2,2}},
\]
contradicting the maximality of T. Hence T = T_*. This fact, together with (3.8), (3.10) and (3.13), entails that the require results (3.11) \(\square\)

3.3. Convergence of the solution sequences.

**Proposition 3.2.** The solutions \((u_n, b_n)\) of approximate system (3.2) is Cauchy with respect to n in \(C([0, T_*]; L^2(\mathbb{R}^d)) \times C([0, T_*]; L^2(\mathbb{R}^d))\). Moreover, the limits satisfy with that
\[
\begin{align*}
  u &\in C([0, T_*]; B^{2+1}_{2,2}(\mathbb{R}^d)) \cap L^2([0, T_*]; B^2_{2,2}(\mathbb{R}^d)) \cap L^1([0, T_*]; B^{2+1}_{2,2}(\mathbb{R}^d)), \\
  b &\in C([0, T_*]; B^2_{2,2}(\mathbb{R}^d)).
\end{align*}
\]

**Proof.** We firstly prove the solutions \((u_n, b_n)\) of the approximate system (3.2) is Cauchy with respect to n. Assume \((u_n, b_n), (u_{p,p})\) are any two solutions of the approximate system (3.2). They all satisfy with Proposition 3.3
\[
\begin{align*}
  \|u_n\|_{C([0,T_*]; B^{2+1}_{2,2})} + \|u_n\|_{L^1_t(B^{2+1}_{2,2})} + \|u_n\|_{L^2_t(B^{2}_{2,2})} + \|b_n\|_{C([0,T_*]; B^2_{2,2})} \leq C_*. 
\end{align*}
\]

The differences \(u_n - u_p, b_n - b_p\) (suppose \(p > n\)) satisfy the following system:
\[
\begin{align*}
  \partial_t (u_n - u_p) - \nu \Delta (u_n - u_p) &= J_n\mathbb{P}(b_n \cdot \nabla b_n) - J_p\mathbb{P}(b_p \cdot \nabla b_p) \\
  - J_n\mathbb{P}[(u_n \cdot \nabla)u_n] + J_p\mathbb{P}[(u_p \cdot \nabla)u_p], \\
  \partial_t (b_n - b_p) &= - J_n(u_n \cdot \nabla b_n) + J_p(b_p \cdot \nabla u_p) \\
\end{align*}
\]

Applying localization operator \(\hat{\Delta}_j\) to both sides of the above system, by the \(L^2\) energy estimate, divergence free condition and integrating on \([0, t]\), we obtain that
\[
\begin{align*}
  \|\hat{\Delta}_j(u_n - u_p)\|_{L^2_t}^2 + \|\hat{\Delta}_j(b_n - b_p)\|_{L^2_t}^2 + \nu \int_0^t \|\hat{\Delta}_j \nabla (u_n - u_p)\|_{L^2_t}^2 \\
  = \|\hat{\Delta}_j(u_0 - u_{0p})\|_{L^2_t}^2 + \|\hat{\Delta}_j(b_0 - b_{0p})\|_{L^2_t}^2 \\
  + \int_0^t \langle \hat{\Delta}_j(J_n\mathbb{P}(b_n \cdot \nabla b_n) - J_p\mathbb{P}(b_p \cdot \nabla b_p)), \hat{\Delta}_j(u_n - u_p) \rangle \\
  - \langle (J_n\mathbb{P}((u_n \cdot \nabla)u_n) - J_p\mathbb{P}([u_p \cdot \nabla]u_p, \hat{\Delta}_j(u_n - u_p)) \\
  + J_n\hat{\Delta}_j((b_n \cdot \nabla)u_n) - J_p\hat{\Delta}_j((b_p \cdot \nabla)u_p), \hat{\Delta}_j(b_n - b_p) \rangle \\
\end{align*}
\]
where \( E_0 = \| \hat{\Delta}_j(u_{0n} - u_{0p}) \|_{L^2}^2 + \| \hat{\Delta}_j(b_{0n} - b_{0p}) \|_{L^2}^2 \).

Split each \( E_i \) \( (i = 1, 2, 3) \) into three parts. We only deal with the two more difficult terms: \( E_3 \) and \( E_4 \).

\[
E_3 = \int_0^t \langle J_n \hat{\Delta}_j(b_n \cdot \nabla u_n) - J_p \hat{\Delta}_j(b_p \cdot \nabla u_p), \hat{\Delta}_j(b_n - b_p) \rangle \, dt' =: \sum_{i=0}^4 E_i.
\]

For \( E_{31} \), summing up over \( j \in \mathbb{Z} \), we obtain that by Hölder’s inequality

\[
\sum_j |E_{31}| \leq \sum_j \int_0^t \|(J_n - J_p) \hat{\Delta}_j(b_n \cdot \nabla u_n)\|_{L^2} \|\hat{\Delta}_j(b_n - b_p)\|_{L^2} \leq \bigg\{ \int_0^t \|(J_n - J_p) \hat{\Delta}_j(b_n \cdot \nabla u_n)\|_{L^2} dt \bigg\} \| b_n - b_p \|_{L^\infty(B_{2,2}^1)}^{(\epsilon)} \leq \frac{C}{\epsilon} \| b_n \cdot \nabla u_n \|_{L^1(\mathbb{R}^2)} \| b_n - b_p \|_{L^\infty(B_{2,2}^1)}
\]

(3.17)

where we choose \( \epsilon \) satisfying \( 0 < \epsilon < s - \frac{d}{2} \) and use the embedding that \( B_{2,2}^s \hookrightarrow B_{2,2}^r \hookrightarrow \dot{B}_{2,2}^s \) together with Lemma 222.

\( E_{32} \) and \( E_{33} \) can be estimated similarly as follows

\[
\sum_j \sum_{k=2}^3 |E_{3k}| \leq \frac{1}{2} \| \nabla u_n - \nabla u_p \|_{L^2(B_{2,2}^1)}^2 + C \bigg( \| u_p \|_{L^1(B_{2,2}^{s+1})} + t \| b_n \|_{L^\infty(B_{2,2}^1)}^2 \bigg) \| b_n - b_p \|_{L^\infty(B_{2,2}^1)}^2
\]

where we use the Young’s inequality. Then, we have that

\[
\sum_j \sum_{k=1}^3 |E_{3k}| \leq C \int_0^t \| \nabla u_n - \nabla u_p \|_{B_{2,2}^s} \| b_n - b_p \|_{L^\infty([0,t];B_{2,2}^s)} dt' + \big( \| \nabla u_p \|_{L^1([0,t];B_{2,2}^s)} + t \| b_n \|_{L^\infty([0,t];B_{2,2}^s)} \big) \| b_n - b_p \|_{L^\infty([0,t];B_{2,2}^s)}^2 \leq \frac{C}{\epsilon} \big( \| u_n \|_{L^1([0,t];B_{2,2}^{s+1})} + t \| b_n \|_{L^\infty([0,t];B_{2,2}^s)} \big) \| b_n - b_p \|_{L^\infty([0,t];B_{2,2}^s)}^2 + C \big( \| u_p \|_{L^1([0,t];B_{2,2}^{s+1})} + t \| b_n \|_{L^\infty([0,t];B_{2,2}^s)} \big) \| b_n - b_p \|_{L^\infty([0,t];B_{2,2}^s)}^2
\]

For \( E_4 \), we decompose into

\[
E_4 = - \int_0^t \langle J_n \hat{\Delta}_j(u_n \cdot \nabla b_n) - J_p (u_p \cdot \nabla b_p), \hat{\Delta}_j(b_n - b_p) \rangle \, dt'
\]
$$= - \int_0^t \langle (J_n - J_p) \Delta_j (u_n \cdot \nabla b_n), \Delta_j (b_n - b_p) \rangle$$
$$- \langle J_p \Delta_j [(u_n - u_p) \cdot \nabla b_n], \Delta_j (b_n - b_p) \rangle$$
$$- \langle J_p \Delta_j [u_p \cdot \nabla (b_n - b_p)], \Delta_j (b_n - b_p) \rangle dt' =: \sum_{i=1}^3 E_{4i}$$

Just as $E_{31}$, we have

$$\sum_j |E_{41}| \leq \frac{1}{\eta^\epsilon} \|u_n\|_{L^\infty_t(B^{s+1}_{2,2})} \|b_n\|_{L^\infty_t(B^{s}_{2,2})} \|b_n - b_p\|_{L^\infty_t(B^{s}_{2,2})}.$$

Before dealing with $E_{42}$, we need the following estimates:
when $d = 2$, $0 < \epsilon < s - \frac{d}{2}$, we have

$$\|fg\|_{L^2} \leq C \|f\|_{L^4} \|g\|_{L^\infty} \leq C \|f\|_{L^{4s+1}_2} \|g\|_{L^{2s+1}_2} \leq C \|f\|_{L^{2s+1}_2} \|g\|_{L^{2s+1}_2};$$
when $d = 3$, we have

$$\|fg\|_{L^2} \leq C \|f\|_{L^2} \|g\|_{L^2} \leq C \|f\|_{L^{2s+1}_2} \|g\|_{L^{2s+1}_2} \leq C \|f\|_{L^{2s+1}_2} \|g\|_{L^{2s+1}_2}$$

by Lemma 17.2 as $0 < \delta < s - \frac{d}{2}$. This implies

$$\sum_j |E_{4j}| \leq C \int_0^t \|u_n - u_p\|_{B^{s+1}_{2,2}} \|\nabla b_n\|_{B^{s+1}_{2,2}} \|b_n - b_p\|_{L^\infty_t(B^{s}_{2,2})} dt'$$
$$\leq \frac{1}{\eta^\epsilon} \|u_n - u_p\|_{L^\infty_t(B^{s}_{2,2})}^2 + C \|b_n\|_{L^\infty_t(B^{s}_{2,2})} \|b_n - b_p\|_{L^\infty_t(B^{s}_{2,2})}^2.$$

Noting that fact $J_p J_n = J_n$, when $p > n$, we get $E_{43} = 0$ by integrating by parts and using the divergence free condition.

In addition, $E_1, E_2$ can be easily estimated similarly.

Plugging the above estimates together with estimates for $E_1, E_2$ and using Young's inequality, we obtain that

$$\|u_n - u_p\|_{L^\infty_t(B^{s}_{2,2})}^2 + \|b_n - b_p\|_{L^\infty_t(B^{s}_{2,2})}^2 + \|\nabla (u_n - u_p)\|_{L^\infty_t(B^{s}_{2,2})}^2$$
$$\leq \frac{C}{\eta^\epsilon} \left( \|u_n\|_{B^{s+1}_{2,2}}^2 + \|b_n\|_{B^{s+1}_{2,2}}^2 + \|u_n\|_{L^\infty_tB^{s+1}_{2,2}}^2 + \|b_n\|_{L^\infty_tB^{s+1}_{2,2}}^2 \right)$$
$$\times \left( \|u_n - u_p\|_{L^\infty_t(B^{s}_{2,2})}^2 + \|b_n - b_p\|_{L^\infty_t(B^{s}_{2,2})}^2 \right)$$
$$+ \tilde{C} (t + \|u_p\|_{L^1_tB^{s}_{2,2}} + \|b_n\|_{L^\infty_tB^{s}_{2,2}}^2) (\|u_n - u_p\|_{L^\infty_t(B^{s}_{2,2})}^2 + \|b_n - b_p\|_{L^\infty_t(B^{s}_{2,2})}^2).$$

Denote

$$Y(t) = \|u_n - u_p\|_{L^\infty_t(B^{s}_{2,2})}^2 + \|b_n - b_p\|_{L^\infty_t(B^{s}_{2,2})}^2.$$

By Proposition 3.3 and let $t$ small enough such that $\tilde{C} (t + \|u_p\|_{L^1_tB^{s}_{2,2}} + \|b_n\|_{L^\infty_tB^{s}_{2,2}}^2) \leq \frac{1}{2}$, we get that

$$Y(t) \leq \frac{CC^*}{\eta^\epsilon} \rightarrow 0, n \rightarrow +\infty.$$

Hence, $\{(u_n, b_n)\}_n$ is Cauchy for $n$ in $C([0, T_*); L^2(\mathbb{R}^d) \times L^2(\mathbb{R}^d))$, by interpolation, in $C([0, T_*); B^{s}_{2,2} \times C([0, T_*); B^{s'}_{2,2})$ for any $s' < s$. The limit $(u, b)$ is in $L^\infty([0, T_*); B^{s-1}_{2,2}) \times$
difference satisfies the following system:

$$u \in C([0, T_*); B_{2,2}^{s-1}(\mathbb{R}^d)) \cap L^2([0, T_*); B_{2,2}^s(\mathbb{R}^d)) \cap \widetilde{L}_1([0, T_*); B_{2,2}^{s+1}(\mathbb{R}^d)),$$

and

$$b \in C([0, T_*); B_{2,2}^s(\mathbb{R}^d)).$$

Then we have proved Proposition 3.2. \hfill \Box

3.4. Uniqueness.

**Proposition 3.3.** The solution \((u, b)\) of system (1.1) in the previous step is unique.

**Proof.** Assume \((u_1, b_1), (u_2, b_2)\) are two any solutions of the system (1.1). Certainly, they all satisfy with Proposition 3.1. Denote \(u = u_1 - u_2, b = b_1 - b_2, \pi = \pi_1 - \pi_2\), then the difference satisfies the following system:

\[
\begin{aligned}
\partial_t u - \nu \Delta u + u \cdot \nabla u + u \cdot \nabla u_2 + \nabla \pi &= b_1 \cdot \nabla b + b \cdot \nabla b_2, \\
\partial_t b + u_1 \cdot \nabla b + u \cdot \nabla b_2 &= b_1 \cdot \nabla u + b \cdot \nabla u_2, \\
\text{div } u = \text{div } b &= 0, \\
(u, b)|_{t=0} &= (0, 0).
\end{aligned}
\]  

(3.18)

The proof sketch is very similar to prove Proposition 3.2, we omit it and finally have small \(t_1 > 0\) enough such that for any \(0 < t \leq t_1\)

$$
\|u\|_{L_x^\infty(B_{2,2}^s)}^2 + \|b\|_{L_x^\infty(B_{2,2}^s)}^2 \leq \frac{1}{2}(\|u\|_{L_x^\infty(B_{2,2}^s)}^2 + \|b\|_{L_x^\infty(B_{2,2}^s)}^2).
$$

Therefore, we have \((u, b) = 0\) on \([0, t_1]\). Using a continuity argument ensures that \((u_1, b_1) = (u_2, b_2)\) on \([0, T]\). This concludes the proof. \hfill \Box

Combining Proposition 3.1, Proposition 3.2 and Proposition 3.3 together, we complete the proof of Theorem 1.

**References**

[1] H. Bahouri, J.-Y. Chemin and R. Danchin, *Fourier analysis and nonlinear partial differential equations*, volume 343 of *Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]*. Springer, Heidelberg, 2011.

[2] D. Blömker, C. Nolde and J. C. Robinson, Rigorous numerical verification of uniqueness and smoothness in a surface growth model. *J. Math. Anal. Appl.*, 429(1):311–325, 2015.

[3] J.-Y. Chemin, D. S. McCormick, J. C. Robinson and J. L. Rodrigo, Local existence for the nonresistive MHD equations in Besov spaces. *Adv. Math.*, 286:1–31, 2016.

[4] Q. Chen, C. Miao and Z. Zhang, The Beale–Kato–Majda criterion for the 3D magneto-hydrodynamics equations. *Comm. Math. Phys.*, 275(3):861–872, 2007.

[5] Q. Chen, C. Miao and Z. Zhang, On the regularity criterion of weak solution for the 3D viscous magneto-hydrodynamics equations. *Comm. Math. Phys.*, 284(3):919–930, 2008.

[6] R. Danchin, Erratum: “Local theory in critical spaces for compressible viscous and heat-conductive gases” [Comm. Partial Differential Equations 26 (2001), no. 7-8, 1183–1233; MR1855277 (2002g:76091)]. *Comm. Partial Differential Equations*, 27(11-12):2531–2532, 2002.

[7] G. Duvaut and J.-L. Lions, *Les inéquations en mécanique et en physique*. Dunod, Paris, 1972. Travaux et Recherches Mathématiques, No. 21.
[8] C. Fefferman, D. McCormick, J. C. Robinson and J. L. Rodrigo, Local existence for the non-resistive MHD equations in nearly optimal Sobolev spaces. Arch. Ration. Mech. Anal., 223(2):677–691, 2017.

[9] C. L. Fefferman, D. S. McCormick, J. C. Robinson and J. L. Rodrigo, Higher order commutator estimates and local existence for the non-resistive MHD equations and related models. J. Funct. Anal., 267(4):1035–1056, 2014.

[10] Q. Jiu and D. Niu, Mathematical results related to a two-dimensional magneto-hydrodynamic equations. Acta Math. Sci. Ser. B (Engl. Ed.), 26(4):744–756, 2006.

[11] F. Lin, L. Xu and P. Zhang, Global small solutions of 2-D incompressible MHD system. J. Differential Equations, 259(10):5440–5485, 2015.

[12] C. Miao, J. Wu and Z. Zhang, Littlewood-Paley Theory and its Applications in Partial Differential Equations of Fluid Dynamics. Science Press, 2012.

[13] M. Sermange and R. Temam, Some mathematical questions related to the MHD equations. Comm. Pure Appl. Math., 36(5):635–664, 1983.

(Y. Li) The Graduate School of China Academy of Engineering Physics, P.O.Box 2101, Beijing 100088, PR China

E-mail address: liytao.maths@163.com