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Abstract: With the development of reliability theory, people realized that “absolutely reliable” machines could not be made. With its incomparable advantages, the high-speed permanent-magnet brushless DC motor is usually used in the symmetrical structure of high-speed operation working systems, which at present are widely used in aerospace and other fields. The structure of the manufacturing process involves a strict processing, but in the process of work failure could still occur. No matter what field the high-speed permanent magnet brushless DC motor is applied to, it is very important to identify states and run fault diagnosis, which is of great significance to maintain the reliability of the motor and its working system. In this study, the fault diagnosis method of a high-speed permanent-magnet brushless DC motor is studied, and a combination model of modified gray wolf optimization algorithm (MGWO) and support vector machine (SVM) have been proposed for the motor fault diagnosis research. Based on the traditional gray wolf optimization (GWO) algorithm, the optimization performance of the algorithm is improved by initializing the population through a tent map and introducing a sine wave dynamic adaptive factor. Then the modified algorithm is used to optimize the internal parameters of SVM to improve the diagnostic accuracy of the model. Through the signal acquisition test, the current signals under different fault states and faultless states were collected, and the current signal data set required for the experiment is obtained. The experimental result showed that, compared with GWO or sailfish optimization (SFO) optimized SVM models, Extreme learning machine and Back Propagation neural network classical classification models, the fault diagnosis accuracy of the proposed model is the highest, proving the excellent classification performance and good robustness of the MGWO-SVM model.
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1. Introduction

The high-speed permanent-magnet brushless DC motor (hereinafter referred to as “motor”) has the incomparable advantages of high efficiency and small size compared to other motors. It is not only widely used in aerospace and other industrial fields, but also is often used in many familiar fields such as in high-speed rotating energy storage devices, nuclear material centrifugal devices, and so on. Although the symmetrical structure of the manufacturing process has been strictly processed, in the process of work failure will still occur [1]. Therefore, no matter which field high-speed permanent-magnet brushless DC motor is applied in, it is very important to study its reliability. Fault diagnosis is an
important part of reliability research, and it is also the key to maintain the safety of the research object and its working system. The fault diagnosis method that has the highest accuracy can achieve better motor utilization and a safer system environment. At the same time, the higher fault diagnosis rate can provide effective scientific guidance for maintenance and replacement. In this study, the fault diagnosis methods of high-speed permanent-magnet brushless DC motors are deeply studied. However, there are few studies on fault diagnosis methods and fault diagnosis models of this kind of motor at home and abroad.

In recent years, with the development of reliability theories, people have realized that “absolutely reliable” machines are impossible to be produced and do not exist [2]. More and more scholars have shifted their interest in scientific research to the academic research of product observation, evaluation, diagnosis and prediction [3,4]. Fault diagnosis is a very important research direction. With the rapid development of science and technology, intelligent fault diagnosis technology has also been developed rapidly [5,6]. In the practical application process of the motor, because it is unable to directly observe the running state in the confined space, it is necessary to judge the actual state of the motor by testing and collecting signal data. Among them, the acquisition and analysis of data signals based on vibration signals and current signals is highly accurate and easy to measure, which has become the most popular data analysis method [7]. Considering the special performance and working environment of the motor, it is installed in a closed space and connected to the outside world only through small current wires. On the other hand, the increase of measuring sensors will seriously affect the working accuracy of the motor. Therefore, in order to meet the practical needs, the fault signal acquisition of motor is realized through the current signal of the motor. Because of the different application environments and working systems of the motor, the motor will present different characteristics. There is not much difference in the fault diagnosis principle. The fault diagnosis method and fault diagnosis model of the motor are also applicable.

At present, according to the classification of methods, fault diagnosis methods can be divided into the traditional signal analysis method and machine learning diagnosis method based on artificial intelligence [8]. The traditional signal analysis method is based on the statistical characteristics of fault signals to effectively extract the characteristics of fault signals [9]. Conventional signal analysis methods include wavelet transform, high-resolution spectrum analysis and empirical decomposition [10], etc. With the increasing development of science and technology, machine learning has attracted more attention from researchers due to its advantages of short fault diagnosis time and high diagnostic accuracy [11]. The fault diagnosis method based on machine learning means that different types of fault diagnosis can be realized by classifying and learning the features or eigenvectors of different vibration or current signals with the goal of maximizing the classification accuracy of different states [12]. Support vector machine (SVM), Back Propagation neural network (BP) and K-means clustering were widely used in fault diagnosis. There are many kinds of faults whose characteristics are non-periodic and the current signal is non-stationary. Realizing the correct diagnosis of a motor state was difficult by the traditional signal analysis methods. Therefore, the machine learning method was selected for fault diagnosis in this study, so as to achieve high-precision for fault diagnosis, the foundation for the study of motor maintenance safety and reliability was laid.

Support vector machine (SVM) is a very promising supervised learning model, which is outstanding in many machine learning fault diagnosis models and which has outstanding advantages in solving linear indivisible problems. However, in practice, people always encounter multiple classification problems. There are mainly two methods to solve multiple classification problems: one is to synthesize multiple classification solving problems into an optimization solving problem and consider all classification problems at the same time. However, this method is difficult to realize due to its numerous parameters and complex objective function [13]. Another method, which is also commonly used, solves multiple classification problems by combining multiple dichotomies. The methods of constructing
multiple classifiers include one to one (OVO) classifier, one to rest (OVR), hierarchical support vector machine (H-SVM) and many other classification methods [14,15]. In this study, the OVO classifier of SVM was used to research the fault diagnosis of motor. In the process of SVM calculation, the selection of penalty factor and radial basis kernel function parameter have a great impact on the classification performance of SVM. In previous studies, the grid search method is often used to select the best parameter performance by comparing different parameter combinations. Such a method is often characterized by large computation and low accuracy [16]. With the development of intelligent technology and computer technology, using intelligent algorithm to find the optimal parameters in SVM model has become a hot research direction. The grey wolf optimization (GWO) algorithm combined with support vector machine could achieve better results, which was confirmed by previous studies [17,18]. GWO algorithm is an intelligent algorithm, which can achieve a good optimization goal by simulating the process of gray wolf population searching, surrounding and preying. However, the original algorithm has some disadvantages such as slow convergence, ease of falling into the local optimum and weak global search ability. Based on the traditional GWO, a modified gray wolf optimization algorithm (MGWO) was proposed in this study. A new fault diagnosis model, MGWO-SVM, was proposed to realize the fault diagnosis experiment. Through comparison with current popular models, the diagnosis accuracy of the fault diagnosis model based on MGWO-SVM is obviously better than that of other models given. Therefore, the fault diagnosis of motor with higher accuracy can be realized by the proposed model, which has important scientific value for the fault diagnosis and related research of motor, provides scientific reference significance for subsequent reliability research of motor.

The structure of the paper is as follows: the Section 2 introduces the relevant theoretical methods and literature review; Section 3 introduces the traditional GWO algorithm and the proposed MGWO, and discusses performance of MGWO; In Section 4, the SVM classification model was introduced and optimized by MGWO. In Section 5, the current signal data extraction experiment of the motor was proposed. The MGWO-SVM model was applied to the fault diagnosis experiment of motor, and the fault diagnosis results were compared and discussed with other models. In the last section, the study work, conclusion and future work of this study were summarized.

2. Literature Review

In recent decades, various fault diagnosis methods have been put forward and applied in the field of fault diagnosis, besides, excellent results have been achieved [19,20]. In general, intelligent diagnostic methods can be summarized into three categories: methods based on experience, methods based on mathematical models [21], and data driven fault diagnosis [22]. The method based on experience relies on the experience of experts to solve practical problems and simulates the decision-making process of experts by computer. The method based on experience is highly dependent on experts, and if experts are inexperienced fault diagnosis results would be seriously affected [23]. The method based on a mathematical model uses the system identification and observation to get the system residual, replacing the hardware redundancy with analytic redundancy, and finally evaluates the residual and makes a fault decision according to the criteria and threshold required by the system. Wu, Tian et al. [24] has calculated a mathematical model according to the two output of the current sensor on the train inverter, and obtained the fault trajectory through the mathematical model. Ben, El Khil et al. [25] has proposed a control strategy based on residual generation of the observer and the measured signal, and proved the effectiveness of the proposed strategy by comparing the residual with the selected fixed threshold for fault detection. The method based on a mathematical model is excessively dependent on the establishment of the model, with poor robustness and seriously limited application scope [26].

Another method is a data-driven fault diagnosis that can replace a mathematical model and that does not require prior knowledge [27]. This method uses data mining technology
to obtain hidden useful information and realize the classification of different state patterns, which has been widely used in the study of fault diagnosis [28]. An, Liang et al. [29] has proposed a modified hidden Markov model (HMM) fault detection method, which can suppress random and unknown interference and solve the diagnosis problem of RV reducer with complex fault. Duan, Hu et al. [30], in order to improve the accuracy and robustness of transformer fault diagnosis, a three-phase transformer turn-turn fault diagnosis method based on deep learning algorithm was proposed. Experimental results showed that the method improved the accuracy of fault classification. Chen, Zhang et al. [31] has proposed a method to automatically extract signal features by using convolutional neural network and realized fault diagnosis by using long-short-time memory. Experimental results showed that this model is superior to other traditional models. In literature [32], SVM was used as a fault diagnosis model to distinguish the normal and fault state of PV generating sets, and relevant data was used to conduct experiments. The results showed that this method could better realize the fault diagnosis of PV generating sets. Guedes, Silva et al. [33] has proposed a classifier combination based on artificial neural network to evaluate and classify the insulation state of three-phase asynchronous motors. In order to solve the problem of auto-transformer fault detection, a fault diagnosis and recognition model based on SVM was proposed in literature [34]. Image features were used as the input of SVM to realize fault diagnosis of auto-transformer with high accuracy rate.

In addition, the application of increasingly mature intelligent algorithms and the combination of different classical classification models make further progress in the study of fault diagnosis technology [35–37]. Bazan, Scalassara et al. [38], a combination model of artificial neural network, SVM and K-nearest neighbor intelligent system was proposed for fault diagnosis of induction motors. Through experimental tests, the fault classification reached 92% or more, which verified the effectiveness of the method. To improve the stability and accuracy of fault diagnosis of rolling bearing, Chen, Zhao et al. [39] proposed a fault diagnosis method combining improved Grasshopper optimization algorithm and nuclear limit learning machine. This method was applied to the fault classification of rolling bearing and the identification of different damage degrees. By comparing the results, the effectiveness of the algorithm is proved. Zhang, Sun et al. [40] used a method combining variational mode decomposition method and deep belief network to diagnose open circuit faults of single and double IGBT modules. Experimental results proved that the proposed method has a higher diagnostic accuracy. Wu, Guo et al. [41] has proposed a health state classification model based on superposition integrated learning and generalized multi-class SVM (GMSVM) algorithm, aiming at low classification efficiency and large variance of a single model. Because of the traditional sample entropy algorithm based on the analysis of two-dimension time series has certain limitation, Huachun, Jian et al. [42] put forward a kind of empirical mode decomposition and SVM classifier of fault diagnosis, using the axis path by means of magnetic suspension rotor fault conditions of the experiment, showing the effectiveness of the proposed fault diagnosis method. Yuan, Liu et al. [43] has proposed a fault diagnosis model of an analog circuit combined with a hybrid improved particle swarm optimization algorithm and SVM. Compared with the traditional SVM, the proposed method had higher fault diagnosis accuracy and better robustness.

Support vector machine can not only overcome the problems of over learning and under learning inherent in neural network and other methods, but also has strong nonlinear classification ability which is a supervised learning model with better learning ability and robustness [44]. In view of the better classification performance, shorter computation time and stronger adaptability of SVM compared with other artificial intelligence technologies, this study chose SVM as the fault diagnosis model. Since the classification ability of SVM model which is of great importance to select the optimal parameters by using intelligent algorithm for its application research is very sensitive to the selection of parameters [45,46]. In this study, GWO was proposed to iteratively optimize the penalty factor and radial basis function parameter in SVM, so as to find the optimal penalty factor and kernel function parameter and bring them into the SVM model. In order to further improve the
optimization performance of the traditional GWO that many improved methods have
been applied. Guo, Cui et al. [47] proposed an updated equation on convergence factor
A and the nonlinear tangent trigonometric function was introduced into the GWO as a
convergence factor, so as to balance the ability of global search and local search. Gölcük,
Ozsoydan et al. [48] applied evolutionary and adaptive genetic mechanisms to GWO
algorithm, enabling the algorithm to operate directly in the binary domain. Heidari,
Pahlavani et al. [49] proposed an improved GWO algorithm based on Levy flight strategy
to avoid the algorithm falling into the global optimal solution. Therefore, in order to
improve the optimization performance of the traditional GWO, this study proposed to
improve the population initialization by using the chaotic map method, which avoids the
defects of the traditional randomly generated initial population in terms of poor diversity
and uniformity. In addition, this study also proposed to introduce sine wave dynamic
adaptive factor into the formula of group last position update during the iterative process
of gray wolf population, so as to improve the global searching ability of the population.
Therefore, this study, with the MGWO to optimize the parameters of SVM, proposed a
MGWO-SVM classification model of motor fault diagnosis research, aimed at achieving a
higher accuracy of fault diagnosis and good robustness, with the reliability of motor fault
diagnosis research providing valuable scientific guidance.

3. Method
3.1. Gray Wolf Optimization

The grey wolf optimization (GWO) algorithm is an intelligent optimization algo-

rithm [50] which was proposed based on the strict hierarchy and clear division of labor in
gray wolf hunting activities. According to the social hierarchy in the gray wolf group, the
wolf $\alpha$ is the head wolf, responsible for searching for food and determining the travel route.
The wolf $\beta$ is the assistant decision maker for the wolf $\alpha$. Wolf $\delta$ and wolf $\omega$ are followers
of the former two. Wolf $\omega$ which belongs to the lowest rank needs to obey the wolf of high
social rank when tracking prey.

According to the division of work within the wolf pack, the process of GWO is divided
into four steps: social hierarchical division, tracking, encircling and attacking. The steps
are as follows.

Step1: Calculate the fitness of individual in the population. The best fitness of three wolves
in the population were marked as $\alpha$, $\beta$ and $\delta$. The rest was marked as $\omega$. In other
words, the optimization process of GWO is guided by three optimal solutions
($\alpha$, $\beta$, $\delta$) in each generation population.

Step2: Surround the prey. When the wolf group is close to its prey, it will slowly approach
and surround the prey. The mathematical expressions are as follows.

$$ D = |C \cdot X_P(t) - X(t)| $$

$$ X(t + 1) = X_P(t) - A \cdot D $$

$$ A = 2a \cdot r_1 - a $$

$$ C = 2r_2 $$

where, $X_P(t)$ is the prey position; $X(t)$ is the position of the $t$-generation gray wolf;
$C$ is the swing coefficient; $A$ is the convergence coefficient; $r_1$ and $r_2$ are the random
vector in $[0, 1]$; $a$ is the convergence factor which determines the convergence
coefficient $A$, the mathematical expression of $a$ is as follows:

$$ a = (1 - \frac{t}{T_{\text{max}}}) $$

where, $T_{\text{max}}$ is the maximum number of iterations.
Step3: Prey. When wolf $\alpha$ which would lead the pack to attack the prey finds its prey. In this case, the wolf $\alpha$, $\beta$ and $\delta$ would attack the prey together, and their positions with the prey can be expressed by the Formulas (6)–(12).

\[
D_{\alpha} = |C_{1}X_{\alpha}(t) - X(t)|
\]
\[
D_{\beta} = |C_{2}X_{\beta}(t) - X(t)|
\]
\[
D_{\delta} = |C_{3}X_{\delta}(t) - X(t)|
\]
\[
X_{1} = X_{\alpha} - A_{1}D_{\alpha}
\]
\[
X_{2} = X_{\beta} - A_{2}D_{\beta}
\]
\[
X_{3} = X_{\delta} - A_{3}D_{\delta}
\]
\[
X(t + 1) = \frac{X_{1} + X_{2} + X_{3}}{3}
\]

where, $D$ represents the distance between the wolf and its prey. $C_{1}$ represents the random disturbance value of the wolf $\alpha$; $X_{1}$ represents the position of the wolf $\alpha$ at iteration $t$. In the same way, $C_{2}$ and $C_{3}$ represent respectively the random disturbance value of the wolf $\beta$ and the wolf $\delta$; $X_{2}$ and $X_{3}$ represent the position of the wolf $\beta$ and the wolf $\delta$ at iteration $t$ respectively.

3.2. Modified Gray Wolf Optimization

In order to solve the problem that GWO algorithm is prone to fall into the local optimal solution and the convergence precision is not high, this study improved the algorithm from two aspects. Firstly, the chaotic sequences based on tent map was used to improve the initialization of the traditional population, which is deficient in diversity and uniformity. Then the sine wave dynamic adaptive factor was introduced into the last position updating formula to improve the global searching ability of the population. Therefore, this study proposed a modified gray wolf optimization (MGWO) algorithm.

3.2.1. Chaotic Sequences Based on Tent Map

Chaos which is sensitive to the initial conditions is a nonlinear phenomenon. The motion of chaotic sequences has the characteristics of randomness and non-repetitive ergodic, which can enable wolves to achieve better spatial distribution, avoid falling into local optimality, and accelerate the convergence speed of the algorithm [51,52]. The chaotic sequence of tent map was used to initialize the wolves.

The tent map mentioned in this study can be described as follows.

\[
f(x) = \begin{cases} 
2x & 0 \leq x \leq 0.5 \\
2(1 - x) & 0.5 \leq x \leq 1 
\end{cases}
\]

After, the expression is updated to Equation (14) through transformation.

\[
f(x) = \begin{cases} 
2x & 0 \leq x \leq 0.5 \\
2x - 1 & 0.5 \leq x \leq 1 
\end{cases}
\]

3.2.2. Sine Wave Dynamic Adaptive Factor

The update coefficient of the final position update formula is 1 in the traditional GWO, which makes it easy for the individual to fall into the local ossified state during the position update, resulting in the position cannot be transformed in time in the whole search space.
for prey. Therefore, in this study, a sine wave dynamic adaptive factor was added to the final position update formula of population, as shown in Equation (15).

$$\mu = 1 + \sin\left(\frac{\pi t}{2T_{\max}} + \pi\right)$$ (15)

By combining the sine wave dynamic adaptive factor into the final position update formula of population, the formula is as follows.

$$X(t + 1) = \frac{1 + \sin\left(\frac{\pi t}{2T_{\max}} + \pi\right)}{3} \cdot (X_1 + X_2 + X_3)$$ (16)

3.3. Steps of Modified Gray Wolf Optimization Algorithm

The detailed steps of the MGWO algorithm proposed in this study are as follows.

1. Initialize the parameters of GWO: set the population number of N; the maximum number of iterations $T_{\max}$; candidate solution dimension $D$, etc.
2. The chaotic sequences based on tent map was used to the initialization of the GWO, and the fitness value was calculated. According to the fitness value, the gray wolf population was classified into the wolf $a$, $b$, $\delta$ and $\omega$.
3. Update parameters $a$, $A$ and $C$ of GWO.
4. Update the positions of each wolf and add sine wave dynamic adaptive factor into the final position update formula of each individual.
5. Rearrange the fitness value and the position of population after update. If the fitness value of the updated position is better, the updated position is retained. Otherwise, the new position is ignored.
6. Determine whether better convergence accuracy is achieved. If reached, end the search and output the position of $a$. Otherwise, go back to step 2.

The flow chart of MGWO is shown in Figure 1.

![Figure 1. The flow chart of the modified gray wolf optimization (MGWO) algorithm.](image-url)
3.4. Algorithm Testing

In order to verify the performance of the MGWO, two groups of test functions were used to verify the performance of the algorithm. The first group is unimodal and the second group is multimodal. Each group consists of three test functions. The specific expressions of the two groups of test functions, as well as the optimal value, range and other information are shown in Table 1.

| Function | Lower | Upper | Global Minimum | Function Type |
|----------|-------|-------|----------------|---------------|
| $f_1 = \sum_{i=1}^{n} x_i^2$ | $-100$ | $100$ | $0$ | Unimodal |
| $f_2 = \sum_{i=1}^{n} |x_i| + \prod_{i=1}^{n} |x_i|$ | $-10$ | $10$ | $0$ | Unimodal |
| $f_3 = \sum_{i=1}^{n} (\sum_{j=1}^{i} x_j)^5$ | $-100$ | $100$ | $0$ | Unimodal |
| $f_4 = \sum_{i=1}^{D} i x_i^2 + \text{random}[0, 1]$ | $-100$ | $100$ | $0$ | Multimodal |
| $f_5 = \sum_{i=1}^{n} x_i^2 - 10 \cos(2\pi x_i) + 10$ | $-5.12$ | $5.12$ | $0$ | Multimodal |
| $f_6 = -20\exp\left(-0.2\sqrt{\sum_{i=1}^{n} x_i^2/n} - \exp\left(\frac{1}{n} \sum_{i=1}^{n} \cos(2\pi x_i)\right) + 20 + \epsilon\right)$ | $-32$ | $32$ | $0$ | Multimodal |

In order to fully compare the performance of each algorithm, the original GWO algorithm, particle swarm optimization (PSO) algorithm and sailfish optimization (SFO) algorithm are selected to solve the proposed six test functions. In order to prevent the experimental error caused by the contingency, each test function is run independently for 30 times, and each algorithm is evaluated with the optimal value and the average value. The experimental environment is Windows operating system, 8G memory, Intel Core i7 processor. All experiments are written and run based on MATLAB r2017a. In the test, the number of iteration time is 500 of all algorithms, and the number of populations is 30. The attack coefficients of sailfish optimization (SFO) algorithm are 4 and 0.0001, and SF percent is 0.4. The inertia weight $w$ in PSO algorithm is 0.0729, and the acceleration factors $C_1$ and $C_2$ are set to 1.5 [53]. The remaining parameters are the default values. The final algorithm test results are shown in Table 2. The result of MGWO algorithm had been in bold type.

| Function | MGWO Optimum | MGWO Average | GWO Optimum | GWO Average | SFO Optimum | SFO Average | PSO Optimum | PSO Average |
|----------|--------------|--------------|-------------|-------------|-------------|-------------|-------------|-------------|
| F1       | 0            | 0            | $2.00 \times 10^{-29}$ | $2.19 \times 10^{-27}$ | $2.58 \times 10^{-12}$ | $3.63 \times 10^{-10}$ | $1.48 \times 10^{-5}$ | $3.44 \times 10^{-4}$ |
| F2       | 0            | 0            | $2.19 \times 10^{-17}$ | $9.47 \times 10^{-17}$ | $4.28 \times 10^{-6}$ | $8.74 \times 10^{-5}$ | $1.44 \times 10^{-2}$ | $4.13 \times 10^{-2}$ |
| F3       | 0            | 0            | $3.05 \times 10^{-9}$ | $4.72 \times 10^{-6}$ | $1.22 \times 10^{-12}$ | $5.31 \times 10^{-8}$ | $44.80$ | $103$ |
| F4       | $1.87 \times 10^{-6}$ | $1.07 \times 10^{-4}$ | $3.55 \times 10^{-4}$ | $2.32 \times 10^{-3}$ | $8.75 \times 10^{-5}$ | $7.00 \times 10^{-4}$ | $3.90 \times 10^{-2}$ | $9.47 \times 10^{-2}$ |
| F5       | 0            | 0            | $5.68 \times 10^{-14}$ | $1.89 \times 10^{-13}$ | $1.73 \times 10^{-7}$ | $2.10 \times 10^{-5}$ | $29.60$ | $55.50$ |
| F6       | $8.88 \times 10^{-16}$ | $8.88 \times 10^{-16}$ | $7.35 \times 10^{-14}$ | $1.08 \times 10^{-13}$ | $1.34 \times 10^{-7}$ | $1.23 \times 10^{-5}$ | $1.59 \times 10^{-3}$ | $1.63 \times 10^{-2}$ |

It can be seen from the statistical results in Table 2 that the optimal value and the mean value of the solution obtained by the MGWO are close to the theoretical optimal value, besides, compared with other algorithms, the solution accuracy is greatly improved. Moreover, the average value of the solution obtained by the MGWO is far less than that of other algorithms, which indicates that MGWO has strong solution stability. To sum up, the MGWO algorithm has better solution accuracy and robustness than other algorithms under the same number of experiments and indexes for finding the optimal solution of unimodal or multimodal function. It is proved that the MGWO algorithm is effective.

4. Construction of MGWO-SVM Fault Diagnosis Model

4.1. Support Vector Machine

The essence of the classification problem is to find a partition hyperplane in the feature space based on the training set and separate the sample data of different categories.
The multi-dimensional feature space often brings difficulties to classification. SVM shows unique advantages in solving small sample, nonlinear and high dimensional feature spaces. It is based on the VC dimension theory of statistical learning theory and the principle of minimum structural risk. By selecting appropriate kernel functions, linear and nonlinear classification problems can be effectively solved [54]. SVM maximizes the sample distance of both sides of the hyperplane by finding an optimal hyperplane. In order to maximize the distance between the hyperplane and the nearest sample point, an optimization problem was obtained as shown in Equation (17):

\[
\begin{aligned}
&\min_\omega \frac{1}{2} \|\omega\|^2 + C \sum_{i=1}^{l} \xi_i \\
&\text{s.t.} y_i((\omega \cdot x_i) + b) \geq 1 - \xi_i, i = 1, \ldots, l \\
&\xi_i \geq 0, i = 1, \ldots, l
\end{aligned}
\]  

(17)

where, \( C > 0 \), \( \xi_i \) is the relaxation variable.

The Lagrange function corresponding to the above formula is shown in the following formula:

\[
L(w, b, \xi, \alpha, \gamma) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{l} \alpha_i (y_i((w \cdot x_i) + b) - 1 + \xi_i) + C \sum_{i=1}^{l} \xi_i - \sum_{i=1}^{l} \gamma_i \xi_i
\]

(18)

where, \( \alpha_i, \xi_i \) are the Lagrange multiplier.

The dual problem obtained is shown in Equation (19):

\[
\begin{aligned}
&\max_{\alpha} \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{l} y_i y_j \alpha_i \alpha_j K(x_i, x_j) \\
&\text{s.t.} \sum_{i=1}^{l} \alpha_i y_i = 0 \\
&0 \leq \alpha_i \leq C, i = 1, \ldots, l
\end{aligned}
\]  

(19)

The decision function is as follows:

\[
f(x) = \text{sign}\left[ \sum_{i,j=1}^{l} \alpha_i y_i K(x_i, x_j) + b \right]
\]

(20)

where, \( Q \) is the number of classifiers.

### 4.2. Model of MGWO-SVM

In this study, a fault diagnosis method based on MGWO-SVM model was proposed. The detailed steps of the motor fault diagnosis method based on MGWO-SVM are shown in Figure 2. The idea of this method can be described as follows.

Step1: Test the “normal” and the other 6 fault states of motor bearing respectively, extract the current signal data of 7 states, and build the current signal data set of the input model accordingly.

Step2: Process the current signal data set of the input model.

Step3: Randomly confuse the data by groups, divide the training data set and the test data set, in order to prepare for better training and testing of SVM model.

Step4: Set the gray wolf population size and iteration times, initialize the gray wolf population, and set the punishment factor \( C \) and radial basis kernel function \( g \) in SVM as the individual positions of gray Wolf, \( x_{ij} = (C_{i1}, g_{i2}) \).

Step5: Take the SVM classification accuracy as the fitness value of the algorithm, calculate the fitness value, and sort the population individual according to the fitness value.

Step6: As the number of iterations of the MGWO is superposition, determine whether the optimal fitness value is reached and determine whether the maximum number of iterations is reached. If not, return step 5.
Step7: The optimal penalty factor C and the radial basis function parameter g obtained from the optimization of the MGWO algorithm were inserted into the SVM model, based on which the fault diagnosis model of the MGWO-SVM was constructed.

Step8: The training data set trained the MGWO-SVM model, and after the training, the model tests the remaining data set.

Step9: Analyze the fault diagnosis results of MGWO-SVM model for motor.

**Figure 2.** Flow chart of motor fault diagnosis based on MGWO-SVM model.

5. Case Studies

5.1. Experimental Data Extraction

In this study, a high-speed permanent-magnet brushless DC motor was selected for the experiment, the uniqueness of the variable was guaranteed, and the debugging state of the motor in each experiment was consistent, so as to avoid the interference caused by the interaction of multiple faults, so as to obtain accurate experimental data. The schematic diagram of test system of motor is shown in Figure 3.

**Figure 3.** Schematic diagram of test system of motor.

The fault test system of motor mainly includes the following equipment: (1) high-speed permanent-magnet brushless motor; (2) industrial control computer; (3) system...
of signal acquisition; (4) test system of high-speed permanent-magnet brushless motor; (5) auxiliary equipment. The specific current signal data acquisition and operation steps are as follows.

Step1: Select 2 qualified motors, 4 qualified motor bearings and fault parts required for testing different states, and clean them with filtered gasoline for standby;
Step2: Test the qualified motor, and extract the current signal;
Step3: Install qualified fault-free bearing on the motor with stator fault for test, and collect stator fault current signal;
Step4: Install qualified fault-free bearing on the motor with rotor fault for test, and collect rotor fault current signal;
Step5: Replace the qualified bearing with a bearing with only holder fault on the qualified motor, and extract the current signal;
Step6: Replace the qualified bearing with a bearing with only rolling element fault on the qualified motor, and extract the current signal;
Step7: Replace the qualified bearing with a bearing with only bearing inner ring fault on the qualified motor, and extract the current signal;
Step8: Replace the qualified bearing with a bearing with only bearing outer ring fault on the qualified motor, and extract the current signal;
Step9: Sort out the extracted current signal, complete the current signal acquisition and test under different states of the motor.

To sum up, experiment respectively in “holder fault”, “rolling element fault”, “bearing inner ring fault”, “bearing outer ring fault”, “rotor fault”, “stator fault” and “normal” by seven different state motor current signal 40 sets of data collection, a total of 280 groups of data, each group of data is made up of 1000 sampling points. The current waveform signals of motor in normal and different fault states are collected, as shown in Figure 4. In Figure 4, the abscissa represents the sampling point number (unit: Times), and the ordinate represents the amplitude of current (unit: A).
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5.2. Data Processing

First of all, as the fluctuation of input data would adversely affect the accuracy of model classification results, the original data in the scaling process can enhance the performance of test data classification and improve the classification accuracy of the model, so it is necessary to conduct normalization processing of input data. In this study, mapminmax function was used to process the data including training data and test data according to the characteristics of motor fault current signal. The principle of data processing in this paper can be explained as follows.

\[
I_{\text{scale},i} = \frac{I_i - I_{\min}}{I_{\max} - I_{\min}}
\]  

(21)

where, \(I_{\text{scale},i}\) is the normalized current signal of motor; \(I_i\) is the true value of the status current signal of the motor; \(I_{\max}\) and \(I_{\min}\) are the maximum and minimum values of the current signal of motor.

Then, as a result of current signal data was collected in different fault conditions, in order to better verify the validity of the proposed algorithm model and the accuracy of fault diagnosis, before inputting the fault diagnosis model, the current signal data upset by groups, and made any adjacent groups of two or more current signal did not belong to the same fault condition.

In order to obtain better classification results of motor faults, classification accuracy was selected as the target of algorithm optimization in this study, which can be expressed as follows.

\[
\text{Accuracy} = \frac{\text{Num.right}}{\text{Num.total}} \times 100\%
\]  

(22)

where, \(\text{Num.right}\) is the correct number of model fault diagnosis; \(\text{Num.total}\) is the total number of participants in the fault diagnosis.

5.3. Experimental Analysis

The MGWO-SVM model proposed in this study was used for fault diagnosis. In order to better reflect the performance of the MGWO-SVM fault diagnosis model, the model proposed in this study was compared with the fault classification results of GWO-SVM, SFO-SVM, SVM, BP and ELM models. The parameter settings of the algorithm were shown in Table 3. The parameters not mentioned were default values. Among them, SFO is a new intelligent algorithm appearing in 2019. In this study, it was used to optimized SVM and construct the SFO-SVM classification model as a comparison model. In addition, to avoid the contingency of experimental results, in this study, the experimental environment of each model was Windows operating system, 8G memory and IntelCorei7 processor. All experiments were written and run based on Matlab R2017a.
Table 3. Parameter settings in the algorithm.

| SVM Parameters | Maximum Iterations | Population Number | Dimension | Parameter Range of Penalty Factor | Parameter Range of Kernel Function |
|----------------|---------------------|-------------------|-----------|----------------------------------|-----------------------------------|
| SFO-SVM        | 100                 | 50                | 2         | [0.1, 1200]                      | [0.001, 100]                      |
|                | SF percent          | Attack coefficient|           | 0.4                              | 0.0001                            |
| ELM            | Number of neurons in hidden layer | 250               |           |                                  |                                   |
| BP             | Maximum convergence times | Rate of learning | Convergence objective | 100 | 0.01 | 0 | |

Firstly, the collected current signals of the motor in different states were selected to carry out the first group of 50 fault diagnosis experiments. The training and testing parts of each experiment are 50% of the whole. The first 50% of the current signals collected and processed by the test were trained by the fault diagnosis model, and then the remaining 50% were tested. Each model was repeated 50 times. The results of any ten consecutive fault diagnoses in the first group of experiments were summarized in Table 4.

Table 4. Results of ten consecutive fault diagnoses in the first group of experiments.

| Model          | Accuracy of Different Optimization Number (%) | Average |
|----------------|-----------------------------------------------|---------|
|                | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    |         |
| MGWO-SVM       | 88.57 | 100.0 | 98.57 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 99.29 | 97.86 | 98.430 |
| GWO-SVM        | 32.14 | 97.86 | 56.43 | 28.57 | 100.0 | 72.86 | 75.00 | 94.29 | 98.57 | 28.57 | 68.430 |
| SFO-SVM        | 90.00 | 97.14 | 29.29 | 98.57 | 26.42 | 84.29 | 52.86 | 83.57 | 34.29 | 95.00 | 69.143 |
| SVM            | 72.14 | 43.57 | 70.00 | 57.86 | 54.29 | 100.0 | 57.14 | 69.29 | 41.43 | 55.71 | 62.143 |
| ELM            | 54.29 | 50.00 | 47.14 | 53.57 | 51.43 | 52.14 | 52.86 | 51.43 | 50.71 | 45.71 | 50.928 |
| BP             | 33.33 | 30.00 | 10.00 | 16.67 | 26.67 | 16.67 | 58.33 | 10.00 | 33.33 | 28.33 | 26.333 |

In order to prove the effectiveness of the model proposed in this study for motor fault diagnosis, the experimental results were compared with MGWO-SVM, SFO-SVM, SVM, ELM and BP classification models. Table 4 showed the results and average values of 10 consecutive experiments taken randomly in the first group of 50 experiments. By comparing the fault diagnosis accuracy of each model in Table 4, it can be seen that the fault diagnosis accuracy of the model proposed in this study is the highest. Compared with the GWO-SVM model, the accuracy of this model is improved by 30%. Compared with the SVM classification model, the classification accuracy of MGWO-SVM model is improved by 36.287%. So as to better view the experimental results, this study analyzed and collated the experimental results. Box visualization of the detailed results of the first group of experiments is shown in Figure 5. In the first group of 50 fault diagnosis experiments, the comparison figure of fault diagnosis accuracy of different models with 10 experiments as a part was shown in Figure 6.
fault diagnosis accuracy and good robust performance, so it had obvious advantages to study the fault diagnosis of motor. In addition, it can be concluded from Figures 5 and 6 that the effect of SVM in fault diagnosis research in this study is better than that of ELM and BP. The bar chart of fault diagnosis accuracy in the test set was shown in Figure 7. In Figure 7, the dark part and the light part represent the fault diagnosis experiments with high and low classification accuracy respectively. From the distribution of color depth, it could be seen that the accuracy of the classification results of the proposed model is not less than 60%. Through the statistics and analysis of the results, it could be seen that the classification accuracy of the model proposed in this study is the best after comparing the six models. Compared with the other five classification models, the classification accuracy of the model was significantly improved, which also proved the good effect of the proposed model for motor fault diagnosis.

Figure 5. Box visualization of the results of 50 experiments in the first group of experiments.

Figure 6. Comparison diagram of fault diagnosis accuracy of different models of 50 fault diagnosis experiments in the first group of experiments.
In order to prove the effectiveness and accuracy of the MGWO-SVM model proposed in the study of motor fault diagnosis, the second group of experimental tests were carried out on the basis of the above experiments, and the results of different algorithm models were compared respectively. The same as the first group of experiment, the training part and the test part are both 50% of the whole. The first 50% of the current signals after data processing were trained through the model, and then the remaining 50% were tested for fault diagnosis. Each model was repeated 50 times. The results of ten consecutive fault diagnosis experiments in the second group were shown in Table 5.

Table 5. Results of ten consecutive fault diagnosis in the second group of experiments.

| Model  | Accuracy of Different Optimization Number (%) | Average |
|--------|---------------------------------------------|---------|
|        | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | 10   |
| MGWO-SVM | 100.0 | 95.00 | 100.0 | 99.29 | 100.0 | 100.0 | 71.43 | 100.0 | 99.29 | 96.50 |
| GWO-SVM  | 99.29 | 28.57 | 100.0 | 27.14 | 74.29 | 85.00 | 70.00 | 100.0 | 20.00 | 83.57 |
| SFO-SVM  | 100.0 | 27.14 | 26.43 | 100.0 | 27.14 | 60.00 | 75.71 | 87.14 | 77.86 | 71.43 |
| SVM      | 91.43 | 57.86 | 72.14 | 84.29 | 59.29 | 61.43 | 30.71 | 55.71 | 71.43 | 57.14 |
| ELM      | 52.14 | 54.29 | 56.43 | 60.00 | 55.71 | 50.00 | 50.71 | 52.86 | 50.00 | 54.29 |
| BP       | 20.00 | 15.00 | 33.33 | 33.33 | 33.33 | 13.33 | 28.33 | 31.67 | 38.33 | 10.00 |

Table 5 recorded the fault diagnosis results taken randomly for 10 consecutive times in the second group of experiments, among which the training samples and test samples are consistent with those in the first group of experiments. It could be seen from the table that, among the above six classification models, the MGWO-SVM model proposed in this study had the highest fault diagnosis accuracy. The fault diagnosis accuracy rate of the proposed model is 27.643% and 30.195% higher than that of GWO-SVM and SFO-SVM models, which is superior to the classification accuracy of the classical SVM model of 32.357%. Through the comparison of the above models in the study of motor fault diagnosis, it can be clearly seen that the classification model constructed by the MGWO and SVM has a high accuracy rate. The experimental results showed that the MGWO had better optimization capability and convergence precision than the traditional algorithm, which made the MGWO-SVM model have higher fault diagnosis accuracy and good robustness, and proved the effectiveness of the GWO algorithm improvement.

Figures 8 and 9 showed the classification result diagram and classification accuracy comparison diagram of each model in the second group of 50 experiments. In addition, compared with ELM and BP classification models, SVM has a higher classification ability, which further proves its advantages in solving nonlinear classification problems. This is also the reason why SVM is chosen in this study. Combining SVM with the MGWO algorithm with excellent optimization performance and convergence performance, kernel function...
parameters and penalty factors were found to make the SVM model achieve the best classification effect, so as to achieve high accuracy of fault diagnosis experimental results.

![Box visualization of the results of 50 experiments in the second group of experiments.](image1)

**Figure 8.** Box visualization of the results of 50 experiments in the second group of experiments.

![Comparison diagram of fault diagnosis accuracy of different models of 50 fault diagnosis experiments in the second group of experiments.](image2)

**Figure 9.** Comparison diagram of fault diagnosis accuracy of different models of 50 fault diagnosis experiments in the second group of experiments.

Figure 10 showed the bar chart of the fault diagnosis accuracy of the test set in the second group of experiments. It could be seen from the graph that the classification accuracy results of the MGWO-SVM model are mostly above 90%, among which 65.79% can achieve completely correct classification. In general, the classification accuracy of GWO-SVM and SFO-SVM models was improved by 33.715% and 34.115% respectively. In addition, the average accuracy result of SVM classification model is higher than that of ELM, BP classification model, 8.772% and 30.462%. To sum up, in the fault diagnosis experiment of motor, the classification capability of the MGWO-SVM model proposed in this study is superior to other classification models. Therefore, the method proposed in this study is more suitable for the fault diagnosis of motor.
The fault diagnosis model proposed in this study could be used for the fault diagnosis of motor, which could realize the fault state identification with high accuracy. The maintainer and related staff would make timely adjustments, replacing the corresponding fault unit, reducing economic losses and casualties thereby providing a safe, stable and reliable system working environment.

6. Conclusions

The high-speed permanent-magnet brushless DC motor is used in many fields. It is of great significance to study its fault diagnosis and reliability to maintain the reliability of its working system. The study on the fault diagnosis of the motor could determine the fault components which went out of order, then deal with or replace it in time, in order to make the motor reach a better working state, whose reliability of the working system can be better developed and the direction of the “advanced-precise-top” would be reached. The MGWO-SVM fault diagnosis model proposed in this study has excellent performance in the current signal data classification experiment of motor collected in different states. Through two groups of experiments, the fault diagnosis accuracy rate of the proposed model is higher than that of the other models, and the mean difference of experimental results is almost less than 5%, which also proves that the model has good fault diagnosis performance. In the actual working condition, the maintainer would judge the state of the motor according to the current signal input fault diagnosis model what was proposed in this study, and the different fault part for maintenance or replacement. The fault diagnosis model with high accuracy could provide more accurate reference for the fault diagnosis research of the motor and the reliability research plan of its working system, so as to improve the accuracy of the whole system.

Specifically, the main contributions of this study includes the following three aspects: (1) Given the limitations of the GWO algorithm in the optimization process, this study proposed chaotic map and sine wave dynamic adaptive factor of combining the MGWO algorithm, based on the unimodal and multimodal test of two groups of classical test functions, proved that both MGWO convergence and robustness of the algorithm are better than other intelligent algorithms, such as PSO and SFO. (2) A current data signal collection test of the motor in different states was proposed. Based on the variable uniqueness, current data signals of normal and six fault states of the motor were collected for the experimental study of motor fault diagnosis. (3) A new motor fault diagnosis method based on MGWO-SVM was proposed. The fault diagnosis accuracy is improved by combining the MGWO with the SVM model. The fault diagnosis rate of the proposed model is obviously better than that of other models by testing the current signals in different states collected in the previous step. Therefore, in this study, current signal data sets of the motor in different states were obtained through current signal acquisition tests of the motor in different states, and the proposed MGWO-SVM model was used to study the fault diagnosis of the motor, proving that the proposed model has better diagnostic accuracy and robustness. The fault
diagnosis model proposed in this paper could also be applied to the fault diagnosis research of more objects, such as the fault diagnosis research of DC generator in reference [55] and the fault diagnosis research of three-phase asynchronous motor in reference [56].

The study also has some limitations. Since the proposed model was based on SVM, the classification results depend on the classification ability of SVM. When processing a larger data sample, a large amount of data would lead to a decrease in its testing efficiency, and the extent of decline is impossible to estimate. In addition, the experimental results have proved the good classification ability of the MGWO-SVM model, but the general scope of the model has limitations. Therefore, it should be used for more classification experiments of different states or other motor fault diagnosis experimental research.

In the future, more models should be introduced, such as the least squares support vector machine model, mixtures of gaussian processes models, etc., to provide more model choices for the fault diagnosis field. As for the reliability research of high-speed permanent-magnet brushless DC motor, the model proposed in this study is suitable for the fault diagnosis research. The reliability research of other aspects the motor is limited, so more aspects (such as the life prediction) need to be expanded to comprehensively study the reliability of the high-speed permanent-magnet brushless DC motor. In addition, different combination methods based on models and mixed classification methods based on different models should be studied, and more advanced methods should be adopted to improve the accuracy of the classification, so as to improve the fault diagnosis accuracy of motor.
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