LOCAL PERTURBATIONS PERTURB -EXONENTIALLY– LOCALLY

W. DE ROECK AND M. SCHÜTZ

Abstract. ‘Quasi-adiabatic continuation’, introduced first in the seminal work [11], has proven a successful technique for studying locality properties in gapped quantum lattice systems. For example, when a gapped Hamiltonian is perturbed locally in a region $S$, then the quasi-adiabatic continuation describes the resulting change in the ground state by a quasi-local transformation whose strength decays ‘sub-exponentially’ with distance to $S$. Here we address the natural question whether this decay can be made exponential, with characteristic decay length roughly the correlation length $\xi$ of the ground states. We point out that (a slight generalization of) [8] allows to do this in some cases. As applications, we improve the locality estimate in some results on topological order and we prove some exponential decay estimates in models with impurities, where some relevant correlations decay faster than one would naively infer from the global gap of the system, as one also expects in disordered systems with many-body localization.

1. Introduction

We are concerned with quantum spin systems with local interactions, whose dynamics typically satisfy a so-called Lieb–Robinson bound [19]. We consider paths of Hamiltonians that are modified only locally in a confined spatial region and that maintain a gapped sector in the spectrum. The associated spectral projections can be related through a quasi-local unitary flow (usually called ‘quasi-adiabatic continuation’ [18] or also ‘spectral flow’ [2]) as was realized by Hastings in [11]. This technique has found important applications, e. g. concerning (topological) ground state phases and their stability [3, 4], the quantum Hall effect [17], or disordered systems [15], and see also [13, 27]. In [2], a general and rigorous account of the technique is given. The spectral flow is quasi-local in the sense that the involved unitary operator can be approximated by a truly local one up to an error that decreases (only) ‘sub-exponentially’ in the diameter of the support of the local operator. In turn, most locality estimates in the applications listed above hold (only) sub-exponentially.

There seems to be no obvious way to promote ‘sub-exponential’ into ‘exponential’ in the construction of the quasi-adiabatic continuation.

Nevertheless, we do not see why the result itself would not be true with genuine exponential decay at scale $\xi$. Indeed, we present a simple example where an exponentially local spectral flow can be obtained, see section 5, by exploiting the fact that the issue reduces to a few-particle problem. To make progress beyond this example, we give up the attractive feature of unitarity and even of having a quasi-local linear map between the spectral subspaces. Then, building on observations made in [8], we relate the individual eigenvectors from the gapped sector (along the path) by transformations that are indeed exponentially local, see Section 3.

We use this to elaborate on one implication of quasi-adiabatic continuation pointed out in [2], namely that “local perturbations [in the Hamiltonian] perturb locally [the gapped ground state]”. We improve this statement to exponential precision for systems with unique ground state (also covered already in [8]) or topological quantum order. However, we may also dope these systems with impurities that increase the dimension of the low lying sector and arrive at statements on individual eigenstates without making further...
assumptions on the spectrum in the gapped sector. These applications are described in
Section 4. Similar impurity models (restricting to perturbations of classical systems in
the bulk) were studied before by Albanese [1].

Finally, let us stress that the method used here, as well as the quasi-adiabatic conti-
nuation, has an intrinsic drawback in being based heavily on spectral theory. In particular,
we need a gapped sector in the Hamiltonian of the global system. This drawback be-
comes clear if one considers a system that is ‘gapped in the bulk’ but with boundaries
such that the global Hamiltonian does not admit to separate parts of the spectrum with
a volume-independent gap. Under appropriate conditions, one would expect that one can
locally perturb this system and that the influence of this perturbation will be locally the
same as if the ‘bulk gap’ were a global gap. This intuition is not, and cannot possibly be,
corroborated by a purely spectral approach. The only robust result in that direction that
we are aware of is the work by Yarotsky on perturbations of classical states.
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2. Setup

Let $\Gamma$ be the infinite volume, the set of vertices of an infinite graph equipped with
the (shortest) graph distance metric $d$. Typically we think of the $\nu$-dimensional lattice
$\Gamma = \mathbb{Z}^\nu$, but we will also need $\Gamma$ obtained by contracting a connected subset of vertices $S$ to a single vertex. We write $X \subseteq \Gamma$ to indicate a finite subset of the infinite volume and
if we speak of a volume $\Lambda$ we refer to a finite connected subset of $\Gamma$. For a given length
$l \geq 0$, we call $X_l := \{x \in \Lambda; d(X, \{x\}) \leq l\}$ the $l$-fattening of $X$.

To each vertex $x \in \Gamma$ we assign a finite dimensional Hilbert space $H_x$ and to each subset
$X \subseteq \Gamma$ the tensor product $H_X := \bigotimes_{x \in X} H_x$. The operators on $H_X$ endowed with the
operator norm constitute the algebra $A_X$ of observables that, we say, have support in
$X$. For each volume $\Lambda$ the interaction $\Phi$ defines a Hamiltonian (with open
boundary conditions)

$$H_\Phi^\Lambda := \sum_{X \subseteq \Lambda} \Phi(X)$$

and a one-parameter group of automorphisms $\{\tau^\Lambda_t\}, t \in \mathbb{R}$, on $A_\Lambda$ through

$$\tau^\Lambda_t(A) = e^{itH_\Phi^\Lambda}Ae^{-itH_\Phi^\Lambda}, \quad A \in A_\Lambda$$

which is the (Heisenberg) time evolution of the quantum spin system. The set of those
sites within a subset $X \subseteq \Gamma$ which interact with sites of the complement $X^c$,

$$\partial^\Phi X := \{x \in X; \exists Y \subseteq \Gamma \text{ with } x \in Y \text{ and } X \cap Y \neq \emptyset, X^c \cap Y \neq \emptyset, \Phi(Y) \neq 0\}$$

will be called the $\Phi$-boundary of $X$. 

2.1. Lieb–Robinson Bounds. Here we briefly state a version of the Lieb–Robinson bounds on propagation in quantum spin systems as proven in [23]. We fix a family of non non-increasing functions $F_\mu : [0, \infty) \to (0, \infty)$, $\mu \geq 0$, with $F_\mu(d) := e^{-\mu d} F_0(d)$, such that, for $\mu = 0$, and hence for all $\mu \geq 0$, the following hold:

(i) uniform summability

$$\|F_\mu\| := \sup_{x \in \Gamma} \sum_{y \in \Gamma} F_\mu(d(x, y)) < \infty$$

(ii) convolution property

$$C_\mu := \sup_{x,y \in \Gamma} \sum_{z \in \Gamma} F_\mu(d(x, z)) F_\mu(d(z, y)) < \infty$$

To bring locality on the lattice into the game, we define a Banach space of exponentially decaying interactions $\mathcal{B}_\mu(\Gamma)$, consisting of $\Phi$ such that

$$\|\Phi\|_\mu := \sup_{x,y \in \Gamma} \sum_{X \ni x, y} \|\Phi(X)\| F_\mu(d(x, y)) < \infty$$

The above expression restricted to $x \neq y$ is abbreviated with $\|\Phi\|'_\mu$. The following Theorem states the announced propagation bounds, which first appeared in [19].

**Theorem 2.1.** Let $\mu > 0$ and $\Phi \in \mathcal{B}_\mu(\Gamma)$. For every volume $\Lambda \subseteq \Gamma$ and pair of local observables $A \in \mathcal{A}_X$ and $B \in \mathcal{A}_Y$ with supports $X, Y \subseteq \Lambda$, the time evolution $\tau_t^{\Phi, \Lambda}$ satisfies

$$\|\tau_t^{\Phi, \Lambda}(A), B\| \leq \frac{2 \|F_0\|_\mu}{C_\mu} \|A\| \|B\| \min\{ |\partial^\Phi X|, |\partial^\Phi Y| \} e^{-\mu d(X,Y) - v|t|}$$

for all times $t \in \mathbb{R}$ where

$$v := \frac{2 \|\Phi\|'_\mu C_\mu}{\mu}$$

is the so-called Lieb–Robinson velocity.

Note that the above estimate, and in particular the Lieb–Robinson velocity $v$, does not depend on the single-site interaction $\Phi(\{x\})$, $x \in \Gamma$, and also not on the volume $\Lambda$.

2.2. Gapped Sectors and Local Perturbations. We would like to study the effect on eigenfunctions of the previously defined Hamiltonians $H^\Phi_\Lambda$ when adding local perturbations that have support only on a finite number of sites $k_1, k_2, \ldots$ within a subset denoted by $K \subseteq \Gamma$. For each of these sites let $W_i : [0, 1] \to \mathcal{A}_{k_i}$ be a smooth path of self-adjoint operators starting at $W_i(0) = 0$. We denote with $C_W$ the maximal norm of the derivative of $W := \sum_i W_i$. Then

$$H_\Lambda(s) := H^\Phi_\Lambda + W(s)$$

defines a smooth path of Hamiltonians. The restriction to (independent) perturbations in single sites is not severe since we are working with general infinite volume graphs and single-site Hilbert spaces. Generalization to perturbations involving several sites can be achieved by starting out with a modified infinite volume, in which these sites are merged to a single vertex. Note however that our estimates are sensitive to the norm of $W$ (e.g. via $C_W$) and hence in practice to the ‘size’ of $K$.

Our main assumption is that $H_\Lambda(s)$ maintains a sector in the spectrum which has a gap of at least $g > 0$ to the rest of the spectrum, uniformly along the path and for all volumes $\Lambda$ under consideration (e.g. for all volumes large enough to exclude non-interesting pathologies). Therefore the dependence on $\Lambda$ will be mostly suppressed in notation. More precisely, we assume as in [2] that the spectrum of $H(s)$ is a union

$$\sigma(s) = \sigma_{\text{in}}(s) \cup \sigma_{\text{out}}(s)$$
where $\sigma_{in}(s)$ is contained in an interval of length at most $L \geq 0$ which does not intersect $\sigma_{out}(s)$. We require that the distance between these two parts of the spectrum is bounded below by $g > 0$ uniformly for all $s \in [0,1]$ (and all volumes $\Lambda$).

The orthogonal projection onto the $D$-dimensional sector eigenspace is denoted by $P(s)$. For each $s \in [0,1]$, let $\lambda_i(s)$, $i = 1, \ldots, D$, represent the eigenvalues in the sector of $H(s)$ repeated according to their multiplicity and $\{\psi_i(s)\}_i$ a set of associated orthonormal eigenvectors $H(s)\psi_i(s) = \lambda_i(s)\psi_i(s)$.

Given the above setting, it was shown (2) that there exists a continuous differentiable path of unitaries $U(s)$ inducing the previously mentioned ‘spectral flow’

$$P(s) = U(s)P(0)U(s)^*$$

and solving the evolution equation

$$-i\partial_s U(s) = G(s)U(s), \quad U(0) = 1$$

with the generator $G(s)$ constructed explicitly as a self-adjoint quasi-local operator acting non-trivially only close to the perturbation. The accuracy with which $G(s)$ and hence also $U(s)$ can be approximated by a local operator in $A_X$ is shown to increase ‘sub-exponentially’ in $d(X^c, K)$. As already indicated, our main motivation here is to complement these findings by a result with exponential accuracy. This comes at a cost: we are able to transform to the perturbed eigenvectors by means of a quasi-local operator which decays exponentially in $d(X^c, K)$, but this transformation will not be unitary.

3. Results

3.1. Weak Local Perturbation. In this paragraph we restrict to weak perturbations in the sense that we compare the eigenvectors in the sectors of $H(s_0 + \varepsilon)$ and $H(s_0)$ for $s_0 \in [0,1-\varepsilon]$ and $\varepsilon > 0$ small enough. However, the following observations are in fact the main step in our analysis and the result on the influence of local perturbations along the path $H(s)$ will be obtained by iterating the argument.

In what follows, we assume that an interaction $\Phi \in \mathcal{B}_\mu(\Gamma)$ is fixed, as described above, and that the path of Hamiltonians $H(s)$ satisfies the main assumption stated in Section 2.2. Therefore, constants appearing will be understood to depend only on the choice of $\mu$ and the parameters related to the interaction $\Phi$, i.e. $\|F_0\|$, $C_\mu$, and $v$, and also on the parameters involved in the main assumption: the sector dimension $D$, the number of perturbation sites $|K|$ and $g$, $C_W$, and $L$. Most importantly, constants are independent of the volume $\Lambda$. The statement ‘for $\varepsilon$ small enough’ and $O(\varepsilon)$ is to be understood similarly, the maximum value can depend on all these parameters but not the volume.

By the existence of the gap $g > 0$ and basic perturbation theory [9]

$$\|P(s_0 + \varepsilon) - P(s_0)\| = O(\varepsilon)$$

and the vectors $\{P(s_0 + \varepsilon)\psi_i(s_0)\}_{i=1,\ldots,D}$ remain linearly independent, if $\varepsilon > 0$ is small enough. Then the perturbed eigenvectors (normalized) can be written as

$$\psi_i(s_0 + \varepsilon) = \sum_j c_{ij}(s_0, \varepsilon)P(s_0 + \varepsilon)\psi_j(s_0)$$

for suitable coefficients $c_{ij}(s_0, \varepsilon) \in \mathbb{C}$, $i, j = 1, \ldots, D$. One rather obvious bound on these coefficients is

$$\|c_i(s_0, \varepsilon)\|_1 := \sum_j |c_{ij}(s_0, \varepsilon)| \leq 2\sqrt{D}$$
for $\varepsilon > 0$ small enough. Finally we define

$$\xi := \frac{g + 4C_\mu\|\Phi\|}{\mu g} = \frac{1}{\mu} + \frac{2\varepsilon}{g}$$

(3.4)

which will be the relevant length scale for our locality estimates. The second equality shows that it is related to the (largest) natural length scales in the system.

**Proposition 3.1.** For every $\mu' < 1/\xi$, there is $\varepsilon_0 > 0$ so that, for all $\varepsilon < \varepsilon_0$, $s_0 \in [0, 1 - \varepsilon]$, $i = 1, \ldots, D$, and $l > 0$, there exists a local operator $R_l^i(s_0, \varepsilon)$ with support in the $l$-fattening $K_i$ and satisfying

$$\|R_l^i(s_0, \varepsilon)\| \leq |\sigma_{in}(s_0)| + 1$$

(3.5)

and

$$\|(P(s_0 + \varepsilon) - R_l^i(s_0, \varepsilon))\psi_i(s_0)\| = e^{-\mu' l}O(\varepsilon)$$

(3.6)

The short proof is postponed to a later section. It relies on an idea from [8] to approximate spectral projection of gapped spectrum by a Gaussian integral of the time evolution operator, which then is accessible by perturbation theory and the Lieb–Robinson bounds.

### 3.2. The Main Result

A relation between eigenvectors $\psi_i(0)$ and $\psi_i(1)$ from the beginning and end of the the path $H(s)$ can be obtained by iterating the result from the previous paragraph. For $n \geq 1$ large enough (in the same sense as $\varepsilon$ small enough), we can substitute $P(m/n)$ by $R_{m-1}^i((m-1)/2, 1/n)$ as from the Proposition in each term of

$$\psi_i(1) = \sum_{i_0, \ldots, i_{n-1}} \left( \prod_{k=1}^n c_{i_{k+1}i_k}(k/n, 1/n) \right) P(1) \ldots P(2/n)P(1/n)\psi_i(0)$$

(3.7)

Therefore, the following Theorem is an immediate consequence of the Proposition. This is the result that motivates the title of the present article.

**Theorem 3.2.** For a Hamiltonian path $H(s)$ as introduced above and for every $\mu' < 1/\xi$, there is a constant $C \geq 0$, such that, for any $l > 0$ and $i = 1, \ldots, D$, there exist local operators $L_{ij}^l$, $j = 1, \ldots, D$, with support in the $l$-fattening $K_i$, which take eigenvectors from the sector of $H(0)$ to those of $H(1)$ according to

$$\|\psi_i(1) - \sum_j L_{ij}^l \psi_j(0)\| \leq C e^{-\mu' l}$$

(3.8)

and which are uniformly bounded by $\|L_{ij}^l\| \leq C$.

Note again that the constant $C$ may grow with the number of steps $n$ needed to follow the path in sufficiently small steps of size $\varepsilon = 1/n$ (see the Proposition) and therefore may depend on all the model parameters.

### 4. Applications

We present two examples where the above results give a useful insight.

#### 4.1. Impurities in Systems with Unique Ground State

Let $\Phi \in B_\mu(\Gamma)$ be as above. However, we now assume additionally that each Hamiltonian $H_k^\phi$ has a spectral gap $\gamma > 0$ above a non-degenerate ground state energy. Let $\psi^\alpha$ be a normalized ground state vector, which is hence unique up to a phase factor. To each perturbation site $k \in K$ we attach a finite dimensional Hilbert space $T_k$ depicting the degrees of freedom of an impurity. In other words we redefine the single-site Hilbert space to become $H_k \otimes T_k$. The interaction $\Phi$ will be naturally viewed as family of operators on the larger space which act trivially on $I := \bigotimes_k T_k$. The energy of each impurity and its coupling to the rest of the system is described by a self-adjoint operator $W_k$ on $H_k \otimes T_k$. To put ourselves in the context of Proposition 3.1 we assume that $H \equiv H_\Lambda$ can be connected to

$$H' := H + W := H + \sum_k W_k$$

(4.1)
by a smooth path of gapped Hamiltonians satisfying the main assumption of Section 2.2 with a \( \dim(I) = D \)-dimensional sector. In particular, all is uniform in the volume \( \Lambda \) which is therefore suppressed in the notation. By basic perturbation theory, the main assumption is surely satisfied if the norm of \( W \) is smaller than \( \gamma \). If all \( I_k \cong \mathbb{C} \) are merely one dimensional Hilbert spaces, the overall Hilbert space and dimension of the ground state sector is not extended at all. Our results then effectively describe the influence of local perturbations on systems with unique gapped ground state, which was studied in detail in [5].

Let \( \{\psi'_i\}, i = 1, \ldots, D \), be an orthonormal set of eigenvectors from the sector of \( H' \). Let \( P \) be the (orthogonal) sector projection for \( H' \) and \( P \) the one for the sector of \( H \). Note that the range of \( P \) is the subspace of product vectors of the form \( \psi^{gs} \otimes \phi \) with \( \phi \in I \).

**Proposition 4.1.** For every \( \mu' < 1/\xi \), there is a constant \( C > 0 \), such that for every length \( l > 0 \) and local observable \( A \) with support outside of the \( l \)-fattening \( K_l \)

\[
\left| \langle \psi'_i, A\psi'_i \rangle - \langle \psi^{gs}, A\psi^{gs} \rangle \right| \leq C\|\partial^B K_{l/2}\|A\|e^{-\mu' l} \quad i = 1, \ldots, D \quad (4.2)
\]

For every \( l \geq 0 \) there furthermore exists a local operator \( T_l \) with support within \( K_l \) which transforms the sector projection with exponential accuracy

\[
\|P' - T_l^* P T_l\| \leq C e^{-\mu' l} \quad (4.3)
\]

The norm of \( T_l \) is bounded by \( C \).

As mentioned before, the proof combines Theorem 3.2 with the exponential clustering Theorem for unique ground states (see Theorem 6.1) in a short computation, which can be found in the proofs section. The sector projection can be approximated as in (4.3) because of the simple product structure of vectors in the unperturbed sector, but does not seem to be implied by the Theorem in general. However, recall once again that in general (4.3) holds with a sub-exponential bound by the spectral flow technique, see (2.11). In physically relevant models \( |\partial^B K_{l/2}| \) usually grows only polynomially in \( l \), so that this factor in (4.2) can be eliminated by choosing a slightly smaller decay parameter \( \mu' \).

**4.1.1. Exponential Decay of Correlations.** It is well known that gapped unique ground states arising from local interactions as above exhibit exponential decay of spatial (truncated) correlations, also called the exponential clustering property. The same was shown to hold for states defined through spectral projections on gapped sectors of eigenvalues which approach the ground state energy in the thermodynamic limit [16, 25]. For our model with a single impurity we state a (modified) exponential clustering property for all states defined by eigenvectors in the low-lying sector. In particular it holds for any true ground state (in finite volume) independent of the gap to the energy of the next highest excitation, which may be small but non-vanishing for all volumes. This is not surprising since we just showed that each sector state is identical to a gapped unique ground state away from the impurity and since, intuitively, one would expect the correlation length to be determined by bulk properties, e.g. a kind of ‘bulk gap’, of the system.

For two subsets \( X, Y \subset \Lambda \), which will be the supports of observables \( A \) and \( B \), and depending on the perturbation set \( K \), we define an effective distance \( d_K(X, Y) \) as the smallest number \( l \geq 0 \) such that \( X_l \cup Y_l \cup K_l \) has a connected component containing both \( X \) and \( Y \). Our next result shows that correlations decay exponentially in this effective distance for a single impurity \( K = \{k\} \) and we assume that \( |\partial^B K_l| \) increases at most polynomially in \( l \).

**Proposition 4.2.** If \( |K| = 1 \) and for every \( \mu' < 1/\xi \), there is a constant \( C > 0 \), so that, for every pair of observables \( A, B \) with support in \( X, Y \)

\[
\left| \langle \psi'_i, AB\psi'_i \rangle - \langle \psi'_i, A\psi'_i \rangle \langle \psi'_i, B\psi'_i \rangle \right| \leq C \|A\| \|B\| e^{-\mu' d_K(X,Y)} \quad (4.4)
\]
for $i = 1, \ldots, D$.

For several impurities the different regions around them may be correlated for arbitrary distances for states from (entangled) eigenvectors already due to possible degeneracies (or almost degeneracies) in the spectrum. This can of course already be seen for $W = 0$. For the average of sector states, i.e. the state defined through the sector projection $\omega(\cdot) = \frac{1}{D} \text{tr}(P^\prime \cdot)$, we would still expect exponential clustering to hold as above if the impurities can be coupled to the system one after another along a gapped path, but are not able to show it. However, in this case ‘sub-exponential’ decay of correlations can be shown with the help of the spectral flow technique, pointing out the deficiency of Theorem 3.2 of not being implemented by a unitary flow.

4.2. Impurities in Systems with Topological Quantum Order. Another interesting class of models for which Theorem 3.2 translates into exponentially sharp locality estimates are those with topological quantum order (defined below). To account for the topological aspects of such systems, each volume $\Lambda$ here is a finite graph imbedded on a possibly non-trivial surface rather than a finite subgraph of a common infinite volume $\Gamma$. For the sake of concreteness, we restrict to two dimensional square lattices $\Lambda = \mathbb{Z}_L \times \mathbb{Z}_L$ of length $L$ with periodic boundary conditions (imbeddings on a torus) and to translation invariant finite-range interactions. This restriction includes one of the most prominent examples with topological order, Kitaev’s toric code, see [10]. To relate the models at different $L$, we fix a $\mu$ and we assume that the model parameters $\|F_0\|, C_\mu$, and $v$ converge to finite non-zero values as $L \to \infty$. This puts us in a setting where Theorem 3.2 applies (\(\Lambda\)-uniformly).

We are concerned with impurity models which are set up for each such $\Lambda$ in the same way as in the previous section and the same notation and assumptions will be used. The only change we make is that we dismiss the requirement of a unique ground state for $H$ and instead we assume, for each volume $\Lambda$, the ground states of $H$ possess topological quantum order (TQO) defined as in [3, 4, 5], see also [26].

For any local observable $A$ whose support $X$ is contained within a square of side length $L^*$ there is $z \in \mathbb{C}$, so that $PAP = zP$.

This implies that different ground states cannot be distinguished by measurements localized on length scales up to $L^*$. Typically we have in mind that $L^*$ increases as a function of the system’s size $L$, e. g. that $L^* \geq L^a$ for some $a > 0$.

Proposition 4.3. For every $\mu' < 1/\xi$, there is a constant $C > 0$, such that the following holds for every length $l \geq 0$: If $A$ is a local observable with support $X$ outside the fattening $K_l$ of the impurity set $K$ such that the union $X \cup K_{l/2}$ is contained in a square of side length $L^*$, then
\[
\left| \langle \psi_i', A\psi_j' \rangle - z\delta_{ij} \right| \leq C\|A\| e^{-\mu' l}
\] for $i, j = 1, \ldots, D$ and where $z \in \mathbb{C}$ is given by $PAP = zP$.

The Proposition shows that away from the impurities in the system (or from perturbations if all $\mathcal{L}_k \cong \mathbb{C}$) the measurements of local (up to $L^*$) observables remain unchanged with exponential accuracy. Moreover, in this region (TQO) persist ‘with error’ that is exponentially decreasing. This terminology was coined in [5]. The proof can again be given in a short calculation combining Theorem 3.2 and the exponential clustering Theorem 6.1 this time for ground states which are not unique.

5. Simple Example of an Exponentially Local Spectral Flow

Here we present a particular impurity model in the same setup as above for which it is not difficult to construct a unitary exponentially local spectral flow. We are dealing with a $\nu$-dimensional lattice of $S = 1/2$ spins, i.e. $\mathcal{H}_L \cong \mathbb{C}^2$, and restrict to cubic volumes
\( \Lambda = \mathbb{Z}_L^\nu \) of length \( L \) with periodic boundary conditions. The bulk interaction is that of an ‘xy-model’ with Hamiltonian

\[
H = - \sum_{d(x,y)=1} (S_x^1 S_y^1 + S_x^2 S_y^2) + \sum_x (u(x) + 2 \nu) (1/2 + S_x^3)
\]  

(5.1)

where \( S_x^i, i = 1, 2, 3 \), are the Pauli matrices at site \( x \). For \( u \) we take a positive function bounded below by \( u(x) \geq \gamma \), for \( \gamma > 0 \), which then is also the spectral gap above the zero ground state energy. The ground state is the product of ‘spin-down’ vectors (eigenvectors of \( S_x^3 \) and eigenvalue \( -1/2 \)) and frustration-free. Note that \((1/2 + S_x^3)\) is the orthogonal projection onto the ‘spin-up’ state and that in the first sum we can replace \( S_x^1 S_y^1 + S_x^2 S_y^2 \) by \( S_x^+ S_y^- \) in terms of the spin raising/lowering operators \( S_x^\pm = S_x^1 \pm iS_x^2 \). In fact, this model is unitarily equivalent to a system of hard core bosons where sites occupied by a boson correspond to those being in spin-up state (sometimes called Matsubara–Matsueda correspondence [23]). Locality of operators is strictly preserved. Using standard second quantization notation, see e.g. [17],

\[
H \cong \hat{H} := P_{hc} d\Gamma(-\Delta + u) P_{hc}
\]

(5.2)

where \( P_{hc} \) is the orthogonal projection on the subspace of bosonic Fock space \( \Gamma(P(A)) \) with at most one Boson per site (hard core condition). \( \Delta \) denotes the discrete Laplacian. The particle number is conserved in this many-boson system just as our \( xy \)-model conserves the spin, i.e. \([H, \sum S_x^3] = 0\).

We now add an impurity at a single site, \( K = \{ k \} \), which itself consists of \( N \) spins with Hilbert space \( \mathcal{I} = (\mathbb{C}^2)^\otimes N \). This is equivalent to adding \( N \) sites \( I = \{ i_1, \ldots, i_N \} \) on the Boson model side of the correspondence. The coupling to the system is described by a smooth path \( W(s) \) of spin-conserving operators on \( \mathcal{H}_k \otimes \mathcal{I} \) with \( H(0) = H \), so that \( H(s) = H + W(s) \) maintains a \( 2^N \)-dimensional \( g \)-gapped sector. Recall that we denoted with \( C_W \) the maximal norm of the derivative of \( W \). Initially, any state with Bosons located only at the Impurity’s sites is a ground state. By the assumption of spin/particle number conservation along the path, the low-lying sector is fully described by eigenfunctions of a few-particle system (up to \( N \)). These decay exponentially, making the model so tractable.

**Proposition 5.1.** Let \( P(s) \) be the spectral sector projections for the low-lying sector along the path of Hamiltonians \( H(s) \) in the \( xy \)-model with impurity as defined above. There are \( C, \mu' > 0 \) depending only on \( g \) and \( N \), such that the following holds: for every length \( l \in [0, \infty] \), there is a smooth path of self-adjoint operators \( G_l(s) \) and of unitary operators \( U_l(s) \) with support in the \( l \)-flattening \( K_l \) of the impurity site, which satisfy

\[
\left\| P(s) - U_l(s) P(0) U_l^*(s) \right\| \leq C e^{-\mu' l}
\]

(5.3)

and solve

\[
- i \partial_s U_l(s) = G_l(s) U_l(s), \quad U_l(0) = \mathbb{1}
\]

(5.4)

We only give a brief sketch of the proof: We show that Kato’s ‘transformation function’, see II. § 4 in [17], which is a particular choice of a spectral flow, is exponentially quasilocal for our model. It is defined as the unique solution \( U(s) \) of (A.1) generated by the commutator

\[
G(s) := i [P(s), \partial_s P(s)]
\]

(5.5)

and satisfies (A.3) with \( l = \infty \). For \( n \geq 0 \), let \( H^{(n)}(s) \) and \( P^{(n)}(s) \) be the restrictions of \( H(s) \) and \( P(s) \) to the invariant \( n \)-spin (particle) subspace. If \( n > N \), note that \( P^{(n)}(s) = 0 \), which implies \( G^{(n)}(s) = 0 \) and \( U^{(n)}(s) = \mathbb{1} \) for the restrictions of \( G(s) \) and \( U(s) \). By the holomorphic functional calculus, the sector projection and its derivative can be expressed
in terms of the resolvent as
\[ P^{(n)}(s) = -\frac{1}{2\pi i} \int_{\mathcal{C}(s)} dz \left( H^{(n)}(s) - z \right)^{-1} \]
\[ \partial_s P^{(n)}(s) = -\frac{1}{2\pi i} \int_{\mathcal{C}(s)} dz \left( H^{(n)}(s) - z \right)^{-1} \partial_s W^{(n)}(s) \left( H^{(n)}(s) - z \right)^{-1} \]
for a family of contours $\mathcal{C}(s)$ at distance of at least $g/2$ to the spectrum and enclosing the low-lying spectrum. Switching to the particle description of our model, $H^{(n)}(s)$ is unitarily equivalent to to an $n$-particle discrete Schrödinger operator on (the symmetric hard-core subspace of) $l^2((\Lambda \cup I)^n)$. For such operators, a Combes–Thomas type estimate \[6\] shows that the matrix elements of the resolvent as in the above integrals decay exponentially away from the diagonal in the canonical position basis. The length scale of this decay may increase with the dimension $n$ and as the gap closes (for $z \in \mathcal{C}(s)$).

Therefore, we can define $G_i(s)$ of the Proposition as the direct sum (from 0 to $N$) of these truncations and $U_l(s)$ as the corresponding unique solution of differential equation \[55\].

6. Proofs and Calculations

**Proposition 3.1.**

*Proof.* First recall that changes of the interaction at single sites as from the perturbation $W(s)$ do not affect the interaction strength $\|\Phi\|_p^p$ and in particular not the Lieb–Robinson velocity $v$. Therefore the following holds uniformly throughout the path, i.e., for every path parameter $s_0$. Here we view $	ilde{V} := H(s_0 + \varepsilon) - H(s_0)$ as small perturbation of $H(s_0)$, which is bounded by $\|V\| \leq \varepsilon C W$. We also abbreviate $H_0 \equiv H(s_0), H \equiv H(s_0 + \varepsilon)$ and the sector projections $P_0 \equiv P(s_0)$ and $P \equiv P(s_0 + \varepsilon)$. For any eigenvalue $\lambda \in \sigma \equiv \sigma(s_0 + \varepsilon)$ and for any given parameter $\alpha > 0$ and we introduce the operator

\[ \mathcal{P} := (\alpha/\pi)^{-1/2} \int_{\mathbb{R}} dt e^{-\alpha t^2} e^{it(H - \lambda)} \]

(6.1)

By inserting the spectral decomposition

\[ H - \lambda = \sum_{\kappa \in \sigma} (\kappa - \lambda) Q_\kappa \]

(6.2)

where $Q_\kappa$ is the spectral projection for $H$ and eigenvalue $\kappa$, and noting that the Fourier transform of Gaussian is again Gaussian, we find that

\[ \mathcal{P}_\lambda := \sum_{\kappa \in \sigma} e^{-\frac{1}{\alpha}(\kappa - \lambda)^2} Q_\kappa \]

(6.3)

Then there is a linear combination of these operators

\[ \mathcal{P} := \sum_{\lambda \in \sigma_{\text{in}}} a_\lambda \mathcal{P}_\lambda, \quad 0 < a_\lambda < 1 \]

(6.4)

where the sum runs over all eigenvalues in the sector $\sigma_{\text{in}} \equiv \sigma_{\text{in}}(s_0 + \varepsilon)$, that satisfies (we also set $\sigma_{\text{out}} \equiv \sigma_{\text{out}}(s_0 + \varepsilon)$)

\[ \mathcal{P} - P = \sum_{\kappa \in \sigma_{\text{out}}} \sum_{\lambda \in \sigma_{\text{in}}} e^{-\frac{1}{\alpha}(\kappa - \lambda)^2} Q_\kappa \]

(6.5)

By spectral perturbation theory $\|Q_\kappa P_0\| = O(\varepsilon)$ for $\kappa \in \sigma_{\text{out}}$, and by the gap assumption we therefore obtain

\[ \|(\mathcal{P} - P)P_0\| = e^{-\frac{1}{\alpha}g^2} \cdot O(\varepsilon) \]

(6.6)
In a next step each exponential in (6.1) is replaced by its Dyson–Phillips series, which is norm convergent in our finite dimensional setting,

$$e^{it(H - \lambda)} = \sum_{n=0}^{\infty} t^n \int_0^t dt_1 \cdots \int_0^{t_{n-1}} dt_n \tau^0_{t_n} (V) \cdots \tau^0_{t_1} (V) e^{i(H_0 - \lambda)}$$  \hspace{1cm} (6.7)

Here $\psi_i^0$ indicates the time evolution belonging to the Hamiltonian $H_0$ and the $(n = 0)$ term in the sum is taken to be the identity. If $\psi_i^0$ is an eigenvector for an eigenvalue $\lambda_i^0$ in the sector of $H_0$, then we can rewrite

$$\mathcal{P}_i \psi_i^0 = \sum_{\lambda \in \sigma_{\mu}} a_{\lambda} (\alpha/\pi)^{-1/2} \int_{\mathbb{R}} dt \, e^{-\alpha t^2} e^{it(H - \lambda)} e^{-it(H_0 - \lambda)} e^{it(\lambda_i^0 - \lambda)} \psi_i^0$$

$$= \sum_{\lambda \in \sigma_{\mu}} a_{\lambda} (\alpha/\pi)^{-1/2} \int_{\mathbb{R}} dt \, e^{-\alpha t^2} e^{it(\lambda_i^0 - \lambda)}$$

$$= \sum_{n=0}^{\infty} t^n \int_0^t dt_1 \cdots \int_0^{t_{n-1}} dt_n \tau^0_{t_n} (V) \cdots \tau^0_{t_1} (V) \psi_i^0$$  \hspace{1cm} (6.8)

where we also introduced a parameter $T \geq 0$ and where the operators $R_i^{\geq T}$ and $R_i^{\leq T}$ are defined by restricting the $t$-integration to $|t| \geq T$ and $|t| \leq T$ respectively. The $(n = 0)$ term is exclusively added to $R_i^{\leq T}$. We now show that both terms in $R_i := R_i^{\geq T} + R_i^{\leq T}$ can be well approximated by a local operator with support in $K_l$ if we choose

$$\alpha := \frac{g + 4C_\mu ||\Phi||_\mu}{4\mu l} \quad \text{and} \quad T := \frac{4C_\mu ||\Phi||_\mu l}{(g + 4C_\mu ||\Phi||_\mu)v}$$  \hspace{1cm} (6.9)

giving the three equalities

$$\frac{g^2}{4\alpha} \alpha T^2, \mu(l - vT) = \frac{\mu gl}{g + 4C_\mu ||\Phi||_\mu}$$  \hspace{1cm} (6.10)

which will be the dominant exponents in the next estimates.

In fact, the effect of $R_i^{\geq T}$ is so small that its locality is irrelevant. A computation gives the following upper bound on its norm,

$$2 \sum_{\lambda \in \sigma_{\mu}} a_{\lambda} (\alpha/\pi)^{-1/2} \int_{t \geq T} dt \, e^{-\alpha t^2} t||V|| e^{it||V||} = e^{-\mu'T} O(\varepsilon)$$  \hspace{1cm} (6.11)

for any

$$\mu' \leq \frac{\mu g}{g + 4C_\mu ||\Phi||_\mu}$$  \hspace{1cm} (6.12)

and $\varepsilon$ small enough. Concerning the second term $R_i^{\leq T}$, we can make use of the the Lieb–Robinson bound at small times $|t| \leq T$ for the time evolution of the perturbation $\tau^0_{t}(V)$. Let $A \in \mathcal{A}_X$ be any operator with support $X \subset A \setminus K_l$, i.e., at least a distance $l$ away from the perturbation in $K$, then its commutator with $R_i^{\leq T}$ is bounded by

$$||[A, R_i^{\leq T}]|| \leq \frac{2||F_0||_\mu ||A|| ||K|| e^{-\mu' (l - vT)} \sum_{n=1}^{\infty} n ||V||_\mu^n \frac{n!}{n!} (||V||_T)^n}{C_\mu}$$

$$= \frac{||A|| e^{-\mu'T} O(\varepsilon)}{||V||_\mu}$$  \hspace{1cm} (6.13)

for $\varepsilon$ small enough. Therefore (see e.g. [23]) the normalized partial trace

$$R_i^{\leq T, l} := \frac{1}{\dim \mathcal{H}_{A \setminus K_l}} Tr_{A \setminus K_l} (R_i^{\leq T})$$  \hspace{1cm} (6.14)
which clearly has support in $K_i$, satisfies
\[
\left\| R^\leq_{\epsilon} - R^\geq_{\epsilon} \right\| = e^{-\mu' t} O(\epsilon) \tag{6.15}
\]
By the definition of the constants $\alpha$ and $T$, equation (6.6) becomes
\[
\left\| (P - P) P_0 \right\| = e^{-\mu' t} O(\epsilon) \tag{6.16}
\]
Putting it all together we find that (6.3) in the proposition holds for $R^1_\epsilon(s_0, \epsilon) := R^\leq_{\epsilon}$ and that (6.5) can be obtained from
\[
\left\| R_\epsilon \right\| \leq \sum_{\Lambda \in \sigma_m} a_\Lambda \leq |\sigma_m(s_0)| \tag{6.17}
\]

\[\Box\]

**Proposition 4.1**

**Proof.** First we choose an orthonormal basis $\{\psi_i\}$ in the ground state subspace of the unperturbed Hamiltonian $H$ of the form $\psi_i = \psi^{j\Phi} \otimes \phi_i$, $i = 1, \ldots, D$, with $\phi_i \in \mathbb{I}$ and in Dirac’s notation we define the local operators $I_{ij} = |\phi_i\rangle\langle\phi_j|$ acting non-trivially on $\mathbb{I}$. By Theorem 3.2 there exist, for any length $l \geq 0$, local operators $L_{ij}$ with support in $K_i$, so that the eigenvectors $\psi_i$ in the system coupled to impurities satisfy
\[
\left\| \psi_i - \sum_j L_{ij} \phi_i \right\| \leq (\text{const.}) e^{-\mu' t} \tag{6.18}
\]
where here and in the following `(const.)' stands for a constant that may change from line to line, but may only depend on the fixed model parameters (not the volume). The greatest of these possibly different constants qualifies as the constant $C$ in the Proposition. \(\mu'\) is of course taken from the Theorem. Therefore the perturbed sector projection can be approximated according to
\[
\left\| P' - \sum_{i,p,q} L_{ij} P_{ij} L_{ij} \right\| \leq (\text{const.}) e^{-\mu' t} \tag{6.19}
\]
and we arrive at (6.3) with
\[
T_l := \sum_{ij} L_{ij} \tag{6.20}
\]
Concerning the first part of the Proposition note that
\[
\left| (\psi_i', A\psi_i') - \sum_{m,n} (\psi_m, A\psi_m) \right| \leq (\text{const.}) e^{-\mu' t/2} \tag{6.21}
\]
again with the aid of Theorem 6.2. The proof would be complete if we knew that
\[
\left| (\psi_m, A_{mp} L_{ij}^{1/2} \psi_m) - (\psi_m, A\psi_m) \right| \leq (\text{const.}) e^{-\mu' t/2} \tag{6.22}
\]
for any $m = 1, \ldots, D$ and $\mu' > 0$ as specified in the Proposition, which is the content of the following exponential clustering Theorem (revisit section 2.1 for underlying definitions and assumptions).

**Theorem 6.1** [22]. Let $\mu > 0$ and $\Phi \in \mathcal{R}_0(\Gamma)$ as before. Given $g > 0$ there exist constants $\mu', c > 0$ such that, if $H_0^\Phi$ has a g-gapped ground state energy for a volume $\Lambda$ and if $\Omega$ is a normalized ground state vector of $H_0^\Phi$, then
\[
\left| \langle \Omega, AB \Omega \rangle \right| \leq c\|A\|\|B\| \min\{\|\partial^H X\|, \|\partial^H Y\|\} e^{-\mu' d(X,Y)} \tag{6.23}
\]
for all local observables $A,B$ with support in $X,Y$, which satisfy $P\Omega = PA\Omega = 0$ with $P$ being the spectral projection for the ground state subspace. The decay parameter can be chosen as

$$\mu' = \frac{\mu g}{g + 4C_\mu\|\Phi\|_\mu} \tag{6.24}$$

This type of Theorem dates back to [12, 16, 21]. In case that the ground state energy is a non-degenerate eigenvalue of $H_X^\Phi$ (as is relevant for the present proof), we can drop the condition on $A$ and instead of (6.24) we obtain

$$\left|\langle \Omega, AB\Omega \rangle - \langle \Omega, A\Omega \rangle\langle \Omega, B\Omega \rangle\right| \leq c\|A\|\|B\| \min\{\|\partial^g X\|, \|\partial^g Y\|\} e^{-\mu' d(X,Y)} \tag{6.25}$$

for all observables $A,B$ with support in $X,Y$.

\[\square\]

**Proposition 4.2**

**Proof.** If $d(X,Y)$ is smaller than or equal to the distance of $X$ and $Y$ to the perturbation set $K$, then exponential clustering for $\omega'_i$ is an immediate consequence of Proposition 4.1 knowing that $\omega^{gs}$ has this property, see Theorem 6.1. More generally, we use again that $\psi'_i \approx \sum_j L_{ij}^L \psi_j$ as in (6.18) and that $L_{ij}^L$ commutes with either $A$ and/or $B$, let’s say $B$, for $l = d(K(X,Y))/2$. In the same way that (6.21) was obtained in the previous proof we arrive at

$$\left|\langle \psi'_i, AB\psi'_i \rangle - \sum_{p,q} \langle \psi'',_{i,m}, I_{mp} \lambda_{ip}^* \lambda_{iq}^* I_{qm} B \psi''_{i,m} \rangle \right| \leq (\text{const.}) e^{-\mu' l} \tag{6.26}$$

Since the distance $d(X \cup K_l, Y)$ between the support of each $I_{mp} \lambda_{ip}^* \lambda_{iq}^* I_{qm}$ and of $B$ is at least $d(K(X,Y))$ and since we assumed that $|\partial^g K_l|$ grows slower than exponentially in $l$, the exponential clustering Theorem can be used to finish the proof.

\[\square\]

**Proposition 4.3**

**Proof.** We essentially follow the proof for Proposition 4.1 with adaptations due to the possible, say $f$-fold, degeneracy of the ground state energy for the bulk system (without the impurities). Let $\{\psi_i\}$ be an orthonormal basis in the ground state subspace for $H$ of the form

$$\psi_i = \psi_i^{gs} \otimes \phi_{i_K}, \quad i \equiv (i_b, i_K)$$

$$i_b = 1, \ldots, f, \quad i_K = 1, \ldots, \dim(I) \tag{6.27}$$

Note that $D = f \cdot \dim(I)$. By using Theorem 3.2 and the local transition operators $I_{i_K, j_K}$ as before we find

$$\left|\langle \psi'_i, A\psi'_j \rangle - \sum_{p,q} \langle \psi_{(p_b, m_K)}, A I_{m_K, p_b} \lambda_{ip}^* \lambda_{iq}^* I_{qm} \psi_{(q_b, m_K)} \rangle \right| \leq (\text{const.}) e^{-\mu' l/2} \tag{6.28}$$

for any $m_K = 1, \ldots, \dim(I)$. By the definition of the local transformation operators and assumptions of the Proposition, the support of

$$AI_{m_K, p_b} \lambda_{ip}^* \lambda_{iq}^* I_{qm}$$

lies within a square of length $L^*$ and therefore those terms in the sum with $p_b \neq q_b$ vanish as a consequence of the (TQO) condition. We can assume that the support $X$ of $A$ is disjoint from $K$ otherwise there is nothing to be proven. On the square lattice $|\partial^g K_{1/2}|$ only grows polynomially in $l$. Again by the (TQO) condition

$$\langle \psi_{(p_b, m_K)}, A \psi_{(q_b, m_K)} \rangle = z\delta_{p_b, q_b} \tag{6.29}$$
and in particular

\[ P(A - z)\psi(p_b, m_K) = P(A^* - \bar{z})\psi(p_b, m_K) = 0 \]

(6.30)

for all \( p_b \) and \( m_K \), so that the exponential clustering Theorem 6.1 can be used to finish the proof.

\[ \square \]
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