Bright and highly valley polarized trions in chemically doped monolayer MoS2
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We demonstrate the effect of p-type dopant F4TCNQ molecular adsorption on the photoluminescence (PL) and valley polarization properties of trions in monolayer (1L) MoS2 at 15 K using a spatial PL mapping method. Trion PL intensity considerably increased after the treatment, which was attributed to the extended trion nonradiative lifetime (~70 ps). Trion valley polarization as high as 0.75 showed a negligible decrease after the chemical treatment, as is the manifestation of a long trion valley lifetime of more than nanoseconds order. The results suggest that this method will be useful for future optovalleytronics applications of these materials. © 2020 The Japan Society of Applied Physics
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Monolayer (1L) transition metal dichalcogenides (TMDs) show promise for future applications in electronics and optoelectronics beyond graphene because of their finite direct band gaps and readily tuneable physical and electrical properties.1–3 Some 1L TMDs, such as MoS2 and WS2, possess two degenerate valleys, K and K′, at the corners of the hexagonal Brillouin zone. The strong spin–orbit interaction and their broken spatial inversion symmetry enable a mutual conversion between valley polarized excitons/charged excitons (trions) and circularly polarized photons.5,6 This unique characteristic makes these 1L materials attractive, especially for exploiting valleytronics or optovalleytronics that make use of the valley degree of freedom for fast and energy-saving information processing.6–10 Previous reports showed that exciton valley polarization can be modulated using a magnetic field,1–14 photon-upconversion process,5,16 carrier density,17–22 and van der Waals engineering.23–26 However, a short valley lifetime of bright excitons in 1L TMDs has been reported and is considered as a major limitation for the application of valley polarization.27–29 By contrast, trions, which are three-body charged excitonic bound states of electrons and holes, are expected to exhibit a much longer valley lifetime compared to excitons;30,31 thus, they could potentially function as an alternative information carrier in optovalleytronics.30,31 However, trion emission is normally very weak and spatially heterogeneous, which prohibits the realistic application of trions in these materials. Many methods have been used to enhance or increase PL emission efficiency, such as using an h-BN substrate or chemical treatment,3,4,32–34 and the valley lifetime, such as heterostructure methods.37,38 Among the available methods, chemical doping using the p-type dopant molecule F2TCNQ is an easy and effective method to modify exciton/trion PL emission properties.35 However, the effect of F2TCNQ treatment on the trion valley polarization property at low temperature requires further clarification.

Here, we evaluate the PL and valley polarization characteristics of 1L MoS2 on a SiO2/Si substrate before and after the F2TCNQ treatment. A polarization-resolved PL mapping method was used to investigate the position-dependent PL and valley polarization properties of the whole sample. The results indicated that after the treatment, the average PL intensity at room temperature increased more than 7 times, which is consistent with previous reports.3 At 15 K, trion PL intensity also increased after the F2TCNQ treatment. We confirmed that the trion PL intensity enhancement is likely caused by an increase in the trion effective lifetime from <~20 ps (the lower limit of our detection system) to ~70 ps. Moreover, we found that the spatial uniformity of valley polarization of trions increased compared to the untreated samples, with the average trion valley polarization retained as high as 0.75 after the treatment. The near constant degree of valley optimization with increased trion lifetime suggests a long trion valley lifetime of more than nanoseconds order, which is much longer than the neutral bright exciton valley lifetimes that are in the order of a few tens of picoseconds.39,40,41 These results highlight the usefulness of bright and highly valley polarized trion PL in F4TCNQ-treated 1L MoS2 in optovalleytronics.

1L MoS2 was prepared using a standard mechanical exfoliation method from the bulk crystal (h2 graphene) and then transferred onto a SiO2/Si substrate.40 The thickness was first identified using the optical contrast and confirmed using Raman and PL spectroscopy.41,42 The F4TCNQ treatment was performed at room temperature in air using a drop cast method.43 Before and after the F4TCNQ treatment, PL spectra under excitation using a laser of 532 nm (2.33 eV) were measured using a micro-PL setup (Nanophoton RAMAN-FM). Valley polarization measurements were carried out at a home-built optical setup with an excitation wavelength of 633 nm (1.96 eV), which is near the resonance of A-exciton absorption in 1L MoS2 at 15 K and is known to yield higher valley polarization of trions than 532 nm (2.33 eV) excitation.7 The circularly polarized excitation light (≈) was obtained by inserting a linear polarizer and a quarter wave plate in front of the objective lens. The schematic of the optical setup is shown in Fig. S1 (supplementary data is available online at stacks.iop.org/APEX/13/035002/mmedia). For the time-correlated single-photon counting method, a Si avalanche photodiode was used as a detector under a pulsed excitation of 580 nm (2.14 eV) light extracted from broadband supercontinuum light (~20 ps in duration and 40 MHz in frequency) using a monochromator and optical filters.

Figure 1(a) shows the sample image of 1L MoS2 under the optical microscope. The PL spectra before and after the treatment under excitation using a 532 nm laser are shown in...
Fig. 1. (Color online) (a) Optical image of 1L MoS2 on a SiO2/Si substrate. (b) PL spectra of 1L MoS2 before and after the treatment at 300 K excited using a 532 nm (2.33 eV) laser, and inset is the schematic of F4TCNQ treatment using a drop cast method. (c) and (d): PL intensity maps from PL spectra of 1L MoS2 before and after the treatment at 300 K excited using a 532 nm (2.33 eV) laser, and inset is the schematic of F4TCNQ chemical doping treatment only affects the trion PL intensity (in arb. units), comparing with the PL decay profile before the treatment (Black). (b) Effective PL lifetime of trions at various points plotted as a function of the corresponding trion PL intensity. likely caused by the increased nonradiative lifetime of trions, which could be attributed to the S vacancy defect (that may function as a nonradiative center) passivated by the molecular absorption, or reduced nonradiative decay pathways of trions owing to reduced carrier-trion scattering. It is noticed that time-resolved PL decay profile/PL intensity in the sample exhibited a position-dependent property as shown in Figs. 1(d) and 2(a). A longer PL decay time was observed at the higher trion PL intensity point [Fig. 2(a)]. To further address the origin of the position-dependent trion PL intensity, effective lifetime $\langle \tau_{\text{eff}} \rangle$ of bright trions was evaluated at various positions on the treated sample. $\langle \tau_{\text{eff}} \rangle$ was obtained via time-resolved PL decay curve fitting using convolutions of the bieponential function $I(t) = C_1 \exp(-t/\tau_1) + C_2 \exp(-t/\tau_2)$ and the IRF, which was then calculated as $\langle \tau_{\text{eff}} \rangle = (C_1 \tau_1 + C_2 \tau_2)/(C_1 + C_2)$. As shown in Fig. 2(b), the results showed that the $\langle \tau_{\text{eff}} \rangle$ considerably increased up to $\approx 70$ ps after the F4TCNQ treatment, and a strong positive correlation between the effective trion PL lifetime $\langle \tau_{\text{eff}} \rangle$ and the trion PL intensity was observed. This result also supports the argument that the trion PL lifetime is dominated by nonradiative relaxation pathways of trions, and the spatial variation in the local defect density or in the condition of passivation is the cause of spatial heterogeneity in the trion PL intensity of the sample.

To compare the trion valley polarization $\rho_\text{val}$ throughout the sample, the valley polarization map was obtained using $\sigma^+$ and $\sigma^-$ polarized PL spectra at all the measured points as shown in Fig. 3(a). The $\rho_\text{val}$ was calculated using the relation $\rho_\text{val} = (I_+ - I_-)/(I_+ + I_-)$, where $I_+$ and $I_-$ are the trion PL intensity with $\sigma^+$ and $\sigma^-$ polarization, respectively. After the treatment, spatial uniformity of the valley polarization increased with the exception of the sample edge points which were affected by numerous factors, such as residual strain, folding, insufficient substrate contacts, and insufficient excitation. The valley polarizations at all points excluding the sample edges were plotted as a function of the corresponding trion PL intensity in Fig. 3(b); however, no considerable change of valley polarization was observed with variation of the PL intensity. These results showed that the F4TCNQ chemical doping treatment only affects the trion PL intensity, and does not increase or decrease the degree of valley polarization of trions.

To further understand this PL intensity-independent valley polarization of trions, valley polarizations at various points...
MoS$_2$ at various positions as a function of the corresponding effective trion PL intensity at various spots before and after the treatment. According to Eq. (1), the correlation of than or is at most comparable to the exciton lifetime in 1L TMDs.7,21,29) The Eq. (1) suggests that electron-hole exchange interaction dominates valley relaxation, respectively.6,7,56) The Eq. (1) implies that from cases involving neutral bright excitons. The extended bright exciton lifetime causes a strong reduction of the trion valley relaxation time $\tau_{v-tr}$ is a manifestation of the lack of an efficient intrinsic valley relaxation mechanism for trions at low temperatures,32) which results in a high valley polarization of trions that is insensitive to the local fluctuations in $\langle \tau_{tr} \rangle$. Thus, the spatial uniformity of valley polarization can be kept high, despite $\langle \tau_{tr} \rangle$ increasing several times after the F$_4$TCNQ treatment.

**Fig. 4.** (Color online) Trion valley polarization of F$_4$TCNQ-treated 1L MoS$_2$ at various positions as a function of the corresponding effective lifetime. The dashed curves are simulated based on Eq. (1) with various $\tau_{v-tr}$ values.

on the sample were plotted as a function of the corresponding effective trion PL lifetimes in Fig. 4, and the results observed were similar to those in Fig. 3(b); uniform trion valley polarization was obtained regardless of the trion effective lifetimes $\langle \tau_{tr} \rangle$ at each point. Under the direct excitation of A-excitons and successive trion generation by carrier capture of the excitons, the steady-state trion valley polarization can be phenomenologically expressed as

$$\rho_{tr} = \frac{1}{1 + \langle \tau_{tr} \rangle / \tau_{v-tr} } \rho_{ex},$$

(1)

where $\langle \tau_{tr} \rangle$, $\tau_{v-tr}$, and $\rho_{ex}$ are effective trion lifetime, trion valley lifetime, and initially created exciton valley polarization, respectively.6,7,29) The Eq. (1) suggests that $\langle \tau_{tr} \rangle$ and $\rho_{tr}$ are correlated in principle.

Interestingly, these observed trends are considerably different from cases involving neutral bright excitons. The extended bright exciton lifetime causes a strong reduction in the steady-state exciton valley polarization because the electron-hole exchange interaction dominates valley relaxation with a time scale of picoseconds, which is much shorter than or is at most comparable to the exciton lifetime in IL TMDs.7,21,29) According to Eq. (1), the correlation of $\langle \tau_{tr} \rangle$/$\tau_{v-tr}$ was simulated and plotted as dashed curves in Fig. 4, where the $\rho_{ex}$ was estimated as 0.8. From the comparison of the experimental data with the simulated curves, $\langle \tau_{tr} \rangle$/$\tau_{v-tr}$ $\ll$ 1 was deduced, which implied that the trion valley relaxation time $\tau_{v-tr}$ was much longer than $\langle \tau_{tr} \rangle$. Considering the maximum $\langle \tau_{tr} \rangle$ is in the order of $\sim$70 ps, $\tau_{v-tr}$ should be in the order of nanoseconds at minimum, which is consistent with previously reported results.39,57,58) This long valley lifetime of trions may be attributed to many reasons: suppressed electron-hole exchange effect in three-body trions compared with excitons, chemical adsorption-induced change in the screening effect of Coulomb interactions, and/or reduced scattering due to passivation of charged vacancy defects. The long trion valley lifetime, $\tau_{v-tr}$, is a manifestation of the lack of an efficient intrinsic valley relaxation mechanism for trions at low temperatures,32) which results in a high valley polarization of trions that is insensitive to the local fluctuations in $\langle \tau_{tr} \rangle$. Thus, the spatial uniformity of valley polarization can be kept high, despite $\langle \tau_{tr} \rangle$ increasing several times after the F$_4$TCNQ treatment.
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