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Abstract. We consider atomistic geometry relaxation in the context of linear tight binding models for point defects. A limiting model as Fermi-temperature is sent to zero is formulated, and an exponential rate of convergence for the nuclei configuration is established. We also formulate the thermodynamic limit model at zero Fermi-temperature, extending the results of [H. Chen, J. Lu, C. Ortner. Arch. Ration. Mech. Anal., 2018]. We discuss the non-trivial relationship between taking zero temperature and thermodynamic limits in the finite Fermi-temperature models.

1. Introduction

Electronic structure calculations are widely used to model and understand a variety of electronic, optical and magnetic phenomena observed in solids [22, 33]. Tight binding models are minimalistic electronic structure models that lie, both in terms of computational cost and accuracy, between ab initio calculations and empirical interatomic potential models. Thus, tight binding models are useful in a number of situations where ab initio calculations are impossible to undertake due to the large system size but are advantageous over empirical methods due to the increased accuracy and significant underlying quantum mechanical effects present. Although interesting in their own right, tight binding models also serve as case studies for the technically much more challenging density functional theory.

In the present work, we consider a linear tight binding model and formulate the limiting model as Fermi-temperature tends to zero. Further, we consider the thermodynamic limit at zero Fermi-temperature and explore the extent to which these two limits commute.

The simulation of local defects in solids remains a major issue in materials science and solid state physics [38, 40]. For a mathematical review of some works related to the modelling of point defects in materials science see [5]. Progress on local defects in the context of Thomas-Fermi-von-Weizsäcker (TFW) and reduced Hartree-Fock (rHF) models has been made in [1, 3, 31] and [2, 25], respectively.

Thermodynamic limit (or bulk limit) problems have been widely studied in the literature. The case of a perfect crystalline lattice has been studied in [31] for the Thomas-Fermi (TF) model, [7] for the TFW model and in [9] and [8] for Hartree and Hartree-Fock type models, respectively. In these papers, the limit of the ground state energy per unit volume and minimising electronic density as domain size tends to infinity are identified in the cases where the energy functionals are convex (that is, for the TF, TFW, restricted Hartree and rHF models). For more general Hartree and Hartree-Fock type models, periodic models have been proposed and shown to be well-posed. In the setting of the rHF model, an exponential rate of convergence for the supercell energy per unit cell is obtained in the case of insulators [24].

It is important to note that in all of the papers mentioned above the nuclei degrees of freedom are fixed on a periodic lattice or with a given defect. Preliminary results concerning the simultaneous relaxation of the electronic structure together with geometry equilibration (of the nuclei positions) can be found in [35] for the TFW model and [10, 12] for tight binding models.

The present work is motivated by [10] which establishes the following two results: (i) under a mild condition on the prescribed number of electrons in the sequence of finite domain approximations, the Fermi level is shown to converge in the thermodynamic limit to that of a perfect crystal and is thus independent of the electron numbers and the defect. This result enables, (ii) the formulation of a unique limiting model in the grand-canonical ensemble for the electrons with chemical potential fixed at the perfect crystal level. The purpose of the present work is to explore the extent to which these results can be extended to the zero Fermi-temperature case, as well as consider the zero Fermi-temperature limit of the model described in [10].
Summary of Results. The main convergence results of [10] and the present work are summarised in Figure 1.
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**Figure 1.** Diagram to illustrate the main results of [10] and the present work. Here, “GCE” denotes the grand canonical ensemble and “CE” the canonical ensemble. The top two thermodynamic limits represent the results of [10] and the results of this paper are indicated on the remaining arrows.

**Thermodynamic Limit.** Since we are interested in the bulk properties of a material with local defects, it is convenient to consider an extended system of infinitely many nuclei. However, to simulate such a system, we must of course restrict ourselves to finite computational domains and impose an artificial boundary condition. Throughout this paper we shall consider periodic boundary conditions for the nuclei (that is, a supercell model) in the form of a torus tight binding model and show that the thermodynamic limit is well defined under some appropriate choice of electron numbers in the sequence of finite domain approximations.

More precisely, we consider linear tight binding models with electrons in the canonical ensemble and at zero Fermi-temperature. We show that, because the zero temperature Fermi levels depend globally on each eigenvalue (and not just on the limiting density of states as in the case of finite Fermi-temperature), the zero temperature Fermi levels only converge in the thermodynamic limit under strict conditions on the number of electrons imposed in the sequence of finite domain approximations. Moreover, the limiting Fermi level depends upon the polluted band structure and consequently also on the defect. Using this, the thermodynamic limit model is shown to be a grand canonical model with chemical potential fixed (but defect-dependent) and given by the limit of the sequence of finite domain Fermi levels. That is, the number of electrons imposed in the sequence of finite domain approximations is critical in identifying a limiting model. This analysis clarifies questions left open in [10] about the effect of Fermi-temperature on the convergence.

**Zero Temperature Limit.** A key feature of zero temperature electronic structure models is the sharp cut-off between unoccupied and occupied electronic states. In practice (e.g. [14] for density functional theory), a low but positive Fermi-temperature may be chosen in order to approximate the sharp cut-off with a smooth Fermi-Dirac distribution (alternatively, artificial smearing methods may be used). One can then show that the error committed does not drastically affect the simulation; see [4] for an in-depth error analysis for typical observables (including the Fermi level, total energy and the density). Choosing a finite Fermi-temperature has the additional benefit that there is a unique Fermi level (see (2.4)) solving the electron number constraint which is advantageous in numerical simulations [14, 42].

In the present work, we give a comprehensive justification of this approach; assuming the electrons are in finite Fermi-temperature and the nuclei degrees of freedom are determined by minimising the grand potential associated with the electrons, we uniquely identify the limiting model as Fermi-temperature tends to zero by a grand canonical model for the electrons at zero Fermi-temperature. We quantify an exponential rate of convergence for the nuclei configuration.

**Strong Energy Locality.** A key tool in [10] and the present work is a strong energy locality of the tight binding model, first proved in [12], extended to other quantities of interest in [10] and strengthened for the case of point defects in insulating systems in [13]. This locality allows for the definition of a renormalised energy functional on the infinite lattice with embedded point defect and thus allows for the formulation of a limiting model [11].
Notation. For matrices or Hilbert–Schmidt operators, we denote the Frobenius norm by \( \| \cdot \|_F \). The \( L^2 \) norm on sequence spaces and Euclidean norm on \( \mathbb{R}^n \) or \( \mathbb{C} \) will be denoted by \( \| \cdot \|_2 \) and \( | \cdot | \), respectively. For operators defined on \( L^2 \), we denote by \( \| \cdot \|_{L^2 \to L^2} \) the operator norm. For a multi-index \( \theta \in \mathbb{N}^d \) and \( \alpha \in \mathbb{Z}^d \), we will write \( |\theta|_1 := \sum_{j=1}^d \theta_j \) and \( |\alpha|_\infty := \max_j |\alpha_j| \). For \( A, B \subset \mathbb{C}, r > 0 \) and \( x \in \mathbb{C} \), the distance between \( x \) and \( A \) is defined by \( \text{dist}(x,A) := \inf_A |x - \cdot| \), the Hausdorff distance between \( A \) and \( B \) is denoted by \( \text{dist}(A,B) := \max\{\sup_{a \in A} \text{dist}(a,B), \sup_{b \in B} \text{dist}(b,A)\} \) and the (open) ball of radius \( r \) about \( A \) is defined by \( B_r(A) := \{ y \in \mathbb{C} : \text{dist}(y,A) < r \} \). For a normed space \((X, \| \cdot \|)\) and \( x \in X \), we denote by \( B_r(x;\|\cdot\|) := \{ y \in X : \|x - y\| < r \} \) the (open) ball of radius \( r \) about \( x \).

When considering the Euclidean norm on \( \mathbb{R}^n \) or \( \mathbb{C} \), we omit the norm in \( \text{dist}(\cdot) \) and consider \( B_r(x) \). For balls centred at the origin, \( B_r(0) \) for \( r > 0 \).

For a sequence of sets \( A_n \subset \mathbb{R} \), we define \( \lim \inf_{n \to \infty} A_n := \{ a : \exists a_n \in A_n \text{ s.t. } a_n \to a \} \) and \( \lim \sup_{n \to \infty} A_n := \{ a : \exists a_n \in A_n \text{ s.t. } a_n \to a \text{ along a subsequence} \} \). The (topological) limit of \( A_n \), denoted \( \lim_{n \to \infty} A_n \), is defined and equal to \( \lim \inf_{n \to \infty} A_n \) and \( \lim \sup_{n \to \infty} A_n \) in the case that these two limits agree.

The set of strictly positive real numbers will be denoted by \( \mathbb{R}_+ := \{ r \in \mathbb{R} : r > 0 \} \). We write \( b + A = \{ b + a : a \in A \} \) and similarly for \( A - b \). For a subset \( A_0 \subset \mathbb{R} \), we denote by \( \chi_{A_0} : A \to \{ 0, 1 \} \) the characteristic function of \( A_0 \). For a function \( f : A \to B \), we denote by \( f|_{A_0} \) the restriction of \( f \) to \( A_0 \). If \( B \subset \mathbb{C} \), we denote by \( \text{supp}(f) \) the support of \( f \). For a finite set \( A \), we denote by \( \#A \), the cardinality of \( A \).

For \( G \subset C^3(X) \) and \( u,v,w,z \in X \), we let \( \langle \delta^G(u),v \rangle, \langle \delta^2 G(u)v, w \rangle \) and \( \langle \delta^3 G(u)v,w,z \rangle \) denote the first, second and third variations of \( G \), respectively. We write \( \| \delta^G(u) \| \) for the operator norm of \( \delta^G(u) \).

For a self-adjoint operator \( T \), we let \( \sigma(T) \) denote the spectrum of \( T \) and \( \sigma_{\text{disc}}(T) \) the discrete spectrum of \( T \) (that is, the set of isolated eigenvalues of finite multiplicity) while \( \sigma_{\text{ess}}(T) := \sigma(T) \setminus \sigma_{\text{disc}}(T) \) is known as the essential spectrum.

The symbol \( C \) will denote a generic positive constant that may change from one line to the next. In calculations, \( C \) will always be independent of Fermi-temperature and computational domain size. The dependencies of \( C \) will be clear from context or stated explicitly. When convenient to do so we write \( f \lesssim g \) to mean \( f \leq Cg \) for some generic positive constant as above.

2. Results

2.1. Point Defect Reference Configurations. We fix a locally finite reference configuration \( \Lambda^\text{ref} \subset \mathbb{R}^d \) and consider the configuration, \( \Lambda \), obtained from \( \Lambda^\text{ref} \) by embedding a point defect:

(P) There exists an invertible matrix \( A \in \mathbb{R}^{d \times d} \) and a unit cell \( \Gamma \subset \mathbb{R}^d \) such that \( \Gamma \) is finite, contains the origin and

\[
\Lambda^\text{ref} = \bigcup_{\gamma \in \Gamma} (\Gamma + A\gamma).
\]

There exists \( R_{\text{def}} > 0 \) such that \( B_{R_{\text{def}}} \cap \Lambda \) is finite and \( \Lambda^\text{ref} \setminus B_{R_{\text{def}}} = \Lambda \setminus B_{R_{\text{def}}} \).

We will always think of \( \Lambda^\text{ref} \) as a ground state insulating multilattice material.

For displacements \( u : \Lambda \to \mathbb{R}^d \), we suppose that the following non-interpenetration condition is satisfied:

(L) There exists \( m > 0 \) such that \( r_{\ell k}(u) \geq m|\ell - k| \) for all \( \ell, k \in \Lambda \) where we use the notation \( r_{\ell k}(u) := \ell + u(\ell) - k - u(k) \) and \( r_{\ell k}(u) := |r_{\ell k}(u)| \).

When clear from the context, we shall drop the argument \( u \) in \( r_{\ell k}(u) \) and \( r_{\ell k}(u) \).

2.2. Linear Tight Binding Hamiltonian. We suppose there are \( N_b \) atomic orbitals per atom (indexed by \( 1 \leq a,b \leq N_b \)) and consider a two-centre linear tight binding model with Hamiltonian, \( \mathcal{H}(u) \), with matrix entries

\[
[\mathcal{H}(u)]^{ab}_{\ell k} = h_{\ell k}^{ab}(r_{\ell k}(u)) \quad \text{for } \ell, k \in \Lambda \text{ and } 1 \leq a, b \leq N_b,
\]

where the functions \( h_{\ell k}^{ab} : \mathbb{R}^d \to \mathbb{R} \) satisfy the following tight binding assumptions:

(TB) We suppose that \( h_{\ell k}^{ab} : \mathbb{R}^d \to \mathbb{R} \) are \( \nu \) times continuously differentiable with \( \nu \geq 3 \), and that there exist \( h_0, \gamma_0 > 0 \) with

\[
|h_{\ell k}^{ab}(\xi)| \leq h_0 e^{-\gamma_0|\xi|} \quad \text{and} \quad |\partial^\theta h_{\ell k}^{ab}(\xi)| \leq h_0 e^{-\gamma_0|\xi|} \quad \forall \xi \in \mathbb{R}^d,
\]

for all multi-indices \( \theta \in \mathbb{N}^d \) with \( |\theta|_1 \leq \nu \).

Moreover, we suppose that the Hamiltonian is symmetric (i.e. \( h_{\ell k}^{ab}(\xi) = h_{\ell k}^{ba}(-\xi) \) for all \( 1 \leq a,b \leq N_b, \ell,k \in \Lambda \) and \( \xi \in \mathbb{R}^d \)) and the following translational invariance condition
is satisfied: \( h_{\ell,k}^{ab} = h_{\ell,k}^{ab} \) for all \( 1 \leq a, b \leq N_b \), \( \ell, k \in \Lambda^{\text{ref}} \) and \( \gamma, \eta \in \mathbb{Z}^d \) such that \( \ell + A \gamma, k + A \eta \in \Lambda^{\text{ref}} \).

It is important to stress here that the constants \( h_0, \gamma_0 > 0 \) in (2.1) are independent of the atomic sites \( \ell, k \in \Lambda \).

Most linear tight binding models impose a finite cut-off radius and so the pointwise bound on \( |h_{\ell,k}^{ab}| \) in (2.1) is normally automatically satisfied. For \( |\theta| = 1 \), this assumption states that there are no long range interactions in the model. In particular, we suppose that the Coulomb interactions have been screened, a typical assumption in practical tight binding codes [15, 34, 37].

The symmetry property of (TB) means that the spectrum of \( \mathcal{H}(u) \) is real. In practice, the Hamiltonian satisfies further symmetry properties which we briefly discuss in Appendix A.

The translational invariance property states that atoms \( \ell, k \in \Lambda \) for which there exists a \( \gamma \in \mathbb{Z}^d \) such that \( \ell - k = A \gamma \) are of the same species.

In practice, the number of atomic orbitals per atom depends on the atomic species. This notational complication can easily be avoided by redefining the Hamiltonian by taking \( N_b \) to be the maximum number of atomic orbitals per atom and shifting the spectrum away from \( \{0\} \) as outlined in Appendix B.

2.3. Torus Tight Binding Model. In order to simulate the model described in §2.2, we must restrict ourselves to finite computational domains and impose artificial boundary conditions. A popular choice for simulating the far-field behaviour of point defects is periodic boundary conditions which we now introduce.

For \( R > 0 \), we consider a sequence, \( \Lambda_R \), of computational cells given by the following:

(REF) For \( R > 0 \), we suppose \( \Omega_R \subset \mathbb{R}^d \) is a bounded connected domain with \( B_R \subset \Omega_R \). Further, we take an invertible matrix \( M_R = (m_1, \ldots, m_d) \in \mathbb{R}^{d \times d} \) such that \( m_j \in \Lambda^{\text{ref}} \) and \( \mathbb{R}^d \) is the disjoint union of the shifted domains \( \Omega_R + M_R \alpha \) for \( \alpha \in \mathbb{Z}^d \). The computational cell is defined to be \( \Lambda_R := \Omega_R \cap \Lambda \).

When employing periodic boundary conditions, we shall consider displacements \( u: \Lambda_R \to \mathbb{R}^d \) satisfying the following uniform non-interpenetration condition:

(L) There exists \( m > 0 \) such that \( |r_{\ell k}(u) + M_R \alpha| \geq m|\ell - k + M_R \alpha| \) for all \( \alpha \in \mathbb{Z}^d \) and atomic positions \( \ell, k \in \Lambda_R \).

Throughout this paper, we shall say that displacements satisfying (L) are admissible periodic displacements. We shall also identify \( u \) with its periodic extension to \( \bigcup_\alpha (\Lambda_R + M_R \alpha) \). In this sense, the above assumption agrees with (L) from §2.2 with \( \Lambda \) replaced with \( \bigcup_\alpha (\Lambda_R + M_R \alpha) \).

In order to simplify notation, we shall define \( r_{\ell k}^R(u) := \min_{\alpha \in \mathbb{Z}^d} |r_{\ell k}(u) + M_R \alpha| \) to be the torus distance between atomic positions \( \ell + u(\ell) \) and \( k + u(k) \). If it is clear from context, we shall drop the argument \( u \).

The torus tight binding Hamiltonian is given by

\[
[\mathcal{H}^R(u)]_{\ell k}^{ab} = \sum_{\alpha \in \mathbb{Z}^d} h_{\ell k}^{ab}(r_{\ell k}(u) + M_R \alpha) \quad \text{for } \ell, k \in \Lambda_R \text{ and } 1 \leq a, b \leq N_b. \tag{2.2}
\]

We note that, under (TB) and (L), the spectrum of the Hamiltonian, \( \sigma(\mathcal{H}^R(u)) \), is uniformly bounded in some interval that depends only on \( m, d, h_0, \gamma_0 \) and is independent of \( R \) and the displacement \( u \) satisfying (L), with the constant \( m \) [12, Lemma 2.1]. This can also be seen as a direct corollary of Lemma 5.5, below.

Remark 1. In this paper, we consider periodic boundary conditions in order to avoid spectral pollution that is known to occur when using clamped boundary conditions, see for example [6]. Indeed, in Lemma 5.8 we prove that spectral pollution does not occur in our setting.

2.3.1. Potential Energy at Finite Fermi-Temperature. We consider a particle system containing \( N_{e,R} \) electrons and nuclei described by some admissible displacement \( u: \Lambda_R \to \mathbb{R}^d \). For simplicity of notation we define \( N_r := \#(\Lambda_R \cdot N_r) \) (and so \( \mathcal{H}^R(u) \in \mathbb{R}^{N_r \times N_r} \)).

We first suppose that the electrons are in a canonical ensemble. That is, we fix the number of particles in the system, and the volume and Fermi-temperature \( T > 0 \). The particle number functional is given by summing the electronic occupation numbers according to the Fermi-Dirac distribution:

\[
N^{\beta,R}(u; \tau) := 2 \sum_{s=1}^{N_r} f_{\beta}(\lambda_s - \tau) \quad \text{and} \quad f_{\beta}(\varepsilon) := \frac{1}{1 + e^{\beta \varepsilon}}. \tag{2.3}
\]
where \( \{ \lambda_s \}_{s=1}^{N_R} \) is some enumeration of \( \sigma(H^R(u)) \). Here, the factor of two accounts for the spin and \( \beta \) is known as the inverse Fermi-temperature. Since \( \tau \mapsto N(u; \tau) \) is strictly increasing, for any electron number \( N_{e,R} \in (0, 2N_R) \), the Fermi level, \( \epsilon_f^R(u) = \epsilon_{f,R}^\beta \), at finite Fermi-temperature solving
\[
N^\beta,R(u; \epsilon_{f,R}^\beta) = N_{e,R}
\]
is well-defined (see Appendix C for more details).

The Helmholtz free energy is then given by
\[
E^{\beta,R}(u) = \sum_{s=1}^{N_R} \epsilon^\beta(\lambda_s, \epsilon_{f,R}^\beta) \quad \text{where}
\]
\[
\epsilon^\beta(\lambda; \tau) = 2\beta f_\beta(\lambda - \tau) + \frac{2}{\beta} S(f_\beta(\lambda - \tau))
\]
where \( S(f) = f \log(f) + (1 - f) \log(1 - f) \) is the entropy contribution. More details regarding the derivation of this energy can be found in Appendix C.

In the following, it will be useful to consider the Helmholtz free energy as a function of both the configuration and Fermi level. That is, we abuse notation and define \( E^{\beta,R}(u; \tau) := \sum_s \epsilon^\beta(\lambda_s; \tau) \). In this notation, we have \( E^{\beta,R}(u) \equiv E^{\beta,R}(u, \epsilon_{f,R}^\beta(u)) \).

For a many-particle system that is free to exchange particles with a reservoir, it is useful to consider the grand canonical ensemble. This framework will also allow us to formulate the limiting models as \( R \to \infty \). In this case, the Fermi-temperature, volume and chemical potential, \( \mu \), are fixed model parameters \( (TV\mu) \) and, instead of the Helmholtz free energy, we subtract the contribution resulting from varying the particle number and consider the grand potential:
\[
G^{\beta,R}(u; \mu) := E^{\beta,R}(u; \mu) - \mu N^{\beta,R}(u; \mu) = \sum_{s=1}^{N_R} \lambda^\beta(\lambda_s, \mu) \quad \text{where}
\]
\[
\lambda^\beta(\lambda; \tau) := \epsilon^\beta(\lambda; \tau) - 2\tau f_\beta(\lambda - \tau) + \frac{2}{\beta} \log(1 - f_\beta(\lambda - \tau))
\]
where \( \lambda \leq \lambda^\beta(\lambda; \mu) \leq \lambda^\beta(\lambda; \tau) \).

When it is clear from the context, we will drop \( \mu \) in the argument for the particle number functional and grand potential: that is, \( N^{\beta,R}(u; \mu) = N^{\beta,R}(u) \) and \( G^{\beta,R}(u; \mu) = G^{\beta,R}(u) \).

2.3.2. Potential Energy Surface at Zero Fermi-Temperature. We now consider the Helmholtz free energy and grand potential at zero Fermi-temperature. We simply take the pointwise limit of (2.6) as \( \beta \to \infty \) to obtain
\[
G^{\infty,R}(u; \mu) := \sum_{s=1}^{N_R} \lambda(\lambda_s; \mu) \quad \text{where}
\]
\[
\lambda(\lambda; \tau) = 2(\lambda - \tau) \chi(-\infty, \tau)(\lambda).
\]
See Lemma 5.9 for justification of this limit. Moreover, we define the zero temperature particle number as the limit as \( \beta \to \infty \):
\[
N^{\infty,R}(u; \tau) := 2\# \{ \lambda \in \sigma(H^R(u)) : \lambda < \tau \} + \# \{ \lambda \in \sigma(H^R(u)) : \lambda = \tau \}
\]
for the Helmholtz free energy, we must also consider the Fermi level constraint. However, taking the \( \beta \to \infty \) limit of the particle number functional yields a step function. This means that there may not be a unique solution to the particle number constraint (2.4) at zero Fermi-temperature. We define the zero temperature Fermi level as the zero temperature limit of the finite temperature Fermi levels:

**Lemma 2.1** (Fermi Level at Zero Fermi-Temperature). Suppose \( u : \Lambda_R \to \mathbb{R}^d \) satisfies (L) and that \( \epsilon_{f}^\beta(R) \) is the corresponding Fermi level solving (2.4). Then,
\[
\lim_{\beta \to \infty} \epsilon_{f}^\beta(R) = \epsilon_{f}^{\infty,R} := \begin{cases} 
\frac{\xi}{2} (\xi + \tau) & \text{if } N^{\infty,R}(u; \frac{1}{2}(\xi + \tau)) > N_{e,R} \\
\frac{\xi}{2} (\xi + \tau) & \text{if } N^{\infty,R}(u; \frac{1}{2}(\xi + \tau)) = N_{e,R} \\
\frac{\xi}{2} (\xi + \tau) & \text{if } N^{\infty,R}(u; \frac{1}{2}(\xi + \tau)) < N_{e,R}
\end{cases}
\]
where \( \xi := \arg \max_{\sigma(H^R(u))} \{ N^{\infty,R}(u; \cdot) \leq N_{e,R} \} \) and \( \tau := \arg \min_{\sigma(H^R(u))} \{ N^{\infty,R}(u; \cdot) \geq N_{e,R} \} \).

**Proof.** This well-known result is elementary but, for the sake of completeness, a full proof is presented in Appendix D. \( \square \)
This result suggests that we may formally define the zero Fermi-temperature Helmholtz free energy by considering the pointwise limit as $\beta \to \infty$ and fixing the Fermi level as in Lemma 2.1. That is, we define
\[
E^{\infty,R}(u) \equiv E^{\infty,R}(u; \varepsilon_\infty^{\infty,R}(u)) := \sum_{s} \varepsilon_{\infty}(\lambda_{s}; \varepsilon_\infty^{\infty,R})
\]
where $\varepsilon_{\infty}(\lambda; \tau) := 2\lambda\chi_{(-\infty,\tau)}(\lambda) + \lambda\chi_{(\tau,\infty)}(\lambda)$.

2.3.3. Equilibration of Nuclei Positions. For finite computational cells, $\Lambda R, \beta \in (0, \infty]$ and fixed chemical potential, $\mu$, we consider the geometry optimisation problems
\[
\boldsymbol{\pi} \in \arg\min \left\{ E^{\beta,R}(u) : u \text{satisfies (L)} \right\}, \quad \text{and} \quad \left(\text{CE}^{\beta,R}\right)
\]
\[
\boldsymbol{\pi} \in \arg\min \left\{ G^{\beta,R}(u; \mu) : u \text{satisfies (L)} \right\}. \quad \left(\text{GCE}^{\beta,R}\right)
\]
Here and throughout, “arg min” denotes the set of local minimisers. We denote these problems by $(\text{CE}^{\beta,R})$ and $(\text{GCE}^{\beta,R})$ so that we can reference the problem and associated parameters using a single compact notation.

We will assume that solutions $\boldsymbol{\pi}$ to $(\text{GCE}^{\beta,R})$ are strongly stable in the following sense:
\[
\langle \delta^{2}G^{\beta,R}(\boldsymbol{\pi}, \mu)v, v \rangle \geq c_{0}\|Dv\|_{l_{2}^{\mu}}^{2}
\]
for some positive constant $c_{0} > 0$. In order to differentiate the energy, in the case $\beta = \infty$, we require $\mu \notin \sigma(\mathcal{H}^{R}(\boldsymbol{\pi}))$.

2.4. Thermodynamic Limit. In this section, we introduce the limiting model on an infinite point defect reference configuration for finite Fermi-temperature as formulated in [10] and state the analogous model at zero Fermi-temperature.

2.4.1. Band Structure of the Homogeneous Crystal. In the case $\Lambda = \Lambda^{\text{ref}}$, we denote the Hamiltonian of the reference configuration by $\mathcal{H}^{\text{ref}}$. That is,
\[
[H^{\text{ref}}]_{\ell k}^{ab} := h^{\text{ref}}_{\ell k}(\ell - k) \quad \forall \ell, k \in \Lambda^{\text{ref}} \text{ and } 1 \leq a, b \leq N_{b}.
\]
By exploiting the translational symmetry of the reference configuration, we may apply the Bloch transform [29] to conclude that the spectrum of the reference Hamiltonian is banded in the sense that it is a union of at most finitely many spectral bands, see Appendix E for more details.

For the remainder of this paper, we assume that the system is an insulator:

(GAP) There is a gap in the reference spectrum, $\sigma(\mathcal{H}^{\text{ref}})$, and the chemical potential, $\mu$, is fixed in the interior of this gap.

2.4.2. Energy Spaces of Displacements. Following [10, 11, 12, 13], we introduce a space of finite energy displacements which restricts the class of admissible configurations.

Given $\ell \in \Lambda$ and $\rho \in \Lambda - \ell$, we define the finite difference $D_{\rho}u(\ell) := u(\ell + \rho) - u(\ell)$. The full (infinite) finite difference stencil is then defined to be $Du(\ell) := (D_{\rho}u(\ell))_{\rho \in \Lambda - \ell}$ and for $\Upsilon > 0$, we define the $l_{2}^{\Upsilon}$ semi-norm by
\[
\|Du\|_{l_{2}^{\Upsilon}} := \left( \sum_{\ell \in \Lambda} \sum_{\rho \in \Lambda - \ell} e^{-2\Upsilon|\rho|}|D_{\rho}u(\ell)|^{2} \right)^{1/2}.
\]
Since all of the semi-norms $\|D \cdot \|_{l_{2}^{\Upsilon}}$, for $\Upsilon > 0$, are equivalent [11], we will fix $\Upsilon > 0$ for the remainder of this paper and define the following function space of finite energy displacements:
\[
\mathcal{Y}^{1,2}(\Lambda) := \{ u : \Lambda \to \mathbb{R}^{d} : \|Du\|_{l_{2}^{\Upsilon}} < \infty \} \text{ with semi-norm } \|D \cdot \|_{l_{2}^{\Upsilon}}.
\]
For $u \in \mathcal{Y}^{1,2}(\Lambda)$, it is possible to approximate $\mathcal{H}(u)$ by a finite rank update of $\mathcal{H}^{\text{ref}}$ which leads to the following result describing a decomposition of $\sigma(\mathcal{H}(u))$ [13, Lemma 3]:

Lemma 2.2 (Decomposition of the Spectrum). Suppose that $u \in \mathcal{Y}^{1,2}(\Lambda)$ is a displacement satisfying (L). Then, $\sigma_{\text{ess}}(\mathcal{H}(u)) = \sigma(\mathcal{H}^{\text{ref}})$. Moreover, outside any neighbourhood of $\sigma(\mathcal{H}^{\text{ref}})$, there are at most finitely many isolated eigenvalues: for all $\delta > 0$, there exists $S_{\delta} > 0$ such that
\[
\# \left( \sigma(\mathcal{H}(u)) \setminus B_{\delta}(\sigma(\mathcal{H}^{\text{ref}})) \right) \leq S_{\delta}.
\]
2.4.3. Grand Potential Difference Functional. For a finite system, \( \Lambda_R, \beta \in (0, \infty] \), and \( u : \Lambda_R \to \mathbb{R}^d \) satisfying \((L_R)\) we may write

\[
G^\beta,R(u) = \sum_{\ell \in \Lambda_R} G^\beta,\ell_R(u) \quad \text{where} \quad G^\beta,\ell_R(u) := \sum_n g^\beta(\lambda_n; \mu) \sum_n |\psi_n|^2_{\ell_n}.
\]  

(2.10)

By \([10, \text{Theorem 10}]\), the site energies defined in (2.10) can be extended to the infinite domain, \( \Lambda \), by taking a sequence of computational cells, \( \Lambda_R \), and defining the site energy as the limit along this sequence:

\[
G^\beta(\ell) := \lim_{R \to \infty} G^\beta,\ell_R(u|_{\Lambda_R}).
\]

It will be convenient to rewrite the site energies as a function of the full interaction stencil, \( Du(\ell) \). This can be done since the site energies inherit the translational invariance from the Hamiltonian operators (as in \([10, 12]\)):

\[
G^\beta(\ell) := G^\beta,\ell_R(u) (2.11)
\]

for each \( \beta \in (0, \infty] \) and \( R \in (0, \infty] \). In the case where \( R = \infty \), we simply write \( G^\beta := G^\beta,\infty \).

With this definition in hand, we may renormalise the total energy and, formally at first, define the following grand potential difference functional: for \( \beta \in (0, \infty] \),

\[
\mathcal{G}^{\beta}(u) := \sum_{\ell \in \Lambda} \left[ G^\beta(\ell) (Du(\ell)) - G^\beta(0) \right].
\]  

(2.12)

Strong locality estimates for the site energies \([13, \text{Theorems 4 and 5}]\), together with the results of \([11]\) allow us to conclude that the grand potential difference functional is well defined on the following space of admissible displacements:

\[
\text{Adm}(\Lambda) := \{ u \in W^{1,2}(\Lambda) \text{ satisfying } (\mathbf{L}) : \mu \notin \sigma(H(u)) \}. (2.13)
\]

We may therefore consider the following problems: for \( \beta \in (0, \infty] \),

\[
\bar{\pi} \in \arg \min \{ \mathcal{G}^{\beta}(u) : u \in \text{Adm}(\Lambda) \}. \quad (\text{GCE}_{\mu,\infty}^{\beta})
\]

In the main results of this paper, we will assume that solutions \( \bar{\pi} \) to (GCE) are strongly stable in the following sense:

\[
\langle \delta^{2} \mathcal{G}^{\beta}(\bar{\pi})v, v \rangle \geq c_0 \| Du(v) \|_{\ell_2}^2, \quad \forall v \in W^{1,2}(\Lambda) \]  

(2.14)

for some positive constant \( c_0 > 0 \).

For \( \beta \in (0, \infty] \), we denote by \( \mathcal{G}^{\beta}_{\text{ref}} \) the reference grand potential which is given by (2.12) but with \( \Lambda \) replaced with \( \Lambda_{\text{ref}} \). We assume that the reference configuration is an equilibrium state and stable in the sense that: there exists \( c_{\text{stab}} > 0 \) such that

\[
\delta \mathcal{G}^{\beta}_{\text{ref}}(0) = 0 \quad \text{and} \quad \langle \delta^{2} \mathcal{G}^{\beta}_{\text{ref}}(0)v, v \rangle \geq c_{\text{stab}} \| Du(v) \|_{\ell_2(\Lambda_{\text{ref}})}^2, \quad \forall v \in W^{1,2}(\Lambda_{\text{ref}}). (2.15)
\]

We will often drop the superscript in the site energy and grand potential difference functional in the case of zero Fermi-temperature: that is, \( \mathcal{G} = \mathcal{G}^{\infty} \) and \( \mathcal{G} = \mathcal{G}^{\infty} \).

2.5. Main Results. The results of this paper can be summarised in Figure 1. Each arrow represents the following mathematical statements: \( (i) \) Strong limit: for any strongly stable solution to the limit problem, there exists a sequence of solutions to the finite domain or finite temperature problem that converges to the solution to the limit problem; \( (ii) \) Weak limit: for any bounded sequence of solutions to the finite domain or finite temperature problem, there is a weak limit along a subsequence that is a critical point of the limiting energy functional.

This paper generalises the results of \([10]\) to the zero temperature case but also to the case where \( \Lambda_{\text{ref}} \) is not necessarily a Bravais lattice.

When we say that the limiting model is given by a grand-canonical model, we have to be careful in specifying the limiting chemical potential. For example, the limit of \((\text{CE})_R\) as \( R \to \infty \) for \( \beta < \infty \) is given by \((\text{GCE})_{\mu,\infty}\) where \( \mu_{\infty} \) is the Fermi level for the homogeneous crystal \([10, \text{Theorems A.2 and A.3}]\). This subtlety means that Figure 1 cannot be seen as a commutative diagram.

We also stress that these results only hold in the case where \( \mu \notin \sigma(H(\bar{\pi})) \). This is simply because the site energies and hence the grand potential difference functional are not differentiable if the chemical potential is an eigenvalue. In this case the main techniques used in this paper cannot be applied. We will study the consequences of this restriction in future work.
2.5.1. Zero Temperature Limit. First, we state the zero Fermi-temperature limit result for the grand canonical ensemble model:

**Theorem 2.3** (Strong Zero Temperature Limit, \((\text{GCE}^β,R) \to (\text{GCE}_R^∞,R))\). Suppose that \(µ\) satisfies (GAP) and \(\bar{τ}\) is a solution to \((\text{GCE}^∞,R)\) that is strongly stable (2.14). Then, there exist solutions \(\bar{τ}_β\) to \((\text{GCE}^β,R)\) such that

\[
\|D\bar{τ}_β - D\bar{τ}\|_\mathcal{L}_1 ≥ C e^{-\frac{q}{4dβ}} \quad \text{and} \quad |G^β(\bar{τ}_β) - G(\bar{τ})| ≤ Ce^{-\frac{q}{4dβ}}
\]

where \(d := \text{dist}(µ,σ(H(\bar{τ})))\).

**Proposition 2.4** (Weak Zero Temperature Limit, \((\text{GCE}^β,R) \to (\text{GCE}_R^∞,R))\). Suppose that \(\bar{τ}_β\) is a bounded sequence (with \(β_j \to ∞\)) of solutions to \((\text{GCE}^β,R)\) each satisfying (L) with an accumulation parameter uniformly bounded below by \(m > 0\) and such that \(µ\) is (eventually) uniformly bounded away from \(σ(H(\bar{τ}_β)))\). Then, there exist \(\bar{τ} \in \mathcal{H}^{-1,2}(\Lambda)\) such that along a subsequence

\[
D_j\bar{τ}_β(\ell) → D_j\bar{τ}(\ell) \quad ∀ℓ \in Λ, \quad ρ ∈ Λ - ℓ.
\]

Moreover, \(\bar{τ}\) is a critical point of \(G\).

The exact same arguments can be made in the finite domain case. That is, every strongly stable solution to \((\text{GCE}^∞,R)\) is an accumulation point of a sequence of solutions to \((\text{GCE}_R^∞,R)\). Moreover, for every bounded sequence of solutions to \((\text{GCE}^β,R)\), with spectrum uniformly bounded away from the chemical potential, up to a subsequence, there exists a weak limit. Moreover, the limit is a critical point of the limiting functional.

Further, we have an analogous result in the canonical ensemble. Here we only consider \(R < ∞\) since \((\text{CE}^∞,RK)\) is not well defined.

**Theorem 2.5** (Strong Zero Temperature Limit, \((\text{CE}^β,R) \to (\text{CE}_R^∞,R))\). Suppose \(\bar{τ}_R\) is a solution to \((\text{CE}^∞,R)\) with \(µ := \varepsilon^∞,R(\bar{τ}_R) \notin σ(H^R(\bar{τ}_R))\) and such that (2.9) is satisfied with the chemical potential \(µ\) and \(β = ∞\). Then, there exist solutions \(\bar{τ}_{R,β}\) to \((\text{CE}^β,R)\) such that

\[
\|D\bar{τ}_{R,β} - D\bar{τ}_R\|_\mathcal{L}_1 ≥ \varepsilon^β,R(\bar{τ}_{R,β}) - \varepsilon^∞,R(\bar{τ}_R) ≤ Ce^{-\frac{q}{4dβ}}
\]

where \(d = \text{dist}(µ,σ(H(\bar{τ})))\).

**Proposition 2.6** (Weak Zero Temperature Limit, \((\text{CE}^β,R) \to (\text{CE}_R^∞,R))\). Suppose that \(\bar{τ}_{R,β}\) is a bounded sequence (with \(β_j \to ∞\)) of solutions to \((\text{CE}^β,R)\) each satisfying (L) with an accumulation parameter uniformly bounded below by \(m > 0\). Then, there exist \(\bar{τ}_R: Λ_R → \mathbb{R}^d\) such that along a subsequence \(\bar{τ}_{R,β_j} → \bar{τ}_R\) and \(\varepsilon^β,R(\bar{τ}_{R,β_j}) → \varepsilon^∞,R(\bar{τ}_R)\) as \(j → ∞\).

Moreover, if \(\varepsilon^β,R(\bar{τ}_{R,β_j})\) is (eventually) uniformly bounded away from \(σ(H^R(\bar{τ}_{R,β_j}))\), then \(\bar{τ}_R\) is a critical point of \(G^∞,R(·;µ)\) with \(µ := \varepsilon^∞,R(\bar{τ}_R)\).

**Remark 2** (Convergence Rates). The convergence rates in Theorems 2.3 and 2.5 are obtained by a suitable consistency estimate and application of the inverse function theorem. For example, in the \(R < ∞\) case, we may use the fact that \(\bar{τ}\) is an equilibrium state for \(β = ∞\) to conclude that,

\[
\left| \frac{∂G^β,µ}{∂u(λ)}(\bar{τ}) \right| ≤ \sum_{s: λ_s < µ} 2(1 - f_β(λ_s - µ)) \left| \frac{∂λ_s(\bar{τ})}{∂u(λ)}(\bar{τ}) \right| + \sum_{s: λ_s > µ} 2f_β(λ_s - µ) \left| \frac{∂λ_s(\bar{τ})}{∂u(λ)}(\bar{τ}) \right|
\]

where \(λ_s = λ_s(\bar{τ})\) is some enumeration of \(σ(H(\bar{τ}))\). The dominant contribution in (2.17) is exponentially small in the distance from the closest eigenvalue to the chemical potential. Unless there is significant cancellation in this summation (which we have no reason to expect), this simple calculation suggests that the convergence rate obtained in Theorems 2.3 and 2.5 depend on the defect states within the band gap and can be no better than a constant multiple of \(\text{dist}(µ,σ(H(\bar{τ})))\).

2.5.2. Thermodynamic Limit. Now we move on to consider the thermodynamic limit results.

**Theorem 2.7** (Strong Thermodynamic Limit, \((\text{GCE}^∞,R) \to (\text{GCE}_R^∞,R))\). Suppose that \(µ\) is fixed such that (GAP) is satisfied and \(\bar{τ}\) is a solution to \((\text{GCE}^∞,R)\) that is strongly stable (2.14). Then, there exist solutions \(\bar{τ}_R\) to \((\text{GCE}^∞,R)\) such that \(\bar{τ}_R → \bar{τ}\) in \(\mathcal{H}^{-1,2}(Λ)\).
Proposition 2.8 (Weak Thermodynamic Limit, \((GCE_{\mu}^{\infty,R}) \rightarrow (GCE_{\mu}^{\infty,\infty})\)). Suppose that \(\overline{\pi}_{R_j}\) is a bounded sequence (with \(R_j \rightarrow \infty\)) of solutions to \((GCE_{\mu}^{\infty,R_j})\) each satisfying \((L_{R_j})\) with an accumulation parameter uniformly bounded below by \(m > 0\) and such that \(\mu\) is uniformly bounded away from \(\sigma(H_{R_j}(\overline{\pi}_{R_j}))\). Then, there exists \(\overline{\pi} \in \mathcal{H}^{1,2}(\Lambda)\) such that along a subsequence

\[ D_{\rho}\overline{\pi}_{R_j}(\ell) \rightarrow D_{\rho}\overline{\pi}(\ell) \quad \forall \ell \in \Lambda, \, \rho \in \Lambda - \ell. \tag{2.18} \]

Moreover, \(\overline{\pi}\) is a critical point of \(G\).

We now turn our attention to the thermodynamic limit of the canonical model. Here, we see that the prescribed number of particles in the sequence of finite domain approximations is vital in identifying a limiting model.

Theorem 2.9 (Strong Thermodynamic Limit, \((CE_{\mu}^{\infty,R}) \rightarrow (GCE_{\mu}^{\infty,\infty})\)). Suppose that \(\mu\) is fixed such that \((GAP)\) is satisfied and \(\overline{\pi}\) is a solution to \((GCE_{\mu}^{\infty,\infty})\) that is strongly stable \((2.14)\). Then, there exists a sequence \(N_{\epsilon,R}\) and solutions \(\overline{\pi}_{R}\) to \((CE_{\mu}^{\infty,R})\) such that \(\overline{\pi}_{R} \rightarrow \overline{\pi}\) in \(\mathcal{H}^{1,2}(\Lambda)\).

Moreover, \(\nu_{\nu}^{\infty,R}(\overline{\pi}_{R}) \rightarrow \nu\) as \(R \rightarrow \infty\) for some \(\nu \in \mathbb{R}\) and \(\overline{\pi}\) is also a solution to \((GCE_{\nu}^{\infty,\infty})\).

Proposition 2.10 (Weak Thermodynamic Limit, \((CE_{\nu}^{\infty,R}) \rightarrow (GCE_{\mu}^{\infty,\infty})\)). Suppose that \(\overline{\pi}_{R_j}\) is a bounded sequence of solutions to \((CE_{\nu}^{\infty,R})\) each satisfying \((L_{R_j})\) with an accumulation parameter uniformly bounded below by \(m > 0\). Then, there exists \(\overline{\pi} \in \mathcal{H}^{1,2}(\Lambda)\) and \(\mu \in \mathbb{R}\) such that along a subsequence

\[ D_{\rho}\overline{\pi}_{R_j}(\ell) \rightarrow D_{\rho}\overline{\pi}(\ell) \quad \forall \ell \in \Lambda, \, \rho \in \Lambda - \ell, \quad \text{and} \quad \nu_{\nu}^{\infty,R}(\overline{\pi}_{R_j}) \rightarrow \nu. \]

Moreover, if \(\nu_{\nu}^{\infty,R}(\overline{\pi}_{R_j})\) is (eventually) uniformly bounded away from \(\sigma(H_{R_j}(\overline{\pi}_{R_j}))\), then \(\overline{\pi}\) is a critical point of \(G\).

Remark 3. Every strongly stable solution \(\overline{\pi}\) to \((GCE_{\nu}^{\infty,\infty})\) also solves \((GCE_{\nu}^{\infty,\infty})\) for all \(\nu\) in some maximal interval \((\mu, \overline{\pi})\), displayed in Figure 2. In particular, \(\overline{\pi}\) is a strongly stable solution to \((GCE_{\nu}^{\infty,\infty})\) with \(\nu := \frac{\mu}{2}(\mu + \overline{\pi})\). Theorem 2.9 states that, under some appropriate choice of particle number, there exist solutions \(\overline{\pi}_{R}\) solving \((CE_{\nu}^{\infty,R})\) such that \(\overline{\pi}_{R} \rightarrow \overline{\pi}\) and \(\nu_{\nu}^{\infty,R}(\overline{\pi}_{R}) \rightarrow \nu\) as \(R \rightarrow \infty\).

Figure 2. Cartoon depicting an approximation of \(\sigma(H(\overline{\pi}))\) together with the limiting chemical potential, \(\nu\), from Theorem 2.9.

We are not implying that any of the problems \((GCE_{\nu}^{\infty,\infty})\) are equivalent for \(\nu \in (\mu, \overline{\pi})\), only that they are locally equivalent around the fixed displacement \(\overline{\pi}\). This is simply because there are no eigenvalues between \(\mu\) and \(\overline{\pi}\), as depicted in Figure 2, and we are considering the case of zero Fermi-temperature.

Remark 4 (Convergence Rates). Since we are considering the case where \(\Lambda^{ref}\) is more general than a Bravais lattice \(BZ^d\), we do not prove any convergence rates for \(R \rightarrow \infty\). In the case where \(\Lambda^{ref} = BZ^d\), strongly stable solutions \(\overline{\pi}\) to \((GCE_{\mu}^{\infty,\infty})\) satisfy the following far field decay estimate [11]:

\[ \left( \sum_{\rho \in \Lambda - \ell} e^{-2\nu|\rho|} |D_{\rho}\overline{\pi}(\ell)|^2 \right)^{1/2} \lesssim (1 + |\ell|)^{-d} \quad \text{for all } \ell \in \Lambda. \tag{2.19} \]

If the estimate \(2.19\) holds in the case where \(\Lambda^{ref} \neq BZ^d\), we can simply repeat the proofs of Theorem 2.7 and 2.9 verbatim and obtain the following convergence rate:

\[ \|D\overline{\pi}_{R} - D\overline{\pi}\|_{L^2} \lesssim R^{-d/2}. \]

For finite interaction range models and in the case of multilattices, far-field decay estimates of the form \((2.19)\) are satisfied [36]. In light of [11], which extends [21] to infinite interaction range models, it is safe to assume that \((2.19)\) can be extended to our setting.

Remark 5. In the weak convergence results (Propositions 2.4, 2.6, 2.8 and 2.10) we assume that the chemical potential (or Fermi level) is uniformly bounded away from the spectrum. By the spectral pollution results (Lemma 5.8, below), this implies that the chemical potential (or the limit of the Fermi level) is not in the limiting spectrum. We opt to make the assumption on the sequence of solutions rather than imposing a condition on the (a priori unknown) weak limit.
3. Conclusions

In this paper, we have formulated the zero Fermi-temperature limit models for geometry relaxation problems in the context of simple two-centre linear tight binding models for point defects and quantified an exponential rate of convergence for the nuclei positions.

Further, we have extended the results of [10] to the case of zero Fermi-temperature under the assumption that the chemical potential is not an eigenvalue of the Hamiltonian. That is, we have formulated zero Fermi-temperature models in the grand canonical ensemble for the electrons for general point defects. We have shown that, under an assumption on the number of electrons imposed in the sequence of finite domain approximations, this is a limiting model as domain size is sent to infinity in a tight binding model in the canonical ensemble for the electrons and at zero Fermi-temperature. In contrast to the finite Fermi-temperature results of [10], we have shown that a specific choice of electron number in the sequence of finite domain approximations is crucial in identifying the limiting model.

A consequence of these results is that, in general, the zero Fermi-temperature and thermodynamic limits of the geometry optimisation problem do not commute. In particular, taking the thermodynamic limit first, we obtain a limiting model with fixed chemical potential at the reference domain level. On the other hand, if we take the zero Fermi-temperature limit first, the limit model is a grand canonical model but the fixed chemical potential depends on the sequence of solutions to the finite domain problems. The limit of the Fermi levels depends on the polluted band structure and so there is no reason why the limiting Fermi level agrees with the reference Fermi level.

We stress again here that the weak convergence results of Propositions 2.4, 2.6, 2.8 and 2.10 are weaker than the analogous results in the finite Fermi-temperature case [10]. Indeed, by assuming the chemical potential (or sequence of Fermi levels) is bounded away from the spectrum, we are ensuring that the limiting Fermi level is not an eigenvalue of the Hamiltonian, an assumption that we cannot justify in general. We do this to ensure differentiability of the limiting site energies which is required to define the zero Fermi-temperature grand potential difference functional. Exploring the consequences of lifting this technical assumption is beyond the scope of this paper.

Thus, we have completed the diagram in Figure 1 however, we must reiterate here that some care is needed in order to interpret this diagram correctly.
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5. Proofs

Throughout this section we will use the following notation: for $\beta \in (0, \infty]$, $R \in (0, \infty]$, $\ell \in \Lambda$, $m = (m_1, \ldots, m_j) \in \Lambda^j$ and $\rho = (\rho_1, \ldots, \rho_j) \in (\Lambda - \ell)^j$, we write

$$\mathcal{H}_{m}(u) \coloneqq \frac{\partial \mathcal{H}(u)}{\partial u(m_1) \ldots \partial u(m_j)},$$

and

$$G_{\ell, \rho}^{\beta, R}(Du(\ell)) \coloneqq \frac{\partial^j \mathcal{G}_\ell^{\beta, R}(Du(\ell))}{\partial D_{\rho_1} u(\ell) \ldots \partial D_{\rho_j} u(\ell)} = \frac{\partial^j \mathcal{G}_\ell^{\beta, R}(u)}{\partial u(\ell + \rho_1) \ldots \partial u(\ell + \rho_j)}$$

and similarly for $\mathcal{H}_{m}^{R}(u)$ (with appropriate $m$ and $u$).

5.1. Preliminaries. In order to prove the main theorems of this paper, we require some preliminary results. First, we state perturbation results for the Hamiltonian operators, resulting in the description of the corresponding spectra. We then move on to explicitly define the site energies by use of resolvent calculus and state a Combes-Thomas estimate for the resolvent operators. Finally, we show that, because we are considering periodic boundary conditions, spectral pollution cannot happen.

5.1.1. Spectrum of the Hamiltonian. In this section, we describe $\sigma(\mathcal{H}^{\text{ref}})$, $\sigma(\mathcal{H}(u))$ and $\sigma(\mathcal{H}^{R}(u))$ for admissible displacements $u$.

We first show that small perturbations in the atomic configuration results in small perturbations in the Hamiltonian (in the sense of Frobenius norm) and thus also small perturbations in the corresponding spectra (in the sense of Hausdorff distance).

We start with the case that $R < \infty$:
Lemma 5.1. Suppose $u_1, u_2: \Lambda_R \to \mathbb{R}^d$ satisfy (L) for both $l = 1, 2$ and some $m > 0$. Then, for $\ell, k \in \Lambda_R$, if $|D_{k-\ell}(u_1 - u_2)(\ell)| \leq m|\ell - k|$, then

$$
\left| [H^R(u_1) - H^R(u_2)]_{\ell k}^{ab} \right| \leq C e^{-c_m \min_{\alpha \in \mathbb{Z}^d} |\ell - k + M_R\alpha|} \left| D_{k-\ell}(u_1 - u_2)(\ell) \right|
$$

(5.1)

where $c = \frac{m\sqrt{3}}{4}$.

Moreover, if $\|D(u_1 - u_2)\|_{\ell_2}$ is sufficiently small, then

$$
\text{dist}(\sigma(H^R(u_1)), \sigma(H^R(u_2))) \leq \|H^R(u_1) - H^R(u_2)\|_F \leq C \|D(u_1 - u_2)\|_{\ell_2}.
$$

(5.2)

Proof. After extending $H^R$ by periodicity, we may assume $|\ell - k + M_R\alpha| \geq |\ell - k|$ for all $\alpha \in \mathbb{Z}^d$. Applying Taylor's theorem, we can conclude that there exists $\xi^\alpha = (1 - \theta)(r_{\ell k}(u_1) + M_R\alpha) + \theta(r_{\ell k}(u_2) + M_R\alpha)$ for some $\theta = \theta(a, b, \ell, k) \in [0, 1]$ such that

$$
\left[ H^R(u_1) - H^R(u_2) \right]_{\ell k}^{ab} = \sum_{\alpha \in \mathbb{Z}^d} \nabla h_{\ell k}^{ab}(\xi^\alpha) \cdot D_{k-\ell}(u_1 - u_2)(\ell) 
\leq h_0 \sum_{\alpha \in \mathbb{Z}^d} e^{-c_m |\xi^\alpha|} \left| D_{k-\ell}(u_1 - u_2)(\ell) \right|.
$$

Since $|r_{\ell k}(u_1) + M_R\alpha| \geq m|\ell - k|$ for $l = 1, 2$ and $|D_{k-\ell}(u_1 - u_2)(\ell)| \leq m|\ell - k|$ we can conclude that $|\xi^\alpha| \geq \frac{m\sqrt{3}}{4}|\ell - k|$ (here, we have used the following: if $x, y \in \mathbb{R}^d$ with $|x|, |y| \geq r$ and $|x - y| \leq r$, then $|tx + (1-t)y| \leq \sqrt{r^2 - \frac{(t-x)^2}{r^2}}$ for all $t \in [0, 1]$). Therefore, after summing over $\alpha \in \mathbb{Z}^d$, we obtain (5.1).

We suppose that $\|D(u_1 - u_2)\|_{\ell_2}$ is sufficiently small such that $\|D_{\rho}(u_1 - u_2)(\ell)\| \leq m|\rho|$ for all $\ell \in \Lambda$ and $\rho \in \Lambda - \ell$. This can be done as the semi-norm defined by $\sup_{\ell, \rho} \|D_{\rho}(\ell)(\ell)(\rho)\|_{\ell_2}$ is equivalent to $\|D\|_{\ell_2}$ [11].

We extend $H^R$ and $u_1, u_2$ by periodicity and so, for each $\ell \in \Lambda_R$, we can sum over the set $\Lambda_R(\ell)$ of all $k \in \bigcup_{\alpha \in \mathbb{Z}^d} (\Lambda_R + M_R\alpha)$ for which $|\ell - k| = \min_{\alpha} |\ell - k + M_R\alpha|:

$$
\|H^R(u_1) - H^R(u_2)\|_F^2 \leq C \sum_{\ell \in \Lambda_R} \sum_{k \in \Lambda_R(\ell)} e^{-2c_m |\ell - k|} \left| D_{k-\ell}(u_1 - u_2)(\ell) \right|^2 
\leq C \sum_{\ell \in \Lambda_R} \sum_{k \in \Lambda_R(\ell)} e^{-2c_m |\ell - k|} \left| D_{k-\ell}(u_1 - u_2)(\ell) \right|^2 
\leq C \|D(u_1 - u_2)\|_{\ell_2}^2 (\Lambda_R) \leq C_d \|D(u_1 - u_2)\|_{\ell_2}^2 (\Lambda_R)
$$

where $\Lambda_R := \bigcup_{\ell \in \Lambda_R} \Lambda_R(\ell)$.

The perturbation in the spectrum (5.2) follows directly from (5.1) since small perturbations in the Frobenius norm give rise to small perturbations in the spectrum [28].

We now consider the $R = \infty$ case:

Lemma 5.2. Suppose $u_1, u_2 \in \text{Adm}(\Lambda)$ satisfying (L) for both $l = 1, 2$ and some $m > 0$. Then, for $\ell, k, m \in \Lambda$, if $|D_{k-\ell}(u_1 - u_2)(\ell)| \leq m|\ell - k|$, we have

$$
\left| [H(u_1) - H(u_2)]_{\ell k}^{ab} \right| \leq C e^{-c_m |\ell - k|} \left| D_{k-\ell}(u_1 - u_2)(\ell) \right| , \quad \text{and}
\left| [H_m(u_1) - H_m(u_2)]_{\ell k}^{ab} \right| \leq C e^{-c_m (|\ell - m| + m|k - \ell|)} \left| D_{k-\ell}(u_1 - u_2)(\ell) \right|.
$$

(5.4)

where $c = \frac{m\sqrt{3}}{4}$.

In particular, if $\|D(u_1 - u_2)\|_{\ell_2}$ is sufficiently small, we have

$$
\text{dist}(\sigma(H(u_1)), \sigma(H(u_2))) \leq \|H(u_1) - H(u_2)\|_F \leq C \|D(u_1 - u_2)\|_{\ell_2}.
$$

(5.5)

Proof. Using the same idea as in Lemma 5.1, we have

$$
\left| [H(u_1) - H(u_2)]_{\ell k}^{ab} \right| \leq h_0 e^{-c_m |\ell - k|} \left| D_{k-\ell}(u_1 - u_2)(\ell) \right| \quad \text{and}
\left| [H_m(u_1) - H_m(u_2)]_{\ell k}^{ab} \right| \leq h_0 e^{-c_m |\ell - k|} \left| D_{k-\ell}(u_1 - u_2)(\ell) \right|
$$

where $\xi_j = (1 - \theta_j)r_{\ell k}(u_1) + \theta_j r_{\ell k}(u_2)$ for some $\theta_j = \theta_j(a, b, \ell, k) \in [0, 1]$ and both $j = 1, 2$. Now, since $r_{\ell k}(u_1) \geq m|\ell - k|$ for both $l = 1, 2$ and $|D_{k-\ell}(u_1 - u_2)(\ell)| \leq m|\ell - k|$, we necessarily have that $|\xi_j| \geq \frac{m\sqrt{3}}{4}m|\ell - k|$. Therefore, we obtain (5.4) and thus (5.5) as in the proof of Lemma 5.1. □
We next approximate the Hamiltonian $\mathcal{H}(u)$ by a finite rank update of the reference Hamiltonian $\mathcal{H}^{\text{ref}}$. However, we must first redefine $\mathcal{H}(u)$ and $\mathcal{H}^{\text{ref}}$ so that they are defined on the same spatial domain.

For $\ell, k \in \Lambda \cup \Lambda^{\text{ref}}$, we define

$$\widetilde{\mathcal{H}}(u)^{ab}_{\ell k} := \begin{cases} \mathcal{H}(u)^{ab}_{\ell k} & \text{if } \ell, k \in \Lambda \\ 0 & \text{if } \ell \in \Lambda^{\text{ref}} \setminus \Lambda \text{ or } k \in \Lambda^{\text{ref}} \setminus \Lambda. \end{cases}$$

Similarly, for the reference Hamiltonian, we define

$$\widetilde{\mathcal{H}}^{\text{ref}}(u)^{ab}_{\ell k} := \begin{cases} (\mathcal{H}^{\text{ref}})^{ab}_{\ell k} & \text{if } \ell, k \in \Lambda^{\text{ref}} \\ 0 & \text{if } \ell \in \Lambda \setminus \Lambda^{\text{ref}} \text{ or } k \in \Lambda \setminus \Lambda^{\text{ref}}. \end{cases}$$

The new operators defined in this way are obtained from the original ones by adding a finite number of zero columns and rows. This means that, apart from adding zero as an eigenvalue of finite multiplicity, the spectrum is unchanged. We may ignore this subtlety by shifting the spectrum away from $\{0\}$ (by artificially adding on a multiple of the identity to the Hamiltonian operators). A more detailed explanation of this idea can be found in [13, §4.3].

The following decomposition of the Hamiltonian has been shown in [13, Lemma 9]:

**Lemma 5.3** (Decomposition of the Hamiltonian, $R = \infty$). Fix $u \in \text{Adm}(\Lambda)$. Then, for all $\delta > 0$, there exists a constant, $R_\delta > 0$, and operators $P(u), Q(u)$ such that

$$\mathcal{H}(u) = \widetilde{\mathcal{H}}^{\text{ref}} + P(u) + Q(u),$$

where $\|P(u)\|_F \leq \delta$ and $Q(u)^{ab}_{\ell k} = 0$ for all $(\ell, k) \notin B_{R_\delta} \times B_{R_\delta}$.

We now discuss the corresponding $R < \infty$ case which allows us to describe $\sigma(\mathcal{H}^R(u_R))$ (in Lemma 5.5, below) and the limiting spectrum as $R \to \infty$ (in Lemma 5.8, below):

**Lemma 5.4** (Decomposition of the Hamiltonian, $R < \infty$). Suppose that $u_R: \Lambda_R \to \mathbb{R}^d$ satisfies (L$_R$), with some constant uniformly bounded below by $m > 0$, and with $\sup_R \|Du_R\|_{L^2} < \infty$. Then, for all $\delta > 0$, there exists an $R$ independent constant, $\delta_0 > 0$, a constant $R_\infty$ with $R_\infty \to \infty$ as $R \to \infty$ and operators $P^R, P_{\text{loc}}, P^\infty$ such that

$$\mathcal{H}^R(u_R) = \mathcal{H}^{\text{ref}} + P^R + P_{\text{loc}}^R + P^\infty$$

where $\|P^R\|_F \leq \delta$ and $P^R, P^\infty_{\text{loc}}$ are finite rank operators with rank independent of $R$, and matrix entries non-zero only on $B_{R_\delta} \times B_{R_\delta}$ and $(\Lambda_R \setminus B_{R_\infty}) \times (\Lambda_R \setminus B_{R_{\infty}})$, respectively.

Moreover, if $u_R \to u$, then $P^R_{\text{loc}} \to P^\infty_{\text{loc}}$ where $[P_{\text{loc}}^{ab,R}]_{\ell k} := [\mathcal{H}(u) - \mathcal{H}^{\text{ref}}]_{\ell k}$ as $R \to \infty$ for all $(\ell, k) \in B_{R_\delta}$.

**Proof.** The construction is similar to that of Lemma 5.3. We give a sketch of the argument in Appendix F for completeness. \qed

As shown in [13, Lemma 3], Lemma 5.3 is sufficient to prove Lemma 2.2. We now state and prove an analogous $R < \infty$ result:

**Lemma 5.5** (Decomposition of the Spectrum). For $\delta > 0$ and $u_R$ satisfying (L$_R$), with some constant uniformly bounded below by $m > 0$, and $\sup_R \|Du_R\|_{L^2} < \infty$, there exists $S_\delta$ such that

$$\# (\sigma(\mathcal{H}^R(u_R))) \setminus B_\delta(\sigma(\mathcal{H}^{\text{ref}})) \leq S_\delta.$$  

The constant $S_\delta$ depends on $\delta$ and $(u_R)$ but not on $R$.

**Proof.** We first note that $\sigma(\mathcal{H}^{\text{ref}, R}) \subset \sigma(\mathcal{H}^{\text{ref}})$. This can be shown by writing $\sigma(\mathcal{H}^{\text{ref}})$ as the union of energy bands defined on the Brillouin zone and noting that $\sigma(\mathcal{H}^{\text{ref}, R})$ can then be written as a union of these energy bands over a discretised Brillouin zone (see Appendix E for the details).

As a result of Lemma 5.4, we can approximate $\mathcal{H}^R(u_R)$ by a finite rank update of $\mathcal{H}^{\text{ref}}$. That is, there exists an operator $Q^R(u_R)$ of finite rank (independent of $R$) such that

$$\text{dist} (\sigma(\mathcal{H}^R(u_R)), \sigma(\mathcal{H}^{\text{ref}, R} + Q^R(u_R))) \leq \delta.$$ 

Since $Q^R(u_R)$ is of finite rank, we may apply an interlacing theorem for the eigenvalues of rank one updates [16] finitely many times (independently of $R$) to conclude that,

$$\# (\sigma(\mathcal{H}^{\text{ref}, R} + Q^R(u_R)) \setminus \sigma(\mathcal{H}^{\text{ref}})) \leq S_\delta$$

for some $S_\delta$ independent of $R$. \qed
5.1.2. **Resolvent Calculus.** In order to write the finite Fermi-temperature site energies using resolvent calculus, we need $g^β(·; μ)$ to extend to holomorphic functions on some open neighbourhood of the spectrum [13, Lemma 6]:

**Lemma 5.6** (Analytic Continuation). Fix $β \in (0, ∞)$. Then, $z \mapsto g^β(z; μ)$ can be analytically continued to the set $\mathbb{C} \setminus \{μ + ir : r \in \mathbb{R}, |r| \geq \pi β^{-1}\}$.

From now on, we will denote the analytic continuation again by $z \mapsto g^β(z; μ)$.

For fixed $u \in \text{Adm}(Λ)$, we suppose that $\mathcal{C}^-$ and $\mathcal{C}^+$ are simple closed contours encircling $σ(\mathcal{H}(u)) \cap (−∞, μ)$ and $σ(\mathcal{H}(u)) \cap (μ, ∞)$, respectively, and avoiding the line $μ + i\mathbb{R}$, see Figure 3. Further, we may suppose that

\[
\text{dist}(z, σ(\mathcal{H}(u))) \geq \frac{1}{2} d(u) \quad \text{and} \quad |\text{Re}(z) − μ| \geq \frac{1}{2} d(u) \quad \forall z \in \mathcal{C}^- ∪ \mathcal{C}^+ \tag{5.10}
\]

where $d(u) := \text{dist}(μ, σ(\mathcal{H}(u)))$ and $d^{\text{ref}} := \text{dist}(μ, σ(\mathcal{H}^{\text{ref}}))$. \tag{5.11}
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**Figure 3.** Cartoon depicting an approximation of $σ(\mathcal{H}(u))$ for $u \in \text{Adm}(Λ)$ (on the real axis) and the contours $\mathcal{C}^-$ and $\mathcal{C}^+$. The positive constants $d(u)$ and $d^{\text{ref}}$ are also displayed.

With these contours defined, we may write the site energies for both finite and zero Fermi-temperature defined in (2.10) using resolvent calculus: for $ℓ \in Λ$ and $β \in (0, ∞]$

\[
G_ℓ^β(Du(ℓ)) = -\frac{1}{2π i} \sum_{a=1}^{N_ℓ} \oint_{\mathcal{C}^- ∪ \mathcal{C}^+} g^β(z; μ) \left[(\mathcal{H}(u) − z)^{-1}\right]_ℓ^a dz \tag{5.12}
\]

We shall often simplify notation and write $G_ℓ := G_ℓ^∞$.

Similarly, for the site energies defined for an admissible periodic displacement $u : Λ_R → \mathbb{R}^d$ for $R > 0$, we can fix contours $\mathcal{C}^-$, $\mathcal{C}^+$ satisfying (5.10) and (5.11) with $\mathcal{H}$ replaced with $\mathcal{H}^R$, and write

\[
G_ℓ^{β,R}(u) = -\frac{1}{2π i} \sum_{a=1}^{N_ℓ} \oint_{\mathcal{C}^- ∪ \mathcal{C}^+} g^β(z; μ) \left[(\mathcal{H}^R(u) − z)^{-1}\right]_ℓ^a dz. \tag{5.13}
\]

From now on, we shall denote the resolvent operators in (5.12) and (5.13) by $R_ℓ(u) := (\mathcal{H}(u) − z)^{-1}$ and $R_ℓ^R(u) := (\mathcal{H}^R(u) − z)^{-1}$, respectively. This resolvent calculus approach has been widely used for the tight binding model [10, 12, 19, 23].

The following Combes-Thomas type resolvent estimates will be useful in the main proofs:

**Lemma 5.7** (Combes-Thomas Resolvent Estimates). Fix $u \in \text{Adm}(Λ)$, $d^{\text{ref}} > 0$ and $z \in \mathbb{C}$ such that $\text{dist}(z, σ(\mathcal{H}^{\text{ref}})) \geq d^{\text{ref}}$. Then, for all $0 \leq j ≤ ν$, $ℓ, k \in Λ$ and $m = (m_1, \ldots, m_j) ∈ Λ^j$, there exist positive
constants $C_0 = C_0(\ell, k)$ and $C_j = C_j(\ell, \mathbf{m})$ such that
\begin{equation}
\left| \left[ \mathcal{H}_\varepsilon(u) \right]_{\ell k}^{ab} \right| \leq C_0(\ell, k) e^{-\gamma_{CT} |\ell - k|} \quad \text{and}
\left| \frac{\partial^i \left[ \mathcal{H}_\varepsilon(u) \right]_{\ell k}}{\partial[u(m_1)]_{i_1} \ldots \partial[u(m_j)]_{i_j}} \right| \leq C_j(\ell, \mathbf{m}) e^{-\gamma_{CT} \sum_{i=1}^j |\ell - m_i|},
\end{equation}
where $\gamma_{CT} = c \min\{1, \vartheta_{ref}\}$ and $c$ depends on $\hat{j}, \beta_0, \gamma_0, \eta, d$.

If $\Lambda = \Lambda_{ref}$ and $u = 0$, then the constants $C_{j,ref} = C_j$ are independent of $\ell, \mathbf{m}$.

Moreover, $C_0(\ell, k) \rightarrow C_{0,ref}$ as $|\ell + |k| - |\ell - k| \rightarrow \infty$ and $C_j(\ell, \mathbf{m}) \rightarrow C_{j,ref}$ as the subsystem containing $\ell, m_1, \ldots, m_j$ moves away from the defect core together.

Proof. The first bound (5.14) for $\Lambda = \Lambda_{ref}$ and $u = 0$ is a standard resolvent estimate [12, Lemma 6] where the exponent is explicitly calculated in terms of $\vartheta_{ref}$ as in [13, Lemma 8]. The estimates for the derivatives of the resolvent (5.15) for $\Lambda = \Lambda_{ref}$ and $u = 0$ follow from (5.14) as in equations (4.6) and (4.8) of [13, §4.2]. The same estimates can be derived after replacing $\mathcal{H}_\varepsilon$ with $\mathcal{H}_\varepsilon$ and $\vartheta_{ref}$ with $\vartheta$ where $\text{dist}(z, \sigma(\mathcal{H}(u))) \geq \vartheta$.

The improved locality estimates (that is, with the exponent only depending on the reference band gap and not on the discrete spectrum) of (5.14) and (5.15) are derived in equations (4.19)–(4.24) of [13, §4.4].

Remark 6. The same result holds in the case $R < \infty$ if $r_{\ell k}(u) = \text{supp}(\mathcal{H}(u))$ and the proof follows in the exact same way as in the corresponding $R = \infty$ result. The improved locality results can be proved by following equations (4.19)–(4.24) of [13, §4.4] and using the decomposition of the Hamiltonian (5.8).

5.1.3. Spectral Pollution. It is well known (see [18, 30] and references therein) that, in general, when approximating the spectrum of an operator with a sequence of finite dimensional spaces, spurious eigenvalues may be present in the limit. That is, accumulation points of eigenvalues along the sequence are not necessarily contained in the spectrum of the limit operator. In this section, we discuss the extent to which spectral pollution occurs when approximating $\sigma(\mathcal{H}(u))$ with $\sigma(\mathcal{H}(u))$.

More specifically, we are able to show that, if $u_R \rightarrow u$ strongly, then spectral pollution does not occur and, in the case that $u_R \rightarrow u$, we show that the spectral pollution is very mild. That is, we may use Lemma 5.4 to conclude that there are at most finitely many additional eigenstates in the band gap which arise due to finitely many $O(1)$ distortions of the lattice. These distortions are sent to infinity as $R \rightarrow \infty$ and so the additional eigenstates are not present in the limit.

We remark here that the use of periodic boundary conditions prevents spectral pollution that is known to occur in the case of clamped boundary conditions, for example, see [6] for a proof in the case of defects in a crystalline material in a PDE setting.

Lemma 5.8. Suppose $u_R : \Lambda_R \rightarrow \mathbb{R}^d$ is a bounded sequence satisfying $(L_R)$ with some uniform constant $\mathbf{m} > 0$ and $u_R \rightarrow u$ for some $u \in \mathcal{H}^{1,2}(\Lambda)$. Let $P_R(u_R)$ be the finite rank operator from Lemma 5.4 with the constant $\delta > 0$. Then,

(i) $\sigma(\mathcal{H}(u)) \subseteq \liminf_{R \rightarrow \infty} \sigma(\mathcal{H}(u_R) - P_R(u_R))$,

(ii) $\sigma(\mathcal{H}(u)) \subseteq \liminf_{R \rightarrow \infty} \sigma(\mathcal{H}(u_R))$,

(iii) $\sigma(\mathcal{H}(u)) \subseteq \limsup_{R \rightarrow \infty} \left[ \sigma(\mathcal{H}(u_R) - P_R(u_R)) \setminus B_{2\delta}(\sigma(\mathcal{H}(u))) \right]$,

(iv) If $u_R \rightarrow u$ strongly, then $\sigma(\mathcal{H}(u)) = \lim_{R \rightarrow \infty} \sigma(\mathcal{H}(u_R))$.

Remark 7. Following the proof of Lemma 5.8, one can easily see that if $u_\beta, u \in \mathcal{H}^{1,2}(\Lambda)$, satisfying $(L)$ with a uniform constant $\mathbf{m}$, and $u_\beta \rightarrow u$ as $\beta \rightarrow \infty$, then $\sigma(\mathcal{H}(u)) \subseteq \liminf_{\beta \rightarrow \infty} \sigma(\mathcal{H}(u_\beta))$.

Proof. The first part of this proof loosely follows the first part of [6, Proof of Thm. 3.1].

(i). Take $\lambda \in \sigma(\mathcal{H}(u))$. For every $\tau > 0$, we may choose $\psi$ of compact support such that $\|\psi\|_{L^2} = 1$, $\text{supp}(\psi) \subseteq B_{R_0}$ for some $R_0 > 0$, and

$\|\mathcal{H}(u) - \lambda\|_{L^2} \leq \tau$. 


For $R \geq R_0$, we let $\psi_R \coloneqq \psi|_{\Lambda_R}$ and calculate: for $\ell \in \Lambda_R$ and $1 \leq a \leq N_b$,

$$
\begin{align*}
\left| \left( (H^R(u) - P^R_{\infty}(uR)) \psi_R \right)_{\ell} \right|^2 &= \left| \left( H(u) \psi \right)_{\ell} - \sum_{1 \leq b \leq N_b} \sum_{k \in \Lambda_{\Lambda_R} \cap \mathbb{Z}^d \setminus B_{R_0}} P^R_{\infty}(uR)_{k\ell} \psi(k;b) \right|^2 \\
&\quad + \sum_{k \in \Lambda_{\Lambda_R} \cap B_{R_0}} (h^b_{\ell k}(r_{tk}(uR)) - h^b_{\ell k}(\psi_{tk}(u))) \psi(k;b) + \sum_{k \in \Lambda_{\Lambda_R} \cap \mathbb{Z}^d} \sum_{\alpha \in \mathbb{Z}^d} h^b_{\ell k}(r_{tk}(uR) + M_R\alpha) \psi(k;b).
\end{align*}
$$

(5.16)

Therefore, after choosing $R$ sufficiently large such that $P^R_{\infty}(uR)_{k\ell} = 0$ for all $k \in \Lambda_R \cap B_{R_0}$, squaring, summing over $\ell \in \Lambda_R$ and applying Lemma 5.2, we have: for sufficiently large $R$,

$$
\begin{align*}
\left\| (H^R(u) - P^R_{\infty}(uR))^\alpha \psi_R \right\|_{\ell^2(\Lambda_R)}^2 &\leq \left\| (H^R(uR) - P^R_{\infty}(uR)) \psi_R - \left( H(u) \psi \right)_{\ell} \right\|_{\ell^2(\Lambda_R)}^2 + \left\| (H(u) - \lambda) \psi \right\|_{\ell^2(\Lambda_R)}^2 \\
&\leq C \left\| D(uR - u) \left| \psi \right|_{\ell^2(\Lambda_R \cap \mathbb{Z}^d \setminus B_{R_0})} + C e^{-\gamma_0 m R_0} + C e^{-\gamma_0 m R} + \tau.}
\end{align*}
$$

(5.17)

Here, we have used the fact that for $\ell \in \Lambda_R$ and $k \in B_{R_0}$, we have $|\ell - k + M_{R\alpha}| \geq R - R_0$ for all $\alpha \in \mathbb{Z}^d \setminus \{0\}$.

Therefore, by choosing $R_0$ and then $R$ sufficiently large, either $\lambda \in \sigma(H^R(u) - P^R_{\infty}(uR))$ or we can write

$$
1 = \left\| \psi_R \right\|_{\ell^2(\Lambda_R)} \leq \left\| (H^R(uR) - P^R_{\infty}(uR) - \lambda)^{-1} \right\|_{\ell^2 \to \ell^2} \left\| (H^R(uR) - P^R_{\infty}(uR) - \lambda) \psi_R \right\|_{\ell^2(\Lambda_R)} \\
\leq \left\| (H^R(uR) - P^R_{\infty}(uR) - \lambda)^{-1} \right\|_{\ell^2 \to \ell^2} \cdot 2\tau.
$$

That is, in the case that $\lambda \notin \sigma(H^R(uR) - P^R_{\infty}(uR))$, we know that $(H^R(uR) - P^R_{\infty}(uR) - \lambda)^{-1}$ defines a bounded linear operator and so

$$
\text{dist} \left( \lambda, \sigma(H^R(uR) - P^R_{\infty}(uR)) \right) = \frac{1}{\left\| (H^R(uR) - P^R_{\infty}(uR) - \lambda)^{-1} \right\|_{\ell^2 \to \ell^2}} \leq 2\tau.
$$

Here, we have used the fact that, for a bounded normal operator, the operator norm equals the spectral radius.

(ii). The exact same arguments may be made for the operator $H^R(uR)$. In this case, the second term in (5.16) is omitted and we obtain $\left\| (H^R(uR) - \lambda) \psi_R \right\|_{\ell^2} \leq 2\tau$ for all $R$ sufficiently large as in the proof of (i).

(iii). We suppose that $\lambda \in \limsup_{R \to \infty} \sigma(H^R(uR) - P^R_{\infty}(uR))$ with $\lambda \notin B_{2\delta}(\sigma(H^{\text{ref}}))$. By Lemma 5.4 and 5.5, there exists $S_\delta > 0$ such that

$$
\sigma(H^{\text{ref},R} + P^R_{\infty}(uR)) \cap B_\delta(\lambda) = \emptyset
$$

(5.18)

$$
\# \left( \sigma(H^R(uR) - P^R_{\infty}(uR)) \cap B_\delta(\lambda) \right) \leq S_\delta \forall R
$$

(5.19)

where $P^R_{\infty}(uR)$ is the perturbation arising in Lemma 5.4 with $\|P^R_{\infty}(uR)\|_{F} \leq \delta$.
By (5.18) and (5.19), we may let $\mathcal{C} = \partial B_\delta(\lambda)$ be the positively oriented circle of radius $\delta$ centred at $\lambda$, and obtain

$$\sum_j \lambda_R^{(j)} \psi_R^{(j)} \otimes \psi_R^{(j)} = -\frac{1}{2\pi i} \oint_{\mathcal{C}} (H_R^R(u_R) - P_\infty^R(u_R) - z)^{-1} dz$$

$$= -\frac{1}{2\pi i} \oint_{\mathcal{C}} (H_R^R(u_R) - P_\infty^R(u_R) - z)^{-1} - (H_{\text{eff}, R}^R + P_\delta^R(u_R) - z)^{-1} dz \tag{5.20}$$

where $\text{span}\{\psi_R^{(j)}\}_j$ is the eigenspace corresponding to the eigenvalues $\lambda_R^{(j)} \in \sigma(H_R^R(u_R) - P_\infty^R(u_R))$ with $\lambda_R^{(j)} \in B_\delta(\lambda)$ and $||\psi_R^{(j)}||_{\ell^2} = 1$. By Lemma 5.4, for sufficiently large $R$, we have

$$\left| \left[ (H_R^R(u_R) - P_\infty^R(u_R) - z)^{-1} - (H_{\text{eff}, R}^R + P_\delta^R(u_R) - z)^{-1} \right] e^{\eta R} \right|_{\ell^2} \leq C \sum_{\ell_1, \ell_2 \in \Lambda_R \cap B_\delta} e^{-\gamma_{CT}(|\ell| + |\ell|)} \tag{5.21}$$

Equation (5.21) is analogous to the $R = \infty$ result shown in [13, Eq. (4.19)]. Therefore, by applying (5.20), we have

$$||\psi_R^{(j)}(\ell; a)|| \leq C e^{-\gamma_{CT}|\ell|} \quad \text{for all } \ell \in \Lambda_R \text{ and } 1 \leq a \leq N_b. \tag{5.22}$$

Now, after defining $\tilde{\psi}_R^{(j)}$ to be equal to $\psi_R^{(j)}$ on $\Lambda_R$ and extending by zero to $\Lambda$, we have: for sufficiently large $R$,

$$\|(u) - \lambda_R^{(j)} \tilde{\psi}_R^{(j)}\|_{\ell^2} \leq C \|D(u_R - u)\|_{\ell^2(\Lambda \cap B_{\delta R_0})} + C \|\psi_R^{(m)}(\Lambda_R \cap B_{\delta R_0})\|_{\ell^2} e^{-\gamma_{CT}(\ell_1 + \ell_2)}$$

where $\lambda_i > 0$ for each $j \in \{1, 2, 3\}$ and $R_\infty$ is the constant from Lemma 5.4 (that is, $P_\infty^R(u_R)$ zero on $(\Lambda_R \cap B_R)^2$ with $R_\infty \to \infty$ as $R \to \infty$). This calculation is analogous to (5.17) where, instead of exploiting the fact the (approximate) eigenvectors are of compact support, we now use the exponential decay of the eigenvectors (5.22).

For a strictly increasing sequence $(R_n)_n \subset \mathbb{N}$ and sequence of indices $(j_n)_n$, we define the subsequence $(\lambda_n, \tilde{\psi}_n) := (\lambda_{R_n}, \tilde{\psi}_{R_n})$. We can conclude that if $\lambda_n \to \lambda$ as $n \to \infty$, we have

$$\|(u) - \lambda \tilde{\psi}_n\|_{\ell^2} \leq \|(u) - \lambda_n \tilde{\psi}_n\|_{\ell^2} + |\lambda - \lambda_n| \to 0 \quad \text{as } n \to \infty.$$

Therefore, by applying Weyl’s criterion [26, Ch. 7], we can conclude that $\lambda \in \sigma(H(u))$.

(5). In the case that $u_R \to u$ strongly as $R \to \infty$, we have: for all $\delta > 0$, there exists $R_\delta > 0$ such that

$$\|D(u_R - u)\|_{\ell^2(\Lambda \cap B_{\delta R_\delta})} \leq \delta \quad \text{for all } R \text{ sufficiently large.}$$

Following the proof of Lemma 5.4, we can conclude that $P_\delta^R(u_R) = 0$. □

5.1.4. Limits of the Site Energies. We now state that $g^\beta(\cdot; \mu)$ converges exponentially as $\beta \to \infty$ which is used in the convergence of the site energies in the zero temperature limit.

**Lemma 5.9.** Fix $z \in \mathbb{C}$ such that $d := \frac{1}{2}\text{Re}(z) - \mu > 0$. Then, for all $\beta_0 > 0$, there exists a positive constant $C_{\beta_0,d}$ such that

$$|g^\beta(z; \mu) - g(z; \mu)| \leq C_{\beta_0,d} \beta^{-1} e^{-\beta |\text{Re}(z) - \mu|} \quad \forall \beta > \beta_0.$$

**Proof.** The proof is lengthy but elementary and so is given in Appendix G. □

We now apply Lemma 5.9 together with the resolvent estimates of Lemma 5.7 to show that the site energies and their derivatives converge in the zero temperature limit:

**Lemma 5.10 (Zero Temperature Limit of the Site Energies).** Let $u \in \text{Adm}(\Lambda)$. Then, for each $\beta_0 > 0$, $0 \leq j \leq \nu$, $\ell \in \Lambda$, $m = (m_1, \ldots, m_J) \in \mathbb{N}^J$ and $1 \leq i_1, \ldots, i_j \leq d$, there exists a constant $C$ depending on $\beta_0, N_b, d(u)$, $d$ such that, for all $\beta > \beta_0$, we have

$$\left| \frac{\partial^j \tilde{G}_\beta^\Lambda(Du(\ell))}{\partial[u(m_1)]_{i_1} \ldots \partial[u(m_j)]_{i_j}} - \frac{\partial^j \tilde{G}^\Lambda(Du(\ell))}{\partial[u(m_1)]_{i_1} \ldots \partial[u(m_j)]_{i_j}} \right| \leq C \beta^{-1} e^{-\beta d(u) \beta^{-1} |\text{Re} \sum_{i=1}^J r_{m_i}|}.$$

**Proof.** With the resolvent estimates of Lemma 5.7 and the convergence of the integrand $g^\beta$ shown in Lemma 5.9, this proof is a simple corollary.
Using (5.12), we may note that
\[
\frac{\partial^2 G^\beta_f(Du(\ell))}{\partial[u(m_1)]_{i_1} ... \partial[u(m_j)]_{i_j}} - \frac{\partial^2 G_0^\beta(Du(\ell))}{\partial[u(m_1)]_{i_1} ... \partial[u(m_j)]_{i_j}} \leq \frac{\beta}{\pi} \sum_a \int_{\mathbb{R}^{3d} \setminus \mathcal{C}^+} \left[ g^\beta(z;\mu) - g(z;\mu) \right] \frac{\partial^\ell [\mathcal{R}^\beta(u)]_{i_i}^{a a}}{\partial[u(m_1)]_{i_1} ... \partial[u(m_j)]_{i_j}} dz
\]
where \( C_\beta = C_0(\ell, \ell) \) is the constant from Lemma 5.7 and \( C_{\beta, d} \) is the constant from Lemma 5.9.

Moreover,
\[
\frac{\partial^2 G^\beta_f(Du(\ell))}{\partial[u(m_1)]_{i_1} ... \partial[u(m_j)]_{i_j}} - \frac{\partial^2 G_0^\beta(Du(\ell))}{\partial[u(m_1)]_{i_1} ... \partial[u(m_j)]_{i_j}} \leq C_{\beta, d} \beta^{-1} e^{-\frac{d}{\beta} d(u) \beta}
\]
where \( C_j = C_j(\ell, m) \) is the constant from Lemma 5.7.

The corresponding \( R \to \infty \) result is as follows:

**Lemma 5.11** (Thermodynamic Limit of the Site Energies). Let \( u \in \operatorname{Adm}(\Lambda) \) be of compact support and fix \( \beta \in (0, \infty) \). Then, for sufficiently large \( R \) and each \( 0 \leq j \leq \nu, \ell \in \Lambda_R, m = (m_1, \ldots, m_j) \in \Lambda^j_R \) and \( 1 \leq i_1, \ldots, i_j \leq d \), we have
\[
\left| \frac{\partial^j G^\beta_{\ell R}(u)}{\partial[u(m_1)]_{i_1} ... \partial[u(m_j)]_{i_j}} - \frac{\partial^j G^\beta_{0}(u)}{\partial[u(m_1)]_{i_1} ... \partial[u(m_j)]_{i_j}} \right| \leq C e^{-\eta \left( \text{dist}(\ell, \mathbb{R}^d \setminus \Lambda_R) + \sum_i r_i^\beta(u) \right)}
\]
where \( \eta := \frac{1}{2} \min\{\gamma_{CT}, \frac{1}{2} \gamma_0\} \).

**Proof.** Similar to the calculations in the proof of Lemma 5.10, we write the site energies using resolvent calculus. Using the fact \( g^\beta(z;\mu) \) is uniformly bounded along the contour \( \mathbb{C} \cup [\mathbb{C}^+] \), it is sufficient to prove that the derivatives of the resolvent operators converge in the thermodynamic limit. A full proof is given in Appendix H. \( \Box \)

5.2. Zero Temperature Limit. We are now in a position to prove the first main convergence results:

5.2.1. **Proof of Theorem 2.3:** \( \beta \to \infty \) in the Grand Canonical Ensemble. We may choose \( \epsilon > 0 \) such that \( B_{\lambda}(\mathbb{R}^3, \|D \cdot \|_{\mathcal{E}^2}) \subset \operatorname{Adm}(\Lambda) \). Now, since \( \tilde{G}^\beta \in C^3(B_{\lambda}(\mathbb{R}^3;\|D \cdot \|_{\mathcal{E}^2})) \), we know that \( \delta^2 \tilde{G}^\beta \) is Lipschitz in a neighbourhood of \( \mathbb{R}^3 \).

For the remainder of the proof, we fix \( \beta_0 > 0 \). By Lemma 5.10, for all \( v, w \in \tilde{G}^1(\Lambda) \), we have
\[
\langle \delta^2 \tilde{G}^\beta(\mathbb{R}) - \delta^2 \tilde{G}^\beta(\mathbb{R}) v, w \rangle = C \sum_{\ell \in \Lambda} \sum_{\rho \in \Lambda^\ell} \frac{D_{\rho \ell} v(\ell)}{\|D_{\rho \ell} \|_{\mathcal{E}^2}} \left( \tilde{G}^\beta_{\ell, \rho \ell}(D_{\rho \ell}(\mathbb{R})) - \tilde{G}^\beta_{\ell, \rho \ell}(D_{\rho \ell}(\mathbb{R})) \right) D_{\rho \ell} w(\ell)
\]
\[
\leq C e^{-\eta \left( \text{dist}(\ell, \mathbb{R}^d \setminus \Lambda_R) + \sum_i r_i^\beta(\mathbb{R}) \right)}
\]
(5.23)

for all \( \beta > \beta_0 \). The constant \( C \) in the final line depends on \( d := d(\mathbb{R}) \) but this dependence is suppressed for notational simplicity. By the assumed strong stability (2.14) and (5.23), we immediately obtain the following stability estimate,
\[
\langle \delta^2 \tilde{G}^\beta(\mathbb{R}) v, v \rangle = \langle \delta^2 \tilde{G}^\beta(\mathbb{R}) v, v \rangle + \langle \delta^2 \tilde{G}^\beta(\mathbb{R}) - \delta^2 \tilde{G}^\beta(\mathbb{R}) v, v \rangle
\]
\[
\geq \left( \epsilon_0 - C \beta^{-1} e^{-\frac{d}{\beta} d(\mathbb{R})} \right) \|Dv\|_{\mathcal{E}^2}^2.
\]
(5.24)

We now move on to consider consistency. It will be useful to consider the following truncation operator to split a given displacement into core and far field contributions [20, Lemma 7.3]:
Lemma 5.12 (Truncation Operator). For $R > 0$, there exist operators $T_R : \mathbb{R}^d \rightarrow \mathcal{H}_c(\Lambda)$ such that $T_R u$ has compact support in $B_R$ and, for all $R$ sufficiently large, $DT_R u(t) = Du(t)$ for all $\ell \in \Lambda \cap B_{R/2}$ and
\[
\|DT_R u - Du\|_{\ell^2_\gamma} \leq C\|Du\|_{\ell^2_\gamma(\Lambda \setminus B_{R/2})}, \quad \text{and} \quad \|DT_R u\|_{\ell^2_\gamma} \leq C\|Du\|_{\ell^2_\gamma(\Lambda \cap B_R)},
\]
where $C$ is independent of $R$ and $u$.

We use the notation of Lemma 5.12 and let $v^{co} := T_R v$ and $v^{ff} = v - v^{co}$ for some $R > 0$ to be chosen later. In the following, we use the fact that $\delta G(\mathbf{r}) = 0$ and estimate each of the terms in the following expression:
\[
\langle \delta G^0(\mathbf{r}), v \rangle = \langle \delta G^0(\mathbf{r}) - \delta G(\mathbf{r}), v^{co} \rangle + \langle \delta G^0(\mathbf{r}) - \delta G(\mathbf{r}), v^{ff} \rangle \tag{5.25}
\]

Core. Since the core region is finite, the first term of (5.25) is straightforward to deal with. Here, we simply apply the convergence of the site energies directly to obtain
\[
\left| \langle \delta G^0(\mathbf{r}) - \delta G(\mathbf{r}), v^{co} \rangle \right| \leq C \beta^{-1} e^{-\frac{1}{2\beta}(\mathbf{r}^{ff})^2} \sum_{\ell \in \Lambda \setminus \ell^{-\beta} \subseteq R} e^{-\gamma \beta |\ell|} \|Dv^{co}(\ell)\| \tag{5.26}
\]
Now we may use the fact that $v^{co}$ has compact support inside $B_R$, to conclude:
\[
\sum_{\ell \in \Lambda} \sum_{\rho \in \Lambda \setminus \ell^{-\beta} \subseteq R} e^{-\gamma |\rho|} \|Dv^{co}(\ell)\| \leq C R^{d/2} \left( \sum_{|\rho| \geq R} e^{-\gamma (|\rho|-R)} \right)^{1/2} \|Dv^{co}\|_{\ell^2_\gamma} \tag{5.27}
\]
In the exact same way,
\[
\sum_{\ell \in \Lambda} \sum_{\rho \in \Lambda \setminus \ell^{-\beta} \subseteq R} e^{-\gamma |\rho|} \|Dv^{co}(\ell)\| \leq C R^{d/2} R^{(d-1)/2} \|Dv^{co}\|_{\ell^2_\gamma}. \tag{5.28}
\]
Combining (5.26), (5.27), (5.28) and Lemma 5.12 we have
\[
\left| \langle \delta G^0(\mathbf{r}) - \delta G(\mathbf{r}), v^{co} \rangle \right| \leq C \beta^{-1} e^{-\frac{1}{2\beta}(\mathbf{r}^{ff})^2} R^{d/2} R^{(d-1)/2} \|Dv^{co}\|_{\ell^2_\gamma}. \tag{5.29}
\]

Far-field. We now turn our attention to the far field contribution in (5.25). We will replace $\mathbf{r}$ with some compactly supported approximation $\tilde{\mathbf{r}}$ and show that the error in this approximation can be bounded appropriately. We then use the fact that $\tilde{\mathbf{r}}$ has compact support to bound the far field contribution to (5.25).

We define $\tilde{\mathbf{r}} := T_R \mathbf{r}$ for some $0 < \tilde{R} < R$ to be chosen later and note that, by Lemma 5.12, we have $\|D\tilde{u} - D\mathbf{r}\|_{\ell^2_\gamma} \leq C \|D\mathbf{r}\|_{\ell^2_\gamma(\Lambda \setminus B_{R/2})}$. Therefore, by Lemma 5.2, for $\tilde{R}$ sufficiently large, we have
\[
\text{dist}(\mu, \sigma(H(\tilde{u}))) \geq \frac{1}{4} d(\mathbf{r}) \quad \text{for all } u := \mathbf{r} + (1-t)\tilde{u} \text{ and } t \in [0,1]. \tag{5.30}
\]
The inequality in (5.30) implies that, for every displacement along the linear path between $\mathbf{r}$ and $\tilde{\mathbf{r}}$, we have uniform convergence rates in the site energies as $\beta \rightarrow \infty$ (as in Lemma 5.10). Since we have perturbed the displacement, the exponent in the convergence estimates are reduced (in this case by a factor of 2, but this factor is arbitrary).

We will now estimate the error committed by replacing $\mathbf{r}$ with the compactly supported displacement $\tilde{\mathbf{r}}$. By (5.23) and (5.30), we have
\[
\langle \delta G^0(\mathbf{r}) - \delta G(\mathbf{r}), v^{ff} \rangle - \langle \delta G^0(\tilde{\mathbf{r}}) - \delta G(\tilde{\mathbf{r}}), v^{ff} \rangle = \int_0^1 \left( \langle \delta^2 G^0(\mathbf{r} + (1-t)\tilde{u}) - \delta^2 G(\mathbf{r} + (1-t)\tilde{u}) \rangle (\mathbf{r} - \tilde{\mathbf{r}}), v^{ff} \rangle dt \right) \tag{5.31}
\]
\[
\leq C \beta^{-1} e^{-\frac{1}{2\beta}(\mathbf{r}^{ff})^2} \|D(\mathbf{r} - \tilde{\mathbf{r}})\|_{\ell^2_\gamma} \|Dv^{ff}\|_{\ell^2_\gamma} \leq C \beta^{-1} e^{-\frac{1}{2\beta}(\tilde{\mathbf{r}}^{ff})^2} \|D\tilde{\mathbf{r}}\|_{\ell^2_\gamma(\Lambda \setminus B_{R/2})} \|Dv\|_{\ell^2_\gamma(\Lambda \setminus B_{R/2})}. \]
Now, since we are only considering the far field behaviour of \(v\) and \(\tilde{u}\) is of compact support, we are able to show that \(\langle \delta G^\beta(\tilde{u}) - \delta \tilde{G}(\tilde{u}), \nu^R \rangle\) decays exponentially in the buffer region \(B_R \setminus B_{\tilde{R}} R^2\):
\[
\left| \langle \delta G^\beta(\tilde{u}) - \delta \tilde{G}(\tilde{u}), \nu^R \rangle \right| \leq C \beta^{-1} e^{\frac{-\delta d(\nu^R)}{2}} R^{d/2} e^{-\eta(R-\tilde{R})} \| D\nu^R \|_{\ell_2^2} \tag{5.32}
\]
where \(\eta := \frac{1}{2m} \min\{\gamma_{CT}, \gamma_0\}\). A full proof of (5.32) is given after the conclusion of the current proof.

Therefore, by applying (5.25), the estimate for the core region (5.29) and (5.31) and choosing \(\tilde{R}\) and \(R\) sufficiently large (independently of \(\beta\)) we obtain
\[
\left| \langle \delta G^\beta(\nu), v \rangle \right| \leq C \beta^{-1} e^{\frac{-\delta d(\nu^R)}{2}} \left( R^{d/2} R^{(d-1)/2} + \| D\nu^R \|_{\ell_2^2} \right) \| D\nu \|_{\ell_2^2} \tag{5.33}
\]
for all \(v \in \mathcal{Y}^{1,2}(\Lambda)\) and \(c_1 > 0\) such that
\[
\| D\nu^R - D\nu \|_{\ell_2^2} \leq C e^{\frac{-\delta d(\nu^R)}{2}}, \quad \delta G^\beta(\nu) \equiv 0
\]
\[
\langle \delta^2 G^\beta(\nu^R), v, v \rangle \geq c_1 \| D\nu \|_{\ell_2^2}^2
\]
for all \(v \in \mathcal{Y}^{1,2}(\Lambda)\).

Finally we consider the error in the energy. Using an analogous argument to that of (12, Eq. (78)), we obtain
\[
\| G^\beta(\nu^R) - G^\beta(\nu) \| \leq C \| D\nu^R - D\nu \|_{\ell_2^2}^2 \tag{5.34}
\]
In order to deal with model error, we consider a compactly supported displacement \(T_R\nu^R\):
\[
\left| \langle \delta G^\beta(\nu), \nu \rangle - \langle \delta G^\beta(T_R\nu^R), T_R\nu \rangle \right| = \int_0^1 \langle \delta G^\beta(u_t) - \delta G(u_t), T_R\nu^R - \nu \rangle \, dt
\]
where \(u_t := (1 - t)\nu + t T_R\nu\). Therefore, choosing \(R\) sufficiently large such that \(\text{dist}(\mu, \sigma(H(u_t))) \geq \frac{1}{2} d(\nu)\) for all \(t \in [0, 1]\), we may replace \(u_t\) with a compactly supported displacement \(\tilde{u}\) as in (5.31) and (5.32) and obtain
\[
\left| \langle \delta G^\beta(\nu), \nu \rangle - \langle \delta G^\beta(T_R\nu^R), T_R\nu \rangle \right| \leq C e^{\frac{-\delta d(\nu^R)}{2}} \| D\nu^R \|_{\ell_2^2} \tag{5.35}
\]
Finally, by applying Lemma 5.2, we obtain
\[
\| G^\beta(T_R\nu^R) - G(T_R\nu^R) \| \leq C \sum_{\ell \in \Lambda} \sum_{a_1, a_2} \max_{z \in C} \left| \left[ \delta z(T_R\nu^R) - \delta z(\nu^R) \right] \left[ \delta z(T_R\nu^R) - \delta z(\nu) \right]^{a_1 a_2} \right| \tag{5.36}
\]
where \(\eta\) is some positive constant and \(x: \Lambda \to \Lambda\) denotes the identity configuration.

Combining (5.33), (5.34) and (5.35), we obtain \(\| G^\beta(\nu^R) - G(\nu) \| \leq C e^{\frac{-\delta d(\nu^R)}{2}}\beta^{-1} e^{\frac{-\delta d(\nu^R)}{2}}\) as required.

**Proof of (5.32).** We will argue that site energies are close to the corresponding reference site energies. We again define \(\tilde{H}(\tilde{u})\) and \(\tilde{H}_{\text{ref}}\) as in (5.6) so that we can compare these quantities.

If \(\ell \in (\Lambda_{\text{ref}} \cup \Lambda) \cap B_{\tilde{R}}\) or \(k \in (\Lambda_{\text{ref}} \cup \Lambda) \cap B_{\tilde{R}}\), then \(|\ell - k| \geq \text{dist}(\ell, B_{\tilde{R}}) + \text{dist}(k, B_{\tilde{R}})\) and so we have
\[
\left| \left[ \delta \tilde{H}(\tilde{u}) - \delta \tilde{H}_{\text{ref}} \right]_{\ell k} \right| \leq C e^{-\gamma_0 m(|\ell| + |k| - 2\tilde{R})} \tag{5.37}
\]
Similarly, for \(m \in \Lambda\),
\[
\left| \left[ \delta \tilde{H}(\tilde{m}) - \delta \tilde{H}_{\text{ref}} \right]_{\ell k} \right| \leq C e^{-\gamma_0 m(|\ell| + |k| - 2\tilde{R})} e^{-\gamma_0 (r_m(\tilde{u}) + r_m(\tilde{u}))} \tag{5.37}
\]
In the following, we use the notation $\tilde{\mathcal{R}}_z(\tilde{u}) := (\tilde{H}(\tilde{u}) - z)^{-1}$, and extend $v^\Pi$ by zero to $\Lambda \cup \Lambda^\text{ref}$. Since $\delta G^\text{ref}_z(0) = 0$, we have

$$\langle \delta G^\text{ref}_z(\tilde{u}) - \delta G(\tilde{u}), v^\Pi \rangle = \left\langle \delta G^\text{ref}_z(\tilde{u}) - \delta G(\tilde{u}) - (\delta G(\tilde{u}) - \delta G^\text{ref}_z), v^\Pi \right\rangle$$

$$= \frac{1}{2\pi i} \sum_a \int_{\mathbb{C}^- \cup \mathbb{C}^+} \left[ g^\text{ref}(z; \mu) - g(z; \mu) \right] \sum_{\ell, k, \ell', k' \in \Lambda} \frac{\partial \hat{\mathcal{R}}_z(\tilde{u}) - \hat{\mathcal{R}}^\text{ref}_z}{\partial u(k)} \cdot D_{\rho \ell'}(\ell) \mathrm{d}z$$

$$\leq C \beta^{-1} e^{-\frac{\beta}{4} v(\mathbb{E})^2} \sum_{\ell, k \in \Lambda \cup \Lambda^\text{ref} \cap \{\ell \geq R \text{ or } |k| \geq R\}} \max_{z \in \mathbb{C}^- \cup \mathbb{C}^+} \left| \frac{\partial \hat{\mathcal{R}}_z(\tilde{u}) - \hat{\mathcal{R}}^\text{ref}_z}{\partial u(k)} \right| \cdot D_{\rho \ell'}(\ell). \quad (5.38)$$

We have therefore reduced the problem to considering the derivatives of the difference of two resolvent operators:

$$\frac{\partial \hat{\mathcal{R}}_z(\tilde{u}) - \hat{\mathcal{R}}^\text{ref}_z}{\partial u(k)} = \left[ -\mathcal{R}_z(\tilde{u}) \mathcal{H}(\tilde{u}), k \mathcal{R}_z(\tilde{u}) + \hat{\mathcal{R}}^\text{ref}_z \hat{\mathcal{H}}^\text{ref}_z \mathcal{R}_z \right]^{\alpha \alpha}_{\ell \ell'} \quad (5.39)$$

$$= \left[ (\mathcal{R}_z - \mathcal{R}^\text{ref}_z)(\tilde{u}) \hat{\mathcal{R}}^\text{ref}_z + \mathcal{R}_z(\tilde{u}) \hat{\mathcal{H}}^\text{ref}_z - \hat{\mathcal{H}}^\text{ref}_z \mathcal{R}^\text{ref}_z + \mathcal{R}_z(\tilde{u}) \hat{\mathcal{R}}^\text{ref}_z \mathcal{R}_z - \mathcal{R}_z(\tilde{u})) \right]^{\alpha \alpha}_{\ell \ell'}.$$

In the following, we shall drop the argument $(\tilde{u})$. Now, since $\mathcal{R}_z - \mathcal{R}^\text{ref}_z = \mathcal{R}_z(\hat{\mathcal{H}}^\text{ref}_z - \hat{\mathcal{H}}) \mathcal{R}^\text{ref}_z$, we have:

$$\sum_{\ell, k \in \Lambda \cup \Lambda^\text{ref} \cap \{\ell \geq R \text{ or } |k| \geq R\}} \left| \left[ (\mathcal{R}_z - \mathcal{R}^\text{ref}_z) \hat{\mathcal{H}}^\text{ref}_z \mathcal{R}_z \right]^{\alpha \alpha}_{\ell \ell'} \cdot D_{\rho \ell'}(\ell) \right|$$

$$\leq \sum_{\ell, k \in \Lambda \cup \Lambda^\text{ref} \cap \{\ell \geq R \text{ or } |k| \geq R\}} \sum_{\ell_1, \ell_2, \ell_3, \ell_4 \in \Lambda \cup \Lambda^\text{ref} \cap \{\ell \geq R \text{ or } |k| \geq R\}} \left| \left[ \mathcal{R}_z \right]^{\alpha \alpha}_{\ell \ell_1} \left[ \hat{\mathcal{H}}^\text{ref}_z - \hat{\mathcal{H}} \right]^{\alpha \alpha}_{\ell_1 \ell_2} \left[ \mathcal{R}^\text{ref}_z \right]^{\alpha \alpha}_{\ell_2 \ell_3} \left[ \hat{\mathcal{H}}^\text{ref}_z \right]^{\alpha \alpha}_{\ell_3 \ell_4} \left[ \mathcal{R}^\text{ref}_z \right]^{\alpha \alpha}_{\ell_4 \ell} \right| D_{\rho \ell'}(\ell)$$

$$\leq C \sum_{\ell, k \in \Lambda \cup \Lambda^\text{ref} \cap \{\ell \geq R \text{ or } |k| \geq R\}} e^{-\gamma_0 (\ell_1 \ell_2 + r_{\ell_1} + r_{\ell_2})} e^{-\frac{\gamma_0}{2} |\ell_1 - \ell_2| - 2R} e^{-\gamma_0 (r_{\ell_1} + r_{\ell_2})} \|D^\Pi\|_{\ell_1}$$

$$\leq C \left( \sum_{\ell, k \in \Lambda \cup \Lambda^\text{ref} \cap \{\ell \geq R \text{ or } |k| \geq R\}} e^{-\eta (\ell_1 \ell_2 + r_{\ell_1} + r_{\ell_2} + |\ell_1 + |\ell_2| - 2R}) \right) \sum_{|\ell_1 - \ell_2| \geq R} e^{-\eta (r_{\ell_1} + |\ell_2| - R)} \right)^{1/2} \|D^\Pi\|_{\ell_1} \quad (5.40)$$

where $\eta := \frac{1}{2} \min\{\gamma_0, \frac{3}{2}\gamma_0\}$.

We now bound the first term in the product (5.40). Here we only consider the summation over $\ell, k \in \Lambda \cup \Lambda^\text{ref}$ and $|\ell| \geq R$ (the case where $|\ell| \leq R$ and $|k| \geq R$ can be treated in a similar way):

$$\sum_{\ell, k \in \Lambda \cup \Lambda^\text{ref} \cap \{\ell \geq R \}} e^{-\eta (\ell_1 \ell_2 + r_{\ell_1} + r_{\ell_2} + |\ell_1 + |\ell_2| - 2R + r_{\ell_1} k)} \leq C \left( \sum_{|\ell_1 - \ell_2| \geq R} e^{-\eta (\ell_1 \ell_2 + |\ell_1| - R)} \right) \left( \sum_{|k| \geq R} e^{-\eta (r_{\ell_2} + |\ell_2| - R)} \right)$$

$$\leq C \tilde{R}^{d'} e^{-\frac{\eta}{2} (R - \tilde{R})}. \quad (5.41)$$

Here, the $\tilde{R}^{d'}$ comes from the second factor in the line above. The exact same argument can be used to bound the third term in (5.39) similarly.
We now consider the second term in (5.39): for \( z \in \mathcal{C}^- \cup \mathcal{C}^+ \),
\[
\sum_{\ell \in \Lambda, \ref{ref} |\ell| R \text{ or } |\ell| R} \left| \mathcal{A}^{\ref{ref}}_z (\mathcal{H}_{\ell k} - \mathcal{H}^{\ref{ref}}_{\ell k}) \mathcal{A}^{\ref{ref}}_z \right| ^{\ref{ref}}_{\ell k} \cdot D_{k - \ell \ref{ref}}(\ell) \right|
\leq C \sum_{\ell \in \Lambda, \ref{ref} |\ell| R \text{ or } |\ell| R} \sum_{\ell \in \Lambda, \ref{ref} |\ell| R \text{ or } |\ell| R} \left| \mathcal{A}^{\ref{ref}}_z \mathcal{A}^{\ref{ref}}_z \right| \cdot D_{k - \ell \ref{ref}}(\ell) \right|
\leq C \sum_{\ell \in \Lambda, \ref{ref} |\ell| R \text{ or } |\ell| R} \sum_{\ell \in \Lambda, \ref{ref} |\ell| R \text{ or } |\ell| R} \left| e^{-\gamma \ref{ref} m (|\ell| + |\ell| - 2R)} \right| D_{k - \ell \ref{ref}}(\ell) \right|
5.43
\leq C \left( \sum_{\ell \in \Lambda, \ref{ref} |\ell| R \text{ or } |\ell| R} e^{-\gamma \ref{ref} |\ell| + |\ell| - 2R} \right) \left( \sum_{\ell \in \Lambda, \ref{ref} |\ell| R \text{ or } |\ell| R} e^{-\gamma \ref{ref} |\ell| + |\ell| - 2R} \right) \| D_{k - \ell \ref{ref}}(\ell) \| \leq C e^{-\gamma \ref{ref} (R - R)}.
5.43
\right.

Therefore, after collecting (5.40)–(5.43) and applying (5.38) and (5.39), we obtain (5.32). \(\square\)

5.2.2. Proof of Proposition 2.4: \( \beta \to \infty \) in the Grand Canonical Ensemble. We consider a sequence, \( \pi_{\beta_j} \), of solutions to (GCE\(_\mu \), \( \infty \)) (with \( \beta_j \to \infty \) as \( j \to \infty \)) such that \( \sup_j \| D \pi_{\beta_j} \| \ell^p < \infty \). Noting that, after factoring out a constant shift, \( \mathcal{H} \) is a Hilbert space and so we may apply the Banach-Alaoglu theorem to conclude that there exists a \( \pi \in \mathcal{H} \) such that
\( \pi_{\beta_j} \to \pi \) in \( \mathcal{H} \) as \( j \to \infty \)
along a subsequence (which we do not relabel). Now, because \( v \mapsto D_{\beta \rho}(\ell) \) is a linear functional for all \( \ell \in \Lambda \) and \( \rho \in \Lambda - \ell \), we have obtained (2.16).

To simplify notation, let us define the forces
\[
F_{\ell}(u) := \frac{\partial G(\beta_j)}{\partial \ell}, \quad F_{\ell}(u) := \frac{\partial G(u)}{\partial \ell}.
5.44
\]

Since \( \pi_{\beta_j} \), solves (GCE\(_\mu \), \( \infty \)), we have
\[
0 = (\delta G(\beta_j) (\pi_{\beta_j}), v) = \sum_{\ell \in \Lambda} F_{\ell}(\pi_{\beta_j}) \cdot v(\ell) \quad \text{for all } v \in \mathcal{H} \Lambda \Lambda.
5.45
\]

Let us fix \( v \in \mathcal{H} \Lambda \Lambda \) with compact support in \( B_{R_0} \) for some \( R_0 > 0 \). Now, it is sufficient to show that
\[
F_{\ell} (\pi_{\beta_j}) \to F_{\ell}(\pi) \quad \text{as } j \to \infty
5.45
\]
for all \( \ell \in \Lambda \cap B_{R_0} \). Here, we may apply Remark 7 and the fact that \( \mu \) is uniformly bounded away from \( \sigma(\mathcal{H}(\pi_{\beta_j})) \) to conclude that \( \mathcal{G}(\pi) \) is differentiable.

For sufficiently large \( j \),
\[
|F_{\ell} (\pi_{\beta_j}) - F_{\ell}(\pi)| \leq C \left( \left| e^{-\gamma \ref{ref} R_0} + \| D(\pi_{\beta_j} - \pi) \| \ell^p \right| \right).
5.46
\]

The proof of this estimate is given below. By first choosing \( R_0 \) and then \( j \) sufficiently large, (5.45) can be made arbitrarily small. Applying Lemma 5.10, we obtain
\[
|F_{\ell} (\pi) - F_{\ell}(\pi)| \leq C \left| e^{-\gamma \ref{ref} R_0} + \| D(\pi_{\beta_j} - \pi) \| \ell^p \right| \leq C \left( \left| e^{-\gamma \ref{ref} R_0} + \| D(\pi_{\beta_j} - \pi) \| \ell^p \right| \right).
5.46
\]

Combining (5.45) and (5.46), we obtain \( F_{\ell} (\pi_{\beta_j}) \to F_{\ell}(\pi) \) as \( j \to \infty \) and so \( F_{\ell}(\pi) = 0 \).
Proof of (5.45). We will prove a more general statement: for \( \beta \in (0, \infty) \) and \( u_1, u_2 \in \mathcal{U}^{1,2}(A) \), with \( \|D(u_1 - u_2)\|_{\ell_2^2(\Lambda \cap B_{2Rc})} \) sufficiently small, we have
\[
\|F^\beta_{\ell}(u_1) - F^\beta_{\ell}(u_2)\| \leq C \left( e^{-\gamma \nu \ell R} + \|D(u_1 - u_2)\|_{\ell_2^2(\Lambda \cap B_{2Rc})} \right). \tag{5.47}
\]
This result is also true in the case of periodic displacements \( u_1, u_2 \) as will become clear in the proof.

Using the chain rule, we obtain the formula:
\[
F^\beta_{\ell}(u) = \sum_{\rho \in \ell - \Lambda} G^\beta_{\ell - \rho, \rho}(D(u - \rho)) - \sum_{\rho \in \Lambda - \ell} G^\beta_{\ell, \rho}(D(u), \ell), \tag{5.48}
\]
which is valid for both \( \beta < \infty \) and \( \beta = \infty \).

We first notice that
\[
G^\beta_{\ell - k - \ell}(D(u_1(\ell))) - G^\beta_{\ell - k - \ell}(D(u_2(\ell))) = -\frac{1}{2\pi i} \sum_a \int_{\sigma + \mathcal{G}^{-\infty}} g^\beta(z; \mu) \frac{\partial |G_\beta(u_1) - G_\beta(u_2)|_{\ell_k}^{\alpha}}{\partial u(k)} dz. \tag{5.49}
\]
We again consider the derivative of the difference of two resolvents as in (5.39), above. In the following calculations we shall ignore the indices for the atomic orbitals. By Lemma 5.2, if \( \|D(u_1 - u_2)\|_{\ell_2^2(\Lambda \cap B_{2Rc})} \) is sufficiently small, we have: for \( m \in \Lambda \),
\[
\left| [G_\beta(u_2) - G_\beta(u_1)]_{\ell m} \right| = \left| [G_\beta(u_2) - G_\beta(u_1)]_{\ell m} \right| \leq C \sum_{|\ell_1|, |\ell_2| \leq k} e^{-\gamma \nu \ell_1 + \gamma \nu \ell_2} + C \left( \sum_{|\ell_1|, |\ell_2| \leq k} e^{-\gamma \nu \ell_1 + \gamma \nu \ell_2} \right)^{1/2} \left( \sum_{|\ell_1|, |\ell_2| \leq k} \left| [H(u_1) - H(u_2)]_{\ell_1 \ell_2} \right|^2 \right)^{1/2} \leq C \left( e^{-\frac{1}{\beta} \min(\gamma \nu \ell_1 + \gamma \nu \ell_2) R} + \|D(u_1 - u_2)\|_{\ell_2^2(\Lambda \cap B_{2Rc})} \right). \tag{5.50}
\]
Here, we have used the fact that \( \ell \in B_{2Rc} \) in the first term. Therefore, we have:
\[
\left| [G_\beta(u_2) - G_\beta(u_1)]H(u_2), k G_\beta(u_2) \right|_{\ell \ell} \leq C \left( e^{-\gamma \nu \ell R} + \|D(u_1 - u_2)\|_{\ell_2^2(\Lambda \cap B_{2Rc})} \right) \sum_{|\ell_1|, |\ell_2| \leq k} e^{-\gamma \nu \ell_1 + \gamma \nu \ell_2} e^{-\gamma \nu \ell_1 + \gamma \nu \ell_2} \leq C \left( e^{-\gamma \nu \ell R} + \|D(u_1 - u_2)\|_{\ell_2^2(\Lambda \cap B_{2Rc})} \right) e^{-\frac{1}{\beta} \min(\gamma \nu \ell_1 + \gamma \nu \ell_2) R}. \tag{5.51}
\]
Similarly, by Lemma 5.2, we have
\[
\left| [G_\beta(u_1)H(u_2), k - H(u_1), k] G_\beta(u_2) \right|_{\ell \ell} \leq C \left( e^{-\gamma \nu \ell R} + \|D(u_1 - u_2)\|_{\ell_2^2(\Lambda \cap B_{2Rc})} \right) e^{-\frac{1}{\beta} \min(\gamma \nu \ell_1 + \gamma \nu \ell_2) R},
\]
where \( c = \frac{\text{max} R}{\beta} \) is the constant from Lemma 5.2.

Therefore, by combining (5.50) and (5.51) and using the formula for the derivative of the difference between two resolvent operators (5.39) together with the chain rule formula (5.48), we have (5.47).

5.2.3. Proofs of Theorem 2.5 and Proposition 2.6: \( \beta \to \infty \) in the Canonical Ensemble. Before we proceed with the proofs of Theorem 2.5 and Proposition 2.6, we first recall that \( \varepsilon_{F,R}(u_R) \) denotes the Fermi level given by (2.4). For \( \beta = \infty \), we define \( \varepsilon_{F,R}(u_R) \) via the zero Fermi-temperature limit (Lemma 2.1).

Proof of Theorem 2.5. We suppose that \( \varpi_R \) is a strongly stable solution to (CE\(^{\infty,R} \)). In particular, \( \varpi_R \) is a strongly stable solution to (GCE\(^{\infty,R} \)) for all \( \mu \in I \) where \( I \) is a closed interval such that \( I \cap B_\delta(\sigma(H_R(\varpi_R))) = \emptyset \) for some \( \delta > 0 \) and \( \varepsilon_{F,R}(\varpi_R) \in I \). Therefore, by Theorem 2.3, for sufficiently large \( \beta \) (depending on \( \delta \) and not on \( \mu \)), there exists a unique solution \( \varpi_{R,\beta} \) to (GCE\(^{\infty,R}_\mu \)) satisfying
\[
\|D\varpi_{R,\beta} - D\varpi_R\|_{\ell_2} \leq C e^{-\frac{1}{\beta} \sigma(\varpi_R) \beta} := \tau_\beta. \tag{5.52}
\]
Since \( I \cap B_\delta(\sigma(H(\varpi_R))) = \emptyset \), the pre-factor and exponent can be chosen to depend on \( \delta \) but not on \( \mu \in I \). Now by Lemma 5.1, for \( \beta \) sufficiently large, we have
\[
|\lambda_s(\varpi_{R,\beta}) - \lambda_s(\varpi_R)| \leq C e^{-\frac{1}{\beta} \sigma(\varpi_R) \beta} \tag{5.53}
\]
where \( \lambda_s(u) \) denotes the eigenvalues of \( H_R(u) \) in increasing order (for \( s = 1, \ldots, N_R \)). In particular, \( \varepsilon_{F,R}(\varpi_{R,\beta}) \to \varepsilon_{F,R}(\varpi_R) \) as \( \beta \to \infty \) and so, for sufficiently large \( \beta \), we have \( \varepsilon_{F,R}(\varpi_{R,\beta}) \in I \) for all \( \mu \in I \).
For now, we assume that the mapping $I \mapsto I$ given by $\mu \mapsto \varepsilon_{\mu}^{\beta,R}(\overline{w}_{\beta,R};\nu)$ is continuous for all sufficiently large $\beta$. We will prove this fact after noting that this is sufficient to conclude. Since $I$ is a compact and convex set, we can apply Brouwer’s fixed point theorem to conclude that there exists $\mu^* = \varepsilon_{\mu^*}^{\beta,R}(\overline{w}_{\beta,R};\nu) \in I$.

In particular, $\overline{w}_{\beta,R}$ is a solution to (GCE$^{\beta,R}_\nu$) with Fermi level $\mu^*$. That is, $\overline{w}_{\beta,R}$ solves (CE$^{\beta,R}$) and, by (5.52), we have $\|D\overline{w}_{\beta,R}^\mu - D\overline{w}_{\beta,R}\|_{\varepsilon_2} \leq C e^{-\frac{1}{2\delta}(|\mu| - |\nu|)}$.

**Continuity of $\mu \mapsto \varepsilon_{\mu}^{\beta,R}(\overline{w}_{\beta,R};\nu)$:** We now wish to show that $I \mapsto I : \mu \mapsto \varepsilon_{\mu}^{\beta,R}(\overline{w}_{\beta,R};\nu)$ is continuous for all sufficiently large $\beta$. To do so, we fix $\nu \in I$ and apply the inverse function theorem on $\delta G^{\beta,R}(\cdot;\nu)$ around $\overline{w}_{\beta,R}$ for $\mu \in I$ close to $\nu$.

Firstly, we remark that $\delta^2 G^{\beta,R}(\cdot;\nu)$ is Lipschitz continuous in a neighbourhood of $\overline{w}_{\beta,R}$ for all $\mu \in I$ with Lipschitz constant uniformly bounded below by a positive constant for all $\mu \in I$.

Since $g^\beta(\cdot;\nu)$ is analytic on $\mathbb{C} \setminus \{\nu + ir : r \in \mathbb{R}\}$, we know that $g^\beta(\cdot;\nu)$ is Lipschitz continuous on all compact sets $K \subset \mathbb{C} \setminus \{\nu + ir : r \in \mathbb{R}\}$. In particular, if $\mu \in I$, then $$\|g^\beta(z;\mu) - g^\beta(z;\nu)\| = \|g^\beta(z + \nu - \mu;\nu) - g^\beta(z;\nu)\| \leq |\mu - \nu|$$ for all $z \in \mathcal{C}^-$ for some appropriate choice of contours as in Figure 3 with dist(Re(z), I) $\geq \frac{1}{2}\delta$ for all $z \in \mathcal{C}^-$ and $\mathcal{C}^+$. Since $g^\beta(z;\cdot) \rightarrow 2(z - \cdot)$ pointwise as $\beta \rightarrow \infty$, we can conclude that the Lipschitz constant can be uniformly controlled (for sufficiently large $\beta$). Using this, together with the stability of $\overline{w}_{\beta,R}$ (where the stability constant $c_1$ is independent of $\mu \in I$), we obtain

$$\left\langle \delta^2 G^{\beta,R}(\overline{w}_{\beta,R};\nu)v, v \right\rangle = \left\langle \delta^2 G^{\beta,R}(\overline{w}_{\beta,R};\mu)v, v \right\rangle - \left\langle (\delta^2 G^{\beta,R}(\overline{w}_{\beta,R};\nu) - \delta^2 G^{\beta,R}(\overline{w}_{\beta,R};\mu)) v, v \right\rangle \geq (c_1 - C|\mu - \nu|) \|Dv\|_{\varepsilon_2}^2$$ and

$$\left\langle \delta G^{\beta,R}(\overline{w}_{\beta,R};\nu), v \right\rangle = \left\langle \delta G^{\beta,R}(\overline{w}_{\beta,R};\nu) - \delta G^{\beta,R}(\overline{w}_{\beta,R};\mu), v \right\rangle \leq C|\mu - \nu|.$$ Therefore, if $|\mu - \nu|$ is sufficiently small, the inverse function theorem yields the existence of $\overline{w}_{\beta,R}^{\nu}$ satisfying

$$\delta G^{\beta,R}(\overline{w}_{\beta,R}^{\nu};\nu) = 0 \quad \text{and} \quad \|D\overline{w}^{\nu}_{\beta,R} - D\overline{w}_{\beta,R}\|_{\varepsilon_2} \leq C|\mu - \nu|. \quad (5.54)$$

In particular, $\overline{w}_{\beta,R}^{\nu}$ solves (GCE$^{\beta,R}_\nu$). By (5.52), if $|\nu - \mu|$ is sufficiently small, we necessarily have $\overline{w}_{\beta,R}^{\nu} \in B_{\varepsilon_2}(\overline{w}_{\beta,R}; \|D\|_{\varepsilon_2})$ and thus, by uniqueness of the solution $\overline{w}_{\beta,R}$ to (GCE$^{\beta,R}_\nu$) on $\overline{B}_{\varepsilon_2}(\overline{w}_{\beta,R}; \|D\|_{\varepsilon_2})$, we have $\overline{w}_{\beta,R}^{\nu} = \overline{w}_{\beta,R}$. Therefore, for all $\mu, \nu \in I$ with $|\mu - \nu|$ sufficiently small, $\|D\overline{w}_{\beta,R}^{\nu} - D\overline{w}_{\beta,R}\|_{\varepsilon_2} \leq C|\mu - \nu|$ and thus, by Lemma 5.1, dist$(\sigma(H^{\beta,R}(\overline{w}_{\beta,R}^{\nu})), \sigma(H^{\beta,R}(\overline{w}_{\beta,R}))) \leq C|\mu - \nu|$. In particular, $\mu \mapsto \varepsilon_{\mu}^{\beta,R}(\overline{w}_{\beta,R})$ is continuous on $I$.

**Proof of Proposition 2.6.** Suppose that $\overline{w}_{\beta_j}$ is a bounded sequence (with $\beta_j \rightarrow \infty$) of solutions to (CE$^{\beta_j,R}$). As before, along a subsequence, there exists a weak limit $\overline{w}_{\beta_j} \rightarrow \overline{w}$ as $j \rightarrow \infty$. By applying Lemma 5.1 and noting that weak convergence on a finite domain implies strong convergence, we can conclude that

$$|\lambda_s(\overline{w}_{\beta_j}) - \lambda_s(\overline{w})| \rightarrow 0$$
as $j \rightarrow \infty$ for each $s = 1, \ldots, N_R$. Therefore $\varepsilon_{\beta_j,R}(\overline{w}_{\beta_j}) \rightarrow \varepsilon_{\infty,R}(\overline{w})$ as $j \rightarrow \infty$.

Since, we assume that $\varepsilon_{\beta_j,R}(\overline{w}_{\beta_j})$ is uniformly bounded away from $\sigma(H^{\beta}(\overline{w}_{\beta_j}))$, we can apply Remark 7 to conclude $\mu := \varepsilon_{\infty,R}(\overline{w}) \notin \sigma(H^{\beta}(\overline{w}))$.

Since $\overline{w}_{\beta_j}$ solves (CE$^{\beta_j,R}$),

$$\left| \frac{\partial G^{\beta_j,R}(\overline{w}_{\beta_j};\mu)}{\partial \beta_j} (\ell) \right| = \left| \frac{\partial G^{\beta_j,R}(\overline{w}_{\beta_j};\mu)}{\partial \beta_j} (\ell) \right| \leq C|\varepsilon_{\beta_j,R}(\overline{w}_{\beta_j}) - | \mu || \rightarrow 0 \quad \text{as} \quad j \rightarrow \infty. \quad (5.55)$$

On the other hand, as in the proof of Proposition 2.4 (see, (5.44)–(5.46)), we have

$$\left| \frac{\partial G^{\beta_j,R}(\overline{w}_{\beta_j};\mu)}{\partial \beta_j} (\ell) \right| \rightarrow \left| \frac{\partial G^{\infty,R}(\overline{w};\mu)}{\partial \beta} (\ell) \right| \quad \text{as} \quad j \rightarrow \infty. \quad (5.56)$$

Therefore, by combining (5.56) and (5.55), we can conclude that $\overline{w}$ is a critical point of $G^{\infty,R}(\cdot;\mu)$.
5.3. Thermodynamic Limit. The results of [10] are analogous to Theorem 2.9 and Proposition 2.10 but in the case of finite Fermi-temperature. Moreover, the authors of [10] only consider the case of a Bravais lattice \( \Lambda^{\text{eff}} = B\mathbb{Z}^d \). In this section, we prove that these results can be extended to the case of zero Fermi-temperature for insulators in the more general case where \( \Lambda^{\text{eff}} \) need not be a Bravais lattice.

In principle, one may prove these thermodynamic limit results by using Theorem 2.3 and Proposition 2.4 to compare the zero Fermi-temperature problems with the analogous finite temperature problems and showing that the convergence rates in [10] are independent of Fermi-temperature. However, we opt for a more direct approach here because the case \( \Lambda^{\text{eff}} \neq B\mathbb{Z}^d \) was not considered in [10] and thus a rigorous treatment would be lengthy.

5.3.1. Proof of Theorem 2.7: \( R \to \infty \) in the Grand Canonical Ensemble. Throughout this proof \( \beta \in [0, \infty) \) will be fixed and therefore we omit the index corresponding to Fermi-temperature on the grand potential and the site energies. Again, we will use the notation of Lemma 5.12 for the truncation operator \( T_R : \mathcal{W}^{1,2}(\Lambda) \to \mathcal{W}^{1,2}(\Lambda) \).

Step 1: Quasi-best approximation.

We consider each of these contributions in turn.

For some \( r > 0 \) sufficiently small, we have \( x + B_{2r}(\overline{\Lambda}) \subset \text{Adm}(\Lambda) \). We may choose \( R \) sufficiently large such that \( T_R\overline{\Lambda} \subset B_r(\overline{\Lambda}) \) and so \( x + B_r(T_R\overline{\Lambda}) \subset \text{Adm}(\Lambda) \). We know that \( \mathcal{G} \in C^3(\text{Adm}(\Lambda)) \) and so \( \delta \mathcal{G} \) and \( \delta^2 \mathcal{G} \) are Lipschitz continuous on \( \text{Adm}(\Lambda) \cap B_r(\overline{\Lambda}) \). In particular,

\[
\| \delta \mathcal{G}(\overline{\Lambda}) - \delta \mathcal{G}(T_R\overline{\Lambda}) \| \leq C \| DT \| \| DT_R\overline{\Lambda} \|_{\ell_2^r} \| \mathcal{E}_f \|_{\ell_2^r(B_{R/2})}, \quad \text{and} \quad (5.57)
\]

\[
\| \delta^2 \mathcal{G}(\overline{\Lambda}) - \delta^2 \mathcal{G}(T_R\overline{\Lambda}) \| \leq C \| DT \| \| DT_R\overline{\Lambda} \|_{\ell_2^r(B_{R/2})}. \quad (5.58)
\]

Step 2: Consistency.

We fix \( v : \Lambda \to \mathbb{R}^d \) satisfying \( (L_R) \). Since \( v \) is periodic and not necessarily an admissible displacement on \( \Lambda \), we consider the compactly supported displacement \( T_{R'} v \) for some \( R' < R \) and extend by zero to \( \Lambda \). Rewriting \( \delta \mathcal{G}(T_R\overline{\Lambda}, v) \), we have

\[
\langle \delta \mathcal{G}(T_R\overline{\Lambda}, v) \rangle = \langle \delta \mathcal{G}(T_R\overline{\Lambda}, (I - T_{R'} v) + \langle \delta \mathcal{G}(T_R\overline{\Lambda}, T_{R'} v) \rangle \quad \text{and} \quad \langle \delta \mathcal{G}(T_R\overline{\Lambda}) - \delta \mathcal{G}(T_R\overline{\Lambda}, T_{R'} v) \rangle \quad (5.59)
\]

We consider each of these contributions in turn.

Replacing \( T_R\overline{\Lambda} \) with \( T_{R'}\overline{\Lambda} \) for some \( R < R' < R \) in the first term of (5.59) gives an approximation error of \( C \| DT \| \| DT_{R'}\overline{\Lambda} \|_{\ell_2^r(\Lambda \cap B_{R'})} \). Since \( (I - T_{R'} v) = 0 \) on \( \Lambda \cap B_{R'} \) and \( T_{R'}\overline{\Lambda} = 0 \) on \( \Lambda \setminus B_{R'} \), we can bound \( \langle \delta \mathcal{G}(T_{R'}\overline{\Lambda}) \rangle \) as follows:

\[
\| \langle \delta \mathcal{G}(T_{R'}\overline{\Lambda}, (I - T_{R'} v) \rangle \| \leq \| \langle \delta \mathcal{G}(T_{R'}\overline{\Lambda}) \rangle \| \| (I - T_{R'} v) \rangle \| + \| \langle \delta \mathcal{G}(T_{R'}\overline{\Lambda}, (I - T_{R'} v) \rangle \| \leq C \| R'^2/2 - R^2 \| Dv \| E_2(\Lambda \setminus B_{R'}) + C \| DT \| \| E_2(\Lambda \cap B_{R'}) \| \| Dv \| E_2(\Lambda \cap B_{R'}) \| \quad (5.60)
\]

where \( \eta = \frac{1}{2} \min \{ \gamma \text{C}, \frac{1}{2} \gamma_0 \} \). The first term in (5.60) is bounded by comparing the first derivative of the grand potential with the corresponding reference grand potential and taking the derivatives inside the contour integration in an argument that is exactly the same as in (5.32). Bounding the second term in (5.60) is done by applying Taylor’s theorem and using the locality of the second derivatives of the site energies (for an identical argument see (5.31)).

Next, we consider the second term of (5.59). We simply apply the convergence of the site energies as \( R \to \infty \) (Lemma 5.11), together with the locality of the site energies (Lemma 5.7) and the fact that \( T_{R'} v \) has compact support in \( B_{R'} \), to conclude:

\[
\langle \delta \mathcal{G}(T_{R'}\overline{\Lambda}) - \delta \mathcal{G}(T_{R'}\overline{\Lambda}, T_{R'} v) \rangle \quad (5.61)
\]

where \( \eta = \frac{1}{2} \min \{ \gamma \text{C}, \frac{1}{2} \gamma_0 \} \). In the final line, we have used the fact that \( T_{R'} v \) has compact support in \( B_{R'} \). More specifically, in the first term, we have used the fact that, if \( \ell \in B_{R'} \), or \( \ell + \rho \in B_{R'} \), then...
\[ \text{dist}(\ell, \Omega^\rho_R) + |\rho| > R - R^*. \] Moreover, in the second term, we have that, if \( \ell \not\in \Lambda_R \) then we must sum over \( \ell + \rho \in B_{R^*} \) and so \( |\rho| > R - R^* \) (and vice versa).

Finally, we consider the third contribution from (5.59): by (5.57), we have
\[ |\langle \delta G(T_R \overline{\pi} - \delta G(\overline{\pi}), T_R v, v \rangle | \leq C \| D\pi \|_{\ell_2} (\Lambda \setminus B_{R^*}) \| DT_R v \|_{\ell_2}. \] (5.62)

Combining (5.59)–(5.62) we obtain the following consistency estimate:
\[ |\langle \delta^2 G(T_R \overline{\pi}), v \rangle | \leq C \left( R^{d/2} e^{-\eta (R - R^*)} + \| D\pi \|_{\ell_2} + (R^*)^{d/2} e^{-\eta (R - R^*)} \right) \| Dw \|_{\ell_2} \] (5.63)

where \( \eta := \frac{1}{2} \min \{ \gamma_{CT}, \frac{1}{4} \gamma_0 \} \). Here, we can see that if \( \| D\pi \|_{\ell_2} \leq R^{d/2} \) (which would follow if (2.19) holds), then we obtain a convergence rate as discussed in Remark 4.

**Step 3: Stability.**

We now show the following stability estimate: there exists \( c_1 > 0 \) such that
\[ \langle \delta^2 G(T_R \overline{\pi}) v, v \rangle \geq c_1 \| Dw \|_{\ell_2}^2 \] (5.64)
for all sufficiently large \( R \).

We first take a sequence \( v_R \) of test functions with \( \| Dw_R \|_{\ell_2} = 1 \) and note that \( w_R := T_R v_R \in \mathcal{H}_{1,2}(\Lambda) \) and \( \| Dw_R \|_{\ell_2} \leq C \| Dw_R \|_{\ell_2}(\Lambda \setminus B_{R^*}) \leq C \) where \( C \) is independent of \( R \). Therefore, along a subsequence (which we do not relabel) we have \( w_R \to v \) in \( \mathcal{H}_{1,2}(\Lambda) \) as \( R \to \infty \) for some \( v \in \mathcal{H}_{1,2}(\Lambda) \). By [20, Lemma 7.8], we may choose a sequence of radii \( S(R) \) with \( S(R) \to \infty \) as \( R \to \infty \) “sufficiently slowly” such that
\[ T_{S(R)} w_R \to v \quad \text{strongly in } \mathcal{H}_{1,2}(\Lambda), \]
\[ T_{S(R)} w_R - w_R \to 0 \quad \text{weakly in } \mathcal{H}_{1,2}(\Lambda) \quad \text{and} \]
\[ R - S(R) \to \infty \quad \text{as } R \to \infty. \] (5.65) (5.66) (5.67)

We let \( v^0_R := T_{S(R)} w_R \) and \( v^R_R := v_R - v^0_R \) and expand \( \langle \delta^2 G(T_R \overline{\pi}) v_R, v_R \rangle \) as follows:
\[ \langle \delta^2 G(T_R \overline{\pi}), v_R, v_R \rangle = \langle \delta^2 G(T_R \overline{\pi}) v^0_R, v^0_R \rangle + \langle \delta^2 G(T_R \overline{\pi}) v^R_R, v^R_R \rangle + \langle \delta^2 G(T_R \overline{\pi}) v^R_R, v_R \rangle =: T_1 + 2T_2 + T_3. \] (5.68)

We shall consider each of these terms separately.

**Using the fact that \( v^R_R \) has compact support in \( B_{S(R)} \), we obtain:**
\[ \langle \delta^2 G(T_R \overline{\pi}) - \delta^2 G(\overline{\pi}), v^0_R, v_R \rangle \leq C \left( e^{-\eta \gamma_{S(R, R)}^{CT}} + \| D\pi \|_{\ell_2} + \| Dw_R \|_{\ell_2} \right) \] (5.69)

where \( \eta := \frac{1}{2} \min \{ \gamma_{CT}, \frac{1}{4} \gamma_0 \} \). The proof of this estimate is similar to that of **Step 2** and is shown in Appendix 1 for completeness.

**T1: core term.** Using the strong stability of the solution \( \overline{\pi} \) together with (5.69), we may conclude that, for sufficiently large \( R \), we have
\[ T_1 = \langle \delta^2 G(T_R \overline{\pi}) v^0_R, v^0_R \rangle = \langle \delta^2 G(\overline{\pi}) v^0_R, v^0_R \rangle - \langle \delta^2 G(T_R \overline{\pi}) v^0_R, v^0_R \rangle \]
\[ \geq \frac{c_0}{2} \| Dw_R \|_{\ell_2}^2. \] (5.70)

**T2: cross term.** Now, we show that the cross term in (5.68) vanishes in the \( R \to \infty \) limit. Rewriting \( T_2 \), we have
\[ T_2 = \langle \delta^2 G(T_R \overline{\pi}) v^0_R, v^R_R \rangle = \langle \delta^2 G(T_R \overline{\pi}) v^0_R, v^0_R \rangle + \langle \delta^2 G(T_R \overline{\pi}) v^0_R, v^R_R \rangle + \langle \delta^2 G(T_R \overline{\pi}) v^0_R, v^R_R \rangle \] (5.71)

By (5.69), the first term of (5.71) vanishes as \( R \to \infty \) and, since \( v^0_R \to v \) strongly in \( \mathcal{H}_{1,2}(\Lambda) \), the second term in (5.71) also vanishes:
\[ \langle \delta^2 G(T_R \overline{\pi}) v^0_R, v^R_R \rangle \leq C \| D(v^0_R - v) \|_{\ell_2} \| Dw_R \|_{\ell_2} \to 0 \quad \text{as } R \to \infty. \]

Finally, since \( \delta^2 G(\pi) v \) is a bounded linear functional on \( \mathcal{H}_{1,2}(\Lambda) \), we may apply the Riesz representation theorem to conclude that there exists \( \Phi \in \mathcal{H}_{1,2}(\Lambda) \) such that
\[ \langle \delta^2 G(\overline{\pi}) v, v^R_R \rangle = \langle D\Phi, Dw_R \rangle_{\ell_2}. \]
This quantity vanishes as \( R \to \infty \) by the weak convergence of \( v_R^\ell \to 0 \) as \( R \to \infty \) (see (5.66)).

\( T_3 \): far field term. Since \( v_R^\ell \) only sees the weak field behaviour of the test function, and not the point defect, we may replace \( \delta^2G^R(T_R\overline{\rho}) \) by \( \delta^2G_{\text{ref}}^R \), giving an approximation of \( C\|DT_R\overline{\rho}\|_2^2(\Lambda_R\cup B_{2(R-1/2)}) \).

To do this, we extend \( v_R^\ell \) by zero to \( \Lambda_R \cup \Lambda_R^\text{ref} \) and note that,

\[
|T_3 - \langle \delta^2G_{\text{ref}}^Rv_R^\ell, v_R^\ell \rangle| = |\langle (\delta^2G^R(T_R\overline{\rho}) - \delta^2G_{\text{ref}}^R) v_R^\ell, v_R^\ell \rangle| \\
\leq C\|DT_R\overline{\rho}\|_2^2(\Lambda_R\cup B_{2(R-1/2)})\|Dv_R^\ell\|_2^2.
\]  

(5.72)

It is now sufficient to prove that there exists \( c_1 > 0 \) such that

\[
\langle \delta^2G_{\text{ref}}^Rv_R^\ell, v_R^\ell \rangle \geq c_1\|Dv_R^\ell\|_2^2.
\]  

(5.73)

A proof of this fact for Bravais lattices can be found in [27] which can be adapted to the multi-lattice setting. We give an alternative proof in Appendix I for completeness.

Therefore, applying (5.72) and (5.73) we can conclude that

\[ T_3 = \langle \delta^2G^R(T_R\overline{\rho})v_R^\ell, v_R^\ell \rangle \geq c_1\|Dv_R^\ell\|_2^2 \\
\]

for all \( R \) sufficiently large.

Using the fact that \( \|D\psi|_{B_2}|^2 + \|Dv_R^\ell\|_2^2 \geq \frac{1}{2}\|Dv_R^\ell\|_2^2 \) for all sufficiently large \( R \), which follows from [20, Lemma 7.9], allows us to conclude the proof of the stability estimate (5.64).

**Step 4: Application of the Inverse Function Theorem.** The consistency (5.63) and stability (5.64) estimates allow us to apply the inverse function theorem [32, Lemma B.1] to conclude: for sufficiently large \( R \), there exists \( \overline{\rho}_R \) such that

\[ \delta G^R(\overline{\rho}_R) = 0 \quad \text{and} \quad \|D\overline{\rho}_R - D\overline{\rho}\|_2 \to 0 \quad \text{as} \quad R \to \infty. \]

Moreover, there exists a constant \( c_2 > 0 \) such that

\[ \langle \delta^2G^R(\overline{\rho}_R)\psi, \psi \rangle \geq c_2\|D\psi\|_2^2. \]

5.3.2. Proof of Proposition 2.8: \( R \to \infty \) in the Grand Canonical Ensemble. Since \( \sup_j\|D\overline{\rho}_R\|_2 < \infty \), there exists a \( \overline{\rho} \in \overline{H}^{1,2}(\Lambda) \) such that \( \overline{\rho}_R \to \overline{\rho} \) along a subsequence as \( j \to \infty \). Using Lemma 5.8 and the fact \( \mu \) is uniformly bounded away from \( \sigma(H_R(\overline{\rho}_R)) \), we obtain \( \mu \not\in \sigma(H(\overline{\rho})) \).

We wish to show that \( \delta G(\overline{\rho}) = 0 \). Using the notation from (5.44) and noting that \( \overline{\rho}_R \) solves (GCE\( _\mu^\infty\)) we have, for all \( \psi \in \overline{H}^{1,2}(\Lambda) \),

\[
0 = \langle \delta G_R(u_{R_j}), \psi \rangle = \sum_{\ell \in \Lambda_{R_j}} F_{\ell}^R(u_{R_j}) \cdot \psi(\ell).
\]  

(5.74)

It is sufficient to suppose that \( \supp(\psi) \subset B_{R_e} \) for some \( R_e > 0 \) and show that \( F_{\ell}^R(\overline{\rho}_{R_j}) \to F_{\ell}(\overline{\rho}) \) as \( j \to \infty \):

\[
|F_{\ell}^R(\overline{\rho}_{R_j}) - F_{\ell}(\overline{\rho})| \leq |F_{\ell}^R(\overline{\rho}_{R_j}) - F_{\ell}^R(\overline{\rho})| + |F_{\ell}^R(\overline{\rho}) - F_{\ell}(\overline{\rho})|.
\]  

(5.75)

The first term of (5.75) may be treated in the exact same way as in (5.47) to conclude that \( |F_{\ell}^R(\overline{\rho}_{R_j}) - F_{\ell}^R(\overline{\rho})| \to 0 \) as \( j \to \infty \).

For the second term of (5.75) we may use the chain rule formula (5.48) to write the forces as sums over site energies. Using the fact that \( \ell \in B_{R_e} \) and Lemma 5.11, we have

\[
\sum_{\rho \in \Lambda_{R_j} - \ell} \left( g^R_{\ell-\rho}(Du(\ell)) - g_{\ell-\rho}(Du(\ell)) \right) = \sum_{\rho \in \Lambda_{\ell} - \ell} g_{\ell,\rho}(Du(\ell)) \leq \sum_{\rho \in \Lambda_{\ell} - \ell} e^{-\eta(d(\ell,\Omega_{R_j}) + |\rho|)} - \sum_{\rho \in \Lambda_{\ell} - \ell} e^{-\gamma|\rho|} \leq Ce^{-\eta(j(R_j - R_e))}.
\]

where \( \eta := \frac{1}{2\min\{\gamma_{cT}, \frac{1}{2} n_0\}} \). We can therefore conclude that \( |F_{\ell}^R(\overline{\rho}) - F_{\ell}(\overline{\rho})| \to 0 \) as \( j \to \infty \). That is, \( F_{\ell}(\overline{\rho}) = 0 \) for all \( \ell \in \Lambda \cap B_{R_e} \).
5.3.3. Proofs of Theorem 2.9 and Proposition 2.10: $R \to \infty$ in the Canonical Ensemble.

Proof of Theorem 2.9. We suppose that $\mathbf{\Pi}$ is a strongly stable solution to (GCE$^{\infty}$). By Theorem 2.7, there is a sequence of solutions $\mathbf{\Pi}_R$ to (GCE$^{\infty}$) with $\mathbf{\Pi}_R \to \mathbf{\Pi}$ in $W^{1,2}(\Lambda)$ as $R \to \infty$. This strong convergence means that, by Lemmas 5.1 and 5.7, every isolated eigenvalue of $\sigma(\mathcal{H}(\mathbf{\Pi}))$ is a limit point of a sequence of eigenvalues contained in $\sigma(\mathcal{H}(\mathbf{\Pi}_R))$ and the accumulation points of every such sequence are contained in $\sigma(\mathcal{H}(\mathbf{\Pi}))$. Since $\mu \notin \sigma(\mathcal{H}(\mathbf{\Pi}))$, we can find adjacent points $\ell, \ell' \in \sigma(\mathcal{H}(\mathbf{\Pi}))$ such that $\ell < \mu < \ell'$. Now, choosing the electron number $N_{e,R} := N^{\infty,R}_\ell \left( \frac{1}{2}(\ell + \mu) \right)$, and by applying Lemma 2.1, we can conclude that $\epsilon^{\infty,R}_\ell(\mathbf{\Pi}_R) \to \frac{1}{2}(\ell + \mu)$ as $R \to \infty$. Further, the interval between $\epsilon^{\infty,R}_\ell(\mathbf{\Pi}_R)$ and $\frac{1}{2}(\ell + \mu)$ does not intersect $\sigma(\mathcal{H}(\mathbf{\Pi}))$ for all sufficiently large $R$. That is, for all sufficiently large $R$, $\mathbf{\Pi}_R$ solves (GCE$^{\infty,R}$).

Proof of Proposition 2.10. Since $\|D\mathbf{\Pi}_R\|_{\ell^2}$ is uniformly bounded, along a subsequence, $\mathbf{\Pi}_R \to \mathbf{\Pi}$ as $j \to \infty$ for some $\mathbf{\Pi} \in W^{1,2}(\Lambda)$. Now, because $\sigma(\mathcal{H}(\mathbf{\Pi}_R))$ is uniformly bounded, $\epsilon^{\infty,R}_\ell(\mathbf{\Pi}_R) \to \mu$ along a further subsequence as $j \to \infty$ for some $\mu \in \mathbb{R}$.

Supposing that $\sigma(\mathcal{H}(\mathbf{\Pi}_R))$ is (eventually) bounded away from $\epsilon^{\infty,R}_\ell(\mathbf{\Pi}_R)$, we know that $\mu$ is eventually bounded away from $\sigma(\mathcal{H}(\mathbf{\Pi}_R))$. This means that, for all $\ell$ sufficiently large, $\mathbf{\Pi}_R$ solves (GCE$^{\infty,R}$) for all $\nu$ in a neighbourhood of $\mu$. Therefore, by Proposition 2.8, $\mathbf{\Pi}$ is a critical point of $\mathcal{G}(\cdot; \mu)$.

We remark here that the boundedness of the sequence $(\{N_{e,R} - N_{e,J}\})$ is a necessary condition for the limit $\mu$ to be contained in the band gap. We do not state this as an assumption in Proposition 2.10 because we require the stronger condition that $\mu$ is (eventually) bounded away from $\sigma(\mathcal{H}(\mathbf{\Pi}_R))$.

Appendix A. Symmetries of the Hamiltonian

In addition to assumption (TB), the Hamiltonian also satisfies the following symmetry property which is not required for this paper but is included for completeness:

Fix a displacement $u$ and define $y := x + u$ where $x$ is the identity configuration. For an isometry $I : \mathbb{R}^d \to \mathbb{R}^d$, we let $u_I$ be the displacement for which $I \circ y = x \pm u_I$. Then, for $\ell, k \in \Lambda$, there exist orthogonal $Q^\ell, Q^k \in \mathbb{R}^{N_b \times N_b}$ such that

$$[\mathcal{H}(u_I)_{\ell k}^{ab}]^{N_b}_{a,b=1} = Q^\ell \cdot [\mathcal{H}(u)_{\ell k}^{ab}]^{N_b}_{a,b=1} \cdot (Q^k)^T. \quad (A.1)$$

(A.1) states that the Hamiltonian is invariant under isometries of $\mathbb{R}^d$ up to an orthogonal change of basis. That is [39],

$$\mathcal{H}(u_I) = Q \cdot \mathcal{H}(u) \cdot Q^T \quad \text{where} \quad Q = \text{diag}(Q^\ell)_{\ell \in \Lambda} \quad (A.2)$$

This assumption is derived in [12, Appendix A] and, for a single atomic orbital per atom, takes the more familiar form: $\mathcal{H}(u_I) = \mathcal{H}(u)$. This symmetry invariance means that the spectra of $\mathcal{H}(u)$ and $\mathcal{H}(u_I)$ agree and thus the site energies associated with $u$ are equal to that of $u_I$, for example.

Appendix B. Non-constant Number of Atomic Orbitals per Atom

As noted in §2.2, the number of atomic orbitals per atom should depend on the atomic species. That is, for $\ell \in \Lambda$, the number of atomic orbitals corresponding to $\ell$ depends on the atomic species of $\ell$. We shall denote by $N_b(\ell)$ this number of atomic orbitals. Now, the linear tight binding Hamiltonian takes the following form:

$$[\mathcal{H}(u)]_{\ell k}^{ab} = h_{\ell k}^{ab}(r_{\ell k}(u)) \quad \text{for} \quad \ell, k \in \Lambda, 1 \leq a \leq N_b(\ell) \quad \text{and} \quad 1 \leq b \leq N_b(k).$$

We may define $N_b := \max_{\ell \in \Lambda} N_b(\ell)$, and, for $\ell, k \in \Lambda$ and $1 \leq a, b \leq N_b$,

$$[\mathcal{H}(u)]_{\ell k}^{ab} := \begin{cases} h_{\ell k}^{ab}(r_{\ell k}(u)) & \text{if} \ 1 \leq a \leq N_b(\ell) \text{and} \ 1 \leq b \leq N_b(k) \\ 0 & \text{if} \ N_b(\ell) < a \leq N_b \text{or} \ N_b(k) < b \leq N_b. \end{cases}$$

Moreover, for $\psi = \{\psi(\ell; a) : \ell \in \Lambda, a \in \{1, \ldots, N_b(\ell)\}\}$ we may define

$$\tilde{\psi}(\ell; a) := \begin{cases} \psi(\ell; a) & \text{if} \ 1 \leq a \leq N_b(\ell) \\ 0 & \text{if} \ N_b(\ell) < a \leq N_b. \end{cases}$$

Without loss of generality we may suppose that $\lambda > \theta > 0$ for all $\lambda \in \sigma(\mathcal{H}(u))$. This can be done by artificially shifting the spectrum by adding a suitable multiple of the identity to the Hamiltonian. A detailed description of this construction is given in [13, §4.3].
We claim that $\mathcal{H}(u)$ may be replaced with $\tilde{\mathcal{H}}(u)$ (which satisfies the assumptions of this paper) throughout. For example, in the site energies, for an appropriate choice of contour $\mathcal{C}$ that does not encircle $\{0\}$, we have

$$G^\beta(u) = \sum_s \vartheta^\beta(\lambda_s; \mu) \sum_{a=1}^{N_s} |\psi_a|^2_{f_a} = \sum_s \vartheta^\beta(\lambda_s; \mu) \sum_{a=1}^{N_s} \tilde{\psi}_a^2_{f_a}$$

$$= -\frac{1}{2\pi i} \sum_a \oint_{\mathcal{C}} \vartheta^\beta(z; \mu) \left[ \left(\tilde{\mathcal{H}}(u) - z\right)^{-1}\right]_{tt}^{aa} dz. \quad \text{(B.1)}$$

The calculation in (B.1) is valid because, apart from the additional zero eigenvalues that are not encircled by $\mathcal{C}$, the spectrum of $\mathcal{H}(u)$ is equal to that of $\tilde{\mathcal{H}}(u)$.

**APPENDIX C. Potential Energy Surface at Finite Fermi Temperature**

In this section, we give a more detailed derivation of the Helmholtz free energy. Again, we have a particle system containing $N_{e,R}$ electrons and nuclei described by some admissible displacement $u : \Lambda_R \to \mathbb{R}^d$.

The Helmholtz free energy is given by minimising the functional [10, 17]

$$\mathcal{F} \left( \{\psi_s\}_{s=1}^{N_{\sigma}} , \{f_s\}_{s=1}^{N_{\sigma}} \right) = 2 \sum_{s=1}^{N_{\sigma}} \left( f_s \langle \psi_s | \mathcal{H}^R(u) | \psi_s \rangle + k_B TS(f_s) \right),$$

where $S(f) := f \log f + (1 - f) \log(1 - f)$

under the constraints that $\psi_s : \Lambda_R \times \{1, \ldots, N_0\} \to \mathbb{R}$ are orthogonal orbital functions and the corresponding occupation numbers, $f_s$, satisfy $0 \leq f_s \leq 1$ and $2 \sum_{s=1}^{N_{\sigma}} f_s = N_{e,R}$. Here, the factor of two accounts for the spin and the inverse Fermi-temperature is given by $\beta := (k_B T)^{-1}$ where $k_B$ is the Boltzmann constant.

A simple calculation yields the existence of a minimiser $\{\psi_s\}_{s=1}^{N_{\sigma}} , \{f_s\}_{s=1}^{N_{\sigma}}$ (where the dependence on $y$ is omitted) satisfying

$$\mathcal{H}^R(u) \psi_s = \lambda_s \psi_s \quad \text{and} \quad f_s = f_\beta(\lambda_s - \varepsilon_{\beta,R}^\beta) \quad (C.1)$$

where $\{\lambda_s\}_{s=1}^{N_{\sigma}}$ is some enumeration of $\sigma(\mathcal{H}^R(u))$. The Fermi level, $\varepsilon_{\beta,R}^\beta(u) = \varepsilon_{\beta,R}^\beta$, is the Lagrange multiplier for the particle number constraint. Moreover, there is a unique solution to this constraint: the particle number functional, $N^{\beta,R}(u, \cdot)$, is continuous and strictly increasing (in $\tau \in \mathbb{R}$) with $N^{\beta,R}(u; \tau) \to 0$ as $\tau \to -\infty$ and $N(u; \tau) \to 2N_R$ as $\tau \to \infty$ and thus there is a unique value, $\varepsilon_{\beta,R}^\beta$, satisfying

$$N^{\beta,R}(u; \varepsilon_{\beta,R}^\beta) = N_{e,R}.$$ 

After writing the entropy contribution, $S(f_s)$, as

$$S(f_s) = f_s \log f_s + (1 - f_s) \log(1 - f_s)$$

$$= f_s \log \left( e^{-\beta(\lambda_s - \varepsilon_{\beta,R}^\beta)}(1 - f_s) \right) + (1 - f_s) \log(1 - f_s)$$

$$= -\beta(\lambda_s - \varepsilon_{\beta,R}^\beta) f_s + \log(1 - f_s),$$

we may rewrite the Helmholtz free energy as

$$E^{\beta,R}(u) = \sum_{s=1}^{N_{\sigma}} \varepsilon^\beta(\lambda_s, \varepsilon_{\beta,R}^\beta) \quad \text{where}$$

$$\varepsilon^\beta(\lambda; \tau) := 2\lambda f_\beta(\lambda - \tau) + \frac{2}{\beta} S(f_\beta(\lambda - \tau))$$

$$= 2\tau f_\beta(\lambda - \tau) + \frac{2}{\beta} \log(1 - f_\beta(\lambda - \tau)).$$

**APPENDIX D. Convergence of the Fermi Level**

Here we prove the convergence of the Fermi level in the zero temperature limit for finite computational domains. This proof is a much simpler version of the one presented in [41].
Proof of Lemma 2.1. We first suppose that there exists $\varepsilon \in \sigma(\mathcal{H}^R(u))$ such that $N^{\infty,R}(\varepsilon) = N_{e,R}$. This means that $\varepsilon = \bar{\varepsilon} = \varepsilon$. Suppose that $\varepsilon_{P}^0 \to \varepsilon'$ along a subsequence (which we do not relabel) as $\beta \to \infty$. Using the fact that $N^{\beta,R}(\varepsilon)$ is strictly increasing and taking $\beta \to \infty$, we obtain $N^{\infty,R}(\varepsilon' - \delta) \leq N_{e,R} \leq N^{\infty,R}(\varepsilon' + \delta)$ for all $\delta > 0$. That is, $\varepsilon' = \varepsilon$ and we can conclude.

Now we instead suppose that $N^{\infty,R}(\varepsilon) \neq N_{e,R}$ for all $\varepsilon \in \sigma(\mathcal{H}(u))$. In this case, $\xi < \bar{\varepsilon}$ are adjacent eigenvalues. Since $N^{\beta,R}(\varepsilon_{P}^0) = N_{e,R}$, it is not hard to show that, for sufficiently large $\beta$, $\varepsilon_{P}^0 \in (\xi, \bar{\varepsilon})$. We now simply use the fact that $f_{\beta}(-\tau) = 1 - f_{\beta}(\tau)$ to obtain

$$
\sum_{s: \lambda_s \neq \bar{\varepsilon}} f_{\beta}(|\lambda_s - \varepsilon_{P}^0|) - \sum_{s: \lambda_s \neq \xi} f_{\beta}(|\lambda_s - \varepsilon_{P}^0|) = \frac{1}{2}(N_{e,R} - N^{\infty,R}(\frac{1}{2}(\xi + \bar{\varepsilon}))).
$$

We suppose that $n := \frac{1}{2}(N_{e,R} - N^{\infty,R}(\frac{1}{2}(\xi + \bar{\varepsilon}))) \geq 0$ (we will see that the other case is similar). Now, using (D.1), we have

$$
f_{\beta}(|\bar{\varepsilon} - \varepsilon_{P}^0|) \leq \sum_{s: \lambda_s \neq \xi} f_{\beta}(|\lambda_s - \varepsilon_{P}^0|) = n + \sum_{s: \lambda_s \neq \xi} f_{\beta}(|\lambda_s - \varepsilon_{P}^0|) \leq n + m f_{\beta}(|\xi - \varepsilon_{P}^0|)
$$

where $m := \#\{ s: \lambda_s \neq \xi \}$. In the exact same way, we have

$$
n + f_{\beta}(|\xi - \varepsilon_{P}^0|) \leq (N_{e,R} - m) f_{\beta}(|\bar{\varepsilon} - \varepsilon_{P}^0|).
$$

Therefore, by combining (D.2) and (D.3), we have

$$
(N_{e,R} - m)^{-1}(n + f_{\beta}(|\xi - \varepsilon_{P}^0|)) \leq f_{\beta}(|\bar{\varepsilon} - \varepsilon_{P}^0|) \leq n + m f_{\beta}(|\xi - \varepsilon_{P}^0|).
$$

Now we consider the case that $n = 0$ (that is, $N_{e,R} = N^{\infty,R}(\frac{1}{2}(\xi + \bar{\varepsilon}))$. In this case, we may simplify (D.4) to obtain the following bound

$$
c \leq e^{|\bar{\varepsilon} - \varepsilon_{P}^0| - |\xi - \varepsilon_{P}^0|} \leq C
$$

for some $c, C > 0$. This immediately gives $|\bar{\varepsilon} - \varepsilon_{P}^0| - |\xi - \varepsilon_{P}^0| \leq \beta^{-1}$. That is, $\varepsilon_{P}^0 \to \frac{1}{2}(\xi + \bar{\varepsilon})$.

On the other hand, we now suppose that $n > 0$ (that is, $N^{\infty,R}(\frac{1}{2}(\xi + \bar{\varepsilon})) < N_{e,R}$). We now replace $|\bar{\varepsilon} - \varepsilon_{P}^0|$ with $|\bar{\varepsilon} - \xi| - |\xi - \varepsilon_{P}^0|$ in (D.4) to obtain the following bound

$$
c \leq e^{|\bar{\varepsilon} - \varepsilon_{P}^0| - |\xi - \varepsilon_{P}^0|} \leq C
$$

for some $c, C > 0$. This means that $|\bar{\varepsilon} - \varepsilon_{P}^0| - |\xi - \varepsilon_{P}^0| \leq \beta^{-1}$ and thus $\varepsilon_{P}^0 \to \bar{\varepsilon}$.

Appendix E. Band Structure of the Reference Hamiltonian

Recall, the unit cell $\Gamma \subset \Lambda^{\text{eff}}$ is finite and satisfies $\Lambda^{\text{eff}} = \bigcup_{h \in \mathbb{Z}^d} (\Gamma + A_\gamma)$ and $\Gamma + A_\gamma$ are pairwise disjoint for all $\gamma \in \mathbb{Z}^d$.

For $\xi \in \mathbb{R}^d$ and $\psi \in L^2(\Lambda^{\text{eff}} \times \{1, \ldots, N_0\})$, we define $(U_\psi)\xi \in L^2(\Lambda^{\text{eff}} \times \{1, \ldots, N_0\})$ by

$$
(U_\psi)\xi (\ell; a) = \sum_{\gamma \in \mathbb{Z}^d} \psi(\ell + A_\gamma; a)e^{-i(\ell + A_\gamma)\xi}.
$$

We let $\Gamma^* \subset \mathbb{R}^d$ be a bounded connected domain containing the origin such that $\mathbb{R}^d$ is the disjoint union of $\Gamma^* + 2\pi A^{-1} \eta$ for $\eta \in \mathbb{Z}^d$. In particular, for $\xi \in \mathbb{R}^d$, there exist unique $\eta \in \mathbb{Z}^d$ and $\xi_0 \in \Gamma^*$ such that $\xi = \xi_0 + 2\pi A^{-1} \eta$ and so $e^{-iA_\gamma \xi} = e^{-iA_\gamma \xi_0}e^{-iA_\gamma 2\pi A^{-1} \eta} = e^{-iA_\gamma \xi_0}$ for any $\gamma \in \mathbb{Z}^d$. We therefore restrict $\xi$ to $\Gamma^*$ and define $U: L^2(\Lambda^{\text{eff}} \times \{1, \ldots, N_0\}) \to L^2(\Gamma^*; L^2(\Gamma \times \{1, \ldots, N_0\}))$ by (E.1). It is not hard to see that this operator is unitary where $L^2(\Gamma^*; L^2(\Gamma \times \{1, \ldots, N_0\}))$ is a Hilbert space with norm corresponding to the following inner product:

$$
\langle \Psi, \Phi \rangle_{L^2(\Gamma^*, L^2)} = \frac{1}{|\Gamma^*|} \int_{\Gamma^*} \langle \Psi_\xi, \Phi_\xi \rangle_{L^2} d\xi = \frac{1}{|\Gamma|} \sum_{\ell \in \Gamma} \sum_{1 \leq a \leq N_0} \int_{\Gamma} \langle \Psi_\xi(\ell; a)\Phi_\xi(\ell; a) \rangle_{L^2} d\xi.
$$
Therefore, we can write
\[
(U \mathcal{H}^{\text{ref}} \psi)_{\xi}(\ell; a) = \sum_{\gamma \in \mathbb{Z}^d} \sum_{k \in X_{\text{ref}}} \left[ \mathcal{H}^{\text{ref}} \right]_{\ell + A_\gamma, k}^{ab}(k; b)e^{-i(\ell + A_\gamma) \cdot \xi}
\]
\[
= \sum_{1 \leq k < n_B} \sum_{n \in \mathbb{Z}^d} \left( \sum_{\gamma \in \mathbb{Z}^d} h^{ab}_{\ell + A_\gamma, k + A_\eta}(\ell - k + A(\gamma - \eta))e^{-i(\ell - k + A(\gamma - \eta) \cdot \xi)} \right) \psi(k + A\eta; b)e^{-i(k + A\eta) \cdot \xi}
\]
\[
= \sum_{1 \leq k < n_B} \left( \sum_{\gamma \in \mathbb{Z}^d} h^{ab}_{\ell + A_\gamma}(\ell - k + A) e^{-i(\ell - k + A) \cdot \xi} \right) (U \psi)_{\xi}(k; b)
\]
and can conclude that,
\[
(U \mathcal{H}^{\text{ref}} \psi)_{\xi} = \mathcal{H}^{\text{ref}}(U \psi)_{\xi}
\]
where \( \mathcal{H}^{\text{ref}} \colon \ell^2(\Gamma \times \{1, \ldots, N_B\}) \to \ell^2(\Gamma \times \{1, \ldots, N_B\}) \) is the matrix with entries
\[
\left[ \mathcal{H}^{\text{ref}} \right]_{\ell k}^{ab} = \sum_{\gamma \in \mathbb{Z}^d} h^{ab}_{\ell + A_\gamma}(\ell - k + A) e^{-i(\ell - k + A) \cdot \xi}.
\]

Therefore, by (E.2), (E.3) and the fact that \( U \) is unitary, we have that \( \sigma(\mathcal{H}^{\text{ref}}) \) is composed of a finite number of spectral bands: let \( \lambda_n(\xi) \) be the eigenvalues of \( \mathcal{H}^{\text{ref}}_{\xi} \) for \( \xi \in \Gamma^* \) and \( n = 1, \ldots, N_b \cdot \# \Gamma \), then
\[
\sigma(\mathcal{H}^{\text{ref}}) = \bigcup_n \bigcup_{\xi \in \Gamma^*} \lambda_n(\xi).
\]

It is important to note that \( \lambda_n : \Gamma^* \to \mathbb{R} \) are continuous.

A similar calculation can be carried out for \( R < \infty \) to conclude that
\[
\sigma(\mathcal{H}_{\text{ref}, R}^{\text{ref}}) = \bigcup_n \bigcup_{\xi \in \Gamma^*_R} \lambda_n(\xi).
\]
where \( \Gamma^*_R \subseteq \Gamma^* \) is a discrete set depending on the choice of \( B_R \) in the sequence of finite domain approximations. Importantly, this means that \( \sigma(\mathcal{H}_{\text{ref}, R}^{\text{ref}}) \subseteq \sigma(\mathcal{H}^{\text{ref}}) \) for all \( R > 0 \).

### Appendix F. Proof of Lemma 5.4: Decomposition of the Hamiltonian for \( R < \infty \)

Supposing \( \|Du_R\|_{\ell^2_{\Gamma}} \leq C \) for all \( R \) and taking \( \delta > 0 \), we can find \( \ell^R_{\delta}, \ldots, \ell^R_{n_R} \in \Lambda_R \) such that
\[
\sum_{\ell \in \Lambda_R \setminus \{\ell^R_{\delta}, \ldots, \ell^R_{n_R}\}} |Du_R(\ell)|^2_{\ell^2_{\Gamma}} \leq \delta^2
\]
and \( u_R \) is uniformly bounded above by some \( n \). For simplicity of notation, we relabel so that \( |\ell^R_{\delta}| \leq |\ell^R_{\delta + 1}| \leq \cdots \leq |\ell^R_{n_R}| \), and define \( \ell^R_{n} := \ell^R_{n_R} \) for all \( n_R < j \leq n \). Now, there exist \( n_0 \) and \( R_0 \) such that
\[
|\ell^R_{j}|_{R} \leq |\ell^R_{j+1}|_{R} \leq \cdots \leq |\ell^R_{j+n_0}|_{R} \rightarrow 0 \text{ for all } n_0 \leq j \leq n.
\]

We define \( \tilde{P}^R_{\text{loc}}(u_R) \) to be the finite rank operator given by removing all the “bounded defect states”: for \( R_1 > 0 \), we define
\[
P^R_{\text{loc}}(u_R)_{\ell k}^{ab} := \begin{cases} 
\tilde{H}^R(u_R)_{\ell k}^{ab} - \tilde{H}^{\text{ref}, R}_{\ell k}^{ab} & \text{if } (\ell, k) \in \Lambda_R \cap B_{R_1} \text{ or } k \in \Lambda_R \cap B_{R_2} \text{ and } |\ell - k| \leq R_1 \\
0 & \text{otherwise}
\end{cases}
\]
We can see that \( P^R_{\text{loc}}(u_R)_{\ell k}^{ab} \) is only non-zero for \( (\ell, k) \in (\Lambda \cap B_{R_1})^2 \) for some \( R_1 \) depending on \( R_0 \) and \( R_1 \) but independent of \( R \). By Lemma 5.1, we can see directly from the definition of \( P^R_{\text{loc}}(u_R) \) that, if \( u_R \to u \), then \( P^R_{\text{loc}}(u_R) \to P^\infty_{\text{loc}}(u) \) where \( P^\infty_{\text{loc}}(u)_{\ell k}^{ab} := \tilde{H}(u)_{\ell k}^{ab} - \tilde{H}^{\text{ref}, R}_{\ell k}^{ab} \) for \( |\ell - k| \leq R_1 \) and either \( \ell \in \Lambda_R \cap B_{R_2} \) or \( k \in \Lambda_R \cap B_{R_2} \).

On the other hand, we define \( P^R_{\infty}(u_R) \) be the finite rank operator given by removing all the “defect states that get sent to infinity”: for \( R_1 > 0 \), we define
\[
P^R_{\infty}(u_R)_{\ell k}^{ab} := \begin{cases} 
\tilde{H}^R(u_R)_{\ell k}^{ab} - \tilde{H}^{\text{ref}, R}_{\ell k}^{ab} & \text{if } (\ell, k) \in \{\ell^R_1\}_{j=n_0}^{R_1} \text{ and } r^R_{\ell k}(x) \leq R_1 \\
0 & \text{otherwise}
\end{cases}
\]
We define the perturbation \( P^R(u_R) := \tilde{H}^R(u_R) - \tilde{H}^{\text{ref}, R} - P^R_{\text{loc}}(u_R) - P^R_{\infty}(u_R) \) and now show that this can be bounded appropriately in the Frobenius norm. If \( \delta > 0 \) sufficiently small and \( \ell \notin \{\ell^R_{j=1} \}_{j=1}^{n_0} \), we
can apply (F.1) to conclude that \(|D_{k-\ell} w_R(\ell)| \leq m|\ell - k|\). Therefore, we may apply Lemma 5.1 in the following to obtain: for fixed \(1 \leq a, b \leq N_\ell\),

\[
\sum_{\ell, k \in \Lambda \cap \{\ell^t \}} |P^R_b(u_R)_{\ell k}|^2 \leq \sum_{\ell, k \in \Lambda \cap \{\ell^t \}} \left| \left[ \mathcal{H}^R(u_R) - \mathcal{H}^R(x) \right]_{\ell k} \right|^2 \\
\leq C \sum_{\ell, k \in \Lambda \cap \{\ell^t \}} e^{-2\gamma_0 m(x)} |D_{k-\ell} w_R(\ell)|^2 \leq C\delta^2
\]  

(F.2)

where \(c := \frac{\sqrt{\pi}}{2}\) is the constant from Lemma 5.1. In the final line, we use the same idea as in (5.3) to replace the torus distance, \(r^\#(x)\), with \(|\ell - k|\). Finally, using the off-diagonal decay of the Hamiltonian operators, we obtain: for fixed \(1 \leq a, b \leq N_\ell\),

\[
\sum_{\ell \in \{\ell^t \}} \sum_{k \in \Lambda \cap \{\ell^t \}} |P^R_b(u_R)_{\ell k}|^2 \leq 2h_0 \sum_{\ell \in \{\ell^t \}} \sum_{k \in \Lambda \cap \{\ell^t \}} e^{-2\gamma_0 m |\ell - k|} \leq Ce^{-\gamma_0 m R_1}.
\]  

(F.3)

Therefore, after combining by (F.2) and (F.3), and choosing \(R_1\) sufficiently large, we obtain \(\|P^R_b(u_R)\|_F \leq C\delta\).

**APPENDIX G. ZERO TEMPERATURE LIMIT OF \(g^\beta(z; \tau)\)**

Here we prove the convergence of the functions \(g^\beta(z; \mu)\) as \(\beta \to \infty\).

First, we define the analytic continuation of \(g^\beta\) as in [13]. Let \(z \mapsto \log z\) be the principal complex logarithm (i.e. with \(\Im(\log z) \in (-\pi, \pi]\)). For \(z \in \mathbb{C} \setminus \{\mu + i r : r \in \mathbb{R}, |r| \geq \beta^{-1}\}\) with \(\beta \Im(z) \in ((2k - 1)\pi, (2k + 1)\pi]\) for some \(k \in \mathbb{Z}\), we define

\[
g^\beta(z; \mu) := \begin{cases} 
\frac{2}{\beta} \log(1 - f_\beta(z - \mu)) & \text{if } \Re(z) \geq \mu \\
\frac{2}{\beta} \log(1 - f_\beta(z - \mu)) + 2k\pi & \text{if } \Re(z) \leq \mu.
\end{cases}
\]

It is shown in [13] that this mapping defines an analytic function on the domain of definition.

**Proof of Lemma 5.9. Step 0: preliminaries.** To simplify notation and without loss of generality, we may suppose that \(\mu = 0\). For \(z \in \mathbb{C}\), we have

\[
1 - f_\beta(z) = \frac{e^{\beta z}}{1 + e^{\beta z}} = \frac{e^{\beta (1 + e^{\beta z})}}{1 + e^{\beta z}} = \frac{e^{\beta \Re(z)}}{1 + e^{\beta z}} \left( e^{\beta \Im(z)} + e^{\beta \Re(z)} \right).
\]  

(G.1)

Therefore, there exists some real \(\alpha(z) > 0\) such that

\[
\Re(1 - f_\beta(z)) = \alpha(z) \left( \cos(\beta \Im(z)) + e^{\beta \Re(z)} \right) \\
\Im(1 - f_\beta(z)) = \alpha(z) \sin(\beta \Im(z)).
\]

This means that, if \(\cos(\beta \Im(z)) + e^{\beta \Re(z)} \neq 0\), we have

\[
\Im(\log[1 - f_\beta(z)]) = \arg(1 - f_\beta(z)) = \tan^{-1} \left( \frac{\sin(\beta \Im(z))}{\cos(\beta \Im(z)) + e^{\beta \Re(z)}} \right).
\]  

(G.2)

We also note that the following inequality holds: for all \(z \in \mathbb{C}\),

\[
\left( 1 - e^{\beta \Re(z)} \right)^2 \leq |1 + e^{\beta z}|^2 \leq \left( 1 + e^{\beta \Re(z)} \right)^2.
\]  

(G.3)

We shall estimate both the real and imaginary parts for \(z \in \mathbb{C}^\pm\) and \(z \in \mathbb{C}^+\) separately.

**Step 1: \(z \in \mathbb{C}^+\), real part.** We use the fact that \(1 - f_\beta(z) = (1 + e^{-\beta z})^{-1} - \beta \Re(z) > 0\) and by using (G.3), we have \(|1 + e^{-\beta z}|^{-1} \leq (1 - e^{-\beta \Re(z)})^{-1}\) and so

\[
\Re \left( g^\beta(z; \mu) - g(z; \mu) \right) = 2\beta^{-1} \log|1 - f_\beta(z)| \leq 2\beta^{-1} \log \left( 1 - e^{-\beta \Re(z)} \right) \\
\leq 2\beta^{-1} \left( (1 - e^{-\beta \Re(z)})^{-1} - 1 \right) = 2\beta^{-1} (1 - e^{-\beta \Re(z)})^{-1} e^{-\beta \Re(z)}.
\]

In the final line we use the fact that \(\log(x) \leq x - 1\). Since \(\Re(z) \geq \frac{1}{2\beta d}\), we have

\[
|\Re(\cos(\beta \Im(z)) + e^{\beta \Re(z)}) - 1| \leq 2C_{\beta d}^{(1)} (1 - e^{-\beta \Re(z)})^{-1} \cos(\beta \Im(z)) + e^{\beta \Re(z)}.
\]  

(G.4)

**Step 2: \(z \in \mathbb{C}^+\), imaginary part.** Again, since \(\Re(z)\) is positive and bounded below by \(\frac{1}{4\beta d}\), we have

\[
\cos(\beta \Im(z)) + e^{\beta \Re(z)} \geq e^{\beta \Re(z)} - 1 = (1 - e^{-\beta \Re(z)}) e^{\beta \Re(z)} \geq (C_{\beta d}^{(1)})^{-1} e^{\beta \Re(z)}.
\]
Therefore, applying (G.2), together with $|\tan^{-1}(x)| = \tan^{-1}|x|$ and the fact that $\tan^{-1}$ is increasing, we have
\[
|\text{Im} (g^\beta(z; \mu) - g(z; \mu))| \leq 2\beta^{-1} \tan^{-1} \left( C^{(1)}_{\delta d} e^{-\beta \text{Re}(z)} \right) \leq 2C^{(1)}_{\delta d} \beta^{-1} e^{-\beta |\text{Re}(z)|}.
\]  \hfill (G.5)

\textbf{Step 3:} $z \in \mathcal{C}^-$, real part. We can rewrite the real component as follows
\[
\text{Re} (g^\beta(z; \mu) - g(z; \mu)) = 2\beta^{-1} \left( \log |e^{\beta \text{Re}(z)}| - \log |1 + e^{\beta z}| \right) - 2\text{Re}(z)
\]
\[= -2\beta^{-1} \log |1 + e^{\beta z}|.
\]  \hfill (G.6)

After applying (G.3), using $1 - \frac{1}{x} \leq \log(x) \leq x - 1$ and noting that $\text{Re}(z) < 0$ and is bounded away from zero, we have
\[
\log |1 + e^{\beta z}| \leq \log(1 + e^{\beta \text{Re}(z)}) \leq e^{-\beta |\text{Re}(z)|}
\] and
\[
\log |1 + e^{\beta z}| \geq \log(1 - e^{-\beta |\text{Re}(z)|}) \geq -\frac{e^{-\beta |\text{Re}(z)|}}{1 - e^{-\beta |\text{Re}(z)|}} \geq -C^{(1)}_{\delta d} e^{-\beta |\text{Re}(z)|}.
\]  \hfill (G.7)

Therefore, combining (G.6) with (G.7), we can conclude that
\[
|\text{Re} (g^\beta(z; \mu) - g(z; \mu))| \leq 2C^{(1)}_{\delta d} \beta^{-1} e^{-\beta |\text{Re}(z)|}.
\]  \hfill (G.8)

\textbf{Step 4:} $z \in \mathcal{C}^-$, imaginary part. Suppose that $\omega \in \mathbb{C}$ with $\beta \text{Im}(\omega) \in (-\pi, \pi]$ and $\beta(z - \omega) = 2k\pi i$ for some $k \in \mathbb{Z}$. Now, since $e^{3z} = e^{2z}$, we have
\[
g^\beta(z; \mu) - g(z; \mu) = 2\beta^{-1} \left( \log(1 - f_\beta(z - \mu)) + 2k\pi i - \beta z \right)
\]
\[= 2\beta^{-1} \left( \log(1 - f_\beta(\omega - \mu)) - \beta \omega \right)
\]
\[= g^\beta(\omega; \mu) - g(\omega; \mu).
\]

Thus, it is sufficient to consider $z$ with $\beta \text{Im}(z) \in (-\pi, \pi]$ in the following.

\textbf{Step 4: Case 1.} Let us fix $\delta > 0$ such that $e^{\beta \text{Re}(z)} < \delta < 1$ and consider the case that
\[
|\cos(\beta \text{Im}(z))| \leq \delta.
\]  \hfill (G.9)

Without loss of generality, we may suppose that $\beta \text{Im}(z) > 0$ (the other case can be treated in the exact same way). Since, $\max\{1 - \frac{2}{\pi} x, \frac{2}{\pi} x - 1\} \leq |\cos(x)|$ on $[0, \pi]$, we can apply (G.9), to obtain
\[
\frac{\pi}{2}(1 - \delta) \leq \beta \text{Im}(z) \leq \frac{\pi}{2}(1 + \delta).
\]  \hfill (G.10)

After noting that $\frac{\pi}{2} = \tan^{-1}(x) + \frac{1}{\tan^{-1}(x)}$ and $|\tan^{-1}(x)| \leq |x|$, we apply (G.2) to obtain
\[
|\arg(1 - f_\beta(z)) - \frac{\pi}{2}| = \left| \tan^{-1} \left( \frac{\sin(\beta \text{Im}(z))}{\cos(\beta \text{Im}(z)) + e^{\beta \text{Re}(z)}} \right) - \frac{\pi}{2} \right|
\]
\[= \left| \tan^{-1} \left( \frac{\cos(\beta \text{Im}(z)) + e^{\beta \text{Re}(z)}}{\sin(\beta \text{Im}(z))} \right) \right| \leq \frac{\cos(\beta \text{Im}(z)) + e^{\beta \text{Re}(z)}}{\sin(\beta \text{Im}(z))} \leq \frac{\delta + e^{-\beta |\text{Re}(z)|}}{\sin(\frac{\delta}{2}(1 + \delta))} \leq \frac{2\delta}{\sin(\frac{\delta}{2}(1 + \delta))}.
\]  \hfill (G.11)

In the exact same way, if $|\cos(\beta \text{Im}(z)) + e^{-\beta |\text{Re}(z)|}| \leq \delta$, then we obtain
\[
|\beta \text{Im}(z) - \frac{\pi}{2}| \leq \frac{\pi}{2}(\delta + e^{-\beta |\text{Re}(z)|}) \leq \pi \delta \quad \text{and}
\]
\[
|\arg(1 - f_\beta(z)) - \frac{\pi}{2}| \leq \frac{\delta}{\sin(\frac{\delta}{2}(1 + \delta + e^{-\beta |\text{Re}(z)|}))} \leq \frac{\delta}{\sin(\frac{\delta}{2}(1 + 2\delta))}.
\]  \hfill (G.12)

\textbf{Step 4: Case 2.} On the other hand, suppose that
\[
|\cos(\beta \text{Im}(z))| \geq \delta \quad \text{and} \quad |\cos(\beta \text{Im}(z)) + e^{-\beta |\text{Re}(z)|}| \geq \delta.
\]
In particular, $\beta \text{Im}(z) \not\in \{\pm \frac{\pi}{2}\}$ and $\cos(\beta \text{Im}(z)) + e^{-\beta |\text{Re}(z)|} \neq 0$. Therefore, after noting that $\frac{d}{dx} \tan^{-1}(x) = \frac{1}{1+x^2} \leq 1$, we can conclude that

$$\left| \arg(1 - f_\beta(z)) - \beta \text{Im}(z) \right| = \left| \tan^{-1}\left( \frac{\sin(\beta \text{Im}(z))}{\cos(\beta \text{Im}(z)) + e^{-\beta |\text{Re}(z)|}} \right) - \tan(\beta \text{Im}(z)) \right| \leq \frac{\delta}{\sin(\beta \text{Im}(z))} \leq \delta e^{-\beta |\text{Re}(z)|}.$$ 

Thus, after choosing $\delta := e^{-\frac{3}{2}\beta |\text{Re}(z)|}$, we can conclude that

$$\left| \text{Im} \left( g^\beta(z;\mu) - g(z;\mu) \right) \right| \leq 2C_{\beta\delta}^{(2)} \beta^{-1} e^{-\frac{3}{2}\beta |\text{Re}(z)|}$$

where

$$C_{\beta\delta}^{(2)} := \pi + 2 \sin \left( \frac{\pi}{2} (1 + 2e^{-\frac{3}{2}\delta}) \right)^{-1}.$$ 

Since $C_{\beta\delta}^{(1)}$ and $C_{\beta\delta}^{(2)}$ are decreasing in $\beta$, we may combine (G.4), (G.5), (G.8) and (G.14) to conclude: for all $\beta > 0$

$$\left| g^\beta(z;\mu) - g(z;\mu) \right| \leq C_{\beta\delta} \beta^{-1} e^{-\frac{3}{2}\beta |\text{Re}(z)|}$$

where $C_{\beta\delta} := 2 \max\left\{ C_{\beta\delta}^{(1)}, C_{\beta\delta}^{(2)} \right\}$ (G.15)

for all $z \in \mathcal{C}^\ast \cup \mathcal{C}^+$ and $\beta > \beta_0$.

\[\square\]

**Appendix H. Thermodynamic Limit of the Site Energies and Derivatives**

**Proof of Lemma 5.11.** This proof follows the ideas of [12, Proof of Theorem 10].

We first note that for $\ell, k \in \Lambda_R$, we have

$$[\mathcal{H}^R(u) - \mathcal{H}(u)]^{ab}_{\ell k} = \sum_{m \in \mathcal{C}, \mu} h^{ab}_{\ell m}(u) \mu(R_m(u) + M_R \alpha)$$

$$\leq h_0 \sum_{m \not\in \mathcal{E}, \mu} e^{-\gamma_m |r_{\ell m}(u) + M_R \alpha|} \leq C \exp \left( -\frac{1}{2} \gamma_m \min_{\alpha \not= 0} |r_{\ell m}(u) + M_R \alpha| \right).$$

Similarly, for $1 \leq j \leq \nu$ and $m = (m_1, \ldots, m_j) \in \Lambda^j$, we have

$$\left| \frac{\partial^j [\mathcal{H}^R(u) - \mathcal{H}(u)]^{ab}_{\ell k}}{\partial [u(m_1)]_{11} \ldots \partial [u(m_j)]_{1j}} \right| \leq C e^{-\frac{1}{2} \sum_{2 \leq j < \nu} (\min_{\alpha \not= 0} |r_{\ell m_j}(u) + M_R \alpha| + \min_{\alpha \not= 0} |r_{m_{j-1} m_j}(u) + M_R \alpha|)}.$$ 

We define the extension of $\mathcal{H}^R(u)$ to $\Lambda \times \Lambda$ by

$$\left[ \tilde{\mathcal{H}}^R(u) \right]_{\ell k} := \begin{cases} [\mathcal{H}^R(u)]_{\ell k} & \text{if } \ell, k \in \Lambda_R \\ 0 & \text{otherwise} \end{cases}$$

To simplify notation, we write $\tilde{\mathcal{H}}^R := (\tilde{\mathcal{H}}^R(u) - z)^{-1}$. Noting that $||[\tilde{\mathcal{H}}^R(u)]^{ab}_{\ell k} || \leq h_0 e^{-\gamma_m \nu R_m(u)}$, we have $||[\tilde{\mathcal{H}}^R(u)]^{ab}_{\ell k} || \leq C e^{-\gamma_m \nu R_m(u)}$ as in Remark 6.

We may fix a simple closed contour $\mathcal{C}$ as in (5.10) and write:

$$G^\beta_\ell (D_\ell(u)) = G^\beta_{\ell R}(D_\ell(u)) = -\frac{1}{2\pi i} \sum_a \int \beta g^\beta(z;\mu) \left[ \mathcal{A}(z;\mu) - \tilde{\mathcal{A}}^R_{\ell k} \right]^{aa}_{\ell k} dz$$

$$\leq C \sum_{bc} \sum_{\ell_1, \ell_2 \in \Lambda} \left[ \mathcal{A}(z) \right]^{ab}_{\ell_1 \ell_2} [\tilde{\mathcal{H}}^R(u) - \mathcal{H}(u)]^{bc}_{\ell_1 \ell_2} \left[ \mathcal{A}(z) \right]^{ca}_{\ell_2 \ell}$$

$$\leq C \sum_{\ell_1, \ell_2 \in \Lambda_R} e^{-\gamma m_{\text{dist}}(\ell_1, \ell_2, \ell)} e^{-\gamma m_{\text{dist}}(\ell_1, \ell_2)} e^{-\gamma m_{\text{dist}}(\ell_1)} e^{-\gamma m_{\text{dist}}(\ell_2)}$$

\[\text{H.1}\]
where \( \eta := \frac{1}{2} m \min \{ \gamma_{\text{RT}}(1), \gamma_0 \} \). In the last line we used the fact that, for \( \ell_1, \ell_2 \in \Lambda_R \), we have \( r_{\ell_1}(u) + r_{\ell_2}(u) + \min_{\alpha \neq 0} |r_{\ell_1}(u) + M_R \alpha| \geq \frac{1}{2} \text{dist}(\ell, \mathbb{R}^d \setminus \Omega_R) \) and, for \( \ell_1 \in \Lambda \setminus \Lambda_R \) or \( \ell_2 \in \Lambda \setminus \Lambda_R \), we have \( r_{\ell_1}(u) + r_{\ell_2}(u) \geq \text{dist}(\ell, \mathbb{R}^d \setminus \Omega_R) \).

The case where \( j \geq 1 \) can be treated similarly. For \( j = 1 \), we have

\[
\frac{\partial R^R_{\ell, \ell} (Du(\ell))}{\partial u(m)} - \frac{\partial R^R_{\ell, \ell} (Du(\ell))}{\partial u(m)} = \frac{1}{2 \pi i} \sum_n \int_{\mathcal{C}} \vartheta^\beta(z; \mu) \frac{\partial}{\partial u(m)} \left[ \mathcal{R}_z(u) - \mathcal{R}^R_{\ell, \ell}(u) \right]_{\ell, \ell}^{aa} \, dz. \tag{H.2}
\]

Now, after dropping the \((u)\) in the notation for the resolvent operators, we have

\[
\frac{\partial}{\partial u(m)} \left[ \mathcal{R}_z(u) - \mathcal{R}^R_{\ell, \ell}(u) \right]_{\ell, \ell}^{aa} = \left[ \mathcal{R}_z \mathcal{R}_m \mathcal{R}_z \left( \mathcal{H}^R - \mathcal{H} \right) \mathcal{R}^R_{\ell, \ell} \right]_{\ell, \ell}^{aa}.
\]

We show that each of these terms can be bounded as required:

\[
\left[ \mathcal{R}_z \mathcal{R}_m \mathcal{R}_z \left( \mathcal{H}^R - \mathcal{H} \right) \mathcal{R}^R_{\ell, \ell} \right]_{\ell, \ell}^{aa} \leq C \sum_{\ell_1, \ell_2, \ell_3, \ell_4 \in \Lambda} e^{-\gamma_{\text{RT}} \left( r_{\ell_1}(u) + r_{\ell_2}(u) + r_{\ell_3}(u) \right)} e^{-\gamma_0 \left( r_{\ell_1}(u) + r_{\ell_2}(u) \right)} + \frac{1}{2} \gamma_0 \min_{\alpha \neq 0} |r_{\ell_1}(u) + M_R \alpha| \\
+ C \sum_{\ell_3, \ell_4 \in \Lambda} e^{-\gamma_{\text{RT}} \left( r_{\ell_3}(u) + r_{\ell_4}(u) \right)} e^{-\gamma_0 \left( r_{\ell_3}(u) + r_{\ell_4}(u) \right)} \leq Ce^{-\frac{1}{2} \gamma_0 \min_{\alpha \neq 0} |r_{\ell_1}(u) + M_R \alpha|} \cdot e^{-\frac{1}{2} \gamma_0 |r_{\ell_1}(u) + r_{\ell_2}(u)|} \cdot e^{-\frac{1}{2} \gamma_0 |r_{\ell_3}(u) + r_{\ell_4}(u)|} \tag{H.3}
\]

In the second to last line we used the fact that, for \( \ell_3, \ell_4 \in \Lambda_R \), we have \( r_{\ell_3}(u) + r_{\ell_4}(u) + \min_{\alpha \neq 0} |r_{\ell_3}(u) + M_R \alpha| \geq \frac{1}{2} \text{dist}(\ell, \mathbb{R}^d \setminus \Omega_R) \) and, for \( \ell_3 \in \Lambda \setminus \Lambda_R \) or \( \ell_4 \in \Lambda \setminus \Lambda_R \), we have \( r_{\ell_3}(u) + r_{\ell_4}(u) + \min_{\alpha \neq 0} |r_{\ell_3}(u) + M_R \alpha| \geq \frac{1}{2} \text{dist}(\ell, \mathbb{R}^d \setminus \Omega_R) \).

Similarly, we have

\[
\left[ \mathcal{R}_z \mathcal{R}_m \mathcal{R}_z \left( \mathcal{H}^R_{\ell, \ell} - \mathcal{H}_m \right) \mathcal{R}^R_{\ell, \ell} \right]_{\ell, \ell}^{aa} \leq C \sum_{\ell_1, \ell_2 \in \Lambda_R} e^{-\gamma_{\text{RT}} \left( r_{\ell_1}(u) + r_{\ell_2}(u) \right)} e^{-\gamma_0 \left( r_{\ell_1}(u) + r_{\ell_2}(u) \right)} + \frac{1}{2} \gamma_0 |r_{\ell_1}(u) + r_{\ell_2}(u)| \leq Ce^{-\frac{1}{2} \gamma_0 |r_{\ell_1}(u) + r_{\ell_2}(u)|} \cdot e^{-\frac{1}{2} \gamma_0 |r_{\ell_1}(u) + r_{\ell_2}(u)|} \tag{H.4}
\]

By using (H.2), (H.3) and (H.4), together with the boundedness of \( \vartheta^\beta(\cdot; \mu) \) along the contour \( \mathcal{C} \), we can therefore conclude.

For \( j \geq 2 \), similar arguments can be made but notation becomes tedious. Since no new ideas are used, we omit the proof.
Appendix I. Proof of Theorem 2.7: Stability

Proof of (5.69). Since \( v^0_R \) is an admissible displacement on \( \Lambda \), we have

\[
\langle \delta^2 G(R_T \overline{w}) - \delta^2 G^R (R_T \overline{w}) \rangle v^0_R, w \rangle \\
= \sum_{\ell \in \Lambda \setminus B(S(R)) \setminus \rho_1, \rho_2 \in \Lambda} D_{\rho_1} v^0_R(\ell)^T \left( \delta G(\ell, \rho_1, \rho_2) (DT_R \overline{w}(\ell)) - \delta G^R (\ell, \rho_1, \rho_2) (DT_R \overline{w}(\ell)) \right) \| D_{\rho_2} w(\ell) \|
\]

\[
+ \sum_{\ell \in \Lambda \setminus B(S(R)) \setminus \rho_1, \rho_2 \in \Lambda} D_{\rho_1} v^0_R(\ell)^T \left( \delta G(\ell, \rho_1, \rho_2) (DT_R \overline{w}(\ell)) - \delta G^R (\ell, \rho_1, \rho_2) (DT_R \overline{w}(\ell)) \right) \| D_{\rho_2} w(\ell) \|
\]

\[
+ \sum_{\ell \in \Lambda \setminus B(S(R)) \setminus \rho_1, \rho_2 \in \Lambda} D_{\rho_1} v^0_R(\ell)^T \left( \delta G(\ell, \rho_1, \rho_2) (DT_R \overline{w}(\ell)) - \delta G^R (\ell, \rho_1, \rho_2) (DT_R \overline{w}(\ell)) \right) \| D_{\rho_2} w(\ell) \|
\]

\[
=: T_1 + T_2 + T_3 + T_4. \quad (I.1)
\]

We shall consider each term separately. Firstly, we note that \( T_1 \) and \( T_3 \) in (I.1) can be bounded using the convergence of the site energies as \( R \to \infty \) (Lemma 5.11):

\[
|T_1| \leq C \sum_{\ell \in \Lambda \setminus B(S(R)) \setminus \rho_1, \rho_2 \in \Lambda} e^{-\eta (|\rho_1| + |\rho_2|)} \| D_{\rho_1} v^0_R(\ell) \| \| D_{\rho_2} w(\ell) \| \| D\overline{w} \|_2 = Ce^{-\eta R} \| D\overline{w} \|_2 \| D\overline{w} \|_2
\]

where \( \eta := \frac{1}{2} \min \{ \gamma, \frac{1}{2} \gamma_0 \} \). Similarly, we have \( |T_3| \leq e^{-\eta R} \| D\overline{w} \|_2 \| D\overline{w} \|_2 \).

For \( T_2 \), we apply the locality of the site energies to conclude that

\[
|T_2| \leq \sum_{\ell \in \Lambda \setminus B(S(R)) \setminus \rho_1, \rho_2 \in \Lambda} \sum_{\rho_1, \rho_2 \in \Lambda} e^{-\eta \gamma (|\rho_1| + |\rho_2|)} \| D_{\rho_1} v^0_R(\ell) \| \| D_{\rho_2} w(\ell) \| \| D\overline{w} \|_2 \leq C \sum_{\ell \in \Lambda \setminus B(S(R)) \setminus \rho_1, \rho_2 \in \Lambda} e^{-\eta \gamma (|\rho_1| + |\rho_2|)} \| D_{\rho_1} v^0_R(\ell) \| \| D_{\rho_2} w(\ell) \| \| D\overline{w} \|_2 \leq C e^{-\frac{1}{2} \gamma \gamma (|R - S(R)|) \| D\overline{w} \|_2 \| D\overline{w} \|_2 \| D\overline{w} \|_2}
\]

Here, we have used the fact that \( |\rho_1| \geq S(R) \) or \( |\rho_2| \geq S(R) \).

Now we move on to consider \( T_4 \). Using the fact that \( v^0_R(\ell) = 0 \) for all \( \ell \in \Lambda \setminus B(S(R)) \), together with the locality of the site energies to conclude that

\[
T_4 = \sum_{\ell \in \Lambda \setminus B(S(R)) \setminus \rho_1, \rho_2 \in \Lambda} D_{\rho_1} v^0_R(\ell)^T \left( \delta G(\ell, \rho_1, \rho_2) (DT_R \overline{w}(\ell)) - \delta G^R (\ell, \rho_1, \rho_2) (DT_R \overline{w}(\ell)) \right) \| D_{\rho_2} w(\ell) \|
\]

\[
\leq \sum_{\ell \in \Lambda \setminus B(S(R)) \setminus \rho_1, \rho_2 \in \Lambda} e^{-\eta \gamma (|\rho_1| + |\rho_2|)} \| D_{\rho_1} v^0_R(\ell) \| \| D_{\rho_2} w(\ell) \| \| D\overline{w} \|_2 \leq e^{-\eta \gamma (|R - S(R)| + |\rho_1| + |\rho_2|)} \| D\overline{w} \|_2 \| D\overline{w} \|_2 \| D\overline{w} \|_2
\]

We now replace \( T_R \overline{w} \) with \( \overline{w} \) and show that this introduces an approximation error that is a constant multiple of \( \| D\overline{w} \|_2 \| D\overline{w} \|_2 \). For \( R \) sufficiently large, we have

\[
\delta^2 G(R_T \overline{w}) - \delta^2 G(\overline{w}) = \int_0^1 \langle \delta^2 G(tR_T \overline{w} + (1 - t) \overline{w}) \rangle \overline{w} \rangle dt \quad \text{and} \quad (I.2)
\]

\[
\text{dist}(\mu, \sigma(\mathcal{H}(u))) \geq \frac{1}{4} \langle d(\overline{w}) \rangle \quad \text{for all } u := tR_T \overline{w} + (1 - t) \overline{w} \text{ and } t \in [0,1]. \quad \text{(I.3)}
\]

The fact that the spectrum is uniformly bounded away from \( \mu \) along the path between \( T_R \overline{w} \) and \( \overline{w} \) results from Lemma 5.5 and ensures that the exponents in the locality estimates are uniform in \( t \). By applying (I.2), we obtain

\[
\langle \delta^2 G(R_T \overline{w}) v^0_R, w \rangle - \langle \delta^2 G(\overline{w}) v^0_R, w \rangle \leq C \sum_{\ell \in \Lambda} \sum_{\rho_1, \rho_2, \rho_3 \in \Lambda} e^{-\theta \gamma (|\rho_1| + |\rho_2| + |\rho_3|)} \| D_{\rho_1} v^0_R(\ell) \| \| D_{\rho_2} w(\ell) \| \| D_{\rho_3} (T_R \overline{w} - \overline{w})(\ell) \|
\]

\[
\leq C \| D\overline{w} \|_2 \| D\overline{w} \|_2 \| D\overline{w} \|_2 \leq C \| D\overline{w} \|_2 \| D\overline{w} \|_2 \| D\overline{w} \|_2. \quad (I.4)
\]

Here, we have used Hölder’s inequality and the fact that

\[
\| D\overline{w} \|_2 := \left( \sum_{\ell \in \Lambda} \sum_{\rho \in \Lambda} e^{-T|\rho|} \| D_{\rho} u(\ell) \|_p \right)^{1/p} \leq C_p \| D\overline{w} \|_2 \quad \text{for } p \geq 2.
\]
This result is easy to prove by showing that \(\|Du\|_{pT} \leq \|Du\|_{e^T}\) and using the fact that the norms \(\|D\|_{e^T}\) are all equivalent for \(Y > 0\).

\[\text{Proof of (5.73).} \] Let \(n \in \mathbb{N}, \Omega_R\) be the continuous domain corresponding to \(\Lambda_R^{\text{ref}}\) and define
\[
\Omega_{nR} := \bigcup_{\alpha \in \mathbb{Z}^d, |\alpha| < n} (\Omega_R + M_R \alpha) \quad \text{and} \quad \Lambda_{nR}^{\text{ref}} := \Lambda^{\text{ref}} \cap \Omega_{nR}.
\]

For \(\ell \in \Lambda_{nR}^{\text{ref}}\) we let \(\Lambda_{nR}^{\text{ref}}(\ell) \subset \Lambda_{nR}^{\text{ref}}\) be a translation of \(\Lambda_{nR}^{\text{ref}}\) such that for all \(k \in \Lambda_{nR}^{\text{ref}} \setminus \Lambda_{nR}^{\text{ref}}(\ell)\), we have \(|\ell - k| > R\). Since we are considering the reference domain, we can extend \(v_R^{\text{ref}}\) by periodicity to \(\Lambda_{nR}^{\text{ref}}\), and use the translational symmetry to conclude that
\[
\langle \delta^2 G^{\text{ref}}_R v_R^{\text{ref}}, v_R^{\text{ref}} \rangle = \sum_{\alpha \in \mathbb{Z}^d} \sum_{\ell \in \Lambda_{nR}^{\text{ref}}} \sum_{\rho_1, \rho_2 \in \Lambda_{nR}^{\text{ref}}(\ell)} D_{\rho_1} v_R^{\text{ref}}(\ell) \delta [G^{\text{ref}}_R]_{\rho_1, \rho_2} D_{\rho_2} v_R^{\text{ref}}(\ell)
\]
\[
= (2n + 1)^d \langle \delta^2 G^{\text{ref}}_R v_R^{\text{ref}}, v_R^{\text{ref}} \rangle
\]
\[
+ (2n + 1)^d \sum_{\ell \in \Lambda_{nR}^{\text{ref}}} \sum_{\rho_1, \rho_2 \in \Lambda_{nR}^{\text{ref}}(\ell)} D_{\rho_1} v_R^{\text{ref}}(\ell) \delta [G^{\text{ref}}_R]_{\rho_1, \rho_2} D_{\rho_2} v_R^{\text{ref}}(\ell)
\]
\[
+ \sum_{\alpha \in \mathbb{Z}^d} \sum_{\ell \in \Lambda_{nR}^{\text{ref}}} \sum_{\rho_1, \rho_2 \in \Lambda_{nR}^{\text{ref}}(\ell)} D_{\rho_1} v_R^{\text{ref}}(\ell) \delta [G^{\text{ref}}_R]_{\rho_1, \rho_2} D_{\rho_2} v_R^{\text{ref}}(\ell).
\]

We note that for \(\alpha \in \mathbb{Z}^d\) with \(|\alpha|_\infty < n\) and \(\ell \in \Lambda_{nR}^{\text{ref}}\), we have \(\Lambda_{nR}^{\text{ref}}(\ell) \subset \Lambda_{nR}^{\text{ref}}\). Therefore, by applying the locality and convergence results for the site energies, we have
\[
\left| \langle \delta^2 G^{\text{ref}}_R v_R^{\text{ref}}, v_R^{\text{ref}} \rangle \right| \leq C \sum_{\ell \in \Lambda_{nR}^{\text{ref}}} \sum_{\rho_1, \rho_2 \in \Lambda_{nR}^{\text{ref}}(\ell)} e^{-\eta |R + |\rho_1| + |\rho_2||} |D_{\rho_1} v_R^{\text{ref}}(\ell)| |D_{\rho_2} v_R^{\text{ref}}(\ell)|
\]
\[
\leq C(e^{-\eta R} + e^{-\gamma^2 R}) \|Dv_R^{\text{ref}}\|_{e^T}^2 \|\Lambda_{nR}^{\text{ref}}\|_T
\]

where \(\eta := \frac{1}{2} \min\{\gamma_{CT}, \gamma_{70}\}\). Here, we have used the fact that for \(m \in \mathbb{N}\) and \(w: \Lambda_R^{\text{ref}} \to \mathbb{R}^d\) that is extended periodically to \(\Lambda_{nR}^{\text{ref}}\), we have \(\|Dw\|_{e^T} \leq C m^{d/2} \|Dw\|_{e^T} \|\Lambda_{nR}^{\text{ref}}\|_T\).

Now we may choose a smooth cut off function \(\phi: \mathbb{R}^d \to [0, 1]\) depending on \(nR\) such that
\[
\phi = 0 \text{ on } B_3(\Omega_{nR}^{\text{ref}})\] and \(\phi = 1 \text{ on } \Omega_{nR} \setminus B_2(\Omega_{nR}^{\text{ref}})\)

for some \(r > 0\) such that \(3r < R\). Then,
\[
\langle \delta^2 G^{\text{ref}}_R v_R^{\text{ref}}, v_R^{\text{ref}} \rangle = \langle \delta^2 G^{\text{ref}}_R \phi v_R^{\text{ref}}, \phi v_R^{\text{ref}} \rangle + 2 \langle \delta^2 G^{\text{ref}}_R (1 - \phi) v_R^{\text{ref}}, \phi v_R^{\text{ref}} \rangle + \langle \delta^2 G^{\text{ref}}_R (1 - \phi) v_R^{\text{ref}}, (1 - \phi) v_R^{\text{ref}} \rangle
\]
\[
=: T_1 + T_2 + T_3.
\]

We consider each of these terms in turn.

Firstly, we note that since \(\phi\) is of compact support, we can approximate \(T_1\) by the corresponding infinite domain quantity. Using the fact that \(\phi = 0\) on the buffer region \(\Omega_{nR} \setminus B_3(\Omega_{nR}^{\text{ref}})\), we can conclude the approximation error is exponentially small in \(r\):
\[
T_1 - \langle \delta^2 G^{\text{ref}}_R \phi v_R^{\text{ref}}, \phi v_R^{\text{ref}} \rangle = \langle (\delta^2 G^{\text{ref}}_R - \delta^2 G_{\text{ref}}) \phi v_R^{\text{ref}}, \phi v_R^{\text{ref}} \rangle
\]
\[
\leq C(e^{-\eta r} + e^{-\gamma^2 r}) \|D(\phi v_R^{\text{ref}})\|_{e^T}^2 \|\Lambda_{nR}^{\text{ref}}\|_T
\]

where \(\eta := \frac{1}{2} \min\{\gamma_{CT}, \gamma_{70}\}\). This is a simple calculation in which the left hand side can be expanded in terms of site energies and we can use the fact that if \(\ell \in \Lambda_{nR}^{\text{ref}}\) and \(\rho_1, \rho_2 \in \Lambda_{nR}^{\text{ref}} - \ell\), for which \(\phi(\ell) \neq 0\) or \(\phi(\ell + \rho_1) \neq 0\) for both \(l = 1, 2\) then \(\text{dist}(l, \Omega_{nR}^{\text{ref}}) + |\rho_1| + |\rho_2| > r\). Moreover, if \(\ell \notin \Lambda_{nR}^{\text{ref}}\) then we consider \(\rho_1, \rho_2\) for which \(\phi(\ell + \rho_1) \neq 0\) for both \(l = 1, 2\) and thus \(|\rho_1| > R\).
Using the fact that the reference configuration is stable, and using (I.6), we can conclude that, for sufficiently large $R$, we have

$$
T_1 \geq C_{\text{stab}} - C e^{-\frac{1}{2} \nu r} \| D(\phi v^H_R) \|_{L^2(\Lambda_{nR}^c)}^2
$$

$$
\geq C n^d \left( C_{\text{stab}} - C e^{-\frac{1}{2} \nu r} \right) \| D v^H_R \|_{L^2(\Lambda_{nR}^c)}^2.
$$

We now show that, after dividing by $n^d$, $T_2$ and $T_3$ can be made arbitrarily small for sufficiently large $R$ and $n$. We fix $\Lambda_{nR}^c \rightarrow \mathbb{R}^d$ and extend periodically to $\Lambda_{nR}$ and consider

$$
\langle \delta^2 G_{\text{ref}}^R (1 - \phi) v^H_R w \rangle
= \sum_{\ell \in \Lambda_{nR}^c} \sum_{\rho_1, \rho_2 \in \Lambda_{nR}^c - \ell} D_{\rho_1} (1 - \phi) v^H_R (\ell) \phi_{\rho_1, \rho_2} D_{\rho_2} w(\ell)
+ \sum_{\ell \in \Lambda_{nR}^c} \sum_{\rho_1, \rho_2 \in \Lambda_{nR}^c - \ell} D_{\rho_1} (1 - \phi) v^H_R (\ell) \phi_{\rho_1, \rho_2} D_{\rho_2} w(\ell).
$$

For the first term of (I.10) we may use the fact that the set of $\ell \in \Lambda_{nR}^c$ for which $\text{dist}(\ell, \Omega_{nR}^c) \leq 3r$ has at most $C n^{d-1}$ elements to conclude,

$$
\sum_{\ell \in \Lambda_{nR}^c} \sum_{\rho_1, \rho_2 \in \Lambda_{nR}^c - \ell} D_{\rho_1} (1 - \phi) v^H_R (\ell) \phi_{\rho_1, \rho_2} D_{\rho_2} w(\ell)
\leq C \sum_{\ell \in \Lambda_{nR}^c} \sum_{\rho_1, \rho_2 \in \Lambda_{nR}^c - \ell} e^{-\gamma_\text{CT}(|\rho_1| + |\rho_2|)} |D_{\rho_1} (1 - \phi) v^H_R (\ell)||D_{\rho_2} w(\ell)|
+ C \sum_{\ell \in \Lambda_{nR}^c} \sum_{\rho_1, \rho_2 \in \Lambda_{nR}^c - \ell} e^{-\gamma_\text{CT}(|\rho_1| + |\rho_2|)} |D_{\rho_1} (1 - \phi) v^H_R (\ell)||D_{\rho_2} w(\ell)|
\leq C \left(n^{d-1} + n^d e^{-\gamma_\text{CT} r} \right) \| D v^H_R \|_{L^2(\Lambda_{nR}^c)} \| D w \|_{L^2(\Lambda_{nR}^c)}.
$$

Similarly, for the second term in (I.10), we use the fact that, for $\ell \in \Lambda_{nR}^c$ with $\text{dist}(\ell, \Omega_{nR}^c) > 3r$, by (I.6), we only have to sum over $\rho_1 \in \Lambda_{nR}^c - \ell$ for which $\text{dist}(\ell + \rho_1, \Omega_{nR}^c) \leq 2r$. That is, $|\rho_1| \geq r$, and so we obtain an approximation error exponentially small in $r$ (as in the second term of (I.11)):

$$
\sum_{\ell \in \Lambda_{nR}^c} \sum_{\rho_1, \rho_2 \in \Lambda_{nR}^c - \ell} D_{\rho_1} (1 - \phi) v^H_R (\ell) \phi_{\rho_1, \rho_2} D_{\rho_2} w(\ell)
\leq C n^d e^{-\frac{1}{2} \gamma_\text{CT} r} \| D v^H_R \|_{L^2(\Lambda_{nR}^c)} \| D w \|_{L^2(\Lambda_{nR}^c)}.
$$

By combining (I.10), (I.11) and (I.12), for both $w = \phi v^H_R$ and $w = (1 - \phi) v^H_R$, we have

$$
|T_2| + |T_3| \leq C \left(n^{d-1} + n^d e^{-\frac{1}{2} \gamma_\text{CT} r} \right) \| D v^H_R \|_{L^2(\Lambda_{nR}^c)}^2
$$

Therefore, by (I.7), (I.9) and (I.13),

$$
\frac{1}{n^d} \langle \delta^2 G_{\text{ref}}^R (1 - \phi) v^H_R w \rangle \geq C \left( C_{\text{stab}} - (e^{-\frac{1}{2} \nu r} + n^{-1} + e^{-\frac{1}{2} \gamma_\text{CT} r}) \right) \| D v^H_R \|_{L^2(\Lambda_{nR}^c)}^2
$$

where $C_{\text{stab}}$ is a positive constant multiple of $C_{\text{stab}}$.

Applying (I.14) together with (I.5) we can choose $n$, $r$ then $R$ sufficiently large to conclude. □

References

[1] X. Blanc, C. Le Bris, and P.-L. Lions, The energy of some microscopic stochastic lattices, Arch. Ration. Mech. Anal., 184 (2007), pp. 303-339.
[2] E. Cancès, A. Delaire, and M. Lewin, A new approach to the modeling of local defects in crystals: The reduced Hartree-Fock case, Commun. Math. Phys., 281 (2008), pp. 129-177.
[3] E. Cancès and V. Ehrlacher, Local defects are always neutral in the Thomas–Fermi–von Weizsäcker theory of crystals, Arch. Ration. Mech. Anal., 202 (2011), pp. 953-973.
[4] E. Cancès, V. Ehrlacher, D. Gentier, A. Levitt, and D. Lombardi, Numerical quadrature in the Brillouin zone for periodic Schrödinger equations, Numer. Math., 144 (2020), pp. 479-526.
[5] E. Cancès and C. Le Bris, Mathematical modeling of point defects in materials science, Math. Models Methods Appl. Sci., 23 (2013), pp. 1795-1859.
E. Cancès, V. Ehrlacher, and Y. Maday, Periodic Schrödinger operators with local defects and spectral pollution, SIAM J. Numer. Anal., 50 (2012), pp. 3016–3035.

I. Catto, C. Le Bris, and P.-L. Lions, The mathematical theory of thermodynamic limits: Thomas–Fermi type models, Clarendon Press, 1998.

On the thermodynamic limit for Hartree–Fock type models, Ann. I. H. Poincare, A., 18 (2001), pp. 687–760.

On some periodic Hartree-type models for crystals, Ann. I. H. Poincare, An., 19 (2002), pp. 143–190.

H. Chen, J. Lu, and C. Ortner, Thermodynamic limit of crystal defects with finite temperature tight binding, Arch. Ration. Mech. Anal., 230 (2018), pp. 701–733.

H. Chen, F. Nazar, and C. Ortner, Geometry equilibration of crystalline defects in quantum and atomic descriptions, Math. Models Methods Appl. Sci., 29 (2019), pp. 419–492.

H. Chen and C. Ortner, QM/MM methods for crystalline defects. Part 1: Locality of the tight binding model, Multiscale Model. Simul., 14 (2016), pp. 232–264.

H. Chen, C. Ortner, and J. Thomas, Locality of interatomic forces in tight binding models for insulators, ESAIM: Math. Model. Num., (2020), to appear, arXiv:1906.11740.

J. Chen and J. Lu, Analysis of the divide-and-conquer method for electronic structure calculations, Math. Comput., 85 (2016), pp. 2919–2938.

R. Cohen, M. Mehl, and D. Papaconstantopoulos, Tight-binding total-energy method for transition and noble metals, Phys. Rev. B, 50 (1994), pp. 14694–14697.

J. Dancis and C. Davis, An interlacing theorem for eigenvalues of self-adjoint operators, Linear Algebra Appl., 88–89 (1987), pp. 117–122.

N. David Mermin, Thermal properties of the inhomogeneous electron gas, Phys. Rev., 137 (1965), pp. 1441–1443.

E. B. Davies and M. Plum, Spectral pollution, IMA J. Numer. Anal., 24 (2004), pp. 417–438.

E. W. and J. Lu, Electronic structure of smoothly deformed crystals: Cauchy-born rule for the nonlinear tight-binding model, Comm. Pure Appl. Math., 63 (2010), pp. 1432–1468.

V. Ehrlacher, C. Ortner, and A. V. Shapeev, Analysis of the tight-binding model for crystals with local defects, Applied Mathematics Research eXpress, 2017 (2016), pp. 1–64.

P. Hislop and I. Sigal, Introduction to Spectral Theory: With Applications to Schrödinger Operators (Applied Mathematical Sciences), Springer, 1995.

T. Hudson and C. Ortner, On the stability of b bravais lattices and their cauchy–born approximations*, ESAIM: Mathematical Modelling and Numerical Analysis, 46 (2011), pp. 81–110.

T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag Berlin Heidelberg, 2nd ed., 1995.

J. Kettler, Introduction to Solid State Physics, Wiley, 8th ed., 2004.

M. Lewin and É. Séré, Spectral pollution and how to avoid it, P. Lond. Math. Soc., 100 (2009), pp. 864–900.

E. H. Lieb and B. Simon, The Thomas–Fermi theory of atoms, molecules and solids, Adv. Math., 23 (1977), pp. 22–116.

M. Luskin and C. Ortner, Atomistic-to-continuum coupling, Acta Numerica, 22 (2013), p. 397–508.

R. M. Martin, Electronic Structure: Basic Theory and Practical Methods, Cambridge University Press, 2004.

M. Mehl and D. Papaconstantopoulos, Applications of a tight-binding total-energy method for transition and noble metals: Elastic constants, vacancies, and surfaces of monatomic metals, Phys. Rev. B, 54 (1996), pp. 4519–4530.

F. Q. Nazar and C. Ortner, Locality of the Thomas–Fermi–von Weizsäcker equations, Arch. Ration. Mech. Anal., 224 (2017), pp. 817–870.

D. Olson and C. Ortner, Regularity and locality of point defects in multilattices, Appl. Math. Res. Express, 2017 (2017), pp. 297–337.

D. Papaconstantopoulos, Handbook of the Band Structure of Elemental Solids, From Z = 1 To Z = 112, Springer New York, 2015.

C. Pisani, Quantum-Mechanical treatment of the energetics of local defects in crystals: A few answers and many open questions, Phase Transitions, 52 (1994), pp. 123–136.

J. C. Slater and G. F. Koster, Simplified LCAO method for the periodic potential problem, Phys. Rev., 94 (1954), pp. 1498–1524.

A. M. Stoneham, Theory of Defects in Solids: Electronic Structure of Defects in Insulators and Semiconductors, Clarendon Press, 2001.

J. Thomas, Analysis of the tight binding model, 2018. MSc Thesis, Supervised by Christoph Ortner.

W. Yang, Direct calculation of electron density in density-functional theory, Phys. Rev. Lett., 66 (1991), p. 1438.

Mathematics Institute, Zeeman Building, University of Warwick, Coventry, UK
E-mail address: C.Ortner@warwick.ac.uk

Mathematics Institute, Zeeman Building, University of Warwick, Coventry, UK
E-mail address: J.Thomas.1@warwick.ac.uk