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Abstract: Direction-of-arrival (DOA) estimation in a spatially isotropic white noise background has been widely researched for decades. However, in practice, such as underwater acoustic ambient noise in shallow water, the ambient noise can be spatially colored, which may severely degrade the performance of DOA estimation. To solve this problem, this paper proposes a DOA estimation method based on sparse Bayesian learning with the modified noise model using acoustic vector hydrophone arrays. Firstly, an applicable linear noise model is established by using the prolate spheroidal wave functions (PSWFs) to characterize spatially colored noise and exploiting the excellent performance of the PSWFs in extrapolating band-limited signals to the space domain. Then, using the proposed noise model, an iterative method for sparse spectrum reconstruction is developed under a sparse Bayesian learning (SBL) framework to fit the actual noise field received by the acoustic vector hydrophone array. Finally, a DOA estimation algorithm under the modified noise model is also presented, which has a superior performance under spatially colored noise. Numerical results validate the effectiveness of the proposed method.
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1. Introduction

Array signal processing by passive sonar systems is an important topic for underwater targets monitoring, locating and tracking [1]. Acoustic vector hydrophones have better directional sensitivity and more measurement information than acoustic pressure hydrophones. Therefore, in hydroacoustics, the use of an acoustic vector hydrophone array for array signal processing often yields better results. The features and advantages of vector hydrophone arrays in beamforming and direction of arrival (DOA) estimation are clear from in-depth studies of their physical mechanisms. A performance evaluation system for vector hydrophone arrays has been proposed in the literature [2], and, as a result, some traditional beamforming and DOA estimation algorithms have been extended to vector hydrophone arrays. The conventional beamforming algorithm (CBF) and minimum variance distortionless response (MVDR) for vector hydrophone arrays have been investigated [3]. The main difference between the assumptions in these algorithms and acoustic pressure array signal processing is that the array steering vector contains the delay information of the acoustic pressure hydrophone array, and also the pointing information of the acoustic vector hydrophones themselves, which are linked by the Kronecker product.
K. T. Wong and M. D. Zoltowski [4–6] have carried out intensive research in the field of high-resolution DOA estimation using vector hydrophone arrays. They focus on estimation of signal parameters via rotation invariant technique (ESPRIT) [4,5] and multiple signal classification (MUSIC) [6] for plane wave signals and spatially white noise backgrounds, extending them to vector hydrophone arrays of arbitrary array types.

The signal-to-noise (SNR) gain of array signal processing depends heavily on the ocean ambient noise field. The DOA estimation methods discussed above, including most existing high resolution DOA estimators, assume that the additive noise model is spatially isotropic Gaussian white noise. This means that the covariance matrix of the noise can be reduced to a diagonal array related only to the noise power. The noise is spatially white and its covariance is a constant multiplied by a unit matrix. However, the actual noise environment is often spatially anisotropic due to the effects of wind, waves, and noise from distant traveling vessels [7–12]. Shchurov et al. [13] have studied the composition structure and coherence properties of the ambient noise field in detail through a large number of experimental observations. Their findings show that the ambient noise field can be divided into isotropic and anisotropic components. They proposed the concept of vector phase technique, which extends the means of vector signal processing. In the field of vector hydrophone receiving environment noise, V. A. Shchurov [14] and M. Hawkes [15] have done extensive research. The theoretical expression for the correlation between the channels of a vector hydrophone in an isotropic noise field was derived. This makes the noise in the far-field array model somewhat spatially directional. Additionally, due to diffusion of the near-field volume noise source in a certain spatial area, the received noise between the array elements has a certain correlation, but it is far less than the correlation when receiving point source signals. Thus, the spatially colored noise cannot be suppressed as point source interference. Huang [10] analyses the noise field scenario in the presence of sea surface noise as well as volume noise.

Noise correlation will lead to significant errors [15,16], which makes the beamforming [17–19], DOA estimation [15,16,20] and underwater positioning methods [21,22] based on the assumption of spatially white noise ineffective. Current research on algorithms for dealing with colored or correlated noise can be divided into two categories.

The idea of the first class is to solve the DOA estimation problem under spatially colored noise by exploiting the properties of the noise or signal. The most straightforward method is to try to measure the spatial distribution of the noise and to perform an eigen-decomposition of the matrix, i.e. a pre-whitening technique [23,24]. However, in many cases, the noise covariance may be time-varying or impossible to measure precisely. Another approach is to describe noise by parameterising them using an autoregressive/auto-regressive moving average model [25–28] (AR/ARMA), assuming that the noise field satisfies a spatial autoregressive model. The noise is represented in [28] as a spatial autoregressive process with unknown parameters. However, these methods require higher-dimensional search, which increases computational complexity. Another approach is to use the fact that the signal and the noise are different by assuming that the signal is non-Gaussian and the noise is Gaussian [29,30]. Higher order statistics can be used to solve this problem under above assumptions. In special cases, the cyclic stationarity of signals can be used to remove the influence of noise. However, these assumptions only apply under certain conditions and do not always hold in practice.

The above methods impose special constraints on the noise or signal. The second class of ideas uses additional information about the array structure. One approach is to rotate or translate the array. As the noise structure remains unchanged, the covariance matrix after rotation or translation is subtracted to eliminate the effect of noise [31]. Essentially, the method sets the sub-arrays to be well separated so that the noise between different sub-arrays is not correlated. Similar approaches have been used in multiple input multiple output (MIMO) systems [32–36]. A spatial intercorrelation strategy was utilised to divide the transmitting array into two or more non-overlapping sub-arrays, since the array noise corresponding to the different transmitting arrays is not correlated and the
covariance matrix of the noise is all zero. However, both array rotation and translation pose a number of difficulties in terms of mechanics, while the two sets of data are obtained at different observation times, which are not identical to the two sets of data obtained simultaneously, thus causing errors in the data. These methods are only for certain arrays.

The above-mentioned references do not take the vector hydrophone array into consideration. There is little in the literature about the DOA estimation under the spatially colored noise using vector hydrophone arrays. In [37], a rectangular vector hydrophone array is used to eliminate the interference of colored noise. The DOA estimate is obtained directly by using the rotationally invariant relationship between the velocity measurement component and the sound pressure measurement component of the vector hydrophone. However, the estimation accuracy and resolution of this algorithm is low.

Although the estimation performance can be improved by increasing the interval between the elements, this improvement is limited. This method cannot achieve satisfactory performance when the signal of interest or the interference has a similar orientation. Therefore, this paper considers introducing high-resolution DOA estimation into the vector hydrophone array under spatially colored noise.

Sparse signal recovery (SSR) based methods have been applied to solve the problem of DOA estimation in recent years, and the sparse Bayesian learning technique has been introduced in a spatial isotropic white noise background and obtained good performance both theoretically and experimentally [38–43]. By exploiting spatial sparsity, these SSR-based methods have been shown to exhibit remarkable superiority in resolving L1 norm-based singular value decomposition (L1-SVD). The literature [44] took the L1 norm as the penalty function for sparse constraints and solved a convex optimization problem to estimate the DOA of far-field incoming signals. A reweighted L1-norm minimization subject to an error-constrained L2 norm was designed to determine the DOA estimates under the coexistence of mutual coupling and nonuniform noise [45]. A joint non-negative sparse Bayesian learning (SBL) procedure was developed to estimate DOA for wideband signals [46]. However, to the best of our knowledge, the ability of SSR-based DOA methods under spatially colored noise has not been proved yet.

Before the SSR method is introduced into DOA estimation under spatially colored noise, we still have a key technology to study, that is, we must reconstruct the model of spatially colored noise according to the characteristics of SSR. How to better fit the noise is the key to the problem. In this paper, the prolate spheroidal wave functions (PSWFs) [47–53] is used to fit the spatially colored noise. The PSWFs originated from the separation of the Helmholtz equation variables in a spherical coordinate system; it has been widely used to solve various physical and engineering problems such as wave scattering and time-frequency signal processing. Typical applications in signal processing are best known from the work of Slepian et al. [49,52], who demonstrated the excellent properties of the PSWFs for fitting finite bandwidth signals. For the extraction of time-frequency information from broadband signals, the most widely used means is the Fourier transform, which essentially divides a broadband signal into a number of narrowband signals using a series of narrowband filters, which also provides the most intuitive and convenient way to extend narrowband signal processing algorithms to broadband signal processing. In practical signal processing, however, broadband signals can be processed and analysed only with limited sampling time. Using the famous Heisenberg uncertainty principle, for a finite-length signal, its bandwidth must be infinite, and the finite-bandwidth signal duration must be infinite, so the truncated sampling of the time-domain signal leads to the expansion of the signal bandwidth. This brings challenges to the fitting of the finite-bandwidth signal. Insufficient sample points can also lead to inadequate resolution of the Fourier transform and energy leakage from adjacent frequency points, affecting the frequency splitting performance of the narrowband filter. In Section 3 we present the methodological derivation of the PSWFs, deriving its good performance, with emphasis on extending it from the frequency domain to the space domain.
In response to the fact that spatially colored noise can cause degradation in the performance of DOA estimation, this paper proposes an applicable linear noise model by using the PSWFs to characterise spatially colored noise and exploiting the excellent performance of the PSWFs by extrapolating band-limited signals to the space domain. The noise model proposed in this paper can provide a complete fit to the actual noise field. An iterative method for noise fitting and sparse spectral reconstruction is developed in a sparse Bayesian learning (SBL) framework. A DOA estimation algorithm under a modified noise model is also investigated. As a result, the corresponding DOA in the spatially colored noise environment can be obtained. The rest of this paper is structured as follows.

Section 2 introduces the signal and noise model of vector hydrophone array in detail, Section 3 describes the method proposed in this paper in detail, Section 4 gives property analysis, and Section 5 gives conclusion.

2. Problem Description

2.1. Signal Model

Suppose there are K narrowband signals impinging on the pressure hydrophone array composed of M sensors. For a uniform linear array with a spacing of d, the sound pressure received by the m-th array element and the array outputs with T snapshots can be modelled as:

\[ x(t) = A_\theta(s(t) + n(t)) \]  

(1)

where \( x(t) = [x_1(t), x_2(t), \ldots, x_M(t)]^T \), \( t = t_1, \ldots, t_T \) and \( A_\theta = [a_\theta(\theta_1), a_\theta(\theta_2), \ldots, a_\theta(\theta_K)] \) is the array manifold matrix, \( a_\theta(\theta_k) \) is the steering vector corresponding to the k-th source. \( s(t) = [s_1(t), \ldots, s_K(t)] \) contains the source waveforms, and \( n(t) = [n_1(t), \ldots, n_M(t)]^T \) is the additive ambient noise term.

Considering the velocity \( \mathbf{v}(t) = [v_x(t), v_y(t)] \) from the two-dimensional vector hydrophone, the array manifold matrix \( A_{\mathbf{v}}(\mathbf{\theta}) \) of vector hydrophone array can be expressed as follows:

\[ u(\theta) = [1 \cos \theta \sin \theta]^T \]

\[ A_{\mathbf{v}}(\mathbf{\theta}) = u(\theta) \otimes A_\theta(\mathbf{\theta}) \]

(2)

where \( u(\theta) \) represents the steering vector of the two-dimensional vector hydrophone’s response to the signal, and the symbol \( \otimes \) represents the Kronecker product operation.

2.2. Noise Model

The noise model is similar to the signal model. In the signal model, we only consider the two-dimensional plane, so only consider the horizontal angle \( \theta \). However, in the noise model, we consider isotropic noise. The isotropic noise field is composed of an infinite number of noise sources that radiate narrow-band plane waves uniformly distributed on the unit sphere in space. Therefore, the three-dimensional situation needs to be considered. The literature [14] derives the difference between the channels of the vector hydrophone array based on this model. The correlation of noise between different array elements and different channels of array elements provides a theoretical basis for vector array signal processing. The influence of the distribution of noise sources on the spatial spectrum was analysed in this section. Assuming that the M-element uniform linear vector array is located in the isotropic noise field, the noise sound pressure output of each element can be expressed as:

\[ n_{\mathbf{v}}(t) = \int_{\Omega} a_{\mathbf{v}}(\theta, \varphi)s_{\mathbf{v}, \mathbf{v}}(t)d\theta d\varphi \]

(3)
where $\Omega$ represents the integration interval as the surface of the unit sphere, $s_{\theta,\varphi}(t)$ represents the plane wave radiated by the noise microunit at $(\theta, \varphi)$ located on the surface of the sphere. $\theta \in [0, 2\pi]$ and $\varphi \in [-\pi/2, -\pi/2]$ represent the azimuth and elevation angle in the spherical coordinate system, respectively. $a_{p^*}(\theta, \varphi)$ represents the response vector of the pressure channel to the noise element at $(\theta, \varphi)$, and can be written as:

$$a_{p^*}(\theta, \varphi) = \left[ 1, \exp\left( \frac{2\pi}{\lambda} d \cos \theta \cos \varphi \right), \ldots, \exp\left( \frac{2\pi}{\lambda} (M-1)d \cos \theta \cos \varphi \right) \right]^T$$  (4)

The output of the vibration velocity channel at the microunit $(\theta, \varphi)$ is given by Euler’s equation (assumed acoustic impedance $\rho c = 1$):

$$n_{v_1}(t) = \cos \theta \cos \varphi n_{p_1}(t)$$
$$n_{v_2}(t) = \sin \theta \cos \varphi n_{p_2}(t)$$

Then the response vector generated by the vector array to the noise source at each microunit $(\theta, \varphi)$ is

$$a_{p^*}(\theta, \varphi) = \left[ a_{p^*}(\theta, \varphi), \cos \theta \cos \varphi a_{p^*}(\theta, \varphi), \sin \theta \cos \varphi a_{p^*}(\theta, \varphi) \right]$$  (6)

According to the conclusions given in the literature [2], in the isotropic noise field, the noise correlation coefficients of the channels inside the vector hydrophone and between different vector hydrophones can be described by the spherical Bessel function:

$$R_{p,p} = j_0(|d'|)$$
$$R_{p,v_n} = j \cdot j_1(|d'|) \cos \phi_n$$
$$R_{v_m,v_n} = -j_2(|d'|) \cos \phi_m \cos \phi_n \quad m \neq n$$
$$R_{v_m,v_n} = j_2(|d'|) - j_2(|d'|) \cos^2 \phi_n$$
$$d' = 2\pi d / \lambda$$

, where $d$ denotes the distance vector of each hydrophone. The subscript $m, n = x, y, z$ denotes the three orthogonal components of acoustic pressure, and $\phi_m$ is the angle between the axial direction of the vibration channel and the vector $d$. $j_v(\cdot)$ is the $v$-order spherical Bessel function. $R_{p,p}$ is the zero-order spherical Bessel function of the array element spacing $|d'|$. As shown by the solid line in Figure 1, this function obtains zero when the array element spacing is an integer multiple of half wavelength, and decays oscillatively with increasing array element spacing. Different from the correlation coefficient between the sound pressure channels, $R_{p,v_x}, R_{p,v_y}, R_{v_x,v_y}$ are not only related to the array element spacing, but also to the direction of vector $d$. The dotted and dotted lines in Figure 1 respectively show the spatial correlation curve between the vibration velocity channels when the two hydrophones are located on the OX axis.
Figure 1. Acoustic vector sensor correlations in ambient noise.

From equation (7) and Figure 1, we can see that for a uniform linear vector hydrophone array with half wavelength spacing, the noise of each acoustic pressure channel is uncorrelated, so the noise covariance matrix of acoustic pressure channel $R_{p,p}$ is a diagonal matrix. The noise spatial spectrum obtained by using the data from the acoustic pressure channel is the same in all azimuth angles, that is, isotropic. However, combining the acoustic pressure channel and the acoustic vibration velocity channel, the noise covariance matrix can be expressed in the form of a block matrix as follows.

$$
R_N = \begin{bmatrix}
R_{p,p} & R_{p,v_x} & R_{p,v_y} \\
R_{v_x,p} & R_{v_x,v_x} & R_{v_x,v_y} \\
R_{v_y,p} & R_{v_y,v_x} & R_{v_y,v_y}
\end{bmatrix} \in \mathbb{C}^{3M \times 3M}
$$

where $R_{v_x,v_x}$, $R_{v_x,v_y}$, $R_{p,v_x}$, $R_{p,v_y}$, $R_{v_x,p}$, $R_{v_y,p}$ are the correlation coefficient matrices. Obviously, $R_N$ is no longer a diagonal matrix, that is, the received noise of different channels has a certain correlation, which is manifested in the spatial heterogeneity of the spatial spectrum. The isotropic noise field received by the linear array can be obtained by numerical simulation. According to the model in literature [3], the process of using numerical simulation to generate isotropic noise is as follows: first, use numerical methods to randomly generate enough discrete spatial positions on the sphere, and meet the uniform distribution. Each noise source radiates independent narrow-band Gaussian noise to the centre of the sphere, which is expressed by $s_{\theta,\phi}$. Assuming that the receiving array is located in the centre of the unit sphere and the array aperture is much smaller than the radius of the sphere, the receiving noise model of the equation (3) can be written in discrete form:

$$
N_p = \sum_{N_s} a_{p\theta} (\theta, \phi) s_{\theta,\phi}
$$

Using equation(9), the estimated value of the noise covariance matrix and the noise spectrum of the two-dimensional plane can be obtained:
\begin{equation}
\begin{align*}
\hat{R}_{pp} &= N_p N_p^T / T \\
\hat{R}_v &= N_v N_v^T / T \\
P_{pp} (\theta) &= a_{pp}^T (\theta) \hat{R}_{pp} a_{pp} (\theta) \\
P_v (\theta) &= a_v^T (\theta) \hat{R}_v a_p (\theta)
\end{align*}
\end{equation}

where $P_{pp} (\theta)$ and $P_v (\theta)$ denote the spatial spectral outputs of the pressure hydrophone and vector hydrophone arrays, respectively. The covariance matrix of the noise field is obtained using the numerical simulation method and the theoretical results of equation (7), respectively. Then the noise spatial spectrum of pressure hydrophone and vector hydrophone arrays is obtained. Comparison results are shown in Figure 2. It can be seen that the numerical simulation results are in basic agreement with the results of the theoretical equation. The isotropic noise spatial spectrum of pressure hydrophone array is relatively flat, however, due to the correlation between the channels of the vector hydrophone array, the isotropic noise spatial spectrum of the vector hydrophone array has a certain degree of fluctuation, which is characterized by the inhomogeneous or "colored" spatial spectrum.

![Figure 2. Spatial spectrum under isotropic noise.](image)

When there are volume noise sources in the near field, numerical simulation can also be used to replace the volume source with enough discrete near-field point sources. The position of each discrete point source is $(r, \theta, \varphi)$, and the near-field response of the array to the element is $a_{nn} (r, \theta, \varphi)$. With the combined effect of an isotropic noise field and a near-field volume noise source, the output of the array can be written as follows:

\begin{equation}
N_v = \sum_{i=1}^{\infty} a_{vv} (\theta, \varphi) s_{v, \beta, \gamma} + \sum_{i=1}^{\infty} a_{nn} (r, \theta, \varphi) s_{n, \beta, \gamma}
\end{equation}

Figure 3 gives the spatial spectrum output of the array under the combined effect of an isotropic noise field and a near-field volume noise source. Assuming that there is a plane baffle near the receiving array that radiates noise to the array, the location of the baffle is $\{(x, y, z) \mid x \in [\lambda, 2\lambda], y = \lambda, z \in [-0.2\lambda, 0.2\lambda]\}$. It can be seen that the spatial spectra of both pressure hydrophone array and vector hydrophone array have obvious directivity under the influence of a near-field volume source.
3. Proposed Technique

3.1. Time Domain Fitting of Finite Bandwidth Signals with Prolate Spheroidal Wave Functions

Slepian [44] gives the Uncertainty principles in signal time-frequency analysis. For an arbitrary signal \( f(t) \) and its spectrum \( F(\omega) \), define

\[
\alpha_1 = \frac{\int_{-\tau}^{\tau} |f(t)|^2 \, dt}{\int_{-\infty}^{\infty} |f(t)|^2 \, dt} \quad \text{and} \quad \alpha_2 = \frac{\int_{0}^{\Omega} |F(\omega)| \, d\omega}{\int_{-\infty}^{\infty} |F(\omega)| \, d\omega}
\]

(12)

where \( t, \omega \) represent the time and frequency, and \( T, \Omega \) represent the time period and bandwidth, respectively. The time-bandwidth product satisfies \( \Omega T > 2\pi \alpha_1 \alpha_2^2 \), but the physical meaning of equation (12) is not clear. Landau et al. build on this to give a more applicable conclusion, defining

\[
\alpha \pm \frac{\int_{-\tau}^{\tau} |f(t)|^2 \, dt}{\int_{-\infty}^{\infty} |f(t)|^2 \, dt} \quad \text{and} \quad \beta \pm \frac{\int_{0}^{\Omega} |F(\omega)|^2 \, d\omega}{\int_{-\infty}^{\infty} |F(\omega)|^2 \, d\omega}
\]

(13)

\( \Omega T \geq \phi(\alpha, \beta) \), where \( \phi(\alpha, \beta) \) is a function that can be displayed. It is can be seen from the definition of equation (13) that \( \alpha^2 \) denotes the proportion of the energy of the signal \( f(t) \) in the time period \( -T \leq t \leq T \) to the energy of the entire signal. Correspondingly \( \beta^2 \) denotes the proportion of the energy of the signal in the frequency band to the energy of the entire signal. Therefore, when fitting a finite bandwidth signal with a finite length signals, we want this signal to maintain the maximum proportion of energy within the original signal bandwidth. The problem can be formulated as: when \( \beta = 1 \) and \( \Omega T \) is given, find a signal or set of signals \( f(t), t \in [-T, T] \) to make \( \alpha \) maximum. According to Parseval’s theorem and the Fourier variation pair relation, the following equation can be obtained:
The spectrum of a signal satisfying equation (14) is required to satisfy the second type of Fredholm equation [54] as shown below:

\[
F(\omega) = \arg \max_{\mathcal{F}(\omega)} \frac{\int_{-T}^{T} dt \int_{-\Omega}^{\Omega} F(\omega) e^{i\omega t} d\omega \int_{-\Omega}^{\Omega} F^*(\omega') e^{-i\omega' t} d\omega'}{\int_{-\Omega}^{\Omega} |F(\omega)|^2 d\omega}
\]

\[
= \arg \max_{\mathcal{F}(\omega)} \frac{\int_{-\Omega}^{\Omega} 2 \sin T(\omega-\omega') \omega F(\omega) F^*(\omega') d\omega'}{\int_{-\infty}^{\infty} F(\omega) F^*(\omega') d\omega}
\]

(14)

It can be seen that in fact equation (15) is an eigenvalue problem:

\[
\forall \omega \in [-\omega, \omega], \frac{1}{\beta} \int_{-\omega}^{\omega} 2 \sin T(\omega-\omega') \omega F(\omega) F^*(\omega') d\omega' = \alpha F(\omega)
\]

(15)

Transforming the frequency domain to the time domain gives the definition of the PSWFs: for any real number \( c \geq 0 \), the \( i \)-th order PSWFs \( \psi_i(t) \) is defined as:

\[
j^* \lambda_i^n \psi_i(t) = \frac{1}{c} e^{j\pi t}, \forall t \in [-1,1]
\]

(17)

where \( \lambda_i^n \) is the eigenvalue corresponding to the \( i \)-th order PSWFs \( \psi_i(t) \). The constant \( c \) is called the bandwidth parameter and \( c = \Omega T \). In particular, when \( c = 0 \), the PSWFs degenerate to Legendre polynomials with eigenvalues \( \lambda_i^n = i(i+1) \). The PSWFs can therefore be viewed as a generalisation of the Legendre polynomials. In fact, PSWFs and Legendre polynomials have many similar properties.

1) \( \{\psi_i(t)\}_{i=0}^\infty \) are smooth, real, and form a spatially normalized orthogonal basis of \( L^2([-1,1]) \), i.e.

\[
\int_{-1}^{1} \psi_j(t) \psi_i(t) dt = \delta_{ij}
\]

(18)

2) \( \lambda_i^n \) are real numbers that are positive and can be ordered by the magnitude of their values as

\[
0 < \lambda_0^1 < \lambda_1^1 < ... < \lambda_i^n < ...
\]

(19)

3) When \( i \) is an odd number, \( \{\psi_i(t)\}_{i=0}^\infty \) is an odd function with respect to \( t \); when \( i \) is an even number, \( \{\psi_i(t)\}_{i=0}^\infty \) is an even function with respect to \( t \).

Since PSWFs was first proposed by Slepian, it is also called the Slepian function, corresponding to the discrete form called discrete prolate spheroidal sequences (DPSS) or Slepian sequences, noted as \( \psi_i(n) \). [48,55,56] stated that PSWFs is the optimal basis for fitting finite bandwidth signals. In fact, DPSS is a broadband signal-sampling sequence and is capable of maximising the ratio:
\[ \beta = \frac{\int_{-W}^{W} |F(f)|^2 \, df}{\int_{-\frac{W}{2}}^{\frac{W}{2}} |F(f)|^2 \, df} \]  

where \( Fs \) denotes the sampling rate and \( |W| < Fs / 2 \). Assuming that the sampling result of the \( N \) point broadband signal is expressed as \( f(n) \), the fitting result can be written as

\[ f(n) = \sum_{i=0}^{\infty} p_{\psi_i}(n) \]  

and the coefficients corresponding to each order Slepian sequence are \( p_i = (\psi_i(n))^H f(n) \).

It has been shown in the literature [57] that, in general, the \( 2NW-1 \) order Slepian sequence causes the proportion of the equation (18) to approximate 1. As the order continues to increase, the proportion of the Slepian sequence in the frequency band decreases rapidly and converges to 0. Therefore, it is possible to use a finite-order Slepian sequence to fit a finite-bandwidth signal exactly.

### 3.2. Establish Spatially Colored Noise Model Using Prolate Spheroidal Wave Functions

Time domain sampling and spatial sampling have many similar properties, so there is an analogy between them. For a uniform linear array with a spacing of \( d \), the sound pressure received by the \( m \)-th array element can be written as:

\[ x_{pm}(t) = \sum_{i=1}^{K} S_i(t) \exp \left( j \frac{2\pi d \cos \theta_i}{\lambda} (m-1) \right) + n_{wp}(t) \]  

It can be seen from Equation (22) that the \( m \) spatial sequence data points obtained by a snapshot sampling of \( m \) array elements at time \( t \) are superimposed by \( K \) spatial "single frequency" discrete signals. The location of these "spatial frequency" points corresponds to the azimuth of the far-field signal. Here the spatial frequency is defined as \( f_{\theta} = \cos \theta \).

The spatial sampling rate is related to the spacing of the array elements, defined as \( Fs_{\theta} = \lambda / d \), so the sampling process of the spatial signal by the array can be expressed as:

\[ x_{pm}(t) = \sum_{i=1}^{K} S_i(t) \exp \left( j \frac{2\pi f_{\theta}}{Fs_{\theta}} (m-1) \right) + n_{wp}(t) \]  

The spatially colored noise means that the noise has stronger energy in the spatial frequency band of a certain area, but weaker energy in other frequency bands. That means this kind of noise with obvious spatial directivity can be regarded as a "spatially limited bandwidth" signal. Using the excellent performance of the PSWFs in the fitting of limited bandwidth signals, the spatially colored noise can also be described more objectively with a finite-order Slepian sequence, that is, the noise obtained by a single snapshot of a uniform linear array can be expressed as

\[ n_{\psi} = \sum_{i=1}^{M} p_{\psi_i} \]  

where \( \psi_i \) represents the \( i \)-th Slepian sequence, and the length is \( M \). The parameter \( c = 2Mf_{\theta} = 2M \cos \theta \) represents the "time-bandwidth product" of the space. The noise model determined by equation (24) is an effective fit to a signal with spatial frequencies concentrated in the space \( [-\cos \theta, \cos \theta] \), so it can be used to describe spatially colored noise. For the vector hydrophone array, the number of channels becomes 3\( M \). Since the sound pressure channel and the vibration velocity channel sample the space sound field at the same point, the vibration velocity channel is equivalent to adding its own dipole.
directivity to the sound pressure channel. Therefore, the noise field received by the vibration velocity channel has a different spatial distribution from the sound pressure channel. Different coefficients should be used to express the noise of the vibration velocity channel, namely

\[ n_x = \sum_{i=1}^{M} p_x^i \psi_i, \quad n_y = \sum_{i=1}^{M} p_y^i \psi_i \]  

where \( p_x \) and \( p_y \) are the weight coefficients fitting the corresponding channel noise.

Using this noise model to replace the original spatially isotropic noise model, the array output can be written as:

\[
x(t) = A_x(\Theta) s(t) + \sum_{i=1}^{M} p_x^i \psi_i + \sum_{i=1}^{M} p_y^i \psi_i
\]

3.3. Sparse Bayesian Learning Based DOA Estimation under Spatially Colored Noise

The sparse Bayesian learning technique has been introduced to solve the DOA estimation problems in a spatially isotropic white noise background and obtained good performance both theoretically and experimentally. An empirical Bayesian strategy under multiple snapshots is called MSBL as a multiple response extension of the standard SBL paradigm. After sampling the space of incident signals on a predefined grid, the direction set \( \Theta = \{\theta_1, \ldots, \theta_L\} \) and an overcomplete steering vector dictionary \( A_x(\Theta) = [a_x(\theta_1), \ldots, a_x(\theta_L)] \) is formed. Let \( S \) be the extension of \( s(t) \) from \( \Theta \) to \( \Theta \), with the non-zero elements only at the true source directions. The array output can then be written as the overcomplete form:

\[
X = A_x(\Theta) S + N
\]

where \( X = [x(t_1), \ldots, x(t_T)]^T \) and \( N = [n(t_1), \ldots, n(t_T)]^T \).

In general, there is only one parameter used to describe the noise, namely the noise power. Both subspace algorithms based on optimal weights and sparse Bayesian learning algorithms require estimation of the noise parameters to ensure adequate algorithm performance.

Let the hyperparameter \( \gamma = [\gamma_1, \ldots, \gamma_L]^T \) represent the power spectrum on the discrete directions and \( S(l,:) \sim \mathcal{N}(0, \gamma I) \), where \( S(l,:) \) denotes the \( l \)-th row of \( S \). Under the assumption of spatial white Gaussian noise, \( N(l,:) \sim \mathcal{N}(0, \sigma_n^2 I) \), with \( \sigma_n^2 \) is the noise variance, the spatial power spectrum can be estimated through a maximum-likelihood approach with respect to \( \gamma \) and \( \sigma_n^2 \), which can be obtained by integrating out the source amplitudes as follows:

\[
\hat{\gamma} = \arg \max_{\gamma, \sigma_n^2} p(X; \gamma, \sigma_n^2)
= \arg \max_{\gamma, \sigma_n^2} \int p(X|S, \sigma_n^2) p(S; \gamma) dS
= \arg \max_{\gamma, \sigma_n^2} \sum_k \left[ \Sigma_k^{-1} \right]^T \exp[-tr(X^T \Sigma_k^{-1} X)]
\]
where $ \Sigma = A \Gamma A^T + \sigma^2 I $ and $ \Gamma = \text{diag}(\gamma) $. Problems such as Equation (28) are generally solved using Expectation-Maximization (EM) algorithm. The E-step requires computation of the posterior probability density with respect to $ S $

$$ p(S | X; \sigma^2) = \frac{p(X | S; \sigma^2) p(S; \gamma)}{\int p(X | S; \sigma^2) p(S; \gamma) dS} $$

$$ = [\pi \mu_s]^T \exp \left[ -\text{tr} \left( (S - \mu_s)^H \Sigma_s^{-1} (S - \mu_s) \right) \right], $$

where

$$ \mu_s = \Gamma A \Sigma_s^{-1} X,$$

$$ \Sigma_s = \Gamma - \Gamma A \Sigma_s^{-1} A^T X $$

By maximizing Equation(28), we can obtain the update strategy of $ \gamma $ and $ \sigma^2 $ in the M-step as follows:

$$ \gamma_i^{(\text{new})} = \frac{[\mu_s^{(\text{old})}]_i}{1 - \sum_{k=1}^{N} [\Sigma_s^{(\text{old})}]_{i,k} / \gamma_i^{(\text{old})}} + \zeta_i, $$

$$ (\sigma^2)^{\text{(new)}} = \frac{\|X - A_s S\|_F^2 / T}{M - L + \sum_{i=1}^{N} [\Sigma_s]_{i,i} / \gamma_i}.$$  

In the spatially colored noise model, the array output shown in (26) can be rewritten as the overcomplete form:

$$ X = A_s (\Theta) S + \psi \nu $$

where $ \psi = \text{blkdiag}(\psi', \psi', \psi') \in \mathbb{C}^{3M \times 3M} $, $ \psi' = [\psi_1', \ldots, \psi_M']^T $ denotes the Slepian basis for directional noise, and

$$ p = (\psi')^H (X - A_s (\Theta) S) $$

where $ p = [p(t_1), \ldots, p(t_T)] $ and $ p(t) = [p_{11}(t), p_{12}(t), \ldots, p_{1M}(t), p_{21}(t), \ldots, p_{3M}(t)]^T $ is the weight coefficient used to describe the noise distribution.

The model described in Equation (33) is more suitable, while the increase in the number of parameters describing the noise makes it difficult to solve for these parameters as well. We turn to an alternate iterative denoising procedure by optimizing $ \gamma $ and the noise weight coefficients in turn. We rewrite the update strategy of $ \gamma $ in a noiseless form

$$ \gamma_i^{(\text{new})} = \frac{1}{T} \| [\mu_s^{(\text{old})}]_i \|_2^2 + \sum_{k=1}^{N} [\Sigma_s^{(\text{old})}]_{i,k} / \gamma_i, $$

$$ \mu_s = \Gamma A \Sigma_s^{-1} \left( A_s \Gamma A^T + \sigma^2 I \right) \left( X - \psi \nu \right) $$

$$ \Sigma_s = \Gamma - \Gamma A \Sigma_s^{-1} A^T X $$

Within each iteration of the EM algorithm, a denoised coarse spatial power spectrum of sources can be estimated by updating $ \gamma $ according to Equations(35)-(37). The estimated power spectrum is then used to reconstruct the directional noise to improve noise fitting according to Equation(34). The process is repeated until the rate of change in 2-
norm between the former $\gamma$ and the new is minimized to a predefined threshold. The iterative process that converges to the DOA estimations is shown below:

1) Initialize the hyperparameter vector $\gamma$ and the directional noise weight coefficients vector $p$.
2) Repeat the following two steps until iteration termination conditions are satisfied:
   a. Estimate spatial power spectrum by updating $\gamma$, according to Equations (35)-(37);
   b. Fit the noise according to Equation (34) and estimate the noise parameter $p$.

The procedure of the proposed algorithm is shown as Algorithm 1:

**Algorithm 1** Procedure of the proposed algorithm

Initialization: $\gamma$, $p$

Repeat:

1. Calculate $\mu_s$ and $\Sigma_s$ according to Equation (36)-(37).
2. Update parameter $\gamma$ according to Equations (35)-(37);
3. Fit the noise according to Equation (34) and estimate the noise parameter $p$;
4. Repeat Steps (1), (2) and (3) steps until $\gamma$ and $p$ converge to a fixed value. If convergent, terminate the iteration and break; otherwise, return to first step.

End.

3.4. Complexity Analysis

For each iteration of the proposed algorithm, the computational complexity of the algorithm is dominated by evaluating the posterior probability density function in the E-step, computing the derivatives and updating the number of sources and noise power in the M-step. To obtain mean and variance of multivariate normal distribution expressed in Equation (36), it is required for computing the inversion of $L \times L$ matrix, which leads to the complexity of $O(L^3)$. The calculation of $\mu_s$ presented in Equation (36) requires another $(M^2 + M)L + MLT$ complex multiplications. The computing the derivatives of the objective function requires $O(ML^2)$, which leads to the complexity of $O(M^3)$. Considering the spatial sparsity constraint and the limited number of snapshots, $K < M \ll L$, $T \ll L$, the computational complexity is $O(L^3 + ML^2)$. For $L$-SVD, CBF, MVDR, and MUSIC, the computational cost is $O(L^3)$, $O(M^3)$, $O(M^3)$, and $O(M^3)$.

It is worth mentioning that the superiority of the proposed algorithm comes at the cost of the increased computational complexity. It is a compromise between the performance of computational complexity when other state-of-the-art algorithms fail to provide satisfactory results.

4. Property Analysis

Simulation experiments are used to evaluate and analyse the performance of the algorithm proposed in this paper. It compares existing methods in terms of spatial spectrum, resolution probability and DOA estimation accuracy. In the simulation experiment, an 8-element vector uniform linear array is selected, and the distance between the array elements is half wavelength of signal. Since the algorithm in this paper can be regarded as an extension of the sparse Bayesian learning DOA algorithm under spatially colored noise, the proposed algorithm is called spatially colored noise field sparse Bayesian learning for multiple vectors (SCN-MSBL). The comparison methods CBF and MUSIC are used...
in the vector hydrophone array, named as V-CBF and V-MUSIC. In the spatially colored noise field, the definition $e_\theta(\theta)$ represents the power of noise in a direction $\theta$, and the SNR is defined as

$$\text{SNR}_\theta = 10 \log \frac{E[s'_i(t)\hat{s}'_i(t)]}{\frac{1}{2\pi} \int_0^{2\pi} e_\theta(\theta)d\theta} \quad (38)$$

Since the noise model in this paper is obtained by using the similarity of time domain sampling and spatial sampling, the DOA estimation is actually a search process for spatial frequency $f_\theta = \cos \theta$. Therefore, in the simulation experiment of this paper, the angle interval is $1^\circ$ as the space is divided into 361 parts and used as the spectrum search range of the comparison method.

4.1. Simulation Results of Spatial Spectrum Estimates

Firstly, we discuss the effect of spatially colored noise on different algorithms from the perspective of spatial spectral estimation. It is assumed that two spatially uncorrelated far-field narrowband signals are incident on the vector hydrophone array from 65° and 80° with equal power. The number of snapshots is 200. The noise field is constructed using the numerical simulation method introduced in section 2. Figure 4 shows the probability density functions of the spatial distribution of noise sources in an isotropic noise field as well as in a spatially inhomogeneous noise field. In the simulated isotropic noise field, the numerically constructed noise sources are uniformly distributed in all directions in space, as shown by the solid line in the figure. The spatially colored noise field shown by the dashed line has obvious spatial directionality, with the noise intensity significantly higher in a larger range near 60° than in other directions.

Figure 4. Spatial probability density distribution of numerical noise sources.

Figure 5 shows the spatial spectrum estimation results of the V-CBF, V-MUSIC, MSBL and 5CN-MSBL, when two sources are incident on the array with $\text{SNR} = -7\text{dB}$. Figure 5(b) and Figure 5(d) are partial enlarged views. As can be seen in Figures 5(a) and 5(b), several algorithms are able to obtain accurate DOA estimates in an isotropic noise environment, and the noise spectrum far away from the signal is flatter. Among them, the CBF algorithm has the weakest resolving ability and the highest noise spectral level. The V-MUSIC algorithm has a sharper spectral peak because it exploits the orthogonality between the signal and noise subspaces, but not as sharp as the MSBL algorithm and the proposed algorithm. The reason is that the latter two take into account the potential sparsity properties in the signal model. Comparing Figures 5(a) and 5(c), it can be seen that the V-CBF, V-MUSIC, and MSBL algorithms are all affected by the spatially colored noise

![Figure 4. Spatial probability density distribution of numerical noise sources.](image-url)
to different degrees. Specifically, the noise spectrum of the V-CBF algorithm in the colored noise field is jittered and the spectral level is raised, which is not conducive to distinguishing the real signal. Meanwhile the noise spectrum obtained by the V-MUSIC algorithm is still flat, but the spectral level is also raised, and the spectral peak corresponding to the real signal position is wider. The MSBL algorithm is still able to output sharper spectral peaks at the true position of the signal, but it outputs more pseudo-peaks under the influence of colored noise fields; these performance degradations are caused by the noise model mismatch, while the SCN-MSBL algorithm proposed in this paper is able to adapt to the negative effects of the spatial directionality of the noise because it constructs a new linear model for spatially colored noise fields. As can be seen in Figure 5, the SCN-MSBL algorithm takes into account the noise model and the sparse characteristics of the signal in the space domain, so the accuracy and resolution of the DOA estimation are guaranteed.

![Figure 5. Influence of directional noise on spatial spectrum.](image)

Next, we change the SNR of the two spatial sources and observe the spatial spectrum estimation results of the algorithms when the target strength is obvious. The environmental noise is the spatially colored noise field shown by the dotted line in Figure 4, and the other simulation conditions remain unchanged. Figure 6 shows the spatial spectrum of the four algorithms for DOA estimation. The SNRs of the two sources in Figure 6(a) are both 7 dB, and Figure 6(b) is a partial enlarged view. In Figure 6(c), the SNR of the source at 65° is 7 dB, and the SNR at 80° is −7 dB. Similarly, Figure 6(d) is the partial enlarged
view. Comparing Figure 5(c) and 5(d) with Figure 6(a) and 6(b), it can be seen that, as the input SNR increases, the performance of each algorithm improves to a certain extent. Although the MSBL algorithm is still affected by some false peaks, their height is relatively low, so it can find the real target location correctly. When two spatial targets, one strong and one weak, are incident on the array (as shown in Figures 6(c) and (d)), it is difficult to find the position of the weak target in the spatial spectrum obtained by the V-CBF algorithm. The MSBL algorithm cannot eliminate the influence of false peaks because the height of the false peak is close to the peak value of the weak target. However, the proposed algorithm uses a more extensive noise model and has stronger adaptability to the spatial distribution of noise. Therefore, the performance is very robust under various SNRs and noise background types, bring the sharpest peaks. It is worth noting that although the V-MUSIC algorithm can output the true position relatively stably under various simulation conditions. However, the accurate distinction between signal and noise subspaces is based on the premise that the number of independent sources is known a priori. The algorithm in this paper does not require the number of sources as a priori input, and the sharpness of the spectral peak is much better than other algorithms.

Figure 6. Spatial spectrum under directional noise field. (a) SNR₁ = 7dB, SNR₂ = 7dB, (b) SNR₁ = 7dB, SNR₂ = 7dB, (c) SNR₁ = -7dB, SNR₂ = 7dB, (d) SNR₁ = -7dB, SNR₂ = 7dB.

Continue to reduce the interval between the incident angles of the sources, and the two sources are incident from 65° and 70° respectively. The SNR and the number of snapshots is 0 dB and 200, respectively. The spatial spectrum result is shown in Figure 7.
As can be seen from Figure 7, when the two targets differ by only 5°, V-CBF and V-MUSIC can no longer distinguish the two targets at all. MSBL can barely distinguish the two targets although it has the highest resolution capability of the sparse reconstruction algorithm, but the DOA estimation results deviate to some extent from the true results and are seriously affected by the pseudo-peak problem. Only the proposed algorithm can accurately estimate the true angles of two adjacent targets. The above simulations show that the accuracy and resolving ability of the SCN-MSBL algorithm in DOA estimation under spatially colored noise are higher than those of other algorithms.

4.2. Statistical Performance Analysis of Simulation Results

In order to obtain this statistical performance more accurately, the two far-field signals used in this simulation were oriented at 70.1° and 90.9°, to ensure that all algorithms were able to distinguish between the two sources and thus obtain more accurate statistical results. The SNR was varied from −8 dB to 20 dB, and 200 Monte Carlo trials were performed in each SNR case with a snapshot number of 200 and the same spatially colored noise distribution as in Experiment 1.

The statistical results are given in Figure 8. It can be seen that, at low SNRs, the SCN-MSBL algorithm has the highest accuracy and the V-MUSIC algorithm has the lowest estimation accuracy. As the SNR increases, all methods maintain the high estimation accuracy. The DOA estimates obtained by the sparse reconstruction method still fall on the nearest raster point to the true DOA, even if the spatial grid division does not pick up the true position of the signal. Due to the effect of quantization error, the root mean square error (RMSE) of the DOA estimate does not continue to decrease as the SNR increases, but rather plateaus. In the practical application of the algorithm, a strategy of grid refinement or a strategy of discrete grids [44] can be used to further reduce the effect of quantization error.
Figure 8. RMSE of direction-of-arrival (DOA) estimation versus signal-to-noise (SNR).

Next, fixing the SNR as 0 dB, the variation of the RMSE with the number of snapshots was analysed. The results are shown in Figure 9. It can be seen that the RMSE of DOA estimation gradually decreases as the number of snapshots increases. The estimation accuracy tends to smooth out when the number of snapshots is large enough for the quantization error to play a dominant role. In addition, when the azimuth of the space target is far apart, except for the poor estimation accuracy of the V-CBF algorithm in small snapshots, the DOA estimation performance of the other algorithms is relatively close, and the performance of the DN-MSBL algorithm is slightly better than the other algorithms.

Figure 9. RMSE of DOA estimation versus snapshots.

The ability of each algorithm to discriminate between adjacent targets was examined by means of Monte Carlo tests. Firstly, the two targets in space are made to be incident on the array from 70° and 75° respectively. The SNR is varied from −8 dB to 20 dB. 200 Monte Carlo trials were performed in each SNR case with a snapshot number of 200. The results to determine whether the algorithms could successfully discriminate between the two targets are shown in Figure 10.
As can be seen from the Figure 10, in the range of SNRs of the simulation, the V-CBF algorithm is always unable to resolve two targets with an angle interval of 5°. The probability of successful resolution of the remaining methods increases with the increase of the SNR. When SNR is higher than 8 dB, all the algorithms except the V-CBF algorithm are able to resolve the dual targets with 100% probability. Besides, the MSBL and the SCN-MSBL algorithm have a higher resolution capability than the classical high-resolution algorithm (V-MUSIC) due to the constraint on the sparsity of the spatial domain of the signal. The SCN-MSBL algorithm has the lowest SNR threshold required to successfully resolve the dual targets with 100% probability, which is about $-4$ dB.

Finally, we fix the incidence angle of source 1 at 70° and make the incidence angle of source 2 vary from 72° to 90° to gives the variation of the successful resolution probability for the four algorithms. Figure 11 shows the results when the SNR is 0 dB and the number of snapshots is 200. It can be seen that the resolution capability of the V-CBF algorithm is the worst, and the resolution ability of the SCN-MSBL and the MSBL algorithm is the strongest, while the SCN-MSBL algorithm has a smaller angle interval threshold. Therefore, using the noise model described in this paper, combined with the spatial sparsity constraint, we can distinguish adjacent targets better, which also verifies the conclusions of the resolution ability of each algorithm in Experiment 1.

We provide a comparison table which clearly states the differences of the proposed algorithm and other algorithms mentioned in this paper. The table is as Table 1:
5. Conclusions

Many high-resolution DOA estimation algorithms achieve very good performance under the isotropic Gaussian noise background. However, the presence of wind and waves, distant travelling vessels and local platform noise often makes the noise received by the array directional. This paper first introduces the volume noise model and the numerical simulation method, then analyses the effect of near-field volume noise on the spatial spectrum. It has been found that the noise spatial spectrum of the vector hydrophone array has certain directivity under the influence of near-field volume noise. To solve this problem, we present the excellent characteristics of the PSWFs for fitting finite bandwidth signals, and extends this feature to the spatial domain. A linear model of spatially colored noise is constructed based on the analogous properties of time domain sampling and spatial sampling. Using the sparsity of the proposed noise model and the signal in the spatial domain, the overcomplete model of the array output is established. As a result, the sparse Bayesian learning technique is introduced in the DOA estimation process. It makes full use of the multi-level probability model of the sparse Bayesian learning method to jointly and iteratively obtain the noise parameters and the signal reconstruction. The reconstruction accuracy of the algorithm is improved under spatially colored noise field. Simulation experiments demonstrate the effectiveness of this method in different noise environments.

The theoretical and simulation analyses show that the SCN-MSBL algorithm proposed in this paper has the following features and advantages.

1. When the spatial noise is highly directional, the proposed algorithms effectively suppress the significant increase in pseudo-peaks and noise spectral levels, while ensuring the high resolution of the sparse reconstruction class algorithm.

2. The proposed algorithms require lower SNR thresholds and angle interval thresholds to successfully distinguish adjacent targets, compared to beamforming algorithms and subspace-like algorithms.

3. As for the accuracy of the DOA estimation, the RMSE of the DOA estimation of the SCN-MSBL algorithm is slightly smaller than that of the V-MUSIC algorithm, and comparable to that of the MSBL algorithm, provided that all methods can accurately distinguish the adjacent targets.

The sparse reconstruction-type DOA estimation algorithm exploits the sparse spatial characteristics of the source. It transforms the DOA estimation problem into a sparse reconstruction problem by building an overcomplete model of the array output signal, achieving a very high resolution. However, in the spatially colored noise environment, the sparse reconstruction algorithm is prone to pseudo-peaks and even failure. The algorithm proposed in this paper not only makes full use of the advantages of the sparse reconstruction class algorithm, but also refines the spatially colored noise model. Besides,
the proposed algorithm obtains higher resolution, estimation accuracy, and better noise robustness, laying the foundation for subsequent research on array signal processing using the framework of sparse reconstruction. The main disadvantage of the proposed method is the large amount of computation, so our next objective is to develop a fast algorithm to facilitate the real-time operation of this method.
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