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Abstract—In this paper, we analyse the impact of delayed event detection on the stability of a 2-mode planar hybrid automata. We consider hybrid automata with a unique equilibrium point for all the modes, and we find the maximum delay that preserves stability of that equilibrium point. We also show for the class of hybrid automata treated that the instability of the equilibrium point for the equivalent hybrid automaton with delay in the transitions is equivalent to the existence of a closed orbit in the hybrid state space, a result that is inspired by the Joint Spectral Radius theorem. This leads to an algorithm for computing the maximum stable delay exactly. Other potential applications of our technique include co-simulation, networked control systems and delayed controlled switching with a state feedback control.

I. INTRODUCTION

In order to make the computation of the behaviour of hybrid systems possible, one needs to not only approximate the continuous dynamics, but also to accurately and efficiently detect when to compute the discrete-event dynamics. In order to accurately do so, transition (or event) detection and location schemes are employed. The efficiency requirement is satisfied by setting the appropriate parameters of the transition location scheme. Wrong tolerance values can lead to unnecessary computations and/or inaccurate results (see, e.g., Section II).

Contributions. In this paper, we focus on the numerical stability of hybrid system simulation. We formalize the problem of finding the Maximum Stable Delay (MSD), that is, the maximum delay a hybrid system can admit in a transition, so that its solutions remain asymptotically stable (Section III).

Inspired by the Joint Spectral Radius theorem [1], we show how this problem can be solved for a restricted class of planar hybrid systems, by reducing it to a problem of finding a non-trivial closed orbit in the transition-delayed system (Section IV). As an example application of these theoretical results, we provide an algorithm to find such a closed orbit in a non-linear hybrid system (Section V).

The MSD can then be used to set the appropriate parameterization of transition detection and location schemes, and/or the size of the simulation step. Other potential applications include: (i) networked control systems (see, e.g., [2]), where the component responsible for deciding the mode of the plant may be reacting to a delayed signal; and (ii) real-time simulation of hybrid systems, where state transition location can be disabled, or relaxed, to increase performance, as in animation of colliding multi-body systems [3].

An extended version of this work is available in [4, Chapter 6].

Related Work. In the domain of network control, [5] focuses on the state-feedback stabilization of LTI systems that can be remotely controlled over a multi-hop network. In contrast, we focus on non-linear planar systems with a switching surface. We follow an approach that is similar to [6], [2], [7]. Prior work [6] explores how to use Lyapunov functions to approximate the MSD in the particular case of affine systems, without resorting to finding closed orbits. However, no formal proof is provided regarding the correctness of the procedure. In [2], the delayed system is formulated as a hybrid system. Then, the stability of which is proven if a Lyapunov function can be found, using the sum of squares [8] approach, which can only approximate the MSD. The work in [7] provides a comprehensive study of the dynamics of planar systems with the form \( \dot{x} = Ax + \text{sign}(w^T x)v \), with \( A \) a constant matrix. Similarly to the current manuscript, Poincaré maps are used to analyze the stability of periodic motions ([7, Section 5.2]). More recently, [9] studied the maximum sampling time \( \tau \) such that the asymptotic stability is preserved under the discretization of a hybrid nonlinear system given that the length of the (not necessarily equal) sampling intervals does not exceed \( \tau \). While the problem setting is similar to our work, their aim is to prove the existence of a maximal sampling time \( \tau \), not to approximate it. We refer the reader to [10] for similar work restricted to linear.

II. MOTIVATING EXAMPLE: RELAXED BOUNCING BALL

Consider a bouncing ball modeled with two modes: free-fall, and contact. The detailed equations for each mode are given in [4, Section 6.2].

The ball changes from free fall mode to contact mode when it comes in contact with the floor. Formally, that is when \( g(x) = \begin{bmatrix} 1 & 0 \end{bmatrix} x - r \leq 0 \), with \( r \) denoting the radius of the ball.

\[ \begin{bmatrix} 1 & 0 \end{bmatrix} x - r \leq 0 \]
Fig. 1: A Bi-modal Hybrid Automata in the notation used by [12].

Definition 1 (Hybrid automaton [11]): A hybrid automaton $S$ is a collection

$$S = (Q, E, X, Dom, F, Guard, R)$$

where: $Q$ is a finite set of modes; $E \subseteq Q \times Q$ is a finite set of edges called transitions; $X \subseteq \mathbb{R}^n$ is the continuous state space, for some natural $n$; $Dom: Q \rightarrow 2^X$ is the mode domain; $F = \{ f_q(x) : q \in Q \}$ is a collection of time-invariant vector fields such that each $f_q(x)$ is Lipschitz continuous on $Dom(q)$; $Guard: E \rightarrow 2^Q$ defines a guard set for each transition; $R: E \times X \rightarrow 2^X$ specifies how the continuous state is reset at each transition.

The Lipschitz continuity assumption in Definition 1 ensures the existence and continuity of a solution inside a mode as shown by [4, Lemma 1].

Definition 2 (Flow): Given a dynamical system $\dot{x}(t) = f(x(t))$, the flow of the vector field $f$, denoted $\phi_f(x,t)$, is the state of the system after a time $t$ if the initial state is $x$.

Example 1: Fig. 1 shows the graphical representation of the hybrid automaton for the bouncing ball described in Section II.

![Fig. 1: A Bi-modal Hybrid Automata in the notation used by [12].](image)

Definition 3 (Hybrid trajectory, [13, Definition 2.3]): A hybrid trajectory of a system $S$ as defined in Definition 1 is a subset $T \subseteq Q \times \mathbb{R} \times X$ with

$$T = \bigcup_{j=0}^{J-1} \{ (t,x) | t_j \leq t \leq t_{j+1}, x = \phi_{f_{q_j}}(x_j, t-t_j) \in Dom(q_j) \}$$

for some finite sequence of times $t_0 < t_1 \cdots < t_J$, modes $q_j \in Q$ and state vector $x_j \in Dom(q_j)$ such that $(q_{j-1}, q_j) \in E$, $y_j \in Guard((q_{j-1}, q_j))$ and $x_j \in R((q_{j-1}, q_j), y_j)$ for $j = 1, \ldots, J$ where $y_j = \phi_{f_{q_{j-1}}}(x_{j-1}, t_j - t_{j-1})$.

Note that Definition 3 excludes chattering and Zeno behaviour, which is assumed inexisteent later by assumption 2 but considered in [13, Definition 2.3]. The later assumption also allows restricting the non-determinism of hybrid automata while still permitting non trivial behaviour.

We define the following notations for trajectories:

$$T[\ell, T] = \{ (q, t, x) \in T | \ell \leq t \leq T \},$$

$$T|_{\mathcal{X}} = \{ x | \exists q, t : (q, t, x) \in T \}$$

$$t_{\text{min}}(T) = \inf_{(q, t, x) \in T} t, \quad t_{\text{max}}(T) = \sup_{(q, t, x) \in T} t$$

$$T_1 \uplus T_2 = T_1 \cup \{ (q, t + t_{\text{max}}(T_1) - t_{\text{min}}(T_2), x) | (q, t, x) \in T_2 \}.$$
**Proposition 1:** If $T$ is a trajectory of $S_{H'}$, then it is also a trajectory of $S_{H}$, for any $H' < H$.

**Corollary 1:** For any $H' < H$, if the equilibrium $x^* \in \mathbb{R}^n$ of $S_{H'}$ is GAS, then the equilibrium $x^*$ of $S_{H'}$ is also GAS.

We denote the switching surface as

$$G = \{x \in \mathbb{R}^2 \mid g(x) = 0\}.$$  

To avoid pathological cases, we assume that the single equilibrium is not in the switching surface. Furthermore, without loss of generality, we consider that the equilibrium is in the interior of $\text{Dom}(1)$ and assume that it is GAS for the mode $1$.

We call $\sigma(S)$ the Maximum Stable Delay (MSD). Intuitively, $\sigma(S)$ gives us the maximal delay for which the GAS property $x^*$ is preserved under delayed switching: by Corollary 1, $x^*$ of $S_{H}$ is GAS for all $H < \sigma(S)$. Knowing $\sigma(S)$ allows one to define the time step of a simulation algorithm, or the tolerance of a state transition location scheme.

**Problem 1** can be extended to a general hybrid automaton (Definition 1) because the construction of $S_{H}$ can be generalized. We focus on BMHA because our subsequent results cannot be straightforwardly generalized. This is left as future work.

**Problem 1** can be reduced to the stability of an equilibrium of a hybrid automaton of the form given in [4, Figure 6.4], and thus we can leverage classical tools developed for the stability of hybrid automata. For example, [4, Section 6.5.1] demonstrates the use of SpaceEx to prove the stability of $S_{H}$ for a given $H$. However, deciding the stability of an equilibrium of a hybrid automaton is not possible in general [14], hence this does not provide an efficient approach and it only approximates the $\sigma(S)$ of **problem 1**.

As we show in the following section, under mild assumptions, the stability of the subclass of planar hybrid automata of the form given in [4, Figure 6.4] is equivalent to the existence of a closed orbit (Definition 6). As shown in Section V this theoretical result leads to practical algorithms to compute $\sigma(S)$ with arbitrary accuracy.

### IV. Orbit and Stability

Our approach is similar to the stabilization of a constrained linear switched system [15], [16]. In the theory of constrained switched systems, the asymptotic stability, can be proven by showing that there are no closed orbits in the system (see [15, Theorem A], [17], and example applications in [18]). We show that there is an equivalence between the absence of cyclic behaviors in the transition-delayed counterpart (Definition 5), and its asymptotic stability. We start by defining the notion of closed orbit, to formalize cyclic trajectories.

**Definition 6 (Closed orbit):** Given a hybrid automaton $S$ as given in [Definition 3] we say that it is a closed orbit if there exists

$$(q_0, t_0, x_0), (\bar{q}, \bar{t}, \bar{x}), (\tilde{q}, \tilde{t}, \tilde{x}) \in \mathcal{T},$$

such that $\bar{q} = q_0$, $t_0 < \bar{t} < \tilde{t}$ and $\bar{x} \neq \tilde{x} = x_0$.

The condition $\bar{x} \neq x$ excludes the equilibrium from being a trivial closed orbit.

**Proposition 2:** If there is a closed orbit in $S_{H}$, then the equilibrium $x^*$ of $S_{H'}$ is not GAS.

The above proposition allows, for a given $H$, to prove the instability of $x^*$ of $S_{H}$ by just finding a closed orbit. By trying to find the smallest $H$ for which there is a closed orbit, one can approximate from above the solution $\sigma(S)$ to **problem 1**. However, approximation from above may not be sufficient. To see why, imagine that the smallest $H$ for which there exists a closed orbit in $S_{H}$ is found. Then, it might still be the case that there exists a $H' < H$ such that $x^*$ in $S_{H'}$ is not GAS. Our contribution is to show that such $H'$ cannot exist for a class of planar BMHA systems satisfying assumptions 1 to 3 formalized below.

We use classical results of analysis of planar non-linear systems such as continuity and monotonicity of a Poincaré Map. Such classical notions need to be carefully used in this setting since they are usually developed for non-hybrid systems. We start by discussing the monotonicity. We will see in Corollary 2 that the Poincaré Map is monotonous for the hybrid automaton $S$. However, for a non-deterministic hybrid automaton such as $S_{H}$, monotonicity of the Poincaré Map is not guaranteed as two trajectories can intersect as long as they are in different modes. Nevertheless, the topological argument commonly used to prove monotonicity (see e.g. [19, Section 10.4]) can still be used to obtain the result given in Lemma 1 for planar BMHA systems.

We start by defining the following connectedness concepts from topology; see e.g. [20, Chapter 3].

**Definition 7 (Path):** Given a set $X$ and two points $x, y \in X$, a path in $X$ from $x$ to $y$ is the image of a continuous map $f : [0, 1] \to X$ such that $f(0) = x$ and $f(1) = y$. We denote the union of all paths in $X$ from $x$ to $y$ as $\{x, y\}_X$.

**Definition 8 (Path components of $X$: We define an equivalence relation on the set $X$ by defining $x \sim y$ if there is a path in $X$ from $x$ to $y$. The equivalence classes are called the path components of $X$.

Given a set $U$, we denote its closure by $\overline{U}$ and its interior by $\text{int}(U)$.

Given the vector field $f_1$ of the first mode of a planar BMHA $S$ defined in [Definition 4] we assume the existence of a continuously differentiable function $s : \mathbb{R}^2 \to \mathbb{R}$ such that the curve

$$S_p = \{x \mid s(x) = 0, \nabla s(x) \cdot f_1(x) > 0\}$$

satisfies $S_p \cap G = \emptyset$, where $G$ is the switching surface. We refer to the closed section $S_p$ as Poincaré curve, its definition is similar to the notion of local sections; see [19, Section 10.2].
Assumption 1: The Poincaré curve $S_p$ has a single path component, $S_p\subseteq S_H \cup \{x^*\}$ and the restriction of the Euclidean norm to $S_p$ is injective. We use the following notations for the return time and Poincaré Map, given a vector field $f$ and a set $U$:

$$\tau_U^f(x) = \inf\{ t \mid t > 0, \phi_f(x, t) \in U \},$$

$$P_U^f(x) = \phi_f(x, \tau^f_U(x)).$$

Note that $P_U^f(x)$ is not defined when $\tau^f_U(x)$ is infinite.

Given a trajectory $\mathcal{T}$, a set $U$ and a time $t_0 \in \mathbb{R}$, we define the following notation

$$\tau_U^f(t_0) = \inf\{ t \mid (q, t, x) \in \mathcal{T}, t > t_0, x \in U \},$$

$$P_U^f(t_0) = \{ (q, t, x) \in \mathcal{T} \mid t = \tau^f_U(t_0) \}.$$

The following lemma shows that, whenever a trajectory $\mathcal{T}$ of $S_H$ intersects with itself, it must be under a different mode. [4, Figure 6.5] gives representative examples of this situation.

**Lemma 1:** Given a planar hybrid automaton $S_H$ as given in Definition 3 with a Poincaré curve $S_p$ as given in 2 and a trajectory $\mathcal{T}$ of $S_H$, consider $(q_1, t_1, x_1) \in \mathcal{T}$ with $x_1 \in S_p$ and $(q_2, t_2, x_2) \in P_{S_p}^f(t_1)$ with $\|x_2 - x^*\|_2 \geq \|x_1 - x^*\|_2$.

Under assumption 1, there exists a path component $U$ of $\mathcal{X} \setminus (T_{\{1, 2\}} \cup U_{x_2, x_3} \cup S_p)$ such that:

1. $\{ x \in S_p \mid \|x - x^*\|_2 \leq \|x_2 - x^*\|_2 \} \subseteq U$; and
2. there exists $\varepsilon > 0$ such that $T_{[t_2, t_2 + \varepsilon]} \cap U = \emptyset$.

Moreover, if $T_{[t_2, \infty]} \cap U = \emptyset$ then the intersection $(q_4, t_3, x_3) \in P_{S_p}^f(t_2)$ is such that there exists $(q_4, t_4, x_4) \in \mathcal{T} \setminus t_2 \cap w$ with $q_3 \neq q_4$.

As a corollary, the monotonicity of the Poincaré Map holds for the mode 1, as stated in Corollary 2. However, when applying the same result to the delayed hybrid automaton, care must be taken to consider only trajectories that remain in mode 1, as these are not affected by the delayed switching. If a trajectory of the delayed hybrid automaton remains in the domain of mode 1 between two consecutive intersections with the Poincaré Map, Corollary 2 shows that the second intersection has a smaller Euclidean norm. In fact, as shown by Lemma 2, this implies that the trajectory will remain in mode 1 until its end.

**Corollary 2:** Consider a planar hybrid automaton $S_H$ as given in Definition 3 and a Poincaré curve $S_p$ as defined in 2. For all $x \in S_p$, if for any $t$, $\phi_f(x, t) \in \text{Dom}(1)$, then $\|P_{S_p}^f(x) - x^*\|_2 < \|x - x^*\|_2$.

**Lemma 2:** Given a delay $H$ and a planar hybrid automaton $S_H$ as given in Definition 3 with a Poincaré curve $S_p$ as defined in 2 and a trajectory $\mathcal{T}$ of $S_H$, consider $(1, t_1, x_1) \in \mathcal{T}$ with $x_1 \in S_p$ and $(1, t_2, x_2) \in P_{S_p}^f(t_1)$. Under assumption 1 if $T_{[t_1, t_2]} \cap \text{Dom}(1)$, then $T_{[t_2, \infty]} \cap \text{Dom}(1)$.

In view of Corollary 2 and Lemma 2 if a trajectory does not intersect the switching surface between two intersections of the Poincaré curve (hence staying in mode 1) then it will repeat this behavior indefinitely. Therefore, as our aim is to find a closed orbit, we restrict our attention to points of the Poincaré curve from which a trajectory of $S$ intersects the switching surface. We denote the set of such points, illustrated in [4, Figure 6.6], as follows:

$$S_p = \{ x \in S_p \mid \tau^f_{G_1} \leq f_1(P_{G_1}^f(x), x) > 0 \} \text{ (3)}$$

Note that, by continuity of the functions $f_1$ and $g$, the value $g(P_{G_1}^f(x)) \cdot f_1(P_{G_1}^f(x))$ in (3) cannot be negative if $x \in \text{Dom}(1)$, hence the condition $> 0$ could be replaced by $\neq 0$. The condition simply excludes points $x$ such that $f_1(P_{G_1}^f(x))$ is tangent to the switching surface.

Since the equilibrium $x^*$ is GAS for the mode 1, by Corollary 2 and [4, Lemma 1], any trajectory of $S_H$ (independently of $H$) starting at a point in $S_p \setminus S_p$ will converge to $x^*$. Lemma 3 provides a converse result, that is, if $x^*$ is not GAS and $S_H$ does not admit any closed orbit, then subsequent intersections with $S_p$ will be farther from the origin. However, extra care must be taken for where to place the Poincaré curve, to make sure all its intersections with $S_p$ happen in mode 1. Moreover, we need to assume that the dynamics of mode 2, under the domain of mode 1, do not prevent these intersections (e.g., it could lead to chattering [21, Section 1.2.4] around the switching surface, because any trajectory starting in mode 2 will cross the switching surface to mode 1, by the stability of $x^*$ in $S$).

The following assumption handles these scenarios. [4, Figure 6.7] illustrates the concepts in this assumption and shows the impact of different Poincaré curves.

**Assumption 2:** Given a planar hybrid automaton $S_H$, let $\tilde{G} = \{ x \in G \mid \nabla g(x) \cdot f_2(x) < 0 \}$, $T_2 = \inf_{x \in \tilde{G}} \tau^f_{G_2}(x)$, and

$$D = \{ \phi_f(x, h) \mid x \in \tilde{G}, 0 \leq h < T_2 \}.$$

We assume that for every point $x \in D$, $\tau^f_{S_p}(x)$ is finite and smaller than $\tau^f_{G_1}(x)$ (which may be infinite).

Under assumption 2 and a sufficiently small $H$ in $S_H$, trajectories that start in $S_p$ acquire a predictable pattern, illustrated in [4, Figure 6.8]. We now define the notation and restrictions to represent these trajectories.

Given a point $x_0 \in S_p$ and delays $h_1, h_2 \geq 0$, let $x_1 = P_{G_1}^f(x_0)$, $x_2 = \phi_f(x_1, h_1)$, $x_3 = P_{G_2}^f(x_2)$, $x_4 = \phi_f(x_2, h_2)$.

If $h_1 < \tau^f_{G_1}(x_1)$ and $h_2 < T_2$, by assumption 2 the following trajectory is admitted by planar $S_{\max}(h_1, h_2)$.

$$T(Q(x_0, h_1, h_2) = T \circ P^f_{G_1}(x_0), T \circ \phi_f(h_1, x_1), T \circ P^f_{G_2}(x_2), \phi_f(h_2, x_2), \phi_f(h_2, x_3), \circ T \circ P^f_{S_p}(x_4).$$

We also introduce the notation

$$Q(x_0, h_1, h_2) \equiv P_{S_p}^f(x_4),$$

illustrated in Fig. 2a.
The following lemma is illustrated in Fig. 2b.

Lemma 3: Given a delay $H < T_2$ (where $T_2$ is defined in (4)), a planar hybrid automaton $S_H$ as given in Definition 5 with a Poincaré curve $S_p$ as defined in (2). Under assumptions 1 and 2, if the equilibrium $x^*$ is not GAS for $S_H$, and $S_H$ does not admit any closed orbit, then there are two points $y_1, y_2 \in S_p$ and delays $0 \leq h_1, h_2 \leq H$ such that $y = Q(x, h_1, h_2)$ and $\| y - x^* \|_2 > \| x - x^* \|_2$.

The following lemma shows that, by adjusting the delay in $S_H$, one can find admissible trajectories whose successive intersections with the Poincaré curve are getting closer to the equilibrium. The lemma statement is illustrated in [4, Figure 6.11].

Lemma 4: Given a delay $H < T_2$ (where $T_2$ is defined in (4)), a planar hybrid automaton $S_H$ as given in Definition 5 with a Poincaré curve $S_p$ as defined in (2). Under assumption 1, if there exist two points $y_1, y_2 \in S_p$ and delays $0 \leq h_1, h_2 \leq H$ such that $y = Q(x, h_1, h_2)$ and $\| y - x^* \|_2 > \| x - x^* \|_2$, then there exist delays $0 \leq h_1, h_2 \leq 1$ and $0 \leq \bar{h}_2, \bar{h}_2 \leq h_2$ such that

$$ x \in \{ Q(x, h_1, h_2), Q(x, \bar{h}_1, \bar{h}_2) \} S_p. $$

The continuity of Poincaré Map is classically deduced from the Implicit Function Theorem, see e.g., [22, Section 5.2, Theorem 2.1].

Lemma 5 (Continuity of Poincaré Map): Consider two continuously differentiable functions $f, g : \mathbb{R}^2 \to \mathbb{R}$, and let $G = \{ x \mid g(x) = 0 \}$. For any open set $A$ such that $A \cap G = 0$; if for all $x \in A$, $z = P^I_G(x)$ is defined, and $\nabla g(z) \cdot f(z) \neq 0$, then the Poincaré Map $P^I_G(x)$ restricted to $A$ is continuous.

Remark 1: The continuity of the Poincaré Map cannot be readily generalized to the hybrid automaton context. Given planar $S_H$, the Poincaré Map may have discontinuities in $x$ and in the delay in the transition. Discontinuities in $x$ may happen if the trajectory is tangent to the switching surface while discontinuities in the delay in the transition may happen when the time spent in $\text{Dom}(2)$ is exactly the delay in the transition. [4, Figure 6.13] illustrates these examples.

While the Poincaré Map is not continuous everywhere, under some assumptions that will be stated, our argument only relies on its continuity on regions where it is locally continuous.

In view of the statement of Lemma 5, we add the following two assumptions.

Assumption 3: We assume that for every point $x \in \text{int(Dom(2))}$, the point $y = P^I_G(x)$ is such that the surface normal $\nabla g(y)$ and $f_2(y)$ are not perpendicular, that is, $\nabla g(y) \cdot f_2(y) \neq 0$.

Assumption 4: We assume that for every point $x \in \tilde{S}_p$, the point $y = P^I_G(x)$ is such that the surface normal $\nabla g(y)$ and $f_1(y)$ are not perpendicular, that is, $\nabla g(y) \cdot f_1(y) \neq 0$.

Lemma 6: Consider a planar BMHA $S$ as given in Definition 4 satisfying assumption 3 and a Poincaré curve $S_p$ satisfying assumptions 2 and 4. For any point $x_0 \in \tilde{S}_p$, the Poincaré Map $Q(x_0, h_1, h_2)$ is defined and continuous with respect to $x_0$, $h_1 \in [0; \tau^I_G(x_0)]$ and $h_2 \in [0; T_2]$ where $T_2$ is defined in (4).

Proposition 3: Given a delay $H < T_2$ (where $T_2$ is defined in (4)), a planar hybrid automaton $S_H$ as given in Definition 5 with a Poincaré curve $S_p$ as defined in (2), under assumptions 1 to 4, if the equilibrium $x^* \in \mathbb{R}^2$ of $S_H$ is not GAS and $H < T_2$, then $S_H$ admits a closed orbit.

The above claim allows us to solve problem 1 by solving the following problem:

$$ \hat{\sigma}(S) = \inf_{H \geq 0} H \text{ s.t. } S_H \text{ admits a closed orbit.} \quad (9) $$

Theorem 1: Given a planar BMHA $S$ as given in Definition 4 satisfying assumption 3 and a Poincaré curve $S_p$ as defined in (2) satisfying assumptions 1 and 4, and $\sigma(S) < T_2$ (defined in (4)), the identity $\sigma(S) = \hat{\sigma}(S)$ holds.

Proof: The inequality $\sigma(S) \leq \hat{\sigma}(S)$ follows from Proposition 2, and we show $\sigma(S) \geq \hat{\sigma}(S)$ by contradiction. If $\sigma(S) < \hat{\sigma}(S)$ then there exists a delay $H$ such that $\sigma(S) < H < \hat{\sigma}(S)$. Since $\sigma(S) < H$, the equilibrium $x^*$ is not GAS for $S_H$. Therefore, by Proposition 3, $S_H$ admits a closed orbit. This is in contradiction with $H < \hat{\sigma}(S)$.

V. RESULTS

This section shows how Theorem 1 can be applied to compute the MSD $\sigma(S)$ in problem 1. Then, it illustrates the solution procedure to the bouncing ball example, introduced in Section II.

As discussed in Section IV, we can restrict our attention to orbits of the form $TQ(x, h_1, h_2)$ where $x \in \tilde{S}_p$. That is, we have

$$ \hat{\sigma}(S) = \inf_{x \in \tilde{S}_p, h_1, h_2} \{ \max(h_1, h_2) \mid x \in \tilde{S}_p, \quad h_1, h_2 \geq 0, Q(x, h_1, h_2) = x \}. \quad (10) $$
This constrained 3-dimensional nonlinear optimization problem can be reduced to the following unconstrained 2-dimensional nonlinear optimization problem:

\[
\hat{\sigma}(S) = \inf_{(x, h_1)} \max(h_2, h_3^*(x, h_1))
\]

(11)

where \( h_3^*(x, h_1) = \min\{ h_2 \mid Q(x, h_1, h_2) = x \} \). This reduction is possible because, given fixed values of \( x \) and \( h_1 \), the value of \( h_3^*(x, h_1) \) is straightforward to compute. Indeed, let \( y \in G \) be such that \( P_2^h(y) = x \), we have

\[
h_3^*(x, h_1) = \tau_{f_2}^T(x_2) - \tau_{G_2}^T(x_2)
\]

where \( T = T P_2^h(y) \) and \( x_2 \) is defined in (5). For a given accuracy, \( h_3^*(x, h_1) \) can be computed using classical simulation methods for nonlinear systems (see e.g. [23]) as follows. For a given point \( x \in \tilde{S}_p \), we precompute the trajectory \( T \) with a time steps determined by the required accuracy. Then we compute the point \( \tau_{f_2}^T(x_2) \) by first simulating the trajectory with a coarse time step. Let \( t, z \) be the last element of the sampled trajectory before the intersection with \( T \). We have \( \tau_{f_2}^T(x_2) = t + \tau_{f_2}^T(z) \) and \( \tau_{f_2}^T(z) \) is smaller than the time step used to simulate the trajectory starting at \( x_2 \). We can therefore estimate \( \tau_{f_2}^T(z) \) with a refined time step. This procedure can be applied recursively.

In the example introduced in Section II, the optimal solution of the problem in (11) with accuracy \( 10^{-6} \) is given at \( x^* \approx 0.24579453, h_1^* = 0 \) and \( h_2 = h_3^*(x^*, 0) \approx 0.0014128697 \). We illustrate the objective function along the line \( h_1 = 0 \) in [4, Figure 6.14]. We used [24] to simulate the nonlinear system.

[4, Section 6.5.1] provides a comparison of our algorithm with a trial-and-error approach using SpaceEx.

VI. CONCLUSION

Motivated by practical problems in the simulation of hybrid systems, we have studied how a delay in the detection of mode transitions can impact the quality of the result of the numerical simulation. It turns out that this delay may have a crucial impact on the result, as it may turn a stable hybrid system into an unstable behaviour in the numerics.

Our goal was to study this phenomenon, and we have focused here on planar systems. A natural first research question aiming at understanding the problem is to characterize the threshold between stability and instability of the simulated trajectories, when the true system is stable. Already for this simple case, it can be hard to compute the maximal allowed delay ensuring stability of the trajectories.

We have used classical techniques in the analysis of dynamical systems, such as Poincar maps and topological arguments. However, we showed that in hybrid systems, more complex phenomena can occur, which make these classical tools insufficient to solve the problem. We pushed further these techniques, which allowed us, under mild assumptions, to compute this maximal delay for planar systems. Moreover, we showed that traditional reachability analysis techniques do not scale to solve this problem satisfactorily.

We hope that this work will provide a better understanding of the problem, of high importance in numerical simulation, and will lead to the estimation of the maximal allowed delay for more complex, or higher dimensional, hybrid systems than the ones studied here.
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APPENDIX

Proof: [Lemma 1] Let \( U \) be the path component of \( X \setminus (T_1, t_2) | x \cup [x_2, x_1] | S_p \), that contains \( x^* \in U \). By Assumption 1 there is a path in \( S_p \) from \( x^* \) to \( x_2 \). This path is contained in \( U \) as it cannot intersect the interior of \( T_1, t_2 | x \) by definition of \( t_2 \). Therefore, by the injectivity assumption of Assumption 1, the set \( U \) must contain all \( x \in S_p \) such that \( ||x - x^*||_{\Delta} \leq ||x_2 - x^*||_{\Delta} \).

As \( \Delta \), \( f_1(x) \geq 0 \), and \( t_2 || x \in S_p \) (see (2)) and \( ||x_2 - x^*||_{\Delta} \geq ||x - x^*||_{\Delta} \), there exists \( \epsilon > 0 \) such that \( \Phi(t_2, t + \epsilon) | x \cap U = 0 \). As the trajectory at \( t_2 + \epsilon \) is not in \( U \), and \( \Phi(t_2, \infty) \setminus x \cap U \neq 0 \) then \( g_k \leq \epsilon \) is defined.

The point \( x_3 \) cannot belong to \([y, x], \Delta \), as \( \Delta f_1(x) > 0 \) hence \( x_3 \in T_1, t_2 | x \). For any \( (q, t, x_3) \in T_1, t_2 | x \), we must have \( q \neq \epsilon_3 \) since by [4, Lemma 1], two trajectories in the same mode cannot intersect.

Proof: [Lemma 2] Let \( U \) be the path component of \( X \setminus (T_1, t_2) | x \cup [x_2, x_1] | S_p \) containing the equilibrium \( x^* \). If \( T_2, t_2 || x \not\in U \) then given

\[
(q', t', x') \in \Phi(T_1, t_2, || x \cup [x_2, x_1] | S_p (t_2),
\]

we know that \( x' \in T_1, t_2 | x \) since \( \Delta (x) - f_1(x) > 0 \) for all \( x \in S_p \). As \( T_1, t_2 | x \subseteq Dom(1), q' = 1 \) which is impossible by [4, Lemma 1]. Therefore \( T_2, t_2 || x \not\in U \subseteq Dom(1) \).

Proof: [Lemma 3] Since \( S_H \) is not GAS, it admits a trajectory \( T \) that does not converge to the equilibrium \( x^* \).

The proof is divided into two parts: first we prove that trajectory \( T \) contains infinitely many mode transitions. Then we use that fact to prove that successive intersections satisfy the claim in the lemma. In the second part, we make use of a result that is proved later [Lemma 6, Lemma 6] does not depend on Lemma 3.

We now prove by contradiction that trajectory \( T \) contains infinitely many mode transitions. If it contains finitely many transitions, there is a mode \( q_\infty \) and time \( t_\infty \) such that, for all \( (q, t, x) \in T \) with \( t > t_\infty \), we have \( q = q_\infty \). We cannot have \( q_\infty = 1 \) as the equilibrium \( x^* \) is GAS for mode 1. Similarly, we cannot have \( q_\infty = 2 \) since the equilibrium \( x^* \) is GAS for \( S \). In this case, \( (2, t', x') \in \Phi(T_1, t_2, t') \) is defined. Let \( (2, t'', x'') \in \Phi(T_1, t') \). Then, by Assumption 2 there must be \( t''' \), \( x''' \) such that \( (1, t''' \), \( x''' \) \) \( \in T_1, t_2 | x \). This concludes the proof that trajectory \( T \) contains infinitely many mode transitions.

Now we focus on the second part of the proof. By Assumption 2 after each transition from mode 2 to mode 1, the trajectory \( T \) must intersect the Poincaré curve before it transitions from mode 1 to mode 2. Therefore the trajectory intersects the Poincaré curve an infinite amount of times and is in mode 1 each time it intersects it. Let \( (1, t_1, x_1), (1, t_2, x_2), \ldots \in T \) with \( t_1 < t_2 < \ldots \) and \( x_1, x_2, \ldots \in S_p \) be this sequence intersections.

There are no \( i \neq j \) such that \( ||x_i - x^*||_{\Delta} = ||x_j - x^*||_{\Delta} \) because, by Assumption 1 \( ||x_i - x^*||_{\Delta} = ||x_j - x^*||_{\Delta} \) implies that \( x_i = x_j \) which contradicts the statement that no closed orbit is admitted. There are two possible cases.

- The sequence \( (||x_i - x^*||_{\Delta}) \) is decreasing with \( i \). Since it is bounded below by 0, it converges. Let \( n = \lim_{i \to \infty} ||x_i - x^*||_{\Delta} \). Since the trajectory is not stable, \( n > 0 \). By Assumption 1 there exists a unique \( x \in S_p \) such that \( ||x - x^*||_{\Delta} = n \). By Lemma 6 \( S_H \) admits a closed orbit containing \( x \) which contradicts the statement. Hence this case cannot be true.

- There exists a \( k \) such that \( ||x_{k+1} - x^*||_{\Delta} > ||x_k - x^*||_{\Delta} \). Let

\[
K = \{ k \mid ||x_{k+1} - x^*||_{\Delta} > ||x_k - x^*||_{\Delta} \}.
\]

There are two possible sub-cases.

- If there exists \( k \in K, t \in R, x \in X \) such that \( (2, t, x) \in T_{[t, t_k+1]} \) then we are done.

- Otherwise, for all \( k \in K, x_{k+1} = P_{S_k} (x_k) \). Note that, by Corollary 2 it must be the case that the trajectory between \( x_k \) and \( x_{k+1} \) is going into the domain of mode 2. Let \( j \) be such that \( j + 1 \not\in K \), and

\[
(q, t, x) \in \Phi(T_1, t_j, t_{j+1}, | x \leq \overline{U},
\]

as illustrated in [4, Figure 6.10]. By Lemma 1 \( q \geq 2 \). Let \( \tilde{t} \) be such that \( (1, \tilde{t}, x) \in T_{[t, t_j+1]} \). If \( \tilde{x} \in Dom(1) \), as in [4, Figure 6.10], then \( T_{[t, \tilde{t}]} \) is a closed orbit which contradicts the statement. Otherwise, \( \tilde{x} \in Dom(2) \) as shown in [4, Figure 6.10]. Let \( U \) be the path component of \( X \setminus (T_1, t_j) | x \) containing the points \( x \in S_p \) such that \( ||x - x^*||_{\Delta} < ||x_{j+1} - x^*||_{\Delta} \) and \( q' = \min \{ k \in K \mid k > j + 1, ||x_{j+1} - x^*||_{\Delta} > ||x_{j+1} - x^*||_{\Delta} \} \). Since \( x_{j+1} \not\in U \), by [4, Lemma 1], \( (q', t', x') \in \Phi(T_1, t', t_{j+1}) \) is defined and is such that \( t_j < t < t_{j+1} \), \( q = 1 \) and there exists \( (2, t'', x'') \in T_{[t, \tilde{t}]} \). The trajectory \( T_{[t'', t']} \) is a closed orbit which contradicts the statement.

Proof: [Lemma 4] Consider a trajectory \( T \) of \( S \) starting at \( y_k = 0 \). Let \( y_0 = y_0, t_0 = 0 \) and

\[
(1, t_{k+1}, y_{k+1}) \in \Phi(T_1, t_k),
\]

for \( k = 0, 1, \ldots \) This sequence is illustrated in Fig. 3. By Corollary 2 the sequence \( (||y_k - x^*||_{\Delta}) \) is non-increasing in \( k \). Let \( j = \inf \{ k \mid ||y_k - x^*||_{\Delta} < ||x - x^*||_{\Delta} \} \), we know that \( j < \infty \) since the equilibrium \( x^* \) is GAS for \( S \). In Fig. 3 \( j = 3 \). We show by recurrence the existence of a sequence of delays \( h_{1,k} \leq h_1 \text{ and } h_{2,k} \leq h_2 \) for \( k = 0, 1, \ldots, j \) such that \( y_k = Q(x, h_{1,k}, h_{2,k}) \), where \( y_k \) is defined in (12). We set \( h_{10} = h_1 \text{ and } h_{20} = h_2 \). For \( k \geq 0 \), given \( h_{1,k} \leq h_1 \) and \( h_{1,k} \leq h_2 \), let

\[
(q', t', x') \in \Phi(T_1, Q(x, h_{1,k}, h_{2,k}) | x)(t_k),
\]

as illustrated in Fig. 3 and

\[
(q'', t'', x'') \in T_1 Q(x, h_{1,k}, h_{2,k}),
\]

In this case, \( T_{[t, \tilde{t}]} \) is not a closed orbit since it requires a transition between mode 2 and mode 1 at \( t \) which is not possible since \( \tilde{x} \in Dom(2) \).
where $TQ(x, h_{1,k}, h_{2,k})$ is defined in (7). By Lemma 1, we only have the following two cases to consider if $q' = 2$, $q'' = 1$ and $x' \in \text{Dom}(2)$ then we set $h_{2,k+1} = 0$ and $h_{1,k+1} = t'' - \tau_f^h(x)$; otherwise, if $q' = 1$, $q'' = 2$ and $x' \in \text{Dom}(1)$ then we set $h_{1,k+1} = h_{1,k}$ and $h_{2,k+1} = t'' - (\tau_f^h(x) + h_{1,k} + \tau_f^h(\phi_f(P_f^h(x), h_{1,k}))$. The lemma is proved with $h_1 = h_{1,j-1}$, $h_1 = h_{1,j}$, $h_2 = h_{2,j-1}$ and $h_2 = h_{2,j}$.

Fig. 3: Illustration of the sequence defined in (12).

Proof: [Lemma 5] Consider a point $x_0 \in A$. Let $t_0 = \tau_f^h(x_0)$ and $F(x, t) = g(\phi_f(x, t))$, we have $F(x_0, t_0) = 0$. Furthermore, 
$$\frac{\partial F}{\partial t}(x_0, t_0) = \nabla g(\phi_f(x, t)) \cdot \frac{\partial \phi_f(x, t)}{\partial t} = \nabla g(\phi_f(x, t)) \cdot f(\phi_f(x, t))$$
which is nonzero by assumption. Therefore, by the Implicit Function Theorem [22, Section 5.2, Theorem 2.1], there exists an open set $U \subseteq \mathbb{R}^2$ containing $x_0$ and a unique continuous differentiable function $h$ such that $F(x, h(x)) = 0$ for each $x \in U$. By the uniqueness of $h$, we know that $P_f^h(x) = \phi_f(x, h(x))$ for each $x \in U$. Since the function $h(x)$ is continuous in $x$ and the function $\phi$ is continuous in $x$ and $t$ by [4, Lemma 1], the Poincaré Map $P_f^h(x)$ is continuous in $x_0$.

Proof: [Lemma 6] Let $x_1, x_2, x_3, x_4$ be as defined in (5), (6) and $x_5$ denote $Q(x, h_1, h_2)$.

By Assumption 2 and Lemma 5, $x_5$ depends continuously on $x_4$ and by [4, Lemma 1], $x_4$ depends continuously on $h_2$ hence $x_5$ depends continuously on $h_2$.

By Assumption 4 and Lemma 5, $x_3$ depends continuously on $x_2$ hence $x_5$ depends continuously on $x_2$.

By [4, Lemma 1], $x_2$ depends continuously on $h_1$ hence $x_5$ depends continuously on $h_1$.

Proof: [Proposition 3] Suppose by contradiction that there exists $H$ such that $S_H$ is not GAS but does not admit any closed orbit. Consider one such value of $H$. By Lemma 3 and Lemma 4 there a point $x \in S_p$, delays $0 \leq h_1, h_1 \leq H$ and $0 \leq h_2, h_2 \leq H$ such that $x \in [Q(x, h_1, h_2), Q(x, h_1, h_2)]_{S_p}$.

By Lemma 6 there exists $\min(h_1, h_1) \leq h_1 \leq \max(h_1, h_1)$ and $\min(h_2, h_2) \leq h_2 \leq \max(h_2, h_2)$ such that $Q(x, h_1, h_2) = x$. This contradicts the fact that $S_H$ admits no closed orbit. Hence the proof is complete.