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Abstract—We present a reward-predictive, model-based learning method featuring trajectory-constrained visual attention for use in mapless, local visual navigation tasks. Our method learns to place visual attention at locations in latent image space which follow trajectories caused by vehicle control actions to later enhance predictive accuracy during planning. Our attention model is jointly optimized by the task-specific loss and additional trajectory-constraint loss, allowing adaptability to new environments and additional trajectory-constraint loss, allowing adaptability even when faced with new inputs. Filtering by this constraint loss is used to enforce a reliable attention mechanism even when faced with new inputs. Filtering by this constraint loss is used to enforce a reliable attention mechanism even when faced with new inputs. Filtering by this constraint loss is used to enforce a reliable attention mechanism even when faced with new inputs.

I. INTRODUCTION

In this paper we present a model-based, reward-predictive method augmented with trajectory-constrained visual attention to improve predictive accuracy during local planning over control actions in visual navigation tasks.

The deployment of autonomous vehicles in unstructured natural environments has a variety of applications such as environmental monitoring and crisis management. Small scale vehicles are desirable in such settings due to their reduced environmental impact, ability to navigate in narrow access spaces, and relatively inexpensive hardware. However navigation in unstructured natural environments possesses its own set of challenges such as diverse terrain, obstacle, and foliage configurations of variable traversability, changing weather conditions, and the resulting fluctuating effects on vehicle dynamics and sensor inputs.

Navigation in robotics has historically involved steps of mapping followed by path planning using dynamics models of assumed structure and cost maps derived from the mapped environment. However, the complexity of unstructured natural environments can make explicit cost mapping and dynamics modeling under imposed structure brittle due to the immense variety and unpredictability of arising situations.

Recently, data-driven deep learning methods have seen success in creating navigation policies in applied robotics [1], [2], [3], [4], [5], [6]. Deep learning methods learn a function mapping minimizing a loss function from data while requiring limited explicit user modeling and offering the prospect of continual improvement. Yet, deep learning methods are criticised for their lack of transparency [7], difficulty generalizing to inputs different from the training dataset [8] and large data requirements [9]. This is problematic in applied robotics where safety requires model consistency and gathering real data may be difficult. Furthermore, although visual self-attention has been known to improve performance [10], [11], [12], it is often unconstrained and thus potentially unreliable in what traits are learned.

Our learning method addresses issues of generalization, reliability and data efficiency in local visual navigation tasks by applying trajectory-constrained visual attention as illustrated in Fig. 1. During training, our model learns to associate control actions of trajectories to visual attention locations in image latent feature map space. This learned attention model is later used to focus candidate trajectories during action-space planning and enhance the predictive accuracy of each trajectory’s worth. An additional guiding trajectory-constraint loss is used to enforce a reliable attention mechanism even when faced with new inputs. Filtering by this attention mask removes unnecessary background features which may be correlated with a trajectory’s data labels, but are not causal, and so prevents unexpected overfitting while also producing a lower dimensional yet high information representation for improved learning efficiency.

II. RELATED WORK

A. Deep Learning Methods for Navigation Control Policies

Imitation Learning: Imitation learning is a supervised method which learns a control policy from demonstrated...
expert actions. Pomerleau et al. [13] presented one of the first applications of imitation learning for road following involving neural networks. However, direct imitation learning policies are not robust to when the learner drifts from the demonstrated state distribution. Several approaches augment training data with samples of failure cases and corrective actions to counteract learner-expert drift [1], [2], [3]. The DAgger algorithm [14] and its variants involving uncertainty modeling [15], [16] iteratively query the expert through multiple learner deployments. Other imitation learning methods use forms of sensor fusion as a fallback in case of drift [17]. Nonetheless, the principal disadvantage of imitation learning methods is the requirement for expert demonstration.

**Reinforcement Learning:** Reinforcement learning methods seek to learn a control policy that maximizes the expected cumulative reward over an episode using reward feedback from the agent’s direct interaction with the environment. Reinforcement learning is divided into model-free and model-based methods. Model-based reinforcement learning is generally more sample efficient and thus commonly employed in robotics with limited data. In model-based reinforcement learning, the agent first learns a transition model of the environment which acts as a proxy for evaluating simulated state-action trajectory rollouts during planning. Some more recent methods learn a model for latent space dynamics and reward-prediction instead of planning over raw state space [18], [19], [20], [21].

Specifically, our work augments lightweight real-time reward-predictive models applied in field robotics developed by Khan et al. [5], [22] and Manderson et al. [6] with trajectory-constrained visual attention to improve performance.

### B. Visual Attention

Visual attention weighs areas of the observation image or corresponding convolutional feature maps based on a notion of importance. Attention is divided into hard and soft categories. Hard attention selects a discrete image region using binary weighting while soft attention considers all locations with variable continuous weighting.

Mnih et al. [23] applied multi-scale attention in image space to improve object classification accuracy using the notion of a glimpse sensor. Xu et al. [24] applied soft attention in feature map space for image captioning where a softmax function was used to encourage the learned network to select only necessary regions of the input as selecting larger areas results in lower normalized mask weights overall. Similar normalization and visual attention techniques have been applied to tasks of object detection and semantic segmentation [10], [11]. The self-attention transformer architecture [12] has also been used in several vision tasks such as image generation [25] and object detection [26].

Visual attention has seen use in navigation tasks as well. Lee et al. [27] trained a 2-step model involving trajectory spline prediction followed by image cut-outs along this spline to improve imitation learning. Drews [28] made use of visual attention and a convolutional recurrent network to extract image costmaps later used by a Model Predictive Control (MPC) optimizer for path planning. Zhang et al. [29] and Liu et al. [30] investigated attention from human eye gaze to enhance imitation learning in visuomotor tasks.

### III. Approach

Our approach uses a two-stage process of model-learning and planning. Section III-A reviews the event or reward-predictive representation of model-learning and planning (as seen in [5], [22]) while sections III-B, III-C, and III-D discuss the novel proposals for network architecture, attention generation, and optimization for implementing trajectory-constrained visual attention to enhance this framework.

#### A. Representation

Inspired by [5], [22], our network learns a mapping between the current observation state \(o_t\) and action sequence \(a_{t:H−1}\) (where \(H\) denotes an inclusive index range) to future events of \(K\) types over a trajectory of \(H\) timesteps \(e_{t+K−1|t+H}\). Specifically, we learn the function \(f : o_t, a_{t:H−1} → e_{t+K−1|t+H}\). Events at each trajectory timestep represent information such as collisions, terrain turbulence or change in position which are transformed into a reward signal during planning. When change in position is estimated it should be stressed that this method does not substitute for robust localization, but is instead only used in a future predictive fashion to navigate towards goal locations in the context of waypoint following.

This method can be viewed as simplified model-based reinforcement learning where the policy optimization horizon is truncated to a fixed short-term length of \(H\) timesteps and hence only functions as a local planner. Following the 2-step model-based reinforcement learning approach, the method is divided into model learning and planning phases.

During model learning, we seek to maximize the log-likelihood of observed events from training trajectories of \(H\) timesteps. We assume events are conditionally independent given the inputs, yielding the objective function:

\[
\theta^* = \arg\max_{\theta} \sum_{t=1}^{T} \sum_{k=1}^{K−1} \log p(e_{t+k} | a_{t+k−1}, o_t, \theta) \quad (1)
\]

where \(D\) is the training dataset, \(\tau_t = \{o_t, a_{t:H−1}, e_{t+K−1|t+H}\}\) is a sampled trajectory starting at timestep \(t\) and \(\theta\) are the model weights.

During planning, predicted trajectory events \(\hat{e}_{t+K−1|t+H}\), where \(\hat{e}_{t+k} \sim p(e_{t+k} | a_{t+k−1}, o_t, \theta, \hat{e}_{t+k−1})\) is each event’s predicted expected value learned by the network, are mapped to trajectory rewards \(r_{t+1:H}\) using a task-specific function:

\[
r_{t+1:H} = R(\hat{e}_{t+1:H}) \quad (2)
\]

Using this reward-predictive model, we optimize for an action rollout that maximizes the predicted reward over the planning horizon of \(H\) timesteps.

\[
a_{t+H−1} = \arg\max_{a} R(\hat{e}_{t+1:H}) \quad (3)
\]

The first action of this rollout is used as the agent’s next control action, and planning is repeated every timestep.
### B. Network Architecture

Fig. 2 shows the proposed network architecture modeling the mapping \( f : o_t, a_{t:t+H-1} \rightarrow e^{t+K-1}_{t:t+H} \) over a trajectory of \( H \) timesteps which augments the baseline architecture in [5] with trajectory-constrained visual attention. The current image observation \( o_t \) is put through a convolutional neural network to form the initial hidden state of the lower Long Short-Term Memory (LSTM) [31] recurrent network. This recurrent network operates on the image and action embeddings to output attention positions which are in turn converted to attention masks at each timestep. Section III-C discusses the Coord. To Mask operation in more detail.

Attention masks are applied against image feature map \( f_t \) and the filtered feature maps per timestep are used for final event predictions by the second upper LSTM.

We apply attention in latent feature map space instead of raw image space to enforce real-time planning. Attention masks are a function of the input action sequence, and as described in III-E, planning involves evaluation of many candidate action rollouts. By applying attention in latent space, we compute the input image embedding once and re-use its value for all simulated action rollouts during planning.

### C. Trajectory-Constrained Attention Mask Creation

To encourage predicted attention masks to follow trajectories implied by the agent’s control actions, we add an additional loss term during training which minimizes the distance between the predicted attention mask positions and observed vehicle trajectory positions (section III-D). This requires a state estimator to collect vehicle poses during training, but after which our model can estimate attention positions for novel inputs independently and the state estimator can be removed. Specifically, during training we learn a mapping \( f_{\text{attn}} : o_t, a_{t:t+H-1} \rightarrow x_{t+1}^{\text{attn}} \) where \( x_{t+i}^{\text{attn}} \) is the attention position in feature map space at each trajectory timestep.

In practice we find best performance when the network initially predicts attention positions in the robot’s coordinate frame \( x_{t+1}^{\text{attn}} \) instead of directly in 2d feature map coordinates \( x_{t+1} \) as the per timestep change in robot position is more predictable compared to image coordinates which are scaled by inverse depth. The predicted \( x_{t+i}^{\text{attn}} \) is then projected to \( x_{t+i}^{\text{attn}} \) in feature map space by embedding camera projection equations as differentiable operations in the network.

World coordinates \( (x_{w}^{\text{attn}}) \) are first expressed in the robot’s coordinate frame \( (x_{w}^{\text{attn}}) \), then projected into normalized camera coordinates \( (x_{c}^{\text{attn}}) \) and finally in pixel coordinates \( (x_{p}^{\text{attn}}) \).  

\[
x_{w}^{\text{attn}} = R_{a \rightarrow c}T_{w \rightarrow a}x_{w}^{\text{attn}} \tag{4}
\]

\[
x_{p}^{\text{attn}} = \frac{1}{d}KR_{a \rightarrow c}T_{a \rightarrow b}x_{p}^{\text{attn}} \tag{5}
\]

where \( R_{a \rightarrow b}, T_{a \rightarrow b} \) are rotation and translation matrix operators from frame \( a \) to \( b \), \( d \) is the depth coordinate for normalization, and \( K \) is the intrinsic camera matrix.

To calculate the attention position in the \( L \)’th feature map layer of the convolutional network, we select the feature map position whose receptive field centers the \( x_{p}^{\text{attn}} \) pixel coordinate. For the simple case where each convolution possesses padding \( 2p = k-1 \) (where \( p \) is padding and \( k \) is kernel size), this position can be found by simply dividing by...
the net convolutional output stride such that \( x^{\text{attn}} = x^p / s_{\text{out}}, \)
where \( s_{\text{out}} = \prod_{l=1}^{L} s_l \) and \( s_l \) is the stride of the \( l^{th} \) layer.

Finally, the predicted feature map coordinate is converted to a 2-dimensional mask \( m \) where each \( m_{i,j} \) value is given by evaluating the scaled Gaussian:

\[
    m_{i,j} = |\Sigma|^{-\frac{1}{2}} \exp\left(-\frac{1}{2}(x^{\text{mask}} - x^{\text{attn}})^T \Sigma^{-1}(x^{\text{mask}} - x^{\text{attn}})\right)
\]

where \( x^{\text{mask}} = (i, j) \) is each \( i, j \)'th location in the mask and \( x^{\text{attn}} = (\text{attn}, \text{attn}) \) is the predicted attention position.

We also let the network predict the mask shape by learning \( \Sigma \). During experiments we use a simple isotropic Gaussian \( \Sigma = \sigma^2 \mathbf{I} \) where the network predicts \( \log(\sigma^2) \) to ensure positive values. We experimented with diagonal \( \Sigma = \text{diag}(\sigma^2) \) and full 2d matrix (we predict \( \Phi, \Sigma = \Phi \Phi^T \) to ensure positive semi-definite), but did not find noticeable improvement.

\section{Model Optimization}

For optimization by gradient descent, the maximum likelihood objective of Eq. 1 is converted to a concrete loss by considering that observed events may either be drawn from discrete distributions, resulting in cross-entropy loss (\( L_{\text{disc}, \text{task}} \)), or be continuous quantities, in which case we assume a Gaussian distribution resulting in the mean-squared error loss (\( L_{\text{cont}, \text{task}} \)). A final loss term \( L_{\text{attn}} \) is added to constrain predicted attention positions to follow observed vehicle trajectories during training, as described in section III-C.

\[
    L_{\text{total}} = \mathbb{E}_{\tau \sim D}\left[L_{\text{cont}, \text{task}} + L_{\text{disc}, \text{task}} + L_{\text{attn}}\right]
\]

\[
    L_{\text{cont}, \text{task}} = \sum_{k \in K_{\text{cont}}} \sum_{i=1}^{H} \left\| \tilde{e}_{i+1}^k - \tilde{e}_i^k \right\|_2^2
\]

\[
    L_{\text{disc}, \text{task}} = \sum_{k \in K_{\text{disc}}} \sum_{i=1}^{H} p^*(e_i^k) \log p(e_i^k | a_{t+1}, \theta)
\]

\[
    L_{\text{attn}} = \sum_{i=1}^{H} \left\| x_{\text{attn}}^i - x_{\text{attn}}^i \right\|_2^2
\]

\section{Planning}

With the learned reward-predictive model, we search for an action rollout that maximizes the expected trajectory reward in Eq. 3 using the Cross Entropy Method (CEM) [32]. This iterative optimization method involves the repeated evaluation of \( N \) simulated action rollouts drawn from a Gaussian distribution where each iteration updates a running mean and variance of the distribution using the top scoring \( N_{\text{top}} \) candidate action sequences. The first action of the maximizing \( a_{t+1}^* \) rollout is then used as the agent’s next control action, and planning is repeated each timestep.

\section{Experiments}

\subsection{Baselines}

In experiments we compared against baseline no-attention (following the architecture of [5]) and self-attention models. The baseline no-attention model uses the network in Fig. 2, but with the attention prediction module removed such that the image and action embeddings are directly fed into the final event-predicting recurrent network. The self-attention variant also uses the network in Fig. 2, but with no trajectory constraint loss or imposed attention mask structure. The \textit{Coord. to Mask} function is removed and the attention prediction network directly outputs a 2d mask at each timestep learned purely from the task-specific loss. A softmax activation is added (similar to [10]) to discourage over-selection of unnecessary regions in the mask.

\subsection{Network Parameters}

We instantiated our model (section III) with a predictive horizon of \( H = 12 \) at 6 Hz timesteps for experiments involving planning low turbulence, collision-free trajectories in simulation (sections IV-C, IV-D), \( H = 12 \) at \( \approx 4 \) Hz for the corresponding real-world experiments (section IV-E), and \( H = 16 \) at 4 Hz for hill climbing in presence of low traction terrain (section IV-F). Adam [33] with a learning rate of \( 10^{-3} \) was used for optimization. L2 regularization with a factor of \( 1 \times 10^{-4} \) was used for trajectory-attention and self-attention models while \( 5 \times 10^{-4} \) was used for the baseline no-attention model as this resulted in better validation set performance.

\subsection{Toy Experiment: Unreliability of Self-Attention}

\textbf{Environment and Data:} We begin with a motivating toy experiment to illustrate the potential unreliability of black-box self-attention methods. We simulated a short 150 meter outdoor trail in Unreal Engine [34] consisting of smooth and rough terrain classes (see Fig. 3). In this environment, terrain is correlated with background scenery, such that smooth terrain is associated with overhanging trees and foliage while rough terrain is identified by clear skies and proximity to rocky outcrops. We then considered a test environment which swaps the position of the two terrains while the background is left unchanged. A dataset of 14,000 samples was gathered from each environment in the form \( \{o_t, a_t, e_{t, t}^{\text{terr}}\} \), representing the ground-truth image observation, steering action (throttle is assumed constant) and turbulence class at each timestep. Data was gathered at 6 Hz using random off-policy exploration on a simulated small-scale buggy moving at \( \approx 6.9 \) m/s. Finally, we trained our trajectory-attention and baseline models using a 80/20 train/validation split (shuffled each random seeded trial) to exclusively predict terrain traversed over trajectories of \( H = 12 \) steps.

\textbf{Results and Discussion:} Intuitively, the trained model should learn to associate the visual terrain driven over with the ground-truth turbulence labels of this terrain. However, although the no-attention and self-attention variants performed well on the training environment’s validation set, they
performed poorly when generalizing to the test environment with swapped terrain positions (Table I). Attention masks visualized in Fig. 4 A) show that the self-attention network places significant attention on background scenery correlated with the terrain instead of the terrain itself. This issue is reduced with larger datasets of more randomized scenery that break misleading visual correlations between background scenery and the traversed terrain labels. Nonetheless, this result illustrates how black-box self-attention methods may learn unexpected or undesirable patterns if left unconstrained.

| Terrain Accuracy | Dataset | No-Attention | Self-Attention | Traj.-Attention |
|------------------|---------|--------------|---------------|----------------|
| Validation       | 93.40±0.91 | 94.23±1.00   | 95.00±0.46    |
| Test             | 46.16±4.44 | 58.06±7.13   | 87.69±1.55    |

D. Planning Low Turbulence, Collision-Free Trajectories (Simulation)

Environment and Data: We simulated a 190x190 meter procedural generated off-road environment in Unreal Engine [34] with three terrain classes of increasing turbulence and various obstacles. In this environment, a small-scale vehicle moving at ≈6.9 m/s was taught to plan smooth, collision-free trajectories. Visually distinctive training and test environments were used (see Fig. 5). Training data was collected with random off-policy exploration at 6 Hz. Samples were labeled with the image observation $o_t$, steering action $a_t$, vehicle position $e_{\text{pos}}$, terrain turbulence $e_{\text{terr}}$ and collision $e_{\text{coll}}$ events. 60,000 samples were collected from the training environment to which a 80/20 train/validation set split was applied. An additional 60,000 samples were collected from the test environment to assess generalization performance.

Planner Instantiation: After model-learning, predicted trajectory events were transformed into rewards using:

$$R(e_{\text{pos}}^{0:H}, e^{\text{coll}}, e^{\text{terr}}, |e^{\text{terr}}|, |e^{\text{coll}}|) = -\sum_{i=1}^{H} (1 - e_{\text{terr}}^{i+1}- e_{\text{coll}}^{i+1} |e^{\text{terr}}|)$$  \hspace{1cm} (11)

where $e_{\text{terr}}^{i+1}$ is the predicted turbulence class (higher values being more rough) within a set of size |$e^{\text{terr}}$| and $e_{\text{coll}}^{i+1}$ is the predicted collision probability. During planning, the reward function was optimized over actions using the CEM planner (section III-E) to find a maximizing action rollout $a_{t+H-1}$ from which the first action is set as the agent’s next control and this process was repeated every timestep. We used $N = 2048$ sampled rollouts and 2 iterations for the CEM planner.

Results and Discussion: Fig. 6 shows the predictive accuracy on validation and test sets (repeated over several random trials, where each changes the train/validation split). Table II lists on-policy evaluation results obtained after model-learning by running the resulting planner in the training and test environments. For on-policy evaluation we ran 90 short 30-second episodes (≈210 meters) at randomized starting locations (though shared by all models for fairness).

Fig. 4: Ground-truth trajectories (white) and predicted attention masks (superimposed over all timesteps) for various experiments comparing self-attention (top) and trajectory-constrained attention (bottom). The self-attention variant generally follows the trajectory but sometimes focuses on background features leading to diminished generalization performance.

The attention models performed similarly on the static validation set and during on-policy evaluation in the training environment. However the trajectory-constrained attention variant generalized best to the test environment. These results appear to indicate that the no-attention and self-attention models overfit on background features which change significantly in the test environment, leading to reduced test performance. The self-attention and trajectory-constrained attention masks are compared in Fig. 4 B). The predicted attention positions of the self-attention variant generally followed the ground-truth trajectory but in certain instances placed...
attention on background features. We also found that our model possessed improved data efficiency (learning faster with fewer samples) as shown in the predictive accuracy results versus dataset size plotted in Fig. 6.

E. Planning Low Turbulence, Collision-Free Trajectories (Real-World)

Environment and Data: We repeated the experimental evaluation of section IV-D using a real-world dataset [6] consisting of 12,000 labelled samples specifying image observation, steering action, binary terrain class (rough or smooth), collision and pose information at each timestep. Data was collected by random exploration of a 1:5 scale electric remote-controlled buggy moving at speeds of \( \approx 1.6 \) m/s in an off-road environment spanning roughly 0.25 km² (see Fig. 7). Vehicle poses and roughness were labeled with high precision Real-Time Kinematic (RTK) Global Positioning System (GPS) and aerial segmentation while collisions were labeled by LIDAR proximity. Because no separate test environment was available, only a validation set was used to evaluate performance, where a 80/20 train/validation set split was randomly done over repeated trials.

Results and Discussion: Fig. 9 plots the predictive accuracy versus dataset size on the evaluation set while Fig. 4 C) compares the attention masks of self-attention and trajectory-attention models. Similar to simulation results, we found that the self-attention model placed some attention on background features which may be correlated with the training labels, but are not causal, and thus resulted in poor generalization. Fig. 8 shows high-scoring action sequences output by the planner.

F. Hill Climbing in Presence of Slippery Terrain

We applied our method to learning a navigation policy for driving up a hill in the presence of slippery terrain. In this environment, selectable locking differentials were added to the action space. Locking differentials are a mechanism equipped on some off-road vehicles used to overcome sections of low traction terrain, but reduce turning ability and increase tire wear, so should only be used when required.

Environment and Data: A randomized procedural generated 190x190 meter ice-covered hill was made in simulation (see Fig. 10). Our learner was a small-scale automated buggy capable of \( \approx 2.5 \) m/s speeds. The environment was composed of 2 terrain types (ice and dirt) with various trees and boulders acting as obstacles. Three randomized test environments were made with different arrangements of terrain, obstacles and scenery. We collected 72,000 training and 108,000 test samples using random off-policy exploration at 4 Hz, specifying the image observation \( o_t \), steering and binary differential lock action \( a_t \), terrain class \( e^{terr} \), collision/stuck event \( e^{coll} \) and vehicle pose \( e^{pos} \).

Network Instantiation: In this environment we plan over locking differentials in addition to steering. The joint
we fed the last 3 historic images into an additional Recurrent Neural Network (RNN) with 256 neuron cells and using the same image encoder as Fig. 2 with optional attention on these historic images depending on the model. In the self-attention model the attention mask is learned while for the trajectory-attention model the vehicle’s current location is selected since it is known for the current timestep. Although this selection may seem as a strict advantage to our method, it should be noted that the baselines have the flexibility to use this historic context to enhance future predictions beyond only receiving information of the vehicle’s current terrain. The final open hidden state of this historic network is concatenated to the initial hidden state of the RNNs in Fig. 2.

Planner Instantiation: Planning was done in two stages. Rewards predicted by the steering network (Eq. 12) were first used to optimize for an action sequence $\hat{e}_{t+1:T+1}$ (following section III-E) to move towards the hill’s top as quickly as possible while avoiding collisions and stuck events.

$$R(\hat{e}_{t+1:T+1}) = \sum_{i=1}^{H} (1 - \hat{e}_{t+1:i}^{\text{coll}}) \hat{e}_{t+1:i}^{\text{apos}} - \rho_{t+1:i}^{\text{coll}}$$ (12)

where $\hat{e}_{t+1:i}^{\text{apos}}$ is the predicted change in position per timestep, $g$ is a unit goal vector to the hill top (both in the robot’s coordinate frame) and $\hat{e}_{t+1:i}^{\text{coll}}$ is the probability of collision.

The differential locking network then plans over locking actions to eliminate predicted tire slip events over the short $H = 2$ horizon, given the computed steering actions as inputs.

| Environment | Train (100% data) | Test (100% data) | Train (50% data) | Test (50% data) |
|-------------|------------------|-----------------|-----------------|-----------------|
| Train (100%) | 72.1±35.4 | 74.9±33.6 | 80.1±31.0 | 80.1±31.0 |
| Test (100%)  | 34.6±27.8 | 64.2±34.1 | 65.4±34.5 | 65.4±34.5 |
| Train (50%)  | 62.9±30.9 | 62.9±30.9 | 70.3±32.7 | 70.3±32.7 |
| Test (50%)   | 38.0±29.7 | 38.0±29.7 | 58.3±33.8 | 58.3±33.8 |

Results and Discussion: Fig. 11 shows the predictive accuracy after training while Table III lists on-policy results. The trajectory-attention model performed slightly better in the limit of training data, but more significant gains occurred planning of these actions over the full trajectory length $H$ increases planning time significantly. Instead we trained two separate control networks (Fig. 2): one for short-term planning over locking differentials ($H = 2$) and one for long-term planning over steering actions ($H = 16$). The differential locking network was trained to predict tire slip events conditioned on steering actions and rewarded to only lock when slipping. The steering control network was then trained using data collected with an expert locking policy running in the background. We also found it beneficial to give context of what terrain the vehicle is currently on. To this end
at smaller dataset sizes, indicating greater data efficiency. Fig. 4 D) compares the predicted masks of the attention models. Opposed to previous experiment, the self-attention model more reliably followed vehicle trajectories, perhaps due to the larger dataset of more dense random scenery causing more invariance to irrelevant background features.

V. CONCLUSION

In this work we have presented a reward-predictive, model-based learning method augmented with trajectory-constrained visual attention to enhance predictive accuracy during local planning. Our method was validated in visual navigation tasks of planning low turbulence, collision-free trajectories and hill climbing in the presence of slippery terrain. We found improved generalization and data efficiency compared to no-attention and self-attention baselines.
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