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Abstract

Round-the-clock monitoring of human behavior and emotions is required in many healthcare applications which is very expensive but can be automated using machine learning (ML) and sensor technologies. Unfortunately, the lack of infrastructure for collection and sharing of such data is a bottleneck for ML research applied to healthcare. Our goal is to circumvent this bottleneck by simulating a human body in virtual environment. This will allow generation of potentially infinite amounts of shareable data from an individual as a function of his actions, interactions and emotions in a care facility or at home, with no risk of confidentiality breach or privacy invasion. In this paper, we develop for the first time a system consisting of computational models for synchronously synthesizing skeletal motion, electrocardiogram, blood pressure, respiration, and skin conductance signals as a function of an open-ended set of actions and emotions. Our experimental evaluations, involving user studies, benchmark datasets and comparisons to findings in the literature, show that our models can generate skeletal motion and physiological signals with high fidelity. The proposed framework is modular and allows the flexibility to experiment with different models. In addition to facilitating ML research for round-the-clock monitoring at a reduced cost, the proposed framework will allow reusability of code and data, and may be used as a training tool for ML practitioners and healthcare professionals.
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1 Introduction

Motivation: Individuals with certain mental health conditions, such as Alzheimer’s, schizophrenia, substance abuse, brain injury, trauma, and depression, manifest abnormal or agitated behaviors from time to time. They may require long-term round-the-clock monitoring which is very expensive and strenuous, but can be automated using sensors and machine learning (ML) algorithms. However, collecting real-world data from such patients to train ML algorithms poses five challenges: (1) risk of confidentiality breach and privacy invasion (the patient and his environment has to be monitored simultaneously as the causes behind his behavior may be hidden in his environment), (2) low-level data collection and processing issues (e.g., speech/speaker recognition requires solving the blind signal separation and cocktail party problems), (3) limited resolution and coverage of sensors (e.g., cameras may not be installed in private spaces such as bedrooms and bathrooms), (4) discomfort and lack of motivation to wear sensors round-the-clock, and (5) considerable time and expertise required for data annotation. Unsurprisingly, round-the-clock monitoring data from mentally-ill individuals is scarce. This is a significant bottleneck towards developing ML algorithms for providing quality care at a reduced cost.

Background: One way to circumvent this bottleneck is by simulating humans in appropriate virtual environments. The humans would generate physiological signals while the environment would be equipped with ambient sensors as in a smart home or care facility. This will allow generation of potentially infinite amounts of shareable data. Also, simulated humans will allow evaluation of artificial intelligence (AI) agents implemented in software, in terms of fidelity to human physiological performance. Virtual humans are ubiquitous. There also exist virtual patient simulators. However, a framework to derive physical and physiological signals from a virtual human round-the-clock as a function of his day-to-day actions and emotions is currently missing.
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*1An agent is anything that can be viewed as perceiving its environment through sensors and acting upon that environment through actuators [2]. Such agents, implemented in software, have been reported in our prior work [3] as well as in others’.
We aim to simulate a virtual human with wearable sensors that will synchronously generate five signals: skeletal joint motions, electrocardiogram (ECG), blood pressure (BP), respiration, and skin conductance response (SCR), as a function of an open-ended set of actions and emotions (e.g., walking sadly). That is, \( P(S_t) = f_0(P(E_t), P(A_t)) \), where \( E_t \) and \( A_t \) are the sets of emotions and actions respectively and \( S_t \) is the set of sensor signals (skeletal motion, physiological signals) at time \( t \); \( f \) is a mapping from the probability distributions of \( \{E_t, A_t\} \) to that of \( S_t \); and \( \theta \) are the parameters of \( f \) that can be manipulated to generate signals for different emotions and actions with inter- and intra-individual variability.

**Contributions:** In this paper, we develop for the first time: (1) Computational models for synthesizing the five signals as a function of an open-ended set of actions and emotions. Extensive evaluations, involving user studies (MTurk), benchmark datasets (DEAP and HCI-Tagging for emotions, Aml and TROIKA for actions) and findings in the literature, show that the models can synthesize the signals with high fidelity to real-world data. No model for synthesizing any of these signals takes into account actions and emotions jointly. (2) A modular system that combines the above models to synchronously synthesize the physiological signals from emotionally-expressive skeletal motion. Currently, there is no system even remotely related to this.

## 2 Models and Methods

Our system is shown in Fig. 1(a) The synthesized skeletal motions generate a rate of energy expenditure in *metabolic equivalent* (MET) which is an input to the physiological signal models.

### 2.1 Model for emotionally-expressive human skeletal motion synthesis.

The goal is to synthesize an extensive range of realistic skeletal actions, with individual variability, over a large range of emotions. Our idea is to consider an emotion as a style, and use a style transfer method to transfer an emotion from one action to another. This allows us to synthesize any action over any emotion as long as an instance of the action and the emotion are observed. See Fig. 1(b) for an overview of our model.

We use the spectral style transfer method in [22] which produces state-of-the-art results using a small and efficient model. Let \( f^s[t] \) be a time domain signal of the source style, and a different action than the target motion \( f[t] \). Let \( f'\tau[t] \) be a reference signal that represents the same action as \( f^s[t] \) and the same style as \( f[t] \). The idea is to apply the difference between \( f'\tau[t] \) and \( f^s[t] \) to \( f[t] \). Since the length, synchronization and spatial correspondences of the three signals may not match in the time domain, we formulate style transfer in the spectral domain by computing a new magnitude, \( R'[\omega] \) for the entire signal, as: \( R'[\omega] = R[\omega] + s[\omega](R^s[\omega] - R'[\omega]) \), \( A'[\omega] = A[\omega], \) and \( \text{Im}(f'[t]) = 0 \), over all \( \omega \). Here, \( s[\omega] = R[\omega]/\max(R[\omega]) \), \( R(\omega) = |F(\omega)|, \) \( A(\omega) = xF(\omega), \) \( F(\omega) = F(f(t)) \), and \( F \) denotes Fourier transform. The stylized magnitude \( R'[\omega] \) and constant \( A'[\omega] \) constitute the final signal, inverse Fourier transform of which is the stylized time domain output. See [22] for details.

### 2.2 Electrocardiogram (ECG) signal synthesis model.

The ECG, BP and respiration signals vary in different ways with change in emotion and action. The cardiovascular and respiratory systems in the human body are intimately linked in their operations, hence they are often modeled together (e.g., [23]). Integrated models exploit the interdependencies between the two systems to synthesize more realistic signals. Closed-loop models receive internal feedback for stabilization of the systems, which also leads to more realistic signals. The proposed ECG, BP and respiration models are closed-loop and integrated.

The dynamical model for synthesizing ECG in [24] was extended to synthesize BP and respiration signals [22]. It accurately reproduces many of the important clinical properties of these signals, such as QP dispersion, realistic beat-to-beat variability in timing and morphology as well as pulse transit time. It considers the balance between the effects of the sympathetic and parasympathetic systems. We extend these models [24] to incorporate the influence of actions and emotions.

The model [24] generates a trajectory in 3D state space with coordinates \((x, y, z)\). Quasi-periodicity of the ECG is reflected by the movement of the trajectory around an attracting limit cycle of unit radius in the \((x, y)\)-plane. Each revolution on this circle corresponds to one RR-interval or heart beat. Inter-beat variation in the ECG is reproduced using the motion of the trajectory in the z-direction. P, Q, R, S and T are described by events corresponding to negative and positive extrema in the z-direction. Motion is described by three ODEs: \( \dot{x} = \alpha x - \omega y, \dot{y} = \alpha y + \omega x, \dot{z} = -\sum_{i \in \{P, Q, R, S, T\}} a_i \Delta \theta_i \exp(-\Delta \theta_i^2/2\theta_0^2) - (z - z_0) \), where \( \alpha = 1 - \sqrt{x^2 + y^2} \), \( \Delta \theta_i = (\theta - \theta_i) \text{mod} 2\pi \), \( \theta = \text{atan}2(y, x) \) and \( \omega = 2\pi f \) is the angular velocity of the trajectory as it moves around the limit cycle and is related to the beat-to-beat HR. The baseline wander of the ECG is: \( z_0(t) = A \sin(2\pi f t), \) where \( A = 0.15 \text{ mV} \) and \( f_2 \) is the respiratory frequency. The signals are scaled and shifted to the appropriate range. Table 2 lists the parameter values used in our ECG model (Fig. 1(c)).

---

2. \([P, Q, R, S, T]\) are the extrema points in one heartbeat in ECG signal. RR-interval (RRR) is the time between successive R peaks. HR stands for heart rate, HRV for heart rate variability.
Figure 1: Block diagrams of the proposed system and its components. “Inst.” refers to instantaneous. An input to all components is time which is not shown. The system can be tailored to each individual.

HR tends to jump between quantized states, relating to different physical and mental activities [24]. Since the model considers beat-to-beat HR dynamics, it is possible to add the effect of emotion and action to HR kinetics. Instead of using predefined Gaussians for RRI simulation as in [24], we use a mathematical model of HR kinetics to generate RRI time-series in response to actions and emotions.

The model of HR kinetics in response to movement [26] is expressed as a system of coupled ODEs: \( HR = -f_{\text{min}} f_{\text{max}} f_D, \dot{v} = I(t) \), where HR is the subject’s current heart rate, \( t \) denotes time, \( v \) is the movement intensity (velocity), \( \lambda \in [0, 1] \) is a global parameter that defines the overall cardiovascular condition of the subject and is a function of \( HR_{\text{min}} \) and gender (ref. Eq. 6, 7 in [26]). \( \lambda \approx 1 \) corresponds to excellent cardiovascular condition. \( f_{\text{min}} \) controls the dynamics near the minimum HR (\( HR_{\text{min}} \)). \( HR_{\text{min}} \) is a function of \( \lambda \) and gender. \( f_{\text{max}} \) controls the dynamics near the maximum HR. \( HR_{\text{max}} \) can be calculated as a function of age [27], \( f_D \) is a function of initial HR, velocity, \( \lambda \), blood lactate, and \( t \).

Intensity of blood lactate is modeled as [28]:

\[ I_l = I_p - \arctan(I_p) \]

where \( I_p = v/v'_{\text{max}} \) is exercise intensity, \( v'_{\text{max}} = 40/v'_{\lambda} \) is the maximum achievable velocity for a subject. The velocity of activities can be measured by 3D accelerometer along three dimensions as in [28], or obtained as the mean velocity of points in a Kinect-type
skeleton as in our work.

There have been efforts (e.g., [28]) to quantify mental arousal levels in daily living. HR in response to activity level is predicted using HR kinetic model. The additional heart rate (prediction error) is assumed to be a measure of mental arousal. However, only effect of arousal is taken into account. Furthermore, while power function can be fitted to change in HR (ΔHR) [29], it is not consistent with Kreibig table (Table 2 in [20]). So to incorporate emotions, we use a multilayer perceptron (MLP) to learn a mapping from {valence, arousal} to {ΔHR, ΔHRV} from data of 62 subjects obtained from the DEAP [30] and HCI-Tagging datasets. The outputs of MLP are added to HR demand calculated for action using Karavon’s formula [32]. The final output is instantaneous HR time-series which can be converted to RRI time-series (RRI = 60/HR). The RRI is applied to the original model for generating ECG. Ten hidden units is found to be optimal.

2.3 Blood pressure (BP) signal synthesis model.

The dynamical model for generating ECG [24] has been extended in [23] to include blood pressure in isolation from the ECG. BP waveform is generated with the same non-linear model but different parameters and angles (ref. Table 2, Fig. 1(c)). Similar to ECG, changes in non-linear model but different parameters and angles from the ECG. BP waveform is generated with the same extended in [23] to include blood pressure in isolation. The dynamical model for generating ECG [24] has been to the original model for generating ECG. Ten hidden units is found to be optimal.

2.4 Respiration signal synthesis model.

The block diagram of our model is shown in Fig. 1(e). The model for generating ECG [24] has been extended in [23] to generate the respiration signal. The power spectrum of the RRIs is selected a priori and used to generate the respiratory signal. Effect of action is incorporated in RR using a function borrowed from [33]. The criterion of minimum average respiratory work rate is used to determine the optimal values of respiratory frequency. RR is then calculated as:

\[ f = \left( -K'V_D + \sqrt{K'^2V_D^2 + 32K''K''V_D\bar{V}_A} \right) / 16K''V_D \]

where \( K' = 5.1 \) is the lung elastance and \( K'' = 4.52 \) is the air viscosity factor in the lung, both are constants, and dead space volume \( V_D = 0.1698\bar{V}_A + 0.1587 \). The input to the model is the alveolar ventilation, \( \bar{V}_A \), that may be expressed as a function of different activities (exercise intensity or metabolic rate) as [34].

\[ \bar{V}_A = 0.868\dot{V}_{CO_2}/P_{ACO_2} \]

\( P_{ACO_2} \) is partial pressure of CO2 which is constant during mild to moderate exercise [34]. \( \dot{V}_{CO_2} \) is CO2 output, and \( V_{O_2,max} \) is the maximum rate of oxygen consumption. \( \dot{V}_{CO_2} \) is close to \( V_{O_2} \) [35]. Since we know how HR changes with exercise intensity (ref. model of HR kinetics in Sec. 2.2), \( \dot{V}_{O_2} \) is computed using HR as in [36] and \( V_{O_2,max} \) is computed as in [34]:

\[ V_{O_2} = V_{O_2,max}(HR/HR_{max} - 0.3718)/0.6463, \]

and

\[ V_{O_2,max} = \begin{cases} 4.2 - 0.032 \times age \pm 0.4, & \text{for men} \\ 2.6 - 0.014 \times age \pm 0.4, & \text{for women}. \end{cases} \]

As with HR, emotion is incorporated by training a MLP which maps from {valence, arousal} to ΔRR. The optimal number of hidden units is experimentally found to be six. Body movement and other factors introduce noise and trends in respiration signals collected using respiration belt, as in certain benchmark datasets (e.g., DEAP, HCI-Tagging). RR is calculated as the dominant frequency of a 6-sec sliding window over the de-trended and bandpass (0.1-0.9 Hz) filtered respiration signal.

2.5 Skin conductance response (SCR) signal synthesis model.

SCR generation models belong to three classes: curve fitting (e.g., [37]), peripheral (e.g., [38, 39]), and neural (e.g., [40, 41]). We consider a peripheral model in which the SCR is generated by convolving a response function, \( h(t) \), and the sudomotor drive, \( u(t, \Theta) \):

\[ SCR(t) = h(t) \otimes u(t, \Theta) \]

The skin conductance response function is approximated by a Gaussian smoothed bi-exponential function [39]:

\[ h(t) = N(t) \otimes E(t), \]

where \( N(t) = \frac{1}{\sqrt{2\pi}\sigma_2} \exp(-t^2/2\sigma_2^2), E(t) = E_1(t) + E_2(t), E_1(t) = \exp(-\lambda_1 t), i = 1, 2 \). The parameters \( t_0 = 3.0745 \) seconds for peak latency, \( \sigma_2 = 0.7013 \) for defining rise time, and \( \lambda_1 = 0.3176, \lambda_2 = 0.0708 \) for defining two decay components, as in [39].

The sudomotor drive, input to the skin conductance function, is modeled as mixture of Gaussians [40]:

\[ u(t, \Theta) = \sum_{i=1}^n a_i \exp(-(t - \tau_i)^2/2\sigma_i^2), \Theta = \{ \tau_i, a_i : i = 1, 2, \ldots, n \} \]

where \( n \) is the number of sudomotor nerve activity (SNA) bursts per minute, \( \sigma_1 \) is the standard deviation of the Gaussian, \( a_i \) is the amplitude, and \( \tau_i \) is the time of maximum firing of the SNA burst, \( i \). While the duration and shape of SNA firing bursts are not well-defined, \( n \) cannot exceed 30 bursts/min [40]. We assume \( n = 10 \) bursts/min and \( \sigma_1 = 0.3 \), as in [40].

The parameters \( \Theta \) are generated as a function of emotion (valence, arousal), action (MET), age, gender and
time using an MLP. The MLP weights are learned by minimizing \( \sum_{m=1}^{M} \| SCR_m - SCR'_m \|^2 \), where \( SCR_m \) and \( SCR'_m \) are the true and predicted SCR signals for the \( m^{th} \) window. A window is of 60 seconds duration and slides by each second to generate a total of \( M \) windows. We use \( \text{tanh} \) activation function in the hidden layer (128 units) and \( \text{sigmoid} \) in the output layer. The model is trained end-to-end using backpropagation and Adam optimizer with default hyperparameters \( \beta_1 = 0.9, \beta_2 = 0.999 \); learning rate of 0.001 and minibatch size of 100 for emotions, while 0.0001 and 500 for actions. See Fig. 1(d) for a block diagram of our model.

3 Empirical Evaluation

Currently, there is no benchmark dataset containing physiological signals as a joint function of actions and emotions. Hence, our physiological signal synthesis models are evaluated for emotions assuming sitting action and for actions assuming neutral emotion. In all models, the hyperparameters are estimated from the training set via cross-validation. A simple model (MLP with one hidden layer) with regularization and dropout is used to prevent overfitting. Unless otherwise stated, in all experiments, randomly-chosen 60% of data for each emotion or action in the dataset is used for training and the rest for testing.

3.1 Evaluation of emotionally-expressive skeletal actions.

Data: We experimented with two benchmark datasets: CMU motion capture database [42] in BVH format and Emotional Body Motion database [43]. The data has 38 skeleton joints with three degrees of freedom for each joint and joint movements are recorded at 120 frames per second. We used 18 actions and five emotions, which are listed in Fig. 2. Our model was tested on CMU mocap database.

Experimental setup: We conducted a user study on Amazon Mechanical Turk (MTurk) to assess how well our model generates emotionally expressive skeletal actions. Our user group consisted of MTurk Master workers; they have achieved distinction by consistently demonstrating a high degree of success in performing a large number and wide range of Human Intelligence Tasks. We administered two questions types to simultaneously assess action and emotion in videos of skeletal motions generated by our model. In one question type, we asked the users to choose one action out of 18, and in the second, to choose one emotion out of five, both from the same video. We created five survey forms, each containing 30 videos by combining 18 actions and five emotions, and a total of 60 questions. We rejected a response if it was recorded by a user before the video ended. If such an event occurred twice for an user, we rejected all his responses. After all rejections, we collected responses from 50 users, ten for each survey form.

We conducted the same user study twice: once by presenting videos of emotionally expressive skeletal actions from the benchmark dataset, and another by presenting videos of the same but generated by our model.

Evaluation results: The recognition rate from our user study for the videos generated by our model for the 18 actions and five emotions are shown in the confusion matrices in Fig. 2. The recognition rates for each action and emotion from our two user studies are very close. As expected, actions with similar skeletal motions such as hitting vs. throwing vs. pushing, eating vs. drinking, and falling vs. jumping, are confused by users. To the best of our knowledge, no user study has simultaneously evaluated the recognition of actions and emotions from the movements of human figures such as skeletons.

In Fig. 3, skeletal motions for two sample actions, walk and run, are shown for neutral and happy/sad emotions. Consistent with the literature [44], for sad emotion, skeleton head joints are having slow, long movements over time with low amplitude elbow motion and a hiding posture. For happy emotion, the arms are stretched out to the front.

3.2 Evaluation of physiological signals on emotions.

Datasets: The physiological signals, generated by our models, are evaluated as a function of emotion using the Kreibig table and two benchmark datasets. Kreibig [20] reviewed 134 publications reporting experimental investigations of emotional effects on peripheral physiological responding. Table 2 in [20] summarizes the findings. It shows the response direction reported by majority of studies with at least three studies indicating the same response direction. It does not include the response magnitude since magnitude quantification depends on the type of baseline or comparison condition which varies greatly across studies.

DEAP [30] is a dataset for emotion analysis using physiological signals. It contains ECG, BP, respiration and SCR, recorded from 32 participants as each watched 40 excerpts of music videos of one minute duration. Participants rated each video in terms of the levels of arousal, valence, like/dislike, dominance and familiarity.

HCI Tagging [31] is a database of user responses in terms of peripheral physiological signals and self-annotations to multimedia content. Twenty seven participants (11 male, 16 female, aged 19-40 years) were shown 20 fragments of movies, while recording their physiological signals such as ECG, respiration amplitude, SCR, and others. For each video shown, the participants self-reported their emotive state on a discrete scale of 1-9 for valence and arousal along with an emotional keyword.

Evaluation results: The training set is chosen such
that the signal direction for an emotion in that set matches with the direction in the Kreibig table. Our models synthesized the four signals for the emotions in Kreibig table and compared the directions of change from neutral emotion using the following features: HR and HRV for ECG; BP; RR for respiration; and SCR. See Table 1. The valence and arousal values of these emotions are obtained from [45]. A threshold of 10% of maximum and minimum of changes is used to obtain the directions. Four mismatches occurred out of 64 entries in Table 1 leading to an error rate of 6.25%.

To evaluate the performance of our models in predicting the signal direction (increase, decrease, no change) due to change in emotions using benchmark datasets, direction of the synthesized signal is compared with that of the true signal. As above, a 10% threshold is used to obtain the directions. See Table 3. Direction of signals due to emotions in benchmark datasets often do not match with that in the Kreibig table due to significant variability between individuals. Thus, if a model is trained on the Kreibig table, its performance may be lower on the benchmark datasets, and vice versa.

3.3 Evaluation of physiological signals on actions.

Datasets: The physiological signals, generated by our models, are evaluated as a function of action using two benchmark datasets.

AmI [46] is a dataset for action analysis using physiological signals. AmI contains respiration and SCR, recorded from 10 participants. Their age and gender are not specified. Our models are simulated with their average age (27.2 years) and male gender. Participants did activities such as lying, walking, sitting, standing, kneeling, all fours (crawling), transition, leaning, cycling and running.

TROIKA [47] is a dataset for heart rate monitoring when motion artifact is strong. It includes ECG, recorded from chest using wet ECG sensors from 12 male participants as each walked or ran on a treadmill at six different speeds, each for 0.5-1 minute. The participants are aged 18-35 years. Each individual's age is unknown,
Figure 3: Visual comparison of key frames of walking (left) and running (right) for different emotions. The top row (a or b) and an emotion label (e.g., sad, happy) are input to our model while the corresponding output is the bottom row (c or d).

so we used their mean age.

Evaluation results: To evaluate our ECG model using TROIKA, a signal corresponding to each subject is generated (different initial heart rates and λ lead to different signals for each individual). The Pearson correlation between synthesized and actual HR for each subject is significant \( p < 0.01 \) with mean 0.72 (std. dev. 0.08). Our respiration and SCR models are evaluated using AmI following the same procedure as above. The Pearson correlation between synthesized and actual RR for each of the 10 subjects is significant with mean 0.82 (std. dev. 0.18). The same for SCR is also significant with mean 0.57 (std. dev. 0.23). We did not find any action dataset containing BP signals.

3.4 Downstream task.

We provide the baseline for multimodal action and emotion classification using the synthesized signals. We classify the true and synthesized signals separately using MLP and early fusion. For DEAP, valence and arousal are classified separately into two classes (high, low) using six features extracted from SCR, respiration and BP signals [49]: mean and standard deviation of raw signals, mean of absolute of first and second differences of raw signals and the same of normalized signals, from a 6-second window with 50% overlap. Each window constitutes a datapoint. For HCI, three-class (high, medium, low) classification is done using 13 features extracted from ECG, SCR and respiration signals [49]: the six features as in DEAP, mean, standard deviation, median, minimum, maximum, range, variance, skewness and kurtosis from a 6-second window with 50% overlap. We classify the AmI and synthesized signals into 10 actions using 13 features (same as HCI) extracted from SCR, HR and RR signals, from a 6-minute window with 50% overlap. Results (ref. Table 4) show that it is slightly easier to classify the true signals than the synthesized ones for emotions, and vice versa for actions.

4 Conclusions

We developed a novel system for synchronously synthesizing skeletal motion and physiological signals (ECG, BP, respiration, SCR) as a joint function of a set of actions and emotions. This set is open-ended as the constituent models operate on \{valence, arousal\} values for emotion and MET value (derived from skeletal joint movements) for action. Extensive evaluation involving user studies, benchmark datasets and comparison to findings reported in the literature show that the proposed system can synthesize the signals with high levels of accuracy, for both actions and emotions.

Significance: A modular system for synthesizing realistic motion and physiological signals from an individual’s actions and emotions will: (1) overcome the five challenges stated at the beginning of this paper, thereby facilitating ML research for round-the-clock monitoring at a reduced cost; (2) allow reusability of code and data; (3) be useful for training ML students, data scientists, modelers, and healthcare professionals by facilitating simulation of critical situations, education, research, and in silico clinical trials; and (4) allow evaluation of AI agents in terms of fidelity to human physiological performance.

Impact: Using this system, it will be possible for the first time to generate infinite amounts of shareable data as a function of any action and emotion in any environment, without any risk of privacy invasion. This is the first dataset for joint action and emotion recognition from motion and physiological signals. Our system will open up a new line of research in signal synthesis as a joint function of actions and emotions as there is
Table 1: Comparison of feature directions extracted from our synthesized ECG (HR, HRV), BP (SBP, DBP, LVET), RR and SCR signals with those in Kreibig table. Arrows indicate increase (↑), decrease (↓), no change from baseline (-), or both increase and decrease (↑↓) between studies. Arrows in parentheses indicate tentative response direction, based on fewer than three studies. Mismatched directions are marked red.

| Signal | Source of direction | Anger | Anxiety | Disgust | Embarrassment | Fear | Sadness | Amusement | Contempt | Happiness | Joy | Suspense | Pleasure | Relief |
|--------|---------------------|-------|---------|---------|---------------|------|---------|------------|----------|-----------|-----|----------|----------|--------|
| HR     | Kreibig table       | ↑     | ↑       | ↓-      | ↑             | ↓    | ↑       | ↓          | ↑        | ↑        | ↓   | ↑        | ↓        | ↓      |
|        | Synthesized         | ↑     | ↑       | ↓-      | ↑             | ↓    | ↑       | ↓          | ↑        | ↑        | ↓   | ↑        | ↓        | ↓      |
| HRV    | Kreibig table       | ↓     | ↓       | ↓       | ↑             | ↓    | ↑       | ↑-         | ↓        | ↓        | ↑   | ↓        | ↑        | ↓      |
|        | Synthesized         | ↓     | ↑       | ↑       | ↑             | ↑    | ↑       | ↑          | ↓        | ↓        | ↑   | ↓        | ↑        | ↓      |
| SBP    | Kreibig table       | ↑     | ↑       | ↑       | ↑             | ↑-   | ↓       | ↑          | ↑        | ↑        | ↓   | ↑        | ↓        | ↓      |
|        | Synthesized         | ↑     | ↑       | ↑       | ↑             | ↑-   | ↓       | ↑          | ↑        | ↑        | ↓   | ↑        | ↓        | ↓      |
| DBP    | Kreibig table       | ↑     | ↑       | ↑       | ↑             | ↑-   | ↓       | ↑          | ↑        | ↑        | ↓   | ↑        | ↓        | ↓      |
|        | Synthesized         | ↑     | ↑       | ↑       | ↑             | ↑-   | ↓       | ↑          | ↑        | ↑        | ↓   | ↑        | ↓        | ↓      |
| LVET   | Kreibig table       | ↓     | ↓       | ↑       | ↓             | ↑    | ↓       | ↑-         | ↓        | ↓        | ↑   | ↓        | ↑        | ↓      |
|        | Synthesized         | ↓     | ↓       | ↓       | ↓             | ↑    | ↓       | ↑-         | ↓        | ↓        | ↑   | ↓        | ↑        | ↓      |
| RR     | Kreibig table       | ↑     | ↑       | ↑       | ↑             | ↑    | ↑       | ↑          | ↑        | ↑        | ↓   | ↑        | ↓        | ↓      |
|        | Synthesized         | ↑     | ↑       | ↑       | ↑             | ↑    | ↑       | ↑          | ↑        | ↑        | ↓   | ↑        | ↓        | ↓      |
| SCR    | Kreibig table       | ↑     | ↑       | ↑       | ↑             | ↓    | ↑       | ↑          | ↓        | ↑        | ↓   | ↑        | ↓        | ↓      |
|        | Synthesized         | ↑     | ↑       | ↑       | ↑             | ↓    | ↑       | ↑          | ↓        | ↑        | ↓   | ↑        | ↓        | ↓      |
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