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Abstract. In this paper, we consider a multiobjective optimal control problem where the preference relation in the objective space is defined in terms of a pointed convex cone containing the origin, which defines generalized Pareto optimality. For this problem, we introduce the set-valued return function \( V \) and provide a unique characterization for \( V \) in terms of contingent derivative and coderivative for set-valued maps, which extends two previously introduced notions of generalized solution to the Hamilton-Jacobi equation for single objective optimal control problems.
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1. Introduction. Many engineering applications, such as trajectory planning for spacecraft [12] and robotic manipulators [8], continuous casting of steel [9], etc., can lead to an optimal control formulation where \( p \) objective functions (\( p > 1 \)) need to be optimized simultaneously. For multiobjective optimization problems, optimality is determined by the preference of the decision maker, which is expressed in terms of a binary relation. In this paper, we will consider the preference defined in terms of a pointed convex cone \( P \subset \mathbb{R}^p \) containing the origin [19], which, when \( P = \mathbb{R}^p_+ \), yields the well-known Pareto optimality. The derivation of optimality conditions for multiobjective optimal control problems (MOC) with more general preferences than the one considered in this paper has been a subject of recent interest. Mostly, the approach [3, 12, 20] has been to derive necessary optimality conditions. In this paper, we take a different approach, treating (MOC) in the framework of dynamic programming [2]. Namely, for an autonomous multiobjective optimal control problem with fixed end time where the dynamics are governed by a differential equation, we first define a set-valued return function \( V \). Using the concepts of contingent derivative [1, p. 181] and coderivative [14] for set-valued maps, we then provide a unique characterization for \( V \), which extends the notions of generalized solution to the Hamilton-Jacobi equation for single objective optimal control problems introduced in [18, p. 454].

A work related to ours is [4], where the same multiobjective optimal control problem is considered, but the preference is given by the lexicographical order. In [4], a “vector Value function” for the problem is first defined. Two notions of solution to a suitable system of Hamilton-Jacobi equations are then introduced: the notion of contingent solution, which uses the concept of contingent vector epiderivative, and the notion of vector viscosity solution. The main result in [4] is to show that the “vector Value function” is the unique vector extended lower semicontinuous contingent and vector viscosity solution. This is also the program followed in this paper for (MOC). More precisely, we start by defining the set-valued return function \( V(\cdot, \cdot) : [0, T] \times \mathbb{R}^n \to 2\mathbb{R}^p \) as the set-valued map associating with each time \( t \in [0, T] \) and state \( x \in \mathbb{R}^n \) the set of generalized Pareto optimal elements (which we call minimal elements) in the objective space \( Y(t, x) \), where \( Y(t, x) \) is the set of all possible
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values that can be taken by the vector-valued objective function for trajectories starting at \( \mathbf{x} \) at time \( t \). The set-valued return function \( V \) is an \textit{extremal element map}, i.e., a map whose set values only contain minimal elements. For such maps, using the concepts of contingent derivative and coderivative for set-valued maps, we then extend the two notions of generalized solution to the Hamilton-Jacobi equation for single objective optimal control problems introduced in [15, p. 454]. We call these two extended notions generalized contingent solution and generalized proximal solution for (MOC). Our main result is to show that \( V \) is the unique set-valued map \( W \) generalized contingent and proximal solution such that the set-valued map \( W_+ := W + P \) is outer semicontinuous. The proof of this result is made of several steps. First, we show that \( V \) is a generalized contingent solution and that \( V_+ \) is outer semicontinuous. In the process of this proof, we state the multiobjective dynamic programming equation for (MOC). Next, we show that generalized contingent solution implies generalized proximal solution. We finally obtain uniqueness for extremal element maps using invariance theorems [15].

This paper is organized as follows. In §2, we detail the class of multiobjective optimal control problems considered and define the set-valued return function \( V \). In §3 we then provide useful mathematical definitions. In §4 we discuss the concept of optimality in multiobjective optimization and present several properties of the minimal element set. Also, we provide a general sufficient condition for \( V \) to be a Lipschitz set-valued map. In §5 we state the multiobjective dynamic programming equation for (MOC). In §6 we present the notion of generalized contingent solution. In §7 we prove that \( V \) is a generalized contingent solution and that \( V_+ \) is outer semicontinuous. Finally, in §8 we present the notion of generalized proximal solution, show that generalized contingent solution implies generalized proximal solution, and prove that \( V \) is the unique generalized proximal solution.

2. A multiobjective finite-horizon optimal control problem (MOC) [2].
Consider the evolution over a fixed finite time interval \( I = [0, T] \) (0 < \( T \) < \( \infty \)) of an autonomous dynamical system whose \( n \)-dimensional state dynamics are given by a continuous function \( f(\cdot, \cdot) : \mathbb{R}^n \times U \to \mathbb{R}^n \), where the control space \( U \) is a nonempty compact subset of \( \mathbb{R}^m \). The function \( f(\cdot, u) \) is assumed to be Lipschitz, i.e., some \( K_f > 0 \) obeys

\[
\forall u \in U, \forall x_1, x_2 \in \mathbb{R}^n, \|f(x_1, u) - f(x_2, u)\| \leq K_f \|x_1 - x_2\|. \tag{2.1}
\]

We also assume that the function \( f \) is uniformly bounded, i.e., some \( M_f > 0 \) obeys

\[
\forall x \in \mathbb{R}^n, \forall u \in U, \|f(x, u)\| \leq M_f. \tag{2.2}
\]

A control \( u(\cdot) : I \to U \) is a bounded, Lebesgue measurable function. The set of controls is denoted by \( \mathcal{U} \). The continuity of \( f \) and the Lipschitz condition \( 2.1 \) guarantee that, given any \( t \in I \), initial state \( x \in \mathbb{R}^n \), and control \( u(\cdot) \in \mathcal{U} \), the system of differential equations governing the dynamical system,

\[
\begin{align*}
\dot{x}(s) &= f(x(s), u(s)), \quad t \leq s \leq T, \\
x(t) &= x,
\end{align*}
\tag{2.3}
\]

has a unique solution, called a trajectory and denoted \( s \to x(s; t, x, u(\cdot)) \). Using the Gronwall inequality, the following estimate between trajectories can be obtained.
Proposition 2.1 (Estimate between trajectories). Let \( t \in I, \ x_1, x_2 \in \mathbb{R}^n, \) and \( u(\cdot) \in U. \) Then,

\[
\forall s \in [t, T], \ |x(s; t, x_1, u(\cdot)) - x(s; t, x_2, u(\cdot))| \leq \exp(K_f(s-t))\|x_1 - x_2\|.
\]

The cost of a trajectory over \([t, T], \) \( t \in I, \) is given by a \( p \)-dimensional vector function \( J(\cdot, \cdot, \cdot): I \times I \times \mathbb{R}^n \times U \rightarrow \mathbb{R}^p, \)

\[
J(t, T, x, u(\cdot)) = \int_t^T L(x(s; x, u(\cdot)), u(s)) \, ds,
\]

where the \( p \)-dimensional vector function \( L(\cdot, \cdot): \mathbb{R}^n \times U \rightarrow \mathbb{R}^p \) is assumed to be continuous. For simplicity, no terminal cost is included in (2.4). We assume that the function \( L \) is uniformly bounded, i.e., some \( M_L \geq 0 \) obeys

\[
\forall x \in \mathbb{R}^n, \forall u \in U, \ |L(x, u)| \leq M_L, \tag{2.5}
\]

and that the function \( L(\cdot, u) \) satisfies a Lipschitz condition, i.e., some \( K_L \geq 0 \) obeys

\[
\forall u \in U, \forall x_1, x_2 \in \mathbb{R}^n, \ |L(x_1, u) - L(x_2, u)| \leq K_L\|x_1 - x_2\|. \tag{2.6}
\]

Using (2.6) and Proposition 2.1, the following estimate between the cost of two trajectories can be obtained.

Proposition 2.2 (Estimate between costs). Let \( t_1, t_2 \in I, \ x_1, x_2 \in \mathbb{R}^n, \) and \( u(\cdot) \in U. \) Then,

\[
\|J(t_1, T, x_1, u(\cdot)) - J(t_2, T, x_2, u(\cdot))\| \leq \frac{K_L}{K_f} \exp(K_f T)\|x_1 - x_2\| + M_L|t_1 - t_2|.
\]

The objective space \( Y(t, x) \) for (MOC) is defined as the set of all possible costs (2.4):

\[
Y(t, x) = \left\{ J(t, T, x, u(\cdot)), u(\cdot) \in U \right\}.
\]

From (2.5), it follows that the set \( Y(t, x) \) is bounded (by \( M_L T \)), however \( Y(t, x) \) is not necessarily closed. Using Proposition 2.2, the following estimate between objective spaces can be obtained.

Corollary 2.3 (Estimate between objective spaces). Let \( t_1, t_2 \in I \) and \( x_1, x_2 \in \mathbb{R}^n. \) Then,

\[
Y(t_1, x_1) \subset Y(t_2, x_2) + \left( \frac{K_L}{K_f} \exp(K_f T)\|x_1 - x_2\| + M_L|t_1 - t_2| \right) B,
\]

where \( B(x, l) \) is the closed ball centered at \( x \) with radius \( l \) and \( B = B(0, 1). \)

In (2.3) we will need the norm \( \| \cdot \| \) in \( \mathbb{R}^p \) to be Euclidian. Let \( \langle \cdot, \cdot \rangle \) be the associated inner product.

The set-valued return function \( V(\cdot, \cdot): I \times \mathbb{R}^n \rightarrow 2^{\mathbb{R}^p} \) for (MOC) is defined as the set-valued map which associates with each time \( t \in I \) and initial state \( x \in \mathbb{R}^n \) the set
of minimal elements of the objective space \( Y(t, x) \) with respect to the ordering cone \( P \), where the definition of a minimal element is postponed to §4.1.

\[
V(t, x) = \mathcal{E}(\text{cl}(Y(t, x)), P). \tag{2.7}
\]

The closure in (2.7) is used to guarantee the existence of minimal elements (Proposition 3.5, [7]). Hence, \( \forall t \in I, \forall x \in \mathbb{R}^n, V(t, x) \neq \emptyset \).

Remark 2.1. When \( p = 1 \) and \( P = \mathbb{R}^+ \), (2.7) takes the form

\[
V(t, x) = \left\{ \inf_{u(\cdot) \in U} \int_t^T L(x(s; t, x, u(\cdot)), u(s)) \, ds \right\}.
\]

Hence, \( V(t, x) = \{v(t, x)\} \), where \( v(\cdot, \cdot) \) is the value function for single objective optimal control problems [2, 18].

3. Mathematical preliminaries. In this section, we recall some useful definitions and discuss general set-valued maps with values in \( \mathbb{R}^p \). Let \( X \) be a normed linear space, \( F \) be a set-valued map from \( X \) to \( \mathbb{R}^p \), \( K = \{ S \subset \mathbb{R}^p, S \neq \emptyset, S \text{ compact} \} \) and \( M = \{ S \subset \mathbb{R}^p, S \neq \emptyset, S \text{ bounded} \} \).

First, we provide the definition of the Hausdorff distance between \( M_1 \) and \( M_2 \), where \( M_1, M_2 \in M \) [1, p. 365].

Definition 3.1. Given \( M_1, M_2 \in M \), the Hausdorff distance between \( M_1 \) and \( M_2 \) is

\[
H(M_1, M_2) = \max\{ \sup_{m_1 \in M_1} d(m_1, M_2), \sup_{m_2 \in M_2} d(m_2, M_1) \},
\]

where, for \( S \in M \),

\[
d(y, S) = \inf_{m \in S} \|y - m\|.
\]

Next, we review the concept of recession cones [13, p. 8] and the fundamental definitions of contingent cones [1, p. 121] and proximal normal cones [18, p. 170].

Definition 3.2 (Recession cone). For a nonempty subset \( S \) of \( \mathbb{R}^p \), the extended recession cone \( S^+ \) is defined by:

\[
S^+ = \{ y \in \mathbb{R}^p \text{ s.t. } \exists h_k \to 0^+, \exists y_k \in S, \ h_k y_k \to y \}.
\]

Definition 3.3 (Contingent cone). Let \( S \) be a nonempty subset of some normed linear space \( Z \) and let \( z \in S \). Then, the contingent cone \( T_S(z) \) to \( S \) at \( z \) is defined by:

\[
T_S(z) = \{ v \in Z \text{ s.t. } \exists h_k \to 0^+, \exists v_k \to v, \ z + h_k v_k \in S \}.
\]

Definition 3.4 (Proximal normal cone). Let \( S \) be a nonempty subset of some Hilbert space \( Z \) with inner product \( \langle \cdot, \cdot \rangle \) and let \( z \in S \). Then, the proximal normal cone \( N_S(z) \) to \( S \) at \( z \) is defined by:

\[
N_S(z) = \{ v \in Z : \exists M > 0 \text{ s.t. } \langle v, z - z \rangle \leq M\|z - z\| \text{ for all } z \in S \}.
\]
Note that we use the notation $N_S$ for the proximal normal cone instead of the traditional notation $N^p_S$ to avoid any possible confusion with the ordering cone $P$.

Using contingent cones and proximal normal cones, we can respectively introduce the concepts of contingent derivative [1, p. 181] and coderivative [14] for set-valued maps.

**Definition 3.5 (Contingent derivative of set-valued maps).** The contingent derivative of $F$ at $(x, y)$ is the set-valued map from $X$ to $\mathbb{R}^p$ defined by

$$\text{Graph}(DF(x, y)) = T_{\text{Graph}(F)}(x, y),$$

where $T$ is the contingent cone of $\text{Graph}(F)$ at $(x, y)$, as defined above.

Note that the contingent derivative $DF(x, y)$ is a closed-valued map.

**Definition 3.6 (Coderivative of set-valued maps).** The coderivative $DF^*(x, y)$ of $F$ at $(x, y)$ is the set-valued map from $\mathbb{R}^p$ to $X$ defined by:

$$DF^*(x, y)(w^*) = \{v^* \in X, (v^*, -w^*) \in N_{\text{Graph}(F)}(x, y)\},$$

where $N_{\text{Graph}(F)}$ is the proximal normal cone of $\text{Graph}(F)$ at $(x, y)$, as defined above.

Finally, we will also need the notion of Lipschitz [1, p. 41] and outersemicontinuous [15, p. 152] set-valued maps.

**Definition 3.7 (Lipschitz set-valued maps).** The set-valued map $F$ is said to be Lipschitz around $x \in X$ if there exists a positive constant $l$ and a neighborhood $O$ of $x$ such that

$$\forall x_1, x_2 \in O, F(x_1) \subset F(x_2) + l\|x_1 - x_2\|B.$$  

For the definition of outersemicontinuity, we assume that $X$ is finite dimensional. For our purposes, we will have $X = \mathbb{R}^{n+1}$.

**Definition 3.8 (Outer semicontinuous set-valued maps).** The set-valued map $F$ is said to be outer semicontinuous at $x$ if

$$F(x) \supset \limsup_{x' \to x} F(x') := \{y \text{ s.t. } \exists x_k \to x, \exists y_k \to y \text{ with } y_k \in F(x_k)\}.$$

4. **Multiobjective Optimization.** In this section, we first discuss the concept of optimality in multiobjective optimization and introduce the notion of generalized Pareto optimal elements or minimal elements for a nonempty subset $S$ of $\mathbb{R}^p$. We next provide several properties related to these elements. We finally conclude by studying the Lipschitzian property of the map $E : 2^{\mathbb{R}^p} \to 2^{\mathbb{R}^p}$ which associates to each nonempty subset $S$ of $\mathbb{R}^p$ the set of minimal elements of $S$.

4.1. **Optimality in multiobjective optimization.** For an optimization problem with a $p$-dimensional vector-valued objective function, the definition of an optimal solution requires the comparison of any two objective vectors $y_1, y_2$ in the objective
space, which is the set of all possible values that can be taken by the vector-valued objective function. This comparison is provided by a binary relation expressing the preferences of the decision maker. In this paper, we consider the binary relation defined in terms of an ordering cone $P \subset \mathbb{R}^p$, which is defined as a nonempty pointed convex cone containing the origin \[19\]. We will additionally assume that $P$ is closed with a nonempty interior, i.e., $\text{int}(P) \neq \emptyset$.

**Definition 4.1.** Let $y_1, y_2 \in \mathbb{R}^p$. Then, $y_1 \preceq y_2$ if and only if $y_2 \in y_1 + P$.

The binary relation in Definition 4.1 yields the definition of generalized Pareto optimality.

**Definition 4.2.** Let $S$ be a nonempty subset of $\mathbb{R}^p$. An element $y_1 \in S$ is said to be a generalized Pareto optimal element or a minimal element of $S$ if and only if there is no $y_2 \in S$ ($y_2 \neq y_1$) such that $y_1 \in y_2 + P$, or equivalently, if and only if there is no $y_2$ such that $y_1 \in y_2 + P \setminus \{0\}$. The set of minimal elements of $S$ is called the minimal element set and is denoted by $E(S, P)$.

Definition 4.2 can be rewritten as follows:

$$y \in E(S, P) \iff (y - P) \cap S = \{y\}.$$ 

It is possible to derive a necessary condition for generalized Pareto optimality in terms of contingent cones.

**Lemma 4.3.** Let $S$ be a nonempty subset of $\mathbb{R}^p$ and $y \in E(S, P)$. Then,

$$T_{S+P}(y) \cap -\text{int}(P) = \emptyset. \quad (4.1)$$

**Proof.** Assume that there exists $d \in \text{int}(P)$ such that $-d \in T_{S+P}(y)$. Then, there exist sequences $h_k \to 0^+$ and $d_k \to -d$ such that $\forall k$, $y + h_k d_k \in S + P$. For large enough $k$, $-d_k \in \text{int}(P)$, therefore $-h_k d_k \in \text{int}(P)$. Hence, $y \in S + P + \text{int}(P) \subset S + \text{int}(P)$, which contradicts the fact that $y \in E(S, P)$.

Condition (4.1) yields the definition of the following stronger optimality notion \[10\] pp. 108-109).

**Definition 4.4** (Generalized proper Pareto optimality). Let $S$ be a nonempty subset of $\mathbb{R}^p$. An element $y \in S$ is said to be a generalized properly Pareto optimal element or a properly minimal element of $S$, if and only if $y$ is a minimal element of $S$ and the zero element is a minimal element of the contingent cone $T_{S+P}(y)$, i.e.,

$$T_{S+P}(y) \cap -P = \{0\}. \quad (4.2)$$

The set of properly minimal elements of $S$ is called the properly minimal element set and is denoted $\mathcal{PE}(S, P) \subset E(S, P)$. 
4.2. Some properties of the minimal element set. A critical role in this paper is played by the external stability or domination property [17, pp. 59-66].

Definition 4.5 (External stability). A nonempty subset $S$ of $\mathbb{R}^p$ is said to be externally stable if and only if

$$S \subset \mathcal{E}(S, P) + P.$$ 

An immediate consequence of the external stability property is that $S + P = \mathcal{E}(S, P) + P$. A sufficient condition for a nonempty closed set $S$ to be externally stable is given in Proposition 4.6. Note that this condition is also sufficient to guarantee the existence of minimal elements.

Proposition 4.6 (Theorem 3.2.10, [17, p.62]). Let $S$ be a nonempty closed subset of $\mathbb{R}^p$. If $S$ is $P$-bounded [17, p. 52], i.e., $S^+ \cap -P = \{0\}$, then $S$ is externally stable.

Corollary 4.7. Let $K \in \mathcal{K}$. Then $K$ is externally stable.

Proof. $K$ is a compact set, hence $K^+ = \{0\}$ (Lemma 3.2.1, [17, p.52]).

Having defined the notion of minimal elements, we can now introduce the concept of generalized contingent epiderivative for set-valued maps [5, 11], which derives from the concept of contingent derivative for set-valued maps.

Definition 4.8 (Generalized contingent epiderivative of set-valued maps). The generalized contingent epiderivative of $F$ at $(x, y) \in \text{Graph}(F)$ is the set-valued map from $X$ to $\mathbb{R}^p$ defined by

$$\forall v \in X, D_T F((x, y); v) = \mathcal{E}(DF_T((x, y); v), P),$$

where $F_T$ is the set-valued map from $X$ to $\mathbb{R}^p$ defined by $\forall x \in X, F_T(x) = F(x) + P$. When $DF_T((x, y); v)$ is empty, we set $D_T F((x, y); v) = \emptyset$.

It is possible that the set $DF_T((x, y); v)$ does not have any minimal element. In such a case, $D_T F((x, y); v)$ is just the empty set.

We conclude this section by a lemma that will be used in §5.

Lemma 4.9 ([7]). Let $K_1, K_2 \in \mathcal{K}$ satisfying $K_1 \subset K_2$ and $K_2 \subset K_1 + P$. Then $\mathcal{E}(K_1, P) = \mathcal{E}(K_2, P)$.

4.3. Lipschitzian properties. In this section, we analyze the map $E(\cdot) : 2^{\mathbb{R}^p} \rightarrow 2^{\mathbb{R}^p}$ which associates to each nonempty subset $S$ of $\mathbb{R}^p$ its minimal element set $\mathcal{E}(S, P)$:

$$\forall S \in 2^{\mathbb{R}^p}, E(S) = \mathcal{E}(S, P).$$

More precisely, given $K_1, K_2 \in \mathcal{K}$, we show that, under suitable conditions, there exists $M \geq 0$ such that

$$\mathcal{H}(E(K_1), E(K_2)) \leq M \mathcal{H}(K_1, K_2).$$

(4.3)
First, we record some elementary consequences of our standing assumption that $P$ is a pointed closed convex cone with nonempty interior.

**Lemma 4.10.** Let $l > 0$, and define the set $P_l = \{x \in \mathbb{R}^p, B(x, l) \subset P \}$. Then $P_l$ satisfies the following properties:

1. $P_l$ is nonempty.
2. $P_l$ is closed.
3. $P_l$ is convex.

Therefore, the origin of $\mathbb{R}^p$ has a unique nearest point $d_l$ in $P_l$, and we have:

4. $d_l + P \subset P_l$.
5. $\|d_l\| > l$.
6. $\|d_l\| = l\|d_l\|$.

Finally,

7. $\forall x \in d_l + P, B(x, l) \subset P\setminus\{0\}$.

**Proof.**

1. This follows from the fact that $P$ is a cone with a nonempty interior.
2. Let $x_k$ be a sequence in $P_l$ converging to $x$. Let $y \in \mathbb{R}^p$ such that $\|y - x\| \leq l$. We can write $\|y - x\| = \|(y - x + x_k) - x_k\| \leq l$. As $x_k \in P_l$, it follows that $y - x + x_k \in P$. Taking the limit and knowing that $P$ is closed yields $y \in P$.
3. This follows directly from the convexity of the norm $\|\cdot\|$.
4. Let $d \in P$ and $y \in \mathbb{R}^p$ such that $\|y - (d_l + d)\| \leq l$. We can write $\|y - (d_l + d)\| = \|(y - d) - d_l\| \leq l$. As $d_l \in P_l$, it follows that $y - d \in P$. As $P$ is convex, we get $y = y - d + d \in P + P \subset P$.
5. Since $P$ is pointed, $0 \notin \text{int}(P)$. Therefore, $\|x\| \geq l$ for every $x \in P_l$; in particular, $\|d_l\| \geq l$.

Pointedness also requires strict inequality here. To see why, suppose $\|d_l\| = l$. Consider an arbitrary $x$ such that $\langle d_l, x \rangle > 0$, and define $\lambda = \langle d_l, x \rangle/\|x\|^2$. Then

$$\|\lambda x - d_l\|^2 = \lambda^2 \|x\|^2 - 2\lambda \langle d_l, x \rangle + l^2 = l^2 - \langle d_l, x \rangle^2/\|x\|^2.$$  

Hence, $\|\lambda x - d_l\| < l$ and $\lambda x \in P$. As $\lambda > 0$, it follows that $x \in P$. This shows that every $x$ in the open half-space defined by $\langle d_l, x \rangle > 0$ lies in $P$. $P$ being closed, we get that $P$ contains a closed half-space, which contradicts that the fact $P$ is pointed.

6. It can easily be seen that $P_l = lP_l$. Therefore, $\|d_l\| = \inf\{\|x\|, x \in P_l\} = l\inf\{\|x\|, x \in P\} = l\inf\{\|d_l\|, x \in P\} = l\mu(P)$.

7. This follows directly from (4) and (5).

As $P$ has a nonempty interior, there exists a closed ordering cone with nonempty interior $C$ such that $P \subset \text{int}(C) \cup \{0\}$. We can therefore define $\mathcal{K}(C, P)$ as the set of all nonempty compact subsets $K$ of $\mathbb{R}^p$ such that

$$\mathcal{E}(K, P) = \mathcal{E}(K, C).$$  

(4.4)
The proof of (4.3), completed in Proposition 4.13, requires two technical lemmas. Lemma 4.12, which uses Lemma 4.11, states the boundedness of a set introduced in the proof of Proposition 4.13. Hereinafter, the complement of a set $S \subset \mathbb{R}^p$ is denoted $S^c$.

**Lemma 4.11.** Let $\alpha(C, P) = \inf\{\|x - y\| : x \in \tilde{P}, y \in (\text{int}(C))^c\}$, where $\tilde{P} = \{d \in P : \|d\| = 1\}$. Then $\alpha(C, P) > 0$.

**Proof.** Assume for contradiction that $\alpha(C, P) = 0$. Then there exist two sequences $x_k \in \tilde{P}$ and $y_k \in (\text{int}(C))^c$ such that $\lim \|x_k - y_k\| = 0$. As $\tilde{P}$ is compact, by passing to a subsequence if necessary, we can assume that $x_k$ converges to some $x \in \tilde{P}$. Therefore, the sequence $y_k$ is bounded. By passing to a subsequence if necessary, we can assume that $y_k$ converges to some $y$. Clearly, $y = x$; also, $y \in (\text{int}(C))^c$ as $(\text{int}(C))^c$ is closed. By assumption, $P \subset \text{int}(C) \cup \{0\}$. It follows that $y \in (\text{int}(C) \cup \{0\}) \cap (\text{int}(C))^c$, which implies $y = 0$ and therefore $x = 0$, which contradicts $x \in \tilde{P}$. □

**Lemma 4.12.** Let $y \in (\text{int}(C))^c$. Then, $\forall x \in (y + P) \cap (\text{int}(C))^c$, $\|x\| \leq \alpha'(C, P)\|y\|$, where $\alpha'(C, P) = (1 + 1/\alpha(C, P)) > 1$.

**Proof.** Let $x \in (y + P) \cap (\text{int}(C))^c$. Choose $d \in P$ such that $x = y + d$. If $d = 0$, then $x = y$ and $\|x\| = \|y\| \leq \alpha'(C, P)\|y\|$ as $\alpha'(C, P) > 1$. Otherwise, we can write $x/\|d\| - d/\|d\| = y/\|d\|$. We have $d/\|d\| \in \tilde{P}$, $x/\|d\| \in (\text{int}(C))^c$, therefore from Lemma 4.11, $\|y/\|d\|\|d\| \geq \alpha(C, P)$. Finally, $\|x\| \leq \|y\| + \|d\| \leq (1 + 1/\alpha(C, P))\|y\|$. □

**Proposition 4.13.** There exists a constant $M(C, P) \geq 0$ such that $\forall K_1, K_2 \in K(C, P)$,

$$
\mathcal{H}(\mathcal{E}(K_1, P), \mathcal{E}(K_2, P)) \leq M(C, P) \mathcal{H}(K_1, K_2).
$$

**Proof.** If $\mathcal{H}(K_1, K_2) = 0$, then $K_1 = K_2$ and the result is obvious. Therefore, assume that $\mathcal{H}(K_1, K_2) > 0$ and let $l = \mathcal{H}(K_1, K_2)$. Let $y_1 \in \mathcal{E}(K_1, P)$. Then by definition of $l$, there exists $k_2 \in K_2$ such that $\|y_1 - k_2\| \leq l$. From Corollary 4.7, $K_2$ is externally stable, hence there exists $y_2 \in \mathcal{E}(K_2, P)$ such that $k_2 \in y_2 + P$. From Lemma 4.10, there exists $d_i \subset C$ such that $\forall x \in d_i + C$, $B(x, l) \subset C \setminus \{0\}$. We prove now that $y_1 - y_2 - d_i \in (\text{int}(C))^c$. Assume that $y_1 - y_2 \in d_i + C$, then $B(y_1 - y_2, l) \subset C \setminus \{0\}$ and therefore $B(y_2, l) \subset y_1 - C \setminus \{0\}$. By definition of $l$, there exists $k_1 \in K_1$ such that $k_1 \in B(y_2, l)$. Hence, $y_1 - k_1 \in k_1 + C \setminus \{0\}$. But, $y_1 \in \mathcal{E}(K_1, P)$ and by (4.3), $\mathcal{E}(K_1, P) = \mathcal{E}(K_1, C)$. Therefore, we obtain a contradiction. Finally, $y_1 - y_2 \notin d_i + C$. Hence, $y_1 - y_2 - d_i \in (\text{int}(C))^c$. Now, we want to use Lemma 4.12 with $y = y_1 - k_2 - d_i$ and $x = y_1 - y_2 - d_i$. As $x \in (\text{int}(C))^c$ and $x - y = k_2 - y_2 \in P$, we only need to check that $y \in (\text{int}(C))^c$. If $y_1 - k_2 \in d_i + C$, then by definition of $d_i$, $\|y_1 - k_2\| > l$, which is a contradiction. Hence, $y_1 - k_2 \notin d_i + C$, or $y_1 - k_2 - d_i \in (\text{int}(C))^c$. From Lemma 4.12, it follows that

$$
\|y_1 - y_2 - d_i\| \leq \alpha'(C, P)\|y_1 - k_2 - d_i\|.
$$

Hence,

$$
\|y_1 - y_2\| \leq (1 + \alpha'(C, P))\|d_i\| + \alpha'(C, P)\|y_1 - k_2\|.
$$
From Lemma 4.10(6), we have \(\|d_i\| = l\mu(C)\). Recalling that \(\|y_1 - k_2\| \leq l\), and defining \(M(C, P) = (1 + \alpha'(C, P))\mu(C) + \alpha'(C, P)\), we get

\[
\|y_1 - y_2\| \leq M(C, P) l,
\]

which shows that

\[
\sup_{y_1 \in E(K_1, P)} d(y_1, E(K_2, P)) \leq M(C, P) H(K_1, K_2).
\]

Interchanging the role of \(K_1\) and \(K_2\) finally yields

\[
H(E(K_1, P), E(K_2, P)) \leq M(C, P) H(K_1, K_2).
\]

\[\square\]

We conclude this section by proving in Proposition 4.14 that \((4.4)\) implies that \(E(K, P) = \mathcal{PE}(K, P)\). In other words, a set \(K \in \mathcal{K}(C, P)\) only contains properly minimal elements.

**Proposition 4.14.** If \(K \in \mathcal{K}(C, P)\), then \(E(K, P) = \mathcal{PE}(K, P)\).

**Proof.** By definition, we have \(\mathcal{PE}(K, P) \subset E(K, P)\). Let \(y \in E(K, P)\). By definition of \(\mathcal{K}(C, P)\), it follows that \(y \in E(K, C)\). Assume that \(y \notin \mathcal{PE}(K, P)\). Then there exists \(d \in P\), \(d \neq 0\), such that \(-d \in T_{K + P}(y)\). Now, as \(P \subset \text{int}(C) \cup \{0\}\) and \(d \neq 0\), it follows that \(d \in \text{int}(C)\). As \(K + P \subset K + C\), \(T_{K + P}(y) \subset T_{K + C}(y)\). Therefore, \(-d \in T_{K + C}(y) \cap \text{int}(C)\), which, from Lemma 4.3, contradicts the fact that \(y \notin E(K, C)\). \(\square\)

**5. A multiobjective dynamic programming equation.** In this section, we state the multiobjective dynamic programming equation satisfied by the set-valued return function \(V\). For this purpose, we need to introduce some additional notation. Let \(t \in I\), \(\tau \in (0, T - t]\), \(x \in \mathbb{R}^n\), and define the bounded set

\[
\tilde{Y}(\tau, t, x) = \left\{ J(t, t + \tau, x, u(\cdot)) + V(t + \tau, x(t + \tau; t, x, u(\cdot))), u(\cdot) \in \mathcal{U} \right\}.
\]

**Proposition 5.1.** For each \(t \in I\), \(\tau \in (0, T - t]\), \(x \in \mathbb{R}^n\), the multiobjective dynamic programming equation for (MOC) is:

\[
V(t, x) = E(\text{cl}(\tilde{Y}(\tau, t, x)), P),
\]

or, using the definition of \(\tilde{Y}(\tau, t, x)\) above,

\[
V(t, x) = E\left( \text{cl}\left( \left\{ J(t, t + \tau, x, u(\cdot)) + V(t + \tau, x(t + \tau; t, x, u(\cdot))), u(\cdot) \in \mathcal{U} \right\} \right), P \right).
\]

(5.1)

When \(\tau = T - t\), using the fact that \(V(T, \cdot) = \{0\}\), it can be seen that (5.1) reduces to the definition of \(V\). Therefore, assume that \(\tau < T - t\). We prove Proposition 5.1 at the end of this section using the following three lemmas.

**Lemma 5.2.** \(\tilde{Y}(\tau, t, x) \subset \text{cl}(Y(t, x))\).

**Proof.** Let \(\bar{y} \in \tilde{Y}(\tau, t, x)\) and \(\epsilon > 0\). Then there exist \(u(\cdot) \in \mathcal{U}\) and \(y \in Y(t + \tau, x(t + \tau; t, x, u(\cdot)))\) such that

\[
\|\bar{y} - J(t, t + \tau, x, u(\cdot)) - y\| \leq \epsilon.
\]

(5.2)
Moreover, we have \( y = J(t + \tau, T, x(t + \tau; t, x, u(\cdot))), \hat{u}(\cdot) \) for some \( \hat{u}(\cdot) \in \mathcal{U} \). Define the new control \( \tilde{u}(\cdot) \in \mathcal{U} \) as

\[
\tilde{u}(s) = \begin{cases} 
  u(s), & t \leq s \leq t + \tau, \\
  \hat{u}(s), & t + \tau < s \leq T.
\end{cases}
\]

Observe that

\[
J(t, t + \tau, x, u(\cdot)) = \int_{t}^{t+\tau} L(x(s; t, x, \tilde{u}(\cdot)), \tilde{u}(s)) \, ds,
\]

and

\[
y = J(t + \tau, T, x(t + \tau; t, x, u(\cdot)), \tilde{u}(\cdot))
\]

\[
= \int_{t+\tau}^{T} L(x(s; t, x(t + \tau; t, x, u(\cdot)), \tilde{u}(\cdot)), \tilde{u}(s)) \, ds
\]

\[
= \int_{t+\tau}^{T} L(x(s; t, x(t + \tau; t, x, \tilde{u}(\cdot)), \tilde{u}(\cdot)), \tilde{u}(s)) \, ds.
\]

Hence,

\[
J(t, t + \tau, x, u(\cdot)) + y = J(t, T, x, \tilde{u}(\cdot)) \in Y(t, x).
\]

Since \( \epsilon > 0 \) is arbitrary, (5.2) implies that \( \tilde{Y}(\tau, t, x) \subset \text{cl}(Y(t, x)) \). \( \square \)

**Lemma 5.3.** \( Y(t, x) \subset \tilde{Y}(\tau, t, x) + P \).

**Proof.** Let \( y \in Y(t, x) \). We can write \( y = J(t, t + \tau, x, u(\cdot)) + \tilde{y} \) with \( \tilde{y} \in Y(t + \tau, x(t + \tau; t, x, u(\cdot))) \). As \( \text{cl}(Y(t + \tau, x(t + \tau; t, x, u(\cdot))) \) is externally stable (Corollary 4.7), there exist \( \tilde{y}^* \in \tilde{V}(t + \tau, x(t + \tau; t, x, u(\cdot))) \) and \( d \in P \) such that \( \tilde{y} = \tilde{y}^* + d \). Therefore,

\[
y = J(t, t + \tau, x, u(\cdot)) + \tilde{y}^* + d,
\]

with \( J(t, t + \tau, x, u(\cdot)) + \tilde{y}^* \in \tilde{Y}(\tau, t, x) \). Hence, \( y \in \tilde{Y}(\tau, t, x) + P \). \( \square \)

**Lemma 5.4.** \( \text{cl}(\tilde{Y}(\tau, t, x) + P) \subset \text{cl}(\tilde{Y}(\tau, t, x)) + P \).

**Proof.** This is a consequence of the facts that the set \( \text{cl}(\tilde{Y}(\tau, t, x)) \) is bounded and \( P \) is closed. \( \square \)

We can now proceed with the proof of Proposition 5.1.

**Proposition 5.1.** Apply Lemma 4.9 with \( K_1 = \text{cl}(\tilde{Y}(\tau, t, x)) \) and \( K_2 = \text{cl}(Y(t, x)) \). The sets \( \text{cl}(\tilde{Y}(\tau, t, x)) \) and \( \text{cl}(Y(t, x)) \) are compact. The inclusion \( K_1 \subset K_2 \) comes from Lemma 5.2 while the inclusion \( K_2 \subset K_1 + P \) comes from Lemmas 5.3 and 5.4. \( \square \)

**Remark 5.1.** The dynamic programming equation (5.1) obtained in Proposition 5.1 is a generalization of the dynamic programming equation obtained for single objective optimal control problems \([2,18]\). Indeed, when \( p = 1 \) and \( P = \mathbb{R}_+ \), and using Remark 2.2, both sets in (5.1) contain exactly one element, so (5.1) is equivalent to

\[
v(t, x) = \inf_{u(\cdot) \in \mathcal{U}} \int_{t}^{t+\tau} L(x(s; t, x, u(\cdot)), u(s)) \, ds + v(t + \tau, x(t + \tau; t, x, u(\cdot))).
\]
6. Generalized contingent solution for (MOC). The notion of lower Dini solution to the Hamilton-Jacobi Equation for finite-horizon single objective optimal control problems was introduced in [18, p. 454] (see also [2, p. 127]). In this section, using the concept of contingent derivative for set-valued maps, we extend this notion to (MOC). We call this extended notion generalized contingent solution for (MOC).

6.1. Definition. Our definition of generalized contingent solution for (MOC) assumes set-valued maps of a particular type, as described in Definition 6.1. This assumption will be used in Corollaries 8.4-8.5 to state that the set-valued return function $V$ is the unique generalized contingent solution for (MOC).

Definition 6.1. A set-valued map $W$ from $I \times \mathbb{R}^n$ to $\mathbb{R}^p$ is said to be an extremal element map if, for all $(t, x) \in I \times \mathbb{R}^n$, for all $y \in W(t, x)$,

$$W(t, x) \cap (y - P) = \{y\}, \quad (6.1)$$

and

$$W(t, x) \cap (y + P) = \{y\}. \quad (6.2)$$

Let $(FL)(x) = \text{cl}(\text{co}(\{(f(x, u), L(x, u)) : u \in U\}))$, where $\text{co}(S)$ denotes the convex hull of the set $S$.

Definition 6.2. An extremal element map $W$ from $I \times \mathbb{R}^n$ to $\mathbb{R}^p$ is said to be a generalized contingent solution for (MOC) if:

- For all $(t, x) \in [0, T) \times \mathbb{R}^n$, for all $y \in W(t, x)$, there exists $(\overline{f}, \overline{L}) \in (FL)(x)$ such that

$$-\overline{L} \in DW_\uparrow((t, x, y); (1, \overline{f})). \quad (6.3)$$

- For all $(t, x) \in (0, T] \times \mathbb{R}^n$, for all $y \in W(t, x)$, and for all $(f, L) \in (FL)(x)$,

$$L \in DW_\uparrow((t, x, y); (-1, -f)). \quad (6.4)$$

- For all $x \in \mathbb{R}^n$,

$$W(T, x) = \{0\}. \quad (6.5)$$

6.2. A reformulation for (6.3). When $W$ is Lipschitz around $(t, x) \in (0, T) \times \mathbb{R}^n$ and $y \in W(t, x)$ is a properly minimal element, i.e., $y \in \mathcal{P}(W(t, x), P)$, there exists a more compact formulation for (6.3).

Proposition 6.3. Let $W$ be a generalized contingent solution for (MOC), $(t, x) \in [0, T) \times \mathbb{R}^n$, and $y \in W(t, x)$. Assume that $W$ is Lipschitz around $(t, x)$ and that $y \in \mathcal{P}(W(t, x), P)$. Then we have:

$$0 \in \mathcal{E}\left(\text{cl}\left\{L + D_{\uparrow}W((t, x, y); (1, f)) : (f, L) \in (FL)(x)\right\}, P\right) + P, \quad (6.6)$$
We complete the proof of Proposition 6.3 later in this section. Beforehand, we need to show that the generalized contingent epiderivatives of $W$ at $(t, x, y)$ in the direction $(1, f)$, i.e., $D^+_W((t, x, y); (1, f))$ are nonempty. We derive this result in the same general setting as in [43].

**Lemma 6.4.** Let $S_1, S_2$ be nonempty subsets of $\mathbb{R}^p$. Then,

1. $(\text{cl}(S_1))^+ = S_1^+$.
2. If $S_1 \subset S_2$, then $S_1^+ \subset S_2^+$.
3. Let $l \geq 0$. If $S_1 \subset S_2 + lB$ and $S_2$ is $P$-bounded, then $\text{cl}(S_1)$ is $P$-bounded.

**Proof.** The proof of (1) and (2) can be found in [13] p. 9. To prove (3), assume $S_1 \subset S_2 + lB$ and let $y \in (\text{cl}(S_1))^+ - P = S_1^+ - P$ by (1). By definition of the recession cone, there exist sequences $h_k \to 0^+$, $v_k \in S_1$ such that $h_ky_k \to y$. By assumption, we have $y_k = y_k + hv_k$, where $y_k \in S_2$ and $v_k \in B$. Then, $h_ky_k = h_kv_k + h_ly_k \to y$. Hence, $y \in S_2^+$ and $y \in -P$, or $y \in S_2^+ \cap -P$. As $S_2$ is assumed to be $P$-bounded, it follows that $y = 0$. $\square$

**Proposition 6.6.** Let $(x, y) \in \text{Graph}(F)$. Assume that $F$ is Lipschitz around $x$ with Lipschitz constant $l$. Then, we have:

1. $\forall \nu \in X$, $DF((x, y); \nu) \neq \emptyset$.
2. The set-valued map $DF(x, y)$ is Lipschitz with Lipschitz constant $l$, i.e.,

\[
\forall \nu_1, \nu_2 \in X, \ DF(x, y)(\nu_1) \subset DF(x, y)(\nu_2) + lB.
\]

3. $DF^+_((x, y); 0) \subset T_{F_1(x)}(y)$.

**Proof.** The proof of (1) and (2) can be found in [11] p. 186. To prove (3), let $w \in DF^+_((x, y); 0)$. By definition of the contingent derivative, there exist sequences $h_k \to 0^+$, $v_k \to 0$, and $w_k \to w$ such that

\[
y + h_kw_k \in F(x + h_kv_k) + P.
\]

Using the Lipschitz property, we get

\[
y + h_kw_k \in F(x) + lh_k\|v_k\|B + P.
\]

Hence,

\[
y + h_k(w_k - l\|v_k\|y_k) \in F(x) + P
\]

for some sequence $y_k \in B$. We have $w_k - l\|v_k\|y_k \to w$, which shows that $w \in T_{F_1(x)}(y)$. $\square$

The conclusion of Proposition 6.5 (1) might fail if $F$ is not Lipschitz, but simply continuous. Take for example the set-valued map $F$ defined from $\mathbb{R}$ to $\mathbb{R}$ by $F(x) = \{x^{1/3}\}$ and $P = \mathbb{R}_+$. Then, it is easy to check that $DF((0, 0); v) = \emptyset$ when $v \neq 0$.

**Proposition 6.6.** Let $(x, y) \in \text{Graph}(F)$. Assume that $F$ is Lipschitz around $x$ and that $y \in PE(F(x), P)$. Then,

\[
DF^+_((x, y); 0) \cap -P = \{0\}. \tag{6.7}
\]
Moreover, \( \forall v \in X \), the sets \( DF_1((x,y);v) \) and \( DF((x,y);v) \) are \( P \)-bounded.

Proof. As \( F \) is Lipschitz, \( F_1 \) is also Lipschitz. Therefore, from Proposition 6.5(1), \( DF_1((x,y);0) \neq \emptyset \). Now, let \( w \in DF_1((x,y);0) \cap -P \). From Proposition 6.5(3), \( DF_1((x,y);0) \subset T_{F_1(x)}(y) \). Hence, \( w \in T_{F_1(x)}(y) \cap -P \). By assumption, \( y \in \mathcal{PE}(F(x), P) \). Therefore, \( w = 0 \).

To conclude that the sets \( DF_1((x,y);v) \) are \( P \)-bounded, observe first that the set \( DF_1((x,y);0) \) is \( P \)-bounded. Indeed, \( DF_1((x,y);0) \) is a closed cone, hence \( DF_1((x,y);0)^+ = DF_1((x,y);0), \) or \( DF_1((x,y);0)^+ \cap -P = DF_1((x,y);0) \cap -P = \{0\} \). Now, from Proposition 6.6(2), the set-valued map \( DF_1(x,y) \) is Lipschitz. The conclusion therefore follows from Lemma 6.4(3). \( P \)-boundedness of the sets \( DF((x,y);v) \) is readily obtained from the inclusion \( DF((x,y);v) + P \subset DF_1((x,y);v) \).

The assumption that \( y \) is a properly minimal element is essential in obtaining that the sets \( DF_1((x,y);v) \) are \( P \)-bounded. If \( y \) is only assumed to be a minimal element, then, using Lemma 4.3 and Proposition 6.5 instead of (6.7), we would get \( DF_1((x,y);0) \cap -\text{int}(P) = \emptyset \). Therefore, when \( y \) is only a minimal element, \( DF_1((x,y);0) \) is not necessarily \( P \)-bounded, as illustrated by the following example.

Let \( X = \mathbb{R}, p = 2, \) and \( P = \mathbb{R}_+^2 \). Let \( S = \{(y_1, y_2^2) \text{ if } y_1 \leq 0 \} \cup \{(y_1, -y_1) \text{ if } y_1 > 0 \} \). Take \((0,0) \in S \). We have that \((0,0) \) is a minimal element. Moreover, \( T_{S+P}(0,0) = \{(w_1, w_2) \mid w_2 \geq 0\} \cup \{(w_1, w_2) \mid w_2 \geq -w_1\} \). Hence, \( T_{S+P}(0,0) \cap -\text{int}(P) = \emptyset \), \( T_{S+P}(0,0) \cap -P = \{(w_1, 0) \mid w_1 \leq 0\} \neq \{(0,0)\} \), and therefore \((0,0) \) is not a properly minimal element. Now, define the constant set-valued map: \( \forall x \in \mathbb{R}, \ F(x) = S \). The set-valued map \( F \) is obviously Lipschitz around all \( x \in \mathbb{R} \), and it is not hard to show that \( \forall x \in \mathbb{R}, \ DF_1((x,0,0);0) = T_{S+P}(0,0) \). Hence, the set \( DF_1((x,0,0);0) \) is not \( P \)-bounded.

Proposition 6.6 implies that the sets \( D_1W((t,x,y);(1,f)) \) appearing in (6.6) are nonempty. To see this, note from Proposition 1.6 that it suffices to show that the sets \( DW_1((t,x,y);(1,f)) \) are \( P \)-bounded. Applying Proposition 6.6 to \( W \) achieves this.

The next step is to show \( P \)-boundedness of the set

\[
\text{cl}\left( \left\{ L + D_1W((t,x,y);(1,f)) \mid (f, L) \in (FL)(x) \right\} \right).
\]

Again, we derive this result in a general setting.

**Proposition 6.7.** Let \( (x,y) \in \text{Graph}(F) \). Assume that \( F \) is Lipschitz around \( x \) and that \( y \in \mathcal{PE}(F(x), P) \). If \( S \) is a nonempty compact subset of \( X \times \mathbb{R}^p \), then the following set is \( P \)-bounded:

\[
\text{cl}\left( \bigcup_{(v,w) \in S} w + DF((x,y);v) \right).
\]

**Proof.** As \( D_1F((x,y);v) \supset DF_1((x,y);v), \) from Lemma 6.4(1)-(2), it is enough to show that \( \bigcup_{(v,w) \in S} w + DF_1((x,y);v) \) is \( P \)-bounded. Let

\[
\text{\text{\u2222}} \in \left( \bigcup_{(v,w) \in S} w + DF_1((x,y);v) \right)^+ \cap -P.
\]
By definition of the recession cone, there exist sequences \( h_k \to 0^+ \), \( \overline{w}_k \in \bigcup_{(v, w) \in \mathcal{S}} w + DF_1((x, y); v) \) such that \( h_k \overline{w}_k \to \overline{w} \). We have \( \overline{w}_k \in w_k + DF_1((x, y); v_k) \) for some \( (v_k, \overline{w}_k) \in \mathcal{S} \). As \( \mathcal{S} \) is compact, by passing to a subsequence if necessary, we can assume that \( (v_k, \overline{w}_k) \to (v, w) \in \mathcal{S} \). From Proposition 6.5, \( DF_1((x, y); v) \) is Lipschitz; let its constant be \( l \). Hence, we have \( w_k \in w_k + \tilde{w}_k + l \|v_k - v\|B \) where \( \tilde{w}_k \in DF_1((x, y); v_k) \). It follows that \( h_k \tilde{w}_k \to \overline{w} \). Hence, \( \overline{w} \in DF_1((x, y); v) + \mathcal{P} \). But, from Proposition 6.6, \( DF_1((x, y); v) \) is \( \mathcal{P} \)-bounded, hence \( \overline{w} = 0 \).

To be able to apply Proposition 6.7 in the setting of Proposition 6.3, it suffices to show that the set \((\text{FL})(x)\) is a nonempty compact subset of \( \mathbb{R}^n \times \mathbb{R}^p \).

**Lemma 6.8.** The set \((\text{FL})(x)\) is a nonempty compact subset of \( \mathbb{R}^n \times \mathbb{R}^p \) for all \( x \in \mathbb{R}^n \).

**Proof.** The set \((\text{FL})(x)\) is closed by definition. The boundedness follows from the boundedness of \( f \), see (2.2), and the boundedness of \( L \), see (2.5). We can now proceed with the proof of Proposition 6.3.

**Proof.** [Proposition 6.3] Assume that (6.3) holds for some \((t, x) \in [0, T) \times \mathbb{R}^n, y \in W(t, x), \) and \((f, L) \in (\text{FL})(x)\). As shown in Proposition 6.6, the set \( DW_1((t, x, y); (1, f)) \) is \( \mathcal{P} \)-bounded, hence externally stable from Proposition 4.6. Therefore, (6.3) implies

\[-P \cap \left\{ L + D_1W((t, x, y); (1, f)), \ (f, L) \in (\text{FL})(x) \right\} \neq \emptyset,\]

\[-P \cap \text{cl}\left\{ L + D_1W((t, x, y); (1, f)), \ (f, L) \in (\text{FL})(x) \right\} \neq \emptyset,\]

\[0 \in \text{cl}\left( \left\{ L + D_1W((t, x, y); (1, f)) \right\}, \ (f, L) \in (\text{FL})(x) \right\} + \mathcal{P}.\]

From Proposition 6.7 together with Lemma 6.8 the following set is \( \mathcal{P} \)-bounded:

\[\text{cl}\left( \left\{ L + D_1W((t, x, y); (1, f)) \right\}, \ (f, L) \in (\text{FL})(x) \right\}.\]

Hence, it is externally stable from Proposition 4.6. Therefore,

\[0 \in \mathcal{E} \left( \text{cl}\left( \left\{ L + D_1W((t, x, y); (1, f)) \right\}, \ (f, L) \in (\text{FL})(x) \right\}, \mathcal{P} \right) + \mathcal{P}.\]
It is possible to derive a converse to Proposition 6.3. Again, we derive this result in a general setting.

**Proposition 6.9.** Under the assumptions of Proposition 6.7 assume that

\[ 0 \in \mathcal{E}\left( \overline{\bigcup_{(v,w) \in S} w + D_T F((x,y); v)} \right), P \]

Then there exists \((v, w) \in S\) such that

\[ -w \in DF_t((x,y); v). \]

**Proof.** By hypothesis, some \(d \in P\) obeys \(d \in \mathcal{E}\left( \overline{\bigcup_{(v,w) \in S} w + D_T F((x,y); v)} \right), P \). Then \(-d = \lim_{k \to +\infty} w_k + \overline{w_k}\), where \(\overline{w_k} \in D_T F((x,y); v_k) \subset DF_t((x,y); v)\) and \((v_k, w_k) \in S\). As \(S\) is compact, by passing to a subsequence if necessary, we can assume that \((v_k, w_k) \to (v, w) \in S\). Hence, \(\overline{w_k}\) converges to \(-d - w\). From Proposition 6.5(2), \(DF_t((x,y); v)\) is Lipschitz. Moreover, \(DF_t((x,y); v)\) is a closed-valued map, hence it has closed graph. Therefore, \(-d - w \in DF_t((x,y); v)\), or \(-w \in DF_t((x,y); v) + d\), and \(DF_t((x,y); v) = DF_t((x,y); v) + d\). But, \(DF_t((x,y); v) = DF_t((x,y); v) + d\). Hence, \(-w \in DF_t((x,y); v)\). \(\blacksquare\)

**Corollary 6.10.** Let \(W\) be an extremal element map, \((t, x) \in [0,T] \times \mathbb{R}^n\), and \(y \in W(t,x)\). Assume that \(W\) is Lipschitz around \((t, x)\), that \(y \in \mathcal{P}\mathcal{E}(W(t,x), P)\), and that (6.6) holds. Then (6.3) holds for some \((f, L) \in (FL)(x)\).

**6.3. A reformulation for (6.4).** As above for (6.3), we show that, when \(W\) is Lipschitz around \((t, x) \in [0,T] \times \mathbb{R}^n\) and \(y \in W(t,x)\) is a properly minimal element with respect to \(-P\) and \(P\), i.e., \(y \in \mathcal{P}\mathcal{E}(W(t,x), -P) \cap \mathcal{P}\mathcal{E}(W(t,x), P)\), there exists a more compact formulation for (6.4).

**Proposition 6.11.** Let \(W\) be a generalized contingent solution for (MOC), \((t, x) \in [0,T] \times \mathbb{R}^n\), and \(y \in W(t,x)\). Assume that:

1. \(W\) is Lipschitz around \((t, x)\),
2. \(y \in \mathcal{P}\mathcal{E}(W(t,x), -P) \cap \mathcal{P}\mathcal{E}(W(t,x), P)\),
3. the set-valued map \(D_T W(t,x)\) is outer semicontinuous,
4. the set \(\mathcal{E}(\overline{S}, -P)\) is closed, where

\[ S = \left\{ -L + D_T W((t,x,y); (-1, -f)), \ (f, L) \in (FL)(x) \right\}. \] (6.8)

Then we have:

\[ 0 \in \mathcal{E}\left( \overline{\bigcup_{(f,L) \in (FL)(x)} -L + D_T W((t,x,y); (-1, -f))} \right), P \] (6.9)

Knowing that \(y \in \mathcal{P}\mathcal{E}(W(t,x), P)\) and using Proposition 6.6, it is possible to conclude that the sets \(DW_t((t,x,y); (-1, -f))\) are \(P\)-bounded. Hence, (6.4) becomes

\[ L \in D_T W((t,x,y); (-1, -f)) + P, \]
or
\[ \forall (f, L) \in (FL)(x), \ 0 \in -L + D_t W((t, x, y); (-1, -f)) + P. \quad (6.10) \]

Hence, proving Proposition 6.11 amounts to proving that (6.10) implies (6.9). We provide a constructive proof below, but beforehand, we need the following two results, where Proposition 6.12 is derived in our usual general setting.

**Proposition 6.12** (Theorem 2.1, 17). Let \((x, y) \in Graph(F)\). Assume that \(P\) has a compact base. Then,
\[ \forall v \in X, \ D_t F((x, y); v) \subset DF((x, y); v). \]

**Lemma 6.13.** Under the assumptions of Proposition 6.11, the set \(cl(S)\), where \(S\) is defined by (6.8) is \(-P\)-bounded. Moreover, if \(w \in E(cl(S), -P)\), then there exists \((\mathbf{f}, \mathbf{L}) \in (FL)(x)\) such that \(w \in -\mathbf{L} + D_t W((t, x, y); (-1, -\mathbf{f})).\)

**Proof.** From Lemma 6.13 (1)-(2) and Proposition 6.12 it is enough to show that the following set is \(-P\)-bounded:
\[ \left\{ -L + DW((t, x, y); (-1, -f)), \ (f, L) \in (FL)(x) \right\}. \]

From the last statement of Proposition 6.11 applied with \(-P\), we get that the sets \(DW((t, x, y); (-1, -f))\) are \(-P\)-bounded. From there, the proof follows the same lines as the proof of Proposition 6.7.

Let \(w_k \in S\) be a sequence converging to \(w\). We have \(w_k \in -L_k + D_t W((t, x, y); (-1, -f_k))\) for some \((f_k, L_k) \in (FL)(x)\). As \((FL)(x)\) is compact, we can assume, by passing to a subsequence if necessary, that \((f_k, L_k)\) converges to \((\mathbf{f}, \mathbf{L}) \in (FL)(x)\). By assumption, \(D_t W((t, x, y))\) is outer semicontinuous. Hence \(w + \mathbf{L} \in D_t W((t, x, y); (-1, -\mathbf{f}))\), or \(w \in -\mathbf{L} + D_t W((t, x, y); (-1, -\mathbf{f})). \)

We can now proceed with the proof of Proposition 6.11. Recall that \(S\) is defined by (6.8).

**Proof [Proposition 6.11]** We build sequences \(f_k, L_k, d_k, \) and \(w_k\), as follows. Take \((f_k, L_k) \in (FL)(x)\). From (6.10), there exists \(d_k \in (-L_k + D_t W((t, x, y); (-1, -f_k))) \cap -P\). Hence, \(d_k \in S\). If \(d_k \in E(cl(S), -P)\), then the proof is complete. Otherwise, there exists \(w_k \in cl(S)\) such that \(w_k \in d_k + P \setminus \{0\}\). As \(cl(S)\) is externally stable with respect to \(-P\), without loss of generality, we can assume that \(w_k \in E(cl(S), -P)\). From Lemma 6.13, there exists \((f_{k+1}, L_{k+1}) \in (FL)(x)\) such that \(w_k \in -L_{k+1} + D_t W((t, x, y); (-1, -f_{k+1})).\) If \(w_k \in -P\), the proof is complete. Otherwise, \(w_k \in -P^c\). Repeat now the procedure by choosing \(d_{k+1} \in (-L_{k+1} + D_t W((t, x, y); (-1, -f_{k+1}))) \cap -P\) using (6.10). To summarize, the sequences \(f_k, L_k, d_k, \) and \(w_k\), satisfy:

1. \(w_k \in d_k + P \setminus \{0\}\),
2. \(w_k \in E(cl(S), -P)\).

Start with \((f_0, L_0) \in (FL)(x), d_0 \in (-L_0 + D_t W((t, x, y); (-1, -f_0))) \cap -P\). Then,
3. \( w_k \in -L_{k+1} + D_1 W((t, x, y); (-1, -f_{k+1})) \) for some \((f_{k+1}, L_{k+1}) \in (FL)(x)\),
4. \( w_k \in -P^c \),
5. \( d_{k+1} \in -L_{k+1} + D_1 W((t, x, y); (-1, -f_{k+1})) \),
6. \( d_{k+1} \in -P \).

As \((FL)(x)\) is compact, by passing to a subsequence if necessary, we can assume that
\((f_k, L_k)\) converges to \((\bar{f}, \bar{L}) \in (FL)(x)\). Consider now the recession cone of the set
\( \{(d_k, w_k), k \in N\} \). Take \((\bar{d}, \bar{w}) \in \{(d_k, w_k), k \in N\}^+\), i.e., let \(h_k \to 0^+\) be such that
\(h_k d_k \to \bar{d}\) and \(h_k w_k \to \bar{w}\). From (1) and (6) above, we get
\[
\bar{d} - \bar{w} \in -P,
\]
(6.11)

\[
\bar{d} \in -P,
\]
(6.12)

We show now that necessarily \((\bar{w}, \bar{z}) = (0, 0)\). From Proposition 6.12 we have
d\(D_1 W((t, x, y); (-1, -f_{k+1})) \subset DW((t, x, y); (-1, -f_{k+1}))\). Hence, \(w_k + L_{k+1} \in DW((t, x, y); (-1, -f_{k+1}))\).
Moreover, from Proposition 6.13 the set-valued map \(DW(x, y)\) is Lipschitz. Hence,
along the lines of the proof of Proposition 6.7 it can be shown that \(\bar{w} \in DW((t, x, y); (-1, -\bar{f}))^+\).
A similar argument also gives \(\bar{d} \in DW((t, x, y); (-1, -\bar{f}))^+\). Hence, from (6.12), \(\bar{d} \in DW((t, x, y); (-1, -\bar{f}))^+ \cap -P\), but we know that the set
\(DW((t, x, y); (-1, -\bar{f}))\) is \(P\)-bounded, hence \(\bar{d} = 0\). Therefore, from (6.11), we get that \(\bar{w} \in P\). Hence,
\(\bar{w} \in DW((t, x, y); (-1, -\bar{f}))^+ \cap -P\). But, we know that the set
\(DW((t, x, y); (-1, -\bar{f}))\) is \(-P\)-bounded, hence \(\bar{w} = 0\). Finally, \((\bar{d}, \bar{w}) = (0, 0)\), and therefore the set
\(\{(d_k, w_k), k \in N\}\) is bounded (Lemma 3.2.1 [16, p. 52]).

By passing to a subsequence if necessary, we can therefore assume that \(d_k\) converges to \(\bar{d}\) and that \(w_k\) converges to \(\bar{w}\). By assumption, \(D_1 W(t, x, y)\) is outer semicontinuous,
hence \(\bar{d} + L \leq \bar{w} + L \in D_1 W((t, x, y); (-1, -\bar{f}))\). From (1) above, we get \(\bar{d} - \bar{w} \in -P\),
or \(\bar{d} + L - (\bar{w} + L) \in -P\). \(\bar{d} + L \) and \(\bar{w} + L\) are both minimal elements, hence we
must have \(\bar{d} + L = \bar{w} + L\), or \(\bar{d} = \bar{w}\). From (6) above, we get \(\bar{d} \in -P\), hence \(\bar{w} \in -P\).
Finally, recall that the \(\bar{w}\) is the limit of the sequence \(w_k \in E(cl(S), -P)\), which is a closed
set by assumption. Hence, \(\bar{w} \in E(cl(S), -P) \cap -P\), which completes the proof. \(\square\)

### 6.4. The case \(p = 1\)

In this section, we show that, when \(p = 1\) and \(P = \mathbb{R}^+\),
the notion of lower Dini solution for single objective optimal control problems is
retrieved from Definition 6.2. In this case, \(W\) is a set-valued map from \(I \times \mathbb{R}^n\)
As, by definition, \(W\) is an extremal element map, it follows from (6.1) and (6.2) that
the values of \(W\) reduce to singletons. Hence, we can write \(W(t, x) = \{w(t, x)\}\), where
\(w\) is a function from \(I \times \mathbb{R}^n\) to \(\mathbb{R}\).

To go further, we need the following proposition which relates the contingent
epi-derivative and the lower generalized Dini derivative for extended real-valued functions.

**Proposition 6.14** ([11 p. 225]). Let \((t, x) \in I \times \mathbb{R}^n\) and \((\tau, v) \in \mathbb{R}^{n+1}\). Then,
by definition of the contingent epi-derivative \(D_1 w((t, x); (\tau, v)) : \mathbb{R}^{n+1} \to \mathbb{R} \cup \{-\infty, +\infty\}\):
\[
\forall u \in Dw((t, x); (\tau, v)), \quad D_1 w((t, x); (\tau, v)) \leq u.
\]
(6.13)

Moreover,
\[
D_1 w((t, x); (\tau, v)) = \liminf_{h \to 0^+} \frac{w(t + hs, x + hp) - w(t, x)}{h}.
\]
Hence,

\[ D_T w((t, x); (\tau, v)) = \partial^- w((t, x); (\tau, v)), \]  

(6.14)

where \( \partial^- w((t, x); (\tau, v)) \) denotes the lower generalized Dini derivative of \( w \) at \((t, x)\) in the direction \((\tau, v)\).

As \( DW((t, x, w(t, x)); (\tau, v)) = Dw((t, x); (1, f)), \) (6.3) therefore writes

\[ -L \in Dw((t, x); (1, f)). \]

Hence, from (6.13)-(6.14),

\[ \partial^- w((t, x); (1, f)) \leq -L, \]

or

\[ \inf_{(f, L) \in (FL)(x)} L + \partial^- w((t, x); (1, f)) \leq 0. \]  

(6.15)

Accordingly, (6.4) writes

\[ \forall (f, L) \in (FL)(x), \ L \in Dw((t, x); (-1, -f)). \]

Hence, from (6.13)-(6.14),

\[ \forall (f, L) \in (FL)(x), \ \partial^- w((t, x); (-1, -f)) \leq L, \]

or

\[ \sup_{(f, L) \in (FL)(x)} -L + \partial^- w((t, x); (-1, -f)) \leq 0. \]  

(6.16)

Finally,

\[ w(T, x) = 0. \]  

(6.17)

Equations (6.15)-(6.17) precisely correspond to the notion of lower Dini solution for single objective optimal control problems.

Equations (6.15) and (6.16) can also be directly obtained from Propositions 6.3 and 6.11. First, observe that \( w(t, x) \) is a properly minimal element of the set \( W(t, x) \) with respect to \(-P\) and \( P\), i.e., \( w(t, x) \in P\mathcal{E}(W(t, x), -P) \cap P\mathcal{E}(W(t, x), P) \). Assume now that \( W \) is Lipschitz around \((t, x)\), then it follows that \( w \) is also Lipschitz. Hence, from Propositions 6.11 and 4.6, the sets \( D_T W((t, x, w(t, x)); (\tau, v)) \) are nonempty and reduce to singletons. More precisely, we have

\[ D_T W((t, x, w(t, x)); (\tau, v)) = \{ D_T w((t, x); (\tau, v)) \}. \]

Hence, (6.6) from Proposition 6.3 yields

\[ 0 \in \mathcal{E}\left(\left\{ L + \partial^- w((t, x); (1, f)), \ (f, L) \in (FL)(x) \right\}\right), P + P, \]
which is precisely (6.15). For Proposition 6.11 note that Assumptions 3 and 4 are automatically satisfied. Indeed, the set-valued map $D_t \mathcal{W}(t, x, u(t, x))$ is Lipschitz and takes closed values, i.e., singletons, hence it is outer semicontinuous. Moreover, the set $\mathcal{E}(\text{cl}(S), -P)$ in Assumption 4 reduces to a singleton, hence it is closed. Finally, (6.9) yields

$$0 \in \mathcal{E}\left(\text{cl}\left\{ -L + \partial^- w((t, x); (-1, -f)) \right\}, -P \right) + P,$$

which is precisely (6.16).

7. The set-valued return function $V$ is a generalized contingent solution for (MOC). In this section, we first show that the set-valued return function is a generalized contingent solution for (MOC). We then prove that the set-valued map $V_t$ is outer semicontinuous.

**Proposition 7.1.** The set-valued return function $V$ is a generalized contingent solution for (MOC).

**Proof.** First, we need to show that $V$ is an extremal element map. The fact that (6.1) and (6.2) hold follows directly from the definition of $V$. It remains to show that $V$ satisfies (6.3)-(6.5). The proofs for (6.3) and (6.4) are respectively postponed to §7.1 and §7.2. For (6.5), this again follows directly from the definition of $V$. □

**Proposition 7.2.** The set-valued map $V_t$ is outer semicontinuous on $I \times \mathbb{R}^n$.

**Proof.** Let $(t, x) \in I \times \mathbb{R}^n$. From Corollary 4.7 the set $\text{cl}(Y(t, x))$ is externally stable. Hence,

$$V(t, x) + P = \text{cl}(Y(t, x)) + P.$$

Therefore, showing that the set-valued map $V_t$ is outer semicontinuous amounts to showing that the set-valued map $\text{cl}(Y(t, x)) + P$ is outer semicontinuous at $(t, x)$. But, this follows from the fact that the set $\text{cl}(Y(t, x)) + P$ is closed and the set-valued map $Y$ is Lipschitz (Corollary 2.3). □

**7.1.** $V$ satisfies (6.3). For the developments below, we need the two estimates contained in the following lemma.

**Lemma 7.3.** For $(t, x) \in [0, T) \times \mathbb{R}^n$ and $u(\cdot) \in \mathcal{U}$, one has

$$\frac{1}{\tau} \int_t^{t+\tau} f(x(s; t, x, u(\cdot)), u(s)) \, ds = \frac{1}{\tau} \int_t^{t+\tau} f(x, u(s)) \, ds + o(1),$$  \hspace{1cm} (7.1)

and

$$\frac{1}{\tau} \int_t^{t+\tau} L(x(s; t, x, u(\cdot)), u(s)) \, ds = \frac{1}{\tau} \int_t^{t+\tau} L(x, u(s)) \, ds + o(1),$$  \hspace{1cm} (7.2)

as $\tau \to 0^+$ independently of $u(\cdot)$.

**Proof.** The first estimate (7.1) follows from the Lipschitz assumption, see (2.1), and the boundedness assumption, see (2.2), on $f$, while the second estimate (7.2) follows from the Lipschitz assumption on $L$, see (2.0), and the boundedness assumption on $f$, see (2.2). □
Let \((t, x) \in [0, T) \times \mathbb{R}^n\) and \(y \in V(t, x)\). We have \(y \in V(t, x) \subset \text{cl}(Y(t, x))\). Hence, \(\forall \epsilon_k \to 0^+\), there exists \(\tilde{y}_k \in Y(t, x)\) such that \(\|y - \tilde{y}_k\| < \epsilon_k\). Choose a sequence \(\tau_k \to 0^+\) such that \(\epsilon_k/\tau_k \to 0^+\) (e.g. \(\tau_k = \sqrt{\epsilon_k}\)). From Lemma 5.3, there exists \(u_k(\cdot) \in \mathcal{U}\) such that
\[
\tilde{y}_k \in \int_t^{t+\tau_k} L(x(s; t, x, u_k(\cdot)), u_k(s)) \, ds + V(t + \tau_k, x(t + \tau_k; t, x, u_k(\cdot))) + P;
\]
or
\[
y \in \int_t^{t+\tau_k} L(x(s; t, x, u_k(\cdot)), u_k(s)) \, ds + V(t + \tau_k, x(t + \tau_k; t, x, u_k(\cdot))) + P + \epsilon_k B. \quad (7.3)
\]
From (7.1) and (7.2), we have:
\[
x(t + \tau_k; t, x, u_k(\cdot)) = x + \int_t^{t+\tau_k} f(x, u_k(s)) \, ds + \tau_k o(1),
\]
and
\[
\int_t^{t+\tau_k} L(x(s; t, x, u_k(\cdot)), u_k(s)) \, ds = \int_t^{t+\tau_k} L(x, u_k(s)) \, ds + \tau_k o(1),
\]
independently from \(u_k(\cdot)\). Moreover,
\[
\left(\frac{1}{\tau_k} \int_t^{t+\tau_k} L(x, u_k(s)) \, ds, \frac{1}{\tau_k} \int_t^{t+\tau_k} f(x, u_k(s)) \, ds\right) \in (FL)(x).
\]
From Lemma 6.8, the set \((FL)(x)\) is compact. Hence, by passing to a subsequence if necessary, we can assume that there exists \((\overline{t}, \overline{L}) \in (FL)(x)\) such that
\[
\left(\frac{1}{\tau_k} \int_t^{t+\tau_k} L(x, u_k(s)) \, ds, \frac{1}{\tau_k} \int_t^{t+\tau_k} f(x, u_k(s)) \, ds\right) \to (\overline{t}, \overline{L}) \quad \text{as} \quad k \to \infty.
\]
Hence, we can write
\[
x(t + \tau_k; t, x, u_k(\cdot)) = x + \tau_k (\overline{t} + o(1)),
\]
and
\[
\int_t^{t+\tau_k} L(x(s; t, x, u_k(\cdot)), u_k(s)) \, ds = \tau_k (\overline{L} + o(1)).
\]
Substituting these two equalities into (7.3) yields
\[
y + \tau_k (-\overline{L} + o(1)) \in V(t + \tau_k, x + \tau_k (\overline{t} + o(1))) + P + \epsilon_k B,
\]
or using the fact that \(\epsilon_k = o(\tau_k)\),
\[
y + \tau_k (-\overline{L} + o(1)) \in V(t + \tau_k, x + \tau_k (\overline{t} + o(1))) + P.
\]
But this precisely corresponds to the definition of the contingent derivative of \(V_\tau\) at \((t, x, y)\) in the direction \((1, \overline{t})\). Hence,
\[
-\overline{L} \in DV_\tau((t, x, y); (1, \overline{t})),
\]
which is (6.8).
7.2. $V$ satisfies (6.3). For the developments below, we need the following technical lemma.

**Lemma 7.4 (§ p. 129).** Let $(t, x) \in (0, T] \times \mathbb{R}^n$, we have

$$(FL)(x) = \left\{ g = (f, L) \in \mathbb{R}^{n+p} : g = \lim_{k \to \infty} \frac{1}{\tau_k} \int_{t-\tau_k}^{t} (f(x, u_k(s)), L(x, u_k(s))) \, ds \text{ for some } \tau_k \to 0^+ \text{ and } u_k(\cdot) \in \mathcal{U} \right\}.$$  

Let $(t, x) \in (0, T] \times \mathbb{R}^n$, $u(\cdot) \in \mathcal{U}$, and $y \in V(t, x)$. Let $\delta \to z(0; x, u(\cdot))$ be the solution to

$$\begin{align*}
\dot{z}(\delta) &= -f(z(\delta), u(t-\delta)), \quad 0 \leq \delta \leq \tau, \\
z(0) &= x.
\end{align*}$$

The function $\delta \to z(0; x, u(\cdot))$ and the trajectory $s \to x(s; t-\tau, z(0; x, u(\cdot)), u(\cdot))$ satisfy

$$x(t-\delta; t-\tau, z(0; x, u(\cdot)), u(\cdot)) = z(0; x, u(\cdot)), \quad 0 \leq \delta \leq \tau,$$

and therefore, $x(t; t-\tau, z(0; x, u(\cdot)), u(\cdot)) = z(0; 0, x, u(\cdot)) = x$. Hence, applying Lemma 5.2 to the trajectory $s \to x(s; t-\tau, z(0; x, u(\cdot)), u(\cdot))$ on the interval $[t-\tau, t]$ gives

$$\int_{t-\tau}^{t} L(x(s; t-\tau, z(0; x, u(\cdot)), u(\cdot)), u(s)) \, ds + V(t, x) \subset \text{cl}(Y(t-\tau, z(0; x, u(\cdot)))),$$

or, as $\text{cl}(Y(t, x))$ is externally stable from Corollary 4.7

$$\int_{t-\tau}^{t} L(x(s; t-\tau, z(0; x, u(\cdot)), u(\cdot)), u(s)) \, ds + V(t, x) \subset V(t-\tau, z(0; x, u(\cdot))) + P. \tag{7.4}$$

Now, let $(f, L) \in (FL)(x)$. From Lemma 7.3 there exist $\tau_k \to 0^+$ and $u_k(\cdot) \in \mathcal{U}$ such that

$$f = \lim_{k \to \infty} \frac{1}{\tau_k} \int_{t-\tau_k}^{t} f(x, u_k(s)) \, ds, \quad \text{and} \quad L = \lim_{k \to \infty} \frac{1}{\tau_k} \int_{t-\tau_k}^{t} L(x, u_k(s)) \, ds.$$

We have:

$$z(\tau_k; 0, x, u_k(\cdot)) = x - \int_{0}^{\tau_k} f(z(\delta; 0, x, u_k(\cdot)), u_k(t-\delta)) \, d\delta.$$

As in 7.1 it can be shown that

$$z(\tau; 0, x, u(\cdot)) = x - \tau_k(f + o(1)),$$

and

$$\int_{t-\tau_k}^{t} L(x(s; t-\tau_k, z(\tau_k; 0, x, u_k(\cdot)), u_k(\cdot)), u_k(s)) \, ds = \tau_k(L + o(1)),$$
as \( \tau_k \to 0^+ \) independently of \( u_k(\cdot) \). Substituting these two equalities into \((7.4)\) yields

\[
\tau_k (L + o(1)) + V(t,x) \in V(t - \tau_k, x - \tau_k (f + o(1))) + P,
\]

or

\[
y + \tau_k (L + o(1)) \in V(t - \tau_k, x - \tau_k (f + o(1))) + P.
\]

But this precisely corresponds to the definition of the contingent derivative of \( V_t \) at \((t,x,y)\) in the direction \((-1,-f)\). Hence,

\[
\forall (f,L) \in (FL)(x), \ L \in DV_t((t,x,y);(-1,-f)),
\]

which is \((6.4)\).

8. Generalized proximal solution for \((MOC)\). The notion of proximal solution to the Hamilton-Jacobi Equation for finite-horizon single objective optimal control problems was introduced in [13] p. 454. In this section, using the concept of coderivative for set-valued maps, we extend this notion to \((MOC)\). We call this extended notion generalized proximal solution for \((MOC)\).

8.1. Definition. Definition 8.1. An extremal element map from \( I \times \mathbb{R}^n \) to \( \mathbb{R}^p \) is said to be a generalized proximal solution for \((MOC)\) if:

- For all \((t,x) \in (0,T) \times \mathbb{R}^n\), for all \( y \in W(t,x) \), and for all \( w^* \in \mathbb{R}^p \) such that \( D^* W_t(t,x,y)(w^*) \neq \emptyset \),

\[
\forall (\xi^*,v^*) \in D^* W_t(t,x,y)(w^*), \ \xi^* + \inf_{(f,L) \in (FL)(x)} \langle v^*,f \rangle + \langle w^*,L \rangle = 0. \quad (8.1)
\]

- For all \( x \in \mathbb{R}^n \),

\[
W_t(0,x) \subset \limsup_{t \to 0^+, \ x' \to x} W_t(t,x') \text{ and } W_t(T,x) \subset \limsup_{t \to T^-, \ x' \to x} W_t(t,x'). \quad (8.2)
\]

- For all \( x \in \mathbb{R}^n \),

\[
W(T,x) = \{0\}. \quad (8.3)
\]

8.2. The case \( p = 1 \). In [6,4] we have shown that \( W(t,x) = \{w(t,x)\} \), where \( w \) is a function from \( I \times \mathbb{R}^n \) to \( \mathbb{R} \). Hence, recalling that \( P = \mathbb{R}^+ \), we have \( gph(W_t) = \text{epi}(w) \). Therefore, \( N_{\text{epi}(w)}(t,x,w(t,x)) = N_{\text{epi}(w)}(t,x,w(t,x)) \), or

\[
\partial w(t,x) = D^* W_t(t,x,w(t,x))(1), \quad (8.4)
\]

where \( \partial w(t,x) \) is the proximal subdifferential of \( w \) at \((t,x)\) [13] P. 135]. Note that, again, we use the notation \( \partial \) for the proximal subdifferential instead of the traditional notation \( \partial P \) to avoid any possible confusion with the ordering cone \( P \). Substituting \((8.4)\) in \((8.1)\) yields

\[
\forall (\xi^*,v^*) \in \partial w(t,x), \ \xi^* + \inf_{(f,L) \in (FL)(x)} \langle v^*,f \rangle + L = 0,
\]

To retrieve the notion of proximal solution for finite-horizon single objective optimal control problems, it remains to show that \((8.2)\) yields:

\[
w(0,x) \geq \liminf_{t \to 0^+, \ x' \to x} w(t,x') \text{ and } w(T,x) \geq \liminf_{t \to T^-, \ x' \to x} w(t,x').
\]

We only prove below the first inequality. From \((8.2)\), there exist \( t_k \to 0^+, \ x_k \to x, \ y_k \to w(0,x) \) such that \( y_k \in W_{t_k}(t_k,x_k) = \{w(t_k,x_k)\} + \mathbb{R}^+ \). Hence, \( y_k \geq w(t_k,x_k) \), from which follows that \( w(0,x) \geq \liminf_{t \to 0^+, \ x' \to x} w(t,x') \).
8.3. From generalized contingent solution to generalized proximal solution. In this section, we show that if a set-valued map is a generalized contingent solution for (MOC), then it is also a generalized proximal solution for (MOC).

Proposition 8.2. Let \( W \) be a generalized contingent solution for (MOC). Then \( W \) is generalized proximal solution for (MOC).

Proof. We first check that (8.1) is obtained. Let \((\xi^*, v^*) \in D^*W_\uparrow(t, x, y)(w^*)\). Then, \((\xi^*, v^*, -w^*) \in N_{gph(W_\uparrow)}(t, x, y)\). Hence, for all \((\xi, v, w) \in T_{gph(W_\uparrow)}(t, x, y)\),

\[
\xi^* + \langle v, v^* \rangle + \langle w, -w^* \rangle \leq 0. \tag{8.5}
\]

From (8.3), there exists \((\bar{f}, \bar{L}) \in (FL)(x)\) such that

\[
-\bar{L} \in DW_\uparrow((t, x, y); (1, \bar{f})),
\]

or \((1, \bar{f}, -\bar{L}) \in T_{gph(W_\uparrow)}(t, x, y)\). Hence, from (8.5), we get:

\[
\xi^* + \langle \bar{f}, v^* \rangle + \langle -\bar{L}, -w^* \rangle \leq 0,
\]

or

\[
\xi^* + \inf_{(f, L) \in (FL)(x)} \langle v^*, f \rangle + \langle w^*, L \rangle \leq 0. \tag{8.6}
\]

Also, from (6.4), for all \((f, L) \in (FL)(x)\),

\[
L \in DW_\uparrow((t, x, y); (-1, -f)),
\]

or \((-1, -f, L) \in T_{gph(W_\uparrow)}(t, x, y)\). Hence, from (8.5), we get:

\[
-\xi^* + \langle -f, v^* \rangle + \langle L, -w^* \rangle \leq 0,
\]

or

\[
\xi^* + \inf_{(f, L) \in (FL)(x)} \langle v^*, f \rangle + \langle w^*, L \rangle \geq 0. \tag{8.7}
\]

Combining (8.6) and (8.7) yields (8.1).

We turn out to checking that (8.2) is obtained. We only check the first condition in (8.2), as checking the second condition is similar. Let \( y \in W_\uparrow(0, x) \). We have \( y = \bar{y} + d \) with \( \bar{y} \in W(0, x) \) and \( d \in P \). From (6.3), there exists \((\bar{f}, \bar{L}) \in (FL)(x)\) such that

\[
-\bar{L} \in DW_\uparrow((0, x, \bar{y}); (1, \bar{f})).
\]

By definition of the contingent derivative, there exist sequences \( t_k \to 1 \), \( f_k \to \bar{f} \), \( L_k \to \bar{L} \), and \( h_k \to 0^+ \) such that

\[
\bar{y} + h_k(-L_k) \in W_\uparrow(h_k t_k, x + h_k f_k).
\]

Hence,

\[
y + h_k(-L_k) \in W_\uparrow(h_k t_k, x + h_k f_k),
\]

with \( y + h_k(-L_k) \to y, h_k t_k \to 0^+, \) and \( x + h_k f_k \to x \). This shows that \( y \in \limsup_{t \to 0^+, \ x' \to x} W_\uparrow(t, x') \) and therefore the first condition in (8.2) is obtained. \( \square \)
8.4. Uniqueness. In this section, we first provide in Theorem 8.3 a characterization of set-valued maps satisfying (8.1). The proof of this theorem follows very closely the proof of Theorem 12.3.7 [13, p. 460] for single objective optimal control problems. Using Theorem 8.3 and the concept of extremal element maps, we are able to prove in Corollary 8.5 that the set-valued return function $V$ is the unique generalized contingent and proximal solution for (MOC).

Theorem 8.3. Let $W$ be a set-valued map from $I \times \mathbb{R}^n$ to $\mathbb{R}^p$. Assume the following for $W$:

1. $W_t$ is an outer semicontinuous set-valued map.
2. For all $(t, x) \in (0, T) \times \mathbb{R}^n$, $y \in W(t, x)$, and $w^* \in \mathbb{R}^p$ such that $D^*W_t(t, x, y)(w^*) \neq \emptyset$, we have:
   \[ \forall (\xi^*, v^*) \in D^*W_t(t, x, y)(w^*), \xi^* + \min_{(f, L) \in (FL)(x)} \langle v^*, f \rangle + \langle w^*, L \rangle = 0. \] (8.8)
3. For all $x \in \mathbb{R}^n$,
   \[ W_t(0, x) \subset \limsup_{t \to 0^+, x' \to x} W_t(t, x'), \quad \text{and} \quad W_t(T, x) \subset \limsup_{t \to T^-, x' \to x} W_t(t, x'). \]
4. For all $x \in \mathbb{R}^n$, $W(T, x) = 0$.

Then, $\forall (t, x) \in I \times \mathbb{R}^n$,

\[ V(t, x) \subset W_t(t, x), \] (8.9)

and

\[ W(t, x) \subset V_t(t, x). \] (8.10)

Proof.

Proof of (8.3): the proof of (8.3) uses the Strong Invariance Theorem for Time-Varying Systems (Theorem 12.2.4 [13, pp. 449–452]).

Let $(t, x) \in [0, T) \times \mathbb{R}^n$ and $u(\cdot) \in U$. For $s \in [0, T - t]$, define:

- $\bar{x}(s; t, x, u(\cdot)) = x(T - s; t, x, u(\cdot))$.
- $\bar{a}(s; t, x, u(\cdot)) = \int_{T-s}^T L(x(\tau; t, x, u(\cdot)), u(\tau)) \, d\tau$.
- $(FL)(x) = \text{cl}(\text{co}((-f(x, u), L(x, u)), \ u \in U))$.
- $\bar{W}(s, x) = W(T - s, x)$.

It is easy to check that $s \to (\bar{x}(s; t, x, u(\cdot)), \bar{a}(s; t, x, u(\cdot)))$ is a solution of the following differential inclusion:

\[
\begin{cases}
(\dot{x}(s), \dot{a}(s)) & \in (FL)(x(s)), \ a.e. \ s \in [0, T - t], \\
(x(0), a(0)) & = (x(T; t, x, u(\cdot)), 0).
\end{cases}
\]

Moreover, as $(\xi^*, v^*) \in D^*W_t(t, x, y)(w^*)$ implies that $(-\xi^*, v^*) \in D^*\bar{W}_t(t, x, y)(w^*)$, from (8.3), we get:

\[ \forall (f, L) \in (FL)(x), \xi^* + \langle v^*, f \rangle - \langle w^*, L \rangle \leq 0. \] (8.11)
Define now the set-valued map $\overline{Q}$ from $[0, T - t]$ to $\mathbb{R}^{n+p}$ by

$$\overline{Q}(s) = \{(x, a), \ a \in \overline{W}_T(s, x)\},$$

and consider the following constrained optimal control problem:

$$\begin{cases}
(\dot{x}(s), \dot{a}(s)) \in (\overline{FL})(x(s)), \ a.e. \ s \in [0, T - t], \\
(x(0), a(0)) = (x(T; t, x, u(\cdot)), 0), \\
(x(s), a(s)) \in \overline{Q}(s) \text{ for all } s \in [0, T - t].
\end{cases}$$

Our objective is to apply the Strong Invariance Theorem for Time-Varying Systems to this problem. To do so, we need to check that the conditions required to apply this theorem are satisfied. First, as $W(T, x) = 0$ by assumption 4, we have $\overline{Q}(0) = \mathbb{R}^n \times P$ and hence $(x(0), a(0)) \in \overline{Q}(0)$.

The condition $(x(0), a(0)) \in \limsup_{s \to 0^+} \overline{Q}(s)$ directly follows from assumption 3. Moreover, from the assumptions in §3 the set-valued map $\overline{FL}$ possesses the required properties, and $\text{gph}(\overline{Q})$ is closed as $\text{gph}(\overline{Q}) = \text{gph}(\overline{W}_T)$ and $\overline{W}_T$ is outer semicontinuous by assumption 1. It remains to show the “inward-pointing” condition. Hence, let $(s, x, a) \in \text{gph}(\overline{Q})$ with $s \in (0, T - t)$ at which $N_{\text{gph}(\overline{Q})}(s, x, a)$ is nonempty. Take any vector $(\xi^*, v^*, w^*) \in N_{\text{gph}(\overline{Q})}(s, x, a)$, we need to show that

$$\xi^* + \max_{(f, L) \in (\overline{FL})(x)} \langle (v^*, w^*), (f, L) \rangle \leq 0,$$

or

$$\forall (f, L) \in (\overline{FL})(x), \ \xi^* + \langle v^*, f \rangle + \langle w^*, L \rangle \leq 0.$$

As already mentioned, $\text{gph}(\overline{Q}) = \text{gph}(\overline{W}_T)$. Hence, $N_{\text{gph}(\overline{Q})}(s, x, a) = N_{\text{gph}(\overline{W}_T)}(s, x, a)$, and by definition of the coderivative $(\xi^*, v^*) \in D^*\overline{W}_T(s, x, a)(-w^*)$. Hence, from §6.11, we get:

$$\forall (f, L) \in (\overline{FL})(x), \ \xi^* + \langle v^*, f \rangle + \langle w^*, L \rangle \leq 0,$$

which is what was needed to show.

The Strong Invariance Theorem for Time-Varying Systems therefore gives that for all $(t, x) \in [0, T) \times \mathbb{R}^n$, $u(\cdot) \in U$, and $s \in [0, T - t]$,

$$(\dot{x}(s; t, x, u(\cdot)), \dot{a}(s; t, x, u(\cdot))) \in \overline{Q}(s),$$

or $\tilde{a}(s; t, x, u(\cdot)) \in \overline{W}_T(s, x)$.

Hence, for $s = T - t$,

$$\tilde{a}(T - t; t, x, u(\cdot)) = J(t, T, t, x, u(\cdot)) \in \overline{W}_T(T - t; t, x, u(\cdot)) = W_T(t, x).$$

This holds for all control $u(\cdot) \in U$. Hence, the objective space $Y(t, x)$ satisfies the inclusion

$$Y(t, x) \subset W_T(t, x),$$

or, as $W_T$ takes as values closed sets,

$$V(t, x) \subset \text{cl}(Y(t, x)) \subset W_T(t, x).$$
From assumption 4 and recalling that \( V(T,x) = \{0\} \), we finally get (8.11) for all \((t,x) \in I \times \mathbb{R}^n\).

Proof of (8.11): the proof of (8.11) uses the Weak Invariance Theorem for Time-Varying Systems (Theorem 12.2.2 [18] pp. 446–448).

Take an arbitrary point \((t,x) \in [0,T) \times \mathbb{R}^n\) and \(y \in W(t,x)\). Define the set-valued map \(Q:\mathbb{R}^{n+p} \to \mathbb{R}^n\) by

\[
Q(s) = \{(x,a), \ a \in W\uparrow(s,x)\},
\]

and consider the following optimal control problem:

\[
\begin{cases}
(\dot{x}(s), a(s)) & \in (\widetilde{FL})(x(s)), \text{ a.e. } s \in [t,T], \\
(x(t), a(t)) & = (x,y), \\
(x(s), a(s)) & \in Q(s) \text{ for all } s \in [t,T],
\end{cases}
\]

where \((\widetilde{FL})(x) = \text{cl}(\text{co}((\{f(x,u), -L(x,u), \ u \in U\})))\). Our objective is to apply the Weak Invariance Theorem for Time-Varying Systems to this problem. To do so, we need to check that the conditions required to apply this theorem are satisfied. First, as \(y \in W(t,x)\), \((x(t), a(t)) \in Q(t)\). The condition \((x(0), a(0)) \in \limsup_{s \to 0^+} Q(s)\) directly follows from assumption 3. Moreover, from the assumptions in (8.8), the set-valued map \(FL\) possesses the required properties, and \(\text{gph}(Q)\) is closed as \(\text{gph}(Q) = \text{gph}(W)\) and \(W\uparrow\) is outer semicontinuous by assumption 1. It remains to show the "inward-pointing" condition. Let \((s,x,a) \in \text{gph}(Q)\) with \(s \in (t,T)\) at which \(N_{\text{gph}(Q)}(s,x,a)\) is nonempty. Take any vector \((\xi^*, v^*, w^*) \in N_{\text{gph}(Q)}(s,x,a)\), we need to show that

\[
\xi^* + \min_{(f,L) \in (FL)(x)} \langle (v^*, w^*), (f,L) \rangle \leq 0,
\]

or

\[
\xi^* + \min_{(f,L) \in (FL)(x)} \langle v^*, f \rangle + \langle w^*, L \rangle \leq 0.
\]

As already mentioned, \(\text{gph}(Q) = \text{gph}(W)\). Hence, \(N_{\text{gph}(Q)}(s,x,a) = N_{\text{gph}(W)}(s,x,a)\), and by definition of the coderivative \((\xi^*, v^*) \in D^\ast W\uparrow(s,x,a)(-w^*)\). Hence, from (8.8), we get:

\[
\xi^* + \min_{(f,L) \in (FL)(x)} \langle v^*, f \rangle + \langle -w^*, L \rangle \leq 0,
\]

or

\[
\xi^* + \min_{(f,L) \in (FL)(x)} \langle v^*, f \rangle + \langle w^*, L \rangle \leq 0,
\]

which is what was needed to show.

The Weak Invariance Theorem for Time-Varying Systems therefore gives that there exists a function \(s \in [t,T) \to (x(s), a(s))\) solution to (8.12). Hence, for all \(s \in [t,T)\), \((x(s), a(s)) \in Q(s)\), or

\[
a(s) \in W\uparrow(s,x(s)).
\]
Take \( s = T \) to get:

\[
\mathbf{a}(T) \in W_{\uparrow}(T, \mathbf{x}(T)) = P.
\]

Now, we apply the Relaxation Theorem (Theorem 2.7.2 \[18\] p. 96) to \( s \in [t, T] \rightarrow (\mathbf{x}(s), \mathbf{a}(s)) \). Hence, there exists a sequence \( \mathbf{u}_n(\cdot) \) such that

\[
\lim_{n \to \infty} \mathbf{x}(\cdot; t, \mathbf{x}, \mathbf{u}_n(\cdot)) = \mathbf{x}(\cdot) \quad \text{and} \quad \lim_{n \to \infty} \mathbf{y} + \int_t^T -\mathbf{L}(\mathbf{x}(s; t, \mathbf{x}, \mathbf{u}_n(\cdot)), \mathbf{u}_n(s)) \, ds = \mathbf{a}(\cdot).
\]

In particular, for \( s = T \), we get:

\[
\lim_{n \to \infty} \mathbf{y} - \int_t^T \mathbf{L}(\mathbf{x}(s; t, \mathbf{x}, \mathbf{u}_n(\cdot)), \mathbf{u}_n(s)) \, ds = \mathbf{a}(T).
\]

From above, we know that \( \mathbf{a}(T) \in P \). Moreover, \( \int_t^T \mathbf{L}(\mathbf{x}(s; t, \mathbf{x}, \mathbf{u}_n(\cdot)), \mathbf{u}_n(s)) \, ds = \mathbf{J}(t, T, \mathbf{x}, \mathbf{u}_n(\cdot)) \) \( \in Y(t, \mathbf{x}) \). Hence,

\[
\mathbf{y} \in \text{cl}(Y(t, \mathbf{x})) + P = V(t, \mathbf{x}) + P = V_{\uparrow}(t, \mathbf{x}).
\]

This holds for all \( \mathbf{y} \in W(t, \mathbf{x}) \), hence

\[
W(t, \mathbf{x}) \subset V_{\uparrow}(t, \mathbf{x}).
\]

From assumption 4 and recalling that \( V(T, \mathbf{x}) = \{0\} \), we finally get (8.10) for all \( (t, \mathbf{x}) \in I \times \mathbb{R}^n \).

**Corollary 8.4.** Let \( W \) be a set-valued map from \( I \times \mathbb{R}^n \) to \( \mathbb{R}^p \). Assume that \( W \) is an extremal element map. Then, under the assumptions of Theorem 8.3, we have:

\[
\forall (t, \mathbf{x}) \in I \times \mathbb{R}^n, W(t, \mathbf{x}) = V(t, \mathbf{x}).
\]

**Proof.** Let \( \mathbf{y}_1 \in V(t, \mathbf{x}) \). From (8.9), \( \mathbf{y}_1 = \mathbf{w} + \mathbf{d}_1 \) for some \( \mathbf{w} \in W(t, \mathbf{x}) \) and \( \mathbf{d}_1 \in P \). From (8.10), \( \mathbf{w} = \mathbf{y}_2 + \mathbf{d}_2 \) for some \( \mathbf{y}_2 \in V(t, \mathbf{x}) \) and \( \mathbf{d}_2 \in P \). Hence, \( \mathbf{y}_1 = \mathbf{y}_2 + \mathbf{d}_1 + \mathbf{d}_2 \). As \( W \) is an extremal element map, we must have \( \mathbf{d}_1 + \mathbf{d}_2 = 0 \), which implies \( \mathbf{d}_1 = \mathbf{d}_2 = 0 \), as \( P \) is pointed. Hence, \( \mathbf{y}_1 \in W(t, \mathbf{x}) \) which shows that \( V(t, \mathbf{x}) \subset W(t, \mathbf{x}) \). Inverting the role of \( V \) and \( W \) yields \( W(t, \mathbf{x}) \subset V(t, \mathbf{x}) \), and finally

\[
W(t, \mathbf{x}) = V(t, \mathbf{x}).
\]

Corollary 8.4 summarizes the findings of this paper.

**Corollary 8.5.** The set-valued return map \( V \) is the unique generalized contingent and proximal solution for (MOC) such that the set-valued map \( V_{\uparrow} \) is outer semicontinuous.

**Proof.** In (7) we have shown that \( V \) is a generalized contingent solution for (MOC) and that the set-valued map \( V_{\uparrow} \) is outer semicontinuous. From Proposition 8.2, it follows that \( V \) is also a generalized proximal solution for (MOC). Now, let \( W \) be a generalized proximal solution for (MOC) such that the set-valued map \( W_{\uparrow} \) is outer semicontinuous. By definition of the generalized proximal solution, \( W \) is an extremal element map and satisfies the assumptions 2, 3, and 4 of Theorem 8.3. Moreover, \( W_{\uparrow} \) is outer semicontinuous. Hence, Corollary 8.4 applies and we get \( W = V \).
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