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Abstract

In knowledge distillation, since a single, omnipotent teacher network cannot solve all problems, multiple teacher-based knowledge distillations have been studied recently. However, sometimes their improvements are not as good as expected because some immature teachers may transfer the false knowledge to the student. In this paper, to overcome this limitation and take the efficacy of the multiple networks, we divide the multiple networks into teacher and student groups, respectively. That is, the student group is a set of immature networks that require learning the teacher’s knowledge, while the teacher group consists of the selected networks that are capable of teaching successfully. We propose our online role change strategy where the top-ranked networks in the student group are able to promote to the teacher group at every iteration. After training the teacher group using the error samples of the student group to refine the teacher group’s knowledge, we transfer the collaborative knowledge from the teacher group to the student group successfully. We verify the superiority of the proposed method on CIFAR-10, CIFAR-100, and ImageNet which achieves high performance. We further show the generality of our method with various backbone architectures such as ResNet, WRN, VGG, Mobilenet, and Shufflenet.

1. Introduction

Deep learning using convolutional neural networks (CNN) is making significant progress in computer vision tasks (e.g., object detection, classification, segmentation). For making the efficient network, many trials have been studied from quantization [36, 3, 30, 19] to pruning [13, 23, 9, 10]. After Hinton’s proposal [16] on Knowledge Distillation (KD), KD methods have been proposed in various forms [31, 39, 34, 35, 38, 4, 6] but most of them leverage a pair of a single large teacher and a small student for knowledge transfer. However, there is a clear limitation to improving the performance of the student successfully because the teacher network is egocentric and complacent in spite of its good performance and note that the teacher is independently trained in advance without the consideration of the student’s characteristics. Eventually, the teacher’s knowledge is transferred from the viewpoint the teacher has learned in advance, not the direction in which the student can learn successfully, and the student network easily overfits in an undesired direction. Another limitation of KD is that when the difference of network sizes between the teacher and student networks is large, a single teacher-based KD does not properly transfer the teacher’s knowledge to the student as described in [25, 33].

Recently, the multiple teacher-based KD methods [25, 33, 43, 8] have been proposed to solve the issues mentioned above. Specifically, Teacher Assistant-based KD (TAKD) [25, 33] was proposed as a method of teaching students using multiple networks with different network sizes and online distillation methods [43, 22, 8] simultaneously learned the knowledge from the multiple networks of the similar capacity from the beginning. Most of all, the fundamental problem of the multiple network-based KD is that, as shown in Fig. 1 (a), the networks are trained by using even knowledge from immature networks. As a result, the collaborative knowledge that should be used for learning can be contaminated by the false knowledge. On the other hand, we use multiple networks of different sizes to overcome the teacher-student large gap in online KD and divide the networks into a teacher group and a student group to prevent false knowledge from being used for learning as shown in Fig. 1 (b).

In this paper, we propose a method to prevent the transfer of false knowledge. False knowledge refers to flawed information present in teacher networks, and our objective is to prevent the student networks from learning in the wrong direction by avoiding the assimilation of this false knowledge. We first deploy the multiple networks into the teacher group and the student group according to their roles. The main role of the teacher group is to educate the student network using collaborative knowledge, and the main role of the student group is to receive useful information from the teacher group and train optimally. What we need to
know at this point is that group members’ role could be changed according to their current performances on-the-fly during training and we call it **Online Role Change (ORC)** strategy. In detail, the highest-performing student in the student group is promoted to the teacher group based on its demonstrated teaching ability at every iteration. To prevent transferring false knowledge, ORC consists of three steps: Intensive teaching, Private teaching, and Group teaching. In intensive teaching, we create feedback samples for students’ incorrect predictions and train pivot teacher using them so that it can focus on intensively about their incorrect information. In order to narrow the gap with pivot teacher by further improving the teaching ability of promoted temporary teacher, private teaching is conducted by pivot teacher. Through the previous two steps, the teacher group grows into a more complementary group and group teaching is conducted to guide the student group using their collaborative knowledge. Our major contributions are summarized as follows:

- We propose the novel multiple network-based KD using ORC mechanism that effectively prevents false knowledge transfer by promoting the top-ranked student network to a temporary teacher model during training.
- We suggest three teaching methods such as intensive, private, and group teachings to achieve the successful ORC for online KD.
- We promisingly show that the proposed method outperforms various well-known KD methods in CIFAR-10, CIFAR-100, and ImageNet.

2. Related Works

We will describe two major categories of related works: KD based on a single teacher and multiple networks.

**KD based on a single teacher.** KD approaches for transferring knowledge from a pre-trained teacher network to a student network have been studied for many purposes such as reducing the computational complexity or transferring the core knowledge. The key to the basic KD approach was to mimic the knowledge (e.g., softened logits) extracted from the teacher network; Hinton et al. [16] designed the first concept of knowledge distillation. After that, Romeo et al. [31] proposed the method that allowed the student network to mimic the teacher network’s intermediate hidden layers. Zagoruyko et al. [41] used attention maps to efficiently enable students to learn teacher’s knowledge among layers. Yim et al. [39] defined the Flow of the Solution Procedure (FSP) matrix as knowledge by computing the inner product of two layers’ feature maps. Tung et al. [35] introduced similarity-preserving knowledge distillation, in which input pairings that led to similar activation in the teacher also produced a similar activation in the student. Park et al. [26] advocated defining the relations (e.g., distance-wise, angle-wise) between the outputs of the teacher and student network as knowledge. Tian et al. [34] used contrastive-based objective for transferring knowledge between deep networks in order to maximize mutual information between two networks. Xu et al. [37] demonstrated that using contrastive learning as a self-supervision task allowed a student to gain a better understanding of a teacher network. In this respect, many KD methods have been conducted on methods that allowed the student to learn success-
Fully from one teacher, but there were still limitations in that the student network could not fully learn from the teacher due to the large gap between the teacher and the student networks or the overfitting that learned even the teacher's inherent errors.

**KD based on multiple networks.** When the student model's capacity was not enough to imitate the teacher model due to the large parameter gap, Cho et al. [5] observed that knowledge distillation could not work well and suggested a strategy to address this problem by terminating teacher training early to regain unripe knowledge more suitable to the student network. Another trial to alleviate it was TAKD proposed by Mirzadeh et al. [25] where they reduced the model capacity gap between teacher and student networks through sequentially connecting assistant networks and their model capacities were midway sizes among teacher and student networks. Recently, Son et al. [33] observed an error-avalanche issue where the initial error of the teacher network increased widely through the sequential connected assistant networks, affecting the final student network. To solve this problem, they proposed the Densely Guided Knowledge Distillation (DGKD) where the whole multiple networks were densely connected to the student network. On the other hand, to overcome the overfitting to the sole teacher network, many studies based on online learning have been proposed. For example, Zhang et al. [43] presented Deep Mutual Learning (DML), in which students exchanged knowledge with each other during the training process without a well-trained teacher. After this study, Lan et al. [22] proposed On-the-fly Native Ensemble (ONE), which constructs gated ensemble logits of the training networks to enhance target network learning. Guo et al. [8] suggested online Knowledge Distillation based on Collaborative Learning (KDCL) without a pre-trained teacher. They attempted to generate a soft target that improved all students, even if there was a capacity gap among students. Chen et al. [2] introduced a two-level distillation framework using multiple auxiliary peers and a group leader during training.

In the end, KDs are largely divided into two parts. One is concerned about how to increase learning efficiency from the viewpoint of the student network, and the other is concerned about how to effectively create the good knowledge to be taught from the viewpoint of the teacher network. In this paper, we basically belong to the latter and leverage the group’s network-based knowledge distillation using online role change. We separate the teacher group and the student group, not using the whole networks like KDCL [8], and the top-ranked network of the student group can be promoted to the teacher group on-the-fly, which helps to avoid transferring false knowledge from the teacher.

3. **Online Role Change-based Group Network for Knowledge Distillation**

In this section, we provide a quick overview of KD [16] background. We detail our ORC and three teaching methods such as Intensive, Private, and Group teachings.

3.1. **Background**

The key concept of KD is extracting and transferring core knowledge from a larger teacher network to a smaller
student network to mimic the softened class probability of a teacher network. The framework of KD can be explained as follows: Let $z_T$ and $z_S$ be logits of teacher and student networks, respectively, then each network’s final output of class probability would be $P_T$ and $P_S$ defined as follows:

$$P_T = \text{softmax} \left( \frac{z_T}{\tau} \right), \quad P_S = \text{softmax} \left( \frac{z_S}{\tau} \right),$$

where $\tau$ is the temperature parameter controlling the softening of the class probability. The Kullback-Leibler (KL) divergence is used to calculate the loss of KD. Original supervised loss ($L_{CE}$), the cross-entropy ($H$), and knowledge distillation loss ($L_{KD}$) can be explained as follows:

$$L_{CE} = H(y, P(x)), \quad L_{KD} = \tau^2 KL(P_S(x), P_T(x)),$$

where $y$ is a one-hot vector label, $P(x)$ is the class probability distribution: $P(x) = \text{softmax}(z)$. The student’s total loss ($L_S$) is a combination of the supervision cross-entropy loss $L_{CE}$ and the KD loss $L_{KD}$, as described below:

$$L_S = (1 - \beta)L_{CE} + \beta L_{KD},$$

where $\beta$ is the balance parameter of $L_{CE}$ and $L_{KD}$.

### 3.2. Proposed Method

We propose the multiple network-based KD in an online manner like KDCL [8] where the multiple network sizes are different to bridge the parameter gap between the teacher and student networks [25]. When training in an online manner, it is possible to deliver knowledge that is easier for students to resemble by reducing the capacity gap between teachers and students. Also, DGKD [33] has observed that the student network’s performance did not improve significantly due to the transfer of false knowledge of some teachers in multiple network-based KD. As shown in the previous work of Fig. 1 (a), it shows that the student is constantly confused in the process of training due to the teacher’s false knowledge. The overall training framework can be confirmed through Fig. 2.

**Promotion Between Teacher and Student Group** Before explaining the training process, we first talk about the requirements for promotion. To alleviate the problems of the previous study, we do not put all eggs in one basket as shown in Fig. 2 but divide the multiple networks into teacher group and student group. The teacher group includes the pivot teacher which is central to the overall training, and the student group includes immature teachers and students. The teacher group includes the pivot teacher who is central to overall training, and the student group includes immature teachers and students. Through Fig. 3 (a), we judge that each network has different classes that show good performance, and through this, the qualification for teaching must be different depending on the data. The network
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Figure 3. (a): Accuracy comparison of networks for difficult classes, (b): Accuracy improvement for difficult samples through intensive teaching.
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Figure 4. Frequency of being selected as a temporary teacher according to epochs.

3.3. Three Types of Teaching Methods in ORC

From now on, we will describe the 3 training steps in ORC: Intensive teaching, Private teaching, Group teaching.

**Intensive Teaching.** Because teacher should focus on the students not on itself, pivot teacher who holds the center needs to focus on samples that students find difficult and transfers corrected knowledge. The important point in this part is that the teacher needs to know what the students are having difficulty with. To find out where it is, we take feedback samples from student group. Students evaluate the performance of the samples for the mini-batch before training without updating parameters and then calculate the corresponding loss value, $L_{CE}$. The corresponding loss values are determined as the ratio of each student’s feedback sample through softmax function. If the feedback sample consists of only mini-batch data, an overfitting problem may occur or a problem of deteriorating performance for classes that were originally predicted well may occur. To solve these problems, we use Mix-up to solve them. The data used for Mix-up is the mini-batch sample submitted as a feedback sample and the entire dataset, and the final
feedback sample is created by fusing them. The feedback samples generated through the preceding process are used by the pivot teacher to catch intensively about the difficult part of the student group. Through intensive teaching, pivot teacher reduces the possibility of imparting false knowledge about samples that students struggle with. In addition, it can be seen that the problem of performance degradation for the well-predicted class previously mentioned is rather improved overall through Fig. 3 (b). The loss of the intensive teaching $L_I$ for the pivot teacher’s probability $P_{PT}$ is derived as follows:

$$L_I = \mathcal{H}(\hat{y}, P_{PT}(\tilde{x})) = \lambda \mathcal{H}(y_i, P_{PT}(\tilde{x})) + (1 - \lambda) \mathcal{H}(\hat{y}_f, P_{PT}(\tilde{x})), \quad (4)$$

where $\hat{y}, \tilde{x}$ are the feedback samples generated through the Mix-up. and $\lambda$ is a randomly selected using the beta distribution.

**Private Teaching.** In the next step, private teaching, the network with the highest performance in the student group is promoted as a temporary teacher in the teacher group. Students who are not promoted receive corrections for their tasks through group teaching, but student promoted as temporary teacher do not receive corrections. Therefore, the temporary teacher receives corrections, which is private teaching, from the pivot teacher to improve teaching ability. The loss function of the private teaching $L_P$ is represented as follows:

$$L_P = (1 - \beta)L_{CE}(y_i, P_{PT}(x_i)) + \beta L_{KD}(P_{PT}(x_i), P_{PT}(\tilde{x})), \quad (5)$$

where $P_{PT}(x_i)$ and $P_{PT}(\tilde{x})$ are softened class probabilities of pivot teacher and temporary teacher, respectively.

**Group Teaching.** Group-to-Group KD has been proposed in many forms [8][33][43][22] but most methods have performed KD using all multiple networks at the same time. In this paper, for simplicity, all networks of the teacher group directly teach individual networks of the student group. Note that we have already constructed the teacher group with the correct distilled knowledge based on the previous 2 steps. Group teaching loss $L_G^i$ for $i$th student network is defined as follows:

$$L_G^i = L_{KD}(P_{S_i}(x_i), P_{PT}(x_i)) + L_{KD}(P_{S_i}(x_i), P_{PT}(\tilde{x})), \quad (6)$$

and the student total loss $L_T$ can be written as follows:

$$L_T = \sum_i \{(1 - \beta)L_{CE}(y_i, P_{S_i}(x_i)) + \beta L_G^i\}. \quad (7)$$

After group teaching, the temporary teacher is demoted from the teacher group to the student group. We repeat the proposed procedure to find a new temporary teacher in the next iteration. Through intensive teaching, the pivot teacher minimizes the possibility of transferring false knowledge about a sample that student group is difficult with, and through private teaching, temporary teacher receive corrections for false knowledge by improving their educational abilities. Finally, through group teaching, student group is corrected their incorrect knowledge.

### 4. Experiment Settings

In this paper, we evaluate and compare our proposed method to well-known KD approaches using the classification benchmark datasets such as CIFAR [21] and ImageNet [7] following the well-known protocols [34]. We implement ours by PyTorch [27] using eight V100 GPUs.

**Datasets.** CIFAR [21] is divided into 10 classes and 100 classes (i.e., CIFAR-10 and CIFAR-100) There are 60,000 images of 32×32 pixel resolution, consisting of 50,000 images for training and 10,000 images for testing. ImageNet [7], a popularly used dataset for the image classification, contains 1.28M images of 224 × 224 pixel resolution for training and 50,000 images for validation, with 1,000 classes.

**Networks.** In order to increase the fairness of the experiment, we employ networks based on the knowledge distillation experiment of CRD [34], which has been used in many studies. The networks are used as follows: ResNet [11, 12], WRN [40], ShuffleNetV1 [42], ShuffleNetV2 [24], MobileNet [17], and VGG [32].

**Implementation details.** (1) CIFAR: We use common data augmentations such as random crop and horizontal flip. We use a stochastic gradient descent optimizer with momentum 0.9 and weight decay 0.0005. We generally initialize the learning rate to 0.05 but set it to 0.1 for MobileNetV2, ShufflenetV1, and ShufflenetV2 networks. We then decrease it by 0.1 at epochs 100, 150, 210 until the last 240 epochs. We set a batch size to 64 and a temperature $\tau$ to 4. (2) ImageNet: For ImageNet, we employ a stochastic gradient descent optimizer with nesterov momentum 0.9, weight decay 2e-5. We set the batch size to 64, the temperature $\tau$ to 2, the base learning rate to 0.1, and decrease the learning rate by 0.1 every 30 epochs for a total of 3 times.

---

**Table 1. Experimental results using ResNet on CIFAR-10 (Top-1 test accuracy); Bold means the best accuracy and underline means the second best. Teacher and student networks are ResNet26 (92.82%) and ResNet8 (86.12%), respectively. * means that we re-implement the method based on the paper.**

| KD     | FitNet | AT  | FSP | BSS | DML | KDCL | Ours  |
|--------|--------|-----|-----|-----|-----|------|-------|
| 88.76  | 86.73  | 86.86 | 87.07 | 87.32 | 87.71 | 87.48 | **88.76** |
Table 2. Comparison with KD methods based on the similar architectures; Top-1 accuracy (%) on CIFAR-100. **Bold** is the best and underlined is the second best one.

| Teacher | Student | WRN40-2 | WRN40-1 | ResNet56 | ResNet110 | ResNet32×4 | VGG13 | VGG8 |
|---------|---------|---------|---------|---------|---------|-----------|-------|-------|
| KD [16] | KD [20] | 74.92   | 73.54   | 70.66   | 70.67   | 73.08     | 73.33 | 72.98 |
| FitNet [31] | 73.58   | 72.24   | 69.21   | 68.99   | 71.06   | 73.50     | 71.02 | 71.43 |
| AT [41]   | 74.08   | 72.77   | 70.55   | 70.22   | 72.31   | 73.44     | 71.43 | 71.43 |
| SP [35]   | 73.83   | 72.43   | 69.67   | 70.04   | 72.69   | 72.94     | 72.68 | 72.68 |
| CC [29]   | 73.56   | 72.21   | 69.63   | 69.48   | 71.48   | 72.97     | 70.71 | 70.71 |
| VD [1]    | 74.11   | 73.30   | 70.38   | 70.16   | 72.61   | 73.09     | 71.23 | 71.23 |
| RKD [26]  | 73.35   | 72.22   | 69.61   | 69.25   | 71.82   | 71.90     | 71.48 | 71.48 |
| PKT [28]  | 74.54   | 73.45   | 70.34   | 70.25   | 72.61   | 73.64     | 72.88 | 72.88 |
| AB [15]   | 72.50   | 72.38   | 69.47   | 69.53   | 70.98   | 73.17     | 70.94 | 70.94 |
| FT [20]   | 73.25   | 71.59   | 69.84   | 70.22   | 72.37   | 72.86     | 70.58 | 70.58 |
| FSP [39]  | 72.91   | 0.00    | 69.95   | 70.11   | 71.89   | 72.62     | 70.23 | 70.23 |
| NST [18]  | 73.68   | 72.24   | 69.60   | 69.53   | 71.96   | 73.30     | 71.53 | 71.53 |
| CRD [34]  | 75.48   | 74.14   | 71.16   | 71.46   | 73.48   | 75.51     | 73.94 | 73.94 |
| SRRL [38] | 75.96   | 74.75   | 71.44   | 71.51   | 73.80   | 75.92     | 74.40 | 74.40 |
| KDCL [8]  | 67.73   | 73.12   | 70.58   | 70.36   | 72.67   | 74.03     | 72.94 | 72.94 |
| Ours      | 76.4    | 75.34   | 72.07   | 71.60   | 74.46   | 75.00     | 74.68 | 74.68 |

Table 3. Top-1 and Top-5 error rate (%) on ImageNet [7]. Comparison results with the KD methods. We use the pivot teacher as ResNet34. The student group consists of ResNet28, ResNet22, and ResNet18. * denotes that we re-implemented the method based on the paper.

| Teacher | Student | ResNet34 | ResNet18 | KD [16] | AT [41] | SP [35] | CC [29] | ONE [34] | CRD [22] | DKD [44] | KDCL [8]* | Ours |
|---------|---------|----------|----------|---------|---------|---------|---------|----------|----------|----------|-----------|--------|
| Top-1   | 26.69   | 30.25    | 29.34    | 29.30   | 29.38   | 30.04   | 29.45   | 28.83    | 28.30    | 29.57    | 28.00    |        |
| Top-5   | 8.58    | 10.93    | 10.12    | 10.00   | 10.20   | 10.83   | 10.41   | 9.87     | 9.59     | 10.01    | 9.13      |        |

4.1. Comparison with State-Of-The-Art methods

On the CIFAR-10 and CIFAR-100 [21] and ImageNet [7] dataset, we compare our method against previous knowledge distillation methods proposed from the past to the present.

**Benchmark on CIFAR-10.** We use four ResNets: e.g., ResNet26, ResNet20, ResNet14, and ResNet8 for multi-ple teacher-based KD methods including both ours and KDCL. As shown in Table 1, we compare ours with the Hinton’s KD [16], FitNet [31], AT [41], FSP [39], BSS [14], DML [43], and KDCL [8] methods. We observe that the multiple teacher-based KD, e.g., KDCL, does not always achieve the best accuracy compared with the previous methods, e.g., DML. However, ours results in the best accuracy compared with the other KD methods, which validates that our ORC effectively uses the multiple teachers for KD.

**Benchmark on CIFAR-100.** We follow the CRD [34] experimental protocol to verify the generality of the proposed method compared with the fifteen previous works. We also use the multiple networks2 for ours and KDCL. Table 2 shows an experiment where the seven similar back-bone architectures between the student and the teacher are used for KD. We confirm that our method achieved the best accuracy in all results based on the similar architectures from WRN [40] to ResNet [11] except the KD result from ResNet32×4 to ResNet8×4. Note that, as shown by the performances of KDCL, we observed that using multiple networks does not always result in better performances, and rather how we use multiple networks is important. Furthermore, Table 4 summarizes the comparison results of KD between the different network architecture types. Our method achieves the best accuracy in four out of six experiments and the second best accuracy in two experiments. From this result, we can conclude that our method performs good performance no matter which architecture is used for KD.

**Benchmark on ImageNet.** For proving the scalability of the proposed method to the large-scale dataset, i.e., ImageNet [7], we validate the superiority of our method compared with the well-known KD methods in Table 3. We basically re-implement the multiple network-based online KD methods using ResNet34, ResNet28, ResNet22, and ResNet18 for ours and KDCL [8]. Our method achieves better performance than the multiple network-based KD (e.g., KDCL [8]) and others from Top-1 to Top-5 error rates in ImageNet validation.

4.2. Ablation Studies

In this section, we have done all experiments for the ablation test with ResNet36 (i.e., pivot teacher), ResNet44, ResNet32, and ResNet20 (i.e., target) in the CIFAR-100. The baselines of this section are the results of learning the individual networks by themselves.

**Individual components of the proposed method.** Table 5 summarizes the performance gain according to the dif-
Table 4. Comparison with KD methods based on the different architectures; Top-1 accuracy (%) on CIFAR-100. **Bold** is the best and **underline** is the second best one.

| Teacher / Student | VGG13 | ResNet50 | ResNet50 | ResNet32×4 | ResNet32×4 | WRN40-2 |
|-------------------|-------|----------|----------|-------------|-------------|---------|
| Teacher           | 74.89 | 71.38    | 70.30    | 63.16       | 76.40       | 75.65   |
| KD [16]           | 67.37 | 67.35    | 73.81    | 74.07       | 74.45       | 74.83   |
| FitNet [31]       | 64.14 | 63.16    | 70.69    | 73.59       | 73.54       | 73.73   |
| AT [41]           | 59.40 | 58.58    | 71.84    | 71.73       | 72.73       | 73.32   |
| SP [35]           | 66.30 | 68.08    | 73.34    | 73.48       | 74.56       | 74.52   |
| CC [29]           | 64.86 | 65.43    | 70.25    | 71.14       | 71.29       | 71.38   |
| VID [1]           | 65.56 | 67.57    | 70.30    | 73.38       | 73.40       | 73.61   |
| RKD [26]          | 64.52 | 64.43    | 71.50    | 72.28       | 73.21       | 72.21   |
| PKT [28]          | 67.13 | 66.52    | 73.01    | 74.10       | 74.69       | 73.89   |
| AB [15]           | 66.06 | 67.20    | 70.65    | 73.55       | 74.31       | 73.34   |
| FT [20]           | 61.78 | 60.99    | 70.29    | 71.75       | 72.50       | 72.03   |
| NST [18]          | 58.16 | 64.96    | 71.28    | 74.12       | 74.68       | 74.89   |
| CRD [34]          | **69.73** | 69.11 | 74.30    | 75.11       | 75.65       | 76.05   |
| SRRL [38]         | 69.14 | 69.45    | 74.46    | 75.66       | 76.40       | **76.61** |
| KDCL [8]          | 67.45 | 67.64    | 73.03    | 74.32       | 75.35       | 74.79   |
| Ours              | **69.70** | **69.63** | **74.65** | **76.60** | **76.84** | **76.56** |

Table 5. Ablation results by the individual components of the proposed method on CIFAR-100.

| Group teaching | Intensive teaching | Private teaching | ResNet56 (network1) | ResNet56 (network2) | ResNet56 (network3) | Baseline |
|----------------|--------------------|------------------|---------------------|---------------------|---------------------|----------|
| ✓              | -                  | -                | 72.68               | 73.46               | 71.33               | **72.34** |
| ✓              | ✓                  | -                | 73.68               | 73.36               | 73.79               | **70.53** |
| ✓              | ✓                  | ✓                | 74.55               | 75.17               | 74.25               | **70.11** |

Table 6. Comparison of accuracy according to style in group teaching: ensemble logit means teaching by averaging the logits of the pivot teacher and temporary teacher, and individual logit means teaching each logit independently.

| Group teaching style | ResNet56 (pivot teacher) | ResNet44 (network1) | ResNet32 (network2) | ResNet2D (network3) |
|----------------------|--------------------------|---------------------|---------------------|---------------------|
| Baseline             | 72.34                    | 70.53               | 70.11               | 69.53               |
| Ensemble logit       | 73.72                    | 74.55               | 73.78               | 71.56               |
| Individual logit     | 74.55                    | 75.17               | 74.25               | 72.07               |

Different components of the proposed method. The proposed ORC-based group teaching shows better results compared with the baseline networks. When we add the intensive teaching with the group teaching, the performances of the multiple networks including the pivot teacher are improved individually. It means that intensive teaching with the error images for feedback from the student group helps the pivot teacher prevent transferring false knowledge of samples which students struggle with. Finally, when private teaching is added, performance improvement can be also confirmed, which shows that the false knowledge of the temporary teacher is corrected through private teaching and the delivery of defective information to the student group is prevented.

Style of group teaching. Here, we investigate how the teacher group should teach the student group effectively. The ensemble method is directly inspired by KDCL [8] and teaches the student group after averaging the logits of networks in the teacher group. On the other hand, in the individual method, the teacher group’s network separately teaches the student group’s network. Table 6 summarizes the comparison results of the ensemble and the individual method, and the individual method clearly outperforms the former. Because in the case of KDCL, all networks are used for teaching and averaging the logits is necessary to prevent incorrect knowledge from the teacher networks. However, in our method, because of the proposed ORC, only networks with good knowledge always belong to the teacher group, so when we teach the student group individually, it is unlikely that false knowledge might be distilled from the teacher group as shown in Fig. 1 (b).

Online role change works well. We confirmed through Fig. 4 that deep networks do not always show good performance because the optimization speed is different for each depth of the model and the classes that each network predicts well are different. To support the content, we fixed the deep model as a temporary teacher and conducted a comparative experiment with ORC. Through Table 7, it can be confirmed that continuously using a network suitable for the teacher’s role is superior in performance. Additionally, the results of comparison with DGKD, which conducts knowledge transfer after pre-training all teachers, can also be found in Table 7, and it can be confirmed that ORC performs better despite being an online manner training. Through the previous two experiments, we prove that it is an efficient algorithm that obtains better performance by reducing false knowledge from the student group through efficient online role change of networks.

Online KD using multiple networks. We compared ORC’s performance improvement with multiple network-based online KD methods in Table 8 such as DML [43] and KDCL [8] to show that the performance improvement is not
Table 7. Comparison of the performance of the teacher group consisting of fixed teachers and the teacher group with temporary teachers. * denotes that the models are pretrained and not fine-tuned.

| Method   | ResNet56 | ResNet44 | ResNet32 | ResNet20 |
|----------|----------|----------|----------|----------|
| Baseline | 74.55    | 75.17    | 74.25    | 72.07    |
| Ours (4) | 74.34    | 70.53*   | 69.53    | 70.11*   |

Table 8. Comparison with online KD methods using multiple networks on CIFAR-100; The number in the parentheses is the number of the networks used for KD. We all use the same size networks.

| Method   | ResNet2×4 | ResNet2×11 | ResNet56 | ResNet32 | ResNet44 | VGG13 | WRN40-2 |
|----------|-----------|------------|----------|----------|----------|-------|---------|
| Baseline | 79.42     | 74.31      | 72.34    | 79.34    | 74.31    | 75.64 |
| KD(1)    | 80.25     | 76.28      | 76.28    | 80.14    | 76.96    | 78.22 |
| DML(2)   | 80.57     | 74.47      | 74.47    | 80.74    | 77.34    | 77.63 |
| KDIL(4)  | 80.15     | 76.28      | 75.17    | 80.14    | 76.96    | 78.22 |
| Ours(4)  | 81.56     | 78.03      | 76.54    | 81.21    | 77.45    | 79.39 |

Table 9. Performance comparison of the MixUp methods using the different examples for the intensive teaching on CIFAR-100.

| MixUp inputs | ResNet56 (pivot teacher) | ResNet44 (network1) | ResNet32 (network2) | ResNet20 (network3) |
|--------------|--------------------------|---------------------|---------------------|---------------------|
| Baseline     | 72.34                    | 70.53               | 70.11               | 69.53               |
| No MixUp     | 73.63                    | 74.52               | 73.87               | 71.38               |
| $x_F$ only   | 73.59                    | 74.79               | 74.55               | 71.43               |
| Ours ($x_F$ and $x_t$) | 74.55 | 75.17 | 74.25 | 72.07 |

Table 10. Comparing the performance of all networks in ResNet with k temporary teachers; k is the number of temporary teachers used for KD.

| k        | ResNet56 (pivot teacher) | ResNet44 (network1) | ResNet32 (network2) | ResNet20 (network3) |
|----------|--------------------------|---------------------|---------------------|---------------------|
| Baseline | 72.34                    | 70.53               | 70.11               | 69.53               |
| 0        | 73.78                    | 75.03               | 73.81               | 70.98               |
| 1        | 74.55                    | 75.17               | 74.25               | 72.07               |
| 2        | 74.07                    | 75.12               | 74.06               | 71.22               |

simply due to the multiple-teacher-based method. Note that multiple networks all have the same number of layers in the same architecture. All methods achieved better than the baseline, but the performance improvement rate is different depending on the network architecture used. However, our method always performs best accuracy from ResNet32×4 to WRN40-2.

Performance comparison of the Mix-Up methods. The performance comparison of the different inputs for MixUp used in intensive teaching is summarized in Table 9. When we use the feedback samples, $x_F$, without MixUp for the intensive teaching, we can observe some improvements compared with the baseline and it means that the feedback composed of error examples from the students provides clues as to how the pivot teacher teaches the student group more effectively. However, due to potential overlap among the feedback samples from students, the number of distinct types of feedback samples is less than the total number of training examples. Therefore, we adopted the MixUp with both feedback samples and training instances to augment the data. Note that when we use the MixUp only for feedback examples, the overfitting problem could occur because the teacher network is biased to only error samples, not the whole data. Through our mix-up method, we confirm that the performance is improved overall as shown in Figure 3 (b) rather than the overfitting problem of the pivot teacher.

The number of temporary teachers. We show how many temporary teachers are effective for KD through an experiment in Table 10. We set the temporary teacher from 0 to k and prove it by comparing the performance of all networks. It shows the best performance when set to k = 1. Compared to the baseline, ResNet44, ResNet32, and ResNet20 gain 4.64%, 4.14%, and 2.54% improvements, respectively. When there is no temporary teacher (e.g., k=0), the performance improvement is not significant. It means that there is a limit to performance improvement with only the pivot teacher. When k=2, the performance is better than when k=0, but not as good as when k=1. Because many networks (e.g., when k = 2, 66% networks are promoted from the student group) in the student group are promoted to the temporary teachers, the false knowledge can be transferred from the teacher group to the student group, as shown in Fig. 1 (a).

5. Conclusion

In this paper, we propose a novel mechanism called Network group-based KD using ORC strategy. The previous KD methods based on multiple teachers had limitations in that immature teachers distill and transfer false knowledge. In order to overcome this issue, we promote a top-ranked student to a temporary teacher in distill and transfer false knowledge. Furthermore, we propose intensive teaching in which the student group provides flexible feedback on error instances to fine-tune the pivot teacher. This mechanism enables the pivot teacher to understand the student group deeper. In addition, through private teaching, temporary teacher can perform the role of education well. Our method is used at each iteration of the training process, and it has been demonstrated by experiments to be an effective way of knowledge transfer.
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