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Abstract—The inherent dynamics of the neuron membrane potential in Spiking Neural Networks (SNNs) allows processing of sequential learning tasks, avoiding the complexity of recurrent neural networks. The highly-sparse spike-based computations in such spatio-temporal data can be leveraged for energy-efficiency. However, the membrane potential incurs additional memory access bottlenecks in current SNN hardware. To that effect, we propose a 10T-SRAM compute-in-memory (CIM) macro, specifically designed for state-of-the-art SNN inference. It consists of a fused weight (W_{MEM}) and membrane potential (V_{MEM}) memory and inherently exploits sparsity in input spikes leading to ~97.4% reduction in energy-delay-product (EDP) at 85% sparsity (typical of SNNs considered in this work) compared to the case of no sparsity. We propose staggered data mapping and reconfigurable peripherals for handling different bit-precision requirements of W_{MEM} and V_{MEM}, while supporting multiple neuron functionalities. The proposed macro was fabricated in 65nm CMOS technology, achieving an energy-efficiency of 0.99TOPS/W at 0.85V supply and 200MHz frequency for signed 11-bit operations. We evaluate the SNN for sentiment classification from the IMDB dataset of movie reviews and achieve within ~1% accuracy of an LSTM network with 8.5x lower parameters.

Index Terms—Compute-in-memory, neuromorphic computing, sentiment analysis, spiking neural network, SRAM.

I. INTRODUCTION

Spiking Neural Networks (SNNs) aim to harness the inherent energy-efficiency arising from highly sparse and event-driven spike-based information processing [1], [2]. SNN algorithms continue to develop rapidly, achieving image classification accuracies close to state-of-the-art [3]. The SNN approach uses binary inputs and outputs (1—spike, 0—no spike) over several timesteps, unlike traditional ANNs. More importantly, the neuron membrane potential plays a key role which defines each neuron’s current state, thereby allowing SNNs to process dynamical (temporal) aspects in the data. This makes them suited for sequential learning tasks, avoiding the complexity of recurrent neural networks, such as Long Short-Term Memory (LSTM). Fig. 1 illustrates the processing of sequential inputs in both LSTM and SNN. In LSTM, the hidden state \( h_t, C_t \) stores information about all past inputs the network has seen before \( t \). To enable this, the previous hidden state is fed back as input through a recurrent connection along with the current input. Whereas, in SNNs the inherent recurrence in membrane potential acts as a memory to store information about past inputs. Each LSTM layer has \( 4mn + n^2 \) parameters, compared to \( mn \) parameters in an SNN layer, where \( m \) and \( n \) are input and output dimensions, respectively.

However, processing of membrane potential over several timesteps incurs additional memory-access bottlenecks, specific to SNNs [5]. The main challenges in current SNN hardware accelerators are: (1) Significant energy consumption due to data movements from weight and membrane potential SRAMs to compute units. (2) They support limited SNN functionality due to the adoption of custom neuron circuitry, which are power and area expensive, making them restricted to simpler tasks. These are illustrated in Fig. 2.

To overcome these challenges, we propose: (1) an SRAM-based CIM macro which integrates all instructions required for SNN inference such as accumulate, thresholding, spike-check and reset, within the fused W_{MEM} and V_{MEM} memory, thereby reducing on-chip SRAM accesses. (2) Support for multiple types of neurons through the same in-memory instructions – integrate-fire (IF), leaky-IF (LIF), and residual membrane potential (RMP) [6] neurons. (3) A staggered data mapping and reconfigurable column peripherals for maintaining different bit-precision requirements of W_{MEM} and V_{MEM}, while allowing full utilization of the array and column peripherals.

II. IMPULSE: STRUCTURE AND OPERATION

Fig. 3(a) shows the overall organization of the macro. Each of the 128 rows in the W_{MEM} subarray corresponds to an input neuron, storing twelve 6-bit signed weights. Each row has two read wordlines (RWLo/RWLe) and the weights are interleaved, such that the first six bits are on RWLo, next six on RWLe, and...
so on. In each cycle, either of RWLo or RWLe are enabled. The V\textsubscript{MEM} subarray contains 32 rows with single RWL, each row storing six signed values. The V\textsubscript{MEM} corresponding to odd and even weight columns are stored in different rows with a staggered alignment. This mapping technique compactly handles the different precision requirements for weights (6-bit) and V\textsubscript{MEM} (11-bit), with full utilization of all column peripherals in each odd/even cycle. The two subarrays are fused through common bitlines. The triple-row decoder can take three addresses and enables two RWLs and one WWL simultaneously. Fig. 3(b) illustrates how fully-connected (FC) and convolutional (Conv) layers can be mapped to the macro.

A. Reconfigurable Column Peripherals

Fig. 4 describes the column peripherals in detail. Each set of bitlines (RBL,RBLB,WBL,WBLB) connects to a column peripheral circuitry. During the CIM operations, the RBL gives NOR/OR, while RBLB gives NAND/AND, of the data from the two enabled RWL rows. This is sensed and latched using the sensing inverters (SINV). The bitwise logic full adder (BLFA) is designed to generate SUM and COUT using these bitwise signals. SUM is fed to the conditional write-driver (CWD), to be written into the enabled WWL destination row, while COUT is forwarded to the adjacent column peripheral for the accumulate operation, forming a ripple-carry adder.

The modular design of the adder using BLFAs from each column peripheral allows reconfigurability during odd/even cycles. To account for the staggered data mapping, each column peripheral can be reconfigured in – carry forward (CF), carry skip (CS), LSB and MSB modes, with the help of Carry-MUXes (CMUX), as shown in Fig. 4. For example, during odd cycle, Col[0-11] form one adder, Col[12-23] forms another, and so on. Whereas during even cycle, Col[6-17] form one adder, Col[18-29] form another, and so on. It’s worthwhile to note that the sixth bit of V\textsubscript{MEM} aligns with MSB of the weight (Wsign), and needs to be kept ‘0’ to correctly read Wsign (hence, 11-bit V\textsubscript{MEM}). CS block forwards this Wsign to the next six column peripherals for performing the full 11-bit accumulate operation.

B. In-Memory SNN Instructions

Fig. 5 shows the supported in-memory SNN instructions. In Accumulate-W-to-V (AccW2V) instruction, depending on which input neuron spikes, the corresponding RWL from the W\textsubscript{MEM} block (RWLo in odd cycle, RWLe in even cycle), and one RWL and one WWL from the V\textsubscript{MEM} block are enabled simultaneously. Thus, 6-bit weights and 11-bit membrane potentials are accumulated and updated simultaneously, along the whole row. Similarly, AccV2V (not shown) accumulates two V\textsubscript{MEM} rows. During the SpikeCheck instruction, two RWLs from the V\textsubscript{MEM} blocks are enabled, one corresponding to the membrane potential to be checked, and other storing the threshold. The adders formed by the column peripherals act as comparators in this case, by checking if the sum is greater or less than 0. This can be achieved by checking the COUT from MSB column peripheral, which is then utilized in setting the corresponding spike buffer if the membrane potential exceeds the threshold. Subsequently, the ResetV instruction follows the SpikeCheck instruction. During ResetV, one RWL and one WWL are enabled in the V\textsubscript{MEM} block corresponding to the reset value and the destination membrane potential, respectively. The BLFA is bypassed in this instruction, and the reset
value read in the SINV block gets directly transferred to the CWD block. The spike buffers determine whether the CWD drives the WBLs/WBLBs or leaves them precharged, thereby conditionally writing into only those membrane potentials in a row which have spiked. Thus, during the SNN inference, each input spike translates to AccW2V (odd and even) instruction for accumulating weights to membrane potentials. At the end of each timestep, the neuron output is computed using SpikeCheck and ResetV instructions, thereby generating output spikes. This process is repeated for all timesteps.

C. Multiple Neuron Functionalities

While the IF neuron model is predominant in most SNN applications, other neuron functionalities such as LIF and RMP [6] have demonstrated superior performance for certain applications [3]. Fig. 6 illustrates the characteristics of these neuron models, and how they can be implemented on IMPULSE through a combination of SpikeCheck, AccV2V, and ResetV instructions. The IF neuron can be implemented simply by using SpikeCheck and ResetV instructions as described in the previous section. The LIF neuron characteristics adds a ‘leak factor’, which can be incorporated by using AccV2V instruction to subtract the ‘leak’ value from the membrane potential, before using SpikeCheck and ResetV instructions. The RMP neuron, on the other hand, uses a soft reset, where the threshold value is subtracted from the membrane potential if it spikes, instead to resetting it. Thus, it can be implemented by using the AccV2V instruction after SpikeCheck, instead of ResetV. The figure also tabulates the measured energy per neuron-update at 200MHz clock and 0.85V supply.

III. IMPLEMENTATION RESULTS

The prototype test chip was fabricated in 65nm CMOS technology (Fig. 7). It achieves a 54.2% memory area efficiency. Fig. 8 shows the Shmoo plot for both read/write and CIM instructions. Since CIM instructions are more complex, their operating window is smaller. Note that the CIM Shmoo includes the test of all CIM instructions. Fig. 9(a) plots the measured average power consumption and the energy-efficiency for AccW2V instruction (which is the main synaptic operation), for various possible operating points of interest identified on the CIM Shmoo (A-G). It can be observed that point D (200MHz clock and 0.85V supply) achieves optimal energy-efficiency with 0.99 TOPS/W for AccW2V (1 op = 11-bit operation). Other instructions – AccV2V, ResetV, and SpikeCheck achieve 1.18, 1.02, and 1.22 TOPS/W, respectively, at point D.

We train an SNN with an input layer (100 neurons), two FC layers (128 neurons), and an output layer (1 neuron) to classify movie reviews from IMDB dataset [7]. SNN has 6-bit signed weights, and 11-bit $V_{MEM}$ with RMP neurons. Each word in the sentence is converted to a 100-d vector using the Glove model [8], and presented to the SNN for 10 timesteps. SNN is trained with surrogate-gradient based backpropagation with threshold and leak optimization [3]. The input layer acts as spike-encoder and the two FC layers are mapped successively on IMPULSE. The SNN achieves an accuracy of 88.15% with 29.3K trainable parameters compared to a 2-layer LSTM network with 247.8K parameters (Fig. 9(b)). Fig. 10 shows the dynamics of output layer neuron’s membrane potential for exemplary inputs, while processing each word sequentially. $V_{MEM}$ value above zero represents positive sentiment and vice-versa. We also trained an SNN with modified LeNet5 architecture to demonstrate image classification from MNIST dataset and achieved 98.96% accuracy with 10 timesteps. The first Conv layer acts as a spike-encoder, while Conv2,3 and FC1,2 are successively mapped on IMPULSE. Note that input channels for Conv layers were kept 14 with $3 \times 3$ kernel size to restrict the fan-in to 128 ($3 \times 3 \times 14 = 126$), to fit our macro. Similarly, the number of neurons in FC layers was kept $\leq 128$.

Fig. 11(a) plots the average sparsity in the spikes observed at each layer for each of the 10 timesteps. Note that these are averaged over each word and each image of the IMDB and MNIST test dataset, respectively. The overall sparsity of
scalable to larger networks by employing a distributed multi-functionalities. It also supports both FC and Conv layers and is instructions required for SNN inference, and multiple neuron only digital CIM based SNN macro, with support for all ANNs, having $1.5 \times$ and [14] proposed 8T-SRAM based CIM macros developed for ANNs, having $1.5 \times$ and $2.2 \times$ lower energy-efficiency compared to our design, respectively. Thus, our work is the only digital CIM based SNN macro, with support for all instructions required for SNN inference, and multiple neuron functionalities. It also supports both FC and Conv layers and is scalable to larger networks by employing a distributed multi-macro architecture.

**IV. Conclusion**

In this paper, we present a digital CIM macro with fused weights and membrane potential, designed for efficient processing of SNN inference. The proposed macro inherently leverages the sparsity and supports multiple neuron functionalities. An optimal energy-efficiency of 0.99 TOPS/W was achieved for 11-bit signed operations. We demonstrate our approach by training an SNN for a sentiment analysis task utilizing the intrinsic dynamics of $V_{MEM}$, and also for an image classification task, achieving competitive accuracy to their corresponding LSTM and ANN counterpart, respectively.
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