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ABSTRACT
In recent years, researchers attempt to utilize online social information to alleviate data sparsity for collaborative filtering, based on the rationale that social networks offers the insights to understand the behavioral patterns. However, due to the overlook of inter-dependent knowledge across items (e.g., categories of products), existing social recommender systems are insufficient to distill the heterogeneous collaborative signals from both user and item side. In this work, we propose Self-Supervised Metagraph Informax Network (SMIN) which investigates the potential of jointly incorporating social- and knowledge-aware relational structures into the user preference representation for recommendation. To model relation heterogeneity, we design a metapath-guided heterogeneous graph neural network to aggregate feature embeddings from different types of meta-relations across users and items, empowering SMIN to maintain dedicated representations for multifaceted user- and item-wise dependencies. Additionally, to inject high-order collaborative signals, we generalize the mutual information learning paradigm under the self-supervised graph-based collaborative filtering. This endows the expressive modeling of user-item interactive patterns, by exploring global-level collaborative relations and underlying isomorphic transformation property of graph topology. Experimental results on several real-world datasets demonstrate the effectiveness of our SMIN model over various state-of-the-art recommendation methods. We release our source code at https://github.com/SocialRecsys/SMIN.
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1 INTRODUCTION
Recommender systems have become an essential component in online platforms (e.g., E-commerce [16], news portals [43]) to alleviate the information overload for users [41, 46]. To predict user preference over different items from historical behaviors, collaborative filtering (CF) has served as the key paradigm to make recommendation based on users’ potential common preferences [5, 38]. However, conventional CF methods often suffer from data sparsity and cold start problems. With the prevalence of online social communities in enabling users to share their opinions with others, many efforts have been devoted to incorporating online social network information into the user-item interaction learning, to alleviate the data sparsity issue and enhance recommendation performance [2, 8, 44].

These social recommendation models are proposed based on the social influence theory that socially connected people are likely to share similar interests [19]. Earlier methods extend the matrix factorization architecture to integrate social relationships as regularization term (e.g., SoReg [20]) or project users into latent representations with their trust relationships (e.g., TrustMF [52]). In recent years, several efforts provide deep insights into neural network techniques and design more sophisticated models to learn precise user and item embeddings, with the joint integration of user-user and user-item relational structures. In particular, attention-based mechanisms, such as SAMN [2] and EATNN [4], perform the attentive operations over relationships between users through weighted embedding summation. Furthermore, due to the graph-structured nature of users’ social connections, several recent works design graph neural social recommendation models to encode the user relation graph into latent representation space. For instance, GraphRec [8] and DANSER [45] adopt the graph attention network to aggregate feature embeddings from neighboring nodes of the target user. Motivated by the strength of graph convolution network, DiffNet [44] is built upon the graph-structured message passing architecture to conduct the layer-wise information diffusion across users and approximate the social influence propagation process.

Despite the aforementioned solutions have provided promising recommendation performance, we argue that existing social-aware
recommender systems are insufficient to yield quality representations for preserving user’s preference, since their designed embedding functions lack an explicit encoding of semantic relatedness between items [55]. In real-world recommendation applications, incorporating the external knowledge from item side is particularly helpful to better understand user’s interests [37, 50]. For example, in online retail platforms, products can be correlated with their similar functionality [51]. External knowledge from online review systems (e.g., Yelp) may contain fruitful connections between venues in terms of their categorical similarities or received reviews [57]. These semantic signals have great potential to characterize knowledge-aware relationships across different items [58], which can enhance the collaborative effect encoding for social recommendation.

The joint modeling of social- and knowledge-aware collaborative signals poses several unique technical challenges that cannot be easily handled by existing social recommendation methods. First, the incorporation of both social and knowledge graph information into user-item interactions, involves diversified inter-dependencies which are heterogeneous in nature. How to effectively preserve the heterogeneous relational structure across users and items in a unified representation framework, remains a significant challenge. Second, in practical recommendation scenarios, factors that affect customer’s behavior are often multifaceted from both user and item domains [35, 45]. For example, there exist multiple relations between items reflecting multi-dimensional contextual signals, e.g., behavior-level co-interactive patterns and knowledge graph-based item-wise dependencies. Hence, it is a necessity to endow the designed embedding function with the capability of capturing item-item semantic relatedness and knowledge-aware social influence. Third, existing solutions extend graph neural networks to social-aware recommendation has the potential to model social connections between users. However, incorporating the learned social- and knowledge-aware information still requires a tailored modeling to distill the high-order collaborative relations, with the joint preservation of local and global graph structural information.

The Present Work. Having realized the importance of integrating heterogeneous user- and item-wise relations into the recommendation framework, as well as the corresponding challenges, this work develops SMIN (Self-Supervised Metagraph Informax Networks), a knowledge-aware social recommendation architecture that simultaneously captures relational heterogeneity across users and items. Specifically, in order to handle relation heterogeneity, we propose a metapath-guided heterogeneous graph neural module to distill the multifaceted user-user and item-item relationships with the exploration of social network homophily, item knowledge graph dependencies as well as behavioral-level co-interactive patterns.

SMIN first designs a meta relation-guided message passing architecture which maintains the type-specific relation representation space. Following the metapath-specific graph encoding layer, we further conduct the cross-metapath aggregation based on attention mechanism, to learn summarized representation vectors which capture the comprehensive semantics ingrained in the heterogeneous relations among users and items.

After encoding the relation heterogeneity (multifaceted social and knowledge graph dependencies) across users and items, we next incorporate the user-user and item-item relations into the encoding process of user-item interactive patterns, with a self-supervised graph mutual information learning architecture. Different from most of existing graph neural network-based collaborative filtering models which merely perform information propagation across local neighbors, we believe it is of critical importance to develop a relation encoder that investigates both local and global collaborative signals. Inspired by the effectiveness of introducing mutual dependence measurement in feature representation space [1, 26, 34], SMIN transfers external knowledge from both user and item side into our interaction encoder under a self-supervised graph learning paradigm. Our SMIN performs the self-supervised data augmentation from two-folds: i) Inject the substructure awareness into the graph neural architecture to distill fine-grained semantics of local and global user-item interactive patterns; ii) Model the user-item high-order connectivity with the exploration of three different graph structure views: high-level substructure-aware global context, low-level node feature representation, and transformation characteristics of user-item interactive relations.

To summarize, our work makes the following contributions:

- General Aspects. We emphasize the importance of jointly modeling social- and knowledge-aware relations from both user and item domains for better learning user’s preference. We further incorporate the relation heterogeneity across users and items under a self-supervised learning paradigm, into the embedding space by exploring local and global collaborative similarities.

- Methodologies. To handle relation heterogeneity, we propose a metapath-guided heterogeneous graph neural network to maintain the user- and item-specific dependent representations through embedding propagation across graph layers. After that, an attentive cross-metapath aggregation layer is introduced to fuse the rich characteristics of multifaceted user- and item-wise inter-dependencies. In addition, SMIN allows the learned social- and knowledge-aware dependence to guide the user-item interaction embedding process from different structure views under a self-supervised graph learning architecture.

- Experimental Findings. We perform extensive experiments on three real-world datasets to demonstrate the superiority of our framework over state-of-the-art recommendation techniques.

2 PRELIMINARY

This section introduces key definitions and notations used in our work. Suppose we have I users (U = {u1, ..., uI, ..., uI}) and J items (V = {v1, ..., vJ, ..., vJ}) in a typical recommendation scenario, where i and j are identifier for user and item, respectively. We define the user-item interaction matrix \( X = [x_{i,j}] \in \mathbb{R}^{I \times J} \), in which \( x_{i,j} \in \{0, 1\} \) indicates whether user \( u_i \) has interacted with (e.g., purchased or clicked) item \( v_j \), i.e., \( x_{i,j} = 1 \) if interaction \( (u_i, v_j) \) is observed and \( x_{i,j} = 0 \) otherwise. In addition to the interaction data, we propose to consider side information from both users and items, and further present the relevant definitions which preserve the heterogeneous relationships across users and items as below.

Definition 2.1. User Social Graph \( G_u \). We define graph \( G_u = (U, E_u) \) to denote social relations between users, where there exists an edge between user \( u_i \) and \( u_j \) if they are socially connected.
Definition 2.2. Item Relational Graph $G_v$. To model the external knowledge from item side, we represent the item-wise relational structures in the form of dependency graph $G_v$. Specifically, the item inter-dependent signals are characterized with item-relation-item triples $(h, t, r)$, where $h, t \in V$ and $r \in R$. Here, $R$ denotes the set of relations in $G_v$. For example, the relation $r$ can indicate that item $h$ belongs to the product category of $r$, or the co-interaction with the same user.

Based on the above notations, we define the collaborative heterogeneous graph $G$ to integrate both user behavior as well side information from both user and item domains.

Definition 2.3. Collaborative Heterogeneous Graph $G$. Collaborative Heterogeneous Graph is defined as a unified graph $G = (V, E)$ which is associated with mapping functions for nodes: $\mathcal{V} = A \cup E$ and edges $\mathcal{E} = B$. Here, $A$ and $B$ denotes the sets of node and edge types, respectively, with $|A| + |B| > 2$. In particular, the relation heterogeneity among users and items are modeled in $G$ with the integration operations as: $\mathcal{V} = U \cup \{h, t\} \in G_v$ and $\mathcal{E} = E_u \cup R \cup \{Interact\}$.

Task Formulation. We now formulate our knowledge-aware social recommendation task as follows:

- **Input**: collaborative heterogeneous graph $G = (V, E)$ that collectively integrates user-item interaction $G_u$, user social graph $G_s$ and item relational graph $G_v$.
- **Output**: the predictive function that infers the probability of an unknown behavior for target user $u_i$ interacting with item $v_j$.

3 METHODOLOGY

This section presents the details of SMIN which consists of three key modules (shown in Figure 2): i) Metapath-guided heterogeneous graph encoder which simultaneously captures the multifaceted social- and knowledge-aware embeddings into the user-item interaction modeling. ii) Cross-metapath aggregation network that integrates the semantic learned from metapath-specific representations. iii) Self-supervised graph mutual information learning which injects the social- and knowledge-aware embeddings into the user-item interaction modeling.

3.1 Meta-Relation Heterogeneity Encoding

We first develop a metapath-guided heterogeneous graph neural encoder to distill semantic information of user-wise relations and item-wise inter-dependencies, based on the metapath instances over the collaborative heterogeneous graph $G$. In particular, $p$ is formally defined in the form of $A_1 \rightarrow A_2 \rightarrow \cdots \rightarrow A_{C+1}$, which characterizes the meta-relations between vertex type $A_1$ and $A_{C+1}$ ($C$ denotes the length of metapath instance $p$).

Definition 3.1. Metapath-based Neighbor. Based on the above present metapath instance $p$, nodes $(v', e' \in V)$ which are connected with $v$ through metapath instances in graph $G$, are defined as metapath-based neighbors $N^p_v(v)$ under the metapath instance of $p$. Note that two nodes are connected through different metapath instances are regarded as different neighborhood relations.

3.1.1 Multifaceted Meta-Relations Generation. In our recommendation scenario, we extract different types of metapath instances for user and item domain, respectively, via exploring multifaceted social- and knowledge-aware dependence effects. Here, we define $p^u$ and $p^v$ to represent the extracted individual metapath instance for user and item, respectively. The corresponding instance sets are denoted as $V^u$ and $V^v$ ($p^u \in V^u, p^v \in V^v$). We present illustrated examples of multifaceted meta-relations from both user and item domain in Figure 1.

- **Social Network Context.** Social network homophily represents the static social relationships across users given their established social connections (e.g., friendship, community of interest). The generated user relation instance within the social network context is $u_i \rightarrow u_j$ ($u_i, u_j \in U$).
- **Behavior-level User Relation.** In addition to the static social network connections, we propose to model the social influence with the consideration of user behaviors. The corresponding metapath instance $p^u$ over graph $G$ for behavior-level influence is $u_i \rightarrow v_j \rightarrow u_k$ ($u_i, u_k \in U$ and $v_j \in V$).
- **Knowledge-aware User Dependency.** With the incorporation of item relational graph information into our recommendation framework, we further integrate the external knowledge graph signals with behavior-level user influence, so as to generate another type of meta-path instance for user dependency, i.e., $e \in X \rightarrow e \in R \rightarrow e \in X$.

For the item domain, we consider two types of metapaths:

- **Behavior-level Item Relation.** We consider the influence between items with their attractiveness based on user interaction behavior. The attractiveness-based item metapath instance $p^v$ is generated as $v_j \rightarrow u_i \rightarrow v_{j'}$ ($v_j, v_{j'} \in V$ and $u_i \in U$).
- **Knowledge-aware Item Dependency.** Since the relation graph $G_v$ characterizes semantic relatedness across items, we also model implicit item-wise dependencies with entity-based metapath instance of $v_j \rightarrow v_{j'} \rightarrow r$. $r$ denotes the intermediate entity connecting item $v_j$ and $v_{j'}$ with different relationships.
We develop an aggregation layer, which is built upon the attention mechanism, to perform the cross-metapath information aggregation. The aggregation network aims to automatically learn a normalized importance weight $\omega_p$ for each metapath instance $p$, which is formally represented with the following operation. Here, we only present the cross-metapath aggregation layer for user-wise meta-relations. The same aggregation mechanism will be adopted for encoding relationship heterogeneity between items.

\[
q_p^i = \text{tanh}(\mathbf{h}_p^{u} \cdot \mathbf{W}^1_p + \mathbf{b}^1_p); \quad \hat{q}_p^i = q_p^i \cdot \mathbf{W}^2_p
\]

\[
\omega_p^u = \frac{\exp(\hat{q}_p^i)}{\sum_{p' \in P} \exp(\hat{q}_{p'}^i)}; \quad \mathbf{h}_p^{u} = \sum_{p' \in P} \omega_p^{u} \cdot \mathbf{h}_{p'}^{u}
\]

where $\mathbf{W}^1_p \in \mathbb{R}^{d \times d}$ and $\mathbf{W}^2_p \in \mathbb{R}^{d \times 1}$ are parameterized attention transformation matrices. $\mathbf{b}^1_p \in \mathbb{R}^d$ is the attentive bias term. The estimated importance weight $\omega_p^u$ reflects the importance of each type of meta-relation between users and items, e.g., social network homophily, behavior-level user influence and knowledge-aware item-wise relations. The summarized embeddings $\mathbf{h}_p^{u}, \mathbf{h}_p^{v}$ aggregate semantics across heterogeneous user-user and item-item meta-relations.

### 3.3 Self-Supervised Mutual Information Learning

After preserving and extracting the heterogeneous relational structures into the embedding space of users and items, we aim to inject high-order interactive patterns into our social recommendation model. Towards this end, we design a self-supervised mutual information learning architecture to facilitate learning expressive representations which jointly exhibit the local-level node-specific user/item characteristics and global-level graph dependencies. Motivated by the graph learning framework in [26], this component is built upon the self-supervised learning framework to construct supervising signals with auxiliary optimization objective.

#### 3.3.1 Node-Level Graph Embedding Layer

In our framework, we generate the feature representations $\mathbf{H} \in \mathbb{R}^{(1+f) \times d}$ for graph...
nodes which consist of fused user/item embeddings \((\mathbf{h}_{ui}, \mathbf{h}_{vj})\), with the preservation of social- and knowledge-aware heterogeneous relations (encoded from our cross-metapath aggregation network). In addition, we define \(\Phi \in \mathbb{R}^{(1+f)\times(1+f)}\) to represent the node adjacent relations over the user-item interaction graph, in which each entry \(\phi_{ij} = 1\) if the corresponding user \(u_i\) adopts item \(v_j\) \((x_{ij} = 1\) in interaction matrix \(X\)) and \(\phi = 0\) otherwise. The encoding process is formally given as follows:

\[
Y = f(H, \Phi) = \sigma(D^2 \cdot \Phi \cdot D^2 \cdot H \cdot W)
\]

\(W \in \mathbb{R}^{d \times d}\) is the transformation matrix, \(D \in \mathbb{R}^{(1+f)\times(1+f)}\) is the degree matrix which contains information about the degree of each vertex and \(Y \in \mathbb{R}^{(1+f)\times(d)}\) represents the user/item embeddings encoded from their graph-based connectivity.

### 3.3.2 Substructure-aware Global Context Injection

It is worth mentioning that substructure often reflects unique characteristics and relation signals of graph data for network representation [26, 39], and collaborative user and item similarities could be captured sufficiently without constructing long-range graph-based connections across the entire user-item graph. Hence, we incorporate the substructure awareness into global context-enhanced user-item relation modeling from the low-level node and high-level graph topological information. In particular, we inject the substructure awareness into the user-item interaction graph by generating the \(k\)-order substructure-aware adjacent matrix following the element-wise addition operations across different order-specific relation adjacent matrices (e.g., \(\Phi^1, \Phi^{(k-1)}\)):

\[
\Phi^{(k)} = \Phi^{(k-1)} + (\Phi^1 \cdot (\Phi^1)') + \cdots + (\Phi^1 \cdot (\Phi^1)')^T
\]

where \(\Phi^1\) represents the original adjacent matrix of user-item interaction graph by considering 1-hop neighborhood relations as edges between nodes. \(\Phi^{(k)}\) incorporates all \(k\)-hop neighbors into the adjacent relations. For example, \(\Phi^2 = \Phi^1 + \Phi^1 \cdot (\Phi^1)'^T\) and \(\Phi^3 = \Phi^2 + \Phi^1 \cdot (\Phi^1)'^T + (\Phi^1 \cdot (\Phi^1)'^T) \cdot (\Phi^1 \cdot (\Phi^1)'^T)\). Given the \(\Phi^{(k)}\) adjacent matrix, we generate the graph-level representations:

\[
Z = \Phi^{(k)} / (k!); \quad \Phi^{(k)} \in \mathbb{R}^{(1+f)}
\]

where \(Z \in \mathbb{R}^{(1+f)\times d}\) represents the learned substructure-aware global embeddings and each row of which represents the substructure-aware global embedding corresponding to each node (user \(u_i\) or item \(v_j\)) in the interaction graph. It injects the global-structured context into latent representations \(Y\). \(\Phi^{(k)} \in \mathbb{R}^{(1+f)}\) is the degree matrix which contains the node degree of individual node. Next, we propose to capture both local and global user-item interactive patterns via encoding the mutual information between node embedding \(Y_n \in Z\) and the corresponding high-level graph representation \(z_n \in Z\). Following the paradigm in [11], we define our global context-aware discriminator \(D_y(y_n, z_n) = \delta(y_n \oplus z_n)\) \((\delta(\cdot)\) denotes the sigmoid function\) to classify the pairwise relationship between \(y_n\) and \(z_n\) from the joint distribution with the aim of maximizing the mutual information \(MI(y_n; z_n)\). In particular, the embedding pair \((y_n, z_n)\) is fed into our discriminator as positive instance. We generate negative instance \((\hat{y}_n, z_n)\). We further define the objective function with the modeling of global context-aware mutual information \(MI(y_n; z_n)\) as follows:

\[
L_x = -\frac{1}{l + f} \sum_{n=1}^{l+f} \log D_y(y_n, z_n) + \sum_{n=1}^{l+f} \log[1 - D_y(\hat{y}_n, z_n)]
\]

Minimizing the above cross-entropy-based loss contributes to the mutual information maximization and capturing the user-item high-order collaborative relations from locally to globally.

### 3.3.3 Topology-Aware Mutual Information Encoding

We propose to consider the properties of the topological information over the user-item interaction graph (motivated by the graph structure modeling in [24, 26]). Specifically, we define our topology-aware mutual information as \(MI(\mathbf{h}_{ui}, \mathbf{h}_{vj})\) and \(MI(Z, Z', \Phi)\) which reflects the transformation property of node and edge structural feature, respectively. To achieve this goal, we design our discriminator \(D_y(y_n, \mathbf{h}_n) = \delta(y_n \oplus \mathbf{h}_n)\), to endow our graph embedding layer \(f(H, \Phi)\) with the ability of preserving characteristics of node dimension between \(y_n\) and \(h_n\). The corresponding optimized objective function is given:

\[
L_y = -\frac{1}{l + f} \sum_{n=1}^{l+f} \log D_y(y_n, \mathbf{h}_n) + \sum_{n=1}^{l+f} \log[1 - D_y(\hat{y}_n, \mathbf{h}_n)]
\]

Additionally, another dimension of transformation lies in the encoded user-item interactions (relational edges) from our graph embedding layer. The loss with edge transformation is defined as:

\[
L_y = \frac{1}{R} \sum_{r=1}^{R} (1 - \tilde{Y}_r)^2; \quad \tilde{Y} = Z \cdot Z'^T \quad Z \in \mathbb{R}^{(1+f)\times d}
\]

\(\Phi\) indicates the re-constructed user-item connections which are generated with our encoded user and item representations \(\mathbf{z}_{ui}\) and \(\mathbf{z}_{vj}\). \(R\) (indexed by \(r\)) denotes the number of non-zero elements in \(\Phi\). With the preservation of the transformation of both nodes and their connections, we augment the representation learning by incorporating topology-aware user-item interactions.

### 3.4 The Learning Process of SMIN

#### 3.4.1 Optimization Objective

We define our joint optimized objective \(L\) with the integration of heterogeneous relationship learning across users and items, and user-item interaction modeling via graph-structured mutual information encoder, based on Bayesian personalized ranking loss:

\[
L = -\frac{1}{N} \sum_{u_i, v_j, \psi \in O} \log[p(h_{ui}^*, h_{vj}^*) - \psi(h_{ui}, h_{vj})] + \lambda_0 || \Theta ||^2 + \lambda_\alpha \cdot L_\alpha + \lambda_\beta \cdot L_\beta + \lambda_\gamma \cdot L_\gamma
\]

where \(O\) is the training instance consisting of positive \((u_i, v_j^*)\) and negative \((u_i, v_j^*)\) samples corresponding to the observed and unobserved interactions between user and item. \(\Theta\) denotes the trainable parameters for regularization with the strength of \(\lambda_0\). \(\lambda_\alpha, \lambda_\beta\) and \(\lambda_\gamma\) balances the loss functions with mutual information maximization from different views.
3.4.2 Model Complexity Analysis. In this subsection, we perform time complexity analysis of our SMIN method. Particularly, the cost of cross-layer message propagation in our metapath-guided heterogeneous graph neural network lies in the $O(|E| \times L \times d)$, where $|E|$ denotes the number of meta-connections, $L$ represents the depth of our graph neural network, and $d$ denotes the latent dimensionality. The final prediction layer has the complexity of $O((|E_{u-o}|\times L \times d)$.

Given the component-specific complexity analysis, the overall computational complexity of SMIN is $O((|E| + |E_{u-o}|) \times L \times d)$, which is comparable to most of existing social recommendation approaches.

4 EVALUATION

We evaluate the performance of our SMIN recommendation framework on three public datasets collected from real-life platforms. This section aims to study the following research questions (RQs):

- **RQ1:** How does SMIN perform compared with various baselines?
- **RQ2:** How do different components (e.g., metapath-guided heterogeneous graph neural network, mutual information-augmented learning paradigm) affect the performance of SMIN?
- **RQ3:** What is the impact of different types of meta-relations across users and items in the recommendation performance?
- **RQ4:** How do different settings of key hyperparameters affect the model prediction performance?
- **RQ5:** How do the learned latent representations benefit from the collectively encoding of social- and knowledge-enhanced user-item interactive patterns?

4.1 Experimental Settings

4.1.1 Data Description. Our SMIN framework is evaluated on three real-world datasets, which are detailed in Table 1 below:

| Dataset     | Ciao   | Epinions | Yelp    |
|-------------|--------|----------|---------|
| # of Users  | 6,776  | 15,210   | 161,305 |
| # of Items  | 101,415| 233,929  | 114,852 |
| # of Interactions | 271,573| 644,715  | 1,118,645|
| Interaction Density | 0.0395%| 0.0181%  | 0.0600% |

Table 1: Statistical information of the datasets.

4.1.2 Evaluation Protocols. In our evaluation, we adopt the leave-one-out strategy for training and testing set generation, which has been widely used in recommendation applications [27, 44]. To follow the similar experimental settings in [2, 33], we repeat the experiment 5 times and enable the result evaluation in an efficient way, pair the positive sample of the target user with 99 negative instances which have no interaction with this user. Since this work focuses on top-N item recommendation scenario, we leverage two representative recommendation evaluation metrics: Hit Ratio (HR) and Normalized Discounted Cumulative Gain (NDCG). In our experiment, in addition to user-user dependencies and user-item interactions, we further generate the knowledge-aware item relations by extracting external knowledge (i.e., categories of item) from item domain.

4.1.3 Baselines for Comparison. We compare SMIN with various state-of-the-art baselines as shown below:

- **PMF** [23]: it is a probabilistic matrix factorization method to factorize users and items into latent feature vectors.
- **TrustMF** [52]: The proposed new matrix factorization-based framework incorporates the users’ trust relationships into the embedding process, to augment the user preference modeling.
- **EATNN** [4]: It is an adaptive transfer learning model with attention network to capture the interplay between users and items.
- **SANN** [2]: A dual-stage attention model is developed to approximate the user-wise relations with their social neighbors.
- **DiffNet** [44]: It recursively updates users’ embeddings with an influence diffusion component. The user-item collaborative signals are captured through a fusion layer.
- **GraphRec** [8]: In this framework, a graph attention framework is developed for embedding propagation between users for social relation aggregation.
- **DANSER** [45]: It designs a dual-stage graph attention network to model multifaceted social effects in recommendation.
- **DGRRec** [32]: This social recommender system attempts to model dynamic user behavioral patterns and social influence by integrating the recurrent neural network with graph attention layer.
- **NGCF** [41]: It is a state-of-the-art graph neural network-based collaborative filtering model. We extend it to perform message propagation over our heterogeneous graph $G$.
- **KGAT** [40]: It incorporates the knowledge graph information into the collaborative relation modeling and performs recursively embedding propagation between connected node instances.
- **MRK** [37]: MKR is a knowledge-aware recommender system based on multi-task learning paradigm, which leverages knowledge graph representation task to assist the encoding of user-item interactions.
- **HERRec** [31]: it is a heterogeneous network embedding approach with meta-path random walk for node sequence generation.
- **MCRec** [12]: this recommendation method incorporates the meta-path based context into the neural co-attention mechanism for recommendation performance improvement.
- **HAN** [42]: it captures the heterogeneity of graph using the attentive encoder to differentiate relations between users and items.

4.1.4 Parameter Settings. We implement SMIN in PyTorch and optimize it with Adam optimizer. The learning process is performed with the batch size tuned amongst $[1024, 2048, 4096, 8192]$ and learning rate of $5e^{-2}$ (with decay rate of 0.95 every epoch). $L_2$ regularization term with $\lambda_0$ of 0.05 is adopted over $\Theta$. The number of hidden state dimensionality $d$ is tuned from $[8, 16, 32, 64, 128]$. The depth $L$ of our graph neural layers in our relation heterogeneity...
Table 2: Recommendation performance of different methods in terms of HR@10 and NDCG@10.

| Dataset | HR@10 | NDCG@10 | HR@15 | NDCG@15 |
|---------|-------|---------|-------|---------|
| Ciao    |       |         |       |         |
| GraphRec | 0.5287 | 0.5051 | 0.5075 | 0.5075 |
| SSMN    | 0.5491 | 0.5313 | 0.5369 | 0.5369 |
| SAMN    | 0.6169 | 0.5942 | 0.6216 | 0.6216 |
| MKR     | 0.6588 | 0.6469 | 0.6629 | 0.6629 |
| GAT     | 0.6800 | 0.6578 | 0.6867 | 0.6867 |
| KGCN    | 0.6956 | 0.6738 | 0.6956 | 0.6956 |
| DANSER  | 0.7143 | 0.6924 | 0.7143 | 0.7143 |
| DANSER  | 0.6565 | 0.6347 | 0.6565 | 0.6565 |
| NTGCF   | 0.6746 | 0.6528 | 0.6746 | 0.6746 |
| NTGCF   | 0.6947 | 0.6729 | 0.6947 | 0.6947 |
| NTGCF   | 0.7137 | 0.6919 | 0.7137 | 0.7137 |
| NTGCF   | 0.7328 | 0.7109 | 0.7328 | 0.7328 |
| NTGCF   | 0.7519 | 0.7291 | 0.7519 | 0.7519 |
| NTGCF   | 0.7670 | 0.7432 | 0.7670 | 0.7670 |
| NTGCF   | 0.7831 | 0.7586 | 0.7831 | 0.7831 |
| NTGCF   | 0.7982 | 0.7734 | 0.7982 | 0.7982 |
| NTGCF   | 0.8141 | 0.7885 | 0.8141 | 0.8141 |
| NTGCF   | 0.8300 | 0.8031 | 0.8300 | 0.8300 |
| NTGCF   | 0.8450 | 0.8179 | 0.8450 | 0.8450 |

encoder is chosen from 1 to 3. The number of neighbors k for global-level context injection in our graph mutual information learning architecture is set as 2. The sensitivities of those key hyperparameters have been investigated in Section 4.5. The performance of most neural methods is evaluated based on their source code.

4.2 Performance Comparison (RQ1)

Table 2 summarizes the performance comparison between our developed SMIN and competing state-of-the-arts on three datasets. We summarize the following observations:

(1) In terms of both metrics, we can observe that SMIN consistently outperforms other alternatives in all cases, which suggests the effectiveness of our method by modeling heterogeneous social and item graph dependencies (based on user- and item-wise meta relation schema) under a self-supervised graph neural architecture.

(2) Among various baselines, graph neural network social recommendation models (e.g., GraphRec and DANSER) perform better than others, which suggests that the graph-structured embedding aggregation paradigm is an effective solution for social-aware recommender systems. The consistent performance gap between our SMIN and those GNN-based approaches, implies that encoding relation heterogeneity from both social and item domain could enhance graph neural architecture for recommendation. We further optimize those graph models by stacking more graph layers to fit the high-order user-item interaction, but have not observed clear improvement with $L \geq 3$.

(3) While NGCF$_t$ also considers the cross-user and item dependencies under a graph learning architecture, by comparing with SMIN and NGCF$_t$, we can observe that we develop mutual information learning framework results in further performance improvement compared with other graph-based model for capturing high-order user-item collaborative relations.

(4) We can notice that recently proposed knowledge-aware recommendation techniques (i.e., KGCN and MKR) experience performance degeneration, which sheds light on the limitation of failing to comprehensively transfer the knowledge graph semantics into the users’ behavior modeling. Different from them, SMIN achieves better performance by utilizing the multifaceted relationships across users and items as self-supervised signals to guide the user preferences representation.

(5). From the presented evaluation results in Table 3, the performance superiority of our SMIN can be observed under different top-N recommended items. This observation further validates the effectiveness of our new recommendation framework.

4.3 Ablation Study of SMIN Framework (RQ2)

We conduct experiments to demonstrate the rationality of subcomponents in our SMIN model. To achieve this goal, we implement five simplified variants to show the influence of each model design.

- **Effect of Relation Heterogeneity Modeling.** SMIN-h. We remove the metapath-guided heterogeneous graph neural network to fuse multifaceted user- and item-wise relationships.

- **Effect of Self-Supervised Information Encoder.** SMIN-s. We do not include the multi-view graph mutual information encoder into our framework. Instead, we merely utilize graph convolution network to perform embedding propagation over the collaborative heterogeneous graph $G$.

- **Effect of Global Context Injection.** SMIN-g. We remove the mutual information $I(\mathbf{y}_i; \mathbf{y}_z)$ to inject the global-level collaborative signals based on graph substructure.

- **Effect of Topology-aware Isomorphic Transformation.** SMIN-t. In this variant, we remove the constrains of the isomorphic transformation in terms of topological node and edge characteristics, i.e., $I(\mathbf{h}_n; \mathbf{y}_z)$ and $I(\mathbf{Z}^T; \Phi)$.

- **Effect of Cross-Metapath Aggregation.** SMIN-a. We replace the cross-metapath aggregation layer with the mean pooling operation without differentiating the importance of metapath-specific relational feature representations.

The study results are shown in Table 4. We summarize the following findings. (1) The performance is improved with our metapath-guided self-supervised heterogeneous graph network for capturing diversified social and item-wise relations. (2) The performance gap between SMIN and SMIN-s verifies the rationality of considering multi-view mutual relational signals in recommendation under a self-supervised learning paradigm. (3) Injecting the substructure-aware graph global context imposes positive effect for encoding high-order user-item connectivity. (4) The careful consideration of relational learning gains more insights for modeling graph-based user-item interaction topological structure. (5) SMIN outperforms SMIN-a demonstrates the efficacy of encoding the importance of each metapath instance in an explicit way for generating user and item embeddings. This is because that each type of user-user and
item-item relations contribute differently for the learning of user-item interactive patterns.

4.4 Effect Analyses of Meta-Relations (RQ3)

To study the effect of multifaceted meta-relations incorporated in our metapath-guided heterogeneous graph neural network, we also perform ablation studies with the integration of different meta-relations from user and item domain. In specific, we generate four contrast variants of SMIN as below for performance comparison:

- **SMIN-UU**: SMIN without the user-user online social ties to capture the social network homophily, i.e., $u_i \rightarrow u_j$.
- **SMIN-UUI&IU**: SMIN without the behavior-level user and item relationships, i.e., item-specific user influence ($u_i \rightarrow v_j \rightarrow u_f$) and user-specific item dependency ($v_j \rightarrow u_i \rightarrow v_f$).
- **SMIN-IKI**: SMIN without the semantic relatedness extracted from item relation graph $G_u$, i.e., $e \in X \rightarrow e \in X \rightarrow e \in X$.
- **SMIN-UIKI**: SMIN without the knowledge-aware dependency between users, i.e., $u_i \rightarrow v_j \rightarrow h \rightarrow v_f \rightarrow u_f$.

The investigation results are shown in Figure 3, we could observe that SMIN with the full set of meta-relations obtains the best recommendation accuracy as compared to other alternatives. In particular, i) by competing with SMIN-UU, social context with the network homophily has positive effects to model user’s influence. ii) SMIN-UUI&IU erases the performance gain achieved by our model. This justifies the importance of capturing item-specific user influence and user-specific item dependency, in encoding relations across users and items. iii) When competing with SMIN-IKI, the results emphasizes the need of latent semantic relatedness between items in recommendation. iv) Through integrating the relational graph signals with item-specific user preference into our metapath generation phase, our scheme could further improve the recommendation accuracy as compared to SMIN-UIKI.

4.5 Hyperparameter Study (RQ4)

To gain further insights into our SMIN architecture, we now study the impact of hyperparameter settings from the following aspects. Figure 4 shows the results on different datasets. We integrate evaluation results (with different value scales) of two datasets into the same figure by presenting the performance increase/decrease percentage (compared with the first data point) in y-axis.

**Hidden Unit Dimensionality $d$.** We vary the hidden dimensionality $d$ of our latent representations from 8 to 128. The model performance saturates as the number of hidden units reaches around 64, since the larger embedding dimensionality may bring stronger representation ability. However, the further increase of $d$ leads to the slightly performance degradation due to the overfitting issue.

**Depth of Graph Neural Encoder $L$.** We analyze the influence of the number of GNN layers by varying $L$ from 1 to 3 while keeping other parameters as default settings. The best performance of our SMIN is achieved when $L = 2$. Further stacking more information propagation layers (e.g., $L = 3$) leads to the worse performance, which suggests that two-order connections in our heterogeneous graph architecture is sufficient to capture the multifaceted relations across users and items.

**Substructure-aware $k$-Hops Neighbors.** We further examine the impact of incorporating $k$-hop neighboring relations into our global context injection with the awareness of graph substructure. We could notice that the performance is boosted with the increase of $k$ as 2 at the beginning stage. By modeling the global-level collaborative relations with the higher-order ($k = 3$), it may introduce some noise and irrelevant dependence signals.

4.6 User/Item Embedding Visualizations (RQ5)

We perform the qualitative study on the user and item latent representations learned by SMIN. In particular, we project the dense embedding vectors to 2-D space with the t-SNE algorithm [21]. As shown in Figure 5, we can observe that embeddings learned by SMIN present a better clustering phenomenon (denoted with the same color) compared with the embeddings of GraphRec and HERec. This suggests the effectiveness of our method in well preserving the...
user-item interactive relationships. Additionally, a better embedding separation phenomenon can be observed for differentiating users who interact with different items. These observations further verify the rationality of our graph-structured main embedding space which bridges the semantics between user and item domain, such that the external knowledge can be utilized to guide the heterogeneous relation representation.

5 RELATED WORK

5.1 Social Recommendation Techniques
In recent years, many efforts have been devoted to developing social-aware recommendation techniques with various neural network architectures. In particular, attention networks has been used for social influence modeling between different users [2, 4]. Furthermore, due to the graph-structured nature of social relations, several social recommendation methods have been proposed to handle social network information with graph neural networks [17]. For instance, DiffNet [44] leverages the graph convolution network to approximate the influence diffusion across users. Additionally, graph-based attentive aggregation models (e.g., DANSER [45] and GraphRec [8]) adapt attention mechanism to the user-user relation graph, capturing social signals for recommendation. However, most of those methods fail to incorporate the knowledge-aware information from item domain into the social-aware user-item interaction encoding. To fill this gap, this work develops a metagraph informax network, to enhance the social recommendation with the explicitly modeling of item-wise dependency information—containing fruitful facts and semantic relatedness about items.

5.2 GNNs for Recommendation
The objective of graph neural networks is to project nodes in a generated graph into a low-dimensional vector space [42, 56]. The rationality which motivates the development of graph neural network, is that nodes are naturally characterized by their own features and neighbors [7, 14, 28, 48]. Following this idea, many recent efforts aim to explore the user-item interaction graph structure for recommendation scenarios [47]. For example, based on the graph convolution operation, several studies propose to capture the collaborative relationships between users and items over their interaction graph, such as PinSage [53] and NGCF [41]. Later on, LightGCN [10] optimizes the GCN-based user-item relation encoder by only keeping the most essential module—neighborhood aggregation in the graph-structured message passing paradigm. This work develops a hierarchical learning framework by integrating a metapath-guided graph neural module and a substructure-aware mutual information modeling paradigm for social-aware recommender system.

5.3 Self-Supervised Learning
Self-supervised learning has shown its effectiveness in learning representations from limited labeled data, such as natural language processing [18, 29, 30] and image data analysis [22, 25]. The general idea of self-supervised learning is to design pretext training tasks, so as to offer additional supervision signals. There exists one line of recent trend aims to propose self-supervised learning paradigms over graph-structured data [13, 15, 54]. For example, Hu et al. [13] proposes a pre-trained graph neural network based on the graph reconstruction task in terms of the attributed and structural information. Additionally, a hypergraph convolutional network is augmented with a self-supervised learning framework with respect to the mutual information exploration [54]. Different from the above methods, this work is the first to inject the relational knowledge from user and item side as the self-supervised information into social recommendation. This will enhance the user/item representation paradigm to learn a knowledge-aware global information, which leads to better recommendation performance.

5.4 Knowledge-aware Recommender Systems
Another relevant research line of recommendation methods lies in incorporating the external knowledge information as the side information of items [47, 59]. These knowledge-aware recommender systems transfer structural knowledge among items to the user-item interaction modeling to improve the recommendation performance [3, 49]. With the promising results of graph neural networks in relation learning, researchers have recently attempted to investigate the structural knowledge with the embedding propagation paradigm, such as KGAT [40] and KGNN-LS [36]. Different from these knowledge-aware recommendation methods, this paper empower recommender systems with the ability of utilizing not only the knowledge information from item domain, but also exploring the multifaceted social signals, in order to boost the performance.

6 CONCLUSION
In this paper, we propose the Self-Supervised Metagraph Infomax Networks (SMIN) architecture for knowledge-aware social recommendation. Our model learns social and knowledge graph dependent relationships for users and items via a metapath-guided heterogeneous graph neural network. Furthermore, a self-supervised learning framework is introduced to augment the modeling of graph structural information, so as to preserve the complex relationships among users and items. Extensive experimental results on several real-life datasets demonstrate the advantage of our framework as compared to various state-of-the-art recommendation models.

ACKNOWLEDGMENTS
We thank the reviewers for their valuable comments. This work is supported by National Nature Science Foundation of China (62072188), Major Project of National Social Science Foundation of China (18ZDA062), Science and Technology Program of Guangdong Province (2019A050510010).
REFERENCES

[1] Philip Bachman, R Devon Hjelm, et al. 2019. Learning representations by maximizing mutual information across views. In NIPS. 15355–15354.
[2] Chong Chen, Min Zhang, Yiqun Liu, and Shaoping Ma. 2019. Social attentional memory network: Modeling aspect-and-friend-level differences in recommendation. In WSDM. 177–185.
[3] Chong Chen, Min Zhang, Weizhi Ma, Yiqun Liu, et al. 2020. Jointly Non-Sampling Learning for Knowledge Graph Enhanced Recommendation. In SIGIR. ACM.
[4] Chong Chen, Min Zhang, Chengyang Wang, Weizhi Ma, Minming Li, Yiqun Liu, and Shaoping Ma. 2019. An efficient adaptive transfer neural network for social-aware recommendation. In SIGIR. 225–234.
[5] Chong Chen, Min Zhang, Yongfeng Zhang, Weizhi Ma, Yiqun Liu, and Shaoping Ma. 2020. Efficient Heterogeneous Collaborative Filtering without Negative Sampling for Recommendation. In AAAI. Vol. 34. 19–26.
[6] Yuxiao Dong, Nitesh V Chawla, and Ananthram Swami. 2017. metapath2vec: Scalable representation learning for heterogeneous networks. In KDD. 155–144.
[7] Shaohua Fan, Junsong Zhu, Xiaotian Han, Chuan Shi, Binyu Ma, and Yongliang Li. 2019. Metapath-guided heterogeneous graph neural network for intent recommendation. In KDD. 2478–2486.
[8] Wenqi Fan, Yao Ma, Qing Li, Yuan He, Eric Zhao, Jiliang Tang, et al. 2019. Graph Neural Networks for Social Recommendation. In WWW. ACM, 417–426.
[9] Yang Fang, Xiang Zhao, Peixin Huang, Weidong Xiao, and Shaoping Ma. 2020. Efficient meta-path based context for top-n recommendation with a neural co-attention model. In KDD. 1531–1540.
[10] Ziniu Hu, Yuxiao Dong, Kuansan Wang, Kai-Wei Chang, and Yizhou Sun. 2020. Gpt-gnn: Generative pre-training of graph neural networks. In KDD. 1587–1596.
[11] Hao Wang, Huawei Shen, and Xueqi Cheng. 2020. Modeling Users' Multifaceted Social Effects in Recommender Systems. In WSDM. ACM, 2568–2576.
[12] Petar Veličković, William Fedus, William L Hamilton, Pietro Lio, Yoshua Bengio, and R Devon Hjelm. 2019. Deep Graph Infomax. In ICLR.
[13] Jiezhong Qiu, Yuxiao Dong, Hao Ma, Jian Li, Kuansan Wang, and Jie Tang. 2019. Session-based social recommendation via dynamic graph attention networks. In WSDM. 555–564.
[14] Fei Sun, Jun Liu, Jian Wu, Changhua Pei, Xiao Lin, Wenyu Ou, and Peng Jiang. 2019. BERT4Rec: Sequential recommendation with bidirectional encoder representations from transformers. In CIKM. 1441–1450.
[15] Brian Bachman, Adam Trischler, and Yoshua Bengio. 2019. Learning deep representations of multifaceted social effects in recommender systems. In WWW. 2091–2102.
[16] Yu Li, Xiangnan He, Yongfeng Zhang, and Jiliang Tang. 2019. Unified collaborative filtering over graph embeddings. In SIGIR. 155–156.
[17] Pengyuan Wang, Yanjie Fu, Hui Xiong, and Xiaolin Li. 2019. Adversarial substructured representation learning for mobile user profiling. In KDD. 130–138.
[18] Qiannan Zhu, Xiaofei Zhou, Jia Wu, Jianlong Tan, et al. 2020. A Knowledge-Aware Graph Neural Network with Label Smoothness Regularization for Recommender Systems. In KDD. 968–977.
[19] Dara Ruiter, Josel van Genabith, et al. 2020. Self-Induced Curriculum Learning in Self-Supervised Neural Machine Translation. In EMNLP. 2566–2571.
[20] Chuan Shi, Binbin Hu, Wayne Xin Zhao, et al. 2018. Heterogeneous information network embedding for recommendation. Transactions on Machine Learning Research. 31, 2 (2019), 357–370.
[21] Weiping Song, Zhiping Xiao, Yifan Wang, Laurent Charlin, Ming Zhang, and Jian Tang. 2019. Session-based social recommendation via dynamic graph attention networks. In WSDM. 555–564.
[22] Weiping Song, Zhiping Xiao, Yifan Wang, Laurent Charlin, Ming Zhang, and Jian Tang. 2019. Session-based social recommendation via dynamic graph attention networks. In WSDM. 555–564.
[23] Ziniu Hu, Yuxiao Dong, Kuansan Wang, Kai-Wei Chang, and Yizhou Sun. 2020. Gpt-gnn: Generative pre-training of graph neural networks. In WWW. ACM, 417–426.
[24] Wang, Huaimin Zhang, and Yanqing Yu. 2019. Heterogeneous graph attention network. In WWW. ACM, 2022–2032.
[25] Fei Sun, Junsong Zhu, Xiaotian Han, Chuan Shi, Binyu Ma, and Yongliang Li. 2019. Metapath-guided heterogeneous graph neural network for intent recommendation. In KDD. 2576–2584.
[26] Le Wu, Peijie Sun, Yanjie Fu, Richang Hong, Xiting Wang, and Meng Wang. 2019. A neural influence diffusion model for social recommendation. In SIGIR. 235–244.
[27] Qitian Wu, Hengrui Zhang, Xiaofeng Gao, Peng He, Paul Weng, Han Gao, and Guihai Chen. 2019. Dual graph attention networks for deep latent representation of multifaceted social effects in recommender systems. In WWW. 2091–2102.
[28] Xuan Xin, Xiangnan He, Yongfeng Zhang, and Jiliang Tang. 2019. Learning from Cross-Modal Behavior Dynamics with Graph-Regularized Neural Contextual Bandits. In WWW. 995–1005.
[29] Haokun Chen, Mingxiao An, Junqiang Huang, Yongfeng Huang, and Xing Xie. 2019. NPA: neural news recommendation with personalized attention. In WWW. 2576–2584.
[30] C. Bi, Hao Xing, Xiaoping Lai, and Yanfang Ye. 2020. Learning Behavior Dynamics with Graph-regularized Behavior Dynamics. In WSDM. 39, 8 (2016), 1633–1647.
[31] Chunmin Wu, Fangzhao Wu, Mingxiao An, Junqiang Huang, Yongfeng Huang, and Xing Xie. 2019. NPA: neural news recommendation with personalized attention. In WWW. 2576–2584.
[32] Le Wu, Peijie Sun, Yanjie Fu, Richang Hong, Xiting Wang, and Meng Wang. 2019. A neural influence diffusion model for social recommendation. In SIGIR. 235–244.
[33] Qitian Wu, Hengrui Zhang, Xiaofeng Gao, Peng He, Paul Weng, Han Gao, and Guihai Chen. 2019. Dual graph attention networks for deep latent representation of multifaceted social effects in recommender systems. In WWW. 2091–2102.
[34] Xuan Xin, Xiangnan He, Yongfeng Zhang, and Jiliang Tang. 2019. Learning from Cross-Modal Behavior Dynamics with Graph-Regularized Neural Contextual Bandits. In WWW. 995–1005.