An Integrated Bottom-Up Approach for Leak Detection in Water Distribution Networks Based on Assessing Parameters of Water Balance Model
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Abstract: Loss of water due to leakage is a common phenomenon observed practically in all water distribution networks (WDNs). However, the leakage volume can be reduced significantly if the occurrence of leakage is detected within minimal time after its occurrence. Based on the discriminative behavior of different consumption in water balance, an integrated bottom-up water balance model is presented for leak detection in WDNs. The adaptive moment estimation (Adam) algorithm is employed to assess the parameters in the model. By analyzing the current value and the rising rate of the assessed parameters, abnormal events (e.g., leak, illegal use, or metering inaccuracy) could be detected. Furthermore, a one-step-slower strategy is proposed to estimate the weighted coefficient of pressure sensors to provide approximate location information of leak. The method was applied in a benchmark WDN and an experimental WDN to evaluate its performance. The results showed that relatively small leak could be detected in near-real-time. In addition, the method was able to identify the pressure sensors near to the leak.
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1. Introduction

As one of the most precious natural resources, freshwater has drawn great attention worldwide. However, a large amount of water is lost during water distribution process, which can be largely attributed to bursts and leaks. What is more, bursts and leaks can pose risks of bacteria and pollutant contamination [1]. Large bursts, which are associated with significant pressure drop or other visible consequence, are relatively easier to detect. On the contrary, smaller bursts and leaks are more difficult to detect as the flow or pressure changes produced by leaks are not appreciable [2]. Therefore, reliable leakage detection method, especially the detection of small leaks, is extremely urgent for water safety and sustainable development of urban cities.

So far, the leakage detection methods in water distribution system can be broadly classified into top-down approaches and bottom-up approaches [3]. The top-down approaches offer a crude system-wide estimation of different components in water balance model, generally according to monthly or annual water metering data [4,5]. Berg applied a panel data analysis with fixed effects to assess the major drivers of non-revenue water [6]. Kanakoudis et al. stated that the water balance for Kos town network was assessed on a bimonthly basis, following the water billing period used by the local water utility [7]. Lenzi et al. proposed a method to represent and calculate the Infrastructure Leakage Index for large water systems [8]. For bottom-up approaches, they directly evaluate the amount of water losses based on the most up-to-date high-resolution monitored data [9,10]. Alvisi et al. found that a good estimate of water balance may be obtained through real-time monitoring of only part of the users within a DMA [11]. Xin et al. presented an effective
method to calculate the three primary parts of Non-Revenue Water [12]. Mutikanga et al. presented a method to assess different components in apparent losses based on field audit and operational data for Kampala city’s water distribution system in Uganda [13]. Among those methods, leakage detection based on the minimum night flow (MNF) analysis is a typical bottom-up approach for the assessment of real losses consumption and has been widely used in the water distribution industry. The estimation is carried out by subtracting the expected legitimate water consumption from the total MNF, and the leakage is detected based on this. Marzola et al. evaluated the amount of water loss based on the MNF and the water balance [14]. However, this approach could ignore some small leakage due to the inaccuracy of estimation in legitimate water consumption caused by water demand fluctuation over days. Moreover, the approaches mentioned above have some limitations in real-time leakage detection.

To realize real-time leakage detection, various model-based and data-driven methods have been developed based on the hydraulic information (e.g., pressure and flow) gathered by supervisory control and data acquisition (SCADA) system. The core of model-based methods is a well-calibrated hydraulic model of the water distribution networks [15,16]. Moreover, with a well-calibrated model, the residual between measurements and the corresponding estimations of model can be used to detect leaks. Sanz et al. proposed a leakage detection and localization method, which is coupled with a calibration model that identifies geographically distributed parameters [17]. Xie et al. proposed a novel method for hydraulically monitoring and can identify the leakage regions that happened in near-real-time [18]. However, model-based methods are limited when dealing with complex or large-scale water distribution networks (WDNs) as constructing and maintaining well-calibrated hydraulic models are challenging for water companies.

Data-driven approaches have thus become appealing alternatives in practice. Data-driven approaches focus on mining the burst-induced features from vast historical data, and then the leakage detection problem can be turned into a classification or clustering problem [19,20]. Laucelli et al. investigated the effectiveness of the evolutionary polynomial regression paradigm to reproduce the behavior of a WDN using online data recorded by low-cost pressure/flow devices [21]. Palau et al. applied principle component analysis (PCA) to the control of water inflows into DMAs of urban networks [22]. Ye et al. developed a novel burst detection method by using adaptive Kalman filter on hydraulic measurements of flow and pressure at the district meter area level [23]. Various algorithms have been employed to recognize the features containing leakage information from the data. Huang et al. proposed a method to detect bursts in DMAs that can be divided into three steps [24]. Soldevila et al. presented a method for leak localization in WDNs based on Bayesian classifiers [25]. Wu et al. transformed the problem of burst detection into an outlier detection task with the use of data correlation between multiple pressure sensors [26]. However, the approaches mentioned above require a large size of training samples to get accurate burst detection models, and misjudgments may be made when dealing with inexperienced events or small bursts and leaks due to their strongly data dependency.

Generally, quantifying the amount of water losses in water distribution networks or district metering areas can serve as a starting point in the procedure of the leakage detection [27]. By analyzing the water losses, some scholars have realized events detection in the WDNs based on the water balance model indirectly. Tabesh et al. [28] and Farah et al. [29] applied the water balance model as a tool to estimate the severity of leakage within a zone. They used relevant historical data to directly calculate the possible leakage in the WDNs. However, most of the methods based on it are implemented through long-term data and can detect whether there are leakage events over a long period of time. This means the leakage cannot be detected in time. Few researches have directly applied the water balance model to abnormal event detection in the WDNs until now.

This paper proposed a leak detection method based on assessing the real losses consumption. On the basis of water balance, an integrated bottom-up water balance model was presented based on the discriminative behavior of apparent and real losses.
The fixed and variable area discharge (FAVAD) theory [30] was employed to model the real losses consumption through pressure data gather from WDNs. Based on the hydraulic information (e.g., pressure, inlet flow, and water usage) gathered by SCADA system, the water losses consumption of water balance model could be estimated. By analyzing the current volume and the rising rate of both apparent and real losses, abnormal events could be detected in near-real-time and different coping strategies could be further employed to enhance the efficiency. Furthermore, the approximate location information of the leak could be provided by comparing the weighted coefficient of pressure sensors. The proposed integrated bottom-up approach was illustrated through a benchmark model and a real pipeline network.

2. Methodology

An integrated bottom-up approach for leakage detection and location was proposed in this paper, based on quantifying the amount of apparent and real losses in WDNs. First, according to the principle of water balance, the movement of water is continuous and maintains a balance between revenue and expenditure in terms of quantity [31]. The water balance model was constructed based on the discriminative behavior of apparent and real losses. Then, based on the hydraulic information (e.g., pressure, inlet flow, and water usage) collected by SCADA system, the Adam algorithm was employed to perform least square estimation to obtain the model parameters. After establishing a leakage identification model according to the parameters estimation, a leak could be detected and different coping strategies could be further employed to enhance the efficiency. Once a leak was detected, the weighted average coefficients of pressure sensors were further estimated. According to the coefficients, the pressure sensors which are the nearest to the leak can be identified, and the leakage location can be found approximately. The design of the scheme is shown in Figure 1, and the details of the method are described in the following sections. Based on the method proposed in this paper, the loss of water can be monitored, resulting from small burst or leakages, and will accumulate over time, to detect the abnormal events rather than monitoring the pressure or flow changes induced by small bursts and leaks, which are submerged in the changes induced by normal demand fluctuations.

2.1. Construction of Water Balance Model

On the basis of water balance, the water losses, defined by the deduction of authorized consumption from the system input volume, can be further divided into apparent losses and real losses [32].

2.1.1. Authorized Consumptions

As described in Table 1, the authorized consumption, denoted as \( Q_{au} \), is comprised of authorized metered consumption and authorized unmetered consumption. The authorized metered flow rate \( Q_m \) is measured by all customers’ meters. The authorized unmetered flow rate \( Q_u \) is the combination of fixed quota user, fire hydrants, system flushing, and so on. For a fixed WDN or a district metering area, the authorized unmetered flow rate can be assumed as an unknown constant during the estimation.

\[
Q_{au} = Q_m + Q_u
\]

Table 1. Water balance.

| System input volume | Authorized consumptions | Metered consumption | Unmetered consumption |
|---------------------|------------------------|---------------------|----------------------|
|                     | Water losses           | Authorized consumption | Apparent losses | Real losses |


2.1.2. Apparent Losses

The apparent losses, denoted as $Q_{al}$, usually account for 30–40% of the total water losses [4]. The apparent losses refer to the water consumption due to metering inaccuracy and the volume of illegal use. As the components of apparent losses fluctuate similarly with the fluctuation of customers’ water demand, here it is assumed that the apparent losses flow rate is proportion to the authorized metered flow rate $Q_m$ [33].

$$Q_{al} = k \times Q_m$$ (2)

where $k$ is the apparent losses coefficient.

When having access to the error characteristics of meters in the WDN, a more accurate estimation of the apparent losses could be achieved.

2.1.3. Real Losses

Real losses, denoted as $Q_{rl}$, refer to the amount of physical leakage in mains and service connections. Displaying fixed and variable area discharge (FAVAD) theory, the real losses can be modeled through pressure data collected from WDNs [34]. According to the FAVAD theory, the leakage area of a leak can be divided into a fixed area and a variable area. The fixed area is the damaged area of the pipeline under the zero-pressure state. Moreover, the fixed area will expand as the pressure inside the pipeline increases, resulting in a variable area, as shown in Figure 2.
The leakage area, denoted as $A$, can be regarded as area of an orifice. According to the hydraulic orifice flow equation, the flow rate of leakage can be calculated as

$$Q = C_d \times A \times \sqrt{2 g \times H}$$

(3)

where $C_d$ is the discharge coefficient, $g$ is the local gravity acceleration, and $H$ is the water head (pressure) at the leakage point. The discharge coefficient $C_d$ varies between 0.5 and 0.8 in different water distribution systems, with a typical value 0.65 [35].

According to the FAVAD theory, Cassa et al. [36] analyzed the relationship between the leakage area and pressure of pine, with pipes of different materials such as uPVC, cast iron, and steel. The results showed that the leakage area of a specific leak would vary linearly with the pressure of the pipe. That is, the response of the leakage area $A$ to the pressure can be characterized as

$$A = A_0 + m \times H$$

(4)

where $m$ is the head-area slope.

Cassa and Van Zyl [37] employed finite element analysis to analyze the head-area slope $m$ of various leaks. The experimental results indicated that the head-area slope $m$ increased as the initial leakage area $A_0$ increased. However, the leakage area is a function of the pipe material and many other complex factors, thus an explicit function cannot be obtained. Based on Equation (4), Cassa and Van Zyl decided to fit the head-area slope $m$ using a single power Equation, resulting in a general head-area slope $m$:

$$m = 2 \times 10^6 \times A_0^{2.91}$$

(5)

With Equations (3)–(5), the real losses can be modeled as pressure-driven water demand:

$$Q_{rl} = C_d \times \sqrt{2 g (A_0 h_0^{0.5} + mh_0^{1.5})}$$

(6)

2.1.4. Water Balance Model

On the basis of water balance and Equations (1), (2), and (6), the water balance model of the WDN can be derived:

$$Q = (1 + k)Q_m + C_d \sqrt{2 g (A_0 h_0^{0.5} + mh_0^{1.5})} + Q_u$$

(7)

Note that there is an assumption in the model that there is only a leak in the WDN. The water head $h_0$ used in the model is average zone pressure (AZP), as the leakage could occur in any location in the network. What is more, AZP can simplify the model so that the data needed can be reduced when estimating the parameters in the model. There are three unknown parameters in the model: the apparent losses coefficient $k$, the leakage area $A_0$, and the authorized unmeasured flow rate $Q_u$. The apparent losses coefficient $k$ indicates the apparent losses of the network. The current volume of apparent losses indicates the metering inaccuracy or existence of illegal water use, while the rising rate of $k$ indicates the abnormal event of meters or new illegal water use. Similarly, the leakage area $A_0$ indicates...
the real losses in the system, and it will rise when a leak occurs. Thus, the leak could be detected and the abnormal degree can be provided based on the value of $A_0$.

2.2. Approximate Location Information of Leak

In the water balance model described by Equation (7), average zone pressure $h_0$ is used to simplify the model. However, the location information of pressure sensors is lost if multi-sensors are situated in the network. Therefore, the water balance model, described by Equation (7), cannot provide the information of leakage location. To take the location information of pressure sensors into account, the water head in the water balance model can be replaced by a weighted average of multiple pressure sensors:

$$h = c_1 h_1 + c_2 h_2 + \ldots + c_n h_n$$

subject to $\sum_{i=1}^{n} c_i = 1$  

(8)

where $h_i$ represents the $i$th pressure sensor and $n$ is the number of pressure sensors in the WDN or DMA.

Unfortunately, the water balance model is an exponential function of water head $h$, and the exponents of $h$ are 0.5 and 1.5. Once Equation (8) is substituted directly into Equation (7), the complexity of the water balance model will be increased so greatly that it is impossible to solve the problem in an acceptable time (not only the time used to estimate the parameters, but also the time needed to collect enough hydraulic data). Here, the water head used in the model is decomposed into two parts—$h_0$ with the exponent of 0.5 and $h$ with the exponent of 1:

$$Q = (1 + k)Q_u + C_d \sqrt{2gh_0^{0.5} + mh^{0.5}} + Q_u$$

$$h = c_1 h_1 + c_2 h_2 + \ldots + c_n h_n, \quad \sum_{i=1}^{n} c_i = 1$$

(9)

where $h$ is the weighted average water head described by Equation (8), and $h_0$ is a scalar.

The initial value of $h_0$ could be set as the average zone pressure, and should be updated after updating the weighted coefficients $c_i$ each time. That is to say, the update of $h_0$ is one step slower during the iterative process. By applying this one-step-slower strategy, it is much easier to estimate the weighted coefficients $c_i$ since the model is a “linear” function of $c_i$. By analyzing the coefficients, the pressure sensors nearest to the leak can be identified, thus provide some approximate location information of leak.

2.3. Parameters Assessment

The parameters of the model can be estimated according to the data collected by the SCADA system. At present, there are many numerical calculation methods that can be used to solve this problem. The cost function is

$$J(\theta) = \frac{1}{2T} \sum_{t=1}^{T} (\tilde{Q}_t - Q_t)^2$$

(10)

where $Q_t$ is the metered system input flow rate at moment $t$, $\tilde{Q}_t$ is the system input flow rate estimated by the water balance model, $\theta = [k, A_0, Q_u, c_i]$ represents the parameters of the model, and $t = 1, 2, \ldots, T$.

As the model is an exponential function of leakage area $A_0$, the least square solution of model parameters cannot be directly derived. In this research, the gradient descent method was employed to obtain the optimal solution of the model parameters.
According to the model described by Equation (7), the partial derivative of the cost function $J(\theta)$ can be derived:

$$\frac{\partial J(\theta)}{\partial A_0} = \frac{1}{T} \sum_{t=1}^{T} (\tilde{Q}_t - Q_t) \left[ C_d \sqrt{2 g(h_0^{0.5} + \frac{\partial m(A_0)}{\partial A_0} h_0^{0.5})} \right]$$

$$\frac{\partial J(\theta)}{\partial k} = \frac{1}{T} \sum_{t=1}^{T} (\tilde{Q}_t - Q_t) Q_m$$

(11)

As the magnitude difference between the coefficients of $k$ and $A_0$ is very large, the convergence rate of the traditional gradient descent method is too slow or even divergent. An improved stochastic gradient descent method, adaptive moment estimation (Adam), is employed to solve the problem. The Adam method was proposed by Kingma [38]. The traditional stochastic gradient descent method uses a single learning rate to update all parameters, and the learning rate does not change during the optimization process. Unlike the traditional stochastic gradient descent method, the Adam method sets independent and adaptive learning rates for different parameters by calculating first-order moment estimations and second-order moment estimations for gradients.

By assessing the parameters in Equation (7), we get a glimpse of the state of WDN. Then, analyzing the current value and the rising rate of the assessed parameters (e.g., a threshold), abnormal events will be detected.

3. Case Study

In this section, the method proposed in this paper was applied in a benchmark WDN model and an experimental WDN to evaluate its performance.

3.1. Case 1

This section concerns the implementation of the proposed method to a widely used benchmark model, named C-Town (EPANET2). This benchmark model is made up of 5 district metering areas (DMA1-DMA5), one source, 5 pump stations (S1–S5), 7 tanks (T1–T7), 388 nodes, 429 pipes, and 35 pressure sensors, as shown in Figure 3.

![Figure 3. Layout of the C-Town benchmark.](image-url)
Note that in order to improve the efficiency of the WDN, the scheduling scheme of the pump stations was optimized during the operation of the C-Town pipe network. Moreover, the water consumption of users was assumed to be obtained by the meters. The introduction of the scheduling scheme has made the pipe network system a very complex nonlinear, non-Gaussian system. During the start/stop process of the pumping stations, the pressure in the network will change drastically, which makes common pressure-based leak detection methods difficult to apply in the pipe network.

3.1.1. Leak Detection Bases on Proposed Method

Hourly monitored data over 168 h (i.e., a week), including inlet flow rate of each DMA, demand flow rate of each node, and pressure at each pressure sensors, are provided by SCADA system of C-Town. Some random noise, between ±2% of the measured value, was added to simulate the real measurement value by flow meters having accuracy with class 2. After 5 days of normal operation of the network, a node in DMA 5 was randomly selected to simulate a leak event. The leak event was simulated by adding an emitter to the node and the coefficient of the emitter was set to be 0.25, resulting in real losses accounting for about 7% of the total daily input volume of DMA5. As shown in Figure 4, some results are displayed, including pipe flow of inlet and outlet, node pressure of inlet and outlet, water demand of the whole DMA5, and three parameters calculated based on the water balance model in this paper.

According to the water consumption of users in DMA5, the minimum night flow (MNF) had a significant increase after the leakage event occurred, which can also be seen from the Figure 4a, the specially marked points in the figure represent the minimum night flow points with abnormalities detected. It can be seen that through the threshold calculated by the triple standard deviation criterion, the abnormal points can be discovered. However, there are certain false positives even when there are no abnormal events (e.g., the second night, around the 26th h). This is because the minimum flow value at night still exceeded the set threshold when there are some fluctuations in the water usage patterns.

In addition, there exists a certain amount of underreporting, as the judgment can only be made when there is a leakage loss the day before by the minimum flow at night. It can be seen that the abnormal event of the last period was not detected leading to limitation in real-time detection.

Figure 4b,c demonstrated the changes in the flow and pressure of the inlet, outlet, and some nodes in DMA 5. The inlet and outlet are labeled as Pipe-In and Pipe-Out with red triangles in Figure 5. Other representations with different labels are also explained in Figure 5. Note that the point marked with a explosive pattern is the leakage point set in case 1. However, the change is not obvious enough to correctly detect the abnormal events. In addition, due to the existence of the scheduling scheme of pump stations, the pressure in the DMA had obvious fluctuations during the start/stop process of the pumping station, which brought difficulties to the pressure-based leak detection methods.

The data described above were analyzed by the proposed method. The parameters of the water balance model described by Equation (7) were estimated every hour, using the 4 most up-to-date data points. The parameter assessment results, including the apparent losses coefficient $k$, the leakage area $A_0$, and the authorized unmeasured flow rate $Q_u$, are shown in Figure 4d. In the first 5 days, the estimated apparent losses coefficient $k$ and the authorized unmeasured flow rate $Q_u$ remained at a steady level, and the parameter $A_0$ has some peaks caused by the noise added in the beginning. When the leak occurred on the sixth day, three parameters all have huge fluctuations. It is indicated the leakage detection cannot only be judged by the single parameter, like $A_0$. Therefore, in this paper, the three parameters were combined into one feature vector to get a better performance. Figure 4d showed that the leakages were detected correctly in time.
Figure 4. Simulate results of case1.

Figure 5. Topology of DMA5.

The performance of the proposed method was also compared with the traditional water balance method, which subtracts the users’ water consumption from the total water supply in the district. Figure 6a depicts the water loss in DMA5 calculated based on the traditional water balance method. The remaining parts are the parameters calculated based on the proposed method. It can be seen that leakages can be detected more effective based on the method proposed in this paper, comparing with the traditional water balance method.
3.1.2. Leak Detection Performance Validation

This section concerns the implementation of the proposed method as an online leak detection method, and its performance was compared with the method based on PCA. The five DMAs in C-Town are of different sizes and the fluctuation of water demand in each DMA is different. In each DMA, a node was randomly selected each time to simulate a leak by adding an emitter. The emitter coefficient $C_{EM}$ was set between 0.2 and 0.6, resulting in real losses accounting for about 5.6% to 16.8% of the total daily input volume of the DMA. DMA5 was set as the test area, 100 nodes were randomly selected to repeat the simulation and the duration of each simulation is 168 h, generating 100 abnormal data and a set of normal data.

To compare the performance of two methods, a data set was synthesized later based on the data obtained through EPANET simulation. The data set has a total of 700 pieces of data, including 100 pieces of data that contain abnormal events and 600 pieces of data that do not contain abnormal events.

Using the method proposed in this article, after calculation, three parameters corresponding to each data set, the apparent losses coefficient $k$, the leakage area $A_0$, and the authorized unmeasured flow rate $Q_u$, were obtained. Finally, we can get a $700 \times 3$ feature matrix can be established by combining these three parameters.

For the method based on PCA, the original data set is $700 \times 10$. Moreover, the each piece of data input to PCA is

$$[Q_0, \ldots, Q_4, H_0, \ldots, H_4]$$

where $Q_n$ denotes flow rate of a pipe and $H_n$ denotes the pressure of a node. The data set contains five flow data and five pressure data, including the inlet pipe, outlet pipe, inlet node, outlet nodes, and some pipes or nodes that distribute in the DMA evenly. PCA is the most commonly used method of data dimensionality reduction in machine learning. It can select the feature subset with the best evaluation criteria from the original feature set. Based on PCA, the dimension of the feature was reduced from 10 to 3, consistent with the method mentioned above. Figure 7 indicated that there are some changes in the feature vector when abnormal events were added since the 6th day.
Figure 7. Change curve of hydraulic parameters before and after leakage.

After obtaining the feature vectors of the two methods, SVM was applied to classify and discriminate abnormal events. SVM is a binary classification model. Its basic idea is to solve the separation hyperplane that can correctly divide the training data set and have the largest geometric interval. The recall rate indicator was employed to measure the detection effect of detection methods. Recall rate is calculated as follows:

$$Recall\ Rate = \frac{TP}{TP + FN}$$ (13)

where $TP$ represents the number of abnormal events detected correctly, and $FN$ is the number of abnormal events that are not detected.

The proposed method and the method based on PCA were applied to detect the leaks in DMA5. The threshold of leak area $A_0$ in the proposed method was 15 mm$^2$ as case 1, while the threshold of minimum night flow method was set based on three standard deviations of normal inlet flow rate of DMA. The recall rates of the proposed method (WB-Method) and the method based on Principal Components Analysis (PCA) are showed in Table 2.

Table 2. Recall rate of leak detections ($C_{EM} \in [0.2, 0.6]$).

| Detection Method | Recall Rates |
|------------------|--------------|
| WB-Method        | 94.59%       |
| PCA              | 45.83%       |

In addition, the performance of the two methods can be seen from the comparison of their feature vectors. As show in Figure 8, the method proposed in this article performed better, as there is distinguishable difference between the abnormal and normal points compared with PCA.

In order to further compare the effectiveness of the features extracted by the proposed method, the recall rates of the two detection methods for different degrees of leakage events were calculated by setting the nozzle flow coefficient $C_{EM}$ in different ranges. The results are shown in Table 3. After the leakage events are divided into different degrees, the result of the proposed method still achieved better detection performance under different amount of leakage condition. When the $C_{EM}$ is between 0.5 and 0.6, the recall rate of the method proposed in this paper reaches 100%. For smaller leakage, the detection performance is still within the satisfaction with results above 90%.
Detection based on method proposed in this paper (a) and based on PCA (b). Feature point map of the two methods.

![Feature point map](image)

**Figure 8.** Feature point map of the two methods.

**Table 3.** Recall rate of leak detection in different $C_{EM}$.

| Detection Method | $C_{EM} \in [0.2, 0.3)$ | $C_{EM} \in [0.3, 0.4)$ | $C_{EM} \in [0.4, 0.5)$ | $C_{EM} \in [0.5, 0.6)$ |
|------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| WB-Method        | 89.19%                   | 94.73%                   | 98.95%                   | 100%                     |
| PCA              | 23.53%                   | 33.33%                   | 36.84%                   | 48.15%                   |

As shown in Figure 9, for each DMA, the recall rate of the proposed method proposed increased with the increase of the emitter coefficient $C_{EM}$. That is, for each DMA, the larger the leak scale was, the higher the recall rate would be. When the emitter coefficient $C_{EM}$ was 0.5, the recall rate of the proposed method in each DMA can reach above 83%. It indicated that the parameter assessment-based leakage detection method proposed in this paper can effectively identify leak events in water distribution networks in both large and small leakage conditions.

![Recall rates](image)

**Figure 9.** Recall rates of different district metering areas (DMAs).

The detection performance of proposed method was also discussed for different DMAs with different time window length. Time window length means the number of data sets used in the parameter assessment; there are three sets of data at least for three unknown parameters. In this case, the data were collected once an hour, meaning 4 sets of data were used in parameters assessment when the time window length equals to 4. As shown in Table 4, the recall rate can reach about 90% when the time window length is just four; there can be a certain improvement with more data sets.
Table 4. Recall rate in different DMAs with different time windows.

| Time Window Length | DMA1 | DMA2 | DMA3 | DMA4 | DMA5 |
|-------------------|------|------|------|------|------|
| 4                 | 78.4%| 85.7%| 94.6%| 94.1%| 96.4%|
| 6                 | 83.8%| 92.9%| 97.3%| 97.1%| 96.4%|
| 8                 | 86.5%| 96.4%| 97.3%| 100% | 100% |

3.1.3. Approximate Location Information of Leakage

After detecting the occurrence of leak event and gathering more data of the event, the leakage region can be located according to the model represented by Equation (9). According to the curves of pressure in Figure 10a, the pressure sensors were well arranged and covered the range of pressure in DMA5. The estimated weighted coefficients of pressure sensors for leaks in different locations in DMA5 are shown in Figure 10b–d. When the positions of leaks are different, the weighted average coefficients of the pressure sensors are different. The pressure sensors near leak point tended to have larger coefficients. Here, the word “near” means the pressure measured by pressure sensor near to the pressure at the leak point. As shown in Figure 10a, the pressures measured by sensors H32 and H33 were similar. Thus, the coefficients of sensors H32 and H33 are estimated to be similar, but still had some difference, as shown in Figure 10b–d. Therefore, by estimating the weighted average coefficients of the pressure sensors in the DMA or WDN, some approximate location information of leakage can be deduced.

Figure 10. Weighted average coefficients of pressure sensors under different location of leak.
3.2. Case 2

To verify the proposed method on a real pipeline network, an experimental platform was built up based on a real pipeline network. The topology is depicted in the Figure 11. There are 5 nodes in the platform to simulate the customers’ water usage. The flow of each node, labeled in picture as $F_n$, is controlled by an electric flow regulating valve and metered by a flow meter. Six pressure sensors, labeled in picture as $P_n$, are situated in the entry point of the network and other five representative nodes. In addition, three valves, named leakage control valves, are also arranged in the pipeline network to simulate leaks, labeled in picture as $L_n$. Note that the pipe connections in the experimental platform are detachable. By adjusting the valve opening and the position of leakage control valve, different leak types can be simulated. Besides, the topology of the pipe network can be changed by switching the valves of each pipeline on or off.

Before the experiments, the water demand of the five customer nodes was set according to a typical residential water demand, as shown in Figure 12.

![Image](image1)

**Figure 11.** The topology built by experimental platform.

![Image](image2)

**Figure 12.** Water Demand.

### 3.2.1. Parameters Assessment

To better evaluate the performance of proposed method, we simulated a leak by opening the No.1 leakage control value, and the valve opening degree was gradually increased (20%, 30%, 50%). When the valve opening degree was 20%, the real losses accounted for about 25% of inlet flow at night demand valley, about 11% at peak demand, and about 16% of the average inlet flow. The proposed method was applied to analyze the
data collected from the flow meters and pressure sensors. The curves of system input flow rate and the estimated parameters are shown in Figure 13.

![Flow Rate and Estimated Parameters](image)

**Figure 13.** Results of parameters estimation at different opening degrees of valve No.1.

In the initial period, the leakage control valve was off and there were only some background leakages at the junctions of the pipes in the network. In this period, the estimated leakage area \( A_0 \) was almost 0 mm\(^2\) (no more than 8 mm\(^2\)), indicating that the water distribution network was working in a normal state. In the following periods, the estimated leakage area \( A_0 \) increased significantly, about 18 mm\(^2\) corresponding to the valve opening degree of 20%, 40 mm\(^2\) corresponding to 30%, and 65 mm\(^2\) corresponding to 50%. Thus, the threshold method, with a threshold value 15 mm\(^2\) of the leakage area \( A_0 \), was simply employed to detect three sizes of the leaks. In addition, it can be seen that the estimated leakage area \( A_0 \) was different at different valve opening degrees. The more serious the leakage was, the larger the estimated leakage area \( A_0 \) would be. Therefore, the leakage area \( A_0 \) can be used as the abnormal degree of the leakage event, which provides convenience for the water company to adopt different strategies.

On the other hand, the apparent loss coefficient \( k \) was estimated to maintain at around 0.1, which meant that apparent losses accounted for about 10% of the total system input flow in the pipe network. Studies have shown that apparent losses generally account for about 30–40% of the total amount of water losses in real water distribution systems (Lambert, 2003). Thus, 10% of the total system input flow seems to be a reasonable value. However, for this just-built experimental platform, 10% is obviously an abnormal value of the apparent losses coefficient \( k \). Therefore, at the end of the experiment, we checked all the flow meters in the pipeline network. It was found that the flow meters situated at the customer nodes are turbine flow meters. However, no filtering device was installed in front of the turbine flow meters, resulting in some solid impurities entangling on the turbine. That is the reason why there was a deviation in the measurement of the water consumption at the customer nodes. That is to say, an abnormal event of flow meters in the water distribution system could have directly impacted the apparent losses consumption, resulting in a larger estimated apparent loss coefficient \( k \) than the normal state. By analyzing
the estimated apparent losses coefficient $k$, the abnormal events of flow meters in the water distribution system could be effectively identified.

3.2.2. Approximate Location Information of Leak

Next, leakage control valve No.2 was used to simulate another leak, and the valve opening degree was set to be 30%. The hydraulic data from these two leakage events (30% opening degree of valve No.1, and 30% opening degree of valve No.2) were used to estimate the weighted coefficients in Equation (9) separately. The estimation results are shown in Figure 13. It can be seen from Figure 14a that the weighted average coefficients of different sensors were significantly different, and the coefficient of the pressure sensors near the leak point was larger. Here, the word “near” means the pressure measured by pressure sensor near to the pressure at the leak point. With an optimal placement of pressure sensors, the pressure sensors spatially near to the leak point could have larger weighted average coefficients. Unfortunately, the pressure sensors in this experimental platform were manually arranged and all customer nodes’ water demands fluctuated at the same time, resulting in an almost identical pressure measurement at different pressure sensors. From Figure 14b, the pressure sensors could be divided into three groups: node 0 (inlet point), node 2 and 3, and the rest. The first group was greatly different from the other groups, but the difference between groups 2 and 3 was not very significant. The pressure at the leak simulated by valve No.2 lies between groups 2 and 3, resulting in the weighted average coefficients estimated having little difference as shown in Figure 14b. The method proposed in this paper can provide some approximate location information of the leak, based on an optimized placement of the pressure sensors in the WDN.

![Figure 14](image1.png)

Figure 14. Coefficients of multiple pressure sensors with leak at different locations.

4. Discussion

An integrated bottom-up approach for leak detection was proposed in this paper to achieve the quantification of different consumptions of water losses and detect leak events in water distribution networks. By analyzing the discriminative behavior of apparent and real losses, an integrated water balance model was constructed. In detail, the FAVAD theory was employed to model the real losses consumption as pressure-driven water demand. Then, the optimal algorithm Adam was employed to obtain an optimal least squares estimation of the parameters in the water balance model.

The method was successfully applied in an experimental real pipeline network and a benchmark WDN. The results showed that the proposed method has the ability to detect relatively small leakages. Moreover, the proposed method has the potential to be used as an online leak detection method, while the MNF method can be only applied at specific time. What is more, the abnormal degree of event could be provided according to the magnitudes of the estimated parameters. Based on the leak detection results in different DMAs, it was recommended that the proposed method should be applied in end-level DMAs. After detecting a leak, the proposed method was able to identify the pressure sensors near to the leak based on an optimized placement of pressure sensors.
However, in order to get the three unknown parameters, Qm, the authorized metered flow rate, must be known, which can be measured by smart meters or other measurement. The speed of failure detection is related to the sampling frequency of device and the time window length setting in the code. For example, it is understood that water supply companies measure the hydraulic parameters in the network 15 min a time, and the time window length sets to 4, so once the anomaly occurred, it can be detected after an hour. The faster sampling frequency and shorter time window length lead to faster detection speed, but the shorter time window length may lead to reduced accuracy. The accuracy of locating method much depends on the layout of device. The accuracy can be boosted through improving the layout and the performance of measuring devices.
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