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Abstract

We consider a sparse high-dimensional varying coefficients model with random effects, a flexible linear model allowing covariates and coefficients to have a functional dependence with time. For each individual, we observe discretely sampled responses and covariates as a function of time as well as time invariant covariates. Under sampling times that are either fixed and common or random and independent amongst individuals, we propose a projection procedure for the empirical estimation of all varying coefficients. We extend this estimator to construct confidence bands for a fixed number of varying coefficients.

1 Introduction

Consider the following varying coefficients model with functional random effects given by

\[ y_i(t_{i,j}) = x_i^T \beta(t_{i,j}) + [z_i(t_{i,j})]^T \gamma(t_{i,j}) + \xi_i(t_{i,j}) + \varepsilon_i(t_{i,j}) \]

for \( i = 1, \ldots, n \) and \( j = 1, \ldots, m_i \). Here, \( x_i \in \mathbb{R}^p \) is a vector of time invariant covariates, \( z_i(\cdot) : (0,1) \to \mathbb{R}^q \) is a vector function representing the time varying covariates, and \( \beta(\cdot) : (0,1) \to \mathbb{R}^p \) and \( \gamma(\cdot) : (0,1) \to \mathbb{R}^q \) are time varying coefficients. Moreover, \( \xi_i(\cdot) : (0,1) \to \mathbb{R} \) is a continuous time mean zero stochastic process representing the individual random effect and \( \varepsilon_i(\cdot) : (0,1) \to \mathbb{R} \) is an independent error. Finally, the values \( t_{i,j} \in (0,1) \) are the sampling times.

The model in (1) is useful for longitudinal data, where for the \( i \)th individual, we record \( m_i \) observations over time. Traditionally, varying coefficients models for longitudinal data consider errors that are mean zero stochastic process with unknown covariance structure, such as (Hoover, Rice, Wu & Yang, 1998), whereas we partition the error into continuous time individual random effects, \( \xi_i(t_{i,j}) \), and independent errors, \( \varepsilon_i(t_{i,j}) \). Such a partitioning is reasonable whenever the mean function, \( \xi_i(\cdot) \), for each individual is smooth. The model in equation (1) admits many special cases both in the low-dimensional setting and the ultra high-dimensional setting; we list two such examples below:
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1. Let \( p = 1, q = 0, \) and \( x_i = 1 \) for all \( i = 1, \ldots, n, \) yielding the model
\[
y_i(t_{i,j}) = \beta(t_{i,j}) + \xi_i(t_{i,j}) + \varepsilon_i(t_{i,j}).
\] (2)

Then, the problem of estimating \( \beta(\cdot) \) is equivalent to the mean function estimation problem from (Cai & Yuan, 2011).

2. Let \( p > n, q = 0, \) and \( m_i = 1 \) for all \( i = 1, \ldots, n, \) yielding the model
\[
y_i(t_i) = x_i^T \beta(t_i) + \varepsilon_i(t_i).
\] (3)

Here, in the model, since we only have a single observation per individual, we slightly abuse notation and write \( \varepsilon_i(t_i) \) to denote \( \xi_i(t_i) + \varepsilon_i(t_i). \) If the function \( \beta(\cdot) \) is sparse, then this corresponds to the sparse varying coefficients model considered by (Klopp & Pensky, 2015).

The goal of the present paper is estimation and inference for the varying coefficients \( \beta(\cdot) \) and \( \gamma(\cdot). \) Much of the extant literature on high-dimensional varying coefficient models focus on estimation and variable selection, such as (Wei, Huang & Li, 2011), (Lian, 2012), (Xue & Qu, 2012), (Klopp & Pensky, 2015), and (Lee & Mammen, 2016). The problem of inference is less well understood in the high-dimensional setting. To the best of our knowledge, the only paper exploring this problem is (Chen & He, 2018), who only consider local hypothesis testing. However, all of the current works assume that the time varying covariates, \( z_i(\cdot), \) are independent of the functional random effects, \( \xi_i(\cdot). \) In practice, this assumption is not necessarily satisfied. To motivate this, consider modeling the average height of five year old boys in different countries over time. For each country, our time varying covariates consist of variables, such as Human Development Index (HDI), health expenditure, and urbanization rate, that are likely to be correlated with the functional random effect of country, which encapsulates, among other things, environmental factors. This example is revisited in Section 6. Moreover, most of the current works in high-dimensions assume either independent errors (cf. (Wei et al., 2011), (Xue & Qu, 2012), and (Klopp & Pensky, 2015)) or a single individual, ie. \( n = 1 \) but \( m \to \infty \) (cf. (Lee & Mammen, 2016)). The work most similar to ours is (Bai, Boland & Chen, 2019), who assume \( m_i \) observations for individual, \( i = 1, \ldots, n. \) However, they only consider random and independent sampling times with correlated Gaussian errors in a Bayesian paradigm.

Thus, our contribution to high-dimensional varying coefficient models is fourfold: (i) estimation of \( \beta(\cdot) \) in the presence of \( \xi_i(\cdot), \) (ii) estimation of \( \gamma(\cdot) \) under dependence of \( z_i(\cdot) \) and \( \xi_i(\cdot), \) (iii) estimation of both \( \beta(\cdot) \) and \( \gamma(\cdot) \) under both random and independent or fixed and common sampling times, and (iv) construction of confidence bands for single components of \( \beta(\cdot) \) and \( \gamma(\cdot) \) with and without dependence.

To these ends, we propose a framework for estimation and inference in both the low-dimensional and the high-dimensional setting. Our estimators utilize orthogonal series to leverage recent developments in the high-dimensional linear models literature. We revisit the two examples in equations (2) and (3) later when analyzing the convergence rate of our estimators.

1.1 Organization of the Paper

We end this section with a description of the notation that is used in the remainder of the paper. Since our estimator has two-stages, we consider each stage separately. In Section 2, we consider the special case when there are no time invariant covariates (\( p = 0 \)) while in Section 3, we
consider the setting where there are no time varying covariates \((q = 0)\). Then, we combine these results together into the two-stage estimator in Section 4. In Section 5, we consider the problem of constructing confidence bands for a fixed varying coefficient. Finally, Section 6 provides the simulations and Section 7 presents an analysis of the height data mentioned above. For ease of presentation, we defer all of the proofs to the Supplement. In addition, the Supplement contains the assumptions for Section 3, the additional results of the simulations, and an analysis of yeast cell cycle data.

1.2 Notation and Definitions

Throughout, all of our variables have a dependence on \(n\), but, when it does not cause confusion, we suppress this dependence. Since our interest is mainly asymptotic, we adopt a random design regression framework embedded in a triangular array. The vector of covariates \(x_i\) is drawn from a distribution that does not depend on time whilst the vector of covariates \(z_i(t_{i,j})\) is drawn from a distribution conditioned on the sampling times. Furthermore, the \(\xi_i(\cdot)\)s are independent realizations of smooth mean zero stochastic processes and \(\varepsilon_i(\cdot)\)s are random errors. Then, we write \(E\) to denote the expectation with respect to the joint probability measure of \((\xi_i(\cdot))_{i=1}^n\) and \((\varepsilon_i(\cdot))_{i=1}^n\).

Regarding the sampling times, there are two commonly used paradigms: (i) independent random sampling times and (ii) common fixed sampling times. In the first setting, we assume that the time points are all independently sampled from a distribution \(f\) on \((0, 1)\), which is bounded away from zero and infinity. In this setting, \(E_T\) denotes the expectation with respect to the sampling times \(t_{i,j}\). On the other hand, for the common sampling times, we assume that \(m_i = m\) and \(t_{i,j} = j/m\) for all \(i = 1, \ldots, n\) and \(j = 1, \ldots, m\), viewing the sampling times as deterministic. In either case, for a fixed value of \(i = 1, \ldots, n\), we write \((t_{i,(j)})_{j=1}^{m_i}\) to denote the order statistics for \((t_{i,j})_{j=1}^{m_i}\).

As mentioned in the Introduction, we consider an orthogonal series estimator. For technical convenience, we use the trigonometric basis since the functions are uniformly bounded by \(\sqrt{2}\). There are many definitions of the trigonometric basis, but we use the following definition as in (Tsybakov, 2008).

**Definition 1.** For \(t \in (0, 1)\), the trigonometric basis functions, denoted by \((\varphi_k(\cdot))_{k=1}^\infty\), are given by

\[
\varphi_k(t) \triangleq \begin{cases} 
1, & k = 1 \\
\sqrt{2} \cos(\pi kt), & k = 2, 4, \ldots \\
\sqrt{2} \sin(\pi (k - 1)t), & k = 3, 5, \ldots.
\end{cases}
\]

Occasionally, it is useful to view these as functions on the complex plane; we write \(i\) to denote the imaginary unit. Later, to simplify notation, we assume that both the varying coefficients and random effects are in the same periodic Sobolev class with smoothness \(\alpha\), denoted by \(W^\alpha(\alpha, R)\) (for example, see Definition 1.11 of (Tsybakov, 2008)). Then, the functions \(\beta(\cdot), \gamma(\cdot),\) and \(\xi_i(\cdot)\) admit an expansion over the trigonometric basis. Let \(\mathfrak{z}_k \in \mathbb{R}^p\) (Hebrew letter Bet), \(\mathfrak{g}_k \in \mathbb{R}^q\) (Hebrew letter Gimel), and \(\mathfrak{a}_{i,k} \in \mathbb{R}\) (Hebrew letter Samek) for \(k = 1, 2, \ldots\) denote the Fourier coefficients of \(\beta(\cdot), \gamma(\cdot),\) and \(\xi_i(\cdot)\) for \(i = 1, \ldots, n\). Then, we may write

\[
\beta(\cdot) = \sum_{k=1}^\infty \mathfrak{z}_k \varphi_k(\cdot), \quad \gamma(\cdot) = \sum_{k=1}^\infty \mathfrak{g}_k \varphi_k(\cdot), \quad \xi_i(\cdot) = \sum_{k=1}^\infty \mathfrak{a}_{i,k} \varphi_k(\cdot). \tag{4}
\]
Let $\hat{\beta}(\cdot)$, with expansion

$$
\hat{\beta}(t) = \sum_{k=1}^{\infty} \hat{\beta}_k \varphi_k(t),
$$
denote an arbitrary estimator for $\beta(\cdot)$. To evaluate $\hat{\beta}$, we consider either integrated squared error (ISE) defined by

$$
\text{ISE}(\hat{\beta}) \equiv \int_0^1 \left( \hat{\beta}(t) - \beta(t) \right)^2 dt
$$
or mean integrated squared error (MISE), where $\text{MISE}(\hat{\beta}) \equiv \mathbb{E}_T \mathbb{E}(\text{ISE}(\hat{\beta}))$. We use MISE for the low-dimensional estimators and bound ISE for high-dimensional estimators with high probability.

By Parseval’s Theorem, it follows that integrated squared error is equivalent to

$$
\text{ISE}(\hat{\beta}) = \sum_{k=1}^{\infty} \| \hat{\beta}_k - \beta_k \|^2_2. \tag{5}
$$

It follows from Proposition 1.14 of (Tsybakov, 2008) that

$$
\sum_{k=K_\beta+1}^{\infty} \| \beta_k \|^2_2 = \mathcal{O}(s_\beta K_{\beta}^{-2\alpha}). \tag{6}
$$

Therefore, it suffices to estimate the Fourier coefficients up to a truncation level $K_{\beta}$ to balance the bias-variance tradeoff. Similarly, for $\gamma(\cdot)$, we find a truncation level $K_{\gamma}$. Thus, we may then define the low and high frequency components of the varying coefficient functions $\beta(\cdot)$ and $\gamma(\cdot)$ as

$$
\underline{\beta}(\cdot) \equiv \sum_{k=1}^{K_{\beta}} \hat{\beta}_k \varphi_k(\cdot), \quad \overline{\beta}(\cdot) \equiv \sum_{k=K_{\beta}+1}^{\infty} \hat{\beta}_k \varphi_k(\cdot),
$$

$$
\underline{\gamma}(\cdot) \equiv \sum_{k=1}^{K_{\gamma}} \hat{\gamma}_k \varphi_k(\cdot), \quad \overline{\gamma}(\cdot) \equiv \sum_{k=K_{\gamma}+1}^{\infty} \hat{\gamma}_k \varphi_k(\cdot).
$$

Similar to other works in high-dimensional statistics, we assume that our errors are sub-Gaussian, for which we use the following definition.

**Definition 2.** A random vector $\eta \in \mathbb{R}^n$ is said to be sub-Gaussian with parameter $\varsigma^2$, denoted $\eta \sim \mathcal{S}\mathcal{G}_n(\varsigma^2)$, if

$$
\mathbb{E} \exp(\lambda^T \eta) \leq \exp \left( \frac{\varsigma^2 \|\lambda\|^2}{2} \right)
$$

for all $\lambda \in \mathbb{R}^n$.

Like other works in high-dimensional statistics, sparsity plays a crucial role. For simplicity, we assume the setting of strong sparsity, whereby both $\beta(\cdot)$ and $\gamma(\cdot)$ have $s_\beta$ and $s_\gamma$ components that are nonzero. When considering the inferential problem, we need another notion of sparsity from (van de Geer, Bühlmann, Ritov & Dezeure, 2014). Let $\Sigma$ to denote the population covariance matrix of $x_i$, $\Theta$ the inverse of $\Sigma$, and $s_\Theta = \max_{j=1,\ldots,p} |\{k \neq j : \Theta_{j,k} \neq 0\}|$. Thus, $s_\Theta$ is the maximal sparsity when regressing a component of $x_i$ against the remaining $x_i$’s.
2 Estimation with No Time Invariant Covariates

In this section, we assume that \( p = 0 \). That is, the model we consider is

\[
y_i(t_{i,j}) = [z_i(t_{i,j})]^T \gamma(t_{i,j}) + \xi_i(t_{i,j}) + \varepsilon_i(t_{i,j}).
\]

(7)

Since the processes \( z_i(\cdot) \) and \( \xi_i(\cdot) \) may have arbitrary dependence, to remove the effect of \( \xi_i(\cdot) \) from the model, we difference the observations that are sufficiently close. As the function \( \xi_i(\cdot) \) is assumed to be smooth, the value of \( \xi_i(t) \) is approximately constant in a small neighborhood of \( t \). Let \( h > 0 \) be a bandwidth tuning parameter. For simplicity, we temporarily assume that \( m_i \) is even for each \( i = 1, \ldots, n \). Then, we may define the set \( \mathcal{A}_h \) as

\[
\mathcal{A}_h \triangleq \{(i, j) : 1 \leq i \leq n, j \in \{1, 3, \ldots, m_i - 1\}, t_{i,(j+1)} - t_{i,(j)} < h\}.
\]

Let \( N \triangleq N_h = |\mathcal{A}_h| \). For \((i, j) \in \mathcal{A}_h\), define the differenced observations \( v_{i,j} \) as

\[
v_{i,j} \triangleq y_i(t_{i,(j+1)}) - y_i(t_{i,(j)}) = [z_i(t_{i,(j+1)})]^T \gamma(t_{i,(j+1)}) - [z_i(t_{i,(j)})]^T \gamma(t_{i,(j)}) + \xi_i(t_{i,(j+1)}) - \xi_i(t_{i,(j)})
\]

\[
+ \varepsilon_i(t_{i,(j+1)}) - \varepsilon_i(t_{i,(j)})
\]

\[
= \sum_{k=1}^{K_{\gamma}} \begin{bmatrix} \varphi_{k}(t_{i,(j+1)})z_i(t_{i,(j+1)}) - \varphi_{k}(t_{i,(j)})z_i(t_{i,(j)}) \end{bmatrix}^T \mathbf{J}_k + \frac{\varepsilon_i(t_{i,(j+1)}) - \varepsilon_i(t_{i,(j)})}{\eta_{i,j}}
\]

\[
+ \sum_{k=K_{\gamma}+1}^{\infty} \begin{bmatrix} \varphi_{k}(t_{i,(j+1)})z_i(t_{i,(j+1)}) - \varphi_{k}(t_{i,(j)})z_i(t_{i,(j)}) \end{bmatrix}^T \mathbf{J}_k + \frac{\xi_i(t_{i,(j+1)}) - \xi_i(t_{i,(j)})}{\Delta_{i,j}^{(\gamma)}}
\]

\[
= \psi_{i,j}^T \mathbf{J} + \eta_{i,j} + \Delta_{i,j}^{(\gamma)},
\]

where \( \psi_{i,j} = (\psi_{i,j,1}, \ldots, \psi_{i,j,K_{\gamma}})^T \) and \( \mathbf{J} = (\mathbf{J}_1^T, \ldots, \mathbf{J}_{K_{\gamma}}^T)^T \). In matrix notation, we write this model as

\[
V = \Psi \mathbf{J} + \eta + \Delta^{(\gamma)}.
\]

(8)

This is a sparse high-dimensional partially linear model with uncorrelated errors, for which there are many proposals for estimating \( \mathbf{J} \). Commonly, in high-dimensional nonparametric models, a version of group lasso (cf. (Yuan & Lin, 2006)) is used to select relevant functions after a basis expansion, such as the SpAM estimator of (Ravikumar, Lafferty, Liu & Wasserman, 2009) or the block lasso estimator of (Klopp & Pensky, 2015). While such approaches lead to more interpretable estimators, we estimate \( \mathbf{J} \) by the classical lasso of (Tibshirani, 1996) but note that our approach generalizes to using the group lasso. We use the classical lasso to motivate the inferential procedure in Section 5, which is based on a version of the de-biased lasso estimator. Therefore, we estimate \( \mathbf{J} \) in the low-dimensional case by

\[
\mathbf{J}^{LD} \triangleq (\Psi^T \Psi)^{-1} \Psi^T V
\]

and

\[
\mathbf{J}^{HD} \triangleq \arg\min_{\mathbf{J} \in \mathbb{R}^{K_{\gamma}}} N^{-1} \| V - \Psi \mathbf{J} \|_2^2 + \lambda \| \mathbf{J} \|_1
\]
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in the high-dimensional setting for a suitable tuning parameter \( \lambda > 0 \). By identifying the vectors \( \hat{\gamma}^{LD} \) and \( \hat{\gamma}^{HD} \) as \( K \gamma \) vectors in \( \mathbb{R}^q \), the estimators for \( \gamma(\cdot) \) are given by

\[
\hat{\gamma}^{LD}(\cdot) \triangleq \sum_{k=1}^{\infty} K_{\gamma_k}^{LD} \varphi_k(\cdot), \quad \hat{\gamma}^{HD}(\cdot) \triangleq \sum_{k=1}^{\infty} K_{\gamma_k}^{HD} \varphi_k(\cdot).
\]

**Remark 1.** In the above formulation, we pair the observations in \( \mathcal{A}_h \) to ensure that the resultant errors \( \eta \) are independent. However, this reduces the number of observations that we have to estimate \( \mathbf{1} \). To circumvent this problem, we may alternatively consider the set

\[
\mathcal{B}_h \triangleq \{(i, j) : 1 \leq i \leq n, 1 \leq j \leq m, i - t_i, (j + 1) - t_i, (j) < h\}.
\]

Using the set \( \mathcal{B}_h \), we may likewise form the model given in equation (8), where the resultant partially linear model has, by construction, correlated errors with known correlation structure. Hence we may find a matrix \( B \) such that

\[
BV = B\Psi \mathbf{1} + B\eta + B\Delta(\gamma),
\]

where \( B\eta \) is uncorrelated. For simplicity, we consider only the set \( \mathcal{A}_h \), but in practice, we recommend adjusting using \( \mathcal{B}_h \) when the sampling times are random and independent but \( \mathcal{A}_h \) when the sampling times are fixed and common (see Table 3 in Section S7 of the Supplement).

### 2.1 Sample Size

In this subsection, we consider the expected number of observations after differencing under a few asymptotic regimes for \( n, m, \) and \( h \). This leads us to the following proposition.

**Proposition 1.** Suppose the sampling times \( t_{i,j} \overset{i.i.d.}{\sim} f \) for a density \( f \) on \((0, 1)\) bounded away from zero and infinity and \( m_i = m > 0 \) for all \( i = 1, \ldots, n \). Let \( \tilde{N}_h = |\mathcal{B}_h| \).

1. If \( m = \mathcal{O}(1) \) and \( n \to \infty \), then \( \mathbb{E}_T \tilde{N}_h \asymp nh \).
2. If \( m \to \infty \) and \( mh \ll 1 \), then \( \mathbb{E}_T \tilde{N}_h \asymp nmh \) and \( \mathbb{E}_T(N_h + 1)^{-1} \asymp (nmh)^{-1} \).
3. If \( m \to \infty \) and \( mh \gg 1 \), then \( \mathbb{E}_T \tilde{N}_h \asymp nm \). If, in addition, \( mh - \log(mn) \to \infty \), then \( \mathbb{P}(\tilde{N}_h = mn) \to 1 \).

**Remark 2.** It is easy to see that \( |\mathcal{A}_h| \asymp |\mathcal{B}_h| \).

### 2.2 Assumptions

The following assumptions are used when \( p = 0 \).

(A1) If \( s_\gamma = q < N \), then the matrix \( \Psi \) satisfies \( \text{Tr}[(\Psi^T\Psi)^{-1}] = \mathcal{O}(s_\gamma K_\gamma / N) \) and \( \| (\Psi^T\Psi)^{-1} \|_2 = \mathcal{O}_P(N^{-1}) \).

(A2) The columns of the matrix \( \Psi \) have squared norms that are uniformly \( \mathcal{O}_P(N) \).

(A3) The design matrix \( \Psi \) satisfies the compatibility condition with compatibility constant \( \phi_{cc,\Psi} > 0 \).
(A4) The design matrix $\Psi$ satisfies the adaptive restricted eigenvalue condition with constant $\phi_{\text{adap}, \Psi} > 0$.

(A5) The errors $\varepsilon_i(t_{ij})$ are independent and identically distributed with mean zero and variance $\sigma_\varepsilon^2$. Moreover, the errors are independent of the sampling times.

(A6) The errors $\varepsilon_i(t_{ij}) \overset{i.i.d.}{\sim} SG(\varsigma_\varepsilon^2)$. Moreover, the errors are independent of the sampling times.

(A7) The functional random effects $(\xi_i(\cdot))_{i=1}^n$ are uniformly Lipschitz with constant $L$.

(A8) Each coordinate of the coefficient $\gamma(\cdot)$ satisfies $\gamma_k(t) \in W^\text{per}(\alpha, R)$ for some constant $\alpha \geq 2$ and $R > 0$ with $s_\gamma$ coordinates nonzero. Moreover,

$$
\mathbb{E}_T \left( \sum_{k=K_\gamma+1}^\infty [z_i(t)]^T \mathbf{j}_k \varphi_k(t) \right)^2 = O(s_\gamma K_\gamma^{-2\alpha}).
$$

Remark 3. Assumptions (A1), (A2), and (A5) are standard scaling assumptions for the design in the low-dimensional setting.

Assumptions (A3) and (A4) are both compatibility conditions on the design matrix, with (A4) implying (A3). In Theorem 3 below, we use (A3) to obtain slow rates on ISE while (A4) yields a fast rate on ISE. For a more detailed discussion on assumptions (A3) and (A4), including definitions, we refer the reader to Section 6.2 of (Bühlmann & van de Geer, 2011) and Section 4 of (Bickel, Ritov & Tsybakov, 2009) respectively.

Next, assumption (A6) is standard in the high-dimensional linear models literature and (A7) is reasonable whenever the underlying mean function for each individual is smooth. Further, (A7) is implied whenever $(\xi_i(\cdot))_{i=1}^n \subseteq W^\text{per}(\alpha, R)$.

The first half of assumption (A8) is standard in the literature on nonparametric regression while the second half ensures that the varying coefficients can be well approximated by a few basis functions. In Example 1 below, we consider an instance where the second half is satisfied.

Example 1 (Example for Assumption (A8): Time random covariates). Suppose that the distribution of $z_i(t_{ij})$ does not depend on $t_{ij}$. That is, assume that $\mathcal{L}\{z_i(t_{ij})|t_{ij}\} = \mathcal{L}\{z_i(t_{i,k})|t_{i,k}\}$ for every $j, k = 1, \ldots, m_i$ with $j \neq k$. Then,

$$
\mathbb{E}_T \left( \sum_{k=K_\gamma+1}^\infty [z_i(t)]^T \mathbf{j}_k \varphi_k(t) \right)^2 = \sum_{k=K_\gamma+1}^\infty \mathbb{E}_T ([z_i(t)]^T \mathbf{j}_k)^2
$$

$$
= \sum_{k=K_\gamma+1}^\infty \mathbf{z}_k^T \mathbb{E}_T ([z_i(t)][z_i(t)]^T) \mathbf{j}_k
$$

$$
\leq \left\| \mathbb{E}_T ([z_i(t)][z_i(t)]^T) \right\|_2^2 \sum_{k=K_\gamma+1}^\infty \|\mathbf{j}_k\|_2^2
$$

$$
= O\left(s_\gamma K_\gamma^{-2\alpha}\right).
$$

2.3 Main Results

We start by stating a result for the low-dimensional setting.
Proposition 2. Consider the model given in equation (8). Assume (A1), (A5), (A7), and (A8). Then
\[ \mathbb{E} \left\| \hat{f}^{LD} - f \right\|_2^2 = \mathcal{O} \left( s_\gamma K_\gamma \mathbb{E}T^{-1} + s_\gamma K_\gamma^{-2\alpha} + L^2 h^2 \right). \]

Remark 4. As noted in Section 1.2, the MISE of \( \hat{\gamma}^{LD} \) can be bounded by
\[ \text{MISE}(\hat{\gamma}^{LD}) = \mathcal{O} \left( s_\gamma K_\gamma \mathbb{E}T^{-1} + s_\gamma K_\gamma^{-2\alpha} + L^2 h^2 \right). \]
Choosing \( K_\gamma \propto (\mathbb{E}T^{-1})^{-1/(2\alpha+1)} \) yields
\[ \text{MISE}(\hat{\gamma}^{LD}) = \mathcal{O} \left( s_\gamma (\mathbb{E}T^{-1})^{2\alpha/(2\alpha+1)} + L^2 h^2 \right). \]
The choice of \( h \) is less straightforward as it depends on the asymptotic growth of \( m \) relative to \( n \), which can be seen from Proposition 1.

Now, turning our attention to the high-dimensional setting, we have the following result.

Theorem 3. Consider the model given in equation (8). Assume (A2), (A6), (A7), and (A8). For \( t > 0 \), let
\[ \lambda_0 \triangleq 2\varepsilon \sqrt{N^{-1} \max_{j=1,\ldots,p} \left\| \Psi_j \right\|_2^2 \left( \frac{t^2 + 2 \log(qK_\gamma)}{N} \right)^{\alpha/2}}. \]
Suppose \( \lambda \geq 2\lambda_0 \).

1. If, in addition, (A3) holds, then with probability at least \( 1 - 2 \exp(-t^2/2) \),
\[ 2N^{-1} \left\| \hat{\Psi}^{HD} - \Psi - \Delta^{(\gamma)} \right\|_2^2 + \lambda \left\| \hat{f}^{HD} - f \right\|_1 \leq 6N^{-1} \left\| \Delta^{(\gamma)} \right\|_2^2 + 24\phi^{-2}\Psi_{\text{adap}} \lambda^2 s_\gamma K_\gamma. \]

2. If, in addition to the above, (A4) holds, then with probability at least \( 1 - 2 \exp(-t^2/2) \),
\[ \left\| \hat{f}^{HD} - f \right\|_2^2 = \mathcal{O} \left( \lambda^2 s_\gamma K_\gamma \left( \frac{s_\gamma K_\gamma^{-2\alpha} + L^2 h^2}{\lambda^2 s_\gamma K_\gamma} + \phi_{\text{adap},\Psi}^{-2} \right)^2 \right). \]

Example 2. As a special case, consider the setting where \( n = 1 \) and \( m = m_1 \to \infty \). Note that this problem is a generalization of the model in equation (3) from the Introduction. Under the additional assumption that \( \xi_i(\cdot) \equiv 0 \), obtaining \( m \) observations from a single individual with time-varying covariates is equivalent to obtaining a single observation from \( m \) individuals. Set \( \lambda = 2\lambda_0, K_\gamma \asymp (m/\log(q))^{1/(2\alpha+1)} \) and \( h \asymp s_\gamma (\log(q)/m)^{2\alpha/(2\alpha+1)} \). Since \( q > K_\gamma \), it follows that \( \log(q) \leq \log(qK_\gamma) \leq 2\log(q) \). Moreover, the choice of \( h \) implies that \( mh \gg 1 \); thus, \( N = m \) with high probability for \( m \) sufficiently large by Proposition 1. Then, with probability at least \( 1 - 2 \exp(-t^2/2) \), it follows from Theorem 3 that
\[ \left\| \hat{f}^{HD} - f \right\|_2^2 = \mathcal{O} \left( \frac{s_\gamma m}{K_\gamma^{4\alpha+1} \log(qK_\gamma)} + \frac{h^2 m}{s_\gamma K_\gamma \log(qK_\gamma)} + \frac{s_\gamma K_\gamma \log(qK_\gamma)}{m} \right) \]
\[ = \mathcal{O} \left( s_\gamma \left( \frac{\log(q)}{m} \right)^{2\alpha/(2\alpha+1)} \right). \]
From equation (6), it follows that

\[ \sum_{k=K_\gamma+1}^\infty \| \xi_k \|^2_2 = O \left( s_\gamma K_\gamma^{-2\alpha} \right). \]

Combining these facts yields the following bound on ISE with probability at least 1 \(- 2 \exp(-t^2/2)\).

\[ \text{ISE}(\hat{\gamma}^{\text{HD}}) = \| \hat{\xi}^{\text{HD}} - \xi \|^2_2 + \sum_{k=K_\gamma+1}^\infty \| \xi_k \|^2_2 = O \left( s_\gamma \left( \frac{\log(q)}{m} \right)^{2\alpha/(2\alpha+1)} \right). \]

From Theorem 1 of (Klopp & Pensky, 2015), assuming that the functions have uniform smoothness \( \alpha \), then, up to the logarithmic factor, \( \hat{\gamma}^{\text{HD}}(\cdot) \) attains the minimax rate.

### 3 Estimation with No Time Varying Covariates

In this section, we assume that \( q = 0 \). That is, the model we consider is

\[ y_i(t_{i,j}) = x_i^T \beta(t_{i,j}) + \xi_i(t_{i,j}) + \varepsilon_i(t_{i,j}). \tag{10} \]

Now, by directly substituting the expansions from equation (4), it follows that

\[ y_i(t_{i,j}) = \sum_{k=1}^\infty \left( x_i^T \xi_k + o_{i,k} \right) \varphi_k(t_{i,j}) + \varepsilon_i(t_{i,j}). \]

The above factoring suggests that, to estimate the \( k \)'th Fourier coefficient \( \xi_k \), we should look at the observations in the frequency domain as opposed to the time domain. That is, we should form new observations in the frequency domain as

\[ \omega_{i,k} \triangleq m_i^{-1} \sum_{j=1}^{m_i} y_i(t_{i,j}) \varphi_k(t_{i,j}). \]

By projecting the observations onto a fixed frequency given by \( \varphi_k \), the above is an approximate linear model. Depending on whether the sampling times are viewed as fixed and common or random and independent, we partition the above model differently.

In the setting where the sampling times are random and independent for each individual, we define

\[ \zeta_{i,k} \triangleq \sum_{j=1}^{m_i} \left( x_i^T \beta(t_{i,j}) + \xi_i(t_{i,j}) + \varepsilon_i(t_{i,j}) \right) \varphi_k(t_{i,j}) - x_i^T \xi_k, \]

yielding a linear model

\[ \omega_{i,k} = x_i^T \xi_k + \zeta_{i,k}. \tag{11} \]

In matrix notation, we write

\[ \Omega_k = X \xi_k + \zeta_k. \]
When the sampling times are fixed and common, we write
\[ \omega_{i,k} = x_i^T (\Xi_k + \Upsilon_k) + \zeta_{i,k}, \tag{12} \]
where
\[ \Upsilon_k \triangleq m^{-1} \sum_{l=1}^{\infty} \sum_{j=1}^{m} \varphi_k(t_{i,j}) \varphi_l(t_{i,j}), \quad \text{(Hebrew letter Dalet)} \]
\[ \zeta_{i,k} \triangleq a_{i,k} + m^{-1} \sum_{j=1}^{m} \varphi_k(t_{i,j}) \left( \varepsilon_i(t_{i,j}) + \sum_{l \neq k} a_{i,l} \varphi_l(t_{i,j}) \right). \]

In matrix notation, this is expressed as
\[ \Omega_k = X (\Xi_k + \Upsilon_k) + \zeta_k. \]

The main difference between the perspectives in equations (11) and (12) is how we consider the inexact orthogonalization. When the sampling times are random, the projection of \( x_i^T \beta(\cdot) \) over the \( k \)'th frequency is unbiased for \( x_i^T \Xi_k \) with respect to the probability measure on \( t_{i,j} \). Conversely, since the common sampling times are deterministic, this inexact orthogonalization is viewed as bias; the vector \( \Upsilon_k \) is the sum of the Fourier coefficients of the aliased frequencies.

Regardless of the sampling times, in the low-dimensional setting, least-squares provides a convenient estimator for \( \Xi_k \), while in the high-dimensional setting, one may directly apply the lasso. That is,
\[ \hat{\Xi}_{k}^{LD} \triangleq \left\{ \begin{array}{ll} \left( X^T X \right)^{-1} X^T \Omega_k, & \text{if } k = 1, \ldots, K_\beta, \\ 0_p, & \text{if } k > K_\beta, \end{array} \right. \]
\[ \hat{\Xi}_{k}^{HD} \triangleq \arg \min_{\Xi \in \mathbb{R}^p} n^{-1} \| \Omega_k - X \Xi \|^2 + \lambda_k \| \Xi \|_1, \quad \text{if } k = 1, \ldots, K_\beta, \]
\[ \hat{\Xi}_{k}^{HD} \triangleq 0_p, \quad \text{if } k > K_\beta. \]

Like in Section 2, this provides the estimators for \( \beta(\cdot) \) as
\[ \hat{\beta}_{k}^{LD}(\cdot) \triangleq \sum_{k=1}^{\infty} \hat{\Xi}_{k}^{LD} \varphi_k(\cdot), \]
\[ \hat{\beta}_{k}^{HD}(\cdot) \triangleq \sum_{k=1}^{\infty} \hat{\Xi}_{k}^{HD} \varphi_k(\cdot). \]

### 3.1 Assumptions

The assumptions are provided in Section S1 of the Supplement.

There are two assumptions regarding the sampling times, (B1) and (B2). As first pointed out by (Cai & Yuan, 2011) in the context of mean function estimation, the rate of convergence is different between random and independent or fixed and common sampling times. The first assumption, (B1), considers the independent sampling times, with an additional convenience that the sampling times are uniform since the trigonometric basis is orthogonal with respect to this measure on \((0, 1)\). This assumption may be relaxed to allow for \( t_{i,j} \) \( i.i.d. \) from some density \( f \) bounded from zero and infinity by taking an appropriate change of measure. The other assumption, (B2), considers the common sampling time setting. Again, we make a simplifying assumption that the sampling
times are on a uniformly spaced grid, though this assumption may similarly be relaxed. These two settings are analyzed separately below.

Assumptions (B3) – (B5) are analogous (A2) – (A4).

Next, assumption (B6) assumes that the signal is uniformly bounded by some function \( g(n) \). This assumption is the finite sample analogue of maintaining a bounded signal to noise ratio in a varying coefficients model. We conflate the function \( g(n) \) in assumptions (B3) and (B6) since \( g(n) \) may normally be taken to be a slowly varying function of \( n \). For example, if the design is sub-Gaussian, then \( g(n) = \log(n) \) is sufficient. If the design is bounded, then \( g(n) \) may be a constant. Further, we note that this assumption implies that

\[
\sup_{i=1,...,n} \sup_{t \in (0,1)} (x_i^T \beta(t))^2 dt = O(g(n)).
\]

Assumption (B7) is a slightly stronger version of (A7). It automatically implies that \( \mathbb{E} \sigma_{i,k} = 0 \) for all \( k = 1, 2, \ldots \), and \( \sum_{k=K_{\beta}}^{\infty} \sigma_{o,k}^2 = O(K_{\beta}^{-2\alpha}) \) where \( \sigma_{o,k} = \text{Var}(o_{i,k}) \). Finally, (B8) is a technical requirement for the high-dimensional regime to ensure concentration of the resultant high-dimensional linear models after projection.

### 3.2 Main Results: Independent Sampling Times

We start by considering the low-dimensional regime.

**Proposition 4.** Consider the model given in equation (10) with \( s_{\beta} = p < n \). Let \( M = \text{diag}((m_1, \ldots, m_n)) \). Under assumptions (B1), (B6), and (B7), the MISE is given by

\[
\text{MISE}(\hat{\beta}^{LD}) = \text{Tr} \left( \left( X^T X \right)^{-1} X^T \left( O(1) I_n + O(g(n)K_{\beta}^{M^{-1}}) X \left( X^T X \right)^{-1} \right) \right) \\
+ O(s_{\beta}K_{\beta}^{-2\alpha}).
\]

Then, \( K_{\beta} \) is chosen to minimize the right hand side. In general, the optimal value of \( K_{\beta} \) is dependent on the specific sequence of designs. We consider a special case where we can characterize the exact tradeoff between the number of unique individuals, \( n \), and the number of samples per observation \( m_i \).

**Example 3 (Minimax Estimation of the Mean Function).** Consider the model given in equation (2) with independent uniform sampling times, which is reproduced below for convenience.

\[
y_i(t_{i,j}) = \beta(t_{i,j}) + \xi_i(t_{i,j}) + \epsilon_i(t_{i,j}).
\]

Here, \( s_{\beta} = p = 1 \) with \( x_i = 1 \) for \( i = 1, \ldots, n \). In this case, we may set \( g(n) = 1 \). For now, we write \( m = (\sum_{i=1}^{n} m_i^{-1})^{-1} \) to denote the harmonic mean of the \( (m_i)_{i=1}^{n} \). Then,

\[
\text{Tr} \left( \left( X^T X \right)^{-1} X^T M^{-1} X \left( X^T X \right)^{-1} \right) = O \left( n^{-1} \right).
\]

Next, by a direct calculation,

\[
\sum_{k=1}^{K_{\beta}} \text{Tr} \left( \left( X^T X \right)^{-1} X^T M^{-1} X \left( X^T X \right)^{-1} \right) = O \left( K_{\beta}(mn)^{-1} \right)
\]
Thus, the risk from Proposition 4 can be simplified to
\[
\text{MISE}(\hat{\beta}^{LD}) = E \int_0^1 \left\| \hat{\beta}^{LD}(t) - \beta(t) \right\|^2 dt = O \left( n^{-1} + K_\beta (mn)^{-1} + K_\beta^{-2\alpha} \right).
\]
This yields the optimal choice of \( K_\beta \approx (mn)^{1/(2\alpha+1)} \). Then, the risk is
\[
E \int_0^1 \left\| \hat{\beta}^{LD}(t) - \beta(t) \right\|^2 dt = O \left( n^{-1} + (mn)^{-2\alpha/(2\alpha+1)} \right),
\]
which coincides with the minimax rate from Theorem 3.1 of (Cai & Yuan, 2011).

The next result is the analogue of Proposition 4 for the high-dimensional setting.

**Theorem 5.** Consider the model given in equation (10). Assume (A6), (B1), (B3), (B6), and (B8). For \( k \leq K_\beta \) and \( t > 0 \), let
\[
\lambda_{0,k} \triangleq \sqrt{\max_{j=1,\ldots,p} n^{-1} \sum_{i=1}^n \zeta_{i,k}^2 x_{i,j}^2} \sqrt{\frac{t^2 + 2 \log(p)}{n}},
\]
where \( \zeta_{i,k}^2 = O(\zeta_{i,k}^2 + g(n)m_i^{-1}) \). Suppose \( \lambda_k \geq 2\lambda_{0,k} \).

1. If in addition (B4) holds, then with probability at least \( 1 - 2 \exp(-t^2/2) \),
\[
n^{-1} \left\| X (\hat{\zeta}_k - \zeta_k) \right\|_2^2 + \lambda_k \left\| \hat{\zeta}_k - \zeta_k \right\|_1 \leq 4\lambda_k^2 s_{\beta}/g_{cc,X}^2.
\]

2. If in addition (B5) holds, then with probability at least \( 1 - 2 \exp(-t^2/2) \),
\[
\left\| \hat{\zeta}_k - \zeta_k \right\|_2^2 = O \left( \lambda_k^2 s_{\beta}/g_{adap,X}^2 \right).
\]

**Example 4.** As a special case, consider the setting where \( m_i = m \) for all \( i = 1, \ldots, n \). Then,
\[
\lambda_{0,k}^2 = O \left( \zeta_{0,k}^2 + g(n)m^{-1} \frac{\log(p)}{n} \right).
\]
Thus, under assumptions (B1), (B3), (B5), (B6), and (B8), we have for \( k = 1, \ldots, K_\beta \) that
\[
\left\| \hat{\zeta}_k - \zeta_k \right\|_2^2 = O \left( \zeta_{0,k}^2 + g(n)m^{-1} \frac{s_{\beta} \log(p)}{n} \right).
\]
Then, with probability at least \( 1 - 2 \exp(-t^2/2 + \log(K_\beta)) \),
\[
\text{ISE}(\hat{\beta}^{HD}) = O \left( (1 + K_\beta m^{-1}g(n)) \frac{s_{\beta} \log(p)}{n} + s_{\beta} K_\beta^{-2\alpha} \right).
\]
This yields an optimal choice of \( K_\beta \approx (nm/(g(n) \log(p)))^{1/(2\alpha+1)} \) with risk
\[
\text{ISE}(\hat{\beta}^{HD}) = O \left( \frac{s_{\beta} \log(p)}{n} + s_{\beta} \left( \frac{g(n) \log(p)}{nm} \right)^{2\alpha/(2\alpha+1)} \right).
\]
If we assume that \( m = 1 \), then this corresponds to the model in equation (3), which is a simplification of the model of (Klopp & Pensky, 2015) under uniform smoothness. Then, with probability at least \( 1 - 2 \exp(-t^2/2 + \log(K_\beta)) \),
\[
\text{ISE}(\hat{\beta}^{HD}) = O \left( \frac{s_{\beta} \log(p)}{n} + s_{\beta} \left( \frac{g(n) \log(p)}{n} \right)^{2\alpha/(2\alpha+1)} \right),
\]
which, up to the slowly varying functions \( g(n) \) and \( \log(p) \), achieves the minimax rate from Theorem 1 of (Klopp & Pensky, 2015).
3.3 Main Results: Common Sampling Times

Again, we start by considering the low-dimensional estimator.

**Proposition 6.** Consider the model given in equation (10) with \( s_\beta = p < n \). Under assumptions (A5), (B2), (B6), and (B7), the MISE for \( K_\beta \leq m - 1 \) is given by

\[
\text{MISE}(\hat{\beta}^{LD}) = O\left(s_\beta m^{-2\alpha} + (1 + K_\beta m^{-1}) \text{Tr}[(X^T X)^{-1}] + s_\beta K_\beta^{-2\alpha}\right) .
\]

**Remark 5.** In Proposition 6, if we make a scaling assumption analogous to (A2) with \( \text{Tr}[(X^T X)^{-1}] = O(s_\beta/n) \), then by choosing \( K_\beta \leq m - 1 \) and \( K_\beta \asymp m \), we may further obtain the bound

\[
\text{MISE}(\hat{\beta}^{LD}) = O\left(s_\beta n^{-1} + s_\beta m^{-2\alpha}\right) .
\]

**Example 5 (Minimax Estimation of the Mean Function).** Consider again the model given in equation (2) with common sampling times, which is reproduced below for convenience.

\[
y_i(t_{i,j}) = \beta(t_{i,j}) + \xi_i(t_{i,j}).
\]

In this case, it is clear that \( g(n) = 1 \) satisfies assumption (B6). Next, observe that

\[
\text{Tr}\left(\left(X^T X\right)^{-1} X^T X (X^T X)^{-1}\right) = n^{-1}.
\]

Thus, the MISE simplifies to

\[
\text{MISE} = O\left(n^{-1} + (nm)^{-1} K_\beta + m^{-2\alpha} + K_\beta^{-2\alpha}\right) .
\]

Choosing \( K_\beta \leq m - 1 \) and \( K_\beta \asymp m \), it follows that

\[
\text{MISE} = O\left(n^{-1} + m^{-2\alpha}\right) ,
\]

which coincides with the minimax rate from Theorem 2.1 of (Cai & Yuan, 2011).

The next result is the analogue of Theorem 5 for the common sampling times setting.

**Theorem 7.** Consider the model given in equation (12). Assume (A6), (B1), (B3), (B6), and (B8). For \( k \leq K_\beta \) and \( t > 0 \), let

\[
c_k \triangleq \begin{cases} 
\frac{s_{\epsilon,k}}{\sqrt{2}} + \sum_{r=1}^{\infty} \frac{s_{\epsilon,2rm}}{\sqrt{2}} , & k = 1 , \\
\frac{s_{\epsilon,k}}{\sqrt{2}} + \sum_{r=1}^{\infty} \frac{s_{\epsilon,2rm+k}}{\sqrt{2}} + \frac{s_{\epsilon,2rm-k}}{\sqrt{2}} , & k = 2, 4, \ldots, m - 1 , \\
\frac{s_{\epsilon,k}}{\sqrt{2}} + \sum_{r=1}^{\infty} \frac{s_{\epsilon,2rm+k}}{\sqrt{2}} + \frac{s_{\epsilon,2rm-2k}}{\sqrt{2}} , & k = 3, 5, \ldots, m - 1 ,
\end{cases}
\]

\[
\lambda_{0,k} \triangleq \sqrt{c_k + m^{-1}s_{\epsilon,k}^2} \sqrt{\frac{t^2 + 2\log(p)}{n}}.
\]

Suppose \( \lambda_k \geq 2\lambda_{0,k} \).

1. If, in addition (B4) holds, then with probability at least \( 1 - 2\exp(-t^2/2) \),

\[
\|X(\hat{\Sigma}_k^{HD} - \Sigma_k - \tau_k)\|^2_2 + \lambda_k\|\hat{\Sigma}_k^{HD} - \Sigma_k - \tau_k\|_1 \leq 4\lambda_k^2 s_{\beta}/\phi_{cc,X}^2.
\]

2. If, in addition (B5) holds, then with probability at least \( 1 - 2\exp(-t^2/2) \),

\[
\|\hat{\Sigma}_k^{HD} - \Sigma_k - \tau_k\|^2_2 = O(s_\beta \lambda_k^2).
\]

3. If, in addition (B5) holds, \( K_\beta \leq m - 1 \), \( K_\beta \asymp m \), and \( \lambda_k = 2\lambda_{0,k} \), then with probability at least \( 1 - 2\exp(-t^2/2 + \log(K_\beta)) \),

\[
\text{ISE}(\hat{\beta}^{HD}) = O\left(\frac{s_\beta \log(p)}{n} + s_\beta m^{-2\alpha}\right) .
\]
4 Two-Stage Estimation

So far, we have only considered the special cases where either $p = 0$ or $q = 0$. In practice, it is more common to have a mixture of both time varying and time invariant covariates. In this section, we briefly describe how to extend the theory developed in the preceding two sections to consider the general model from Section 1, which is reproduced below.

$$y_i(t_{i,j}) = x_i^T \beta(t_{i,j}) + [z_i(t_{i,j})]^T \gamma(t_{i,j}) + \xi_i(t_{i,j}) + \varepsilon_i(t_{i,j}).$$

Since $\beta(\cdot)$ is smooth and $x_i$ is time invariant, the product $x_i^T \beta(\cdot)$ is smooth. Thus, we may similarly consider the differencing approach from Section 2 to simultaneously remove the effect of $x_i^T \beta(\cdot)$ and $\xi_i(\cdot)$. Again, for simplicity, we consider the differencing given by $A_h$. That is, we may likewise form the differenced linear model from equation (8)

$$V = \Psi \eta + \Delta(\gamma),$$

where

$$\Delta_{i,j}^{(\gamma)} = \sum_{k=K_i+1}^{\infty} \left[ \varphi_k(t_{i,j+1}) z_i(t_{i,j+1}) - \varphi_k(t_{i,j}) z_i(t_{i,j}) \right]^T \eta_k + \xi_i(t_{i,j+1}) - \xi_i(t_{i,j}) + x_i^T \left( \beta(t_{i,j+1}) - \beta(t_{i,j}) \right).$$

Then, we may use the same estimators for $\gamma(\cdot)$ from Section 2. To estimate $\beta(\cdot)$, we consider the residuals after estimating $\gamma(\cdot)$. That is, define

$$\tilde{y}_i(t_{i,j}) \triangleq y_i(t_{i,j}) - [z_i(t_{i,j})]^T \hat{\gamma}(t_{i,j}).$$

Then, we may again convert these observations to the frequency domain and use the estimators for $\beta(\cdot)$ from Section 3. Depending on whether the sampling times are random and independent or fixed and common, we let

$$\omega_{i,k} = x_i^T \hat{\gamma}_k + \zeta_{i,k} + \Delta_{i,k}^{(\beta)},$$

or

$$\omega_{i,k} = x_i^T (\hat{\gamma}_k + \eta_k) + \zeta_{i,k} + \Delta_{i,k}^{(\beta)},$$

where

$$\Delta_{i,k}^{(\beta)} \triangleq m_i^{-1} \sum_{j=1}^{m_i} [z_i(t_{i,j})]^T (\gamma(t_{i,j}) - \hat{\gamma}(t_{i,j})) \varphi_k(t_{i,j}).$$

The arguments are nearly identical to the preceding sections, with the only change being the change in the bias terms. Hence, we omit the results of this section.

5 Confidence Bands

In this section, we consider the problem of constructing a confidence band for a particular varying coefficient. The problem of inference in high-dimensional varying coefficient models was
first considered by (Chen & He, 2018). However, they only considered the problem of conducting
inference at a prespecified time. To the best of our knowledge, there have been no proposals
for confidence bands in high-dimensions. Since the proof technique is similar between the time
invariant covariates and the time varying covariates, we only provide the details for 1(·) with
independent sampling times, but describe the procedure for 1(·). For simplicity, we assume that

\[ m_i = m \text{ for all } i = 1, \ldots, n. \]

Let \( \sigma_{\zeta,k}^2 \equiv \text{Var}(\zeta_{i,k}) \).

Recall that 1(·) admits a decomposition as

\[ 1(·) = \beta_1(·) + \beta_1(·), \]

where \( \beta_1(·) \) and \( \bar{\beta}_1(·) \) are the low and high frequency components of 1(·) respectively. Under some
regularity conditions, we may bound the high frequency signal by

\[ \left| \sum_{k=K_{\beta}+1}^{\infty} \zeta_{k,1} \varphi_k(t) \right| = O(1_{\beta}^{-\alpha} \log(1_{\beta})) \]

uniformly for all \( t \in (0,1) \). Therefore, it suffices to construct a confidence band for 1(·) and tune
1(·) to balance with the above bias. By the definition of 1(·), we have that

\[ 1(·) = \sum_{k=1}^{K_{\beta}} \zeta_{k,1} \varphi_k(·). \]

For each \( k = 1, \ldots, K_{\beta} \), a confidence interval for \( \zeta_{k,1} \) may be constructed using the debiased
lasso. We write \( \hat{\Sigma} \equiv X^TX/n \) and define \( \hat{\Theta} \in \mathbb{R}^{p \times p} \) as the relaxed inverse of \( \hat{\Sigma} \) using nodewise lasso
as in (van de Geer et al., 2014). The debiased estimator for \( \zeta_{k,1} \) is given by

\[ \hat{\zeta}_{k,1}^{DB} \equiv \hat{\zeta}_{k,1}^{HD} + \hat{\Theta} X^T \left( \Omega - X \hat{\zeta}_{k,1}^{HD} \right) / n. \]

Writing \( \hat{\theta}^T \) to denote the first row of \( \hat{\Theta} \), the debiased estimator for \( \zeta_{k,1} \) is

\[ \hat{\zeta}_{k,1}^{DB} \equiv \hat{\zeta}_{k,1}^{HD} + \hat{\theta}^T X^T \left( \Omega - X \hat{\zeta}_{k,1}^{HD} \right) / n. \]

By using a multiple comparisons correction procedure, we may construct simultaneous confidence
intervals for \( \zeta_{k,1} \) for \( k = 1, \ldots, K_{\beta} \). We may then use these simultaneous confidence intervals to
extend to a confidence band for 1(·). Let \( a_k \) and \( b_k \) be the lower and upper bounds for a \( 1 - \tau \)
simultaneous confidence interval of \( \zeta_{k,1} \). Then, the \( 1 - \tau \) lower and upper confidence bands for
1(·) will be given by

\[ l^{(\beta)}(t) \equiv \min_{c_k \in \{a_k \leq c_k \leq b_k\}} \sum_{k=1}^{K_{\beta}} c_k \varphi_k(t), \quad u^{(\beta)}(t) \equiv \max_{c_k \in \{a_k \leq c_k \leq b_k\}} \sum_{k=1}^{K_{\beta}} c_k \varphi_k(t). \]

By slightly enlarging these values, we may account for the bias of \( \bar{\beta}(·) \) asymptotically. That is, for
a value of \( \delta > 0 \), define

\[ l_{\delta}^{(\beta)}(t) \equiv l(t) - \delta, \quad u_{\delta}^{(\beta)}(t) \equiv u(t) + \delta. \]
For $\gamma_1(\cdot)$, we may use a similar idea. First, consider the simpler problem of constructing confidence intervals at an arbitrary point $t^* \in (0,1)$. Let $\varphi(t^*) = (\varphi_1(t^*), \ldots, \varphi_{K_\gamma}(t^*))^T$ denote a loading vector, which we identify $\varphi(t^*)$ as a vector in $\mathbb{R}^{K_\gamma}$ as well as a vector in $\mathbb{R}^{qK_\gamma}$. Since, as a vector in $\mathbb{R}^{qK_\gamma}$, $\varphi(t^*)$ is a sparse loading vector, to construct a confidence interval interval for $\gamma(\cdot)$, we may consider the approach of (Cai & Guo, 2017) for estimating linear functionals. This yields a confidence interval for $\gamma(t^*)$.

Then, consider the time grid $1/(2K_\gamma), 2/(2K_\gamma), \ldots, 2K_\gamma/(2K_\gamma)$. By using a multiple comparisons adjustment, we may construct simultaneous $1-\tau$ confidence intervals at the $2K_\gamma$ time points. To extend this to a confidence band for $\gamma(\cdot)$, consider the following lower and upper bounds:

$$
l^{(\gamma)}(t) \triangleq \min_{c_k : \{a_k \leq c_k \leq b_k\}} \sum_{k=1}^{K_\gamma} c_k \frac{\sin(\pi(2K_\gamma t - k))}{\pi(2K_\gamma t - k)},
$$

$$
u^{(\gamma)}(t) \triangleq \max_{c_k : \{a_k \leq c_k \leq b_k\}} \sum_{k=1}^{K_\gamma} c_k \frac{\sin(\pi(2K_\gamma t - k))}{\pi(2K_\gamma t - k)}.
$$

At first glance, this definition may seem strange. However, our confidence band is leveraging the Nyquist-Shannon Theorem (cf. (Shannon, 1949)). Since every low-frequency signal, with maximal frequency $K_\gamma$, can be recovered by interpolation of the signal at the grid points $1/(2K_\gamma), 2/(2K_\gamma), \ldots, 2K_\gamma/(2K_\gamma)$ using the sinc function, the above band simultaneously covers all possible interpolations that can arise given the confidence intervals for the signal value. Then, to incorporate the bias in $\mathcal{C}(\cdot)$, we may again enlarge these intervals by a value of $\delta > 0$.

We note that the idea of using a multiple comparisons correction to construct confidence bands is not new in the literature. Earlier works such as (Knafl, Sacks & Ylvisaker, 1985) and (Wu, Chiang & Hoover, 1998) use a Bonferroni adjustment at various gridpoints and interpolate over the interval by bounding the derivative. Conversely, for $\beta(\cdot)$, we construct simultaneous confidence intervals on the Fourier coefficients, which induces simultaneous confidence intervals for all linear combinations. Likewise, for $\gamma(\cdot)$, instead of bounding the derivatives, we exploit the Nyquist-Shannon Theorem to provide uniformity over the entire interval.

### 5.1 Assumptions

(C1) The sparsity $s_\beta$ satisfies $s_\beta = o(\sqrt{n}/\log(p))$.

(C2) The projected error term $\zeta$ satisfies $\sigma_{\zeta,k}^2 \triangleq \text{Var}(\zeta_{i,k}) \asymp \zeta_{i,k}^2$.

(C3) The estimator $\hat{\Theta}$ satisfies $\sqrt{n}||I_p - \hat{\Theta}\hat{\Sigma}||_\infty = O_P(\sqrt{\log(p)})$.

**Remark 6.** The first assumption (C1) is the standard sparsity requirement in high-dimensional inference. Next, (C2) is a technical requirement that is satisfied, for example, by the Gaussian distribution. Sufficient conditions for (C3) are given in (van de Geer et al., 2014).

### 5.2 Main Results

**Theorem 8.** Consider the model given in equation (10). Assume (A5), (B1), (B6), (B8), and (C1) – (C3). Moreover, let the tuning parameters for lasso satisfy $\lambda_k \asymp \lambda_{0,k}$ and $\lambda_k \geq 3\lambda_{0,k}$ for $k = 1, \ldots, K_\beta$. Similarly, letting $\nu_j$ for $j = 1, \ldots, p$ denote the tuning parameters for nodewise lasso, assume that the parameters satisfy $\nu_j \asymp K_0\sqrt{\log(p)/n}$ and $\nu_j \geq 3K_0\sqrt{\log(p)/n}$.
For each $k = 1, \ldots, K_{\beta}$, write
\[
\sqrt{n\sigma_{\zeta,k}^{-2}} \left( \hat{DB}_{k,1} - \zeta_{k,1} \right) = W_k + \Delta_k,
\]
\[
W_k = \sigma_{\zeta,k}^{-1} \hat{\theta}^T X^T \zeta_k / \sqrt{n},
\]
\[
\Delta_k = \sqrt{n\sigma_{\zeta,k}^{-2}} \left( \left( I_p - \hat{\Theta} \hat{\Sigma} \right) \left( \hat{HD}_{k,1} - \zeta_k \right) \right)_{1,1}.
\]
Let $(V_1, \ldots, V_{K_{\beta}})^T \sim N_{K_{\beta}}(0_{K_{\beta}}, \text{Var}((W_1, \ldots, W_{K_{\beta}})^T | X))$.

1. Letting $A$ denote the class of all hyperrectangles in $\mathbb{R}^{K_{\beta}}$, then
\[
\sup_{A \in A} \left| \mathbb{P} \left( (W_1, \ldots, W_{K_{\beta}})^T \in A | X \right) - \mathbb{P} \left( (V_1, \ldots, V_{K_{\beta}})^T \in A | X \right) \right| \rightarrow 0.
\]

2. Then,
\[
\sup_{k=1,\ldots,K_{\beta}} |\Delta_k| = o_P(1).
\]

Remark 7. In practice, one may use the scaled lasso of (Sun & Zhang, 2012) to estimate $\sigma_{\zeta,k}^2$, denoted by $\hat{\sigma}_{\zeta,k}^2$.

For concreteness, we consider simultaneous confidence intervals constructed by Bonferroni correction. Let $z_\tau$ denote the $\tau$ upper quantile of a standard Gaussian distribution. Then, the confidence intervals for $\zeta_{k,1}$ are given by $\hat{DB}_{k,1} \pm z_\tau/\sqrt{2K_{\beta}} \hat{\sigma}_{\zeta,k}/\sqrt{n}$. Then, we have the following proposition regarding the coverage and asymptotic performance of the confidence band.

**Proposition 9.** Consider the setup of Theorem 8 with the simultaneous confidence intervals constructed by Bonferroni correction. Suppose that $K_{\beta} \asymp \min((n \log(n))^{1/(2\alpha)}, (nm \log(n)/g(n))^{1/(2\alpha+2)})$ and $\delta \asymp K_{\beta}^{-\alpha} \log(K_{\beta})$.

1. For $n$ sufficiently large,
\[
\mathbb{P} \left( \forall t \in (0, 1) : l_\delta^{(\beta)}(t) \leq \beta_1(t) \leq u_\delta^{(\beta)}(t) \right) \geq 1 - \tau.
\]

2. For all $t \in (0, 1)$,
\[
\left| u_\delta^{(\beta)}(t) - l_\delta^{(\beta)}(t) \right| \leq \max \left( (n \log(n))^{-1/2}, (nm \log(n)/g(n))^{-\alpha/(2\alpha+2)} \log(n) \right).
\]

Remark 8. We note that the maximal width of the confidence band has two rates, depending on the growth rate of $m$ relative to $n$. If $m$ is very large, then most of the error in the resultant linear model comes from the random Fourier coefficients of $\xi_i(\cdot)$. Since the variance for the high-frequency components is relatively low, this encourages oversmoothing to reduce the bias. This leads to a near parametric rate of $\sqrt{\log(n)/n}$ in the width. Conversely, when $m$ is small, the noise is dominated by the inexact orthogonalization. This variance accumulates as we increase the number of frequencies to be estimated, resulting in less smoothing compared to the large $m$ setting.

This phenomenon is related to the two part rate for estimation, as seen in Example 4. After a certain threshold of $m$, additional observations per subject do not improve the risk in estimation since the bottleneck is in averaging the random effects.
6 Simulations

The general model that we consider is given by

\[ y_i(t_{i,j}) = x_i^T \beta(t_{i,j}) + [z_i(t_{i,j})]^T \gamma(t_{i,j}) + \xi_i(t_{i,j}) + \varepsilon_i(t_{i,j}), \]

Throughout, the covariates and the noise are independent and identically distributed standard Gaussian variables; that is, \( x_i \sim i.i.d. \mathcal{N}(0, I_p) \), \( z_i(t_{i,j}) \sim i.i.d. \mathcal{N}_q(0, I_q) \), and \( \varepsilon_{i,j} \sim i.i.d. \mathcal{N}(0, 1) \). When generating the varying coefficients and the random effects, we use either the trigonometric basis or by the B-spline basis; the choice of the coefficients is described below. We consider both fixed and common sampling times as well as random and independent sampling times. When the sampling times are fixed and common (denoted “com”), we set \( t\) fixed and common sampling times. When the sampling times are random and independent (denoted “ind”), we let \( t_{i,j} \sim U(0, 1) \).

All of our tuning parameters, \( \lambda, K_\beta \), and \( K_\gamma \) are chosen via five-fold cross-validation. For each combination of parameter values that we consider, we simulate the data 200 times and compute the high-dimensional estimator. To evaluate the performance of our estimator, we consider three metrics: average loss, average coverage, and average length. Average loss is integrated squared error in estimating \( \beta(\cdot) \) averaged over the trials. Average coverage is the proportion of times the confidence band covers the true varying coefficient function \( \beta_1(\cdot) \) with a nominal coverage of 95% and average length is \( \max_{t \in (0,1)} |u(\beta)(t) - l(\beta)(t)| \) averaged over the trials. We consider average loss for both \( \gamma(\cdot) \) and \( \beta(\cdot) \) while average coverage and average length are only considered for \( \beta(\cdot) \). For our simulations, we consider the two special cases of Section 2 and 3.

In the setting when \( q = 0 \), we have

\[ y_i(t_{i,j}) = x_i^T \beta(t_{i,j}) + \xi_i(t_{i,j}) + \varepsilon_i(t_{i,j}). \]

When \( \beta(\cdot) \) is generated from the trigonometric basis, the Fourier coefficients are given by

\[
\zeta_{k,l} = \begin{cases} 
(2k + 1)/2 & k = 1, 3, \ldots, 29 \\
(2k + 2)/2 & k = 2, 4, \ldots, 30 \\
0 & \text{else}
\end{cases}
\]

where \( \zeta_{k,l} \sim i.i.d. \mathcal{U}(-1, 1) \). Then, we rescale \( \zeta_k \) such that \( \int_0^1 (x_i^T \beta(t))^2 dt = 4 \) to keep the signal to noise ratio constant. For the B-spline basis, we consider

\[
\zeta_{k,l} = \begin{cases} 
\zeta_{k,l} & k = 1, 2, 3 \text{ and } l = 1, \ldots, s_\beta \\
0 & \text{else,}
\end{cases}
\]

which is then rescaled to keep the signal to noise ratio constant. Similarly, for the random effects, \( \xi_i(\cdot) \), we rescale the coefficients so the variance is constant at one.

In this setting, we let \( n \in \{200, 500\} \), \( m \in \{25, 50, 75, 150\} \), \( p \in \{500, 1000\} \), and \( s_\beta \in \{15, 25\} \). The results are presented in Tables 1 and 2 in Section S7 of the Supplement for the trigonometric and B-spline basis respectively. For both bases, consistent with Theorems 5 and 7, as \( s_\beta \) increases, the average loss increases while the loss decreases as \( n \) and \( m \) increase. Surprisingly, the loss for the fixed and common sampling times seems to be better than for the random and independent sampling times for the same value of \( n \) and \( m \) despite the rate of convergence for the random and
independent sampling times being faster. Similarly, the confidence bands exhibit higher coverage with shorter lengths in the fixed and common sampling times as opposed to the random and independent sampling times. We note that the confidence bands for the spline basis are significantly wider than for the trigonometric basis to account for the fact that the trigonometric basis functions are periodic. Since the spline functions are aperiodic, the confidence bands are wider to be able to cover the entire period at both endpoints. In Figure 1, the plot on the left shows a confidence band with the B-spline basis and the plot on the right with the trigonometric basis; note the difference in the widths of the two bands.

Figure 1: 95% Confidence bands for $\beta_1(t)$ when $n = 500$, $m = 50$, $s_\beta = 15$, and $p = 1000$ with independent and random sampling times. On the left, the data is generated using the b-spline basis. Then, “B-Splines” denotes the true signal, “Trig. Approx.” denotes the best approximation of $\beta_1(t)$ using 30 trigonometric basis function, and “Estimate” and “CB” are the estimate and confidence band from Section 5 respectively. On the right, the data is generated using the trigonometric basis. Then, “Trig.” denotes the true signal and “Estimate” and “CB” are the estimate and confidence band from Section 5 respectively.

In the setting when $p = 0$, we have

$$y_i(t_{i,j}) = [z_i(t_{i,j})]^T \gamma(t_{i,j}) + \xi_i(t_{i,j}) + \epsilon_i(t_{i,j}).$$

Here, we set $n = 200$, $m \in \{25, 50, 75\}$, $q = 500$, and $s_\gamma \in \{15, 25\}$. The coefficients $\mathbf{z}_{k,l}$ are generated similar to $\mathbf{z}_{k,l}$. The results are presented in Table 3 in Section S7 of the Supplement. We see that $\mathcal{A}_h$ outperforms $\mathcal{B}_h$ when the sampling times are independent and random whereas $\mathcal{B}_h$ outperforms $\mathcal{A}_h$ when the sampling times are common and fixed. As $s_\gamma$ increases, the estimation error increases while the estimation error decreases as $m$ increases, which is consistent with our theoretical results. Moreover, similar to estimating $\beta(\cdot)$, our estimation error is higher for the B-spline basis as compared to the trigonometric basis.

7 Human Height Data

In this section, we are interested in analyzing the average height across countries. The height data is freely available from the NCD Risk Factor collaboration at...
https://ncdrisc.org/index.html, which includes the average height of birth cohorts aged five through nineteen over many decades for both sexes. A detailed description of the data is provided in (Rodriguez-Martinez, Zhou, Sophiea, Bentham, Paciorek, Iurilli, ... & Ezzati, 2020). Although the data contains 95% credible intervals for the average height in a country of each age group at a particular time, our response comprises solely of the point estimate. To supplement this data, we use a variety of United Nations data on countries, including the World Health Organization (https://www.who.int/data/collections), the Human Development Reports (http://www.hdr.undp.org/en/data), and the United Nations International Children’s Emergency Fund (https://data.unicef.org/). In addition, we also use information on caloric, protein, and fat supply from Our World in Data (https://ourworldindata.org/food-supply). For covariates that are time varying but not collected annually, we impute the values for intermediate years using an exponentially weighted moving average. We focus on the average height of five year old boys, the youngest age in the dataset. The model that we consider is model (1), which is reproduced below for convenience:

\[ y_i(t_{i,j}) = x_i^T \beta(t_{i,j}) + [z_i(t_{i,j})]^T \gamma(t_{i,j}) + \xi_i(t_{i,j}) + \varepsilon_i(t_{i,j}). \]

Since some covariates are only available for a subset of countries, we only consider the \( n = 98 \) countries that have some measurements for all covariates. We constrain our analysis to the years 1990 to 2019 to limit the imputation of our time-varying covariates. Therefore, we have common sampling times, with \( m = 30 \). When normalizing our sampling times to the unit interval, \( t = 0 \) and \( t = 29/30 \) correspond to 1990 and 2019 respectively. Our time invariant covariates are various classifications of the countries according to the United Nations; in particular, we consider development status and geographic regions and sub-regions, with sub-regions being nested within regions. Expanding out these groupings, we have \( p = 25 \) time invariant covariates. Our time varying covariates consist of various socioeconomic factors, such as human development index, urbanization rate, gross domestic product per capita, etc. When synthesizing the height data, (Finucane, Paciorek, Danaei & Ezzati, 2014) considered the interaction between income and urbanization rate. Thus, we include all possible two-way interactions of our time-varying covariates, leaving us with \( q = 212 \) covariates. Finally, the random effects represent the unobserved heterogeneity amongst countries, which, as mentioned in the Introduction, encapsulates environmental factors. These environmental factors are potentially correlated with our observed time-varying covariates.

The goal in our data analysis is to analyze the trend in the average height, controlling for other covariates. That is, we are interested in estimating the intercept term. Since our time-invariant covariates consist of many geographic regions, our reference region is North Africa. A plot of the estimate is given in Figure 2.
Figure 2: Estimated coefficient for the intercept, with North Africa as the reference region.

From the plot, we notice that the estimate of the average height in North Africa, controlling for other covariates, is almost linearly increasing, which is not specified apriori. Note that the precipitous drop near $t = 1$ is an artifact of the estimation procedure using the trigonometric basis. As we do not believe that the average height over the span of thirty years is periodic, our estimator $\hat{\beta}$ is estimating the best periodic approximation to the underlying non-periodic intercept function. Thus, the interpretation of the plot is valid only away from the two endpoints.
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Abstract

This supplement provides additional assumptions, all of the proofs, the simulation results, and an analysis of the yeast cell cycle data.

S1 Assumptions for Section 3

In Section 3, we use the following assumptions.

(B1) The sampling times satisfy \( t_{i,j} \overset{i.i.d.}{\sim} U(0, 1) \) and are independent of the errors \( \varepsilon_i(t_{i,j}) \).

(B2) The number of observations per individual is the same, \( m_i = m \) for all \( i = 1, \ldots, n \). Moreover, the sampling times satisfy \( t_{i,j} = j/m \) for all \( i = 1, \ldots, n \) and \( j = 1, \ldots, m \).

(B3) The columns of \( X \) have squared norms that are uniformly \( \mathcal{O}(n) \) and the entries of \( X \) satisfy \( \sup_{i=1,\ldots,n} \|x_i\|_\infty = g(n) \) for some function \( g(n) \).

(B4) The design matrix \( X \) satisfies the compatibility condition with compatibility constant \( \phi_{cc,X} > 0 \).

(B5) The design matrix \( X \) satisfies the adaptive restricted eigenvalue condition with constant \( \phi_{adap,X} > 0 \).

(B6) Each coordinate of the coefficient \( \beta(\cdot) \) satisfies \( \beta_k(\cdot) \in \mathcal{W}^{per}(\alpha, R) \) for some constant \( \alpha \geq 2 \) and \( R > 0 \) with \( s_\beta \) coordinates nonzero. Moreover, the product \( x_i^T \beta(\cdot) \in \mathcal{W}^{per}(\alpha, \mathcal{O}(g(n))) \) uniformly and

\[
\sup_{i=1,\ldots,n} \int_0^1 \left( x_i^T \beta(t) \right)^2 dt = \mathcal{O}(g(n))
\]

for some function \( g(n) \).
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Lemma S1. Let basis functions used in the proofs. We start with a lemma regarding the fourth moments of the trigonometric basis that are defined in Definition 1. Then, we consider a few cases:

(B8) The individual random effects \( (\xi_i(\cdot))_{i=1}^n \subseteq \mathcal{W}_{\text{per}}(\alpha, R) \) almost surely and are independent and identically distributed. Furthermore, for each \( i = 1, \ldots, n \) and \( t \in (0, 1) \), the function \( \xi_i(\cdot) \) satisfies \( \mathbb{E} \int_0^1 \xi_i^2(t) dt < \infty \).

\( \mathcal{B} \) \( \mathcal{B} \) \( \mathcal{B} \) The individual random effects \( (\xi_i(\cdot))_{i=1}^n \subseteq \mathcal{W}_{\text{per}}(\alpha, R) \) almost surely and are independent and identically distributed. Furthermore, for each \( i = 1, \ldots, n \), the Fourier coefficients \( \alpha_{i,k} \sim \mathcal{SG}(\xi_{i,k}^2) \) with \( \sum_{k=K}^{\infty} \xi_{i,k}^2 = \mathcal{O}(K^{-2\alpha}) \).

S2 Some Technical Lemmata

In this section, we provide some technical lemmata regarding the trigonometric basis that are used in the proofs. We start with a lemma regarding the fourth moments of the trigonometric basis functions.

Lemma S1. Let \( a, b, k, l \in \mathbb{N} \) be fixed positive integers and \( (\varphi_k)_{k=1}^\infty \) denote the trigonometric basis as defined in Definition 1. Then,

\[
\int_0^1 \varphi_a(t) \varphi_b(t) \varphi_k(t) \varphi_l(t) dt \\
\leq \delta_{a+b,k+l} + \delta_{a+b+k,l} + \delta_{a+b+l,k} + \delta_{a+k+l,b} + \delta_{a+b+l,l} + \delta_{a+k+l,b} + \delta_{a+b,k+l} \\
+ \delta_{l,a} (\delta_{a+b,k} + \delta_{a+k,b} + \delta_{a+b+k}) + \delta_{l,a} (\delta_{a+b,l} + \delta_{a+l,b} + \delta_{a+l,b+k}) \\
+ \delta_{l,b} (\delta_{a+k,l} + \delta_{a+b,k} + \delta_{a+k+l}) + \delta_{l,b} (\delta_{a+b,l} + \delta_{b+l,k} + \delta_{b+k,l}).
\]

Proof. We consider a few cases:

1. \( a, b, k, l > 1 \) and \( a, b, k, l \) are even.

\[
\int_0^1 \varphi_a(t) \varphi_b(t) \varphi_k(t) \varphi_l(t) dt \\
= 4 \int_0^1 \cos(\pi at) \cos(\pi bt) \cos(\pi kt) \cos(\pi lt) dt \\
= \int_0^1 (\cos(\pi(a + b)t) + \cos(\pi(a - b)t)) \\
\times (\cos(\pi(k + l)t) + \cos(\pi(k - l)t)) dt \\
= \frac{1}{2} \left( \int_0^1 (\cos(\pi(a + b + k + l)t) + \cos(\pi(a + b - k - l))) dt \\
+ \frac{1}{2} \int_0^1 (\cos(\pi(a + b + k - l)t) + \cos(\pi(a + b - k + l))) dt \\
+ \frac{1}{2} \int_0^1 (\cos(\pi(a - b + k + l)t) + \cos(\pi(a - b - k - l))) dt \\
+ \frac{1}{2} \int_0^1 (\cos(\pi(a - b + k - l)t) + \cos(\pi(a - b - k + l))) dt \right) \\
= \frac{1}{2} \left( \delta_{a+b,k+l} + \delta_{a+b+k,l} + \delta_{a+b+l,k} \\
+ \delta_{a+k+l,b} + \delta_{a+b+k+l} + \delta_{a+k+b+l} + \delta_{a+l,b+k} \right).
\]
2. \(a, b, k, l > 1\), \(a, b, k\) are even, and \(l\) is odd.

\[
\int_0^1 \varphi_a(t)\varphi_b(t)\varphi_k(t)\varphi_l(t)dt
\]

\[
= 4 \int_0^1 \cos(\pi at) \cos(\pi bt) \cos(\pi kt) \sin(\pi(l - 1)t)dt
\]

\[
= \int_0^1 (\cos(\pi(a + b)t) + \cos(\pi(a - b)t))
\]

\[
\times (\sin(\pi(k + l - 1)t) - \sin(\pi(k - l + 1)t))dt
\]

\[
= \frac{1}{2} \int_0^1 (\sin(\pi(a + b + k + l - 1)t) + \sin(\pi(a + b - k - l + 1)t))dt
\]

\[
- \frac{1}{2} \int_0^1 (\sin(\pi(a + b + k - l + 1)t) + \sin(\pi(a + b - k + l + 1)t))dt
\]

\[
+ \frac{1}{2} \int_0^1 (\sin(\pi(a - b + k + l - 1)t) + \sin(\pi(a - b - k + l + 1)t))dt
\]

\[
- \frac{1}{2} \int_0^1 (\sin(\pi(a - b + k - l + 1)t) + \sin(\pi(a - b - k - l + 1)t))dt
\]

\[
= 0.
\]

3. \(a, b, k, l > 1\), \(a, b\) are even, and \(k, l\) are odd.

\[
\int_0^1 \varphi_a(t)\varphi_b(t)\varphi_k(t)\varphi_l(t)dt
\]

\[
= 4 \int_0^1 \cos(\pi at) \cos(\pi bt) \sin(\pi(k - 1)t) \sin(\pi(l - 1)t)dt
\]

\[
= \int_0^1 (\cos(\pi(a + b)t) + \cos(\pi(a - b)t))
\]

\[
\times (\cos(\pi(k - l)t) - \cos(\pi(k + l - 2)t))dt
\]

\[
= \frac{1}{2} \int_0^1 (\cos(\pi(a + b + k - l)t) + \cos(\pi(a + b - k + l)t))dt
\]

\[
- \frac{1}{2} \int_0^1 (\cos(\pi(a + b + k + l - 2)t) + \cos(\pi(a + b - k - l + 2)t))dt
\]

\[
+ \frac{1}{2} \int_0^1 (\cos(\pi(a - b + k - l)t) + \cos(\pi(a - b - k + l)t))dt
\]

\[
- \frac{1}{2} \int_0^1 (\cos(\pi(a - b + k + l - 2)t) + \cos(\pi(a - b - k - l + 2)t))dt
\]

\[
\leq \frac{1}{2}(\delta_{a+b+k,l} + \delta_{a+b+l,k} + \delta_{a+k,b+l} + \delta_{a+l,b+k}).
\]
4. $a, b, k, l > 1$, $a$ is even, and $b, k, l$ are odd.

\[
\int_0^1 \varphi_a(t) \varphi_b(t) \varphi_k(t) \varphi_l(t) dt
\]

\[
= 4 \int_0^1 \cos(\pi at) \sin(\pi(b - 1)t) \sin(\pi(k - 1)t) \sin(\pi(l - 1)t) dt
\]

\[
= \int_0^1 (\sin(\pi (a + b - 1)t) - \sin(\pi (a - b + 1)t))
\times (\cos(\pi (k - l)t) - \cos(\pi (k + l - 2)t)) dt
\]

\[
= \frac{1}{2} \int_0^1 (\sin(\pi (a + b + k - l - 1)t) + \sin(\pi (a + b - k + l - 1)t)) dt
\]

\[
- \frac{1}{2} \int_0^1 (\sin(\pi (a + b + k + l - 3)t) + \sin(\pi (a + b - k - l + 1)t)) dt
\]

\[
- \frac{1}{2} \int_0^1 (\sin(\pi (a - b + k - l + 1)t) + \sin(\pi (a - b - k + l + 1)t)) dt
\]

\[
+ \frac{1}{2} \int_0^1 (\sin(\pi (a - b + k + l - 1)t) + \sin(\pi (a - b - k - l + 3)t)) dt
\]

\[
= 0.
\]

5. $a, b, k, l > 1$ and $a, b, k, l$ are odd.

\[
\int_0^1 \varphi_a(t) \varphi_b(t) \varphi_k(t) \varphi_l(t) dt
\]

\[
= 4 \int_0^1 \sin(\pi (a - 1)t) \sin(\pi(b - 1)t) \sin(\pi(k - 1)t) \sin(\pi(l - 1)t) dt
\]

\[
= \int_0^1 (\cos(\pi (a - b)t) - \cos(\pi (a + b - 2)t))
\times (\cos(\pi (k - l)t) - \cos(\pi (k + l - 2)t)) dt
\]

\[
= \frac{1}{2} \int_0^1 (\cos(\pi (a - b + k - l)t) + \cos(\pi (a - b - k + l)t)) dt
\]

\[
- \frac{1}{2} \int_0^1 (\cos(\pi (a - b + k + l - 2)t) + \cos(\pi (a - b - k - l + 2)t)) dt
\]

\[
- \frac{1}{2} \int_0^1 (\cos(\pi (a + b + k - l - 2)t) + \cos(\pi (a + b - k + l + 2)t)) dt
\]

\[
+ \frac{1}{2} \int_0^1 (\cos(\pi (a + b + k + l - 4)t) + \cos(\pi (a + b - k - l)t)) dt
\]

\[
\leq \frac{1}{2} (\delta_{a+b,k+l} + \delta_{a+k,b+l} + \delta_{a+l,b+k}).
\]
6. \(a, b, k > 1\), \(a, b, k\) are even, and \(l = 1\).

\[
\int_0^1 \varphi_a(t)\varphi_b(t)\varphi_k(t)\varphi_l(t)dt
= 2\sqrt{2} \int_0^1 \cos(\pi at) \cos(\pi bt) \cos(\pi kt) dt
= \sqrt{2} \int_0^1 (\cos(\pi(a + b)t) + \cos(\pi(a - b)t)) \cos(\pi kt) dt
= \frac{1}{\sqrt{2}} \int_0^1 (\cos(\pi(a + b + k)t) + \cos(\pi(a + b - k))) dt
+ \frac{1}{\sqrt{2}} \int_0^1 (\cos(\pi(a - b + k)t) + \cos(\pi(a - b - k))) dt
= \frac{1}{\sqrt{2}}(\delta_{a+b,k} + \delta_{a+k,b} + \delta_{a,b+k}).
\]

7. \(a, b, k > 1\), \(a, b\) are even, \(k\) is odd, and \(l = 1\).

\[
\int_0^1 \varphi_a(t)\varphi_b(t)\varphi_k(t)\varphi_l(t)dt
= 2\sqrt{2} \int_0^1 \cos(\pi at) \cos(\pi bt) \sin(\pi(k - 1)t) dt
= \sqrt{2} \int_0^1 (\cos(\pi(a + b)t) + \cos(\pi(a - b)t)) \sin(\pi(k - 1)t) dt
= \frac{1}{\sqrt{2}} \int_0^1 (\sin(\pi(a + b + k - 1)t) - \sin(\pi(a + b - k + 1))) dt
+ \frac{1}{\sqrt{2}} \int_0^1 (\sin(\pi(a - b + k - 1)t) - \sin(\pi(a - b - k + 1))) dt
= 0.
\]

8. \(a, b, k > 1\), \(a\) is even, \(b, k\) are odd, and \(l = 1\).

\[
\int_0^1 \varphi_a(t)\varphi_b(t)\varphi_k(t)\varphi_l(t)dt
= 2\sqrt{2} \int_0^1 \cos(\pi at) \sin(\pi(b - 1)t) \sin(\pi(k - 1)t) dt
= \sqrt{2} \int_0^1 \cos(\pi at)(\cos(\pi(b - k)t) - \cos(\pi(b + k - 2)t)) dt
= \frac{1}{\sqrt{2}} \int_0^1 (\cos(\pi(a + b - k)t) + \cos(\pi(a - b + k))) dt
- \frac{1}{\sqrt{2}} \int_0^1 (\cos(\pi(a + b + k - 2)t) + \cos(\pi(a - b - k + 2))) dt
\leq \frac{1}{\sqrt{2}}(\delta_{a+b,k} + \delta_{a+k,b}).
\]
9. \( a, b, k > 1, a, b, k \) are odd, and \( l = 1 \).

\[
\int_0^1 \varphi_a(t)\varphi_b(t)\varphi_k(t)\varphi_l(t)dt \\
= 2\sqrt{2} \int_0^1 \sin(\pi(a - 1)t) \sin(\pi(b - 1)t) \sin(\pi(k - 1)t)dt \\
= \sqrt{2} \int_0^1 \sin(\pi(a - 1)t)(\cos(\pi(b - k)t) - \cos(\pi(b + k - 2)t))dt \\
= \frac{1}{\sqrt{2}} \int_0^1 (\sin(\pi(a + b - k - 1)t) + \sin(\pi(a - b + k - 1))) dt \\
\quad - \frac{1}{\sqrt{2}} \int_0^1 (\sin(\pi(a + b + k - 3)t) + \sin(\pi(a - b - k + 1))) dt \\
= 0.
\]

10. \( a, b > 1 \) and \( k, l = 1 \).

\[
\int_0^1 \varphi_a(t)\varphi_b(t)\varphi_k(t)\varphi_l(t)dt = \delta_{a,b}.
\]

11. \( a > 1 \) and \( b, k, l = 1 \).

\[
\int_0^1 \varphi_a(t)\varphi_b(t)\varphi_k(t)\varphi_l(t)dt = \delta_{a,1}.
\]

Combining these cases together and considering all permutations finishes the proof.

Next, we have a lemma regarding the aliasing effect in Fourier transforms on the uniform grid.

**Lemma S2.** For \( k \) even and \( m \in \mathbb{N} \),

\[
m^{-1} \sum_{j=1}^{m} \exp(i\pi kj/m) = \begin{cases} 1, & \text{if } k = cm \text{ for } c \text{ even}, \\ 0, & \text{else.} \end{cases}
\]

**Proof of Lemma S2.** Suppose that \( k = cm \) for \( c \in \mathbb{Z} \). Then, we have that \( \exp(i\pi kj/m) = \exp(i\pi cj) = (-1)^{cj} \) for all \( j = 1, \ldots, m \). If \( c \) is even, then

\[
m^{-1} \sum_{j=1}^{m} \exp(i\pi kj/m) = m^{-1} \sum_{j=1}^{m} 1 = 1.
\]

Now, if \( c \) is odd, this implies that \( m \) is even since \( k \) is even. Thus,

\[
m^{-1} \sum_{j=1}^{m} \exp(i\pi kj/m) = m^{-1} \sum_{j=1}^{m} (-1)^{j} = 0.
\]

Finally, suppose that \( k \neq cm \) for any \( c \in \mathbb{Z} \). In this setting, we have that \( \exp(i\pi k/m) \neq 1 \) while \( \exp(i\pi k) = 1 \). Therefore,

\[
m^{-1} \sum_{j=1}^{m} \exp(i\pi kj/m) = m^{-1} \exp(i\pi k/m) \frac{1 - \exp(i\pi k)}{1 - \exp(i\pi k/m)} = 0.
\]

This finishes the proof.

Finally, the following lemma is a refinement of Lemma 1.7 of (Tsybakov, 2008) regarding the orthogonality of the trigonometric basis on the uniform grid.
Lemma S3. Let $m \in \mathbb{N}$ and $k \leq 1, 2, \ldots, m - 1$.

1. If $l = 1, \ldots, m - 1$, then
   \[ m^{-1} \sum_{j=1}^{m} \varphi_k(j/m) \varphi_l(j/m) = \delta_{k,l}. \]

2. If $l = m, m + 1, \ldots$, then
   \[ m^{-1} \sum_{j=1}^{m} \varphi_k(j/m) \varphi_l(j/m) = \begin{cases} \sqrt{2} \mathbb{1}_{l/m \in \mathbb{Z}}, & k = 1, \\ \mathbb{1}_{(l-k)/m \in \mathbb{Z}} + \mathbb{1}_{(l+k)/m \in \mathbb{Z}}, & k = 2, 4, \ldots, m - 1, \\ \mathbb{1}_{(l-k)/m \in \mathbb{Z}} - \mathbb{1}_{(l+k-2)/m \in \mathbb{Z}}, & k = 3, 5, \ldots, m - 1. \end{cases} \]

Proof of Lemma S3. The setting where $l = 1, \ldots, m - 1$ is exactly Lemma 1.7 of (Tsybakov, 2008). For the other setting, we consider a few separate cases. Note that the last line in each of the following cases is a consequence of Lemma S2.

1. $k = 1$ and $l$ is even.
   \[ m^{-1} \sum_{j=1}^{m} \varphi_k(j/m) \varphi_l(j/m) = \sqrt{2} m^{-1} \sum_{j=1}^{m} \cos(\pi lj/m) \]
   \[ = \frac{1}{\sqrt{2}m} \sum_{j=1}^{m} (\exp(i\pi lj/m) + \exp(-i\pi lj/m)) \]
   \[ = \sqrt{2} \mathbb{1}_{l/m \in \mathbb{Z}}. \]

2. $k = 1$ and $l$ is odd.
   \[ m^{-1} \sum_{j=1}^{m} \varphi_k(j/m) \varphi_l(j/m) = \sqrt{2} m^{-1} \sum_{j=1}^{m} \sin(\pi (l-1)j/m) \]
   \[ = \frac{1}{\sqrt{2}m} \sum_{j=1}^{m} (\exp(i\pi (l-1)j/m) - \exp(-i\pi (l-1)j/m)) \]
   \[ = 0. \]

3. $k, l$ are both even.
   \[ m^{-1} \sum_{j=1}^{m} \varphi_k(j/m) \varphi_l(j/m) \]
   \[ = m^{-1} \sum_{j=1}^{m} (\cos(\pi (l - k)j/m) + \cos(\pi (l + k)j/m)) \]
   \[ = \frac{1}{2m} \sum_{j=1}^{m} (\exp(i\pi (l - k)j/m) + \exp(-i\pi (l - k)j/m)) \]
   \[ + \frac{1}{2m} \sum_{j=1}^{m} (\exp(i\pi (l + k)j/m) + \exp(-i\pi (l + k)j/m)) \]
   \[ = \mathbb{1}_{(l-k)/m \in \mathbb{Z}} + \mathbb{1}_{(l+k)/m \in \mathbb{Z}}. \]
4. $k$ is even and $l$ is odd.

\[
m^{-1} \sum_{j=1}^{m} \varphi_k(j/m) \varphi_l(j/m)
\]

\[
= m^{-1} \sum_{j=1}^{m} (\sin(\pi(l - k - 1)/m) + \sin(\pi(l + k - 1)/m))
\]

\[
= \frac{1}{2mi} \sum_{j=1}^{m} (\exp(i\pi(l - k - 1)/m) - \exp(-i\pi(l - k - 1)/m))
\]

\[
+ \frac{1}{2mi} \sum_{j=1}^{m} (\exp(i\pi(l + k - 1)/m) - \exp(-i\pi(l + k - 1)/m))
\]

\[
= 0.
\]

5. $k > 1$ is odd and $l$ is even.

\[
m^{-1} \sum_{j=1}^{m} \varphi_k(j/m) \varphi_l(j/m)
\]

\[
= m^{-1} \sum_{j=1}^{m} (\sin(\pi(l + k - 1)/m) - \sin(\pi(l - k - 1)/m))
\]

\[
= \frac{1}{2mi} \sum_{j=1}^{m} (\exp(i\pi(l + k - 1)/m) - \exp(-i\pi(l + k - 1)/m))
\]

\[
- \frac{1}{2mi} \sum_{j=1}^{m} (\exp(i\pi(l - k - 1)/m) - \exp(-i\pi(l - k - 1)/m))
\]

\[
= 0.
\]

6. $k, l > 1$ are both odd.

\[
m^{-1} \sum_{j=1}^{m} \varphi_k(j/m) \varphi_l(j/m)
\]

\[
= m^{-1} \sum_{j=1}^{m} (\cos(\pi(l - k)/m) - \cos(\pi(l + k - 2)/m))
\]

\[
= \frac{1}{2m} \sum_{j=1}^{m} (\exp(i\pi(l - k)/m) + \exp(-i\pi(l - k)/m))
\]

\[
- \frac{1}{2m} \sum_{j=1}^{m} (\exp(i\pi(l + k - 2)/m) + \exp(-i\pi(l + k - 2)/m))
\]

\[
= \mathbb{1}_{(l-k)/m \in 2\mathbb{Z}} - \mathbb{1}_{(l+k-2)/m \in 2\mathbb{Z}}.
\]

Combining these calculations together proves the claim. \qed
S3 Proofs for Section 2

S3.1 Proofs for Section 2.1

The proof of Proposition 1 relies on the following two lemmata, which we state for completeness.

**Lemma S4** ((Chao & Strawderman, 1972)). Let $X \sim \text{Bin}(n,p)$. Then,
\[
\mathbb{E}\left(\frac{1}{X+1}\right) = \frac{1 - (1-p)^{n+1}}{(n+1)p}.
\]

**Lemma S5** ((Boland, Singh & Cukic, 2002)). Let $Y \sim \text{Bin}(n,p)$ and $X = \sum_{i=1}^{n} X_i$, where the $X_i \sim \text{Bin}(1,p_i)$ are independent. Then, $Y$ is stochastically smaller than $X$ if and only if $p \leq (\prod_{i=1}^{n} p_i)^{1/n}$.

**Proof of Proposition 1.** Let $F$ denote the distribution function corresponding to $f$. Then,
\[
\mathbb{E}_T \tilde{N}_h = \mathbb{E}_T \sum_{i=1}^{n} \sum_{j=1}^{m} \mathbb{I}\{\exists j' \neq j : t_{i,j'} \in (t_{i,j}, t_{i,j} + h]\}
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{m} \mathbb{P}(\exists j' \neq j : t_{i,j'} \in (t_{i,j}, t_{i,j} + h])
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{m} \int_{0}^{1} \mathbb{P}(\exists j' \neq j : t_{i,j'} \in (t, t + h])|t_{i,j} = t) f(t) dt
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{m} \int_{0}^{1} (1 - \mathbb{P}(\forall j' \neq j : t_{i,j'} \notin (t, t + h)|t_{i,j} = t)) f(t) dt
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{m} \left(1 - \int_{0}^{1} (1 - F(t + h) - F(t))^{m-1} f(t) dt \right)
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{m} \left(1 - \int_{0}^{1} (1 - h f(t) + o(h))^{m-1} f(t) dt \right).
\]

Under the setting of the first claim, note that
\[
\int_{0}^{1} (1 - h f(t) + o(h))^{m-1} f(t) dt = 1 - h + o(h).
\]
Substituting this into the previous display yields the first claim. For the third claim note that For the third claim, observe that
\[
\int_{0}^{1} (1 - h f(t) + o(h))^{m-1} f(t) dt \approx \exp(-mh),
\]
which implies that
\[
\mathbb{P}(\tilde{N}_h \neq N) \leq \sum_{i=1}^{n} \sum_{j=1}^{m} \int_{0}^{1} (1 - h f(t) + o(h))^{m-1} f(t) dt \to 0.
\]
This proves the third claim.

For the remaining case, consider a non-homogeneous Poisson process with intensity function \( mf(\cdot) \) on \((0, 1)\). It is well known that the unordered arrival times have the same distribution as the \( t_{i,j} \). Let \( M \) denote the corresponding point process. It is easy to see that

\[
\mathbb{P}(\exists j' \neq j : t_{i,j'} \in (t, t + h)|t_{i,j} = t) \asymp \mathbb{P}(M((t, t + h]) \geq 1).
\]

But, the right hand side of the above display satisfies \( \mathbb{P}(M((t, t + h]) \geq 1) = mf(t)h + o(mh) \) since \( M \) is a Poisson process. Since \( f \) is bounded from above and below, it follows that

\[
\int_0^1 \mathbb{P}(\exists j' \neq j : t_{i,j'} \in (t, t + h)|t_{i,j} = t) f(t)dt \asymp mh.
\]

Finally, it is left to show that \( \mathbb{E}(N_h + 1)^{-1} \sim (nm^2h)^{-1} \). Without the loss of generality, assume that \( m \) is even. For \( i = 1, \ldots, n \) and \( j = 1, \ldots, m/2 \), define

\[
u_{i,j} \triangleq t_{i,(2j+1)} - t_{i,(2j-1)}
\]

with the convention that \( t_{i,(2m+1)} = 1 \) for all \( i = 1, \ldots, n \). Define the following sets of random variables:

\[
W_{i,j} \triangleq \mathbb{1}_{t_{i,(2j)} \in (t_{i,(2j-1)}, t_{i,(2j+1)} + h]},
\]

\[
X_{i,j} \overset{i.i.d.}{\sim} \text{Bin}(1, \min(ch/u_{i,j}, 1)),
\]

\[
Y_i \sim \text{Bin}(m/2, cmh),
\]

for \( i = 1, \ldots, n \) and \( j = 1, \ldots, m/2 \). Then, it follows that

\[
N_h = \sum_{i=1}^{n} \sum_{j=1}^{m/2} W_{i,j}.
\]

Since \( f(\cdot) \) is bounded away from zero and infinity, there exists a constant \( c > 0 \) such that for all \( W_{i,j}, i = 1, \ldots, n \) and \( j = 1, \ldots, m \), we have \( \mathbb{P}(W_{i,j}|\{u_{\cdot}\}) \geq \min(ch/u_{i,j}, 1) \). Moreover, conditioned on \( \{u_{\cdot}\} \), it is easy to see that \( W_{i,j} \) is independent of \( W_{i',j'} \) if \((i, j) \neq (i', j') \). Therefore, we have that \( X_{i,j} \preceq W_{i,j} \), where \( \preceq \) denotes stochastic ordering. Now, by construction, \( \sum_{j=1}^{m/2} u_{i,j} \leq 1 \), so it follows that

\[
chm \leq \left( \prod_{j=1}^{m/2} \min \left( \frac{ch}{u_{i,j}}, 1 \right) \right)^{2/m}.
\]
Thus, Lemma S5 implies that $Y_i \preceq \sum_{j=1}^{m/2} X_{i,j}$. Combining these calculations, we see that

$$\mathbb{E}_T \left( \frac{1}{N_h + 1} \right) = \mathbb{E}_T \left( \frac{1}{\sum_{i=1}^{n} \sum_{j=1}^{m/2} W_{i,j} + 1} \right) \leq \mathbb{E}_T \left( \frac{1}{\sum_{i=1}^{n} \sum_{j=1}^{m/2} X_{i,j} + 1} \right) \leq \mathbb{E}_T \left( \frac{1}{\sum_{i=1}^{n} Y_i + 1} \right) \leq 1 - \frac{(1 - chm)^{nm/2+1}}{(nm/2+1)mh/2} \leq \frac{1}{nm^2h/2 + hm/2},$$

where the penultimate line follows from Lemma S4. By Jensen’s inequality, we have

$$\mathbb{E}_T \left( \frac{1}{N_h + 1} \right) \geq \frac{1}{\mathbb{E}_T N_h + 1} = \frac{1}{nm^2h/2 + 1}.$$ 

Thus,

$$\frac{1}{nm^2h/2 + 1} \leq \mathbb{E}_T \left( \frac{1}{N_h + 1} \right) \leq \frac{1}{nm^2h/2 + mh/2}.$$

Since $mh \to 0$, this finishes the proof. 

\[ \square \]

### S3.2 Proofs for Section 2.3

We start by bounding the squared bias of the resultant differenced linear model from equation (8).

**Lemma S6.** Consider the model given in equation (7). Assume (A7) and (A8). The bias term satisfies

$$\mathbb{E}_T \left( N^{-1} \| \Delta^{(\gamma)} \|_2^2 \right) = O \left( s_\gamma K_\gamma^{-2\alpha} + L^2 h^2 \right).$$

**Proof of Lemma S6.** Recall that each entry of $\Delta^{(\gamma)}$ may be written as

$$\Delta_{i,j}^{(\gamma)} = \sum_{k=K_\gamma+1}^{\infty} \left[ \varphi_k(t_{i,(j+1)}) z_i(t_{i,(j+1)}) - \varphi_k(t_{i,(j)}) z_i(t_{i,(j)}) \right] T_k + \xi_i(t_{i,(j+1)}) - \xi_i(t_{i,(j)})$$

for some $(i, j) \in \mathcal{A}_h$. We consider the two parts separately. For the first term, it follows immediately from assumption (A8) that

$$\mathbb{E}_T \left( \sum_{k=K_\gamma+1}^{\infty} \left[ \varphi_k(t_{i,(j+1)}) z_i(t_{i,(j+1)}) - \varphi_k(t_{i,(j)}) z_i(t_{i,(j)}) \right] T_k \right)^2 = O(s_\gamma K_\gamma^{-2\alpha}).$$

By assumption (A7), we may bound the second term by

$$\left( \xi_i(t_{i,(j+1)}) - \xi_i(t_{i,(j)}) \right)^2 \leq L^2 h^2.$$

Combining these two bounds finishes the proof. 

\[ \square \]
Next, we prove the result for the low-dimensional setting.

**Proof of Proposition 2.** Indeed, note that
\[
\hat{\mathbf{g}}^{LD} = (\mathbf{Ψ}^T\mathbf{Ψ})^{-1}\mathbf{Ψ}^T(\mathbf{Ψ}\mathbf{g} + \eta + \Delta^{(γ)})
= \mathbf{g} + (\mathbf{Ψ}^T\mathbf{Ψ})^{-1}\mathbf{Ψ}^T\eta + (\mathbf{Ψ}^T\mathbf{Ψ})^{-1}\mathbf{Ψ}^T\Delta^{(γ)}.
\]
Bounding each of the two terms separately, we have for the first term that
\[
\mathbb{E} \left\| (\mathbf{Ψ}^T\mathbf{Ψ})^{-1}\mathbf{Ψ}^T\eta \right\|^2_2 = \text{Tr} \left[ (\mathbf{Ψ}^T\mathbf{Ψ})^{-1} \right] \mathbb{E} \left\| \eta \right\|^2 = \mathcal{O} \left( \frac{s_γ K_γ}{N} \right),
\]
which follows from assumption (A1). For the second term, invoking Lemma S6 implies that
\[
\mathbb{E}_T \left\| (\mathbf{Ψ}^T\mathbf{Ψ})^{-1}\mathbf{Ψ}^T\Delta^{(γ)} \right\|^2_2 \leq \mathbb{E}_T \left\| (\mathbf{Ψ}^T\mathbf{Ψ})^{-1}\mathbf{Ψ}^T \right\|^2_2 \left\| \Delta^{(γ)} \right\|^2_2 = \mathcal{O} \left( s_γ K_γ^{-2α} + L^2 h^2 \right),
\]
which finishes the proof.

**Proof of Theorem 3.** The first claim follows immediately from Theorem 6.2 of (Bühlmann & van de Geer, 2011). Then, for the second claim, applying Corollary 6.5 of (Bühlmann & van de Geer, 2011) yields
\[
\left\| \hat{\mathbf{g}}^{HD} - \mathbf{g} \right\|^2_2 \leq 6 \lambda^2 s_γ K_γ \left( \frac{3 \mathbb{E}_T (N^{-1} \left\| \Delta^{(γ)} \right\|^2_2)}{\lambda^2 s_γ K_γ} + \frac{16}{\phi_{\text{adap},\Psi}^2} \right)^2.
\]
Now, Lemma S6 implies that
\[
\left\| \hat{\mathbf{g}}^{HD} - \mathbf{g} \right\|^2_2 = \mathcal{O} \left( \lambda^2 s_γ K_γ \left( \frac{s_γ K_γ^{-2α} + L^2 h^2}{\lambda^2 s_γ K_γ} + \phi_{\text{adap},\Psi}^{-2} \right)^2 \right),
\]
which finishes the proof.

**S4 Proofs for Section 3**

**S4.1 Proofs for Section 3.2**

**Proof of Proposition 4.** Throughout this proof, we consider the model given by equation (11). Recall from equation (5) that
\[
\text{MISE}(\hat{\mathbf{g}}^{ LD }) = \mathbb{E}_T \sum_{k=1}^{K_β} \left\| \hat{\mathbf{g}}^{ LD }_k - \mathbf{g}_k \right\|^2_2 + \mathbb{E}_T \sum_{k=K_β+1}^{∞} \left\| \mathbf{g}_k \right\|^2_2.
\]
We consider each of the two sums separately. Suppose temporarily that \( k \leq K_β \). Then, the risk in estimating \( \mathbf{g}_k \) by \( \hat{\mathbf{g}}^{ LD }_k \) is given by
\[
\mathbb{E}_T \left\| \hat{\mathbf{g}}^{ LD }_k - \mathbf{g}_k \right\|^2_2 = \mathbb{E}_T \left\| (X^TX)^{-1}X^T\mathbf{ζ}_k \right\|^2_2
= \text{Tr} \left( (X^TX)^{-1}X^T (\mathbb{E}_T \mathbf{ζ}_k \mathbf{ζ}_k^T) X (X^TX)^{-1} \right).
\]
We directly compute \( E \zeta_k \zeta_k^T \). Note that \( E \zeta_{i,k} = 0 \) for all \( i = 1, \ldots, n \). Then, the covariance matrix is diagonal since observations corresponding to different individuals are independent. Therefore, it is left to compute the value of the diagonal entries. Fix \( i = 1, \ldots, n \) arbitrarily. Then,

\[
E \zeta_{i,k}^2 \leq 3Eo_{i,k}^2 + 3m_i^{-2}EE_T \left( \sum_{j=1}^{m_i} \varepsilon_i(t_{i,j}) \varphi_k(t_{i,j}) \right)^2 + 3m_i^{-2}EE_T \left( \sum_{j=1}^{m_i} (x_i^T \beta(t_{i,j}) + \xi_i(t_{i,j})) \varphi_k(t_{i,j}) - x_i^T o_k - o_{i,k} \right)^2
\]

We bound each of the three terms separately. By definition, we have that \( Eo_{i,k}^2 = \sigma_o^2 \). Next,

\[
m_i^{-2}EE_T \left( \sum_{j=1}^{m_i} \varepsilon_i(t_{i,j}) \varphi_k(t_{i,j}) \right)^2 = m_i^{-2} \sum_{j=1}^{m_i} EE_T \varepsilon_i^2(t_{i,j}) EE_T \varphi_k^2(t_{i,j}) = m_i^{-1} \sigma_o^2.
\]

For the last term, an expansion yields

\[
EE_T \left( \sum_{j=1}^{m_i} (x_i^T \beta(t_{i,j}) + \xi_i(t_{i,j})) \varphi_k(t_{i,j}) - x_i^T o_k - o_{i,k} \right)^2
\]

\[
= EE_T \left( \sum_{a=1}^{\infty} (x_i^T o_a + o_{i,a}) \left( \sum_{j=1}^{m_i} \varphi_a(t_{i,j}) \varphi_k(t_{i,j}) - \delta_{a,k} \right) \right)^2
\]

\[
= E \sum_{a=1}^{\infty} \sum_{b=1}^{\infty} (x_i^T o_a + o_{i,a}) (x_i^T o_b + o_{i,b}) \times EE_T \left( \sum_{j=1}^{m_i} \varphi_a(t_{i,j}) \varphi_k(t_{i,j}) - \delta_{a,k} \right) \left( \sum_{j=1}^{m_i} \varphi_b(t_{i,j}) \varphi_k(t_{i,j}) - \delta_{b,k} \right)
\]

Applying Lemma S1 shows that

\[
EE_T \left( \sum_{j=1}^{m_i} \varphi_a(t_{i,j}) \varphi_k(t_{i,j}) - \delta_{a,k} \right) \left( \sum_{j=1}^{m_i} \varphi_b(t_{i,j}) \varphi_k(t_{i,j}) - \delta_{b,k} \right)
\]

\[
\leq m_i (\delta_{a+b,2k} + \delta_{a+2k,b} + \delta_{a+b+2k} + 2\delta_{a,b} + 2\delta_{a+1,b} + 2\delta_{a,b+1} + \delta_{a,2k}\delta_{b,1} + \delta_{b,2k}\delta_{a,1}).
\]
By substitution, we have the following bound
\[
\mathbb{E} E_T \left( \sum_{j=1}^{m_i} (x_i^T \beta(t_{i,j}) + \xi_i(t_{i,j})) \varphi_k(t_{i,j}) - x_i^T \zeta_k - o_{i,k} \right)^2
\]
\[
\leq m_i \mathbb{E} \sum_{a=1}^{2k-1} |x_i^T \zeta_a + o_{i,a}| |x_i^T \zeta_{2k-a} + o_{i,2k-a}|
\]
\[
+ 2m_i \mathbb{E} \sum_{a=1}^{\infty} |x_i^T \zeta_a + o_{i,a}| |x_i^T \zeta_{2k+a} + o_{i,2k+a}|
\]
\[
+ 2m_i \mathbb{E} \sum_{a=1}^{\infty} (x_i^T \zeta_a + o_{i,a})^2
\]
\[
+ 4m_i \mathbb{E} \sum_{a=1}^{\infty} |x_i^T \zeta_a + o_{i,a}| |x_i^T \zeta_{a+1} + o_{i,a+1}|
\]
\[
+ 2m_i \mathbb{E} |x_i^T \zeta_1 + o_{i,1}| |x_i^T \zeta_{2k} + o_{i,2k}|.
\]
From assumptions (B6) and (B7) in conjunction with Parseval’s Theorem, it follows that
\[
2m_i \mathbb{E} \sum_{a=1}^{\infty} (x_i^T \zeta_a + o_{i,a})^2 = \mathcal{O}(m_ig(n)).
\]
Now, using the inequality \(2uv \leq u^2 + v^2\) and the above, we have that
\[
2m_i \mathbb{E} \sum_{a=1}^{\infty} |x_i^T \zeta_a + o_{i,a}| |x_i^T \zeta_{2k+a} + o_{i,2k+a}|
\]
\[
\leq m_i \mathbb{E} \sum_{a=1}^{\infty} (x_i^T \zeta_a + o_{i,a})^2 + m_i \mathbb{E} \sum_{a=1}^{\infty} (x_i^T \zeta_{2k+a} + o_{i,2k+a})^2
\]
\[
= \mathcal{O}(m_ig(n)).
\]
Similarly,
\[
m_i \mathbb{E} \sum_{a=1}^{2k-1} |x_i^T \zeta_a + o_{i,a}| |x_i^T \zeta_{2k-a} + o_{i,2k-a}| = \mathcal{O}(m_ig(n)),
\]
\[
4m_i \mathbb{E} \sum_{a=1}^{\infty} |x_i^T \zeta_a + o_{i,a}| |x_i^T \zeta_{a+1} + o_{i,a+1}| = \mathcal{O}(m_ig(n)).
\]
Thus, combining all the results yields
\[
\mathbb{E} E_T \left\| \tilde{\zeta}_k^{LD} - \zeta_k \right\|^2_2 = \text{Tr} \left( (X^TX)^{-1} X^T (\sigma_{o,k}^2 I_n + \mathcal{O}(g(n)) M^{-1}) X (X^TX)^{-1} \right),
\]
where \(M \in \mathbb{R}^{n \times n}\) is a diagonal matrix whose \(i\)’th entry is \(m_i\). Therefore,
\[
\sum_{k=1}^{K_B} \left\| \tilde{\zeta}_k^{LD} - \zeta_k \right\|^2_2 = \text{Tr} \left( (X^TX)^{-1} X^T (\mathcal{O}(1) I_n + \mathcal{O}(g(n) K_B) M^{-1}) X (X^TX)^{-1} \right),
\]
since $\sum_{k=1}^{K_{\beta}} \sigma_{e,k}^2 = O(1)$. Recalling that

$$\sum_{k=K_\beta+1}^{\infty} \|z_k\|^2_2 = O(s_\beta K_{\beta}^{-2\alpha})$$

finishes the proof. \qed

**Lemma S7.** Consider the model from equation (11). Assume (A6), (B6), and (B8). Then, $\zeta_{i,k} \sim SG(\zeta_{i,k}^2)$ with respect to the joint probability measure on $\varepsilon_i(t_{i,j})$, $\xi_i(\cdot)$, and $t_{i,j}$, where $\zeta_{i,k}^2 = O(\sigma_{o,k}^2 + g(n)m_i^{-1})$.

**Proof of Lemma S7.** Consider first the model from equation (11). We partition $\zeta_{i,k}$ into four terms and show each term is sub-Gaussian.

$$\zeta_{i,k} = \underbrace{o_{i,k}}_{(I)} + \underbrace{m_i^{-1} \sum_{j=1}^{m_i} \varepsilon_i(t_{i,j}) \varphi_k(t_{i,j})}_{(II)} + \underbrace{m_i^{-1} \sum_{j=1}^{m_i} x_i^T (\beta(t_{i,j}) \varphi_k(t_{i,j}) - z_k)}_{(III)} + \underbrace{m_i^{-1} \sum_{j=1}^{m_i} (\xi_i(t_{i,j}) \varphi_k(t_{i,j}) - o_{i,k})}_{(IV)}.$$

For the first term, by assumption (B8), $o_{i,k} \sim SG(o_{o,k}^2)$. Next, we have, for any fixed $\lambda > 0$,

$$\mathbb{E} \mathbb{E}_T \exp \left( \lambda m_i^{-1} \sum_{j=1}^{m_i} \varepsilon_i(t_{i,j}) \varphi_k(t_{i,j}) \right) = \prod_{j=1}^{m_i} \mathbb{E} \mathbb{E}_T \exp \left( \lambda m_i^{-1} \varepsilon_i \varphi_k(t_{i,j}) \right)$$

$$= \prod_{j=1}^{m_i} \mathbb{E} \mathbb{E}_T \exp \left( \frac{\zeta^2 \lambda^2 \varphi^2(t_{i,j})}{2m_i^2} \right)$$

$$\leq \exp \left( \frac{2\zeta_i^2 m_i^{-1} \lambda^2}{2} \right).$$

In the second equality, we have used assumption (A6). Thus, $(II) \sim SG(2\zeta_i^2 m_i^{-1})$. Then, for the third term, we see that for $\lambda > 0$,

$$\mathbb{E} \mathbb{E}_T \exp \left( \lambda m_i^{-1} \sum_{j=1}^{m_i} x_i^T (\beta(t_{i,j}) \varphi_k(t_{i,j}) - z_k) \right)$$

$$\leq \mathbb{E} \prod_{j=1}^{m_i} \mathbb{E} \mathbb{E}_T \exp \left( \lambda m_i^{-1} x_i^T (\beta(t_{i,j}) \varphi_k(t_{i,j}) - z_k) \right)$$

$$\leq \mathbb{E} \prod_{j=1}^{m_i} \exp \left( \frac{O(g(n))m_i^{-2} \lambda^2}{2} \right)$$

$$\leq \exp \left( \frac{O(g(n)m_i^{-1}) \lambda^2}{2} \right).$$
Hence, $m^{-1}_i \sum_{j=1}^{m_i} x_i^T (\beta(t_{i,j}) \varphi_k(t_{i,j}) - \zeta_k) \sim \mathcal{SG}(\mathcal{O}(g(n)m_i^{-1}))$. Finally, from Lemma 1.8 of (Tsybakov, 2008), assumption (B8) implies that $(\xi_i(\cdot))_{i=1}^n$ are uniformly bounded by a constant, which we temporarily denote by $c > 0$. Then, by an analogous argument as above, it follows that

$$m^{-1}_i \sum_{j=1}^{m_i} (\xi_i(t_{i,j}) \varphi_k(t_{i,j}) - \sigma_{i,k}) \sim \mathcal{SG}(c^2 m_i^{-1}).$$

Combining these results finishes the proof.

**Proof of Theorem 5.** We proceed by modifying the standard lasso arguments to account for the different sub-Gaussian parameters of the noise term. From the Basic Inequality (Lemma 6.1 of (Bühlmann & van de Geer, 2011)), it follows that

$$n^{-1} \|X (\hat{\zeta}_k - \zeta_k)\|^2 + \lambda_k \|\hat{\zeta}_k\|_1 \leq 2n^{-1} \zeta_k^T X (\hat{\zeta}_k - \zeta_k) + \lambda_k \|\zeta_k\|_1.$$

To bound the first term on the right hand side, we similarly apply an $\ell_1 - \ell_\infty$ bound to obtain

$$2n^{-1} |\zeta_k^T X (\hat{\zeta}_k - \zeta_k)| \leq 2n^{-1} \max_{j=1,...,p} |\zeta_k^T X_j| \|\hat{\zeta}_k - \zeta_k\|_1.$$

Define the set $\mathcal{T}_k$ as

$$\mathcal{T}_k \triangleq \left\{ 2n^{-1} \max_{j=1,...,p} |\zeta_k^T X_j| \leq \lambda_{0,k} \right\}.$$

Then, for any value of $r > 0$,

$$\mathbb{P}(\mathcal{T}_k^c) \leq 2 \sum_{j=1}^p \mathbb{P}(2n^{-1} \zeta_k^T X_j > \lambda_{0,k})$$

$$\leq 2 \sum_{j=1}^p \mathbb{P}\left( \exp(r \zeta_k^T X_j) > \exp\left(\frac{rn\lambda_{0,k}}{2}\right)\right)$$

$$\leq 2 \sum_{j=1}^p \exp\left(-\frac{rn\lambda_{0,k}}{2}\right) \mathbb{E}\exp(r \zeta_k^T X_j)$$

$$\leq 2 \sum_{j=1}^p \exp\left(-\frac{rn\lambda_{0,k}}{2}\right) \exp\left(\frac{r^2}{2} \sum_{i=1}^n \zeta_{i,k}^2 x_{i,j}^2\right).$$

Since the value of $r > 0$ was arbitrary, setting

$$r = \left(\sum_{i=1}^n \zeta_{i,k}^2 x_{i,j}^2\right)^{-1} \frac{n\lambda_{0,k}}{2}$$

yields the bound

$$\mathbb{P}(\mathcal{T}_k^c) \leq 2p \exp\left(-\left(t^2/2 + \log(p)\right)\right) \leq 2 \exp\left(-t^2/2\right).$$

Thus, we may restrict our attention to the event $\mathcal{T}_k$. The desired results follow by applying Theorem 6.1 and Corollary 6.5 of (Bühlmann & van de Geer, 2011) respectively. □
S4.2 Proofs for Section 3.3

**Lemma S8.** Assume (B2) and (B6). Then,

\[ \sum_{k=1}^{m-1} \| \mathcal{I}_k \|_2^2 = O(s \beta m^{-2\alpha}). \]

**Proof of Lemma S8.** Indeed, by the second half of Lemma S3, it follows that

\[ \mathcal{I}_k = \begin{cases} \sqrt{2} \sum_{r=1}^{\infty} \mathcal{J}_{2rm}, & \text{if } k = 1, \\ \sum_{r=1}^{\infty} \mathcal{J}_{2rm+k} + \mathcal{J}_{2rm-k}, & \text{if } k = 2, 4, \ldots, m-1, \\ \sum_{r=1}^{\infty} \mathcal{J}_{2rm+k} - \mathcal{J}_{2rm+2-k}, & \text{if } k = 3, 5, \ldots, m-1. \end{cases} \]

Define the following sequence of constants \((a_k)_{k=1}^{\infty}\) from (Tsybakov, 2008)

\[ a_k = \begin{cases} k^\alpha, & \text{for even } k, \\ (k-1)^\alpha, & \text{for odd } k. \end{cases} \]

Since \(\alpha > 1/2\), let \(c > 0\) be a constant such that \(\sum_{r=1}^{\infty} r^{-2\alpha} \leq c\). Now, for \(k = 1\), it follows that

\[ \| \mathcal{I}_k \|_2^2 \leq 2 \left( \sum_{r=1}^{\infty} a_{2rm}^2 \| \mathcal{J}_{2rm} \|_2^2 \right) \left( \sum_{r=1}^{\infty} a_{2rm}^{-2} \right) \leq 2cm^{-2\alpha} \left( \sum_{r=1}^{\infty} a_{2rm}^2 \| \mathcal{J}_{2rm} \|_2^2 \right). \]

Similarly, for \(k = 2, \ldots, m-1\) and \(k = 3, \ldots, m-1\), we have

\[ \| \mathcal{I}_k \|_2^2 \leq 2cm^{-2\alpha} \sum_{r=1}^{\infty} \left( a_{2rm+k}^2 \| \mathcal{J}_{2rm+k} \|_2^2 + a_{2rm-k}^2 \| \mathcal{J}_{2rm-k} \|_2^2 \right) \]

and

\[ \| \mathcal{I}_k \|_2^2 \leq 2cm^{-2\alpha} \sum_{r=1}^{\infty} \left( a_{2rm+k}^2 \| \mathcal{J}_{2rm+k} \|_2^2 + a_{2rm+2-k}^2 \| \mathcal{J}_{2rm+2-k} \|_2^2 \right) \]

respectively. Thus, combining the above calculations yields

\[ \sum_{k=1}^{m-1} \| \mathcal{I}_k \|_2^2 \leq 2cm^{-2\alpha} \sum_{r=m}^{\infty} a_r^2 \| \mathcal{J}_r \|_2^2 = O(s \beta m^{-2\alpha}), \]

which finishes the proof. \(\Box\)

**Proof of Proposition 6.** Note that MISE is given by

\[
MISE(\hat{\beta}^{LD}) = \sum_{k=1}^{K_\beta} \mathbb{E} \| \mathcal{J}_k^{LD} - \mathcal{I}_k \|_2^2 + \sum_{k=K_\beta+1}^{\infty} \| \mathcal{I}_k \|_2^2 \\
\leq 2 \sum_{k=1}^{K_\beta} (\| \mathcal{I}_k \|_2^2 + \mathbb{E} \| (X^TX)^{-1} X^T \xi_k \|_2^2) + \sum_{k=K_\beta+1}^{\infty} \| \mathcal{I}_k \|_2^2.
\]
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For the variance term, we have that
\[ \mathbb{E} \| (X^TX)^{-1}X^T\zeta_k \|_2^2 = \text{Tr} \left( (X^TX)^{-1}X^T \mathbb{E}(\zeta_k\zeta_k^T)X(X^TX)^{-1} \right). \]

By independence, for \(1 \leq i < j \leq n\), it follows that
\[ \mathbb{E}(\eta_k\eta_k^T)_{i,j} = 0. \]
Thus, \( \mathbb{E}(\eta_k\eta_k^T) \) is a diagonal matrix. For \(i = 1, \ldots, n\) and \(k = 1\),
\[
\mathbb{E}(\eta_k\eta_k^T)_{i,i} = \mathbb{E} \left( o_{i,k} + m^{-1} \sum_{j=1}^{m} \varphi_k(t_{i,j})\varepsilon_i(t_{i,j}) + \sqrt{2} \sum_{r=1}^{\infty} o_{i,2rm} \right)^2 \\
= \mathbb{E} \left( o_{i,k} + \sqrt{2} \sum_{r=1}^{\infty} o_{i,2rm} \right)^2 + \sigma^2 \varepsilon m^{-1} \\
\leq 2c \left( a_k^2 \mathbb{E} o_{i,k}^2 + \sum_{r=1}^{\infty} a_{2rm}^2 \mathbb{E} o_{i,2rm}^2 \right) + \sigma^2 \varepsilon m^{-1}.
\]

By performing similar calculations when \(k = 2, \ldots, m - 1\) and \(k = 3, \ldots, m - 1\), we have that
\[
\mathbb{E}(\eta_k\eta_k^T)_{i,i} \leq \begin{cases} 
2c \left( a_k^2 \mathbb{E} o_{i,k}^2 + \sum_{r=1}^{\infty} a_{2rm}^2 \mathbb{E} o_{i,2rm}^2 \right) + \sigma^2 \varepsilon m^{-1}, & \text{if } k = 1, \\
2c \sum_{r=1}^{\infty} \left( a_{2rm+k}^2 \mathbb{E} o_{i,2rm+k}^2 + a_{2rm-k}^2 \mathbb{E} o_{i,2rm-k}^2 \right) + \sigma^2 \varepsilon m^{-1}, & \text{if } k \text{ even} \\
2c \sum_{r=1}^{\infty} \left( a_{2rm+k}^2 \mathbb{E} o_{i,2rm+k}^2 + a_{2rm+2-k}^2 \mathbb{E} o_{i,2rm+2-k}^2 \right) + \sigma^2 \varepsilon m^{-1}, & \text{otherwise.}
\end{cases}
\]

Since \( \xi_i(\cdot) \in W_{\text{per}}(\alpha, R) \) almost surely by assumption (B7), it follows from Proposition 1.14 of (Tsybakov, 2008) that
\[
\sum_{r=1}^{\infty} a_k^2 \mathbb{E} o_{i,r}^2 = \mathcal{O}(1).
\]

Thus,
\[
\sum_{k=1}^{K_\beta} \mathbb{E}(\eta_k\eta_k^T)_{i,i} = \mathcal{O}(1 + K_\beta m^{-1}).
\]
Hence,
\[
\sum_{k=1}^{K_\beta} \mathbb{E} \| (X^TX)^{-1}X^T\eta_k \|_2^2 = \mathcal{O}(1 + K_\beta m^{-1}) \text{Tr}[(X^TX)^{-1}].
\]

Invoking Lemma S8 and recalling that
\[
\sum_{k=K_\beta+1}^{\infty} \| \xi_k \|_2^2 = \mathcal{O}(s_\beta K_\beta^{-2\alpha})
\]
finishes the proof.
Proof of Theorem 7. We start by showing that $\zeta_{i,k}$ is sub-Gaussian with parameter $c_k + m^{-1} \zeta_2^2$. By the second half of Lemma S3, we have that

$$
\zeta_{i,k} = \begin{cases} 
0 + m^{-1} \sum_{j=1}^{m} \varphi_k(t_{i,j}) \xi_i(t_{i,j}) + \sqrt{2} \sum_{r=1}^{\infty} o_{i,2rm}, & k = 1, \\
0 + m^{-1} \sum_{j=1}^{m} \varphi_k(t_{i,j}) \xi_i(t_{i,j}) + \sum_{r=1}^{\infty} o_{i,2rm+k} + o_{i,2rm-k}, & k = 2, 4, \ldots, m - 1, \\
o + m^{-1} \sum_{j=1}^{m} \varphi_k(t_{i,j}) \xi_i(t_{i,j}) + \sum_{r=1}^{\infty} o_{i,2rm+k} - o_{i,2rm+2-k}, & k = 3, 5, \ldots, m - 1.
\end{cases}
$$

By the first half of Lemma S3, it is easy to see that

$$m^{-1} \sum_{j=1}^{m} \varphi_k(t_{i,j}) \xi_i(t_{i,j}) \sim \mathcal{S}\mathcal{G}(m^{-1} \zeta_2^2).$$

Then, by the triangle inequality and assumption (B8), it follows that

$$\zeta_{i,k} \sim \mathcal{S}\mathcal{G}(c_k + m^{-1} \zeta_2^2).$$

Next, the ISE can be bounded by

$$\text{ISE}(\hat{\beta}^{\text{HD}}) = \sum_{k=1}^{K_\beta} \|\hat{\mathcal{X}}_k^{\text{HD}} - \mathcal{X}_k\|_2^2 + \sum_{k=K_\beta+1}^{\infty} \|\mathcal{X}_k\|_2^2$$

$$\leq 2 \sum_{k=1}^{K_\beta} \|\hat{\mathcal{X}}_k^{\text{HD}} - \mathcal{X}_k - \mathcal{T}_k\|_2^2 + 2 \sum_{k=1}^{K_\beta} \|\mathcal{X}_k\|_2^2 + \sum_{k=K_\beta+1}^{\infty} \|\mathcal{X}_k\|_2^2$$

$$\leq 2 \sum_{k=1}^{K_\beta} \|\hat{\mathcal{X}}_k^{\text{HD}} - \mathcal{X}_k - \mathcal{T}_k\|_2^2 + \mathcal{O}(s_\beta m^{-2\alpha} + s_\beta K_\beta^{-2\alpha}),$$

where we have used Lemma S8 in the last line. Now, by Corollary 6.5 of (Bühlmann & van de Geer, 2011), it follows that, with probability at least $1 - 2\exp(-t^2/2)$,

$$\|\hat{\mathcal{X}}_k^{\text{HD}} - \mathcal{X}_k - \mathcal{T}_k\|_2^2 = \mathcal{O}(s_\beta \lambda_k^2).$$

By assumption (B8),

$$\sum_{k=1}^{K_\beta} c_k = \mathcal{O}(1).$$

Assuming $\lambda_k = 2\lambda_{0,k}$, we have that

$$\text{ISE}(\hat{\beta}^{\text{HD}}) = \mathcal{O} \left( \frac{s_\beta \log(p)}{n} + \frac{s_\beta K_\beta \log(p)}{mn} + s_\beta m^{-2\alpha} + s_\beta K_\beta^{-2\alpha} \right).$$

Choosing $K_\beta \propto (mn/\log(p))^{1/(2\alpha+1)}$,

$$\text{ISE}(\hat{\beta}^{\text{HD}}) = \mathcal{O} \left( \frac{s_\beta \log(p)}{n} + s_\beta \left( \frac{\log(p)}{mn} \right)^{2\alpha/(2\alpha+1)} + s_\beta m^{-2\alpha} \right).$$

$\square$
S5 Proofs for Section 5

Proof of Theorem 8. Indeed, for each \( k = 1, \ldots, K_\beta \), we may rewrite \( \hat{\mathcal{A}}_{k}^D \) as

\[
\sqrt{n\sigma_{\xi,k}^2} (\hat{\mathcal{A}}_{k}^D - \mathcal{A}_k) = \sqrt{n\sigma_{\xi,k}^2} \left( \bar{\mathcal{A}}_k - \mathcal{A}_k + \hat{\Theta}X^T (X\mathcal{A}_k - X\hat{\mathcal{A}}_{k}^D + \zeta_k) / n \right) \\
= \sqrt{n\sigma_{\xi,k}^2} \left( I_p - \hat{\Theta} \hat{\Sigma} \right) (\hat{\mathcal{A}}_{k}^D - \mathcal{A}_k) \\
+ \sqrt{n\sigma_{\xi,k}^2 \hat{\Theta} X^T \zeta_k / n}.
\]

Now, since \( \hat{\mathcal{A}}_{k,1}^D \) is the first entry of \( \hat{\mathcal{A}}_{k}^D \), we set \( W_k \) to be the first entry of \( \sqrt{n\sigma_{\xi,k}^2 \hat{\Theta} X^T \zeta_k / n} \) and \( \Delta_k \) to be the first entry of \( \sqrt{n\sigma_{\xi,k}^2 \left( I_p - \hat{\Theta} \hat{\Sigma} \right) (\hat{\mathcal{A}}_{k}^D - \mathcal{A}_k) \) \). The first claim follows by Proposition 2.1 of (Chernozhukov, Chetverikov & Kato, 2017). Then, an \( \ell_1 - \ell_\infty \) bound yields

\[
\sup_{k=1,\ldots,K_\beta} |\Delta_k| \leq \sqrt{n} \left\| I_p - \hat{\Theta} \hat{\Sigma} \right\|_{\infty} \sup_{k=1,\ldots,K_\beta} \left\| \hat{\mathcal{A}}_{k}^D - \mathcal{A}_k \right\|_1.
\]

For the other term, Theorem 5 implies, with probability at least \( 1 - 2 \exp(-\log^2(p)/2 + \log(K_\beta)) \to 1 \), that

\[
\sup_{k=1,\ldots,K_\beta} \left\| \mathcal{A}_k^H - \mathcal{A}_k \right\|_1 \leq 4s_\beta/\phi_{cc,X}^2 \sup_{k=1,\ldots,K_\beta} \lambda_k = O \left( s_\beta \sqrt{\log(p)/n} \right).
\]

Combining these bounds, we see that

\[
\sup_{k=1,\ldots,K_\beta} |\Delta_k| = O_P(s_\beta \log(p)/\sqrt{n}) = o_P(1),
\]

which finishes the proof. \( \square \)

Proof of Proposition 9. Recall the decomposition for \( \beta_1(\cdot) \) as

\[
\beta_1(\cdot) = \beta_\perp(\cdot) + \beta_\perp^*(\cdot).
\]

Note that the event

\[
\{ \forall t \in (0, 1) : l(t) \leq \beta_\perp(t) \leq u(t) \} \cap \{ \forall t \in (0, 1) : |\beta_\perp^*(t)| \leq \delta \}
\subseteq \{ \forall t \in (0, 1) : l_\delta(t) \leq \beta_\perp(t) \leq u_\delta(t) \}.
\]

For the high-frequency signal, we have under assumption (B6) that

\[
|\beta(t)| = O \left( K_\beta^{-\alpha} \log(K_\beta) \right)
\]

from Chapter 1.21 of (Jackson, 1941) and Section 87 of (Achieser, 1992). Since \( \delta \asymp K_\beta^{-\alpha} \log(K_\beta) \), for \( n \) sufficiently large, the event \( \{ \forall t \in (0, 1) : |\beta_\perp(t)| \leq \delta \} \) occurs with probability one. Moreover, for \( n \) sufficiently large, Theorem 8 implies that

\[
P \left( \forall t \in (0, 1) : l(t) \leq \beta_\perp(t) \leq u(t) \right) \geq 1 - \tau.
\]
This proves the first claim. For the second claim, note that
\[
\sup_{t \in (0,1)} |u_\delta(t) - l_\delta(t)| = \sup_{t \in (0,1)} \sum_{k=1}^{K_\beta} (b_k - a_k + 2\delta) |\varphi_k(t)| \\
\leq \sqrt{2} \left( \sum_{k=1}^{K_\beta} (b_k - a_k + 2K_\beta \delta) \right).
\]

Now, since \( z_{\tau/K_\beta} = O(\sqrt{\log(K_\beta)}) \), assumption (C2) implies that
\[
\sum_{k=1}^{K_\beta} (b_k - a_k) = O_p \left( \sqrt{\log(K_\beta)/n + K_\beta \sqrt{g(n) \log(K_\beta)/(nm)}} \right).
\]

Moreover, note that \( \log(K_\beta) \leq \log(n) \). Thus, we have that
\[
\sup_{t \in (0,1)} |u_\delta(t) - l_\delta(t)| = O_p \left( \sqrt{\log(n)/n + K_\beta \sqrt{g(n) \log(n)/(nm)}} + K_\beta^{-\alpha} \log(n) \right).
\]

Substituting the choice of \( K_\beta \) finishes the proof.

\[ \square \]

## S6 Yeast Cell Cycle Data

In this section, we apply our methodology to analyze transcription factors affecting the cell cycle of yeast. Versions of this data was previously analyzed in the high-dimensional varying coefficients framework by (Wei et al., 2011) and (Bai et al., 2019), to which we refer the interested reader for a more detailed description of the data. For our analysis, we use the data from (Bai et al., 2019), which consists of \( n = 47 \) genes and \( p = 96 \) transcription factors. The response \( y \) is the mRNA level, measured seven minutes apart for 119 minutes, yielding \( m = 18 \) time points for each gene. Since the time points are evenly spaced, we set \( t_{i,j} = j/m \). There are no time varying covariates in this data. The model that we consider is
\[
y_i(t_{i,j}) = x_i^T \beta(t_{i,j}) + \xi_i(t_{i,j}) + \varepsilon_i(t_{i,j}).
\]

This is analogous to the model fit by (Bai et al., 2019), who instead combine the noise \( \xi_i(t_{i,j}) + \varepsilon_i(t_{i,j}) \) and assume an AR(1) covariance structure. In Figure 5, we provide marginal confidence bands for two selected transcription factors: ABF1 and MAC1.
Figure 5: Marginal confidence bands for ABF1 and MAC1. “Estimate” and “CB” are the estimate and confidence band from Section 5 respectively while “NVC-SSL” is the methodology from (Bai et al., 2019).

From the plot for ABF1, the estimated function seems to follow the general shape of the estimate from (Bai et al., 2019), with both estimates entirely contained within the confidence bands. For MAC1, we observe that the estimated curves differ for the two estimation procedures, but the confidence band contains the majority of the estimated curve by NVC-SSL, with the discrepancies at the two endpoints. We remark that the performance of our confidence bands may be anomalous at the boundary points since the theory in Section 3 assumes that the varying coefficients are periodic Sobolev functions. In the setting where coefficients are not periodic, convergence still holds on the interior of the interval.

### S7 Additional Simulation Results

In this section, we provide the results of the simulations from Section 6.
Table 1: Simulations for $\beta(\cdot)$ with Trigonometric Basis

| $s_\beta$ | 15 | 25 | 15 | 25 | 15 | 25 | 15 | 25 |
|--------|----|----|----|----|----|----|----|----|
| $n$    | 200 | 200 | 500 | 500 | 200 | 200 | 500 | 500 |
| $t_{i,j}$ | ind ind | ind ind | ind ind | com com | ind ind | com com | com com |
| $m = 25$ | 0.395 | 0.582 | 0.195 | 0.246 | 0.150 | 0.252 | 0.065 | 0.086 |
| Average $m = 50$ | 0.242 | 0.368 | 0.118 | 0.149 | 0.091 | 0.153 | 0.038 | 0.051 |
| Loss $m = 75$ | 0.182 | 0.276 | 0.089 | 0.114 | 0.068 | 0.114 | 0.028 | 0.038 |
| $m = 150$ | 0.116 | 0.180 | 0.054 | 0.068 | 0.042 | 0.071 | 0.017 | 0.023 |
| $m = 25$ | 0.685 | 0.625 | 0.810 | 0.815 | 0.965 | 0.945 | 0.970 | 0.975 |
| Average $m = 50$ | 0.830 | 0.780 | 0.940 | 0.940 | 0.975 | 0.985 | 0.990 | 0.985 |
| Coverage $m = 75$ | 0.242 | 0.368 | 0.118 | 0.149 | 0.091 | 0.153 | 0.038 | 0.051 |
| $m = 150$ | 0.116 | 0.180 | 0.054 | 0.068 | 0.042 | 0.071 | 0.017 | 0.023 |
| $m = 25$ | 0.685 | 0.625 | 0.810 | 0.815 | 0.965 | 0.945 | 0.970 | 0.975 |
| Average $m = 50$ | 0.830 | 0.780 | 0.940 | 0.940 | 0.975 | 0.985 | 0.990 | 0.985 |
| Length $m = 75$ | 1.368 | 1.333 | 1.012 | 0.933 | 1.098 | 1.024 | 0.846 |
| $m = 150$ | 1.019 | 0.869 | 0.734 | 0.868 | 0.789 | 0.681 | 0.644 |

Table 2: Simulations for $\beta(\cdot)$ with B-Spline Basis

| $s_\beta$ | 15 | 25 | 15 | 25 | 15 | 25 | 15 | 25 |
|--------|----|----|----|----|----|----|----|----|
| $n$    | 200 | 200 | 500 | 500 | 200 | 200 | 500 | 500 |
| $t_{i,j}$ | ind indт | ind indт | ind indт | com comт | ind indт | com comт | com comт |
| $m = 25$ | 1.492 | 2.140 | 0.738 | 0.940 | 1.031 | 1.645 | 0.443 | 0.570 |
| Average $m = 50$ | 1.257 | 1.883 | 0.584 | 0.764 | 0.970 | 1.551 | 0.383 | 0.506 |
| Loss $m = 75$ | 1.158 | 1.755 | 0.522 | 0.682 | 0.930 | 1.490 | 0.372 | 0.489 |
| $m = 150$ | 1.031 | 1.625 | 0.432 | 0.580 | 0.889 | 1.451 | 0.337 | 0.452 |
| $m = 25$ | 0.870 | 0.755 | 0.945 | 0.945 | 1.000 | 1.000 | 1.000 | 1.000 |
| Average $m = 50$ | 0.930 | 0.910 | 0.980 | 0.985 | 1.000 | 1.000 | 1.000 | 1.000 |
| Coverage $m = 75$ | 0.990 | 0.970 | 0.990 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| $m = 150$ | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| $m = 25$ | 3.755 | 3.296 | 3.449 | 3.050 | 3.751 | 3.809 | 2.870 | 2.868 |
| Average $m = 50$ | 3.923 | 3.645 | 3.709 | 3.406 | 4.015 | 4.089 | 2.915 | 2.904 |
| Length $m = 75$ | 4.587 | 4.208 | 3.583 | 3.447 | 4.407 | 4.554 | 3.130 | 3.038 |
| $m = 150$ | 5.155 | 4.863 | 4.096 | 4.015 | 4.709 | 4.871 | 3.309 | 3.296 |

Table 3: Simulations for $\gamma(\cdot)$

| $s_\gamma$ | 15 | 25 | 15 | 25 | 15 | 25 | 15 | 25 |
|--------|----|----|----|----|----|----|----|----|
| $t_{i,j}$ | ind indт | com comт | ind indт | com comт | ind indт | com comт | com comт |
| diff type | A | A | A | A | B | B | B | B |
| Trigonometric $m = 25$ | 1.4526 | 2.1085 | 0.3633 | 0.4806 | 0.7348 | 0.9096 | 1.3686 | 1.5289 |
| Splines $m = 25$ | 3.0488 | 4.0465 | 0.9057 | 1.1462 | 1.2152 | 1.4874 | 1.5288 | 1.7016 |
| Trigonometric $m = 50$ | 0.4231 | 0.5647 | 0.2007 | 0.2598 | 0.3992 | 0.4844 | 1.9385 | 1.9891 |
| Splines $m = 50$ | 1.0675 | 1.3570 | 0.5743 | 0.7048 | 0.6556 | 0.7819 | 2.0637 | 2.1226 |
| Trigonometric $m = 75$ | 0.2453 | 0.3167 | 0.1493 | 0.1899 | 0.3692 | 0.4238 | 2.0780 | 2.1017 |
| Splines $m = 75$ | 0.6807 | 0.8494 | 0.4437 | 0.5311 | 0.5615 | 0.6430 | 2.1772 | 2.2064 |