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Abstract—This contribution presents two exponential stability criteria for linear systems with multiple pointwise and distributed delays. These results (necessary and sufficient conditions) are given in terms of the delay Lyapunov matrix and the fundamental matrix of the system. An important property is that the stability test requires a finite number of mathematical operations.
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I. INTRODUCTION

Systems with distributed delay are those whose evolution depends not only on the present time dynamics but also on the dynamics at a previous time instant, as well as on the cumulative effect of past values of the dynamics. These systems are used to model the time lag phenomenon in thermodynamics, population dynamics, networked control systems, and distributed delays, among others. A distributed delay kernel allows thinner modeling of the interactions between the different system components. Consequently, due to the relevance, complexity, and potential applications, the stability study of systems with distributed delays has been of interest in recent decades, also representing a challenge from a purely theoretical perspective.

We consider linear time-delay systems of the form

$$\dot{x}(t) = \sum_{j=0}^{m} A_j x(t-h_j) + \int_{-\infty}^{0} G(\theta)x(t+\theta)d\theta, \quad \forall t \geq 0, \quad (1)$$

where $A_j, j = 0, \ldots, m$, are real $n \times n$ matrices and $0 = h_0 < h_1 < \cdots < h_m = H$ are the delays. The function $G(\theta)$ is a real piecewise continuous matrix function defined for $\theta \in [-H, 0]$ that represents the kernel of the distributed delay.

The time-domain stability analysis is mainly based on the ideas introduced in [7], extending Lyapunov’s classical approach for delay-free systems to the time-delay case. This approach replaces classical Lyapunov functions that depend on the instantaneous state of a system with functionals that depend on the state defined on the delay interval. The converse approach for the construction of this class of functionals was originally presented in [8], [9] and [10]. In [11], Lyapunov-Krasovskii functionals of complete type, admitting quadratic lower bounds when the system is exponentially stable, were proposed for pointwise delay systems. Theses functionals are determined by a matrix function called delay Lyapunov matrix defined on the delay interval, which satisfies four properties: continuity, dynamic, symmetric, and algebraic

The study of complete type functionals is not restricted to pointwise delay systems, as it also covers systems with distributed delays. Because of the distributed nature of the delay, the Lyapunov-Krasovskii functional with prescribed negative quadratic derivative now involves double and triple integral terms. The case of general kernels has been investigated in [12] where the application of new integral inequalities is suggested. Complete type functionals have been used in the context of robust stability [13], exponential stability analysis, and in determining the parameters or delays critical values, just to mention a few. In these contributions, the system was assumed to be stable.

In recent years, the converse approach allowed revisiting the plain time-delay stability problem from the perspective of necessity. The goal is to extend the exponential stability criterion of delay-free systems stated in terms of the positivity of the Lyapunov matrix $P$, solution of the Lyapunov equation $A^T P + PA = -Q$. This was first successfully addressed in [16] and [17] for the case of scalar delay equations. Families of necessary stability conditions were obtained for linear systems with multiple delays [18], [19], neutral-type delays [20], and distributed delays [21]. Many examples in these classes indicated the condition might be sufficient. Sufficiency in an infinite number of operations was established in [22], and [14]. Finiteness of the criteria, a highly valuable feature both from theoretical and practical points of view, was achieved for systems with multiple pointwise delays [23], and of neutral type [24], but for systems with distributed delays, it is an open problem.

The main contribution of this manuscript is to present two finite exponential stability conditions for systems of the form (1). The first one is exclusively given in terms of the delay Lyapunov matrix and uses arguments similar to those used in [25] and [24]. The second depends also on the system’s fundamental matrix but consists of a reduced number of mathematical operations.

The paper’s organization is as follows: Section II is dedicated to some preliminaries on the systems with distributed
delays. In Section III results on Lyapunov-Krasovskii functionals with prescribed derivatives are recalled, and some stability theorems for system I are introduced. The choice of initial functions leading to an expression of the functional in terms of the delay Lyapunov matrix, without the assumption of the stability of the system, is discussed in Section IV. The main results are given in Section V. The paper ends with illustrative examples in Section VI. The paper ends with some concluding remarks.

Notation: We denote the space of piecewise continuous and continuously differentiable functions by $\mathcal{H} = P C([-H, 0], \mathbb{R}^n)$ and $C^1([-H, 0], \mathbb{R}^n)$, respectively. For vectors and matrices we use the Euclidean norm, denoted by $\| \cdot \|$, and for functions $\varphi$, we use the uniform norm $\| \varphi \|_H = \sup_{\theta \in [-H, 0]} \| \varphi(\theta) \|$. The transpose of a matrix $A$ is denoted by $A^T$, while the minimum and maximum eigenvalue of a symmetric matrix $Q$ are represented by $\lambda_{\min}(Q)$ and $\lambda_{\max}(Q)$, respectively. The notation $Q > 0$ means that the symmetric matrix $Q$ is positive definite. The symbol $\lceil \cdot \rceil$ denotes the ceiling function. The identity $q \times q$ matrix is denoted by $I_q$.

II. PRELIMINARIES

In this section, essential concepts in the analysis in the time-domain I of linear systems with pointwise and distributed delays are recalled.

A. System

Some basic definitions on system I are first introduced. The initial function $\varphi$ is assumed to be piecewise continuous, $\varphi \in \mathcal{H}$. The restriction of the solution $x(t, \varphi)$ of system I on the segment $[t - H, t]$ is defined by

$$x_t(\varphi : \theta \to x(t + \theta, \varphi), \quad \theta \in [-H, 0].$$

Definition 1 (see [26]). System I is said to be exponentially stable if there exist $\gamma \geq 1$ and $\sigma > 0$ such that

$$\|x(t, \varphi)\| \leq \gamma e^{\sigma t} \|\varphi\|_H, \quad t \geq 0.$$

The fundamental matrix of system I, denoted by $K(t)$, satisfies [26]:

$$\dot{K}(t) = \sum_{j=0}^{m} K(t - h_j) A_j + \int_{-H}^{0} K(t + \theta) G(\theta) d\theta, \quad t \geq 0,$$

with the initial condition $K(0) = 0$ for $t < 0$ and $K(0) = I_n$.

Remark 2. The fundamental matrix also satisfies the matrix equation

$$\dot{K}(t) = \sum_{j=0}^{m} A_j K(t - h_j) + \int_{-H}^{0} G(\theta) K(t + \theta) d\theta. \quad (2)$$

However, the products of the matrices $A_j$, $j = 0, 1, \ldots, m$ with the fundamental matrix, do not commute individually.

Lemma 3. The matrix $K(t)$ satisfies

$$\|K(t)\| \leq e^{M_1 t},$$

where $M_1 = M + b$, with $b = \sup_{\theta \in [-H, 0]} \|G(\theta)\|$ and $M = \sum_{j=0}^{m} \|A_j\|$. Hence, one can calculate the number $L$, such that

$$\left\| \frac{dK(t)}{dt} \right\| \leq M_2 e^{M_1 t} = L, \quad t \in [0, H]$$

where $M_2 = \sum_{j=0}^{m} \|A_j\| e^{-M_1 h_j} + \frac{b}{M_1} (1 - e^{-M_1 H})$.

Proof. Integrating the expression (2) from 0 to $t$, and applying the Cauchy-Schwarz inequality, we have

$$\|K(t)\| \leq \|K(0)\| + (M + bH) \int_{0}^{t} \|K(\tau)\| d\tau \leq 1 + M_1 \int_{0}^{t} \|K(\tau)\| d\tau.$$

Now, applying the Bellman-Gronwall lemma to the previous expression, we obtain

$$\|K(t)\| \leq e^{M_1 t}.$$

Finally, the last inequality and equation (2) imply that

$$\|\dot{K}(t)\| \leq \sum_{j=0}^{m} \|A_j\| e^{M_1 (t-h_j)} + b \int_{-H}^{0} e^{M_1 (t+\theta)} d\theta \leq M_2 e^{M_1 t},$$

with $M_2$ expressed in Lemma 3 which completes the proof.[]

III. LYAPUNOV-KRASOVSKII FRAMEWORK

The functional $v_0(x_t(\varphi))$ with prescribed derivative along the trajectories of system I, given by

$$\frac{dv_0(x_t(\varphi))}{dt} = -x^T(t, \varphi) W x(t, \varphi),$$

where $W$ is a positive definite matrix, was introduced in [10]. It has the form

$$v_0(\varphi) = \varphi^T(0) U(0) \varphi(0) + 2\varphi^T(0) \sum_{j=1}^{m} \int_{-h_j}^{0} U(-\theta - h_j) \times A_j \varphi(\theta) d\theta + \sum_{j=1}^{m} \sum_{k=1}^{m} \int_{-h_k}^{0} \varphi^T(\theta_1) A_k^T \times U(\theta_1 + h_k - \theta_2 - h_j) A_j \varphi(\theta_2) d\theta_2 d\theta_1$$

$$+ 2\varphi^T(0) \int_{-H}^{0} \int_{-H}^{0} U(\xi - \theta) G(\xi) G(\xi) d\xi \varphi(\theta) d\theta$$

$$+ 2 \sum_{j=1}^{m} \int_{-h_j}^{0} \int_{-H}^{0} \varphi^T(\theta_1) A_j^T \times U(h_j + \theta_1 - \theta_2 + \xi) G(\xi) \varphi(\theta_2) d\xi d\theta_2 d\theta_1$$

$$+ \int_{-H}^{0} \varphi^T(\theta_1) \int_{-H}^{0} \int_{-H}^{0} G(\xi) d\xi d\theta_2 d\theta_1.$$
Each term of the foregoing equation depends on the matrix-valued function $U(\tau)$, named the delay Lyapunov matrix associated with $W$. It satisfies the following set of properties,

1) Continuity property
$$U \in C \left(\mathbb{R}, \mathbb{R}^{n \times n}\right).$$

2) Dynamic property
$$\frac{d}{dt}U(\tau) = \sum_{j=0}^{m} U(\tau - h_j)A_j + \int_{-H}^{0} U(\tau + \theta)G(\theta)d\theta.$$

3) Symmetry property
$$U(\tau) = U^T(-\tau), \quad \tau \geq 0.$$

4) Algebraic property
$$-W = \sum_{j=0}^{m} [A_j^T U^T(-h_j) + U(-h_j)A_j]$$
$$+ \int_{-H}^{0} [G^T(\theta)U^T(\theta) + U(\theta)G(\theta)]d\theta.$$

The uniqueness of the delay Lyapunov matrix is established in the next theorem.

**Theorem 4 (see [1]).** System [1] admits a unique delay Lyapunov matrix $U$ associated with a matrix $W$ if and only if the system satisfies the Lyapunov condition, i.e., if the spectrum
$$\Lambda = \left\{ s \mid \det \left( sI - \sum_{j=0}^{m} A_j e^{-s h_j} - \int_{-H}^{0} e^{s \theta} G(\theta)d\theta \right) = 0 \right\}$$
does not contain any root $s$ such that $-\dot{s}$ is also a root.

Let us introduce now the following quadratic functional $v_1$
$$v_1(\varphi) = v_0(\varphi) + \int_{-H}^{0} \varphi^T(\theta)W\varphi(\theta)d\theta,$$
whose derivative along the solution of system [1] is
$$\frac{dv_1(x_t(\varphi))}{dt} = -x^T(t - H, \varphi)Wx(t - H, \varphi).$$

This functional is not of complete type, i.e., its derivative does not include the whole delayed state, a valuable property for robust stability analysis. However, it allows presenting two significant stability/instability results. The first one is the existence of a quadratic lower bound of $v_1$ when the system is stable.

**Theorem 5.** If system [1] is exponentially stable, then there exist positive numbers $\alpha_0$ and $\alpha_1$ such that for any $\varphi \in \mathcal{H}$
$$v_1(\varphi) \geq \alpha_0 \| \varphi(0) \|^2 + \alpha_1 \int_{-H}^{0} \| \varphi(\theta) \|^2 d\theta.$$

**Proof.** We define an auxiliary functional of the form
$$\dot{\tilde{v}}_1(\varphi) = v_1(\varphi) - \frac{1}{m + 1} \sum_{j=1}^{m} \varphi^T(\theta)W \varphi(\theta)d\theta$$
$$+ \frac{1}{m + 1} \int_{-H}^{0} \varphi^T(\theta)W \left[ H - \frac{H + \theta}{\eta H} \right] \varphi(\theta)d\theta$$
$$- \alpha_0 \| x(t) \|^2,$$
where $\alpha_0$ is assumed to be a positive constant, and $\eta > 1$. The time derivative of this auxiliary functional along the solution of system [1] is
$$\frac{d}{dt} \tilde{v}_1(x_t) = -\dot{\tilde{w}}(x_t),$$
where
$$\dot{\tilde{w}}(x_t) = \frac{1}{m + 1} \sum_{j=0}^{m} x^T(t - h_j)Wx(t - h_j)$$
$$+ \frac{1}{m + 1} \int_{-H}^{0} x^T(t + \theta)Wx(t + \theta)d\theta$$
$$+ \frac{2}{m + 1} \int_{-H}^{0} G(\theta)x(t + \theta)d\theta, \quad t \geq 0.$$

The inequality $2a^TB \geq -a^Ta - b^Tb$ implies that the functional $\dot{\tilde{w}}(\varphi)$ admits a lower estimation of the form
$$\dot{\tilde{w}}(\varphi) \geq \varphi^TR_1(\alpha_0)\varphi + \int_{-H}^{0} \varphi^T(\theta)R_2(\theta, \alpha_0)\varphi(\theta)d\theta,$$
where
$$R_1(\alpha_0) = \frac{1}{m + 1} \left[ I_{m+1} \otimes W - \frac{1}{\eta} (e_1 \cdot e_1^T) \otimes W \right] + \alpha_0$$
$$\cdot \left[ e_1 \otimes I_n \cdot A + A^T \cdot e_1 \otimes I_n - H \cdot (e_1 \cdot e_1^T) \otimes I_n \right],$$
$$R_2(\alpha_0) = \frac{1}{\eta H(m+1)} W - \alpha_0 G^T(\theta)G(\theta),$$
and the block-matrix $A = (A_0, A_1, \ldots, A_m) \in \mathbb{R}^{n \times n(m+1)}$ and $e_1 = (1, 0, \ldots, 0)^T \in \mathbb{R}^{n+1}$. The matrix $W$ is positive definite, so there exists $\alpha_0 > 0$ such that the following inequalities hold
$$R_1(\alpha_0) \geq 0, \quad R_2(\theta, \alpha_0) \geq 0, \quad \theta \in [-H, 0].$$

Therefore, by choosing $\alpha_0 = \alpha_0^*$ with
$$\alpha_0^* = \min(\alpha_0^1, \alpha_0^2),$$
where
$$\alpha_0^1 = -\frac{1}{(m + 1) \lambda_{\min}(P_1)}, \quad \alpha_0^2 = \frac{1}{\eta H(m + 1) \lambda_{\max}(P_2)},$$
$$P_1 = \left[ I_{m+1} \otimes W - \frac{1}{\eta} (e_1 \cdot e_1^T) \otimes W \right]^{-1}$$
$$\cdot \left[ e_1 \otimes I_n \cdot A + A^T \cdot e_1 \otimes I_n - H \cdot (e_1 \cdot e_1^T) \otimes I_n \right],$$
$$P_2 = W^{-1} G^T(\theta)G(\theta), \quad \forall \theta \in [-H, 0],$$
we have that $R_1(\alpha_0) \geq 0$ and $R_2(\theta, \alpha_0) \geq 0$. For the such value of $\alpha_0$ we obtain
$$\dot{\tilde{w}}(\varphi) \geq 0, \quad \varphi \in PC([-H, 0], \mathbb{R}^n).$$

As the system is exponentially stable, i.e., $\lim_{t \to \infty} \tilde{v}_1(x_t) = 0$, then
$$\tilde{v}_1(\varphi) = \int_{0}^{\infty} \tilde{w}(x_t(\varphi))dt \geq 0.$$
Therefore
\[
v_1(\varphi) \geq \frac{1}{m + 1} \sum_{j=1}^{m} \int_{-H}^{-h_j} \varphi^T(\theta) W \varphi(\theta) d\theta + \alpha_0 \|x(t)\|^2 + \frac{1}{m + 1} \int_{-H}^{0} \varphi^T(\theta) W_{11} \varphi(\theta) d\theta.
\]

The result follows by setting \( \alpha_1 = \frac{\lambda_{\max}(W_{11})}{m + 1} \), with \( W_{11} = W - \frac{H + \theta}{nH} W \).

The second result concerns instability. It is based on the ideas introduced in [27], that establish that if the system is unstable, the functional \( v_1 \) does not admit a positive lower bound.

**Theorem 6** (see [14]). If system (1) is unstable and satisfies the Lyapunov condition, then for every \( \hat{\alpha}_1 > 0 \) there exists a function \( \hat{\varphi} \in \mathcal{H} \) such that
\[
v_1(\hat{\varphi}) \leq -\hat{\alpha}_1.
\]

We recall the following bilinear functional [21],
\[
z(\varphi_1, \varphi_2) = \frac{1}{4} (v_1(\varphi_1 + \varphi_2) - v_1(\varphi_1 - \varphi_2))
\]
where \( \varphi_1, \varphi_2 \in \mathcal{H} \). This functional reduces to the functional \( v_1(\varphi) \) when \( \varphi_1 = \varphi_2 = \varphi \), i.e., \( v_1(\varphi) = z(\varphi, \varphi) \). In the next lemma, we give an upper bound for the functionals \( v_1 \) and \( z \).

**Lemma 7.** For any \( \varphi, \varphi_1, \varphi_2 \in \mathcal{H} \), there exists \( \alpha_2 > 0 \) such that
\[
|z(\varphi_1, \varphi_2)| \leq \alpha_2 \|\varphi_1\|_H \|\varphi_2\|_H,
\]
where
\[
|v_1(\varphi)| \leq \alpha_2 \|\varphi\|_H^2,
\]
with
\[
\alpha_2 = \nu (1 + N_1)^2 + b\nu H^2 (1 + N_1) + \frac{1}{4} b^2 \nu H^2 + H\|W\|,
\]
with
\[
\nu = \max_{\tau \in [0, H]} \|U(\tau)\|, \quad b = \sup_{\theta \in [-H, 0]} \|G(\theta)\|, \quad N_1 = \sum_{j=1}^{m} \|A_j\| h_{j-1},
\]
Proof. The first inequality can be deduced by applying the Cauchy-Schwarz inequality to each term of the functional \( z(\varphi_1, \varphi_2) \) defined in (6). The second inequality follows from the fact that \( v_1(\varphi) = z(\varphi, \varphi) \).

**IV. INSTRUMENTAL RESULTS**

We introduce some key auxiliary results that will be crucial for the proof of the main theorems in Section V. An important element in the proof of the stability criterion presented by [28] is the following compact set in the space of continuously differentiable functions:
\[
\mathcal{S} = \{ \varphi \in C^1([-H, 0], \mathbb{R}^n) : \|\varphi\|_H = \|\varphi(0)\| = 1, \|\varphi'(\theta)\| \leq 1, \|\varphi''\| \leq M_1 \},
\]
with \( M_1 = M + b \). Consider the function \( \psi_r : [-H, 0] \rightarrow \mathbb{R}^n \) defined as
\[
\psi_r(\theta) = \sum_{i=1}^{r} K(\tau_i + \theta) \gamma_i, \quad \theta \in [-H, 0],
\]
where \( r \in \mathbb{N}, \tau_i \in [0, H] \), and \( \gamma_i \in \mathbb{R}^n, i = 1, r \) are arbitrary vectors. In [21] and [14], by introducing new properties that connect the delay Lyapunov matrix \( U \) with the fundamental matrix, and using the function \( \psi_r \) and bilinear functional (6), it is shown that
\[
v_1(\psi_r) = \gamma^T \{ U(-\tau_i + \tau_j) \} \gamma, \quad i, j = 1, r,
\]
where \( \gamma = (\gamma_1^T, \ldots, \gamma_r^T) \) and \( K_r \in \mathbb{R}^{nr \times nr} \). In [14], it is shown that by appropriately choosing \( \tau_i \) and \( \gamma_i \), any arbitrary function from the set \( S \) can be approximated by a function of the form (8). In the case of equidistant points in the interval \([0, H]\), namely,
\[
\tau_i = \frac{i - 1}{r - 1} H,
\]
the matrix \( K_r \) takes the form
\[
K_r = \left( \begin{array}{cccc}
0 & \frac{H}{r - 1} & \cdots & \frac{r - 2}{r - 1} H \\
\frac{H}{r - 1} & \frac{H}{r - 1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{H}{r - 1} 
\end{array} \right),
\]
where \( r \geq 2 \), and for \( r = 1, K_1 = U(0) \). Based on the fact that every continuous function can be approximated by the function \( \psi_r \) in (8), the following stability criterion was presented in [14]:

**Theorem 8.** System (1) is exponentially stable if and only if the Lyapunov condition holds and for every natural number \( r \geq 2 \)
\[
K_r(\tau_1, \ldots, \tau_r) = \left\{ U \left( \frac{j - i}{r - 1} H \right) \right\}_{i,j=1}^r > 0.
\]
Moreover, if the Lyapunov condition holds and system (1) is unstable, then there exists a natural number \( r \) such that \( K_r(\tau_1, \ldots, \tau_r) \not\geq 0 \).

The following crucial result allows us to obtain an estimate of the approximation error, \( E_r = \varphi - \psi_r \), by considering that the vectors \( \gamma_i, i = 1, r \), are such that \( \psi_r(-\tau_i) = \varphi(-\tau_i) \), \( i = 1, r \).

**Lemma 9** (see [14]). For any \( \varphi \in \mathcal{S} \), there exists a function \( \psi_r \) of the form (8) such that
\[
\|\varphi - \psi_r\|_H \leq \varepsilon_r = \frac{H(L + M_1)e^{LH}}{r - 1 + LH}.
\]
Here \( L \) is such that \( |\dot{K}(t)| \leq L, \) almost everywhere on \([0, H] \).

The following result strengthens Theorem 5:

**Theorem 10.** If system (1) is exponentially stable, then for any \( \varphi \in \mathcal{S} \)
\[
v_1(\varphi) \geq \alpha_0^*,
\]
where \( \alpha_0^* \) is expressed by (5).

Proof. The result can be achieved by following the steps of the proof of Theorem 5 with \( \varphi \in \mathcal{S} \).
We next introduce an instability result. The basic idea is inspired by research works presented in [22], [21] and [14]. We first introduce one auxiliary result.

**Lemma 11 (see [23]).** Let \( F \in \mathbb{C}^{n \times n} \) be a complex matrix. If \( \det(F) = 0 \), then there exist \( C_1, C_2 \in \mathbb{R}^n \) such that

1. \( F(C_1 + jC_2) = 0 \),
2. \( \|C_1\| = 1 \),
3. \( \|C_2\| \leq 1 \),
4. \( C_1^T C_2 = 0 \).

The following theorem provides a necessary instability condition for system (11) based on a computable upper bound of the functional of the vector \( v_1 \). This bound is the cornerstone of the main result presented in this contribution.

**Theorem 12.** If system (11) has an eigenvalue with a strictly positive real part, there exists \( \varphi \in \mathcal{S} \) such that

\[
v_1(\varphi) \leq -\alpha = -\frac{\lambda_{\min}(W)}{4M_1} e^{-2Mt} \cos^2(b_1),
\tag{12}
\]

where \( b_1 \) exists and is a unique solution of the equation

\[
\sin^4(b_1)((HM_1)^2 + b_1^2) - (HM_1)^2 = 0, \quad b_1 \in \left(0, \frac{\pi}{2}\right).
\tag{13}
\]

**Proof.** As system (11) is unstable, there exists an eigenvalue \( s_0 = \alpha + j\beta \) with \( \alpha > 0 \) and \( \beta \geq 0 \), and two vectors \( C_1, C_2 \in \mathbb{R}^n \) that satisfy the condition of Lemma 11 with

\[
F = s_0I - \sum_{j=0}^m A_j e^{-s_0h_j} - \int_{-H}^0 e^{s_0\theta} G(\theta)d\theta.
\]

In this case, the following expression is a particular solution of system (11) on \( t \in (-\infty, \infty) \),

\[
\tilde{x}(t) = e^{\alpha t}\phi(t), \quad \phi(t) = \cos(\beta t)C_1 - \sin(\beta t)C_2,
\]

with initial condition

\[
\varphi(\theta) = \tilde{x}(\theta, \varphi), \quad \theta \in [-H, 0].
\]

The first step is to prove that \( \varphi \in \mathcal{S} \). By Lemma 11 \( \|\varphi(0)\| = 1 \) and \( \|\phi(t)\|^2 = \cos^2(\beta t)\|C_1\|^2 + \sin^2(\beta t)\|C_2\|^2 \leq 1 \). The last expression implies that \( \max_{t \in \mathbb{R}} \|\phi(t)\| = 1 \), hence,

\[
\|\tilde{x}(t, \varphi)\| = \|e^{\alpha t}\phi(t)\| \leq \|\varphi(0)\| = 1, \quad t \leq 0.
\]

Now, since \( \tilde{x}(t, \varphi) \) satisfies (11) for \( t \in (-\infty, \infty) \), we have

\[
\|\varphi(t)\| = \|\tilde{x}(t, \varphi)\| \leq \sum_{j=0}^m \|A_j\|\|\tilde{x}(t - h_j, \varphi)\|
\]

\[
+ \int_{-H}^0 \|G(\theta)\|\|\tilde{x}(t + \theta)\|d\theta \leq M_1, \quad \forall t \in [-H, 0].
\]

We need to estimate \( s_0 \). The following equation holds:

\[
s_0I = \sum_{j=0}^m A_j e^{-s_0h_j} + \int_{-H}^0 e^{s_0\theta} G(\theta)d\theta,
\]

therefore

\[
|s_0| \leq \sum_{j=0}^m \|A_j\|e^{-s_0h_j} + \int_{-H}^0 |e^{s_0\theta}|\|G(\theta)\|d\theta,
\]

hence

\[
\alpha \leq |s_0| \leq \sum_{j=0}^m \|A_j\| + bH = M_1.
\]

Integrating the derivative of \( v_1 \) defined by (3) from 0 to \( T \), where \( T = 2\pi/\beta \), if \( \beta \neq 0 \), and \( T = 1 \), if \( \beta = 0 \), we obtain

\[
v_1(\tilde{x}_0) = v_1(\tilde{x}_T) + \int_{-H}^{T-H} \tilde{x}^T(t)W\tilde{x}(t)dt,
\]

where \( W \) is positive definite. Since \( T \) is the period of the function \( o(t) \) for \( t \in (-\infty, \infty) \), we have \( \tilde{x}(t+T) = e^{\alpha T}\tilde{x}(t) \), and \( v_1(\tilde{x}_T) = e^{2\alpha t} v_1(\tilde{x}_0) \), which implies that

\[
v_1(\tilde{x}_0) = -\frac{1}{e^{2\alpha T} - 1} \int_{-H}^{T-H} \tilde{x}^T(t)W\tilde{x}(t)dt
\]

Substituting the particular solution \( \tilde{x}(t) \) in the integral term of the previous expression, we get

\[
\int_{-H}^{T-H} \|\tilde{x}(t)\|^2 dt = \int_{-H}^{T-H} e^{2\alpha t}\|\phi(t)\|^2 dt
\]

\[
\int_{-H}^{T-H} e^{2\alpha t}\cos^2(\beta t)dt = \frac{e^{2\alpha H}(e^{2\alpha T} - 1)}{4\alpha} f(\beta),
\]

where

\[
f(\beta) = \cos^2(\beta H) + \frac{\alpha \cos(\beta H) - \beta \sin(\beta H))^2}{\alpha^2 + \beta^2}
\]

\[
= 1 + \frac{\alpha}{\sqrt{\alpha^2 + \beta^2}} \cos(2\beta H) - \frac{\beta}{\sqrt{\alpha^2 + \beta^2}} \sin(2\beta H),
\]

hence

\[
v_1(\tilde{x}_0) \leq -\frac{\lambda_{\min}(W)e^{-2\alpha H}}{4\alpha} f(\beta).
\]

Notice that, with \( \alpha \leq M_1 \), and \( \beta \geq 0 \), we have

\[
f(\beta) \geq \cos^2(\beta H),
\]

\[
f(\beta) \geq 1 - \frac{\alpha}{\sqrt{\alpha^2 + \beta^2}} \geq 1 - \frac{M_1}{\sqrt{M_1^2 + \beta^2}}.
\]

Solving the following optimization problem, we can find a positive lower bound (independent of \( \beta \)) for the function \( f(\beta) \):

\[
\min_{\beta \in [0, \infty)} \max_{\beta \in [0, \infty]} \left\{ \cos^2(\beta H), 1 - \frac{M_1}{\sqrt{M_1^2 + \beta^2}} \right\}.
\]

The minimum value of the previous problem is achieved at the point \( \beta_0 \in (0, \frac{\pi}{2\alpha}) \), such that

\[
\cos^2(\beta_0 H) = 1 - \frac{M_1}{\sqrt{M_1^2 + \beta_0^2}}.
\]

Equation (13) is obtained by setting \( b_1 = \beta_0 H \), and rewriting the resulting terms. Since (13) is an increasing function \( g(0) < 0 \) and \( g(\frac{\pi}{2}) > 0 \), the number \( b_1 \) on \( (0, \pi/2) \), such that \( g(b_1) = 0 \) exists, and is unique. Therefore, by the fact that \( 0 < \alpha \leq M_1 \), we get the desired result expressed by (12).
V. MAIN RESULT

The results of the previous section allow the presentation of two stability criteria for systems with pointwise and distributed delays, that can be verified in a finite number of mathematical operations.

A. Finite criterion in terms of the Lyapunov matrix

The first stability result depends exclusively on the delay Lyapunov matrix.

Theorem 13. System (1) is exponentially stable if and only if the Lyapunov condition and the following hold

$$K_r > 0,$$ (14)

where

$$\dot{r} = 1 + [e^{LH}(M_1 + L)(\alpha^* + \sqrt{\alpha^*(\alpha^* + 1)}) - LH],$$ (15)

with $\alpha^* = \frac{\gamma^2}{\alpha^2}$. Here $\alpha_1$ and $\alpha_2$ are determined by Theorem 12 and Lemma 7, respectively.

Proof. The necessity directly follows from Theorem 3 since condition (14) holds for every number $r$. By contradiction, sufficiency is demonstrated. Assume that system (1) is unstable, but $K_r > 0$ and the Lyapunov condition hold. Therefore, the characteristic equation of the system has no roots on the imaginary axis, and Theorem 4 guarantees the existence and uniqueness of the delay Lyapunov matrix. Consider the function $\hat{\phi} \in S$, and $E_r = \hat{\phi} - \psi_r$, then

$$v_1(\psi_r) = v_1(\hat{\phi} - E_r) = z(\hat{\phi} - E_r, \hat{\phi} - E_r) = v_1(\hat{\phi}) - z(\hat{\phi}, E_r) + v_1(E_r),$$

where the bilinear function $z(\cdot, \cdot)$ is given by (6). By Lemmas 7 and Theorem 12

$$v_1(\psi_r) \leq -\alpha_1 + 2\alpha_{2}\|\hat{\phi}\|_H \|E_r\|_H + \alpha_2\|E_r\|_H^2$$

By considering $r = \hat{r}$, we have that

$$1 - 2\alpha^\ast \varepsilon_r - \alpha^\ast \varepsilon_r^2 \geq 0.$$ 

Indeed, for $\hat{r}$,

$$\varepsilon_r = H(M_1 + L)e^{\lambda H} \leq \frac{1}{\alpha^\ast + \sqrt{\alpha^*(\alpha^* + 1)}},$$

and

$$1 - 2\alpha^\ast \varepsilon_r - \alpha^\ast \varepsilon_r^2 \geq 1 - \alpha^\ast \left(\alpha^\ast + \sqrt{\alpha^*(\alpha^* + 1)}\right)^{-2} - \alpha^\ast \left(\alpha^\ast + \sqrt{\alpha^*(\alpha^* + 1)}\right)^{-1} = 0,$$

therefore,

$$\hat{r} \geq 1 + H(M_1 + L)e^{\lambda H} \left(\alpha^\ast + \sqrt{\alpha^*(\alpha^* + 1)}\right) - LH.$$ 

Finally, from the previous inequality and (9), we obtain

$$v_1(\psi_r) = \gamma^T K_r \gamma \leq 0,$$

which contradicts that $K_r > 0$ for an unstable system.

B. Finite criterion in terms of the fundamental matrix and the Lyapunov matrix

The aim of the second criterion is to reduce the number $r$ for which sufficiency is established. The cost of this improvement is the dependence on the system’s fundamental matrix. Consider the block-matrix

$$P_r = (I, K(\delta_r), \ldots, K((r - 1)\delta_r)) \in \mathbb{R}^{n \times nr}.$$

Theorem 14. System (1) is exponentially stable if and only if the Lyapunov conditions hold and

$$K_{r_r} - \alpha_0 P_r^T P_r > 0,$$ (16)

where

$$r^* = 1 + [e^{LH}(M_1 + L)(\alpha^* + \sqrt{\alpha^*(\alpha^* + 1)}) - LH]$$ (17)

with $\alpha^* = \frac{\alpha_0^2}{\alpha_1^2}$. Here $\alpha_0$, $\alpha_1$ and $\alpha_2$ are defined in Theorem 12 and Lemma 7, respectively.

Proof. Necessity: By using the lower bound (11) and equation (12), we have, for every $\gamma \in \mathbb{R}^{nr}$ such that $\psi_r(0) \neq 0$,

$$\gamma^T (K_r - \alpha_0 P_r^T P_r) \gamma = v_1(\psi_r) - \alpha_0\|\psi_r(0)\|^2 > v_1(\psi_r) - \alpha_0\|\psi_r(0)\|^2 \geq 0.$$ 

By Theorem 3 for the case $\varphi_r(0) = 0$, $\gamma \neq 0$, the inequality

$$\gamma^T (K_r - \alpha_0 P_r^T P_r) \gamma \geq 0$$

remains valid.

Sufficiency: As in the proof of Theorem 13

$$v_1(\psi_r) = v_1(\hat{\phi}) - 2z(\hat{\phi}, E_r) + v_1(E_r) \leq -\alpha_1 + 2\alpha_{2}\|\hat{\phi}\|_H + \alpha_2\|E_r\|_H^2.$$ 

Since $\|\psi_r(0)\| = \|\hat{\phi}(0)\| = 1$,

$$\gamma^T (K_r - \alpha_0 P_r^T P_r) \gamma = v_1(\psi_r) - \alpha_0\|\psi_r(0)\|^2 \leq (\alpha_0 + \alpha_1) \left(-1 + 2\frac{\alpha_2}{\alpha_0 + \alpha_1}\|E_r\|_H + \frac{\alpha_2}{\alpha_0 + \alpha_1}\|E_r\|_H^2\right) \leq (\alpha_0 + \alpha_1) \left(-1 + 2\alpha^\ast\|E_r\|_H + \alpha^\ast\|E_r\|_H^2\right).$$

The rest of the proof is similar to the one of Theorem 13.

Theorem 13 and Theorem 14 provide necessary and sufficient conditions for the stability analysis of systems of the form (1), allowing to obtain the stability regions in the space of parameters, including the delays. In both theorems, the value of $r$ depends on the parameters of the system, including the delay, through the bounds of $v_1$, the bound of the dynamics of the fundamental matrix of the system as well as of the bound of the derivative of $\varphi$. Therefore, increasing the value of the delay or the system’s parameters results in larger values of $\hat{r}$ and $r^*$. Finally, Theorem 14 allows reducing the estimate of $r$. However, the conditions depend not only on the Lyapunov matrix but also on the fundamental matrix of the system, which adds to the computational burden as this matrix must be calculated.
VI. NUMERICAL EXAMPLES

In this section, the stability criteria of Theorem 13 and Theorem 14 are illustrated by two examples. The implementation is performed in MATLAB, with \( \eta = 2 \) in (5). The Lyapunov matrix associated with the matrix \( W = I_n \) is computed using the semianalytic method [29]. The positivity of \( K_r^\hat{\cdot} \) and \( K_r^* - \alpha_0 P_r^TP_r^* \) is checked with the \texttt{chol} function, while the function \texttt{fzero} is used to find the solution of (13). The fundamental matrix of the system is constructed step by step on the segment \([0, H]\). For each example, the values of \( \hat{r} \) and \( r^* \) are calculated for the system parameters that satisfy the necessary conditions of Theorems 13 and 14 for \( r = 3 \). The stability/instability boundaries obtained by the D-Partitions method are superimposed on the figures. The numerical computations were performed in a Lenovo Y530 with Intel Core i7-8750H, 2.7 GHz, 6 cores, and 16 GB RAM processor.

**Example 15.** In [4], the stability of a chain of three vehicles, considering human driver’s memory effects as distributed delays, is studied. This system is defined by

\[
\dot{e}(t) = A_1 e(t-h) + \frac{1}{2h} G \int_{-h}^{-3h} e(t+\theta)d\theta,
\]

with \( h = 0.05 \) and

\[
A_1 = \begin{pmatrix} 0 & -2.5 \\ -2.5 & -1 \end{pmatrix}, \quad G = \begin{pmatrix} -k_1 & 0 \\ 0 & -k_2 \end{pmatrix}.
\]

The variables \( k_1 \) and \( k_2 \) are design parameters. The integral term defines the maximum delay \( H \) being equal to \( 3h \). Figures 1 and 2 represent the maps of the orders of \( \hat{r} \) and \( r^* \), for which the necessary conditions of Theorems 13 and 14 become sufficient, respectively.

**Example 16.** Consider the following example:

\[
\dot{x}(t) = \begin{pmatrix} -1 & 0.5 \\ 0 & p \end{pmatrix} x(t-h) + \begin{pmatrix} 0 & 0 \\ -1 & 0 \end{pmatrix} \int_{-h}^{0} x(t+\theta)d\theta
\]

where \( p \in \mathbb{R} \) and \( h > 0 \) are free parameters. The numbers \( \hat{r} \) and \( r^* \) are calculated for the system parameters that satisfy the necessary conditions of Theorems 13 and 14 for \( r = 3 \). The stability/instability boundaries obtained by the D-Partitions method are superimposed on the figures. The numerical computations were performed in a Lenovo Y530 with Intel Core i7-8750H, 2.7 GHz, 6 cores, and 16 GB RAM processor.
TABLE I

| Parameters \((h, p)\) | \(r\) | Computation time [sec] | Test result | \(r^*\) | Computation time [sec] | Test result |
|---------------------|------|------------------------|-------------|--------|------------------------|-------------|
| \((0.1, 0.1)\)      | 26   | 0.019                  | \(K_{26} > 0\) | 12     | 0.021                  | \(K_{12} - \alpha_0 P_{12} P_{12} > 0\) |
| \((0.25, 0.8)\)     | 79   | 0.026                  | \(K_{79} > 0\) | 22     | 0.029                  | \(K_{22} - \alpha_0 P_{22} P_{22} > 0\) |
| \((0.3, 0.3)\)      | 2020 | 0.338                  | \(K_{2020} > 0\) | 111    | 0.035                  | \(K_{111} - \alpha_0 P_{111} P_{111} > 0\) |
| \((0.2, 2)\)        | 507  | 0.058                  | \(K_{507} \neq 0\) | 795    | 0.126                  | \(K_{795} - \alpha_0 P_{795} P_{795} \neq 0\) |
| \((0.5, 0.5)\)      | 9742 | 4.257                  | \(K_{9742} \neq 0\) |        |                        |             |

and \(r^*\) given by (15) and (17) are depicted on Figures 1 and 2, respectively, for pairs \((h, p)\) in the space of parameters. Table I present a summary of the experiments for selected pairs of parameters \((h, p)\) for Theorem 13 (column 2 to 4), and Theorem 14 (column 5 to 7). For each result, the estimate of \(r\) for which sufficiency holds, the computational time, and the outcome of the test are displayed.

VII. CONCLUSION

We have introduced two stability criteria for systems with multiple pointwise and distributed delays. The obtained necessary and sufficient conditions are based on an instability condition inspired by the ideas in [27] and consist of calculating an upper bound of a particular functional. With this result, we can unveil a relation between the stability of system (1) and the dimension of (14) and (16). This fulfills the objective of obtaining a criterion that depends exclusively on the Lyapunov matrix for systems with distributed delays. However, because of the conservatism in the theoretical estimation of \(\hat{r}\) the numerical implementation of the stability test demands a high computational effort. The second criterion reduces the estimated \(r^*\); however, this result does not depend uniquely on the Lyapunov matrix but also on the fundamental matrix of the system.
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