Analysis and Modeling of Mobile Traffic Using Real Traces
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Abstract—The analysis of real mobile traffic traces is helpful to understand usage patterns of cellular networks. In particular, mobile data may be used for network optimization and management in terms of radio resources, network planning, energy saving, for instance. However, real network data from the operators is often difficult to be accessed, due to legal and privacy issues. In this paper, we overcome the lack of network information using a LTE sniffer capable of decoding the unencrypted LTE control channel and we present a temporal and spatial analysis of the recorded traces. Moreover, we present a methodology to derive a stochastic characterization for the daily variation of the LTE traffic. The proposed model is based on a discrete-time Markov chain and is compared with the real traces. Results show that, with a limited number of states, our model presents a high level of accuracy in terms of first and second order statistics.

I. INTRODUCTION

Understanding the utilization of the actual network resources is fundamental for building solid models that can be used to design efficient mobile networks. With the advent of new 5G paradigms and the tremendous increase of the Internet usage, there is the need for finding efficient radio resource management and network planning solutions that will exploit and extend the actual resources in an energy aware fashion, in order to provide an ubiquitous system to all the users. [1].

In this context, information about the users’ traffic profiles and on the network usage patterns becomes essential during the phases of planning and deployment of the network. This translates into a more efficient allocation of the resources and can help mitigate the effects of the increasing costs incurred by the network operators to tackle the expected upsurge of the Internet demands.

At the same time, for research and academic communities, it is very challenging to get access to real data extracted from mobile network: mobile operators rarely release full datasets of the mobile traffic due to problems concerning, for example, the subscribers privacy. Typically, the available datasets are a mere aggregation of traffic usage over a too wide time-scale, which cannot be used for practical research implementations [2]. Moreover, practically no information about the usage of the radio resources can be found on the Internet. Therefore, the approach of this work is experimental and makes use of hardware and software that consist of a simple and reliable sniffer presented in [3]. This device captures and validates the information from the LTE Downlink Control Channel. This data is unencrypted and can therefore readily be used for analysis.

In most of the related papers, due to the absence of a broadly-acknowledged model, the adopted mobile traffic profiles are not necessarily based on realistic data and fail in offering an accurate model for the network usage. In [4], the temporal and spatial analysis is given using a large dataset released by the operators. The authors present a pattern classification based on both 3G and 4G networks data, using the total amount of traffic as a metric. They also reveal the correlation among data traffic, urban ecology and human behaviours.

With respect to the related works, the contribution of this paper is threefold. First, it focuses on the analysis of data specifically obtained from an LTE network. At the time of writing, the penetration of LTE is limited in most of the European major countries (average less than 70% ) [5] and, in the next few years, it is expected to coexist with the next-generation standard. Therefore, a better understanding of the actual network usage may be beneficial also to foresee the interactions with the upcoming 5G systems. Second, considering the difficulties in accessing data from real networks, we rely on a sniffer and we collect raw communication traces exchanged by the users and the associated eNodeB, which means that we have access not only to aggregate base station statistics but also to more valuable information derived from the radio protocols, such as the resource block allocation and the link adaptation mechanism of the system. To the best of our knowledge there are no other works in the literature, which explored LTE data in such a detail. Third, we derive a stochastic Markov model, which allows to properly characterize the traffic patterns in a real network. The results of this work are intended to be used in complex network optimizations, and are general enough to be applied in algorithms that concern the LTE networks and consider a time-varying traffic load.
This paper is organized as follows: in Section II, we present the dataset and how the traffic traces are recorded using the tool presented in [3]. In section III we analyze the dataset giving both temporal and spatial characterization of the captured traffic. Section IV introduces the discrete-time Markov model for mobile traffic. Section V presents numerical results and discusses on the choices of the parameters for the stochastic model. Section VI summarizes the conclusions.

II. DATA COLLECTION

We derive our analytical model from an extensive dataset [6] of LTE scheduling information, which we collected in four locations of a European metropolitan city in July 2016. In particular, the dataset has been collected using OWL [3], an online decoder of the LTE control channel, which uses a Software Defined Radio (SDR) to send the raw LTE signal to a PC running the decoding software. This open-source software is capable of reliably logging the LTE [7] downlink control information (DCI) broadcast by base stations. In fact, LTE uses an unencrypted control channel to assign network resources to users for both downlink and uplink communications. Resources are assigned to devices through their radio network temporary identifiers (RNTIs), every millisecond, specifying the number of resource blocks (RBs) and the modulation and coding scheme (MCS) to be used. This makes our dataset both anonymous, because it is impossible to obtain users’ unique identifiers, and accurate, because we can separate the dataset into high-resolution traces belonging to individual communications. Therefore, our datasets are useful to obtain both aggregated information on a given cell and to extract trace-based statistic distributions.

III. DATA ANALYSIS

Our analysis aims at describing the main characteristics of the LTE traffic by analyzing the number of connected users and, both, temporal and spatial variations of the collected traces. The results that we show refer to the downlink communication between the eNodeB and the user equipments. The traffic is normalized with respect to the peak traffic that occurred in the examined period. Without loss of generality, the same analysis can be extended to the uplink direction.

A. Temporal behavior

Fig. 1 shows the downlink aggregated throughput of two eNodeBs averaged over the 30 days of monitoring. We can distinguish the traffic per week in Fig. 1 a) and c) and the daily traffic in Fig. 1 b) and d).

A strong relation between mobile traffic and connected users is recognized. We observe the same daily pattern repetition: high traffic is shown during the hours of the day (when population is active), whereas less intensive traffic is experienced during nights (when people sleep). Traffic intensity is similar in working days and during weekends. A different behavior is detected in one particular cell, where a higher traffic is normally experienced on Sunday (Fig. 1 c) and d)). The reason behind this higher activity, is the presence of a local market open every Sunday in the same area where the eNB is located. As for the connected users, the minimum traffic is around 5.30 am for all the cells; a more prominent peak can be seen around at 8

![Fig. 1: Weekly and daily traffic for two observed LTE eNodeBs with a time resolution of 30 minutes.](image)
pm. The maximum ratio between the peaks observed in the measurements is 13.3. The absolute values of the traffic are different and depend on the location of the area where the eNodeB is deployed. Fig. 2 shows the normalized average daily traffic distribution of the observed cells. Also in this case, the daily average traffic profiles are similar in shape for all the cells, especially during low load period.

As a proof of representiveness of our measurements, we compare the extracted information from the collected data with the traffic model presented in the EU ICT FP7 EARTH [8]. The data used in this project are provided by a network operator. We observe that, considering a daily average, the two traffic shapes are compatible and very similar (see Fig. 2). This comparison does not account for the absolute values of the traffic, which are dependant on the location of the specific base station, but it shows, on average, how the traffic demand is distributed over 24 hours. A different coefficient for the traffic magnitude can be calculated for each eNodeB based on the active population of that zone.

Next, we show some example statistics for the traffic intensity of the four observed cells. Fig. 3 and 4 show the probability density function (pdf) and the cumulative distribution function (cdf) by applying the Kernel Smoothing algorithm on the empirical data traces. We have computed the pdfs and cdfs for different periods of one day (slots of 1 hour duration) and we have also evaluated their variation during the day. The figure shows only 6 slots for the sake of simplicity. The numbers report the start/end hour of the day of the respective slot.

We notice that night and early morning are the periods with lower traffic intensity (slot 0-1 and slot 4-5 have curves on the left side of the graph). After that and till slot 20-21, the traffic is increasing (the curves are more on the right side of the $x$ axis). Moreover, we can identify that the curves for slot 8-9 and slot 12-13 are similar, which indicates that the traffic in those hours is almost at the same level.

Finally, Fig. 5 shows the number of connected users (both idle and active) in a cell during a day. The number is strictly correlated with the location where the eNodeB is deployed. In fact, cell 1 presents higher number of users with respect to the others because
it is deployed in the center of the city with a high population density and activity. However, normalizing the curves with respect to the daily maximum number of users, the same pattern is identified for all the cells (Fig. 6). The identified pattern follows a very similar behavior of the traffic profile. This confirms the correlation between the number of users and their generated traffic with the daily human activity.

B. Spatial behavior

We are able to estimate the quality of the channel experienced by the users during the communication with the eNodeB, based on the Modulation and Coding Scheme (MCS) assigned. One of the 28 possible MCS indexes is allocated by the eNodeB as a function of the Channel Quality Indicator (CQI) sent by the UE. The CQI depends on the SINR experienced by the user, which, among other factors, generally decreases with the distance between the eNodeB and the UE. In [9] a mapping between SINR values and different CQIs is provided. As a result of that, and based on the information on the assigned MCS, we estimate a spatial distribution of the user and combine it with the served traffic, in order to obtain a traffic distribution in space for each eNodeB.

Considering all the communications occurred in the recording period, Fig. 7a shows the aggregated amount of traffic for each assigned MCS index: the top three indexes are 9, 10 and 11 and this is confirmed for all the analyzed base stations. On the other hand, we see different profiles (Fig. 7b) when we consider only the average traffic per communication. This is due to the fact that the MCS indexes assigned by the eNodeB among the users are not uniformly distributed. For cell 1, except for the highest 3 MCS indexes, the users that experience a better quality of the channel also produce larger amount of traffic on average. However, a different behavior is noticed for cell 3: here, the largest communications correspond to a MCS index between 10 and 15.

In Fig. 8, we analyze more than 10 millions communication traces between the eNodeB and the users. This map shows the spatial distribution of the users’ communications and the relative amount of traffic. Considering a cell in the center of the plot, the distance between the users and the eNodeB is distributed according to the average MCS experienced during the communication. The exact angular position of the user is unknown and it is picked from a uniform distribution. The total amount of traffic produced during the communication gives the magnitude, represented by the different traffic intensities in the figure. The contour lines in the map group the areas with similar traffic distribution and highlight those that produce the larger amount of traffic. The groups shown in the figure demonstrates that the central region of a cell is usually the most dense and produce most of the traffic.

IV. DISCRETE-TIME MARKOV TRAFFIC MODEL

The proposed model aims at profiling the traffic pattern of a cell during a day. The daily time-scale has been selected based on the study of the frequency domain shown in Fig. 9, which reports a strong periodicity of the traffic during the 24 hours.

The dynamics of the mobile traffic intensity are captured by a discrete-time Markov chain with $N_s$
states. Formally, we consider a traffic intensity in bit per second during a given hour of the day, which can be
in any of the states $x_s \in S = \{0, 1, ..., N_s - 1\}$. Every
time step, the system evolves from a state $x_s(t_k)$ to the
next state $x_s(t_{k+1}) \in S$ according to the probabilities
$p_{uv}(k) = \text{Prob}[x_s(t_{k+1}) = v | x_s(t_k) = u]$, with
$u, v \in S$, which is not null only if $t_{k+1} = (t_k + 1)$
mod $N_t$, being $N_t$ the number of time slots in a day.
To calculate the one-step transition probabilities from
empirical data, we use Algorithm 1: for each step, the
algorithm computes the transition probability matrix
by normalizing each row.

Algorithm 1 Transition Probability Matrix Calculation

1: procedure MARKOV MATRIX(data, $N_t, N_s$)
2: $qData \leftarrow$ quantize data in $N_s$ levels
3: for $t_k$ in $[0, ..., N_t - 1]$ do
4:   for $x_1$ in $[0, ..., N_s - 1]$ do
5:     for $x_2$ in $[0, ..., N_s - 1]$ do
6:       $M_{x_1,x_2,t_k} \leftarrow$ count # transitions
7:       $x_{s_1} \rightarrow x_{s_2}$ in $qData(t_k)$
8: return $M$

V. Numerical Results

In this section, we show some results on the stochastic
Markov model for the daily traffic intensity. To
evaluate our model, we split the dataset of a given cell
into a training set and a validation set. The training set
comprises 75% of the recording days and it is used to
obtain the model through the presented algorithm. The
validation set is used to have a numerical comparison
with the traffic generated with the model.

Fig. 10 shows the error due to the selection of
the number of states $N_s$ and the number of slots $N_t$. We apply a uniform quantization strategy that
achieves accurate results, as demonstrated next. The
error is calculated with respect to the validation trace
as the average absolute daily difference, given by the
following equation:

$$E_{rr} = \frac{1}{N_s} \sum_{i=0}^{N_s-1} |x_{sim} - x_{val}|$$  

We notice that an increase in $N_s$ and $N_t$ corresponds
to a decrease of the error. In particular, with $N_s \geq 6$
states and $N_t \geq 24$ time-slots, the error is small enough
to produce a good approximation of the mobile traffic.

Fig. 11 shows a 10-days synthetic traffic trace versus
the validation dataset and their daily average, using
$N_s = 10$ and $N_t = 24$. We can see that, considering a
sufficient number of days, the model is able to estimate
with high accuracy the daily traffic pattern (Fig. 12).

Fig. 12: Simulated Traffic vs Original Data with $N_t = 24$ and $N_s = 10$ - 10 days.

Considering one single cell, Fig. 13 demonstrates
the statistical accuracy of the discrete-time Markov

\[ E_{rr} = \frac{1}{N_s} \sum_{i=0}^{N_s-1} |x_{sim} - x_{val}| \]
traffic model. It shows the cdf of the synthetic traces applying the Kernel-Smoothing algorithm with the cdf of the traces from the validation set. We observe that the two curves almost overlap. Kolmogorov-Smirnov test is passed with a confidence of 1%.

![Fig. 13: CDFs of the synthetic traffic trace vs empirical traces.](image)

Finally, our Markov modelling approach is sufficient to accurately represent second-order statistic. Fig. 14 shows the autocorrelation function (ACF) for different values of $N_s$. With only 2-states ($N_s = 2$) the model is able to capture the periodicity of the traffic profiles and classify it in high or low load periods. However, major accuracy requires higher values of $N_s$. With $N_s = 10$ the model already performs satisfactorily. The good fit of the autocorrelation function confirms that, for a sufficient value of $N_s$, a further level complexity is unnecessary in the characterization.

![Fig. 14: Autocorrelation function for the simulated traces and the empirical data for different values of $N_s$.](image)

VI. CONCLUSIONS

In this paper we have analyzed real mobile traffic traces with a tool, which is able to collect LTE downlink control channel in a reliable way. Through the collected data, we have obtained temporal and spatial characterization of the traffic of a mobile network. In addition, we have used this information to derive a stochastic characterization of the traffic using a discrete-time Markov chain. The numeric results prove that the presented model represents a good fit for the empirical dataset: first and second order statistics show that the accuracy is sufficiently high with a limited number of states already.
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