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Abstract—Efficient channel estimation is challenging in full-dimensional multiple-input multiple-output communication systems, particularly in those with hybrid digital-analog architectures. Under a compressive sensing framework, this letter first designs a uniform dictionary based on a spherical Fibonacci grid to represent channels in a sparse domain, yielding smaller angular errors in three-dimensional beamspace than traditional dictionaries. Then, a Bayesian inference-aided greedy pursuit algorithm is developed to estimate channels in the frequency domain. Finally, simulation results demonstrate that both the designed dictionary and the proposed Bayesian channel estimation outperform the benchmark schemes and attain a lower normalized mean squared error of channel estimation.
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I. INTRODUCTION

Millimeter-wave (mmWave) communications, especially the mmWave full-dimensional multiple-input multiple-output (FD-MIMO) communications, have become a dominant technique of the forthcoming 6G wireless systems due to their extremely wide bandwidth and high spatial degrees of freedom [1]. To attain a tradeoff between hardware complexity and achievable data rate, implementing FD-MIMO in practice entails hybrid digital-analog architecture [2]. This architecture allows fewer radio frequency (RF) chains than antenna elements, reducing hardware complexity and cost. However, it poses a challenge to estimate channels from a limited number of pilots. Therefore, efficient channel estimation plays a pivotal role in implementing mmWave FD-MIMO communication systems.

As mmWave channels are typically sparse in the angular domain, many strategies based on compressive sensing (CS) and sparse recovery have been developed to estimate hybrid FD-MIMO channels by exploring the angles of arrival and departure. In particular, the most popular CS-based strategies include iterative algorithms [3] and greedy algorithms, e.g., orthogonal matching pursuit (OMP) [4] and simultaneous weighted orthogonal matching pursuit (SWOMP) [2], [5]. Compared with the OMP, the SWOMP exploits multiple measurements to improve the estimation accuracy, yielding a lower convergence speed. Regarding the CS-based methods, redundant dictionaries consisting of array steering vectors with finely quantized angle grids are widely used [4].

In companion with the applications of CS, sparse Bayesian learning (SBL) is applied recently for channel estimation [6]–[8]. For the Bayesian estimators, one initializes a parameterized prior distribution of the parameters to be estimated. Then, the expectation-maximization technique can be employed to approximate the optimal estimator of its hyperparameters. However, the SBL-based estimators have higher computational complexity, albeit more accurate, than the CS-based greedy estimators. Thus, it is natural to ask how the Bayesian inference is exploited in the CS-based greedy algorithms to improve accuracy with economic complexity.

Motivated by the spherical Fibonacci grid (SFG) [9] that provides uniform grids on a sphere and the Bayesian tools [10], this letter develops a channel estimation technique for hybrid FD-MIMO systems. Specifically, we first design a new dictionary based on the SFG in the CS framework, which provides minor angular errors than traditional dictionaries [11]. Then, a Bayesian inference-aided greedy pursuit algorithm is developed for accurate channel estimation by integrating the Bayesian inference into the general CS framework. Finally, Monte-Carlo simulation results demonstrate the superiority of the developed channel estimation method.

Notation: Vectors and matrices are denoted by lower- and upper-case letters in boldface, respectively. Vectors are by default in column, and the $i$-th entry of a vector is specified by the subscript $[i]$. The operators $(\cdot)^{-1}$, $(\cdot)^T$, and $(\cdot)^H$ indicate the inverse, transpose, and conjugate transpose, respectively. Also, $\det(\cdot)$ and $\text{tr}(\cdot)$ denote the determinant and trace, respectively. The operators $\otimes$ and $\|\cdot\|_F$ denote the Kronecker product and the Frobenius norm, respectively. The set of indices of non-zero entries in a sparse vector is called a support.

II. SYSTEM AND CHANNEL MODELS

Figure 1 depicts a hybrid FD-MIMO system with a uniform planar array (UPA), $K$ subcarriers, and $N_s$ data streams. There are $U$ single-antenna users and a base station (BS) equipped with $L$ RF chains and a UPA composed of $N_a = N_r \times N_t$ antennas, with $N_r$ and $N_t$ being the number of antenna rows and columns, respectively. Regarding the $L$ RF chains, the analog precoder/combiner $\mathbf{W}_{RF} \in \mathbb{C}^{N_a \times L}$, with unit modulus $|\mathbf{W}_{RF}|_{i,j} = 1$, for all $1 \leq i \leq N_a$, $1 \leq j \leq L$, are implemented by phase shifters with a fully connected architecture [12]. For the digital processing, the precoders/combiners are frequency-selective, i.e., $\{\mathbf{W}_{BB} \ [k] \in \mathbb{C}^{L \times N_s}\}^K_{k=1}$ for $K$ subcarriers are distinct. In practice, we have $N_s \leq L < N_a$ in a hybrid FD-MIMO architecture.

When the FD-MIMO system shown in Fig. 1 operates in mmWave frequencies, the corresponding sparse channels can be described by using a geometry-based stochastic model [13]. In particular, given the length $L_d$ of delay taps in the time...
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Domain, the channel pertaining to the \( l \)-th delay tap, \( l = 1, \cdots, L_d \), can be expressed as

\[
\mathbf{h}(l) = \sum_{n=1}^{N_p} g_n f_{rc}(IT_s - \tau_n) a(\theta_n, \phi_n),
\]

where \( N_p \) denotes the number of spatial scattering paths, \( g_n \) is the complex-valued channel gain of the \( n \)-th path, \( f_{rc}(t) \) is a raised-cosine band-limited channel filtering at time \( t \), \( T_s \) refers to the sampling period, \( \tau_n \) is the time delay of the \( n \)-th path, and \( a(\theta_n, \phi_n) \in \mathbb{C}^{N_a \times 1} \) is the array steering vector corresponding to the \( n \)-th path, in which \( \theta_n \) and \( \phi_n \) indicates the zenith and azimuth angles of the \( n \)-th arrival path, respectively.

Given the horizontal spacing \( d_h \) and vertical spacing \( d_v \) of any two antenna elements of the UPA under study, the normalized array steering vector with respect to a zenith of any two antenna elements of the UPA under study, the sampling period, \( t \), the complex-valued channel gain of the \( n \)-th path, \( f_{rc}(t) \) is a raised-cosine band-limited channel filtering at time \( t \), \( T_s \) refers to the sampling period, \( \tau_n \) is the time delay of the \( n \)-th path, and \( a(\theta_n, \phi_n) \in \mathbb{C}^{N_a \times 1} \) is the array steering vector corresponding to the \( n \)-th path, in which \( \theta_n \) and \( \phi_n \) indicates the zenith and azimuth angles of the \( n \)-th arrival path, respectively.

\[
\mathbf{a}(\theta, \phi) = \frac{1}{\sqrt{N_v \cdot d_h}} \mathbf{a}_v(\theta) \otimes \mathbf{a}_h(\theta, \phi),
\]

where \( \mathbf{a}_v(\theta) \) and \( \mathbf{a}_h(\theta, \phi) \) are expressed as

\[
\mathbf{a}_v(\theta) = \begin{bmatrix} 1, e^{-j2\pi d_h \cos \theta}, \cdots, e^{-j2\pi(N_v-1)d_h \cos \theta} \end{bmatrix}^T,
\]

\[
\mathbf{a}_h(\theta, \phi) = \begin{bmatrix} 1, e^{-j2\pi d_h \sin \phi \cos \theta}, \cdots, e^{-j2\pi(N_h-1)d_h \sin \phi \cos \theta} \end{bmatrix}^T,
\]

respectively, with \( \lambda \) being the carrier wavelength. Then, the time-domain channel shown in (1) can be transformed into frequency domain by means of the discrete Fourier transform (DFT), that is,

\[
\mathbf{h}[k] = \sum_{l=1}^{L_d} \mathbf{h}(l) e^{-j \frac{2\pi (l-1) k}{N}} = \mathbf{A} \sum_{l=1}^{L_d} \mathbf{g}(l) e^{-j \frac{2\pi (l-1) k}{N}} = \mathbf{A} \mathbf{g}_k, \quad k = 1, \cdots, K, \tag{3}
\]

where \( \mathbf{h}(l) = \mathbf{A} \mathbf{g}(l) \) with \( \mathbf{A} \triangleq [\mathbf{a}(\theta_1, \phi_1), \cdots, \mathbf{a}(\theta_{N_p}, \phi_{N_p})] \) composed of \( N_p \) array steering vectors, and \( \mathbf{g}(l) \) is a \( N_p \times 1 \) complex-valued vector with \( [\mathbf{g}(l)]_l = g_l f_{rc}(IT_s - \tau_l) \), and \( \mathbf{g}_k = \sum_{l=1}^{L_d} \mathbf{g}(l) e^{-j \frac{2\pi (l-1) k}{N}} \) is the complex-valued channel gain pertaining to the \( k \)-th subcarrier.

It is evident from (3) that \( \mathbf{g}_k \) depends on the subcarrier index \( k \) if \( L_d \gg 1 \) and, thus, the channel is frequency selective. In contrast, the array steering matrix \( \mathbf{A} \) is independent of subcarrier indices, which implies the channels on different subcarriers have the same sparse structure in the beamspace, i.e., identical support.

### III. Sparse Channel Estimation

This section first formulates the problem of sparse channel estimation in the hybrid FD-MIMO system shown in Fig. 1. Then, we design a dictionary based on SFG, followed by a Bayesian inference-aided simultaneous orthogonal matching pursuit (BSOMP) algorithm for channel estimation.

#### A. Problem Formulation

As the pilots from different users are orthogonal with one another, it is sufficient to consider one single-antenna user when uplink channel estimation is performed. Suppose that \( M \) all-one pilots are sent from a user with transmit (Tx) power \( P \), the received signal pertaining to the \( k \)-th subcarrier can be expressed as [5] Eq. (9)

\[
\mathbf{y}_{w}[k] = \mathbf{W}_{RF}^{(m)H} \mathbf{h}[k] \sqrt{P} + \mathbf{n}_{w}[k], \quad k = 1, \cdots, K, \tag{5}
\]

where

\[
\mathbf{y}_{w}[k] = \begin{bmatrix} (\mathbf{y}_{w}^{(1)}[k])^H, \cdots, (\mathbf{y}_{w}^{(M)}[k])^H \end{bmatrix}^H \in \mathbb{C}^{ML \times 1}, \tag{6}
\]

\[
\mathbf{W} = \sqrt{P} \begin{bmatrix} \mathbf{W}_{RF}^{(1)} & \cdots & \mathbf{W}_{RF}^{(M)} \end{bmatrix} \in \mathbb{C}^{N_a \times ML}, \tag{7}
\]

and

\[
\mathbf{n}_{w}[k] = \begin{bmatrix} (\mathbf{n}_{w}^{(1)}[k])^H, \cdots, (\mathbf{n}_{w}^{(M)}[k])^H \end{bmatrix}^H \in \mathbb{C}^{ML \times 1}. \tag{8}
\]

It is clear that the covariance matrix of \( \mathbf{n}_{w}[k] \) given by (8) is block-diagonal. By recalling the Cholesky factorization, we get the decomposition \( \mathbf{C} = \mathbf{D} \mathbf{D}^H \), where \( \mathbf{D} \) is a diagonal matrix. Then, by using \( \mathbf{D}^{-1} \) as a whitening filter and inserting (5) into (6), the received pilots can be postprocessed as

\[
\mathbf{y}_{k} = \mathbf{D}^{-1} \mathbf{y}_{w}[k] = \mathbf{D}^{-1} \mathbf{W}^H \mathbf{A} \mathbf{g}_k + \mathbf{D}^{-1} \mathbf{n}_{w}[k], \quad k = 1, \cdots, K, \tag{9}
\]

\[
\mathbf{y}_{k} = \Phi \mathbf{A} \mathbf{g}_k + \mathbf{n}_k, \quad k = 1, \cdots, K, \tag{10}
\]

\[
= \Phi \mathbf{A} \mathbf{g}_k + \mathbf{n}_k, \quad k = 1, \cdots, K, \tag{12}
\]

where \( \Phi \triangleq \mathbf{D}^{-1} \mathbf{W}^H \) is widely known as sensing matrix, \( \mathbf{n}_k \triangleq \mathbf{D}^{-1} \mathbf{n}_{w}[k] \) is the whitened noise. Also, (12) is obtained by approximating the channel in a sparse angular domain that is defined by an over-complete dictionary \( \tilde{\mathbf{A}} \in \mathbb{C}^{N_a \times G} \), where \( \mathbf{g}_k \in \mathbb{C}^{G \times 1} \) is a sparse channel gain vector to be estimated, with \( G \) being the size of the dictionary. Next, we design \( \tilde{\mathbf{A}} \).
Algorithm 1 Dictionary Generation based on the SFG

Input: Number of directions $G$, an angle range $\xi \in (0, \pi)$;
1: for $n = 1, \cdots, G$ do
2: Compute $x_n = 1 - 2(n-1)\xi/(G-1)\pi$;
3: Compute $\alpha_n = \sqrt{1-x_n^2}$;
4: Compute $y_n = \alpha_n \cos(n\omega)$ and $z_n = \alpha_n \sin(n\omega)$;
5: Transform $[x_n, y_n, z_n]$ into a spherical coordinate and obtain the zenith angle $\theta_n$ and the azimuth angle $\phi_n$;
6: end for

Output: $S = \{(\theta_1, \phi_1), (\theta_2, \phi_2), \cdots, (\theta_G, \phi_G)\}$.

B. Dictionary Design

To accurately estimate channels from (12), it is imperative to design a suitable dictionary $A = [a(\theta_1, \phi_1), \cdots, a(\theta_G, \phi_G)]$ that depends on the set of the candidate directions of wavebeams, i.e., $S \triangleq \{(\theta_1, \phi_1), \cdots, (\theta_G, \phi_G)\}$. In particular, to enable consistent accuracy of channel estimation, we design a uniform dictionary based on the SFG [9] that yields nearly uniform directions in 3D beamspace.

Specifically, given the size $G$ of a dictionary, the set of directions $S$ based on the SFG can be computed as [9]

$$S = \left\{ (\theta_n, \phi_n) \mid \theta_n = \arcsin \left( 1 - \frac{2(n-1)}{G-1} \right), \right.$$
$$\left. \phi_n = \text{mod}(n\omega, 2\pi), \ n = 1, \cdots, G \right\}, \tag{13}$$

where arcsin(·) is the inverse function of the sine function, mod(a, d) denotes the remainder of $a$ divided by $d$, and $\omega \triangleq (3 - \sqrt{5})\pi$ is the Golden angle. In practice, it is necessary to generate SFG on hemispherical surfaces considering the symmetry of UPAs, or on surfaces limited to a certain angles dependent on applications. Accordingly, Algorithm 1 provides a SFG-based method to generate dictionary within the desired angle range.

For comparison purposes, two typical methods to generate dictionaries, known as the uniform sampling of the physical domain (USPD) and the uniform sampling of the virtual domain (USVD) [11], are reproduced, i.e.,

$$S_{\text{USPD}} = \left\{ (\theta_p, \phi_q) \mid \theta_p = \frac{(p-1)\pi}{G_v}, \ p = 1, \cdots, G_v, \right.$$ 
$$\left. \phi_q = \frac{(q-1)\pi}{G_h}, \ q = 1, \cdots, G_h \right\}, \tag{14}$$

and

$$S_{\text{USVD}} = \left\{ (\theta_p, \phi_q) \mid \cos(\theta_p) = 1 - \frac{2p-1}{G_v}, \ p = 1, \cdots, G_v, \right.$$ 
$$\left. \cos(\phi_q) = 1 - \frac{2q-1}{G_h}, \ q = 1, \cdots, G_h \right\}, \tag{15}$$

respectively, where the size of dictionary is $G \triangleq G_vG_h$.

Figure 2 depicts the corresponding directional grids generated by the three different methods described above. It is observed from Figs. 2a and 2b that the grids generated by the USPD and USVD are nonuniform whereas, as shown in Fig. 2c, the SFG provides nearly uniform directions in the 3D beamspace. Therefore, applying these dictionaries to estimate channels, the SFG can always obtain consistent estimation accuracy for rays in any direction, unlike the USPD and USVD methods that may fail in the directions with sparse grids [4].

C. Bayesian Inference-Aided Channel Estimation

After determining the dictionary $A$, we are in a position to estimate $\{g_k\}_{k=1}^K$ in (12). Without loss of generality, we consider the Gaussian prior probability assigned to $\{g_k\}_{k=1}^K$ as

$$P(g_k) = \prod_{i=1}^G \frac{1}{\pi \gamma_i} \exp \left( -\frac{|g_k|_i^2}{\gamma_i} \right), \ k = 1, \cdots, K, \tag{16}$$

i.e., $g_k \sim \mathcal{CN}(0, \Gamma)$. Then, by using the minimum mean squared error (MMSE) criterion, the optimal estimate of $G \triangleq [g_1, \cdots, g_K]$ is given by [10 Eq. (11.6)]

$$\hat{G} = \int_G GP(G|Y) \ dG, \tag{17}$$

where $P(G|Y)$ is the posterior probability of $G$ given measurements $Y \triangleq [y_1, \cdots, y_K]$. Since $\{g_k\}_{k=1}^K$ are sparse and their supports are identical, i.e., $\|g_1\|_0 = \cdots = \|g_K\|_0 = |\mathcal{I}|$ for a support $\mathcal{I}$, $P(G|Y)$ can be calculated by using the total probability formula, that is,

$$P(G|Y) = \sum_{\mathcal{I} \in \Omega} P(G|\mathcal{I}, Y) P(\mathcal{I}|Y), \tag{18}$$

where $\Omega$ is the set of all possible supports, $P(G|\mathcal{I}, Y)$ is the posterior probability of $G$ given $\mathcal{I}$ and $Y$, and $P(\mathcal{I}|Y)$ is the posterior probability of $\mathcal{I}$ given $Y$. Substituting (18) into (17) yields

$$\hat{G} = \sum_{\mathcal{I} \in \Omega} P(\mathcal{I}|Y) \int_G GP(G|\mathcal{I}, Y) \ dG, \tag{19}$$

where the inner integral denotes the MMSE estimation of $G$ with respect to a known support $\mathcal{I}$ while the outer summation reflects that the final MMSE estimation $\hat{G}$ is a weighted average of MMSE estimations over different supports.

For notational simplicity, we use $G_{\mathcal{I}}$ to denote a row-sparse matrix of size $G \times K$ that corresponds to $G$ given the support $\mathcal{I}$. Also, $Q_{\mathcal{I}}$ is defined as a sub-matrix of size $|\mathcal{I}| \times K$ that corresponds to the non-zero rows in $G_{\mathcal{I}}$. Similarly, $A_{\mathcal{I}}$ is a sub-matrix of size $N_a \times |\mathcal{I}|$ that corresponds to the support $\mathcal{I}$ in $\tilde{A}$ and $\Gamma_{\mathcal{I}}$ is a sub-matrix of size $|\mathcal{I}| \times |\mathcal{I}|$ that corresponds to the support $\mathcal{I}$ in $\Gamma$. As a result, by recalling the Bayesian
formula, the term $P(I|Y)$ in $P(I) = \frac{P(Y|I) P(I)}{P(Y)}$, (20)

$$
P(I) = \frac{P(Y|I) P(I)}{P(Y)}
$$

$$
P(I) = \frac{P(Y|I) P(I)}{P(Y)}
$$

$P(I) = \frac{P(Y|Q_I) P(Q_I|I) dQ_I}{P(Y)}$

$$
= \int_{Q_I} P(Y|Q_I, I) P(Q_I|I) dQ_I
$$

$$
= \int_{Q_I} P(Y|Q_I, I) P(Q_I|I) dQ_I
$$

$= C_0 \int_{Q_I} \text{exp} \left( -\frac{1}{2\sigma^2} \text{tr} \left( (Y - \Phi \hat{A}_I Q_I^H) (Y - \Phi \hat{A}_I Q_I^H) \right) \right) - \text{tr} \left( Q_I^H \Gamma_I^{-1} Q_I \right) dQ_I
$$

$$
= C_0 C_1 C_2 C_3 \text{exp} \left( \text{tr} \left( Q_I^H \Sigma^{-1} Q_I \right) \right) \text{det} \left( \Sigma \right)^K
$$

where $Q_I$ is derived by the total probability formula; $C_1$ is attained by using $C_0 \triangleq P(I) / P(Y)$, $C_1 \triangleq \pi^{-|I|MLK^2} \text{det} \left( \Gamma_I^{-1} \right) \text{det} \left( \sigma^2 I_{ML} \right)^{-K}$, and the facts that $Y \sim CN_{MLK} \left( \Phi A_I Q_I, I_K \otimes \sigma^2 I_{ML} \right)$ given $Q_I$ and $I$ and $Q_I \sim CN_{|I|L_K} \left( 0, I_K \otimes I_{ML} \right)$ given a support $I$. (22) is derived by rearranging the terms in the exponent and performing integration over $Q_I$, with $C_2 \triangleq \text{exp} \left( -\frac{1}{2\sigma^2} \text{tr} \left( Y^H Y \right) \right)$, $C_3 \triangleq \pi^{-|I|K}$, and $\Sigma$ and $Q_I$ given by, respectively,

$$
\Sigma \triangleq \left( \sigma^2 A_I^H \Phi^H \Phi \hat{A}_I + \Gamma_I^{-1} \right)^{-1},
$$

$$
Q_I \triangleq \sigma^{-2} A_I^H \Phi^H Y.
$$

For notational simplicity, (22) can be equivalently expressed as

$$
P(I) = C \text{exp} \left( \text{tr} \left( Q_I^H \Sigma^{-1} Q_I \right) + K \log \left( \text{det} \left( \Sigma \right) \right) \right),
$$

where $C \triangleq C_0 C_1 C_2 C_3$ is a constant. Then, taking the non-zero rows of $G_T$, i.e., $Q_I$, into account, the integral term involved in (19) can be explicitly computed as

$$
\hat{Q}_I = \int_{Q_I} Q_I P(Q_I|I, Y) dQ_I
$$

$$
= \left( \sigma^{-2} A_I^H \Phi^H \Phi \hat{A}_I + \Gamma_I^{-1} \right)^{-1} \sigma^{-2} A_I^H \Phi^H Y. 
$$

Hence, the row-sparse matrix $G_T$ can be recovered by putting $\hat{Q}_I$ back as its non-zero rows specified by the support $I$.

In the special case of $|I| = 1, P(I|Y)$ in (26) reduces to

$$
P(i|Y) = C \text{exp} \left( \frac{\text{tr} \left( Y^H \Psi_i \Psi_i^H Y \right)}{\sigma^4 b} - K \log (b) \right),
$$

where $\Psi_i \triangleq \bar{\Phi} \alpha_0 \alpha_0^H$ and $b \triangleq \Psi_i^H \Psi_i / \sigma^2 + 1/\gamma_i$. In the general case of $|I| > 1, P(I|Y)$ can be approximated from (29) by a greedy pursuit algorithm. As a result, for the MMSE estimate shown in (19), we need to compute (28) and (29) for all $I \in \Omega$. In summary, similar to (10), assuming that $\gamma_1 = \cdots = \gamma_G = \gamma$, i.e., $\Gamma \triangleq \gamma I$, our Bayesian inference-aided channel estimation method is formalized in Algorithm 2.

A. The Effectiveness of Dictionary

To evaluate the effectiveness of dictionary, we explore the statistics of the minimal angle of the angles between a random point on the unit hemisphere and all the $G$ grids in a dictionary. Mathematically, we consider an ideal case and suppose that $G$ grids are uniform distributed on a unit hemisphere and the minimal angle of the angles between a random point on the unit hemisphere and the $G$ grids is no bigger than $\gamma_0$. If such a case, the hemispherical surface can be approximately tessellated into $G$ spherical circles with radius $\gamma_0$. Accordingly, we have $2\pi/G = 2\pi / (1 - \cos \gamma_0)$, yielding

$$
\gamma_0 = \arccos \left( \frac{G - 1}{G} \right),
$$

where $\arccos(\cdot)$ is the inverse function of the cosine function. Moreover, the cumulative distribution function (CDF) of the theoretically minimal angle can be derived and given by

$$
F(r) = \frac{r^2}{r_0^2}, \quad 0 \leq r \leq r_0.
$$

Figure 3 depicts the numerical results computed by (31), compared with the simulation results of the CDF of the minimal angles corresponding to the grids generated by (13)-(15), where $G_h = G_v = 64$. It is observed that the CDF pertaining to the SFG method is closer to the theoretical one than either the UPSD or the USVD method. This observation accords with that from Fig. 2 where the grids generated by the proposed SFG method are more uniform than those generated by the UPSD or USVD. Therefore, the dictionary generated by the SFG method is capable of more consistent channel estimation for rays in any direction.
B. Performance of Channel Estimation

To evaluate the performance of Algorithm 2 for channel estimation, in the pertaining simulation experiments we assume that the UPA at the BS is equipped with \( L = 8 \) RF chains, \( (N_v, N_h) = (16, 16) \) antenna elements with spacings \( d_v = d_h = \lambda/2 \), and \( K = 24 \) subcarriers. The number of spatial scattering paths \( N_p \in \{6, 7, \cdots, 12\} \) is chosen equiprobably, the directions of paths are isotropic, the gains of each path are subject to zero-mean complex Gaussian distribution, and the delays \( \{\tau_n\} \) are chosen uniformly from \([0, (N_p-1)\lambda]\) with \( T_a = 1/1760 \mu s \). As for the dictionaries, we set \( G_{1v} = G_{1h} = 32 \) and \( V = 20 \) is chosen in Algorithm 2. As a performance measure, the normalized mean squared error (NMSE) is defined as \( \mathbb{E}\left\{ \frac{\|H - \hat{H}\|^2}{\|H\|^2} \right\} \), where \( H \) denotes the actual channel used in simulation experiments.

Figure 4 compares the NMSE of different schemes versus the signal-to-noise ratio (SNR), in the case of \( M = 10 \) pilots. For comparison purposes, the three dictionaries generated by (13)-(15) are combined each with the traditional OMP or SWOMP scheme, widely used for sparse channel estimation in mmWave MIMO systems. We can observe that, if the OMP scheme is concerned, the first three curves in Fig. 4 show the ‘USPD+OMP’ scheme performs the worst and the ‘SFG+OMP’ the best, while the ‘USVD+OMP’ performs in-between. This observation is in agreement with that from Fig. 3. The same conclusion can be taken from Fig. 4 if the SWOMP scheme is concerned. Finally, the last curve in Fig. 4 illustrates that the proposed Bayesian approach combined with the SFG-based dictionary outperforms the other schemes under consideration. Likewise, we can draw a similar conclusion from Fig. 5 where the NMSE is plotted versus the number of pilots with a fixed SNR. Therefore, the proposed SFG-based dictionary and the companion Bayesian approach benefit more accurate channel estimation.

V. CONCLUSIONS

This letter designed a spherical Fibonacci grid-based dictionary with minor angular errors to accurately represent channels in the 3D beamspace, and developed a Bayesian inference-aided simultaneous orthogonal matching pursuit algorithm for efficient channel estimation in hybrid FD-MIMO communication systems. Numerical results demonstrated that the designed dictionary generates more uniform directional grids in any desired 3D beamspace. The Bayesian channel estimation combined with the designed dictionary yields higher accuracy than the benchmark schemes, which finds applications in mmWave FD-MIMO systems.
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