ROBUST MYOPIC CONTROL FOR SYSTEMS WITH IMPERFECT OBSERVATIONS
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Control of systems operating in unexplored environments is challenging due to lack of complete model knowledge. Additionally, under measurement noises, data collected from onboard sensors are of limited accuracy. This paper considers imperfect state observations in developing a control strategy for systems moving in unknown environments. First, we include hard constraints in the problem for safety concerns. Given the observed states, the robust myopic control approach learns local dynamics, explores all possible trajectories within the observation error bound, and computes the optimal control action using robust optimization. Finally, we validate the method in an OSIRIS-REx-based asteroid landing scenario.

INTRODUCTION

An accurate dynamics model is indispensable in developing control strategies for systems moving in a complex and changing environment. When exploring a new environment, however, prior knowledge of the dynamics model is usually scarce [1]. Consider a small body landing mission. System dynamics are complex due to the object’s irregular shape, non-uniform mass distribution, weak gravitational field, as well as environmental perturbations caused by solar pressure and gravity of other celestial body [2,3]. Without long-term close observation, a precise landing dynamics model is usually unavailable before launch [4]. To decrease the impact of model uncertainty on the actual system behavior, the system should update its onboard model and make real-time decisions based on interactions with the environment.

Existing methods for data-driven learning [5,6], control design and performance assessment under unknown dynamics [7,8] typically require intensive measurement data or significant information about the model, such as pre-designed controllers under different conditions, parameter variation range, or state characteristics. Nevertheless, in the problem setting studied in this paper, state measurements are limited. Furthermore, we assume that there is no prior knowledge of the environment. In [9], a sampling-based task learning method is proposed for control-affine systems with unknown dynamics. The method attains the optimal control policy through a sequential learning of a global state-value function in the state space and a local action-value function around each state. Although the method is independent of actual models, it cannot be applied in asteroid landings, since exploring the entire state space in a limited time is impractical.
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The concept of myopic control was first proposed in [10], where the method learns local dynamics by observing the variation of states under a given control sequence, and uses the estimated dynamics to make online decisions. A goodness function is developed to quantify the system performance with respect to mission objectives, and the control action that yields the maximal value of the goodness function is selected as the piecewise constant control for the next step. The ability of learning dynamics and computing control actions in real-time makes myopic control a good fit to be implemented in our problem, except that, in the method, accurate state observations are assumed to be available at every sampling point. In practice, observation information obtained from sensors is usually of limited precision due to measurement noise or instrument calibration error [11]. Such imperfect state observations may be misleading in decision-making as, for example, the generated control action may guide the vehicle to an unexpected direction. Another drawback of myopic control is that hard constraints are not guaranteed to be satisfied in the context. Although the method assigns a small value to the goodness function for undesirable system performance so that the corresponding control action is less likely to be selected, it does not exclude the possibility of constraint violation. As hard constraints define the feasible regions in the state space, it is required for safety concern that they are strictly satisfied all the time.

In this paper, we extend the work of myopic control with hard safety constraint guarantees, and propose a robust myopic control strategy in the presence of imperfect observations. Instead of optimizing based on a single observed trajectory, the method considers the set of all possible trajectories within a given observation error bound, and computes the optimal control actions using robust optimization.

We validate the approach in the setting of an on-going asteroid mission OSIRIS-REx with landing requirements [3], and compare the system performance of both nominal myopic control and robust myopic control under the same observation conditions.

PRELIMINARIES

In this section, we give a brief overview of the notation, necessary assumptions, and the general idea of myopic control. We denote the set \{0, 1, \ldots, m\} by \[^{m}\] and the set of all continuous functions from set \(A \subseteq \mathbb{R}^m\) to set \(B \subseteq \mathbb{R}^n\) by \(C(A, B)\). For a vector \(v \in \mathbb{R}^n\), \(\|v\|\) denotes its 2-norm. For \(x \in \mathbb{R}^n\), \(x_i\) with \(i \in 1, 2, \ldots, n\) denotes the \(i\)-th component of \(x\). Notation \(f|_{[a,b]}\) emphasises that function \(f\) is only considered on the interval \([a,b]\). Symbol \(\mathbb{N}\) denotes all strictly positive integers.

Consider the system with compact domain \(\mathcal{X} \subseteq \mathbb{R}^n\)

\[
\dot{x} = f(x) + \sum_{i=1}^{m} g_i(x)u_i
\]  

(1)

where functions \(f, \{g_i\}_{i \in [m]} \in C(\mathcal{X}, \mathcal{X})\) and control input \(u = [u_1, \ldots, u_m]^T \in \mathbb{R}^m\). Let the solution of (1) under control signal \(u : [0, \infty) \rightarrow \mathbb{R}^m\) and initial state \(x_0\) be denoted by \(\phi_u(\cdot, x_0)\). We assume that \(u\) is piecewise-constant and a unique solution \(\phi_u(\cdot, x_0)\) under \(u\) exists.

We make the following assumptions:

- No prior knowledge of the dynamics is available except it is in the form of (1). Functions \(f\) and \(\{g_i\}_{i \in [m]}\) are unknown, but are known to be bounded by \(M_0\) and are \(M_1\)-Lipschitz, i.e.,
for some $M_0 > 0, M_1 > 0$,
\[
\|f(x)\| \leq M_0, \\
\|g_i(x)\| \leq M_0, \forall i \in [m], \\
\|f(x) - f(y)\| \leq M_1 \|x - y\|, \forall x, y \in \mathcal{X}, \\
\|g_i(x) - g_i(y)\| \leq M_1 \|x - y\|, \forall x, y \in \mathcal{X}, \forall i \in [m]. \tag{2}
\]

- The system starts at an initial state $x_0$ and runs only once. All control decisions are made during the run with no repetitions.

For any given control action $u$, a goodness function $G$ is defined as an evaluation of how well the system performs according to the control objective
\[
(\phi, v) \mapsto G(\phi, v), \phi \in \mathcal{F}, v \in \mathbb{R}^n \tag{3}
\]

where
\[
\mathcal{F} = \bigcup_{T \geq 0} C([0, T], \mathcal{X}) \tag{4}
\]

The system performance to be evaluated includes the trajectory $\phi$ until time $T$ and the system velocity $v$ at time $T$. The Lipschitz constant $L$ of function $G : \mathcal{F} \times \mathbb{R}^n \to \mathbb{R}$ for all $\phi_1|_{[0, T_1]}, \phi_2|_{[0, T_2]} \in \mathcal{F}$ and $v_1, v_2 \in \mathbb{R}^n$ is given by
\[
|G(\phi_1|_{[0, T_1]}, v_1) - G(\phi_2|_{[0, T_2]}, v_2)| \leq L(d(\phi_1|_{[0, T_1]}, \phi_2|_{[0, T_2]}) + \|v_1 - v_2\|), \tag{5}
\]

where
\[
d(\phi_1|_{[0, T_1]}, \phi_2|_{[0, T_2]}) = |T_1 - T_2| + \max_{t \in [0, \min(T_1, T_2)]} \|\phi_1(t) - \phi_2(t)\|. \tag{6}
\]

Generally, the goodness function predicts how different control actions will influence the system behavior in the future, and the one that maximizes the goodness function is regarded as the optimal control action. Thus, the problem to be solved can be addressed as finding a control strategy for the system that always results in the maximum goodness function value, i.e., finding a control signal $u^* : [0, T] \to \mathcal{U}$ such that, for all $t \in [0, T]$, if $x = \phi_{u^*}(t, x_0)$, then
\[
G(\phi_{u^*}(\cdot, x_0)|_{[0, t]}, f(x) + \sum_{i=1}^{m} g_i(x) u^*_i(t)) = \max_{u \in \mathcal{U}} G(\phi_u(\cdot, x_0)|_{[0, t]}, f(x) + \sum_{i=1}^{m} g_i(x) u_i). \tag{7}
\]

We now give a brief description of myopic control and refer the reader to [10] for details of an approximate solution to (7). The myopic control strategy is built upon sequential and repeating phases of learning local dynamics and computing optimal control actions. First, we design a goodness function $G(\phi, v)$ according to the control objective. In order to learn the dynamics, $m + 1$ affinely independent control inputs are applied on the system for a given short period of time and the state variations are observed. Assume that the affinely independent control inputs are marked as $u^* + \Delta u^0, ..., u^* + \Delta u^m$ with $u^* = 0$ at time $t_0$. By applying $u^* + \Delta u^j, j = 0, ..., m$ in $[t_0 + j\varepsilon, t_0 + (j + 1)\varepsilon]$, the system state at the end of the time interval is observed and marked as
The corresponding trajectory composed by these states is denoted as \( \phi \). The local dynamics are then approximated by

\[
v(u, x) = \sum_{j=0}^{m} \lambda_j (x_{j+1} - x_j) / \varepsilon,
\]

where \( \lambda_0, ..., \lambda_m \) are unique coefficients determined by \( \sum \lambda_j = 1 \) and \( u = \sum \lambda_j (u^* + \Delta u^j) \). The optimal control action that maximizes the goodness function is obtained as

\[
u^* \in \arg \max_{u \in \mathcal{U}} G(\phi(\cdot, x_0)|[0, t_0+(m+1)\varepsilon], v(u, x))
\]

Such a \( u^* \) is then used as the basic control input in the next iteration, with the new \( t_0 \) given by \( t_0 + (m + 1)\varepsilon \). For simplicity, we denote the entire control signal derived from this strategy as \( u^* : [0, T] \rightarrow \mathcal{U} \). The process repeats until task completion.

**PROBLEM STATEMENT**

In this paper, we improve the basic method for myopic control in [10] by accounting for the existence of hard safety constraints [12] and availability of only imperfect system state observations [13]. We define hard safety constraints as safety-related state constraints that need to be strictly satisfied. By denoting the set of all hazardous states as \( B \subseteq \mathcal{X} \), the states that satisfy safety constraints are given by \( x(t) \in \mathcal{X}\backslash B \). Besides, the observed states attained from sensors often deviate from the true ones due to measurement noise and instrumental error [14]. We consider such imperfect observations in the problem, and use \( x_{\text{obs}} \) to distinguish the observed state from the true state \( x_{\text{true}} \). We assume that even though state observations are inaccurate, there is a known constant \( \Delta > 0 \) such that \( \|x_{\text{true}}(t) - x_{\text{obs}}(t)\| \leq \Delta \) for all \( t \geq 0 \). The problem to be solved in this paper can be described as

**Problem 1** Let the initial state \( x_0 \in \mathcal{X} \), the unsafe set \( B \subseteq \mathcal{X} \), and the feasible control action set \( \mathcal{U} \subseteq \mathbb{R}^m \) be given. Additionally, let \( G \) be the goodness function designed from control objective, \( T \geq 0 \) be the time length of the mission, and \( \Delta \) be the bound of state observation error. Find a control signal \( u^* : [0, T] \rightarrow \mathcal{U} \) that satisfies the following conditions for all \( t \in [0, T] \):

(i) \( \phi_{u^*}(t, x_0) \notin B \),

(ii) \( G(\phi_{u^*}(\cdot, x_0)|[0,t], v(u, \phi_{u^*}(t))) = \max_{u \in \mathcal{U}} G(\phi_u(\cdot, x_0)|[0,t], v(u, \phi_u(t))) \).

In the remainder of the paper, we first propose a modified myopic control strategy to provide guarantees for hard safety constraints. Then we solve the above problem with imperfect observations by developing a robust myopic control strategy.

**MYOPIC CONTROL WITH HARD SAFETY CONSTRAINTS**

In myopic control, the goodness function predicts system behavior in the near future based on the learned local dynamics. As a result, it can also foresee if there is any conflict between system safety and mission objective, i.e., whether the system will violate hard safety constraints when it is trying to achieve the goal. In this paper, we estimate system performance under different control actions at the beginning of every learning period. For control inputs that lead to constraint violation, we set their goodness function values as \( -\infty \). Otherwise, the goodness function receives the same real value as designed before. We use this method of assigning goodness function values so that by maximizing the goodness function, the control action that causes constraint violation will not be chosen, provided there are any better choices. In the following, we present two possible ways for
system performance prediction:
(i) Assume that the dynamics remain the same for a short time interval. We can directly predict system state \( \phi_{u}^{\text{pred}}(t + \Delta t, x_0) \) under every possible control action \( u \) for some small \( \Delta t \) (e.g. a learning period). We regard a control action asbad if the predicted state belongs to set \( B \). Then we set its goodness function value as \(-\infty\), i.e., if

\[
\phi_{u}^{\text{pred}}(t + \Delta t, x_0) \in B,
\]
then
\[
G(\phi_{u}(\cdot, x_0)|_{[0,t]}, v(u, x)) = -\infty.
\]

(ii) Assume that the dynamics keep changing, but remain Lipschitz-continuous with a known Lipschitz constant. Then we can compute the set \( \Phi_{u}^{\text{pred}}(t + \Delta t, x_0) \) of all possible values for \( \phi_{u}(t + \Delta t, x_0) \). We regard a control action asbad if any element in the set of predicted system state from time \( t \) to \( t + \Delta t \) is inside \( B \), i.e. if, using the given control action, there is possible that the system will violate the state constraint. We then set the goodness function value as \(-\infty\), i.e., if

\[
\bigcup_{t' \in [t,t+\Delta t]} \Phi_{u}^{\text{pred}}(t', x_0) \cap B \neq \emptyset,
\]
then
\[
G(\phi_{u}(\cdot, x_0)|_{[0,t]}, v(u, x)) = -\infty.
\]

To demonstrate the effect of such goodness function design, we present a simple example where the system is required to avoid an obstacle:

**Example 1** Consider an agent moving with the dynamics

\[
\begin{align*}
\dot{x}_1 &= x_3, & \dot{x}_2 &= x_4, \\
\dot{x}_3 &= u_1, & \dot{x}_4 &= u_2.
\end{align*}
\]

Equation (10) describes the movement of an agent in \( \mathbb{R}^2 \), where \( x_1 \) and \( x_2 \) are the agent’s position, and \( x_3 \) and \( x_4 \) are its velocity. Note that in the example, we only use the dynamics model to generate state observations and use no knowledge of it in determining control inputs. We further define the obstacle region as \( B = \{ x \in \mathbb{R}^4 \mid (x_1 - 50)^2 + x_2^2 \leq 15^2, x_2 \geq 0 \} \) and design the goodness function in the following form

\[
G(\phi_{u}, v(u, x)) = \begin{cases} 
-\|r_p - r_f\|^2 - \frac{\tau}{\|r_p - r_B\|^2}, & r_p \not\in B \\
-\infty, & r_p \in B
\end{cases}
\]

where \( r_f = [0,0]^T \) is the target position for \( (x_1, x_2) \), and \( r_p \) is the predicted position of \( (x_1, x_2) \) under the assumption of (i). The generated trajectory with \( \tau = 150 \) is shown in Figure [1] where the system successfully avoids the obstacle and reaches the target.

Having introduced a goodness function design with guaranteed hard constraint satisfaction, we now turn our attention to the existence of imperfect system state observations.
ROBUST MYOPIC CONTROL

In the presence of imperfect state observations, the myopic control method will learn an incorrect local dynamics and generate control actions that potentially lead the system to an unexpected direction. We illustrate this phenomenon in the previous example, by adding 5 different constant observation errors on \( x_2 \) i.e., \( x_{2}^{\text{obs}} = x_{2}^{\text{true}} + \epsilon \). The obtained trajectories are depicted on the left side of Figure 2. As can be seen, all the actual trajectories collide with the obstacle because the system wrongly believes that it is further away.

To overcome the constraint violation problem under imperfect observations, we propose a robust myopic control strategy that ensures tolerable performance for all possible system trajectories. Assume that the observation error bound \( \Delta \) is known, i.e., the actual system state \( x^{\text{true}}(t) \) satisfies \( x^{\text{true}}(t) \in [x^{\text{obs}}(t) - \Delta, x^{\text{obs}}(t) + \Delta] \) for all \( t \in [0, T] \). Notice that there exist multiple possible trajectories consistent with the same set of observations. Using the local dynamics learned from the observed states, we predict possible system performance under different control actions for each trajectory. Analogous to classic robust control algorithms which take bounded modeling errors into account and optimize system performance by solving a min-max problem \([15, 16]\), we design the robust myopic control strategy. As illustrated in Figure 2, for every control input \( u \), the strategy finds its “worst case”, i.e., a trajectory that results in the worst performance when \( u \) is applied. It then searches for the control action \( u^{+} \) whose worst performance is the best among others. Formally, instead of the control input \( u^{*} \) from (9), the robust myopic control strategy finds a control input \( u^{+} \in \mathcal{U} \) at time \( t_0 + (m + 1)\varepsilon \) such that

\[
G(\phi, v^{\phi}(u^{+}, x)) = \max_{u \in \mathcal{U}} \min_{\phi \in \mathcal{B}(\phi^{\text{obs}}, \Delta)} G(\phi, v^{\phi}(u, x)),
\]

(12)

where \( v^{\phi} \) is the approximate system direction defined in (8), given the trajectory \( \phi : [0, t_0 + (m + 1)\varepsilon] \rightarrow \mathbb{R}^n \), \( \phi^{\text{obs}} \) is the observed system trajectory, and \( \mathcal{B}(\phi^{\text{obs}}, \Delta) = \{ \phi : [0, t_0 + (m + 1)\varepsilon] \rightarrow \mathbb{R}^n \mid \| \phi(t) - \phi^{\text{obs}}(t) \| \leq \Delta \} \) for all \( t \in [0, t_0 + (m + 1)\varepsilon] \). The control input \( u^{+} \) is then applied after modified by \( \Delta u^{j} \), as described in the preliminary section. We assume that the min in (12) exists, which holds under mild assumptions of continuity of \( G \). Alternatively, a nearly-robust optimal control action \( u^{+} \) can be obtained by choosing \( \phi \) such that \( G(\phi, v^{\phi}(u, x)) \) is close to \( \sup_{\phi \in \mathcal{B}(\phi^{\text{obs}}, \Delta)} G(\phi, v^{\phi}(u, x)) \). For simplicity, as in the preliminary section, we slightly abuse notation and in the future also use \( u^{+} \) to denote the control signal computed from the robust myopic control method.
Figure 2. An illustration of the robust myopic control strategy. The observed system trajectory is given in red, and two additional possible system trajectories consistent with known observation error bounds are given in black. At the end of the learning period, we consider each of the three possible controls \((u_1, u_2, \text{and} \ u_3)\), and calculate the predicted system velocity for each of those controls, at each possible trajectory. The goodness function is designed to be proportional to the upwards slope of the predicted velocity vectors. As the worst slope generated by \(u_1\) for different possible trajectories is better than the worst slopes of \(u_2\) and \(u_3\), the robust control algorithm will choose \(u_1\) as its control input for the next learning period.

We now provide a theoretical bound for system performance under robust myopic control \(u^+\). We write \(\phi^\text{true}_u\) for the true trajectory under control signal \(u^+\), and use \(v^\text{true}(u,x) = f(x) + \sum_{i=1}^{m} g_i(x) u_i\).

We want to determine the level of suboptimality of the robust myopic control law, i.e., bound

\[
|G(\phi^\text{true}_u|_{[0,t]}, v^\text{true}(u^+(t), \phi^\text{true}_u(t))) - \max_{u \in \mathcal{U}} G(\phi^\text{true}_u|_{[0,t]}, v^\text{true}(u, \phi^\text{true}_u(t)))|.
\]  

In the following, we derive the theoretical bound based on the results in [10], which only covers the case where the goodness function is real-valued and has a Lipschitz constant in the sense of (5)–(6). In the case where the goodness function can reach \(-\infty\), it can be easily shown that the robust control law will always choose a control action that results in real-valued goodness, if such a control action exists. Thus, we have

**Theorem 1** Let functions \(f, \{g_i\}_{i \in [m]}\) in system dynamics be bounded by \(M_0\) and be \(M_1\)-Lipschitz. Assume that the goodness function \(G\) is real-valued and has Lipschitz constant \(L\), and that observation noises are bounded by \(\Delta\). Then,

\[
|G(\phi^\text{true}_u|_{[0,t]}, v^\text{true}(u^+(t), \phi^\text{true}_u(t))) - \max_{u \in \mathcal{U}} G(\phi^\text{true}_u|_{[0,t]}, v^\text{true}(u, \phi^\text{true}_u(t)))| 
\leq 8LM_0M_1(m + 1)^3(4m^3 + \delta)\varepsilon + 2L \left( 3\Delta + \frac{4\Delta}{\delta} \left( 1 + 4m\sqrt{m} \delta \right) \right) \]  

for all \(t = k(m + 1)\varepsilon, k \in \mathbb{N}\).

We give the proof of Theorem 1 in Appendix.

**Remark 1** While Theorem 1 provides bound only for \(t = k(m + 1)\varepsilon\), i.e., end times of each learning cycle, a similar bound can be obtained for all \(t \geq (m + 1)\varepsilon\), in analogy to the results in [10]. Such a result is a consequence of Lipschitz continuity of the system dynamics, as well as the bound on the size of test controls \(\Delta u^3\).

**Remark 2** We note that the bound developed in Theorem 1 is extremely liberal, and can likely be reduced by employing a more careful, and technical, proof procedure. Nonetheless, the resulting
bound shows that parameters $\delta, \varepsilon$ and distribution of the observation noises have a joint influence on the expected system performance, and that by reducing observation noise and properly selecting parameters, robust myopic control achieves performance arbitrarily close to optimal.

We now apply the robust myopic control strategy to Example 1. The same five constant observation errors are added on $x_2$, and the results are shown on the right side of Figure 3. In the simulation, we set the observation error bound $\Delta$ as 1.5 times larger than the actual errors. The right side of Figure 3 shows that all system trajectories now avoid the obstacle.

![Figure 3. Trajectories generated by nominal myopic control (left) and robust myopic control (right) under constant observation errors $e = [0.5, 1.0, 1.5, 2.0, 2.5]$. Blue solid lines refer to the actual trajectories, and red dashed lines refer to the observed trajectories.](image)

**SIMULATION**

Asteroid Model

In this section, we apply the proposed method to an asteroid landing scenario based on the ongoing OSIRIS-REx asteroid sample return mission [3]. Launched in 2016, the spacecraft is expected to arrive at the asteroid 1999 RQ36 Bennu in late 2018. After performing close-proximity mapping operations for about 12 months, the spacecraft is going to descend towards the surface of the planet for sample collection. Currently, a rough asteroid model and its associated gravity field model are available based on ground observations [17]. In the simulation, we use the model of dynamics described in [18] to generate the actual states of the system:

\[
\begin{align*}
\dot{r}_x &= v_x, \\
\dot{r}_y &= v_y, \\
\dot{r}_z &= v_z, \\
\dot{v}_x &= 2\omega v_y + \omega^2 r_x + \frac{\partial V}{\partial r_x} + u_x + p_x, \\
\dot{v}_y &= -2\omega v_x + \omega^2 r_y + \frac{\partial V}{\partial r_y} + u_y + p_y, \\
\dot{v}_z &= \frac{\partial V}{\partial r_z} + u_z + p_z, \\
\end{align*}
\]

where $r = [r_x, r_y, r_z]^T$ is the lander position, $v = [v_x, v_y, v_z]^T$ is the lander velocity, and $u = [u_x, u_y, u_z]^T$ is the control vector corresponding to engine thrust, all given in the body-fixed rotating
frame. Additionally, $\omega$ is the asteroid rotating speed, $V$ is the potential field of the asteroid, and $p = [p_x, p_y, p_z]^T$ is the environmental perturbation caused by solar pressure and gravitation of other celestial body. For simulation purpose, we simply set $p = 0$ and directly use the potential field model developed in [17]. We omit the details of this model, as it is complex and does not play a large role in the remainder of the paper. We emphasize that, in line with the setting of myopic control, no specific knowledge of the above dynamics model is used in computing control actions — we simply use model (15) to simulate system behavior.

**Goodness Function**

To achieve high landing accuracy, the distance between the target and the predicted touchdown location should be as small as possible. We denote by $r_f$ the position of the designated landing site, and $r_p(t')$ the predicted system state at time $t'$. In our prediction, we assume that the vehicle, if its current position, at time $t$, is $r$ and velocity $v$, flies with a constant acceleration $a_u$ during $[t, t']$, i.e.,

$$r_p(t') = r + (t' - t)v + \frac{1}{2}(t' - t)^2a_u.$$  

(16)

where $a_u$ is the predicted system acceleration when control input $u$ is applied at time $t$.

The landing error is then calculated from $||r_p(t_{go}) - r_f||$, where $t_{go}$ is the estimated landing time, i.e., time that $r_p$ intersects with the asteroid surface. As we seek to minimize this error, we define the goodness function as

$$G(\phi|_{[0,t]}, v(u, \phi(t))) = -||r_p(t_{go}) - r_f||^2,$$

(17)

It is possible that the predicted trajectory $r_p$ keeps extending in the space and never intersects with the asteroid surface. In such a case, we set a flight time upper bound $t_{max}$, and define the “landing error” as the minimum distance between the lander and the asteroid in the prediction. Thus, we amend (17) by

$$G(\phi|_{[0,t]}, v(u, \phi(t))) = \begin{cases} -||r_p(t_{go}) - r_f||^2, & t \leq t_{go} \leq t_{max}, \\ -\min_{t' \in [t, t_{go}]} ||r_p(t') - r_f||^2, & t_{go} > t_{max}. \end{cases}$$

(18)

Due to resolution constraints, the current best available map of Bennu can only model the asteroid as largely convex and locally flat. In order to showcase the quality of the proposed landing approach, we add an additional dangerous obstacle on the asteroid surface and place it close to the landing site. The additional obstacle poses a hard safety constraint to the problem, as landing on it is prohibited. We define the hazardous states as $B = \{r||r - R_B|^2 \leq R\}$, where $R_B$ is the center point of the semi-spherical obstacle. Upon consideration of hard constraints, we modify the goodness function as

$$G(\phi|_{[0,t]}, v(u, \phi(t))) = \begin{cases} -||r_p(t_{go}) - r_f||^2 - \frac{\tau}{||r_p(t) - R_B||^2}, & r_p(t') \notin B, t \leq t_{go} \leq t_{max}, \\ -\min_{t' \in [t, t_{go}]} ||r_p(t') - r_f||^2 - \frac{\tau}{||r_p(t') - R_B||^2}, & r_p(t') \notin B, t_{go} > t_{max}, \\ -\infty, & r_p(t') \in B, \end{cases}$$

(19)

Here we choose $\tau = 15000$. Note that the prediction of obstacle collision can be conducted at any time $t' \in [t, t_{go}]$. Here we make a short-term collision prediction by setting $t' = t + 2(m + 1)\varepsilon$, i.e., twice the length of a learning period.
Results for Perfect Observations

We first assume that the state observations are perfect, and apply myopic control with the goodness function defined in (19). We set the vehicle initial position as \( r_0 = [200, -100, 330]^T \) m, where the origin of the coordinate system corresponds to the asteroid center of mass. The vehicle is originally placed about 90 m above the asteroid surface. We require it to land on the surface at \( r_f = [-26, 0, 243]^T \) m. The obstacle sphere is centered at \( r_B = [14, -23, 250]^T \) m with radius \( R \) of 15 m. The asteroid with the additional obstacle, as well as the starting and landing point, are illustrated in Figure 4. In the simulation, the time interval between state observations is \( \varepsilon = 2 \) s. Since we apply four affine-independent control inputs \( u^* + \Delta u_j, j = 0, \ldots, 3 \) in each iteration, the update cycle of the local dynamics model is \( (m + 1)\varepsilon = 8 \) s. The generated landing trajectory, with a 7 m landing error, is shown in Figure 4.

![Figure 4. Landing trajectory and system performance under perfect observations.](image)

Results for Imperfect Observation

In the asteroid landing process, the data collected by sensors is inevitably contaminated due to environment noises and instrumental calibration deviation [19]. In our simulation, we add different position observation errors on the z-axis, and compare system performances under nominal myopic control and robust myopic control.

The nominal myopic control strategy directly uses the wrong state information in learning the dynamics and generating control actions. When the flight path is close to the obstacle in the landing process, using nominal myopic control under imperfect observation may lead to collision. Figure 5 illustrates the actual and observed trajectories under observation error \( e = [1, 2, 3, 4] \) m respectively. As the error increases, the risk of intersecting with the obstacle region grows. When \( e \geq 3 \) m, the lander collides with the obstacle.

On the other hand, the robust myopic control approach assumes that the bound of observation error \( \Delta \) is known by the system in advance. In every iteration, the method generates a control action that ensures system performance even in the worst-case scenario. Here we demonstrate the results of setting \( \Delta = 2e \) where observation error again equals \( e = [1, 2, 3, 4] \) m. The obtained trajectories are shown in Figure 6. We can see that, unlike in Figure 5, all the trajectories manage to fly over the obstacle region and reach the target.

We reiterate that, if \( \Delta/e \geq 1 \) and the goodness function is set to \(-\infty\) for a control input whenever it is possible to result in constraint violation, then the system is guaranteed to satisfy hard
constraints. However, as the value of $\Delta/e$ increases, the robust myopic control strategy becomes more conservative and computationally intractable, since a wider range of trajectories will be taken into account in decision-making. Thus, it is naturally desirable for $\Delta/e$ to be as close to 1 as possible. In practice, the ratio $\Delta/e$ depends on the quality of our prior knowledge of the sensing uncertainties.

CONCLUSION

In this paper, we extend the work of myopic control by considering hard constraints and imperfect observations in the problem. First, we provide guarantees for hard safety constraint satisfaction in myopic control by introducing $-\infty$ as a possible goodness function value. After that, we develop a robust myopic control strategy to deal with imperfect state observations. Given a fixed observation error bound, the method explores the set of all possible trajectories and finds an optimal control action that leads to the best-worst case performance. We then apply the method in an asteroid landing scenario based on the OSIRIS-REx mission. The result shows that when the system is moving in the vicinity of the hard constraint boundary, large observation errors will lead to constraint violation using the nominal myopic control strategy. However, by considering all possible trajectories in determining the control action, the robust myopic control approach diminishes the risk of violating constraints and thus improves system safety.
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APPENDIX: PROOF OF THEOREM 1

Proof. Let $t = k(m + 1)\varepsilon$. In the following, we use $\phi^+$ to denote the worst case trajectory in $B(\phi_{\text{obs}}, \Delta)$ in the sense of (12). Again, we abuse notation and denote by $u^\pm$ both the control law obtained by the robust myopic control, and its particular value at time $t = k(m + 1)\varepsilon$; the use is clear from the context. In the remainder of the text, we omit the time variable: $x_{j} = \phi_{u^+}(t_0 + j\varepsilon)$, $x_{j} = \phi_{u^+}(t_0 + j\varepsilon)$, where $t_0 = (k - 1)(m + 1)\varepsilon$, and all trajectories are defined on $[0, t]$.

We note that

$$|G(\phi_{u^+}^{\text{true}}, v_{\text{true}}(u^+, x^{\text{true}})) - \max_{u \in U} G(\phi_{u^+}^{\text{true}}, v_{\text{true}}(u, x^{\text{true}}))|$$

by triangle inequality, where $u^*$, given by (9), is the myopically optimal control based on learned dynamics for trajectory $\phi_{u^+}^{\text{true}}$. The last summand in (20) would be equal to 0 if $v = v^{\text{true}}$, i.e., if the system perfectly learned the dynamics. However, since $v \neq v^{\text{true}}$, this summand can be bounded from Theorem 13 in [10] by

$$4LM_0 M_1 (m + 1)\delta^3 (4m^2 + \delta^2)\varepsilon. \quad (21)$$

Now, based on the triangle inequality,

$$|G(\phi_{u^+}^{\text{true}}, v_{\text{true}}(u^+, x^{\text{true}})) - G(\phi_{u^+}^{\text{true}}, v_{\text{true}}(u^*, x^{\text{true}}))|$$

$$\leq |G(\phi_{u^+}^{\text{true}}, v_{\text{true}}(u^+, x^{\text{true}})) - G(\phi_{u^+}^{\text{true}}, v_{\text{true}}(u^+, x^{\text{true}}))|$$

$$+ |G(\phi_{u^+}^{\text{true}}, v_{\text{true}}(u^*, x^{\text{true}})) - G(\phi_{u^+}^{\text{true}}, v_{\text{true}}(u^*, x^{\text{true}}))| \quad (22)$$

where, through an understandable abuse of notation, $v$ is obtained from learning using the corresponding trajectory: e.g., $v(u^+, x^+) = \sum_j \lambda_j^{\text{true}} (x_j^{\text{true}} + 1 - x_j)/\varepsilon$. Define

$$\|\phi_{u^+}^{\text{true}} - \phi_{u^*}^{\text{true}}\| \leq \max_{x_j^{\text{true}} \in \phi_{u^+}^{\text{true}}} \|x_j^{\text{true}} - x_j^{\text{true}}\| \quad (23)$$

The dynamics learned from $x^+$ approximate true dynamics when $x^{\text{true}}$ and $x^+$ are close. Define $\Delta_j = x_j^+ - x_j^{\text{true}}$ for all $j \in [m]$. Since the goodness function $G$ has Lipschitz constant $L$, the first part on the right hand side of (22) can be bounded by

$$|G(\phi_{u^+}^{\text{true}}, v_{\text{true}}(u^+, x^{\text{true}})) - G(\phi_{u^+}^{\text{true}}, v(u^+, x^+))|$$

$$\leq L(\|\phi_{u^+}^{\text{true}} - \phi_{u^*}^{\text{true}}\| + \|v_{\text{true}}(u^+, x^{\text{true}}) - v(u^+, x^+)\|)$$

$$\leq L(\max_{j \in [m]} \|x_j^{\text{true}} - x_j^+\| + \|v_{\text{true}}(u^+, x^{\text{true}}) - v(u^+, x^+)\|) \quad (24)$$

$$\leq L(\max_{j \in [m]} \|\Delta_j\| + \|v_{\text{true}}(u^+, x^{\text{true}}) - v(u^+, x^+)\|).$$
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We now bound \( \| v^{\text{true}}(u^+, x^{\text{true}}) - v(u^+, x^+)\| \):

\[
\begin{align*}
\| v^{\text{true}}(u^+, x^{\text{true}}) - v(u^+, x^+) \| &= \left\| (f(x) + \sum g_i u_i^+ - \lambda_j^+ x_j^+ - \Delta_j^+ \right\| \\
&= \left\| (f(x) + \sum g_i u_i^+) - \lambda_j^+ x_j^+ - \frac{\Delta_j^+}{\epsilon} \right\| \\
&\leq \left\| (f(x) + \sum g_i u_i^+) - \lambda_j^+ x_j^+ - \frac{\Delta_j^+}{\epsilon} \right\| + \left\| \sum \lambda_j^+ \Delta_j^+ \right\| \\
&\leq \left\| (f(x) + \sum g_i u_i^+) - \lambda_j^+ x_j^+ - \frac{\Delta_j^+}{\epsilon} \right\| + \frac{\max_{j \in [m]} \| \Delta_j^+ \|}{\epsilon} \left( 1 + 4m \frac{\sqrt{m}}{\delta} \right) \\
&\leq 2M_0 M_1 (m + 1)^3 (4m^2 + \delta) \frac{\varepsilon}{\delta} + \frac{2m \max_{j \in [m]} \| \Delta_j^+ \|}{\epsilon} \left( 1 + 4m \frac{\sqrt{m}}{\delta} \right),
\end{align*}
\]

where the bound for \( \| \sum_{j=0}^m \lambda_j^+ \| \) together with the dynamics learning error bound are proved in \[10\]. Combining (24) and (25), we find the bound for the first part on the right hand of (22) as

\[
|G(\phi_{u^+}^{\text{true}}, v^{\text{true}}(u^+, x^{\text{true}})) - G(\phi_{u^+}^{\text{true}}, v(u^+, x^+))| \\
\leq 2LM_0 M_1 (m + 1)^3 (4m^2 + \delta) \frac{\varepsilon}{\delta} + L \left( \max_{j \in [m]} \| \Delta_j^+ \| + \frac{2m \max_{j \in [m]} \| \Delta_j^+ \|}{\epsilon} \left( 1 + 4m \frac{\sqrt{m}}{\delta} \right) \right)
\]

Let us now bound \(|G(\phi_{u^+}^{\text{true}}, v(u^+, x^+)) - G(\phi_{u^+}^{\text{true}}, v^{\text{true}}(u^+, x^{true}))|\). Applying the optimal control \(u^*\) generated from perfect state observations on all possible true trajectories, there exists a trajectory that receives the minimum goodness function value. Denote this trajectory and the states on it as \(\phi_{u^*}^0\) and \(x^0\). Then, we have

\[
G(\phi_{u^+}^{\text{true}}, v(u^+, x^+)) \geq G(\phi_{u^+}^{0}, v(u^*, x^0)).
\]

Considering that

\[
|G(\phi_{u^+}^{0}, v(u^*, x^0)) - G(\phi_{u^+}^{\text{true}}, v^{\text{true}}(u^*, x^{true}))| \\
\leq |G(\phi_{u^+}^{0}, v(u^*, x^0)) - G(\phi_{u^+}^{\text{true}}, v(u^*, x^{true}))| + |G(\phi_{u^+}^{\text{true}}, v(u^*, x^{true})) - G(\phi_{u^+}^{\text{true}}, v^{\text{true}}(u^*, x^{true}))| \\
\leq L(2 \max_{j \in [m]} \| \Delta_j^+ \| + \| v(u^*, x^0) - v(u^*, x^{true}) \|) + 2LM_0 M_1 (m + 1)^3 (4m^2 + \delta) \frac{\varepsilon}{\delta},
\]
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and
\[
\|v(u^*, x^0) - v(u^*, x^{\text{true}})\| = \left\| \sum_{j=0}^{m} \lambda_j \frac{x^0_{j+1} - x_j^0}{\varepsilon} - \sum_{j=0}^{m} \lambda_j \frac{x^0_{j+1} - x^0_j}{\varepsilon} \right\| \\
= \frac{1}{\varepsilon} \left( \sum_{j=0}^{m} \lambda_j (x^0_{j+1} - x^0_j) - (x^0_j - x^0_j) \right) \\
\leq \frac{2 \max_{j \in [m]} \|\Delta^j\|}{\varepsilon} \left( 1 + 4m \frac{\sqrt{m}}{\delta} \right),
\]

we obtain
\[
G(\phi^+_u, v(u^+, x^+)) - G(\phi^+_u, v(u^+, x^+)) \leq G(\phi^+_u, v(u^*, x^{\text{true}})) - G(\phi^+_u, v(u^*, x^{\text{true}})) \leq G(\phi^+_u, v(u^*, x^{\text{true}})).
\]

On the other hand, as $\phi^+_u$ is the worst case trajectory under control $u^+$, and $u^*$ is the myopically optimal control for trajectory $\phi^+_u$, we have
\[
G(\phi^+_u, v(u^+, x^+)) \leq G(\phi^+_u, v(u^*, x^{\text{true}})) \leq G(\phi^+_u, v(u^*, x^{\text{true}})).
\]

Hence, $G(\phi^+_u, v(u^*, x^{\text{true}})) - G(\phi^+_u, v(u^+, x^+))$ can be bounded from below:
\[
G(\phi^+_u, v(u^*, x^{\text{true}})) - G(\phi^+_u, v(u^+, x^+)) \geq G(\phi^+_u, v^{\text{true}}(u^*, x^{\text{true}})) - G(\phi^+_u, v(u^+, x^+)) \\
\geq G(\phi^+_u, v^{\text{true}}(u^*, x^{\text{true}})) - G(\phi^+_u, v(u^*, x^{\text{true}})) \\
\geq -2LM_0 M_1 (m + 1)^2 (4m^{\frac{3}{2}} + \delta) \frac{\varepsilon}{\delta}.
\]

From (30) and (32), we obtain
\[
|G(\phi^+_u, v(u^+, x^+)) - G(\phi^+_u, v^{\text{true}}(u^*, x^{\text{true}}))| \\
\leq L \left( 2 \max_{j \in [m]} \|\Delta^j\| + \frac{2 \max_{j \in [m]} \|\Delta^j\|}{\varepsilon} \left( 1 + 4m \frac{\sqrt{m}}{\delta} \right) \right) + 2LM_0 M_1 (m + 1)^3 (4m^{\frac{3}{2}} + \delta) \frac{\varepsilon}{\delta}.
\]

Combining (21), (22), (26), and (33), we obtain
\[
|G(\phi^+_u, v^{\text{true}}(u^*, x^{\text{true}}))| - \max_{u \in \mathcal{U}} G(\phi^+_u, v^{\text{true}}(u, x^{\text{true}})) | \\
\leq 8LM_0 M_1 (m + 1)^3 (4m^{\frac{3}{2}} + \delta) \frac{\varepsilon}{\delta} + L \left( 3 \max_{j \in [m]} \|\Delta^j\| + \frac{4 \max_{j \in [m]} \|\Delta^j\|}{\varepsilon} \left( 1 + 4m \frac{\sqrt{m}}{\delta} \right) \right) \\
\leq 8LM_0 M_1 (m + 1)^3 (4m^{\frac{3}{2}} + \delta) \frac{\varepsilon}{\delta} + 2L \left( 3\Delta + \frac{4\Delta}{\varepsilon} \left( 1 + 4m \frac{\sqrt{m}}{\delta} \right) \right).
\]

(34)
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