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Abstract—An insufficient number of training samples is a common problem in neural network applications. While data augmentation methods require at least a minimum number of samples, we propose a novel, rendering-based pipeline for synthesizing annotated data sets. Our method does not modify existing samples but synthesizes entirely new samples. The proposed rendering-based pipeline is capable of generating and annotating synthetic and partly-real image and video data in a fully automatic procedure. Moreover, the pipeline can aid the acquisition of real data. The proposed pipeline is based on a rendering process. This process generates synthetic data. Partly-real data bring the synthetic sequences closer to reality by incorporating real cameras during the acquisition process. The benefits of the proposed data generation pipeline, especially for machine learning scenarios with limited available training data, are demonstrated by an extensive experimental validation in the context of automatic license plate recognition. The experiments demonstrate a significant reduction of the character error rate and miss rate from 73.74% and 100% to 14.11% and 41.27% respectively, compared to an OCR algorithm trained on a real data set solely. These improvements are achieved by training the algorithm on synthesized data solely. When additionally incorporating real data, the error rates can be decreased further. Thereby, the character error rate and miss rate can be reduced to 11.90% and 39.88% respectively. All data used during the experiments as well as the proposed rendering-based pipeline for the automated data generation is made publicly available under (URL will be revealed upon publication).

Index Terms—Automated Data Generation, Rendering, Automatic License Plate Recognition (ALPR), Optical Character Recognition (OCR)

I. INTRODUCTION

The recent advances in the field of neural networks (NN) rapidly changed the state of the art and made NN applications the new standard technique in almost every image and video processing application. NNs are commonly applied whenever the content of an image or scene should be interpreted. Since the NN AlexNet [1] first won the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [2] in 2012 while clearly outperforming all competitors, much research was conducted in the area of machine learning and NNs. Due to the development of increasingly efficient and robust algorithms combined with the availability of powerful hardware, especially GPUs, impressive results could be achieved. NNs learn to extract suitable features for solving the current task by themselves during a training procedure. This enables NNs to achieve high performance. During the training procedure, samples are presented to the NN that hold the answer to the current task in an accompanying label. During the training, the network solves the current task based on the parameters learnt up to then. The result proposed by the NN is then compared to the ground-truth annotation. Based on the outcome of the comparison the weights of the network are updated such that the network output approaches the labels closer. The learnt weights within the NN steer the feature extraction process.

The performance of the trained NN largely depends on the used training data set. Due to the importance of the training data sets, a large variety of different data sets was proposed during the last years for many different application scenarios. Nevertheless, the availability of suitable training data sets is still a limiting factor for many NN applications, as the generation of such data sets is very elaborate. Data sets used for the training of NNs usually require several hundreds of thousands annotated samples in order to detect and extract reasonable features from the samples. Already the acquisition of that many samples is very elaborate. However, the labeling of all these samples is even more time consuming and thereby costly, as this task is commonly executed manually. Even though the labeling is sometimes aided by crowd working platforms as Amazon Mechanical Turk (AMT) or similar to speed up the process [2].

An application with restricted availability of suitable training data is the recognition of license plates. Here, not only the elaborate collection and preparation process hinders the development of suitable databases, but also restrictions regarding data protection and privacy limit the collection and publication of databases for many countries. This impairs the development of algorithms for the Automatic License Plate Recognition (ALPR), even though the demand for ALPR systems increases with the further growing availability of camera data in the traffic and transportation sector. The field of application is widespread reaching from civil applications.
such as toll collection [3], payment of parking fees [4], access control [5], and the analysis of traffic volume [3] to forensic applications [6]. Recordings acquired with mobile devices play an important and increasing role within forensic investigations, as with the unbroken popularity of smartphones, video recording devices are available almost any time and everywhere. For the recognition of license plates a manifold of algorithms have been proposed within the recent years [3]–[10].

The recent developments in the field of object detection and Optical Character Recognition (OCR) also influenced the ALPR algorithms. Existing approaches often combine the detection of a license plate within an image in a first step, followed by the recognition of the text on the license plate in a second step [7]. Most commonly these two steps are performed separately by different algorithms.

With the success of NNs during the past years, nowadays, also for ALPR tasks NN approaches are very common. With the use of NNs, the recognition rate could be boosted significantly [8]. By using NNs, it is even possible to recognize license plates that are not readable for human viewers [12].

NNs are nowadays most commonly applied for both of the aforementioned steps - detection and recognition. A very crucial requirement for all NN approaches is the training data. The annotation of training data in the ALPR context has to contain information regarding the license plate detection as well as recognition. For the training of the detector, the labels contain a bounding box specifying the position of the object within the current sample. To train the recognition application, a text annotation of the license plate is required. During the training phase the algorithm identifies features that are extracted from the images. Therefore, it is important that the data used in the final application is similar to the training data. Otherwise, the identified features do not produce meaningful outputs. As the license plate detector should only extract the position of the license plate within the current sample, also training data holding license plates from other countries than the desired one can be used. However, the dimensions and the general design have to be similar. The license plate recognition on the other hand is often sensitive towards the font used on the license plate. Also the used alphabet and text length might vary for license plates originating from different countries.

In this paper the proposed rendering-based pipeline for the generation of annotated image and video data is used to produce ALPR data sets. In the following, the workflow of the pipeline will be demonstrated synthesizing samples of German license plates. Subsequently, the recognition performance of an algorithm trained on the synthesized data is examined to evaluate the effectiveness of the proposed pipeline.

The upcoming section first summarizes related work. Especially, existing data sets and ALPR algorithms are presented in further detail. In Section III-A we present the proposed rendering-based pipeline for synthesizing annotated image and video data sets. The proposed pipeline generates three different data types – synthetic, partly-real, and real data. The generation of synthetic data is introduced in Section III-A before the procedure of capturing the partly-real data is described in Section III-B and real data in Section III-C. The proposed pipeline for synthesizing data is validated for a challenging ALPR scenario. The conducted experimental setup is described in Section IV. The obtained results are discussed in Section V. Section VI summarizes and concludes this paper.

II. STATE OF THE ART

Our proposed rendering-based data generation pipeline is used in this paper to improve the recognition of license plates. As ALPR is sensitive towards the used font, alphabet, and text length that varies for different countries, it is important to train the recognition algorithm on license plate samples from the same region as used during the final application. This caused the collection of a manifold of different license plate data sets. With the large variety of different data sets, different perspectives, resolutions and environmental conditions are available. The most common data sets show Brazilian [13–14], Taiwanese [15–16], Chinese [17–18] or Czech [19–20] license plates. With respect to German license plates only one publicly available data set exists. This data set was published in [9]. However, it does not contain German license plates solely but is mixed with French license plates.

Table I gives an overview over the most common data sets related to ALPR. Most of these data sets holding annotated license plate data are too small to train large NNs, as this requires several hundreds of thousand training samples. The largest data sets listed in Table I hold between 140,000 and 250,000 samples of Czech or Chinese license plates, respectively. Moreover, common data sets hold mostly license plates of good visual quality, as the camera acquiring the license plate samples is oriented directly towards the license plates. For forensic ALPR applications this does not match the common use case, as here often license plates in the background of an image are of special interest. Those samples are often very small, suffer from bad illumination and show an overall bad visual quality. Therefore, existing license plate data sets often lead to insufficient results in forensic ALPR applications.

Regarding German license plates the only available data set holds 18,672 samples, where only a fraction is actually German [9]. German license plates can be divided into three different text blocks. An example visualizing the layout of a German license plate can be seen in Figure 1. The first text block is one to three characters long and specifies the region where the car is registered. The second text block holds one to two arbitrary characters. The last text block contains one to four digits. The second and last text block build the individual identifier.
that the overall number of characters and numbers may not exceed nine symbols [21]. Each German license plate is unique and the personal information of the car owner may be deduced from it. Therefore, license plates are considered personal data and protected by the laws of data privacy and protection.

The acquisition of real-world data sets is very elaborate and therefore expensive. Due to this the idea of generating synthetic data sets was brought up [25]. The idea of synthetic training data is also incorporated in other fields of application such as healthcare [26], face analysis [27], crowd counting [28, 29], object detection and pose estimation [30–32], segmentation [32, 33], scene understanding [34], or text spotting [35, 36]. The benefits of synthetic data are that data can be generated and labeled automatically in large amounts without affecting data protection and privacy regulations.

There are also first works examining the usage of synthetic training data for the recognition of license plates. However, these first attempts produce data with only limited realism. In [8], synthetic data is used to train the OCR application of an ALPR system. The synthetic data are produced by plotting text strings of a fixed length of seven characters in the license plate specific font onto a textured background. Afterwards, a random geometric transformation is applied to the generated sample. In [37], another approach of generating synthetic data is pursued. Silvano et al. [37] place synthetically generated images of license plates onto existing images of cars. Thereby, they extend the number of different license plate samples without acquiring new data. Therefore, artificial images of license plates with random text labels are generated. Subsequently, the bounding box of the license plate is estimated within the existing images of cars, using a DarkNet53 network [38]. The synthetic license plate is then geometrically transformed such that its shape matches the estimated bounding box. In a final step, the transformed synthetic license plate is blended into the original image covering the original license plate. Even though this procedure is able to extend existing data sets, the produced images often contain inconsistencies, as the illumination, brightness, or blurriness of the license plate do not match with the remaining image. Therefore, the image statistics deviate strongly for different parts of the image.

To address the problem of insufficient training data, we propose a rendering-based pipeline that is capable of synthesizing new artificial data. With the proposed pipeline, data sets consisting of synthetic, partly-real and real data can be produced. The positive effects of incorporating a rendering-based pipeline were already demonstrated for a data augmentation application in the context of OCR in [39]. The framework presented in [39] is capable of extending existing data sets by realistic samples acquired under novel viewing angles. The rendering-based pipeline presented here does not extend existing data sets, but is syntheses entirely new data.

While license plates with visually good quality can be recognized well by existing algorithms, the recognition of degraded samples is still an open issue. Even though there are several methods available that address the problem of impaired visual quality [12, 20, 40], limited availability of annotated samples with visually impaired quality often prohibits development of further applications. The development of ALPR algorithms for European and especially German license plates is often restricted by missing large-scale data sets. The cause for the lack of suitable data sets are in many cases limitations due to data protection and privacy. This often prevents the recording of license plates in unconstrained public environments. Our novel rendering-based pipeline for synthesizing image and video data sets addresses this problem. In this article we focus on the problem of recognizing license plates of impaired visual quality. This scenario is especially important for forensic and criminalistic applications. The proposed pipeline can be configured to match the individual users needs. Thereby, the desired visual output quality can be steered, regarding viewing angle, illumination, and size of the license plate. All data sets synthesized by our pipeline comply to current laws regarding data protection and privacy, as the generated license plates cannot be linked to any personal data. In contrast to existing frameworks generating synthetic

### TABLE I: Overview over the most common data sets related to ALPR

| Data Set       | Region     | Number of bounding boxes |
|----------------|------------|--------------------------|
| SIGC [15]      | Brazilian  | 2,000                    |
| UFPR-ALPR [14] | Brazilian  | 4,500                    |
| AOLP [15]      | Taiwanese  | 2,049                    |
| AOLPE [15]     | Taiwanese  | 4,210                    |
| ReId [20]      | Czech      | 182,336                  |
| Svoboda et al. [19] | Czech      | 140,000                  |
| CCFD [17]      | Chinese    | 250,000                  |
| CLP [18]       | Chinese    | 1,200                    |
| CD-HARD [19]   | German/ French | 18,672     |
| CD-HARD [19]   | Various    | 102                      |
| Iranis [22]    | Iranian    | 83,000                   |
| UCSD-Stills [23]| US         | 1169                     |
| PKU Vehicle Data set [24] | Chinese | 3,977                    |

Fig. 2: Overview over the proposed pipeline for the automated generation of image and video data. With the proposed pipeline, synthetic and partly real data can be generated fully automatic. The generation of real data can as well be aided by the proposed pipeline.
data, our proposed rendering-based pipeline is furthermore able to include real-world cameras into the data generation process. Thereby, the acquisition of partly-real and real data sets is enabled. The partly-real data can be generated in large amounts, as the whole procedure is automated. Moreover, the proposed pipeline is not limited to single frames but is able to generate video sequences incorporating motion and changes in illumination. Even though the pipeline is presented for the generation of license plate data here, it is not limited to this application. It can rather be extended to any arbitrary object, by simply replacing the license plate object.

III. PROPOSED RENDERING-BASED PIPELINE

Common data augmentation methods require at least a minimum number of annotated samples that are altered. Thereby the overall number of samples available during training is increased. Therefore, our proposed rendering-based pipeline is not to be confused with a data augmentation method, as it does not augment samples but synthesizes entirely new samples. Our proposed method is capable of producing large-scale image and video data sets. It generates three different types of data – synthetic, partly-real, and real data. The whole pipeline and the individual processing steps are depicted in Figure 2. The basis of the proposed method builds the rendering pipeline.

Synthetic data can be generated in large amounts with accompanying labels in a fully automated manner. This holds for single images as well as video sequences. The process of generating synthetic data is introduced in further detail in Section III-A. For the acquisition of partly-real data, synthetically generated sequences are displayed on a screen and recorded with real-world cameras. The sequences are annotated automatically in a post-processing step. The procedure of generating partly-real data is further explained in Section III-B. The third data type are real data, where samples are captured under real-world conditions. The labeling of this type of data has to be done manually, as no previous knowledge can be used. The process of obtaining real data is explained in further detail in Section III-C.

The rendering-based pipeline for synthesizing data is demonstrated for the generation of German license plates here. Throughout this work we focused on producing challenging recognition scenarios to train an algorithm that can recognize visually impaired samples. For the implementation of the rendering pipeline the long-term supported version 2.83 of the open source software Blender [41] is used.

The upcoming sections present the three different data types and their generation process in detail.

A. Synthetic Data Generation

The synthetic data are produced fully automated by the proposed pipeline as depicted in Figure 3. The pipeline employs the open source rendering software Blender to build a 3D scene and render it. The software is steered entirely via Python scripts making user inputs during the data generation obsolete. The parameters configuring the scene are read from a configuration file by the scripts. The scene and framework have a modular structure allowing to switch the single components of the scene on or off. Additionally, they can be replaced individually.

Blender bears the possibility to represent each component of the scene in its original size. This ensures that the scale of all components matches the real world. Moreover, the size and distances among the single objects relates to real-world scenarios. The main component of each scene is the object that should be included into the data set. Here we use German license plates as these objects. The structure and appearance of the license plates and its text is exactly specified by German authorities in [21]. Besides all distances, labels, and size also the exact font and its font size is specified. The font required for civil license plates is called FE-font and is specified in [21] as well. Several open source implementations of this font are available. In this work, the implementation from [42] is used. As each license plate is uniquely linked to the owner of the vehicle, license plates are personal data that fall under the laws of data protection. The proposed framework takes care of privacy protection by randomly generating arbitrary license plate configurations. Hence, each license plate configuration is equally probable and the framework complies with the rules of European data protection laws.

By exchanging the font and position of the text boxes the pipeline can easily be configured to produce license plates...
from other countries as well. These changes have to be applied only once to the template.

Every generated scene consists of several elements that are the same in all cases. These elements are directly imported into the 3D scene during its generation. For the example of synthesizing license plate data, one of the shared elements is a schematic car rear painted with colored lowpass noise. By using the colored lowpass noise, overfitting onto the car and its color is reduced. Furthermore, a black mounting frame is part of every scene as well as the white background of the license plate and the blue country sign as specified in [21]. For data sets holding other objects than license plates, only these components of the scene have to be replaced by the desired object. The subsequent steps remain unchanged for the generation procedure, as well as the labeling process.

Furthermore, each scene contains a light source, a camera, and a motion trajectory along which the object moves through the scene. Figure 4 shows an exemplary scene as used for the generation of the license plate samples. This scene contains all of the above described components. The schematic car rear with the mounted license plate moves along the motion trajectory that is depicted as black curve going through the center of the license plate. On the right side of Figure 4 the camera can be seen. In the top of the figure, the light source is depicted as orange circle. The main direction of illumination is marked by the orange line originating from the light source. Blender bears the possibility to individually configure the parameters of the cameras and light sources. Here, the camera is loaded from a predefined set and is randomly chosen during the generation of the configuration file. For the light sources a predefined set is available as well. This set holds configurations from a broad variety of different common light sources. The lights differ in brightness, position and beamwidth. They model common light sources such as spot lights, area lights, or sunlight. Similar holds for the cameras. The predefined cameras vary, e.g., in the position of the camera within the scene, the camera tilt, its sensor size, aperture, and focal length. The implemented cameras range from dash cams over mobile phones and security cameras to full frame cameras. Additionally, the user of the framework can configure own cameras and lights matching the individual requirements of the considered scenario. The data generation pipeline can furthermore be extended to include not only but several light sources within the same scene. Thereby, even more complex illumination scenarios can be realized.

A configuration file that holds all necessary parameters for the rendering procedure of each sequence serves as input of the generation pipeline. It is denoted by the yellow box in Figure 3. The configuration files are generated automatically. For the generation of license plates they hold a randomly chosen text label, as well as a camera and light source that are chosen randomly from the predefined sets. Moreover, the file contains a seed for the random number generator producing the motion trajectory. Additionally, the desired output resolution and scene length are specified. Thereby, all random choices within the synthesized data sets are made during the preparation of the configuration file. The rendering-based pipeline itself is deterministic. This ensures the reproducibility of all generated sequences.

For the motion trajectory contained in the scene, two points are randomly chosen within the field of view of the current camera. For this random choice the seed specified in the configuration file is used. The trajectory between these two chosen points is then interpolated by a spline interpolation.

The rendering-based pipeline, denoted by the blue box in Figure 3 generates frame-wise loss-lessly coded sequences in png format. Besides the image data, the framework outputs annotation data as well. This annotation data is stored in an .xml-file for each sequence individually. The file holds all hyper parameters controlling the render environment such as the used render engine and the render resolution. Moreover, parameters defining the scene itself, e.g. used light and camera, are saved. Beside this global scene information, the annotation of the current object is saved. For the license plate data, the text label and bounding box of the license plate is stored for every frame. Furthermore, the annotation file contains flags that indicate whether the object in the current frame is occluded and if so whether the occlusion is on the left or right side or on the top or bottom of the object. Occlusions may occur when parts of the object move out of the field of view of the current camera.

B. Partly-real Data Generation

With the partly-real data the gap in terms of number, artifacts and degree of reality between synthetic and real image data can be closed. Even though the framework for generating synthetic data incorporates many effects and therefore bears many degrees of freedom as described in the previous section, it is still restricted compared to the real world. The partly-real
Fig. 6: Recording setup of the partly-real data. The three mobile phones are mounted at a fixed position in front of the screen playing back the rendered sequences. The playback of the sequences and recording procedure of phones are controlled by computer. Additionally, the recorded sequences are transferred to the computer subsequently.

data introduce additional artifacts as they occur for real data by acquiring the sequences with real-world cameras. Nevertheless, the recorded partly-real sequences can still be labeled fully automatic, which enables an easy and fast generation of large-scale data sets.

The generation process of partly-real data is depicted in Figure 5. For the generation of partly-real sequences, rendered sequences, i.e. synthetic data as introduced in Section III-A, are used. These synthetic sequences are displayed on a large screen and recorded by real cameras. This procedure still allows controlled environmental conditions regarding illumination and perspective, but adds effects of real-world cameras to the sequences. These additional artifacts might be caused by cross-fading, camera lenses, sensor noise, automated white balance, auto exposure, or focus. Moreover, the cameras further post-process the data and store the recorded sequences in an encoded format. The coding of the sequences might introduce additional artifacts to the recorded data that are not yet present in the synthetic data set. To generate sequences of different quality, three cameras are used for capturing the sequences. The cameras are equipped with different lenses, sensors, and pursue different post-processing schemes. As a low end camera, a Nokia 2.2 smartphone is used. The mid range model is a Samsung Galaxy A40. As high end model, a Google Pixel 4 is used.

During the acquisition of the partly-real sequences, the cameras are mounted at a fixed position. All cameras record the same screen. The acquisition setup is depicted in Figure 6. Here, the synthetic sequences displayed on the screen have a resolution of 1920 × 1080 pixels. The synthetic sequences are embedded in a gray background with a resolution of 3840 × 2160 pixels. Left of the synthetic sequence, the currently displayed frame number is shown. Below of the synthetic sequence, the text label of the current license plate is denoted. After all synthetic sequences are prepared like that, the acquisition of the partly-real data is started. The entire acquisition process is automated. The playback of the first synthetic sequence is started by a central server as the recording is started on all three cameras. Once the playback of the sequence has ended, the recording is stopped as well. The recorded video file is subsequently transferred from each camera to the central server where it is stored. Hence, the cameras do not run out of storage space even for the acquisition of large data sets. During the entire acquisition procedure the cameras are connected to the server via USB and are controlled by the Android Debugging Bridge (ADB). During the recordings the room is kept dark, such that the screen showing the sequence is the only light source present. This guarantees stable illumination conditions throughout the recordings. Here, a 85” screen with 8K resolution is used for displaying the synthetic sequences during the acquisition of the partly-real data.

The three different cameras used capture different representation of the very same scene. Figure 7 depicts an example of the very same frame recorded by each of the cameras before post-processing. As can be seen, each camera produces a different output. The captured sequences differ in camera perspective and field of view. Additionally, the automatic white balance leads to different color representations among the recorded sequences. Also the frame rate of the recording influences the resulting image quality, as a lower recording frame rate leads to stronger cross-fading artifacts.

After the acquisition of the sequences, they are post-processed to annotate the data. This process is again fully automated. Therefore, the generation of labeled partly-real data is much faster than the generation of labeled real data. In a first step, the recorded video sequences are decoded in order to prepare them for the post-processing framework. During post-processing, the screen area is recognized within each frame. Once the area is detected, the homography is estimated. With the estimated homography the displayed frame is rectified and scaled to a size of 1920 × 1080 pixels. An example of the rectified screen area depicted in Figure 7a is shown in Figure 8.

The position of the rendered sequence on the screen is always identical. Moreover, the position is known from the
previous generation of the displayed frames. Therefore, the bounding box of the license plate can be easily calculated. Once the frame displayed on the screen is extracted and rectified, the calculation of the bounding box within the partly-real frame corresponds to a shift by a fixed offset and rescaling of the bounding box of the corresponding synthetic frame. In order to obtain the correct bounding box for the partly-real frames, the currently displayed frame number of the synthetic sequence has to be identified. This information is displayed on the left side of the screen. Using the Tesseract OCR engine the current frame number is recognized. If the post-processing framework fails at any step, i.e., extraction of the screen area or obtaining the current frame number, the current frame is skipped and the process continues with the next frame of the recorded sequence.

Besides adding more degrees of freedom and additional artifacts to the sequences, the precision of the bounding box decreases when compared to the synthetic data. This is caused by inaccuracies during the estimations performed within the post-processing steps. Nevertheless, the annotations are still sufficiently precise and the variations can be regarded as implicit data augmentation.

C. Real Data Generation

The proposed rendering-based data generation pipeline can as well aid the acquisition of real data. The generation of this type of data is the most elaborate of all three presented data types. The generation procedure is depicted in further detail for license plate data in Figure 9. Here, no previous knowledge about the location of the license plates within the sequence can be exploited as the real-world recording conditions are unconstrained. For the acquisition of the data, different samples are required. For the acquisition of license plates, different samples are rendered that hold randomly generated text configurations as for the synthetic and partly-real data. Again, the random text configurations ensure conformity with current regulations regarding data privacy.

The samples are rendered from a frontal perspective eliminating all geometric distortions. The illumination of the 3D scene is constant which avoids shadowing. Instead of a whole sequence only a single frame is rendered. Therefore, the parameters specifying the scene length, camera, light and motion trajectory can be omitted during the generation of the configuration file. In a subsequent post-processing step, the rendered frame is cropped such that it only shows the object without any background from the scene using the bounding box annotation of the synthetic frame.

For license plates, the cropped images are printed matching the size of real-world German license plates, i.e., 52 cm in width and 11 cm in height. The printed versions of the license plates are mounted in the front and back of cars at the location where it is specified by the manufacturer. During the acquisition of the real sequences the prepared cars drive past a stationary setup holding several different cameras.

An image of the camera setup used for the acquisition can be seen in Figure 10. It holds in total seven different cameras. Among these cameras are the three cameras that were already used for capturing the partly-real data (Nokia 2.2, Samsung A40, Google Pixel 4) representing different price ranges. Furthermore, two dashcams (Denver CCT-1210, Garmin DC 66W) from a low and medium price range are used. Moreover, a GoPro Hero 8 action camera as well as a high quality Canon EOS RP equipped with a Canon RF 24-105mm F4 L lens are used. The recordings are conducted on closed private property. Therefore, only samples produced by the proposed rendering-based data generation pipeline are acquired.

The camera setup is positioned such that it captures the moving samples, i.e. the license plates mounted to the driving cars, as long as possible. During the recording, it is taken care that only one sample is present within each sequence, i.e. there are no further cars and license plates in the background. The recorded sequences are encoded and stored by each
camera according to its individual processing scheme. After the recording, the sequences are cut such that the current sample is visible from the beginning on. The sequences are cut at Intra-frames only. This prevents a re-encoding of the sequences. After preparing every sequence like that, the resulting sequences are labeled manually, i.e. each frame of the sequences is annotated. For the application of license plate recognition, the annotation holds the text string printed on the current license plate sample. This text label is the same throughout each sequences. Therefore, the text label does not change within a sequence. Besides the text string, also the position of the license plate sample within the current frame is annotated. Therefore, a minimal enclosing rectangle is drawn manually around the license plate in each frame. Moreover, it is denoted if the license plate sample is occluded. Occlusions might occur by the car entering or leaving the current field of view of the camera.

Figure 11c shows two cropped images of the same license plate sample from the real data set. Here it can be seen that the quality of the same license plate sample may change drastically over the duration of a sequence, as the distance of the sample, the viewing angle, and the illumination may change. While the license plate is still readable in the upper line of Figure 11c, the visual quality is severely impaired for the sample in the bottom line of Figure 11c. By incorporating such samples into the generated data set, challenging application scenarios can be addressed as intended during the experimental validation of the proposed data generation pipeline.

IV. EXPERIMENTAL SETUP

During the experimental validation of the proposed rendering-based data generation pipeline, we will examine the application of automatic license plate recognition. Here, we focus on the recognition of samples with impaired visual quality, as this is still an open research topic. Recognition of visually impaired samples is of high importance in forensic applications.

The detection of license plates is nowadays commonly performed by NNs \[8, 9, 16\]. For the training of these detectors, license plate data sets can be used that do not necessarily show license plates from the desired country, as the dimensions of the license plates are commonly similar. Therefore, the experiments conducted here focus on the recognition of license plates, as this is bound to samples from the desired region. Here, we will assess the recognition performance of a NN-based OCR application, trained on data synthesized with our proposed rendering-based pipeline. During the evaluation we also examine the influences of incorporating synthetic and partly-real data during the training of the OCR algorithm. Additionally, we examine the size of the incorporated data sets of different data types and their influence onto the recognition performance. Throughout the experiments carried out here, the recognition of license plates with impaired visual quality is of special interest.

For the recognition of the license plates, the commonly used open source OCR algorithm Tesseract \[43\] was used. Here, Tesseract v4.1.1 is used during the experiments. This Tesseract version uses an LSTM for the recognition of the characters within the text line \[44\]. The Tesseract OCR engine is not only used for the recognition of natural text but also used for the recognition of text on license plates. The open source license plate recognition software OpenALPR \[11\] for example uses Tesseract as application for the character recognition. In \[45\] it was shown that Tesseract can compete with current commercial, server-based OCR algorithms such as Amazon Textract and Google DocumentAI for noise-free images of English text. The usage of server-based OCR algorithms is often prohibited for ALPR applications due to restrictions regarding data protection and privacy, as the confidentiality cannot be guaranteed for cloud-based applications \[45\]. Moreover, server-based applications cannot be retrained by the user to match the individual use case. The data synthesized by the proposed rendering-based pipeline can as well be used for any other application, as the data set is fully labeled.

As the proposed pipeline for synthesizing data is capable of producing three different types of data, the effect of the individual types of data are evaluated separately. Each type of data is subdivided individually into a training, validation, and test split. Moreover, the training splits of the synthetic and partly-real data are additionally subdivided into subsets holding 100, 75, 50, and 25 percent of the available training data of the respective data type. Furthermore, additional synthetic and partly-real subsets are built that have the same size as the real data set holding 0.6% and 0.9% of the full synthetic and partly-real training sets respectively. These sets are denoted as subset 0 here. The exact size of the different data sets is given in Table II. The largest compartment of the database synthesized by the proposed rendering-based pipeline is the synthetic data set. The full set holds over 1.5 million training and over 175,000 validation samples. Here, all synthetic samples hold unique text labels. The second part of the database generated by the proposed rendering-based pipeline holds partly-real data. As introduced in Section III-B, the partly-real data bring the synthetic sequences closer to reality. This is achieved by incorporating real acquisition systems, while bearing the advantages of synthetic data regarding the automated labeling process. As the acquisition procedure of the partly-real data set is more elaborate than generating synthetic data, the number of partly-real samples is smaller than for the synthetic samples. The full partly-real data set holds over 950,000 training and over 100,000 validation samples. The full partly-real data set
Fig. 11: Comparison of the different samples produced by the proposed rendering-based data generation pipeline. The depicted samples are prepared for training the OCR application by cropping the generated images and applying a rotation compensation for the synthetic and partly-real data. The samples from the real data set show the very same sample acquired from different distances. With growing distance to the camera the visual quality of the sample degrades.

TABLE II: Data set distribution giving the number of samples per split.

| Subset   | Training | Validation | Test  | Total    |
|----------|----------|------------|-------|----------|
| Synthetic|          |            |       |          |
| 0        | 9040     | 1004       |       | 19920    |
| 25       | 394,007  | 43,779     |       | 438,282  |
| 50       | 788,014  | 87,558     |       | 875,558  |
| 75       | 1,182,022| 131,336    |       | 1,313,360|
| 100      | 1,576,029| 175,115    |       | 1,751,140|
| Partly-real |  |            |       |          |
| 0        | 9,040    | 1,004      |       | 10,044   |
| 25       | 238,732  | 26,326     |       | 265,058  |
| 50       | 477,464  | 53,052     |       | 530,516  |
| 75       | 716,195  | 79,578     |       | 795,773  |
| 100      | 954,927  | 106,104    |       | 1,061,031|
| Real     | —        | 9,040      | 1,005 | 10,049   |

For the generation of the partly-real data, synthetic sequences with a duration of 50 frames were rendered. The sequences contain linear motion of the license plate through the current field of view. These synthetic sequences were acquired and post-processed as described in Section III-B. As for the synthetic data set, the rotation of the single samples from the partly-real data set is compensated. This again only removes the rotational aspects while remaining all other geometric transformation aspects. An example of an image prepared following this procedure is depicted in Figure 11b.

Using the proposed rendering-based data generation pipeline also real data is acquired following the procedure described in Section III-C. This data set is labeled entirely by hand. As the sequences contain cars that drive past the camera system, the size and visual quality of the license plate change over the duration of the sequence. Thereby, also the viewing angle under which the samples are recorded changes over time. Therefore, the recognition of many samples from the acquired data set is very challenging. This challenging recognition scenario that also includes many samples of visual impaired quality represents a forensic license plate recognition application well. Forensic applications differ from common civil applications as the considered samples are commonly acquired under adverse conditions. Therefore, common applications often fail to perform well for forensic scenarios and have to be retrained for the desired task.

Compared to the synthetic and partly-real data set, the real data set seems rather small. However, when compared to other state-of-the-art databases as given in Table I it can be observed that its size is similar or even larger than other common data sets. For example the size of the commonly used AOLPE or PKU Vehicle data set is less than half of our real data set. The ground-truth annotation is identical structured for all three types of data. It does not contain any blanks. The region identifier is separated from the individual identifier by a dash representing the larger margin between the first and second text block.

The recognition results are evaluated in terms of character error rate (CER). The CER measures the number of wrongly recognized characters in relation to the overall number of characters $N_C$ within the current string. The number of falsely recognized characters is obtained by the Levenshtein distance.
$d_{\text{Lev}}(\hat{L}, L)$. The Levenshtein distance gives the minimal number of editing steps that are required to transform the recognized text string $\hat{L}$ into the ground-truth text string $L$. This makes the Levenshtein distance robust against insertions, substitutions and deletions. Thereby, the CER is defined as

$$\text{CER} = \frac{d_{\text{Lev}}(\hat{L}, L)}{N_C}.$$  \hspace{1cm} (1)

Moreover, the miss rate (MR) is evaluated. The MR denotes the ratio of wrongly recognized license plates. Here, a license plate is regarded as wrongly recognized whenever at least one character is not correctly recognized. The MR is defined as

$$\text{MR} = \frac{N_F}{N_T + N_F},$$  \hspace{1cm} (2)

where $N_T$ denotes the number of samples recognized entirely correct and $N_F$ denotes the number of wrongly recognized samples.

V. Evaluation

For the evaluation of the proposed framework, the different types of data are used for training the Tesseract OCR engine. For the experiments conducted here, especially challenging scenarios regarding viewing angle, size of the license plate or illumination were examined. These scenarios are of special interest with regard to forensic applications. In forensic applications the considered samples often show an impaired visual quality, as the camera is commonly not directed towards the license plate and the desired sample is only visible in the background. This often leads to a challenging viewing angle, bad resolution or insufficient illumination. Moreover, the license plates are often blurred or corrupted by other artifacts. These challenging characteristics compromise the recognition performance of ALPR systems.

A. Reference

The common approach to alleviate this problem is to train the OCR application from scratch by using a specific data set of license plates from the region of interest that includes similar artifacts. Due to restrictions regarding data protection and the elaborate labeling process, data sets holding real world training data are very limited. The size of the real data set produced with our proposed rendering-based data generation is comparable to common real-world license plate data sets, as denoted in Table [I]. Using our generated real data set, we trained the Tesseract OCR application in its version 4.1.1 for three epochs. Thereby, a CER of 73.74% and a MR of 100% is obtained on the independent real-world test set. The very high CER and MR indicate that the recognition scenario is too challenging for an algorithm trained directly on the real data set. Moreover, this shows that the scenario of forensic license plate recognition is more challenging than license plate recognition for civil applications such as access control where the considered samples hold notably less artifacts. The results suggests that the real data set is too small to train the algorithm on it solely, as none of the license plates is recognized correctly and the large majority of characters is recognized falsely, as well.

B. Rendering-based Pipeline

Therefore, training the OCR application on the synthetic and partly-real data sets, synthesized by the proposed data generation pipeline, is further examined. By evaluating the obtained CER and MR on the independent real-world test set, it can be observed that training the OCR application on the synthetic and partly-real data set can decrease the error rates significantly. Table [III] denotes the results for training Tesseract on each of the three data types synthesized by the proposed pipeline for three epochs. Moreover, here the evaluation results for training Tesseract on the subsets of different size are listed. The data type incorporated during training is specified line-wise in Table [III]. Here, synthetic indicates that only synthetic data is used during training. Analogously, partly-real denotes that only partly-real data is incorporated during training. The last line in Table [III] denotes the results obtained with a Tesseract application trained on the combination of the respective synthetic and partly-real data set. Each trained Tesseract version is evaluated on the real-world test data set as this type of data is used in the final application as well. The performance of the algorithms trained on the differently sized training subsets is denoted column-wise in Table [III]. As the real-world training data set is not further subdivided, the first line holds only entries for the full real-world training set. As already discussed, the obtained error rates for training the algorithm on the real training data set are too high to use this algorithm effectively in an ALPR application. Therefore, the OCR algorithm is trained on synthetic data generated by the proposed rendering-based data generation pipeline. As shown in the table, the best obtained CER for Tesseract trained on synthetic data solely is 39.31%, the lowest MR is 73.11%. This already denotes a drastic reduction of the error rates, compared to training on real-world data only. By further investigating Table [III] it can be observed that training the OCR application on a synthetic data set of the same size as the real data set is already beneficial. Here the error rates could as well be reduced notably to 55.78% and 89.03% in terms of CER and MR respectively.

When training the algorithm on the partly-real data, the error rates can be decreased even further. By using the partly-real data, the CER can be reduced to 19.04% and the MR to 47.60% for the partly-real training set 50 and 100, respectively.

By combining the synthetic and partly-real data sets, the error rates can be decreased even further. By the combination of both data types, a CER of 14.11% and a MR of 41.27% can be achieved for the training set 75. It is important to note that the results denoted in Table [III] for the synthetic, partly-real, and the combination of both data types are obtained without incorporating any real data during training. Thereby, our proposed rendering-based data generation pipeline offers an option to train NNs even for application scenarios where no real data is available. The entire generation and annotation process of the synthetic and partly-real data is automated. Due to this an elaborate acquisition and labeling procedure is obsolete for training a well performing NN.
C. Finetuning

The previously shown results demonstrate the usability of the proposed rendering-based data generation pipeline for scenarios where no real training data is available. However, for scenarios as the one described here, where at least a limited amount of real training data is available, the results shown before and given in Table III can be further improved. Therefore, the OCR applications trained for the previous experiments on the synthetic, partly-real, and the combined training sets, are finetuned using the real training data set. The results obtained for the finetuned models evaluated on the real-world test set, are denoted in Table IV. The table is structured analog to Table III. The differently sized training subsets are given column-wise. The data type used for the initial training is denoted line-wise. After the training on the artificially generated synthetic and partly-real data, each of the trained versions is finetuned for one epoch on the real training data set.

The first line of Table IV again holds the baseline reference of Tesseract trained only on the real training data set solely. The second line denotes the results for the algorithm trained on the different synthetic data sets in a first step and subsequently finetuned on the real training data set. The second line is produced analogously for the partly-real data. The results denoted in the last line are obtained on a Tesseract version trained on the combined synthetic and partly-real training data sets and subsequently finetuned for one epoch on the real training data set.

The first line of Table IV once again holds the baseline reference of Tesseract trained only on the real training data set solely. The second line denotes the results for the algorithm trained on the different synthetic data sets in a first step and subsequently finetuned on the real training data set. The second line is produced analogously for the partly-real data. The results denoted in the last line are obtained on a Tesseract version trained on the combined synthetic and partly-real training data sets and subsequently finetuned for one epoch on the real training data set. By the additional finetuning, the error rates can be decreased further. For the algorithm trained on the synthetic data the CER can be decreased to 22.55% and the MR to 62.44% after finetuning the model trained on training set 25 and 75 respectively. For the algorithm trained on the partly-real data the CER is reduced to 11.90% and the MR to 41.42% for training set 100 and 50 respectively by a subsequent finetuning. For the algorithm trained initially on the combined training subset 100 of synthetic and partly-real data, the CER is reduced to 12.71% and the MR to 39.88%.

All above mentioned results are summarized and depicted in Figure 12. The solid lines denote the results of the algorithm trained on the artificial training data only. Here the results of the algorithm trained on the synthetic, partly-real and the combined training sets are plotted in blue, orange and yellow respectively. The finetuned versions of the respective model are plotted by dotted lines of the same color. Additionally, the baseline performance of the algorithm trained on the real-world data set solely is marked in purple. In Figure 12a the CER is plotted over the training subsets of different size. Analogously, in Figure 12b the MR is plotted. The plots in Figure 12 mark the large gains in terms of CER as well as MR enabled by using training data synthesized with our proposed rendering-based data generation pipeline.

Analyzing the plots in Figure 12, it can be observed that the error rates rise again for training on larger subsets, especially for training on synthetic data solely. This can be explained by beginning overfitting onto the synthetic data. By a subsequent finetuning on real data the effects of the beginning overfitting can be alleviated and it may even improve the overall performance as shown especially for the combination of synthetic and partly-real data sets. The required amount of training samples depends on the deployed algorithm and considered recognition task. As the proposed process of synthesizing synthetic and partly-real data is entirely automated, the required amount of training data can be generated by the user matching the individual setup. Additionally, Figure 12 shows the improved performance of the algorithm by incorporating partly-real data during the training process, as the error rates can be decreased significantly. The partly-real data introduce real-world camera artifacts in the training and can thereby improve the final performance on real test data.

In the application examined by the experiments, our data generation pipeline enabled the usage of Tesseract for forensic ALPR tasks. The Tesseract version, trained on real training data solely, is not applicable for ALPR applications due to its very high error rates of 73.74% in terms of CER and 100% in terms of MR. By additionally using the training data generated using our entirely automatized rendering-based data generation pipeline the error rate could be reduced significantly to 12.71% in terms of CER and 39.88% in terms of MR. This marks a clearly improved recognition of the real-world license plate samples, especially for the forensic application of license plate recognition considered here. The deployed test set holds a notable number of very challenging samples with small
resolution, strong blur, bad illumination and adverse viewing angles, as for example shown in the bottom line of Figure 11c.

VI. CONCLUSION

In this paper we proposed a novel rendering-based pipeline for synthesizing image and video data. Our proposed pipeline generates realistic samples by incorporating light sources producing physically correct illumination scenarios. Besides the generation of synthetic data the pipeline also aids the acquisition of real data. A further contribution of the proposed pipeline is a framework for the generation of partly-real data. The partly-real data is able to narrow down the gap between the synthetic and real data, by incorporating real-world cameras and lenses. The generation and annotation process of the synthetic and partly-real data is entirely automated. This allows an easy generation of large-scale data sets.

Within the conducted experiments, we could demonstrate the advantages of incorporating training data produced by our proposed data generation pipeline. The proposed data generation pipeline is especially advantageous for scenarios with only very limited amount of available training samples. Here we examined the effect of incorporating artificial training data for a forensic ALPR application. By additionally using the data generated with the proposed data generation pipeline, we were able to show a reduction of the CER from 73.74% to 11.90%. Also the MR could be decreased significantly from 100% to 39.88.

A significant reduction of the recognition error rates could be achieved without incorporating any real-world data during training, but only using synthetic and partly-real data that was generated and annotated by our proposed pipeline in a fully automated manner. The CER and MR could be reduced from 73.74% and 100% to 14.11% and 41.27% respectively by training on artificial data solely.

Thereby, the proposed rendering-based pipeline for the automated generation of image and video data is capable of significantly decreasing the initial overhead of deploying a machine learning algorithm for applications where none or only limited annotated data sets are available. The proposed rendering-based data generation pipeline including all code, as well as the data sets used for the conducted experiments are made publicly available under (URL will be revealed upon publication).
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