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Abstract—We consider the problem of best policy identification in discounted Linear Markov Decision Processes in the fixed confidence setting, under both generative and forward models. We derive an instance-specific lower bound on the expected number of samples required to identify an ε-optimal policy with probability 1−δ. The lower bound characterizes the optimal sampling rule as the solution of an intricate non-convex optimization program, but can be used as the starting point to devise simple and near-optimal sampling rules and algorithms. We devise such algorithms. In the generative model, our algorithm exhibits a sample complexity upper bounded by \( O((d(1−γ)−1/(ε + Δ)²)(log(1/δ) + d)) \) where \( Δ \) denotes the minimum reward gap of sub-optimal actions and \( d \) is the dimension of the feature space. This upper bound holds in the moderate-confidence regime (i.e., for all \( δ \)), and matches existing minimax and gap-dependent lower bounds. In the forward model, we determine a condition under which learning approximately optimal policies is possible; this condition is weak and does not require the MDP to be ergodic nor communicating. Under this condition, the sample complexity of our algorithm is asymptotically (as \( δ \) approaches 0) upper bounded by \( O(σ²(1−γ)−1/(ε + Δ)²)(log(1/δ)) \) where \( σ² \) is an instance-specific constant, value of an optimal experiment-design problem. To derive this bound, we establish novel concentration results for random matrices built on Markovian data.

I. INTRODUCTION

In Reinforcement Learning (RL), an agent interacts with an unknown controlled stochastic dynamical system, with the objective of identifying as quickly as possible an approximately optimal control policy. In this paper, we consider dynamical systems modelled through discounted Markov Decision Processes (MDPs), and investigate the problem of best policy identification in the fixed confidence setting. More precisely, we aim at devising (ε, δ)-PAC RL algorithms, i.e., algorithms identifying ε-optimal policies with a level of certainty greater than 1 − δ, using as few samples as possible. Such a learning objective has been considered extensively in tabular MDPs both in the discounted and episodic settings, most often using a mimimax approach, see e.g. [1–10] and more recently adopting an instance-specific analysis [11, 12]. According to the aforementioned work, in tabular MDPs, the minimal sample complexity for identifying an ε-optimal policy with probability at least 1 − δ scales as \( \frac{S A}{ε²} \log(1/δ) \) (ignoring the dependence in the time-horizon or discount factor), where \( S \) and \( A \) represent the sizes of the state and action spaces, respectively. These results illustrate the curse of dimensionality (tabular MDPs with limited state and action spaces only are learnable), and highlight the need for the use of function approximation towards the design of scalable RL algorithms. Despite the empirical successes of RL algorithms leveraging function approximation, our theoretical understanding of these methods remain limited. In this paper, we investigate the so-called linear MDPs, where linear functions are used to approximate the system dynamics and rewards. We aim at devising statistically and computationally efficient algorithms for the best policy identification with fixed confidence learning task. We address this task under both (i) the generative model, where in each round, a sample of the transition and reward from any given state-action pair can be observed; and (ii) the forward model, where the learner has access to a single controlled trajectory of the system. Our contributions are summarized below.

(a) Sample complexity lower bounds. We derive instance-specific lower bounds that any (ε, δ)-PAC algorithm must satisfy, for both the generative and forward models. These lower bounds are characterized by the solution of an intricate optimization problem. We propose a careful relaxation of these optimization problems. These relaxations suggest an experiment design approach based on G-optimal design to define the sampling strategy used to explore the MDP.

(b) Algorithms with a generative model. When the learner has access to a generative model, inspired by our sample complexity lower bounds, we devise G-Sample-and-Stop (GSS), a simple (ε, δ)-PAC algorithm that relies on G-optimal design [13, Chap. 21], least-squares estimators, and a proper stopping rule. We show that the expected sample complexity of GSS scales at most as

\[ \left( \frac{(d(1−γ)−1)/(ε + Δ)²}{log(1/δ)} \right) \]

up to logarithmic factors, where \( Δ \) is an appropriately defined instance-specific sub-optimality gap that depends on the MDP \( M \).

This upper bound holds in the moderate-confidence regime (i.e., for all \( δ \in (0,1) \)), and matches existing minimax and gap-dependent lower bounds.

(c) Algorithms with the forward model. Again inspired by our sample complexity lower bounds, we propose G-Navigate-and-Stop (GNS). The analysis of GNS or other algorithms for the forward model presents many challenges: (i) In contrast with episodic setting, we do not have the ability to restart the trajectory at each episode. Hence, suitable conditions are required to ensure that learning is even possible from a single controlled trajectory. (ii) Because of the linear structure, the uniqueness of the optimal sampling policy that arise from our lower bounds is not guaranteed, and the set of such optimal policies does not have nice properties such as convexity. Therefore, a careful sampling scheme is required. (iii) The data generated when exploring the MDP
is Markovian, which implies that new concentration results for random matrices with Markovian data must be derived. We overcome these challenges. First, we determine conditions under which learning approximately optimal policies is possible; these conditions are weak and do not require the MDP to be ergodic nor communicating. Then, under such conditions, we establish concentration bounds on random matrices with Markovian data. Finally, we show that the sample complexity of GNS, under the learnability conditions, is asymptotically (as $\delta$ approaches 0) upper bounded by $O((1 - \gamma)^2 d H^3/\Delta_{\min})$ where $\Delta_{\min}$ is an instance-specific constant, value of an optimal experiment design problem.

II. RELATED WORK

Linear models in RL have attracted a lot of attention over the last few years. We summarize below the recent results, related to first episodic MDPs and then discounted MDPs.

**Episodic linear MDPs.** Most of the studies have aimed at devising algorithms minimizing regret. Jin et al. [14] propose an optimistic Least Squares Value Iteration (LSVI) algorithm that achieves a regret upper bound of order $O(\sqrt{d^3 T})$ and that can be implemented in polynomial time. [15] presents UCRL-VTR, a confidence based algorithm adapted to the linear MDP setting. The algorithm achieves a gap dependent regret of order $O((d^2 H^5)/\Delta_{\min}) \log(T/\delta)$. When it comes to best policy identification problems, in [16], Wagenmaker et al. establish a sample complexity minimax lower bound of order $\Theta(d^2 H^2/\epsilon^2)$. The authors also propose an a reward-free algorithm with sample complexity of order $O(d/\epsilon^2 + dH^2)$. In a subsequent work, Wagenmaker et al. [17] introduce PEDEL, an elimination based algorithm with instance-specific sample complexity guarantees. In the worst case, the sample complexity upper bound scales as $O(dH^2/\epsilon^2 + d^2 H^2 + \log(1/\delta))$. This bound hides a dependence on $\lambda_{\min}$, the maximal minimum eigenvalue of the covariates matrix that can be induced by a policy. As in our work, the derived instance-specific sample complexity guarantees are related to G-optimal design and take the following form: $C_0G + C_1$, where $G = H^4 \sum_{h=1}^{H} \inf_{A_{\epsilon,p}} \max_{\pi \in \Pi} \log\left(\frac{\|\phi, h\|_{A_{\epsilon,p}}}{\lambda_{\min}(\Pi)}\right)$ with $C_0 = \log\left(\frac{1}{\epsilon}\right) \right.$ polylog$(H, \log(1/\epsilon))$ and $C_1 = \text{poly}(d, H, 1/\lambda_{\min}, \log(1/\delta), \log(1/\epsilon), \log(\|\Pi\|))$. Note that PEDEL requires as input a set of policies $\Pi$. The authors propose a way to approximate the set of all policies using restricted linear soft-max policies $\Pi_{e}$ which leads to an overall sample complexity of order $C_0H^4 \sum_{h=1}^{H} \inf_{A_{\epsilon,p}} \max_{\pi \in \Pi_{e}} \log\left(\frac{\|\phi, h\|_{A_{\epsilon,p}}}{\lambda_{\min}(H^2 + \log(1/\delta))}\right) + C_1$. In [18], the authors also investigate the problem of identifying an $\epsilon$-optimal policy with a generative model and propose a Linear Approximate Value Iteration algorithm (LAVI). They leverage the idea of anchor (state, action) pairs but require a set of such anchor pairs for each layer $h \in [H]$. 

**Discounted linear MDPs.** In [19], Yang et al. focus on the $\epsilon$-optimal policy identification problem in the generative setting and present Phased Parametric Q-Learning (PPQ-learning), an algorithm with sample complexity of order $\tilde{O}(\frac{d}{\epsilon^2 (1 - \gamma)^2})$ under the restrictive assumption that a so-called set of (state, action) anchor pairs exist (see Assumption 2) and that it is of size $d$. More precisely, this assumption states that there exists $K \subseteq S \times A$, a set of anchor (state, action) pairs such that for all $(s, a) \in K \subseteq S \times A$, $\phi(s, a)$ can be written as convex combination of features of anchor pairs. The authors further assume that $|K| = d$ and that all features have non-negative entries and that the features correspond to probability vectors. The authors finally provide a matching minimax lower bound of order $\Omega(\frac{d}{\epsilon^2 (1 - \gamma)^2})$.

Lattimore et al. [20] also consider the $\epsilon$-optimal policy identification problem in the generative setting. They devise a sampling rule based on G-optimal design and use an approximate policy iteration algorithm to recover the optimal policy. Their algorithm seeks to estimate the Q function directly at each iteration, by first evaluating the value of Q at anchor (state, action) pairs (determined by the G-optimal design) via rollout, and then by generalizing using least squares. The sample complexity of their algorithm is of the order $O(\frac{d\sqrt{d}}{\epsilon (1 - \gamma)^2})$.

Finally it is worth mentioning [21], where Zhou et al. consider the regret minimization problem in the forward model. The notion of regret for discounted MDPs is not easy to define. Here, the authors consider the accumulated difference of rewards between an Oracle policy and the proposed policy but along the trajectory followed under the latter policy (this policy could well lead the system into regions of the state space). The proposed algorithm achieves a regret scaling at most as $O(\frac{d\sqrt{d}}{1 - \gamma^2})$.

III. MODELS AND OBJECTIVES

**A. Notation**

We denote by $\|x\|$ the Euclidean norm of a vector $x \in \mathbb{R}^d$. For a given definite positive matrix $M \in \mathbb{R}^{d \times d}$, we denote by $\|x\|_M = \sqrt{x^T M x}$ the weighted Euclidean norm of the vector $x \in \mathbb{R}^d$. We denote by $\|M\|$ the operator norm of a matrix $M \in \mathbb{R}^{d \times d}$. For a positive definite matrix $M \in \mathbb{R}^{d \times d}$, we denote its highest (resp. smallest) eigenvalue by $\lambda_{\max}(M)$ (resp. $\lambda_{\min}(M)$), respectively. For a given pair of two symmetric matrices $A, B \in \mathbb{R}^{d \times d}$, we write $A \succeq B$ (resp. $A \succ B$) to mean that $A - B$ is positive definite (resp. positive semi-definite).

**B. Discounted linear MDPs**

We consider an infinite time-horizon discounted MDP, denoted $M = (S, A, p_M, q_M, \gamma)$, where $S$ and $A$ are the state and action spaces, respectively, $p_M$ and $q_M$ are the dynamics and reward distributions, respectively, and $\gamma \in (0, 1)$ is the discount factor. More precisely, starting from state $s$ and given that action $a$ is selected, the probability to move to state $s'$ is $p_{Ms}(s, a, s')$ and the distribution of the collected reward is $q_M(s, a)$. We assume that $q_M(s, a)$ has support on $[0, 1]$, and
we denote by \( r_{\mathcal{M}}(s, a) \) the expected reward of \( q_{\mathcal{M}}(s, a) \). \( \mathcal{S} \) and \( \mathcal{A} \) are finite sets of respective cardinalities \( \mathcal{S} \) and \( \mathcal{A} \).

Each state-action pair \((s, a)\) is associated to a feature vector \( \phi(s, a) \in \mathbb{R}^d \). We assume that the feature map \( \phi \) is known to the learner, that for all \((s, a) \in \mathcal{S} \times \mathcal{A} \), \( \|\phi(s, a)\| \leq 1 \), and that the features \( (\phi(s, a))(s,a) \in \mathcal{S} \times \mathcal{A} \) span \( \mathbb{R}^d \). We are interested in the class of the so-called Linear MDPs, denoted by \( \mathbb{M} \), and defined as follows [14]:

**Definition 1** (Linear MDPs). We say \( \mathcal{M} \) is a Linear MDP if there exists \( \mu_{\mathcal{M}}, \theta_{\mathcal{M}} \in \mathbb{R}^d \), such that for all \((s, s', a) \in \mathcal{S} \times \mathcal{A} \), and \( \phi(s, a) \), we have \( q_{\mathcal{M}}(s, a, s') = \phi(s, a)^T \theta_{\mathcal{M}}(s') \) and \( r_{\mathcal{M}}(s, a) = \phi(s, a)^T \mu_{\mathcal{M}}(s) \) with \( \max(\|\theta_{\mathcal{M}}\|, \|\mu_{\mathcal{M}}(s)\|) \leq \sqrt{d} \).

A deterministic stationary control policy \( \pi \) maps states to actions. We denote by \( s_t \) the state at time \( t \) under the policy \( \pi \), and by \( \pi(s) \) the action selected by \( \pi \). The performance of a policy \( \pi \) is expressed through its state value function \( V_{\pi, \mathcal{M}} \) and its state-action value function \( Q_{\pi, \mathcal{M}} \) defined by: for all state-action pairs \((s, a) \in \mathcal{S} \times \mathcal{A} \),

\[
V_{\pi, \mathcal{M}}(s) = \mathbb{E}_{\mathcal{M}} \left[ \sum_{t=0}^{\infty} \gamma^t r_{\mathcal{M}}(s_t, \pi(s_t)) | s_0 = s \right],
\]

\[
Q_{\pi, \mathcal{M}}(s, a) = r_{\mathcal{M}}(s, a) + \gamma \sum_{s' \in \mathcal{S}} p_{\mathcal{M}}(s, a, s') V_{\pi, \mathcal{M}}(s').
\]

An optimal policy \( \pi_{\mathcal{M}}^* \) for the MDP \( \mathcal{M} \) maximizes the value function for any state, i.e., for any policy \( \pi \), we have \( V_{\pi_{\mathcal{M}}^*, \mathcal{M}}(s) \geq V_{\pi, \mathcal{M}}(s) \) for all \( s \in \mathcal{S} \). The state and state-action value functions of \( \pi_{\mathcal{M}}^* \) are referred to as the value function \( V_{\mathcal{M}}^* \) and the Q function \( Q_{\mathcal{M}}^* \), respectively. A policy \( \pi \) is said \( \epsilon \)-optimal if \( \max_{s \in \mathcal{S}} V_{\pi, \mathcal{M}}(s) - V_{\mathcal{M}}^*(s) \leq \epsilon \) point-wise, and we denote by \( \Pi_{\epsilon, \mathcal{M}} \) the set of \( \epsilon \)-optimal policies of \( \mathcal{M} \).

**C. Best policy identification**

We aim at designing a learning algorithm interacting with the MDP \( \mathcal{M} \) so as to identify an \( \epsilon \)-optimal policy as quickly as possible. We formalize this objective in a PAC framework, where a learning algorithm consists of (i) a sampling rule, (ii) a stopping rule and (iii) a decision rule.

(i) **Sampling rule**: We distinguish between the generative and the forward model:

1. Generative model: In each round \( t \), the sampling rule may select any (state, action) \((s_t, a_t)\) to explore depending on past observations.

2. Forward model: Under this model, the learner is forced to follow the trajectory of the system, and only the action may be selected.

Under both models, from the selected pair, the learner observes the next state and receives a sample of the corresponding reward.

(ii) **Stopping rule**: This rule is defined through a stopping time \( \tau \) deciding when the learner stops gathering information and wishes to output an estimated \( \epsilon \)-optimal policy.

(iii) **Decision rule**: Based on the observations gathered before stopping, the learner outputs an estimated optimal policy \( \hat{\pi}_\tau \).

We are interested in learning algorithms that are \((\epsilon, \delta)\)-PAC in the following sense:

**Definition 2** ((\(\epsilon, \delta)\)-PAC algorithms). An algorithm is said \((\epsilon, \delta)\)-PAC if at the time it stops \( \tau \), it outputs a policy \( \hat{\pi}_\tau \) satisfying:

\[
\Pr_{\mathcal{M}} \left( \max_{s \in \mathcal{S}} \left( V_{\hat{\pi}_\tau, \mathcal{M}}(s) - V_{\mathcal{M}}^*(s) \right) < \epsilon \right) \geq 1 - \delta.
\]

Our goal is to design \((\epsilon, \delta)\)-PAC algorithms with minimal sample complexity \( \mathbb{E}_{\mathcal{M}}[\tau] \). In contrast with most existing analyses, we will derive instance-specific lower and upper bounds on the sample complexity of such algorithms \((\epsilon, \delta)\)-PAC algorithms. In particular, we wish these bounds to depend on the sub-optimality gap of the MDP \( \mathcal{M} \) defined by \( \Delta_{\mathcal{M}} = \min_{s \in \mathcal{S}, a \neq \pi^*_{\mathcal{M}}(s)} (V_{\mathcal{M}}^*(s) - Q_{\mathcal{M}}^*(s, a)) \).

IV. **Sample Complexity Lower Bounds**

To state our instance-specific lower bounds, we first introduce the following notation. Given two MDPs \( \mathcal{M} \) and \( \mathcal{M}' \) in \( \mathbb{M} \), we write \( \mathcal{M} \ll \mathcal{M}' \) if for every pair \((s, a) \in \mathcal{S} \times \mathcal{A} \), we have \( p_{\mathcal{M}}(s, a, \cdot) \ll p_{\mathcal{M}'}(s, a, \cdot) \) and \( q_{\mathcal{M}}(s, a) \ll q_{\mathcal{M}'}(s, a) \). In this case, we define the Kullback-Leibler divergence between \( \mathcal{M} \) and \( \mathcal{M}' \) by:

\[
KL_{\mathcal{M}, \mathcal{M}'}(s, a) = KL(q_{\mathcal{M}}(s, a) || q_{\mathcal{M}'}(s, a)) + KL(p_{\mathcal{M}}(s, a, \cdot) || p_{\mathcal{M}'}(s, a, \cdot)).
\]

We also denote by \( kl(a, b) \) the Kullback-Leibler divergence of two Bernoulli distributions of respective means \( a \) and \( b \). Finally, we introduce the following set of MDPs. This set includes MDPs for which the set of \( \epsilon \)-optimal policies does not contain an \( \epsilon \)-optimal policy for \( \mathcal{M} \).

\[
\text{Alt}_{\epsilon}(\mathcal{M}) = \left\{ \mathcal{M}' \in \mathbb{M} : \left\{ \Pi_{\epsilon, \mathcal{M}}(\mathcal{M}) \right\} = \emptyset \right\}
\]

We refer to \( \text{Alt}_{\epsilon}(\mathcal{M}) \) as the set of alternative MDPs w.r.t. \( \mathcal{M} \). Let \( \Sigma_{\mathcal{S} \times \mathcal{A}} \) be the probability simplex in \( \mathbb{R}^{\mathcal{S} \times \mathcal{A}} \), and define for all \( \omega \in \Sigma_{\mathcal{S} \times \mathcal{A}} \):

\[
T_{\mathcal{M}}(\omega)^{-1} = \inf_{\mathcal{M}' \in \text{Alt}_{\epsilon}(\mathcal{M})} \sum_{s,a} \omega_{s,a} KL_{\mathcal{M}, \mathcal{M}'}(s, a). \tag{1}
\]

a) **With a generative model.** For the generative model, we establish the following lower bound.

**Proposition 1.** Let \( \epsilon > 0 \), \( \delta \in (0, 1) \). The sample complexity \( \tau \) of any \((\delta, \epsilon)\)-PAC algorithm must satisfy:

\[
\mathbb{E}_{\mathcal{M}}[\tau] \geq T^{*}_{\mathcal{M}, \text{gen}} \cdot kl(\delta, 1 - \delta)
\]

where \( T^{*}_{\mathcal{M}, \text{gen}} = \inf_{\omega \in \Sigma_{\mathcal{S} \times \mathcal{A}}} T_{\mathcal{M}}(\omega) \).

The derivation of the lower bound in Proposition 1 relies on standard change-of-measure arguments. We defer the proof to [22]. The vector \( \omega \in \Sigma_{\mathcal{S} \times \mathcal{A}} \) solving the optimization problem and leading to \( T^{*}_{\mathcal{M}, \text{gen}} \) can be interpreted as the optimal proportions of times an optimal algorithm should sample the various (state, action) pairs. It turns out, as in the
case of tabular MDPs (see [11]), that analyzing and computing this allocation is difficult. Instead, our strategy will be to derive instance-specific upper bounds of the $T_{M,\text{gen}}$ that can be computed in a computationally efficient manner. To state the upper bounds, we introduce the following quantities: let $\omega \in \Sigma_{S \times A}$, $\Lambda(\omega) = \sum_{(s,a) \in S \times A} \omega_{s,a} \phi(s, a) \phi(s, a)^T$, and $\sigma(\omega) = \max_{(s,a) \in S \times A} \|\phi(s, a)\|_2^2 \Lambda(\omega)^{-1}$. $\Lambda(\omega)$ is referred to as the feature matrix. Furthermore, observe that the function $\sigma(\cdot)$ corresponds to the so-called G-optimality criterion (see e.g. Chap. 21 in [13]). Our next result is to establish a link between $T_{M,\text{gen}}(\cdot)$ and $\sigma(\cdot)$.

**Theorem 1.** For all $\omega \in \Sigma_{S \times A}$, it holds that

$$T_{M,\text{gen}}(\omega) \leq \frac{10\sigma(\omega)}{3(1-\gamma)^4(\Delta_M + \varepsilon)^2}. \tag{2}$$

Consequently, we have $T_{M,\text{gen}} \leq U_{M,\text{gen}} \triangleq \frac{10d}{3(1-\gamma)^4(\Delta_M + \varepsilon)^2}$.

Theorem 1 relates the experiment-design approach based on G-optimality to our instance dependent lower bound. A similar link has been established in the case of best-arm identification in linear bandits [23]. However, establishing such a link in the case of Linear Discounted MDPs is more challenging and requires a careful relaxation of the optimization problem leading to the definition of $T_{M,\text{gen}}(\omega)$ in (1). The proof of Theorem 1 is deferred to [22].

From an algorithmic perspective, Theorem 1 tells us that sampling according to a G-optimal design $\omega^* \in \arg\min_{\omega \in \Sigma_{S \times A}} \sigma(\omega)$ is sufficient to identify an $\epsilon$-optimal policy with a sample complexity upper bounded by the sample complexity $U_{M,\text{gen}} \log(1/\delta)$. $\omega^*$ only depends on the feature map $\phi$ and not the unknowns $\mu_M$ and $\theta_M$, and therefore may be computed prior to the learning process.

b) With a forward model. Proposition 1 and Theorem 1 can be immediately extended to the forward model. To simplify the exposition, we will restrict our attention to the asymptotic lower bounds when $\delta \to 0$. As in [12], we can establish that if $\omega_{sa}$ denotes the expected proportion of rounds where the state-action pair $(s, a)$ is visited, then the allocation $\omega$, asymptotically, must satisfy the balance equations of the Markov chain induced by the controlled system dynamics: for all $s \in S$,

$$\sum_{a \in A} \omega_{s,a} = \sum_{(s',a') \in S \times A} p_{M}(s',a',s) \omega_{s',a'} \tag{3}$$

Define $\Omega(M) = \{\omega \in \Sigma_{S \times A} : \text{the constraints (3) hold}\}$.

**Proposition 2.** Let $\varepsilon > 0$, $\delta \in (0,1)$. In the forward model, the sample complexity $\tau$ of any $(\varepsilon, \delta)$-PAC algorithm must satisfy: $E_M[\tau] \geq T_{M,\text{for}}(\delta(1-\delta))$ where $T_{M,\text{for}} = \inf_{\omega \in \Omega(M)} T_{M,\text{for}}(\omega)$.

**Theorem 2.** Let $\sigma_{M,\text{for}} = \inf_{\omega \in \Omega(M)} \sigma(\omega)$. Then, we have

$$T_{M,\text{for}} \leq U_{M,\text{for}} \triangleq \frac{10 \sigma_{M,\text{for}}}{3(1-\gamma)^4(\Delta_M + \varepsilon)^2}. \tag{4}$$

The proof of Proposition 2 and Theorem 2 are presented in [22]. The upper bound we obtain on $T_{M,\text{for}}$, suggests an experiment design approach where the objective is to sample according to an allocation $\omega^* \in \arg\min_{\omega \in \Omega(M)} \sigma(\omega)$. This objective is similar in spirit to that considered in [17] for Episodic Linear MDPs.

V. THE G-SAMPLE-AND-STOP ALGORITHM

We propose G-Sample-and-Stop (GSS), an algorithm whose sample complexity matches the complexity measure $U_{M,\text{gen}} \log(1/\delta)$ presented in Theorem 1. The algorithm samples the state-action pairs according to a G-optimal design, and stops when it has gathered enough information. The adaptive nature of the stopping rule ensures a gap-dependent sample complexity upper bound.

**A. Sampling rule**

Prior to the learning process, under the GSS algorithm, we start by finding\(^2\) an optimal allocation $\omega^* \in \arg\min_{\omega \in \Sigma_{S \times A}} \sigma(\omega)$. Then, at each round $t$, the algorithm proceeds by sampling a state-action pair $(s_t, a_t)$ according to $\omega^*$. Define $P_t = \sum_{t=1}^{\infty} \phi(s_t, a_t) \phi(s_t, a_t)^T$. Standard concentration arguments on random matrices ensure that the random matrix $P_t$ converges to the matrix $\Lambda(\omega^*)$. In particular, $t \max_{(s,a) \in S \times A} \|\phi(s,a)\|_2^2 \leq 2 \sigma(\omega^*)$. We present this fact in the following proposition, and its proof is deferred to [22].

**Proposition 3.** Let $\delta \in (0,1)$. We have

$$\Pr \left( \max_{(s,a) \in S \times A} \|\phi(s,a)\|_2^2 \leq 2 \sigma(\omega^*) \right) \geq 1 - \delta,$$

provided $t \geq 10d \log \left( \frac{2d}{\delta} \right)$.

**B. Least-squares estimation**

The stopping and decision rules of GSS leverage the least-squares estimators of the parameters $\mu_M$ and $\theta_M$. We provide below explicit expressions for these estimators and derive concentration inequalities characterizing their performance. When the algorithm selects (state, action) pair $(s_t, a_t)$ in round $t$, it observes the next state $s_{t+1}$ and receives the reward $r_t$. Overall, in round $t$, the algorithm gathers the experience $(s_t, a_t, r_t, s_{t+1})$. The regularized least-squares estimators with parameter $\lambda > 0$ of $\mu_M$ and $\theta_M$ after $t$ experiences are given by: for all $s \in S$,

$$\hat{\mu}_t(s) = (P_t + \lambda I_d)^{-1} \sum_{\ell=1}^{t} \phi(s_{\ell}, a_{\ell}) \mathbf{1}_{\{s_{\ell+1} = s\}} \tag{5}$$

$$\hat{\theta}_t = (P_t + \lambda I_d)^{-1} \sum_{\ell=1}^{t} \phi(s_{\ell}, a_{\ell}) r_{\ell}.$$
the least-squares estimators can be controlled in the following sense:

**Proposition 4.** Irrespective of the sampling rule, we have for all $\delta \in (0, 1)$,

$$\mathbb{P} \left( \forall t \geq 1, \left\| \hat{\theta}_t - \theta_{\mathcal{M}} + \gamma (\mu_t - \mu_{\mathcal{M}})^\top \hat{V}_t^* \right\|_{F_t} \leq \beta (\delta, t) \right) \geq 1 - \delta$$

(6)

with the threshold $\beta (\delta, t) = \frac{C}{1 - \gamma} \log (e / \delta) + d \log (dt)$ for some universal constant $C > 0$.

The proof of Proposition 4 is presented in [22] along with the precise constants. Importantly, the threshold $\beta$ does not exhibit any dependence in $S$ but only in $d$. This is thanks to the linear structure that characterizes the value function. Such a structure allows us to use a net argument on the space of all possible optimal value functions. This idea is borrowed from [14] and repurposed to our needs.

**C. Stopping and decision rules**

Let us start by describing the stopping rule. For all $t \geq 1$, we define the random variable $Z(t)$ and the threshold $\beta (\delta, t)$ as follows

$$Z(t) = \frac{3(1 - \gamma)^2 (\Delta_{\mathcal{M}} + \epsilon)^2}{10 \max_{(s, a) \in \mathcal{S} \times \mathcal{A}} \| \phi (s, a) \|^2_{P_t^{-1}}},$$

$$\beta (\delta, t) = C \left( \log \left( \frac{e}{\delta} \right) + d \log (dt) \right).$$

The random variable $Z(t)/t$ may be interpreted as an empirical estimator of the lower bound on $U_{\mathcal{M}, \text{gen}}^{*}$ established in Theorem 1. The choice of the threshold $\beta (\delta, t)$ is motivated by the concentration result of Proposition 4 with $C$ being the universal constant in the statement of the proposition. Finally, the stopping rule of GSS is defined by the stopping time

$$\tau = \inf \{ t \geq 1 : Z(t) > \beta (\delta, t) \}.$$  

(7)

This stopping rule is inspired by classical log-likelihood based stopping rules. When the algorithm stops, it computes $\hat{\pi}_\tau$, an optimal policy for the MDP $\mathcal{M}_t$. The description of GSS is now complete and summarized in Algorithm 1.

**Algorithm 1 G-Sample-and-Stop (GSS)**

Compute $\omega^* = \arg \min_{\omega \in \Sigma_{\mathcal{S} \times \mathcal{A}}} \sigma (\omega)$

while $Z(t) \leq \beta (\delta, t)$ do

sample $(s_t, a_t)$ according $\omega^*$

observe the experience $(s_t, a_t, r_t, s_{t+1})$

update $(\mu_t, \theta_t)$ according to (5) and set $t = t + 1$

return $\hat{\pi} = \pi_t^*$ the optimal policy of $\mathcal{M}_t$

The following Lemma establishes the $(\varepsilon, \delta)$-PAC correctness of GSS.

**Lemma 1.** Under the GSS algorithm, we have:

$$\mathbb{P} (\tau < +\infty, \hat{\pi} \notin \Pi_* (\mathcal{M}) \leq \delta).$$

**D. Sample complexity guarantees under GSS**

Finally, in Theorem 3 we present the sample complexity guarantee enjoyed by GSS.

**Theorem 3.** The sample complexity of GSS satisfies, for all $\varepsilon > 0$, $\delta \in (0, 1)$,

$$\mathbb{E} [\tau] \leq C U_{M, \text{gen}}^{*} \left( \log \left( \frac{e}{\delta} \right) + d \log (U_{M, \text{gen}}^{*}) \right)$$

(8)

where $C > 0$ is a universal constant. Furthermore, GSS is an $(\varepsilon, \delta)$-PAC algorithm.

The proof of Theorem 3 is presented in Appendix ???. First, observe that the sample complexity guarantee is valid for all $\delta \in (0, 1)$ which contrasts with most existing asymptotic results in best policy identification. Additionally, our guarantee is matching, up to a constant multiplicative factor, the upper bound established in Theorem 1 as $\delta \to 0$.

VI. THE G-Navigate-and-Stop Algorithm

In this section, we present G-Navigate-and-Stop (GNS), an algorithm whose sample complexity matches the complexity measure $U_{M, \text{for}}^{*} \log (1/\delta)$ presented in Theorem 2. The design of GNS, as that of GSS, is guided by our lower bounds. In particular, the stopping and decision rules are the same as those of GSS and all guarantees related to these components also hold for GNS, namely Proposition 4 and Lemma 1. The major difference lies in the sampling rule where now we have to account for navigation constraints.

**A. Sampling rule**

In what follows, we denote, for ease of notations, for all $\ell \geq 1$, $\phi_{\ell} = \phi (s_{\ell}, a_{\ell})$. Recall that $P_t = \sum_{\ell=1}^{t} \phi_{\ell} \phi_{\ell}^\top$. As already mentioned in the study of the generative model, this random matrix plays a crucial role. In the forward model, the role $P_t$ is more pronounced and in fact all our learnability conditions concern this matrix.

1) Forced exploration: Learning from a single trajectory requires the existence of at least a policy that explores the MDP sufficiently. Additionally if there is any hope for finding an optimal exploration strategy then we need at least to guarantee that while searching for such a policy, we do not get trapped in states that irrevocably limit our exploration. This motivates the definition of $(m, \lambda)$-covering policies.

**Definition 3** $(m, \lambda)$-covering policy. A policy $\pi$ is said to be an $(m, \lambda)$-covering policy of $\mathcal{M}$ if there exists $m \geq 1$ and $\lambda > 0$ such that:

$$\min_{s \in \mathcal{S}} \lambda \min \left( \frac{1}{m} \mathbb{E}_{\mathcal{M}} \left[ \sum_{t=1}^{m} \phi_t \phi_t^\top | s_1 = s \right] \right) > \lambda.$$  

(9)

We make the following assumption, which is necessary to ensure that learnability is possible.

**Assumption 1.** There exists an $(m, \lambda)$-covering policy $\pi_e$. Furthermore, the learner is aware of the policy $\pi_e$ and of $m$.

It is worth noting that Assumption 1 does not require a priori that the MDP $\mathcal{M}$ is ergodic nor communicating. For a
where \( x_t = 1 \) with probability \( t^{-1/2m} \) and \( x_t = 0 \) with probability \( 1 - t^{-1/2m} \). Then, we have
\[
\mathbb{P} \left( \lambda_{\min} \left( \sum_{t=1}^T \phi_t \phi_t^\top \right) \geq t^{-1/8} \right) \geq 1 - \delta, \quad \text{provided that} \quad t \geq \left( \frac{3m}{\delta^2} \log \left( \frac{2d}{\delta} \right) \right)^2.
\]

The proof of Lemma 2 relies on a careful decomposition of \( P_t \) and using a matrix martingale Bernstein concentration bound. We refer the reader to [22] for the proof. As it turns out, the high probability guarantee on the growth of the smallest eigenvalue in Lemma 2 is sufficient to ensure consistency of the least-squares estimator of \( \mu_M \). This is required for the sample complexity analysis of GNS.

2) Tracking: Before we present our tracking procedure, we present what we refer to as the oracle policy of a given allocation \( \omega \).

a) Oracle policy.: As in [24], given an allocation \( \omega \in \Omega(M) \), we define the oracle policy \( \pi^o(\omega) \) as follows: for all \((s,a) \in S \times A\),
\[
\pi^o(\omega)(a|s) = \begin{cases} 
\frac{\omega_{s,a}}{\sum_{a' \in A} \omega_{s,a'}} & \text{if } \sum_{a' \in A} \omega_{s,a'} > 0, \\
0 & \text{otherwise.}
\end{cases}
\]

It is not difficult to verify that the policy \( \pi^o(\omega) \) indeed induces the allocation \( \omega \).

b) Optimal allocations.: Next, we make the following assumption to avoid unnecessary technical issues that may arise characterizing the set of optimal allocations.

Assumption 2. There exists \( \eta > 0 \) such that
\[
\left\{ \arg \min_{\omega \in \Omega(M)} \sigma(\omega) \right\} \cap \Omega_\eta(M) = \emptyset
\]
where \( \Omega_\eta(M) \triangleq \{ \omega \in \Omega(M) : \lambda(\omega) \geq 2\eta I_d \} \). Furthermore, the learner has access to \( \eta \).

Under Assumption 2, we can characterize the set of optimal allocations\(^3\) as being non-empty, compact and convex. However, it is not guaranteed that the optimal allocation is unique\(^4\). This complicates the design of the tracking procedure. In particular, we cannot use the C-tracking rule used for instance in tabular MDPs as in [24]. To circumvent this issue, we use lazy updates or a doubling trick. Let \( T = \{ 2^k : k \in \mathbb{N} \} \). The allocation \( \omega_t \) that GNS tracks is updated only when \( t \in T \).

c) Optimization oracle.: We assume that the learner has access to an optimization oracle that given a model \( \hat{M} \), outputs an allocation \( \omega^* \in \arg \min_{\omega \in \Omega_M} \sigma(\omega) \). This optimization problem is convex and therefore computationally tractable.

We are now ready present the sampling rule of GNS. When \( t \in T \), the algorithm computes \( \omega^* \in \arg \min_{\omega \in \Omega_{1/2}(\hat{M})} \sigma(\omega) \), and updates \( \pi_t \) as \( \pi_t^o(\omega_t) \). Now in each round \( t, b_t \) is sampled according to \( \pi_t(\cdot|s_t) \) and GNS selects the action \( a_t \) defined in (10). The pseudo-code of GNS is presented in Algorithm 2.

Algorithm 2 The G-Navigate-and-Stop

Initialize \( \pi_1 \) to be the uniform policy while \( Z(t) \leq \beta(\delta, t) \) do

if \( t \in T \) then compute \( \omega_t \in \arg \min_{\omega \in \Omega_{1/2}(\hat{M}_t)} \sigma(\omega) \) and set \( \pi_t \leftarrow \pi_t^o(\omega_t) \) following (11)

sample \( b_t \sim \pi_t(\cdot|s_t) \), and \( a_t \) according to (10)

update \((\mu_t, \theta_t)\) according to (5), and set \( t = t + 1 \)
return \( \hat{\pi}_t \) an optimal policy of \( \hat{M}_t \)

Next, we provide tools for the sample complexity analysis of GNS. One crucial step is to guarantee that under our sampling scheme, certain random matrices concentrate.

Assumption 3. There exists \( \kappa > 0 \), such that for all \( \omega \in \Omega_{1/2}(\hat{M}) \), \( u \in \mathbb{R}^{SA} \), \( (s,a) \in S \times A \), the following holds
\[
\mathbb{E}^{\pi^o(\omega)} \left( \lim_{t \to \infty} M_t(u) | s_1 = s, a_1 = a \right) \leq \kappa,
\]
where \( \mathbb{E}^{\pi^o(\omega)} \) means that the expectation is taken with respect to trajectories generated by policy \( \pi^o(\omega) \), and \( M_t(u) = \sum_{t=1} \left( u^\top \Lambda(\omega)^{-1/2} \phi_t \right) \).

Essentially, Assumption 3 guarantees the convergence of \( \frac{1}{t} \sum_{t=1} \phi_t \phi_t^\top \) towards \( \Lambda(\omega) \) when the sample trajectory is generated with the fixed policy \( \pi^o(\omega) \). The uniform bound \( \kappa \) across state-action pairs in \( S \times A \), allocations in \( \Omega_{1/2}(\hat{M}) \), and all unit vector in \( \mathbb{R}^{SA} \) may appear strong. However, it can be shown for instance that if \( M \) is ergodic then \( \kappa = \mathcal{O}(t_{\text{mix}}/\eta) \) where \( t_{\text{mix}} \) is a the mixing time of the MDP \( M \). Now, we present our concentration bounds on random matrices with Markovian data.

Proposition 5. Let \( \omega_k \) be the optimal allocation used by GNS between \( t_k < t < t_{k+1} \) for some \( k \geq 1 \). Furthermore, assume that \( \omega_k \in \Omega_{\eta}(\hat{M}) \). Then, under GNS with the forced exploration (10), under Assumption 3, we have, for all \( \varepsilon > 0, \delta \in (0, 1) \)
\[
\mathbb{P} \left( \frac{1}{t_{k+1} - t_k} \sum_{t=t_k+1}^{t_{k+1}} \phi_t \phi_t^\top \geq (1 - \varepsilon) \Lambda(\omega_k) \right) \geq 1 - \delta, \quad \text{provided that} \quad t_{k+1} - t_k \geq \max \left( \frac{16 \varepsilon}{C^2}, \frac{16 \varepsilon}{C^2} \right) \log \left( \frac{2d}{\delta} \right) \log \left( \frac{2d}{\delta} \right)
\]
for some universal constant \( C > 0 \).

The proof of Proposition 5 relies on decomposing \( \sum_{t=t_k+1}^{t_{k+1}} \phi_t \phi_t^\top \) using Poisson’s equation [26] so as to obtain a martingale that can be easily controlled under Assumption

\(^3\)This claim follows from Berge’s maximum theorem. Refer to appendix ?? for a formal statement.

\(^4\)The non-uniquity of the optimal allocation also occurs in best arm identification for linear bandits (see e.g.,[25]). The non-unicty is a consequence of Carathéodory’s theorem.
3. Refer to [22] for a complete proof along with the precise constants.

B. Sample complexity guarantees under GNS

Finally, in Theorem 4, we present a sample complexity upper bound for GNS.

**Theorem 4.** The sample complexity of GNS, satisfies for all \( \varepsilon > 0 \),

\[
E[\tau] \leq C \mu_{\text{for}}^* \left( \log \left( \frac{e}{\delta} \right) \right) + o \left( \log \left( \frac{e}{\delta} \right) \right) \tag{12}
\]

for some universal constant \( C > 0 \). Furthermore, the GNS algorithm is \((\varepsilon, \delta)\)-PAC.

The proof of Theorem 4 is slightly more complex than that of Theorem 3 due to the navigation constraints. We present the proof in Appendix ???. Observe that the GNS algorithm attains a sample complexity that matches, up to some multiplication constant and asymptotically (as \( \delta \to 0 \)), the complexity measure \( \mu_{\text{for}}^* \log(1/\delta) \) presented in Theorem 2.

**VII. CONCLUSION**

In this paper, we have first derived instance-dependent lower bounds on the sample complexity of best policy identification in discounted linear MDPs. As of now, these instance-dependent bounds remain challenging to exploit algorithmically. Instead, we proposed a relaxation that links these lower bounds to experiment-design criteria based on the G-optimal design. These criteria lead to the sample complexity measures \( \mu_{\text{gen}}^* \log(1/\delta) \) and \( \mu_{\text{for}}^* \log(1/\delta) \) for the generative model and forward model, respectively. Importantly, these complexity measures are instance-dependent as they exhibit a dependence on the minimum gap \( \Delta_M \).

Furthermore, we have established that these experiment design criteria can be exploited algorithmically by proposing the algorithms GSS and GNS with sample complexity upper bounds matching asymptotically \( \mu_{\text{gen}}^* \log(1/\delta) \) and \( \mu_{\text{for}}^* \log(1/\delta) \), respectively, as \( \delta \to 0 \). In fact, GSS enjoys a stronger guarantee that holds for all \( \delta \in (0, 1) \) and matches existing minimax lower bounds (in the episodic case, these bounds are of the order \( \Omega(d^2/e^2) \)). In the forward model, we are the first, to the best of our knowledge, to investigate the problem of \( \varepsilon \)-best policy identification for discounted linear MDPs. Notably, we establish, for this model, conditions under which learnability is possible. These conditions are a priori weaker than ergodicity and communication.

As a future direction, we believe that it would be interesting to improve the relaxations of the lower bounds, as well as devising, for the forward model, algorithms with sample complexity guarantees in the moderate confidence regimes.
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