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Abstract. We extend the resummation method of Anselmi & Pietroni (2012) to compute the total density power spectrum in models of quintessence characterized by a vanishing speed of sound. For standard ΛCDM cosmologies, this resummation scheme allows predictions with an accuracy at the few percent level beyond the range of scales where acoustic oscillations are present, therefore comparable to other, common numerical tools. In addition, our theoretical approach indicates an approximate but valuable and simple relation between the power spectra for standard quintessence models and models where scalar field perturbations appear at all scales. This, in turn, provides an educated guess for the prediction of nonlinear growth in models with generic speed of sound, particularly valuable since no numerical results are yet available.
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1 Introduction

Ever since the discovery of the cosmic acceleration found by the observations of type Ia supernovae in 1998 [1, 2], a tremendous amount of observational and theoretical effort has been put in place in order to understand the cause of this phenomenon.

A plethora of alternative models attribute the observed acceleration to either the presence of a mysterious energy component dubbed dark energy (DE) which dominates at the current epoch, or to a modification of the gravitational laws on cosmological distances (see, e.g. [3] for an overview of proposed theoretical models). While the standard ΛCDM model, where the acceleration is driven by a cosmological constant Λ, provides a good fit to observations, several models cannot, so far, be ruled-out. The next generation of large-scale structure (LSS) surveys such as EUCLID [4] and DESI\(^1\) will provide an unprecedented determination of observables such as the weak lensing shear and galaxy power spectra over a very large range of scales, and will be therefore sensitive to the details of structure formation, representing a unique opportunity to discriminate between competing models. However, the improvement in the quality and quantity of observational data represents a challenge to the accuracy of theoretical predictions, particularly for non-standard models.

A fundamental complication, in this respect, is given by the nonlinear nature of structure formation. Indeed many cosmological probes of matter density correlations will present small statistical errors on scales smaller than \(\sim 100\ h^{-1}\)Mpc, where gravitational instability is responsible for relevant nonlinear corrections to linear theory predictions. The solution to the problem entails two goals: to understand and predict these corrections on one hand and, on the other, to achive a fast way (seconds) to numerically compute such predictions,

\(^1\)http://desi.lbl.gov/
in order to efficiently sample the theory parameter space in the data analysis. Our current understanding of the nonlinear regime, rather limited even for the standard paradigm, is very poor for non-standard cosmological models. In the following we will present an important step in this direction for the case of models with perturbations in the quintessence field.

Quintessence is one of the most popular models of DE, where the acceleration of the Universe is attributed to a scalar field with negative pressure [5]. Its standard formulation involves a minimally coupled canonical scalar field, whose fluctuations propagate at the speed of light $c_s = 1$. In this case, sound waves maintain the quintessence homogeneous on scales smaller than the Hubble radius $H^{-1}$ [6]. The quintessence contribution to the total energy density affects the expansion of the Universe and the growth of dark matter perturbations, allowing observational constraints on the DE equation of state $w(t) = p_Q(t)/\rho_Q(t)$, where $p_Q$ and $\rho_Q$ are the pressure and energy density of the scalar field. In this set-up, quintessence clustering effects take place only on scales of order $H^{-1}$, and their detection is therefore severely limited by cosmic variance. However, this may not be the case for more general quintessence models where the scalar field kinetic term is non-canonical.\textsuperscript{2} In fact, in [7, 8], following the approach of [9], the authors constructed the most general effective field theory describing quintessence perturbations around a given Friedman-Robertson-Walker background space-time, showing the existence of theoretically consistent models where the fluctuations propagate at a speed $c_s \neq 1$. In particular, by a careful analysis of the theoretical consistency of the models, namely, the classical stability of the perturbations and the absence of ghosts, ref. [8] concluded that the region of parameter space with $w < -1$ (the so-called “phantom regime”) is in general excluded, unless the fluctuations are characterized by a practically vanishing, imaginary speed of sound, e.g. $|c_s| \lesssim 10^{-15}$ (note that observational limits do not exclude the case $w < -1$ [10, 11]). In the latter case, the stability of the perturbations would be guaranteed by the presence of higher derivative operators with negligible effects on cosmological scales. As was emphasized in [7, 8], such a tiny speed of sound should not be considered as a fine tuning, since in the limit $c_s \to 0$ one recovers the ghost condensate model of ref. [12], which is invariant under a shift symmetry of the field, and hence a value of $c_s \simeq 0$ can be interpreted as a deformation of the limit where such symmetry is recovered.

What makes these models with $c_s \simeq 0$ of particular interest is that quintessence perturbations can cluster on all observable scales, opening up to a rich phenomenology. In fact, for such models the quintessence field is expected to affect not only the growth history of dark matter through the background evolution but also by actively participating to structure formation, both at the linear and nonlinear level. In the linear regime, the observational consequences of clustering quintessence have been investigated by several authors: see for instance [13–19] for large scale CMB anisotropies, [20] for galaxy redshift surveys, [21] for neutral hydrogen observations or [22, 23] for the cross-correlation of the Integrated Sachs-Wolfe effect in the CMB and the LSS. However, the possibility to detect quintessence perturbations effects focusing on observations in the linear regime alone is limited by large degeneracies with cosmological parameters, particularly when quintessence clusters on all relevant scales. In this case, in fact, such effects consist essentially in a change of the fluctuations amplitude. On the other hand the relation between the linear and nonlinear growth of density perturbations can be affected by clustering quintessence in a peculiar way, leading to specific signatures that could in principle allow to distinguish these models from ΛCDM and homogeneous quintessence cosmologies [24–26].

\textsuperscript{2} The name “quintessence” is usually reserved for theories where the dark energy is given by a scalar field with a canonical kinetic term, however, following previous works on the subject, we will refer as quintessence to a generic minimally coupled scalar field, with either canonical or non-canonical kinetic term.
Robust predictions of the nonlinear dynamics of the structure formation process ultimately require numerical simulations. The case of homogeneous quintessence (i.e., $c_s = 1$), as it affects only the background evolution has been investigated by means of N-body simulations in several articles (see for instance [27, 28] and references therein). The case of clustering quintessence, however, represents a much more difficult problem and numerical results are still lacking. The extension of common fitting formulas such as halofit [29–31], based in turn on numerical simulations, is also, a priori not possible. Precisely for this reason, the study of analytical approximations in cosmological perturbation theory (PT) to investigate the mildly nonlinear regime is particularly relevant. On one hand it can give insights in the physical processes at play. One of the main results of this work, in fact, consists in showing how fitting functions valid for tested, standard cosmologies can be used in clustering quintessence models. Such extensions have been already considered in the literature without a proper theoretical justification [19, 32, 33]. On the other hand, PT predictions can as well provide useful checks for future numerical results, which are likely to comprise significant approximations in their description of the dynamics of quintessence perturbations.

The nonlinear regime of structure formation in quintessence models with $c_s = 0$ has been studied in previous literature. Several works focussed on the spherical collapse of structures in the presence of quintessence perturbations [34–36]. In addition, ref. [37] makes use of the spherical collapse model [38] (see [39, 40] for the case of arbitrary sound speed) along with the Press-Schechter formalism [41], to provide predictions for the halo mass function. We will consider here, instead, analytical predictions in cosmological perturbation theory for the mildly nonlinear regime of the density power spectrum (see [42] for a review of standard PT).

In the context of standard, $\Lambda$CDM cosmologies, perturbative techniques have witnessed a significant progress, motivated by the need for accurate predictions for Baryon Acoustic Oscillations measurements, following the seminal papers of Crocce & Scoccimarro [43–45]. Several different “resummed” perturbative schemes and approaches have been proposed in the last few years [46–52], along with public codes implementing some of the methods [53, 54]. The key improvement over standard PT consisted in reorganizing the perturbative series in a more efficient way by means of a new building block, the nonlinear propagator, a quantity measuring the response of the density and velocity perturbations to their initial conditions. The possibility to analytically compute this new object revolutionized indeed the cosmological perturbation theory approach.

A first extension of standard PT to the specific case of clustering quintessence can be found in [24], where the pressure-less perfect fluid equations have been worked out, while in [25, 26] it was shown how to compute the nonlinear power spectrum (PS) by means of the Time-Renormalization Group (TRG) method of [48]. However, the computation of the nonlinear propagator for these cosmologies was still lacking. This is the first achievement of the present work, allowing the extension of a large set of powerful resummed techniques to clustering Dark Energy models.

We compute the nonlinear PS exploiting the resummation scheme proposed by Anselmi & Pietroni [55] (hereafter AP). Such scheme takes into account the relevant diagrams in the perturbative expansion and proposes a new interpolation procedure between small and large scales. What makes AP so appealing is the possibility to extend the predictions, for the first time, to scales beyond the Baryonic Acoustic Oscillation (BAO) range, together with a fast and easy code implementation. It is important to stress that the AP approach, as other perturbative techniques, is intrinsic limited by the emergence of multi-streaming effects at small scales, i.e. the generation of velocity dispersion due to orbit crossing. Clearly, the
breaking-down of the pressureless perfect fluid (PPF) approximation employed as a starting point for the fluid equations has nothing to do with the perturbative scheme used. The AP prediction agrees with N-body simulations at the 2% level accuracy on BAO scales while at smaller scales shows discrepancies only of a few percents up to $k \simeq 1\, h\, \text{Mpc}^{-1}$ at $z \gtrsim 0.5$. As we expect, the level of the agreement is consistent with the findings of [56] where the authors estimated the departures from the PPF assumption by means of high resolution N-body simulations. Clearly, it would be desirable to extend our results beyond the PPF description. However, so far, even in the standard scenario this is still subject of intense investigations (see [56–61] for an incomplete list of contributions).

Taking advantage of the AP approach, we will show that additional nonlinear corrections due to DE clustering become larger than 1% for scales smaller than BAO for 10% variation from $w = -1$. Thus it allows us to finally test the approximation employed in the TRG predictions of [26] and the assumptions made in several works forecasting the detectability of dark energy models in presence of quintessence perturbations [19, 32, 33]. Furthermore, as a by-product, we provide a theoretically motivated mapping from the nonlinear matter power spectrum in smooth quintessence models to the nonlinear, total density power spectrum in clustering quintessence models that could possibly serve as a consistency check for numerical results once these will become available. This is not of small significance, given the challenge posed by accurate simulations of structure formation in this kind of models.

This paper is organized as follows. In section 2 we review the equations of motion for the quintessence-dark matter fluid. In section 3 we recast the starting fluid equations in a compact form and make explicit the nonlinear behavior of perturbations. In section 4, in order to compute the nonlinear density power spectrum, we apply the selected resummation scheme to the clustering quintessence fluid. In section 5 we present our results and a well motivated mapping from the smooth to the clustering quintessence PS. Section 6 is devoted to our conclusions and possible future developments. Some details about the resummation scheme and a comparison with recent numerical simulations for a ΛCDM cosmology are included as appendices.

2 Equations of motion and linear solutions

The equations of motion of matter and dark energy perturbations for a quintessence field characterized by a vanishing speed of sound, along with their linear solutions, have been studied in several works [24–26]. In order to keep this work as much self-contained as possible and to set the notation, in this section we will summarize these results and the relevant aspects of the solutions at the linear level.

We consider a spatially flat FRW space-time with metric $ds^2 = -a^2(\tau) [-d\tau^2 + \delta_{ij} dx^i dx^j]$ (where $\tau$ is the conformal time given by $d\tau = dt/a(t)$ and $t$ the cosmic time), containing only cold dark matter (CDM) and dark energy. For sake of simplicity, we assume a DE equation of state with constant $w = -1$. Thus the Hubble rate is given by

$$H^2 = \left( \frac{1}{a} \frac{da}{dt} \right)^2 = H_0^2 \left[ \Omega_{m,0} a^{-3} + \Omega_{Q,0} a^{-3(1+w)} \right],$$

where $\Omega_{m,0} = \bar{\rho}_{m,0}/(\bar{\rho}_{m,0} + \bar{\rho}_{Q,0}) = 1 - \Omega_{Q,0}$, with the subscript "0" denoting quantities evaluated today, and $\bar{\rho}_{m}$ ($\bar{\rho}_{Q}$) being the mean value of the matter (quintessence) energy density $\rho_m$ ($\rho_Q$).
At the level of perturbations, we consider the perfect fluid approximation in the Newtonian regime to describe both the CDM and DE components, assuming the system to interact only gravitationally. In addition, we restrict ourself to models where the rest frame sound speed vanishes, \( c_s = 0 \) (for an analysis where \( c_s \) is allowed to take values between \( c_s = 0 \) and \( c_s = 1 \) see \([26]\)). In that case the two fluids are comoving and, following the notation of \([24]\), the fluid equations will be given by the Euler equation for the common CDM and quintessence velocity field \( \vec{v} \),

\[
\frac{\partial \vec{v}}{\partial \tau} + \mathcal{H} \vec{v} + (\vec{v} \cdot \nabla) \vec{v} = -\nabla \Phi, \tag{2.2}
\]

and by the continuity equations for the density contrast of dark matter \( \delta_m \equiv \delta \rho_m / \bar{\rho}_m \) and quintessence \( \delta_Q \equiv \delta \rho_Q / \bar{\rho}_Q \),

\[
\frac{\partial \delta_m}{\partial \tau} + \nabla \cdot [(1 + \delta_m) \vec{v}] = 0, \tag{2.3}
\]

\[
\frac{\partial \delta_Q}{\partial \tau} - 3w \mathcal{H} \delta_Q + \nabla \cdot [(1 + w + \delta_Q) \vec{v}] = 0, \tag{2.4}
\]

with \( \mathcal{H} \equiv d \ln a / d \tau \) the conformal Hubble rate and \( \Phi \) the gravitational potential satisfying the Poisson equation,

\[
\nabla^2 \Phi = \frac{3}{2} \mathcal{H}^2 \Omega_m \left( \delta_m + \delta_Q \frac{\Omega_Q}{\Omega_m} \right) = \frac{3}{2} \mathcal{H}^2 \Omega_m \delta, \tag{2.5}
\]

where \( \Omega_{m,Q} = \Omega_{m,Q}(\tau) \equiv \bar{\rho}_{m,Q}(\tau) / [\bar{\rho}_m(\tau) + \bar{\rho}_m(\tau)] \). In the last equality we have used the convenient definition for the “total” density contrast,

\[
\delta \equiv \delta_m + \delta_Q \frac{\Omega_Q}{\Omega_m}, \tag{2.6}
\]

corresponding to the weighted sum of matter and quintessence perturbations, normalized such that \( \delta \to \delta_m \) for \( \delta_Q \to 0 \).

In Fourier space, by combining the previous equations and introducing the function

\[
C(\tau) = 1 + (1 + w) \frac{\Omega_Q(\tau)}{\Omega_m(\tau)}, \tag{2.7}
\]

it is straightforward to see that the evolution equations for the total density contrast \( \delta \) and velocity divergence \( \theta \equiv \nabla \cdot \vec{v} \) can be recast as

\[
\frac{\partial \delta_k}{\partial \tau} + C \theta_k = -\int d^3 q_1 d^2 q_2 \delta D(\vec{k} - \vec{q}_{12}) \alpha(\vec{q}_1, \vec{q}_2) \theta_{\vec{q}_1} \delta_{\vec{g}_2}, \tag{2.8}
\]

\[
\frac{\partial \theta_k}{\partial \tau} + \mathcal{H} \theta_k + \frac{3}{2} \Omega_m \mathcal{H}^2 \delta_k = -\int d^3 q_1 d^2 q_2 \delta D(\vec{k} - \vec{q}_{12}) \beta(\vec{q}_1, \vec{q}_2) \theta_{\vec{q}_1} \theta_{\vec{g}_2}, \tag{2.9}
\]

with

\[
\alpha(\vec{q}_1, \vec{q}_2) \equiv 1 + \frac{\vec{q}_1 \cdot \vec{q}_2}{\vec{q}_1^2}, \tag{2.10}
\]

\[
\beta(\vec{q}_1, \vec{q}_2) \equiv \frac{(\vec{q}_1 + \vec{q}_2)^2 \vec{q}_1 \cdot \vec{q}_2}{2 \vec{q}_1^2 \vec{q}_2^2}, \tag{2.11}
\]
Figure 1. The function $C$ defined in eq. (2.7) as a function of redshift for $\Omega_{m,0} = 0.25$, $w = -1.1$ (blue, short-dashed line), $w = -1$ (ΛCDM, black, solid line), and $w = -0.9$ (red, long-dashed line). The vertical line indicates the redshift of equality between matter and quintessence for the ΛCDM cosmology.

where we adopt the notation $\vec{q}_{ij} = \vec{q}_i + \vec{q}_j$ and $q_i = |\vec{q}_i|$. 

Note that for $C(\tau) = 1$ and $\delta Q = 0$ (i.e., $\delta = \delta_m$) these equations reduce to the usual equations that describe the matter density contrast $\delta_m$ in the smooth quintessence scenario (with $c_s = 1$). If, in addition, we set $w = -1$, we reduce to the case of a ΛCDM cosmology. In other terms, the function $C(\tau)$ captures all the corrections to the equations of motion induced by the clustering of quintessence. It is therefore crucial, for the interpretations of our results, to keep in mind the behavior of this function for different values of $w$. This is shown in figure 1 (reproducing figure 1 of [24, 25]), where $C(\tau)$ is plotted as a function of redshift for $\Omega_{m,0} = 0.25$ and different values of $w$.

Following [24], the linear solutions for the total density contrast and for the velocity divergence can be written in the separable form

$$
\delta_k^{\text{lin}}(\tau) \equiv D(\tau)\delta^{\text{lin}}_k, 
$$

(2.12)

$$
\theta_k^{\text{lin}}(\tau) \equiv -\frac{\mathcal{H}(\tau)f(\tau)}{C(\tau)}D(\tau)\delta^{\text{lin}}_k, 
$$

(2.13)

where $D$ is the linear growth function and $f$ the linear growth rate,

$$
f \equiv \frac{d \ln D}{d \ln a}. 
$$

(2.14)

For the smooth case ($c_s = 1$) and constant equation of state parameter $w$, the solution for the linear growing mode is known in terms of hypergeometric functions as [62, 63]

$$
\frac{D_{c_s=1}(z)}{a} = \text{I}_{\frac{1}{3}w}(-\frac{1}{3}w, \frac{1}{2}w, 1 - \frac{5}{6w}, -x),
$$

(2.15)

with

$$
x \equiv \frac{\Omega_Q(\tau)}{\Omega_m(\tau)} = \frac{(1 - \Omega_{m,0})}{\Omega_{m,0}}a^{-3w},
$$

(2.16)
Figure 2. Linear growth factor for the matter, $D_{m,c_s=0}$ (right panels), and total, $D_{c_s=0}$ (left panels), density perturbations as a function of the redshift, for $w = -1.1$ (blue, short-dashed line) and $w = -0.9$ (red, long-dashed line), $w = -1$ ($\Lambda$CDM, black, solid line), shown as the ratio to the $\Lambda$CDM, $w = -1$ case (top panels) and as the ratio to the growth factor $D_{c_s=1}$ corresponding to the smooth case, $c_s = 1$ (bottom panels). All curves correspond to $\Omega_{m,0} = 0.25$.

and where $D$ is normalized such that $D(a)/a \to 1$ as $a \to 0$, recovering the behavior $D(a) \sim a$ at early time, during matter domination.

In the case of clustering quintessence with $c_s = 0$, for constant $w$, the equations always admit an integral solution for the growing mode $D_{c_s=0}$ of the total density fluctuations, given by [24]

$$D_{c_s=0}(a) = \frac{5}{2} H_0^2 \Omega_{m,0} H(a) \int_0^a \frac{C(\tilde{a})}{[\tilde{a} H(\tilde{a})]^3} d\tilde{a}.$$  

(2.17)

It can also be expressed in terms of Hypergeometric functions as

$$D_{+,c_s=0}(a) = \frac{5}{2} \left(3w - 2x - 2\right) - \frac{2(3w - 5)\sqrt{x + 1}}{9w} \quad _2F_1\left(-\frac{1}{2}, -\frac{5}{6w}; 1 - \frac{5}{6w}; -x\right),$$  

(2.18)

with $x$ defined as in eq. (2.16) above.
The linear growth factor for the matter perturbations alone $D_{m,c_s=0}$ can be obtained from the solution for the total density, given the relation [24]:

$$\frac{dD_{m,c_s=0}}{d\ln a} = \frac{1}{C} \frac{dD_{c_s=0}}{d\ln a}. \quad (2.19)$$

These different solutions are shown in figure 2 as a function of redshift, for $w = -1.1$ and $w = -0.9$. Top panels plot the ratio between the growth factor for the clustering case $c_s = 0$ to the one for the ΛCDM model, while bottom panels plot the ratio of the growth function for the clustering case to the corresponding solution for smooth quintessence. Left and right panels show, respectively, the results for the total and matter perturbations.

The upper left panel, in particular, illustrates how different and competing effects are at play in the clustering quintessence models. Since the fraction $\Omega_Q/\Omega_m$ increases as $(z+1)^{-3|w|}$ when $z$ decreases, if $w > -1$ ($w < -1$ leads to the opposite results) the redshift at which the acceleration becomes relevant (i.e. when $\Omega_Q/\Omega_m \simeq 1$) is larger than for ΛCDM, suppressing more the growth of density perturbations. However, in the case of clustering quintessence with $w > -1$ ($w < -1$), the presence of quintessence fluctuations leads to a larger (smaller) growth for the total perturbations. This second effect dominates at low redshift for the total density perturbations, while it is quite subdominant for the matter perturbations. In fact, $(D_{c_s=0}/D_{c_s=1} - 1) \sim 5\%$ while $D_{m,c_s=0}/D_{c_s=1} \sim 1\%$ at better that 1\% at $z = 0$ for $w = -1.1$ or $-0.9$.

### 3 Nonlinear solutions: an analytical insight

In this section we show how it is possible to obtain some insights on the nonlinear evolution of the total density field, simply by inspection of the formal solution to the equations of motion. Following the notation of [46, 64], we rewrite the fluid equations using $\eta = \log[D(z)/D(z_{in})]$ as the time variable, and introduce the doublet $\varphi_a (a = 1, 2)$, defined by

$$
\begin{pmatrix}
\varphi_1(\vec{k}, \eta) \\
\varphi_2(\vec{k}, \eta)
\end{pmatrix}
= e^{-\eta} \begin{pmatrix}
\delta_C(\eta) \\
-\frac{1}{\gamma_I} \theta_{\vec{k}}(\eta)
\end{pmatrix},
$$

along with the vertex matrix, $\gamma_{abc}(\vec{k}, \vec{p}, \vec{q})$ ($a, b, c = 1, 2$) whose only independent, non-vanishing, elements are

$$
\gamma_{121}(\vec{k}, \vec{p}, \vec{q}) = \frac{1}{2} \delta_D(\vec{k} + \vec{p} + \vec{q}) \alpha(\vec{p}, \vec{q}),
\gamma_{222}(\vec{k}, \vec{p}, \vec{q}) = \delta_D(\vec{k} + \vec{p} + \vec{q}) \beta(\vec{p}, \vec{q}),
\gamma_{121}(\vec{k}, \vec{p}, \vec{q}) = \gamma_{112}(\vec{k}, \vec{q}, \vec{p}).
$$

Then, the two equations (2.8) and (2.9) can be recast as

$$
\partial_\eta \varphi_a(\vec{k}, \eta) = -\Omega_{ab} \varphi_b(\vec{k}, \eta) + \frac{e^\eta}{C(\eta)} \gamma_{abc}(\vec{k}, -\vec{p}, -\vec{q}) \varphi_b(\vec{p}, \eta) \varphi_c(\vec{q}, \eta),
$$

---

3Note that while there are theoretical motivations for considering $w < -1$ for $c_s \to 0$, this is not the case for $c_s = 1$, due to the presence of ghost instabilities. However, we consider also the latter case just for comparison.

4From now on, unless explicitly stated, we will refer to $D$ and $D_m$ as the linear growth factors for total and matter perturbations respectively in the clustering DE scenario, i.e., we drop the “$c_s = 0$” subscript.
with
\[ \Omega = \begin{pmatrix} 1 & -1 \\ \frac{3 \Omega_m C}{2 f^2} & \frac{3 \Omega_m C}{2 f^2} \end{pmatrix}, \] (3.4)
and where repeated indexes are summed over and integration over momenta \( \vec{q} \) and \( \vec{p} \) is implied. Again, for \( C = 1 \) and \( \delta = \delta_m \) eq. (3.3), with eq. (3.4), reduces to the corresponding one for the case of smooth DE, after replacing the functions \( \eta, H \) and \( f \) in eq. (3.1) by the appropriate ones.

As for \( \Lambda \)CDM cosmologies, what complicates the implementation of a resummation technique to these equations is the fact that the \( \Omega \) matrix is time dependent. However, as for the \( \Lambda \)CDM case [44], most of the time we have \( \Omega_m C/f^2 \approx 1 \), and one can see that for \( w > -1 \) the approximation \( \Omega_m C/f^2 \approx 1 \) works better than for \( \Lambda \)CDM, while it worsens for \( w < -1 \). In other words, this means that at linear level almost all of the information about the cosmological parameters is encoded in the linear growth factor \( D \) which has been rescaled out in eq. (3.1). Therefore, as commonly done for \( \Lambda \)CDM cosmologies, in what follows we consider the approximation
\[ \Omega \approx \begin{pmatrix} 1 & -1 \\ \frac{3 \Omega_m C}{2 f^2} & \frac{3 \Omega_m C}{2 f^2} \end{pmatrix}, \] (3.5)
which is expected to be accurate at better than 1% for \( k < 0.2 h \text{ Mpc}^{-1} \), but quickly improving at larger redshift (see, in particular, appendix A in [53] for a relevant test).

The linear solution \( \varphi^L \) can be expressed as
\[ \varphi^L_a(\vec{k}, \eta) = g_{ab}(\eta, \eta_m) \varphi^L_b(\vec{k}, \eta_m), \] (3.6)
where \( g_{ab} \) is the retarded linear propagator which obeys the equation
\[ (\delta_{ab} \partial_\eta + \Omega_{ab}) g_{bc}(\eta, \eta_m) = \delta_{ac} \delta_D(\eta - \eta_m), \] (3.7)
with causal boundary conditions. Explicitly, it is given by [44]:
\[ g_{ab}(\eta, \eta') = \left[ B + A e^{-5/2(\eta - \eta')} \right] \theta(\eta - \eta'), \] (3.8)
with \( \theta \) the step-function, and
\[ B = \frac{1}{5} \begin{pmatrix} 3 & 2 \\ 3 & 2 \end{pmatrix} \] and \[ A = \frac{1}{5} \begin{pmatrix} 2 & -2 \\ -3 & 3 \end{pmatrix}. \] (3.9)
The initial conditions corresponding respectively to the growing and decaying modes can be selected by considering initial fields \( \varphi_a \) proportional to
\[ u_a = \begin{pmatrix} 1 \\ 1 \end{pmatrix} \] and \[ v_a = \begin{pmatrix} 1 \\ -3/2 \end{pmatrix}. \] (3.10)

At this stage, before introducing statistics and computing the observables, we can extract the first insights about the non-linear behavior of the clustering quintessence fluid. The formal solution of eq. (3.3) reads
\[ \varphi_a(\vec{k}, \eta) = g_{ab}(\eta_a, \eta_b) \varphi^L_b(\vec{k}, \eta_b) + \int_{\eta_b}^{\eta_a} ds \frac{e^{s}}{C(s)} g_{ab}(\eta_a, s) \gamma_{bcd}(\vec{k}, -\vec{p}, -\vec{q}) \varphi_c(\vec{p}, s) \varphi_d(\vec{q}, s), \] (3.11)
where, assuming growing mode initial conditions and being \( \delta_0 \) the initial value of the field, we have \( g_{ab}(\eta_a, \eta_b) \varphi_0^b(\vec{k}, \eta_b) = \delta_0(\vec{k}) u_b \). Following [43] we can expand \( \varphi_a(\vec{k}, \eta_a) \) in this fashion

\[
\varphi_a(\vec{k}, \eta_a) = \sum_{n=1}^{\infty} \varphi_a^{(n)}(\vec{k}, \eta_a)
\]

with

\[
\varphi_a^{(n)}(\vec{k}, \eta_a) = \int d^3q_1 \cdots d^3q_n \delta D(\vec{k} - \vec{q}_{1...n}) F_a^{(n)}(\vec{q}_1, \ldots, \vec{q}_n; \eta_a) \delta_0(\vec{q}_1) \cdots \delta_0(\vec{q}_n)
\]

where \( \vec{q}_{1...n} \equiv \vec{q}_1 + \cdots + \vec{q}_n \). Replacing (3.12) and (3.13) in (3.11) we find the kernel recursion relations

\[
F_a^{(n)}(\vec{q}_1, \ldots, \vec{q}_n; \eta_a) \delta_D(\vec{q} - \vec{q}_{1...n}) = \left[ \sum_{m=1}^{n} \int_{\eta_b}^{\eta_a} \int_{\eta_b}^{s_1} \cdots \int_{\eta_b}^{s_{n-1}} \int_{\eta_b}^{s_n} \prod_{j=1}^{n} \frac{e^{s_j}}{C(s_j)} \right]_{\text{sym}} \times \delta_0(\vec{q}_1) \cdots \delta_0(\vec{q}_n)
\]

where the r.h.s. has to be symmetrized under interchange of any two wave vectors. For \( n = 1 \), \( F^{(1)}(\eta_a) = g(\eta_a, \eta_b) u_b \). For a \( \Lambda \)CDM cosmology, in the limit where the initial conditions are imposed in the infinite past \( \eta_b \to -\infty \) we recover the well known SPT recursion relation [43].

On the other hand in the clustering quintessence case we can not analytically perform the time integrals. However, when we take into account just the propagator growing mode in eq. (3.14), the times integrals will contribute a factor\(^5\)

\[
\int_{\eta_b}^{\eta_a} ds_1 \int_{\eta_b}^{s_1} ds_2 \cdots \int_{\eta_b}^{s_{n-1}} ds_n \prod_{j=1}^{n} \frac{e^{s_j}}{C(s_j)}.
\]

Recalling that \( \eta = \log D_{cs=0}/D_{in} \) and eq. (2.19), after the change of variables \( s \to \log D_{cs=0}/D_{in} \), we have

\[
\int_{\eta_b}^{\eta_a} \frac{e^s}{C(s)} = \frac{D_m(\eta_a) - D_m(\eta_b)}{D_{in}(\eta_a)},
\]

where \( D_{in} = D(\eta_{in}) \) is the growth factor at some initial time \( \eta_{in} \). It follows that

\[
F_a^{(n)}(\vec{k}_1, \ldots, \vec{k}_n; \eta_a) = \delta_D(\vec{k} - \vec{k}_{1...n}) \sim D^{(n-1)}_m(\eta_a).
\]

Therefore the \( n \)-order contribution of the total density contrast follows \( \delta^{(n)}_\vec{k} \sim D D^{(n-1)}_m \) as was already pointed out at second order in [25]. Basically this means that the non-linear interactions are driven by dark matter, while the effect of DE enters as a multiplicative factor (i.e. \( D \)), acting in the same way at both linear and non-linear level. The resummation we will perform confirms this behavior.

\section{The power spectrum in the mildly nonlinear regime}

We focus now on the nonlinear behavior of a fundamental quantity: the total density power spectrum. In this section we present the nonlinear evolution equations which we then solve

\footnote{The other terms contributing to \( F_a^{(n)} \), given by the propagator decaying mode, will be of the same order.}
numerically to compute the power spectrum. To this end we use of the resummation scheme proposed in [55, 65]. Although a detailed description of the resummation scheme can be found in these references, for the sake of completeness, in appendices A and B we include a summary of the main relevant aspects of it applied to the clustering quintessence case. The generalization of this approach to the clustering quintessence case is quite straightforward because, in the absence of a sound horizon, there is no additional preferred scale in the system, and moreover, as described in the previous section, in the perfect fluid approximation the velocity field is the same for both DM and DE, allowing us to reduce the number of equations to those of a single fluid. Indeed, given the linear propagator approximation introduced in the previous section, the only difference in the implementation of the diagrammatic technique developed for the ΛCDM case in [44], and of the functional method of [46], is that now each vertex comes multiplied by the time dependent function $C(\eta)$, as $e^\eta \rightarrow e^\eta / C(\eta)$. In what follows, whenever we make use of the diagrammatic representation for specific perturbative contributions, we refer to the definition of the Feynman rules in figure 3, where $P_{ab}^0$ is the linear power spectrum,

$$P_{ab}^0(k; \eta_a, \eta_b) = g_{ac}(\eta_a, \eta_{in})g_{bd}(\eta_b, \eta_{in})P_{cd}^0(k; \eta_{in}, \eta_{in}),$$

which we define at the initial time $\eta_{in}$ in terms of the linear growing mode as $P_{ab}^0(k; \eta_{in}, \eta_{in}) \simeq P_{in}(k)u_u u_b$, with $P_{in}(k)$ the initial density power spectrum.

At nonlinear level, it is well-known that either by exploring the diagrammatic structure of the contributions at arbitrary high order [43] or by applying functional methods [46], it is possible to express the exact evolution equations for the propagator and for the PS, as

$$G_{ab}(k; \eta_a, \eta_b) = g_{ab}(\eta_a - \eta_b)$$
$$+ \int_{\eta_b}^{\eta_a} ds \int_{\eta_b}^{s} ds' g_{ac}(\eta_a - s)\Sigma_{cd}(k; s, s')G_{db}(s' - \eta_b),$$

and

$$P_{ab}(k; \eta_a, \eta_b) = G_{ac}(k; \eta_a, \eta_{in})G_{bd}(k; \eta_b, \eta_{in})P_{cd}(k; \eta_{in}, \eta_{in})$$
$$+ \int_{\eta_{in}}^{\eta_a} ds \int_{\eta_{in}}^{s} ds' G_{ac}(k; \eta_a, s)G_{bd}(k; \eta_b, s')\Phi_{cd}(k; s, s'),$$

where $\Sigma_{cd}(k; s, s') \equiv \int_{\eta_{in}}^{\eta_{in}} ds'' g_{de}(\eta_a - s'')G_{ed}(k; s'', s')$. 

$G_{ab}(k; \eta_a, \eta_b)$

$P_{ab}(k; \eta_a, \eta_b)$
Here the quantity $\Sigma_{a\ell}(k; s, s')$, known as the “self energy”, is a causal kernel ($s' < s$) given by the sum of one-particle-irreducible (1PI) diagrams connecting a dashed line at time $s$ with a continuous one at $s'$. The kernel $\Phi_{a\ell}(k; s, s')$ is given by the sum of 1PI diagrams that connect two dashed lines at $s$ and $s'$ with no time ordering. The corresponding 1-loop diagrams are shown in figure 4.

In particular, the starting point of \cite{55, 65} is the equation for the propagator obtained by deriving eq. (4.2) with respect to $\eta_a$
\begin{equation}
\partial_{\eta_a} G_{ab}(k; \eta_a, \eta_b) = \delta_{ab} \delta_D(\eta_a - \eta_b) - \Omega_{ac} G_{cb}(k; \eta_a, \eta_b) + \Delta G_{ab}(k; \eta_a, \eta_b),
\end{equation}
where
\begin{equation}
\Delta G_{ab}(k; \eta_a, \eta_b) \equiv \int ds' \Sigma_{a\ell}(k; \eta_a, s') G_{db}(k; s', \eta_b),
\end{equation}
and the equation obtained deriving eq. (4.3) with respect to $\eta_a$ at equal times, i.e. after setting $\eta_b = \eta_a$,
\begin{equation}
\partial_{\eta_a} P_{ab}(k; \eta_a) = -\Omega_{ac} P_{cb}(k; \eta_a) - \Omega_{bc} P_{ac}(k; \eta_a) + \bigg[\Delta G_{ac}(k; \eta_a, \eta_b) G_{bd}(k; \eta_a, \eta_b) + G_{ac}(k; \eta_a, \eta_b) \Delta G_{bd}(k; \eta_a, \eta_b)\bigg] P_{in}(k) u_c u_d
\end{equation}
\begin{equation}
+ \int ds' \big[\Phi_{a\ell}(k; \eta_a, s') G_{bc}(k; \eta_a, s') + G_{ac}(k; \eta_a, s') \Phi_{cb}(k; s', \eta_a)\big] + \int ds' \Phi_{a\ell}(k; s, s') \big[\Delta G_{ac}(k; \eta_a, s) G_{bd}(k; \eta_a, s') + G_{ac}(k; \eta_a, s) \Delta G_{bd}(k; \eta_a, s')\big].
\end{equation}

These are non-local integro-differential equations which are very difficult to solve, unless some approximation is considered. The approximation considered in \cite{65} relies on the observation that the equations simplify considerably in the limit of large and small values of $k$, presenting a common structure in both limits. Indeed, it has been shown that in the large $k$ (or eikonal) limit, the kernel $\Delta G_{ac}$ factorize as (see details in appendices A and B.1)
\begin{equation}
\Delta G_{ac}(k; \eta, s) \simeq H_a(k; \eta, s) G_{ae}(k; \eta, s),
\end{equation}
where the bold indexes are not summed over, and
\begin{equation}
H_a(k; \eta, s) \equiv \int_s^\eta ds'' \Sigma_{ae}^{(1)}(k; \eta, s'') u_e,
\end{equation}
with $\Sigma_{ae}^{(1)}$ being the 1-loop approximation to the full $\Sigma_{ad}$, given by (see also figure 4)
\begin{equation}
\Sigma_{ab}^{(1)}(k; \eta_a, \eta_b) = 4 \frac{e^{\eta_a - \eta_b}}{C(\eta_a) C(\eta_b)} \int d^3q \gamma_{acd}(k, q, -q, -k) u_c P_{in}(q) u_e \gamma_{fcb}(k, q, -q, -k) g_{df}(\eta_a, \eta_b).
\end{equation}

\footnote{A 1PI diagram is one that cannot be separated into two disjoint parts by cutting one of its lines.}
ref. [65] also shows that in the opposite limit \( k \to 0 \), where linear theory is recovered, the same factorization applies to a very good approximation.\(^7\) Therefore, a natural way of interpolating between the small \( k \) and large \( k \) regimes consists in assuming eq. (4.7) to hold also for intermediate values of \( k \), leading to a local equation for the propagator

\[
\partial_{\eta_a} \tilde{G}_{ab}(k; \eta_a, \eta_b) = \delta_{ab} \delta_D(\eta_a - \eta_b) - \Omega_{ac} \tilde{G}_{cb}(k; \eta_a, \eta_b) + H_a(k; \eta, s) \tilde{G}_{ab}(k; \eta, s). \tag{4.10}
\]

In fact, the solution of this equation (which we denote as \( \bar{G} \)) is exact in the large \( k \) limit, and reduces to the 1-loop propagator for \( k \to 0 \). Computing this solution in our case we obtain, in the large \( k \) limit (see appendix A)

\[
\bar{G}_{ab}(k, \eta_a, \eta_b) \to G^{eik}_{ab}(k, \eta_a, \eta_b) = g_{ab}(\eta_a, \eta_b) \exp \left[ -\frac{1}{2} k^2 \sigma_0^2 \mathcal{I}(\eta_a, \eta_b) \right]. \tag{4.11}
\]

with the superscript “eik” standing for the eikonal limit,

\[
\mathcal{I}(\eta_a, \eta_b) = \int_{\eta_b}^{\eta_a} ds \frac{e^s}{C(s)} = \frac{D_m(\eta_a) - D_m(\eta_b)}{D_m}, \tag{4.12}
\]

where \( D_m(\eta) \) is defined by eq. (2.19), and

\[
\sigma_0^2 = \frac{1}{3} \int d^3 q \frac{P_m(q)}{q^2}. \tag{4.13}
\]

Therefore, we recover the well-known Gaussian decay found in [44] for the matter propagator in the standard scenario, which takes into account non-perturbatively the main infrared effects of the long-wavelength modes. In the clustering quintessence case, a crucial difference is given by the fact that the derived propagator for the total density field, depends on the matter linear growth factor \( D_m \). This is exactly what we expected from the analysis of the previous section.

In [55], a similar procedure was followed to obtain an approximation for the evolution equation of the power spectrum. Of course, in the physical situation we are considering, the large \( k \) limit is not a good approximation. In the CDM scenario, multi streaming effects, which are neglected in this framework, are certainly relevant for \( k \gtrsim 1 \text{ h Mpc}^{-1} \) [56]. Moreover the separation of scales is not so large for \( k \lesssim 1 \text{ h Mpc}^{-1} \). However, as for the propagator, a sensible choice is to use an interpolation between small \( k \) and large \( k \) regimes. The equation derived in [55] (see also appendix B.2) takes the form

\[
\partial_{\eta_a} \tilde{P}_{ab}(k; \eta_a) = -\Omega_{ac} \tilde{P}_{cb}(k; \eta_a) - \Omega_{bc} \tilde{P}_{ac}(k; \eta_a) \\
+ H_a(k; \eta_a, \eta_m) \tilde{P}_{ab}(k; \eta_m) + H_b(k; \eta_a, \eta_m) \tilde{P}_{ab}(k; \eta_m) \\
+ \int ds' \left[ \Phi_{ac}(k; \eta_a, s') \tilde{G}_{bc}(k; \eta_a, s') + \tilde{G}_{ac}(k; \eta_a, s') \Phi_{cb}(k; s', \eta_a) \right], \tag{4.14}
\]

where \( \tilde{\Phi}_{ac} \) is given by the sum of the diagrams in figure 11 that should be appropriately weighted by a suitable function of the momenta, \( F(k) \) (which we will specify below). The

\(^7\)More specifically, ref. [65] shows that the factorization occurs for small values of \( k \) but after contracting with one \( u_c, \Delta G_{ac}(k; \eta, s) u_c \simeq H_a(k; \eta, s) G_{ac}(k; \eta, s) u_c \). However, it argues that without contracting with \( u_c \) the factorization works for the individual components of the propagators in the limit \( s \to +\infty \), and that for \( s \) finite it is still a very good approximation.
explicit expression generalized to our case of clustering DE is given by (see appendix B.2),

\[
\tilde{\Phi}_{ab}(k; \eta_a, \eta_b) = \exp \left[ -\frac{1}{2} k^2 \sigma^2 \xi^2(\eta_a, \eta_b) \right] \frac{e^{\eta_a} e^{\eta_b}}{C(\eta_a) C(\eta_b)} \mathcal{I}(\eta_a, \eta_m) \mathcal{I}(\eta_b, \eta_m) \left( \Phi_{ab}(k; \eta_a, \eta_b) + F(k) P_{in}(k) u_c u_b (k^2 \sigma^2 v)^2 \right].
\]

(4.15)

Here \( \Phi_{ac}^{(1)} \) is the 1-loop approximation to \( \Phi_{ac} \) given by (see the right panel of figure 4)

\[
\Phi_{ab}^{(1)}(k; \eta_a, \eta_b) = \frac{2}{C(\eta_a) C(\eta_b)} \int d^3 q \gamma_{aca}(\vec{k}, -\vec{q}, -\vec{p}) u_c P_{in}(q) u_e u_d P_{in}(p) u_f \gamma_{bce}(\vec{k}, \vec{q}, \vec{p}).
\]

(4.16)

The second term of eq. (4.15) contributes only for high \( k \) values and it needs to be switched off for small values of the momenta, we do that by means of a filter function \( F(k) \) defined as (see appendix B.2)

\[
F(k) = \left( \frac{k}{\bar{k}} \right)^4 \left( 1 + \frac{k}{\bar{k}} \right)^4.
\]

(4.17)

where \( \bar{k} \) is taken to be the scale \( k \) at which the two contribution in eq. (4.15) are equal at \( z = 0 \) (which turns out to be of order \( \bar{k} \simeq 0.2 \) h Mpc\(^{-1} \)). Note that with this \( \tilde{\Phi} \) the 1-loop result is trivially recovered at small values of \( k \) up to corrections of \( O(k^4) \).

In the rest of the paper we will consider eq.s (4.10) and (4.14), along with (4.8) and (4.15), and we solve them numerically.

Notice that, as a by-product of the resummation scheme and of the fact that \( D_{m,c=0} \sim D_{c=1} \) at 1\% for viable models of quintessence, we expect the results for the power spectrum of the rescaled field \( \varphi_1 \) in clustering quintessence models to be very close to the corresponding one in smooth, \( w \)CDM models. This is one of the main results of this paper and it will be tested and exploited in the next section.

5 Mapping smooth to clustering quintessence power spectra

We now study the nonlinear solutions for the total density power spectrum both for smooth and clustering quintessence. We compare different models sharing the same values for the following cosmological parameters: \( \Omega_m,0 = 0.25, \Omega_b,0 h^2 = 0.0224, h = 0.72 \) and \( n = 0.97 \). In addition, the amplitude of the initial power spectrum is also the same and corresponds to a \( \sigma_8 = 0.8 \) for the \( \Lambda \)CDM case \( w = -1 \). On the other hand, we consider different values of the DE equation of state parameter \( w \), both for the extreme cases \( c_s = 0 \) and \( c_s = 1 \). In other terms, while the initial linear PS [13] is the same for all cosmologies, varying \( w \) results in a different linear and nonlinear growth. In order to solve the PS evolution equations we set the initial conditions at redshift \( z_{in} = 1000 \). This is done evolving back the \( \Lambda \)CDM linear PS from \( z = 0 \) by means of linear theory in the Newtonian approximation. We verified that this prevents transient issues in the evolution equations.

\[ \text{In eq. (4.14) one should in principle use the propagator } G, \text{ obtained after solving eq. (4.10). However, for the } \Lambda \text{CDM case it has been checked that the approximation of replacing } G \text{ by } C^{\text{eik}} \text{ in that contribution gives only sub percent differences [55] and the same happens in our case. Therefore, for the sake of simplicity, we also consider this approximation here.} \]
Figure 5. Ratio of the AP predictions for the total nonlinear power spectrum in different DE models to the ΛCDM one at $z = 0$, $z = 0.5$ and $z = 1$ (top to bottom). We consider, in particular, the cases of $w = -0.9$ (long-dashed, red curves) and $w = -1.1$ (short-dashed, blue) both for $c_s = 1$ (thin curves) and $c_s = 0$ (thick curves). The vertical dashed lines mark the limit of validity of the AP resummation (see appendix C).

In appendix C we assess the range of validity of the approximation, comparing the results with measurements in N-body simulations for the ΛCDM model, since no simulations including DE perturbations are available at the moment. Our technique reproduces at 1–2% level the N-body power spectrum in the BAO regime, confirming previous results in [55]. A 2% accuracy extends to $k \sim 0.6 \, h \, \text{Mpc}^{-1}$ at $z = 0.5$ and to $k \sim 0.7 \, h \, \text{Mpc}^{-1}$ at higher redshifts. At $z = 0$, the agreement with simulations is at the 2% level only for $k \lesssim 0.25 \, h \, \text{Mpc}^{-1}$, and it worsens to the 5% level up to $k \sim 0.6 \, h \, \text{Mpc}^{-1}$. This is, at some extent, expected given that we are working in the single-stream approximation. In [56], the authors estimate the magnitude of corrections due to multi-streaming effects, which appears to be comparable to the discrepancy between the AP and N-body results.\(^9\)

We turn now to DE effects. We are mainly interested in the *relative difference* of the AP

\(^9\)Notice that in [56] the authors assume $\sigma_8 = 0.9$: this high value enhances multi-streaming corrections.
predictions for the distinct models considered. One could expect (needless to say, without guarantee) that predictions for relative DE effects, possibly comparable to or smaller than the method accuracy, are more robust since overall systematic errors could be reduced. Figure 5 shows the ratio of AP prediction for different DE scenarios to the one for the corresponding \( \Lambda \)CDM cosmology. We consider, in particular, the cases of \( w = -0.9 \) (long-dashed, red curves) and \( w = -1.1 \) (short-dashed, blue) both for \( c_s = 1 \) (thin curves) and \( c_s = 0 \) (thick curves). In all cases we show the total perturbations power spectrum, coinciding with the matter one for \( c_s = 1 \). Panels from top to bottom show the outcomes at redshifts \( z = 0 \), \( z = 0.5 \) and \( z = 1 \). The vertical dashed lines indicate the limits of the resummation as explained above.

A close look at the plots reveals that the power spectrum differences between smooth and clustering DE cosmologies are approximately given by multiplicative factors. These results confirm the behavior already underlined by [25] and [24]: both at linear and nonlinear level clustering DE cosmologies are approximately given by multiplicative factors. These results show the ratio of AP prediction for different DE scenarios to the one for the corresponding \( \Lambda \)CDM cosmology. We consider, in particular, the cases of \( c_s = 0 \) are enhanced (suppressed) w.r.t. the matter ones for \( c_s = 1 \). In particular, for \( c_s = 0 \), the relative nonlinear corrections for \( w = -1 \) are smaller (larger) than in the \( \Lambda \)CDM case.

It is worth investigating in greater detail the relation between the nonlinear clustering in smooth and clustering DE scenarios. Ref. [26] found that the absolute value of nonlinear corrections, for the total power spectrum, in the \( c_s = 0 \) and \( c_s = 1 \) models is comparable, at better than 1% in the BAO region. This corresponds to the approximation

\[
P_{c_s=0}(k; \eta) - P_{c_s=0}^L(k; \eta) \approx P_{c_s=1}(k; \eta) - P_{c_s=1}^L(k; \eta).
\]

(5.1)

This implies that, when this approximation holds, the effects of quintessence on the nonlinear evolution are essentially those induced by the background evolution, which depends only on the equation of state parameter \( w \), and are therefore practically independent on the speed of sound \( c_s \). On the other hand the analytical results described in sections 3 and 4 suggest a different relation, that is

\[
P_{c_s=0}(k; \eta) \approx \left[ \frac{D(\eta)_{c_s=0}}{D(\eta)_{c_s=1}} \right]^2 P_{c_s=1}(k; \eta).
\]

(5.2)

In figure 6 we compare both approximations of eq.s (5.1) and (5.2) considering their ratio to the exact AP prediction, \( P_{c_s=0}^{AP}(k; \eta) \), assumed as reference, for redshifts \( z = 0, 0.5 \) and 1. For (5.2) we use thick lines and the same legends as before (i.e., long-dashed, red curves for \( w = -0.9 \) and short-dashed, blue curves for \( w = -1.1 \)), while for the linear assumption (5.1) we use thin lines (long-dashed, orange curves for \( w = -0.9 \) and short-dashed, green curves for \( w = -1.1 \)).

We can see that the approximation of eq. (5.2) works at 1% level at \( z = 0 \) and even better for \( z > 0 \) for corrections due to \( \Delta w \sim 0.1 \) variations. The linear assumption of eq. (5.1) confirms its validity on BAO scales, however, for larger values of \( k \) it abruptly breaks down. This suggests that, even tough quintessence perturbations are smaller w.r.t. matter ones, their interaction with the latter is quite significant at small scales.

An immediate consequence of the validity of eq. (5.2) is that it provides a way to compute an approximation to the total power spectrum \( P_{c_s=0}(k) \) taking advantage of numerical predictions for the matter power spectrum for more standard \( (c_s = 1) \) quintessence model, including emulators such as the ones of [66, 67] or the halofit fitting function [29, 30]. This is quite an interesting result since no proper N-body results is yet available for cosmologies characterized by dark energy perturbations.
Figure 6. Ratio of the total, $c_s = 0$, nonlinear power spectrum computed with approximations of eqs (5.1) (thin curves) and (5.2) (thick curves) to the full AP prediction, $P_{c_s=0}^\text{AP}$, for $w = -0.9$ (long-dashed curves) and $w = -1.1$ (short-dashed).

Figure 7 shows the ratio of the total power spectrum $P_{c_s=0}(k)$ to the ΛCDM prediction computed in the approximation of eq. (5.2) using the AP resummation (dashed curves) and the halofit formula (dot-dashed curves) at $z = 0, 0.5$ and 1 (panels top to bottom). We consider models characterized by $w = -0.9$ (long dashed and dot-dashed) and $w = -1.1$ (short dashed and dot-dashed). We notice a rather large discrepancy between the AP and halofit prediction for the relative effect around scales of order $k \sim 0.3 \, h \, \text{Mpc}^{-1}$ that might be related, in part, to the 5% accuracy of the halofit formula. Still, at smaller scales such discrepancy is reduced and the two approach seem to reach a possible, common asymptotic value. Despite these caveats, halofit could provide, within certain limits, a good tool to approximately describe DE clustering, for instance in the context of surveys forecasts. In this respect, we notice that until now, since no clear theoretical indication on how to describe the nonlinear evolution of DE perturbations was available, forecasts for the detectability of this kind of departures from a ΛCDM cosmology, relied on rather arbitrary assumptions. For instance, ref. [32] considered the halofit formula as a generic and direct mapping $F$ between
Figure 7. Ratio of the total power spectrum $P_{c_s=0}(k)$ to the ΛCDM prediction computed in the approximation of eq. (5.2) using the AP resummation (dashed curves) and the halofit (HF) formula (dot-dashed curves) for $w = -0.9$ and $w = -1.1$, at $z = 0, 0.5$ and 1 (panels top to bottom). Also shown is the prediction assumed in [32] (continuous curves).

The linear and nonlinear power spectra, i.e. $P(k) = F_{HF}[P_L(k)]$. In the case of clustering quintessence this amounts to the prediction

$$P_{c_s=0}(k) = F_{HF}[P_{Lc_s=0}(k)],$$

with is clearly quite different from eq. (5.2). Such prediction, denoted as $P_{c_s=0}^{HF}(k)$ is shown as a continuous curve in figure 7, where we notice that it leads to the opposite relative effect at low redshift, and almost no additional nonlinear correction at higher $z$. Since no particular theoretical motivation could be given for eq. (5.3), ref. [32] also provides a comparison with the expected constraints under the assumption of eq. (5.2) finding larger errors. However, it is important to point out that the two assumptions lead to quite different effects, under a phenomenological point of view.

A final confirmation of the validity of eq. (5.2) and a quantification of the systematic errors it entails will require a test based on numerical simulations. For the time being,
however, we can venture to suggest a plausible analytical interpolation for the total power spectrum of models of quintessence when $0 < c_s < 1$. In fact, we do not known how to solve the nonlinear fluid equations for a generic speed of sound, since, in the first place, the matter and DE fluids are not comoving. As a further complication, already at linear level, a new fundamental scale, the sound horizon of quintessence perturbations, enters the game leading to a scale-dependent linear growth function. However, $c_s = 0$ represents a limiting case for these models whose properties, in general, are expected to interpolate between the extreme values $c_s = 0$ and 1. Indeed, at linear level, for scales larger than the sound horizon, the quintessence fluid clusters while, at smaller scales, perturbations are erased. In both these regimes eq. (5.2) applies, allowing us to promote it to any value of $k$ for models with generic speed of sound $c_s$ as

$$
P_{c_s}(k; \eta) \approx \left[ \frac{D(k; \eta)}{D(\eta)} \right]_{c_s=1}^2 P_{c_s=1}(k; \eta). \quad (5.4)
$$

We stress again that our analysis relies on the single-stream approximation, and nothing is known about the nonlinear behavior of DE clustering when multi-streaming effects become dominant. Still, we believe that our results are an important step toward theoretically-motivated predictions for the nonlinear density power spectrum in clustering quintessence models.

6 Conclusions

Regardless any proper theoretical motivation or degree of naturalness, quintessence models characterized by a vanishing speed of sound are extremely interesting under a phenomenological point of view. In this case, in fact, quintessence perturbations are present at all scales and, more importantly, in the single-stream approximation, they are comoving with perturbations in the matter component, i.e. they share the same velocity field. This allows to easily extend sophisticated techniques in cosmological perturbation theory already developed for standard, $\Lambda$CDM cosmologies, [24].

At the same time, $c_s = 0$ represents a limiting case of a much broader class of quintessence models, parametrized by the equation of state parameter $w$ (with allowed values close to $-1$) and the sound speed parameter $c_s$ taking values, in principle, in the relatively wide interval $0 \leq c_s \leq 1$. Needless to say, the possible detection of any departure from the standard values $w = -1$ and $c_s = 1$ would be of great significance toward an understanding of the mechanism driving the observed acceleration of the Universe. Still, the theoretical description of the nonlinear evolution of quintessence perturbation poses a remarkable challenge. The difficulty of the task is highlighted by the fact that no numerical simulation for these quintessence models has been performed to date. Furthermore, it is easy to imagine that when they will be performed they will likely involve relevant approximations. Precisely for this reason any analytical insight into the nonlinear behavior of a central quantity as the density power spectrum is greatly valuable. Approximate solutions for the power spectrum of (standard) models with $c_s = 1$ and (extreme) models with a vanishing speed of sound will therefore mark the limits of the broader set of solutions for models with intermediate values of $c_s$ and provide boundaries for useful interpolations, both under a practical as under a theoretical point of view.

With this goal in mind, we applied, in this paper, the resummation scheme proposed in [55] to quintessence models with $c_s = 0$, providing predictions for the total (i.e. matter and quintessence) density power spectrum, in the standard single-fluid approximation. This
Figure 8. Chain-diagrams contributing to the propagator $-iG_{ab}^{eik}(k, \eta_a, \eta_b)$ up to two loops, where the dots stand for similar chain-diagrams with more loops.

approach extends the range of validity of perturbative solutions beyond the acoustic oscillations scales up to $k \sim 0.6 \, h \, \text{Mpc}^{-1}$ with an accuracy below the 2% level at redshifts $z \geq 0.5$, therefore comparable to the accuracy delivered by the halofit fitting formula [29, 30] or the emulator approach of [66].

In addition, our analytical investigation suggests an approximate but useful and simple mapping between the nonlinear power spectra of models with $c_s = 1$ and models with $c_s = 0$ when all other cosmological parameters are held at the same values. We show, in fact, that the ratio between these two quantities is very close to the ratio of the square of their respective linear growth factors, eq. (5.2). This is the likely consequence of the fact, already suggested in earlier works [24–26], that nonlinear growth is driven predominantly by the matter component.

This is quite an interesting result as it provides, for the first time, a theoretical motivation for simple predictions of the density power spectrum that can make use of tools as halofit or more in general results from existing, numerical simulations of more standard models. Waiting for a proper N-body description of clustering quintessence models, our findings will enable more robust assessments of the ability of future cosmological probes to constrain this class of models. We will address these issues in future work.
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A Nonlinear propagator and power spectrum in the large $k$ or eikonal limit

In this appendix we present some details of the calculation of the propagator, $G_{ab}^{eik}(k, \eta_a, \eta_b)$, and the power spectrum, $P_{ab}^{eik}(k, \eta_a, \eta_b)$, in the eikonal limit.

For the propagator we need to sum the chain-diagrams shown in figure 8, using the Feynman rules of figure 3. Since the rules are exactly the same as those for the standard case with the only exception that for each vertex we need to include a time-dependent factor of $C^{-1}$ evaluated at the appropriate time, we restrict here to point out where exactly such
factors enter. Following the computation of [44], the sum of such diagrams can be written as
\[
G_{ab}^{\text{eik}}(k, \eta_a, \eta_b) = g_{ab}(\eta_a, \eta_b) \sum_{n=0}^{+\infty} (2n-1)!! (-k^2 \sigma_v^2)^n \int_{\eta_a}^{\eta_b} ds_1 \int_{s_1}^{\eta_b} ds_2 \cdots \int_{s_2n-1}^{\eta_b} ds_{2n} \prod_{j=1}^{2n} e^{s_j} C(s_j),
\]
where \( \sigma_v \) is given by eq. (4.13). Here, the factor \((2n-1)!!\) accounts for all the possible chain-diagrams with \(n\) loops, and we have used the composition property of the linear propagator \(g_{ab}(\eta_a, \eta_b) = g_{ac}(\eta_a, s) g_{cb}(s, \eta_b)\). Note that the symmetry factor \(2^{2n}\) corresponding to an \(n\)-loop diagram cancel with the factor \(1/2^{2n}\) coming from the presence of \(2n\) vertexes, which in the large \(k\) limit contribute as
\[
u_c \gamma_{abc}(\vec{k}, \vec{q} - \vec{k}, -\vec{q}) \rightarrow \frac{1}{2} \frac{\vec{k} \cdot \vec{q}}{q} \delta_{ab}.
\]
To obtain the final result we need to perform the time integrals, which in our case cannot be done analytically. However, as the integrand is symmetric in all the variables we can use the property
\[
\int_{\eta_a}^{\eta_b} ds_1 \int_{s_1}^{\eta_b} ds_2 \cdots \int_{s_2n-1}^{\eta_b} ds_{2n} \prod_{j=1}^{2n} e^{s_j} C(s_j) = \frac{1}{(2n)!} \int_{\eta_a}^{\eta_b} ds_1 \int_{s_1}^{\eta_b} ds_2 \cdots \int_{s_2n-1}^{\eta_b} ds_{2n} \prod_{j=1}^{2n} e^{s_j} C(s_j) = \frac{1}{(2n)!} \left[ \int_{\eta_a}^{\eta_b} ds \frac{e^{s} C(s)}{C(s)} \right]^{2n} \equiv \mathcal{I}^{2n}(\eta_a, \eta_b) \quad (A.2)
\]
to rewrite the propagator as
\[
G_{ab}^{\text{eik}}(k, \eta_a, \eta_b) = g_{ab}(\eta_a, \eta_b) \sum_{n=0}^{+\infty} (2n-1)!! (-k^2 \sigma_v^2 \mathcal{I}^2(\eta_a, \eta_b))^n = g_{ab}(\eta_a, \eta_b) \exp \left[ -\frac{1}{2} k^2 \sigma_v^2 \mathcal{I}^2(\eta_a, \eta_b) \right].
\]
which corresponds to the r.h.s. of eq. (4.11).

The diagrams that dominate the large \(k\) limit of the power spectrum are those in which all corrections involving the PS evaluated in soft momenta \(q \ll 1\) are connected with a “hard” line carrying momenta of order \(k\). Some of the diagrams are shown in figure 9, where we see that some of them involve a correction to the left side of the hard power spectrum, to the
right side, while others are joining the two sides, and we need to sum all of them together. It is not difficult to see that the sum of all the diagrams involving corrections only to the left side of the hard power spectrum plus the ones that only involve corrections to the right side yield, simply,

\[ G_{ac}^{\varepsilon k}(k, \eta_a, \eta_{in}) G_{bd}^{\varepsilon k}(k, \eta_b, \eta_{in}) u_c u_d P_{in}(k). \]  

(A.4)

Now, if we consider the same sum but now with a soft PS that joins the two sides of the hard PS, then, each term in the previous sum contains two additional vertices (one on the left and one on the right) evaluated at given times. For instance, for the one on the right we have

\[ g_{ab}(\eta, s) e^{\varepsilon r_{dcx}(k, -\vec{q}, \vec{q} - \vec{k})} u_c g_{ab}(s, \eta') \]

\[ \rightarrow g_{ab}(\eta, \eta') e^{\varepsilon s} \frac{1}{C(s)} \frac{\vec{k} \cdot \vec{q}}{q^2} \Theta(\eta - s) \Theta(s - \eta') \]  

(for \( k \gg q \)),

(A.5)

where we use that \( g_{ab}(\eta, \eta') = g_{ad}(\eta, s) g_{bd}(s, \eta') \) and we have included the \( u_c \) that comes from the soft PS which is to be joined to the soft vertex line. From this equation we see that, in the large \( k \) limit, the time integrations corresponding to the vertex insertions factorize from the ones correcting the propagator \( g_{ab}(\eta, \eta') \) on the hard line. Then, analogously to the above computation of \( G^{\varepsilon k} \), we can conclude that the renormalized version of eq. (A.5), obtained by including all possible soft PS insertions on the hard line, can be written as

\[ \int ds_1 \int ds_2 G_{ad}^{\varepsilon k}(k, \eta, s_1) \Gamma_{dcx}^{\varepsilon k}(\vec{k}, -\vec{q}, \vec{q} - \vec{k}, s_1, s, s_2) G_{bd}^{\varepsilon k}(\vec{q} - \vec{k}, \eta, s_1) \]

\[ \rightarrow G_{ad}^{\varepsilon k}(k, \eta, \eta') e^{\varepsilon s} \frac{1}{C(s)} \frac{\vec{k} \cdot \vec{q}}{q^2} \Theta(\eta - s) \Theta(s - \eta') \]  

(for \( k \gg q \)),

(A.6)

where the notation \( \Gamma_{dcx}^{\varepsilon k} \) denotes a renormalized vertex.

Therefore, to compute the sum of all terms with the above correction, we just need to contract the two additional vertices (i.e. to multiply by a soft PS and to integrate over the soft momenta), obtaining

\[ G_{ac}^{\varepsilon k}(k, \eta_a, \eta_{in}) G_{bd}^{\varepsilon k}(k, \eta_b, \eta_{in}) u_c u_d P_{in}(k) \int_{\eta_{in}}^{\eta_a} ds_r \int_{\eta_{in}}^{\eta_b} ds_l \frac{e^{s_r + s_l}}{C(s_r) C(s_l)} \]

\[ \times \Theta(\eta_a - s_r) \Theta(s_r - \eta_{in}) \Theta(\eta_b - s_l) \Theta(s_l - \eta_{in}) \int d^2 \vec{q} \frac{(\vec{k} \cdot \vec{q})^2}{q^4} P_{in}(q) \]

\[ = G_{ac}^{\varepsilon k}(k, \eta_a, \eta_{in}) G_{bd}^{\varepsilon k}(k, \eta_b, \eta_{in}) u_c u_d P_{in}(k) \int_{\eta_{in}}^{\eta_a} ds_r \int_{\eta_{in}}^{\eta_b} ds_l \frac{e^{s_r + s_l}}{C(s_r) C(s_l)} (k^2 \sigma_{\varepsilon}^2), \]  

(A.7)

where we added the symmetry factor. Notice that, due to the presence of the step functions, the time integrations corresponding to the vertex on the right side of the hard PS should be causally ordered separately from those of the left.

One way of organizing the full sum is to group all terms with \( m \) soft PS joining the two sides of the hard PS, and then perform the sum over \( m \). This procedure is illustrated in figure 9, where the thick lines correspond to renormalized propagators \( G^{\varepsilon k} \), and the thick
dots represent renormalized vertices \( \Gamma_{de}^{(i)} \). Doing this, we get

\[
P_{ab}^{(i)}(k, \eta_{a}, \eta_{b}) = G_{ac}^{(i)}(k, \eta_{a}, \eta_{m}) G_{bd}^{(i)}(k, \eta_{b}, \eta_{m}) u_{c} u_{d} P_{\eta_{m}}(k) \times \sum_{m=0}^{+\infty} \int_{\eta_{m}}^{\eta_{0}} ds_{t} \cdots \int_{\eta_{m}}^{s_{r(m-1)}} ds_{r(m)} \prod_{r_{j}=0}^{m} \frac{e^{s_{r_{j}}}}{C(s_{r_{j}})} \times \int_{\eta_{m}}^{\eta_{0}} ds_{l(m-1)} \cdots \int_{\eta_{m}}^{s_{l(m-1)}} ds_{l(m)} \prod_{l_{j}=0}^{m} \frac{e^{s_{l_{j}}}}{C(s_{l_{j}})} (k^{2} \sigma_{e}^{2})^{m} m!,
\]

where the factor \( m! \) is the number of different ways of pairing the additional vertexes. Note that it is only in the large \( k \) limit that the time integrations corresponding to the vertex insertions decouple from those correcting the linear propagator yielding only one renormalized propagator \( G_{bd}^{(i)}(k, \eta_{a,b}, \eta_{m}) \) for each side of the hard PS.

Finally, using the property of eq. (A.2), we obtain

\[
P_{ab}^{(i)}(k, \eta_{a}, \eta_{b}) = G_{ac}^{(i)}(k, \eta_{a}, \eta_{m}) G_{bd}^{(i)}(k, \eta_{b}, \eta_{m}) u_{c} u_{d} P_{\eta_{m}}(k) \sum_{m=0}^{+\infty} \frac{1}{m!} \left[ k^{2} \sigma_{e}^{2} I(\eta_{a}, \eta_{m}) I(\eta_{b}, \eta_{m}) \right]^{m} = G_{ac}^{(i)}(k, \eta_{a}, \eta_{m}) G_{bd}^{(i)}(k, \eta_{b}, \eta_{m}) u_{c} u_{d} P_{\eta_{m}}(k) \exp \left[ k^{2} \sigma_{e}^{2} I(\eta_{a}, \eta_{m}) I(\eta_{b}, \eta_{m}) \right] = P_{\eta_{m}}(k) u_{a} u_{b} \exp \left[ -\frac{1}{2} k^{2} \sigma_{e}^{2} I^{2}(\eta_{a}, \eta_{b}) \right],
\]

where in the last equality we have used eq. (A.3).

\section{Evolution equations: factorization and interpolation at intermediate scales}

\subsection{Factorization in the equation for the propagator}

Now that we have the propagator in the large \( k \) limit, it is straightforward to show that the factorization in eq. (4.7) applies in this limit. To check the factorization, we can start by using the solution for the propagator of eq. (A.3) to write the r.h.s. of eq. (4.4) as

\[
\partial_{\eta_{a}} G_{ab}^{(i)}(k; \eta_{a}, \eta_{b}) = \partial_{\eta_{a}} g_{ab}(k; \eta_{a}, \eta_{b}) \exp \left[ \frac{1}{2} k^{2} \sigma_{e}^{2} I^{2}(\eta_{a}, \eta_{b}) \right] + g_{ab}(k; \eta_{a}, \eta_{b}) \exp \left[ -\frac{1}{2} k^{2} \sigma_{e}^{2} I^{2}(\eta_{a}, \eta_{b}) \right] \left[ -k^{2} \sigma_{e}^{2} I(\eta_{a}, \eta_{b}) \right] \frac{e^{\eta_{m}}}{C(\eta_{a})} = \delta_{ab} \partial_{D}(\eta_{a} - \eta_{b}) - \Omega_{ac} G_{cb}^{(i)}(\eta_{a}, \eta_{b}) + G_{ab}^{(i)}(k; \eta_{a}, \eta_{b}) \left[ -k^{2} \sigma_{e}^{2} I(\eta_{a}, \eta_{b}) \right] \frac{e^{\eta_{m}}}{C(\eta_{a})}
\]

where in the last equality we have used that the linear propagator satisfies eq. (3.7). Then, by comparing this to eq. (4.4) we can read

\[
\Delta G_{ac}^{(i)}(k; \eta_{a}, \eta_{b}) = H_{a}^{(i)}(k; \eta_{a}, \eta_{b}) G_{ac}^{(i)}(k; \eta_{a}, \eta_{b}) = G_{ab}^{(i)}(k; \eta_{a}, \eta_{b}) \left[ -k^{2} \sigma_{e}^{2} I(\eta_{a}, \eta_{b}) \right] \frac{e^{\eta_{m}}}{C(\eta_{a})},
\]
Figure 10. Diagrams contributing to $\Phi_{ad}^{\text{eik,L}}(k;\eta,s)G_{bd}^{\text{eik}}(k;\eta,s)$, where thick lines, thick dots, and black PS represent respectively, $G_{eik}$ (given in eq. (A.3)), renormalized vertexes $\Gamma_{dce}$ (defined in eq. (A.6), and $P_{eik}$ (given by eq. (A.9)).

where the bold indices are not summed up, hence

$$H_{a}^{\text{eik}}(k;\eta_{a},\eta_{b}) = u_{a} \left[ -k^{2}\sigma_{c}^{2}I(\eta_{a},\eta_{b}) \right] \frac{e^{\eta_{a}}}{C(\eta_{a})}. \quad (B.3)$$

On the other hand, the 1-loop approximation to $\Sigma_{ad}$ is given in eq. (4.9), and in the large $k$ limit we have

$$\int_{\eta_{b}}^{\eta_{a}} ds \Sigma_{ab}^{\text{eik}}(k;\eta_{a},s)u_{b} = u_{a} \left[ -k^{2}\sigma_{c}^{2}I(\eta_{a},\eta_{b}) \right] \frac{e^{\eta_{a}}}{C(\eta_{a})}, \quad (B.4)$$

and then, from the last two equation, we conclude that

$$\int_{\eta_{b}}^{\eta_{a}} ds \Sigma_{ab}^{\text{eik}}(k;\eta_{a},s)u_{b} = H_{a}^{\text{eik}}(k;\eta,s), \quad (B.5)$$

which is the result we wanted to show.

B.2 Resummation and evolution equation of the power spectrum

Let us now consider the evolution equation of the power spectrum. Following ref. [55], we provide here some details of the computations that motivate the use of the approximation given in eq. (4.14) to the exact evolution equation eq. (4.6).

As for the propagator, the approximated evolution equation is obtained as an interpolation between those corresponding to the large $k$ and small $k$ regimes. On the one hand, for small values of $k$, eq. (4.6) can be approximated at 1-loop level, yielding

$$\partial_{\eta_{a}} P_{ab}^{(1)}(k;\eta_{a}) = -\Omega_{ac} P_{cb}^{(1)}(k;\eta_{a}) - \Omega_{bc} P_{ac}^{(1)}(k;\eta_{a})$$

$$+ P_{in}(k) (H_{a}(k;\eta_{a},\eta_{na})u_{b} + H_{b}(k;\eta_{a},\eta_{na})u_{a})$$

$$+ \int ds' \left[ \Phi_{ac}^{(1)}(k;\eta_{a},s')g_{bc}(k;\eta_{a},s') + g_{ac}(k;\eta_{a},s')\Phi_{cb}^{(1)}(k;\eta_{a},s) \right], \quad (B.6)$$
where \( \Phi^{(1)}_{ac}(k; \eta_a, \eta_b) \) is the 1-loop approximation of \( \Phi_{ac}(k; \eta_a, \eta_b) \) given by eq. (4.16), which corresponds to the right panel of figure 4. On the other hand, as we show immediately below, the exact equation for \( k \to +\infty \) has a similar structure, and can be written as

\[
\begin{align*}
\partial_{\eta_a} P_{ab}^{eik}(k; \eta_a) &= -\Omega_{ac} P_{cb}^{eik}(k; \eta_a) - \Omega_{bc} P_{ab}^{eik}(k; \eta_a) \\
&+ \mathcal{H}^{eik}_a(k; \eta_a, \eta_a) P_{ab}^{eik}(k; \eta_a) + \mathcal{H}^{eik}_b(k; \eta_a, \eta_a) P_{ab}^{eik}(k; \eta_a) \\
&+ \int ds' \left[ \Phi_{ac}^{eik,L}(k; \eta_a, s') G_{bc}^{eik}(k; \eta_a, s') + G_{ac}^{eik}(k; \eta_a, s') \Phi_{ab}^{eik,R}(k; s', \eta_a) \right].
\end{align*}
\]

To show that this equation is satisfied in the large \( k \) limit we need to compute

\[
\int_{\eta_a}^{\eta} ds \left[ \Phi_{ad}^{eik,L}(k; \eta, s) G_{bd}^{eik}(k; \eta, s) + G_{ac}^{eik}(k; \eta, s) \Phi_{cd}^{eik,R}(k; s, \eta) \right].
\]

The diagrams that contribute to the first term are shown in figure 10, where the thick lines represent renormalized propagators \( G^{eik} \), the black PS correspond to \( P^{eik} \), and the thick dots stand for renormalized vertexes \( \Gamma^{eik}_{abc} \), which are given by eq.s (A.3), (A.9) and (A.6), respectively. The computation is analogous to the one of the previous section (see [55] for additional details), and the result is

\[
\begin{align*}
\int_{\eta_a}^{\eta} ds \Phi_{ad}^{eik,L}(k; \eta, s) G_{bd}^{eik}(k; \eta, s) &= \frac{e^n}{C(\eta)} G^{eik}(k, \eta, \eta_a) G^{eik}(k, \eta, \eta_b) u_a u_b P_{in}(k) \sum_{m=1}^{\infty} \left( \frac{k^2 \sigma_2^2}{2} \right)^m \mathcal{I}^{2m-1}(\eta, \eta_a) \frac{m!}{(m-1)!} m! \\
&= \frac{e^n}{C(\eta)} G^{eik}(k, \eta, \eta_a) G^{eik}(k, \eta, \eta_b) u_a u_b P_{in}(k) e^{k^2 \sigma_2^2 \mathcal{I}(\eta, \eta_a)} \left[ k^2 \sigma_2^2 \mathcal{I}(\eta, \eta_a) \right] \\
&= u_a u_b P_{in}(k) \frac{e^n}{C(\eta)} \left[ k^2 \sigma_2^2 \mathcal{I}(\eta, \eta_a) \right],
\end{align*}
\]

where in the first equality the factors \( (m-1)! m! \) in the denominator come after using the property of eq. (A.2) for the time integrals corresponding to the \( m-1 \) and \( m \) vertex insertions that are respectively on the left and right of the hard PS, and the factor \( m! \) takes into account all the possible ways of contracting the lines.

Therefore, proceeding similarly for the contribution involving \( \Phi_{ab}^{eik,R} \), we have

\[
\begin{align*}
\int_{\eta_a}^{\eta} ds \left[ \Phi_{ab}^{eik,L}(k; \eta, s) G_{bd}^{eik}(k; \eta, s) + G_{ac}^{eik}(k; \eta, s) \Phi_{cd}^{eik,R}(k; s, \eta) \right] &= 2u_a u_b P_{in}(k) \frac{e^n}{C(\eta)} \left[ k^2 \sigma_2^2 \mathcal{I}(\eta, \eta_a) \right].
\end{align*}
\]

Then, it is a straightforward check to plug this result along with eq.s (B.2) and (A.3) into eq. (B.7) and obtain eq. (A.9) as a solution.

Let us now summarize the arguments of [55] that motivate the use of \( \Phi_{ab} \) given in eq. (4.15) as an interpolation between the small \( k \) and the large \( k \) regimes. We start by recalling that in the large \( k \) limit the diagrams that contribute to \( \int_{\eta_a}^{\eta} ds \Phi_{ab}^{eik,L}(k; \eta, s) G_{bd}(k; \eta, s) \) can be split into two terms, as shown in figure 10. In fact, diagram A gives

\[
\begin{align*}
\frac{e^n}{C(\eta)} G^{eik}(k, \eta, \eta_a) G^{eik}(k, \eta, \eta_b) u_a u_b P_{in}(k) \sum_{m=1}^{\infty} \left( \frac{k^2 \sigma_2^2}{2} \right)^m \mathcal{I}^{2m-1}(\eta, \eta_a) \frac{m!}{(m-1)!} m! &= \frac{e^n}{C(\eta)} G^{eik}(k, \eta, \eta_a) G^{eik}(k, \eta, \eta_b) u_a u_b P_{in}(k) \frac{1}{\mathcal{I}(\eta, \eta_a)} \left[ e^{k^2 \sigma_2^2 \mathcal{I}(\eta, \eta_a)} - 1 \right],
\end{align*}
\]
Figure 11. Diagrams contributing to $\tilde{\Phi}_{ab}$, where thick lines, thick dots, and black PS represent respectively, $G^{\text{eik}}$ (given in eq. (A.3)), renormalized vertexes $\Gamma^{\text{eik}}_{dce}$ (defined in eq. (A.6)), and $P^{\text{eik}}$ (given by eq. (A.9)). The function $F(k)$ is defined in eq. (4.17).

while diagram B contributes as

$$
\frac{\eta^2}{C(\eta)} G^{\text{eik}}(k, \eta, \eta_\text{in}) G^{\text{eik}}(k, \eta_\text{in}) u_a u_b P_{\text{in}}(k) \sum_{m=2}^{\infty} \frac{\left(k^2 \sigma_v^2\right)^m I(2m-1)(\eta, \eta_\text{in}) (m-1)!m!}{(m-1)^2(m-2)!} 
$$

$$
= \frac{\eta^2}{C(\eta)} G^{\text{eik}}(k, \eta, \eta_\text{in}) G^{\text{eik}}(k, \eta_\text{in}) u_a u_b P_{\text{in}}(k) \frac{1}{I(\eta, \eta_\text{in})} \left\{1 - e^{k^2 \sigma_v^2 I^2(\eta, \eta_\text{in})} \left[1 - k^2 \sigma_v^2 I^2(\eta, \eta_\text{in})\right]\right\}.
$$

Notice though that for the physically relevant scales, the large $k$ limit for the vertexes is not a good approximation and only in that limit the simplification in eq. (A.6) for the renormalized vertexes occurs, and the time integrations over the vertex insertions decouple from the ones correcting the propagators on the hard lines. Therefore, as a first step towards a better approximation, one could replace the rightmost vertexes in figure 10 by tree-level ones. Doing this, the contribution to $\Phi$ given by diagram A looks more similar to its 1-loop counterpart (which is more appropriate in the small $k$ regime), with the only difference that the hard PS is taken to be the renormalized one, $P^{\text{eik}}$. However, for small values of $k$ this difference produces a correction of order $k^4$. Hence, to recover the appropriate behavior for $k \rightarrow 0$ up to $O(k^4)$ corrections, which we ignore, we need both to replace the rightmost vertexes by tree-level ones and to suppress the contribution of diagram B. The latter can be implemented by introducing the filter function $F(k)$ defined in eq. (4.17).

To sum up, the resulting approximation for $\Phi_{ab}(k, s, s')$ can be written as the weighted sum of the diagrams in figure 11. The contribution of diagram A is given by

$$
\exp\left[-\frac{1}{2} k^2 \sigma_v^2 I^2(s, s')\right] \Phi^{(1)}_{ab}(k, s, s'), \quad (B.11)
$$

while the one of diagram B is

$$
\frac{e^{s+s'} u_a u_b P_{\text{in}}(k)}{C(s) C(s')} G^{\text{eik}}(k, s, \eta_\text{in}) G^{\text{eik}}(k, s', \eta_\text{in}) \sum_{m=2}^{\infty} \frac{\left(k^2 \sigma_v^2\right)^m I(s, \eta_\text{in}) I(s', \eta_\text{in}) (m-1)!m!}{(m-2)!} 
$$

$$
= \exp\left[-\frac{1}{2} k^2 \sigma_v^2 I^2(s, s')\right] \frac{e^{s+s'}}{C(s) C(s')} \left(k^2 \sigma_v^2\right)^2 I(s, \eta_\text{in}) I(s', \eta_\text{in}) u_a u_b P_{\text{in}}(k), \quad (B.12)
$$

resulting in eq. (4.15).

---

10 Notice that in the small $k$ limit there are also corrections proportional to $k^4$ coming from two-loop diagrams which we neglect.
Figure 12. The blue dots represent the ratio of the matter power spectrum measured in N-body simulations to the AP prediction at $z=0$ (top left), $z=0.5$ (top right), $z=1$ (bottom left) and $z=1.5$ (bottom right). Also shown are the outputs given by the revised halofit [30] (dashed-green line) and the Coyote Emulator [66] (black line) codes.

C Testing the AP resummation

In this appendix we test the accuracy of the AP resummation comparing it to N-body simulations’ measurements as well as other predictions for the nonlinear power spectrum. Since there are not simulations for clustering quintessence cosmologies so far, we will limit ourselves to a test for a ΛCDM cosmology. In the original AP paper [55] the authors made a careful comparison with numerical results in the BAO regime. Here we extend this test to smaller scales with the recent, high-resolution MICE-GC simulation [68–70].

Figure 12 shows the N-body data divided by the AP predictions (blue dots with error bars). For comparison, also shown are the Coyote Emulator prediction [66] (black line) and the revised halofit formula of [30] (green-dashed line). Different panels correspond to different redshifts, that is $z=0$ (top-left), $z=0.5$ (top-right), $z=1$ (bottom-left) and $z=1.5$ (bottom-right). For all the redshifts considered, in the BAO range of scales, the overall matching simulations-AP is always better than 2%. At smaller scales, the agreement is still at the 2% level for $k \lesssim 0.6\ h\ Mpc^{-1}$ at $z = 0.5$, and it extends to $k \lesssim 0.7\ h\ Mpc^{-1}$ for $z \gtrsim 0.5$. At $z = 0$ AP deviates up to 2% for $k \lesssim 0.25\ h\ Mpc^{-1}$ and up to 5% for $k \lesssim 0.6\ h\ Mpc^{-1}$. As underlined in the main text, this is expected given the intrinsic limit of the PPF approximation.
The revised halofit and the Extended Coyote Emulator results have been already compared with the MICE-GC measurements in [68]. We confirm that both codes work at 2% in the BAO regime. This still holds for smaller scales for the Coyote Emulator while the revised halofit performs at \( \sim 5\% \) level beyond BAO.
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