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ABSTRACT

The continuum emission from radio galaxies can be generally classified into different morphological classes such as FRI, FRII, Bent, or Compact. In this paper, we explore the task of radio galaxy classification based on morphology using deep learning methods with a focus on using a small scale dataset (~ 2000 samples). We apply few-shot learning techniques based on Twin Networks and transfer learning techniques using a pre-trained DenseNet model with advanced techniques like cyclical learning rate and discriminative learning to train the model rapidly. We achieve a classification accuracy of over 92% using our best performing model with the biggest source of confusion being between Bent and FRII type galaxies. Our results show that focusing on a small but curated dataset along with the use of best practices to train the neural network can lead to good results. Automated classification techniques will be crucial for upcoming surveys with next generation radio telescopes which are expected to detect hundreds of thousands of new radio galaxies in the near future.
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1 INTRODUCTION

The radio continuum sky contains a wide variety of sources. Some are compact sources while others are extended. Compact sources are unresolved sources with a single source component whereas extended sources are those whose sizes are greater than the effective resolution of the telescope.

In some galaxies, emission from the central Active Galactic Nucleus (AGN) is seen in the form of relativistic jets which manifest as radio synchrotron emission. These radio jets usually come in pairs and extend outwards in diametrically opposite directions. When they collide with the denser parts of the intergalactic medium, they give rise to the radio lobes. The morphology of the twin jets and radio lobes is used to broadly classify radio galaxies into FRI and FRII types (Fanaroff & Riley 1974). In FRI galaxies, the peak of the emission is closer to the central core and the emission brightness decreases farther away from the centre. On the other hand, the radio emission in FRII galaxies increases in brightness outwards culminating in bright hotspots at the outer edge of the jet emission. See Figure 1 for typical examples of FRI and FRII galaxies drawn from our sample.

Apart from these two broad classes, some radio galaxies also show a more complex morphology. If the angle between the jets in the radio galaxy is significantly less than 180°, then it can be classified as a Bent-Tail (BT) galaxy. BT galaxies can be further subclassified as Narrow-Angle Tail (NAT) or Wide Angle Tail (WAT) galaxies based on the angle between the two jets (Rudnick & Owen 1976). In NATs, the jets are so bent that the entire radio structure lies on one side of the optical galaxy (Miley et al. 1972) whereas in WATs the angle of projection between the jets is ~ 60° (Dehghan et al. 2014). Bent Tail galaxies are believed to form in dense environments such as galaxy clusters. The bent tail phenomenon is usually attributed to the large ram-pressure exerted on the jets as a result of the motion of the host galaxy through the cluster medium (Miley et al. 1972; Rudnick & Owen 1976; Burns 1990) or due to the turbulent movement of the ICM (Intra-Cluster Medium) during a merger (Burns 1990; Burns et al. 1996; Roettiger et al. 1996). As such, they can be effectively used as tracers for the presence of galaxy clusters, particularly at high redshifts (Blanton et al. 2000, 2003; Mao et al. 2009, 2010; Wing & Blanton 2011; Dehghan et al. 2014). It is expected that the upcoming Evolutionary Map of the Universe (EMU) survey (Norris et al. 2011) will be able to detect many new galaxy clusters via this method.

Traditionally, radio galaxy classification has been carried out by visual inspection of radio continuum images. Large area radio surveys like the NVSS (Condon et al. 1998), FIRST (Becker et al. 1995), SUMSS (Bock et al. 1999) have been used to identify and classify radio galaxies based on their morphology. The Radio Galaxy Zoo (RGZ) project aims to use citizen scientists to assist in the identification and classification of candidate radio galaxies (Banfield et al. 2015). In the future, next generation radio telescopes like MeerKAT (Jonas & MeerKAT Team 2016), ASKAP (Johnston et al. 2008) and eventually the SKA (Carilli et al. 2004) with significantly increased sensitivity will detect millions of new radio

\* Contact e-mail: ashwin.samudre@gmail.com

© 2021 The Authors
galaxies. Given these astronomical numbers, manual classification of radio galaxies would be highly impractical, if not impossible. As a result, astronomers need to develop an automated way to precisely classify radio galaxies based on their morphology.

Automated classification algorithms using machine learning and deep learning techniques are extremely useful for this purpose. Machine learning techniques have been widely applied to astronomical problems in recent years. See Fluke & Jacobs (2020) for a recent review.

Classification of optical galaxies using artificial neural networks has been a particularly active field of research (Philip et al. 2002; Dieleman et al. 2015; Huertas-Company et al. 2015; Ostromvski et al. 2017; Schawinski et al. 2017; Hocking et al. 2018; Martin et al. 2020; Cheng et al. 2020). Aniyan & Thorat (2017) were the first to employ a CNN (Convolutional Neural Network) to classify radio galaxies using FIRST survey images. Since then several other researchers (Alhassan et al. 2018; Lukic et al. 2018; Ma et al. 2019; Lukic et al. 2019; Wu et al. 2019; Tang et al. 2019) have used different variations of the standard CNN architecture to attempt radio galaxy classification.

Recently, deep learning (LeCun et al. 2015) algorithms have shown remarkable efficacy in image classification and speech recognition tasks across diverse fields. McCulloch & Pitts introduced the McCulloch-Pitts Neuron (McCulloch & Pitts 1943) in 1943, which is considered as the initial version of the Artificial Neural Network. Further work by Hebb (1949), Rosenblatt (1958) laid the foundation for modern neural networks. The current deep learning era started with the introduction of Deep Belief Networks by Hinton et al. (2006) (see Wang et al. (2017) for a comprehensive history of deep learning). The term deep learning itself is associated with the collection of new techniques mainly based on Neural Networks. In these networks, inputs are fed into the input layer propagating through one or more hidden layers and finally linking to the output layer. A layer is mainly a set of nodes, sometimes referred to as units, connected to the immediately preceding and following layers. The input layer nodes are associated with the inputs from the dataset of interest. In deep neural networks, multiple layers are present (hence the term deep) and starting with the second layer, each layer essentially performs the feature construction based on the output of the previous layers which in turn acts as the input to the current layer. The output from the final layer is compared with the expected output and the difference (also called the ’error’) is propagated backward (called backpropagation (Rumelhart et al. 1986)), through all the layers to adjust the units in each layer and the process is repeated. This backpropagation process helps in better optimisation of the network for each input dataset.

In this work, we have implemented a method to perform automated morphological classification of radio galaxies using deep learning into four important classes - FRI, FRII, Bent, and Compact. The novel feature of this work is the focus on creating a classifier with fewer data samples while still striving for maximum accuracy. Roh et al. (2018) provide an overview of the role of data in machine learning and deep learning techniques. An approximate rule of thumb is that we need at least 1000 samples per class in the task. The State of the Art results for Computer Vision tasks (Yalniz et al. 2019; Kolesnikov et al. 2019) based on ImageNet (Deng et al. 2009) and MNIST (LeCun et al. 2010) datasets have used architectures like ResNet (He et al. 2016), DenseNet (Huang et al. 2017) for ideal performance but the sample size for these tasks has been at least 1000 images per class. Luo et al. (2018) discuss the impact of data sample size in image classification tasks and show that sample size affects the performance as we increase the number of classes in the task. For the transfer learning approach on image classification tasks, Soekhose et al. (2016) discuss that in case of a limited data sample, training only specific layers can provide performance similar to a model trained from scratch with a large dataset.

The previously mentioned approaches to build a classifier for radio galaxies have used a large amount of data (at least 10000 samples in each class) for experiments. Where necessary, sample sizes have been increased with the use of techniques like oversampling and data augmentation (Krizhevsky et al. 2012). In Alhassan et al. (2018), the authors achieved an overall accuracy above 94% (with the same four classes as in this work - FRI, FRII, Bent, Compact used for classification) using more than 21000 samples. Aniyan & Thorat (2017) performed a 3 class (FRI, FRII and Bent) classification using a small original dataset (716 total samples) but above 25000 samples for experiments with substantial use of augmentation. Ma et al. (2019) implemented an unsupervised pre-training technique on the unlabeled samples and later use this pre-trained model to classify the labeled samples as a 6 class classification task. They use 1442 labeled and 14245 unlabeled samples and at least 4900 samples per class in case of experiments with augmentation in their two-step approach. Lukic et al. (2018) performed 4 class (Compact, Single extended, Two-Component extended and Multi-component extended) classification using a total of 141032 samples via augmentation (21933 original samples) for 4 classes. Wu et al. (2019) used object detection and classification techniques while using more than 10000 samples for their experiments. They also leveraged the transfer learning technique by loading pre-trained model weights based on ImageNet dataset. Tang et al. (2019) implemented transfer learning approach while maintaining the idea of domain transfer. They used NVSS (Condon et al. 1998) and FIRST (Becker et al. 1995) catalog samples and performed 1) pre-training of the model on NVSS data and transferred the weights for FIRST data and 2) pre-trained model on FIRST data, transferred weights for NVSS data. Their task is a 2 class (FRI and FRII) i.e. binary classification task. Lukic et al. (2019) performed a 3 class (Unresolved, FRI and
FRI) classification using a model pre-trained on ImageNet dataset and 15936 total image samples.

We have limited our data sample size to ~2000 images for initial experiments and ~2700 images for the experiments with the balanced classes. As we increase the number of data samples, we can capture the distribution of the data in a better way. However, obtaining a large number of samples is not always feasible. Thus, we need to develop algorithms that can perform better even with a limited amount of data. In this work, we apply few-shot learning and transfer learning techniques. Our results show that with the use of a carefully curated dataset and a well-designed neural network architecture, higher accuracy can be obtained even with less amount of data for this particular classification task.

The paper is organised as follows: Section 2 presents the overall approach towards the problem and includes the data sample construction used for the experiments, the initial approach of few-shot learning technique and its intuition to work efficiently with less amount of data, transfer learning introduction with a description of pre-trained models and the specific architecture used for our experiments. Section 3 presents the experimental details where we try out and apply the optimum parameters to obtain the results. In Section 4, we discuss the results, choice of hyperparameters and the scope for further work. Finally, in Section 5, we provide a self-contained conclusion listing the main results of the paper.

2 METHODOLOGY

2.1 Data Sample construction

Our radio galaxy sample was compiled using data from several catalogs. We used the catalog by Proctor et al. (2011) for bent-tail galaxies (BENT). For compact sources (Compact) we combined the FR0 catalog by Baldi et al. (2018) and the CoNFIG (Combined NVSS-FIRST Galaxies) sample (Gendre & Wall 2008; Gendre et al. 2010). We only used the sources classified as “Compact (C)” for this sample. The sample of FRI galaxies included the FRICAT by Capetti et al. (2017a) as well as the sources classified as FRI in the CoNFIG sample. Similarly, the FRII sample of galaxies was combined from the FRICAT by Capetti et al. (2017b) and the sources classified as FRII in the CoNFIG sample. We did not use sources classified as “unresolved” from the CoNFIG catalog. We constructed image cutouts of size 270 \times 270 arcsec for all galaxies in our sample. Each image was converted from the original FITS format to the JPEG format using Astropy1.

The complete data sample initially contained 412 Bent, 332 Compact, 321 FRI, and 606 FRII objects. We manually inspected the VLA FIRST survey image for every galaxy in our sample and discarded a few galaxies based on 1) Presence of multiple sources in a single image, 2) High noise component in the image, 3) Source present but not centered in the image cutout. Through this manual procedure, we removed 7 samples from the Bent set, 26 samples from the Compact set, 32 samples from the FRI set and 29 samples from the FRII set. About ~25% samples from each class were used for validation purposes. The test set images were obtained separately per category. The numbers of objects in each category are listed in Table 1.

Analogously to the approach used by Aniyan & Thorat (2017), some preprocessing was performed on the images before being used. Noise statistics were calculated in every image and all pixels below 3\sigma were clipped. Each image was rescaled to a size of 224 \times 224 pixels to make it compatible with ImageNet stats.

Our data sample contains data imbalance between the classes. This leads to an uneven representation of the different classes during the learning process of the model and the results tend to be biased towards the majority class (He & Garcia 2009). The methods suggested in the literature for handling the imbalance include majority undersampling, minority oversampling, and SMOTE like techniques (Krawczyk (2016), Maciejewski & Stefanowski (2011), Chawla et al. (2002), Han et al. (2005)). In Branco et al. (2015), authors analyze the different methods devised to handle the imbalance of classes in data, which primarily suggest balancing the dataset or algorithm level improvement. Since we are using a small scale dataset, we opt for up-sampling the minority classes instead of the down-sampling approach. This fits our purpose of removing the class imbalance, while still avoiding the large increase in the data sample size like was done by other researchers for the radio galaxy classification task.

We handle the class imbalance relative to the largest class (FRII) via up-sampling the other 3 classes. The up-sampling is performed via duplication of randomly selected samples from the original set and combining these with the original set. The numbers of objects in the balanced dataset for each category are listed in Table 2.

With this data sample, we initially implemented the Few-Shot learning approach and used Twin Networks for classification purposes.

2.2 Performance metrics

Although accuracy is often the primary evaluation metric for the performance of classification problems, to quantify the performance of our network’s classification ability, we use other metrics such as Precision, Recall, and F1-score. These metrics provide detailed insights based on the performance of the classifier for each class.
The precision \( P \) (purity) and recall \( R \) (completeness) are defined as follows:

\[
Precision(P) = \frac{TP}{TP + FP}
\]

\[
Recall(R) = \frac{TP}{TP + FN}
\]

The F1 score is interpreted as the weighted average of precision and recall. The accuracy is the overall accurate prediction by the classifier across all the classes.

\[
F1 - score = \frac{2 \times Precision \times Recall}{Precision + Recall}
\]

\[
Accuracy = \frac{TP + TN}{TP + FP + TN + FN}
\]

where \( TP = \)true positive, \( TN = \)true negative, \( FP = \)false positive, \( FN = \)false negative.

- True Positive (TP) is when the source is predicted as ‘\( x \)’ and it is actually ‘\( x \)’.
- False Positive (FP) is when the source is predicted as ‘\( x \)’ and it is not actually ‘\( x \)’.
- True Negative (TN) is when the source is predicted as not ‘\( x \)’ and it is actually not ‘\( x \)’.
- False Negative (FN) is when the source is predicted as not ‘\( x \)’ and it is actually ‘\( x \)’.

The precision, recall, F1 score, and accuracy metrics were calculated for both the validation and test data sets to assess the performance in each experiment with the corresponding model.

### 2.3 Few-Shot Learning

A variety of algorithms in deep learning have performed efficiently in terms of pattern recognition for image data. These algorithms often need large amounts of data and break down when forced to make predictions about data for which little supervised information is available. The ability to acquire and recognize new patterns is strong in humans. In particular, people seem to be able to understand new concepts quickly and then recognize variations on these concepts in future cases (Lake et al. 2011). The deep learning algorithms are unable to learn the features for a class from a single image and generalize this information for the unseen images from the same class. Few shot learning is a practice used to provide the machine with a quick understanding of the different images and their corresponding classes using limited amount of data.

Few shot learning techniques are devised to classify image samples correctly even when the availability of supervised data is limited. It is a procedure that resembles human-like learning.

There are multiple approaches to implement and test the performance of Few shot learning amongst which we choose a Twin Network\(^2\) architecture with a supervised learning approach.

\(^2\) Twin networks are referred to as Siamese networks in the literature. We feel that such terminology is inappropriate, and should not be used.
the end consisting of fully connected layers. A subnetwork of twin networks only contains the former to learn embeddings of the image provided as input. The goal of the Contrastive Loss Function (see equation 5) is to receive the embeddings from the two subnetworks and output a lower distance if the images belong to the same class and higher distance if they belong to different classes.

In Equation 5 for contrastive loss, \(sim(z_i, z_j)\) is the similarity function (cosine distance between the vectors) and \(\tau\) is the temperature regularization factor.

\[
l_{i,j} = -\log \frac{\exp(sim(z_i, z_j)/\tau)}{\sum_{k=1 \text{ } [k \neq i]}^{2N} \exp(sim(z_i, z_k)/\tau)}
\]

(5)

**Training process**

The training process for the Twin network involves providing two input images (one for each subnetwork) and a label to the network. The label defines if the images belong to the same class (positive) or different classes (negative). The embeddings from the subnetworks are passed to the Contrastive Loss Function along with the label (i.e., positive or negative) to learn and differentiate between pairs of images belonging to the same class and different classes. Ideally, the trained Twin subnetworks output similar embeddings for images of the same class and different embeddings for images of different classes.

**Testing process**

Unlike traditional CNNs where the trained model can classify the image passed to it, trained subnetworks of the Twin Network model can only output embeddings of the images passed to them. Therefore, we use the k-nearest neighbors (KNN) technique to classify images after passing them through a trained Twin network. The test image is compared to the embeddings of all the images in training data (stored earlier) and the class of images that are closest to this image (k-nearest neighbor) is assigned to the test image.

2.3.3 Few-Shot Learning experiments and results

We used the open source PyTorch (Paszke et al. 2019) framework, Python version 3.6.7 for our experiments and Nvidia P100 graphics processing unit (GPU) for the hardware support.

We implemented a customized data loader in PyTorch to feed input pairs to the Twin Networks.

Twin Networks perform pairwise learning and learn to find the similarity between the pair of images as opposed to a traditional CNN that learns to classify a single image predominantly via loss function like cross-entropy loss.

We perform the experiments with two different samples: the original imbalanced dataset and the balanced dataset obtained via upsampling of minority classes with respect to the majority class. Since we will be referring to the two sets of experiments frequently, we use the following notations hereafter. Version 1: original imbalanced dataset. Version 2: balanced dataset experiments.

Further, we tried the same network on a balanced dataset. The performance metrics of other more sophisticated techniques produces better results than the simple architecture of the Twin network. Therefore we use the k-nearest neighbors (KNN) technique to classify images after passing them through a trained Twin network. The test image is compared to the embeddings of all the images in training data (stored earlier) and the class of images that are closest to this image (k-nearest neighbor) is assigned to the test image.

![Table 3. Twin Network architecture used in our experiments.](image)

| Num | Layer type     | Output Shape | Parameters |
|-----|----------------|--------------|------------|
| 0   | Input          | (1, 224, 224)| 0          |
| 1   | Convolutional layer | (64, 224, 224) | 640        |
|     | ReLU           | (64, 224, 224)| 0          |
| 2   | BatchNormalization layer | (64, 224, 224) | 128        |
| 3   | Convolutional layer | (32, 224, 224) | 18464      |
|     | ReLU           | (32, 224, 224)| 0          |
| 4   | BatchNormalization layer | (32, 224, 224) | 64         |
| 5   | Convolutional layer | (16, 224, 224) | 4624       |
|     | ReLU           | (16, 224, 224)| 0          |
| 6   | BatchNormalization layer | (16, 224, 224) | 32         |
| 7   | Convolutional layer | (8, 224, 224)  | 1160       |
|     | ReLU           | (8, 224, 224)| 0          |
| 8   | BatchNormalization layer | (8, 224, 224) | 16         |
| 9   | Convolutional layer | (8, 224, 224)  | 584        |
|     | ReLU           | (8, 224, 224)| 0          |
| 10  | BatchNormalization layer | (8, 224, 224) | 16         |
| 11  | Linear         | (500)        | 10,000,500 |
|     | ReLU           | (500)        | 0          |
| 12  | Linear         | (500)        | 250,500    |
|     | ReLU           | (500)        | 0          |
| 13  | Linear         | (4)          | 2004       |

**Table 4. Test metrics: Twin Networks, original dataset**

| Class  | Precision | Recall | F1-Score | Support |
|--------|-----------|--------|----------|---------|
| Bent   | 53.2 ± 0.3| 45.1 ± 0.5| 48.9 ± 0.3| 103     |
| Compact | 96.3 ± 0.5| 89.1 ± 0.8| 92.9 ± 0.3| 100     |
| FRI    | 66.6 ± 0.6| 83.1 ± 0.9| 73.8 ± 0.8| 100     |
| FRII   | 68.4 ± 1.3| 66.8 ± 0.5| 76.7 ± 0.7| 101     |
| avg/total | 70.6 ± 1.1| 71.2 ± 0.7| 70.8 ± 0.6| 404     |

**Table 5. Test metrics: Twin Networks, balanced dataset**

| Class  | Precision | Recall | F1-Score | Support |
|--------|-----------|--------|----------|---------|
| Bent   | 61 ± 0.3  | 45.0 ± 0.7| 51.5 ± 0.5| 103     |
| Compact | 97.9 ± 0.8| 88.4 ± 0.6| 93 ± 0.4 | 100     |
| FRI    | 66.2 ± 0.4| 88.5 ± 0.5| 75.6 ± 0.3| 100     |
| FRII   | 72.4 ± 0.4| 73.9 ± 0.2| 73.2 ± 0.3| 101     |
| avg/total | 74.2 ± 0.6| 74.0 ± 0.5| 74.1 ± 0.4| 404     |
2.4 Transfer Learning

Transfer learning (Pratt 1993) is a technique in machine learning which focuses on storing the knowledge gained while solving one problem and applying it to a different but related problem (See Tan et al. 2018 for an overview of deep transfer learning). The definition of transfer learning is given in terms of domain and task. The domain D consists of: a feature space X and a marginal definition of transfer learning is given in terms of domain and task. The problem and applying it to a different but related problem (See Tan et al. 2018 for an overview of deep transfer learning). The problem and applying it to a different but related problem (See Tan et al. 2018 for an overview of deep transfer learning).

2.4.1 DenseNet Architecture

In Convolutional Neural Networks, the input image goes through multiple convolutions to obtain high-level features. Feature maps are the collective output of the convolution operation applied over the whole input image by all the convolution filters. Skip connections are the connections to the current layer from layers other than the immediately preceding layer. In DenseNet, the feature maps are concatenated from each of the previous layers along with the addition of the skip connections obtained from the previous layers. Thus, each layer receives collective knowledge from all the previous layers. Traditional CNN with ‘L’ layers have ‘L’ connections between the subsequent layers whereas DenseNet has $L \times (L + 1)/2$ direct connections. This helps to avoid the learning of redundant feature maps and leads to a reduction in the requirement of total parameters of the network. The important element in DenseNet is the dense block which is composed of the Batch Normalization layer (Ioffe & Szegedy 2015a), ReLU activation function (Nair & Hinton 2010) and Pooling layers. Growth rate ($K$) of the network due to concatenation of the feature maps at each layer ‘$L$’ can be formulated as $K(L) = K(0) + K \times (L - 1)$ and it regulates the amount of information added to the network at each layer. In this work, we use the method of transfer learning by loading weights pre-trained on the ImageNet dataset using the DenseNet architecture and its variants. We also experimented with some other architectures than the architecture presented here with no significant improvement in the performance. However, we do not claim to have explored the complete parameter space.

Pre-trained models

Table 6. The DenseNet-161 architecture

| # Layer | Function | Input tensor size | Activation | Stride | Output tensor size | No. of parameters | # Block |
|---------|----------|------------------|------------|--------|--------------------|-------------------|---------|
| 0       | Input    | 3 x 224 x 224    | -          | -      | -                  | -                 | 0       |
| 1       | conv     | 3 x 224 x 224    | ReLU       | 2      | 96 x 112 x 112     | 14112             | -       |
| 1       | pooling  | 96 x 112 x 112   | -          | 2      | 96 x 56 x 56       | 0                 | -       |
| 2-13    | [1 x 1 conv, 3 x 3 conv] x 6 | 96 x 56 x 56 | ReLU | 2 | 48 x 56 x 56 | 82944 | 1 |
| 14      | conv     | 384 x 56 x 56    | ReLU       | 2      | 192 x 56 x 56      | 73728             | -       |
| 14      | pooling  | 192 x 56 x 56    | -          | 2      | 192 x 28 x 28      | 0                 | -       |
| 15-38   | [1 x 1 conv, 3 x 3 conv] x 12 | 192 x 28 x 28 | ReLU | 2 | 48 x 28 x 28 | 82944 | 2 |
| 39      | conv     | 768 x 28 x 28    | ReLU       | 2      | 384 x 28 x 28      | 294912            | -       |
| 39      | pooling  | 384 x 28 x 28    | -          | 2      | 384 x 14 x 14      | 0                 | -       |
| 40-111  | [1 x 1 conv, 3 x 3 conv] x 36 | 384 x 14 x 14 | ReLU | 2 | 48 x 14 x 14 | 82944 | 3 |
| 112     | conv     | 2112 x 14 x 14   | ReLU       | 2      | 1056 x 14 x 14     | 2230272           | -       |
| 112     | pooling  | 1056 x 14 x 14   | -          | 2      | 1056 x 7 x 7       | 0                 | -       |
| 113-160 | [1 x 1 conv, 3 x 3 conv] x 24 | 1056 x 7 x 7 | ReLU | 2 | 48 x 7 x 7 | 82944 | 4 |
| 161     | BatchNorm2d | 48 x 7 x 7 | -       | -       | 2208 x 7 x 7    | 4416             | -       |
| 161     | avgpool  | 2208 x 7 x 7     | -          | 2      | 2208 x 1 x 1      | 0                 | -       |
| 161     | maxpool  | 2208 x 1 x 1     | -          | 2      | 2208 x 1 x 1      | 0                 | -       |
| 161     | Flatten  | 2208 x 1 x 1     | -          | -      | 4416              | 0                 | -       |
| 161     | BatchNorm1d | 4416 | -       | -       | 4416              | 8832             | -       |
| 161     | Dropout  | 4416             | -          | -      | 4416              | 0                 | -       |
| 161     | Linear   | 4416             | ReLU       | -      | 512               | 2261504           | -       |
| 161     | BatchNorm1d | 512 | -       | -       | 512               | 1024             | -       |
| 161     | Dropout  | 512              | -          | -      | 512               | 0                 | -       |
| 161     | Linear   | 512              | -          | -      | 4                 | 2052             | -       |

Table 6. The DenseNet-161 architecture
The DenseNet architecture has two important advantages:

(i) The availability of connections between all the layers helps to propagate the error or the gradient more directly. The earlier layers can get feedback from the final layer rapidly.
(ii) The input received by the current layer has knowledge from all the preceding layers leading to diversified features and richer patterns. This helps to obtain smoother decision boundaries. It also explains why DenseNet performs well when training data are insufficient - the central focus for our experiments.

2.4.2 Experimental setup and parameter selection

We used the Fastai (Howard & Gugger 2020) library, Python version 3.6.7 for our experiments and Nvidia P100 graphics processing unit (GPU) for the hardware support. We set the batch size to 32 and the image size to $224 \times 224$, the data samples are normalised using the ImageNet stats.

In order to select the optimal hyperparameters such as the optimizer and learning rate scheduler, we experimented with three optimizers - Stochastic Gradient Descent (SGD), Adam and AdamW - along with three learning rate schedulers - Cosine Annealing scheduler, Multistep scheduler and Cyclical scheduler. Based on the maximum accuracy reached (see Table 7), we selected AdamW optimizer with Cyclical learning rate scheduler in further experiments.

We use the learning rate finder method based on the cyclical learning rates (Smith 2015) to obtain the optimal learning rate. This method performs a mock training run starting with a smaller value for the learning rate which is modified after each batch. It searches the maximum learning rate at which there is still some improvement in terms of a decrease in the error. The learning rate either increases or decreases based on the outcome from the latest batch in the epoch. Large neural networks take a considerable amount of time for the training and the choice of the learning rate substantially affects this process. Using cyclical learning rates technique helps in the selection of a greater value for learning rate while still maintaining the improvement of the model. Based on the data distribution, after using the learning rate finder method, we set the learning rate for each experiment individually. We use a weight decay of $1e-3$ and categorical cross-entropy (equation 6) as the cost function for all the tasks. In equation 6, $x, y$ denote the classes and observations respectively, $t_{x, y}$ represent targets and $p_{x, y}$ represent the predictions. We have limited the training to 10 epochs for our experiments.

$$L_x = - \sum_y t_{x, y} \log(p_{x, y}) \quad (6)$$

The growth rate $k$ in the DenseNet is the number of output feature maps of a layer and plays an important role in propagating the information through the network. We tried different versions of the DenseNet architecture and the best performance for our task was shown by the DenseNet-161 version. Hereafter, we focus on fine-tuning the selected version. The number 161 refers to the total number of layers in the particular version of the architecture. This can be described as follows: DenseNet-161 consists of 4 dense blocks and hence 3 transition layers between the blocks. There is one convolution layer at the beginning and one classification layer (fully connected layer) at the end. The four dense blocks consist of 12, 24, 72, 48 ‘conv’ layers respectively where ‘conv’ layer is combined BatchNorm, ReLU activation and Convolution. Table 6 describes the functions and the classification head at the end for the model. While the total number of parameters in DenseNet-161 is 28,745,412 freezing initial layers and training only the last layer reduces the number of trainable parameters to 2,493,348.

Initially, we train the last layer for 1-2 epochs. The intuition behind training this way is to train only the fully connected layers completely and freezing the other layers for faster training. This way, we use the weights obtained from the pre-trained model and check the performance of the model. Gradually unfreezing the layers works better than unfreezing and retraining all layers of the network (Yosinski et al. 2014; Howard & Ruder 2018b). Here, we use a set of learning rates instead of a single value to train the network. This technique known as discriminative learning (Howard & Ruder 2018a), is used to obtain the best outcome out of different layers which might need different hyperparameters as per the feature maps in the specific layer. Discriminative learning uses the idea to train the earlier layers with a very low learning rate and the later layers with higher learning rates. This helps to avoid altering the earlier weights and massively affect the end layer weights which are more crucial for the specific case. To update the weights in the network, we require an optimizer and here we use the method of AdamW (Loshchilov & Hutter 2019) to achieve super-convergence (Smith & Topin 2017) which leads to fast training over the data sample even with large architectures such as the one used for our experiments - DenseNet. With the use of a small scale dataset, the model is prone to overfitting as the decision boundaries are based on a few specific samples; in such cases, using an efficient regularisation technique helps to avoid overfitting of the model.

3 EXPERIMENTS AND RESULTS

In this section, we have provided the plots and values for the best performing model out of the multiple random initialized runs of the experiment.

3.1 Version 1: Original dataset

From Figure 3, we observe that the learning rate between the range $1e-4$ to $1e-3$ follows a non-increasing curve and can be used for optimal performance. Using this learning rate and a weight decay of $1e-3$ we trained DenseNet-161 for 10 epochs. The model required 1 minute 10 seconds per epoch leading to a total time of approximately 12 minutes for training all the runs of experiments.

The training loss starts with a value of 0.6056 (Figure 4) and later follows a downward path with the increase in the number of batches processed. The validation loss starts with a value above 1 (1.07) and later decreases steadily. Near the end of the batch processing, the training and the validation loss reach a value of 0.17 and 0.25 respectively.

This model performed well on the validation set and the top losses can be observed in some common cases where FRII is predicted as Bent in Figure 5. This figure shows the Predicted class along with the Actual (ground truth) class for the sample as well as the loss value specific to the case and the probability of the sample.
Figure 3. Graph of learning rate finder to get optimal learning rate for DenseNet-161 version 1, the black point in the graph depicts the learning rate suggested by the lr_find method.

Figure 4. Plot of training and validation losses as a function of batches processed, DenseNet-161 version 1.

Table 8. Validation metrics: DenseNet-161 version 1.

| Class | Precision | Recall | F1-Score | Support |
|-------|-----------|--------|----------|---------|
| Bent  | 80.2 ± 1.5| 91.6 ± 1.9| 86.0 ± 1.2| 100     |
| Compact| 99.4 ± 0.6| 99.4 ± 0.6| 99.5 ± 0.5| 80      |
| FRI   | 94.1 ± 1.0| 77.1 ± 1.3| 85.2 ± 0.8| 74      |
| FRII  | 90.9 ± 1.4| 90.5 ± 1.1| 90.4 ± 0.9| 143     |
| avg/ total | 91.4 ± 0.9| 89.7 ± 1.0| 90.2 ± 0.9| 397     |

being predicted accurately (e.g. Bent predicted as Bent). Individual class metrics for the validation set are presented in Table 8.

The performance of the model on the test set provided an accuracy of 91.2 ± 0.6 based on multiple randomly initialized runs. The individual class metrics for the test set are presented in Table 9.

3.2 Version 2: balanced dataset

In order to improve the performance, we tried with the balanced data sample (see section 2.1). Based on the learning rate finder method, here, the learning rate between the range $3e^{-5}$ to $2e^{-4}$ (Figure 6) follows a decreasing curve and can be used for optimal performance.
Table 9. Test metrics: DenseNet-161 Version 1.

| Class | Precision | Recall | F1-Score | Support |
|-------|-----------|--------|----------|---------|
| Bent  | 84.2 ± 1.3| 94.2 ± 1.0| 88.9 ± 0.9| 101     |
| Compact | 97.5 ± 1.4| 93.7 ± 1.3| 95.7 ± 1.2| 100    |
| FRI  | 91.0 ± 0.9| 90.0 ± 1.1| 90.7 ± 0.7| 100     |
| FRII | 93.5 ± 1.2| 87.4 ± 0.8| 90.3 ± 0.9| 103     |
| avg/ total | 91.7 ± 0.9| 91.4 ± 0.9| 91.6 ± 0.7| 404     |

Figure 7. Plot of training and validation losses as a function of batches processed, DenseNet-161 Version 2.

Table 10. Validation metrics: DenseNet-161 Version 2.

| Class | Precision | Recall | F1-Score | Support |
|-------|-----------|--------|----------|---------|
| Bent  | 84.0 ± 0.9| 93.1 ± 0.8| 88.4 ± 0.7| 144     |
| Compact | 98.2 ± 0.5| 98.2 ± 0.4| 98.1 ± 0.5| 144    |
| FRI  | 92.8 ± 0.4| 85.3 ± 0.9| 89.1 ± 0.5| 144     |
| FRII | 91.9 ± 1.0| 88.8 ± 0.7| 89.6 ± 0.8| 144     |
| avg/ total | 91.5 ± 0.7| 91.1 ± 0.7| 91.1 ± 0.6| 576     |

Using this learning rate and a weight decay of $1e-3$, we trained the DenseNet-161 pre-trained model with the upsampled classes in the dataset for 10 epochs. The model took a time of 1 minute 38 seconds per epoch leading to a total time of approximately 16 minutes for training.

The training loss starts with a value of 0.5416 (Figure 7) and later follows a steadily downward path with the increase in the number of batches processed. It reaches a minimum of 0.1588 at the end of the last epoch. The validation loss starts with a value of 0.5116, reaches a minimum value of 0.2598 near the end of the batch processing.

This model performed very well on the validation set with slightly better performance than Version 1 of the DenseNet-161 experiment. Individual class metrics for the validation set are presented in Table 10. The few cases where sources are classified incorrectly are shown in Figure 8. Again, the figure provides values for the loss specific to the sample and the probability of correct prediction which is very low as expected with respect to the incorrect classification.

For the balanced dataset, the test set provided an overall accuracy of 92.1 ± 0.4 based on multiple randomly initialized runs. The individual class metrics for the test set are presented in Table 11.

4 DISCUSSION

An important focus of our work has been on getting accurate classification with very few training examples. Success here mainly depends on the task and its complexity. Naturally, a model learns to generalize better with a wide variety of examples rather than just a large number of examples. In our initial attempt, we used a Twin network based implementation of few-shot learning for classification of radio galaxy images. Although the results are encouraging, the accuracy achieved does not match up to the state-of-the-art classification techniques that have been presented in the recent literature.
The performance of version 2 experiments from version 1 is likely and helps to handle the class imbalance issue. The improvement in dataset helped to get excellent outcomes even with fewer samples in the amount of data but the recent developments in the training methods have presented here does not outperform all the previous attempts but we possible performance with as little data as possible. The classifier parameters. Performance of other classifiers is summarized in Table 12.

Thus a one-to-one comparison among these works is not possible. The configuration of machine learning architecture used are different. The classification of radio galaxies is an important problem and several machine learning based techniques have been developed in recent years. However, in each case, the procedure for sample selection, the number of desired output classes and the type and configuration of machine learning architecture used are different. Thus a one-to-one comparison among these works is not possible. Our classification task closely resembles the work by Allassan et al. (2018) (the same 4 classes - FRI, FRII, Bent, Compact - are used for classification) in which the authors achieved an overall accuracy above 94% while using more than 21000 samples with 400 epochs for training and 12,325,792 total learnable parameters. In this work, we obtain nearly the same performance with just over 2708 samples in total and 10 epochs for training with 2,493,348 learnable parameters. In this work, DenseNet has a large number of parameters (section 2.4.2), our training methods help to converge the model quickly, leading to a low cost of training.

The classification of radio galaxies is an important problem and several machine learning based techniques have been developed in recent years. However, in each case, the procedure for sample selection, the number of desired output classes and the type and configuration of machine learning architecture used are different. Thus a one-to-one comparison among these works is not possible. Our classification task closely resembles the work by Allassan et al. (2018) (the same 4 classes - FRI, FRII, Bent, Compact - are used for classification) in which the authors achieved an overall accuracy above 94% while using more than 21000 samples with 400 epochs for training and 12,325,792 total learnable parameters. In this work, we obtain nearly the same performance with just over 2708 samples in total and 10 epochs for training with 2,493,348 learnable parameters. Performance of other classifiers is summarized in Table 12.

The focus of our effort then shifted to trying to use other deep learning based techniques for classification, while still working with a relatively small, albeit carefully curated sample of radio galaxies.

Deep learning algorithms generate the features from the input data at runtime (training process) and this avoids the need for feature engineering. To generate useful features, these algorithms require a large amount of data compared to traditional machine learning algorithms. The general idea is to manage the sample size and architecture coherently. In our task, since the number of classes is very less, the number of different parameters per class has not been too high, and thus even with less than 1000 images per class, we have achieved accuracy around 92.1 ± 0.4. The use of techniques like cyclical learning rate, AdamW optimizer to cope with the less amount of data have helped us to obtain good results with short training times. Though DenseNet has a large number of parameters, we perform upsampling as the only form of data augmentation. Our experiments are motivated by the idea to get the best possible performance with as little data as possible. The classifier presented here does not outperform all the previous attempts but we do obtain comparable performance with limited data. Convolutional Neural Networks have traditionally worked well with large amounts of data but the recent developments in the training methods have helped to get excellent outcomes even with fewer samples in the dataset.

We perform upsampling as the only form of data augmentation in our experiments. This provides additional samples during training and helps to handle the class imbalance issue. The improvement in the performance of version 2 experiments from version 1 is likely due to both these factors - availability of a larger sample as well as a balanced set. We do not increase the data sample size beyond balancing the classes, mainly to keep a small data sample.

The concatenation technique for feature maps in DenseNet helps to capture diverse characteristics rapidly and thus the architecture works well with less amount of data. This has been the primary motivation to utilize DenseNet in our experiments.

Since we are using a network that has already seen a lot of images and learned to distinguish between the classes, we can teach this network to classify the new classes with a few examples. The technique has been applied mostly in the same domain tasks but the use of optimal architecture and discriminative learning has helped to obtain better results in a different domain here. Wu et al. (2019) have discussed the possible negative impact of transfer learning when applied for different domain transfer based on the suggestions from Pan & Yang (2009). Rosenstein et al. (2005) suggested using an ensemble of tasks A for a better transfer to task B mainly due to strong feature space creation. The idea of negative transfer does not seem to practically hold true, as seen from the results of our experiments.

When comparing the performance shown by Few shot learning and transfer learning experiments, we observe a few factors leading to the difference in the results. There is a significant difference in the architecture of Twin networks and DenseNet. DenseNet is a much deeper network with more number of parameters and residual connections helping in better flow of the gradient during training. Comparatively, twin networks are shallower and less complex in terms of the number of parameters. In few-shot learning experiments, we train the networks from scratch whereas transfer learning involves the use of pretrained networks. As shown by Hendrycks et al. (2019), pre-training helps in the robustness of the model and helps to obtain a better performance. As Few-Shot Image classification is an active area of research, we can look forward to these methods performing on par or better than the transfer learning methods in the future.

Overall, we observed that the ‘Bent’ category galaxies show the highest difficulty in correct classification. In the incorrect cases, the FRII samples are classified as Bent and vice-versa. As suggested by Aniyan & Thorat (2017) this is most likely because many Bent galaxies exhibit FRII like morphology and hence may be classified incorrectly as such.

The learning rate finder method based on cyclical learning has provided a way to adapt to the optimal learning rate parameter for all the experiments. The general idea to set the batch size has an aspect of the computational architecture linked to it and thus we set the batch size as a power of 2 i.e. 32, 64 and so on. A larger

**Table 12. Performance of various classifiers. Performance denotes Precision (P), Recall (R), F1-score (F1), Accuracy (A), mean Average Precision (mAP). Original sample size denotes the sample prior to any augmentation. Final dataset size includes the dataset size after augmentation (if performed). Morphology classes denote the radio galaxy morphology classes classified with the particular classifier. For the details on six derived classes, please refer to Wu et al. (2019).**

| Method Name               | Performance | Original sample size | Final sample size | Morphology classes                     |
|---------------------------|-------------|----------------------|-------------------|----------------------------------------|
| Aniyan & Thorat (2017)    | P: 93% R: 86% F1: 86% | 117540               |                   | FRI, FRII                              |
| Allassan et al. (2018)    | P: 97% R: 97% F1: 0.97 | 21780                |                   | FRI, FRI, Bent, Compact                |
| Ma et al. (2019)          | P: 92% R: 84% | 38882 + 14245        | Compact, Single extended, Two-Component extended, Multi-Component extended |
| Lukic et al. (2018)       | P: 79.6% R: 81.6% A: 94.8% | 141032               |                   | Multi-Component extended               |
| Wu et al. (2019)          | mAP: 84% | 11836                | 11836 (No aug.) | Six derived classes                    |
| Tang et al. (2019)        | A: 90.1% (FIRST), A: 83.9% (NVSS) | 39,796               |                   | FRI, FRII                             |
| Lukic et al. (2019)       | P: 94.4% | 15936                |                   | Unresolved, FRI, FRII                  |

The concatenation technique for feature maps in DenseNet helps to capture diverse characteristics rapidly and thus the architecture works well with less amount of data. This has been the primary motivation to utilize DenseNet in our experiments.

Since we are using a network that has already seen a lot of images and learned to distinguish between the classes, we can teach this network to classify the new classes with a few examples. The technique has been applied mostly in the same domain tasks but the use of optimal architecture and discriminative learning has helped to obtain better results in a different domain here. Wu et al. (2019) have discussed the possible negative impact of transfer learning when applied for different domain transfer based on the suggestions from Pan & Yang (2009). Rosenstein et al. (2005) suggested using an ensemble of tasks A for a better transfer to task B mainly due to strong feature space creation. The idea of negative transfer does not seem to practically hold true, as seen from the results of our experiments.

When comparing the performance shown by Few shot learning and transfer learning experiments, we observe a few factors leading to the difference in the results. There is a significant difference in the architecture of Twin networks and DenseNet. DenseNet is a much deeper network with more number of parameters and residual connections helping in better flow of the gradient during training. Comparatively, twin networks are shallower and less complex in terms of the number of parameters. In few-shot learning experiments, we train the networks from scratch whereas transfer learning involves the use of pretrained networks. As shown by Hendrycks et al. (2019), pre-training helps in the robustness of the model and helps to obtain a better performance. As Few-Shot Image classification is an active area of research, we can look forward to these methods performing on par or better than the transfer learning methods in the future.

Overall, we observed that the ‘Bent’ category galaxies show the highest difficulty in correct classification. In the incorrect cases, the FRII samples are classified as Bent and vice-versa. As suggested by Aniyan & Thorat (2017) this is most likely because many Bent galaxies exhibit FRII like morphology and hence may be classified incorrectly as such.

The learning rate finder method based on cyclical learning has provided a way to adapt to the optimal learning rate parameter for all the experiments. The general idea to set the batch size has an aspect of the computational architecture linked to it and thus we set the batch size as a power of 2 i.e. 32, 64 and so on. A larger
batch size (> 64) can lead to memory overflow but it depends on the network architecture and the data sample. We have maintained a batch size of 32 throughout the experiments. In practice, the batch size and the number of epochs are handled independently. The batch size of 32 along with 10 epochs instead of a batch size of 64 and less number of epochs worked better in our experiments. Another important factor, the image size is set as 224 × 224 for our experiments based on the applications of the DenseNet architecture for ImageNet dataset. In order to utilize the weights of the DenseNet obtained for ImageNet dataset, using the ImageNet stats for our data is highly encouraged. The optimizer used in our experiments - AdamW represents an improvement over the original Adam (Kingma & Ba 2014) optimizer and performs better for computer vision tasks. The hyperparameter setup worked best for our case as per the hardware and GPU support but it can be adjusted, for different and possibly somewhat better results.

Our system can be very useful to classify the objects of any current or future radio continuum survey. The dataset, experiments and the models are available at https://github.com/kiryteo/RG_Classification_code. Users of the dataset, experiments and the models are encouraged to cite the work.

5 CONCLUSIONS

The main findings of this paper are as follows:

- We have explored and demonstrated techniques to achieve good performance in the classification of radio galaxies into 4 classes, even when using a relatively small number of training examples.
- Amongst the two techniques explored in this paper, the performance of the Transfer Learning based pre-trained network (DenseNet) is superior to that achieved using Few-Shot learning based Twin Networks.
- Amongst the four radio galaxy classes, the classification of bent-tail galaxies proves to be the most error-prone. In most cases, bent-tail galaxies are classified as FRII galaxies and vice versa. We surmise that this happens because most bent-tail galaxies exhibit FRII morphology and are thus being confused with their (straight tail) FRII counterparts.
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