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Abstract

The encoders and decoders of autoencoders effectively project the input onto learned manifolds in the latent space and data space respectively. We propose a framework, called latent responses, for probing the learned data manifold using interventions in the latent space. Using this framework, we investigate "holes" in the representation to quantitatively ascertain to what extent the latent space of a trained VAE is consistent with the chosen prior. Furthermore, we use the identified structure to improve interpolation between latent vectors. We evaluate how our analyses improve the quality of the generated samples using the VAE on a variety of benchmark datasets.

1 Introduction

Autoencoders (AEs) [1, 2] and its modern variants like the widely used variational autoencoders (VAEs) [3], are a powerful paradigm for self-supervised learning for generative modeling [4], compression [5], anomaly detection [6] or natural language processing [7]. The popularity of autoencoders across various application domains comes from their ability to efficiently and effectively learn a transformation to and from the data distribution through a low dimensional latent space without requiring labeled data.

This makes autoencoders particularly useful for computer vision tasks where samples can be very high dimensional making processing, transmitting, and search prohibitively expensive. For images VAEs in particular have shown intriguing performance not just for generative modeling where they can outperform autoregressive baselines [8] and obtain state-of-the-art results for image density estimation [9].

The learned latent space should contain meaningful lower-dimensional representations of our world [10] and facilitate efficient downstream learning [11,12], exhibit better generalization [13,14] and increased interpretability as well as allow for causal reasoning [15]. While representation learning approaches based on autoencoders are thus already deployed across many disciplines and applications as well as an open research topic, real-world generative distributions can form inherently complicated manifolds in high dimensional spaces, making modeling and sampling challenging [16,17].

Not capturing (or correctly interpolating on) the manifold can in turn lead to catastrophic results, e.g., when applied to fair decision making [18,19] or medical imaging [20,21]. Given the widespread adoption and use of autoencoded representation learning even in safety critical areas, the goal of this work is to provide and offer tools for an in depth understanding of the learned representation of VAEs.

We summarize our contributions as follows:
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• We develop a framework, called latent responses, which identifies what parts of the latent space contain information and which latent dimensions share information.
• Using latent responses, we define the structure score to measure the extent to which the aggregate posterior deviates from the unstructured prior to make the representation more expressive and complex.
• We develop tools to analyze the manifold of the representation in the latent space for meaningful interpolation between samples.
• When true labels are available, we use the conditioned latent responses to identify where in the representation information for each true factor of variation is encoded and introduce the Causal Disentanglement Score to quantify how disentangled the representation is when taking the decoder into account.

2 Background

For a detailed discussion about autoencoders (sec. A.1) and latent manifolds (sec. A.3) we refer to the supplemental material A and presently discuss only variational autoencoders in more detail since they are the focus of this work.

Variational Autoencoders (VAEs) [22, 23] are a framework for optimizing a latent variable model \( p_\theta(x) = \int p_\theta(x|z)p(z)dz \) with parameters \( \theta \), typically with a fixed prior \( p(z) = N(z; 0, I) \), using amortized stochastic variational inference. A variational distribution \( q_\phi(z|x) \) with parameters \( \phi \) approximates the intractable posterior \( p_\theta(z|x) \). The approximate posterior and generative model, typically called encoder and decoder and parameterized by neural networks, are jointly optimized by maximizing the ELBO (Evidence Lower BOund) which is a lower bound to the log likelihood:

\[
\log p_\theta(x) \geq \mathbb{E}_{q_\phi(z|x)}[\log p_\theta(x|z)] - D_{KL}(q_\phi(z|x)||p(z)) = \mathcal{L}^{ELBO}(x). \tag{1}
\]

In \( \beta \)-VAEs, the KL term is modulated by a factor \( \beta \) to enforce a more structured latent space [24, 25]. It is common to regularize the objective to encourage certain structure in the latent space. The most popular kind of regularization encourages the latent manifold to resemble a specific known prior distribution to enable generating new observations by decoding samples from the prior.

This statistical formulation of VAEs may be unified with the functional view of autoencoders (with \( h^{enc}: \mathbb{R}^D \mapsto \mathcal{Z} \) and decoder \( h^{dec}: \mathbb{R}^d \mapsto \mathcal{X} \)) by recognizing that the aggregate posterior \( q_\phi(z) = \int q_\phi(z|x)\pi(x)dx \) defines the distribution over \( \mathcal{Z} \) where \( \pi(x) = \frac{1}{N} \sum_{i=1}^{N} \delta(x_i - x) \) is the empirical true generative process from the \( N \) samples \( x_i \) we observe. Similarly, the learned generative process \( p_\theta(\hat{x}) = \int p_\theta(\hat{x}|z)p(z)dz \) is the distribution over \( \mathcal{X} \). It thus becomes apparent that the first term in the ELBO corresponds to the objective to match the decoder output to the observations, while the second term serves as regularization of the encoder output to match the chosen prior, thereby enabling variational inference and generation. For a more detailed discussion and related work about matching the prior distribution we refer to section A.2 in the appendix A.

3 Related Work

Analysis and Understanding of Autoencoders. Linear autoencoders [11] have been investigated early on [26, 27] in particular with a focus on the connection to principal component analysis (PCA) [28]. For variational autoencoders there has been significant work on understanding alternative formulations, which do not rely on the variational Bayes formulation [29], focus on disentanglement [25], robustness properties [30], the approximation quality [31], over-pruning [32], or again the connections to principal component analysis (PCA) [33, 34]. VAEs have additionally been investigated from an information theoretic viewpoint [35, 36] and with respect to training problems like posterior collapse [37] or the holes problem [38]. More recently there has been a focus on generalization [39] and memorization abilities of autoencoders [40, 41].

Evaluating representations. In generative modeling, representations are typically evaluated by log likelihood, ELBO, or perceptual metrics such as FID [42], IS [43], or precision/recall [44, 45]. Compression capability can also be evaluated e.g. in the context of bits-back coding, where it is formally related to the ELBO [46, 47]. In general, representation quality has also been measured...
We intervene only on the $j$th latent dimension of $z$, setting it to some desired value $v$, denoted as $\text{replace}(z, j, v)$. The replacement values $v$ are sampled from the marginal aggregate posterior $v \sim q_{\phi}(z^{(i)}) = \int q_{\phi}(z \mid x) \pi(x) dx | z^{(i)}$ for $i \in \{1, \ldots, d\} \setminus \{j\}$, so effectively the intervened latent vector is identical to the original one, except that the $j$th latent variable is independently resampled. Although the intervention affects only a single latent dimension, the response may affect other dimensions, thereby revealing dependencies between latent variables (see in figure 1 for a conceptual view).

4.1 Latent Response Matrix

The first practical tool we introduce based on latent responses is the Latent Response Matrix which aims to identify the causal variables of the learned generative process and how they affect one another. The high level procedure is to intervene on individual latent variables at a time and then use the resulting latent response $R$ as a stand in for the effect the intervention had in the generated observation space $\hat{X}$.
While the same reasoning naturally holds for higher dimensional groupings (3D, 4D, etc. embeddings well learned variables matches with the true ones, thereby evaluating the disentanglement of the

we suggest removing the rows and columns corresponding to non-causal latent variables (for our

The key is to sample observations $x_j$ from a carefully selected subset of the data manifold where only one single true factor $c^{(m)}$ changes, while all other factors of variation are held constant. To clarify the

notation, we write the true generative process as $q^*(x | c^{(m)}, c^{(\backslash m)})$ to separate the $m$th true factor $c^{(m)}$ from the other $m - 1$ variables denoted $c^{(\backslash m)}$. Now we condition the aggregate posterior $q_\phi$ and the marginal of the $j$th dimension $q_\phi^{(j)}$ on $c^{(\backslash m)}$, denoted $q_\phi(\cdot | x, c^{(\backslash m)})$ and $q_\phi^{(j)} (z^{(j)} | c^{(\backslash m)})$ respectively. All together,

$$M_{m,j}^2 = \mathbb{E}_{x \sim p(\cdot); z \sim q_\phi(\cdot | x); v \sim q_\phi^{(j)}(\cdot)} \left[ |R_k(\text{replace}(z, j, v)) - R_k(z)|^2 \right] \quad (5)$$

Each element in the resulting matrix $M_{m,j} \in \mathbb{R}^{d \times d}$ is interpreted as quantifying how much of an effect an intervention on the $j$th latent variable has on the $k$th variable in the latent space. When the diagonal of the matrix is small (close to 0), it means an intervention on $z^{(j)}$ does not have an effect recognizable by the encoder, implying the variable is not causal. This allows us to identify the latent variables that are not used by the encoder and ignored by the decoder due to posterior collapse.

On the other hand, if every intervention on $z_j$ has a corresponding effect, then the response should approach $\sqrt{2} \sigma(z_j)$ where $\sigma(z_j)$ is the standard deviation of the marginal distribution of the $j$th latent variable (proof in the supplement). In theory $\sigma(z_j) = 1$ since the prior is a standard normal, however in practice, we observe the KL regularization often compresses the marginal posterior somewhat so that $\sigma(z_j)$ may be somewhat smaller. To focus on the dependencies between causal variables, we suggest removing the rows and columns corresponding to non-causal latent variables (for our purposes, this includes all dimensions $j$ for which $M_{j,j} < 0.5$), defining $M^* \in \mathbb{R}^{d \times d}$ where $d \leq d$ is the number of causal latent variables, and consequently also the intrinsic dimension of the latent manifold, so $Z \subseteq \mathbb{R}^d \subseteq \mathbb{R}^d$.

Perhaps even more interesting, the off-diagonal elements of $M_{jk}$ show to what extent an intervention on causal variable $j$ affects another $k$. When interpreting the latent response matrix as an adjacency matrix in a directed graph, we can visualize the learned structural causal graph. Note that there may, and most likely will, be some cycles in this graph depending on the structure of the latent manifold. For example, the model may learn to embed a periodic factor of variation into two latent dimensions, such as $j_1$ and $j_2$, to keep the representation continuous. In that case, we would expect an intervention along dimension $j_1$ to elicit a similar response in $j_2$ as the response of $j_1$ from an intervention on $j_2$.

Consequently, in cases where $M_{j_1,j_2} \approx M_{j_2,j_1} > 0$ it may be useful to treat those latent dimensions as being part of the same latent causal variable, thereby allowing for multi-dimensional causal variables. While the same reasoning naturally holds for higher dimensional groupings (3D, 4D, etc. embeddings of a single factor of variation), for simplicity we shall restrict our analysis here to take 2D embeddings into account.

### 4.1.1 Conditioned Response Matrix

While the latent response matrix $M_{jk}$ lets us quantitatively compare how much each latent dimension affects another, thereby teasing out a learned causal model, we have no guarantee that any of the learned causal variables will correspond to the true causal factors [56]. However, if we have access to the true generative process, or at least the true labels $c_j$ of the observations $x_j$, then we can use a variant of the latent response matrix, termed the *conditioned response matrix*, to measure how well learned variables matches with the true ones, thereby evaluating the disentanglement of the representation.

The key is to sample observations $x$ from a carefully selected subset of the data manifold where only a single true factor $c^{(m)}$ changes, while all other factors of variation are held constant. To clarify the

notation, we write the true generative process as $g^*(x | c^{(m)}, c^{(\backslash m)})$ to separate the $m$th true factor $c^{(m)}$ from the other $m - 1$ variables denoted $c^{(\backslash m)}$. Now we condition the aggregate posterior $q_\phi$ and the marginal of the $j$th dimension $q_\phi^{(j)}$ on $c^{(\backslash m)}$, denoted $q_\phi(\cdot | x, c^{(\backslash m)})$ and $q_\phi^{(j)} (z^{(j)} | c^{(\backslash m)})$ respectively. All together,

$$M_{m,j}^*= \mathbb{E}_{c^{(m)}, c^{(\backslash m)} \sim \hat{g}^*(\cdot); x \sim g^*(\cdot | c^{(m)}, c^{(\backslash m)}); z \sim q_\phi(\cdot | x, c^{(\backslash m)}); v \sim q_\phi^{(j)}(\cdot | c^{(\backslash m)})} \left[ |R_j(\text{replace}(z, j, v)) - R_j(z)|^2 \right] \quad (6)$$

By conditioning the posterior to a sub-space of the manifold where only a single true factor of variation varies at a time, when we intervene by resampling the marginal of dimension $j$, the latent response tells us whether or not interventions on dimension $j$ can be expected to affect the true factor of variation $m$, so $M^* \in \mathbb{R}^{d \times d}$. Furthermore, we can once again discard the columns corresponding to the non-causal variables, leaving $\hat{M}^* \in \mathbb{R}^{d \times d}$.
4.1.2 Causal Disentanglement Score

This is similar to the \textit{responsibility matrix} introduced by \cite{52}, except the responsibility matrix identifies to what extent each latent variable is predictive of (i.e. associated with) each true factor of variation, while the conditioned response matrix identifies the causal structure. Just as \cite{52}, we define disentanglement to mean varying each latent variable affects at most one true factor of variation, from which we define the \textit{causal disentanglement score} (CDS) in equation \ref{eq:CDS}. Similarly, we define the "completeness" of a representation in the appendix. As written, the score is between \( \frac{1}{d} \) and 1, but we re-scale it to \([0, 1]\).

\[
\text{CDS} = \frac{\sum_{m} \max_{m} M_{mj}^{*}}{\sum_{m} M_{mj}^{*}} \tag{7}
\]

4.2 Structure Score

Next we investigate a more general property of representations: structure. While there are a plethora of different types of structure one might study, our focus here is on treating structure as a form of complexity \cite{57-59}. More specifically, how much information needs to be communicated before the likelihood of some sample can be evaluated. For a normal distribution, thanks to the rotational symmetry, you need two numbers (e.g. the standard deviation, and the distance between the sample and the mean). Under this concept of structure, it becomes apparent the standard normal is a particularly unstructured choice for a prior. Since the standard deviation is fixed to 1, there is only a single degree of freedom in the probability density function \( p(x) \), the magnitude of \( x \). Consequently, if the model wants to build more complexity into the latent manifold, it must match the

To quantify the degree to which the posterior matches with the prior, we propose comparing \( r(\hat{z}) = \int r(\hat{z} | z)p(z)dz \) to the prior \( p(z) \). While in principle any metric can be used, we take inspiration from \cite{60} and suggest estimating the Wasserstein distance using the maximum mean discrepancy (MMD) to define the \textit{Structure Score} (SS).

\[
\text{SS} = \text{MMD}_{k}(p, r) = \left\lVert \int_{z} k(z, \cdot)dp(z) - \int_{z} k(z, \cdot)r(z)\right\rVert_{\mathcal{H}_{k}} \tag{8}
\]

where \( k(z, z') \) is a characteristic kernel with corresponding reproducing kernel hilbert space (RKHS) \( \mathcal{H}_{k} \) (same as \cite{60}).

Note that to estimate the latent response distribution \( r(z) \) all we need are samples from the prior, while if we estimated the difference between the prior and posterior \( q_{o}(z) = \int q_{o}(z | x)\pi(x)dx \) directly, we rely on the empirical data distribution \( \pi(x) \).

Since this score (correctly) treats collapsed latent variables as unstructured, however these variables are non-causal and therefore not relevant for understanding the structure in the learned manifold. Therefore, we suggest a variant of the structure score, \textit{causal structure score}, which only takes the causal latent variables (as defined in section 4.1) into account and entirely ignores (fixes to 0) others.

4.3 2D Maps

The last type of analysis we employ focuses on gaining a qualitative understanding of the learned latent manifold as opposed to describing the representation through quantitative metrics. Specifically, we aim to take advantage of the connection between the latent response function \( \mathbf{R}(z) \) and the latent excitation \( S(z) \), namely, that \( \mathbf{R}(z) \approx \nabla S(z) \) near the manifold.

Guided by the latent response matrix, we select identify pairs of latent variables that appear to share some interesting structure. Then we project the whole latent space onto those two dimensions. We split the whole space into a regular 2D grid of points (usually 100x100), and evaluate the response \( \mathbf{R}(z) \) at each point to produce a response field \( \mathbf{F}_{i,j} \)

\[
\mathbf{F}_{i,j} = \mathbf{R}(z_{i,j}) - z_{i,j} \tag{9}
\]

where \( z_{i,j} \) refers to the latent sample at grid index \( i, j \). Then we numerically estimate the divergence of the response field \( \nabla \cdot \mathbf{F}_{i,j} \) to measure the laplacian and mean curvature of \( S \), thereby visualizing the learned manifold (details in the supplement).

Note that the grid only intervenes along the two selected latent dimensions, however the response, and thereby also the response field, depends on the whole latent vector. Consequently, we can either
average the response field for over the remaining latent variables, producing a mean field or we can condition the map on a fixed latent sample. The mean field approximation is particularly useful for visualizing the learned manifold and improving sampling, as it focuses on the general shape of the latent manifold.

When interpolating between latent samples \( z \) on the manifold \( \mathcal{Z} \), ideally we would like to remain on the learned manifold so the interpolation is meaningful in the ambient space [61]. This corresponds to finding the shortest path between two latent samples \( z_a \) and \( z_b \) subject to \( S = 0 \) everywhere along the path, or, relaxing that constraint somewhat, we want to minimize \( S \) along the path.

Unfortunately, estimating \( S \) from the responses would require estimating computationally expensive path integrals. Instead, for now, we propose substituting the cost \( S \) for the \( \| \nabla S \|^2 \) which can be directly evaluated from the response field. The obvious downside to this scheme is local maxima and minima of \( S \) are indistinguishable to the cost function. However, since any \( z_a \in \mathcal{Z} \) starts off in a local minimum, we can hope to avoid maxima of \( S \) by setting the search temperature sufficiently low (details in the supplement). We leave the implementation of more sophisticated path planning algorithms for future work [62–64].

5 Toy Example: The Double Helix

To illustrate how the latent response framework can be used to study the representation learned by a VAE, we show the process when learning a 2D representation for samples from a double helix embedded in \( \mathbb{R}^3 \).

\[
\begin{align*}
    x_i &= [A_1 \cos(\pi(\omega t_i + n_i)), A_2 \sin(\pi(\omega t_i + n_i)), A_3 t_i]^T + \epsilon_i
\end{align*}
\]

(10)

where \( t_i \sim \text{Uniform}(-1, 1), n_i \sim \text{Bernoulli}(0.5), \epsilon_i \sim \mathcal{N}(0, \sigma \mathbf{I}) \). For this experiment, we set \( A_1 = A_2 = A_3 = \omega = 1 \) and \( \sigma = 0.1 \). Disregarding the additive noise \( \epsilon_i \), the data manifold has two degrees of freedom.

Although this analysis is largely independent of the precise neural network architecture, for this experiment we aim to provide the model sufficient capacity to learn a satisfactory representation, so we use four hidden layers with 32 units each. We train until convergence (at most 5k steps) with an Adam optimizer on a total of \( N = 1024 \) training samples (see the supplement for training and architecture details).

![Figure 2: Depicted are three quantities derived using the latent response function to better understand the representation learned by a VAE for the double helix compared to the aggregate posterior shown on the far right. Note that almost all the density of the posterior is in regions that have negative divergence, and consequently positive curvature.](image)

Figure 2 provides an neat example for how the response field maps out the latent representation through the divergence and curvature. Specifically, the divergence focuses on the boundaries (red) is somewhat negative for the majority of space. So we can interpret the blue region as approximating the region where the decoder can projection the latent sample confidently, while positive divergence regions are divergent as the decoding is less precise. The path in red shows the shortest euclidean distance between the two points, however as is clearly seen in the maps in figure 3 and even the posterior density, the red path clearly does not remain on the learned manifold. Finally meanwhile the green path traces the natural path along one strand.
Figure 3: The left plot shows the 2D latent space including the aggregate posterior density in black, and two possible interpolations between the two pink points. Meanwhile, the plot on the right shows the ambient data space with the black points being the observed data samples, the blue points the reconstructed samples, and the paths in the ambient space corresponding to the ones in the latent space. Note how the path in green follows the learned manifold and consequently much more consistent in the ambient space. Meanwhile, the shortest (euclidean) path in the latent space hops between strands twice.

6 Experiments and Results

Experimental Setup We test our new tools on a small selection of common benchmark datasets, including 3D-Shapes [65], MNIST [66], and Fashion-MNIST [67]. Our methods are directly applicable to any VAE-based model, but can naturally be extended to any autoencoders. Nevertheless, we focus our empirical evaluation on $\beta$-VAEs and denote by substituting the $\beta$ (so 4-VAE refers to a $\beta$-VAE where $\beta = 4$). We also investigate to what extent the size of the latent space $d$ affects the disentanglement and structure. All our models use four convolution and two fully-connected layers in the encoder and decoder. The models are trained using Adam [68] with a learning rate of 0.001 for 100k steps (see supplement for details).

Qualitative Understanding Aside from the metrics, which we discuss below, the primary way for us to better understand the manifold structure is the visualization of 2D projections. This is obviously very limiting as it requires information in the representation to mostly be axis-aligned (which is not completely unreasonable for VAEs [25]), but more importantly this may obscure any higher-dimensional structure of the representation. However, for models that do meet these criteria, we can directly observe the complicated structure, such as in figure 4. Note that the decision boundaries between regions is quite narrow so classifying a sample into one of the 10 centers is relatively easy for the model, as evidenced by the negative divergence over most of the region.

From the mean curvature map in figure 5a, we see that the manifold is particularly nonlinear along these two latent dimensions (13 and 14). Consequently, there can be a dramatic difference between the shortest path connecting two points while remaining on the manifold compared to the shortest path in euclidean space as seen in figure 5.

Causal Structure Turning to table 1, as expected, the disentanglement is increasing with increasing $\beta$. Our proposed CDS score correlates strongly with the other disentanglement metrics. Perhaps noteworthy is that even though the CDS and DCI-D scores are computed in similar ways (the vital difference being whether responsibility rests on a causal link or a correlation), the DCI-D scores are consistently lower than the CDS scores. This may be explained by the DCI-D metric taking additional spurious correlations between latent variables into account, while the CDS metric focuses on the causal links, so the DCI-D has an undeservedly low score.

Digging a little deeper into how the latent response matrix elucidate the causal structure of the representation, figure 6 shows the responsibility matrix matches the conditioned response matrix for the most part. The only exception being latent variables 4 and 20. Since the DCI framework identifies which latent variables are most predictive for the true factors, it cannot distinguish between

---
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Figure 4: A projection along dimensions 16 (horizontally) and 22 for the same model shown in 6. 4a shows the computed divergence of the response field in blue and red while the green points are samples from the aggregate posterior. 4b shows the resulting mean curvature, which identifies 10 points where the curvature spikes and the boundaries between the regions corresponding to different clusters in the posterior. Finally 4c shows the reconstructions over the same region (with all other latent variables fixed), thereby making it clear that each of the clusters in the posterior corresponds to a different floor hue. Note that, although the aggregate posterior is highly concentrated at a few points, the negative divergence almost everywhere suggests the decoder can still generate high fidelity samples over most of the subspace, which is confirmed by the corresponding reconstructions.

(a) Mean Curvature of $S$ outlining the learned manifold.
(b) Interpolation between latent samples on the manifold.
(c) Shortest Path Reconstructions
(d) Best Path Reconstructions

Figure 5: Using the same 4-VAE model trained on 3D-Shapes as in figure 6 and a similar setting figure 3, we now search for the shortest path along the latent manifold, visualized in 5a between two samples from the posterior. Figure 5b compares this best path (in green) to the shortest path in euclidean distance (in red), and we see good agreement between the best path and the aggregate posterior (the grey density). Finally, to get a better sense for how a meaningful interpolation differs from a naive one, we decode the samples at evenly spaced intervals for each of the paths shown in 5c and 5d.

| Name  | CDS  | DCI-D | IRS  | MIG  |
|-------|------|-------|------|------|
| 1-VAE | 0.44 | 0.3   | 0.44 | 0.07 |
| 2-VAE | 0.49 | 0.36  | 0.46 | 0.09 |
| 4-VAE | 0.58 | 0.46  | 0.51 | 0.16 |
| 8-VAE | 0.71 | 0.66  | 0.63 | 0.21 |

Table 1: Comparing disentanglement metrics for VAEs trained on 3D-shapes with varying $\beta$. For the models in the first four rows $d = 12$, while $d = 24$ for the remaining four. Interestingly, we see that the DCI-D disentanglement score increases significantly when doubling the latent space size, unlike the other metrics. Quantities are averaged over two random seeds.
In this work we have introduced and formalized the latent response framework including a variety of tools to better visualize and understand the representations learned by variational autoencoders. The "scale" factor the causal link to dim 4 results in dim 4 being correlated with "scale". The structure scores give us a sense for how well the underlying true manifolds are common for all datasets, the structure scores allow us to directly measure the effect of stronger regularization (increasing $\beta$). We identify dim 20 is a parent of dim 4 in the learned causal graph. Since dim 20 is closely related to the camera angle, we confirm that all of the information pertaining to the camera angle is contained in dimensions 13 and 14, which justifies our projection onto 13 and 14 for interpolation as discussed in Figure 5.

| Model   | MNIST       | Fashion-MNIST | 3D-Shapes | MPI3D-Toy | MPI3D-Real |
|---------|-------------|---------------|-----------|-----------|------------|
| 1-VAE   | 4.9 ± 1.3   | 1.5 ± 0.7     | 36 ± 2    | 3.1 ± 1.4 | 8 ± 2      |
| 2-VAE   | 1.6 ± 0.6   | 1.1 ± 0.3     | 33 ± 3    | 0.8 ± 0.4 | 2.9 ± 0.2  |
| 4-VAE   | 0.7 ± 0.4   | 1.1 ± 0.4     | 32 ± 1    | 0.15 ± 0.04 | 2.0 ± 1   |
| 8-VAE   | 0.5 ± 0.2   | 0.9 ± 0.1     | 23 ± 9    | 0.05 ± 0.02 | 0.4 ± 0.3 |

Table 2: Evaluating our proposed Structure Score $SS (\times 1000)$ with 95% confidence intervals from 3 random seeds. As expected, the harsh regularization and possible posterior collapse as $\beta$ increases results in a decrease in the structure score. However, the large intervals suggest the degree to which representations can be more structured is rather sensitive to the random seed.

a correlation and a causal link. In this case, the DCI metric recognized a correlation between dimension 4 and the "scale" factor. However, from the latent response matrix (and the graph) we see interventions on dim 20 have a significant effect on dim 4, but not vice versa. Consequently, we identify dim 20 is a parent of dim 4 in the learned causal graph. Since dim 20 is closely related to the "scale" factor the causal link to dim 4 results in dim 4 being correlated with "scale". The conditioned response matrix correctly identifies that it is dimension 20 which primarily affects the scale, but indirectly also affects the shape through dimension 4. This is a prime example of how causal reasoning can avoid misattributing responsibility due to spurious correlations.

Structure Score Evaluation Finally, Table 2 compares the structure scores for all datasets we consider. Particularly noteworthy is that 3D-Shapes consistently produces significantly more structured manifolds than other datasets. Since the model architecture and training hyperparameters are common for all datasets, the structure scores give us a sense for how well the underlying true generative processes can be modeled with the inductive biases in our method. This metric also allows us to directly measure the effect of stronger regularization (increasing $\beta$), which helps identify the optimal trade-off between matching the prior and sample fidelity.

7 Conclusion

In this work we have introduced and formalized the latent response framework including a variety of tools to better visualize and understand the representations learned by variational autoencoders. The
current analysis relies on a certain degree of (axis-aligned) structure in the latent space to become apparent and currently only works for local interventions \cite{40}. This has close connections to learning disentangled representations \cite{53} and future work can thus utilize the large literature and ongoing research on learning disentangled representations as well as investigate if the estimation procedure can be done on-the-fly and even be used as a regularization technique during training.
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A Appendix

A.1 Autoencoders

In the most general setting, all we have access to is a dataset $\mathcal{D}$ of $N$ i.i.d. samples, a.k.a. observations $x_i \in \mathcal{X} \subseteq \mathbb{R}^D$ generated by some unknown stochastic generative process, where the statistical manifold $\mathcal{X}$ can be effectively approximated by $d \ll D$ degrees of freedom (so the intrinsic dimension of the data manifold $d^* \leq d$).

More formally, let $g^*(x | c)$ be the true generative process, generating observations $x$ from the label $c \in C \subseteq \mathbb{R}^{d^*}$. Together with the underlying true structural causal model $g^{**}(c)$ or equivalently $g^{**}(c^{(m)}, c^{(m)})$, we may define the dataset $\mathcal{D}$,

$$\mathcal{D} = \{(x_i | x_i \sim g^*(\cdot | c_i), c_i \sim g^{**}(\cdot))\}_{i=1}^N$$

Now, we train an deep encoder $h^{\text{enc}}_{\psi} : \mathbb{R}^D \mapsto \mathcal{Z}$ with trainable parameters $\phi$ to encode the observation $z_i \rightarrow h^{\text{enc}}_{\psi}(x_i)$ into a relatively low dimensional latent vector $z_i \in \mathcal{Z} \subseteq \mathbb{R}^d$, and a decoder $h^{\text{dec}}_{\theta} : \mathbb{R}^d \mapsto \hat{\mathcal{X}}$ with parameters $\theta$ to reconstruct the observations $\hat{x}_i \leftarrow h^{\text{dec}}_{\theta}(z_i)$. The primary training objective is to minimize the reconstruction loss, that is to say, to minimize the difference between the true data manifold $\mathcal{X}$ and the learned data manifold $\hat{\mathcal{X}}$. However, note that even after training has converged, the lack of guarantees in the non-convex optimization of deep models, makes it challenging to quantify how much $\mathcal{X}$ and $\hat{\mathcal{X}}$ match [41].

A.2 Matching a Prior Distribution

Many variational autoencoding based methods focus on matching the distribution in the latent space to a known prior distribution by regularizing the reconstruction training objective [55][70]. Although this structure is convenient for generative modeling and even tends to disentangle the latent space to some extent, it comes at the cost of somewhat blurry images due to posterior collapse and holes in the latent space due to the tradeoff between reconstruction quality and matching the prior [56][24][25][48][71]. To mitigate the double-edged nature of VAEs, less aggressive regularization techniques have been proposed such as the Wasserstein Autoencoder (WAE), which focuses on the aggregate posterior [60]. Unfortunately, WAEs generally fail to produced a particularly meaningful or disentangled latent space [72], unless weak supervision is available [73].

A.3 The Latent Manifold

Manifold Learning The geometry of learned representations with a focus on the generalization ability of neural networks has been discussed in [24]. One key problem is that the standard Gaussian prior used in variational autoencoders relies on the usual Lebesgue measure which in turn, assumes a Euclidean structure over the latent space. This has been demonstrated to lead to difficulties in particular when interpolating in the latent space [61][75][76] due to a manifold mismatch [77][78].

Given the complexity of the underlying data manifold, a viable alternative is based on riemanian geometry [79] which has previously been investigated for alternative probabilistic models like Gaussian Process regression [80].

From a more geometric perspective, we can think of the encoder outputs $\mathcal{Z} = \{z_i | z_i \leftarrow h^{\text{enc}}(x_i), x_i \in \mathcal{X}\}$ as defining a smooth surface in the latent space. Let $S : \mathbb{R}^d \mapsto \mathbb{R}$ be the (euclidian) distance from any point in the latent space to that surface $\mathcal{Z}$, such that $S(z) = 0$ implies $z$ lies on the manifold, and call it the latent excitation. The gradient of this function $\nabla S$, then projects any point in the latent space onto the learned manifold. Furthermore, we can compute the laplacian and the related mean curvature [12] which can be interpreted as identifying the regions in the latent space where the $S$ converges and diverges. Specifically, as $|\nabla S|$ decreases, if $\nabla^2 S < 0$, then you are approaching a local minimum in $S$, which implies positive curvature, while $\nabla^2 S > 0$ surrounds a local maximum.

$$\nabla^2 S = \nabla \cdot \nabla S \hspace{2cm} H = -\frac{1}{2} \nabla \cdot \left( \frac{\nabla S}{|\nabla S|} \right)$$

For VAEs, we can use $S$ to estimate how well the prior matches the latent manifold and associated aggregate posterior $\mathcal{Z}$. Unfortunately, in practice computing $S$ for arbitrary points in the encoder
is an intractable problem as it would require inverting the encoder. However, as the decoder does approximately invert the encoder, we may still be able to extract information about $S$. Specifically, the locally contractive structure \[40\] of trained autoencoders suggest as long as $z$ is near the learned manifold, the decoder is able to project the latent sample to the learned support $\hat{X}$.

A.4 Latent Responses

A.4.1 Causal Completeness Score

We define the "completeness" of a representation analogously to \[52\], that is to say: every true factor of variation is entirely embedded in a single latent dimension. The causal completeness score (CCS) follows naturally (scaled to $[0, 1]$ from $[\frac{1}{d}, 1]$),

$$CCS = \frac{\sum_m \max_j M^*_m}{\sum_m \sum_j M^*_m}$$

(13)

A.4.2 Architecture and Training Details

All our models are based on the same convolutional neural network architecture detailed in table \[9\] so that in total models have approximately 500k trainable parameters. For the smaller datasets MNIST and Fashion-MNIST, samples are upsampled to 32x32 pixels from their original 28x28 and the one convolutional block is removed from both the encoder and decoder.

The datasets are split into a 70-10-20 train-val-test split, and are optimized using Adam \[68\] with a learning rate of 0.0001, weight decay 0, and $\beta_1, \beta_2$ of 0.9 and 0.999 respectively. The models are trained for 100k iterations with a batch size of 64 (128 for MNIST and Fashion-MNIST).

Figure 7: Encoder Architecture

Figure 8: Decoder Architecture

Figure 9: Model architectures where "k" is the kernel size, "s" is the stride, and "p" is the zero-padding.
B Additional Results

B.1 3D-Shapes

Figure 10: Response and Responsibility matrices for several VAEs ($d = 12$).
Figure 11: Full response and responsibility matrices of the 4-VAE ($d = 24$) also shown in figure 6. Note how the Latent Response matrices (11a) shows a categorical difference between the latent dimensions where the diagonal element is close to zero (non-causal), compared to the dimensions with diagonal elements close to 1 (causal).
Figure 12: Visualization of the representation learned by a 4-VAE trained on 3D-Shapes (same model as in figure 11).

Figure 13: Visualization of the representation learned by a 4-VAE trained on 3D-Shapes (same model as in figure 11).

Figure 14: Visualization of the representation learned by a 4-VAE trained on 3D-Shapes (same model as in figure 11).
Figure 15: Visualization of the representation learned by a 4-VAE trained on 3D-Shapes (same model as in figure 11). This projection is particularly interesting as the information encoding shape is not exactly axis-aligned, leading to a slight mismatch between the aggregate posterior and the divergence maps. As our visualizations are presently confined to two dimensions, the structure can become significantly more obscured to us if the information is not disentangled and axis-aligned.

Figure 16: Visualization of the representation learned by a 4-VAE trained on 3D-Shapes (same model as in figure 11).
Figure 17: Response and Responsibility matrices for several VAEs ($d = 12$) trained on the MPI3D Toy dataset.
Figure 18: Response and Responsibility matrices for several VAEs ($d=12$) trained on the MPI3D Real dataset.

Table 3: Structure Score ($SS \times 100$) and disentanglement scores for the MPI3D Toy (first four rows) and Real (last four rows). Note that the substantial posterior collapse experienced by the VAEs with larger $\beta$ values dramatically increases their structure scores, and somewhat improves the Causal Disentanglement Scores. While this may be misleading as it suggests those representations are more desirable, the significant posterior collapse is easy to spot using the Latent Response Matrices (figure 17b and 18a), underscoring the need for deeper analysis of learned representations rather than relying on a handful of scalar metrics.
Figure 19: Visualization of the representation learned by the 1-VAE trained on MPI3D Toy.

Figure 20: Visualization of the representation learned by the 1-VAE trained on MPI3D Toy.

Figure 21: Visualization of the representation learned by the 4-VAE trained on MPI3D Toy. Note that due to posterior collapse, the full latent manifold is contained in this projection (see the corresponding response matrix in figure 17).
Figure 22: Visualization of the representation learned by the 1-VAE trained on MPI3D Real.

Figure 23: Visualization of the representation learned by the 1-VAE trained on MPI3D Real.

Figure 24: Visualization of the representation learned by the 8-VAE trained on MPI3D Real. Note that due to posterior collapse, the full latent manifold is contained in this projection (see the corresponding response matrix in figure 18).
B.3 MNIST

Due to the computational cost of evaluating the response function over a dense grid, we focus our visualizations to 2D projections of the latent space. However, for MNIST and Fashion-MNIST, we train several VAE models to embed the whole representation into two dimensions $d = 2$, so that we can visualize the full representation. While the resulting divergence and curvature maps do not demonstrate as intuitive structure as in the disentangled representations for 3D-Shapes or MPI-3D, we can nevertheless appreciate the learned manifold beyond qualitatively observing reconstructions.
B.3.1 MNIST

Figure 25: The full latent space for a VAE ($d = 2$) model trained on MNIST. 25a shows the computed divergence of the response field in blue and red while the green points are samples from the aggregate posterior. 25b shows the resulting mean curvature, which identifies 10 points where the curvature spikes and the boundaries between the regions corresponding to different clusters in the posterior. Finally 25c shows the reconstructions over the same region. Note how the high divergence (red) regions correspond to boundaries between significantly different samples (such as changing digit value or stroke thickness).
Figure 26: Same plot and model as figure 25, except over a larger range of the latent space \([-4, 4]\). Note that even though the posterior (green dots) is concentrated near the prior (standard normal), reconstructions far away (along the edges of the figure) still look recognizable, demonstrating the exceptional robustness of VAEs to project unexpected latent vectors back onto the learned manifold.
Figure 27: Response fields for the same model analyzed in figures 25 and 26. The blue dots show the initial latent samples, and the orange dots connected by the black arrows show the corresponding responses (the latent sample after decoding and reencoding).
B.3.2 Fashion-MNIST
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Figure 28: The full latent space for a 8-VAE ($d = 2$) model trained on MNIST. (28a) shows the computed divergence of the response field in blue and red while the green points are samples from the aggregate posterior. (28b) shows the resulting mean curvature, which identifies 10 points where the curvature spikes and the boundaries between the regions corresponding to different clusters in the posterior. Finally (28c) shows the reconstructions over the same region. Note how the high divergence (red) regions correspond to boundaries between significantly different samples (such as changing digit value or stroke thickness).
Figure 29: Same plot and model as figure 28 except over a larger range of the latent space $[-4, 4]$. Note that even though the posterior (green dots) is concentrated near the prior (standard normal), reconstructions far away (along the edges of the figure) still look recognizable, demonstrating the exceptional robustness of VAEs to project unexpected latent vectors back onto the learned manifold.
Figure 30: Response fields for the same model analyzed in figures 28 and 29. The blue dots show the initial latent samples, and the orange dots connected by the black arrows show the corresponding responses (the latent sample after decoding and reencoding).