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We describe a UHV setup for grazing incidence fast atom diffraction (GIFAD) experiments. The overall geometry is simply a source of keV atoms facing an imaging detector. Therefore, it is very similar to the geometry of RHEED experiments, reflection high energy electron diffraction used to monitor growth at surfaces. Several custom instrumental developments are described making GIFAD operation efficient and straightforward. The difficulties associated with accurately measuring the small scattering angle and the related calibration are carefully analyzed.

I. INTRODUCTION

Discovered independently in Orsay and then in Berlin, grazing incidence fast atom diffraction at crystalline surfaces (GIFAD) has developed as a powerful analytic tool in surface science (see Ref. for reviews). It is a grazing incidence version of thermal energy atom scattering (TEAS), just as RHEED is the high energy and grazing angle version of normal incidence low energy electron diffraction, LEED. GIFAD provides detailed information on the crystallographic structure of the topmost layer, atomic positions, and electron density. It does not induce defects or charging of the surface. The decoherence due to thermal motion is reduced, mainly because the average position of the atomic rows has a larger effective mass than the constituting atoms allowing operation at elevated temperatures, as illustrated in the schematic view in Fig.1. Together with the grazing geometry leaving the volume above the surface free for evaporation cells, GIFAD is well suited for molecular beam epitaxy (MBE). It can also count the number of deposited layers. GIFAD is a flexible technique that demonstrates diffraction on metal surfaces, semiconductors, and insulators. It also provided clear diffraction from mono-atomic oxide or molecular layers grown in situ and immediately reveals the moiré modulation of a deposited graphene layer. It is completely insensitive to electric or magnetic fields.

The general GIFAD setup is presented in Fig. 2, it consists of an ion source combined with a neutralization cell, two divergence limiting slits or diaphragms, a vacuum chamber holding the sample surface, and an imaging detector. All these elements will be discussed in principle and in view of practical implementation, trying to evaluate what new idea worked efficiently or turned out to be problematic or useless. Sec. V is entirely devoted to the detector system and the corrections of its aberrations. The different modes of operation, θ-scan, φ-scan, E-scan, T-scan, and time-scan are described in sec.VII to IX to illustrate typical applications. In sec.X, we discuss additional equipment’s taking benefits from the ion or atom beam together with the imaging detector inside the UHV chamber. We also discuss the use of miniature pointing lasers to help face problems specific with small angles geometry.

FIG. 1. Schematic view of GIFAD. The atomic wave of projectile impinging at grazing incidence θ diffracts along the atomic row of the GaAs target surface (taken from Ref.). The image of the scattered particle shows well-defined diffraction spots sitting on a circle associated with energy conservation. The blue sheet symbolizes the iso-energy surface where the projectile is reflected.

II. THE ION SOURCE

As will be detailed below, GIFAD requires an atom beam injected through tiny diaphragms to reduce its divergence. In other words, the brightness is most important and, in fine, it requires a limited energy dispersion of the ion source. This later is limited by the ionization mechanism but also by the geometry and intensity of the extraction field. The maximum current is expressed in µA corresponding to ~ 5 × 10 ions per second while only a few 10 to 10 atoms per second, but having the best properties, will be needed to record a nice diffraction image in a few seconds.

A. Filament ion source

Hot filament ion sources have the reputation of providing bright ion beams in the keV energy range, as required for spatially resolved secondary ion mass spectroscopy (SIMS) or depth profiling applications. We used the EX05 model from VG Ortec with a differential pumping port allowing a beamline vacuum of better than 5 mbar. The EX05 is equipped with two electrostatic lenses and deflectors, providing flexible adjustment of the beam size, position, and focal...
Electron cyclotron ion sources (ECR) use a magnetic structure and microwave to heat a plasma. They do not have a filament and can offer very long continuous operation and the ability to ionize any material either introduced directly as a gas or as a bulk material indirectly heated inside the source. GIFAD was initially discovered on a setup designed with V.A. Morosov from IPM Moscow to investigate grazing incidence scattering of ions on surfaces. It was rapidly equipped with a 10 GHz, NanoGan Electron Cyclotron Resonance (ECR) ion source designed to deliver µA of Ar\(^{8+}\) ions. It operates at low pressure (P\(\sim\)10⁻⁷ mbar), and the ionization efficiency is so significant that it acts as an ion pump with the vacuum inside the source decreasing significantly when the extraction field is turned on. Many different charge states were present in the source, so a high-performance magnet was needed to select the ion charge state of interest resulting in a comparatively long beamline. We also used a high pressure (P\(\sim\)10⁻³ mb), low power TES-40 ECR ion source from Polygon Physics to produce beam of atomic or molecular ion beams of hydrogen.

C. The Wien Filter

A mass filter is mandatory when operating the ECR ion source with molecular gas such as H\(_2\) to produce H\(^+\) or H\(^2+\) ions, but we did not use it when working with high purity noble gas from the hot filament ion sources. We used a commercial Wien filter from non-sequitur-technologies where the permanent magnet is placed outside the vacuum and can be removed, for instance, for baking purposes. For a more compact setup, a custom Wien filter taking advantage of the narrow collimation needed for GIFAD can probably be designed.

III. THE CHARGE EXCHANGE CELL AND BEAM COLLIMATION

The charge exchange cell is a l = 2 cm long tube with entrance and exit holes designed, so that the internal pressure can be adjusted in the 10⁻³ mbar range without a dramatic increase of the background pressure in the beamline. For resonant neutralization of 1 keV He\(^+\) ions on helium, a total cross-section \(\sigma \approx 10^{-15} \text{ cm}^2\) was measured together with a mean scattering angle around 0.1 deg at 1 keV\(^{27}\). The optimum pressure is calculated in such that single collisions dominate, i.e. such that the probability \(P = \sigma n l\) for an He\(^+\) ion to capture an electron from the target gas of the cell is around 10% yielding a target density of \(n \approx 5 \times 10^{13} \text{ particle per cubic cm}, i.e. a pressure inside the cell around } 5 \times 10^{-4} \text{ mbar}^{28}\.

The cell is closed at both ends by fixed holes \(\approx 1 \text{ mm} in diameter. In front of these holes, a linear translation sealed with a hydro-formed bellows brings a series of 5 fixed pinholes in clear view of the coarse 1 mm hole. The entrance hole is often left at maximum diameter, while the exit pinhole called \(\varnothing 1\) is used as the first divergence limiting diaphragm. The second one \(\varnothing 2\) is placed at a distance L=0.5 m downstream, at the end of an injection tube, prolonging the beamline inside the UHV chamber until a few cm before the target. The tube also ends with a coarse \(\varnothing = 1 \text{ mm} hole, ensuring differential pumping. Another system parading a series of 12 pinholes made by electro-erosion is positioned on a miniature DN10CF rotation feed-through. For this system, where more room is available, the pinhole sizes defining \(\varnothing 2\) range from 10 \(\mu\text{m} to 200 \(\mu\text{m by relative steps of } \sqrt{2} allowing an area change by successive factor two, six additional vertical and horizontal slits are also present to allow sheet-shaped beams either parallel or perpendicular to the surface. For the circular holes, the resulting angular definition is \(\delta \varnothing = (\varnothing 1 + \varnothing 2) / 2L\) that can be adjusted down to } 2 \times 10^{-4} \text{ rad } \approx 1 \text{ mdeg. The transverse energy spread.}
of a beam of energy $E_0=1$ keV is $E \delta \theta^2$ which can be as low as 0.5 meV, measured as the width of bound states resonances on the LiF surface\textsuperscript{29}. Needless to say that the intensity passing through both diaphragms is severely reduced. For most experiments, we use diaphragms between 20 and 50 $\mu$m. The pinholes are separated by a distance of 1.2 mm, corresponding to an angle of $\delta \alpha = 2.7^\circ$, which is very difficult to read accurately on a miniature rotary drive. We had to implement a more accurate electronic readout using a tiny magnet coaxial to the rotary drive so that its absolute angular position can be read without contact by an AS5140 magnetic sensor. It is read by an Arduino-mini micro-controller updating a 4-digit LED display. Rather than the absolute angular position $\alpha$ in degree, we chose to display it as a four-digit float $\text{Pos}=(\alpha_i - \alpha_0)/\delta \alpha$ where the integer part identifies the pinhole number and the remaining is the actual position of the pinhole in front of the $\varnothing = 1$ mm diameter. For instance, a value of $\text{Pos}=10.12$ display indicates the diaphragm number 10, but positioned 0.12 pinhole separation units above the center of the coarse hole. Note that the fractional value is important since the exact position of the pinhole affects the actual beam position. Fig. 3 shows the charge exchange cell designed to be mounted on a 63CF flange by an insulator, so that it can be floated to change the energy of the ion beam before charge exchange without detuning the Wien filter placed before. This allows an ion beam transport at keV energy and deceleration immediately before neutralization. On both sides of the gas cell, two complete sets of deflectors are positioned co-axially on stacked 2 mm thick plates separated by thin Kapton disks. Each plate has a 0.8 mm hole drilled on its edge, which serves as a female connector for UHV twist pin connectors having their own spring. The deflectors before the cell were intended to steer both the position $(y,z)$ and direction $(\theta_x, \theta_y)$ of the ion beam before entering the cell, but in practice, mainly the angular control is used. The ones placed after the cell do not affect the neutral beam and are used to deflect the residual ion beam away. Additionally, when connected to a voltage pulse generator, these deflectors can produce a pulsed ion beam useful for surface contaminant analysis, as detailed in section XD. Also, it is important to be able to misalign the ion source so that neutral atoms produced at the extraction level and having ill-defined energy, do not contribute. This can be achieved by forcing mechanically the beamline to be tilted by $\sim 1^\circ$ or by positioning the diaphragms slightly off-axis until this signal disappears and then steering the ion beam inside the cell and experimenting with deflectors.

As described above, the pressure inside the charge exchange cell lies in the $10^{-3}$ mbar range, the entrance, and exit diaphragms limit the gas flow so that the pressure just around the cell is below a few $10^{-4}$ mbar. The coarse 1 mm hole connecting to the UHV chamber limits the variation of the pressure inside the UHV chamber below $10^{-5}$ mbar. If an additional 60 l/s pump and a coarse 1 mm hole is placed in between, the pressure of a few $10^{-10}$ mbar inside the UHV chamber is not at all affected by the gas introduced in the ion source or in the gas cell. On the high-pressure side, GIFAD is probably limited around because the mean free path for elastic scattering. All the turbo-pumps of the beamline and introduction chamber are connected to a single dry primary pump.

IV. THE UHV MANIPULATOR

GIFAD is a diffraction technique and therefore requires accurate control of two angles, the angle of incidence of the atomic beam $\theta$ and the orientation of the surface $\phi$. More precisely, $\theta = \pi/2 - \angle(\vec{k}_{in}, \vec{S})$ and $\phi = \pi/2 - \angle(\vec{k}_{in} \times \vec{S}, \vec{u})$, where the vectors $\vec{k}_{in}$, $\vec{S}$ and $\vec{u}_{h,k,0}$ indicate respectively the beam direction, the surface normal and the surface crystallographic axis labelled by its miller indices $h,k$.

A simple manipulator is characterized by a holding flange with a three-axis $X,Y,Z$ translation stage holding a primary rotation axis perpendicular to this flange and terminated by a sample holder. More sophisticated models support a co-axial translation or rotation mechanism to perform additional movements, in our case an additional rotation. We have used two distinct configurations sketched in Fig.4, where the high precision primary rotation axis is affected to the angle of incidence $\theta$ or to the azimuthal angle $\phi$. In Fig.4a), the additional rotation involves an in-vacuum gear system allowing unlimited $\phi$ movement whereas in Fig.4b) a separate $\pm 10$ mm movement of the support flange translates into a variation of $\pm 4^\circ$ of the angle of incidence. The accuracy is excellent but a modification of $\theta$ is associated with a significant shift of the target position mainly along the $x$ direction affecting the angular calibration.

This is not the case with the manipulator MC from UHV-design in Fig.4a), in the vacuum azimuthal movement is not precise enough for crystallographic applications, there is no announced accuracy but a claim for a "reproducibility" of 0.2 deg without any clear definition!

When operating inside a MBE chamber at INSP\textsuperscript{6,9,10}, the local manipulator was equipped with complete azimuthal freedom but limited control of the angle of incidence relative to the beam, so we decided to tune the angle $\theta$ by changing the beam direction. The ion source and neutralization cell were placed on a motorized bench connected to the MBE chamber by a UHV valve and a flexible bellow. The combined control
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of two motors, one placed close to the ion source and the other one after the neutralization cell was used to create a virtual center of rotation at the center of the target wafer in the MBE chamber. One of the main interests of GIFAD is its compatibility with the MBE environment where it can track online the transformation of the topmost layer with temperature as well as the growth mode of the grown layers and their specific crystalline structures. In this respect, a sample holder having the ability to bring the sample at elevated temperatures or to crystalline structures. In this respect, a sample holder having the ability to bring the sample at elevated temperatures or to low temperatures was mandatory. In studying thermal effects in inelastic diffraction on a LiF surface we could explore temperatures between 140K and 1017K in inelastic diffraction on a LiF surface we could explore temperatures between 140K and 1017K where the limitation is given by the noise on the detector, probably due to electronic and ionic emission from the filament.

V. THE DETECTOR SYSTEM

A. Detecting neutral atoms

Detecting a neutral atom at thermal energy is not straightforward, it carries, in average only \( E = kT = 25 \text{ meV} \) kinetic energy and is not able to extract an electron. For helium, the only solution is to ionize it, and since the ionization potential is 24.58 eV, this is achieved efficiently only by electron impact. The process is not selective, and ionizes also the residual gas so that helium atom detection is most often associated with an additional mass selective procedure, for instance, a quadrupole mass spectrometer. This is a major limitation of TEAS where angular resolution requires the use of small apertures, whereas analyzing several diffraction orders requires scanning the detector or sample over a large angular range.

The situation is much more favorable at keV energies where the atoms can be detected with a quantum efficiency above 10% because of the Pauli principle. When a keV atom tries to penetrate a solid, atomic collision with surface atoms takes place at close internuclear distances so that the overlap of the compact helium ground state electrons will push away the valence electrons of the target atom. The electrons ejected from the surface can be accelerated and "multiplied" until detection. Here multiplication relies on the fact that an electron with a few hundred eV energy impacting specific materials will result in the emission of, in average, more than two secondary slow electrons. These are the processes at work in a photomultiplier tube where after impacting ten plates a burst of a few \( 10^7 \) count electrons is produced in less than a ns producing a voltage peak of a few tens of mVolts on a 50 \( \Omega \) resistor. In a channeltron, all these \( \approx 10 \) successive electronic impacts occur along the tube because it is curved while in micro-channel plates (MCP) they occur inside each pore because of it very long aspect ratio \( L/\phi_{pore} \approx 50 \) where \( L \) and \( \phi_{pore} \) are the pore length and diameter respectively. The gain of a single tube is limited to a few thousand electrons, but the use of two staked MCP allows a gain of a few \( 10^6 \) electrons per impact.

B. Imaging Detectors

Imaging detectors are particle detectors with the ability to localize the \( (x,y) \) coordinates of the impact of the particle within the detector input area. This is comparatively simple with MCP, where each pore can be seen as a channeltron tube providing millions of independent detectors. Knowing exactly which pore has been hit is possible but still difficult. Several compromises have been proposed (see e.g.\(^\text{33}^\)). One approach is to use dedicated electrodes and electronics, and this requires the use of two staked MCP because the gain of a single MCP is limited by space charge to a few \( 10^3 \) electrons. The two most popular families are either charge division techniques such as continuous resistive anodes\(^1 \) which provide good differential linearity but poor integral linearity, or delay line anodes allowing larger count rate and high resolution\(^2 \) and integral linearity, but with a limited differential nonlinearity requiring specific calibration\(^3 \). Even without impact, the detector may trigger randomly, but this can be limited to only a few dark events per second randomly distributed on the MCP active surface so that the signal to noise ratio is usually very large. The other option we have adopted is to accelerate the electrons of the MCP cloud onto a phosphor screen and image the fluorescence with a camera\(^4 \). This combination of MCP and phosphor screen, developed initially for military night vision systems, is technologically mature and offers excellent performances in terms of count rate, spatial resolution, and uniformity as detailed below. We use a single 80mm MCP placed 1mm ahead of a standard 3 mm thick glass plate coated with an ITO layer and a 4 \( \mu m \) P43 Phosphor over-layer. The light conversion efficiency is around 20 eV of electron energy per emitted photon so that a 2 kV bias between MCP and screen allows each of the \( 10^3 - 10^4 \) electrons of the MCP to produce \( \approx 100 \) green photons, enough to detect a single impact with a proper lens and camera (see next section). The screen is stable under UHV conditions and can resist temperatures up to 200 °C without losing performance.

We did not investigate carefully the problem of MCP uniformity hoping that our \( \sigma = 50 \mu m \) spot size covering at least ten adjacent pores \( (\approx (\sigma/\phi_{pore})^2) \) would average single pore defects. We did not experience dark spots or gain variation except at the Molecular Beam Epitaxy chamber, where expo-
sure to Gallium and Arsenic together with the helium impacts was suspected to be responsible for reducing the efficiency in the central zone of the detector.

C. Position, shape, and intensity aberrations of the lens

Measuring accurately the scattered positions and intensities is the basis of any diffraction techniques but this is crucial in GIFAD because of the small values of the scattering angles. As an example, the peak separation in Fig. 1 is around 0.05 deg. We analyse here the distortions introduced by the lens system imaging the phosphor screen through a UHV window at a distance of 25 cm. The lens is a high aperture F0.95 “Xenon” lens from Schneider\(^{66}\) with a focal lens of 17 mm so that a spot at the edge of the detector hits the lens with a maximum angle below 10 deg, it is operated with its diaphragm wide open. This choice of the lens and camera position derives from the compromise between light collection efficiency and optical aberrations, we use the pixel of our (1920x1440) digital camera minus its actual value measured with a caliper is well fitted by a cubic coefficient \(a\) (eq.1). The spot width is approximately constant. The intensity was found to decrease with a quadratic character.

D. The camera aberrations

The other aberration observed is related to the camera itself, in our case a Hamamatsu C11440 ORCA Flash, CMOS. We have noticed that the image of a sharp spot is indeed a quasi-delta limited by the lens resolution, but this delta is sitting on top of a broad circular pedestal decaying slowly from center to edge with an almost 50 pixel radius. Its magnitude immediately at the foot position is only a fraction of a percent, but its integrated intensity is close to 25%. This was not anticipated since we switched from CCD to CMOS technology to avoid the blooming and charge leaking problems. The observed pedestal does not depend on the exposure time, so we believe that it is due to light scattering in the micro lenses covering each pixel to achieve a very large light collection efficiency.

The problem could be corrected by software but we decided to operate the camera in the single-particle detection mode, which requires that each impact produces enough photons to form a detectable spot in the image. To optimize this mode, we raised the MCP bias voltage to 1100V so that each atom impact generates an estimated number of electrons close to \(10^4\), each one producing almost 100 photons on the phosphor screen (P43 spec is 20 eV electron energy per emitted photon). Only 0.04% of these \(10^6\) photons will be collected by our lens for each impact but this is significantly above the background level. The HiPic camera software provided by Hamamatsu offers a so-called “Photon counting mode” perfectly suited for this mode of operation. In each image, the spots are searched, and a centroid detection is performed. Each location were the spot has been detected with an intensity above a given threshold is filled with a one while other pixels are set to zero so that the camera behaves like a single particle detector providing a valuable instant count rate. The detector also becomes insensitive to moderate stray light because a single photon on the screen is not enough to pass the threshold. The software embedded inside the camera can sustain such a spot analysis with 10 frames per second without significant frame loss. The

\[
\begin{align*}
\rho_c &= \rho (1 + a \rho^2) \\
I_c &= I/(1 + 4a\rho^2) \\
I_v &= I_c (1 + \rho^2 / 2\sigma_v^2) \\
\sigma_v &= 1080
\end{align*}
\]
limitation is that the probability to have an overlapping spot should be negligible. This implies that the count rate within the surface of a spot is less than 5 to 10 percent per frame.

The improvement in contrast and resolution is illustrated in Fig. 6 which compares the images recorded in analog and single-particle counting mode. When analyzing the tiny spot of a low-intensity primary beam, the standard deviation $\sigma = 2.15$ pixel measured in analog integration mode was reduced to $\sigma = 1.65$ in photon counting mode, suggesting a contribution of around 1.5 pixel due to the size of a single-particle. This is fully consistent with the value of $\sigma = 1.6$ measured from a statistical analysis of a scattering image exposed to 100 ms and where a few hundred individual impacts were visible.\(^{38}\)

E. A faithful detector

The combination presented here of a phosphor screen imaged at medium distance by a high aperture lens corrected by software and a high efficiency CMOS camera operated in the single impact counting mode provide accurate positions and intensities. It is very close to an ideal detector with high resolution and, most important, an excellent integral and differential linearity.

VI. LARGE ANGLE SCATTERING

For beam and detector ports perfectly aligned, our detector\(^{37}\) with 60 mm visible diameter and a distance to the target center corresponds to a maximum scattering angle of 1.5°. This later could be doubled by giving an angle either of the beam or to the detector, but we have chosen to offer the possibility to explore larger scattering angles simply by putting a commercial DN100CF hydro-formed bellow between the UHV chamber and the tube holding the detector (a DN63CF or DN50CF would have been large enough). The rotation takes place in the horizontal plane with an axis lying in the middle of the bellow while the detector side sits on a 200 mm long linear rail with motor control and digital caliper. The camera is attached to the detector flange, and the maximum scattering angle is now close to 4-5°. Taking the maximum beam energy of 10 keV this corresponds to energy $E_\perp$ of the motion perpendicular to the surface close to 100 eV while the lowest energy $E_\perp$ demonstrated was around 3 meV\(^{29}\), more than four orders of magnitude lower. With helium projectile impinging LiF surface, elastic diffraction was observed until $E_\perp \sim 0.5$ eV, inelastic diffraction with well-resolved peaks until $E_\perp \sim 1.5$ eV and supernumerary rainbows corresponding to unresolved but coherent diffraction peaks until $E_\perp \sim 4.5$ eV.\(^{4}\) It is likely that quantum effects such as the principal rainbow profile\(^{38}\) persists above 5-10 eV but that its contribution may be hidden below instrumental resolution. These comparatively large values bridge the gap between GIFAD and all surface investigations performed with ions.\(^{39}\) The minimum value of $E_\perp$ was limited above 1 eV due to the image charge attraction before neutralization.\(^{40}\) The relation between impact position $(y, z)$ referred to the beam position and scattering angles ($\theta_z, \theta_y$) is given in eq. 4 and depicted in Fig. 7, it is hardly more complex than with a straight tube but requires specific calibrations, as described in Fig. 15c.

\[
\begin{align*}
\theta_z &= \arctan \frac{z \cos^2 \theta_2 + a}{(z/2) \sin 2\theta_2 + a} \\
\theta_y &= (L_2/2) \sin 2\theta_2 \\
b &= L_1 \cos \theta_2 + L_2 \sin^2 \theta_2 + L_2 \\
L_{\text{eff}} &= (L_1 \cos \theta_2 + L_2) / \cos(\theta_z - \theta_2) \\
\theta_z &= \arctan (y/L_{\text{eff}})
\end{align*}
\]

VII. EXPERIMENTAL METHOD

For complete data analysis, it is mandatory to know exactly where the direct beam is located and what is its exact shape. This usually requires two separate images, one where the direct beam is reasonably well centered so that the exact shape can be analyzed without distortion. One with the beam is located close to an edge, so that most of the detector is left...
free to analyze scattered particles. To avoid damaging the detector with a too intense beam, we have installed a 1% and a 10% transmission grid mounted on a translation stage before the detector. It is not mandatory when all the diaphragms reducing the beam divergence and intensity are set to a low value, but otherwise, the beam intensity can be significant. Even with this attenuated beam, the two images of the beam are recorded with a few ms exposure time and are typically recorded only once a day since most of the measurements are associated with variations of the target surface parameters, incidence angle, azimuth angle, or temperature. As usual for data acquisition with cameras, the signal to noise is improved by recording a reference file without the atomic beam by closing the valve just before the UHV chamber. We use the native software to drive the camera and the background file is automatically subtracted from the one recorded with the atomic beam. This is particularly important if the atom count rate is low so that long exposures are needed. In this case, the nonuniform camera sensitivity and noise would slowly hide the signal. These last steps are not needed when the camera is operated in the single-particle detection mode, as described in sec. V B. The data analysis is performed by a homemade software written in Borland C++, allowing customized polar transform, as described in Ref. 41 and simple database access to the exact beam position and line-shape associated with each image. When the interest is on the topology of the potential energy surface, strongly connected to the surface electronic density, only the elastic diffraction is of interest in each image. This corresponds to the intensity on the Laue circle of energy conservation clearly visible in Fig. 1. It is defined by \( k_{in}^2 = k_{out}^2 = k_{x}^2 + k_{y}^2 \). For convenience, this intensity is transferred onto a straight line by a polar-like transform allowing direct comparison with model surface topology using simplified or exact models to describe the quantum dynamics of the projectile. This representation on a straight line is also used to plot diffracted intensities as a function of time or angle of incidence or primary energy, as illustrated in the next section.

Fig. 8. During a variation of the incidence angle \( \theta \), the diameter of the Laue circle (Fig. 1) increases but the spacing between diffraction orders stays fixed. Here 500 eV Ne projectiles along with LiF[110].

Fig. 9. During a variation of the primary beam energy \( E \) at \( \theta = 0.57^\circ \), the diameter of the Laue circle is fixed while the spacing between diffraction orders varies. The increase of the lateral scattering angle at low primary energy is due to attractive forces (from Ref. 4).

VIII.  \( \theta, \phi, E, T \), SCANS AND GROWTH MONITORING

The manipulator is motorized and the automat driving the motors is able to emit a synchronization signal to the camera so that systematic \( \phi \)-scan, \( \theta \)-scan can be programmed with small steps without close surveillance. For instance, a \( \varphi \)-scan can be programmed to search the surface region that produces the best diffraction image. Fig. 8 displays the evolution with the angle of incidence of the intensity recorded on a narrow slice around the Laue circle showing a regular evolution of maxima and minima every second diffraction \( \delta k \). This indicates a simple unit-cell structure with only one maximum and minimum per lattice unit and also along \( z \) with a pseudo period \( \delta k \), indicating a corruga-
tion amplitude \( z_c \approx 2\pi/\delta k \) which hardly evolves with the incident value of the angle of incidence \( \propto k_c \). This almost constant corruga-
tion amplitude was understood long ago with thermal atoms. The attractive van der Waals forces create a weak potential energy well, with a depth \( D \) and increasing the incoming energy \( E_{in} \) to \( E_{in} + D \). Of course, this is not an exact rule, and strong evolution of the corrugation was observed on simple systems due to the evolution from a single to a double maximum situation. For more complex unit-cells, the intensity modulation is also more complex but simply optical models managed to link the observed features to the cell topology with surprising accuracy. During an energy scan, the angle of incidence is constant, and so is the radius of the Laue circle, while the Bragg angle or peak separation \( G \), along \( y \) is no longer constant. Fig. 9 shows a typical increase of the mean scattering width at low energy, which was explained as a refraction effect due to the well-depth \( D \). Fig. 8 and Fig. 9 appear different, but the diffracted intensities recorded during an \( E \)-scan and \( \theta \)-scan coincide when plotted as a function of the perpendicular energy \( E_{perp} = E \sin^2 \theta \), as predicted by the Axial Surface Channeling Approximation (ASCA) well established theoretically. Along each direction, the 3D potential energy landscape is replaced by its 2D average along this direction and all methods developed to interpret TEAS elastic diffraction can be applied to GIFAD. Any given potential energy surface, either predicted by theory or simply guessed based on chemical considerations, can
be compared with an experimental one using a quantum scattering calculation.\(^{45,46}\) Alternately, the potential energy surface fitting best to the data can be extracted from a close loop optimization with a fast quantum algorithm.\(^{42}\) Returning to the experiment, one advantage of the E-scan compared with the \(\theta\)-scan is that the surface illuminated by the beam does not change, and fine-tuning a 200 eV beam energy by only \(\sim 1\) eV gives a sub meV accuracy on \(E_\perp\), as needed to explore bound state resonances\(^{29}\).

Fig. 10 displays a \(\phi\)-scan, also called triangulation curve,\(^{50}\) where the width \(\sigma_\phi\) of the lateral scattering profile is recorded during an in-plane rotation of the surface. Each peak, here repeated every 60°, corresponds to a channeling along a \(\text{Al}_2\text{O}_3/\text{Ni}_3\text{Al}(111)\) surface low index direction.\(^{51}\) The peak amplitude corresponds to the illuminated section of the Laue circle in Fig. 1 or to the opening angle of the V-structure in Fig. 8 or to the distance between the vertical structures in Fig. 9. Theoretically, this width \(\sigma_\phi = (\Sigma(\phi - \bar{\phi})^2)^{1/2}\) can be calculated from quantum mechanics, but in practice, since all quantum contributions are averaged,\(^{32-34}\) the comparison with classical trajectory calculations\(^{16}\) readily provides a quantitative estimate of the surface structure. In practice, such a \(\phi\)-scan is the first measurement after introducing a new sample. This can be achieved even with a beam resolution or with a surface coherence that does not allow observation of diffraction. After this step, diffraction can be investigated with high resolution and on the same area where a peak is observed.

Finally, the simple possible scan is a time evolution of the diffracted intensities at fixed positions of the target surface. This can be used to identify the surface reconstructions taking place at different temperatures\(^{35}\) or to track the growth parameters under exposure to molecular beams from evaporation cells. The Fig. 11a) shows pronounced oscillations of all measurable parameters of the diffraction images during a layer by layer, homo-epitaxial growth of GaAs/GaAs at 600°C inside a MBE vessel at INSP.\(^{9,10}\) The mean scattering angle (\(\theta_{out}\)), the width \(\sigma_\theta\) or the intensity on the Laue circle. These oscillations are directly related to the surface reflectivity, which decreases rapidly when ad-atoms are present on top of a new layer under grazing incidence. For the same system, the Fig. 11b) shows that at 480°C, the growth oscillation is shifted by half a monolayer revealing the well-documented phase transition from the more arsenic-rich c(4x4) reconstruction, changing to the (2x4)\textgamma at the onset of growth.\(^{10}\) Note that similar results were obtained with RHEED or with keV ions at grazing incidence,\(^{56,57}\) outlining the dominant role played by ad-atoms on the surface specular reflectivity. The specific interest of GIFAD lies in the non-destructive behavior of atoms at low effective normal energy \(E_\perp\) and the absence of charging effect. Also, there are not many techniques able to help online monitoring of thin-film growth of fragile molecular layers.\(^{18,19,50}\) Note that the contrast of the oscillations can be further improved by reporting only the elastic intensity\(^{9}\) but this requires a more elaborate image processing.

**IX. PROBING THE SURFACE QUALITY**

Anyone involved in construction knows that a look at grazing incidence will efficiently reveal the superficial defects. This is a geometry where any protruding defect can perturb the projectile trajectory. This sensitivity appears at two different levels. The trajectory level and macroscopic level as discussed below. The elastic diffraction intensity approximately corresponds to the intensity sitting on the Laue circle visible in Fig. 1. It is very sensitive to surface defects at the trajectory level in the sense that probably a single protruding ad-atom along the trajectory is enough to push the atom away from perfect specular reflection. The length \(L\) of the trajectory can be evaluated from classical trajectories but since diffraction is involved, the transverse \((L_\perp)\) and longitudinal \((L_\parallel = L_\perp / \theta)\) coherence lengths are more relevant to defining
the surface $S = L_x \cdot L_y$ needed for coherent reflection. Neglecting the energy dispersion, these are determined by the momentum spread associated with the angular spread of the beam $\delta k_z = k \delta \theta$. Taking into account the angle of incidence $\theta$, the surface coherently illuminated is $S = (k^2 \delta \theta^2 \theta)^{-1}$. For 500 eV He and with our resolution of 0.1 mrad this gives a surface $S \sim 5000 \AA^2$ at $1^\circ$ incidence. In principle, a lack of periodicity in this surface could ruin elastic diffraction. Since the longitudinal coherence $L_x$ is $1/\theta$ longer than the transverse one $L_y$, it probably means that the mean distance between defects called surface coherence should be larger than $L_x \sim 200 \AA$, otherwise the elastic intensity will be reduced. On the macroscopic level, the surface illuminated by the beam is $\propto \delta^2 / \theta$ which is closer to a mm$^2$ for $\theta = 1^\circ$. It means that the diffraction signal can be used for online monitoring of the surface coherence length up to several hundred Å, and that the diagnostic applies over a significant surface around 1 mm$^2$. Macroscopic defects such as tilt and twist surface mosaicity, as well as wafer curvature induced by surface tension can be tracked *in situ* and online at the mrad level. More work is needed to identify specific signatures associated with other types of defects such as specific terraces.

X. COMPLEMENTARY EQUIPMENTS

Each surface science experiment is equipped with specific diagnosing and sample preparation tools, we describe here only complementary detectors and/or equipment that take benefit of the presence of a keV ion or atom beam. Grazing sputtering has described in the previous section, GIFAD relies on the well-collimated neutral beam. If no gas is fed in the charge exchange cell, the setup can produce an ion beam with high angular and spatial properties, that can be used for surface analysis. In addition, from diffraction studies, the presence of a keV ion or atom beam is enough to count the number of deposited layers during growth by tracking the intensity oscillation of the quasi specular beam. This analysis in terms of reflection coefficient or reflectometry is almost identical to atoms or ions. Both have comparable trajectories above the surface, so the probability of encountering obstacles should be comparable. Triangulation or $\phi$-scan can also be performed with ions instead of atoms.

A. Chopping the ion beam

Elastic diffraction occurs only if the successive collisions with the surface atoms are gentle enough and do not trigger any vibrational or electronic excitation. In general, a quite significant amount of energy can be exchanged with the surface, and measuring it is already a precise diagnosis. The projectile can also capture or lose electrons from the surface, so that it is useful to measure the energy of neutral atoms, which requires a time of flight measurements and, most often, beam pulsing. If the moment of impact on the surface is known, then the angular resolved time of flight measure will be a direct signature of the final energy. The ion beam can be pulsed either by setting the deflectors in ON and OFF mode generating comparatively long ion pulses of several tens or hundreds of ns. At variance, by rapidly switching the deflectors from left to right, the time resolution is given by the beam and hole size divided by the switching velocity in front of the last diaphragm. The timing resolution of around 1 ns in the projectile time of flight can result in a few eV energy resolutions, but this also requires a time-resolved detector with ns accuracy, difficult with standard cameras.

B. The retractable resistive anode detector

The retractable resistive anode detector is a two dimensional position sensitive that can be inserted in the beam. It consists of two MCP mounted in chevron and a resistive anode from Quantar-tech designed to improve the linear behavior by using a linear edge resistance full-filling the gear conditions. The detector support is made of peek and slides between two stainless steel rods, it is covered by a stainless steel plate holding a high transparency grid visible in Fig.12. The detector is a simple evolution of the similar ones used in previous experiment and in particular of the setup where GIFAD was discovered. The originality is that it uses a compact low-cost ADC-card controlled with a tiny Arduino microcontroller hooked to the PC via USB. When used in combination with the beam chopper, the detector can perform energy loss measurements to identify electronic inelastic processes such as surface excitations, either phonons or excitons and trions. It also helped understand why ionic insulators emit more electrons than metals and identify a single inelastic collision event among the numerous quasi-elastic ones. Also, single-particle detectors are compatible with ratemeters so that the count-rate is not associated with the frame rate or exposure time of the camera making reflectometry and triangulation easier to perform.

C. The Recoil ion detectors

The two recoil ion detectors depicted in Fig.13 are multipurpose particle detectors built around a pair of MCP. The
large one has a 40 mm active surface and fits on a DN 63 CF flange,37 it has a homemade resistive anode with significant distortions but these can be corrected to achieve a maximum error of 1 mm localization accuracy while preserving a typical 100 µm resolution in the center. The air-side electronic and driving software are therefore similar to the one used for the position sensitive retractable of Fig.12. The compact one has an open surface of 30 mm and fits inside a DN 40 CF tube. Both detectors have a sub ns timing accuracy. They can be configured to detect preferentially positive or negative particles by biasing the entrance at a voltage between -5 kV and 3 kV so that the anode voltage does not exceed the 5 kV limit of our electrical feed-throughs. The detectors are fixed on DN40CF tubes directed to the target and intended to detect particles emitted around 30-45 deg from the surface, either in the forward or backward direction.

D. Direct recoil spectroscopy

Direct Recoil Spectroscopy (DRS) is the generic name for several techniques where atoms or ions with definite energy are sent onto a surface and the ejected or recoiling ions or atoms are analyzed in energy. If a quasi binary collision took place, then the energy and momentum sharing follows that of the gas phase indicating the mass of the collision partner. The most general technique is Time of Flight analysis (TOF SARS71) because, most often the particles are ejected as neutrals but low energy ion spectroscopy72 (LEIS) is presumed to address only the terminal layer. These analyses can be achieved as a function of the target azimuthal and polar angle at a relatively large incidence angle because only quasi-binary collisions can be identified. Under grazing geometry and quasi specular reflection several shallow collisions participate to the deflection so that the energy transferred to the surface atoms is negligible67,73,74. However, if an ad-atom or terrace edge is encountered, the projectile can undergo a violent binary collision89,75. The momentum and energy exchange is so large that the binding to the surrounding matrix can be neglected and the TOF becomes a direct signature of the mass m of the target atom. The analysis of the recoils emitted in the forward or backward direction should help identification of poisoning impurities such as hydrogen contaminants difficult to pump. More interesting scientifically, the identification of the chemical composition of island edges during growth is a challenging issue where the evolution of the recoil ion time of flight during growth could be helpful.

E. Ion beam triangulation

When the energy perpendicular to the surface $E_\perp$ is close to or larger than 10 eV, the projectile penetrates the electronic density of the target at distance close to one Å and secondary electrons are emitted. By tracking the secondary electron yield during an azimuthal scan, some surface structure parameters, such as the direction of the low index axis, can be determined by ion beam triangulation61. This is equivalent to the φ-scan or atom beam triangulation described above, where the increased lateral scattering width identified the channeling direction due to the repeated deflections on the walls of the valley. Here the enhanced electron emission is partly due to the comparatively long zig-zag trajectories inside the valleys. This correlation between selected trajectories associated with electron emission can be identified by coincidence experiments using a time-resolved detector similar to the one described in Fig.12. At large enough projectile energy, $E_\perp$ reaches a few eV ranges even at a moderate angle of incidence $\theta$. The electron emission can be recorded in coincidence with the scattered atoms or ions24. In our setup, the only retractable detector has a time resolution suitable for such coincidence detection allowing trajectory-dependent electron emission to be identified76,77. The electron emission can be resolved in projectile energy loss with a pulsed beam78. So far, fast ion diffraction has never been observed, probably because ions interact too strongly with the surface electrons or with the ions via excitation of optical phonons in the case of insulators67,78. Diffraction patterns were observed with primary ions but associated with scattered atoms that have neutralized far from the surface, so that they impact the surface as neutral atoms79.

F. The sputtering ion gun

Inside the UHV chamber, a commercial ion gun directed to the sample holder is used to sputter clean the surfaces of the samples. We use an inert gas such as Ne or Ar at an energy between 500 eV and 2 keV. The standard incidence is around 45 deg. but can be adjusted continuously from normal to grazing incidence. It is equipped with a focusing lens, and we have added a pair of deflectors in order to scan the target with the ion beam. By recording the secondary electron yield with one of the recoil ion detectors described in sec.X as a function of the voltage of the deflecting plates, a coarse image of the target can be formed. For LiF samples, sputter cleaning is associated with the creation of topological defects that we could not remove. Even after thermal treatment and grazing sputtering, the nice diffraction patterns showing sharp elastic spots could be observed only after fresh cleaning of the surface in air and thermal treatment in vacuum. The situation is the opposite for metals, where the diffraction on the Ag(110) surface could be observed only after repeated cycles of sputtering and annealing11,80.
G. Evaporation cells

The main application of GIFAD is probably the monitoring of thin-film growth where its grazing geometry, similar to that of RHEED leaves the volume above the surface free of any instrument for evaporation cells. GIFAD was installed inside a MBE vessel to investigate its ability to track surface reconstruction and homo-epitaxial growth monitoring of II-VI semiconductors. For the evaporation of molecules, we have used homemade and commercial retractable evaporation cells allowing the recharging of material without exposing the target surface to air. So far, for molecular layers, no detailed topology could be extracted directly from the diffraction pattern, however, the directions where the molecules tend to align are immediately revealed by triangulation curves such as the one displayed in Fig.10 and these can be directly compared with classical calculations to select the most appropriate structural model. The evolution of the reflectivity with time also allows the identification of structural change interpreted as a liquid to solid phase transition occurring when the density of highly mobile molecules at the surface is high enough as could be investigated by STM.

H. The Webcam and perpendicular laser

The UHV chamber offers a DN100CF flange directly facing the target surface. When unused, it is closed by a window flange where we have installed a webcam and a miniature red laser. The red laser is shifted by ≈2cm from the center and directed to intercept the surface around its center. If the target surface is indeed parallel to the flange, the reflected beam lies also 2cm from the center but opposite to the primary spot. During an azimuthal rotation, the reflected spot describes a circle with a center located at \( r_{\text{target}} \) and a radius \( 2\tau \) where \( \tau \) is the misalignment of the surface normal with respect to the rotation axis and \( \theta_{\text{target}} \) is the arbitrary angle of the laser with the mean surface normal. Due to the 30cm long path between the surface and the window, the position of the spot reflected from the surface is easily tracked by the camera. It can be used to follow the target azimuthal angle online and to correct for the possible tilt \( \tau \) of the target surface.

I. The co-axial Laser

The Alignment procedure of all the diaphragms and differential pumping holes is easier with the miniature X, Y, \( \theta_x, \theta_y \) platform attached directly to the EX05 ion source (section II). As detailed in Sec. V B, when a single MCP is used together with a phosphor screen without aluminum over-layer, there is enough light passing through the (unbiased) MCP to be imaged by the camera allowing quantitative intensity optimization both in vacuum or at atmospheric pressure.

This allows a very simple pre-positioning of the target surface into the beam and direct measurement of the angle of incidence, which can be different from a crystal plane in case of miscut. In this case, the atoms would reveal the crystal plane while the light would reveal the mean surface plane. Since the laser impact on the surface is visible and can be captured by a webcam, a mark can be "tapped" on the picture of the target surface where a poor or good diffraction is observed.

This is also convenient to calibrate the diaphragms and slits’ sizes and positions by analyzing the observed Airy pattern in Fig.15a). It also allows an accurate angular calibration procedure. A shortcoming attached to our detector is that the calibration is very sensitive to the exact zoom value of the camera lens. This later is optimized online, with the primary beam to produce a minimum spot size. It is sometimes useful to check the exact overall angular scale depending on actual distances and zoom values, which is not always easy to determine. We have used a commercial transmission electron microscope grid called mesh-300 with a \( d=84 \) \( \mu \)m periodicity, point-welded on the backside of the manipulator’s head so that it can be inserted into the laser beam to generate bright spots with \( \theta_{\text{Bragg}}=\lambda/d \) in rad. The diffraction spots of Fig.15c) allow simple calibration of the detection system, whatever the optical elements and actual detector position or orientation.

It also has nice educational potential as many undergraduate students are surprised that visible light diffracts on the collimating diaphragms but, apparently, not on the surface while keV atoms do exactly the opposite. Note that using a single free-standing graphene layer, a geometry demonstrated with highly charger ions diffraction of atoms through graphene was predicted. It also offers a nice opportunity the define the Airy function ubiquitous in wave mechanics, from atmospheric rainbows to atomic collisions. Here, in atomic diffraction at surfaces, the Airy function and its companion

![FIG. 14. The colinear laser is held on a miniature X, \( \theta_x, Y, \theta_y \) platform hooked to a view-port at the gas injection side of the ion source.](image-url)

![FIG. 15. a) laser diffraction through \( \Theta=160 \) \( \mu \)m, b) through a 120 \( \mu \)m wide horizontal slit. c) corresponds to diffraction through the 84\( \mu \)m pitch of a TEM grid at target position. The Bragg angles are used for in situ angular calibration.](image-url)
Bessel function can be derived by the semi-classical intensity modulation observed in diffraction from simple lattice unit and known as supernumerary rainbows visible in each line of Fig.9.

XI. CONCLUSIONS

The setup presented here is a versatile research setup. A more compact design of the source section integrating the Wien filter and neutralization cell is possible but has not been attempted. The energy $E_\perp$ associated with the motion perpendicular to the crystal axis is a key parameter that governs the minimum distance of approach to the surface. The setup allows operation with atoms from $E_\perp \simeq$ a few meV up to a few 100 eV, opening a direct connection with the keV ion-surface community and all its surface sensitive techniques in continuity with the more penetrating, higher energy projectiles of the ion-beam-analysis community. We have focused on systematic errors associated with small angles. These are related to the control of the primary beam, with the target positioning, and to the mechanical, optical and electronic aberrations in the measurement method. The detector itself can also be customized to use smaller and cheaper micro-channel plates. Since only one MCP is required, the overall benefit/cost trade-off, including the camera, suggests using a large detector. A priori the condition where GIFAD could be helpful in the growth of fragile layers or severe electromagnetic environment. It could also help production of high-quality surfaces, with very large coherence length. In both cases, the ability of GIFAD to provide an online handle to optimize the growth parameters such as surface temperature, evaporation rate, etc... could be decisive. In many situations, a very simple numerical treatment of the diffraction image can provide "on the fly" quantitative parameters such as the reflectivity, the scattering width, the elastic scattering ratio etc...
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The same value of the cross-section probably limits the maximum operating pressure of GIFAD around 10⁻⁴ mbar for diffraction, but higher pressures are possible for triangulation.
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