A phase field crystal theory of the kinematics and dynamics of dislocation lines
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We present a general method to compute the dislocation density tensor and its evolution from the configuration of a spatially periodic order parameter associated with a given crystal symmetry. The method is applied to a phase field crystal model (PFC) of a bcc lattice, and used to investigate the shrinkage of a dislocation loop. The dislocation velocity is determined by the dynamics of the order parameter, and we have shown that the general expression predicts the overdamped motion induced by a Peach-Koehler force with mobilities determined by equilibrium properties. We introduce an additional, configuration dependent, lattice distortion, defined such that the configurational stress is maintained in elastic equilibrium at all times. The resulting far-field stress field agrees very well with predictions from continuum elasticity, while the near-field to defect core is regularized by lattice discreteness. For the shrinkage of a dislocation loop, we find that the classical PFC model captures its evolution only qualitatively, while the process happens on a much faster time scale when the system is constrained to remain in mechanical equilibrium. The formulation provides a robust and accurate tracking of defect motion in a deformed crystalline lattice.

I. INTRODUCTION

The Phase Field Crystal (PFC) model is a widely used computational framework to describe non-equilibrium evolution of defected materials [1–3]. One of the strengths of the formulation is the ease in the description of complex material processes such as dislocation nucleation [4], dislocation dissociation and stacking fault formation [5], creep [6], fracture [7], and boundary driven grain motion [8–11]. The model amounts to a short-scale regularization of defect core divergences inherent in classical elasticity, while allowing for a consistent treatment of defect topology, dislocation cores, grain boundary structures, and associated mobilities. The only constitutive input required is the (defect free) equilibrium free energy of the lattice structure under study, without any additional specification of slip systems, stacking fault energies, or line or boundary mobilities. The PFC model begins with the definition of a scalar order parameter (or phase field) $\psi(r, t)$, a function of space and time, so that its equilibrium configuration corresponds to a perfect, undistorted, crystal lattice. The non-convex free energy functional $F[\psi]$ of the field and its gradients is chosen so that its minimizer has the same spatial symmetry as the lattice of interest [12]. The required free energies have been derived by using the methods of density functional theory [13–15], although our calculations below will rely on modified forms of the classical Brazovskii functional description of modulated phases [16], also known as the Swift-Hohenberg model in the convection literature [17]. Once the free energy functional is given, a kinetic law for the phase field is introduced which is conservative, relaxational in nature, and driven by free energy minimization.

Despite its successes to date, a precise formal relation between the phase field crystal model as currently formulated and classical continuum plasticity theory has remained elusive [18]. The primary challenge is relating the continuous $\psi$ phase field to the singular nature of crystal defects which is required in order to connect the PFC model with existing macroscopic plasticity theories [19, 20]. Progress was made in deriving this connection, albeit for the much simpler case of a two-dimensional (2D) isotropic system, in Ref. [21], in which the defects were identified as zeros of complex amplitudes associated with the base linear modes of the $\psi$ phase field. In two dimensions, only edge dislocations are permitted, which are point defects, and the corresponding defect density is a vector field (the Burgers vector density). In three dimensions, one needs to consider one dimensional lines of singularity, and the corresponding defect density is the Nye dislocation density tensor, $\alpha_{ij}$, which permits both edge-, screw and mixed dislocation types. In this paper, we present theoretical and computational methods for obtaining the tensor from fully three dimensional PFC configurations. We derive an analytical expression for the defect line velocity in terms of continuous field variables, which is based on conservation of topological charge. The resulting dislocation motion is overdamped, and obeys the classical Peach-Koehler law. This result is used as a numerical tool to study the shrinkage of a dislocation loop in a PFC bcc lattice.

Another challenge for the PFC formalism under its classical dynamics is that it does not consider the relaxation of elastic excitations. Their characteristic relaxation time, $\tau_E$, is the faster time scale compared with the slow, dissipative relaxation time scale $\tau_D$ of the phase field (which determines the dislocation motion). A first attempt at extending the model to include fast elastic relaxation considered a phenomenological second order...
temporal derivative in the equation of motion for the phase field [22], which allowed for fast relaxation of short-wavelength elastic disturbances. Later efforts have included coupling the PFC phase field to a velocity field [24], various methods of coarse graining it to develop a consistent hydrodynamical description [21, 25], or coupling the PFC to an independent material distortion field [15]. Such approaches are necessary for a proper description of processes where elastic interactions are important, such as crack propagation and defect dynamics. Other efforts have been made to develop efficient modeling approaches in which the time scale of elastic interactions is a priori set to zero \( \tau_E = 0 \), i.e. when mechanical equilibrium is obeyed at all times. The latter approach is justified when studying plasticity phenomena where irreversible deformations are slow, including many of the applications mentioned such as creep and boundary driven grain motion. This approach was first introduced in Ref. [26] which involved relaxing elastic excitations separately and instantaneously within the amplitude equation formulation of the PFC model [27]. The same strategy was later developed for the PFC model in two dimensional isotropic 2D lattices by adding to the phase-field a correction at each time step that ensured instantaneous mechanical equilibrium [28, 29]. In this paper, we present a generalization of this approach to anisotropic crystals in three dimensions (PFC-MEq). Since a distorted phase field configuration determines the corresponding configurational stresses [21, 30], the method yields regularized stress profiles for dislocation lines in three dimensions down to the defect core. In the case of a point defect, it was shown in Ref. [29] that the stress field at the core agrees with the predictions of the non-singular theory of Ref. [31], and with gradient elasticity models [32, 33], indicating that the results obtained here can serve as benchmarks for similar theories in three dimensions. The specific example of a dislocation loop in a body-cubic-centered (bcc) lattice is considered, and the far-field stresses given by the \( \psi \)-field are shown to coincide with predictions from continuum elasticity.

The rest of the paper is structured as follows. In Sec. [I], we propose a theoretical method, that is also numerically versatile, for accurately extracting topological defects from the periodic \( \psi \)-field. This allows us to define the dislocation density tensor in terms of the phase field (Eq. [11]), and obtain the dislocation line velocity (Eq. [17]) from the motion of its phase singularities. These are key results, which are applied in several examples in Sec. [III]. First, we use the PFC model to numerically study the shrinkage of a dislocation loop in a bcc lattice. Then, we show analytically that Eq. (17) captures the overdamped motion of dislocations driven by the Peach-Koehler force, and hence by the local stress. Finally, we introduce the PFC-MEq model, and compare the shrinkage of the dislocation loop under PFC and PFC-MEq dynamics. While the results are qualitatively similar for the case of a shear dislocation loop, the constraint of mechanical equilibrium causes the shrinkage to happen much faster. We then confirm that the stress field derived from the \( \psi \)-field in the PFC-MEq model agrees with continuum elasticity theory in the far field, with no adjustable parameters, when the dislocation density obtained from Eq. (11) is used as the source of stress.

II. THE KINEMATICS OF A DISLOCATION LINE IN THREE DIMENSIONS

We consider a periodic phase field \( \psi \) of a given crystal symmetry. A reference crystalline lattice (in the absence of defects) is defined by a set of \( N \) primary reciprocal vectors \( \{ \mathbf{q}^{(n)} \}_{n=1}^{N} \) which defines the lattice constant \( a_0 \sim 2\pi/|\mathbf{q}^{(n)}| \). Slowly varying complex amplitude or envelope functions \( \eta_n(\mathbf{r}) \) can be defined near the transition point, for example by using a multiple scale expansion, so that \( \psi \approx \tilde{\psi} + \sum_{n=1}^{N} \eta_n(\mathbf{r}) e^{i\mathbf{q}^{(n)} \cdot \mathbf{r}} \). For our present purposes, we define here the amplitudes through demodulation of \( \psi \) as

\[
\eta_n(\mathbf{r}) = e^{-i\mathbf{q}^{(n)} \cdot \mathbf{r}} F^{-1} \left\{ e^{-\frac{a_0^2 (\mathbf{q}^{(n)} - \mathbf{q})^2}{2}} F\{\psi\} \right\},
\]  

where \( F\{\psi\} \) denotes the Fourier transform of \( \psi \) (\( F^{-1} \) is the inverse transform). A defect free lattice yields slowly varying amplitudes, whereas defects correspond to amplitudes \( \eta_n \) that have discontinuous phases \( \theta_n = \text{Arg}(\eta_n) \), and hence vanishing magnitudes at defect cores. For a perfect lattice, \( \theta_n^{(0)} = 0 \) and displacing a lattice plane by a slowly varying \( \mathbf{u} \) transforms the phase as \( \theta_n \to \theta_n^{(0)} - \mathbf{q}^{(n)} \cdot \mathbf{u} \). Thus, the phase provides a direct measure of the displacement field \( \mathbf{u}(\mathbf{r}) \) relative to the reference lattice, i.e.

\[
\theta_n(\mathbf{r}) = -\mathbf{q}^{(n)} \cdot \mathbf{u}(\mathbf{r}) = -q_{n i}(n) u_i(\mathbf{r}),
\]

where \( q_{n i}(\mathbf{r}) \) denotes the \( i \)-th Cartesian coordinate of \( \mathbf{q}^{(n)} \). It is possible to invert Eq. (2), and solve for the displacement field \( \mathbf{u} \) as function of the phases \( \theta_n \) and reciprocal vectors. We use the following identity which is valid for lattices with cubic symmetry, where all primary reciprocal lattice vectors have the same length \( q_0 \) (see Appendix A)

\[
\sum_{n=1}^{N} q_{n i}(\mathbf{r}) q_{n j}(\mathbf{r}) = \frac{N}{3} q_0^2 \delta_{ij},
\]

so that the displacement \( \mathbf{u} \) is given by,

\[
\mathbf{u}(\mathbf{r}) = \frac{3}{N q_0^2} \sum_{n=1}^{N} \mathbf{q}^{(n)} \theta_n(\mathbf{r}).
\]

An alternative view when a subset of the amplitudes is available instead, as e.g., from experimental imaging, is reported in Ref. [34]. The presence of crystal defects produces discontinuous displacement fields, which are captured by discontinuous phases in the complex amplitudes.
In fact, Eq. (4) shows that the discontinuity of the phase \( \theta_n \) is directly related to the discontinuity of \( u \), as shown in Fig. 1.
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**FIG. 1.** (a) Example of a discontinuous displacement field \( u \) in the presence of a dislocation loop (black line) with Burgers vector \( b \) (Eq. (5)). (b) Isosurfaces of one of the phases \( \theta_n \) possessing the same discontinuity as the displacement field (Eq. (2)).

Consider now a general three-dimensional crystal lattice that contains a dislocation line \( C \). For a point \( r' \) on the dislocation line, we denote by \( t' \) the tangent vector to \( C \). In addition, we introduce a local Cartesian plane \( \mathcal{N}' \) normal to \( t' \), such that the distance of an arbitrary point \( r \) to a point \( r' \) on \( C \) is decomposed into an in-plane vector \( \Delta r \perp t' \) and a vector \( \Delta r \parallel t' \), i.e. \( r - r' = \Delta r \perp + \Delta r \parallel \), see Fig. 2. The discontinuity across the surface spanned by the dislocation line \( C \) defines the Burgers vector \( b \) of the dislocation

\[
\oint_C dr = u^+ - u^- = -b, \tag{5}
\]

where \( u^+ \) and \( u^- \) are the values of the displacement field at each side of the branch cut, respectively. We use the negative sign convention relating the contour integral with the Burgers vector. Here, \( \Gamma' \) is a small circuit enclosing the dislocation line in the \( \mathcal{N}' \)-plane, directed according to the right-hand rule with respect to \( t' \). By using Eq. (2) and the fact that the Burgers vector \( b \) is constant along the dislocation loop, we relate the Burgers vector to the phase \( \theta_n \) as

\[
\oint_{\Gamma'} d\theta_n = -\oint_{\Gamma'} q^{(n)} \cdot du = q^{(n)} \cdot b = 2\pi s_n, \tag{6}
\]

where \( s_n \) is the winding number of the phase \( \theta_n \) around the dislocation line. The dislocation density tensor associated with the line is \( \delta^{(2)} \)

\[
\alpha_{ij}(r) = b_j \delta_i^{(2)}(C) = b_j \oint_C dl' \delta^{(3)}(r - r'), \tag{7}
\]

where \( b_j \) is the \( j \) component of the Burgers vector of the line, and \( dl' = t'_j dl' \) is the line element in the direction of the line. \( \delta^{(2)}(C) \) is a short-hand notation for the delta function, with dimension of inverse area, locating the position of the dislocation line for each component \( i \) of the dislocation density tensor. It is defined by the line integral over the dislocation line of the full delta function (which scales as inverse volume). The line density \( \rho_i^{(n)}(r) \) of topological defects in the amplitude \( \eta_n \) is obtained by contracting the dislocation density with \( q^{(n)} \), namely

\[
\frac{1}{2\pi} q_i^{(n)} \alpha_{ik}(r) = s_n \delta_i^{(2)}(C) \equiv \rho_i^{(n)}(r). \tag{8}
\]

The defect is located at the position where the magnitude of the complex amplitude \( \eta_n \) goes to zero, which
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**FIG. 2.** The difference \( r - r' \) from a point \( r \) to a point \( r' \) on the line is decomposed into an 2D in-plane vector \( \Delta r \perp \), which is the projection of \( r - r' \) onto the plane \( \mathcal{N}' \) normal to \( t' \) and a distance \( |\Delta r \parallel| \) from this plane. In this figure, \( \Delta r \parallel \cdot t' = -3.47a_0 \) and \( |\Delta r \perp| = 3.42a_0 \).
coincides with phase singularities, as seen from Eq. (8) (also illustrated in Fig. 1(b)). By a coordinate transformation of the delta function in Eq. (8), the line density can be represented in terms of the zeros of \( \eta_n \) as

\[
\rho_i^{(n)} = \delta^{(2)}(\eta_n)D_i^{(n)}(r),
\]

where the vector field \( D_i^{(n)}(r) \) is given by

\[
D_i^{(n)}(r) = \frac{1}{2\pi} (\nabla \eta_n^* \times \nabla \eta_n) = \frac{1}{2\pi} \epsilon_{ijk}(\partial_j \eta_n)(\partial_k \eta_n),
\]

and is directed along the tangent to the line. Each amplitude \( \eta_n \) with a singular phase \( \theta_n \) can be thought of as a vortex line at \( \eta_n = 0 \), such that we can reconstruct the dislocation density tensor from an appropriate summation over the modes with singular phases. In fact, the dislocation tensor \( \alpha_{ij} \) is obtained by multiplying Eq. (8) by \( q_i^{(n)} \), summing over the reciprocal modes and using Eq. (8) to arrive at

\[
\alpha_{ij}(r) = \frac{6\pi}{Nq_0^2} \sum_{n=1}^{N} q_j^{(n)} D_i^{(n)}(r) \delta^{(2)}(\eta_n).
\]

Further, the vector field \( D_i^{(n)}(r) \) satisfies a conservation law which can be obtained by differentiating Eq. (10) with respect to time [36, 37]. We find \( \partial_t D_i^{(n)} + \epsilon_{ikl} \partial_k J_l^{(n)} = 0 \), with the associated current given by \( J_i^{(n)} = 3(\partial_i \eta_n \partial_i \eta_n^*) \). This relationship implies a topological conservation law for \( \alpha_{ij} \), \( \partial_t \alpha_{ij} + \epsilon_{ikl} \partial_k J_l^{(n)} = 0 \), with an associated tensor current \( J_{ij} \) that follows from Eq. (11) after differentiating through the delta functions as

\[
J_{ij}(r) = \frac{6\pi}{Nq_0^2} \sum_{n=1}^{N} q_j^{(n)} J_i^{(n)}(r) \delta^{(2)}(\eta_n).
\]

In analogy with plasticity theory [19], we assume that this general dislocation density current can be associated with the local velocity of the line \( v \) through \( J_{ij}^{(\alpha)} = \epsilon_{lmn} \alpha_{mij} v_n \). Note that \( J_{ij}^{(\alpha)} \) explicitly depends on \( \partial_i \eta_n \), and hence on the law governing the temporal evolution of the phase field. By equating the two expressions in the vicinity \( R' = \{ r, |r-r'| \leq 1 \} \) of a point \( r' \) on the dislocation line, we can derive an explicit expression for the dislocation velocity \( v_n' \) at \( r' \) in terms of the field variables \( D^{(n)}(r') \) and \( J^{(n)}(r') \). For \( r \in R' \), we can write [19]

\[
r \in R': \alpha_{ij} = t_i^{(r)} b_j \delta^{(2)}(\Delta r). \tag{13}
\]

Thus, using that \( J_{ij}(r) \equiv J_{ij}^{(\alpha)}(r) \), we find

\[
r \in R': \frac{6\pi}{Nq_0^2} \sum_{n=1}^{N} q_j^{(n)} J_i^{(n)} \delta^{(2)}(\eta_n)
= \epsilon_{lmn} t'_i b_j v'_n \delta^{(2)}(\Delta r). \tag{14}
\]

In the vicinity of the defect line, we have that \( \delta^{(2)}(x) = t'_i \delta^{(2)}(\Delta r) \), such that the transformation of the delta-function from Eq. (8) and Eq. (14) imply that

\[
r \in R': \delta^{(2)}(\eta_n) = s_n t'_i \frac{D_i^{(n)}}{D^{(n)^2}} \delta^{(2)}(\Delta r). \tag{15}
\]

Inserting this into Eq. (11), contracting with \( b_j \), and integrating over \( \Delta r \), we find

\[
r \in R': v'_n = \frac{12\pi^2}{Nq_0^2 |b|^2} \sum_{n=1}^{N} s_n t'_i \frac{D_i^{(n)}}{D^{(n)^2}} J_i^{(n)} = \epsilon_{lmn} t'_m v'_n. \tag{16}
\]

Since \( t'_i \perp v'_n \), we can easily invert this relation to find \( v'_n \), and using that \( D^{(n)} \parallel t' \) gives

\[
r \in R': v'_n = \frac{12\pi^2}{Nq_0^2 |b|^2} \sum_{n=1}^{N} s_n \epsilon_{slr} t'_l D_r^{(n)} \frac{D_i^{(n)}}{|D^{(n)^2}|}. \tag{17}
\]

Eqs. (11) and (17) are the key results of this paper. Eq. (11) defines the dislocation density tensor from the demodulated amplitudes \( \eta_n \) of the phase field, while Eq. (17) gives an explicit expression for the dislocation line velocity. Both equations bridge the continuum description based on the dislocation density and line velocity with the microscopic scale of the phase field.

### III. DISLOCATION MOTION IN A BCC LATTICE

We apply here the framework developed in Sec. [11] to a phase field crystal model of dislocation motion in a bcc lattice [11, 2, 38]. The free energy \( F_\psi \) is a functional of the phase field \( \psi \) over the domain \( \Omega \) given by

\[
F_\psi = \int_\Omega \left[ \frac{\Delta B_0}{2} \psi^2 + \frac{B_0^2}{2} \psi^2 \nabla^2 \psi - \frac{T}{3} \psi^3 + \frac{V}{4} \psi^4 \right] \, dr,
\]

where \( \nabla^2 = \nabla^2 + \nabla^2 \), and \( \Delta B_0, B_0^2, V, \) and \( T \) are constant parameters [13]. The dissipative relaxation of \( \psi \) reads as

\[
\frac{\partial \psi}{\partial t} = \Gamma \nabla^2 \frac{\delta F_\psi}{\delta \psi}. \tag{19}
\]

with constant mobility \( \Gamma \). We will refer to Eq. (19) as the "classical" PFC dynamics. As a characteristic unit of time given these model parameters, we use \( \tau = (\Gamma B_0^2 q_0^2)^{-1} \). For appropriate parameter values, the ground state of this energy is a bcc lattice which is well described in the one mode approximation

\[
\psi(r) = \psi_0 + \sum_{n=1}^{12} \eta_n e^{i\mathbf{q}_n^\alpha \cdot \mathbf{r}}, \tag{20}
\]

where \( \psi_0 \) is the average density and \( \{ \mathbf{q}_n \} \) are the \( N = 12 \) shortest reciprocal lattice vectors

\[
\mathbf{q}_1 = q_0(0, 1, 1)/\sqrt{2}, \quad \mathbf{q}_2 = q_0(0, 1, -1)/\sqrt{2}, \quad \mathbf{q}_3 = q_0(1, 1, 0)/\sqrt{2}, \quad \mathbf{q}_4 = q_0(0, -1, 1)/\sqrt{2}, \quad \mathbf{q}_5 = q_0(-1, 0, 1)/\sqrt{2}, \quad \mathbf{q}_6 = q_0(-1, 1, 0)/\sqrt{2}.
\]

(21)
with $q^{(n)} = -q^{(n-6)}$ for $n = 7, ..., 12$. Figure 3 shows one bcc unit cell of a phase-field initialized in the one-mode approximation. Given the equilibrium configuration, the lattice constant $a_0$ will be used as the characteristic unit of length and the shear modulus $\mu$ calculated from the phase-field will serve as the characteristic unit of stress $[30]$. As we see, the functional form of the free energy determines the base vectors $q^{(n)}$, and no further assumptions about slip systems or constitutive laws for dislocation velocity (or plastic strain rates) need to be introduced.

The model parameters $(\Delta B_0, B_0^t, T, V, \Gamma)$ and variables $(F_v, \bar{\psi}, \psi, r, t)$ can be rescaled to a dimensionless form in which $B_0^t = V = \eta_0 = \Gamma = 1$, thus leaving only three tunable model parameters: the quenching depth $\Delta B_0$, $T$ and the average density $\psi_0$ (due to the conserved nature of Eq. (19)). We employ these dimensionless units in the simulations, see Sec. [VIII].

### A. Numerical analysis: shrinkage of a dislocation loop

In order to have a lattice containing one dislocation loop as initial condition in the PFC, we consider first the demodulation of the $\psi$ field in the one mode approximation, and minimize the free energy [18] with respect to $\eta_0$ to find the equilibrium amplitude $\eta_0$ of a perfect, undistorted crystal. A dislocation loop is introduced into the perfect lattice by multiplying the equilibrium amplitudes by complex phases with the appropriate charges $s_n$ (see Sec. [VIII]) and then reconstructing the phase field $\psi$ through Eq. (20). We then integrate Eq. (19) forward in time as detailed in Sec. [VIII]. A fast relaxation follows from the initial configuration with the loop. This relaxation leads to the regularization of the singularity at the dislocation line ($\eta_0 \to 0$ for $s_n \neq 0$) as achieved in PFC approaches [21, 29, 34]. From then onward, $\psi$ evolves in time leading to the motion of the dislocation line which may be analyzed by the methods outlined in Sec. [VIII].

Numerically, we approximate the $\delta$ function in Eq. (11) as a sharply peaked 2D Gaussian distribution, i.e., $\delta^{(2)}(\eta_0) \approx \exp(-\frac{\eta_0^2}{2\omega^2})/(2\pi\omega^2)$ with a standard deviation of $\omega = \eta_0/10$. Near the dislocation line, the dislocation density $\alpha_{ij}$ thus takes the form of a sharply peaked function (Eq. (13)). The decomposition of $\alpha_{ij}$ into its outer product factors $t_j$ and a Burgers vector density $B_j = b_j\delta^{(2)}(\Delta x)$ is done by singular value decomposition (see Sec. [VIII]). The Burgers vector of the point is extracted by performing a local surface integral in $\mathbb{N}^2$. We prepare a $35 \times 35 \times 35$ unit cell 3D PFC lattice on periodic boundary conditions with a resolution of $\Delta x = \Delta y = \Delta z = a_0/\Gamma$. A dislocation loop is introduced as the initial condition in the slip system given by a plane normal $[\pi/2, 1, 1]$ with slip direction (Burgers vector) $\frac{2\pi}{3}[1, -1, 1]$. Figure 4(a) shows the initial dislocation density decomposed as described, where we also have calculated the velocity $v^t$ at each point given by Eq. (17).

In order to obtain the velocity of the dislocation loop segments, we identify $M$ nodes on the loop and evaluate Eq. (17) by using numerical differentiation of the $\psi$ field to calculate the amplitude currents $j^{(n)}_l$. To serve as a benchmark, we also calculate the circumference $l_C$ of the dislocation loop $C$ at each time (further details in Sec. [VIII]), so that we compare the rate of shrinkage $|\partial_t R|$ (solid blue line in Fig. 4(b)) to the average velocity of the $M$ dislocation nodes

$$\bar{v} = \frac{1}{M} \sum_{m=1}^M |v^{(m)}|,$$

(dashed blue line in Fig. 4(b)) where $v^{(m)}$ is the velocity of dislocation at node $m$, calculated by the velocity formula Eq. (17). $|\partial_t R|$ and $\bar{v}$ should agree in the case of the shrinking of a perfectly circular loop and the figure shows excellent agreement between the two. Interestingly, we observe that both are sensitive to the Peierls like barriers during their motion, as shown by the oscillations in Fig. 4(b)). The maxima are separated by $2\pi a_0$, confirming that the oscillation is related to the motion of a loop segment over one lattice spacing $a_0$ [39]. This observation confirms that even though Eqs. (11) and (17) are continuum level descriptions of the system, they still exhibit behavior related to the underlying lattice configuration. The initial fast drop in velocity is due to the fast
FIG. 4. (a) The initial dislocation loop in a $35 \times 35 \times 35$ bcc PFC lattice with periodic boundary conditions. The dislocation loop is on the slip system given by plane normal $[-1, 0, 1]$ and slip direction (Burgers vector) $\frac{a_0}{2} [-1, 1, 1]$. Inset: the dislocation viewed from the indicated angle. (b) Comparison of average point velocity $\bar{v}$ (Eq. (23)) to the average loop radius shrinkage velocity $|\partial_t R|$ (Eq. (22)) as functions of the loop circumference. PFC and PFC-MEq refer, respectively, to the classical PFC model, and the PFC model constrained to mechanical equilibrium as introduced in Sec. III C. (c) The circumference $l_C$ of the dislocation loop. Superimposed on the right y-axis are the velocities of panel (b) as functions of time.

relaxation of the initial condition. The evolution of the variables under the dynamics of Eq. (19) are shown together with the evolution given by the PFC-MEq model which will be introduced in Sec. III C.

B. Theoretical analysis: Peach Koehler force

In this section, we show that the general expression Eq. (17) of the defect velocity agrees with the dissipative motion of a dislocation as given by the classical Peach-Koehler force [19]. To calculate an analytical expression for the amplitude currents $J_l$, we employ the amplitude formulation of the PFC model, which directly expresses the free energy and dynamical equations in terms of the complex amplitudes $\eta_n$ [27, 40]. For our lattice symmetry, real valuedness of $\psi$ requires that $\eta_{n+6} = \eta_n^*$, and the dynamical equations need only consider the amplitudes $\{\eta_n\}_{n=1}^{6}$. By substituting Eq. (20) in $F_\psi$ and integrating over the unit cell, under the assumption of slowly-varying amplitudes, one obtains the following free energy as a function of the complex amplitudes,

$$F_n = \int_\Omega \left[ \frac{\Delta B_0}{2} \Phi + \frac{3\nu}{4} \Phi^2 + \sum_{n=1}^{6} \left( B_0^2 |G_n \eta_n|^2 - \frac{3\nu}{2} |\eta_n|^4 \right) \right] \, dr,$$

(24)

where $G_n = \nabla^2 + 2i \mathbf{q}_n \cdot \nabla$ and $\Phi = 2 \sum_{n=1}^{6} |\eta_n|^2$. $f^\nu(\{\eta_n\}, \{\eta_n^*\})$ is a polynomial in $\eta_n$ and $\eta_n^*$ that depends in general on the specific crystalline symmetry under consideration [12, 27, 41] (here bcc, see Appendix B for its expression). Equation (24) is obtained when considering
leads to a dislocation velocity given by

$$v' = -\epsilon_{srl} \frac{\pi}{|b|^2} b_j t_j' A b \sum_{n=1}^{12} q_i^{(n)} q_j^{(n)} q_k^{(n)} (\partial_k \tilde{u}_i) = \frac{\pi}{|\tilde{u}|^2} \epsilon_{srl} t_j' \delta_{ij} b_j,$$

where \(\delta_{ij}\) is the stress tensor for a bcc PFC that has been deformed by \(\tilde{u}\).

Thus, the velocity of the dislocation line is proportional to the stress on the line. In vectorial form, this equation reads

$$\mathbf{v} = M \mathbf{t} \times (\hat{\sigma} \cdot \mathbf{b}).$$

with isotropic mobility \(M = \frac{\pi}{|\tilde{u}|^2} \). 

Note that a stationary dislocation induces a stress field \(\sigma_{ij}^{(0)}\), but only the imposed stress \(\tilde{\sigma}_{ij}\) appears in the equation above. This is analogous to how the stress field of the dislocation itself is not included when the Peach-Koehler force as calculated in continuum plasticity theory [19]. Thus, if \(\sigma_{ij}^{\psi}\) is the configurational stress of the phase field at any given time, the part responsible for the motion of the dislocation motion is the imposed stress

$$\tilde{\sigma}_{ij} = \sigma_{ij}^{\psi} - \sigma_{ij}^{(0)}.$$

Note that the stationary solution necessarily satisfies mechanical equilibrium, \(\partial_{t} \sigma_{ij}^{(0)}\), so that if the configurational PFC stress \(\sigma_{ij}^{\psi}\) is in mechanical equilibrium, so is the imposed stress \(\tilde{\sigma}_{ij}\) on the dislocation segment. The imposed stress used can be attributed to external load, other dislocations, or other parts of the dislocation loop.

As we see, this framework predicts a defect mobility which is isotropic. As such, it does not discriminate between dislocation climb and glide motion. Numerically however, we have seen that at deeper quenches \(\Delta B_0\), climb motion is prohibited in the PFC model. The result in this section should therefore be interpreted as a first-order approximation, valid at shallow quenches. This apparent equal mobility for glide and climb may result from the employment of the amplitude phase-field model (which is only exact for \(|\Delta B_0| \to 0\) or the assumption of an isotropic defect core in the calculation.

C. PFC dynamics constrained to mechanical equilibrium (PFC-MEq)

In the previous section, we found that the motion of a dislocation is governed by a configurational stress \(\sigma_{ij}^{\psi}\) which derives from the PFC free energy. Since this stress is a functional only of the phase field configuration, it
evolved according to Eq. (19) from its current state $s$, solved for any elastic constant tensor, so that the method results from the evolution defined by Eq. (19) alone. At each time, we define

$$\psi(r) = \psi^{(U)}(r - \mathbf{u}^\delta),$$

(36)

where $\mathbf{u}^\delta$ is a small compatible displacement computed so that the configurational stress associated with $\psi(r)$ is divergence free. We now show a method to determine $\mathbf{u}^\delta$. Suppose that at some time $t$ the PFC configuration $\psi$ has an associated configurational stress $\sigma^{\psi,U}_{ij}$ (from Eq. (35), where $\partial_t \sigma^{\psi,U}_{ij} \neq 0$). Within linear elasticity, the stress $\sigma^{\psi}_{ij}$ after displacement of the current configuration by $\mathbf{u}^\delta$ is given by

$$\sigma^{\psi}_{ij} = \sigma^{\psi,U}_{ij} + C_{ijkl} e_{kl}^\delta$$

(37)

where $C_{ijkl}$ is the elastic constant tensor, and $e_{ij}^\delta = \frac{1}{2}(\partial_i u_j^\delta + \partial_j u_i^\delta)$. $\mathbf{u}^\delta$ is determined by requiring that

$$\partial_t \sigma^{\psi}_{ij} = \partial_j (\sigma^{\psi,U}_{ij} + C_{ijkl} e_{kl}^\delta) = 0.$$  

(38)

By using the symmetry $i \leftrightarrow j$ of the elastic constant tensor, we can rewrite this equation explicitly in terms of $\mathbf{u}^\delta$,

$$g^{\psi,U}_i + C_{ijkl} \partial_j u_k^\delta = 0,$$

(39)

where

$$g^\psi_i = \partial_j \sigma^{\psi}_{ij} = \left< \frac{\delta F^\psi}{\delta \psi} \partial_j \psi - \partial_j f \right>$$

(40)

is the body force from the stress [30]. The quantity $f$ is the free energy density from Eq. (18).

By using the symmetry $i \leftrightarrow j$ of the elastic constant tensor, $\mathbf{u}^\delta$ is obtained, $\psi$ is updated according to Eq. (36), and evolved according to Eq. (19) from its current state $\psi(t)$ to $\psi^{(U)}(t + \Delta t)$. In practice, we have found that numerically it is sufficient to impose this correction every few time steps. Note that Eqs. (35) can, in general, be solved for any elastic constant tensor, so that the method introduced is not limited to cubic anisotropy. Possible limitations of the methodology are outlined in Sec. V.

Figure 4 contrasts numerical results for the evolution of an initial dislocation loop with and without using the method just described. The computed line velocities are very different as they are highly sensitive to the local stress experienced by the dislocation loop segments. This stems from the fact that under classical PFC dynamics, the stress is always given by $\sigma^{\psi,U}_{ij}$, and a consequence of the results from Sec. IIIB is that the velocity of an element of the defect line will be quite different depending on whether the stress acting on it is $\sigma^{\psi,U}_{ij}$ or $\sigma^{\psi}_{ij}$. Figure 4 shows the dislocation loop after its circumference has shrunk to 90% of its initial value, and the resulting $xz$ component of the stress for both models. As predicted, the correction provided by the PFC-MEq model is necessary to relax the stress originating from the initial loop. The figure shows a large residual stress far from the dislocation loop that can only decay diffusively in the standard phase field model. Indeed, we have verified numerically that the configurational stress is only divergenceless for the PFC-MEq model. We note that given the simple loop geometry chosen, its shape remains approximately circular for both models. The line speed, however, is quite different.

D. Comparison with continuum elasticity

Since Eq. (11) allows for the computation of the dislocation density tensor directly from the phase field, we show here the resulting elastic stress from standard continuum mechanics. The dislocation density $\alpha_{ik}$ determines the incompatibility of the distortion,

$$\epsilon_{ilm} \partial_l u_{mk} = -\alpha_{ik},$$

(41)

where $u_{kl}$ is the distortion tensor, which away from defects can be written as $u_{kl} = \delta_{kl} u_l^i$. In addition, the distortion $u_{kl}$ satisfies the equilibrium condition

$$\partial_j C_{ijkl} u_{kl} = 0,$$

(42)

where $C_{ijkl}$ is the tensor of elastic constants. Due to the symmetry of this tensor under $k \leftrightarrow l$, this equation only involves the strain, the symmetric part of $u_{kl}$. Equations (41) - (42) are nominally a set of 12 partial differential equations that determines 9 components of the distortion tensor $u_{kl}$. In Sec. VED we show that the vanishing of the divergence of Eq. (41) reduces the number of independent equations to 9, and that the distortion $u_{kl}$ can then be obtained from the dislocation density tensor by matrix inversion in Fourier space (given the periodic boundary conditions assumed on the medium). The stress field is then $\sigma^{(\alpha)}_{ij} = C_{ijkl} u_{kl}$.

Figure 6 shows all the stress components after the dislocation loop has shrunk to 90% of its initial diameter for both dynamical models, as well as the stress computed directly from the dislocation density tensor as a source
FIG. 5. In-plane sections ($y = 17.5a_0$) of the configurational stress $\sigma_{ij}^\psi / \mu$ for the dislocation loop after shrinking to 90% of its initial circumference under (a) PFC dynamics and (b) PFC-MEq dynamics. Because the latter evolves faster, the snapshots are taken at different times, namely $t = 389.0\tau$ and $t = 41.5\tau$, respectively. A lot of residual (unrelaxed) stress is visible in the configurational stress for the classical PFC model.

FIG. 6. In-plane sections ($y = 17.5a_0$) of the stresses for the dislocation loop after it has shrunk to 90% of its initial circumference in (top row) the PFC model $\sigma_{ij}^\psi, U$, (middle row) the PFC-MEq model $\sigma_{ij}^\psi$ and (bottom row) the prediction from continuum elasticity $\sigma_{ij}^{(\alpha)}$ using the dislocation density extracted from the PFC as a source. The stresses predicted from continuum elasticity are singular, so the colorbar for each column is saturated at $\pm\max(|\sigma_{ij}^{\psi, U}|)$ and contour lines are drawn at $\pm15\%$, $\pm40\%$ of this value. For the comparison, we have subtracted from $\sigma_{ij}^{\psi, U}$ and $\sigma_{ij}^{\psi}$ their mean values (see text). The stresses are given in units of the shear modulus $\mu$. 
of distortion [41]. Note that the mean value of the components of \( \sigma_{ij}^{(a)} \), is not determined by Eqs. [41] - [42], and is set to zero. In this comparison, we have also subtracted from \( \sigma_{ij}^{a} \) its mean value. As expected, the stresses obtained from the PFC-MEq model agree well with \( \sigma_{ij}^{(a)} \). The small differences observed are due to the fact that \( \sigma_{ij}^{(a)} \) derives from a singular dislocation density source (as produced by the \( \delta \)-functions in Eq. [11]), while the stress obtained from the phase field has a natural stress regularization at the defect core. Investigating exactly which length scale of core regularization derives from the PFC model is an open and interesting question that we will address in the future.

IV. CONCLUSIONS

We have introduced a theoretical method, and the associated numerical implementation, to study topological defect motion in a three dimensional, anisotropic, crystalline lattice. The dislocation density tensor and dislocation velocity are directly defined from a spatially periodic phase field, using general expressions identifying dislocations as bound vortex lines of the complex amplitudes of the phase field.

To illustrate the method, we have studied the motion of a shear dislocation loop, and found that it accurately tracks the loop position, circumference, and velocity. As an application of the framework, we have shown that under certain simplifying assumptions, overdamped dislocation velocity follows from a Peach-Koehler force, with the defect mobility determined by equilibrium properties of the lattice. We have introduced the PFC-MEq model for three dimensional anisotropic media which constrains the classical PFC model evolution to remain in mechanical equilibrium at all times, and shown that loop motion is much faster with this modification. The PFC-MEq model produces stress profiles that are in agreement, especially far from the defect core, to stress fields directly computed from the instantaneous dislocation density tensor.

In summary, we have presented a comprehensive framework, based on the phase field crystal model, for the analysis of plastic defect motion in crystalline solids. Starting from a free energy that has a ground state of the proper symmetry, the framework naturally leads to defect topology and kinematics laws, elastic stresses induced by defects, and a Peach-Koehler force, with an explicit expression for the line segment mobility.
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V. METHODS

A. Dislocation density tensor decomposition

A singular value decomposition of \( \alpha \) is introduced as \( \alpha = U\Sigma V^T \), where \( \Sigma \) is a diagonal matrix containing the singular values of \( \alpha \), and \( U \) and \( V \) are unitary matrices containing the normalized eigenvectors of \( (\alpha^T\alpha) \) and \( (\alpha\alpha^T) \), respectively. We assume that the dislocation density tensor can be written as the outer product of the unitary tangent vector \( t \) and a local spatial Burgers vector density \( B(\mathbf{r}) \), i.e., \( \alpha_{ij} = t_i B_j \). Under this assumption, one finds \( \Sigma \) with only one non zero singular value, \( \|B\| \), and the columns of \( U \) and \( V \) that correspond to this singular value will be \( t \) and \( \frac{B}{\|B\|} \), respectively.

B. Evolution of the phase field

The temporal evolution of the phase field is governed by Eq. [19]. The dimensionless parameters of the free energy were chosen as follows in order to yield a bcc ground state: \( \Delta B_0 = -0.3 \), \( B_0 = 1 \), \( T = 0 \) and \( V = 1 \). Lengths have been made dimensionless by choosing \( |\mathbf{q}^{(n)}| = q_0 = 1 \). The resulting lattice constant for the bcc structure is \( a_0 = 2\pi\sqrt{2} \). Given the conserved dynamics of Eq. [19], the spatial average value \( \psi_0 \) also becomes an input parameter which we have chosen to be \( \psi_0 = -0.325 \). The dimensionless model parameters give a dimensionless characteristic time scale \( \tau = 1 \).

In all cases the computational domain considered includes \( 35 \times 35 \times 35 \) base periods of the undistorted bcc lattice, with grid spacing \( \Delta x = \Delta y = \Delta z = a_0/7 \). Periodic boundary conditions are used throughout. Equation [19] is integrated forward in time with an explicit method [49], and \( \Delta t = 0.1 \). A Fourier decomposition of the spatial fields is introduced to compute the spatial derivatives of the fields, while nonlinear terms are computed in real space.

We implement the correction scheme of Eq. [56] every 5 iterations of the phase field evolution. We have chosen this update frequency so that the field \( u^\delta \) remains small. If \( u_{\text{max}} = \max_{\mathbf{r} \in \text{Domain}}(u^\delta(\mathbf{r})) > 0.1 a_0 \), we rescale \( u^\delta \) so that \( u_{\text{max}} = 0.1 a_0 \), and repeat the process again until elastic equilibrium is achieved. Typically, when initializing the PFC field with a dislocation, \( \sim 5 \) such iterations are needed, after which, \( u_{\text{max}} \) is on the order of \( 0.01 a_0 \).
C. Initializing a dislocation loop in the PFC model

In this section, we show how to multiply the initial amplitudes \( \eta_0 \) with complex phases, to produce a dislocation loop with Burgers vector \( \mathbf{b} \) in a slip plane given by normal vector \( \mathbf{n} \) (see Sec. [III.A]). Given a point \( \mathbf{r} \), it belongs to a plane \( \mathcal{N}' \) perpendicular to \( \mathbf{t}' \) for some \( \mathbf{t}' \) on the dislocation loop (see Figure 7). This plane also intersects the diametrically opposed point \( \mathbf{r}'' \) of the dislocation loop. If \( \mathbf{r}_0 \) is the center of the loop, the distance vector \( \mathbf{r} - \mathbf{r}_0 \) lies in \( \mathcal{N}' \). Let \( (m_1, m_2) \) be the first and second coordinate in the Cartesian coordinate system defined by the right-handed orthonormal system \( \{ (\mathbf{n} \times \mathbf{t}'), \mathbf{n}, \mathbf{t}' \} \) centered at \( \mathbf{r}_0 \). If \( m_1 > 0 \), we get from geometrical considerations

\[
m_2 = (\mathbf{r} - \mathbf{r}_0) \cdot \mathbf{n},
\]

\[
m_1 = |(\mathbf{r} - \mathbf{r}_0) - m_2 \mathbf{n}|.
\]

Both \( m_1 \) and \( m_2 \) are thus determined by \( \mathbf{r}, \mathbf{r}_0 \) and the normal vector to the loop plane \( \mathbf{n} \). \( \theta_1, \theta_2 \) is the angle between \( \mathbf{r} - \mathbf{r}' (\mathbf{r} - \mathbf{r}'') \) and \( \mathbf{n} \times \mathbf{t}' \) in the plane \( \mathcal{N}' \) and are found numerically by using the four-quadrant inverse tangent \( \text{atan}2(y, x) \), so that

\[
\theta_1 = \text{atan}2(m_2, m_1 + R) \quad (45)
\]

\[
\theta_2 = \text{atan}2(m_2, m_1 - R),
\]

where \( R \) is the radius of the loop. For each point \( \mathbf{r} \), we determine \( \theta_1(\mathbf{r}) \) and \( \theta_2(\mathbf{r}) \) according to the equations above and initiate the PFC with the phases

\[
\eta_n = \eta_0 e^{ix_n(\theta_1(\mathbf{r}) - \theta_2(\mathbf{r})))},
\]

where \( s_n = \frac{1}{\pi} q_n^{(s)} \cdot \mathbf{b} \) is given in Table I. This ensures that the complex phases have the right topological charge (Eq. [46]). The inset in Fig. 7 shows the phase of \( \varepsilon^{(\theta_1 - \theta_2)} \) in \( \mathcal{N}' \) for \( n = \frac{1}{\sqrt{2}}(-1, 0, 1) \), which is the slip plane chosen in the simulation in Sec. [III.A].

Note that points \( \mathbf{r} \) for which \( m_1 < 0 \) are computed by the same equation for the tangent vector at \( \mathbf{r}' \), with the same formula, thus validating the Eqs. [45]–[46] for all values in \( \mathcal{N}' \). Since the expressions are independent of the particular plane \( \mathcal{N}' \) and each point \( \mathbf{r} \) belongs to one such plane, they are also valid for all points in the simulation domain.

D. Calculating the perimeter of a dislocation loop

To calculate numerically the perimeter of a dislocation loop, recall that

\[
\alpha_{ij} = b_j \oint_C dl_i' \delta^{(3)}(\mathbf{r} - \mathbf{r}'(l)), \quad (48)
\]

where we have added a subscript \((l)\) onto \( \mathbf{r}' \) to emphasize that it is the point on the loop as indexed by the line element \( dl \). Taking the double dot product with itself, we find

\[
\alpha_{ij} \alpha_{ij} = |b_i|^2 \oint_C dl_i' dl_i \delta^{(3)}(\mathbf{r} - \mathbf{r}'(l)) \delta^{(3)}(\mathbf{r} - \mathbf{r}'(m)).
\]

The contributions to this integral will only come from points on the loop \( C \) and only when \( \mathbf{r}'(l) = \mathbf{r}'(m) \), where \( dl_i' = dm_i' \), so \( dl_i dm_i = (dl_i)^2 = |dl_i||dm_i| \). Thus

\[
\alpha_{ij} \alpha_{ij} = |b_i|^2 \oint_C |dl_i'| \delta^{(3)}(\mathbf{r} - \mathbf{r}'(l)) \oint_C |dm_i'| \delta^{(3)}(\mathbf{r} - \mathbf{r}'(m)) + |b_i|^2 \left( \oint_C |dl_i'\delta^{(3)}(\mathbf{r} - \mathbf{r}'(l)) \right)^2. \quad (50)
\]

Taking the square root and integrating over all space, we find

\[
\int d^3 r \sqrt{\alpha_{ij} \alpha_{ij}} = |b| \oint_C |dl_i| \int d^3 r' \delta^{(3)}(\mathbf{r} - \mathbf{r}'(l)) = |b| L, \quad (51)
\]
where $L$ is the perimeter of the dislocation loop. Thus,

$$L = \frac{1}{|b|} \int d^3r \sqrt{\alpha_{ij} \alpha_{ij}}. \quad (52)$$

E. Direct computation of stress fields

The dislocation density tensor is calculated directly from the phase field $\psi$ through Eq. (11). In order to find the equilibrium distortion, we numerically compute the Green’s function relating the distortion $u_{ij}$ to the dislocation density tensor $\alpha_{ij}$ as a source. Given periodic boundary conditions on a finite lattice, the solution can be obtained in Fourier space followed by inversion to real space (uniqueness in the determination of the distortion has been discussed in Ref. [46]; a different method may be necessary if other boundary conditions are imposed).

In Fourier space, the equations of mechanical equilibrium and incompatibility of the distortion are, respectively,

$$C_{ijkl} \tilde{q}_j \tilde{u}_{kl} = 0, \quad (53)$$

and

$$-i \epsilon_{ilm} q_l \tilde{u}_{mk} = \tilde{\alpha}_{ik}, \quad (54)$$

where $\tilde{f}$ is the Fourier transform of $f$ and $\mathbf{q}$ is a general Fourier mode. To illustrate how the absence of divergence of Eq. (11) makes some of the incompatibility equations redundant, consider a tensor $\tilde{L}_{ik}$ with the property that $q_i \tilde{L}_{ik} = 0$, then for e.g., $k = 2$, we have

$$q_1 \tilde{L}_{12} + q_2 \tilde{L}_{22} + q_3 \tilde{L}_{32} = 0, \quad (55)$$

which means that

$$\tilde{L}_{22} = -\frac{1}{q_2} \left( q_1 \tilde{L}_{12} + q_3 \tilde{L}_{32} \right). \quad (56)$$

which relates the component $\tilde{L}_{22}$ with $\tilde{L}_{12}$ and $\tilde{L}_{32}$. Thus, when Eq. (54) is satisfied for the off-diagonal components, it is satisfied for the diagonal elements identically. With this in mind, we can complete the set of equations by adding the condition of mechanical equilibrium to the diagonal equations in Eq. (54), i.e.

$$\delta_{(i)k} \frac{i C_{(i)jml}}{\mu} q_j \tilde{u}_{ml} - i \epsilon_{ilm} q_l \tilde{u}_{mk} = \tilde{\alpha}_{ik}, \quad (57)$$

where there is no summation over $(i)$, and we have multiplied the elastic constant tensor by $i/\mu$ where $\mu$ is the shear modulus of the cubic lattice, and $C_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) + \gamma \delta_{ijkl}$. By defining $\tilde{U}$ and $\tilde{\alpha}$ as

$$\tilde{U}^T = \left( u_{11}, u_{12}, u_{13}, u_{21}, u_{22}, u_{23}, u_{31}, u_{32}, u_{33} \right)$$

$$\tilde{\alpha}^T = \left( \alpha_{11}, \alpha_{12}, \alpha_{13}, \alpha_{21}, \alpha_{22}, \alpha_{23}, \alpha_{31}, \alpha_{32}, \alpha_{33} \right),$$

we rewrite Eq. (57) more compactly as

$$M(q) \tilde{U} = \tilde{\alpha}, \quad (58)$$

where the explicit form of $M(q)$ in the case of cubic anisotropy is given by

$$M(q) = i \begin{pmatrix}
\frac{\lambda + \mu + \gamma}{\mu} & q_1 & q_2 & q_3 & q_2 + q_3 & \frac{\lambda}{\mu} q_1 & 0 & -q_2 + q_3 & 0 & \frac{\lambda}{\mu} q_1 \\
0 & 0 & 0 & 0 & 0 & q_3 & 0 & 0 & -q_2 & 0 \\
-q_3 & 0 & 0 & 0 & 0 & 0 & q_3 & 0 & 0 & -q_2 \\
\frac{\lambda}{\mu} q_2 & q_1 - q_3 & 0 & q_1 & 0 & 0 & 0 & 0 & q_1 & 0 \\
0 & 0 & -q_3 & 0 & 0 & 0 & 0 & 0 & 0 & q_1 \\
q_2 & 0 & 0 & -q_3 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & q_2 & 0 & 0 & 0 & -q_1 & 0 & 0 & 0 & 0 \\
\frac{\lambda}{\mu} q_3 & 0 & q_1 + q_2 & 0 & 0 & 0 & 0 & 0 & -q_1 & q_2 \\
\frac{\lambda}{\mu} q_3 & -q_1 + q_2 & q_1 & q_2 & \frac{\lambda + 2 \mu + \gamma}{\mu} q_3 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}. \quad (59)$$

$M(q)$ can be inverted to yield the Fourier transform of the distortion $\tilde{U}$,

$$\tilde{U} = M^{-1}(q) \tilde{\alpha}. \quad (60)$$

Once $\tilde{U}$ (denoted by $\tilde{u}_{kl}$ in components) is known, we compute the stress field in mechanical equilibrium

$$\tilde{\sigma}_{ij} = C_{ijkl} \tilde{u}_{kl}. \quad (61)$$

The dislocation density $\alpha_{ik}$ as obtained from the phase field as in Eq. (11) has a very small divergence due to numerical round-off errors. We impose $\tilde{\partial}_i \alpha_{ik} = 0$ explicitly before evaluating $\tilde{\sigma}$, which improves numerical stability.
Appendix A: Inversion formula for highly symmetric lattice vector sets

In inverting Eq. (2) to obtain the displacement field $u$ in terms of the phases $\theta_n$, we used the result of Eq. (3). This follows from the properties of moment tensors constructed from lattice vector sets $Q = \{q^{(n)}\}_{n=1}^N$. The $p$-th order moment tensor constructed from $Q$ is given by

$$Q_{i_1...i_p} = \sum_{n=1}^{N} q^{(n)}_{i_1} ... q^{(n)}_{i_p}. \quad (A1)$$

In two dimensions, for a parity-invariant lattice vector set that has a B-fold symmetry, Ref. [47] showed that all $p$-th order moments vanish for odd $p$ and are isotropic for $p < B$. Every isotropic rank 2 tensor is proportional to the identity tensor $\delta_{ij}$, so for a 2D lattice vector set having four-fold symmetry, such as the set of shortest reciprocal lattice vectors $\{q^{(n)}\}_{n=1}^4$ of the square lattice, we have $\sum_{n=1}^{4} q^{(n)}_{i} q^{(n)}_{j} \propto \delta_{ij}$ (Figs. 3 and 5 in Ref. [39] show the reciprocal lattice vector sets discussed in this appendix). Taking the trace and using that the vectors have the same length $|q^{(n)}| = q_0$, we get $\sum_{n=1}^{4} q^{(n)}_{i} q^{(n)}_{j} = 2q_0^2 \delta_{ij}$. In general, for any 2D parity invariant lattice vector set $\{q^{(n)}\}_{n=1}^N$ with a B-fold symmetry where $B > 2$, we have

$$2D: \sum_{n=1}^{N} q^{(n)}_{i} q^{(n)}_{j} = \frac{Nq_0^2}{2} \delta_{ij}. \quad (A2)$$

As mentioned, this holds for the two dimensional (2D) square lattice, but it also holds for the 2D hexagonal lattice. In fact, the six-fold symmetry of the hexagonal lattice ensures that also every fourth-order moment tensor is isotropic, which results in elastic properties of the 2D hexagonal PFC model being isotropic [30].

To show this identity for a three dimensional (3D) parity invariant vector set with cubic symmetry, we generalize the proof in Ref. [47] to a particular case of a 3D vector set that is symmetric with respect to $90^\circ$ rotations around each coordinate axis, such as the set of shortest reciprocal lattice vectors $\{q^{(n)}\}_{n=1}^N$ of bcc, fcc or simple cubic structures. Let $v$ be an eigenvector of $Q_{ij}$ with eigenvalue $\lambda$, i.e., $Q_{ij} v_j = \lambda v_i$. Since $Q_{ij}$ is invariant under a $90^\circ$ rotation $R^{(x)}_{ij}$ around the $x$-axis, we get $Q_{ij} R^{(x)}_{ij} v_l = \lambda R^{(x)}_{ij} v_l$, showing that $R^{(x)}_l$ is also an eigenvector of $Q_{ij}$ with the same eigenvalue $\lambda$. Repeating for a rotation around the $y$-axis demonstrates that $Q_{ij}$ has only one eigenvalue $\lambda$, so that it must be proportional to the rank 2 identity tensor $Q_{ij} \propto \delta_{ij}$. Taking the trace and using that the vectors have the same length $|q^{(n)}| = q_0$, we find

$$3D: \sum_{n=1}^{N} q^{(n)}_{i} q^{(n)}_{j} = \frac{Nq_0^2}{2} \delta_{ij}. \quad (A3)$$

Appendix B: Amplitude decoupling

When accounting for the bcc lattice symmetry through $\theta_0$, as in Eq. (21), the (complex) polynomial $f^s$ entering the coarse-grained energy $F_\eta$ defined in Eq. (24) [12] [27] [40] is

$$f^s = -2t(\eta_1^s \eta_2^s \eta_3^s + \eta_1^s \eta_3^s \eta_4^s + \eta_3^s \eta_4^s \eta_5^s + \eta_1^s \eta_2^s \eta_6^s + \eta_1^s \eta_4^s \eta_6^s + \eta_2^s \eta_3^s \eta_5^s + \eta_5^s \eta_6^s + \eta_4^s \eta_6^s)$$

which gives

$$\frac{\partial f^s}{\partial \eta_1^s} = -2t(\eta_2^s \eta_3^s \eta_4^s + \eta_2^s \eta_3^s \eta_5^s + \eta_2^s \eta_4^s \eta_6^s + \eta_3^s \eta_5^s \eta_6^s)$$

$$\frac{\partial f^s}{\partial \eta_2^s} = -2t(\eta_1^s \eta_3^s \eta_4^s + \eta_1^s \eta_3^s \eta_5^s + \eta_1^s \eta_4^s \eta_6^s + \eta_3^s \eta_5^s \eta_6^s)$$

$$\frac{\partial f^s}{\partial \eta_3^s} = -2t(\eta_1^s \eta_2^s \eta_4^s + \eta_1^s \eta_2^s \eta_5^s + \eta_1^s \eta_2^s \eta_6^s + \eta_2^s \eta_4^s \eta_5^s)$$

$$\frac{\partial f^s}{\partial \eta_4^s} = -2t(\eta_1^s \eta_2^s \eta_3^s + \eta_1^s \eta_3^s \eta_4^s + \eta_1^s \eta_4^s \eta_5^s + \eta_3^s \eta_4^s \eta_6^s)$$

$$\frac{\partial f^s}{\partial \eta_5^s} = -2t(\eta_1^s \eta_2^s \eta_3^s + \eta_1^s \eta_2^s \eta_4^s + \eta_1^s \eta_2^s \eta_6^s + \eta_2^s \eta_3^s \eta_5^s)$$

In the equation for the dislocation velocity, Eq. (17), the only contributing amplitudes are those for which $s_n \neq 0$. By comparing Eqs. (B2) to the dislocation charges for the possible Burgers vector in the bcc lattice, Table I and noting that, at the dislocation core, $\eta_n = 0$ for $s_n \neq 0$, we find

$$s_n \neq 0 : \frac{\partial f^s}{\partial \eta_n^s} = 0. \quad (B3)$$

at the dislocation core. Therefore the corresponding evolution laws defined in Eqs. (25)–(26) are fully decoupled.
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