Charge- and pair-density-wave orders in the one-band Hubbard model from dynamical mean field theory
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We use cluster dynamical mean field theory (CDMFT) on the one-band Hubbard model for the high-\(T_c\) superconducting cuprates to study the charge-density-wave phase and its competition with superconductivity at \(T = 0\). The \(d\)-wave charge-density-wave order, which appears as a \(d\)-wave bond-density-wave order within the one-band Hubbard model, arises purely out of local correlation effects and also leads to a \(s'\)-wave pair-density-wave in the presence of \(d\)-wave superconductivity. The \(d\)-wave bond-density-wave order is observed to be weakened in presence of superconductivity, as has been seen earlier in experiments, and additionally demonstrates strikingly different behaviors on varying \(U\) in the normal and the superconducting states. In the normal state, the \(d\)-wave bond-density-wave order tends to decrease to zero as \(U \to \infty\) suggesting that it is mediated by magnetic interactions.

I. INTRODUCTION

Charge-density-wave (CDW) order is ubiquitous among various families of high-\(T_c\) superconducting cuprates (HTSC) [1–4]. Although the exact role of this broken-symmetry state in high-\(T_c\) superconductivity is not yet understood, it has been observed that the CDW order is in competition with superconductivity [1, 5–7]. It is enhanced when superconductivity is suppressed by a magnetic field.

The CDWs are observed to exist mostly as unidirectional domains [2–4] and are known to have a predominant \(d\)-wave form factor with weak \(s\)-wave and \(s'\)-wave components [3, 8]. CDWs are generally incommensurate [1, 5–7, 9, 10] and the associated wave number decreases with hole doping [5, 10]. However, Kohsaka et al. [2] and Fujita et al. [3] suggest that a locally commensurate CDW with wavevector \(q = 0.25\) renders the experimental results very well. Further, it was recently observed that a \(s'\)-wave Cooper-pair-density-wave (PDW) order, with wavevector \(q = 0.25\), exists in underdoped cuprates [11, 12], arising from the coexistence of a \(d\)-wave CDW order and \(d\)-wave superconductivity [11].

There have been many theoretical attempts to study the CDW order as originating from strong correlation effects. For instance, CDW modulations have been obtained from various families of high-\(T_c\) superconducting cuprates [1–4]. Sachdev & La Placa [15] obtained an incommensurate bond-density-wave order from a Hartree-Fock computation within the \(t-J\) model. Raczkowski et al. [16] obtained spatially modulated charge-density and superconductivity using renormalized mean-field theory and variational Monte Carlo on the \(t-J\) model. Pépin et al. [17] and Wang & Chubukov [18] obtained the CDW modulations using a spin-fermion model with short-range magnetic interactions. Atkinson et al. [19] studied the three-band Hubbard model with a generalized random-phase approximation (RPA) and observed the onset of a CDW order. A recent work using the dynamical cluster approximation (DCA) on the half-filled extended Hubbard model observed the CDW phase [20]. Further, Faye and Sénéchal [21] studied the one-band Hubbard model using the variational cluster approximation (VCA), where they observed the onset of a bond-density-wave order and a pair-density-wave order within the superconducting state.

In this work, we study doped Mott insulators at zero temperature using cluster dynamical mean field theory (CDMFT) with exact diagonalization (ED) as the impurity solver. We observe the existence of various density-wave (\(s\), \(s'\) and \(d\)-wave) orders for a finite range of hole doping, with a dominant \(d\)-wave bond-density-wave (BDW) order. We study the normal and the superconducting states of the system and also observe the appearance of a pair-density-wave (PDW) order when the BDW coexists with superconductivity. Further, we observe that the BDW order is weakened in presence of superconductivity as observed in refs. [6, 7], compared to the BDW order in the normal state. Additionally, the superconducting order is also weakened in presence of the BDW order compared to superconductivity present alone, indicating an inherent competition between the two orders. We also observe that the dependence of the BDW order on \(U\) is very different between the normal and the superconducting states.

The paper is organized as follows. In section II, we briefly describe the one-band Hubbard model and how the density-waves are incorporated within this model. In section III, we describe the CDMFT procedure. In section IV, we show the important results of this work and in section V, we discuss various implications of our results, to finally conclude.

II. MODEL

We use the one-band Hubbard model:

\[
H = - \sum_{\mathbf{r}, \mathbf{r}', \sigma} t_{\mathbf{r}, \mathbf{r}' \sigma} c_{\mathbf{r}, \sigma}^\dagger c_{\mathbf{r}', \sigma} + U \sum_{\mathbf{r}} n_{\mathbf{r}, \uparrow} n_{\mathbf{r}, \downarrow} - \mu \sum_{\mathbf{r}, \sigma} n_{\mathbf{r}, \sigma} \tag{1}
\]

where \(c_{\mathbf{r}, \sigma}^\dagger\) creates an electron of spin \(\sigma\) at the site \(\mathbf{r}\); \(U\) is the on-site Coulomb repulsion and \(\mu\) is the chemical potential. We consider only the first, second and third nearest neighbor hopping terms, with amplitudes \(t\), \(t'\) and \(t''\) respectively. We adopt the values \(t'/t = -0.3\), \(t''/t = 0.2\), \(\mu/t = 1\).
appropriate for BSCO [22] and, to some extent, for YBCO [23].

The CDW modulations exist on the oxygen atoms in the CuO$_2$ lattice [2, 3]. In the one-band Hubbard model, since oxygen atoms are not explicitly present, the CDWs are best represented as bond-density-wave (BDW) modulations on the Cu-Cu bonds (Fig. 1(a)).

\[ \Psi_{BDW} = \sum_{\sigma} t_{qa} c_{q,a}^\dagger c_{q-a,a} e^{i(q+a/2)} + \text{H.c.} \]  

(2)

where \( t_{qa} = -t_{q\hat{a}} \) leads to a \( d \)-wave form factor and \( t_{q\hat{a}} = t_{q\hat{a}} \) leads to a \( s' \)-wave form factor; \( a = \pm \hat{x}, \pm \hat{y} \); since we are looking for modulations on the first-neighbor bonds (Fig. 1(a)) where oxygen atoms should lie.

The BDW operator corresponding to the charge-density modulations centered on the Cu sites (Fig. 1(b)) is written as:

\[ \Psi_{CDW} = \sum_{\sigma} c_{q,a}^\dagger c_{q,a} e^{iq\cdot r} + \text{H.c.} \]  

(3)

We also probe \( d \)-wave superconductivity, with the pairing operator:

\[ \Psi_{dSC} = \sum_{\sigma} \left( c_{r,\uparrow} c_{r+\hat{x},\downarrow} - c_{r,\downarrow} c_{r+\hat{x},\uparrow} \right) - \sum_{\sigma} \left( c_{r,\uparrow} c_{r+\hat{y},\downarrow} - c_{r,\downarrow} c_{r+\hat{y},\uparrow} \right) + \text{H.c.} , \]  

(4)

as well as the pair-density-wave (PDW) order with the following operator:

\[ \Psi_{PDW} = \sum_{r,a} u_{qa} (c_{r,\uparrow} c_{r+a,\downarrow} - c_{r,\downarrow} c_{r+a,\uparrow}) e^{iq\cdot(r+a/2)} + \text{H.c.} \]  

(5)

where \( u_{q\hat{a}} = u_{q\hat{y}} = 1 \) in a \( s' \)-wave form factor and \( a = \pm \hat{x}, \pm \hat{y} \). Motivated by experiments [2, 3], we take \( q = 2\pi/4\hat{k} \) for all the above DW operators (Eqs 2,3,5).

### III. METHOD

#### A. Cluster Dynamical Mean Field Theory

Short-range quantum fluctuations arising from the strong local Coulomb repulsion are believed to cause the exotic orderings mentioned above (Eqs 2-5). Local approaches involving one-electron excitations and formulated in terms of Green functions, such as cluster extensions of dynamical mean field theory, are known to capture these effects well.

In cluster dynamical mean field theory [24], the self-energy of the system is approximated by that of a self-consistent impurity model, defined on a small cluster of atoms hybridized with a bath of uncorrelated orbitals. The latter represent the effect of the cluster’s environment, i.e., the rest of the lattice. The bath parameters are adjusted self-consistently in such a way that the self-energy of the impurity problem is as close as possible to that of the infinite system. The infinite lattice is tiled into identical, repeated units, i.e., a superlattice of identical clusters is defined, and the cluster coincides with the impurity problem. However, in the present problem, the unit cell of the superlattice is too large to constitute a single impurity problem, and therefore two different impurity problems, each defined on a 4-site plaquette (the cluster), will be necessary to form an 8-site super unit cell (Fig. 2). We use exact diagonalization to solve each impurity model at \( T = 0 \). More information on this approach can be found in [25–27].

Specifically, the impurity model (or cluster) Green function is computed:

\[ G_c(\omega) = \omega - t_c - \Gamma(\omega) - \Sigma(\omega) \]

(6)

where \( t_c \) is the hopping matrix on the cluster, \( \Sigma(\omega) \) is the self-energy of the cluster and \( \Gamma(\omega) \) is the (known) hybridization function, which depends on the energies of the uncorrelated orbitals and their hybridization with the cluster, aka the bath parameters.

In the case of a single cluster per super unit cell, the lattice Green function can be written as

\[ G(\mathbf{k}, \omega) = \omega - t(\mathbf{k}) - \Sigma(\omega) \]

(7)

where \( \Sigma(\omega) \) is the self-energy of the cluster obtained from (6) and is an approximant to the lattice self-energy, and \( \mathbf{k} \) belongs to the Brillouin zone of the superlattice, aka the reduced Brillouin zone. \( G(\mathbf{k}, \omega) \) is a matrix of order \( 2L \), \( L \) being the number of sites in the super unit cell and the factor of 2 accounting for spin. The CDMFT self-consistency condition states that the local (projected on the cluster) Green function obtained by Fourier transforming the lattice Green function:

\[ \tilde{G}(\omega) = \frac{1}{N} \sum_{\mathbf{k}} G(\mathbf{k}, \omega) \]

(8)

should coincide with the cluster Green function \( G_c(\omega) \). Because of the finiteness of the bath in the exact diagonalization method, this condition cannot be satisfied exactly and...
is instead approximated by the minimization of a distance function
\[ d = \sum_{\omega_n} W(z) \text{Tr} \left| \mathbf{G}_c^{-1}(i\omega_n) - \tilde{\mathbf{G}}^{-1}(i\omega_n) \right|^2, \quad (9) \]
where the sum is taken over Matsubara frequencies associated with an effective temperature, in order to avoid problems related to the discreteness of the poles in the zero-temperature Green function. When more than one impurity model is needed in the super unit cell, some of the above formulas need to be adapted, as indicated in the next subsection.

B. Choice of clusters

The size of the super unit cell should be commensurate with the period of the DW modulation we wish to probe, so that the super unit cell contains at least one full DW modulation. In addition, the clusters should be large enough to allow for d-wave superconductivity to arise from quantum fluctuations within the cluster, and this means 4-site plaquettes.

FIG. 2. We choose a $4a \times 2a$ super unit cell (gray box) containing two $2a \times 2a$ clusters. The choice is made so that a full period of the BDW (PDW) modulation (shown in blue and red for positive and negative amplitudes respectively, on the Cu-Cu bonds) lies within the super unit cell. Note that we have shown a d-wave modulation here; a s'-wave modulation can be visualized by swapping the colors of the bonds (red → blue, blue → red) along any one of the axes. A s-wave CDW modulation (Fig. 1(b)) is also contained within our super unit cell.

We therefore define a super unit cell consisting of two $2 \times 2$ clusters (Fig. 2). Each cluster forms an impurity model with a set of 8 bath orbitals, as specified below. With two clusters in the super unit cell, the lattice Green function takes the form
\[
\mathbf{G}(\mathbf{k}, \omega)^{-1} = \begin{pmatrix}
\sigma - \mathbf{t}^{(1)}(\mathbf{k}) - \Sigma_i(\omega) & -\mathbf{t}_c(\mathbf{k}) \\
-\mathbf{t}_c(\mathbf{k}) & \sigma - \mathbf{t}^{(2)}(\mathbf{k}) - \Sigma_2(\omega)
\end{pmatrix}^{-1}
\quad (10)
\]
where $\mathbf{t}^{(j)}(\mathbf{k})$ is the hopping matrix corresponding to cluster $i$, $\Sigma_i(\omega)$ is the corresponding self-energy and $\mathbf{t}_c(\mathbf{k})$ is the matrix of hoppings between clusters 1 and 2.

The distance function becomes
\[
\sum_{j, \omega_n} W(i\omega_n) \text{Tr} \left| \mathbf{G}_c^{-1}(i\omega_n) - \tilde{\mathbf{G}}^{-1}(i\omega_n) \right|^2
\quad (11)
\]
where $j$ is the cluster label. $\mathbf{G}_{c,j}$ is the $j^{th}$ cluster Green function and $(\tilde{\mathbf{G}}^{-1})_j$ is the $j^{th}$ diagonal block $(2N_c \times 2N_c)$ of the inverse of $\tilde{\mathbf{G}}$ (Eq. (8)); $N_c$ is the number of sites in each cluster.

C. Bath parametrization

The cluster-bath impurity model is defined by the Hamiltonian
\[
\mathcal{H}_{\text{imp}} = \mathcal{H}_\text{clus} + \sum_{a,r,\sigma} \left( \mathcal{H}_a(r) + \mathcal{H}_r(a) \right) + \sum_{\sigma} \epsilon_\sigma \mathbf{c}_\sigma^\dagger \mathbf{c}_\sigma
\]
\[
+ \sum_{\beta} \left( \Delta_\beta \mathbf{c}_\beta^\dagger \mathbf{c}_{\beta \uparrow} - \Delta_\beta^* \mathbf{c}_\beta \mathbf{c}_{\beta \downarrow} + \text{H.c.} \right)
\quad (12)
\]
where $\mathcal{H}_\text{clus}$ is the restriction of Hamiltonian (1) to the cluster, $c_{\sigma}^\dagger a_{\sigma,r}$ annihilates an electron with spin $\sigma$ at cluster site $a$, $a_{\sigma,r}^\dagger c_{\sigma,r}$ annihilates an electron with spin $\sigma$ in the bath orbital $r$, $\theta_{\sigma}^\dagger a_{\sigma,r}$ is the hopping amplitude from bath orbital $r$ to site $a$ on the cluster, $\epsilon_\sigma$ is the energy of bath orbital $r$, and finally $\Delta_\beta$ is the pairing amplitude for a singlet formed between site $\beta$ in the cluster and bath orbital $r$. We have put 8 uncorrelated orbitals in the bath; this defines an impurity model of $2 \times (4 + 8) = 24$ fermionic degrees of freedom (spin included), manageable with an ED solver.

The uncorrelated part of the impurity Hamiltonian (Eq. (12)) can be conveniently represented in matrix form using the Nambu formalism, i.e., in terms of the multiplet $(C_1, C_2, A_1, A_2^\dagger)$, where $C_\sigma = (c_{1,\sigma}, c_{2,\sigma}, c_{3,\sigma}, c_{4,\sigma})$ and $A_\sigma = (a_{1,\sigma}, \cdots, a_{8,\sigma})$ ($\sigma = \uparrow, \downarrow)$. \[H_{\text{imp}}^0 = (C_1^\dagger C_1 A_1^\dagger A_2) \begin{pmatrix} T & \Theta \\ \Theta^\dagger & E \end{pmatrix} \begin{pmatrix} C_1 \\ C_2 \\ A_2 \\ A_1^\dagger \end{pmatrix} \quad (13)\]

where
\[
T = \begin{pmatrix} t_\uparrow & 0 \\ 0 & -t_\downarrow \end{pmatrix}, \quad \Theta = \begin{pmatrix} \theta_{\uparrow \uparrow}^\dagger & -\Delta_{\uparrow \downarrow}^\dagger \\ -\Delta_{\downarrow \uparrow} & -\theta_{\downarrow \downarrow} \end{pmatrix}, \quad E = \begin{pmatrix} \epsilon & 0 \\ 0 & -\epsilon \end{pmatrix}
\quad (14)\]

$t_\sigma$ is a $4 \times 4$ matrix, $\theta$ is a $4 \times 8$ matrix, $\Delta$ is a $8 \times 4$ matrix, $\epsilon$ is a $8 \times 8$ diagonal matrix with energies of the 8 bath orbitals as the diagonal elements.

The uncorrelated cluster Green function can be obtained by projecting the uncorrelated impurity Green function $\mathbf{G}_{\text{imp}}^0 = (\omega - H_{\text{imp}}^0)^{-1}$ on the cluster, from which the bath hybridization function $\Gamma$ in Eq. (6) can be obtained as:
\[
\Gamma = \Theta (\omega - E)^{-1} \Theta^\dagger
\quad (15)\]

There are 64 parameters in the cluster-bath hybridization $\Theta$ for each cluster, therefore a total of 128 parameters, w.r.t which the distance function (eq. (11)) should be minimized at each CDMFT iteration. Symmetries of the cluster can help to reduce the number of independent variational parameters. Point group symmetries have been used
to parametrize the bath in CDMFT [28, 29]. We follow Foley et al. [29] and parametrize the bath corresponding to the irreducible representations of the point group \( C_2 \) generated by a reflexion across the horizontal axis (Fig. 3). The orders that we probe, i.e., the DW and the superconducting orders, are compatible with this point group symmetry.

\[
\begin{align*}
\theta_{\text{even}} &= \begin{pmatrix}
\theta_{11} & \theta_{12} & \theta_{13} & \cdots & \theta_{18} \\
\theta_{11} & \theta_{r2} & \theta_{r3} & \cdots & \theta_{r8} \\
\theta_{11} & \theta_{22} & \theta_{23} & \cdots & \theta_{28} \\
\theta_{11} & \theta_{32} & \theta_{33} & \cdots & \theta_{38} \\
\theta_{11} & \theta_{42} & \theta_{43} & \cdots & \theta_{48}
\end{pmatrix} \\
\Delta_{\text{even}} &= \begin{pmatrix}
\Delta_{11} & \Delta_{12} & \Delta_{13} & \cdots & \Delta_{18} \\
\Delta_{11} & \Delta_{22} & \Delta_{23} & \cdots & \Delta_{28} \\
\Delta_{11} & \Delta_{32} & \Delta_{33} & \cdots & \Delta_{38} \\
\Delta_{11} & \Delta_{42} & \Delta_{43} & \cdots & \Delta_{48}
\end{pmatrix} \\
\theta_{\text{odd}} &= \begin{pmatrix}
\theta_{12} & \theta_{13} & \cdots & \theta_{18} \\
\theta_{22} & \theta_{23} & \cdots & \theta_{28} \\
\theta_{32} & \theta_{33} & \cdots & \theta_{38} \\
\theta_{42} & \theta_{43} & \cdots & \theta_{48}
\end{pmatrix} \\
\Delta_{\text{odd}} &= \begin{pmatrix}
\Delta_{12} & \Delta_{13} & \cdots & \Delta_{18} \\
\Delta_{22} & \Delta_{23} & \cdots & \Delta_{28} \\
\Delta_{32} & \Delta_{33} & \cdots & \Delta_{38} \\
\Delta_{42} & \Delta_{43} & \cdots & \Delta_{48}
\end{pmatrix}
\end{align*}
\]

Figure 3 shows the parametrization of the bath, which contains the even and odd irreducible representations of the symmetry group \( C_2 \). The number of independent parameters in \( \theta \) is now reduced to 32 per cluster. Out of 8 bath orbitals, 4 belong to the even irreducible representation (Fig. 3(a)) and 4 belong to the odd irreducible representation (Fig. 3(b)). The matrices \( \theta \) and \( \Delta \) take the following form for the even (Eqs (16-17)) and odd (Eqs (18-19)) irreducible representations.

D. Computing averages

After the CDMFT procedure has converged, the lattice Green function (10) can be used to compute various observables. The average value of a one-body operator \( \hat{O} = \sum_{r, \sigma} O_{r, \sigma} c_r^\dagger c_r \) is computed as

\[
\langle \hat{O} \rangle = \oint \frac{d\omega}{2\pi} \int \frac{d^2 \mathbf{k}}{(2\pi)^2} \text{tr}[O(\mathbf{k})G(\mathbf{k}, \omega)]
\]

However, the DW operators are not defined fully on each cluster because they are period-4 objects, hence their cluster averages would be meaningless. But for local operators like the density operator, it could be more relevant in some cases to look at the cluster averages rather than the lattice averages.

IV. RESULTS

We have carried out CDMFT computations in three ways: (1) By probing the DW orders and suppressing superconductivity (the normal phase); (2) by probing superconductivity and suppressing the DW orders, which is done by requiring that the two clusters forming the super unit cell have identical bath parameters (the pure SC phase); (3) by allowing all orders (DW and SC) to coexist (coexistence phase). Note that the coexistence is microscopic in the context of this work.

Figure 4 shows the \( d \)-wave BDW order parameter and other related (\( s' \)- and \( s \)-wave) DW order parameters, as a function of hole doping for different values of the on-site Coulomb repulsion \( U \), in the normal phase. As can be seen from the figure, the \( d \)-wave BDW is the predominant order, with weaker \( s' \)-wave BDW and \( s \)-wave CDW orders, as also seen in experiments [3, 8]. We will focus on the \( d \)-wave BDW order for the rest of this article. The \( d \)-wave BDW order parameter decreases with \( U \) for most values of hole doping shown. However, as can be seen in Figs 4b and 4c, the relative strengths of the \( s' \)-wave BDW and the \( s \)-wave CDW orders increase with \( U \).
FIG. 4. (a) The d-wave BDW order parameter as a function of doping for different values of \( U \) in the normal phase. (b) The \( s' \)-wave BDW and (c) the s-wave CDW order parameters, relative to the d-wave BDW order.

Figure 5 shows the d-wave BDW order parameter (filled symbols) in the coexistence phase, where it is also accompanied by a \( s' \)-wave PDW order (open symbols), as recently observed experimentally [11, 12]. It is known from Ginzburg-Landau theory [31, 32] that coexisting d-wave BDW and d-wave superconductivity lead to a \( s' \)-wave PDW. Note that the PDW order is much weaker than the BDW order.

It is known that the d-wave CDW order in cuprates is weakened within the superconducting state [6, 7]. As discussed in Sect. II, such a CDW is incorporated as a d-wave BDW here. Figure 6 shows the d-wave BDW order (in red) in the normal phase (open symbols) as well as within the coexistence phase (filled symbols) for \( U = 14 \) (Fig. 6a) and \( U = 16 \) (Fig. 6b). It can be seen that the BDW order is much weaker in the coexistence phase than in the normal phase.

Fig. 6 also compares the superconducting order parameter (in blue) in the pure SC phase (open symbols) with that in the coexistence phase (filled symbols), and they are seen to coincide when the BDW order goes to zero. Superconductivity is also weakened when it coexists with the BDW order, as can be seen in the figure. Further, the PDW order (in green) is seen to exist only when both BDW and superconductivity are present.

FIG. 5. BDW (filled symbols) and PDW×10 (open symbols) order parameters in the coexistence phase for different values of \( U \).

FIG. 6. (a) BDW order parameter (red) in the normal (open symbols) and coexistence (filled symbols) phases along with the superconducting order parameter (blue) in the pure SC (open symbols) and coexistence (filled symbols) phases, for \( U = 14 \). The PDW order (green) is also shown. (b) Same for \( U = 16 \).

Figure 7 shows the d-wave BDW order parameter (filled
symbols) and the $d$-wave superconducting order parameter (open symbols) in the coexistence phase as a function of doping for different values of $U$. The BDW order parameter grows from $U = 13$ to $U = 14$, remains almost constant up to $U = 16$ and then decreases. By contrast, the $d$-wave BDW order parameter in the normal state (Fig. 4a) decreases with $U$. Such a difference in the behavior of the BDW order as function of $U$ in the normal and the coexistence phase emphasizes the competition between superconductivity and BDW. Note that superconductivity is weakened upon increasing $U$.

![Graph showing order parameters](image)

**FIG. 7.** $d$-wave BDW (filled symbols) and superconducting (open symbols) order parameters are shown together for $U = 13, 14, 16, 18$ in the coexistence phase to emphasize their behavior as a function of $U$.

The period-4 DW orders appear spontaneously in our CDMFT solutions as we reach appropriate doping values. This is marked by a spontaneous breaking of the translation symmetry in our impurity models, i.e., across the two impurity clusters, which constitute the unit cell of the superlattice. For instance, the appearance of the DW orders is accompanied by a difference in the densities between the two clusters. Figure 8 shows the electron densities on the two clusters (red symbols) along with the various DW order parameters (blue symbols) as a function of the lattice doping. This difference in the densities between the two clusters can be attributed to the $s'$-wave BDW and the $s$-wave CDW orders, which appear along with the dominant $d$-wave BDW order as also seen earlier in Fig. 4, since the $d$-wave BDW order does not produce a bias in the cluster densities. Further, this is an effect of a period-4 modulation as opposed to a period-2 modulation where the two clusters must be identical.

![Cluster densities](image)

**FIG. 8.** Cluster densities (red) are shown along with the DW order parameters (blue) for the coexistence phase for $U = 16$. The two clusters are identical in the absence of a period-4 DW order, which then start to diverge on their densities as the DW orders develop.

**V. DISCUSSION AND CONCLUSION**

It is usually assumed that $d$-wave CDW modulations are mediated by short-range antiferromagnetic (AFM) fluctuations [14, 15, 18]. Various theoretical studies using the $t$-$J$ model, a large-$U$ limit of the Hubbard model emphasizing exchange interactions, have been able to compute the CDW modulations in various approximations [13–16]. In our case, the short-range correlations within the 4-site clusters govern the physics of the DW modulations. A general effective theory of magnetic interactions at large $U$ would include ring-exchange and higher order terms in addition to exchange terms and would be formulated as a power series in $1/U$ [33]. Hence the $d$-wave BDW order parameter should decrease with $U$, at least when $U$ is large, and go to zero as $U \to \infty$ if it is mediated by AFM fluctuations. In other words, it should not have a component that is $U$-independent as $U \to \infty$. We show in Fig. 9 the optimal value of the $d$-wave BDW order parameter in the normal phase as a function of $1/U$. We also include fits of the datapoints against polynomials in $1/U$ of degrees 1 to 4; the fit coefficients are shown in Table I. The key observation is that the constant term $a_0$ decreases with the order of the polynomial, which indicates that the optimal order parameter goes to zero as $U \to \infty$. This reinforces our belief that the $d$-wave BDW order is mediated by short-range AFM fluctuations.

In the coexistence phase, the behavior of the $d$-wave BDW order is not monotonous with $U$ (Figs 5,7). We observe that both superconductivity and $d$-wave BDW order are weakened when coexisting (Fig. 6). The $d$-wave BDW order parameter first increases with $U$, concurrently with a drop in superconductivity, and then starts decreasing with $U$ (like in the normal phase shown in Fig. 4) after its competitor (superconductivity) has been sufficiently weakened. This is another sign of the competition between the two phases, as opposed to cooperation.

The range of hole doping at which BDW occurs in the normal phase is also different than that at which the BDW occurs in the coexistence phase. In the normal phase, the $d$-wave BDW order starts at very low hole doping (around
FIG. 9. Optimal value of the $d$-wave BDW order parameter in the normal state (Fig. 4(a)) as a function of $1/U$ along with fits with various polynomial functions. The values of the coefficients for each polynomial function is shown in table I.

TABLE I. Fit parameters of the polynomial functions used in Fig. 9.

| $P_1(x)$ | $P_2(x)$ | $P_3(x)$ | $P_4(x)$ |
|---------|---------|---------|---------|
| $a_0$  | 0.051 ± 0.0031 | 0.034 ± 0.0012 | 0.025 ± 0.0007 | 0.017 |
| $a_1$  | 0.52 ± 0.042 | 1.043 ± 0.034 | 1.45 ± 0.036 | 1.94 |
| $a_2$  | −3.68 ± 0.24 | −9.71 ± 0.54 | −20.73 |
| $a_3$  | 28.35 ± 2.52 | 133.67 |
| $a_4$  | −366.26 | 4%}, while in the coexistence phase, it starts at around 14% doping. This disappearance of the BDW order at lower values of the hole doping in the coexistence phase might also be related to the competition between the two orders.

In summary, we obtain various DW orders, dominated by a $d$-wave BDW, arising from local correlation effects in the one-band Hubbard model. We observe that both BDW order and superconductivity are weakened when they coexist, revealing the competition between these orders. We also observe a $s'$-wave PDW when BDW and superconductivity coexist. Furthermore, the $d$-wave BDW order is observed to vanish as $U \to \infty$, which strongly suggests a spin fluctuation mechanism.
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