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Abstract
The concepts of cultural relativism (introduced by Franz Boas) and hedonic relativism introduced by Richard Easterlin are reference points of a theory that addresses international differences in per capita incomes and variations in the contribution of income to happiness. The pivotal concept in this study is diligence. Painstaking effort, that is, diligence, is needed to produce high quality goods and services. The downside of such efforts lies in the psychological burden that comes with the necessary high level of self-control of the individual worker and the required organisational feedback mechanisms in firms. We present two competing views concerning the determination of diligence. The first, anthropologically inspired, hypothesis states that a society’s cultural forces such as cognitive styles, organisational traditions and religion determine the level of diligence. One implication of this perspective is that societies can have income levels that are either too high or too low relative to the welfare optimum. The second view holds that diligence is determined in a maximising way, balancing the gains and pains of diligence in the economic realm. Cross-country data are studied in order to assess the two competing views. The econometric evidence indicates that it is the maximising view that can explain key aspects of the data.

JEL: D63, P5, Z1

Keywords
Cultural relativism, hedonic relativism, diligence, output quality, happiness

1 Department of Economics, University of Erfurt, Erfurt, Germany.

Corresponding author:
Tobias F. Rötheli, Department of Economics, University of Erfurt, Nordhäuser Strasse 63, PF 900 221, D-99105 Erfurt, Germany.
E-mail: tobias.roetheli@uni-erfurt.de
Introduction

This study suggests a new way of looking at the connection between economic performance and well-being. Two key concepts of relativism help to locate this endeavour. The first form of relativism on which we draw is ‘hedonic relativism’ as argued by Easterlin (1974). Grounded in empirical analysis of income and survey-based happiness data from 19 countries, he reported what has become known as the Easterlin paradox: more income does not necessarily lead to more happiness. This finding has led to a lively exchange in the literature. While Easterlin stands by his position, others have made the point that income does systematically and positively affect happiness.\(^1\) Easterlin’s explanation of this finding turns around the concept of an aspiration income that differs from country to country, and people feeling happier (less happy) if they make more (less) than the aspiration level.

The second pertinent relativism is ‘cultural relativism’. The notion of relativism in studies of cultures and people was emphasised by anthropologist Franz Boas (1887) and his students. It means that cultures can only be judged on their own terms, and that there is no objective standard of a good life. Cultures differ widely regarding how much time people spend producing the commodities for their daily needs as opposed to, for example, performing ritual dances, engaging in potlatch exchanges or magic rituals.\(^2\) Taking the position of cultural relativism closer to the world of economics means that people in different societies vary in what they value and how they value it. Cultural traits and norms are primarily geared to sustaining a society’s practices. Whether these cultural specifications are supportive of an economy that focuses on the division of labour and market exchange is quite another matter.\(^3\)

The Outline of the Argument

The study developed here takes cultural variety as the starting point to explain international differences in per capita income and differences in the contribution of income to happiness. Our approach differs from studies that focus on productive versus counterproductive elements in cultures to explain the success of different countries or regions.\(^4\) Instead, we build on the idea that producing goods, particularly highly valued goods, requires diligence. Painstaking effort, carefulness and perfectionism are needed to turn out high-quality goods and services. The downside of perfectionism and diligence is its psychological burden. On the level of the individual, the careful production of goods and services necessitates a high level of self-control and a willingness to spot and eradicate errors. On the level of the collective, the burden of producing with little error comes in various forms of organisational controls and feedbacks. I argue that the burden (disutility) from diligence and the utility from income are valued differently across cultures and countries. As will be shown, this notion has the potential to explain both differences in incomes across the world and differences in peoples’ valuation of
additional income. Note that we will not trace aspects (or levels) of diligence as they relate to the production of marketable goods in different cultures. Rather, diligence is used as an umbrella term for cultural and organisational features of a society that help the production of high-quality goods at a cost of psychological burden.

Diligence has been identified as a key determinant for economic performance and economic development before (Heckmann, 2000; Rindermann & Thompson, 2011; Weber, 1905[1958]). More specific descriptions of mechanisms that relate diligence to product quality and quality management can be found in a variety of sources: Summers’ (2014) study is a general reference giving a very detailed description of modern quality management. An example of a study of a specific region comes from Wacker and Sheu (1994) who point to the relevance of diligence in the Pacific Rim, a region that has lately experienced major advances in quality. For a study covering a particular industry, namely luxury hotels, see Sila and Ebrahimpour (2003). Examples of comparative studies of quality differences regarding the same output are Mason et al. (1994) on biscuits in various European countries, and Shemwell and Yavas (1999) on different hospitals. On the level of mechanisms, Borghans et al. (2008) focus on the notion that diligent workers need less supervision. Finally, diligence is omnipresent in the form of ‘due diligence’. This term refers to an operational (and actionable) level of thoroughness initially applied to financial services but currently much more widely used (Flyvbjerg, 2013; Manning et al., 2006). When turning to modelling in the third section, we will link diligence directly to quality. Thus, we treat this link as a one-to-one relationship, and we will sometimes use the term diligence/quality.

So much for the gains from diligence, and now we turn our attention to its burdens. Here, we have reports from many settings, concerning the pressures and hazards of performing on a high level: Holst et al. (2012) describe the pressures and stress symptoms among professional orchestra musicians. Mesagno et al. (2012) similarly describe the strain and anxiety of professional athletes. Smith and Witt (1993) compare occupational stress among university faculty members, while Delbridge et al. (1992) detail how modern management practices like total management control increase stress.

The key to making the described approach intellectually fruitful is to explore two competing hypotheses. The central question is whether or not the level of diligence in a society is set in a way to balance its benefits against its costs. One position would be that the level of diligence is a culturally determined variable with differences in cognitive styles, organisational traditions and religion as important determinants. According to this notion, these cultural forces have a life of their own and are not aimed at balancing positive output effects against the negative burden of the associated stress. This view is termed the hypothesis of exogenous diligence. The contrasting view holds that cultural practices have evolved to support (or be in agreement with) society’s preferences regarding the pros and cons of diligence. According to this view, a society’s cultural practices are influenced by peoples’ preferences over the gains and pains of diligence. We call this the hypothesis of endogenous diligence.
It is obvious that the perspective developed here has links to the debate on modernism versus traditionalism. The debates between conflicting positions, either economic development bringing cultural change (Marx, 1867) or cultural values having an autonomous and enduring force affecting society in general and the economy in particular (Weber, 1905[1958]), make up an important strand in sociological thinking (Inglehart & Baker, 2000). This dualism also marks important lines of conflict in development studies, development policies and in the discussion of globalisation (Arnett, 2002; Nandy, 1981; Watts, 1993). If the approach developed here is to be judged on the background of the traditionalism—modernism debate, then it should be noted that it does not treat historical processes as being central. Rather, and in the tradition of economic theory, we focus on technology and preferences as the key elements.

The article is organised as follows: the third section outlines the model that will be used for the further analysis and as a guide for the empirical investigation. A neoclassical growth model illustrates how diligence affects the steady-state per capita income. A lack of diligence lowers effective output and thereby reduces consumption and investment. Defective goods are simply of no use in consumption and do not increase production capacity. A further element of the model is a preference function relating utility to income and diligence. This utility function helps to document key characteristics of the competing views regarding the determination of diligence. When diligence is endogenous (i.e., optimally chosen), a marginal increase in income leaves utility unchanged since the income increment necessitates a higher level of diligence. In the case of exogenous diligence, a country’s output level is typically either above or below that country’s optimum, which leads to the situation where an increase in income can either lower well-being or, alternatively, raise well-being.

In the fourth section, a stochastic version of the theoretical model is developed that can be used for working out the implications of the two competing hypotheses regarding the determination of diligence. In the fifth section, we stochastically simulate 10,000 economies in two versions according to the two hypotheses regarding diligence. These simulations provide the statistical implications that can inform the empirical investigation in the sixth section. In the sixth section, we study international cross-section data regarding per capita income and data from the World Happiness Report as a measure of utility or well-being. This section also draws on a measure of output quality from the research literature in order to assess the hypotheses put forward in this article. The findings suggest that cultural forces are, in fact, in tune with societies’ preferences regarding the benefits and the burdens of producing high-quality goods and services. However, we cannot rule out an element of exogeneity of culture with respect to the valuation of the gains and pains of diligence. The seventh section turns to international time series data on incomes and happiness to sharpen the conclusion regarding the two competing hypotheses. Based on time series estimates, we can make a stronger case for the maximisation hypothesis on the determination of diligence. The eighth section concludes this article.
A Theoretical Model

Here, we develop a model in order to clarify the points introduced before. The model is a variant of the neoclassical growth model. We have the standard production function that, for simplicity, comes in a Cobb–Douglas version. The variable \( y \) denotes the per capita output of goods, and \( k \) is the input of capital per worker:

\[
y_t = dA_k^\alpha, \text{ where } 0 < \alpha < 1
\]  

Here, \( A \) stands for the state of available technology, and \( \alpha \) is a constant. The only novel element is that only a fraction of output is usable. Given that we assume a one-to-one link between diligence (\( d \), where \( 0 < d \leq 1 \)) and quality, the fraction of usable goods is \( d \). That is, a fraction of \( 1 - d \) of all goods is defective and therefore is of no use. These faulty goods when directed towards consumption are equally useless as when, in the form of capital goods, channelled towards production.\(^6\) Hence, the accumulation of workable capital goods is ruled by

\[
k_t - k_{t-1} = (1 - \delta)k_{t-1} + s dA(dk_t)^\alpha
\]  

Since only a fraction of goods produced is usable, the quantity of effective consumer goods is

\[
c_t = (1 - s)dA_k^\alpha.
\]  

The second element affecting well-being is disutility as a result of applying a high level of diligence. When taking these two determinants of utility into account, this can be specified as

\[
u_t = c_t^\beta (1 - d)^{-1 - \beta}, \text{ with } 1 > \beta > 0.
\]  

Utility is higher with a relative absence of the strain from producing at a high level of quality. Here, the parameter \( \beta \) captures the relative importance of consumption over the disutility of diligence. For our purposes, we will focus on the steady-state outcome, which for income is

\[
y_t = \left( \frac{s dA}{\delta} \right)^{\alpha / \beta}
\]  

Utility in the steady state is

\[
u_t = (1 - s)^{\beta} \left( \frac{s dA}{\delta} \right)^{\alpha / \beta} (1 - d)^{1 - \beta}.
\]  

Figure 1 shows the utility maximum for two parametrisations, representing two different countries. We assume that both countries operate with the same
technology. The display exemplifies outcomes consistent with endogenous diligence. The outcome A marks the optimal choice for a country where the burden of diligence is felt as a lesser burden than in country B. The $\beta$ of country A is higher than the $\beta$ of country B. This shows up in the indifference curves of country A (exemplified by the graph $U_A$) as being flatter than the ones of country B ($U_B$). With a view to the computations of the next section, the optimal level of diligence (denoted by $d^*$) is

$$d^* = \frac{\beta \alpha}{\beta \alpha + (1 - \alpha)(1 - \beta)}.$$  

Clearly, country A generates a higher per capita income than country B as a result of its higher $d$. The derivative of $d^*$ with respect to $\beta$ is positive, and Figure 1 illustrates this point. Societies where the burden of perfectionism is borne more easily tend to have (ceteris paribus) higher income levels. However, nothing warrants an ordering of the outcomes of these two countries since the preferences leading to A and B are not cardinal and not comparable. From this perspective, the income difference is the result of the described preferences. This is a first form of relativity: no judgement can a priori be made from different per capita incomes to happiness in different countries.

As discussed before, it is conceivable that the level of diligence is not at the level that maximises the utility of a country. Cultural forces, including some coming from abroad, may induce $d$ to deviate from $d^*$. Figure 2 displays such a situation. Here, country C operates at a level of $d$ that is not chosen optimally. In this

---

**Figure 1.** Two Countries at Their Respective Optimal Level of Diligence

*Source:* The author.
case, the level of diligence has been pushed beyond the utility maximum with a choice at C instead of C*. Utility at C (i.e., $U$) is lower than at C* ($U^*$). Likewise, one can think of cases where culture ‘locks in’ a level of diligence below the value that optimally balances its benefits and costs. Figure 3 shows such a case denoted by D. Figures 2 and 3 give the essence of the exogeneity hypothesis regarding the determination of diligence.

**Figure 2.** A Country Pushed Beyond Its Optimal Level of Diligence

*Source:* The author.

**Figure 3.** A Country Operating Below Its Optimal Level of Diligence

*Source:* The author.
Summing up, if countries’ levels of diligence are chosen so as to reflect
the preferences over the effort to produce quality and output, then we should see
the situation displayed in Figure 1. By contrast, if the choice of \( d \) is independent
of the described preferences, then Figures 2 and 3 capture typical situations.\(^7\) The
next section describes the probabilistic version of our model that draws out the
implications for the joint distribution of diligence/quality, income and utility.

**Competing Views on the Determination of Diligence**

In order to assess the possible co-movements among \( d \), \( y \) and \( u \), we need to extend
the theoretical framework into a model that can be used for stochastic simulations.
For this purpose, we make explicit several further elements. The new elements are
required to generate a set of artificial economies with different preferences and
different levels of diligence and output. One new element used for simulating a
diversity of economies is the assumption that the production function differs
across countries. This is captured by the technology factor \( A \). In order to generate
data of simulated economies, this factor \( A \) will be sampled from a Gamma distri-
bution. The Gamma distribution is a two-parameter probability distribution over
the interval of 0 to infinity with a positive skew. The second element concerns the
level of diligence \( d \). Note that the two hypotheses described have differing impli-
cations: If (according to the exogeneity hypothesis) the level of diligence is inde-
pendent from the preferences over consumption and diligence, we let \( d \) be chosen
randomly from a Beta function to be detailed later. The Beta distribution is a two-
parameter probability distribution over the interval of 0 to 1. It can have a positive
or a negative skew, or it can be symmetrical. By contrast, if (according to the
endogeneity hypothesis) the level of diligence is the outcome of an optimisation
process concerning the trade-off captured in Equation (6), then \( d \) is not a param-
eter. Instead, it is the optimised level of diligence as expressed by Equation (7).

**Stochastic Simulations**

The following reports the results from simulations under the two competing sce-
narios concerning the determination of \( d \). In each case, we draw 10,000 sets of
parameters and compute the associated outcomes. With such a large number of
draws, the outcomes to be presented in the form of regression coefficients are
largely independent of randomness. Consider in detail the various distributional
assumptions used in the simulations. Take, first, the distribution of the technology
parameter \( A \). The function chosen to generate the distribution of the \( A \) term comes
in just one parametrisation, that is, Gamma (3.2), and it is displayed in Figure 4.\(^8\)
Turning to the distributions of \( \beta \) and for \( d \) (in the case where diligence is exoge-
nous): for each of these two probability distributions, we present three different
parametrisations of the Beta function. One distribution is left-skewed, one is sym-
metrical and one is right-skewed. Figure 5 shows the different versions of the Beta
probability distribution.\textsuperscript{9} Summing up, we generate 10,000 artificial economies, each of them in two versions. The elements in common to the two versions are the technology parameter and the preference function. The difference between two versions of the same economy only concerns the determination of $d$. In one
version, the endogeneity case, \( d \) is chosen optimally, and in the other variant, it is
chosen exogenously, that is, randomly.

The resulting data are now analysed by way of regressions that link the log of
utility of each simulated country to the log of income and to the log of the level of
diligence. It is obvious that endogeneity issues have affected this sort of estimate.
However, identification of parameters is not the purpose of our estimates. Rather,
we intend to work out key qualitative aspects of the relationship between utility,
income and diligence. In the simulated data, this relationship is analysed by way
of the following regression equation

\[
\ln(u) = \gamma_1 \ln(y) + \gamma_2 \ln(1 - d) + \varepsilon. \tag{8}
\]

Table 1 shows regression results in the form of the estimated coefficient for \( \ln(y) \)
and for \( \ln(1 - d) \) in the nine combinations of the two probability distributions for
\( \beta \) and \( d \). The first insight is that with an exogenous \( d \), both estimated coefficients
are always positive.\(^{10}\) By contrast, with an endogenous \( d \), the estimated coefficient
for \( \ln(1 - d) \) is always negative. This latter point is important for the empirical
analysis in the next section. It basically states that with an optimally chosen level
of diligence, the estimated effect seems to be paradoxical: an increase in diligence
appears to increase utility. Yet, before turning to empirical data, this finding has to
be scrutinised further.

It would be premature to take this finding to be the basis for a test between the
two competing hypotheses. So far, we have merely worked with two polar views
about the determination of diligence. Under the endogeneity hypothesis, diligence
is optimally chosen, while, under the exogeneity hypothesis, it is randomly
chosen. Suppose now that the truth lies between these polar cases. What results,
by contrast, when \( d \) tends to its utility optimal value yet still deviates from it?
Consider the outcome when, indeed, forces exist that push diligence in the direc-
tion of \( d^* \), but there are also counteracting forces that induce a divergence

| \( \beta \)-distribution | 4, 1.5 | 4, 4 | 1.5, 4 |
|--------------------------|-------|------|------|
| \( d \)-Distribution      |       |      |      |
| 4, 1.5                    |       |      |      |
| \( d \) Exogenous         | 0.72; 0.26 | 0.50; 0.49 | 0.27; 0.73 |
| \( d \) Endogenous        | 0.73; –0.22 | 0.47; –0.31 | 0.15; –0.30 |
| 4, 4                      |       |      |      |
| \( d \) Exogenous         | 0.73; 0.28 | 0.51; 0.50 | 0.27; 0.70 |
| \( d \) Endogenous        | 0.72; –0.22 | 0.47; –0.30 | 0.15; –0.31 |
| 1.5, 4                    |       |      |      |
| \( d \) Exogenous         | 0.72; 0.27 | 0.50; 0.52 | 0.27; 0.71 |
| \( d \) Endogenous        | 0.73; –0.21 | 0.47; –0.31 | 0.14; –0.34 |

Source: The author.
(positive or negative) between $d$ and $d^*$. This extension can be built into the simulations by having $d$ be a linear combination of its optimal value and a randomly chosen value. More specifically, we introduce the parameter $\theta$ (ranging between 0 and 1) as a measure of the relative importance of the endogenous (maximising forces) over the exogenous, random elements determining $d$.

In order to illustrate the effects of these intermediate cases regarding the determination of $d$, we take one particular combination (both left-skewed) of distributions for $\beta$ and $d$. This combination fits well with the empirical distribution of $d$, more specifically its counterpart quality, to be discussed in the sixth section. Table 2 documents how the estimated coefficients of $\ln(y)$ and $\ln(1-d)$ vary as the value of $\theta$ is increased in steps of 0.1 from 0 to 1. These results indicate that a positive correlation of utility and $d$ does not require diligence to be fully determined in a maximising fashion. In fact, it takes a relative low level of $\theta$ to make the estimated coefficient turn negative. The value 0.13 marks this threshold for the particular parametrisation of the model used here. Hence, a negative regression coefficient will result even when $d$ is markedly less affected by forces working towards maximisation than by random (cultural) forces. Further, the numbers in Table 2 show that the highest effect is not generated with an $\theta = 1$, but, instead, with a value of $\theta = 0.62$. These insights will be relevant when assessing the regression estimates in the next section.

### Table 2. Regression Coefficients for Simulated Data for Different Values of $\theta$

| Value of $\theta$ | Coefficient of $\ln(y)$ | Coefficient of $\ln(1-d)$ |
|-------------------|-------------------------|---------------------------|
| 0.0               | 0.72                    | 0.26                      |
| 0.1               | 0.70                    | 0.11                      |
| 0.2               | 0.70                    | -0.04                     |
| 0.3               | 0.70                    | -0.18                     |
| 0.4               | 0.71                    | -0.29                     |
| 0.5               | 0.72                    | -0.36                     |
| 0.6               | 0.73                    | -0.38                     |
| 0.7               | 0.73                    | -0.37                     |
| 0.8               | 0.73                    | -0.34                     |
| 0.9               | 0.73                    | -0.28                     |
| 1.0               | 0.73                    | -0.22                     |

*Source: The author.*

### Analysis of International Cross-section Data

This section assesses empirically the two hypotheses on the determination of the level of diligence. For this empirical investigation, we use international data to investigate the relationships developed. As stated before, we do not study the link between diligence and quality. Instead, we assume a direct link and, thus, when working empirically, draw on data of quality in manufacturing from a cross section of countries. For the empirical study, we use data on international quality
levels in manufacturing that have been estimated and compiled by Hallak (2003). His data on product quality cover 52 countries. Hallak’s measure is derived in an indirect way, based on differences in international prices for comparable goods. Although this approach may have its shortcomings, it appears to be the only relevant data set available. For the measure of utility, we rely on data from the World Happiness Report of the United Nations (Helliwell et al., 2017). Further, real per capita GDP (purchasing power parity adjusted, also from the World Happiness Report) is used as the income measure. So, what could be done with these data? I first propose to estimate a relationship between quality and output. The following presents the regression result for this relationship:

\[ \ln(y) = 9.835 + 0.617 \ln(d) \]

\[ R^2 = 0.506, \text{SEE} = 0.693 \]

As it turns out, the estimated parameter for the quality variable is, indeed, smaller than one and not significantly (p-value 0.18) different from 0.5, which is the value predicted by Equation (5) and based on the \( \alpha \) value of a third typically used in the literature.

Next, we address the links between countries’ levels of happiness, their per capita income and the level of output quality. For this purpose, we specify four different specifications. The general form of this relationship is

\[ H^i = f(y^i, d^i). \] (10)

We do not want to make the assumption that the happiness measure (the so-called life ladder measure) has all the common characteristics of utility. Hence, we leave open whether the estimated relationship should have the log of happiness indicator, or happiness as such, as the left-hand variable. Moreover, we offer different specifications with respect to the \( d \) variable. In one set of estimates, this variable is \( 1 - d \). This specification conforms to the utility function (6). That is, less diligence should, ceteris paribus, lead to a higher level of happiness. In the other version, allowing for a non-linear effect, the term \( \log(d) \) is introduced. Clearly, in this configuration, the utility function would suggest a negative coefficient. In any case, the coefficients of \( 1 - d \) and \( \log(d) \) in two otherwise identical specifications will have the opposite sign. Note, that this variable has been standardised here to be one for the country (Switzerland) with the highest level.

Table 3 documents the regression results. All relevant coefficients are significantly different from 0 at the 5% level of significance and in most cases even at the 1% level. The two first columns of Table 3 report the results with the log of per capita income and the log of quality as explanatory variables. The first column shows the case with \( \ln(y) \) as endogenous variables, and the second column presents the case with the measure \( y \). The third and the fourth column have \( \ln(d) \) instead of \( 1 - d \). In all our specifications, the general results are the same. Income has a clear positive effect on happiness. The estimated coefficient of the \( \ln(y) \)
Table 3. Regression Results Relating Happiness to Per Capita Income and the Measure of Quality

| Endogenous | Log(Happiness) | Happiness | Log(Happiness) | Happiness |
|------------|----------------|-----------|----------------|-----------|
| Constant   | 1.202***       | 2.656*    | 1.292***       | 3.445**   |
|            | (0.217)        | (1.290)   | (0.224)        | (1.312)   |
| log(y)     | 0.072***       | 0.424***  | 0.070***       | 0.390***  |
|            | (0.021)        | (0.127)   | (0.020)        | (0.120)   |
| log(d)     | 0.047**        | 0.286**   |                |           |
|            | (0.018)        | (0.110)   |                |           |
| 1 − d      | −0.214***      | −1.390*** |                |           |
|            | (0.073)        | (0.430)   |                |           |
| $R^2$      | 0.559          | 0.555     | 0.573          | 0.582     |
| SSE        | 0.105          | 0.624     | 0.103          | 0.604     |

Source: The author.

Note: Significance of estimated coefficient is documented as follows: *, ** and *** indicate significance at the 10%, 5% and 1% level, respectively.

variable indicates in all cases that higher income leads to positive but declining increases in happiness.

For both the specification with ln(d) as well as the one with 1 − d, the estimated effect of d on happiness is positive. This finding is in line with the endogeneity hypothesis, suggesting that there are forces that drive d in the direction of its utility-maximising level. As indicated in the sixth section, we cannot assess whether the forces of maximisation dominate the exogenous forces. Recall from the sensitivity analysis of Table 2 that even a modest influence of maximising forces generates the empirically documented effect. In this situation, the next section presents an additional empirical approach for assessing the exogeneity and endogeneity hypotheses.

Evidence from Individual Country Estimates

This section takes the empirical analysis to time series of data of individual countries. More concretely, we look at the connection between changes in income and happiness across countries in the data set of the World Happiness Report. The econometric analysis is conducted with all countries for which at least 8 years of data for real income and for the happiness measure are available. The following regression is estimated:

$$H_{jt} = \vartheta_0 + \vartheta_1 \log (y_{jt}) + \varepsilon_{jt}$$

The term $H_{jt}$ stands for the happiness level of country $j$ for a given year, and $y_{jt}$ is the corresponding level of real per capita income. Table 4 lists the results. For the purpose of transparency, we present the findings in three groups of countries. The column on the left lists the countries for which a positive $\vartheta_1$ coefficient is
| Positive Effect | Negative Effect | No Significant Effect |
|-----------------|-----------------|-----------------------|
| Algeria         | 1.703**         | Canada                |
| Bahrain         | 8.526*          | −2.543**              |
| Bosnia Her.     | 3.142**         | −1.797***             |
| Brazil          | 2.123*          | −3.300*               |
| Bulgaria        | 7.141***        | −2.300***             |
| Cameroon        | 2.840*          | −2.563**              |
| Chile           | 3.262**         | −2.385*               |
| China           | 0.981***        | United King.          |
| Colombia        | 1.060**         | Belgium               |
| Cyprus          | 7.420***        | Benin                 |
| Denmark         | 4.963*          | Bolivia               |
| Ecuador         | 4.038***        | Botswana              |
| Estonia         | 1.674**         | Burkina Faso          |
| Georgia         | 1.207***        | Cambodia              |
| Germany         | 2.565**         | Chad                  |
| Greece          | 4.834***        | Congo Bra.            |
| Hungary         | 4.696***        | Congo Kin.            |
| Italy           | 6.698***        | Costa Rica            |
| Kazakhstan      | 1.137*          | Croatia               |
| Kyrgyzstan      | 1.474*          | Czech Rep.            |
| Latvia          | 5.284***        | Domin. Rep.           |
| Macedonia       | 4.574*          | El Salvador           |
| Madagascar      | 7.673***        | Finland               |
| Moldova         | 2.386***        | France                |
| Mongolia        | 0.852***        | Ghana                 |
| Nicaragua       | 4.689***        | Guatemala             |
| Palest. Ter.    | 1.631**         | Haiti                 |
| Peru            | 2.161***        | Honduras              |
| Philippines     | 1.990***        | Hong Kong             |
| Poland          | 0.843*          | Indonesia             |
| Portugal        | 6.404**         | Iraq                  |
| Romania         | 2.475**         | Ireland               |
| Russia          | 4.598**         | Israel                |
| Serbia          | 10.698***       | Japan                 |
| Sierra Leone    | 2.498*          | Jordan                |
| Slovakia        | 2.799***        | Kenya                 |
| Spain           | 7.896**         | Kosovo                |
| Tajikistan      | 1.283*          | Kuwait                |
| Thailand        | 2.813*          | Lebanon               |
| Ukraine         | 4.567*          | Lithuania             |
| Uruguay         | 2.124***        | Luxembourg            |
| Uzbekistan      | 1.604***        | Malawi                |
| Venezuela       | 7.345*          | Malaysia              |
| Yemen           | 2.884***        | Mali                  |

**Source:** The author.

**Note:** Significance of estimated coefficient is documented as follows: *, ** and *** indicate significance at the 10%, 5% and 1% level, respectively.
estimated that is significantly different from 0. The middle column shows the countries with a significantly negative effect of income on happiness. The right column shows the remaining countries for which there is no significant effect of income.

There are several interesting findings: first, the largest group is made up of countries with no significant effect of income on happiness. In this category, we have a total of 70 countries. We take this finding as supportive of the hypothesis that countries tend to adopt the level of diligence (and hence the associated level of income) that maximises their utility. Figure 6 illustrates the argument. For countries that have achieved the optimal level of \( y \) (and \( d \)), a variation in income will not lead to a noticeable change in happiness. Second, there is a larger group of countries (44) where the effect of income on happiness is positive and a smaller group (8) of countries with the reverse effect. These two groups indicate that there are, indeed, forces that allow for diligence not to be set purely so as to maximise happiness. Some, but not all, of the countries with a positive regression coefficient will be societies whose \( d \) falls short of their \( d^* \). Again, Figure 6 makes the point. Societies with an income short of the utility-maximising level (i.e., on the left of the utility peak) are characterised by a positive correlation between income and happiness as indicated by the arrow with a positive ascent. The reverse holds for societies with an excessively high level of diligence judged through the lens of their preferences. They are located on the right of the peak and show a negative correlation between income and happiness.

Still, the list of countries with an income below the optimum (i.e., with \( d < d^* \)) should arguably be shorter. If \( d \) is at least partially determined exogenously, then we would expect similar numbers of countries above and below the optimum. Yet, on closer inspection, the fact that there are more countries to the left than to the right of the income optimum is exactly what we should expect if maximisation (or

---

**Figure 6.** Positions on the Utility Curve and the Influence of Income on Happiness  
**Source:** The author.
at least a noticeable element of endogeneity) with respect to \( d \) occurs. Consider what happens to a country that is at the utility maximum but experiences an improvement in the available state of technology. This is illustrated in Figure 7 where a country is initially located on the top of the dark utility curve. An increase in \( A \) means that the utility curve changes to the grey line. Utility in this country increases as an initial result of this technological innovation. Its immediate position after the innovation is vertically higher up on the new utility surface. Yet, given the new technological conditions, the economy will accumulate capital and grow towards a new and higher steady-state income level. During this transition period, the country will experience a positive association between increases in income and in happiness as indicated by the arrow in Figure 7.\(^{12}\)

Thus, from the perspective of single-country time series regressions, the evidence strongly suggests the presence of forces driving diligence in the direction of the utility maximum. Still, there is also evidence—notably in the set of countries with a negative income-to-happiness coefficient—of powerful societal forces that keep \( d \) away from \( d' \).\(^{13}\)

**Summary and Conclusions**

So, where does this study leave us with respect to relativism and economic relativism? Clearly, this investigation does not offer evidence on the concept of cultural relativism. Rather, as a starting point, it takes the notion that different cultures
value things differently. Yet, this relativism, in the form of a trade-off concerning diligence in the production of marketable goods, leads to a call for caution with respect to development policies. The evidence presented here suggests that cultural differences across countries regarding the willingness to produce high-quality goods conform to peoples’ preferences regarding the gains and pains of diligence. On this background, it becomes difficult to argue for the typical policies geared at increasing per capita output. Consider modern forms of agriculture or industry: they will likely increase incomes; however, they also have the potential to force forms of work and ways of living that people do not like. Arguably, there are countries where such effects are already present. Strictly welfare-increasing development policies would need to be in line with preferences. Furthermore, the effectiveness of policies should not be measured by advances to per capita output but rather by its addition to measures of happiness. Finally, our study leads to a new appraisal of the Easterlin paradox. Indeed, higher income cannot be expected to generally make people happier when the pains of earning more are taken into consideration.
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Notes

1. For a further material see Easterlin (1995) and Easterlin (2001). For a counter-positions see Deaton (2008) and Stevenson and Wolfers (2008).
2. Benedict (1934) vividly describes these varieties in the daily life of tribes of native Americans and thereby illustrates how native Americans’ culture differs from typical Americans’ life.
3. One further form of relativism worth noting here relates to how little Western, educated, industrialised, rich and democratic (WEIRD) people are representative of the world population. Henrich et al. (2010) give a concise account of the psychological differences around the world in psychological dimensions as reasoning, perception, moral assessments and inferential induction.
4. Greif (1994), Kwon (2005), Beugelsdijk (2007), Chambers and Hamer (2010), Gorodnichenko and Roland (2010), Williamson and Mathers (2011), Marrocu and Paci (2012), Alesina and Giuliano (2015), Rose (2018), Mokyr (2017) and Vachris and Isaacs (2017) represent and summarise approaches that relate culture to economic development and growth, that is, that outline mechanisms working through culture that help or hinder economic performance.
5. The notion of optimisation or maximisation is not foreign to anthropology. Burling (1962) traces maximisation approaches in anthropology and their relation to economics.

6. Arguably the effect of installing defective capital goods could have additional detrimental effects by impairing the productivity of the capital stock that is fully functioning.

7. When turning to the empirical analysis, differences in technology across economies have to be taken into account.

8. The concrete numbers of the parameters of the function chosen here are arbitrary. The essential point is the empirically motivated skew of the distribution, implying that there is a minority of countries with higher than average productivity.

9. The parametrisations of these three versions are Beta (1.5, 4) for left-skewed, Beta (4, 1.5) for the right-skewed and Beta (4, 4) for the symmetrical case.

10. A clear identification of the parameter of the utility function is possible only under very restrictive conditions. One simple case in which identification of the (average over all countries) preference parameter is feasible is where preferences are the same in all countries, and $d$ is exogenously, that is, randomly, chosen, and the $\beta$ distribution is symmetrical.

11. The average value of the quality measure is 0.30, while the median is 0.20. The distribution is thus left-skewed.

12. The converse argument would indicate that some of the countries in the middle column of Table 4 are, in fact, societies with $a \neq a^*$ instead of $d = d^*$.

13. The findings presented are in line with Inglehart and Baker (2000), who empirically document that cultural values have an enduring autonomous influence on society but are also driven by economic development.

14. Quite another matter are urgent steps to counter poverty like, for example, access to sufficient nutrition, clean water and medical care.
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