TEMPERED DISTRIBUTIONS AND SCHWARTZ FUNCTIONS ON DEFINABLE MANIFOLDS

ARY SHAVIV

Abstract. We define the spaces of Schwartz functions, tempered functions and tempered distributions on manifolds definable in polynomially bounded o-minimal structures. We show that all the classical properties that these spaces have in the Nash category, as first studied in Fokko du Cloux’s work, also hold in this generalized setting. We also show that on manifolds definable in o-minimal structures that are not polynomially bounded, such a theory can not be constructed. We present some possible applications, mainly in representation theory.
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1. Introduction

The theory of distributions, that was first introduced by Laurent Schwartz in [Sc51], has great importance in the rigorous definition of Fourier transform, in a manner that gives a meaningful insight on Heisenberg’s uncertainty principle. A natural class of distributions to consider is the class of tempered distributions – these are functionals on the space of compactly supported smooth functions, that extend to the space of Schwartz functions. A smooth real valued function on \( \mathbb{R}^n \) is called Schwartz if it remains bounded on all of \( \mathbb{R}^n \), even after an arbitrary algebraic differential operator is applied to it. In [dC91], Fokko du Cloux generalized the notion of Schwartz functions to an arbitrary affine Nash manifold – loosely speaking, an affine Nash manifold is a closed semi-algebraic subset of \( \mathbb{R}^n \) who is also a \( C^\infty \)-smooth sub-manifold. His motivation came from representation theory: let \( G \) be a Nash group (a semi-algebraic Lie group),
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let $H$ be a closed subgroup of $G$, and let $\pi$ be an arbitrary representation of $H$. The notion of Schwartz functions on affine Nash manifolds enables in some cases the definition of Schwartz induction of representations, namely the construction of a new representation $\mathcal{S}\text{Ind}^G_H(\pi)$ of $G$. In \cite{AG08}, Avraham Aizenbud and Dmitry Gourevitch generalized the theory of Schwartz functions to the category of general (not necessarily affine) Nash manifolds, and in \cite{ES18}, Boaz Elazar and the author constructed a theory of Schwartz functions on (not necessarily smooth) affine algebraic varieties. An important object in the above theories is the space of tempered functions – a smooth function on an open subset of $\mathbb{R}^n$ is tempered if it, together with all of its derivatives, goes to infinity as approaching the boundary (or infinity), not faster than one over some polynomial in the distance to the boundary. A wide study of these spaces of functions was done by Masaki Kashiwara and Pierre Schapira in \cite{KS96, KS01}. Although Bernard Malgrange showed in \cite{Ma66} that these spaces of functions do not form a sheaf in general, Kashiwara and Schapira essentially showed that ”sheaf property" does hold whenever Lojasiewicz’s inequality holds.

Nash manifolds are the simplest example of manifolds definable in a o-minimal structures (the reader not accustomed to the model-theoretic notion of ”definability in structures” will find an introductory review in subsection 2.1). In the model-theoretic language, Nash manifolds are simply manifolds definable in the ordered field of real numbers $\mathbb{R}$, i.e. in the structure $(\mathbb{R}, <, 0, 1, +, \cdot)$. This structure is polynomially bounded – any function on $\mathbb{R}$ that is definable in it is bounded by some polynomial. Polynomially bounded structures have ”tame geometry”, in the sense that Lojasiewicz’s inequality, with its many implications, holds.

In this paper we construct the theory of Schwartz functions, tempered functions and tempered distributions on manifolds that are definable in arbitrary polynomially bounded o-minimal structures. We show that their ”tame geometry” implies that all the classical properties these spaces have in the Nash case also hold in the this framework. For manifolds definable in o-minimal structures that are not polynomially bounded, we show that the theory of Schwartz functions is always ill-defined (this follows from Miller’s Dichotomy Theorem saying that the exponential function is always definable in this case) – in this sense our result in ultimate.

Motivation. The first motivation for our theory is realizing du Cloux’s Schwartz induction as a space of sections: using the notation above, one often thinks of induced representation as a space of sections of the vector bundle $(G \times \pi)/\sim \to G/H$. Realizing Schwartz induction in this language requires the definition of Schwartz sections. However, even when $G \times \pi$ is Nash, the quotient $(G \times \pi)/\sim$ is usually not Nash, and so Schwartz sections are not defined neither in du Cloux’s setting, nor in Aizenbud-Gourevitch’s. The results in this paper enable the notion of Schwartz sections in some of these cases. This is discussed in more detail in Appendix A altogether with another motivation from representation theory.

A second motivation is the following theorem characterizing Schwartz spaces on open subsets in the Nash category (see \cite{ES18} Theorem 3.23] for a similar result in the affine algebraic case):

1.1. Theorem (\cite{AG08} Theorem 5.4.1]). Let $M$ be a Nash manifold and $U \subset M$ be an open (semi-algebraic) subset. Let $S(M)$ and $S(U)$ be the spaces of Schwartz functions on $M$ and on $U$ respectively, and $W \subset S(M)$ be the closed subspace defined by:

$$W := \{ \phi \in S(M) | \phi \text{ vanishes with all its derivatives on } M \setminus U \}.$$ 

Then, restriction to $U$ and extension by zero give an isomorphism $W \cong S(U)$. 


The basic ideas. Inspired by Theorem 1.1, it is natural to define Schwartz functions on an arbitrary open, not necessarily semi-algebraic, $U \subset \mathbb{R}^n$: these should be all real valued functions on $U$, whose extensions by zero to all of $\mathbb{R}^n$ are Schwartz functions on $\mathbb{R}^n$ that vanish with all their derivatives on $\mathbb{R}^n \setminus U$. This definition (Definition 3.2 below) is indeed the starting point of this paper.

Affine definable manifolds in a polynomially bounded o-minimal structure are manifolds that may be realized "in a definable way" as open subsets of $\mathbb{R}^n$. On such manifolds Schwartz functions are naturally defined by considering any open definable embedding in $\mathbb{R}^n$. On general definable manifolds in a polynomially bounded o-minimal structure we define Schwartz functions to be finite sums of extensions by zero of Schwartz functions on open affine definable submanifolds. We denote the Fréchet space of Schwartz functions on such a definable manifold $M$ by $S(M)$. We also study the following two spaces: the space of tempered distributions on $M$—denoted by $S^*(M)$—the space of continuous linear functionals on the Schwartz space; the space of tempered functions—denoted by $T(M)$—the space of all functions that have the Schwartz space as a module under point-wise multiplication, i.e. a real valued function $t$ is tempered if for any $s \in S(M)$, also $t \cdot s \in S(M)$. In particular we show that in the affine relatively compact case this notion of tempered functions and Kashiwara and Schapira’s notion coincide.

Recall that a pre-sheaf of functions $G$ on a topological space $M$ is called a sheaf if for any open subset $U \subset M$ and any open cover $U = \bigcup_{\alpha \in A} U_{\alpha}$, the following sequence is exact:

$$0 \rightarrow G(U) \xrightarrow{\text{Res}_1} \prod_{\alpha \in A} G(U_{\alpha}) \xrightarrow{\text{Res}_2} \prod_{\alpha \in A} \prod_{\beta \in A} G(U_{\alpha} \cap U_{\beta}),$$

where the $\alpha$-coordinate of $\text{Res}_1(f)$ is $f|_{U_{\alpha}}$, and the $(\alpha, \beta)$-coordinate of $\text{Res}_2\left(\prod_{\alpha \in A} f_{\alpha}\right)$ is $f_{\alpha}|_{U_{\alpha} \cap U_{\beta}} - f_{\beta}|_{U_{\alpha} \cap U_{\beta}}$. Definable manifolds naturally form restricted topological spaces (and not topological spaces), and so it is natural to define a sheaf on them as a pre-sheaf such that the sequence above is exact in all cases where the index set $A$ is finite, and $U_{\alpha}$ is definable for any $\alpha \in A$ (this can be formulated by defining a Grothendieck topology on $M$, but we intentionally avoid this language). Similarly we define other sheaves and cosheaves on definable manifolds.

Main results. We show that all the classical properties the spaces of Schwartz functions, tempered functions and tempered distributions have in the Nash and the algebraic cases also hold in our settings. In particular we prove the following:

Let $M$ be a smooth manifold definable in some polynomially bounded o-minimal structure and $M = \bigcup_{i=1}^m U_i$ be a finite definable open cover, then:

1. **Tempered partition of unity on definable manifolds** (Proposition 6.8 and Lemma 6.9). There exist non-negative tempered functions $\varphi_1, \ldots, \varphi_m \in T(M)$ such that the following hold:
   a. $\text{supp}(\varphi_i) \subset U_i$ for any $i = 1, \ldots, m$;
   b. $\sum_{i=1}^m \varphi_i(x) = 1$ for any $x \in M$;
   c. $(\varphi_i \cdot s)|_{U_i} \in S(U_i)$ for any $s \in S(M)$ and for any $i = 1, \ldots, m$.  

The assignment of the space of tempered functions to any definable open $U \subset M$, together with the restriction of functions, form a sheaf.

The assignment of the space of tempered distributions to any definable open $U \subset M$, together with the restriction of functionals, form a flabby sheaf.

The assignment of the space of Schwartz functions to any definable open $U \subset M$, together with extension by zero, form a flabby cosheaf.

In particular if $M$ is compact, then $\mathcal{S}(M) = C^\infty(M)$.

There exists $s \in \mathcal{S}(M)$ such that $s(x) > 0$ for any $x \in M$.

Structure of this paper. In Section 2 all preliminary results used in this paper are presented. These include mainly a quick review on definable manifolds in o-minimal structures, and some classical results on polynomially bounded o-minimal structures, exponential structures, Fréchet spaces, and finally on the classical theory of Schwartz functions on $\mathbb{R}^n$.

In Section 3 we define and study the spaces of Schwartz functions, tempered functions and of tempered distributions on arbitrary open subsets of $\mathbb{R}^n$.

In Section 4 we define and study the spaces above in the special case of open subsets that are definable in some polynomially bounded o-minimal structure, and prove properties (1)-(4) in this case.

In Section 5 we define and study the spaces of Schwartz functions, tempered functions and of tempered distributions on affine manifolds that are definable in some polynomially bounded o-minimal structure. We show that properties (1)-(4) hold in this case, as an easy implication of Section 4.

In Section 6 we extend the results of Section 5 to general (non-affine) manifolds that are definable in some polynomially bounded o-minimal structure, and also prove property (5).

Section 7 is devoted to proving property (6): on any definable manifold in a polynomially bounded o-minimal structure there exists a strictly positive Schwartz function.

In Section 8 we use Miller’s Dichotomy Theorem in order to show that on manifolds definable in o-minimal structures that are not polynomially bounded, the theory of Schwartz functions is always ill-defined.

In Appendix A we explain how to apply our theory in representation theory.

In Appendix B we present a conjecture on $C^\infty$-diffeomorphisms vs. definable $C^\infty$-diffeomorphisms.

In Appendix C we suggest a possible invariant in our theory that might be used in fractal geometry.

Finally, in Appendix D we discuss the relations between our theory and the theory of Schwartz functions on Nash manifolds. In particular we show that our theory generalizes the latter and deduce a useful corollary.

Conventions and Notations. Throughout this paper the base field is $\mathbb{R}$ – the real numbers. By the notion smooth we always mean infinitely smooth, e.g. a smooth function on the real line lies in $C^\infty(\mathbb{R})$, i.e. it is continuously differentiable $k$ times, for any $k \in \mathbb{N}$. When we write diffeomorphism we always mean smooth diffeomorphism. Manifolds are always smooth manifolds. We set $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$, i.e. $\mathbb{N}_0$ is the set of all non-negative integers. If $U \subset \mathbb{R}^n$ is an open subset, $f : U \to \mathbb{R}$ is a smooth function and $\alpha_1, \ldots, \alpha_n \in \mathbb{N}_0$, we use multi-index...
There exists a unique Euclidean topology induced by these atlases, and so it also defines a unique
dimension $n$.

Preliminaries

2.1. Definable manifolds in o-minimal structures. Let $\mathcal{R} := (\mathbb{R}, <, 0, 1, +, \ldots)$ be an
expansion of the ordered field of real numbers. We also call $\mathcal{R}$ a structure. A subset of $\mathbb{R}^n$
($n \in \mathbb{N}$) is said to be definable in $\mathcal{R}$ (or simply definable if the structure is clear from the
context) if it is first-order definable in $\mathcal{R}$ with parameters from $\mathcal{R}$. A map $f : X \rightarrow Y$ ($X \subset
\mathbb{R}^n, Y \subset \mathbb{R}^m, n, m \in \mathbb{N}$) is said to be definable if its graph is definable in $\mathbb{R}^{n+m}$. A
structure is called o-minimal (o stands for order) if the definable subsets of $\mathcal{R}$ are exactly all finite
unions of intervals (including intervals of infinite length and singletons). Two common examples of
such structures are the semi-algebraic category that consists of sets and maps definable in
$(\mathbb{R}, <, 0, 1, +, \ldots)$, and the globally subanalytic category that consists of sets and maps definable in
$\mathbb{R}_{\text{an}}$ (see [vdDM96, 2.5] for the exact definition of $\mathbb{R}_{\text{an}}$ and for more examples; also see [A.1.6]
below for another detailed example $- \mathbb{R}^n$).

We use similar terminology to that of [PS99]: a definable smooth atlas on a set $X$ relative to an
o-minimal structure $\mathcal{R}$ is a finite family of pairs $\{(U_i, g_i)\}_{i \in I}$ (called definable charts, or
simply charts) such that for any $i, j \in I$: $U_i$ is a subset of $X$, $g_i : U_i \rightarrow \mathbb{R}^n(i)$ is an injection,
$g_i(U_i) \subset \mathbb{R}^n(i)$ is a definable smooth sub-manifold, $g_i(U_i \cap U_j)$ is definable and open in $g_i(U_i)$,
$g_j \circ g_i^{-1} : g_i(U_i \cap U_j) \rightarrow g_j(U_i \cap U_j)$ is a definable smooth diffeomorphism, and finally $X = \bigcup_{i \in I} U_i$. Two definable smooth atlases on a set $X$ relative to an o-minimal structure $\mathcal{R}$ are called
equivalent is their union is again a definable smooth atlas. A definable smooth manifold of
dimension $n$ (or simply a definable manifold) is a set $M$ together with an equivalence class of
definable smooth atlases, such that one of the atlases in this equivalence class has the form
$\{(U_i, g_i)\}_{i \in I}$ with each $g_i(U_i)$ is an open subset of $\mathbb{R}^n$. Note that on such a definable manifold
there exists a unique Euclidean topology induced by these atlases, and so it also defines a unique
notation for derivatives: $\alpha := (\alpha_1, \alpha_2, \ldots, \alpha_n)$, $|\alpha| := \sum_{i=1}^{n} \alpha_i$, $f^{(\alpha)} = \frac{\partial^{|\alpha|} f}{\partial x_1^{\alpha_1} \partial x_2^{\alpha_2} \cdots \partial x_n^{\alpha_n}}$ if $|\alpha| \neq 0$, and $f^{(\alpha)} = f$ if $|\alpha| = 0$. For any $x \in U$ we denote $x^\alpha := \prod_{i=1}^{n} x_i^{\alpha_i}$, where $x_i$ is the $i$th coordinate
of $x$, and denote by $|x|$ the standard Euclidean norm of $x$. For two subsets $Z_1, Z_2 \subset U$ we
set $\text{dist} (Z_1, Z_2) := \inf_{z_1 \in Z_1, z_2 \in Z_2} |z_1 - z_2|$. We also set $\text{dist}(x, Z_2) := \text{dist}(\{x\}, Z_2)$. When $X$ is
any set, and $Y \subset X$ is any subset, we denote by $\text{Ext}_Y^X$ the "extension by zero" operator that
takes a real valued function on $Y$ and returns a real valued function on $X$: for any $f : Y \rightarrow \mathbb{R}$,
$\text{Ext}_Y^X(f)(x) := f(x)$ for all $x \in Y$, and $\text{Ext}_Y^X(f)(x) := 0$ for all $x \in X \setminus Y$. We denote by $\text{Res}_Y^X$
the natural restriction operator that takes a real valued function on $X$ and returns a real valued
function on $Y$: for any $g : X \rightarrow \mathbb{R}$, $\text{Res}_Y^X(g)(y) := g(y)$ for all $y \in Y$.
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topological space. Moreover, it uniquely defines a smooth manifold in the usual (not "definable") sense. Also note that any definable open subset $U \subset \mathbb{R}^n$ naturally defines a definable manifold (by taking the equivalence class of the trivial atlas $\{(U, Id)\})$.

A subset $M' \subset M$ of a definable manifold is called a \textit{definable subset} if there exists an atlas of $M$ of the form $\{(U_i, g_i)\}_{i \in I}$ such that the sets $g_i(M' \cap U_i)$ are all definable (and thus all atlases of $M$ have this property). Two definable manifolds $M_1$, $M_2$ of dimensions $m_1, m_2$ uniquely define a definable manifold $M_1 \times M_2$ by the following procedure: say $M_1$ has an atlas $\{(U_i, g_i)\}_{i \in I}$ and $M_2$ has an atlas $\{(V_j, h_j)\}_{j \in J}$, then a defining atlas for $M_1 \times M_2$ is $\{(U_i \times V_j, (g_i, h_j))\}_{i \in I, j \in J}$. This construction is independent of the choices of atlases made. A map from $M_1$ to $M_2$ is called a \textit{definable map} if its graph is a definable subset in $M_1 \times M_2$. In particular, a definable \textit{smooth map} is a map that is both smooth (when we think of $M_1$ and $M_2$ as usual smooth manifolds) and definable (when we think of $M_1$ and $M_2$ as definable smooth manifolds).

2.1.1. \textit{Definable restricted topology.} A \textit{restricted topology} on a set $X$ is a collection $\sigma$ of subsets of $X$ that is closed under finite intersections and \textit{finite} unions (this is sometimes called a Grothendieck topology, but we intentionally avoid this terminology). Subsets in $\sigma$ are called \textit{open} (with respect to the restricted topology $\sigma$), and subsets whose complements are in $\sigma$ are called closed. When we say a restricted topological space $X$ we always bear in mind that $\sigma$ is implicitly also given.

Fix a definable manifold $M$. The collection of all definable open subsets of $M$ does not form a topology, as infinite unions of such sets is usually not a definable subset of $M$. This collection, however, defines the unique definable restricted topology on $M$. Note that in general the notion of closure is not well defined in restricted topological spaces, but it is always well defined in the case of definable restricted topology of a definable manifold (this follows immediately from the fact that the notion of ”closure” in $\mathbb{R}^n$ is first-order definable in $\mathbb{R}$ with parameters from $\mathbb{R}$). The following Lemma will be very useful to us (as it is not completely standard a proof is given):

2.1.2. \textit{Lemma (normality of definable restricted topology).} Let $M$ be a definable manifold in an $\omega$-minimal structure $\mathcal{R}$, and let $X, Y \subset M$ be definable disjoint closed subsets. Then, there exist definable disjoint open subsets $\tilde{X}, \tilde{Y} \subset M$, such that $X \subset \tilde{X}$ and $Y \subset \tilde{Y}$.

Proof: It is clearly enough to prove for the case where $M$ has an atlas consisting of one chart (later we will call such a manifold "affine"), and then we may assume $M \subset \mathbb{R}^n$ is an open definable subset. Now set

\[
\tilde{X} = \{u \in M : \exists x \in X : |x - u| < \frac{\text{dist}(x, Y)}{10}\};
\]
\[
\tilde{Y} = \{u \in M : \exists y \in Y : |y - u| < \frac{\text{dist}(y, X)}{10}\}.
\]

\[\Box\]

2.1.3. \textit{Sheaves and cosheaves on restricted topological spaces.} A \textit{pre-sheaf} $\mathcal{F}$ on a restricted topological space $X$ is an assignment $U \mapsto \mathcal{F}(U)$ for any $U \in \sigma$ of an Abelian group, vector space etc., and for any inclusion $V \subset U$ with $V, U \in \sigma$ a "restriction" morphism (in the appropriate category) $\text{res}^U_V : \mathcal{F}(U) \rightarrow \mathcal{F}(V)$ such that $\text{res}^U_U = \text{Id}$ for all $U \in \sigma$, and for any $W \subset V \subset U$ (all in $\sigma$), $\text{res}^V_W \circ \text{res}^U_V = \text{res}^U_W$. A \textit{sheaf} $\mathcal{F}$ on a restricted topological space $X$ is a pre-sheaf such that the following sequence is exact for any collection $U_1, \ldots, U_n \in \sigma$:

\[
\begin{array}{cccccc}
0 & \longrightarrow & \mathcal{F}(U) & \overset{\text{Res}_1}{\longrightarrow} & \prod_{i=1}^m \mathcal{F}(U_i) & \overset{\text{Res}_2}{\longrightarrow} & \prod_{i=1}^{m-1} \prod_{j=i+1}^m \mathcal{F}(U_i \cap U_j),
\end{array}
\]
where $U := \bigcup_{i=1}^{m} U_i$, the map $\text{Res}_1$ is defined by $\text{Res}_1(\xi) := \prod_{i=1}^{m} \text{res}^U_{U_i}(\xi)$, and the map $\text{Res}_2$ is defined by $\text{Res}_2(\prod_{i=1}^{m} \xi_i) := \prod_{i=1}^{m} \prod_{j=i+1}^{m} \text{res}^U_{U_i \cap U_j}(\xi_i) - \text{res}^U_{U_i \cap U_j}(\xi_j)$. A sheaf is called \emph{flabby} if all the restriction morphisms are onto.

A \emph{pre-cosheaf} $\mathcal{F}$ on a restricted topological space $X$ is an assignment $U \mapsto \mathcal{F}(U)$ for any $U \in \sigma$ of an Abelian group, vector space etc., and for any inclusion $V \subseteq U$ with $V,U \in \sigma$ an "extension" morphism (in the appropriate category) $\text{ext}^U_V : \mathcal{F}(V) \to \mathcal{F}(U)$ such that $\text{ext}^U_U = \text{Id}$ for all $U \in \sigma$, and for any $W \subseteq V \subseteq U$ (all in $\sigma$), $\text{ext}^V_W \circ \text{ext}^U_V = \text{ext}^W_V$. A \emph{cosheaf} $\mathcal{F}$ on a restricted topological space $X$ is a pre-cosheaf such that the following sequence is exact for any collection $U_1, \ldots, U_n \in \sigma$:

$$
\bigoplus_{i=1}^{m-1} \bigoplus_{j=i+1}^{m} \mathcal{F}(U_i \cap U_j) \xrightarrow{\text{Ext}_1} \bigoplus_{i=1}^{m} \mathcal{F}(U_i) \xrightarrow{\text{Ext}_2} \mathcal{F}(U) \to 0,
$$

where $U := \bigcup_{i=1}^{m} U_i$, the $k^{th}$ coordinate of $\text{Ext}_1(\bigoplus_{i=1}^{m-1} \bigoplus_{j=i+1}^{m} \xi_{ij})$ is defined by $\sum_{i=1}^{k-1} \text{ext}^U_{U_k \cap U_i}(\xi_{ik}) - \sum_{i=k+1}^{m} \text{ext}^U_{U_k \cap U_i}(\xi_{ki})$, and the map $\text{Ext}_2$ is defined by $\text{Ext}_2(\bigoplus_{i=1}^{m} \xi_i) := \sum_{i=1}^{m} \text{ext}^U_{U_i}(\xi_i)$. A cosheaf is called \emph{flabby} if all the extension morphisms are injective.

### 2.2. Polynomially bounded structures.

A structure $\mathcal{R}$ is called \emph{polynomially bounded} if for any definable function $f : \mathbb{R} \to \mathbb{R}$ there exist $N \in \mathbb{N}$ and $M \in \mathbb{R}_{>0}$ such that $|f(x)| \leq x^N$ whenever $x > M$.

#### 2.2.1. Theorem (Lojasiewicz’s inequality, [vdDM96, 4.14]).

Let $\mathcal{R}$ be a polynomially bounded o-minimal structure, let $K \subseteq \mathbb{R}^n$ be a compact subset definable in $\mathcal{R}$, and let $f,g : K \to \mathbb{R}$ be continuous functions definable in $\mathcal{R}$ such that $\{x \in K : f(x) = 0\} \subseteq \{x \in K : g(x) = 0\}$. Then, there exist $N,C \in \mathbb{R}_{>0}$ such that $|g(x)|^N \leq C \cdot |f(x)|$ for all $x \in K$.

#### 2.2.2. Corollary.

Let $\mathcal{R}$ be a polynomially bounded o-minimal structure, let $0 < a < 1$, and let $f : [0,a] \to \mathbb{R}$ be a continuous function definable in $\mathcal{R}$. Assume that $f(0) = 0$ and $f(\epsilon) > 0$ for any $\epsilon \in (0,a]$. Then, there exist $C > 0$ and $m \in \mathbb{N}$, such that $f(\epsilon) \geq C \cdot \epsilon^m$ for any $\epsilon \in (0,a]$.

Proof: This is immediate from Theorem 2.2.1.

#### 2.2.3. Corollary (compact definable sets are globally regular situated).

Let $\mathcal{R}$ be a polynomially bounded o-minimal structure and let $X, Y \subseteq \mathbb{R}^n$ be compact definable subsets, and assume $X \cap Y \neq \emptyset$. Then, there exist an open neighborhood $V \subseteq \mathbb{R}^n$ of $X \cap Y$ and $C,r \in \mathbb{R}_{>0}$ such that for all $x \in V$:

$$
\text{dist}(x,X) + \text{dist}(x,Y) \geq c \cdot \text{dist}(x,X \cap Y)^r.
$$

Proof: This follows from Theorem 2.2.1. define on $\{x \in \mathbb{R}^n : \text{dist}(x,X \cap Y) \leq 2\}$ two functions $f(x) := \text{dist}(x,X) + \text{dist}(x,Y)$, $g(x) := \text{dist}(x,X \cap Y)$ and $V = \{x \in \mathbb{R}^n : \text{dist}(x,X \cap Y) < 1\}$. 

#### 2.3. Exponential structures.

A structure $\mathcal{R}$ is called \emph{exponential} if the function $x \mapsto e^x$ (from $\mathbb{R}$ to $\mathbb{R}$) is definable in $\mathcal{R}$.

#### 2.3.1. Theorem (Miller’s Dichotomy, [Mi94a]).

Any o-minimal structure that is not polynomially bounded is exponential.
2.4. Fréchet spaces. A Fréchet space is a metrizable, complete, locally convex topological vector space. It can be shown that the topology of a Fréchet space can always be defined by a countable family of semi-norms. We will use the following results:

2.4.1. Theorem (closed graph – cf. [T67, Chapter 17, Corollary 4]). Let \( E \) and \( F \) be Fréchet spaces, and \( f : E \to F \) a linear map. If the graph of \( f \) inside \( E \times F \) is closed, then \( f \) is continuous.

2.4.2. Proposition (cf. [T67, Chapter 10]). A closed subspace of a Fréchet space is a Fréchet space (with the induced topology).

2.4.3. Theorem (Hahn-Banach – cf. [T67, Chapter 18]). Let \( F \) be a Fréchet space, and \( K \subset F \) a closed subspace. By Proposition 2.4.2 \( K \) is a Fréchet space (with the induced topology). Define \( F^* \) (respectively \( K^* \)) to be the space of continuous linear functionals on \( F \) (on \( K \)). Then the restriction map \( F^* \to K^* \) is onto.

2.5. Schwartz functions on \( \mathbb{R}^n \). A Schwartz function on \( \mathbb{R}^n \) is a smooth function \( f : \mathbb{R}^n \to \mathbb{R} \) such that for any two multi-indices \( \alpha, k \in (\mathbb{N}_0)^n \): \( \sup_{x \in \mathbb{R}^n} |x^k \cdot f^{(\alpha)}(x)| < \infty \). The space of all Schwartz functions on \( \mathbb{R}^n \) is denoted by \( S(\mathbb{R}^n) \).

2.5.1. Proposition (e.g. [AG08, Corollary 4.1.2]). \( S(\mathbb{R}^n) \) has a natural structure of a Fréchet space, where the topology is given by the the family of semi-norms indexed by \( (\mathbb{N}_0)^n \times (\mathbb{N}_0)^n \):

\[
|f|_{\alpha,k} := \sup_{x \in \mathbb{R}^n} |x^k \cdot f^{(\alpha)}(x)|.
\]

We will also use the following result from classic analysis:

2.6. Proposition (cf. [H83, Corollary 1.4.11]). Let \( A_0, A_1 \subset \mathbb{R}^n \) be closed subsets. Then, there exists \( \phi \in C^\infty(\mathbb{R}^n \setminus (A_0 \cap A_1)) \) such that \( \phi|_{A_0 \setminus (A_0 \cap A_1)} = 0 \), \( \phi|_{A_1 \setminus (A_0 \cap A_1)} = 1 \) and for any multi-index \( \alpha \in (\mathbb{N}_0)^n \) there exists a positive constant \( C_\alpha \in \mathbb{R} \) such that:

\[
|\phi^{(\alpha)}(x)| \leq C_\alpha \cdot d(x)^{-|\alpha|}
\]

for any \( x \in \mathbb{R}^n \setminus (A_0 \cap A_1) \), where \( d(x) = \max_{i=0}^{n} \{\text{dist}(x, A_i)\} \).

We end this section with reminder on the standard stereographic projection:

2.7. Stereographic projection. Denote the unit \( n \)-dimensional sphere \( \{x \in \mathbb{R}^{n+1} : |x| = 1\} \) by \( S^n \), and the standard stereographic (rational bijective) projection from \( S^n \setminus \{(1,0,\ldots,0)\} \) to \( \mathbb{R}^n \) by \( p \). Explicitly, \( p \) is defined by

\[
p((x_0, x_1, \ldots, x_n)) := \frac{1}{1-x_0} \cdot (x_1, \ldots, x_n),
\]

and its inverse is a one point compactification of \( \mathbb{R}^n \), which is given by

\[
p^{-1}((x_1, \ldots, x_n)) := \frac{1}{(\sum_{j=1}^{n} x_j^2) + 1}((\sum_{j=1}^{n} x_j^2) - 1, 2x_1, 2x_2, \ldots, 2x_n).
\]

Note that this (one point) compactification of \( \mathbb{R}^n \) is definable in any o-minimal structure. Thus, we may think of any definable subset \( U \subset \mathbb{R}^n \) as a definable subset \( p^{-1}(U) \subset S^n \). Since \( S^n \) is compact, this point of view will be very useful when we will prove that some functions are Schwartz or tempered on such a subset \( U \).
3. Schwartz functions, tempered functions and tempered distributions on arbitrary open subsets of $\mathbb{R}^n$

3.1. Definition. Let $U \subset \mathbb{R}^n$ be an open subset, and let $z \in U$ be some point. We say that a smooth function $f : U \to \mathbb{R}$ is flat at $z$ if $T_z(f) = 0$ its Taylor series at $z$ is identically zero. If $Z \subset U$ is any subset, we say that $f$ is flat at $Z$ if it is flat at $z$, for any $z \in Z$.

3.2. Definition. Let $U \subset \mathbb{R}^n$ be an open subset. Define the space of Schwartz functions on $U$:

$$S(U) := \bigcap_{z \in \mathbb{R}^n \setminus U} \bigcap_{\alpha \in (\mathbb{N}_0)^n} \{ f \in S(\mathbb{R}^n) | f^{(\alpha)}(z) = 0 \}.$$

By Propositions 2.4.2 and 2.5.1 $S(U)$ is a Fréchet space. Note that there is a natural bijection between $S(U)$ and the set

$$\{ f : U \to \mathbb{R} | Ext_f^n|_U U \in S(\mathbb{R}^n) \text{ and } Ext_f^n U \text{ is flat at } \mathbb{R}^n \setminus U \}.$$

Thus, we usually think of Schwartz functions on $U$ as a class of smooth real valued functions on $U$. In this point of view the topology is given by the family of semi-norms indexed by $((\mathbb{N}_0)^n)^2$:

$$|f|_{\alpha,k} := \sup_{x \in U} |x^k \cdot f^{(\alpha)}(x)|.$$

A partial derivative of a Schwartz function is clearly Schwartz as well.

3.2.1. Remark. If $V \subset U \subset \mathbb{R}^n$ are open subsets, then $S(V)$ is a closed subspace of $S(U)$. Also, the extension by zero of any function in $S(V)$ is a function in $S(U)$ which is flat at $U \setminus V$, and the restriction to $V$ of any function in $S(U)$ which is flat at $U \setminus V$ is a function in $S(V)$.

3.2.2. Proposition. Let $f \in S(\mathbb{R}^n)$. If $f|_{\mathbb{R}^n \setminus U} \equiv 0$, then the following are equivalent:

1. $f \in S(U)$, i.e. $T_{x_0}(f) \equiv 0$ for any $x_0 \in \mathbb{R}^n \setminus U$;
2. for any $m \in \mathbb{N}_0$:

$$\sup_{x \in U} \frac{|f(x)|}{\text{dist}(x, \mathbb{R}^n \setminus U)^m} < \infty.$$

Proof: Clearly (2) implies (1). Assume (1), and fix some $m \in \mathbb{N}_0$ and some $x \in U$. Take some $x_0 \in \mathbb{R}^n \setminus U$ such that $\text{dist}(x, \mathbb{R}^n \setminus U) = |x - x_0|$. Restricting $f$ to the line passing through $x$ and $x_0$, we use the one dimensional Taylor Theorem with Lagrange’s remainder, and get

$$f(x) = T_{x_0}^{m-1}(f)(x) + \frac{f^{(m)}(\xi)}{m!} \cdot |x - x_0|^m$$

for some $\xi$ lying on the line between $x$ and $x_0$, where by $f^{(m)}$ we mean the $m$th order one dimensional derivative of $f$ restricted to this line, i.e. $f^{(m)} = \left( \sum_{i=1}^{n} a_i \cdot \frac{\partial}{\partial x_i} \right)^m f$, where $(a_1, \ldots, a_n)$ is the unit vector in the direction $x - x_0$. Similarly $T_{x_0}^{m-1}(f)$ is the one dimensional Taylor polynomial of order $m - 1$ around $x_0$, of $f$ restricted to this line. By (1) this is reduced to:

$$f(x) = \frac{f^{(m)}(\xi)}{m!} \cdot |x - x_0|^m = \frac{f^{(m)}(\xi)}{m!} \cdot \text{dist}(x, \mathbb{R}^n \setminus U)^m.$$

Since $f \in S(\mathbb{R}^n)$, for any multi-index $\alpha$ there exists $C_\alpha > 0$ such that $\sup_{y \in \mathbb{R}^n} |f^{(\alpha)}(y)| < C_\alpha$. Define $\tilde{C}_m := \sum_{|\alpha| \leq m} C_\alpha$. As $|a_i| \leq 1$ for any $1 \leq i \leq n$ one easily sees that $|f^{(m)}(y)| \leq \tilde{C}_m$ for any $y \in \mathbb{R}^n$, and in particular for $y = \xi$. Note that this bound is independent of the direction $(a_1, \ldots, a_n)$. Altogether $|f(x)| \leq \frac{\tilde{C}_m}{m!} \cdot \text{dist}(x, \mathbb{R}^n \setminus U)^m$. \qed
The assumption \( f \in S(\mathbb{R}^n) \) made in Proposition 3.2.2 is necessary: consider a compactly supported \( f : \mathbb{R} \to \mathbb{R} \) such that \( f|_{\mathbb{R}^\times} \in C^\infty(\mathbb{R}^\times) \) and \( f(x) = \sin(e^{\frac{x^2}{2}}) \cdot e^{-\frac{x^2}{2}} \) for all \( 0 < |x| < 1 \). Then \( f|_{\mathbb{R}^\times} \) satisfies condition (2), however \( f \not\in C^\infty(\mathbb{R}) \) and in particular \( f|_{\mathbb{R}^\times} \not\in S(\mathbb{R}^\times) \).

3.3. **Definition.** Let \( U \subset \mathbb{R}^n \) be an open subset. Define the space of tempered distributions on \( U \), denoted by \( \mathcal{S}^*(U) \), as the space of continuous linear functionals on \( S(U) \).

3.3.1. **Remark on terminology.** The term tempered distributions as continuous linear functionals on the space of Schwartz functions is standard in the context of representation theory (see, for instance, [AG08 Fr82]). The same term is sometimes used in the context of analysis, as distributions on subsets (in the classical sense, i.e. linear functionals on the space of compactly supported functions) that extend to distributions on the embedding space (see, for instance, [KS96 KS01]). We will later see that in the polynomially bounded o-minimal case, and when the embedding space is compact, the two notions coincide. In general these two notions are different.

3.4. **Lemma.** Let \( V \subset U \subset \mathbb{R}^n \) be open subsets. Then, \( \text{Ext}^*_V : S(V) \hookrightarrow S(U) \) is a closed embedding, and the restriction morphism \( S^*(U) \to S^*(V) \) is onto.

Proof: This follows from Remark 3.3.1 and from the Hahn-Banach Theorem (2.4.3). \( \square \)

3.5. **Definition.** Let \( U \subset \mathbb{R}^n \) be an open subset. A smooth function \( t : U \to \mathbb{R} \) is called tempered if it satisfies the following two conditions:

1. for any \( \alpha \in (\mathbb{N}_0)^n \) and any \( x_0 \in \mathbb{R}^n \setminus U \) there exist an open neighborhood \( x_0 \in V \subset \mathbb{R}^n \) and \( m \in \mathbb{N}_0 \) such that:

\[
\sup_{x \in U \cap V} |t^{(\alpha)}(x) - \text{dist}(x, U)^m| < \infty;
\]

2. for any \( \alpha \in (\mathbb{N}_0)^n \) there exist \( m \in \mathbb{N}_0 \) and \( r > 0 \) such that for any \( x \in U \) with \( |x| > r \):

\[
|t^{(\alpha)}(x)| < |x|^m.
\]

The set of all tempered functions on \( U \) is denoted \( \mathcal{T}(U) \).

3.5.1. **Remark.** Definition 3.5 is a modification of the definition of tempered functions appearing in [KS96 KS01]. If \( U \) is relatively compact then condition (2) always holds and the two definitions coincide. Condition (2) may be thought of as the property of being tempered at infinity.

The proofs of the following two lemmas are straightforward:

3.6. **Lemma (pre-sheaf property of tempered functions).** Let \( W \subset U \subset \mathbb{R}^n \) be open subsets, and let \( t \in \mathcal{T}(U) \). Then, \( t|_{W} \in \mathcal{T}(W) \).

3.7. **Lemma.** Let \( U \subset \mathbb{R}^n \) be an open subset. Then, \( \mathcal{T}(U) \) together with point-wise addition and multiplication is an \( \mathbb{R} \)-algebra. Moreover, this algebra is closed under partial derivatives, and any tempered function that is bounded from below by some positive number is invertible in this algebra.

3.7.1. **Remark.** A strictly positive tempered function is not necessarily invertible in \( \mathcal{T}(U) \), e.g. \( e^{-x^2} \in \mathcal{T}(\mathbb{R}) \) is strictly positive, however \( e^{x^2} \not\in \mathcal{T}(\mathbb{R}) \).
3.8. Proposition. Let $U \subset \mathbb{R}^n$ be an open subset and $t \in C^\infty(U)$. Then, $t \in \mathcal{T}(U)$ if and only if for any $s \in \mathcal{S}(U)$, also $t \cdot s \in \mathcal{S}(U)$.

Proof: Assume $t \in \mathcal{T}(U)$, and fix $s \in \mathcal{S}(U)$. First let us show that $\text{Ext}_U^\mathbb{R}(t \cdot s) \subset C^\infty(\mathbb{R}^n)$. Let $x_0 \in \mathbb{R}^n \setminus U$. By condition (1) of Definition 3.5, there exist $C \geq 0$, open neighborhood $V \subset \mathbb{R}^n$ of $x_0$ and $m \in \mathbb{N}_0$ such that for any $x \in U \cap V$ we have $|t(x)| \leq \frac{C}{\text{dist}(x, \mathbb{R}^n \setminus U)^m}$. By Proposition 3.2.2 there exists $C' > 0$ such that for any $x \in U$ we have $|s(x)| \leq C' \cdot \text{dist}(x, \mathbb{R}^n \setminus U)^{m+1}$. Thus, for any $x \in U \cap V$ we have:

$$|t(x) \cdot s(x)| \leq \frac{C'}{\text{dist}(x, \mathbb{R}^n \setminus U)^m} \cdot \frac{C'}{\text{dist}(x, \mathbb{R}^n \setminus U)^m} = C' \cdot \text{dist}(x, \mathbb{R}^n \setminus U) \leq C' \cdot \text{dist}(x, \mathbb{R}^n \setminus U)^m,$$

and so $\text{Ext}_U^\mathbb{R}(t \cdot s)$ is continuous at $x_0$. The same proof, together with Leibnitz rule and standard induction, show that it is fact smooth and flat at $x_0$. The fact that indeed $\text{Ext}_U^\mathbb{R}(t \cdot s) \in \mathcal{S}(\mathbb{R}^n)$ follows easily from condition (2) of Definition 3.5 using Leibnitz rule. We thus showed $t \cdot s \in \mathcal{S}(U)$.

Now assume condition (1) of definition 3.5 does not hold. Using Leibnitz rule and standard induction we may assume it does not hold for $|\alpha| = 0$. In this case there exists a point $x_0 \in \mathbb{R}^n \setminus U$ and a sequence $x_i \in U$ converging to $x_0$, such that for any $i$ we have $|t(x_i)| \geq \frac{1}{\text{dist}(x_i, \mathbb{R}^n \setminus U)^m}$. Set

$$B_i := \{ x \in \mathbb{R}^n : |x - x_i| < \frac{\text{dist}(x_i, \mathbb{R}^n \setminus U)}{2} \}.$$

As $\bar{B}_i \subset U$, by diluting the sequence we may assume that the balls $B_i$ are pair-wise disjoint. Define a function $s \in C^\infty(\mathbb{R}^n)$ by $s|_{B_i} := \frac{1}{|t(x)|} F(\frac{|x - x_i|}{\text{dist}(x_i, \mathbb{R}^n \setminus U)})$, where $F : (-1, 1) \to \mathbb{R}$ is defined by $F(x) := e^{\frac{1}{1 - x^2}}$, and $s(x) = 0$ outside $\bigcup_{i=1}^\infty B_i$. It is easy to verify that actually $s \in \mathcal{S}(\mathbb{R}^n)$, and that $\text{supp}(s) \subset U \cup \{x_0\}$. Also it is easy to see that $s$ is flat at $x_0$, and so $s|_U \in \mathcal{S}(U)$. However, $t(x_i) \cdot s(x_i) = 1$ for any $i$, and $x_i$ converges to $x_0$, thus $t \cdot (s|_U) \notin \mathcal{S}(U)$. Assuming condition (2) of definition 3.5 does not hold, one may construct a function $s \in \mathcal{S}(U)$ such that $t \cdot s \notin \mathcal{S}(U)$ in a similar way. For instance, one may apply the mapping $x \mapsto -\frac{x}{|x|}$ on $U \cap \{|x| > 1\}$. □

3.8.1. Remark. Any tempered function $t \in \mathcal{T}(U)$ defines a tempered distribution $\xi_t \in \mathcal{S}'(U)$ by $\xi_t(s) := \int_{x \in U} (s \cdot t)(x)dx$ for any $s \in \mathcal{S}(U)$. The fact that a smooth function defines a tempered distribution by integration does not imply that it is tempered, e.g. $\text{sin}(e^x)$ on $\mathbb{R}$. Not all tempered distributions arise in such a manner, for instance Dirac’s Delta function at some point $p \in U$, denoted by $\delta_p$, which is defined by $\delta_p(s) := s(p)$ for any $s \in \mathcal{S}(U)$.

3.9. Lemma. Let $U' \subset U \subset \mathbb{R}^n$ be open subsets, $t \in \mathcal{T}(U)$, and $s \in \mathcal{S}(U)$. If $\text{supp}(t) \subset U'$ (where $\text{supp}(t)$ is the Euclidean closure of $t^{-1}(0)$ in $U$, not in $\mathbb{R}^n$), then $(t \cdot s)|_{U'} \in \mathcal{S}(U')$.

Proof: By Proposition 3.8 $t \cdot s \in \mathcal{S}(U)$. Let $x_0 \in \mathbb{R}^n \setminus U'$. We need to show that $\text{Ext}_U^\mathbb{R}(t \cdot s)$ is flat at $x_0$. If $x_0 \in \mathbb{R}^n \setminus U$ it is obvious. If $x_0 \in U \setminus U'$ then, as $t$ is supported on $U'$, $t$ it is identically zero in a neighborhood of $x_0$, and again $\text{Ext}_U^\mathbb{R}(t \cdot s)$ is flat at $x_0$. □

4. The case of open subsets definable in polynomially bounded o-minimal structures

Throughout this section fix $\mathcal{R}$ to be some polynomially bounded o-minimal structure.
4.1. Lemma (tempered Urysohn). Let $A_0, A_1 \subset U$ be disjoint closed subsets definable in $\mathcal{R}$, where $U \subset \mathbb{R}^n$ is some open definable subset. Then, there exists a non-negative $t \in \mathcal{T}(U)$ such that $t|_{A_0} = 0$ and $t|_{A_1} = 1$.

Proof: Denote by $\tilde{U}$ (respectively $\tilde{A}_i$) the pre-image of $U$ (resp. $A_i$) in $S^n$ under the standard stereographic projection (see 2.7), and denote by $A_i$ the closure of $A_i$ inside $S^n$. Then, $A_0$ and $A_1$ are closed definable subsets of $\mathbb{R}^{n+1}$. Note that as $A_0$ and $A_1$ are disjoint, $A_0 \cap A_1 \cap \tilde{U} = \emptyset$. Before we proceed replace $A_0$ by $A_0 \cup (S^n \setminus \tilde{U})$ – this does not change neither the fact that $A_0$ is a closed definable subset of $\mathbb{R}^{n+1}$, the fact that $A_0 \cap \tilde{U} = \tilde{A}_0$ nor the fact that $A_0 \cap A_1 \cap \tilde{U} = \emptyset$.

By Proposition 2.6 there exists $\phi \in C^\infty(\mathbb{R}^{n+1} \setminus (\tilde{A}_0 \cap \tilde{A}_1))$ such that $\phi|_{A_0 \setminus (A_0 \cap A_1)} = 0$, $\phi|_{A_1 \setminus (A_0 \cap A_1)} = 1$ and for any $\alpha \in (\mathbb{N}_0)^{n+1}$ there exists a positive constant $C_\alpha \in \mathbb{R}$ such that:

$$\phi(x) \leq C_\alpha \cdot d(x)^{-|\alpha|},$$

for any $x \in \mathbb{R}^{n+1} \setminus (\tilde{A}_0 \cap \tilde{A}_1)$, where $d(x) = \max\{\text{dist}(x, \tilde{A}_i)\}$. Note that $\tilde{A}_0 \cap \tilde{A}_1 \cap \tilde{U} = \emptyset$ implies that $\tilde{U} \subset \mathbb{R}^{n+1} \setminus (\tilde{A}_0 \cap \tilde{A}_1)$, and so $\phi$ is defined on $\tilde{U}$. We may of course assume $\phi$ vanishes whenever $|x| > 3$, otherwise we replace it by a different smooth function without changing its values in any $|x| < 2$.

By Corollary 2.2.3 there exist $c, r > 0$ and an open neighborhood $V \subset \mathbb{R}^{n+1}$ of $\tilde{A}_0 \cap \tilde{A}_1$, such that for any $x \in V$:

$$d(x) \geq \frac{1}{2}(\text{dist}(x, \tilde{A}_0) + \text{dist}(x, \tilde{A}_1)) \geq \frac{c}{2} \cdot \text{dist}(\tilde{A}_0 \cap \tilde{A}_1)^r.$$

Combining (1) and (2) we get that for $x \in V$:

$$\phi(x) \leq C_\alpha \cdot d(x)^{-|\alpha|} \leq \frac{C_\alpha \cdot c}{2} \cdot \text{dist}(\tilde{A}_0 \cap \tilde{A}_1)^{-|\alpha| \cdot r} \leq \frac{C_\alpha \cdot c}{2} \cdot \text{dist}(x, \tilde{A}_0 \cap \tilde{A}_1)^{-m},$$

for any $m \in \mathbb{N}$ satisfying $m > |\alpha| \cdot r$. We conclude that $\phi \in \mathcal{T}(\mathbb{R}^{n+1} \setminus (\tilde{A}_0 \cap \tilde{A}_1))$. Denote by $\hat{\phi}$ the push-forward of $\phi|_{\tilde{U}}$ under the stereographic projection, i.e. $\hat{\phi}(x) = \phi(p^{-1}(x))$. As the distances on $S^n$ and the distances on $\mathbb{R}^n$ of corresponding points under the stereographic projection are related by rational functions, and as the Jacobian of the stereographic projection is also rational, we find that $\hat{\phi} \in \mathcal{T}(U)$, where $\hat{\phi}|_{A_0} = 0$ and $\hat{\phi}|_{A_1} = 1$. In order to get a non-negative $t \in \mathcal{T}(U)$ with the same properties, apply Lemma 3.7 and define $t(x) = \hat{\phi}(x)^2$. □

4.2. Proposition (tempered partition of unity on definable open subsets of $\mathbb{R}^n$). Let $U \subset \mathbb{R}^n$ be an open definable subset and $U = \bigcup_{i=1}^{m} U_i$ be a finite open definable cover. Then, there exist non-negative tempered functions $\varphi_1, \ldots, \varphi_m \in \mathcal{T}(U)$ such that the following hold:

1. $\text{supp}(\varphi_i) \subset U_i$ for any $i = 1, \ldots, m$ (where $\text{supp}(\varphi_i)$ is the closure of $\varphi_i^{-1}(\mathbb{R} \setminus \{0\})$ inside $U$, not inside $\mathbb{R}^n$);
2. $\sum_{i=1}^{m} \varphi_i(x) = 1$ for any $x \in U$.

Proof: Our proof is based on the idea of proving continuous partition of unity for arbitrary normal topological spaces exists, as given in [Mun00 Theorem 36.1], with some modifications. For the sake of completeness we repeat all the details:
Normality (Lemma 2.1.2) implies that for the open cover \( U_1, U_2, \ldots, U_m \) we can find an open definable cover \( V_1, V_2, \ldots, V_m \) of \( U \), such that \( V_i \subset U_i \) for any \( i = 1, 2, \ldots, m \) (this is sometimes called "the shrinking lemma", and its proof – which is made by standard induction – is given in the beginning of the proof of [Mun00, Thorem 36.1]). Applying this procedure again we can find an open definable cover \( W_1, W_2, \ldots, W_m \) of \( U \) such that \( W_i \subset V_i \) for any \( i = 1, 2, \ldots, m \).

For any \( i = 1, 2, \ldots, m \) we apply Lemma 4.1 to the disjoint closed sets \( \overline{W_i}, U \setminus V \subset U \), and get a non-negative function \( t_i \in T(U) \) such that \( t_i|_{\overline{W_i}} = 1 \) and \( t_i|_{U \setminus V} = 0 \). Since \( t_i^{-1}(\mathbb{R} \setminus \{0\}) \subset V_i \), we have \( \text{supp}(t_i) \subset \overline{V_i} \subset U_i \). Note that by Lemma 3.7 the function \( \sum_{i=1}^{m} t_i \) is a tempered function on \( U \), and as it is bounded from below by 1, its inverse is a tempered function as well. Finally define \( \varphi_i := \frac{t_i}{\sum_{i=1}^{m} t_i} \). Clearly these \( \varphi_i \)'s satisfy (1) and (2).

4.3. Proposition (sheaf property of tempered distributions on definable open subsets of \( \mathbb{R}^n \)). Let \( U \subset \mathbb{R}^n \) be an open definable subset and \( U = \bigcup_{i=1}^{m} U_i \) be a finite open definable cover. Then, the following sequence is exact:

\[
0 \rightarrow T(U) \xrightarrow{\text{Res}_1} \bigoplus_{i=1}^{m} T(U_i) \xrightarrow{\text{Res}_2} \bigoplus_{i=1}^{m-1} \bigoplus_{j=i+1}^{m} T(U_i \cap U_j),
\]

where the \( k \)-th coordinate of \( \text{Res}_1(t) \) is \( \text{Res}_{U_i}^{U} t_k \) (i.e., \( \sum_{i=1}^{m} t_i \)) and for \( 1 \leq k < l \leq m \) the \( (k, l) \)-coordinate of \( \text{Res}_2(\bigoplus_{i=1}^{m} t_i) \) is \( \text{Res}_{U_i \cap U_j}^{U} t_k - \text{Res}_{U_j \cap U_k}^{U} t_l \).

Proof: It follows from Lemma 3.6 that the above maps are well defined. It is enough to prove the following: let \( t_i \in T(U_i) \) be such that \( t_i|_{U_i \cap U_j} = t_j|_{U_i \cap U_j} \) for any \( 1 \leq i \leq j \leq m \), and define \( t : U \rightarrow \mathbb{R} \) by \( t|_{U_i} = t_i \) for any \( i = 1, 2, \ldots, m \). Then \( t \in T(U) \). By Proposition 3.8 it is enough to show that \( t \cdot s \in S(U) \) for any \( s \in S(U) \). Indeed, let \( s \in S(U) \). By Proposition 4.2 there exist non-negative tempered functions \( \varphi_1, \ldots, \varphi_m \in T(U) \) such that \( \text{supp}(\varphi_i) \subset U_i \) for any \( i = 1, \ldots, m \), and \( \sum_{i=1}^{m} \varphi_i(x) = 1 \) for any \( x \in U \). Lemma 3.9 implies that \( \varphi_i|_{U_i} \cdot s|_{U_i} \in S(U_i) \), and so, again by Proposition 3.8 \( t_i \cdot \varphi_i|_{U_i} \cdot s|_{U_i} \in S(U_i) \). Recalling that the extension by zero of a Schwartz function from the open subset \( U_i \) is a Schwartz function on \( U \), and that finite sums of Schwartz functions are Schwartz functions, we have \( t \cdot s = \sum_{i=1}^{m} \text{Ext}_{U_i}^{U_i}(t_i \cdot \varphi_i|_{U_i} \cdot s|_{U_i}) \in S(U) \).

The following Proposition 4.4 follows from Remark 3.2.1, Lemma 3.4, Lemma 3.9, Proposition 4.2 and Proposition 4.3. The following Proposition 4.5 follows from Lemma 3.4 and Proposition 4.3. The proofs, which we omit, are quite technical, and are identical to the proofs of [ReSi18, Proposition 4.4 and Proposition 4.5] (respectively), with straightforward adjustments.

4.4. Proposition (sheaf property of tempered distributions on definable open subsets of \( \mathbb{R}^n \)). Let \( U \subset \mathbb{R}^n \) be an open definable subset and \( U = \bigcup_{i=1}^{m} U_i \) be a finite open definable cover. Then, the following sequence is exact:

\[
0 \rightarrow S^*(U) \xrightarrow{\text{Res}_1} \bigoplus_{i=1}^{m} S^*(U_i) \xrightarrow{\text{Res}_2} \bigoplus_{i=1}^{m-1} \bigoplus_{j=i+1}^{m} S^*(U_i \cap U_j),
\]
Finally, for $x \in \mathbb{R}^n$ and $1 \leq k < l \leq m$ the $(k,l)$-coordinate of $\text{Res}_2(\bigoplus_{i=1}^m \xi_i)$ is $\xi_k|_{S(U_k \cap U_l)} - \xi_l|_{S(U_k \cap U_l)}$.

4.5. Proposition (cosheaf property of Schwartz functions on definable open subsets of $\mathbb{R}^n$). Let $U \subset \mathbb{R}^n$ be an open definable subset and $U = \bigcup_{i=1}^m U_i$ be a finite open definable cover. Then, the following sequence is exact:

$$
\bigoplus_{i=1}^{m-1} \bigoplus_{j=i+1}^m S(U_i \cap U_j) \xrightarrow{\text{Ext}_1} \bigoplus_{i=1}^m S(U_i) \xrightarrow{\text{Ext}_2} S(U) \rightarrow 0,
$$

where the $k$-th coordinate of $\text{Ext}_1(\bigoplus_{i=1}^{m-1} \bigoplus_{j=i+1}^m s_{i,j})$ is $\sum_{i=1}^{k-1} \text{Ext}_{U_k \cap U_i}(s_{i,k}) - \sum_{i=k+1}^m \text{Ext}_{U_k \cap U_i}(s_{i,k})$, and $\text{Ext}_2(\bigoplus_{i=1}^m s_i) := \sum_{i=1}^m \text{Ext}_{U_i}(s_i)$.

We end this section by proving that a definable diffeomorphism (in a polynomially bounded o-minimal structure) between open definable subsets of $\mathbb{R}^n$ induces an isomorphism of the corresponding Schwartz spaces (Corollary 4.9). We will need some lemmas before.

4.6. Lemma. Let $U \subset \mathbb{R}^n$ be an open definable subset and $f : U \rightarrow \mathbb{R}$ be a definable smooth function. Then, $f \in T(U)$.

Proof: To avoid problems in infinity, we again consider $U$ as an open subset of $S^n$ (see the proof of Lemma 4.1 for more detail). If $f$ is identically zero there is nothing to prove. Assume $f$ is not identically zero. As partial derivative of a definable function is definable, it is enough to prove that there exist $\epsilon', C > 0$ and $m \in \mathbb{N}_0$ such that $|f(x)| \leq C \cdot \text{dist}(x, \partial U)^{-m}$ for any $x \in U$ satisfying $\text{dist}(x, \partial U) < \epsilon'$.

Define a definable function

$$
F(\epsilon) := \max_{\{x : \text{dist}(x, \partial U) \geq \epsilon\}} |f(x)|,
$$

for all $\epsilon \in (0, \epsilon')$, where $0 < \epsilon' < 1$ is sufficiently small such that $F(\epsilon') > 0$. Note that $F$ is continuous and monotonic decreasing. Define a continuous definable function $G(\epsilon) := \frac{1}{F(\epsilon)}$ for all $\epsilon \in (0, \epsilon')$. Note that $G$ is monotonic increasing, and so $G(0) := \lim_{\epsilon \to 0} G(\epsilon)$ exists, and non-negative. If $G(0) > 0$ then $f$ is bounded on $U$, and we are done. Otherwise $G(0) = 0$, and $G(\epsilon) > 0$ for any $\epsilon > 0$. Applying Corollary 2.2.2 there exist $C > 0$ and $m \in \mathbb{N}$, such that $G(\epsilon) \geq C \cdot \epsilon^m$ for any $\epsilon \in (0, \epsilon']$. We conclude that for any $\epsilon \in (0, \epsilon']$:

$$
\max_{\{x : \text{dist}(x, \partial U) \geq \epsilon\}} |f(x)| \leq C^{-1} \cdot \epsilon^{-m}.
$$

Finally, for $x_0 \in U$ such that $\epsilon_0 := \text{dist}(x_0, \partial U) < \epsilon'$, we have:

$$
|f(x_0)| \leq \max_{\{x : \text{dist}(x, \partial U) \geq \epsilon_0\}} |f(x)| \leq C^{-1} \cdot \epsilon_0^{-m} = C^{-1} \cdot \epsilon_0^{-m} = C^{-1} \cdot \text{dist}(x_0, \partial U)^{-m}.
$$
4.7. Lemma. Let $U, V \subset \mathbb{R}^n$ be open definable subsets, and $\nu : U \to V$ a definable diffeomorphism. Then, $\nu^*(S(V)) \subset S(U)$.

Proof: We start with the one dimensional case: let $s \in S(V)$, we need to show that $\nu^*(s) \in S(U)$. Let $x_0 \in \partial U$. We first wish to prove that for any $l \in \mathbb{N}_0$ we have $\lim_{x \to x_0} (\nu^*(s))(l)(x) = 0$. We only show the cases $n = 1$ – the rest is left to the reader. Assume toward a contradiction there exist $\epsilon > 0$ and $x_1, x_2, x_3, \ldots \in U$ such that $\lim_{n \to \infty} x_n = x_0$ and for any $n \in \mathbb{N}$ we have $|s(\nu(x_n))| > \epsilon$. Denote $y_n := \nu(x_n) \in V$, and denote by $y_0 \in \partial V$ some accumulation point of the sequence $\{y_n\}_{n=1}^\infty$ if such exists, and $y_0 = \pm \infty$ otherwise. In any case by diluting the sequence $\{x_n\}_{n=1}^\infty$ we may assume $\lim_{n \to \infty} y_n = y_0$. Then, $\epsilon \leq \lim_{x \to x_0} |\nu^*(s)'(x_n)| = \lim_{x \to x_0} |s'(\nu(x_n)) \cdot \nu'(x_n)| = \\
\lim_{y \to y_0} |s'(y_n) \cdot \nu'(\nu^{-1}(y_n))| = \lim_{y \to y_0} |s'(y_n) \cdot (\nu^{-1})'(\nu'(y_n))| = 0,

as $y_0 \notin V$, $s' \in S(V)$, $(\nu^{-1})'(\nu') \in \mathcal{T}(V)$ (as it is definable and by Lemma 4.6), and so $s'(\nu^{-1})'(\nu') \in S(V)$ (by Proposition 3.3). This is a contradiction, and the case $l = 0$ is done.

Now assume toward a contradiction there exist $\epsilon > 0$ and $x_1, x_2, x_3, \ldots \in U$ such that $\lim_{n \to \infty} x_n = x_0$ and for any $n \in \mathbb{N}$ we have $|\nu^*(s)'(x_n)| > \epsilon$. Denote $y_n := \nu(x_n) \in V$, and denote by $y_0 \in \partial V$ some accumulation point of the sequence $\{y_n\}_{n=1}^\infty$ if such point exists, and $y_0 = \pm \infty$ otherwise. As before, by moving to a subsequence we may assume $\lim_{n \to \infty} y_n = y_0$. Then,

$$\epsilon \leq \lim_{x \to x_0} |(\nu^*(s))'(x_n)| = \lim_{x \to x_0} |s'(\nu(x_n)) \cdot \nu'(x_n)| = \\
\lim_{y \to y_0} |s'(y_n) \cdot \nu'(\nu^{-1}(y_n))| = \lim_{y \to y_0} |s'(y_n) \cdot (\nu^{-1})'(\nu'(y_n))| = 0,$$

as $y_0 \notin V$, $s' \in S(V)$, $(\nu^{-1})'(\nu') \in \mathcal{T}(V)$ (as it is definable and by Lemma 4.6), and so $s'(\nu^{-1})'(\nu') \in S(V)$ (by Proposition 3.3). This is a contradiction, and the case $l = 1$ is done.

Thus we showed that $\text{Ext}^\mathbb{R}_f(\nu^*(s)) \subset C^\infty(\mathbb{R})$ and that it is flat outside $U$. In order to show that it is a Schwartz function, we are left to check it also behaves well at infinity, which is essentially checking one more point on the circle. This can be done in the same way as we did for usual points in $\mathbb{R}$, and is left for the reader to verify.

The general $n$-dimensional case follows in the same way, but now one has to apply a general $n$-dimensional algebraic differential operator $\mathcal{L}$ on $\nu^*(s)$, instead of a one-dimensional derivative. One has to use the following fact: let $U \subset \mathbb{R}^n$, $V \subset \mathbb{R}^m$ be two open definable subsets, and let $\nu : U \to V$ be some map, given by $\nu(x) = (\nu_1(x), \ldots, \nu_m(x))$, for some functions $\nu_1, \ldots, \nu_m : U \to \mathbb{R}$. Then, $\nu$ is a definable map if and only if the functions $\nu_1, \ldots, \nu_m$ are all definable. All the other details may be verified straightforward and are left to the reader. □

4.8. Lemma. Let $U, V \subset \mathbb{R}^n$ be open subsets (not necessarily definable), and $\nu : U \to V$ some map (not necessarily definable). If $\nu^*(S(V)) \subset S(U)$, then $\nu^* : S(V) \to S(U)$ is continuous.

Proof:

$$S(V) \times S(U) \supset \text{graph}(\nu^*) = \\
\{(f, \nu^* f) | f \in S(V) \} = \{(f, g) | g(x) = f(\nu(x)) \ \forall x \in U \} = \\
x \in U \{(f, g) | g(x) = f(\nu(x)) \}.$$

For any $x_0 \in U$ denote

$$S(V) \times S(U) \supset A_{x_0} := \{(f, g) | g(x_0) = f(\nu(x_0)) \}.$$
Let \((f, g) \in \mathcal{S}(V) \times \mathcal{S}(U) \setminus A_{x_0}\), i.e. \(\epsilon := |g(x_0) - f(\nu(x_0))| > 0\). For any \(\tilde{f} \in \mathcal{S}(V)\) such that \(|f - \tilde{f}|_{(0, 0)} := \sup_{y \in V} |f(y) - \tilde{f}(y)| < \epsilon\) and any \(\tilde{g} \in \mathcal{S}(U)\) such that \(|g - \tilde{g}|_{(0, 0)} := \sup_{x \in U} |g(x) - \tilde{g}(x)| < \epsilon\), we also have \((\tilde{f}, \tilde{g}) \in \mathcal{S}(V) \times \mathcal{S}(U) \setminus A_{x_0}\). Thus \(A_{x_0}\) is closed in \(\mathcal{S}(V) \times \mathcal{S}(U)\), and so \(\text{graph}(\nu^*) = \bigcap_{x_0 \in U} A_{x_0}\) is closed in \(\mathcal{S}(V) \times \mathcal{S}(U)\). By Theorem 2.3.1 \(\nu^*\) is continuous. \(\Box\)

4.9. **Corollary.** Let \(U, V \subset \mathbb{R}^n\) be open definable subsets, and \(\nu : U \to V\) a definable diffeomorphism. Then, \(\nu^*|_{\mathcal{S}(V)}\) is an isomorphism of the Fréchet spaces \(\mathcal{S}(V)\) and \(\mathcal{S}(U)\).

**Proof:** It follows directly from Lemma 4.7 and Lemma 4.8. \(\Box\)

5. **The affine polynomially bounded case**

Throughout this section fix \(\mathcal{R}\) to be some polynomially bounded \(\alpha\)-minimal structure.

5.1. **Definition.** Let \(M\) be a smooth definable manifold and let \(f\) be a real valued function defined on an open definable neighborhood of a point \(z \in M\). \(f\) is called flat at \(z \in M\) if there exists a chart \((U, g)\) with \(z \in U\) such that (or equivalently if for any such a chart) \(g_* (f) := f \circ g^{-1}\) is flat at \(g(z)\). It is called flat at \(Z \subset M\) if it is flat at any \(z \in Z\). Note that this definition makes sense for general smooth manifolds (not necessarily definable), however we do not need this generality in this paper.

5.2. **Definition.** An \(n\)-dimensional definable manifold \(M\) is called affine if there exists (in one of the atlases in the appropriate equivalent class of atlases) a chart of the form \((M, g)\), with \(g(M) \subset \mathbb{R}^n\) is open.

5.3. **Definitions and easy observations.** Let \(M\) be an affine manifold definable in \(\mathcal{R}\).

1. A function \(f : M \to \mathbb{R}\) is called a Schwartz function on \(M\) if \(g_* f := f \circ g^{-1} \in \mathcal{S}(g(M))\), where \((M, g)\) is a chart on \(M\) with \(g(M) \subset \mathbb{R}^n\) is open. Denote the space of all Schwartz functions on \(M\) by \(\mathcal{S}(M)\), and define a topology on \(\mathcal{S}(M)\) by declaring a subset \(U \subset \mathcal{S}(M)\) to be open if \(g_* (U) \subset \mathcal{S}(g(M))\) is an open subset. If \((M, g')\) is another chart in the same equivalence class of atlases with \(g'(M) \subset \mathbb{R}^n\) is open, then Corollary 4.9 implies that \(g' \circ g^{-1}\) is an isomorphism of \(\mathcal{S}(g(M))\) and \(\mathcal{S}(g'(M))\), and so \(\mathcal{S}(M)\) is a well defined Fréchet space. Note that by Lemma 3.4 if \(V \subset U \subset M\) are open definable subsets, then \(\mathcal{S}(V)\) is a closed subspace of \(\mathcal{S}(U)\): explicitly (by Remark 3.2.1) \(\text{Ext}^V_{\mathcal{V}} : \mathcal{S}(V) \to \mathcal{S}(U)\) is a closed embedding, whose image consists of all functions in \(\mathcal{S}(U)\) which are flat at \(U \setminus V\).

2. The space of tempered distributions on \(M\), denoted by \(\mathcal{S}^*(M)\), is the space of continuous linear functionals on \(\mathcal{S}(M)\). By Lemma 3.4 if \(V \subset U \subset M\) are open definable subsets, then the restriction morphism \(\mathcal{S}^*(U) \to \mathcal{S}^*(V)\) is onto.

3. A function \(f : M \to \mathbb{R}\) is called tempered if for any \(s \in \mathcal{S}(M)\) also \(f \cdot s \in \mathcal{S}(M)\). The set of all tempered functions on \(M\) is denoted \(\mathcal{T}(M)\). Note that Proposition 3.8 implies that \(f \in \mathcal{T}(M)\) if and only if \(g_* f := f \circ g^{-1} \in \mathcal{T}(g(M))\), where \((M, g)\) is a chart on \(M\) with \(g(M) \subset \mathbb{R}^n\) is open. Also note that (by Lemma 3.7) \(\mathcal{T}(M)\) together with point-wise addition and multiplication is an \(\mathbb{R}\)-algebra and any tempered function that is bounded from below by some positive number is invertible in this algebra.

The following results follow immediately from the corresponding results on open definable subsets of \(\mathbb{R}^n\):
5.4. **Lemma (cf. Lemma 3.9).** Let $M$ be an affine definable manifold, $U \subset M$ an open definable subset, $t \in T(M)$, and $s \in S(M)$. If $\text{supp}(t) \subset U$, then $(t \cdot s)|_U \in S(U)$.

5.5. **Proposition (tempered partition of unity on affine definable manifolds – cf. Proposition 4.2).** Let $M$ be an affine definable manifold and $M = \bigcup_{i=1}^{m} U_i$ be a finite open definable cover. Then, there exist non-negative tempered functions $\varphi_1, \ldots, \varphi_m \in T(M)$ such that the following hold:
   
   (1) $\text{supp}(\varphi_i) \subset U_i$ for any $i = 1, \ldots, m$;
   
   (2) $\sum_{i=1}^{m} \varphi_i(x) = 1$ for any $x \in M$.

5.6. **Proposition (sheaf property of tempered functions on affine definable manifolds – cf. Proposition 4.3).** Let $M$ be an affine definable manifold and $M = \bigcup_{i=1}^{m} U_i$ be a finite open definable cover. Then, the following sequence is exact:

\[
0 \longrightarrow T(M) \longrightarrow \bigoplus_{i=1}^{m} T(U_i) \longrightarrow \bigoplus_{i=1, j=1}^{m} T(U_i \cap U_j),
\]

where the $k$-th coordinate of $\text{Res}_1(t)$ is $\text{Res}_1^M(t)$ and for $1 \leq k < l \leq m$ the $(k, l)$-coordinate of $\text{Res}_2(\bigoplus_{i=1}^{m} t_i)$ is $\text{Res}_{U_l}^{U_k \cap U_l}(t_k)$.

5.7. **Proposition (sheaf property of tempered distributions on affine definable manifolds – cf. Proposition 4.4).** Let $M$ be an affine definable manifold and $M = \bigcup_{i=1}^{m} U_i$ be a finite open definable cover. Then, the following sequence is exact:

\[
0 \longrightarrow S^*(M) \longrightarrow \bigoplus_{i=1}^{m} S^*(U_i) \longrightarrow \bigoplus_{i=1, j=1}^{m} S^*(U_i \cap U_j),
\]

where the $k$-th coordinate of $\text{Res}_1(\xi)$ is $\xi|_{S(U_k)}$ and for $1 \leq k < l \leq m$ the $(k, l)$-coordinate of $\text{Res}_2(\bigoplus_{i=1}^{m} \xi_i)$ is $\xi_k|_{S(U_k \cap U_l)} - \xi_l|_{S(U_k \cap U_l)}$.

5.8. **Proposition (cosheaf property of Schwartz functions on affine definable manifolds – cf. Proposition 4.5).** Let $M$ be an affine definable manifold and $M = \bigcup_{i=1}^{m} U_i$ be a finite open definable cover. Then, the following sequence is exact:

\[
\bigoplus_{i=1}^{m} S(U_i \cap U_j) \longrightarrow \bigoplus_{i=1}^{m} S(U_i) \longrightarrow S(M) \longrightarrow 0,
\]

where the $k$-th coordinate of $\text{Ext}_1\bigoplus_{i=1}^{m} s_{i,j}$ is $\sum_{i=1}^{k-1} \text{Ext}_1^{U_k} U_k \cap U_i(s_{i,k}) - \sum_{i=k+1}^{m} \text{Ext}_1^{U_k \cap U_i}(s_{k,i})$, and $\text{Ext}_2(\bigoplus_{i=1}^{m} s_i) := \sum_{i=1}^{m} \text{Ext}_2^{U_i}(s_i)$.
6. THE GENERAL POLYNOMIALLY BOUNDED CASE

Throughout this section fix $\mathcal{R}$ to be some polynomially bounded o-minimal structure.

Some more terminology. If $M$ is a definable manifold and $(U,g)$ is a definable chart on $M$ with $g(U) \subset \mathbb{R}^n$ is open, then $U$ has a natural structure of an affine definable manifold induced from $M$. In that case we call $U \subset M$ an affine definable patch. Accordingly, if $U_1, U_2, \ldots, U_m$ are affine definable patches such that $M = \bigcup_{i=1}^m U_i$, then we call $U_1, U_2, \ldots, U_m$ an affine definable open cover of $M$. Finally, for any definable manifold $M$, we denote the space of all real valued functions on $M$ by $\text{Func}(M, \mathbb{R})$.

6.1. Lemma. Let $M$ be a definable manifold, and let $M = \bigcup_{i=1}^m U_i = \bigcup_{i=m+1}^l U_i$ be two affine definable open covers. Using extensions by zero, there are natural maps $\phi_1 : \bigoplus_{i=1}^m \text{Func}(U_i, \mathbb{R}) \to \text{Func}(M, \mathbb{R})$ and $\phi_2 : \bigoplus_{i=m+1}^l \text{Func}(U_i, \mathbb{R}) \to \text{Func}(M, \mathbb{R})$. Then, $\phi_1\left(\bigoplus_{i=1}^m S(U_i)\right) \cong \left(\bigoplus_{i=1}^m S(U_i)\right)/\text{Ker}(\phi_1|_{\bigoplus_{i=1}^m S(U_i)})$ has a natural structure of a Fréchet space, and moreover there is an isomorphism of Fréchet spaces $\phi_1\left(\bigoplus_{i=1}^m S(U_i)\right) \cong \phi_2\left(\bigoplus_{i=m+1}^l S(U_i)\right)$.

Proof: This follows from [5.3(1) and Proposition 5.8. The detailed proof, which we omit, is identical to the proof of [ES18, Lemma 5.1], with straightforward adjustments. \hfill \Box

6.2. Definition. Let $M$ be a definable manifold, let $M = \bigcup_{i=1}^m U_i$ be some affine definable open cover, and consider the natural map $\phi : \bigoplus_{i=1}^m \text{Func}(U_i, \mathbb{R}) \to \text{Func}(M, \mathbb{R})$. Define the space of Schwartz functions on $M$ by $S(M) := \left(\bigoplus_{i=1}^m S(U_i)\right)/\text{Ker}(\phi|_{\bigoplus_{i=1}^m S(U_i)})$, with the natural quotient topology. By Lemma 6.1 this definition is independent of the cover chosen, and $S(M)$ is a Fréchet space. We naturally think of elements in $S(M)$ as real valued functions on $M$ – by doing so we implicitly choose representatives.

6.2.1. Remark. Clearly if $M$ is affine, then Definitions 5.3(1) and 6.2 coincide.

6.3. Definition. Let $M$ be a definable manifold. Define the space of tempered distributions on $M$, denoted by $S^*(M)$, as the space of continuous linear functionals on $S(M)$.

The following Lemma 6.4 generalizes the observations in [5.3(1,2). Its proof is straightforward, thus omitted.

6.4. Lemma. Let $M$ be a definable manifold and $U \subset M$ an open definable subset. Then, $\text{Ext}^M_U : S(U) \to S(M)$ is a closed embedding, and the restriction map $S^*(M) \to S^*(U)$ is onto.
6.5. Lemma. Let $M$ be a definable manifold, and let $t : M \to \mathbb{R}$ be some function. Then, the following conditions are equivalent:

1. $t \cdot s \in S(M)$, for any $s \in S(M)$;
2. $t|_U \in T(U)$, for any affine definable patch $U \subset M$;
3. there exists an affine definable open cover $\mathcal{M} = \bigcup_{i=1}^{m} U_i$ such that for any $1 \leq i \leq m$, $t|_{U_i} \in T(U_i)$.

Proof: Clearly (2) $\Rightarrow$ (3).

(3) $\Rightarrow$ (1): let $s \in S(M)$, i.e. $s = \sum_{i=1}^{m} \text{Ext}_{U_i}^{M}(s_i)$ for some $s_i \in S(U_i)$. As $t|_{U_i} \in T(U_i)$, also $t|_{U_i} \cdot s_i \in S(U_i)$. Thus $t \cdot s = \sum_{i=1}^{m} \text{Ext}_{U_i}^{M}(t|_{U_i} \cdot s_i) \in S(M)$.

(1) $\Rightarrow$ (2): let $U_1 := U \subset M$ be some affine definable patch, and complete $U_1$ to some affine open definable cover $\mathcal{M} = \bigcup_{i=1}^{m} U_i$. Let $s \in S(U_1)$. We need to show that $t|_{U_1} \cdot s \in S(U)$. Consider $s := \text{Ext}_{U_1}^{M}(s) \in S(M)$, then $t \cdot s \in S(M)$. For any $z \in \partial U$ we have by the chain rule that $t \cdot s$ is flat at $z$. Choose an open definable embedding $\varphi : U \to S^n$ (see the proof of Lemma 4.4 for further detail). We need to show that for any $y \in \partial(\varphi(U)) \subset S^n$, $(t \cdot s) \circ \varphi^{-1}$ is flat at $y$, where $\varphi^{-1}$ is the inverse of $\varphi : U \to \mathbb{R}^n$ – to be more precise we mean that $\text{Ext}_{\varphi(U)}^{S^n}((t \cdot \hat{s}) \circ \varphi^{-1})$ is flat at $y$, but we do not write it to shorten the notation. We take some sequence $y_1, y_2, y_3, \cdots \in \varphi(U)$ converging to $y$. If the sequence $\{\varphi^{-1}(y_i)\}_{i=1}^{\infty}$ has an accumulation point in $M$, then by the previous claim $t \cdot s$ is flat at this accumulation point, and $(t \cdot \hat{s}) \circ \varphi^{-1}$ is flat at $y$. Otherwise, write $t \cdot \hat{s} = \sum_{i=1}^{m} \text{Ext}_{U_i}^{M}(s_i)$, for some $s_i \in S(U_i)$. Consider $\text{Ext}_{U_i}^{M}(s_i)$. As $\{\varphi^{-1}(y_i)\}_{i=1}^{\infty}$ does not have an accumulation point in $M$, and in particular does not have an accumulation point in $U_i$, we have that $\text{Ext}_{U_i}^{M}(s_i) \circ \varphi^{-1}$ is flat at $y$. We conclude that also $(t \cdot \hat{s}) \circ \varphi^{-1} = \sum_{i=1}^{m} (\text{Ext}_{U_i}^{M}(s_i) \circ \varphi^{-1})$ is flat at $y$.

6.6. Definition. Let $M$ be a definable manifold. A real valued function $t : M \to \mathbb{R}$ is called a tempered function on $M$ if it satisfies the equivalent conditions of Lemma 6.5. Denote the space of all tempered functions on $M$ by $T(M)$.

6.7. Lemma. Let $M$ be a definable manifold. Then, $T(U)$ together with point-wise addition and multiplication is an $\mathbb{R}$-algebra. Moreover, any tempered function that is bounded from below by some positive number is invertible in this algebra.

Proof: It follows easily from 5.3(3) and Definition 6.6.
Proof: Following the proof of Proposition 4.2, one easily sees it is enough to generalize Lemma 4.1 and in fact it is enough to prove the following:

6.8.1. Lemma. Let $A_0, A_1$ be disjoint definable closed subsets of a definable manifold $M$. Then, there exists a non-negative $t \in \mathcal{T}(M)$ such that $t|_{A_0} = 0$ and $t(x) \geq 1$ for any $x \in A_1$.

Proof: Let $M = \bigcup_{i=1}^{m} X_i$ be an affine definable open cover. The case $m = 1$ follows from Lemma 4.1. For simplicity we prove here the case $m = 2$. The general case follows in the same way. Thus we assume $M = X_1 \cup X_2$, where $X_1, X_2$ are affine definable manifolds. As in the proof of Proposition 4.2, we apply the shrinking lemma (that follows from Lemma 2.1.2) twice to obtain an affine definable open cover $M = Z_1 \cup Z_2$ where $Z_i \subset X_i$ for $i = 1, 2$, and another affine definable open cover $M = Y_1 \cup Y_2$ where $Y_i \subset Z_i$ for $i = 1, 2$.

Note that $A_0 \cap X_1, A_1 \cap X_1 \subset X_1$ are disjoint closed definable sets, and so by Proposition 5.5 (applied to their complements) there exists a non-negative $\alpha_1 \in \mathcal{T}(X_1)$ such that $\alpha_1 |_{A_0 \cap X_1} = 0$ and $\alpha_1 |_{A_1 \cap X_1} = 1$. Note that $X_1 \setminus Y_1, X_1 \setminus (X_1 \cap Y_2) \subset X_1$ are closed definable subsets and, as $M = Y_1 \cup Y_2$, they are disjoint. Thus, there exists a non-negative $\beta_1 \in \mathcal{T}(X_1)$ such that $\beta_1 |_{X_1 \setminus Y_1} = 0$ and $\beta_1 |_{X_1 \setminus (X_1 \cap Y_2)} = 1$. As $Y_1 \subset X_1$, we have that $\operatorname{Ext}^M_X(\beta_1)$ is a smooth function on $M$. Moreover, $X_2 \setminus (X_2 \cap Y_1)$ is affine, $\operatorname{Ext}^M_X(\beta_1) |_{X_2 \setminus (X_2 \cap Y_1)} = 0$, and $M = (X_2 \setminus (X_2 \cap Y_1)) \cup X_1$.

Thus, by Lemma 6.5, $\operatorname{Ext}^M_X(\beta_1) \in \mathcal{T}(M)$. Moreover, similar arguments show that $\operatorname{Ext}^M_X(\beta_1 \cdot t) \in \mathcal{T}(M)$ for any $t \in \mathcal{T}(X_1)$. In particular $t_1 := \operatorname{Ext}^M_X(\beta_1 \cdot \alpha_1) \in \mathcal{T}(M)$. Note that $t_1$ is a non-negative function, and moreover $t_1 |_{A_1 \cap (X_1 \setminus (X_1 \cap Y_2))} = 1$ and $t_1 |_{A_0} = 0$. Similarly, we construct a non-negative $t_2 \in \mathcal{T}(M)$ such that $t_2 |_{A_1 \cap (X_2 \setminus (X_2 \cap Y_1))} = 1$ and $t_2 |_{A_0} = 0$.

Now consider the affine definable manifold $X := X_1 \cap X_2$, and the disjoint closed definable subsets $A_0 \cap X, A_1 \cap X \subset X$. By Proposition 5.5 (applied to their complements) there exists a non-negative $\alpha \in \mathcal{T}(X)$ such that $\alpha |_{A_0 \cap X} = 0$ and $\alpha |_{A_1 \cap X} = 1$. Note that $Y_1 \cap Y_2, (X_1 \setminus Z_1) \cup (X_2 \setminus Z_2) \subset X$ are disjoint closed definable subsets, so there exists a non-negative $\beta \in \mathcal{T}(X)$ such that $\beta |_{X_1 \setminus Y_1 \cup X_2 \setminus Y_2} = 0$ and $\beta |_{X_1 \setminus Y_2} = 1$. As above, we conclude that $t_3 := \operatorname{Ext}^M_X(\beta \cdot \alpha) \in \mathcal{T}(M)$ is a non-negative function, such that $t_3 |_{A_0 \cap (Y_1 \setminus Y_2)} = 1$ and $t_3 |_{A_0} = 0$.

Finally, we define $t := t_1 + t_2 + t_3$, and as $(X_1 \setminus (X_1 \cap Y_2)) \cup (X_2 \setminus (X_2 \cap Y_1)) \cup (Y_1 \cap Y_2) = M$, we have that $t$ is a non-negative function such that $t|_{A_0} = 0$ and $t(x) \geq 1$ for any $x \in A_1$. This proves Lemma 6.8.1 and so Proposition 6.8.

Lemmas 6.7 and Proposition 6.10 generalize Lemmas 5.8 and Proposition 5.6 (respectively). They follow easily from them and from Definition 6.10, thus we omit their proofs.

6.9. Lemma. Let $M$ be a definable manifold, $U \subset M$ a definable open subset, $t \in \mathcal{T}(M)$, and $s \in \mathcal{S}(M)$. If $\operatorname{supp}(t) \subset U$, then $(t \cdot s)|_U \in \mathcal{S}(U)$.

6.10. Proposition (sheaf property of tempered functions on definable manifolds). Let $M$ be a definable manifold and $M = \bigcup_{i=1}^{m} U_i$ be a finite definable open cover. Then, the following sequence is exact:

$$
0 \rightarrow \mathcal{T}(M) \xrightarrow{\operatorname{Res}_1} \bigoplus_{i=1}^{m} \mathcal{T}(U_i) \xrightarrow{\operatorname{Res}_2} \bigoplus_{i=1}^{m-1} \bigoplus_{j=i+1}^{m} \mathcal{T}(U_i \cap U_j),
$$
where the $k$-th coordinate of $\text{Res}_1(t)$ is $\text{Res}^M_{U_k}(t)$ and for $1 \leq k < l \leq m$ the $(k, l)$-coordinate of $\text{Res}_2( \bigoplus_{i=1}^m t_i)$ is $\text{Res}^M_{U_k \cap U_l}(t_k) - \text{Res}^M_{U_l \cap U_k}(t_l)$.

Finally, we are able to generalize Propositions 6.7 and 6.8. The proofs, which we omit, are the same, where one has to use Lemma 6.4, Proposition 6.8, Lemma 6.9 and Proposition 6.10 instead of observations 5.3(1,2), Proposition 5.3, Lemma 5.4 and Proposition 5.6 respectively:

6.11. **Proposition** (sheaf property of tempered distributions on definable manifolds).

Let $M$ be a definable manifold and $M = \bigcup_{i=1}^m U_i$ be a finite definable open cover. Then, the following sequence is exact:

$$
0 \longrightarrow S^*(M) \xrightarrow{\text{Res}_1} \bigoplus_{i=1}^m S^*(U_i) \xrightarrow{\text{Res}_2} \bigoplus_{i=1}^{m-1} \bigoplus_{j=i+1}^m S^*(U_i \cap U_j),
$$

where the $k$-th coordinate of $\text{Res}_1(\xi)$ is $\xi|_{S(U_i)}$ and for $1 \leq k < l \leq m$ the $(k, l)$-coordinate of $\text{Res}_2( \bigoplus_{i=1}^m \xi_i)$ is $\xi_k|_{S(U_k \cap U_l)} - \xi_l|_{S(U_l \cap U_k)}$.

6.12. **Proposition** (cosheaf property of Schwartz functions on definable manifolds).

Let $M$ be a definable manifold and $M = \bigcup_{i=1}^m U_i$ be a finite definable open cover. Then, the following sequence is exact:

$$
\bigoplus_{i=1}^{m-1} \bigoplus_{j=i+1}^m S(U_i \cap U_j) \xrightarrow{\text{Ext}_1} \bigoplus_{i=1}^m S(U_i) \xrightarrow{\text{Ext}_2} S(M) \xrightarrow{} 0,
$$

where the $k$-th coordinate of $\text{Ext}_1( \bigoplus_{i=1}^{m-1} \bigoplus_{j=i+1}^m s_{i,j})$ is $\sum_{i=1}^{k-1} \text{Ext}^U_{U_k \cap U_i}(s_{i,k}) - \sum_{i=k+1}^m \text{Ext}^U_{U_k \cap U_i}(s_{k,i})$, and $\text{Ext}_2( \bigoplus_{i=1}^m s_i) := \sum_{i=1}^m \text{Ext}^M_{U_i}(s_i)$.

We end this section by discussing compactly supported functions. First, let us see what happens on compact manifolds:

6.13. **Proposition**. If $M$ is a compact definable manifold, then $S(M) = C^\infty(M)$.

Proof: It is enough to show that any smooth function is Schwartz. Let $s \in C^\infty(M), M = \bigcup_{i=1}^m U_i$ an affine definable open cover, and $\varphi_1, \ldots, \varphi_m \in \mathcal{T}(M)$ as in Proposition 6.8. Fix $1 \leq j \leq m$. We claim that $s|_{U_j} \cdot \varphi_j|_{U_j} \in S(U_j)$: by abuse of notation we think of $U_j$ as an open subset of $S^n$ (see the proof of Lemma 4.1 for further detail). Clearly $s|_{U_j} \cdot \varphi_j|_{U_j}$ is smooth on $U_j$, so the only thing to verify is that $\text{Ext}^U_{U_j}(s|_{U_j} \cdot \varphi_j|_{U_j})$ is smooth on $S^n$. This clearly follows from compactness of $M$ and the fact that $\varphi_j$ is supported in $U_j$. Thus $s = \sum_{i=1}^m \text{Ext}^M_{U_i}(s|_{U_i} \cdot \varphi_i|_{U_i}) \in S(M)$. \hfill \Box

The following Theorem 6.14 is a generalization of Proposition 6.13 above. Its proof is very similar, thus it is left to the reader.

6.14. **Theorem**. Let $M$ be a definable manifold. Then, any smooth compactly supported function is Schwartz, i.e. $C^\infty_c(M) \subset S(M)$. 
7. Schwartz functions with full support – Whitney’s theorem in action

The goal of this section is to show that on any open subset of \( \mathbb{R}^n \) (not necessarily definable) there exists a strictly positive Schwartz function (Theorem 7.3), and as a corollary on any definable manifold there exists a strictly positive Schwartz function (Corollary 7.4). The key ingredient is the following: for a smooth function \( f : \mathbb{R}^n \to \mathbb{R} \), it is clear that the flat locus of \( f \) – the set of all points in \( \mathbb{R}^n \) where the Taylor series of \( f \) is identically zero – is a closed subset of \( \mathbb{R}^n \). We show that the converse is also true: any closed subset of \( \mathbb{R}^n \) may be realized as the flat locus of some smooth function \( f : \mathbb{R}^n \to \mathbb{R} \). We moreover show that this function \( f \) can be chosen to be a Schwartz function.

We start by recalling a classical theorem of Whitney:

7.1. Theorem (Whitney). Let \( Z \subset \mathbb{R}^n \) be a closed subset. There exists a smooth function \( f : \mathbb{R}^n \to \mathbb{R} \) such that \( f^{-1}(\{0\}) = Z \).

Theorem 7.2 below is a stronger version of Theorem 7.1. The proof of Theorem 7.2 given below is almost identical to the proof of Theorem 7.1 that may be found, for instance, in [Mug03].

7.2. Theorem. Let \( Z \subset \mathbb{R}^n \) be a closed subset. There exists a smooth function \( f : \mathbb{R}^n \to \mathbb{R} \) such that \( f(x) > 0 \) for any \( x \notin Z \), and \( f \) is flat at \( Z \).

Proof: As \( U := \mathbb{R}^n \setminus Z \) is open, it can be presented as a countable union of open balls: \( U = \bigcup_{i=0}^\infty B_i \), where \( B_i = \{ x \in \mathbb{R}^n : |x - c_i| < r_i \} \) is an open ball of radius \( r_i > 0 \) around \( c_i \). We choose smooth functions \( \psi_i : \mathbb{R}^n \to \mathbb{R} \) such that the following hold:

1. \( \psi_i(x) > 0 \) if \( x \in B_i \).
2. \( \psi_i \) is flat at \( \mathbb{R}^n \setminus B_i \), i.e. for any \( x \in \mathbb{R}^n \setminus B_i \) and any multi-index \( \alpha \in (\mathbb{N}_0)^n \), \( \psi_i^{(\alpha)}(x) = 0 \).
3. \( \psi_i^{(\alpha)} \) is uniformly bounded by \( 2^{-i} \) for any multi-index \( \alpha \in (\mathbb{N}_0)^n \) satisfying \( |\alpha| \leq i \).

To show such functions exist we first define smooth functions \( \tilde{\psi}_i : \mathbb{R}^n \to \mathbb{R} \) by \( \tilde{\psi}_i(x) := F(\frac{|x - c_i|}{r_i}) \), where \( F : \mathbb{R} \to \mathbb{R} \) is defined by \( F(x) := e^\frac{1}{x^2 - 1} \) if \( x \in (-1, 1) \), and \( F(x) := 0 \) otherwise. Clearly \( \tilde{\psi}_i(x) > 0 \) if \( x \in B_i \) and \( \tilde{\psi}_i(x) = 0 \) otherwise. Moreover, \( \tilde{\psi}_i \) is flat at \( \mathbb{R}^n \setminus B_i \). Since \( \tilde{\psi}_i \) and all of its derivatives \( \tilde{\psi}_i^{(\alpha)} \) are bounded, we may multiply each \( \tilde{\psi}_i \) by some sufficiently small positive number \( \epsilon_i > 0 \) to get the desired \( \psi_i \)’s.

Define \( f = \sum_{i=0}^\infty \psi_i \). Property (3) of the \( \psi_i \)’s imply that \( f \) is indeed a smooth function on \( \mathbb{R}^n \):

\[
\sum_{i=0}^\infty |\psi_i^{(\alpha)}(x)| \leq \sum_{i=0}^{[\alpha]} |\psi_i^{(\alpha)}(x)| + \sum_{i=[\alpha]}^\infty |\psi_i^{(\alpha)}(x)| \leq \sum_{i=0}^{[\alpha]-1} |\psi_i^{(\alpha)}(x)| + \sum_{i=[\alpha]}^\infty 2^{-i},
\]

and so for any multi-index \( \alpha \in (\mathbb{N}_0)^n \) the sum \( \sum_{i=0}^\infty |\psi_i^{(\alpha)}| \) converges uniformly on all of \( \mathbb{R}^n \). Thus, \( f \) is a smooth function, \( f(x) > 0 \) for any \( x \in U \), and \( f^{-1}(\{0\}) = Z \). This proves Theorem 7.1.
7.2.1. **Remark.** We constructed a smooth function \( f : \mathbb{R}^n \to \mathbb{R} \) such that \( f(x) > 0 \) for any \( x \not\in Z \) and \( f \) is flat at \( Z \), i.e. for any multi-index \( \alpha \in (\mathbb{N}_0)^n \) we have \( (f^{(\alpha)})^{-1}(\{0\}) \supset Z \). It is true that \( (f^{(0)})^{-1}(\{0\}) = f^{-1}(\{0\}) = Z \), however for multi-indices \( \alpha \in (\mathbb{N}_0)^n \) such that \( |\alpha| > 0 \) it is not true in general that \( (f^{(\alpha)})^{-1}(\{0\}) = Z \).

We are now ready to prove the key ingredient:

7.3. **Theorem.** Let \( U \subset \mathbb{R}^n \) be an open subset. There exists \( f \in S(U) \) such that \( f(x) > 0 \) for any \( x \in U \).

**Proof:** Let \( p : S^n \setminus \{(1,0,\ldots,0)\} \to \mathbb{R}^n \) be the standard rational stereographic projection (as in 2.7 above). We have that \( U := p^{-1}(U) \subset S^n \) is an open subset. Thus \( S^n \setminus U \) is closed in \( S^n \), which is closed in \( \mathbb{R}_n^1 \), and so \( S^n \setminus U \) is closed in \( \mathbb{R}_n^1 \). By Theorem 7.2 there exists a smooth function \( \tilde{f} : \mathbb{R}_n^1 \to \mathbb{R} \) such that \( \tilde{f}(x) > 0 \) for any \( x \not\in S^n \setminus \tilde{U} \), and \( \tilde{f} \) is flat at \( S^n \setminus \tilde{U} \). We note that:

1. \( S^n \setminus \{(1,0,\ldots,0)\} \) is Zariski open in \( S^n \).
2. \( \tilde{f}|_{S^n} \) is flat at \( (1,0,\ldots,0) \) – here we mean flat in the sense of [ES18, Definition 3.15], namely it is a restriction of a smooth function on \( \mathbb{R}_n^1 \) whose Taylor series at \( (1,0,\ldots,0) \) is identically zero.
3. \( p \) is a birational isomorphism of affine algebraic varieties.

Combining (1)-(3) above we may use [ES18, Theorem 3.23], and conclude that \( \tilde{f} \circ p^{-1} \in S(\mathbb{R}^n) \).

Clearly \( f(x) > 0 \) for any \( x \in U \). Moreover, as the Taylor series of \( \tilde{f} \) around any point in \( S^n \setminus \tilde{U} \) is identically zero, the Taylor series of \( \tilde{f} \circ p^{-1} \) around any point in \( \mathbb{R}_n^1 \setminus U \) is identically zero (this can be alternatively seen by thinking of \( S^n \) as a Nash manifold – then \( p \) is an isomorphism of affine Nash manifolds, and [AC08, Theorem 5.4.1] may be used instead of [ES18, Theorem 3.23].

In the Nash category the notion of flatness is understood intuitively as an intrinsic notion, and the claim that the Taylor series of \( \tilde{f} \circ p^{-1} \) around any point in \( \mathbb{R}_n^1 \setminus U \) is identically zero is clear).

We conclude that \( f := (\tilde{f} \circ p^{-1})|_U \) is a Schwartz function on \( U \), that is everywhere positive. □

7.4. **Corollary.** Let \( M \) be a manifold definable in a polynomially bounded o-minimal structure. Then, there exists \( s \in S(M) \) such that \( s(x) > 0 \) for any \( x \in M \).

**Proof:** This is obvious from Definition 6.2 and Theorem 7.3. □

8. **The exponential case**

The theory developed in Sections 4-6 may not be generalized to manifolds definable in o-minimal structures that are not polynomially bounded: in Example 8.1 below we show that if \( \mathcal{R} \) is an o-minimal structure that is not polynomially bounded, then Corollary 4.9 does not hold, and so the space of Schwartz functions is not well defined: we explicitly (and quite easily) find two open subsets of the real line \( U, V \subset \mathbb{R} \), both definable in \( \mathcal{R} \), and a definable diffeomorphism between these subsets \( \nu : U \to V \), such that \( \nu^*|_{S(V)} \not\subset S(U) \).

8.1. **Example.** Let \( \mathcal{R} \) is an o-minimal structure that is not polynomially bounded. By Miller’s Dichotomy Theorem 2.3.1 \( \mathcal{R} \) is exponential, i.e. the function \( x \mapsto e^x \) (from \( \mathbb{R} \) to \( \mathbb{R} \)) is definable in \( \mathcal{R} \). The map \( \exp : \mathcal{R} \to \mathbb{R}_{>0} \) is thus a definable diffeomorphism, whose inverse (which is also definable in \( \mathcal{R} \) by definition) is \( \log : \mathbb{R}_{>0} \to \mathbb{R} \). Take a smooth function \( f : \mathbb{R} \to \mathbb{R} \) such that \( f(x) = 0 \) for any \( x < 0 \) and \( f(x) = e^{-x} \) for any \( x > 1 \). Such \( f \) clearly exists, and moreover \( f \in S(\mathbb{R}) \). Then, for any \( y > e \) we have \( \log^*(f)(y) = e^{-\log(y)} = \frac{1}{y} \), and so \( \log^*(f) \notin S(\mathbb{R}_{>0}) \).
In Counterexample 8.2 below we show that if $\mathcal{R}$ is an o-minimal structure that is not polynomially bounded, then Lemma 4.1 (tempered Urysohn) does not hold: we explicitly construct an open subset of the plain $U \subset \mathbb{R}^2$ that is definable in $\mathcal{R}$, and two disjoint definable closed subsets $A_0, A_1 \subset U$, and show that there is no $t \in T(U)$ such that both $t|_{A_0} = 0$ and $t|_{A_1} = 1$. Thus, even for "embedded" affine manifolds tempered partition of unity does not exist, and the theory does not generalize. The author thanks Pierre Schapira for this counterexample.

8.2. Counterexample for tempered Urysohn lemma in the non-polynomially bounded case. Let $\mathcal{R}$ be an o-minimal structure that is not polynomially bounded, then by Miller’s Dichotomy Theorem (2.3.1) $\mathcal{R}$ is exponential, i.e. the function $x \mapsto e^x$ (from $\mathbb{R}$ to $\mathbb{R}$) is definable in $\mathcal{R}$. We construct two open definable subsets $V' \subset U \subset \mathbb{R}^2$ and a closed definable subset $Y \subset V'$, such that there does not exist $t \in T(U)$ satisfying both $t|_Y = 1$ and $t|_{U \setminus V'} = 0$. As $Y, U \setminus V' \subset U$ are disjoint closed definable subsets, this is a counterexample for a tempered Urysohn lemma in the non-polynomially bounded case.

Consider $\mathbb{R}^2$ with coordinates $(x, y)$. Define open definable subsets $V' \subset V \subset U \subset \mathbb{R}^2$:

$$U = \{(x, y) : y > 0\},$$
$$V = \{(x, y) : y > 0 \text{ and } |x| < e^{-\frac{1}{y}}\},$$
$$V' = \{(x, y) : y > 0 \text{ and } |x| < \frac{1}{2} \cdot e^{-\frac{1}{y}}\},$$

and also define the closed definable subset $Y \subset U$:

$$Y = \{\frac{1}{2} \geq y > 0 \text{ and } x = 0\}.$$

Let $B \in C^\infty(\mathbb{R}^2)$ be a compactly supported function such that $B|_{\{x^2+y^2 \leq 1\}} = 1$ and $B|_{\{x^2+y^2 \geq 2\}} = 0$. We will show that tempered Urysohn lemma for non-polynomially bounded sets does not hold in general, by showing that if it does then there exists $S \in S(U)$ such that $S|_Y = 1$. This is impossible as then the Taylor series of $\text{Ext}^{\mathbb{R}^2}(S)$ around the origin is not identically zero. Thus we are only interested in the behaviour of all functions below around the origin, and for that reason we have the function $B$ appearing in the definitions.

Consider $f \in C^\infty(U)$ defined by

$$f(x, y) = e^{\frac{y}{x^2+y^2}} \cdot B(x, y).$$

Note that $f|_V \in T(V)$, as for any $(x, y) \in V$ we have

$$\text{dist}((x, y), \mathbb{R}^2 \setminus V) \leq \text{dist}((0, y), \mathbb{R}^2 \setminus V) \leq e^{-\frac{1}{y}}.$$

Assume there exists $t \in T(U)$ such that $t|_Y = 1$, and $t|_{U \setminus V'} = 0$. In particular $\text{supp}(t) \subset V$. Consider $s \in S(U)$ defined by

$$s(x, y) = e^{-\frac{1}{y}} \cdot B(x, y).$$

By Lemma 3.9 we have that $(t \cdot s)|_V \in S(V)$, and so (by Proposition 3.8) $(f \cdot t \cdot s)|_V \in S(V)$. However $(f \cdot t \cdot s)|_V = 1$, which is a contradiction.

APPENDIX A. APPLICATIONS IN REPRESENTATION THEORY

A.1. Du Cloux’s Schwartz induction. Let us recall some classical constructions in representation theory, and show how to apply our results in order to study the induced Schwartz representation introduced by du Cloux:
A.1.1. **Induced representations.** Consider a group $G$, a subgroup $H \leq G$ and a finite dimensional representation $(\pi, V)$ of $H$. The induced representation of $\pi$ from $H$ to $G$ is the vector space 
\[
\{ f : G \rightarrow V | f(gh) = \pi(h^{-1})f(g) \ \forall g \in G \ \forall h \in H \} \cap C(G, V),
\]
where $C(G, V)$ is some class of functions from $G$ to $V$, depending on the context, and the action of $G$ is given by $g.f(g') = f(g^{-1}g')$. For instance, for finite groups $C(G, V)$ is the space of all functions, and if $G$ is locally compact and $H$ is closed one may either take $L^2(G/H)$ or the space of all compactly supported functions mod $H$ (the latter is called compact induction).

A.1.2. **Schwartz induction.** Du Cloux developed the theory of Schwarz functions on affine Nash manifolds in [dC91], and in particular constructed *Schwartz induction*. The interested reader is referred to [dC91, Section 2.1] for full detail, however the general idea is the following: consider the case where $G$ above is a Nash group (a semi-algebraic Lie group), and $H$ is a closed subgroup. Define the space $S(G, V)$ to be the space of functions from $G$ to $V$ that are coordinate-wise Schwartz functions. Fix some Haar measure $dh$ on $H$, and consider the map from $S(G, V)$ to $C^\infty(G, V)$ defined by $\bar{\varphi}(g) := \int_{h \in H} \pi(h)\varphi(gh)dh$ for any $\varphi \in S(G, V)$. Note that in general $\bar{\varphi} \notin S(G, V)$, e.g. if $G = H$ then $\bar{\varphi}$ is a constant function, thus either zero or not Schwartz. Now take the class of functions $C(G, V)$ above to be the subset of $C^\infty(G, V)$ that is the image of the map above, i.e. $C(G, V) = \{ \varphi | \varphi \in S(G, V) \}$.

A.1.3. **Induced representations as spaces of sections.** When $G$ is a topological group and $H$ a closed subgroup, in many cases the induced representation may be realized as the space of sections of some vector bundle: consider the action of $G$ on the space $G \times V$ by $g.(g', x) = (gg', x)$, and consider the equivalence relation on $G \times V$ defined by $(g, x) \sim (gh, \pi(h^{-1})(x))$ for any $h \in H$. This equivalence relation is invariant under the above action of $G$, and so $G$ acts on $(G \times V)/\sim$. Projection to the first coordinate $p : (G \times V)/\sim \rightarrow G/H$ makes $(G \times V)/\sim$ a vector bundle over $G/H$, with typical fiber $V$. For $g \in G$ and $x \in V$, denote by $[g, x]$ the equivalence class of $(g, x)$ in $(G \times V)/\sim$. The action of $G$ on the space of sections of the vector bundle $p : (G \times V)/\sim \rightarrow G/H$ is the following: consider a section $\phi : G/H \rightarrow (G \times V)/\sim$, and denote $[g, \phi_g] := \phi(gH)$. Then, the action of $G$ is given by $(g.\phi)(g'H) = [gg', \phi_{g'}] = [g', \phi_{g^{-1}}g']$. It should be stressed that in the above construction we did not specify what class of sections is considered. This choice depends on the class of functions $C(G, V)$ above. For instance, one may take smooth sections etc., depending on the context.

A.1.4. **Understanding Schwartz induction as a space of sections.** In [AGS15] a special case of the above was analyzed, where in particular a one dimensional representation (a character) was considered. There, $G \times V$ is a Nash manifold, however the action of $H$ is not a Nash map, and so the quotient is not a Nash manifold. The authors constructed an ad-hoc theory of Schwartz spaces suitable for this situation, and thus were able to realize du Cloux’s Schwartz induction as the space of Schwartz sections.

A.1.5. **Schwartz sections of a general definable vector bundle.** Our construction of Schwartz functions on manifolds that are definable in polynomially bounded o-minimal structures enables a systematic construction of Schwartz sections, for more general cases. The basic idea is the following: consider a vector bundle $p : M \rightarrow N$, with a finite dimensional typical fiber $V$, where $M$ and $N$ are definable manifolds and $p$ is a definable map, with a (finite) definable trivialization. By local triviality one may define Schwarz sections of this bundle: these are smooth sections that are coordinate-wise Schwartz functions.
A.1.6. **Example.** Let 
\[ \mathbb{R}^\mathbb{R}_{an} := (\mathbb{R}, <, 0, 1, +, \cdot, (f), (x^r)_{r \in \mathbb{R}}), \]
where \( f \) ranges over all restricted analytic functions (i.e. ranges over all functions from \( \mathbb{R}^n \) to \( \mathbb{R}, n \in \mathbb{N} \), that vanish identically outside \([-1,1]^n\) and whose restrictions to \([-1,1]^n\) are analytic) and all functions of the form \( x^r : \mathbb{R} \to \mathbb{R} \) defined by \( x^r(a) := \begin{cases} a^r, & \text{if } a > 0 \\ 0, & \text{if } a \leq 0 \end{cases} \). Then, \( \mathbb{R}^\mathbb{R}_{an} \) is a polynomially bounded o-minimal structure (see [vdDM96, Mi94b]), and it is easy to verify that any function on \( \mathbb{R}^\times \) of the form \( x \mapsto |x|^r \) (with some fixed \( r \in \mathbb{R} \)) is definable in this structure.

Consider a multiplicative character of the group \( \mathbb{R}^\times \) defined by \( g \mapsto |g|^r \), where \( r \in \mathbb{R} \setminus \mathbb{Q} \). This character is not a Nash function, however it is definable in \( \mathbb{R}^\mathbb{R}_{an} \). Thus, the corresponding bundle and actions described above are well defined in our setting (but not in the Nash, i.e. [AG08] setting) and Schwartz sections and Schwartz induction may now be defined.

A.2. **Existence of tempered distributions.** A measure on a locally compact topological space is a linear functional on the space of compactly supported continuous real-valued functions on the space. Let \( G \) be a group acting on a topological space \( X \). In many cases one knows that there exists a "well behaved" measure \( \mu \) on some \( G \)-orbit \( O \subset X \), and wants to deduce the existence of a "well behaved" tempered distribution \( \eta \) on \( X \), that "extends" \( \mu \) in some sense. Making this statement precise one has to make sense of the notion **tempered distribution**, i.e. realize what is the space of Schwartz functions on \( X \). The following case was proven by Gourevitch, Sahi and Sayag (for the definitions of the terms appearing in the theorem see [GSS18]):

A.2.1. **Theorem (cf. [GSS18] Theorem 4.3).** Let \( G \) be a quasi-elementary \( \mathbb{R} \)-group, and \( X \) a smooth quasi-affine algebraic variety. Assume that there exists a \( G \)-orbit \( O \subset X \) that admits a tempered holonomic \( G \)-equivariant \( V^* \)-valued measure \( \mu \). Then there exists a generalized \( G \)-invariant holonomic distribution \( \eta \in S^*(X,V) \) and a Zariski open \( G \)-invariant neighborhood \( U \) of \( O \), such that the restriction of \( \eta \) to \( U \) equals the extension of \( \mu \) to \( U \) by zero.

In the above Theorem A.2.1 all objects in question (groups, manifolds, bundles, maps, etc.) are naturally Nash. In this case the theory of Schwartz spaces is well established, and in particular the notion **tempered distribution** is well defined. For quasi-projective varieties non-Nash objects appear, however it seems they are still naturally definable in some polynomially bounded o-minimal structure. From this it follows that the main obstacle to generalize Theorem A.2.1 to quasi-projective varieties can be removed using our theory (see [GSS18] Remark 4.6).

**APPENDIX B. A conjecture on \( C^\infty \)-diffeomorphisms vs. definable \( C^\infty \)-diffeomorphisms**

In Example 8.1 we saw that \( \exp : \mathbb{R} \tilde{\sim} \mathbb{R}_{>0} \) is a diffeomorphism of smooth manifolds, but it does not induce an isomorphism of the corresponding Schwartz spaces. However, \( \mathbb{R} \) and \( \mathbb{R}_{>0} \) are indeed isomorphic Nash manifolds, i.e. isomorphic in the category of manifolds definable in the polynomially bounded o-minimal structure \( (\mathbb{R}, <, 0, 1, +, \cdot, \cdot, \cdot) \): the semi-algebraic map \( \varphi : \mathbb{R} \to \mathbb{R}_{>0} \) defined by \( \varphi(x) = x + \sqrt{x^2 + 1} \) is a diffeomorphism, whose inverse is given by \( \varphi^{-1}(x) := \frac{1-x^2}{2x} \). In particular, the Fréchet spaces \( S(\mathbb{R}) \) and \( S(\mathbb{R}_{>0}) \) are isomorphic. This suggests the following conjecture:

**B.1. Conjecture.** Let \( U, V \subset \mathbb{R}^n \) be two open Nash submanifolds. If there exists a \( C^\infty \)-diffeomorphism \( \varphi : U \to V \), then there exists a Nash diffeomorphism \( \phi : U \to V \).
B.1. Remark. For \( n = 1 \) and \( n = 2 \) Conjecture B.1 holds. This follows immediately from [Sh83 Corollary 3]. The one dimensional case may be easily seen, as any open semi-algebraic subset of \( \mathbb{R} \) is a finite union of intervals (possibly of infinite length).

A more general conjecture is the following:

B.2. Conjecture. Let \( U, V \subset \mathbb{R}^n \) be two open subsets definable in some o-minimal structure \( \mathcal{R} \). If there exists a \( C^\infty \)-diffeomorphism \( \varphi : U \to V \), then there exists a \( C^\infty \)-diffeomorphism \( \phi : U \to V \) that is definable in \( \mathcal{R} \).

B.2.1. Remarks.

1. For \( n = 1 \) Conjecture B.2 holds, as any open definable subset of \( \mathbb{R} \) in an o-minimal structure is a finite union of intervals (possibly of infinite length).

2. Possibly, Conjecture B.2 may be proved using cell decomposition (see [vdDM96 4.2]). Some other results that may be relevant (and are of similar flavour) may be found in [P108], for instance, it is shown that a definable \( C^\infty \)-diffeomorphism exists if and only if a definable \( C^1 \)-diffeomorphism exists. The latter paper contains results that may be used to give an alternative proof of our Lemma 4.1 (tempered Urysohn) – we chose to give a direct proof using Hörmander’s classical result (Proposition 2.6).

APPENDIX C. INVARIANTS – A POSSIBLE APPLICATION IN FRACTAL GEOMETRY

The purpose of this appendix is to suggest certain invariants that may be related to the Schwartz theory, and that may be used, for instance, to study fractals. We do this by defining an equivalence relation on the set of all open subsets of \( \mathbb{R}^n \) (for a fixed \( n \)) and suggesting what equivalent subsets should have in common. We start with the basic definition:

C.1. Definition. Two open subsets \( U, V \subset \mathbb{R}^n \) are called Schwartz equivalent if there exists a \( C^\infty \)-diffeomorphism \( \nu : U \to V \) such that \( \nu^*|_{\mathcal{S}(V)} \) is an isomorphism of the Fréchet spaces \( \mathcal{S}(V) \) and \( \mathcal{S}(U) \).

C.1.1. Example. By Corollary 4.9 if \( \nu : U \to V \) is a \( C^\infty \)-diffeomorphism that is definable in some polynomially bounded o-minimal structure, then \( U \) and \( V \) are Schwartz equivalent.

C.2. Example. Let \( U \subset \mathbb{R}^2 \) be any non-empty open simply connected subset. By Riemann’s open mapping theorem \( U \) is diffeomorphic to the unit disc \( \mathbb{D} := \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 < 1\} \). We conclude that all open simply connected subsets of the plane (that are neither empty nor everything) are isomorphic in the category of smooth manifolds (\( \mathbb{R}^2 \) is also isomorphic to \( \mathbb{D} \) in this category, but this does not follow from Riemann’s open mapping theorem). In particular, the interior of Koch’s snowflake (see construction in [Fa97 Figure 0.2]) is isomorphic to the unit disc. Its boundary (Koch’s snowflake) has Hausdorff dimension \( \log_3(4) \), that is strictly greater than 1 and strictly smaller than 2 (see calculation in [Fa97 Example 9.5]). The boundary of the unit disc is a smooth manifold of (Hausdorff) dimension 1. Thus, two open diffeomorphic subsets may have boundaries of different Hausdorff dimensions, and moreover the fact that one boundary is smooth or not says nothing about the smoothness of the other.

C.3. Example. Consider \( U := \mathbb{R}^2 \setminus \{(0, 0)\} \subset \mathbb{R}^2 \) and \( V := \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 > 1\} \subset \mathbb{R}^2 \). Define a function \( \varphi : U \to V \) by \( \varphi(x, y) = \left(x + \frac{x}{\sqrt{x^2 + y^2}}, y + \frac{y}{\sqrt{x^2 + y^2}}\right) \). This \( \varphi \) is a bijection, whose inverse is given by \( \varphi^{-1}(x, y) = \left(x - \frac{x}{\sqrt{x^2 + y^2}}, y - \frac{y}{\sqrt{x^2 + y^2}}\right) \). In fact, \( U \) and \( V \) are both Nash submanifolds of \( \mathbb{R}^2 \), and \( \varphi \) is a Nash diffeomorphism, and in particular definable in the polynomially bounded o-minimal structure (\( \mathbb{R}, <, 0, 1, +, \cdot \)). We conclude that \( U \) and \( V \) are
Schwartz equivalent. However, ∂U = {(0, 0)} is a single point, whereas ∂V = {(x, y) ∈ ℝ² : x² + y² = 1} is the unit circle. In particular ∂U is a smooth manifold of dimension 0, whereas ∂V is a smooth manifold of dimension 1. Thus two Schwartz equivalent subsets may have boundaries of different Hausdorff dimensions, even if both are smooth.

Example C.3 deals with the case where an open subset of ℝⁿ has boundary of Hausdorff dimension strictly less than n − 1. It is well known that for bounded sets this cannot happen (for the reader convenience we give here a proof, as suggested in [10]):

C.4. Proposition. Let U ⊂ ℝⁿ be an open bounded subset. Then, the Hausdorff dimension of ∂U has Hausdorff dimension at least n − 1.

Proof: Fix an inner product on ℝⁿ, and let V ⊂ ℝⁿ be any linear subspace of codimension 1. Consider the natural projection p : ℝⁿ → V. As p does not increase distances it is a Lipschitz transformation, and so, by [Fa97, Corollary 2.4(a)], the Hausdorff dimension of ∂U is at least the Hausdorff dimension of p(∂U). As U is bounded, p(∂U) ⊃ p(U), and so the Hausdorff dimension of p(∂U) is at least the Hausdorff dimension of p(U). As U is open in ℝⁿ, p(U) is open in V, and so has Hausdorff dimension n − 1. □

C.5. Definition. An open subset of ℝⁿ is called irregular if its boundary has Hausdorff dimension strictly greater than n − 1.

We now present two extreme situations, one of them might be true. We formulate these by the following two questions:

C.6. Question. Let U, V ⊂ ℝⁿ be two open subsets, and assume there exists a C∞-diffeomorphism ϕ : U → V. Does this imply that there exists a C∞-diffeomorphism ν : U → V such that ν∗|S(V) is an isomorphism of the Fréchet spaces S(V) and S(U)? In other words, is the usual equivalence in the C∞-smooth-category equivalent to Schwartz equivalence?

C.7. Question. Let U, V ⊂ ℝⁿ be two Schwartz equivalent open subsets. Is it true that U is irregular if and only if V is irregular?

Example C.2 above shows that it is not possible for the answers of both Question C.6 and Question C.7 to be positive. It is not obvious that either must be positive. Note that proving Conjecture B.2 will say nothing about which (if any) is positive, as a subset is never irregular if it is definable in an o-minimal structure.

If the answer to Question C.7 is positive, then the Schwartz equivalence classes may be used to determine the Hausdorff dimension of some sets. In that case maybe even more is true, namely the following:

C.8. Question. Let U, V ⊂ ℝⁿ be two open Schwartz equivalent subsets and assume U is irregular. Does this imply that V is irregular and that moreover the Hausdorff dimension of the boundary of U equals the Hausdorff dimension of the boundary of V?

C.9. Example. Let U ⊂ ℝ be the complement in [0, 1] to the standard 1/3-Cantor set. As a smooth manifold, U is nothing more than a disjoint union of countably many open intervals. Thus, as a smooth manifold, U is isomorphic to the disjoint union of open intervals of length 1/2 centered at the integers (denote this union by V). U is clearly irregular, as it has the 1/2-Cantor
The author conjectures that the answer is negative, and that in general the answer to Question C.8 is positive. If this is not the case and $U$ and $V$ above are Schwartz equivalent, then the answer to Question C.7 is negative (and in particular the answer to Question C.8 is also negative). In that case perhaps a weaker version is true:

C.10. **Question.** Let $U, V \subset \mathbb{R}^n$ be two open bounded Schwartz equivalent subsets. Is it true that $U$ is irregular if and only if $V$ is irregular?

**Appendix D. Relation to the Nash and the algebraic categories**

Schwartz functions on Nash manifolds and on algebraic varieties were defined and studied in [dC91, AG08] and in [ES18] respectively. The main goal of this appendix is to show that our theory is consistent with these works.

**D.1. Compatibility of our theory with known categories.** The simplest example of an o-minimal structure is $(\mathbb{R}, <, 0, 1, +, \cdot)$. This structure is polynomially bounded, and the sets, morphisms etc. defined in this structure are usually called semi algebraic. The category of smooth manifolds definable in this structure is often called the category of $(C^\infty)$-Nash manifolds, or simply the Nash category.

**D.1.1. Affine Nash manifolds.** Schwartz functions on Nash submanifolds of $\mathbb{R}^n$ were studied extensively in [dC91] and in [AG08]. In these works an intrinsic (much more complicated) definition was given (see [AG08, Definition 4.1.1]). However, in the case of open semi-algebraic subsets of $\mathbb{R}^n$ this intrinsic definition coincides with the above Definition 3.2 – this is an easy implementation of [AG08, Theorem 5.4.1].

**D.1.2. Affine algebraic varieties.** Note that an open algebraic subset of $\mathbb{R}^n$ (i.e. the non-vanishing locus of a polynomial) is in particular a Nash submanifold, and an algebraic (biregular) isomorphism of such objects is a Nash diffeomorphism. Thus, wherever we consider open subsets of $\mathbb{R}^n$ that are algebraic, our definitions are also compatible with the theory of Schwartz functions on (affine) algebraic varieties, developed in [ES18].

**D.1.3. General Nash manifolds and general smooth algebraic varieties.** It follows from [Sh87, Remark I.5.12] that the definitions of Schwartz spaces introduced above and introduced in [AG08] coincide. In particular any smooth algebraic variety naturally defines a definable manifold, and again, the definitions of Schwartz spaces introduced above and introduced in [ES18] coincide.

The following corollary is a consequence of the compatibility of the theory introduced in this paper and the theory introduced in [AG08]. It follows immediately from the fact that any Nash manifold can be "glued" from finitely many copies of $\mathbb{R}^n$ by Nash diffeomorphisms ([Sh87, Remark I.5.12]) and from the definitions and properties of Nash functions and Nash differential operators (in particular from the fact that any Nash function on $\mathbb{R}^n$ is bounded by a polynomial). For exact definitions see [AG08].
D.2. **Corollary.** Let $M$ be a Nash manifold, $t \in C^\infty(M)$. Then, the following are equivalent:

1. $t$ is a tempered function in the sense of [AG08], i.e. there exists an (open) affine Nash cover $M = \bigcup_{i=1}^{k} U_i$ such that for any $1 \leq i \leq k$ the following holds: for any Nash differential operator $D$ on $U_i$ there exists a Nash function $f$ on $U_i$, such that $|D(t|_{U_i})(x)| \leq f(x)$ for any $x \in U_i$.

2. $t \cdot s \in \mathcal{S}(M)$ for any $s \in \mathcal{S}(M)$.
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