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ABSTRACT

There is a growing interest in industry and academia in machine learning (ML) testing. We believe that industry and academia need to learn together to produce rigorous and relevant knowledge. In this study, we initiate a collaboration between stakeholders from one case company, one research institute, and one university. To establish a common view of the problem domain, we applied an interactive rapid review of the state of the art. Four researchers from Lund University and RISE Research Institutes and four practitioners from Axis Communications reviewed a set of 180 primary studies on ML testing. We developed a taxonomy for the communication around ML testing challenges and results and identified a list of 12 review questions relevant for Axis Communications. The three most important questions (data testing, metrics for assessment, and test generation) were mapped to the literature, and an in-depth analysis of the 35 primary studies matching the most important question (data testing) was made. A final set of the five best matches were analysed and we reflect on the criteria for applicability and relevance for the industry. The taxonomies are helpful for communication but not final. Furthermore, there was no perfect match to the case company's investigated review question (data testing). However, we extracted relevant approaches from the five studies on a conceptual level to support later context-specific improvements. We found the interactive rapid review approach useful for triggering and aligning communication between the different stakeholders.
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1 INTRODUCTION

Artificial intelligence (AI) applications have grown in popularity and pervasiveness. Among the AI applications currently in use, machine learning (ML) is the dominant technique with active communities in academia and industry [27]. Enterprises across diverse industry domains want to harness the new possibilities promoted by ML. However, due to their impact and increasing use in safety-critical domains, we need to develop ways to build trust in these applications. Bosch et al. calls for increased research on AI engineering [10], i.e., an evolution of software engineering practices and processes to meet the needs of systems development that incorporate trained ML models. These systems, in contrast to most traditional systems, have a probabilistic behavior [29]. Therefore, we need new approaches and solutions or adapt the existing solutions to new challenges [2, 8].

In this paper, we focus on ML testing, emphasizing applications of ML-based computer vision. ML testing has been a popular research topic in the last few years. Secondary studies show a rapidly increasing publication trend [33, 37, 46] and dedicated academic workshops and conferences have been established. As novel ML testing results are constantly published, both researchers and practitioners need ways to organize the information and sift through the massive academic output. Furthermore, there is a need for effective ways to match research proposals with application-specific industry needs [13].

An approach helpful in the inception of a collaborative project is interactive rapid reviews (IRRs) [34]. An IRR is a collaborative effort between researchers and practitioners that aims to identify and synthesize relevant research outcomes for the practitioners in their context. Apparently, an IRR could be a beneficial tool for new collaborative projects to explore interests, facilitate the exchange of ideas, and promote mutual understanding.
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Axis. As a means to that end, and a short-term goal, the IRR should identify the solution proposals from the academic community that are the most likely to provide value for Axis.

The contributions of this paper are the following. First, we developed a taxonomy about practical challenges and available research results on ML testing that helped us learn about the domain and navigate the research results (Sec. 4.1). Second, we compiled a list of twelve practical challenges, identified during the IRR at Axis, related to ML testing (Sec. 4.2). Third, we proposed a preliminary mapping, i.e., a potential connection between research results and practical challenges for three prioritized challenges at Axis (Sec. 4.3). Finally, we conducted an in-depth review of the 35 primary studies mapped to the highest priority topic, i.e., “How to test the dataset?” We extracted nine technological rules and identified context factors impacting the application of ML testing solutions found in the academic sources (Sec. 4.5).

2 BACKGROUND AND RELATED WORK

This section presents our position on AI quality and its connection to ML testing. Moreover, we introduce IRRs and the industrial case context.

2.1 AI quality and ML Testing

Quality is a multi-faceted concept that is notoriously difficult to nail down. Adding AI on top of this further exacerbates the challenge. Still, we posit that AI quality is going to be an increasingly important concept to ensure the trustworthiness that future AI systems must provide. AIQ is a regional effort to gather interested parties on AI quality, with a particular focus on the subset of AI that realizes functionality through supervised or unsupervised machine learning, i.e., MLware.

We adhere to the definition of AI quality as “the capability of MLware to satisfy stated and implied needs under specified conditions while the underlying data satisfy the requirements specific to the application and its context" [5]. The definition stresses that MLware combines data and conventional source code; thus, its quality is defined as an amalgamation of corresponding quality definitions from the IEC/ISO 25000 series [21, 22]. The definition is in line with discussions by Felderer et al. in the context of testing data-intensive systems [18]. Moreover, the emphasis on data quality assurance is central in this paper.

Inspired by Bjarnason et al.’s work on requirements engineering (RE) and software testing [3], our position is that AI quality assurance must be tackled from two directions. RE and testing must support MLware development projects as two bookends. As MLware is sensitive to changes, as Sculley et al. put it “changing anything changes everything” [36], aligning RE and testing is perhaps even more important than for conventional software engineering. Within AIQ, we have addressed RE for ML [7, 44], ML testing [9, 16, 30], and MLOps from the perspective of alignment [6]. In this paper, we again focus on ML testing.

ML testing is a rapidly growing research area that evolves software testing to meet the novel characteristics of ML-based systems. We used three secondary studies of ML testing [33, 37, 46] as the basis for the current work. The three secondary studies were considered the latest in the field when we initiated the current study. Given that the area ML testing is fairly new, we did not expect very old publications. However, we did not explicitly exclude them either. The endpoint in the range was when we started the work, and we included all secondary studies we were aware of. Among the secondary studies we selected, two were published in 2020 [33, 46] and the other one in 2019 [37]. They used a systematic approach for searching, extracting, and synthesizing relevant studies on the topic of ML testing. It is also worth noting that Zhang et al. [46] and Ricco et al. [33] have also included arXiv pre-prints to be more extensive, and have identified 138 and 70 primary studies, respectively. In contrast, Sherin et al. restricted the literature search to peer-reviewed publications only and have identified 37 papers in their study [37]. In total, we have collected 180 unique primary studies based on the three secondary studies.

The three secondary studies report an increasing number of ML testing papers in recent years. The trend is the increased use of ML in various application domains and the importance of techniques for testing such applications. This is particularly evident as ML-based applications are deployed in both safety-critical and mission-critical contexts. Specifically, the majority of the studies that have been surveyed in Zhang et al. [46] are focusing on testing the correctness and robustness of supervised machine learning systems, while other type of learning such as unsupervised learning and reinforcement learning, and testing perspectives such as interpretability, efficiency, or privacy are much less studied. The analysis is consistent with the observations from Sherin et al. [37] that further attention is required to test the non-functional perspectives and different types of learning for ML systems. Sherin et al. [37] also highlighted that there is no adequate empirical evidence to evaluate the effectiveness of the available testing techniques, even though the area of ML testing keeps growing rapidly. In contrast, Ricco et al. [33] concluded that the most active research in ML testing has been dedicated on solving automatic test input generation and test oracle creation. Further studies are required to address numerous open challenges such as inventing proper testing metrics as well as benchmarks for ML systems.

2.2 Interactive rapid reviews

In this study, we use the guidelines for IRRs in software engineering proposed by Rico et al. [34]. Rapid reviews are a form of knowledge synthesis widely used in medicine to provide information quickly for decision-making. As an example, during the COVID-19 pandemic, a considerable amount of rapid reviews were conducted to support decision-making in many areas of medicine [41]. A group of researchers in software engineering proposed the use of rapid reviews to support decision-making in software projects [14]. A difference with the guidelines adopted in this study is the focus on the interaction between researchers and practitioners to make the reviews more relevant in the practitioners’ context and foster the knowledge exchange.

The guidelines are presented as a series of steps. The first step is to prepare the review. In this step, an initial area and topic are identified, and the team is set. The second step is to identify review questions and prepare the IRR protocol, where based on the exchange, the IRR team formulate review questions that represent the common interest and plan the steps to conduct the IRR i.e., IRR protocol. Then, the third step is to search and select papers. In this
step, shortcuts are used to reduce the space of search. For that reason, it is suggested that the review questions are narrowed to specific questions. Then, during the fourth step, the IRR team extracts and synthesizes data from the research literature and prepare the actions to disseminate IRR results in the fifth step. It is important to clarify that the guidelines are flexible and may require adaption to the specific needs of the case.

The software engineering research community is familiar with systematic literature reviews (SLRs) as a form of knowledge synthesis. Although IRRs and SLRs are similar in many aspects, like methodology and the need for a systematic approach, it is important to clarify that IRRs do not pretend to be an alternative to SLRs when synthesising research literature. IRRs do not aim to be extensive, but provide rapid and valid input for the practitioners. IRRs address more narrow questions than SLRs. When conducting IRRs the review team applies shortcuts to narrow the search space and then save time in selecting and extracting relevant data. These shortcuts may result in missing relevant sources for the IRR. There are two main reasons to select an IRR for this study. Compared with SRLs, IRRs require less resources and can be completed in shorter time frames. Second, IRRs, as presented here, aim to promote exchange between researchers and practitioners, which is desirable at this phase of Axis.

2.3 Case context

Axis was the first industrial collaboration partner in AIQ. Within Axis, we identified a development team that develop solutions based on advanced ML-based computer vision. The team, develops people counting applications for dynamic environments such as shopping malls and public squares.

People counting is considered a “statistical application” that should be accurate on average. Corner cases are largely ignored, i.e., if a person wearing a “funny hat” is missed or double-counted is ok – as long as the counter is not incremented by an amount large enough to noticeably affect the hourly/daily statistics. This is in contrast to security surveillance applications for which corner cases are critical, e.g., possible intruders crawling under the camera. Still, accuracy over time is important to people counting. False positives (counting ghosts) and false negatives (missing people) are considered equally bad. Thus the F1-score (balanced harmonic mean of precision and recall) is the primary evaluation metric.

A set of test datasets representing scenarios in various operational environments is used for regression testing. As there are significant differences between operational environments, referred to as scenes, F1-scores are measured for individual scenes rather than for a single diverse test set. To provide reliable quality assurance, ensuring a high coverage of scenarios in the test dataset is essential. Differently sized regression test suites are running 1) in a continuous integration context, 2) on nightly builds, and 3) weekly. Two different test setups are used in the regression testing. One testing the algorithms involved only and one testing the actual hardware used.

3 METHOD

To initiate a collaboration on ML testing between researchers and practitioners at Lund University, RISE Research Institutes of Sweden, and Axis, we conducted an IRR [34] following the five steps in Table 1. The expected outcome of the review was threefold: 1) to establish a common view of the general problem domain – ML testing, 2) to gain a quick overview of how current research matches with the specific needs at Axis, and 3) to propose a study aiming at filling one of the identified gaps. The researchers’ activities were carried out by the first three authors of this paper, while the fourth author and his colleagues represent the practitioner’s side. Finally, the fifth author guided and monitored the research procedure.

Table 1: Description of the five steps and corresponding research activities for this IRR study

| Step | Activities for Researchers | Activities for Practitioners* |
|------|---------------------------|------------------------------|
| 1. Prepare the review | Describe research area and preliminary research goals | Meeting to identify mutual information needs and agree on involvement. |
| 2. Identify review questions and develop the IRR protocol | Propose SERP taxonomy, elabo-rate review questions and scope of search and selection. | Meeting to validate and refine taxonomy and elaborate on questions and scope. List and prioritize review questions. |
| 3. Search and select papers | Map primary studies to review questions, iterate samples of selected studies with practitioners, update inclusion/exclusion criteria based on feedback. | Give feedback on relevance and applicability of selected papers. |
| 4. Extract and synthesize data | Identify and assess maturity of technological rules. | Meeting to discuss results (esp. relevance, applicability) of technological rules. Discuss how and to whom results should be summarized and communicated. |
| 5. Disseminate IRR results. | Design and present visual abstracts for the identified TRs. Propose new research studies. | Meeting to give feedback on results. Present results within company. |

The steps of an IRR are similar to the steps of other types of systematic literature reviews but adapted to meet the specific needs of an industrial stakeholder. In our case the stakeholder was Axis.
3.1 Preparing the review

The goal of the preparation step was to form a review team of both researchers and practitioners and to identify mutual interests and information needs with respect to the general research topic, ML testing. In this step, the interaction between industry and academia took place in an input meeting. To prepare for the input meeting, the second author put together an overview presentation of the state-of-the-art of ML testing, and the fifth author put together an overview presentation of the IRR approach. Four researchers and four practitioners took part in the meeting. The four practitioners had different roles (expert engineer, software test engineer, senior software engineer, and technical leader) at the company and thus different perspectives on the topic. At the meeting, after the presentations, the practitioners shared aspects of their practices and challenges of testing their ML applications.

3.2 Identifying review questions and developing the review protocol

The goal of the second step was to agree on a list of prioritized review questions and an initial review protocol. Here interactions took place in a workshop and a follow-up ranking exercise. Before the workshop, the first three authors developed a preliminary SERP-taxonomy [31] based on the state-of-the-art of ML testing and previous SERP-taxonomies on software testing [1, 17]. A SERP-taxonomy includes four facets (i.e., scope, context, effect, and intervention) to align descriptions of research solutions and industry challenges. In that way, such a taxonomy may be used to facilitate communication between practitioners and support the mapping of challenges from the industry to available research [17].

During the workshop, including the full review team, we walked through all facets and entities of the taxonomy to trigger discussions about ML testing challenges and potential solutions from various perspectives. Based on the outcome of the workshop, the researchers updated the taxonomy and proposed a list of 12 potentially relevant review questions to Axis. This list was then sent out to all participants (researchers and practitioners) with a request to rank them in order of interest using an ordinal scale from 1 to 5. After summarizing the results of this exercise, we agreed to search for research relevant to the three highest ranked questions. Furthermore, we agreed to include research based on relevance and applicability for Axis, but did not specify this further at this point.

3.3 Searching and selecting primary studies

During this step, we successively refined the review protocol while searching for relevant studies and delimiting the scope (i.e., defined exclusion criteria). As part of this activity, the researchers conducted the search and selection while the practitioners gave feedback on relevance and applicability of a small sample of papers sent to them by email.

We limited the search to the research covered by three recent secondary studies on ML testing [33, 37, 46]. The researchers revisited the complete set of primary studies (180 papers) to map them to the three review questions. This screening was based on full-text scanning as it was impossible to do it based neither on the original classification (in the secondary studies) nor on a sole title and abstract screening. At this stage, we had an inclusive approach meaning that if any of the three researchers marked a paper as relevant for a review question, it was coded as such.

Due to the large number of papers coded as potentially relevant to at least one of the three review questions, we decided to descope further and focus the in-depth analysis only on one of the review questions. Thus, the continued selection focused only on the highest prioritized review question, i.e., “How to test the dataset?” 35 of the 180 studies were marked as potentially relevant for this question. After a thorough review, only five of them remained. At this stage, the remaining candidates were tightly connected to the Axis’ context, i.e., testing data for ML-based computer vision.

3.4 Data extraction and synthesis

From the selected papers, we extracted technological rules following the design science lens described by Storey et al. [39]. A technological rule is a structured way of describing research contributions with respect to their effect, context, and intervention. Technological rules can be extracted and presented at different levels of abstraction, and are used for communicating the research output in a simple and condensed way [39]. Our goal was to compare technological rules, identify research gaps and the specific needs at Axis. To allow for generalization, we extracted technological rules of different abstraction levels from the primary studies. Furthermore, we extracted the maturity of the rules in terms of empirical observations and analytical reasoning that supported the propositions. The technological rules were then presented to the review team in a short reaction meeting, where the industrial team provided their reflections about relevance and applicability at Axis.

3.5 Disseminating the review results

As the main goal of the review was to initiate a new collaboration, we did not have a plan for disseminating the results within Axis. Instead the most relevant technological rules provide input for new MSc thesis proposals. However, unplanned dissemination took place as new knowledge travel between teams. The technological rules from one of the included papers were evaluated for another purpose by another team at Axis. On the academic side, results were summarized and presented as visual abstracts, one for each technological rule, at a seminar and in this report.

3.6 Validity of contributions

The main goal of conducting an IRR is not to build general theory or publish rigorous research results, but to extract sufficient knowledge to act in a specific situation. In our case, our primary goal was to align terminology, match interests, and initiate industry-academia collaboration on ML testing with one case company. Still, we believe the reported contributions could be helpful for other researchers with similar goals but they must be adapted to their contexts.

The taxonomy builds on previous work on taxonomy development [31], general testing terminology [17] and recent ML testing syntheses [33, 37, 46]. Hence, they are well founded in the research literature. However, the industrial validation is made from a narrow perspective in a single case context. Thus, when elaborating the taxonomy, the details mirror the review team’s interests and experiences, including four practitioners and four researchers.
Similarly, the list of challenges represents a single case, and the ranking of importance represents the interests of the review team. At a high abstraction level, these challenges and interests match the interests of the research community, represented by the 180 primary studies.

A review may also be validated based on its coverage, i.e., is any important work missing? In our case, we did not conduct an extensive search on our own but relied on the rigorous searches made in three recent secondary studies on the same topic. Although their searches were extensive, the time delay caused by the publication process leads to the omission of the most recent publications, i.e., from 2020 and onward. Thus, more recent research may provide a better match to our review questions. This should be considered in future work. Nevertheless, conclusions regarding relevance and applicability of available research are still valid and may guide future reviews.

4 RESULTS
In this section we present the outcome of each step of the IRR. Subsection 4.1 describes the entities of the taxonomy after validation, subsection 4.2 lists the open questions derived from the workshop, subsection 4.3 describes our mapping of primary studies to the review questions, subsection 4.4 presents the final exclusion criteria resulting from the iterative review of papers mapped to review question 1, subsection 4.5 presents the nine technological criteria resulting from the iterative review of papers mapped to the resulting taxonomy may be used in similar ways by others to view ML testing challenges and solutions from various perspectives and thus support communication between researchers and practitioners who approach the topic – in different ways and in many cases at different abstraction levels. While conducting this review, we experienced that considering all the facets and digging into details of all the facets of the taxonomy helped the communication and, by extension, our common understanding.

4.1 ML testing taxonomy
As a result of the initial interaction between the case company and the researchers, we agreed on creating a taxonomy of ML testing to guide the collaboration further. We developed a general taxonomy for three out of four facets in the SERP-taxonomy architecture [31] (i.e., context, scope, and effect). Since we enter this review from the challenge perspective, we found that detailing these three facets were sufficient for the communication within the review team. The fourth SERP-facet, intervention, may be used to elaborate technical aspects that support abstraction and comparison of classes of solutions.

Our resulting taxonomy, presented in Figure 1, aims to guide the formulation of practical ML testing challenges at an appropriate abstraction level to support identification and design of relevant research.

4.1.1 Scope of ML testing interventions. The green sector in Figure 1 shows the details of the scope facet. Scope here refers to the testing activity or part of the testing process on which a potential intervention may focus. We identified four important aspects where two are derived from generic testing literature, i.e., testing process and testing levels, and the other two are specific to the ML context, i.e., parts of the ML system to be tested and the mode of operations (online or offline testing, cf. Figure 1).

4.1.2 Effect of ML testing interventions. The effect of an intervention is described in terms of its observed or desired impact on the testing. It could for example be the reported result of an empirical evaluation or an identified practical need in an exploratory study or case description. The blue sector in Figure 1 shows the effect facet. The main types of desired effects are derived from the generic SERP-taxonomy architecture [31], i.e., solving an unsolved problem (solve), improving the current solution (improve), and assessing the current situation (diagnose).

4.1.3 Context of ML testing interventions. The context facet aims to capture factors in the context that impact the effect or applicability of an intervention. Several such factors were identified, reflecting the multidimensional variation of both ML systems and testing approaches. Eight aspects of the context were included as shown in the yellow sector of Figure 1: 1) programming languages used for the implementation of the system, 2) degree of access to the system components, 3) framework, 4) machine learning type, 5) testing setup, 6) application, 7) type and 8) domain of the system.

At the initial stages of our project, we used the taxonomy for structuring the information in the secondary studies and for triggering discussions about the topic within the review team. We believe the resulting taxonomy may be used in similar ways by others to view ML testing challenges and solutions from various perspectives and thus support communication between researchers and practitioners who approach the topic – in different ways and in many cases at different abstraction levels. While conducting this review, we experienced that considering all the facets and digging into details of all the facets of the taxonomy helped the communication and, by extension, our common understanding.

4.2 Prioritized list of open questions
Guided by the taxonomy and the feedback from practitioners in the initial meetings, we formulated 12 review questions potentially relevant to our case. In the following list, organized using the scope facet of the taxonomy in Figure 1, boxes represent the review team’s highest priority questions. Verbs from the effect facet appear in italics.

- **ML system – Dataset**

  (#1) How to test the dataset? The dataset is evolving, which motivates the following sub-questions:
  (a) How to identify mislabeled data in the dataset?
  (b) Adequacy testing, i.e., how to assess and improve data (scenario) coverage of the training and test datasets in terms of diversity?
  (c) How to assess potential bias after the training/test split?
  (d) How valid is the data and its use? Is the data used for testing within the operational design domain? Or did some of the data originate from another source?

- **ML System – Learning program**

  (#2) How to diagnose (assess the fault detection capability) and improve (unit) testing (design and analysis) of the learning program?

  (#3) How to improve testing of the learning program to detect more faults? (e.g., using unit testing)
Figure 1: An ML testing SERP taxonomy with the facets context, scope, and effect.

- ML system – Learned model

(4) Are there complementary metrics to assess model correctness (accuracy)? (e.g., edge case measures, uncertainty scores, aggregated metrics across scenes)

(5) How to interpret and analyze the testing result of the ML model? (e.g., increased automation or visual analytics)

(6) How to diagnose whether the current set of scenarios in the test dataset are appropriate for detecting faults on the model level?

(7) How to improve coverage testing with respect to scenario diversity?

(8) How to improve the test dataset to increase fault detection ability?
4.4 Selection of studies related to question #1

This section describes our analysis of relevance and applicability for Axis in relation to the review question #1. The final list of exclusion criteria is:

- **Purpose.** The proposed mechanism does not evaluate some properties of the data. In MLware, the training dataset is part of the system [5]. The purpose of the proposed mechanism shall be to test these data, not to generate synthetic data – unless the synthetic data are specifically used to validate the training data through comparison. Examples of excluded papers relate to:
  - Test data generation for ML systems such as Zhang et al. [47] and Tian et al. [40] that generate artificial driving scenes for testing ML-based autonomous driving functions.
  - Testing the model fitness like Zhang et al. [45] which validates the model relevance, and ML model underfitting as well as overfitting using a perturbed model validation technique.
  - Online monitoring of data prior to making predictions, e.g., Henriksson et al. [19], since it targets testing aspects of the operational environment and detects inputs that are outside the training dataset.
  - The proposed mechanism is intended to protect the neural network from antagonistic attacks. Antagonistic attacks are closer to cybersecurity research than data validation. Furthermore, adversarial attacks would typically target the system in operation and not the training/validation/test dataset. An example of such studies is Uesato et al. [42] which evaluates learning systems in safety-critical domains by identifying the adversarial situations.

- **Applicability.** The proposed mechanism is not applicable in the Axis’ context. Reasons for exclusion include:
  - Not NN learning. The mechanism is not applicable to supervised learning with neural networks. Axis uses neural networks for supervised learning and the proposed mechanism must be applicable. Thus, papers that explicitly address other learning mechanisms are considered out of scope, such as Krishnan et al. [26] on support vector machines and Uesato et al. [42] on reinforcement learning.
  - Not images. There is no explicit mention of how the proposed mechanism could work for images. Axis trains models for video sequences and the proposed mechanism must be applicable. Thus, interventions that validate only non-image data are excluded, e.g., spell or format checking, and named entity recognition on tabular data [11, 20, 35].

4.5 Best matches

After applying the criteria described above, five primary studies remained, partly answering the general review question (#1 in Section 4.2) “How to test the dataset?” Although none of the proposed solutions were directly applicable in the case context, Axis confirmed related problem formulations and shared potentially valuable ideas. In line with the design science lens [39], we extracted technological rules for each paper. A technological rule captures the mapping between a problem and a solution. We describe them in terms of: To achieve <effect> IN <context> DO <intervention>. We describe the technological rules at different abstraction levels, i.e., some are more concrete and others are more general.

4.5.1 Paper I. Ma et al. [28] propose a mutation testing framework for deep learning systems to assess the quality of the test data. Specifically, a set of source-level mutation operators are defined to introduce faults to the training data and the training programs. In addition, a set of model-level mutation operators are defined to create mutants for the deep learning models without a training process. Eventually, the effectiveness of the test data can be evaluated from the analysis based on to what extent the injected faults could be detected. The authors have used the framework on two publicly available datasets (i.e., MNIST and CIFAR-10) with three popular deep learning models, and demonstrated the effectiveness of the framework for designing and constructing high-quality test datasets for deep learning MLware.

Two technological rules were extracted from this paper [28], i.e., a concrete one:

| Technological rule 1 |
|----------------------|
| To measure the quality of test data for deep learning systems, use an adapted form of mutation testing. |

and a general one:

| Technological rule 2 |
|----------------------|
| To improve test prioritization to increase regression test efficiency, use a mutation testing framework. |
The authors also evaluate the effectiveness of using surprise vehicles like Dave-2 and Chauffeur. The different deep learning MLware as the training data, testing data, concrete one is: MNIST and CIFAR-10, and deep learning systems for autonomous adequacy metric for sampling test input and improving the model be sufficiently, but not excessively, surprising to the training data. The resulting surprise adequacy indicates how surprising the test data is compared to the approach or a distance-based approach. The proposed criterion – surprise adequacy – and the corresponding ways of computing such a criterion are transferable to different deep learning MLware as the training data, testing data, and neuron activations are inherent parts of such systems. The expected outcome is an indication of how good or how different the test is compared to the training data.

While the surprise adequacy metric was not considered relevant for the practitioners in the review team, it was explored by another team at Axis. Here it was explored for a slightly different purpose, i.e., to guide complementary data collection rather than for testing data. Collecting additional data that strives to maximize the surprise adequacy has also been proposed by the original inventors [25], as an approach to increase the diversity of both training and test datasets. However, Axis compared surprise adequacy to a set of other metrics and in the end they selected another option (recent work proposed by Pleiss et al. [32], not covered by the secondary studies used for our study selection). Part of the reason was that the proposed surprise adequacy calculations did not scale to size of the data set as described earlier (see subsection 4.5.1). On the other hand, Axis encourages additional research into surprise adequacy calculation for representative subsets of the data, i.e., aggregating measures for families of neuron activation traces.

4.5.3 Paper III. Byun et al. [12] introduce three different metrics for test input prioritization for deep neural networks, i.e., (1) confidence, measured by using the softmax function, (2) uncertainty, measured using Bayesian Networks, and (3) surprise as described in the previous paper by Kim et al. [24]. The authors apply these metrics to prioritize test inputs for two different systems (i.e., a digital classification system trained on the MNIST dataset, and TaxiNet) for image classification. They show the effectiveness of the metrics in indicating fault-revealing inputs and, by extension, for selecting test input and improving the model via retraining.

Two technological rules were extracted from this paper [12], including a concrete one:

Technological rule 5

To prioritize test input for deep neural networks, apply metrics of confidence, uncertainty, and surprise.

and a general one:

Technological rule 6

To increase test effectiveness when testing deep neural networks in safety-critical systems, prioritize test input.

Similar to paper II, this paper proposes metrics to measure the sentiment of the deep neural networks. Then, the test inputs can be validated, prioritized, and effectively selected for testing and retraining the model. The findings are considered generic and potentially relevant for Axis’ needs. While “Surprise Adequacy” was investigated by another team at the company (see subsection 4.5.2) the other two metrics “confidence” and “uncertainty” have not yet been considered.

4.5.4 Paper IV. Cheng et al. [15] study a set of metrics to measure the dependability attributes of neural networks. The metrics include robustness, interpretability, completeness, and correctness. In our review, the paper was initially excluded due to its purpose (i.e., measuring the dependability of neural network models) and the application on autonomous driving. However, after a second
The concept of the study is relevant for data testing for ML systems in general, although the proposed system framework works with image data. It predicts corner cases for autonomous driving, which can be used to test and retrain the ML model. Still, the actual applicability of using this framework in Axis needs to be further investigated.

While identifying corner cases is not so important for the application of people counting, which is the focus of the practitioners in the review team, it could be vital for the companies’ other products in the security business segment. For example, a corner case of someone moving strangely to avoid detection would be critically important for a security application to detect. For security applications, detecting such anomalies are among the most important use cases. On the other hand, for people counting applications, it could be interesting to apply a broader definition of corner cases, i.e., not only very rare cases but rather underrepresented scenarios. Any mechanism that could support identification of such scenarios would be helpful for ML testing.

4.6 Identified gap

The five papers that we have presented in the previous subsection mainly include frameworks, metrics, constructed tools, and mechanisms for measuring the quality of the data and consistency of the test data with respect to the training data for ML systems. Based on the general focus and sub-questions of the first review question (i.e., how to test the dataset), we observed that the extracted technological rules can be used to address some, but not all, related perspectives.

In particular, there are no studies that provide relevant techniques for a) identifying mislabeled data in the dataset. Thus, this sub-question is still an open challenge and needs to be studied further. However, paper IV provides mechanisms for measuring the completeness of training data, which gives some insights and potential solutions for b) assessing and improving the training and testing data coverage – also from the perspective of scenario coverage. Note that the proposed mechanism focuses on the autonomous driving domain. In addition, no studies we identified target c) assessing biases between the training and testing data. However, papers II and III could be potentially relevant since they support measuring and filtering test data not represented in the training data using different metrics (i.e., confidence, uncertainty, and surprise adequacy). The same observation also applies for sub-question d) how valid the data used for testing is with respect to the training data, where the metrics proposed in papers II and III can be used for such purposes. As a result, we believe the findings we synthesized can ease some parts of the research question we focus on, whereas further investigation is needed to address the remaining gaps.

5 DISCUSSION

AI engineering is an emerging field that is vital for AI quality. As argued in Section 2, ML testing is going to play a critical role in ensuring that future AI solutions are trustworthy. However, there is no established go-to model describing ML testing. Several previous studies propose dimensions to bring structure to the research area. This paper synthesizes a novel taxonomy based on three secondary studies. The taxonomy shall be considered work-in-progress, but it already has provided value for us in an emerging industry-academia collaboration.

The three secondary studies used three different classification strategies for their respective goals. Both Riccio et al. and Sherin et al. refer to their works as systematic mapping studies and focus on trends and gaps. The scope of Riccio et al. is functional testing
of ML systems and they structure the 70 primary studies based on 1) system context, 2) testing approach, and 3) empirical evaluation [33]. Sherin et al.’s mapping, including also non-functional testing, provides less synthesis and rather extracts fine-granular information from the 37 primary studies. In the secondary study by Zhang et al., referred to only as a survey, the authors explicitly specify their ambition to provide a comprehensive overview of ML testing. The 138 included papers are organized into 1) testing properties, 2) testing components, 3) testing workflow, and 4) application scenarios. We believe that our proposed taxonomy combines the complementary perspectives provided in previous work.

Any taxonomy or model is developed for a specific communication purpose, targeting a defined group of people. In our case, the goal was to align terminology and identify shared interests within the group of researchers and practitioners. Thus, we found the SERP approach [31] applicable and useful. Furthermore, by building on SERP-test [17], comprising common testing terminology, and adding the ML perspective from the secondary studies [33, 37, 46] as well as from the case company, we got a solid basis for our communication on the topic – ML testing.

At a general level, we found a good match between the prioritized challenges of our case company and the research focus within the community. As a result, 92 out of 180 primary studies were classified as potentially relevant for at least one of the top three review questions, i.e., #1 How to test the dataset (35 primary studies), #2 How to assess model accuracy (metrics) (25 primary studies), and #3 How to generate test cases for testing the model (68 primary studies). However, as shown in the in-depth analysis of the first set of papers, no perfect matches exist.

Of the 35 primary studies initially considered relevant for data testing, we finally selected and reviewed five that best matched the specific context and needs at Axis. After analyzing and synthesizing the findings from the papers, we extracted nine technological rules. The practitioners were positive to the presented techniques (see subsection 4.5) and thought most of them could be relevant. Particularly, they have used the surprise adequacy for complementing data collection in the company as described in subsection 4.5.2. However, we found no perfect match directly transferable to the applications and data testing issues at Axis. As underlined by the definition of AI quality [5], finding feasible ways to perform data quality assurance is at the heart of the problem. Therefore, we are convinced that data testing will play an important role in the future of AI engineering. Also, it is significant in future research to explore further how to instantiate and evaluate the techniques in this industrial setting.

The concepts (e.g., metrics and criteria) and interventions (e.g., approaches and frameworks) presented in the five papers are quite generic for data testing in the ML field as well as from our interpretation. Hence, we believe those concepts and interventions can be reused and adapted for solving potential issues for different ML application domains. In the same way, the technological rules can be used to map solutions to challenges at different abstract levels, and support the communication and knowledge exchange between academic researchers and industrial practitioners in further studies.

6 CONCLUSIONS
We report outcomes and lessons learned from applying an interactive rapid review on machine learning testing. The review team consisted of four researchers from Lund University and RISE Research Institutes of Sweden and four practitioners from Axis. The primary goal of the study was to initiate collaboration and align terminology and interests between the partners.

Three secondary studies, covering 180 primary studies on machine learning testing, functioned as a starting point for the review. The classifications of research in the secondary studies were mapped to the SERP taxonomy architecture [31] to guide the alignment of terminology and interests within the review team. The resulting SERP taxonomy were further extended by general taxonomies on software testing [17] built on the same taxonomy architecture. Finally, we validated and updated the outcome based on discussions and reflections in the review team. While we plan to evolve the outcome, this paper presents the latest version of the taxonomy.

The new SERP taxonomy was used to identify and describe current challenges in the case context. The complete list of challenges are presented in this report. Furthermore, the review team ranked the challenges by their perceived importance for the target organizational unit within the case company.

The primary studies were mapped to the three most important questions. Moreover, we conducted an in-depth analysis of the 35 papers for the highest ranked question, i.e., “How to test the dataset?” We present and discuss 9 technological rules on data testing, extracted from 5 of the papers. Finally, we report and discuss the relevance and applicability criteria used to filter out those 5 papers.

As AI quality combines source code and data quality [5], we believe that data testing will be increasingly important within the field of AI engineering. Our findings call for more research on the topic, not the least for image data, targeting business-critical computer vision systems. Furthermore, convincing data testing for computer vision applications can potentially constitute a cornerstone in the safety argumentation in future assurance cases, e.g., for critical ML-based perception applications in automotive [8], avionics [43], and healthcare [23].

The motivation for this interactive rapid review was to identify research or research gaps of relevance for the case company. Thus, all steps in the process have been guided by Axis’ specific needs. As our next step, we plan to design a joint solution-oriented study on the topic of data testing as well as a set of MSc thesis project proposals. Based on the discussions of the selected studies in Section 4.5, there are several promising directions for future collaborations. Our case (of industry-academia collaboration) is a single case and as such a proof-of-concept that may be extended with additional cases.
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