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Abstract—In this paper, a deep reinforcement learning (DRL)-based approach to the Lyapunov optimization is considered to minimize the time-average penalty while maintaining queue stability. A proper construction of state and action spaces is provided to form a proper Markov decision process (MDP) for the Lyapunov optimization. A condition for the reward function of reinforcement learning (RL) for queue stability is derived. Based on the analysis and practical RL with reward discounting, a class of reward functions is proposed for the DRL-based approach to the Lyapunov optimization. The proposed DRL-based approach to the Lyapunov optimization does not required complicated optimization at each time step and operates with general non-convex and discontinuous penalty functions. Hence, it provides an alternative to the conventional drift-plus-penalty (DPP) algorithm for the Lyapunov optimization. The proposed DRL-based approach is applied to resource allocation in edge computing systems with queue stability and numerical results demonstrate its successful operation.

I. INTRODUCTION

The Lyapunov optimization in queueing networks is a well-known method to minimize a certain operating cost function while stabilizing queues in a network [1], [2]. In order to stabilize the queues while minimizing the time average of the cost, the famous DPP algorithm minimizes the weighted sum of the drift and the penalty at each time step under the Lyapunov optimization framework. The DPP algorithm is widely used to jointly control the network stability and the penalty such as power consumption in the traditional network and communication fields [1]–[9]. The Lyapunov optimization theorem guarantees that the DPP algorithm results in optimality within certain bound under some conditions. The Lyapunov optimization framework has been applied to many problems. For example, the backpressure routing algorithm can be used for routing in multi-hop queueing networks [10], [11] and the DPP algorithm can be used for joint flow control and network routing [1]. [12]. In addition to these classical applications to conventional communication networks, the Lyapunov framework and the DPP algorithm for optimizing performance under queue stability can be applied to many optimization problems in emerging systems such as energy harvesting and renewable energy such as smart grid and electric vehicles in which virtual queue techniques can be used to represent the energy level with queue [13]–[19].

Despite its versatility for the Lyapunov optimization, the DPP algorithm is an instantaneous greedy algorithm and requires solving a non-trivial optimization problem for every time step. Solving optimization for the DPP algorithm is not easy in case of complicated penalty functions. With the recent advances in DRL [20], RL has gained renewed interest in applications to many control problems for which classical RL not based on deep learning was not so effective [21]–[24]. In this paper, we consider a DRL-based approach to the Lyapunov optimization in order to provide an alternative to the DPP algorithm for time-average penalty minimization under queue stability. Basic RL is a MDP composed of a state space, an action space, a state transition probability and a policy. The goal of RL is to learn a policy that maximizes the accumulated expected return [25]. The problem of time-average penalty minimization under queue stability can be formulated into an RL problem based on queue dynamics and additive cost function. The advantage of an RL-based approach is that RL exploits the trajectory of system evolution and does not require any optimization in the execution phase once the control policy is trained. Furthermore, an RL-based approach can be applied to the case of complicated penalty functions with which numerical optimization at each time step for the DPP algorithm may be difficult. Even with such advantages of an RL-based approach, an RL formulation for the Lyapunov optimization is not straightforward because of the condition of queue stability. The main challenge in an RL formulation of the Lyapunov optimization is how to incorporate the queue stability constraint into the RL formulation. Since the goal of RL is to maximize the expected accumulated reward, the desired control behavior is through the reward, and the success and effectiveness of the devised RL-based approach crucially depends on a well-designed reward function as well as good formulation of the state and action spaces.

A. Contributions and Organization

The contributions of this paper are as follows:

- We propose a proper MDP structure for the Lyapunov optimization by constructing the state and action spaces so that the formulation yields an MDP with a deterministic reward function, which facilitates learning.
We propose a class of reward functions yielding queue stability as well as penalty minimization. The derived reward function is based on the relationship between the queue stability condition and the expected accumulated reward which is the maximization goal of RL. The proposed reward function is in the form of one-step difference to be suited to practical RL which actually maximizes the discounted sum of rewards.

- Using the Soft-Actor Critic (SAC) algorithm [25], we demonstrate that the DRL-based approach based on the constructed state and action spaces and the proposed reward function properly learns a policy that minimizes the penalty cost while maintaining queue stability.

- Considering the importance of edge computing systems in the trend of network-centric computing [27]–[33], we applied the proposed DRL-based approach to the problem of resource allocation in edge computing systems under queue stability, whereas many previous works investigated resource allocation in edge computing systems from different perspectives not involving queue stability at the edge server. The proposed approach provides a policy to optimal task offloading and self-computation to edge computing systems under task queue stability.

This paper is organized as follows. In Section II the system model is provided. In Section III the problem is formulated and the conventional approach is explained. In Section IV the proposed DRL-based approach to the Lyapunov optimization is explained. Implementation and experiments are provided in Sections V and VI, respectively, followed by conclusion in Section VII.

II. SYSTEM MODEL

In this paper, as an example of queuing network control, we consider an edge computing system composed of an edge computing node, a cloud computing node and multiple mobile user nodes, and consider the resource allocation problem at the edge computing node equipped with multiple queues. We will simply refer to the edge computing node and the cloud computing node as the edge node and the cloud node, respectively. We assume that there exist $N$ application types in the system, and multiple mobile nodes generate applications belonging to the $N$ application types and offload a certain amount of tasks to the edge node. The edge node has $N$ task data queues, one for each of the $N$ application types, and stores the upcoming tasks offloaded from the multiple mobile nodes according to their application types. Then, the edge node performs the tasks offloaded from the mobile nodes by itself or further offloads a certain amount of tasks to the cloud node through a communication link established between the edge node and the cloud node. We assume that the maximum CPU processing clock rate of the edge node is $f_E$ cycles per second and the communication bandwidth between the edge node and the cloud node is $B$ bits per second. The considered overall system model is described in Fig. 1.

A. Queue Dynamics

We assume that the arrival of the $i$-th application-type task at the $i$-th queue in the edge node follows a Poisson random process with arrival rate $\lambda_i$ [arrivals per second], $i = 1, \cdots, N$, and assume that the processing at the edge node is time-slotted with discrete-time slot index $t = 0, 1, 2, \cdots$. Let the task data bits offloaded from the mobile nodes to the $i$-th application-type data queue (or simply $i$-th queue) at time $t$ be denoted by $a_i(t)$, i.e., $a_i(t)$ is the sum of the arrived task data bits during the time interval $[t, t+1)$. We assume that different application type has different work load, i.e., it requires a different number of CPU cycles to process one bit of task data for different application type, and assume that the $i$-th application-type’s one task bit requires $w_i$ CPU clock cycles for processing at the edge node.

For each application-type task data in the corresponding queue, at time $t$ the edge node determines the amount of allocated CPU processing resource for its own processing and the amount of offloading to the cloud node while satisfying the imposed constraints. Let $\alpha(t)$ be the fraction of the edge-node CPU resource allocated to the $i$-th queue at the edge node at time $t$ and let $\beta(t)$ be the fraction of the edge-cloud communication bandwidth for offloading to the cloud node for the $i$-th queue at time $t$. Then, at the edge node, $\alpha_i(t)f_E$ clock cycles per second are assigned to the $i$-th application-type task and $\beta_i(t)B$ bits per second for the $i$-th application-type task are aimed to be offloaded to the cloud node at time $t$. Thus, the control action variables at the edge node are given by

$$
\alpha(t) = [\alpha_1(t), \cdots, \alpha_N(t)], \quad \beta(t) = [\beta_1(t), \cdots, \beta_N(t)],
$$

where $\alpha(t)$ and $\beta(t)$ satisfy the following constraints:

$$
\sum_{i=1}^{N} \alpha_i(t) \leq 1, \quad \sum_{i=1}^{N} \beta_i(t) \leq 1 \quad \text{for all } t.
$$

(3)

Our goal is to optimize the control variables $\alpha(t)$ and $\beta(t)$ under a certain criterion (which will be explained later) while satisfying the constraint (3).

\footnote{Time is normalized so that one slot interval is one second for simplicity.}
The queue dynamics at the edge node is then given by

\[ q_i(t + 1) = \left( q_i(t) + a_i(t) - \left( \frac{\alpha_i(t) f_E}{w_i} + \beta_i(t) B \right) \right)_{+} \tag{4} \]

where \( q_i(t) \) represents the length of the \( i \)-th queue at the edge node at time \( t \) for \( i = 1, \cdots, N \) and \( [x]^+ = \max(0, x) \). The second, third, and fourth terms in the right-hand side (RHS) of (4) represent the new arrival, the reduction by edge node processing, and the offloading to the cloud node for the \( i \)-th queue at time \( t \), respectively. Here, the departure \( b_i(t) \) at time \( t \) is defined as \( b_i(t) := \frac{\alpha_i(t) f_E}{w_i} + \beta_i(t) B \). Note that by defining \( b_i(t) \), (4) reduces to a typical multi-queue dynamics model in queuing theory [2]. However, in the considered edge-cloud system the departure occurs by two separate operations, computing and offloading, associated with \( \alpha(t) \) and \( \beta(t) \), and this makes the situation more complicated. The amount of actually offloaded task data bits from the edge node to the cloud node for the \( i \)-th queue at time \( t \) is given by

\[ a_i(t) = \min \left( \beta_i(t) B, \ q_i(t) + a_i(t) - \frac{\alpha_i(t) f_E}{w_i} \right) \tag{5} \]

because the remaining amount of task data bits at the \( i \)-th queue at the edge node can be less than the offloading target bits \( \beta_i(t) B \).

For proper system operation, we require the considered edge computing system to be stable. Among several definitions of queuing network stability [2], we adopt the following definition for stability:

**Definition 1** (Strong stability [2]). A queue is strongly stable if

\[ \limsup_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}[q(\tau)] < \infty, \tag{6} \]

where \( q(t) \) is the length of the queue at time \( t \).

We consider that the edge computing system is stable if all the queues \( q_i(t), i = 1, \cdots, N \) in the edge node are stable according to Definition 1.

**B. Power Consumption Model and Cost Function**

In order to model realistic computing environments, we assume multi-core computing at the edge node, and assume that the edge node has \( N_E \) CPU cores with equal computing capability. We also assume that the Dynamic Voltage Frequency Scaling (DVFS) method is adopted at the edge node. DVFS is a widely-used technique for power consumption reduction, e.g., SpeedStep of Intel and Powernow of AMD. DVFS adjusts the CPU clock frequency and supply voltage based on the required CPU cycles per second to perform given task in order to reduce power consumption [34]. That is, for a computationally easy task, the CPU clock frequency is lowered. On the other hand, for a computationally demanding task, the CPU clock frequency is raised. Under our assumption that the edge CPU has maximum clock frequency of \( f_E \) cycles per second and the edge CPU has \( N_E \) CPU cores, each edge CPU core has maximum \( f_E/N_E \) clock rate. Note from (1) and (3) that the total assigned computing requirement for the edge node at time \( t \) is \( f_E \cdot \sum_{i=1}^{N} \alpha_i(t) \). This total computing load is distributed to the \( N_E \) CPU cores according to a multi-core workload distribution method. Hence, the assigned workload for the \( j \)-th core of the edge node is given by

\[ f_{E,j} = g(f_E, N_E, \alpha_1(t), \cdots, \alpha_N(t)), \quad j = 1, \cdots, N_E, \tag{7} \]

where \( g(\cdot) \) is the multi-core workload distribution function of the edge CPU, and depends on individual design.

The power consumption at a CPU core consists mainly of two parts: the dynamic part and the static part [35]. We focus on the dynamic power consumption which is dominant as compared to the static part [36]. It is known that the dynamic power consumption is modeled as a cubic function of clock frequency, whereas the static part is modelled as a linear function of clock frequency [37], [38]. With the focus on the dynamic part, the power consumption at a CPU core can be modelled as [39], [40]

\[ P_D = \kappa f^3, \tag{8} \]

where \( f \) is the CPU core clock rate and \( \kappa \) is a constant depending on CPU implementation. Then, the overall power consumption \( C_E(t) \) at the edge node can be modelled as

\[ C_E(t) = \sum_{j=1}^{N_E} C_{E,j}(t) \tag{9} \]

where \( C_{E,j} \) denotes the power consumption at the \( j \)-th CPU core at the edge node and is given by (8) with the core operating clock rate \( f \) substituted by (7). Note that for given \( f_E \) and \( N_E \), the power consumption \( C_E(t) \) at time \( t \) is a function of the control vector \( \alpha(t) \), explicitly shown as

\[ C_E(t) = C_E(\alpha_1(t), \cdots, \alpha_N(t)) \tag{10} \]

based on (7), (8) and (9).

While \( C_E(t) \) is the cost function measured in terms of the required power consumption for the edge node caused by its own processing, we assume that the cloud node charges cost \( C_C(t) \) to the edge node based on the amount of workload required to process the offloaded task bits to the cloud node \( \sum_{i=1}^{N} w_i \alpha_i(t) \), where \( \alpha_i(t) \) is given by (5). Since \( \alpha_i(t) \) depends on \( \alpha(t) \) and \( \beta(t) \) as seen in (5), \( C_C(t) \) as a function of the control variables is expressed as

\[ C_C(t) = C_C(\alpha_1(t), \cdots, \alpha_N(t), \beta_1(t), \cdots, \beta_N(t)). \tag{11} \]

We assume that \( C_C(t) \) is given in the unit of Watt under the assumption that power and monetary cost are interchangeable. We will use \( C_E(t) \) and \( C_C(t) \) as the penalty cost in later sections. Table I summarizes the introduced notations.

**III. PROBLEM STATEMENT AND CONVENTIONAL APPROACH**

In this section, based on the derivation in Section II, we formulate the problem of optimal resource allocation at the edge node under queue stability. Since the arrival process is
random, the optimization cost is random. Hence, we consider the minimization of the time-averaged expected cost while maintaining queue stability for stable system operation. The considered optimization problem is formulated as follows: Problem 1.

\[
\begin{align*}
\min_{\alpha(t), \beta(t)} \lim_{T \to \infty} & \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[C_E(t) + C_C(t)] \\
\text{s.t.} & \limsup_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}[q_i(\tau)] < \infty \quad \text{for all } i \\
& \sum_{i=1}^{N} \alpha_i(t) \leq 1 \quad \text{and} \quad \sum_{i=1}^{N} \beta_i(t) \leq 1 \quad \text{for all } t,
\end{align*}
\]

where \( \alpha(t) \) and \( \beta(t) \) are defined in (1) and (2), respectively, \( C_E(t) \) and \( C_C(t) \) are the cost functions defined in (10) and (11), respectively, and \( q_i(t) \) is the length of the \( i \)-th queue at time \( t \).

Note that (13) implies that we require all the queues in the system are strongly stable as a constraint for optimization. It is not easy to solve Problem 1 directly. A conventional approach to Problem 1 is based on the Lyapunov optimization [2]. The Lyapunov optimization defines the quadratic Lyapunov function and the Lyapunov drift as follows [2]:

\[
L(t) = \frac{1}{2} \sum_{i=1}^{N} q_i(t)^2
\]

\[
\Delta L(t) = L(t+1) - L(t).
\]

It is known that Problem 1 is feasible when the average service rate (i.e., average departure rate) is strictly larger than the average arrival rate [2], i.e., \( \lambda_i \mu_i > \frac{2 \alpha_i f_E}{w_i} - \beta_i B < -\epsilon \) for some \( \epsilon > 0 \) and some constants \( \alpha_i \) and \( \beta_i, \ i = 1, \ldots, N \). Here, \( \mu_i \) is the average task packet size at each arrival at the \( i \)-th application queue. When stable control is feasible, we want to determine the instantaneous service rates \( \alpha_i(t) \) and \( \beta_i(t) \) at each time for cost-efficient stable control of the system. A widely-considered conventional method to determine the instantaneous service rates for Problem 1 is the DPP algorithm. The DPP algorithm minimizes the DPP instead of the penalty (i.e., cost) alone, given by [2]

\[
\Delta L(t) + V[C_E(t) + C_C(t)]
\]

for a positive weighting factor \( V \) which determines the tradeoff between the drift and the penalty. In (17), the original queue stability constraint is absorbed as the drift term in an implicit manner. The DPP in our case is expressed as

\[
\Delta L(t) + V[C_E(t) + C_C(t)] \leq \frac{1}{2} \sum_{i=1}^{N} \left( \alpha_i(t) - \frac{\alpha_i(t) f_E}{w_i} - \beta_i(t) B \right)^2 \\
+ \sum_{i=1}^{N} q_i(t) \left( \alpha_i(t) - \frac{\alpha_i(t) f_E}{w_i} - \beta_i(t) B \right) \\
+ V [C_E(\alpha(t)) + C_C(\alpha(t), \beta(t))],
\]

where the inequality is due to ignoring the operation \([x]^+\) in (4). The basic DPP algorithm minimizes the DPP expression (18) in a greedy manner, which is summarized in Algorithm 1. It is known that under some conditions this simple greedy DPP algorithm yields a solution that satisfies strong stability for all queues and its resultant time-averaged penalty is within some constant bound from the optimal value of Problem 1 [2]. Note that there exist two terms generated from \( \Delta L(t) \) in the RHS of (18): one is the square of the difference between the arrival and departure rates and the other is the product of the queue length and the difference between the arrival and departure rates. In many cases, the quadratic term in the RHS of (18) is replaced by a constant upper bound based on certain assumptions on the arrival and departure rates \( \alpha_i(t) \) and \( \beta_i(t) \), and only the second term \( q_i(t)(\alpha_i(t) - \beta_i(t)) \) is considered [2].

### Algorithm 1 Basic Drift-Plus-Penalty Algorithm [2]

1. **Initialization:**
   - Set \( t = 1 \).

2. **Repeat:**
   - 1) Observe \( \alpha(t) = [\alpha_1(t), \ldots, \alpha_N(t)] \) and \( q(t) = [q_1(t), \ldots, q_N(t)] \).
   - 2) Choose actions \( \alpha(t) \) and \( \beta(t) \) to minimize (18).
   - 3) Update \( q(t) \) according to (4) and \( t \leftarrow t + 1 \).

IV. THE PROPOSED REINFORCEMENT LEARNING-BASED APPROACH

Although Problem 1 can be approached by the conventional DPP algorithm, the DPP algorithm has several disadvantages: It is an instantaneous greedy optimization and requires solving an optimization problem at each time step, and numerical optimization with a complicated penalty function can be difficult. As an alternative, in this section, we consider a DRL-based approach to Problem 1 which exploits the trajectory of system evolution and does not require any optimization in the execution phase once the control policy is trained.

A basic RL is an MDP composed of a state space \( S \), an action space \( A \), a state transition probability \( P : S \times A \to S \), a
reward function \( r : S \times A \to \mathbb{R} \), and a policy \( \pi : S \to A \). At time \( t \), the agent which has policy \( \pi \) observes a state \( s_t \in S \) of the environment and performs an action \( a_t \) according to the policy, i.e., \( a_t \in A \sim \pi(a_t|s_t) \). Then, a reward \( r_t \), depending on the current state \( s_t \) and the agent’s action \( a_t \), is given to the agent according to the reward function \( r_t = r(s_t, a_t) \), and the state of the environment changes to a next state \( s_{t+1} \) according to the state transition probability, i.e., \( s_{t+1} \sim P(s_{t+1}|s_t, a_t) \). The goal is to learn a policy to maximize the accumulated expected return.

Problem 1 can be formulated into a RL problem based on the queue dynamics \( \xi \) and the additive cost function \( \tilde{C} \), in which the agent is the resource allocator of the edge node and tries to learn an optimal policy for resource allocation at the edge node while stabilizing the queues. Since we do not assume the knowledge of the state transition probability \( P \), our approach belongs to model-free RL [25]. The main challenge in the RL formulation of Problem 1 is how to enforce the queue stability constraint in (13) into the RL formulation, and the success and effectiveness of the devised RL-based approach depends critically on a well-designed reward function as well as good formulation of the state and action spaces.

### A. State and Action Spaces

In order to define the state and action spaces, we clarify the operation in time domain. Fig. 2 describes our timing diagram for RL operation. For causality under our definition of the state and the action, we assume one step time delay for overall operation. Recall that time is normalized in this paper. Hence, the discrete time index \( t \) used in the queue dynamics in Section II-A can also mean the continuous time instant \( t \). As seen in Fig. 2 considering the actual timing relationship, we define the quantities as follows. \( q_i(t) \) is the length of the \( i \)-th queue at the continuous time instant \( t \), \( a_i(t) \) is the sum of the arrived task bits for the continuous time interval \([t, t+1)\), and \( b_i(t) \) is the serviced task bits during the continuous time interval \([t+1, t+2)\) based on the observation of \( q_i(t) + a_i(t) \). The one step delayed service \( b_i(t) \) is incorporated in computing the queue length \( q_i(t+1) \) at the time instant \( t+1 \) due to the assumption of one step delayed operation for causality. Then, the state variables that we determine at the RL discrete time index \( t \) for the considered edge system are as follows.

1. The main state variable is the queue length including the arrival \( a_i(t) \): \( q_i(t) + a_i(t), i = 1, \cdots, N \).
2. Additionally, we include the queue length at time \( t \) before the arrival \( a_i(t) \), i.e., \( q_i(t) \) or the arrival \( a_i(t) \) itself in the set of state variables.
3. The workload for each application type: \( w_i, i = 1, \cdots, N \).
4. The actual CPU use factor \( \alpha_i(t) \) for the \( i \)-th queue at time \( t-1 \): \( \alpha_i(t), i = 1, \cdots, N \).

The nominal use of the edge-node CPU for the \( i \)-th queue at time \( t \) is \( \alpha_i(t) f_E \). However, when the amount of task data bits in the \( i \)-th queue is less than the value \( \alpha_i(t) f_E / w_i \), the actual CPU use for the \( i \)-th queue by action at time \( t \) denoted as \( \tilde{\alpha}_i(t) \) is less than \( \alpha_i(t) f_E \). In the queue dynamics \( \xi \), this effect is handled by the function \( [x]^+ = \max(0, x) \).

![Fig. 2. Timing diagram](image)

5. The required CPU cycles at the cloud node for the offloaded tasks at time \( t \): \( \sum_{i=1}^{N} w_i a_i(t) \).
6. The time average of \( a_i(t) \) for the most recent 100 time slots: \( \frac{1}{100} \sum_{r=t-99}^{t} a_i(r), i = 1, \cdots, N \).

The action variables of the policy are \( \alpha_i(t) \) and \( \beta_i(t) \), \( i = 1, 2, \cdots, N \), and the constraints on the actions are \( \sum_{i=1}^{N} \alpha_i(t) \leq 1 \) and \( \sum_{i=1}^{N} \beta_i(t) \leq 1 \).

**Remark 1.** We can view the last moment of the continuous time interval \([t, t+1)\) as the reference time for the RL discrete time index \( t \). Note that \( q_i(t) + a_i(t) \) is set as the main state variable at RL discrete time index \( t \), and the service (i.e., action) \( b_i(t) \) is based on \( q_i(t) + a_i(t) \). In this case, from the RL update viewpoint, the transition is in the form of

\[
\begin{align*}
\text{Current state} & : s_t = \{ q_i(t) + a_i(t), i = 1, \cdots, N \} \\
\text{Current action} & : a_t = (\alpha(t), \beta(t)) \Rightarrow \text{determines } b_t(t) \\
\text{Current reward} & : r_t(s_t, a_t) \text{ as a function of } (s_t, a_t) \\
\text{Queue update} & : q_{i}(t+1) = [q_i(t) + a_i(t) - b_i(t)]^+ \\
\text{Next state} & : s_{t+1} = \{ q_i(t+1) + a_i(t+1), \cdots \} 
\end{align*}
\]

This definition of the state and timing is crucial for proper RL training and operation. The reason why we define the reference time and the state in this way will be explained in Section IV-B.

### B. Reward Design for Queue Stability and Penalty Minimization

Suppose that we simply use the negative of the DPP expression as the reward function for RL, i.e.,

\[
\begin{align*}
\tau_t^{\text{qreus}} = -[\Delta L(t) + V(C_E(t) + C_C(t))],
\end{align*}
\]

where the drift term \( \Delta L(t) \) is given by

\[
\Delta L(t) = \frac{1}{2} \sum_{i=1}^{N} q_i(t+1)^2 - q_i(t)^2
\]

and try to maximize the accumulated sum \( \sum_t \tau_t^{\text{qreus}} \) by RL. Then, does RL with this reward function lead to the behavior that we want? In the following, we derive a proper reward function for RL to solve Problem 1 and answer the above question in a progressive manner, which is the main contribution of this paper.

The main point for an RL-based approach to Problem 1 to yield queue stability is to exploit the fact that the goal of RL is to maximize the accumulated reward (not to perform a greedy optimization at each time step) and hence achieving the
intended behavior is through a well-designed reward function. In order to design such a reward function for RL to yield queue stability, we start with the following result:

**Theorem 1.** Suppose that \( q_i(0) = 0, \forall i \) (we will assume initial zero backlog for all queues in the rest of this paper) and the reward \( r_t \) at time \( t \) for RL satisfies the following condition:

\[
    r_t \leq U - \eta \sum_{i=1}^{N} q_i(t + 1) \quad (22)
\]

for some finite constant \( U \) and finite positive \( \eta \). Then, RL trained with such \( r_t \) tries to strongly stabilize the queues. Furthermore, if the following condition is satisfied

\[
    r_{\text{min}} \leq r_t, \quad \forall t \quad (23)
\]

for some finite \( r_{\text{min}} \) in addition to (22). Then, the resulting queues by RL with such \( r_t \) are strongly stable.

**Proof.** Taking expectation on both sides of (22), we have

\[
    E[r_t] \leq U - \eta \sum_{i=1}^{N} E[q_i(t + 1)]. \quad (24)
\]

Summing (24) over \( \tau = 0, 1, \cdots , t - 1 \), we have

\[
    \sum_{\tau=0}^{t-1} E[r_{\tau}] \leq U t - \eta \sum_{\tau=0}^{t-1} \sum_{i=1}^{N} E[q_i(\tau + 1)]. \quad (25)
\]

Rearranging (25) and dividing by \( \eta t \), we have

\[
    \frac{t + 1}{t} \frac{1}{t + 1} \sum_{\tau=0}^{t-1} E[q_i(\tau)] \leq U \eta - \frac{1}{\eta} \frac{t - 1}{t} \sum_{\tau=0}^{t-1} E[r_{\tau}], \quad (26)
\]

where \( \frac{t+1}{t} \to 1 \) as \( t \) increases, and we used \( q_i(0) = 0 \).

Note that the left-hand side (LHS) of (26) is the time-average of the expected sum queue length. Since the goal of RL is to maximize the accumulated expected reward \( \sum_{\tau=0}^{t-1} E[r_{\tau}] \), RL with \( r_t \) satisfying (22) tries to stabilize the queues by making the average queue length small. That is, for the same \( t \), when \( \sum_{\tau=0}^{t-1} E[r_{\tau}] \) is larger, the average queue length becomes smaller.

Furthermore, if the condition (23) is satisfied in addition, the second term in the RHS of (26) is upper bounded as

\[
    -\frac{1}{\eta} \frac{t - 1}{t} \sum_{\tau=0}^{t-1} E[r_{\tau}] \leq r_{\text{min}}. \quad \text{(Hence, from (26), we have)}
\]

\[
    \frac{t + 1}{t} \frac{1}{t + 1} \sum_{\tau=0}^{t-1} \sum_{i=1}^{N} E[q_i(\tau)] \leq U \frac{1}{\eta} - \frac{r_{\text{min}}}{\eta} = \frac{1}{\eta}(U - r_{\text{min}}). \quad (27)
\]

If the sum of the queue lengths is bounded, the length of each queue is bounded. Therefore, in this case, the queues are strongly stable by Definition 1. (Note that \( r_{\text{min}} < U \) from (22).)

Note that from the definition of strong stability in Definition 1 and the fact that RL tries to maximize the accumulated expected reward, the condition (22) and resultant (26) can be considered as a natural starting point for reward function design.

With the guidance by Theorem 1, we design a reward function for RL to learn a policy to simultaneously decrease the average queue length and the penalty, i.e., the resource cost. For this we set the RL reward function as the sum of two terms: \( r_t = r_t^Q + r_t^P \), where \( r_t^Q \) is the queue-stabilizing part and \( r_t^P \) is the penalty part given by \( r_t^P = -V[C_E(t) + C_C(t)] \) with a weighting factor \( V \). Based on Theorem 1, we consider the following class of functions as a candidate for the queue-stabilizing part \( r_t^Q \):

\[
    r_t^Q = -\rho \sum_{i=1}^{N} [q_i(t + 1)]^{\nu}, \quad \nu \geq 1 \quad (27)
\]

with some positive constant \( \rho \). Then, the total reward at time \( t \) for RL is given by

\[
    r_t = r_t^Q + r_t^P = -\rho \sum_{i=1}^{N} [q_i(t + 1)]^{\nu} - V[C_E(t) + C_C(t)]. \quad (28)
\]

The property of the reward function (28) is provided in the following theorem:

**Theorem 2.** The queue-stabilizing part \( r_t^Q \) of the reward function (28) makes RL with the reward (28) try to strongly stabilize the queues.

**Proof.** Note from Section II-B that \( C_E(t) = \sum_{j=0}^{N} \sum_{i=1}^{N} C_{E,j}(t) \) with \( C_{E,j} = \kappa f_{E,j}^{E} \) and \( C_C(t) = C_C(\sum_{i=1}^{N} w_i o_i(t)) \), where the \( j \)-th edge CPU core clock frequency \( f_{E,j}^{E} \) and the offloading \( o_i(t) \) from the \( i \)-th queue to the cloud node are given by (7) and (5), respectively. We have \( C_E(t) \geq 0 \) and \( C_C(t) \geq 0 \) by design. Furthermore, we have

\[
    f_{E,j} \leq \frac{f_{E}}{N_{E}}, \quad \forall j \quad \text{and} \quad a_i(t) \leq B, \quad \forall i \quad (29)
\]

by considering the full computational and communication resources. Hence, we have

\[
    C_E(t) \leq \kappa \frac{f_{E}^{3}}{N_{E}^{2}} \quad \text{and} \quad C_C(t) \leq C_C \left( B \sum_{i=1}^{N} w_i \right), \quad (30)
\]

with slight abuse of the notation \( C_C \) as a function of the offloaded task bits in the RHS of the second inequality. Therefore, we have

\[
    -\kappa \frac{f_{E}^{3}}{N_{E}^{2}} - C_C \left( B \sum_{i=1}^{N} w_i \right) \leq -[C_E(t) + C_C(t)] \leq 0. \quad (31)
\]

Now we can upper bound \( r_t \) as follows:

\[
    r_t \leq \rho \sum_{i=1}^{N} [q_i(t + 1)]^{\nu} - V[C_E(t) + C_C(t)] \quad (32)
\]

\[
    \begin{align*}
    \text{(a)} & \quad \leq \rho \sum_{i=1}^{N} [q_i(t + 1)]^{\nu}, \\
    \text{(b)} & \quad \leq -\rho \sum_{i=1}^{N} q_i(t + 1) + \rho N,
    \end{align*} \quad (33) (34)
\]

where Step (a) is valid due to \( -[C_E(t) + C_C(t)] \leq 0 \) and Step (b) is valid due to the inequality \( x^{\nu} \geq x - 1 \) for \( \nu \geq 1 \). Then, by setting \( U = \rho N \) and \( \eta = \rho \), we can apply the result of Theorem 1.
Remark 2. Note that in the proof of Theorem 2, the upper bound (33) becomes tight when \( V \) is zero. Thus, the queue-stabilizing part of the reward dominantly operates when \( V \) is small so that \(-V[C_E(t) + C_C(t)] \approx 0\). In case of large \( V \), a small reduction in \( C_E(t) + C_C(t) \) yields a large positive gain in \(-V[C_E(t) + C_C(t)]\) and thus \( r^i_t \) becomes dominant. Even in this case, the queue-stabilizing part \( r^Q_t \) itself still operates towards the direction of queue length reduction due to the negative sign in front of the queue length term. This is what Theorem 2 means. However, in case of large \( V \), more reward can be obtained by saving \( C_E(t) + C_C(t) \) while increasing \( q_i(t+1) \), and the reward (33) does not guarantee strong queue stability since it is not lower bounded as (25) due to the structure of \(-\rho \sum_{i} [q_i(t+1)]^\nu \). Hence, a balanced \( V \) is required for simultaneous queue stability and penalty reduction.

Now let us investigate the reward function (28) further. First, note that the penalty part \( r^P_t \) becomes zero when \( r \) is not active. The penalty part of the reward dominantly operates when \( V \) is small, and this will be explained shortly. Consider the term \( q_i(t+1) \) in \( r^P_t \) in detail. \( q_i(t+1) \) is decomposed as

\[
q_i(t+1) = q_i(t) + \sum_{\tau=0}^{t-1} [a_i(\tau) - b_i(\tau)] + a_i(t) - b_i(t)
\]

under the assumption of \( q_i(0) = 0 \) for simplicity. Note that \( b_i(\tau) \) is a deterministic function of the action \( \alpha(\tau) \) and \( \beta(\tau) \) for \( \tau = 0, 1, \cdots, t \), but the arrivals \( a_i(\tau) \), \( \tau = 0, 1, \cdots, t \), are random quantities uncontrollable by the policy \( \pi \). Recall that the reward function in RL is a function of state and action in general. In the field of RL, it is known that an environment with probabilistic reward is more difficult to learn than an environment with deterministic reward [41]. That is, for a given state, the agent performs an action and receives a reward depending on the state and the action. When the received reward is probabilistic especially with large variance, it is difficult for the agent to know whether the action is good or bad for the given state. Now, it is clear why we defined \( q_i(t) + a_i(t) \) as a state variable at time \( t \), as mentioned in Remark 1, and defined the timing structure as defined in Section IV-A. By defining \( q_i(t) + a_i(t) \) as a state variable, the reward-determining quantity \( q_i(t+1) \) becomes a deterministic function of the state and the action as seen in (35), and the random arrivals \( a_i(\tau) \), \( \tau = 0, 1, \cdots, t \), are absorbed in the state. In this case, the randomness caused by \( a_i(t+1) \) is in the state transition:

\[
s_t = \{q_i(t) + a_i(t), \cdots\}
\]

\[
s_{t+1} = \begin{cases} q_i(t) + a_i(t) - b_i(t), & \text{state at } t \leq t_i \\ a_i(t+1), & \text{state at } t > t_i \end{cases}
\]

That is, the next state follows \( s_{t+1} \sim P(s_{t+1}|s_t, a_t) \) and the distribution of the random arrival \( a_i(t+1) \) affects the state transition probability \( P \). Note that in this case the transition is Markovian since the arrival \( a_i(t+1) \) is independent of the arrivals at other time slots. Thus, the whole set up falls into an MDP with a deterministic reward function. However, if we had defined the state at time \( t \) as \( q_i(t) \) instead of \( q_i(t) + a_i(t) \) (this setup does not require one time step delay for causality), then \( q_i(t+1) \) would have been decomposed as

\[
q_i(t+1) = q_i(t) + a_i(t) - b_i(t)
\]

or the state at time \( t \) random term action at time \( t \)

(37)

to yield a random probabilistic reward, and this would have made learning difficult.

Although RL with the reward function \( r^Q_t \) is

\[
\tilde{r}_t^Q = -\rho \sum_{i=1}^{N} [q_i(t+1)]^\nu \quad \nu \geq 1
\]

was added to the penalty part \( r^P_t \), the reward is so large that it is not possible to get the desired value of the queue lengths. This fact makes the reshaped reward suitable for practical RL. However, if we were to reshape the queue-stabilizing part \( r^Q_t \) of the reward into a discounted form to be suited to practical RL, while maintaining the reward sum equivalence needed for queue length control by RL through the relationship (26), our reward reshaping is based on the fact that training in RL is typically based on episodes, which is assumed here too. Let \( T \) be the length of each episode. Then, under the assumption of \( q_i(0) = 0 \), we can express the accumulated reward over one episode as

\[
\frac{1}{T} \sum_{t=1}^{T} r^Q_t = -\rho \frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{N} [q_i(t+1)]^\nu
\]

(38)

and the equality (a) in (39) is given by

\[
T - (\ell - 1) T = \frac{\ell - \ell}{T} = 1
\]

Thus, by defining

\[
r^Q_t = -\rho \sum_{i=1}^{N} \frac{1}{T} \frac{t}{T} [q_i(t+1)]^\nu - q_i(t) \nu
\]

where the equality (a) is valid because the coefficient in front of the term \( [q_i(\ell)]^\nu \) for each \( \ell \) in (39) is given by

\[
\frac{T}{T} - \frac{T - \ell}{T} = \frac{1}{T}
\]

we have the sum equivalence between the original reward \( r^Q_t \) in (27) and the reshaped reward \( r^Q_t \) except the factor \( 1/T \), as seen in (29). Since \( r^Q_t \) satisfies \( r^Q_t \leq U - \eta \sum_{i=1}^{N} q_i(t+1) \) as seen in the proof of Theorem 2 and \( \tilde{r}_t \) satisfies \( \sum_{t=0}^{T} r^Q_t = \frac{1}{T} \sum_{\tau=0}^{T-1} \tilde{r}_t^Q \) due to (39), by summing the first condition over time \( 0, 1, \cdots, t - 1 \) and using the second condition, we have

\[
\frac{1}{T} \sum_{\tau=0}^{T-1} \tilde{r}_t = \frac{1}{T} \sum_{\tau=0}^{T-1} r^Q_t \leq U - \eta \frac{1}{T} \sum_{\tau=0}^{T-1} \sum_{i=1}^{N} q_i(t+1)
\]

Rearranging the terms in (42) and taking expectation, we have

\[
\frac{1}{t+1} \frac{1}{T} \sum_{\tau=0}^{T-1} \sum_{i=1}^{N} E[q_i(\tau)] \leq U - \frac{1}{\eta} \frac{1}{T} \sum_{\tau=0}^{T-1} E[r^Q_t]
\]

Hence, we can still control the queue lengths by RL with the reshaped reward \( r^Q_t \). As compared to (26), the factor \( 1/t \) in front of the sum reward term in (26) disappears in (43).

The key aspect of the reshaped reward is that the reward at time \( t \) is discounted by the factor \( \frac{T-1}{T} \), which is a monotone decreasing function of \( t \) and decreases from one to zero as time elapses. This fact makes the reshaped reward suitable for practical RL and this will be explained shortly.
Remark 3. Note that the reshaped reward in (41) can be rewritten as
\[ r^Q_t = -\rho \sum_{i=1}^N \frac{T-t}{T} [(q_i(t) + a_i(t) - b_i(t))] - q_i(t)\nu]. \tag{44} \]

Again, we want to express \( r^Q_t \) as a deterministic function of the state and the action. The term \( q_i(t) + a_i(t) \) is already included in the set of state variables and \( b_i(t) \) is deterministically dependent on the action. For our purpose, the last term \( q_i(t) \) in the RHS of (44) should be deterministically determined by the state. Hence, we included either \( q_i(t) \) or \( a_i(t) \) in addition to \( q_i(t) + a_i(t) \) in the set of state variables, as seen in Section IV-A. In the case of \( a_i(t) \) as a state variable, \( q_i(t) \) in (44) is determined with no uncertainty from the state variables \( q_i(t) + a_i(t) \) and \( a_i(t) \).

Finally, let us consider practical RL. Practical RL tries to minimize the sum of exponentially discounted rewards \( \sum_t \gamma^t r_t \) with a discount factor \( \gamma < 1 \) not \( \sum_t r_t \) in order to guarantee the convergence of the Bellman equation (25), (42), whereas our derivation up to now assumed the minimization of the sum of rewards. In RL theory, the Bellman operator is typically used to estimate the state-action value function, and it becomes a contraction mapping when the rewards are exponentially discounted by a discount factor \( \gamma < 1 \). Then, the state-action value function converges to a fixed point and proper learning is achieved (42). Hence, this discounting should be incorporated in our reward design. Note that \( \gamma^t \) monotonically decreases from one to zero as time goes and that our reshaped reward \( r^Q_t \) has the internal discount factor \( \frac{T-t}{T} \), which also monotonically decreasing from one to zero as time goes. Even though the two discount factors are not the same exactly, their monotone decreasing behavior matches and plays the same role of discount. With the existence of the external RL discount factor \( \gamma \) \(< 0\), we redefine our reward for RL aiming at queue stability and penalty minimization as
\[ \hat{r}_t = -\rho \sum_{i=1}^N [q_i(t+1)^\nu - q_i(t)\nu] - V[C_E(t) + C_C(t)]. \tag{45} \]

with \( \nu \geq 1 \). Then, with the external RL discount factor, the actual queue stabilizing related part of the reward in practical RL becomes \(-\rho \sum_{i=1}^N \gamma^t [q_i(t+1)^\nu - q_i(t)\nu] \). Our reward (41) tries to approximate this actual reward by a first-order approximation with one step time difference form \( [q_i(t+1)^\nu - q_i(t)\nu] \). Thus, the queue lengths can be controlled through the relationship (43) by directly maximizing the sum of discounted rewards by RL. Note that the penalty part is also discounted when we use the reward (45) in practical RL with reward discounting. However, this is not directly related to queue length control and such discounting is typical in practical RL.

Remark 4. Note that the RHS of (38) is the time average of \( q_i(t+1)^\nu \) over time 0 to \( T - 1 \) with equal weight \( 1/T \), whereas the RHS of (39) is the time average of one-step difference \( [q_i(t+1)^\nu - q_i(t)\nu] \) over time 0 to \( T - 1 \) with unequal discounted weight \( \frac{T-t}{T} \). Note that the one-step difference form makes the impact of each \( q_i(t+1) \) equal in the discounted average, as seen in (40). Suppose that we directly use \( r^Q_t = -\rho \sum_{i=1}^N [q_i(t+1)^\nu] \) without one-step difference reshaping for practical RL. Then, the queue-stability-related part in the sum of discounted rewards \( \sum_{t=0}^{T-1} \gamma^t r_t \) in practical RL becomes
\[ \sum_{t=0}^{T-1} \gamma^t r^Q_t = -\rho \sum_{t=0}^{T-1} \gamma^t q_i(t+1)^\nu, \quad 0 < \gamma < 1, \tag{46} \]

where \( \sum_{t=0,1,...} \gamma^t(\cdot) \) can be viewed as a weighted time average with some scaling. Thus, the queue length of the initial phase of each episode is overly weighted. Reshaping into the one-step difference form mitigates this effect by trying to make the impact of each \( q_i(t+1) \) equal in the discounted average within first-order linear approximation.

Remark 5. Now, suppose that we maximize the sum of undiscounted rewards and use the one-step discounted reward, i.e., \( \sum_{t=0}^{T-1} r^Q_t \). Then, we have
\[ \frac{1}{\rho} \sum_{t=0}^{T-1} r^Q_t = -\sum_{t=0}^{T-1} \sum_i [q_i(t+1)^\nu - q_i(t)\nu] \]
\[ = -\sum_i q_i(T)^\nu + \sum_i q_i(T-1)^\nu - \sum_i q_i(T-1)^\nu + \sum_i q_i(0)^\nu = -\sum_i q_i(T)^\nu + \sum_i q_i(0)^\nu. \]

Hence, the time average of queue length required to implement the strong stability in Definition 1 does not appear in the reward sum and maximizing the sum reward tries to minimize the queue length only at the final time step. Thus, the one-step difference reward form (45) is valid for RL minimizing the sum of discounted rewards.

When \( \nu = 2 \), the queue-stabilizing part \( r^Q_t \) of our reward (45) reduces to the negative of the drift term \(-\Delta L(t)\) in the Lyapunov framework, given in (21). So, the negative of DPP can be used as the reward for practical RL minimizing the sum of discounted rewards not for RL minimizing the sum of rewards. When \( \nu = 1 \), \( r^Q_t \) simply reduces to \( \hat{r}_t = -\rho \sum_{i=1}^N [a_i(t) - b_i(t)] \).

Considering that RL tries to maximize the expected accumulated reward and \( \mathbb{E}[a_i(t)] = \lambda_i \), we can further stabilize the reward by replacing the random arrival \( a_i(t) \) with its mean \( \lambda_i \). For example, when \( \nu = 1 \), we use
\[ \hat{r}^Q_t = -\rho \sum_{i=1}^N [\lambda_i - b_i(t)], \tag{47} \]
and when \( \nu = 2 \), we use
\[ \hat{r}^Q_t = -\rho \sum_{i=1}^N [2q_i(t)[\lambda_i - b_i(t)] + [\lambda_i - b_i(t)]^2], \tag{48} \]
where the arrival rate \( \lambda_i \) can easily be estimated. Note that with \( \nu = 1 \), the second upper bounding step (b) in (34) is not required and hence we have a tighter upper bound, whereas the drift case \( \nu = 2 \) has the advantage of length balancing across the queues due to the property of a quadratic function.
in Section \[V-A\]. In order to implement the condition \[3\], we implemented the policy deep neural network with dimension \(2N + 2\) by adding two dummy variables for \(\alpha_{N+1}(t) (\geq 0)\) and \(\beta_{N+1}(t) (\geq 0)\) and applied the softmax function at the output of the policy network satisfying

\[
\sum_{i=1}^{N+1} \alpha_i(t) = 1, \quad \sum_{i=1}^{N+1} \beta_i(t) = 1, \quad \forall t.
\]

Then, we took only \(\alpha_i(t)\) and \(\beta_i(t)\), \(i = 1, 2, \ldots, N\) from the neural network output layer. The used hyperparameters are the same as those in \[26\] except the discount factor \(\gamma\) and the values are provided in Table \[II\]. We assumed that the DRL policy at the edge node updated its status and performed its action at every second. The episode length for learning was \(T = 5000\) time steps. Our implementation source code is available at Github \[44\].

VI. EXPERIMENTS

A. Environment Setup

In order to test the proposed DRL-based approach, we considered the following system. With heavy computational load on smartphones caused by artificial intelligence (AI) applications, we considered AI applications to be offloaded from smartphones to the edge node. The considered three AI application types were speech recognition, natural language processing and face recognition. The number of required CPU cycles \(w_i\) for each application type was roughly estimated by running open or commercial software on smart phones and personal computers. We assumed that the arrival process of the \(i\)-th application-type tasks was a Poisson process with mean arrival rate \(\lambda_i\) [arrivals/second], as mentioned in Section \[II-A\]. We further assumed that the data size \(d_i\) [bits] of each task arrival of the \(i\)-th application type followed a truncated normal distribution \(N_T(\mu_i, \sigma_i, d_{i,\text{min}}, d_{i,\text{max}})\). We first set the minimum and maximum data sizes \(d_{i,\text{min}}\) and \(d_{i,\text{max}}\) of one task for the \(i\)-th application type and then set the mean and standard deviation as \(\mu_i = (d_{i,\text{max}} + d_{i,\text{min}})/2\) and \(\sigma_i = (d_{i,\text{max}} - d_{i,\text{min}})/4\). We set the average number of task arrivals of the \(i\)-th application-type \(\lambda_i\) and the minimum and maximum data sizes \(d_{i,\text{min}}\) and \(d_{i,\text{max}}\) of one task for the \(i\)-th application type as shown in Table \[III\].

We assumed a scenario in which the cloud node had larger processing capability than the edge node and a good portion of processing was done at the cloud node. We assumed that the edge node had 10 CPU cores and each CPU core had the processing capability of 4 Giga cycles per second [Gcycles/s
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or simply GHz. Hence, the total processing power of the edge node was 40 Gcycles/s. Among the valid range of $\nu \geq 1$, we used $\nu = 1$ or $\nu = 2$, i.e., \([47]\) or \([48]\) for our reward function. Thus, the overall reward function was given by

$$\bar{r}_t^Q - V[C_E(t) + C_C(t)],$$

(51)

where $C_E(t)$ was the cost of edge processing given in \([49]\) as

$$C_E(t) = \sum_{j=1}^{N_E} \kappa f_{E,j}^3,$$

(52)

and $C_C(t)$ was the cost of offloading from the edge node to the cloud node. We considered two cases for $C_C(t)$. The first one was a simple continuous function given by

$$C_C(t) = \kappa N_C \left( \frac{1}{N_C} \sum_{i=1}^{N} w_i o_i(t) \right)^3,$$

(53)

where $o_i(t)$ was the number of the offloaded task bits of the $i$-th application type to the cloud node, given by \([5\) as \([52]\) under the assumption that the overall workload $\sum_i w_i o_i(t)$ offloaded to the cloud node is evenly distributed over the $N_C$ CPU cores at the cloud node. We set the number of CPU cores at the cloud node as $N_C = 54$ with each core having 4 Gcycles/s processing capability. Thus, the maximum cloud processing capability was set as 216 Gcycles/s. The second cost function for $C_C(t)$ was a discontinuous function, which will be explained in Section VI-C. We set $\kappa = \frac{1}{(400\text{GHz})^3}$ based on a rough estimation\(^3\) and $p = 10^{-9}$ in our simulations. In fact, the values of $\kappa$ and $p$ were not critical since we swept the weighting factor $V$ between the delay-related term and the penalty cost in order to see the overall trade-off. This value setting was for the numerical dynamic range of the used SAC code.

Feasibility Check: Note that the average arrival rates in terms of CPU clock cycles per second for the three application types are given by

$$\lambda_1 \cdot \mu_1 \cdot w_1 = 5 \cdot 170 \cdot 8 \cdot 1024 \cdot 10435 \approx 72.7 \text{ Gcycles/s},$$

$$\lambda_2 \cdot \mu_2 \cdot w_2 = 8 \cdot 52 \cdot 8 \cdot 1024 \cdot 25346 = 86.4 \text{ Gcycles/s},$$

$$\lambda_3 \cdot \mu_3 \cdot w_3 = 4 \cdot 55 \cdot 8 \cdot 1024 \cdot 45043 = 81.2 \text{ Gcycles/s}.$$

The sum of the above three rates is roughly 240 Gcycles/s among which 40 Gcycles/s can be processed at maximum at the edge node. Table IV shows the average values of $C_E(t)$ and $C_C(t)$ for different offloading to the cloud node based on \([53]\) under the assumption that the assigned workload is evenly distributed over the CPU cores both at the edge and cloud nodes (the unit of the first two columns in Table IV is Gcycles/s and the unit of the remaining three columns is $G^4 \kappa = 10^{22} \kappa$). As seen in Table IV the edge node should process for smaller overall cost. If we offload all tasks to the cloud node, the required communication bandwidth is given by $\sum_{i} \lambda_i \mu_i = 12.2 \text{ Mbps}$. So, we set the communication bandwidth $B = 20 \text{ Mbps}$ so that the communication is not a bottleneck for system operation. Since the overall service rate provided by the edge and cloud nodes is 256 ($= 40 + 216$) Gcycles/s and the average arrival rate is 240 Gcycles/s and the communication bandwidth is not a bottleneck, the overall system is feasible to control. The DRL resource allocator should learn a policy that distributes the arriving tasks to the edge and cloud nodes optimally.

| TABLE IV |
| ENVIRONMENT SETUP CHECK |
| At Edge | At Cloud | $C_E(t)$ | $C_C(t)$ | $C_E(t) + C_C(t)$ |
|---|---|---|---|---|
| 40 | 200 | 640 | 2743 | 3383 |
| 30 | 210 | 270 | 3175 | 3445 |
| 20 | 220 | 80 | 3651 | 3731 |

B. Convergence and Comparison with the DPP Algorithm

We tested our DRL-based approach with the proposed reward function for the system described in Section VI-A with $C_C(t)$ given by the simple continuous cost function \([53]\), and compared its performance to that of the DPP algorithm. For comparison, we used the basic DPP algorithm in Algorithm I with the cost at each time step given by

$$\sum_{i=1}^{N} q_i(t) \left( a_i(t) - \alpha_i(t) f_E \right) \frac{C_C(t)}{w_i} - \beta_i(t) B \right) + V'[C_E(\alpha(t)) + C_C(\alpha(t) , \beta(t))],$$

(54)

where the quadratic term in the RHS of \([18]\) was replaced by constant upper bound and omitted. Note that the weighting factor $V'$ is different from the weighting factor $V$ in \([51]\) in order to take into account the difference in the stability-related terms in the two cost functions \([51]\) and \([54]\). In the DPP algorithm, for each time step, optimal $\alpha(t)$ and $\beta(t)$ were found by minimizing \([54]\) for given $q_i(t)$ and $a_i(t)$. For this numerical optimization, we used sequential quadratic programming (SQP), which is an iterative method solving the original constrained nonlinear optimization with successive quadratic approximations \([45]\) and is widely used with several available software including MATLAB, LabVIEW and SciPy. We used SciPy of python to implement the DPP algorithm.

For SAC, we did the following. In the beginning, all weights in the neural networks for the value function and the policy were randomly initialized. We generated four episodes, collected 20,000 samples, and stored them into the sample buffer, where one episode for training was composed of $T = 5000$ time steps and in the beginning of each episode, all queues were emptied.\(^4\) Then, with the samples in the sample buffer, we trained the neural networks. With this trained policy, we generated one episode and evaluated the performance with the evaluation-purposed episode. Then, we again generated and stored four episodes of 20,000 samples into the sample buffer, trained the policy with the samples in the sample buffer, and

\(^3\)Suppose that a CPU core of 4GHz clock rate consumes 35W and that 10kWh = 36,000 kW•s costs one dollar. Then, from $1 : 36,000 \text{ kW•s} = \kappa f_{E,j}^3 : 35 \text{ W•s}$, we obtain $\kappa = \frac{35}{36,000 \times 10^6} \approx 1/(400 \text{GHz})^3$.

\(^4\)In Atari games, one episode typically corresponds to one game starting from the beginning.
evaluated the newly trained policy with one evaluation episode. We repeated this process.

First, we checked the convergence of SAC with the proposed reward function. Fig. 4 shows its learning curve for different values of the weighting factor $V$ in (51). The $x$-axis in Fig. 4 is the training episode time step (not including the evaluation episode time steps) and the $y$-axis is the episode reward sum $\sum_{T=0}^{T-1} r_T$ based on (51) without discounting for the evaluation episode corresponding the $x$-axis value. Note that although SAC itself tries to maximize the sum of discounted rewards, we plotted the undiscounted episode reward sum by storing (51) at each time step. It is observed that the proposed DRL algorithm converges as time goes.

With the verification of our DRL algorithm's convergence, we compared the DRL algorithm with the DPP algorithm conventionally used for the Lyapunov framework. Fig. 5 shows the trade-off performance between the penalty cost and the average queue length of the two methods. For the DRL method, we assumed that the policy has converged after $6M$ and $20M$ time steps for $\nu = 1$ and $\nu = 2$, respectively, based on the result in Fig. 4 and picked this converged policy as our execution policy. With the execution policy, we ran several episodes for each $V$ and computed the average episode penalty cost $\frac{1}{T} \sum_{T=0}^{T-1} [C_E(t) + C_C(t)]$ and the average episode queue length $\frac{1}{T} \sum_{T=0}^{T-1} \sum_{i=1}^{N} q_i(t)$. We plotted the points in the 2-D plane of the average episode queue length and the average episode penalty cost by sweeping $V$. The result is shown in Fig. 5. Each line in Fig. 5 is the connecting line through the mean value of multiple episodes for each $V$ for each algorithm. For the DPP algorithm, multiple episodes with the same length $T = 5000$ were tested for each $V'$ and the trade-off curve was drawn. The weighting factors $V$ and $V'$ in (51) and (54) were separately swept. It is seen that the DRL approach with $\nu = 2$ shows a similar trade-off performance to that of the DPP algorithm, and the DRL approach with $\nu = 1$ shows a better trade-off performance than the DPP algorithm. This is because the stability related part of the reward directly becomes the queue length when $\nu = 1$. Then, we checked the actual queue length evolution with initial zero queue length for the execution policy, and the result is shown in Figs. 6 and 7 for $\nu = 1$ and $\nu = 2$, respectively. It is seen that the queues are stabilized up to the average length $\sim 10^8$ for $\nu = 1$ and up to the average length $\sim 10^9$ for $\nu = 2$. However, beyond a certain value of $V$, the penalty cost becomes dominant and the agent learns a policy that focus on the penalty cost reduction while sacrificing the queue stability. Hence, the upper left region in Fig. 5 is the desired operating region with queue stability.

C. General reward function: A discontinuous function case

In the previous experimental example, it is observed that in the queue-stabilizing operating region the performance of DRL-SAC and the DPP performance is more or less the same, as seen in Fig. 5. This is because the DPP algorithm yields a solution with performance within a constant gap from the optimal value due to the Lyapunov optimization theorem. The effectiveness of the proposed DRL approach is its versatility for general reward functions in addition to the fact that opti-
Fig. 6. Queue length \( \sum_{i=1}^{N} q_i(t) \) over time: \( \nu = 1 \)

Fig. 7. Queue length \( \sum_{i=1}^{N} q_i(t) \) over time: \( \nu = 2 \)

Fig. 8. Learning curves of DRL-SAC for the discontinuous \( C(t) \) function

Fig. 9. Average episode penalty versus average episode queue length

maximal clock rate 4 GHz before the next core was assigned.

This \( C(t) \) is a discontinuous function of the amount of the offloaded task bits. All other set up was the same as that in Section [VI-B]. With this penalty function, it is observed that the DPP algorithm based on SQP failed but the DRL-SAC with the proposed state and reward function successfully learned a policy. Fig. 8 shows the learning curves of DRL-SAC in this case for different values of \( V \) with \( \nu = 1 \). (The plot was obtained in the same way as that used for Fig. 4.) Fig. 9 shows the corresponding DRL-SAC trade-off performance between the average episode penalty and the average episode queue length, and Fig. 10 shows the queue length over time for one episode for the trained policy in the execution phase. Thus, the DRL approach operates properly in a more complicated penalty function for which the DPP algorithm may fail.

D. Operation in Higher Action Dimensions

In the previous experiments, we considered the case of \( N = 3 \), i.e., three queues and the action dimension was \( 2N + 2 = 8 \). In order to check the operability of the DRL

The DPP algorithm requires solving a constrained nonconvex optimization for each time step in the general reward function case. Although such constrained nonconvex optimization can be approached by several methods such as successive convex approximation (SCA) [46] as we did in Section [VI-B]. However, such methods require certain properties on the reward function such as continuity, differentiability, etc. and it may be difficult to apply them to general reward functions such as reward given by a table. In order to see the generality of the DRL approach to the Lyapunov optimization, we considered a more complicated penalty function. We considered the same reward \( C_E(t) \) given by (52) but instead of (55), \( C_C(t) \) was given by a scaled version of the number of CPU cores at the cloud node required to process the offloaded tasks under the assumption that each CPU core was fully loaded with it.
approach in a higher dimensional case, we considered the case of $N = 8$. In this case, the action dimension was $2N + 2 = 18$. The parameters of the eight application types that we considered are shown in Table VI. Other parameters and setup were the same as those in the case of $N = 3$ and $C_C(t)$ was the discontinuous function used in Section VI-C. From Table VI the average total arrival rate in terms of CPU cycles and task bits per second were 193GHz and 5.14 kbps. Hence, the set up was feasible to control. Fig. (I(a) shows the corresponding learning curve and Fig. (I(b) shows the queue length $\sum_{i=1}^{N_i} q_i(t)$ over time for one episode for the trained policy in the execution phase. It is seen that even in this case the DRL-based approach properly works.

VII. Conclusion

In this paper, we have considered a DRL-based approach to the Lyapunov optimization that minimizes the time-average penalty cost while maintaining queue stability. We have proposed a proper construction of state and action spaces and a class of reward functions. We have derived a condition for the reward function of RL for queue stability and have provided a discounted form of the reward for practical RL. With the proposed state and action spaces and the reward function, the DRL approach successfully learns a policy minimizing the penalty cost while maintaining queue stability. The proposed DRL-based approach to Lyapunov optimization does not require complicated optimization at each time step and can operate with general non-convex and discontinuous penalty functions. Thus, it provides an alternative to the conventional DPP algorithm to the Lyapunov optimization.
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