Universal local symmetries and non-superposition in classical mechanics
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In classical statistical mechanics the evolution of the probability densities in phase space \( q(p,t) \) is given by the Liouville equation:

\[
\frac{\partial}{\partial t} \rho(q,p,t) = \hat{H}\rho(q,p,t)
\]

where \( \hat{H} \) is the Liouville operator

\[
\hat{H} = -i\partial_q H(q,p)\partial_q + i\partial_p H(q,p)\partial_p
\]

and \( H(q,p) \) is the Hamiltonian in phase-space whose coordinates are \( (q,p) \). Since the distributions \( \rho(q,p) \) are probability densities, it is sufficient for them to be integrable functions: \( \rho(q,p) \in L^1 \). In the 30’s Koopman and von Neumann (KvN) [1] proposed an alternative approach based on the following four postulates:

I) The system is described by an element \( \ket{\psi} \) of an Hilbert space \( \mathbb{H} \).

II) On this Hilbert space the operator \( \hat{q} \) and \( \hat{p} \), associated with the classical variables \( q \) and \( p \), commutes \( [\hat{q},\hat{p}]=0 \) and can be diagonalized simultaneously. If we indicate with \( \varphi^a=\langle \hat{q},\hat{p} \rangle a=1,2 \) the diagonalization can be expressed, in a sort of Dirac notation, as:

\[
\varphi^a |\varphi_0^a\rangle = \varphi_0^a |\varphi_0^a\rangle
\]

where \( \varphi_0^a \) is a particular point in phase space.

III) The evolution of \( \psi(q,p) = \langle \varphi^a|\psi \rangle \) is given by the Liouville equation:

\[
i\frac{\partial}{\partial t} \psi(q,p,t) = \hat{H}\psi(q,p,t).
\]

IV) The Liouville probability density \( \rho(q,p) \) is given by \( \rho(q,p,t) = |\psi(q,p,t)|^2 \).

As a consequence of the above four postulates we have that also \( \rho(q,p) \) satisfies the Liouville equation. The KvN formulation resembles very much quantum mechanics (QM) but the operator of evolution, \( \hat{H} \), is not the Schrödinger one, moreover \( \hat{q} \) and \( \hat{p} \) commute, differently than in QM, and the states \( \psi(q,p) \) are not the quantum ones. It was shown in [2] that the classical kernel of propagation \( K(\varphi,t|\varphi_i,t_i) \) from an initial phase space configuration \( \varphi_i \) at time \( t_i \) to a final one \( \varphi \) at time \( t \), defined as:

\[
\psi(\varphi,t) = \int d\varphi_i K(\varphi,t|\varphi_i,t_i)\psi(\varphi_i,t_i),
\]

can be given the following path integral representation:

\[
K(\varphi,t|\varphi_i,t_i) = \int D^{\prime\prime} \varphi^{\prime\prime} \exp (i \int dt \tilde{L})
\]

The symbol \( D^{\prime\prime} \varphi^{\prime\prime} \) indicates the ”sum” over all paths in phase space with fixed end points \( \varphi \) and \( \varphi_i \), while \( \lambda_a \) is an auxiliary variable known in statistical mechanics as response field (see for example ref. [3]). \( \tilde{L} \) is not the usual lagrangian but an object defined as:

\[
\tilde{L} = \lambda_a \varphi^a - \hat{H}
\]

with the Hamiltonian \( \hat{H} \) given by:

\[
\hat{H} = \lambda_a \omega^{ab} \partial_q \hat{H}
\]

where \( \omega^{ab} \) is the symplectic matrix. In [2] the authors did not use the \( \hat{\psi}(\varphi) \) but the probability densities \( \rho(\varphi) \). Anyhow, as the kernel of propagation of the two, thanks to the postulate III), is the same, the path-integral turns out to be the same for both \( \hat{\psi}(\varphi) \) and \( \rho(\varphi) \). From (9), using the time slicing technique, it is easy [2] to derive the following commutators:

\[
[\varphi^a, \varphi^b] = 0 \quad [\varphi^a, \hat{\lambda}_b] = i\delta^a_b \quad [\hat{\lambda}_a, \hat{\lambda}_b] = 0
\]

In order to satisfy the second relation in (9), we can give the following representation for \( \hat{\lambda}_a \), \( \hat{\lambda}_a = -i\partial_{\varphi^a} \). With this representation we get that the Hamiltonian \( \hat{H} \) in (8) is turned into the Liouville operator [2]:

\[
\hat{H} \rightarrow \hat{\lambda} = -i(\partial_q H)\partial_q + i(\partial_q H)\partial_p
\]
In the Hilbert space of KvN we can introduce various scalar products \[\mathbf{4}\] but we will stick to the one in which \(\hat{\varphi}\) and \(\hat{\lambda}\) are hermitian. In a more mathematically advanced formulation of hamiltonian mechanics \[\mathbf{5}\], it is common to extend the KvN formalism to differential forms on phase-space, i.e.: to objects like \(\psi(\varphi, d\varphi)\). The operator which makes the evolution of these forms is called \[\mathbf{2}\] the Lie derivative of the Hamiltonian flow and is usually indicated by the symbol \(\mathcal{L}_{\text{dH}}\). It is the sum of two parts, the first one being the Liouvillian (or the Hamiltonian vector fields \[\mathbf{5}\]) which acts on the zero forms \(\psi(\varphi)\) and a second one which is needed for higher forms. Like we did for the Liouvillian, it is easy \[\mathbf{2}\] to give a path-integral construction for the Lie derivative of the Hamiltonian flow. Let us indicate the basis of objects like

\[\cdots\]

the path-integral \[\mathbf{6}\] is then turned into an operator which coincides with the Lie derivative of the Hamiltonian

\[\hat{H}\]

is turned in the following one:

\[K(\varphi, c, t|\varphi_i, c_i, t_i) = \int D\varphi' D\lambda_a D\varphi Dc^a d\bar{c} \exp[i \int dt \mathcal{L}]\]  

(11)

\(\bar{c}_a\) are extra grassmanian variables and \(\mathcal{L}\) is:

\[\mathcal{L} \equiv \lambda_a \hat{\varphi}^a + i\bar{c}_a c^a - \mathcal{H} \]  

(12)

where:

\[\mathcal{H} = \lambda_a \omega^{ab} \partial_b H + i\bar{c}_a \omega^{ab} \partial_b \partial_d c^d. \]  

(13)

The commutators which we can derive from (11) for \(c^a\) and \(\bar{c}_a\) are the following ones:

\[\{c^a, \bar{c}_b\}_{+} = \delta^a_b \quad \{c^a, c^b\}_{+} = 0 \quad \{\bar{c}_a, \bar{c}_b\}_{+} = 0 \]  

(14)

where with \([\cdot, \cdot]_{+}\) we indicate the anticommutators. As we have already said \(c^a\) can be identified with the basis \(d\varphi^a\) of the forms, in a similar manner \(\bar{c}_a\) can be identified with the basis of antisymmetric tensors. The whole set of auxiliary variables, \((\lambda_a, c^a, \bar{c}_a)\), has a geometrical meaning which has been studied in detail in \[\mathbf{2}\]. With this geometrical interpretation and the operatorial representation of \(\hat{\varphi}, \hat{\bar{c}}, \hat{c}\) and \(\hat{\lambda}\), the Hamiltonian \(\mathcal{H}\) in (13) is turned into an operator which coincides with the Lie-derivative \(\mathcal{L}_{\text{dH}}\) of the Hamiltonian flow. The whole Cartan calculus can be reproduced by using the above commutators and seven charges associated to global universal symmetries of the Hamiltonian \(\mathcal{H}\). More details can be found in \[\mathbf{2}\]. Among these global symmetries a particular important role is played by the following two charges:

\[Q_H \equiv i\bar{c}^a \hat{\lambda}_a - \bar{c}^a \partial_a H \]  

(15)

\[\bar{Q}_H \equiv \bar{c}^a \omega^{ab} \hat{\lambda}_b + \bar{c}^a \omega^{ab} \partial_b H \]  

(16)

whose anticommutators is:

\[\{Q_H, \bar{Q}_H\}_{+} = 2i\mathcal{H}. \]  

(17)

As they close on the Hamiltonian we can genuinely call them supersymmetry charges. Geometrically they are associated to the equivariant cohomology of the Hamiltonian flow \[\mathbf{2}\] or in simpler terms to the exterior derivative on constant energy surfaces. The exterior derivative on the whole phase space is given by another of the seven charges we mentioned earlier. It has been called BRS charge in analogy with gauge theories and its expression is:

\[Q^{\text{BRS}} = i\bar{c}^a \hat{\lambda}_a \]  

(18)

Its symplectic dual \[\mathbf{2}\] is:

\[Q^{\text{BRS}} = i\bar{c}_a \omega^{ab} \hat{\lambda}_b \]  

(19)

which has been named antiBRS \[\mathbf{2}\]. Differently than the supersymmetric charges, the BRS and antiBRS charges anticommutes among themselves:

\[\{Q^{\text{BRS}}, \bar{Q}^{\text{BRS}}\}_{+} = 0. \]  

(20)

We have briefly introduced the BRS and antiBRS charges because they will play a role in the construction we are going to make.

Let us now return to the four postulates \(\text{I), II, III, IV}\) of the KvN we have listed at the beginning. With respect to QM there is one postulate missing: the one that tells us which are the observables of the theory. In this operatorial formulation the most "natural" postulate for this aspect of the theory should be:

\[\text{V) The observables of the theory are the hermitian operators acting on the KvN Hilbert space.} \]

This postulate does not seem to coincide with the standard one of CM where the observables are taken to be the real functions of \(\varphi^a\), i.e.: \(O(\varphi^a)\). These, at the operatorial level, would become those hermitian operators which are functions only of \(\hat{\varphi}^a\), i.e.:

\[O^\dagger(\hat{\varphi}) = O(\hat{\varphi}) \]  

(21)

According to postulate \(\text{V}\) there are many more observables than just those in (21). Once a scalar product is given \[\mathbf{1}\], the observables are the hermitian combinations of all operators \(\hat{\varphi}, \hat{\bar{c}}, \hat{c}\) and \(\hat{\lambda}\) present in the KvN approach, i.e.:

\[O^\dagger(\hat{\varphi}, \hat{\bar{c}}, \hat{c}, \hat{\lambda}) = O(\hat{\varphi}, \hat{\bar{c}}, \hat{c}, \hat{\lambda}), \]  

(22)

Note that they present a feature which should not be present in CM. The feature, even if we restrict to the sector \(\hat{\bar{c}} = \hat{c} = 0\), i.e.:

\[O^\dagger(\hat{\varphi}, \hat{\lambda}) = O(\hat{\varphi}, \hat{\lambda}), \]  

(23)

is that there are a lot of them which do not commute among themselves since \(\hat{\varphi}\) and \(\hat{\lambda}\) do not commute (see
This "non-commuting" feature, combined with the superposition principle naturally present in the Hilbert space approach (postulate \textbf{I}), would lead to interference effects which have never been detected in CM.

\textbf{Which is the way out?} One way could be to replace postulate \textbf{V}) with the following one:

\begin{itemize}
\item \textbf{V)} The observables of the theory are the hermitian operators functions only of \( \Phi \), i.e.:
\end{itemize}

\[
O^I(\Phi) = O(\bar{\Phi})
\]  

(24)

We do not like to do that because it is like postulating the non-interference effect of CM. What we will prove in this paper is that, using postulate \textbf{V}), together with the other four, we can derive \textbf{V)} as a \textit{theorem}. The tools which will allow us to do that are some hidden \textit{local} symmetries present in the KvN formalism.

Let us first go back to the Lagrangian (12) and build the analog of the generating functional:

\[
Z[J]|_{J=0} = \int D\bar{\varphi}^a D\lambda_a Dc^a D\bar{c}_a e^{i \tilde{L} dt}
\]  

(25)

Because of the supersymmetry (Susy) (17) present in this formalism, we can use some of the tools developed for Susy like for example the one of superfield [7]. This object is something like a multiplet which assembles together all the variables \( \varphi^a, c^a, \bar{c}_a \) and \( \lambda_a \). To build it we have first to extend time to two grassmanian partners of it: \( \theta \) and \( \bar{\theta} \). The superfield \( \Phi \) is a function of \( t, \theta \) and \( \bar{\theta} \) defined as follows:

\[
\Phi^a(t, \theta, \bar{\theta}) \equiv \varphi^a + \theta c^a + \bar{\theta} \omega^{ab} \bar{c}_b + i \bar{\theta} \omega^{ab} \bar{\lambda}_b.
\]  

(26)

Using the superfield is easy to prove that the action associated to the Lagrangian (11) can be written as:

\[
\int_{t_0}^t \tilde{L}(\varphi^a, c^a, \bar{c}_a, \lambda_a) = \int_{t_0}^{t} itdtd\bar{\theta} \partial_\theta H[\Phi, \bar{\Phi}] + (s.t.)
\]  

(27)

where \( L \) is the standard Lagrangian of our system associated to the Hamiltonian \( H \) which is needed to build the \( \hat{H} \) of (13) and the (s.t.) is just a surface term. Using (27) the generating functional \( Z \) in (25) can be written in a more compact form as:

\[
Z[0] = \int D\Phi^a e^{i \int itdtd\bar{\theta} \partial_\theta H[\Phi, \bar{\Phi}] + (s.t.)}
\]  

(28)

where we have only dropped the surface term. A more detailed presentation of the last steps can be found in [3]. The formalism presented in [28] has the \textit{global} invariances we talked about before: BRS, antiBRS, Susy and three others but it also has some \textit{local} symmetries. For example let us consider the following transformation:

\[
\begin{cases}
\varphi^a &\rightarrow \varphi^a + \epsilon(t) \theta c^a \\
c^a &\rightarrow c^a - \epsilon(t) \bar{c}_a
\end{cases}
\]  

(29)

where \( \epsilon(t) \) is an infinitesimal parameter depending on \( t \) and \( \theta \) is the grassmanian partner of time used in the superfield (26). It is easy to check that the superfield (26) remains invariant under (29) and the same for its time derivative. There are many other similar invariances like these. In this paper we will present only two more besides (29). They are:

\[
\begin{cases}
\varphi^a &\rightarrow \varphi^a + \epsilon(t) \bar{\theta} \omega^{ab} \bar{c}_b \\
c_b &\rightarrow c_b - \epsilon(t) \bar{c}_b
\end{cases}
\]  

(30)

and

\[
\begin{cases}
\varphi^a &\rightarrow \varphi^a + i \epsilon(t) \bar{\theta} \omega^{ab} \bar{c}_b \\
\lambda_b &\rightarrow \lambda_b + \epsilon(t) \omega^{ac} \varphi^c
\end{cases}
\]  

(31)

It is easy to prove that the only object invariant under all three of them is the superfield and its time derivative. Actually the first transformation (29) leaves invariant also the sub-piece : \( \varphi^a + \theta c^a \) but this is not invariant under (30) and (31). Similarly (30) leaves invariant, besides the superfield, also the sub-piece: \( \varphi^a + \bar{\theta} \omega^{ab} \bar{c}_b \), but this is not left invariant by (29) and (31). Similarly for (31). So the only object that is simultaneously invariant under (29), (30) and (31) is the superfield and its time derivative. As a consequence also the action in (28) is invariant and so we can say that (29), (30), (31) are local symmetries of our system.

Let us now turn to the observables. As there are local symmetries in our system, the acceptable observables are only those invariant under the same local symmetries. As the superfield and its time derivative are the only objects invariant under (29), (30), (31) we have that the only acceptable observables are:

\[
\tilde{O}(\Phi^a, \bar{\Phi}^a)
\]  

(32)

Using the equation of motion for \( \Phi^a \), \( \Phi^a = \omega^{ab} \partial_\theta H[\Phi] \) we can replace \( \Phi \) by a function of \( \Phi \) in \( \tilde{O} \), and so we can conclude that the acceptable observables are of the form:

\[
O(\Phi^a)
\]  

(33)

with \( O \neq \tilde{O} \). At this point the reader may point out that the \( O(\Phi^a) \) are not the \( O(\bar{\Phi}^a) \) which were the observables we wanted to get. Actually the \( O(\Phi^a) \) are observables which depend explicitly on the two grassmanian partners of time \( \theta \) and \( \bar{\theta} \). So with respect to these extra times we can say that the observables (33) are in the "Heisenberg" picture. The "Hamiltonians" associated to the extra-time variables \( \theta \) and \( \bar{\theta} \) are the \( Q^{BRS} \) and \( \bar{Q}^{BRS} \) of (15) and (19) because they generate a translation in \( \theta \) and \( \bar{\theta} \) respectively [2]. So the transformation from the Heisenberg picture to the Schroedinger one in \( \theta \) and \( \bar{\theta} \), is:

\[
e^{-\theta Q^{BRS} - \bar{Q}^{BRS} \partial \Omega_H(\Phi^a)} e^{	heta Q^{BRS} + \bar{Q}^{BRS} \bar{\partial}} \equiv O_S = O(\bar{\Phi})
\]  

(34)
The same careful reader could point out that also the operator \( \hat{a} \) should be diagonalized: 

\[ \hat{a} |\varphi_0^a\rangle = \varphi_0^a |\varphi_0^a\rangle \tag{35} \]

where \( \varphi_0^a \) is a particular point in the phase space. This is the whole Hilbert space, basically a Dirac delta state: 

\[ \langle \varphi^a | \varphi_0^a \rangle = \delta(\varphi^a - \varphi_0^a) \tag{36} \]

Another Hilbert space shall be given by another eigenvariety:

\[ \hat{a} |\varphi_1^a\rangle = \varphi_1^a |\varphi_1^a\rangle \tag{37} \]

where \( \varphi_1^a \) is another particular point in the phase space. Of course, as (35) and (37) are different Hilbert spaces, we cannot do linear superposition among them, i.e. the state

\[ |\bar{\varphi}^a\rangle \equiv |\varphi_0^a\rangle + |\varphi_1^a\rangle \tag{38} \]

is not a physical one. This is the basic reason why in CM there is no superposition and as a consequence no interference. This analysis is a standard one but it should be done in a Hilbert space framework like the KvN.

The careful reader could point out that we should have moved in the Schrödinger picture of \( \theta, \bar{\theta} \) also for the states and not just for the observables. The transformation is:

\[ \tilde{\psi}_s(t, \theta, \bar{\theta}) = e^{iQ^bR S + Q^{b R S}} \psi(\varphi, c, t) = \psi(\varphi^a + \theta e^a + \theta \omega^{ab} c_b, c) \tag{39} \]

The same careful reader could point out that also the operator \( \hat{a} \) commutes with all observables and so it is also a superselection operator that has to be diagonalized:

\[ \hat{a} |\varphi_0^a\rangle = c_0 |\varphi_0^a\rangle. \tag{40} \]

As a consequence the Hilbert space is made of the state:

\[ \tilde{\psi} = \delta(\varphi - \varphi_0) \delta(c - c_0) \tag{41} \]

Is this state of the form (39)? The only manner to achieve that is to put \( c = \bar{c} = 0 \) and so the (41) is reduced to:

\[ \tilde{\psi} = \delta(\varphi - \varphi_0) \delta(c) \tag{42} \]

The \( \delta(c) \) restricts the states to the zero-form states and so \( \psi \) is isomorphic to:

\[ \psi = \delta(\varphi - \varphi_0). \tag{43} \]

and these are the typical states of CM (36). 

**Conclusion.** The main conclusion we like to draw is that the non-superposition and non-interference in CM are basically due to some local universal invariances (29, 30, 31) present in CM. Let us point out that in QM we do not have anymore those invariances because, as it has been proved in [8], QM is obtained from CM by a dimensional reduction which sends \( (\theta, \bar{\theta}) \rightarrow 0 \). If these variables, \( \theta, \bar{\theta} \), are zero the local symmetries disappear and the transformations (29, 30, 31) are reduced to the identity.

Somewhere we could say that the disappearance of these symmetries seems to trigger the typical interference effects of QM. To shed more light on this we would like in the future to understand the geometry behind these local symmetries like we did in the past for the global ones (2, 4) present in \( \mathcal{L} \).
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