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We present a novel generative method for the creation of city-scale road layouts. While the output of recent methods is limited in both size of the covered area and diversity, our framework produces large traversable graphs of high quality consisting of vertices and edges representing complete street networks covering 400 km$^2$ or more. While our framework can process general 2D embedded graphs, we focus on street networks due to the wide availability of training data.

Our generative framework consists of a transformer decoder that is used in a sliding window manner to predict a field of indices, with each index encoding a representation of the local neighborhood. The semantics of each index is determined by a dictionary of context vectors. The index field is then input to a decoder to compute the street graph. Using data from OpenStreetMap, we train our system on whole cities and even across large countries such as the US, and finally compare it to the state of the art.

1 INTRODUCTION

Generative modeling is an active field of research with many exciting recent contributions. Examples include the generation of realistic human faces using the StyleGAN architecture [37, 38] and the synthesis of images from language prompts [69, 70]. The goal of this work is to explore the generative modeling of embedded graphs. In particular, we focus on embedded street graphs where each vertex is associated with a 2D coordinate.

We improve on a body of existing work in generative modeling; a typical example of which is Neural Turtle Graphics [15], which gives high-quality results for small regions using GRU cells [50]. However, our analysis shows three shortcomings of this work that we address. First, the approach has an inherent limitation in that it encodes and processes graphs as a collection of polylines rather than considering all relevant information (e.g., patterns in the local neighborhood). Even locally, the model does not have a full understanding of its neighborhood. Second, the approach is limited to small areas; for city-scale street networks it is important to scale up the area generated by at least two orders of magnitude. Third, GRU cells have been surpassed by contemporary state-of-the-art generative models, suggesting that more recent approaches may produce stronger results. To overcome these limitations, we propose the following ideas.
First, instead of GRU cells we use a transformer architecture [88] which is a state-of-the-art architecture for generative modeling. Second, we build on auto-regressive models that operate in a compressed space computed by trainable vector quantization [84]. Working in a compressed space provides better scalability of the model since a large-scale transformer architecture is very hard to train and requires a significant amount of hardware. Third, we use a CNN-based decoder to decompress such a quantized representation into an image-based representation. Finally, we use a thinning approach together with the road-tracing approach proposed in [4] to obtain a traversable graph.

In summary, our paper contributes a large-scale modeling framework for high-quality street networks that is able to generate street networks that are two orders of magnitude larger than previous generative models for 2D embedded graphs including street graphs.

2 RELATED WORK

2.1 Classical Approaches

Street networks form a key element of generating urban environments. Traditional modeling approaches have been largely procedural or rule-based. This cross-disciplinary area has been surveyed by a number of papers from graphics [41, 77, 86], architecture [80], and physics [3].

Procedural Modeling. Müller et al. [64] introduced a novel self-sensitive L-System [67] which was well suited to the construction of a variety of different street patterns. It has also been adapted by follow up work [7, 40]. Other approaches include simple grids [28], mesh-based deformable templates [66] and hierarchical domain splitting [93]. Outside of cities, the interaction of street networks with terrain and natural features (e.g., rivers and lakes) are important to generation [20, 24]. One may also apply optimization and simulation in other ways, such as agent-based generation [79], or quality of life factors (e.g., daylight or distance to the nearest park) [87].

Simulation. Street networks are shaped by complex sociological, economic, and technological aspects throughout history. A large body of work studies land use modeling [46] and other work aims to create more accurate street- and city-scapes by simulation over time, in both contemporary [91] or historically [54] contexts. Given two historical city maps, Krecklau et al. create a smooth animation [44] showing city growth over time, while Vanegas et al. create realistic satellite images form such a prediction [85]. Another approach is to allow the user to author a timeline [92], which is used to simulate the history of the urban area.

Interactive Techniques. Direct authoring of street network graphs, placing junctions (nodes) and streets (edges) is accurate, but highly time consuming. At the other extreme, geospatial databases [81] are accurate and fast, but cannot synthesize novel areas. In between these extremes, interactive authoring of street networks often focuses on higher level primitives, such as tensor fields [12], brushing elements onto existing street networks [21], or street density and patterns [23]. The recombination of patches of street networks has been investigated using interactive tools such as expand, scale, replace [2], blending, warping, growing [57], or shrinking street network patches [68].
2.2 Generative Models

VAEs. The standard VAE [43] is an encoder-decoder framework, where the data is encoded into latent variables, and decoded from those latents. Further refinements include more expressive priors [13, 42, 82], or better architectures [53, 71, 78, 83] which are often hierarchical. VQVAE [72, 84] introduced vector quantization [25] to generative models. During training, the latents from the encoder are replaced by their closest element from a learned dictionary. A discrete dictionary works well in conjunction with auto-regressive models based on transformers.

Transformers. The transformer architecture [88] originally arose in the field of Natural Language Processing but has since been adapted in fields as diverse as object detection [5, 11], image classification [19], image generation [22, 65] and layout generation [62, 90]. A transformer is composed of multiple layers of attention blocks [52, 63] which model attention over different positions in the sequence. Transformers used as generative models are Auto-Regressive Models [22, 59] where the generation process occurs step-by-step and the current element depends only on the previously generated elements.

2.3 Graph Synthesis Models

Modeling Graph Connectivity. Deep-generative models for graph-structured data were originally proposed in [45]. This was followed by a follow-up work [17, 18, 30, 49, 76, 94] which showed impressive results for molecule generation. Recent methods focus on attaining better performance by using improved architectures [48, 51], handling larger graphs by exploiting sparsity [16], or improving priors [34, 75, 95] with flows. Single step generation with VAEs/GANs [29, 51, 94] tends to be of lower quality. These methods are used in domains where nodes do not carry any spatial information and mostly focus on generating valid topology. In the street domain, generating both valid geometry and valid topology is required.

Graphs With Geometric Data. Neural Turtle Graphics [15] treats a road network as a graph where the nodes have 2D coordinates. The model is an encoder-decoder architecture based on GRU [14] cells in a similar way to Recursive Neural Networks (RNN). For each node, the encoder encodes all the paths which terminate at the node into a hidden state. The decoder works recursively to decode the hidden state into a variable length sequence containing coordinates of the current node, and coordinates of a variable number of neighbouring nodes. PolyGen [56] is a method for generating 3D meshes. PolyGen tackles the graph generation problem by factoring the graph into two models. First a Vertex Model learns the distribution of the nodes/vertices. Second a Face Model learns the connectivity distribution of edges/faces conditioned on the nodes. This enables the modeling of both spatial and topological information. HDMapGen [55] also employs auto-regressive modeling for smaller graphs.

We observed that methods like PolyGen [56] tend to have problems to provide convincing results when relying on a meaningful topology. We particularly noticed more local errors in connectivity that are ultimately a bit more noticeable than the errors from image-based representations like a distance field. We therefore leverage a robust CNN-based decoder to obtain an image-based representation, followed by a thinning approach and road-tracing method proposed in [4]. Alternatively, GANs could also be used for road modeling [31, 60], but it is difficult to compete with auto-regressive models.

3 METHODOLOGY

3.1 Overview

Our system consists of multiple parts, an overview of which are introduced in Fig. 2. A graph is traditionally described as \( G(V, E) \) where \( V \) are the vertices and \( E \) the edges; alternatively, graphs can be represented in the image domain by drawing the graph as a 2D image \( I \in \mathbb{R}^{H \times W \times C} \), with \( H \) and \( W \) being the height and width in pixels respectively and \( C \) being the number of color channels, or a distance field of the same resolution. We first learn a compressed representation of the road layout in the image domain by training a single-level VQVAE called the CompressionModel. This gives us an Index Field, \( z_q \in \mathbb{Z}^{H_q \times W_q} \), which contains indices into a learned dictionary of latents. We experimented with various different image-based representations of a street graph and identified distance fields as giving the best results.

The compressed Index Field representation reduces the sequence length for the decoders which operates on the latent representation. This compression is achieved spatially since \( H_q << H \) and \( W_q << W \), as well as through the re-use of values in the indexed dictionary. The sliding window generation scheme further limits the effective sequence length, but it requires additional supervision, e.g., in the form of high priority roads, a land water map, and a density map to achieve global consistency. Combining these approaches allows us to model road networks corresponding to over \( 22km \times 22km \) in the real world, which is over two orders of magnitude larger than prior art. Further, we can achieve this with a transformer, which is otherwise highly sensitive to long sequence lengths.

3.2 Data Preparation

The input to our training procedure are square crops of city areas with each crop being partitioned into a regular grid of equally sized cells. The reasoning behind this partitioning is to have one cell per index to conform to the compression factor of the CompressionModel.

Zoom Level and Projection. We use the Mercator projection for our map data and could identify a crop width of \( 1223m \) on the equator (zoom level \( z = 15 \) following OpenStreetMap standards) to be a good trade-off between being large enough to show enough spatial context and at the same time being small enough to cause feasible sequence lengths per cell for our transformer models.

Partitioning Into Cells. Each crop is partitioned into a regular grid of \( H_q \times W_q \) equally sized cells to conform to the compression factor of the CompressionModel. In our experiments, we usually choose an input resolution to the CompressionModel of \( 256 \times 256 \) pixels and a compression ratio to obtain \( 16 \times 16 \) indices as output. Analogously, we subdivide each crop into \( 16 \times 16 \) cells which results in an effective cell extent of \( 76.44m \times 76.44m \).

Density Maps. Our generation is conditioned on a locally computed street density function (street segment length per unit area). The density for each cell is computed at a resolution of \( 4 \times 4 \), with
each sample’s center over an extent of 1223m × 1223m. Computing this map is expensive during test and training time; to this end we accelerate it by pre-computing a global map of densities at a resolution of 76.44m/4 = 19.11m. This map may be efficiently convolved for any given sample within a cell to compute the local density.

Street Types. We observed unsatisfying results in early experiments when trying to synthesize a whole street network in one go without distinguishing between the street types (e.g., motorway, residential road); therefore, our goal is to generate a street network in a hierarchical manner by starting with high-priority streets such as highways and to condition the generation of lower-priority streets on already generated streets of higher priority. To this end, we define two priority classes $P_1$ and $P_2$, with $P_1$ being streets of high priority (e.g., motorway, trunk) and $P_2$ being streets of low priority (e.g., residential road, living street), and split the data accordingly. For the proof of concept proposed in this paper, we focus on the generation of $P_2$ streets and assume an already existing network of $P_1$ streets. Please refer to Appendix B for a complete assignment list of street types to priority classes.

3.3 CompressionModel

We leverage the VQGAN implementation of Esser et al. [22] to learn a dictionary of context-rich latent codes. However, we could not observe any improvement when using the discriminator $D$ but only use a combination of reconstruction loss, perceptual loss and dictionary loss. Due to this missing adversarial component, we consider our CompressionModel to be a VQVAE. We experimented with a two image-based representations of a street network to be used as input to our model – simple graph drawings and distance fields (See Fig. 3):

Simple Graph Drawings. To represent a graph as a simple image with uniform spatial properties, we draw each edge using a line rasterizer. We use the Bresenham algorithm [10] due to its simplicity. However, we observe problems with thin one-pixel-wide edges used as input to the VQVAE – the reconstructions tend to be fragmented and do not retain the important topology of the underlying graph. We therefore experimented with morphological dilation to obtain a better reconstruction quality. This however did not properly solve the mentioned issues. We hypothesize that the VQVAE needs a smooth representation to process information about the street network not only at pixels corresponding to actual elements of the graph, but at each pixel of the input image. This is a condition that a thin rendering does not possess as it has sharp transitions (e.g., between road and non-road regions).

Distance Fields. We use distance fields $D$ as a smooth image-based representation of the graph. While it would be possible to compute the fields analytically on-demand, we found this to be a performance bottleneck when training. Therefore, we first compute the rasterized graph as a simple graph drawing (as above) and then pre-compute the distance field, interpreting all pixels corresponding to the graph to have a distance of 0. While this approximation reduces the accuracy of the distance fields, we could not observe a significant drop of the output quality and therefore rasterize all image-based street network data prior to the distance field computation.

3.4 IndexModel

Once we have trained a CompressionModel, we use the model to compress crops from renders of city areas into an index field. We compress into a field having a spatial resolution that is per axis 16 times smaller than the input resolution. We then train a transformer on this field following [22]. Our index field is ordered into a sequence $s$. The transformer is trained with the next-token prediction task - given the partial sequence $s_{<i}$, predict the next token. This leads to the following probability model $p(s) = \prod_i p(s_i | s_{<i})$. Extending the model to generate probabilities, conditioned on a context $c$ (e.g., street density or a land-water map) leads to the following model:

$$p(s) = \prod_i p(s_i | s_{<i}, c)$$  
(1)

Architecture and Training. The architecture of the transformer is a standard encoder-decoder model, with bidirectional attention on the encoder, and causal attention on the decoder. We use a sliding-window representing the receptive field of the transformer of size 16 × 16 resulting in a sequence length of 256. We use a learned positional embedding where the position assigned to each index is the absolute location within the window. We also need to be able to condition on the provided context. There are two forms of context. The first is the cell-based context ($c_\ell$), which is the quantized representation of the density. The density map is $\frac{1}{16}$th the size of the desired spatial resolution of the graph, while $P_1$ and the land-water map have the same resolution. The cell-based context is encoded by using a linear layer on the scalar value of the cell to project to the embedding dimension of the transformer. The second type of context is the pixel-based context ($c_p$) which is the image-based representation of given distance fields (e.g., $P_1$ streets) and the land-water map. We extract the patches corresponding to each of the cells in the sliding window from the image representations. The image representations are flattened and projected by a linear layer to the embedding dimension. This is done independently for every cell. The two embedding vectors per-cell are concatenated in the channel dimension, and another linear layer projects them again to the dimension of the embedding. The encoder input sequence is then the concatenation of all the embedding vectors, this time along the sequence dimension. The complete context $c$, in Eq. 1 is the concatenation of the the two contexts on a per-cell basis $c = [c_\ell; c_p]$. A transformer encoder encodes this context. A transformer decoder performs cross-attention into the output of the encoder to create a distribution over the possible tokens and generate $s_i$ as in Eq. 1.

Inference. In order to generate an index field, we need a set of conditioning maps - a distance field representing $P_1$, a density map...
defining the desired street network density per cell and the land-water map. Inference is almost the same as training, where we take the corresponding crops from the appropriate conditioning maps, move the sliding window by 1 cell during the generation process and denote the generated index field as $F$. Using the sliding window approach, we are able to generate index fields of arbitrary size. For a street network corresponding to an area of about 20km $\times$ 20km, we choose both the height $H_F$ and width $W_F$ of the index field to be 256.

3.5 Decoder
We decode the generated index field $F$ back into a distance field using the trained decoder of the VQVAE. We post-process the distance field to a graph representation. To do this we first apply a threshold, then using a thinning and road-tracing [4], before finally filtering small disconnected parts. This results in a vector street graph output.

4 RESULTS
We trained on the largest 50 US cities by population to extract a large variety of different city crops. Our results show interesting layouts containing many different patterns.

Implementation Details. Our models are trained on a single node with one to four A100 Nvidia GPUs. For the VQVAE, we use the official VQGAN implementation of [22] without a discriminator and the fast transformers library of [39, 89] for the IndexModel. For the results shown in this paper, we choose a learning rate of 3.0e−4, 8 attention heads, and usually train for 65k gradient updates. We found a warm-up of 1k gradient updates to be beneficial and use a cosine annealing afterwards. Training takes about 24 hours for the VQVAE and 48 hours for the IndexModel. For easier data acquisition, we set up our own OpenStreetMap server consisting of a tile server for the land/water maps and leverage the Overpass API to query the vector data of street networks.

Output Diversity. We use our model repeatedly using the same set of condition maps to show the diversity of the generated results. In Fig. 6, we show two different layouts for crops of size 9.8 km $\times$ 9.8 km for three US cities. Note how the model adheres to the given conditions (land/water, higher priority streets, density) to create a different layout in each case.

Large-Scale Results. Using our model in a sliding window fashion we are able to create a city area of arbitrary size. The only limiting factor in this regard is the autoregressive generation which requires the output to be generated sequentially. We validate our model by choosing an area consisting of 256 $\times$ 256 cells, each cell corresponding to an area of about 76 m $\times$ 76 m, the output extent thereby corresponding to about 19.5 km $\times$ 19.5 km in the Mercator-projected space. Although our system can be used together with a user-defined density map, we use the ground-truth density map for our results to allow a direct comparison with existing cities. In Fig. 1, we show an alternative city layout for New York City. Our model is able to adhere to the provided condition maps in a meaningful way and to generate a diverse layout that would be difficult to achieve with state-of-the-art procedural models.

Style Transfer We experimented with using our trained model to transfer the style of streets between different locations. We used our model that was trained on street patterns in US cities to synthesize street networks for cities in other countries. In Fig. 7 we show the application of the model to recreate Istanbul, in an US style, from high-priority streets, density, and coastline.

Comparing Statistics to Procedural Models We use several statistics to compare our results to procedural cities generated by CityEngine (CE). CE has several parameters for street generation, including the pattern type (grid, organic), average block width, and average block length. We estimate these parameters from real cities and compare our generated street networks to CE results. This comparison mainly illustrates that procedural models do not have enough parameters to recreate the pattern of real street maps. We show an example for Chicago in Fig. 8 and more comparisons and an explanation of the statistics in supplementary.

Comparison to GANs. Generative Adversarial Networks (GANs) are another competing approach that could be employed for street generation. We show an example in Fig. 5 generated with StyleGANv2 [37]. While GANs offer the advantage of fast generation times, the output is unusable with the thinning algorithm or other vector graphic extraction algorithms.

5 CONCLUSIONS, LIMITATIONS, AND FUTURE WORK
We propose a novel framework for modeling large-scale street networks using auto-regressive models. Our results show street networks over two magnitude larger than networks produced by prior art. Our work has some limitations that could be addressed in future work. For now, conditioning information is manually designed. While this provides end-users with control over the generated layouts, it is still a laborious and time-consuming process. It would be desirable to generate conditioning information by other generative models specifying only high-level details. Further, we do not consider terrain as conditioning information in the current iteration of
Fig. 6. Given the maps for conditioning (land/water, density, existing higher-priority streets), our model is able to generate a large diversity of different street networks. The insets show the difference between the Ground Truth and the generated networks.

the paper. The main reason was the difficulty of obtaining training data. In future work, we hope to expand the model to generate parcels and buildings.
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A BACKGROUND
There exist many complementary frameworks for generative mod-
els - Variational AutoEncoders (VAEs) [43], Generative Adversarial
 Networks (GANs) [27], Energy Based Models (EBMs) [1]. All of
these models can be built using modern building blocks of deep
networks - Convolutional Neural Nets (CNNs) [47], transformers
[88] and their numerous variants like UNET [73], ResNet [32] for
CNNs and Axial Attention [33], Longformer [6] for Transformers.

VAE The standard VAE [43] is an encoder-decoder framework, where the data is encoded into latent variables, and decoded from those latents. By making sure that the latents come from a tractable distribution (usually a zero-mean, unit variance Gaussian), efficient sampling is achieved. Further refinements to this base include more expressive priors [13, 42, 82], or better architectures [53, 71, 78, 83] which are often hierarchical. A complementary strategy to improve performance is to break down training into two steps: 1: autoencoding without any prior; 2: post-hoc learning of the latent. This is the approach adopted by [26, 72, 84].

Specifically, in [84] the Vector Quantized VAE (VQVAE) is proposed. During training, the latents from the encoder are replaced by their closest element from a learned dictionary, a process known as Vector Quantization in signal processing literature [25]. As this dictionary has discrete indices, we are therefore able to learn a discrete representation of the input. A prior is then learned over this representation. [72] use a hierarchical version of the VQVAE to
model high quality images of up to 1024 x 1024 pixels.

Transformers The transformer architecture [88] originally arose in the field of Natural Language Processing, but has since seen pro-
life in fields as diverse as Object Detection [5, 11], Image Classification [19], Image Generation [22, 65] and Layout Generation [62, 90]. A transformer is composed of multiple layers of Attention Blocks [52, 63] which model dependencies of different positions in the sequence relative to each other. Transformers use sequences as their input. Concretely, if we have a sequence \( x = (x_1, x_2, \ldots, x_n) \) of length \( n \), we embed these discrete tokens to get the features \( X \in \mathbb{R}^{n \times d} \), where \( d \) is the dimensionality of the embedding. From this, we compute representations via three independent MLPs and generate query \( Q \in \mathbb{R}^{n \times d_k} \), key \( K \in \mathbb{R}^{n \times d_k} \) and value, \( V \in \mathbb{R}^{n \times d_v} \). The output of the block is then given by

\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right) V
\]

The \( n \times n \) matrix, \( a_{ij} = \text{softmax}(QK^T) \) defines the interaction strength between each possible pair of positions, and uses those as weights to combines the features from \( V \). A transformer uses multiple layers of this operation. The matrix formed by the operation \( QK^T \) has a size \( n \times n \) which makes the attention/transformer architecture have an \( n^2 \) dependency on the length of the input sequence. A lot of research has therefore gone into reducing this dependency by using alternative attention schemes.

Auto-Regressive Modelling VAEs focus on decoding latents which are sampled from tractable distributions into entire data points, whether language, images or audio. An alternative to this is to use auto-regressive modelling where the likelihood of data point, say \( x = (x_1, x_2, \ldots, x_n) \) can be decomposed into the product of conditional likelihoods.

\[
p(x) = \prod_{i=1}^{n} p(x_i|x_1, x_2, \ldots, x_{i-1})
\]

This is a causal ordering meaning that the probability of the current position depends only on the previously generated positions. This is natural for modalities like language, where words inherently exist in a sequence, but somewhat non-intuitive for images. A simple way to treat the image as a sequence is to flatten the entire \( n \times n \) image into a length \( n^2 \) sequence. This is one of the approaches used in [58]. In images, where local context is generally more important, a simple modification is possible to save on computation. This modified factorization can be written as

\[
p(x) = \prod_{i=1}^{n} p(x_i|x_{<i})
\]

where \( x_{<i} \) refers to any arbitrary subset of pixels before the current pixel. This is usually chosen to be a \( k \times k \) causal window around the current pixel which can easily be achieved by Convolutional Networks with proper masking [35, 59, 74].

In the context of transformers, the so-called attention matrix, \( a_{ij} = \text{softmax}(QK^T) \) breaks the causal-ordering by having any position depend on all positions in the sequence. This is fixed by
setting $a_{ij} = 0$ for the elements where $j \leq i$. With this, the transformer model can only model interactions between elements in the sequence before the current position.

We make heavy use of the VQVAE architecture and an Auto-Regressive transformer in our proposed method.

## B PRIORITY CLASSES

We use data from the OSM to obtain information about the type of every street. In detail, we extract key-value pairs which are assigned to each way, where a way is what the OSM denotes as a polyline, in our case representing a street section. The key highlighting a way to be a street is the term highway, the value indicates the street type. Note that we do not consider street types like pedestrian ways or street types that do not really contribute to the actual street network of a city like service roads. We assign street sections to the defined priority classes $P_1$ and $P_2$ according to the values in Table 1.

| $P_1$          | $P_2$            |
|----------------|------------------|
| motorway       | tertiary         |
| trunk          | tertiary_link    |
| primary        | residential      |
| secondary      | living_street    |
| motorway_link  | road             |
| trunk_link     | unclassified     |
| primary_link   |                  |
| secondary_link |                  |

Table 1. Assignment of OSM street types to our three priority classes.

## C L-SYSTEM STREETS

Table 2 contains the short and long street length parameters used to generate the street networks. These values were sampled directly from the area in the ground-truth, by computing each block boundary, finding the minimum bounding box, and reporting the short or long length of the box. We took range within one standard deviation of the mean. Following [64] we used the implementation of CityEngine. An obstacle map was used to mark the water. Following typical street design in North America, major streets followed an organic pattern, and minor streets follow a raster pattern. 50,000 streets were generated and cropped to the region extent. The implementation allowed no control over raster orientation or whether a region bounded by major streets would be filled with minor streets.

|                | width (m) | deviation | length (m) | deviation |
|----------------|-----------|-----------|------------|-----------|
| Washington     | 93.63     | 93.75     | 185.48     | 186.87    |
| Chicago        | 123.91    | 96.35     | 255.29     | 182.69    |
| Los-Angeles    | 104.26    | 86.28     | 213.58     | 178.88    |
| San Francisco  | 96.81     | 75.98     | 196.63     | 159.82    |
| New York       | 92.97     | 78.47     | 182.51     | 156.60    |

Table 2. Parameters sampled from the ground-truth used on the L-System streets.

## D STATISTICAL MEASURES

Here we describe the statistical measures used in the evaluation of our networks, but refer the interested reader to [9] as an example of the wide area graph statistics in use by the urban planning community.

A segment is a sequence of edges in the graph without branches, connected by vertices with valencies only of 2. Circuity measures the ratio between the length of the segment (the sum of the length of the edges in the segment) against the euclidean distance between the first and last vertex of the segment. It describes the local curvature of the streets.

The transport ratio [8] measures the ratio between the walking distance (along the graph) and the euclidean between two vertices. We sample its value over $n = 500$ randomly chosen vertex pairs in the graph. The transport distance describes the connectivity of the city - how easy it is to get between nearby points.

Pagerank is an algorithm originally intended to measure the connectivity of webpages [61]. It has since been applied to the study of street networks [36], providing a measure of topological connectivity. It models the movements of a traveler through the graph starting from a random vertex, stepping between adjacent vertices randomly, continuing with a probability $k = 0.85$ (and halting with a probability $1 - k$). As is only a measure of topological connectivity, ignoring vertex position and edge length. To address this, we introduce Pagerank-by-edge. In this model, the traveler travels over an edge graph (EG). An EG has a vertex for every edge in the input graph, and an edge to all adjacent edges in the input graph. We use a $k = 0.95$ to simulate longer walks on large graphs. It highlights areas with long edges and high connectivity, at the cost of over-penalizing short edges.

The reported density values normalize the values over the area of land in the street graph. We show all of these statistics in Fig. 9.
Fig. 9. We show statistics from the ground-truth in Red, our model in Orange, and CityEngine in Blue. The cities from left-to-right are Chicago, San Francisco, Washington DC and Los Angeles.
Fig. 10. Alternative street layout for the city of Istanbul.