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Abstract

In order to train robust deep learning models, large amounts of labelled data is required. However, in the absence of such large repositories of labelled data, unlabelled data can be exploited for the same. Semi-Supervised learning aims to utilize such unlabelled data for training classification models. Recent progress of self-training based approaches have shown promise in this area, which leads to this study where we utilize an ensemble approach for the same. A by-product of any semi-supervised approach may be loss of calibration of the trained model especially in scenarios where unlabelled data may contain out-of-distribution samples, which leads to this investigation on how to adapt to such effects. Our proposed algorithm carefully avoids common pitfalls in utilizing unlabelled data and leads to a more accurate and calibrated supervised model compared to vanilla self-training based student-teacher algorithms. We perform several experiments on the popular STL-10 database followed by an extensive analysis of our approach and study its effects on model accuracy and calibration.

1 Introduction

Recently deep learning models have gained significant attention due to their excellent representational capacity and ground breaking results for problems such as object recognition [Tan and Le, 2019; Han et al., 2020], object detection [He et al., 2017], image segmentation [Hu et al., 2018], speech recognition [Ravanelli et al., 2020], natural language processing [Zhang et al., 2020], machine translation [Zhu et al., 2020], autonomous driving [Wang et al., 2019] and so on. In order to train such state-of-the-art models, requirement of large amounts of labelled data is inevitable. However, labelling data is an expensive and time-consuming task and requires extensive human intervention. Thus, availability of labelled data is limited. On the other hand, for most problems, abundant quantity of unlabelled data is not difficult to procure. Several advances in alternative machine learning paradigms which allow models to leverage unlabelled data such as self-supervised learning [Doersch et al., 2015] and semi supervised learning [Zhu and Goldberg, 2009] have been thoroughly investigated. Several other techniques that fall under the umbrella of weakly supervised learning [Zhou, 2018] have made attempts to tackle the scope of utilizing unlabelled data for training machine learning models. In addition to that most of the modern applications of deep learning have been deployed at industrial scale and need to exhibit consistent performance. As an example, for an autonomous driving system to be deemed fit for deployment, an exhaustive test of its calibration [Guo et al., 2017] needs to be performed.

Semi-Supervised approaches are focused at utilizing vast amounts of unlabelled data to improve the models trained on limited labelled data. Basic approaches of semi-supervised learning use a well known technique known as pseudo-labeling [Lee and others, 2013], where the trained model is utilized to infer labels on the unlabelled data and incorporate them into the labelled set for training a model. This expands the labeled set of data and hence in most cases leads to a better trained supervised model. Some other popular approaches for semi-supervised learning include transduction [Shi et al., 2018], label propagation [Iscen et al., 2019] and consistency regularization [Tarvainen and Valpola, 2017; Laine and Aila, 2016; Sajjadi et al., 2016]. All these ap-
proaches depend on the supervised model trained on the labelled data, which guide the process of utilization of unlabelled data. There have been several variants of the Pseudo-labelling technique, depending on the process of utilizing the pseudo-labelled data. Self-training [Xie et al., 2020] with student-teacher models uses a trained model (teacher) to assign labels to unlabelled data and then re-train another model (student model) on the labelled and pseudo-labelled data, which is repeated for a few iterations. In this paper we pay special focus on this popular semi-supervised learning approach and design several experiments to investigate the effect of using an ensemble of teacher models on semi supervised learning and model calibration. Such observations would also lead us to understanding the balance between incorporation of unlabelled data and model calibration.

Pseudo-labelling [Lee and others, 2013] has always been one of the most convenient approaches of incorporating unlabelled data in a supervised model, especially for the simplicity of implementation and its effectiveness in yielding encouraging results. Another interesting observation that has been made is that pseudo-labelling induces an entropy minimization [Grandvalet and Bengio, 2005] effect on the model [Berthelot et al., 2019]. The reason for that is, since it selects data on which the model is most confident, such data points lie away from the decision boundary and hence entropy minimization comes into play when we train with such data points. However, it has been agreed on by several prominent works in this area, that pseudo-labelling may in some cases incorporate incorrectly labelled data. The vanilla pseudo-labelling technique uses a trained network to evaluate the unlabelled data using the highest confidence score on the unlabelled samples. However, in some cases it might happen that the model may result in incorrect inference with high confidence. In addition to this poor calibration of networks [Guo et al., 2017] may also result in such incorrect labelling. To mitigate this effect, we utilize the self-training approach and carefully select a sample of unlabelled data instead of taking the entire set. This allows us to do away with samples which might include label noise and out-of-distribution data, although our study is mostly empirical and we do not provide any formal proof for the same. The salient contributions of our work are as follows:

- We design a framework with an ensemble of teacher models where iterative label improvement is performed. We show the effect of carefully selecting only a sample of unlabelled data and increasing the size of this sample on model accuracy.

- We also exhibit a comparative analysis of model calibration on several variants of our approach. We show that the ensemble approach of self-training performs better in terms of model calibration compared to vanilla self-training for semi-supervised learning.

We perform experiments on one of the most popular databases for semi-supervised learning, the STL-10 [Coates et al., 2011] database and follow up with an extensive set of analysis for the same.

2 Problem Formulation

We consider a collection of $n$ examples $X = \{x_1, x_2, \ldots, x_l, x_{l+1}, \ldots, x_n\}$ with $x_i \in \chi$. The first $l$ examples $X_L = \{x_1, x_2, \ldots, x_l\}$ are labeled as $Y_L = \{y_1, y_2, \ldots, y_l\}$ where $y_i \in C$ a discrete set over $c$ classes i.e. $C = \{1, 2, \ldots, c\}$. The remaining examples $x_i$ for $i \in U = \{l+1, l+2, \ldots, n\}$ are unlabelled. Denote by $X_U$ the unlabelled set, then $X$ is the disjoint union of the two sets $X = X_L \cup X_U$. In supervised learning, we use the labeled examples with their corresponding labels $(X_L, Y_L)$ to train a classifier that learns to predict class-labels for previously unseen examples. The guiding principle of semi-supervised learning is to leverage the unlabelled examples as well to train the classifier.

**Supervised Learning:** We assume a deep convolutional neural network (DCNN) based classifier trained on the labeled set of examples $(X_L, Y_L)$ which takes an example $x_i \in \chi$ and outputs a vector of class-label probabilities i.e. $f_\theta : \chi \rightarrow \mathbb{R}^c$ where $\theta$ are the parameters of the model. The model is trained by minimizing the supervised loss -

$$L_s(X_L, Y_L, \theta) = \sum_{i=1}^{l} l_s(f_\theta(x_i), y_i) \quad (1)$$

A typical choice for the loss function $l_s$ in classification is the cross-entropy $l_s(y_i, \hat{y}) = -y \log(\hat{y})$.

The DCNN can be thought of as the composition of two networks - feature extraction network which transforms an input example to a vector of features $\phi_\theta : \chi \rightarrow \mathbb{R}^d$ and classification network which maps the feature vector to the class vector. Let $v_i := \phi_\theta(x_i)$ be the feature vector of $x_i$. The classification network is usually a fully-connected layer on top of $\phi_\theta$. The output of the network for $x_i$ is $f_\theta(x_i)$ and the final prediction is the class with highest probability score i.e.

$$\hat{y}_i := \arg\max_j (f_\theta(x_i))_j \quad (2)$$

A trained classifier (at least the feature generator network) is the starting point of the most of the semi-supervised learning techniques, including the studies performed in this work.

**Semi-supervised Learning (SSL):** There are two main schools of SSL approaches for image classification

- **Consistency Regularization:** An additional loss term called unsupervised-loss is added for either all images or for only unlabelled ones which encourages consistency under various transformations of the data.

$$L_u(X; \theta) = \sum_{i=1}^{n} l_u(f_\theta(x_i), f_\theta(\tilde{x}_i)) \quad (3)$$

where $\tilde{x}_i$ is a transformation of $x_i$. A choice for consistency loss is is the squared Euclidean distance.

- **Pseudo-labeling:** The unlabelled examples are assigned pseudo-labels thereby expanding the label set to all of $X$. A model is then trained on this labeled set $(X_L \cup$
\(X_U\), \((Y_U \cup \hat{Y}_U)\) using the supervised loss for the true-labeled examples plus a similar loss for the pseudo-labeled examples.

\[
L_p(X_U, \hat{Y}_U, \theta) = \sum_{i=1}^{n} l_s(f_\theta(x_i), \hat{y}_i)
\tag{4}
\]

The current work fits in the realm of the later school where we study the effect of iteratively adding pseudo-labeled examples for self-training.

**Self Training using Student-Teacher Models:** This class of methods \cite{xie2020self} for SSL iteratively use a trained (teacher) model to pseudo-label a set of unlabeled examples, and then re-train the model (now student) on the labelled plus the pseudo-labelled examples. Usually the same model assumes the dual role of the teacher (as the learner) and the teacher (it generates labels, which are then used by itself as a student for learning). A model \(f_\theta\) is trained on the labelled data \(X_L\) (using supervised loss equation 1), and is then employed for inference on the unlabeled set \(X_U\). The prediction vectors \(f_\theta(x_i)\) \(\forall x_i \in X_U\) are converted to one-hot-vectors, where \(X_U^L \subset X_U\). These examples \(X_U^L\) along with their corresponding (pseudo-)labels \(\hat{Y}_U\) are added to the original labelled set. This extended labelled set \(X_L \cup X_U^L\) is used to train another (student) model \(f_\theta^\prime\). This procedure is repeated and the current student model is used as a teacher in the next phase to get pseudo-labels \(\cup X_U^{\prime L}\) for training another (student) model \(f_\theta^{\prime L}\) on the set \(X_L \cup X_U^L \cup X_U^{\prime L}\). Now, for conventional self-training methods we use the entire unlabeled set \(X_U\) in every iteration. However, as mentioned above, the most general form of self-training can have different sets of unlabeled data (\(X_U^L\), \(X_U^{\prime L}\) and so on) in every iteration. The method of selection of \(X_U^L\) from \(X_U\) can come from any utility function, the objective of which would be to use the most appropriate unlabeled data samples in each iteration. Some methods even use weights for each (labelled/unlabelled) data sample, which are updated in every iteration, similar to a process followed in Transductive Semi-Supervised Learning \cite{shi2018calibration} methods, which is borrowed from the traditional concept of boosting used in statistics.

**Calibration and Robustness:** It is desirable that a classifier should provide a calibrated uncertainty measure in addition to its prediction accuracy. The concept of model calibration stems from the original concept of how probabilistically correct a classifier is \cite{niculescu2005predicting}, on unseen test data. A classifier is well-calibrated, if the probability associated with the predicted class label matches the probability of such prediction being correct. Recently several studies \cite{niculescu2005predicting, guo2017calibration, mozafari2019calibration, kull2019calibration} have illustrated its importance and demonstrated that deep neural network based classifiers are not well-calibrated. Such models often give overconfident predictions, which are evident by the observation that their average correctness (accuracy) \((A_c)\) on unseen test data is far inferior than the average maximum prediction probability for the most probable class. We study the calibration of a classifier in terms of its calibration error.

For a classifier \(f_\theta\), the average maximum prediction probability is defined as

\[
\hat{s}_i := \frac{1}{n} \sum_{i=1}^{n} \max(f_\theta(x_i))
\tag{5}
\]

where \(n\) is the total numbers of test samples.

The calibration error of the classifier \(f_\theta\) is defined as

\[
E = A_c - \hat{s}_i
\tag{6}
\]

The lower the value of \(E\), the better-calibrated the model is. An additional goal for the current study is to investigate the effect of pseudo-labeling on model robustness which will be measure via its calibration error. Contemporary applications such as self driving cars, video surveillance systems etc. are high-regret situations and require well calibrated models.

### 3 Method

In the following, we describe our recipe for iterative pseudo-labeling based semi-supervised learning. In nutshell, we iteratively pseudo-label the unlabeled examples and use a set of high-confidence pseudo-labeled examples for re-training the model. There are 3 main ingredients - subsampling, training, pseudo-labeling. These are discussed below. The graphical overview of the approach is shown in Figure 1.

**Sub-sampling** Let \(T^{(i)} = (X^{(i)}, Y^{(i)})\) be a set of training examples where each \(x_i \in X^{(i)}\) has a corresponding label \(y_i \in Y^{(i)}\). We generate \(k\) random samples of the training set \(T^{(i)}\) each of size \(m\), \(m < |T^{(i)}|\). An example can be present in more than one of the \(k\) samples i.e. we do not require \(m \times k\) to be equal to \(|T^{(i)}|\).

**Model Training** We train \(k\) separate models on each of the \(k\) samples of the training data. The models are also chosen to be different architectures with their separate parameters \(\theta_1, \theta_2, \ldots, \theta_k\). The unlabeled examples \(X_U\) are then fed to each of the \(k\) trained models to infer their corresponding probability vectors. We obtain \((f_{\theta_1}(x), f_{\theta_2}(x), \ldots, f_{\theta_k}(x))\) for each \(x \in X_U\), and \(f_{\theta_i}(x) \in \mathbb{R}^\forall i\).

**Pseudo-labeling** For assigning pseudo-labels to the unlabeled examples, we take the ensemble of the predictions of the individual \(k\) models.

\[
f_{\text{ensmbld}}(x) = \frac{1}{k} \sum_{j=1}^{k} f_{\theta_j}(x)
\tag{7}
\]

The unlabeled examples are then sorted in decreasing order of the entropy of the ensemble prediction vectors \(f_{\text{ensmbld}}(x)\), and first \(p\) examples with the lowest entropy are selected. We assign pseudo-labels \(\hat{y}\) to these \(p\) examples as follows:

\[
\hat{y}_i = \arg \max_j (f_{\text{ensmbld}}(x_i))_j
\tag{8}
\]

The rationale for entropy sorting is that having lower entropy prediction vector implies the model being more confident at
those examples. In some SSL approaches (e.g. label propagation) use entropy, as a measure of uncertainty, to assign weight to the pseudo-labels. In that sense, selecting top \( p \) examples translates to having same weight equal to 1 for first \( p \) examples and weight equal to 0 for all the others. These \( p \) examples with their corresponding pseudo-labels are added to the training set.

The procedure we follow is outlined in the following steps:

1. Let \( T_0 = (X^0, Y^0) = (X_L, Y_L) \) be the initial training data.
2. for \( i = 0 \) to \( i = N \), perform the following steps:
   (a) Create \( k \) random sample of \( T^{(i)} \) as described above.
   (b) Train a separate model on each of the \( k \) samples.
   (c) For each \( x \in X_U \), get its prediction vector from each of the \( k \) models. \( (f_{\theta_1}(x), f_{\theta_2}(x), \ldots, f_{\theta_k}(x)) \).
   (d) Compute the ensemble probability vector \( f_{\text{ensmb}}(x) \forall x \in X_U \).
   (e) Sort the unlabeled examples in terms of entropy, and choose first \( p \) examples \( X_p \subset X_U \).
   (f) Assign one-hot-encoded pseudo-labels \( \hat{Y}_p \) for all \( x \in X_p \).
   (g) Create the training data for next iteration as: \( T^{(i+1)} = (X^{(i+1)}, Y^{(i+1)}) = (X^{(i)} \cup X_p, Y^{(i)} \cup \hat{Y}_p) \).

3.1 Relation to Transductive SSL

A simple technique for pseudo-labeling based SSL is designed by [Lee and others, 2013] where they first train a network \( f_\theta \) on the labeled examples \( X_L \) and then assign pseudo-labels for the unlabeled examples according to equation 2 for \( x_i \in X_U \). A limitation of this approach is that it ignores the variation in the degree of uncertainty in the pseudo-labels for the unlabeled examples - all the pseudo-labelled examples are treated as the same and are all used in the model training. Some methods e.g. developed by [Shi et al., 2018] use uncertainty weights in the loss-function during training on the pseudo-labelled examples. In the current work, we only use a set of high-confidence pseudo-labelled examples for training the model. Like [Shi et al., 2018], we follow an iterative procedure of pseudo-labeling and model training. Our approach, however, uses only a set of pseudo-labelled examples at each step of the iteration. Moreover, the model at each step of the iteration is an ensemble of \( k \) models each trained on a separate sample of the data.

3.2 Relation to Teacher-Student Models

Our approach fits in the teacher-student paradigm since we are following the same philosophy of iterating over generating pseudo-labels (teacher) and re-training the model (student). The main difference is that we are using an ensemble of the models to pseudo-label the unlabeled examples and at each iteration the pseudo-labelled examples are used by \( k \) different models for training. Following the analogy, as a teacher the model aggregates from multiple models and dissipates the learnings to \( k \) different students.

There are some variants of the teacher-student framework e.g. noisy teacher-student [Xie et al., 2020], and mean-teacher [Tarvainen and Valpola, 2017] that have used ensembling for semi-supervised learning. The utility of self-training has been exhibited in these studies, however there are significant differences of such approaches compared to this study. These approaches do not explore iterative ensembling and using only a subset of unlabeled data in each iteration.

The current study also uses a greedy incremental selection of unlabeled data using the entropy of the prediction vector obtained from them, which makes it different from other related work done in this domain.

4 Experiments

This section outlines the experiments followed by analysis and ablation studies for additional insights and discussion.

4.1 Databases

We perform experiments on the STL-10 [Coates et al., 2011] database which contains 113,000 images (of resolution 96 \( \times \) 96) of 10 object categories of resolution 96 \( \times \) 96. The training set contains 5,000 images and 8,000 images are in the testing set. Each class has 500 images for training and 800 images for testing. The rest of the images are unlabeled which include images from a different distribution (classes other than those which are there in the training set).

4.2 Experimental Protocol

Our study is focused on the impact of ensembling of teacher models on semi-supervised learning and model calibration. In order to present this investigation in a structured fashion we present three primary experiments which are illustrated as follows:

1. Ensemble with Subsampling: In order to create the ensembles we randomly select 4000 samples out of the 5000 labelled samples in the database. We repeat this process and prepare 3 such samples containing 4000 samples in each set. This allows repetition of a data sample in more than one set. We train 3 separate models with different architectures and set of parameters on these 3 sets - each model is trained on 4000 data examples. Once these models are trained we use an ensemble of these models to pseudo-label the unlabeled data. In the next iteration again 3 models will be trained on the labelled plus pseudo-labelled examples. This is essentially an iterative boosting-like method where each iteration is similar to a bagging-like approach.

2. Ensemble without Subsampling: This experiment is similar to the above, the only difference being that we do not subsample a smaller set for training different models. The 3 separate models are trained on all of the labelled and pseudo-labelled examples in each iteration. For example, in the first iteration we use all of the 5000 samples to train the models, and then the ensemble is used to pseudo-label the unlabeled examples. This experiment helps us understand the effect of sub-sampling while training an ensemble of teacher models.
Table 1: Classification accuracy (xyz to be read as xy.z %) on the STL-10 database. Experiment 1 shows results where we do not use ensemble, experiments 2 and 3 utilized ensembles without and with subsampling respectively.

| Experiment | Model                  | Base Iteration (5k Labelled) | Iteration 1 (5k + 10k) | Iteration 2 (5k + 20k) | Iteration 3 (5k + 30k) |
|------------|------------------------|-----------------------------|------------------------|------------------------|------------------------|
| 1          | ResNet 18              | 0.7221                      | 0.7255                 | 0.7316                 | 0.7412                 |
|            | Efficient-Net B0       | 0.6721                      | 0.7212                 | 0.7392                 | 0.7365                 |
|            | Wide-Resnet 50         | 0.6365                      | 0.6855                 | 0.7008                 | 0.7038                 |
| 2          | ResNet 18              | 0.7221                      | 0.7326                 | 0.7523                 | 0.7554                 |
|            | Efficient-Net B0       | 0.6721                      | 0.7387                 | 0.7478                 | 0.7572                 |
|            | Wide-Resnet 50         | 0.6365                      | 0.7092                 | 0.7184                 | 0.7496                 |
|            | Ensemble (Without Subsampling) | 0.7045                   | 0.7651                 | 0.7691                 | 0.7743                 |
| 3          | ResNet 18              | 0.6808                      | 0.7296                 | 0.7542                 | 0.7648                 |
|            | Efficient-Net B0       | 0.652                       | 0.7423                 | 0.7515                 | 0.7688                 |
|            | Wide-Resnet 50         | 0.6213                      | 0.7143                 | 0.74725                | 0.7581                 |
|            | Ensemble (With Subsampling) | 0.7045                   | 0.7672                 | 0.7855                 | 0.7888                 |

3. Non-Ensemble Approach: In this experiment we use a conventional self-training paradigm where only 1 teacher model is used and that is used to pseudo-label the unlabeled data in every iteration. This experiment allows us to observe the benefits of our ensembling approach.

The above three investigations only differ in the process of ensembling, followed by a series of steps which are similar across the experiments. The steps are as follows,

- **Averaging Predictions**: The constituent models are used for inference on the unlabeled data. The prediction vectors from the ensemble models are averaged which gives us one prediction vector for each unlabeled data.

- **Entropy Sorting**: In this step our objective is to use only those unlabeled data samples on which the ensemble is most confident. Such predictions are represented by low entropy on the prediction vector. So the unlabeled samples corresponding to the lowest entropy prediction vectors are chosen for training the individual models for the next iteration.

- **Pseudo-labeling**: The prediction vector obtained in the previous step is converted into a one-hot label for the unlabeled sample. This (pseudo-)label would be used in the next iteration to train the next set of models. It should also be noted that in later iterations, previously pseudo-labelled data (from the unlabeled set) is again put through this step with the latest model available in that iteration.

- **Combining labeled and unlabeled data**: The lowest entropy yielding unlabeled data samples are allowed to participate in the next iteration of training the ensemble models along with the labeled data. This combination would go through the sub-sampling process (in the first experiment only) and then the next steps are repeated.

4.4 Results

The results for the three experiments are outlined in Table 1 and Table 2. The primary observation is that, the ensemble with subsampling framework gives the best results in terms of both accuracy (Table 1) and calibration error (Table 2). The experiment with ensembling but without the subsampling step suffers from calibration issues, although the loss in accuracy of the model in the final iteration is marginal. This leads to the primary takeaway from this study, that for semi-supervised learning, an ensemble of teacher models gives good results along with keeping the calibration error in check.

The three models have also been chosen to be very different from each other in terms of architecture, although they are not the state-of-the-art models available. The models have been kept relatively simple to exhibit the efficacy of the ensemble. We present some of the salient analysis of our study in the next subsection.

4.3 Implementation Details

The backbone of our proposed approach are 3 popular deep convolutional neural network models, namely ResNet-18 [He et al., 2016], Efficient-Net-B0 [Tan and Le, 2019] and Wide-ResNet 50 [Zagoruyko and Komodakis, 2016]. These networks are used in subsequent iterations in our approach, and their structure and parameters are kept consistent throughout. On the STL-10 database, we subsample 4000 labelled samples randomly with replacement, and prepare 3 such sets. On each set we train a separate model. The ensembling process involves taking the simple average of 3 prediction vectors for each unlabeled sample. For the entropy sorting step we utilize Shannon’s Entropy. For optimizing the models we use backpropagation with Adam [Kingma and Ba, 2014] optimizer. A learning rate of $10^{-3}$ has been used with 16 as batch size. The augmentation used in training the labelled and pseudolabelled dataset are Random Horizontal Flip with 0.25 probability, Random Vertical Flip with 0.25 probability, Random Rotation of (-20 degrees, 20 degrees), Random Horizontal shift (-0.25, 0.25), Random Vertical Shift (-0.25, 0.25) and random shear (-0.25, 0.25). We have used the Pytorch [Paszke et al., 2019] library for all the three models. Our codes have been run on a system with Intel Xeon W-1290E CPU, Quadro RTX 6000 GPU with 64GB of RAM.

While sorting based on entropy is very uncommon in semi-supervised learning literature [Chapelle et al., 2009; Zhu and Goldberg, 2009], our method is much more close to active learning, where the proposed pseudo-labelling algorithm replaces the human annotator, which is often utilized in active learning methods [Prince, 2004; Felder and Brent, 2009].
5 Analysis of Results

In this section we delve into the analysis of our investigation from the set of experiments performed.

5.1 Effect of Ensembling

The most promising aspect of our study is the effect of ensembling of the teacher models which has a clear impact on not only the accuracy in each iteration, but also on the calibration error. When we compare this to the experiment where only individual teacher models are trained we observe that they lose out on both these parameters. This leads us to the conclusion that the ensemble of teacher models provide improved performance compared to conventional self training by individual teacher models.

5.2 Effect on Sample Size

Our experiments provide useful insights into the size of the sample utilized from the unlabeled pool of data. Previous studies on self-training by student-teacher models have utilized the entire pool of the unlabeled data available. However, in our case a real world scenario is depicted where label noise (out of distribution data) occurs in the database that we have used. Moreover, using a sample of unlabeled data also allows us to study the impact of sample size on accuracy and model calibration. Due to these reasons, our approach follows the iterative label improvement strategy and we observed that with increase in sample size of unlabeled data, the accuracies on the unseen test set (which is kept constant across all the experiments and iterations) improve. However, we also observe that beyond a certain level, the accuracy improvement is marginal.

5.3 Model Calibration

First observation of this study of classifier calibration is that incorporating pseudo-labels results in less-calibrated models - the calibration errors increases in each iteration when we add more pseudo-labelled data. Thus pseudo-label based paradigms like self-training, SSL, active learning etc. reduce the robustness of the models. The advantages of the ensemble based approach is evident as it provides enhanced calibration, exhibited by the lower calibration error for the ensemble compared to the individual models (Table 2). It is also noted that the sub-sampling before the ensembling helps in further reducing the calibration error. This allows us to obtain a model with not only better accuracy, but also with more probabilistic correctness.

6 Conclusion and Future Work

We present an extensive study of self-training using the student-teacher paradigm where iterative label improvement is performed by repeated pseudo-labelling of unlabeled data. In addition to that we also show that entropy based selection and using a sample of unlabeled data provides a good trade off between accuracy and training time, while keeping the model calibration in check. We would also like to study the effects of using temperature scaling, soft labels, sharpening, Mixup operations etc on the ensembling based paradigm presented in this study. We plan on extending this investigation to prepare a proposed approach for semi-supervised learning which can outperform the present state-of-the-art approaches, while maintaining good model calibration and robustness.
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