Deep Kernelized Dense Geometric Matching

Abstract

Geometric matching is a challenging computer vision task that involves finding correspondences between two views of a 3D scene. Dense geometric matching, i.e., finding every matching pixel, is an appealing approach due to, among other things, the capacity for sub-pixel accuracy and low-texture robustness. While previous results have shown that sparse and semi-sparse methods are better suited than dense approaches for geometry estimation, we propose a novel dense method that outperforms them. We accomplish this by formulating dense global matching as a probabilistic regression task using deep kernels, in contrast to typical correlation volume processing. Furthermore, we show that replacing local correlation with warped feature stacking in the refinement stage further boosts performance. Finally, we observe that a systematic attenuation of the model confidence improves geometry estimation results. Our full approach, Deep Kernelized Dense Geometric Matching, sets a new state-of-the-art on the competitive HPatches, YFCC100m, MegaDepth-1500, and ScanNet-1500 geometry estimation benchmarks. We provide code for all our experiments, instructions for downloading datasets, and pretrained models, at the following repository: https://github.com/Parskatt/dkm

1 Introduction

Geometric matching, i.e., the task of finding pixel-wise correspondences between two views of a 3D scene, is a fundamental computer vision problem with numerous important applications, including 3D reconstruction [45], SLAM [30], and visual re-localisation [27]. The task is particularly difficult, as the image pairs may exhibit extreme variations in viewpoint [20], illumination [2], day-night [43], and even season [55]. This differs from matching tasks such as optical flow, where the two views are consecutive frames from a video and changes in viewpoint and illumination are typically small.

Traditionally, geometric matching has been performed by sparse keypoint and descriptor extraction, followed by matching [25] [42]. The main issue with this approach is that reliable and repeatable keypoints are difficult to localize well in challenging scenes, leading to irrecoverable errors in estimation. To tackle this issue, semi-sparse or detector free methods such as LoFTR [50] and Patch2Pix [77] were introduced. These methods do not detect keypoints directly but rather perform all-to-all matching densely at a coarse level, followed by sparse match extraction and refinement. While those methods fare better in low-texture scenes, they are still fundamentally limited by the fact that the sparse matches are produced at a coarse scale. This means that their predictions exhibit grid artifacts, suffer from lack of fine level local context, and cannot describe the local geometry of the scene. We illustrate these issues in Figure 1

The solution to all issues stated above would seem to be dense geometric matching, whereby all correspondences between the views are extracted. However, while previous dense approaches [46] [57] have achieved impressive results, they have so far failed to achieve performance rivaling that of sparse or semi-sparse methods on geometry estimation.
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In this work we improve three important stages in dense matching for geometry estimation. First, during the initial global matching stage, most previous methods flatten the last two dimensions of the correlation volume and process it in 2D [28, 57], while some process the volume locally with 4D convolution [57]. The former disregards the structure of the correlation volume and forces the network to use a fixed sized resolution, while the latter uses local 4D kernels and hence is not able to use the global context. We bypass both these issues by instead viewing global matching as a probabilistic regression problem from feature to coordinate space, and show how this formulation can be solved analytically. Furthermore, we show that while the naive regression approach fails to discern multimodal matches from intermediate matches, well-chosen coordinate embeddings do not suffer those same issues, and greatly improve performance. To decode the predicted embeddings, we use a simple CNN decoder. This results in a robust and accurate coarse correspondence flow. Second, when refining the coarse correspondence flow for sub-pixel accuracy, we replace the commonly used local correlation layers [49, 57] with feature map stacking that significantly outperforms the local correlation approach. Finally, we show that a simple attenuation of the estimated confidence can improve results for geometry estimation. We provide code and instructions in the supplementary material.

Contributions Our contributions are as follows. a) We formulate global correlation and correspondence extraction as a feature-vector to coordinate probabilistic regression task and extend it to embedded coordinate spaces. (See Sections 3.2, 4.3) b) We propose warp refiners that process stacked feature maps instead of local cost-volumes, and show that it improves performance. (See Section 3.3, 4.3) c) We show that estimation results can be improved by attenuating the model predicted confidence. (See Sections 3.4, 4.3) d) By extensive experiments, we show that our approach is able to outperform all previous methods in geometry estimation, establishing dense matching as a viable alternative to the sparse paradigm. (See Section 4.2)

2 Related Work

Geometric Matching Early works focused mainly on interest point detection and local descriptors [29, 14, 75, 44], with multiple well-known improvements [25, 9, 3, 40]. More recently, learned detectors and descriptors have been increasingly popular [70, 10, 12, 36, 26, 60, 62], typically outper-
forming the hand-crafted counterparts. Additionally the matching stage itself has recently received additional attention, with NG-RANSAC [4] and SuperGlue [42] outperforming previous methods. While keypoint are useful, especially for traditional 3D reconstruction systems, they suffer from the fundamental issue that exact consistent localization between different views is impossible in practice. Furthermore, keypoint detection may completely fail in scenes with poor lighting and low-texture conditions.

One way to deal with the detector problem is semi-sparse or detector free geometric matching. This approach has recently received great attention with LoFTR [50] being a prominent example. These methods do not detect keypoints, but rather produce sparse correspondences by a global matching stage, followed by sparse refinement. However, due to the sparsification at the coarse level these methods exhibit grid artifacts, and lack the complete local context which dense methods achieve.

In this work we consider dense geometric matching. Despite its appeal, this approach has traditionally been less favored, due to its seemingly worse estimation results. The earliest learned method DGCNet [38] used the flattened global correlation volume to produce the parameters of a parametric geometric transformation. Following works [28, 57] instead produce dense warps. Neighbourhood Consensus Networks [37, 39, 77], process the 4D correlation volume with local 4D kernels, while GOCor [56] propose an internal optimization procedure on the global correlation. In contrast to previous works, we formulate the global matching problem as a probabilistic regression problem, and solve it analytically using GP regression. We additionally improve the refinement and sampling stages.

**Deep Kernels / Gaussian Processes** Deep kernels [67], and their associated GPs, were at first used as an alternative to SGD training in classification and regression. Some later works extend this notion to few-shot classification [32, 47, 64]. In this work, we use deep kernels to infer functions from feature-vectors to (some embedding of) spatial coordinates, which has hitherto not been explored. We additionally combine the GPs with a convolutional decoder.

**Channel Decoding and Motion Coherence** Decoding global matches, either as flattened correlation volumes, or in our case as predicted coordinate embeddings, can be seen as a combination of channel decoding [6, 33, 13] of embedded coordinates and robustification/local coherence [72, 65] of a vector field. Utilizing local coherence is particularly important for dense matching, since the local signal may often be intrinsically 0D or 1D, often referred to as the aperture problem [68, 61, 1].

**Warp Refinement** Starting from an initial solution, warp refinement seeks to improve the accuracy of the estimated warp. Early deep learning approaches [11, 16] estimated the flow coarsely in deep feature space, with flow upsampling to increase the resolution. More recently PWCNet [49], DGCNet [28], and others [57, 73, 53, 69], construct local correlation volumes in deep feature space. While they achieve good performance, they all depend on the local correlation volumes to compute offsets. In this work we instead directly stack the feature maps, which our experiments show outperforms the local correlation volume approach for geometric matching. For semi-sparse geometric matching Patch2Pix [77] refines feature patches sparsely by stacking, however their method does not use the estimated coarse warp to extract the patch.

### 3 Method

In the following sections we will describe our approach to estimate geometry by dense geometric matching. For an overview, see Figure 2.

#### 3.1 Preliminaries

Consider two images \(I^Q, I^S\) (query and support) of a 3D scene. From these images we want to estimate geometry. This can, e.g., be inferring the relative pose of the cameras. To accomplish this, 2D matches between the images are required. To find matches, we choose the dense geometric matching paradigm, where the task is to find all 2D matches that correspond to the same 3D point in the scene. This task can equivalently be framed as estimating a warp \(W^{Q\rightarrow S}\) and a confidence mask \(p(W^{Q\rightarrow S})\), which is 0 where the warp is poorly defined, e.g., for occlusions or for transient objects. From this complete set of confident and non-confident matches, a subset of matches need to be sampled (without replacement) for the final estimation stage of the pipeline. Finally, a robust estimation method is used to infer the desired geometry from the sampled matches.
While the full task could be considered atomically, it is typically split into five stages. In stage I warp refiners $R$, where $\theta$ is an encoder (in our approach a ResNet variant), and $l \in \{1, ..., L\}$ are the indices for the multiscale features (in our approach $l = 1$ corresponds to the rgb values of stride 1, and $l = L$ corresponds to deep features of stride $2^{L-1} = 32$). We will denote the coarse features as $\phi^Q_{coarse}$ and fine features as $\phi^Q_{fine}$ and $\phi^S_{fine}$. For us the coarse features correspond to stride $\{16, 32\}$ and the fine features to $\{1, 2, 4, 8\}$.

In stage II we want to estimate global coarse correspondences from the deep features with a global matcher $G_\theta$. Here potential global matches are embedded by some embedder $E_\theta$. In most previous approaches, this is accomplished by using a semi-flattened 3+1D correlation volume

$$E_\theta(\phi^Q_{coarse}, \phi^S_{coarse}) = \text{Corr}(\phi^Q_{coarse}, \phi^S_{coarse}) \in \mathbb{R}^{H_{coarse} \times W_{coarse} \times H_{coarse} \times W_{coarse}},$$

(2)

between the query and support image, and then process this with an embedding decoder $D_\theta$, i.e.,

$$G_\theta(\phi^Q_{coarse}, \phi^S_{coarse}) = D_\theta(E_\theta(\phi^Q_{coarse}, \phi^S_{coarse})).$$

(3)

If the coarse features span multiple scales, the correlation volumes are produced separately and processed for each scale in turn. However, we will instead construct $E_\theta$ through GP regression.

In stage III we want to refine the coarse warp of $G_\theta$, i.e.

$$\begin{align*}
\hat{W}^Q_{coarse} \rightarrow S, \quad \hat{p}(\hat{W}^Q_{coarse} \rightarrow S) &= R_\theta(\phi^Q_{fine}, \phi^S_{fine}, \hat{W}^Q_{coarse}, \hat{p}_{coarse}(\hat{W}^Q_{coarse} \rightarrow S)) , \\
\hat{W}^Q_{coarse} \rightarrow S, \quad \hat{p}_{coarse}(\hat{W}^Q_{coarse} \rightarrow S) &= G_\theta(\phi^Q_{coarse}, \phi^S_{coarse}),
\end{align*}$$

(4)

$\hat{W}$ is the predicted warp, $\hat{p}$ is the predicted confidence, and $R_\theta$ is a set of refiners. This is typically done by local correlation volume refinement. However in this work we replace the local correlation volumes with feature map stacking, which we found to improve performance.

In stage IV, reliable and accurate matches need to be selected for estimation of scene geometry. For sparse methods this is often done by mutual nearest neighbour matching and confidence thresholding. For dense matching, this can be done by sampling the estimated warp. We found that attenuating the estimated confidence before sampling was beneficial.

Finally, in stage V a robust estimator is used to estimate geometry. We use the same RANSAC estimators as previous works.

In the following sections we will describe our approach for improving the global matcher $G_\theta$, the warp refiners $R_\theta$, and match sampling in more detail.
3.2 Constructing the Global Matcher $G_\theta$

Global Matching as Regression While most previous approaches use the flattened 4D correlation volume as global match embeddings, we will instead construct the embedding as the solution to a (embedded) coordinate regression problem. We phrase this problem as finding a mapping $\varphi \rightarrow \chi$ where $\chi$ are (embeddings of) spatial coordinates in the support image. To solve any regression problem, we need a set of known mappings. Luckily, this mapping is known for the entire support grid, i.e., $(\varphi^{S}_{\text{coarse}}, \chi^{S}_{\text{coarse}})$ where each feature vector in the feature map $\varphi^{S}_{\text{coarse}}$ is considered as one measurement. We can choose any suitable regression framework to infer the mapping for $\varphi^{Q}_{\text{coarse}}$. In this work we consider GP regression.

In GP regression, the output (embedded coordinates) $\chi \in \mathbb{R}^{H \times W \times C}$ are considered as a collection of random variables, with the main assumption being that these are jointly Gaussian. A GP is uniquely defined by its kernel which defines the covariance between outputs, and hence must be a positive-definite function to be admissible. We choose the common assumption [35] that the embedding dimensions are uncorrelated, which makes the kernel block diagonal. For the matching problem it is reasonable to assume that kernel should output a high covariance for highly correlated features, and a very low covariance for poorly correlated features, i.e. that similar features ought to correspond to nearby locations. One such kernel is the exponential cosine similarity kernel [22], which is defined by

$$k(\varphi, \varphi') = \exp(-\tau^{-1}) \exp\left(\frac{\langle \varphi, \varphi' \rangle - \varepsilon}{\langle \varphi, \varphi' \rangle + \varepsilon + \varepsilon} \right).$$  \hspace{1cm} (5)$$

We found this kernel to work well, but other kernels could also be considered, e.g., the squared exponential kernel. We initialize $\tau = 0.2$ and let it be fixed and we let $\varepsilon = 10^{-6}$. We found that letting the kernel temperature $\tau$ be learnable had negligible effect on the performance, and that our method was robust to initializations for $\tau \in [0.1, 0.3]$.

With the standard assumption [35] that the measurements $(\varphi^{Q}_{\text{coarse}}, \chi^{S}_{\text{coarse}})$ are observed with i.i.d noise, the analytic formulae for the posterior conditioned on the support set are given by

$$\begin{align*}
\mu(\varphi^{Q}_{\text{coarse}} | \varphi^{S}_{\text{coarse}}) &= K_{Q \times S}(K_{S \times S} + \sigma_{\text{n}}^2 I)^{-1} \chi^{S}_{\text{coarse}} \in \mathbb{R}^{H \times W \times C}, \\
\Sigma(\varphi^{Q}_{\text{coarse}} | \varphi^{S}_{\text{coarse}}) &= K_{Q \times Q} - K_{Q \times S}(K_{S \times S} + \sigma_{\text{n}}^2 I)^{-1} K_{S \times Q} \in \mathbb{R}^{H \times W \times C \times H \times W},
\end{align*}$$  \hspace{1cm} (6)$$

where $K$ denotes the kernel matrix, $\mu$ is the posterior mean function, $\sigma_{\text{n}}$ is the standard deviation of the measurement noise, and $\Sigma$ is the posterior covariance. We refer to Rasmussen [35] for a more complete reference on GP regression.

There are multiple ways of decoding coordinates from the posterior. We use a simple method of reshaping the predictive mean back into grid form $\mu(\varphi^{Q}_{\text{coarse}} | \varphi^{S}_{\text{coarse}}) \in \mathbb{R}^{H \times W \times C}$ and let $G_{\theta}(\varphi^{Q}_{\text{coarse}}; \varphi^{S}_{\text{coarse}}) = D_{\theta}(\mu(\varphi^{Q}_{\text{coarse}} | \varphi^{S}_{\text{coarse}}))$ \hspace{1cm} (7)$$

where $D_{\theta}$ is an embedding decoder. The decoder predicts a single unconstrained coordinate in the natural grid $[-1, 1] \times [-1, 1]$, and additionally a confidence logit for the predicted validity of the match. In our implementation the decoder is constructed from the RRB and CAB blocks proposed by [71]. Full details and code for the embedding decoder are in the supplementary material.

As of yet, we have not mentioned how the spatial coordinates are embedded for regression. A naive approach would be to use an identity embedding, or a linear embedding. However, the naive approach struggles with multi-modality. Whenever similar features map to different coordinates, the regressive model predicts something in between. If this cannot be distinguished from the intermediate coordinate, there will be ambiguity in the decoding. We will call these ambiguities metamers, following the terminology of [48].

Coordinate Embeddings To reduce the metamer problem, we may choose an embedding space for our coordinates. Crucially, this embedding must be non-linear, simply due to the fact that the metamers otherwise remain.

We will consider a kind of Fourier embedding, which is a common choice [32, 51, 50, 38].

$$B_{\mathcal{F}}(x; W, b) = \cos(W x + b),$$  \hspace{1cm} (8)$$

\footnote{With the common assumption that the mean function is 0.}
where $W_{ij} \sim N(0, \ell^2)$, $b_i \sim U_{[0,2\pi]}$, $i \in [1, C]$. These types of embeddings are well known to preserve multimodality [48], and possess multiple other nice properties [34, 51]. Note that neither natural coordinates, nor any affine transform thereof, behave in this way.

To demonstrate the importance of choosing an appropriate embedding, we perform an ablation experiment (Table 5) where a linear embedding is used instead of the Fourier embedding, which produces substantially worse results.

### 3.3 Refining the Warp with $R_\theta$

Once the embeddings have been decoded, we use the predicted warp to align the support feature map with the query like previous work [57, 46]. However, unlike those works we do not construct local correlation volumes, but rather stack the feature maps and process them directly. We use CNNs for refinement. These output a relative offset for the estimated flow, and a logit offset for the confidence. The relative offset is added to the coarse flow, and upsampled to the next scale. The process is repeated until we reach full resolution. The process can be described recursively by

$$W_i^{Q \rightarrow S}, \hat{p}_i^{Q \rightarrow S} = R_{\theta,l} (\varphi_i^{Q, S}, W_{i+1}^{Q \rightarrow S}, \hat{p}_{i+1}^{Q \rightarrow S}).$$

Each convolutional refiner consists of 8 blocks, consisting of a $5 \times 5$ depthwise separable convolution followed by batch norm [17], ReLU [31], and a $1 \times 1$ convolution. Like [23] we observe that larger depthwise kernels followed by $1 \times 1$ convolution outperforms the typical ResNet inverted block. We found it beneficial to clip the gradients between scales and use a separate regression loss (detailed in Section 6) for each scale. We investigate the effect of our decision to use stacked feature maps instead of local correlation in Table 5 and find that it substantially improves performance.

### 3.4 Sampling Matches for geometry estimation

After dense matches have been established, scene geometry is inferred. In this work we will consider homography and 2-view relative pose estimation. For estimation, a set of putative correspondences are required; however simply selecting all matches from the output of the network is in practice infeasible since we produce $O(H \cdot W)$ correspondences. A simple approach to selecting correspondences is to sample matches using the estimated match confidence as a weight. This approach can be written as,

$$\{x_i^Q, x_i^S\}_{i=1}^{N} \sim \tilde{p}(\tilde{W}^{Q \rightarrow S}).$$

Note that in practice the sampling is done without replacement. While this approach works quite well, we found attenuating the estimated warp confidence to be beneficial for estimation. In particular we consider simple point-wise dampening of the form

$$\tilde{p} \propto \tilde{p}^{1/r}, \ r \in (0, \infty)$$

where we found $r \approx 2$ to work well. We plot the estimation performance on estimation benchmarks as a function of $r$ in Figure 3.

### 3.5 Loss Formulation

To train our model, we use separate losses for each scale $l \in \{1, ..., L\}$, like previous work [46, 42, 59]. While robust losses could also be considered, we found pointwise $\ell_2$ distance between the predicted and reference warp to perform well. Our losses at a given layer $l$ are

$$L_{\text{warp}}(\tilde{W}_l^{Q \rightarrow S}) = \sum p(W_{i}^{Q \rightarrow S} \odot \| W_{i}^{Q \rightarrow S} - \tilde{W}_{i}^{Q \rightarrow S} \|_2^{2}, \ L_{\text{conf}}(\hat{p}_l) = \sum p_l \log \hat{p}_l,$$

where the summation is done over the query grid. The reference warps can come from projected depths like in [42, 59] or from synthetic homographies, and the reference confidence $p$ indicates, e.g., covisibility or consistent depth. The confidence loss is vital for ensuring that the network is able to produce trustworthy matches. The total loss is

$$L = \sum_{l=1}^{L} L_{\text{warp}}(\tilde{W}_l^{Q \rightarrow S}) + \lambda L_{\text{conf}}(\hat{p}_l).$$

where $\lambda = 0.01$ is a balancing term that was chosen empirically on the training set. Like previous works [77], we set $p$ in the fine scale loss to 0 whenever the coarse scale warp is outside a threshold distance from the reference.
4 Experiments

4.1 Training and Evaluation Details

We use two training datasets. The first is a synthetic dataset created from COCO [21], ADE20k [26], and CityScapes [7] (Non-Commercial Licenses). It is very similar to the synthetic dataset proposed by PDCNet [59] and consists of homography warps of a static background and multiple foreground objects. We additionally train on the real world dataset MegaDepth [20] (MIT License), where we generate reference warps through the dense depth maps, similarly to LoFTR [50]. We provide details and code in the supplementary material. For both datasets we train the network on images resized to a fixed resolution of $384 \times 512$. We use a batch size of 32 and train for 250000 gradient update steps with the AdamW [24] optimizer, with a learning rate of $10^{-4}$ for the decoder and refiners, and $10^{-6}$ for the backbone. We use weight-decay factor of $10^{-2}$. We decay the learning rate with a factor $0.2$ at $1/3$ and $2/3$ through the training. As backbone we use a ResNet50 [15] pretrained on ImageNet-1K [41]. Training takes $\sim 3$ days on 4 A100 GPUs. For evaluation we present the average of 5 benchmark runs, $\pm$ the estimated standard deviation. We define the metrics used in the supplementary material. For all experiments we use the attenuation coefficient $r = 2$ for match sampling.

4.2 State of the Art Comparison

ScanNet Pose Estimation ScanNet [8] is a large scale indoor dataset, with its main challenges being low texture regions and large changes in perspective. We follow the evaluation in SuperGlue [42]. Results are presented in Table 1. Here the superiority of the dense matching paradigm for low-texture scenes becomes clear. For example, when trained on MegaDepth, our model achieves an absolute performance gain of 7\% compared to LoFTR on AUC$_{\pm 10^\circ}$.

Table 1: Pose estimation results on the ScanNet-1500 benchmark, measured in AUC (higher is better). We report results for RANSAC threshold 1 (as in PDC-Net) and 0.5 (as in LoFTR). †: Indicates a multistage or multiscale method.

| Training | Method       | Pose est. AUC ↑ | Pose est. mAP ↑ |
|----------|--------------|-----------------|-----------------|
|          |              | @5° @10° @20°   | @5° @10° @20°   |
| ScanNet  | SuperGlue [42] | CVPR’19         | 16.2 33.8 51.8  | -                |
|          | LoFTR [50]   | CVPR’21         | 22.1 40.8 57.6  | -                |
|          | QuadTree [52] | ICLR’22         | 24.9 44.7 61.8  | -                |
| ScanNet  | PDCNet [59]  | CVPR’21         | 17.7 35.0 51.8  | 39.9 50.2 60.9   |
|          | PDCNet+ [58] | Arxiv’21        | 18.7 37.0 54.0  | 42.9 53.1 63.3   |
| Mega     | PDCNet+ [58] | Arxiv’21        | 19.0 36.9 54.3  | 42.9 53.1 64.0   |
| Synthetic| DKM $t=1$    |                 | 23.7±0.5 43.8±0.4 61.7±0.3 | 51.3±0.9 61.9±0.7 72.1±0.4 |
|          | DKM $t=0.5$  |                 | 24.8±0.5 44.4±0.3 61.9±0.1 | 52.2±0.6 62.1±0.4 72.1±0.2 |
| Mega     | LoFTR [50]   | CVPR’21         | 16.9 33.6 50.6  | -                |
|          | DenseGAP [19]| Arxiv’21        | 16.9 34.9 53.2  | -                |
|          | DKM $t=0.5$  |                 | 23.0±0.3 42.2±0.4 59.4±0.3 | 48.9±0.4 59.4±0.4 69.2±0.3 |

HPatches Homography

HPatches [2] depicts planar scenes divided in sequences, with transformations restricted to homographies. We follow the evaluation protocol of [50]. Table 2 clearly shows the superiority of our dense method, showing gains of over 5\% in absolute performance.

Table 2: Homography estimation on HPatches, measured in AUC (higher is better).

| Method       | Pose est. AUC ↑ |
|--------------|-----------------|
|              | @3px @5px @10px |
| SuperGlue [42] | CVPR’19        | 53.9 68.3 81.7 |
| LoFTR [50]   | CVPR’21        | 65.9 75.6 84.6 |
| DKM          |                 | 71.2±0.5 80.2±0.3 88.1±0.2 |
Table 3: Pose estimation results on the YFCC100m benchmark, measured in AUC (higher is better). Here we compare our method to previous dense approaches. The top portion contains multiple pass methods, while the lower portion contains single pass methods.

| Method            | YFCC100m | Pose est. AUC @5° | Pose est. AUC @10° | Pose est. AUC @20° |
|-------------------|----------|------------------|-------------------|-------------------|
| RANSAC-Flow [46]  | ECCV'20  | -                | -                 | -                 |
| PDC-Net [59]      | CVPR'21  | 35.7             | 55.8              | 72.3              |
| PDC-Net+ [58]     | Arxiv'21 | 37.5             | 58.1              | 74.5              |
| OANet [74]        | ICCV'19  | -                | -                 | -                 |
| CoAM [65]         | CVPR'21  | -                | -                 | -                 |
| PDC-Net [59]      | CVPR'21  | 32.2             | 52.6              | 70.1              |
| PDC-Net+ [58]     | Arxiv'21 | 34.8             | 55.4              | 72.6              |
| DKM               |          | 40.6±0.3         | 61.2±0.2          | 77.0±0.1          |

Table 4: Pose estimation results on the Megadepth-1500 benchmark, measured in AUC (higher is better).

| Method            | Megadepth-1500 | Pose est. AUC @5° | Pose est. AUC @10° | Pose est. AUC @20° |
|-------------------|----------------|------------------|-------------------|-------------------|
| SuperGlue [42]    | CVPR'19        | 42.2             | 61.2              | 76.0              |
| LoFTR [50]        | CVPR'21        | 55.6             | 66.8              | 80.3              |
| QuadTree [52]     | ICLR'22        | 60.5             | 70.9              | 82.0              |
| MatchFormer [63]  | Arxiv'22       | 63.9             | 73.8              | 82.7              |
| DKM               |                | 54.5±0.2         | 70.7±0.2          | 82.3±0.1          |

YFCC100m For comparison to previous dense methods, we evaluate our approach on the pose estimation benchmark YFCC100m [54]. For comparability we use the pairs provided by [74]. Following previous methods [59] we resize the shorter side of the images to be 480. From our results in Table 3 it is clear that our method produces significantly improved results compared to all previous dense approaches.

MegaDepth-1500
We use the MegaDepth-1500 test set [50] which consists of 1500 pairs from scene 0015 and 0022. We use the same protocol as LoFTR and use a RANSAC threshold of 0.5 and resize the longer dimension of the images to 1200. Our results, presented in Table 4, show that our method is able to achieve state-of-the-art results here as well. Notably, we outperform the very recent method MatchFormer [63] which introduces a specialized attention backbone (while we use a simple ResNet).

4.3 Ablation Study
In this section we investigate the effect of key components in our approach.

4.3.1 Architecture Design
In this ablation we evaluate the performance gains from our architectural contributions on our test split of MegaDepth, consisting of 4 scenes, and HPatches. We present our results in Table 5.

Baseline Here the global correlation volume is processed directly instead of regression. Furthermore local correlation volumes are used instead of feature stacking. This version performs poorly, achieving significantly worse results than our full method.

Naive Regression Instead of using a Fourier embedding of the coordinates, we instead use a linear embedding. We let the number of channels be the same for fairness of comparison. Notably, this version performs worse than the baseline for large thresholds. Hence it is clear that non-linear embeddings are crucial for the regression approach to succeed.
Local Correlation: Instead of stacking the warped features we use local correlation volumes for refinement. This gives significantly worse results that simple stacking. We hypothesize that correlation alone may not be enough to capture the full spectrum of feature similarity.

No Regression: Here we replace regression with global correlation volume processing. This version lacks the coarse robustness provided by the GP. In particular it performs worse at PCK@5px which indicates a lack of robustness.

4.3.2 Confidence Attenuation

Here we investigate the effect of changing the attenuation coefficient \( r \). We present results in Figure 3. A clear trend can be seen where the performance increases until \( r \approx 2 \). While slight improvements could be gained by choosing a specific value for each benchmark, we used \( r = 2 \) as to not overfit to the benchmarks.

We hypothesize that attenuating the predicted confidence leads to sampling of less certain regions which may be important in the estimation, we provide qualitative examples of the effect in the supplementary material.

5 Conclusion

We have presented DKM, a dense geometric matching method that achieves state-of-the-art performance on multiple competitive geometry estimation benchmarks. We did this by improving 3 distinct stages in the matching pipeline. First we improved the global matching stage by viewing it as an embedded regression problem, yielding improvements particularly in model robustness. We additionally proposed to process warped feature maps instead of local correlation volumes in the refinement stage, yielding further gains, particularly for sub-pixel precision. Finally we investigated attenuation of model confidence for match sampling, showing that using a coefficient of \( r = 2 \) gave improved results in multiple benchmarks.

Limitations: Our method may occasionally produce overly interpolated results near depth boundaries resulting in less accurate correspondences. This is a downside of dense methods. Additionally, small objects may sometimes be ignored by the model, which may degrade performance in geometry estimation.

Potential Negative Impact: Our method is directly useful for downstream tasks such as 3D reconstruction. This means that nefarious uses of such technologies could benefit from our method. However, we are not aware of any such nefarious use cases.
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A Appendix

A.1 Additional Qualitative Examples

YFCC100m We provide qualitative examples in Figure 4. Our approach is robust to large changes in viewpoint, and is able to tackle very challenging image pairs.

ScanNet-1500 The ScanNet-1500 benchmark poses unique challenges such as extreme lack of texture and motion blur. We demonstrate qualitative results of DKM in Figure 5. We see that our model is able to generalize to these sequences as well. The model is notably more uncertain for ScanNet compared to YFCC100m. We attribute this to the lack of texture to support certain predictions.

Multimodality In the main paper we claimed that Fourier embeddings enable multimodal regression. Here we show that this is indeed the case in trained models by plotting the cosine similarity between the GP posterior mean and the Fourier embeddings for a specific pixel in the query image. This is
Figure 4: Qualitative examples of DKM applied to the YFCC100m benchmark.
Figure 5: Qualitative examples of DKM applied to the ScanNet benchmark.

Figure 6: Example of multimodality of predicted embeddings, notably the internal embedding prediction is multimodal which is then decoded into the correct unimodal coordinate.
Figure 7: Figure illustrating limitations of the method. Small objects, in particular ones with significant viewpoint difference compared to larger structures, may fail to match.

Figure 8: Figure illustrating limitations of the method. Near depth boundaries our method may occasionally give overinterpolated results, resulting in incorrect matches.

presented in Figure 6. It is clear that the network internally processes multimodal embeddings, which are decoded into a final correct unimodal prediction.

Limitations We noted two limitations of our method in the conclusion. Here we illustrate these issues with the method. The first type of failure is the model ignoring small objects, such cases are presented in Figure 7. We believe these issues are mainly caused by the first stage of global matching, where the large receptive field may be causing issues by mixing objects.

The second failure case is overinterpolation of flow near depth discontinuities. This mostly becomes an issue when the model is confident in these regions, leading to incorrect matches. We demonstrate this in Figure 8.
A.2 Metrics

**PCK-τ** is defined as the proportion of the correspondences between the query and support image that are less than some threshold τ away from the ground truth correspondences in the support image, *i.e.*

\[ P(\|\hat{W} - W\|_2 < \tau). \]  

(14)

**AEPE (Average End Point Error)** is defined as the average pixel error in the support image, and is hence quite similar to PCK. It is defined as

\[ E_x[\|\hat{W}(x) - W(x)\|_2]. \]  

(15)

For flows we set \( p(x) \propto \begin{cases} 1, & W(x) \text{ is valid}, \\ 0, & \text{else.} \end{cases} \)

AUC@α is defined as the integral of precision up to α. Since the number of points is in practice finite, we follow the method by [59] and approximate the integral using the composite trapezoidal rule.

mAP@α is defined as by [74] as the average of precision up to α, with the average only being taken on the values \([5, 10, 15, 20]\). This typically gives higher results than AUC, since the mAP@5 is the same as the accuracy.

**Pose Error** For 2-view Pose Estimation, following previous work [74] we use the pose error which is defined as the maximum angular error of both the estimated rotation and translation. The angular error of the estimated rotation is defined as

\[ e_R(\hat{R}) = \left| \cos^{-1} \left( \frac{\text{tr}(R^+ \hat{R}) - 1}{2} \right) \right|, \]  

(16)

and the angular error of the translation is the cosine similarity,

\[ e_t(\hat{t}) = \frac{\langle \hat{t}, \hat{t} \rangle}{\sqrt{\langle \hat{t}, \hat{t} \rangle \langle \hat{t}, \hat{t} \rangle}}. \]  

(17)

With the combined error being

\[ e_{R,t}(\hat{R}, \hat{t}) = \max(e_R(\hat{R}), e_t(\hat{t})). \]  

(18)

A.3 Additional Training and Evaluation Details

**MegaDepth Dataset** For MegaDepth we use two different splits. For comparison with LoFTR we remove scenes 0015 and 0022 from the training set. For running YFCC100m we remove scenes 0004, 0013, 0017, and 0048. For sampling pairs we use frequency inverse weighted sampling, *i.e.*, scenes with a large number of pairs get a lower sampling weight (we use \( \frac{1}{n^0.75} \)). The final training set is composed of 2 parts, one set of pairs with minimum overlap of 0.01 and another with 0.35 (overlap is computed as fraction of covisible 3D points). This ensures that our resulting dataset has a combination of easy and difficult samples. For data augmentation we use a very simple method of random image translations with a maximum perturbation of 32 pixels.

**Synthetic Dataset** For the created synthetic dataset we follow PDCNet+ [58] and sample 3 independently moving objects for each generated pair. We construct the background by homographies constructed by first randomly translating the image corners uniformly up to 0.6 times half the side length, followed by an rotation of \([0, 35]\) degrees and a scaling between \([1, 1.6]\). For the foreground objects we randomly rotate them by 45 degrees, followed by scaling in range \([0.85, 1.25]\), and translation between \([-0.3, 0.3]\) times the side length in each direction. We set the mask p to be 1 if and only if the foreground or background is covisible, *i.e.*, if an object is occluded or outside the image grid the mask is set to 0. Last, we add photometric distortion. Specifically we use the default random brightness contrast transform from Albumentations [5].

**Evaluation** On all benchmarks we sample 10000 matches for geometry estimation. We found estimation results to be insensitive to the exact number of matches, and hence did not optimize it further. For producing matches in original image size (e.g. for dense matching on HPatches) we upsample bilinearly and run the scale 1 refiner again.
Run Times  With batch size 8, an RTX6000 GPU runs DKM inference at \( \sim 20 \text{FPS} \). On an A100 the inference is faster, around \( \sim 40 \text{FPS} \).

A.4 Additional Architecture Details

Coordinate Embeddings  We use 256 channels for the Fourier embedding. We use a scale factor of \( \ell = 8\pi \).

Embedding Decoder  We use GPs on both scale 32 and 16 features of the backbone. We use an internal dimension of 384 in our decoder. The exact architecture is presented in Figure 9. The internal structure of the RRB and CAB components is described in [71].

Refiners  From the decoded global flow of the decoder at scale 16 we use a set of decoders. The exact architecture is presented in Figure 10. The number of channels used at each scale is specified in Table 6.

| Scale | Refinement Channels | Feature Channels |
|-------|---------------------|-----------------|
| 16    | 1024                | 512             |
| 8     | 1024                | 512             |
| 4     | 512                 | 256             |
| 2     | 128                 | 64              |
| 1     | 24                  | 3               |

Table 6: Number of channels for each scale in refinement stage.