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We explore the observational adequacy of a class of Unified Dark Energy/Matter (UDE/M) models with a fast transition. Our constraints are set using a combination of geometric probes, some low redshift ones, and some high redshift ones (CMB related included). The transition is phenomenologically modeled by two different transition functions corresponding to a fast and to an ultra-fast transition respectively. We find that the key parameters governing the transition can be well constrained, and from the statistical point of view it follows that the models cannot be discarded when compared to LCDM. We find the intriguing result that standard/input parameters such as $\Omega_m$, and $\Omega_b$ are far better constrained than in LCDM, and this is the case for the derived/output parameter measuring the deceleration value at present, $q_0$.

I. INTRODUCTION

The accelerated expansion of the universe has become to be regarded as a real fact through all the high quality cosmological and astrophysical data collected the time-period from the pioneering discovery announcing data release \cite{Spergel:2007} till up to very recently \cite{2015A&A...576A..13P, 2016arXiv160201331A}. The ways to explain such an evolution vary from the “simple” addition of a Λ-term or cosmological constant \cite{1998NuPhB.501..33} in the general relativity (GR) framework, to a deluge of modifications of GR itself at different levels of complexity (a very recent taxonomy can be found in \cite{2016JPhG...43a3001C}). In general, all these settings are usually referred to as dark energy, see for reviews \cite{2003PhLB..550..251E, 2014PhRvD..90l3541A}.

On the other hand, since the analysis of the Coma galaxy cluster \cite{1977ApJ...218L..59H} and the discovery of the most notable properties of rotation curves of the galaxies \cite{1985ApJ...287...43S}, the presence of some new kind of matter, named dark matter, who manifests itself only through its gravitational effect, it is not only accepted, but also necessary, to explain structure formation on certain scales. Dark matter, in the most common explanations, is supposed to be a (family of) weakly interacting particle(s), i.e. cold dark matter (CDM) under the assumption that GR is the basic theory of gravity. But there are also theories beyond standard GR that can mimic the effect of dark matter without actually resorting to it, the so-called modified gravity setting. For dark matter reviews see \cite{2015arXiv150804197G, 2015PhRvD..91h3501G}.

The effects of these two elusive components are clear and widely accepted, but no strong clue about their nature has been obtained so far, and there are lots of explanations for both dark matter and dark energy. Normally considered as separated components of the universe, their effects could perhaps be explained by one sole component. In the literature we find the two most popular ways to achieve this unification.

The first one makes the phenomenological assumption of an explicit parametrization of the equation of state in terms of the scale factor so that the pressure/density ratio ($w = p/\rho$) has a nearly null value at the early stages of the evolution, whereas it becomes negative enough ($w < -1/3$) at late epochs. These are usually called Unified Dark Energy/Matter (UDE/M) models. For early proposals of this sort one can check references \cite{1998PhRvD..57.3799B, 2001PhRvD..64l3003A}, whereas \cite{2003PhRvD..68l3508C} reviews the topic.

The second broad idea relies on putting forward some specific coupling/interaction, i.e. writing the respective energy conservation equations of dark matter and dark energy so that they have extra terms which cancel each other out in the conservation equation of the sum of the two fluids.

For UDE/M models it is far from trivial how the two components are to be separated so as to analyze physical quantities such as the speed of sound, required for a full fledged analysis of cosmological constraints (i.e. a study including perturbations). In general, this is an involved problem, and, in some sense, it still remains open. Despite this difficulty, we find these models offer an interesting arena to test whether non-conventional evolutions are admissible or even preferable.

In contrast, the coupling/interaction displays a natural separation scheme right from its inception, and typically models in which the dark energy is a scalar field are used to model the dark energy component. But the complexity of the equations, along with the extra number of degrees of freedom, precludes the power to reconstruct explicitly the evolution of the background (depending on the scale factor). In fact, this is only possible if initial conditions are set, or in other words, if a specific path is chosen in the highly multidimensional phase-space of the model. These are basically the so-called coupled quintessence scenarios, which, despite their interest, lay beyond the main focus of this project (see \cite{2012PhRvD..86j3519L} for one of the first representative contributions to the topic). But just let us mention that recent sound observational support for some such scenarios have been presented \cite{2015JCAP...02..006A, 2014PhRvD..90l3009A}.

UDE/M models, which are our main interest here, have in general been found to be somewhat inconsistent be-
cause they have to become indistinguishable from ΛCDM in order to fit the observational data [23]. This is the case for the generalized Chaplygin gas for example, which even in non linear evolution fails condensation to act as CDM [24]. But among the different UDE/M models, a new class has emerged that offers a way out of that difficulty: models with a fast transition between a matter-driven-like era and a dark-energy-driven-like era. They are believed to provide an alternative and defendable explanation of the accelerated expansion of the universe [25], as they can fit the observational data quite well while they display interesting and different new features. Besides, fast transitions UDE/M models with scalar fields are also compatible with observational data [26].

The theoretical reasoning on which fast transition UDE/M models rely provides hints towards well mathematically/analytically-defined expressions for their equation of state parameter $w_{\text{UDE/M}}$, as discussed in [25], but this parametrization scheme turns out to be computationally expensive when tested with likelihood techniques. Taking into account this, and without a fundamental model, it is worth to consider simple phenomenological models for the fast transition UDE/M in order to achieve as much theoretical progress as possible from analytical calculations. A simple model, gentle on computations, must be one whose most important variables required for the numerical calculations can be expressed analytically. Thus, instead of implementing the UDE/M model in the equation of state $w_{\text{UDE/M}}$, as in [26], we believe a more convenient way to proceed analytically is to prescribe the evolution of the UDE/M energy density at the level of the Hubble factor itself [27]. Here we present (in section II) two parametrizations for these UDE/M set-ups with fast transition. Then we describe (in section III) the CMB, Galaxy Clustering and type Ia Supernovae data we use to constrain the models. After that we discuss (in section IV) our most relevant results, and in particular, whether the models are statistically favored or not as compared to the concordance scenario, ΛCDM. To close up, we present some final conclusions.

II. UDE/M MODELS

The background geometry considered for the phenomenological UDE/M models in this paper is a spatially flat Friedman-Lemaître-Robertson-Walker (FLRW) metric, $ds^2 = -dt^2 + a^2(t)\delta_{ij}dx_i dx_j$, where $a(t)$ is the scale factor as a function of the cosmic time $t$, and $\delta_{ij}$ is the Kronecker delta. We will consider perfect fluids with densities $\rho_i$ as sources; and taking $8\pi G = c = 1$, the Friedman equation takes the form

$$H^2 = \left(\frac{\dot{a}}{a}\right)^2 = \sum_i \frac{\rho_i}{3} ,$$

(2.1)

where $H = \dot{a}/a$ is the Hubble function and the dot denotes differentiation with respect to the cosmic time. If we introduce the corresponding fractional matter-energy densities

$$\Omega_i(a) = \frac{\rho_i(a)}{3H^2(a)} ,$$

(2.2)

Eq. 2.1 becomes

$$E^2(a) = H^2/H_0^2 = \sum_i \Omega_i(a) ,$$

(2.3)

with $H_0$ representing the Hubble factor at present.

Being more specific about the sources, we need to clarify the role and form of our proposed UDE/M fluid: we want a UDE/M fluid which exhibits a fast transition from the pure dark matter stage to a scenario that resembles a ΛCDM set-up. From [27], we borrow the analytical form

$$\Omega_{\text{UDE/M}} = \Omega_1 \left(\frac{a_b}{a}\right)^3 + \Omega_{\Lambda} \left[1 - \left(\frac{a_b}{a}\right)^3\right] \Theta(a - a_t),$$

(2.4)

with $\Theta(a - a_t)$ playing the role of a transition function, and $a_t$ the value of the scale factor at which the transition happens. We can easily see that for $a < a_t$ the fluid behaves like a pure dark matter fluid, with density $\Omega_1 (a_t/a)^3$. For $a > a_t$, the fluid will rather have a density with the expression $(\Omega_t - \Omega_{\Lambda}) (a_t/a)^3 + \Omega_{\Lambda}$, thus resembling a ΛCDM scenario, as intended.

Note that, as shown in Ref [28], any description for the fluid content driving the background evolution of a UDE/M setting can be mapped into that of a scenario in which dark matter and dark energy are separate components. This is so because the large-scale evolution is only sensitive to the total energy-momentum tensor, and not to the features of its separate components. But this issue should be examined under a different light if one considered perturbations, because the unified and non-unified scenarios do not have perfectly matching perturbations, as also discussed in Ref. [29-30].

Given the properties of the transition function, one can match the usual dark matter density $\Omega_2$ with the term $\Omega_{m} a_t^3$. Thus, the total matter component will be $\Omega_{m} = \Omega_{m} a_t^3 + \Omega_{b}$ when the baryonic matter term is also considered. In principle, the Hubble factor would suffer from a degeneracy between its terms proportional to $\Omega_1$, and $\Omega_{b}$ if we were using only low redshift observational data. Given that, we are going to use high redshift CMB data as well, for which this degeneracy is broken. Moreover, the use of the CMB data makes it necessary to add a radiation term, $\Omega_r$, [31], which has no influence on

1 In the reminder, and for shortness, density will stand for fractional matter energy density.

2 We will use the following convention: time dependent densities will generically be expressed as $\Omega_X(a)$; densities evaluated now will be expressed as $\Omega_X$, with no additional symbols and/or suffixes.
the late-time expansion, but is fundamental in the early stages of the universe history. Thus, all in all, Eq. 2.3 can be finally written as

\[
E^2(a) = \Omega_c a^{-3} + \Omega_{\Lambda} \left[1 - \left(\frac{a_t}{a}\right)^3\right] \Theta(a - a_t) + \Omega_b a^{-3} + \Omega_\Lambda a^{-1}.
\]  

(2.5)

For the purpose of the statistical analysis we will perform, it is also useful to take advantage of the fact that the parameter \(\Omega_{\Lambda}\) can be written as a function of the other parameters by simply evaluating at the present time the Friedmann equation, Eq. 2.5, finally having

\[
\Omega_{\Lambda} = \frac{1 - \Omega_c - \Omega_b - \Omega_r}{(1 - a_t^3) \Theta(a - a_t)}.
\]  

(2.6)

The last ingredient missing to provide a round model for this UDE/M transition is the choice of Heaviside-like functions. We will propose two different ones; the first model for the transition will be:

\[
\Theta(a - a_t) = \frac{1}{2} + \frac{1}{\pi} \arctan(\beta \pi(a - a_t));
\]  

(2.7)

whereas the second transition function considered will be:

\[
\Theta(a - a_t) = \frac{1}{2} \left[1 + \tanh(2\beta(a - a_t))\right].
\]  

(2.8)

In both cases, the transition happens slower than in a pure Heaviside function, with the parameter \(\beta\) mainly controlling the velocity of the transition; that parameter is in fact (and in both cases) the value of the first derivative with respect to the scale factor of the transition functions, evaluated at the transition point \(a_t\).

### III. OBSERVATIONAL DATA

In this section we specify the observational data sets we have used for our analysis, and the analytical expression of the \(\chi^2\) we are going to minimize in order to perform our statistical analysis.

Throughout, we will use the scale factor to redshift conversion rule

\[
a = (1 + z)^{-1}.
\]  

(3.1)

#### A. CMB data

CMB data are taken from 31, where distance priors were derived from Planck first release data 3. There are two main CMB shift parameters. The first one is the scaled distance to photon-decoupling surface

\[
R \equiv \sqrt{\Omega_m H_0^2} \frac{r(z_*)}{c}.
\]  

(3.2)

The second one is angular scale of the sound horizon at the photon-decoupling epoch

\[
l_a \equiv \pi \frac{r(z_*)}{r_s(z_*)}
\]  

(3.3)

where \(r(z_*)\) is the comoving distance

\[
r(z_*) = \frac{c}{H_0} \int_0^{z_*} \frac{dz'}{E(z')} \]  

(3.4)

and \(r_s(z_*)\) is the comoving sound horizon

\[
r_s(z_*) = \frac{1}{H_0} \int_{z_*}^\infty \frac{dz'}{E(z')} = \frac{1}{H_0} \int_0^{a_*} \frac{da'}{a^2 E(a')} \]  

(3.5)

where the sound speed is \(c_s = c/\sqrt{3(1 + \Omega_\Lambda a^2)}\), with \(\Omega_\Lambda = 31500\Omega_b h^2(T_{CMB}/2.7K)^{-4}\), given that \(T_{CMB} = 2.725\) [32], and \(E(a)\) is given by Eq. 2.5. Both shift parameters are evaluated at photon-decoupling epoch [33]

\[
z_* = 1048 \left[1 + 0.00124(\Omega_m h^2)^{-0.738}\right] \left[1 + g_1(\Omega_m h^2)^{g_2}\right],
\]  

(3.6)

where

\[
g_1 = \frac{0.0783(\Omega_b h^2)^{-0.238}}{1 + 39.5(\Omega_b h^2)^{0.763}},
\]  

(3.7)

\[
g_2 = \frac{0.560}{1 + 21.1(\Omega_b h^2)^{1.911}}.
\]  

(3.8)

The mean values and standard deviations for the triplet formed by the shift parameters and the baryon density fraction as obtained by 31 are

\[
\langle l_a \rangle = 301.57; \quad \sigma_{l_a} = 0.18,
\]  

\[
\langle R \rangle = 1.7407; \quad \sigma_R = 0.0094,
\]  

\[
\langle \Omega_b h^2 \rangle = 0.02228; \quad \sigma_{\Omega_b h^2} = 0.00030.
\]  

The corresponding normalized covariance matrix is:

\[
C_{CMB}^{\text{norm}} = \begin{pmatrix}
1.0000 & 0.5250 & -0.4235 \\
0.5250 & 1.0000 & -0.6925 \\
-0.4235 & -0.6925 & 1.0000
\end{pmatrix}
\]  

(3.10)

In order to obtain the full covariance matrix \(C_{CMB}\), we need the transformation: \(C_{CMB}^{ij} = (C_{CMB}^{\text{norm}})_{ij} \sigma_i \sigma_j\), where \(\sigma_i\) are the 1σ errors of the measured best fit values given in Eq. 3.9. In order to write the CMB contribution to the \(\chi^2\), we first define

\[
X_{CMB} = \begin{pmatrix}
l_a - \langle l_a \rangle \\
R - \langle R \rangle \\
\Omega_b h^2 - \langle \Omega_b h^2 \rangle
\end{pmatrix},
\]  

(3.11)

and using the inverse of the covariance matrix \(C_{CMB}^{-1}\), the CMB contribution to the \(\chi^2\) is

\[
\chi^2_{CMB} = X_{CMB}^T C_{CMB}^{-1} X_{CMB}.
\]  

(3.12)
B. GC data

The Galaxy Clustering (GC) data we use are the measurements of \( H(z) r_s(z_d) / c \) and \( D_A(z) / r_s(z_d) \) from the two dimensional two-point correlation function measured by [33] and [34], respectively at \( z = 0.35 \) using the SDSS DR7 Luminous Red Galaxies sample [35], and at \( z = 0.57 \) using the CMASS galaxy sample from BOSS [37]. Here, \( H(z) \) is the Hubble function defined in Eqs. 2.2 - 2.5 and \( D_A(z) \) is the angular diameter distance.

The Galaxy Clustering (GC) data we use are the measurements of \( H(z) r_s(z_d) / c \) and \( D_A(z) / r_s(z_d) \) obtained by [33] from the two dimensional two-point correlation function measured at \( z = 0.35 \) using the SDSS DR7 Luminous Red Galaxies sample [34], and at \( z = 0.57 \) using the CMASS galaxy sample from BOSS [35]. Here, \( H(z) \) is the Hubble function defined in Eqs. 2.2 - 2.5 and \( D_A(z) \) is the angular diameter distance:

\[
D_A(z) = \frac{c}{1 + z} \int_0^z \frac{dz'}{H(z')}. \tag{3.13}
\]

The comoving sound horizon \( r_s(z_d) \) is evaluated at the dragging epoch [38]

\[
z_d = \frac{1291(\Omega_m h^2)^{0.251}}{1 + 0.659(\Omega_m h^2)^{0.828}} [1 + b_1(\Omega_b h^2)^{b_2}], \tag{3.14}
\]

with

\[
b_1 = 0.313(\Omega_m h^2)^{-0.419} [1 + 0.607(\Omega_m h^2)^{0.674}] \tag{3.15}
\]

\[
b_2 = 0.238(\Omega_m h^2)^{0.223}. \tag{3.16}
\]

The mean values and the 1\( \sigma \) errors for these quantities are

\[
\left\langle \frac{H(0.35)r_s(z_d)}{c} \right\rangle = 0.0434 \pm 0.0018
\]

\[
\left\langle \frac{D_A(0.35)}{r_s(z_d)} \right\rangle = 6.60 \pm 0.26, \tag{3.17}
\]

with normalized correlation coefficient \( r_{0.35} = 0.0604 \); and

\[
\left\langle \frac{H(0.57)r_s(z_d)}{c} \right\rangle = 0.0454 \pm 0.0031
\]

\[
\left\langle \frac{D_A(0.57)}{r_s(z_d)} \right\rangle = 8.95 \pm 0.27, \tag{3.18}
\]

with normalized correlation coefficient \( r_{0.57} = 0.4874 \). The GC contribution is calculated independently for each redshift, \( \chi^2_{GC} = \chi^2_{GC1} + \chi^2_{GC2} \), where each term is

\[
\chi^2_{GC_i} = \frac{1}{1 - r_i^2} \left( \frac{X_{1i}^2}{\sigma_{1i}^2} + \frac{X_{2i}^2}{\sigma_{2i}^2} - 2r_i \frac{X_{1i} X_{2i}}{\sigma_{1i} \sigma_{2i}} \right), \tag{3.19}
\]

where \( r_i \) is the correlation between the two functions at each redshift, and

\[
X_{1i} = \frac{H(z_i)r_s(z_i)}{c} - \left\langle \frac{H(z_i)r_s(z_d)}{c} \right\rangle, \tag{3.20}
\]

\[
X_{2i} = \frac{D_A(z_i)}{r_s(z_i)} - \left\langle \frac{D_A(z_i)}{r_s(z_d)} \right\rangle. \tag{3.21}
\]

C. SNe Ia data

The SNe Ia dataset we have used is the Union2.1 compilation [39], made of 580 Type Ia Supernovae distributed in the redshift interval \( 0.015 < z < 1.414 \). The dataset provides the distance modulus \( \mu(z) \) for each SN and the full statistical plus systematics covariance matrix. The distance modulus is defined as

\[
\mu(z) = 5 \log_{10} d_L(z) + \mu_0, \tag{3.22}
\]

where \( d_L \) is the dimensionless luminosity distance given by

\[
d_L(z) = (1 + z) \int_0^z \frac{dz'}{E(z')}, \tag{3.23}
\]

and \( \mu_0 \) is a nuisance parameter involving the value of the Hubble constant \( H_0 \) and the SNeIa absolute magnitude. Defining the difference vector between the model and the observed magnitudes

\[
X_{SN} = \begin{pmatrix} \mu(z_1) - \mu_{obs}(z_1) \\ \vdots \\ \mu(z_N) - \mu_{obs}(z_N) \end{pmatrix}, \tag{3.24}
\]

and using the covariance matrix \( C \) given by [39], we could build

\[
\chi^2_{SN} = X_{SN}^T \cdot C^{-1} \cdot X_{SN}. \tag{3.25}
\]

However, this \( \chi^2_{SN} \) expression would contain the nuisance parameter \( \mu_0 \). In order to get rid of the parameters degeneracy intrinsic to its definition, we marginalize over \( \mu_0 \). In such case it is quite easy to perform the marginalization analytically, because the parameter \( \mu_0 \) enters the definition of the observational quantities as an additive constant. Moreover, we are assuming, as usual, a flat non-informative prior on it. For the sake of clarity, we do not report all the algebraic steps which are required to obtain the final expression of the marginalized \( \chi^2 \); for the interested readers, all details are in Appendix C of [10]. The SNeIa \( \chi^2 \) contribution, after marginalizing over \( \mu_0 \), is:

\[
\chi^2_{SN} = a + \log \frac{d}{2 \pi} - \frac{b^2}{d}. \tag{3.26}
\]

where: \( a \equiv X_{SN}^T \cdot C^{-1} \cdot X_{SN} \), \( b \equiv X_{SN}^T \cdot C^{-1} \cdot 1 \), and \( d \equiv 1^T \cdot C^{-1} \cdot 1 \), with \( 1 \) standing for the identity matrix.

A Gaussian prior for the Hubble constant is also assumed: \( H_0 = 100 \, h \, \text{km s}^{-1} \text{Mpc}^{-1} = 69.6 \pm 0.7 \, \text{km s}^{-1} \text{Mpc}^{-1} \); thus, its contribution to the total \( \chi^2 \) is the following:

\[
\chi^2_{H_0} = (100 \, h - H_0)^2 / \sigma_{H_0}^2. \tag{3.27}
\]

The total \( \chi^2 \) will be, of course, the sum of all the terms previously described:

\[
\chi^2 = \chi^2_{CMB} + \chi^2_{GC} + \chi^2_{SN} + \chi^2_{H_0}. \tag{3.28}
\]
Table I. Summary of constraints. Median values for the free parameters and the corresponding value for the parameters $\Omega_L$ and $q_0$, using CMB, GC and SN data. The value for the minimum $\chi^2_{red}$ and the Bayesian ratios with respect to $\Lambda$CDM are also shown.

| Model       | $h$     | $\Omega_c$ | $\Omega_b$ | parameter $z_4$ | $\beta$ | $\Omega_L$ | $q_0$ | $\chi^2_{red}$ | $\ln B_{\Lambda}$ |
|-------------|---------|------------|------------|-----------------|---------|------------|-------|----------------|-------------------|
| arctan      | 0.69508 \pm 0.00066 | 0.2445 \pm 0.0011 | 0.04626 \pm 0.00024 | 0.04626 \pm 0.00024 | 0.04626 \pm 0.00024 | 0.107 \pm 0.010 | 552 \pm 75 | 0.7091 \pm 0.0015 | -0.56907 \pm 0.00099 | 0.9501 \pm 0.791 |
| tanh        | 0.69587 \pm 0.00065 | 0.2436 \pm 0.0011 | 0.04597 \pm 0.00023 | 0.04597 \pm 0.00023 | 0.04597 \pm 0.00023 | 0.108 \pm 0.010 | 552 \pm 75 | 0.7091 \pm 0.0015 | -0.56907 \pm 0.00099 | 0.9501 \pm 0.791 |
| $\Lambda$CDM | 0.6906 \pm 0.0009 | 0.245 \pm 0.0011 | 0.04692 \pm 0.00097 | 0.04692 \pm 0.00097 | 0.04692 \pm 0.00097 | - | - | - | - | 0 |
| quiessence  | 0.696 \pm 0.016 | 0.243 \pm 0.012 | 0.0461 \pm 0.0024 | 0.0461 \pm 0.0024 | 0.0461 \pm 0.0024 | -1.029 \pm 0.062 | - | - | - | - |

IV. RESULTS AND DISCUSSION

The statistical analysis will be performed by minimizing the $\chi^2$ function using the Markov Chain Monte Carlo (MCMC) Method [32–41]. The statistical convergence of each MCMC round has been tested using the method described in [43]. In order to state the effective statistical weight and validity of our UDE/M models, we have also analysed the $\Lambda$CDM model:

$$E^2_{\Lambda C D M}(z) = (\Omega_c + \Omega_b) a^{-3} + \Omega_b a^{-4} + \Omega_L,$$  (4.1)

and the quiessence model [48–49]

$$E^2_Q(z) = (\Omega_c + \Omega_b) a^{-3} + \Omega_b a^{-4} + \Omega_L a^{-3(1+w)}.$$  (4.2)

In both cases, the usual matter density $\Omega_m$ has been split into the dark matter $\Omega_c$ and the baryonic $\Omega_b$ densities terms, in order to have the same parameters as the UDE/M models.

The priors on the parameters that we have chosen are as general as possible: a positive dark matter density between $0 < \Omega_c < 1$; a positive baryonic matter density smaller than the dark matter density $0 < \Omega_b < \Omega_c$; a positive Hubble function $E(a) > 0$ for all $a$; and $0 < \alpha < 1$ because we want the transition to actually have happened.

Fig. 1 shows confidence regions for the $\Lambda$CDM and quiessence models, while a summary of the results of our statistical analysis can be found in Table I where the reduced best-fit $\chi^2$ is also shown. However, more robust conclusions for the model selection can be drawn only from the Bayes factors after having computed the statistical evidence. For the computation of the evidence we have used the nested sampling algorithm [20]. The Bayes factor [51] is obtained comparing the UDE/M and quiessence models with the $\Lambda$CDM, assumed as reference model, and the results are shown in the last column of Table I.

Fig. 2 shows the constraints on the free parameters for the models Eq. (2.7) and Eq. (2.8) respectively, and the Table I summarise the results. The late time dark energy density $\Omega_L$ is also computed in this case, evaluating the Eq. (2.9) and inferring its statistics from the MCMC output on the main fitted parameters. We also study the deceleration function, which is used as a further marker to characterize the behaviour of our models and, eventually, to better distinguish them from $\Lambda$CDM:

$$q = -1 - \frac{d \log E(a)}{d \log a}.$$  (4.3)

The deceleration function evaluated today $q_0 \equiv q(a = 1)$ is also shown on the Table I while its global evolution is represented in Fig. 3.

Results from the Bayesian Evidence show that the proposed UDE/M models cannot be discarded in favour of the $\Lambda$CDM model, as it can be seen in the Table I. All models get a very similar evidence compared each other. Even if the difference, according to the so-called “Jeffreys’ scale” [52], still falls in the “inconclusive evidence” range for all of them when compared to $\Lambda$CDM, we have to highlight the higher values obtained by our UDE/M models.

When comparing the same parameters in different models, we can see that in all four models the best fits have similar values. Nevertheless, comparing the errors of the the UDE/M models to the ones of $\Lambda$CDM and quiessence models, the former ones are slightly smaller than last ones.

These differences in the errors can be well appreciated in the plot of the deceleration [5], where the differences are highlighted by the dependence of the deceleration on all free parameters of the models. We can see that, in general, the biggest error corresponds to the quiessence model, and the lowest the UDE/M models. However, during the transition, due to the rapid change of the
Figure 2. Confidence regions for the arctan (top) and tanh (bottom) models; dark grey areas are 1σ region and light grey areas are 2σ region.

Figure 3. Evolution of the deceleration parameter for the arctan (left, red) and tanh (right, red) models, compared with the deceleration of the ΛCDM (blue) and quiessence (green). Top figures show the entire evolution, bottom figures are zoomed in the transition.
transition function, the error of the deceleration in the UDE/M models greatly increases. We can also appreciate that the slight difference between the deceleration function of the UDE/M models and the ΛCDM model progressively increases until the transition, but then both UDE/M and ΛCDM models decelerate in almost the same manner. Besides, the deceleration function of all the models, including quiescence, has a quite similar behaviour (and value range) during the whole evolution of the universe.

This transition is characterised by the transition functions 2.7 and 2.8 which is shaped by the parameters α and β. For both UDE/M models the transition occurs in the past, and is centered around $a_{\text{c}} \approx 0.17 - 0.18$. The transitions occur very fast, in a narrow fraction of the entire cosmic time.

The major differences between the UDE/M models and ΛCDM occur before the transition. In this way, they could be considered as early time deviations from ΛCDM, where there would be no need for dark energy in the past. Furthermore, the dark sector of the universe could be explained by a single UDE/M fluid instead of the two components necessary with ΛCDM.
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