LIMIT DISTRIBUTIONS OF RANDOM MATRICES

ROMUALD LENCZEWSKI

Abstract. We study limit distributions of independent random matrices as well as limit joint distributions of their blocks under normalized partial traces composed with classical expectation. In particular, we are concerned with the ensemble of symmetric blocks of independent Hermitian random matrices which are asymptotically free, asymptotically free from diagonal deterministic matrices, and whose norms are uniformly bounded. This class contains symmetric blocks of unitarily invariant Hermitian random matrices whose asymptotic distributions are compactly supported probability measures on the real line. Our approach is based on the concept of matricial freeness which is a generalization of freeness in free probability. We show that the associated matricially free Gaussian operators provide a unified framework for studying the limit distributions of sums and products of independent rectangular random matrices, including non-Hermitian Gaussian matrices and matrices of Wishart type.

1. Introduction and main results

One of the most important features of free probability is its close relation to random matrices. It has been shown by Voiculescu [33] that Hermitian random matrices with independent Gaussian entries are asymptotically free. This result has been generalized by Dykema to non-Gaussian random matrices [12] and has been widely used by many authors in their studies of asymptotic distributions of random matrices. It shows that there is a concept of noncommutative independence, called freeness, which is fundamental to the study of large random matrices and puts the classical result of Wigner [36] on the semicircle law as the limit distribution of certain symmetric random matrices in an entirely new perspective.

In particular, if we are given an ensemble of independent Hermitian \( n \times n \) random matrices

\[
\{Y(u, n) : u \in \mathcal{U}\}
\]

whose entries are suitably normalized and independent complex Gaussian random variables for each natural \( n \), then

\[
\lim_{n \to \infty} \tau(n)(Y(u_1, n) \ldots Y(u_m, n)) = \Phi(\omega(u_1) \ldots \omega(u_m))
\]

for any \( u_1, \ldots, u_m \in \mathcal{U} \), where \( \{\omega(u) : u \in \mathcal{U}\} \) is a semicircular family of free Gaussian operators living in the free Fock space with the vacuum state \( \Phi \) and \( \tau(n) \) is the normalized trace composed with classical expectation called the trace in the sequel. This realization of the limit distribution gives a fundamental relation between random matrices and operator algebras.
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The basic original random matrix model studied by Voiculescu corresponds to independent complex Gaussian variables, where the entries \( Y_{i,j}(u, n) \) of each matrix \( Y(u, n) \) satisfy the Hermiticity condition, have mean zero, and the variances of real-valued diagonal Gaussian variables \( Y_{i,i}(u, n) \) are equal to \( 1/n \), whereas those of the real and imaginary parts of the off-diagonal (complex-valued) Gaussian variables \( Y_{i,j}(u, n) \) are equal to \( 1/2n \). If we relax the assumption on equal variances, the scalar-valued free probability is no longer sufficient to describe the asymptotics of Gaussian random matrices. One approach is to use the operator-valued free probability, as in the work of Shlakhtyenko [32], who studied the asymptotics of Gaussian random band matrices and proved that they are asymptotically free with amalgamation over some commutative algebra. This approach was further developed by Benaych-Georges [6] who treated the case when one of the asymptotic dimensions vanishes.

Our approach is based on the decomposition of independent Hermitian Gaussian random matrices \( Y(u, n) \) with block-identical variances of \( |Y_{i,j}(u, n)| \) into symmetric blocks \( T_{p,q}(u, n) \), where \( u \in \mathcal{U} \) and \( n \in \mathbb{N} \), namely

\[
Y(u, n) = \sum_{1 \leq p < q \leq r} T_{p,q}(u, n),
\]

where symmetric blocks can be written in the form

\[
T_{p,q}(u, n) = \begin{cases} 
D_q Y(u, n) D_q & \text{if } p = q \\
D_p Y(u, n) D_q + D_q Y(u, n) D_p & \text{if } p < q
\end{cases}
\]

where \( \{D_1, \ldots, D_r\} \) is the family of \( n \times n \) diagonal matrices that forms a decomposition of the \( n \times n \) identity matrix corresponding to the partition of \( [n] := \{1, \ldots, n\} \) into disjoint nonempty intervals \( N_1, \ldots, N_r \) and we assume that

\[
\lim_{n \to \infty} \frac{n_q}{n} = d_q \geq 0
\]

for any \( q \), where \( n_q \) denotes the cardinality of \( N_q \). Of course, the quantities \( N_q, n_q, D_q \) depend on \( n \), but this is suppressed in our notation.

At the same time, we decompose each semicircular Gaussian operator in terms of the corresponding \( r \times r \) array of matricially free Gaussian operators [23], namely

\[
\omega(u) = \sum_{p,q=1}^r \omega_{p,q}(u),
\]

living in the matricially free Fock space of tracial type, similar to the matricially free Fock space introduced in [23], in which we distinguish a family of states \( \{\Psi_1, \ldots, \Psi_r\} \) associated with a family of vacuum vectors. These states are used to build the array \( (\Psi_{p,q}) \) by setting \( \Psi_{p,q} = \Psi_q \).

Nevertheless, in order to reproduce the limit distributions of symmetric blocks in the case when the variances are only block-identical rather than identical, which is obtained by a rescaling, we also need to rescale the matricially free Gaussian operators in the above expressions. The corresponding arrays of distributions

\[
[\sigma(u)] = 
\begin{pmatrix}
\sigma_{1,1}(u) & \kappa_{1,2}(u) & \cdots & \kappa_{1,r}(u) \\
\kappa_{2,1}(u) & \sigma_{2,2}(u) & \cdots & \kappa_{2,r}(u) \\
\vdots & \vdots & \ddots & \vdots \\
\kappa_{r,1}(u) & \kappa_{r,2}(u) & \cdots & \sigma_{r,r}(u)
\end{pmatrix},
\]
consisting of semicircle laws $\sigma_{q,q}(u)$ and Bernoulli laws $\kappa_{p,q}(u)$, replace the semicircle laws $\sigma(u)$ and play the role of matricial semicircle laws. In turn, the rescaled matricially free Gaussians $(\omega_{p,q}(u))$ replace free Gaussians $\omega(u)$ and thus the corresponding sums become more general objects called Gaussian pseudomatrices.

In any case, it is the family of symmetrized Gaussian operators defined by

$$\hat{\omega}_{p,q}(u) = \begin{cases} 
\omega_{q,q}(u) & \text{if } p = q \\
\omega_{p,q}(u) + \omega_{q,p}(u) & \text{if } p < q 
\end{cases}$$

which gives the operatorial realizations of the limit joint distributions of the ensemble of symmetric blocks of the family $\{Y(u,n) : u \in \mathcal{U}\}$ of Hermitian Gaussian random matrices (HGRM) in the case when the complex random variables in each symmetric block are identically distributed.

In this setting, we obtain an operatorial realization of the limit joint distributions of symmetric blocks of independent HGRM under partial traces $\tau_q(n)$, by which we understand normalized traces over the sets of basis vectors indexed by $N_q$, respectively, composed with the classical expectation. It takes the form

$$\lim_{n \to \infty} \tau_q(n)(T_{p_1,q_1}(u_1,n) \ldots T_{p_m,q_m}(u_m,n)) = \Psi_q(\hat{\omega}_{p_1,q_1}(u_1) \ldots \hat{\omega}_{p_m,q_m}(u_m)),$$

where $u_1, \ldots, u_m \in \mathcal{U}$ and the remaining indices belong to $[r]$. Next, from the result for symmetric blocks of HGRM we can derive the limit joint distribution of symmetric blocks of independent (non-Hermitian) Gaussian random matrices (GRM) as in the case of GRM themselves given in [33].

This result can be viewed as a block refinement of that used by Voiculescu in his fundamental asymptotic freeness result. Using the convex linear combination

$$\Psi = \sum_{q=1}^{r} d_q \Psi_q,$$

we easily obtain a similar formula for $\tau(n)$ considered by most authors in their studies of asymptotics of random matrices. It is obvious that asymptotic freeness is a special case of our asymptotic matricial freeness and it corresponds to the case when the variances of all $|Y_{i,j}(u,n)|$ are identical. However, we also show that by considering partial traces we can produce random matrix models for boolean independence, monotone independence and s-freeness. It is not a coincidence since all these notions of independence arise in the context of suitable decompositions of free random variables as shown in [21,22].

Let us remark that similar distributions for one HGRM were derived in our previous paper [23]. Here, we generalize this result in several important directions:

1. we study symmetric blocks of families of independent random matrices rather than of one random matrix,
2. we consider the class of Hermitian random matrices which are asymptotically free, asymptotically free from $\{D_1, \ldots, D_r\}$, and whose norms are uniformly bounded,
3. we include the case when some elements of the dimension matrix

$$D = \text{diag}(d_1, d_2, \ldots, d_r),$$

called asymptotic dimensions, are equal to zero,
4. we observe that similar results are obtained if we take symmetric blocks of random matrices of dimension $d(n) \times d(n)$ for $d(n) \to \infty$ as $n \to \infty$. 
The class of Hermitian random matrices mentioned above includes unitarily invariant matrices converging in distribution to compactly supported probability measures on the real line which are known to be asymptotically free and asymptotically free from diagonal deterministic matrices [18]. Joint distributions of their blocks were studied by Benaych-Georges [6] by means of freeness with amalgamation under the additional assumption that the singular values of $D_p Y(u, n) D_q$ are deterministic.

It is especially interesting to study off-diagonal symmetric blocks consisting of two rectangular blocks whose dimensions do not grow proportionately, with the larger dimension proportional to $n$ and the smaller dimension growing slower than $n$. Such blocks will be called *unbalanced* in contrast to the *balanced* ones, in which both dimensions are proportional to $n$. In the formulas for joint distributions under the trace $\tau(n)$, the contributions from partial traces associated with vanishing asymptotic dimensions disappear in the limit. However, certain limit joint distributions involving unbalanced symmetric blocks under the partial traces themselves become non-trivial and interesting.

It should be pointed out that one can derive the limit joint distributions of all balanced blocks, using ordinary freeness (with scalar-valued states) since the family $\{Y(u, n) : u \in \mathcal{U}\}$ is asymptotically free from $\{D_1, \ldots, D_r\}$ under $\tau(n)$ and

$$\tau_q(n)(X) = \frac{n}{n_q} \tau(n)(D_q X D_q)$$

for any $n \times n$ random matrix $X$ and any $q \in [r]$. However, when we have unbalanced blocks, this does not seem possible. In particular, if $d_q = 0$, the joint distribution of symmetric blocks under $\tau_q(n)$ is non-trivial, whereas its contribution to that under $\tau(n)$ is zero. Nevertheless, this ‘singular’ case seems to be of importance since it leads to new random matrix models. For instance, it gives other types of asymptotic independence as those mentioned above as well as a new random matrix model for free Meixner laws and the associated asymptotic conditional freeness [24].

We also show that the study of non-Hermitian Gaussian random matrices (sometimes called the Ginibre Ensemble) can be reduced to the Hermitian case as in Voiculescu’s paper. Further, by considering off-diagonal blocks of our matrices, we can recover limit joint distributions of independent Wishart matrices [37]

$$W(n) = B(n)B(n)^*$$

where $B(n)$ is a complex Gaussian matrix, or a random matrix of similar type, where each $B(n)$ is a product of independent Gaussian random matrices

$$B(n) = Y(u_1, n)Y(u_2, n) \ldots Y(u_k, n),$$

provided their dimensions are such that the products are well-defined. These results have led to the formula for the moments of the multiplicative free convolution of Marchenko-Pastur laws of arbitrary shape parameters, expressed in terms of multivariate Fuss-Narayana polynomials [26].

In all these situations, it suffices to embed the considered matrices in the algebra of symmetric blocks in an appropriate way. In particular, we obtain the random matrix model for the noncommutative Bessel laws of Banica *et al* [4] in this fashion. Non-Hermitian Wishart matrices, which are also of interest [19], can be treated in a similar way. We also expect that a continuous generalization of our block method will allow
us to treat symmetric triangular random matrices studied by Basu et al [5] and the triangular ones studied by Dykema and Haagerup [13].

The paper is organized as follows. Section 2 is devoted to the concept of matricial freeness, the corresponding arrays of Gaussian operators and matricial semicircle laws. Symmetrized counterparts of these objects are discussed in Section 3. In Section 4, we describe the combinatorics of the mixed moments of Gaussian operators and their symmetrized counterparts. Realizations of canonical noncommutative random variables in terms of matricially free creation and annihilation operators is given in Section 5. The first main result of this paper is contained in Section 6, where we derive the limit joint distributions of symmetric blocks of a large class of independent Hermitian random matrices under partial traces. In Section 7, we construct random matrix models for boolean, monotone and s-free independences. Non-Hermitian Gaussian random matrices are treated in Section 8. Section 9 is devoted to Wishart matrices, matrices of Wishart type and products of independent Gaussian random matrices.

Finally, we take this opportunity to issue an erratum to the definition of the symmetrically matricially free array of units given in [23]. The new definition entails certain changes which are discussed in the Appendix.

2. Matricial semicircle laws

Let us recall the basic notions related to the concept of matricial freeness [22]. Let \( A \) be a unital \(*\)-algebra with an array \((A_{i,j})\) of non-unital \(*\)-subalgebras of \( A \) and let \((\varphi_{i,j})\) be an array of states on \( A \). Here, and in the sequel, we shall skip \( J \) in the notations involving arrays and we shall tacitly assume that \((i, j) \in J\), where

\[ J \subseteq [r] \times [r], \]

and \( r \) is a natural number. Further, we assume that each \( A_{i,j} \) has an internal unit \( 1_{i,j} \), by which we understand a projection for which \( a1_{i,j} = 1_{i,j}a = a \) for any \( a \in A_{i,j} \), and that the unital subalgebra \( \mathcal{I} \) of \( A \) generated by all internal units is commutative.

For each natural number \( m \), let us distinguish the subset of the \( m \)-fold Cartesian product \( J \times J \times \ldots \times J \) of the form

\[ J_m = \{((i_1, j_1), \ldots, (i_m, j_m)) : (i_1, j_1) \neq \ldots \neq (i_m, j_m)\}, \]

and its subset

\[ \mathcal{K}_m = \{((i_1, i_2), (i_2, i_3) \ldots, (i_m, j_m)) : (i_1, i_2) \neq (i_2, i_3) \neq \ldots \neq (i_m, j_m)\}. \]

In other words, the neighboring pairs of indices in the set \( \mathcal{K}_m \) are not only different (as in free products), but are related to each other as in matrix multiplication. Objects labelled by diagonal or off-diagonal pairs, respectively, will be called diagonal and off-diagonal.

If \( \varphi_1, \varphi_2, \ldots, \varphi_r \) are states on \( A \), we form an array of states \((\varphi_{i,j})\) as follows:

\[ \varphi_{i,j} = \varphi_j \]
and then we will say that \((\varphi_{i,j})\) is defined by the family \((\varphi_j)\). In particular, when \(J = [r] \times [r]\), this array takes the form

\[
(\varphi_{i,j}) = \begin{pmatrix}
\varphi_1 & \varphi_2 & \ldots & \varphi_r \\
\varphi_1 & \varphi_2 & \ldots & \varphi_r \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_1 & \varphi_2 & \ldots & \varphi_r
\end{pmatrix}.
\]

The states \(\varphi_1, \varphi_2, \ldots, \varphi_r\) can be defined as states which are conjugate to a distinguished state \(\varphi\) on \(A\), where conjugation is implemented by certain elements of the diagonal subalgebras, namely

\[
\varphi_j(a) = \varphi(b_j^*a b_j)
\]

for any \(a \in A\), where \(b_j \in A_{i,j} \cap \text{Ker}\varphi\) is such that \(\varphi(b_j^* b_j) = 1\) for any \(j \in [r]\).

In general, other arrays can also be used in the definition of matricial freeness, but in this paper we will only use those defined by a family of \(r\) states, say \((\varphi_j)\), and thus the definition of matricial freeness is adapted to this situation. Since the original definition uses the diagonal states \([22]\), which here coincide with \(\varphi_1, \ldots, \varphi_r\), we shall use the latter in all definitions.

**Definition 2.1.** We say that \((1_{i,j})\) is a matricially free array of units associated with \((A_{i,j})\) and \((\varphi_{i,j})\) if for any state \(\varphi_j\) it holds that

\[
\begin{align*}
& (a) \ \varphi_j(b_1 a b_2) = \varphi_j(b_1) \varphi_j(a) \varphi_j(b_2) \text{ for any } a \in A \text{ and } b_1, b_2 \in I, \\
& (b) \ \varphi_j(1_{k,l}) = \delta_{j,l} \text{ for any } i, j, k, l, \\
& (c) \ \text{if } a_r \in A_{i_r,j_r} \cap \text{Ker}\varphi_{i_r,j_r}, \text{ where } 1 < r \leq m, \text{ then} \\
& \quad \varphi_j(a_1 a_2 \ldots a_m) = \begin{cases} \\
\varphi_j(a a_2 \ldots a_m) & \text{if } ((i_1, j_1), \ldots, (i_m, j_m)) \in K_m \\
0 & \text{otherwise} \\
\end{cases}
\end{align*}
\]

where \(a \in A\) is arbitrary and \(((i_1, j_1), \ldots, (i_m, j_m)) \in J_m\).

**Definition 2.2.** We say that *-subalgebras \((A_{i,j})\) are matricially free with respect to \((\varphi_{i,j})\) if the array of internal units \((1_{i,j})\) is the associated matricially free array of units and

\[
\varphi_j(a_1 a_2 \ldots a_n) = 0 \ \text{whenever } a_k \in A_{i_k,j_k} \cap \text{Ker}\varphi_{i_k,j_k}
\]

for any state \(\varphi_j\), where \(((i_1, j_1), \ldots, (i_m, j_m)) \in J_m\). The matricially free array of variables \((a_{i,j})\) in a unital *-algebra \(A\) is defined in a natural way.

The most important example of matrically free operators are the matricial generalizations of free Gaussian operators defined on a suitable Hilbert space of Fock type.

**Definition 2.3.** Let \(\{H_{p,q}(u) : (p, q) \in J, u \in U\}\) be a family of arrays of Hilbert spaces and let \(\Omega = \{\Omega_1, \ldots, \Omega_r\}\) be a family of unit vectors. By the matricially free Fock space of tracial type we understand the direct sum of Hilbert spaces

\[
M = \bigoplus_{q=1}^r M_q,
\]

where each summand is of the form

\[
M_q = \mathbb{C} \Omega_q \oplus \bigoplus_{m=1}^{\infty} \bigoplus_{\substack{p_1, \ldots, p_m \in [r] \ \text{such that} \ u_1, \ldots, u_m \in U}} H_{p_1,p_2}(u_1) \otimes H_{p_2,p_3}(u_2) \otimes \ldots \otimes H_{p_m,q}(u_m)
\]
where the summation extends over those indices which give tensor products of Hilbert spaces associated with pairs which belong to $J$. The direct sum is endowed with the canonical inner product.

Each space $\mathcal{M}_q$ is similar to the matricially free-boolean Fock space introduced in [23] except that its tensor products do not have to end with diagonal free Fock spaces and that we use a family of arrays of Hilbert spaces indexed by $u \in \mathcal{U}$. Thus, $\mathcal{M}$ is equipped with a family of (vacuum) unit vectors. The associated states will be denoted $\Psi_q(a) = \langle a \Omega_q, \Omega_q \rangle$

for any $a \in B(\mathcal{M})$ and any $q \in [r]$. This family is used to define an array of states. Thus, let $(\Psi_{p,q})$ be the array defined by the family $(\Psi_q)$, thus $\Psi_{p,q} = \Psi_q$ for any $(p, q) \in J$.

Remark 2.1. If $\mathcal{H}_{p,q} = \mathbb{C}e_{p,q}(u)$ for any $p, q, u$, then the orthonormal basis $B$ of the associated matricially free Fock space $\mathcal{M}$ is given by vacuum vectors $\Omega_1, \ldots, \Omega_r$, and simple tensors of the form

$$e_{p_1,p_2}(u_1) \otimes e_{p_2,p_3}(u_2) \otimes \cdots \otimes e_{p_m,q}(u_m)$$

where $p_1, \ldots, p_m, q \in [r]$, $u_1, \ldots, u_m \in \mathcal{U}$ and it is assumed that $(p_1, p_2), \ldots, (p_m, q) \in J$.

Definition 2.4. Let $(b_{p,q}(u))$ be an array of non-negative real numbers for any $u \in \mathcal{U}$. We associate with it the arrays of

1. matricially free creation operators $(\varphi_{p,q}(u))$ by setting

$$\varphi_{p,q}(u)\Omega_q = \sqrt{b_{p,q}(u)}e_{p,q}(u)$$

$$\varphi_{p,q}(u)(e_{q,s}(t) \otimes w) = \sqrt{b_{p,q}(u)}(e_{p,q}(u) \otimes e_{q,s}(t) \otimes w)$$

for any $e_{q,s}(t) \otimes w \in B$, where $(p, q), (q, s) \in J$ and $u, t \in \mathcal{U}$, and their action onto the remaining vectors is set to be zero,

2. matricially free annihilation operators $(\varphi_{p,q}^*(u))$ consisting of their adjoints,

3. matricially free Gaussian operators $(\omega_{p,q}(u))$ consisting of the sums

$$\omega_{p,q}(u) = \varphi_{p,q}(u) + \varphi_{p,q}^*(u),$$

and the matrix $(\omega_{p,q}(u))$ will be denoted by $[\omega(u)]$. The number $b_{p,q}(u)$ will be called the covariance of $\varphi_{p,q}(u)$ and the variance of $\omega_{p,q}(u)$ w.r.t. $\Psi_q$.

Remark 2.2. Note that the above definition is very similar to that in [23] and for that reason we use similar notations and the same terminology. Strictly speaking, however, the above operators live in a larger Fock space, built by the action of a collection of arrays of creation operators onto the family of vacuum vectors $\Omega$ rather than by the action of one array onto one distinguished vacuum vector. Let us also remark that if all covariances are equal to one, then the operators $\varphi_{p,q}(u)$ are partial isometries which generate Toeplitz-Cuntz-Krieger algebras [25] and thus there are nice objects to work with. Finally, in contrast to [23], we allow the covariances to vanish, which leads to trivial operators.

Example 2.1. The moments of each operator $\omega_{p,q}(u)$ will be easily obtained from Proposition 2.3 (cf. [23, Proposition 4.2]). Therefore, let us compute some simple mixed moments. First, we take only off-diagonal operators:

$$\Psi_q(\omega_{p,q}(u)\omega_{k,p}^4(t)\omega_{p,q}(u)) = \Psi_q(\varphi_{p,q}^*(u)\varphi_{k,p}^*(t)\varphi_{k,p}(t)\varphi_{k,p}(t)\varphi_{p,q}(u))$$
where \( p \neq q \neq k \neq p \) and \( t, u \in \mathcal{U} \) are arbitrary. If some operators are diagonal, we usually obtain more terms. For instance

\[
\Psi_q(\omega_{p,q}(u)\omega_{p,q}(t)\omega_{p,q}(u)) = \Psi_q(\varphi_{p,q}^*(u)\varphi_{p,q}(t)\varphi_{p,q}^*(t)\varphi_{p,q}(t)\varphi_{p,q}(u)) \\
+ \Psi_q(\varphi_{p,q}^*(u)\varphi_{p,q}(t)\varphi_{p,q}^*(t)\varphi_{p,q}(t)\varphi_{p,q}(u)) \\
= 2b_{p,q}^2(t)b_{p,q}(u)
\]

for any \( p \neq q \) and any \( u, t \in \mathcal{U} \). Let us observe that the pairings between the diagonal annihilation and creation operators and between the off-diagonal ones are the same as those between annihilation and creation operators in the free case and in the boolean case, respectively.

Now, we would like to prove matricial freeness of collective Gaussian operators of the form

\[
\omega_{p,q} = \varphi_{p,q} + \varphi_{p,q}^*,
\]

where

\[
\varphi_{p,q} = \sum_{u \in \mathcal{U}} \varphi_{p,q}(u) \quad \text{and} \quad \varphi_{p,q}^* = \sum_{u \in \mathcal{U}} \varphi_{p,q}^*(u),
\]

with respect to the array \((\Psi_{p,q})\). As in [23, Proposition 4.2], we will prove a more general result on matricial freeness of the array of algebras \((\mathcal{A}_{p,q})\) generated by collective creation, annihilation and unit operators.

For that purpose, let us define a suitable array of collective units \((1_{p,q})\). The easiest way to do it is to say that \( 1_{p,q} \) is the orthogonal projection onto the subspace onto which the associated collective creation or annihilation operators act non-trivially. However, a more explicit definition will be helpful.

**Definition 2.5.** By the array of collective units we will understand \((1_{p,q})\), where

\[
1_{p,q} = r_{p,q} + s_{p,q} \quad \text{for} \quad (p, q) \in \mathcal{J},
\]

where \( s_{p,q} \) is the orthogonal projection onto

\[
\mathcal{N}_{p,q} := \bigoplus_{u \in \mathcal{U}} \text{Ran}(\varphi_{p,q}(u)),
\]

and \( r_{p,q} \) is the orthogonal projection onto

\[
\mathcal{K}_{p,q} = \mathbb{C} \Omega_q \bigoplus_{k \neq q} \mathcal{N}_{q,k},
\]

\[
\mathcal{K}_{p,q} = \mathbb{C} \Omega_q \bigoplus_{k} \mathcal{N}_{q,k},
\]

for any diagonal \((q, q) \in \mathcal{J}\) and off-diagonal \((p, q) \in \mathcal{J}\), respectively. Let us remark that in the latter case \( r_{p,q} = 1_{q,q} \).

**Proposition 2.1.** The following relations hold:

\[
\varphi_{p,q}(u)\varphi_{k,l}(t) = 0 \quad \text{and} \quad \varphi_{p,q}^*(u)\varphi_{k,l}^*(t) = 0
\]

for \( q \neq k \) and any \( u, t \in \mathcal{U} \). Moreover,

\[
\varphi_{p,q}^*(u)\varphi_{p,q}(u) = b_{p,q}(u)1_{p,q}
\]

for any \( p, q, u \), and otherwise \( \varphi_{p,q}^*(u)\varphi_{k,l}(t) = 0 \) for any \( (p, q, u) \neq (k, l, t) \in \mathcal{J} \times \mathcal{U} \).
Proof. These relations follow from Proposition 2.1. ■

One can give a nice tensor product realization of matricially free creation and annihilation operators [25]. Let \( \mathcal{A} \) be the unital *-algebra generated by the system of *-free creation operators,
\[
\{ \ell(p, q, u) : 1 \leq p, q \leq [r], u \in \mathcal{U} \},
\]
and let \( \varphi \) be the vacuum state on \( \mathcal{A} \). In general, we assume that the covariances of these creation operators are arbitrary nonnegative numbers, that is
\[
\ell(p, q, u)^* \ell(p, q, u) = b_{p, q}(u) \geq 0.
\]
The case of trivial covariance is included for convenience. This enables us to suppose that \( \mathcal{J} = [r] \times [r] \) even if some of the operators in the considered arrays are zero.

The algebra of \( r \times r \) matrices with entries in \( \mathcal{A} \), namely \( M_r(\mathcal{A}) = \mathcal{A} \otimes M_r(\mathbb{C}) \), is equipped with the natural involution
\[
(a \otimes e(p, q))^* = a^* \otimes e(q, p)
\]
where \( a \in \mathcal{A} \) and \( p, q \in [r] \) and \( (e(p, q)) \) is the \( r \times r \) array of matrix units in \( M_r(\mathbb{C}) \). Consider the states \( \Phi_1, \ldots, \Phi_r \) on \( M_r(\mathcal{A}) \) of the form
\[
\Phi_q = \varphi \otimes \psi_q
\]
for any \( q \in [r] \), where \( \psi_q(b) = \langle be(q), e(q) \rangle \) and \( \{ e(j) : j \in [r] \} \) is the canonical orthonormal basis in \( \mathbb{C}^r \).

The result given below was proved in [25], but we provide the proof for the reader’s convenience.

Lemma 2.1. The *-distributions of the arrays
\[
\{ \ell(p, q, u) \otimes e(p, q) : p, q \in [r], u \in \mathcal{U} \}
\]
with respect to the states \( \Phi_q \) agree with the corresponding *-distributions of the arrays of matricially free creation operators
\[
\{ \varphi_{p, q}(u) : p, q \in [r], u \in \mathcal{U} \}
\]
with respect to the states \( \Psi_q \), respectively.

Proof. For simplicity, we assume that the covariances of all \( \ell(p, q, u) \) are equal to one. Let \( \mathcal{F}(\mathcal{H}) \) be the free Fock space over the direct sum of Hilbert spaces
\[
\mathcal{H} = \bigoplus_{1 \leq p, q \leq r} \mathcal{H}(p, q, u),
\]
where \( \mathcal{H}(p, q, u) = \mathbb{C} e(p, q, u) \) for any \( p, q, u \), with each \( e(p, q, u) \) being a unit vector, and denote by \( \Omega \) the vacuum vector in \( \mathcal{F}(\mathcal{H}) \). Define an isometric embedding
\[
\tau : \mathcal{M} \to \mathcal{F}(\mathcal{H}) \otimes \mathbb{C}^r
\]
by the formulas
\[
\tau(\Omega_q) = \Omega \otimes e(q),
\]
\[
\tau(e_{p_1, p_2}(u_1) \otimes \ldots \otimes e_{p_n, q}(u_n)) = e(p_1, p_2, u_1) \otimes \ldots \otimes e(p_n, q, u_n) \otimes e(p_1),
\]
for any \( q, p_1, \ldots, p_n \) and \( u_1, \ldots, u_n \), where \( \{ e(1), \ldots, e(r) \} \) is the canonical basis in \( \mathbb{C}^r \).

We then have
\[
\tau \varphi_{p, q}(u) = (\ell(p, q, u) \otimes e(p, q)) \tau
\]
since
\[ \tau(\varphi_{p,q}(u)\Omega_q) = \tau(e_{p,q}(u)) = e(p, q, u) \otimes e(p) \]
= \((\ell(p, q, u) \otimes e(p,q))(\Omega \otimes e(q))\) = \((\ell(p, q, u) \otimes e(p,q))\tau(\Omega_q)\)
and
\[
\tau(\varphi_{p,q}(u)(e_{q,p_2}(u_1) \otimes \ldots \otimes e_{p_n,t}(u_n))) \\
= \tau(e_{p,q}(u) \otimes e_{q,p_2}(u_1) \otimes \ldots \otimes e_{p_n,t}(u_n))) \\
= e(p, q, u) \otimes e(q, p_2, u_1) \otimes \ldots \otimes e(p_n, t, u_n) \otimes e(p) \\
= (\ell(p, q, u) \otimes e(p,q))(e(q, p_2, u_1) \otimes \ldots \otimes e(p_n, t, u_n) \otimes e(q)) \\
= (\ell(p, q, u) \otimes e(p,q))\tau(e_{q,p_2}(u_1) \otimes \ldots \otimes e_{p_n,t}(u_n))
\]
for any values of indices and arguments, whereas the actions onto the remaining basis vectors gives zero. This proves that \(\varphi_{p,q}(u)\) intertwines with \(\ell(p, q, u) \otimes e(p,q)\). Therefore, the \(*\)-distributions of \(\varphi_{p,q}(u)\) under the states \(\Psi_k\) agree with the corresponding \(*\)-distributions of \(\ell(p, q, u) \otimes e(p,q)\) under the states \(\Phi_k\), respectively, which finishes the proof. \(\blacksquare\)

Using the above, it is easy to see that the matricially free Gaussian operators give a decomposition of free semicircular operators even if the variances of the summands are different. This fact will be used in the results related to asymptotic freeness of Hermitian random matrices.

**Proposition 2.2.** Let \(\{\omega_{p,q}(u) : p, q \in [r], u \in \mathcal{U}\}\) be a family of matricially free Gaussian operators w.r.t. \(\Psi_{p,q}\), where \(\omega_{p,q}(u)\) has variance \(d_p \geq 0\) for any \(p, q, u\), where \(d_1 + \ldots + d_r = 1\). Then

1. the operator of the form
\[
\omega(u) = \sum_{p,q=1}^{r} \omega_{p,q}(u)
\]
has the standard semicircular distribution w.r.t. \(\Psi = \sum_q d_q \Psi_q\),
2. it holds that \(\varphi(u)\) \(*\) \(\varphi(v) = \delta_{u,v} 1\), where
\[
\varphi(u) = \sum_{p,q=1}^{r} \varphi_{p,q}(u) \text{ and } \varphi(u)^* = \sum_{p,q=1}^{r} \varphi_{p,q}^*(u)
\]
for any \(u\),

**Proof.** Using Lemma 2.1, we obtain
\[
\varphi(u)\ast \varphi(v) = \left( \sum_{p,q} \ell(p,q,u)^* \otimes e(q,p) \right) \left( \sum_{i,j} \ell(i,j,v) \otimes e(i,j) \right) \\
= \sum_{p,q,j} \ell(p,q,u)^* \ell(p,j,v) \otimes e(q,j) \\
= \delta_{u,v} \sum_{p,q} \ell(p,q,u)^* \ell(p,q,u) \otimes e(q,q) \\
= \delta_{u,v} \sum_{q} \left( \sum_{p} d_p \right) (1 \otimes e(q,q))
\]
An important fact in the asymptotics of random matrices is that certain families are asymptotically free from deterministic (in particular, diagonal) matrices. For that purpose, we would like to find a suitable family of operators on \( \mathcal{M} \) which would give a limit realization of the family \( \{D_1,\ldots,D_r\} \) of diagonal matrices defined in the Introduction. This family will be denoted by \( \{P_1,\ldots,P_r\} \).

**Lemma 2.2.** Let \( \{\wp (u) : u \in \mathcal{U}\} \) be as in Proposition 2.2 and let \( P_q = 1 \otimes e(q,q) \) for any \( q \in [r] \). Then the family \( \{\wp (u) : u \in \mathcal{U}\} \) is \(*\)-free from the family \( \{P_1,\ldots,P_r\} \) with respect to the state \( \Psi = \sum_q d_q \wp_q \), where \( d_1 + \ldots + d_r = 1 \).

**Proof.** We need to show that
\[
\wp (Q_{q_0} a_1(u_1) Q_{q_1} a_2(u_2) \ldots Q_{m-1} a_m(u_m) Q_{q_m}) = 0
\]
whenever each \( a_q(u_q) \in \text{Ker} \wp \) is a polynomial in \( \wp (u_q) \), \( q \in [m] \), whereas each \( Q_{q_j} \) is either equal to one (then we have \( u_j \neq u_{j+1} \)), or \( Q_{q_j} = P_{q_j} - \Psi (P_{q_j}) \) (in that case we have to consider any \( u_j, u_{j+1} \)). Note that the case when \( m = 0 \) is obviously true. As usual, we write each polynomial \( a_j(u_j) \) in the reduced form, that is we assume that it is a linear combination of products of the form
\[
\wp (u_j)^p (\wp (u_j))^q
\]
where \( p + q > 0 \). It suffices to show that any product of matrices
\[
P_q Q_{q_0} a_1(u_1) Q_{q_1} a_2(u_2) \ldots Q_{m-1} a_m(u_m) Q_{q_m} P_q
\]
(we treat all factors as operator-valued matrices) is a linear combination of terms of the form \( w \otimes e(q,q) \), where \( \wp (w) = 0 \). This means that any product of the corresponding entries \( \ell (p_j, q_j, u_j) \) and \( \ell (p_j, q_j, u_j)^* \) arising in the computation of the above moment does not reduce to a non-zero constant. If \( u_j \neq u_{j+1} \), such a reduction is not possible since the neighboring products of operators appearing at the first tensor site are free since they correspond to different elements of \( \mathcal{U} \). In turn, if \( u_j = u_{j+1} = u \), then we must have \( Q_{q_j} \neq 1 \) in between \( a_j(u) \) and \( a_{j+1}(u) \). Then, the only terms in polynomials \( a_j(u) \) and \( a_{j+1}(u) \) which can produce non-zero constants at the first tensor site are such in which \( Q_{q_j} \) is placed between \( \wp (u)^* \) and \( \wp (u) \) (the case when \( m = 1 \) is easy and is omitted). In order to examine this situation, we use the explicit form of \( Q_{q_j} = Q_p \), where we set \( q_j = p \) for simplicity,
\[
Q_p = \text{diag} (-d_p, \ldots, -d_p, 1 - d_p, -d_p, \ldots, -d_p),
\]
with \( 1 - d_p \) at the position \( p \). An easy matrix multiplication gives
\[
\wp (u)^* Q_p \wp (u) = \text{diag} (c_1, \ldots, c_r)
\]
where
\[
c_j = (1 - d_p) \ell (p, j, u)^* \ell (p, j, u) - d_p \sum_{i \neq p} \ell (i, j, u)^* \ell (i, j, u)
\]
\[
= (1 - d_p) d_p - d_p \left( \sum_{i \neq p} d_i \right) = 0
\]
and thus such terms also give zero contribution. This proves that \( \{ \varphi(u) : u \in \mathcal{U} \} \) is *-free from \( \{ P_1, \ldots, P_r \} \), which completes the proof.

**Remark 2.3.** Using Proposition 2.2, we can easily obtain the formulas
\[
\varphi_{p,q}(u) = P_p \varphi(u) P_q \quad \text{and} \quad \varphi_{p,q}(u)^* = P_q \varphi(u)^* P_p
\]
which leads to
\[
\omega_{p,q}(u) = P_p \varphi(u) P_q + P_q \varphi(u)^* P_p
\]
for any \( p, q, u \), as well as similar formulas for the symmetrized Gaussian operators. If \( \varphi_{p,q}(u) \) has covariance \( b_{p,q}(u) \), then we just need to rescale the above expressions. This enables us to express mixed moments of matricially free Gaussian operators and of their symmetrized counterparts under \( \Psi \) in terms of mixed moments of \( \omega(u) \) and \( \{ P_1, \ldots, P_r \} \). The same is true for any \( \Psi_q \) for which \( d_q \neq 0 \).

The arrays of laws of the operators \( \omega_{p,q}(u) \) consist of semicircle and Bernoulli laws. Therefore, let us recall their definitions. By the semicircle law of radius \( 2\alpha > 0 \) we understand the continuous distribution on the interval \( [-2\alpha, 2\alpha] \) with density
\[
d\sigma = \frac{\sqrt{4\alpha^2 - x^2}}{2\pi \alpha^2} dx
\]
and the Cauchy transform
\[
G(z) = \frac{z - \sqrt{z^2 - 4\alpha^2}}{2\alpha^2},
\]
where the branch of the square root is chosen so that \( \sqrt{z^2 - 4\alpha^2} > 0 \) if \( z \in \mathbb{R} \) and \( z \in (2\alpha, \infty) \). In turn, by the Bernoulli law concentrated at \( \pm\alpha \) we understand the discrete distribution
\[
\kappa = \frac{\delta_{-\alpha} + \delta_\alpha}{2}
\]
with the Cauchy transform
\[
G(z) = \frac{1}{z - \alpha^2/z}.
\]

**Proposition 2.3.** For any \( (p, q) \in \mathcal{J} \), let
\[
\mathcal{A}_{p,q} = \mathbb{C} \langle \varphi_{p,q}, \varphi_{p,q}^*, 1_{p,q} \rangle
\]
and let \( (\Psi_{p,q}) \) be the array of states on \( B(M) \) defined by the states \( \Psi_1, \ldots, \Psi_r \), associated with the vacuum vectors \( \Omega_1, \ldots, \Omega_r \), respectively. Then

1. the array \( (\mathcal{A}_{p,q}) \) is matricially free with respect to \( (\Psi_{p,q}) \), where the array of units is given by Definition 2.5,
2. the \( \Psi_{q,q} \)-distribution of non-trivial \( \omega_{q,q}(u) \) is the semicircle law of radius \( 2\sqrt{b_{q,q}(u)} \) for any \( (q, q) \in \mathcal{J} \) and \( u \in \mathcal{U} \),
3. the \( \Psi_{p,q} \)-distribution of non-trivial \( \omega_{p,q}(u) \) is the Bernoulli law concentrated at \( \pm\sqrt{b_{p,q}(u)} \) for any off-diagonal \( (p, q) \in \mathcal{J} \) and \( u \in \mathcal{U} \).

**Proof.** The proof reduces to that of [23, Proposition 4.2] since we can use Proposition 2.2 to get
\[
\varphi_{p,q} = P_p \left( \sum_{u \in \mathcal{U}} \varphi(u) \right) P_q \quad \text{and} \quad \varphi_{p,q}^* = P_q \left( \sum_{u \in \mathcal{U}} \varphi(u) \right)^* P_p
\]
where \( \{ \varphi(u) : u \in \mathcal{U} \} \) is \( 
abla \)-free with respect to \( \Psi \) and \( \varphi(u)\varphi(v) = \delta_{u,v} \).

\[ \Psi \]

**Corollary 2.1.** If \( J = [r] \times [r] \), then the array of distributions of non-trivial \( \omega_{p,q}(u) \), \( u \in \mathcal{U} \), in the states \( (\Psi_{p,q}) \) takes the matrix form

\[
[\sigma(u)] = \begin{pmatrix}
\sigma_{1,1}(u) & \kappa_{1,2}(u) & \ldots & \kappa_{1,r}(u) \\
\kappa_{2,1}(u) & \sigma_{2,2}(u) & \ldots & \kappa_{2,r}(u) \\
& \ddots & \ddots & \ddots \\
\kappa_{r,1}(u) & \kappa_{r,2}(u) & \ldots & \sigma_{r,r}(u)
\end{pmatrix}
\]

where \( \sigma_{q,q}(u) \) is the semicircle law of radius \( 2\sqrt{b_{q,q}(u)} \) for any \( q \) and \( \kappa_{p,q}(u) \) is the Bernoulli law concentrated at \( \pm \sqrt{b_{p,q}(u)} \) for any \( p \neq q \).

**Proof.** This is a special case of Proposition 2.3.

Each matrix of the above form plays the role of a *matricial semicircle law* (called standard if each diagonal law is the semicircle law of radius two and each off-diagonal law is the Bernoulli law concentrated at \( \pm 1 \)). In the case when some of the operators \( \omega_{p,q}(u) \) are equal to zero, the corresponding measures are replaced by \( \delta_0 \). More interestingly, the family \( \{\sigma(u), u \in \mathcal{U}\} \) can be treated as a family of independent matricial semicircle laws.

### 3. Symmetrized Matricial Semicircle Laws

The matricially free Gaussian operators are the ones which give the operatorial realizations of limit distributions for Hermitian Gaussian random matrices and their symmetric blocks in the most general case studied in this paper, including the situation when the dimension matrix \( D \) is singular (contains zeros on the diagonal).

In particular, in the case when the dimension matrix \( D \) has one zero on the diagonal and we evaluate the limit distribution of certain rectangular symmetric blocks under the associated partial trace, we obtain the case studied by Benaych-Georges [6]. We will show that this general situation requires us to use non-symmetrized arrays of Gaussian operators. Nevertheless, the special case when \( D \) has no zeros on the diagonal is worth to be studied separately since in this case the limit distribution assumes an especially nice form. Then each \( \omega_{p,q}(u) \) is non-trivial and, moreover, it always appears together with \( \omega_{q,p}(u) \) whenever \( p \neq q \). This leads to the following definition.

**Definition 3.1.** If \( J \) is symmetric, then the symmetrized creation operators are operators of the form

\[
\hat{\varphi}_{p,q}(u) = \begin{cases} 
\varphi_{q,q}(u) & \text{if } p = q \\
\varphi_{p,q}(u) + \varphi_{q,p}(u) & \text{if } p \neq q
\end{cases}
\]

for any \((p, q) \in J\) and \( u \in \mathcal{U} \). Their adjoints \( \hat{\varphi}_{p,q}^*(u) \) will be called symmetrized annihilation operators. The symmetrized Gaussian operators are sums of the form

\[
\hat{\omega}_{p,q}(u) = \hat{\varphi}_{p,q}(u) + \hat{\varphi}_{q,p}^*(u)
\]

for any \((p, q) \in J\) and \( u \in \mathcal{U} \). Each matrix \( (\hat{\omega}_{p,q}(u)) \) will be called a symmetrized Gaussian matrix. Of course, the matrices of symmetrized operators are symmetric.
We have shown in [23] that one array of symmetrized Gaussian operators gives the asymptotic joint distributions of symmetric random blocks of one Gaussian random matrix if the matrix $D$ is non-singular. In other words, symmetric blocks of a square Gaussian random matrix behave as symmetrized Gaussian operators when the size of the matrix goes to infinity. We will generalize this result to the case when we have a family of matrices indexed by a finite set $\mathcal{U}$ and we will allow the matrix $D$ to be singular. The second situation leads to the following definition.

**Definition 3.2.** If $\omega_{p,q}(u) \neq 0$ and $\omega_{q,p}(u) \neq 0$, then $\hat{\omega}_{p,q}(u)$ will be called balanced. If $\omega_{p,q}(u) = 0$ and $\omega_{q,p}(u) \neq 0$ or $\omega_{p,q}(u) = 0$ and $\omega_{q,p}(u) \neq 0$, then $\hat{\omega}_{p,q}(u)$ will be called unbalanced. If $\omega_{p,q}(u) = \omega_{q,p}(u) = 0$, then $\hat{\omega}_{p,q}(u) = 0$ will be called trivial.

**Example 3.1.** In order to see the difference in computations of moments between the matricially free Gaussian operators and their symmetrizations, consider the following examples:

\[
\begin{align*}
\Psi_1(\omega^4_{1,2}) &= 0 \\
\Psi_2(\omega^4_{1,2}) &= \Psi_2(\phi_{1,2}^{*}\phi_{1,2}^{*}\phi_{1,2}^{*}\phi_{1,2}^{*}) = b_{1,2}^2 \\
\Psi_1(\hat{\omega}^4_{1,2}) &= \Psi_1(\omega^4_{2,1}) + \Psi_1(\omega_{2,1}\omega_{1,2}\omega_{2,1}) \\
&= \Psi_1(\phi_{2,1}^{*}\phi_{2,1}^{*}\phi_{2,1}^{*}\phi_{2,1}^{*}) + \Psi_1(\phi_{1,2}^{*}\phi_{1,2}^{*}\phi_{1,2}^{*}\phi_{1,2}^{*}) = b_{2,1}^2 + b_{1,2}b_{2,1} \\
\Psi_2(\hat{\omega}^4_{1,2}) &= \Psi_2(\omega^4_{1,2}) + \Psi_1(\omega_{1,2}\omega_{2,1}\omega_{1,2}) \\
&= \Psi_1(\phi_{1,2}^{*}\phi_{1,2}^{*}\phi_{1,2}^{*}\phi_{1,2}^{*}) + \Psi_1(\phi_{1,2}^{*}\phi_{2,1}^{*}\phi_{2,1}^{*}\phi_{1,2}^{*}) = b_{1,2}^2 + b_{1,2}b_{2,1}
\end{align*}
\]

where, for simplicity, we took $\omega_{p,q}(u) = \omega_{p,q}$ for some fixed $u$ in all formulas. If, for instance, $\omega_{1,2} = 0$, then the third moment reduces to $b_{2,1}^2$ and the remaining three moments vanish.

In order to state the relation between the symmetrized operators, let us define the collective symmetrized units in terms of the array $(1_{p,q})$ of Definition 2.5 as

\[
\hat{1}_{p,q} = 1_{p,q} + 1_{q,p} - 1_{p,q}1_{q,p}
\]

respectively, for any $(p,q) \in \mathcal{J}$. The symmetrized units are described in more detail in the propositions given below.

**Proposition 3.1.** Let $\mathcal{J}$ be symmetric and let $\mathcal{N}_{p,q}$ be defined as in Definition 2.5 for any $(p,q) \in \mathcal{J}$.

1. If $(q,q) \in \mathcal{J}$, then $\hat{1}_{q,q}$ is the orthogonal projection onto $\mathbb{C}\Omega_q \oplus \bigoplus_k \mathcal{N}_{q,k}$.

2. If $(p,q) \in \mathcal{J}$, where $p \neq q$, then $\hat{1}_{p,q}$ is the orthogonal projection onto $\mathbb{C}\Omega_p \oplus \mathbb{C}\Omega_q \oplus \bigoplus_k (\mathcal{N}_{p,k} \oplus \mathcal{N}_{q,k})$.

**Proof.** The above formulas follow directly from Definition 2.5. □
Proposition 3.2. The collective symmetrized units satisfy the following relations:

\[ \hat{1}_{p,q} \hat{1}_{k,l} = \begin{cases} 
0 & \text{if } \{p, q\} \cap \{k, l\} = \emptyset \\
\hat{1}_{q,l} & \text{if } p \neq k \text{ and } q = l \\
\hat{1}_{p,q} & \text{if } (p, q) = (k, l) 
\end{cases} \]

**Proof.** These relations are immediate consequences of Proposition 3.1. □

Proposition 3.3. The following relations hold for any \( u, t \in \mathcal{U} \):

\[ \hat{\varphi}_{p,q}(u) \hat{\varphi}_{k,l}(t) = 0 \quad \text{and} \quad \hat{\varphi}_{p,q}^*(u) \hat{\varphi}_{k,l}^*(t) = 0 \]

when \( \{p, q\} \cap \{k, l\} = \emptyset \). Moreover,

\[ \hat{\varphi}_{p,q}^*(u) \hat{\varphi}_{k,l}(t) = 0 \]

when \( \{p, q\} \neq \{k, l\} \) or \( u \neq t \). Finally, if the matrix \( (b_{p,q}(u)) \) is symmetric, then

\[ \hat{\varphi}_{p,q}^*(u) \hat{\varphi}_{p,q}(u) = b_{p,q}(u) \hat{1}_{p,q} \]

for any \((i, j) \in \mathcal{J}\).

**Proof.** These relations follow from Proposition 2.1. □

In view of the last relation of Proposition 3.3, let us assume now that the matrices \( (b_{i,j}(u)) \) are symmetric for all \( u \in \mathcal{U} \). We would like to define a symmetrized array of algebras related to the array \( (A_{i,j}) \) of Proposition 2.3. For that purpose, we introduce collective symmetrized creation operators

\[ \hat{\varphi}_{p,q} = \sum_{u \in \mathcal{U}} \hat{\varphi}_{p,q}(u) \]

and their adjoints \( \hat{\varphi}_{p,q}^* \) for any \( (p, q) \in \mathcal{J} \). In turn, the sums

\[ \hat{\varphi}_{p,q} = \hat{\varphi}_{p,q} + \hat{\varphi}_{p,q}^* = \sum_{u \in \mathcal{U}} \hat{\varphi}_{p,q}(u) \]

will be called the collective symmetrized Gaussian operators.

Proposition 3.4. If \( (b_{p,q}(u)) \) is symmetric for any \( u \in \mathcal{U} \), then

\[ \hat{\varphi}_{p,q}^* \hat{\varphi}_{p,q} = b_{p,q} \hat{1}_{p,q} \quad \text{and} \quad \hat{\varphi}_{p,q}^* \hat{\varphi}_{k,l} = 0 \]

whenever \( \{p, q\} \cap \{k, l\} = \emptyset \), where \( b_{p,q} = \sum_{u \in \mathcal{U}} b_{p,q}(u) \).

**Proof.** The proof follows from Proposition 3.3. For instance,

\[ \hat{\varphi}_{p,q}^* \hat{\varphi}_{p,q} = \sum_{u, t \in \mathcal{U}} \hat{\varphi}_{p,q}^*(u) \hat{\varphi}_{p,q}(t) = \sum_{u \in \mathcal{U}} b_{p,q}(u) \hat{1}_{p,q} = b_{p,q} \hat{1}_{p,q} \]

The remaining relations are proved in a similar way. □

Let us discuss the notion of symmetric matricial freeness from an abstract point of view. We assume that the set \( \mathcal{J} \) is symmetric, by which we mean that \((j, i) \in \mathcal{J} \) whenever \((i, j) \in \mathcal{J}\). Then we consider a symmetric array of subalgebras \((A_{i,j})\) of a unital algebra \( A \) and we assume that \((1_{i,j})\) is the associated symmetric array of internal units. By \( \mathcal{I} \) we denote the unital algebra generated by the internal units and we assume that it is commutative. Moreover, the array of states \((\varphi_{i,j})\) on \( A \) remains
as in the definition of matricial freeness. Since the array $(A_{i,j})$ is symmetric, we thus associate two states, $\varphi_{i,j}$ and $\varphi_{j,i}$, with each off-diagonal subalgebra $A_{i,j}$.

Denote by $\mathcal{F}$ the set of non-ordered pairs $\{i,j\}$, even in the case when $i = j$. Instead of sets $\mathcal{F}_m$, we shall use their symmetric counterparts, namely subsets of the $m$-fold Cartesian product $\mathcal{F} \times \mathcal{F} \times \ldots \times \mathcal{F}$ of the form

$$\mathcal{F}_m = \{\{i_1,j_1\},\ldots,\{i_m,j_m\} : \{i_1,j_1\} \neq \ldots \neq \{i_m,j_m\}\},$$

and their subsets

$$\mathcal{K}_m = \{\{(i_1,j_1),\ldots,(i_m,j_m)\} : (i_k,j_k) \cap (i_{k+1},j_{k+1}) \neq \emptyset \text{ for } 1 \leq k \leq m-1\},$$

where $m \in \mathbb{N}$. These sets comprise tuples of non-ordered pairs, in which neighboring pairs are different (as in the case of free products) and are related to each other as in non-trivial multiplication of symmetric blocks of matrices.

In order to define the notion of symmetric matricial freeness, we shall first define the array of symmetrically matricially free units. This definition will differ from that given in [23] since we have discovered that the conditions on the units need to be strengthened in order that the symmetrized array of Gaussian algebras be symmetrically matricially free as claimed in [23, Proposition 4.2]. In order to formulate stronger conditions on the moments involving symmetrized units, we also choose a slightly different formulation which contains relations between these units. This modification allows us to state the condition on the moments in the simplest possible form, involving only the diagonal units.

**Definition 3.3.** Let $(A_{i,j})$ be a symmetric array of subalgebras of $\mathcal{A}$ with a symmetric array of internal units $(1,_{i,j})$, and let $(\varphi_{i,j})$ be an array of states on $\mathcal{A}$ defined by the family $(\varphi_j)$. If, for some $a \in A^0_{i,j}$, where $i \neq j$, it holds that

$$\varphi_j(b_{i,i} a) = \varphi_j(ba) \quad \text{and} \quad \varphi_j(b_{1,j} a) = 0$$

or

$$\varphi_j(b_{1,j} a) = \varphi_j(ba) \quad \text{and} \quad \varphi_j(b_{1,i} a) = 0$$

for any $b \in A^0_{i,j}$, then we will say that $a$ is *odd* or *even*, respectively. The subspaces of $A^0_{i,j}$ spanned by even and odd elements will be called even and odd, respectively. If each off-diagonal $A^0_{i,j}$ is a direct sum of an odd subspace and an even subspace, the array $(A_{i,j})$ will be called decomposable.

**Example 3.2.** The idea of even and odd elements comes from $^*$-algebras generated by symmetrized creation operators. If $p \neq q$ and $k$ is odd, it is easy to see that

$$\Psi_q(b_{1,p} b_{p,q}^k) = \Psi_q(b_{p,q} b_{p,q}^k)$$

for any $b \in A^0_{p,q}$ and thus $b_{p,q}^k$ is odd. In turn, if $k$ is even,

$$\Psi_q(b_{1,q} b_{q,p}^k) = \Psi_q(b_{q,p} b_{q,p}^k)$$

for any $b \in A^0_{p,q}$ and thus $b_{q,p}^k$ is even.
for any \( b \in \mathcal{A}_{p,q}^0 \) and thus \( \hat{\psi}_{p,q}^{k} \) is even. The main property of the pair \((\varphi_{p,q}, \varphi_{q,p})\) used here is that only alternating products of these two operators do not vanish and thus a non-trivial product of odd or even order maps \( \Omega_q \) onto a linear span of simple tensors which begin with \( e_{p,q}(u) \), or \( e_{q,p}(u) \), where \( u \in \mathcal{U} \), respectively.

**Definition 3.4.** We say that the symmetric array \((1_{i,j})\) is a symmetrically matricially free array of units associated with a symmetric decomposable array \((A_{i,j})\) and the array \((\varphi_{i,j})\) if for any state \( \varphi_j \) it holds that

1. \( \varphi_j(u_1a_2u_2) = \varphi_j(u_1)\varphi_j(a)\varphi_j(u_2) \) for any \( a \in \mathcal{A} \) and \( u_1, u_2 \in \mathcal{I} \),
2. \( \varphi_q(1_{k,l}) = \delta_{q,k} + \delta_{q,l} - \delta_{q,k}\delta_{q,l} \) for any \( q, k, l \),
3. if \( a_r \in A_{i_r,j_r} \cap \text{Ker} \varphi_{i_r,j_r} \), where \( 1 \leq r \leq m \), then

\[
\varphi_j(a_1_{i_1,j_1}a_2 \ldots a_m) = \begin{cases} 
\varphi_j(aa_2 \ldots a_m) & \text{if } i_2 = j_2 \lor (i_2 \neq j_2 \land a_2 \text{ even}) \\
0 & \text{if } i_2 \neq j_2 \land a_2 \text{ odd}
\end{cases}
\]

where \( a \in \mathcal{A} \) is arbitrary and \( \{(i_1, j_1), \ldots, (i_m, j_m)\} \in \hat{\mathcal{K}}_m \), and the moment also vanishes when \( \{(i_1, j_1), \ldots, (i_m, j_m)\} \in \mathcal{J}_m \setminus \hat{\mathcal{K}}_m \).

**Definition 3.5.** We say that a symmetric decomposable array \((A_{i,j})\) is symmetrically matricially free with respect to \((\varphi_{i,j})\) if

1. for any \( a_k \in \text{Ker} \varphi_{i_k,j_k} \cap \mathcal{A}_{i_k,j_k} \), where \( k \in [m] \) and \( \{i_1, j_1\} \neq \ldots \neq \{i_m, j_m\} \), and for any state \( \varphi_j \) it holds that

\( \varphi_j(a_1a_2 \ldots a_m) = 0 \)

2. \((1_{i,j})\) is the associated symmetrically matricially free array of units.

The array of variables \((a_{i,j})\) in a unital algebra \( \mathcal{A} \) will be called symmetrically matricially free with respect to \((\varphi_{i,j})\) if there exists a symmetrically matricially free array of units \((1_{i,j})\) in \( \mathcal{A} \) such that the array of algebras \((A_{i,j})\), each generated by \( a_{i,j} + a_{j,i} \) and \( 1_{i,j} \), respectively, is symmetrically matricially free with respect to \((\varphi_{i,j})\). The definition of \(*\)-symmetrically matricially free arrays of variables is similar to that of \(*\)-matricially free arrays.

**Proposition 3.5.** Assume that \( \mathcal{J} \) and \((b_{p,q}(u))\) are symmetric and \( b_{p,q}(u) > 0 \) for any \((p, q) \in \mathcal{J} \) and \( u \in \mathcal{U} \). Let

\[
\hat{\mathcal{A}}_{p,q} = \mathbb{C}\langle \hat{\psi}_{p,q}, \hat{\psi}_{p,q}^* \rangle
\]

and let \((\Psi_{p,q})\) be the array of states on \( B(\mathcal{H}) \) defined by the states \( \Psi_1, \ldots, \Psi_r \) associated with the vacuum vectors \( \Omega_1, \ldots, \Omega_r \), respectively. Then

1. the array \((\hat{\mathcal{A}}_{p,q})\) is symmetrically matricially free with respect to \((\Psi_{p,q})\), where the associated array of units is \((\hat{1}_{p,q})\),
2. the \( \Psi_{p,q} \)-distribution of \( \hat{\psi}_{p,q}(u) \) is the semicircle law of radius \( 2\sqrt{b_{p,q}(u)} \) for any \((p, q) \in \mathcal{J} \) and \( u \in \mathcal{U} \).

**Proof.** The proof of the second statement is the same as in the case when \( \mathcal{U} \) consists of one element [23, Proposition 8.1], so we will only be concerned with the first one. In that connection, let us observe that \( \hat{1}_{p,q} \in \hat{\mathcal{A}}_{p,q} \) for any \((p, q) \in \mathcal{J} \) by Proposition 3.4, so that is why we did not include the symmetrized units in the set of generators. In order to prove symmetric matricial freeness of the array \((\hat{\mathcal{A}}_{p,q})\), one needs to prove that the conditions of Definitions 3.4 and 3.5 are satisfied. If \( p \neq q \), in view of commutation...
relations of Proposition 3.3, any element \( a \in \hat{\mathbb{A}}^0_{p,q} := \hat{\mathbb{A}}_{p,q} \cap \text{Ker} \Psi_{p,q} \) is spanned by products of the form
\[
\hat{\varphi}_{p_1,q_1}(u_1) \cdots \hat{\varphi}_{p_i,q_i}(u_i) \hat{\varphi}_{k_{i+1},l_{i+1}}^*(t_{i+1}) \cdots \hat{\varphi}_{k_j,l_j}^*(t_j),
\]
where \( u_1, \ldots, u_i, t_1, \ldots, t_j \in \mathcal{U} \) and \( i + j > 0 \), with all pairs of matricial indices taken from the set \( \{(p, q), (q, p)\} \) and alternating within both groups, i.e.
\[
(p_{r+1}, q_{r+1}) = (q_r, p_r) \text{ and } (k_{r+1}, l_{r+1}) = (l_r, k_r)
\]
for any \( r \). Both facts allow us to conclude that any element of \( \hat{\mathbb{A}}^0_{p,q} \), when acting onto a simple tensor \( w \), either gives zero or
\[
e_{p_1,q_1}(u_1) \otimes e_{p_2,q_2}(u_2) \cdots \otimes e_{p_i,q_i}(u_i) \otimes w
\]
whenever \( w \) begins with some \( e_{q,i,k}(u) \) for some \( k \) and \( u \), where matricial indices are as above. The case when \( p = q \) is identical to that treated in the proof of Proposition 2.3. Therefore, a successive action of elements \( a_1, \ldots, a_n \) satisfying the assumptions of Definition 3.4 either gives zero or a vector which is orthogonal to \( \mathbb{C} \Omega_q \), which implies that
\[
\Psi_q(a_1 \cdots a_n) = 0
\]
for any \( q \in \mathcal{J} \), which proves the first condition of Definition 3.5. Let us prove now that \( \hat{1}_{p,q} \) satisfies the conditions of Definition 3.4. The first condition holds since an analogous condition holds for the array \( (1_{p,q}) \). As for the second condition, it suffices to prove it for \( p_1 = q_1 \) by Proposition 3.2. Let us first observe that each off-diagonal \( \mathbb{A}^0_{p,q} \) is decomposable in the sense of Definition 3.3. Namely, the odd (even) subspace of \( \mathbb{A}^0_{p,q} \) is spanned by products of creation and annihilation operators of the form given above in which \( i \) is odd (even). Suppose first that \( p_2 \ne q_2 \). Then, under the assumptions of Definition 3.3, it is easy to see that if \( q_1 = p_2 \) and \( a_2 \in \mathbb{A}^0_{p,q} \) is odd, then either \( a_2 \ldots a_m \Omega_q = 0 \), or
\[
a_2 \ldots a_m \Omega_q = e_{p_2,q_2}(u_1) \otimes \ldots \otimes e_{p_i,q_i}(u_i) \otimes w
\]
where \( q_i = q_2 \), for some \( u_1, \ldots, u_i \) and some vector \( w \), and pairs \( (q_1, q_2), \ldots, (p_i, q_i) \) are taken from the set \( \{(p_2, q_2), (q_2, p_2)\} \) and alternate. By Proposition 3.1, the unit \( \hat{1}_{q_1,q_1} \) leaves the vector \( a_2 \ldots a_m \Omega_q \) invariant. In turn, if \( a_2 \) is even, then either \( a_2 \ldots a_m \Omega_q = 0 \), or
\[
a_2 \ldots a_m \Omega_q = e_{q_2,p_2}(u_1) \otimes \ldots \otimes e_{p_i,q_i}(u_i) \otimes w
\]
where \( q_i = q_2 \) for some \( u_1, \ldots, u_i \) and thus \( \hat{1}_{q_1,q_1}a_2 \ldots a_m \Omega_q = 0 \). Finally, if \( p_2 = q_2 \) and \( p_2 \in \{p_1, q_1\} \), then it is obvious that \( \hat{1}_{p_1,q_1} \) leaves \( a_2 \ldots a_m \Omega_q \) invariant. This completes the proof of symmetric matricial freeness. \( \blacksquare \)

**Corollary 3.1.** Under the assumptions of Proposition 3.5, if \( \mathcal{J} = [r] \times [r] \), then the array of distributions of \( (\hat{\varphi}_{p,q}(u)), u \in \mathcal{U} \), in the states \( (\Psi_{p,q}) \) is given by
\[
[\hat{\sigma}(u)] = \begin{pmatrix}
\sigma_{1,1}(u) & \sigma_{1,2}(u) & \ldots & \sigma_{1,r}(u) \\
\sigma_{1,2}(u) & \sigma_{2,2}(u) & \ldots & \sigma_{2,r}(u) \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{1,r}(u) & \sigma_{2,r}(u) & \ldots & \sigma_{r,r}(u)
\end{pmatrix}
\]
where \( \sigma_{p,q}(u) \) is the semicircle law of radius \( 2\sqrt{b_{p,q}(u)} \) for any \( (p, q) \in \mathcal{J} \) and \( u \in \mathcal{U} \).
Each symmetric matrix of the above form plays the role of a \textit{symmetrized matricial semicircle law}. It clearly differs from the matricial semicircle law of Corollary 2.1, but it contains all information needed to compute all mixed moments of the symmetrized Gaussian operators in the states $\Psi_1, \ldots, \Psi_r$. For that reason, we use square matrices since we need two distributions of each off-diagonal operator $\tilde{\omega}_{p,q}(u)$, in the states $\Psi_p$ and $\Psi_q$.

Even if the matrices $B(u) = (b_{p,q}(u))$ are not symmetric, a result similar to Proposition 3.5 can be proved. For that purpose, we shall need the probability measure $\nu$ on $\mathbb{R}$ corresponding to the two-periodic continued fraction $(a, b, a, \ldots)$. Its Cauchy transform is

$$G(z) = \frac{z^2 + b - a - \sqrt{(z^2 - b - a)^2 - 4ab}}{2zb}.$$ 

It has the absolutely continuous part

$$d\nu = \frac{\sqrt{4ab - (x^2 - a - b)^2}}{2\pi bx}dx$$

supported on $|\sqrt{a} - \sqrt{b}| \leq |x| \leq \sqrt{a} + \sqrt{b}$ and an atom of mass $1/2 - a/2b$ at $x = 0$ if $a \neq b$ (see, for instance, [21, Example 9.2]). In particular, if $a = b$, then $\nu$ is the semicircle law of radius $2a$.

\textbf{Proposition 3.6.} Assume that $\mathcal{J}$ is symmetric and that $b_{p,q}(u) > 0$ for any $(p, q) \in \mathcal{J}$ and $u \in \mathcal{U}$. Let

$$\hat{A}_{p,q} = \mathbb{C}\langle \hat{\omega}_{p,q}, \hat{\omega}_{q,p}^*, r_{p,q}, r_{q,p} \rangle$$

and let $(\Psi_{p,q})$ be the array of states on $B(M)$ defined by the states $\Psi_1, \ldots, \Psi_r$, associated with the vacuum vectors $\Omega_1, \ldots, \Omega_r$, respectively. Then

1. the array $(\hat{A}_{p,q})$ is symmetrically matricially free with respect to $(\Psi_{p,q})$, where the associated array of units is $(\tilde{1}_{p,q})$,
2. the $\Psi_{p,q}$-distribution of $\tilde{\omega}_{p,q}(u)$ is $\nu_{p,q}(u)$ for any $(p, q) \in \mathcal{J}$ and $u \in \mathcal{U}$, where $\nu_{p,q}(u)$ is the distribution corresponding to the two-periodic continued fraction with the Jacobi sequence $(b_{p,q}(u), b_{q,p}(u), \ldots)$.

\textbf{Proof.} The proof of matricial freeness is similar to that of Proposition 3.5, but more technical due to more complicated commutation relations between the off-diagonal collective creation and annihilation operators

$$\hat{\omega}_{p,q}^* \hat{\omega}_{p,q} = b_{p,q}r_{p,q} + b_{q,p}r_{q,p}$$

where $b_{p,q} = \sum_{u \in U} b_{p,q}(u)$ and $b_{q,p} = \sum_{u \in U} b_{q,p}$ for any $p \neq q$. In turn, we will show in Example 4.4 that the corresponding probability measures on the real line correspond to two-periodic continuous fractions with sequences of Jacobi coefficients $(b_{q,p}(u), b_{p,q}(u), \ldots)$ and $(b_{p,q}(u), b_{q,p}(u), \ldots)$, respectively. $\blacksquare$

\textbf{Corollary 3.2.} Under the assumptions of Proposition 3.6, if $\mathcal{J} = [r] \times [r]$, the array of distributions of $\tilde{\omega}_{p,q}(u)$, $u \in \mathcal{U}$, in the states $(\Psi_{p,q})$ is given by

$$[\hat{\sigma}(u)] = \begin{pmatrix}
\sigma_{1,1}(u) & \nu_{1,2}(u) & \ldots & \nu_{1,r}(u) \\
\nu_{2,1}(u) & \sigma_{2,2}(u) & \ldots & \nu_{2,r}(u) \\
\vdots & \ddots & \ddots & \vdots \\
\nu_{r,1}(u) & \nu_{r,2}(u) & \ldots & \sigma_{r,r}(u)
\end{pmatrix}.$$
where and $\vartheta_{p,q}(u)$ is the distribution corresponding to the two-periodic continued fraction with the Jacobi sequence $(b_{p,q}(u), b_{q,p}(u), \ldots)$ for any $(p, q) \in J$ and $u \in U$.

4. Combinatorics of mixed moments

It can be seen from the computations in Section 2 that the mixed moments of matricially free Gaussian operators are related to noncrossing pair partitions. The difference between them and free Gaussians is that one has to use colored noncrossing pair partitions, where coloring is adapted to the pairs of matricial indices from $J$ and to the additional indices from the set $U$. It will be convenient to assume here that $U = \{t\}$, where $t$ is a natural number.

For a given noncrossing pair partition $\pi$, we denote by $B(\pi)$, $\mathcal{L}(\pi)$ and $\mathcal{R}(\pi)$ the sets of its blocks, their left and right legs, respectively. If $\pi_i = \{l(i), r(i)\}$ and $\pi_j = \{l(j), r(j)\}$ are blocks of $\pi$ with left legs $l(i)$ and $l(j)$ and right legs $r(i)$ and $r(j)$, respectively, then $\pi_i$ is inner with respect to $\pi_j$ if $l(j) < l(i) < r(i) < r(j)$. In that case $\pi_j$ is outer with respect to $\pi_i$. It is the nearest outer block of $\pi_i$ if there is no block $\pi_k = \{l(k), r(k)\}$ such that $l(j) < l(k) < l(i) < r(i) < r(k) < r(j)$. Since the nearest outer block, if it exists, is unique, we can write in this case

$$\pi_j = o(\pi_i), \ l(j) = o(l(i)) \text{ and } r(j) = o(r(i)).$$

If $\pi_i$ does not have an outer block, it is called a covering block. In that case we set $o(\pi_i) = \pi_0$, where we define $\pi_0 = \{0, m + 1\}$ and call the imaginary block.

Example 4.1. Let $\sigma \in \mathcal{NC}_6^2$ be as in Fig. 1. Its blocks are $\{1, 6\}, \{2, 3\}, \{4, 5\}$ and the imaginary block is $\{0, 7\}$. The left and right legs of $\pi$ are $\mathcal{L}(\sigma) = \{1, 2, 4\}$ and $\mathcal{R}(\sigma) = \{3, 5, 6\}$. The block $\{1, 6\}$ is the nearest outer block of both $\{2, 3\}$ and $\{4, 5\}$ and the imaginary block $\{0, 7\}$ is the nearest outer block of $\{1, 6\}$.

Computations of mixed moments of $(\omega_{p,q}(u))$ in the states $\Psi_q$ are based on the classes of colored noncrossing pair partitions adapted to ordered tuples of indices. Since, in addition to the pair of matricial indices $(p, q)$, we have an additional index $u$ as compared with the case studied previously, we distinguish the matricial indices from the non-matricial one and we use an abbreviated notation for the pair $\nu = (p, q)$. In the random matrix context, the matricial indices will be related to blocks of a random matrix, whereas $u$ will label independent matrices. If the set $U$ consists of one element, we recover the analogous definition of [23].

Definition 4.1. We will say that $\pi \in \mathcal{NC}_m^2$ is adapted to the tuple $((v_1, u_1), \ldots, (v_m, u_m))$, where $v_k = (p_k, q_k) \in [r] \times [r]$ and $u_k \in [t]$ for any $k$, if

(a) $(v_i, u_i) = (v_j, u_j)$ whenever $\{i, j\}$ is a block of $\pi$,
(b) $q_j = p_{o(j)}$ whenever $\{i, j\}$ is a block of $\pi$ which has an outer block.

The set of such partitions will be denoted by $\mathcal{NC}_m^2((v_1, u_1), \ldots, (v_m, u_m))$. In turn, by $\mathcal{NC}_{m,q}^2((v_1, u_1), \ldots, (v_m, u_m))$ we will denote its subset, for which $q_k = q$ whenever $k$ belongs to a covering block.

In order to find combinatorial formulas for the moments of our Gaussian operators, we need to use colored noncrossing pair partitions. It will suffice to color each $\pi \in \mathcal{NC}_m^2$, where $m$ is even, by numbers from the set $[r]$ and label it by numbers from the set $U$. We will denote by $F_r(\pi)$ the set of all mappings $f$ from the set of blocks of $\pi$ into $[r]$.
called colorings. In turn, we will denote by $F_t(\pi)$ the set of all mappings $g$ from the set of blocks of $\pi$ into $[t]$ called labelings.

Thus, by a colored labeled noncrossing pair partition (or, simply, colored noncrossing pair partition) we will understand a triple $(\pi, f, g)$, where $\pi \in \mathcal{NC}_m^2$, $f \in F_r(\pi)$ and $g \in F_t(\pi)$. The set
\[
\mathcal{B}(\pi, f, g) = \{ (\pi_1, f, g), \ldots, (\pi_k, f, g) \}
\]
will denote the set of its blocks. We will always assume that also the imaginary block is colored by a number from the set $[r]$, but no labeling of the imaginary block is needed. If all blocks are labeled by the same index, we will omit both this index and the function $g$ in our notations.

**Example 4.2.** If $\pi \in \mathcal{NC}_m^2((v_1, u_1), \ldots, (v_m, u_m))$, then $(v_1, \ldots, v_m)$ defines a unique coloring of $\pi$ and $\hat{\pi}$ in which the block containing $k$ is colored by $p_k$ for any $k$ and the imaginary block is colored by $q$. Similarly, $(u_1, \ldots, u_m)$ defines a unique natural labeling of $\pi$. Consider the first colored partition given in Fig. 1, where, for simplicity, we assume that $t = 1$ and thus we can skip $u$'s. If we are given the tuple of pairs
\[
(v_1, v_2, v_3, v_4) = ((2, 1), (2, 2), (2, 2), (2, 1))
\]
then $\pi$ is adapted to this tuple. If $q = 1$, then the unique coloring of $\pi$ defined by the given tuple and the number $q$ is given by $f_1$ since the imaginary block must be colored by 1 and the colors of blocks $\{1, 4\}$ and $\{2, 3\}$ are obtained from the numbers assigned to their left legs, i.e. $f_1(1) = 2$ and $f_1(2) = 2$.

**Definition 4.2.** Let a real-valued matrix $B(u) = (b_{i,j}(u)) \in M_r(\mathbb{R})$ be given for any $u \in [t]$. We define a family of real-valued functions $b_q$, where $q \in [r]$, on the set of colored noncrossing pair-partitions by
\[
b_q(\pi, f, g) = b_q(\pi_1, f, g) \ldots b_q(\pi_k, f, g)
\]
where $\pi \in \mathcal{NC}_m^2$, $f \in F_r(\pi)$, $g \in F_t(\pi)$ and $b_q$ is defined on the set of blocks $\mathcal{B}(\pi, f, g)$ as
\[
b_q(\pi_k, f, g) = b_{i,j}(u),
\]
whenever block $\pi_k$ is colored by $i$ and labeled by $u$, its nearest outer block is colored by $j$, with the imaginary block colored by $q$.

It should be remarked that in this paper $b_q(\pi, f, g)$ may be equal to zero even if $\pi \in \mathcal{NC}_m^2((v_1, u_1), \ldots, (v_m, u_m))$ since we assume that the matrices $B(u)$ may contain zeros. Let us also recall our convention saying that if $\mathcal{NC}_m^2$ or its subset is empty, we shall understand that the summation over $\pi \in \mathcal{NC}_m^2$ or over this subset gives zero. In particular, this will always be the case when $m$ is odd.
Proposition 4.1. For any tuple \(((v_1, u_1), \ldots, (v_m, u_m))\) and \(q \in [r]\), \(m \in \mathbb{N}\), where \(v_k = (p_k, q_k) \in [r] \times [r]\) and \(u_k \in [t]\) for each \(k\), it holds that
\[
\Psi_q(\omega_{p_1,q_1}(u_1) \cdots \omega_{p_m,q_m}(u_m)) = \sum_{\pi \in \mathcal{NC}_{m,q}^2((v_1, u_1), \ldots, (v_m, u_m))} b_q(\pi, f, g)
\]
where \(f\) is the coloring of \(\pi\) defined by \((v_1, \ldots, v_m; q)\) and \(g\) is the labeling defined by \((u_1, \ldots, u_m)\).

Proof. The proof is similar to that of \([23, \text{Lemma 5.2}]\) and it reduces to showing that if \(\epsilon_1, \ldots, \epsilon_m \in \{1, \ast\}\) and \(\pi \in \mathcal{NC}_{m,q}^2((v_1, u_1), \ldots, (v_m, u_m))\), where \(m\) is even, then
\[
\Psi_q(\psi_{p_1,q_1}^{\epsilon_1}(u_1) \cdots \psi_{p_m,q_m}^{\epsilon_m}(u_m)) = b_q(\pi, f, g)
\]
where \(f\) is the coloring of \(\pi\) defined by the collection of indices \(\{p_k, k \in \mathcal{L}(\pi)\}\) associated with the left legs of the blocks of \(\pi\) and the index \(q\) coloring the imaginary block, and \(g\) is the natural labeling of \(\pi\). The only difference between the former proof and this one is that to each block of \((\pi, f, g)\) we assign a matrix element of \(B(u)\) for suitable \(u\) (\(u\) is the same for both legs of each block since the partition satisfies condition \((a)\) of Definition 4.1. \(\blacksquare\)

Using Proposition 4.1, we can derive nice combinatorial formulas for the moments of sums of collective Gaussian operators
\[
\omega = \sum_{p,q} \omega_{p,q},
\]
where
\[
\omega_{p,q} = \sum_{u \in \mathcal{U}} \omega_{p,q}(u),
\]
and for that purpose, denote by \(\mathcal{NC}_{m,q}^2[r]\) the set of all noncrossing pair partitions of \([m]\) colored by the set \([r]\), with the imaginary block colored by \(q\).

Lemma 4.1. The moments of \(\omega\) in the state \(\Psi_q\), where \(q \in [r]\), are given by
\[
\Psi_q(\omega^m) = \sum_{(\pi, f) \in \mathcal{NC}_{m,q}^2[r]} b_q(\pi, f)
\]
where \(b_q(\pi, f) = b_q(\pi_1, f) \cdots b_q(\pi_s, f)\) for \(\pi = \{\pi_1, \ldots, \pi_s\}\) and
\[
b_q(\pi_k, f) = \sum_u b_{i,j}(u)
\]
whenever block \(\pi_k\) is colored by \(i\) and its nearest outer block is colored by \(j\).

Proof. Using Proposition 4.1, we can express each summand in the formula
\[
\Psi_q(\omega^m) = \sum_{p_1,q_1,u_1, \ldots, p_m,q_m,u_m} \Psi_q(\omega_{p_1,q_1}(u_1) \cdots \omega_{p_m,q_m}(u_m))
\]
in terms of \(b_q(\pi, f, g)\), where \(\pi \in \mathcal{NC}_{m,q}^2((v_1, u_1), \ldots, (v_m, u_m))\), with \(v_k = (p_k, q_k)\) and \(f\) is the coloring defined by the tuple \((v_1, \ldots, v_m)\) whereas \(g\) is the labeling defined by \((u_1, \ldots, u_m)\). It is clear that if \((v_1, \ldots, v_m)\) is fixed and \(\pi\) is adapted to it, then all labelings to which \(\pi\) is adapted are pairwise identical within blocks which results the addition formula for \(b_q(\pi_k, f)\). Now, a different choice of \((v_1, \ldots, v_m)\) must lead to a
different collection of pairs \((\pi, f)\) for given \(g\) since even if the same partition appears on the RHS of the formula of Proposition 4.1, the coloring \(f\) must be different. In fact, \(\pi\) is uniquely determined by the sequence \(\epsilon = (\epsilon_1, \ldots, \epsilon_m)\) which appears in the nonvanishing moment of type
\[
\Psi_q(\psi_{p_1,q_1}(u_1) \cdots \psi_{p_m,q_m}(u_m)),
\]
where \(\epsilon_k \in \{1, *\}\). Moments of this type are basic constituents of \(\Psi_q(\omega^m)\). For instance, if \(\epsilon = (*, *, 1, *, 1, 1)\), the associated unique noncrossing pair partition is \(\sigma\) of Fig.1. If we keep \(\pi\) and change at least one matricial index in the given tuple to which \(\pi\) is adapted, we either get a tuple to which \(\pi\) is not adapted (if we change \(q_k\) for some \(k \in \mathcal{L}(\pi)\) since this index is determined by the color of its nearest outer block) or we obtain a different coloring \(f\) (if we change \(p_k\) for some \(k \in \mathcal{L}(\pi)\)). Therefore, all contributions \(b_q(\pi, f, g)\) of the form given by Proposition 4.1 associated with different tuples of indices correspond to different elements of \(\mathcal{NC}^2_{m,q}[r]\). Therefore, in order to prove the formula for \(\Psi_q(\omega^m)\), we only need to justify that all colored partitions from \(\mathcal{NC}^2_{m,q}[r]\) really do contribute to \(\Psi_q(\omega^m)\). Thus, let \((\pi, f) \in \mathcal{NC}^2_{m,q}[r]\) be given. There exists a unique \(\epsilon = (\epsilon_1, \ldots, \epsilon_m)\) associated with \(\pi\). In turn, \(f\) determines \(((p_1, q_1), \ldots, (p_m, q_m))\) by an inductive procedure with respect to blocks’ depth. Thus, if \(\{k, l\}\) is a covering block, we choose \(q_k = q_l = q\) and \(p_k = p_l = f(k) = f(l)\). Next, if \(\{k, l\} = o(i, j)\), then we choose \(q_i = q_j = p_k\) and \(p_i = p_j = f(i) = f(j)\), etc. We proceed in this fashion until we choose all \(p_k, q_k, k \in [m]\). This completes the proof. 

Note that \(\omega\) coincides with the sum of all symmetrized Gaussian operators
\[
\hat{\omega} = \sum_{p \leq q} \hat{\omega}_{p,q}
\]
and thus Lemma 4.1 gives a formula for the moments of \(\hat{\omega}\) as well. However, this is not the case for the mixed moments of symmetrized Gaussian operators \((\hat{\omega}_{p,q}(u))\) in the state \(\Psi_q\). These are based on the class of colored noncrossing pair partitions adapted to ordered tuples of indices of type \((w, u)\), where \(w\) is an abbreviated notation for the set \(\{p, q\}\).

The definition of this class is given below. Note that it is slightly stronger than that in [23], which is a consequence of the stronger definition of symmetric matricial freeness discussed in Section 3.

**Definition 4.3.** We say that \(\pi \in \mathcal{NC}^2_m\) is adapted to the tuple \(((w_1, u_1), \ldots, (w_m, u_m))\), where \(w_k = \{p_k, q_k\}\) and \((p_k, q_k, u_k) \in [r] \times [r] \times [t]\) for any \(k\), if there exists a tuple \(((v_1, u_1), \ldots, (v_m, u_m))\), where \(v_k \in \{(p_k, q_k), (q_k, p_k)\}\) for any \(k\), to which \(\pi\) is adapted. The set of such partitions will be denoted by \(\mathcal{NC}^2_m((w_1, u_1), \ldots, (w_m, u_m))\). Its subset consisting of those partitions for which \(\pi \in \mathcal{NC}^2_{m,q}((v_1, u_1), \ldots, (v_m, u_m))\) will be denoted \(\mathcal{NC}^2_{m,q}((w_1, u_1), \ldots, (w_m, u_m))\).

**Example 4.3.** For simplicity, consider the case when \(t = 1\) and we can omit \(u\)’s. If we are given the tuple of sets
\[
(w_1, w_2, w_3, w_4) = \{(1, 2), \{1, 2\}, \{1, 2\}, \{1, 2\})
\]
then the partition \(\pi\) of Fig.1 is adapted to it since there are two tuples,
\[
((2, 1), (1, 2), (1, 2), (2, 1)) \quad \text{and} \quad ((1, 2), (2, 1), (2, 1), (1, 2)),
\]
to which \( \pi \) is adapted. If \( q = 1 \) or \( q = 2 \), then the associated coloring is given by \( f_2 \) or \( f_3 \), respectively. Thus, there are two colored partitions, \((\pi, f_2)\) and \((\pi, f_3)\), associated with the given partition \( \pi \) and the tuple \((w_1, w_2, w_3, w_4)\). Nevertheless, once we choose the coloring of the imaginary block, the coloring of \( \pi \) is uniquely determined. In turn, if we are given the tuple of sets

\[(w_1, w_2, w_3, w_4, w_5, w_6) = (\{1, 2\}, \{1, 2\}, \{1, 2\}, \{2, 2\}, \{2, 2\}, \{1, 2\})\]

then \( \sigma \) of Fig. 1 is adapted to it since it is adapted to the tuple

\[(2, 1), (1, 2), (1, 2), (2, 2), (2, 2), (2, 1)).\]

Here, there is no other tuple of this type to which \( \pi \) would be adapted and therefore the only coloring associated with \( \pi \) is given by \( g \) and the only color which can be assigned to the imaginary block is 1.

It can be seen from the above example that if \( \pi \in \mathcal{NC}_m^2((w_1, u_1), \ldots, (w_m, u_m)) \), then there may be more than one colorings of \( \pi \) defined by the colorings of the associated tuples \((v_1, u_1), \ldots, (v_m, u_m))\). Therefore, these tuples may produce more than one coloring of \( \pi \) defined by the sets of matricial indices. However, when we fix \( q \) and require that \( \pi \in \mathcal{NC}_m^2((v_1, u_1), \ldots, (v_m, u_m)) \), we obtain a unique coloring of \( \pi \) since we have a unique associated tuple \((v_1, u_1), \ldots, (v_m, u_m))\).

**Proposition 4.2.** If \( \pi \in \mathcal{NC}_m^2,((w_1, u_1), \ldots, (w_m, u_m)) \), there is only one associated tuple \((v_1, u_1), \ldots, (v_m, u_m))\) for which \( \pi \in \mathcal{NC}_m^2((v_1, u_1), \ldots, (v_m, u_m)) \).

**Proof.** If \( \{m-1, m\} \) is a block, then the second index of \( v_{m-1} = v_m \) must be \( q \) and the imaginary block is also the nearest outer block of the block containing \( m - 2 \). This allows us to treat the partition \( \pi' \) obtained from \( \pi \) by removing the block \( \{m-1, m\} \) in the same way, which gives the inductive step for this (same depth) case. If \( \{m-1, m\} \) is not a block, then the block containing \( m \) is the nearest outer block of that containing \( m - 1 \) and thus the second index of \( v_{m-1} \) must be equal to the first index of \( v_m \) and the second index of \( v_m \) is \( q \). This determines \( v_m \) and \( v_{m-1} \) and gives the first inductive step for this (growing depth) case. Proceeding in this way, we determine \( v_1, \ldots, v_m \) in a unique way. \( \blacksquare \)

**Proposition 4.3.** For any tuple \((w_1, u_1), \ldots, (w_m, u_m))\) and \( q \in [r] \), where \( w_k = \{p_k, q_k\} \) and \( p_k, q_k \in [r] \), \( u_k \in [t] \) for any \( k \) and \( m \in \mathbb{N} \), it holds that

\[ \Psi_q (\tilde{\Omega}_{p_1, q_1}(u_1) \ldots \tilde{\Omega}_{p_m, q_m}(u_m)) = \sum_{\pi \in \mathcal{NC}^2_{m,q}((w_1, u_1), \ldots, (w_m, u_m))} b_q(\pi, f, g) \]

where \( f \) is the coloring of \( \pi \) defined by \((w_1, \ldots, w_m; q)\) and \( g \) is the labeling defined by \((u_1, \ldots, u_m))\).

**Proof.** The LHS is a sum of mixed moments of the type computed in Proposition 4.1 with perhaps some \( p_k \)'s interchanged with the corresponding \( q_k \)'s. These moments are associated with tuples of the form \((v_1, u_1), \ldots, (v_m, u_m))\). It follows from the proof of Proposition 4.1 that with each moment of that type we can associate the set \( \mathcal{NC}^2_{m,q}((v_1, u_1), \ldots, (v_m, u_m)) \) and each such moment contributes

\[ \sum_{\pi \in \mathcal{NC}^2_{m,q}((v_1, u_1), \ldots, (v_m, u_m))} b_q(\pi, f, g), \]
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where $\mathcal{NC}^2_{m,q}((v_1, u_1), \ldots, (v_m, u_m)) \subseteq \mathcal{NC}^2_{m,q}((w_1, u_1), \ldots, (w_m, u_m))$. It is clear from Definition 4.3 that
\[
\bigcup_{(v_1, \ldots, v_m)} \mathcal{NC}^2_{m,q}((v_1, u_1), \ldots, (v_m, u_m)) = \mathcal{NC}^2_{m,q}((w_1, u_1), \ldots, (w_m, u_m)),
\]
where the union is taken over the tuples $(v_1, \ldots, v_m)$ which are related to $(w_1, \ldots, w_m)$, i.e. if $v_k = \{p_k, q_k\}$, then $v_k = \{p_k, q_k\}$. Since the sets on the LHS are disjoint by Proposition 4.2, the proof is completed. ■

Example 4.4. Let $p \neq q$ and $u$ (omitted in the notations) be fixed. Then, by Proposition 4.3, the moments of the balanced operator $\hat{\omega}_{p,q}$ take the form
\[
\Psi_q(\hat{\omega}_{p,q}^m) = \sum_{\pi \in \mathcal{NC}^2_m} b_{p,q}[B_o(\pi), q] p[|B_o(\pi)|]
\]
where $B_o(\pi)$ and $B_e(\pi)$ denote the blocks of $\pi$ of odd and even depths, respectively, since all blocks of odd depths contribute $b_{p,q}$ whereas all blocks of even depths contribute $d_{q,p}$. Therefore, the Cauchy transform of the limit distribution can be represented as the two-periodic continued fraction with alternating Jacobi coefficients $(b_{p,q}, b_{q,p}, b_{p,q}, \ldots)$. A similar expression is obtained for $\Psi_p$. In particular, if $(b_{p,q}, b_{q,p}) = (d_p, d_q)$, then the moments of $\hat{\omega}_{p,q}$ in the states $\Psi_q$ and $\Psi_p$ are polynomials in $d_p, d_q$. For instance,
\[
\Psi_q(\hat{\omega}_{p,q}^6) = d_p^3 + 3d_p^2d_q + d_p d_q^2
\]
by counting blocks of odd and even depths in the following set of partitions:

\[
\begin{array}{cccccc}
\boxdot & \boxdot & \boxdot & \boxdot & \boxdot & \boxdot \\
\boxdot & \boxdot & \boxdot & \boxdot & \boxdot & \boxdot \\
\boxdot & \boxdot & \boxdot & \boxdot & \boxdot & \boxdot \\
\end{array}
\]

The moment $\Psi_p(\hat{\omega}_{p,q}^6)$ is obtained from the above by interchanging $d_p$ and $d_q$. Thus,
\[
\Psi(\hat{\omega}_{p,q}^6) = 2d_p d_q^3 + 6d_p^2 d_q^2 + 2d_p^3 d_q
\]
since $\Psi = \sum_j d_j \Psi_j$ and $\Psi_j(\hat{\omega}_{p,q}^6) = 0$ for $j \notin \{p, q\}$. Moreover, the moment under $\Psi_q$ does not vanish even if $d_p > 0$ and $d_q = 0$, which corresponds to the situation in which $\hat{\omega}_{p,q}$ is unbalanced. In particular, the first partition in the picture given above contributes $d_p^3$ and is the only one without color $q$.

Finally, we would like to introduce a subset of $\mathcal{NC}^2_{m,q}((w_1, u_1), \ldots, (w_m, u_m))$ consisting of those $\pi$ for which the coloring $f$ satisfies certain additional conditions. Namely, we would like to distinguish only those colored partitions $(\pi, f)$ whose blocks are not colored by $q$. Thus, only the imaginary block is colored by $q$, which is not a contradiction since the imaginary block is not a block of $\pi$. This subset will be denoted by $\mathcal{NCI}_{m,q}^2((w_1, u_1), \ldots, (w_m, u_m))$.

Example 4.5. In Fig.1, $(\pi, f_1) \in \mathcal{NCI}_{1,1}^2(\{1, 2\}, \{2, 2\}, \{2, 2\}, \{1, 2\})$ since $q = 1$ and no blocks of $\pi$ are colored by 1. In turn, the remaining colored partitions are not of this type since the colors of their imaginary blocks are assigned to other blocks, too.

Proposition 4.4. For fixed $q \in [r]$, suppose that an operator in any of the arrays $(\hat{\omega}_{i,j}(u))$ is unbalanced if and only if it is of the form $\omega_{p,q}(u)$, where $q \neq p \in [r]$ and
Lemma 4.2. For fixed partitions in which no blocks other than the imaginary block are colored by \( p \) is unbalanced if and only if it is of the form \( \pi \) whenever block \( b \) where \( \pi \) and its nearest outer block is colored by \( p \). Since in this case the class \( N_{CI} \) we get zero. Moreover, \( \Psi_q(\hat{\omega}_{p,q}(u_1)\ldots\hat{\omega}_{p,m,q}(u_m)) = \sum_{\pi \in NCI_{m,q}((w_1,u_1),\ldots,(w_m,u_m))} b_q(\pi, f, g) \)

where \( f \) is the coloring of \( \pi \) defined by \((w_1,\ldots,w_m;q)\) and \( g \) is the labeling defined by \((u_1,\ldots,u_m)\).

**Proof.** The difference between the considered mixed moment and that of Proposition 4.3 is that all operators are balanced except those involving the index \( q \). Namely, if \( q \in \{p_k,q_k\} \) for some \( k \), then we have \( \omega_{p_k,q_k}(u_k) \) or \( \omega_{q_k,q}(u_k) \) instead of the symmetrized Gaussian operator \( \hat{\omega}_{p_k,q_k}(u_k) \) for such \( k \) and \( u_k \in [t] \). Since the first index is these operators is different from \( q \), we have to eliminate from the set \( N_{CI}^{2}(w_1,u_1)\ldots,(w_m,u_m) \) those partitions in which \( q \) colors any blocks of \( \pi \) since it is always the first index which colors the block. This means that we are left only with the contributions from \( \pi \in NCI_{m,q}((w_1,u_1),\ldots,(w_m,u_m)) \), which completes the proof.

**Example 4.6.** Let \( p \neq q \) and \( u \) (omitted in the notations) be fixed. Then, by Proposition 4.4, the moments of the unbalanced operator \( \hat{\omega}_{p,q} = \omega_{p,q} \) take the form

\[
\Psi_q(\hat{\omega}_{p,q}^m) = b_{p,q}^{m/2}
\]

for even \( m \) since the class \( NCI_{m,q}^{2}(w_1,\ldots,w_m) \) reduces to one interval pair partition with each block colored by \( p \) because \( q \) cannot color any block. Of course, if \( m \) is odd, we get zero. Moreover,

\[
\Psi_p(\hat{\omega}_{p,q}^m) = 0
\]

since in this case the class \( NCI_{m,p}^{2}(w_1,\ldots,w_m) \) reduces to the empty set because \( b_{q,p} = 0 \).

The formula of Lemma 4.1 holds irrespective of the number of trivial operators in the arrays \( \omega_{p,q}(u) \) except that some of the contributions vanish. We can derive a similar formula in the case when the only unbalanced operators are of the type studied in Proposition 4.4. By \( NCI_{m,q}^{2}[r] \) we shall denote the subset of \( NCI_{m,q}^{2}[r] \) consisting of those partitions in which no blocks other than the imaginary block are colored by \( q \).

**Lemma 4.2.** For fixed \( q \in [r] \), suppose that an operator in any of the arrays \( \hat{\omega}_{i,j}(u) \) is unbalanced if and only if it is of the form \( \hat{\omega}_{p,q}(u) \), where \( q \neq p \in [r] \) and \( u \in [t] \). Then

\[
\Psi_q(\hat{\omega}^m) = \sum_{(\pi,f) \in NCI_{m,q}^{2}[r]} b_q(\pi, f)
\]

where \( b_q(\pi, f) = b_q(\pi_1, f)\ldots b_q(\pi_s, f) \) for \( \pi = \{\pi_1,\ldots,\pi_s\} \) and \( q \in [r] \), \( m \in \mathbb{N} \), and

\[
b_q(\pi_k, f) = \sum_u b_{i,j}(u)
\]

whenever block \( \pi_k \) is colored by \( i \) and its nearest outer block is colored by \( j \).

**Proof.** The proof is similar to that of Lemma 4.1 (Proposition 4.4 is used).

We close this section with a formula for the moment generating functions associated with the moments of \( \omega = \hat{\omega} \) of Lemma 4.1 (a similar formula can be given for the moments of Lemma 4.2). Let

\[
M(z) = \text{diag}(M_1(z),\ldots,M_r(z)),
\]
where
\[ M_q(z) = \sum_{m=0}^{\infty} \Psi_q(\omega^m)z^m \]
for any \( q \in [r] \). The coefficients of the matrix-valued series \( M(z) \) obtained in this fashion play the role of matricial analogs of Catalan numbers called Catalan matrices.

Let us introduce the diagonalization mapping
\[ \mathcal{D} : M_r(\mathbb{C}) \to M_r(\mathbb{C}) \]
by the formula
\[ \mathcal{D}(A) = \text{diag}\left( \sum_{i=1}^{r} a_{i,1}, \ldots, \sum_{i=1}^{r} a_{i,r} \right) \]
for any \( A = (a_{i,j}) \in M_r(\mathbb{C}) \). We denote \( B = (b_{p,q}) \), where \( b_{p,q} = \sum_{u \in \mathbb{U}} b_{p,q}(u) \).

**Proposition 4.5.** The matrix-valued generating function \( M(z) \) assumes the form
\[ M(z) = \sum_{m=0}^{\infty} C_m z^{2m} \]
where \( (C_m) \) is a sequence of diagonal matrices satisfying the recurrence formula
\[ C_n = \sum_{i+j=n-1} \mathcal{D}(C_iBC_j) \]
for any natural \( n \), where \( C_0 \) is the \( r \times r \) identity matrix. The series \( M(z) \) converges in the supremum norm for \( |z| < (4r\|B\|)^{-1} \).

**Proof.** We use the combinatorial expression of Lemma 4.1 to write it in the form of a recurrence
\[ \Psi_q(\omega^{2m}) = \sum_{p=1}^{r} \sum_{k=0}^{m-1} b_{p,q} \Psi_p(\omega^{2k})\Psi_q(\omega^{2m-2k-2}), \]
which can be easily justified. Namely, the class of all colored noncrossing pair partitions of \([r]\) is divided into \( r \) subclasses in which the block containing 1, say \( \{1, 2k+1\} \) is colored by \( p \in [r] \). This block contributes \( b_{p,q} \). Moreover, all colored blocks which lie under this block, playing for them the role of the imaginary block, contribute \( \Psi_p(\omega^{2k}) \). In turn, all colored blocks containing numbers \( \{2k+2, \ldots, 2m\} \) contribute \( \Psi_q(\omega^{2m-2k-2}) \) since their nearest outer block is still the original imaginary block colored by \( q \). It remains to take the sum over \( p \) to obtain the recurrence. The latter leads to the equation for moment generating functions
\[ M_q(z) = 1 + \sum_{p=1}^{r} b_{p,q}M_p(z)M_q(z)z^2, \]
for any \( q \in [r] \), which gives
\[ M(z) = I + \mathcal{D}(M(z)BM(z))z^2. \]
Clearly, \( M(z) \) is of the form
\[ M(z) = \sum_{m=0}^{\infty} C_m z^{2m}, \]
where $C_m$ is a constant diagonal matrix for each $m$. Substituting such series into the above equation and computing its coefficients, we obtain the desired recurrence formula. As for the convergence of the series $M(z)$, note that the recurrence formula is of the same type as for Catalan numbers $C_m$ and thus the expression for $C_m$ has $C_m$ terms. Using this recurrence, we can estimate the supremum norm of each $C_m$:

$$\| C_m \| \leq C_m r^m \| B \|^m$$

and thus the above series converges for

$$|z| < \frac{1}{\sqrt{4r} \| B \|}$$

by D’Alembert’s test, which completes the proof.

5. Canonical noncommutative random variables

Free creation and annihilation operators can be used to construct much more general random variables called canonical noncommutative random variables. Let us show that these random variables can be decomposed into sums of matricial type.

Let $\{\ell(u) : u \in \mathcal{U}\}$ be a family of *-free standard creation operators, by which we mean that $\ell(u)^*\ell(v) = \delta_{u,v}$, on the free Fock space

$$\mathcal{F} = \mathcal{F}(\bigoplus_{u \in \mathcal{U}} \mathbb{C}e(u)).$$

Using these operators and their adjoints one can construct free random variables $\gamma(u)$ whose all moments coincide with the moments of given probability measures $\mu(u)$.

**Definition 5.1.** Let $\mu(u)$ be a probability measure on the real line whose free cumulants are $(r_k(u))_{k \geq 1}$, respectively. The formal sums

$$\gamma(u) = \ell(u)^* + \sum_{k=0}^{\infty} r_{k+1}(u)(\ell(u))^k$$

are called *canonical noncommutative random variables*. If $\sum_{k=0}^{\infty} |r_{k+1}(u)| < \infty$, then $\gamma(u)$ is a bounded operator on $\mathcal{F}$.

**Remark 5.1.** If $(r_k(u))$ is an arbitrary sequence of real numbers and $|\mathcal{U}| = t$, we can treat $\gamma(u)$ as an element of the unital *-algebra $\tilde{E}_t$ of formal sums

$$\sum_{\rho \geq 0} \sum_{p \in \mathbb{Q} \cap [0, t]} c_{u_1, \ldots, u_p, v_1, \ldots, v_q} \ell(u_1) \ldots \ell(u_p)\ell(v_1)^* \ldots \ell(v_q)^*$$

equipped with the linear functional $\phi_t$ sending the above element to $c_{\emptyset, \emptyset}$, the coefficient corresponding to $p = q = 0$.

Therefore, by Proposition 2.2, we can also obtain realizations of bounded free canonical noncommutative random variables $\gamma(u)$ on $\mathcal{M}$ by setting $\ell(u) = \varphi(u)$. If $\gamma(u)$ is not bounded, then there exists a sequence $(\gamma^{(n)}(u))$ of bounded free canonical noncommutative random variables such that all moments of orders $\leq n$ of $\gamma^{(n)}(u)$ in the state $\Psi$ agree with the corresponding moments of $\gamma(u)$ in the state $\phi_t$. Consequently, this property will hold true if we compute mixed moments of the whole family $\{\gamma(u) : u \in \mathcal{U}\}$. 

Proposition 5.1. If \( \sum_{k=0}^{\infty} |r_{k+1}(u)| < \infty \), then the canonical noncommutative random variable \( \gamma(u) \) has the decomposition

\[
\gamma(u) = \sum_{p, q=1}^{r} \gamma_{p,q}(u),
\]

for any \( r \in \mathbb{N} \), where

\[
\gamma_{p,q}(u) = \varphi_{p,q}(u)^* + \delta_{p,q}r_1(u)P_q + \sum_{k=1}^{\infty} r_{k+1}(u) \sum_{q_1, \ldots, q_k-1} \varphi_{p,q_1}(u)\varphi_{q_1,q_2}(u) \cdots \varphi_{q_k-1,q}(u)
\]

for any \( p, q, u \), where each \( \varphi_{p,q}(u) \) has covariance \( d_p \) and \( d_1 + \ldots + d_r = 1 \).

Proof. It follows from Proposition 2.2 that we can realize canonical free creation operators \( \ell(u) \) as \( \varphi(u) \), where each \( \varphi_{p,q}(u) \) has covariance \( d_p \). Thus, the above decomposition of canonical random variables follows from the following elementary computation:

\[
\gamma(u) = \sum_{p, q} P_p(\varphi(u))^* + \sum_{k=0}^{\infty} r_{k+1}(u)(\varphi(u))^kP_q
\]

\[
= \sum_{p, q} P_q\varphi(u)^*P_p + \delta_{p,q}r_1(u)P_q + \sum_{p, q} \sum_{k=1}^{\infty} r_{k+1}(u) \sum_{q_1, \ldots, q_k-1} \varphi_{p,q_1}(u)\varphi_{q_1,q_2}(u) \cdots \varphi_{q_k-1,q}(u_k)
\]

\[
= \sum_{p, q} \gamma_{p,q}(u)
\]

which completes the proof. \( \blacksquare \)

Remark 5.2. Let us observe that the off-diagonal operators \( \gamma_{p,q}(u) \) are generalizations of matricially free Gaussian operators and can also be written in the form

\[
\gamma_{p,q}(u) = P_q\varphi(u)^*P_p + \sum_{k=0}^{\infty} r_{k+1}(u)P_p(\varphi(u))^kP_q.
\]

It will turn out that they describe the asymptotics of unbalanced blocks of Hermitian random matrices which are asymptotically free. Their symmetrized counterparts

\[
\hat{\gamma}_{p,q}(u) = \gamma_{p,q}(u) + \gamma_{q,p}(u) = P_p\gamma(u)P_q + P_q\gamma(u)P_p
\]

for \( p \neq q \) and

\[
\hat{\gamma}_{q,q}(u) = \gamma_{q,q}(u) = P_q\gamma(u)P_q
\]

for any \( q \), are generalizations of symmetrized Gaussian operators and they describe the asymptotics of symmetric blocks of these matrices. Note that \( \gamma_{p,q}(u) \neq P_p\gamma(u)P_q \) for \( p \neq q \).

The combinatorics of mixed moments of canonical noncommutative random variables is based on all noncrossing partitions. Let us observe that with the mixed moment \( \Phi(\gamma(u_1) \ldots \gamma(u_m)) \) we can associate noncrossing partitions \( \pi = \{\pi_1, \ldots, \pi_s\} \) of the set \( [m] \) such that \( u_i = u \) whenever \( i \in \pi_k \). Then, we can associate a power of a free creation
operator $\ell(u)^k$ with the last leg of any block and $\ell(u)^*$ with its remaining legs unless the block is a singleton, to which we associate the unit. We show below that a similar procedure can be applied to the moments $\Psi_q(\gamma_{p_1,q_1}(u_1) \ldots \gamma_{p_m,q_m}(u_m))$. Then, it can be seen that we arrive at a generalization of Definition 4.1.

**Definition 5.2.** We will say that $\pi \in \mathcal{NC}_m$ is adapted to the tuple $((v_1, u_1), \ldots, (v_n, u_m))$, where $v_t = (p_t, q_t) \in [r] \times [r]$ and $u_t \in [t]$ for any $i$, if for any block $(i(1) < \ldots < i(k))$ of $\pi$ it holds that

(a) $u_{i(1)} = \ldots = u_{i(k)}$,
(b) $(p_{i(k-1)}, q_{i(1)}) = (p_{i(k)}, q_{i(k)})$,
(c) $(q_{i(1)}, q_{i(2)}, \ldots, q_{i(k-1)}) = (p_{o(i(1))}, p_{i(1)}, \ldots, p_{i(k-2)})$ whenever the block has an outer block,

where $o(i(1))$ is the smallest number in the nearest outer block of the given block which is greater than $i(1)$. Denote by $\mathcal{NC}_m((v_1, u_1), \ldots, (v_m, u_m))$ the set of such partitions and by $\mathcal{NC}_m,\gamma((v_1, u_1), \ldots, (v_m, u_m))$ its subset for which $q_{i(k)} = q$ whenever the block $(i(1) < \ldots < i(k))$ is a covering block.

We also need to generalize Definition 4.2. For that purpose, we need to color arbitrary noncrossing partitions. However, one color for each block is not enough. If $\pi \in \mathcal{NC}_m$, then the associated colored noncrossing partition will be the triple $(\pi, f, g)$, where

1. $f$ is an $[r]$-valued function which assigns a number to each singleton and to each subblock consisting of two consecutive numbers of any block $(i(1) < \ldots < i(k))$.
2. $g$ is an $[t]$-valued function which assigns an element of $[t]$ to each block.

The set of colorings of $\pi$ by functions $f$ and $g$ will be again denoted by $F_r(\pi)$ and $F_t(\pi)$, respectively. We will say that block $(i_1 < \ldots < i_k)$ is colored by $(p_1, \ldots, p_{k-1})$ if $f$ assigns $p_j$ to the subblock joining $i_j$ and $i_{j+1}$ for any $j \in [k-1]$. We will say that this block is labeled by $u$ if $g$ assigns $u$ to this block.

**Definition 5.3.** Let $D = (d_1, \ldots, d_r)$ be the dimension matrix, and let $(r_k(u))$ be sequences of free cumulants. Let $\pi = \{\pi_1, \ldots, \pi_n\} \in \mathcal{NC}_m$ and $f \in F_r(\pi)$, $g \in F_t(\pi)$. If a block $\pi_j = (i_1 < \ldots < i_k)$ is colored by $(p_1, \ldots, p_{k-1})$ and labeled by $u$, where $k > 1$, we assign to it the number

$$ b(\pi_j, f, g) = d_{p_1} \ldots d_{p_{k-1}} r_k(u), $$

and we assign $r_1(u)$ to any singleton. Extending this definition by multiplicativity over blocks,

$$ b(\pi, f, g) = b(\pi_1, f, g) \ldots b(\pi_n, f, g), $$

we obtain real-valued functions on the set of colored noncrossing partitions.

**Remark 5.3.** For simplicity, the above $b$ does not depend on the colors $q$ of the imaginary blocks. However, we can use more general functions, similar to those of Definition 4.2. Consider arrays $(c_{p,q}(u))$ of real numbers and assign to $\pi_j$ the number

$$ b_q(\pi_j, f, g) = d_{p_1} \ldots d_{p_{k-1}} c_{p_0,p_1}(u) \ldots c_{p_{k-1},p_0}(u) r_k(u), $$

where $p_0$ is the color of its nearest outer subblock and $q$ is the color of the imaginary block (thus, we assign $r_1(u) c_{p_0,p_0}$ to a singleton). Let us observe that in the case when $\pi_j$ is a 2-block and $r_2(u) = 1$, we have $b_q(\pi_j, f, g) = d_{p} c_{q,p}(u) c_{p,q}(u) = b_{p,q}(u)$ if $(c_{p,q}(u))$ is symmetric, which reduces to Definition 4.2.
Example 5.1. Consider the noncrossing partition $\pi$ of the set $[8]$ consisting of four blocks: $\pi_1 = \{1, 8\}, \pi_2 = \{2, 3, 4\}, \pi_3 = \{5\}, \pi_4 = \{6, 7\}$, colored as shown below and labelled by the same $u$ (thus $g$ is omitted in the notations).

\[
\begin{array}{|c|c|c|c|}
\hline
1 & 2 & 3 & 4 \\
\hline
5 & 6 & 7 & 8 \\
\hline
\end{array}
\]

By Definition 5.3,
\[
b(\pi_1, f) = d_pr_2, \quad b(\pi_2, f) = d_id_jr_3, \quad b(\pi_3, f) = r_1, \quad b(\pi_4, f) = d_mr_2
\]
where $r_j = r_j(u)$ for any $j$. For arbitrary scaling constants, we need to multiply these contributions by $c_{p,q}c_{q,p}$, $c_{p,i}c_{i,j}c_{j,p}$, $c_{p,p}$ and $c_{p,m}c_{m,p}$, respectively.

In order to find a combinatorial formula for the mixed moments of $\gamma_{p,q}(u)$, we need to color $\pi \in NC_{m,q}((v_1, u_1), \ldots, (v_m, u_m))$ in a suitable way. Namely, we will color each block $(i_1 < \ldots < i_k)$ of $\pi$ by $(p_{i_1}, \ldots, p_{i_{k-1}})$ and we will label it by $u$ whenever $u_{i_1} = \ldots = u_{i_{k-1}} = u$. The imaginary block is colored by $q$. We will say that this coloring of $\pi$ is defined by $(v_1, \ldots, v_m; q)$. Similarly, we will say that this labeling of $\pi$ is defined by $(u_1, \ldots, u_m)$.

Proposition 5.2. For any tuple $((v_1, u_1), \ldots, (v_m, u_m))$ and $q \in [r]$, $m \in \mathbb{N}$, where $v_k = (p_k, q_k) \in [r] \times [r]$ and $u_k \in [t]$ for each $k$, it holds that
\[
\Psi_q(\gamma_{p_1,q_1}(u_1) \ldots \gamma_{p_m,q_m}(u_m)) = \sum_{\pi \in NC_{m,q}((v_1, u_1), \ldots, (v_m, u_m))} b_{\pi, f, g}
\]
where $\pi$ is the coloring of $\pi$ defined by $(v_1, \ldots, v_m; q)$ and $g$ is the labeling of $\pi$ defined by $(u_1, \ldots, u_m)$.

Proof. In the computation of the moment $\Psi_q(\gamma_{p_1,q_1}(u_1) \ldots \gamma_{p_m,q_m}(u_m))$ we obtain the sum of products of operators of three types:

1. projection $P_{q_j}$ corresponding to $k = 0$ in the definition of $\gamma_{p_j,q_j}(u_j)$ (these appear only if $p_j = q_j$), to which we associate a singleton,
2. generalized creation operator $P_{q_j}\varphi^k(u_j)P_{q_j}$ for $k > 0$, to which we associate the last leg of some block,
3. generalized annihilation operator $P_{q_j}\varphi(u_j)*P_{p_j}$, to which we associate a leg of some block (except the last one),

where each $j \in [m]$ appears exactly once. The generalized annihilation operators are matricially free annihilation operators,
\[
P_{q_j}\varphi(u_j)*P_{p_j} = \varphi_{p_j,q_j}(u_j)^*,
\]
and the generalized creation operators are matricial products of matricially free creation operators by Proposition 5.1, namely
\[
P_{p_j}\varphi^{k-1}(u_j)P_{q_j} = \sum_{s_1, \ldots, s_{k-2}} \varphi_{p_j,s_1}(u_j)\varphi_{s_1,s_2}(u_j)\ldots\varphi_{s_{k-2},q_j}(u_j),
\]
where $k > 1$. By the definition of matricially free creation and annihilation operators, it can be seen that a product of operators of the above three types is not zero if
and only if for each generalized creation operator $P_{p_j}s^{k-1}P_{q_j}$, there exists a sequence of $k - 1$ matricially free annihilation operators, $(s_{s_k-2,q_j}(u_j)^{\ast}, \ldots, s_{p_{j-1},s_1}(u_j)^{\ast})$ for some $s_1, \ldots, s_{k-2}$, associated with an increasing sequence of numbers $(i_1, \ldots, i_{k-1})$, all smaller than $j$, thus it holds that

\[(p_{i_1}, q_{i_1}) = (s_{k-2}, q_j), \ldots, (p_{i_{k-1}}, q_{i_{k-1}}) = (p_j, s_1)\]

with $u_{i_1} = \ldots = u_{i_{k-1}} = u_j$, and moreover, $q_j = p_{o(i_1)}$, where $o(i_1)$ is the smallest index greater than $i_k$ corresponding to an operator belonging to another product of this type within which the considered product is nested in a noncrossing way (if such a product does not exist, $q_j = q$). In other words, we must have $(q_{i_1}, q_{i_2}, \ldots, q_{i_{k-1}}) = (p_{o(i_1)}, p_{i_1}, \ldots, p_{i_{k-1}})$ and also $(p_{i_k}, q_{i_k}) = (p_{i_{k-1}}, q_{i_1})$ since $i_k = j$. These are precisely the conditions of Definition 5.1, which proves that the considered mixed moment is a sum of mixed moments of matricially free creation and annihilation operators and projections which correspond to all noncrossing partitions in the sense described above. To compute the mixed moment corresponding to $\pi$, it suffices to compute the contribution from products corresponding to the blocks of $\pi$. If such a block is of the form $(i < i + 1 < \ldots < k)$ (there is at least one block like this), then it contributes

\[\Psi_p(\varphi_{p_1,p}(u)^{\ast} \ldots \varphi_{p_{k-1},p_k-2}(u)^{\ast} \varphi_{p_{k-1},p_k-2}(u) \ldots \varphi_{p_1,p}(u)) = d_{p_1} \ldots d_{p_{k-1}} r_k(u)\]

where $p$ is the coloring of its nearest outer block. By induction with respect to the depth of blocks, a similar contribution is obtained for the remaining blocks. The contribution from a partition $\pi \in NC_{m,q}((v_1, u_1), \ldots, (v_m, u_m))$ is the product over blocks of such expressions in agreement with Definition 5.3. This completes the proof.

**Definition 5.4.** We say that $\pi \in NC_m$ is adapted to the tuple $((w_1, u_1), \ldots, (w_m, u_m))$, where $w_k = \{p_k, q_k\}$ and $(p_k, q_k, u_k) \in [r] \times [r] \times [t]$ for any $k$, if there exists a tuple $((v_1, u_1), \ldots, (v_m, u_m))$, where $v_k \in \{(p_k, q_k), (q_k, p_k)\}$ for any $k$, to which $\pi$ is adapted. The set of such partitions will be denoted by $NC_m((w_1, u_1), \ldots, (w_m, u_m))$. Its subset consisting of those partitions for which $\pi \in NC_{m,q}((v_1, u_1), \ldots, (v_m, u_m))$ will be denoted $NC_{m,q}((w_1, u_1), \ldots, (w_m, u_m))$. Next, its subset consisting of those partitions in which $q$ does not color any blocks but the imaginary block will be denoted $NC_{m,q}((w_1, u_1), \ldots, (w_m, u_m))$. Finally, we will say that the coloring of $\pi$ is defined by $(w_1, \ldots, w_m)$ if it is inherited from $(v_1, \ldots, v_m)$.

**Proposition 5.3.** For any tuple $((w_1, u_1), \ldots, (w_m, u_m))$ and $q \in [r]$, $m \in \mathbb{N}$, where $w_k = \{p_k, q_k\}$ and $u_k \in [t]$ for each $k$, it holds that

\[\Psi_q(\tilde{\gamma}_{p_1,q_1}(u_1) \ldots \tilde{\gamma}_{p_m,q_m}(u_m)) = \sum_{\pi \in NC_{m,q}((w_1, u_1), \ldots, (w_m, u_m))} b_q(\pi, f, g)\]

where $f$ is the coloring of $\pi$ defined by $(w_1, \ldots, w_m; q)$ and $g$ is the labeling of $\pi$ defined by $(u_1, \ldots, u_m)$. The summation reduces to $NC_{m,q}((w_1, u_1), \ldots, (w_m, u_m))$ if $d_q = 0$.

**Proof.** The first statement is a consequence of Proposition 5.2. The second statement follows from the fact that if a segment of a block of $\pi$ is colored by $q$, then $d_q$ appears in the formula for $b_q(\pi, f)$ and since $d_q = 0$, the contribution of such $\pi$ vanishes.

**Example 5.2.** Let us compute the lowest order mixed moments of operators of type $\gamma_{p,q} = \gamma_{p,q}(u)$ for fixed $u$, supposing that all scaling constants are equal to one. We obtain

\[\Psi_q(\gamma_{p,q}) = \delta_{p,q} r_1 \Psi_q(P_q) = \delta_{p,q} r_1\]
where we set $r = r(u)$ for any $k$. Similar moments of the symmetrized operators $\hat{\gamma}_{p,q}$ can be obtained by linearity.

All mixed moments of Proposition 5.3 are polynomials in asymptotic dimensions. This case will be interesting in the random matrix context especially if not all asymptotic dimensions are equal. Although finding explicit forms of such polynomials may be highly non-trivial, a combinatorial formula can be given.

**Corollary 5.1.** Under the assumptions of Proposition 5.3,

\[
\Psi_q(\hat{\gamma}_{p_{1,q_1}}(u_1) \cdots \hat{\gamma}_{p_{m,q_m}}(u_m)) = \sum_{\pi \in \mathcal{NC}_m((\omega_1,u_1),...,\omega_m,u_m)) \text{ blocks } \pi_k} \prod_{k=1}^{m} r_{|\pi_k|}(u^{(k)}) \prod_{j \in \omega_1 \cup \cdots \cup \omega_m} d_j^{S_j(\pi)}
\]

where $S_j(\pi)$ is the set of subblocks of blocks of $\pi$ of the form $\{i,i+1\}$ which are colored by $j$, and $u^{(k)} = u_i$ for all $i \in \pi_k$.

**Proof.** Using the formula of Proposition 5.3, we observe that each block $\pi_k$ contributes a cumulant of order $|\pi_k|$ and a product of $|\pi_k| - 1$ asymptotic dimensions (each subblock $\{i,i+1\}$ colored by $j$ contributes $d_j$). This finishes the proof. \hfill \blacksquare

6. **Hermitian Random Matrices**

The context for the study of random matrices originated by Voiculescu [33] is the following. Let $\mu$ be a probability measure on some measurable space without atoms and let $L = \bigcap_{1 \leq p < \infty} L^p(\mu)$ be endowed with the state expectation $E$ given by integration with respect to $\mu$. The *-algebra of $n \times n$ random matrices is $M_n(L) = L \otimes M_n(\mathbb{C})$ with the state

\[
\tau(n) = E \otimes \text{tr}(n)
\]

where $\text{tr}(n)$ is the normalized trace over the set $\{e(j) : j \in [n]\}$ of basis vectors of $\mathbb{C}^n$.

In our study, we replace the complete trace $\tau(n)$ by partial traces

\[
\tau_q(n) = E \otimes \text{tr}_q(n),
\]

where $\text{tr}_q(n)$ is the normalized trace over the set of basis vectors of $\mathbb{C}^n$ indexed by $j \in N_q$, that is, the trace divided by $n_q = |N_q|$.

**Definition 6.1.** The symmetric blocks of an $n \times n$ random matrix $Y(u,n)$ are matrices of the form

\[
T_{p,q}(u,n) = \begin{cases} D_q Y(u,n) D_q & \text{if } p = q \\ D_p Y(u,n) D_q + D_q Y(u,n) D_p & \text{if } p \neq q \end{cases}
\]

for any $p,q \in [r]$, $u \in \mathcal{U}$ and $n \in \mathbb{N}$, where $\{D_1, \ldots, D_r\}$ is the family of $n \times n$ diagonal matrices ($n$ is suppressed in the notation) which gives a natural decomposition of the
identity corresponding to the partition of \([n]\) defined above. Thus, \((D_q)_{j,j} = 1\) if and only if \(j \in N_q\) and the remaining entries of \(D_q\) are zero.

**Definition 6.2.** The sequence of symmetric blocks \((T_{p,q}(u,n))_{n \in \mathbb{N}}\), where \((p,q) \in \mathcal{J}\), \(u \in \mathcal{U}\) are fixed, will be called balanced if \(d_p > 0\) and \(d_q > 0\), unbalanced if \((d_p = 0\) and \(d_q > 0\)) or \((d_p > 0\) and \(d_q = 0\)), and evanescent if \(d_p = 0\) and \(d_q = 0\) (cf. Definition 3.2).

**Example 6.1.** Consider the sequence of \(n \times n\) random matrices consisting of three symmetric blocks: two diagonal Hermitian blocks,

\[
T_{1,1}(n) = \begin{pmatrix} S_{1,1}(n) & 0 \\ 0 & 0 \end{pmatrix}, \quad T_{2,2}(n) = \begin{pmatrix} 0 & 0 \\ 0 & S_{2,2}(n) \end{pmatrix},
\]

and the off-diagonal one,

\[
T_{1,2}(n) = \begin{pmatrix} 0 & S_{1,2}(n) \\ S_{1,2}^*(n) & 0 \end{pmatrix},
\]

where \(u\) is omitted for simplicity. If we suppose that

\[
\lim_{n \to \infty} \frac{n_1}{n} = d_1 = 0 \quad \text{and} \quad \lim_{n \to \infty} \frac{n_2}{n} = d_2 > 0,
\]

then \((T_{1,1}(n))_{n \in \mathbb{N}}\) is evanescent, \((T_{2,2}(n))_{n \in \mathbb{N}}\) is balanced and \((T_{1,2}(n))_{n \in \mathbb{N}}\) is unbalanced. It will follow from Theorem 6.1 that the moments of such symmetric blocks under \(\tau_q(n)\) tend to the moments of trivial, balanced and unbalanced symmetrized Gaussian operators, \(\hat{\omega}_{1,1} = 0\), \(\hat{\omega}_{2,2} = \omega_{2,2}\) and \(\hat{\omega}_{1,2} = \omega_{2,1}\), respectively, under \(\Psi_q\), where \(q \in \{1, 2\}\).

It is easy to predict that if \(D\) is singular, then all mixed moments involving evanescent blocks will tend to zero. However, if we compute mixed moments involving unbalanced blocks consisting of pairs of mutually adjoint rectangular blocks whose one dimension grows too slowly, it is less obvious that one can still obtain nonvanishing limit moments under a suitable partial trace.

**Theorem 6.1.** Let \(\{Y(u,n) : u \in \mathcal{U}, n \in \mathbb{N}\}\) be a family of independent Hermitian random matrices whose asymptotic joint distribution under \(\tau(n)\) agrees with that of the family \(\{\gamma(u) : u \in \mathcal{U}\}\) under \(\Psi = \sum_q d_q \Psi_q\) and which is asymptotically free from \(\{D_1, \ldots, D_r\}\). If \(\|Y(u,n)\| \leq C\) for any \(n, u\) and some \(C\), then

\[
\lim_{n \to \infty} \tau_q(n)(T_{p_1,q_1}(u_1, n) \ldots T_{p_m,q_m}(u_m, n)) = \Psi_q(\hat{\gamma}_{p_1,q_1}(u_1) \ldots \hat{\gamma}_{p_m,q_m}(u_m))
\]

as \(n \to \infty\) for any \(u_1, \ldots, u_m \in \mathcal{U}\) and \(p_1, q_1, \ldots, p_m, q_m, q \in [r]\).

**Proof.** The mixed moments of the blocks \(S_{i,j}(u,n) = D_iY(u,n)D_j\) under \(\tau_q(n)\) can be written as mixed moments under \(\tau(n)\) of the form

\[
\tau_q(n)(S_{p_1,q_1}(u_1) \ldots S_{p_m,q_m}(u_m)) = \frac{n}{n_q} \tau(n)(D_qD_{p_1}Y(u_1,n)D_{q_1} \ldots D_{p_m}Y(u_m,n)D_{q_m}D_q)
\]

for all values of the indices.
Suppose first that $d_q > 0$. By assumption, the family $\{Y(u, n) : u \in \mathcal{U}\}$ is asymptotically free under $\tau(n)$ and free from $\{D_1, \ldots, D_r\}$. Therefore, by Lemma 2.2, the moment on the RHS converges to the corresponding mixed moment

$$\frac{1}{d_q} \Psi(P_q \gamma(u_1) P_q \cdots P_m \gamma(u_m) P_m P_q)$$

$$= \Psi_q(P_q \gamma(u_1) P_q \cdots P_m \gamma(u_m) P_m)$$

as $n \to \infty$ provided the asymptotic joint distribution of $\{D_1, \ldots, D_r\}$ under $\tau(n)$ agrees with that of $\{P_1, \ldots, P_r\}$ under $\Psi$. That is easily checked since $P_p \perp P_q$ for $p \neq q$ and

$$\tau(n)(D_q) = \frac{n_q}{n} \to d_q = \Psi(P_q).$$

The corresponding formula for symmetric blocks easily follows. It is worth to remark that, in general, the moments of blocks $S_{p,q}(u,n)$ do not tend to the corresponding moments of operators $\gamma_{p,q}(u)$.

Now, fix $q$ and suppose that $d_q = 0$. Then, the asymptotic mixed moments under $\Psi_q$ cannot be obtained directly from free probability since all mixed moments under $\Psi$ of the type given above tend to zero and since $n/n_q \to \infty$, we obtain an indeterminate expression. However, let us observe that for the family of moments considered above for various $d_q > 0$, the limit

$$\lim_{d_q \to 0} \Psi_q(P_q \gamma(u_1) P_q \cdots P_m \gamma(u_m) P_m)$$

always exists and is finite since the combinatorial expression of Proposition 5.2 is a polynomial in asymptotic dimensions, including $d_q$. Moreover, each operator $\hat{\gamma}_{p,q}(u)$ tends (in the sense of convergence of moments) to the operator $\gamma_{p,q}(u)$ for any $p$. In fact, this is the main reason why we decomposed the off-diagonal operators $\hat{\gamma}_{p,q}(u)$ as in Remark 5.2. This is because an expression of the form $\varphi_{q,p}(u)^* \varphi_{q,p}(u)$ (or, equivalently, $P_p \varphi(q)^* P_p \varphi(q) P_p$) under $\Psi$ produces $d_q$. Therefore, the expression

$$\lim_{d_q \to 0} \Psi_q(\hat{\gamma}_{p_1,q_1}(u_1) \cdots \hat{\gamma}_{p_m,q_m}(u_m))$$

is still well defined except that we understand that $\hat{\gamma}_{p,q}(u) = \gamma_{p,q}(u)$ for any $p, u$. Translating that limit into the framework of random matrices, we can consider a family of independent Hermitian random matrices $\{Y(u, n, d_q) : u \in \mathcal{U}, n \in \mathbb{N}\}$ for any $0 < d_q < \delta$, where $n_q/n \to d_q$. Then we obtain

$$\lim_{d_q \to 0} \lim_{n \to \infty} \tau_q(n)(T_{p_1,q_1}(u_1, n, d_q) \cdots T_{p_m,q_m}(u_m, n, d_q))$$

$$= \Psi_q(\hat{\gamma}_{p_1,q_1}(u_1) \cdots \hat{\gamma}_{p_m,q_m}(u_m))$$

as $n \to \infty$, where $\hat{\gamma}_{p,q}(u) = \gamma_{q,p}(u) = \gamma_{p,q}(u)$ for any $p, u$ and the remaining symmetrized operators $\hat{\gamma}_{i,j}(u)$, $i, j \neq q$, do not reduce to the non-symmetrized ones. Therefore, we obtain the asymptotics of the desired form if we take the iterated limit.

Let us justify the fact that the same limit is obtained when $n_q/n \to 0$ as $n \to \infty$. Let $\{D_1, \ldots, D_r\}$ and $\{D'_1, \ldots, D'_r\}$ be two different $n$-dependent sequences of families of diagonal matrices giving two different decompositions of the $n \times n$ identity matrices, respectively. Let $D$ an $D'$, respectively, be the corresponding matrices of asymptotic
dimensions. We would like to show that for any \( \epsilon > 0 \) there exists \( \delta > 0 \) such that if \( \max_{1 \leq p \leq r} |d_p - d'_p| < \delta \), then for large \( n \) it holds that
\[
|\text{tr}(n)(D_{q_0} Y_1 D_{q_1}' \ldots D_{q_{m-1}}' Y_m D_{q_m}' - D_{q_0} Y_1 D_{q_1} \ldots D_{q_{m-1}} Y_m D_{q_m})| < \epsilon
\]
for any \( q_0, \ldots, q_m \), where we write \( Y(u_j, n) = Y_j \) for brevity. Denote \( D_j' - D_j = \Delta_j \) for any \( j \). Then we have
\[
\text{tr}(n)(D_{q_0} Y_1 D_{q_1}' \ldots D_{q_{m-1}}' Y_m D_{q_m}' - D_{q_0} Y_1 D_{q_1} \ldots D_{q_{m-1}} Y_m D_{q_m}) = \sum_{j=0}^{m} \text{tr}(n)(D_{q_0} Y_1 D_{q_1} \ldots Y_j \Delta_j Y_{j+1} D_{q_{j+1}}' \ldots D_{q_{m-1}}' Y_m D_{q_m}').
\]
Now, we use the Schatten \( p \)-norms \( \| A \|_p = \sqrt[p]{\text{tr}(n)(|A|^p)} \) for \( p \geq 1 \) to get some estimates. It holds that \( |\text{tr}(n)(A)| \leq \| A \|_1 \leq \| A \|_p \leq \| A \|_q \) for any \( p \geq 1 \). This inequality, together with a repeated use of the Hölder inequality \( \| AB \|_r \leq \| A \|_p \| B \|_q \), where \( r^{-1} = p^{-1} + q^{-1} \), gives an upper bound for the absolute value of the RHS of the form
\[
(m+1) \cdot \max_{0 \leq j \leq m} \| \Delta_j \|_{2^{m+1}} \cdot \max_{1 \leq j \leq m} \| Y_j \|_{2^{m+1}}^m
\]
since the \( p \)-th norm of each \( D_q \) is bounded by 1 for any \( p \). Now, since
\[
\| \Delta_j \|_{2^{m+1}} = \left| \frac{n_{q_j} - n_j}{n} \right|^{1/(2^{m+1})}
\]
each \( \| \Delta_j \|_{2^{m+1}} \) can be made smaller than \( \epsilon/M \) for large \( n \) and small \( \delta \), where
\[
M = (m+1) \cdot \max_{1 \leq j \leq m} \| Y_j \|_{2^{m+1}}^m \leq (m+1)C^m
\]
and thus our assertion follows. This means that the convergence of the considered mixed moments as \( n \to \infty \) is uniform within the considered family of random matrices for given \( \delta \) and we can take the iterated limit to get the limit moments for \( d_q = 0 \). This completes our proof.

**Corollary 6.1.** Under the assumptions of Theorem 6.1,
\[
\lim_{n \to \infty} \tau(n)(T_{p_1,q_1}(u_1,n) \ldots T_{p_m,q_m}(u_m,n)) = \Psi(\tilde{\gamma}_{p_1,q_1}(u_1) \ldots \tilde{\gamma}_{p_m,q_m}(u_m))
\]
for any \( (p_1,q_1), \ldots, (p_m,q_m) \in \mathcal{J} \) and \( u_1, \ldots u_m \in \mathcal{U} \).

**Proof.** We have
\[
\tau(n) = \frac{1}{n} \sum_{q=1}^{r} n_q \tau_q(n),
\]
and since \( n_q/n \to d_q \) as \( n \to \infty \) for any \( q \in [r] \), the assertion follows from Theorem 6.1.

**Remark 6.1.** Let us make a few observations.

1. The above results hold for the symmetric blocks of unitarily invariant Hermitian random matrices whose distributions converge to compactly supported measures on the real line because they are known to be asymptotically free and asymptotically free from the deterministic diagonal matrices \([18, \text{Theorem 4.3.5}]\) and their norms are uniformly bounded.
(2) If we rescale all variables in each block $T_{p,q}(u)$ by a constant $c_{p,q}(u)$ (each matrix of such scaling constants is assumed to be symmetric), we obtain the limit mixed moments of symmetric blocks from Theorem 6.1 by linearity. It suffices to multiply each $\hat{\gamma}_{p,q}(u)$ by $c_{p,q}(u)$.

(3) An important example is that of Hermitian Gaussian random matrices, where block variances are $v_{p,q}(u) = c_{p,q}(u)^2$. The limit moments are expressed in terms of operators $\omega_{p,q}(u)$ with variances in the state $\Psi_q$ equal to $b_{p,q}(u) = d_p v_{p,q}(u)$, respectively.

**Definition 6.3.** By a *Hermitian Gaussian random matrix* (HGRM) we shall understand a Hermitian $n$-dimensional matrix $Y(n) = (Y_{i,j}(n))$ of complex-valued random variables such that

1. the variables
   \[ \{ \text{Re}Y_{i,j}(n), \text{Im}Y_{i,j}(n) : 1 \leq i \leq j \leq n \} \]
   are independent Gaussian random variables,
2. $E(Y_{i,j}(n)) = 0$ for any $i, j, n$,
3. $E(|Y_{i,j}(n)|^2) = v_{q,q}/n$ and $E(|\text{Re}Y_{i,j}(n)|^2) = E(|\text{Im}Y_{i,j}(n)|^2) = v_{p,q}/2n$ for any $(i, j) \in N_p \times N_q$ and $n$, where $p \neq q$ and $V := (v_{p,q}) \in M_r(\mathbb{R})$ consists of positive entries and is symmetric.

**Definition 6.4.** We will say that the family of HGRM of Definition 6.3 is *independent* if the variables

\[ \{ \text{Re}Y_{i,j}(u, n), \text{Im}Y_{i,j}(u, n) : 1 \leq i \leq j \leq n, u \in \mathcal{U} \} \]

are independent and we denote by $V(u) = (v_{p,q}(u))$ the corresponding variance matrices.

In analogy to the case of one HGRM studied in [23], the asymptotic joint distributions of symmetric blocks of a family of HGRM are expressed in terms of the matrices

\[ B(u) = DV(u), \]

for any $u \in \mathcal{U}$. Let us observe that if all block variances are equal to one, then

\[ B(u) = \begin{pmatrix} d_1 & d_1 & \ldots & d_1 \\ d_2 & d_2 & \ldots & d_2 \\ \vdots & \vdots & \ddots & \vdots \\ d_r & d_r & \ldots & d_r \end{pmatrix}, \]

for any $u \in \mathcal{U}$. Even this simple situation is interesting when we investigate joint distributions of blocks.

**Corollary 6.2.** If $\{Y(u, n) : u \in \mathcal{U}, n \in \mathbb{N}\}$ is a family of independent HGRM, then

\[ \lim_{n \to \infty} \tau_q(n)(T_{p_1,q_1}(u_1, n) \ldots T_{p_m,q_m}(u_m, n)) = \Psi_q(\hat{\omega}_{p_1,q_1}(u_1) \ldots \hat{\omega}_{p_m,q_m}(u_m)) \]

as $n \to \infty$ for any $u_1, \ldots, u_m \in \mathcal{U}$ and $p_1, q_1, \ldots, p_m, q_m, q \in [r]$.

Proof. If $r_k(u) = \delta_{k,2}$ for any $u \in \mathcal{U}$, we obtain $\hat{\gamma}_{p,q}(u) = \hat{\omega}_{p,q}(u)$ for any $p, q, u$. Then, we use Theorem 6.1 together with asymptotic freeness of independent HGRM under $\tau(n)$ to prove our claim (the case of arbitrary variances is also covered since we can rescale the blocks and the operators).
The family of polynomials of Corollary 5.1 gives the limit mixed moments of Theorem 6.1 in the case when all scaling constant are equal to one. If $D$ is singular, then certain limit mixed moments of Theorem 6.1, and thus also the corresponding polynomials, may vanish. We close this section with giving the necessary and sufficient conditions for them to be non-trivial. This result shows that if $d_q$ vanishes, the only interesting situation is when only the imaginary block is colored by $q$.

**Corollary 6.3.** Under the assumptions of Theorem 6.1, if

$$\lim_{n \to \infty} \tau_q(n) (T_{p_1,q_1}(u_1,n) \ldots T_{p_m,q_m}(u_m,n)) \neq 0$$

then the following conditions hold:

1. there are no evanescent blocks in the above moment,
2. all unbalanced blocks are of the form $T_{p,q}(u,n)$ for some $p \neq q$,
3. $NC\mathcal{I}_{m,q}((w_1,u_1),\ldots,(w_m,u_m)) \neq \emptyset$.

**Proof.** If $T_{p_i,q_i}(u,n_i)$ is evanescent for some $i \in [m]$, then the corresponding $\gamma_{p_i,q_i}(u_i)$ is trivial and thus $M_m = 0$. Next, if $T_{p_i,q_i}(u,n_i)$ is unbalanced for some $i \in [m]$, where $q \neq \{p_i,q_i\}$, then, assuming (without loss of generality) that the corresponding symmetrized operator is of the form $\gamma_{p_i,q_i}(u_i) = \gamma_{p_i,q_i}(u_i)$ (and thus $d_{q_i} = 0$) and taking the largest such $i$, we observe that it must act on $\Omega_{q_i}$ or on a vector of the form $e_{q_i,t}(u) \otimes w$ in order to give a non-zero result. However, since $q_i \neq q$, we must have $\Omega_{q_i} \neq \Omega_q$ and, moreover, the index $q_i$ is ‘inner’ and therefore must deliver $d_{q_i}$ in association with some annihilation operator of the form $\wp_{q_i,t}(u)$. Since $d_{q_i} = 0$, the moment must vanish. Thus, each unbalanced block has to be of the form $T_{p,q}(u,n)$ for some $p \in [r]$ and $u \in \mathcal{U}$. Finally, if $NC\mathcal{I}_{m,q}((w_1,u_1),\ldots,(w_m,u_m)) = \emptyset$, then $M_m = 0$ by Proposition 5.3. This completes the proof. □

### 7. Asymptotic monotone independence and s-freeness

In this section we show how to use the asymptotics of symmetric blocks under partial traces to obtain random matrix models for boolean, monotone and s-free independences. The framework of matricial freeness random variables is very effective here since the matricial nature of our variables allows us to choose only those with suitable indices to construct random variables which are independent in the required sense. Then one can identify these variables with blocks of random matrices. Partial traces and unbalanced blocks are particularly useful.

We will restrict our attention to the case of two independent asymptotically free Hermitian random matrices decomposed in terms of three symmetric blocks as

$$Y(u,n) = \sum_{1 \leq i < j \leq 2} T_{i,j}(u,n),$$

where $u \in \{1,2\}$. Choosing appropriate symmetric blocks of these matrices, we will construct pairs of independent Hermitian random matrices $\{X(1,n),X(2,n)\}$ which are asymptotically boolean independent, monotone independent or s-free under one of the partial traces. Thus, the distributions of the sums

$$X(n) = X(1,n) + X(2,n)$$
will be asymptotically boolean, monotone or s-free convolutions of the asymptotic distributions of the summands. The boolean case is rather straightforward, but the other two are slightly more involved.

In view of Theorem 6.1, if we are able to construct families of random variables which are independent in some sense from a family of arrays of canonical noncommutative random variables, a corresponding random matrix model is close at hand. The definitions of boolean independence, monotone independence and s-freeness can be found in [22]. Let us remark that the notion of s-freeness is related to the subordination property for the free additive convolution [7,34]. Moreover, we recall that in the last two cases the order in which the variables appear is relevant.

**Lemma 7.1.** Let \( \mathcal{U} = \{1, 2\} \), \( r = 2 \) and \( r_1(u) = 0 \) for \( u \in \{1, 2\} \). Then

1. the pair \( \{\gamma_{12}(1), \gamma_{12}(2)\} \) is boolean independent with respect to \( \Psi_2 \),
2. the pair \( \{\gamma_{12}(1), \gamma_{11}(2) + \gamma_{12}(2)\} \) is monotone independent with respect to \( \Psi_2 \),
3. the pair \( \{\gamma_{11}(1) + \gamma_{12}(1), \gamma_{11}(2)\} \) is s-free with respect to \( (\Psi_2, \Psi_1) \),

where the operators \( \gamma_{p,q}(u) \) are given by Proposition 5.1 and the covariance of \( \varphi_{p,q}(u) \) is \( d_p \) for any \( p, q, u \), where \( d_1 = 1 \) and \( d_2 = 0 \).

**Proof.** Using Proposition 5.1 and the assumptions of this lemma, we can write the operators under consideration in the form

\[
\begin{align*}
\gamma_{11}(u) &= \varphi_{1,1}(u)^* + \sum_{k=1}^{\infty} r_{k+1}(u)\varphi_{1,1}^k(u) \\
\gamma_{12}(u) &= \varphi_{1,2}(u)^* + \sum_{k=1}^{\infty} r_{k+1}(u)\varphi_{1,1}^{k-1}(u)\varphi_{1,2}(u)
\end{align*}
\]

for \( u \in \{1, 2\} \), where we use the fact that \( \varphi_{2,1}(u) = \varphi_{2,2}(u) = 0 \) since \( d_2 = 0 \). To obtain (1), it suffices to observe that \( \Omega_2 \) is the only basis vector that can appear in the range of a polynomial in \( \gamma_{12}(1), \gamma_{12}(2) \) onto which \( \gamma_{12}(2), \gamma_{12}(1) \) acts non-trivially. The same is true if we interchange both operators. To prove (2), denote

\[
\gamma(1) = \gamma_{12}(1) \text{ and } \gamma(2) = \gamma_{11}(2) + \gamma_{12}(2).
\]

We need to show that the pair \( \{\gamma(1), \gamma(2)\} \) (in that order) is monotone independent w.r.t. \( \Psi_2 \), i.e.

\[
\Psi_2(w_1a_1b_1a_2w_2) = \Psi_2(b_1)\Psi_2(w_1a_1a_2w_2)
\]

for any \( a_1, a_2 \in \mathbb{C}[\gamma(1), 1] \), \( b_1 \in \mathbb{C}[\gamma(2), 1] \), where \( 1_1 = 1_{1,2} \) and \( 1_2 = 1 \) and \( w_1, w_2 \) are arbitrary elements of \( \mathbb{C}[\gamma(1), \gamma(2), 1] \). It suffices to consider the action of \( \gamma(1) \) and \( \gamma(2) \) onto their invariant subspace in \( \mathcal{M} \) of the form

\[
\mathcal{M}' = \mathbb{C}\Omega_2 \oplus \mathcal{F}(\mathcal{H}_{1,1}(2)) \otimes \mathcal{F}(\mathcal{H}_{1,1}(1)) \otimes (\mathcal{H}_{1,2}(2) \oplus \mathcal{H}_{1,2}(1))
\]

where \( \mathcal{F}(\mathcal{H}) \) is the free Fock space over \( \mathcal{H} \) with the vacuum vector \( \Omega \) and \( \mathcal{H}_{p,q}(u) = \mathbb{C}_{p,q}(u) \) for any \( p, q, u \) (we identify \( \Omega \otimes e_{1,2}(u) \) with \( e_{1,2}(u) \)). Now, the range of any polynomial in \( \gamma(1) \) is contained in

\[
\mathcal{M}'_1 = \mathbb{C}\Omega_2 \oplus \mathcal{F}(\mathcal{H}_{1,1}(1)) \otimes \mathcal{H}_{1,2}(1)
\]

since the only vector in \( \mathcal{M}' \) onto which \( \varphi_{1,2}(1) \) acts non-trivially is \( \Omega_2 \), giving \( e_{1,2}(1) \), and then the action of powers of \( \varphi_{1,1}(1) \) gives the remaining basis vectors of \( \mathcal{M}'_1 \). Of course, \( 1_1 \) preserves any vector from \( \mathcal{M}'_1 \). Therefore, it suffices to compute the action
of any polynomial in $\gamma(2)$ onto any vector from $\mathcal{M}'_1$. Now, looking at the formulas for $\gamma_{1,1}(2)$ and $\gamma_{1,2}(2)$, we observe that the action of powers of $\gamma(2)$ onto any basis vector of $\mathcal{M}'_1$ is the same as the action of the canonical noncommutative random variable onto the vacuum vector in the free Fock space. Thus, we have

$$(\gamma(2))^k v = \alpha_k v + \text{higher order terms}$$

for any $k \geq 1$ and any basis vector $v$ of $\mathcal{M}'$. In particular,

$$(\gamma(2))^k \Omega_2 = \alpha_k \Omega_2 \mod (\mathcal{M}' \ominus \mathbb{C}\Omega_2)$$

$$(\gamma(2))^k e_{1,2}(1) = \alpha_k e_{1,2}(1) \mod (\mathcal{M}' \ominus (\mathbb{C}\Omega_2 \oplus \mathcal{H}_{1,2}(1))),$$

etc. Thus $\Psi_2((\gamma(2))^k) = \alpha_k$ and, moreover, since all higher order terms are in Ker$((\gamma(1))$, we can pull out $\alpha_k$ and the required condition for monotone independence holds for positive powers of $\gamma(2)$. It is easy to see that it also holds if $b_1 = 1_2$, which completes the proof of (2). To prove (3), consider

$$\delta(1) = \gamma_{1,1}(1) + \gamma_{1,2}(1), \quad \delta(2) = \gamma_{1,1}(2)$$

and their invariant subspace in $\mathcal{M}$ of the form

$$\mathcal{M}' = \mathbb{C}\Omega_2 \oplus \mathcal{F}(\mathcal{H}_{1,1}(1) \oplus \mathcal{H}_{1,1}(2)) \ominus \mathcal{H}_{1,2}(1).$$

Observe that $\mathcal{M}''$ is isomorphic to

$$\mathcal{F}_{1,2} = \mathbb{C}\Omega \oplus \mathcal{F}_1^0 \oplus (\mathcal{F}_2^0 \otimes \mathcal{F}_3^0) \oplus (\mathcal{F}_1^0 \otimes \mathcal{F}_2^0 \otimes \mathcal{F}_4^0) \oplus \ldots$$

where $\mathcal{F}_j^0 = \mathcal{F}(\mathbb{C}e(j)) \ominus \mathbb{C}\xi_j$ and the isomorphism $\tau$ is given by $\tau(\Omega_2) = \Omega$ and

$$\tau(e_{1,1}(j_1) \otimes \ldots \otimes e_{1,1}(j_{k-1}) \otimes e_{1,2}(1)) = e(j_1) \otimes \ldots \otimes e(j_{k-1}) \otimes e(1)$$

for any $j_1, \ldots, j_{k-1} \in \{1, 2\}$ and $k \in \mathbb{N}$. The space $\mathcal{F}_{1,2}$ is the s-free product of two free Fock spaces, $\mathcal{F}_1, \mathcal{F}_2$, and $(\mathcal{F}_1, \mathcal{F}_2, \mathcal{F}_3)$, the subspace of their free product $\mathcal{F}_1 * (\mathcal{F}_2, \mathcal{F}_3)$, describing the free subordination property, see [21]). Now, observe that the action of $\delta(1)$ onto $\mathcal{M}'$ can be identified with the action of the canonical noncommutative random variable $\gamma_1^\prime$ (built from $\ell_1$ and its adjoint) restricted to $\mathcal{F}_{1,2}$. Similarly, the action of $\delta(2)$ onto $\mathcal{M}'$ can be identified with the action of $\gamma_2^\prime$ (built from $\ell_2$ and its adjoint) restricted to $\mathcal{F}_{1,2}$. This proves that the pair $\{\delta(1), \delta(2)\}$ (in that order) is s-free with respect to the pair of states $(\Psi_2, \Psi_1)$, which gives (3). \hfill \blacksquare

We are ready to state certain results concerning asymptotic properties of independent Hermitian random matrices $X(1, n), X(2, n)$ which are built from at most three symmetric blocks of two independent matrices $Y(1, n), Y(2, n)$ which satisfy the assumptions of Theorem 6.1. We assume that one asymptotic dimension is equal to zero, thus one block is balanced, one is unbalanced and one is evanescent.

**Theorem 7.1.** Under the assumptions of Theorem 6.1, let $\mathcal{U} = \{1, 2\}$, where $r_1(u) = 0$ for $u \in \{1, 2\}$, $r = 2, d_2 = 0$ and $d_1 = 1$. Then

1. the pair $\{T_{1,2}(1, n), T_{1,2}(2, n)\}$ is asymptotically boolean independent with respect to $\tau_2(n)$,
2. the pair $\{T_{1,2}(1, n), Y(2, n)\}$ is asymptotically monotone independent with respect to $\tau_2(n)$,
3. the pair $\{Y(1, n), T_{1,1}(2, n)\}$ is asymptotically s-free with respect to $(\tau_2(n), \tau_1(n))$. 


Proof. Since $d_1 = 1$ and $d_2 = 0$, blocks $T_{1,1}(u,n), T_{1,2}(u,n)$ and $T_{2,2}(u,n)$ are balanced, unbalanced and evanescent, respectively. Therefore, by Theorem 6.1, we have convergence as $n \to \infty$

$$
T_{1,2}(u,n) \to \gamma_{1,2}(u)
$$
$$
T_{1,1}(u,n) \to \gamma_{1,1}(u)
$$
$$
T_{2,2}(u,n) \to 0
$$

in the sense of moments under $\tau_2(n)$ for $u \in \{1,2\}$, where the limit moments are computed in the state $\Psi_2$. By Lemma 7.1, the proof is completed. 

8. Non-Hermitian Gaussian random matrices

We would like to generalize the results of Section 6 to the ensemble of independent non-Hermitian random matrices. For simplicity, we restrict our attention to the ensemble of non-Hermitian Gaussian matrices. This ensemble (or, the family of its entries) is sometimes called the Ginibre Ensemble (the family of symmetric blocks of the Ginibre Ensemble can be called the Ginibre Symmetric Block Ensemble). We keep the same settings for blocks as in Section 6.

We will show that the Ginibre Symmetric Block Ensemble converges in *-moments as $n \to \infty$ to the ensemble of non-self adjoint operators

$$
\{\eta_{p,q}(u) : (p,q) \in \mathcal{J}, u \in \mathcal{U}\}
$$

where

$$
\eta_{p,q}(u) = \hat{\phi}_{p,q}(2u-1) + \hat{\phi}_{p,q}^*(2u)
$$

for $(p,q) \in \mathcal{J}, u \in \mathcal{U} = [t]$ and $(\hat{\phi}_{p,q}(u))$, where $u \in [2t]$, are arrays of symmetrized creation operators (the set $\mathcal{J}$ is assumed to be symmetric). In fact, it suffices to consider the case when $\mathcal{J} = [r] \times [r]$ and restrict to a symmetric subset if needed.

In order to define $t$ arrays $(\eta_{p,q}(u))$, where $u \in [t]$, we need $2t$ arrays $(\hat{\phi}_{p,q}(u))$, where $u \in [2t]$. Moreover, we shall assume that

$$
b_{p,q}(2u-1) = b_{p,q}(2u) = d_p v_{p,q}(u)
$$

for any fixed $p,q,u$. Our definition parallels that in the free case, where operators

$$
\eta(u) = \ell(2u-1) + \ell^*(2u)
$$

for $u \in [t]$, which are unitarily equivalent to circular operators, are introduced [31, Theorem 3.3]. Here, $\{\ell(1), \ldots, \ell(2t)\}$ is a family of free creation operators.

We can now generalize the result of Corollary 6.2 to the Ginibre Symmetric Block Ensemble. The important difference is that we do not assume that the matrices are Hermitian and thus each matrix contains $2n^2$ independent Gaussian random variables. However, in order to reduce this model to the Hermitian case, we need to assume that the variance matrices are symmetric. The theorem given below is a block refinement of that proved by Voiculescu for the Ginibre Ensemble [33, Theorem 3.3] except that we assume the Gaussian variables to be independent block-identically distributed (i.b.i.d.) instead of i.i.d.
Theorem 8.1. Let \((Y(u,n))\) be the family of complex random matrices, where \(n \in \mathbb{N}, u \in U = [t]\), and
\[
\{\text{Re}Y_{i,j}(u,n), \text{Im}Y_{i,j}(u,n) : i, j \in [n], u \in U\}
\]
is a family of independent Gaussian random variables with zero mean and variances
\[
\mathbb{E}((\text{Re}Y_{i,j}(u,n))^2) = \mathbb{E}((\text{Im}Y_{i,j}(u,n))^2) = \frac{v_{p,q}(u)}{2n}
\]
for any \((i,j) \in N_{p,q}\) and \(u \in U\), where the matrices \((v_{p,q}(u))\) are symmetric. Then
\[
\lim_{n \to \infty} \tau_q(n)(T_{p_1,q_1}^\epsilon_1(u_1,n) \ldots T_{p_m,q_m}^\epsilon_m(u_m,n)) = \Psi_q(n_{p_1,q_1}(u_1) \ldots n_{p_m,q_m}(u_m))
\]
for any \(\epsilon_1, \ldots, \epsilon_m \in \{1, \ast\}\). Write each matrix in the form
\[
Y(u,n) = 2^{-1/2}(X(u,n) + i \tilde{X}(u,n))
\]
where
\[
X(u,n) = 2^{-1/2}(Y(u,n) + Y^*(u,n))
\]
\[
\tilde{X}(u,n) = i2^{-1/2}(Y^*(u,n) - Y(u,n))
\]
are Hermitian for any \(n \in \mathbb{N}\) and \(u \in U\). The symmetric blocks of these matrices, denoted \((U_{p,q}(u,n))\) and \((\tilde{U}_{p,q}(u,n))\), respectively, will give the asymptotics of symmetric blocks \((T_{p,q}(u,n))\) and their adjoints since
\[
T_{p,q}(u,n) = 2^{-1/2}(U_{p,q}(u,n) + i \tilde{U}_{p,q}^*(u,n))
\]
for any \(p,q,n,u\). They are built from variables \(X_{i,j}(u,n)\) and \(\tilde{X}_{i,j}(u,n)\), where
\[
\text{Re}X_{i,j}(u,n) = 2^{-1/2}(\text{Re}Y_{i,j}(u,n) + \text{Re}Y_{j,i}(u,n))
\]
\[
\text{Im}X_{i,j}(u,n) = 2^{-1/2}(\text{Im}Y_{i,j}(u,n) - \text{Im}Y_{j,i}(u,n))
\]
\[
\text{Re}\tilde{X}_{i,j}(u,n) = 2^{-1/2}(\text{Im}Y_{i,j}(u,n) + \text{Im}Y_{j,i}(u,n))
\]
\[
\text{Im}\tilde{X}_{i,j}(u,n) = 2^{-1/2}(\text{Re}Y_{j,i}(u,n) - \text{Re}Y_{i,j}(u,n))
\]
for any \((i,j) \in N_{p,q}\) and any \(u \in U\). These satisfy the assumptions of Corollary 6.2. In particular, they are independent due to the fact that for fixed \(i \neq j\) and \(u,n\), the pairs \(\{\text{Re}Y_{i,j}(u,n), \text{Re}Y_{j,i}(u,n)\}\) and \(\{\text{Im}Y_{i,j}(u,n), \text{Im}Y_{j,i}(s,n)\}\) are identically distributed since the variance matrices \((v_{p,q}(u))\) are symmetric by assumption (each variable \(X_{i,j}(u)\) indexed by \((i,j) \in N_{p,q}\) has variance \(v_{p,q}(u)/n\)). Denote
\[
U_{p,q}(u,n) = Z_{p,q}(2u - 1, n) \quad \text{and} \quad \tilde{U}_{p,q}(u,n) = Z_{p,q}(2u, n)
\]
for any \(p,q \in [r]\) and \(u \in U\). Using Corollary 6.2, we can express the asymptotic mixed moments in the blocks \((Z_{p,q}(u,n))\) in terms of mixed moments in symmetrized Gaussian operators \((\hat{\omega}_{p,q}(u))\), where \(u \in [2t]\), namely
\[
\lim_{n \to \infty} \tau_q(n)(Z_{p_1,q_1}(u_1,n) \ldots Z_{p_m,q_m}(u_m,n)) = \Psi_q(\hat{\omega}_{p_1,q_1}(u_1) \ldots \hat{\omega}_{p_m,q_m}(u_m))
\]
for any \((p_1,q_1), \ldots, (p_m,q_m) \in J, q \in [r]\), and \(u_1, \ldots, u_m \in [2t]\). Each of these arrays has semicircle distributions on the diagonal and Bernoulli distributions elsewhere. These arrays are independent in the sense discussed in Section 3. Now, the linear map
\[
\theta : M^2_r(\mathbb{C}) \to M^2_r(\mathbb{C})
\]
such that
\[
\begin{align*}
\theta(e_{p,q}(2u-1)) &= 2^{-1/2}(e_{p,q}(2u-1) + ie_{p,q}(2u)) \\
\theta(e_{p,q}(2u)) &= 2^{-1/2}(e_{p,q}(2u-1) - ie_{p,q}(2u))
\end{align*}
\]
for any \( p, q \in [r] \) and \( u \in [t] \), induces a unitary map
\[
\mathcal{M}(\theta) : \mathcal{M}(\hat{H}) \to \mathcal{M}(\hat{H})
\]
where \( \mathcal{M}(\hat{H}) \) is the matricially free Fock space of tracial type over the array \( \hat{H} = (H_{p,q}) \) of Hilbert spaces
\[
H_{p,q} = \bigoplus_{u=1}^{2t} C_{p,q}(u),
\]
where \( p, q \in [r] \), for which it holds that
\[
\begin{align*}
\mathcal{M}(\theta)\Omega_q &= \Omega_q, \\
\mathcal{M}(\theta)\varphi_{p,q}(2u-1)\mathcal{M}(\theta)^* &= 2^{-1/2}(\varphi_{p,q}(2u-1) + i\varphi_{p,q}(2u)), \\
\mathcal{M}(\theta)\varphi_{p,q}(2u)\mathcal{M}(\theta)^* &= 2^{-1/2}(\varphi_{p,q}(2u-1) - i\varphi_{p,q}(2u))
\end{align*}
\]
for any \( p, q \in [r] \) and \( u \in [t] \). Consequently,
\[
\mathcal{M}(\theta)\eta_{p,q}(u)\mathcal{M}(\theta)^* = 2^{-1/2}(\hat{\varphi}_{p,q}(2u-1) + i\hat{\varphi}_{p,q}(2u))
\]
for any \( p, q \in [r] \) and \( u \in [t] \). Therefore, each mixed moment in operators (which replace the circular operators)
\[
\hat{\varphi}_{p,q}(2u-1) + i\hat{\varphi}_{p,q}(2u)
\]
can be expressed as a corresponding moment in the operators \( \eta_{p,q}(u) \), where \( p, q \in [r] \) and \( u \in [t] \), respectively. This completes the proof. \( \blacksquare \)

**Remark 8.1.** Let us observe that the family of arrays of operators
\[
\{[\zeta(u)] : u \in \mathcal{U}\}
\]
where each entry of \([\zeta(u)]\) is of the form
\[
\zeta_{p,q}(u) = \hat{\varphi}_{p,q}(2u-1) + i\hat{\varphi}_{p,q}(2u),
\]
for any \((p, q) \in \mathcal{J}\), replaces the family of circular operators of Voiculescu [33] related to the circular law [3,8,14]. In particular, it is easy to see that each operator \( \zeta_{p,q}(u) \) is a circular operator since it is of the form \( a + ib \), where \( a \) and \( b \) are free with respect to the corresponding state \( \Psi_q \) and have semicircle distributions under \( \Psi_q \). If \( p = q \), the distributions of \( a \) and \( b \) are identical, whereas if \( p \neq q \), they are identical if and only if \( d_p = d_q \).

Theorem 8.1 can be applied to the study of Wishart matrices and more general products of complex rectangular random Gaussian matrices. Let us state a combinatorial formula for the mixed moments of the operators from the arrays \((\eta_{p,q}(u))\), where \( u \in \mathcal{U} \). First, however, let us present an example with explicit computations.

**Example 8.1.** For simplicity, assume that \( t = 1 \) and denote \( \eta_{p,q} = \eta_{p,q}(1) \) for any \( p, q \in [r] \). Of course,
\[
\eta_{p,q} = \hat{\varphi}_{p,q}(1) + \hat{\varphi}_{p,q}^*(2) \quad \text{and} \quad \eta_{p,q}^* = \hat{\varphi}_{p,q}^*(1) + \hat{\varphi}_{p,q}(2)
\]
For any \( q \in [r] \), we have

\[
\Psi_q((\eta_{p,q}\eta_{p,q}^*)^3) = \Psi_q(\varphi_{p,q}^*(2)\varphi_{p,q}(2)\varphi_{p,q}^*(2)\varphi_{p,q}(2)\varphi_{p,q}^*(2)\varphi_{p,q}(2)) \\
+ \Psi_q(\varphi_{p,q}^*(2)\varphi_{p,q}(2)\varphi_{p,q}^*(2)\varphi_{p,q}^*(1)\varphi_{p,q}(1)\varphi_{p,q}(2)) \\
+ \Psi_q(\varphi_{p,q}^*(2)\varphi_{p,q}^*(2)\varphi_{p,q}^*(1)\varphi_{p,q}(1)\varphi_{p,q}(2)) \\
+ \Psi_q(\varphi_{p,q}^*(2)\varphi_{p,q}^*(1)\varphi_{p,q}(1)\varphi_{p,q}(2)) \\
= b_{p,q}^3(2) + 3b_{p,q}^2(2)b_{p,q}(1) + b_{p,q}(2)b_{p,q}^2(1)
\]

and thus the summands correspond to noncrossing colored partitions shown in Example 4.5. In the random matrix setting of Theorem 8.1, if all block variances are set to one, the expressions on the right-hand sides reduce to polynomials in \( d_p, d_q \) of the form

\[
d_p, d_p^2 + d_q, d_p^3 + 3d_p^2d_q + d_p^2d_q^2
\]

respectively, since \( b_{p,q}(k) = d_p \) and \( b_{p,q}(k) = d_q \) for \( k \in \{1, 2\} \) (cf., for instance, [16]).

The above example shows the connection between mixed moments of the considered operators and noncrossing colored partitions. The main feature of the combinatorics for the non-Hermitian case is that in order to get a pairing between two operators, one of them has to be starred and one unstarred. This leads to the following definition and alternatively, to an analog of Proposition 4.3.

**Definition 8.1.** We say that \( \pi \in \mathcal{NC}^2_m \) is adapted to \( ((w_1, u_1, \epsilon_1), \ldots, (w_m, u_m, \epsilon_m)) \), where \( w_k = \{p_k, q_k\} \) and \( (p_k, q_k, u_k) \in [r] \times [r] \times [t] \) and \( \epsilon_k \in \{1, *, \} \) for any \( k \), if there exists a tuple \( ((v_1, u_1), \ldots, (v_m, u_m)) \), where \( v_k \in \{(p_k, q_k), (q_k, p_k)\} \) for any \( k \), to which \( \pi \) is adapted and \( \epsilon_j \neq \epsilon_k \) whenever \( \{j, k\} \) is a block. The set of such partitions will be denoted by \( \mathcal{NC}^2_m((w_1, u_1, \epsilon_1), \ldots, (w_m, u_m, \epsilon_m)) \). Its subset consisting of those partitions which are in \( \mathcal{NC}^2_{m,q}(\pi, (w_1, u_1), \ldots, (w_m, u_m)) \) will be denoted \( \mathcal{NC}^2_{m,q}((w_1, u_1, \epsilon_1), \ldots, (w_m, u_m, \epsilon_m)) \).

**Proposition 8.1.** For any tuple \( ((w_1, u_1, \epsilon_1), \ldots, (w_m, u_m, \epsilon_m)) \) and \( q \in [r], m \in \mathbb{N}, \) where \( w_k = \{p_k, q_k\} \) and \( p_k, q_k \in [r] \), \( u_k \in [t] \) and \( \epsilon_k \in \{1, *, \} \) for each \( k \), it holds that

\[
\Psi_q(\pi_{p_1,q_1}^e(u_1) \ldots \pi_{p_m,q_m}^e(u_m)) = \sum_{\pi \in \mathcal{NC}^2_{m,q}((w_1, u_1, \epsilon_1), \ldots, (w_m, u_m, \epsilon_m))} b_q(\pi, f, g)
\]

where \( f \) is the coloring of \( \pi \) defined by \((w_1, \ldots, w_m; q)\) and \( g \) is the labeling of \( \pi \) defined by \((u_1, \ldots, u_m)\).

**Proof.** The above mixed moment in the operators \( \pi_{p_k,q_k}^e(u_k) \), where \( k \in [m] \), can be expressed as the mixed moment of the operators

\[
2^{-1/2} (\tilde{\omega}_{p_k,q_k}^e(2u_k - 1) \pm i\tilde{\omega}_{p_k,q_k}^e(2u_k)),
\]

where \( k \in [m] \), and thus can be written in terms of the mixed moments of the operators \( (\tilde{\omega}_{p_k,q_k}^e(s_k)) \), where \( s_k \in \{2u_k - 1, 2u_k\} \) for any \( k \in [m] \). These, in turn, are given by Proposition 4.3. However, the associated noncrossing pair partitions must be adapted to \( ((w_1, u_1), \ldots, (w_m, u_m)) \) since \( 2u_j - 1 = 2u_k - 1 \) or \( 2u_j = 2u_k \) for some \( j \neq k \) implies that \( u_j = u_k \). The contributions from such partitions are given by numbers \( b_q(\pi, f, g) \). In the context of complex Gaussian operators of the type shown above, where the variances associated with \( 2u_k - 1 \) and \( 2u_k \) coincide for any fixed \( k \), these numbers are
obtained when computing the moments given by the products of the above complex linear combinations (one with the plus sign and the other with the minus sign), namely

\[ 2^{-1}(\tilde{\omega}_{p_k,q_k}(2u_k - 1)\tilde{\omega}_{p_k,q_k}(2u_k - 1) + \tilde{\omega}_{p_k,q_k}(2u_k)\tilde{\omega}_{p_k,q_k}(2u_k)) \]

under the state \( \psi_{p_k} \) or \( \psi_{q_k} \), which gives \( b_{q_k,p_k} = d_{q_k,v_{q_k,p_k}(u_k)} \) or \( b_{p_k,q_k} = d_{p_k,v_{p_k,q_k}(u_k)} \), respectively. This implies that the associated partition must satisfy the additional condition \( \epsilon_j = \epsilon_k \) whenever \( \{j, k\} \) is a block. This completes the proof.

9. Wishart matrices and related products

We can also study products of Gaussian random matrices using the framework of matricial freeness. Since the main objects in our model are blocks of Gaussian random matrices, there is no major difference in treating rectangular or square matrices.

The main point of this section is to show that the framework of matricial freeness is general enough to include square or rectangular Gaussian random matrices as well as their products in one unified scheme. However, it can also be seen that our formalism is much more general and should give a number of interesting examples, of which sums and products of independent block-identically distributed Gaussian random matrices are just the most natural ones.

Using matricially free probability, we can reproduce certain results concerning products \( B(n) \) of rectangular Gaussian random matrices and the asymptotic distributions of \( B(n)B^*(n) \) under the trace composed with classical expectation as \( n \to \infty \). In particular, if \( B(n) \) is just one complex Gaussian random matrix, the matrix

\[ W(n) = B(n)B^*(n) \]

is the complex Wishart matrix [37]. The limit distribution of a sequence of such matrices is the Marchenko-Pastur distribution (which also plays the role of the free Poisson distribution) with moments given by Catalan numbers.

The original result on the asymptotic distributions of the Wishart matrices is due to Marchenko and Pastur [27], but many different proofs have been given (see, for instance [15,27,35]). In the case when \( B(n) \) is a power of a square random matrix, then it has recently been shown by Alexeev et al [1] that the limit moments are given by Fuss-Catalan numbers (products of independent random matrices have also been studied recently [2,9,10]). The distributions defined by the Fuss-Catalan numbers were explicitly determined by Penson and Życzkowski [31]. A random matrix model based on a family of distributions called free Bessel laws constructed from the Marchenko-Pastur distribution by means of free convolutions was given by Banica et al [4]. In turn, asymptotic freeness of independent Wishart matrices was proved by Voiculescu [33] (see also [11,18]). Let us also mention that explicit formulas for moments of Wishart matrices were given, for instance, by Hanlon et al [17] and by Haagerup and Thorbjørnsen [16].

In our framework, it suffices to use one symmetric off-diagonal (rectangular or square, balanced or unbalanced) block to study the asymptotic distribution of the Wishart matrix. More generally, using matricially free Gaussian operators, we can also study the asymptotic distributions of \( W(n) \) in the case when the matrices \( B(n) \) are sums of independent rectangular Gaussian random matrices as in [6], namely

\[ B(n) = Y(u_1, n) + Y(u_2, n) + \ldots + Y(u_m, n), \]
assuming they have the same dimensions, as well as in the case when $B(n)$ is a product of independent rectangular Gaussian random matrices

$$B(n) = Y(u_1, n)Y(u_2, n) \ldots Y(u_k, n),$$

assuming their dimensions are such that the products are well-defined. Using Theorem 8.1, one can study non-Hermitian Wishart matrices which are also of interest [19]. In both cases, it suffices to take a suitable sequence of the off-diagonal symmetric blocks of a family of independent Gaussian random matrices (the first case) or even one Gaussian random matrix matrix (the second case). Since we know how to compute the asymptotic joint distributions of symmetric blocks, we can immediately obtain results concerning asymptotic distributions of such products.

In our treatment of products, it will be convenient to use sets $\mathcal{NC}_m^2(W_k)$ of noncrossing $W_k$-pairings, where $W_k$ is a word of the form

$$W_k = (12 \ldots pp^* \ldots 2^*1^*)^k$$

where $m = kp$, by which we understand the set of noncrossing pair partitions of the set $[m]$ in which all blocks are associated with pairs of letters of the form \{j, j^*\}. If $\pi \in \mathcal{NC}_m^2(W_k)$, we denote by $\mathcal{R}_j(\pi)$ and $\mathcal{R}_j^*(\pi)$ the sets of the right legs of $\pi$ which are associated with $j$ and $j^*$, respectively. Of course,

$$\mathcal{R}(\pi) = \bigcup_{j=1}^p \mathcal{R}_j(\pi) \cup \mathcal{R}_j^*(\pi)$$

for any $\pi \in \mathcal{NC}_m^2(W_k)$.

**Definition 9.1.** Define homogenous polynomials in variables $d_1, d_2, \ldots, d_{p+1}$ of the form

$$P_k(d_1, d_2, \ldots, d_{p+1}) = \sum_{\pi \in \mathcal{NC}_m^2(W_k)} d_1^{r_1(\pi)}d_2^{r_2(\pi)}\ldots d_{p+1}^{r_{p+1}(\pi)}$$

for any $k, p \in \mathbb{N}$, where

$$r_j(\pi) = |\mathcal{R}_j(\pi)| + |\mathcal{R}_j^*(\pi)|$$

for any $\pi \in \mathcal{NC}_{kp}^2(W)$ and $1 \leq j \leq p + 1$, where we set $\mathcal{R}_0^*(\pi) = \emptyset$ and $\mathcal{R}_{p+1}(\pi) = \emptyset$.

Our random matrix model for products of independent Gaussian random matrices will be based on products of a chain of symmetric random blocks

$$T_{j,j+1}(n) = T_{j,j+1}(u,n), \text{ where } j \in [p] \text{ and } n \in \mathbb{N},$$

with $u \in U$ fixed and thus omitted in our notations (taking different $u$’s does not change the computations since these blocks are independent anyway). The blocks are embedded in a Gaussian random matrix $Y(n)$ with asymptotic dimensions $d_1, d_2, \ldots, d_{p+1}$ which will be the variables of our polynomials. The symmetric blocks $T_{j,j+1}(n)$ are not assumed to be Hermitian, thus we shall use Theorem 8.1 when discussing their singular limit distributions. Using products of Hermitian random blocks is also possible, especially in the simplest case of Wishart matrices. However, it is more convenient to use products of non-Hermitian symmetric random blocks to give a combinatorial description of the limit moments in the case of singular limit distributions of higher-order products.

In the proof given below, we use ideas on the enumeration of noncrossing pairings given in [20] (related to the results in [28]).
Theorem 9.1. Under the assumptions of Theorem 8.1, suppose that \( v_{i,j+1} = 1 \) for \( j \in [p] \), where \( p \) is a fixed natural number, and let
\[
B(n) = T_{1,2}(n)T_{2,3}(n) \cdots T_{p,p+1}(n)
\]
for any natural \( n \). Then, for any nonnegative integer \( k \),
\[
\lim_{n \to \infty} \tau_1(n) \left( (B(n)B^*(n))^k \right) = P_k(d_1, d_2, \ldots, d_{p+1})
\]
where \( d_1, d_2, \ldots, d_{p+1} \) are asymptotic dimensions.

Proof. By Theorem 8.1, we obtain
\[
\lim_{n \to \infty} \tau_1(n) ((B(n)B^*(n))^k) = \Psi_1((\eta \eta^*)^k)
\]
for any natural \( k \), where
\[
\eta = \eta_1 \eta_2 \cdots \eta_{p+1}
\]
for any given \( p \). In view of Proposition 8.1, we can express the right-hand side in terms of noncrossing partitions
\[
\Psi_1((\eta \eta^*)^k) = \sum_{\pi \in NC_{m,1}^2((w_1, \epsilon_1), \ldots, (w_m, \epsilon_m))} b_1(\pi, f)
\]
where \( m = kp \) and
\[
(w_{1+2lp}, \ldots, w_{p+2lp}) = (\{1, 2\}, \ldots, \{p, p+1\})
\]
\[
(w_{p+1+2lp}, \ldots, w_{2p+2lp}) = (\{p, p+1\}, \ldots, \{1, 2\})
\]
for any \( 0 \leq l \leq k - 1 \). In the notation for noncrossing pair partitions adapted to \( ((w_1, \epsilon_1), \ldots, (w_m, \epsilon_m)) \) we omit \( u_1, \ldots, u_m \) since in the considered case we have one array \( (\eta_p,q) \). Since only operators with the same matricial indices can form a pairing, \( NC_{m,1}^2((w_1, \epsilon_1), \ldots, (w_m, \epsilon_m)) \) can be put in one-to-one correspondence with the set \( NC_{kp}^2(W_k) \). If now \( \pi \in NC_{kp}^2(W_k) \), then we will identify \( b_1(\pi, f) \) with the corresponding expression of Proposition 8.1. Recall that
\[
b_1(\pi, f) = \prod_{i=1}^{kp} b_1(\pi_i, f)
\]
where \( \{\pi_1, \ldots, \pi_{kp}\} \) are blocks of \( \pi \) and where the coloring \( f \) is uniquely determined by \( \pi \) and by the coloring \( q = 1 \) of the imaginary block. Since the block variances are set to one, we can express each \( b_1(\pi, f) \) as a monomial of order \( m = kp \) in asymptotic dimensions of the form
\[
b_1(\pi, f) = d_1^{r_1(\pi)} d_2^{r_2(\pi)} \cdots d_{p+1}^{r_{p+1}(\pi)}
\]
where the exponents are natural numbers which depend on \( \pi \) and for which
\[
r_1(\pi) + r_2(\pi) + \ldots + r_{p+1}(\pi) = kp.
\]
Let us find an explicit combinatorial formula for these numbers.

When computing \( b_1(\pi_i, f) \) for various blocks \( \pi_i \), we can see that asymptotic dimensions are assigned to the right legs associated with letters \( j \) and \( j^* \) according to the rules
\[
j \to d_j \quad \text{and} \quad j^* \to d_{j+1}
\]
for any $j \in [p]$. If $p = 1$, this is immediate since the block containing the last letter 1* in $W_k$ has to be colored by 2 since 1 is reserved to match the color of the imaginary block. Suppose that $p > 1$. If the right leg of some block $\pi_i$ is associated to letter $j$ in the word $W_k$ (and its left leg to $j^*$), then from the pair $\{j, j + 1\}$ of possible colorings of this block we must choose $j$ since the inner block $\pi_s$ associated with the letter $j - 1$ immediately preceding the considered letter $j$ can be colored by $j - 1$ or $j$ (thus $j + 1$ is not possible) to make the partition adapted to the considered tuple. This argument is repeated for $j = p, \ldots, 1$ (in that order), which shows that each block containing a letter $j$ is colored by $j$ and therefore we should assign to it the dimension $d_j$. A similar argument shows that each block containing a letter $j^*$ must be colored by $j^*$ and therefore we should assign to it $d_j^*$.

This leads to the formula

$$r_j(\pi) = |\mathcal{R}_j(\pi)| + |\mathcal{R}_j^*(\pi)| \quad \text{for} \quad j \in [p + 1],$$

where $\pi \in \mathcal{NC}_m^2(W_k)$, and thus

$$\Psi_1((\eta_j^*)^k) = \sum_{\pi \in \mathcal{NC}_k^2(W_k)} d_1^r(\pi) d_2^r(\pi) \ldots d_{p+1}^r(\pi),$$

which completes the proof.

The special case of $p = 1$ corresponds to Wishart matrices and the Marchenko-Pastur distribution \[27\] with shape parameter $t > 0$, namely

$$g_t = \max\{1 - t, 0\} \delta_0 + \frac{\sqrt{(x - a)(b - x)}}{2\pi x} \mathbb{1}_{[a,b]}(x) \, dx$$

where $a = (1 - \sqrt{t})^2$ and $b = (1 + \sqrt{t})^2$ (see Corollary 9.1). At the same time, $g_t$ is the free Poisson law in free probability. It has been shown by Oravetz and Petz \[29\] that its moments are the Narayana polynomials

$$N_k(t) = \sum_{j=1}^{k} N(k, j) t^j$$

for any $k \in \mathbb{N}$, with coefficients

$$N(k, j) = \frac{1}{j} \binom{k - 1}{j - 1} \binom{k}{j - 1}$$

called Narayana numbers. These numbers are obtained in several different enumerations. For instance, $N(k, j)$ is equal to the number of Catalan paths of length $2k$ with $j$ peaks. However, we will use another enumeration related to right legs of blocks of the associated noncrossing partitions.

**Proposition 9.1.** The Narayana number $N(k, j)$ is equal to the number of those non-crossing pair partitions $\pi \in \mathcal{NC}_k^2$ which have $j$ even numbers in the set $\mathcal{R}(\pi)$.

**Proof.** Our proof is based on the enumeration derived by Osborn \[30\], in which $N(k, j)$ is the number of Catalan paths of length $2k$ with $2j$ edges lying in odd bands, where an odd band is a set of the form $\mathbb{R} \times [i, i + 1]$ in the plane $\mathbb{R}^2$, where $i$ is even, in the standard setting, in which a Catalan path begins at $(0, 0)$ and ends at $(2k, 0)$. Now, let us associate with each Catalan path a noncrossing pair partition $\pi \in \mathcal{NC}_k^2$ in
the canonical way. Then, if \( \{l, r\} \) is a block of \( \pi \) with \( l < r \), where \( r \) is even, then the edges corresponding to \( l \) and \( r \) lie in the odd band. Similarly, if \( r \) is odd, then these edges lie in the even band. Consequently, \( N(k, j) \) is equal to the number of noncrossing pair partitions of \([2k]\) which have \( j \) right legs which are even and \( k - j \) right legs which are odd. This completes the proof.

**Example 9.1.** In the path shown below all edges labelled by \( a \) lie in the odd bands and all edges labelled by \( b \) lie in the even bands.

\[
\begin{array}{c}
\bullet & \bullet & \bullet & a & a & a & a & a & a \\
\bullet & b & b & b & b & b & b & b & b & b & b & b \\
\end{array}
\]

There are 6 edges lying in the odd bands and 8 edges lying in the even band, thus there are \( j = 3 \) even numbers in the set \( \mathcal{R}(\pi) = \{4, 5, 7, 8, 11, 13, 14\} \).

**Corollary 9.1.** If \( p = 1 \) and \( d_1 > 0 \), then under the assumptions of Theorem 9.1 we obtain

\[
\lim_{n \to \infty} \tau_1(n) \left( (B(n)B^*(n))^k \right) = d_1^k N_k(d_2/d_1),
\]

and thus the limit distribution is the \( d_1 \)-dilation of the Marchenko-Pastur distribution \( \varrho_t \) with the shape parameter \( t = d_2/d_1 \), denoted \( \varrho_{d_2/d_1} \).

Proof. The letters 1 and 1* correspond to odd and even numbers, respectively, if we use the notation as in the proof of Theorem 9.1. In turn, the number of noncrossing pair partitions which have \( j \) right legs labelled by 1* is given by \( N(k, j) \) by Proposition 9.1 and thus

\[
P_k(d_1, d_2) = \sum_{j=1}^{k} N(k, j) d_2^j d_1^{k-j} = d_1^k N_k(d_2/d_1)
\]

which proves the first assertion. The second one is clear since the transformation on moments \( m_k \to \lambda^k m_k \) leads to the dilation of the corresponding measures.

**Remark 9.1.** The usual settings for Wishart matrices are slightly different since different normalizations are used [10,19]. For instance, if \( B(N) \in \text{GRM}(m(N), N, 1/N) \) is a Gaussian random matrix of dimension \( m(N) \times N \) and \( 1/N \) is the variance of each entry, where \( N \in \mathbb{N} \), it is assumed that

\[
t = \lim_{N \to \infty} \frac{m(N)}{N}
\]

and then one computes the limit distribution of \( B^*(N)B(N) \) under normalized trace \( \text{tr}(N) \) composed with classical expectation. One obtains Narayana polynomials in \( t \) as the limit moments, with the corresponding Marchenko-Pastur distribution with shape parameter \( t \). In our model, we embed \( B(n) \) and \( B^*(n) \) in a larger square matrix of dimension \( n \), in which \( B(n) = S_{1,2}(n) \) and \( B^*(n) = S_{1,2}^*(n) = S_{2,1}(n) \) are off-diagonal blocks and we compute the limit moments of \( B(n)B^*(n) \) under \( \tau_1(n) \). In order to directly compare these two approaches, we set \( N = n_1(n) \) and \( m(N) = n_2(n) \).
to get \( t = d_2/d_1 \) and, since the variance in our approach is \( 1/n \) and in Marchenko-Pastur’s theorem the variance is \( 1/N \), the \( k \)th moment in the limit moment obtained in Marchenko-Pastur’s theorem must be multiplied by \( d_1^k \) to give our asymptotic product polynomial.

**Example 9.2.** If \( p = 1 \), the lowest order polynomials of Definition 9.1 are

\[
\begin{align*}
P_1(d_1, d_2) &= d_2 \\
P_2(d_1, d_2) &= d_2d_1 + d_2^2 \\
P_3(d_1, d_2) &= d_2d_1^2 + 3d_2^2d_1 + d_2^3 \\
P_4(d_1, d_2) &= d_2d_1^3 + 6d_2^2d_1^2 + 6d_2^3d_1 + d_2^4
\end{align*}
\]

and can be obtained directly from Corollary 9.1 since the corresponding Narayana polynomials are \( N_1(t) = t, N_2(t) = t + t^2, N_3(t) = t + 3t^2 + t^3, N_4(t) = t + 6t^2 + 6t^3 + t^4 \), respectively.

**Corollary 9.2.** If \( d_1 = d_2 = \ldots = d_{p+1} = d \), then

\[
P_k(d_1, d_2, \ldots, d_{p+1}) = d^{kp} F(p, k)
\]

where \( F(p, k) = \frac{1}{(p+1)!} \binom{p+k}{k} \) are Fuss-Catalan numbers.

**Proof.** If \( d_1 = \ldots = d_{p+1} = d \), then \( P_k(d_1, d_2, \ldots, d_{p+1}) \) is equal to \( d^{kp} \) multiplied by the number of noncrossing pair partitions adapted to the word \( W_k = 12 \ldots pp^* \ldots 2^*1^* \) by Theorem 9.1. It is well known (see, for instance [20]) that the latter is equal to the Fuss-Catalan number \( F(p, k) \).

**Example 9.3.** If \( p = 2 \), we obtain by Theorem 9.1 the limit moments

\[
\Psi_1((\eta \eta^*)^k) = P_k(d_1, d_2, d_3), \quad \text{where } \eta = \eta_{1,2}\eta_{2,3}.
\]

For instance, contributions to \( P_2(d_1, d_2, d_3) \) are

\[
\begin{align*}
\Psi_1(\varphi_{1,2,1}^*\varphi_{3,2}^*\varphi_{3,2}^*\varphi_{2,1}^*\varphi_{1,2,1}^*\varphi_{3,2}^*\varphi_{3,2}^*\varphi_{2,1}^*) &= d_2^2d_3^2 \\
\Psi_1(\varphi_{1,2,1}^*\varphi_{3,2}^*\varphi_{3,2}^*\varphi_{1,2}^*\varphi_{3,2}^*\varphi_{3,2}^*\varphi_{2,1}^*) &= d_1d_2d_3^2 \\
\Psi_1(\varphi_{1,2,1}^*\varphi_{3,2}^*\varphi_{3,2}^*\varphi_{2,3}^*\varphi_{1,2}^*\varphi_{2,3}^*\varphi_{3,2}^*\varphi_{2,1}^*) &= d_1^2d_3^3
\end{align*}
\]

with the corresponding partitions of the associated word \( S = 122^*1^*122^*1^* \)

respectively. Thus,

\[
P_2(d_1, d_2, d_3) = d_2^2d_3^2 + d_1d_2d_3^2 + d_1^2d_2^2d_3.
\]

If we define multivariate generalizations of Narayana polynomials \( N_k(t_1, t_2, \ldots, t_p) \) by the formula

\[
P_k(d_1, d_2, \ldots, d_{p+1}) = d_1^{kp} N_k(d_2/d_1, d_3/d_1, \ldots, d_{p+1}/d_1),
\]

we obtain

\[
N_2(t_1, t_2) = t_1^2t_2^2 + t_1t_2^2 + t_1^2t_2.
\]
These polynomials and their coefficients should be of some interest from the combinatorial point of view.

Let us write the limit distribution of Theorem 9.1 in the convolution form. Let \( \mu_s = U_s \mu \) be the probability measure on the real line defined by

\[
G_{\mu_s}(z) = sG_\mu(z) + \frac{1-s}{z}
\]

for any \( s > 0 \), where \( G_{\mu_s} \) and \( G_\mu \) are Cauchy transforms of \( \mu_s \) and \( \mu \), respectively.

**Theorem 9.2.** If \( d_1, d_2, \ldots, d_{p+1} > 0 \) and \( p > 1 \), then the limit distribution of Theorem 9.1 takes the form

\[
\mu_1 = \varrho_{d_2,d_1} \otimes \varrho_{d_3,d_1} \otimes \cdots \otimes \varrho_{d_{p+1},d_1}.
\]

**Proof.** We have

\[
\tau_1(n) \left( (S_{1,2}(n) \ldots S_{p+1,1}(n)S_{p,p+1}^*(n) \ldots S_{1,2}^*(n))^k \right)
\]

\[
= \frac{n_2}{n_1} \tau_2(n) \left( (S_{2,3}(n) \ldots S_{p+1,1}(n)S_{p,p+1}^*(n) \ldots S_{2,3}^*(n)S_{1,2}^*(n))^k \right)
\]

\[
= \frac{n_2}{n_1} \tau_2(n) \left( (T_{2,3}(n) \ldots T_{p+1,1}(n)T_{p,p+1}(n) \ldots T_{2,3}(n)T_{1,2}(n))^k \right)
\]

which tends to

\[
d_2/d_1 \cdot \Psi_2((\tilde{\omega}^2 \tilde{\omega}_{1,2}^2)^k),
\]

as \( n \to \infty \), where \( \tilde{\omega} = \tilde{\omega}_{2,3} \ldots \tilde{\omega}_{p+1,1} \). Now, the pair \( \{\tilde{\omega}^2, \tilde{\omega}_{1,2}^2\} \) is free with respect to \( \Psi_2 \) since the only common index present in both operators is 2 and therefore any polynomial in one of them, say \( \tilde{\omega}_{1,2}^2 \), which is in the kernel of \( \Psi_2 \) maps any vector onto a linear combination of vectors which do not begin with 2 and these are in the kernel of the other one, say \( \tilde{\omega}^2 \). Now, the \( \Psi_2 \)-distribution of \( \tilde{\omega}_{1,2}^2 \) is \( \varrho_{d_1,d_2} \) by Corollary 9.1. Therefore,

\[
\mu_1 = U_{d_2/d_1}(\varrho_{d_1,d_2} \otimes \mu_2)
\]

where \( \mu_2 \) is the \( \Psi_2 \)-distribution of \( \tilde{\omega}^2 \). If \( \tilde{\omega} \) is a product of at least two operators, the same procedure is applied to \( \mu_2 \), which gives

\[
\mu_2 = U_{d_3/d_2}(\varrho_{d_2,d_3} \otimes \mu_3),
\]

where \( \mu_3 \) is the \( \Psi_3 \)-distribution of \( (\tilde{\omega}_{3,4, \ldots, \tilde{\omega}_{p+1,1})^2} \). We continue this inductive procedure and observe that the last step gives

\[
\mu_{p-1} = U_{d_p/d_{p-1}}(\varrho_{d_{p-1},d_p} \otimes \varrho_{d_{p+1},d_p}).
\]

Now, it is easy to show that the S-transform of \( \mu' = U_s \mu \) takes the form

\[
S_{\mu'}(z) = \frac{1+z}{s+z}S_\mu \left( \frac{z}{s} \right).
\]

Therefore,

\[
S_{\mu_{p-1}}(z) = (1+z)(d_p/d_{p-1}+z)^{-1}(d_{p-1}+d_{p-1}z)^{-1}(d_{p+1}+d_{p-1}z)^{-1}
\]

\[
= (d_p+d_{p-1}z)^{-1}(d_{p+1}+d_{p-1}z)^{-1}
\]

The next step gives

\[
S_{\mu_{p-2}}(z) = (d_{p-1}+d_{p-2}z)^{-1}(d_p+d_{p-2}z)^{-1}(d_{p+1}+d_{p-2}z)^{-1},
\]
and continuing in this fashion, we finally get

\[ S_{\mu_1}(z) = (d_2 + d_1 z)^{-1}(d_3 + d_1 z)^{-1} \ldots (d_{p+1} + d_1 z)^{-1}, \]

which completes the proof.

Let us finally establish a relation between the limit distributions of Theorem 9.1 and free Bessel laws \( \pi_{p, t} \) of Banica et al [4] expressed in terms of the free multiplicative convolution

\[ \pi_{p, t} = \pi^{\otimes (p-1)} \boxtimes \pi^t, \]

where \( \pi = \varrho_1 \) is the standard Marchenko-Pastur distribution with the shape parameter equal to one. Random matrix models for these laws given in [4] were based on the multiplication of independent Gaussian random matrices.

It is easy to observe that one can keep the normalization of Gaussian variables in terms of the parameter \( n \to \infty \) in Theorems 8.1 and 9.1 without assuming that \( n \) is the dimension of \( Y(u, n) \). In the context of Theorem 9.1, the asymptotic moments are still \( P_k(d_1, \ldots, d_{p+1}) \), except that \( d_1, \ldots, d_{p+1} \) are arbitrary non-negative numbers. In particular, we can set \( n_1 = \ldots = n_p = n \) and \( n_{p+1} \) to be the integer part of \( tn \) (for \( p = 1 \), this reminds the normalization discussed in Remark 9.1). In this case, \( d_1 = \ldots = d_p = 1 \) and \( d_{p+1} = t \), and the limit laws are free Bessel laws.

**Corollary 9.3.** If \( d_1 = \ldots = d_p = 1 \) and \( d_{p+1} = t \), the polynomials \( P_k(d_1, \ldots, d_{p+1}) \) are moments of the free Bessel law \( \pi_{p, t} \).

**Proof.** This is an immediate consequence of Theorem 9.2. \( \blacksquare \)

### 10. Appendix

The definition of the symmetrically matricially free array of units given in [23] should be strengthened in order that the symmetrized Gaussian operators be symmetrically matricially free. This requires certain changes to be made in [23] which are listed below.

1. Condition (2) of Definition 8.1 in [23] should be replaced by condition (2) of Definition 3.4 given in this paper. For that purpose, one needs to distinguish even and odd elements.
2. The proof of symmetric matricial freeness of the array of symmetrized Gaussian operators was stated in Proposition 8.1 in [23] and the proof was (unfortunately) omitted. Using Definition 3.4, this fact is proved here in Proposition 3.5.
3. Definition 2.3 in [23] should be replaced by Definition 4.3 given in this paper. In principle, it is possible to modify the old definition and use conditions on intersections of unordered pairs, but it is much more convenient and simpler to phrase the new definition using sequences of ordered pairs.
4. The proof of Theorem 9.1 in [23] needs to be slightly strengthened since the classes \( NC^2_{m,q}(\{p_1, q_1\}, \ldots, \{p_m, q_m\}) \) can be smaller, in general, than those considered in [23] since Definition 4.3 is stronger than Definition 2.3 in [23]. Therefore, we need to justify that if \( \pi(\gamma) \in NC^2_{m,q} \setminus NC^2_{m,q}(\{p_1, q_1\}, \ldots, \{p_m, q_m\}) \), then the corresponding mixed moment of symmetric blocks under \( \tau_q(n) \) vanishes. Clearly, in order that this moment be non-zero, the imaginary block of \( \pi(\gamma) \) must be colored by \( q \). Then all blocks of \( \pi(\gamma) \) of depth zero must be labeled by pairs \( \{p_i, q_i\} \) which contain \( q \) in order that the corresponding symmetric blocks...
\(T_{p_i, q_i}(n)\) act non-trivially on vectors \(e_j, j \in N_n\). Supposing that \(q_i = q\) for all such pairs \(\{p_i, q_i\}\) assigned to the right legs of \(\pi(\gamma)\), we set \(v_i = (p_i, q_i)\). Then, in turn, all symmetric blocks which correspond to blocks of \(\pi(\gamma)\) of depth one whose nearest outer block is labeled by given \(\{p_i, q_i\}\) must be labeled by pairs \(\{p_k, q_k\}\) which contain \(p_i\). Supposing that \(q_k = p_i\) for all such pairs \(\{p_k, q_k\}\) assigned to the right legs of \(\pi(\gamma)\), we set \(v_k = (p_k, q_k)\). We continue in this fashion until all symmetric blocks and the corresponding blocks of \(\pi(\gamma)\) are taken into account. Finally, if \(\{i, j\}\) is a block, where \(i < j\) and \(v_i = (p_j, q_j)\), then we must have \(v_i = (q_j, p_j)\) in order that the action of \(T_{p_i, q_i}(n)\) be non-trivial, which follows from an inductive argument starting from the deepest blocks. Consequently, in order to get a non-zero contribution from the corresponding mixed moment of symmetric blocks, which is proportional to the product of variances as in the proof in [23], there must exist a tuple \((v_1, \ldots, v_m)\) such that \(v_i \in \{(p_i, q_i), (q_i, p_i)\}\) to which \(\pi(\gamma)\) is adapted. Therefore, the conditions of Definition 4.3 are satisfied.

Acknowledgement
I would like to thank the referee for inspiring remarks which enabled me to generalize the results contained in the original manuscript. The referee’s suggestions were also very helpful in revising several other parts of the text.

This work is partially supported by the Polish Ministry of Science and Higher Education (Wroclaw University of Technology grant S20089/I18).

References
[1] N. Alexeev, F. Götze, A. Tikhomirov, On the asymptotic distributions of singular values of products of large rectangular random matrices, arXiv:1012.2586 [math PR], 2011.
[2] N. Alexeev, F. Götze, A. Tikhomirov, Asymptotic distribution of singular values of powers of random matrices, Lithuanian Math. J. 50 (2010), 121-132.
[3] Z. Bai, Circular law, Ann. Probab., 25 (1997), 494-529.
[4] T. Banica, S.T. Belinschi, M. Capitaine, B. Collins, Free Bessel laws, Canad. J. Math. 63 (2011), 3-37.
[5] R. Basu, A. Bose, S. Ganguly, R.S. Hazra, Spectral properties of random triangular matrices, arXiv:1110:1062v1 [math.PR], 2011.
[6] F. Benaych-Georges, Rectangular random matrices, related convolution, Probab. Theory Relat. Fields 144 (2009), 471-515.
[7] Ph. Biane, Processes with free increments, Math. Z. 227 (1998), 143-174.
[8] Ch. Bordenave, D. Chafai, Around the circular law, Probability Surveys 9(2012), 1-89.
[9] Z. Burda, R.A. Janik, M. Nowak, Multiplication law and S transform for non-Hermitian random matrices, Phys. Rev. E 84 (2011), 061125.
[10] Z. Burda, R.A. Janik, B. Waclaw, Spectrum of the product of independent random Gaussian matrices, Phys. Rev. E 81 (2010), 041132.
[11] M. Capitaine, M. Casalis, Asymptotic freeness by generalized moments for Gaussian and Wishart matrices, Indiana Univ. Math. J. 53(2004), 397-431.
[12] K. Dykema, On certain free product factors via an extended matrix model, J. Funct. Anal. 112 (1993), 31-60.
[13] K. Dykema, U. Haagerup, DT-operators and decomposability of Voiculescu’s circular operator, Amer. J. Math. 126(2004), 121-189.
[14] V.L. Girko, The circular law, Teor. Veroyatnost. i Primenen. 29 (1984), 669-679.
[15] U. Grenander, J.W. Silverstein, Spectral analysis of networks with random topologies, *SIAM J. Appl. Math.* **32**(1977), 499-519.
[16] U. Haagerup, S. Thorbjornsen, Random matrices with complex Gaussian entries, *Expo. Math.* **21** (2003), 293-337.
[17] P. Hanlon, R. Stanley, J. Stembridge, Some combinatorial aspects of the spectra of normally distributed Random Matrices, *Contemp. Math.* **138** (1992), 151-174.
[18] F. Hiai, D. Petz, The semicircle law, free random variables, and entropy, Amer. Math. Soc., Mathematical Surveys and Monographs, vol.77 (2000).
[19] E. Kanzieper, N. Singh, Non-Hermitian Wishart random matrices, [arXiv:1006.3096 [math-ph]], 2010.
[20] T. Kemp, R. Speicher, Strong Haagerup inequalities for free R-diagonal elements, *J. Funct. Anal.* **251**(2007), 141-173.
[21] R. Lenczewski, Decompositions of the free additive convolution, *J. Funct. Anal.* **246** (2007), 330-365.
[22] R. Lenczewski, Matricially free random variables, *J. Funct. Anal.* **258** (2010), 4075-4121.
[23] R. Lenczewski, Asymptotic properties of random matrices and pseudomatrices, *Adv. Math.* **228** (2011), 2403-2440.
[24] R. Lenczewski, Random matrix model for free Meixner laws, *Int. Math. Res. Notices* (2014), doi:10.1093/imrn/rnu041.
[25] R. Lenczewski, Matricial R-circular systems and random matrices, [arXiv:1311.6420], 2014.
[26] R. Lenczewski, R. Salapata, Multivariate Fuss-Narayana polynomials with application to random matrices, *Electron. J. Combin.* **20**, Issue 2 (2013).
[27] V. Marchenko, L. Pastur, The distribution of eigenvalues in certain sets of random matrices, *Math. Sb.* **72**(1967), 507-536.
[28] A. Nica, R. Speicher, *Lectures on the Combinatorics of Free Probability*, Cambridge University Press, Cambridge 2006.
[29] F. Oravecz, D. Petz, On the eigenvalue distribution of some symmetric random matrices, *Acta. Sci. Math. (Szeged)* **63** (1997), 383-395.
[30] J. Osborn, Bi-banded paths, a bijection and the Narayana numbers, *Australas. J. Combin.* **48** (2010), 243-252.
[31] K. A. Penson, K. Życzkowski, Product of Ginibre matrices: Fuss-Catalan and Raney distributions, *Phys. Rev. E* **83** (2011), 061118.
[32] D. Shlyakhtenko, Random Gaussian band matrices and freeness with amalgamation, *Int. Math. Res. Notices* **20** (1996), 1013-1025.
[33] D. Voiculescu, Limit laws for random matrices and free products, *Invent. Math.* **104** (1991), 201-220.
[34] D. Voiculescu, The analogues of entropy and of Fisher’s information measure in free probability theory, I. *Commun. Math. Phys.* **155** (1993), 71-92.
[35] K. W. Wachter, The strong limits of random matrix spectra for sample matrices of independent elements, *Ann. Probab.* **6** (1978), 1-18.
[36] E. Wigner, On the distribution of the roots of certain symmetric matrices, *Ann. Math.* **67** (1958), 325-327.
[37] J. Wishart, The generalized product moment distribution in samples from a normal multivariate population, *Biometrika* **20A** (1928), 32-52.

R. Lenczewski, 
Instytut Matematyki i Informatyki, Politechnika Wrocławska, 
Wybrzeże Wyspiańskiego 27, 50-370 Wrocław, Poland

E-mail address: Romuald.Lenczewski@pwr.wroc.pl