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Abstract

We derive, in 3 + 1 spacetime dimensions, two alternative systems of quasi-linear wave equations, based on Friedrich’s conformal field equations. We analyse their equivalence to Einstein’s vacuum field equations when appropriate constraint equations are satisfied by the initial data. As an application, the characteristic initial value problem for the Einstein equations with data on past null infinity is reduced to a characteristic initial value problem for wave equations with data on an ordinary light-cone.
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1 Introduction

1.1 Asymptotic flatness

In general relativity there is the endeavour to characterize those spacetimes which one would regard as being “asymptotically flat”, possibly merely in certain (null) directions. Spacetimes which possess this property would be well-suited to describe e.g. purely radiative spacetimes or isolated gravitational systems. However, due to the absence of a non-dynamical background field this is an intricate issue in general relativity. In [31, 32] (see e.g. [26] for an overview) R. Penrose proposed a geometric approach to resolve this problem: The starting point is a $3 + 1$-dimensional spacetime $(\tilde{\mathcal{M}}, \tilde{g})$, the physical spacetime. It then proves fruitful to introduce a so-called unphysical spacetime $(\mathcal{M}, g)$ into which (a part of) $(\tilde{\mathcal{M}}, \tilde{g})$ is conformally embedded,

$$\tilde{g} \mapsto g := \Theta^2 \tilde{g}, \quad \tilde{\mathcal{M}} \mapsto \mathcal{M}, \quad \Theta|_{\tilde{\mathcal{M}}} > 0.$$
The part of $\partial \phi(\tilde{M})$ where the conformal factor $\Theta$ vanishes can be interpreted as representing infinity of the original, physical spacetime, for the physical affine parameter diverges along null geodesics when approaching this part of the boundary. The subset $\{ \Theta = 0 \, , \, d \Theta \neq 0 \} \subset \partial \phi(\tilde{M})$ is called $\text{Scri}$, denoted by $I$. Large classes of solutions of the Einstein equations (with vanishing cosmological constant) possess a $I$ which forms a smooth null hypersurface in $(\mathcal{M}, g)$, on which null geodesics in $(\mathcal{M}, g)$ acquire end-points. The hypersurface $I$ is therefore regarded as providing a representation of null infinity.

Penrose’s proposal to distinguish those spacetimes which have an “asymptotically flat” structure [in certain null directions] is to require that the unphysical metric tensor $g$ extends smoothly across [a part of] $I$. The idea is that such a smooth conformal extension is possible whenever the gravitational field has an appropriate “asymptotically flat” fall-off behaviour in these directions.

Null infinity can be split into two components, past and future null infinity $I^{-}$ and $I^{+}$, which are generated by the past and future endpoints of null geodesics in $\mathcal{M}$, respectively. If the spacetime is further supposed to be asymptotically flat in all spacelike directions, one may require the existence of a point $i^{0}$, representing spacelike infinity, where all the spacelike geodesics meet. However, $i^{0}$ cannot be assumed to be smooth (it cannot even assumed to be $C^{1}$).

In this work we are particularly interested in spacetimes (and the construction thereof) which, at sufficiently early times, possess a conformal infinity which is similar to that of Minkowski spacetime. By that we mean that (a part of) $(\tilde{M}, \tilde{g})$ can be conformally mapped into an unphysical spacetime, where all timelike geodesics originate from one regular point, which represents past timelike infinity, denoted by $i^{-}$; moreover, we assume that, at least sufficiently close to $i^{-}$, a regular $I^{-}$ exists and is generated by the null geodesics emanating from $i^{-}$, i.e. forms the future null cone of $i^{-}$, denoted by $C_{i^{-}} := I^{-} \cup \{ i^{-} \}$. By the term “regular” we mean that the conformally rescaled metric $\tilde{g}$, and also the rescaled Weyl tensor, admit smooth extensions. In fact, in $3 + 1$ dimensions the extendability assumption across $I$ on the rescaled Weyl tensor is automatically satisfied in the current setting. At $i^{-}$ this assumption will be dropped in Section 6. Purely radiative spacetimes are expected to possess such a conformal structure [20].

It is an important issue to understand the interplay between the geometric concept of asymptotic flatness and the Einstein equations, and whether all relevant physical systems are compatible with the notion of a regular conformal infinity. There are various results indicating that this is a reasonable concept, cf. [1, 2, 10, 21, 28, 32] and references given therein. An open issue is to characterize the set of asymptotically Euclidean initial data on a spacelike hypersurface which lead to solutions of Einstein’s field equations which are “null asymptotically flat”.

Since we have a characteristic initial value problem at $C_{i^{-}}$ in mind, we want to avoid too many technical assumptions which might lead to a more reasonable (and rigid) notion of asymptotic flatness, asymptotic simplicity, etc. (cf. e.g. [27]). In a nutshell, we are concerned with solutions of the vacuum Einstein equations (with varying cosmological constant) which admit a regular null cone at past timelike infinity, at least near $i^{-}$.

\footnote{One may also think of weaker requirements here.}
1.2 Conformal field equations

Due to the geometric construction outlined above, the asymptotic behaviour of the gravitational field can be analysed in terms of a local problem in a neighbourhood of \( I \) (as well as \( i^\pm \) and \( i^0 \)). However, the vacuum Einstein equations, regarded as equations for the unphysical metric \( g \), are (formally) singular at conformal infinity (set \( \Box g := \nabla^\nu \nabla_\mu \)).

\[
\tilde{R}_{\mu\nu}[g] = \lambda \tilde{g}_{\mu\nu} \iff R_{\mu\nu}[g] + 2\Theta^{-1} \nabla_\mu \Theta + g_{\mu\nu} (\Theta^{-1} \Box g \Theta - 3\Theta^{-2} \nabla^\sigma \Theta \nabla_\sigma \Theta) = \lambda \Theta^{-2} g_{\mu\nu},
\]

where the conformal factor \( \Theta \) is assumed to be some given (smooth) function. The system (1.1) does therefore not seem to be convenient to study unphysical spacetimes \((\mathscr{M}, g)\) with \( \Theta^{-2} g \) being a solution of the Einstein equations away from conformal infinity. Serendipitously, H. Friedrich [16, 17, 23] was able to extract a system, the conformal field equations, which does remain regular even if \( \Theta \) vanishes, and which is equivalent to the vacuum Einstein equations wherever \( \Theta \) is non-vanishing.

In a suitable gauge the propagational part of the conformal field equations implies, in 3 + 1 dimensions, a symmetric hyperbolic system, the reduced conformal field equations. Thus equipped with some nice mathematical properties Friedrich’s equations provide a powerful tool to analyse the asymptotic behaviour of those solutions of the Einstein equations which admit an appropriate conformal structure at infinity.

1.3 Characteristic initial value problems

The characteristic initial value problem in general relativity provides a tool to construct systematically general solutions of Einstein’s field equations. An advantage in comparison with the spacelike Cauchy problem is that the constraint equations can be read as a hierarchical system of ODEs, which is much more convenient to deal with. In fact, one may think of several different types of (asymptotic) characteristic initial value problems, which we want to recall briefly.

One possibility is to take two transversally intersecting null hypersurfaces as initial surface. This problem was studied by Rendall [34] who established well-posedness results for quasi-linear wave equations as well as for symmetric hyperbolic systems in a neighbourhood of the cross-section of these hypersurfaces. Using a harmonic reduction of the Einstein equations he then applied his results to prove well-posedness for the Einstein equations.

Another approach is to prescribe data on a light-cone. There is a well-posedness result for quasi-linear wave equations near the tip of a cone available which is due to Cagnac [4] and Dossa [13]. A crucial assumption in their proof is that the initial data are restrictions to the light-cone of smooth space-time fields. Well-posedness of the Einstein equations was investigated in a series of papers [5–7] by Choquet-Bruhat, Chruściel and Martín-García, and by Chruściel [9]. The authors impose a wave-map gauge condition to obtain a system of wave equations to which the Cagnac-Dossa theorem is applied. A main

\[\tag{1.1} \Box g := \nabla^\nu \nabla_\mu \]

2There is a version for finite differentiability, but here we restrict attention to the smooth case.
difficulty, in the most comprehensive case treated in [9], is to make sure that the Cagnac-Dossa theorem is indeed applicable. For that one needs to make sure that the initial data for the reduced Einstein equations, which are constructed from suitable free data as solution of the constraint equations, can be extended to smooth spacetime fields. One then ends up with the result that these free data determine a unique solution (up to isometries) in some neighbourhood of the tip of the cone $C_O$, intersected with $J^+(C_O)$.

A third important case arises when the initial surface is, again, given by two transversally intersecting null hypersurfaces, but now in the unphysical spacetime and with one of the hypersurfaces belonging to $\mathcal{I}$. This issue was treated by Friedrich [18], who proved well-posedness for analytic data, and by Kánnár [28], who extended Friedrich’s result to the smooth case. The basic idea for the proof is to exploit the fact that the reduced conformal field equations form a symmetric hyperbolic system to which Rendall’s local existence result is applicable.

The purpose of this paper is to derive two such systems of wave equations in 3 + 1-spacetime dimensions, which we will call conformal wave equations, and prove equivalence to Friedrich’s conformal system for solutions of the characteristic initial value problem with initial surface $C_{i^-}$ which satisfy certain constraint equations on $C_{i^-}$. Our first system will use the same set of unknowns as Friedrich’s metric conformal field equations [23], while the second system will employ the Weyl and the Cotton tensor rather than the rescaled Weyl tensor (and might be advantageous in view of the construction of solutions with a rescaled Weyl tensor which diverges at $i^-$). The construction of initial data to which the Cagnac-Dossa theorem is applicable, and thus a well-posedness proof of the Cauchy problem with data on the $C_{i^-}$-cone, is accomplished in [12, 25].

Apart from the application to tackle the characteristic initial value problem with data on $C_{i^-}$, a regular system of wave equations might be interesting for numerics, as well [29].

1.4 Structure of the paper

In Section 2 we recall the metric conformal field equations and address the gauge freedom inherent to them. In Section 3 we derive the first system of conformal wave equations, (3.11)-(3.15), and prove equivalence to the conformal...
field equations and consistency with the gauge condition under the assumption that certain relations hold initially. In Section 4 we derive the constraint equations induced by the conformal field equations on $C_{i-}$ in adapted coordinates and imposing a generalized wave-map gauge condition. We then focus on the case of a light-cone with vertex at past timelike infinity to verify in Section 5 that the hypotheses needed for the equivalence theorem of Section 3 are indeed satisfied, supposing that the initial data fulfill the constraint equations (5.6)–(5.16). Our main result, Theorem 5.1, states that a solution of the characteristic initial value problem for the conformal wave equations, with initial data on $C_{i-}$ which have been constructed as solutions of the constraint equations, is also a solution of the conformal field equations in wave-map gauge and vice versa. In Section 6 we then derive an alternative system of wave equations, (6.9)–(6.14), and study equivalence to the conformal field equations, supposing that certain constraint equations, namely (6.52)–(6.65), are satisfied, cf. Theorem 6.5. In Section 7 we briefly compare both systems of wave equations and give a short summary. We conclude the article by reviewing some basic properties of cone-smooth functions, which are utilized to prove a lemma stated in Section 2. Throughout this work we restrict attention to 3+1 dimensions, cf. footnote 7.

2 Friedrich’s conformal field equations and gauge freedom

2.1 Metric conformal field equations (MCFE)

As indicated above, the vacuum Einstein equations themselves do not provide a nice evolution system near infinity and are therefore not suitable to tackle the issue at hand, namely to analyse existence of a solution to the future of $C_{i-}$. Nonetheless, they permit a representation which does not contain factors of $\Theta^{-1}$ and which is regular everywhere [16, 17, 23]. Due to this property the Einstein equations are called conformally regular.

The curvature of a spacetime is measured by the Riemann curvature tensor $R_{\mu\nu\sigma\rho}$, which can be decomposed into the trace-free Weyl tensor $W_{\mu\nu\sigma\rho}$, invariant under conformal transformations, and a term which involves the Schouten tensor $L_{\mu\nu}$,

$$R_{\mu\nu\sigma\rho} = W_{\mu\nu\sigma\rho} + 2(g_{\sigma\mu}L_{\nu\rho} - \delta_{\mu\rho}L_{\nu\sigma}) .$$

The Schouten tensor is defined in terms of the Ricci tensor $R_{\mu\nu}$,

$$L_{\mu\nu} := \frac{1}{2}R_{\mu\nu} - \frac{1}{12}Rg_{\mu\nu} .$$

The Weyl tensor is usually considered to represent the radiation part of the gravitational field. Let us further define the rescaled Weyl tensor

$$d_{\mu\nu\sigma} := \Theta^{-1}W_{\mu\nu\sigma} ,$$

as well as the scalar function ($\Box_g \equiv \nabla^\mu\nabla_\mu$)

$$s := \frac{1}{4}\Box_g\Theta + \frac{1}{24}R\Theta .$$
There exist different versions of the conformal field equations, depending on which fields are regarded as unknowns. Here we present the metric conformal field equations (MCFE) which read in 3 + 1 spacetime dimensions

\[
\nabla_\rho d_{\mu\nu\sigma}^{\rho} = 0, \\
\nabla_\mu L_{\nu\sigma} - \nabla_\nu L_{\mu\sigma} = \nabla_\rho \Theta d_{\mu\nu\sigma}^{\rho}, \\
\nabla_\mu \nabla_\nu \Theta = -\Theta L_{\mu\nu} + s g_{\mu\nu}, \\
\nabla_\mu s = -L_{\mu\nu} \nabla_\nu \Theta, \\
2\Theta s - \nabla_\mu \Theta \nabla_\mu \Theta = \lambda/3, \\
R_{\mu\nu\sigma}^{\kappa}[g] = \Theta d_{\mu\nu\sigma}^{\kappa} + 2 \left( g_{\sigma[\mu} L_{\nu]\kappa} - \delta_{[\mu}^{\kappa} L_{\nu]\sigma} \right). 
\]

(2.5)  (2.6)  (2.7)  (2.8)  (2.9)  (2.10)

The unknowns are \(g_{\mu\nu}, \Theta, s, L_{\mu\nu}\) and \(d_{\mu\nu\sigma}^{\rho}\).

Friedrich has shown that the MCFE are equivalent to the vacuum Einstein equations, \(\tilde{R}_{\mu\nu}[\tilde{g}] = \lambda/3\tilde{g}_{\mu\nu}\), \(\tilde{g}_{\mu\nu} = \Theta^{-2} g_{\mu\nu}\), in the region where \(\Theta\) is non-vanishing. They give rise to a complicated and highly overdetermined PDE-system. It turns out that (2.9) is a consequence of (2.7) and (2.8) if it is known to hold at just one point (e.g. by an appropriate choice of the initial data). Moreover, Friedrich has separated constraint and evolution equations from the conformal field equations by working in a spin frame [16, 17]. In Sections 3.1, 4.2 and 4.3 we shall do the same (if the initial surface is \(C_i^-\)) in a coordinate frame and by imposing a generalized wave-map gauge condition.

A specific property in the 3 + 1-dimensional case is that the contracted Bianchi identity is equivalent to the Bianchi identity. That is the reason why (2.5) implies hyperbolic equations; in higher dimensions this is no longer true [23]. The conformal field equations provide a nice, i.e. symmetric hyperbolic, evolution system only in 3 + 1 dimensions.

Penrose proposed to distinguish asymptotically flat spacetimes by requiring the unphysical metric \(g\) to be smoothly extendable across \(\mathcal{I}\). The Weyl tensor of \(g\) is known to vanish on \(\mathcal{I}\) [32]. Since by definition \(d\Theta|_\mathcal{I} \neq 0\) the rescaled Weyl tensor can be smoothly continued across \(\mathcal{I}\). However, there seems to be no reason why the same should be possible at \(i^-\) where \(d\Theta = 0\). When dealing with the MCFE, where the rescaled Weyl tensor is one of the unknowns, it is convenient to confine attention to the class of solutions with a regular \(i^-\) in the sense that both \(g_{\mu\nu}\) and \(d_{\mu\nu\sigma}^{\rho}\) are smoothly extendable across \(i^-\) (cf. Section 6 where this additional assumption is dropped).

### 2.2 Gauge freedom and conformal covariance inherent to the MCFE

The gauge freedom contained in the MCFE comes from the freedom to choose coordinates supplemented by the freedom to choose the conformal factor \(\Theta\) relating the physical and the unphysical spacetime. Since \(\Theta\) is regarded as an unknown rather than a gauge function, it remains to identify another function which reflects this gauge freedom. The most convenient choice is the Ricci scalar \(R\).

Let us assume we have been given a smooth solution \((g_{\mu\nu}, \Theta, s, L_{\mu\nu}, d_{\mu\nu\sigma}^{\rho})\) of the MCFE. Then we can compute \(R\). For a conformal rescaling \(g \mapsto \phi^2 g\) for
some $\phi > 0$, the Ricci scalars $R$ and $R^*$ of $g$ and $\phi^2 g$, respectively, are related via
\[ \phi R - \phi^3 R^* = 6 \Box_g \phi \, . \tag{2.11} \]

Now, let us prescribe $R^*$ and read (2.11) as an equation for $\phi$. If we think of a characteristic initial value problem with data on a light-cone $C_O$ (including the $C_{i^-}$-case) we are free to prescribe some $\bar{\phi} > 0$ on $C_O$. Supposing that $\bar{\phi}$ is the restriction to $C_O$ of a smooth spacetime function, the Cagnac-Dossa theorem [4, 13] tells us that there is a solution $\phi > 0$ with $\phi|_{C_O} = \bar{\phi}$ in some neighbourhood of the tip of the cone. Due to the conformal covariance of the conformal field equations, the conformally rescaled fields

\[ g^* = \phi^2 g \, , \tag{2.12} \]
\[ \Theta^* = \phi \Theta \, , \tag{2.13} \]
\[ s^* = \frac{1}{4} \Box_g \Theta^* + \frac{1}{24} R^* \Theta^* \, , \tag{2.14} \]
\[ L^*_{\mu\nu} = \frac{1}{2} R^*_{\mu\nu}[g^*] - \frac{1}{12} R^* g^*_{\mu\nu} \, , \tag{2.15} \]
\[ d^*_{\mu\nu\sigma\rho} = \phi^{-1} d_{\mu\nu\sigma\rho} \, , \tag{2.16} \]

provide another solution of the MCFE with Ricci scalar $R^*$ which corresponds to the same physical solution $\tilde{g}_{\mu\nu}$. These considerations show that if we treat the conformal factor $\Theta$ as unknown, determined by the MCFE, the curvature scalar $R$ of the unphysical spacetime can be arranged to take any preassigned form. The function $R$ can therefore be regarded as a conformal gauge source function which can be chosen arbitrarily.

There remains the freedom to prescribe $\bar{\phi}$ on $C_O$. On an ordinary cone with nowhere vanishing $\Theta$ this freedom can be employed to prescribe the initial data for the conformal factor, $\Theta|_{C_O}$ (it clearly needs to be the restriction to $C_O$ of a smooth spacetime function). In this work we are particularly interested in the case where the vertex of the cone is located at past timelike infinity $i^-$, where, by definition, $\Theta = 0$ (note that this requires to take $\lambda = 0$). Then the gauge freedom to choose $\bar{\phi}$ can be employed to prescribe the function $s$ on $C_{i^-}$. To see that, let us assume we have been given a smooth solution $(g_{\mu\nu}, \Theta, s, L_{\mu\nu}, d_{\mu\nu\sigma\rho})$ of the MCFE to the future of $C_{i^-}$, at least in some neighbourhood of $i^-$, by which we also mean that the solution admits a smooth extension through $C_{i^-}$. (When $\Theta$ vanishes e.g. on one of two transversally intersecting null hypersurfaces one might put forward a similar argument.) In particular the function $s$ is smooth. According to (2.9) (with $\lambda = 0$), it can be written away from $C_{i^-}$ as
\[ s = \frac{1}{2} \Theta^{-1} \nabla_\mu \Theta \nabla^\mu \Theta \, , \]

with the right-hand side smoothly extendable across $C_{i^-}$. Under the conformal rescaling
\[ \Theta \mapsto \Theta^* := \phi \Theta \, , \quad g_{\mu\nu} \mapsto g^*_{\mu\nu} := \phi^2 g_{\mu\nu} \, , \quad \phi > 0 \, , \tag{2.17} \]

\[ \text{The positivity of $\phi$ at the vertex guarantees any solution of (2.11) to be positive sufficiently close to the vertex and thereby the positivity of $\Theta^*$ (in the $C_{i^-}$-case just off the cone).} \]
\[ \text{Since we are mainly interested in this case, we focus on an initial surface which is a cone. However, an analogous result can be obtained for two transversally intersecting null hypersurfaces.} \]
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the function $s$ becomes

$$s^* = \phi^{-1}\left(\frac{1}{2} \Theta \phi^{-2} \nabla^\mu \phi \nabla_\mu \phi + \phi^{-1} \nabla^\mu \Theta \nabla_\mu \phi + s\right).$$

(2.18)

Evaluation of this expression on $C_{i^-}$ yields

$$\nabla^\mu \Theta \nabla_\mu \phi + \phi s - \phi^2 s^* = 0.$$  

(2.19)

Here and henceforth we use an overbar to denote the restriction of a spacetime object to the initial surface. Note that $\nabla^\mu \Theta$ is tangent to $I^-$, so (2.19) does not involve transverse derivatives of $\phi$ on $I^-$. Let us prescribe $\phi^*$ (as a matter of course it needs to be the restriction of a smooth spacetime function) and assume for the moment that some positive solution of (2.19) exists, which we denote by $\hat{\phi}$. We take $\hat{\phi}$ as initial datum for (2.11). We would like to have $\hat{\phi}$ which is the restriction to $C_{i^-}$ of a smooth spacetime function, so that we can apply the Cagnac-Dossa theorem, which would supply us with a $\phi$ solving (2.11) and satisfying $\phi|_{C_{i^-}} = \hat{\phi}$. Via the conformal rescaling (2.12)-(2.16) we then would be led to a new solution of the MCFE with preassigned functions $R^*$ and $s^*$ which represents the same physical solution we started with.

The crucial point, which remains to be checked, is whether a solution of (2.19) exists with the desired properties. The following lemma, which is proven in Appendix A, shows that this is indeed the case (cf. [12, Appendix A] where an alternative proof is given).

**Lemma 2.1** Consider any smooth solution of the MCFE in $3 + 1$ dimensions in some neighbourhood $\mathcal{U}$ to the future of $i^-$, smoothly extendable through $C_{i^-}$, which satisfies

$$s|_{i^-} \neq 0.$$  

(2.20)

Let $\phi^*$ be the restriction of a smooth spacetime function on $\mathcal{U} \cap \partial J^+(i^-)$ with $\phi|_{i^-} \neq 0$ and $\lim_{r \to 0} \partial_r \phi^* = 0$. Then (2.21) is a Fuchsian ODE and for every solution $\hat{\phi}$ (note that the solution set is non-empty) it holds that

$$\text{sign}(\hat{\phi}|_{i^-}) = \text{sign}(s|_{i^-}) \text{sign}(s^*|_{i^-}),$$  

(2.21)

and $\phi$ is the restriction to $C_{i^-}$ of a smooth spacetime function. In particular, if $\text{sign}(s|_{i^-}) = \text{sign}(s^*|_{i^-})$ the function $\phi$ will be positive sufficiently close to $i^-$.  

**Remark 2.2** Note that solutions with $s|_{i^-} = 0$ would satisfy $d\Theta = 0$ on $I^-$, which is why the corresponding class of solutions is not of physical interest.

To sum it up, due the conformal covariance of the MCFE the functions $R$ and $s|_{C_{i^-}}$ can and will be regarded as gauge source functions.

### 3 Conformal wave equations (CWE)

#### 3.1 Derivation of the conformal wave equations

In this section we derive a system of wave equations from the MCFE (2.5)-(2.10). Recall that the unknowns are $g_{\mu \nu}$, $\Theta$, $s$, $L_{\mu \nu}$ and $d_{\mu \nu \rho}^\sigma$, while the Ricci

\footnote{In case of a negative $\phi^*$, the gauge transformation would change the sign of $\Theta$.}

\footnote{r is a suitable (e.g. an affine) parameter along the null geodesics emanating from $i^-$, see Section 3 and Appendix A for more details.}
scalar $R$ (and the function $\bar{s}$ or $\bar{\Theta}$, respectively, depending on the characteristic initial surface) are considered as gauge functions. The cosmological constant $\lambda$ is allowed to be non-vanishing in this section.

**Derivation of an appropriate second-order system**

From (2.5) and (2.6) we obtain (with $\Box_g \equiv \nabla^\mu \nabla_\mu$

$$\Box_g L_{\mu \nu} - R_{\mu \kappa} L_\nu^\kappa - R_{\alpha \mu \nu} L_\kappa^\alpha - \nabla_\mu \nabla_\alpha L_\nu^\alpha = d_\mu^\alpha \nu^\beta \nabla_\alpha \nabla_\rho \Theta .$$

Using the definition (2.2) of the Schouten tensor, together with the contracted Bianchi identity, we find

$$\nabla_\mu L_\nu^\mu = \frac{1}{6} \nabla_\nu R , \quad (3.1)$$

and thus

$$\Box_g L_{\mu \nu} - R_{\mu \kappa} L_\nu^\kappa - R_{\alpha \mu \nu} L_\kappa^\alpha - \frac{1}{6} \nabla_\mu \nabla_\nu R = d_\mu^\alpha \nu^\beta \nabla_\alpha \nabla_\rho \Theta .$$

We combine the right-hand side with (2.7) and employ (2.3) as well as (2.10) to transform the third term on the left-hand side to end up with a wave equation for the Schouten tensor (suppose for the time being that $g_{\mu \nu}$ is given, cf. below),

$$\Box_g L_{\mu \nu} - 4 L_{\mu \kappa} L_\nu^\kappa + g_{\mu \nu} |L|^2 + 2 \Theta d_{\mu \alpha \nu} L_\rho^\alpha = \frac{1}{6} \nabla_\mu \nabla_\nu R , \quad (3.2)$$

where we have set

$$|L|^2 := L_\mu^\nu L_\nu^\mu .$$

Next, let us consider the function $s$. From (2.8), (3.1) and (2.7) we deduce the wave equation

$$\Box_g s = - \nabla_\mu L_\nu^\mu \nabla_\nu \Theta - L_{\mu \nu} \nabla_\mu \nabla_\nu \Theta = \Theta |L|^2 - \frac{1}{6} \nabla_\nu R \nabla_\nu \Theta - \frac{1}{6} s R . \quad (3.3)$$

The definition of $s$ provides a wave equation for the conformal factor,

$$\Box_g \Theta = 4 s - \frac{1}{6} \Theta R . \quad (3.4)$$

To obtain a wave equation for the rescaled Weyl tensor $d_{\mu \nu \sigma}^\alpha$ in $3+1$ dimensions one proceeds as follows: Due to its algebraic properties the rescaled Weyl tensor satisfies the relation

$$\epsilon_{\mu \nu \sigma \rho} d_{\alpha \beta}^\nu = \epsilon_{\rho \sigma}^\alpha \epsilon_{\mu \nu \sigma} d_{\alpha \beta}^\nu ,$$

where $\epsilon_{\mu \nu \sigma \rho}$ denotes the totally antisymmetric tensor. We conclude that (cf. [32])

$$\nabla_{[\lambda} d_{\mu \nu]}^\sigma |\sigma \rho = - \frac{1}{6} \epsilon_{\lambda \mu \nu \kappa} \epsilon_{\alpha \beta \gamma \kappa} \nabla_\alpha d_{\beta \gamma}^\alpha - \frac{1}{6} \epsilon_{\lambda \mu \nu} \epsilon_{\sigma \rho}^\beta \gamma \nabla_\alpha d_{\beta \gamma}^\alpha . \quad (3.5)$$

This equation implies the equivalence\(^7\)

$$\nabla_\rho d_{\mu \nu} = 0 \iff \nabla_{[\lambda} d_{\mu \nu]}^\sigma |\sigma \rho = 0 .$$

\(^7\) We remark that this equivalence holds only in 4 dimensions. Any attempt to derive a wave equation for $d_{\mu \nu \sigma}^\alpha$ in dimension $d \geq 5$ seems to lead to singular terms. Also, if one uses a different set of variables, like e.g. Cotton and Weyl tensor instead of $d_{\mu \nu \sigma}^\alpha$, cf. Section 6, the derivation of a regular system of wave equations seems to be possible merely in the 4-dimensional case. This is in line with the observation that the conformal field equations provide a good evolution system only in 4 dimensions.
Equation (2.5) can therefore be replaced by
\[ \nabla_{\lambda} d_{\mu \nu} = 0 \]  
(3.6)

Applying $\nabla^\lambda$ and commuting the covariant derivatives yields with (2.5)
\[ \Box g d_{\mu \nu \rho} + 2 R_{\alpha \beta \mu \nu} d_{\rho \alpha \beta} + 2 R_{\alpha \mu \nu} d_{\alpha \beta} + 2 R_{\alpha \beta [\mu} d_{\nu] \beta} = 0 \]  
(3.7)

With (2.10) we end up with a wave equation for the rescaled Weyl tensor,
\[ \Box g d_{\mu \nu \rho} - \Theta d_{\mu \nu \rho} + 4 \Theta d_{\alpha \beta [\mu} d_{\nu] \alpha \beta} L^{\alpha \beta} - 2 g_{\rho [\mu} d_{\nu] \alpha \beta} = 0 \]  
(3.8)

It turns out that this equation does not take its simplest form yet. To see this let us exploit (3.6) again. Invoking the Bianchi identity and (2.6) we find
\[ 0 = \nabla_{\lambda} d_{\mu \nu} = \nabla_{\lambda} W_{\mu \nu \rho} = (\nabla_{\lambda} \Theta) d_{\mu \nu \rho} \]
\[ = \frac{2}{3} (g_{\rho [\mu} d_{\nu] \alpha \beta} - g_{\alpha [\lambda} d_{\mu \rho] \beta} - g_{\beta [\lambda} d_{\nu \rho] \alpha} \nabla_{\lambda} \Theta) - (\nabla_{\lambda} \Theta) d_{\mu \nu \rho} \]
\[ = g_{\rho [\mu} d_{\nu] \alpha \beta} \nabla_{\alpha} \Theta - g_{\alpha [\lambda} d_{\mu \rho] \beta} \nabla_{\lambda} \Theta - (\nabla_{\lambda} \Theta) d_{\mu \nu \rho} \]  
(3.9)

Applying $\nabla^\lambda$ and using (3.8), (2.6) and (3.4) we are led to
\[ 0 = 3 \nabla^\lambda (g_{\rho [\mu} d_{\nu] \alpha \beta}) d_{\alpha \beta} - (\nabla_{\lambda} \Theta) d_{\mu \nu \rho} \]
\[ = 2 d_{\nu [\alpha} \nabla_{\lambda} \Theta - g_{\rho [\mu} d_{\nu] \alpha \beta} \nabla_{\lambda} \Theta - 2 \nabla_{\lambda} \Theta) d_{\mu \nu \rho} \]
\[ = 2 \nabla_{\lambda} \Theta) d_{\mu \nu \rho} + 1 \nabla_{\lambda} \Theta) d_{\mu \nu \rho} \]
\[ = \frac{1}{6} \Theta R d_{\mu \nu \rho} \]  
(3.10)

This relation simplifies (3.7) significantly,
\[ \Box g d_{\mu \nu \rho} - \Theta d_{\mu \nu \rho} + 4 \Theta d_{\alpha \beta [\mu} d_{\nu] \alpha \beta} L^{\alpha \beta} - \frac{1}{2} \Theta R d_{\mu \nu \rho} \]  
(3.8)

We have found a system of wave equations (3.2)-(3.4) and (3.9) for the fields $L_{\mu \nu}$, $\Theta$ and $d_{\mu \nu \rho}$, assuming that $g_{\mu \nu}$ is given. Now, we drop this assumption, so first of all the system needs to be complemented by an equation for the metric tensor. Taking the trace of (2.10) yields
\[ R_{\mu \nu} = 2 L_{\mu \nu} + \frac{1}{6} R g_{\mu \nu} \]  
(3.9)

However, the equations (3.2)-(3.4) and (3.9) do not form a system of wave equations yet: Equation (3.9) is not a wave equation due to the fact that the principal part of the Ricci tensor is not a d’Alembert operator. Moreover, the principal part of the wave-operator $\Box g$ is not a d’Alembert operator when acting on tensors of valence $\geq 1$ and when the metric tensor is part of the unknowns, for the corresponding expression contains second-order derivatives of the metric due to which the principal part is not $g^{\alpha \beta} \partial_{\mu} \partial_{\nu}$ anymore. Consequently (3.2) and (3.3) are no wave equations, as well.

We need to impose an appropriate gauge condition to transform these equations into wave equations, which is accomplished subsequently.
Generalized wave-map gauge

Let us introduce the so-called $\hat{g}$-generalized wave-map gauge (cf. [5, 19, 22]), where $\hat{g}_{\mu\nu}$ denotes some target metric. For that we define the wave-gauge vector

$$H^\sigma := g^{\alpha\beta} (\Gamma^\sigma_{\alpha\beta} - \hat{\Gamma}^\sigma_{\alpha\beta}) - W^\sigma.$$  

Herein $\hat{\Gamma}^\sigma_{\alpha\beta}$ are the Christoffel symbols of $\hat{g}_{\mu\nu}$. Moreover,

$$W^\sigma = W^\sigma(x^\mu, g_{\mu\nu}, s, \Theta, L_{\mu\nu}, d_{\mu\nu\sigma\rho})$$

is an arbitrary vector field, which is allowed to depend upon the coordinates, and possibly upon $g_{\mu\nu}$ as well as all the other fields which appear in the MCFE, but not upon derivatives thereof. The freedom to prescribe $W^\sigma$ reflects the freedom to choose coordinates off the initial surface. We then impose the $\hat{g}$-generalized wave-map gauge condition

$$H^\sigma = 0.$$  

The reduced Ricci tensor $R^{(H)}_{\mu\nu}$ is defined as

$$R^{(H)}_{\mu\nu} := R_{\mu\nu} - g_{\sigma(\mu} \hat{\nabla}_{\nu)} H^\sigma,$$

where $\hat{\nabla}$ denotes the covariant derivative associated to the target metric. The principal part of the reduced Ricci tensor is a d’Alembert operator.

Furthermore, we define a reduced wave-operator as follows: We observe that for any covector field $v_\lambda$ we have

$$\Box_{g} v_\lambda = g^{\mu\nu} \partial_\mu \partial_\nu v_\lambda - g^{\mu\nu}(\partial_\mu \Gamma^\sigma_{\nu\lambda}) v_\sigma + f_\lambda(g, \partial g, v, \partial v)$$

$$= g^{\mu\nu} \partial_\mu \partial_\nu v_\lambda + (R^\lambda_{\sigma} - \partial_\lambda(g^{\mu\nu} \Gamma^\sigma_{\mu\nu})) v_\sigma + f_\lambda(g, \partial g, v, \partial v)$$

$$= g^{\mu\nu} \partial_\mu \partial_\nu v_\lambda + (R^\lambda_{\sigma} - \partial_\lambda(H^\sigma)) v_\sigma + f_\lambda(g, \partial g, v, \partial v, \hat{g}, \partial^2 \hat{g}, \partial W)$$

$$= g^{\mu\nu} \partial_\mu \partial_\nu v_\lambda + (R^{(H)}_{\mu\lambda} + g_{\sigma(\lambda} \hat{\nabla}_{\mu)} H^\sigma) v^\mu + f_\lambda(g, \partial g, v, \partial v, \hat{g}, \partial^2 \hat{g}, \partial W).$$

Similarly, the action on a vector field $v^\lambda$ yields

$$\Box_{g} v^\lambda = g^{\mu\nu} \partial_\mu \partial_\nu v^\lambda - (R^{(H)}_{\mu\lambda} + g^{\sigma(\lambda} \hat{\nabla}_{\mu)} H^\sigma) v^\mu + f^\lambda(g, \partial g, v, \partial v, \hat{g}, \partial^2 \hat{g}, \partial W).$$

This motivates to define a reduced wave-operator $\Box_{g}^{(H)}$ via its action on (co)vector fields in the following way:

$$\Box_{g}^{(H)} v_\lambda := \Box_{g} v_\lambda - g_{\sigma[\lambda} (\hat{\nabla}_{\mu]} H^\sigma) v^\mu + (2L_{\mu\lambda} - R^{(H)}_{\mu\lambda} + \frac{1}{6} R g_{\mu\lambda}) v^\mu,$$

$$\Box_{g}^{(H)} v^\lambda := \Box_{g} v^\lambda + g^{\sigma[\lambda} (\hat{\nabla}_{\mu]} H^\sigma) v^\mu - (2L^{\mu\lambda} - R_{(H)}^{\mu\lambda} + \frac{1}{6} R g^{\mu\lambda}) v^\mu.$$  

$I$ am grateful to L. Andersson for pointing that out. However, in view of the constraint equations we shall consider later on for convenience merely those $W^\sigma$’s which depend just on the coordinates.
For arbitrary tensor fields we set

\[ \Box^g v_{\alpha_1 \ldots \alpha_n}^{\beta_1 \ldots \beta_m} := \Box_g v_{\alpha_1 \ldots \alpha_n}^{\beta_1 \ldots \beta_m} - \sum_i g_{\sigma [\alpha_i} (\hat{\nabla}_\mu H^\sigma) v_{\alpha_1 \ldots \mu \ldots \alpha_n}^{\beta_1 \ldots \beta_m} \]

\[ + \sum_i (2L_{\mu \alpha_i} - R_{\mu \alpha_i}^{(H)} + \frac{1}{6} R g_{\mu \alpha_i}) v_{\alpha_1 \ldots \mu \ldots \alpha_n}^{\beta_1 \ldots \beta_m} \]

\[ + \sum_i g^{\sigma [\beta_i} (\hat{\nabla}_\rho H^\rho) v_{\alpha_1 \ldots \alpha_n}^{\beta_1 \ldots \mu \ldots \beta_m} \]

\[ - \sum_i (2L^{\mu \beta_i} - R^{(H)}_{\mu \beta_i} + \frac{1}{6} R g^{\mu \beta_i}) v_{\alpha_1 \ldots \alpha_n}^{\beta_1 \ldots \mu \ldots \beta_m} , \]

which is a proper wave-operator even if \( g_{\mu \nu} \) is part of the unknowns since \( L_{\mu \nu} \) and \( R \) are regarded as independent of \( g_{\mu \nu} \). Note that the action of \( \Box^g \) and \( \Box^g (H) \) coincides on scalars. Moreover, if \( H^\sigma = 0 \), and \( R_{\mu \nu} \) and \( R \) are known to be the Schouten tensor and the Ricci scalar of \( g_{\mu \nu} \), respectively, then the action of \( \Box^g \) and \( \Box^g (H) \) coincides on all tensor fields.

Conformal wave equations

Let us reconsider the system (3.2), (3.3), (3.4), (3.8) and (3.9). We replace the Ricci tensor by the reduced Ricci tensor and the wave-operator by the reduced wave-operator to end up with a closed regular system of wave equations for \( g_{\mu \nu}, \Theta, s, L_{\mu \nu} \) and \( d_{\mu \sigma \rho} \).

\[ \Box^g (H) L_{\mu \nu} = 4L_{\mu \kappa} L_{\nu}^{\kappa} - g_{\mu \nu} |L|^2 - 2\Theta d_{\mu \sigma \rho} L_{\rho}^{\sigma} + \frac{1}{6} \nabla_{\mu} \nabla_{\nu} R , \quad (3.11) \]

\[ \Box_g s = \Theta |L|^2 - \frac{1}{6} \nabla_{\kappa} R \nabla^{\kappa} - \frac{1}{6} s R , \quad (3.12) \]

\[ \Box_g \Theta = 4s - \frac{1}{6} \Theta R , \quad (3.13) \]

\[ \Box^g (H) d_{\mu \sigma \rho} = \Theta d_{\mu \kappa}^\kappa d_{\sigma \rho}^\kappa - 4\Theta d_{\sigma \kappa}^\mu d_{\rho \alpha}^\kappa + \frac{1}{2} R d_{\mu \sigma \rho} , \quad (3.14) \]

\[ R_{\mu \nu}^{(H)}[g] = 2L_{\mu \nu} + \frac{1}{6} R g_{\mu \nu} . \quad (3.15) \]

Henceforth the system (3.11)-(3.15) will be called conformal wave equations (CWE).

**Remark 3.1** Since \( R \) is regarded as a gauge degree of freedom and not as unknown, there is no need to worry about its second-order derivatives appearing in (3.11). Note, however, that, unlike \( W^\sigma \), the gauge source function \( R \) cannot be allowed to depend upon the fields \( L_{\mu \nu}, d_{\mu \sigma \rho}, \Theta \) and \( s \), due to the fact that (3.11) contains second-order derivatives of \( R \). Since \( \nabla g = 0 \), \( R \) can in principle be allowed to depend upon \( g_{\mu \nu} \).

3.2 Consistency with the gauge condition

Let us analyse now consistency of the CWE with the gauge conditions we imposed. More concretely, we consider a characteristic initial value problem, where, for definiteness, we think of two transversally intersecting null hypersurfaces or a light-cone, and assume that we have been given initial data \( (g_{\mu \nu}, s, \ldots) \).
θ, ξ, Λ, χ, d_µνσρ). We further assume that there exists a smooth solution (g_µν, s, Θ, L_µν, d_µνσρ) of the CWE with gauge source function R which induces these data. We aim to work out conditions, which need to be satisfied initially, which guarantee consistency with the gauge conditions in the sense that the solution implies H^σ = 0 and R_g = R, where R_g := R[g] denotes the curvature scalar of g_µν. (Recall that there is, depending on the type of the characteristic initial surface, the additional gauge freedom to prescribe Θ or ξ, but here consistency is trivial.)

Let us outline the strategy. To make sure that H^σ and R − R_g vanish we shall derive a linear, homogeneous system of wave equations for H^σ as well as some subsidiary fields, which is fulfilled by any solution of the CWE. We shall see that it is not necessary to regard R − R_g as an unknown. We shall assume that all the fields which are regarded as unknowns in this set of equations vanish on the initial surface (in Section 5 these assumptions will be justified). Due to the uniqueness of solutions of wave equations, which is established by standard energy estimates, cf. e.g. [15], we then conclude that the trivial solution is the only one and that the fields involved need to vanish everywhere.

Some properties of solutions of the CWE

Let establish some properties of solutions of the CWE. First of all we show that the tensors g_µν and L_µν are symmetric, supposing that their initial data are (and that d_µνσρ satisfies a certain symmetry property on the initial surface).

Lemma 3.2 Assume that the initial data on a characteristic initial surface S of some smooth solution of the CWE are such that g_µν↾S is the restriction to S of a Lorentzian metric, that L_µν↾S = 0 and d_µνσρ↾S = d_σρµν. Then the solution has the following properties:

1. g_µν and L_µν are symmetric tensors,
2. d_µνσρ = d_σρµν.

Remark 3.3 A priori it might happen that g_µν becomes non-symmetric away from the initial surface. However, the lemma shows that the tensor g_µν does indeed define a metric as long as it does not degenerate (i.e. at least sufficiently close to the vertex or the intersection manifold, respectively). Later on, the initial data will be constructed from certain free data such that all the hypotheses of Lemma 3.2 are satisfied, we thus will assume throughout that g_µν and L_µν have their usual symmetry properties.

Proof: Equation (3.14) yields

\[ \Box^g (d_µνσρ - d_σρµν) = 4\Theta [g^{[\alpha\beta]}d_σβµκd_ρανκ - g^{[\gamma\kappa]}d_σβµκd_ρανκ] + 2\Theta g^{\alphaβ}g^{γκ}[d_ρανγ(d_µκσβ - d_σκµβ) - d_σκµβ(d_µαργ - d_ρανγ)] + \frac{1}{2}R(d_µνσρ - d_σρµν). \]  

(3.16)

9 The indices are raised and lowered as follows: ν^µ := g^µνω_ν and ω_ν := g_µνω^µ. Note for this that g_µν is non-degenerated sufficiently close to S. The definition of the Ricci tensor, which appears in (3.14), in terms of Christoffel symbols which in turn are expressed in terms of g make sense even if g is not symmetric.
From (3.11) and (3.15) we find
\[
\square_g (H) L_{[\mu \nu]} = 4 g_{[\alpha \beta]} L^\alpha_\mu L^\beta_\nu - g_{[\mu \nu]} |L|^2 + \Theta g^\sigma \nu L^\sigma_{\rho} (d_{\nu \sigma \rho \gamma} - d_{\rho \nu \sigma \gamma}) + 2 \Theta g^\sigma \nu d_{\rho \nu} L_{[\rho \sigma \gamma]} - 2 \Theta g^{[\sigma \kappa]} d_{\mu \sigma \nu \rho} L_{[\rho \kappa]} ,
\]
(3.17)
\[
R_{[\mu \nu]} [g(\sigma \rho), g(\sigma \rho)] = 2 L_{[\mu \nu]} + \frac{1}{6} R g_{[\mu \nu]} .
\]
(3.18)
The equations (3.16)-(3.18) are to be read as a linear, homogeneous system of wave equations satisfied by \(g_{[\mu \nu]}\), \(L_{[\mu \nu]}\) and \(d_{\mu \nu \sigma \rho}\), and with all the other fields regarded as being given. Since, by assumption, these fields vanish initially they have to vanish everywhere and the assertion follows.

It is useful to derive some more properties of the tensor \(d_{\mu \nu \sigma \rho}\). We emphasize that \(d_{\mu \nu \sigma \rho}\) is assumed to be part of some given solution of the CWE and that, a priori, it neither needs to be the rescaled Weyl tensor nor does it need to have all its algebraic properties.

**Lemma 3.4** Assume that \(d_{\mu \nu \sigma \rho}\) belongs to a solution of the CWE (3.11)-(3.15) for which the hypotheses of Lemma 3.2 are fulfilled. Then the tensor \(d_{\mu \nu \sigma \rho}\) has the following properties:

(i) \(d_{\mu \nu \sigma \rho} = d_{\sigma \rho \mu \nu}\),

(ii) \(d_{\mu \nu \sigma \rho}\) is anti-symmetric in its first two and last two indices,

(iii) \(d_{\mu \nu \sigma \rho}\) satisfies the first Bianchi identity, i.e. \(d_{[\mu \nu \sigma \rho]} = 0\),

(iv) \(d_{\mu \nu \sigma \rho}\) is trace-free,

supposing that (i)-(iv) hold initially.

**Remark 3.5** The constraint equations we shall impose later on on the initial data guarantee that (i)-(iv) are initially satisfied. As for \(g_{\mu \nu}\) and \(L_{\mu \nu}\) we shall therefore use the implications of this lemma without mentioning it each time.

**Proof:**

(i) This is part of the proof of Lemma 3.2.

(ii) Equation (3.14) implies a linear, homogeneous wave equation for \(d_{(\mu \nu) \sigma \rho}\),

\[
\square_g (H) d_{(\mu \nu) \sigma \rho} = \Theta d_{\sigma \rho \alpha \kappa} d_{(\mu \nu) \kappa \alpha} + \frac{1}{2} R d_{(\mu \nu) \sigma \rho} ,
\]

i.e. the tensor \(d_{\mu \nu \sigma \rho}\) is antisymmetric in its first two (and therefore by (i) in its last two indices) since this is assumed to be initially the case.

(iii) Due to the (anti-)symmetry properties (i)-(ii), we find the following linear, homogeneous wave equation from (3.14),

\[
\square_g (H) d_{[\mu \nu \sigma \rho]} = \Theta d_{[\mu \nu \sigma] \alpha} d_{\alpha \rho \kappa} + 4 \Theta d_{[\mu \sigma] \alpha} d_{\nu \rho \kappa} + \frac{1}{2} R d_{[\mu \nu \sigma] \rho} = 2 \Theta d_{\sigma \rho \alpha \kappa} d_{[\mu \nu] \alpha \kappa} + 2 \Theta d_{\sigma \alpha \rho \kappa} d_{[\mu \nu] \alpha \kappa} + \Theta d_{\mu \sigma \rho \kappa} d_{[\alpha \nu \rho] \kappa} + \Theta d_{\sigma \nu \rho \kappa} d_{[\alpha \mu \rho] \kappa} + \frac{1}{2} R d_{[\mu \nu \sigma] \rho} .
\]

(iv) It remains to be shown that \(d_{\mu \nu \sigma \rho} = 0\). Employing the properties (i)-(iii) we conclude from (3.14) that

\[
\square_g (H) d_{\mu \nu \sigma \rho} = -2 \Theta d_{\sigma \alpha \kappa \rho} d_{\kappa \alpha \mu \rho} + \frac{1}{2} R d_{\mu \nu \sigma \rho} ,
\]
which is again a linear, homogeneous wave equation.
Next, let us establish another important property:

**Lemma 3.6** Assume that the hypotheses of Lemma 3.2 and 3.4 are satisfied and that, in addition, the trace

\[ L := L^{\sigma}_{\sigma} \]

of \( L_{\mu\nu} \) coincides on the initial surface with one sixth of the gauge source function \( R, \mathcal{T} = \frac{1}{6} R \). Then

\[ L = \frac{1}{6} R. \]  \hspace{1cm} (3.19)

(This is what one would expect if \( L_{\mu\nu} \) was the Schouten tensor and \( R \) the Ricci scalar.)

**Proof:** We observe that in virtue of (3.11) the tracelessness of \( d_{\mu\nu\sigma\rho} \) implies

\[ \Box_g (L - \frac{1}{6} R) = 0. \]

and the assertion follows again from standard uniqueness results for linear wave equations. \( \Box \)

**Gauge consistency**

Let us return to the question of whether we have consistency with the gauge condition in the sense that a solution of the CWE satisfies \( H^\alpha = 0 \) and \( R_\alpha = R \). For that we assume that all the hypotheses of Lemma 3.2, 3.4 and 3.6 are fulfilled. We consider the identity

\[ R_{\alpha\beta} - \frac{1}{2} R g_{\alpha\beta} = R^{(H)}_{\alpha\beta} - \frac{1}{2} R^{(H)} g_{\alpha\beta} + g_{\sigma(\mu} \hat{\nabla}_\nu) H^\sigma - \frac{1}{2} g_{\sigma\mu} \hat{\nabla}_\sigma H^\sigma. \]  \hspace{1cm} (3.20)

Invoking (3.15) and Lemma 3.6 we deduce that

\[ R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = 2 L_{\mu\nu} - \frac{1}{3} R g_{\mu\nu} + g_{\sigma(\mu} \hat{\nabla}_\nu) H^\sigma - \frac{1}{2} g_{\mu\nu} \hat{\nabla}_\sigma H^\sigma \]

\[ \Rightarrow \hat{\nabla}^\nu \hat{\nabla}_\mu H^\alpha + 2 g^{\alpha\alpha} \nabla_{(\mu} \hat{\nabla}_{\nu)} H^\sigma + 4 (\nabla^\nu L^\nu_{\mu} - \frac{1}{6} \nabla^\alpha R) = 0. \]  \hspace{1cm} (3.21)

Be aware that at this stage it is not known whether \( L_{\mu\nu} \) coincides with the Schouten tensor and thus satisfies the contracted Bianchi identity (3.1) such that the term in brackets in (3.21) drops out. That is the reason why we cannot immediately deduce \( H^\alpha = 0 \) as in \( \Box \) supposing that this is initially the case.

Given two covariant derivative operators \( \nabla \) and \( \hat{\nabla} \) (associated to the metrics \( g \) and \( \hat{g} \), respectively), there exists a tensor field \( C^\sigma_{\mu\nu} = C^\sigma_{\nu\mu}, \) which depends on \( g, \partial g, \hat{g} \) and \( \partial \hat{g} \), such that

\[ \nabla_\mu v^\sigma - \hat{\nabla}_\mu v^\sigma = C^\sigma_{\mu\nu} v^\nu, \]  \hspace{1cm} (3.22)

for any vector \( v^\sigma, \) and similar formulæ hold for tensor fields of other types. Setting

\[ \zeta_\mu := -4 (\nabla_\nu L^\nu_{\mu} - \frac{1}{6} \nabla_\mu R), \]  \hspace{1cm} (3.23)

the equation (3.21) can therefore be written as

\[ \Box_g H^\alpha = \zeta^\alpha + f^\alpha (g, \hat{g}; H, \nabla H), \]  \hspace{1cm} (3.24)
which is a linear wave equation satisfied by the wave-gauge vector $H^\sigma$.\footnote{Note that in this part the metric is regarded as being given, so $\Box_g$ is a wave-operator and there is no need to work with the reduced wave-operator $\Box_g^{(H)}$.} In (3.24), as in what follows, the generic smooth field $f^\alpha(g, \tilde{q}; H, \nabla H)$, or more general $f_{\alpha_1...\alpha_p}^{\beta_1...\beta_q}(v_1, ..., v_m; w_1, ..., w_n)$, represents a sum of fields, each of which contains precisely one multiplicative factor from the set $\{v_i\}$ as well as further factors which may depend on the $v_j$’s and also higher-order derivatives of the $v_j$’s. The latter does not cause any problems since the $v_j$’s will be regarded as given fields rather than unknowns of the system we are about to derive. In most cases we will therefore simply write $f_{\alpha_1...\alpha_p}^{\beta_1...\beta_q}(x; w_1, ..., w_n)$.

Taking the trace of (3.20) and inserting (3.15), yields (note that $L = R/6$)

$$R_g \equiv R^{(H)} + \nabla_\sigma H^\sigma = R + \nabla_\sigma H^\sigma .$$

(3.25)

The vanishing of $H^\sigma$ would therefore immediately ensure that $R_g = R$.

The tensor $d_{\mu\nu\sigma\rho}$ is supposed to be part of a solution of the CWE. Note, again, that at this stage it is by no means clear whether it, indeed, represents the rescaled Weyl tensor of $\Theta$ and $\Theta$. As before, we denote by $W_{\mu\nu\sigma\rho}$ the Weyl tensor associated to $g_{\mu\nu}$, defined via the decomposition

$$R_{\mu\nu\sigma\rho} = W_{\mu\nu\sigma\rho} + g_{\sigma[\rho} R_{\nu]\mu} - g_{\rho[\mu} R_{\nu]\sigma} - \frac{1}{3} R g_{\sigma[\mu} g_{\nu]\rho} .$$

(3.26)

As outlined above we want to derive a closed, linear, homogeneous system of wave equations for a certain set of fields in order to establish the vanishing of $H^\sigma$. First of all, we need a wave equation for $\zeta_{\mu}$. Making use of the Bianchi identity, (3.19) and (3.11), we obtain

$$\Box_g \zeta_{\mu} \equiv -4 \nabla_\nu \Box_g L_\mu^\nu + \frac{2}{3} \Box_g \nabla_\mu R - 8 \nabla_\nu (W_{\mu\sigma\nu\rho} L_\rho^\sigma) + 8 R_{\nu}^\sigma \nabla_\nu L_\mu^\nu$$

$$-4 R_{\nu}^\sigma \nabla_\mu L_\nu^\mu - R_{\mu}^\nu \zeta_\nu + \frac{1}{3} R g_{\mu} \nabla_\nu (L - \frac{1}{6} R)$$

$$+ \frac{4}{3} R g \nabla_\mu (L - \frac{1}{6} R) + \frac{8}{3} L_\mu^\nu \nabla_\nu R_g - \frac{2}{3} L \nabla_\mu R_g$$

$$= (4 L_\mu^\nu - R_{\mu}^\nu) \zeta_\nu + 4 (2 L_{\mu\nu} - R_{\mu\nu} + \frac{1}{6} R g_{\mu\nu})(\nabla_\mu L_\nu^\nu - 2 \nabla_\nu L_\mu^\nu)$$

$$-8 \nabla_\nu ([W_{\mu\sigma\nu\rho} - \Theta d_{\mu\sigma\nu\rho}] L_\rho^\sigma) + \frac{1}{3} (\zeta_\mu + 8 L_\mu^\nu \nabla_\nu - 2 L \nabla_\mu)(R_g - R)$$

$$-4 L_\mu^\nu \nabla_\nu \nabla_\lambda H_{\rho\sigma} + 4 L_{\mu}^\lambda \nabla_\nu \nabla_\lambda H_{\rho\sigma} + f_\mu(x; H, \nabla H) .$$

(3.27)

We employ (3.10), (3.15), (3.25) and (3.24) to end up with

$$\Box_g \zeta_{\mu} = 4 L_{\mu}^\nu \zeta_\nu - \frac{1}{3} R \zeta_\mu - 8 \nabla_\nu ([W_{\mu\sigma\nu\rho} - \Theta d_{\mu\sigma\nu\rho}] L_\rho^\sigma) + \frac{2}{3} L \nabla_\mu \nabla_\nu H_\nu^\nu$$

$$+ \frac{2}{3} L_\mu^\nu \nabla_\nu \nabla_\mu H_\nu^\nu - 4 L_{\mu}^\lambda \nabla_\nu \nabla_\lambda H_{\rho\sigma} + f_\mu(x; H, \nabla H) .$$

(3.28)

In order to get rid of the undesired second-order derivatives in $H^\sigma$, we introduce the tensor field

$$K_{\mu}^\nu := \nabla_\mu H^\nu$$

(3.29)
as another unknown for which we need to derive a wave equation, as well. We employ the fact that the right-hand side of (3.21) does not contain derivatives of $\zeta^\alpha$. Differentiating (3.24) we are straightforwardly led to the desired equation,

$$\Box_g K_{\mu\nu} \equiv \nabla_\mu \Box_g \nabla_\nu H + R^\kappa_{\mu\nu} \nabla_\kappa H + H^\kappa \nabla_\nu R_{\kappa\mu} - 2 R^\kappa_{\nu\mu} \nabla_\kappa H.$$

Moreover, (3.28) becomes a wave equation for $\zeta_\mu$,

$$\Box_g \zeta_\mu = 4L^\mu \zeta_\mu - \frac{1}{6} R \zeta_\mu - 8 \nabla^\nu [W_{\mu\sigma\nu\rho} - \Theta d_{\mu\sigma\nu\rho}] L^\sigma - f_\mu (x; H, \nabla H, \nabla K).$$

(3.30)

We observe that we need a wave equation for $W_{\mu\sigma\nu\rho} - \Theta d_{\mu\sigma\nu\rho}$ (actually just for its contraction with $L^\sigma$, but for later purposes it is useful to show that $\Theta d_{\mu\sigma\nu\rho}$ coincides with the Weyl tensor, which would follow, supposing, as usual, that it is initially true). For this purpose let us introduce the tensor field $\zeta_{\mu\nu\sigma}$,

$$\zeta_{\mu\nu\sigma} := 4\nabla_{(\sigma}L_{\nu)\mu}.$$

Note that $\zeta_{(\mu\nu\sigma)} = 0$ for a symmetric $L_{\mu\nu}$.

Starting from the second Bianchi identity, we find with (3.26), (3.10), (3.15) and (3.25)

$$\nabla_\alpha W_{\mu\nu\sigma\rho} \equiv -2 \nabla_{(\mu} W_{\nu\sigma\rho)\alpha} + 2 \nabla_{(\nu} R_{\rho)\sigma\alpha} - 2 \nabla_{(\sigma} R_{\rho\nu)\alpha} + \frac{2}{3} \nabla_\rho \nabla_\sigma R_{\nu\mu} - \frac{1}{3} \nabla_\sigma \nabla_\rho R_{\nu\mu} = g_{\rho\sigma} \zeta_\alpha + g_{\rho\nu} \zeta_\sigma - g_{\rho\mu} \zeta_\nu + 2 \nabla_{(\mu} W_{\nu\sigma)\rho\alpha} + \frac{2}{3} \nabla_\rho \nabla_\alpha R_{\nu\sigma} + \frac{1}{3} \nabla_\sigma \nabla_\rho R_{\nu\mu} + \frac{1}{6} g_{\rho\sigma} \nabla_\nu \nabla_\alpha H^\alpha - \frac{1}{2} g_{\rho\sigma} \nabla_\nu \zeta_\alpha + \frac{1}{2} g_{\rho\sigma} \Box_g H.$$

(3.32)

Applying $\nabla^\alpha$ yields

$$\Box_g W_{\mu\nu\sigma\rho} \equiv 2 \nabla_\alpha W_{\mu\nu\sigma\rho} + 2 \nabla_\alpha \nabla_\nu W_{\mu\sigma\rho} - 4 \nabla_{(\mu} W_{\nu\sigma\rho)\alpha} + \frac{1}{3} \nabla_\nu \nabla_\alpha R_{\mu\sigma\rho} + \frac{1}{6} g_{\rho\sigma} \nabla_\nu \nabla_\alpha H^\alpha - \frac{1}{2} g_{\rho\sigma} \nabla_\nu \zeta_\alpha + \frac{1}{2} g_{\rho\sigma} \Box_g H.$$

(3.33)

Before we manipulate this expression any further it is useful to compute

$$\nabla^\alpha \zeta_{\mu\nu\sigma} \equiv 2 \Box_g L_{\mu\nu} - 2 \nabla_\nu \nabla_\mu L_\sigma - 2 \nabla_\sigma \nabla_\mu L_\nu - 2 \nabla_\nu \nabla_\sigma L_\mu - 2 \nabla_\sigma \nabla_\nu L_\mu - \frac{1}{3} \nabla_\nu \nabla_\mu L_\alpha - 2 \nabla_\sigma \nabla_\nu L_\mu - \frac{1}{3} \nabla_\nu \nabla_\sigma L_\mu - 2 \nabla_\sigma \nabla_\nu L_\mu - \frac{1}{3} \nabla_\nu \nabla_\sigma L_\mu - 2 \nabla_\sigma \nabla_\nu L_\mu.$$

(3.34)
which follows from (3.10), (3.11), (3.15), (3.19), (3.21), (3.25) and (3.26). Due to the Bianchi identity, (3.10), (3.15), (3.19), (3.21), (3.25) and (3.26), we also have

\[ \nabla \alpha W_{\mu \nu \sigma} = -\frac{1}{6} g_{[\mu \nu} \nabla_{\sigma]} R_{g} + \frac{1}{2} \nabla_{\alpha} \nabla_{\mu} H_{\nu} - \frac{1}{6} g_{[\mu \nu} \nabla_{\sigma]} \nabla_{\kappa} H^{\kappa} + f_{\mu \nu \sigma}(x; H, \nabla H). \quad (3.35) \]

Invoking (3.31) and (3.35) we rewrite (3.34) to obtain

\[ g_{\mu \nu \sigma \rho} = \nabla_{[\alpha} \zeta_{\rho] \mu} - \nabla_{[\alpha} \zeta_{\rho] \sigma} W_{\mu \nu \sigma} + W_{\mu \nu \sigma} W_{\rho \kappa} - 4 W_{\mu \kappa \nu} W_{\sigma \rho} + \frac{1}{3} g_{\kappa \mu \nu \rho} \nabla \kappa H^{\kappa} - f_{\mu \nu \sigma \rho}(x; H, \nabla H, \nabla K). \quad (3.36) \]

We insert (3.24),

\[ g_{\mu \nu \sigma \rho} = \nabla_{[\alpha} \zeta_{\rho] \mu} - \nabla_{[\alpha} \zeta_{\rho] \sigma} W_{\mu \nu \sigma} + W_{\mu \nu \sigma} W_{\rho \kappa} - 4 W_{\mu \kappa \nu} W_{\sigma \rho} + \frac{1}{3} g_{\kappa \mu \nu \rho} \nabla \kappa H^{\kappa} - f_{\mu \nu \sigma \rho}(x; H, \nabla H, \nabla K). \quad (3.37) \]

It proves useful to make the following definitions:

\[ \kappa_{\mu \nu \sigma} := \frac{1}{2} \zeta_{\mu \nu \sigma} - \nabla_{\kappa} \Theta_{d_{\mu \nu \sigma} \kappa}, \quad (3.38) \]

\[ \Xi_{\mu \nu} := -\frac{1}{2} \nabla_{\mu} \nabla_{\nu} \Theta + \Theta \nabla L_{\mu \nu} - g_{\mu \nu}. \quad (3.39) \]

We observe the relation

\[ \nabla_{\rho} \kappa_{\mu \nu \sigma} = 2 \nabla^{\kappa} \Theta \nabla_{\rho} d_{\mu \nu \kappa \sigma} + 2 \Xi_{\mu \nu \sigma} \Theta_{d_{\rho, d_{\mu \nu \sigma}}} - 2 \nabla_{\rho} \Xi_{\mu \nu \sigma} + 2 \Xi_{\mu \nu \kappa} \Theta_{d_{\rho \kappa \sigma}} - 2 L_{\rho} \nabla H_{\kappa \sigma}. \]

Then, due to the (anti-)symmetry properties of the tensor \( d_{\mu \nu \sigma} \) derived above, (3.37) yields

\[ g_{\mu \nu \sigma \rho} = 2 \nabla^{\kappa} \Theta \nabla_{\rho} d_{\mu \nu \kappa \sigma} - 2 \nabla^{\kappa} \Theta \nabla_{[\sigma} d_{\rho] \kappa \mu} - 2 \nabla_{[\sigma} \Xi_{\rho] \kappa \mu} - 2 \nabla_{[\sigma} \Xi_{\rho] \kappa \mu} + 2 \Xi_{\rho} \nabla^{\kappa} \Theta_{d_{\mu \nu \sigma} \kappa} + W_{\mu \nu \sigma} W_{\rho \kappa} - 4 W_{\mu \kappa \nu} W_{\sigma \rho} + \frac{1}{3} g_{\kappa \mu \nu \rho} \nabla \kappa H^{\kappa} + f_{\mu \nu \sigma \rho}(x; H, \nabla H, \nabla K). \quad (3.40) \]
On the other hand, in virtue of (3.13) and (3.14), we have
\[ \Box_g (\Theta d_{\mu\nu\rho}) = d_{\mu\nu\rho} \Box_g \Theta + \Theta \Box_g d_{\mu\nu\rho} + 2 \nabla^\sigma \Theta \nabla_\kappa d_{\mu\nu\rho} 
\]
\[ = 4sd_{\mu\nu\rho} + 2 \nabla^\kappa \Theta \nabla_\alpha d_{\nu\rho\mu} + \Theta^2 d_{\mu\nu\rho} \nabla_\alpha \kappa - 4 \Theta^2 d_{\kappa\mu\nu} d_{\nu\kappa} \rho - \frac{1}{3} R \Theta d_{\mu\nu\rho} + f_{\mu\nu\rho}(x; H, \nabla H) . \] (3.41)

Combining (3.10) and (3.11), and invoking (3.13), we are led to the wave equation
\[ \Box_g (W_{\mu\nu\rho\sigma} - \Theta d_{\mu\nu\rho\sigma}) = 2 \nabla_\sigma [x] \nabla_\mu - 2 \nabla_\mu [x] \nabla_\sigma + 2 d_{\mu\nu\sigma} \nabla_\kappa \Xi_{\mu\nu\kappa} + 2 d_{\rho\mu\kappa} \Xi_{\nu\rho\kappa} \n\]
\[ + W_{\mu\rho\kappa} \nabla_\alpha \kappa - \Theta d_{\alpha\rho\kappa} \nabla_\kappa \mu \nabla_\mu \kappa + 4 W_{\alpha\beta\mu\nu} \nabla_\alpha \kappa - \Theta d_{\alpha\beta\kappa} \nabla_\kappa \mu \nabla_\mu \kappa + 4 W_{\beta\kappa\mu\nu} \nabla_\kappa \kappa \nabla_\mu \kappa - \Theta d_{\beta\kappa\kappa} \nabla_\kappa \mu \nabla_\mu \kappa 
\]
\[ - 2 L_{\rho\mu} \nabla_\mu \kappa - \Theta d_{\rho\mu} \kappa + 2 L_{\rho\nu} \nabla_\nu \kappa - \Theta d_{\rho\nu} \kappa + 4 L_{\kappa\sigma} \nabla_\kappa \Sigma_{\rho\sigma} - \Theta d_{\kappa\sigma} \Sigma_{\rho\sigma} 
\]
\[ + \frac{1}{2} R(W_{\mu\nu\rho\sigma} - \Theta d_{\mu\nu\rho\sigma}) - \frac{1}{2} \nabla^k \Theta (\epsilon_{\sigma\rho\kappa} \epsilon_{\mu\nu} + \epsilon_{\kappa\mu} \epsilon_{\rho\nu}) \nabla_\sigma \nabla_\mu \kappa \n\]
\[ + \frac{1}{2} g_{\rho\sigma} \nabla_\sigma \kappa - \frac{1}{2} g_{\rho\sigma} \nabla_\sigma \kappa + \frac{1}{2} g_{\sigma\rho} \nabla_\sigma \kappa - \frac{1}{2} g_{\sigma\rho} \nabla_\sigma \kappa + \frac{1}{2} g_{\sigma\rho} \nabla_\sigma \kappa + \frac{1}{2} g_{\sigma\rho} \nabla_\sigma \kappa + \frac{1}{6} g_{\rho\sigma} g_{\mu\sigma} \nabla_\sigma \kappa + f_{\mu\nu\rho}(x; H, \nabla H, \nabla K) , \] (3.42)

which is fulfilled by any solution of the CWE.

In order to end up with a homogeneous system of wave equations, it remains to derive wave equations for $\Xi_{\mu\nu}$, $\Xi_{\mu\nu\kappa}$, and $\nabla_\rho d_{\mu\nu\rho}$. Let us start with $\nabla_\rho d_{\mu\nu\rho}$.

\[ \Box_g \nabla_\rho d_{\mu\nu\rho} \equiv \nabla_\rho \Box_g d_{\mu\nu\rho} + 4 W_{\kappa\rho\mu\nu} \nabla_\kappa d_{\rho\alpha\sigma} + 2 W_{\kappa\rho\alpha\sigma} \nabla_\kappa d_{\mu\nu\alpha} 
\]
\[ - 4 d_{\mu\nu\rho} \nabla_\kappa R_{\rho\alpha} - 4 d_{\rho\kappa\alpha} \nabla_\kappa R_{\rho\alpha} + 2 d_{\rho\kappa\kappa} \nabla_\kappa R_{\rho\kappa} 
\]
\[ + 2 R_{\rho\mu\nu} \nabla_\rho d_{\mu\nu\rho} + 3 R_{\rho\sigma} \nabla_\rho d_{\mu\nu\sigma} + \frac{1}{2} \nabla_\rho d_{\mu\nu\rho} + \nabla_\rho d_{\mu\nu\rho} 
\]
\[ = 2 \nabla_\rho d_{\mu\nu\rho} - 4 d_{\mu\nu\rho} \nabla_\kappa R_{\rho\kappa} + (W_{\kappa\rho\alpha} - \Theta d_{\kappa\rho\alpha}) \nabla_\kappa d_{\rho\alpha} 
\]
\[ - 4 W_{\kappa\rho\mu\nu} \nabla_\kappa d_{\rho\alpha\sigma} + 2 R_{\mu\nu} \nabla_\rho d_{\mu\nu\rho} + 3 R_{\rho\sigma} \nabla_\rho d_{\mu\nu\sigma} + 4 d_{\rho\kappa\kappa} \nabla_\rho d_{\mu\nu\kappa} 
\]
\[ + (R_{\rho\sigma} + \frac{1}{2} \nabla_\rho d_{\mu\nu\rho} + f_{\mu\nu\rho}(x; H, \nabla H, \nabla K) . \] (3.43)

The validity of the last equality follows from (3.10), (3.14), (3.15), (3.25) and (3.35). Note that to establish (3.35) one just needs the algebraic properties of $d_{\mu\nu}$ which are ensured by Lemma (3.4).

Next, let us derive a wave equation for $\Xi_{\mu\nu}$. With (3.11), (3.12), (3.14), (3.10), (3.11), (3.19) and (3.24), the following relation is verified,
\[ \Box_g \Xi_{\mu\nu} \equiv \nabla_\rho \Box_g \Xi_{\mu\nu} + 2 \nabla_\rho (R_{\mu\nu}\kappa) \nabla_\kappa \Theta + 2 R_{\kappa\rho\mu\nu} \nabla_\kappa \Theta + 2 R_{\kappa\rho\mu\nu} \nabla_\kappa \Theta 
\]
\[ - \nabla_\rho R_{\mu\nu}\kappa \nabla_\kappa \Theta + \Theta \Box_g \Xi_{\mu\nu} + \Theta \Box_g \Xi_{\mu\nu} + 2 \nabla_\rho \Theta \nabla_\kappa \mu \nabla_\kappa \rho - g_{\mu\rho} \nabla_\rho s 
\]
\[ = 2 (L_{\mu\kappa} \delta_{\nu}\kappa - g_{\mu\nu} L_{\kappa} \kappa - W_{\mu\nu}\kappa) \Xi_{\mu\nu} + 2 \Theta L_{\alpha\kappa}(W_{\mu\nu}\kappa - \Theta d_{\mu\nu}\kappa) 
\]
\[ + 4 \nabla_\rho (T_{\rho\nu}) + \frac{1}{6} R \Xi_{\mu\nu} + f_{\mu\nu}(x; H, \nabla H, \nabla K) , \] (3.44)
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where we have set

\[ \Upsilon_\mu := \nabla_\mu s + L_{\mu\nu} \nabla^\nu \Theta . \] (3.45)

Of course, we also need a wave equation for \( \Upsilon_\mu \). Using again (3.11)–(3.13), (3.15) as well as (3.10) and (3.25) we find that

\[
\square_g \Upsilon_\mu \equiv \nabla_\mu \square_g s + R_{\mu\rho}^\kappa \nabla_\rho \kappa s + \square_g L_{\mu\nu} \nabla^\nu \Theta + L_{\mu\nu} \nabla_\nu \square_g \Theta + L_{\mu\nu} R_{\nu\rho}^\kappa \nabla_\kappa \Theta \\
+ 2 \nabla_\sigma L_{\mu\nu} \nabla^\sigma \nabla^\nu \Theta \\
= 6 L_{\mu\nu} \nabla_\nu \Upsilon_\kappa + 2 \Theta L_{\mu\nu} \nabla^\nu \Upsilon_\kappa + 2 \Xi_{\mu\nu} \nabla^\sigma L_{\mu\nu} - \frac{1}{6} \Xi_{\mu\nu} \nabla_\nu R \\
+ f_\mu (x; H, \nabla H, \nabla K) .
\] (3.46)

Finally, let us derive a wave equation which is satisfied by \( \zeta_{\mu\nu\sigma} \equiv \nabla_\mu \Theta d_{\nu\sigma} \). The definition of the Weyl tensor (3.26) together with the Bianchi identities yield

\[
\frac{1}{2} \square_g \zeta_{\mu\nu\sigma} \equiv 2 \nabla_{[\mu} \square_g L_{\nu\sigma]} - 2 W_{\nu\sigma\rho\kappa} \nabla^\rho L_{\mu\kappa}^\kappa + 4 W_{\mu\nu\rho\sigma} \nabla^\rho L_{\nu\sigma}^\kappa - 2 R_{\kappa\nu\sigma\mu} \nabla_\kappa L_{\mu\nu}^\kappa \\
+ 2 R_{\kappa\nu\sigma\mu} \nabla_\kappa L_{\mu\nu}^\kappa - 2 R_{\kappa\nu\sigma\mu} \nabla_\kappa L_{\mu\nu}^\kappa - 2 R_{\kappa\nu\sigma\mu} \nabla_\kappa L_{\mu\nu}^\kappa \\
+ \frac{1}{6} \Xi_{\mu\nu} \Theta d_{\nu\sigma} \\
+ 2 \Xi_{\mu\nu} \Theta d_{\kappa\nu} \nabla_\kappa R + \frac{1}{12} R_g \zeta_{\mu\nu\sigma} + f_{\mu\nu\sigma}(x; H, \nabla H, \nabla K) ,
\]

where the last equality follows from (3.10), (3.11), (3.15) and (3.25). We employ (3.13)–(3.15) and (3.1) to deduce that

\[
\square_g (\nabla_\kappa \Theta d_{\nu\sigma}^\kappa) \equiv d_{\nu\sigma} \nabla_\kappa (\nabla_\kappa \Theta + R_{\kappa\rho}^\nu \Theta_\rho) + \nabla_\kappa \Theta \square_g d_{\nu\sigma}^\kappa + 2 \nabla_\kappa \Theta \nabla^\lambda d_{\nu\sigma}^\kappa \\
= 4 \Upsilon_\kappa d_{\nu\sigma}^\kappa - 2 L_{\nu\sigma} \nabla_\mu (\Theta d_{\nu\sigma}^\kappa) + 2 \Xi_{\nu\sigma} \nabla^\lambda d_{\nu\sigma}^\kappa + 2 \nabla_\mu d_{\nu\sigma}^\kappa \\
+ \Theta (\frac{1}{2} \zeta_{\mu\sigma} - \zeta_{\mu\sigma}) d_{\nu\sigma}^\kappa - \Theta (2 \zeta_{\lambda\kappa\sigma} - 4 \zeta_{\lambda\kappa\sigma} d_{\lambda\kappa}^\sigma) d_{\nu\sigma}^\kappa \\
+ \frac{1}{2} R g d_{\nu\sigma}^\kappa \nabla_\kappa \Theta - \frac{1}{6} \Theta d_{\nu\sigma}^\kappa \nabla_\kappa R + f_{\mu\nu\sigma}(x; H, \nabla H) .
\]

With (3.26) we are led to

\[
\square_g \zeta_{\mu\nu\sigma} \equiv 4 \nabla^\beta \Theta \{ g_{\beta\mu\nu} d_{\sigma\kappa}^\alpha \nabla_\alpha \kappa - g_{\mu\nu} d_{\sigma\kappa}^\alpha \nabla_\alpha \kappa - d_{\beta\sigma\kappa} L_{\mu\nu}^\kappa \\
- d_{\beta\sigma\kappa} \nabla_\mu L_{\beta\nu}^\kappa - \frac{1}{12} R d_{\nu\sigma\beta} \} \\
+ 6 \Theta L_{\rho\kappa}^\nu \nabla_\nu d_{\sigma\rho}^\mu = - 2 \Xi_{\nu\sigma} \nabla^\lambda d_{\nu\sigma}^\kappa - 4 \Upsilon_\kappa d_{\nu\sigma}^\kappa \\
+ 4 (W_{\mu\nu}^\rho \nabla_\rho d_{\nu\sigma}^\kappa - \Theta d_{\nu\sigma}^\kappa \nabla_\nu \Theta) - \frac{1}{2} \Xi_{\mu\nu} (W_{\nu\sigma}^\kappa - \Theta d_{\nu\sigma}^\kappa) \\
- 4 \zeta_{\nu\sigma\kappa} L_{\nu\sigma}^\kappa + 6 \zeta_{\kappa\nu\sigma} d_{\nu\sigma}^\alpha \nabla_\alpha \kappa - 4 \Theta \zeta_{\lambda\kappa\sigma} d_{\nu\sigma}^\kappa \nabla_\lambda \kappa \\
- 2 \nabla_\kappa d_{\nu\sigma}^\kappa - \frac{1}{6} (W_{\nu\sigma}^\kappa - \Theta d_{\nu\sigma}^\kappa) \nabla_\kappa R + \frac{1}{6} R g \zeta_{\mu\nu\sigma} \\
+ f_{\mu\nu\sigma}(x; H, \nabla H, \nabla K) .
\] (3.47)
The term in braces needs to be eliminated. To this end let us consider the expression (we use the implications of Lemma 3.4)
\[ 3\nabla^\lambda \nabla_{[\lambda} d_{\mu\nu]}_{\rho} = \Box g d_{\mu\nu\sigma\rho} - \nabla_{\nu} \nabla_{\lambda} d_{\sigma\mu\nu} - \nabla_{\mu} \nabla_{\sigma} d_{\rho\nu} - W_{\mu\lambda} d_{\sigma\rho\kappa} - 2W_{\lambda\nu} d_{\rho\sigma\kappa} - 2W_{\lambda\rho} d_{\mu\sigma\kappa} - 2d_{\sigma\rho\kappa} R_{\nu\kappa\lambda} - d_{\sigma\nu\kappa} R_{\rho\kappa\lambda} - g_{\nu\sigma} d_{\rho\kappa\lambda} R^{\lambda\kappa} . \]

We take (3.5), (3.10), (3.14) and (3.15) into account to rewrite this equation as
\[ 2g_{\nu\kappa} d_{[\sigma\rho]} d_{\mu\sigma\kappa} L_{\alpha} - 2g_{\nu\kappa} d_{[\sigma\rho]} d_{\mu\sigma\kappa} L_{\alpha} - 2d_{\sigma\mu\nu}[\sigma L_{\rho}] - 2d_{\sigma\nu\kappa} [\sigma L_{\mu}] - \frac{1}{6} R d_{\mu\nu\rho} \]
\[ \equiv 2(W_{\sigma\kappa\mid \mu} - \Theta d_{\sigma\kappa\mid \mu}) d_{\nu\mid \rho} - 2(W_{\sigma\kappa\mid \rho} - \Theta d_{\sigma\kappa\mid \rho}) d_{\nu\mid \mu} \]
\[ - (W_{\mu\nu\kappa} - \Theta d_{\mu\nu\kappa}) d_{\sigma\rho\kappa} + 2\nabla_{\mu} \nabla_{\nu} \nabla_{\sigma} d_{\rho\kappa} + \frac{1}{2} \epsilon_{\mu\nu\kappa} \epsilon_{\rho\sigma\beta} \nabla_{\lambda} d_{\beta\gamma} \]
\[ + f_{\mu\nu\rho}(x; H, \nabla H) . \tag{3.48} \]

Combining (3.48) with (3.37) and (3.36) yields a wave equation for \( \epsilon_{\mu\nu\sigma} \),
\[ \Box g \epsilon_{\mu\nu\sigma} = 4\nabla^\lambda \Theta (W_{\nu\kappa\mid \sigma} - \Theta d_{\nu\kappa\mid \sigma}) d_{\lambda\alpha\kappa} - (W_{\sigma\kappa\mid \alpha} - \Theta d_{\sigma\kappa\mid \alpha}) d_{\beta\gamma\alpha} + 2(W_{\nu\kappa\mid \alpha} - \Theta d_{\nu\kappa\mid \alpha}) \nabla_{\lambda} d_{\sigma\alpha\kappa} + 4\nabla^\lambda \Theta \nabla_{\beta\gamma\alpha} + 2\nabla_{\lambda} \nabla_{\sigma\alpha\kappa} - 2\nabla_{\mu} \nabla_{\nu} \nabla_{\sigma} d_{\alpha\kappa} + 4(W_{\alpha\kappa\mid \sigma} - \Theta d_{\alpha\kappa\mid \sigma}) \nabla_{\beta\gamma\alpha} \]
\[ + \Theta \epsilon_{\mu\nu\sigma} d_{\alpha\kappa} + 4\Theta \epsilon_{\mu\nu\sigma} d_{\alpha\kappa} \]
\[ - \frac{1}{6} R g_{\mu\nu\sigma} + \frac{1}{6} R g_{\mu\nu\sigma} . \tag{3.49} \]

The equations (3.24), (3.30), (3.31), (3.42), (3.43), (3.44), (3.45) and (3.49) form a closed, linear, homogeneous system of linear wave equations satisfied by the fields \( H^\sigma \), \( K_{\mu\nu} \), \( \zeta_\mu \), \( W_{\mu\nu\sigma\rho} - \Theta d_{\mu\nu\sigma\rho} \), \( \nabla_{\mu} d_{\mu\nu\sigma}\), \( \Xi_{\mu\nu} \), \( \Upsilon_{\mu\nu} \) and \( \epsilon_{\mu\nu\sigma} \), with all other quantities regarded as being given. An application of standard uniqueness results, cf. e.g. [15], establishes that all the fields vanish, supposing that this is initially the case. In particular this guarantees consistency with the gauge condition, i.e. \( H^\sigma = 0 \) and, by (3.39), \( R_g = R \), for solutions of the CWE. In fact we have proven more, and that will be of importance in the next section.

### 3.3 Equivalence issue between the CWE and the MCFE

Recall the CWE (3.11)–(3.15) and the MCFE (2.5)–(2.10). Let us tackle the equivalence issue between them. A look at the derivation of the CWE reveals that any solution of the MCFE which satisfies the gauge condition \( H^\sigma = 0 \) will be a solution of the CWE with gauge source function \( R = R_g \). The other direction is the more interesting albeit more involved one. We therefore devote ourselves subsequently to the issue whether (or rather under which conditions) a solution of the CWE is also a solution of the MCFE. We shall demonstrate that a solution of the CWE is a solution of the MCFE supposing that it satisfies certain relations on the initial surface. In fact, most of the work has already been done in the previous section.
We have the following intermediate result; we emphasize that the conformal factor is allowed to have zeros, or vanish, on the initial surface:

**Theorem 3.7** Assume we have been given data \((\hat g_{\mu\nu}, \hat s, \hat \Theta, \hat L_{\mu\nu}, \hat d_{\mu\nu\rho\sigma})\) on a characteristic initial surface \(S\) (for definiteness we think either of two transversally intersecting null hypersurfaces or a light-cone) and a gauge source function \(R\), such that \(\hat g_{\mu\nu}\) is the restriction to \(S\) of a Lorentzian metric, \(\hat L_{\mu\nu}\) is symmetric, \(L^\rho_{\mu\nu} \equiv \hat L = \frac{\mathcal R}{6}\), and such that \(\hat d_{\mu\rho\sigma}\) satisfies all the algebraic properties of the Weyl tensor (cf. the assumptions of Lemma 3.4). Suppose further that there exists a solution \((g_{\mu\nu}, s, \Theta, L_{\mu\nu}, d_{\mu\nu\rho\sigma})\) of the CWE (3.11)-(3.15) with gauge source function \(R\) which induces the above data on \(S\) and fulfills the following conditions:

1. The MCFE (2.5)-(2.8) are fulfilled on \(S\);
2. equation (2.9) holds at one point on \(S\);
3. the Weyl tensor \(W_{\mu\nu\rho\sigma}[g]\) coincides on \(S\) with \(\hat \Theta \hat d_{\mu\rho\sigma}\);
4. the wave-gauge vector \(H^\sigma\) and its covariant derivative \(K^\mu_{\sigma} \equiv \nabla^\mu H^\sigma\) vanish on \(S\);
5. the covector field \(\zeta^\mu \equiv -4(\nabla^\nu L^\mu_{\nu} - \frac{1}{6} \nabla^\mu R)\) vanishes on \(S\).

Then

a) \(H^\sigma = 0\) and \(R_g = R\);

b) \(L_{\mu\nu}\) is the Schouten tensor of \(g_{\mu\nu}\);

c) \(\Theta d_{\mu\rho\sigma}\) is the Weyl tensor of \(g_{\mu\nu}\);

d) \((g_{\mu\nu}, s, \Theta, L_{\mu\nu}, d_{\mu\rho\sigma})\) solves the MCFE (2.5)-(2.10) with \(H^\sigma = 0\) and \(R_g = R\).

The conditions 1-5 are necessary for d) to be true.

**Proof:** The conditions 1 and 3-5 make sure that the fields \(H^\sigma, K_{\mu\nu}, \zeta^\mu, W_{\mu\rho\sigma\nu} = \Theta d_{\mu\rho\sigma\nu}, \nabla^\mu d_{\mu\rho\sigma\nu}, \Xi^\mu, \Upsilon^\mu\) and \(x_{\mu\rho\sigma}\) vanish on \(S\). In the previous section we have seen that they provide a solution of the closed, linear, homogeneous system of wave equations (3.24), (3.30), (3.31), (3.32), (3.33), (3.34), (3.35), (3.36) and (3.39), so that all these fields need to vanish identically. In particular that implies \(H^\sigma = 0\), that \(\Theta d_{\mu\rho\sigma}\) is the Weyl tensor of \(g_{\mu\nu}\), and that (2.5)-(2.8) hold. The vanishing of \(H^\sigma\) guarantees that the Ricci tensor coincides with the reduced Ricci tensor and by (3.25) that \(R\) is the curvature scalar \(R_g\) of \(g_{\mu\nu}\). Equation (3.15) then tells us that \(L_{\mu\nu}\) is the Schouten tensor. Hence (2.10) is an identity and automatically satisfied. To establish (2.9), it suffices to check that it is satisfied at one point, which is ensured by condition 2.

In the following we shall investigate to what extent the conditions 1-5 are satisfied if the fields \(g_{\mu\nu}, L_{\mu\nu}, d_{\mu\rho\sigma\nu}, \Theta\) and \(\hat s\) are constructed as solutions of the constraint equations induced by the MCFE on the initial surface.
4 Constraint equations induced by the MCFE on the C\textsubscript{1}--cone

4.1 Adapted null coordinates and another gauge freedom

The aim of this section is to derive the set of constraint equations induced by the MCFE,

\[ \nabla_\rho d_{\mu\nu\sigma}^\rho = 0, \] (4.1)
\[ \nabla_\mu L_{\nu\sigma} - \nabla_\nu L_{\mu\sigma} = \nabla_\rho \Theta d_{\mu\nu\sigma}^\rho, \] (4.2)
\[ \nabla_\mu \nabla_\nu \Theta = -\Theta L_{\mu\nu} + s g_{\mu\nu}, \] (4.3)
\[ \nabla_\mu s = -L_{\mu\nu} \nabla_\nu \Theta, \] (4.4)
\[ 2\Theta s_{\nu} - \nabla_\mu \Theta \nabla_\mu \Theta = 0, \] (4.5)
\[ R_{\mu\nu\sigma}^{\kappa} [g] = \Theta d_{\mu\nu\sigma}^{\kappa} + 2 \left( g_{\sigma[\mu} L_{\nu]}^{\kappa} - \delta_{[\mu}^{\kappa} L_{\nu]\sigma} \right), \] (4.6)

on the initial surface \( S \), where we assume henceforth \( \lambda = 0 \). (4.7)

By constraint equations we mean intrinsic equations on the initial surface which determine the fields \( g_{\mu\nu}|_S, L_{\mu\nu}|_S, d_{\mu\nu\sigma}^\rho|_S, \Theta|_S \) and \( s|_S \) starting from suitable free “reduced” data. We shall do this in adapted null coordinates and imposing a generalized wave-map gauge condition. To avoid too many case distinctions we shall derive them in the case where the initial surface is the light-cone \( C_1^{-} \) on which the conformal factor \( \Theta \) vanishes (this requires \( \lambda = 0 \)), cf. (2.9) evaluated on \( C_1^{-} \), which is completely sufficient for our purposes.

Adapted null coordinates \((u, r, x^A)\) are defined in such a way that \( \{x^0 \equiv u = 0\} = \mathcal{I}^r \equiv C_1^{-} \setminus \{i^{-}\}, x^1 \equiv r > 0 \) parameterizes the null rays emanating from \( i^{-} \), and \( x^A, A = 2, 3 \), are local coordinates on the level sets \( \{r = \text{const}, u = 0\} \cong S^2 \) (note that these coordinates are singular at the tip, see [5] for more details).

First we shall sketch how the constraint equations are obtained in a general-ized wave-map gauge with arbitrary gauge functions. We shall write them down explicitly in a specific gauge afterwards.

We use the same notation as in [5], i.e. \( \nu_0 := \bar{\gamma}_{01}, \nu_A := \bar{\gamma}_{0A} \). The function \( \chi_{AB} := \frac{1}{2} g^{BC} \partial_1 \bar{\gamma}_{AC} \) denotes the null second fundamental form, the function \( \tau \), which describes the expansion of the cone, its trace, and the shear tensor \( \sigma_{AB} \) its traceless part. The symbols \( \bar{\nabla}_A, \bar{\Gamma}_AB \) and \( \bar{R}_{AB} \) refer to the \( r \)-dependent Riemannian metric \( \bar{g} := \bar{g}_{AB} dx^A dx^B \).

The equation (4.12) below together with regularity conditions at the tip of the cone imply that \( \bar{g} \) is conformal to the the standard metric \( s_{AB} \) on the 2-sphere \( S^2 \). It therefore makes sense to take as reduced data the \( \bar{g} \)-trace-free part of \( L_{AB} \) on \( C_1^{-} \) (which coincides with its \( s \)-trace-free part). It will be denoted by \( \bar{L}_{AB} := : \omega_{AB} \).

The field \( \omega_{AB} \) is an \( r \)-dependent tensor on \( S^2 \). Here and in what follows \( : \) denotes the \( \bar{g} \)-trace-free part of the corresponding 2-tensor on \( S^2 \). As before, overlining is used to indicate restriction to the initial surface. The gauge degrees of freedom are comprised by \( R, W^\lambda, \tau \) (cf. Sections 2 and 3.1) and \( \kappa \). The function \( \kappa \) is given by

\[ \kappa := \nu^0 \partial_1 \nu_0 - \frac{1}{2} \tau - \frac{1}{2} \nu_0 (\bar{g}^{\mu\nu} \bar{\Gamma}_{\mu\nu}^0 + \bar{W}^0), \] (4.8)
where $\nu^0 := g^{01} = (\nu_0)^{-1}$. It reflects the freedom to parameterize the null geodesics generating the initial surface $\mathcal{I}$; the choice $\kappa = 0$ corresponds to an affine parameterization.

### 4.2 Constraint equations in a generalized wave-map gauge

We show that, in the case where the initial surface is $\mathcal{C}_i^-$, the constraint equations form a hierarchical system of algebraic equations and ODEs along the generators of $\mathcal{C}_i^-$. In doing so, we merely consider those gauge choices $W^\lambda$ which depend just upon the coordinates and none of the fields appearing in the CWE (cf. footnote 11). To derive the constraint equations we assume we have been given a smooth solution of the MCFE in a generalized wave-map gauge $H^2 = 0$, smoothly extendable through $\mathcal{C}_i^-$. We then evaluate the MCFE on $\mathcal{C}_i^-$ and eliminate the transverse derivatives. For this we shall assume that the solution satisfies $s_i^- \not= 0$, which implies that $\nabla$ and $(\partial_0 \nabla)^{-1}$ exist near $i^-$. It should be emphasized that, on a light-cone, the initial data for the ODEs cannot be specified freely but follow from regularity conditions at the vertex. For sufficiently regular gauges the behaviour of the relevant fields near the vertex is computed in $\mathcal{E}$. When stating this behaviour below we shall always tacitly assume that the gauge is sufficiently regular.

In the following we shall frequently make use of the formulae (A.8)-(A.25) in $\mathcal{E}$ for the Christoffel symbols computed in adapted null coordinates on a cone.

We consider (4.3) for $(\mu \nu) = (10), (AB)$ on $\mathcal{C}_i^-$, where we take the $\mathcal{P}^{AB}$-trace of the latter equation,

$$
\partial_1 \nu^0 \mathcal{P} + (\kappa - \nu^0 \partial_1 \nu_0) \nu^0 \mathcal{P} = \nu_0 \nabla,
$$

(4.9)

$$
\nabla = \frac{1}{2} \nu^0 \partial_0 \mathcal{P}
$$

(4.10)

(note that $\mathcal{P}^0 = 0$ implies $\kappa = \Gamma^1_{11}[\mathcal{E}]$). Differentiating (4.10) and inserting the result into (4.9) we obtain an equation for $\tau$,

$$
\partial_1 \tau - (\kappa + \partial_1 \log |s|) \tau + \frac{1}{2} \tau^2 = 0.
$$

(4.11)

The boundary behaviour is given by $\tau = 2r^{-1} + O(r)$ $\mathcal{E}$.

Due to our assumption $s_i^- \not= 0$ the (AB)-component of (4.3), together with (4.10), provides an equation for $\sigma_{AB}$ (at least sufficiently close to the vertex),

$$
\pi(\partial_1 \sigma_{AB} - \tau \sigma_{AB}) = 0 \iff \sigma_{AB} = 0.
$$

(4.12)

The boundary condition is $\sigma_{AB} = r^2 s_{AB} + O(r^4)$ $\mathcal{E}$, with $s_{AB}$ the round sphere metric.

Using the definition of $L_{\mu \nu}$, which can be recovered from (4.6), as well as (4.12), we find that

$$
L_{11} \equiv \frac{1}{2} (\partial_1 \tau - \Gamma^1_{11} \tau + \chi_A^B \chi_B^A) = -\frac{1}{2} \partial_1 \tau + \frac{1}{2} \kappa \tau - \frac{1}{4} \tau^2.
$$

(4.13)
The gauge condition $\mathcal{H}^0 = 0$ provides an equation for $\nu_0$:

$$\partial_1 \nu^0 + \nu^0 \left( \frac{1}{2} \tau + \kappa \right) + \frac{1}{2} \nu^0 = 0 \ . \quad (4.14)$$

Here we have set

$$V^\lambda := g^\mu\nu \hat{\Gamma}^\lambda_{\mu\nu} + W^\lambda \ .$$

The boundary condition is $\nu_0 = 1 + O(r^2)$ \[5\]. Equation (4.10) then determines $\partial_0 \Theta$. The function $\partial_0 g_{11}$ is computed from

$$\kappa = \Gamma_{11}^\lambda, \quad \partial_0 g_{11} = 2 \partial_1 \nu_0 - 2 \nu_0 \kappa \ . \quad (4.15)$$

We remark that the values of certain transverse derivatives are needed on the way to derive the constraint equations. As a matter of course the constraint equations themselves will not involve any transverse derivatives, for they are not part of the characteristic initial data for the CWE.

Let us introduce the field

$$\xi_A := -2\nu^0 \partial_1 \nu_A + 4\nu^0 \nu_B \chi_A^B + \nu_A \nabla^0 + \tilde{g}_{AB} \nabla^B - \tilde{g}_{ABD} \tilde{\Gamma}_{BC}^D \ . \quad (4.16)$$

In a generalized wave-map gauge we have [3]

$$\xi_A = -2 \Gamma_{1A}^1 \ . \quad (4.17)$$

Invoking (4.10) and (4.12), equation (4.3) with $(\mu \nu) = (0A)$ can be written as an equation for $\xi_A$,

$$\xi_A = 2 \partial_A \log |\partial_0 \Theta| - 2 \nu^0 \partial_A \nu_0 \ . \quad (4.18)$$

The definition of $\xi_A$ can then be employed to compute $\nu_A$,

$$\nu^0 \partial_1 \nu_A - \tau^0 \nu_A - \frac{1}{2} \nu_A \nabla^0 - \frac{1}{2} \tilde{g}_{AB} \nabla^B + \frac{1}{2} \tilde{g}_{ABD} \tilde{\Gamma}_{BC}^D + \frac{1}{2} \xi_A = 0 \ . \quad (4.19)$$

The boundary condition is given by $\nu_A = O(r^3)$ \[3\]. The equation $\xi_A = -2 \Gamma_{1A}^1$ then determines $\partial_0 g_{1A}$ algebraically,

$$\partial_0 g_{1A} = (\partial_A + \xi_A) \nu_0 + (\partial_1 - \tau) \nu_A \ . \quad (4.20)$$

From (4.9), (4.10) and (4.18) we obtain the relation

$$\partial_1 \xi_A = \partial_A (\tau - 2 \kappa) \ ,$$

which yields

$$\mathcal{L}_{1A} \equiv \frac{1}{2} (\partial_1 + \tau) \Gamma_{1A}^1 + \frac{1}{2} \tilde{\nabla}_B \chi_A^B - \frac{1}{2} \partial_A \Gamma_{11}^1 - \frac{1}{2} \partial_A \tau \quad = - \frac{1}{4} \tau \xi_A - \frac{1}{2} \partial_A \tau \ . \quad (4.21)$$

\[11\] Recall that we assume $W^\lambda$ to depend just upon the coordinates, otherwise one would have to be careful here and specify upon which components of which fields $W^\lambda$ is allowed to depend in order to get the hierarchical system we are about to derive.
We define the function
\[
\zeta := 2(\partial_1 + \kappa + \frac{1}{2}\tau)\bar{\gamma}^{11} + 2\bar{\nabla}^1. \tag{4.22}
\]

For a solution which satisfies the generalized wave-map gauge condition \( H^\sigma = 0 \) it holds \( \bar{\nabla}^a \zeta = 0 \) that
\[
\zeta = 2\bar{\gamma}^{AB}\bar{T}^{1}_{AB} + \tau\bar{\gamma}^{11}. \tag{4.23}
\]

We find that
\[
\bar{\gamma}^{AB}\bar{T}^{C}_{ACB} = \bar{\nabla}^A - \frac{1}{4}\bar{\gamma}^{A}(\partial_1 - \kappa)\tau + \frac{1}{2}\bar{\nabla}^A \zeta + (\partial_1 + \tau + \kappa)\zeta + \bar{R} - \frac{1}{3}\bar{R}. \tag{4.24}
\]

On the other hand, the \( \bar{\gamma}^{AB}\bar{T}^{C}_{ACB} \)-part of (4.6) yields (we set \( \xi^A := \bar{\gamma}^{AB}\xi_B \))
\[
\bar{\gamma}^{AB}\bar{T}^{C}_{ACB} = \bar{\nabla}^A - \frac{1}{4}\bar{\gamma}^{A}(\partial_1 - \kappa)\tau + \frac{1}{2}\bar{\nabla}^A \zeta + (\partial_1 + \tau + \kappa)\zeta + \frac{1}{2}\bar{\nabla}^A \zeta + \frac{1}{2}\bar{\nabla}^A \zeta + \frac{1}{2}\bar{\nabla}^A \zeta + (\partial_1 + \tau + \kappa)\zeta + \bar{R} - \frac{1}{3}\bar{R}. \tag{4.25}
\]

Combining (4.24) and (4.25), we end up with an equation for \( \zeta \),
\[
(\partial_1 + \tau + \kappa)\zeta + \bar{R} - \frac{1}{3}\bar{R} = 0, \tag{4.26}
\]

where the boundary condition is \( \zeta + 2r^{-1} = O(1) \). Then (4.26) becomes
\[
\bar{\gamma}^{AB}\bar{T}^{C}_{AB} = \frac{1}{4}\tau\zeta + \frac{1}{2}\bar{R}. \tag{4.27}
\]

The definition (4.22) of \( \zeta \) can be employed to compute \( \bar{T}_{00} \), since \( \bar{T}_{00} = \bar{\gamma}^{AB}\nu^B - (\nu_0)^2\bar{\gamma}^{11} \). The boundary condition is \( \bar{\nabla}^1 \zeta = 0 \). The equation \( \zeta = 2\bar{\gamma}^{11}\bar{T}^{1}_{AB} + \tau\bar{\gamma}^{11} \) can then be read as an equation for \( \bar{\gamma}^{AB}\partial_0\bar{g}_{AB} \),
\[
\bar{\gamma}^{AB}\partial_0\bar{g}_{AB} = 2\bar{\nabla}^A\nu^A - \nu_0(\tau\bar{\gamma}^{11} + \zeta). \tag{4.28}
\]

An expression for \( \bar{T}_{01} \) follows from the relation \( g^{\mu\nu}L_{\mu\nu} = \frac{1}{2}R \), which yields
\[
\bar{T}_{01} = -\frac{1}{2}\nu^A(\partial_1 + \kappa)\tau^1 + \frac{1}{4}\nu_0\bar{\gamma}^{11}[\partial_1\tau - \kappa\tau + \frac{1}{2}\tau^2] - \frac{1}{8}\nu_0(\tau\zeta + 2\bar{R}) + \frac{1}{12}\nu_0\bar{R}, \tag{4.29}
\]

where \( \nu^A := \bar{\gamma}^{AB}\nu_B \). On the other hand we have
\[
2\bar{T}_{01} = \bar{T}_{01} - \frac{1}{6}\nu_0\bar{R}
\]
\[
= \partial_1\bar{g}_{01} - \partial_1\bar{g}_{00} + (\bar{\nabla}^A + \frac{1}{2}\tau\nu^0\nu_A)\bar{T}^{1}_{01} + (\nu^0\partial_1\nu_0 - \kappa + \tau)\bar{T}^{1}_{01}
- (\partial_1 - \nu^0\partial_1\nu_0 + \kappa + \frac{1}{2}\tau^2)\bar{T}^{1}_{01} - \frac{1}{6}\nu_0\bar{R}.
\]
Combining this with the gauge condition $\partial_0 H^0 = 0$ one determines $\partial_0 g_{01}$ and $\partial_0^2 g_{11}$, with boundary condition $\partial_0 g_{01} = O(r^3)$.

Note that up to this stage the initial data $\omega_{AB}$ have not entered yet, i.e. all the field components computed so far have a pure gauge-character. Note further that $(\partial_0 g_{AB})$ can be computed in terms of $\omega_{AB} = \bar{T}_{AB} = \frac{1}{2} \bar{R}_{AB}$ and those quantities computed so far. (Recall that $(\partial_0 g_{AB})$ denotes the trace-free part of $\partial_0 g_{AB}$ with respect to $\bar{g}_{AB}$, and note that $(\cdot)$ always refers to the two free angular indices.)

Equation (4.6) with $(\mu\sigma\kappa) = (0ABC)$, contracted with $\bar{g}^{AB}$, gives an equation for $\bar{T}_{0A}$,

$$
\bar{T}_{0A} = -\bar{g}_{AC} \bar{g}^{BD} (\partial_B \bar{T}_{0D} - \partial_0 \bar{g}_{BD} + \bar{g}^\alpha \bar{g}_{\alpha B} - \bar{g}^\alpha \bar{g}_{\alpha D} \bar{g}^C)
- \nu^\theta \nu_{AB} \bar{T}_{1B} + \nu^B \bar{T}_{AB} + 2 \nu^\alpha \nu_A \bar{T}_{01} - \frac{1}{6} \nu_A \hat{R}
$$

(4.31)

(the right-hand side contains only known quantities). From the definition of $\bar{T}_{0A}$ and the gauge condition $\partial_0 H^0 = 0$ one then computes $\partial_0 g_{0A}$ and $\partial_0^2 g_{1A}$. The relevant boundary condition is $\partial_0 g_{0A} = O(r^3)$. The $\hat{g}$-trace-free part of (4.6) for $(\mu\sigma\kappa) = (0AB)$ yields $(\partial_0 g_{0AB})$.

The 10 independent components of the rescaled Weyl tensor in adapted null coordinates are

$$
\bar{d}_{0101}, \quad \bar{d}_{0101}, \quad \bar{d}_{001A}, \quad \bar{d}_{010A}, \quad \bar{d}_{A1A1}, \quad \bar{d}_{0A0A}.
$$

The $\hat{g}$-trace-free part of (4.2) with $(\mu\sigma) = (A1B)$ determines $\bar{d}_{A1A1}$,

$$
\bar{d}_{A1A1} = \nu_0 (\partial_0 \bar{g})^{-1} \left[ (\partial_0 - \frac{1}{2} r) \omega_{AB} + \bar{T}_{11} \bar{r}_{AB} - \bar{\nabla}_A \bar{T}_{1B} + \frac{1}{2} \xi B \bar{T}_{1A}
+ \frac{1}{2} \bar{g}_{AB} (\bar{\nabla}^C - \frac{1}{2} \xi^C) \bar{T}_{1C} \right].
$$

(4.32)

All the remaining components of the rescaled Weyl tensor can be determined from (4.11). We will be rather sketchy here. For $(\mu\sigma\kappa) = (1A1)$ one finds

$$
\nabla_1 \bar{d}_{01A1} + \nu^B \nabla_1 \bar{d}_{1A1B} - \nu_0 \bar{g}^{CD} \nabla_C \bar{d}_{1A1D} = 0,
$$

(4.33)

which is an ODE for $\bar{d}_{01A1}$, since the term $\bar{g}^{AB} \bar{T}_{1ABC}$, which appears when expressing the covariant derivatives in terms of partial derivatives and connection coefficients, can be written as

$$
\bar{g}^{AB} \bar{T}_{1ABC} = \nu^\nu \bar{d}_{01A1} - \bar{g}^{DC} \bar{T}_{1B1C}.
$$

Any bounded solution of the MCFE satisfies $\bar{d}_{01A1} = O(r)$ for small $r$.

For $(\mu\sigma\kappa) = (AB1)$ one obtains an ODE for $\bar{d}_{01AB}$,

$$
\nabla_1 \bar{d}_{01AB} + \nu^C \nabla_1 \bar{d}_{1CAB} - \nu_0 \bar{g}^{CD} \nabla_D \bar{d}_{1CAB} = 0,
$$

(4.34)

the boundary condition is given by the requirement $\bar{d}_{01AB} = O(r^2)$. Note for this that $\bar{d}_{1ABC}$ and $\bar{d}_{0[AB]}$, both of which are hidden in the covariant derivatives appearing in (4.34), can be expressed in terms of $\bar{d}_{1A1B}$ and $\bar{d}_{011A}$. Indeed, symmetries of the rescaled Weyl tensor imply that

$$
\bar{d}_{1ABC} = 2 \bar{g}^{EF} \bar{d}_{A[EF]} = 2 \nu^C \bar{d}_{1A[C]} = \bar{g}^{EF} \bar{d}_{1D1} \bar{g}_{B]A},
$$

$$
2 \bar{d}_{0[AB]} = - \bar{d}_{01AB}.
$$
The \((\mu \nu \sigma) = (101)\)-component of \(\mathbf{E}_1\) can be employed to determine \(\bar{\sigma}_{0101}\),
\[
\nabla_1 d_{0101} + \nu^C \nabla_1 d_{011C} - \nu_0 g^{CD} \nabla_C d_{011D} = 0 .
\tag{4.35}
\]
For that purpose one needs to express \(\nabla^A g_{0AB1}\) in terms of known components and \(\bar{d}_{0101}\),
\[
\nabla^A g_{0AB1} = \nabla^A \bar{d}_{011A} - \nu^0 \bar{d}_{0101} .
\]
The boundary condition for bounded solutions is \(\bar{\sigma}_{0101} = O(1)\).

The function \(\bar{d}_{010A}\) is obtained from (4.11) with \((\mu \nu \sigma) = (0A1)\),
\[
\nabla_1 d_{010A} + \nu^C \nabla_1 d_{01A C} - \nu_0 g^{CD} \nabla_C d_{01A D} = 0 ,
\tag{4.36}
\]
and \(\bar{d}_{010A} = O(\rho)\). To obtain the desired ODE one needs to use the following relations, which, again, follow from the symmetry properties of the rescaled Weyl tensor:
\[
\begin{align*}
\nabla^A g_{0AB1} & = \nabla^A \bar{d}_{011A} - \nu^0 \bar{d}_{0101} , \\
2 \nu^0 \bar{d}_{0(AB1)} & = \nabla^1 \bar{d}_{1A1B} - 2 \nu^C \bar{d}_{(A)BC} - \nabla^C \bar{d}_{CABD} , \\
\nabla^A g^{CD} \bar{d}_{CABD} & = -2 \nabla^A \left( \nabla^C \bar{d}_{ABC} + \nu^0 \bar{d}_{0AB1} \right) , \\
\nabla^C \bar{d}_{CABD} & = \frac{1}{2} \nabla^{CE} g^{CDEF} \nabla_{EFD} , \\
\bar{d}_{ABCD} & = \nabla^E \left( \nabla^C \bar{d}_{E(A)BCD} - \nabla^C \bar{d}_{E(B)ACD} \right) , \\
\bar{d}_{ABC} & = 2 \nabla^E \bar{d}_{E(AB)C} , \\
\bar{d}_{0ABC} & = -\nu^C \bar{d}_{0ABC} - \nabla^1 \bar{d}_{011C} - \nabla^B \left( \bar{d}_{01BC} - \bar{d}_{0(BC)1} - \bar{d}_{0[BC]} \right) , \\
\bar{d}_{0ABC} & = 2 \nabla^E \bar{d}_{E(ABC)} .
\end{align*}
\]
To gain an equation for \(\bar{d}_{00AB}\) we observe that due to the tracelessness of the rescaled Weyl tensor we have
\[
\begin{align*}
0 &= \nabla^\mu \nabla_\mu d_{\mu AB} - \frac{1}{2} \nabla^{AB} \nabla^{CD} g^{\mu \nu} \nabla_\mu d_{\nu AB} \\
&= 2 \nu^0 \nabla_0 \bar{d}_{0(AB)1} - \nabla^1 \nabla_0 d_{1A1B} + 2 \nabla^C \nabla_0 d_{1A(AB)C} .
\end{align*}
\]
Two of the transverse derivatives can be eliminated via the following relations,
\[
\begin{align*}
0 = \nu_0 \nabla_\mu d_{(1AB)} & = -\nabla_0 d_{1A1B} + \nabla_1 d_{0(AB)1} - \nu_0 \nabla^1 \nabla_1 d_{1A1B} \\
&- (\nu^C \nabla_0 d_{0(AB)C} + \nu^0 \nabla^C \nabla_0 d_{0(AB)C}) , \\
0 = \nu_0 \nabla_\mu d_{ABC} & = \nabla_0 d_{ABC} + \nabla_0 d_{0ABC} + \nu_0 \nabla^1 \nabla_1 d_{1ABC} \\
&- \nu^C \nabla_1 d_{ABC} - \nu^0 \nabla^C \nabla_0 d_{0ABC} - \nu_0 \nabla^D \nabla_0 d_{0ABC} ,
\end{align*}
\]
so that we end up with an expression for \(\nabla_0 d_{0(AB)1}\). The trace-free and symmetrized part of equation (4.11) with \((\mu \nu \sigma) = (0AB)\) reads
\[
0 = \nu^0 \nabla_0 d_{0(AB)1} + \nu^1 \nabla_1 d_{0AB0} + \nabla^1 \nabla_0 d_{0(AB)1} + \nabla^C \nabla_0 d_{0(AB)1} \\
+ (\nabla^1 \nabla_0 d_{0(AB)C}) + (\nabla^C \nabla_0 d_{0(ABC)} ,
\tag{4.37}
\]
which thus provides an ODE for \(\bar{d}_{00AB}\) with boundary condition \(\bar{d}_{00AB} = O(\rho^2)\).
Finally, one determines $\overline{L}_{00}$ from equation (4.2) with $(\mu \nu \sigma) = (100)$ and the contracted Bianchi identity (3.1),

$$2\nu^0 \nabla^1 L_{00} + \overline{g}^{11} \nabla^1 L_{01} + 2\overline{g}^{AB} \nabla^A L_{0B} - \frac{1}{6} \partial_0 R = (\nu^0)_{AB} \partial_0 \overline{d}_{0101}. \quad (4.38)$$

The boundary condition, satisfied by any bounded solution, is $\overline{L}_{00} = O(1)$.

### 4.3 Constraint equations in the $(R = 0, \overline{\sigma} = -2, \kappa = 0, \overline{g} = \eta)$-wave-map gauge

To simplify computations significantly let us choose a specific gauge. The CWE take their simplest form if we impose the gauge condition

$$R = 0, \quad (4.39)$$

which we shall do henceforth. Moreover, we assume the wave-map gauge condition and an affinely parameterized cone, meaning that

$$\kappa = 0 \quad \text{and} \quad W^x = 0. \quad (4.40)$$

Furthermore, we set

$$\overline{\sigma} = -2, \quad (4.41)$$

(the negative sign of $\overline{\sigma}$ makes sure that $\Theta$ will be positive inside the cone), and use a Minkowski target $\overline{g}_{\mu \nu} = \eta_{\mu \nu}$. This way many of the constraint equations can be solved explicitly. From now on all equalities are meant to hold in this particular gauge, if not stated otherwise.

The relevant boundary conditions for the ODEs, which follow from regularity conditions at the vertex, have been specified in the previous section. Recall that the free initial data are given by the $\overline{g}$-trace-free tensor $\omega_{AB}$ and that we treat the case where the initial surface is $C_i^-$, i.e. we have

$$\overline{\Theta} = 0. \quad (4.42)$$

Regularity for the Schouten tensor requires $\omega_{AB} = O(r^2)$. However, regularity for the rescaled Weyl tensor requires the stronger condition (cf. (4.46) below)

$$\omega_{AB} = O(r^4). \quad (4.43)$$

Many of the above equations can be solved straightforwardly, we just present the results,

$$\tau_{\mu \nu} = \eta_{\mu \nu}, \quad \overline{L}_{1 \mu} = 0, \quad \tau^{AB} \overline{L}_{AB} = 0, \quad \tau_{0A} = \frac{1}{2} \nu^B \partial_0 g_{AB}. \quad (4.44)$$

Note that $L_{\mu \nu}$ is trace-free as required by Lemma 3.6. On the way to compute these quantities we have found

$$\tau = 2/r, \quad \partial_0 \overline{\Theta} = -2r, \quad \partial_0 g_{1 \mu} = 0, \quad \tau^{AB} \partial_0 g_{AB} = 0, \quad (4.45)$$

$$\xi_A = 0, \quad \zeta = -2/r, \quad \partial_1 - r^{-1} \partial_0 g_{AB} = -2 \omega_{AB} \quad \text{with} \quad \partial_0 g_{AB} = O(r^3). \quad (4.46)$$
We further obtain (note that $\Gamma^B_{DA} = \frac{1}{2}g^{BC}\Theta_{gAC}$)

$$\tilde{d}_{1A1B} = -\frac{1}{2}\partial_1(r^{-1}\omega_{AB}),$$

(4.46)

$$(\partial_1 + 3r^{-1})\tilde{d}_{011A} = -\nabla^B\tilde{d}_{1A1B},$$

(4.47)

$$(\partial_1 + 3r^{-1})\tilde{d}_{0101} = \tilde{\nabla}^A\tilde{d}_{011A} - \frac{1}{2}\partial_1g^{AB}\tilde{d}_{1A1B},$$

(4.48)

$$(\partial_1 + r^{-1})\tilde{d}_{01AB} = 2\nabla^C[A\tilde{d}_{B110}] - 2\nabla^C[A\tilde{d}_{B11C}],$$

(4.49)

$$(\partial_1 + r^{-1})\tilde{d}_{010A} = \frac{1}{2}\nabla^B(\tilde{d}_{01AB} - \tilde{d}_{1A1B}) + \frac{1}{2}\nabla^A\tilde{d}_{0101} + r^{-1}\tilde{d}_{011A}$$

$$+ 2\nabla^B\tilde{d}_{001B},$$

(4.50)

with $\tilde{d}_{011A} = O(r)\tilde{d}_{0101} = O(1), \tilde{d}_{01AB} = O(r^2)$ and $\tilde{d}_{010A} = O(r)$. To derive (4.46)-(4.50) we have used the following relations, which follow from algebraic symmetry properties of the Weyl tensor,

$$\tilde{d}_{ABCD} = -2\tilde{g}_{A[C\tilde{d}_{B]D}]d_{0101}},$$

(4.51)

$$2d_{0(A)B]1} = -d_{01AB},$$

(4.52)

$$2\tilde{d}_{0(A)B1} = \tilde{d}_{1A1B} - \tilde{d}_{ABd0101},$$

(4.53)

$$\tilde{d}_{1ABC} = -2\nabla_{011}[B\tilde{g}_{C}]A,$$

(4.54)

$$\tilde{d}_{0ABC} = 2\nabla_{010}[B\tilde{g}_{C}]A + 2\nabla_{011}[B\tilde{g}_{C}]A.$$  

(4.55)

Before we proceed let us establish some relations:

**Lemma 4.1**

(i) $(\tilde{g}^{CD}\partial_0g_{AC}\partial_0g_{BD}) = 0$,

(ii) $(\tilde{g}^{CD}\partial_0g_{JC}(A\omega_{B])D}) = 0$,

(iii) $(\tilde{g}^{CD}\partial_0g_{JC}(A\tilde{d}_{B])D}) = 0$.

**Proof:** This follows from the constraint equations (4.43)-(4.46), together with the $\tilde{g}$-tracelessness of $\partial_0g_{AB}$.  

The lemma can be employed to simplify the ODE which determines $\tilde{d}_{0,0AB}$,

$$2(\partial_1 - r^{-1})\tilde{d}_{0,A0B} = 3(\partial_1 - r^{-1})\tilde{d}_{0(A)B]1} - (\partial_1 - r^{-1})\tilde{d}_{1A1B}$$

$$+ (\tilde{\nabla}^C\tilde{d}_{1(A)B]C}) + 2(\tilde{\nabla}^C\tilde{d}_{0(A)B]C} - (\partial_1g^{CD}\tilde{d}_{ABCD}))$$

$$+ [2\nabla^C[A(\tilde{d}_{B]C01} - \tilde{d}_{B]01C} + \frac{1}{2}\tilde{d}_{B]1C1}]$$

$$= \frac{1}{2}(\partial_1 - r^{-1})\tilde{d}_{1A1B} + (\tilde{\nabla}(\tilde{d}_{B]110}) + 2(\tilde{\nabla}(\tilde{d}_{B]010})$$

$$+ 3\nabla^C[A(\tilde{d}_{B]C01} + \frac{1}{2}\tilde{d}_{0101}\partial_1g_{AB}),$$

(4.56)

with $\tilde{d}_{0,A0B} = O(r^2)$. Finally, one shows that the missing component of the Schouten tensor satisfies

$$2(\partial_1 + r^{-1})T_{00} = \frac{1}{2}\omega^{AB}\partial_0g_{AB} - 2r\nabla_{0101} - \tilde{\nabla}A\tilde{d}_0A,$$

(4.57)

with $T_{00} = O(1)$.  
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We aim now to find explicit solutions to some of the remaining ODEs (4.47)-
(4.50). The key observation to solve (4.47) is that, due to (4.45), we have
\[ \bar{d}_{1A1B} = -\frac{1}{2} r^{-1} \partial_i \left( \omega_{AB} + \frac{1}{2} r^{-1} \partial_0 \sigma_{AB} \right). \] (4.58)
Hence we find
\[ \partial_i(r^2 \bar{d}_{011A}) = -\frac{1}{2} \partial_i \left( r^2 \bar{v}^B \omega_{AB} + r \bar{T}_{0A} \right) \]
\[ \bar{d}_{011A} = 0 \Rightarrow \bar{d}_{01A} = -\frac{1}{2} r^{-1} \bar{v}^B \omega_{AB} - \frac{1}{2} r^{-2} \bar{T}_{0A} \] (4.59)
\[ \bar{d}_{01A} = 0 \Rightarrow \bar{d}_{01AB} = r^{-1} \bar{v}^A \bar{\omega}_{B[0] - r^{-1} \bar{T}_{0|A} \omega_{B|C}} \] (4.60)
The equations (4.45) and (4.60) can be used to rewrite (4.49),
\[ \partial_i(r \bar{d}_{01AB}) = \partial_i \left( \bar{v}^A \bar{\omega}_{B[0]} - r \bar{T}_{0|A} \partial_1 (r^{-1} \omega_{B|C}) \right) = \partial_i \left( \bar{v}^A \bar{\omega}_{B[0]} - \bar{T}_{0|A} \omega_{B|C} \right) \]
\[ \bar{d}_{01AB} = O(r^2) \quad \bar{d}_{01AB} = r^{-1} \bar{v}^A \bar{\omega}_{B[0]} - r^{-1} \bar{T}_{0|A} \omega_{B|C}. \] (4.61)
The constraint equations in the (R = 0, θ = -2, κ = 0, \( \tilde{\gamma} = \eta \))-wave-map gauge are summed up in (5.6)-(5.16) below.

5 Applicability of Theorem 3.7 on the C_\( \Gamma \)-cone

Let us suppose we have been given initial data \( \omega_{AB} \equiv \bar{L}_{AB} \) on \( C_\Gamma \), supplemented by a gauge choice for \( R, \tilde{s}, W^\sigma \) and \( \kappa \). Then we solve the hierarchical system of constraint equations derived above; the solutions are denoted by \( g_{\mu\nu}, \)
\( \bar{L}_{\mu\nu} \) and \( d_{\mu\nu\rho\sigma} \). Let us further assume that there exists a smooth solution of the CWE in some neighbourhood to the future of \( \bar{r}^{-} \), smoothly extendable through \( C_\Gamma \), which induces the data \( \bar{\Theta} = 0, \bar{\gamma} = \bar{s}, \bar{\omega}_{\mu\nu} = g_{\mu\nu}, \bar{L}_{\mu\nu} = L_{\mu\nu} \) and \( \bar{d}_{\mu\nu\rho\sigma} = d_{\mu\nu\rho\sigma} \) on \( C_\Gamma \). The purpose of this section is to investigate to what extent the hypotheses made in Theorem 3.7 are satisfied in the case of initial data which have been constructed as a solution of the constraint equations. For convenience and to make computations significantly easier we shall not do it in an arbitrary generalized wave-map gauge but prefer to work within the specific gauge (4.39)-(4.41).

5.1 (R = 0, θ = -2, κ = 0, \( \tilde{\gamma} = \eta \))-wave-map gauge

We restrict attention to the \( \kappa = 0 \)-wave-map gauge with \( W^\sigma = 0 \); moreover, we set \( R = 0 \) and \( \tilde{s} = -2 \), and use a Minkowski target \( \tilde{g}_{\mu\nu} = \eta_{\mu\nu} \). All equalities are meant to hold in this specific gauge. For reasons of clarity let us recall the CWE in an (R = 0)-gauge, where they take their simplest form,
\[ \Box_g^{(H)} L_{\mu\nu} = 4L_{\mu\lambda} L_{\rho \lambda} \nu - g_{\mu\nu} |L|^2 - 2 \partial_0 d_{\mu \nu \rho} L_{\rho \sigma}, \] (5.1)
\[ \Box_g \tilde{s} = \Theta |L|^2, \] (5.2)
\[ \Box_g \Theta = 4s, \] (5.3)
\[ \Box_g^{(H)} d_{\mu\nu\rho\sigma} = \Theta d_{\mu\nu \alpha} d_{\sigma \rho \alpha} - 4 \partial_0 d_{\sigma \rho \alpha} \alpha^\sigma, \] (5.4)
\[ R^{(H)}_{\mu\nu} |g| = 2L_{\mu\nu}. \] (5.5)
The constraint equations, from which the initial data for the CWE are determined from given free data \( \omega_{AB} \equiv \tilde{L}_{AB} = O(r^4) \) read:

\[
\begin{align*}
g_{\mu\nu} &= \eta_{\mu\nu}, \\
\dot{L}_{\mu} &= 0, \\
\dot{d}_{1A1B} &= -\frac{1}{2} \partial_1 (r^{-1} \omega_{AB}), \\
\dot{d}_{01A} &= \frac{1}{2} r^{-1} \partial_1 \hat{L}_{0A}, \\
\dot{d}_{01AB} &= r^{-1} \tilde{\nabla}_{(A} \hat{L}_{B)} - \frac{1}{2} r^{-1} \lambda_{[A} C \omega_{B]C}, \\
(\partial_1 + 3 r^{-1}) \dot{d}_{0101} &= \tilde{\nabla}^A \dot{d}_{011A} + \frac{1}{2} \lambda_{AB} \dot{d}_{1A1B}, \\
2(\partial_1 + r^{-1}) \dot{d}_{010A} &= \hat{\nabla}^B (d_{01AB} - d_{1A1B}) + \hat{\nabla}^A \dot{d}_{0101} + 2 r^{-1} \dot{d}_{011A} + 2 \lambda_{A} B \dot{d}_{011B}, \\
4(\partial_1 - r^{-1}) \dot{d}_{0A0B} &= (\partial_1 - r^{-1}) \dot{d}_{1A1B} + 2 (\tilde{\nabla} (d_{A} B)_{11})^{(1)} + 2 (\tilde{\nabla} (d_{A} B)_{01})^{(1)} + 3 \lambda_{(A} C \hat{d}_{B)C01} + 3 \dot{d}_{0101} \lambda_{AB}, \\
4(\partial_1 + r^{-1}) \hat{L}_{00} &= \lambda_{AB} \omega_{AB} - 4 r \dot{d}_{0101} - 2 \hat{\nabla}^A \hat{L}_{0A},
\end{align*}
\]

with

\[
\dot{d}_{0101} = O(1), \quad \dot{d}_{010A} = O(r), \quad \dot{d}_{0A0B} = O(r^2), \quad \hat{L}_{00} = O(1),
\]

and where \( \lambda_{AB} \) is the unique solution of

\[
(\partial_1 - r^{-1}) \lambda_{AB} = -2 \omega_{AB} \quad \text{with} \quad \lambda_{AB} = O(r^5).
\]

Note that the expansion \( \tau \) satisfies

\[
\tau = 2 / r.
\]

All the other components of \( \dot{g}_{\mu\nu}, \dot{L}_{\mu\nu} \) and \( \dot{d}_{\mu\nu\sigma\rho} \) follow from their usual symmetry properties which they are required to satisfy.

### 5.2 Vanishing of \( \mathcal{P}^{\sigma} \)

Inserting the definition of the reduced Ricci tensor \([3.10]\) equation \([5.5]\) becomes

\[
R_{\mu\nu} = g_{\sigma(\mu} \tilde{\nabla}_{\nu)} H^{\sigma} = 2 L_{\mu\nu}.
\]

Utilizing the constraint equations \([5.10]\) and the identities \([3]\)

\[
\begin{align*}
\mathcal{R}_{11} &= -\partial_1 \tau + \tau \mathcal{G}_{11}^{(1)} - |\sigma|^2 - \frac{1}{2} r^2 = \tau \mathcal{G}_{11}^{(1)}, \\
\mathcal{G}_{11}^{(1)} &= \kappa - \frac{1}{2} \nu_0 \mathcal{P}^{\sigma} = -\frac{1}{2} \mathcal{P}^{\sigma},
\end{align*}
\]

the latter one follows from the definitions of \( H^{\sigma} \) and \( \kappa \), we conclude that the solution satisfies the ODE

\[
\tilde{\nabla}^{1} \mathcal{P}^{\sigma} + \frac{1}{2} \tau \mathcal{P}^{\sigma} = 0 \iff (\partial_1 + r^{-1}) \mathcal{P}^{\sigma} = 0.
\]
For any regular solution of the CWE the function $\mathcal{H}^0$ will be bounded near the vertex. We observe that
\[ \mathcal{H}^0 = 0 \] (5.20)
is the only solution of (5.19) where this is the case. Then we immediately obtain
\[ \Gamma_{11}^1 = \kappa = 0. \] (5.21)

Recall the definition of the field $\xi_A$, which vanishes in our gauge,
\[ \xi_A \equiv -2\nu^0 \partial_1 \nu_A + 4\nu^0 \nu_B \chi_A^B + \nu_A \nu^0 + \mathcal{g}_{AB} \nu^B - \mathcal{g}_{AD} \mathcal{g}^{BC} \tilde{\Gamma}_{BC}^D = 0. \] (5.23)

From the constraint equations, (5.18) and the identities [5]
\[ R_{1A} \equiv (\partial_1 + \tau) \Gamma_{11}^1 + \tilde{\nabla}_B \chi_A^B - \partial_A \Gamma_{11}^1 - \partial_A \tau = (\partial_1 + \tau) \Gamma_{11}^1, \] (5.22)
\[ \xi_A \equiv -2\Gamma_{11}^1 - H_A - \nu_A \mathcal{H}^0 = -2\Gamma_{11}^1 - H_A, \] (5.23)

we find that $\mathcal{H}_A := \mathcal{g}_{AB} \mathcal{H}^B$ fulfills the ODE
\[ \partial_1 \mathcal{H}_A = 0. \]

Any regular solution necessarily satisfies $\mathcal{H}_A = O(r)$ and we infer
\[ \mathcal{H}^A = 0 \text{ and } \Gamma_{1A}^1 = 0. \] (5.24)

We have introduced the function
\[ \zeta \equiv 2(\partial_1 + \kappa + \frac{1}{2} \mathcal{g}^{11} + 2\nu^1) = -\tau. \]

From (5.18), the constraint equation $\mathcal{g}^{AB} \Gamma_{AB} = 0$ and the identities [3]
\[ \mathcal{g}^{AB} \Gamma_{AB} \equiv 2(\partial_1 + \Gamma_{11}^1 + \tau)\left[ (\partial_1 + \Gamma_{11}^1 + \frac{1}{2} \tau) \mathcal{g}^{11} + \mathcal{g}^{\mu\nu} \Gamma_{\mu\nu} \right] \]
\[ + \mathcal{R} - 2\mathcal{g}^{AB} \Gamma_{1A}^1 \Gamma_{1B}^1 - 2\mathcal{g}^{AB} \tilde{\nabla}_A \Gamma_{1B}^1 
= 2(\partial_1 + \tau) [\mathcal{g}^{AB} \Gamma_{1B}^1 + \frac{1}{2} \tau] + \frac{1}{2} \tau^2, \]
\[ \zeta \equiv 2\mathcal{g}^{AB} \Gamma_{1B}^1 + \tau \mathcal{g}^{11} + \nu_0 \mathcal{g}^{11} \mathcal{H}^1 - 2\mathcal{H}^1 
= 2\mathcal{g}^{AB} \Gamma_{1B}^1 + \tau - 2\mathcal{H}^1, \]

we deduce that
\[ (\partial_1 + r^{-1}) \mathcal{H}^1 = 0. \]

Our solution is supposed to be regular at $i^-$, whence $\mathcal{H}^1 = O(1)$ and we conclude
\[ \mathcal{H}^1 = 0 \text{ and } \mathcal{g}^{AB} \Gamma_{1B}^1 = -\tau. \] (5.27)

 Altogether we have proven that
\[ \mathcal{H}^0 = 0. \] (5.28)
Note that once we know the values of the wave-gauge vector on $C_i^-$, we can compute the values of certain components of the transverse derivative of the metric on $C_i^-$. More concretely, we find that the solution satisfies

$$\partial_0 g_{11} = 0, \quad \partial_0 g_{4A} = 0, \quad \rho^{AB} \partial_0 g_{AB} = 0.$$  

We also have

$$\bar{R}_{AB} = \partial_0 \Gamma^0_{AB} - \partial_0 \Gamma^i_{AB} + \Gamma^i_{AB} \partial_0 \Gamma^i_{\alpha} - \Gamma^i_{\beta A} \Gamma^i_{\alpha B}$$

$$= \tilde{R}_{AB} - \frac{1}{4} g^{AB} \partial_0 g_{01} - \frac{1}{2} (\partial_1 - \tau) \partial_0 g_{AB} + \partial_0 \Gamma^0_{AB} - \frac{1}{2} \tau g^{AB} \Gamma^0_{00}$$

$$= - (\partial_1 - r^{-1} \partial_0 g_{AB}),$$

where we employed the relation

$$\partial_0 \Gamma^0_{AB} = \frac{1}{2} \tau g^{AB} \partial_0 g_{01} - \frac{1}{2} \partial_1 \partial_0 g_{AB}.$$  

The vanishing of $R^\sigma$ implies via (5.18) and (5.6)

$$\bar{R}_{AB} = 2 \bar{L}_{AB} = 2 \omega_{AB},$$

and thus by (5.16)

$$(\partial_1 - r^{-1})(\lambda_{AB} - \partial_0 g_{AB}) = 0.$$  

For initial data of the form $\omega_{AB} = O(r^4)$ we have $\lambda_{AB} = O(r^5)$. Since regularity requires $\partial_0 g_{AB} = O(r^3)$, we discover the expected relation

$$\lambda_{AB} = \partial_0 g_{AB}.$$  

5.3 Vanishing of $\nabla_\mu H^\sigma$ and $\xi_\mu$

We know that the wave-gauge vector satisfies the wave equation (3.21),

$$\nabla^\nu \nabla_\nu H^\sigma + 2 g^{\mu\alpha} \nabla_\nu \nabla^{[\mu} \nabla_{\nu]} H^\sigma + 4 \nabla^\nu L_\sigma = 0. \quad (5.29)$$

Let us first consider the $\alpha = 0$-component evaluated on $\mathcal{I}^-$,

$$(\partial_1 + r^{-1}) \partial_0 H^0 + 2 \partial_0 L_{11} = 0. \quad (5.30)$$

We need to show that the source term vanishes. Equation (5.1) provides an expression for $\partial_0 L_{11}$,

$$\Box_g L_{11} = 0 \iff (\partial_1 + r^{-1}) \partial_0 L_{11} = 0. \quad (5.31)$$

Any regular solution satisfies $\partial_0 L_{11} = \nabla_0 L_{11} = O(1)$. There is precisely one bounded solution of (5.31), which is

$$\partial_0 L_{11} = 0. \quad (5.32)$$

The function $\nabla_0 H^0 = \partial_0 H^0$ needs to be bounded as well, and the only bounded solution of (5.30) is

$$\partial_0 H^0 = 0. \quad (5.33)$$
Taking the trace of (5.18) then shows that the curvature scalar vanishes initially,
\[ \mathcal{T}_g = 0 . \]  
(5.34)

Using (5.33) as well as the relation \( \mathcal{T}_{01} = 2 \mathcal{T}_{01} = 0 \), which follows from (5.18), one verifies that
\[ \partial_{0} g_{01} = 0 \quad \text{and} \quad \partial_{0} g_{11} = 0 . \]

The \( \alpha = A \)-component of (5.29) yields
\[ (\partial_{1} + 2 r^{-1}) \partial_{0} H^{A} + 2 \tilde{\nabla}^{AB} (\partial_{0} L_{1B} + \partial_{1} L_{0B} + \tau L_{0B} + \tilde{\nabla}^{C} \omega_{BC}) = 0 . \]  
(5.35)

We employ (5.1) to compute the source term,
\[ \Box_{g}^{[H]} L_{1A} = 0 \iff 2 \partial_{1} \partial_{0} L_{1A} - \tau \tilde{\nabla}^{B} \omega_{AB} - \tau^{2} L_{0A} = 0 . \]  
(5.36)

Equation (5.36) implies
\[ 2 \tilde{\nabla}^{B} \omega_{AB} = - \tilde{\nabla}^{B} \partial_{1} \lambda_{AB} + \tau \tilde{\nabla}^{B} \omega_{AB} - \tau^{2} L_{0A} = 0 . \]  
(5.37)

From (5.36) and (5.37) we derive the ODE
\[ \partial_{1} (\partial_{0} L_{1A} + r^{-1} \mathcal{T}_{0A}) = 0 . \]  
(5.38)

For any sufficiently regular solution we have \( \partial_{0} L_{1A} = \tilde{\nabla}_{0} L_{1A} = O(r) \). Since the initial data satisfy \( \omega_{AB} = O(r^{2}) \), we have \( \mathcal{T}_{0A} = O(r^{2}) \) by (5.36). We then conclude from (5.38) that
\[ \partial_{0} L_{1A} = - r^{-1} \mathcal{T}_{0A} = - \frac{1}{4} r \tilde{\nabla}^{B} \lambda_{AB} . \]  
(5.39)

We have
\[ \tilde{\nabla}^{B} \lambda_{AB} = 2 \mathcal{T}_{0A} = \mathcal{T}_{0A} = \frac{1}{2} \partial_{0} g_{0A} - \frac{1}{2} (\partial_{1} - \tau) \partial_{0} g_{0A} + \frac{1}{2} \tilde{\nabla}^{B} \lambda_{AB} , \]
\[ 0 = g^{AB} \partial_{0} H^{B} = \partial_{0} g_{1A} + (\partial_{1} + \tau) \partial_{0} g_{0A} + \tilde{\nabla}^{B} \lambda_{AB} . \]

The combination of both equations yields
\[ \partial_{1} \partial_{0} g_{0A} + \tilde{\nabla}^{B} \lambda_{AB} = 0 \quad \text{and} \quad \partial_{0} g_{1A} = - \tau \partial_{0} g_{0A} . \]  
(5.42)

Utilizing the previous results of this section the \( \alpha = 1 \)-component of (5.29) can be written in our gauge as
\[ (\partial_{1} + r^{-1}) \partial_{0} H^{A} + 2 (\partial_{1} + \tau) \mathcal{T}_{00} + 2 \tilde{\nabla}^{A} \mathcal{T}_{0A} - \tilde{g}^{AB} \partial_{0} L_{AB} = 0 , \]  
(5.43)
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where we took into account that owing to Lemma 3.6 we have
\[ 0 = \partial_0L = 2\partial_0L_{00} + \mathbf{g}^{AB}\partial_0L_{AB} - \omega^A\lambda_B. \quad (5.44) \]

We show that the source \( f \) vanishes. To do that we compute the \( \tilde{g} \)-trace of the \((\mu\nu) = (AB)\)-component of (5.1) on \( \mathcal{I}^- \). With (5.16) we obtain
\[
\mathbf{g}^{AB}\nabla^g L_{AB} = 2T_A B^r \quad \iff \\
2(\partial_1 + r^{-1})(\mathbf{g}^{AB}\partial_0 L_{AB}) - 2\lambda^A(\partial_1 - r^{-1})\omega_{AB} + 2\tau \tilde{\nabla}^A T_{0A} + \tau^2 T_{00} + |\omega|^2 = 0, \quad (5.45)
\]
where we have set \( |\omega|^2 = \omega^A\omega_B^B \).

As another intermediate step it is useful to derive a second-order equation for \( T_{00} \), so let us differentiate (5.14) with respect to \( r \),
\[
(4\partial_1^2 + 2\tau \partial_1 - \tau^2)T_{00} = 8\partial_{0101} - 4r(\partial_1 + 3r^{-1})\partial_{0101} - 2\partial_1 \tilde{\nabla}^A T_{0A} + \partial_1(\lambda^A\omega_{AB}).
\]

With (5.18), (5.9), (5.11), (5.16) and again (5.14) that yields
\[
2(\partial_1 + 3r^{-1}\partial_1 - r^{-2})T_{00} = \lambda^A(\partial_1 - r^{-1}\omega_{AB} - |\omega|^2 - 2\tilde{\nabla}^A \partial_1 T_{0A}. \quad (5.46)
\]

Let us return to the source term \( f \) in (5.43). It satisfies the ODE
\[
2(\partial_1 + r^{-1})f = 4\partial_1^2 T_{00} + 6\tau \partial_1 T_{00} - 2\tau \tilde{\nabla}^A T_{0A} + 4\tilde{\nabla}^A \partial_1 T_{0A} + 2(\partial_1 + r^{-1})(\mathbf{g}^{AB}\partial_0 L_{AB}) - 2\lambda^A(\partial_1 - r^{-1}\omega_{AB} + 2|\omega|^2
\]
\[
\overset{(5.45)}{=} 0.
\]

We conclude that
\[
f \equiv 2(\partial_1 + \tau)T_{00} + 2\tilde{\nabla}^A T_{0A} - \mathbf{g}^{AB}\partial_0 L_{AB} = c(x^\mu)\tau^{-1} \quad (5.47)
\]
for some angle-dependent function \( c \). Regularity at \( i^- \) implies \( T_{00} = O(1) \) and \( \partial_1 T_{00} = \nabla_1 T_{00} = O(1) \). Furthermore, we have (note that \( \lambda^A\omega_{AB} = O(r^3) \))
\[
O(1) = \tilde{\nabla}^A L_{0A} = \tilde{\nabla}^A T_{0A} - \frac{1}{2}\lambda^A\omega_{AB} + \tau T_{00},
\]
\[
O(1) = \mathbf{g}^{AB}\nabla_0 L_{AB} = \mathbf{g}^{AB}\partial_0 L_{AB} - \lambda^A\omega_{AB},
\]
\[
\overset{(5.47)}{=} \tilde{\nabla}^A T_{0A} + \tau T_{00} = O(1), \quad \mathbf{g}^{AB}\partial_0 L_{AB} = O(1).
\]

Therefore the problematic \( r^{-1} \)-term in the expansion of \( f \) needs to vanish, and we conclude \( c = 0 \). Then (5.43) enforces \( \partial_0 H^\mu = 0 \) to vanish in order to be bounded, i.e. altogether we have proven that
\[
\nabla_\mu H^\mu = 0. \quad (5.48)
\]

Recall that \( \zeta_\mu \equiv -4(\nabla_\nu L_{\mu\nu}^r - \nabla_\mu R/6) = -4\nabla_\nu L_{\mu\nu}^r \). If we evaluate (5.20) on \( \mathcal{I}^- \) (which, as a matter of course, is to be read as an equation for \( \zeta_\mu \)) and insert (5.48), we immediately observe that
\[
\nabla_\mu \tilde{\zeta}_\mu = 0. \quad (5.49)
\]
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5.4 Vanishing of $\overline{\nabla}_{\mu\nu\sigma\rho}$

We want to show that the Weyl tensor $W_{\mu\nu\sigma\rho}$ of $g_{\mu\nu}$ vanishes on $C_\gamma$, and thus coincides there with the tensor $\Theta_{\mu\nu\sigma\rho}$. The 10 independent components are

$$W_{001} , W_{011A} , W_{010A} , W_{01AB} , W_{1A1B} , W_{0A0B}.$$  

Due to the vanishing of $\overline{\nabla}_\sigma$; $\nabla'_\sigma$ and $\overline{\nabla}_\gamma$, (5.39) tells us that the tensor $L_{\mu\nu}$ coincides on $C_\gamma$ with the Schouten tensor. We thus have the formula:

$$W_{\mu\nu\sigma\rho} = \overline{R}_{\mu\nu\sigma\rho} - 2(\mathcal{J}_{[\mu}[\tau]\nu]\rho - \mathcal{J}_{[\mu}[\nu]\tau]\rho) . \quad (5.50)$$

The following list of Christoffel symbols, or rather of their transverse derivatives, will be useful:

$$\begin{align*}
\partial_0 \Gamma^0_{01} &= \partial_0 \Gamma^0_{11} = 0 , \\
\partial_0 \Gamma^0_{0A} &= \frac{1}{2} (\partial_1 + \tau) \partial_0 g_{0A} , \\
\partial_0 \Gamma^A_{AB} &= -\frac{1}{2} \partial_1 \lambda_{AB} , \\
\partial_0 \Gamma^A_{1A} &= \frac{1}{2} \partial_1 \partial_0 g_{0A} , \\
\partial_0 \Gamma^1_{1B} &= \frac{1}{2} \nabla'_{AB} \partial_0 g_{0A} + \nabla^2 (A) |_{00|0} - \frac{1}{2} \partial_0^2 g_{AB} - \frac{1}{2} \partial_1 \lambda_{AB} , \\
\partial_0 \Gamma^A_{0A} &= \frac{1}{2} \nabla'_{AD} \partial_0^2 g_{0D} - \frac{1}{2} \lambda_A^D \lambda_D^C + \frac{1}{2} \nabla^2 (A) |_{00|0} D , \\
\partial_0 \Gamma^C_{1A} &= \frac{1}{2} \partial_1 \lambda_A^C , \\
\partial_0 \Gamma^A_{AB} &= \frac{1}{2} \nabla'_{AB} \partial_0^2 g_{0A} - \frac{1}{2} \partial_0 \partial_1 g_{AB} , \\
\partial_0 \Gamma^1_{0B} &= \frac{1}{2} \partial_1 \partial_0 g_{0A} .
\end{align*}$$

We compute the relevant components of the Riemann tensor $R_{\mu\nu\sigma\rho} \equiv \partial_\mu \Gamma^\rho_{\nu\sigma} - \partial_\nu \Gamma^\rho_{\mu\sigma} + \Gamma^\sigma_{\mu\nu} \Gamma^\rho_{\nu\sigma} - \Gamma^\sigma_{\nu\rho} \Gamma^\rho_{\mu\sigma}$, $\Gamma^\rho_{\mu\nu}$.

$$\begin{align*}
\mathcal{R}_{0010} &= 0 , \quad \mathcal{R}_{011A} = 0 , \quad \mathcal{R}_{010A} = 0 , \quad \mathcal{R}_{1A1B} = 0 , \quad \mathcal{R}_{1A0B} = 0 , \quad \mathcal{R}_{0A0B} = 0 , \quad \mathcal{R}_{0A1B} = 0 , \quad (5.51) \\
\mathcal{R}_{0010} &= \frac{1}{2} (\partial_1 + \tau) \partial_0 \partial_0 g_{0A} - \frac{1}{2} \partial_0^2 g_{0A} \hat{\omega} = \frac{1}{2} \nabla' (A) |_{00|0} D , \quad (5.52) \\
\mathcal{R}_{0A0B} &= \frac{1}{2} (\nabla' (A) |_{00|0} B) - \frac{1}{2} (\nabla' (A) |_{00|0} B) . \quad (5.53)
\end{align*}$$

Next, we determine the independent components of the Weyl tensor on $\mathcal{J}^-$ via (5.50) and by taking into account the values we have found for $\mathcal{R}_{\mu\nu}$,

$$\begin{align*}
\mathcal{W}_{001} &= 0 , \quad \mathcal{W}_{011} = 0 , \quad \mathcal{W}_{010} = 0 , \quad \mathcal{W}_{01AB} = 0 , \quad \mathcal{W}_{1A1B} = 0 , \quad (5.54) \\
\mathcal{W}_{01AB} &= 0 , \quad \mathcal{W}_{1A1B} = 0 , \quad (5.55) \\
\mathcal{W}_{0A0B} &= \omega_{AB} + (\nabla' (A) |_{00|0} B) - \frac{1}{2} (\nabla' (A) |_{00|0} B) . \quad (5.56)
\end{align*}$$

It remains to determine $\partial_0 \partial_0 g_{AB}$. Note that according to (5.18) the vanishing of $\overline{\nabla}_\sigma$ and $\nabla'_\sigma$ implies

$$\begin{align*}
\partial_0 \partial_0 g_{AB} &= 2 \partial_0 L_{AB} \\
\implies \square \partial_0 g_{AB} &= 2 \square g_{AB} = 2 \square' g_{AB} + 8 \omega_{AC} \omega_B^C - 2 \nabla' (A) |_{00|0} B .
\end{align*}$$
A rather lengthy computation, which uses (5.16), reveals that this is equivalent to (set $\Delta \tilde{\gamma} := \tilde{\nabla}^2 \tilde{\nabla}_g$)

\[
(\partial_t - r^{-1})\partial_t R_{AB} - 2(\partial_t - r^{-1})(\omega_{C(A} \lambda_{B)}^C) + 2\tau \tilde{\nabla}_{(A} \tilde{L}_{B)0} \\
+ (\partial_t^2 - \tau \partial_t + \Delta \tilde{\gamma})\omega_{AB} + \tilde{\nabla}_{AB}(\frac{1}{2}r^2 \tilde{L}_{00} + |\omega|^2) = 0.
\]

We take its traceless part and invoke Lemma 4.1,

\[
(\partial_t - r^{-1})(\partial_t \tilde{R}_{AB}) + 2\tau (\tilde{\nabla}_{(A} \tilde{L}_{B)0}) + (\partial_t^2 - \tau \partial_t + \Delta \tilde{\gamma})\omega_{AB} = 0. \tag{5.57}
\]

Let us compute $\partial_t R_{AB}$ on $\mathcal{F}^-$, which is done by using (5.16), (5.42) and the above formulae for the $\kappa$-differentiated Christoffel symbols,

\[
\partial_t R_{AB} = \partial_t^2 \Gamma^0_{0A} + \partial_t \partial_0 \Gamma^A_{AB} + \tilde{\nabla}_0 \partial_0 \Gamma^A_{AB} + \tilde{\nabla}_A \partial_t \Gamma^0_{AB} - \tilde{\nabla}_A \partial_t \Gamma^0_{AB} - \tilde{\nabla}_A \partial_t \Gamma^0_{0B} \\
- \tilde{\nabla}_B \partial_t \Gamma^0_{AB} - \Gamma^0_{BC} \partial_t \Gamma^C_{AB} - \Gamma^0_{AC} \partial_t \Gamma^C_{AB} - \Gamma^0_{AC} \partial_t \Gamma^C_{AB} - \Gamma^0_{AC} \partial_t \Gamma^C_{AB} \\
- \Gamma^0_{BC} \partial_t \Gamma^C_{AB} + \Gamma^0_{BC} \partial_t \Gamma^C_{AB} + \Gamma^0_{BC} \partial_t \Gamma^C_{AB} + \Gamma^0_{BC} \partial_t \Gamma^C_{AB}.
\]

The traceless part of $\overline{\partial_t R_{AB}}$ reads

\[
(\partial_t R_{AB}) = - (\partial_t - r^{-1}) (\partial_t^2 \tilde{R}_{AB}) + (\partial_t - r^{-1}) \omega_{AB} - \frac{1}{2} (\Delta \tilde{\gamma} - \frac{1}{2} r^2) \lambda_{AB} \\
- \tau (\tilde{\nabla}_{(A} \tilde{\partial_t \tilde{R}_{0B})}) \cdot \tag{5.59}
\]

Next, we apply $2(\partial_t - r^{-1})$ to the expression (5.56) which we have found for $\tilde{\nabla}_{0A}B$. With (5.59) and (5.42) we end up with

\[
2(\partial_t - r^{-1}) \tilde{W}_{0A}B = (\partial_t - r^{-1}) [2 \omega_{AB} + 2(\tilde{\nabla}_{(A} \tilde{\partial_t \tilde{R}_{0B})} - (\partial_t^2 \tilde{R}_{AB})] \\
= (\partial_t - r^{-1}) \omega_{AB} - 4(\tilde{\nabla}_{(A} \tilde{L}_{B)0}) + (\partial_t \tilde{R}_{AB}) \\
+ \frac{1}{2} (\Delta \tilde{\gamma} - 2 r^{-2}) \lambda_{AB}. \tag{5.60}
\]

On the other hand, from the Bianchi identity $\tilde{\nabla}_{[\mu} R_{\nu A]B}^\mu = 0$, $i = 0, 1$, we infer

\[
(\tilde{\nabla}_\mu W_{i(AB)\mu}) + \frac{1}{2} (\tilde{\nabla}_i \tilde{R}_{AB}) - \frac{1}{2} (\tilde{\nabla}_{(A} \tilde{R}_{B)i}) = 0.
\]

Employing further the tracelessness of the Weyl tensor,

\[
g^{\mu \nu} \tilde{\nabla}_\nu W_{\mu A B} = 0 \quad \Rightarrow \quad 2(\tilde{\nabla}_0 W_{0(AB)i}) = (\tilde{\nabla}_0 W_{i1AB}) \cdot
\]

we obtain with $\tilde{T}_{\mu \nu} = 2\tilde{T}_{\mu \nu}$, $\tilde{T}_g = 0$, Lemma 4.1 and since the other components of the Weyl tensor are already known to vanish initially,

\[
2(\partial_t - r^{-1}) \tilde{W}_{0A}B = (\partial_t - r^{-1}) \omega_{AB} + (\partial_t \tilde{R}_{AB}) - 2(\tilde{\nabla}_{(A} \tilde{L}_{B)0}) \cdot \tag{5.61}
\]

Combining (5.60) and (5.61) we are led to

\[
(\Delta \tilde{\gamma} - \frac{1}{2} r^2) \lambda_{AB} - 4(\tilde{\nabla}_{(A \tilde{L}_{B)0})} = 0. \tag{5.62}
\]
We apply \((\partial_1 + r^{-1})\) and use (5.16) to conclude that
\[
(\Delta \tilde{g} - 1)\omega_{AB} + 2(\partial_1 + r^{-1})(\tilde{\nabla} (A L B) 0) = 0 ,
\]
which will prove to be a useful relation. Next we apply \((\partial_1 - r^{-1})\) to (5.60). With (5.16), (5.57), (5.62) and (5.63) we end up with
\[
2(\partial_1 - r^{-1})^2 \tilde{W}_{0 A 0 B} = (\partial_1^2 - 2r^{-1} \partial_1 + 2r^{-2}) \omega_{AB} - 4(\partial_1 - r^{-1})(\tilde{\nabla} (A L B) 0) \]
\[
- (\Delta \tilde{g} - 2r^{-1})(\omega_{AB} + r^{-1}\lambda_{AB}) + (\partial_1 - r^{-1})(\partial_0 R_{AB}) \]
\[
= 0 ,
\]
for any regular solution satisfies \(\tilde{W}_{0 A 0 B} = O(r^2)\) in adapted coordinates.

5.5 Validity of equation (2.9) on \(C_i\)
We need to show that (2.9) holds at at least one point. In fact, since \(\Theta\) vanishes and \(\nabla \mu \Theta\) is null, one immediately observes that it is satisfied on the whole initial surface \(C_i\).

5.6 Vanishing of \(\Upsilon_\mu\)
Using the constraint equations (5.6) it is easily checked that the components \(\mu = 1, A\) of \(\Upsilon_\mu \equiv \nabla_\mu s + L_{\mu \nu} \tilde{\nabla}_\nu \Theta\) vanish. To show that also the \(\mu = 0\)-component vanishes, we need to compute the value of the transverse derivative of \(s\) on \(\mathcal{I}^-\), which is accomplished via the CWE (5.2),
\[
\square_g s = 0 \iff (\partial_1 + r^{-1})\partial_0 s = 0 .
\]
The function \(\partial_0 s\) is bounded. Thus
\[
\partial_0 s = 0 ,
\]
and the vanishing of \(\Upsilon_\mu\) is ensured.

5.7 Vanishing of \(\Xi_{\mu \nu}\)
We consider
\[
\Xi_{\mu \nu} \equiv \nabla_{\mu} \nabla_{\nu} \Theta + \Theta L_{\mu \nu} - s g_{\mu \nu} = \partial_{\mu} \partial_{\nu} \Theta - \Gamma_{\mu \nu} \partial_0 \Theta + 2 g_{\mu \nu} .
\]
First of all we need to determine the value of \(\partial_0 \Theta\), which is not part of the initial data. It can be derived from the CWE. Evaluation of (5.3) on \(\mathcal{I}^-\) gives
\[
\square_g \Theta = 4s \iff (\partial_1 + r^{-1})\partial_0 \Theta = -4 .
\]
For any sufficiently regular solution of the CWE the function $\partial_0 \Theta$ is bounded near the vertex, and there is precisely one such solution, 

$$\partial_0 \Theta = -2r. \quad (5.65)$$

One straightforwardly checks that $\Xi_{\mu \nu} = 0$ for $(\mu \nu) \neq (00)$. To determine $\Xi_{00}$ we need to compute the second-order transverse derivative of $\Theta$ first. This is done via the CWE (5.3),

$$\partial_0 \Box g = 4 \partial_0 s = 0 \iff (\partial_1 + r^{-1}) \partial_0^2 \Theta = 2 - r^{-1},$$

where we took into account that $\partial_0 g_{1 \mu} = 0$, $g_{AB} \partial_0 g_{AB} = 0$, $\partial_0^2 g_{011} = 0$, as well as the formulae for the $u$-differentiated Christoffel symbols. The general solution of the ODE is $\partial_0^2 \Theta = 2 + cr^{-1}$. For any sufficiently regular solution $\partial_0^2 \Theta = \nabla_0^2 \Theta$ is bounded, and we conclude

$$\partial_0^2 \Theta = 2,$$

which guarantees the vanishing of $\Xi_{00}$.  

### 5.8 Vanishing of $\Xi_{\mu \nu \sigma}$

Recall the definition of the tensor $\Xi_{\mu \nu \sigma} \equiv 2 \nabla_0^2 L_{\mu} - \nabla_0 \Theta d_{\nu \sigma} \mu$. Due to the symmetries $\Xi_{\mu (\nu \sigma)} = 0$, $\Xi_{[\mu \nu] \sigma} = 0$ and $\Xi_{\nu \mu} \nu = 0$ (since $\zeta_{\mu} = 0$ and $L = 0$) its independent components on the initial surface are

$$\Xi_{11A}, \quad \Xi_{A1B}, \quad \Xi_{01A}, \quad \Xi_{ABC}, \quad \Xi_{00A}, \quad \Xi_{A0B}.$$

We find (recall that $T_{1 \mu} = 0$ and $T_{0A} = \frac{1}{2} \nabla B \lambda_{AB}$),

$$\Xi_{11A} = 0,$$

$$\Xi_{A1B} = -(\partial_1 + r^{-1}) \omega_{AB} - 2r \partial_0 A_{1B} = 0,$$

$$\Xi_{01A} = -\partial_1 T_{0A} + 2r \partial_0 A_{011A} = 0,$$

$$\Xi_{ABC} = 2 \nabla_{[C \omega_{B}]} A - r \tilde{g}_{A[B} T_{C]0} - 2r \partial_1 A_{ABC}$$

$$= 2 \nabla_{[C \omega_{B}]} A - 2 \nabla_{B \omega_{B} D} \tilde{g}_{[C]A} \text{tr}(\omega) = 0,$$

where the first equal sign in the last line follows from (4.51), (5.9), (5.6) and (5.16).

To prove the vanishing of the remaining components,

$$\Xi_{A0B} \quad = \quad \nabla_B T_{0A} - \frac{1}{2} \lambda_B C_{\omega_{AC}} + \frac{1}{2} \tau \tilde{g}_{AB} T_{00} - \nabla_0 L_{AB} + 2r \partial_0 A_{B1} ,$$

$$\Xi_{00A} \quad = \quad \nabla_A T_{00} - \lambda_A B T_{0B} - \nabla_0 L_{0A} + 2r \partial_0 A_{0A} ,$$

is somewhat more involved as it requires the knowledge of certain transverse derivatives of $L_{\mu \nu}$ on $\mathcal{I}^{-}$. These can be extracted from (5.4),

$$\Box g L_{AB} = \Box g_{(H)} L_{AB} = 4 \omega_{AC} \omega_{B} C - \tilde{g}_{AB} |\omega|^2,$$

$$\Box g L_{0A} = \Box g_{(H)} L_{0A} = 4 \omega_A B T_{0B}.$$
We employ the facts, established above, that the Weyl tensor vanishes on \( C_1 \), and that \( L_{\mu \nu} \) coincides there with the Schouten tensor, to compute the action of \( \Box_g \) on \( L_{AB} \) and \( L_{0A} \).

\[
\Box_g L_{AB} = 2(\partial_1 - r^{-1}) \nabla_0 L_{AB} + \partial_1 (\partial_1 - \tau) \omega_{AB} + (\Delta \rho - 1/2 \tau^2) \omega_{AB} + 2\tau L_{AB} \nabla_0 + \tau \lambda_A \omega_{BC} + \frac{1}{2} r^2 g_{AB} T_{00} \\
\]

\( \Box_g L_{0A} = 2(\partial_1 - r^{-1}) \nabla_0 L_{0A} + \partial_1 (\partial_1 - \tau) \omega_{AB} - 2(\partial_1 - r^{-1})(\nabla_1 L_{B0}) \tau + \frac{1}{2} \tau L_{AB} \nabla_0 + \tau \lambda_A \omega_{BC} - \tau \lambda_A \omega_{BC} + \frac{1}{2} r^2 g_{AB} T_{00} ,
\]

By (5.9), vanishing of \( \Box_g L_{AB} \) and \( \Box_g L_{0A} \) we find

\[
2(\partial_1 - r^{-1}) \mathcal{R}_{AB} = 2(\partial_1 - r^{-1}) \nabla_0 L_{0A} - \omega_A C (\partial_1 - \tau) \lambda_{BC} + 4 \tau \partial_1 L_{B0} - \lambda_B C (\partial_1 - \tau) \omega_{AC} + 4 \partial_1 T_{0BA1} - 2(\partial_1 - r^{-1}) \nabla_0 L_{AB} = 2(\partial_1 - r^{-1}) \nabla_1 L_{0A} + 4 \partial_1 \nabla_0 L_{0A} + 4 \partial_1 \nabla_0 L_{0A} ,
\]

as well as

\[
2\partial_1 \mathcal{R}_{00A} = 2 \partial_1 \nabla_0 L_{00A} + 4(\omega_A B + r^{-1} \lambda_A B) \nabla_0 L_{0A} + 2 \lambda_B C \omega_{BC} - 2 \partial_1 \nabla_0 L_{0A} + 4 \partial_1 L_{0A} + 4 \partial_1 L_{0A} \nabla_0 L_{00A} \]

Due to regularity we have \( \mathcal{R}_{AB} = O(r^2) \) and \( \mathcal{R}_{00A} = O(r) \), so the only remaining possibilities are

\( \mathcal{R}_{AB} = 0 \) and \( \mathcal{R}_{00A} = 0 \).

**5.9 Vanishing of \( \nabla_\rho d_{\mu \nu \rho} \)**

The independent components of \( \nabla_\rho d_{\mu \nu \rho} \), which by Lemma [3.3] is antisymmetric in its first two indices, trace-free and satisfies the first Bianchi identity, are

\( \nabla_\rho d_{00A} , \ nabla_\rho d_{00A} , \ nabla_\rho d_{00A} , \ nabla_\rho d_{1A} , \ nabla_\rho d_{1A} , \ nabla_\rho d_{1A} , \ nabla_\rho d_{1A} , \ nabla_\rho d_{1A} . \)
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We need to show that they vanish altogether. Let us start with those components which do not involve transverse derivatives. Then their vanishing follows immediately from the constraint equations (5.6)-(5.10) and (4.51)-(4.55),

\[
\begin{align*}
\nabla_\rho d_{01A}^\rho &= -(\partial_1 + r^{-1})d_{010A} + \frac{1}{2} \nabla^\beta \nabla_\beta d_{01AB} - \frac{1}{2} \nabla^\beta \nabla_\beta \tilde{d}_{1A1B} + \frac{1}{2} \tilde{\nabla}^A \tilde{\nabla}_{0101} \\
\nabla_\rho d_{1A1}^\rho &= -(\partial_1 + 3r^{-1})d_{011A} + \tilde{\nabla}^B \tilde{d}_{1A1B} = 0.
\end{align*}
\]

To determine the remaining components we first of all need to compute the transverse derivatives. This is done by evaluating the CWE (5.3) on \(C_{i-}\),

\[
\Box_g d_{\mu\nu\rho\sigma} = \Box_g^{(H)} d_{\mu\nu\rho\sigma} = 0. \tag{5.66}
\]

Moreover, we will exploit the Lemmas 3.4 and 4.1, the fact that the Weyl tensor vanishes on \(C_{i-}\), and that \(L_{\mu\nu}\) coincides there with the Schouten tensor, i.e. that (4.6) holds initially.

Invoking (5.6)-(5.10) and (4.51)-(4.55) we compute

\[
(\partial_1 - r^{-1}) \nabla_\rho d_{1A1B}^\rho = -(\partial_1 - r^{-1}) \nabla_0 d_{1A1B}^\rho - \frac{1}{2} (\partial_1 - r^{-1})^2 \tilde{d}_{1A1B} + 2\tau (\nabla_{(A} \tilde{d}_{B)110}) - (\nabla_{(A} \tilde{\nabla}^{C} \tilde{d}_{B)1C}) . \tag{5.67}
\]

With (5.31) we further find

\[
\Box_g d_{1A1B} = 2(\partial_1 - r^{-1}) \nabla_0 d_{1A1B} + (\partial_1 - 2r^{-1}\partial_1) \tilde{d}_{1A1B} + \Delta g \tilde{d}_{1A1B} + 2\tau \tilde{\nabla}^{CD} \tilde{d}_{ACBD} + 2\tau \tilde{\nabla}_{(A} \tilde{d}_{B)101} + \frac{1}{2} \tau^2 \tilde{\nabla}_{0101} \\
= 2(\partial_1 - r^{-1}) \nabla_0 d_{1A1B} + (\Delta g + \partial_1 - 2r^{-1}\partial_1) \tilde{d}_{1A1B} - 4\tau (\tilde{\nabla}_{(A} \tilde{d}_{B)110}) .
\]

The transverse derivative in (5.67) is eliminated via \(\Box_g d_{1A1B} = 0\),

\[
(\partial_1 - r^{-1}) \nabla_\rho d_{1A1B}^\rho = \frac{1}{2} \Delta g \tilde{d}_{1A1B} - r^2 \tilde{d}_{1A1B} - (\tilde{\nabla}_{(A} \tilde{\nabla}^{C} \tilde{d}_{B)1C}) .
\]

We need an expression for the \(\Delta g\)-term, which can be derived from (5.8), (5.63), (5.60) and (5.10) as follows,

\[
\Delta g \tilde{d}_{1A1B} = - \frac{1}{2} r^{-1}(\partial_1 + r^{-1}) \Delta g \omega_{AB} \\
= \frac{1}{2} r^{-1}(\partial_1 + r^{-1})[2(\partial_1 + r^{-1})(\tilde{\nabla}_{(A} \tilde{\nabla}_{B)0}) - \frac{1}{2} \tau^2 \omega_{AB}] \\
= 2r^{-2} \tilde{d}_{1A1B} + 2(\tilde{\nabla}_{(A} \tilde{\nabla}^{C} \tilde{d}_{B)1C}) . \tag{5.68}
\]

Plugging that in we are led to the ODE

\[
(\partial_1 - r^{-1}) \nabla_\rho d_{1A1B}^\rho = 0 .
\]

For any sufficiently regular solution of the CWE we have \(\nabla_\rho d_{1A1B}^\rho = O(r^2)\) and hence

\[
\nabla_\rho d_{1A1B}^\rho = 0 .
\]
To show that the other components of $\nabla_\rho d_\omega \sigma^\rho$ vanish initially, we proceed in a similar manner. In particular, we shall make extensively use of the constraint equations \((5.50)\) (and also of their non-integrated counterparts \((4.18), \(4.19), \(4.20\)) and of the expressions \((5.51), \(5.53\)) we computed for the components of the Riemann tensor.

Let us establish the vanishing of $\nabla_\rho d_{1ABC}^\rho$. By \((5.58)\) we have $\Box g d_{1ABC} = 0$ on $\mathcal{F}^-$ with

$$\Box g d_{1ABC} = 2(\partial_1 - \tau)\nabla_0 d_{1ABC} + (\partial_1^2 - 4r^{-1}\partial_1 + r^{-2})d_{1ABC} + \Delta_\rho d_{1ABC}$$

$$- \tau \nabla D d_{0ABC} + \tau \nabla A d_{0ABC} + 2\tau \nabla [B d_{C}]_{01} + 2\tau \nabla [B d_{C}]_{1A}$$

$$+ \nabla D (\lambda [B \nabla C]_{A1}) - \tau \lambda [B \nabla C]_{1AD} - \tau \lambda [B \nabla C]_{DA1}$$

$$- \frac{1}{2} \tau^2 d_{0ABC} - \tau^2 \nabla [A \nabla B]_{010} - \tau^2 \nabla [A \nabla B]_{110} - \tau \lambda [A \nabla B]_{110}$$

$$= 2(\partial_1 - \tau)\nabla_0 d_{1ABC} + 2\nabla [A \nabla B] (\partial_1^2 - 5r^{-2})d_{C} + 2\nabla [A \Delta \nabla B]_{110}$$

$$- 3\nabla [A \nabla C]_{010} - \tau \nabla [A \nabla B] + \tau \nabla [B \nabla C]_{A01} + \nabla [B d_{C}]_{1A}$$

$$+ \nabla D (\lambda [B \nabla C]_{A1}) - 2\nabla [A \nabla C]_{D011} - 2\tau \lambda [A \nabla B]_{110} . \quad (5.59)$$

We determine

$$\nabla_\rho d_{ABC}^{\rho} = \nabla_0 d_{ABC} + 2\nabla [A \nabla B] (\partial_1 + r^{-1})d_{B010}$$

$$- 2\nabla [A \nabla B]_{010} - \nabla [A \nabla B]_{D011} + \lambda [A \nabla B]_{110}$$

$$= \nabla_0 d_{ABC} + 2\nabla [A \nabla B] (\partial_1 + 3r^{-1})d_{B010}$$

$$- 2\nabla [A \nabla B]_{010} + 3\nabla [A \nabla B]_{D011} + \lambda [A \nabla B]_{110}$$

Due to the constraint equations that yields

$$2(\partial_1 - \tau)\nabla_\rho d_{CBA}^{\rho} = 2(\partial_1 - \tau)\nabla_0 d_{1ABC} + 2\nabla [A \nabla B] (\partial_1 - \tau)\nabla D_{1D1}$$

$$- 2\nabla [A \nabla B] (\partial_1 + r^{-1})d_{C010} - 2\nabla [A \nabla B] (\partial_1 + 3r^{-1})d_{C110}$$

$$+ 2\nabla [A \nabla C] (\partial_1 + 3r^{-1})d_{B010} - 2\nabla [A \nabla C] (\partial_1 + 3r^{-1})d_{011D}$$

$$- 2\lambda [A \nabla B]_{010} + 3\nabla [A \nabla B]_{D011} + 3\nabla [A \nabla B]_{D011} + 4\nabla [A \nabla B]_{D011}$$

$$- 3\lambda [A \nabla B]_{D011} + 4\nabla [A \nabla B]_{D011} + 4\nabla [A \nabla B]_{D011}$$

$$+ 4\omega [A \nabla B]_{D011}$$

With $\Box g d_{1ABC} = 0$ we eliminate the transverse derivative. Employing further
enforces an orthonormal frame for \( \tilde{g} \) since the terms in each line add up to zero, as one checks e.g. by introducing an orthonormal frame for \( \tilde{g} \). By regularity we have
\[ \nabla_{\rho}d_{ABC}^\rho = O(\nu^3) \], so (5.70) enforces
\[ \nabla_{\rho}d_{ABC}^\rho = 0. \]

To check the vanishing of \( \nabla_{\rho}d_{010A}^\rho \) we start with the relation \( \Box g \overline{d}_{010A} = 0 \), and compute
\[
\Box g \overline{d}_{010A} = 2T_0^B \overline{d}_{01AB} + 2T_0^B \overline{d}_{01AB} + 2T_0^A \overline{d}_{010} + 2\nabla_0 \overline{d}_{010A} - \frac{1}{2} \tau \lambda_A^B \overline{d}_{010B} \\
+ (\Delta \tilde{g} + \partial_1^2 - \frac{5}{4} \tau^2) \overline{d}_{010A} - \lambda_B C \overline{d}_{010A} + \lambda_B C \overline{d}_{01AC} \\
+ \frac{1}{2} \lambda_B D \overline{d}_{1CAD} - \frac{1}{4} |\lambda|^2 \overline{d}_{011A} + (\tau \lambda_A^B + \lambda_B C \lambda_B \overline{d}_{011B} \\
- \tau \lambda_B \overline{d}_{010B} - \frac{1}{2} \tau \lambda_B \overline{d}_{010A} + \lambda_B D \overline{d}_{0101} \\
= 2\nabla_0 \overline{d}_{010A} + \overline{d}_{1} B \overline{d}_{01BC} - \frac{1}{2} \Delta \tilde{g} \overline{d}_{011A} + \frac{1}{2} \overline{d}_{1} C \overline{d}_{11B} (B) \\
+ \frac{1}{4} \overline{d}_{1} A (B) \overline{d}_{11B} - \frac{1}{4} \overline{d}_{1} B (B) \overline{d}_{11B} - \tau \overline{d}_{1} B \overline{d}_{011B} \\
- 2\nabla_0 \overline{d}_{011B} + \lambda_B C \overline{d}_{011B} - \tau \overline{d}_{010A} - \frac{3}{4} \overline{d}_{011A} \\
+ \frac{3}{2} \overline{d}_{011A} (B) \overline{d}_{010A} + \frac{3}{2} \overline{d}_{010A} (B) \overline{d}_{0101} + \Delta \tilde{g} \overline{d}_{010A} - \frac{9}{8} \tau \overline{d}_{011A} \\
- \frac{3}{4} \tau \overline{d}_{010A} - \tau \lambda_A^B \overline{d}_{010B} + \frac{3}{2} \lambda_A^B \lambda_B C \overline{d}_{011C} - \frac{3}{4} \lambda_R^2 \overline{d}_{011A} ,
\]
as follows from the constraint equations. We have
\[ \nabla_{\rho}d_{010A}^\rho = \overline{d}_{010A} + (\partial_1 + \tau) \overline{d}_{010A} + \overline{d}_{1} \overline{d}_{010B} - \frac{1}{2} \lambda_A^B \overline{d}_{011B} ,
\]
which implies, again via the constraint equations,

\[
2\partial_1 \nabla_{\rho} d_{0AB} = 2\partial_1 \nabla_{\rho} d_{01A} + 2\hat{\nabla}^B (\partial_1 - r^{-1}) d_{0A0B} - \nabla_A (\partial_1 + 3r^{-1}) \omega_{01A} \\
+ r \hat{\nabla}_A d_{01B} - \nabla_A B (\partial_1 + 3r^{-1}) \omega_{01B} - \nabla_A B (\partial_1 + r^{-1}) \omega_{01A} \\
+ 2r \lambda_A B d_{011B} + 2\omega_A \nu_{01A} + 2(\partial_1 + r^{-1}) \omega_{01A} \\
= 2\partial_1 \nabla_{\rho} d_{01A} - \frac{9}{8} r \omega_{01A} - \frac{3}{4} r^2 \omega_{101A} + \Delta_3 \omega_{01A} - \frac{1}{2} \Delta_3 \omega_{011A} \\
+ \frac{3}{2} \hat{\nabla}^B (\lambda_A C \hat{d}_{101C}) + \frac{3}{2} \hat{\nabla}_B (\lambda_A B \nu_{01B}) + \hat{\nabla}^B (\lambda_A C \hat{d}_{01C}) \\
+ \hat{\nabla}_A \hat{\nabla}^B d_{011B} - \nabla_A B d_{001B} - \nabla_A B d_{011B} - 2\omega_A \nu_{01B} \\
- \frac{1}{2} \hat{\nabla}^B (\partial_1 - 5r^{-1}) \nabla_1 AB - \tau \lambda_A B d_{011B} + \lambda_A C \hat{\nabla}^B \hat{d}_{11B}. \\
\]

Combining these results we end up with

\[
2\partial_1 \nabla_{\rho} d_{0AB} = \frac{1}{2} \hat{\nabla}^B (\lambda_A C \hat{d}_{101B}) - \frac{1}{4} \hat{\nabla}_A (\lambda_B C \hat{d}_{11B}) - \frac{3}{2} \hat{\nabla}^B (\lambda_B C \hat{d}_{01C}) = 0. \\
\]

and, as regularity requires \( \nabla_{\rho} d_{0AB} = O(r) \), that gives

\[
\nabla_{\rho} d_{0AB} = 0. \\
\]

To continue, we analyse the vanishing of \( \nabla_{\rho} d_{0AB} \). We have

\[
\nabla_{\rho} d_{0AB} = 2(\partial_1 - r^{-1}) \nabla_{\rho} d_{0AB} - 2\nabla_{\rho} \hat{d}_{1AB} - 2\nabla_{\rho} \hat{d}_{01B} \\
+ (\partial_1 - \tau) \partial_1 \hat{d}_{0AB} + \Delta_3 \hat{d}_{0AB} - \lambda_A \hat{\nabla} C \hat{d}_{01B} - \tau \hat{\nabla}_A \hat{d}_{01B} \\
+ r \hat{\nabla}_B \hat{d}_{01A} - \nabla_A C \hat{d}_{01B} - \lambda_A C \hat{d}_{01B} - 2\omega_A \nu_{01B} \\
- \frac{1}{2} \tau \lambda_A C \hat{d}_{11B} + \frac{1}{2} r \omega_{01B} + \frac{1}{2} \tau (\hat{\nabla}_{AB} + \lambda_{AB}) \nu_{01B} \\
- \lambda_A C \hat{d}_{101B} + \frac{1}{4} \hat{\nabla}^B (\lambda_B C \hat{d}_{11B}) - \frac{1}{2} \lambda_A C \hat{\nabla}^B \hat{d}_{11B} = 0. \\
\]

\[
= 2(\partial_1 - r^{-1}) \nabla_{\rho} d_{0AB} - 2\hat{\nabla}_{AB} \hat{d}_{01B} - 4\hat{\nabla}_{0A} \hat{d}_{11B} + \frac{1}{2} \Delta_3 \hat{d}_{11B} \\
+ (\partial_1 - \tau) \partial_1 \hat{d}_{01B} - \frac{1}{2} \hat{\nabla}_{AB} \hat{\nabla} C \hat{d}_{11B} + \frac{1}{2} \hat{\nabla}_{AB} \hat{\nabla} C \hat{d}_{11B} \\
- \frac{1}{2} \hat{\nabla}_{AB} \lambda_C D (\partial_1 - 2\tau) \hat{d}_{11B} - \frac{1}{2} \hat{\nabla}_{AB} \Delta_3 \hat{d}_{01B} - \hat{\nabla}_A \hat{\nabla} C \hat{d}_{01B} \\
- \hat{\nabla}_B \hat{d}_{A11B} + \omega_{[A C} \hat{d}_{B]11B} - \frac{1}{2} \lambda_A C \hat{\nabla} (\partial_1 - 2\tau) \hat{d}_{01B} - \frac{1}{2} \Delta_3 \hat{d}_{01B} \\
- 2\lambda_A C \hat{\nabla} C \hat{d}_{11B} - \tau \hat{\nabla}_A \hat{d}_{B11B} - \tau \hat{\nabla}_A \hat{d}_{B11B} - \frac{1}{2} \lambda_A C \hat{\nabla} \hat{d}_{11B} \\
+ \hat{\nabla}_{AB} \hat{\nabla} C \hat{d}_{01B} + \frac{5}{2} \hat{\nabla}_{AB} \hat{\nabla} C \hat{d}_{01B} - \hat{\nabla}_{AB} \lambda_C D \hat{\nabla} \hat{d}_{01B} = 0. \\
\]
which vanishes owing to (5.66). Moreover,
\[
\nabla_\rho d_{0AB}^\rho = \nabla_0 d_{0AB} + (\partial_1 - r^{-1})\tilde{d}_{0AB0} + (\partial_1 - r^{-1})\tilde{d}_{0AB1} + \tilde{\nabla}_C \tilde{d}_{0ABC}
\]
\[
+ \frac{1}{2} \lambda \zeta_{CD} \tilde{d}_{ACBD} + \frac{1}{2} \lambda A \zeta_{C01BC} + \frac{1}{2} \lambda B \zeta_{C01AC} - \frac{1}{2} \tilde{d}_{01AB}
\]
\[
= \nabla_0 d_{0AB} + \frac{1}{4}(\partial_1 - r^{-1})\tilde{d}_{1A1B} - \frac{1}{4} \lambda A \zeta_{C1B1C} + \tilde{\nabla}_{(A} \tilde{d}_{B)010}
\]
\[
+ \frac{1}{2} \tilde{\nabla}_{(A} \tilde{d}_{B)110} - \frac{1}{2} \tilde{\nabla}_{AB} \tilde{\nabla}_C \tilde{d}_{010C} - \frac{3}{4} \tilde{\nabla}_{AB} \tilde{\nabla}_C \tilde{d}_{011C} + \frac{1}{4} \lambda A \zeta_{C} \tilde{d}_{B)01C} ,
\]
and thus
\[
2(\partial_1 - r^{-1})\nabla_\rho d_{0AB}^\rho
\]
\[
= 2(\partial_1 - r^{-1})\nabla_0 d_{0AB} + \frac{1}{2}(\partial_1 - r^{-1})^2 \tilde{d}_{A1B} - \frac{1}{2} \lambda A \zeta_{C} (\partial_1 - r) \tilde{d}_{1BC}
\]
\[
+ \omega A \zeta_{C1B1C} + 2 \tilde{\nabla}_{(A} (\partial_1 + r^{-1}) \tilde{d}_{B)010} + \tilde{\nabla}_{(A} (\partial_1 + 3r^{-1}) \tilde{d}_{B)110}
\]
\[
- \tilde{\nabla}_{AB} \tilde{\nabla}_C (\partial_1 + r^{-1}) \tilde{d}_{010C} - \frac{3}{2} \tilde{\nabla}_{AB} \tilde{\nabla}_C (\partial_1 + 3r^{-1}) \tilde{d}_{011C} - 2 \tilde{\nabla}_{(A} \tilde{d}_{B)010}
\]
\[
+ \frac{1}{2} \lambda A \zeta_{C} (\partial_1 + r^{-1}) \tilde{d}_{B)C01} - \frac{3}{2} r^{-1} \lambda A \zeta_{C} \tilde{d}_{B)C01} + \tilde{\nabla}_{AB} \tilde{\nabla}_C \tilde{d}_{010C}
\]
\[
- 2 \tilde{\nabla}_{(A} \tilde{d}_{B)110} + 3 \tilde{\nabla}_{AB} \tilde{\nabla}_C \tilde{d}_{011C} - \omega A \zeta_{C} \tilde{d}_{B)C01}
\]
\[
= 2(\partial_1 - r^{-1})\nabla_0 d_{0AB} + \frac{1}{2}(\partial_1 - r^{-1})^2 \tilde{d}_{A1B} - \frac{1}{2} \lambda A \zeta_{C} (\partial_1 - r) \tilde{d}_{1BC}
\]
\[
+ \omega A \zeta_{C1B1C} + 2 \tilde{\nabla}_{(A} (\partial_1 + r^{-1}) \tilde{d}_{B)010} + \tilde{\nabla}_{(A} (\partial_1 + 3r^{-1}) \tilde{d}_{B)110}
\]
\[
- \tau \tilde{\nabla}_{(A} \tilde{d}_{B)110} + \frac{5}{2} \tilde{\nabla}_{AB} \tilde{\nabla}_C \tilde{d}_{011C} + 2(\tilde{\nabla}_{(A} \lambda B \zeta_{C} - \tilde{\nabla}_{AB} \xi_0 \zeta_{C}) \tilde{d}_{011C}
\]
\[
+ \tilde{\nabla}_{(A} \tilde{d}_{B)C01} - \frac{3}{2} \lambda A \zeta_{C} \tilde{d}_{B)C01} - 2 \tau \tilde{\nabla}_{(A} \tilde{d}_{B)010} + \tilde{\nabla}_{AB} \tilde{\nabla}_C \tilde{d}_{010C}
\]
\[
- \frac{1}{2} \lambda C \zeta (\tilde{d}_{B)C110} - \tilde{\nabla}_{AB} \lambda C \zeta_{C} \tilde{d}_{011D} = \frac{1}{2} \tilde{\nabla}_{AB} \Delta \tilde{d} \tilde{d}_{010}
\]
\[
= \frac{1}{4} \lambda A \zeta_{C} \tilde{d}_{B)110} - \tilde{\nabla}_{AB} \lambda C \zeta_{C} \tilde{d}_{011D} = \frac{1}{4} \tilde{\nabla}_{AB} \Delta \tilde{d} \tilde{d}_{010}
\]
\[
= 0 ,
\]
Using the formula (5.68) we derived for \( \Delta \tilde{d} \tilde{d}_{01B} \), we conclude that
\[
2(\partial_1 - r^{-1})\nabla_\rho d_{0AB}^\rho
\]
\[
= 2\{(\tilde{\nabla}_C \lambda A \zeta_{C} \tilde{d}_{B]110} + (\tilde{\nabla}_{[AB} \zeta_{C}) \tilde{d}_{011C}) - \frac{1}{2}(\partial_1 - 3r^{-1})\{(\lambda A \zeta_{C} \tilde{d}_{B)110})\}
\]
\[
+ \frac{3}{2} \lambda C \zeta_{C} \tilde{d}_{B)110} - \lambda A \zeta_{C} \tilde{d}_{B)C110} + \tilde{\nabla}_{[AB} \tilde{\nabla}_C \tilde{d}_{B)C01} + \frac{1}{2} \Delta \tilde{d} \tilde{d}_{01AB}
\]
\[
= 0 ,
\]
since the terms in each of the braces add up to zero (recall Lemma 4.4). Taking further into account that regularity yields \( \nabla_\rho d_{0AB}^\rho = O(r^2) \), we deduce that
\[
\nabla_\rho d_{0AB}^\rho = 0 .
\]

5.10 Main result

By way of summary we end up with the following result:
Theorem 5.1 Let us suppose we have been given a smooth one-parameter family of \( s \)-traceless tensors \( \omega_{AB}(r, x^A) = O(r^4) \) on the 2-sphere, where \( s \) denotes the standard metric. Let \( \lambda_{AB} \) be the unique solution of the equation
\[
(\partial_1 - r^{-1})\lambda_{AB} = -2\omega_{AB},
\]
with \( \lambda_{AB} = O(r^5) \). A smooth solution \((\hat{g}_{\mu\nu}, \hat{L}_{\mu\nu}, \hat{d}_{\mu\nu\sigma\rho}, \hat{\Theta}, \hat{s})\) of the CWE \[(5.71)\] to the future of \( C^- \), smoothly extendable through \( C^- \), with initial data \((\hat{g}_{\mu\nu}, \hat{L}_{\mu\nu}, \hat{d}_{\mu\nu\sigma\rho}, \hat{\Theta} = 0, \hat{s} = -2)\) and with \( \hat{L}_{AB} = \omega_{AB} \), is a solution of the MCFE \[(4.1)-(4.6)\] with \( \lambda = 0 \) in the \((R = 0, \hat{s} = -2, \kappa = 0, \hat{g}_{\mu\nu} = \eta_{\mu\nu})\)-wave-map gauge, if and only if the initial data have their usual algebraic properties and solve the constraint equations \[(5.6)-(5.14)\] with boundary conditions \[(5.15)\].

The function \( \Theta \) is positive in the interior of \( C^- \) and sufficiently close to \( \iota^- \), and \( d\Theta \neq 0 \) on \( C^- \setminus \{\iota^-\} \).

Remark 5.2 Note that regularity for the rescaled Weyl tensor implies that the initial data necessarily need to satisfy \( \omega_{AB}(r, x^A) = O(r^4) \), cf. equation \[(5.8)\].

Proof: The previous computations show that Theorem 3.7 is applicable. The positivity of \( \Theta \) inside the cone simply follows from \[(4.3)\] and the negativity of \( s \) near the vertex as one might check using e.g. normal coordinates.

Concerning the “only if”-part: That the constraint equations \[(5.6)-(5.14)\] are satisfied by any solution of the MCFE in the \((R = 0, \hat{s} = -2, \kappa = 0, \hat{g}_{\mu\nu} = \eta_{\mu\nu})\)-wave-map gauge and with \( \Theta = 0 \) follows directly from their derivation. \(\square\)

6 Alternative system of conformal wave equations (CWE2)

Instead of a wave equation for the rescaled Weyl tensor \( d_{\mu\nu\sigma}\rho \), it might be advantageous in certain situations to work with the Weyl tensor itself, which we denote here by \( C_{\mu\nu\sigma}\rho \), as unknown. The Weyl tensor is a more physical quantity (it is conformally invariant and thus coincides with the physical Weyl tensor) and can be expressed in terms of the metric even on null and timelike infinity. We shall see that proceeding this way it becomes necessary to regard the Cotton tensor as another unknown, so that the system of wave equations we are about to derive might be somewhat more complicated. An advantage is that we just need to require the metric to be regular at \( \iota^- \) rather than the metric and the rescaled Weyl tensor, so the alternative system might be useful to find a more general class of solutions (cf. the discussion in Section 7.1).

Since many of the computations which need to be done to derive the alternative system of wave equations \[(6.9)-(6.14)\] and prove Theorem 6.5 are very similar to the ones we did for the CWE involving the rescaled Weyl tensor, the computations are partially even more compressed than in the previous part.
6.1 Derivation

The Cotton tensor in 4-spacetime dimensions is defined as

\[ \xi_{\mu\nu\sigma} := 2\nabla_{[\rho}R_{\sigma]\mu] + \frac{1}{3}g_{\rho\sigma}\nabla_{[\mu}R_{\nu]\mu] = 4\nabla_{[\rho}L_{\sigma]\mu] . \]

It is manifestly antisymmetric in its last two indices. Moreover, the Bianchi identities imply the following properties,

\[ \xi_{[\mu\nu\sigma]} = 0, \]
\[ \xi_{\mu\nu\rho} = 0, \]
\[ \nabla^\rho \xi_{\mu\nu\sigma} = 0, \]
\[ \xi_{\mu\nu\sigma} = -2\nabla_\alpha C^\alpha_{\mu\nu\sigma} . \]

Using the wave equation (6.2) for the Schouten tensor (written in terms of \( C^\mu_{\nu\sigma}\rho \) rather than \( \Theta d_{\mu\nu\sigma}^\rho \)) one further verifies the relation

\[ 2L_{\alpha\sigma}C^\alpha_{\mu\nu\sigma} + \nabla^\alpha \xi_{\mu\nu\sigma} = 0, \]

which expresses the vanishing of the Bach tensor.

The second Bianchi identity implies,

\[ 2\nabla_{[\alpha}C^\alpha_{\mu\nu\sigma\rho]} = g_\sigma_{[\mu}\xi^\rho_{\alpha\nu]} + \delta_{[\mu}^{\rho}\xi_{\sigma]\alpha\nu] . \]

(In particular one recovers (6.4) for \( \rho = \alpha \).) Contracting (6.6) with \( \nabla^\alpha \) we find a wave equation for the Weyl tensor\[12\]

\[ \square gC_{\mu\nu\sigma\rho} = 2\nabla^\alpha \nabla_{[\mu}C_{\nu]\alpha\sigma\rho]} + 2g_{\sigma[\mu}C_{\nu]\alpha]\rho\alpha\beta L^\alpha\beta - 2g_{\rho[\mu}C_{\nu]\alpha\beta\sigma\beta}L^\alpha\beta - \nabla_{[\sigma}\nabla_{\rho]}\xi_{\mu\nu\sigma\rho} \]
\[ = -4C_{\sigma\nu\sigma\rho} - 8C_{\sigma\nu\sigma\rho\alpha}C_{\nu}\alpha\beta\sigma\kappa - 2C_{\sigma\rho\nu\mu}\nabla^\alpha L^\nu_{\kappa} - 2C_{\mu\nu\kappa\rho}L^\nu_{\kappa} . \]

We observe that the Cotton tensor is needed to eliminate the disturbing second-order derivatives of \( C_{\mu\nu\sigma\rho} \).

Finally, we derive a wave equation for the Cotton tensor \( \xi_{\mu\nu\sigma} \) by employing the wave equation (3.2) for the Schouten tensor, the Bianchi identity and (6.3):

\[ \square g\xi_{\mu\nu\sigma} \equiv 4\nabla_{[\rho}\square g L_{\sigma]\mu] + 8g_{\nu[\mu}L_{\kappa]\sigma] \nabla^\kappa L_{\nu]\kappa} - 16L_{\nu[\sigma}L_{\kappa]\mu]} \]
\[ + 2\xi_{\nu\sigma\mu}L_{\kappa}^\kappa + 4\xi_{\mu\kappa}[\nu\sigma]\nabla_{\kappa}L_{\nu]\mu] + 8C_{\sigma\alpha}\nabla^\kappa L_{\nu]\kappa} \]
\[ - \frac{2}{3}R\nabla_{[\nu}L_{\sigma]\mu] + \frac{2}{3}L_{[\nu}\nabla_{\sigma]R} + \frac{2}{3}g_{\nu[\mu}L_{\sigma]\kappa} \nabla^\kappa R \]
\[ = 4\xi_{\mu\alpha}[\nu\sigma]C_{\alpha\beta}^\kappa + 8C_{\nu\sigma\alpha}\kappa_{\mu\kappa} - 4\xi_{\nu\mu}\nabla_{\nu}\nabla_{\kappa}\sigma L_{\kappa} \]
\[ + 8L_{\alpha\kappa}\nabla_{\nu}C_{\alpha\beta}^\kappa + \frac{1}{6}R\xi_{\mu\nu\sigma} - \frac{1}{3}C_{\nu\sigma\mu}\kappa_{\kappa} \nabla_{\kappa}R . \]

Combining these results with the equations we found for \( \Theta, s, g_{\mu\nu} \) and \( L_{\mu\nu} \), we end up with an alternative system of conformal wave equations (of course
we need to replace \( \Box \) by \( \Box_g^{(H)} \), cf. Section 3.1.

\[
\Box_g^{(H)} L_{\mu\nu} = 4L_{\mu\kappa} L_{\nu}^{\kappa} - g_{\mu\nu} |L|^2 - 2C_{\mu\nu\rho} L_{\rho}^{\kappa} + \frac{1}{6} \nabla_{\mu} \nabla_{\nu} R , \quad (6.9)
\]

\[
\Box_g = \Theta |L|^2 - \frac{1}{6} \nabla_{\kappa} R \nabla^{\kappa} \Theta - \frac{1}{6} s R , \quad (6.10)
\]

\[
\Box_g \Theta = 4s - \frac{1}{6} \Theta R , \quad (6.11)
\]

\[
\Box_g^{(H)} C_{\mu\nu\rho\sigma} = C_{\mu\nu\rho}^{\alpha} C_{\rho\sigma\kappa}^{\alpha} - 4C_{\mu\kappa\nu\sigma}^{\alpha} C_{\nu\sigma\rho}^{\alpha} - 2C_{\sigma\rho\kappa}^{\mu} L_{\rho}^{\kappa} - 2C_{\sigma\rho\kappa}^{\mu} L_{\rho}^{\kappa} - \nabla_{[\alpha} \xi_{\beta\mu\nu]} - \nabla_{[\mu} \xi_{\nu\sigma\rho]} + \frac{1}{3} RC_{\mu\nu\rho\sigma} , \quad (6.12)
\]

\[
\Box_g^{(H)} \xi_{\mu\sigma} = 4\xi_{\kappa\mu\nu\sigma}^{\alpha} \xi_{\mu\nu\rho}^{\alpha} - 4C_{\mu\kappa\sigma\alpha}^{\nu} \xi_{\nu\rho\sigma\alpha}^{\nu} - 4\xi_{\kappa\mu\nu\sigma}^{\alpha} + 6g_{\mu\nu} \xi_{\kappa\sigma\alpha} R_{\rho\alpha}^{\kappa} + 8L_{\alpha\kappa} \nabla_{[\mu} C_{\nu]}^{\alpha} \xi_{\nu\rho\sigma\alpha}^{\nu} + \frac{1}{6} R \xi_{\mu\nu\sigma} - \frac{1}{3} C_{\mu\nu\alpha\sigma} \nabla_{\kappa} R , \quad (6.13)
\]

\[
R^{(H)}_{\mu\nu} [g] = 2L_{\mu\nu} + \frac{1}{6} R g_{\mu\nu} . \quad (6.14)
\]

**Remark 6.1** Note that \( (6.5) \) and \( (6.12) - (6.14) \) do not involve the functions \( s \) and \( \Theta \), so they form a closed system of wave equations for \( g_{\mu\nu} \), \( L_{\mu\nu} \), \( \xi_{\mu\nu\sigma} \) and \( C_{\mu\nu\sigma\rho} \). Once a solution has been constructed, it remains to solve the linear wave equations \( (6.10) \) and \( (6.11) \) for \( s \) and \( \Theta \).

We want to investigate under which conditions a solution of the system \( (6.9) - (6.14) \), which we denote henceforth by CWE2, provides a solution of the MCFE.

### 6.2 Some properties of the CWE2 and gauge consistency

First of all we want to establish consistency with the gauge conditions \( H^r = 0 \) and \( R = R_g \). To do that we assume that there are smooth fields \( g_{\mu\nu} \), \( s \), \( \Theta \), \( C_{\mu\nu\rho} \), \( L_{\mu\nu} \) and \( \xi_{\mu\nu\sigma} \) which solve the CWE2. We aim to derive necessary and sufficient conditions on the initial surface which guarantee the vanishing of \( H^r \) and \( R = R_g \). For definiteness we, again, think of the case where the initial surface consists of either two transversally intersecting null hypersurfaces or a light-cone. The strategy will be the same as for the CWE, which is to derive a homogeneous system of wave equations for \( H^r \) as well as some subsidiary fields, and infer the desired result from standard uniqueness results for wave equations by making the assumption, which will be analysed afterwards, that all the fields involved vanish initially.

However, let us first derive some properties of solutions of the CWE2.

**Lemma 6.2** Assume that the initial data on a characteristic initial surface \( S \) of some smooth solution of the CWE2 are such that \( g_{\mu\nu}|_S \) is the restriction to \( S \) of a Lorentzian metric, that \( L_{\mu\nu}|_S = 0 \) and \( C_{\mu\nu\rho\sigma}|_S = C_{\rho\sigma\mu\nu} \). Then \( g_{\mu\nu} \) and \( L_{\mu\nu} \) are symmetric and \( C_{\mu\nu\rho\sigma} = C_{\rho\sigma\mu\nu} \).

**Proof:** Equation (6.9) yields (cf. footnote [1])

\[
\Box_g^{(H)} (C_{\mu\nu\rho\sigma} - C_{\rho\sigma\mu\nu}) = \frac{1}{3} R (C_{\mu\nu\rho\sigma} - C_{\rho\sigma\mu\nu})
\]

\[
+ 4g^{(\alpha\beta) g^{[\gamma]} ([C_{\mu\nu}\delta\sigma] - C_{\alpha\beta} [\mu \delta \sigma] C_{\nu \gamma \rho \sigma} + (C_{\rho \alpha \nu \gamma} [\nu \gamma \rho \sigma] C_{\mu \kappa \sigma \delta}]
\]

\[
- 4(g^{(\alpha\beta) g^{[\gamma]} g^{[\delta]} C_{\nu \alpha \rho \gamma} C_{\mu \beta \sigma \delta} C_{\mu \beta \sigma \delta}) . \quad (6.15)
\]
From (6.9) and (6.14) we further find

\[ \square_g (H) L_{[\mu \nu]} = 4 g_{[\alpha \beta]} L^{\alpha}_\mu L^{\beta}_\nu - g_{[\mu \nu]} L^2 + g^{\gamma\rho} L_{\gamma\rho} (C_{\nu \sigma \mu \gamma} - C_{\nu \sigma \gamma \mu}) + 2 g^{\sigma\rho} C_{\mu \rho \nu \sigma} L_{[\mu \nu]} - 2 g^{[\sigma \rho]} C_{\mu \sigma \nu \rho} L_{[\mu \nu]}, \]  

(6.16)

\[ R^{(H)}_{[\mu \nu]} [g(\sigma \rho), g(\sigma \rho)] = 2 L_{[\mu \nu]} + \frac{1}{6} R g_{[\mu \nu]}. \]  

(6.17)

The equations (6.15)-(6.17) are to be read as a linear, homogeneous system of wave equations satisfied by \( g_{[\mu \nu]}, L_{[\mu \nu]} \) and \( C_{\mu \nu \sigma \rho} - C_{\sigma \rho \mu \nu} \) with all the other fields being given. Hence if we assume these fields to vanish initially they will vanish everywhere. \( \square \)

The lemma shows that the tensor \( g_{\mu \nu} \) determines indeed a metric as long as it does not degenerate. We will only care about initial data for which the assumptions of this lemma hold.

In analogy to Lemma 3.4 one could show that \( C_{\mu \nu \sigma \rho} \) is anti-symmetric in its first two and last two indices and satisfies \( C_{[\mu \nu \sigma \rho]} = 0 \), and that \( \xi_{\mu \nu \sigma} \) is anti-symmetric in its last two indices and fulfills \( \xi_{[\mu \nu \sigma]} = 0 \), supposing that this is initially the case. However, these properties will follow a posteriori anyway, so it is not necessary to prove them here. Due to the appearance of first-order derivatives on the right-hand side of the wave equations for \( C_{\mu \nu \sigma \rho} \) and \( \xi_{\mu \nu \sigma} \), it is not possible to establish tracelessness of \( C_{\mu \nu \sigma \rho} \) and \( \xi_{\mu \nu \sigma} \) at this stage in a manner it was possible for the CWE (where it simplified the subsequent computations), since this would require to have something like the second Bianchi identity; also these properties can be, again, inferred a posteriori, once we know that \( C_{\mu \nu \sigma \rho} \) and \( \xi_{\mu \nu \sigma} \) are Weyl and Cotton tensor of \( g_{\mu \nu} \), respectively.

**Gauge consistency**

Similarly to what we did in Section 5.22 one proceeds to verify the formulae

\[ R_{\mu \nu} - \frac{1}{2} R g_{\mu \nu} = 2 L_{\mu \nu} - (L + \frac{1}{6} R) g_{\mu \nu} + g_{\mu (\rho} \nabla_{\nu)} H^{\rho} - \frac{1}{2} g_{\mu \nu} \nabla_{\rho} H^{\rho}, \]  

(6.18)

\[ \nabla^\nu \nabla_\mu H^\alpha + 2 g^{\mu \alpha} \nabla_{[\alpha} \nabla_{\rho]} H^\rho + 4 \nabla^\nu L_{\nu \alpha} - 2 \nabla^\alpha L - \frac{1}{3} \nabla^\alpha R = 0, \]  

(6.19)

\[ \square_g H^\alpha = C^\alpha + f^\alpha(x; H, \nabla H), \quad \zeta_\mu := -4 \nabla_\mu L_{\nu \kappa} + 2 \nabla_{\nu} L + \frac{1}{3} \nabla_\mu R, \]  

(6.20)

\[ \square_g K_{\mu \nu} = \nabla_\mu \zeta_\nu + f_{\mu \nu}(x; H, \nabla H, \nabla K), \quad K_{\mu \nu} := \nabla_\mu H_\nu, \]  

(6.21)

\[ R_g = 2 L + \frac{2}{3} R + \hat{\nabla}_\sigma H^\sigma. \]  

(6.22)

From (6.9) we derive a wave equation for \( L - R/6 \),

\[ \square_g (L - \frac{1}{6} R) = -2 C_{\mu \rho}^{\mu \rho} L_{\rho} \sigma = 2 (W_{\mu \sigma}^{\mu \rho} - C_{\mu \sigma}^{\mu \rho}) L_{\rho} \sigma. \]  

(6.23)

The tensors \( L_{\mu \nu}, C_{\mu \nu \sigma \rho} \) and \( \xi_{\mu \nu \sigma} \) are supposed to be part of the given solution of the CWE; we stress that it is by no means clear, whether they, indeed, represent the Schouten, Weyl and Cotton tensor of \( g_{\mu \nu} \), respectively. We denote by \( W_{\mu \nu \sigma} \) the Weyl tensor associated to \( g_{\mu \nu} \), while we define the tensor \( \zeta_{\mu \nu \sigma} \) to be

\[ \zeta_{\mu \nu \sigma} := 4 \nabla_{[\sigma} L_{\nu] \rho}. \]
Since we do not know at this stage whether the source term in (6.23) vanishes, we have no analogue of Lemma 3.6. It is not possible to conclude that \( L = 1/6 R \) vanishes as we did for the CWE, supposing that it vanishes initially. In fact that is the reason for the modified definition of \( \zeta_{\mu} \) in (6.20).

Note that once we have established \( L = 1/6 R \) and \( H^\sigma = 0 \), (6.22) implies \( R = R_g \). For (6.23) to be part of a homogeneous system of wave equations, we regard \( W_{\mu\nu\sigma\rho} = C_{\mu\nu\sigma\rho} \) as another unknown and show that it satisfies an appropriate homogeneous wave equation (for later purposes this is more advantageous than to derive a wave equation for the traces \( C_{\mu\nu\sigma\rho} \)).

From (6.18) and (6.22) we find for the Weyl tensor, cf. (3.32) and (3.30) (since we do not know yet whether \( L = R/6 \) vanishes, the formulae differ slightly),

\[
\begin{align*}
\nabla_\alpha W_{\mu\nu\sigma\rho} & = g_{[\alpha} \zeta_{\mu]} + g_{[\nu} \zeta_{\rho]} - g_{[\alpha} \zeta_{\mu]} - 2 \nabla_{[\mu} W_{\nu]\sigma]_{\rho]} + \frac{4}{3} g_{[\mu} g_{[\nu} \nabla_{[\sigma]} (L - \frac{1}{6} R) - \frac{2}{3} g_{[\mu} g_{[\nu} \nabla_{[\sigma]} (L - \frac{1}{6} R) \nabla_{\mu} (L - \frac{1}{6} R) \\
\Box_g W_{\mu\nu\sigma\rho} & = \nabla_{[\alpha} \zeta_{[\mu]} + 2 \nabla_{[\mu} \nabla_{[\nu]} W_{\sigma]\rho]_{\rho]} + W_{\mu\nu\sigma}\nabla_{\rho]} - 4 W_{\sigma\rho}\nabla_{\sigma\rho]_{\rho]} + 2 g_{[\mu} \nabla_{[\nu]} \nabla_{[\sigma]} \nabla_{[\rho]} - 2 L_{[\mu} \nabla_{[\nu]} \nabla_{[\rho]} - 2 L_{[\mu} \nabla_{[\nu]} \nabla_{[\rho]} - \frac{1}{2} g_{[\mu} \nabla_{[\nu]} \nabla_{[\sigma]} \nabla_{[\rho]} (L - \frac{1}{6} R) \nabla_{\mu} (L - \frac{1}{6} R). \\
\end{align*}
\]

We further have (cf. (3.34) and (3.35))

\[
\begin{align*}
\nabla^\alpha \zeta_{\mu\alpha} & = 2 (W_{\mu\nu\kappa} - 2 C_{\mu\nu\kappa}) L \nabla_{\mu} + \frac{1}{2} \nabla_{\nu} \Box_g H_{\mu} - \nabla_{\nu} \nabla_{\mu} (L - \frac{1}{6} R) \\
\nabla_\mu W_{\nu}\sigma & = - \frac{1}{2} \zeta_{\mu\nu\sigma} + \frac{1}{2} \nabla_{\nu} \nabla_{[\sigma} (R_g - R) + f_{\mu\nu\sigma} (x; H, \nabla H, \nabla K). \\
\end{align*}
\]

which yields with (6.20) and (6.22)

\[
\begin{align*}
\Box_g W_{\mu\nu\sigma\rho} & = \nabla_{[\alpha} \zeta_{[\mu]} + 2 \nabla_{[\mu} \nabla_{[\nu]} W_{[\sigma]\rho]} + W_{\mu\nu\sigma\rho}\nabla_{\sigma\rho]_{\rho]} - 4 W_{\sigma\rho\rho\sigma\rho]} - C_{\mu\nu\sigma\rho\kappa} + 4 L \nabla_{[\sigma} W_{\rho]\rho]} + 4 L \nabla_{[\sigma} W_{\rho]\rho]} - C_{\mu\nu\sigma\rho\kappa} \nabla_{\rho]} + 4 L \nabla_{[\sigma} W_{\rho]\rho]} - C_{\mu\nu\sigma\rho\kappa} \nabla_{\rho]} + 4 L \nabla_{[\sigma} W_{\rho]\rho]} (L - \frac{1}{6} R) + \frac{1}{3} g_{[\mu} g_{[\nu} \nabla_{[\sigma]} (R_g - R) + f_{\mu\nu}\sigma (x; H, \nabla H, \nabla K). \\
\end{align*}
\]
The first term in the last line is disturbing. However, invoking (6.22) and (6.23) we find the relation
\[
\Box \eta (\mathbf{R}_g - R) = 2 \Box \eta (L - \frac{1}{6} R) + \Box \eta \nabla^\alpha H^\alpha
\]
\[
= 4 (W_{\mu \sigma} \mu^\rho - C_{\mu \sigma} \mu^\rho) L_\rho^\sigma + f(x; H, \nabla H, \nabla K) .
\]
Combining with (6.12) we end up with the wave equation
\[
\Box \eta (W_{\mu \sigma \rho} - C_{\mu \sigma \rho}) = - \nabla_\sigma (\zeta_\rho \mu - \zeta_\rho \mu) - \nabla_\mu (\zeta_\nu \sigma \rho - \zeta_\nu \sigma \rho)
\]
\[
+ (W_{\mu \nu} \alpha - C_{\mu \nu} \alpha) W_{\sigma \rho \kappa} \kappa + C_{\mu \nu} \alpha (W_{\sigma \rho \kappa} \kappa - C_{\mu \nu} \alpha)
\]
\[
- 4 (W_{\sigma \nu} \mu \kappa - C_{\sigma \nu} \mu \kappa) W_{\mu \rho \sigma} \kappa - 4 C_{\sigma \nu} \mu \kappa (W_{\mu \rho \sigma} \kappa - C_{\nu} \rho \sigma \kappa)
\]
\[
- 2 (W_{\sigma \nu} \mu \kappa - C_{\sigma \nu} \mu \kappa) L_{\rho \sigma} \kappa - 2 (W_{\mu \nu} \kappa - C_{\mu \nu} \kappa) L_{\rho \sigma} \kappa
\]
\[
+ 4 L_{\nu} \alpha (W_{\rho \sigma} \nu \kappa - C_{\rho \sigma} \nu \kappa) g_{\sigma \nu} \kappa - 4 L_{\mu} \alpha (W_{\nu \sigma} \mu \kappa - C_{\nu \sigma} \mu \kappa) g_{\sigma \nu} \kappa
\]
\[
+ \frac{1}{2} g_{\mu \rho} \nabla_\sigma (\zeta_\rho \kappa - \frac{1}{2} g_{\mu \nu} \nabla_\sigma) \zeta_\rho + \frac{1}{2} g_{\nu \rho} \nabla_\sigma (\zeta_\rho \kappa - \frac{1}{2} g_{\mu \nu} \nabla_\sigma) \zeta_\rho
\]
\[
+ \frac{4}{3} (L - \frac{1}{6} R) (L g_{\rho \nu} g_{\sigma \mu} + 2 g_{\rho \nu} L_{\nu \mu} + 2 g_{\rho \nu} L_{\nu \mu}) + \frac{R}{3} (W_{\mu \nu} \rho - C_{\mu \nu} \rho)
\]
\[
+ \frac{4}{3} g_{\rho \nu} L_{\mu} \alpha (W_{\nu \sigma \rho} \kappa - C_{\nu \sigma \rho} \kappa) L_{\bar{\nu}} \alpha + f_{\mu \nu \rho}(x; H, \nabla H, \nabla K) ,
\]
which is fulfilled by any solution of the CWE2.

To end up with a homogeneous system we need to derive wave equations for \( \zeta_\mu \) and \( \zeta_\mu \sigma = \zeta_\mu \nu \sigma \). Let us start with \( \zeta_\mu \). In close analogy to (5.27) and (5.28) we find with (6.12), (6.23), (6.25), (6.28) and (6.22),
\[
\Box \eta \zeta_\mu \equiv -4 \nabla_\kappa \Box \eta L_{\mu} \kappa - 8 W_{\alpha \kappa \mu \rho} \nabla^\alpha L_{\rho} \kappa - 4 R_{\kappa \rho \sigma} \nabla_\sigma L_{\rho} \kappa + 8 R_{\rho \kappa \alpha} \nabla^\alpha L_{\rho} \kappa
\]
\[
- 4 L_{\nu} \alpha \nabla_\mu R_{\rho \kappa} + 4 L_{\nu} \alpha \nabla_\nu R_{\mu \kappa} + 2 \frac{1}{3} R_{\mu} \kappa \nabla_\kappa R - \frac{1}{3} R_{\nu} \kappa \zeta_\mu + \frac{1}{3} R_{\nu} \kappa \zeta_\mu
\]
\[
+ 2 L_{\mu} \kappa \nabla_\mu R_{\nu \kappa} + \frac{2}{3} R_{\kappa} \nabla_\mu (L - \frac{1}{6} R) + 2 \nabla_\mu \Box \eta (L - \frac{1}{6} R)
\]
\[
= -8 \nabla_\kappa \alpha [(W_{\mu} \nu \kappa - C_{\mu} \nu \kappa) L_{\rho} \kappa] + 4 \nabla_\mu [(W_{\alpha} \sigma \rho \kappa - C_{\alpha} \sigma \rho \kappa) L_{\mu} \kappa]
\]
\[
- \frac{8}{3} L_{\mu} \kappa \nabla_\nu (L - \frac{1}{6} R) + \frac{4}{9} R \nabla_\mu (L - \frac{1}{6} R) - \frac{2}{3} (L - \frac{1}{6} R) \nabla_\mu R
\]
\[
+ (4 L_{\nu} \alpha - R_{\mu} \kappa) \zeta_\nu + \frac{1}{3} (R_{\nu} \kappa - R_\nu \kappa) \zeta_\mu + f_\mu(x; H, \nabla H, \nabla K) .
\]
Finally, let us establish a wave equation which is satisfied by \( \zeta_\mu \sigma - \zeta_\mu \nu \sigma \). The definition of the Weyl tensor together with the Bianchi identities yield
\[
\Box \eta \zeta_\mu \nu \sigma \equiv 4 \nabla_\sigma \Box \eta L_{\mu} \nu - 4 W_{\sigma \kappa \nu \mu} \nabla_\sigma L_{\nu} \kappa - 8 W_{\sigma \nu \kappa \mu} \nabla_\sigma L_{\nu} \kappa - 4 R_{\kappa \nu \mu} \nabla_\sigma L_{\nu} \kappa
\]
\[
+ 4 R_{\kappa \nu \mu} \nabla_\sigma L_{\nu} \kappa - 4 R_{\kappa \nu \mu} \nabla_\sigma L_{\nu} \kappa - 4 R_{\kappa \nu \mu} \nabla_\sigma L_{\nu} \kappa + \frac{4}{3} R_{\nu} \kappa \zeta_\mu \nu \sigma
\]
\[
+ 4 L_{\mu} \kappa \nabla_\nu \kappa L_{\rho} \kappa + 4 L_{\mu} \kappa \nabla_\nu \kappa L_{\rho} \kappa + 4 L_{\mu} \kappa \nabla_\nu \kappa L_{\rho} \kappa + 4 L_{\mu} \kappa \nabla_\nu \kappa L_{\rho} \kappa
\]
\[
+ 4 L_{\mu} \kappa \nabla_\kappa \kappa L_{\sigma} \kappa + 4 L_{\mu} \kappa \nabla_\kappa \kappa L_{\sigma} \kappa - 4 R_{\kappa \nu} \kappa \nabla_\sigma \kappa L_{\nu} \kappa
\]
\[
- 4 R_{\kappa \nu} \kappa \nabla_\sigma \kappa L_{\nu} \kappa - 4 R_{\kappa \nu} \kappa \nabla_\sigma \kappa L_{\nu} \kappa + \frac{4}{3} R_{\nu} \kappa \zeta_\mu \nu \sigma
\]
\[
+ 8 (W_{\mu} \nu \kappa - C_{\mu} \nu \kappa) \nabla_\kappa L_{\sigma} \rho + \frac{1}{3} R_{\nu} \kappa \zeta_\mu \nu \sigma + f_{\mu \nu \sigma}(x; H, \nabla H, \nabla K) .
\]
Using the relations (6.13), (6.22), and $\zeta[\mu\nu\rho] = 0$ one then shows

$$\Box g_{\mu\nu} = -4\zeta_{\mu[\nu}L_{\sigma]}^{\alpha} + 6g_{\mu\nu}\zeta^{\kappa\rho\sigma}L_{\kappa\rho\sigma}^{\alpha} + 8L_{\mu}^{\rho}\nabla_{[\nu}C_{\sigma]\kappa\rho]}^{\kappa} + 2C_{\mu[\nu}^{\rho}\nabla_{\kappa]}^{\kappa} - 2\zeta_{\mu\nu}W_{\alpha\sigma}^{\alpha\sigma} + 8(W_{\mu}^{\rho}[\nu^{\kappa} - C_{\mu}^{\rho}[\nu^{\kappa}])\nabla_{[\kappa]}^{\kappa}L_{\sigma]}^{\rho} - 2L_{\mu[\nu}\zeta_{\sigma]}^{\sigma}$$

$$+ \frac{1}{3}W_{\sigma\nu\rho}^{\sigma\nu}\nabla_{\kappa}R - \frac{1}{6}(R - 2R_{g})\zeta_{\mu\nu\rho} + f_{\mu\nu\rho}(x; H, \nabla H, \nabla K).$$

Combining with (6.13) we infer that $\zeta_{\mu\nu\rho} - \xi_{\mu\nu\rho}$ fulfills the wave equation,

$$\Box g(\zeta_{\mu\nu\rho} - \xi_{\mu\nu\rho}) = 6g_{\mu\nu}(\kappa^{\rho\sigma} - \xi^{\rho\sigma})L_{\rho\alpha} - 4(\zeta_{\mu\nu} - \xi_{\mu\nu})L_{\kappa{\kappa}^{\kappa}} + 4(\zeta_{\alpha\kappa}[\nu - \xi_{\alpha\kappa}[\nu]C_{\kappa]}^{\kappa} + \xi_{\kappa\alpha}(W_{\rho\sigma\kappa}^{\rho} - C_{\rho\sigma\kappa}^{\rho}) + 8(W_{\mu}^{\rho}[\nu^{\kappa} - C_{\mu}^{\rho}[\nu^{\kappa}])\nabla_{[\kappa]}^{\kappa}L_{\sigma]}^{\rho} - 2L_{\mu[\nu}\zeta_{\sigma]}^{\sigma}$$

$$- \frac{1}{3}(W_{\sigma\nu}\kappa - C_{\nu\sigma\kappa})\nabla_{\kappa}R + (\zeta_{\nu\kappa} - \xi_{\nu\kappa})\nabla_{\kappa}W_{\sigma\alpha\kappa} + \frac{1}{6}R(\zeta_{\mu\nu\rho} - \xi_{\mu\nu\rho})$$

$$+ 4L_{\mu[\nu}\nabla_{\sigma]}(L - \frac{1}{6}R) + \frac{8}{3}(L - \frac{1}{6}R)g_{\mu\nu}\nabla^{\kappa}L_{\kappa}^{\kappa} + \frac{2}{9}(L - \frac{1}{6}R)g_{\mu[\nu}\nabla_{\sigma]}R$$

$$+ \frac{2}{3}(L - \frac{1}{6}R)\zeta_{\nu\kappa}^{\kappa} + f_{\mu\nu\rho}(x; H, \nabla H, \nabla K).$$

(6.28)

The equations (6.20), (6.21), (6.24), (6.26), (6.27) and (6.28) form a closed, linear, homogeneous system of wave equations satisfied by $H_{\sigma}$, $K_{\mu\nu}$, $L - R/6$, $W_{\mu\nu\rho} - C_{\mu\nu\rho}$, $\zeta_{\mu\nu\rho}$ and $\zeta_{\mu\nu\rho} - \xi_{\mu\nu\rho}$, with $g_{\mu\nu}$, $L_{\mu\nu}$, etc. regarded as being given. An application of standard uniqueness results for wave equations, cf. e.g. [15], establishes that all the fields vanish identically, supposing that this is initially the case. In particular this guarantees the vanishing of $H_{\sigma}$ and, via (6.22), of $R_{g} - R$, and therefore consistency of the CWE2 with the gauge condition.

Moreover, the computations above reveal that the solution satisfies certain relations expected from the derivation of the CWE2, e.g. it follows from (6.14) that $L_{\mu\nu}$ is the Schouten tensor of $g_{\mu\nu}$ if $H_{\sigma} = 0$ and $R_{g} = R$.

**Proposition 6.3** Let us assume we have been given data $(g_{\mu\nu}, s, \Theta, L_{\mu\nu}, \zeta_{\mu\nu\rho}, \xi_{\mu\nu\rho})$ on an initial surface $S$ (for definiteness we think either of two transversally intersecting null hypersurfaces or a light-cone) and a gauge source function $R$, such that $g_{\mu\nu}$ is the restriction to $S$ of a Lorentzian metric, $L_{\mu\nu}$ is symmetric and $L = R/6$. Suppose further that there exists a smooth solution $(g_{\mu\nu}, s, \Theta, L_{\mu\nu}, C_{\mu\nu\rho}, \xi_{\mu\nu\rho})$ of the CWE2 *(6.9) - (6.14)* with gauge source function $R$ which induces the above data on $S$ and fulfills the following conditions:

1. $H_{\sigma}|[g] = 0$,
2. $K_{\mu\nu}|[g] = 0$, where $K_{\mu\nu} \equiv \nabla_{\mu}H_{\nu}$,
3. $W_{\mu\nu\rho}|[g] = \zeta_{\mu\nu\rho}$,
4. $\zeta_{\mu\nu\rho}[L, L] = \zeta_{\mu\nu\rho}$, where $\zeta_{\mu\nu\rho} \equiv 4\nabla_{[\sigma}L_{\nu]\rho]}^{\rho}$,
5. $\zeta_{\mu} = 0$, where $\zeta_{\mu} \equiv -4\nabla_{\kappa}L_{\mu}\kappa + 2\nabla_{\mu}L + \frac{1}{4}\nabla_{\mu}R$.

Then

a) $H_{\sigma} = 0$ and $R_{g} = R$,

b) $C_{\mu\nu\rho}$ is the Weyl tensor of $g_{\mu\nu}$.
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c) \( L_{\mu\nu} \) is the Schouten tensor of \( g_{\mu\nu} \).

d) \( \xi_{\mu\nu\sigma} \) is the Cotton tensor of \( g_{\mu\nu} \).

The validity of the assumptions 1-5 will be the subject of Section 6.5.

### 6.3 Equivalence issue between the CWE2 and the MCFE

We devote ourselves now to the issue to what extent and under which conditions a solution of the CWE2 is also a solution of the MCFE. It turns out that this issue is somewhat more intricate than for the CWE due to the change of variables. Note that at this stage the cosmological constant \( \lambda \) does not need to vanish.

A subsidiary system

Recall the MCFE,

\[
\nabla_\rho d_{\mu\nu\sigma\rho} = 0 ,
\]

(6.29)

\[
\nabla_\mu L_{\nu\sigma} - \nabla_\nu L_{\mu\sigma} = \nabla_\rho \Theta d_{\nu\mu\sigma} ,
\]

(6.30)

\[
\nabla_\mu \nabla_\nu \Theta = -\Theta L_{\mu\nu} + s g_{\mu\nu} ,
\]

(6.31)

\[
\nabla_\mu s = -L_{\mu\nu} \nabla^\nu \Theta ,
\]

(6.32)

\[
2\Theta s - \nabla_\mu \Theta \nabla^\mu \Theta = \lambda/3 ,
\]

(6.33)

\[
R_{\mu\nu\sigma}^\kappa[g] = \Theta d_{\mu\nu\sigma}^\kappa + 2 (g_{\kappa [\mu} L_{\nu] \sigma}^\kappa - \delta_{\kappa [\mu} L_{\nu] \sigma}) ,
\]

(6.34)

The MCFE are equivalent to the following system, supposing that \( \Theta > 0 \),

\[
\nabla_\rho C_{\nu\mu\sigma} = \nabla_\mu L_{\nu\sigma} - \nabla_\nu L_{\mu\sigma} ,
\]

(6.35)

\[
\Theta(\nabla_\mu L_{\nu\sigma} - \nabla_\nu L_{\mu\sigma}) = \nabla_\rho \Theta C_{\nu\mu\sigma} ,
\]

(6.36)

\[
\nabla_\mu \nabla_\nu \Theta = -\Theta L_{\mu\nu} + s g_{\mu\nu} ,
\]

(6.37)

\[
\nabla_\mu s = -L_{\mu\nu} \nabla^\nu \Theta ,
\]

(6.38)

\[
2\Theta s - \nabla_\mu \Theta \nabla^\mu \Theta = \lambda/3 ,
\]

(6.39)

\[
R_{\mu\nu\sigma}^\kappa[g] = \Theta d_{\mu\nu\sigma}^\kappa + 2 (g_{\kappa [\mu} L_{\nu] \sigma}^\kappa - \delta_{\kappa [\mu} L_{\nu] \sigma}) .
\]

(6.40)

This can be seen as follows: Suppose we have a solution of (6.35)-(6.40), then we obtain a solution of (6.29)-(6.34) by identifying \( d_{\mu\nu\sigma\rho} \) with \( \Theta d_{\nu\mu\sigma}^\rho \) and vice versa (hence the system (6.35)-(6.40) is also equivalent to the vacuum Einstein equations for \( \Theta > 0 \)). In fact, a solution of (6.29)-(6.34) provides a solution of (6.35)-(6.40) for any \( \Theta \) since the identification of \( C_{\mu\nu\sigma}^\kappa \) with \( \Theta d_{\mu\nu\sigma}^\rho \) is possible, even where \( \Theta = 0 \).

We elaborate in somewhat more detail on the characteristic initial value problem for an initial surface \( S \) for which the set \( \{ \Theta = 0 \} \) is non-empty. Since we are mainly interested in a light-cone with \( \overline{S} = 0 \) everywhere we specialise to the case \( S = C_{1-} \) (we then need to assume \( \lambda = 0 \)). Let us assume we have been given free initial data \( \omega_{A\overline{B}} \equiv \overline{T}_{A\overline{B}} \) on \( C_{1-} \), and that the fields \( \tilde{g}_{\mu\nu}, \tilde{\Theta} = 0, \tilde{s}, \tilde{L}_{\mu\nu}, \tilde{C}_{\mu\nu\sigma}^\rho = 0 \) and \( \tilde{\xi}_{\mu\nu\sigma} \) have been constructed by solving the constraint equations to be derived below (cf. Section 6.4). Let us further assume that there exists a smooth solution of the system (6.35)-(6.40) to the future of \( S \) which induces these data on \( S \) and which satisfies \( s|_{1-} \neq 0 \). Then \( \Theta \) has no zeroes.
inside the cone and sufficiently close to the vertex. Moreover, cf. the proof of
Lemma A.5 in Appendix A, \(d\Theta \neq 0\) on \(\mathcal{I}^-\) and \(d\Theta|_{i^-} = 0\). Since the tensor
\(C_{\mu\nu\sigma\rho}\) vanishes on \(C_{i^-}\) the field \(C_{\mu\nu\sigma\rho}/\Theta\) can be smoothly continued across \(\mathcal{I}^-\)
(though not necessarily across \(i^-\)). The solution at hand thus solves (6.24)-
(6.34) (except possibly at \(i^-\)) when identifying \(C_{\mu\nu\sigma\rho}/\Theta\) with \(d_{\mu\nu\sigma\rho}\), smoothly
continued across \(\mathcal{I}^-\).

The system (6.35)-(6.40) is not regular for \(\Theta = 0\), and thus does not provide a
good evolution system. However, it turns out that it is equivalent to the CWE2,
when the latter system is supplemented by the constraint equations, and thus
provides a useful tool to solve the equivalence issue between the MCFE and
the CWE2. The only grievance (or possibly advantage, we will come back to
this issue later) is that we do not know how \(d_{\mu\nu\sigma\rho}\) behaves near the vertex,
in particular it is by no means clear whether it can be continuously continued
across past timelike infinity at all. Nevertheless, the solution provides a solution of
the MCFE up to and excluding the vertex, which induces the free initial data
\(\omega_{AB}\) on \(C_{i^-}\), and it provides a solution of the vacuum Einstein equations inside
the cone, at least near \(i^-\).

**Equivalence of the CWE2 and the subsidiary system**

In this section we address the equivalence issue between the CWE2 (6.9)-(6.14)
and the subsidiary system (6.35)-(6.40) we just introduced and which, once we
have constructed a solution thereof, provides a solution of the MCFE (6.29)-
(6.34), with the possible exception of the vertex of the cone \(C_{i^-}\). For that we
shall demonstrate that a solution of the CWE2 is a solution of the subsidiary sys-
tem supposing that certain relations are satisfied on the initial surface, namely
the constraint equations, cf. the next section. The other direct ion follows from
the derivation of the CWE2. As initial surface we have, as before, two transver-
sally intersecting null hypersurfaces or a light-cone in mind.

Recall the CWE2 (6.9)-(6.14). We assume we have been given a smooth
solution \((g_{\mu\nu}, L_{\mu\nu}, C_{\mu\nu\sigma\rho}, \xi_{\mu\nu\sigma}, \Theta, s)\) with all the hypotheses of Proposition 6.3
being satisfied. Then \(L_{\mu\nu}, C_{\mu\nu\sigma\rho}\) and \(\xi_{\mu\nu\sigma}\) are the Schouten, Weyl and Cotton
tensor of \(g_{\mu\nu}\), respectively. The equations (6.35) and (6.40) are thus identities
and automatically satisfied. Recall that it suffices for (6.39) to be sa tisfied at
just one point. Let us derive a homogeneous system of wave equat ions which
establishes the validity of the remaining equations, (6.36)-(6.38).

It is convenient to make the following definitions:

\[
\Lambda_{\sigma\nu\mu} := \frac{1}{2} \Theta \xi_{\sigma\nu\mu} + \nabla_{\rho} \Theta C_{\mu\nu\sigma\rho},
\Xi_{\mu\nu} := \nabla_{\mu} \nabla_{\nu} \Theta + \Theta L_{\mu\nu} - sg_{\mu\nu},
\Upsilon_{\mu} := \nabla_{\mu} s + L_{\mu\nu} \nabla_{\nu} \Theta.
\]

Computations similar to the ones which led us to (3.44) and (3.46) (now
with \(H^\tau\) and \(K_{\mu\nu}\) vanishing) reveal that, because of (6.35)-(6.38), we have

\[
\Box_g \Xi_{\mu\nu} = 2\Xi_{\sigma\nu}(2L_{(\mu}^\kappa \delta_{\nu})^\sigma - g_{\mu\nu} L_{\sigma\kappa} - C_{(\mu}^{\sigma \nu \kappa}) + 4\nabla_{(\mu} \Upsilon_{\nu)} + \frac{1}{6} R \Xi_{\mu\nu},
\]

\[
\Box_g \Upsilon_{\mu} = 6L_{\mu}^\kappa \Upsilon_{\kappa} + 2L^{(\rho}_{\kappa} \Lambda_{\rho\kappa\mu} + 2\Xi_{\nu}^{\sigma} \nabla_{\sigma} L_{\mu}^\nu - \frac{1}{6} \Xi_{\mu}^{\nu} \nabla_{\nu} R.
\]
Furthermore, in virtue of (6.11)-(6.13) and (6.6) we find that
\[ \Box_g \Lambda_{\sigma \nu \rho} = \mu\nu \sigma \rho \theta \frac{\nabla^\sigma \theta}{\theta} \frac{C_{\mu\nu} \sigma \rho}{\sigma \nu \theta} - 2 L_{\mu\nu} \nabla^\sigma \theta \frac{C_{\mu\sigma} \rho}{\mu \sigma \rho} - 2 \nabla^\rho \theta \frac{C_{\mu\nu} \sigma \rho}{\mu \nu \sigma} - 2 \nabla^\rho \theta \frac{C_{\mu\nu} \sigma \rho}{\mu \nu \sigma} + \nabla^\rho \theta \left( \nabla_{\mu} \xi_{\sigma \nu} \rho + \nabla_{\mu} \xi_{\sigma \nu} \rho \right) + \nabla^\rho \theta \nabla_\sigma \xi_{\nu \mu} \rho + 4 g_{\mu \nu} C_{\mu \nu} \rho \theta + 2 \Xi_{\alpha \rho} \nabla^\rho \theta + 4 C_{\sigma \rho} \left[ \mu, \alpha \right] \left[ \nu, \alpha \right] \theta - C_{\mu \sigma} \alpha \lambda_{\alpha \nu} \theta - 2 \left( \frac{3}{4} R \right) \Lambda_{\mu \nu} \rho \theta . \]

We observe the relation
\[ 2 \nabla^\rho \theta \left( \nabla_{\mu} \xi_{\sigma \nu} \rho + \nabla_{\mu} \xi_{\sigma \nu} \rho \right) = 4 \nabla^\rho \theta \left( \nabla_{\mu} \xi_{\sigma \nu} \rho - \nabla_{\mu} \nabla_{\sigma} \xi_{\nu \mu} \rho \right) = 4 \nabla^\rho \theta \left( C_{\sigma \rho} \theta L_{\mu \nu} \xi - C_{\mu \rho} \theta L_{\sigma \nu} \xi \right) , \]

which yields
\[ \Box_g \Lambda_{\sigma \nu \rho} = 2 \Xi_{\sigma \rho} \nabla^\rho \theta \left( \nabla_{\mu} \xi_{\sigma \nu} \rho + \nabla_{\mu} \xi_{\sigma \nu} \rho \right) + \theta \nabla^\rho \theta \left( C_{\sigma \rho} \theta L_{\mu \nu} \xi - C_{\mu \rho} \theta L_{\sigma \nu} \xi \right) - C_{\mu \sigma} \alpha \lambda_{\alpha \nu} \theta - 4 \left( \frac{3}{4} R \right) \Lambda_{\mu \nu} \rho \theta . \]

It remains to derive a wave equation for \( \xi_{\rho \mu} \nabla^\rho \theta \) which follows from (6.11), (6.13) and (6.6),
\[ \Box_g \left( \xi_{\rho \mu} \nabla^\rho \theta \right) = \theta \left( \nabla_{\sigma} \xi_{\rho \mu} \nabla^\rho \theta + 2 \Xi_{\rho \mu} (\nabla_{\sigma} \xi_{\rho \mu} + 2 L_{\sigma} \theta \Lambda_{\rho \sigma} \rho - 4 L_{\sigma} \theta \Lambda_{\rho \sigma} \rho \right) - 4 \left( \frac{3}{4} R \right) \Lambda_{\rho \mu} \theta \]
\[ + \theta \left( 4 \Xi_{\rho \mu} \nabla^\rho \theta + 4 \nabla^\rho \theta \left( \nabla_{\sigma} \xi_{\rho \mu} + 2 L_{\sigma} \theta \Lambda_{\rho \sigma} \rho \right) - 4 \left( \frac{3}{4} R \right) \Lambda_{\rho \mu} \theta \right) + \frac{1}{2} \left( \frac{3}{4} R \right) \Lambda_{\rho \mu} \theta . \]

The equations (6.11)-(6.13) form a closed, linear, homogeneous system of wave equations for the fields \( \Xi_{\rho \mu} , \nabla_{\rho \mu} , \Lambda_{\rho \sigma \mu \nu} \) and \( \xi_{\rho \mu} \nabla^\rho \theta \). If we assume that the equations (6.30)-(6.33) are initially satisfied and that \( \Xi_{\rho \mu} \nabla^\rho \theta = 0 \), we have vanishing initial data, and standard uniqueness results for wave equations can be applied (cf. e.g. [13]) to conclude that (6.30)-(6.33) are fulfilled.

As an extension of Proposition 6.3 we have proven the following result (note that the cosmological constant \( \Lambda \) is allowed to be non-vanishing):

**Theorem 6.4** Let us assume we have been given data \( (g_{\mu \nu} , \hat{s} , \hat{\Theta} , \hat{L}_{\mu \nu} , \hat{C}_{\mu \nu} \rho \theta , \hat{\xi}_{\rho \mu} \sigma \theta) \) on a characteristic initial surface \( S \) (for definiteness we think either of two transversally intersecting null hypersurfaces or a light-cone) and a gauge source function \( R \), such that \( g_{\mu \nu} \) is the restriction of a Lorentzian metric, \( L_{\mu \nu} \) is symmetric and \( L = \hat{\Xi} / 6 \). Suppose further that there exists a smooth solution \( (g_{\mu \nu} , s , \Theta , L_{\mu \nu} , C_{\mu \nu} \rho \theta , \xi_{\mu \nu} \sigma \theta) \) of the CWE2 (6.9)-(6.14) with gauge source function \( R \) which induces the above data on \( S \) and satisfies the following conditions (since it is the case of physical relevance we assume \( \Theta \neq 0 \) away from \( S \); later on we shall consider only initial data where this is automatically the case, at least sufficiently close to \( S \)):
1. The equations (6.36)-(6.39) are satisfied on \( S \) (it suffices if (6.39) holds at just one point on \( S \)).

2. The Weyl tensor of \( g_{\mu\nu} \) coincides on \( S \) with \( C_{\mu\nu\rho} \).

3. The relation \( \xi_{\mu\nu\sigma} = 4\nabla_{[\sigma} L_{\nu\rho]} \) holds on \( S \).

4. The covector field \( \zeta_{\mu} \equiv -4\nabla_{\kappa} L_{\mu\kappa} + 2\nabla_{\mu} L + \frac{1}{4}\nabla_{\mu} R \) vanishes on \( S \).

5. The tensor field \( \xi_{\mu\nu\rho} \) vanishes on \( S \).

6. The wave-gauge vector \( H^\sigma \) and its covariant derivative \( K^\mu_\sigma \equiv \nabla^\mu H^\sigma \) vanish on \( S \).

Then:

a) \( H^\sigma = 0 \) and \( R_g = R \).

b) The fields \( C_{\mu\nu\rho} \), \( L_{\mu\nu} \) and \( \xi_{\mu\nu\sigma} \) are the Weyl, Schouten and Cotton tensor of \( g_{\mu\nu} \), respectively.

c) Set \( d_{\mu\nu\rho} := \Theta^{-1}C_{\mu\nu\rho} \) where \( \Theta \neq 0 \). The tensor \( d_{\mu\nu\rho} \) extends to the set \( \{ \Theta = 0, \forall \Theta \neq 0 \} \subset S \). Moreover, the tuple \( (g_{\mu\nu}, L_{\mu\nu}, \Theta, s, d_{\mu\nu\rho}) \) solves the MCFE (6.29)-(6.34) in the \( (H^\sigma = 0, R_g = R) \)-gauge.

The conditions 1-6 are necessary for c) to be fulfilled.

We shall investigate next to what extent the conditions 1-6 are satisfied if the initial data are constructed as solutions of the constraint equations induced by the MCFE on the initial surface.

6.4 Constraint equations on \( C_{i-} \) in terms of Weyl and Cotton tensor

Generalized wave-map gauge

The aim of this section is to determine the constraint equations induced by the MCFE on the fields \( g_{\mu\nu}, L_{\mu\nu}, \Theta, s, C_{\mu\nu\rho} \) and \( \xi_{\mu\nu\sigma} \). For this purpose we assume we have been given some smooth solution \( (g_{\mu\nu}, L_{\mu\nu}, \Theta, s, d_{\mu\nu\rho}) \) of the MCFE. For simplicity and to avoid an exhaustive case-by-case analysis we shall restrict attention, as for the CWE, to the case where the initial surface is \( S = C_{i-} \). This requires to assume

\[ \lambda = 0. \]

As a matter of course the constraints for \( g_{\mu\nu}, L_{\mu\nu}, \Theta \) and \( s \) are the same as before, cf. Section 4.2. The Weyl tensor vanishes on \( \mathcal{I} \)

\[ C_{\mu\nu\rho} = 0. \] (6.45)

It thus remains to determine the constraint equations for \( \xi_{\mu\nu\sigma} \). In adapted null coordinates the independent components of the Cotton tensor are

\[ \xi_{00A}, \xi_{01A}, \xi_{11A}, \xi_{A0B}, \xi_{11B}, \xi_{ABC}, \]
We have
\[
\begin{align*}
\xi_{01A} &= 2(\nabla_A L_{01} - \nabla_1 L_{0A}) , \\
\xi_{11A} &= 2(\nabla_A L_{11} - \nabla_1 L_{1A}) , \\
\xi_{A1B} &= 2(\nabla_B L_{1A} - \nabla_1 L_{AB}) , \\
\xi_{ABC} &= 2(\nabla_C L_{AB} - \nabla_B L_{AC}) ,
\end{align*}
\] (6.46)
and no transverse derivatives of \( L_{\mu\nu} \) are involved. The remaining components follow from (6.30),
\[
\begin{align*}
\tau_{00A} &= 2 \nu^0 \Theta_B \xi_{010A} , \\
\tau_{A0B} &= 2 \nu^0 \Theta_B \xi_{0BA1} .
\end{align*}
\] (6.50)
(\( R = 0, \mathfrak{s} = -2, \kappa = 0, \hat{g} = \eta \)-wave-map gauge)

To make computations easier we restrict attention to the \((R = 0, \mathfrak{s} = -2, \kappa = 0, \hat{g} = \eta\)-wave-map gauge. Henceforth all equalities are meant to hold in this particular gauge. As free initial data we take the \( s \)-trace-free tensor \( \omega_{AB} = \mathcal{L}_{AB} \).

The constraint equations for \( \hat{g}_{\mu
u} \), \( \hat{L}_{\mu\nu} \), and \( \hat{C}_{\mu\nu\rho\sigma} \) read (cf. (5.6)–(5.10))
\[
\begin{align*}
\hat{g}_{\mu\nu} &= \eta_{\mu\nu} , \quad \hat{C}_{\mu\nu\rho\sigma} = 0 , \\
\hat{L}_{1\mu} &= 0 , \quad \hat{L}_{0A} = \frac{1}{2} \hat{\nabla}^B \lambda_{AB} , \quad \hat{g}^{AB} \hat{L}_{AB} = 0 , \\
4(\partial_1 + r^{-1})\hat{L}_{00} &= \lambda^{AB} \omega_{AB} - 4\rho - 2\hat{\nabla}^A \hat{L}_{0A} ,
\end{align*}
\] (6.52)
where
\[
\begin{align*}
(\partial_1 - r^{-1})\lambda_{AB} &= -2\omega_{AB} , \\
(\partial_1 + 3r^{-1})\rho &= \frac{1}{2} r^{-1} \hat{\nabla}^A \partial_1 \hat{L}_{0A} - \frac{1}{4} \lambda^{AB} \partial_1 (r^{-1} \omega_{AB}) .
\end{align*}
\] (6.55)
The relevant boundary conditions are
\( \hat{L}_{00} = O(1) \), \( \lambda_{AB} = O(r^3) \), \( \rho = O(1) \). (6.57)
The equations (6.48)–(6.51) yield
\[
\begin{align*}
\dot{\xi}_{01A} &= -2 \partial_1 \hat{L}_{0A} = \hat{g}^{BC} \xi_{BAC} , \\
\dot{\xi}_{11A} &= 0 , \\
\dot{\xi}_{A1B} &= -2r \partial_1 (r^{-1} \omega_{AB}) , \\
\dot{\xi}_{ABC} &= 4 \hat{\nabla}_{[C} \omega_{B]A} - 4r^{-1} \hat{g}_{A[B} \hat{L}_{C]} + \frac{1}{2} \hat{\nabla}^B \xi_{ABC} , \\
\dot{\xi}_{00A} &= -4r \partial_{010A} , \quad \text{i.e.} \\
\partial_1 \dot{\xi}_{00A} &= \hat{\nabla}^B (\lambda_{[A} \omega_{B|C]} - 2 \hat{\nabla}^B \hat{\nabla}_{[A} \hat{L}_{B]|0} + \frac{1}{2} \hat{\nabla}^B \dot{\xi}_{A1B} \\
& \quad - 2r \hat{\nabla}_{A\rho} + r^{-1} \dot{\xi}_{01A} + \lambda_{A}^{B} \dot{\xi}_{01B} , \\
\dot{\xi}_{A0B} &= 2r \hat{g}_{AB} \partial_{0101} - 2r \partial_1 \dot{A} \hat{1} - 2r \partial_0 \hat{1} \hat{A} B \\
& = \lambda_{[A} \omega_{B|C]} - 2 \hat{\nabla}_{[A} \hat{L}_{B]|0} + 2r \rho \hat{g}_{AB} - \frac{1}{2} \dot{\xi}_{A1B} ,
\end{align*}
\] (6.63)
with boundary condition
\[
\dot{\xi}_{00A} = O(r) .
\] (6.65)
We employed the $d_{\mu\nu\sigma\rho}$-constraints \cite{38,12} to derive the expressions for $\xi_{0A}$ and $\xi_{AB}$ (recall that $\partial_t\Theta = -2r$, cf. Section 4.3).

Using the constraints for $\xi_{\mu\nu\sigma}$, one may rewrite the equation for $\rho$,

$$8(\partial_t + 3r^{-1})\rho = r^{-1}\lambda^A\xi_{1AB} - 2r^{-1}\nabla^A\xi_{0A}.$$ \hspace{1cm} (6.66)

Note that for the Cotton tensor to be regular at $i^-$ the initial data necessarily need to satisfy $\omega_{AB} = O(r^3)$, cf. (6.66).

6.5 Applicability of Theorem 6.4 on the $C_{i^-}$-cone

Let us assume we have been given initial data $\omega_{AB} = O(r^3)$ on $C_{i^-}$, such that a smooth solution of the CWE2 exists in some neighbourhood to the future of $i^-$, smoothly extendable through $C_{i^-}$, which induces the prescribed data $\Theta = 0$, $\delta = -2$, $C_{\mu\nu\sigma}^\rho = 0$, $\tilde{g}_{\mu\nu} = \eta_{\mu\nu}$, $L_{\mu\nu}$ and $\xi_{\mu\nu\sigma}$ on $C_{i^-}$, the last two fields determined from the hierarchical system of constraint equations \cite{32,34}. We want to investigate to what extent the hypotheses of Theorem 6.4 are satisfied under these assumptions.

For convenience let us recall the CWE2 in an $(R = 0)$-gauge,

\begin{align*}
\Box_g^{(H)} L_{\mu\nu} &= 4L_{\mu\nu}L_{\nu}^\kappa - g_{\mu\nu}|L|^2 - 2C_{\mu\nu\rho} L_{\rho}^\sigma, \\
\Box_g s &= \Theta|L|^2, \\
\Box_g \Theta &= 4s, \\
\Box_g^{(H)} C_{\mu\nu\sigma\rho} &= C_{\mu\nu\rho\sigma}^\kappa C_{\sigma\nu\rho}^{\alpha\kappa} - 4C_{\sigma\nu\rho\alpha}^{\kappa} C_{\nu\rho}^{\alpha\kappa} - 2C_{\nu\rho\mu\sigma} L_{\nu}^\kappa - 2C_{\mu\nu\kappa\rho} L_{\rho}^\kappa \\
&\quad - \nabla_{[\nu} \xi_{\rho\sigma]} - \nabla_{[\rho} \xi_{\sigma\nu]}, \\
\Box_g^{(H)} \xi_{\mu\nu\sigma} &= 4C_{\mu\nu\sigma\alpha}^{\kappa} C_{\rho\alpha}^{\kappa} + C_{\mu\sigma\rho\alpha}^{\kappa} - 4\xi_{\mu\nu\sigma\alpha} L_{\alpha}^\kappa + 6g_{\mu\nu}\xi_{\sigma\kappa} L_{\kappa}^\alpha \\
&\quad + 8\xi_{\alpha\kappa\sigma} \nabla_{[\sigma} \xi_{\alpha\nu]}^{\kappa}, \\
R_{\mu\nu\sigma\rho}^{(H)} [g] &= 2L_{\mu\nu}. \hspace{1cm} (6.72)
\end{align*}

Vanishing of $\mathcal{T}^\alpha$

This can be shown in exactly the same manner as for the CWE, Section 5.2.

Vanishing of $\partial_0 H^\sigma$ and $\zeta_\mu$

We know that the wave-gauge vector fulfills the wave equation \cite{19} with $R = 0$,

$$\nabla^\nu \nabla_\mu H^\alpha + 2g^{\mu\alpha} \nabla_\rho \nabla^\rho H^\alpha + 4\nabla^\nu L_{\nu}^\alpha - 2\nabla^\alpha L = 0.$$ \hspace{1cm} (6.73)

As for the CWE the vanishing of $\partial_0 H^0$ and $\partial_0 H^A$ follows from (6.73) with $\alpha = 0, A$ by taking regularity at the vertex into account. Taking the trace of the restriction of (6.72) to the initial surface then shows that the curvature scalar vanishes initially, $\mathcal{R}_0 = 0$.

The $\alpha = 1$-component of (6.72) can be written as

$$0 = \nabla_\mu H^\mu + 2(\partial_4 + \tau) L_{\mu0}^{\alpha} + 2\nabla^\tau L_{\mu0}^{\alpha} + 2\partial_0 L_{\mu0} - \mathcal{G}^{AB} \partial_0 L_{0A} + \mathcal{G}^{AB} \Phi_0 L_{0A} = 0,$$ \hspace{1cm} (6.74)

where we used that $\partial_0 L_{10} = 0$, cf. (5.32), and that

$$\partial_0 L = \partial_0 (g^{\mu\nu} L_{\mu\nu}) = 2\partial_0 L_{01} + \mathcal{G}^{AB} \partial_0 L_{0A} - \mathcal{G}^{AB} \mathcal{T}_{0A}.$$ \hspace{1cm} (6.75)
We observe that, although we do not know yet whether $\partial_0 L$ vanishes, equation (6.74) coincides with (5.43) of Section 5.3, and thus the vanishing of $\partial_0 H^\tau$ can be established by proceeding in exactly the same manner as for the CWE; one first shows that the source terms in (6.74) vanishes and then utilizes regularity to deduce the desired result. Altogether we have

$$\nabla_\mu H^\nu = 0 . \quad (6.76)$$

Inserting the definition (6.20) of $\zeta^{\mu}$ into (6.73) yields

$$\zeta^{\mu} = 0 . \quad (6.77)$$

Vanishing of $\zeta^{\mu\nu\rho}$

Since $\zeta^\rho = 0$, it suffices to show that $\zeta^{1\nu\mu} = 0$. Invoking the symmetries of $\zeta^{\mu\nu\rho}$, we deduce from the constraint equations (6.58)–(6.61) that

$$\zeta^{101} \equiv \bar{g}^{AB}\zeta_{[A1B]} = 0 ,$$

$$\zeta^{10A} \equiv \bar{g}^{BC}\zeta_{[BAC]} - \zeta^{01A} - \zeta^{11A} = 0 ,$$

$$\zeta^{11A} = 0 ,$$

$$\zeta^{1AB} \equiv -2\zeta_{1[AB]} = 0 .$$

Vanishing of $\xi^{\mu\nu\sigma}$

We need to show that $\xi^{\mu\nu\sigma} = \zeta^{\mu\nu\sigma}$.

For the components $\xi^{01A}$, $\xi^{11A}$, $\xi^{1AB}$ and $\xi^{ABC}$ this follows straightforwardly from the constraint equations (6.58)–(6.61). The remaining independent components $\xi^{00A}$ and $\xi^{0AB}$ are determined by (6.62) and (6.63), respectively. We observe that $\xi^{00A} = \bar{\xi}^{00A}$ and $\xi^{0AB} - \bar{\xi}^{0AB}$ satisfy the same equations as the components $\xi^{00A}/2$ and $\xi^{0AB}/2$ in Section 5.8, so one just needs to repeat the computations carried out there to accomplish the proof that $\xi^{\mu\nu\sigma} = \zeta^{\mu\nu\sigma}$.

Vanishing of $W^{\mu\nu\sigma\rho}$

In the same manner as for the CWE, Section 5.4, one shows that the Weyl tensor $W^{\mu\nu\sigma\rho}$ of $\bar{g}_{\mu\nu}$ vanishes initially.

Validity of the equations (6.36)–(6.39) on $C_t$

The validity of (6.36) on $C_t$ follows from the vanishing of $\bar{\zeta}$ and $\bar{\zeta}^{\mu\nu\rho}$. The computation which shows the vanishing of (6.37)–(6.39) is identical to the one we did for the CWE, cf. Sections 5.5–5.7.

6.6 Main result concerning the CWE

We end up with the following result, which is in close analogy with Theorem 5.1.
Theorem 6.5 Let us suppose we have been given a smooth one-parameter family of \( s \)-traceless tensors \( \omega_{AB}(r, x^A) = O(r^3) \) on the 2-sphere, where \( s \) denotes the standard metric. A smooth solution \((g_{\mu\nu}, L_{\mu\nu}, C_{\mu\nu\rho}, \xi_{\mu\nu\sigma}, \Theta, s)\) of the CWE2 \((6.67)-(6.72)\) to the future of \( C_i^- \), smoothly extendable through \( C_i^- \), with initial data \((\dot{g}_{\mu\nu}, \dot{L}_{\mu\nu}, \dot{C}_{\mu\nu\rho}, \dot{\xi}_{\mu\nu\sigma}, \dot{\Theta} = 0, \dot{s} = -2)\), where \( \dot{L}_{AB} = \omega_{AB} \), provides a solution \((g_{\mu\nu}, L_{\mu\nu}, d_{\mu\nu\sigma\rho} = \Theta^{-1} C_{\mu\nu\rho}, \Theta, s)\) of the MCFE \((6.29)-(6.34)\) with \( \lambda = 0 \), smoothly continued across \( I^- \), in a neighbourhood of \( i^- \) intersected with \( J^+(i^-) \), with the possible exception of \( i^- \) itself, in the \( (R = 0, \kappa = -2, \kappa = 0, \check{g}_{\mu\nu} = \eta_{\mu\nu}) \)-wave-map gauge if and only if the initial data have their usual symmetry properties and satisfy the constraint equations \((6.52)-(6.56)\) and \((6.58)-(6.64)\) with boundary conditions \((6.57)\) and \((6.65)\)\footnote{Note that if \( s|_{i^-} < 0 \) then \( \Theta \) is positive in the interior of \( C_i^- \) and sufficiently close to \( i^- \) and \( \Theta \neq 0 \) on \( C_i^- \setminus \{i^-\} \) near \( i^- \), so a solution of the CWE2 provides a solution of the MCFE in \( J^+(i^-) \setminus \{i^-\} \) sufficiently close to \( i^- \).}.

Remark 6.6 Note that regularity for the Cotton tensor implies that the initial data necessarily need to satisfy \( \omega_{AB}(r, x^A) = O(r^3) \), cf. equation \((6.60)\).

7 Conclusions and outlook

Let us finish by briefly comparing the two systems of wave equations, CWE and CWE2, which we have studied here, and by summarizing the results we have established for them.

7.1 Comparison of both systems CWE & CWE2

It might be advantageous in certain situations that the Schouten, Weyl and Cotton tensor, which appear in the CWE2-system, can be directly expressed in terms of the metric. In contrast, the rescaled Weyl tensor, which is an unknown of the CWE, can be defined on \( J \) in terms of the metric and the conformal factor only via a limiting process from the inside.

Once a smooth solution of the CWE has been constructed (we think of a characteristic Cauchy problem with data on \( C_i^- \)), it is, as a matter of course, known that the rescaled Weyl tensor is regular at \( i^- \). Since both, \( \Theta \) and \( d\Theta \), vanish at \( i^- \) the same conclusion cannot be straightforwardly drawn for a solution of CWE2, even if one takes initial data \( \omega_{AB} = O(r^4) \). Note for this that the constraint equations for CWE2 are somewhat “weaker” than the constraints for the CWE involving the rescaled Weyl tensor, which is due to the fact that the Cotton tensor has less independent components than the rescaled Weyl tensor. It is the \( d_{\mu\nu\sigma\rho} \)-constraint which has no equivalent in the CWE2-system. Thus it seems to be plausible that the conclusions are weaker, too. One has no control how \( C_{\mu\nu\sigma\rho}/\Theta \) behaves near the vertex. It seems to be hopeless to catch the behaviour of \( d_{\mu\nu\sigma\rho} \) when approaching \( i^- \) in terms of the initial data on \( C_i^- \).

However, this can be seen as an advantage as well, for there seems to be no reason why the rescaled Weyl tensor should be regular at \( i^- \). It might be more
sensible to assume just the unphysical metric to be regular there. Note, however, that for analytic data the rescaled Weyl tensor will be regular at $i^- [24]$, while for smooth data this is an open issue. The CWE2 might be predestined to construct solutions of the Einstein equations with a rescaled Weyl tensor which cannot be extended across $i^-$, supposing of course that such solutions do exist at all. In fact, we have seen that any smooth solution of the CWE (supplemented by the constraint equations) necessarily requires initial data $\omega_{AB} = O(r^4)$, while for the CWE2 we just needed to require $\omega_{AB} = O(r^3)$. So if one is able to construct a solution of the CWE2 from free initial data $\omega_{AB}$ which are properly $O(r^3)$, the corresponding solution of the MCFE will lead to a rescaled Weyl tensor which could not be regular at $i^-$. 

7.2 Summary and outlook

Both CWE and CWE2 have been extracted from the MCFE by imposing a generalized wave-map gauge condition. Similar to Friedrich’s reduced conformal field equations, they provide, in $3 + 1$ dimensions, a well behaved system of evolution equations. The main object of this paper was to investigate the issue under which conditions a solution of the CWE/CWE2 is also a solution of the MCFE. Since, roughly speaking, the CWE/CWE2 have been derived from the MCFE by differentiation, one needs to make sure, on characteristic initial surfaces, that the MCFE are initially satisfied, as made rigorous by Theorems 3.7 and 6.4.

One would like to construct the initial data for the CWE/CWE2 in such a way, that all the hypothesis in these theorems are fulfilled. The expectation is that this is the case whenever the data are constructed from suitable free “reduced” data by solving a set of constraint equations induced by the MCFE on the initial surface, which is a hierarchical system of algebraic equations and ODEs, as typical for characteristic initial value problems for Einstein’s vacuum field equations. In this work, we have restricted attention to the $C_i^-$-cone, which requires $\lambda = 0$, and, for computational purposes, to a specific gauge, and showed that this is indeed the case, cf. Theorems 5.1 and 6.5.

Analogous results should be expected to hold for e.g. a light-cone for $\lambda \geq 0$ whose vertex is located at $I^-$, or for two transversally intersecting null hypersurfaces, one of which belongs to $I^-$ for $\lambda = 0$, or where the intersection manifold is located at $I^-$ for $\lambda > 0$, and also for such surfaces with a vertex, or intersection manifold, located in the physical space-time. Furthermore, any generalized wave-map gauge with sufficiently well-behaved gauge functions should lead to the same conclusions. We will not work out the details here. It should also be clear that results similar to Theorems 5.1 and 6.5 can be established with initial data of finite differentiability.

The equivalence issue between CWE/CWE2 and MCFE is also of relevance for spacelike Cauchy problems. This has been analysed in [30]. It is shown there that, roughly speaking, a solution of the CWE is a solution of the MCFE if the MCFE and their transverse derivatives are satisfied on the initial surface. As in the characteristic case, it should be expected that this can be guaranteed whenever the initial data are constructed as solutions of an appropriate set of constraint equations. In [30] this has been proved to be the case if the initial surface is a spacelike $I^-$ (here one needs to assume $\lambda > 0$).
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A Cone-smoothness and proof of Lemma 2.1

In order to prove Lemma 2.1 we need some facts about cone-smooth functions. Therefore let us briefly review the notion of cone-smoothness as well as some basic properties of cone-smooth functions. For the details we refer the reader to [9, 11].

We denote by \( \{ y^0 \equiv t, y^i \} \) coordinates in a 4-dimensional spacetime for which

\[
C_O := \{ y^u \in \mathbb{R}^4 : y^0 = \sqrt{\sum_i (y^i)^2} \}.
\]

is the light-cone emanating from a point \( O \). Such coordinates exist at least sufficiently close to the vertex. Adapted null coordinates are denoted by \( \{ u, x^1 \equiv r, x^A \} \). Both coordinate systems are related via a transformation of the form (cf. [11]),

\[
y^0 = x^1 - x^0, \quad y^i = x^1 \Theta^i(x^A) \quad \text{with} \quad \sum_{i=1}^3 (\Theta^i(x^A))^2 = 1.
\]

**Definition A.1** ([11]) A function \( \varphi \) defined on \( C_O \) is said to belong to \( \mathcal{C}^k(C_O) \), \( k \in \mathbb{N} \cup \{ \infty \} \), if it can be written as \( \hat{\varphi} + r \check{\varphi} \) with \( \hat{\varphi} \) and \( \check{\varphi} \) being \( \mathcal{C}^k \)-functions of \( y^i \). If \( k = \infty \) the function \( \varphi \) is called cone-smooth.

**Remark A.2** We are particularly interested in the cone-smooth case \( k = \infty \).

**Proposition A.3** ([11]) Let \( \varphi : C_O \to \mathbb{R} \) be a function and let \( k \in \mathbb{N} \cup \{ \infty \} \). The following statements are equivalent:

(i) The function \( \varphi \) can be extended to a \( \mathcal{C}^k \) function on \( \mathbb{R}^4 \).

(ii) \( \varphi \in \mathcal{C}^k(C_O) \).

(iii) The function \( \varphi \) admits an expansion of the form \( (\varphi_{i_1 \ldots i_p}, \varphi'_{i_1 \ldots i_{p-1}}) \in \mathbb{R}) \)

\[
\varphi = \sum_{p=0}^k \varphi_p r^p + o_k(r^k) \quad \text{where} \quad \varphi_p := \varphi_{i_1 \ldots i_p} \Theta^{i_1} \ldots \Theta^{i_p} + \varphi'_{i_1 \ldots i_{p-1}} \Theta^{i_1} \ldots \Theta^{i_{p-1}}.
\]

**Lemma A.4** ([3]) Let \( \varphi \in \mathcal{C}^k(C_O) \) with \( k \in \mathbb{N} \cup \{ \infty \} \). Then

(i) \( \exp(\varphi) \in \mathcal{C}^k(C_O) \), and

(ii) \( r^{-1} \int_{r}^{r'} \varphi(\hat{r}, x^A) \, d\hat{r} \in \mathcal{C}^k(C_O) \).

If, in addition, \( \varphi(0) = 0 \), then
\( \int_0^r \hat{r}^{-1} \varphi(\hat{r}, x^A) \, d\hat{r} \in C^k(C_0). \)

**Lemma A.5** Consider any smooth solution of the MCFE in 4 spacetime dimensions in some neighbourhood \( \mathcal{W} \) to the future of \( \dot{i}^- \), smoothly extendable through \( C_{i^-} \), which satisfies

\[
 s_{i^-} := s|_{i^-} \neq 0 . \tag{A.1}
\]

Let \( \rho \) be any function on \( \mathcal{W} \cap \partial J^+(i^-) \) with \( \rho_{i^-} := \rho|_{i^-} \neq 0 \) and \( \lim_{r \to 0} \partial_r \rho = 0 \) which can be extended to a smooth spacetime function. Then the equation

\[
 \nabla_\mu \Theta \nabla^\mu \phi s - \phi s^2 = 0 \tag{A.2}
\]

is a Fuchsian ODE for \( \phi \) and any solution satisfies (set \( \phi_{i^-} := \phi|_{i^-} \))

\[
 \text{sign}(\phi_{i^-}) = \text{sign}(s_{i^-}) \text{sign}(\rho_{i^-}) \tag{A.3}
\]

(in particular \( \phi_{i^-} \neq 0 \)), and is the restriction to \( C_{i^-} \) of a smooth spacetime function.

**Proof:** We assume a sufficiently regular gauge so that the regularity conditions (4.41)-(4.51) in [5] hold. Evaluation of the MCFE (2.7) on \( I^- \) in coordinates adapted to the cone implies the relation

\[
 \nabla^A \nabla_B \Theta = 2 s \iff \tau \partial_0 \Theta = 2 \nu_0 \tau . \tag{A.4}
\]

The notation is introduced at the beginning of Section 4. The expansion \( \tau \) of the light-cone satisfies

\[
 \tau = \frac{2}{r} + O(r) , \quad \partial_1 \tau = -\frac{2}{r^2} + O(1) .
\]

Moreover, regularity requires

\[
 \nu_0 = 1 + O(r^2) , \quad \partial_1 \nu_0 = O(r) , \quad \tau = O(1) , \quad \partial_1 \tau = O(1) .
\]

Hence

\[
 \nu \partial_0 \Theta = s_{i^-} + O(r^2) \text{ and } \partial_1 \nu \partial_0 \Theta = s_{i^-} + O(r) . \tag{A.5}
\]

The \( r \)-component of the MCFE (2.7) yields

\[
 \partial_1 \tau + \nu^\rho \mathcal{T}_{11} \partial_0 \Theta = 0 \implies \partial_1 \tau|_{i^-} = 0
\]

due to regularity (note that \( \mathcal{T}_{11} = O(1) \)), i.e.

\[
 \tau = s_{i^-} + O(r^2) .
\]

In adapted null coordinates (A.2) reads

\[
 \nu^\rho \partial_0 \Theta \partial_1 \phi + \pi \phi - \rho \phi^2 = 0 , \tag{A.6}
\]

i.e., since \( d\Theta|_{\mathcal{W}} \neq 0 \), (A.2) is a Fuchsian ODE for \( \phi \) along the null geodesics emanating from \( \dot{i}^- \). By assumption, the functions \( \tau \) and \( \rho \) are cone-smooth. In [9] it is shown that \( \nu^\rho \) and \( \tau \) are cone-smooth. That implies that the function

\[
 \psi := \frac{\partial_0 \Theta}{r} = \frac{2 \nu_0 \pi}{r \tau} = s_{i^-} + O(r^2)
\]
is cone-smooth, as well (note that \( \{r^2\}|_{i^-} \neq 0 \)). Since we have assumed \( s_{i^-} \neq 0 \), the function \( \psi \) has no zeros near \( i^- \), so \( \psi^{-1} \) exists near \( i^- \) and is cone-smooth. The ODE (A.6) thus takes the form

\[
\rho \phi' + \omega \phi^2 = 0 ,
\]

where the functions \( \hat{\omega} := \nu_0 s \psi^{-1} = 1 + O(r^2) \) and \( \omega := \nu_0 \rho \psi^{-1} = \frac{\rho_{i^-}}{s_{i^-}} + O(r^2) \) are cone-smooth and non-vanishing near the tip of the cone.\(^{14}\)

Let \( \varepsilon > 0 \) be sufficiently small. We introduce the function

\[
\gamma := e^{-\int_{\varepsilon}^{r} \hat{\omega}^{-1} \omega d\hat{r}} \phi^{-1} ,
\]

so that (A.7) becomes

\[
x^2 \partial_{\gamma} \gamma + \zeta = 0 ,
\]

where

\[
\zeta := \varepsilon \omega e^{-\int_{\varepsilon}^{r} \hat{\omega}^{-1} (\hat{\omega} - 1) d\hat{r}} \varepsilon \frac{\rho_{i^-}}{s_{i^-}} + O(r^2)
\]

is cone-smooth by Lemma (A.4) and has a sign near the tip,

\[
\text{sign}(\zeta_{i^-}) = \text{sign}(s_{i^-}) \text{sign}(\rho_{i^-}).
\]

Consequently,

\[
x \gamma = -\int \hat{r}^{-2} \zeta d\hat{r} = c + \hat{c} r + O(r^2)
\]

is cone-smooth and has a sign as follows immediately from the expansions in Proposition (A.3) and term-by-term integration. The constant \( \hat{c} \) can be regarded as representing the, possibly \( x^A \)-dependent, integration function. We conclude that the function

\[
\tilde{\phi} := \varepsilon e^{-\int_{\varepsilon}^{r} \hat{\omega}^{-1} (\hat{\omega} - 1) d\hat{r}} \rho_{i^-}^{-1} = \frac{s_{i^-}}{\rho_{i^-}} + O(r)
\]

is cone-smooth and has a sign near the vertex of the cone,

\[
\text{sign}(\tilde{\phi}_{i^-}) = \text{sign}(s_{i^-}) \text{sign}(\rho_{i^-})
\]

(Note that there remains a gauge freedom to choose \( \partial_{\gamma} \tilde{\phi}_{i^-} \)).

\[\square\]
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