Wigner-function formalism applied to semiconductor quantum devices: Need for nonlocal scattering models
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In designing and optimizing new-generation nanomaterials and related quantum devices, dissipation versus decoherence phenomena are often accounted for via local scattering models, such as relaxation-time and Boltzmann-like schemes. Here we show that the use of such local scattering approaches within the Wigner-function formalism may lead to unphysical results, namely anomalous suppression of intersubband relaxation, incorrect thermalization dynamics, and violation of probability-density positivity. Furthermore, we propose a quantum-mechanical generalization of relaxation-time and Boltzmann-like models, resulting in nonlocal scattering superoperators that enable one to overcome such limitations.
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I. INTRODUCTION

The application of the semiclassical Boltzmann transport theory1 is controversial in various situations of state-of-the-art micro- and nanoelectronics. Indeed, space and/or time scale reduction, enabled by present-day technological advances, pushes new-generation semiconductor devices toward quantum regimes,2–13 thereby entailing important consequences. The first one is the development of quantum approaches, which can be qualitatively grouped in two main classes: double-time approaches based on the nonequilibrium Green’s function technique,14–16 and single-time approaches based on the density-matrix theory,17,18 including phase-space treatments within the Wigner-function formalism.19 The second consequence is a significant increase in computational effort and resources; indeed, a microscopic treatment of various scattering mechanisms via proper Monte Carlo simulations8 is often computationally too demanding already within the conventional Boltzmann transport theory, and for quantum-transport simulation strategies the situation is even worse. Simplified schemes are therefore often adopted to handily design and optimize new-generation nanomaterials and related devices. Under some conditions, however, such simplified schemes may lead to unrealistic results. For instance, within conventional Wigner-function simulations, the exchange of particles between an open quantum system and its external charge reservoirs is often modeled in terms of semiclassical spatial-boundary-condition schemes; This may give rise to non-unique and/or to unphysical solutions, as has been pointed out in Ref. [20].

Another important issue in the Wigner-function-based modelling is represented by the simulation of dissipation and decoherence phenomena, which is often performed via simplified local scattering models, namely relaxation-time approximation (RTA) and Boltzmann-like treatments. This paper is devoted to this fundamental aspect. Our goal is twofold: (i) we shall show that a naive incorporation of local scattering models within conventional Wigner-function simulation schemes may lead to unphysical results, like anomalous suppression of intersubband relaxation, incorrect thermalization dynamics, and violation of probability-density positivity; (ii) we shall propose quantum-mechanical generalizations of conventional relaxation-time as well as Boltzmann-like models, resulting in nonlocal and positivity-preserving scattering superoperators able to overcome the unphysical behaviors just mentioned. In particular, starting from the density-matrix treatment originally proposed in Ref. [21] and recently extended in Ref. [22], we shall derive a corresponding nonlinear Wigner-function scattering superoperator able to describe dissipation and decoherence also in quantum devices operating at high carrier densities.

The paper is organized as follows: In Sec. II we briefly recall the main aspects of the Wigner-function formalism, pointing out where locality assumptions arise, and comparing the latter to its density-matrix counterpart. In Sec. III we show the intrinsic limitations of relaxation-time and Boltzmann-like scattering models. Then, in Sec. IV we propose corresponding nonlocal generalizations that allow one to overcome these problems. Finally, in Sec. V we summarize our results and draw the conclusions.

II. WIGNER-FUNCTION VERSUS DENSITY-MATRIX FORMALISM

The Wigner-function formalism3,11 has been adopted in various contexts to study quantum-transport phenomena in semiconductor nanomaterials and nanodevices.23–51 In what follows, we briefly summarize its main features with the purpose of better illustrating our results reported in the next sections. The Wigner function \( f(r, k) \), despite being defined on the classical phase-space \((r, k)\), fully characterizes the quantum and statistical state of the electron subsystem, since it is
in one-to-one correspondence with the single-particle density matrix $\hat{\rho}$ via the Weyl-Wigner transform $f(r, k) = \text{tr}[\hat{W}(r, k)\hat{\rho}]$. It is thus an extremely useful tool offering a twofold advantage. On the one hand, as a function defined on the single-particle phase-space coordinates, it is more intuitive, visualizable and handable than quantities characterizing other quantum formalisms, like the nonequilibrium Green’s functions, whose double-time nature makes their physical interpretation less straightforward and their computation more demanding. On the other hand, the Wigner function can be regarded as the quantum-mechanical generalization of the conventional distribution function, thus providing a straightforward way to compare with any semiclassical or Boltzmann approach.

The Wigner function fulfills the Wigner transport equation, which may be schematically written as

$$\frac{\partial f(r, k)}{\partial t} = \frac{\partial f(r, k)}{\partial t}\bigg|_d + \frac{\partial f(r, k)}{\partial t}\bigg|_s ,$$

and is formally reminiscent of the Boltzmann equation for the distribution function. Such basic link has also stimulated the development of so-called Wigner Monte Carlo schemes, namely simulation techniques based on a Monte Carlo solution of the Wigner transport equation. The first term on the right-hand side of Eq. (1) is the quantum-mechanical generalization of the deterministic (diffusion-plus-drift) term in the semiclassical theory, and can be conveniently expressed in terms of the well-known Moyal brackets, whose explicit form depends on the electron band dispersion and on the electromagnetic gauge. Within the customary approximation of a parabolic dispersion characterized by an effective-mass $m^*$, and in the presence of static electric fields only (i.e., no magnetic field) described by a purely scalar potential $V(r)$, the deterministic (d) contribution to Eq. (1) is given by

$$\frac{\partial f(r, k)}{\partial t}\bigg|_d = -\frac{\hbar k}{m^*} \nabla_r f(r, k) - \int dk' V(r, k-k') f(r, k'),$$

where

$$V(r, k') = \frac{i}{\hbar} \int dr' e^{-ik'(r-r')} \left[ V \left( r + \frac{r'}{2} \right) - V \left( r - \frac{r'}{2} \right) \right],$$

is the nonlocal Weyl-Wigner superoperator corresponding to the scalar-potential profile.

The second term in Eq. (1) describes energy dissipation and decoherence phenomena induced by various scattering mechanisms. Within a fully quantum-mechanical treatment, such scattering term is strictly nonlocal, as described in detail in Ref. [53], and can be written in the form

$$\frac{\partial f(r, k)}{\partial t}\bigg|_s = S[f(r', k')] (r, k),$$

where, in general, $S$ is a nonlinear scattering superoperator describing a nonlocal action both in $r$ and $k$, i.e., the scattering contribution to the generic phase-space point $(r, k)$ depends on the value of the Wigner function $f$ in any other phase-space point $(r', k')$.

Due to the difficulty in dealing with its fully nonlocal character, it is common practice in many quantum-simulation approaches to replace the scattering superoperator in (4) with a local superoperator. The simplest choice is the adoption of a RTA model that reverts the semiclassical case, i.e.,

$$\left. \frac{\partial f(r, k)}{\partial t} \right|_s = -\Gamma(r, k) (f(r, k) - f_o(r, k)) ,$$

where the relaxation of a state $(r, k)$ toward the equilibrium Wigner function $f_o(r, k)$ is described in terms of a space- and momentum-dependent relaxation rate $\Gamma(r, k)$ that purely depends on that state and encodes all relevant scattering processes characterizing the operational conditions of the device. The space- and energy-dependence of $\Gamma(r, k)$ may be extracted from fully microscopic Monte Carlo simulations, or modelled via simplified Fermi’s Golden rule treatments.

Another simplified (i.e., local) version of the scattering superoperator in Eq. (4) is inspired by the formal analogy between the Wigner transport equation (1) and the usual Boltzmann transport theory, and consists in replacing $S$ with a conventional (i.e., semiclassical) Boltzmann collision term

$$\left. \frac{\partial f(r, k)}{\partial t} \right|_s = \int dk' [P(r, k; k') f(r, k') - P(r; k', k) f(r, k)]$$

where

$$P(r; k, k') = (1 - f(r, k)) P_0(r; k, k')$$

denotes the low-density scattering rate $P_0$ in $r$ for the generic transition $k' \rightarrow k$, weighted by the usual Pauli-blocking factor, and simply reduces to $P_0(r; k, k')$ in the low-density limit ($f(r, k) \rightarrow 0$).

Importantly, all such simplified approaches are local in space; more precisely, the following approximation is made

$$\left. \frac{\partial f(r, k)}{\partial t} \right|_s \approx S[f(r', k')] (r, k),$$

i.e., the scattering contribution to the generic phase-space point $(r, k)$ is assumed to depend on the value of the Wigner function $f$ in $r$ only.

In order to better illustrate this aspect one can focus on the low-density limit, where the original nonlinear scattering superoperator $S$ in (4) acquires the form

$$\left. \frac{\partial f(r, k)}{\partial t} \right|_s = \int dr' dk' A(r, k; r', k') f(r', k') + B(r, k) .$$
Under the approximation scheme of locality in space, \( A(r; k; r', k') \approx \delta(r - r')A(r; k, k') \). Equation (9) therefore reduces to

\[
\frac{\partial f(r, k)}{\partial t} |_s = \int d^3k' \tilde{A}(r; k, k') f(r, k') + B(r, k) \tag{10}
\]

and the semiclassical Boltzmann collision term (6) is then recovered by identifying \( B(r, k) = 0 \) and

\[
\tilde{A}(r; k, k') = P(r; k, k') - \delta(k - k') \int d^3k'' P(r; k'', k). \tag{11}
\]

The first term in Eq. (11) is local in \( r \) and represents the in-scattering part, while the second one is local both in \( r \) and \( k \) and corresponds to the out-scattering part. Equation (10) may be further simplified by neglecting nonlocal contributions in \( k' \), i.e., by assuming \( \tilde{A}(r; k, k') \approx \delta(k - k')A(r; k) \). One then obtains

\[
\frac{\partial f(r, k)}{\partial t} |_s = \tilde{A}(r; k) f(r, k) + B(r, k) \quad \text{.} \tag{12}
\]

and the RTA model in (5) is then recovered upon identifying \( \tilde{A}(r; k) = -\Gamma(r, k) \) and \( B(r, k) = \Gamma(r, k) f^0(r, k) \).

Although approximations are often unavoidable, the degree of accuracy of a given simplified form for the scattering superoperator is intimately related to the nanostructure as well as to the specific phenomenon under investigation. Two basic requirements are, however, always mandatory:

(i) the scattering superoperator should preserve the positive-definite character of our quantum-mechanical state at any time;

(ii) in the absence of external electro-optical excitations the steady-state solution of the transport equation (1) should coincide with the thermodynamic state.

Checking the fulfillment of these basic requirements is in general a highly non-trivial task: to this aim it is worth exploiting the close relation between the Wigner function and the corresponding single-particle density matrix. More specifically, adopting the very same notation employed in Ref. [20], and by compactly labelling with \( \alpha \) the set of relevant quantum numbers for the single-particle electronic states of a semiconductor nanostructure, the density matrix \( \rho_{\alpha_1\alpha_2} \) can be written in terms of the Wigner function \( f(r, k) \) as

\[
\rho_{\alpha_1\alpha_2} = \int \frac{d^3r}{(2\pi)^3} \frac{d^3k}{(2\pi)^3} W_{\alpha_1\alpha_2}(r, k) f(r, k) \quad \text{,} \tag{13}
\]

where

\[
W_{\alpha_1\alpha_2}(r, k) = \int dr' \phi_{\alpha_1}^* \left( r + \frac{r'}{2} \right) e^{-i k' \cdot r'} \phi_{\alpha_2} \left( r - \frac{r'}{2} \right) \quad \text{.} \tag{14}
\]

denotes the well-known Weyl-Wigner transform, and \( \phi_{\alpha}(r) \) the real-space wavefunction of the electronic state \( \alpha \).

Applying the inverse Weyl-Wigner transform (13) to the original Wigner equation (1), in the absence of external electromagnetic excitations the latter can be easily translated into the density-matrix equation

\[
\frac{\partial \rho_{\alpha_1\alpha_2}}{\partial t} |_s = \frac{\partial \rho_{\alpha_1\alpha_2}}{\partial t} |_d + \frac{\partial \rho_{\alpha_1\alpha_2}}{\partial t} |_s \quad \text{,} \tag{15}
\]

with

\[
\frac{\partial \rho_{\alpha_1\alpha_2}}{\partial t} |_d = \frac{\epsilon_{\alpha_2} - \epsilon_{\alpha_1}}{\hbar} \rho_{\alpha_1\alpha_2} \tag{16}
\]

(\( \epsilon_{\alpha} \) denoting the energy of the single-particle state \( \alpha \)) and

\[
\frac{\partial \rho_{\alpha_1\alpha_2}}{\partial t} |_s = S [\rho_{\alpha_1\alpha_2}]_{\alpha_1\alpha_2} \quad \text{,} \tag{17}
\]

where

\[
S [\rho_{\alpha_1\alpha_2}]_{\alpha_1\alpha_2} = \int \frac{d^3r}{(2\pi)^3} \frac{d^3k}{(2\pi)^3} W_{\alpha_1\alpha_2}(r, k) S [f(r', k')] |(r, k) \quad \text{,} \tag{18}
\]

and

\[
f(r', k') = \sum_{\alpha_1' \alpha_2'} W_{\alpha_2'\alpha_1'}(r', k') \rho_{\alpha_1'\alpha_2'} = \text{tr}[\hat{W}(r', k') \hat{\rho}] \quad \text{.} \tag{19}
\]

is the Weyl-Wigner transform previously recalled. In the low-density limit considered above, the density-matrix version of the nonlocal scattering superoperator in (9) can be written as

\[
\frac{\partial \rho_{\alpha_1\alpha_2}}{\partial t} |_s = \sum_{\alpha_1' \alpha_2'} A_{\alpha_1\alpha_2, \alpha_1' \alpha_2'} \rho_{\alpha_1'\alpha_2'} + B_{\alpha_1\alpha_2} \quad \text{.} \tag{20}
\]

where \( A_{\alpha_1\alpha_2, \alpha_1' \alpha_2'} \) is given by

\[
\int \frac{d^3r}{(2\pi)^3} \frac{d^3k}{(2\pi)^3} W_{\alpha_1\alpha_2}(r, k) A(r; k; r', k') W_{\alpha_1'\alpha_2'}^*(r', k') \quad \text{.} \tag{21}
\]

and

\[
B_{\alpha_1\alpha_2} = \int \frac{d^3r}{(2\pi)^3} \frac{d^3k}{(2\pi)^3} W_{\alpha_1\alpha_2}(r, k) B(r, k) \quad \text{.} \tag{22}
\]

When the generic nonlocal scattering superoperator in (4) is approximated with the local form (8), the related density-matrix version is still given by Eq. (17), provided to replace Eq. (18) with

\[
S [\rho_{\alpha_1\alpha_2}]_{\alpha_1\alpha_2} = \int \frac{d^3r}{(2\pi)^3} \frac{d^3k}{(2\pi)^3} W_{\alpha_1\alpha_2}(r, k) \tilde{S}[f(r, k')] |(r, k) \quad \text{.} \tag{23}
\]
by Eq. (20), replacing the linear superoperator in (21) with
\[ \int \frac{d\mathbf{r} d\mathbf{k} d\mathbf{k}'}{(2\pi)^3} W_{\alpha_1\alpha_2}(\mathbf{r}, \mathbf{k}) \tilde{A}(\mathbf{r}, \mathbf{k}, \mathbf{k}') W_{\alpha_1'\alpha_2'}(\mathbf{r}, \mathbf{k}') \] (24)
and
\[ \int \frac{d\mathbf{r} d\mathbf{k}}{(2\pi)^3} W_{\alpha_1\alpha_2}(\mathbf{r}, \mathbf{k}) \tilde{A}(\mathbf{r}, \mathbf{k}) W_{\alpha_1'\alpha_2'}(\mathbf{r}, \mathbf{k}) , \] (25)
respectively.

While for the case of the generic nonlinear scattering superoperator in (17) it is extremely hard to draw conclusions about the fulfillment of the two basic requirements mentioned above (see Sec. III B below), in the low-density limit one can rely on well-established criteria provided by the density-matrix theory applied to open quantum systems. More specifically, if (i) the linear superoperator \( A_{\alpha_1\alpha_2,\alpha_1'\alpha_2'} \) in (20) is Lindblad-like and (ii) the inhomogeneous term \( B_{\alpha_1\alpha_2} \) is positive-definite, such scattering superoperator is known to preserve the positive-definite character of the density matrix \( \rho_{\alpha_1\alpha_2} \). It is however clear that the linear superoperator \( A_{\alpha_1\alpha_2,\alpha_1'\alpha_2'} \) corresponding to a generic Wigner-function scattering kernel \( A(\mathbf{r}, \mathbf{k}, \mathbf{r}', \mathbf{k}') \), and even more to the local versions in (24) and (25) are not necessarily of Lindblad type, which implies that local Wigner-function scattering models may lead to positivity violations (see Secs. III and III B below).

From a physical point of view, the wide family of scattering superoperators (i.e., nonlinear versus linear ones as well as nonlocal versus local ones) examined so far can be divided into two main classes: carrier-nonconserving and carrier-conserving models.

Carrier-nonconserving models are often phenomenological in nature, and describe dissipation versus decoherence processes in terms of a few key macroscopic parameters; the prototypical example, examined in Sec. III A, is the RTA model.

Conversely, carrier-conserving models are typically the result of a microscopic treatment of the interaction mechanism under investigation. In terms of the density-matrix formalism recalled so far, they are intrinsically trace-preserving, namely
\[ \sum_{\alpha} S \left[ \rho_{\alpha_1'\alpha_2'} \right]_{\alpha} = 0 . \] (26)
In the low-density limit such carrier-conserving scattering approaches reduce to a trace-preserving linear superoperator (the inhomogeneous term \( B_{\alpha_1\alpha_2} \) in (20) being absent), namely
\[ \frac{\partial \rho_{\alpha_1\alpha_2}}{\partial t} \bigg|_s = \sum_{\alpha_1',\alpha_2'} A_{\alpha_1\alpha_2,\alpha_1'\alpha_2'} \rho_{\alpha_1'\alpha_2'} \] (27)
with
\[ \sum_{\alpha} A_{\alpha_1\alpha_2,\alpha_1'\alpha_2'} = 0 . \] (28)

The most popular example of carrier-conserving scattering model, examined in Sec. III B, is the well-known Boltzmann collision term of the semiclassical transport theory.

## III. LOCAL SCATTERING MODELS

In this section we point out that, under some circumstances, the assumption (8) of space locality for the scattering superoperator may give rise to pathological behaviors.

### A. The RTA model

As pointed out in Sec. II, the RTA model, described by Eq. (5), is a particular case of the fully local scattering superoperator in (12). Thanks to its intuitive simplicity and easiness of implementation, the RTA model has been widely applied to a large variety of problems involving electronic dissipation versus decoherence in nanodevices, such as the analysis of current-voltage characteristics and the carrier density profile in resonant tunneling semiconductor heterostructures and superlattices.

Notably, RTA schemes have been applied both in semiclassical-transport simulations and in the quantum regime through, e.g., Wigner-function treatments. However, while for the semiclassical transport theory the range of validity of such approximation is well established, much less is known about its soundness for quantum-transport simulations based on the Wigner-function formalism.

It is easy to show that in this case the corresponding density-matrix version in (20) reduces to
\[ \frac{\partial \rho_{\alpha_1\alpha_2}}{\partial t} \bigg|_s = - \sum_{\alpha_1',\alpha_2'} \Gamma_{\alpha_1\alpha_2,\alpha_1'\alpha_2'} \left( \rho_{\alpha_1'\alpha_2'} - \rho_{\alpha_1,\alpha_2}^{\text{eq}} \right) \] (29)
with
\[ \Gamma_{\alpha_1\alpha_2,\alpha_1'\alpha_2'} = \int \frac{d\mathbf{r} d\mathbf{k}}{(2\pi)^3} W_{\alpha_1\alpha_2}(\mathbf{r}, \mathbf{k}) \Gamma(\mathbf{r}, \mathbf{k}) W_{\alpha_1'\alpha_2'}(\mathbf{r}, \mathbf{k}) , \] (30)
where \( \rho_{\alpha_1,\alpha_2}^{\text{eq}} = f_{\alpha_1} \delta_{\alpha_1,\alpha_2} \) denotes the (diagonal) equilibrium density matrix.

It is now worth comparing Eq. (29) (obtained by applying a semiclassical RTA model to the Wigner function) to the equation obtained applying the RTA scheme straightforwardly to the density-matrix evolution, i.e.,
\[ \frac{\partial \rho_{\alpha_1\alpha_2}}{\partial t} \bigg|_s = - \sum_{\alpha_1',\alpha_2'} \Gamma_{\alpha_1\alpha_2,\alpha_1'\alpha_2'} \left( \rho_{\alpha_1'\alpha_2'} - \rho_{\alpha_1,\alpha_2}^{\text{eq}} \right) \] (31)
where \( \Gamma_{\alpha} \) can be regarded as a sort of state-dependent effective inverse life-time, involving all relevant interaction mechanisms acting on the carrier in state \( \alpha \); indeed, in the semiclassical limit (\( \rho_{\alpha_1,\alpha_2} = f_{\alpha_1} \delta_{\alpha_1,\alpha_2} \) the
density-matrix RTA model (31) reduces to the well-known injection-loss scheme of conventional device modelling:

\[
\frac{\partial f_\alpha}{\partial t}_{s} = -\Gamma_\alpha (f_\alpha - f_\alpha^0) = S_\alpha - \Gamma_\alpha f_\alpha .
\] (32)

As one can see, while the scattering superoperator in (31) is diagonal in the single-particle basis \( \alpha \), Eq. (29) is non-diagonal in such basis. As a consequence, it does not necessarily preserve the positive-definite nature of the single-particle density matrix (see Figs. 2 and 3 below), a basic physical prerequisite of any quantum-transport simulation scheme. The only exception is the case of a space- and energy-independent relaxation rate, \( \Gamma(r, k) = \Gamma_0 \), as well as a state-independent rate, \( \Gamma_\alpha = \Gamma_0 \), for which the two RTA models in (29) and (31) coincide.

In order to point out intrinsic limitations of the conventional RTA model (5) within the Wigner-function picture (or its equivalent density-matrix formulation in (29)), let us consider the basic nanosystem depicted in Fig. 1. It consists of a \( l = 12 \) nm thick GaAs quantum well (QW) surrounded by (Al,Ga)As barriers with band offset \( V_0 = 0.3 \) eV; its three-dimensional (3D) electronic states exhibit the usual subband structure due to confinement along the growth direction, \( z \). To simplify our analysis, in the remainder of this section we shall neglect in-plane phase-space coordinates and adopt an effective one-dimensional (1D) description of the QW nanosystem, i.e., \( (r, k) \equiv (z, k) \). This implies that, within such simplified treatment, the set of single-particle quantum numbers of our nanostructure coincides with the partially discrete index of our 1D states only: \( \alpha \equiv n \). Moreover, for all the low-temperature simulated experiments discussed below we shall consider as initial condition the first excited state \( (n = 2) \) of the QW, while the ground state \( (n = 1) \) corresponds to the thermal-equilibrium condition.

More specifically, we shall present and compare simulated experiments for three different RTA models: the model referred to as M1 assumes a space- and energy-independent rate \( \Gamma_0 \) and is often called phenomenological or macroscopic RTA approach. The model referred to as M2 employs a space-dependent but energy-independent \( \Gamma(z) \), which is taken vanishing within the interval \(-\frac{L}{2} < z < +\frac{L}{2}\), and equal to \( \Gamma_0 \) outside. Finally, the model referred to as M3 considers a space-independent but momentum/energy-dependent rate \( \Gamma(k) \), which is vanishing for \( |k| < k_{\text{min}} = \sqrt{2m^*}\epsilon_{\text{min}}/\hbar \) and equal to \( \Gamma_0 \) otherwise. In particular, model M2 may partially mimic what happens in a complex multi-layer quantum structure, whose semiclassical scattering rates are typically material-dependent; in a similar way, model M3 describes the conventional energy-threshold scenario typical of electron-optical phonon scattering in a variety of nanomaterials and related nanodevices, including, e.g., new-generation quantum-cascade lasers.

Figure 2 shows a comparison between the different dissipation dynamics induced on the prototypical QW system of Fig. 1 by the three RTA models just described. More specifically, here we show the spatial carrier-density profile along the growth direction \( z \) corresponding to
FIG. 3. (Color online) Bound-state populations [see Eq. (34)] as well as the continuum (cont) contribution as a function of time for models M1 (a), M2 (b), and M3 (c).

the 1D Wigner function $f(z, k)$, namely

$$f_n = \frac{1}{2\pi} \int dz \, dk \, f(z, k) .$$

at different times, obtained solving the 1D version $(r, k \equiv z, k)$ of the Wigner transport equation (1) equipped with the quantum-mechanical deterministic term in (2) as well as with the conventional RTA scheme in (5).

The relaxation dynamics resulting from M1 [panel (a)] exhibits a well-established and physically sound scenario: the initial charge distribution corresponding to the QW first excited state $n = 2$ (thin solid curve) decays exponentially, and at the same time one observes the progressive population of the QW ground state $n = 1$; as a result, after 1.6 ps (dash-dotted curve) the state of the electronic system is not too far from its equilibrium carrier distribution (solid curve). The scenario is substantially different in the case of both a space-dependent rate [M2, panel (b)] and an energy-dependent one [M3, panel (c)]. One observes, in particular, a significant slowdown of the excited-level decay process, and after 1.6 ps (dash-dotted curve) the charge distribution is still far from its equilibrium counterpart (solid curve); in addition to such unexpected behaviour, negative carrier distributions arise in both models. This is an unambiguous fingerprint of unphysical electronic states, which emphasizes the difference with the results displayed in panel (a).

To better identify the origin of these anomalous relaxation profiles in real space, we have evaluated the carrier populations $f_\alpha \equiv \rho_{\alpha\alpha}$ by means of the inverse Weyl-Wigner transform (13); more specifically, for our 1D model $(\alpha \equiv n)$ we have:

$$f_n = \int \frac{dz \, dk}{2\pi} W_{nn}(z, k) f(z, k) .$$

Figure 3 shows the time evolution of the populations of the three QW bound states $(f_1, f_2, f_3)$ as well as of the continuum one, defined as $N_{cont} = N_{tot} - \sum_{n=1}^{3} f_n$ with $N_{tot}$ denoting the total number of carriers.

As expected, for model M1 [see panel (a)] we observe a simple exponential depopulation of the initial level $n = 2$, accompanied by a corresponding population of the ground state $n = 1$, while the populations of level $n = 3$ and of the continuum are not affected by the relaxation dynamics. Once again, moving to models M2 [panel (b)] and M3 [panel (c)], the physically sound scenario of model M1 is lost: for both M2 and M3 we do observe (i) a significant slowdown in the depopulation of the initial state $n = 2$, (ii) negative population values for both state $n = 1$ and $n = 3$, and (iii) a notable population of the continuum, particularly for model M3, in spite of our zero-temperature analysis.

The level-population analysis in Fig. 3 clearly shows that the conventional Wigner-function RTA term (5) (or its equivalent density-matrix formulation in (29)) does not preserve the positivity of the density matrix $\rho_{\alpha\beta}$, and induces a fictitious interlevel coupling; the latter, in turn, may also lead to an artificial generation of interlevel phase coherence, additional fingerprint of an unphysical dissipation dynamics. Moreover, in spite of the fact that both model (29) and (31) share the correct steady-state solution $\rho_{\alpha\alpha}$, the spectrum of the (non-diagonal) superoperator (30) may involve eigenvalues with negative real parts, leading to pathological divergences in the system dynamics; this is similar to the case of Lindblad versus non-Lindblad Markov models.

It is finally worth noticing that the RTA scheme in (29) is not trace-preserving, which implies that the total amount of charge in the device is not conserved. Indeed the sum of the various level populations (three bound states plus continuum) shown in the middle and lower panels of Fig. 3 slightly changes with time. This is an intrinsic feature of any type of RTA approach, which is well known to arise in the semiclassical transport theory as well.

B. Boltzmann-like scattering model

One may at first think that the unphysical behaviours pointed out in Sec. III A originate from the lack of trace conservation characterizing the RTA scheme, and/or from the effective 1D modelling of the QW in Fig. 1. This is, however, not the case. Here below we shall argue that similar problems arise when: (i) the RTA scheme in Eq. (5) is replaced by the (trace-preserving) Boltzmann...
collision term in Eq. (6); (ii) a fully 3D treatment of the prototypical QW nanostructure has been adopted.

The Boltzmann collision term (6) is characterized by the well-established in- minus out-scattering structure; indeed, the latter may also be written as

\[
\frac{\partial f(r, k)}{\partial t} = \int dr' dk' P^{\text{in}}(r, k; r', k') f(r', k') - \int dr' dk' P^{\text{out}}(r, k; r', k') f(r', k')
\]

(35)

with

\[
P^{\text{in}}(r, k; r', k') = \delta(r - r') P(r, k, k')
\]

(36)

and

\[
P^{\text{out}}(r, k; r', k') = \delta(r - r') \delta(k - k') \int dk'' P(r, k'', k),
\]

(37)

which confirms that both superoperators are local in \( r \), and that the out-scattering one is local in \( k \) as well.

In order to provide a microscopic (i.e., parameter-free) description of energy dissipation, we have replaced the partially phenomenological 1D modelling of Sec. III A with a fully microscopic 3D treatment; more specifically, (i) the partially discrete 1D energy spectrum \( (\alpha \equiv n) \) of the QW nanosystem has been replaced by its fully 3D subband structure \( (\alpha \equiv k, n) \), and (ii) the 3D scattering rates in (7) have been derived via the conventional Fermi’s golden rule assuming as main dissipation source carrier-LO phonon interaction within a GaAs bulk crystal.\(^1\) As a result, the latter are space-independent. Within such 3D description the Weyl-Wigner phase-space of the QW nanosystem is given by \( r \equiv r_\parallel, z \) and \( k \equiv k_\parallel, k_z \). This implies that the effective 1D carrier-density profile along the growth direction \( (z) \) in (33) is now replaced by

\[
n(z) = \frac{1}{(2\pi)^3} \int dr_\parallel dk f(r, k),
\]

(38)

and the effective 1D level population in (34) is replaced by the following subband population:

\[
f_n = \sum_{k_\parallel} \int \frac{dr_\parallel dk}{(2\pi)^3} W_{k_\parallel n, k^\parallel n}(r, k) f(r, k).
\]

(39)

Figure 4 shows the low-temperature and low-density energy-dissipation dynamics in the GaAs-based QW nanostructure (see Fig. 1) resulting from the fully 3D local Boltzmann model in (6) in the low-density limit. (a) Carrier density \( n(z) \) in (38) as a function of position at different times \((0 \text{ ps} – \text{ thin solid curve}, 0.8 \text{ ps – dashed curve}, \text{ and } 1.6 \text{ ps – dash-dotted curve})\); here, the equilibrium carrier density is also shown for comparison (solid curve). (b) Bound-state subband populations [see Eq. (39)] as well as continuum (cont) contribution as a function of time.

**FIG. 4.** (Color online) Low-temperature dissipation dynamics in the \( l = 12 \) nm thick GaAs/(Al,Ga)As QW of Fig. 1 resulting from the fully 3D local Boltzmann model in (6) in the low-density limit. (a) Carrier density \( n(z) \) in (38) as a function of position at different times \((0 \text{ ps} – \text{ thin solid curve}, 0.8 \text{ ps – dashed curve}, \text{ and } 1.6 \text{ ps – dash-dotted curve})\); here, the equilibrium carrier density is also shown for comparison (solid curve). (b) Bound-state subband populations [see Eq. (39)] as well as continuum (cont) contribution as a function of time.

The results reported in Figs. 4 and 5 thus clearly show that the pathological behaviors obtained via the RTA model (see Sec. III A) may also affect Boltzmann-like scattering superoperators. In particular, the key feature shared by both models is their local character, which is known to be intrinsically incompatible with any scenario is fully confirmed by the subband-population analysis (panel b) which shows (i) a significant depopulation slowdown of the initial subband \( n = 2 \), (ii) negative population values for subband \( n = 3 \), and (iii) in spite of our zero-temperature analysis, a relevant (negative) population of the continuum.

To deepen our analysis, we have repeated the simulated experiment on the GaAs/(Al,Ga)As QW nanosystem replacing the initial condition employed so far (i.e., the excited state \( n = 2 \)) with the QW thermal-equilibrium state \( n = 1 \). The new results, reported in Fig. 5, are rather counterintuitive and confirm again intrinsic limitations of such local treatments. Indeed, in this case a correct scattering superoperator is expected to leave the electronic system in its equilibrium state. However, Fig. 5 shows that the Boltzmann collision term in (6) drives the electronic system out of equilibrium, giving rise to a steady-state solution characterized again by negative populations and by a significant population of the continuum, in striking contrast with the low-temperature regime.

The results reported in Figs. 4 and 5 thus clearly show that the pathological behaviors obtained via the RTA model (see Sec. III A) may also affect Boltzmann-like scattering superoperators. In particular, the key feature shared by both models is their local character, which is known to be intrinsically incompatible with any
quantum-mechanical treatment.

More specifically, the physical origin of the two main anomalous behaviors pointed out so far, namely the dissipation slowdown and the wrong thermalization dynamics, can be explained as follows. Both the RTA simulated experiments in Figs. 2-3 and the Boltzmann-like ones in Figs. 4-5 are based on bulk-like scattering models; indeed, both the relaxation-time $\Gamma(r, k)$ in (5) and the semiclassical scattering rate $P(r; k, k')$ in (6) refer to a semiconductor bulk crystal, i.e., they do not account for the electronic subband structure of the nanosystem. In particular, the scattering rates entering the Boltzmann collision term in (6) are evaluated via the conventional Fermi’s golden rule using as noninteracting states standard 3D plane waves, instead of the nanos-structure single-particle wavefunctions $\phi_{\alpha}(r)$. It follows that the two terms entering the Wigner transport equation (1) are intrinsically incompatible: while the deterministic one in (2) accounts for the QW subband structure via the nanomaterial confinement potential $V(r)$, the same does not apply to the scattering term. Such a significant description mismatch, recently pointed out also within the density-matrix formalism,$^{39}$ is responsible for the dissipation slowdown previously mentioned as well as for the wrong thermalization dynamics reported in Fig. 5. Indeed, the steady-state solution of the bulk-like Boltzmann collision term in (6) is simply given by the (space-independent) Fermi-Dirac distribution. The latter has nothing to do with the thermal-equilibrium Wigner function $f^{0}(r, k)$ of the QW nanosystem, which is always space-dependent and significantly different from zero within the QW region only.

![Figure 5](image_url)

**FIG. 5.** (Color online) Same as in Fig. 4 but considering as initial state the thermal-equilibrium state $n = 1$ (see text).

![Figure 6](image_url)

**FIG. 6.** (Color online) Same as in Fig. 2 (panel a) and in Fig. 3 (panel b) but for the proposed nonlocal RTA model in (40) with $1/\Gamma_1 = 1 \text{ps}$ and $1/\Gamma_2 = 0.7 \text{ps}$.

### IV. PROPOSED NONLOCAL SCATTERING MODELS

#### A. Nonlocal RTA model

In order to overcome the serious limitations of the local models pointed out in Sec. III, we first propose an alternative RTA scheme for the Wigner function. Our strategy is to start from the density-matrix RTA model in (31) and apply to it the Weyl-Wigner transform (19) as well as its inverse in (13), therefore obtaining

$$\frac{\partial f(r, k)}{\partial t} \bigg|_{n} = -\int dr' dk' \Gamma(r; k, k') (f(r', k') - f^{0}(r', k'))$$

where

$$\Gamma(r; k, k') = \sum_{\alpha_{1}, \alpha_{2}} W_{\alpha_{1} \alpha_{2}}(r, k) \frac{\Gamma_{\alpha_{1}} + \Gamma_{\alpha_{2}}}{16\pi^{3}} W_{\alpha_{1} \alpha_{2}}^{*}(r', k')$$

is a fully nonlocal RTA superoperator expressed in terms of the relaxation rates $\Gamma_{\alpha}$ of the density-matrix theory. In striking contrast to the standard RTA model in (5), the generalized version in (40) intrinsically ensures the positivity of the spatial charge density $n(z)$ as well as of the level populations $f_{\alpha}$. Indeed, (i) as shown in Ref. [60], the RTA model in (31) is known to preserve the positive-definite character of the density matrix $\rho_{\alpha_{1} \alpha_{2}}$; and (ii) the action of the Weyl-Wigner transform in (19) does not alter such property.

To illustrate the effects of our result, we apply the proposed nonlocal RTA model (40) to the prototypical QW nanosystem in Fig. 1 adopting again the very
same effective 1D model described above. Figure 6 shows the results obtained by setting $1/Γ_1 = 1 \text{ps}$ and $1/Γ_2 = 0.7 \text{ps}$. As one can see, opposite to the pathological behaviors obtained via the RTA models M2 and M3 (see panels b and c in Figs. 2 and 3), here both the spatial carrier distributions (panel a) and the corresponding level populations (panel b) are always positive-definite. Moreover, as for the case of the physically sound results of model M1, we deal again with a correct relaxation dynamics toward the equilibrium state (solid curve in panel a) without unphysical interlevel relaxation couplings and continuum population.

We conclude this subsection by commenting about the range of validity of the proposed nonlocal RTA model. At a semiclassical level, the RTA model is known to properly describe a few scattering mechanisms only, namely elastic or quasi-elastic, as well as inelastic isotropic processes, in quasi-equilibrium and low-density conditions. These limitations apply to the conventional Wigner-function RTA modeling discussed in Sec. III A as well as to its nonlocal generalization in (40). To overcome such limitations, the key step is to replace the RTA modeling with Boltzmann-like treatments (see below). Furthermore, the RTA scheme in Eq. (40) is not trace-preserving, as can be straightforwardly seen from the density-matrix RTA model, Eq. (31), it originates from. This implies that the total amount of charge in the device is not conserved. Indeed the sum of the various level populations (three bound states plus continuum) shown in Fig. 6 slightly changes with time. The nonlocal RTA scheme can thus be applied as long as the total population variation is small compared to the initial condition. We stress once again that this is an intrinsic feature of any type of RTA approach (see also Fig. 3), which also arises in the semiclassical transport theory and is by no means specific of the nonlocal RTA scheme proposed here. In order to remove such constraint, it is imperative to replace the RTA models considered so far with genuine trace-preserving scattering superoperators.

B. Nonlocal Boltzmann-like scattering model

Importantly, the generalization scheme employed to derive the nonlocal RTA model in (40) can also be adopted to overcome the limitations of the Boltzmann-like treatment pointed out in Sec. III B. Instead of defining the scattering superoperator directly within the Weyl-Wigner phase-space $(r, k)$ one can start from a reliable dissipation model for the density matrix, and translate it into the Wigner-function picture. To this aim, our starting point is the nonlinear density-matrix treatment recently proposed in Ref. [22]; indeed, the latter (i) applies to any generic nanostructure, (ii) accounts for high-density effects, (iii) provides the correct thermal-equilibrium state, and (iv) preserves the positive-definite character of the single-particle density matrix. More specifically, for both carrier-phonon and carrier-carrier interaction mechanisms, energy dissipation and decoherence is described by the nonlinear scattering superoperator

\[
\frac{∂ρ_{α1α2}}{∂t} \bigg|_s = \frac{1}{2} \sum_{α′,α′′,α″} \left( (δ_{α1α′} - ρ_{α1α′}) P_{α′,α2,α″,α′} ρ_{α′,α″} - (δ_{α′′,α1} - ρ_{α′′,α1}) P_{α′′,α1,α″,α2} ρ_{α′″,α2} \right) + \text{H.c.}, \tag{42}
\]

where, $P_{α′,α2,α″,α2}$ are generalized scattering rates, whose explicit form is given in Ref. [22]. Here, the nonlinearity factors $(δ_{α1α2} - ρ_{α1α2})$ can be regarded as the quantum-mechanical generalization of the Pauli factors of the conventional Boltzmann theory [see Eq. (7)].

In order to get the desired Wigner-function version of the density-matrix scattering superoperator in (42), the crucial step is once again to apply to the latter the Weyl-Wigner transform (19) together with its inverse in (13). The resulting Wigner-function scattering superoperator is still described by the in- minus out structure in (35), provided to replace the local terms of the semiclassical theory in (36) and (37) with the following nonlocal generalizations:

\[
P^\text{in/out}(r, k; r′, k′) = \int \frac{d^3k″}{(2π)^3} (1 - f(r″, k″)) \tilde{P}^\text{in/out}(r″, k″; r, k; r′, k′)
\]

with

\[
\tilde{P}^\text{in}(r″, k″; r, k; r′, k′) = \frac{1}{(2π)^3} \sum_{α1α2α′′α″} \Re \left\{ W_{α1α2}(r, k) W_{α′′,α1}(r″, k″) P_{α′,α2,α′′,α2} W_{α′′,α2}(r′, k′) \right\}
\]

and

\[
\tilde{P}^\text{out}(r″, k″; r, k; r′, k′) = \frac{1}{(2π)^3} \sum_{α1α2α′′α″} \Re \left\{ W_{α1α2}(r, k) W_{α′′,α1}(r″, k″) P_{α′′,α1,α2,α2} W_{α′′,α2}(r′, k′) \right\}.
\]
The proposed quantum-mechanical generalization of
the standard Boltzmann collision term in (6) is thus
intrinsically nonlocal. In particular, comparing Eq. (43)
with its semiclassical counterpart in (7), it is evident
that the action of the Pauli exclusion principle within
the Wigner phase-space is itself nonlocal: the general-
ized in and out scattering rates for a given transition
\[ r, k \rightarrow r', k' \] depend on the value of the Wigner function
in any other phase-space point \( r'', k'' \) via the Pauli fac-
tor \( 1 - f(r'', k'') \). A detailed investigation of such Pauli-
blocking nonlocality is however outside the scope of the
present work.

In the low-density limit \( (f(r, k) \rightarrow 0) \), the proposed
scattering model in (43) reduces to:

\[
P_{\text{in}}^\alpha(r, k; r', k') = \frac{1}{(2\pi)^3} \sum_{\alpha_1 \alpha_2 \alpha_1' \alpha_2'} \Re \left\{ W_{\alpha_1 \alpha_2}(r, k) P_{\alpha_1 \alpha_2}^{\alpha_1' \alpha_2'} W_{\alpha_1' \alpha_2'}(r', k') \right\}
\]

and

\[
P_{\text{out}}^\alpha(r, k; r', k') = \frac{1}{(2\pi)^3} \sum_{\alpha_1 \alpha_2 \alpha_1' \alpha_2'} \Re \left\{ W_{\alpha_1 \alpha_2}(r, k) P_{\alpha_1' \alpha_2'}^{\alpha_1 \alpha_2} W_{\alpha_1' \alpha_2'}(r', k') \right\}.
\]

![Figure 7](image-url)

**FIG. 7.** (Color online) Same as in Fig. 4 but replacing the lo-
cal Boltzmann model in (6) with the proposed nonlocal model
in (43) (see text).

In order to test the quality of the proposed nonlo-
cal scattering superoperator, we have repeated the simu-
lated experiment of Fig. 4 replacing the Boltzmann col-
cision term in (6) with the nonlocal scattering model in
(43); the resulting energy-dissipation scenario is shown
in Fig. 7. As one can see, opposite to the unphysical be-
haviors obtained via the semiclassical Boltzmann model
(see Figs. 4 and 5), here both the spatial carrier distri-
butions (panel a) and the corresponding subband popu-
lations (panel b) are always positive-definite; moreover,
as for the case of the physically sound results of the RTA
model M1 [see panels (a) in Figs. 2 and 3], we deal again
with a correct relaxation dynamics toward the equilib-
rium state (solid curve in panel a) without unphysical
interlevel relaxation couplings and continuum popula-
tions. Moreover, due to the trace-preserving character of
the original density-matrix model in (42), the proposed
nonlocal scattering superoperator in (43) is intrinsically
charge-conserving.

**V. SUMMARY AND CONCLUSIONS**

The widespread use of local scattering models, namely
RTA and Boltzmann-like schemes, relies on their intuitive
simplicity and easiness of implementation. In this paper
we have studied their application to the Wigner-function
formalism in order to characterize electronic dissipation
and decoherence in semiconductor nanostructures.

Our analysis has shown that, despite the formal sim-
ilarity of the Wigner Equation to the Boltzmann trans-
port one, when such local scattering models are applied
to the Wigner function in the same way as it is done
for the semiclassical Boltzmann distribution [see Eqs.(5)
and (6)], unphysical results may be obtained; in partic-
ular, in striking contrast to the semiclassical case, one
deals with anomalous suppression of intersubband relax-
ation, incorrect thermalization dynamics, and violation
of probability-density positivity. We have shown that
this is due (i) to the intrinsically nonlocal character of
the fully quantum mechanical Wigner-function formal-
ism, and (ii) to the bulk-like character of such semiclas-
sical scattering models.

Exploiting the Weyl-Wigner transform, we have then
proposed a quantum-mechanical generalization both of
the RTA scheme and of the Boltzmann collision term;
the latter are nonlocal in space and energy [see Eqs.(40)
and (43)] and guarantee positive probability densities.

Our investigation allows us to draw the following two
basic conclusions:

(i) Within the Wigner-function formalism the only
reliable, i.e., physically correct, local scattering model is the RTA model M1 [see panels (a) in Figs. 2 and 3], corresponding to a constant (i.e., space- and energy-independent) relaxation rate $\Gamma_i$. In contrast, any refined version of the RTA model (based on space and/or energy dependent relaxation rates) [see panels (b) and (c) in Figs. 2 and 3] or any Boltzmann-like treatment (see Figs. 4 and 5) may lead to physically incorrect results.

(ii) The density-matrix picture is the most natural formalism for the description of energy dissipation and decoherence; indeed, as discussed in detail in Ref. [22], the latter allows for a rigorous quantum-mechanical derivation of Markovian scattering superoperators [see Eq. (42)]. For systems with spatial open boundaries, the Wigner-function picture is generally preferable; it is however important to stress that the correct procedure is to derive the Wigner-function scattering superoperator via a Weyl-Wigner transform of its density-matrix counterpart. Any naive inclusion of semiclassical-like models may lead to the pathological behaviors previously discussed.

We conclude by outlining possible future developments of our investigation. Here we have considered the case of static electric fields, which are described by a scalar potential $V$ entering the deterministic term (2) of the Wigner transport equation via the Poisson equation in (1) may be coupled to a corresponding Poisson equation for the scalar potential via so-called Wigner-Poisson simulation schemes. However, in the presence of magnetic fields, the description must necessarily invoke a vector potential as well, including its possible time-dependence. In that case, the problem of gauge invariance of the Wigner function arises. It is well known that a physical (i.e. gauge-independent) Wigner function $f(r,k) = \text{tr}[\hat{W}(r,k)\hat{\rho}]$ is obtained by modifying the Wigner operator $\hat{W}(r,k)$ in Eq.(14) via electromagnetic-potential terms that compensate for the gauge-dependence of the density matrix $\hat{\rho}$. As a consequence, the deterministic term (2) of the Wigner transport equation gets modified, as described in Refs. [62] and [63]. The nonlocal scattering models proposed here for the scattering term (4) of the Wigner Transport equation can thus be generalized to the presence of time-dependent electromagnetic fields, at least as long as the time-scales of the typical scattering mechanisms are shorter than the time variation of the electromagnetic fields.

We finally observe that nonlocality effects also arise in other aspects of quantum transport in nanostructures, such as the contacts with electrodes. For that problem, it has been shown that the semiclassical inflow boundary condition scheme generally fails, and that the boundary values of the unknown Wigner function must be chosen suitably to the specific device under examination; again, the combination of a fully quantum-mechanical treatment of the system dynamics with a semiclassical injection model may produce unphysical results. Also in this case, the most natural strategy to overcome these limitations is to replace the semiclassical boundary-condition scheme with a density-matrix-based device-reservoir coupling model.
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